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Abstract

A large class of integrable deformations of the principal chiral model, known as the Yang–Baxter deformations, are governed by skew-symmetric \(R\)-matrices solving the (modified) classical Yang–Baxter equation. We carry out a systematic investigation of these deformations in the presence of the Wess–Zumino term for simple Lie groups, working in a framework that treats both inhomogeneous and homogeneous deformations on the same footing. After analysing the cohomological conditions under which such a deformation is admissible, we consider an action for the general Yang–Baxter deformation of the principal chiral model plus Wess–Zumino term and prove its classical integrability. We also show how the model is found from a number of alternative formulations: affine Gaudin models, \(E\)-models, four-dimensional Chern–Simons theory and, for homogeneous deformations, non-abelian \(T\)-duality.
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1. Introduction

Integrable \(\sigma\)-models are an important class of two-dimensional integrable fields theories. The prototypical example is the principal chiral model (PCM), a \(\sigma\)-model whose target space is a simple Lie group \(G\). Yang–Baxter (YB) deformations [1, 2] of the PCM are continuous deformations that preserve its integrability. The deformed models were first constructed in [1, 2] and are characterised by a skew-symmetric \(R\)-matrix on the Lie algebra of \(G\).
Such deformations can be further categorised as either inhomogeneous, when the \( R \)-matrix solves the modified classical Yang–Baxter equation (mcYBE) or homogeneous, when it solves the classical Yang–Baxter equation (cYBE).

The PCM is part of a family of integrable \( \sigma \)-models with target space \( G \). The action of these models is given by that of the PCM plus the standard topological Wess–Zumino (WZ) term [3]. Each model in this family is labelled by the level \( k \) of the WZ term and has a single coupling constant. For a critical value of this coupling, proportional to \( k \), this model is a two-dimensional conformal field theory. More precisely, it is the Wess–Zumino–Witten (WZW) model [3] at level \( k \). The existence of this family of integrable \( \sigma \)-models, henceforth known as the PCM plus WZ term, motivates us to investigate their integrable deformations; in particular, their YB deformations.

Progress has been made in the construction of such deformations for two classes of \( R \)-matrices:

- The \( \sigma \)-model on the squashed three-sphere [4] is an example of a YB deformation of the SU(2) PCM governed by the standard Drinfel’d–Jimbo \( R \)-matrix. It was shown in [5] that the model remains integrable on additionally adding a WZ term. In [6] this deformation, based on the standard Drinfel’d–Jimbo \( R \)-matrix, was generalised to arbitrary \( G \).
- For homogeneous \( R \)-matrices, i.e. solving the cYBE, the deformed model has been formulated by exploiting the relation to non-abelian \( T \)-duality [7]. This requires that the WZ term can be written in a form that can be dualised. This is not always the case and indicates that some YB deformations of the PCM plus WZ term may not be admissible.

These two constructions are different in approach and both hide aspects of the underlying algebraic structure. Furthermore, even together they do not cover all possible skew-symmetric \( R \)-matrices.

In this article we address these questions by carrying out a systematic analysis of YB deformations, i.e. integrable deformations governed by solutions of the (m)cYBE, in the presence of a WZ term. We work in a unifying framework that treats both inhomogeneous and homogeneous deformations on an equal footing. Our goals are (i) to determine conditions for such a deformation to be admissible, (ii) construct an action for the YB deformation of the PCM plus WZ term and (iii) prove its classical integrability. Our construction is motivated by recent work [8, 9] of Klimcik, which revisits the case of the standard Drinfel’d–Jimbo \( R \)-matrix and, working in the context of \( E \)-models, explores the underlying algebraic structure. This leads to an alternative, more compact, formulation of its action, which provides the basis for our generalisation to all those skew-symmetric \( R \)-matrices for which the deformation is admissible.

The integrability of a two-dimensional \( \sigma \)-model relies on the existence of a Lax connection encoding its dynamics, i.e. a connection depending on an auxiliary complex spectral parameter \( z \) whose flatness is equivalent to the equations of motion. In all the models discussed thus far, this Lax connection takes a particular form relying on the existence of a flat and conserved current valued in the Lie algebra \( g \) of \( G \). This current is the Noether current associated with a global \( G \)-symmetry acting on the target space by right translations. Motivated by this common structure, our starting point is the general ansatz:

\[
S = \int d^2x \, \kappa (g^{-1} \partial_x g, \mathcal{O} g^{-1} \partial_x g) + \frac{k}{6} \int d^3x \, \epsilon^{abc} \kappa (g^{-1} \partial_x g, [g^{-1} \partial_x g, g^{-1} \partial_x g]).
\] (1.1)

where \( g \) is a \( G \)-valued field, \( \kappa \) is the normalised Killing form on \( g \) and \( \partial_x \) are light-cone derivatives. \( \mathcal{O} \) is a constant linear operator on \( g \) characterising the model, \( \mathcal{O}_g \) is defined as \( \text{Ad}^{-1}_g \mathcal{O} \text{Ad}_g \) and the second term is the familiar three-dimensional WZ term with level \( k = 4\pi \kappa \). The action (1.1) is invariant under right multiplication, \( g \mapsto g g_0 \), and hence its equations of motion are
equivalent to the conservation of a Noether current. In section 2 we investigate the conditions on the operator $O$ under which this current is also flat on-shell, ensuring the existence of a Lax connection.

Starting from the YB deformation of the PCM, i.e. $\mathfrak{h} = 0$ and $O = \frac{\mathfrak{h}}{\mathfrak{h} + \mathfrak{h}'}$ where $R$ is a skew-symmetric $R$-matrix on $\mathfrak{g}$, we develop perturbation theory in $\mathfrak{h}/\mathfrak{h}'$. At the first sub-leading order we find that an additional condition on $R$ is needed to ensure the integrability of the model, which we formulate in cohomological terms as follows. It is a standard result that a solution of the $(m)$CYBE defines a second Lie bracket $[X, Y]_R = [RX, Y] + [X, RY]$ on $\mathfrak{g}$ and thus a Lie algebra $\mathfrak{g}_R$. In the Lie algebra cohomology of $\mathfrak{g}_R$, the three-cochains $\Omega(X, Y, Z) = \kappa(X, [Y, Z])$ and $\Omega_R(X, Y, Z) = \kappa(R_X, [R_Y, R_Z])$ are closed (here $R_\pm = R \pm c$, where $c \neq 0$ and $c = 0$ for solutions of the mcYBE and cYBE respectively). The first-order integrability condition then admits a solution if and only if $\Omega_R + \alpha \Omega$ is exact for some choice of $\alpha$. While not all $R$-matrices satisfy this condition, there are large classes that do, including the standard Drinfel’d–Jimbo $R$-matrix and those homogeneous $R$-matrices for which the deformed model can be found by non-abelian $T$-duality. In section 3 we consider satisfying this condition, it turns out that $\Omega_R$ itself vanishes. This condition admits an interesting algebraic reformulation. Recall that, if $R$ a solution of the $(m)c$YBE, then $\mathfrak{h}_\pm = \text{im } R_\pm$ are subalgebras of $\mathfrak{g}$, and hence $\Omega_R = 0$ if and only if $\mathfrak{h}_\pm$ is solvable. Therefore, for those $R$ with $\mathfrak{h}_\pm$ solvable there exists an integrable YB deformation of the PCM plus WZ term at first order in $\mathfrak{h}/\mathfrak{h}'$.

In section 3 we show that this integrable deformation extends to all values of $\mathfrak{h}$. More precisely, we show that if $\mathfrak{h}_\pm$ is solvable then the action

$$S = \frac{\mathfrak{h}}{2} \int d^2x \, \kappa \left( g^{-1} \partial_+ g, \frac{e^\chi + e^{\rho_R}}{e^\chi - e^{\rho_R}} g^{-1} \partial_- g \right)$$

$$+ \frac{\mathfrak{h}}{6} \int d^3x \, e^{abc} \kappa(g^{-1} \partial_0 g, [g^{-1} \partial_0 g, g^{-1} \partial_0 g])$$

(1.2)

defines an integrable $\sigma$-model. In particular, assuming that $R$ solves the $(m)c$YBE and $\mathfrak{h}_\pm$ is solvable, the orthogonal operator $e^{\rho_R}$ satisfies a simple algebraic identity, proven in appendix A, that ensures the existence of a Lax connection. In appendix B we investigate the reverse logic and show that this identity and the skew-symmetry of $R$ are also necessary conditions for integrability under certain assumptions. The action (1.2) was first proposed in [8] as a reformulation of the model initially constructed in [6] when $R$ is the standard Drinfel’d–Jimbo $R$-matrix. Therefore, section 3 can be thought of as generalising this result to all skew-symmetric $R$-matrices with solvable $\mathfrak{h}_\pm$.

The proof of classical integrability is completed in section 4. The Hamiltonian analysis of the YB deformed PCM with and without WZ term was performed in [6, 10] respectively for the standard Drinfel’d–Jimbo $R$-matrix. In these cases, the Poisson bracket of the Lax matrix is a Maillet bracket [11] taking a particular form that is encoded by a rational function of the spectral parameter known as the twist function [12] (see also [13]). This ensures that the conserved charges extracted from the monodromy of the Lax matrix are in involution. In section 4, we perform the Hamiltonian analysis of YB deformation of the PCM plus WZ term for any $R$-matrix with solvable $\mathfrak{h}_\pm$. In particular, we show that the Lax matrix also satisfies a Maillet bracket with twist function, with the proof given in appendix C. Furthermore, this also allows us to interpret this model as a realisation of affine Gaudin model [14].

In section 5, we show that the action (1.2) can also be obtained using various alternative formulations that have been proposed to study integrable $\sigma$-models. These include $E$-models, four-dimensional Chern–Simons theory and, for homogeneous $R$-matrices, non-abelian $T$-duality. For the first two, we investigate the structure of the underlying Drinfel’d double, observing
that these deformations can equivalently be understood as governed by an asymmetric solution of the \((\text{m)c}\)YBE. We conclude in section 6 with a discussion of the results and possible extensions.

2. General construction

The YB deformation of the PCM for simple Lie group \(G\) exists for any choice of \(R\)-matrix that solves the \((\text{m)c}\)YBE on the Lie algebra \(\mathfrak{g} = \text{Lie}(G)\) over \(\mathbb{R}\). Our aim in this section is to investigate when it is possible to similarly deform the PCM plus WZ term. Motivated by this, we start from the general ansatz

\[
S = \int d^2x \kappa (g^{-1}\partial_+ g, \mathcal{O}_g g^{-1}\partial_- g) + \frac{k}{6} \int d^3x \epsilon^{abc} \kappa (g^{-1}\partial_+ g, [g^{-1}\partial_+ g, g^{-1}\partial_- g]),
\]

(2.1)

where \(g\) is a field valued in \(G\), the light-cone derivatives are defined as \(\partial_\pm = \partial_t \pm \partial_x\) and \(\mathcal{O}: \mathfrak{g} \to \mathfrak{g}\) is a constant and invertible linear operator with \(\mathcal{O}_g = \text{Ad}_g^{-1} \mathcal{O} \text{Ad}_g\). \(\kappa\) is proportional to the Killing form on \(\mathfrak{g}\):

\[
\kappa(X, Y) = -\frac{1}{2h^\vee} \text{tr} [\text{ad}_X \text{ad}_Y], \quad \forall X, Y \in \mathfrak{g},
\]

(2.2)

where \(h^\vee\) is the dual Coxeter number. The choice of sign gives a non-degenerate bilinear form on \(\mathfrak{g}\) that is positive-definite for compact \(G\). Taking \(\mathcal{O} = \frac{k}{4}\pi\) the action (2.1) becomes that of the WZW model at level \(k = 4\pi\).

**Equations of motion and Lax connection.** The action (2.1) is invariant under right multiplication, \(g \mapsto gg_0\). Its equations of motion are equivalent to the conservation equation

\[
\partial_+ K_+ + \partial_- K_- = 0
\]

(2.3)
of the corresponding Noether current

\[
K_+ = \frac{1}{\xi} \left( \mathcal{O}_g - \frac{k}{2} \right) j_+, \quad K_- = \frac{1}{\xi} \left( \mathcal{O}_g + \frac{k}{2} \right) j_-,
\]

(2.4)

where \(j_\pm = g^{-1}\partial_\pm g\) are the light-cone components of the Maurer–Cartan one-form pulled back to the two-dimensional worldsheet and we have introduced an overall constant \(\xi\) parametrising the freedom in normalising \(K_\pm\). Note that \(t\) denotes the transpose with respect to the Killing form, i.e.

\[
\kappa(X, \mathcal{O}Y) = \kappa(X, Y), \quad \forall X, Y \in \mathfrak{g}.
\]

(2.5)

When the conserved current \(K_\pm\) is flat it immediately follows that there exists a Lax connection

\[
\mathcal{L}_\pm(z) = \frac{K_\pm}{1 \mp z},
\]

(2.6)

for the model (2.1).

Let us now investigate under which condition on the operator \(\mathcal{O}\) this is the case. We first rewrite equation (2.4) as

\[
j_\pm = Q_g^\pm K_\pm,
\]

(2.7)
where \( Q^\pm = \text{Ad}_g^{-1} Q^\pm \text{Ad}_g \) and
\[
Q^- = \xi \left( \mathcal{O} + \frac{\xi}{2} \right)^{-1}, \quad Q^+ = \xi \left( i\mathcal{O} - \frac{\xi}{2} \right)^{-1}.
\]
(2.8)

The flatness of the Maurer–Cartan one-form implies
\[
\partial_j j_+ - \partial_+ j_j + [j_+, j_+] = 0,
\]
(2.9)
and upon substituting in for \( K^\pm \) using equation (2.7) we find
\[
Q^-(\partial_+ K_- + [Q^+ K_+, K_-]) - Q^+(\partial_- K_+ - [K_+, Q^- K_-]) - [Q^+ K_+, Q^- K_-] = 0.
\]
(2.10)

This can be rewritten as
\[
\frac{Q^+ + Q^-}{2} F_{+-}(K) - \frac{Q^+ - Q^-}{2} (\partial_+ K_- + \partial_- K_+) = \text{Ad}_g^{-1} \mathcal{Z}(\text{Ad}_g K_+, \text{Ad}_g K_-),
\]
(2.11)
where we have defined the field strength for \( K \)
\[
F_{+-}(K) = \partial_+ K_- - \partial_- K_+ + [K_+, K_-],
\]
(2.12)
and
\[
\mathcal{Z}(X, Y) = [Q^+ X, Q^- Y] - Q^+ [X, Q^- Y] - Q^- [Q^+ X, Y] + \frac{Q^+ + Q^-}{2} [X, Y].
\]
(2.13)

Assuming that \( Q^+ + Q^- \) is invertible, which will generically be the case for the models we consider, equation (2.11) tells us that, on the equations of motion (2.3), the flatness of the Maurer–Cartan one-form implies that the current \( K \) is flat if and only if \( \mathcal{Z}(\text{Ad}_g K_+, \text{Ad}_g K_-) = 0 \). This gives us a condition on the operators \( Q^\pm \), and thus on the operator \( \mathcal{O} \), that ensures the existence of a Lax connection for the model (2.1):
\[
\mathcal{Z}(X, Y) = 0, \quad \forall \ X, Y \in \mathfrak{g}.
\]
(2.14)

2.1. Perturbation theory around \( \mathcal{E} = 0 \)

Considering a setup in which we recover the YB deformation of the PCM \([1, 2]\) when the coefficient of the WZ term is set to zero, we now use perturbation theory to investigate when it is possible to construct the corresponding deformation of the PCM plus WZ term. In particular, we assume that the Lax connection remains of the form (2.6) with \( K \) defined in (2.4), and hence that the integrability of the model is determined by the condition (2.14).

The YB deformation of the PCM. We start by reviewing the case without WZ term, i.e. when \( \mathcal{E} = 0 \). The action of the YB deformed PCM was first given in \([1]\) in terms of a skew-symmetric \( R \)-matrix, that is a constant linear operator \( R : \mathfrak{g} \rightarrow \mathfrak{g} \) that satisfies \( ^t R = -R \) and solves the (m)cYBE
\[
[RX, RY] - R[X, Y]_R + c^2 [X, Y] = 0, \quad \forall \ X, Y \in \mathfrak{g},
\]
(2.15)
where we have introduced the $R$-bracket

\[ [X, Y]_R = [X, RY] + [RX, Y], \quad X, Y \in \mathfrak{g}. \tag{2.16} \]

Since the $R$-matrix preserves the real Lie algebra $\mathfrak{g}$ the parameter $c$ is such that $c^2 \in \mathbb{R}$. Therefore, there are three cases of interest:

- $c \in \mathbb{R}^*$: $R$ is a split solution of the mcYBE;
- $ic \in \mathbb{R}^*$: $R$ is a non-split solution of the mcYBE;
- $c = 0$: $R$ is a solution of the cYBE.

Rescaling $R$, we can choose $c = 1$, $c = i$ and $c = 0$ as representatives of each case without loss of generality. We call the $c \neq 0$ case inhomogeneous and the $c = 0$ case homogeneous. Unless otherwise stated, we will treat both the inhomogeneous and homogeneous cases simultaneously.

The YB deformation of the PCM is given by the action (2.1) with $\xi = 0$ and

\[ \mathcal{O} = \frac{\hbar}{1 - \eta R}, \tag{2.17} \]

where $\eta \in \mathbb{R}$ controls the strength of the deformation and $\mathcal{O}$ is the PCM coupling for $\eta = 0$. Thus it follows from equation (2.8) that for $\hbar = 0$

\[ Q^\pm = \frac{\xi}{\hbar} (1 \pm \eta R). \tag{2.18} \]

Substituting into equation (2.13) and using the (m)cYBE (2.15) we find that requiring $Z(X, Y)$ to vanish implies that

\[ 1 - c^2 \eta^2 - \frac{\hbar}{\xi} [X, Y] = 0, \tag{2.19} \]

and hence we are able to fix the constant $\xi$ as

\[ \xi = \frac{\hbar}{1 - c^2 \eta^2}. \tag{2.20} \]

to ensure the existence of a Lax connection.

**First order in $\hbar / \mathcal{O}$.** Since the level $k = 4\pi \hbar$ is integer-valued for certain Lie groups $G$ we use the expansion parameter $\hbar / \mathcal{O}$, parametrising the leading corrections to $\mathcal{O}$ and $\xi$ as

\[ \mathcal{O}^{-1} = \frac{1}{\hbar} \left( 1 - \eta R + \frac{\hbar}{\xi} \bar{\mathcal{O}} + O \left( \frac{\hbar^2}{\mathcal{O}^2} \right) \right), \quad \xi = \frac{1}{1 - c^2 \eta^2} + O \left( \frac{\hbar^2}{\mathcal{O}^2} \right) \tag{2.21} \]

where $\bar{\mathcal{O}} : \mathfrak{g} \to \mathfrak{g}$ is again a constant linear operator. Note that any $O(\hbar / \mathcal{O})$ term in $\xi$ can be absorbed into a redefinition of $\bar{\mathcal{O}}$ and hence without loss of generality we assume there are no such corrections. The resulting expansions of the operators $Q^\pm$ (2.8) are

\[
Q^- = \frac{1}{1 - c^2 \eta^2} \left( 1 - \eta R + \frac{\hbar}{\xi} \left( \bar{\mathcal{O}} - \frac{1}{2} (1 - \eta R)^2 \right) + O \left( \frac{\hbar^2}{\mathcal{O}^2} \right) \right),
\]
\[
Q^+ = \frac{1}{1 - c^2 \eta^2} \left( 1 + \eta R + \frac{\hbar}{\xi} \left( \bar{\mathcal{O}} + \frac{1}{2} (1 + \eta R)^2 \right) + O \left( \frac{\hbar^2}{\mathcal{O}^2} \right) \right). \tag{2.22}
\]
Again substituting into equation (2.13) and using the (m)cYBE (2.15) we find that requiring $Z(X, Y)$ to vanish at order $O(K/A)$ implies that

$$\eta \left( [RX, \hat{O}Y] - R[X, \hat{O}Y] - \hat{O}[RX, Y] - \hat{O}[RX, Y] + [\hat{O}X, RY] + R[X, \hat{O}Y] \right)$$

$$= \frac{\eta^3}{2} R_+ R_- [X, Y]_R + \frac{1 + c^2 \eta^2}{2} (\hat{O} + \hat{O})[X, Y]. \tag{2.23}$$

where

$$R_\pm = R \pm c, \tag{2.24}$$

in terms of which the (m)cYBE (2.15) takes the simple form

$$[R_+, R_+ Y] = R_\pm [X, Y]_R, \quad \forall X, Y \in g. \tag{2.25}$$

At this point it is useful to split $\hat{O}$ into its symmetric and skew-symmetric parts: $\hat{O} = \frac{1}{2}(B + A)('B = B, 'A = -A)$, and consider the sum and difference of equation (2.23) with itself with $X$ and $Y$ interchanged:

$$\eta ([RX, BY] - R[X, BY] - B[RX, Y] - [BX, RY] + B[X, RY] + R[BX, Y]) = 0,$$

$$\eta ([RX, AY] - R[X, AY] - A[RX, Y] + [AX, RY] - A[X, RY] - R[AX, Y])$$

$$= \frac{\eta^3}{2} R_+ R_- [X, Y]_R + \frac{1 + c^2 \eta^2}{2} B[X, Y]. \tag{2.26b}$$

This set of $(\dim G)^3$ linear equations for $(\dim G)^2$ free coefficients in $\hat{O}$ is overdetermined. As we will see, there are certain $R$-matrices for which there is a solution, and others where none exists. Most of the interesting structure is contained in the second of these equations; however, before we proceed to analyse this equation let us note that the first has at least one simple solution, which is to take $B$ proportional to the identity.

**Lie algebra cohomology of $g_R$.** When an $R$-matrix solves the (m)cYBE, it is a standard result that the $R$-bracket (2.16) satisfies the Jacobi identity and hence defines a Lie algebra, denoted $g_R$. We can therefore introduce the associated Lie algebra cohomology for the trivial representation of $g_R$. In particular, $n$-cochains are alternating linear functions $\psi : \wedge^n g_R \to \mathbb{R}$ whose differential is the $(n + 1)$-cochain given by

$$(d_R \psi)(X_1, \ldots, X_{n+1}) = \sum_{i<j} (-1)^{i+j-1}$$

$$\times \psi([X_i, X_j]_R, X_1, \ldots, X_{i-1}, X_{i+1}, \ldots, X_{j-1}, X_{j+1}, \ldots, X_{n+1}), \tag{2.27}$$

such that $d_R^2 = 0$.

Contracting (2.26b) with $Z \in g$ using the normalised Killing form (2.2) we can equivalently rewrite it as

$$(d_R \psi_A)(X, Y, Z) = -\frac{\eta^2}{2} \Omega_R(X, Y, Z) + \frac{1 + c^2 \eta^2}{2 \eta} \kappa(B[X, Y], Z), \tag{2.28}$$
where
\[ \psi_A(X, Y) = \kappa(X, AY) \]  
(2.29)
is a two-cochain and
\[ \Omega_R(X, Y, Z) = -\kappa \left( R_+ R_- [X, Y] R_+, Z \right) = \kappa ([R_+ X, R_+ Y], R_+ Z) \]  
(2.30)
is a three-cochain. To obtain the second equality in equation (2.30) we use \( R_\pm = -R_\mp \) and the (m)cYBE written in the form (2.25).

Since \( d_R \psi_A \) and \( \Omega_R \) are both three-cochains, the consistency of (2.28) requires that \( \kappa(B[X, Y], Z) \) is also a three-cochain. In particular, it should be the case that \( \kappa(B[X, Y], Z) = \kappa(B[X, Z], X) \), or, equivalently, \( B[X, Y] = [B X, Y] \). The latter is the statement that \( B \) is an intertwining map between the adjoint representation of \( g \) and itself. Therefore, given that \( g \) is assumed to be simple, Schur’s lemma immediately tells us that \( B \) is proportional to the identity, which also solves equation (2.26a).

Defining
\[ \Omega(X, Y, Z) = \kappa([X, Y], Z). \]  
(2.31)
we arrive at the following equation for the skew-symmetric operator \( A \)
\[ d_R \psi_A = -\frac{\eta^2}{2} (\Omega_R + \alpha \Omega), \]  
(2.32)
where \( \alpha \) is a free parameter. One can straightforwardly check that \( \Omega_R \) and \( \Omega \) are \( d_R \)-closed by construction: \( d_R \Omega_R = d_R \Omega = 0 \). Consequently, a solution to equation (2.32) only exists if \( \Omega_R + \alpha \Omega \) is \( d_R \)-exact for some \( \alpha \). As we will see shortly, there are \( R \)-matrices for which this is not the case, and hence, under the assumption that the Lax connection remains of the form (2.6), we cannot construct the YB deformation of the PCM plus WZ term perturbatively in \( h/\hbar \).

We will investigate these cohomology questions by studying various examples of \( R \)-matrices in the rest of this section. Before that, let us point out that there exists a natural class of \( R \)-matrices for which the condition (2.32) admits a solution. These are those that satisfy
\[ \Omega_R = 0. \]  
(2.33)
Indeed, in this case, \( \Omega_R + \alpha \Omega \) is trivially \( d_R \)-exact if we set \( \alpha = 0 \). Recall that, since the (m)cYBE (2.15) can be written in the form (2.25), \( h_\pm = \text{im } R_\pm \) form subalgebras of \( g \), while \( p^*_\pm = \ker R_\pm \) are ideals of \( g_\pm \). The condition \( \Omega_R = 0 \) is equivalent to the subalgebras \( h_\pm \) being solvable, by the Cartan criterion for solvability. Note that for \( c = 0 \), i.e. \( R \) satisfies the cYBE, we have \( R_\pm = R \). When specifically discussing this case we denote the image and kernel as \( \hbar \) and \( p^* \). In section 3, we will demonstrate that the form of the action for the YB deformation of the PCM plus WZ term proposed in [8, 9] for standard Drinfel’d–Jimbo \( R \)-matrices is integrable for all \( R \)-matrices with solvable \( h_\pm \), thus promoting the \( O(\hbar/\hbar) \) results of this section to all orders. The Hamiltonian analysis of this model will be carried out in section 4.

Note that when \( R \) solves the mcYBE (\( c \neq 0 \)) we have \( d_R \psi_{\pm} = -2c^2 \Omega \) and hence \( \Omega \) is \( d_R \)-exact. The condition that \( \Omega_R + \alpha \Omega \) is \( d_R \)-exact is then equivalent to \( \Omega_R \) being \( d_R \)-exact. On the other hand, the situation is more involved for solutions to the cYBE. In particular, there are examples for which \( \Omega \) is \( d_R \)-exact and examples where it is not.

This implies that \( g_\pm \) is isomorphic as a Lie algebra to an extension of \( h_\pm \) by \( p^*_\pm \), i.e. \( h_\pm \cong g_\pm / p^*_\pm \).
2.2. Examples of $\mathfrak{sl}(2)$ and $\mathfrak{sl}(3)$

To understand better when it is possible to construct the YB deformation of the PCM plus WZ term let us consider two examples: $\mathfrak{sl}(2)$ and $\mathfrak{sl}(3)$. We will work with the complexified Lie algebras, i.e. we drop the distinction between split and non-split solutions of the mcYBE, with the following defining relations:

\[
\begin{align*}
[h_i, e_j] &= a_{ij} e_j, & [h_i, f_j] &= -a_{ij} f_j, & [e_i, f_j] &= \delta_{ij} h_i, \\
\text{ad}_{h_i}^{-1} a_{ij} e_j &= 0, & \text{ad}_{f_i}^{-1} a_{ij} f_j &= 0, \\
e_{i_1 \ldots i_n} &= \text{ad}_{e_{i_1}} \text{ad}_{e_{i_2}} \ldots e_{i_n}, & f_{i_1 \ldots i_n} &= \text{ad}_{f_{i_1}} \text{ad}_{f_{i_2}} \ldots f_{i_n},
\end{align*}
\] (2.34)

where $i, j, \ldots = 1, \ldots, \text{rank } g$, $a_{ij}$ is the Cartan matrix, $h_i$ are the Cartan generators and $e_i$ and $f_i$ are the positive and negative simple root generators.

The skew-symmetric $R$-matrices below are written in terms of their kernel $r \in g \wedge g$, defined through

\[
RX = \kappa_2^2(r, (1 \otimes X)),
\] (2.35)

where we use the normalised Killing form (2.2) in the second entry of the tensor product. We work up to automorphisms, with $\beta$, $\beta_i$ and $\beta_{ij}$ denoting parameters that cannot be eliminated via such transformations. Furthermore, for solutions of the mcYBE we fix the normalisation of the $R$-matrices so that it solves the mcYBE (2.15) with $c = 1$.

For $\mathfrak{sl}(2)$ we have Cartan matrix $a = 2$. Skew-symmetric solutions of the (m)cYBE for $\mathfrak{sl}(2)$ are straightforward to classify \[15, 16\], and up to $\mathfrak{sl}(2)$ automorphisms there are two. The Jordanian solution of the cYBE is $r = h_1 \wedge e_1$. The corresponding subalgebra $\mathfrak{h} = \text{span}\{h_1, e_1\}$ is solvable and Frobenius. Similarly, for the Drinfel’d–Jimbo solution to the mcYBE, $r = e_1 \wedge f_1$, the subalgebras $\mathfrak{h}_+ = \text{span}\{h_1, f_1\}$ and $\mathfrak{h}_- = \text{span}\{h_1, e_1\}$ are also solvable. Therefore, for both solutions we have $\Omega_R = 0$ and hence equation (2.32) can be solved straightforwardly\(^6\).

For $\mathfrak{sl}(3)$ the Cartan matrix is

\[
a = \begin{pmatrix}
2 & -1 \\
-1 & 2
\end{pmatrix}.
\] (2.36)

From the classification of skew-symmetric solutions to the cYBE in \[16\] we see that the subalgebra $\mathfrak{h}$ is solvable for all such $R$-matrices with the exception of the rank-6 $R$-matrix

\[
r = (h_1 + 2h_2) \wedge e_1 + 3e_1 \wedge e_2 + (h_1 - h_2) \wedge f_1,
\] (2.37)

for which $\mathfrak{h} = \text{span}\{h_1, h_2, e_1, e_2, e_{12}, f_1\}$ is parabolic and Frobenius, but not solvable, e.g. we have $\kappa([e_1, f_1], h_1) \neq 0$. For this $R$-matrix

\[
\Omega_R(h_1, f_2, f_{21} + 2e_1) + \alpha \Omega(h_1, f_2, f_{21} + 2e_1) \neq 0,
\] (2.38)

for any $\alpha$, while for a general two-cochain (2.29) one can check that

\[
d_R \psi_A(h_1, f_2, f_{21} + 2e_1) = 0.
\] (2.39)

\(^6\) The simplest solution is $A = \alpha = 0$; however, for both the Jordanian and Drinfel’d–Jimbo solutions $\Omega$ is $d_R$-exact and hence a solution exists for any $\alpha$. 


Therefore, there is no choice of $\alpha$ such that $\Omega_\mathcal{R} + \alpha \Omega$ is $d_\mathcal{R}$-exact and we cannot construct the YB deformation of the PCM plus WZ term perturbatively in $\mathcal{R} / \mathcal{H}$ for the $R$-matrix (2.37).

For the $R$-matrix (2.37) one can check that $\Omega$ is $d_\mathcal{R}$-exact and hence $\Omega_\mathcal{R}$ is not. As a curiosity, let us also note that for all the rank-2 solutions of the cYBE for $\mathfrak{sl}(3)$

\[ \Omega \text{ is not } d_\mathcal{R}-\text{exact}. \]

\[ \Omega \text{ is not } d_\mathcal{R}-\text{exact}. \]

\[ \Omega \text{ is } d_\mathcal{R}-\text{exact}, \text{ but when } \mathfrak{h} \text{ is quasi-Frobenius} \]

\[ r = (h_1 + 2h_2) \land e_1, \quad r = (h_2 + 2h_1) \land e_2, \]

\[ r = (h_1 + h_2) \land (e_1 + e_2), \quad r = (h_2 + 2h_1) \land (e_1 + e_1), \]

\[ \Omega \text{ is not } d_\mathcal{R}-\text{exact}. \]

\[ \Omega \text{ is } d_\mathcal{R}-\text{exact}, \text{ but when } \mathfrak{h} \text{ is quasi-Frobenius} \]

\[ r = (h_1 + 2h_2) \land e_1 + 2e_2, \quad r = (h_2 + 2h_1) \land e_1 + 2e_2, \]

\[ r = (h_1 + h_2) \land (e_1 + e_2) + 3e_1 \land e_2, \quad r = (h_1 + 2h_2) \land e_1 + 3e_1 \land e_2, \]

\[ r = (h_1 - h_2) \land e_1 + (h_1 + 2h_2) \land e_1 + e_2, \]

\[ r = (h_1 - h_2) \land e_1 + (h_1 + 2h_2) \land e_1 + e_2, \]

\[ \text{this is no longer the case. Nevertheless, for all rank-2 and rank-4 } R\text{-matrices } \mathfrak{h} \text{ is solvable and hence equation (2.32) is solved with } A = \alpha = 0, \text{ with a solution existing for any } \alpha \text{ when } \Omega \text{ is } d_\mathcal{R}-\text{exact}. \]

\[ \text{Let us note as a curiosity that for the cases above for which } \Omega \text{ is } d_\mathcal{R}-\text{exact it turns out that we can write } \Omega = d_{\mathcal{R}} \psi_{\mathcal{R}}, \text{ where } \mathcal{R}' \text{ is related to } \mathcal{R} \text{ by an } \mathfrak{sl}(3) \text{ automorphism. To be precise, we have the pairings} \]

\[ r = (\beta_1 h_1 - \beta_2 h_2) \land e_1 + 2e_2, \quad r = (\beta_1 - \beta_2) e_1 \land e_2, \]

\[ r = (\beta_1 h_1 - \beta_2 h_2) \land e_1 + 2e_2, \quad r = (\beta_1 - \beta_2) e_1 \land e_2, \]

\[ r = (\beta_1 h_1 - \beta_2 h_2) \land e_1 + 2e_2, \quad r = (\beta_1 - \beta_2) e_1 \land e_2, \]

\[ \text{and} \]

\[ r = (h_1 + 2h_2) \land e_1 + 3e_1 \land e_2 + (h_1 - h_2) \land f_1, \]

\[ r' = \frac{1}{9} ((h_1 - h_2) \land e_1 + 3e_1 \land f_2 + (h_1 + 2h_2) \land f_2)). \]

\[ \text{The same is also true for the Jordanian } \mathfrak{sl}(2) \text{ } R\text{-matrix with} \]

\[ r = h_1 \land e_1, \quad r' = \frac{1}{4} h_1 \land f_1. \]

\[ \text{Given that } R \text{ and } R' \text{ are both solutions of the cYBE, it follows from } \Omega = d_{\mathcal{R}} \psi_{\mathcal{R}} \text{ that } R - c^2 R' \text{ solves the mcYBE (2.15).} \]

\[ \text{There are two skew-symmetric solutions of the mcYBE for } \mathfrak{sl}(3) \text{ [15]. The first is the Drinfel’d–Jimbo solution} \]

\[ r = e_1 \land f_1 + e_2 \land f_2 + e_1 \land f_2 + e_1 \land f_2 + \beta h_1 \land h_2, \]
for which $\mathfrak{h}_+ = \text{span}\{h_1, h_2, f_1, f_2, f_{21}\}$ and $\mathfrak{h}_- = \text{span}\{h_1, h_2, e_1, e_2, e_{12}\}$ when $\beta^2 \neq -\frac{1}{4}$. At these special points $R^3 = 1$ and the subalgebras $\mathfrak{h}_+ = \text{span}\{h_1 + \beta(h_1 + 2h_2), f_1, f_2, f_{21}\}$ and $\mathfrak{h}_- = \text{span}\{h_2 + \beta(h_2 + 2h_1), e_1, e_2, e_{12}\}$ correspond to the eigenspaces of $R$ with eigenvalues $+1$ and $-1$ respectively. The subalgebras $\mathfrak{h}_\pm$ are solvable for all $\beta$. Therefore, $\Omega_R = 0$ and equation (2.32) admits a solution.

The second solution of the mcYBE is

$$r = e_1 \wedge f_1 + e_2 \wedge f_2 + e_{12} \wedge f_{21} + \frac{1}{3} h_1 \wedge h_2 + e_1 \wedge f_2,$$

(2.47)

for which $\mathfrak{h}_+ = \text{span}\{h_1, h_2, e_1, f_1, f_2, f_{21}\}$ and $\mathfrak{h}_- = \text{span}\{h_1, h_2, e_1, e_2, e_{12}, f_2\}$. These are not solvable since both $\kappa([e_1, f_1], h_1)$ and $\kappa([e_2, f_2]; h_2)$ are non-vanishing. For this $R$-matrix

$$\Omega_R(h_1 - h_2, e_1 - 2e_2, f_2 - 2f_1) + \alpha \Omega(h_1 - h_2, e_1 - 2e_2, f_2 - 2f_1) \neq 0,$$

(2.48)

for any $\alpha$, while for a general two-cochain (2.29) one can check that

$$d_R \psi_A(h_1 - h_2, e_1 - 2e_2, f_2 - 2f_1) = 0.$$

(2.49)

Therefore, also in this case, there is no choice of $\alpha$ such that $\Omega_R + \alpha \Omega$ is $d_R$-exact and we cannot construct the YB deformation of the PCM plus WZ term perturbatively in $\mathcal{A}/\mathfrak{h}$ for the $R$-matrix (2.47).

For completeness, we recall that for any solution of the mcYBE we have that $\Omega$ is $d_R$-exact with $\Omega = -\frac{1}{2\pi} d_R \psi_R$. Therefore, for the Drinfel’d–Jimbo $R$-matrix (2.46) a solution to (2.32) exists for any $\alpha$, while for the second $R$-matrix (2.47) it follows that $\Omega_R$ is not $d_R$-exact.

### 2.3. Examples for general simple algebras

We conclude with some general comments on solutions of the (m)cYBE for simple Lie algebras and the condition (2.32). First, it is well-known that any $R$-matrix whose image is an abelian subalgebra of $\mathfrak{g}$ solves the cYBE. Since $\mathfrak{h}$ is abelian, it trivially follows that it is solvable and equation (2.32) can be solved. Another important class of solutions of the cYBE are those of extended Jordanian type [17]

$$r = h_0 \wedge e_0 + \sum_{i=1}^{\mathfrak{h}} e_{h_i} \wedge e_{\theta_{+i}}.$$

(2.50)

Here $h_0$ is an element of the Cartan subalgebra and $\mathfrak{h} = \text{span}\{h_0, e_0, e_{\theta_{+i}}\}$ has non-vanishing commutation relations

$$[h_0, e_0] = e_0, \quad [h_0, e_{\theta}] = (1 - t_0)e_{\theta},$$

$$[h_0, e_{\theta_{+i}}] = t_0 e_{\theta_{-i}}, \quad [e_0, e_{\theta_{+i}}] = e_0,$$

(2.51)

where $t_0$ are complex numbers. Given that its derived series terminates, $\mathfrak{h}$ is solvable and contained within a Borel subalgebra of $\mathfrak{g}$, and hence, for these $R$-matrices, equation (2.32) admits a solution. Furthermore, for any solution of the cYBE such that $\mathfrak{h}$ is contained within a Borel subalgebra, we have that $\mathfrak{h}$ is solvable and equation (2.32) can be solved.

Turning now to the mcYBE, for every simple Lie algebra $\mathfrak{g}$ there is a Drinfel’d–Jimbo solution [18]
\[ r = \sum_{m} \hat{e}_m \land \hat{f}_m + \sum_{i,j} \beta_{ij} h_i \land h_j, \]  

(2.52)

where \( \hat{e}_m \) and \( \hat{f}_m \) are the positive and negative roots generators of \( \mathfrak{g} \), normalised such that \( \kappa(\hat{e}_m, \hat{f}_m) = -1 \), and \( h_i \) are elements of the Cartan subalgebra of \( \mathfrak{g} \). When \( \beta_{ij} = 0 \) we refer to the solution (2.52) as the standard Drinfel’d–Jimbo \( R \)-matrix. The corresponding YB deformation of the PCM plus WZ term can then be constructed using the property \( R^3 = R \) [6].

This is consistent with the perturbative analysis since the subalgebras \( \mathfrak{h}_+ = \text{span}\{h_i, f_m\} \) and \( \mathfrak{h}_- = \text{span}\{h_i, e_m\} \) are both solvable. For \( \beta_{ij} \neq 0 \), i.e. including a Reshetikhin twist [19], the subalgebras \( \mathfrak{h}_\pm = \mathfrak{h}_m \) are unchanged, except at certain special points where particular Cartan elements may no longer be in \( \text{im} \mathfrak{R}_\pm \). Nevertheless, \( \mathfrak{h}_\pm \) remain solvable for all \( \beta_{ij} \). This agrees with the expectation that these parameters can equivalently be introduced through TsT transformations in directions associated to the Cartan elements [20], which are symmetries of (2.52), i.e. \((1 \otimes \text{ad}_h + \text{ad}_h \otimes 1) r = 0 \) or \([\text{ad}_h, R] = 0 \). For other solutions of the mcYBE [15], of which (2.47) is an example, \( \mathfrak{h}_\pm \) will typically not be solvable.

More generally, we can consider a setup in which we have two \( R \)-matrices, one of which is subordinate to the other. Let \( R_1 \) and \( R_2 \) be solutions of the (mc)YBE and cYBE respectively such that \( R_2 \) is subordinate to \( R_1 \), i.e. \([\text{ad}_\mathfrak{R}_2, R_1] = 0 \). It is then a standard result that \( R = R_1 + \beta R_2 \) is a solution of the (mc)YBE [15]. If \( \mathfrak{h}_{1\pm} = \text{im} R_{1\pm} \) and \( \mathfrak{h}_2 = \text{im} R_2 \) are solvable it follows that \( \mathfrak{h}_{1\pm} = \mathfrak{h}_{2\pm} \subset \mathfrak{h}_{1\pm} + \mathfrak{h}_2 \) is also solvable. To see this we observe that the subalgebra property can be written as \([R_{1\pm} X, R_2 Y] = R_{1\pm}[X, R_2 Y], X, Y \in \mathfrak{g} \), which implies that \( \mathfrak{h}_{1\pm} + \mathfrak{h}_2 \) is an algebra with commutation relations

\[ [\mathfrak{h}_{1\pm}, \mathfrak{h}_{1\pm}] \subset \mathfrak{h}_{1\pm}, \quad [\mathfrak{h}_{2}, \mathfrak{h}_{2}] \subset \mathfrak{h}_{2}, \quad [\mathfrak{h}_{1\pm}, \mathfrak{h}_{2}] \subset \mathfrak{h}_{1\pm}. \]  

(2.53)

It then follows that both \( \mathfrak{h}_{1\pm} + \mathfrak{h}_2 \) and its subalgebra \( \mathfrak{h}_{1\pm} \) are solvable. Indeed, by the solvability of \( \mathfrak{h}_2 \), at some point in the derived series of \( \mathfrak{h}_{1\pm} + \mathfrak{h}_2 \) we will find a subalgebra of \( \mathfrak{h}_{1\pm} \), and hence the derived series will terminate by the solvability of \( \mathfrak{h}_{1\pm} \). This construction covers both the Reshetikhin twist of the standard Drinfel’d–Jimbo \( R \)-matrix (2.52) and the almost abelian \( R \)-matrices of [21]. Finally, let us note that almost abelian \( R \)-matrices are examples of a larger class of homogeneous \( R \)-matrices that have solvable \( \mathfrak{h} \) known as unimodular \( R \)-matrices, i.e. such that \( \text{tr}(\mathfrak{R} \text{ad}_X) = 0 \) for all \( X \in \mathfrak{g} \) [22].

3. Solvable \( \mathfrak{h}_\pm \): action and Lax connection

Let us now focus on YB deformations whose underlying \( R \)-matrix is such that \( \mathfrak{h}_\pm \) is solvable, i.e. \( \Omega_2 \) vanishes. In this case the results of the previous section show that one can add a WZ term to the deformed action while preserving its integrability at first order in the expansion parameter \( \lambda / \kappa \). In this section we aim to show that this is also true for all values of \( \kappa \). Inspired by the results of Klincsik [8, 9], we will explicitly construct an operator \( \mathcal{O} \) depending on \( R \) and \( \kappa \) that satisfies the integrability condition (2.14) and reduces to the operator (2.17) when \( \kappa = 0 \). Let us emphasise that, unless otherwise stated, we treat both \( c \neq 0 \) and \( c = 0 \) simultaneously, using l’Hôpital’s rule to evaluate expressions at \( c = 0 \) when necessary.

Note that in [6] the compact real form was considered. In order to preserve the real form the \( R \)-matrix (2.52) should be multiplied by \( i \). Therefore, in this case the analogous property is \( R^3 = -R \).

We thank L. Wulff for pointing this result out to us.
3.1. Algebraic consequences of the solvability of $h_{\pm}$

Let us first study various algebraic consequences of the solvability of $h_{\pm}$.

**Properties of the $R$-matrix.** The solvability of $h_{\pm}$ is equivalent to $\Omega_R$ vanishing. From the definition of $\Omega_R$ (2.30) and the non-degeneracy of the bilinear form $\kappa$ it follows that $h_{\pm}$ is solvable if and only if

$$R_+R_- [X, Y]_R = 0, \quad \forall \ X, Y \in g. \quad (3.1)$$

Furthermore, using the ad-invariance of $\kappa$ and the skew-symmetry of $R$ we can rewrite equation (2.30) as

$$\Omega_R(X, Y, Z) = - \kappa \left( X, [RY, R_+R_- Z] - R[Y, R_+R_- Z] \right), \quad \forall \ X, Y, Z \in g. \quad (3.2)$$

Therefore, the solvability of $h_{\pm}$ is also equivalent to

$$[RX, R_+R_- Y] = R[X, R_+R_- Y], \quad \forall \ X, Y \in g. \quad (3.3)$$

Applying the (m)cYBE twice for a general $R$-matrix one can show that

$$[R_+R_- X, R_+R_- Y] = R_+R_- \left( [RX, Y]_R + [X, RY]_R \right), \quad \forall \ X, Y \in g, \quad (3.4)$$

and hence $\text{im} R_+R_-$ is a subalgebra of $g$. The identity (3.3) can then be reinterpreted as the statement that the subalgebra $\text{im} R_+R_-$ is a symmetry of the $R$-matrix when $h_{\pm}$ is solvable.

Moreover, in this case, equation (3.1) implies that $\text{im} R_+R_-$ is abelian

$$[R_+R_- X, R_+R_- Y] = 0, \quad \forall \ X, Y \in g. \quad (3.5)$$

**The integrability identity for $e^{\rho R}$.** Let us consider the operators $e^{\rho R}$ and $e^{\rho R_{\pm}} = e^{\rho(R_{\pm}^+)}$, where $R$ is a skew-symmetric $R$-matrix with solvable $h_{\pm}$ and $\rho$ is a real parameter. From equations (3.1), (3.3) and (3.5), one can prove that the operator $e^{\rho R}$ satisfies the identity

$$\left[ e^{\rho R} X, e^{\rho R} Y \right] - e^{\rho R} \left[ e^{\rho R} X, Y \right] - e^{\rho R} \left[ X, e^{\rho R} Y \right] - [X, Y] + (e^{\rho R^+} + e^{\rho R_-})[X, Y] = 0, \quad \forall \ X, Y \in g. \quad (3.6)$$

This identity will be the most important tool in the remainder of this section. As its proof is somewhat technical we present it in appendix A. Let us note that the same identity has been used in [9] for $R$ equal to the standard Drinfel’d–Jimbo $R$-matrix on a compact Lie algebra, i.e assuming $R^2 = - R$. As explained in section 2, in this case $h_{\pm}$ is indeed solvable.

It will also be useful to introduce the operator

$$\hat{R} = \frac{c}{\sinh c\rho} (e^{\rho R} - \cosh c\rho). \quad (3.7)$$

It follows from (3.6) that if $R$ is a skew-symmetric $R$-matrix with solvable $h_{\pm}$, then $\hat{R}$ is also solution of the (m)cYBE (2.15), although it is typically not skew-symmetric. Rather, it satisfies the symmetry property
Let us now show that, conversely, if a skew-symmetric operator $R$ satisfies the identity (3.6) for all $\rho \in \mathbb{R}$, then it follows that $R$ solves the $(m)c$YBE and $h_\pm$ is solvable. To do so, we expand $\hat{R}$ for small $\rho$

$$\hat{R} = R + \frac{\rho}{2} R_R + O(\rho^2),$$

and substitute into the $(m)c$YBE (2.15). At leading order we find the $(m)c$YBE for $R$, while at order $O(\rho)$ we have

$$[R, R_X, R_Y] - R[R, R_X, R_Y] + [RX, R, R_Y] - R[X, R, R_Y] = 0, \quad \forall X, Y \in \mathfrak{g}. \quad (3.10)$$

If $h_\pm$ is solvable then, as expected, this equality holds by equations (3.3) and (3.1). To prove the converse, namely that equation (3.10) implies that $h_\pm$ is solvable, we contract with $Z \in \mathfrak{g}$ using the bilinear form $\kappa$. Using the ad-invariance of $\kappa$ and the skew-symmetry of $R$, we find

$$\kappa(X, R, R_X) + \kappa(Y, R, R_Y) - \kappa(Z, R, R_Y) - \kappa(Z, R, R_X) = 0. \quad (3.11)$$

Recalling the expression for the three-cochain $\Omega_R(X, Y, Z)$ in equation (2.30), this is equivalent to

$$\Omega_R(X, Y, Z) = 0, \quad (3.12)$$

which indeed implies that $h_\pm$ is solvable.

### 3.2. The YB deformation of the PCM plus WZ term for solvable $h_\pm$

**Action.** For an $R$-matrix with solvable $h_\pm$ we define the YB deformation of the PCM plus WZ term by the action (2.1) with the operator $O$ given by

$$O = \frac{\hbar}{2} e^{\chi} + e^{\rho R}.$$  \quad (3.13)

where $\chi$ is a free parameter. The action then explicitly reads

$$S = \frac{\hbar}{2} \int d^2x \kappa \left( g^{-1} \partial_+ g, e^{\chi} + e^{\rho R} g^{-1} \partial_- g \right) + \frac{\hbar}{6} \int d^3x \epsilon^{abc} \kappa(g^{-1} \partial_b g, [g^{-1} \partial_a g, g^{-1} \partial_c g]). \quad (3.14)$$

Here we propose this as the action of the YB deformation of the PCM plus WZ term for all $R$-matrices with solvable $h_\pm$. This form, in the special case that $R$ is given by the standard Drinfel’d-Jimbo $R$-matrix on a compact Lie algebra, first appeared in [8, equation (1.9)] (with the parameters $\alpha, \rho_L$ and $\rho_R$ there equal to $e^{\chi}, \rho$ and 0 respectively). As explained in [8],
expanding the operator $O$ as a polynomial in $R$ using that $R^3 = -R$, the action originally constructed in [6] is recovered.\footnote{More precisely, introducing}

**Integrability.** To show that the model defined by the action (3.14) is integrable we first need to show that the operator $O$ defined in equation (3.13) satisfies the integrability condition (2.14) derived in section 2. Using the definitions of the operators $Q^\pm$ in terms of $O$ in equation (2.8) and the skew-symmetry of $R$, we have that

\[ Q^- = \frac{\xi}{k^2}(1 - e^{-\chi}e^{i\rho}), \quad Q^+ = -\frac{\xi}{k^2}(1 - e^{i\rho}). \quad (3.15) \]

Computing $Z(X, Y)$, defined in equation (2.13), we find

\[ \frac{\hbar^2}{\xi} Z[X, Y] = (\hbar \sinh \chi - 2\xi \cosh \chi) e^{i\rho}[X, Y] - \xi \left( [e^{i\rho}X, e^{i\rho}Y] - e^{i\rho} [X, e^{i\rho}Y] - [X, Y] \right), \quad (3.16) \]

and then using the identity (3.6) gives

\[ \frac{\hbar^2}{\xi} Z[X, Y] = (\hbar \sinh \chi - 2\xi \cosh \chi \cosh c\rho)) e^{i\rho}[X, Y]. \quad (3.17) \]

It is now clear that the integrability condition (2.14) is satisfied if and only if we choose the free parameter $\xi$ to be

\[ \xi = \frac{\hbar}{2} \frac{\sinh \chi}{\cosh \chi - \cosh c\rho}. \quad (3.18) \]

Therefore, we have constructed an integrable deformation of the PCM plus WZ term based on any $R$-matrix for which $h_\pm$ is solvable. In principle, we have only used that $R$ is skew-symmetric and $e^{i\rho}$ satisfies the identity (3.6), and hence the action (3.14) admits a Lax connection for any operator $R$ with these two properties. However, as discussed above, if (3.6) is satisfied for all $\rho \in \mathbb{R}$ then it follows that $R$ is a solution of the (m)cYBE with solvable $h_\pm$, and hence we return to our original setup. Nevertheless, there may be other isolated skew-symmetric solutions of (3.6) for fixed $\rho$. These would not necessarily correspond to deformations of the PCM plus WZ term, but may give rise to new examples of integrable $\sigma$-models. In appendix B we investigate the reverse logic and show that the identity (3.6) and the skew-symmetry of $R$ are
also necessary conditions for integrability under certain assumptions, including that the Lax connection takes of the form (2.6).

Thus far we have demonstrated the existence of an infinite number of conserved quantities, which can be extracted from the Lax connection

$$L_v(z) = \pm \frac{\hbar}{\xi(1 \mp z)} e^{\pm \chi} e^{\rho R_g} - \frac{1}{g} \partial_v g.$$  

(3.19)

To complete the proof of integrability, we also have to show that these conserved charges are in involution by studying the Poisson bracket of the Lax matrix

$$L(z) = \frac{1}{2} (L_+ (z) - L_- (z)).$$

We will perform this analysis in the Hamiltonian formulation in section 4.

Limits. To recover the standard YB deformation of the PCM from the action (3.14) in the limit \(\hbar \to 0\) we parametrise \(\chi\) and \(\rho\) in terms of two new parameters, \(\tilde{\hbar}\) and \(\eta\),

$$\chi = \frac{\hbar}{\tilde{\hbar}}, \quad \rho = \frac{\eta \hbar}{\tilde{\hbar}}.$$  

(3.20)

We now take \(\hbar \to 0\) while keeping \(\tilde{\hbar}\) and \(\eta\) fixed. A direct computation shows that the operator \(\hat{O}\) defined in equation (3.13) behaves as

$$\hat{O} = \tilde{\hbar} \left( \frac{1}{1 - \eta \tilde{R}} + O \left( \frac{\hbar^2}{\tilde{\hbar}^2} \right) \right).$$  

(3.21)

and in the limit \(\hbar \to 0\) we indeed recover the operator (2.17) that characterises the YB deformation of the PCM [1, 2]

$$S = \tilde{\hbar} \int d^2 x \kappa \left( g^{-1} \partial_v g, \frac{1}{1 - \eta \tilde{R}} g^{-1} \partial_\tau g \right).$$  

(3.22)

Furthermore, the constant \(\xi\), chosen above to be (3.18), satisfies

$$\xi = \tilde{\hbar} \left( \frac{1}{1 - c^2 \eta^2} + O \left( \frac{\hbar^2}{\tilde{\hbar}^2} \right) \right),$$  

(3.23)

coinciding with equation (2.20) in the limit \(\hbar \to 0\). In this limit the identity (3.6) simply reduces to the (m)cYBE (2.15) for \(R\). This is consistent since the YB deformation of the PCM (3.22) is integrable for any skew-symmetric \(R\)-matrix, with no additional constraints such as the solvability of \(h_\pm\).

Let us compare these results with the general analysis of subsection 2.1, in which we investigate how to construct an integrable YB deformation of the PCM plus WZ term to first order in the expansion parameter \(\hbar / \tilde{\hbar}\). In particular, in subsection 2.1 we introduced the operator \(\hat{O}\) to parametrise the leading corrections to the operator \(O\) and the constant \(\xi\) (2.21). The construction of the integrable deformation at order \(O(\hbar / \tilde{\hbar})\) was then possible if an operator \(\hat{O}\) can be found that satisfies the condition (2.23), which depends on the choice of \(R\)-matrix. Comparing the expansions (3.21) and (3.23) with equation (2.21), we see that for \(O\) as defined in equation (3.13) we have \(\hat{O} = 0\). Recalling that we are considering an \(R\)-matrix for which \(h_\pm\) is solvable, i.e. \(R, R, [X, Y]_R = 0\) (see equation (3.1)), \(\hat{O} = 0\) is indeed a solution to the
condition (2.23). Therefore, when $h_{\pm}$ is solvable, there exists an extension of this solution valid for all $\mathcal{H}$.

We end this discussion of limits by briefly mentioning the undeformed limit, which corresponds to taking $\rho \to 0$. In this limit, the action (3.14) becomes the action of the PCM plus WZ term

$$
S = \frac{\mathcal{H}}{2} \coth \frac{\chi}{2} \int d^2x \kappa (g^{-1}\partial g, g^{-1}\partial g) + \frac{\mathcal{H}}{6} \int d^3x \epsilon^{abc}(g^{-1}\partial_{a}g, [g^{-1}\partial_{b}g, g^{-1}\partial_{c}g]).
$$

(3.24)

Let us note that in this parametrisation, the conformal point corresponding to the WZW model is recovered in the limit $\chi \to +\infty$. Taking this limit in the deformed action (3.14), the dependence on the $\mathcal{R}$-matrix drops out and hence, in this sense, the YB deformation of the WZW model is trivial.

**Asymmetric $\mathcal{R}$-matrix.** Let us conclude this section by rewriting the action (3.14) in terms of the asymmetric $\mathcal{R}$-matrix (3.7), which generalises that introduced in [23] in the case of the standard Drinfel’d–Jimbo $\mathcal{R}$-matrix. Introducing the parameters $\gamma$ and $\hat{\rho}$, defined in terms of $\chi$ and $\rho$ as

$$
\gamma = e^\chi, \quad \hat{\rho} = \frac{\sinh c\rho}{c},
$$

(3.25)

we have that

$$
S = \frac{\mathcal{H}}{2} \int d^2x \kappa \left( g^{-1}\partial g, \frac{\gamma + \sqrt{1 + c^2\hat{\rho}^2 + \hat{\rho}R\hat{\rho}g^{-1}\partial g}}{\gamma - \sqrt{1 + c^2\hat{\rho}^2 - \hat{\rho}R\hat{\rho}g^{-1}\partial g}} \right) + \frac{\mathcal{H}}{6} \int d^3x \epsilon^{abc}(g^{-1}\partial_{a}g, [g^{-1}\partial_{b}g, g^{-1}\partial_{c}g]).
$$

(3.26)

The symmetry property (3.8) implies that the operators $Q^\pm$, defined in equation (2.8), take the form

$$
Q^- = \frac{\zeta}{\mathcal{H}} \left( 1 - \gamma^{-1} \left( \sqrt{1 + c^2\hat{\rho}^2 + \hat{\rho}R} \right) \right),
$$

$$
Q^+ = -\frac{\zeta}{\mathcal{H}} \left( 1 - \gamma \left( \sqrt{1 + c^2\hat{\rho}^2 + \hat{\rho}R} \right) \right).
$$

(3.27)

Noting that $Q^\pm$ are affine functions of $\hat{\mathcal{R}}$, when we substitute into (2.13) we find that the integrability condition (2.14) reduces to the (m)cYBE for $\hat{\mathcal{R}}$ if

$$
\xi = \frac{\mathcal{H}}{2} \left( \frac{\gamma - \gamma^{-1}}{\gamma + \gamma^{-1} - 2\sqrt{1 + c^2\hat{\rho}^2}} \right),
$$

(3.28)

which agrees with (3.18) using the definitions of $\gamma$ and $\hat{\rho}$ in equation (3.25).

Let us briefly review the various limits in this formulation. First, the limit without WZ term is given by setting

$$
\gamma = 1 + \frac{\mathcal{H}}{\mathcal{H}} + O \left( \frac{\mathcal{H}^2}{\mathcal{H}} \right), \quad \hat{\rho} = \frac{\eta\mathcal{H}}{\mathcal{H}} + O \left( \frac{\mathcal{H}^2}{\mathcal{H}} \right),
$$

(3.29)

10 Recalling that $\tilde{\Omega} = \frac{1}{2}(B + A)$, this corresponds to the solution $\alpha = A = 0$ of (2.32) for solvable $h_{\pm}$, i.e. $\Omega_0 = 0$. 

and sending $k \to 0$. Taking this limit in the action (3.26) and the symmetry property (3.8) we recover the standard YB deformation of the PCM (3.22) defined in terms of a skew-symmetric $R$-matrix. The undeformed limit is given by taking $\hat{\rho} \to 0$. In this limit the action (3.26) becomes the action of the PCM plus WZ term (3.24) with $\gamma + 1 = \coth \frac{\chi}{2}$.

Here we have simply re-established the existence of a Lax connection for the model (3.26) if $\hat{R}$ solves the (m)cYBE and satisfies the symmetry property (3.8). We know that if we have a skew-symmetric $R$-matrix with $\hbar$ solvable then we can construct such an $\hat{R}$ using equation (3.7) and vice versa if we have an $\hat{R}$ with these properties for all $\rho$. Just as in the previous formulation, there may be isolated solutions of the (m)cYBE with the symmetry property (3.8) for fixed $\rho$ that do not fall into this class. Nevertheless, it is interesting to observe that an alternative way to interpret the YB deformation of the PCM plus WZ term is in terms of an asymmetric $R$-matrix.

4. Hamiltonian formulation

In this section we investigate the YB deformation of the PCM plus WZ term (3.14) in the Hamiltonian formulation, generalising the analysis of [6] for the case of the standard Drinfel’d–Jimbo $R$-matrix and [10] for the case without WZ term. We first perform the Hamiltonian analysis of the general model (2.1), describing its phase space and Hamiltonian, and then use this to study the integrable structure of the YB deformed model (3.14). We conclude by outlining the relation to the formalism of affine Gaudin models.

4.1. Hamiltonian analysis of the general model

We start by performing the Hamiltonian analysis of the general model (2.1). As the first part of this analysis is standard, we restrict ourselves to giving an overview of the key steps. For more details see, for instance, [24, subsection 3.1].

Phase space. This model describes the dynamics of a $G$-valued Lagrangian field $g(x, t)$. In the Hamiltonian language, its phase space corresponds to canonical fields on the cotangent bundle $T^*G$, depending on the space coordinate $x$ (the time coordinate $t$ being induced by the Hamiltonian). By left translation the cotangent space $T^*_G$ at a point $g \in G$ can be canonically mapped to the cotangent space $T^*_1$ at the identity $1 \in G$, which is the dual $g^*$ of the Lie algebra $g$. Moreover, since $g$ is equipped with the non-degenerate bilinear form $\kappa$, $g^*$ is canonically isomorphic to $g$ itself. Thus, the cotangent bundle $T^*G$ can be identified with the direct product $G \times g$. In particular, the Hamiltonian model that we are considering can be described by two fields, $g(x) \in G$ and $X(x) \in g$, with the latter encoding the conjugate momenta of the scalar fields parametrising the former.

As a cotangent bundle, $T^*G$ is equipped with a canonical symplectic form, which translates to a Poisson bracket on the canonical fields in $T^*G$. When these canonical fields are parametrised by $g(x)$ and $X(x)$ this Poisson bracket reads

\[
\begin{align*}
\{g_1(x), g_2(y)\} &= 0, \\
\{X_1(x), g_2(y)\} &= g_2(x)C_{12}\delta_{xy}, \\
\{X_1(x), X_2(y)\} &= [C_{12}, X_1(x)] \delta_{xy},
\end{align*}
\]

(4.1a)

(4.1b)

(4.1c)
where we use standard tensorial notation, $\delta_{xy} = \delta(x - y)$ is the Dirac distribution and $C_{12}$ denotes the quadratic split Casimir of $g$, defined as the unique element of $g \otimes g$ that satisfies
\[ \kappa_2(C_{12}, X_2) = X_1, \quad \forall X \in g. \]  
(4.2)

**Maurer–Cartan spatial current.** Let us consider the spatial Maurer–Cartan current
\[ j(x) = g(x)^{-1} \partial_s g(x), \]  
(4.3)
which is valued in $g$. Its Poisson brackets can be computed from the canonical brackets (4.1) giving
\[ \{g_1(x), j_2(y)\} = 0, \quad \{j_1(x), j_2(y)\} = 0, \quad \{X_1(x), j_2(y)\} = [C_{12}, j_1(x)] \delta_{xy} - C_{12} \delta''_{xy}, \]  
(4.4a, 4.4b, 4.4c)
where $\delta''_{xy} = \partial_x \delta(x - y)$ denotes the derivative of the Dirac distribution.

**WZ term.** Let us consider the WZ term in the action (2.1). It is defined as the integral of a $\mathfrak{g}$-valued current $W$ constructed from the scalar fields parametrising $g$ and their spatial derivatives. In the Hamiltonian formalism, the current $W$ can be shown to satisfy the following Poisson brackets [24]
\[ \{g_1(x), W_2(y)\} = 0, \quad \{j_1(x), W_2(y)\} = 0, \]  
(4.6)
and
\[ \{X_1(x), W_2(y)\} + \{W_1(x), X_2(y)\} = [C_{12}, W_1(x) - j_1(x)] \delta_{xy}. \]  
(4.7)
Moreover, it satisfies the orthogonality relation
\[ \kappa(W, j) = 0. \]  
(4.8)

**Eliminating temporal derivatives.** In order to perform the Hamiltonian analysis of the model, we eliminate the temporal derivatives of the Lagrangian field $g(x, t)$ in favour of the conjugate momenta encoded in the field $X$. Recalling that $\partial_\tau = \partial_t \pm \partial_s$ and using the expression (4.5) for the WZ term, we can rewrite the action (2.1) as
\[ S = \int d^2 x \left( \frac{1}{2} \kappa (g^{-1} \partial_s g, (\nabla \phi + \nabla \phi)^{g^{-1} \partial_d g}) + \kappa (g^{-1} \partial_t g, (\nabla \phi - \nabla \phi)^{g^{-1} \partial_d g} + \kappa W) \right) \]  
\[ - \frac{1}{2} \kappa (g^{-1} \partial_s g, (\nabla \phi + \nabla \phi)^{g^{-1} \partial_d g}) \].  
(4.9)
Computing the conjugate momenta of the scalar fields, we find that $X$ is given by

$$X = (t \mathcal{O}_g + \mathcal{O}_g)g^{-1}\partial g + (t \mathcal{O}_g - \mathcal{O}_g)g^{-1}\partial g + k W. \quad (4.10)$$

Inverting this relation to express the temporal Maurer–Cartan current $g^{-1}\partial g$ in terms of $X$ we find

$$g^{-1}\partial g = T_g(X - kW) + T_g(\mathcal{O}_g - t \mathcal{O}_g)j, \quad (4.11)$$

where $j$ is the spatial Maurer–Cartan current (4.3) and $T_g = \text{Ad}_g^{-1}T \text{Ad}_g$ with the linear operator $T : g \rightarrow \bar{g}$ defined as

$$T = \frac{1}{\mathcal{O} + i\mathcal{O}}. \quad (4.12)$$

The relation (4.10) can be written in terms of the light-cone currents $g^{-1}\partial \pm g$ as

$$X = t \mathcal{O}_g g^{-1}\partial_+ g + \mathcal{O}_g g^{-1}\partial_- g + kW. \quad (4.13)$$

**Hamiltonian.** Let us now compute the Hamiltonian of the model. It is defined by the Legendre transform

$$H = \int dx \left( \kappa(X, g^{-1}\partial g) - L \right),$$

where $L$ is the Lagrangian density for the action (4.9). The phase space expression of the Hamiltonian, i.e. using equation (4.11) to eliminate $g^{-1}\partial g$, is

$$H = \frac{1}{2} \int dx \left( \kappa \left( X - kW + (\mathcal{O}_g - t \mathcal{O}_g)j, T_g \left( X - kW + (\mathcal{O}_g - t \mathcal{O}_g)j \right) \right) + \kappa \left( j, (\mathcal{O}_g + i\mathcal{O}_g)j \right) \right). \quad (4.15)$$

This Hamiltonian also has a simple form when expressed in terms of the light-cone currents $g^{-1}\partial_\pm g$. Indeed, starting from the action (2.1) and using equation (4.13) we find

$$H = \frac{1}{4} \int dx \left( \kappa \left( g^{-1}\partial_+ g,(\mathcal{O}_g + i\mathcal{O}_g)g^{-1}\partial_+ g \right) + \kappa \left( g^{-1}\partial_- g,(\mathcal{O}_g + i\mathcal{O}_g)g^{-1}\partial_- g \right) \right). \quad (4.16)$$

**Light-cone currents in phase space variables.** It will also be useful to express the light-cone currents $g^{-1}\partial_\pm g$ in terms of phase space variables. Using equation (4.11) to eliminate $g^{-1}\partial g$, we find

$$g^{-1}\partial_+ g = T_g(X - kW) + 2T_g \mathcal{O}_g j, \quad (4.17)$$

$$g^{-1}\partial_- g = T_g(X - kW) - 2T_g i\mathcal{O}_g j.$$ 

Introducing the $g$-valued current

$$Z = X - kW - k j, \quad (4.18)$$

and recalling the definition (2.8) of the operators $Q^\pm$, we can then express the light-cone currents as

$$g^{-1}\partial_\pm g = T_g Z \pm 2\xi T_g Q_g^\pm j. \quad (4.19)$$
4.2. Integrable structure of the YB deformed PCM plus WZ term

Let us now study the integrable structure of the YB deformed PCM plus WZ term based on an $R$-matrix with solvable $h_z$. The action of this model was constructed in section 3 and is given in equation (3.14). We will show that the Lax matrix satisfies a Maillet bracket with twist function. Therefore, the conserved charges extracted from the monodromy of this Lax matrix are in involution, thus completing the proof of integrability.

**Lax matrix.** Let us consider the Lax matrix of the model, i.e. the spatial component of its Lax connection, $\mathcal{L}(z) = \frac{1}{2}(\mathcal{L}_+(z) - \mathcal{L}_-(z))$. From equations (2.6) and (2.7), we have

$$\mathcal{L}(z) = \frac{1}{2} \left( \frac{Q_+^{-1} T_g - Q_-^{-1} T_g}{1 - z} + \frac{Q_+^{-1} T_g Q_-^{-1} - Q_-^{-1} T_g Q_+^{-1}}{1 + z} \right) j. \quad (4.20)$$

Using equation (4.19) to eliminate the light-cone currents in favour of phase space variables, we find

$$\mathcal{L}(z) = \frac{1}{2} \left( \frac{Q_+^{-1} T_g - Q_-^{-1} T_g}{1 - z} + \frac{Q_+^{-1} T_g Q_-^{-1} - Q_-^{-1} T_g Q_+^{-1}}{1 + z} \right) j. \quad (4.21)$$

For the model of interest (3.14) the operators $\mathcal{O}$ and $Q^\pm$ are given in equations (3.13) and (3.15) respectively, which lead to the following expression for $\mathcal{T}$, defined in terms of $\mathcal{O}$ in equation (4.12):

$$\mathcal{T} = \frac{(e^\chi - e^{R})(e^\chi e^{R} - 1)}{e(e^{2\chi} - 1)e^{R}}. \quad (4.22)$$

Substituting in for $\mathcal{T}$ and $Q^\pm$ in equation (4.21) then gives

$$\mathcal{L}(z) = \left( \alpha(z) e^{-iR_z} + \beta(z) \right) Z + 2\kappa \alpha(z) e^{-iR_z} j, \quad (4.23)$$

where we have defined

$$\alpha(z) = \frac{1}{2\xi} \frac{e^{-\chi} - 1}{e^{\chi} - 1}, \quad \beta(z) = \frac{z}{2\xi} \frac{e^{\chi} - 1}{e^{\chi} - 1}. \quad (4.24)$$

**Maillet bracket with twist function.** To compute the Poisson bracket of the Lax matrix (4.23) with itself it is useful to know the Poisson brackets satisfied by $Z$ (4.18). From the brackets (4.1c), (4.4) and (4.7), we find that $Z$ is a Kac–Moody current

$$\{ Z_1(x), Z_2(y) \} = [C_{12}, Z_1(x)] \delta_{xy} + 2\kappa C_{12} \delta_{xy}. \quad (4.25)$$
Moreover, from the brackets (4.1b), (4.4) and (4.6), we also have
\[
\{ \mathcal{L}_4(x), g_2(y) \} = g_2(x) C_{12} \delta_{xy},
\]
\[
\{ \mathcal{L}_4(x), J_2(y) \} = [C_{12}, J_2(x)] \delta_{xy} - C_{12} \delta_{xy}'.
\] (4.26)

Starting from these brackets, it is possible to compute the Poisson bracket of the Lax matrix (4.23) with itself. As shown in appendix C, we find that the Lax matrix satisfies a non-ultralocal Maillet bracket [11]
\[
\{ \mathcal{L}_4(z, x), \mathcal{L}_4(w, y) \} = [\mathcal{R}_{12}(z, w), \mathcal{L}_4(z, x)] \delta_{xy}
- [\mathcal{R}_{12}(w, z), \mathcal{L}_4(w, x)] \delta_{xy}
- (\mathcal{R}_{12}(z, w) + \mathcal{R}_{12}(w, z)) \delta_{xy}',
\] (4.27)
with \( \mathcal{R}_{12}(z, w) \), the \( \mathcal{R} \)-matrix characterising this bracket, taking the form [12, 13]
\[
\mathcal{R}_{12}(z, w) = \frac{C_{12}}{w - z} \varphi(w)^{-1},
\] (4.28)
where the twist function \( \varphi(z) \) is the following rational function of the spectral parameter
\[
\varphi(z) = \frac{2\xi(1 - z^2)}{(z - \xi)^2 - \frac{\sinh^2 \rho c}{\sinh^2 \chi}}.
\] (4.29)

For the case of the standard Drinfel’d–Jimbo \( R \)-matrix with \( c = i \) it is straightforward to check that, after rewriting in terms of the parameters introduced in footnote 9, we recover the twist function computed in [6]. Considering the limit without WZ term, i.e. taking \( \hbar \to 0 \) while keeping \( \hbar \) and \( \eta \) fixed in the parametrisation (3.20), we recover the twist function of the standard YB deformation of the PCM without WZ term [10].

**Inhomogeneous case—Kac–Moody currents and poles of the twist function.** In this paragraph we take \( R \) to be an inhomogeneous \( R \)-matrix, i.e. \( c \neq 0 \). The twist function (4.29) has simple poles at
\[
z_{\pm} = \frac{\hbar}{\xi} \pm \frac{\sinh \rho c}{\sinh \chi},
\] (4.30)
with the corresponding residues given by
\[
\ell_{\pm} = \text{res}_{z=z_{\pm}} \varphi(z) \, dz = \hbar (\pm \coth c \rho - 1).
\] (4.31)

It is a standard result [25] that simple poles of the twist function are associated with Kac–Moody currents, which can be constructed from the Lax matrix (4.23) as follows
\[
\mathcal{J}^\pm = \ell_{\pm} \mathcal{L}(z_{\pm}) = \pm \frac{1}{2 \cosh \rho} \left( e^{-\rho \hbar \hbar} - e^{\rho \hbar \hbar} \right) \mathcal{Z} + 2 \hbar e^{-\rho \hbar \hbar} \frac{j}{\xi},
\] (4.32)
generalising the currents defined in [6] for the standard Drinfel’d–Jimbo \( R \)-matrix. The definition (4.32) of the currents \( \mathcal{J}^\pm \) is equivalent to the following partial fraction decomposition of \( \varphi(z) \mathcal{L}(z) \):
\[
\varphi(z) \mathcal{L}(z) = \frac{\mathcal{J}^+}{z - z_+} + \frac{\mathcal{J}^-}{z - z_-},
\] (4.33)
From the Maillet bracket (4.27) it follows that $J^\pm$ are Poisson commuting Kac–Moody currents with levels $\ell_\pm$:

$$\{ J_1^\pm(x), J_2^\pm(y) \} = \left[ C_{12}, J_1^\pm(x) \right] \delta_{xy} - \ell_\pm C_{12} \delta'_{xy}, \quad (4.34a)$$

$$\{ J_1^\pm(x), J_2^\mp(y) \} = 0. \quad (4.34b)$$

These brackets can be checked explicitly following a similar approach to the computation of the Poisson bracket of the Lax matrix with itself described in appendix C.

Let us briefly discuss the reality conditions obeyed by these Kac–Moody currents and their levels. If we have a split $R$-matrix, i.e. $c = 1$, then the poles $z_\pm$ and the levels $\ell_\pm$ are real, and the Kac–Moody currents $J^\pm$ are valued in the real Lie algebra $g$. If we have a non-split $R$-matrix, i.e. $c = i$, then the poles $z_\pm$ and the levels $\ell_\pm$ form complex conjugate pairs. The Kac–Moody currents $J^\pm$ are valued in the complexification $g^C$ of $g$ and are also complex conjugate to each other.

**Homogeneous case—Takiff currents and double pole of the twist function.** In this paragraph, we take $R$ to be a homogeneous $R$-matrix, i.e. $c = 0$. The twist function (4.29) then has a double pole at

$$z_0 = \frac{k}{2\xi}, \quad (4.35)$$

and we define the residues

$$\ell_0 = \text{res}_{z=z_0} \varphi(z) dz = -2k \quad \text{and} \quad \ell_1 = \text{res}_{z=z_0} (z - z_0) \varphi(z) dz = \frac{2k}{\sinh \chi}. \quad (4.36)$$

Using the following partial fraction decomposition to extract the currents $J_0$ and $J_1$ from the Lax matrix

$$\varphi(z) L(z) = \frac{J_0}{z - z_0} + \frac{J_1}{(z - z_0)^2}, \quad (4.37)$$

we find that

$$J_0 = Z, \quad J_1 = \frac{(e^{-i\rho t} - \cosh c \rho) Z + 2k e^{-i\rho t} j}{\sinh \chi}. \quad (4.38)$$

From the Maillet bracket (4.27) it follows that these are Takiff currents of multiplicity two

$$\{ J_{01}(x), J_{01}(y) \} = \left[ C_{12}, J_{01}(x) \right] \delta_{xy} - \ell_0 C_{12} \delta'_{xy}, \quad (4.39a)$$

$$\{ J_{01}(x), J_{12}(y) \} = \left[ C_{12}, J_{01}(x) \right] \delta_{xy} - \ell_1 C_{12} \delta'_{xy}, \quad (4.39b)$$

$$\{ J_{12}(x), J_{12}(y) \} = 0. \quad (4.39c)$$

These brackets can again be checked directly using techniques similar to those described in appendix C. Let us note for completeness that these currents are real, i.e. valued in the real Lie algebra $g$.

**Hamiltonian and zeroes of the twist function.** The zeroes $+1$ and $-1$ of the twist function (4.29) are also simple poles of the Lax matrix (4.20). The local charge
which is rational in the spectral parameter \( z \), has poles at the zeroes \( \pm 1 \) of the twist function. We define \( Q_\pm \) as the corresponding residues

\[
Q_\pm = \text{res}_{z=\pm 1} Q(z) \, dz .
\]

From the expression (4.20) of \( L(z) \) we find

\[
Q_\pm = -\frac{\varphi'(\pm 1)}{8} \int dx \kappa \left( g^{-1}\partial_{\pm g}, (Q_\pm^+ Q_\pm^-)^{-1} g^{-1}\partial_{\pm g} \right) .
\]

Using equations (3.13), (3.15) and (4.29) it follows that

\[
-\frac{\varphi'(\pm 1)}{8} (Q_\pm^+ Q_\pm^-)^{-1} = \pm \frac{\delta(e^{\alpha} - 1)e^{R}}{4(e^{\chi} - e^{3\chi})(e^{\chi} e^{3\chi} - 1)} = \pm \frac{\mathcal{O} + '\mathcal{O}}{4} ,
\]

and hence

\[
Q_\pm = \pm \frac{1}{4} \int dx \kappa \left( g^{-1}\partial_{\pm g}, (\mathcal{O} + '\mathcal{O}) g^{-1}\partial_{\pm g} \right) .
\]

The Hamiltonian (4.16) can then be written as

\[
H = Q_+ - Q_ - ,
\]

while substituting in for the light-cone currents in terms of phase space variables using (4.17) and using the definition (4.18) of \( Z \) and the orthogonality relation (4.8) we find that

\[
P = Q_+ + Q_ - = \int dx \kappa(X, \dot{f}) .
\]

The Poisson bracket of \( P \) with the canonical fields \( g(x) \) and \( X(x) \) generates their spatial derivatives, and hence \( P \) defines the spatial momentum of the model.

As we have just observed, it is possible to extract the Hamiltonian \( H \) and spatial momentum \( P \), both of which are local conserved charges, from the zeroes of the twist function. In fact, this is a general statement for models with twist functions [26]. More precisely, it was shown in [26] that an infinite tower of local conserved charges in involution can be constructed from each zero of the twist function. These charges are integrals of polynomials of increasing degree in the currents appearing in the Lax matrix. In particular, the first charges in each infinite tower are always quadratic and in the present case correspond to the charges \( Q_\pm \). It follows that for the YB deformation of the PCM plus WZ term there exist an infinite number of local conserved charges in involution, whose density are well chosen polynomials of the currents \( Q_\pm g^{-1}\partial_{\pm g} \).

**Affine Gaudin model structure.** The model considered here is such that

(a) The Lax matrix satisfies a Maillet bracket (4.27) with twist function,
(b) The Hamiltonian is given by a linear combination (4.45) of the quadratic charges \( Q_\pm \).

These properties ensure that the model can be interpreted as a realisation of an affine Gaudin model in the formalism proposed in [14] and developed further in [24].

The affine Gaudin model either has two real sites of multiplicity one in the split case, \( c = 1 \), two complex conjugate sites of multiplicity one in the non-split case, \( c = i \), or one real site of
multiplicity two in the homogeneous case, \( c = 0 \). This defines the structure of the underlying formal affine Gaudin model. The \( \sigma \)-model of interest is then obtained as a realisation of this formal theory in the algebra of canonical fields on \( T^* G \). This realisation is given concretely by the expression (4.32) of the Kac–Moody currents in the inhomogeneous case and by the expression (4.38) of the Takiff currents in the homogeneous case. That these currents form a realisation of the formal affine Gaudin model Poisson structure is ensured by point (a) above. Point (b) then implies that the Hamiltonian of the model is the image in this realisation of the Hamiltonian of the formal affine Gaudin model.

5. Relation to alternative formulations

In this section we explain how the action (3.14) can be found from three alternative formulations. In subsection 5.1 we describe its origin as an \( \mathcal{E} \)-model and in subsection 5.2 we outline how it can be obtained from four-dimensional Chern–Simons theory. Finally, in subsection 5.3 we explain how it is equivalent to a non-abelian \( T \)-dual model when \( R \) is a homogeneous \( R \)-matrix.

5.1. \( \mathcal{E} \)-models

It has been shown [27] that when \( R \) is the standard Drinfel’d–Jimbo \( R \)-matrix the action (3.14) follows from an \( \mathcal{E} \)-model, a first-order model on the Drinfel’d double. Also using the results of [8, 9], the generalisation to any \( R \)-matrix with solvable \( h_\pm \) is largely straightforward. For completeness, we present a brief overview of this construction, which holds for all three cases, \( c = 1, c = i \) and \( c = 0 \).

5.1.1. Structure of the Drinfel’d double. Let \( g \) be a simple Lie algebra with Lie bracket \([ \cdot, \cdot ]\) and normalised Killing form \( \kappa(\cdot, \cdot) (2.2) \). We introduce a vector space \( \tilde{g} \) such that \( \dim \tilde{g} = \dim g \), their direct sum (as vector spaces)

\[
\mathfrak{d} = g \oplus \tilde{g},
\]

satisfies the Jacobi identity as a consequence of the (m)cYBE (2.15), and the subalgebras \( g \) and \( \tilde{g} \cong g_R \) are Lagrangian with respect to the following invariant bilinear form

\[
\langle X_1 + \sigma Y_1, X_2 + \sigma Y_2 \rangle = \kappa(X_1, Y_2) + \kappa(Y_1, X_2).
\]

\[\text{11} \] Technically, the model also possesses a site of multiplicity two at infinity, which is treated in a slightly different way (see [14, 24]).
Defining $iX = \sigma X - RX$, the Lie bracket (5.2) and invariant bilinear form (5.3) can be equivalently written as

$$[X_1 + iY_1, X_2 + iY_2] = [X_1, X_2] + c^2[Y_1, Y_2] + i([X_1, Y_2] + [Y_1, X_2]),$$

$$\langle X_1 + iY_1, X_2 + iY_2 \rangle = \kappa(X_1, Y_2) + \kappa(Y_1, X_2),$$

(5.4)

and we recover the standard result that $\mathcal{D}$ is isomorphic to the real double $\mathfrak{g} \oplus \mathfrak{g}$, the complex double, $\mathfrak{g}^C$, or the semi-abelian double, $\mathfrak{g} \rtimes \mathfrak{g}$, for $c = 1, c = i$ and $c = 0$ respectively (see subsection 5.2.1 for more details).

Given this isomorphism it follows that we have a second invariant bilinear form on $\mathcal{D}$

$$\langle X_1 + iY_1, X_2 + iY_2 \rangle' = \kappa(X_1, X_2) + c^2\kappa(Y_1, Y_2),$$

or equivalently

$$\langle X_1 + \sigma Y_1, X_2 + \sigma Y_2 \rangle' = \kappa(X_1, X_2) + \kappa(X_1, RY_2) + \kappa(RY_1, X_2) + \kappa(R_\pm Y_1, R_\pm Y_2).$$

(5.5)

Let us now consider

$$\langle \langle \cdot, \cdot \rangle \rangle = \cosh c\rho \langle \cdot, \cdot \rangle + \sinh c\rho c\langle \cdot, \cdot \rangle' = \langle \cdot, \cdot \rangle + O(\rho),$$

(5.7)

and ask when $\tilde{\mathfrak{g}}$ can be deformed to $\tilde{\mathfrak{g}}_\rho$ such that it remains a Lagrangian subalgebra with respect to this new invariant bilinear form. Limiting ourselves to the case that $\mathfrak{h}_\pm = \text{im } \mathfrak{R}_\pm$ is solvable, we recall that the operator

$$\hat{\mathfrak{R}} = \frac{c}{\sinh c\rho}(e^{c\mathfrak{R}} - \cosh c\rho) = \mathfrak{R} + O(\rho),$$

(5.8)

introduced in equation (3.7), solves the (m)cYBE (2.15) as a consequence of the identity (3.6). Defining $\hat{\sigma} = i + \hat{\mathfrak{R}}$, this motivates the following definition of $\tilde{\mathfrak{g}}_\rho$:

$$\tilde{\mathfrak{g}}_\rho = \{X \in \mathfrak{g} | \hat{\sigma}X \in \mathfrak{g}\},$$

(5.9)

i.e. $\hat{\mathfrak{R}}$ identifies the Lagrangian subalgebra $\tilde{\mathfrak{g}}_\rho$ within the semi-abelian, real or complex double in the same way that $\mathfrak{R}$ identifies $\mathfrak{g}$. It is also worth noting that since a general element of $\mathcal{D}$, $X + \sigma Y, X, Y \in \mathfrak{g}$, can be uniquely written in the form $\hat{X} + \hat{\sigma}Y, \hat{X}, \hat{Y} \in \tilde{\mathfrak{g}}$ (to be precise we have $\hat{X} = X + (R - \hat{\mathfrak{R}})Y$ and $\hat{Y} = Y$), it follows that

$$\mathcal{D} = \tilde{\mathfrak{g}} + \tilde{\mathfrak{g}}_\rho,$$

(5.10)

and dim $\tilde{\mathfrak{g}}_\rho = \text{dim } \mathfrak{g}$.

It is easy to see that $\tilde{\mathfrak{g}}_\rho$ is a deformation of $\mathfrak{g}$ with $\hat{\sigma}X = \sigma X + O(\rho)$. To check that (5.9) has the remaining required properties, we first verify the isotropy condition:

$$\langle \langle \hat{\sigma}X, \hat{\sigma}Y \rangle \rangle = \kappa \left( X, \left( \cosh c\rho (\hat{\mathfrak{R}} + \hat{\mathfrak{R}}) + \frac{\sinh c\rho}{c}(\hat{\mathfrak{R}} + c^2) \right) Y \right) = 0,$$

(5.11)
using the symmetry property (3.8), and hence \( \tilde{g}^\rho \) is indeed isotropic with respect to the invariant bilinear form (5.7). Secondly, \( \tilde{g}^\rho \) should form an algebra. For any linear operator \( O : g \to g \) we have

\[
[(\iota + O)X, (\iota + O)Y] = (\iota + O)[X,Y]_O + [OX, OY]
- O[X,Y]_O + \varepsilon^2[X,Y], \quad X, Y \in g.
\]

(5.12)

Therefore, if \( O \) solves the \((m)c\)YBE this bracket closes and \( \{ (\iota + O)X : X \in g \} \) is a subalgebra of \( \mathfrak{d} \). This is indeed the case for our choice of \( O = \hat{R} \) (5.9).

Therefore, for solvable \( \mathfrak{h}_d \), we have constructed \( \tilde{g}^\rho \), a deformation of \( \tilde{g} \) that is a Lagrangian subalgebra with respect to the invariant bilinear form (5.7).

5.1.2. Formulation as an \( \mathcal{E} \)-model. To formulate the action (3.14) as an \( \mathcal{E} \)-model, our starting point is the first-order action [28]

\[
S = N \left[ \int d^2x \langle \langle g^{-1}_\alpha \partial_{\alpha} g, g^{-1}_\beta \partial_{\beta} g \rangle \rangle - \frac{1}{6} \int d^3x \epsilon^{abc} \langle \langle g^{-1}_\alpha \partial_{\alpha} g, [g^{-1}_\beta \partial_{\beta} g, g^{-1}_\gamma \partial_{\gamma} g] \rangle \rangle 
- \int d^2x \langle \langle g^{-1}_\alpha \partial_{\alpha} g, \mathcal{E} g^{-1}_\beta \partial_{\beta} g \rangle \rangle \right],
\]

(5.13)

where \( g \) is a field valued in the Drinfel’d double \( D \), whose Lie algebra is \( \mathfrak{d} \), and \( \langle \langle \cdot, \cdot \rangle \rangle \) is an invariant bilinear form on \( \mathfrak{d} \). \( \mathcal{E} : \mathfrak{d} \to \mathfrak{d} \) is a constant linear operator that squares to the identity, \( \mathcal{E}^2 = 1 \), and is symmetric with respect to the bilinear form, \( \langle \langle \mathcal{E} \mathcal{X}, \mathcal{Y} \rangle \rangle = \langle \langle \mathcal{X}, \mathcal{E} \mathcal{Y} \rangle \rangle \), \( \mathcal{X}, \mathcal{Y} \in \mathfrak{d} \).

The invariant bilinear form \( \langle \langle \cdot, \cdot \rangle \rangle \) does not need to be the one that defines \( D \) as a Drinfel’d double; however, we do require that \( \mathfrak{d} \) has at least one Lagrangian subalgebra, which we denote \( \mathfrak{b} \), i.e. \( \dim \mathfrak{b} = \frac{1}{2} \dim \mathfrak{d} \) and \( \langle \langle \mathfrak{b}, \mathfrak{b} \rangle \rangle = 0 \), where \( \mathfrak{b} = \text{Lie} \mathcal{B} \). Redefining

\[
g \to bg, \quad b \in \mathcal{B},
\]

(5.14)

it is an immediate consequence of the Polyakov–Wiegmann identity and the isotropy of \( \mathfrak{b} \) that the action (5.13) only depends on \( b \) through \( b^{-1} \partial_{\alpha} b \). If \( \mathcal{E} \) is such that \( \text{Ad}_{\mathfrak{g}}^{-1} \mathfrak{b} \) and \( \text{Ad}_{\mathfrak{g}}^{-1} \mathfrak{b} \) have trivial intersection, then we can integrate out the degrees of freedom in \( b \) to obtain the action

\[
S = N \left[ \frac{1}{2} \int d^2x \langle \langle g^{-1}_\alpha \partial_{\alpha} g, \mathcal{P} (\mathcal{E} + 1) g^{-1}_\beta \partial_{\beta} g \rangle \rangle 
- \frac{1}{6} \int d^3x \epsilon^{abc} \langle \langle g^{-1}_\alpha \partial_{\alpha} g, [g^{-1}_\beta \partial_{\beta} g, g^{-1}_\gamma \partial_{\gamma} g] \rangle \rangle \right]
- \int d^2x \langle \langle \mathcal{P} (\mathcal{E} + 1) g^{-1}_\beta \partial_{\beta} g \rangle \rangle,
\]

(5.15)

where \( \mathcal{P} \) is the projector with \( \text{im} \mathcal{P} = \ker \langle \langle \mathcal{E} \text{Ad}_{\mathfrak{g}}^{-1} \mathfrak{b}, \cdot \rangle \rangle = \mathcal{E} \text{Ad}_{\mathfrak{g}}^{-1} \mathfrak{b} \) and \( \ker \mathcal{P} = \text{Ad}_{\mathfrak{g}}^{-1} \mathfrak{b} \).\(^\text{12}\) It follows that the operators \( \mathcal{E} \mathcal{P} (\mathcal{E} \pm 1) \) are projectors with \( \text{im} \mathcal{E} \mathcal{P} (\mathcal{E} \pm 1) = \text{Ad}_{\mathfrak{g}}^{-1} \mathfrak{b} \) and \( \ker \mathcal{P} (\mathcal{E} \pm 1) = \epsilon_\pm \), where \( \epsilon_\pm \) are the eigenspaces of \( \mathcal{E} \)

\(^{12}\)To reach this form it is useful to use the identities \( \mathcal{E} \mathcal{P} + \mathcal{P} \mathcal{E} = \mathcal{E} \) and \( \langle \langle \mathcal{P} \mathcal{X}, \mathcal{P} \mathcal{Y} \rangle \rangle = 0 \), \( \mathcal{X}, \mathcal{Y} \in \mathfrak{d} \).
with eigenvalues ±1. To compensate the additional degrees of freedom that the redefinition (5.14) introduces, the action (5.15) has a B gauge symmetry
\[ g \rightarrow b' g, \quad b' \in B, \]
and hence describes a relativistic second-order model on \( B \setminus D \).

Let us now turn to the model of interest (3.14). In particular, we use the algebraic structures introduced in subsection 5.1.1. We identify the bilinear form with that in equation (5.7) and set
\[ B = \tilde{G}_\rho, \quad b = \tilde{g}_\rho, \]
where \( \tilde{g}_\rho \) is defined in equation (5.9). Writing a general element of the Drinfel’d double \( \mathcal{D} \) (5.1) as \( X + \iota Y, X, Y \in g \), the operator \( E \) is defined as
\[ (E \pm 1)(X + \iota Y) = (s_\pm X + c_\pm Y) - \iota(s_\pm Y + c_\pm X), \]
\[ s_\pm = \frac{\sinh \nu \pm \sin \nu}{\sinh \nu}, \quad c_\pm = \frac{\cosh \nu \pm \cos \nu}{\sinh \nu}, \]
where \( \nu \) is a free parameter that will eventually be related to the parameter \( \chi \) of the action (3.14).

Assuming that the decomposition (5.10) lifts to the group, i.e. the quotient \( \tilde{G}_\rho \setminus D \) can be identified with \( G \), we parametrise
\[ g = g_\rho g, \quad g \in G, \quad \tilde{g}_\rho \in \tilde{G}_\rho, \]
and use the gauge symmetry (5.16) to fix \( \tilde{g}_\rho = 1 \), i.e.
\[ g = g \in G. \]

Let us now determine the action of the projectors \( \mathcal{E} \mathcal{P}(\mathcal{E} \pm 1) \), which are defined by their image and kernel. In the current setup these are given by \( \text{im} \mathcal{E} \mathcal{P}(\mathcal{E} \pm 1) = \text{Ad}_g^{-1} \tilde{g}_\rho \), and \( \ker \mathcal{E} \mathcal{P}(\mathcal{E} \pm 1) = \varepsilon_\pm \). We start by writing
\[ \mathcal{E} \mathcal{P}(\mathcal{E} \pm 1) = \text{Ad}_g^{-1} \hat{\mathcal{P}} \text{Ad}_g(\mathcal{E} \pm 1), \]
where \( \text{im} \hat{\mathcal{P}} = \tilde{g}_\rho \). This automatically means that we have the required image and that \( \varepsilon_\pm \) lies in the kernel. From the commutation relations (5.4) it follows that \( \text{Ad}_g \) commutes with \( \varepsilon \) and hence \( \mathcal{E} \). Therefore, we have
\[ \mathcal{E} \mathcal{P}(\mathcal{E} \pm 1) = \text{Ad}_g^{-1} \hat{\mathcal{P}}(\mathcal{E} \pm 1) \text{Ad}_g. \]

The requirement that this is a projector (and that the full kernel is \( \varepsilon_\pm \)) can then be written in the simple form
\[ \hat{\mathcal{P}}(\mathcal{E} \pm 1) \hat{\mathcal{P}}(\mathcal{E} \pm 1) = \hat{\mathcal{P}}(\mathcal{E} \pm 1). \]

Parametrising
\[ \hat{\mathcal{P}}(X + \iota Y) = \hat{\sigma} \left( f_{0}(\hat{R})X + f_{1}(\hat{R})Y \right), \quad X, Y \in g, \]
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we find that the condition (5.23) yields
\[ f_0(\hat{R}) = \frac{1}{c_+ + c_\cdot R^2 + (s_+ + s_-)R}, \quad f_1(\hat{R}) = -\frac{\hat{R}}{c_+ + c_\cdot R^2 + (s_+ + s_-)R}. \]

(5.25)

Finally, we arrive at the following expression for the action of the projectors \( \mathcal{E} \mathcal{P}(\mathcal{E} \pm 1) \)
\[ \mathcal{E} \mathcal{P}(\mathcal{E} \pm 1)(X + iY) = \text{Ad}_+^{-1} \hat{\sigma} \frac{1}{R + c \coth \frac{c}{2}(\rho \pm \nu)} \text{Ad}_- \times \left( X + c \coth \frac{c}{2}(\rho \pm \nu)Y \right), \quad X, Y \in \mathfrak{g}. \]

(5.26)

To conclude, we fix \( \hat{g} = g \) in the action (5.15). Using the action of the projectors in equation (5.26) and the bilinear form (5.7) we find
\[ S = \frac{1}{2} \int d^2 x \kappa \left( g^{-1} \partial_+ g, \left( \frac{\cosh c \rho + c^{-1} \sinh c \rho \hat{R}}{R + c \coth \frac{c}{2}(\rho \pm \nu)} \right) g^{-1} \partial_- g \right) - \frac{1}{6} \frac{\sinh c \rho}{c} \times \int d^3 x \epsilon^{abc} \kappa(g^{-1} \partial_+ g, [g^{-1} \partial_+ g, g^{-1} \partial_+ g]), \]

(5.27)

where \( \hat{R} = \text{Ad}_+^{-1} \hat{R} \text{Ad}_- \). Recalling that \( \hat{R} \) is defined in terms of the skew-symmetric \( R \)-matrix \( R \) in equation (5.8) and setting
\[ N = -\frac{\hbar c}{\sinh c \rho}, \quad e^{\rho} = \frac{e^{\chi} - e^{\rho}}{e^{\chi} e^{\rho} - 1}. \]

(5.28)

it is straightforward to check that equation (5.27) indeed reproduces the action (3.14) as claimed.

5.2. Four-dimensional Chern–Simons theory

The models constructed in section 3 can also be obtained from the four-dimensional Chern–Simons theory proposed in [29]. Here we will explain how this is done following [23, 30, 31].

5.2.1. Real, complex and semi-abelian doubles. We start by discussing the structure of the Drinfel’d double \( \mathfrak{d} \) introduced in subsection 5.1.1 in more detail. Let us recall that any element of \( \mathfrak{d} \) can be written as \( X + iY \) with \( X, Y \in \mathfrak{g} \) and that the Lie bracket of \( \mathfrak{d} \) in this parametrisation is given by (5.4).

**Real double.** In the case \( c = 1 \) the Drinfel’d double \( \mathfrak{d} \) is isomorphic to the real double \( \mathfrak{g} \oplus \mathfrak{g} \). This identification is given explicitly by the map
\[ \phi_1 : X + iY \rightarrow (X - Y, X + Y), \]

(5.29)

which sends the Lie bracket (5.4) to that of the direct sum \( \mathfrak{g} \oplus \mathfrak{g} \).
Under the isomorphism $\phi_1$, the subalgebra $\mathfrak{g}$ is identified with the diagonal subalgebra of $\mathfrak{g} \oplus \mathfrak{g}$, $\phi_1(\mathfrak{g}) = \mathfrak{g}_{\text{diag}} = \{(X, X), X \in \mathfrak{g}\}$. Moreover, the subalgebra $\tilde{\mathfrak{g}}$ is mapped to

$$\phi_1(\tilde{\mathfrak{g}}) = \{(R_- X, R_+ X), X \in \mathfrak{g}\}, \quad (5.30)$$

while the image of the subalgebra $\tilde{\mathfrak{g}}_\rho$, introduced in subsection 5.1.1 as a deformation of $\tilde{\mathfrak{g}}$, is

$$\phi_1(\tilde{\mathfrak{g}}_\rho) = \{(\tilde{R}_- X, \tilde{R}_+ X), X \in \mathfrak{g}\} = \left\{\left(\frac{e^{\rho R} - e^{\rho}}{\sinh \rho} X, \frac{e^{\rho R} - e^{-\rho}}{\sinh \rho} X\right), X \in \mathfrak{g}\right\}. \quad (5.31)$$

The subalgebra $\tilde{\mathfrak{g}}_\rho$ is Lagrangian with respect to the deformed invariant bilinear form $\langle\langle \cdot, \cdot \rangle\rangle$ defined in equation (5.7). This induces an invariant bilinear form on $\mathfrak{g} \oplus \mathfrak{g}$ through the isomorphism $\phi_1$, which, rescaling by $-2\kappa/\sin \rho$, reads

$$\langle\langle (X_1, Y_1), (X_2, Y_2) \rangle\rangle_1 = \kappa (\coth \rho - 1)\kappa(X_1, X_2) - \kappa (\coth \rho + 1)\kappa(Y_1, Y_2). \quad (5.32)$$

By construction, the subalgebra $\phi_1(\tilde{\mathfrak{g}}_\rho)$ of $\mathfrak{g} \oplus \mathfrak{g}$ is Lagrangian with respect to $\langle\langle \cdot, \cdot \rangle\rangle_1$. From equation (4.31) we see that, in terms of the levels $\ell_\pm$ of the Kac–Moody currents $J_\pm$ introduced in subsection 4.2, this bilinear form can be written as

$$\langle\langle (X_1, Y_1), (X_2, Y_2) \rangle\rangle_1 = \ell_+ \kappa(X_1, X_2) + \ell_- \kappa(Y_1, Y_2). \quad (5.33)$$

**Complex double.** In the case $c = i$ the Drinfel’d double can be identified with the complex double $\mathfrak{g}^C$ through the isomorphism

$$\phi_1: X + t Y \mapsto \mathfrak{g}^C \quad (5.34)$$

which sends the Lie bracket (5.4) to that of the complexification $\mathfrak{g}^C$. We let $\tau$ denote the antilinear involutive automorphism of $\mathfrak{g}^C$ defined by $\tau: X + iY \mapsto X - iY$.

Under the isomorphism $\phi_1$, the subalgebra $\mathfrak{g}$ is identified with the real form $\mathfrak{g}$ in $\mathfrak{g}^C$, i.e. the set of fixed-points of the automorphism $\tau$. Moreover, the subalgebra $\tilde{\mathfrak{g}}$ is mapped to

$$\phi_1(\tilde{\mathfrak{g}}) = \{R_- X, X \in \mathfrak{g}\}, \quad (5.35)$$

while the image of the deformed subalgebra $\tilde{\mathfrak{g}}_\rho$ is

$$\phi_1(\tilde{\mathfrak{g}}_\rho) = \{\tilde{R}_- X, X \in \mathfrak{g}\} = \left\{\frac{e^{\rho R} - e^{\rho}}{\sin \rho} X, X \in \mathfrak{g}\right\}. \quad (5.36)$$

This deformed subalgebra is Lagrangian with respect to the pullback by $\phi_1$ of the bilinear form $\langle\langle \cdot, \cdot \rangle\rangle$, which, after rescaling by $-2\kappa/\sin \rho$, is given by

$$\langle\langle X_1 + iY_1, X_2 + iY_2 \rangle\rangle = 2\kappa (\kappa(Y_1, Y_2) - \kappa(X_1, X_2)) + 2\kappa \cot \rho (\kappa(Y_1, Y_2) - \kappa(Y_1, X_2)). \quad (5.37)$$
In terms of the level \( \ell_+ \) of the complex Kac–Moody current \( J_+ \) introduced in subsection 4.2, this invariant bilinear form on \( g^C \) is given by

\[
\langle \langle X, Y \rangle \rangle = 2 \Re (\ell_+ \kappa(X, Y)) , \quad X, Y \in g^C .
\]  
(5.38)

where \( \kappa \) has been extended from \( g \) to \( g^C \) by \( \C \)-bilinearity. For comparison with equation (5.33) in the split case, we note that equation (5.38) can also be written as

\[
\langle \langle X, Y \rangle \rangle = \ell_+ \kappa(X, Y) + \ell_0 \kappa(\tau X, \tau Y),
\]  
(5.39)

where \( \ell_+ = \ell(\tau) \) is the level of the conjugate Kac–Moody current \( J_+ = \tau(J_+). \)

**Semi-abelian double.** Finally, in the case \( c = 0 \) the Drinfel’d double \( \mathcal{D} \) is then isomorphic to the semi-abelian double \( g \ltimes g^{ab} \), where \( g^{ab} \) denotes the vector space \( g \) equipped with the trivial Lie bracket (making it an abelian Lie algebra) and \( g \) acts on \( g^{ab} \) by the adjoint action. This isomorphism is given by the map

\[
\phi_0 : \mathcal{D} \rightarrow (X, -\rho^{-1} \sinh \chi Y)
\]  
(5.40)

which sends the Lie bracket (5.4) to that of the semi-direct product \( g \ltimes g^{ab} \). Note that we have introduced the factor of \( -\rho^{-1} \sinh \chi \) using the automorphism \( (X, Y) \mapsto (X, aY) \) of the semi-abelian double. Under the isomorphism \( \phi_0 \), the subalgebra \( g \) is identified with the subalgebra \( g \ltimes \{0\} \) of \( g \ltimes g^{ab} \). Moreover, the subalgebra \( \tilde{g} \) is mapped to

\[
\phi_0(\tilde{g}) = \left\{ \left( RX, -\frac{\sinh \chi}{\rho} X \right) , X \in g \right\} ,
\]  
(5.41)

while the image of the deformed subalgebra \( \tilde{g}_\rho \) is

\[
\phi_0(\tilde{g}_\rho) = \left\{ \left( \tilde{R}X, -\frac{\sinh \chi}{\rho} X \right) , X \in g \right\} = \left\{ \left( \frac{\rho^{-1} - 1}{\rho} X, -\frac{\sinh \chi}{\rho} X \right) , X \in g \right\} .
\]  
(5.42)

The pullback of the bilinear form \( \langle \langle \cdot, \cdot \rangle \rangle \) by \( \phi_0 \) defines an invariant bilinear form on \( g \ltimes g^{ab} \) with respect to which \( \phi_0(\tilde{g}_\rho) \) is Lagrangian. After rescaling by \( -2 \rho / \kappa \), this bilinear form reads

\[
\langle \langle (X_1, Y_1), (X_2, Y_2) \rangle \rangle_0 = -2 \rho^{-1} \kappa(X_1, X_2) + \frac{2 \rho^{-1}}{\sinh \chi} (\kappa(X_1, Y_2) + \kappa(Y_1, X_2)) .
\]  
(5.43)

In terms of the levels \( \ell_0 \) and \( \ell_1 (4.36) \) of the two Takiff currents \( J_0 \) and \( J_1 \) characterising the integrable structure of the model in the homogeneous case, the above bilinear form can be rewritten as

\[
\langle \langle (X_1, Y_1), (X_2, Y_2) \rangle \rangle_0 = \ell_0 \kappa(X_1, X_2) + \ell_1 (\kappa(X_1, Y_2) + \kappa(Y_1, X_2)) .
\]  
(5.44)

**Summary.** Let us summarise the results of this subsection. In the three cases \( c = 1, c = i \) and \( c = 0 \), the Drinfel’d double is mapped through the isomorphism \( \phi \) to the real double \( g \oplus g \), the complex double \( g^C \) and the semi-abelian double \( g \ltimes g^{ab} \) respectively. This double can be written as the direct sum (as a vector space)

\[
\phi(0) = \phi(\tilde{g}) + \phi(\tilde{g}_\rho)
\]  
(5.45)
of a subalgebra \( \phi_t(\mathfrak{g}) \), isomorphic to \( \mathfrak{g} \), and another subalgebra \( \phi_t(\tilde{\mathfrak{g}}) \). The latter is Lagrangian with respect to an invariant bilinear form \( \langle \cdot , \cdot \rangle_{\mathfrak{g}} \) on \( \phi_t(\mathfrak{d}) \), which can be expressed in terms of the levels characterising the integrable structure of the model. We will assume that in all three cases the decomposition (5.45) lifts to the group and hence that \( \phi_t(D) \) possesses the factorisation

\[
\phi_t(D) = \phi_t(\tilde{G}_P) \cdot \phi_t(G).
\]

(5.46)

When \( G \) is a compact group and \( c = i \), this factorisation corresponds to the Iwasawa decomposition of the complex double \( G^C \) in the limit without WZ term.

5.2.2. Four-dimensional Chern–Simons theory. In this subsection we review the four-dimensional variant of Chern–Simons theory (CS) initially proposed in [29], from which we will obtain the YB deformation of the PCM plus WZ term (3.14). This four-dimensional theory is related to both integrable lattice models [32] as well as integrable field theories in two dimensions [30]. The undeformed PCM plus WZ term was first obtained from CS in [30] by introducing disorder defects. Subsequently it was shown in [31] that all integrable field theories obtained in this way satisfy a Maillet bracket with twist function and can be related to affine Gaudin models. This was developed further in [23], where various other integrable field theories were constructed from CS, including the YB deformation of the PCM plus WZ term in the case where \( R \) is the standard Drinfel’d–Jimbo \( R \)-matrix. Later we will extend these results to the more general case of an \( R \)-matrix with solvable \( \hbar \).

CS is defined on \( \mathbb{R}^2 \times \mathbb{P}^1 \), where the real plane \( \mathbb{R}^2 \) is described by coordinates \((x, t)\) and the Riemann sphere \( \mathbb{P}^1 \) by a complex coordinate \( z \) and its conjugate \( \bar{z} \). It depends on a gauge field \( A \), a \( \mathfrak{g}^C \)-valued one-form on \( \mathbb{R}^2 \times \mathbb{P}^1 \), restricted such that \( A = A_t \, dx + A_z \, dt + A_{\bar{z}} \, d\bar{z} \). The theory is further specified by the choice of a meromorphic one-form \( \omega = \varphi(z)dz \). Its action reads

\[
S_{ad} = \frac{i}{4\pi} \int_{\mathbb{R}^2 \times \mathbb{P}^1} \omega \wedge \text{CS}(A),
\]

(5.47)

where \( \text{CS}(A) = \kappa \left( A \wedge dA + \frac{2}{3} A \wedge A \wedge A \right) \) is the standard Chern–Simons three-form. To ensure that the action (5.47) is real, we impose reality conditions on the gauge field \( A \) and the one-form \( \omega \) [23]. More precisely, we ask that their pullback under complex conjugation \( z \mapsto \bar{z} \) on \( \mathbb{P}^1 \) gives their complex conjugate in \( \mathfrak{g}^C \) and \( \mathbb{C} \) respectively.

**Parametrisation of the gauge field.** We parametrise the component \( A_z \) of the gauge field as

\[
A_z = -\partial_z \hat{g}^{-1},
\]

(5.48)

where \( \hat{g} \) is a \( G^C \)-valued field on \( \mathbb{R}^2 \times \mathbb{P}^1 \). Let us note that \( \hat{g} \) is not uniquely determined; it is defined up to \( \hat{g} \rightarrow \hat{g} h \), where \( h \) is an arbitrary \( G^C \)-valued field on \( \mathbb{R}^2 \), but independent of \( z \) and \( \bar{z} \). We then parametrise the other components of the gauge field as

\[
A_t = \hat{g} \mathcal{L} \hat{g}^{-1} - \partial_t \hat{g} \hat{g}^{-1}, \quad A_{\bar{z}} = \hat{g} \mathcal{M} \hat{g}^{-1} - \partial_{\bar{z}} \hat{g} \hat{g}^{-1},
\]

(5.49)

in terms of two \( \mathfrak{g}^C \)-valued fields \( \mathcal{L} \) and \( \mathcal{M} \) on \( \mathbb{R}^2 \times \mathbb{P}^1 \).

**Lax connection and twist function.** A two-dimensional integrable structure naturally arises from CS when we parametrise the gauge field as in equations (5.48) and (5.49). Varying the gauge field \( A \) in the action (5.47), the bulk equation of motion of CS is simply given by \( \omega \wedge
\[ F(A) = 0, \text{ where } F(A) = dA + A \wedge A \text{ is the curvature of the gauge field. In the parametrisation (5.48) and (5.49), this equation of motion translates into three equations on } \mathcal{L} \text{ and } \mathcal{M} \]
\[
\varphi(z) \partial_z \mathcal{L} = \varphi(z) \partial_z \mathcal{M} = 0, \quad \partial_z \mathcal{L} - \partial_z \mathcal{M} + [\mathcal{M}, \mathcal{L}] = 0, \quad (5.50)
\]
where we recall that \( \omega = \varphi(z) dz \). The first two equations tell us that \( \mathcal{L} \) and \( \mathcal{M} \) are meromorphic functions of \( z \), with poles at the zeroes of \( \varphi(z) \). The last equation imposes the flatness of the connection \( (\partial_z + \mathcal{L}, \partial_z + \mathcal{M}) \). Therefore, we find a two-dimensional connection on \( \mathbb{R}^2 \) that depends meromorphically on a complex parameter \( z \) and which is flat on-shell. These are the defining characteristics of a Lax connection of a two-dimensional integrable field theory, with \( (x, t) \) becoming the space–time coordinates of the two-dimensional model, and the complex coordinate \( z \) playing the role of the spectral parameter. In this framework, the poles of \( \mathcal{L} \) and \( \mathcal{M} \) and thus of \( \varphi(z) \), are referred to as disorder defects [30].

The proof of the integrability of these models was completed in [31], where it was shown that the Lax matrix \( \mathcal{L} \) satisfies a Maillet bracket with twist function, with the latter given by the meromorphic function \( \varphi(z) \) parametrising \( \omega \). It then follows that the conserved charges extracted from the monodromy of this Lax matrix are in involution. Since our goal is to construct the YB deformation of the PCM plus WZ term from CS4 we use this result as a guide and fix \( \omega \) in terms of the twist function (4.29) to be
\[
\omega = \frac{2\xi(1 - z^2)}{(z - \frac{\kappa}{2\ell})^2 - \frac{\sinh^2 \rho}{\sinh^2 \chi}} dz, \quad (5.51)
\]
The zeroes of this twist function are located at \( z = +1 \) and \( z = -1 \), and hence the Lax connection \( (\partial_z + \mathcal{L}, \partial_z + \mathcal{M}) \) is meromorphic in \( z \) with poles at these points. We will take the poles at \( z = +1 \) and \( z = -1 \) to be in the light-cone components \( \mathcal{L}_+ = \mathcal{M} + \mathcal{L} \) and \( \mathcal{L}_- = \mathcal{M} - \mathcal{L} \) respectively. This completely specifies the \( z \)-dependence of the Lax connection
\[
\mathcal{L}_\pm(z, x, t) = \frac{V_\pm(x, t)}{1 \mp z} + U_\pm(x, t). \quad (5.52)
\]

**Boundary conditions.** In addition to the bulk equation of motion, varying the action (5.47) with respect to \( A \) also gives a boundary equation of motion on \( A \) and its variation \( \delta A \), which comes from the presence of poles in the one-form \( \omega \) (5.51). To deal with the double pole at \( z = \infty \), the following Dirichlet boundary conditions are imposed (see [23, 30] for further details)
\[
A_z|_\infty = A_t|_\infty = 0. \quad (5.53)
\]
The nature of the other poles depends on the choice of the parameter \( \epsilon \):
- If \( \epsilon = 1 \), \( \omega \) has a pair of real simple poles \( z_\pm = \frac{\kappa}{2\ell} \pm \frac{\sinh \rho}{\sinh \chi}, \) with residues \( \ell_\pm = \kappa (\pm \coth \rho - 1) \);
- If \( \epsilon = i \), \( \omega \) has a pair of complex conjugate simple poles \( z_\pm = \frac{\kappa}{2\ell} \pm i \frac{\sin \rho}{\sinh \chi}, \) with residues \( \ell_\pm = \kappa (\pm i \cot \rho - 1) \);
- If \( \epsilon = 0 \), \( \omega \) has a double pole at \( z_0 = \kappa/2\ell \), with coefficients \( \ell_0 = \text{res}_{z_0} \omega = -2\kappa \) and \( \ell_1 = \text{res}_{z_0}(z - z_0)\omega = \frac{2\kappa}{\sinh \chi} \).
These three cases give rise to different boundary equations on the components $A_\mu$, $\mu = x, t$, of the gauge field [23]. Here we treat them in a uniform way using the formalism developed in subsection 5.2.1. This is achieved by introducing $\hat{A}_\mu$ defined as:\footnote{In the cases $c = 1$ and $c = 0$, $A_\mu|_{z_\pm}$, $A_\mu|_{z_0}$ and $\partial_\nu A_\mu|_{z_0}$ are valued in the real form $\mathfrak{g}$ due to the reality condition imposed on $A$ and the reality of the poles $z_\pm$ and $z_0$. Similarly, in the case $c = i$ we have $z_+ = \overline{z_-}$ and $A_\mu|_{z_+}$ is the complex conjugate of $A_\mu|_{z_-}$.}

- For $c = 1$ we let $\hat{A}_\mu = (A_\mu|_{z_+}, A_\mu|_{z_-})$, which belongs to the real double $\mathfrak{g} \oplus \mathfrak{g}$;
- For $c = i$ we let $\hat{A}_\mu = A_\mu|_{z_+}$, which belongs to the complex double $\mathfrak{g}^C$;
- For $c = 0$ we let $\hat{A}_\mu = (A_\mu|_{z_0}, \partial_\nu A_\mu|_{z_0})$, which belongs to the semi-abelian double $\mathfrak{g} \ltimes \mathfrak{g}^{ab}$.

Therefore, $\hat{A}_\mu$ belongs to the realisation $\phi_c(\mathfrak{d})$ of the Drinfel’d double $\mathfrak{d}$. Recalling that $\phi_c(\mathfrak{d})$ admits an invariant bilinear form $\langle\langle \cdot, \cdot \rangle\rangle_c$, given in terms of the residues of $\omega$ by the equations (5.33), (5.38) and (5.44) for $c = 1$, $c = i$ and $c = 0$ respectively, the boundary equation of motion can then be written as

$$\epsilon^{\mu\nu} \langle\langle \hat{A}_\mu, \delta \hat{A}_\nu \rangle\rangle_c = 0,$$

where $\epsilon^{\mu\nu}$ denotes the two-dimensional Levi-Civita symbol, with $\epsilon^{xt} = -\epsilon^{tx} = 1$ and $\epsilon^{tt} = \epsilon^{xx} = 0$. This equation can be solved by demanding that $\hat{A}_\mu$ belongs to an isotropic subspace of $\phi_c(\mathfrak{d})$. In what follows we will impose the boundary condition

$$A_x, A_t \in \phi_c(\bar{\mathfrak{g}}_c). \quad (5.55)$$

**Gauge symmetry and two-dimensional degrees of freedom.** To identify the dynamical fields of the two-dimensional integrable model we observe that the bulk equation of motion $F(A) = 0$ is invariant under the local transformation

$$d + A \mapsto u(d + A)u^{-1} = d + A^u,$$

for any $u : \mathbb{R}^2 \times \mathbb{P}^1 \rightarrow G^C$, with the curvature $F(A)$ transforming covariantly, i.e. $F(A^u) = uF(A)u^{-1}$. Not all such transformations are admissible gauge symmetries since, in addition to preserving the bulk equation of motion, they also need to preserve the boundary conditions imposed on the gauge field.

Under the gauge transformation (5.56) the field $\hat{g}$ parametrising $A_x$ (5.48) transforms as $\hat{g} \mapsto u\hat{g}$. This allows us to eliminate almost all degrees of freedom in $\hat{g}$. In particular, if $y \in \mathbb{P}^1$ is not a pole of $\omega$, it is always possible to find a gauge transformation that sets the evaluation $\hat{g}|_y$ to the identity of $G$. Moreover, this can be done while preserving the boundary conditions since these only involve fields evaluated at the poles of $\omega$. Similarly, one can also eliminate the evaluations of all derivatives $\partial^2 \hat{g}|_y$ at points $y$ which are not poles of $\omega$.

Schematically, this tells us that the physical degrees of freedom contained in $\hat{g}$ are ‘located’ at the poles $p$ of $\omega$ and can be extracted from the evaluations $\hat{g}|_p$ and $\partial^2 \hat{g}|_p$. Some of these derivatives can also be ‘gauged’ away by gauge transformations (5.56) that are non-trivial in a neighbourhood of $p$ but respect the boundary condition at $p$. For instance, the boundary condition (5.53) imposed at infinity is preserved by any gauge transformation $A \mapsto A^u$ such that $u|_\infty$ is a constant field on $\mathbb{R}^2$. This allows us to bring $\hat{g}$ to a form such that it is constant in a neighbourhood of $\infty$ [30] (see also [23]) and hence the only physical degree of freedom located at infinity is the evaluation $\hat{g}|_\infty$.

A similar analysis for the other poles $z_\pm$ or $z_0$ of $\omega$ was performed in [23]. To summarise, we first introduce the following notation:
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Evaluating equation (5.49) at $z = \infty$ and using that we have fixed $\tilde{g}|_{\infty} = 1$, we find that $A_\pm|_{\infty} = L_\pm|_{\infty}$. From the form (5.52), it then follows that $A_\pm|_{\infty} = U_\pm$ and hence $U_\pm = 0$.

To determine $V_\pm$ we use the second boundary condition (5.55). Considering the case $c = 1$, this boundary condition can be written as $A_\mu = (A_\mu|_{z_+}, A_\mu|_{z_-}) \in \phi_t(\tilde{g}_\mu)$. From equation (5.49) and using $\tilde{g}|_{z_+} = \tilde{g}|_{z_-} = g$, we have that

$$A_\mu|_{z_+} = \tilde{g}_\mu|_{z_+} g^{-1} - \partial_\mu g g^{-1} = L_\mu^\epsilon|_{z_+},$$

where $L_\mu^\epsilon$ denotes the formal gauge transformation of the Lax connection. Substituting in equation (5.52) with $U_\pm = 0$ gives the expressions

$$A_+|_{z_+} = \frac{gV_+ g^{-1}}{1 - z_+} - \partial_+ g g^{-1}, \quad A_+|_{z_-} = \frac{gV_+ g^{-1}}{1 + z_+} - \partial_- g g^{-1}.$$ 

(5.59)

Now demanding that $(A_\mu|_{z_+}, A_\mu|_{z_-})$ belongs to $\phi_t(\tilde{g}_\mu)$ (5.31), i.e.

$$(e^{i\theta} - e^{-\rho}) A_\mu|_{z_+} = (e^{i\theta} - e^{-\rho}) A_\mu|_{z_-},$$

we find the following equations for $V_\pm$

$$\frac{1}{2} \frac{\sinh \rho}{\sinh \frac{\rho}{2}} \left( \frac{e^{i\theta} - e^{-\rho}}{1 + z_+} - \frac{e^{i\theta} - e^{-\rho}}{1 + z_-} \right) V_\pm = j_\pm,$$

(5.61)

where $j_\pm = g^{-1} \partial_\pm g$. Using $z_\pm = \frac{\rho}{2} \pm \frac{\sin \rho}{\sin \frac{\rho}{2}}$ it is straightforward to see that this implies $Q^\pm_\pm V_\pm = j_\pm$, with $Q_\pm$ defined in equation (3.15), and hence that $V_\pm = K_\pm$, using equation (2.7).

A similar analysis can be carried out for the $c = i$ and $c = 0$ cases, also leading to $V_\pm = K_\pm$. In all three cases, the boundary condition (5.55) can be interpreted as a condition on the gauge transformed Lax connection $L_\mu^\epsilon$ evaluated at the poles of $\omega$. More precisely, we find that $(L_\mu^\epsilon|_{z_+}, L_\mu^\epsilon|_{z_-})$ for $c = 1$, $L_\mu^\epsilon|_{z_+}$ for $c = i$ and $(L_\mu^\epsilon|_{z_0}, \partial_\mu L_\mu^\epsilon|_{z_0})$ for $c = 0$ belong to the Lagrangian subalgebra $\phi_t(\tilde{g}_\mu)$. To conclude, the Lax connection is given by $L_\pm = \frac{K_\pm}{1 + z_\pm}$, which agrees with that of the YB deformed PCM plus WZ term constructed in section 3.

**Two-dimensional action.** The final step is to show that the action following from $CS_4$ coincides with that of the YB deformed PCM plus WZ term. In [23] it was shown in general how to recast the four-dimensional action (5.47) as a two-dimensional action under the assumption that the field $\tilde{g}$ satisfies the archipelago conditions. Denoting the set of finite poles of $\omega$ by $P$, i.e. $P = \{z_+, z_-\}$ if $c = 1$ or $c = i$ and $P = \{z_0\}$ if $c = 0$, and recalling that in all three cases, $\tilde{g}|_P = g$ for all $p \in P$, the action of the two-dimensional model is given by [23] 17

$$S = \frac{1}{4} \sum_{p \in P} \int d^2 x \left( \kappa (\text{res}_p \omega L_+, j_-) - \kappa (\text{res}_p \omega L_-, j_+) \right)$$

- $\frac{1}{12} \left( \sum_{p \in P} \text{res}_p \omega \right) \int d^3 x \ e^{abx} \kappa (g^{-1} \partial_0 g, [g^{-1} \partial_0 g, g^{-1} \partial_0 g]).$

(5.62)

A direct computation shows that this coincides with the action (3.14) of the YB deformed PCM plus WZ term as claimed.

17 This follows from theorem 3.2 of [23]. Note that the contribution from the pole at $\infty$ vanishes as we have chosen to set $\tilde{g}|_{\infty} = 1$. 
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5.3. Homogeneous R-matrices and non-abelian T-duality

YB deformations of the PCM (as well as the symmetric space and semi-symmetric space sigma models) based on homogeneous R-matrices (c = 0) are known to be equivalent to the addition of a closed B-field term and non-abelian T-duality [34, 35]. This relation has been used to generalise homogeneous YB deformations to other sigma models including the WZW model [7, 36]. Here we will demonstrate that this prescription coincides with the YB deformation of the PCM plus WZ term for solvable \( \mathfrak{h} \) defined by the action (3.14), i.e. for homogeneous R-matrices this model is equivalent to the addition of a closed B-field term and non-abelian T-duality.

**Alternative R-matrix.** Since we are working with homogeneous R-matrices we have \( c = 0 \) and \( \mathfrak{h}_+ = \mathfrak{h}_- = \mathfrak{h} \). The action (3.14) can be simplified by noting that if \( R \) is a skew-symmetric solution of the cYBE with im \( R = \mathfrak{h} \) solvable, then

\[
\frac{1}{2\hbar} \hat{\eta} \hat{R} = \frac{1}{K} \frac{e^{R} - 1}{e^{R} + 1}.
\] (5.63)

is also a skew-symmetric solution of the cYBE with im \( R = \mathfrak{h} \) solvable and ker \( R \). This can be seen by using equation (3.6) to derive the identity

\[
\left[ \frac{e^{R} - 1}{e^{R} + 1}, \frac{e^{R} - 1}{e^{R} + 1} \right] - \frac{1}{e^{R} + 1} \left( \frac{X}{e^{R} + 1} \frac{e^{R} - 1}{e^{R} + 1} Y \right) = -\frac{(e^{R} - 1)^2}{e^{R} + 1} \frac{1}{e^{R} + 1} X, Y \quad \forall X, Y \in \mathfrak{g}.
\] (5.64)

and then showing that the right-hand side is zero using the identity (A.9) with \( c = 0 \).

The skew-symmetry, image and kernel of \( \hat{R} \) follow straightforwardly from the analogous properties of \( R \). Also defining

\[
\tilde{\hbar} = \frac{K}{2} \coth \frac{\chi}{2},
\] (5.65)

we can then rewrite the action (3.14) in terms of \( \hat{\eta} \hat{R} \) and \( \tilde{\hbar} \):

\[
S = \int d^2 x \; \kappa \left( g^{-1} \partial_+ g, \frac{\tilde{\hbar}^2 + \hat{\eta} \hat{R}_g}{\hat{\eta} (1 - \hat{\eta} \hat{R}_g)} g^{-1} \partial_- g \right)
+ \frac{\tilde{\hbar}}{6} \int d^3 x \; e^{abc} \kappa (g^{-1} \partial_+ g, [g^{-1} \partial_+ g, g^{-1} \partial_+ g])
\] (5.66)

where \( \hat{R}_g = \text{Ad}_g^{-1} R \text{Ad}_g \).

18 This construction can be implemented without complications when the metric and B-field of the sigma model are invariant under the action of the algebra \( \mathfrak{h} \) used in the non-abelian T-duality transformation [37]. In the presence of the WZ term this leads to the condition that \( \kappa([X, Y], Z) \) with \( X, Y, Z \in \mathfrak{h} \) is exact in the \( \mathfrak{h} \)-cohomology, which is trivially satisfied if \( \mathfrak{h} \) is solvable.

19 To construct non-trivial deformations of the WZW model one needs to consider deformations that mix the left and right symmetries [36]. This is consistent with the fact that the YB deformation of the PCM plus WZ term (3.14), which preserves the right-acting G-symmetry, is trivial in the limit \( \chi \to +\infty \).

20 It follows that (5.63) defines a map between two R-matrices in the same subspace of skew-symmetric solutions to the cYBE, where this subspace is specified by the image and kernel of the R-matrices. Therefore, for a rank-2 r-matrix \( R \) and \( \hat{R} \) are proportional, while for higher ranks the relation will be more involved.

21 The parameter \( \tilde{\hbar} \) defined in equations (5.63) and (5.65) coincide with \( \eta \) and \( \tilde{\hbar} \) of equation (3.20) in the \( \hbar \to 0 \) limit.
Two-cocycle. To see that this action can be found by non-abelian T-duality, we start by recapping the relation between solutions of the cYBE and non-degenerate two-cocycles on $\mathfrak{h}$ \[15, 38\]. Introducing $\mathfrak{h}^*$, the dual vector space to $\mathfrak{h}$, we identify it with a subspace of $\mathfrak{g}$ using the Killing form, i.e. $\mathfrak{h}^* \subset \mathfrak{g}$ such that $\kappa(\mathfrak{h}^*, \mathfrak{h})$ is non-degenerate. This identification is not unique and the following construction works for any choice. Let us denote $p^* = \ker R = \ker \kappa(\mathfrak{h}, \cdot)$ such that $\mathfrak{g} = \mathfrak{h}^* + p^*$, and the corresponding projector onto $\mathfrak{h}^*$ as $\bar{P}$. It will also be useful to introduce $p = \ker \kappa(\mathfrak{h}, \cdot)$ such that $\mathfrak{g} = \mathfrak{h} + p$, and $P$, the corresponding projector onto $\mathfrak{h}$.

Recalling that $\text{im } \bar{R} = \mathfrak{h}$ and $\ker \bar{R} = p^*$, the restriction of $\bar{R}$ to $\mathfrak{h}^*$ has an inverse, which we denote

$$\bar{\omega} = (P \bar{R} P)^{-1} : \mathfrak{h} \rightarrow \mathfrak{h}^*, \tag{5.67}$$

with $\bar{\omega} = -\bar{\omega}$. Defining the corresponding two-cochain on $\mathfrak{h}$

$$\omega(X, Y) = \kappa(X, \omega Y), \quad \forall \ X, Y \in \mathfrak{h}, \tag{5.68}$$

the condition that this is a two-cocycle, i.e. $d\omega = 0$, is equivalent to the cYBE for $\bar{R}$. Note that, while the map $\omega : \mathfrak{h} \rightarrow \mathfrak{h}^*$ depends on the choice of $\mathfrak{h}^*$, the two-cocycle itself does not. We extend the map $\omega$ to act on $\mathfrak{g}$ by setting $\omega = p$, and hence

$$\bar{R}\bar{\omega} = P, \quad \bar{\omega}R = \bar{P}. \tag{5.69}$$

Given that $\mathfrak{h}$ is a subalgebra of $\mathfrak{g}$ we have that for any linear operator $\bar{O} : \mathfrak{h} \rightarrow \mathfrak{h}$

$$P\bar{O}P = \bar{O}P, \quad \bar{P}\bar{O}\bar{P} = \bar{P}\bar{O}. \tag{5.70}$$

This includes, in particular, taking $\bar{O}$ to be $\text{ad}_x$, $\text{Ad}_h, \bar{R} \text{ or } \bar{R}_h$ where $X \in \mathfrak{h}$ and $h \in H$ with the Lie group $H$ is defined via the exponential map, i.e. $\exp : \mathfrak{h} \rightarrow H$. Together with the cocycle condition written in the form

$$\bar{\omega}[X, Y] = \bar{P}([\omega X, Y] + [X, \omega Y]), \quad X, Y \in \mathfrak{h}, \tag{5.71}$$

this implies that $\bar{\omega}$ acts as a derivative followed by a projection onto $\mathfrak{h}^*$ when acting on commutators of $\mathfrak{h}$. This can be used to make sense of expressions such as $\bar{P}(h^{-1}\bar{\omega}h)$ and $\bar{P}(\bar{\omega}hh^{-1})$ where $h \in H$ \[7\]. In particular, parametrising $h = \exp \bar{v}, \bar{v} \in \mathfrak{h},$ we have

$$\bar{P}(h^{-1}\bar{\omega}h) = \bar{P}\left(1 - e^{ad_{\bar{v}}}ight)\bar{\omega}, \quad \bar{P}(\bar{\omega}hh^{-1}) = \bar{P}\left(e^{ad_{\bar{v}}} - 1\right)\bar{\omega}. \tag{5.72}$$

Furthermore, noting that $[\partial_x, \bar{\omega}] = 0$ acting on $\mathfrak{h}$-valued fields, we have the following identities

$$\bar{\omega}(h^{-1}\partial_x h) - \bar{P}\partial_x(h^{-1}\bar{\omega}h) + \bar{P}[h^{-1}\bar{\omega}h, h^{-1}\partial_x h] = 0,$n \bar{\omega}(\partial_x hh^{-1}) - \bar{P}\partial_x(\bar{\omega}hh^{-1}) - \bar{P}[\bar{\omega}hh^{-1}, \partial_x hh^{-1}] = 0, \tag{5.73}$$

$$\bar{P}\text{Ad}_{h^{-1}}\bar{\omega}\text{Ad}_hP = \bar{P}(\bar{\omega} + \text{ad}_{h^{-1}\bar{v}})P, \quad \bar{P}\text{Ad}_{h}\bar{\omega}\text{Ad}_{h^{-1}}P = \bar{P}(\bar{\omega} - \text{ad}_{\bar{v}})P,$$

where we have left the projector $\bar{P}$ acting on $\bar{\omega}hh^{-1}$ or $h^{-1}\bar{\omega}h$ implicit when it follows from the relations (5.70).
Non-abelian T-duality. Adapting the results of [35] to the presence of the WZ term, let us now outline the non-abelian T-duality transformation that can be used to find the action (5.66). Our starting point is the action for the PCM plus WZ term

$$S_0 = \frac{-i}{2} \int d^2 x \kappa(g^{-1} \partial_+ g, g^{-1} \partial_- g) + \frac{\kappa}{6} \int d^3 x \epsilon^{abc} \kappa(g^{-1} \partial_a g, [g^{-1} \partial_b g, g^{-1} \partial_c g]).$$

(5.74)

As the action (5.66) is invariant under right multiplication, we will non-abelian T-dualise in the left-acting $H$-symmetry. To this end we redefine $g \rightarrow hg$ with $h \in H$ and $g \in G$. To compensate for the additional degrees of freedom this introduces an $H$ gauge symmetry

$$h \mapsto hh', \quad g \mapsto h^{-1}g, \quad h' \in H.$$

(5.75)

Given that $h^{-1} \partial_+ h \in \mathfrak{h}$ and $\omega$ is a two-cocycle on $\mathfrak{h}$, adding

$$-\tilde{h} \eta^{-1} \int d^2 x \omega(h^{-1} \partial_+ h, h^{-1} \partial_- h),$$

(5.76)

to (5.74) contributes a closed $B$-field term, which is locally a total derivative and hence does not modify the equations of motion. Introducing $l_\pm = h^{-1} \partial_\pm h$ and $k_\pm = \partial_\pm gg^{-1}$ we arrive at

$$S_0 = \int d^2 x \left[ \tilde{h} \kappa(l_+, l_-) + \left( \tilde{h} - \frac{\kappa}{2} \right) \kappa(l_+, k_-) + \left( \tilde{h} + \frac{\kappa}{2} \right) \kappa(k_+, l_-) + \tilde{h} \kappa(k_+, k_-) - \tilde{h} \eta^{-1} \omega(l_+, l_-) \right] + \frac{\kappa}{6} \int d^3 x \epsilon^{abc} \kappa(k_+, [k_b, k_c]),$$

(5.77)

where we have used that $\kappa(l_+, [l_b, l_-]) = 0$ since $l_b \in \mathfrak{h}$ and $\mathfrak{h}$ is solvable by assumption.

To non-abelian T-dualise we gauge the left-acting $H$-symmetry and fix $h = 1$. To compensate we introduce a Lagrange multiplier, $\nu \in \mathfrak{h}^*$, imposing that the gauge field, $A_\pm \in \mathfrak{h}$, has vanishing field strength

$$\tilde{S} = \int d^2 x \left[ \tilde{h} \kappa(A_+, A_-) + \left( \tilde{h} - \frac{\kappa}{2} \right) \kappa(A_+, k_-) + \left( \tilde{h} + \frac{\kappa}{2} \right) \kappa(k_+, A_-) + \tilde{h} \kappa(k_+, k_-) - \tilde{h} \eta^{-1} \omega(A_+, A_-) \right] + \frac{\kappa}{6} \int d^3 x \epsilon^{abc} \kappa(k_+, [k_b, k_c]) + \int d^2 x \kappa(\nu, \partial_+ A_- - \partial_- A_+ + [A_+, A_-]).$$

(5.78)

Integrating out the Lagrange multiplier we recover the action (5.77). On the other hand the non-abelian T-dual model is found by integrating out the gauge field

$$S = \int d^2 x \left[ \tilde{h} \kappa(k_+, k_-) + \kappa \left( \partial_+ \nu - \left( \tilde{h} + \frac{\kappa}{2} \right) k_+, \mathcal{M}^{-1}_-(\partial_- \nu + \left( \tilde{h} - \frac{\kappa}{2} \right) k_-) \right) \right] + \frac{\kappa}{6} \int d^3 x \epsilon^{abc} \kappa(k_+, [k_b, k_c]),$$

(5.79)

where
Intermediate steps in these rearrangements are given by

\[ \mathcal{M}_\pm = \tilde{P}(\hat{h} \pm \hat{\eta} h \tilde{\omega} \pm \text{ad}_\eta) \tilde{P} : g \rightarrow h^*, \quad \ker \mathcal{M}_\pm = p, \quad \mathcal{M}_+ = \tilde{P} \mathcal{M}_-, \]

(5.80)

and their inverses are defined such that

\[ \mathcal{M}_-^{-1} : g \rightarrow h, \quad \ker \mathcal{M}_-^{-1} = p^*, \quad \mathcal{M}_-^{-1} \mathcal{M}_\pm = \mathcal{P}, \quad \mathcal{M}_\pm \mathcal{M}_-^{-1} = \tilde{P}. \]

(5.81)

Let us note that the actions (5.78) and (5.79) are invariant under the gauge symmetry (5.75), up to a closed \( B \)-field term, if \( v \) transforms as

\[ v \mapsto \tilde{P} \text{Ad}_\eta \left( \nu \pm \tilde{h} \hat{\eta}^{-1} (\hat{\omega} h \hat{h}^{-1}) \right), \]

(5.82)

where \( \tilde{P} (\hat{\omega} h \hat{h}^{-1}) \) is defined in equation (5.72).

**Demonstration of equivalence.** To demonstrate that (5.79) is equal to (5.66) up to a closed \( B \)-field term we first redefine \( g \rightarrow hg \) in (5.66) to give

\[ S = \int d^2 x \left[ \kappa \left( (l_+ + k_+), \frac{\tilde{h}^2 - \frac{\kappa^2}{4} \eta \tilde{R}_h}{\tilde{h} (1 + \eta \tilde{R}_h)} (l_+ + k_-) \right) + \frac{\kappa}{2} \left( \kappa (l_+ + k_-) - \kappa (l_+ + k_-) \right) \right] \]

\[ + \frac{\kappa}{6} \int d^3 x \, e^{abc} \kappa (k_a, [k_b, k_c]), \]

(5.83)

where \( \tilde{R}_h = \text{Ad}_\eta^{-1} \tilde{R} \text{Ad}_\eta \). Comparing to (5.79) we see that if

\[ \tilde{h}^2 - \frac{\kappa^2}{4} \eta \tilde{R}_h \]

\[ \tilde{h} (1 + \eta \tilde{R}_h) \]

\[ \tilde{h} = \left( \tilde{h}^2 - \frac{\kappa^2}{4} \eta \tilde{R}_h \right) \mathcal{M}_-^{-1} \]

\[ \tilde{h} \Rightarrow \tilde{h} \pm \frac{\kappa}{6} \mathcal{M}_-^{-1} \partial_\pm v, \]

(5.84a)

\[ \kappa \left( l_+ + \frac{\tilde{h}^2 - \frac{\kappa^2}{4} \eta \tilde{R}_h}{\tilde{h} (1 + \eta \tilde{R}_h)} l_- \right) - \kappa (\partial_\pm v, \mathcal{M}_-^{-1} \partial_\pm v) = \text{closed } B \text{-field term}, \]

(5.84b)

then we have the desired result.

To solve the system of equation (5.84), we first rearrange (5.84a) to give\(^{22}\)

\[ \tilde{P} \text{Ad}_\eta P = \tilde{h} \hat{\eta}^{-1} P (\hat{\omega} h - \hat{\omega}) P, \quad \partial_\pm v = \tilde{P} \left( \tilde{h} \hat{\eta}^{-1} \hat{\omega} h - \frac{\kappa}{2} \right) l_\pm, \]

(5.85)

\(^{22}\) Intermediate steps in these rearrangements are given by

first equation in (5.84a) \( \Leftrightarrow \mathcal{M}_-^{-1} = \pm \frac{\eta \tilde{R}_h}{\tilde{h} (1 \pm \eta \tilde{R}_h)} \Leftrightarrow \mathcal{M}_- = \tilde{P} (\hat{h} \pm \hat{\eta} h \tilde{\omega} \pm \text{ad}_\eta) \tilde{P} \Leftrightarrow \) first equation in (5.85),

second equation in (5.84a) \( \Leftrightarrow \eta \tilde{R}_h \partial_\pm v = \left( \tilde{h} - \frac{\kappa}{2} \eta \tilde{R}_h \right) l_\pm \Leftrightarrow \) second equation in (5.85).
where we have used equations (5.69) and (5.70), and $\tilde{\omega}_h = A_d^{-1} \omega A_d$. Parametrising $\tilde{h} = \exp \tilde{v}$, these equations are solved by

$$v = \mathcal{P} \left( \tilde{h} \eta^{-1}(h^{-1} \omega h) - \frac{\tilde{e}}{2} \tilde{v} \right),$$  \hspace{1cm} (5.86)

where $\mathcal{P}(h^{-1} \omega h)$ is defined in equation (5.72). For $\kappa = 0$ this agrees with the solution found in [35] and it is straightforward to see that it solves (5.85) using the identities (5.70) and (5.73) together with $\mathcal{P} ad_{PX} = \mathcal{P} ad_X$ for $X \in g$. For $\kappa \neq 0$, equation (5.86) will typically not solve the system of equation (5.85); however in the case of interest, i.e. when $h$ is solvable, it does. In particular, for solvable $\mathfrak{h}$ we have $\mathcal{P} l_{\pm} = \mathcal{P} \partial_{\pm} \tilde{v}$ and $\mathcal{P} ad_{PX} = \mathcal{P} ad_X = 0$ for $X \in \mathfrak{h}$. These relations follow from the property $\mathcal{P}[X, Y] = 0$ for $X, Y \in \mathfrak{g}$, a consequence of the fact that $\kappa(X, Y, PZ) = 0$ for $Z \in \mathfrak{g}$ if $\mathfrak{h}$ is solvable.

It remains to check that equation (5.84b) is satisfied. Using the relations (5.85) we find that the left-hand side equals $-\mathfrak{h} \eta^{-1} \omega (\partial_+, hh^{-1}, \partial_- hh^{-1})$, which is indeed a closed $B$-field term by virtue of the fact that $d\omega = 0$. Therefore, when $R$ is a solution of the cYBE with solvable $\mathfrak{h}$ we have, as claimed, that

$$S = S - \int d^2x \mathfrak{h} \eta^{-1} \omega (\partial_+, hh^{-1}, \partial_- hh^{-1}),$$ \hspace{1cm} (5.87)

where $S$ is the YB deformation of the PCM plus WZ term (3.14) and $S$ is the non-abelian $T$-dual model (5.79).

6. Concluding comments

In this article we have investigated YB deformations of the PCM plus WZ term. The admissibility of such a deformation at first order in $\kappa/\kappa$ is governed by the cohomological constraint (2.32), assuming that the Lax connection is still based on the existence of a flat and conserved current. Since all the $R$-matrices that we considered solving this condition satisfy $\Omega_R = 0$, we focussed on this class of solutions, i.e. deformations based on $R$-matrices with solvable $h_{\pm}$. Having proposed the action (3.14) motivated by the results of [8], we proved its classical integrability by constructing a Lax connection and showing that the Lax matrix satisfies a Maillet bracket with twist function. We also demonstrated that this model follows from various alternative formulations used to study integrable $\sigma$-models, including affine Gaudin models, $\mathcal{E}$-models, four-dimensional Chern–Simons theory and, in the case of homogeneous $R$-matrices, non-abelian $T$-duality.

In appendix B we argued that any integrable deformation of the PCM plus WZ term whose Lax connection remains of the form (2.6) falls into the class of models constructed in section 3. It is therefore natural to ask if it can be proven using cohomological arguments that the solvability of $h_{\pm}$ is both a necessary and sufficient condition to construct the YB deformation of the PCM plus WZ term. It would also be insightful to investigate the space of solutions to the identity (3.6) more fully; in particular, whether there are additional isolated solutions for fixed $\rho$. The resulting theories would not be deformations of the PCM plus WZ term, but may lead to new examples of integrable $\sigma$-models. Another interesting question is to ask whether the assumption that the Lax connection is of the form (2.6) can be relaxed and if a more general setup could allow for the construction of integrable deformations based on $R$-matrices that do

---

23 Using (5.70) we have $\mathcal{P} ad_{PX} = -\mathcal{P} ad_X \mathcal{P} = -\mathcal{P} ad_{PX}$ for $X, Y \in g$.
not satisfy the cohomological constraint (2.32). However, it is not immediately clear what a natural generalisation of our ansatz, which could still be analysed systematically as in section 2, would be.

Using the formulation of the YB deformation of the PCM plus WZ term as an $\mathcal{E}$-model, it would also be interesting to study the space of Poisson–Lie $T$-duals [28]. For the case of the standard Drinfel’d–Jimbo $R$-matrix, examples of such dualities were considered in [39]. Finally, an important next step would be to study the quantum properties of these models, including, for example, their quantum integrability, their renormalisability and renormalisation group flow, and their infrared degrees of freedom and scattering matrices. Again for the standard non-split Drinfel’d–Jimbo $R$-matrix, the one-loop renormalisability has been studied in [8, 39] where it was shown that in terms of the parameters $\mathcal{K}$, $\chi$ and $\rho$ of the action (3.14) only $\chi$ runs. Up to a convention-dependent normalisation, the flow is given by $\dot{\chi} \propto h^\vee \mathcal{K} \xi^{-2}$ where $h^\vee$ is the dual Coxeter number and $\xi$ is defined in equation (3.18) with $c = i$. We expect that this relation holds for general values of $c$ and for any $R$-matrix with solvable $\mathfrak{h}_{++}$. If this is indeed the case, then, in addition to the fixed points at $\chi \to \pm \infty$ corresponding the WZW model, there are additional fixed points at $\chi = \pm c \rho$ for $c = 0$ and $c = 1$. It would be interesting to investigate the resulting models.

The unifying framework for YB deformations of the PCM plus WZ term developed in this article should be readily applicable to a number of closely related models. A defining property of the model we have considered is that the right-acting $G$-symmetry is preserved. This can be relaxed by recasting the PCM for $G$ as the symmetric space $\sigma$-model for the $\mathbb{Z}_2$ permutation coset $\mathcal{G}_2$. This allows deformations breaking the full $G \times G$ symmetry to be constructed, including the bi-Yang–Baxter deformation, for which the left and right symmetries are independently deformed. The bi-Yang–Baxter deformation has been extensively studied for the standard Drinfel’d–Jimbo $R$-matrix both with and without WZ term, for SU(2) in [40–42] and for arbitrary $G$ in [2, 8, 9, 43, 44].

Models with the deformation mixing the left and right symmetries have also been considered. Without the WZ term this just amounts to the YB deformation of the symmetric space $\sigma$-model [10]. Examples including the WZ term include those based on TsT transformations of the bi-Yang–Baxter deformation [41, 44] and homogeneous YB deformations of the $SL(2, \mathbb{R})$ WZW model [36]. Formulating these models in a unified framework would provide a better understanding of the space of integrable deformations of the PCM plus WZ term. A related direction is to investigate, along similar lines, the YB deformation of $\mathbb{Z}_4$ permutation supercosets with WZ term [45], generalising the case without WZ term of [46]. It would also be interesting to study if the new YB deformations of the PCM constructed in [47] can be applied to the PCM plus WZ term, as well as the classical integrability of the action (3.14) with local couplings [48].

Finally, we may also ask what happens if we consider semi-simple Lie groups. Of course, we can take a copy of the PCM plus WZ term for each simple normal subgroup and independently deform each one; however, we may also explore what happens if we allow these models to mix. In particular, the results of [49] can be used to construct YB deformations of the model defined in [24, 50], which couples together an arbitrary number of copies of the PCM plus WZ term for the same Lie group $G$. Such deformations have been considered in [49] for the standard Drinfel’d–Jimbo $R$-matrix. The results in this article open up the possibility for constructing new integrable deformations of this coupled model, based on more general $R$-matrices with solvable $\mathfrak{h}_{++}$. 
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Appendix A. Proof of the integrability identity for $e^{i\rho R}$

In this appendix we prove the integrability identity (3.6) obeyed by $e^{i\rho R}$ when $R$ is a skew-symmetric $R$-matrix such that $\mathfrak{h}_{\pm}$ is solvable. Let us first introduce some notation. For a linear operator $O$ on $\mathfrak{g}$ we let

$$[X, Y]_O = [OX, Y] + [X, OY].$$

We also define the functions

$$f(\rho) = \cosh(c\rho), \quad g(\rho) = \frac{\sinh(c\rho)}{c},$$

and the differential operator

$$\Box = \frac{\partial^2}{\partial \rho^2} - c^2,$$

such that $f(\rho)$ and $g(\rho)$ are solutions of $\Box f(\rho) = \Box g(\rho) = 0$ with initial conditions $f(0) = g'(0) = 1$ and $f'(0) = g(0) = 0$. Note that the exponential operator $e^{i\rho R}$ satisfies

$$\Box e^{i\rho R} = (R^2 - c^2)e^{i\rho R} = R_+ R_- e^{i\rho R}.$$  

An intermediate result. We start by proving an intermediate result. For fixed $X, Y \in \mathfrak{g}$, consider the function

$$\mathcal{F}(\rho) = R_+ R_- [X, Y]_{e^{i\rho R}}.$$  

Acting with $\Box$ on $\mathcal{F}(\rho)$ and using equation (A.4) gives

$$\Box \mathcal{F}(\rho) = R_+ R_- [X, Y]_{R_+ R_- e^{i\rho R}} = R_+ R_- [R_+ R_- e^{i\rho R} X, Y] + R_+ R_- [X, R_+ R_- e^{i\rho R} Y].$$  

(A.6)

Applying the identity (3.3) we find

$$\Box \mathcal{F}(\rho) = [R_+ R_- e^{i\rho R} X, R_+ R_- Y] + [R_+ R_+ R_- e^{i\rho R}, X, R_+ R_- e^{i\rho R} Y],$$

(A.7)

and hence, since $\text{im} R_+ R_-$ is abelian (3.5), we have that $\Box \mathcal{F}(\rho) = 0$. Therefore, $\mathcal{F}(\rho)$ is a linear combination of the functions $f(\rho)$ and $g(\rho)$ introduced above. More precisely, we have

$$\mathcal{F}(\rho) = f(\rho)\mathcal{F}(0) + g(\rho)\mathcal{F}'(0).$$

(A.8)

24 Note that, in general, $[X, Y]_O$ is not a Lie bracket.
It is clear from the definition \((A.5)\) that \(\mathcal{F}(0) = 2R_+R_-[X, Y]\) and \(\mathcal{F}'(0) = R_+R_-[X, Y]R_+\), which vanishes by equation (3.1). Therefore, we have the identity
\[
R_+R_-[X, Y]_{\rho R} = 2f(\rho)R_+R_-[X, Y]. \tag{A.9}
\]

**Proof of the identity.** Let us now consider the function
\[
\mathcal{E}(\rho) = [e^{i\rho R}X, e^{i\rho Y}] - e^{i\rho R}[X, Y]_{\rho R} - [X, Y] + (e^{iR_+} + e^{iR_-})[X, Y], \tag{A.10}
\]
for fixed \(X, Y \in g\). Our goal is to prove that \(\mathcal{E}(\rho) = 0\). Acting with \(\square\) on \(\mathcal{E}(\rho)\) and using equation (A.4) gives
\[
\square \mathcal{E}(\rho) = [R_+R_-e^{i\rho R}X, e^{i\rho Y}] + [e^{i\rho R}X, R_+R_-e^{i\rho Y}] - e^{i\rho R}[X, Y]R_+R_-e^{i\rho R} - R_+R_-e^{i\rho R}[X, Y]_{\rho R} + R_+R_-\left(e^{iR_+} + e^{iR_-}\right)[X, Y]. \tag{A.11}
\]
The first line of the right-hand side vanishes as a consequence of the identity (3.3), while the second line vanishes due to equation (A.9). We thus have that \(\square \mathcal{E} = 0\). The solution to this differential equation is
\[
\mathcal{E}(\rho) = f(\rho)\mathcal{E}(0) + g(\rho)\mathcal{E}'(0). \tag{A.12}
\]
It is straightforward to see from equation (A.10) that \(\mathcal{E}(0) = 0\), while
\[
\mathcal{E}'(\rho) = [e^{i\rho R}X, e^{i\rho Y}]_{\rho R} - e^{i\rho R}[X, Y]_{\rho R} - Re^{i\rho R}[X, Y]_{\rho R} + (R_+e^{iR_+} + R_-e^{iR_-})[X, Y], \tag{A.13}
\]
and hence we also have \(\mathcal{E}'(0) = 0\). Therefore, it follows that
\[
\mathcal{E}(\rho) = [e^{i\rho R}X, e^{i\rho Y}] - e^{i\rho R}[X, Y]_{\rho R} - [X, Y] + (e^{iR_+} + e^{iR_-})[X, Y] = 0, \tag{A.14}
\]
as claimed.

**Appendix B. Integrable deformations of the PCM plus WZ term**

In subsection 3.2 we defined the YB deformation of the PCM plus WZ term by the action (3.14), which depends on \(R\), a skew-symmetric solution of the (m)cYBE with solvable \(h_{\pm}\). Such \(R\)-matrices satisfy the identity (3.6). As discussed in subsection 3.2, for a Lax connection to exist it is sufficient for \(R\) to be skew-symmetric and solve this identity. However, if this holds for all \(\rho \in \mathbb{R}\), then we can expand (3.6) for small \(\rho\) to see that this implies that \(R\) solves the (m)cYBE and that \(h_{\pm}\) is solvable, and hence we return to our original setup.

In this appendix we investigate the reverse logic and show that the identity (3.6) and the skew-symmetry of \(R\) are also necessary conditions for integrability under certain assumptions, including that the Lax connection remains of the form (2.6). In particular, these conditions follow from the integrability condition (2.14).

**Parametrisation of \(\mathcal{O}\).** The form of the action (3.14) suggests a natural parametrisation for exploring generalisations of the setup we have considered thus far. We take the operator \(\mathcal{O}\) in the general action (2.1) to be
\[
\mathcal{O} = \frac{\gamma 1 + \gamma^{-1}S}{2 1 - \gamma^{-1}S}, \quad \mathcal{O} = -\frac{\gamma 1 + \gamma^{-1}S}{2 1 - \gamma^{-1}S}, \tag{B.1}
\]
where $\gamma$ is a free parameter and $S : \mathfrak{g} \to \mathfrak{g}$ is a constant invertible linear operator, which we assume is independent of $\mathcal{K}$ and $\gamma$. In this ansatz we have the freedom to rescale both $\gamma$ and $S$, or, equivalently, to fix the normalisation of $S$. The undeformed limit, in which we recover the PCM plus WZ term, is $S \to 1$, while taking $\gamma \to +\infty$ gives the WZW model. The equations of motion are equivalent to the conservation equation (2.3) of the Noether current

$$K_\pm = (Q_\pm^*)^{-1} f_\pm,$$

$$Q^- = \frac{\xi}{\mathcal{K}}(1 - \gamma^{-1} S), \quad Q^+ = -\frac{\xi}{\mathcal{K}}(1 - \gamma S^{-1})$$

where the constant $\xi$ parametrises the freedom in normalising $K_\pm$.

**Integrability.** Substituting $Q^\pm$ into (2.13), the integrability condition (2.14) becomes

$$\left[ S^{-1} X, SY \right] - \left[ S^{-1} X, SY \right] - S \left[ S^{-1} X, Y \right] = \left( 1 - \left( 1 - \frac{\mathcal{K}}{2 \xi} \right) \gamma S^{-1} - \left( 1 + \frac{\mathcal{K}}{2 \xi} \right) \gamma^{-1} S \right) [X, Y], \quad \forall X, Y \in \mathfrak{g}.$$  

**(B.2)**

Using the ad-invariance of $\kappa$, this identity can be rewritten as

$$\left[ SX, SY \right] - S \left[ X, SY \right] - S \left[ SX, Y \right] = \left( 1 - \left( 1 + \frac{\mathcal{K}}{2 \xi} \right) \gamma S^{-1} - \left( 1 - \frac{\mathcal{K}}{2 \xi} \right) \gamma^{-1} S \right) [X, SY], \quad \forall X, Y \in \mathfrak{g}.$$  

**(B.3)**

which is a form that is particularly useful for computation since it is polynomial in $S$ and its transpose. Summing (B.4) with itself with $X$ and $Y$ interchanged we find

$$\left( 1 - \left( 1 - \frac{\mathcal{K}}{2 \xi} \right) \gamma^{-1} S \right) ([X, SY] - [SX, Y]) = 0, \quad \forall X, Y \in \mathfrak{g}. \tag{B.5}$$

Assuming that $1 - (1 + \frac{\mathcal{K}}{2 \xi}) \gamma^{-1} S$ is invertible this implies that

$$[X, SY] = S [X, Y], \quad \forall X, Y \in \mathfrak{g}, \tag{B.6}$$

and hence, by Schur’s lemma, $SS$ is proportional to the identity. The freedom to fix the normalisation of $S$ in the ansatz (B.1) allows us to choose $SS = 1$, i.e. $S$ to be orthogonal. Using this result in the identity (B.4), and parametrising $\xi$ in terms of the new parameter $\hat{\rho}$ as

$$\xi = \frac{\mathcal{K}}{2} \frac{\gamma - \gamma^{-1}}{\gamma + \gamma^{-1} - 2 \sqrt{1 + c^2 \hat{\rho}^2}}, \tag{B.7}$$

where $c = 1, i$ or 0, we find that solutions to

$$[SX, SY] - S [X, SY] - S [SX, Y] = (1 - 2 \sqrt{1 + c^2 \hat{\rho}^2} S)[X, Y], \quad \forall X, Y \in \mathfrak{g}.$$  

$$SS = 1, \tag{B.8}$$

with $S \to 1$ as $\hat{\rho} \to 0$, define integrable deformations of the PCM plus WZ term.
If we parametrise

\[ S = e^{\rho R}, \quad \gamma = e^{\chi}, \quad \hat{\rho} = \frac{\sinh c\rho}{c}, \]  

(B.9)

where \( R \) is skew-symmetric by the orthogonality of \( S \), the identity (B.8) becomes (3.6), and we find the YB deformation of the PCM plus WZ term as defined by the action (3.14). Alternatively, introducing \( \hat{R} = \hat{\rho}^{-1}(S - \sqrt{1 + c^2\hat{\rho}^2}) \), we see that the equations (B.8) are equivalent to

\[
[\hat{R}X, \hat{R}Y] - \hat{R}[X, \hat{R}Y] - \hat{R}[\hat{R}X, Y] + c^2 [X, Y] = 0, \quad \forall \ X, Y \in g. 
\]

(B.10)

i.e. \( \hat{R} \) is an asymmetric solution of the (m)cYBE satisfying the symmetry property (3.8). Therefore, we find the YB deformation of the PCM plus WZ term in the form (3.26).

**Limit without WZ term.** Starting from the operators (B.1), to take the limit without WZ term we parametrise \( S \) and \( \gamma \) as in equation (B.9) without assuming that \( R \) is skew-symmetric, and take \( \kappa, \rho, \chi \to 0 \) with their ratios fixed as

\[
\frac{\rho}{\kappa} = \frac{\eta}{\kappa}, \quad \frac{\chi}{\kappa} = \frac{1}{\kappa}, \quad \frac{\hat{\rho}}{\chi} = \eta. 
\]

(B.11)

In this limit the operator \( \mathcal{O} \) (B.1) takes the form

\[
\mathcal{O} = \frac{\kappa}{1 - \eta R}. 
\]

(B.12)

In this ansatz we have the freedom to rescale both \( \eta^{-1} \) and \( R \), or, equivalently, to fix the normalisation of \( R \). We may also shift \( R \) by the identity, which together with a compensating rescaling of \( \kappa \) and \( \eta \), also leaves the form of (B.12) unchanged. In the limit without WZ term, the identity (B.3) becomes

\[
[RX, RY] - R[X, RY] - R[RX, Y] 
\]

\[
= \frac{1}{\eta^2} \left( 1 - \frac{\kappa}{\xi} \right) [X, Y] - \frac{1}{\eta} \left( 1 - \frac{\kappa}{2\xi} \right) ([R + R]) [X, Y], \quad \forall \ X, Y \in g. 
\]

(B.13)

Using the ad-invariance of \( \kappa \), this identity can be rewritten as

\[
[RX, RY] - R[X, RY] + R[RX, Y] 
\]

\[
= -\frac{1}{\eta^2} \left( 1 - \frac{\kappa}{\xi} \right) [X, Y] + \frac{1}{\eta} \left( 1 - \frac{\kappa}{2\xi} \right) ([R + R]) [X, Y], \quad \forall \ X, Y \in g. 
\]

(B.14)

Again summing with itself with \( X \) and \( Y \) interchanged we find

\[
\left( \frac{1}{\eta} \left( 1 - \frac{\kappa}{2\xi} \right) \right) \left( [R + R] [X, Y] - [X, (R + R) Y] \right) = 0, \quad \forall \ X, Y \in g. 
\]

(B.15)
Following a similar logic to above, this implies that, assuming that $R = \frac{\delta}{\ell}(1 - \frac{\delta}{\ell^2})$ is invertible, $tR + R$ is proportional to the identity. The freedom to shift $R$ in the ansatz (B.12), together with a compensating rescaling of $\delta$ and $\eta i$, allows us to choose $tR + R = 0$, i.e. $R$ to be skew-symmetric. Using this result in the identity (B.14), and parametrising $\xi$ in terms of a new parameter, $c$,

$$\xi = \frac{\delta}{1 - e^{c/\eta^2}}. \quad \text{(B.16)}$$

we find that solutions to

$$[RX, RY] - R[X, RY] - R[RX, Y] + c^2[X, Y] = 0, \quad \forall \ X, Y \in \mathfrak{g},$$

$$tR + R = 0,$$  \quad \text{(B.17)}

define integrable deformations of the PCM. Furthermore, we can use the freedom to fix the normalisation of $R$ in the ansatz (B.12) to set $c$ equal to 1, $i$ or 0, recovering the standard $YB_i$ deformation of the PCM [1, 2].

**Appendix C. Maillet bracket with twist function**

In this appendix we compute the Poisson bracket of the Lax matrix (4.23) with itself and show that it satisfies a Maillet bracket (4.27) with twist function.

**A technical result.** To do so we first prove the following technical result. Let $\mathcal{A}(x)$ and $\mathcal{B}(x)$ be $\mathfrak{g}$-valued fields satisfying the brackets

$$\left\{ A_1(x), B_2(y) \right\} = \left[ C_{12}, D_{12}^{AB}(x) \right] \delta_{xy} - e_{AB} C_{12} \delta_{xy},$$

$$\left\{ A_1(x), g_2(y) \right\} = p_A g_2(x) C_{12} \delta_{xy}, \quad \left\{ B_1(x), g_2(y) \right\} = p_B g_2(x) C_{12} \delta_{xy}, \quad \text{(C.1)}$$

for a $\mathfrak{g}$-valued field $D^{AB}(x)$ and numbers $e_{AB}$, $p_A$ and $p_B$, and let $\mathcal{M}$ and $\mathcal{N}$ be constant linear operators on $\mathfrak{g}$ with $\mathcal{M}_s = \mathcal{A}^{-1} \mathcal{A}_s$ and $\mathcal{N}_s = \mathcal{A}^{-1} \mathcal{N}_s$. It then follows that

$$\left\{ (\mathcal{M}_s A_1(x), (\mathcal{N}_s B_2(y) \right\}$$

$$= \mathcal{M}_{s(x)} \left[ \left[ \mathcal{N}_{s(x)} C_{12}, D_{12}^{AB}(x) \right] - p_A B_1(x) - p_B A_2(x) - e_{AB} j_{12}(x) \right] \delta_{xy}$$

$$+ p_A \mathcal{M}_{s(x)} \left[ C_{12}, (\mathcal{N}_s B_1(x) \right] \delta_{xy} + p_B \left[ C_{12}, (\mathcal{M}_s A_1(x) \right] \delta_{xy}$$

$$+ e_{AB} \mathcal{M}_{s(x)} \left[ \left( C_{12}, j_{12}(x) \right] \delta_{xy} - C_{12} \delta_{xy} \right). \quad \text{(C.2)}$$

Note that, using the identity

$$f(y) \delta_{xy} = f(x) \delta_{xy} + f'(x) \delta_{xy}, \quad \text{(C.3)}$$

which holds for a general function $f$, we have written the right-hand side of equation (C.2) with all fields evaluated at the point $x$. Furthermore, all operators act on and every field appears in the first tensor space. This can be achieved using the identity

$$\mathcal{O}_2 C_{12} = \mathcal{O}_1 \mathcal{I} C_{12}. \quad \text{(C.4)}$$
which holds for any linear operator $O$ by the definition of the quadratic split Casimir (4.2). In particular, it is useful to note that taking $O = \text{ad}_X$, $X \in \mathfrak{g}$, equation (C.4) gives us the standard identity

$$[\mathcal{C}_1, \mathcal{X}_1] = -C_{\mathcal{1}\mathcal{1}_1} X_1, \quad \forall X \in \mathfrak{g}. \quad (C.5)$$

To prove equation (C.2) we start by recalling the following result. If $\delta$ is a derivation of the algebra of observables of the model (e.g. the Poisson bracket with a fixed observable or a space–time derivative) then

$$\delta(\mathcal{O}_g L) = \mathcal{O}_g \delta L + \mathcal{O}_g [g^{-1} \delta g, L] - [g^{-1} \delta g, \mathcal{O}_g L], \quad (C.6)$$

where $\mathcal{O}$ is a constant linear operator on $g$ and $L$ is a $g$-valued observable. This is straightforward to show using the properties of a derivation.

Consider the identity (C.6) with $\delta = \{\cdot, \mathcal{A}_{1\mathcal{1}}(x)\}$, $\mathcal{O} = \mathcal{N}_{1\mathcal{1}}$ and $L = \mathcal{B}_{1\mathcal{1}}(y)$. This gives

$$\{\{\mathcal{M}_g\mathcal{A}_{1\mathcal{1}}(x), (\mathcal{N}_g\mathcal{B}_{1\mathcal{1}}(y))\} = \mathcal{N}_{g_{1\mathcal{1}}} \{\{\mathcal{M}_g\mathcal{A}_{1\mathcal{1}}(x), \mathcal{B}_{1\mathcal{1}}(y)\} + p_g\mathcal{M}_{g_{1\mathcal{1}}} \times (\mathcal{N}_{g_{1\mathcal{1}}} \left[\mathcal{C}_{1\mathcal{1}}\mathcal{B}_{1\mathcal{1}}(y)\right] - \left[\mathcal{C}_{1\mathcal{1}}, (\mathcal{N}_g\mathcal{B}_{1\mathcal{1}}(y))\right]) \delta_{x y}, \quad (C.7)$$

where we have used that

$$g_2(y)^{-1} \{\{\mathcal{M}_g\mathcal{A}_{1\mathcal{1}}(x), g_2(y)\} = \mathcal{M}_{g_{1\mathcal{1}}} \left(g_2(y)^{-1} \{\mathcal{A}_{1\mathcal{1}}(x), g_2(y)\}\right) = p_g\mathcal{M}_{g_{1\mathcal{1}}} \mathcal{C}_{1\mathcal{1}} \delta_{x y},$$

since $g$ Poisson commutes with itself.

Now taking the identity (C.6) with $\delta = \{\cdot, \mathcal{B}_{1\mathcal{1}}(y)\}$, $\mathcal{O} = \mathcal{A}_{1\mathcal{1}}$ and $L = \mathcal{A}_{1\mathcal{1}}(x)$, we find

$$\{\{\mathcal{M}_g\mathcal{A}_{1\mathcal{1}}(x), \mathcal{B}_{1\mathcal{1}}(y)\} = \mathcal{M}_{g_{1\mathcal{1}}} \left(\left[\mathcal{A}_{1\mathcal{1}}(x), \mathcal{B}_{1\mathcal{1}}(y)\right] - p_g\mathcal{M}_{g_{1\mathcal{1}}} \mathcal{C}_{1\mathcal{1}} \delta_{x y}, \quad (C.8)$$

where we have used that

$$g_1(x)^{-1} \{g_1(x), \mathcal{B}_{1\mathcal{1}}(y)\} = -p_g\mathcal{C}_{1\mathcal{1}} \delta_{x y}.$$ 

Substituting (C.8) into (C.7) and using the Poisson bracket of $A$ with $B$ (C.1) we arrive at

$$\{\{\mathcal{M}_g\mathcal{A}_{1\mathcal{1}}(x), (\mathcal{N}_g\mathcal{B}_{1\mathcal{1}}(y))\} = \mathcal{M}_{g_{1\mathcal{1}}} \mathcal{N}_{g_{1\mathcal{1}}} \left(\left[\mathcal{C}_{1\mathcal{1}}, D^{AB}(x) \right] \delta_{x y} - \ell_{AB} \mathcal{C}_{1\mathcal{1}} \delta_{x y}\right) + p_g\mathcal{M}_{g_{1\mathcal{1}}} \left(\mathcal{N}_{g_{1\mathcal{1}}} \left[\mathcal{C}_{1\mathcal{1}}, \mathcal{B}_{1\mathcal{1}}(y)\right] - \left[\mathcal{C}_{1\mathcal{1}}, (\mathcal{N}_g\mathcal{B}_{1\mathcal{1}}(y))\right]\right) \delta_{x y} \quad \text{and} \quad -p_g\mathcal{N}_{g_{1\mathcal{1}}} \left(\mathcal{M}_{g_{1\mathcal{1}}} \left[\mathcal{C}_{1\mathcal{1}}, \mathcal{A}_{1\mathcal{1}}(x)\right] - \left[\mathcal{C}_{1\mathcal{1}}, (\mathcal{M}_g\mathcal{A}_{1\mathcal{1}}(x))\right]\right) \delta_{x y}. \quad (C.9)
To bring this expression into the required form (C.2) we first use the identities (C.4) and (C.5) so that all operators act on and every field appears in the first tensor space

\[
\{ (\mathcal{M}_A)_{\mathbf{1}}(x), (\mathcal{N}_B)_{\mathbf{2}}(y) \} = \mathcal{M}_{g(x)} \left[ N_{g(y)} C_{12}, D_{12}^{AB}(x) - p_A B_{\mathbf{1}}(y) - p_B A_{\mathbf{1}}(x) \right] \delta_{xy} \\
+ p_A \mathcal{M}_{g(x)} \left[ C_{12}, (\mathcal{N}_B)_{\mathbf{1}}(y) \right] \delta_{xy} \\
+ p_B \left[ N_{g(y)} C_{12}, (\mathcal{M}_B)_{\mathbf{1}}(x) \right] \delta_{xy} \\
- \ell_{AB} \mathcal{M}_{g(x)} \left[ N_{g(y)} C_{12}, \delta_{xy} \right] 
\]

Finally, to have all fields evaluated at the same point \( x \), we use equation (C.3) to write

\[
\begin{align*}
\ell_{g(x)} C_{12} \delta_{xy} &= \ell_{g(x)} C_{12} \delta_{xy} + \partial_x \left( \ell_{g(x)} C_{12} \right) \delta_{xy} \\
&= \ell_{g(x)} C_{12} \delta_{xy} - \ell_{g(x)} \left[ C_{12}, j_{12}(x) \right] \delta_{xy} \\
&+ \ell_{g(x)} C_{12} \left[ j_{12}(x) \right] \delta_{xy} .
\end{align*}
\]

Substituting into equation (C.10) and evaluating all fields at the point \( x \) we find equation (C.2) as claimed.

**Poisson bracket of the Lax matrix.** To compute the Poisson bracket of the Lax matrix with itself we first define the operators

\[
\begin{align*}
\mathcal{U}(z) &= \alpha(z) e^{-\beta z} + \beta(z), \\
\mathcal{V}(z) &= 2\hbar \alpha(z) e^{-\beta z} ,
\end{align*}
\]

on \( g \), such that the Lax matrix (4.23) is given by

\[
\mathcal{L}(z) = \mathcal{U}(z), \mathcal{V}(z) , j ,
\]

where \( ^{(g)}\mathcal{U}(z)_x = \text{Ad}_x^{-1}(z) \mathcal{U}(z) \text{Ad}_x \) and \( ^{(g)}\mathcal{V}(z)_x = \text{Ad}_x^{-1}(z) \mathcal{V}(z) \text{Ad}_x \).

The Poisson brackets between the fields \( Z, j \) and \( g \), given in equations (4.4a), (4.25) and (4.26), are of the form (C.1) with

\[
\begin{align*}
D^{ZZ} &= Z, & \ell^{ZZ} &= -2\hbar , & p_Z &= 1 , \\
D^{ij} &= 0 , & \ell^{ij} &= 0 , & p_j &= 0 , \\
D^{Zj} &= D^{jZ} = j , & \ell^{Zj} &= \ell^{jZ} = 1 .
\end{align*}
\]

Now using equation (C.2) we find

\[
\begin{align*}
\{ \mathcal{L}_1(z, x), \mathcal{L}_2(w, y) \} &= \left( \left[ \mathcal{U}_1(z), \mathcal{U}_2(w) C_{12}, (\mathcal{L}_1(z), \mathcal{L}_2(w) Z)_{\mathbf{1}} \right] + \mathcal{U}_1(z) \left[ C_{12}, (\mathcal{L}_1(z), \mathcal{L}_2(w) Z)_{\mathbf{1}} \right] \\
&- \mathcal{U}_1(z) \left[ \mathcal{U}_2(w) C_{12}, Z_{\mathbf{1}} \right] \delta_{xy} \\
&+ \left( \left[ \mathcal{U}_1(z), \mathcal{V}_2(z) j_{\mathbf{1}} \right] + \mathcal{U}_1(z) \left[ C_{12}, (\mathcal{V}_2(z), \mathcal{J}_{\mathbf{1}}) \right] \\
&- \mathcal{V}_1(z) \left[ \mathcal{U}_2(w) C_{12}, j_{\mathbf{1}} \right] - \mathcal{U}_1(z) \left[ \mathcal{V}_2(z), \mathcal{C}_{12}, j_{\mathbf{1}} \right] \\
&+ 2\hbar \mathcal{U}_1(z) \left[ \mathcal{W}_1(w) C_{12}, j_{\mathbf{1}} \right] \delta_{xy} \\
&+ \mathcal{W}_1(z, w) \left( [ C_{12}, j_{\mathbf{1}} ] \delta_{xy} - C_{12} \delta_{xy} \right) .
\end{align*}
\]
where all fields on the right-hand side are evaluated at the point $x$ and we have defined

$$W(z,w) = U(g(z))' V(g(w)) + V(g(z))' U(g(w)) - 2\hbar \mathcal{V}(z)' \mathcal{U}(w) = 2\hbar \left( \alpha(z)\alpha(w) - \beta(z)\beta(w) \right).$$  \hspace{1cm} (C.16)

The identity (3.6) can be rewritten in the form

$$\left[ e^{\beta R} X, e^{-\beta R} Y \right] - e^{-\beta R} \left[ e^{\beta R} X, e^{-\beta R} Y \right] + e^{-\beta R} X, e^{-\beta R} Y \right] + [X, Y]$$

$$- 2 \cosh c \beta \left[ X, e^{-\beta R} Y \right] = 0, \ \forall X, Y \in \mathfrak{g},$$  \hspace{1cm} (C.17)

and used to obtain the following identities for the operators $U(z)$ and $V(z)$

$$\left[ U(g(w))X, U(g(z))Y \right] + U(g(z)) \left[ X, U(g(w))Y \right] - U(g(z)) \left[ U(g(w))X, Y \right]$$

$$= \left[ X, (\beta(z)\beta(w) - \alpha(z)\alpha(w)) Y + (\alpha(z)\beta(w) + \beta(z)\alpha(w) + 2\hbar \mathcal{V}(z)' \mathcal{U}(w) \right].$$  \hspace{1cm} (C.18)

and

$$\left[ U(g(w))X, U(g(z))Y \right] - U(g(z)) \left[ U(g(w))X, Y \right] - U(g(z)) \left[ U(g(w))X, Y \right] + 2\hbar \mathcal{V}(z)' \mathcal{U}(w) \right].$$

$$= 2\hbar \left[ X, (\beta(z)\beta(w) - \alpha(z)\alpha(w)) Y + (\alpha(z)\beta(w) + \beta(z)\alpha(w) + 2\alpha(z)\alpha(w) \cosh c \beta \right].$$  \hspace{1cm} (C.19)

These can then be used to simplify the Poisson bracket (C.15) to give

$$\left\{ \mathcal{L}_1(z,x), \mathcal{L}_2(w,y) \right\} = (\alpha(z)\beta(w) + \beta(z)\alpha(w) + 2\alpha(z)\alpha(w) \cosh c \beta)$$

$$\times \left[ C_{\mathcal{L}_1} \left( e^{-\beta R}(Z + 2\hbar j) \right) \delta_{xy} + (\beta(z)\beta(w) - \alpha(z)\alpha(w)) \right]$$

$$\times \left[ C_{\mathcal{L}_2} \left( Z \right) \delta_{xy} - 2\hbar \left( \alpha(z)\alpha(w) - \beta(z)\beta(w) \right) C_{\mathcal{L}_1} \delta_{xy} \right].$$  \hspace{1cm} (C.20)

**Comparison with the Maillet bracket with twist function.** Let us now substitute the $R$-matrix (4.28) and Lax matrix (4.23) into the right-hand side of the Maillet bracket (4.27) and use the identity (C.5) to write it in the form

$$\left\{ \mathcal{L}_1(z,x), \mathcal{L}_2(w,y) \right\} = \frac{\varphi(z)^{-1} \alpha(w) - \varphi(w)^{-1} \alpha(z)}{z - w}$$

$$\times \left[ C_{\mathcal{L}_1} \left( e^{-\beta R}(Z + 2\hbar j) \right) \delta_{xy} \right]$$

$$+ \frac{\varphi(z)^{-1} \beta(w) - \varphi(w)^{-1} \beta(z)}{z - w} \left[ C_{\mathcal{L}_1} \left( Z \right) \delta_{xy} \right]$$

$$- \frac{\varphi(z)^{-1} - \varphi(w)^{-1}}{z - w} C_{\mathcal{L}_1} \delta_{xy}. \hspace{1cm} (C.21)
From the definition of the twist function (4.29) and the expression for $\xi$ (3.18) we find that

$$\frac{\varphi(z)^{-1} \alpha(w) - \varphi(w)^{-1} \alpha(z)}{z-w} = \alpha(z)\beta(w) + \beta(z)\alpha(w) + 2\alpha(z)\alpha(w) \cosh c\rho,$$

$$\frac{\varphi(z)^{-1} \beta(w) - \varphi(w)^{-1} \beta(z)}{z-w} = \beta(z)\beta(w) - \alpha(z)\alpha(w),$$

$$\frac{\varphi(z)^{-1} - \varphi(w)^{-1}}{z-w} = 2\mathcal{K} (\alpha(z)\alpha(w) - \beta(z)\beta(w)).$$

(C.22)

Using these to compare equations (C.20) and (C.21) we immediately see that the Poisson bracket of the Lax matrix with itself indeed satisfies a Maillet bracket (4.27) with twist function, with the twist function given by equation (4.29), as claimed.
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