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ABSTRACT

Machine learning methods are increasingly deployed to construct surrogate models for complex physical systems at a reduced computational cost. However, the predictive capability of these surrogates degrades in the presence of noisy, sparse, or dynamic data. We introduce an online learning method empowered by optimizer-driven sampling that has two advantages over current approaches: it ensures that all local extrema (including endpoints) of the model response surface are included in the training data and it employs a continuous validation and update process in which surrogates retrain when their performance falls below a validity threshold. We find, using benchmark functions, that optimizer-directed sampling generally outperforms traditional sampling methods in terms of accuracy around local extrema even when the scoring metric is biased towards assessing overall accuracy. Finally, the application to dense nuclear matter demonstrates that highly accurate surrogates for a nuclear equation of state model can be reliably auto-generated from expensive calculations using few model evaluations.

Surrogate models play a pivotal role in science and engineering, offering practical solutions for modeling and optimizing systems where direct handling is computationally prohibitive. These models are particularly crucial in domains such as climate modeling, quantum information science, and automated instrumentation control, where they serve as efficient alternatives to costly simulations, enabling robust predictions. A fundamental requirement for these surrogates is the assurance of accurately reflecting the system’s behavior, especially in complex phenomena like phase transitions.

In materials science, macroscopic simulations heavily depend on surrogate models. These models integrate closure information derived from microphysical methods like molecular dynamics or Monte Carlo simulations. However, the challenge arises from the nature of the data used in these models, which is often high-dimensional, noisy, sparse, and may include time-dependent variables. The generation of adequate data to feed into these models usually demands an extensive number of microscopic calculations. This not only creates a significant computational burden but also poses potential barriers in the fields of materials discovery and design. Such limitations highlight the necessity for efficient and reliable surrogate models in predicting material properties with accuracy, as emphasized in recent studies.

A prevalent technique in the development of surrogate models involves coupling the model’s evaluation with an uncertainty metric. This metric assists in determining the need for additional fine-scale simulations. This methodology has been effectively utilized in various studies. For instance, Lubbers et al. and Diaw et al. have employed active learning strategies to develop surrogates that accurately represent fine-scale material responses. Similarly, Roehm et al. adopted kriging, a statistical method, for constructing surrogates of stress fields. These surrogates were then integrated with a fine-scale code to address the macro-scale conservation laws in elastodynamics. In the realm of autonomous X-ray scattering experiments, Noack et al. also implemented a kriging-based approach for surrogate creation. Their methodology included the use of a genetic algorithm to optimize the variances at each data point, subsequently drawing new samples from a distribution centered around these optimized maxima. However, a critical limitation observed in these studies is the lack of guaranteed validity of the surrogates for future data sets. This absence of assurance raises concerns about the long-term applicability and reliability of the surrogates, underscoring the need for continuous evaluation and adaptation of these models.

We propose an online learning methodology to efficiently construct surrogates that are asymptotically valid for any future data (see ‘Surrogate Validity’ in Methods); details of this claim are discussed in the modeling section. Our methodology has three key components: (1) a sampling strategy to generate new training and test data, (2) a learning strategy to generate candidate surrogates from the training data, and (3) a validation metric to evaluate candidate surrogates against the test data. Radial basis function (RBF) interpolation are used as the surrogate estimator’s response surface. The numerical realization is done with mystic, an open-source optimization, learning, and uncertainty quantification toolkit. Our online approach is designed to include the first- and second-order critical points (including endpoints) in the search criteria, and...
We first assess the performance of sampling strategies against benchmark functions, which is then extended to finding accurate surrogates for equation-of-state (EOS) calculations of dense nuclear matter. A second application of radial distribution functions in strongly coupled plasmas is given in the Supplement.

**Numerical evaluation: Benchmark Functions**
Our case studies use benchmark functions commonly applied to test the performance of numerical optimization algorithms.

We first examine how the sampling strategy affects the efficiency and effectiveness of finding an asymptotically valid surrogate. Then, we explore how the optimizer configuration impacts the efficiency of generating an initial valid surrogate.

**Sampling for Asymptotic Validity.** We first contrast the ability of optimizer-directed sampling with random sampling in finding an accurate surrogate with regard to all future data. We use the workflow for asymptotic validity described in Section 2 to learn a surrogate for the \(d\)-dimensional Rastrigin function

\[
f(x) = 10d + \sum_{i=1}^{d} \left[ x_i^2 - 10 \cos(2\pi x_i) \right],
\]

with \(d = 2\), bounded by \(x_i \in [0, 10]\), where the 2-D Rastrigin’s function is essentially a spherical function with a cosine modulation added to produce several regularly distributed local minima.

Our optimizer-directed sampler uses a “sparsity” sampling strategy with an ensemble of 16 Nelder-Mead solvers. We define our test for validity as:

\[
\text{ave}(\Delta_y) \leq \text{tol}_{\text{ave}} \wedge (\max(\Delta_y) \leq \text{tol}_{\text{max}}),
\]

where \(\wedge\) denotes “and”, \(\text{tol}_{\text{ave}} = 10^{-5}\), \(\text{tol}_{\text{max}} = 10^{-4}\), \(\Delta_y \neq 0\) is a graphical distance, and \(\text{data}\) corresponds to all existing model evaluations (i.e. prior plus newly sampled). For \text{train\,}\text{\,we also use} Eq. \(2\) with \(\text{tol}_{\text{ave}} = 10^{-5}\) and \(\text{tol}_{\text{max}} = 10^{-4}\). A quality metric for training is given by \(\delta = \sum_j \Delta_y\) and we define converged as:

\[
\Omega(M) \lor \left( \max_j(\max(\text{ave}(\Delta_{x,j}))) \leq \text{tol}_{\text{stop}} \right),
\]

where \(\lor\) denotes “or”, and \(\Omega(M)\) is equal to “true” when no new local extrema have been found in the last \(M = 3\) iterations. We use \(\text{tol}_{\text{stop}} = 2 \cdot 10^{-4}\), \(\Delta_{x,j}\) is the graphical distance to the \text{data} sampled in iteration \(i\) (i.e. no prior model evaluations), and \(j\) is given by the last \(N = 3\) iterations \(j \in [i-N+1, \ldots, i]\). Using \text{warm} = 1000, we ensure that at least 1000 model evaluations are performed per iteration. In addition, we track the testing score for a single iteration \(i\):

\[
\text{score} = \text{ave}_y(\text{ave}(\Delta_{x,j})),
\]

but do not use it to terminate the calculation. To assess stricter tolerances, we repeat the calculation with \(\text{tol}_{\text{ave}} = 10^{-7}\), \(\text{tol}_{\text{max}} = 10^{-6}\), and \(\text{tol}_{\text{stop}} = 2 \cdot 10^{-6}\). We will refer to these tolerance settings as “strict” and the prior tolerance settings as “loose”.

We compare our results with pure systematic random sampling, using an ensemble of 500 points for strict and loose tolerances. As can be seen in Figures 2 and 3 (and in Extended Data Table 1a), the test score for pure systematic random sampling converges, yielding an excellent representation of ground truth faster than optimizer-directed sampling (when using the default optimizer configuration and a metric based...
Figure 2. Candidate surrogates for the 2-dimensional Rastrigin function, learned with a thin-plate RBF estimator using “sparsity” sampling, a “strict” tolerance, and a test metric for validity based on the average graphical distance between the learned surrogate and sampled data. Surrogates are plotted with inputs $x = (x_0, x_1)$ and output $z = f(x)$. Top row: Sampling using ensembles of 16 optimizers after the initial and tenth iterations. Bottom row: the final iteration and the test score per sample. The final surrogate is visually identical to ground truth and reproduces all local extrema within the desired accuracy. The test score for pure systematic random sampling converges faster than optimizer-directed sampling, as may be expected for a metric based on the average surrogate misfit.
Figure 3. Convergence of test score versus model evaluations for different benchmark functions learned with a thin-plate RBF estimator using “sparsity” sampling, and a test metric for validity based on the average graphical distance between the learned surrogate and sampled data. Top left: 2-dimensional Rastrigin function with “loose” tolerance. Top right: 2-dimensional Easom function with “strict” tolerance. Bottom left: 2-dimensional Rosenbrock function at strict tolerance. Bottom right: 2-dimensional Michalewicz function at loose tolerance. Note the surrogates on the top row reproduce ground truth well regardless of approach, as in Figure 2. Performance of either approach for the 2-D Rosenbrock is as occurs for the 8-D Rosenbrock, in Figure 5 Both random and optimizer-directed approaches do equally poorly with the 2-D Michalewicz.
Figure 4. Candidate surrogates for the 2-dimensional Rosenbrock function, learned with a thin-plate RBF estimator using “sparsity” sampling, a “loose” tolerance, and a test metric for validity based on the average graphical distance between the learned surrogate and sampled data. Surrogates are plotted with inputs $x = (x_0, x_1)$ and output $z = Z(f(x))$, where log-scaling $Z = \log(4 \cdot f(x) + 1) + 2$ is used to view the region around the global minimum better. Top row, left: model evaluations sampled with the random sampling strategy. Top row, right: optimizer-directed sampling. Bottom row, left: log-scaled view of surrogate from random sampling. Bottom row, right: log-scaled view of surrogate from optimizer-directed sampling, which reproduces ground truth. Note convergence occurs quickly using either strategy, where the converged condition is met with no more than two iterations.
Figure 5. Candidate surrogates for the 8-dimensional Rosenbrock function, learned with a thin-plate RBF estimator using “sparsity” sampling, a “loose” tolerance, and a test metric for validity based on the average graphical distance between the learned surrogate and sampled data. Surrogates are plotted with inputs $x = (x_0, x_1, 1, 1, 1, 1, 1)$ and output $z = f(x)$ or $z = Z(f(x))$, where log-scaling $Z = \log(4 \cdot f(x) + 1) + 2$ is used to view the region around the global minimum better. Top row, left: test score per sample. Top row, center: model evaluations sampled with the random sampling strategy. Top row, right: optimizer-directed sampling. Bottom row, left: surrogates produced with either sampling approach are visually identical to the ground truth. Bottom row, center: log-scaled view of surrogate from random sampling near the global minimum. Bottom row, right: log-scaled view of surrogate from optimizer-directed sampling near the global minimum, identical to the ground truth. While pure systematic random sampling converges faster, optimizer-directed sampling provides a more accurate surrogate near the critical points.
on the average surrogate misfit) for both strict and loose tolerances. As the Rastrigin function has shallow local extrema distributed uniformly across the response surface, it may be expected that a systematic random sampling strategy that efficiently covers input space is more performant than a strategy that attempts to pinpoint the extrema.

We performed a similar comparison for the $d$-dimensional Rosenbrock function:

$$f(x) = \sum_{i=1}^{d-1} 100(x_{i+1} - x_i^2)^2 + (1 - x_i)^2$$

(5)

with $d \in \{2, 8\}$, $d$-dimensional Hartmann’s function:

$$f(x) = -\sum_{i=1}^{d} \alpha_i \exp \left( -\sum_{j=1}^{d} A_{ij} (x_j - P_{ij})^2 \right)$$

(6)

with $d = 6$, $d$-dimensional Michalewicz’s function:

$$f(x) = -\sum_{i=1}^{d} \sin(x_i) \sin^{20}(ix^2)$$

(7)

with $d = 2$, and $2$-dimensional Easom’s function:

$$f(x) = -\cos(x_1) \cos(x_2) e^{-(x_1-\pi)^2 -(x_2-\pi)^2}.$$  

(8)

The coefficients $\alpha_i$, $A_{ij}$ and $P_{ij}$ for Hartmann’s function can be found in the Supplementary Information. The $2$-D Rosenbrock function is a saddle with an inverted basin, where the global minima occur inside a long, narrow, flat parabolic valley in the inverted basin. The $8$-D Rosenbrock function is the sum of seven coupled $2$-D Rosenbrock functions, with a global minimum at $x_i = 1$ and a local minima near $x = [-1, 1, \ldots, 1]$. The $2$-D Michalewicz’s function generally evaluates to zero; it has long, narrow channels that create local minima and sharp dips at the intersections of the channels. The $2$-D Easom’s function is unimodal and evaluates to zero everywhere except in the region around a singular sharp well. The $6$-D Hartmann’s function is similar to Easom’s function in that it generally evaluates to zero; however, it is multimodal and composed of several coupled intersecting sharp wells near the origin.

The general form of the saddle in the $2$-D Rosenbrock function is captured well with either systematic random sampling or optimizer-directed sampling, with the former again converging more quickly (as can be seen in Extended Data Table 1a) for strict and loose tolerances. However, upon closer examination of the long, narrow channel that contains the global minimum (see Figure 4), we find that optimizer-directed sampling reproduces ground truth much more accurately in the region surrounding the global minimum. This is to be expected as an optimizer-directed strategy should provide a higher density of sampling in the neighborhood of the single global minimum. We find similar behavior for both strict and loose tolerances and for the $8$-D Rosenbrock function tested with loose tolerances (see Figures 3 and 5).

The $2$-D Easom’s and $6$-D Hartmann’s (Supplementary Information, Benchmark functions) functions provide a similar challenge: they evaluate to zero everywhere, except in the region around one or more sharp wells. Optimizers often terminate shortly after encountering a large plateau on a response surface, so some inefficiency should be expected for optimizer-directed sampling for these functions. While again, optimizer-directed sampling (at the default optimizer configuration and for a metric based on the average surrogate misfit) converges less quickly, the difference is not as lopsided as one might anticipate.

The outlier of the study is the $2$-D Michalewicz function. The function is generally flat, with several long, narrow channels that have sharp dips at the intersections of the channels, creating an infinite number of first-order critical points. The infinite number of local minima and maxima causes difficulty for both sampling approaches about efficiency. We found that either approach visually reproduces ground truth, approximately after $30,000$ model evaluations with loose tolerances. It is expected that for strict tolerances, much more sampling is required to generate a surrogate for the $2$-D Michalewicz function that reproduces the critical points with the quality observed for the other benchmark functions.

In summary, for all cases, systematic random sampling is found to converge faster to a valid surrogate for all future data. However, optimizer-directed sampling better ensures that the behavior at function extrema is reproduced. Note that in all cases, the optimizer used was the Nelder-Mead solver (Supplementary Information, Default optimizer configuration). We expect that less strict convergence requirements will reduce the number of evaluations required by the optimizer, potentially at the cost of some accuracy in the vicinity of the critical points. We will explore the impact of optimizer configuration in the following subsection.

**Sampling for Training Validity.** Here, we assess the impact on the efficiency of optimizer-directed sampling due to the configuration of the optimizer. Our optimizer-directed sampler uses a “lattice” sampling strategy with an ensemble of $40$ Nelder Mead solver instances (see Supplementary Information, Sampling model evaluations). We define our test for validity as:

$$\Delta_y \leq tol_{sum} \wedge \max(\Delta_y) \leq tol_{max},$$

(9)

where $tol_{sum} = 1 \cdot 10^{-3}$ and $tol_{max} = 1 \cdot 10^{-6}$. We use a graphical distance with $\Delta_x \neq 0$, and $data$ defined as all existing model evaluations (i.e., prior plus newly sampled). We define $train$ as in Eq. (9), again with $tol_{sum} = 1 \cdot 10^{-3}$ and $tol_{max} = 1 \cdot 10^{-6}$. We use a quality metric for training, defined by $\delta = \sum \Delta_y$, and define converged, in Eq. (13), identically to $test$ in Eq. (9).

We present (Extended Data Table 1b), the average time to obtain validity (as defined above) for surrogates of several standard benchmark functions. Simulations were performed on the Darwin cluster at Los Alamos National Laboratory on a 36 core Skylake microarchitecture. We found for the default
optimizer configurations (Supplementary Information, Default optimizer configuration), an ensemble of Nelder-Mead optimizers is more efficient, regardless of the dimensionality of the benchmark function. We surmise this is due to the Nelder-Mead solvers getting stuck in local extrema faster than those using Powell’s method. As the goal here is for the ensemble of solvers to find as many local extrema as possible using the minimum number of function evaluations, Nelder-Mead appears to be the better choice.

The following sections will test the ability to quickly produce a valid surrogate reproducing relevant physical behavior in regions where traditional methods have difficulty producing similar results. We will use a larger ensemble of optimizers and test the accuracy at the end of a single iteration of our entire workflow. This does not guarantee the surrogate will be valid against all future data but will give us an idea of how quickly the surrogates can accurately reproduce physical effects near the critical points.

Equation of State with Phase Transition
As an illustrative example, we consider building an accurate surrogate for a high-density nuclear-matter equation of state (EOS) that contains a phase transition (PT). (A second application is described in the Supplement.) Reliable models for nuclear matter exist up to baryon number densities $n_b$ of about twice the nuclear saturation density $n_0 \sim 0.16 \text{ fm}^{-3}$ as well as asymptotically high densities of $n_\infty > 40n_0^{24,25}$. While at low densities and temperatures $T$, nuclear matter is composed of neutrons and protons, for high values of $n_b$ and $T$ it is expected to undergo a transition to matter composed of deconfined quarks and gluons$^{26}$. There are significant uncertainties regarding the critical temperatures and densities for the onset of the quark phase, giving motivation for heavy-ion experiments$^{27–29}$ and neutron-star research$^{30–36}$ to study nuclear matter under extreme conditions. Corresponding numerical studies need a nuclear EOS, either in analytic or tabulated forms$^{37–39}$.

To create EOS tables over a large density and temperature range, the most common approach is to select models for the hadronic and quark EOSs and connect them via a Maxwell or Gibbs construction to represent the PT$^{40–42}$. The Gibbs construction assumes the coexistence of quarks and hadrons in a mixed phase where conservation laws are fulfilled globally. For the Maxwell construction, only the baryon number is conserved globally. Other conservation laws, like electric charge neutrality, are fulfilled separately for quark and hadronic matter. Neither of these constructions is currently ruled out; in fact, there are other models to connect the pure hadronic and quark phases, for example, via a so-called crossover$^{26,43}$. However, the Maxwell construction usually leads to extreme PT characteristics, including a pressure plateau in the mixed phase. With that, it represents a suitable challenge for a surrogate.

We model the PT with the Maxwell construction (see the Supplement). The quark matter EOS is described by the MIT bag model where quarks are non-interacting fermions confined into nucleons at low densities via a confinement pressure, or the so-called bag constant$^{42,44}$, taken here to be $B^{1/4} = 170 \text{ MeV}$ (or $B \sim 109 \text{ MeV/fm}^3$)$^{45}$. Quark matter is composed of up, down, and strange quarks, which we take to have masses $m_{u\uparrow} = m_{d\downarrow} = 0$ and $m_{s\uparrow} = 150 \text{ MeV}$.

Nuclear EOS tables for astrophysics are often divided into different temperature blocks, with each block containing $y_p$ sub-blocks in which the thermodynamic quantities are provided for a range of densities. For our demonstration, we assume the pressure to be a function of $n_b$ and $y_p$ only, corresponding to a zero-temperature block. The typical range for $y_p$ in nuclear EOSs is $0.01 \leq y_p \leq 0.6$. To capture the PT, we focus on densities in the range $0.04 \text{ fm}^{-3} \leq n_b \leq 1.6 \text{ fm}^{-3}$.

We use lattice sampling with an ensemble of 40 Nelder-Mead solvers at the default configuration, and a surrogate learned using a thin-plate RBF. Here, we defined test validity as in Eq. (16) with $tol_{\text{max}} = 10^{-6}$ and $tol_{\text{sum}} = 10^{-3}$, and train, converged, data, and metric as defined in Section . The results are plotted in Fig. (6a), which shows the entire $n_b$-$y_p$ plane, where the pressure plateau of the PT is visible. As seen in previous studies, the critical density for the onset of the mixed phase moves to higher values for increasing $y_p^{42}$. Fig. (6b) gives a more detailed view of the EOS by showing the pressure profiles for fixed $y_p$. As can be seen, no systematic errors arise in the predicted pressure values with either proton fraction or density.

The RBFs will reproduce the phase transition accurately if enough of the response surface’s inflection points (central to the discontinuity) are sampled. As the optimizers search for all the first-order critical points of the surface, the surrogates also begin to reproduce the discontinuities better. We illustrated this point in Fig. (6c) for $n_b = 0.3$ and $y_p = 0.3$. As we increase the size of the ensemble of solvers $n_e$ directed to find the critical points, the accuracy of the surrogate obtained from a single learning step using a thin-plate RBF improves.

Discussion
We presented an online learning strategy to produce valid surrogates for a chosen quality metric. The approach works well in generating surrogates for existing data and can also be applied about future data. We demonstrated an application of online learning where training data is selected with a sampling strategy, and an iterative approach is applied to improve surrogate validity versus the chosen metric.

We gave evidence that if the critical points of the model’s response surface are known, a robust estimator (e.g., thin-plate RBF interpolation or an MLP neural network) should be able to create a surrogate that reproduces the behavior of a more expensive model exactly. We presented an optimizer-directed sampling strategy that effectively samples the critical points of a model’s response surface. We then compared the efficiency of different sampling strategies in learning surrogates that are valid for benchmark functions, even in the presence of newly sampled data. Note that if the surrogate was found invalid
for newly acquired data, our online approach can be used to improve it iteratively.

We used a sparse sampling approach for selected benchmark functions that produced new draws at the least-populated points in parameter space. We compared this to an optimizer-directed approach where each initial draw is used as a starting point for an optimizer that runs to termination. At first blush, it seemed that the traditional sampling strategy outperformed the optimizer-directed one for all benchmark functions (see Extended Data Table 1a). However, we used a metric based on the error in the surrogate’s predicted value versus ground truth, averaged out over the entire response surface. Hence, it should not be surprising that our methodology produced surrogates that are, on average, highly quality across the entire parameter range. One might conclude that a traditional sampling strategy, especially one that provides more diffuse sampling than an optimizer-directed strategy, is more efficient at generating valid surrogates when the average misfit across parameter space measures the validity. We note that the default optimizer configuration was used in testing the optimizer-directed approach where each initial draw is used as a starting point for an optimizer that runs to termination. At first blush, it seemed that the traditional sampling strategy outperformed the optimizer-directed one for all benchmark functions (see Extended Data Table 1a). However, we used a metric based on the error in the surrogate’s predicted value versus ground truth, averaged out over the entire response surface. Hence, it should not be surprising that our methodology produced surrogates that are, on average, highly quality across the entire parameter range. One might conclude that a traditional sampling strategy, especially one that provides more diffuse sampling than an optimizer-directed strategy, is more efficient at generating valid surrogates when the average misfit across parameter space measures the validity. We note that the default optimizer configuration was used in testing the efficiency of the sampling strategy, and tuning the optimizer may make a substantial difference in the efficiency of the optimizer-directed strategy.

We also noted that our metric did not guarantee the quality of the surrogate in the neighborhood of the critical points. Returning to our conjecture, finding a response surface’s critical points is crucial in guaranteeing the long-term validity of the surrogate as new data is collected.

We found that an optimizer-directed approach is superior at minimizing the model error in the neighborhood of the critical points (see Fig. 5), even when the metric does not call for that explicitly. Conversely, a traditional sampling strategy is blind to the response surface and demonstrates a much larger misfit near (at least the first order) critical points. Thus, using a metric that judges the quality of the surrogate by the misfit at the critical points should produce high-quality surrogates with an optimizer-directed approach with even greater efficiency.

For a physical system, the critical points of a response surface are usually associated with the occurrence of new phenomena. This provides additional motivation to reduce the misfit near the critical points as much as possible. With that, we applied our methodology to two physics test problems. We showed that we could efficiently learn surrogates for equation-of-state calculations of dense nuclear matter, yielding excellent agreement between the surrogate and model for a wide parameter range and a region that includes a phase transition. We also showed that our methodology can produce highly accurate surrogates for radial distribution functions from expensive molecular dynamics simulations for neutral and charged systems of several dimensions and across an extensive range of thermodynamic conditions (given in the Supplement). While our demonstrations focused on two specific problems, the methodology, and associated code are agnostic to the domain of science and can be utilized for various physics scenarios.

A standard metric that is used to determine the validity of a surrogate is the model error, which is typically a distance such as \( \delta = \sum \Delta \), or more generally

\[
\delta = \text{metric}(\hat{y}(\mathbf{x} | \hat{\mathbf{x}}), \text{data})
\]

with \( \text{metric} \) being a distance function between the surrogate and all model evaluations, \( \text{data} \). This definition assesses the quality of the surrogate by measuring its distance from the observed data. Unfortunately, for a small set of observed data
that is not representative, any learned surrogate will likely become invalidated by adding new data. A potentially more robust quality assessment considers training a surrogate with a statistical metric, such as the expected model error. It can be defined as taking into account any knowledge about the data-generating distributions (for input and output values) and any uncertainty in the input and output parameters of the model. Complex real-world models are often non-deterministic; thus, an appropriate goal is to either find a surrogate guaranteed to be accurate under uncertainty or a surrogate guaranteed to be robust under uncertainty. With minor adjustments, such as adding a timestamp strategy or invalidating training data, our methodology can be leveraged to build and maintain accurate surrogates for time-dependent models. In future work, we will apply our methods to produce surrogates that are guaranteed to be either accurate or robust under uncertainty and similarly demonstrate the ability to guarantee the accuracy of surrogates for time-dependent models.

Methods

Surrogate Validity.

Our general procedure to create a valid surrogate for an expensive model is shown in Fig. (1). The steps are iterative and include explicit validation and update mechanisms. To simplify computational complexity, we first link the model to a DB. Thus, its inputs and output are automatically stored when the model is evaluated. The DB of model evaluations is used later to train candidate surrogates. The corresponding surrogate is retrieved from the surrogate DB and tested for validity during model evaluation. If no stored surrogate exists, we skip testing and proceed directly to learning a candidate surrogate. Validity is defined as

\[
\text{test}(\Delta) \text{ is true,}
\]

where test is a function of the graphical distance, \(\Delta\)

\[
\Delta_v = \inf_{x \in \mathcal{X}} |\hat{y}(x|\xi) - y| + \Delta_v,
\]

\[
\Delta_v = |x - x'| \text{ or } 0,
\]

with \((x',y)\) a point in the DB of model evaluations, and \(\mathcal{X}\) the set of all valid inputs \(x\) for the surrogate \(\hat{y}\) with hyperparameters \(\xi\). \(\Delta_v\) and \(\Delta_v\) are the pointwise \(\Delta\) for \((x',y)\). If \(\Delta_v = 0\), we ignore the distance of the inputs while \(\Delta_v\) is the minimum vertical distance of point \(y\) from the surrogate.

If Eq. (11) deems the surrogate valid, the execution stops. Otherwise, we update the surrogate by training against the DB of stored model evaluations. We define validity when training a surrogate similar to Eq. (11) but with the function \(\text{train}\) replacing \(\text{test}\).

We train the surrogate regarding a quality metric given in Eq. (10). If after training a surrogate has a smaller \(\delta\) compared to the current best surrogate, then we store the updated surrogate in the surrogate DB and continue to improve the surrogate until \(\text{train}\) is satisfied. If training fails to produce a valid surrogate, we use a sampler to generate model evaluations at new \((x',y)\) and the process restarts.

Our general procedure for producing a valid surrogate is extended for asymptotic validity by adding a validity convergence condition

\[
\text{converged}(\delta) \text{ is true}
\]

to be called after the surrogate is deemed test valid, as in Eq. (11). Thus, instead of stopping execution when the surrogate is test valid; the latter merely completes an iteration. If not converged, we trigger a new iteration by sampling new data and continue to iterate until the surrogate validity has converged. This iterative procedure is more likely to generate a surrogate valid for all future data when Eq. (13) requires some form of convergence behavior for test over several iterations. This is one of the leading innovations of our approach. When the DB of model evaluations is sparsely populated, we expect that any new data will likely trigger a surrogate update.

Learning Strategy.

Our procedure is online, as a sampler can request new model evaluations on the fly, which populate to a DB, and our surrogate is updated by querying the DB and training on the stored model evaluations. The automation of the learning process greatly facilitates online learning. Our general procedure for automating the production of a valid surrogate is shown in Fig. (1) and is extended to asymptotic validity. As mentioned earlier, we will use an RBF interpolation to generate our surrogates, where we leverage mystic for the automation and quality assurance of surrogate production. The utilization of RBFs arises from their universal capabilities for function approximation and their connection to single hidden-layer feed-forward neural networks (NN) with non-sigmoidal nonlinearities. Although a multilayer perceptron (MLP) or another similar NN estimator are also potential choices, we will use RBF interpolation as it is generally more efficient for online learning.

Let us assume \(y(x)\) is an arbitrary function of vector \(x\) represented on a subset of \(\mathbb{R}^n\), and that the value of \(y\) at input vectors \(x^j (j = 1,\ldots,N)\) are the known \textit{data} points stored in a DB of model evaluations. We seek to find a surrogate \(\hat{y}(x)\) with the lowest possible number of the evaluations, \(\text{Eq. (10)}\), \(\text{Eq. (11)}\), \(\text{Eq. (12)}\)

satisfying Eq. (10). We use Eq. (10), with \(x' = x\), as opposed to

\[
\hat{y}(x^j) = y(x^j) \text{ for all } j = 1,\ldots,N
\]

to allow our interpolated surrogates to deviate from the data slightly due to the use of smooth and noise. Using a RBF \(\phi(r)\), the interpolated surrogate can be written as:

\[
\hat{y}(x) = \sum_{j=1}^{N} \beta_j \phi(d(x,x^j)),
\]

where \(\beta_j\) are coefficients to be determined, the thin-plate \(\phi = r^2 \ln(r)\) RBF is used, and \(d(x,x')\) is a distance function.
similar to Eq. (10). If we choose \( d(x, x') = \|x - x'\| \) as the Euclidean distance between an arbitrary vector \( x \) and \( x' \), the values of the coefficient vector \( \beta = [\beta_1, \beta_2, \cdots, \beta_N]^T \) are determined by solving the linear system, \( M \beta = Y \), where \( M \) is an \( N \times N \) symmetric matrix with elements \( M_{ij} = \phi(||x^i - x^j||) \), and \( Y = [y(x^1), y(x^2), \ldots, y(x^N)]^T \). To mitigate the potential complications associated with singular matrices in the context of \( M \) and to introduce a degree of randomness essential for each learned surrogate model, we incorporate a minimal quantity of Gaussian noise into the input data.

**Sampling Strategy.**

Sampling is an integral part of our online learning workflow. It is used to generate new data points \((x', y)\) that help inform the learning algorithm whenever training fails to produce a valid surrogate. As the goal is an asymptotically valid surrogate, we also use sampling to kick-start a new iteration after Eq. (11) deems the current iteration’s surrogate to be valid (see Fig. (1)). While our workflow’s sampling and learning components are fundamentally independent and can run asynchronously, they are linked through the DB of stored model evaluations. The data points generated by the sampler are populated to the DB, while the learning algorithm always uses the data contained in the DB when new training is requested. If there were no concerns about minimizing the number of model evaluations, we could have samplers run continuously, feeding model evaluations into the DB. However, as described above, we explicitly include sampling as part of the iterative workflow to minimize the number of model evaluations.

We conjectured that (given the training data) a learned surrogate that, at a minimum, includes all of the critical points of a response surface \( y(x) \) is guaranteed to be valid for all future data. Thus, we postulate that a sampling strategy that uses optimizer-directed sampling will be most efficient in discovering the critical points of \( y(x) \). We distinguish optimizer-directed sampling from traditional sampling. Optimizer-directed sampling uses an optimizer to direct the sampling toward a goal. In contrast, traditional methods, such as simple random sampling, generally ignore the response of \( y(x) \). The utility of simple random sampling is that all the samples will be drawn (with replacement) from a distribution, and thus, all sample points can be chosen simultaneously. Subsequently, \( y(x) \) can be evaluated in parallel for all points drawn in the sampling. An optimizer-directed approach uses traditional sampling to generate samples for the first draw, then uses each first draw member as a starting point for an optimizer that will direct the sampling of the second and subsequent draws toward a critical point on the response surface. When an optimizer’s termination condition is met, traditional sampling is again used to generate a new starting point for a new optimizer, which proceeds to termination as above. Thus, while an optimizer-directed strategy may be less efficient in generating new data points, it should be more efficient at finding the critical points of the response surface and thus be the preferred strategy when a surrogate is required to be asymptotically valid.

**Default training validity**

Our optimizer-directed sampler uses a “lat-

cell” sampling strategy with an ensemble of 40 NelderMeadSimplexSolver instances. We define our test for validity as:

\[
\sum_y \Delta_y \leq tol_{sum} \land \max(\Delta_y) \leq tol_{max},
\]

where \( tol_{sum} = 1 \cdot 10^{-3} \) and \( tol_{max} = 1 \cdot 10^{-6} \). We use a graphical distance with \( \Delta_i \neq 0 \), and \( data \) defined as all existing model evaluations (i.e. prior plus newly sampled). We define \( train \) as in Eq. (16), again with \( tol_{sum} = 1 \cdot 10^{-3} \) and \( tol_{max} = 1 \cdot 10^{-6} \). We use a quality metric for training, defined by \( \delta = \sum_y \Delta_y \), and define converged identically to test in Eq. (16).

**Data availability**

The dataset to create the figure plots in the main text and Supplementary Information can be found on Zenodo\(^\text{30}\).

**Code availability**

The code, as well as the sampled data and learned surrogates, is available on Code Ocean\(^\text{31}\).
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