On the Predictability of Daily Rainfall during Rainy Season over the Huaihe River Basin
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Abstract: In terms of climate change and precipitation, there is large interest in how large-scale climatic features affect regional rainfall amount and rainfall occurrence. Large-scale climate elements need to be downscaled to the regional level for hydrologic applications. Here, a new Nonhomogeneous Hidden Markov Model (NHMM) called the Bayesian-NHMM is presented for downscaling and predicting of multisite daily rainfall during rainy season over the Huaihe River Basin (HRB). The Bayesian-NHMM provides a Bayesian method for parameters estimation. The model avoids the risk to have no solutions for parameter estimation, which often occurs in the traditional NHMM that uses point estimates of parameters. The Bayesian-NHMM accurately captures seasonality and interannual variability of rainfall amount and wet days during the rainy season. The model establishes a link between large-scale meteorological characteristics and local precipitation patterns. It also provides a more stable and efficient method to estimate parameters in the model. These results suggest that prediction of daily precipitation could be improved by the suggested new Bayesian-NHMM method, which can be helpful for water resources management and research on climate change.
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1. Introduction

Precipitation simulation in time and space plays a significant role in management of the physical environment of humans and is important to mitigate disasters such as floods. Climatic fluctuation is a major driver of precipitation amount [1]. Statistical downscaling (SD) is a class of methods used to model the effects of large-scale climate variation on daily precipitation. Thus, SD is important for the understanding of cross-scale linkages in order to better visualize the physical relations between large and small atmospheric scales.

A wide range of SD models have been developed during the last 20 years [2–4]. A detailed comparison among different SD models in terms of predictors, skill measures, and working principles has been performed by several previous researchers [5–9]. An example of SD models is the Homogeneous and Nonhomogeneous Hidden Markov Models (HMM vs. NHMM), which are efficient in capturing the most distinct patterns affecting multisite rainfall occurrence and amount.
The HMM and NHMM have been used worldwide for statistical downscaling of daily rainfall and in research on climate change [10–16]. The HMM is a state-based model in which each day is related to a particular hidden state, which follows a first-order Markov chain. Thus, HMM can translate a sequence of observations (precipitation amount and occurrence) into a stochastic process. In the HMM, changes among states are controlled by a transition matrix, which only depends on the current state. In the NHMM, the transition matrix is influenced not only by the current hidden state but also on atmospheric variables. This feature enables the NHMM to demonstrate both spatial covariance and temporal dependence between precipitation and climatic variables over the network. The Expectation-Maximization (EM) algorithm is usually used for parameter estimation in the NHMM. However, the EM algorithm relies on point estimates of parameters and has no solutions for complex spatial situations [1,14].

Greene et al. [17] introduced a new NHMM (Bayesian-NHMM) to solve this problem where the Bayesian method is used to estimate parameters. The Bayesian framework can provide uncertainty estimates for all parameters in the model, which allows for an automatic assessment of the effect of each exogenous atmospheric variable. This approach is better suited to feature uncertainty in parameter estimation as compared to the EM approach. In addition, exogenous variables introduced in the traditional NHMM as predictors are only large-scale climate data, which only influence the transition probabilities. In the Bayesian-NHMM, there are two types of exogenous variables (large-scale and region-scale variables). Predictors at the regional scale are used to affect the occurrence distribution of precipitation and can provide more local rainfall information in the model. As a consequence, the Bayesian-NHMM enables new analyses of precipitation variability integrated from local-to-subcontinental spatial scales, which can generate chains with different levels of exogenous variables.

There have been some applications of the Bayesian-NHMM to simulate daily precipitation. Greene et al. [17] used the Bayesian-NHMM to simulate rainfall features in the region of the Indo-Gangetic plain. They pointed out that the model can well capture rainfall characteristics at different rainfall stations. Holsclaw et al. [18] modeled daily precipitation using Bayesian-NHMM over the Yangtze River Basin in China and argued that the model can efficiently represent summer rainfall in terms of seasonality and interannual variability. Holsclaw et al. [19] applied the Bayesian-NHMM to downscale daily rainfall in India. They concluded that the model can capture temporal and spatial rainfall features. However, application of the Bayesian-NHMM over the Huaihe River Basin (HRB) has not yet been performed. The HRB is an important grain-producing area, which makes up for approximately 20% of the total grain production in China [20–22]. The HRB, however, is prone to flood and drought, due to the fact that precipitation in this area varies greatly both inter-seasonally and inter-annually. More than 60 floods and 40 droughts during the period 1470–2018 have occurred in the HRB, where recurrent frequency is typically four years [23,24]. More than half of the annual precipitation concentrates to the rainy season. However, simulation of precipitation during the rainy season and the influence of large-scale atmospheric mechanisms on rainy-season precipitation in the HRB are still not well understood.

Motivated by the need for improved understanding of rainy-season precipitation in the HRB, this study aims at using the Bayesian-NHMM in terms of analysis of its ability to capture seasonality of precipitation during the rainy season. The ability to represent interannual variability of daily precipitation amount and wet days during rainy season will also be tested. This work can, thus, contribute to the development of a new NHMM method to predict daily rainfall under climate shift.

The remainder of the study is organized as follows: Section 2 describes the HRB and data, and Section 3 introduces methods used in this study (e.g., determination of rainy season and the Bayesian-NHMM). Section 4 analyzes hidden rainfall states and examines rainfall simulations by the model. Finally, a conclusion is presented in Section 5.
2. Study Area and Data

2.1. Study Area

The Huaihe River Basin (HRB) (111°55′–121°25′ E and 30°55′–36°36′ N) shown in Figure 1, with an area of 270,000 km², is one of the most densely inhabited areas in China. The HRB is a significant crop area in China due to its special climate, which is characterized by warm temperate climate in the northern part and subtropical climate in the southern part. Wheat and grain production accounts for about 50% and 20% of the country’s total, respectively. The rainy season plays an important role in crop planting in the HRB. It can be pointed out from Figure 2 that rainy-season precipitation (generally from May–September in the HRB) accounts for the largest part of the annual total precipitation [25]. Consequently, investigation and prediction of rainy-season precipitation are of central importance for this area.

2.2. Data Description

Daily rainfall data from 1987–2016 at 21 rainfall stations were chosen to explore rainy-season precipitation in this study. Detailed location information (longitude, latitude, and elevation) for these stations and average rainy season features (onset, retreat of rainy season, and rainy-season precipitation) for the period of 1987–2016 are listed in Table 1. The average onset (retreat) of rainy season for the 21 rainfall stations in 1987–2016 is Julian Day 134 (258), which is selected as the rainy-season period for predicting precipitation in this study.

Figure 1. The Huaihe River Basin in China with the location of rainfall stations.
2.2. Data Description

Daily rainfall data from 1987–2016 at 21 rainfall stations were chosen to explore rainy-season precipitation in this study. Detailed location information (longitude, latitude, and elevation) for these stations and average rainy season features (onset, retreat of rainy season, and rainy-season precipitation) for the period of 1987–2016 are listed in Table 1. The average onset (retreat) of rainy season for the 21 rainfall stations in 1987–2016 is Julian Day 134 (258), which is selected as the rainy-season period for predicting precipitation in this study.

Table 1. Information of rainfall stations over the Huaihe River Basin in China.

| No. | Name     | Longitude (E) | Latitude (N) | Elevation (m) | Onset (Julian Day) | Retreat (Julian Day) | Rainy-Season Precipitation (mm) | Annual Precipitation (mm) |
|-----|----------|---------------|--------------|---------------|-------------------|-----------------------|---------------------------------|----------------------------|
| 1   | XuChang  | 113.5         | 34.0         | 66.8          | 131               | 271                   | 534.0                           | 712.2                      |
| 2   | ZhuMaDian| 114.0         | 33.0         | 82.7          | 123               | 273                   | 791.6                           | 925.3                      |
| 3   | XinYang  | 114.0         | 32.1         | 114.5         | 114               | 262                   | 853.8                           | 1081.9                     |
| 4   | KaiFeng  | 114.2         | 34.5         | 73.7          | 126               | 277                   | 656.4                           | 620.7                      |
| 5   | XiHua    | 114.3         | 33.5         | 52.6          | 128               | 273                   | 816.6                           | 786.1                      |
| 6   | ShangQiu | 115.4         | 34.3         | 50.1          | 130               | 264                   | 579.7                           | 721.4                      |
| 7   | BuYang   | 115.4         | 32.5         | 32.7          | 126               | 259                   | 721.7                           | 906.2                      |
| 8   | GuShi    | 115.4         | 32.1         | 42.9          | 122               | 250                   | 696.5                           | 1055.3                     |
| 9   | HaoZhou  | 115.5         | 33.5         | 37.7          | 131               | 258                   | 617.1                           | 794.5                      |
| 10  | DangShan | 116.2         | 34.3         | 44.2          | 132               | 261                   | 590.9                           | 738.9                      |
| 11  | HuoShan  | 116.2         | 31.2         | 86.4          | 104               | 255                   | 882.8                           | 1382.3                     |
| 12  | LiuAn    | 116.3         | 31.4         | 74.1          | 107               | 259                   | 888.1                           | 1117.8                     |
| 13  | ShouXian | 116.5         | 32.3         | 22.7          | 124               | 256                   | 660.5                           | 915.4                      |
| 14  | SuZhou   | 116.6         | 33.4         | 25.9          | 133               | 258                   | 679.1                           | 868.3                      |
| 15  | XuZhou   | 117.1         | 34.2         | 41.2          | 141               | 261                   | 639.2                           | 822.6                      |
| 16  | BengBu   | 117.2         | 32.6         | 21.9          | 116               | 249                   | 732.7                           | 967.8                      |
| 17  | XinYuan  | 118.1         | 36.1         | 305.1         | 132               | 261                   | 585.0                           | 709.0                      |
| 18  | WeiFang  | 119.1         | 36.5         | 22.2          | 139               | 257                   | 517.1                           | 1071.1                     |
| 19  | GanYu    | 119.1         | 34.5         | 5.3           | 134               | 263                   | 740.5                           | 925.8                      |
| 20  | LongKou  | 120.2         | 37.4         | 4.8           | 135               | 259                   | 496.5                           | 591.5                      |
| 21  | SheYang  | 120.2         | 33.5         | 2             | 131               | 261                   | 695.1                           | 985.8                      |

The precipitation data were provided by the China Meteorological Data Sharing Service System [26], which is also responsible for quality control. Vector wind data were obtained from the National Center for Environmental Prediction/National Center for Atmospheric Research (NCEP/NCAR) in order to explore the underlying causes of the determined hidden states in the model [27]. The atmospheric circulation and monsoon could change sea surface temperature anomalies (SSTA) patterns, which could affect precipitation in the HRB [20]. There are many SSTA-related indices, such as Indian Ocean
Dipole (IOD), Summer North Atlantic Oscillation (SNAO), and Niño 1–2, which are used to represent SSTA in different ocean regions. They all have large influences on rainfall in the HRB. SSTA-related indices data were provided by the Koningklijk Nederlands Meterologisch Instituut (KNMI) climate explorer database to identify candidate atmospheric predictors in the Bayesian-NHMM [28].

3. Methods

3.1. Determination of Rainy Season

There is, in general, no straightforward and unique method for determination of the length of rainy season. Most methods are somewhat subjective because they are based on threshold values of given indices to identify the rainy season, such as rainfall, monsoon, or temperature [29,30]. However, the moving t-test method applied in this study, which has been used by many researchers (e.g., Cao et al. [31]), does not need an ad hoc threshold. The method is characterized by identifying a breaking point between two samples. The two samples have equal size before and after the breaking point according to [32,33]:

\[ t(n,i) = \frac{(\bar{x}_{i2} - \bar{x}_{i1})n^{1/2}(Q_{i1}^2 + Q_{i2}^2)^{-1/2}}{Q_{i1}^2(Q_{i2}^2 + Q_{i1}^2)^{1/2}}, \]  

where \( \bar{x}_{i1}, \bar{x}_{i2}, Q_{i1}^2 \) and \( Q_{i2}^2 \) defined as:

\[ \bar{x}_{i1} = \sum_{j=i-n}^{i-1} x_j / n; Q_{i1}^2 = \frac{\sum_{j=i-n}^{i-1} (x_j - \bar{x}_{i1})^2}{(n-1)}, \]  

\[ \bar{x}_{i2} = \sum_{j=i}^{i+n-1} x_j / n; Q_{i2}^2 = \frac{\sum_{j=i}^{i+n-1} (x_j - \bar{x}_{i2})^2}{(n-1)}, \]

where \( x_j \) is daily precipitation data for Julian day \( i \) in one year at one station in the HRB. \( \bar{x}_{i1} \) and \( \bar{x}_{i2} \) are averaged values of two subsamples before and after Julian day \( i \), respectively. \( n \) is the length of each subsample.

The \( t \)-value was normalized by the 0.01 significance test shown in Equation (4), which is equal to the Mann-Kendall test at the 0.05 significance level:

\[ t_r(n,i) = \frac{t(n,i)}{t_{0.01}(n)}, \]  

where \( t_r(n,i) \) is the threshold to detect onset and retreat of rainy season. Onset is the Julian day \( i \) corresponding to the maximum \( t_r(n,i) \), with rainfall changing from a small to a large value. Similarly, retreat was evaluated by the minimum \( t_r(n,i) \).

The Xuchang Station (station 1) in the HRB is used as an example to show the determination of rainy season (Figure 3). The yellow-greenish lines present positive \( t_r(n,i) \) values and blue lines show negative values. The maximum \( t_r(n,i) \) is 1.83 when the Julian day is 151 and the timescale is 150. It means the most prominent abruption point is Julian day 151, which is also the onset of the rainy season, in the timescale of 150 days. Similarly, retreat of the rainy season in 2016 at station 1 is 312 in a timescale of 182 days.
3.2. The Bayesian Homogeneous Markov Model

A Bayesian-HMM is a stochastic model where data are generated conditionally on several discrete hidden states by a certain probability distribution. These underlying hidden states undergo Markovian transition. In terms of hydrological application, a hidden state could be considered as an unobserved weather variable, which affects precipitation occurrence and amount at many stations in a region at the same time. In this study, the Bayesian-HMM could present a probabilistic framework of the joint distribution of rainy-season precipitation at a daily time scale at the 21 rainfall stations in the HRB. Figure 4 demonstrates the model network where dependencies are denoted by arrows and time flow from left to right at an increment. $R_{t,s}$ refers to daily rainy-season precipitation at $s(t = 1, 2, \ldots, S)$ station at time $t$. $Z_s$ is a hidden Markov state variable in time $t$, with $Z$ ranging from 1 to $K$. $K$ is the total number of hidden states. $\theta$ is the set for all parameters in a spatial rainfall distribution, specific to hidden state $z$ and station $s$. 

**Figure 3.** Determination of rainy season by multi-scale moving t-test in 2016 for the Xuchang Station in the HRB. The red value on the left represents the largest $t_r$ value. The red value on the right represents the smallest $t_r$ value.

**Figure 4.** The Bayesian-hidden Markov model network. Dependencies are denoted by arrows, with time $t$, here in days, going from left to right. $t = 1, 2, \ldots, T$. 
Two assumptions are made for a Bayesian-HMM. The first is that hidden states are first-order Markov processes and the \( K \times K \) state-to-state probability matrix \( Q \) in Equation (5) does not change in time:

\[
P(Z_t|Z_{t-1}, \ldots, Z_1) = P(Z_t|Z_{t-1}), \tag{5}
\]

The second assumption is that the observations at time \( t \) are conditionally independent of observations and states of other days up to time \( t \), as shown in Equation (6):

\[
P(R_t|Z_{1:t}, R_{1:t-1}) = P(R_t|Z_t), \tag{6}
\]

where \( R_t \) is observed precipitation during rainy season during time \( t \) for \( S \) rainfall stations (\( S = 21 \) in this study). \( R_t = (R_{t,1}, R_{t,2}, \ldots, R_{t,S}) \). Based on both assumptions, the conditional likelihood of the Bayesian-HMM can be written as:

\[
P(R_t|Z, \theta_{z,S}) = \prod_{i=1}^{T} P(R_t|Z_t, \theta_{z,S})P(Z_t|Z_{t-1}), \tag{7}
\]

where \( P(Z_t|Z_0) \) represents the initial state distribution.

### 3.3. Bayesian Nonhomogeneous Markov Model

The Bayesian-NHMM is extended by introducing additional observed values into the transition matrix of the Bayesian-HMM to allow each transition to have specific logistic coefficients. As a consequence, precipitation is dependent on observed input variables. The matrix \( Q_t \) in the Bayesian-NHMM is a nonhomogeneous \( K \times K \) transition matrix with components \( q_{ij,t} \), which can be calculated as:

\[
q_{ij,t} = P(z_t = j|z_{t-1} = i, X_t, \delta) = \frac{\exp(\epsilon_{ij} + X_t p_j)}{\sum_{m=1}^{K} \exp(\epsilon_{jm} + X_t p_m)}, \tag{8}
\]

where \( X_t = (X_{t,1}, X_{t,2}, \ldots, X_{t,p}) \) represents a sequence of \( p \) exogenous atmospheric variables at time \( t \), which are related to rainy-season precipitation. \( p_j \) is a \( p \)-dimensional vector of coefficients related to \( X_t \). Let \( \delta = \delta_{ij} = (\rho_{ij}, \epsilon_{ij}) \) for convenience.

The other main component in a Bayesian-NHMM is state-dependent emission distributions \( P(R_t|Z_t, \theta) \), where \( \theta \) is the set of all parameters of emission distributions, specific to hidden state \( z \) and station \( s \). Generally, these distributions are also nonhomogeneous over time because \( \theta \) is dependent on station-level variables \( W_{t,S} \). \( W_{t,S} \) represents exogenous variables at time \( t \) related to rainfall stations, such as longitude, latitude, and Julian days. A delta function and a mixture of two gamma distributions are applied to fit dry days and rainfall amounts on wet days [34,35].

Figure 5 presents the Bayesian-NHMM network and how the two types of exogenous variables (\( X_t \) and \( W_{t,S} \)) affect the model. The conditional likelihood of data in the Bayesian-NHMM can be written as:

\[
P(R_t|x, w, z, \delta, \theta_{z,S}) = \prod_{t=1}^{T} P(R_t|x_t, w, \theta_{z,S})P(Z_t|Z_{t-1}, x_t, \delta), \tag{9}
\]
Estimation begins with Bayes’ conditional probability theory:

\[ P(\theta|R) = \frac{P(\theta)P(R|\theta)}{P(R)}, \]  

where \( \theta \) refers to all parameters in the model and \( R \) is the rainfall sequence. \( P(\theta) \) is an unconditional distribution, representing our knowledge of \( \theta \) prior to \( R \). \( P(R|\theta) \) is the likelihood function, and \( P(\theta|R) \) represents the posterior density.

For simple problems Equation (10) can have analytical solutions, but closed-form solutions do not exist for complex models. As a consequence, Markov Chain Monte Carlo (MCMC) methods are used to provide samples from the posterior densities of interest. The detailed process on how to use MCMC in the Bayesian-NHMM is presented by Holsclaw et al. [19].

4. Results and Discussion

Below, steps to construct the models are briefly described. First, the Bayesian-HMM is run to identify spatial dependence between different rainfall stations in the HRB and different number of hidden states. The optimal Bayesian-HMM is chosen by comparing log-likelihood among models with different number of hidden states. In this phase, daily rainfall amount and rainfall occurrence probability for different states are calculated. The temporal sequence of hidden states of Bayesian-HMM is then calculated by the Viterbi algorithm. The Viterbi algorithm could find the state sequence where

---

**Figure 5.** The Bayesian-NHMM network. Dependencies are denoted by arrows, with time \( t \), here in days, going from left to right. \( t = 1, 2, \ldots, T \). The observed values \( (R_{(t,S)}, X_t, W_{(t,S)}) \) are shown in grey boxes. The unknown parameters (\( \delta \) for the transition probabilities and \( \theta \) for the emission distribution), and the hidden states \( (Z_t) \) are denoted as circles. \( Q_t \) in double circles is a set of matrices including the transition probabilities from the Markov property of hidden states and the exogenous variables \( X_t \).
$P(R_t, Z_t)$ is maximum and identify the most probable sequence of rainfall states [36,37]. The detailed dynamic programming algorithm is provided by Kirshner [38].

Then, the relationship between meteorological elements and rainy-season precipitation corresponding to different hidden states is explored to explain the underlying causes of different rainfall patterns in the different hidden states.

Finally, analysis of potential predictors is performed in the Bayesian-NHMM. The Bayesian-NHMM is fitted to different combinations of candidate predictors (SSTA-related indices, such as IDO, SNAO). Evaluation of all models is carried out by five-fold cross-validation, where five different consecutive six-year blocks of data are used in turn and models are fitted to the other 24 years of data. For each model, 1000 predictive runs for each of the six-year blocks are generated. The ability to simulate seasonality and interannual variability of rainfall is evaluated among different models.

4.1. Identification of Hidden States and Spatial Precipitation Dependence

The number of hidden states has a considerable effect on model performance. The selection of appropriate number of hidden states $k$ in the Bayesian-HMM was guided by calculating log-likelihood of models with different choices of $k$ under fivefold cross validation (shown in Figure 6). Log-likelihood is often applied to determine the number of hidden states (e.g., Robertson et al. [35]). As shown in Figure 6, the log-likelihood increases sharply initially before $k = 4/5$ and then levels off. As a consequence, the daily rainfall amount and rainfall occurrence probability for the four-state model (shown in Figures 6 and 7) and the five-state model (shown in Figures S1 and S2) are compared. In Figures 6 and 7, the dots in the four-panel figures demonstrate not only the location of rainfall stations but also the magnitude of daily precipitation amount vs. rainfall occurrence probability. The darker dots indicate larger rainfall amount during rainy season/rainfall occurrence probability. It can be seen from Figure 7 that State 1 represents dry days during rainy season. State 2 demonstrates days with small rainfall amount in the southern part of the HRB, with the northern HRB showing a wetter signal. In contrast, State 3 represents large (small) rainy-season precipitation in the southern (northern) region of the HRB. State 4 demonstrates days with a large amount of rainy-season rainfall for all stations. The occurrence probability for the four states is shown in Figure 8, which corresponds to Figure 7. States 1 and 4 show the smallest, and largest precipitation occurrence probability, respectively. State 2 demonstrates more probable rainfall in the northern HRB and less in the southern HRB, while State 3 shows the opposite situation. In Figure S1, patterns of daily rainfall amount for five states are presented. States 1–3 show similar patterns and all represent dry days during rainy season. State 4 shows wet signals in the southern part of the HRB, with the northern HRB presenting dry signals. State 5 demonstrates wet signals for all stations. In Figure S2, States 2 and State 4 also show similar patterns for rainfall occurrence probabilities. It can be pointed out that the difference among states in the five-state model is not that clear as compared to the four-state model. Consequently, the four-state model was chosen in this study.
Figure 6. Log-likelihood scores with different number of states in the Bayesian-HMM.

Figure 7. Daily rainfall amount for four selected states. The dots in the figure demonstrate not only the location of rainfall stations but also the magnitude of daily precipitation amount.
Figure 8. Rainfall occurrence probability for four selected states. The dots in the figure demonstrate not only the location of rainfall stations but also the magnitude of rainfall occurrence probability.

The most likely daily series of the four states described above are plotted in Figure 9. In general, Figure 9 suggests that precipitation sequences present considerable variability in terms of rainfall amount and occurrence probability for both seasonal (horizontally in Figure 9) and interannual time scale (vertically in Figure 9), which is demonstrated in detail in Figure 10. As shown in Figure 10, the frequency of State 1 decreased from onset of rainy season to the middle phase and then increased. The frequency of States 2 and 4 was highest in the middle phase of the rainy season, with State 3 showing no obvious trend. At the interannual scale, the frequency of State 1 fluctuated before year 2003, followed by an obvious downward trend. States 2 and 3 reached generally stable levels. State 4 showed a downward tendency before year 2003, with an upward trend from 2003 to 2007. The frequency reached a peak at 2007 and then stabilized.

State 4 (the wettest state) showed high frequency in 2003 and 2007, with State 1 presenting obvious small frequency, which could contribute to floods. According to previous research, heavy floods occurred in July 2003 in the HRB, with the largest flood during 91 years [39–42]. Similarly, heavy floods occurred over the entire HRB in 2007 [39,43,44].

Summarized from Figures 6–9, State 1 represents a dry homogeneous signal for all stations, which is dominant near the onset and retreat of rainy season. State 2 is a wet, but nonhomogeneous, condition mainly in the middle phase of rainy season. In this case, there is larger precipitation in the northern part of the HRB. State 3 is also a nonhomogeneous wet condition, but larger rainfall is shown in the southern HRB. State 4 could be defined as a very wet homogenous condition for all stations, which is dominant in the middle phase of rainy season.
Summarized from Figures 6–9, State 1 represents a dry homogeneous signal for all stations, which is dominant near the onset and retreat of rainy season. State 2 is a wet, but nonhomogeneous, condition mainly in the middle phase of rainy season. In this case, there is larger precipitation in the northern part of the HRB. State 3 is also a nonhomogeneous wet condition, but larger rainfall is shown in the southern HRB. State 4 could be defined as a very wet homogeneous condition for all stations, which is dominant in the middle phase of rainy season.

4.2. Meteorological Patterns Associated with the Hidden States

Each particular day can be classified into one of the hidden weather states in the Bayesian-HMM. Averaged atmospheric circulation over common-state days can present a physical linkage between
weather states and atmospheric forcing factors. To gain insight into precipitation patterns related to weather states, we averaged wind vectors and moisture flux over days classified into one state.

Figure 11 shows composite atmospheric anomalies for four hidden states at 850 hPa geopotential height. Li et al. [21] performed a comparison among circulation patterns at 200, 500, and 850 hPa in the HRB and pointed out that heavy rainfall is mainly associated with wind anomalies at the 850 hPa level. As shown in Figure 11, State 1 presented weakest moisture flux and monsoon near the HRB, which is consistent with results showing that State 1 has the smallest rainfall. State 2 shows a similar circulation pattern to State 3, both with stronger monsoon and increased moisture flux as compared to State 1. State 4 is most frequent in the middle phase of rainy season (Figure 10) and is representative of the strongest monsoon. Zhang et al. [39] analyzed the effects of ENSO on seasonal precipitation in the HRB and used the water vapor flux maps to explore the underlying causes of ENSO-related precipitation. They pointed out that water vapor corresponds to the amount of rainfall in the HRB. Active water vapor could bring enough precipitation to the HRB. Cao et al. [45] analyzed the influence of monsoon on rainy-season precipitation in the HRB. Stronger monsoons from the Indian Ocean are related to more rainfall in the HRB. The underlying causes of different rainfall states shown in this study are associated with monsoon and water vapor flux. Stronger monsoons and active water vapor correspond to wetter states in the HRB, which are consistent with their research.

Figure 11. Composite atmospheric anomalies for four hidden states at 850 hPa geopotential height.

4.3. Bayesian-NHMM Calibration and Validation

4.3.1. Selection of Potential Predictors for Bayesian-NHMM

The first step to build the Bayesian-NHMM is to select potential predictors. Much research has analyzed the influence of El Niño-Southern Oscillation (ENSO) on precipitation over the HRB [20,39,46–49]. Wang et al. [20] studied spatial and temporal patterns of rainfall over the HRB. They established a possible link between rainfall and different ENSO events, such as in the Eastern Pacific [21], found that heavy precipitation is affected by SSTA over the equatorial Western Pacific and the Northern Indian Ocean. As a consequence, Niño indices (i.e., Niño 1–2, Niño 3, Niño 3.4, Niño 4), which are used to define different types of ENSO, were chosen as candidate
predictors in the Bayesian-NHMM. In addition, Liu et al. [47] pointed out that the influence of ENSO on rainfall over the HRB is offsetting the relationship between the IOD and summer rainfall. Other researchers argued that Pacific Decadal Oscillation (PDO), North Atlantic Oscillation (NAO), SNAO also have important effects on precipitation in the HRB [50–54]. IOD, PDO, NAO, and SNAO, therefore, were also selected as candidate predictors. In Table 2, correlation between candidate predictors and rainy-season precipitation is listed. Considering that large-scale climate indices have lagged influence on region-scale rainfall, relationships between rainy-season rainfall and candidate predictors with a lag ranging between 1 and 12 months were calculated. Lag combinations with the strongest correlation for each predictor are listed in Table 2. Three predictors (IOD, SNAO, and Niño 1–2) were chosen, with the absolute value of \( r_s \) larger than 0.3 and \( p \)-value smaller than 0.1, in order to guarantee that correlation between rainfall and climate indices is strong and that results are significant at the 0.1 significance level.

| Predictors   | Lag | \( r_s \) | \( p \)-Value |
|--------------|-----|----------|--------------|
| IOD          | 4   | 0.342    | 0.064        |
| SNAO         | 5   | 0.332    | 0.079        |
| Niño 1–2     | 2   | -0.314   | 0.091        |
| Niño 4       | 12  | 0.297    | 0.117        |
| Niño 3.4     | 9   | 0.206    | 0.283        |
| NAO          | 10  | -0.191   | 0.322        |
| Niño 3       | 8   | 0.149    | 0.440        |
| PDO          | 7   | -0.054   | 0.780        |

In Table 3, models together with their corresponding combinations of predictors are listed. The result of Bayesian-HMM to predict rainfall was calculated to compare with the Bayesian-NHMM.

| ID | Model           | Predictors          |
|----|----------------|---------------------|
| 1  | Bayesian-HMM   |                     |
| 2  | Bayesian-NHMM  | IOD                 |
| 3  | Bayesian-NHMM  | IOD + SNAO          |
| 4  | Bayesian-NHMM  | IOD + SNAO + Niño 1–2|

4.3.2. Seasonality

The quality of selected models to reproduce the seasonal cycle of rainfall is illustrated in Figure 12. The blue line shows the seasonality of observed rainy-season precipitation, obtained by averaging precipitation for all stations and each day during the rainy season for 30 years. The red line presents simulated mean rainy-season precipitation. The range of variation from 1000 simulations in each model is presented by the shaded area, which interprets the inter-quartile range. The coefficient of variation of root mean squared error (CVRMSE) of each model is calculated in order to provide an estimate of the difference in the performance of the models. CVRMSE is defined as:

\[
CVRMSE = \sqrt{\frac{1}{N_a} \sum_{i=1}^{N_a} (X_{si} - X_{oi})^2} / \left(\frac{1}{N_a} \sum_{i=1}^{N_a} (X_{oi})\right),
\]

where \( X_{si} \) is mean rainy-season rainfall from simulations, \( X_{oi} \) is mean rainy-season rainfall from observations, and \( N_a \) is the number of years.
NHMMs based on the set of predictors. This means the Bayesian-NHMM can be efficient in predicting future change of rainfall seasonality. The Bayesian-NHMM model with predictors DMI and SNAO is better in reproducing the typical seasonal precipitation during rainy season than the other two Bayesian-NHMMs, considering its smaller CVRMSE value.

Figure 12. Comparison between seasonal cycle of observed (blue) and simulated (red) rainfall amount averaged for all stations in the period of 1987–2016.

From Figure 12, it is clear that the Bayesian-HMM cannot reproduce the seasonal cycle of rainy-season precipitation in the HRB, but the seasonality is well captured by the different Bayesian-NHMMs based on the set of predictors. This means the Bayesian-NHMM can be efficient in predicting future change of rainfall seasonality. The Bayesian-NHMM model with predictors DMI and SNAO is better in reproducing the typical seasonal precipitation during rainy season than the other two Bayesian-NHMMs, considering its smaller CVRMSE value.

4.3.3. Interannual Variability

In this section, the ability of different Bayesian-HMM and Bayesian-NHMMs to capture interannual variability of rainfall amount and wet days during rainy season is evaluated. Figure 13 demonstrates a comparison between interannual variability of observed and simulated rainfall amount. The blue line shows observed rainy-season precipitation at the interannual scale, obtained by averaging rainy-season precipitation for all stations and each year. The red line presents mean simulated rainy-season precipitation for each year. The range of variation from 1000 simulations for each model is presented by the shaded area, which interprets the inter-quartile range.

As seen from Figure 13, the Bayesian-HMM cannot capture the interannual variation of rainy-season precipitation. The Bayesian-NHMM with three predictors (DMI, SNAO, and Niño 1–2) fits the observations better as compared to models with one or two predictors. The CVRMSE is presented in the figure to make a more complete analysis. It can be pointed out that the three-predictor Bayesian-NHMM has the smallest CVRMSE value (0.177), showing its better performance in simulating interannual rainfall amount during the rainy season.

Figure 14 demonstrates a comparison between interannual variability of observed and simulated wet days during rainy season. Similarly, the performance of the Bayesian-HMM is worst and the
Bayesian-NHMM with three predictors presents the best ability to capture wet days during rainy season at the interannual scale.

Figure 13. Comparison between interannual variability of observed (blue) and simulated (red) rainfall amount averaged for all stations during the period of 1987–2016.

Figure 14. Comparison between interannual variability of observed (blue) and simulated (red) wet days averaged for all stations during the period of 1987–2016.
5. Conclusions

A new approach (Bayesian-NHMM) to simulate multisite rainfall in the HRB was presented in this study. As compared to the traditional NHMM, the model allows for exogenous variables to affect both transition probabilities of hidden states and emission distribution. In addition, sampling was done in the Bayesian-NHMM by a data augmentation method that removed the need to tune parameters.

The Bayesian-HMM was first used to analyze rainfall pattern during rainy season in the HRB for 21 precipitation stations during 1987–2016. A four-state model was chosen from analysis of log-likelihood of precipitation in the model. The Viterbi algorithm was applied to show temporal evolution of hidden states driving the observed rainfall. Heavy precipitation state is related to strong monsoon from the Indian Ocean that brings large amounts of moisture to the HRB.

The Bayesian-NHMM was then used to successfully downscale and simulate precipitation based on atmospheric predictors. The performance of models with different combination of predictors (IOD; IOD + SNAO; IOD+SNAO + Niño 1–2) were evaluated in terms of their ability to capture seasonality and interannual variability of rainfall.

The results show that the Bayesian-NHMM is better to capture such variations as compared to the Bayesian-HMM, because precipitation was conditioned on atmospheric information. In general, the Bayesian-NHMMs with different predictors are better to capture most local precipitation patterns. The distributional properties of rainfall, such as seasonal cycle of rainfall amount and interannual variability of rainfall amount and wet days during the rainy season, were well presented by the Bayesian-NHMM.

Supplementary Materials: The following are available online at http://www.mdpi.com/2073-4441/11/5/916/s1, Figure S1: Daily rainfall amount for five states, the dots in the figure demonstrate not only the location of rainfall stations but also the magnitude of daily precipitation amount, Figure S2: Occurrence probability for five states, the dots in the figure demonstrate not only the location of rainfall stations but also the magnitude of rainfall occurrence probability.
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