Three-dimensional correlative single-cell imaging utilizing fluorescence and refractive index tomography
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Cells alter the path of light, a fact that leads to well-known aberrations in single cell or tissue imaging. Optical diffraction tomography (ODT) measures the biophysical property that causes these aberrations, the refractive index (RI). ODT is complementary to fluorescence imaging and does not require any markers. The present study introduces RI and fluorescence tomography with optofluidic rotation (RAFTOR) of suspended cells, facilitating the segmentation of the 3D-correlated RI and fluorescence data for a quantitative interpretation of the nuclear RI. The technique is validated with cell phantoms and used to confirm a lower nuclear RI for HL60 cells. Furthermore, the nuclear inversion of adult mouse photoreceptor cells is observed in the RI distribution. The applications shown confirm predictions of previous studies and illustrate the potential of RAFTOR to improve our understanding of cells and tissues.
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1 | INTRODUCTION

The interaction of light with cell plays a central role in microscopic imaging, not only because of imaging aberrations due to diffraction at cells and tissues, but also mainly due to the growing amount of novel techniques that depend on the detailed understanding of light-cell interaction [1–5]. The property that governs this interaction is the refractive index (RI) distribution of a cell. It is known that the RI is proportional to mass density for biological materials [6, 7] and thus imaging its distribution directly gives access to structural information [8–12]. The average RI has been used to identify the differentiation state of a cell [13]. By colocalizing the RI with fluorescence images, dense cellular components, such as mitochondria and lipid droplets, could be identified as regions with high RI values [14, 15]. Knowledge of the RI also allows to characterize the mechanics of cells with the help of photonic techniques. For instance, the RI is necessary to calculate the optical forces acting in the optical stretcher [1] or to convert a measured Brillouin shift to elasticity [5, 16]. The cell with its RI distribution can be seen as an optical element with a specific function. For instance, the optical properties of cells and nuclei improve the passage of light through the inverted vertebrate retina [17–19]. A recent debate in the biophotonics community centers on the question, whether the nucleus of a cell has a lower RI than the cytoplasm [8, 9, 20]. Adding to this debate, we were able to show that the RI of isolated nuclei is lower compared to the cell average RI for several cell lines [21], which was confirmed by an independent
study [22]. However, these studies measured the RI of isolated nuclei, raising the question whether the nuclear RI in situ is also lower. These examples illustrate the need for techniques that combine RI and fluorescence imaging in 3D to quantify the RI in specific intracellular regions.

In general, the RI is determined by measuring its phase-shifting effect on light. Quantitative phase imaging is commonly achieved using interference-based techniques, such as digital holographic microscopy (DHM) [23] or quadrwave lateral shearing interferometry [14, 24]. A 2D quantitative phase image of a cell represents its optical thickness, that is, RI multiplied by distance. With a tomographic approach, this phase information can be transformed into a 3D RI distribution with subcellular resolution.

One such tomographic approach is optical diffraction tomography (ODT) which employs the Rytov approximation to correct for diffraction of light at cells [25, 26]. ODT requires the acquisition of a complex field sinogram—a set of intensity and quantitative phase images from different directions. There are several approaches to obtain such sinograms. The most common techniques illuminate the specimen from multiple directions through a high NA objective, reaching an angular coverage of up to 140° [8, 15, 27–31]. However, even though these techniques are capable of high lateral resolution [32, 33], they come with low axial resolution due to the missing angular coverage which can only partially be addressed by regularization. To record a sinogram with an angular coverage of 180° and above, multiple techniques, including optical tweezers [34, 35], flow-induced rotation in a microfluidic channel [36], and the mechanical rotation of the specimen or the imaging device [37–40], were proposed. In the present study, we combine a 360° contact-free, optofluidic rotation of single, suspended cells [41] with quantitative phase and fluorescence imaging. Our approach extends previous work [33, 34, 42] by introducing colocalized segmentation of the RI and fluorescence data in 3D, which enables a quantitative analysis of the intracellular RI in situ.

Correlative RI and fluorescence tomography with an optofluidic rotation faces 2 major challenges. Due to the fact that the sample rotation is continuous, tomographic imaging with optofluidic rotation requires a preprocessing step to register the discrete angular positions of each sinogram image. In a previous study, we showed that this registration is possible by tracking a distinctive diffraction spot created by a high RI gradient within the cell [43]. However, this approach cannot be applied in general, because not all cell types exhibit such prominent features. In addition, the complex field and fluorescence images need to be aligned in space and time to allow a correct colocalization of the resulting 3D data. A universal tomographic approach that addresses colocalization and sample rotation with an unknown angular velocity has not been described so far.

Here, we present RI and fluorescence tomography with optofluidic rotation (RAFTOR), including a novel data processing pipeline that allows to correct for spatial drift and average angular velocity changes during sample rotation. We assess the ODT reconstruction quality of our approach using a phantom specifically designed to mimic RI values of cells. By colocalizing the 3D RI with the 3D fluorescence data, we are able to resolve and characterize intracellular structures which we showcase by segmenting and quantifying the RI of the nucleus. For an exemplary HL60 cell, we measure a nuclear RI that is lower than the RI of the cytoplasm, which confirms previous results [21, 22]. In addition, a 3D RI analysis of an adult mouse photoreceptor cell shows an increased RI at the center of the cell as a result of terminal differentiation associated with an inversion of the chromatin structure [17]. Thus, RAFTOR provides an accurate quantification of the intracellular RI distribution in 3D and demonstrates the advantage of complementing ODT with fluorescence tomography for the biophysical characterization of single, suspended cells.

2 | OPTOFLUIDIC SETUP FOR CORRELATIVE REFRACTIVE INDEX AND FLUORESCENCE TOMOGRAPHY

To perform 3D RI tomography, two steps are required: sinogram acquisition and subsequent reconstruction. We acquire the sinogram images during contact-free rotation of single, suspended cells using an optofluidic cell rotator (OFCR) (Figure 1A). In the OFCR, cells are trapped in three dimensions with a dual-beam laser trap [44, 45] built from a fiber laser (λ = 780 nm, EYLSA 780, Quantel laser) with two optical fibers (PM780-HP, Nufern). To induce a rotation of the trapped cell, we introduce a microfluidic flow. The asymmetric drag forces acting on the cell, induced by placing the trapping position slightly off-center with respect to the parabolic flow profile, lead to a rotation of the sample around the trapping axis (Figure 1B). Optofluidic rotation of cells in a similar configuration was introduced by Kolb et al. [41].

To record sinogram images, the OFCR was combined with a setup enabling simultaneous complex-field- and fluorescence-imaging (the complex-field images will be referred to as quantitative phase images in the following for simplicity). The OFCR was placed on a standard inverted microscope (IX71, Olympus) which was combined with a custom-built extension that splits the light path for simultaneous fluorescence and quantitative-phase imaging (Figure 1C). For the quantitative phase images, a halogen lamp (TH4-200, Olympus) mounted at the top lamp-port of the microscope was used as light source. The spectrum was restricted by a band pass filter to 647 ± 57 nm (F1, F37-647, AHF analysetechnik). For the fluorescence imaging, a mercury lamp (U-RFL-T, Olympus) was mounted on the back lamp-port. An excitation filter as well as a dichroic mirror were mounted in a filter cube (FC, filter set 01, BP 365/12, FT 395, Zeiss) to separate the excitation from the emission light of the fluorophore. The emission filter of the filter-set (F3) was mounted separately. A 40 × microscope objective was used for imaging (NA 0.65, Zeiss). The fluorescence emission of the
fluorescent dye used to stain the sample (peak wavelength $\lambda = 461$ nm) and the light that carries the quantitative phase information ($\lambda = 647$ nm $\pm$ 57 nm) were coupled out at the side-port of the microscope.

To separate the fluorescence signal from the quantitative phase information, a dichroic mirror with a cut-off wavelength of 550 nm (DM, DMLP550R, Thorlabs) was installed after the side-port. The light carrying the phase information was transmitted by the dichroic mirror. After the dichroic mirror, a short-pass filter (F2, FESH0700, Thorlabs) blocked the remaining scattered light of the trapping lasers. Additionally, a telescope (L1, LD2060-A $f = 15$ mm and L2, LBF254-075-A $f = 75$ mm, Thorlabs) was implemented to further magnify the image by a factor of 5 before it was recorded by a commercial quantitative phase imaging camera (SID4-Bio, PHASCIS) [14, 24]. From the interferograms recorded with this camera, quantitative phase and intensity images were calculated with a proprietary software (SID4-Bio, version 2.1.0.5, PHASCIS) and further processed as described in section 6.3. The fluorescence emission was reflected by the dichroic mirror. An additional short-pass filter (F4, FES0550, Thorlabs) and the emission filter of the filter cube (F3, LP 397, filter set 01, Zeiss) blocked the residual reflected light of the halogen lamp as well as the excitation light of the fluorescence lamp. The fluorescence emission was detected with a CMOS camera (Marlin F-146, Allied Vision Technologies).

A non-magnifying telescope built from 2 lenses with the same focal length (L3, L4, LB1471-B $f = 50$ mm, Thorlabs) was implemented in front of the camera. This telescope enabled to shift the focal plane slightly and therefore allowed to match the focal plane of the fluorescence camera to that of the phase-imaging camera. The setup allows a simultaneous recording of fluorescence and complex field sinograms of single cells. The 4 images in Figure 1D showcase the optofluidic rotation of an HL60 cell by about 24° (this angular range was obtained with the method described in sections 3 and 6.6). A full 360° rotation of an HL60 cell can be found in Video S1. The rotation becomes apparent when observing the the positional change of the dark an the bright diffraction spots in the intensity images.

**3 | SINOGRAM ANALYSIS**

In practice, optofluidic rotation is prone to translational movements of the imaged object in the optical trap (see e.g. supporting “Movie 2” in [41]). Additionally, objects often exhibit a rotation with varying angular velocity. A successful tomographic reconstruction of the 3D RI and fluorescence information requires a correction for these irregular movements in the complex field and fluorescence sinograms. To address this issue, we introduced a novel sinogram analysis pipeline. The phase and intensity images (Figure 2A,B) were used for the alignment process and the fluorescence images (Figure 2C) were aligned accordingly by superposition in an additional analysis step.

To correct for the translational movement, we used an object-optimized preprocessing step and a subsequent feature-based algorithm to find the object center as described in detail in section 6.5. For instance, the white halo that is visible in the intensity image of the HL60 cell in Figure 2B can be enhanced (Figure 2D) to allow fitting of a circle and subsequent alignment of the full sinogram using the circle center positions. The improvement of the sinogram data quality after such an alignment step is illustrated in Figure 2E.
To characterize the varying angular velocity during the rotation, we analyzed a sinogram slice that contains visible sinusoidal structures. These sinusoidal structures are generated by diffraction spots and appear with bright-dark transitions in the intensity sinogram (Figure 2F). For a non-uniform rotation, the sinusoidal structures are skewed but can be traced and fitted with a smooth periodic function (see section 6.6). The data from the fit allowed us to register an angular position to each of the recorded sinogram images. These angular positions were then incorporated in the tomographic reconstruction process for both, 3D RI (backpropagation with the Rytov approximation) and 3D fluorescence (backprojection), as described in section 6.7. Our sinogram analysis pipeline, implemented in the Python programming language, is available upon request.

4 RESULTS

4.1 Assessment of 3D reconstruction quality utilizing an artificial cell phantom

To validate the accuracy of the obtained 3D RI distributions, we analyzed the resolution and the RI with an artificial cell phantom. The cell phantom was manufactured using 2 materials, silica beads (Microparticles, $d = 2.79 \mu m \pm 0.12 \mu m$ (mean \pm SD)) embedded in hydrogel spheres (preparation described in 6.1.1).

To obtain ground truth values for the RI values of the phantom, we acquired 2D quantitative phase images of both building materials individually and determined average RI values by exploiting sphericity with the method described in [46]. Hydrogel beads, manufactured in the same way as the phantom, had an average RI of $n_{\text{hydro}2D} = 1.356 \pm 0.004$ (mean \pm SD, $N = 54$). The average RI of the silica beads was $n_{\text{silica}2D} = 1.430 \pm 0.001$ ($N = 28$) which we additionally confirmed with RI matching. For the RI measurement of the silica beads we have also considered that silica beads in the small size regime as those used in this study are porous and hence can change the RI when the content of the pores is changing [47, 48]. The data of all 2D phase measurements are shown in Figure S2.

A 3D RI reconstruction of a cell phantom containing 2 silica beads is shown in Figure 3. In the isosurface representation (Figure 3B), the 2 silica beads are clearly visible within the larger hydrogel bead. The sinogram data and a z-stack of the reconstructed 3D RI are shown in the Videos S3 and S4. The diameters of the 2 beads are $d_1 = 2.9 \mu m$ and $d_2 = 2.5 \mu m$. We obtained these diameters by computing an effective diameter for 2 cross-sectional slices and averaging those for each bead. A comparison of the diameters of the silica beads determined from the 3D reconstruction to the size given by the manufacturer show a good agreement. The first diameter $d_1$ lies within the given SD and the second diameter $d_2$ is only slightly smaller. The average RI of the silica beads and the hydrogel was determined using the segmentation shown in Figure 3B to be $n_{\text{silica}} = 1.380$ for the silica beads and $n_{\text{hydro}} = 1.354$ for the hydrogel. Note that for the silica beads, the RI values from the 2D measurements
are higher than the values from the 3D tomographic measurement. In contrast, the values for the hydrogel RI agree well, the RI determined from the 3D measurements lies within the SD of the 2D measurement. Overall, the higher RI of the silica beads compared to the hydrogel is clearly visible and the structure of the phantom is well-resolved in the 3D reconstruction.

4.2 Colocalization of RI and fluorescence signal

To be able to interpret 3D RI maps of cells and to verify the assumption that different organelles have distinct RI signatures, we performed colocalization experiments with tomographic fluorescence imaging. Here, we show this colocalization for the nucleus of an HL60 cell. Fluorescence imaging of the nucleus was realized using the DNA marker Hoechst33342 (Molecular Probes) alongside the RI measurements of the cell. The recorded sinograms, which were used for the 3D reconstructions in Figure 4, are shown in the Video S1 and had a total of 140 complex field images and 292 fluorescence images. A slice through the resulting 3D-fluorescence reconstruction of the nucleus and the 3D RI map of the whole cell are shown in Figure 4A,B for an HL60 cell. The complete z-stack of the 3D reconstruction of RI and fluorescence are shown in Video S5.

To determine the different compartments in the 3D reconstruction, we performed segmentation in RI and fluorescence. A segmentation of the 3D fluorescence map allows a determination of the nuclear shape and position inside the cell, which is indicated by the dashed outline of the nucleus in Figure 4A. The outline of the complete cell and the high RI region that corresponds to the nucleolus [49] were determined by segmentation of the 3D RI map.

FIGURE 3 Reconstruction challenge with cell phantom. (A) Slice through the 3D refractive index reconstruction of an artificial cell phantom consisting of two silica beads inside a larger hydrogel sphere (see text). The dashed lines show a segmentation of the phantom and the larger silica bead at \( n_{\text{white}} = 1.35 \) and \( n_{\text{black}} = 1.377 \) (scale bar, 5 \( \mu \)m). (B) 3D isosurfaces of the segmentation. The dashed line indicates the position of the cross-section shown in (A).

FIGURE 4 Nuclear refractive index is lower than that of cytoplasm. Slice images (scale bar, 5 \( \mu \)m) of reconstructed (A) fluorescence (Hoechst staining for DNA) and (B) refractive index (RI) illustrate the segmentation of the nucleus (dashed line using fluorescence data) and the cell and the nucleolus (solid lines with \( n_{\text{white}} = 1.347 \) and \( n_{\text{black}} = 1.362 \). The 3D isosurfaces are shown in (C). The log-linear histogram plot (D) shows the different contributions of cytoplasm (cell without nucleus) and the nucleus to the overall RI after segmentation. The high RI fraction of the nucleus resembles the nucleolus.
(Figure 4B). A 3D representation of the segmentation is visualized by isosurfaces in Figure 4C.

Based on the segmentation of the nucleus, the slice through the 3D RI reconstruction in Figure 4B shows, apart from the nucleolus, lower RI values in the nuclear area when compared to the cytoplasm. The segmentation of the 3D RI map and the correlation with the fluorescence data permits an additional quantification of the RI values in defined regions. In Figure 4D, a histogram of all RI values found in the reconstructed RI map is compared to the histograms of the cytoplasm, nucleus, and nucleolus. Note that the main contribution of the cytoplasm has a higher RI value compared to the main contribution of the nucleus. The nucleus has a region that has high RI values which we can attribute to the nucleolus. Overall, the presented example of RI and fluorescence colocalization tomography show the possibility to determine the RI and thus mass density of specific cellular compartments in their natural environment.

4.3 | Retina nuclei 3D refractive index distribution

The RI distribution of cells plays a particularly important role in the inverted retina of vertebrates, where the RI of the tissue influences the light transmission and detection. Solovei et al. found a curious inversion in the chromatin arrangement in the nuclei of mouse rod photoreceptor cells during development. The finding of this inversion was also the basis for further studies of the light guiding properties of the retina [17–19].

Using 3D fluorescence and RI colocalization tomography, we observed this inversion also in the 3D RI distribution of mouse retina cells. In Figure 5A,B a slice through the 3D reconstruction of a retina cell in an early stage of development (P10; 10 days after birth) is shown in fluorescence (Hoechst staining for DNA) and RI reconstruction. The corresponding sinogram and z-stacks of the reconstruction are shown in the Videos S6 and S7. The fluorescence data (Figure 5A) is used to outline the nucleus (dashed line) and the outline is transferred to the slice of the RI reconstruction (Figure 5B). The RI reconstruction indicates a lower RI in the center of the nuclear region surrounded by a higher RI at the border (Figure 5B). In contrast, the reconstructed retina cell of the adult mouse (Figure 5C,D) is much smaller in size and also shows a more spherical shape (sinogram in Video S8 and reconstruction in Video S9). In the depicted slice through the 3D RI, the RI is constantly increasing from the rim of the cell towards the center (Figure 5D). The same trend is visible for the fluorescence intensity signal. This agrees with the mentioned inversion of the chromatin arrangement in mouse rod photoreceptor cells found by Solovei et al. and also with the change in size and shape of the cells described in the same publication [17]. Hence, adult mouse rod photoreceptor cells show an increased RI in the center of 3D RI distribution and therefore act as microlenses [17–19].

5 | DISCUSSION

The ability to assign RI values to specific intracellular compartments is important for the biophysical characterization of cells. We have presented a setup enabling simultaneous phase and fluorescence tomography of single cells that are rotated in a contact-free manner using an optofluidic approach. Furthermore, we have presented a novel data processing pipeline which overcomes deficiencies in the data acquisition such as translational movements of the sample during the rotation or irregularities in the angular velocity. Our technique generates 3D correlated RI and fluorescence data that allows to quantify the RI of fluorescently labeled intracellular compartments.

5.1 | Accuracy

To assess the quality of the achieved 3D RI maps, we introduced an artificial cell phantom composed of silica beads incorporated in a hydrogel bead. The size of the silica beads in the reconstructed 3D RI map showed good agreement with the value of the manufacturer. The average RI value found for the hydrogel lies well within the SD determined by 2D quantitative phase measurements (SD = 0.004) with a difference of only Δn = 0.002. Note that this difference can be explained by the algorithm described in [46] which makes use of Canny edge detection, leading to an underestimation of the bead radius and an overestimation of its RI by approximately 0.002 (data not shown). The RI values of the silica beads, on the other hand, showed a discrepancy of
\( \Delta n = 0.05 \) which is not within the SD of the 2D measurements (SD = 0.001). This discrepancy has its origin in the data acquisition and reconstruction processes. The effect of the irregular rotation of the phantom is suppressed by the analysis pipeline but still leads to blurring in the 3D reconstruction (see Videos S3 and S4). An analysis of the Fourier transform of the 3D RI data showed a frequency support that corresponds to a spatial resolution of 1 to 2 \( \mu \)m along all axes (data not shown). Data blurring is visible in Figure 3A, where the high RI values of the silica bead are not completely confined to a symmetric, circular outline, but appear smeared out. Due to the resulting mixing of RI values with those of the surrounding hydrogel, the overall RI of the silica bead appears lower compared to the previously determined ground truth values. In addition to inaccuracies of the image alignment, the reconstruction method can influence the result as well. The validity of the Rytov approximation depends on the difference in RI values [50]. An RI reconstruction from finite-difference time-domain simulations using the values of the cell phantom (see e.g. [51]) showed that the Rytov approximation underestimates the RI of the silica beads by approximately \( \Delta n = 0.005 \) (data not shown). These 2 phenomena together can explain the lower RI of the silica beads found in the 3D reconstruction compared to the ground truth values. Note that the effect of blurring along the rotational axis due to the uniaxial rotation (often referred to as “missing-apple-core”) is small compared to these 2 phenomena [51–53].

The overall trend of a larger RI of the silica beads compared to the hydrogel is still represented correctly in the 3D reconstruction. The Rytov approximation is valid for sizes and RI values that are common for single cells [51]. The study of the cell phantom showed that RI values in a regime relevant for the majority of biological samples, that is, the RI of the hydrogel, is determined correctly by the presented data acquisition and analysis pipeline.

### 5.2 Experimental application

We illustrated the potential of RAFTOR in single cell imaging by quantifying the nuclear RI, addressing 2 biological questions. We used the specificity of the fluorescent Hoechst dye to segment the nucleus in 3D and, by colocalizing RI with fluorescence, were able to quantify the nuclear RI distribution.

In a first example, we measured the nuclear RI of an HL60 cell. The nuclear RI was reported to be lower than the complete cell in recent studies on isolated nuclei [21, 22], which our results shown in Figure 4 confirm. To further verify that our tomographic technique yields correct quantitative RI values for cells, we validated it with the 2D phase analysis algorithm used in [21, 46] (see Figure S10). Note that the Hoechst stain used could only affect either the imaginary part of the RI (absorption of light) or increase the real part of the nuclear RI shown (due to an increase of dry mass). Therefore, previous studies performed with isolated nuclei are now confirmed in situ.

In a second example, we studied the 3D RI distribution within mouse retina cells. Solovei et al. showed that the chromatin distribution of adult mouse rod photoreceptor cell nuclei is inverted with the more dense heterochromatin localizing at the center and the less dense euchromatin positioned at the border of the nucleus [17]. In the same study, 2D quantitative phase images were obtained, which suggested that a higher RI is associated with the heterochromatin regions. This led to the conclusion that the nuclei of nocturnal mammals with an inverted chromatin architecture should act as microlenses. This prediction was theoretically expanded [18] and indirectly confirmed by measuring the focal lengths of different photoreceptor nuclei [19]. Here, we now explicitly measured the increased RI at the center of the inverted adult mouse photoreceptor nucleus for the first time. We show that the early stage mouse retina cell nucleus has a lower RI at its center with an otherwise irregular distribution, whereas the adult mouse rod photoreceptor cell clearly has a higher RI at the center of the nucleus with a smooth overall distribution. Our measurements of the 3D RI agree well with the distributions that were previously used to model light propagation through the inverted retina [17, 19]. Photoreceptor cells of the adult mouse have a small diameter of about 5 \( \mu \)m and high RI values. As discussed above for the silica beads, the RI of such objects is underestimated by our approach. Hence, the RI at the center of the mouse photoreceptor cell shown in Figure 5D with a maximum above \( n = 1.37 \) could potentially be even higher.

These examples show that colocalization of RI and fluorescence allows to paint an improved picture of the cell. The knowledge of the RI puts the fluorescence signal into the proper biophysical context. Conversely, the segmentation of RI by means of fluorescence information allows for a profound interpretation of intracellular regions.

### 5.3 Outlook

The colocalization of RI and fluorescence in 3D opens up a new dimension in biological imaging, allowing not only to assign biophysical properties to intracellular compartments but also to put fluorescently labeled regions or processes into context with their biophysical environment. The verification of a low nuclear RI in situ found in the present study illustrates the importance of 3D colocalized RI and fluorescence tomography for single-cells. The presented approach could be employed by future in-depth studies, also including other cell types, which would presumably consolidate the data presented in [21, 22]. As the RI is proportional to mass density, it not only describes optical properties of cells, but also yields information about important biophysical processes [6, 7]. For instance, mass density could be used in future studies to accurately describe the process of phase separation undergone by FUS protein droplets [54] or...
by P granules in C.elegans [55]. In addition, the measurement of the cytoplasmic density of eucaryotic cells could help explain phase transitions that are connected to dormancy [56]. The quantitative interpretation of RI and mass density using the associated fluorescence information offers new insights to understand the biophysical processes that regulate phase separation in situ.

The 3D RI distribution is additionally important for technological advances. Two examples are Brillouin microscopy and the optical stretcher, optical techniques that are used to characterize the mechanical properties of cells. In Brillouin microscopy, the RI is essential to compute the longitudinal elastic modulus from the measured Brillouin shifts [5]. Hence, for the computation of a 3D elastic modulus map in Brillouin microscopy, a 3D RI map yields more accurate results than an average RI estimate. In the optical stretcher, the RI is needed to determine the optical forces acting on the trapped cell [1]. Apart from measuring the RI to study biophysical properties of cells, the 3D RI distribution can also be used to enhance imaging in adaptive optics [2]. For instance, computing the distortions that are caused by a known 3D RI distribution could increase the imaging depth in strongly scattering tissue. Finally, tomographic imaging in a microfluidic setting, as presented here, allows to image multiple cells in sequence and thus, facilitates cell sorting based on 3D RI and fluorescence.

5.4 | Conclusion

Here, we presented RAFTOR, a tomographic imaging technique that retrieves the 3D colocalized RI and fluorescence data of suspended cells, facilitating the segmentation of intracellular structures and the quantification of the RI distribution therein. To address the random movement and the variable angular rotation speed of a suspended cell during image acquisition, we introduced a novel data analysis pipeline for image processing and image alignment that is applicable to a wide range of samples. In addition, we demonstrated the quantitative accuracy of the 3D RI obtained by introducing an artificial cell phantom. Subsequently, we addressed 2 biological questions, verifying a lower nuclear RI of HL60 cells and an inverted nuclear RI distribution in adult mouse rod photoreceptor cells in situ. The data presented provides an intriguing insight into the biophysical characteristics of cells and improves our general understanding of cells and tissues.

6 | MATERIALS AND METHODS

6.1 | Sample preparation

6.1.1 | Cell phantom preparation

The cell phantom was produced from silica beads embedded in polyacrylamide (hydrogel). The silica beads were commercial beads (Microparticles) with a diameter of \( d = 2.79 \ \mu m \pm 0.12 \ \mu m \ \text{(mean} \pm \text{SD)} \) suspended in water. The beads were washed with 3 centrifugation steps in \( H_2O \). After the last centrifugation step, the supernatant water was removed from the beads and they were immersed in the hydrogel. A flow-focussing microfluidic-system was used to produce cell phantoms from the hydrogel silica bead mixture (for a similar system see [57]). The resulting phantoms were suspended in phosphate buffered saline (PBS).

6.1.2 | Cell culture and fluorescence labeling

Human myelocytic leukemia cells (HL60/S4 referred to as HL60 cells in the text for simplicity) were cultured at 37°C and 5% \( CO_2 \) in RPMI medium (Gibco) supplemented by 10% fetal bovine serum (FBS, Gibco) and 1% penicillin-streptomycin. For fluorescence imaging, the cells were stained with Hoechst 33342. First, cells were centrifuged for 5 min at 115 \( \times g \) and then were resuspended in PBS. For the staining, 0.5 \( \mu L \) Hoechst dye was added to 2 mL cell suspension and then incubated for 20 min at 37°C. Subsequently, the cells were washed by centrifugation and resuspended in PBS as described above. For measurements, the cell suspension was diluted by adding PBS to be able to rotate 1 cell at a time without flushing a second cell into the field of view.

6.1.3 | Mouse retina cell isolation

All animal experiments were carried out in strict accordance with European Union and German laws (Tierschutzgesetz). All experimental procedures were approved by the animal ethics committee of the TU Dresden and the Landesdirektion Sachsen. Retina cells were isolated from a mouse at postnatal day 10 (P10) and an adult mouse (C57Bl/6 J; Janvier-labs, France) as previously described [58, 59]. Briefly, retinae were isolated from excised eyes, incubated in PBS containing 0.2 to 0.4 mg/mL papain (Roche) for 30 min at 37°C. Suspensions were rinsed, spun down and washed with PBS. After a short incubation in PBS supplemented with DNase I (200 U/mL; Sigma-Aldrich), tissue pieces were triturated with a 1 mL pipette tip to obtain single-cell suspensions. Cell nuclei were then labeled with Hoechst 33342 as described above.

6.2 | Data acquisition

Cells were introduced into a microfluidic system similar to that described in [41, 60] with an input and an output reservoir for cells. The flow through the microfluidic channel was controlled by adjusting the relative height of the reservoirs. A cell was trapped in the OFCR and the focus was adjusted by maximizing the contrast in the phase image and minimizing the contrast in the intensity image. Subsequently, a flow was induced in the microfluidic channel until a slow but steady rotation of the cell was visible. The fluorescence lamp was turned on immediately before the acquisition was started to avoid unnecessary bleaching of the sample. The rotation of the cell was recorded on both
cameras simultaneously, capturing interferograms with an acquisition rate of 5.87 fps and fluorescence images with 12.2 fps. Recording a full cellular rotation took about 20 to 60 seconds. For each measurement, reference and background images were recorded without the cell but with the laser turned on in exactly the same configuration as during the measurement. Furthermore, a corner of the SU8 chip was imaged with both cameras simultaneously after each measurement for a spatial reference between the 2 imaging systems (see 6.4). The RI of the media was determined by an Abbe refractometer (2WJ, Arcarda).

6.3 | Image preprocessing

The quantitative phase-imaging camera (SID4Bio, PHASICS) produces both intensity and quantitative phase images [14, 24]. Quantitative phase images were background corrected by subtracting a reference phase image and subsequently corrected for background tilt and offset as described elsewhere [46]. Intensity images were divided by a background intensity image and were subsequently normalized to the average background signal taken from a 5 pixel border around all sinogram images. The amplitude was computed by taking the root of the normalized intensity. Fluorescence images were preprocessed with a total variation denoising filter to inhibit artifacts in the 3D reconstruction. The background fluorescence signal was determined using an empty region in the fluorescence sinogram and was subsequently subtracted from all fluorescence images. Finally, a bleaching correction was performed using an exponential fit to the total fluorescence signal computed for each sinogram slice.

6.4 | Superposition

To be able to superimpose the 3D fluorescence and RI reconstruction, we superimposed fluorescence and complex field sinograms temporally and spatially. We achieved temporal superposition by comparing time stamps recorded during image acquisition. To spatially align the sinogram data, we determined the effective resolution of each camera using a USAF test target and located a common feature point in the previously recorded reference images. These data allow to accurately map the phase and intensity image coordinates to the fluorescence image data.

6.5 | Sinogram alignment

To correct for the lateral movement of an imaged object during optofluidic rotation, we made use of feature based alignment algorithms. To align the 4 presented samples, we used 4 different alignment algorithms that are described below. The aligned images were computed with bivariate spline interpolation according to the obtained lateral offsets. To avoid image artifacts for complex field data, the interpolation was performed separately for phase and amplitude data.

6.5.1 | Cell phantom

The cell phantom had a spherical geometry that could be exploited for sinogram alignment. We applied a Canny edge detection algorithm to the phase sinogram images to reliably determine the circular contour of the cell phantom. This contour was used for a circle fit to determine the lateral movement during rotation (see Video S3).

6.5.2 | HL60 cell

Due to its inhomogeneity, the above method did not work well for the HL60 cell, but served as a good initial approximation for the cell radius \( r_0 \) and the center \( c_0 \). Here, we exploited the fact that the cell exhibited a white halo in the intensity image (Figure 2B). The average background amplitude was subtracted from the amplitude image and the result was multiplied by a circular ramp with a radius of 0.8\( r_0 \) located at \( c_0 \) to lower the contrast at the center of the image. Then, all values below zero (the dark fraction of the image in Figure 2B) were set to zero. Next, the Hough transform was used to determine the best matching integer valued radius \( r_1 \) and center \( c_1 \). The final step was to set all values outside of the circular disk 0.9\( r_1 < r < 1.1r_1 \) centered at \( c_1 \) to zero. An exemplary image is shown in Figure 2B. To determine the actual alignment center, a weighted circle fit was applied to this image (see Video S1).

6.5.3 | Mouse retina cell at P10

The mouse retina cell shown in Figure 5B,C has an irregular shape and thus, the methods above, exploiting spherical symmetry, did not work. Instead, the cell was aligned using the contour of the phase image, determined with a Canny edge detection algorithm. The lateral offset for sinogram alignment was then computed from the center of the bounding box of the contour (see Video S6).

6.5.4 | Adult mouse retina cell

None of the above methods worked well for the adult mouse retina cell, because the resolution was too low to allow an accurate alignment using its contour. We applied an iterative approach that is described by the following equation.

\[
d_{\text{opt}} = \min_{\delta} \sum_{\mathbf{r}} |p_{i,b}(\mathbf{r} \cdot \delta) - p_{0,b}(\mathbf{r})|
\]

For each phase image \( p_i(\mathbf{r}) \), a binary image \( p_{i,b}(\mathbf{r}) \) was computed using Otsu’s method. This binary image was translated laterally by the vector \( \delta \) and then subtracted by a reference image \( p_{0,b}(\mathbf{r}) \). The sum of the absolute value of the resulting difference image was iteratively minimized by varying \( \delta \). The optimal overlap \( d_{\text{opt}} \) could be computed with sub-pixel accuracy using bivariate spline interpolation. We used the stopping criterion \( |\Delta \delta| < 0.01 \text{ px} \) between 2 consecutive iterations which led to stable alignment results (see Video S8).
6.6 | Registration of angular positions

Previous work used sinusoidal models to determine the rotational position of the sample [36, 41, 53]. However, the rotational speed can vary due to an asymmetry in the shape of the sample. To address this issue, we used a semi-automatic approach. Repeating patterns visible along the temporal axis of the recorded intensity or quantitative phase sinograms were used to determine the periodicity $T$ of the rotation. Certain slices through the sinogram, perpendicular to the axis of rotation, revealed sinusoidal curves. In the intensity sinogram, these shapes are generated by diffraction spots that transition from light to dark as they follow the rotation of the cell. These sinusoidal curves were traced by manually marking their position in the sinogram. Subsequently, the positions were fitted with a periodic function

$$p(t) = p_0 + a \sin \left( \frac{2\pi (t - t_0) + \sum_{n=1}^{N} \sin \left( \frac{2\pi b_n p_i t}{T} - c_n \right) }{T} \right)$$

with lateral offset $p_0$, amplitude $a$, sinogram time $t$, temporal offset $t_0$, period of the function $T$ (fixed), and the skewing coefficients $b_n$ and $c_n$. The skewing sensitivity $N$ must be adjusted according to the degree of skewing and was set to $N = 2$ for the phantom and the HL60 cell sinograms and to $N = 4$ for the retina cell sinograms. A visualization of the marked positions and the subsequent fit is shown for the HL60 sinogram in Figure 2F. The skewing coefficients cause a modulation of the pure sine curve and thus enable to characterize object rotations with varying, but periodic, angular velocity. The curve obtained from the periodic fit was used to assign angular positions to each sinogram slice.

6.7 | Tomographic reconstruction

Due to the fact that the angular velocity of the object in the optofluidic cell rotator cannot be fully controlled during the experiment, the registered angular positions of the complex field and fluorescence sinogram images are not distributed evenly along 1 full rotation. To address this issue, the applied tomographic reconstruction algorithms perform angular weighting of the sinogram images according to the registered angular positions. RI maps were reconstructed from the aligned sinogram data with a backpropagation algorithm in combination with the Rytov approximation [26, 61]. Here, we used the Python software library ODTbrain version 0.1.6 [51]. Fluorescence maps were reconstructed with a filtered backprojection algorithm as implemented in the Python library radontea version 0.1.9 [62].
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