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1. Introduction

Two-dimensional (2D) conformal field theories (CFTs) with central charge $c = 0$, or other values below the unitarity bound $c = 1/2$, play a fundamental role for string theory as well as statistical mechanics. With a few isolated exceptions, most models within this class possess world-sheet correlation functions with logarithmic divergences. With the lack of chiral factorization and other familiar features of 2D CFT, such non-unitary models provide a major challenge for modern mathematical physics. In this context, internal supersymmetry, i.e., the existence of supersymmetry transformations that act in field space while leaving world-sheet positions invariant, can help to make models more tractable. Our aim here is to review recent progress in CFT that is linked to internal supersymmetry. Almost all models to be discussed below are logarithmic.

CFTs with internal supersymmetries have been a topic of considerable interest for the past few decades. Their realm of applications is vast, ranging from string theory to statistical physics and condensed matter theory. In the Green–Schwarz or pure spinor-type formulation of superstring theory, for example, supersymmetries act geometrically as isometries of an underlying spacetime (target space) supermanifold. Important examples arise in the context of anti de-Sitter (AdS)/CFT dualities between supersymmetric gauge theories and closed strings [1]. Apart from string theory, supersymmetry has also played a major role in the context of quantum-disordered systems [2–4] and in models with non-local degrees of freedom, such as polymers [5, 6]. In particular, it seems to be a crucial ingredient in the description of the plateaux transitions in the spin [7, 8] and the integer quantum Hall effect [9–12]. It is well known for instance that observables in the Chalker–Coddington network model for the integer quantum Hall effect [13] may be expressed as correlation functions in a (non-conformal) nonlinear $\sigma$-model on $U(1,1)|2)/U(1)|2 \times U(1)|1$ [9, 10]. However, so far, none of the attempts [10–12] to identify the CFT describing the strong coupling fixed point led to a completely satisfactory picture.

In addition to having such concrete applications, CFTs with target space (internal) supersymmetry can teach us important lessons about logarithmic CFT. As we indicated above, most models that possess internal supersymmetry exhibit the usual features of non-unitary CFT, such as the occurrence of reducible but indecomposable\(^3\) representations and the existence of logarithmic singularities on the world-sheet. In this context, many conceptual issues remain to be solved, both on the physical and on the mathematical side. These include, in particular, the construction of consistent local correlation functions [14], the modular transformation properties of characters [15], their relation to fusion rules [16], the treatment of conformal boundary conditions [17] etc. As we shall see below, superspace models provide a wide zoo of theories in which such issues can be addressed with an interesting mix of algebraic and geometric techniques.

In addition, the special properties of Lie supergroups allow for constructions which are not possible for ordinary groups. For instance, there exist several families of coset CFTs that are obtained by gauging a one-sided action of some subgroup rather than the usual adjoint [18–21]. The same class of supergroup $\sigma$-models is also known to admit new kinds of marginal

\(^3\) In contrast to some appearances in the physics literature, we will use the word ‘indecomposable’ strictly in the mathematical sense. According to that definition also irreducible representations are always indecomposable, since they cannot be written as a direct sum of two other (non-zero) representations.
deformations that are not of current–current type [22–24]. Finally, there seems to be a striking correspondence between the integrability of these models and their conformal invariance [20, 21, 25, 26].

Here, we shall review recent developments in this direction along with all the required background, in particular from the representation theory of Lie superalgebras. The latter will be discussed in the next section. Special emphasis is put on atypical representations with non-diagonalizable quadratic Casimir because of their direct link with logarithms in the CFT models to be discussed in section 3. There we shall provide a comprehensive discussion of Wess–Zumino–Witten (WZW) models on target supergroups of type I. These models possess all the features mentioned above. The two essential properties which facilitate an exact solution are (i) the presence of an extended chiral symmetry based on an infinite-dimensional current superalgebra and (ii) the inherent geometric interpretation. While (ii) is common to all \( \sigma \)-models, the symmetries of WZW models are necessary to lift geometric insights to the full field theory. Both aspects single out supergroup WZW theories among most of the logarithmic CFTs that have been considered in the past [14, 27, 28] (see also [29, 30] for reviews and further references). While investigations of algebraic and mostly chiral aspects of supergroup WZW models reach back more than 20 years [31–35], the relevance of geometric methods for our understanding of non-chiral issues was realized much later in [24, 36–38].

WZW models on some special supergroups possess marginal symmetry-preserving current–current deformations. These are discussed briefly at the end of section 3. In section 4, we turn to \( \sigma \)-models on coset superspaces. We begin by spelling out the action and then review what is known about the beta function of these models. The results are most complete for \( \sigma \)-models on symmetric superspaces. Some of these \( \sigma \)-models are used as building blocks of exact string backgrounds for strings moving in AdS spaces. We shall only outline one example along with a short guide to the existing literature. The last subsection illustrates how deformed WZW models and \( \sigma \)-models can appear as alternative descriptions of one and the same theory. In order to do so, we start with a WZW model for the supergroup \( \text{OSP}(2S+2|2S) \) and deform it through a current–current interaction. Following [39], we shall argue that, for large coupling constant, the model is driven to a weakly curved \( \sigma \)-model on the superspace \( S^{2S+1|2S} \). This does not only provide a beautiful link between different parts of this review but could also become a paradigm for more general dualities between WZW and conformal \( \sigma \)-models.

As a final step before diving into the main subject, we wish to provide a brief outline of how this review fits into the special issue on logarithmic conformal field theory it belongs to. The closest relationship exists to the review by Gainutdinov, Jacobsen, Saleur and Vasseur on ‘Lattice regularizations of logarithmic conformal field theories’, which—among others—also discusses supersymmetric spin systems. Some of our theories can be understood as the continuum description of the IR fixed points of their lattice models. Besides, the importance of the omni-present \( c = -2 \) ghost system in our treatise provides a natural link to many of the other contributions, in particular to Creutzig and Ridout’s review on ‘Logarithmic conformal field theory: beyond an introduction’. We should also note that, from a physical perspective, our review is somewhat complementary to Cardy’s in the sense that disordered systems can also be described using the supersymmetry trick instead of the replica method [3, 4]. However, this is an aspect we do not emphasize here. Finally, it is an outstanding problem how the results discussed in our review can be embedded into the rigorous mathematical setting described by Adamovic and Milas on the one hand and Huang and Lepowsky on the other.

---

4 Instead of referring to the names ‘Kac–Moody superalgebra’ or even ‘affine Lie superalgebra’ which are frequently used in the physics community, we will stick to the notion current superalgebra by which we mean a central extension of the loop algebra over a finite-dimensional Lie superalgebra.
2. Lie superalgebras

The theory of Lie superalgebras was developed by Kac [40] and, independently, by Scheunert et al [41]. Quite a few notions from ordinary Lie theory carry over with only minor changes. On the other hand, there are also substantial differences, mostly related to the existence of reducible but indecomposable representations and to the possibility of choosing inequivalent systems of simple roots. With this section, we lay the mathematical foundations which will enable us to carve out the peculiarities of superspace CFT in subsequent sections.

We assume that the reader has some familiarity with the structure and the representation theory of ordinary Lie algebras. If this is not the case, we recommend to consult one of the references [42–44]. A comprehensive overview, covering most of the more standard aspects of Lie superalgebras, is the ‘Dictionary on Lie Superalgebras’ [45].

2.1. Definition and examples of Lie superalgebras

The notion of a Lie superalgebra is a relatively straightforward generalization of that of a Lie algebra, taking into account the possibility of having fermionic (or odd) generators. As a consequence, an arbitrary Lie superalgebra \( \mathfrak{g} \) splits into an even part \( \mathfrak{g}_0 \) and an odd part \( \mathfrak{g}_1 \).

A Lie superalgebra is thus a \( \mathbb{Z}_2 \)-graded vector space \( \mathfrak{g} = \mathfrak{g}_0 \oplus \mathfrak{g}_1 \) with a bilinear Lie bracket \([\cdot,\cdot]:\mathfrak{g}\otimes\mathfrak{g}\to\mathfrak{g}\) which satisfies some natural graded modifications of the axioms for a Lie algebra. First of all, the bracket is consistent with the grading in the sense that \([\mathfrak{g}_k, \mathfrak{g}_l] \subset \mathfrak{g}_{k+l}\).

This condition ensures that \( \mathfrak{g}_1 \) can be regarded as a representation of \( \mathfrak{g}_0 \). We shall later see that the precise nature of \( \mathfrak{g}_1 \) as a \( \mathfrak{g}_0 \)-module determines many of the most important properties of \( \mathfrak{g} \).

Secondly, the bracket is graded antisymmetric, i.e., \([X, Y] = -(-1)^{[k_1][l_1]}[Y, X]\) for all homogeneous elements \(X, Y \in \mathfrak{g}\) and with \(d_+ : \mathfrak{g}_0 \cup \mathfrak{g}_1 \to \mathbb{Z}_2\) denoting the grade function.

And last but not least, for homogeneous elements \(X, Y, Z \in \mathfrak{g}\), one has the graded Jacobi identity

\[
[X, [Y, Z]] + (-1)^{[k_1][l_1]}[Z, [X, Y]] + (-1)^{[k_2][l_2]}[Y, [Z, X]] = 0. \tag{2.1}
\]

The Jacobi identity may be viewed as a constraint which ensures the existence of an adjoint representation, the representation of \( \mathfrak{g} \) on itself (see below). In our review, we will only be interested in Lie superalgebras over the field of complex numbers.

In most, if not all, physical applications, it is essential to have a metric to measure lengths and distances. In the context of Lie superalgebras, the relevant notion is that of a non-degenerate symmetric even invariant bilinear form \(\langle \cdot, \cdot \rangle : \mathfrak{g} \otimes \mathfrak{g} \to \mathbb{C} \).

Invariance refers to the condition

\[
\langle [X, Y], Z \rangle = \langle X, [Y, Z] \rangle, \tag{2.2}
\]

while symmetry requires \(\langle X, Y \rangle = (-1)^{[k_1][l_2]}\langle Y, X \rangle\). The form is even if \(\langle \mathfrak{g}_1, \mathfrak{g}_1 \rangle = 0\) whenever we pair the even and the odd parts \((i \neq j)\).

Let us now discuss a few standard examples of Lie superalgebras. For this purpose, we consider a complex vector superspace \(V = V_0 \oplus V_1\) of dimension \(mn\). In other words, \(m = \dim(V_0)\) and \(n = \dim(V_1)\) and the combinations \(m + n\) and \(m - n\) are known as the \(\text{dimension}\) and the \(\text{superdimension}\) of \(V\), respectively. The space of linear maps \(\text{End}(V)\) naturally inherits the structure of a vector superspace (actually of an associative superalgebra) by using the assignment

\[
\text{End}(V)_0 \overset{\text{def}}{=} \text{Hom}(V_0, V_0) \oplus \text{Hom}(V_1, V_1) \quad \text{and} \quad \text{End}(V)_1 \overset{\text{def}}{=} \text{Hom}(V_0, V_1) \oplus \text{Hom}(V_1, V_0). \tag{2.3}
\]

In fact, \(\text{End}(V)\) can easily be seen to give rise to a Lie superalgebra by identifying the Lie bracket with the (anti-)commutator

\[
[X, Y] \overset{\text{def}}{=} XY - (-1)^{[k_1][l_2]}YX. \tag{2.5}
\]
It is a straightforward exercise to verify all relevant axioms of a Lie superalgebra. Frequently, the Lie superalgebra above is also referred to as $\text{gl}(V)$ or $\text{gl}(m|n)$. It is called the general linear superalgebra.

The elements of $\text{gl}(m|n)$ can be conveniently expressed as matrices. If one uses an adapted basis with the first part of basis elements from $V_0$ and the remaining ones from $V_1$, the matrices $M \in \text{gl}(m|n)$ will have the block form $M = \begin{pmatrix} A & C \\ C^T & D \end{pmatrix}$ with $A, D$ being even and $B, C$ being odd.\(^5\) In this basis, the supertrace is defined by $\text{str}(A) = \text{tr}(A) - \text{tr}(D)$. As a slight variation of $\text{gl}(m|n)$, we can consider the subspace $\text{sl}(m|n)$ of all matrices with vanishing supertrace. It can be checked that this subspace is closed under Lie bracket (2.5), and that it hence gives rise to a Lie superalgebra as well, also known as the special linear superalgebra. As it turns out, the case of $\text{sl}(n|n)$ is rather special. While $\text{sl}(m|n)$ is simple for $m \neq n$, i.e., there are no non-trivial ideals, the Lie superalgebra $\text{sl}(n|n)$ has an Abelian ideal $\text{gl}(1)$ which is generated by multiples of the identity matrix. The quotient $\text{psl}(n|n) = \text{sl}(n|n)/\text{gl}(1)$ is simple. Due to its peculiar properties, it will accompany us throughout most of this review.

One more important family of Lie superalgebras, the orthosymplectic superalgebras $\text{osp}(m|2n)$, can be introduced as a subspace of $\text{gl}(m|2n)$ if one demands that the maps leave a quadratic form invariant which is orthogonal on $\mathbb{C}^{m|0}$ and symplectic on $\mathbb{C}^{0|2n}$. Such a form is typically chosen to be represented by the block matrix $\begin{pmatrix} 0 & I \\ -I & 0 \end{pmatrix}$.\(^6\)

One of the most important concepts in the theory of Lie superalgebras are Casimir operators, in particular quadratic Casimir operators. Given any metric $\langle \cdot, \cdot \rangle$, one can define the graded symmetric invariant tensor $\kappa^{ab} = \langle T^a, T^b \rangle$ with respect to some homogeneous basis. The associated quadratic Casimir operator is then defined by the equation

$$ C = \kappa_{ab} T^a T^b, $$

(2.6)

where $\kappa_{ab}$ denotes the inverse of the matrix $\kappa^{ab}$. For simple Lie superalgebras, the quadratic Casimir operator is unique up to normalization. In the standard normalization where long roots have length 2, half the value of the quadratic Casimir operator in the adjoint representation is known as the dual Coxeter number $\varpi^\vee$ of the Lie superalgebra $\mathfrak{g}$ (see [42]).

Setting $\text{ad}_X = [X, \cdot] \in \text{End}(\mathfrak{g})$, let us finally recall the notion of the Killing form

$$ K(X, Y) = \text{str}(\text{ad}_X \circ \text{ad}_Y). $$

(2.7)

The Killing form plays an essential role in the structure theory of ordinary Lie algebras, since semi-simple Lie algebras can be characterized by the property that the Killing form is non-degenerate. In contrast, even for simple Lie superalgebras, the Killing form may vanish identically. This is the case for the series $\text{psl}(n|n)$ and $\text{osp}(2n+2|2n)$. Surprisingly, as we shall see, these Lie superalgebras are in a sense the physically most interesting ones.

**Example: the Lie superalgebra $\text{gl}(1|1)$.** The Lie superalgebra $\text{gl}(1|1)$ is generated by two even generators $E, N$ and two fermionic generators $\psi^\pm$. While $E$ is central, the generator $N$ can be interpreted as a fermion-counting operator. The non-trivial Lie brackets read

$$ [N, \psi^\pm] = \pm \psi^\pm \quad \text{and} \quad [\psi^+, \psi^-] = E. $$

(2.8)

In the fundamental representation, the generators can be represented by

$$ E = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad N = \frac{1}{2} \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad \psi^+ = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}, \quad \psi^- = \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}. $$

(2.9)

One can easily check that the most general metric is specified by

$$ \langle E, N \rangle = a, \quad \langle \psi^+, \psi^- \rangle = a, \quad \langle N, N \rangle = b, $$

(2.10)

In order to avoid confusion, we should stress that the entries of all matrices are complex numbers. There are no Grassmann variables involved here.

\(^5\) In order to avoid confusion, we should stress that the entries of all matrices are complex numbers. There are no Grassmann variables involved here.
is completely reducible under the action of \( g \), while it splits into two irreducibles if \( g \) belongs to a classical Lie superalgebra. Apart from the series introduced in section 2.1, \( g \) decomposes into a direct sum of simple or Abelian Lie algebras. One then sees to give rise to a non-trivial odd part \( g \), which can be regarded as a deformation of \( \mathfrak{osp} \). In contrast, \( g \) is reductive. In other words, \( g \) decomposes into a direct sum of simple or Abelian Lie algebras. One then distinguishes further \( g \) into two irreducibles if \( g \) is of type I. We shall see below that the properties of \( g \) are significantly different.

Certain physical applications require to work with non-semi-simple Lie superalgebras. Apart from the previously discussed examples \( \mathfrak{gl}(m|n) \) or \( \mathfrak{sl}(n|n) \), this mainly concerns different Poincaré superalgebras in various dimensions [47] as they occur in supersymmetric quantum field theories or string theories. In particular, we suspect that many of the problems

\[
C = 2EN - \psi^+ \psi^- + \psi^- \psi^+ \quad \text{and} \quad \tilde{C} = E^2. \tag{2.11}
\]

### 2.2. Classification of Lie superalgebras

Simple Lie superalgebras have been classified by Kac in [40]. Just as in the case of ordinary Lie algebras, there are several infinite families and a few exceptional cases. In all what follows, we shall limit ourselves to classical Lie superalgebras, i.e., simple Lie superalgebras whose odd part \( \mathfrak{g}_l \) is completely reducible under the action of \( \mathfrak{g}_0 \). This excludes the Cartan-type Lie superalgebras \( \mathfrak{W}(n), \mathfrak{S}(n), \mathfrak{S}(n) \) and \( \mathfrak{H}(n) \). The classical Lie superalgebras furthermore split into the basic ones, i.e., those admitting a metric in the sense of section 2.1 and the two strange families \( \mathfrak{P}(n) \) and \( \mathfrak{Q}(n) \) for which such a metric does not exist. For physical reasons, we will restrict our attention to the basic Lie superalgebras whose complete list can be found in table 1, together with a few of their properties. For a detailed description of all simple Lie superalgebras, we refer the reader to [40, 45]. Apart from the series introduced in section 2.1, we only wish to highlight the family of exceptional Lie superalgebras \( D(2, 1; \alpha) \) which can be regarded as a deformation of \( \mathfrak{osp}(4|2) \).

It may be shown that the even part \( \mathfrak{g}_0 \) of a classical Lie superalgebra \( \mathfrak{g} \) is reducible. In other words, \( \mathfrak{g} \) decomposes into a direct sum of simple or Abelian Lie algebras. One then distinguishes further \( \mathfrak{g} \) into two irreducibles if \( \mathfrak{g} \) is of type I. We shall see below that the properties of \( \mathfrak{g} \) are significantly different.

Certain physical applications require to work with non-semi-simple Lie superalgebras. Apart from the previously discussed examples \( \mathfrak{gl}(m|n) \) or \( \mathfrak{sl}(n|n) \), this mainly concerns different Poincaré superalgebras in various dimensions [47] as they occur in supersymmetric quantum field theories or string theories. In particular, we suspect that many of the problems

---

**Table 1.** Classical Lie superalgebras with non-degenerate even invariant form, sorted according to whether they are of type I (top) or type II (bottom). The symbol \( T_i \) denotes the Cartan type \( i \) of dimension 1. \( g^\prime \) is the dual Coxeter number, see text after equation (2.6), and the definition of ‘defect’ is given in the text following equation (2.19). The \( \alpha_i \) are fundamental weights in the conventions of [42], while the subscripts \( \pm \) refer to two mutually dual non-trivial representations of \( T_i \). Furthermore one has \( f_{m,n} = 2(m - n) - 1 \) and \( g_{m,n} = 2(m - n - 1) \) for \( m > n \) and \( f_{m,n} = m - n + 1/2 \) and \( g_{m,n} = n - m + 1 \) for \( m < n \) (for the data see [46]).

| Name  | Alternative name | \( \mathfrak{g}_0 \) | \( \mathfrak{g}_l \) | \( g^\prime \) | Defect |
|-------|------------------|----------------------|----------------------|----------------|--------|
| A(m, n) | \( \mathfrak{sl}(m+1|n+1) \) | \( \mathfrak{A}_m \oplus \mathfrak{A}_n \oplus T_1 \) | \( (\alpha_1, \omega_0) \oplus (\omega_0, \omega_1) \) | \( [m-n] \) | \( m \) |
| A(n, n) | \( \mathfrak{psl}(n|n) \) | \( \mathfrak{A}_n \oplus \mathfrak{A}_n \) | \( (\alpha_1, \omega_0) \oplus (\omega_0, \omega_1) \) | \( 0 \) | \( n \) |
| C(n) | \( \mathfrak{osp}(2|2n-2) \) | \( \mathfrak{C}_{n-1} \oplus T_1 \) | \( (\alpha_1, \omega_0) \oplus (\omega_0, \omega_1) \) | \( n-1 \) | \( 1 \) |
| F(4) | – | \( \mathfrak{A}_1 \oplus \mathfrak{B}_3 \) | \( (\alpha_1, \omega_2) \) | \( 3 \) | \( 1 \) |
| G(3) | – | \( \mathfrak{A}_1 \oplus \mathfrak{G}_2 \) | \( (\alpha_1, \omega_2) \) | \( 2 \) | \( 1 \) |
| B(m, n) | \( \mathfrak{osp}(2m+1|2n) \) | \( \mathfrak{B}_n \oplus \mathfrak{C}_m \) | \( (\alpha_1, \omega_1) \) | \( J_{m,n} \) | \( m \) |
| D(m, n) | \( \mathfrak{osp}(2m|2n) \) | \( \mathfrak{D}_n \oplus \mathfrak{C}_m \) | \( (\alpha_1, \omega_1) \) | \( J_{m,n} \) | \( m \) |
| D(2, 1; \alpha) | – | \( \mathfrak{A}_1 \oplus \mathfrak{A}_1 \oplus \mathfrak{A}_1 \) | \( (\alpha_1, \omega_1, \omega_1) \) | \( 0 \) | \( 1 \) |

with arbitrary constants \( a \neq 0 \) and \( b \). In contrast, the Killing form is degenerate and readily seen to give rise to \( K(N, N) = -2 \), with all other components being trivial. The most general quadratic Casimir of \( \mathfrak{gl}(1|1) \) can be expressed as an arbitrary linear combination of the two elements

\[
C = 2EN - \psi^+ \psi^- + \psi^- \psi^+ \quad \text{and} \quad \tilde{C} = E^2. \tag{2.11}
\]
Table 2. Different types of representations featuring in this article.

| Symbol | Meaning |
|--------|---------|
| $C_\lambda$ | One-dimensional module of the Cartan subalgebra $h$ |
| $L_\lambda$ | Simple module of $g_0$ |
| $V_\lambda$ | Verma module (induced from $C_\lambda$) |
| $\mathcal{L}_\lambda$ | Simple module of $g$ |
| $\mathcal{K}_\lambda$ | Kac module (covering $L_\lambda$) |
| $\mathcal{P}_\lambda$ | Projective cover of $L_\lambda$ |
| $\mathcal{B}_\lambda$ | Projective module (induced from $L_\lambda$) |
| $\mathcal{V}_\lambda$ | Verma module (induced from $C_\lambda$) |

in the covariant quantization of superstrings are actually due to the lack of a non-degenerate invariant form for the Poincaré superalgebras. For this reason, certain aspects of strings on AdS spaces (with an underlying simple isometry supergroup and hence the existence of a metric) might actually be easier to deal with than the corresponding ones on flat space, see e.g. [48].

2.3. Representation theory

2.3.1. Introduction and overview. A representation of $\mathfrak{g}$ on a vector superspace $\mathcal{M}$ is, by definition, a Lie superalgebra homomorphism from $\mathfrak{g}$ to $\text{gl}(\mathcal{M})$. If the relevant homomorphism is clear from the context, we will simply refer to $\mathcal{M}$ when describing the representation. We should also mention that we will use the notions representation and module interchangeably. Elementary examples of representations are the trivial representation $L_0 : \mathfrak{g} \to \mathbb{C}$ with kernel $\mathfrak{g}$ and the adjoint representation $\text{ad} : \mathfrak{g} \to \mathfrak{g}$ in terms of the homomorphism $X \mapsto [X, \cdot]$. We reserve the symbol $L_\lambda$ to denote irreducible representations of $\mathfrak{g}$ while $L_\lambda$ refers to reducible representations of the even subalgebra $\mathfrak{g}_0$. In what follows, we shall exclusively be interested in weight modules. These are modules on which the elements of the Cartan subalgebra $h \subset \mathfrak{g}$ act diagonally. In the cases of interest, the Cartan subalgebra of $\mathfrak{g}$ may be identified with the Cartan subalgebra of its bosonic subalgebra $\mathfrak{g}_0$.

There are many invariants which help to characterize representations. However, for the purposes of our review, it will mostly be sufficient to work with the following two: the quadratic Casimir and characters. Since the quadratic Casimir operator (2.6) is an even element which commutes with all generators of $\mathfrak{g}$, it will be represented as a multiple of the identity matrix in any irreducible representation $L_\lambda$. This follows from a superalgebra variant of Schur’s lemma [40]. The corresponding constant of proportionality will be denoted by $C(\lambda)$. Representations with different values of $C(\lambda)$ are certainly not isomorphic while, a priori, not much can be said if the values agree.

Just as for ordinary Lie algebras, one can define the direct sum and the tensor product of two representations. For the tensor product, one needs to take into account that one is working with graded structures which lead to natural sign factors appearing every now and then. One of the main differences between simple Lie algebras and Lie superalgebras is the occurrence of indecomposable representations which are not irreducible. This leads to a veritable zoo of representations, the most important of which are listed in table 2. Eventually, the existence of representations which are not fully reducible may be traced back to the nil-potency of certain odd generators. More details and examples will be provided below. The only series of classical Lie superalgebras for which all finite-dimensional representations are fully reducible is $B(0, n) = \text{osp}(1|2n)$. 
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The natural method of constructing non-trivial representations for a Lie superalgebra $g$ is using induction from a subalgebra $\mathfrak{k}$. Here, one starts from a representation $M_\mathfrak{k}$ of $\mathfrak{k}$ and uses the known commutation relations between the generators of $\mathfrak{k}$ and $g$ in order to build up a new representation $M_g$ of $g$. This procedure uses the natural action of $g$ on the universal enveloping superalgebra $\mathcal{U}(g)$. More formally, one has

$$M_g = \text{Ind}^g_\mathfrak{k}(M_\mathfrak{k}) \overset{\text{def}}{=} \mathcal{U}(g) \otimes \mathcal{U}(\mathfrak{k}),$$

where the symbol $\otimes$ refers to the fact that the tensor product is transparent with regard to generators from $\mathfrak{k}$, i.e., $XY \otimes Z = X \otimes YZ$ for all $Y \in \mathfrak{k}$. Due to the infinite dimensionality of $\mathcal{U}(g)$, induction generally gives rise to representations which are very large and not necessarily irreducible. The power of induction thus heavily relies on a smart choice of subalgebra $\mathfrak{k}$.

For Lie superalgebras, a variety of subalgebras have been suggested; each of them clarifying different aspects of the representation theory. Two of the examples that will be used in this review are associated with the root space decomposition and the splitting of $g$ into its even and odd parts:

$$(a) \quad g = \mathfrak{h} \oplus \bigoplus_{\alpha \neq 0} \mathfrak{g}_\alpha \quad \text{and} \quad (b) \quad g = \mathfrak{g}_2 \oplus \mathfrak{g}_1.$$

While the root space decomposition (a) paves the road to the highest weight theory, the second decomposition (b) has certain advantages with regard to disclosing the categorial properties of representations. Moreover, in the case of Lie superalgebras of type I and type II, respectively, it is custom to work with the distinguished $\mathbb{Z}$-gradings

$$(c) \quad g = \mathfrak{g}_1 \oplus \mathfrak{g}_0 \oplus \mathfrak{g}_{-1} \quad \text{and} \quad (d) \quad g = \mathfrak{g}_2 \oplus \mathfrak{g}_1 \oplus \mathfrak{g}_0 \oplus \mathfrak{g}_{-1} \oplus \mathfrak{g}_{-2},$$

where it is understood that $[\mathfrak{g}_i, \mathfrak{g}_j] \subset \mathfrak{g}_{i+j}$ for all $i, j \in \mathbb{Z}$. In both cases, the grading is assumed to be consistent with the underlying $\mathbb{Z}_2$-grading in the sense that $g_{\text{even}} \subset \mathfrak{g}_0$ and $g_{\text{odd}} \subset \mathfrak{g}_1$. As we shall see below, the decomposition (c) is actually the most convenient one for constructing irreducible representations. In contrast, the decomposition (d) is only natural if one is interested in specific types of infinite-dimensional representations.

**Highest weight modules.** Highest weight theory is the easiest route toward the classification of (finite-dimensional) irreducible representations and for the determination of Casimir invariants. The starting point is a one-dimensional representation $C_\lambda$ of the Cartan subalgebra $\mathfrak{h}$. It is fully specified in terms of a weight $\lambda \in \mathfrak{h}^*$ by the assignation $H \mapsto \lambda(H)$. This one-dimensional representation is then extended to a representation of the Borel subalgebra $b_- = \mathfrak{h} \oplus \bigoplus_{\alpha \neq 0} \mathfrak{g}_\alpha$ by letting all positive roots act trivially\(^7\). Finally, the negative roots are used to generate new states. This procedure results in the *Verma module*

$$\mathcal{V}_\lambda \overset{\text{def}}{=} \text{Ind}^g_{b_{-}}(C_\lambda).$$

Verma modules are infinite dimensional as soon as there is at least one even root. Irreducible representations $\mathcal{L}_\lambda$ are recovered as the quotient $\mathcal{V}_\lambda / \mathcal{M}_\lambda$ of a Verma module by its maximal proper submodule $\mathcal{M}_\lambda$.

Verma modules have the advantage that they are easy to define and that their characters are trivial to write down. Also, the root space decomposition leads to a simple expression for the eigenvalue of the quadratic Casimir operator ($\rho$ is the Weyl vector),

$$C(\lambda) = (\lambda, \lambda + 2\rho).$$

\(^7\) It will not be important for our presentation, but we wish to remark that for Lie superalgebras, there exist various choices of inequivalent simple root systems (and associated Dynkin diagrams). This is in stark contrast to the case of ordinary Lie algebras.

\(^8\)
in terms of the naturally induced invariant form \((\cdot, \cdot)\) on \(\mathfrak{h}^\ast\). On the other hand, the identification of the maximal submodule \(\mathcal{M}_\lambda\) and the derivation of character formulas for the irreducible quotients \(\mathcal{L}_\lambda\) are rather cumbersome.

**Kac modules \(\mathcal{K}_\lambda\).** Kac modules are finite-dimensional representations which have been designed to approximate irreducibility as closely as possible \([49, 50]\). The definition is rather involved for Lie superalgebras of type II. For this reason, we will restrict our attention to Lie superalgebras of type I here, where Kac modules are extremely well behaved. In this case, we can use the distinguished \(\mathbb{Z}_2\)-grading \((c)\) from equation \((2.14)\) in order to split the fermions into two dual spaces \(\mathfrak{g}_{\pm 1}\), each of which forms an irreducible representation of \(\mathfrak{g}_0 = \mathfrak{g}_0\). It is then straightforward to extend any \(\mathfrak{g}_0\)-module \(\mathcal{L}_\lambda\) to a representation of \(\mathfrak{g}_0 \oplus \mathfrak{g}_1\) by letting the odd generators from \(\mathfrak{g}_1\) act trivially. Since the remaining fermions in \(\mathfrak{g}_{-1}\) are all nilpotent, the induced module

\[
\mathcal{K}_\lambda = \text{Ind}_{\mathfrak{g}_0 \oplus \mathfrak{g}_1}^{\mathfrak{g}_0 \oplus \mathfrak{g}_1} \mathcal{L}_\lambda = \mathcal{U}(\mathfrak{g}) \otimes_{\mathfrak{g}_0 \oplus \mathfrak{g}_1} \mathcal{L}_\lambda
\]

is finite dimensional. As a representation of \(\mathfrak{g}_0\), one immediately finds

\[
\mathcal{K}_\lambda \big|_{\mathfrak{g}_0} = \mathcal{L}_\lambda \otimes_{\mathfrak{g}_0} \mathfrak{g}_{-1}.
\]

and this expression leads to a straightforward formula for the character of \(\mathcal{K}_\lambda\) \([49, 50]\). Just as for Verma modules, one can associate a simple module \(\mathcal{L}_\lambda\) with every Kac module \(\mathcal{K}_\lambda\) by taking the quotient \(\mathcal{L}_\lambda = \mathcal{K}_\lambda / N_\lambda\) by its maximal submodule \(N_\lambda\). It can be shown that all simple modules can be obtained this way. Dual Kac modules \(\mathcal{K}^\ast_\mu\) are obtained by replacing \(\mathcal{L}_\lambda\) with its dual \(\mathcal{L}^\ast_\lambda\) and by exchanging the roles of \(\mathfrak{g}_{\pm 1}\).

**Typical versus atypical representations.** Kac modules are of particular relevance, since they typically turn out to be irreducible. If this is the case, the associated simple module \(\mathcal{L}_\lambda\) is called **typical**, otherwise **atypical**.\(^8\) (This definition only applies to type-I superalgebras.) There are different ways of characterizing whether a module \(\mathcal{L}_\lambda\) is typical or atypical. For instance, a weight \(\lambda\) is leading to an atypical representation if there is an isotropic fermionic root \(\alpha\), such that \([50]\)

\[
(\lambda + \rho, \alpha) = 0.
\]

The root is called isotropic if \((\alpha, \alpha) = 0\). One can even define the **degree of atypicality** \(d(\lambda)\) by counting (in a suitable way) the solutions \(\alpha\) to this equation (see, e.g., \([51]\)). The larger \(d(\lambda)\), the more complicated the representation \(\mathcal{K}_\lambda\) and the resolution of \(\mathcal{L}_\lambda\) in terms of Kac modules. The maximal value of \(d(\lambda)\) when taken over all finite-dimensional representations is known as the **defect** \(d(\mathfrak{g})\) of the Lie superalgebra \(\mathfrak{g}\) \([46]\). It is a measure of how pathological the representation theory of \(\mathfrak{g}\) is. Lie superalgebras with \(d(\mathfrak{g}) \leq 1\) are under good control (see also table 1). In contrast, a defect \(d(\mathfrak{g}) > 1\) indicates that the representation theory is of wild type, i.e., the classification of all finite-dimensional representations (as opposed to merely irreducible representations) is believed to be beyond reach (see \([52]\) for a detailed discussion in connection with \(\mathfrak{sl}(m|n)\)). In section 2.3.2, we will introduce an alternative (but less explicit) characterization of typicality which emphasizes category theoretic aspects.

One of the most fundamental problems in the representation theory of Lie superalgebras is to find explicit character formulas for atypical irreducible representations. Recent progress on this essential issue can be found in \([53–57]\). In particular, the concept of ‘super duality’ appears to be a very powerful new tool \([51, 58]\). For some Lie superalgebras of physical interest, most

\(^8\) In physics terminology, one would call them non-BPS and BPS representations or long and (semi-) short representations, respectively. Equality \((2.19)\) defines the equivalent of a BPS bound.
Projective modules $B_\lambda$. Let us next investigate induced representations which result from the decomposition (b) of $g$ in equation (2.13). Inducing from an irreducible representation $L_\lambda$ of the even subalgebra $g_0$, we obtain the modules

$$B_\lambda = \text{Ind}_{g_0}^g (L_\lambda).$$

(2.20)

Even though they are too large to give rise to irreducible representations of $g$ directly, they have a number of very convenient properties. In particular, they are always finite dimensional (if $L_\lambda$ is) and they inherit the property of being projective from $L_\lambda$ (see below), since induction is a right-exact functor. As we shall discuss in section 2.4, the modules $B_\lambda$ play a key role in the harmonic analysis on supergroups.

Characterization of indecomposable representations: composition series. Indecomposable representations which are not irreducible can (partially) be characterized by means of composition series$^9$. By a composition series of an indecomposable module $M$, we shall mean a filtration

$$\{0\} = M_0 \subset M_1 \subset \ldots \subset M_n = M,$$

(2.21)

such that all quotient modules $Q_i = M_i/M_{i-1}$ are simple, i.e., irreducible. A composition series can be obtained iteratively, by letting $M_{n-1}$ be a maximal submodule of $M = M_n$, $M_{n-2}$ be a maximal submodule of $M_{n-1}$ and so on. The simple modules $Q_i$ are known as composition factors. Their respective multiplicities are invariants of $M$, i.e., they do not depend on the exact choice of composition series [62]. In this review, we will use the pictorial description

$$M : Q_n \rightarrow Q_{n-1} \rightarrow \cdots \rightarrow Q_1,$$

(2.22)

in order to visualize the composition series of indecomposable representations. Moreover, we will frequently work with a slight variant of the composition series, the so-called socle series where the quotient modules $Q_i$ are maximal semi-simple (instead of merely being simple). In that case, $Q_n$ is known as the head of the module $M$, while $Q_1$ is known as its socle.

It should be noted that there is also another variant of the previous definition, where the quotients are required to be direct sums of Kac modules. In that case, one speaks about a Kac composition series. While every module admits a composition series, this is not necessarily so regarding Kac composition series. (A trivial example being any simple module that is obtained as a non-trivial quotient of a Kac module.)

The existence of composition series with regard to two specific sets of modules, so-called standard and co-standard modules, is the foundation of the tilting theory and it leads to profound consequences. For type-I Lie superalgebras, the role of standard and co-standard modules is played by Kac modules [63]. Since we will not need it here, we refrain from being more explicit.

Example: representations of $\text{gl}(1|1)$. The bosonic subalgebra of $\text{gl}(1|1)$ is spanned by $E$ and $N$ and is isomorphic to $\text{gl}(1) \oplus \text{gl}(1)$. At the same time, it forms the Cartan subalgebra of $\text{gl}(1|1)$. Its simple modules are all one dimensional and given by $L_{(e,n)} = C_{(e,n)}$, where $e$ and $n$ are the eigenvalues of $E$ and $N$, respectively. Starting from $L_{(e,n)}$, one can induce

$^9$ Frequently, one also encounters the name ‘Jordan–Hölder series’ [62].
the Kac module \( K_{(e,n)} \) of \( \mathfrak{gl}(1|1) \) by letting \( \psi^\pm \) act trivially on an arbitrary non-zero vector \( |e, n\rangle \) of \( L_{(e,n)} \). The resulting module is spanned by two states \( v_1 = |e, n\rangle \) and \( v_2 = \psi^-|e, n\rangle \). The second vector has weight \( (e, n - 1) \). By applying \( \psi^+ \) to \( v_2 \), one can easily verify that \( K_{(e,n)} \) is irreducible, \( L_{(e,n)} = K_{(e,n)} \), if and only if \( e \neq 0 \). For \( e = 0 \), on the other hand, \( v_2 \) spans an invariant submodule, since \( v_1 \) cannot be reached anymore by the action of \( \psi^+ \). As a consequence, the module \( K_{(0,e)} \) has a composition series of length 2 which may be depicted as

\[
K_{(0,e)} : \quad \mathcal{L}_n \rightarrow \mathcal{L}_{n-1},
\]

where \( \mathcal{L}_n := \mathcal{L}_{(0,n)} \) refers to the one-dimensional simple module on which \( N \) acts as multiplication by \( n \) and all the remaining generators, \( E, \psi^\pm \), act trivially. Finally, the module \( B_{(e,n)} \) is obtained by acting on \( L_{(e,n)} = C_{(e,n)} \) with all possible fermionic operators. This gives rise to a four-dimensional space which decomposes as \( B_{(e,n)} = L_{(e,n)} \oplus L_{(e,n+1)} \) for \( e \neq 0 \). In contrast, for \( e = 0 \), the module \( B_{(0,n)} \) turns out to be indecomposable with a socle series \( 10 \)

\[
B_{(0,n)} : \quad \mathcal{L}_n \rightarrow \mathcal{L}_{n+1} \oplus \mathcal{L}_{n-1} \rightarrow \mathcal{L}_n.
\]

Actually, \( B_{(0,0)} \) just corresponds to the adjoint representation of \( \mathfrak{gl}(1|1) \).

In addition to the representations just mentioned, the Lie superalgebra \( \mathfrak{gl}(1|1) \) admits a whole zoo of finite-dimensional indecomposable representations. The complete classification can be found in [60], including the full set of tensor product decompositions. Anticipating the notation \( \mathcal{P}_n = B_{(0,n)} \), an illustration of the most important representations of \( \mathfrak{gl}(1|1) \) is provided in figure 1.\(^{11}\)

### 2.3.2. Category theoretic perspective

The previous section was mainly concerned with defining an interesting set of representations. Here, we would like to clarify the relations between the modules \( \mathcal{L}_1, \mathcal{K}_1, \) and \( B_1 \) and bring some structure into the zoo of representations. This will be achieved by means of concepts from the category theory; see [62] for a helpful reference. There are several categories of representations at our disposal. With regard to Verma modules, the most appropriate one is category \( \mathcal{O} \) [51, 64, 65]. From the perspective of Kac modules, it is more natural to restrict one’s attention to the category of representations with diagonalizable action of the Cartan subalgebra \( \mathfrak{h} \). In particular, the previous category includes the category of finite-dimensional weight modules over \( \mathfrak{g} \) [66]. All statements in this section refer to the latter\(^{12}\).

\(^{10}\) Alternatively, it also has a Kac composition series \( B_{(0,n)} : K_{(0,n)} \rightarrow K_{(0,n+1)} \).

\(^{11}\) These pictures should not be confused with the composition or socle series even though—in the particular case of \( \mathfrak{gl}(1|1) \), where the even subalgebra coincides with the Cartan subalgebra—these notions are closely related.

\(^{12}\) Since, we will later also be dealing with non-compact forms of supergroups associated with the Lie superalgebra \( \mathfrak{g} \), some of our statements should be taken with a pinch of salt. To be precise, we will feel free to extrapolate results from a finite-dimensional to an infinite-dimensional setting where the corresponding mathematical results have not (yet) been rigorously established.
Much of the subsequent exposition is based on the concept of a projective module. A \(g\)-module \(\mathcal{P}\) is called projective (in a given category of representations) if and only if, for every surjective \(g\)-homomorphism \(f : \mathcal{M} \twoheadrightarrow \mathcal{P}\), there exists a \(g\)-homomorphism \(h : \mathcal{P} \rightarrow \mathcal{M}\), such that \(f \circ h = \text{id}\). In other words, in the case \(\mathcal{M}\) is a cover of \(\mathcal{P}\) then it contains \(\mathcal{P}\) as a direct summand and the map \(f\) can be thought of as the projection onto \(\mathcal{P}\). In the present context, i.e., restricting all considerations to the category of finite-dimensional \(g\)-modules, projective modules also satisfy the dual property of being injective [52]. One could then replace our previous definition by the requirement that any projective submodule \(\mathcal{P}\) of an arbitrary module \(\mathcal{M}\) always appears as a direct summand.

Let \(\text{SRep}(g)\) denote the set of (equivalence classes of) all finite-dimensional simple modules \(L_\lambda\). As we have seen in section 2.3.1, elements from this set will be indexed by \(\lambda\), with \(\lambda\) running through some set of weights (a weight of \(g\) and \(g_0\) at the same time). As we have reviewed in section 2.3.1, the simple modules fall into two classes, typical and atypical representations. We split the set of weights accordingly into typical ones and atypical ones, \(\text{TRep}(g)\) and \(\text{ARep}(g)\). For finite-dimensional representations, it can be shown that the typical sector is characterized by the property that its simple modules are projective (in the sense described in the previous paragraph), while for the atypical representations, this is not the case\(^\text{13}\).

With each weight \(\lambda\), one can not only associate the simple module \(L_\lambda\) but also further indecomposable modules which contain \(L_\lambda\) as a simple quotient. Besides the Kac module \(K_\lambda\), the most important is the projective cover \(P_\lambda\) (see e.g. [63, lemma 3.2]). The projective cover \(P_\lambda\) is the (unique) indecomposable projective module which has \(L_\lambda\) as a simple quotient. A representation \(L_\lambda\) is typical if and only if \(L_\lambda \cong P_\lambda\), i.e., if \(L_\lambda\) is already projective itself. Otherwise \(P_\lambda\) is strictly larger than \(L_\lambda\). Every projective module may be decomposed into a direct sum of projective covers \(P_\lambda\) of simple modules. It should be noted that there are at least two independent intertwiners from \(P_\lambda\) to itself as long as \(\lambda\) is atypical. The first one is the identity map. The other maps the head of \(P_\lambda\) to its socle and is thus nilpotent\(^\text{14}\). In all examples we are aware of, the latter is given by a suitable power of the quadratic Casimir operator.

After these preparations, we are finally able to address the structure of the modules \(B_\lambda = \text{Ind}^g_{g_0}(L_\lambda)\) which are induced from finite-dimensional simple \(g_0\)-modules \(L_\lambda\). Since \(L_\lambda\) is projective and induction preserves this property, the module \(B_\lambda\) is projective as well (see, e.g., [66]). Hence, it possesses a decomposition

\[
B_\lambda = \bigoplus_{\mu \in \text{SRep}(g)} m_{\lambda \mu} P_\mu
\]  

(2.25)

into projective covers. Due to the relation \(\dim \text{Hom}_g(P_\lambda, L_\mu) = \delta_{\lambda \mu}\) (‘the head of \(P_\lambda\) is \(L_\lambda\)’), the multiplicities can be obtained as the dimension

\[
m_{\lambda \mu} = \dim \text{Hom}_g(B_\lambda, L_\mu)
\]  

(2.26)

of a suitable space of intertwiners.

Finally, we introduce an equivalence relation on the set \(\text{SRep}(g)\). Two weights \(\mu\) and \(\nu\) are said to be in the same block if there exists a non-split extension

\[
0 \rightarrow L_\mu \rightarrow A \rightarrow L_\nu \rightarrow 0.
\]  

(2.27)

\(^\text{13}\) According to [50], typical representations split in any finite-dimensional representation. (This property may actually be taken as the definition of typicality.) Hence, they need to be their own projective cover.

\(^\text{14}\) That the socle is equal to the head can be inferred from the equality \(\dim \text{Hom}_g(L_\lambda, P_\lambda) = \dim \text{Hom}_g(P_\lambda, L_\lambda) = 1\).

The second equation just means that \(L_\lambda^*\) constitutes the head of \(P_\lambda^*\). To complete the argument, one also has to use that the socle and the head do not sit on top of each other, i.e., that \(P_\lambda\) is not simple.
In other words, if \( L_\mu \) and \( L_\nu \) can be obtained as a submodule and a quotient of \( A \), respectively, but nevertheless \( A \) is not isomorphic to \( L_\mu \oplus L_\nu \). The division of weights into blocks defines an equivalence relation which can be represented as a graph. The vertices are just the simple modules and two vertices are connected by a line if they admit a non-split extension. The blocks are the connected components of the resulting graph. There are a number of theorems on properties of blocks. For instance, it can be shown that the degree of atypicality is constant on blocks \([51, 52, 67]\). Moreover, different blocks are separated by central characters (i.e., the joint set of eigenvalues of all Casimir operators).

We will use the symbol \( [\sigma] \) to denote the block a given weight \( \sigma \) belongs to. A weight is typical if and only if the corresponding block contains precisely one element. The symbol \( \text{ABlocks}(\mathfrak{g}) \) will be reserved for the set of blocks obtained from atypical modules \( \sigma \).

**Example: the blocks of \( gl(1|1) \).** The simple representations of \( gl(1|1) \) fall into the blocks \([ (e, n]) = \{(e, n) \mid e \neq 0 \} \) and \([ (0, n)] = \{(0, n + m) \mid m \in \mathbb{Z}\} \), see the illustration

\[
\begin{array}{c}
[e, n] \\
\bullet \\
[0, n] \\
\end{array}
\]

Indeed, the Kac module \( K_{(0,n)} \) provides a non-split extension

\[
0 \rightarrow L_{n-1} \rightarrow K_{(0,n)} \rightarrow L_n \rightarrow 0.
\]  

The projective covers \( P_n \overset{\text{def}}{=} P_{(0,n)} \) of atypical simple modules \( L_n = L_{(0,n)} \) coincide (for \( gl(1|1) \)) with the modules \( \mathcal{B}_{(0,n)} \). We note in passing that the quadratic Casimir operator \( C \) acts in a non-diagonalizable fashion on the atypical projective covers \( P_n \) \([31]\).

### 2.4. Harmonic analysis on supermanifolds

In this section, the harmonic analysis on supergroups and superspheres is discussed. In contrast to the purely bosonic case, the Laplacian turns out to be non-diagonalizable in the former case, thereby establishing a natural link to logarithmic CFT. Our presentation will follow closely the logic of the article \([68]\).

**2.4.1. Guide to the literature on supergeometry.** Roughly speaking, a supermanifold is a manifold which can locally be described by flat bosonic and fermionic—Grassmann algebra-valued—coordinates. There are several competing definitions of how this physicist’s intuition can be made mathematically precise. Since our main focus rests on physical applications, we are not capable of giving a complete account here, only a brief outline of some of the most important concepts. Readers interested in gaining a mathematically rigorous understanding of supermanifolds are invited to consult the original literature or some of the recent books on this subject. More physically minded readers may also start with Witten’s recent exposition \([69]\).

A very prominent approach follows the logic of Berezin, Kostant and Leites (BKL) and uses the language of algebraic geometry, in particular the concept of locally ringed spaces. As introductory books, we can recommend \([70–73]\). Some more advanced aspects of the theory are treated in \([74, 75]\). An alternative route, focusing more on differential geometric concepts and building up the theory from the local descriptions of supermanifolds, is covered in the books \([76–79]\). The two approaches give rise to equivalent notions of supermanifolds (in the sense of a categorical equivalence). At the level of computations in local coordinates, they are virtually identical. However, the BKL approach is more amenable to the application of advanced methods from algebraic geometry. Moreover, being more abstract, it is more flexible; for instance, only minor modifications lead to \( \mathbb{Z} \)-graded manifolds as they arise in mathematical treatments of the BV formalism.
2.4.2. Supergroups. A mathematically rigorous definition of a Lie supergroup $G$ can be obtained from a super Harish-Chandra pair $(G_0, \mathfrak{g})$, i.e., a pair of an ordinary Lie group $G_0$ and a Lie superalgebra $\mathfrak{g}$, such that $\mathfrak{g}_0$ is the Lie algebra associated with $G_0$. Moreover, there should be an action of $G_0$ on $\mathfrak{g}$ which restricts to the adjoint action on $\mathfrak{g}_0$ and whose differential close to the identity extends to the adjoint action of $G_0$ on $\mathfrak{g}$ (see, e.g., [72]).

In our review, we shall adopt a more ad hoc perspective, thereby ignoring, to a large extent, potential mathematical subtleties. We shall simply assume that the idea of exponentiating a Lie algebra to obtain a Lie group carries over to Lie superalgebras if odd generators are paired with fermionic coordinates. For our purposes, a Lie supergroup $G$ is then a fermionic extension of an ordinary Lie group $G_0$ by fermionic coordinates which transform in a suitable representation of $G_0$. All the properties of a supergroup are inherited from these data. For this reason, we will review the well-known harmonic analysis on ordinary compact Lie groups first. The goal of harmonic analysis is to learn about the structure of a group from studying the action of invariant differential operators—Lie derivatives and Laplace operators—on its algebra of functions.

Let us consider a compact, simple, simply connected Lie group $G_0$. According to the Peter–Weyl theorem, the algebra $\mathcal{F}(G_0)$ of square integrable functions on $G_0$ (with respect to the Haar measure) decomposes as

$$\mathcal{F}(G_0) \cong \bigoplus_{\mu \in \text{SRep}(G_0)} L_{\mu} \otimes L_{\mu}^*$$

(2.29)

under the left–right regular action $(l, r) \cdot f : g \mapsto f(l^{-1}gr)$ of $G_0 \times G_0$, where the sum is over all finite-dimensional unitary and irreducible representations of $G_0$ and the asterisk $*$ refers to the dual representation. Each individual term in the decomposition can be thought of as being associated with representation matrices $\rho^{(\mu)}(g) \in \text{End}(L_{\mu})$ with $g \in G_0$. The statement of the Peter–Weyl theorem is that these matrix elements can be used to approximate any function on $G_0$ with arbitrary precision. In equation (2.29), it has been assumed implicitly that we consider the closure of the right-hand side.

The extension to supergroups is straightforward. Compared to an ordinary group, a supergroup comes with additional Grassmann algebra-valued coordinates which generate the exterior algebra $\bigwedge(\mathfrak{g}_0^*)^\Lambda$. This space admits an obvious action of $\mathfrak{g}_0$ by the Lie bracket. The algebra of functions on the supergroup $G$ is the induced module (with respect to the right action of $G_0$)

$$\mathcal{F}(G) = \text{Ind}_{\mathfrak{g}_0}^G \mathcal{F}(G_0) = \mathcal{F}(G_0) \otimes \bigwedge(\mathfrak{g}_0^*)^\Lambda.$$  

(2.30)

This definition has a natural interpretation arising from formally expanding functions on $G$ in a Taylor series in the odd coordinates. Apart from the right action of $G$, $\mathcal{F}(G)$ also admits a left action, just as in the bosonic case. Our goal is to understand the decomposition of this algebra as a $\mathfrak{g} \oplus \mathfrak{g}$-module (with respect to the left and right regular action). The result will provide a super-analogue of the Peter–Weyl theorem.

Since all finite-dimensional representations of a reductive Lie algebra $\mathfrak{g}_0$ are projective, the same will be true for the induced module $\mathcal{F}(G)$. Hence, as a right $\mathfrak{g}$-module, $\mathcal{F}(G)$ has the decomposition

$$\mathcal{F}(G) = \bigoplus_{\mu \in \text{SRep}(G)} M_{\mu} \otimes \mathcal{F}_{\mu},$$

(3.31)

where the sum is over all projective covers of $\mathfrak{g}$ and the $M_{\mu}$ are some multiplicity spaces. As a left $\mathfrak{g}$-module, $\mathcal{F}(G)$ has precisely the same decomposition. Indeed, the algebra of functions has to be isomorphic with respect to the left and the right regular action due to the existence of
the isomorphism $\Omega : \mathcal{F}(G) \to \mathcal{F}(G)$ which acts as $\Omega(f) : g \mapsto f(g^{-1})$ and which intertwines the left and right regular actions.

In the typical sector, $\mathcal{P}_\mu$ agrees with $\mathcal{L}_\mu$. Given the symmetry between the left and the right action, it is then obvious that $M_\mu \cong \mathcal{L}_\mu$ as vector spaces. We will now show that this is indeed always the case, not only in the typical sector but also in the atypical sector. First of all we note that, by definition (2.20) and equation (2.25), the algebra of functions on $G$ has the form

$$\mathcal{F}(G) = \bigoplus_{\mu \in \text{SRep}(\mathfrak{g}_0)} \mathcal{L}_\mu \otimes \mathcal{B}_\mu^* = \bigoplus_{\mu \in \text{SRep}(\mathfrak{g}_0)} m_{\mu \nu} \mathcal{L}_\mu \otimes \mathcal{P}_\mu^*$$

(2.32)

as a $\mathfrak{g}_0 \oplus \mathfrak{g}$-module. We then employ Frobenius reciprocity to rewrite equation (2.26) as

$$m_{\mu \nu} = \dim \text{Hom}_{\mathfrak{g}}(\mathcal{L}_\mu, \mathcal{L}_\nu),$$

(2.33)

which proves our assertion, given that all $\mathfrak{g}_0$-modules are fully reducible.

The result just obtained suggests that we have a factorization $\mathcal{L}_\mu \otimes \mathcal{L}_\mu^*$ of the individual contributions in the typical sector, just as in the case of $\mathcal{F}(G_0)$. In the atypical sector, however, such a factorization is not possible, since the projective covers $\mathcal{P}_\mu$ are strictly larger than the simple modules $\mathcal{L}_\mu$. For this reason, the left and right modules in the atypical sector are entangled in a complicated way, arranging themselves in one infinite-dimensional non-factorizable (non-chiral) indecomposable $\mathfrak{g} \oplus \mathfrak{g}$-module $\mathcal{I}_{[\sigma]}$ for each individual block $[\sigma]$. We finally find\footnote{Versions of this result appear to be known among mathematicians specialized in Lie superalgebras, even though no specific reference seems to exist. In the physics literature, the result was first noted in [38] and, from the more general perspective adopted here, in [68].}

$$\mathcal{F}(G) = \bigoplus_{\mu \in \text{TrRep}(\mathfrak{g})} \mathcal{L}_\mu \otimes \mathcal{L}_\mu^* \oplus \bigoplus_{[\sigma] \in \text{Blocks}(\mathfrak{g})} \mathcal{I}_{[\sigma]}$$

(2.34)

for the decomposition of $\mathcal{F}(G)$ as a $\mathfrak{g} \oplus \mathfrak{g}$-module. For Lie supergroups of type I, an alternative derivation based on BGG duality [66] has been worked out in great detail in [38]. In that case, the distinguished $\mathbb{Z}$-grading (2.14) allows us to split the fermions into two separate sets which transform non-trivially only under the left and right action of $G_0$ on $G$, respectively. Needless to say, this decomposition is perfectly adapted to the natural bimodule structure of $\mathcal{F}(G)$.

It should be emphasized that the Laplace operator $\Delta$—which can be thought of as half the quadratic Casimir operator acting on $\mathcal{F}(G)$—is not diagonalizable on the atypical projective covers $\mathcal{P}_\mu$ and on the non-chiral modules $\mathcal{I}_{[\sigma]}$, certainly for type-I supergroups [38] but probably beyond. For $\sigma$-models on supergroups, this implies that they are generally logarithmic CFTs (see [36] for an explicit derivation of logarithmic correlation functions). Exceptions may occur for small volumes where the spectrum of the CFT can be truncated in such a way that the modules $\mathcal{I}_{[\sigma]}$ no longer contribute [37, 39].

Example: harmonic analysis on GL(1|1). Since our previous result has been very abstract, let us explain it in more detail using the example of GL(1|1) (first considered in [36]). As coordinates we choose $x, y, \eta, \bar{\eta}$ which are used to represent a general group element $g \in \text{GL}(1|1)$ in the form

$$g = e^{i \eta \phi^+} e^{ix + i yN} e^{i \bar{\eta} \phi^-}.$$  

(2.35)

The space of functions on GL(1|1) is spanned by the plane waves $e^{-i (x+y)}$ multiplied by a polynomial in the fermionic coordinates $\eta, \bar{\eta}$. On this space, the regular action of GL(1|1) on
Typical sector a)
\[
\begin{array}{c}
N - \bar{N} \\
n \in \mathbb{Z}^2 \\
L(e,n)
\end{array}
\]
Right action
\[
\begin{array}{c}
N - \bar{N} \\
n \in \mathbb{Z}^2 \\
L^*(e,n)
\end{array}
\]
Both actions

Atypical sector b)
\[
\begin{array}{c}
N - \bar{N} \\
n \in \mathbb{Z}^2 \\
P_n
\end{array}
\]
Right action
\[
\begin{array}{c}
N - \bar{N} \\
n \in \mathbb{Z}^2 \\
P_n^*
\end{array}
\]
Both actions

\[I[0]\]

Figure 2. Sketch of the harmonic analysis on supergroups using the example of GL(1|1). It is shown how the space of functions organizes itself with respect to the left and the right action of \(g\) (the axes correspond to eigenvalues of the respective Cartan subalgebra) and with respect to the simultaneous action of both. In the typical sector (a), we observe a factorization of representation (green and red), while in the atypical sector (b), the functions organize themselves in infinite-dimensional non-factorizing representations (blue) due to the extension of simple modules into projective covers.

itself leads to the following two mutually (graded) commuting copies of the Lie superalgebra \(gl(1|1)\):
\[
\begin{align*}
E &= i \partial_x, \\
N &= i \partial_x - \eta \partial_\eta, \\
\psi^+ &= -i \partial_\eta, \\
\psi^- &= i e^{i y} \partial_\eta - \eta \partial_x
\end{align*}
\]
\[2.36\]
\[
\begin{align*}
\bar{E} &= -i \partial_x, \\
\bar{N} &= -i \partial_x + \bar{\eta} \partial_{\bar{\eta}}, \\
\bar{\psi}^- &= -i \partial_{\bar{\eta}}, \\
\bar{\psi}^+ &= i e^{i y} \partial_{\bar{\eta}} - \bar{\eta} \partial_x.
\end{align*}
\]
\[2.37\]

We note that the generators \(E, \bar{E}\) and \(N, \bar{N}\) reduce to momentum operators when restricted to functions without fermions. The space of functions on GL(1|1) is spanned by the following vectors with quantum numbers:

| \(e^{i (ex + ny)}\) | \(e^{i (ex + ny)}\) | \(e^{i (ex + ny)}\) | \(e^{i (ex + ny)}\) |
|---|---|---|---|
| \(E, \bar{E}\) | \((e, -e)\) | \((e, -e)\) | \((e, -e)\) |
| \((e, -e)\) | \((e, -e)\) | \((e, -e)\) | \((e, -e)\) |
| \((e, -e)\) | \((e, -e)\) | \((e, -e)\) | \((e, -e)\) |
| \((e, -e)\) | \((e, -e)\) | \((e, -e)\) | \((e, -e)\) |
| \((e, -e)\) | \((e, -e)\) | \((e, -e)\) | \((e, -e)\) |
| \((e, -e)\) | \((e, -e)\) | \((e, -e)\) | \((e, -e)\) |
| \((e, -e)\) | \((e, -e)\) | \((e, -e)\) | \((e, -e)\) |
| \((e, -e)\) | \((e, -e)\) | \((e, -e)\) | \((e, -e)\) |

Restricting our attention to integer values of \(n\) and fixed value of \(e\) for simplicity of illustration, the resulting weight diagram reduces to the patterns sketched in figure 2. In the typical sector \(e \neq 0\), the states organize themselves into 2D simple modules \(L\), both with respect to the left and with respect to the right action (red and green lines). Under the combined action, they combine into four-dimensional representations (red and green boxes) which correspond to the tensor product \(L \otimes L^*\). In the atypical sector \(e = 0\), however, the picture is very different. Here, the states organize themselves in four-dimensional projective...
covers $\mathcal{P}$ if only one of the two actions is considered. One should imagine the diamond from figure 1 but now perpendicular to the plane, with two of the vertices being located in the plane. In this case, the states cannot be organized in a tensor product under the combined action for obvious reasons. Instead, they have to combine into infinite-dimensional indecomposable multiplets (blue), one for each value of $n \mod 1$, i.e., one for each block.

Finally, we comment on the action of the Laplace operator $\Delta$. It is obtained by expressing the quadratic Casimir $C$ from (2.11) in terms of the Lie derivatives (2.36) and it reads

$$\Delta = C/2 = -\partial_i \partial_i - i/2 \partial_\chi - e^{\bar{g}} \partial_{\bar{g}} \partial_{\bar{g}}. \tag{2.38}$$

An explicit inspection of the 2D $\Delta$-invariant subspace spanned by the functions $e^{-i(\bar{e}+1)\bar{\eta}}$ and $e^{-i\bar{e}}$ shows that the Laplacian cannot be diagonalized on the atypical sector with $\epsilon = 0$ (which is annihilated by $\partial_\chi$) [36].

2.4.3. Harmonic analysis on supercosets. The harmonic analysis on a supercoset $G/H$ where the supergroup elements are identified according to the rule $g \sim gh$ with $h \in H$ can be deduced from that of the supergroup case. Indeed, the algebra of functions on $G/H$ can be thought of as the space of $H$-invariant functions on $G$,

$$\mathcal{F}(G/H) = \text{Inv}_H \mathcal{F}(G), \tag{2.39}$$

where an element $h$ of the supergroup $H$ acts on $f \in \mathcal{F}(G)$ according to

$$h \cdot f(g) = f(gh). \tag{2.40}$$

It is obvious that the space $G/H$ and hence also the algebra of functions $\mathcal{F}(G/H)$ still admits an action of $G$. The isometry supergroup of $G/H$ might be bigger than $G$ but for simplicity, we will only consider the symmetry $G$.

Writing the invariant subspace (2.39) explicitly as a direct sum over indecomposable $G$-modules turns out to be rather involved in the general case. The main reason is that the modules over Lie superalgebras are not necessarily fully reducible. On the one hand, such modules already appear in $\mathcal{F}(G)$, as $G$-modules with respect to the right regular action, see equation (2.31). On the other hand, they may also arise when decomposing simple $G$-modules after restricting the action to the supergroup $H$. Finally, the invariants that need to be extracted when restricting from $\mathcal{F}(G)$ to $\mathcal{F}(G/H)$ can be either true $H$-invariants of $\mathcal{F}(G)$ (i.e., simple $H$-modules) or they can sit in a larger indecomposable $H$-module. A general solution to this intricate problem is currently beyond reach. Nevertheless, equation (2.32) teaches us one general lesson. In the case $H$ is purely bosonic, the algebra of functions $\mathcal{F}(G/H)$ necessarily involves projective covers of simple $G$-modules, with a non-diagonalizable action of the Laplace operator. In particular, this observation is relevant for the supercosets describing AdS backgrounds in string theory.

The problem sketched in the previous paragraph can be circumvented when working on the level of characters, since these are not sensitive to the indecomposable structure of modules. For many purposes, this will be sufficient, as the following example shows.

Example: the supersphere $S^{3|2}$. Instead of treating the general case, we discuss one example in some detail, namely the supersphere $S^{3|2}$. This supersphere can be thought of as being embedded into the flat superspace $\mathbb{R}^{4|2}$, i.e., we have four bosonic coordinates $x^i$ and two fermionic coordinates $\eta_1, \eta_2$ subject to the constraint $x^2 + 2\eta_1 \eta_2 = R^2$. For our purposes, we can identify the algebra of functions $\mathcal{F}(S^{3|2})$ with the polynomial algebra $\mathcal{S}(\mathbb{R}^{4|2})$ in the six coordinates $(x^i, \eta_1)$ modulo the ideal generated by $\bar{X}^2 = x^2 + 2\eta_1 \eta_2 = R^2$.

These coordinates transform in the vector representation of SO(4) and the defining representation of SP(2), respectively. Moreover, such bosonic transformations leave the
constraint invariant. In addition, one can consider transformations which mix bosons and fermions. The resulting supergroup of isometries is OSP(4|2). Since the stabilizer of an arbitrary point on $S^{3|2}$ is OSP(3|2), this confirms that the supersphere possesses a representation as a supercoset OSP(4|2)/OSP(3|2).

In order to determine the character for the OSP(4|2)-module $F(S^{3|2})$, we proceed as follows. We first identify the Cartan subalgebra of osp(4|2) with the Cartan subalgebra of $su(2) \oplus su(2) \oplus su(2)$, where we use the identifications $so(4) \cong su(2) \oplus su(2)$ and $sp(2) \cong su(2)$. We then choose linear combinations of the six coordinates, such that we can assign the weights $(\epsilon, \eta, 0)$ and $(0, 0, \epsilon)$ to them, with $\epsilon, \eta = \pm 1$. In addition, we introduce a quantum number for the polynomial grading. Each of the six coordinates $X^a$ then contributes a term $z_1^{m_1} z_2^{m_2} z_3^{m_3} t$ to the character, where $m_i \in \{0, \pm 1\}$ have to be chosen according to the respective weights and $t$ keeps track of the polynomial grade. For a product of coordinates, these individual contributions have to be multiplied with each other, since the quantum numbers and the polynomial degree add up.

After these preparations, it is very simple to write down the character of all polynomial functions in the coordinates $X^a$, i.e., the character of $S(\mathbb{R}^{4|2})$. Dividing out the ideal $X^2 = R^2$ is taken into account by multiplying the previous character with $1 - t^2$, since the constraint identifies every polynomial of degree $n \geq 0$ in $S(\mathbb{R}^{4|2})$ with a polynomial of degree $n + 2$ with the same osp(4|2)-weight. At the end, we take the limit $t \to 1$, since the grade is not a good quantum number once we impose the constraint. The total character is thus given by

$$
Z_{F(S^{3|2})} (z_1, z_2, z_3) = \lim_{t \to 1} \frac{(1 - t^2)(1 + t z_2)(1 + t/z_3)}{(1 - t z_2)(1 - t z_1/z_2)(1 - t z_2/z_1)(1 - t/z_1 z_2)},
$$

where all terms in the denominator should be expanded in a geometric series before the limit is taken [39]. The resulting expression can be represented as a linear combination of characters of osp(4|2). Without going into details, we just write down the result

$$
Z_{F(S^{3|2})} (z_1, z_2, z_3) = \chi_{[0,0,0]}(z_1, z_2, z_3) + \sum_{k=0}^{\infty} \chi_{[1/2,1/2,1/2]}(z_1, z_2, z_3),
$$

where the labels $[j_1, j_2, j_3]$ refer to simple modules (see [39]). Since all labels correspond to atypical irreducible representations in different blocks, this character decomposition at the same time yields the result for the harmonic analysis on $S^{3|2}$ (see also [80]). The considerations of this section will be used in section 4.3 when we discuss the spectrum of freely moving open strings on $S^{3|2}$.

2.5. Cohomological reduction

We shall now review a tool which is capable of extracting part of the information of interest from a simplified setup. In the context of (logarithmic) CFT, it can be used to reduce the calculation of certain observables to those in theories of either free bosons or symplectic fermions [81]. The method has been applied successfully to a non-perturbative proof of conformal invariance for symmetric superspace $\sigma$-models [81]. Combining it with the idea of the quasi-Abelian perturbation theory, see section 3.5, it has also been used to conjecture exact D-brane spectra on projective superspaces [82].

2.5.1. General formalism. The procedure of cohomological reduction starts with the choice of a BRST charge $Q$ in the Lie superalgebra $\mathfrak{g}$. By definition, the BRST charge is a fermionic element $Q \in \mathfrak{g}$ which satisfies $[Q, \mathfrak{g}] = 0$. The existence of such a $Q$ is guaranteed for all Lie

This expansion is meant to be purely formal, i.e., convergence issues should not be taken into account.
superalgebras for which atypical representations exist, e.g. for all simple Lie superalgebras except for \( \mathfrak{osp}(1|2n) \). It implies the existence of a nilpotent operator \( Q_M = \rho_M(Q) \) in any representation \( \rho_M : \mathfrak{g} \to \text{End}(M) \). The equation \( Q_M^2 = 0 \) then allows us to define the cohomology classes

\[
H_Q(M) = \text{Ker} Q_M / \text{Im} Q_M.
\]

Before we proceed with analyzing the general structure of the cohomology classes \( H_Q(M) \), it is useful and instructive to focus on the adjoint representation \( M = \mathfrak{g} \) for a second. Using just Jacobi identity (2.1), it is then possible to establish that [81]

1. the subspaces \( \text{Ker} \, \text{ad}_Q \) and \( \text{Im} \, \text{ad}_Q \) are subalgebras of \( \mathfrak{g} \),
2. the subalgebra \( \text{Im} \, \text{ad}_Q \) is an ideal of \( \text{Ker} \, \text{ad}_Q \),
3. the quotient space \( H_Q(g) \) is a Lie superalgebra.

The element \( Q \) thus defines a decomposition of \( \mathfrak{g} \) into three vector superspaces \( \mathfrak{h}, \mathfrak{e}, \mathfrak{f} \),

\[
\mathfrak{g} = \mathfrak{h} \oplus \mathfrak{e} \oplus \mathfrak{f}
\]

such that

\[
\mathfrak{e} = \text{Im} \, \text{ad}_Q, \quad \mathfrak{h} \oplus \mathfrak{e} = \text{Ker} \, \text{ad}_Q \quad \text{and} \quad \mathfrak{h} = H_Q(g).
\]

Moreover, any metric \( \langle \cdot, \cdot \rangle \) on \( \mathfrak{g} \) restricts to a non-degenerate form on \( \mathfrak{h} \subset \mathfrak{g} \). The subspaces \( \mathfrak{e} \) and \( \mathfrak{f} \), on the other hand, are isotropic, i.e., \( \langle \mathfrak{e}, \mathfrak{e} \rangle = 0 = \langle \mathfrak{f}, \mathfrak{f} \rangle \).

We also note that \( \mathfrak{e} \) and \( \mathfrak{f} \) both carry an action of the Lie superalgebra \( \mathfrak{h} \). In other words, the direct sum decomposition of \( \mathfrak{g} \) in equation (2.44) can be regarded as an isomorphism of \( \mathfrak{h} \)-modules. The Lie superalgebra \( \mathfrak{h} \) has been computed for various choices of \( \mathfrak{g} \) and any \( Q \in \mathfrak{g} \).

The results may be summarized as follows:

\[
\begin{align*}
\mathfrak{h} (\mathfrak{gl}(M|N)) & \simeq \mathfrak{gl}(M - r_Q|N - r_Q), \\
\mathfrak{h} (\mathfrak{sl}(M|N)) & \simeq \mathfrak{sl}(M - r_Q|N - r_Q), \\
\mathfrak{h} (\mathfrak{osp}(R|2N)) & \simeq \mathfrak{osp}(R - 2r_Q|2N - 2r_Q).
\end{align*}
\]

The answer depends on \( Q \) only through an integer \( r_Q \geq 1 \) that can be looked up in [81]. In all three cases listed above, there exist elements \( Q \) with minimal rank \( r_Q = 1 \).

The relevance of our previous discussion stems from the fact that all the linear spaces \( H_Q(M) \) come equipped with an action of the Lie sub-superalgebra \( \mathfrak{h} \subset \mathfrak{g} \). First, note that there is an \( \mathfrak{h} \)-stable filtration

\[
M \supset \text{Ker} Q_M \supset \text{Im} Q_M.
\]

Indeed, \( M \) is an \( \mathfrak{h} \)-module by restriction, while \( \text{Ker} Q_M \) and \( \text{Im} Q_M \) are \( \mathfrak{h} \)-submodules because \( \mathfrak{h} \subset \text{Ker} \, \text{ad}_Q \). Finally, \( \text{Ker} Q_M \supset \text{Im} Q_M \) follows from \( Q_M^2 = 0 \).

It is not difficult to see that \( M \to H_Q(M) \) is functorial, i.e., it is consistent with forming tensor products, direct sums and conjugation in the category of \( \mathfrak{h} \)-modules [81]. Even though \( H_Q(M) \) vanishes for a large class of representations, it can certainly contain non-trivial elements. An obvious example is the cohomology of the adjoint \( \mathfrak{g} \)-module \( M = \mathfrak{g} \) which reduces to \( H_Q(g) = \mathfrak{h} \). For a finite-dimensional \( \mathfrak{g} \)-module \( M \), one may actually show that

\[
\text{sdim} H_Q(M) = \text{sdim} M.
\]

We conclude that all modules \( M \) with non-vanishing superdimension give rise to a non-trivial cohomology group \( H_Q(M) \neq 0 \). The condition \( \text{sdim} M \neq 0 \) is often satisfied for atypical representations (short multiplets) and it is these representations that will survive the procedure of cohomological reduction. For typical representations \( M \), on the other hand, it can be proven that the cohomology \( H_Q(M) \) is always trivial. More generally, \( H_Q(M) = 0 \) for all (finite-dimensional) projective modules. To summarize, each instance of cohomological reduction extracts information on certain atypical (short or semi-short) constituents of a given representation \( M \). In this regard, it closely resembles supersymmetric indices.
2.5.2. Application: function spaces on supercosets. Let us now discuss the application of cohomological reduction to supercosets \( G/G' \). For this purpose, we consider a Lie superalgebra \( g \) along with a subalgebra \( g' \subset g \). The corresponding Lie supergroups will be denoted by \( G \) and \( G' \), respectively. As before, we want to pick some fermionic element \( Q \in g \) with \([Q,Q]=0\).

Let us now assume that \( Q \) is contained in the subalgebra \( g' \subset g \), so that its cohomology defines two Lie sub-superalgebras \( h \subset g \) and \( h' \subset g' \) with \( h' \subset h \). We denote the associated Lie supergroups by \( H \) and \( H' \), respectively. Note that the space of functions on the coset superspace \( G/G' \) carries an action of \( g \). In particular, the element \( Q \) acts and gives rise to some cohomology. The central claim of this section is that the cohomology of some geometric object (smooth function, tensor form, square integrable function) defined on the coset superspace \( G/G' \) is equivalent to a similar object defined on \( H/H' \). This gives rise to isomorphisms of the type

\[
H_Q(\mathcal{F}(G/G')) \cong \mathcal{F}(H/H'),
\]

which means that the cohomology of \( Q \) in the space of square integrable functions on \( G/G' \) may be interpreted as a space of square integrable functions on the coset superspace \( H/H' \). We note that \( \mathcal{F}(H/H') \) carries an action of the Lie superalgebra \( h = H_Q(g) \subset g \). Isomorphism (2.48) is an isomorphism of \( h \)-modules. The derivation of equation (2.48) is relatively involved and can be found in full detail in \cite{81}.

Example: cohomological reduction from \( \mathbb{CP}^{1|2} \) to \( \mathbb{R}^{0|2} \). As an example of the above, let us discuss the Lie superalgebra \( g = \mathfrak{gl}(2|2) \). For \( Q \), we pick the matrix that contains a single entry in the upper right corner. It is then easy to check that

\[
\text{Ker ad}_Q = h \oplus c \ni \begin{pmatrix} a_{11} & a_{12} & b_{11} & b_{12} \\ 0 & a_{22} & b_{21} & b_{22} \\ c_{12} & d_{11} & d_{12} \\ 0 & 0 & 0 & a_{11} \end{pmatrix}, \quad \text{Im ad}_Q = c \ni \begin{pmatrix} a_{11} & a_{12} & b_{11} & b_{12} \\ 0 & 0 & 0 & b_{22} \\ 0 & 0 & 0 & d_{12} \\ 0 & 0 & 0 & a_{11} \end{pmatrix}.
\]

Consequently, \( H_Q(g) = h = \mathfrak{gl}(1|1) \) consists of all supermatrices in which \( a_{22}, b_{21}, c_{12} \) and \( d_{11} \) are the only non-vanishing entries. Let us also specify the Lie sub-superalgebra \( g' \) to consist of all elements in \( g \) with vanishing entries \( b_{11} = b_{21} = d_{12} = d_{21} = c_{11} = c_{12} = 0 \). Hence, \( g' \cong \mathfrak{gl}(2|1) \oplus \mathfrak{gl}(1) \). The cohomology \( H_Q(g') = h' = \mathfrak{gl}(1) \oplus \mathfrak{gl}(1) \) of \( g' \) can be read off easily.

In our example, the quotient \( G/G' \) is the complex projective superspace \( \mathbb{CP}^{1|2} \cong S^2 \times \mathbb{R}^{0|4} \). Functions thereon may be decomposed into finite-dimensional representations of \( \mathfrak{psl}(2|2) \) as follows \cite{82}:

\[
\mathcal{F}(\mathbb{CP}^{1|2}) \cong \bigoplus_{j=0}^{\infty} \mathcal{K}_{(j,0)}.
\]

The representations \( \mathcal{K}_{(j,0)} \) of \( \mathfrak{psl}(2|2) \) that appear in this decomposition possess dimension \( d_j = 16(2j+1) \). They are Kac modules generated from the spherical harmonics on the bosonic 2-sphere by application of four fermionic generators. For \( j \neq 0 \), the \( \mathfrak{psl}(2|2) \)-modules \( \mathcal{K}_{(j,0)} \) turn out to be projective (typical long multiplets), and hence \( H_Q(\mathcal{K}_{(j,0)}) = 0 \) for all \( j \neq 0 \). The only non-vanishing cohomology comes from the 16-dimensional Kac module \( \mathcal{K}_{(0,0)} \). The latter is built from three atypical irreducibles, namely two copies of the trivial representation \( \mathcal{L}_0 \) and one copy of the 14-dimensional adjoint representation of \( \mathfrak{psl}(2|2) \) \cite{61}. Each of these pieces contributes to cohomology. While the two trivial representations give rise to two even states, the adjoint representation has an excess of two odd states which descend to cohomology. In total, we obtain a four-dimensional cohomology:

\[
H_Q(\mathcal{F}(G/G')) = H_Q(\mathcal{F}(\mathbb{CP}^{1|2})) = H_Q(\mathcal{K}_{(0,0)}) = \mathbb{R}^{2|2}.
\]
To be more precise, we note that the linear space $R^{2|2}$ carries the four-dimensional projective cover of $\text{gl}(1|1)$. According to our general statement, the cohomology should agree with the space of functions on the quotient $H/H' = \text{GL}(1|1)/\text{GL}(1) \times \text{GL}(1)$. The quotient possesses two fermionic coordinates, and hence gives rise to a four-dimensional algebra of functions over it,

$$\mathcal{F}(H/H') = R^{2|2}. \quad (2.52)$$

It indeed agrees with the cohomology in the space of functions over $\mathbb{CP}^{1|2}$, as was claimed in equation (2.48).

3. Supergroup WZW models

In this section, we discuss supergroup WZW models as primary examples of logarithmic CFTs, emphasizing the connections to harmonic analysis. In the first part, we focus on supergroups of type I. In this case, bosonic and fermionic degrees can be essentially decoupled, leading to the notion of a free fermion realization. As an example for the type-II families, we introduce the free-field realization of the orthosymplectic series at level $k = 1$.

3.1. The action functional

Let us fix a supergroup $G$ together with a metric $\langle \cdot, \cdot \rangle$ of its Lie superalgebra $g$. We assume the supergroup to be simply connected and the invariant form to be suitably normalized (see below). The supergroup WZW model is a 2D $\sigma$-model describing the propagation of strings on $G$. The action functional for maps $g : \Sigma \rightarrow G$ is given by

$$S_{\text{WZW}}[g] = -\frac{i}{4\pi} \int_{\Sigma} \langle g^{-1} \partial g, g^{-1} \bar{\partial} g \rangle \, dz \wedge d\bar{z} - \frac{i}{24\pi} \int_{B_3} \langle g^{-1} \text{dg}, [g^{-1} \text{dg}, g^{-1} \text{dg}] \rangle. \quad (3.1)$$

The second term is integrated over an auxiliary three-manifold $B_3$ which satisfies $\partial B_3 = \Sigma$. Note that the measure $idz \wedge d\bar{z}$ is real. The topological ambiguity of the second term possibly imposes a quantization condition on the metric $\langle \cdot, \cdot \rangle$ or, more precisely, on its bosonic restriction, in order to render the path integral well defined\(^{17}\).

By construction, every WZW model has a global symmetry $G \times G$ corresponding to multiplying the field $g(z, \bar{z})$ by arbitrary group elements from the left and from the right. In fact, this symmetry is elevated to a current superalgebra symmetry $\hat{g}$

$$J^\mu(z) J^\nu(w) = \frac{(J^\mu, J^\nu)}{(z - w)^2} + \frac{if^{\mu\nu\lambda}}{z - w} J^\lambda(w) + \text{non-singular} \quad (3.2)$$

and a corresponding anti-holomorphic symmetry if one allows these elements to depend holomorphically and anti-holomorphically on $z$, respectively. In the last formula, the symbols $f$ denote the structure constants of $g$ and the currents are defined by $J \propto -\partial g g^{-1}$ and $\bar{J} \propto g^{-1} \bar{\partial} g$. The equations of motion guarantee that they are holomorphic and anti-holomorphic, respectively.

Just as for bosonic WZW models, the current algebra (3.2) implies the existence of a conformal energy–momentum tensor which is obtained by the standard Sugawara construction.

\(^{17}\) Note that for WZW models based on bosonic groups, one usually explicitly introduces an integer-valued constant, the level, which appears as a prefactor of the Killing form. For supergroups, the Killing form might vanish. Hence, there is no canonical normalization of the metric. Moreover, we would like to include models whose metric renormalizes non-multiplicatively (see below). Under these circumstances, it is not particularly convenient to display the level explicitly and we assume instead that all possible parameters are contained in the metric $\langle \cdot, \cdot \rangle$. 
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If \( g \) is simple, then the metric is uniquely determined up to a scale factor, the level \( k \). In that case, the central charge of the WZW model is given by
\[
c = \frac{k \text{sdim}(G)}{k + g^\vee},
\] (3.3)
where \( g^\vee \) is the dual Coxeter number (see table 1) and \( \text{sdim}G = \dim(g_0) - \dim(g_1) \) is the superdimension of \( g \). Since our treatment is supposed to cover simple as well as non-simple Lie supergroups, we will refrain from working with the level from now on.

One peculiarity of supergroup WZW models is that the indefinite signature of the metric implies that one part of the bosonic subgroup should be regarded as non-compact, while the other one should be regarded as compact. One of the most familiar examples is the WZW model based on \( \text{PSU}(2|2) \) which features two \( \text{SU}(2) \) WZW models at positive and negative level, respectively. The most natural interpretation here corresponds to a supersymmetrization of the \( \text{SL}(2,\mathbb{R}) \times \text{SU}(2) \) WZW model (corresponding to \( \text{PSU}(1, 1|2) \)). An exception only occurs for small values of the level where quantum renormalization might help to bring a small negative level into the positive regime. In this case, supergroup WZW models may be used to describe a compact target space. An example of this type will be discussed in section 4.3.

3.2. Free fermion realization for type-I supergroups

In order to unravel the peculiarities of supergroup WZW models, we first of all concentrate on the special case of Lie supergroups of type I. These are singled out by the fact that they admit a distinguished \( Z \)-grading (2.14). This grading permits to split the fermionic generators into two sets of generators \( S^a_1 \) and \( S^b_2 \) \((a, b = 1, \ldots, r)\) which are dual in the sense that \([S^a_1, S^b_2] = \delta^a_b\). Moreover, we assume that the bosonic generators \( K^i \) give rise to a metric \( \langle K^i, K^j \rangle = k^{ij} \) of \( g_0 \). Under these circumstances, the complete set of non-trivial relations can be chosen to read \([38]\)
\[
[K^i, K^j] = i f^{ijl} K^l, \quad [K^i, S^a_1] = -\langle R^a \rangle^b_b S^b_2, \quad [S^a_1, S^b_2] = -\langle R^a \rangle^c_c \kappa_{ij} K^j, \quad [K^i, S^a_2] = S^a_2 \langle R^a \rangle^b_b. \] (3.4)
(3.5)

We note that the fermions \( S^a_1 \) and \( S^a_2 \) transform in an \( r \)-dimensional representation \( R \) of \( g_0 \) and its dual \( R^* \), respectively. The symbol \( R^* \) is an abbreviation for the corresponding representation matrix \( R(K^i) \). The structure constants which appear in the commutator \([S^a_1, S^a_2] \) are uniquely determined by the requirement that the metric \( \langle \cdot, \cdot \rangle \) is invariant.

Given the Lie superalgebra \( g \), we can combine its generators with elements of a (suitably large) Grassmann algebra in order to obtain a Lie algebra which can be exponentiated. Following our previous strategy for \( \text{GL}(1|1) \), we shall define the supergroup \( G \) to be given by elements
\[
g = \theta^a S^a_2 \theta^b_2. \] (3.6)
with \( \theta = \theta^a S^a_2 \) and \( \bar{\theta} = \bar{\theta}^0 S^0_1 \). This particular way of distributing the fermions facilitates the decoupling of bosons and fermions and, at the same time, holomorphic factorization. The parametrization has been termed ‘chiral superspace’ in [84]. The coefficients \( \theta^a \) and \( \bar{\theta}^0 \) are independent Grassmann variables, while \( g_0 \) denotes an element of the bosonic subgroup \( G_0 \subseteq G \) obtained by exponentiating the Lie algebra generators \( K^i \). The attentive reader may have noticed that the product of two such supergroup elements (3.6) will not again give a supergroup element of the same form. We shall turn a blind eye to such issues. For us, passing through the supergroup is merely an auxiliary step that serves the purpose of constructing a WZW-like CFT with Lie superalgebra symmetry. Since Lie superalgebras do not suffer from problems with Grassmann variables, the resulting CFT will be well defined.
Given parametrization (3.6), Lagrangian (3.1) can be simplified considerably by making iterative use of the Polyakov–Wiegmann identity:

$$S^{WZW}_{gh} = S^{WZW}_g + S^{WZW}_h - \frac{i}{2\pi} \int (g^{-1} \delta g, \delta hh^{-1}) \, dz \wedge d\bar{z}. \quad (3.7)$$

The WZW action evaluated on the individual fermionic bits vanishes because the invariant form is only supported on grade 0 of the $\mathbb{Z}$-grading. The final result is then

$$S^{WZW}_g = S_{\text{ren}}^{WZW}[gB, \theta] = S^{WZW}_g - \frac{i}{2\pi} \int \langle \bar{\theta}, gB \bar{\delta} \bar{\theta} gB^{-1} \rangle \, dz \wedge d\bar{z}. \quad (3.8)$$

For the correct determination of the mixed bosonic and fermionic term, it was again necessary to refer to the grading of $g$.

It is now crucial to realize (see also [24, 36]) that we may pass to an equivalent first-order description of the WZW model above by introducing an additional set of auxiliary fields $p_a$ and $\bar{p}^\alpha$.

$$S[gB, p, \theta] = S_{\text{ren}}^{WZW}[gB] + S_{\text{free}}[\theta, \bar{\theta}, p, \bar{p}] + S_{\text{int}}[gB, p, \bar{p}]$$

$$= S_{\text{ren}}^{WZW}[gB] + \frac{i}{2\pi} \int \left\{ \langle p, \bar{\delta} \theta \rangle - \langle \bar{p}, \delta \bar{\theta} \rangle - \langle p, gB \bar{p} gB^{-1} \rangle \right\} \, dz \wedge d\bar{z}. \quad (3.9)$$

Here, $\theta, \bar{\theta}$ and our new fermionic fields $p = p_a S^a$ and $\bar{p} = \bar{p}^\alpha S_{\alpha a}$ all take values in the Lie superalgebra $g$. Our conventions may look slightly asymmetric but as we will see later, this just resembles the asymmetry in the parametrization (3.6). Up to certain subtleties that are encoded in the subscript ‘ren’ of the first term, it is straightforward to see that we recover the original Lagrangian (3.8) upon integrating out the auxiliary fields $p$ and $\bar{p}$.

Let us comment a bit more on each term in action (3.9). Most importantly, we need to specify the renormalization of the bosonic WZW model which results from the change in the path integral measure (cf [85]). The computation of the relevant Jacobian has two important effects. First of all, it turns out that the construction of the purely bosonic WZW model entering action (3.9) employs the following renormalized metric$^{18}$

$$\langle K^i, K^j \rangle_{\text{ren}} = \kappa^{ij} - \gamma^{ij} \quad \text{with} \quad \gamma^{ij} = \text{tr}(R^{i} R^{j}). \quad (3.10)$$

Note that this renormalization is not necessarily multiplicative. Only for simple Lie algebras, would the renormalized metric be identical to the original one up to a factor, allowing for the familiar interpretation as a level shift. For the bosonic subalgebra $g_0$ of a basic Lie superalgebra $g$, however, this is not the case. First of all, the simple constituents of $g_0$ all come with their own level and each of them may be shifted differently. But then there are also examples, such as $gl(m|n)$, where $g_0$ is not semi-simple, and hence the notion of levels is not well defined.

As a second consequence of the renormalization, action (3.9) may contain a Fradkin–Tseytlin term, coupling a non-trivial dilaton to the world-sheet curvature $R^{(2)}$

$$S^{WZW}_{\text{PT}}[gB] = \int_\Sigma d^2\sigma \sqrt{h} R^{(2)} \phi(gB) \quad \text{where} \quad \phi(gB) = -\frac{1}{2} \ln \det(R(gB)). \quad (3.11)$$

The same kind of expression is familiar from the investigation of the GL(1|1) WZW model, cf [31, 32, 36]. It is obvious that $\phi$ vanishes whenever $g_0$ is a semi-simple Lie algebra. A non-trivial dilaton is, however, a feature of the series osp(2|2n), sl(m|n) and gl(m|n) or, in other words, of most basic Lie superalgebras of type I. The precise reason for the claimed form of renormalization, i.e., the modification of the metric and the appearance of the dilaton, will become clear in the following section when we discuss the full quantum symmetry of the supergroup WZW model. At the moment, let us just restrict ourselves to the comment that the

$^{18}$ We assume this metric to be non-degenerate. Otherwise we would deal with what is known as the critical level or, in string terminology, the tensionless limit.
dilaton is required in order to ensure the supergroup invariance of the path integral measure for the free fermion realization, i.e., the description of the WZW model in terms of Lagrangian (3.9).

Before we conclude this subsection, let us quickly return to the fermionic terms of Lagrangian (3.9) which may be rewritten in an even more explicit form using

\[ g_B \bar{p} g_B^{-1} = g_B S_{2b} \bar{p}^b g_B^{-1} = S_{2b} R^b_i(g_B) \bar{p}^i. \]  (3.12)

The result for the interaction term is

\[ S_{\text{int}}[g_B, p, \bar{p}] = -\frac{i}{2\pi} \int p_d R^d_b(g_B) \bar{p}^b d\zeta \wedge d\bar{\zeta}. \]  (3.13)

In an operator formulation, the object \( R^d_b(g_B) \) should be interpreted as a vertex operator of the bosonic WZW model, transforming in the representation \( R \otimes R^* \). We may consider the interaction term \( p_d R^d_b(g_B) \bar{p}^b \) as a screening current. The term (3.13) enters the perturbative expansion of correlation functions when starting from the decoupled theory of bosons and fermions. We would like to stress that the series truncates at finite order for any given correlator, since \( p \) and \( \bar{p} \) are fermionic fields.

Note that the screening current entering (3.13) is non-chiral by definition, a feature that is not really specific to supergroups but applies equally well to free-field resolutions of bosonic models. Nevertheless, the existing literature on free-field constructions did not pay much attention to this point. Actually, the distinction is not really relevant for purely bosonic WZW models because of their simple factorization into left and right movers. In the present context, however, a complete non-chiral treatment must be enforced in order to capture and understand the special properties of supergroup WZW models.

### 3.3. Algebraic treatment

While our previous considerations took place entirely on a Lagrangian level, they also have a purely algebraic counterpart. In this section, we will show how the current algebra \( \hat{g} \) can be embedded into a theory described by the current algebra \( g_0 \) and free fermions. This embedding will lead to a natural class of representations and, eventually, to a natural modular invariant partition function.

#### 3.3.1. Current algebra

In what follows, we shall focus on the holomorphic sector of the theory. Our first goal is to rephrase the current algebra (3.2) in terms of the special basis chosen in section 3.2. In the bosonic subsector, we find

\[ K_i(z) K^j(w) = \frac{\kappa^{ij}}{(z-w)^2} + \frac{i f^{ijl} K^l(w)}{z-w}. \]  (3.14)

The transformation properties of the fermionic currents are

\[ K^i(z) S^j_a(w) = -\frac{(R^j)^b_i S^b_a(w)}{z-w} \quad \text{and} \quad K^i(z) S_{2b}(w) = \frac{S_{2b}(w) (R^i)^b_a}{z-w}. \]  (3.15)

Finally, we need to specify the operator product of the fermionic currents,

\[ S^i_a(z) S_{2b}(w) = \frac{\delta^i_b}{(z-w)^2} = \frac{(R^i)^b_a \kappa_{ij} K^j(w)}{z-w}. \]  (3.16)

The previous operator product expansions (OPEs) are straightforward adaptions of the commutation relations (3.4). The central extension is determined by the invariant metric \( \langle \cdot, \cdot \rangle \).

The current superalgebra above defines a chiral vertex algebra via the Sugawara construction. As usual, the corresponding energy–momentum tensor is obtained by contracting
the inverse of a distinguished invariant and non-degenerate metric. The appropriate fully renormalized (hence, the subscript ‘full-ren’) metric is defined by
\[
\langle K^i, K^j \rangle_{\text{full-ren}} = (\Omega^{-1})^{ij} = k^{ij} - \gamma^{ij} - \frac{1}{2} f^{i m} f^{j n},
\]
\[
\langle S^i, S^j \rangle_{\text{full-ren}} = (\Omega^{-1})^{ia} b = \delta^a_b + (R^i_{kj} R^j)^b_a
\]
and it is the result of adding half the Killing form of the Lie superalgebra to the original classical metric \( \langle \cdot, \cdot \rangle \).

Again, this renormalization does not need to be multiplicative.

3.3.2. Free fermion realization. Our next aim is to describe the current superalgebra defined above and the associated primary fields in terms of the decoupled system of bosons and fermions that appear in Lagrangian (3.9). As one of our ingredients, we shall employ the bosonic current algebra
\[
K^i_b(z) K^j_b(w) = \frac{(\kappa - \gamma^{ij})}{(z - w)^2} + \frac{i f^{i j} K^j_b(w)}{z - w},
\]
which is defined using the (partially) renormalized metric \( \langle \cdot, \cdot \rangle_{\text{ren}} \) which has been introduced in equation (3.10). In addition, we need \( r \) free fermionic ghost systems, each of central charge \( c = -2 \). They are described by fields \( p_a(z) \) and \( \theta^a(z) \), with OPE
\[
p_a(z) \theta^b(w) = \frac{g^{ab}}{z - w},
\]
and spins \( h = 1 \) and \( h = 0 \), respectively. The fermionic fields are assumed to have trivial OPEs with the bosonic generators. By construction, the currents \( K^i_b \) and the fields \( p_a, \theta^b \) generate the chiral symmetry of the field theory whose action is
\[
S_\text{free}[\theta, p, \bar{p}] = S_{\text{free}}[\theta, \bar{\theta}, p, \bar{p}] + S_.
\]
Our full WZW theory may be considered as a deformation of this theory, once we take into account the interaction term between bosons and fermions, see equation (3.13).

It is easy to see that the decoupled action (3.21) defines a CFT with energy–momentum tensor
\[
T_0 = \frac{1}{2} [K^i_b \Omega_{ij} K^j_b + \text{tr}(\Omega R^i) \kappa_{ij} \partial K^j_b] - p_a \partial \theta^a.
\]
Note the existence of the dilaton contributions, i.e., terms linear in derivatives of the currents. In addition to the conformal symmetries, action (3.21) is also invariant under a \( \hat{g} \oplus \hat{g} \) current superalgebra. The corresponding holomorphic currents are defined by the relations (normal ordering is implied)
\[
K^i(z) = K^i_b(z) + p_a (R^i)_{\theta^b} \theta^b(z)
\]
\[
S^i_a(z) = - \partial \theta^a(z) + (R^i)_{\theta^b} \kappa_{ij} \partial \theta^b K^j_b(z) - \frac{1}{2} (R^i)^a_c \kappa_{ij} (R^j)^b_d p_b \delta^i \theta^d(z)
\]
\[
S_{2a}(z) = - p_a(z).
\]
It is a straightforward exercise, even though slightly cumbersome and lengthy, to check that this set of generators reproduces OPEs (3.14)–(3.16). Obviously, a similar set of currents may be obtained for the anti-holomorphic sector. Given representation (3.23) for the current superalgebra, one may also check the equivalence of expressions (3.18) and (3.22) for the energy–momentum tensors.

3.3.3. Chiral representation theory. The representation theory of the bosonic current algebra \( \hat{g} \) and of the fermions \( \rho \) is well understood (see, e.g., [28, 42] and references therein). It will thus not come as a surprise that the free fermion realization outlined in the previous section provides a natural route to the construction of representations of \( \hat{g} \). In a sense, the conformal embedding

\[
(\hat{g}, \{\cdot, \cdot\}) \hookrightarrow \mathcal{U}(\{\hat{g}_\rho, \{\cdot, \cdot\}_{\text{ren}}\} \oplus \{p_\alpha, \theta^\alpha\})
\]

constructed in equation (3.23) is to the current superalgebra \( \hat{g} \) what the distinguished \( \mathbb{Z} \)-grading (2.14) was to the underlying horizontal subalgebra \( g \)—with the slight complication that the metric needs to be renormalized\(^{20}\).

In order to substantiate our claim, let us now define the current superalgebra analogue of Kac modules. The starting point is a simple module \( \hat{L}_\lambda \) of \( \{\hat{g}_\rho, \{\cdot, \cdot\}_{\text{ren}}\} \) and the vacuum module \( \hat{\Lambda} \) of the free ghosts \( \{p_\alpha, \theta^\alpha\} \). The module \( \hat{\Lambda} \) is defined by the highest weight conditions

\[
p^{\alpha}_{n+1}|0\rangle = \theta^\alpha n + 1 |0\rangle = 0 \quad \text{for } n \geq 0
\]

and it is the unique irreducible module, assuming integer moding of the fermions\(^{21}\). The current superalgebra \( (\hat{g}, \{\cdot, \cdot\}) \) is then acting in the tensor product

\[
\hat{K}_\lambda = \hat{L}_\lambda \otimes \hat{\Lambda}.
\]

It can be shown [38] that this action is typically irreducible (i.e., \( \hat{K}_\lambda = \hat{L}_\lambda \)) and that the conformal weight of the associated field is described by the (renormalized) Casimir eigenvalues

\[
h_\lambda = \frac{1}{2} C_{\text{full-ren}}^{\text{full-ren}}.
\]

The corresponding Casimir operator is given by \( C_{\text{full-ren}}^{\text{full-ren}} = K \Omega_i K^i + \text{tr}(\Omega R) \kappa_{ij} K^i \) and agrees with the zero-mode contribution to equation (3.22). In cases where \( \hat{K}_\lambda \) contains singular vectors (necessarily fermionic), it will be called atypical. In such a case, one can define the irreducible representation \( \hat{L}_\lambda \) as the quotient of \( \hat{K}_\lambda \) by its maximal ideal \( \mathcal{N}_\lambda \). It is the power of our free fermion realization that it automatically takes care of all bosonic null vectors, while ignoring the fermionic ones (if present).

Let us dwell a bit on the structure of \( \hat{K}_\lambda \). First of all, it is obvious that the space of ground states of \( \hat{K}_\lambda \) coincides with \( \mathcal{K}_\lambda \), since \( \hat{L}_\lambda \) is built on top of the \( g_\rho \)-module \( \hat{L}_\lambda \) and \( \hat{\Lambda} \) on top of \( \land (g_{-1}) \), compare equation (2.18). In particular, \( \hat{K}_\lambda \) will certainly be atypical (i.e., contain fermionic singular vectors) if \( K_\lambda \) is atypical. On the other hand, \( \hat{K}_\lambda \) can also be atypical if \( K_\lambda = L_\lambda \) is typical. In that case, the module contains fermionic singular vectors which are located at higher energy levels. In all examples we are aware of, the corresponding modules \( \hat{K}_\lambda \) arise as the spectral flow image of a different atypical module \( \hat{K}_\mu \) that has its singular vectors on the ground-state level. We believe that this is true in general.

We finally note that the character of the Kac modules \( \hat{K}_\lambda \) follows immediately from the known characters of the constituents in equation (3.26) and modular transformations are easily worked out. The story becomes more subtle if one is interested in characters of atypical irreducible modules \( \hat{L}_\lambda \). As far as we know, a general theory has not been established

\(^{20}\) In more abstract terms, the renormalization is likely to correspond to the shift with the Weyl vector.

\(^{21}\) Other modings are obtained by spectral flow, see section 3.3.4.
3.3.4. Spectral flow automorphisms. In the previous subsection, we have silently skipped over one rather important element in representation theory of current (super)algebras: spectral flow automorphisms. As we shall recall momentarily, spectral flow automorphisms describe symmetry transformations in representation theory of current algebras. Furthermore, they seem to be realized as exact symmetries of the WZW models on supergroups, a property that makes them highly relevant for the discussion of partition functions.

Throughout the following discussion, we shall denote (spectral flow) automorphisms of the current superalgebra \( \hat{g} \) by \( \omega \). We shall mostly assume that the action of \( \omega \) is consistent with the boundary conditions for currents, i.e., that it preserves the integer moding of the currents. In the context of representation theory, any such spectral flow automorphism \( \omega \) defines a map on the set of (isomorphism classes of) representations \( \rho : \hat{g} \to \text{End}(\mathcal{M}) \) via concatenation, \( \omega(\rho) = \rho \circ \omega : \hat{g} \to \text{End}(\mathcal{M}) \). Since the automorphism shuffles the modes of the currents, it usually changes the energy level of states. It is also well known that spectral flow may yield representations whose energy spectrum is not bounded from below. Such representations are relevant for the study of WZW models on non-compact (super)groups such as \( \text{SL}(2,R) \) or \( \text{PSU}(1,1|2) \) [24, 97].

In line with our general strategy, we would like to establish that spectral flow automorphisms \( \omega \) of the current superalgebra \( \hat{g} \) are uniquely determined by their action on the bosonic generators. A spectral flow automorphism \( \omega : \hat{g}_0 \to \hat{g}_0 \) of the bosonic subalgebra \( \hat{g}_0 \) is, by definition, a linear map

\[
\omega(K^i(z)) = (W_0^i_j(z) K^j(z) + u_0^i_{,z} z^{-1} \tag{3.28}
\]

which is consistent with OPE (3.14). The map \( W_0(z) = z^2 \) is defined in terms of an endomorphism \( \zeta_0 : g_0 \to g_0 \) of the horizontal subalgebra. While the eigenvalues of \( \zeta_0 \) determine how the spectral flow shifts the modes of the currents, the vector \( u_0^i\) affects only the zero modes. In order to preserve the trivial monodromy under rotations around the origin, we will assume that \( W_0(z) \) is a meromorphic function, i.e., that all the eigenvalues of \( \zeta_0 \) are integer. Inserting transformation (3.28) into the OPEs (3.14) leaves one with the relation

\[
(z^2)^i_j = f^{ik} \kappa_{kj} u_0^l \tag{3.29}
\]

while all other constraints are satisfied automatically. Hence, the only free parameter is the shift vector \( u_0^i\). In the case of a semi-simple Lie algebra \( g_0 \) (which leads to a non-degenerate Killing form), this argument can also be reversed, and hence it allows to express \( u_0^i \) in terms of \( \zeta_0 \). Any vector \( u_0^i \) which leads to a matrix \( \zeta_0 \) with integer eigenvalues under identification (3.29) will accordingly be referred to as a spectral flow automorphism of \( \hat{g}_0 \) from now on.

Given the insights of the previous paragraphs, it is now fairly straightforward to extend the spectral flow automorphism \( \omega : \hat{g}_0 \to \hat{g}_0 \) to the full current superalgebra. To this end, we introduce the element

\[
\zeta_L = -R^l \kappa_{ij} u_0^j . \tag{3.30}
\]
Following the discussion in the bosonic sector, we now introduce a function $W_2(z) = \zeta_0$. This allows us to define the action of the spectral flow automorphism $\omega$ on the fermionic currents by

$$\omega(S_0^b(z)) = S_0^b(z), \quad \omega(S_2^b(z)) = S_2^b(z), \quad \omega(S_m^b(z)) = (\overline{W_1})^b_a(z),$$

where $\overline{W_1}$ denotes the inverse of $W_1$.

We would also like to argue that spectral flow symmetry is consistent with the free fermion representation (3.23). To be more specific, we shall construct an automorphism on the chiral algebra of the decoupled system generated by the currents $K_0^b(z)$ and the free ghosts $p_a(z)$ and $\theta^a(z)$ that reduces to the expressions above if we plug the transformed fields into the defining equations (3.23). In this context, the most important issue is to understand how the renormalization of the metric $\kappa \to \kappa - \gamma$ affects the action of the spectral flow. As it turns out, the data $\zeta_0$ which gave rise to a spectral flow automorphism of $\hat{g}$ above can also be used to define a spectral flow automorphism of the renormalized current algebra, i.e., of the algebra that is generated by $K_0^b$ with operator products given in equation (3.19). Only the shift vector $w_2^a$ of the zero modes needs a small adjustment, such that the new spectral flow action reads

$$\omega(K_2^a(z)) = (W_0)_{i}^{a} K_i^a(z) + w_2^i z^{-1} \quad \text{where} \quad w_2^i = w_0^i + \text{tr}(\zeta_1 R^i).$$

Note that $\zeta_0$ is not changed, and hence it has the same (integer) eigenvalues as before. In order to obtain an automorphism which is compatible with the free-field construction, we finally need to introduce the transformations

$$\omega(p_a(z)) = p_a(z)(\overline{W_1})^b_a(z), \quad \omega(\theta^a(z)) = (W_1)^a_b(z)\theta_b(z).$$

It is then straightforward but lengthy to check that the previous transformations define an automorphism of the algebra generated by $p_a, \theta^a$ and $K_0^b$ that descends to the original spectral flow automorphism $\omega$ of our current superalgebra $\hat{g}$. During the calculation, one has to be aware of normal ordering issues.

In conclusion, we have shown that any spectral flow automorphism of the bosonic subalgebra of a current superalgebra (related to a Lie superalgebra of type I) can be extended to the full current superalgebra. Furthermore, this extension was seen to be consistent with our free fermion realization. Let us remark that even if we start with a spectral flow automorphism $\omega$ preserving periodic boundary conditions for bosonic currents, the lifted spectral flow $\omega$ does not necessarily have the same property on fermionic generators. Only those spectral flow automorphisms $\omega : \hat{g} \to \hat{g}$ for which $W_1$ is meromorphic as well seem to arise as symmetries of WZW models on supergroups. Nevertheless, also non-meromorphic spectral flows turn out to be of physical relevance. They can be used to describe the twisted sectors of orbifold theories.

3.3.5. The partition function: decoupled versus interacting theory. We now return to the important question of characterizing the bulk state space of the WZW model on the supergroup $G$. With regard to the decoupled action $S_0$ from equation (3.21), it is clear that the partition function factorizes into the partition function of the (renormalized) bosonic WZW model on $G_0$ (including spectral flow sectors if necessary) and the free ghosts

$$Z(G, \langle \cdot, \cdot \rangle) = Z(G_0, \langle \cdot, \cdot \rangle_{\text{ren}}) \cdot Z(p_a, \theta^a),$$

see [38] for a more detailed discussion. In this form, modular invariance is manifest. What is much less obvious: the partition function remains the same if the interaction term $S_{\text{int}}$ in equation (3.13) is switched on which converts the decoupled theory into the supergroup WZW model.
In order to understand the logic of the previous statement, we have to resort to our results on the harmonic analysis on supergroups in section 2.4. Following the standard reasoning [98], the space of ground states of a WZW model can be described by the algebra of functions \( \mathcal{F}(G) \) in the limit of large volume. The action of the current algebra on these states reduces to the biregular action of \( G \) on \( \mathcal{F}(G) \) and the energy is approximated by the eigenvalue of the Laplacian which, in turn, corresponds to half of the (unrenormalized) quadratic Casimir operator. It may be shown that that the Lie derivatives for the left regular action are given by \([38]\)

\[
K^i_j = K^i_j - (R^i)^b_j \theta^b \partial_a S_{2a} = -\partial_a \tag{3.35}
\]

\[
S^a_i = R^a_b (gB) \partial^b + (R^i)^b_j \theta^b \kappa_{ij} K^j_b - \frac{1}{2} (R^i)^c_j \kappa_{ij} (R^j)^b_d \theta^c \theta^d \partial_b.
\]

As we see, this does not quite correspond to the zero-mode action of currents (3.23) due to the extra contribution in \( S^a_i \) which involves \( \partial^b = \partial / \partial \theta^b \). In view of this issue, it is tempting to simply drop the troublesome term. Even though that might seem a rather arbitrary modification at first, it turns out that the corresponding truncated differential operators \( \mathcal{K}' = K', S_{2a} = S_{2a} \) and

\[
S^a_i = (R^i)^a_b \kappa_{ij} K^j_b - \frac{1}{2} (R^i)^c_j \kappa_{ij} (R^j)^b_d \theta^c \theta^d \partial_b \tag{3.36}
\]

also satisfy the commutation relations of \( g \). These considerations extend to the full biregular action of \( g \oplus g \).

We thus conclude that \( \mathcal{F}(G) \) admits two different actions of \( g \oplus g \). The action of the generators \( (K', S_1', S_{2a}) \) and their barred analogues leads to the decomposition (2.34) involving the non-chiral representations \( I_{[e]} \). On the other hand, the action of the generators \( (\mathcal{K}', S_0', S_{2a}) \) leads to a different decomposition of \( \mathcal{F}(G) \) in terms of sums over products \( \mathcal{K}_0 \otimes \mathcal{K}_0^\ast \). We shall denote the corresponding module by \( \mathcal{F}(G) \). The modules \( \mathcal{F}(G) \) and \( \mathcal{F}(G) \) both have the same character, since they are isomorphic as \( g_0 \oplus g_0^\ast \)-modules [38]. On the other hand, the Laplace operator can be diagonalized on \( \mathcal{F}(G) \), while it is not diagonalizable on \( \mathcal{F}(G) \). From a physical perspective, \( \mathcal{F}(G) \) corresponds to the space of ground states of the decoupled theory, while \( \mathcal{F}(G) \) is associated with the full WZW model. Our previous comments imply the equality of the respective partition functions and the occurrence of logarithmic correlation functions in the supergroup WZW model. A more detailed discussion of these issues can be found in [38]. For completeness, we should mention that WZW models for non-simply connected supergroups can be described by means of an orbifolding procedure which is implemented in terms of simple currents (e.g. spectral flow automorphisms).

It is instructive to contrast the previous statements with the logic of ordinary free-field resolutions [99, 100]. In that case, the role of \( \langle g_0, \cdot, \cdot \rangle \) is played by free scalar fields (associated with the Cartan subalgebra \( h \)) and the root generators give rise to either free bosonic or fermionic ghost systems, depending on the nature of the roots. In that case, the total partition function is not the product of the individual partition functions. Rather, one needs to pass over to a cohomology which is defined in terms of screening currents. This removes the singular vectors from the state space. In contrast, the fermionic singular vectors arising from the free fermion realization of supergroup WZW models need not be removed and the partition functions of the interacting and the non-interacting theory agree. Nevertheless, there are still differences on the level of the state space. While the non-interacting theory probably is free of logarithms and exhibits a trivial holomorphic factorization, the interacting theory is generally logarithmic and has a non-chiral state space.
3.4. Free-field realization of the OSP(m|2n) WZW model at level \( k = 1 \)

The distinguished \( Z \)-grading (2.14) of type-II Lie superalgebras permits to mimic the Gauss decomposition of section 3.2. However, in practice, this turns out not to be of particular use, since it artificially divides the simple \( \mathfrak{g}_0 \)-module \( \mathfrak{g}_1 \) into two parts \( \mathfrak{g}_{k,1} \) and since the corresponding fermions cease to be nilpotent. Instead, following [39], we wish to concentrate here on a true free-field construction for the OSP(m|2n) WZW model which, however, has the drawback that it only works for level \( k = 1 \). On the other hand, this model features in some of the most interesting applications with orthosymplectic supersymmetry [39, 101–103].

3.4.1. Current algebra. The basic fields which enter the construction are a set of \( m \) free fermions \( \psi \) and \( n \) bosonic \( \beta \gamma \)-systems with OPE

\[
\psi^i(z)\psi^j(w) = \frac{\delta^{ij}}{z-w}, \quad \beta_a(z)\gamma^b(w) = \frac{\delta_{ab}}{z-w}. \tag{3.37}
\]

These fields all have a conformal dimension \( \frac{c}{2} = 1 \) which is guaranteed by choosing the energy–momentum tensor

\[
T(z) = -\frac{1}{2}\gamma^a(\partial \psi^a(z) + \frac{i}{2}[\beta_a \gamma^a(z) - \gamma^a \beta_a(z)]]. \tag{3.38}
\]

The central charge of the system is easily seen to take the value \( c = \frac{m^2}{2} - n \). In the next step, we will verify that the bilinears in the free fields realize the current superalgebra \( \mathfrak{osp}(m|2n) \) at level \( k = 1 \) (with positive level for the orthogonal part and negative level for the symplectic part). In section 3.4.2, we will furthermore establish that the corresponding WZW model is equivalent to a suitable orbifold of the free-field theory.

In order to construct the currents of \( \mathfrak{osp}(m|2n) \), we choose a matrix \( X \in \mathfrak{osp}(m|2n) \) and decompose it into blocks according to

\[
X = \begin{pmatrix} \mathcal{E} & \mathcal{T} & \mathcal{T} \\ -\mathcal{T}^t & \mathcal{F} & \mathcal{G} \\ -\mathcal{T}^t & \mathcal{G} & -\mathcal{F}^t \end{pmatrix}, \tag{3.39}
\]

where \( \mathcal{E} \) is antisymmetric and \( \mathcal{G}, \tilde{\mathcal{G}} \) are symmetric. A basis for the individual constituents of \( X \) is provided by the vectors

\[
\mathcal{E}_{ij} = e_{ij} - e_{ji} \quad (i < j), \quad \mathcal{G}_{ab} = \tilde{\mathcal{G}}_{ab} = e_{ab} + e_{ba} \tag{3.40}
\]

\[
\mathcal{F}_{ab} = e_{ab}, \quad T_{ia} = \tilde{T}_{ia} = e_{ia}, \tag{3.41}
\]

where the matrices \( e_{ab} \) have a single unit entry in row \( a \) and column \( b \). We agree to denote by \( E_{ij} \) the supermatrix of the form (3.39), where \( \mathcal{E} \) is given by \( \mathcal{E}_{ij} \) and all other blocks vanish. The basis elements \( F_{ab}, G_{ab}, \tilde{G}_{ab}, T_{ia}, \tilde{T}_{ia} \) are defined similarly.

In the next step, we define a metric on \( \mathfrak{osp}(m|2n) \) using the assignment \( \langle X, Y \rangle = \frac{1}{2}\text{str}(XY) \). Evaluating it on the basis elements, the metric is fully specified by

\[
\langle E_{ij}, E_{kl} \rangle = -\delta_{ik}\delta_{jl} \quad (i < j \text{ and } k < l), \quad \langle F_{ab}, F_{cd} \rangle = -\delta_{ad}\delta_{bc},
\]

\[
\langle G_{ab}, \tilde{G}_{cd} \rangle = -\delta_{ac}\delta_{bd} \quad (a \neq b \text{ and } c \neq d), \quad \langle G_{aa}, \tilde{G}_{ab} \rangle = -2\delta_{ab} \tag{3.42}
\]

\[
\langle T_{ia}, \tilde{T}_{jb} \rangle = \delta_{ij}\delta_{ab}. \tag{3.43}
\]

The free-field representation of \( \mathfrak{osp}(m|2n) \) is defined in terms of the assignments

\[
E_{ij}(z) = \langle \psi_i \psi_j \rangle(z), \quad F_{ab}(z) = -\langle \beta_a \gamma_b \rangle(z)
\]

\[
G_{ab}(z) = \langle \beta_a \beta_b \rangle(z), \quad \tilde{G}_{ab}(z) = -\langle \gamma_a \gamma_b \rangle(z)
\]

\[
T_{ia}(z) = i\langle \psi_i \beta_a \rangle(z), \quad \tilde{T}_{ia}(z) = -i\langle \psi_i \gamma_a \rangle(z).
\]
The OPEs between these currents present the proper affinization of the commutation relations of the corresponding matrices defined in (3.40), with a central extension specified by metric (3.42) (this is equivalent to having level \(k = 1\)). Assuming \(m \neq 2n + 1\), the energy–momentum tensor can then be defined in the standard Sugawara form:

\[
T(z) = \frac{(J^i J_i)(z)}{2(k + g') - \frac{1}{2} \sum_{i<j=1}^{m} \left( E_{ij}^2 - \sum_{a,b=1}^{n} (F_{ab} F_{ba}) - \sum_{a<b=1}^{n} ([G_{ab}, \tilde{G}_{ab}]) \right)
\]

Here, the dual Coxeter number is given by \(g' = m - 2n - 2\).\(^{22}\) It may be checked that \(T(z)\) reduces to the energy–momentum tensor (3.38) after using replacements (3.43).

### 3.4.2. Comments on the state space.

The \(\text{OSP}(m|2n)\) WZW model can be realized as an orbifold of the free-field theory generated by the fields \(\psi^i\) and \(\beta_{\alpha}, \gamma^h\). The orbifold guarantees that all free fields obey the same boundary conditions, i.e., they are either all periodic or all anti-periodic. This in turn ensures that the currents defined in (3.43)—which are bilinears in the free fields—are all periodic. However, before we discuss the implementation of the orbifold, we first focus on the chiral representation theory of a single fermion or \(\beta^\gamma\)-system, respectively.

For a single Majorana fermion \(\psi\), we need two distinct representations, one for periodic boundary conditions (half-integer moding, \(\nu = 0\)) and one for anti-periodic boundary conditions (integer moding, \(\nu = 1/2\)). The associated ground states \(|\nu\rangle\) are defined by the highest weight conditions:

\[
\psi_n |\nu\rangle = 0 \quad \text{for} \quad n > 0.
\]

It is well known (see, e.g., \[42\]) that the two representations just constructed are not irreducible over the Virasoro algebra. The corresponding characters rather decompose as

\[
\chi^{(0)}(q) = \chi_0(q) + \chi_{1/2}(q) \quad \text{and} \quad \chi^{(1/2)}(q) = 2\chi_0(q)
\]

into the characters of the Ising model. The field \(1/2\) is the unique simple current of the latter, with fusion rules \(1/2 \otimes 1/2 = 0\) and \(1/2 \otimes \sigma = \sigma\).

The situation is slightly different for the bosonic \(\beta^\gamma\)-system \[104\]. As before, we shall consider sectors which differ by the choice of boundary conditions and we introduce a family of ground states \(|\nu\rangle\) for \(\nu \in \frac{1}{2} \mathbb{Z}\). These states are characterized by the conditions

\[
\beta_{r+\nu} |\nu\rangle = 0, \quad \gamma_{r-\nu} |\nu\rangle = 0 \quad \text{for} \quad r = 1/2, 3/2, 5/2, \ldots.
\]

From the ground states, we generate the corresponding sectors by application of raising operators. If we assign charges \(q_\beta = 1/2\) and \(q_\gamma = -1/2\) to the modes of the fields \(\beta\) and \(\gamma\), respectively, and \(q_\nu = \nu/2\) to the ground state \(|\nu\rangle\), the generating function for the sector \(\nu\) reads

\[
\chi^{(\nu)}(q, \gamma) = q^{\frac{\nu^2}{2} - \frac{\nu}{2}} y^{\frac{1}{2}} \prod_{n=0}^{\infty} \frac{1}{(1 - y^{2} q^{\nu+1/2})(1 - y^{-2} q^{\nu+1/2})} \equiv q^{-\nu^2/2} y^{\frac{\nu}{2}} \eta(q) \frac{\partial_s(q, y^{1/2} q^{-\nu})}{\partial_s(q, y^{1/2} q^{-\nu})}.
\]

All the constructed sectors carry an action of an affine \(\widehat{sl}(2)\) current algebra at level \(k = -1/2\) \[104\]. In terms of the fields \(\beta\) and \(\gamma\), the three currents are constructed as follows:

\[
E^+(z) = \frac{i}{2} \beta^2(z), \quad H(z) = -\frac{1}{2} (\beta^\gamma)(z), \quad E^-(z) = -\frac{1}{2} \gamma^2(z).
\]

\(^{22}\) Since we are dealing with the fixed form (3.42), there is a deviation from table 1 for \(m \lesssim 2n\). The discrepancy is due to different normalization conventions.
Consequently, we can decompose the generating functions (3.48) into characters of irreducible representations of \( \tilde{\mathfrak{sl}}(2)_{-1/2} \). In the case of \( \chi^{(0)} \), for example, the decomposition is given by

\[
\chi^{(0)}(q, y) = \frac{\eta(q)}{\theta_4(q, y^{1/2})} = \chi_{0}^{k=1/2}(q, y) + \chi_{1/2}^{k=1/2}(q, y). \tag{3.50}
\]

The two characters on the right-hand side belong to irreducible highest weight representations with lowest weight \( h = \epsilon \in \{0, 1/2\} \),

\[
\chi_{\epsilon}^{k=1/2}(q, y) = \frac{\eta(q)}{2} \left[ \frac{1}{\theta_4(q, y^{1/2})} + (-1)^{2\epsilon} \frac{1}{\theta_4(q, y^{-1/2})} \right]. \tag{3.51}
\]

Let us note that the ground states transform in representations of spin \( j = \epsilon \). Nevertheless, we shall continue to think of the subscript of \( \chi \) as the conformal weight rather than the spin. Decomposition formulas similar to (3.50) exist for all the other functions (3.48). All of them are related by the action of spectral flow automorphisms \([104]\). In particular, we have

\[
\chi^{(1/2)} = \chi_{\sigma,+}^{k=1/2} + \chi_{\sigma,-}^{k=1/2} \quad \text{with} \quad \chi_{\sigma,\pm}(q, y) = \frac{y^{1/4}\eta(q)}{2} \left[ \frac{1}{\theta_4(q, y^{1/2})} \pm \frac{1}{\theta_4(q, y^{-1/2})} \right]. \tag{3.52}
\]

The two characters on the left-hand side belong to the two irreducible lowest weight representations of the current algebra with spin \( j = 1/4 \) and \( j = 3/4 \). Their ground states have the same conformal weight \( h = -1/8 \). In close analogy to the Ising model, the representation with \( h = 1/2 \) (and \( j = 1/2 \)) is a simple current of the \( \tilde{\mathfrak{sl}}(2)_{-1/2} \) theory \([104, 105]\). Its action exchanges the two constituents of \( \chi^{(0)} \).

Restricting our attention to the bosonic subrepresentations, i.e., the representations of the Ising model and of \( \tilde{\mathfrak{sl}}(2)_{-1/2} \), the product of \( m \) real fermions and \( n \) \( \beta \gamma \)-systems contains a group \( \mathbb{Z}_2^{m+n} \) of simple currents that consists of all elements \( \eta \) of the form

\[
\eta = [\epsilon_1, \ldots, \epsilon_m; \epsilon_{m+1}, \ldots, \epsilon_{m+n}] \quad \text{with} \quad \epsilon_i \in \{0, 1/2\}. \tag{3.53}
\]

The first \( n \) entries of \( \eta \) denote subsectors of the \( \beta \gamma \)-system, while the remaining ones represent sectors in the Ising models. Requiring the simple currents to have integer conformal dimension leads to the constraint \( \sum_{i=0}^{m+n} \epsilon_i = 0 \mod 1 \). The elements \( \eta \) solving this equation generate the Abelian group \( \Gamma \cong \mathbb{Z}_2^{m+n-1} \).

We are now ready to discuss the bulk modular invariant for the full WZW model. The construction of a simple current orbifold proceeds in several steps. To begin with, we have to list all sectors \( \alpha \) of the theory which possess vanishing monodromy charge \( Q_{\alpha}(\eta) = h_\alpha + h_\eta - h_{\eta,\alpha} \mod 1 \). These are then organized into orbits \( O_\alpha \) under the action of the simple current group \( \Gamma \). According to the standard construction (see e.g. [106]), each such orbit \( O_\alpha \) contributes one term \( Z_\alpha \) to the partition function of the orbifold model, with a coefficient \( |\Gamma|/|O_\alpha| \) that is given by the ratio between the order \( |\Gamma| \) of the orbifold group and the length \( |O_\alpha| \) of the orbit. Unfortunately, the characters of the \( \tilde{\mathfrak{sl}}(2)_{-1/2} \) theory exhibit rather peculiar properties, such as restricted domains of convergence and relations under spectral flow \([107–110]\). For this reason, the following result on the bulk state space is based on a rather formal application of the orbifold construction. The full validity of our procedure still remains to be established.

Let us first deal with the sector involving representations with vanishing spectral flow, \( \nu = 0 \). Under the action of \( \Gamma \), the sectors with vanishing monodromy charge split into two orbits of maximal length. Hence, we are led to the following contribution to the state space:

\[
\mathcal{H}_0^{FF} = \left| \bigoplus_{\alpha \in \Gamma} \mathcal{H}_\alpha \times [0, \ldots, 0, 0, \ldots, 0] \right|^2 + \left| \bigoplus_{\alpha \in \Gamma} \mathcal{H}_\alpha \times [0, \ldots, 0, 0, \ldots, 0, 1/2] \right|^2. \tag{3.54}
\]
In this expression, we used $|\mathcal{H}|^2 = \mathcal{H} \otimes \mathcal{H}^*$ as an abbreviation in order to mimic the expected expression for the partition function. However, the total theory has to be invariant under spectral flow symmetry. Hence, we have to add twisted contributions $\mathcal{H}^{FF}_\beta$. It was already mentioned above that all the bosonic ghosts and all the fermions have to have identical periodicity conditions in order to not spoil the $\mathfrak{osp}(m|2n)$ symmetry. Consequently, the spectral flow must act diagonally, i.e., simultaneously on all sectors, by half-integer shifts. In the fermionic factors, spectral flow by $\nu = 1/2$ brings us from the $\psi$-module $(0)$ to $(1/2)$. Both subrepresentations $0$ and $1/2$ of $(0)$ are thus mapped to the representation $\sigma$ which, in turn, are fixed under a subgroup $S \subset \Gamma$ of the group of simple currents. Integer units of the spectral flow, however, do not give anything new, since the moding is preserved. In the ghost sectors, things work differently because the application of a diagonal spectral flow leads to an infinite number of new representations constructed from the ground states $|v\rangle$ for $v \in \mathbb{Z}$. Since the orbits of the half-integer spectral flow representations possess a stabilizer subgroup $S$ of order $|S| = 2^{m-1}$ with respect to the action of $\Gamma$, we finally end up with the state space

$$\mathcal{H}^{WZW} = \bigoplus_{\nu \in \mathbb{Z} + 1/2} \mathcal{H}^{FF}_\nu = \bigoplus_{\nu \in \mathbb{Z}} \left[ \bigoplus_{\eta \in \Gamma} \left( \bigotimes_{\gamma \in [0, \ldots, 0, \ldots, 0]} \mathcal{H}^{(\nu)}_{\eta^\gamma} \right)^2 + \bigoplus_{\eta \in \Gamma} \left( \bigotimes_{\gamma \in [0, \ldots, 0, \ldots, 0, 1/2]} \mathcal{H}^{(\nu)}_{\eta^\gamma} \right)^2 \right] \otimes 2^{m-1} \bigoplus_{\nu \in \mathbb{Z} + 1/2} \left[ \bigotimes_{\beta \gamma} \mathcal{H}^{(\nu)}_{\beta^\gamma} \otimes \cdots \otimes \mathcal{H}^{(\nu)}_{\eta \sigma} \right]^2. \tag{3.55}$$

Our proposal is admittedly somewhat sketchy. In view of the various subtleties related to the $\beta \gamma$-system, the fractional level WZW model $\widehat{\mathfrak{su}}(2)_{-1/2}$ and their orbifolds $[105, 107, 107–110]$, it may well be worth revisiting it with more care. Since we will mainly be interested in the boundary theory of the $\mathfrak{osp}$ WZW models in this review, we postpone such an analysis to future work.

We note that the example just discussed is one of the rare cases where a supergroup WZW model leads to a theory which may be regarded as compact to some extent, since the (negative) level of the affine $\mathfrak{osp}(2n)$ subalgebra is so close to zero that it is pushed into the positive regime by effects of quantum renormalization. Moreover, even though the model as discussed above is presumably not logarithmic due to the restriction to a small level (cf $[37, 39]$), the theory admits a logarithmic lift by the inclusion of additional zero modes. This is in close analogy to the case of $\widehat{\mathfrak{su}}(2)_{-1/2}$ $[107, 109]$.

### 3.5. Deformations

Supergroup WZW models may, under certain circumstances, allow for exactly marginal deformations that would usually spoil conformal invariance. These are deformations which either preserve the original global symmetry $G \times G$ or some (twisted) diagonal symmetry $G$. We shall briefly describe the implementation of these deformations in terms of perturbing fields and discuss necessary conditions for their marginality.

#### 3.5.1. $G \times G$-preserving deformations

WZW models possess an obvious deformation which amounts to allowing for a different normalization of the two contributions to action (3.1). Since the coefficient of the topological term is quantized (at least for supergroups having a compact simple part), the only freedom is in fact to change the coefficient of the kinetic term. In most cases, especially for all simple bosonic groups, such a deformation would spoil conformal

---

23 It is worth mentioning that these diagonal spectral flow transformations are also the only ones which commute with the action of the orbifold group. Note also that half-integer spectral flow on ghosts and fermions implies integer spectral flow on the currents, such as those defined in equation (3.49) and below.
invariance. The only exception occurs if $G$ is a supergroup with vanishing Killing form as we will now review.

The implementation of the $G \times G$-preserving deformation in the operator language is somewhat cumbersome. We have to find a field $\Phi(z, \bar{z})$ that is invariant under $G \times G$ and possesses conformal dimension $(h, h) = (1, 1)$. The deformed model would then formally be described by the deformed action $S_{\text{def}} = S_{\text{WZW}} + \xi/2\pi \int d^2z \Phi(z, \bar{z})$. The two currents $J$ and $\bar{J}$ transform non-trivially under either the left or the right action of $G$ on itself. For this reason, an invariant can only be built by conjugating one of the two currents. In algebraic terms, we have to consider the normal-ordered operator

$$\Phi_{G \times G}(z, \bar{z}) = :J(z), \text{Ad}_g(\bar{J}(\bar{z})): = :J^\mu \phi_{\mu\nu} \bar{J}^{\nu}: (z, \bar{z})$$

(3.56)

involving the non-chiral affine primary field $\phi_{\mu\nu}(z, \bar{z})$ which transforms in the representation $\text{ad} \otimes \text{ad}$ with respect to the symmetry $G \times G$. At lowest order in perturbation theory, the field $\Phi_{G \times G}(z, \bar{z})$ is marginal if and only if the field $\phi_{\mu\nu}$ has conformal dimensions $(h, \bar{h}) = (0, 0)$. Since the conformal dimensions of the affine primary field $\phi_{\mu\nu}$ are proportional to the quadratic Casimir in the adjoint representation, this condition is equivalent to the vanishing of the Killing form of $G$.

It may be shown that the addition of the perturbing field (3.56) to a WZW model leads to a non-chiral and logarithmic deformation of the original current algebra. The structure and physical significance of such current algebras has been discussed in a sequence of papers [111–113].

3.5.2. $G$-preserving deformations. Supergroups with vanishing Killing form admit a second type of deformation. This deformation is easier to describe, since it avoids the use of the non-chiral field $\phi_{\mu\nu}(z, \bar{z})$. On the other hand, it is more difficult to interpret geometrically, since the group structure is broken. In this case, the deformation is implemented by the perturbing field

$$\Phi_G(z, \bar{z}) = :J(z), \bar{J}(\bar{z})=: = :J^\mu \phi_{\mu\nu} : (z, \bar{z})$$

(3.57)

This field transforms non-trivially under the full $G \times G$-symmetry but trivially under the diagonal subgroup $G$. As a consequence, the original global $G \times G$-symmetry is broken to the diagonal $G$-symmetry as soon as the deformation is switched on. In the present case, it is less obvious than for $\Phi_{G \times G}(z, \bar{z})$ but again we need to impose the vanishing of the Killing form, since otherwise the field $\Phi_G(z, \bar{z})$ would break conformal invariance at higher orders in perturbation theory. Similarly to the previous case, perturbations of a supergroup WZW model by field (3.57) give rise to a non-chiral current algebra which was the subject of [114].

In the case of the OSP$(m|2n)$ model at level $k = 1$ that was discussed in section 3.4, a slight modification of $\Phi_G$ will play an important role below. In order to define it, we introduce the involutive automorphism $\Omega$, such that the fixed point set $\{X \in \text{osp}(m|2n) | \Omega(X) = X\}$ is isomorphic to $\text{osp}(m-1|2n)$. On the basis we introduced in (3.40), $\Omega$ acts non-trivially only on $E_{ij}, T_{ab}, \bar{T}_{ab}$. In fact, it multiplies all operators with $i = 1$ by $-1$ and leaves the others invariant. If we denote the anti-holomorphic fields corresponding to $\psi_l, \bar{\beta}_a, \gamma_a$ by $\bar{\psi}_l, \bar{\beta}_a, \bar{\gamma}_a$, the deformation operator $\Phi'_{G} = J^\mu \Omega(\bar{J}_a)$ can then be written explicitly as

$$J^\mu \Omega(\bar{J}_a) = \frac{1}{2} \left[ \sum_{i=1}^{n} \sigma_i \bar{\psi}_i \bar{\psi}_i + \sum_{a=1}^{n} (\gamma_a \bar{\beta}_a - \bar{\beta}_a \gamma_a) \right]^2,$$

(3.58)

where $\sigma = (-1, 1, \ldots, 1)$. In order for the expression on the right-hand side line to make sense, we need to first expand the square and order the products normally. Without the contributions from the bosonic ghosts, the interaction introduced by $\Phi'_{G}$ is familiar from
Gross–Neveu models, i.e., the deformed OSP WZW model can be regarded as a Gross–Neveu model. As we have argued, this Gross–Neveu model is conformally invariant if \( m = 2n + 2 \), i.e., if the Killing form of \( \text{osp}(m|2n) \) vanishes. Our construction thus generalizes the massless Thirring model (appearing, e.g., in Luttinger liquid theory) to a non-Abelian setting.

### 3.5.3. Exact marginality for quasi-Abelian supergroups.

The previous two sections showed that a vanishing Killing form of \( G \) is a necessary prerequisite for the existence of marginal deformation preserving either symmetry \( G \) or even \( G \times G \). We will refer to such supergroups \( G \) as being quasi-Abelian. This name is motivated by equation \( 0 = K(T^\mu, T^\nu) = -(−1)^d f^{\mu\rho}_{\lambda} f^{\nu\lambda}_{\rho} \) (3.59) for the Killing form. We see that—even though the structure constants themselves are not vanishing—every contraction over two of its indices leads to a trivial result. This is also depicted in figure 3. One can easily convince oneself that the Killing form coincides with the Ricci curvature of \( G \) up to a factor. Hence, quasi-Abelian supergroups are Ricci flat (and vice versa).

Assuming the existence of a unique invariant rank 3 tensor (the structure constants), the \( \beta \)-function equations for \( G \)-preserving deformations of supergroup WZW models on \( G \) or for the corresponding principal chiral models follow the combinatorics for free bosons, since all structure constants can be dropped \[23\]. This can be understood as follows. Since the \( G \)-symmetry is preserved, the \( \beta \)-function is a scalar quantity without free Lie algebra indices. On the other hand, the perturbation series for the \( \beta \)-function will be based on OPE \[3,2\]. The only ingredients are the metric (corresponding to a line) and the structure constants (corresponding to a 3-vertex). Let us pick out an arbitrary diagram which includes a structure constant \( f^{\mu\nu}_{\lambda} \). It needs to be connected to the rest of the diagram by three legs. According to our assumption, the remaining diagram thus also needs to be proportional to the structure constants, and hence the concatenation vanishes due to equation (3.59). As a result, we are left with the purely Abelian contributions which are known to vanish. This reasoning is illustrated in figure 3.

An alternative and less restrictive argument for the conformal invariance of deformed supergroup WZW models was provided in \[115\]. It solely rests on the general non-chiral structure of the bulk state space and on the vanishing of the dual Coxeter number. The key idea is that the perturbing field \( \Phi(z, \bar{z}) = \Phi_{G\times G}(z, \bar{z}) \) transforms as a singlet \( \mathcal{L}_0 \) under the right action of the supergroup \( G \). From the general analysis in section 3.3.3, we know that such a singlet can only arise as the socle of an atypical projective cover \( \mathcal{P}_0 \). For this reason, there exist a SUSY partner \( Q(z, \bar{z}) \) and a fermionic symmetry operation \( R \), such that \( \Phi(z, \bar{z}) = RQ(z, \bar{z}) \). This statement may be used to show that all \( N \)-point functions of the perturbing field \( \Phi(z, \bar{z}) \) vanish identically. Indeed, in the correlation function

\[
\langle \Phi(z, \bar{z})\Phi(u_1, \bar{u}_1) \cdots \Phi(u_n, \bar{u}_n) \rangle,
\]

one can simply replace the first instance of \( \Phi(z, \bar{z}) \) by \( RQ(z, \bar{z}) \) and then use the Ward identities for the \( G \)-symmetry to redistribute \( R \) to the other fields where it acts trivially. We conclude
that there is no need to renormalize the field $\Phi(z, \bar{z})$ and this proves its exact marginality to all orders in perturbation theory. Another approach uses the representation of $G$ as a symmetric space $G \times G/G$ and cohomological reduction, see also section 4.1.2.

### 3.5.4. Anomalous dimensions.

The perturbations discussed in the previous sections break the affine symmetry of the WZW model. For this reason, the rigid structure of affine modules is broken up, leading to a drastic deformation of the spectrum. The latter is most conveniently expressed in terms of anomalous dimensions, i.e., the difference of the conformal weight compared to the unperturbed theory (in this case the WZW model, not a free-field theory) as a function of the coupling $\xi$. While generally valid formulas for the anomalous dimensions are still lacking currently, the quasi-Abelian perturbation theory has enabled progress in certain special situations which shall now briefly be reviewed.

First of all, perturbations of form (3.56) which preserve the global $G \times G$-symmetry of the WZW model are very hard to deal with due to the involvement of the field $\phi_{\mu\nu}(z, \bar{z})$. A simplification only occurs if one is considering the boundary spectrum of a D0-brane. In that case, the field $\phi_{\mu\nu}(z, \bar{z})$ effectively becomes localized and may be replaced by a constant [115]. Under these circumstances, the perturbation series for the boundary two-point functions may be summed up completely to all orders for a certain subset of fields, and it leads to a ‘Casimir evolution’ where the anomalous dimensions are proportional to the Casimir $C_\lambda$ of the representation under consideration. The Casimir is multiplied by a geometric series in the coupling constant $\xi$ which resembles the result for the radius deformation of a free-field theory. Surprisingly, the anomalous dimension only depends on the transformation properties of the field under global symmetry $G$ but not on its original location in the affine representation of the WZW model.

The situation is more favorable in the case of $G$-preserving deformations. In that case, formulas for bulk and boundary anomalous dimensions have been proposed in [39, 116, 117], based on similar ideas. In both cases, one recovers a Casimir evolution which, for the boundary case, leads to the formula

$$\delta h_\lambda(\xi) = -\frac{k\xi}{1 + k\xi} C_\lambda. \quad (3.61)$$

Here, $C_\lambda$ refers to the (generalized) eigenvalue of the quadratic Casimir acting on the representation $\lambda$. The recent analysis in [117] proves formula (3.61) for a specific subset of fields. Even though no general proof for generic fields exists, formula (3.61) has been backed up in several models by numerical checks in lattice discretizations [82, 102]. Assuming its general validity leads to remarkable statements about spectral equivalences between deformed WZW models and supersphere $\sigma$-models which are likely too non-trivial to be just accidental. A more detailed discussion of these conjectural dualities can be found in section 4.3. We finally wish to mention that the combination of Casimir evolution with cohomological reduction has been used in [82] in order to propose a formula for boundary spectra of space-filling branes with monopole charge in $\mathbb{C} P^{1|2}$.

### 4. Superspace sigma models and strings

Up to now, our discussion of logarithmic CFTs with internal supersymmetry was focused on WZW models and their deformations. On the other hand, applications, e.g., to string theory in AdS backgrounds, often involve superspace $\sigma$-models. These will be the focus of the final chapter. After reviewing the definition of $\sigma$-models, we shall discuss existing results on conformal invariance of these model. We continue with some comments on embeddings into
string theory using either the hybrid or pure spinor approach. In the third subsection, we study the σ-model on the supersphere $S^{3|2}$ and establish an intriguing link with an OSP(4|2) WZW model at level $k = 1$.

4.1. Sigma models on coset superspaces

4.1.1. Basic formulation. We want to consider nonlinear σ-models on homogeneous superspaces $G/G'$, where the quotient is defined as the set of right cosets of $G'$ in $G$ through the identification

$$ g \sim gh \quad \text{for all } h \in G' \subset G. \quad (4.1) $$

Let $g$ be the Lie superalgebra associated with $G$. We assume that $g$ comes equipped with a non-degenerate invariant bilinear form $(\cdot, \cdot)$. Examples include $g = gl(m|n)$, $sl(m|n)$, or $osp(n|2n)$.24 Similarly, let $g'$ be the Lie superalgebra associated with $G$. We assume that the restriction of $(\cdot, \cdot)$ to $g'$ is non-degenerate. In this case, the orthogonal complement $m$ of $g'$ in $g$ is a $g'$-module and one can write the following $g'$-module decomposition $g = g' \oplus m$. In particular, this means that there are projectors $P$ onto $g'$ and $P = 1 - P$ onto $m$ which commute with the action of $g'$.

With the above requirements, the quotient $G/G'$ can be endowed with a $G$-invariant metric $g$. This metric is by no means unique and generally depends on a number of continuous parameters. The square root of the superdeterminant of $g$ provides in the standard way a $G$-invariant measure $\mu$ on $G/G'$. With these two structures, one can already write down a purely kinetic Lagrangian for the $\sigma$-model on $G/G'$ and quantize it in the path integral formalism. Inclusion of $\theta$-terms, WZW terms or $B$-fields requires a better understanding of the geometry of the $G/G'$ superspace. In fact, $\theta$ and WZW terms are associated with $G$-invariant closed but not exact 2- and 3-forms, respectively. $B$-fields, on the other hand, are written in terms of $G$-invariant exact 2-forms. Every such linearly independent form comes with its own coupling constant. We shall only consider Lagrangians with a kinetic term and a $B$-field. Let $b$ be some general $G$-invariant exact 2-form. Then, the most general Lagrangian we consider can be written in the form

$$ \mathcal{L} = \eta^{ab} g_{\mu\nu} (\phi) \partial_\mu \phi^a \partial_\nu \phi^b + \epsilon^{ab} b_{\mu\nu} (\phi) \partial_\mu \phi^a \partial_\nu \phi^b, \quad (4.2) $$

where $\eta^{ab}$ is the constant world-sheet metric, $\epsilon^{ab}$ the antisymmetric tensor with $\epsilon^{01} = 1$. The Lagrangian is obviously evaluated on maps $\phi$ from the world-sheet $\Sigma$ to the superspace $G/G'$.

There is a different way to formulate the $\sigma$-model on $G/G'$, which makes its coset nature manifest and allows us to explicitly construct the metric $g$ and the $B$-field $b$ in equation (4.2). For that purpose, instead of maps $\phi$ from the world-sheet to the target space $G/G'$, we consider more general maps $g : \Sigma \to G$ from the world-sheet to the Lie supergroup $G$. A basis set of 1-forms on $G$ which are invariant under the global left $G$-action is provided by the so-called Maurer–Cartan forms:

$$ J(x) = g^{-1} (x) \, dg(x) = \left[ \omega_\mu^a (\phi) H_i + E_m^a X_m \right] d\phi^\mu. \quad (4.3) $$

Here, $H_i, i = 1, \ldots, \dim g'$, denotes a basis in the Lie superalgebra $g'$ and $X_m$ is one for the complement of $g'$ in $g$. The coefficient functions $\omega_\mu^a$ and $E_m^a$ are the spin connection and the vielbein, respectively. In terms of these currents, we can write

$$ \mathcal{L} = \eta^{ab} G(P(J_a), P(J_b)) + \epsilon^{ab} B(P(J_a), P(J_b)), \quad (4.4) $$

where $P : g \to m = g/g'$ is the projection and

$$ G \in \text{Hom}_{g'} (m \circ m, \mathbb{C}) \quad \text{and} \quad B \in \text{Hom}_{g'} (m \wedge m, \mathbb{C}) \quad (4.5) $$

24 We exclude $sl(n|n)$ and $pgl(n|n)$, since they do not have a non-degenerate metric.
are taken from the symmetric, respectively antisymmetric, tensor product of \( m \) with itself to the trivial representation. The relation with equation (4.2) is provided by
\[
{g}_{\mu \nu}(\phi) = {G}_{\mu \nu}^{m}(\phi) {E}_{\nu}^{m}(\phi), \quad {b}_{\mu \nu}(\phi) = {B}_{\mu \nu}^{m}(\phi) {E}_{\nu}^{m}(\phi).
\] (4.6)

Any model of form (4.4) may be considered as a consistent \( \sigma \)-model on the coset space \( G/G' \). Under right \( G' \)-gauge transformations \( g' : \Sigma \rightarrow G' \), the Maurer–Cartan forms \( J_{\mu} \) transform as
\[
g(x) \mapsto g(x)g'(x), \quad J_{\mu}(x) \mapsto g'(x)^{-1}J_{\mu}(x)g'(x) + g'(x)^{-1}\partial_{\mu}g'(x). \] (4.7)

Since the projection \( P \) on \( m \) commutes with the action of \( g' \), the projected forms \( P(J_{\mu}) \) transform by conjugation with \( g' \). Hence, Lagrangian (4.4) is independent of how we choose representatives in the coset space \( G/G' \). Global left \( G \)-invariance of Lagrangian (4.4) is automatic, since Maurer–Cartan forms \( J_{\mu}(x) \) are left \( G \)-invariant by construction.

4.1.2. Symmetric superspaces and conformal invariance. As we discussed in the previous paragraph, \( \sigma \)-models on coset spaces may be defined in terms of the basic objects (4.5). There are many examples. If we choose \( G = \text{SO}(4) \) and \( G' = \text{SO}(3) \), the space \( m \) is three-dimensional and it transforms in the adjoint representation of \( \text{SO}(3) \). In this case, there exists a single invariant in the symmetric tensor product of \( m \) with itself and no invariant in the antisymmetric case. Hence, there is a one-parameter family of metrics \( G \) and no \( B \) field. The corresponding family of \( \sigma \)-models has a target space \( S^{3} = \text{SO}(4)/\text{SO}(3) \) with radius \( R \). Because of the non-vanishing curvature, the model is not conformal, unless we add a WZW term.

A very similar analysis applies to the pair \( G = \text{OSP}(4|2) \) and \( G' = \text{OSP}(3|2) \), only that in this case, the \( \sigma \)-model on the quotient \( S^{3|2} = \text{OSP}(4|2)/\text{OSP}(3|2) \) turns out to be conformal. In the case of symmetric superspaces, a complete list of conformal invariant \( \sigma \)-models is actually known. For simplicity, let us assume that \( G \) is simple. Then, the \( \sigma \)-model on the symmetric superspace \( G/G' \), where \( G' = G^{2|2} \) is a subgroup \( G \subset G \) of elements that are left invariant by the action of an automorphism of order 2 on \( G \) and \( B = 0 \), is conformal if and only if
\[
C_{G}^{(2)}(g) = 0, \quad C_{G_{0}}^{(2)}(m) = 0.
\] (4.8)

Here, \( C_{G}^{(2)}(L) \) denotes the value of the quadratic Casimir element of \( G \) on the module \( L \) and we have decomposed \( G' \) into simple factors \( G' = \prod_{\alpha} G_{\alpha} \). The first condition on the dual Coxeter number \( g' = C_{G}^{(2)}(g)/2 \) of the numerator supergroup \( G \) guarantees that the perturbative beta function vanishes at one loop. In fact, the Ricci tensor of a coset space \( G/G' \) is given by
\[
R_{mn}(G/G') = 2R_{mn}(G) + \frac{1}{4}(-1)^{|L|} f_{mn}^{k} f^{f}_{nk}. \] (4.10)

We shall use in addition that
\[
R_{mn}(G) = -\frac{1}{4}R_{mn}^{G} = -\frac{1}{4}(-1)^{|D|} f_{mn}^{C} f^{C}_{D}.
\] (4.11)

Here, capital letters \( C, D \) run over a basis in \( g \), while lower case letters \( m, n \) are restricted to basis elements in \( m \subset g \). For symmetric superspaces, the structure constants of \( G \) must be consistent with the \( \mathbb{Z}_{2} \) automorphism, and hence \( f_{mn}^{D} = 0 \). Consequently, the Ricci tensor for symmetric spaces is determined by the Killing form of \( G \). If the latter vanishes, so does the beta function at one loop. Condition (4.9) arises from the two-loop beta function. It is possible to show that all models that pass this condition possess a vanishing beta function to all loop orders, see [103].
Let us note that the principal chiral model on a group or supergroup $U$ could also be formulated as a symmetric space $\sigma$-model. Without any further thought, one might be tempted to describe this model through $G = U$ and $G' = \{e\}$. But as our introductory comments suggest, we prefer to rewrite the group manifold $U$ as a coset superspace $U = U \times U/\mathbb{U}$, and hence to set
\[ G = \{(x, y)|x, y \in U\}, \quad G' = \{(x, x)|x \in U\}. \tag{4.12} \]

The left and right action of $G$ on itself is given by component-wise multiplication. The right coset superspace $G/G' \cong U$ is considered as the space of equivalence classes under the equivalence relation $(x, y) \sim (xz, yz)$, for all $z \in U$. In particular, $(xy^{-1}, 1)$ is the canonical representative of the equivalence class of $(x, y)$. Hence, the currents $J_\mu$ and the projection map $P: G \to m$ are given by
\[ J_\mu = (x^{-1} \partial_\mu x, y^{-1} \partial_\mu y), \quad P: (v, w) \mapsto \left( \frac{v - w}{2}, -\frac{v - w}{2} \right). \tag{4.13} \]

If $\langle \cdot, \cdot \rangle$ is the invariant form on the Lie superalgebra of $U$ and we take $G$ to be given by
\[ G((v_1, w_1) \otimes (v_2, w_2)) = \langle v_1, v_2 \rangle + \langle w_1, w_2 \rangle \tag{4.14} \]
we obtain the usual principal chiral model for $U$. In fact, one may easily show that
\[ G(P(J_\mu), P(J_\nu)) \eta^{\mu\nu} = \frac{1}{2} (u^{-1} \partial_\mu u, u^{-1} \partial_\nu u) \eta^{\mu\nu}, \]
where $u = xy^{-1} \in U$. Thereby, we have established the standard geometric result that allows us to treat the principal chiral model on $U$ as a $G/G'$ coset superspace model.

4.1.3. Remarks on $G/G^{2\sigma}$ coset superspaces. While the results for conformal $\sigma$-models on symmetric superspaces are complete, much less is known for some of the extensions that appear, e.g., in the context of AdS compactifications, see below. In fact, for many cases of interest, the Lie sub-superalgebra $g'$ in $g$ consists of elements that are invariant under some automorphism $\Omega : g \to g$ of order $N > 2$. An automorphism of order $N$ defines a decomposition
\[ g = g' \oplus \bigoplus_{i=1}^{N-1} m_i, \quad \Omega|_{g'} = 1, \quad \Omega(m_k) = e^{\frac{2\pi i}{N} k} m_k \tag{4.15} \]
of the superalgebra $g$ into eigenspaces of $\Omega$. Extending our previous notation, we denote by $P_i$ the projection maps onto $m_i$. Thanks to the properties of $\Omega$, we find
\[ [m_i, m_j] \subset m_{i+j \mod N}, \quad \langle m_i, m_j \rangle = 0 \text{ if } i + j \neq 0 \mod N, \tag{4.16} \]
where we have set $m_0 \equiv g'$. Consequently, the subalgebra $g'$ acts on the $\Omega$-eigenspaces $m_i$. Note that the spaces $m_i$ need not be indecomposable under $g'$, in which case the decomposition into $g'$-modules is finer than decomposition (4.15) into eigenspaces of $\Omega$.

Whenever a coset superspace $G/G'$ is defined by an automorphism $\Omega$ of order $N$, we shall use the alternative notation $G/G^{2\sigma}$. The cases when the grading induced by $\Omega$ is compatible with the $\mathbb{Z}_2$ superalgebra grading, that is $m_{2i} \in g_0$ and $m_{2i-1} \in g_1$, were considered by Kagan and Young in [20]. They restricted to a family of Lagrangians for which $G$ and $B$ take the following special form:
\[ \mathcal{G}(X, Y) = \sum_{i=1}^{N-1} p_i \langle P_i(X), P_{N-i}(Y) \rangle, \quad \mathcal{B}(X, Y) = \sum_{i=1}^{N-1} q_i \langle P_i(X), P_{N-i}(Y) \rangle, \tag{4.17} \]
where the $p_i$ and $q_i$ are constants obeying the additional constraints
\[ p_i = p_{N-i} \quad \text{and} \quad q_i = -q_{N-i}. \tag{4.18} \]
The forms of $\mathbb{G}$ and $\mathbb{B}$ in equation (4.17) do not give rise to the most general Lagrangian for coset superspaces $\mathbb{G}/\mathbb{G}'$. As an example consider the famous $\mathbb{Z}_4$ quotient $\text{PSU}(2, 2|4)/\text{SO}(1, 4) \times \text{SO}(5)$. Its metric has two radii because its bosonic base is $\text{AdS}_5 \times S^5$. On the other hand, the special form of $\mathbb{G}$ in equation (4.17) allows for only two parameters $p_1 = p_3$ and $p_2$, among which $p_1$ is redundant because of the purely fermionic nature of $m_1$ and $m_3$. In this example, the form that $\mathbb{G}$ takes in equation (4.17) restricts the radii of $\text{AdS}_5$ and $S^5$ to be equal.

The properties of the theory defined by equation (4.17) certainly depend on the precise choice of the parameters $p_i$ and $q_i$. In particular, it was shown in [26] and [20] that one-loop conformal invariance requires

$$ p_i = 1 \quad q_i = 1 - \frac{2i}{N} \quad \text{for } i \neq 0, \quad (4.19) $$

for all even $N$. We believe, however, that in most cases these conditions are not sufficient to guarantee the vanishing of the full beta function.

### 4.2. Embedding into string theory

All superspace $\sigma$-models that appear in string theory are constructed in terms of generalized symmetric spaces for automorphisms of order $N = 4$. Here, we shall describe one of these models in the so-called hybrid approach before we give an overview over related models and their application to strings in AdS backgrounds.

#### 4.2.1. The coset space $\text{PSU}(1, 1|2)/U(1) \times U(1)$

The coset space we want to look at in this subsection takes the form

$$ G/\mathbb{G}' = \text{PSU}(1, 1|2)/U(1) \times U(1). \quad (4.20) $$

We will show below that the denominator subgroup $\mathbb{G}' = U(1) \times U(1)$ is kept fixed by an order $N = 4$ automorphism of the numerator supergroup $\mathbb{G} = \text{PSU}(1, 1|2)$. The bosonic submanifold of the quotient is a product of two factors

$$ \text{PSU}(1, 1|2)^{(0)}/U(1) \times U(1) = \text{SU}(1, 1)/U(1) \times \text{SU}(2)/U(1). \quad (4.21) $$

These two factors possess a simple geometric interpretation

$$ \text{SU}(2)/U(1) = \text{SO}(3)/\text{SO}(2) = S^2 = \{x_1^2 + x_2^2 + x_3^2 = 1\} \quad (4.22) $$

$$ \text{SU}(1, 1)/U(1) = \text{SO}(1, 2)/\text{SO}(1, 1) = \text{AdS}_2 = \{y_0^2 + y_1^2 - y_2^2 = 1\}. \quad (4.23) $$

The Lie superalgebra $\text{psl}(2|2)$ was first introduced in section 2.1. It is generated by six bosonic elements $K_{ab} = -K_{ba}$, $a, b = 0, 1, 2, 3$ along with eight fermionic ones. These are denoted by $S_{\alpha\beta}$, $\alpha = 1, 2$ and they obey the relations

$$ [K_{ab}, K_{cd}] = \eta_{ac}K_{bd} - \eta_{ad}K_{bc} - \eta_{bd}K_{ac} + \eta_{bc}K_{ad} \quad (4.24) $$

$$ [K_{ab}, S_{\alpha\beta}] = \eta_{\alpha\alpha}S_{\beta\beta} - \eta_{\beta\beta}S_{\alpha\alpha} \quad (4.25) $$

$$ [S_{\alpha\beta}, S_{\gamma\delta}] = \frac{1}{2}\epsilon_{abcd}\epsilon_{\alpha\beta\gamma\delta}K_{cd}. \quad (4.26) $$

As we know from our discussion in section 2.2, this Lie superalgebra possesses vanishing dual Coxeter number. Let us now define the action of $\mathbb{Z}_4$ on $\mathfrak{g}$ by

$$ \gamma^r(m_r) = e^{\pi i r} m_r, \quad (4.27) $$

where

$$ m_0 = \langle K_{01}, K_{23} \rangle \subset \mathfrak{g}_0 \quad (4.28) $$
\[
\begin{align*}
    m_1 &= (S_{00} + iS_{12}, S_{20} + iS_{30}) \subset \mathfrak{g}_L^1, \\
    m_2 &= (K_{03}, K_{12}, K_{13}, K_{02}) \subset \mathfrak{g}_L^1, \\
    m_3 &= (S_{00} - iS_{12}, S_{20} - iS_{30}) \subset \mathfrak{g}_L^1.
\end{align*}
\]  

(4.29) (4.30) (4.31)

It is easy to check that this definition respects the graded commutation relations (4.24) that define \( \mathfrak{psl}(2|2) \). The invariant subalgebra is generated by the two commuting \( U(1) \) charges \( K_{01} \) and \( K_{23} \). Hence, the coset (4.20) is a generalized symmetric superspace with an automorphism group of order \( N = 4 \). Therefore, we can apply the results discussed in the previous subsection to build a conformally invariant \( \sigma \)-model, at least to one-loop order.

4.2.2. String theory on \( \text{AdS}_2 \times S^2 \times \text{CY}_6 \). In this subsection, we want to illustrate in one example how to embed one of our \( \sigma \)-models into a full string background. For the \( \text{AdS}_2 \times S^2 \) \( \sigma \)-model, this was explained by Berkovits et al in [19]. The proposal is to add any \( \sigma \)-model on a Calabi–Yau superspace \( \text{CY}_6 \) along with an additional free boson \( \rho \). Let us discuss these ingredients separately. The factors \( \text{AdS}_2 \times S^2 \) bring in a \( \sigma \)-model on \( \text{PSU}(1, 1|2)/U(1) \times U(1) \). According to our general discussion in the previous subsection, this model has a single free parameter once we require conformal invariance,

\[
S_{G/O} = \frac{R^2}{4\pi} \int d^2z \left( J^2 + \bar{J}^2 + \frac{3}{2} (J^1 + \bar{J}^1)^2 + \frac{1}{2} (J^3 + \bar{J}^3) \right).
\]  

(4.32)

As we discussed above, the beta function of this theory vanishes at one loop. We believe that in this particular case, it vanishes to all loops. It would be interesting to check this claim directly.

Next, let us turn to the free boson \( \rho \). This boson is assumed to be compactified to the self-dual radius and to possess time-like signature

\[
\rho(z, \bar{z}) \rho(w, \bar{w}) \sim - \log |z - w|^2.
\]

As usual, we can decompose \( \rho(z, \bar{z}) \) into its chiral components \( \rho(z, \bar{z}) = \rho(z) + \bar{\rho}(z) \) and build vertex operators of the form

\[
V(z) = e^{i\rho(z)}, \quad \bar{V}(\bar{z}) = e^{i\bar{\rho}(\bar{z})}.
\]

These are fermionic local (anti-)holomorphic operators of conformal weight \((h, \bar{h}) = (-1/2, 0) \) and \((h, \bar{h}) = (0, -1/2) \).

Finally, \( \text{CY}_6 \) can stand for any CFT with an \( N = 2 \) superconformal symmetry of central charge \( c = 9 \). Sigma models on Calabi–Yau manifolds of complex dimension \( d = 3 \) provide many examples. Exact CFTs with the desired properties have been obtained through Gepner’s famous construction [118].

Assuming that the \( \sigma \)-model on the coset superspace (4.20) is conformal, the total central charge of the resulting theory is

\[
c = c + c_{\text{tot}} = (-2 - 1 - 1) + 1 + 9 = 6.
\]  

(4.33)

Berkovits et al were able to construct an \( N = 2 \) superconformal algebra out of these models. For the \( \sigma \)-model on \( \text{CY}_6 \), this comes with the Calabi–Yau condition. The challenge was therefore to build one out of the \( \sigma \)-model on superspace (4.20) and the boson \( \rho \). The bosonic elements take the form

\[
T = T_{G/O} + \frac{i}{2} \partial \rho \partial \bar{\rho} + T_{\text{CY}}, \quad J = i\partial \rho + J_{\text{CY}}
\]  

(4.34)

and there exist two fermionic currents \( G^\pm \) in which the boson \( \rho \) is coupled to a particular holomorphic combination of the currents \( S_{00} \), see [19] for details.
The string spectrum is obtained by gauging the $N = 2$ superconformal algebra. To this end, one introduces fermionic/bosonic ghosts for the bosonic/fermionic fields $T, J$ that form the $N = 2$ algebra. The $b/\beta$ ghosts of these four ghost systems must possess conformal weights $h_\varphi = 2, h_\psi = 1$ and $h_\beta = 3/2$. Given the usual rules for computing the central charge,
\begin{equation}
  c_b = -3(2h_b - 1)^2 + 1 \quad \text{and} \quad c_\beta = 3(2h_\beta - 1)^2 - 1,
\end{equation}
for $b = b^T, b^I$ and $\beta = \beta^\pm$, the total $c^{eb}$ of the four ghost systems adds up to
\begin{equation}
  c^{eb} = -26 - 2 + 2 \times 11 = -6.
\end{equation}
Hence, the sum of the central charges (4.33) from the matter sector and $c^{eb}$ from the ghost sector add up to $c = 0$. The BRST operator for the gauging of an $N = 2$ superconformal algebra is given in [119]. When the supercoset $G/G'$ is replaced by a four-dimensional Minkowski space, the cohomology of the corresponding BRST operator may be shown to coincide with the spectrum of a Calabi–Yau compactification of type-II superstring theory [120]. In the case of the $\sigma$-model on $\text{PSU}(1, 1|2)/U(1)^2$, the cohomology of $Q_{\text{BRST}}$ provides the spectrum of type-II superstring theory on $\text{AdS}_5 \times S^5 \times \text{CY}_6$. Note that the underlying model is just a product of the superspace $\sigma$-model with the chiral boson and the $c = 9$ CFT describing strings on $\text{CY}_6$. These models are only coupled through the BRST operator.

### 4.2.3. Other string backgrounds—an overview

A discussion similar to the one we have outlined here for strings in $\text{AdS}_2 \times S^2$ can be performed for $\text{AdS}_3 \times S^3$. The associated $\mathbb{Z}_4$ coset model is given by $G/G' = \text{PSU}(1, 1|2)/\text{SO}(1, 2) \times \text{SO}(3)$, see [19]. The full model requires two chiral bosons and a number of ghost fields for harmonic constraints. The latter may be used to reduce the model to an alternative formulation involving a $\sigma$-model on $\text{PSU}(1, 1|2)$ that was described first in [121]. Conformal invariance of the $\sigma$-model on $\text{PSU}(1, 1|2)$ has been established to all orders in [22, 23]. In the case of $\text{AdS}_3 \times S^3$, it is possible to switch on a NSNS 3-form flux $H$ in addition to the RR-flux that is usually considered to obtain a consistent string background. On the world-sheet, the NSNS-flux corresponds to a (bosonic) WZW term in the $\sigma$-model on $\text{PSU}(1, 1|2)$. This model is known to be classically integrable [122] and quantum conformally invariant. At the so-called WZ point, the theory possesses additional holomorphic currents that render it solvable by standard CFT techniques. The solution has been worked out in [24], using methods similar to the ones presented in section 3.2. With the WZW model being under good control, it has been possible to analyze the spectrum of physical states, i.e., the cohomology of the BRST operator of the hybrid formalism, see [123] for the massless spectrum and [124] for an extension to massive states. As has been argued in a toy model by Troost [125], the resulting spectrum is a direct sum of irreducibles.

For higher dimensional AdS backgrounds with maximal supersymmetry, i.e., $\text{AdS}_5 \times S^5$ and $\text{AdS}_4 \times \mathbb{C}P^3$, covariant string theoretic models may be constructed in the so-called pure spinor formalism. In the case of $\text{AdS}_5$, the model was first proposed by Berkovits [126]. Once again, it is based on a $\sigma$-model with a generalized symmetric target space $G/G' = \text{PSU}(2, 2|4)/\text{SO}(1, 4) \times \text{SO}(5)$, where the denominator is kept fixed by an automorphism of order $N = 4$. In this case, one needs to add 16 bosonic ghost fields subject to five independent pure spinor constraints. The pure spinor sector alone would hence contribute a total central charge $c^{eb} = 32 - 10 = 22$. In the action of pure spinor string theory, the ghost sector and the $\sigma$-model are coupled and once the interaction terms are included, the combined theory is believed to be conformal to all loop orders [127]. Its central charge $c = -22 + 22 = 0$ is obtained by adding the superdimension $\text{sdim} G/G' = -2 - 10 - 10 = -22$ to the central charge of the ghost sector. Classical integrability of the model was established
in [128]. Properties of the monodromy of the Lax connection were studied more recently, see [129] and references therein. Similar developments exist in the case of AdS4 × CP3.

In the latter case, the pure spinor model is based on the generalized symmetric superspace $G/G' = \text{OSP}(6|2)/U(3) \times SO(1, 3)$ [130].

Before we conclude this short overview on superspace $\sigma$-models in exact string backgrounds, we would like to add a few comments on the relation with the Green–Schwarz formalism. For all the backgrounds we discussed in the previous two paragraphs, a corresponding Green–Schwarz description is known. In the case of AdS5 × S5, this was proposed by Metsaev and Tseytlin, see [18]. Similar models exist for AdS3 × S3 [131] and AdS4 × CP6 [133]. All these models employ $\sigma$-models on the very same generalized symmetric superspaces we have described before. On the other hand, the fermionic WZ terms need to be re-adjusted compared to the values that appeared in our discussion of one-loop conformal invariance. For consistency of the Green–Schwarz superstring, $\kappa$ symmetry is crucial. This feature requires a degenerate fermionic metric with the parameter $p_1 = 0$ rather than $p_1 = 1$, as in the case of the pure spinor formalism. After $\kappa$ symmetry has been fixed, one obtains CFTs with $c = 26$ and for physical state selection, one needs to impose the usual Virasoro constraints. All consistent AdS backgrounds that can be obtained in this way have been classified in [134]. In all known examples, the Green–Schwarz and pure spinor/hybrid formulations are believed to be equivalent, see [135] for a recent analysis at one loop.

4.3. A duality between Gross–Neveu and supersphere sigma models

Most of the results we have reported in this review deal with WZW models and their deformations. On the other hand, $\sigma$-models certainly play an important role for applications in physics. Hence, it is of interest to understand the possible relations between these two types of models. In string theory, there exists a beautiful relation between $\sigma$-models on Calabi–Yau spaces and so-called Gepner models [118]. The latter are obtained from products of WZW coset models and both types of models are related by exactly marginal deformations [136]. Therefore, one may think of the non-geometric Gepner models as describing string-size Calabi–Yau compactifications. Witten’s explanation of the duality between Gepner models and Calabi–Yau $\sigma$-models heavily relies on unitarity, and hence no such techniques are at our disposal in the context of CFTs with internal supersymmetry.

On the other hand, a very similar duality between $\text{OSP}(2S + 2|2S)$ Gross–Neveu models and $\sigma$-models on the superspheres $S^{2S+1|2S}$ has been proposed in [102] and then supported by a smooth interpolation of certain boundary partition functions [39]. In the following, we shall recall the formulation of the Gross–Neveu model as a deformed WZW model and explain how boundary spectra can be calculated along the lines of section 3.5. For simplicity, we restrict ourselves to the case of $S = 1$. Then we deform the boundary spectrum away from the WZW point until we reach the large volume limit in which the partition function describes the counting of operators for a $\sigma$-model on $S^{3|2}$. We think of the relation between the Gross–Neveu and $\sigma$-models as a prototype of a large class of similar dualities for non-unitary models with internal supersymmetry. It is quite feasible that similar relations also exist for $\sigma$-models on the coset spaces we listed in the previous subsection. If this were the case, it could play a central role in a possible world-sheet derivation of Maldacena’s AdS/CFT correspondence.

4.3.1. The $\text{OSP}(2S + 2|2S)$ Gross–Neveu model. We now present arguments in favor of a duality between nonlinear $\sigma$-models on superspheres $S^{2S+1|2S}$ and $\text{OSP}(2S + 2|2S)$ Gross–Neveu models [39]. In the case $S = 0$, this duality reduces to the well-known correspondence
between the massless Thirring model (also known as Luttinger liquid in the condensed matter community) and the free compactified boson. All cases \( S \geq 1 \) can be thought of as non-Abelian generalizations of this equivalence. Here we focus on the case \( S = 1 \) for simplicity.

The OSP(4|2) Gross–Neveu model is a non-geometric theory defined by the following Lagrangian:

\[
S^{\text{GN}}[\Psi] = \frac{1}{2\pi} \int d^2z \left[ \langle \psi, \partial \psi \rangle + \langle \bar{\psi}, \partial \bar{\psi} \rangle + g^2 \langle \psi, \bar{\psi} \rangle^2 \right].
\]  

(4.37)

Here, \( \Psi = (\psi_1, \ldots, \psi_4, \beta, \gamma) \) is a fundamental OSP(4|2) multiplet with four fermions and two bosons, all having conformal dimension \( h = 1/2 \), as discussed in section 3.4. The theory has a single coupling constant \( g \) which determines the strength of the quartic potential. According to our discussion in section 3.4, we can think of the OSP(4|2) Gross–Neveu model as a deformed OSP(4|2) WZW model at level \( k = 1 \) and construct the interaction in terms of the currents as

\[
S^{\text{GN}} = S^{\text{WZW}} + g^2 S_{\text{def}} \quad \text{with} \quad S_{\text{def}} = \frac{1}{2\pi} \int d^2z \langle J, \Omega(\bar{J}) \rangle,
\]

(4.38)

where \( \Omega \) is induced from the exchange automorphism of \( S\SU(2)_1 \times S\SU(2)_1 \). This kind of deformation is covered by our discussion in section 3.5.2.

In section 3.4, we discussed the spectrum of the OSP(4|2) WZW model in the bulk. Alternatively, this theory can be formulated as an orbifold WZW model

\[
\text{OSP}(4|2)_1 = (\SU(2)_- \times \SU(2)_1 \times \SU(2)_1)/\mathbb{Z}_2
\]

(4.39)

of purely bosonic WZW models. The two copies of \( \SU(2)_1 \) arise from the two pairs of fermions, while \( \SU(2)_- \) arises from the bosonic \( \beta\gamma \)-system. Now we want to place the theory on the upper half-plane and impose OSP(4|2) symmetry-preserving boundary conditions. These are associated with trivial gluing conditions in the \( \SU(2)_- \) part and permutation gluing conditions in the \( \SU(2)_1 \times \SU(2)_1 \) factors. It turns out that there is a unique boundary condition whose spectrum takes the form [39]

\[
Z^{\text{GN}}(q, y|g^2 = 0) = \sum_{\Lambda} \psi^{\text{WZW}}_{\chi_{\Lambda}}(q) \chi_{\Lambda}(y).
\]

(4.40)

It is just the sum of the affine \( \text{OSP}(4|2)_1 \) characters based on the trivial and the fundamental representation of OSP(4|2).

### 4.3.2. Deformed boundary spectrum.

Once the WZW model has been solved, it is straightforward to determine the deformed boundary spectrum using the results of section 3.5.2. According to formula (3.61), the anomalous dimensions of a boundary field only depend on the transformation properties with respect to the global OSP(4|2)-symmetry. In order to use this formula, we must first decompose the spectrum (4.40) at the WZW point into osp(4|2) multiplets,

\[
Z^{\text{GN}}(q, y|g^2 = 0) = \sum_{\Lambda} \psi^{\text{WZW}}_{\chi_{\Lambda}}(q) \chi_{\Lambda}(y).
\]

(4.41)

Here, \( \Lambda \) runs over weights of finite-dimensional representations of osp(4|2), \( \chi_{\Lambda}(y) = \chi_{\Lambda}(y_1, y_2, y_3) \) denote the associated characters and \( \psi^{\text{WZW}}_{\chi_{\Lambda}} \) are the branching functions that are defined by decomposition (4.41). For the case at hand, the branching functions can be computed explicitly [39]:

\[
\psi^{\text{WZW}}_{\chi_{\Lambda}(j_1, j_2, j_3)}(q) = \frac{1}{\eta(q)} \sum_{n,m=0}^{\infty} (-1)^{n+m} q^{2(n+4j_1+2m+1)+j_1+j_2+j_3 - \frac{1}{4}}
\]

\[
\times \left[q^{(j_2+\frac{1}{2})^2} - q^{(j_1+\frac{1}{2}+1)^2}\right]\left[q^{(j_3+\frac{1}{2}+1)^2} - q^{(j_3+\frac{1}{2})^2}\right].
\]

(4.42)
Using equation (3.61), we are now prepared to construct the partition function at finite coupling $g^2$:

$$Z_{GN}(q, y | g^2) = \sum_\Lambda q^{-3} C_\Lambda \psi^{WZW}(q) \chi_\Lambda(y).$$

(4.43)

The validity of this formula has been checked against numerical results from lattice discretizations with impressive agreement [102].

Let us discuss the consequences of formula (4.43) in more detail, see also figure 4. At zero coupling, the spectrum is characterized by the following features. All states have either integer or half-integer energy and at each energy level, there is only a finite number of states. As mentioned above, these states are accounted for by the two affine $\hat{\text{OSP}}(4|2)_1$ representations built on top of the vacuum (with $h = 0$) and the fundamental representation (with $h = 1/2$), respectively. Once the deformation is switched on, the affine symmetry is broken and the states will receive an anomalous dimension depending on their transformation behavior under global $\text{OSP}(4|2)$ transformations (the zero modes of the current algebra). In particular, multiplets belonging to a representation with vanishing Casimir do not receive any correction. These are all protected BPS representations. This applies in particular to the adjoint representation and ensures that the currents stay at conformal dimension $h = 1$.

At intermediate coupling, the spectrum is very complicated, exhibiting almost no sign of an underlying organizing principle, except for the preserved global $\text{OSP}(4|2)$ and the Virasoro symmetry. However, at infinite coupling, we again recover a special situation. The energy of a multiplet $\Lambda$ is shifted by $-C_\Lambda/2$ in this case. It can be shown that despite this shift, all conformal dimensions remain non-negative. Even more surprising, the spectrum is very regular again, exhibiting an integer level spacing (as opposed to the half-integer spacing at $g = 0$). Nevertheless, the spectrum now has entirely different characteristics than at zero coupling. Indeed, at infinite coupling, we find an infinite number of states on each energy level, see again figure 4.

25 It should be noted, however, that there are short/BPS representations for $\text{OSP}(4|2)$ which are not protected in this sense.
4.3.3. Identification with supersphere sigma model. We now wish to argue that the spectrum of the Gross–Neveu model discussed in the previous section coincides with the large volume partition function of the σ-model on the supersphere $S^{3|2}$ when we send the coupling $g$ to infinity. At infinite volume, the partition function is easy to write down, since the fields $\vec{X}$ become free. The most general field is obtained by considering the normal-ordered products $\prod \partial^n \bar{\partial}^m X^a$ of the fields $X^a$ and their derivatives and the energy (scaling dimension) of such a field is just given by the number of derivatives.

We assume Neumann boundary conditions, i.e., a freely moving open string. In this case, we are only left with one type of derivative. In close analogy to the harmonic analysis on $S^{3|2}$ (see section 2.4.3), we can write down the open string partition function

$$Z_{S^{3|2}}(q, y | R = \infty) = \lim_{t \to 1} \prod_{r=1}^{\infty} \frac{1}{(1 - tq^r y_2)(1 - t^{-1}q^r y_2)(1 - t q^r y_1 y_2)(1 - t^{-1} q^r y_1 y_2)}.$$  

(4.44)

The only difference compared to equation (2.41) is the additional terms involving powers $q^n$. These correspond to counting derivatives $\partial^n \vec{X}$ instead of plain coordinates $\vec{X}$. Since the constraint $\vec{X}^2 = R^2$ also leads to constraints on derivatives of $\vec{X}$, also the first term in the numerator had to be extended to an infinite product.

Even though it is by no means obvious, the decomposition of the partition function (4.44) into irreducible characters of $\text{OSP}(4|2)$ precisely agrees with the limit $g \to \infty$ of expression (4.43) [39]. This suggests that the moduli spaces of the two theories indeed overlap and—employing their common symmetry—actually coincide, see figure 5 for an illustration. Complementary calculations based on either lattice models [102], background field methods or a cohomological reduction [81] confirm this picture and predict that the couplings should in fact be related as $R^2 = 1 + g^2$.

5. Conclusions and outlook

Our goal in this review was to present conformal field theories with internal supersymmetries as a vast and intriguing branch of logarithmic conformal field theory. We have seen a large
family of models, including WZW models on supergroups and $\sigma$-models on coset superspaces, along with their deformations and some dualities. Many of these models possess profound applications to problems in different areas of theoretical physics.

To make our presentation reasonably self-contained, we included some basic material, in particular on superalgebras and their representation theory. This also meant that we had to skip over quite a few further developments. These include a systematic discussion of boundary conditions. For WZW models on type-I supergroups, these are quite well understood. For the example of the GL$(1|1)$ WZW model, it has been shown that Cardy’s construction basically carries over to the logarithmic setting [96]. Besides, there also exist indications that the geometric characterization of D-branes in group manifolds extends from the purely bosonic case [96, 115, 137].

Another topic of considerable interest is GKO-type coset models for supergroups with and without world-sheet supersymmetry. Some first studies can be found in [138] and [139]. It turns out that supergroup GKO coset models include several families of models which possess exactly marginal integrable deformations, generalizing the current–current deformations of WZW models we sketched in section 3.5. These models along with their deformations and potential dualities certainly deserve further study.

On the more mathematical side, the relation of the representation theory of affine Lie superalgebras with Mock modular forms warrants more exploration, see [15] and [93, 94, 140] for some existing results. In our opinion, however, the most pressing questions concern the study of dualities between WZW and $\sigma$-models. The only example that is reasonably well understood right now is the duality between the OSP$(4|2)$ WZW model and the $\sigma$-model on the supersphere $S^{3|2}$, see section 4.3. It is likely that further progress requires a better understanding of the interplay between conformal invariance and integrability.
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