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Abstract

The dynamics of soft mechanical metamaterials provides opportunities for many exciting engineering applications. Previous studies often use discrete systems, composed of rigid elements and nonlinear springs, to model the nonlinear dynamic responses of the continuum metamaterials. Yet it remains a challenge to accurately construct such systems based on the geometry of the building blocks of the metamaterial. In this work, we propose a machine learning approach to address this challenge. A metamaterial graph network (MGN) is used to represent the discrete system, where the nodal features contain the positions and orientations the rigid elements, and the edge update functions describe the mechanics of the nonlinear springs. We use Gaussian process regression as the surrogate model to characterize the elastic energy of the nonlinear springs as a function of the relative positions and orientations of the connected rigid elements. The optimal model can be obtained by “learning” from the data generated via finite element calculation over the corresponding building block of the continuum metamaterial. Then, we deploy the optimal model to the network so that the dynamics of the metamaterial at the structural scale can be studied. We verify the accuracy of our machine learning approach against several representative numerical examples. In these examples, the proposed approach can significantly reduce the computational cost when compared to direct numerical simulation while reaching comparable accuracy. Moreover, defects and spatial inhomogeneities can be easily incorporated into our approach, which can be useful for the rational design of soft mechanical metamaterials.

1 Introduction

Mechanical metamaterials (MMs) are commonly used in engineering for tailoring unique mechanical properties as their mechanics are primarily governed by their geometry rather than compositions. Recent development of fabrication technology such as additive manufacture has stimulated the use of soft MMs to realize extreme mechanical properties such as negative Poisson’s ratio [Bertoldi et al., 2010, Overvelde et al., 2012, Overvelde and Bertoldi, 2014], shape morphing [Mirzaali et al., 2018], tunable band structures [Krishnan and Johnson, 2009], energy absorption [Meza et al., 2014]. These unique properties opened up the possibility of many exciting engineering applications, e.g., soft actuators, materials with in situ tunable functionalities, reusable energy-absorbing materials [Li and Gao, 2016, Florijn et al., 2016, Bertoldi et al., 2017, Bertoldi, 2017, Barchiesi et al., 2019, Surjadi et al., 2019], etc. Furthermore, soft MMs created new ways of manipulating elastic waves with finite amplitude, that are different from the granular systems, where contact is the main mechanism [Tournat and Gusev, 2010, Nesterenko, 2013, Theocharis et al., 2013].

Many of the unique properties of soft MMs mentioned above are determined by their dynamic behavior, which is often nonlinear. Initial studies have focused on systems where nonlinearity occurs
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at the quasi-static stage with a linearized dynamics [Bertoldi and Boyce, 2008, Shan et al., 2014, Goldsberry and Haberman, 2018]. The nonlinear dynamics of soft MMs as continuum remains a challenge, as the nonlinearity is oftentimes the combination of the geometric nonlinearity due to large deformation, material nonlinearity due to the constitutive relations of the solid constituents, and those caused by possible mechanical instabilities. For such reason, many studies have focused on the use of simplified discrete systems and one widely adopted such system is shown in Fig. 1, where the continuum MM is replaced by a system of rigid elements connected by nonlinear springs [Deng et al., 2021b]. The rigid elements can translate and rotate, and the nonlinear springs can support both longitudinal forces as well as torques. Such systems can greatly reduce the number of degrees of freedom (DOFs) needed for numerical calculation while still provide essential insights into important dynamic responses of soft MMs such as cnoidal waves [Deng et al., 2021a], vector solitons [Deng et al., 2017, 2019a], rarefaction solitons [Yasuda et al., 2019] and topological solitons [Hussein et al., 2014], etc. Although certain mechanical model of the nonlinear springs in the simplified systems works well with soft MMs of some unit-cell geometry, it is still largely an unanswered question how such model can be constructed accurately for MMs with complex unit-cell geometry, which is vital for the rational design of soft MMs for desired dynamic responses. In this work, we make one step towards establishing such connection with the help of machine learning methods, and specifically, the graph networks.

Generally speaking, graph networks are a class of machine learning methods that operate on graph-like data structures. As noted in [Mitchell, 1980, Battaglia et al., 2018], graph networks “carry strong relational inductive biases, in the form of specific architectural assumptions, which guide these approaches towards learning about entities and relations”. Although the term “graph neural networks” may be more well-known, the functions that graph networks define do not need to be neural networks. In fact they can be any functions in principle. Graph networks have found its applications in many scientific and engineering problems, such as visual scene understanding [Santoro et al., 2017], reasoning about knowledge graphs [Bordes et al., 2013], predicting chemical properties of molecules [Duvaud et al., 2015], predicting traffic on roads [Li et al., 2017], etc. Lately, we also observe a surging trend of applying graph networks in computational mechanics. Several architectures and methods regarding graph networks were proposed for leaning and inference of dynamics of physical systems [Battaglia et al., 2016, Greydanus et al., 2019, Sanchez-Gonzalez et al., 2018, Chang et al., 2016]. Pfaff et al. [Pfaff et al., 2020] made use of the graph nature of computational meshes used in many numerical algorithms like the finite element method (FEM) [Hughes, 2012] and used graph neural networks to accelerate mesh-based simulations. By learning particle relations from particle-based methods such as “smoothed particle hydrodynamics” (SPH) [Monaghan, 1992] and “material point method” (MPM) [Sulsky et al., 1995], Sanchez-Gonzalez et al. [Sanchez-Gonzalez et al., 2020] designed simulators based on graph neural networks that have comparable numerical performance. Graph data structures were employed to represent anisotropic constitutive relations of hyperelasticity [Vlassis et al., 2020] and elastoplasticity [Heider et al., 2020]. Mozaffar et al. [Mozaffar et al., 2021] applied a graph-based representation to capture spatiotemporal dependencies of thermal responses in additive manufacturing processes.

In the present work, we propose a graph network based framework, which we refer to as the metamaterial graph network (MGN), to model the nonlinear dynamics of soft MMs. As shown in Fig. 1, MGN replaces the continuum MM with a system of rigid crosses connected by nonlinear springs, which can be regarded as a graph, whose nodes represent the rigid crosses and connectivities between the nodes represent the nonlinear springs. The kinematics of the rigid crosses can be readily described by Newton’s law, and the key of this framework is to construct a model of the nonlinear springs to best represent the mechanics of the given MM. To achieve this goal, we first generate training data by conducting finite element simulation of one building block of the MM. In the simulation, we alter the configuration of the building block, which reflects the changes in the relative positions and orientations of the connecting crosses in the discrete system. Then, we use Gaussian process regression (GPR) as the surrogate model of the nonlinear spring to learn the elastic energy of the building block, which is a function of the relative positions and orientation of the connected crosses. We also use neural networks (NNs) as our surrogate model for comparison and in the problems that
Figure 1: An overview of the proposed MGN based simulation. Ground truth data are generated by solving local continuum problems (blue window) so that the edge update function in the graph network can be trained with surrogate models like neural networks or Gaussian process regression. Red windows show the simplified system that are made of crosses connected by springs. The rightmost “smiling face” is the results produced by a MGN based simulation, showing the deformed configuration a cross-spring system subjected to a compression in the horizontal direction.

we are concerned with, GPR exhibits apparent advantages over NNs. By supplying the MGN with the trained GPR model, the dynamics MMs can be obtained with a much lower computational cost compared to direct numerical simulation (DNS).

In this work, we carry out the finite element simulation using the open-source package FEniCS [Logg et al., 2012], while training of the surrogate models as well as numerical simulation of the dynamics of the cross-spring system are both implemented in JAX [Bradbury et al., 2018], a Python library designed for high-performance numerical computing with GPU support. While JAX is mostly used within the machine learning community, its potential in scientific computing has been revealed by several recent works, e.g., molecular dynamics simulation [Schoenholz and Cubuk, 2020] or computational fluid dynamics [Kochkov et al., 2021]. Like those works, we make full use of the powerful features provided by JAX, e.g., automatic differentiation (grad), vectorization (vmap), and just-in-time compilation (jit) to further enhance the performance of our MGN based simulation. Our code is available at https://github.com/tianjuxue/gnmm.

The paper is organized as follows. Section 2 provides a brief overview on the continuum theory of the dynamics of soft MMs, and Section 3 describes a cross-spring system as a simplified model.
to approximate the continuum metamaterials. In Section 4, we briefly introduce the fundamentals of graph networks, including a brief overview of the surrogate models used in the graph networks. Section 5 discusses the training, validation and testing of the surrogate models. In Section 6, we present several numerical examples to show that our graph network based simulation can effectively capture the nonlinear dynamics of different soft MMs. We then conclude in Section 7.

2 Elastodynamics of continuum metamaterials

2.1 Elastodynamics under finite deformation

Consider an elastic body that occupies a region \( B \subset \mathbb{R}^3 \), at its stress-free reference state. We denote by \( \partial B \) the boundary of the body and \( N \) the outward normal of \( \partial B \). The boundary \( \partial B \) is assumed to be composed of two parts \( \partial B_D \) and \( \partial B_N \) such that \( \partial B_N \cup \partial B_D = \partial B \) and \( \partial B_N \cap \partial B_D = \emptyset \). We consider the dynamics of the body over a time period \( [0, T] \). For any time \( t \in [0, T] \), the body deforms and occupies a spatial region \( B_t \subset \mathbb{R}^3 \). The deformation map \( \varphi_t : B \times [0, T] \rightarrow B_t \) sends a material point \( X \in B \) to its spatial counterpart \( x \in B_t \), i.e., \( x = \varphi(X, t) \). The corresponding displacement field is defined as \( U(X, t) = x - X \), and the velocity \( \dot{U} = \frac{\partial \varphi}{\partial t} \). The total action functional of the body is

\[
S(U) = \int_0^T L(U, \dot{U}) dt,
\]

under some initial and boundary conditions. Here, we prescribe initial conditions for displacement \( U(X, 0) = U_0 : B \rightarrow \mathbb{R}^3 \), and velocity \( \dot{U}(X, 0) = V_0 : B \rightarrow \mathbb{R}^3 \). We also prescribe displacement \( U_D : \partial B_D \times [0, T] \rightarrow \mathbb{R}^3 \), and traction \( T_N : \partial B_N \times [0, T] \rightarrow \mathbb{R}^3 \) boundary conditions. Both of them can be time dependent. For a hyperelastic material (in the absence of body force), the Lagrangian can be written as [Marsden and Hughes, 1994]

\[
L(U, \dot{U}) = \int_B \frac{1}{2} \rho_R |\dot{U}|^2 \, dX - \int_B W(F) \, dX + \int_{\partial B_N} T_N \cdot U \, d\Gamma,
\]

where \( \rho_R \) is the mass density in the reference configuration, \( F = \frac{\partial x}{\partial X} \) is the deformation gradient, and \( W \) is the strain energy density function (per volume). The Euler-Lagrange equations corresponding to minimizing Eq. (1) are

\[
\rho \frac{\partial^2 U}{\partial t^2} = \text{Div} \, P \quad \text{in} \quad B \times [0, T],
\]

\[
U(X, 0) = U_0 \quad \text{in} \quad B,
\]

\[
\dot{U}(X, 0) = V_0 \quad \text{in} \quad B,
\]

\[
U = U_D \quad \text{on} \quad \partial B_D \times [0, T],
\]

\[
P \cdot N = T_N \quad \text{on} \quad \partial B_N \times [0, T],
\]

where the divergence operator is defined in the reference configuration \( B \), and the first Piola-Kirchhoff stress \( P \) is given by \( P = \frac{\partial W}{\partial F} \). Throughout this work, we adopt the following strain energy density function \( W \):

\[
W(F) = \frac{G}{2} (J^{-2/3} I_1 - 3) + \frac{\kappa}{2} (J - 1)^2,
\]

where \( J = \det(F), \ I_1 = \text{tr}(C) \); \( G = \frac{E}{2(1 + \nu)} \) and \( \kappa = \frac{E}{3(1 - 2\nu)} \) denote the initial shear and bulk moduli, respectively, with \( E \) being the Young’s modulus and \( \nu \) the Poisson’s ratio of the material. The above \( W \) is commonly used to model isotropic elastomers that are almost incompressible [Ogden, 1997, Pence and Gou, 2015]. Moreover, plane strain is assumed here, i.e., \( U_i = U_i(X_1, X_2, t), \ i = 1, 2 \) and \( U_3 = 0 \).
2.2 Problem geometry

In this work, we constrain ourselves to the study of 2D soft cellular mechanical metamaterials (CMMs) made of square unit-cells with a pore in the center. Inspired by previous works [Overvelde et al., 2012, Overvelde and Bertoldi, 2014], we consider the pore shapes with four-fold symmetry whose contour can be described by the following equation:

$$r(\alpha) = r_0 \left[ 1 + \xi \cos(4\alpha) \right],$$  \hfill (5)

where, as is shown in Fig. 2, $r$ and $\alpha$ are polar radius and polar angle respectively; $\xi$ is a parameter that controls the shape, and $r_0$ is related to the initial porosity $\phi_0$ via:

$$r_0 = \frac{L_0 \sqrt{2\phi_0}}{\sqrt{\pi(2 + \xi^2)}},$$  \hfill (6)

with $L_0$ the length of a single unit-cell. A family of various pore shapes are illustrated in Fig. 2 with $\xi = 0, -0.05, -0.1, -0.15, -0.2$. We label these five representative shapes with “shape A”, “shape B”, “shape C”, “shape D”, and “shape E”. In Fig. 2, the first row shows the $2 \times 2$ structures of these five pore shapes.

In principle, the dynamic response of our soft CMMs can be obtained by DNS, i.e. numerically solving (3) over the whole structure. In this work, we use finite element method (FEM) to carry out the DNS by solving the weak form of (3). The classic Rothe’s method [Rothe, 1930, Rektorys, 1971, Nečas, 1974] is used for time integration. See A for details.
Continuum counterparts
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Figure 3: The continuum porous CMMs and the simplified cross-spring system. (a) A stress-free CMM in the reference configuration. (b) A deformed CMM in the spatial configuration. (c) The cross-spring system in the reference configuration. (d) The deformed cross-spring system in the spatial configuration.

are modeled as nonlinear springs, as shown in Fig. 3(a) and (c). These springs can provide both longitudinal forces as well as torques.

To better understand how the simplified system works, let us take a look at the building block of a continuum CMM shown in Fig. 4(a), which is in its reference state. We replace such building block by two half crosses connected by a nonlinear spring, which is shown in Fig. 4(c). We denote the reference positions of the two half crosses by \( x_{\text{ref}}^i \) and \( x_{\text{ref}}^j \) respectively and they correspond to the respect mid-points of sides AB and CD. The reference orientations of the two half crosses by \( \theta_{\text{ref}}^i \) and \( \theta_{\text{ref}}^j \) respectively and they correspond to the respective orientations of AB and CD (with respect to a certain fixed axis). In this state, the elastic energy stored in the spring is 0 as the CMM is stress-free. Suppose the building block is deformed into the shape shown in Fig. 4(b) in its spatial configuration, the positions and the orientation of the two sides are altered. For the simplified system, the positions and orientation of the left and right half crosses change accordingly to \( (x_i, \theta_i) \) and \( (x_j, \theta_j) \) respectively, as shown in Fig. 4(d). In the meantime, the elastic energy of the building block due to deformation is completely prescribed to the spring, which is a function of \( (x_i, \theta_i), (x_j, \theta_j), (x_{\text{ref}}^i, \theta_{\text{ref}}^i) \) and \( (x_{\text{ref}}^j, \theta_{\text{ref}}^j) \).

Now consider a system composed of \( N_c \) such crosses that are connected by \( N_e \) nonlinear springs and we study its dynamics over a time period \([0, T]\). We denote the reference position and orientation of the \( i \)th cross at the stress-free state by \( x_{\text{ref}}^i \) and \( \theta_{\text{ref}}^i \) respectively. In this state, the total elastic energy stored inside the springs needs to be 0. At time \( t \in [0, T] \), the spatial position and orientation of the \( i \)th cross are denoted by \( x_i \) and \( \theta_i \) respectively. We further define the reference generalized coordinates as: \( \Xi_{\text{ref}} = \{x_{\text{ref}}^i\}_{i=1:N_c} \) and \( \Theta_{\text{ref}} = \{\theta_{\text{ref}}^i\}_{i=1:N_c} \) and the spatial generalized coordinates as: \( \Xi = \{x_i\}_{i=1:N_c} \) and \( \Theta = \{\theta_i\}_{i=1:N_c} \), with their corresponding velocities: \( \dot{\Xi} = \{\dot{x}_i\}_{i=1:N_c} \) and \( \dot{\Theta} = \{\dot{\theta}_i\}_{i=1:N_c} \). Then the
Figure 4: A building block for the continuum CMM in its reference configuration (a) and spatial configuration (b). The corresponding building block for the cross-spring system that consists of a spring connecting two half crosses in the reference configuration (c) and spatial configuration (d). In this specific example, we have \( \theta_i^{\text{ref}} = \theta_j^{\text{ref}} = \pi/2 \), \( \theta_i = 2\pi/3 \), and \( \theta_j = \pi/3 \).

The total action function of the system within time period \([0, T]\) is

\[
S(\Xi, \Theta) = \int_0^T L(\Xi, \dot{\Xi}, \Theta, \dot{\Theta}) \, dt,
\]

under some initial and boundary conditions for the generalized coordinates and velocities. The Lagrangian of the system can be described as

\[
L(\Xi, \dot{\Xi}, \Theta, \dot{\Theta}) = \sum_{i=1}^{N_c} \frac{1}{2} m_i |\dot{x}_i|^2 + \sum_{i=1}^{N_c} \frac{1}{2} I_i \dot{\theta}_i^2 - \Psi(\Xi, \Theta, \Xi^{\text{ref}}, \Theta^{\text{ref}}) + \sum_{i=1}^{N_c} f_i \cdot x_i + \sum_{i=1}^{N_c} \tau_i \theta_i,
\]

where \( m_i \) and \( I_i \) are the mass and moment of inertia of the \( i \)th cross respectively. \( \Psi \) is the total elastic energy due to the deformation of the springs; \( f_i \) and \( \tau_i \) are prescribed external forces and torques exerted on the \( i \)th cross, which are related to the boundary conditions. The Euler-Lagrange equations corresponding to minimizing Eq. (7) are

\[
m_i \frac{d^2 x_i}{dt^2} = -\frac{\partial \Psi}{\partial x_i} + f_i,
\]

\[
I_i \frac{d^2 \theta_i}{dt^2} = -\frac{\partial \Psi}{\partial \theta_i} + \tau_i,
\]

where \( i = 1, 2, ..., N_c \). Eq. (9) is a system of second-order ordinary differential equations (ODEs). Given some proper initial and boundary conditions, the dynamics of the cross-spring system is primarily determined by \( \Psi \). For some given \( \Psi \), Eq. (9) can be numerically integrated to solve for the dynamics of the system (see B for details). However, in general the form of \( \Psi \) is not known a priori. While certain forms of \( \Psi \) work well with CMMs with some pore geometry, it remains largely unclear how it can be constructed for CMMs with complex pore shapes, such as those shown in Fig. 2. In the following section, we will show how such form can be constructed accurately with the help of graph networks.
4 Metamaterial graph network

We introduce our metamaterial graph network (MGN) framework in this section, which is used to determine the functional form of $\Psi$. We start by introducing the fundamentals of graph networks. By representing the simplified cross-spring system with a graph network, $\Psi$ can be easily determined from the edge update and aggregation functions, which needs to be trained. Then we provide a brief overview of two classes of surrogate models for edge update functions, namely, Gaussian process regression (GPR) and neural networks (NNs).

4.1 Fundamentals of graph network

The cross-spring system introduced in the previous section can be represented by a graph if each cross is regarded as a node and each spring as an edge in the graph. For example, the $4 \times 4$ cross-spring system in Fig. 3 can be represented by an undirected graph in Fig. 5. Consider a cross-spring system with $N_c$ crosses that are connected by $N_e$ springs. Following the treatment of [Battaglia et al., 2018], we use a graph $\mathcal{G}$ to represent such system, which can be formally defined by a 3-tuple $\mathcal{G} = (g, V, E)$. Here, $g$ is a global feature and in our MGN, it represents the total elastic energy of the cross-spring system $\Psi$. The set $V = \{c_i\}_{i=1:N_c}$ is the collection of all nodal features, and in our MGN, the feature $c_i$ includes the reference as well as the spatial positions and orientations of the $i$th cross, i.e., $c_i = (x^\text{ref}_i, \theta^\text{ref}_i, x_i, \theta_i)$. The set $E = \{(e_k, a_k, b_k)\}_{k=1:N_e}$ is the collection of edge features, namely, $e_k$ describes the feature of the edge connecting nodes $a_k$ and $b_k$. In our MGN, we define $e_k$ as the elastic energy stored in the $k$th spring, which connects the $a_k$th and $b_k$th crosses. In addition to the graph structure $\mathcal{G}$, two major steps are needed for our MGN, namely update and aggregation:

update: $e_k = \psi(c_{a_k}, c_{b_k})$, $\forall k \in \{1, 2, ..., N_e\}$, \hspace{1cm} (10a)

aggregation: $g = \zeta(E)$. \hspace{1cm} (10b)

Here, $\psi$ is often called the edge update function, and in our MGN it represents functional form of the elastic energy of the $k$th spring, which is a function of the features of node $a_k$ and $b_k$ (their generalized coordinates). In our MGN, the aggregation function $\zeta$ is fixed such that $\zeta(E) := \sum_{k=1}^{N_e} e_k$, in order words, the total elastic energy is a summation of the elastic energy stored in each individual spring.

If $\psi$ is a given function, then computing $g$ (or $\Psi$) is straightforward. As described in the previous section, such functional form is often not known a priori. In our MGN framework, we use a data-driven approach to train an approximate surrogate for $\psi$, so that $\psi$ can be “learned” from certain data
4.2 Surrogate models: neural network and Gaussian process regression

Under supervised learning, we train a surrogate model that best approximates the true $\psi$ over some data set. For the type of CMMs studied in this work, $\psi$ can be highly nonlinear. Therefore, simple linear regression or its direct variants like ridge regression [Hoerl and Kennard, 1970] or LASSO [Tibshirani, 1996] may not be ideal candidates for our surrogate models. To deal with strongly nonlinearity, one can resort to neural networks [Bishop, 2006]. In this work, we adopt one widely used form of neural networks, the multi-layer perceptron (MLP), which is composed of fully-connected layers [Hastie et al., 2009]. The input vector $z$ is processed through several hidden layers and finally to an output scalar $y$. The transformation between the $i$th layer ($m$ neurons) and the $i + 1$ layer ($n$ neurons) can be defined as:

$$y_i = h_i(z_i) := \sigma(W_i \cdot z_i + b_i),$$  \hspace{1cm} (11)

where $W_i \in \mathbb{R}^{n \times m}$, $b_i \in \mathbb{R}^m$ are the weight matrix and bias vector of the $i$th layer, and $\sigma$ is an element-wise nonlinear function, such as a logistic function or tanh. We can “stack” these transformations as $y = h_k(z_k) = h_k \circ h_{k-1}(z_{k-1}) = \ldots = h_1 \circ \ldots \circ h_1(z)$ for a MLP with $k - 1$ hidden layers. We hereby denote this composed mapping as

$$y = h_\theta(z),$$  \hspace{1cm} (12)

where the learnable parameter $\theta := (W_1, W_2, \ldots, W_k, b_1, b_2, \ldots, b_k)$. A typical MLP with only one hidden layer is shown in Fig. 6(a).

MLP is a parametric model in that it has finite number of parameters and once those parameters have been determined, training data is no longer needed when making predictions. Alternatively, Gaussian process regression, a nonparametric model, can also be used for the regression of highly nonlinear functions [Rasmussen, 2003]. In Gaussian process regression (GPR), we assume a Gaussian process prior

$$f(z) \sim \mathcal{GP}(m(z), k(z, z')),$$  \hspace{1cm} (13)

where the mean function $m(z)$ and the covariance function $k(z, z')$ fully determines the function $f(z)$. In this work, the mean function $m(z)$ is set to be zero, and the covariance function $k(z, z')$ is set to be the commonly used squared exponential kernel

$$k(z, z') = \sigma^2 \exp \left( - \frac{|z - z'|^2}{2l^2} \right),$$  \hspace{1cm} (14)

where $\sigma$ is the output variance parameter and $l$ is the length scale parameter. We further assume the observation $y$ is subject to an independent additive Gaussian noise such that

$$y = f(z) + \epsilon, \quad \epsilon \sim \mathcal{N}(0, \sigma^2_\epsilon),$$  \hspace{1cm} (15)
where $\mathcal{N}(0, \sigma_n^2)$ denotes the normal distribution with mean 0 and variance $\sigma_n^2$.

Let the training data be $Z = \{z^{(i)}\}$ and $y = \{y^{(i)}\}$. At inference phase, we aim at obtaining the corresponding $f_*$ from some feature vectors $Z_* = \{z_*^{(i)}\}$ that are not in the training set. To do so, we first identify the following joint distribution:

$$
\begin{bmatrix}
y \\
f_*
\end{bmatrix} \sim \mathcal{N}
\left(0, 
\begin{bmatrix}
K + \sigma_n^2 I & K_* \\
K_*^T & K_{**}
\end{bmatrix}
\right),
$$

(16)

where $K = K(Z, Z)$, $K_* = K(Z, Z_*)$, and $K_{**} = K(Z_*, Z_*)$ are covariance matrices and $K_{ij}(Z, Z') = k(z^{(i)}, z^{(j)})$. We then work out the conditional probability distribution of $f_*$ given $Z, y, Z_*$

$$
f_*|Z, y, Z_* \sim \mathcal{N} (\bar{f}_*, \Sigma_*),
$$

(17)

where

$$
\bar{f}_* = K_*^T (K + \sigma_n^2 I)^{-1} y,
\Sigma_* = K_{**} - K_*^T (K + \sigma_n^2 I)^{-1} K_*.
$$

(18)

While $\bar{f}_*$ is our prediction for $f_*$, $\Sigma_*$ can be used for constructing the confidence interval of the prediction. Note that the prediction $\bar{f}_*$ depends on the training data $Z$ and $y$ explicitly, which is different from parametric models like MLP. A schematic example for GPR is shown in Fig. 6(b) that contains the observed data, predicted values, and a 95% confidence interval of prediction.

![Figure 6](image)

Figure 6: Schematics of the two surrogate models used in this work: (a) A multi-layer perceptron with only one hidden layer that maps the input vector $z$ to the output scalar $y$; (b) Gaussian process regression that predicts $y$ conditioned on observed data.

These two classes of functions each have their own advantages and disadvantages. We will use both of them as our surrogate models for the edge update function in the following section and compare their performance in the problems that we are interested in here.

## 5 Construction of the MGN based approach

In this section we will introduce the procedures of constructing the MGN based approach. We start by identifying the physical constraints needed to be imposed over the edge update function. Based on a proper form through which these constraints can be strictly imposed, we train the edge update function to best approximate the mechanics of a given CMM at the cellular scale. The performance of MLP and GPR as our surrogate for the edge update functions is also compared.
5.1 Physical constraints

Before proceeding to the training process, we need to first discuss the constraints needed for the edge update function $\psi$. Now, consider the cross-spring system in Fig. 7. In MGN, as defined in the previous section, we assume that $\psi$ is a function of both $c_a = \left(x_{a_{\text{ref}}}, \theta_{a_{\text{ref}}}, x_a, \theta_a\right)$ and $c_b = \left(x_{b_{\text{ref}}}, \theta_{b_{\text{ref}}}, x_b, \theta_b\right)$. However, as $\psi$ represents the elastic energy of the corresponding unit-cell, it should be invariant under a global rigid body motion. For example, the middle and right panels of Fig. 7. These two configurations differ only by a translation and a rotation of angle $\gamma$ and therefore should have the same elastic energy, even though their nodal features are different.

\[ \begin{bmatrix} \cos(\gamma) & -\sin(\gamma) \\ \sin(\gamma) & \cos(\gamma) \end{bmatrix}, \quad (19) \]

then we know that the generalized coordinates between the two spatial configurations have the following relation:

\[ \begin{align*}
  x'_a - x'_b &= Q(x_b - x_a), \\
  \theta'_a &= \theta_a + \gamma, \\
  \theta'_b &= \theta_b + \gamma.
\end{align*} \quad (20) \]

In order for the edge update function to be invariant under any in-plane rigid body motion, we propose the following form of energy $\tilde{\psi}$ such that

\[ \tilde{\psi}(\tilde{\theta}_a, \tilde{\theta}_b, d) = \psi(c_a, c_b), \]

\[ \tilde{\theta}_a = (\theta_a - \theta_{a_{\text{ref}}}) - (\beta - \beta_{\text{ref}}), \]

\[ \tilde{\theta}_b = (\theta_b - \theta_{b_{\text{ref}}}) - (\beta - \beta_{\text{ref}}), \]

\[ d = |x_b - x_a| - |x_{b_{\text{ref}}} - x_{a_{\text{ref}}}|, \quad (21) \]
where $\beta_{\text{ref}} = \text{angle}(x_{b}^{\text{ref}} - x_{a}^{\text{ref}})$ and $\beta = \text{angle}(x_{b} - x_{a})$ (see Fig. 7) are the polar angles of the spring in the reference and spatial configurations, respectively. Similarly, we have the following quantities for the second spatial configuration

\[
\tilde{\psi}(\tilde{\theta}_a, \tilde{\theta}_b, d') = \psi(\tilde{c}_a, \tilde{c}_b),
\]

\[
\tilde{\theta}_a' = (\theta_a' - \theta_a^{\text{ref}}) - (\beta' - \beta^{\text{ref}}),
\]

\[
\tilde{\theta}_b' = (\theta_b' - \theta_b^{\text{ref}}) - (\beta' - \beta^{\text{ref}}),
\]

\[
d' = |x_b' - x_a'| - |x_b^{\text{ref}} - x_a^{\text{ref}}|. \tag{22}
\]

Obviously, $\tilde{\theta}_a = \tilde{\theta}_a'$, $\tilde{\theta}_b = \tilde{\theta}_b'$, and $d = d'$, under any rigid body motion. Then, if we use $\tilde{\psi}$, then the energy is invariant in the two spatial configurations, namely, we have $\tilde{\psi}(\tilde{\theta}_a, \tilde{\theta}_b, d) = \tilde{\psi}(\tilde{\theta}_a', \tilde{\theta}_b', d')$. The original potential energy function $\psi$ takes $x_a$, $\theta_a$, $x_b$, $\theta_b$ as its input (a six dimensional vector), while $\tilde{\psi}$ only takes $\tilde{\theta}_a$, $\tilde{\theta}_b$, $d$ as the input (a three dimensional vector). By imposing the constraint in this way, the number of degrees of freedom are also reduced.

With this $\tilde{\psi}$ on hand, computing $\Psi$ for given $(\Xi, \Theta)$ is straightforward and in principle, also straightforward for determining $\frac{\partial \Psi}{\partial \Xi}$ and $\frac{\partial \Psi}{\partial \Theta}$. While this can be carried out using chain rule, the calculation can be highly laborious and error-prone. In this work, we make use of the open-source package JAX [Bradbury et al., 2018] to automate this procedure by using automatic differentiation. In JAX, we write $\Psi$ as a function of $(\Xi, \Theta)$ in Python, and a single call of \texttt{jax.grad} returns the corresponding derivative function that we need. Interested readers are referred to our code on github for details.

### 5.2 Training, validation, and test

Training, validation, and testing are performed under the framework of standard supervised learning [Bishop, 2006]. Through the data generation process introduced in C, we obtain $D = \{(z; y)^{(i)}\}_{i=1}^{\lvert D \rvert}$ ($\lvert D \rvert = 1000$) for each of the five pore shapes. The label $y$ is obtained by finite element simulation of the corresponding building block under a deformation that is determined by the feature $z$ (see Fig. 4).

Separate models are trained over these five data sets for explicit comparison of model performance between different shapes.

We split each data set for training, validation, and test with an 80%-10%-10% ratio. As mentioned earlier, both MLP and GPR are used as our surrogate for comparison. Models are trained over the training data set, their performance compared over the validation data set, and only the model with the best performance is tested on the test data set.

For MLPs, we choose the mean squared error (MSE) as our loss function, and use mini-batch stochastic gradient descent with Adam optimizer [Kingma and Ba, 2014]. Here, we choose three different MLPs (labelled as MLP #1, MLP #2, and MLP #3) with increasing model complexity and compare their performance. While it is almost impossible to exhaustively search for the best set of hyperparameters, the selected three MLPs are representative and their hyperparameters are listed in Table 1.

| Hidden layers | Layer width | Learning rate | Batch size | Activation function |
|---------------|-------------|---------------|------------|--------------------|
| MLP #1        | 2           | 32            | $4 \times 10^{-4}$ | 32 | ReLU               |
| MLP #2        | 4           | 64            | $2 \times 10^{-4}$ | 32 | ReLU               |
| MLP #3        | 8           | 128           | $1 \times 10^{-1}$ | 32 | ReLU               |

Table 1: Hyperparameters of the three MLPs used in this work.

Obviously, $\tilde{\theta}_a = \tilde{\theta}_a'$, $\tilde{\theta}_b = \tilde{\theta}_b'$, and $d = d'$, under any rigid body motion. Then, if we use $\tilde{\psi}$, then the energy is invariant in the two spatial configurations, namely, we have $\tilde{\psi}(\tilde{\theta}_a, \tilde{\theta}_b, d) = \tilde{\psi}(\tilde{\theta}_a', \tilde{\theta}_b', d')$. The original potential energy function $\psi$ takes $x_a$, $\theta_a$, $x_b$, $\theta_b$ as its input (a six dimensional vector), while $\tilde{\psi}$ only takes $\tilde{\theta}_a$, $\tilde{\theta}_b$, $d$ as the input (a three dimensional vector). By imposing the constraint in this way, the number of degrees of freedom are also reduced.

With this $\tilde{\psi}$ on hand, computing $\Psi$ for given $(\Xi, \Theta)$ is straightforward and in principle, also straightforward for determining $\frac{\partial \Psi}{\partial \Xi}$ and $\frac{\partial \Psi}{\partial \Theta}$. While this can be carried out using chain rule, the calculation can be highly laborious and error-prone. In this work, we make use of the open-source package JAX [Bradbury et al., 2018] to automate this procedure by using automatic differentiation. In JAX, we write $\Psi$ as a function of $(\Xi, \Theta)$ in Python, and a single call of \texttt{jax.grad} returns the corresponding derivative function that we need. Interested readers are referred to our code on github for details.

5.2 Training, validation, and test

Training, validation, and testing are performed under the framework of standard supervised learning [Bishop, 2006]. Through the data generation process introduced in C, we obtain $D = \{(z; y)^{(i)}\}_{i=1}^{\lvert D \rvert}$ ($\lvert D \rvert = 1000$) for each of the five pore shapes. The label $y$ is obtained by finite element simulation of the corresponding building block under a deformation that is determined by the feature $z$ (see Fig. 4).

Separate models are trained over these five data sets for explicit comparison of model performance between different shapes.

We split each data set for training, validation, and test with an 80%-10%-10% ratio. As mentioned earlier, both MLP and GPR are used as our surrogate for comparison. Models are trained over the training data set, their performance compared over the validation data set, and only the model with the best performance is tested on the test data set.

For MLPs, we choose the mean squared error (MSE) as our loss function, and use mini-batch stochastic gradient descent with Adam optimizer [Kingma and Ba, 2014]. Here, we choose three different MLPs (labelled as MLP #1, MLP #2, and MLP #3) with increasing model complexity and compare their performance. While it is almost impossible to exhaustively search for the best set of hyperparameters, the selected three MLPs are representative and their hyperparameters are listed in Table 1.
Figure 8: Training and validation errors of MLP#1 in (a), MLP#2 in (b), MLP#3 in (c), and for GPR in (d). Only the test errors of GPR are reported in (e) since it is the optimal model.

| shape | \( \sigma^2 \) | \( l \) | \( \sigma^2_n \) |
|-------|----------------|-------|----------------|
| A     | 0.672          | 0.890 | \( 5 \times 10^{-5} \) |
| B     | 0.751          | 0.874 | \( 5 \times 10^{-5} \) |
| C     | 0.796          | 0.865 | \( 5 \times 10^{-5} \) |
| D     | 0.792          | 0.866 | \( 5 \times 10^{-5} \) |
| E     | 0.759          | 0.872 | \( 5 \times 10^{-5} \) |

Table 2: Optimized hyperparameters for GPR for different pore shapes.

For GPR, we determine the set of optimal hyperparameters \((\sigma^2, l, \sigma^2_n)\) based on the training data set by maximizing the log marginal likelihood [Rasmussen, 2003] with quasi-Newton methods like L-BFGS-B [Byrd et al., 1995, Zhu et al., 1997]. The optimized hyperparameters are reported in Table 2.

For the three MLP models and one GPR model listed above, we use the scaled mean square error (SMSE) as the criterion to choose the optimal model, which is defined as

\[
SMSE = \frac{1}{N_s} \sum_{i=1}^{N_s} (\tilde{y}_{true} - \tilde{y}_{pred})^2 \quad \text{with} \quad \tilde{y} := \frac{y - y_{min}}{y_{max} - y_{min}},
\]

where \( N_s \) is the number of samples considered, \( \tilde{y}_{true} \) is the scaled true output, \( \tilde{y}_{pred} \) is the scaled predicted output, and \((y_{min}, y_{max})\) are the lower and upper bounds for min-max scaling. We report training and validation SMSEs for the three MLPs and GPR in Fig. 8(a), (b), (c), and (d), respectively. With increasing model complexity, MLPs show lower training errors. However, all three MLPs do not generalize well to the validation data set and are prone to overfitting. In contrast, GPR shows relatively low errors on both training and validation data sets, which indicates that GPR outperforms MLPs for our problem, and this observation is consistent for all five shapes. Therefore, we select GPR as our best model and will exclusively use GPR in all following discussions. The test error of GPR is reported in Fig. 8(e), less than \( 5 \times 10^{-4} \), which confirms good generalizability of the trained model. For this reason, we chose GPR as our surrogate model for the edge update functions.

To further study the performance of the trained GPR model, we plot the scaled true energy \( \tilde{y}_{true} \)
versus the scaled predicted energy $\bar{y}_{\text{pred}}$. For consistency, the scaling uses training data as the reference. We show the results in Fig 9. The red data points mostly are aligned with the dashed reference line, which shows a good agreement between the true energy and the prediction.

Figure 9: Comparison between the true output and the prediction using the trained GPR model for the five shapes.

The trained GPR model is an approximate surrogate for the energy function $\tilde{\psi}(\tilde{\theta}_a, \tilde{\theta}_b, d)$. In Fig. 10, we plot the energy contours for the five shapes. For each shape, we vary $d$ from $-0.2L_0$ to $0.2L_0$, which corresponds to the spring from being compressed to being stretched, and plot $\tilde{\theta}_a$ v.s. $\tilde{\theta}_b$ in the range of $(-\frac{\pi}{5}, \frac{\pi}{5}) \times (-\frac{\pi}{5}, \frac{\pi}{5})$. We observe from the contour plots that the building blocks with five different shapes show similar responses when $d > 0$. This indicates that under tensile forces, the springs generally have similar mechanical behaviors, which is consistent with our previous work [Xue et al., 2020]. On the contrary, the energy contours show richer responses that are highly nonlinear when $d < 0$, i.e., under compression. For example, for the building block with shape A under $d = 0.2L_0$, only one minimum is observed on the contour plot, whereas when $d = -0.2L_0$, the energy landscape is clearly more complex and it has two minima ($\tilde{\theta}_a = \frac{\pi}{5}, \tilde{\theta}_b = -\frac{\pi}{5}$) and ($\tilde{\theta}_a = -\frac{\pi}{5}, \tilde{\theta}_b = \frac{\pi}{5}$).
Figure 10: Energy contours for the five shapes. The plots are generated based on the trained GPR model.

6 Numerical examples

In this section, we use the trained GPR model as the edge update function of our MGN to study the mechanics of CMMs via several representative numerical examples. The first example is when the CMM is under quasi-static loading, which serves as benchmarks for our MGN based approach. In the second example, we study how an impulse propagates through the CMM. In these two examples, DNS is still possible and its performance is compared against our MGN based approach. We then use the MGN based approach to study the dynamic response of CMMs with larger sizes, of which the DNS is computationally too expensive.
6.1 Quasi-static loading

Previous studies have shown that the mechanical properties of CMMs are highly sensitive to the pore shapes [Bertoldi et al., 2010, Overvelde et al., 2012, Overvelde and Bertoldi, 2014, Xue et al., 2020]. Under uniaxial compression, mechanical instabilities at the scale of unit-cell often lead to pattern transformations at the structural scale. As a benchmark, we employ MGN based approach to study two representative CMMs, one with negative Poisson ratio, and the other with bifurcation at the unit-cell scale. The results obtained from MGN based approach are compared with those from DNS. To minimize the inertial effect, DNS is carried out in a quasi-static manner, while a large damping is added to Eq. (9).

The first example in this subsection studies a CMM with perfect circular pores which becomes auxetic beyond certain critical compression. We conduct DNS for this kind of CMMs made of an $8 \times 8$ array of unit-cells under uniaxial loading. The deformed shapes are shown in Fig. 11(a) for 10% tension and Fig. 11(c) for 10% compression. It is expected that tensile loadings do not trigger instabilities. In contrast, compressive loadings lead to a clear pattern transformation such that the circular pores are deformed into alternatively arranged ellipses. On the structural scale, the structure tends to shrink in the horizontal direction, indicating a negative Poisson’s ratio. Under the same external loading conditions, we perform MGN based simulation for a cross-spring system with the same size. The edge update function used in this MGN is chosen to be the one trained for shape A (circular pore). As shown in Fig. 11(a) and (b), results produced by the MGN based approach agree well with those by DNS, except for some parts on the boundary when the CMM is under compression.

![Figure 11](image-url)

Figure 11: Uniaxial tensile and compression tests for structures with shape A. (a) and (c) show the final configurations of an $8 \times 8$ continuum CMM computed by DNS. (b) and (d) show the configurations of the corresponding cross-spring systems computed by MGN simulation.

The second benchmark studies the CMM with pores of shape E. It is known that such CMMs will start to bifurcate and have multiple stable states once the compression is beyond a threshold. We conduct DNS for this kind of CMMs under uniaxial loadings, and show the results in Fig. 12(a) for 10% tension and Fig. 12(c) for 10% compression. As shown, the structure buckles to one side under compression. The same phenomenon is captured by MGN based simulation as shown in Fig. 12(d).

These two benchmarks show that MGN based simulation is able to produce results that agree well
Figure 12: Uniaxial tensile and compression tests for structures with shape A. (a) and (c) show the final static configurations of an 8×8 continuum CMM computed by DNS. (b) and (d) show the configurations of the corresponding cross-spring systems computed by MGN simulation.

with DNS under quasi-static loadings.

6.2 Impulse propagation

We proceed to study the propagation of a impulse through CMMs. As is shown in Fig. 13(a), we consider a CMM made of a 2×8 array of unit-cells, which is at rest initially and subjected to an impulse at the top boundary. We prescribe the following boundary condition on the upper side of the structure to approximate an impulse:

\[
U_2(X_1, 8L_0, t) = \begin{cases} 
-80L_0t & 0 \leq t \leq 0.01 \\
-0.8L_0 & t > 0.01 
\end{cases}
\]  

(24)

All other parts of the boundary are traction free.

The corresponding cross-spring system is shown to the left of the continuum CMM. The results of the continuum CMM are obtained via DNS and those of the cross-spring system from the MGN based simulation. An interesting observation is that, when at \( t = 0.015 \)s, both DNS and MGN based approach suggest that symmetry breaking can happen for the wave profiles.

To study wave propagation through the structure, we track the kinetic energy stored in unit cell at the bottom of the structure (see the red box in Fig. 13(a)). Before the wave reaches the bottom side, those units remain at rest and the kinetic energy is zero. Once the wave propagates to the bottom side, there is a sharp rise in its kinetic energy. We plot the kinetic energy of the bottom unit-cell for all five shapes in Fig. 13(b) and (c), which are obtained from MGN based simulation and DNS respectively. From the figure, we can observe that the results produced by MGN simulation are in good agreement with DNS.

As is observed in Fig. 13(b) and (c), both MGN and DNS results show that the times when the kinetic energy of the bottom row reaches the peak are almost identical for different pore shapes (except
Figure 13: Longitudinal wave propagation in $2 \times 8$ structures for both DNS and MGN results. Comparison of configurations at different time are shown in (a). Kinetic energy stored in the bottom row of units are recorded and shown in (b) for the cross-spring system, and in (c) for the continuum CMM.

for pore shape E obtained from DNS). In this particular example, such observation seems to suggest that the wave speed is quite insensitive to the pore shapes.

### 6.3 Computational performance

Previous numerical examples show that MGN simulations of cross-spring systems are accurate surrogates for the elastrodynamics of continuum CMMs. Here, we focus on the comparison of computational performance, which is shown in Fig. 14. The test problem used here is a typical situation where structures with various sizes are subject to dynamic uniaxial tensile loadings. We run DNS for continuum CMMs of sizes from $2 \times 2$ to $8 \times 8$ with FEniCS on with a 2.4 GHz 8-Core Intel Core i9 CPU and record wall-clock time per integration step. For DNS, a structure with size bigger than $8 \times 8$ array of unit cells is already difficult to simulate. For MGN based simulation, we consider sizes from $2 \times 2$ up to $256 \times 256$ array of unit cells. We run the experiments on the same CPU mentioned above, and on an NVIDIA P100 GPU. One great advantage of programming in JAX is that the code is designed for GPU, and when GPU is not available, the same code will run on CPU. Each data point in Fig. 14 is an average of 5 repeated experiments. As observed in Fig. 14, the computational time required by MGN based approach is at least 2 orders of magnitude smaller than that by DNS.
The main reason of such great reduction in computational cost is the fact that MGN based approach uses a simplified cross-spring system where the DOFs involved in the numerical calculation are orders of magnitude fewer than DNS. In addition, since the code can easily run on GPU with the help of \textit{JAX}, MGN with GPU support demonstrates even better computational efficiency.

![Comparison of computational performance between DNS with \textit{FEniCS} (CPU), MGN with \textit{JAX} (CPU), and MGN with \textit{JAX} (GPU). The wall-clock time is for each integration step.](image)

### 6.4 Shear wave propagation through large-size CMMs

In this final example, we consider CMMs whose sizes are relatively large and are practically impossible for DNS, but feasible with MGN. We consider a $16 \times 64$ cross-spring system, as shown in Fig. 15. The structure is at rest initially and the following displacement is applied on the top side of the structure:

$$U_1(X_1, 64L_0, t) = 3.2L_0 \sin \left(-\frac{2\pi}{T} t\right),$$  \hspace{1cm} (25)

where $T = 0.4s$. The amplitude $3.2L_0$ corresponds to 5% of the total height of the structure. Roller boundary condition is prescribed at the bottom to prevent vertical movement. All other parts of the boundary are traction-free.

We perform this numerical experiment for all the five shapes, and only show results of shape A in Fig. 15. From the figure we observe that the wave front propagates to the bottom side between $t = 0.4s$ and $t = 0.5s$. We roughly measure the shear wave velocity by tracking the onset of movement for the bottom row of crosses, and the corresponding velocities for the five pore shapes are shown in Fig. 17 with the red color. We observe a decreasing trend of wave velocities from shape A to shape E. For reference, the same numerical experiment is performed on a continuum bulk material (zero porosity) with the same size, and the wave velocity is 213.3m/s.

For perfect CMMs, it can be represented by a fully connected cross-spring system as shown in Fig. 15 (see the red window). By simply making the network a partially connected one, defects such as breakage can be easily incorporated in our MGN based approach. In Fig. 16, we introduce such defects in a periodic fashion, making it a hierarchical cross-spring system. We apply the same loading conditions to such structure, which is of the same size as the previous example. Eight snapshots of the deformed configurations are shown for the defected CMM with pore shape A. The deformed configurations are quite different from the results of the perfect CMM with pore shape A and the deformation can be highly localized. We studied the propagation of shear waves in defected CMMs with four other pore shapes as well and the measured wave velocities are reported in Fig. 17. We can observe that the velocities of these defected structures are consistently lower than that of the corresponding perfect CMMs. In the meantime, the velocities are much less sensitive to pore shapes.
7 Conclusion

In this work, we proposed a graph network based approach to predict the dynamic response of soft mechanical metamaterials. We start with a widely-used discrete cross-spring system as the simplified model of the elastodynamics of the continuum metamaterial. We then use a metamaterial graph network to represent such system. The nodal features of the network correspond to the positions and orientations of the rigid crosses and the edge update functions determine the elastic energy stored in the springs connecting neighbouring crosses. We employ a data-driven approach to learn the elastic energy of the cross-spring system with different cellular geometries. A database is built by carrying out finite element calculation over the corresponding building block of the metamaterial and is then used to train a model that best approximates the nonlinear mechanics of the metamaterial at the unit-cell scale. Results show that Gaussian process regression is a better surrogate for constructing such model when compared to neural networks. We then deploy the trained surrogate model to our metamaterial graph network to study the mechanics of the metamaterial at the structural scale with three representative examples. In the first two examples, we compare results of the proposed approach to those produced by direct numerical simulation, where we observed a comparable accuracy, yet our proposed approach can significantly reduce the computational time. In the final example, we use our proposed approach to study the dynamics of large size metamaterials that is practically not possible via direct numerical simulation. We also demonstrate how defects and spatial inhomogeneities can be easily incorporated into our approach. Through these examples, we demonstrate that the proposed approach is a fast yet reliable tool for the dynamic response of cellular mechanical materials with large sizes, which can have great potentials for developing efficient rational design algorithms of soft mechanical metamaterials in the future.
Figure 16: Shear wave propagation in a 16×64 partially connected cross-spring system by MGN simulation for shape A.

Figure 17: Shear wave speed for fully connected (red) and partially connected (blue) cross-spring systems with different pore shapes.
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A Numerical discretization for the continuum problem

We introduce velocity $V = \frac{\partial U}{\partial t}$ as a separate variable and then Eq. (3) can be re-written as

$$\rho R \frac{\partial V}{\partial t} = \text{Div} \, P \quad \text{in } B \times [0, T],$$

$$\frac{\partial U}{\partial t} = V \quad \text{in } B \times [0, T],$$

$$U(X, 0) = U_0 \quad \text{in } B,$$

$$V(X, 0) = V_0 \quad \text{in } B,$$

$$U = U_D \quad \text{on } \partial B_D \times [0, T],$$

$$P \cdot N = T_N \quad \text{on } \partial B_N \times [0, T].$$

(26)
The above PDEs contain only first order time derivatives. Let superscript $n$ denote the $n$th time step, we adopt the following scheme for temporal discretization:

$$\rho \frac{V^{n+1} - V^n}{\Delta t} = \text{Div} \ P [\alpha U^{n+1} + (1 - \alpha) U^n],$$

$$\frac{U^{n+1} - U^n}{\Delta t} = \alpha V^{n+1} + (1 - \alpha) V^n,$$

(27)

where $\Delta t$ is the time increment and we solve for $U^{n+1}$ and $V^{n+1}$ given $U^n$ and $V^n$, which are obtained from the previous time step. A coefficient $\alpha$ is introduced here to represent different schemes. When $\alpha = 0$, the scheme is explicit Euler; when $\alpha = 1$, the scheme is implicit Euler. In this work we set $\alpha = 0.5$, which corresponds to the well-known Crank-Nicolson scheme.

Standard finite element method can be used to solve Eq. (27) at each time step. We omit the details of deriving the weak form of Eq. (27) and constructing the Newton-Raphson solver, since those procedures are automated by FEniCS. Interested readers may refer to our code for full details of implementation.

B Numerical integration for the cross-spring system

By introducing velocity $v_i = \frac{dx_i}{dt}$, and angular velocity $\omega_i = \frac{d\theta_i}{dt}$, Eq. (9) can be transformed to a system of first order ODEs:

$$\frac{dv_i}{dt} = -\frac{1}{m_i} \frac{\partial \Psi}{\partial x_i} + \frac{f_i}{m_i},$$

$$\frac{dx_i}{dt} = v_i,$$

$$\frac{d\omega_i}{dt} = -\frac{1}{I_i} \frac{\partial \Psi}{\partial \theta_i} + \frac{\tau_i}{I_i},$$

$$\frac{d\theta_i}{dt} = \omega_i,$$

(28)

where $i = 1, 2, ..., N_c$ with some initial conditions prescribed for $x_i, v_i, \theta_i$, and $\omega_i$.

Let superscript $n$ denote the $n$th time step. We follow the well-known leap-frog scheme [Press et al., 1986] to carry out the numerical integration. In such scheme, $v_i^{n-1/2}, x_i^n, \omega_i^{n-1/2}$, and $\theta_i^n$ are known from the previous step. We first solve for $v_i^{n+1/2}$ and $\omega_i^{n+1/2}$, and then solve for $x_i^{n+1}$ and $\theta_i^{n+1}$ based on the solutions:

$$\frac{v_i^{n+1/2} - v_i^{n-1/2}}{\Delta t} = -\frac{1}{m_i} \frac{\partial \Psi (\Xi, \Theta)}{\partial x_i} + \frac{f_i^n}{m_i},$$

$$\frac{x_i^{n+1} - x_i^n}{\Delta t} = v_i^{n+1/2},$$

$$\frac{\omega_i^{n+1/2} - \omega_i^{n-1/2}}{\Delta t} = -\frac{1}{I_i} \frac{\partial \Psi (\Xi, \Theta)}{\partial \theta_i} + \frac{\tau_i^n}{I_i},$$

$$\frac{\theta_i^{n+1} - \theta_i^n}{\Delta t} = \omega_i^{n+1/2}.$$

(29)

The numerical integration is implemented is in JAX.
C Data preparation

The “ground truth” data is obtained via solving finite element simulation over the building block of the CMM. Each data point contains a feature vector \((\tilde{\theta}_a, \tilde{\theta}_b, d)\) and an output energy scalar \(\tilde{\psi}\).

Let us take shape E as an example. For this process, we take a building block of the continuum CMM (shown in Fig. 1), and solve the following elastostatic problem

\[
\begin{align*}
\text{Div} \, P &= 0 \quad \text{in} \, B, \\
U &= U_D \quad \text{on} \, \partial B_D, \\
P \cdot N &= 0 \quad \text{on} \, \partial B_N,
\end{align*}
\]

where \(B\) is the material domain of the building block in its reference configuration, \(B_D\) is labelled with red color, and \(B_N\) is the rest of the boundary. As shown Fig. 1, the Dirichlet boundary conditions are imposed according the feature vector \((\hat{\theta}_a, \hat{\theta}_b, d)\). Namely, we rotate the left and right sides of the building block by specified angles \(\hat{\theta}_a\) and \(\hat{\theta}_b\), and also impose a stretch/compression according to the specified displacement \(d\). In this example, we have \(\hat{\theta}_a = -\frac{\pi}{6}, \hat{\theta}_b = \frac{\pi}{6},\) and \(d = -0.1L_0\). Traction free conditions are imposed on \(\partial B_N\). After solving this local boundary value problem, we compute the total internal potential energy as

\[
\tilde{\psi} = \int_B W \, dX.
\]

The strain energy density \(W\) is shown in Fig. 1, where large values of \(W\) are observed mostly in the middle “ligament”. This observation helps to justify our assumption to put the total elastic energy of the building block into the connecting spring.

We draw 1000 samples from uniform distribution of a cube \((-\frac{\pi}{5}, \frac{\pi}{5}) \times (-\frac{\pi}{5}, \frac{\pi}{5}) \times (-0.2L_0, 0.2L_0)\) and solve the local problem for each sample to obtain a data set \(D = \{(z; y)^{(i)}\}_{i=1:|D|}\), where \(z := (\hat{\theta}_a, \hat{\theta}_b, d)\) is the feature vector, \(y := \tilde{\psi}\) is the output energy scalar, and \(|D| = 1000\) is the size. This process is repeated for four other pore shapes (see Fig. 2).