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Abstract—This paper proposes a graph computation based sequential power flow calculation method for Line Commutated Converter (LCC) based large-scale AC/DC systems to achieve a high computing performance. Based on the graph theory, the complex AC/DC system is first converted to a graph model and stored in a graph database. Then, the hybrid system is divided into several isolated areas with graph partition algorithm by decoupling AC and DC networks. Thus, the power flow analysis can be executed in parallel for each independent area with the new selected slack buses. Furthermore, for each area, the node-based parallel computing (NPC) and hierarchical parallel computing (HPC) used in graph computation are employed to speed up fast decoupled power flow (FDPF). Comprehensive case studies on the IEEE 300-bus, polished South Carolina 12,000-bus system and a China 11,119-bus system are performed to demonstrate the accuracy and efficiency of the proposed method.

Index Terms—Graph computation, sequential method, AC/DC system, parallel computing, graph partition

I. INTRODUCTION

The AC/DC system, also called hybrid system are a promising solution for large capacity and long-distance transmission network with low power losses. To meet the requirements of modern power systems, the line commutated converter (LCC) based DC technology is employed to connect multiple distant AC grids and construct the large-scale hybrid systems. LCC, comparing to voltage source converter (VSC) is advantageous with higher transmission voltage and larger transmission capacity. LCC based HVDC projects have been built in the past decades [1] and are expected to be built more in the future [2]. Power flow analysis on the AC/DC hybrid system is fundamental for system planning, operation, and control. In general, there are two wide-used methods to solve the power flow of AC/DC systems, subdivided in unified [3] and sequential methods [4]. In the unified method, the variables and equations of AC and DC are integrated and calculated together. In the sequential method, correspondingly, the AC and DC equations are solved separately in a sequential process. One of the sequential approach advantages is the flexibility of implementing DC solver in addition to the existing AC power flow algorithms and software. In the unified method, however, the whole AC power flow calculation software needs to be reprogrammed to accommodate DC network solution.

Although studies have been done on the sequential method focusing on modeling DC grids, adding converter loss [5], and improving convergence [6], while few methods are focused on the computing performance. In the past decades, the scale of AC/DC system has been increasing dramatically, with more DC lines putting into use. Computation efficiency is becoming a challenge when the sequential method is applied to solve AC/DC system because of its lower convergence and the sequential iterations [7]. One of the promising methods to improve performance is parallel computing utilizing multi-threads of CPU or GPU with parallel computing capability [8]. However, the state-of-art of parallel power flow algorithms do not fully utilize the parallel capability because of the limitation of algorithms based on relational database. With the development of graph computation, a protogetic parallel database and algorithm structure is constructed to speed up the power system analysis. In power system modeling, the complex system is stored intuitively as a ‘graph’ with edges and vertices to support NPC and HPC easily. Previous works have demonstrated the efficient parallel performance of using graph database and graph computing in power system applications, such as state estimation, power flow analysis, and contingency analysis [9]-[11]. The advantages of parallel computing can be further taken by dividing the AC/DC systems to separated sub-systems.

In this paper, a graph computation based sequential method is proposed to divide the system into blocks and speed up the power flow analysis in each block in parallel for large-scale AC/DC system without compromising accuracy. Firstly, a hybrid system is divided into several sub-systems with graph partition algorithms. The sub-systems are independent and decoupled by DC connections. Then, the power flow analysis of sequential method can be conducted in parallel for each sub-system. Furthermore, graph computation based FDPF is applied to solve power flow in parallel in the sub-system level in each iteration to achieve computation time-saving at the greatest extent.

The remainder of this paper is organized as follows. Section II gives a brief description of graph computing and its application in power system. Section III discusses the graph computation based sequential method and computation performance improvement. Section IV presents case studies on large-scale systems to verify the efficiency of the proposed method. Section V provides the conclusions.

II. GRAPH COMPUTING AND ITS APPLICATION

A. Graph Database and Graph Modeling

In graph database, a power system is modeled as a graph G (V, E), where v, ∈ V represents the i element of the vertex set
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V, and \( e_{ij} \in E \) denotes the link between vertex \( i \) and \( j \) of the edge set \( E \). Parameters describing vertices and edges are stored as \( P_{vi}, P_{ej} \in P \). Using graph data structure, the traditional relational data is expressed by graph modeling properties of vertices and edges and their topological connectivity.

In power systems, parameters of generators, loads, SVCs, STATCOMs, and other one-terminal components are defined as vertex attributes. Transmission lines, transformers, filters, breakers, and other multi-terminal components connecting in adjacent vertices are defined as edges. The system topology is then self-defined by the vertices and edges connectivity.

B. Graph Computing

Graph database and graph model support node-based parallel computing and hierarchical parallel computing.

1) Node-based Parallel Computing. NPC means each independent node can execute local computation at the same time. Forming Y-matrix is an example of node based parallel computing as shown in Fig. 1. In matrix A, the diagonal elements represent all nodes in the graph, the non-zero off-diagonal element indicates there is a connection between corresponding nodes, and the zero off-diagonal elements denote that there is no connection between two nodes. The non-zero off-diagonal element is calculated with attributes of the corresponding edge, and the diagonal element is calculated with attributes from the corresponding vertex and all connected edges. The calculations for diagonal elements are independent from one node to another. Therefore, they can be calculated in nodal parallel.

2) Hierarchical Parallel Computing (HPC). HPC conducts calculation for nodes at the same level in parallel. After all the nodes in the lower level are calculated, the calculation for the nodes at the upper level will start in parallel after. One of the wide-used applications of HPC is LU factorization, which takes up a lot of time in solving power flow equations.

\[
\begin{bmatrix}
A & \mathbf{a} \\
\mathbf{a}^T & 0
\end{bmatrix} \rightarrow \begin{bmatrix} \mathbf{A} & \mathbf{b} \\ \mathbf{b}^T & 0 \end{bmatrix} = \begin{bmatrix} \mathbf{A} & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} \mathbf{I} & \mathbf{b} \\ \mathbf{b}^T & 0 \end{bmatrix}
\]

C. Graph Partition

The graph partition is an optimal process to divide the original graph, \( G_0(V, E) \) into smaller sub-graphs \( G_1(V_1, E_1) \), \( G_2(V_2, E_2) \), ..., \( G_k(V_k, E_k) \) in parallel to minimize the total cut edges between sub-graphs, subject to the sizes of sub-graphs are closed to equal as shown follow.

\[
\begin{align*}
|V_i| & \approx \frac{|V|}{k}, \quad i = 1, \ldots, k \\
\min & \{ |V_i| - |V_j| \} \quad (1)
\end{align*}
\]

where \( e \) stands for cut edges. Cut edges, which also known as bridges in graph theory, together with the sizes are important in graph partitioning. Despite that a graph with \( n \) vertices may contain at least \((n-1)\) cut edges, not all these edges can be selected as cut edges. The most optimal result is that each isolated area is connected via only one edge. Consider the complexity of real graph, several edges may exist between areas. Thus, the partition is transformed into an optimization problem which minimizes the total number of cut edges. Meanwhile, to fully take advantages of parallel computing threads, the number of isolated areas should coordinate the threads. Moreover, to avoid the waiting time between the largest and smallest area, the partitioned sizes should be close. Fig. 2 illustrates a conceptual 4 sub-graphs partitions, and the left partition is superior to the right one. Taking advantage of the graph structure of power system model, the mature partition algorithms are used to generate sub-systems.

\[
\begin{align*}
\Delta P_i = P_{i, inj} - \sum_{j \in \partial_i} V_j (G_i \cos \theta_j + B_i \sin \theta_j) - P_{DCR} & = 0 \\
\Delta Q_i = Q_{i, inj} - \sum_{j \in \partial_i} V_j (G_i \sin \theta_j - B_i \cos \theta_j) - Q_{DCR} & = 0
\end{align*}
\]

Figure 2. A Sample of graph partitioning

III. Graph Computation Based Power Flow

A. DC Model and Equations

A typical LCC-based DC grid is composed of a rectifier station (R), an inverter station (I), converter transformers, filters, DC transmission lines, and other auxiliary devices. Since the thyristors in converter station are controlled by both triggering angle and the reverse voltage, R and I can be treated as mirror-image relation. The common power exchange model of AC/DC system is shown in Fig. 3.

\[
\begin{align*}
V_1 & = V_i \\
I_1 & = I_i \\
\Delta P & = P_{i, inj} - \sum_{j \in \partial_i} V_j (G_i \cos \theta_j + B_i \sin \theta_j) - P_{DCR} & = 0 \\
\Delta Q & = Q_{i, inj} - \sum_{j \in \partial_i} V_j (G_i \sin \theta_j - B_i \cos \theta_j) - Q_{DCR} & = 0
\end{align*}
\]

Figure 3. Power exchange model of AC/DC system (R/I)

To model the hybrid system, four sets of equations are built: AC grid equations, DC grid equations, AC/DC coupled (converter station) equations and control equations.

1) AC grid equations. As shown in Fig. 3, the left primary system is AC system, and the connected AC bus has injected power from DC side. The power mismatch equations are:

\[
\Delta P = P_{i, inj} - \sum_{j \in \partial_i} V_j (G_i \cos \theta_j + B_i \sin \theta_j) - P_{DCR} = 0 \\
\Delta Q = Q_{i, inj} - \sum_{j \in \partial_i} V_j (G_i \sin \theta_j - B_i \cos \theta_j) - Q_{DCR} = 0
\]

Figure 1. Application of Graph Computing in creating admittance matrix

Figure 2. A Sample of graph partitioning

Generic graph partition approach is time-consuming because of the wide search range. In practice, taking account of power system architecture, DC lines and a few AC tie lines are usually used to connect separated AC systems. Cutting DC lines and tie lines are applied in this paper to partition AC/DC network.
where \( P_{DCR}, Q_{DCR} \) stand for the injected power of R if \( i^{th} \) bus is connected to DC grid. Since the structure of equations is the same with AC system, FDPF (fast decoupled power flow) can be used.

2) DC grid equations. For LCC grid in high-voltage system, the voltage-current equation is

\[
V_{DC}^R = V_{IC}^R + I_{DC} R_{DC}
\]

where \( V_{DC}^R \) is for DC voltage of R/I, \( I_{DC} \) stands for DC current and \( R_{DC} \) is for DC line resistance.

3) AC/DC coupled equations. Take R side for instance, the injected active power and reactive power of R is:

\[
P_{DCR} = V_{DC}^R I_{DC}
\]

\[
Q_{DCR} = P_{DCR} \tan \phi_R = V_{DC}^R I_{DC} \tan \phi_R
\]

where \( \phi_R \) is DC power factor of R. The parameters of a converter can be expressed as:

\[
V_{DC}^R = N_i \left( \frac{3\sqrt{2}}{\pi} E_{AC} \cos \alpha - \frac{3}{\pi} X_{cr} I_{DC} \right)
\]

\[
\cos \phi_R = \cos \alpha - \frac{X_{cr} I_{DC}}{2E_{AC}^R}
\]

\[
E_{AC}^R = V_i / T_R
\]

where \( N_i \) is the number of bridges, \( \alpha \) for firing angle, \( T_R \) for transformer turn ratio.

4) Control equations. To control the operating status of DC converters, both R and I are designed to work in two of the given operating statuses: constant DC power, constant DC voltage, constant DC current, constant angles (triggering or extinction), and constant transformer ratios. Since the number of equations equals the number of variables, all the parameters can be solved with simple calculation.

B. Graph computation based sequential method

For the purpose of illustration, assuming that the hybrid system is composed of three sub-systems, as shown in Fig. 4. After the raw data is converted to graph data, graph partition algorithms can be executed. The first step is to narrow the partition set to \( G_{AC/DC}(V_{AC}, E_{DC}) \), which only includes the coupled buses and DC lines. Then, each coupled bus conduct graph partition independently to generate sub-systems with the fewest cut edges except the DC lines. The sub-systems could be like G1/G2, which is fully isolated, or like G3 which is still connected via AC lines. Finally, select new area slack buses in each sub-system to do FDPF. The graph computation based FDPF can be implemented with NPC, which is used in initializing parameters, mismatch vectors and \( B^T, B' \), and with HPC, which is used in factorizing \( LU \) and solving equations. The detailed applications have been discussed in the previous sections.

IV. CASE STUDY AND RESULTS

A. Test cases

In this section, three systems with different sizes and topologies are tested: the IEEE 300-bus system, an artificial 12,000-bus system, which is developed based on South Carolina
500-bus system, and a China 11,119-bus system. The standard IEEE 300-bus system is used to verify the accuracy of the proposed method. The parameters of the DC line connecting bus 119 and bus 120 are listed in Table I for verification test.

To demonstrate the computing performance, larger systems, 12,000-bus system and China 11,119-bus system, are tested. The 12,000-bus system is created based on South Carolina 500-Bus system [12]. It has 24 LCC lines (same as Table I) to connect the 24 sub-systems. The 11,119-bus system contains 9 LCC lines. Detailed parameters of its 9 LCC lines are shown in Table II. The other parameters are the same, with P-V control, reactance 7.936Ω, resistance 6.2Ω and transformer ratio 0.748.

B. Accuracy verification and computing performance

The power flow results of IEEE 300-bus system from PSS/E are taken as a benchmark to verify the accuracy of the proposed method, as shown in Table IV.

C. Results analysis

As shown in Table IV, the largest mismatch of PF results is smaller than 1.0 × 10−6 and the control angles are the same considering the discrete transformer tap. Thus, power flow accuracy is verified. Furthermore, the results of Table V demonstrate the promising capability of parallel computing with multiple threads. The best performances are achieved with the usages of 24 or 32 threads. In Table VI, compared with the convet sequential method, the proposed approach takes only 25.37% and 23.63% of computation time for 11,119-bus system and 12,000-bus system, respectively. Since the 11,119-bus system costs more iterations than the 12,000-bus system to converge, its computation time is longer. To reduce the influences of other essential calculations, the two main time-consuming segments, building matrices and factorizing LU, are also compared and shown in Fig. 6.
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systems, with 1 thread and 24 threads, are listed in Table VII. The calculating time of graph partition, NPC for AC/DC initialization and matrix rebuilding, HPC for LU factorization in solving power flow is listed. The usage of 24 threads presents a significantly better performance and the average time spending is 27.37%, 26.61% and 35.63% for graph partition, NPC and HPC, compared with the computation using a single thread. The results denote that graph computation has a good capability of utilizing multiple threads to achieve better computing performance. However, it’s also observed that further increase of threads put into calculation can only gain little speed-up, or even worse, leads to time increases. The abnormal results are due to the communication time between threads and RAM, and the overhead time cost in calling multiple threads. When the extra cost outweighs the time saved by the proposed graph computation, the total computation time will no longer reduce. Fig. 7 shows the computing time with different threads in 12,000-bus system, and the time comparison of the first inner power flow for the decoupled AC networks between 12,000-bus system and 11,119-bus system.

As shown in Fig. 7(a), the performance of partition, NPC and HPC is improved from 1 to 32 threads. However, the time cost starts to increase and exceeds the gains of speed-up, when the number of running threads goes from 32 to 128. The limit factor for this result is that the bus size of the partitioned isolated area is 500, meaning that the parallel power flow cannot fully use the extra threads to do a complex calculation. To further reduce the computing time used in solving $\Delta t = B$, the LU matrices are stored after the first inner iteration since the topology of the admittance matrix maintains the same during calculation. Another factor that can affect the calculating performance is the size uniformity of each area. Regarding the Eq. (1), the sizes of partitioned areas are supposed to be close to reduce the waiting time between the largest and smallest areas. As shown in Fig. 7(b), the proposed method for the 11,119-bus system has better performance when fewer threads are in use, and the time increases quickly with more threads. The reason is that there are only 5 partitioned areas in the 11,119-bus system. Thus, the FDPF for each area could only be conducted with no more than 5 threads, and the smaller areas have to wait until the convergence of the largest area. The results of the artificial 12,000-bus system emphasized the improved efficiency with more areas with the same sizes. There is no waiting time in this test case, and more areas can be calculated at the same time with more threads.

V. CONCLUSION

The graph computation based sequential method is proposed in this paper to improve the efficiency of power flow analysis for a large-scale AC/DC system, with the employment of graph partition algorithm, NPC and HPC based parallel FDPF for multiple partitioned areas. The accuracy and efficiency are tested on the standard IEEE 300-bus system, the artificial 12,000-bus system, and the practical 11,119-bus system. The computation time is compared with Matlab using the same sequential method. It shows that for a hybrid system with over 10,000 buses, the proposed method can save about 35.5% computing time on average. In addition, further test results with multiple threads denote that the proposed method has good parallel performance. Besides, the detailed computing time of NPC and HPC also indicates that the number and sizes of partitioned areas have impacts on the efficiency.
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