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Abstract

In this paper, we explore learning end-to-end deep neural trackers without tracking annotations. This is important as large-scale training data is essential for training deep neural trackers while tracking annotations are expensive to acquire. In place of tracking annotations, we first hallucinate videos from images with bounding box annotations using zoom-in/out motion transformations to obtain free tracking labels. We add video simulation augmentations to create a diverse tracking dataset, albeit with simple motion. Next, to tackle harder tracking cases, we mine hard examples across an unlabeled pool of real videos with a tracker trained on our hallucinated video data. For hard example mining, we propose an optimization-based connecting process to first identify and then rectify hard examples from the pool of unlabeled videos. Finally, we train our tracker jointly on hallucinated data and mined hard video examples. Our weakly supervised tracker achieves state-of-the-art performance on the MOT17 and TAO-person datasets. On MOT17, we further demonstrate that the combination of our self-generated data and the existing manually-annotated data leads to additional improvements.

1. Introduction

Recent progress on deep learning based trackers [4, 25, 35, 46] has elevated the performance of online multiple-object tracking (MOT) to a level that is comparable to offline trackers [3, 6, 37, 40, 42, 45]. This new family of trackers includes two fundamental components: detection of objects in a frame and association of detected objects across frames into tracks (often by estimating object motion). Training these trackers requires both a large number of bounding box annotations for the detection component and a large number of instance-level correspondence annotations for the motion model. Unfortunately, large-scale instance correspondence annotations are extremely expensive to obtain. As a consequence, the current MOT datasets are usually restricted to a limited number of videos (e.g. 7 training videos for MOT17 [27]). While these trackers can be trained with a large set of image-based bounding box annotations, the amount of tracking annotations available for training is relatively small. This raises the question: What if we had large-scale tracking datasets available for training?

We conjecture that a large-scale dataset is essential to training robust deep neural models for tracking, as is common in training deep networks for other vision tasks [10, 14, 24, 31]. Thus, in this work, we explore ways to auto-annotate large sets of unlabeled videos such that we can leverage them for training a deep neural tracker. Specifically, we explore auto-annotation in a weakly supervised setting, where we have bounding box annotations for images and a large pool of unlabeled videos.

Starting with a single image with bounding box annotations, we hallucinate a short video with bounding box instance correspondences. To do this, we apply a zoom-in/out transformation to the image and bounding boxes re-
spectively. Our zoom-in/out transformation is similar to the scaling and translation operation used in previous tracker training [15, 46], but we extend this notion with advanced motion blur, lighting effect changes, and other video artifact simulations. We train a deep neural tracker on this set of hallucinated video data (HV) and show that it already performs competitively with the state of the art.

While useful for training, our hallucinated videos still lack visual characteristics of real videos which are hard to simulate. Therefore, we mine on a set of unlabeled videos for hard examples where the HV tracker fails. For example, the predicted tracking trajectories are often broken when object instances are occluded, or their poses suddenly deform. We identify these hard examples by looking for tracklets that are potentially broken from a single object instance’s trajectory. To this end, we optimize a video-level cost function that takes into account the spatial and temporal coherence between tracklets. High-confidence tracklets that are compatible with each other will be merged, generating rectified pseudo labels for the identified hard examples. We show that adding this set of rectified hard examples (RV) to our existing HV data is important for training our weakly supervised deep neural tracker, as these examples guide the model to track through challenging scenarios in real videos.

We study the effectiveness of our mining method on the multi-person tracking task. To this end, we generate hallucinated videos from person detection image datasets: COCO [24] and CrowdHuman [34], and we mine hard examples from the Kinetics [20] person-centric video dataset. By testing our model on two well-studied datasets, MOT17 [27] and TAO-Person [9], we make three key findings: 1) our weakly-trained tracker achieves state-of-the-art results on both the MOT17 [27] and TAO-person [9] datasets; 2) on the MOT17 [27] dataset, the tracker trained with large-scale self-generated data and annotations outperforms its counterpart that is trained on the provided MOT17 tracking annotation and importantly 3) adding our self-generated annotations to the MOT17 training dataset significantly improves the tracker’s performance. These results clearly demonstrate the value of our self-generated data and annotations even when a small amount of manual annotations are available. Moreover, we conduct thorough ablation experiments to investigate the optimal settings for hard example mining as well as how to effectively train a weakly supervised deep tracker with self-generated tracking annotations.

To summarize, we propose a deep neural tracker training framework to train from only detection annotations and unlabeled videos. The framework relies on two data-generation components: video hallucination and unlabeled video track mining. Our hallucinated video technique builds on data generation in previous works by introducing more advanced video appearance simulation. Our mining process differs from previous MOT video mining approaches in that it: 1) performs a tracklet matching optimization based on spatiotemporal coherence rather than matching detections solely on spatial coherence, and 2) acts as a hard example mining process by identifying and rectifying spatiotemporal discontinuities between tracklets. Our experimental results validate each of these contributions and show state-of-the-art results on the MOT17 and TAO-Person datasets.

2. Related Work

Multi-Object Tracking. The multi-object tracking (MOT) task involves detecting objects of interest in every frame and then temporally linking them to form trajectories. Most recent MOT works fall into the “tracking-by-detection” paradigm [3, 5, 37, 39, 40, 42, 45] which poses MOT as a data association problem. There are two different ways to tackle this formulation. One is an “offline tracker” approach, in which a large offline graph is first built [1, 2, 37, 40, 42] that encodes the visual similarity and geometric consistency between detected bounding boxes. Next, the trajectories are derived by optimizing the graph-induced cost function. Although these offline trackers can output trajectories with high temporal consistency, they are usually inefficient and less applicable to real-time tracking. The second approach is an “online tracker” which performs data association on the fly [4, 5, 25, 35, 39, 46]. Recently, deep neural network based multi-object trackers [4, 25, 35, 36, 46] have pushed the online tracking performance to a level that is comparable to offline tracking.

In general, existing deep neural trackers consist of two key components: 1) a detector to detect new object instances and 2) a motion model to estimate the instance’s movement between frames such that the detected instances can be linked across time. For example, Bergmann et al. [4] reuse the second stage of Faster-RCNN [31] – the detection branch – as the motion model; Zhou et al. [46] estimate the object instance’s motion by feeding the model with location maps at the previous frame together with feature maps from both previous and current frames. Shuai et al. [35] leverage a single object tracker to predict the instance’s motion. Both Meinhardt et al. [25] and Sun et al. [36] use attention-based transformers to model the instance’s movement across frames. All of these trackers are trained with manual tracking annotations. In this work, we explore training deep neural trackers in a weakly supervised setting by using bounding box annotations from images and a pool of unlabeled videos.

Self-training Self-training has long been a well-known semi-supervised learning technique [33]. Recently, self-training has been successfully applied to improve a number of modern deep learning models on vision tasks such as image classification [41, 50], object detection [23, 48],
Figure 2: We show examples from our self-generated training data consisting of hallucinated videos (top) and mined real videos (bottom) with their corresponding pseudo-label tracks. For the real video examples we visualize pseudo-labels of mined hard examples with broken tracks (dotted box) that were identified and corrected by our track rectification process.

and segmentation [47, 48, 49, 50] as well as tasks in NLP [12, 18] and speech recognition [18]. Since we must address the gap between image and video frames, our method is especially related to self-training for domain adaptation [38, 49]. However, our work differs in that self-training is also “across-task” since we start with object detection annotations and use these to obtain tracking annotations in video.

Video Hallucination Hallucinating videos from a single image has been explored in different video-based tasks. Gao et al. [11] propose to hallucinate a flow map from a single image, which is used to improve action recognition performance. Kanazawa et al. [19] learn to hallucinate temporal context from a single image, which is used for 3D human pose estimation. Li et al. [22] propose a generative model to hallucinate an RGB image from a flow map. Held et al. [15] and Zhou et al. [46] adopt scaling and translation operations to simulate object’s geometric movement across frames. In this work, we hallucinate person’s trajectories in a simulated video with different motion effects. Next, we use those videos and pseudo labels to train a deep neural tracker. The closest hallucination techniques to ours appear in Held et al. [15] and Zhou et al. [46], which use a special case of our video hallucination where only camera zoom-in motion is applied and only two frames are generated per video sequence.

Mining Tracks from Unlabeled Video While there are a variety of previous works that have used tracking through unlabeled video to improve model training, most works have used mined tracks to improve object detection performance [17, 28, 29, 32]. Work focused on improving MOT through mining on unlabeled data is very limited. The most closely related work to ours is MOTSNet [30] which proposes to generate a dataset automatically on unlabeled video by predicting image-level segmentation. They link these segmentations into a linear assignment process based on temporal coherence between masks to form annotations. A key difference between this work and ours is that the track generation process for MOTSNet is based only on spatial coherence between object masks in adjoining frames. Thus, the mined tracklets will be broken in frames where the detection or segmentation model fails. In contrast, we propose a spatiotemporal connecting process linking tracklets over short-term failures, which is capable of identifying and then rectifying brief discontinuities in detection outputs. Moreover, these rectified tracklets are used as hard examples, which play a pivotal role in training a better tracking model.

3. Tracking Architecture: DTracker

In this paper, we adopt a tracker architecture similar to the implicit model from SiamMOT [35], which achieves state-of-the-art results on the MOT17 dataset. Hereafter, we refer to this specific deep neural tracker as DTracker.

DTracker is a two-stage deep neural tracker that is based on two-stage Faster-RCNN [31], so it includes three major functional sub-networks: region proposal network (RPN), detection branch, and track branch (motion model). Specifically, DTracker uses a single-object tracker – GOTURN [15] – to model the object instance’s motion movement between two frames. DTracker is trained with the loss $\ell = \ell_{\text{rpn}} + \ell_{\text{detect}} + \ell_{\text{track}}$, where $\ell_{\text{rpn}}$, $\ell_{\text{detect}}$ are standard losses related to RPN and detection branch in Faster-RCNN [31], and $\ell_{\text{track}}$ is the motion model training loss.

In order to train DTracker, an image pair is sampled from a short video sequence (e.g. one second long). Formally, $B_t$ and $B_{t+\delta}$ denote bounding boxes that correspond to the same object instance at times $t$ and $t + \delta$ respectively. In order to track $B_t$ from $t$ to $t + \delta$, the motion model predicts $(\hat{\delta}, \hat{\tau})$ where $\hat{\delta}$ is a visibility score indicating whether or not the object instance is still visible at $t + \delta$ and $\hat{\tau}$ is the estimated motion offset for the object from $t$ to $t + \delta$. The motion model is trained with the following loss:

$$\ell_{\text{track}} = \ell_{\text{cls}}(\hat{\delta}, \delta) + \mathbbm{1}[\delta]\ell_{\text{reg}}(\hat{\tau}, \tau)$$  \hspace{1cm} (1)

in which $\ell_{\text{cls}}$ is the binary cross entropy loss; $\ell_{\text{reg}}$ is a
smooth \( \ell_1 \) regression loss; \( v^t = 1 \) if \( B_t + \delta \neq \emptyset \), otherwise \( v^t = 0 \); and \( m^t \) is the ground truth motion representation that is derived from \( B_t \) and \( B_t + \delta \) in the same way as regression targets in Faster-RCNN [31]. We refer the readers to [35] for a more detailed description.

4. Weakly supervised DTracker

A large corpus of labeled tracking annotations is required to train a generalized DTracker. To be specific, bounding box annotations are needed for training the detection model in DTracker, and instance correspondence annotations within videos are needed to train the motion model. However, acquiring large-scale and diverse video-level instance correspondence annotations is expensive. Consequently, current multi-object tracking (MOT) datasets are limited to very few videos. In practice, the detection model in DTracker is trained with large-scale image datasets, while the motion model is trained with a limited video dataset. Therefore, the feature backbone of DTracker is heavily tuned for the detection task, and the motion model struggles to generalize in different scenes or motion patterns.

Towards the goal of training a generalized tracker without annotated instance correspondences, we adopt a weakly supervised setting. Specifically, the input to our weakly supervised DTracker training is a set of annotated images with bounding boxes for objects of interest and a pool of unlabeled videos. In Sec. 4.1, we first introduce hallucinated videos and trajectories that are used for training an initial DTracker. Then we leverage this DTracker to auto-annotate and mine for hard examples from a large corpus of unlabeled videos, as described in Sec. 4.2. We demonstrate that these two data sources are complementary and both substantially contribute to improving our DTracker performance.

4.1. Video Hallucination From Images

To hallucinate short annotated videos, we simulate a zoom-in/out visual effect on images with cropping and scaling operations (crop and scale). Specifically, for an image \( I_1 \), we generate a \( T \) frame video sequence \([I_1, \ldots, I_t, \ldots, I_T]\), in which \( I_t = \text{crop and scale}(I_{t-1}, r*(t-1)) \) for \( t \geq 2 \). Here, \( r(\geq \frac{0.9}{T-1}) \) denotes the relative size of image crop w.r.t. that of the original image \( I_1 \). This zoom-in/out transformation is similar to the scaling and translation operation used in [15, 46]. To simulate more realistic appearance in videos, we inject visual effects such as motion blur, color/lighting variations, and compression artifacts during video hallucination.

We generate tracking annotations for the hallucinated videos by applying the same geometric zoom-in/out transformation to bounding boxes.

As shown in Figure 2, the zoom-in/out motion effects mimic the geometric and scale changes of object instances that result from natural camera and object motion. Such generated training examples can be used to learn a motion model robust to fast camera or object motion as well as common video appearance artifacts. As each image represents a distinct scene, the large quantity of hallucinated videos offers a great diversity of scenes, far outnumbering the existing tracking datasets.

4.2. Hard Example Mining from Unlabeled Videos

Our hallucinated videos allow us to train a DTracker with no video supervision but they do not fully capture all forms of motion found in real video. First, all object instances go through the same transformation, so there are no instances of objects with different trajectories crossing in front of each other. Second, our hallucinated videos have no deformations of object instances (i.e. a person changing pose). And third, there are no cases of changing occlusion in our hallucinated videos. To overcome these data limitations, we look to real video data.

To generate this real video training data, we start with a pool of unlabeled videos and run our hallucinated video trained DTracker over these videos. Our DTracker produces high confidence short tracks (tracklets) but fails to track objects through the challenging video specific scenarios such as occlusion or articulation of the object, as demonstrated in Figure 2. Thus, we target our hard example mining method to these gaps in the tracking output. By doing so we are able to mine examples from our unlabeled set of videos that complement the hallucinated video training dataset.

Inspired by other works which mine hard examples or rectify pseudo-labels to improve self-training for object detection [17, 23, 32, 50], we propose a mining process that first locates hard tracking examples and then rectifies them to output pseudo labels. As Figure 2 shows, the hard examples usually refer to tracklets that are broken from an otherwise complete trajectory. Those broken tracklets that belong to the same object instance are usually spatially and temporally coherent, especially in videos with the less-crowded scenes. Therefore, we propose the pairwise matching cost between two tracklets as follows:

\[
c(i, j) = t\text{IoU}(\tau_i, \tau_j) + \left(1 - \frac{t(\tau_i, \tau_j)}{\gamma}\right) + \chi(\tau_i, \tau_j)
\]

where \( t\text{IoU}(\tau_i, \tau_j) \) computes the spatial IoU between the end of track \( \tau_i \) and the beginning of track \( \tau_j \) while \( t(\tau_i, \tau_j) \) computes the time gap between the two tracks. \( \chi(\tau_i, \tau_j) \) is a characteristic function to impose hard constraints on matching between tracks, defined as:

\[
\chi(\tau_i, \tau_j) = \begin{cases} 
\infty & \text{if } t\text{IoU}(\tau_i, \tau_j) < \mu, \\
\text{or } t(\tau_i, \tau_j) > \gamma, \\
0 & \text{otherwise}
\end{cases}
\]
In order to identify and rectify the broken tracklets, we propose an optimization process that connects the broken tracklets that belong to the same object instance. We define the optimization problem as follows:

$$\max_x \sum_{i,j} c(i, j)x_{ij}$$

s.t. $\sum_i x_{i,j} \leq 1 \ \forall j$

$$\sum_j x_{i,j} \leq 1 \ \forall i$$

$$x_{ij} \in \{0, 1\} \ \forall i, j$$

in which we use a binary variable $x_{ij}$ to denote the connectivity between two tracks ($\tau_i, \tau_j$). A value of 1 corresponds to joining two tracks ($\tau_i, \tau_j$). At each step, we impose constraints that a track may only be joined to one later track and one earlier track. This prevents cases where a single track might be split into multiple separate overlapping tracks. We optimize this process in an iterative manner: first running the optimization process to obtain a set of tracks to join, then updating all tracks, and repeating until convergence when no additional tracks are matched. $x_{ij} = 1$ indicates the identification of a hard example, which is the video sequence covering both tracklet $\tau_i$ and $\tau_j$. Connecting tracklets ($\tau_i, \tau_j$ for $x_{ij} = 1$) gives rise to the rectified pseudo labels. We show some mined hard examples in Figure 2, in which broken tracklets are connected in challenging scenarios. In this way, we generate a training dataset that is focused on the failure modes of the hallucinated video trained DTracker.

Noise in pseudo labels. Our hard example mining process will inevitably have noise from the pseudo labels through either tracklet prediction errors or tracklet association errors in our optimization process. To mitigate model corruption due to this noise, we propose to regularize the model training with a joint training scheme, in which every batch includes a proportion of hard examples and the rest are hallucinated videos. As pseudo labels for hallucinated videos are free of noise, they help to balance out corruption in model accuracy due to mined video noise.

5. Experiments

5.1. Implementation details

We use DLA-34 [44] as the feature backbone of DTracker, which adds the motion model – GOTURN [14] – to the 2nd stage of Faster-RCNN [31].

Motion model. Given a tracked target at time $t$ with bounding box $B_t$, we define the target’s corresponding contextual regions at times $t$ and $t + \delta$ to be $C_t$ and $C_{t+\delta}$ respectively.

The contextual regions share the same geometric center as that of $B_t$, but with $2 \times$ the width and height of $B_t$. In order to track the target from time $t$ to $t + \delta$, the motion model in DTracker takes the visual features of $C_t$ ($\hat{f}_C^t$) and $C_{t+\delta}$ ($\hat{f}_C^{t+\delta}$) and outputs its visibility score $\hat{v}$ and motion offset $\hat{m}$. Note that the ROIAlign operator [13] is used to pool $\hat{f}_C$ from backbone feature maps with $C_t$. We use two fully connected layers with 512 hidden neurons to represent the motion model, and it is jointly trained with the rest of Faster-RCNN.

Video hallucination and mining. We generate hallucinated videos from COCO-2017 [24] and CrowdHuman [34] image datasets. We only consider training images that include person bounding box annotations, which yields a total combined set of 78,832 images. The hallucinated videos are set to be $T = 16$ frames in temporal length, and we use the public imgaug package to implement the visual transformation functions. We mine hard examples from the train split of the Kinetics-700 dataset [8, 20] that consists of around 545k videos. The Kinetics dataset is primarily used for human activity recognition, so almost all videos include at least one person. We empirically set $\mu$ and $\gamma$ (in Eq. 3) to be 0.1 and 0.5 during the hard example mining process.

Training. We stochastically sample two frames from either a hallucinated video or a short real video clip to be the training example. We train our model with batches of 16 training examples for a total of 25k iterations, unless specified. We train with SGD using momentum 0.9 and weight decay 0.0001. The learning rate is set to 0.02 and decreased by a factor of 10 at 60% and 80% of its full iterations. As we mine hard examples from unlabeled videos primarily for training the motion model in DTracker, we ignore the detection losses calculated from them. During training, every video is resized to have a shorter dimension randomly sampled from (640, 720, 800, 880, 960), while its longer dimension is capped at 1500 pixels. For every training batch, we sample 50% examples from mined real videos, and the rest from hallucinated videos.

Inference. We use the standard online inference based on SORT. A track (output from motion model) is continued if its visibility score is above threshold ($vis \geq 0.3$) and it spatially matches with a detection (IOU $\geq 0.5$). A track is terminated if its visibility score is below 0.3. Finally, a new track is spawned for an unmatched high-confidence detection ($\geq 0.5$).

5.2. Evaluation Datasets

MOT17. The MOT17 dataset includes 7 training and 7 test videos, each video has a duration ranging from 20 to 90 seconds. It is the de-facto standard benchmark for multi-person tracking and is used in the MOTChallenge [21, 27]. MOT17 videos focus on tracking persons in crowded scenes.
Table 1: Comparison with state-of-the-art methods on MOT17 test set using public detections. All methods in the first block, including DTracker, are trained with MOT17 training dataset. WDTracker denotes weakly-supervised DTracker that is only trained with our self-generated dataset. WDTracker ∗ represents DTracker that is trained with the combination of MOT17 and our self-generated dataset.

| Method            | MOTA ↑ | IDF1 ↑ | FP ↓  | FN ↓  | IDsw ↓ |
|-------------------|--------|--------|-------|-------|--------|
| Tracktor++ [4]    | 53.5   | 55.1   | 8866  | 12201 | 2072   |
| DeepMOT [43]      | 53.7   | 53.8   | 11731 | 247447| 1947   |
| Tracktor++v2 [4]  | 56.5   | 55.1   | 11731 | 247447| 2072   |
| NeuralSolver [6]  | 58.8   | 61.7   | 213594| 1185  |        |
| CenterTrack [46]  | 61.5   | 59.6   | 114076| 200672| 2583   |
| DTracker          | 60.7   | 58.8   | 15235 | 204373| 2169   |
| WDTracker         | 64.7   | 61.4   | 11970 | 185403| 2023   |
| WDTracker ∗       | 65.8   | 63.5   | 13076 | 187893| 1883   |

Table 2: Comparison with state-of-the-art methods on TAO-Person validation set.

| Model              | AP@0.5 | AP@0.75 |
|--------------------|--------|---------|
| Tracktor [4]       | 25.9   | -       |
| Tracktor++ [4]     | 36.7   | -       |
| WDTracker          | 40.7   | 22.0    |
| WDTracker+ReID     | 44.8   | 25.3    |

TAO-Person. The TAO dataset [9] was recently released for large-scale general object tracking. Each video is around 30 seconds in duration. In this work, we only use the TAO-Person subset as we specifically focus on person tracking. In detail, TAO-Person includes 418 train videos and 826 validation videos. However the training videos are not exhaustively annotated, therefore they are not designed for model training but primarily for parameter tuning for inference. Similar to earlier works [9], we report evaluation on the validation split, and we only use the train set for tuning hyperparameters. Tracking people in TAO-Person videos is particularly challenging due to large person pose deformation, heterogeneous person motion, fast camera motion, and motion blur artifacts, etc.

5.3. Evaluation metrics

We report standard tracking metrics on both TAO-person and MOT17. Concretely, by following [9], we report Federated Track AP [9] on the TAO-person dataset. Following the same protocol with earlier work [4, 25, 27, 35, 46], we report MOTA, IDF1, and related metrics on MOT17. Note that TrackAP highlights temporal consistency of the underlying tracks, whereas MOTA usually emphasizes the frame-wise recall and precision of the per-frame bounding boxes.

6. Results

In this section, we present our Weakly supervised DTracker (WDTracker) on public multi-person tracking datasets including MOT17 [27] and TAO-person [9].

6.1. Results on MOT17

We start by training a DTracker on the 7 training videos in MOT17 following common practice in other methods. For our WDTracker, as person bounding boxes in MOT17 are amodal, we use images from CrowdHuman dataset to generate our hallucinated videos as they include amodal bounding box annotations as well. That offers us 15,000 hallucinated videos with diverse scenes and settings compared to the limited 7 training videos available in MOT17. Our WDTracker is then trained with both hallucinated videos and hard mined self-generated annotations from real videos. We report the results on the MOT17 test set with standard metrics [27] including MOTA, IDF1, false positives, false negatives, and identity switches. In order to separate out the effects of detection, we generate the results with the public detections [27].

In Table 1 we present our MOT17 trained DTracker along with our WDTracker trained on both hallucinated and real mined video data. DTracker performs on par with other state-of-the-art trackers but our WDTracker achieves state-of-the-art results (64.7 MOTA / 61.4 IDF1), which outperforms existing best models (i.e. CenterTrack [46]) by a significant margin (3.2+ MOTA, 1.8+ IDF1). It’s important to note that state-of-the-art models are all trained on
the MOT17 dataset. This result suggests that our large-scale self-generated datasets are as valuable as small-scale manually-annotated datasets. To further validate this hypothesis, we report results for another variant of our model, WDTracker∗, that trains the underlying DTracker jointly on our self-generated dataset and MOT17. Interestingly, we observe another non-trivial performance boost (1.1+ MOTA and 2.3+ IDF1), which indicates that our self-generated datasets are complementary to existing tracking manual annotations.

6.2. Results on TAO-Person

We train our WDTracker with hallucinated videos from the COCO-17 and CrowdHuman datasets together with hard examples mined from the Kinetics dataset. We also adopt a larger feature backbone DLA-102, which is still a lighter network compared to ResNet-101 used for Tracktor++ [9]. We train the model for 50K iterations in total (2x our default training). As shown in Table 2, our WDTracker outperforms Tracktor and Tracktor++ by a substantial margin. We also apply the same person re-identification network and techniques as in [9] to link tracklets, our WDTracker is further improved to 44.8% AP@IOU=0.5, which sets a new state-of-the-art performance. These results show the clear advantage of our WDTracker as a generalizable tracker on the highly diverse and challenging examples in TAO. It’s important to note that we are unable to present results of DTracker or WDTracker∗ analogous to those in Table 1, as TAO-person dataset does not have appropriate annotations for deep model training.

7. Ablation Analysis

We conduct our ablation analysis on the large-scale TAO-Person dataset, which covers a diverse set of tracking challenges including fast camera motion, dramatic human pose deformation, motion blur, severe occlusion in crowds, etc. These diverse and challenging motion patterns are not as represented in the MOT17 dataset, making TAO more appealing to validate the usefulness of hard example mining.

### Table 3: Ablation experiments on TAO-person dataset.

| Model       | Training data | AP@0.5 | AP@0.75 |
|-------------|---------------|--------|---------|
| Tracktor    | HV            | 28.1   | 13.3    |
| Tracktor + Flow | HV         | 32.5   | 16.4  |
| WDTracker   | HV−           | 30.4   | 15.1    |
| WDTracker   | HV            | 32.0   | 15.4    |
| WDTracker   | HV+RV         | 35.4   | 17.0    |

### Table 4: Hard example sampling rates.

| Hard sampling rate | AP @0.5 | AP @0.75 |
|--------------------|---------|---------|
| 0.00               | 32.4    | 16.2    |
| 0.25               | 34.0    | 16.9    |
| 0.50               | 35.0    | 17.1    |
| 0.75               | 35.4    | 17.0    |
| 1.00               | 33.3    | 15.6    |

As a first step, we train a DLA-34 based Tracktor on hallucinated videos (HV) generated from COCO-17 and CrowdHuman datasets. As listed in Table 3, our implemented Tracktor achieves 28.1% Track AP @ IOU=0.5, which significantly outperforms the one reported in [9] (i.e. 25.9% in Table 2). Furthermore, we adopt a competitive baseline by estimating the person’s movement with optical flow. In detail, we estimate the person’s motion offset between two frames by taking the median motion vector of all constituent pixels within the person’s bounding boxes. To extract optical flow, we use PWC-Net that is trained on FlyingChairs [16], FlyingThings3 [16], Sintel [7] and KITTI [26]. As expected, adding flow to Tracktor improves Track AP @IOU=0.5 by a substantial 4.4%.

### 7.1. Hard example mining

We train our WDTracker, which is effectively Tracktor plus a motion model, on our hallucinated video (HV) dataset. As demonstrated in Table 3, it achieves 32.0 % AP@IOU=0.5, which is 3.9% higher than Tracktor. This result shows that the motion model learned from hallucinated videos is able to generalize to real videos and improve tracking. We expect that the motion model is capable of following the person’s trajectories when the subject is moving fast, a condition in which Tracktor fails. Moreover, it performs comparably to our strong baseline – Tracktor + Flow, which suggests that the learned motion model is as good as a fully supervised flow model to predict the person’s movement. We also train our WDTracker on a simpler set of hallucinated videos (HV−) that don’t have our advanced motion effect simulation (i.e. motion blur, light changes, video compression artifacts). The model under-performs the one trained on HV by a clear 1.6% AP@IOU=0.5 margin, which shows that advanced video augmentation is an important aspect of training a high performing DTracker.

Furthermore, we re-train WDTracker with hard examples mined from our real video (RV) dataset, and we observe a significant 3.4% AP improvement. This improvement demonstrates the significance of mined hard examples from real videos, which enables the learned model to track
In both qualitative examples from TAO-Person, the WDTracker trained only on hallucinated videos (top) fails in a case of significant pose change or movement while the model trained with hard examples from our RV dataset is robust to these challenges. In the upper half, the track is broken in the HV model for the man running across the court. In the bottom half, a track is broken during significant pose changes by the dancer on the right.

We also show qualitative examples in Fig. 4.

7.2. Biased sampling of hard examples

We next analyze whether focusing on the hard examples that we mine from unlabeled videos might help to improve the training of our tracker. We define a hard example to be a short video clip that includes a broken track which has been identified and rectified by our optimization process. Next, we adopt biased sampling for hard examples during model training, and we list the tracker’s performance with different sampling rates in Table 4. For every training batch, we sample 50% examples from RV and the rest from HV.

As shown in Table 4, there is a significant increase from introducing biased sampling of hard examples, which clearly illustrates the value of hard example mining. We empirically observe that the tracker achieves the best performance at a hard example sampling rate of around 75%, which leads to a substantial 3% AP@0.5 improvement over non-biased sampling. As hard examples are relatively sparse in the dataset, training without biased sampling performs nearly the same as sampling all easy examples.

7.3. Balancing between hallucinated and real videos

In this section, we further investigate the optimal balancing ratio between sampling from HV and RV during training. We define video balancing ratio as \( \frac{|RV|}{|RV|+|HV|} \), in which \(|HV|\) and \(|RV|\) refers to the quantity of HV and RV in a training epoch respectively. We use the optimal biased sampling rate (i.e., 75%) during model training.

As suggested in Table 5, there is a significant benefit to adopting a video balancing ratio between 50% and 75%. This result indicates the equal importance of both HV and RV. On one hand, HV provides high-quality and high-diversity of pseudo labels for learning robust geometric correspondence of the same instance. On the other hand, RV offers precious hard real videos that enable the tracker to track through dramatic human pose deformation, partial occlusion, etc. Therefore, it is important to train the tracker on both HV and RV. While training on either set of data alone does not work as well, training on hard examples from RV alone causes a more significant performance drop, indicating the importance of regularization from HV during model training.

8. Conclusion

In this paper, we explored training a deep neural tracker in a weakly supervised setting where we have bounding box annotations and a large pool of unlabeled videos. This is important as manual tracking annotations are extremely expensive to obtain. In detail, we first hallucinated a video sequence by applying recurrent zoom-in/out motion transformations to an image and later injecting various random motion effect transformations to the sequence. Next, we proposed to mine hard training examples from unlabeled videos. We considered hard examples to be video clips where a tracker trained only on hallucinated video would fail. We proposed an optimization-based connecting process to identify and rectify the broken tracklets, generating mined hard examples and their corresponding pseudo labels. Using our hallucinated videos and mined hard videos, we trained a deep neural tracker. The weakly supervised tracker achieved state-of-the-art performance on the challenging MOT17 and TAO-Person datasets, demonstrating the value of our self-generated dataset. On MOT17, we further showed that our self-generated data was complementary to the existing manually-annotated dataset, allowing for further improvements when combined.

| Video balancing ratio | AP @0.5 | AP @0.75 |
|-----------------------|---------|----------|
| 0.00                  | 32.0    | 15.4     |
| 0.25                  | 34.2    | 16.4     |
| 0.50                  | 35.4    | 17.0     |
| 0.75                  | 35.6    | 17.7     |
| 1.00                  | 27.4    | 13.1     |

Table 5: Data balancing ratio. We compare performance of trackers trained with different balancing ratios between RV and HV data on TAO-Person. A higher ratio indicates more RV data.
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