Machine-Learning-Based Elderly Stroke Monitoring System Using Electroencephalography Vital Signals
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Abstract: Stroke is the third highest cause of death worldwide after cancer and heart disease, and the number of stroke diseases due to aging is set to at least triple by 2030. As the top three causes of death worldwide are all related to chronic disease, the importance of healthcare is increasing even more. Models that can predict real-time health conditions and diseases using various healthcare services are attracting increasing attention. Most diagnosis and prediction methods of stroke for the elderly involve imaging techniques such as magnetic resonance imaging (MRI). It is difficult to rapidly and accurately diagnose and predict stroke diseases due to the long testing times and high costs associated with MRI. Thus, in this paper, we design and implement a health monitoring system that can predict the precursors of stroke diseases in the elderly in real time during daily walking. First, raw electroencephalography (EEG) data from six channels were preprocessed via Fast Fourier Transform (FFT). The raw EEG power values were then extracted from the raw spectra: alpha (α), beta (β), gamma (γ), delta (δ), and theta (θ) as well as the low β, high β, and θ to β ratio, respectively. The experiments in this paper confirm that the important features of EEG biometric signals alone during walking can accurately determine stroke precursors and occurrence in the elderly with more than 90% accuracy. Further, the Random Forest algorithm with quartiles and Z-score normalization validates the clinical significance and performance of the system proposed in this paper with a 92.51% stroke prediction accuracy. The proposed system can be implemented at a low cost, and it can be applied for early disease detection and prediction using the precursor symptoms of real-time stroke. Furthermore, it is expected that it will be able to detect other diseases such as cancer and heart disease in the future.
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1. Introduction

Stroke is a disease in which the blood vessels of the brain are blocked or have burst, thus resulting in sudden brain dysfunction such as motor or sensory disorders, pronunciation disorders, unconsciousness, or limb paralysis [1,2]. Strokes can be divided into two categories: cerebral infarction caused by large blockage of the blood vessels or cerebral hemorrhage caused by blood vessels bursting [3]. Cerebral infarction occurs when clots from the heart and carotid arteries (atherosclerosis) eventually clog the cerebral blood vessels, while brain hemorrhages are marked by hemorrhages in the cerebral cortex and
intraventricular hemorrhage. Cerebral hemorrhage occurs spontaneously without any external shock, and high blood pressure is reported as its main cause [4]. Stroke disease is one of the most common severe disorders that causes functional disabilities in adults and older people, which can lead to substantial difficulties with social or economic activities [5–8]. For stroke patients, it is important to assess the current level of disability and to implement proper rehabilitation visits to medical institutions [9]. However, it is hard to classify stroke symptoms, making it difficult to properly diagnose disorders caused by stroke and any accompanying neurological damage. Therefore, there is a desperate need for technology that can keep track of potential stroke victims and support them during visits to medical institutions and allow them to receive diagnoses and treatments from medical staff as soon as possible.

Current research is attempting to identify major risk factors for stroke by evaluating the initial disability of stroke patients and monitoring their conditions [10,11]. Various methods for preventing the recurrence of these early disorders in stroke patients have been developed and studied, the Canadian Neurologic Scale and the National Institutes of Health Stroke Scale (NIHSS) are some of the scales used to diagnose the severity of stroke. In particular, the NIHSS developed by Lyden et al. is used as a measurement that is relatively easy and simple to perform at the beginning of hospitalization [12]. It is a proven tool used widely throughout the world. Based on various studies for reliability and feasibility, 14 key categories have been chosen for evaluation by the medical staff for the NIHSS: consciousness level, facial paralysis, vision, upper and lower extremity, distal motion, limb motion, hearing impairment, and sensory touch. Although it only takes about six minutes to evaluate a patient according to the NIHSS, it has the limitation of not providing accurate predictive information results for the early detection of stroke or initial disability [12].

A study by Jee et al. established a predictive model of stroke occurrence for Koreans [13]. Based on health examination data from the Korea National Health Insurance Corporation, Jee et al. developed 10 year prediction models for the average risk of stroke using age, diabetes, smoking, total cholesterol, drinking volume, systolic blood pressure, exercise, and body mass index (BMI). However, that study follows the same method as the construction of the stroke risk prediction model by the Framingham Heart Study [14]. It is important to know what type of stroke (brain infarction, cerebral hemorrhage) has occurred and how much damage the brain has taken within three hours of the stroke outbreak [15]. Based on these risk factors, studies have attempted to predict stroke diseases using various statistical methods and machine-learning methods; these include research using logistic models such as Kannel [16] and studies based on Cox’s proportional risk model [14] and the Weibull model [17]. However, it is difficult to apply these risk-based models to predict the occurrence of stroke diseases in Koreans. Therefore, there is a need to find a new model for stroke prediction that is appropriate for the elderly in Korea. In addition, clinical studies have reported that stroke recurrence rates vary depending on the type of stroke and risk factors, but the typical recurrence rate within a year is 10–15% [18]. Therefore, it is important to quickly predict the early onset in stroke patients and those with a stroke history.

In this paper, we propose a health monitoring system that enables the real-time early detection of stroke and other diseases in older people based on EEG vital signals collected during daily activities. To accurately predict and to analyze the stroke disease, studies based on information on the features and patterns of EEG are being actively conducted [19,20]. In this paper, important features in EEG vital signals were newly defined and used in experiments. Specifically, raw EEG biometric signals data from elderly people aged 65 or older were collected during walking and stored in real time. These real-time raw EEG data were preprocessed with decomposing functions or frequency components via Fast Fourier Transform (FFT). The extracted raw spectrum includes alpha (α), beta (β), gamma (γ), delta (δ), theta (θ), low β, high β, and θ to β ratio, each taken from six measurement locations (Fz, Oz, T7, T8, C1, and C2), meaning 66 important attributes were used in total.
Our experiments have shown that the chosen attributes collected in real time while the elderly were walking can help detect and determine the precursor symptoms of more than 90% of stroke diseases in advance. Further, the Random Forest algorithm-based prediction model for stroke conditions with quartiles and a Z-score was experimentally identified with performance indicators such as accuracy and recall, preservation, and an F1-score of up to 92.51%. Thus, we present in-depth analysis results obtained through the performance and semantic interpretation of the elderly disease prediction and health monitoring system proposed in this paper, which are significant. Our initial results confirm that the proposed health monitoring system is able to detect and predict stroke precursors for older people in real time, and that it can be implemented at a low cost.

The remaining parts of this paper are organized as follows. In Section 2, we provide the literature review of the methodology involved in stroke diseases using EEG and machine learning. The elderly health monitoring system based on a machine-learning prediction model that collects real-time EEG vital signals is proposed in Section 3. Section 4 details the experimental results and presents an in-depth analysis of this paper, and finally, Section 5 discusses the conclusions and future research.

2. Related Works

Electroencephalography (EEG) is a human physiological signal that measures human brain waves [19–21]. Most of the studies utilizing EEG data have used them to identify and analyze epilepsy diseases, but reports of unique brain waves have recently been found in other diseases, including schizophrenia, depression, and stroke [11,21,22]. Beyond the raw EEG spectrum, prior research has shown that the absolute power value, which is the value of the attribute depending on the frequency domain, and the relative power value, which represents the ratio of the total amplitude at the frequency band, are better indicators for determining brain dysfunction [22]. Relative power is based on the ratio of the total amplitude of the frequency band, independent of the electrical resistance to the skull thickness and other non-brain wave electrical activity. Thus, each signal can vary depending on the reader’s noise screening ability, ability to compare absolute power with relative power, understanding of psychoanalysis, and neurological knowledge [23,24]. Many studies have attempted to classify and predict various brain diseases using EEG data [25–32]; these have included studies on brain function location [25,26] as well as analyses of brain wave changes with human emotion [27,28] and brain wave changes with sleep level [29–31]. There have also been a number of studies predicting brain diseases using various frequency attribute values, such as absolute power values or relative power values [22]. For example, there have been studies attempting to automatically classify or predict patients with epilepsy [31], detect and diagnose depression [32], and detect early Alzheimer’s conditions [33]. Further, the environments required of vital-signal collection methods, including EEG, limit such methods to studies based on data collected through medical equipment, such as large hospitals, rather than data collected from the daily activities of the elderly.

Several studies have reported the appearance of certain attribute values in stroke patients with EEG-based stroke analysis [34–37]. For example, Simon et al. [34] confirmed that the main properties of EEG with respect to stroke include the generation of abnormal and slow signals generated at the delta wave (δ) wave frequency range (1–4 Hz) with the simultaneous reductions of normal and fast activities at the alpha (α) wave frequency range (8–12 Hz). Through these experiments, we can confirm that relative delta power, delta and alpha power ratio, and the addition of delta and theta wave against alpha and beta wave ratios can be used to detect and predict stroke. Schneider et al. [35] studied EEG frequency analysis and topographic maps and found an increase in large delta waves and a decrease in alpha wave activity in 17 out of 20 mild stroke patients. Panayiotis et al. [36] confirmed that a rhythmic and high amplitude theta versus delta wave appeared in a patient with epilepsy during a stroke. Ip et al. [37] confirmed that brain waves in stroke patients that were measured in the cerebral cortex affected the activity and stability of the theta wave
and the delta wave, while the delta wave (0.1–3 Hz), alpha (7–13 Hz), beta wave (13–30 Hz), and high gamma wave (62–200 Hz) increased rapidly in the right hemisphere. Based on these studies, we believe that EEG research can help minimize medical costs and enable the early detection stroke diseases in the elderly during their daily activities.

A quick literature review found a few studies using various machine-learning techniques, including artificial neural networks (ANN), for stroke diagnosis or prediction [38–42]. For example, Shanthi et al. [38] reported that an individual’s risk rate for stroke can be detected using ANN based on stroke patient data. Specifically, they used the backpropagation algorithm for learning, and showed improvements in consistency and diagnostic accuracy for the prediction. Nwosu et al. [39] studied the analysis and prediction of risk factors associated with the onset of stroke using data mining techniques and individual patient electronic health records. According to the experimental results, the prediction accuracy of decision tree (DT) was 74.31%, Random Forest was 74.53%, and ANN algorithm was 75.02%. Bentley et al. [40] reported a prediction method considering CT information and clinical variables in the treatment of ischemic stroke. Based on computed tomography (CT) images of 116 ischemic stroke patients, they successfully found 9 out of 16 patients with hemorrhage symptoms using support vector machines (SVMs). Hanifa et al. [41] predicted and verified the risk factors of stroke by adjusting the parameter values of the SVM prediction model using various kernel functions. Yu et al. [42] published a study detailing a prior detection and prediction methodology for stroke diseases with machine-learning and deep-learning methodologies by collecting electromyography (EMG) biological signals from thighs and calves in real time. More specifically, they measured and collected EMG data from the left and right thighs and the calves at 1500 Hz from the healthcare device. Using those data, they achieved over 90% stroke disease prediction accuracy.

Yu et al. [43,44] published an analytical study based on the decision tree methodology, which is a representative classification model of machine learning or data mining. In addition, Yu et al. [44] attempted to implement automatic classification and interpretation of the severity of NIHSS based on the C4.5 decision tree algorithm. By analyzing the rules on the additional operating principles provided by C4.5 decision trees, they were able to develop a novel attempt at the semantic interpretation of stroke severity. However, decision trees are predictive model algorithms by nature, which only provide partial interpretations, thus requiring in-depth analysis inherent in the data. In addition, Amini et al. [45] conducted a study to predict stroke outbreaks based on abundant medical data on a wide range of diseases. However, such research methodologies, like prior studies, are not suitable for use in early prediction models of stroke symptoms in real time in everyday life. Because these strokes interact with various risk factors rather than with one factor, studies of stroke disease prediction using various statistical methods and machine-learning methods are needed, and they are actively underway.

3. Elderly Stroke Monitoring System Based on Machine Learning and EEG

For the elderly stroke monitoring system, information on the important attributes was extracted from the raw data of EEG collected from six channels. After collecting and analyzing real-time EEG data, we proposed a monitoring system that can make early predictions of stroke and diseases in the elderly. The structure of the proposed system is presented in Figure 1 and includes (1) the EEG sensor and transmission module that collects and transmits the vital signals; (2) a collection module that integrates and stores various real-time generated multi vital-signals collector units (MVCU) and transmits them to a server; (3) a storage module that filters and stores the EEG information; and (4) the proposed system collects various types of vital-signal data, including actual EEG from the elderly, undertakes a series of data preprocessing and critical attribute extractions, and applies machine-learning models to predict and analyze stroke precursors in real time.
3.1. Real-Time EEG Data Collection

This section describes the process used to measure and collect different types of biometric signal data, including EEG, ECG, EMG, pulse wave (PPG), and motion (motion), to validate the performance of the AI-based elderly stroke disease prediction and analysis system. Brain waves are the most basic electrical signals used to determine brain abnormalities, and they are measured through electrodes attached to the surface of the head. In this work, scalp EEG is used to measure and collect brain waves from the general elderly and stroke elderly patients. We hypothesize that these EEG vital-signal data can represent medical and kinematic parameters if the balance of the body collapses or if a walking disorder occurs during walking. The measurement and collection of the brainwave vital-signal data tested in this paper were conducted by the Emergency Medical Center and Rehabilitation Department of Chungnam National University Hospital for the elderly from 2017 to 2018. The subjects were aged 65 or older and had received rehabilitation treatment for stroke, since our focus is on elderly health monitoring. Various biometric signals, including EEG, ECG, EMG, voice, pulse, and motion, were collected using wearable sensors. To separate the general patients from the stroke patients, patients who had been diagnosed as a confirmed stroke case within one month were classified as stroke patients. The EEG data were collected at a sampling rate of 1000 Hz at a total of six channels (Fz, Oz, T7, T8, C1, and C2), with the location of each channel highlighted in Figure 2.

3.2. EEG Data Preprocessing

The data used in the experiments in this paper consist of three types: (1) raw EEG data collected from the brain wave measurement sensor; (2) absolute power value expressed by measuring absolute brain wave values regardless of external conditions such as scalp resistance, skull thickness, etc.; (3) relative power values to control for the difference in external states. The collected raw values that were imprecise were removed prior to learning, and a Z-score technique was applied on a channel-by-channel basis to complete the normalization process. The finalized data that had been preprocessed were then tailored to the input frame of the learning model. Finally, the number of selected EEG data stroke

Figure 1. Elderly stroke monitoring system based on machine learning using electroencephalography (EEG). * MVCU: Multi Vital-Signals Collector Units.
patients used in the experiment was matched to the number of EEG data for the general elderly. Figure 3 below shows an example of the actual raw data values collected from six channels of brain waves measured and collected in real time. Figure 3a presents randomly selected EEG general elderly data and Figure 3b presents randomly selected stroke elderly data collected during walking.

Figure 2. 6-channel measurement and collection locations of EEG vital signals.

(a) Raw EEG signals from normal elderly patient.

(b) Raw EEG signals from stroke elderly patient

Figure 3. Example of raw EEG vital-signals waveform changes while walking: (a) normal elderly patient, (b) stroke elderly patient.
In this paper, the absolute and relative power values collected from each subject were extracted and used. As the population of subjects is bound to have more general elderly people than stroke patients, the same amounts of data from stroke patients and randomly chosen general patients were selected; this was done to remove any form of bias in learning for stroke precursors and disease prediction.

### 3.3. Attribute Definition and Extraction in EEG

The experiments in this paper require raw data to be collected in the form of EEG signals during walking scenarios, as it does not use segment data from various experimental protocols. We conduct experimental and stroke disease prediction model studies by extracting the important properties from the raw values of these EEG signals. FFT was applied from the raw value of the EEG signal from each channel to extract the measurement variables raw spectrum alpha (\(\alpha\)), beta (\(\beta\)), gamma (\(\gamma\)), delta (\(\delta\)), and theta (\(\theta\)), as well as the properties between the value’s low \(\beta\), high \(\beta\), and theta-to-beta ratio. In this experiment, 66 attributes in total were newly defined and extracted in the form of the absolute power and relative values of waveforms (signals) from the raw EEG spectrum. The absolute power value and relative value used in the experiment in this paper consist of 11 attribute values for each of the six channels (Fz, Oz, T7, T8, C1, and C2), as listed in Table 1, which ultimately account for 66 attribute values and class.

#### Table 1. Detailed Descriptions of Newly Defined and Extracted EEG Attributes.

| No. | Contents | Features       | Meaning and Explanation                  |
|-----|----------|----------------|-------------------------------------------|
| 1   | 6 Channel (Fz, Oz, T7, T8, C1, C2) | Delta (\(\delta\)) | Delta power (1–4 Hz)                      |
| 2   |          | Theta (\(\theta\)) | Theta power (4–8 Hz)                      |
| 3   |          | Alpha (\(\alpha\)) | Alpha power (8–13 Hz)                     |
| 4   |          | Beta (\(\beta\)) | Beta power (14–30 Hz)                     |
| 5   |          | Gamma (\(\gamma\)) | Gamma power (30 Hz or more)               |
| 6   |          | Low_Beta       | Low beta power (12–25 Hz)                |
| 7   |          | High_Beta      | High beta power (25–30 Hz)               |
| 8   |          | Theta_to_Beta  | Value of the beta ratio in theta          |
|     |          |                | (extracting abnormal theta waves)         |
| 9   |          | Delta divided by Alpha (DAR) | Ratio of mean power (Delta/Alpha) |
|     |          |                | Inverse ratio of DAR (Alpha/Delta)       |
| 10  |          | IDAR           | PRI power ratio index (delta+theta to alpha+beta), |
|     |          |                | Low frequency to high frequency          |
| 67  | Class Labeling | Normal or Stroke Elderly |                                         |

Choosing an efficient subset of attributes for pattern classification is one of the most important research steps [46,47]. In this paper, we use the method described by Hall [48], which has already proven its performance in various fields of attribute subset selection for power and relative values of EEG. A merit function (Equation (1)) is used to evaluate how efficiently each subset of \(F_s \subset F\) expresses the entire attributes. The subset with the largest value of the merit function is determined by the subset that best represents the entire property [48].

\[
Merit(F_s) = \frac{k \tau_{cf}}{\sqrt{k + k(k - 1) \tau_{ff}}} 
\]

where \(k\) is the number of attributes in subset \(F_s\), \(\tau_{cf}\) is the mean distribution of attributes contained in \(F_s\), and \(\tau_{ff}\) is the mean correlation value of the attributes. Tables 2 and 3 present the optimal subset of attributes chosen from absolute power value and relative
value using Hall’s method. Table 2 lists a subset of eight attributes selected from the power value, and Table 3 lists a subset of 15 optimal attributes selected from the relative value.

Table 2. Optimal feature subset extracted from the power value of EEG.

| No. | Features   | Meaning and Explanation                              |
|-----|------------|-----------------------------------------------------|
| 1   | Fz(Theta)  | Theta power of Fz channel                           |
| 2   | Fz(Theta_to_Beta) | Beta ratio value in theta of Fz channel           |
| 3   | Fz(IDAR)   | Inverse ratio of DAR of Fz channel                  |
| 4   | Fz(RRI)    | Power ratio index of Fz channel                     |
| 5   | T7(RRI)    | Power ratio index of T7 channel                     |
| 6   | C1(DAR)    | Ratio of mean power of C1 channel                   |
| 7   | Oz(IDAR)   | Inverse ratio of DAR of Oz channel                  |
| 8   | T8(RRI)    | Power ratio index of T8 channel                     |

Table 3. Optimal feature subset extracted from the relative value of EEG.

| No. | Features   | Meaning and Explanation                              |
|-----|------------|-----------------------------------------------------|
| 1   | Fz(Alpha)  | Alpha power of Fz channel (8~13 Hz)                 |
| 2   | Fz(Beta)   | Beta power of Fz channel (14~30 Hz)                 |
| 3   | Fz(Gamma)  | Gamma power of Fz channel (30 Hz or more)           |
| 4   | Fz(IDAR)   | Inverse ratio of DAR of Fz channel                  |
| 5   | T7(Theta)  | Theta power of T7 channel (4~8 Hz)                  |
| 6   | T7(Alpha)  | Alpha power of T7 channel (8~13 Hz)                 |
| 7   | T7(Gamma)  | Gamma power of T7 channel (30 Hz or more)           |
| 8   | C1(Theta)  | Theta power of C1 channel (4~8 Hz)                  |
| 9   | Oz(Beta)   | Beta power of Oz channel (14~30 Hz)                 |
| 10  | Oz(Gamma)  | Gamma power of Oz channel (30 Hz or more)           |
| 11  | C2(Beta)   | Beta power of C2 channel (14~30 Hz)                 |
| 12  | C2(Gamma)  | Gamma power of C2 channel (30 Hz or more)           |
| 13  | C2(Low_Beta) | Low beta power of C2 channel (12~25 Hz)         |
| 14  | T8(Theta)  | Theta power of T8 channel (4~8 Hz)                  |
| 15  | T8(Gamma)  | Gamma power of T8 channel (30 Hz or more)           |

3.4. Stroke Prediction Module for the Elderly Based on Machine Learning

The module proposed in this paper uses real-time EEG biometric signals to detect and predict elderly stroke precursors in advance, and it consists of two submodules in total. The offline submodules provide predictive models via Machine-Learning (ML) Training, which performs machine-learning model-specific learning from the preprocessing of brainwave signals. Meanwhile, the online sub-module provides medical staff with the risk of stroke in older adults based on real-time EEG data as shown in Figure 4.

First, the offline module consists of a total of four sub-blocks: (1) the biometric repository stores various biological signals generated while the elderly participate in daily activities. For example, this block collects, stores, and manages EEGs, electrocardiograms (ECGs), pulse waves, and EMGs. (2) In the preprocessing of brain waves, the null and missing values of raw values collected in real time from the six channels are corrected or deleted. (3) Fast Fourier Transform (FFT) performs the task of decomposing functions or signals into frequency components, specifically by transforming the raw value of brain waves into individual spectral components. Next, the frequency information for the signal is extracted in real time. For example, alpha, beta, etc. are extracted, as shown in Table 2. Further, a learning model can be developed using both absolute power and relative values for 11 properties extracted per six channels. Finally, as presented in Tables 2 and 3, learning and prediction models are developed by selecting the optimal set of attributes used in real-time stroke disease prediction. (4) The machine-learning-based learning module implements learning based on attributes extracted from EEG biometric signals collected in real time. At this time, the prediction model learned from machine-learning algorithms in this block uses brainwave data from older people collected in real time during everyday activities. In
addition, the learned predictive model is passed to the online module so it can be used to determine the degree of precursors and predictions for stroke.

The online module also consists of a total of four sub-blocks: (1) Real-time data on brain waves are collected in the form of biological signals during everyday life, such as walking, from the elderly. (2) In the preprocessing of brain waves, corrections and noise data collected in real time during daily life are deleted. (3) Through FFT, the raw data values of each of the six channels of brain waves are decomposed into frequency components, and frequency information is extracted for the signal. (4) In the real-time stroke disease prediction block, the machine-learning-based learning module of the offline module uses a learned prediction model to make real-time predictions of elderly stroke disease using the incoming EEG data. Finally, the stroke disease prediction results and analysis information are delivered to the medical staff to be used as objective data for clinical treatment and diagnosis.

![Figure 4. Overall structure of ML-based elderly stroke disease prediction module using real-time EEG vital signals.](image)

### 4. Experiment and Analysis

#### 4.1. Dataset and Experimental Environment

In this section, we describe the brain stroke precursor detection and disease prediction experiments that were conducted with older people on the previously described machine-learning models with raw value, power value, and relative value. We collected data on 48 stroke patients and 75 control patients in 2017, as well as 13 stroke patients and 137 control groups in 2018. For our experiments, all 61 stroke patients and a randomized selection of 61 patients from the control group were selected to balance the data from the stroke and control groups. In total, five scenario-specific measurement protocols were implemented, including walking, sleeping, moving objects, standing, and standing from a chair to stimulate the daily activities of an elderly person. The experiment was designed so that all subjects would go through one practice round before executing the measurement protocol according to each scenario. Despite the initial trial run, the first measured and collected values were not used as experimental data, because they could reflect human noise values stemming from the subject’s tension and discomfort. The last fifth measurement protocol was also not reflected in the experimental data, because repeated experiments and fatigue were likely to be reflected in the data.

For the machine-learning-based experiments, we conducted stroke disease prediction experiments and analyze the data by extracting power and relative values based on raw values in the form of brain waves. We also experimented with the optimal set of attributes chosen using CFS (Correction Feature Selection) by power and relative values. The optimal subset of attributes from the power value is: $Fz(\theta)$, $Fz(\theta_{to}\_\beta)$, $Fz(IDAR)$, $Fz(RRI)$, $T7(RRI)$, $C1(DAR)$, $Oz(IDAR)$, $T8(RRI)$, and the optimal set of attributes from the relative values

| Feature Subset | Relative Value |
|----------------|----------------|
| $Fz(\theta)$   | 1              |
| $Fz(\theta_{to}\_\beta)$ | 2         |
| $Fz(IDAR)$     | 3              |
| $Fz(RRI)$      | 4              |
| $T7(RRI)$      | 5              |
| $C1(DAR)$      | 6              |
| $Oz(IDAR)$     | 7              |
| $T8(RRI)$      | 8              |

This dataset was used to train the model and predict stroke disease in the elderly population.
is: $F_z(\alpha), F_z(\beta), F_z(\gamma), F_z(IDAR)$, $T_7(\theta), T_7(\alpha), T_7(\gamma), C_1(\theta), O_z(\beta), O_z(\gamma), C_2(\beta), C_2(\gamma), C_2(Low_\beta), T_8(\theta),$ and $T_8(\gamma)$. This combination of 23 attributes was used, and the algorithms of machine learning used in the experiment were Random forest, C4.5 decision tree, C5.0 decision tree, naive Bayes, MLP (multi-layer perceptron), logistic regression, two-class SVM (support vector machine), C&RT (classification and regression tree), and QUEST (quick unbiased efficient statistical tree).

### 4.2. Performance Evaluation Measurement

This section describes the statistical indicators used in disease screening to assess the system’s performance in predicting strokes with EEG data, and the definitions of the performance evaluation indicators used are as follows (see Table 4) [47,49]. In this paper, we validate the performance of the system using four performance metrics, which are described in detail below. The misclassification of patients with stroke symptoms as normal elderly people can have a significant impact on their lives. Therefore, this misclassification is used as the most important performance evaluation indicator in health and medical services. As a result, it is important to find a model with high precision and high accuracy for stroke diseases in older people, while also having low false positives (FP).

| True Condition     | Stroke Elderly | Normal Elderly |
|-------------------|----------------|----------------|
| Predicted Condition | Stroke Elderly | True Positive | False Positive |
| Normal Elderly    | False Negative | True Negative  |                |

### 4.3. Experiment Based on Machine-Learning Methodology

This section extracts the power values, relative values from real-time EEG data, and machine-learning methods described in Section 3, Random Forest, C4.5 decision tree, C5.0 decoration tree, naive Bayes, logistic regression, MLP, and SVM-class. We learned and tested each machine-learning-based predictive model with power values and relative values, and we conducted our experiment and analysis based on eight optimal sets of attributes of power values using CFS (Correlation Feature Selection, Equation (1)).

#### 4.3.1. Predicting and Analyzing Stroke Diseases Based on Power Values

In the first experiment, 2940 data sets were extracted and tested for the elderly and the elderly with stroke power values. To verify the performance of this model, we used the performance indicators defined in Section 4.2. Tables 5 and 6 below show the prediction accuracy and the performance indicators of F1-score, recall, and precision using all 66 attributes as well as different datasets per algorithm.

The second experiment performed a Z-score (normalization) for all 66 attributes. As an example of normalization application, it is necessary to prevent the patient-specific Oz.$\_\theta$ value from varying in category and size of the minimum and maximum values, since there are problems that can arise depending on the unit of measure. This normalization process translates the data so that they are within a small range of 0.0 to 1.0, so that the same weights are applied for all attributes.

$$\bar{x}_i = \frac{x_i - \mu}{\sigma} \times \alpha \quad (2)$$

In Equation (2), $\sigma$ and $\mu$ are the standard deviation and mean of attribute $x$, respectively, and $\alpha$ is the weighted value, which is set as 1.0 in this paper. The proposed approach with Random Forest achieved over 91% in accuracy, F1-score, Recall and Precision criteria. It also showed an accuracy of 92.52%, a F1-score of 92.5%, a recall of 92.5%, and a precision of 92.8% on the 10-fold CV dataset. It achieved over 90% in accuracy, F1-score,
Recall and Precision criteria with MLP (ANN). It showed an accuracy of 90.83%, a F1-score of 90.8%, a recall of 90.8%, and a precision of 90.8% on the 10-fold CV dataset. Overall, it is confirmed that the performance was improved by 1% compared to the first experiment.

Table 5. Prediction accuracy and F1-score (%) for each algorithm using EEG power values.

| Methods         | Data Sets | Train (67)/Test (33) | Train (80)/Test (20) | 5-Fold CV 1 | 10-Fold CV | 20-Fold CV |
|-----------------|-----------|----------------------|----------------------|-------------|------------|------------|
|                 | Acc. 2    | F1 3                 | Acc. F1              | Acc. F1     | Acc. F1   | Acc. F1   |
| RandomForest    | 92.37     | 92.4                 | 91.92 91.9           | 90.66       | 90.6      | 90.93      | 91.07      | 91.1       |
| C4.5 DT 4       | 88.35     | 88.3                 | 87.15 87.2           | 87.81       | 87.8      | 88.18      | 88.2       | 87.98      | 88.0       |
| C5.0 DT         | 84.89     | 84.8                 | 83.14 83.2           | 83.92       | 83.9      | 84.67      | 84.5       | 84.43      | 84.4       |
| Naive Bayes     | 75.67     | 75.1                 | 75.43 75.0           | 74.44       | 73.8      | 74.46      | 73.8       | 74.47      | 73.8       |
| LR 5            | 84.90     | 84.9                 | 85.29 85.3           | 83.95       | 83.9      | 83.96      | 84.0       | 84.06      | 84.1       |
| MLP(ANN) 6      | 89.17     | 89.2                 | 90.47 90.6           | 89.64       | 88.9      | 90.68      | 90.7       | 89.89      | 89.8       |
| SVM             | 81.56     | 81.5                 | 82.08 82.1           | 82.44       | 82.4      | 82.72      | 82.7       | 82.68      | 82.7       |
| ADTree          | 85.63     | 85.6                 | 86.82 86.8           | 88.86       | 88.9      | 89.91      | 89.9       | 89.66      | 89.7       |
| C&RT            | 83.09     | 83.1                 | 83.22 83.2           | 83.27       | 83.3      | 84.28      | 84.2       | 84.32      | 84.3       |
| QUEST           | 78.57     | 78.6                 | 77.92 77.9           | 78.38       | 78.4      | 79.72      | 79.7       | 79.59      | 79.6       |

1 CV: Cross-Validation, 2 Acc.: Accuracy, 3 F1: F1-score, 4 DT: Decision Tree, 5 LR: Logistic Regression, 6 MLP: Multi-Layer Perceptron.

Table 6. Recall and Precision (%) for each algorithm using EEG power values.

| Methods         | Data Sets | Train (67)/Test (33) | Train (80)/Test (20) | 5-Fold CV | 10-Fold CV | 20-Fold CV |
|-----------------|-----------|----------------------|----------------------|-----------|------------|------------|
|                 | Recall    | Prec. 1              | Recall Prec.         | Recall Prec. | Recall Prec. | Recall Prec. |
| RandomForest    | 92.4      | 92.6                 | 91.9 92.1           | 90.7       | 90.9      | 91.0       | 91.2       | 91.1       | 91.3       |
| C4.5 DT         | 88.4      | 88.4                 | 87.2 87.2           | 87.8       | 87.8      | 88.2       | 88.2       | 88.0       | 88.0       |
| C5.0 DT         | 84.9      | 84.9                 | 83.2 83.1           | 83.9       | 83.9      | 84.7       | 84.6       | 84.4       | 84.4       |
| Naive Bayes     | 75.7      | 78.7                 | 75.4 78.5           | 74.4       | 77.1      | 74.5       | 77.2       | 74.5       | 77.2       |
| LR              | 84.9      | 84.9                 | 85.3 85.3           | 83.9       | 84.0      | 84.0       | 84.0       | 84.1       | 84.1       |
| MLP(ANN) 6      | 89.2      | 89.2                 | 90.5 90.7           | 88.9       | 89.4      | 90.7       | 90.7       | 89.8       | 89.9       |
| SVM             | 81.6      | 81.5                 | 82.1 82.1           | 82.4       | 82.3      | 82.7       | 82.6       | 82.6       | 82.7       |
| ADTree          | 85.6      | 85.7                 | 86.9 86.8           | 88.8       | 88.9      | 89.9       | 89.9       | 89.7       | 89.7       |
| C&RT            | 83.1      | 83.1                 | 83.2 83.2           | 83.3       | 83.3      | 84.3       | 84.2       | 84.3       | 84.3       |
| QUEST           | 78.5      | 78.6                 | 77.9 77.9           | 78.3       | 78.4      | 79.7       | 79.7       | 79.5       | 79.6       |

1 Prec.: Precision.

In the following experiments, 36 properties were used, including brainwave information, such as δ and θ, which are clinically associated with prior studies as well as stroke analysis based on brainwaves. In addition, properties such as α, β, and γ were removed and used as experimental data. As with the previous experiments, each attribute was normalized using the Z-score method and tested with the resulting value. The random forest algorithm showed more than 91% performance index, and on the 10-fold CV dataset, the accuracy was 91.97%, F1-score 91.9%, recall 91.9%, and precision 92.9%. MLP showed relatively good performance with accuracy of 90.59%, F1-score 90.6%, recall 90.6%, and precision 90.7%. Other algorithms were verified through an experiment to show performance indicators of 80%. Comparing this experiment with the second experiment, it decreased
by about 1% in performance indicators including accuracy. However, by reducing the number of attributes used in the experiment by 36, the advantage of using less computing resources and an easier system operation in terms of the service of the stroke prediction model was obtained.

In the last experiment employing power values, the optimal set of attributes using Equation (1) is: Fz(θ), Fz(θ_to_β), Fz(IDAR), Fz(RRI), T7(RRI), C1(DAR), Oz(IDAR), and T8(RRI). Only eight were tested and analyzed for algorithm-specific predictive accuracy (see Table 2). Comprehensively examining the experimental results, most of the performance indicators were 80%. Regarding the Random Forest algorithm on the 10-fold CV dataset, the accuracy was 87.12%, F1-score 87.4%, recall 87.4%, and precision 87.4%, showing relatively good performance. The accuracy of the C4.5 DT algorithm was 86.39%, F1-score 85.79%, recall 86.4%, and precision 85.2%. Although the overall performance is inferior to the previous experiment, it could obtain the advantage of enabling semantic interpretation based on rule-based analysis and leaf node of decision tree. This semantic interpretation and in-depth analysis are explained in detail in Section 4.4.

4.3.2. Predicting and Analyzing Stroke Diseases Based on Relative Values

In the first experiment, 2979 data sets of the general elderly and the elderly with stroke were extracted and tested, respectively, with their relative values. Tables 7 and 8 below use 66 complete attributes and show prediction accuracy and performance indicators of F1-score, recall, and prescription by algorithm.

### Table 7. Prediction accuracy and F1-score (%) for each algorithm using EEG relative values.

| Methods       | Data Sets      | Train (67)/Test (33) | Train (80)/Test (20) | 5-Fold CV | 10-Fold CV | 20-Fold CV |
|---------------|----------------|----------------------|----------------------|-----------|------------|------------|
|               |                | Acc.                 | F1                   | Acc.      | F1         | Acc.       | F1         | Acc.       | F1         | Acc.       | F1         |
| RandomForest  |                | 89.19                | 89.2                 | 89.77     | 89.8       | 89.76      | 89.8       | 90.50      | 90.5       | 90.16      | 90.2       |
| C4.5 DT       |                | 81.38                | 81.4                 | 83.56     | 83.6       | 82.49      | 82.5       | 82.86      | 82.8       | 82.49      | 82.5       |
| C5.0 DT       |                | 77.05                | 77.1                 | 78.85     | 78.9       | 77.69      | 77.7       | 78.73      | 78.7       | 78.81      | 78.8       |
| Naive Bayes   |                | 72.99                | 72.9                 | 73.74     | 73.6       | 73.53      | 83.4       | 73.45      | 73.3       | 73.39      | 73.2       |
| LR            |                | 78.54                | 78.5                 | 79.11     | 79.1       | 78.70      | 78.7       | 78.68      | 78.7       | 78.60      | 78.6       |
| MLP(ANN)      |                | 84.35                | 84.4                 | 86.41     | 86.4       | 86.06      | 86.1       | 87.11      | 87.1       | 87.03      | 87.0       |
| SVM           |                | 74.21                | 74.2                 | 74.82     | 74.8       | 73.91      | 73.9       | 74.65      | 74.7       | 74.42      | 74.4       |
| ADTree        |                | 79.91                | 79.9                 | 79.36     | 79.4       | 79.33      | 79.3       | 79.48      | 79.5       | 79.31      | 79.3       |
| C&RT          |                | 80.12                | 80.1                 | 80.34     | 80.3       | 80.24      | 80.2       | 80.47      | 80.5       | 80.42      | 80.4       |
| QUEST         |                | 73.88                | 73.9                 | 73.91     | 73.9       | 73.55      | 73.6       | 73.94      | 73.7       | 73.75      | 73.8       |

In the second experiment, for all 66 attributes, the Z-score method (Equation (2)) of normalization was applied and these values were used for testing. In this experiment, Z-score was applied to the datasets used in Tables 7 and 8, and performance indicators ranged from 75% to 87% for each algorithm. In particular, regarding the Random Forest algorithm on the 10-fold CV dataset, the accuracy was 87.52%, F1-score 92.5%, recall 92.5%, and precision 92.8%, showing relatively good performance.

In the following experiments, 36 attributes, including brainwave information such as delta (δ) and theta (θ), which are highly associated with EEG-based stroke analysis and previous experiments, were normalized with Z-score methods and subsequently tested. In this experiment, performance indicators ranged from 72 to 85% for each algorithm. Similar to the previous experiment, regarding the Random Forest algorithm on the 20-fold CV dataset, the accuracy of 86.15%, F1-score 86.1%, recall 86.2%, and precision 86.2% were confirmed. On the other hand, regarding the SVM algorithm on the 5-fold CV dataset, the accuracy was 72.07%, F1-score 72.1%, recall 72.0%, and precision 72.3%. Compared to the
first experiment using the relative value, the overall performance index was lowered by 2%, but it was a meaningful experiment that could confirm relatively good performance index with only 36 of the 66 attributes.

Table 8. Recall and Precision (%) for each algorithm using EEG relative values.

| Methods     | Data Sets        | Recall | Prec. | Recall | Prec. | Recall | Prec. | Recall | Prec. | Recall | Prec. | Recall | Prec. |
|-------------|------------------|--------|-------|--------|-------|--------|-------|--------|-------|--------|-------|--------|-------|
| RandomForest| Train (67)/Test (33) | 89.2   | 89.2  | 89.8   | 89.8  | 89.7   | 89.9  | 90.5   | 90.6  | 90.1   | 90.3  |
| C4.5 DT     | Train (80)/Test (20) | 81.4   | 81.4  | 83.6   | 83.6  | 82.5   | 82.6  | 82.9   | 83.0  | 82.4   | 82.6  |
| C5.0 DT     | 5-Fold CV         | 77.0   | 77.4  | 78.8   | 78.9  | 77.7   | 77.7  | 78.6   | 78.9  | 78.8   | 78.9  |
| Naive Bayes | 10-Fold CV        | 73.0   | 73.5  | 73.7   | 74.3  | 73.5   | 74.2  | 73.4   | 74.1  | 73.4   | 74.0  |
| LR          | 20-Fold CV        | 78.5   | 78.5  | 79.1   | 79.1  | 78.7   | 78.7  | 78.7   | 78.7  | 78.6   | 78.6  |
| MLP(ANN)    | 84.4              | 84.4   | 86.4  | 86.5   | 86.1  | 86.1   | 87.1  | 87.1   | 86.9  | 87.1   |       |
| SVM         | 74.0              | 74.6   | 74.6  | 74.9   | 73.7  | 74.3   | 74.5  | 74.8   | 74.2  | 74.6   |       |
| ADTree      | 79.9              | 80.0   | 79.2  | 79.5   | 79.2  | 79.4   | 79.5  | 79.6   | 79.1  | 79.4   |       |
| C&R      | 80.1              | 80.1   | 80.3  | 80.3   | 80.2  | 80.3   | 80.5  | 80.6   | 80.4  | 80.5   |       |
| QUEST       | 73.9              | 73.9   | 73.9  | 73.9   | 73.4  | 73.7   | 73.8  | 73.9   | 73.5  | 73.9   |       |

In the final experiment of this section, we tested 15 optimal sets of attributes using Equation (1) in relative values: Fz(α), Fz(β), Fz(γ), Fz(IDAR), T7(θ), T7(α), T7(γ), C1(θ), Oz(β), Oz(γ), C2(β), C2(γ), C2(Low_β), T8(θ), and T8(γ). We conducted an experiment and analysis of predictive accuracy by algorithm (see Table 3). In this experiment, performance indicators ranged from 74 to 88% for each algorithm. In particular, when applying the Random Forest algorithm to the 20-fold CV dataset, the accuracy was 88.12%, F1-score 88.1%, recall 88.1%, and precision 88.6%. With the C4.5 DT algorithm, the performance of accuracy was 85.6%, F1-score 85.7%, recall 83.8%, and precision 87.7%. Compared to the previous experiment, the overall performance index was lower, but it was an experiment that could gain the advantage of enabling semantic interpretation of decision trees. These semantic interpretations and in-depth analysis are described in Section 4.4.

4.4. An In-Depth Analysis Based on the Power and Relative Features of EEG

In this section, we conduct a semantic analysis of stroke disease in the elderly using the power value of EEG based on the C4.5 algorithm among decision trees, a representative classification and prediction model of machine learning. In the first experiment, as a semantic analysis of the rules on predicting stroke conditions in older people, we randomly extracted and learned the power values of 2352 sets of data from both normal elderly and stroke patients, and we conducted testing with 588 data sets for normal elderly and stroke patients who did not participate in the learning. This section describes the experimental results of the C4.5 DT algorithm in the fourth experiment based on Equation (1) in Section 4.3.1. In the C4.5 DT algorithm, when 80% of train data and 20% of test data were applied, satisfactory prediction accuracy (86.39%), and stable performance of 86.4% for recall and precision was confirmed. Figure 5 shows a decision tree for predicting stroke conditions in the elderly with only eight attributes by applying the power value as CFS. In the construction of the decision trees, we showed that only eight of the 66 power value attributes defined by the system can be used to accurately classify and predict normal elderly and stroke patients. Here, the number in the leaf node is the corresponding class by learning data, which means the exact number of predictions and the number of incorrect predictions. Fourteen rules can be obtained from Figure 5. Summarizing Figure 5, the Fz channel values from the power values are analyzed as the main attributes. This was analyzed and confirmed by experiments indicating that the precursors for stroke disease
in older people were significant in the frontal lobe of the brain. Further, as shown in previous studies, attribute values such as θ_to_β(θ/β), PRI(δ + θ)/(α + β), and theta (θ) are well identifiable and predictable for the characteristics of stroke patient brain waves.

Figure 5. The C4.5 decision tree for elderly stroke prediction and monitoring based on power value (14 rules).

Figure 6 shows the experimental results of extracting eight attributes from the power values through the CFS and applying 10-fold CV. When compared to Figure 5, these experimental results suggest that stroke precursors in older people can be accurately predicted and determined by only seven rules. We showed the improvement in the prediction accuracy of stroke disease to 86.96%. A detailed interpretation of the seven rules in Figure 6 is presented in Table 9.

A comprehensive analysis of Figure 6 and Table 9 above yields that the PRI(δ + θ)/(α + β) values in the frontal lobe are the most important attribute for classifying stroke brain signals, and that θ values are also used as important attributes.

The second experiment is the same as the first experimental scenario, and we proceed with relative values instead of power values. In other words, both experiments were conducted by dividing the data into 80% for the learning data and 20% for the test data, in Section 4.3.2, which achieve stable performances of 83.8% and 87.7%, respectively, in prediction accuracy (85.6%), along with reproducibility and precision. The performance indicators, including prediction accuracy, were slightly lower than those of the experiments with power values, but they were identified when relative values were used, and none
of the key attributes of power values were present. Figure 7 shows a decision tree for predicting stroke conditions in the elderly with only 15 attributes by applying the relative value as CPS. Experiments have shown that in the construction of decision trees, only 15 of the 66 relative value attributes defined by the system can accurately predict stroke precursors for normal and stroke elderly. Seventeen rules can be obtained from Figure 7.

Table 9. The rules for elderly stroke prediction with only eight features of 10-fold CV (Figure 6).

| Rules | The Rule and In-Depth Analysis |
|-------|--------------------------------|
| 1     | IF Fz_PRI ≤ 102.4606 then Stroke. |
| 2     | IF Fz_PRI > 102.4606 and Fz_Theta ≤ 0.000039 and Fz_PRI ≤ 2526416.637 and C1_DAR ≤ 84.787 then Normal. |
| 3     | IF Fz_PRI > 102.4606 and Fz_Theta ≤ 0.000039 and Fz_PRI ≤ 2526416.637 and C1_DAR > 84.787 then Stroke. |
| 4     | IF Fz_PRI > 102.4606 and Fz_Theta ≤ 0.000039 and Fz_PRI > 2526416.637 and T7_PRI ≤ 4.483 then Normal. |
| 5     | IF Fz_PRI > 102.4606 and Fz_Theta ≤ 0.000039 and Fz_PRI ≤ 2836110.757 then Normal. |
| 6     | IF Fz_PRI > 102.4606 and Fz_Theta ≤ 0.000039 and Fz_PRI > 2836110.757 then Stroke. |
| 7     | IF Fz_PRI > 102.4606 and Fz_Theta > 0.000039 then Stroke. |

Figure 7. The C4.5 decision tree for elderly stroke prediction and monitoring based on relative value (17 rules).

Figure 8 shows the experimental results of extracting 15 key attributes via CFS from the relative values and applying 10-fold CV. These experimental results indicate that relative values can accurately predict and determine stroke precursors in older people with only 13 rules, as compared to the results illustrated in Figure 8. The predicted accuracy of stroke disease was 84.5%. By reducing and simplifying from 17 rules to 13 rules, the development and implementation of stroke monitoring systems for the elderly can help.

In a comprehensive analysis of the experiments using relative value, the properties of Fz channels corresponding to the frontal lobe, as shown in power values, are considered to be important properties for predicting stroke precursors in older people. However, the relative value data confirmed that the alpha (α) property of the Fz channel, which was not used in deep analysis using power values, was a significant value for determining and predicting the precursor symptoms of stroke. Further, through an in-depth analysis using relative value, we experimentally validate that not only Fz, but also attribute values for measurement positions such as T8, C2, and T7, are meaningful. Specifically, the analysis based on attributes extracted from relative value showed that $\theta \to \beta (\theta / \beta)$ and $\operatorname{PRI}(\delta + \theta) / (\alpha + \beta)$ utilized in experiments employing power value were not used. As a
result, the experimental and in-depth analysis results showed that the entire portion of the brainwave measurement location is evenly utilized in the prediction of stroke precursors in older people using the attribute value of relative value.

Figure 8. The C4.5 decision tree learning eight features of relative value with 10-fold CV (13 rules).

5. Conclusions

We propose a new health monitoring system that detects and predicts the precursor symptoms of stroke diseases with the attribute information of power and relative values from raw data in the form of brain waves collected during elderly walking. Further, the prediction and analysis model in machine-learning attempts to analyze the results of real-time predictions and experiments of stroke disease in older people. In addition, to generalize machine-learning-based predictive models, the measurement positions are diversified to extract raw spectra, raw spectrum, alpha (α), beta (β), gamma (γ), delta (δ), and theta (θ) values from six channels (Fz, Oz, T7, T8, C1, and C2) as well as low β and high β. By extracting additional ratio values between θ and β, 66 new attributes were ultimately discovered and tested. Above all, the health monitoring system in this study can detect and predict the precursors of stroke, a fatal disease for elderly people, in real time, thus providing accurate prediction results in a system that can be implemented at a low cost. This is an important experimental result that can detect the possibility of an outbreak of stroke disease early and provide scientific rules that can interpret it. As a result, the system in this study has great advantages, as it can provide in-depth analysis information useful for older patients, particularly about everyday activities such as walking. Thus, the proposed system and experimental results in this paper imply that they are meaningful findings that can reduce the aftereffects of stroke as well as social and economic losses.

In the future, research on stroke and other important diseases in the elderly should be conducted based on various real-time biological signals such as ECG and EMG as well as EEG. We will also study the prediction of precursors and outbreaks by disease and conduct in-depth analyses. We believe this will be a significant step toward developing more reliable and clinically useful health and disease prediction methods such as cancer and heart disease for the elderly through multimodal studies combining various vital signals, individual-specific electronic medical recording (EMR) data, and image information such as CT and MRI information.
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