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Abstract

Strong light–matter coupling can form hybrid states at new energy levels that share properties of both light and matter. This principle offers new routes to control material functions without modifying the chemical structure of molecules. In this work, we coupled ambipolar semiconducting thin films to a Fabry–Perot cavity and investigated effects on charge transport. By constructing thin-film transistors inside optical cavities, we could simultaneously study coupling features and charge transport in the same samples. The cavity resonance was detuned by controlling the thickness of the top spacer layer in the cavity. We found no significant influence on charge transport for our systems, which may be related to insufficiently strong coupling. Possible additional origins and future directions are also discussed.

Introduction

Placing molecules in confined optical fields in terms of both space and energy can alter the energy levels of the molecules via strong coupling between molecular resonances and optical resonances.1–6 The new hybrid polariton states show part-light and part-matter nature, accompanied by the possibility for intriguing phenomena such as low-threshold polariton lasing,7,8 high harmonic generation9,10 and Bose–Einstein condensation.11,12 Strong coupling has also been reported to directly affect the material properties of molecular systems, including chemical reactivity,13–17 long-range energy transfer,18–21 and work functions.22 Furthermore, ultrafast microscopy studies demonstrated long-range exciton-polariton transport over several microns for an organic material strongly coupled to a Fabry–Perot cavity.23 This cavity-enhanced exciton transport was supported by theoretical studies.24,25 Theoretical reports also proposed that the formation of hybrid polariton states can affect charge transport, either by opening an additional transport channel contributing to electrical current,26 or by delocalizing not only the polaritonic states but also the electronic states in the conduction27 and valence bands,28 thereby overcoming limitations due to molecular disorder. Excitingly, such coupling-induced enhancements of charge transport were experimentally reported in both n-type27 and p-type28 organic semiconductors strongly coupled to plasmonic nanohole arrays. For other systems, researchers did not observe conductivity enhancement upon strong coupling, including for ambipolar semiconducting polymers coupled with a plasmonic surface lattice resonance29 and carbon nanotubes,30 p-type31 or ambipolar32 polymers coupled with cavity resonances. Thus, the conditions required for coupling processes to affect charge transport remain elusive.

In this paper, we investigate charge transport in ambipolar organic thin-film transistors coupled to a Fabry–Perot cavity (Fig. 1). The ambipolar characteristics enabled investigation of both electron and hole transport. Furthermore, the device configuration allowed for both optical and electrical measurements on the same system before (coupling off) and after completing the cavity (coupling on). Completing the cavity led to the formation of three-fold polariton states originating from coupling between two exciton resonances and one cavity resonance. We found only negligible changes in electron and hole transport upon coupling the ambipolar transistors to the optical cavity. We discuss possible explanations to the findings based on Hopfield coefficient analysis and anticrossing in experimental and simulated data.

Results and discussion

Metal-free phthalocyanine (H₂Pc) was utilized in this study as a balanced ambipolar semiconducting molecule with decent oscillator strength (Fig. 1a).33,34 Since H₂Pc has two exciton resonances (hω₁ for the lower energy exciton and hω₂ for the higher energy exciton), we expect three-fold exciton-polariton
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branches ($\hbar\omega_{\text{UP}}$ for the upper polariton, $\hbar\omega_{\text{MP}}$ for the middle polariton and $\hbar\omega_{\text{LP}}$ for the lower polariton) when strongly coupled with a cavity resonance ($\hbar\omega_{\text{cav}}$) (Fig. 1b). Transistor-in-cavity structures were constructed as illustrated in Fig. 1c. The aluminum layer at the bottom acts both as the bottom gate electrode of the transistor and as the bottom mirror of the Fabry–Perot cavity. An electrochemically-grown aluminum oxide (Al$_2$O$_3$) layer and a thermally-evaporated tetratetracontane (TTC) layer were used as transistor gate insulator (with capacitance of approx. 60 nF cm$^{-2}$) and as a bottom spacer layer of the optical cavity. The TTC layer also helps to passivate electron traps on the oxide surface, which is essential for the ambipolarity. On top of these layers, we applied H$_2$Pc as the active layer, followed by definition of silver source and drain electrodes. To complete the optical cavity, we used parylene–N (Par–N) as a top spacer layer and a silver layer as top mirror. We tuned the cavity length (i.e. the optical path length between the bottom and top mirrors) and corresponding cavity resonance via the thickness of the Par–N layer (see Fig. S1 in ESI† for thickness optimization). Fig. 1d illustrates a top view of the final multi-layered structure. Optical and electrical measurement areas were close to each other on the same sample, and the optical microscopy image of the electrical measurement area reveals uniform layers with well-defined layer edges (Fig. 1d).

We determined the optical absorption ($A$) of the samples via $A = 1 - R$, where $R$ is the reflection of the sample when illuminated from the top by normal incident light. The absorption spectra of H$_2$Pc inside a cavity with 240 nm of Par–N clearly shows three peaks corresponding to the three-fold polariton states ($\hbar\omega_{\text{UP}}, \hbar\omega_{\text{MP}}, \hbar\omega_{\text{LP}}$) (Fig. 2a). These peaks are differently positioned compared to the original exciton resonances ($\hbar\omega_{\text{ex1}} \approx 1.76$ and $\hbar\omega_{\text{ex2}} \approx 1.95$ eV), as shown in the extinction spectrum of H$_2$Pc without cavity coupling. The cavity resonance could be detuned by changing the Par–N thickness, as shown in Fig. 2b. We used the 2nd order cavity resonance throughout this work to enable detuning without concern of electrical leakage, as would have been an issue for the 1st order resonance due to too thin top spacer layers. For 270 nm of Par–N (red solid line), both the 2nd and 3rd order cavity mode resonances (the leftmost and rightmost peaks, respectively) are located far from $\hbar\omega_{\text{ex1}}$ and $\hbar\omega_{\text{ex2}}$ (indicated by vertical dashed lines), leaving the exciton peaks almost unaffected from their non-coupled positions. As the Par–N thickness decreases, both cavity resonances blue-shift to higher energies. When the 2nd order resonance enters the region of the exciton resonances, three absorption peaks appear at energies that do not overlap with the original exciton resonances. This result indicates the formation of three-fold polariton states. The
experimentally observed spectral features, including the exciton and cavity resonances and their coupling, were successfully reproduced by finite-difference time-domain (FDTD) simulations (Fig. 2c). Fig. 2d presents anticrossing plots obtained by extracting the peak positions from Fig. 2b and 2c. The x-axis represents the non-coupled 2nd order cavity resonance, as determined using the positions of the non-coupled 3rd order resonance for each thickness (see Fig. S2 in ESI†). The results clearly show anticrossing behaviour and gradual formation of three polariton branches as the cavity resonance is tuned to the exciton resonances.

To study possible effects of coupling on charge transport, we performed electrical measurements on transistors on the same samples as investigated optically above. We carried out two sets of measurements for each device: one before deposition of the top silver mirror (i.e. ‘without top mirror’) and one after deposition of the top mirror (i.e. ‘with top mirror’). This allowed us to determine the characteristics of the same transistors with and without cavity coupling. Fig. 3 presents the transfer curves in p-type (left column) and n-type (middle column) operation modes. For p-type operation, we used a drain–source voltage ($V_{ds}$) of −10 V while $V_{ds}$ was set to 10 V for n-type operation. The gate-source current ($I_{gs}$) could be maintained at least one order of magnitude lower than the drain–source current ($I_{ds}$) during the whole measurements. Together with decent $I_{ds}$ on–off ratio (~10^4 for p-type and ~10^3 for n-type operation), this indicates robust transistor operations. Regardless of Par–N thickness and corresponding cavity resonance, we found no significant differences in transfer characteristics before (dashed lines) and after (solid lines) adding the cavity top mirrors.

We calculated the charge carrier mobilities from the transfer curves, assuming that the transistors work in the linear regime. As shown in the right column of Fig. 3, neither electron nor hole mobility showed noticeable enhancements or reductions after the completion of the cavities. The plots indicate a small mobility increase for the completed cavities in many cases, but these changes fall within the standard deviation when averaging over 3–5 devices on each sample.

The fact that adding the top mirrors did not clearly affect the transistors’ charge transport performance may be related to different factors, including the details of the coupling process between the cavity and the molecules. In order to investigate the coupling strength and to understand how each polariton branch is constituted, we employ the Hamiltonian of the coupled system,^{13,17,18}

$$\hat{H} = \begin{pmatrix}
\hbar \omega_{cav} - \frac{h \gamma_{cav}}{2} & g_{ex1} & g_{ex2} \\
g_{ex1} & \hbar \omega_{ex1} - \frac{h \gamma_{ex1}}{2} & 0 \\
g_{ex2} & 0 & \hbar \omega_{ex2} - \frac{h \gamma_{ex2}}{2}
\end{pmatrix}$$ (1)

where $h \omega_{cav}$, $h \omega_{ex1}$ and $h \omega_{ex2}$ are the linewidths of the cavity, lower energy exciton and higher energy exciton, respectively. $g_{ex1}$ is the coupling strength between the cavity and the lower energy exciton while $g_{ex2}$ is the coupling strength between the cavity and the higher energy exciton. The linewidths and resonance energies of the cavity and excitons were extracted from the absorption and extinction spectra for both experiments and simulations (see ESI† for the decomposition of the exciton peaks). Based on those values, we could determine the coupling strengths by diagonalizing the matrix numerically for best fit to the polariton peak positions (Table 1). The polariton eigenenergies ($\hbar \omega_{LP}$, $\hbar \omega_{MP}$ and $\hbar \omega_{UP}$) and eigenvectors (LP, MP and UP) of the coupled systems with determined coupling strengths could then be obtained using the following relation:

$$\hat{H} (LP \ MP \ UP) = (LP \ MP \ UP) \begin{pmatrix}
h \omega_{LP} & 0 & 0 \\
0 & h \omega_{MP} & 0 \\
0 & 0 & h \omega_{UP}
\end{pmatrix}$$ (2)

![Fig. 2](image-url) (a) Absorption spectrum for a device with H$_2$Pc in a cavity with Par–N thickness of 240 nm and extinction spectrum for the H$_2$Pc without cavity coupling. (b) Measured and (c) simulated absorption spectra for devices with H$_2$Pc in cavities of different Par–N thicknesses. (d) Anticrossing plot constructed using the peak positions in (b) and (c).
The Hopfield coefficients represent how each polariton branch is intermixed between the original cavity and the two exciton contributions. They are plotted as a function of cavity resonance in Fig. 4b and d for the three polariton branches. For both experiments (Fig. 4b) and simulations (Fig. 4d), all polariton branches have nonzero contributions from all three original resonances. Furthermore, the middle polariton branch, particularly in the experiments, possesses fairly balanced intermixing approaching 33% fraction of each original resonance near zero detuning. The formation of intermixed polariton states opens up the possibility that the electronic structure of the molecules may be modified from the non-coupled molecules. On the other hand, the electrical measurements suggest that the coupling did not affect the factors that determines the charge transport in our transistors. One reason for obtaining the same electrical transport properties with and without the top mirrors could be that the coupling between the molecules and the cavity is not sufficiently strong. To identify a system as being in the strong coupling regime, it is common to require the coupling-induced splitting to be larger than the widths of the original resonance.

Table 1  Splitting energies and fit parameters used in the numerical fit

|                  | Exp  | Sim  |
|------------------|------|------|
| $\hbar \Omega_{\text{LP-LP}}$ (meV) | 360  | 454  |
| $\hbar \Omega_{\text{LP-MP}}$ (meV) | 238  | 272  |
| $\hbar \Omega_{\text{MP-LP}}$ (meV) | 122  | 182  |
| $\hbar \gamma_{\text{cav}}$ (meV)  | 152  | 105  |
| $\hbar \gamma_{\text{exc1}}$ (meV) | 213  | 264  |
| $\hbar \gamma_{\text{exc2}}$ (meV) | 380  | 276  |
| $g_{\text{cav}}$ (meV) | 380  | 276  |
| $g_{\text{exc1}}$ (meV) | 76   | 122  |
| $g_{\text{exc2}}$ (meV) | 146  | 174  |

Fig. 3  Transfer curves in p-type and n-type operation modes for the transistors with and without top mirror (left panel). The different rows correspond to different Par-N thicknesses, as indicated in the figure. Hole and electron mobility values extracted from the transfer curves (right panels). Error bars represent the standard deviation of the mobility values for multiple devices.
peaks. Based on the values presented in Table 1, the splitting between the outermost polariton branches $\hbar \Omega_{\text{UP-LP}}$ seemingly satisfies this criteria. However, for a three-fold polariton system, the energy difference between the upper and lower polaritons will never be smaller than the difference between the original exciton resonances ($190 \text{ meV}$ for our system). Hence, $\hbar \Omega_{\text{UP-LP}}$ may not on its own be sufficient to judge in which coupling regime the system is. If we instead investigate the splittings that involve the middle polariton branch, we note that the strong coupling criteria ($\hbar \Omega > (\hbar \gamma_{\text{cav}} + \hbar \gamma_{\text{exc2}})/2$) are not always satisfied. For example, $\hbar \Omega_{\text{MP-LP}}$ is slightly smaller than ($\hbar \gamma_{\text{cav}} + \hbar \gamma_{\text{exc1}})/2$ or ($\hbar \gamma_{\text{cav}} + \hbar \gamma_{\text{exc2}})/2$ for the simulated results, and considerably smaller for the experimental results. This implies that the system may be only near the border to the strong coupling regime. It is possible that the requirements for the coupling to influence transport properties include stronger coupling strengths for our type of systems.

Enhancement in electrical conductivity was observed upon strong coupling to plasmonic nanohole arrays but to our knowledge not (yet) to Fabry–Perot cavities. We note in that respect that normal incident Fabry–Perot modes have zero in-plane momentum whereas plasmonic nanohole modes provide non-zero in-plane momentum. This intrinsic difference between the two types of cavities could influence their ability to affect charge transport upon strong coupling. On the other hand, the choice of normal incidence for the optical investigation of the Fabry–Perot cavities was experimentally convenient but the electrical measurements are made in the dark without any well-defined angle. Hence, it is relevant to discuss polaritonic states coupled to Fabry–Perot modes also at other angles than normal incidence, which have non-zero in-plane momentum. Simulations at different incident angles for cavities with the same resonances as in the experiments illustrate the dispersive nature of the polariton branches and show clear anticrossing features (Fig. 5, see Fig. S4 (ESI†) for the raw spectra). In agreement with the Hopfield analysis above, zero detuning for normal incidence occurs for thickness between 230 nm (corresponding resonance $\sim 1.95 \text{ eV}$) and 250 nm (corresponding resonance $\sim 1.85 \text{ eV}$). As the thickness of Par-N increases, the cavities become detuned at normal incidence and instead achieve zero detuning at larger incidence angles, which can be identified from the minimum splitting between the upper and lower polariton branches (the vertical black lines in the lower panels of Fig. 5). The angle at zero detuning increases to around $55^\circ$ for the thickest cavity (300 nm), albeit with smaller minimum splitting and coupling strength compared with those of the thinner cavities. These results imply that polariton states with non-zero in-plane momenta are present in the cavities, and for thicker Par-N they also correspond to zero detuning. Considering that our charge transport measurements showed no effect for either thin or thick samples (Fig. 3), we can therefore not attribute the lack of enhanced charge transport to the lack of modes with in-plane momenta.

It should also be pointed out that the observed splitting stems from the coupling with the whole ensemble of molecules inside the cavity while the electrical transport characteristics originate from the accumulation region at the semiconductor–gate insulator interface of the transistors, where the charge transport takes place (see Fig. 1c). Because of non-uniform optical field distribution across the cavity, there is a risk that the molecules in the transistor responsible for charge transport are not strongly coupled at zero detuning even when the total cavity shows sufficiently large splitting values. In this respect, it is important to find the “Goldilocks zone” where the molecules at the interface are strongly coupled, by optimizing the position of the transistor accumulation region within the cavity and sweeping the cavity length. Furthermore, although thicker layers can provide larger splittings (scaling with the square root of the number of molecules involved in the coupling

![Fig. 4](imageurl) (a) Numerical curve fits using eqn (1) and (2) to the experimental data. (b) Hopfield coefficients for cavity and exciton contributions to UP (left panels), MP (middle panels), and LP (right panels) states as a function of cavity resonance. (c and d) Results corresponding to (a and b) for simulated data.
process),\textsuperscript{39} we intentionally kept the $\text{H}_2\text{Pc}$ layer relatively thin (\textasciitilde30 nm) to maintain fairly uniform optical field across this layer. Even thinner layers would result in yet smaller splittings and less strong coupling, as confirmed by FDTD simulations (see Fig. S5 and Table S1 in ESI†). All things considered, it is still not beyond doubt that the molecules at the interface for our system are truly in the strong coupling regime. Future work may avoid such ambiguity using ultrathin layers of molecules with larger oscillator strengths.

The intrinsic (non-coupled) electrical transport properties may also influence the likelihood of enhancing transport properties upon strong coupling. For our system, the electron and hole mobilities are on the order of $10^{-3}$ cm$^2$ V$^{-1}$ s$^{-1}$ and $10^{-2}$ cm$^2$ V$^{-1}$ s$^{-1}$, respectively. These values are relatively high and it may be easier to obtain clear enhancements for systems with lower intrinsic mobilities.\textsuperscript{40} Additionally, considering the polycrystalline nature of phthalocyanine thin films,\textsuperscript{36} we cannot rule out possible local enhancement effects within grains yet that are not observable due to transport across grain boundaries being the main limiting factor to the measured currents. However, in that respect we note that previous studies reporting enhanced conductivity upon strong coupling also utilized organic semiconductors known to form polycrystalline films, and with similar charge carrier mobilities.\textsuperscript{27,28} We further note that the exciton-polaritons in our system carry no net charge, because they originate from excitons consisting of one negatively charged electron and one positively charged hole. Future work may investigate charge transport also for polaritons composed of quasiparticles with nonzero net charge, such as polaron-polaritons\textsuperscript{41,42} or trion-polaritons,\textsuperscript{38,43} which can readily drift under applied external electric fields.

Conclusions

In summary, we report optical coupling between ambipolar semiconducting organic molecules and a Fabry–Perot cavity, and study its direct effect on charge transport using transistor-in-cavity structures. Although the strong coupling criteria were not clearly satisfied, the formation of hybrid polariton states with moderate splitting and anticrossing indicates that the system is at least near the border of strong coupling. Furthermore, Hopfield coefficients demonstrated that the intermixed polariton states are composed of balanced contributions from all three original resonances. Charge transport studies showed no clear effects of coupling on the electron and hole charge carrier mobilities, and we discussed possible reasons for these results.
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