Contribution of agriculture, forestry, and other land use to climatic phenomena through GHG emissions in Burundi. Empirical evidence from the ARDL approach
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Abstract

In a world where we live in a climatic hazard disaster, understanding human activities' impact on the environment becomes crucial, especially for developing countries. This study addresses this issue through the prism of carbon dioxide emissions (CO₂) by examining how the growth of agricultural, forestry, and other land-use activities affects the environment. This study examines the long-term relationship between CO₂ emissions and agriculture, forestry, and other land use by introducing other explanatory variables such as income per capita and population for 1970-2016. The econometric analysis results confirm a positive long-term relationship between CO₂ emissions and agriculture, forestry, and other land use. The Granger causality tests show that this relationship's direction goes from agriculture, forestry, and other land use to CO₂ emissions. For a developing country like Burundi, it is the growth of agricultural, forestry, and other land-use activities that determine GHG emissions level and not the other way around. Moreover, the ARDL model results adopted in this study validate our hypothesis, which assumes that Burundi has not yet reached its turning point in CO₂ emissions due to economic growth. A low-carbon policy in favor of the
environment can be implemented, and this cannot risk any negative repercussions on economic growth.
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1. Introduction

Over the centuries, humanity has constantly faced the rise in earth temperature challenges in the short and long term. Our society, which aims for efficiency, productivity, and optimization, has no more control than expected over the climate's impacts [1]. This efficient, productive, and optimized society can be significantly disrupted by natural climate variability. Nevertheless, this activity contributes to aggravate its vulnerability by adding massively to the atmosphere of greenhouse gases which have already started to disturb significantly a climate that has been in equilibrium for more than 10,000 years[2]. During these 10,000 years, the amount of GHGs present in our atmosphere was relatively constant and allowed the Earth to maintain a relatively stable climate (Figure 1). These gases' concentration began to rise with the advent of industrialization, increased demand for energy, population growth, and land-use changes [3].

Figure 1: GHGs concentration over the century (EPA.Gov, 2020)

Scientists and researchers have confirmed human activities' role in these changes [4, 5, 6]. Humanity has increased its needs by continuing natural resources[7]. These activities' induced effects accentuate the natural greenhouse effect and raise the Earth's surface's average temperature [8]. The weather rose to a higher level in 2020, about 14.9°C, 1.2°C, above the pre-industrial (1850-1900) level (Figure 2). This phenomenon, known as global warming, affects rainfall and other atmospheric and climatic phenomena,
endangering human, animal, and plant life due to the potentially catastrophic consequences of climate change[9, 10].

![Global surface temperature](image.png)

Figure 2: Annual mean surface air temperature, NASA 2020

Preparations are being made to combat these inevitable effects, and new means are being explored to reduce the gas emissions that are the cause. Zhang and Dong [11] have affirmed that a cleaner green technology and changing consumer habits would reduce harmful emissions and stem global warming. It is too late to avoid some severe climate change incidents in some developing countries[12]. Known as the least developed continent globally, Africa appears to be one of the most vulnerable continents to climate change. However, it is less responsible for the ozone layer's degradation than other continents[13]. Besada and Werner[14] have demonstrated that a third of the continent's population already lives in areas of drought. Further, Connolly-Boutin and Smit [15]' research affirmed that an additional 75 to 250 million people could lose their livelihoods due to climate change by the end of the next decade.

One of the consequences that we think of first when we talk about Africa's global warming is the rise in sea levels, with its harmful effects on low-lying coastal areas (floods, vulnerability to storms)[16]. Climate changes such as rising temperatures, reduced water supplies, loss of biodiversity, and ecosystems' degradation have manifested agriculture effects. Current projections suggest that agricultural production's potential will decline in parts of Africa subject to severe climate crises[17]. Warming of around two degrees
Celsius would lead to a 10% reduction in total crop yield in sub-Saharan Africa by 2050[18]. It will pose a new threat to the roughly 65% of African workers whose livelihoods depend on agriculture[19].

Agricultural activities, like other sectors, are the source of air pollutant emissions[Figure 3, [20]. The farm sector mainly contributes to releases of ammonia and greenhouse gases, which impact the climate[21]. The GHG emissions in Africa are caused by deforestation, soil impoverishment, and erosion, which, in addition to undermining traditional agriculture, releases significant amounts of carbon[22].
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Figure 3: Greenhouse gas (GHG) emission sources GHG emission sources SSA

Reports and conferences have been made on the causes and impacts of climate change on this continent and various African countries’ adaptation capacities[23]. The continent remains vulnerable to climatic variability because of its multiple political stresses it knew and its ability to respond that remains weak[24]. The Horn of Africa's arid coasts to East Africa’s rainforests are among the most vulnerable of the continent, where rainfall is 200% or more than usual during the rainy season[25]. Heavy rains recorded have caused floods, landslides, and damage to infrastructure and livelihoods in Burundi, Kenya, Ethiopia, Rwanda, Somalia, and Tanzania. Burundi, the water levels of Lake Tanganyika are the highest since 1964(latawama.org).
1.1. A brief history of AFOLU in Burundi

The relationship between agricultural practices and environmental conditions has raised great interest as long as it is the primary source of life for humans[26]. According to the data compiled by moody's analytics data, Burundi's agricultural sector employs more than 90% of the working population and contributes more than 40% of the GDP. It provides the country with more than 90% of foreign exchange earnings and provides 95% of food intake. Nevertheless, this sector is characterized by subsistence agriculture essentially dominated by food crops that occupy 90% of the land cultivated by about 1.2 million rural families, each less than one hectare of land and whose production is mainly self-consumed by households. Livestock, mainly of the extensive type, enter the gross domestic product for only 5% and continuously decline because of the decrease in grazing areas. The natural and artificial forests occupy about 200,000 hectares. They are devoted to protecting the land heritage against erosion, regulating hydrological systems, wildlife conservation, and the provision of firewood, construction, and timber.

1.2. AFOLU and GHG emissions

Taking agricultural practices in the greenhouse gas balance faces uncertainty sources. Pradhan and Limmeechokchai [27] reported that the GHG emission from Thailand agricultural sector in 2015 was estimated to be 45.3 MtCO₂eq and projected to reach 51.2 MtCO₂eq in 2030 and 63.6 MtCO₂eq in 2050. These agricultural GHGs emissions originate from soil management, enteric fermentation, energy use, and manure management[28]. In descending order of magnitude, methane (CH₄), nitrous oxide(N₂O), and carbon dioxide(CO₂) are the primary GHGs related to AFOLU[20]. Almaraz et al. [29] have shown that biogenic emissions of NOx from agricultural areas are much higher than we used to believe. Natural processes produce this gas, but its production is enhanced by the leaching, volatilization, and runoff of nitrogen fertilizers and the decomposition of crop residues and animal wastes[30]. In the Auvergne-Rhône-Alpes region, in 2015, the agricultural sector was the source of primary fine particle emissions 6,100 tons, 37% of total particles in suspension, and 6% of carbon dioxide emissions of nitrogen NOx (Cadastre of Atmo -Auvergne-Rhône-Alpes emissions 2017 version).
The investigation of HUANG *et al.*[31] on NH3 emissions from agriculture in Jiangsu Province, which used the emissions factor method, the NH3 emissions from agriculture were mainly contributed by livestock and nitrogen fertilizer application. Livestock produces about 40 percent of the world's gas emissions, mineral fertilizers 16 percent, and biomass combustion and crop residues about 18 percent [32, 33]. Ammonia is one of the leading causes of acid rain, which damages trees, acidifies soils, lakes, and rivers, and damages biodiversity [34]. Further, Xu *et al.* [35] have incorporated the Bi-NH3 module into the process-based Dynamic Land Ecosystem Model to estimate NH3 emission from agricultural systems in SA. The NH3 is expected to increase due to the increase in population needs.

YUE and GAO[36] have compared the global annual GHG emissions from natural systems with those generated by human activity. Humans were accounted for about 90 percent of biomass combustion, mostly from deliberately ignited forest fires as part of the clearing and burning of pastures. Nevertheless, burning biomass to clear land for agriculture is also a common practice that produces CO2 and other local pollutants[36].

According to Singh and Singh [38], traditional agriculture threatens the environment and releases nitrous oxide, phosphorus, and heavy metals into the atmosphere. The conversion of peatlands to fields, deforestation, fertilizers, cultivation, and animal husbandry produce large amounts of emissions that affect the climate. The expansion of agriculture and animal husbandry has been identified as one of the leading causes of emissions from deforestation[38]. In agriculture, deforestation is carried out directly by transforming forests into agricultural areas[39]. Once the forest cover is removed, GHG is released into the atmosphere, and lands are exposed to erosion, loss of minerals and nutrients[40].

Even though the increasingly recognized importance of emissions from agriculture, forestry, and other land uses in Africa in the global carbon cycle, there is a lack of empirical study on GHG emissions of this sector. Burundi carries a risk of hurting its environment by exhausting goods supplied by AFOLU if there is a causal link between environment degradation by GHG emissions and AFOLU. It is argued that AFOLU activities lead to CO2 emission sources primarily from agriculture[41].
This paper investigates, therefore, whether there is such a relationship in Burundi. A study on GHGs sources is vital for the definition of public policy instruments. If the links between emissions and sinks are crucial at a given geographic scale, an effective policy will likely cover all sources and sinks to limit unknown effects on the climate. In the case of Burundi, CO₂ emissions are poorly documented. This article's contribution considers all the sources of agricultural emissions and the sources of CO₂ linked to climatic phenomena.

2. Econometric specifications and estimation methodology

This paper follows the methodology of studies carried out on the relationships between human activities and environmental pollution, which goes through what has come to be called 'the EHRLICH equation:

\[ I = PAT \] (1)

Where, \( I \): the total ecological impact, \( P \): population, \( A \): level of economic activity per capita (identified through production or consumption per capita), and \( T \): the vector of observed variables representing technology, social organization, and other all factors affecting human impact on the environment other than population and affluence.

This equation assumes a formulation (EHRLICH) that retains elasticity values (ecological elasticities).

\[ I = aP^bA^cT^d e \] (2)

Where \( e \), the random term (possibly including other explanatory variables); \( b, c, d \) the ecological elasticity values, respectively for \( P, A, \) and \( T \).

This model is tested according to a log-linear equation

\[ \ln I = a + b\ln P + c\ln A + d\ln T + e \] (3)
However, more recent work has given stochastic content to this equation, replacing T with a random term, allowing interesting statistical treatments. In addition to considering component T as an arbitrary term, it is possible to incorporate into the equation other variables supposed to explain the environmental impact.

By going through this modeling, our study attempts to clarify the factors responsible for environmental impacts (particularly CO2 emissions) by integrating AFOLU, population, and per capita income as explanatory variables to test the long-term relationship known as cointegration between CO2 emissions.

The following logarithmic form is proposed:

$$LCO_{2t} = \beta_0 + \beta_1 L(AFOLU) + \beta_2 L(POP) + \beta_3 L(GDPC) + \epsilon_t$$  \hspace{1cm} (4)

CO₂: carbon dioxide emissions estimated in kt, AFOLU: Agriculture, Forestry and others Land Use, POP: Population and GDPC: Income per habitant. Parameters $\beta_0$, $\beta_1$, $\beta_2$, and $\beta_3$ represent the long-term elasticity of CO₂ emissions with $L(AFOLU)$, $L(POP)$, $L(GDPC)$, respectively.

Cointegration suggests that a long-run equilibrium relationship links specific pairs of economic variables. While these variables may stray from equilibrium for some time, economic forces are expected to reset them. The most standard cointegration tests closely related to unit root tests have been proposed by Engle and Granger (1987). We should also mention the approach of Stock & Watson (1988), as well as the multivariate method of Johansen (1988) and developed by Johansen (1991). We opted for a different approach which is that of ARDL (Autoregressive distributed lag model), also called black box, introduced by Pesaran and Shin (1999) then developed by Pesaran, Shin, and Smith (2001). The ARDL modeling with the appropriate offsets will correct problems of correlation and endogeneity of the series. Another reason for using the ARDL approach is that it is more robust and performs better for small sample sizes than other cointegration techniques.
Our model Equation is transformed as follows:

\[
\Delta LCO2_t = \beta_0 + \sum_{i=1}^{p} \delta_i \Delta L(CO2)_{t-1} + \sum_{i=1}^{p} \gamma_i \Delta L(AFOLU)_{t-1} + \sum_{i=1}^{p} \omega_i \Delta L(POP)_{t-1} + \\
\sum_{i=1}^{p} \varphi_i \Delta L(GDPC)_{t-1} + \mu_{ECM_{t-1}} + U_t
\]

(5)

Where, \( \beta_0 \) is the drift component, and \( U_t \) the white noise. The terms with the summation signs represent the error correction model, while those with the \( \rho_t \) the coefficient represents the long-term relationship.

The verification of the cointegration relation is carried out on the Bounds Test. It consists of carrying out an F-test on the hypothesis \( \rho_1 = \rho_2 = \rho_3 = \rho_4 = 0 \) against the alternative hypothesis \( \rho_1 \neq \rho_2 \neq \rho_3 \neq \rho_4 \neq 0 \).

To choose an optimal delay for each variable, the ARDL method estimates \( (p + 1)^k \) regressions where \( p \) is the maximum number of lags and \( k \) the number of variables in the equation. The model can be chosen based on the Schwarz-Bayesian criteria (SBC) and the Akaike information criteria (AIC). The error correction model can then be estimated:

\[
\Delta LCO2_t = \beta_0 + \sum_{i=1}^{p} \delta_i \Delta L(CO2)_{t-1} + \sum_{i=1}^{p} \gamma_i \Delta L(AFOLU)_{t-1} + \sum_{i=1}^{p} \omega_i \Delta L(POP)_{t-1} + \\
\sum_{i=1}^{p} \varphi_i \Delta L(GDPC)_{t-1} + \mu_{ECM_{t-1}} + U_t
\]

(6)

The data used in this study are taken from the World Development Indicators database of the World Bank.

3. Empirical Results and Discussion

This study uses the Augmented Dickey-Fuller (ADF) and Phillips Perron (PP) stationarity tests to determine the series's integration order. Beforehand, it is necessary to ensure that no string is integrated of order two because the critical values provided by Pesaran et al.(2001) only concern integration levels of 0 and 1. The results of these tests are reported in Table 1. They indicate that all series are not stationary in level but stationary in the first difference. They are therefore integrated of order 1. AIC, SC, LR, and HQ criteria are
then used to select the optimal delay number of the vector autoregressive (VAR). The AIC criterion implies a delay of 5, while the LR, SC, and HQ criteria imply an uncertainty of 2. It is this last criterion that is retained for this study.

Table 1: Unit root tests on variables

|          | Augmented Dicky Fuller (ADF) | Philips Perron (PP) |
|----------|-----------------------------|---------------------|
|          | (1)            | (2)           | (3)  | (1)            | (2)           | (3)  |
| LCO₂     | -1.37          | -1.94         | 1.85 | -1.30          | -1.92         | -2.12 |
| LAFOLU   | -1.71          | -1.62         | 2.28 | -1.71          | -1.74         | -1.94 |
| LGDPC    | -2.009         | -1.71         | 1.95 | -2.01          | -1.89         | 1.29  |
| LPOP     | -2.45          | -2.82         | 0.02 | -1.54          | -2.001        | 0.02  |

At first difference

|          | Augmented Dicky Fuller (ADF) | Philips Perron (PP) |
|----------|-----------------------------|---------------------|
|          | (1)            | (2)           | (3)  | (1)            | (2)           | (3)  |
| DLCO₂    | -8.23*         | -8.13*        | -7.59* | -8.09*        | -8.02*        | -7.54* |
| DLAFOU   | -5.34*         | -5.34*        | -4.94* | -5.32*        | -5.32*        | -4.94* |
| DFLGDPC  | -4.86*         | -4.91*        | -2.36* | -4.97*        | -5.02*        | -4.68* |
| DLPOP    | -2.39          | -2.36**       | -2.35* | -2.97*        | -2.91**       | -2.92* |

Notes: (**) Significant at the 1%; (*) Significant at the 5%

MacKinnon (1996) one-sided p-values.

(1): model with constant
(2): model with constant and trend
(3): model without constant and trend.

The ADF and PP tests have the null hypothesis of the presence of a unit root. The number of delays is automatically selected according to the criteria of Schwarz Info.

Table 2: VAR Lag Order Selection Criteria

| Lag | LoL    | LR   | FPE  | AIC  | SC   | HQ   |
|-----|--------|------|------|------|------|------|
| 0   | -1.94  | -    | 1.58 | 0.28 | 0.44 | 0.34 |
| 1   | 151.35 | 270.11 | 2.28 | -6.25 | -5.42 | -5.95 |
|   |   |   |   |   |   |   |
|---|---|---|---|---|---|---|
| 2 | 214.82 | 99.72 | 2.43 | -8.51 | -7.02* | -7.96 |
| 3 | 240.69 | 35.73 | 1.61 | 8.98 | -6.83 | -8.19 |
| 4 | 265.03 | 28.97* | 1.21* | 9.38 | -6.57 | -8.35* |
| 5 | 281.47 | 16.44 | 1.45 | -9.40* | -5.93 | -8.12 |

* indicates lag order selected by the criterion

LR: sequential modified LR test statistic (each test at 5% level)

FPE: Final prediction error

AIC: Akaike information criterion

SC: Schwarz information criterion

HQ: Hannan-Quinn information criterion

To determine the long-term relationship between variables, we use ARDL or Black Box approach for cointegration. For this, the Bound Test is used, which calculates an F-statistic (Table 3). It tests the null hypothesis that the lagged variables' coefficients in equation (4) are zero. The F-statistic is equal to 6.843977 compared to the critical values below and above the threshold significance of 5% and 1%. The test statistic is above the upper limit (4.35 and 5.61, respectively). Therefore, we reject the null hypothesis of the absence of cointegration. We conclude the existence of a long-term relationship between the model's variables. The Granger causality test is performed on the variables to determine this relationship's direction (Table 4).

Table 3: ARDL Bounds Test

| F-statistic | 6.843977 |
|-------------|----------|

| Critical Value Bounds |
|-----------------------|
| Significance | I(0) Bound | I(1) Bound |
| 5%         | 3.23       | **4.35**   |
| 1%         | 4.29       | **5.61**   |
The Granger causality test (Table 4) shows a causal relationship between the two main variables of interest (AFOLU and CO₂) and that this relationship is in the direction of AFOLU towards CO₂ emissions. In other senses, agriculture, forestry, and other land-use granger cause CO₂ emissions but not vice-versa. The same result is also valid for the GDPC and POP variables; the evolution of CO₂ emissions depends on GDP per capita and POP. A low-carbon policy in favor of the environment can be implemented, and this cannot risk any negative repercussions on economic growth.

Table 4: Granger causality test

| Null Hypothesis                  | F-Statistic | P-Value |
|----------------------------------|-------------|---------|
| LAFOLU does not Granger Cause LCO₂ | 8.93368     | 0.0006  |
| LCO₂ does not Granger Cause LAFOULU | 0.85677     | 0.4322  |
| LGDPC does not Granger Cause LCO₂ | 6.06749     | 0.0050  |
| LCO₂ does not Granger Cause LGDPC | 1.15319     | 0.3259  |
| LPOP does not Granger Cause LCO₂  | 2.76873     | 0.0748  |
| LCO₂ does not Granger Cause LPOP  | 0.73537     | 0.4857  |

Note: *indicates a significative level at 5%

Table 5: ARDL estimations (Long-run)

| Independent variables | Coefficients | Std. Error | T-Statistic | Prob.* |
|-----------------------|--------------|------------|-------------|--------|
| LAFOLU                | 2.037336     | 0.214254   | 9.508992    | 0.0000 |
| LGDPC                 | -1.102593    | 0.257440   | -4.282918   | 0.0039 |
| LPOP                  | -0.157243    | 0.051167   | -3.073155   | 0.0039 |
| C                     | -29.247872   | 3.086304   | -9.476667   | 0.0000 |

R² 0.945674
R² adjusted 0.937096

F-Statistic 110.2465
Durbin-Watson stat 2.448944

Note: *ARDL (1, 2, 0, 0) selected based on Schwarz criterion (SIC)
The coefficient signs of LGDPC and LPOP variables are negative and significant (Table 5). Their coefficients (-1.102593 and -0.157243) suggest that the contribution of income per capita and population to CO2 emissions is minimal. On the other hand, the adjustment parameters $R^2$ and $R^2$ adjusted are equal to 0.945674 and 0.937096, respectively. The model is well fitted.

The error correction model (ECM) mechanism is used to test the short-run relationship between variables (Table 6). The results show that the error-corrected term ECM(-1) coefficient is significant, which implies that the speed of short-run adjustment to reach equilibrium is substantial. On the other hand, this term equals -0.689295 suggests that when CO2 emissions are above or below their equilibrium value, they would be adjusted by 68% per year. The coefficients of the lagged variables represent the short-run elasticities. Furthermore, a 1% increase in agriculture, forestry, and other land use would imply a 0.79% increase in CO2 emissions in the short term.

Table 6: ECM estimation (short-run)

| Dependent Variable: LCO2 |
|--------------------------|
| **Independent variables** | **Coefficients** | **Std. Error** | **T-Statistic** | **Prob.*** |
| D(LAFOLU)                | 0.792141         | 0.257836       | 3.072270       | 0.0039     |
| D(LAFOLU(-1))            | -0.424403        | 0.209390       | -2.026857      | 0.0497     |
| D(LGDPC)                 | -0.760012        | 0.260034       | -2.922739      | 0.0058     |
| D(LPOP)                  | -0.108387        | 0.038933       | -2.783964      | 0.0083     |
| ECM(-1)                  | -0.689295        | 0.136786       | -5.039216      | 0.0000     |

F-Statistic 110.2465
Durbin-Watson stat 2.448944

**ECM= LCO2 - (2.0373*LAFOLU - 1.1026*LGDP - 0.1572*LPOP - 29.2479**

Note: *ARDL (1, 2, 0, 0) selected based on Schwarz criterion (SIC)*

We carried out diagnostic tests on residuals of the ARDL regression (Table 7). The White test confirms the absence of the residuals' heteroskedasticity, while the Jarque-Bera test shows that they follow a normal
distribution. On the other hand, Ramsey's test shows no missing variables or functional form issues in the model.

Table 7: Residual diagnostic tests

| Test                                      | Null Hypothesis                  | Statistic      | Prob.            |
|-------------------------------------------|----------------------------------|----------------|-----------------|
| Heteroskedasticity Test: Breusch-Pagan-Godfrey | Absence of heteroskedasticity       | F-statistic    | Prob. F(6,38)   |
|                                           | 0.507476                         | 0.7988         |
|                                           | Obs*R squared                    | 3.338260       | Prob. Chi-Square(6) | 0.7653 |
|                                           | Scaled explained SS              | 1.798913       | Prob. Chi-Square(6) | 0.9372 |
| Ramsey RESET Test                         | The model is correctly specified | T-statistic    | Prob.           |
|                                           | 0.021647                         | 0.9828         |
|                                           | F-statistic                      | 0.000469       | Prob.           |
|                                           | 0.9828                           |
| Normality test                            | Normal distributed              | Jarque Bera    | P-Value.        |
|                                           | 1.063583                         | 0.587551       |

The last step in the ARDL or Black Box estimation is to check the stability of long and short-term parameters. CUSUM techniques based on the cumulative sum of recursive residuals and CUSUMQ based on the squared recursive residuals' cumulative sum are applied (Figure 4). The results show that the statistics graph of CUSUM and CUSUMQ remains within the interval of the critical values at the 5% threshold, which implies that the model coefficients are stable.
4. Conclusion

This study highlights carbon dioxide emissions trends by assessing how agriculture, forestry, and other land use growth affect the environment by analyzing the STIRPAT model's validity. We also integrate the income per capita and population as explanatory variables for the 1970-2016 period. The model assumptions were invested using the ARDL (Black Box) methodology and considering CO₂ emissions to indicate environmental conditions.

It is based on recent advances in econometric research in the study of stationary time series, which allowed the development of a new methodology around the fundamental concepts of the ARDL model. It becomes easy, using this model, for the authorities to establish scenarios on the short- and long-term trends of CO₂ emissions by focusing on economic, political, and demographic imperatives.

Empirical results confirm the presence of a robust long-term relationship between CO₂ emissions and agriculture, forestry, and other land use (AFOLU). Furthermore, the positive sign of its coefficient and the negative sign of the constant valid the model for Burundi's case.
However, it is not easy to confirm the share of the various CO₂ emissions in the country since Burundi is among developing countries not considered atmospheric pollutants. Only actual observations of future values of CO₂ emissions could categorically confirm these trends.

The long-run relationship estimation shows that a 1% increase in agriculture, forestry, and other land use would lead to a 2.03% increase CO₂ emissions. Any increase in real GDP and population does not yet intensify excessive pollutants to cause an increase in CO₂ emissions in the country. The Granger causality test indicates unidirectional causality from the income per capita and population to the CO2 emissions. Environmental policies towards sustainable development will not risk negative repercussions on a country's economic growth.

The CUSUM and CUSUMQ techniques show that the coefficients of the cointegrated ECM model are stable. The results also indicate that agriculture, forestry, and other land use remain significant determinants of CO₂ emissions in the short run and the income per capita and population. However, their coefficients are negative, also remain substantial determinants.

In Burundi, populations, as well as the government, wish to develop protected areas. Nevertheless, this is not enough. In rural areas, people engage in systematic plundering of natural resources. Consequences are manifested by runoff to urban areas, and the health of Tanganyika Lake is soiled by pollution.

These results are encouraging, given that Burundi has a REDD+ program to reduce greenhouse gas emissions linked to deforestation and forest degradation. Projects to support local communities in reforestation and sustainable agriculture could be established by involving local populations in the ecosystem's preservation and resource exploitation.
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