Sparse Spectral-Element Methods for the Helically Reduced Einstein Equations

Stephen R. Lau

1 Introduction

To model the inspiral and merger of binary objects (blackholes or neutron stars), many researchers have been solving the Einstein equations numerically. Such simulation involves both the construction of gravitational initial data at time $t_0$ and its subsequent evolution to a final time $t_F \gg t_0$. Interpretation of experimental detections of gravitational waves relies on numerical simulation. Moreover, detection of weak signals is facilitated by statistical techniques alongside “template banks” of numerically generated signals. We consider a nonstandard problem, solution of the Einstein equations reduced by helical symmetry, as described by Beetle, Bromley, Hernández, and Price (BBHP) [1, 2]. Heuristically, helical reduction is a data+evolution synthesis. Although solutions to the BBHP equations are ultimately unphysical, they may approximate the early phase of inspiral and serve as reduced order models. Moreover, they may provide excellent “trial data” (the starting point for the construction of $t = t_0$ initial data). Finally, they would address bewitching mathematical issues concerning exact helical symmetry in general relativity.

We consider a spectral element approach [3–8] for solving the BBHP equations. Although the equations involve a mixed-typed operator $L$, we solve them via relaxation using a Broyden-Krylov approach. The computational domain which surrounds the compact objects is split into 11+ subdomains (blocks, spherical shells, and cylindrical shells with classical spectral expansions thereon). To rapidly solve the linear systems arising in our scheme, we have developed sparse modal methods based on the application of spectral integration matrices, extending ideas originally described in the 1990s by Coutsias, Hagstrom, Hesthaven, and Torres.
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We use preconditioned GMRES to solve these systems, with standard domain decomposition methods. In addition, we have developed fast methods for inversion of subdomain approximations of $L$, either via modal-based preconditioning or direct schemes.

2 Background

This section first describes the helically reduced wave equation (HRWE), a model for the helically reduced Einstein equations. Our HRWE description fixes ideas.

2.1 Helically Reduced Wave Equation

The wave equation is $\Box \psi = 0$, where $\Box = -\partial_t^2 + \Delta_x$. Assume that $\psi$ rotates rigidly with rate $\Omega$. With the $z$-axis as the rotation axis, $\psi$ then depends on time $t$ only through $\varphi = \phi - \Omega t$, where $\phi$ is the azimuthal angle. Via the $\partial_t \rightarrow -\Omega \partial_{\varphi}$ replacement, $\Box \psi = 0$ becomes the HRWE $L \psi = 0$, where $L = \Delta_x - \Omega^2 (\tilde{x} \partial_{\tilde{y}} - \tilde{y} \partial_{\tilde{x}})^2$ in terms of co-rotating coordinates $(\tilde{t}, \tilde{x}, \tilde{y}, \tilde{z}) = \left( t, x \cos \Omega t + y \sin \Omega t, y \cos \Omega t - x \sin \Omega t, z \right)$.

We adopt a “2-center domain” $\mathcal{D}$, a 3d ball with two smaller 3d balls excised from it; see Fig. 1. Its boundary $\partial \mathcal{D} = \partial S_I^+ \cup \partial S_{II}^- \cup \partial S_{out}^+$ is the union of two inner spheres (the $-$’s) and one outer sphere (the $+$). We consider the mixed-type problem

$$L \psi = 0, \quad \psi = f^- \text{ on } \partial S_I^- \cup \partial S_{II}^-, \quad (\partial_r - \Omega \partial_{\varphi} + r^{-1}) \psi = f^+ \text{ on } \partial S_{out}^+, \quad (1)$$

Fig. 1 2-center domain decomposition. The left panel depicts the $z$-cross section of the inner subdomains with $S_{out}$ suppressed. The right panel depicts all subdomains, although for visualization the outer radius for $S_{out}$ has been chosen rather small. In this work the blocks $B^2$ and $B^4$ are absent. (a) Inner domain decomposition. (b) Double cross section
with inner Dirichlet conditions and an outer radiation boundary condition on $\psi$. For simplicity here, we have put on $\partial S^+_{\text{out}}$ a simple Sommerfeld condition; in practice, $f^+$ is a nonlocal function of $\psi$ enforcing an exact Dirichlet-to-Neumann map [4].

A class of solutions to (1) stems from Liénard-Wiechert potentials. Indeed, consider $L\psi = -16\pi \gamma M \delta(\bar{x} - \bar{x}_p)$. The “particle” location $\bar{x}_p = (\pm a, 0, 0)$ is the center of either $\partial S^+_{\text{II}}$ or $\partial S^+_{\text{I}}$; whence the equation is homogeneous on $D$. The mass $M$ and relativistic factor $\gamma = (1 - v^2)^{-1/2}$ are constants, with $v = a\Omega < 1$ so the particle moves subluminally in the $(t, x, y, z)$ frame. The retarded solution to this problem is

$$\psi(\bar{x}, \bar{y}, z) = \psi(\rho \cos \varphi, \rho \sin \varphi, z) = \frac{4\gamma M}{\lambda \mp v\rho \sin(\varphi + \Omega \lambda)} = \gamma^2 \frac{4M}{R}. \quad (2)$$

Evaluation of this expression involves a numerical component: solution of the fixed point equation $\lambda = [z^2 + \rho^2 + a^2 \mp 2a\rho \cos(\varphi + \Omega \lambda)]^{1/2}$ for (the retarded time) $\lambda$.

### 2.2 Helically Reduced Einstein Equations

We consider the vacuum Einstein equations in Landau-Lifshitz form. Write the (densitized contravariant) metric tensor as $g^{\mu\nu} = \eta^{\mu\nu} - h^{\mu\nu}$, where $\eta^{\mu\nu} = \text{diag}(-1, 1, 1, 1)$ is the flat metric and $h^{\mu\nu}$ is the metric perturbation. Assume the harmonic gauge condition $\partial_\nu h^{\mu\nu} = 0$. Then the vacuum Einstein equations can be expressed as

$$\square h^{\mu\nu} = S^{\mu\nu\kappa\beta}_{\tau\phi\gamma\alpha}(g) \frac{\partial h^{\tau\phi}}{\partial x^\kappa} \frac{\partial h^{\gamma\alpha}}{\partial x^\beta} + h^{\alpha\beta} \frac{\partial^2 h^{\mu\nu}}{\partial x^\alpha \partial x^\beta}, \quad (3)$$

where $S^{\mu\nu\kappa\beta}_{\tau\phi\gamma\alpha}(g)$ depends on $g^{\mu\nu}$ and its inverse $g_{\mu\nu}$ (but not on derivatives of either). Einsteins equations are then a constrained system of 10 nonlinear wave equations.

The BBHP reduction of the Einstein equations is similar to the one outlined for the wave equation. Technically, it assumes the existence of a Killing vector field, but we give a brief and heuristic description of their approach. The challenge is that the perturbations $h^{\mu\nu}$ themselves are not “helical scalars”; helical reduction is therefore not tantamount to the replacement $\square h^{\mu\nu} \rightarrow L h^{\mu\nu}$. However, BBHP have introduced helical scalars $\psi^A$ through which the reduction can be carried out. These are

$$\psi^{(nn)} = h^t, \quad \psi^{(n0)} = \sqrt{2} h^z, \quad \psi^{(00)} = \sqrt{\frac{1}{3}} (h^{xx} + h^{yy} + h^{zz})$$

$$\psi^{(20)} = -\sqrt{\frac{1}{6}} (h^{xx} + h^{yy} - 2h^{zz}), \quad \psi^{(n1)} = e^{i\Omega t} (h^{tx} + ih^{ty})$$

$$\psi^{(21)} = e^{i\Omega t} (h^{xz} + ih^{yz}), \quad \psi^{(22)} = e^{2i\Omega t} \left[ \frac{1}{2} (h^{xx} - h^{yy}) - ih^{xy} \right]. \quad (4)$$
These 4 real and 3 complex quantities contain the 10 degrees of freedom in the $h^{\mu\nu}$. We express this transformation as $\psi^A = e^{i\mu(A)\Omega t} M^A_{\mu\nu} h^{\mu\nu}$, where $A$ runs over the (tensor-spherical-harmonic) labels, and $\mu(A)$ is 0, 1, or 2. Contraction of $M^A_{\mu\nu}$ on (3), with subsequent helical reduction based on the action of $\Box$ on $\psi^A$, yields

$$L \psi^A - 2i\mu(A)\Omega^2 \partial_{\varphi} \psi^A + \mu^2(A)\Omega^2 \psi^A =$$

$$h^{\alpha\beta} \psi^A_{,\alpha\beta} - 2i\mu(A)\Omega h^{t\beta} \psi^A_{,\beta} - \mu^2(A)\Omega^2 h^{tt} \psi^A + M^A_{\mu\nu} S^\mu_{\tau\phi\gamma\alpha}(g) h^{\tau\phi}_{,\kappa} h^{\gamma\alpha}_{,\beta}.$$  (5)

Here $L$ is the operator appearing in the HRWE. Similar to the boundary conditions appearing in (1), the boundary conditions we adopt for (5) are

$$\psi^A = (f^A)^- on \partial S^- \cup \partial S^-_{out}, \quad (\partial_r - \Omega \partial_{\varphi} + r^{-1})e^{i\mu(A)\varphi} \psi^A = (f^A)^+ on \partial S^+_{out}. \quad (6)$$

Again for simplicity, here we have a Sommerfeld condition on $\partial S^+_{out}$, but in practice use a nonlocal outgoing condition based on an exact Dirichlet-to-Neumann map.

Price has written down the analog of (2) for linearized gravity, i.e. (5) when the right-hand side of the equation is set to zero. This solution may be viewed as an exact solution to $\Box h^{\mu\nu} = -16\pi T^{\mu\nu}$, where the stress energy tensor $T^{\mu\nu}$ corresponds to a massive point particle in an eternal circular orbit (as discussed, such a point source is excised from our domain $\mathcal{D}$). Price’s solution is analogous to the electromagnetic solution given by G. A. Schott, and it is given by the leading $1/R$ terms in the appendix expressions (12). Unfortunately, $\partial_\nu h^{\mu\nu} \neq 0$ for this solution.

### 3 Sparse Spectral Element Methods

This section summarizes our numerical methods. It is necessarily impressionistic, as even an incomplete presentation of details would take too much space.

#### 3.1 Overview

We split $\mathcal{D}$ into subdomains, here with the minimal configuration of 11 subdomains: blocks $B^{1,3,5}$; cylinders $C^{1,2,3,4,5}$; an inner shell $S_I$ around “particle” $I$; an inner shell $S_{II}$ around “particle” $II$; and an outer shell $S_{out}$. This corresponds to a “binary blackhole” (BBH) domain with two excised inner balls. For a “binary neutron star” (BNS) domain, we further split both $S_I$ and $S_{II}$ into two overlapping concentric spheres (a stellar surface then resides in each overlap [8]), and fill in the excised regions with two extra blocks $B^{2,4}$. Figure 1 depicts a BNS domain. Pioneered by
Pfeiffer et al. [9], such decompositions are used in the `EllipticSolver` of SpEC [10].

The unknowns in our approach are the modal expansion coefficients associated with subdomain expansions in terms of classical (Chebyshev, Fourier, and spherical harmonic) basis functions. As described below, we make extensive use of integration matrices to achieve sparse representations of the relevant operators. Before presenting details, we first address how we handle the nonlinearities in (5). Let \( \tilde{\psi}_A \) (the vector of unknowns) be a concatenation of the modal coefficients from all 11 subdomains. Then, as sketched below, upon approximation (5) becomes

\[
\mathcal{B}_L \tilde{\psi}_A = \mathcal{B} \tilde{g}_A,
\]

(7)

where \( \mathcal{B}_L \) approximates the operator on the left-hand side of (5), with \( \mathcal{B} \) representing the action of “integration preconditioning” (see below) on each subdomain. For linearized gravity, with the right-hand side of (5) set to zero, the vector \( \tilde{g}_A \) is zero, save for select entries related to the inner Dirichlet values \( f_A^- \) of \( \psi_A \) on \( \partial S_I \cup \partial S_{II} \). For the full Einstein equations \( \tilde{g}_A \) depends on \( \tilde{\psi}_A \), and its evaluation relies on spectral analysis/synthesis (forward/backward transform) and numerical differentiation on each subdomain. We then view

\[
\tilde{\psi}_k \approx (\mathcal{B}_L)^{-1} \mathcal{B} \tilde{g}_A (\tilde{\psi}_{k-1})
\]

(8)

as a fixed-point equation, accelerating its convergence with the Broyden algorithm.

This approach relies on approximation and inversion of the operator appearing on the left-hand side of (5). Reference [4] is a detailed account of the case \( \mu(A) = 0 \), i.e. the HRWE. For \( \mu(A) = 1 \) or \( 2 \), the operator mixes the \( U_A \) and \( V_A \) in \( \psi_A = U_A + iV_A \). We have not yet described our treatment of this scenario, but note that it relies on Schur-complement techniques. Here we describe only the \( \mu(A) = 0 \) case.

### 3.2 Integration Preconditioning and Other Key Aspects

We use “integration preconditioning” [11] in order to achieve sparse linear systems. Especially for the cylinders and inner shells, the details are formidable. We convey the basic ideas with the Laplacian \( \Delta \), rather than \( L \), on a cube (suppressing tildes on the co-rotating coordinates). Let \( u(x, y, z) \approx \sum_{i=0}^{N_x} \sum_{j=0}^{N_y} \sum_{k=0}^{N_z} \tilde{u}_{ijk} T_i(x)T_j(y)T_k(z) \) obey \( \Delta u = g \) on \( C = [-1, 1]^3 \). An approximation of the Poisson equation is

\[
(D_x^2 \otimes I_y \otimes I_z + I_x \otimes D_y^2 \otimes I_z + I_x \otimes I_y \otimes D_z^2) \tilde{u} = \tilde{g},
\]

(9)

with \( \tilde{u} \) the vector of \( \tilde{u}_{ijk} \) with appropriate ordering, and \( D^2 \) representing double differentiation in the modal Chebyshev basis. Let \( B^2_{[2]} \) represent double integration
in the modal basis, where the \([2]\) indicates that the first two rows have all zero entries. To (9) we apply the “preconditioner” \(\mathcal{B} = B^2_{x[2]} \otimes B^2_{y[2]} \otimes B^2_{z[2]}\), thereby reaching

\[
(I_{x[2]} \otimes B^2_{y[2]} \otimes B^2_{z[2]} + B^2_{x[2]} \otimes I_{y[2]} \otimes B^2_{z[2]} + B^2_{x[2]} \otimes B^2_{y[2]} \otimes I_{z[2]})\tilde{u} = \mathcal{B}\tilde{g}.
\]

The system (10) is sparse, and the number of empty rows (all 0’s) equals the number of \(\text{tau-conditions}\) to be enforced, auxiliary equations enforcing, say, \(u|_{\alpha C} = f\).

“Integration preconditioning” of (9) results in the sparse system (10), but the issue of condition number is subtle. Indeed, passage from (9) to (10) arguably \(\text{worsens conditioning}\). For this reason, integration preconditioning has been viewed as bad for PDE; we call the technique \textit{integration sparsification}. Conditioning issues are then surmounted either by further \textit{genuine} preconditioning on top of the sparsification or fast direct solves. Our use of 2-center domains with sparse modal-tau methods features: (a) sparse representation of \(L\) on subdomains; (b) “gluing” of conforming and overlapping subdomains; (c) modal-based preconditioning of subdomain solves; (d) “fast” direct-solves on blocks and \(S_{\text{out}}\); (e) standard global preconditioning; (f) low-rank treatment of stellar surfaces; (g) nonlocal domain reduction.

\[3.3\text{ Current Complexity Estimates}\]

We aim to solve the linear systems (say approximating the HRWE or the Helmholtz equation posed on the 2-center domain \(\mathcal{D}\) arising in our problems at \textit{demonstrably} sub-quadratic complexity; indeed, we believe that an order-\(\frac{5}{3}\) complexity is achievable. This is the complexity associated with matrix-vector multiplication; despite our sparse representations, the “gluing” of overlapping subdomains in our decomposition of \(\mathcal{D}\) prevents realization of a linear-complexity matrix-vector product.

To document progress towards our goal, we summarize our current complexity estimates associated with solution of the HRWE on each subdomain type. These solves serve as part of our preconditioner for the global GMRES solution of the HRWE on \(\mathcal{D}\). For this discussion, let \(N\) represent the total number of modes on a given subdomain; e.g. \(N = (N_x + 1)(N_y + 1)(N_z + 1)\) for the block considered above.

For \(S_{\text{out}}\) let \(\mathcal{M}\) be the matrix which represents \(r^2 L\) (the \(r^2\) factor here is explained in [4]) and includes inserted tau-vectors to enforce boundary conditions. Ignoring tau-vectors, \(\mathcal{M}\) is block diagonal in the spectral space of spherical harmonics indexed by \((\ell, m)\). View its elements as \(\mathcal{M}_{\ell m k, \ell' m' k'}\), where \(\ell m k\) is a “clumped index” and \(k, k'\) are Chebyshev indices. Then, apart from tau-vectors, \(\mathcal{M}_{\ell m k, \ell' m' k'} = 0\), unless \(\ell = \ell'\) and \(m = m'\). Moreover, each \((N_r + 1) \times (N_r + 1)\) block \(\mathcal{M}_{\ell m k, \ell m k'}\) is itself sparse and banded. While these desirable structures are somewhat spoiled
by the tau-conditions, through the use of the Woodbury formula and band solvers, for \( S_{\text{out}} \) we are able to directly invert \( M \) (i.e. solve the HRWE on \( S_{\text{out}} \)) at \( O(N) \) cost.

For the inner shells, \( S_I \) and \( S_{II} \), our representation \( M \) of \( r^2L \) is only block banded. Indeed, the centers of these shells lie off the rotation axis, and \( r^2L \) mixes spherical harmonic modes. Its spectral representation [4] is remarkably complicated, and relies on identities for spherical harmonics found in the treatise [12]. We solve the HRWE on inner shells via preconditioned GMRES, with a modal block-Jacobi preconditioner defined by inversion of the diagonal blocks \( M_{\ell m k, \ell m k'} \). Apart from tau-conditions, these blocks are again sparse and banded, and therefore amenable to the fast methods alluded to in the last bullet. Construction and reuse of this block-Jacobi preconditioner therefore has \( O(N) \) cost. Moreover, we have empirically observed (see [4]) that such preconditioning yields low and essentially resolution independent iteration counts. While more analysis is needed, from a practical standpoint solution of the HRWE on an inner shell has an \( O(N) \) cost.

The situation on blocks is worse. Part of our global preconditioner for solving the HRWE on \( \mathcal{D} \) involves inversion of the Poisson problem on blocks as an approximation to the HRWE (and inversion of the Helmholtz equation when the spin index \( \mu(A) \neq 0 \)). This works extremely well, likely due to the fact that \( \Omega \ll 1 \) and the blocks are close to the rotation center. In any case, we solve the Poisson/Helmholtz problem on a block via a direct approach [13] based on a rank-augmenting generalization of the Woodbury formula. This direct method is empirically well-conditioned and low-memory. Moreover, it has an \( O(N^2) \) set-up cost with a small constant, followed by an \( O(N^{4/3}) \) cost for subsequent solves. If possible, we hope to reduce the set-up cost to an \( O(N^{5/3}) \) complexity.

The situation on cylinders is worst of all, although to date we have not focused much attention on these subdomains. We solve the HRWE on cylinders (or the collection of cylinders) via GMRES, with modal-based preconditioners that empirically yield resolution-independent iteration counts. Application of the preconditioner currently involves an \( O(N^{7/3}) \) set-up cost, followed by an \( O(N^{5/3}) \) cost for subsequent solves. Here, we believe improvement is possible.

4 Numerical Tests

Our decomposition of \( \mathcal{D} \) is from Table IV of [4], except here \( \partial S_{\text{out}} \) has \( r_{\text{out}} = 15 \). For that table \( \partial S_I \) has radius \( r_{I, \text{min}} = 0.4 \) and center \( (\tilde{x}_I = -0.9, 0, 0) \), and \( \partial S_{II} \) has radius \( r_{II, \text{min}} = 0.3 \) and center \( (\tilde{x}_{II} = 1.0, 0, 0) \). The coordinates \( \tilde{X}, \tilde{Y}, \tilde{Z} \) in [4] are \( \tilde{y}, \tilde{z}, \tilde{x} \) here. The subdomain truncations (number of modes) adopted here are nearly the same as those in [4]; however, here we only record the total number of modes over all subdomains. Unless otherwise stated, \( \Omega = 0.075 \), \( M_I = 0.05 \), and \( M_{II} = 0.1 \).
4.1 Comparison with Exact Solutions

Our first test uses PriceLG, the aforementioned solution for linearized gravity due to Price. Here the solution is a superposition of two point-sources with the above masses. Each source point’s contribution to the helical scalars is defined by the leading 1/R term in (12), and these expressions seed inner Dirichlet conditions on $\partial S_I^− \cup \partial S_{II}^-$. The outer boundary conditions are nonlocal conditions which are exact for this solution. Table 1 lists errors for $\psi^{(nn)}$; errors for the other scalars are similar. These are relative $L_2$-errors (against the exact solution) computed on both $B^3$ and $S_{\text{out}}$ via interpolation onto uniform reference grids. Since the problem is linear, each line of table corresponds to a single GMRES solve performed in parallel on 10 nodes. For the table middle about 0.4% of the matrix entries are nonzero. The last table line has $\|\partial_\nu h^{\mu\nu}\|_{\text{rms}} \simeq (3.9420e-12, 1.7310e-03, 8.9752e-05, 9.0076e-16)$, with the rms calculation taken over the (relatively coarse) dual-nodal subdomain grids. The first and last components of $\partial_\nu h^{\mu\nu}$ vanish for the exact PriceLG solution.

Our next test is Schwarzh, the Schwarzschild metric in harmonic coordinates:

$$h^{tt} = -1 + r^{-2}(r + M)^3/(r - M), \quad h^{jk} = r^{-2}M^2\nu^j\nu^k. \quad (11)$$

Here the radius $r$ and the direction cosines $\nu = (\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta)$ are chosen relative to a point $(x_0, y_0, z_0) = (-0.9+1.37e-3, -1.6854e-4, 2.9985e-3)$ which is off-center but close to the center of $\partial S_I^-$. The mass is $M = 0.05$, and for this choice the horizon of the blackhole lies inside of (but is not concentric with) $\partial S_I^-$. For this test $\Omega = 0$, and the exact solution (11) seeds inner Dirichlet boundary conditions on both $\partial S_I^-$ and $\partial S_{II}^-$. On $\partial S_{\text{out}}^+$ rather than radiation conditions, we adopt an inhomogeneous Neumann condition based on the exact solution. Table 2 lists

Table 1  PriceLG solution

| Truncation | Shell error | Block error | tGMRES  | iGMRES  |
|------------|-------------|-------------|---------|---------|
| 23,114     | 1.1003e-05 | 4.6050e-06 | 0.50e-05 | 7       |
| 93,067     | 5.4950e-08 | 8.0179e-08 | 0.50e-07 | 5       |
| 271,197    | 4.7606e-10 | 2.7153e-10 | 0.50e-09 | 4       |
| 553,149    | 1.3446e-12 | 1.3198e-12 | 0.50e-11 | 4       |

Here relative $L_2$ errors are listed only for $\psi^{(nn)}$. The lowest resolution run has zero initial iterate; afterwards the initial iterate stems from the previous solution. Respectively, tGMRES and iGMRES are the tolerance and iteration number for the GMRES solve

Table 2  Schwarzh solution

| Truncation | Shell error | Block error | tBROY  | iBROY  |
|------------|-------------|-------------|---------|---------|
| 23,114     | 6.5414e-05 | 1.5238e-05 | 5.0e-05 | 6       |
| 93,067     | 1.7162e-06 | 3.3810e-07 | 5.0e-07 | 4       |
| 271,197    | 9.5944e-09 | 1.6022e-09 | 5.0e-09 | 4       |
| 553,149    | 1.1266e-11 | 3.6899e-12 | 5.0e-11 | 4       |

As for the PriceLG test, only errors for $\psi^{(nn)}$ are listed
errors with the same meanings as before. Now $\|\partial_\nu h^{\mu\nu}\|_{\text{rms}}$ for each $\mu$ is comparable to the corresponding table errors; i.e. the gauge constraint converges to zero. Table 2 also lists the number $i_{\text{BROY}}$ of iterations performed by the Broyden solver to achieve the tolerance $t_{\text{BROY}}$. Each Broyden iteration itself involves a linear solve via GMRES. Each GMRES tolerance is $t_{\text{BROY}}/10$, the same as the corresponding line in Table 1.

### 4.2 Gauge Constraint Tests

Our next two tests explore to what extent the gauge constraint $\partial_\nu h^{\mu\nu} = 0$ is satisfied for the Einstein problem (5) and (6) in a binary scenario. For the first test we redo the PriceLG test, except now with the Einstein equations. The inner and outer boundary conditions are exactly as before. Table 3 again lists errors for $\psi^{(nn)}$ with the same meanings as before. Errors are computed against the finest-resolution numerical solution. The table also lists the $L_2$-norm of the nonlinear residual. The last table line has $\|\partial_\nu h^{\mu\nu}\|_{\text{rms}} \simeq (3.2031e-03 \ 5.1309e-03 \ 4.5881e-03 \ 4.6711e-03)$. That is, the gauge constraint does not converge to zero. Since the harmonic gauge is not satisfied, we cannot view these as solutions to the Einstein equations!

Presumably, the violation of the harmonic gauge in the preceding example stems from the fact that $\partial_\nu h^{\mu\nu} \neq 0$ for the Price solution used to fix the inner boundary conditions. Beetle, Bromley, and, Hernández, and Price have given a refined set of inner boundary conditions, based on the near-field asymptotics of a moving Schwarzschild blackhole and meant to improve on the point-particle boundary conditions. The appendix lists (our understanding of) these conditions. With the hope that these refined boundary will result in lower gauge errors, we have performed the previous test with them. Convergence of the numerical solution is similar, but $\|\partial_\nu h^{\mu\nu}\|_{\text{rms}}$ has comparable size and still does not converge to zero.

### 5 Conclusions and Acknowledgments

Our tentative conclusion for helically symmetric BBH models is that violation of the gauge constraint stems from imperfect inner boundary conditions. We have also found a persistent gauge error in our BNS models, despite being several orders of
magnitudes smaller in that context. The BNS model, with stars in place of excised regions, involves no inner boundary conditions. We believe that in this context it is the outer boundary conditions which give rise to the constraint violation. Likely, at both the inner and outer boundaries some of the helical scalars need to be fixed using the gauge constraint itself (similar to “constraint preserving boundary conditions” used in evolution codes). The author is grateful for correspondence with Richard H. Price, and for assistance from UNM’s Center for Advanced Research Computing.

**Appendix: Beetle, Bromley, Hernández, and Price Inner Boundary Conditions**

This appendix lists expansions for the helical scalars which somewhat generalize the ones in [1]. We need two expansions, one for a “particle” at \((-a_I, 0, 0)\), and one at \((a_{II}, 0, 0)\). Each has its own mass \(M_{I,II}\). The top choice of \(±\) or \(∓\) refers to II and the bottom to I. For both \(a_I\) and \(a_{II}\), we define \(v = a\Omega\), \(γ = (1 - v^2)^{-1/2}\), \(R = γλ \mp vγρ\sin(φ + 2Ωλ)\), \(K^R = -ρ\cos\varphi ± a\cos(Ωλ) ± vγR\sin(Ωλ)\), and \(K^I = ρ\sin\varphi± a\sin(Ωλ)\mp vγR\cos(Ωλ)\). For \(λ\) see after (2). Assuming \(M/R \ll 1\), we have

\[
\psi^{(nn)} \sim γ^2 \left(\frac{4M}{R} + \frac{7M^2}{R^2}\right) + \frac{M^2(λ - γR)^2}{R^4} \quad (12a)
\]

\[
\psi^{(n0)} \sim 0 \cdot \left(\frac{4M}{R} + \frac{7M^2}{R^2}\right) + \sqrt{2} \frac{M^2(λ - γR)z}{R^4} \quad (12b)
\]

\[
\psi^{(00)} \sim \frac{v^2γ^2}{\sqrt{3}} \left(\frac{4M}{R} + \frac{7M^2}{R^2}\right) + \frac{M^2[λ^2 - 2γλR + (2 + v^2γ^2)R^2]}{\sqrt{3}R^4} \quad (12c)
\]

\[
\psi^{(20)} \sim -\frac{v^2γ^2}{\sqrt{6}} \left(\frac{4M}{R} + \frac{7M^2}{R^2}\right) - \frac{M^2[λ^2 - 3z^2 - 2γλR + (2 + v^2γ^2)R^2]}{\sqrt{6}R^4} \quad (12d)
\]

\[
\psi^{(n1)} \sim ±ivγ^2 e^{iΩλ} \left(\frac{4M}{R} + \frac{7M^2}{R^2}\right) + \frac{M^2(λ - γR)(K^R + iK^I)}{R^4} \quad (12e)
\]

\[
\psi^{(21)} \sim 0 \cdot \left(\frac{4M}{R} + \frac{7M^2}{R^2}\right) + \frac{M^2z(K^R + iK^I)}{R^4} \quad (12f)
\]

\[
\psi^{(22)} \sim -\frac{1}{2}v^2γ^2 e^{2iΩλ} \left(\frac{4M}{R} + \frac{7M^2}{R^2}\right) + \frac{M^2}{2R^4}[(K^R)^2 - (K^I)^2 + 2iK^RK^I]. \quad (12g)
\]
Worried about a possible sign discrepancy with the results in [1], we have also considered (12a–g) with all correction terms (those with $R^4$ in the denominator) flipped by a sign.
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