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Abstract

An efficient implicit representation of an \(n\)-vertex graph \(G\) in a family \(\mathcal{F}\) of graphs assigns to each vertex of \(G\) a binary code of length \(O(\log n)\) so that the adjacency between every pair of vertices can be determined only as a function of their codes. This function can depend on the family but not on the individual graph. Every family of graphs admitting such a representation contains at most \(2^{O(n \log(n))}\) graphs on \(n\) vertices, and thus has at most factorial speed of growth.

The Implicit Graph Conjecture states that, conversely, every hereditary graph family with at most factorial speed of growth admits an efficient implicit representation. We refute this conjecture by establishing the existence of hereditary graph families with factorial speed of growth that require codes of length \(n \Omega(1)\).

1 Introduction

In the context of efficient representations of graphs, the concept of implicit representations was formally defined by Müller [Mul88] and Kannan, Naor, and Rudich [KNR88, KNR92]. Let \(\mathcal{F}\) be a family of (labeled) finite graphs, and let \(\mathcal{F}_n\) denote the \(n\)-vertex graphs in \(\mathcal{F}\) with vertex set \([n] := \{1, \ldots, n\}\). For a function \(w : \mathbb{N} \to \mathbb{N}\), an implicit representation with code-length \(w(n)\) for an \(n\)-vertex graph \(G\) in \(\mathcal{F}\) is an assignment of a \(w(n)\)-bit code to each vertex of \(G\), together with a decoder function that takes two vertex-codes and returns whether or not they are adjacent in \(G\). Here, the decoder function may depend on \(\mathcal{F}\), but it is independent of the individual graph \(G\).

Note that even the family of all graphs can be represented using codes of length \(n\), since every vertex can be labeled with the corresponding row of the adjacency matrix. We call an implicit representation efficient if its code-length is \(w(n) = O(\log n)\). The literature often refers to efficient implicit representations simply as implicit representations. However, in this article, we are interested in obtaining lower bounds on the code-length, and as a result, we have chosen to allow implicit representations to have arbitrary code-lengths.

Moreover, the original definitions of [Mul88, KNR92] require that the decoder function is computable by a polynomial-time algorithm. However, as these computational matters are irrelevant to our lower bound, we do not require them here.

Example 1.1. Let \(\mathcal{T}\) be the family of all forests. Given any \(G \in \mathcal{T}_n\), we can turn each connected component of \(G\) to a rooted tree by choosing an arbitrary root, and assign to every vertex of \(G\), the index of its parent (if it exists). Note that the adjacency of a pair of vertices can be decided given their \([\log n]\)-length codes, and thus \(\mathcal{T}\) has an efficient implicit representation.

A sequence \((U_n)_{n \in \mathbb{N}}\) of graphs is said to be a sequence of universal graphs for a graph family \(\mathcal{F}\), if for every \(n\) and \(F \in \mathcal{F}_n\), there exists a graph embedding \(\pi_F : V(F) \to V(U_n)\). The family \(\mathcal{F}\) is said to be representable by polynomial-size universal graphs if these universal graphs satisfy...
\[|V(U_n)| = n^{O(1)}\]. Universal graphs were initially defined with the purpose of representation of the family of all graphs [Rad64, Moo65], and were extensively studied for various families of graphs [CG78, CG79, BCE+82, Wu85, BCLR89, Mul88, KNR92, BTS1, AKTZ19, BEGS21]. Efficient implicit representations are equivalent to polynomial-size universal graphs [Mul88, KNR92]. To see the equivalence, note that given an efficient implicit representation, one can take \(V(U_n)\) to be the set of all \(O(\log(n))\)-bit codes and define the edges of \(U_n\) according to the decoder function. For the converse direction, one can assign a unique \(O(\log(n))\)-bit code to each of the \(n^{O(1)}\) vertices of \(U_n\), and use the functions \(\pi_F\) to assign the codes of the vertices of each \(F \in \mathcal{F}_n\) accordingly.

A simple counting argument shows that families of graphs with efficient implicit representations cannot be very large. Indeed, if \(F\) has an efficient implicit representation, then every graph in \(\mathcal{F}_n\) can be described using \(O(n \log n)\) bits, and thus we must have \(|\mathcal{F}_n| \leq 2^{O(n \log n)}\). In the terminology of [Ale97, BBW00] such families are said to have at most factorial speed of growth.

A graph family \(\mathcal{F}\) is called hereditary if it is closed under taking induced subgraphs. More precisely, for every \(m \leq n\), injection \(\sigma : [m] \rightarrow [n]\), and \(G \in \mathcal{F}_n\), the graph \(F\) with the vertex set \([m]\) and the edge set \(\{ij : \sigma(i)\sigma(j) \in E(G)\}\) belongs to \(\mathcal{F}\). Note that taking \(m = n\) in this definition ensures that \(\mathcal{F}\) is closed under graph isomorphism. The hereditary closure of a family \(\mathcal{F}\), denoted by \(\text{cl}(\mathcal{F})\), is the set of all induced subgraphs of every \(G \in \mathcal{F}\). It is the smallest hereditary family that contains \(\mathcal{F}\).

Next, we discuss why in the study of implicit representations, it is more natural to consider hereditary graph families. Let \(\mathcal{F}\) be representable by the sequence of polynomial-size universal graphs \(U_n\). Let \(\epsilon > 0\) be a fixed constant, and let \(U_n' = U_1 \cup \ldots \cup U_n\). Let \(\mathcal{F}_\epsilon \subseteq \text{cl}(\mathcal{F})\) be obtained from \(\mathcal{F}\) by including all induced subgraphs of size at least \(n^\epsilon\) of every \(G \in \mathcal{F}_n\) for every \(n\). Since the size of \(U_n'\) is polynomial in \(n^\epsilon\), the family \(\mathcal{F}_\epsilon\) is representable by the universal graphs \(U_n'\). This observation shows that for \(\mathcal{F}\) to have an efficient implicit representation, not only \(\mathcal{F}\) must have at most factorial speed of growth, but more generally, the families \(\mathcal{F}_\epsilon\) must also have at most factorial speed of growth.

**Example 1.2.** (See also [Spi03]) Let \(\mathcal{F}\) be the set of all graphs with at least \(n - \sqrt{n}\) isolated vertices. Note that the speed of \(\mathcal{F}\) is at most \(\left(\frac{n}{\sqrt{n}}\right)^{2^{O(n)}} = 2^{O(n)}\), which is subfactorial. On the other hand, \(\mathcal{F}_{1/2}\) contains all graphs and thus has the super-factorial growth speed of \(2^{O(n^2)}\). Hence \(\mathcal{F}\) does not admit an efficient implicit representation despite having at most factorial growth speed.

Note that \(\mathcal{F}_\epsilon \subseteq \text{cl}(\mathcal{F})\). In light of these observations, the implicit graph conjecture speculates that if \(\text{cl}(\mathcal{F})\) has at most factorial speed of growth, then \(\mathcal{F}\) admits an efficient implicit representation.

**Conjecture 1.3** (Implicit Graph Conjecture [KNR88, KNR92], [Spi03]). Every hereditary graph family of at most factorial speed has an efficient implicit representation.

Conjecture 1.3 was posed as a question in [KNR88, KNR92], but later, Spinrad stated it as a conjecture in [Spi03]. The implicit graph conjecture is important because it would imply the existence of space-efficient representations for all small hereditary graph families. Moreover, assuming that the decoder is efficiently computable, answering edge queries would require only poly-logarithmic time in the size of the graph.

The implicit graph conjecture has seen much attention by both combinatorists and computer scientists [KNR92, Spi03, Alo17, FK16, AKTZ19], and it has been verified for numerous restricted classes of hereditary graph families [ADK17, Sch99, AR02, GL07, ACLZ15, DEG+21, BGRK+21, HWZ21, MM13].

In this paper, we disprove this three-decades-old conjecture via a probabilistic argument.
Theorem 1.4 (Main Theorem). For every $\delta > 0$, there is a hereditary graph family $\mathcal{F}$ that has at most factorial speed of growth, but every implicit representation of $\mathcal{F}$ must use codes of length $\Omega(n^{2-\delta})$.

Theorem 1.4 not only refutes the existence of $O(\log(n))$-bit codes, but it shows that there are factorial hereditary graph families that require code-lengths that are polynomial in $n$.

Proof overview. First, note that the number of polynomial-size universal graphs is $2^{n^{O(1)}}$, and each such graph can represent at most $n^{O(n)}$ graphs of size $n$. Since there are $2^{\Omega(n^2)}$ graphs on $n$ vertices, a simple counting argument shows that, with high probability, a random collection of $n^{O(1)}$ graphs on $n$ vertices cannot be represented by any universal graph of size $n^{O(1)}$. It is thus tempting to construct $\mathcal{F}$ by randomly selecting $n^{\omega(1)}$ graphs for each $n$. Then, as desired, with high probability, $\text{cl}(\mathcal{F})$ does not have a polynomial-size universal graph representation, but unfortunately, taking the hereditary closure will expand the family to contain all graphs and thus $\text{cl}(\mathcal{F})$ will have growth speed $2^{\Omega(n^2)}$. Indeed for every $n$, for sufficiently large $m$, even a single random graph on $m$ vertices will, with high probability, contain all graphs on $n$ vertices as induced subgraphs.

The key idea to overcome this issue is to consider slightly sparser random graphs. We will select the initial graphs $\mathcal{F}$ from the set of graphs that have $n^{2-\epsilon}$ number of edges for some $\epsilon > 0$. There are still many such graphs; thus, the same counting argument shows that, with high probability, polynomial-size universal graphs cannot represent this family. Regarding the growth speed of $\text{cl}(\mathcal{F})$, note that every $n$-vertex graph $F \in \text{cl}(\mathcal{F})$ is an induced subgraph of some randomly selected graph $G \in \mathcal{F}_m$ where $m \geq n$. If $m$ is much larger than $n$, then $F$ is a small subgraph of the random sparse graph $G$, and thus it has a simple structure. We will show that due to these structural properties, the number of such graphs is at most factorial. On the other hand, if $m$ is not much larger than $n$, there are only $n^m$ possible ways of choosing $F$ inside $G$, and thus the number of such graphs $F$ can be upper-bounded by the sum of $n^m|\mathcal{F}_m|$ over $m = n^{O(1)}$. Since also $|\mathcal{F}_m|$ is not very large as a function of $m$, this sum will be at most $2^{O(n \log(n))}$.

Acknowledgement We wish to thank Nathaniel Harms and Viktor Zamaraev for their feedback on an earlier draft of this paper.

2 Preliminary lemmas

Denote by $B(n, m)$ for $0 \leq m \leq n^2$, the set of all bipartite graphs with equal parts $\{1, \ldots, n\}$ and $\{n+1, \ldots, 2n\}$, and exactly $m$ edges. Recall that a graph is said to be $k$-degenerate if all its induced subgraphs have a vertex of degree at most $k$.

Lemma 2.1. Suppose $0 \leq \epsilon' < \epsilon < 1$ are fixed constants. Consider the random graph $G$ chosen uniformly at random from $B(n, m)$ with $m = \lfloor n^{2-\epsilon} \rfloor$. Then, for sufficiently large $n$, with probability $1 - o(1)$, every induced subgraph of $G$ with at most $n^{\epsilon'}$ vertices is $(c-1)$-degenerate where $c = \frac{4}{\epsilon - \epsilon'}$.

Proof. Let $F$ be an induced subgraph of $G$ with at most $n^{\epsilon'}$ vertices. Let $A$ and $B$ denote the set of the vertices of $F$ in the first part and the second part, respectively, and denote $a = |A|$ and $b = |B|$. We have $a, b \leq n^{\epsilon'}$. We call $F$ bad if its minimum degree is at least $c$.

The probability that every vertex in $A$ has degree at least $c$ is bounded from above by

$$\binom{a}{b} \frac{(n^2 - ac)^{m-ac}}{\binom{n^2}{m}} \leq \binom{a}{b} \left( \frac{m}{n^2} \right)^{ac} \leq \left( \frac{mb}{n^2} \right)^{ac} = \left( \frac{b}{n^{\epsilon'}} \right)^{ac}.$$
Similarly the probability that every vertex in $B$ has degree at least $c$ is at most $(\frac{a}{n^c})^{bc}$. Thus, by a union bound, the probability that a bad $F$ with parts of size $a$ and $b$, with $a < b \le n^{\epsilon'}$, exists is at most
\[
\binom{n}{a} \binom{n}{b} \left(\frac{a}{n^c}\right)^{bc} \le n^{2b} \left(\frac{a}{n^c}\right)^{bc} = \left(n^2 \cdot \frac{a^c}{n^{bc}}\right)^b \le \left(\frac{n^2}{n^c(c-\epsilon')}\right)^b = o(n^{-2}),
\]
where we used the assumption that $c = \frac{1}{c-\epsilon'}$. A similar bound holds for the case $b < a \le n^{\epsilon'}$. Thus, by a union bound, since there are at most $n^2$ choices for $a$ and $b$, the probability that $G$ has a bad induced subgraph with parts of size $a, b \le n^{\epsilon'}$ is $o(1)$.

It follows that with probability $1 - o(1)$, every induced subgraph of $G$ with at most $n^{\epsilon'}$ vertices contains a vertex of degree less than $c$. Consequently, every induced subgraph of $G$ with $n^{\epsilon'}$ many vertices is $(c - 1)$-degenerate.

\[\textbf{Lemma 2.2.} \text{ The number of } c\text{-degenerate } n\text{-vertex graphs is at most } 2^{O(cn\log n)}.\]

\[\textbf{Proof.} \text{ By deleting the vertices of degree at most } c \text{ in turn, one obtains an ordering of the vertices such that every vertex has at most } c \text{ neighbours in the subsequent vertices. Hence, the number of such graphs is at most } O(n!(n^c)^n) = 2^{O(cn\log n)}.\]

\[\square\]

3 Existence of counter-examples

We are now ready to prove Theorem 1.4. Call an $n$-vertex bipartite graph \textit{good} if it is a positive instance of Lemma 2.1 for $c = \frac{1}{c} + \frac{\epsilon}{2}$, and $\epsilon' = \frac{\epsilon}{2}$. Let $\mathcal{G}$ be the family of all good graphs. Note that all good graphs are bipartite graphs with even number of vertices, and bipartition $\{1, \ldots, \frac{n}{2}\}$ and $\{\frac{n}{2} + 1, \ldots, n\}$. We consider hereditary families that are constructed by picking small subsets $\mathcal{M}_n \subseteq \mathcal{G}_n$ and taking the hereditary closure of $\mathcal{M} = \bigcup_{n \in \mathbb{N}} \mathcal{M}_n$. To this end, we first prove that as long as $\mathcal{M}_n$ are not too large, the resulting hereditary family will have at most factorial speed.

\[\textbf{Claim 3.1.} \text{ For every } n, \text{ let } \mathcal{M}_n \subseteq \mathcal{G}_n \text{ be a subset with } |\mathcal{M}_n| \leq 2^{\sqrt{m}}. \text{ The hereditary closure } \bigcup_{n \in \mathbb{N}} \mathcal{M}_n \text{ has at most factorial speed.}\]

\[\textbf{Proof.} \text{ Let } \mathcal{F} \text{ denote the hereditary closure of } \bigcup_n \mathcal{M}_n. \text{ For an } n\text{-vertex graph } G \in \mathcal{F}, \text{ let } m \text{ be the smallest integer such that } G \in \text{cl}(\mathcal{M}_m). \text{ We consider two cases, based on whether } n \leq \sqrt{m}/2. \text{ If } n \leq \sqrt{m}/2, \text{ then since the graphs in } \mathcal{M}_m \text{ are good, } G \text{ is } c\text{-degenerate for } c = \frac{1}{c-\epsilon'} = 8\delta. \text{ By Lemma 2.2, the number of graphs } G \text{ of this type is bounded by } 2^{O(n \log n)}. \text{ The number of graphs } G, \text{ with } n > \sqrt{m}/2 \text{ is bounded by}
\]
\[
\sum_{n=\sqrt{m}/2}^{2\sqrt{m}} m^n |\mathcal{M}_m| = \sum_{n=\sqrt{m}/2}^{2\sqrt{m}} m^n 2^{\sqrt{m}} \leq 2n^2 \cdot (2n^2)^n \cdot 2^{\sqrt{2n^2}} = 2^{O(n \log n)}. \]

\[\square\]

We will focus our attention to even $n$. Define $k_n = \lceil 2\sqrt{m} \rceil$. We will show that there is an $M_n$ as in the assumption of Claim 3.1 that does not have a universal graph representation of size $u \leq 2^{n^{\frac{1}{2} - \delta}}$. Combined with Claim 3.1, the closure of $\bigcup_{n \in \mathbb{N}} \mathcal{M}_n$ is a hereditary family of at most factorial speed that does not have a $2^{n^{\frac{1}{2} - \delta}}$-size universal graph representation. Equivalently there is no implicit representation of this family with codes of length at most $n^{\frac{1}{2} - \delta}$, refuting the Implicit Graph Conjecture.
Suppose $U$ is a $u$-vertex graph. The number of $n$-vertex graphs that can be represented by $U$ is at most $u^n$. Thus the number of collections of $k_n$ graphs on $n$-vertices that are simultaneously represented by $U$ is at most $u^{kn}$.

Since the number of distinct $u$-vertex graphs $U$ is at most $2^{u^2}$, the number of collections of $k_n$ graphs on $n$-vertices that have a $u$-vertex universal graph is at most $2^{u^2} \cdot u^{kn}$.

On the other hand, let us first estimate $|G_n|$. The number of graphs in the support of $B\left(\frac{n}{2}, \lceil \left(\frac{n}{2}\right)^{2-\epsilon} \rceil \right)$ is $2^{\Omega(n^2 - \epsilon \log n)}$.

Hence by Lemma 2.1, $|G_n|$ is also at least $2^{\Omega(n^2 - \epsilon \log n)}$. As a result, the number of choices of $M_n \subseteq G_n$ with $|M_n| = k_n$ is at least

$$2^{\Omega(k_n n^{2-\epsilon} \log n)}.$$

We finally observe that for sufficiently large $n$, this is larger than (1):

$$\log(2^{u^2} \cdot u^{kn}) = u^2 + nk_n \log(u) \leq 2^{n^{\frac{3}{2} - \delta}} + n[2^{\sqrt{n}}]^{\frac{1}{3} - \delta} = O(2^{\sqrt{n}} n^{\frac{3}{2} - \delta}),$$

while

$$\log(2^{\Omega(k_n n^{2-\epsilon} \log n)}) = \Omega(k_n n^{2-\epsilon} \log n) = \Omega(2^{\sqrt{n}} n^{2-\epsilon} \log n) = \Omega(2^{\sqrt{n}} n^{\frac{3}{2} - \frac{3}{2} \log n}).$$

Thus, there exist collections $M_n \subseteq G_n$ with $|M_n| = k_n$ such that $M_n$ cannot be represented by any universal graph of size $u$. This combined with Claim 3.1 concludes the proof of Theorem 1.4.

### 4 Concluding remarks

The minimum code-length of an implicit representation for the family of all graphs is $\frac{n^2}{2} + O(1)$ [Alo17, Moo65]. Theorem 1.4 shows that there are factorial hereditary graph properties that require code-lengths of roughly $\Omega(\sqrt{n})$. We do not know whether the square root appearing in Theorem 1.4 can be improved to a larger power, or even potentially to powers that are arbitrarily close to 1. To this end, we ask whether there exists an $\epsilon > 0$ such that every factorial hereditary property can be represented by codes of length $O(n^{1-\epsilon})$.

The refutation of the Implicit Graph Conjecture leaves the problem of determining whether there is a simple characterization of hereditary graph properties with efficient implicit representations wide open. A problem of similar nature in the area of communication complexity is to characterize the hereditary classes of Boolean matrices that have randomized communication complexity $O(1)$. Indeed as it was shown in [HWZ21], a derandomization argument shows that every such class must admit an efficient implicit representation, and thus the two problems are closely related. We refer the reader to [HWZ21] for a thorough discussion of the connections to communication complexity.

The observation that even polynomially large subgraphs of the random graph $G(n, n^{2-\epsilon})$ are with high probability $O(1)$-degenerate was first used in [HHH21] as a proof-barrier for certain conjectures regarding randomized communication complexity. The connection between randomized communication complexity and the implicit graph conjecture was pointed out by [HWZ21]. The present paper combines the above-mentioned observation about sparse random graphs with an information-theoretic counting argument to create a factorial hereditary property that does not admit an efficient implicit representation.
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