Integral-direct and parallel implementation of the CCSD(T) method: algorithmic developments and large-scale applications
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Abstract

A completely integral-direct, disk I/O and network traffic economic coupled-cluster singles, doubles, and perturbative triples [CCSD(T)] implementation has been developed relying on the density-fitting approximation. By fully exploiting the permutational symmetry the presented algorithm is highly operation-count and memory efficient. Our measurements demonstrate excellent strong scaling achieved via hybrid MPI/OpenMP parallelization and a highly competitive, 60-70% utilization of the theoretical peak performance on up to hundreds of cores. The terms whose evaluation time becomes significant only for small- to medium-sized examples have also been extensively optimized. Consequently, high performance is also expected for systems appearing in extensive data sets used, e.g., for density functional or machine learning parametrizations, and in calculations required for certain reduced-cost or local approximations of CCSD(T), such as in our local natural orbital scheme [LNO-CCSD(T)]. The efficiency
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of this implementation allowed us to perform some of the largest CCSD(T) calculations ever presented for systems of 31-43 atoms and 1037-1569 orbitals using only 4-8 many-core CPUs and 1-3 days of wall time. The resulting 13 correlation energies and the 12 corresponding reaction energies and barrier heights are added to our previous benchmark set collecting reference CCSD(T) results of molecules at the applicability limit of current implementations.

1 Introduction

The coupled-cluster (CC)\textsuperscript{1–4} family of methods has become one of the most accurate and versatile theoretical tools to simulate molecules and solids at the atomic scale. The size-extensivity and the systematically improvable character of the CC methods are highly advantageous for computing energies and other molecular properties.\textsuperscript{5–7} For single reference cases, assuming that sufficient convergence is achieved also for the single-particle orbital basis sets, the CC model with single and double excitations (CCSD) augmented with perturbative triples correction [CCSD(T)]\textsuperscript{8} is regarded as the “gold standard” of quantum chemistry. For most properties, CCSD(T) results are expected to agree with experiments within their respective uncertainties.\textsuperscript{2,4} The price of such beneficial properties, at least for conventional implementations, is the steep, sixth- and seventh-power-scaling operation count complexity for CCSD and CCSD(T), respectively, and fourth-power-scaling data complexity for both methods. This usually restricts the reach of conventional CCSD(T) codes to systems of up to 20-25 atoms.

A straightforward way to extend this limitation is to employ the tools of modern high-performance computing, such as parallel execution. Several recent CC implementations employ Message Passing Interface (MPI) to distribute the workload between multiple compute nodes.\textsuperscript{9–20} Efficient strong scaling performance was demonstrated for CCSD(T) up to hundreds or thousands of processor cores with the PQS,\textsuperscript{16} GAMESS,\textsuperscript{13} and MOLCAS\textsuperscript{12} packages, while the implementations in the MPQC,\textsuperscript{17,19} ACESIII,\textsuperscript{14} Aquarius,\textsuperscript{18} FHI-aims,\textsuperscript{20}
and NWChem\textsuperscript{10,11} program suits are shown to scale well even up to many thousands of cores. Compared to the availability of well-parallelized implementations only a relatively limited number of large-scale CCSD(T) applications were presented for systems including up to 1000 orbitals.\textsuperscript{13,14,19–21} To our knowledge only a few conventional CCSD(T) calculations reached 1500 orbitals to date. The CCSD(T)/aug-cc-pVQZ calculation of Janowski and Pulay performed for the benzene dimer involved 1512 orbitals,\textsuperscript{16} but the $C_{2h}$ symmetry was fully exploited to reduce the tremendous operation count and storage demand. Xantheas and coworkers employed the NWChem package to obtain CCSD(T)/aug-cc-pVTZ energies for water clusters including up to 17 molecules and 1564 orbitals, for which they employed 120,000 compute cores.\textsuperscript{22}

Considering the steep-scaling arithmetic demand of CCSD(T) the use of multi-node parallelism or accelerators\textsuperscript{19,23–25} alone can only moderately extend the applicability limits of CCSD(T). Nevertheless, many approximations have been developed aiming to preserve the intrinsic accuracy of CCSD(T), while reducing the scaling or prefactor of the operation count and/or space complexity. Regarding the latter, the storage and communication challenges posed by the two-electron four-center electron repulsion integrals (ERIs) can be significantly decreased via density-fitting (DF, often also referred to as resolution-of-identity),\textsuperscript{19,20,26–28} Cholesky decomposition,\textsuperscript{12,26,29} or alternative tensor factorization\textsuperscript{30–36} approaches. For instance, Peng, Valeev, and coworkers recently presented a DF-CCSD implementation where all four-center molecular orbital (MO) ERIs with more than two unoccupied indices are reassembled when needed to avoid the allocation and communication of fourth-power-scaling arrays with high prefactor.\textsuperscript{19} Scheffler, Shen, and coworkers also chose to reassemble the integrals with four unoccupied MO indices and the ERIs with three unoccupied indices which are not available in the local memory in each iteration as needed.\textsuperscript{20} Compared to this repeated integral assembly it is negligible to also recreate the Coulomb integrals with fewer than three virtual indices in each iteration. In recognition of this, DePrince and Sherrill showed that the faster, DF-based atomic orbital (AO) to MO integral transformation algorithm can

3
be utilized to design an efficient CCSD algorithm using the $t_1$-transformed Hamiltonian,\textsuperscript{28} which technique is often utilized also in the context of second- and higher-order CC theories employed for excited-state calculations.\textsuperscript{37–41} The DF approximation is thus highly useful to break down memory and bandwidth bottlenecks, but it does not noticeably reduce the operation count of CCSD(T), only one of the less expensive, sixth-power-scaling terms can be accelerated via more efficient factorization.\textsuperscript{28}

Active development is also aimed towards reduced-cost and reduced-scaling CCSD(T) approximations. For instance, orbital transformation techniques\textsuperscript{12,42–44} relying on natural orbitals (NOs) constructed at the level of second-order Møller–Plesset (MP2) perturbation theory can effectively compress the unoccupied MO space while retaining high accuracy. Recent cost-reduction efforts considered promising ideas utilizing, for example, sparsity exploitation,\textsuperscript{45} mixed single and double precision operations,\textsuperscript{46} or stochastic approaches.\textsuperscript{47,48} The most successful methods to date combine multiple strategies, such as DF and NOs, with local approximations.\textsuperscript{21,49–51} For instance, we have recently demonstrated with our local natural orbital (LNO)\textsuperscript{21,52–57} scheme that, while retaining high accuracy, LNO-CCSD(T) calculations can be performed up to a few thousand atoms and 45,000 orbitals even with a single CPU.\textsuperscript{21,57} As CC methods with local and NO approximations become increasingly accepted and trusted in the literature,\textsuperscript{58} tightly converged approximations have mostly taken over the role of massively-parallel implementations in large-scale CCSD(T) applications.

Considering this shift we identify three use cases and the corresponding algorithmic properties for which our optimization efforts are aimed at. First, extensive conventional CCSD(T) calculations are still vital to compute references for the accuracy assessment of reduced-cost approximations.\textsuperscript{21} Second, as current local CC methods are not necessarily more efficient for small systems, canonical CC implementations often provide benchmark data for the construction of density functional approximations\textsuperscript{59,60} or for the training step in machine learning approaches.\textsuperscript{61–68} Such data sets often collect thousands\textsuperscript{59,60,67,68} or even hundreds of thousands\textsuperscript{62,69} of CC results obtained for relatively small systems, say below about a dozen
non-hydrogen atoms. Third, certain local CC approximations,\textsuperscript{70–75} including also the LNO-CC scheme,\textsuperscript{21,52–57} obtain the final CC correlation energy from the contributions of a number of independent, smaller-scale “domain” CC computations, for which often conventional, or slightly modified CC implementations are invoked.

We report a CCSD(T) algorithm and implementation designed for the above three goals. For efficient execution also on computer clusters or in a cloud compute environment where local disks are not available or are relatively small, the algorithm is completely integral-direct utilizing an effective DF-based and batched approach for the evaluation of $t_1$-transformed four-center integrals.\textsuperscript{28,76} At the same time, in preparation for moderate per-node memory cases only the absolutely necessary four-dimensional tensors are kept during the CCSD iteration (doubles CC amplitudes and residuals). Low per-node memory footprint is also ensured by a shared-memory intra-node (OpenMP) parallelization strategy and symmetry-packed array formats. Consequently, disk input/output (I/O) and network use are completely avoided within a CCSD iteration and the evaluation of the (T) correction. In order to minimize the operation count the highest possible permutational symmetry is exploited throughout and, an additional layer of inter-node (MPI) parallelization is implemented on top of OpenMP. We have found that, for a significant portion of the target use cases, when the virtual/occupied ($n_v/n_o$) ratio is in the range of 5–10, the usual assumption that the $O(n_v^4n_o^2/4)$-scaling particle-particle ladder (PPL) term dominates the cost of CCSD does not hold. In such cases the remaining $O(4n_v^3n_o^3)$-scaling terms also take comparable time, for which a relatively limited attention have been devoted in the literature. Such cases occur with relatively small, e.g., double-ζ quality basis sets, small molecules with only a few hundred MOs, or when the virtual basis is successfully compressed via NO approximations, such as in our LNO-CC scheme.\textsuperscript{21,57} Thus, we also developed hand-optimized, memory-efficient, in-core, and well-parallelized algorithms to all terms appearing in the $t_1$-transformed CCSD equations.\textsuperscript{28,76} Our recent OpenMP parallel (T) algorithm\textsuperscript{56} was also updated to match the minimum memory demand of the new CCSD code, while making it also MPI/OpenMP
parallel and free from disk I/O and network use.

Some of our algorithmic choices are inspired by the \( t_1 \)-transformed DF-CCSD implementation of DePrince and Sherrill\(^{28} \) with notable improvements regarding the MPI parallelism, optimized non-PPL terms in CCSD, more than three times smaller minimum memory requirement, and the rigorous avoidance of disk I/O during a CCSD iteration step. The most recent CCSD(T) programs of the MPQC\(^{19} \) and FHI-aims\(^{20} \) packages are also similar to ours in some aspects, like the DF-based (semi-)integral-direct execution and high parallel efficiency. The main deviation in our algorithm design is that here the full permutational symmetry is retained for all terms of the CCSD equations, while refs 19 and 20 employ (partially) redundant solutions for some of the contractions and data structures appearing, for instance, in the PPL term. Since the packing/unpacking operations required for the efficient matrix-matrix multiplication-based formulation of the most demanding contractions do not scale well with the number of cores, the solutions of Peng et al.\(^{19} \) and Shen et al.\(^{20} \) are expected to perform better with thousands of cores. Since massive parallelism is already provided by the completely independent evaluation of numerous moderate-sized CCSD(T) problems in the second and third target applications, and we were able to perform large-scale CCSD(T) calculations in the 1000-1500 orbital region with a few hundred cores, the presented algorithm matches our goals well. It is also worth noting that while, the scheme of Scheffler and coworkers\(^{20} \) and ours employ a hybrid MPI/OpenMP strategy and compute the (T) correction via the “\( ijkabc \)” approach,\(^{77,78} \) Valeev and coworkers\(^{19} \) implemented a purely MPI-based framework with extensions to graphics processing units and utilization of many integrated cores, and evaluate an “\( abcijk \)” type (T) expression.\(^{78,79} \) Additionally, refs 19 and 20 rely on a distributed-memory model suitable for massive-parallelism, whereas our low-memory, batched, and fully integral-direct algorithms provide more bandwidth-economic replicated memory solutions for systems of up to about 2000 orbitals.

After providing the theoretical background in Section 2 and the detailed introduction of the novel algorithms in Section 3, extensive benchmarks are presented for both intra-node
and inter-node parallel scaling in Section 5. The measurements representing typical use cases, e.g., appearing within an LNO-CCSD(T) calculation, demonstrate excellent strong scaling comparable to that of state-of-the-art implementations,\textsuperscript{19,20,28,80} while close-to-ideal absolute efficiency is also displayed in terms of peak performance utilization. Section 6 presents illustrative applications at the applicability limit of current CCSD(T) codes for three reactions taken from recent mechanistic studies.\textsuperscript{81–83} The resulting 13 correlation energies and 12 reaction energies and barrier heights are added to our recent 26-item correlation energies of medium-sized systems (CEMS26) compilation\textsuperscript{21} and will be employed for the accuracy assessment of CCSD(T) approximations.

\section{Theoretical background}

\subsection{CCSD energy and amplitude equations}

Assuming a closed-shell reference determinant consisting of spatial orbitals, the CCSD energy can be written as

\begin{equation}
E_{\text{CCSD}} = 2 \sum_{ia} f_{ai} t^a_i + \sum_{ijab} L_{ij}^{ab} \left( t_{ij}^{ab} + t_{ij}^{a^b} \right),
\end{equation}

where indices \(i, j, \ldots (a, b, \ldots)\) denote occupied (virtual) orbitals, \(t^a_i\) and \(t_{ij}^{ab}\) represent the singles and doubles amplitudes, respectively, \(f_{pq}\) are elements of the Fock matrix with general orbital indices \(p, q, \ldots\), and

\begin{equation}
L_{ij}^{ab} = 2 (ai|bj) - (aj|bi),
\end{equation}

with \((pq|rs)\) as a two-electron repulsion integral in the Mulliken convention.

The equations determining the excitation amplitudes are derived by projecting the Schrödinger equation on the space of excited determinants, e.g.,

\begin{equation}
\langle \Phi_{i,j}^{ab} | e^{-(T_1+T_2)} H e^{T_1+T_2} | \Phi_0 \rangle = 0.
\end{equation}
Here, $T_1$ and $T_2$ are the cluster operators corresponding to single and double excitations, $|\Phi_0\rangle$ and $|\Phi_{ij}^{ab}\rangle$ denote the Hartree–Fock (HF) and a doubly excited determinant, and $H$ is the Hamiltonian operator of the system.

The four-center ERIs, collected in matrix $K$ with elements $K_{pq,rs} = (pq|rs)$, will be evaluated relying on the DF approximation\textsuperscript{84–86} as

$$K = IV^{-1}I = JJ^T,$$

where $I$ collects the $I_{pq,Q} = (pq|Q)$ three-center two-electron integrals with $Q$ indexing the functions of the auxiliary basis. The two-center two-electron integral matrix of the auxiliary basis functions, with elements $V_{P,Q} = (P|Q)$, is factorized using Cholesky-decomposition as $V = LL^T$, where $L$ is a lower triangular matrix. After the decomposition the inverse of $V$ can be recast as $V^{-1} = (L^{-1})^T L^{-1}$, and the inverse of $L$ can be contracted with $I$, forming $J$ as

$$J = I(L^{-1})^T.$$

The CCSD amplitude equations can greatly be simplified by absorbing the effect of the single excitations into the Hamiltonian\textsuperscript{87} via defining

$$\hat{H} = e^{-T_1} H e^{T_1}.$$

The above $t_1$-transformed Hamiltonian is expressed by the elements of the corresponding transformed Fockian ($\hat{f}_{pq}$) and the elements of the transformed three-center ERIs ($\hat{j}_{pq}^Q$) for which eqs 29-31 of the Appendix collect the explicit expressions.

Substituting the $t_1$-transformed Hamiltonian of eq 6 into the CC equations, the singles
(\(R_i^a\)) and doubles (\(R_{ij}^{ab}\)) residuals can be written as \(^{28,87}\)

\[
R_i^a = \hat{f}_ia + A_i^a + B_i^a + C_i^a  
\]

\[
R_{ij}^{ab} = \sum_P \hat{j}_{ai}^P \hat{j}_{bj}^P + A_{ij}^{ab} + B_{ij}^{ab} 
+ P_{ij}^{ab} \left( \frac{1}{2} C_{ij}^{ab} + C_{ji}^{ab} + D_{ij}^{ab} + E_{ij}^{ab} + F_{ij}^{ab} \right),
\]

where the permutation operator, \(P_{ij}^{ab}\), is defined as \(P_{ij}^{ab}(ab) = (ab) + (ba)\). The intermediates appearing in the \(t_1\)-transformed CCSD residual equations \(^{28,76}\) read as

\[
A_i^a = \sum_{kcd} \hat{u}_{ki}^{cd} \sum_P \hat{j}_{kc}^P \hat{j}_{ad}^P 
\]

\[
B_i^a = - \sum_{klc} \hat{u}_{kl}^{ac} \sum_P \hat{j}_{ki}^P \hat{j}_{lc}^P 
\]

\[
C_i^a = \sum_{kc} \hat{j}_{kc} \hat{u}_{ik}^{ac} 
\]

\[
A_{ij}^{ab} = \sum_{cd} \hat{t}_{ij}^{cd} \sum_P \hat{j}_{ac}^P \hat{j}_{bd}^P 
\]

\[
B_{ij}^{ab} = \sum_{kl} \hat{t}_{ij}^{ab} \left( \sum_P \hat{j}_{ki}^P \hat{j}_{ij}^P + \sum_{cd} \hat{t}_{ij}^{cd} \sum_P \hat{j}_{kc}^P \hat{j}_{ld}^P \right) 
\]

\[
C_{ij}^{ab} = - \sum_{kc} \hat{t}_{kj}^{bc} \left( \sum_P \hat{j}_{ki}^P \hat{j}_{ac}^P - \frac{1}{2} \sum_{ld} \hat{t}_{li}^{ad} \sum_P \hat{j}_{kd}^P \hat{j}_{lc}^P \right) 
\]

\[
D_{ij}^{ab} = \frac{1}{2} \sum_{kc} \hat{u}_{jk}^{bc} \left( \hat{L}_{kc}^a + \frac{1}{2} \sum_{ld} \hat{u}_{il}^{ad} \hat{L}_{dc}^k \right) 
\]

\[
E_{ij}^{ab} = \sum_{c} \hat{t}_{ij}^{ac} \left( \hat{f}_{bc} - \sum_{kld} \hat{u}_{kl}^{bd} \sum_P \hat{j}_{ld}^P \hat{j}_{kc}^P \right) 
\]

\[
F_{ij}^{ab} = - \sum_{k} \hat{t}_{ik}^{ab} \left( \hat{f}_{kj} + \sum_{lcd} \hat{u}_{lj}^{cd} \sum_P \hat{j}_{kd}^P \hat{j}_{lc}^P \right),
\]
where the following shorthand notations are also exploited:

\[ u_{ij}^{ab} = 2t_{ij}^{ab} - t_{ij}^{ba} \] (18)

\[ \hat{J}_{pq}^{rs} = \sum_P \left( 2\hat{j}_{pr}^P \hat{j}_{qs}^P - \hat{j}_{ps}^P \hat{j}_{qr}^P \right). \] (19)

### 2.2 The perturbative (T) correlation energy

The closed shell (T) energy expression in the canonical orbital basis can be written as\(^8,79\)

\[ E^{(T)} = \frac{1}{3} \sum_{ijk} \sum_{abc} (4W_{ijk}^{abc} + W_{ijk}^{bca} + W_{ijk}^{cab})(V_{ijk}^{abc} - V_{ijk}^{bca}) / D_{ijk}^{abc}, \] (20)

where \( D_{ijk}^{abc} = f_{ii} + f_{jj} + f_{kk} - f_{aa} - f_{bb} - f_{cc} \) is the energy denominator with \( f_{pp} \) as a diagonal element of the Fock matrix. The \( W \) and \( V \) intermediates are defined as

\[ W_{ijk}^{abc} = P_{ijk}^{abc} \left( \sum_d (bd|ai) t_{kj}^{cd} - \sum_l (ck|jl) t_{il}^{ab} \right) \] (21)

and

\[ V_{ijk}^{abc} = W_{ijk}^{abc} + (bj|ck)t_i^a + (ai|ck)t_j^b + (ai|bj)t_k^c. \] (22)

Here, the permutation operator, \( P_{ijk}^{abc} \) is introduced as

\[ P_{ijk}^{abc}\left( \begin{array}{c} abc \\ ijk \end{array} \right) = \left( \begin{array}{c} abc \\ ijk \end{array} \right) + \left( \begin{array}{c} abc \\ ijk \end{array} \right) + \left( \begin{array}{c} abc \\ kji \end{array} \right) + \left( \begin{array}{c} abc \\ jki \end{array} \right) + \left( \begin{array}{c} abc \\ jik \end{array} \right). \] (23)

Let us note that eqs 21 and 22 do not depend on the transformed \( \hat{f} \) and \( \hat{J} \) since the evaluation of the (T) correction cannot be accelerated by the \( t_1 \)-transformation.

The sixfold permutational symmetry of the intermediate quantities can be utilized to evaluate the perturbative triples energy expression. When working in the canonical orbital basis of a closed-shell system, two suitable energy expressions can be derived\(^77,78\) for this end. Here, we limit our discussion to the case when the outermost loops run over the restricted
occupied indices. For the explicit energy formula corresponding to this so-called “\(ijkabc\)” algorithm, we refer to eq 5 of ref 56.

3 Algorithm

This section presents algorithmic developments and parallelization efforts devoted to the CCSD iteration and then to the perturbative triples correction. According to our target application types the following priorities are set for the new DF-CCSD(T) code: minimal memory footprint, optimal operation count in the sixth- and seventh-power-scaling terms, negligible hard disk and network use, and good parallel scaling.

3.1 CCSD algorithm: data structures and integral assembly

Dealing with limited per node memory and data traffic bandwidths is one of the cornerstones of current algorithm design. Hence we prioritize the minimization of data storage and hard disk/network use to increase CPU efficiency. For that purpose our aim is to minimize the storage requirement with minor sacrifices regarding the operation count so that all necessary quantities will be available in local memory or can be effectively recomputed when needed for as large orbital spaces as possible.

Since the best way to effectively factorize or compress the doubles amplitudes and residuals on a production level is still under active development,\textsuperscript{32,35,36} they are currently kept in four-dimensional tensors. All other potentially sizable quantities are either factorized (ERIs) or split into at most \(O(N^3)\)-scaling batches (all intermediates). Thus, the only fourth-power-scaling arrays, stored in their permutational symmetry-packed form (c.f., \(t_{iij}^{ab} = t_{ji}^{ba}\)), take \(16n_v^2n_o(n_o + 1)/2\) bytes in double-precision, where \(n_v\) and \(n_o\) denote the number of virtual and occupied orbitals, respectively. The benefit is a factor of two saving in the size of the largest arrays compared to the more convenient unpacked format. The drawback is that repeated packing/unpacking operations are needed during each CCSD iterations, which is,
however, a low operation count task, hence it can be traded for memory efficiency.

Our integral-direct, DF approach brings down the scaling of all integral tensor sizes from $O(N^4)$ to $O(N^3)$, with $N = n_o + n_v$ but necessitates the assembly of the required two-electron integrals in every iteration. Since the corresponding operation is only of $O(N^5)$-scaling and can be handled with efficient, well-parallelizable tasks, this strategy effectively trades space requirement for increased operation count, as also recognized previously in similar contexts.\textsuperscript{19,20,28} The alternative would be to store the extensive $O(N^4)$-scaling arrays on hard disk or use distributed memory and network communication, both of which are highly challenging to perform efficiently with good scaling. The cubic-scaling DF integral tensors do not cause memory or data traffic bottlenecks, and we found that the reduced I/O demand and the better parallelizability of the integral assembly compensate well for the increased operation count of the DF approximation.

In order to minimize the storage requirement of the intermediates, we applied a batched evaluation strategy to each term in the residual equations. Namely, the two-electron integrals and intermediates are calculated in at most cubic-scaling blocks. Then their contribution is immediately cumulated into the residuals, and the intermediate data is discarded. This solution is again necessary to keep the $O(N^4)$-scaling memory demand at minimum. In turn it leads to more complicated algorithms since the batch dimensions have to be set as large as possible to avoid performance loss when invoking vendor optimized BLAS routines for the corresponding contractions.

It is worth noting that the above memory reduction techniques do not increase the arithmetic complexity of the algorithm, that is, the $O(N^6)$-scaling is retained for CCSD. Compared to that the $O(N^4)$ and $O(N^5)$ complexity of unpacking the doubles amplitudes and the integral assembly is affordable. It is still worth decreasing the number of integral assemblies within an iteration as much as possible. As the $t_1$-transformation incorporates the effect of the singles amplitudes into the Hamiltonian, all terms containing the singles amplitudes in the conventional CCSD equations are merged into terms reminiscent of the ones
that appear in the coupled-cluster doubles (CCD) equations.\textsuperscript{28} This simplification makes the algorithm more amenable to hand-optimization and parallelization. One apparent benefit is that one of the sixth-power-scaling terms can be more efficiently refactorized leading to a small prefactor decrease in the overall CCSD algorithm.\textsuperscript{28} Additionally, a formulation can be chosen that does not require the assembly of the three-external four-center integrals at all, and the all virtual four-center integrals are only needed once per iteration.\textsuperscript{28} In turn, the $t_1$-transformation itself would correspond to an $O(N^5)$-scaling transformation of the ERI tensor and the Fock matrix in each iteration if DF or other factorization techniques were not employed. However, once we commit to a fully integral-direct, DF-based algorithm, the overhead of the $t_1$-transformation becomes a negligible, $O(N^4)$-scaling operation.

In the Appendix we introduce storage and operation effective solutions to carry out the $t_1$-transformation, which deviates from the algorithms of ref \textsuperscript{28} in multiple aspects. For instance, we transform the DF integrals from the AO to the MO basis only once and store only the $t_1$-transformed MO integrals corresponding to the singles amplitudes of the actual iteration, while the approach of ref \textsuperscript{28} employs a disk-based AO to MO transformation in each iteration.

### 3.2 Algorithms for the CCSD residual equations

After finding a satisfactory solution for the representation of the integrals and wavefunction parameters, we turn our attention to the optimization of wall times within the set constraints. This is demonstrated by the detailed analysis of the individual terms.

First, we consider the supposedly most expensive $O(N^6)$-scaling term, the $A^{ab}_{ij}$ contribution of eq 12, also known as the particle-particle ladder or PPL term. The total operation count of a naive implementation of this term is $2 n_v^4 n_s^2$, where we consider both the addition and multiplication operations in order to have accurate floating point operation (FLOP) counts for performance analysis. It is well known that this operation count can be reduced by symmetrizing the corresponding amplitude and ERI tensors,\textsuperscript{88,89} which is, however, still
challenging to implement with massive parallel scaling.\textsuperscript{10,11,19,20} Presently we take advantage of the symmetrization as fourfold and twofold improvement can be achieved for the contraction and the four-external assembly steps, respectively. Following the DF-based formulation of ref 28 the $A_{ij}^{ab}$ term is evaluated as

$$A_{i\leq j}^{ab} = \begin{cases} (+) A_{ij}^{ab} + (-) A_{ij}^{ba}, & \text{if } a \leq b \\ (+) A_{ij}^{ab} - (-) A_{ij}^{ba} & \text{otherwise} \end{cases}$$ \hspace{1cm} (24)

$$(\pm) A_{ij}^{ab} = \frac{1}{2} \sum_{c \leq d} (\pm) I_{cd}^{ab} (\pm) I_{ij}^{cd}$$ \hspace{1cm} (25)

$$(\pm) I_{cd}^{ab} = I_{cd}^{ab} \pm I_{dc}^{ab} = \sum_{p} j_{ac}^{P} j_{bd}^{P} \pm \sum_{p} j_{ad}^{P} j_{bc}^{P}$$ \hspace{1cm} (26)

$$(+) I_{ij}^{ab} = I_{ij}^{ab} + I_{ij}^{ba} (1 - \delta_{ab})$$ \hspace{1cm} (27)

$$(-) I_{ij}^{ab} = I_{ij}^{ab} - I_{ij}^{ba}$$ \hspace{1cm} (28)

where superscripts $(+)$ and $(-)$ denote symmetric and antisymmetric combinations, respectively, and $\delta_{ab}$ stands for the Kronecker delta symbol. Compared to that of ref 28 our algorithm for this term, presented in Algorithm 1, includes several improvements: it is more memory economic, I/O-free, and massively parallel via an OpenMP/MPI strategy, while retaining the use of effective matrix-matrix multiplications. The evaluation of the PPL term

\begin{algorithm}
1: for $n_{\text{block}} = 1, \lceil (n_{v}(n_{v}+1)/2)/(n_{B}) \rceil$ // MPI and OpenMP parallel
2: for $\hat{a}b = (n_{\text{block}} - 1)n_{B} + 1, n_{\text{block}} n_{B}$
3: $I_{cd}^{ab} = \hat{j}_{c,P}^{a} (\hat{j}_{d,P}^{b})^{\dagger}$
4: $(\pm) I_{cd,ab}^{\dagger} = I_{cd}^{ab} \pm I_{dc}^{ab}$
5: end for
6: $(\pm) A_{ij}^{ab} = 1/2 \ (\pm) I_{cd,ab}^{\dagger} \ (\pm) T_{cd,ij}$
7: for $a \leq b$: $R_{abij} \leftarrow (\pm) A_{ij}^{ab}$
8: for $a > b$: $R_{abij} \leftarrow (\pm) A_{ij}^{ba}$
9: end for
\end{algorithm}
is carried out in batches of restricted virtual index pairs, $\overline{ab}$ (see the loop over $n_{\text{block}}$ in line 1 of Algorithm 1), where $\overline{ab}$ denotes a hyperindex with $a \leq b$, and there is $n_B$ number of $ab$ pairs in a batch. First, the $(ac|bd)$ integrals are assembled for each $\overline{ab}$ hyperindex in the block and stored in array $I_{cd}$ (line 3), where upper indices are considered fixed. Here, $\hat{J}_{c,P}^a$ is an $n_v \times N_a$ array built from the corresponding elements of the three-index integral tensor for a particular value of $a$, and $N_a$ stands for the number of auxiliary functions. Summation over repeated indices, $P$ in this case, is implied throughout this section. Additionally, the comma separating the (hyper)indices of work arrays is used to denote the row and column dimensions appearing in the matrix-matrix multiplications. In line 4 the assembled block of integrals is (anti)symmetrized and then it is immediately discarded. Finally, the entire (anti)symmetrized integral batch is contracted with the packed (anti)symmetric doubles amplitudes $(\pm T)$ and accumulated into the residual array $(R)$.

The main drawback of utilizing the symmetrization in the PPL term is the appearance of multiple symmetry packing operations, which are usually hard to vectorize and parallelize, and bound by the bandwidth of memory operations. Let us note that the symmetrization of the doubles amplitudes needed in line 6 is performed in place to avoid the increase of the fourth-power-scaling memory footprint. Such redundant (un)packing operations naturally alter the efficiency but the reduced operation count of the contraction and assembly steps usually amply compensate this performance loss.

When employing some sort of NO approximation, as in the LNO-CC local correlation methods, or when working with a relatively small, double-$\zeta$ quality AO basis set, the virtual/occupied orbital ratio is too small to assume the cost dominance of the PPL term. For such cases the computation time of the $\mathcal{O}(n_v^3 n_o^3)$- and $\mathcal{O}(n_v^2 n_o^4)$-scaling terms ($B_{ij}^{ab}$, $C_{ij}^{ab}$, and $D_{ij}^{ab}$) also become significant compared to the $\mathcal{O}(n_v^4 n_o^2)$-scaling particle-particle ladder term. This is particularly true if the above symmetrization idea is used to reduce the operation count of the PPL term by a factor of 4. Let us consider an example with the cc-pVDZ basis set or with a average domain LNO orbital space dimensions a the LNO-CC
calculation,\textsuperscript{21,56,57} where, for a typical organic molecule, the $n_v/n_o \approx 5$ and $N_a/n_v \approx 4$ dimension ratios occur. Considering only the most demanding terms the operation count of PPL (including the on-the-fly integral assembly) is $n_v^4 n_o^2 / 2 + n_v^4 N_a$, and the overall FLOP count of the remaining $O(N^6)$-scaling terms amounts to $8 n_v^3 n_o^3 + 4 n_v^2 n_o^4$. Substituting the assumed $n_v/n_o \approx 5$ and $N_a/n_v \approx 4$ relations the FLOP count ratio of the B, C, and D terms is about $(41 n_o)/(12.5 n_o + 500)$ relative to the PPL. Thus, with these orbital space dimensions the evaluation of the non-PPL terms becomes more demanding than that of the PPL term even for relatively small systems with more than about 17 occupied orbitals. Consequently, the optimization of the other $O(N^6)$-scaling terms is equally important for an efficient CCSD algorithm, especially when small or compressed basis sets are used. One could argue that in these cases the (T) correction would still dominate the cost of a CCSD(T) calculation. That argument is, however, not valid for our recent LNO-CCSD(T) algorithms,\textsuperscript{21,56,57} where the LNO-CCSD and the LNO-(T) calculations take comparable time. This is explained by the fact that a Laplace-transform based (T) expression\textsuperscript{56} allows the redundancy free evaluation of the triples amplitudes, but the CCSD iteration is not accelerated by this strategy. Consequently, both the LNO-CCSD and LNO-(T) domain calculations scale as $O(n_v^4 n_o^2)$ with the LNO dimensions, and both have comparable prefactors.

Due to the increased importance of these terms for our target applications and the fact that these terms are mostly omitted in the algorithm optimization efforts in the literature, we decided to devote more attention to these contributions. It turned out that there are parts where a clearly optimal choice did not present itself because, for instance, the low-memory symmetry-packed route deviates from the one that is best for parallelization. For this reason, we found it interesting to present our thoughts on these terms in more detail than usual since other preferences might lead to alternative algorithmic choices, and this could contribute to a useful discussion in the literature of CCSD.

The evaluations of terms depending on the same integrals and intermediates are merged in order to reduce the number of integral assembly steps via exploiting reusable intermediates.
Namely $C_{ij}^{ab}$ is calculated together with $B_{ij}^{ab}$, and it is also beneficial to group $E_{ij}^{ab}$, $G_{ij}^{ab}$ with the terms contributing to the singles amplitudes equations ($A_{i}^{a}$, $B_{i}^{a}$, and $C_{i}^{a}$). The proposed algorithms share the strategy that the operations are divided into blocks over an occupied index (see the outermost loops over $n_{\text{block}}$ in Algorithms 2-4). For instance, the analogous $C_{ij}^{ab}$ and $D_{ij}^{ab}$ terms are computed for one occupied index at a time as apparent from the loops over index $i$ in lines 7 and 8 of Algorithms 2 and 3, respectively. Then the cubic-scaling $C_{iabj}^{a}$ and $D_{iabj}^{i}$ intermediates are gathered into the array of the residual inside the loops over index $i$ and discarded. Such batching obviates the storage of full-sized $O(N^4)$-scaling intermediates but allows the use of effective matrix algebra with sufficiently large work arrays. The otherwise redundant assembly and unpacking of those four-center integrals and doubles amplitudes that are independent of index $i$ are carried out in advance for each block (see the inner loops over index $k$ at line 2 of Algorithms 2 and 3).

Note that the $I_{\text{dick}}$ four-center integrals, assembled from the $t_1$-transformed three-center ERIs in line 3 of Algorithm 2, are required for the evaluation of the $C_{ij}^{ab}$ term, and they are also reused to calculate the $\alpha_{i\kappa ij}$ intermediate of the $B_{ij}^{ab}$ term (see line 15 of Algorithm 2). Thus some of DF-direct integral assembly operations can be spared in this way. The contraction of the doubles amplitudes with $\alpha_{i\kappa ij}$ is also performed in blocks of occupied indices ensuring that the unpacked amplitudes at line 20 of Algorithm 2 require at most cubic scaling storage space.

The remaining terms, scaling as $O(N^5)$, do not require such exhaustive optimization. It is, however, ensured that none of those terms lead to bottlenecks related to inefficient, bandwidth-bound operations when many CPU cores are used, and that the minimal memory requirement is not increased. For this reason, it is worth decreasing the number of these $O(N^5)$-scaling steps. The algorithm for these terms is shown in Algorithm 4. First, we should recognize that almost all of these terms depend on the same $u \cdot \hat{J}$ product. The size of this intermediate is cubic-scaling, so the entire $uJ$ array can be stored in memory (see line 7 of Algorithm 4). The advantage of calculating $uJ$ first is that it reduces the
Algorithm 2 Evaluation of the $C_{ij}^{ab}$ and the $B_{ij}^{ab}$ terms.

1: for $n_{\text{block}} = 1, \lceil n_o/n_B \rceil$ // MPI and OpenMP parallel
2:     for $k = (n_{\text{block}} - 1)n_B + 1, n_{\text{block}} n_B$
3:         $I_{dck} = \hat{J}_{kd,P} \left( \hat{J}_{lc,P} \right)^\dagger$
4:         $I_{acik} = \hat{J}_{ac,P} \left( \hat{J}_{ki,P} \right)^\dagger$
5:         $T_{bjck} = T_{bc\bar{k}\bar{j}}$
6:     end for
7: for $i = 1, n_0$
8:     $Z_{ack}^i = -1/2 T_{a,dll}^i I_{dl,ck}$
9:     $Z_{ack}^i \leftarrow I_{ack}^i$
10:    $C_{abj}^i = -Z_{a,ck}^i (T_{bj,ck})^\dagger$
11:     for $j \leq i$: $R_{abj}^i \leftarrow C_{abj}^i + 1/2 C_{boj}^i$
12:     for $j \geq i$: $R_{abo}^i \leftarrow 1/2 C_{abo}^i + C_{boj}^i$
13:    end for
14: $I_{dck} = I_{dck}^i$ // $B_{ij}^{ab}$
15: $\alpha_{lkij}^i \leftarrow (I_{dc,ik})^\dagger T_{dc,ij}^i$
16: end for
17: for $i, j$: $\alpha_{lkij}^i \leftarrow \hat{J}_{l,P}^i \left( \hat{J}_{k,P}^i \right)^\dagger$
18: for $n_{\text{block}} = 1, \lceil n_o/n_B \rceil$
19:     for $k = (n_{\text{block}} - 1)n_B + 1, n_{\text{block}} n_B$
20:        $R_{abo}^i \leftarrow T_{ab,ik}^i \alpha_{lk,ij}^i$
21:     end for
22: end for

FLOP count of some of the remaining operations to quartic-scaling eliminating 7 out of the overall 10 quintic-scaling operations. The only other intermediate with a significant storage requirement is the $G_{ij}^{ab}$ array, which is again batched into intermediates of cubic-scaling memory requirement (see loop over index $i$ in line 18 of Algorithm 4). The blocks of $u$ can also be reused to calculate $C_i^a$ (line 8 of Algorithm 4) before discarding them.

3.3 Parallelization of the residual equations

The intra-node parallelization utilizing multi-core CPUs is performed using the OpenMP application programming interface, which facilitates multi-threaded execution with a many-
Algorithm 3 Evaluation of the $D_{ij}^{ab}$ term.

1: for $n_{\text{block}} = 1, \lceil n_{o}/n_{B} \rceil$ // MPI and OpenMP parallel
2:   for $k = (n_{\text{block}} - 1)n_{B} + 1, n_{\text{block}} n_{B}$
3:     $L_{dl,ck} = \hat{J}_{ld,P} \left( \hat{J}_{kc,P} \right)^{\dagger}$
4:     $L_{dl,ck} = 2 L_{dl,ck} - L_{cl,dk}$
5:     $I_{acik} = \hat{J}_{ac,P} \left( \hat{J}_{ki,P} \right)^{\dagger}$
6:     $U_{bjck} = 2 T_{bcjk} - T_{cbjk}$
7:   end for
8: for $i = 1, n_{o}$
9:     $u_{a,dl}^{i} = 2 T_{adil} - T_{daa}$
10:    $uL_{a,ck}^{i} = 1/2 u_{a,dl}^{i} L_{dl,ck}$
11:    $uL_{a,ck}^{i} \leftarrow 2 \hat{J}_{a,P} \left( \hat{J}_{ck,P} \right)^{\dagger} - I_{ack}^{i}$
12:    $D_{i}^{abj} = 1/2 uL_{a,ck}^{i} \left( U_{bjck} \right)^{\dagger}$
13:    for $j \leq i$: $R_{abj}^{i} \leftarrow D_{i}^{abj}$
14:    for $j \geq i$: $R_{abj}^{i} \leftarrow D_{i}^{abj}$
15: end for
16: end for

core processor. On top of that, the MPI protocol is employed to distribute the workload among multiple nodes of a computer cluster. It is beneficial to combine the two parallelization strategies because MPI tasks cannot access the memory space of the other processes without introducing additional communication operations, while OpenMP threads running on the same node can directly access data in a shared memory environment. Thus, in the implemented hybrid MPI/OpenMP approach the memory of a non-uniform memory access (NUMA) node, or optionally the entire memory of a multi-processor node is shared among the threads of the OpenMP layer, and the MPI layer distributes the workload between the NUMA or complete compute nodes.

Since the individual terms in the CCSD residual equations are already partitioned into blocks, it is intuitive to spread the batches among nodes. Accordingly, the MPI parallelization is performed by distributing the blocks of $\overline{ab}$ indices for the PPL term and the blocks of the occupied $k$ indices for the other terms across the MPI processes. This strategy is benefi-
Algorithm 4 Evaluation of $E_{ij}^{ab}$, $G_{ij}^{ab}$, $A_i^a$, $B_i^a$, and $C_i^a$ terms.

1: // MPI parallelization: indices $k$ and the
2: appropriate blocks are distributed across processes
3: for $n_{\text{block}} = 1, [n_{\alpha}/n_B]$ $k$ = \( (n_{\text{block}} - 1)n_B + 1 \), $n_{\text{block}} n_B$
4: \( u_{bkld} = 2 T_{bdkl} - T_{dbkl} \)
5: end for
6: $uJ_{bkP} = u_{bkld} \hat{J}_{ldP}$
7: $R_{bk} \leftarrow u_{bkld} \hat{F}_{ld}$ $\triangleright C_i^a$
8: end for
9: $X_{bc} = -uJ_{b,kP} \left( \hat{J}_{c,kP} \right)^\dagger$ $\triangleright E_{ij}^{ab}$
10: $X_{bc} \leftarrow \hat{F}_{bc}$
11: $R_{abij} \leftarrow X_{a,c} T_{c,bj}$
12: for $i,j$: $R_{abij} \leftarrow T_{a,c}^j (X_{b,c})^\dagger$ $\triangleright B_i^a$
13: $R_{bi} \leftarrow -uJ_{b,kP} \left( \hat{J}_{i,kP} \right)^\dagger$ $\triangleright A_i^a$
14: $R_{ak} \leftarrow \hat{J}_{a,bP} \left( uJ_{k,bP} \right)^\dagger$ $\triangleright G_{ij}^{ab}$
15: $\beta_{jk} = \hat{J}_{j,bP} \left( u\hat{J}_{k,bP} \right)^\dagger$
16: $\beta_{jk} \leftarrow \hat{F}_{jk}$
17: for $i = 1, n_{\alpha}$
18: $G_{adk}^i = T_{ad,j}^i \beta_{j,k}$
19: for $k \leq i$: $R_{dak}^i \leftarrow -G_{adk}^i$
20: for $k \geq i$: $R_{dak}^i \leftarrow -G_{adk}^i$
21: end for
22: end for

cial because, as long as the key quantities, e.g., the three-center two-electron MO integrals, the amplitudes, and residuals, fit into the memory of a single node, their inter-node communication is not needed. It is only necessary to gather the residual contribution of each process at the end of an iteration. Alternatively, the four-index arrays and the three-center integrals could be distributed among the nodes.\textsuperscript{19,20} This strategy decreases the memory demand of the MPI tasks running on a single node but introduces a potentially limiting communication cost. The applications of the present report were performed with the replicated memory model since this choice was allowed by our highly memory-efficient implementation. The workload is distributed statically for each term except for the PPL. The distribution of
blocks in the PPL term occurs dynamically, and its evaluation takes place at the end of the iteration for load balancing. This dynamic load distribution strategy also facilitates the use of a heterogeneous hardware environment, e.g., nodes with different processor types or memory amounts can also be utilized effectively up to a reasonable degree of heterogeneity.

The poor performance and parallel scaling of the bandwidth-bound operations, like the (un)packing of amplitudes and residuals, e.g., line 4 in Algorithm 1 or lines 11 – 12 in Algorithm 2, can be masked by overlapping them with compute-bound operations like matrix-matrix multiplications. For this reason, we adopted a nested OpenMP parallel scheme. On the outer OpenMP level several threads work on different blocks of the batched loops. Within these blocks, on the inner level the intrinsic parallelism of level 3 threaded BLAS routines is exploited. For example, this nested OpenMP strategy exhibits excellent scaling and a 7.6 speedup for a (H₂O)₁₀ cluster with the cc-pVDZ basis set on a 16-core node compared to our previous CCSD program.⁵³ Most of this gain can, however, be attributed to the fact that the previous implementation was not optimized to run efficiently on a large number of threads.

### 3.4 Integral-direct and parallel (T) algorithm

The so-called “ijklabc” type implementations of the (T) correction usually compute the \( W \) and \( V \) intermediates of eqs 21 and 22 for all virtual orbital index triples in nested loops over fixed “ijkl” triplets. In order to cumulate all contributions of \( W \) into the same three-dimensional array, the indices of the intermediates resulting from the contractions of eq 21 are usually permuted to a matching order, say “abc”. We have shown previously that this permutation, despite its lower, sixth-power-scaling operation count, has a highly bandwidth-bound nature as opposed to the effective, compute-bound contractions.⁵⁶ For this reason we proposed an algorithm for multi-threaded use which exploits the permutational symmetry of the Coulomb integrals and the doubles amplitudes in order to eliminate all but one of the permutations needed.⁵⁶ Here, we report a further improved “ijklabc” (T) algorithm by eliminating the one
remaining permutation, as well as any remaining disk usage. Additionally, the minimal memory requirement is compressed to be comparable to that of the new CCSD algorithm, and the code is also parallelized via a similar MPI/OpenMP route.

The updated $ijkabc$ (T) algorithm is presented in Algorithm 5. To avoid the redundant unpacking of the doubles amplitudes inside the three loops over the $i \geq j \geq k$ indices, it is beneficial to perform this operation outside all the occupied loops. Since the residual array from the CCSD calculation is no longer needed, the unpacked doubles amplitude tensor can be stored in a space comparable to that allocated for the CCSD calculation. The storage of the doubles amplitudes with permuted indices, as shown in array $R$ in line 1 of Algorithm 5, is also beneficial for the effective elimination of the index permutations of the intermediates (see lines 12 and 15 of Algorithm 5). Since array $R$ takes as much memory as the array holding the double amplitudes, the storage of the entire $R$ would almost double the minimal memory requirement. Thus, if there is limited memory, we do not store the entire $R$ and perform the necessary amplitude index permutations inside the loops over indices $i$ and $j$. The two- and three-external index four-center ERIs can be assembled inside the occupied loops for a single value of $i$, $j$, and $k$ as needed (see lines 3, 6-8, 10, and 18 of Algorithm 5). Consequently, the size of all intermediates can be kept at most cubic-scaling.

All in all, the minimal memory requirement for the (T) correction is $8 \ n_e^2 n_o^2$ bytes for the unpacked doubles amplitudes, $8 \ (n_o^2 + n_v^2 + n_o \ n_v) \ N_a$ bytes for the unpacked three-center integrals, and $8 \cdot 5 \ n_e^3$ bytes for the three-external two-electron integrals, i.e., $(ac|bi)$, $(ac|bj)$, and $(ac|bk)$ (for a given $i$, $j$ or $k$ index), as well as for the $W$ and the $V$ intermediates. This minimal memory usage is comparable to that of the above described CCSD algorithm, which does not include the storage of the two-external four-center ERIs. That is feasible since, if there is insufficient per-node memory, the $(ai|bj)$ integrals can be obtained when needed via an effective integral-direct approach as shown in lines 6, 7, and 18 of Algorithm 5.

With a sufficiently low memory requirement, the next task is the wall time optimization of the (T) correction because of its even steeper scaling than that of the CCSD method. The
Algorithm 5 Integral-direct and parallel $ijkabc$ (T) algorithm.

1: $R_{baij} = T_{abij}$
2: for $l = n_o, m$
3: \[ I_{abc}^l = J_{ab,l} (J_{c,l}^l)^\dagger \] // assembly as far as memory allows until index $m$
4: end for
5: for $k = 1, n_o$ // MPI parallel
6: $I_{bec}^k = J_{bj,k} (J_{c,k}^k)^\dagger$
7: $I_{aci}^k = J_{ai,k} (J_{c,k}^k)^\dagger$
8: $I_{abc}^k = J_{ab,k} (J_{c,k}^k)^\dagger$ // if unavailable
9: for $ij$ ($i \geq j \geq k$) // OpenMP parallel
10: $I_{abc}^l = J_{ab,l} (J_{c,l}^l)^\dagger$ // if unavailable for $l = i$ or $l = j$
11: for $b = 1, n_v$ // OpenMP parallel
12: $w_{ac}^b = I_{a,d}^b T_{d,c} + (I_{b,i}^b)^\dagger T_{d,c} + T_{a,l}^b (I_{c,l}^b)^\dagger + R_{a,l}^b (I_{c,l}^b)^\dagger$
13: end for
14: for $c = 1, n_v$ // OpenMP parallel
15: $w_{ab}^c = T_{a,d}^c I_{d,b}^c + T_{a,d}^c (I_{b,i}^c)^\dagger + I_{a,d}^c T_{d,b} + (I_{c,i}^c)^\dagger T_{d,b} + I_{a,l}^c T_{d,b} + I_{a,l}^c (R_{b,l}^c)^\dagger + T_{a,l}^c (I_{b,l}^c)^\dagger + R_{a,l}^c (I_{b,l}^c)^\dagger$
16: $v_{ab}^c = w_{ab}^c + T_{a}^c I_{b}^c T_{c}^j$
17: end for
18: $I_{ab}^j = J_{ab,j} (J_{b,j}^j)^\dagger$
19: for $b = 1, n_v$ // OpenMP parallel
20: $v_{ac}^b = I_{a}^b T_{c}^k$
21: end for
22: Calculate energy contribution according to eq 5 of ref 56
23: end for
24: end for

FLOP count for the naive, fully integral direct construction of the three-external two-electron integrals would be about $n_o^3 n_v^3 N_a/6$, because all $(ab|ci)$ integrals have to be assembled for all independent $a$, $b$, and $c$ indices and for all $i \geq j \geq k$ triplets. Since that is too expensive to be practical, as many of these integrals as possible are assembled and stored in memory outside of the three outer loops (see lines 2-4). So far there is no overhead in the assembly of $(ab|ci)$ compared to alternative implementations, since the assembly of the three-external integrals is not needed for the $t_1$-transformed CCSD equations. Because of the restrictions $i \geq j \geq k$, the reusability of the pre-assembled integrals is optimal if they are stored for the highest occupied indices. Then only the missing integrals are assembled (redundantly)
inside the occupied loops when they are not available in memory (line 10). Alternatively, the three-external two-electron integrals could be distributed across the memory of all nodes, but this strategy results in a higher inter-node communication cost. The choice of assembling the required integrals on each node obviates the communication at the expense of an increased operation count. This cost is, however, acceptable, especially because the assembly can be performed via highly-efficient and well-scaling BLAS level 3 *gemm* operations.

Regarding the multi-threaded scaling, we improved upon the contraction of the doubles amplitudes and the two-electron integrals. By introducing a loop over a virtual index that is not a summation index in the contraction, e.g., over $b$ or $c$ in lines 11 and 14 of Algorithm 5, it became possible to cumulate the resulting $W$ contribution immediately with the appropriate index order for all six terms. Thus, the one remaining, poorly scaling permutation operation is also eliminated from the present algorithm. Our measurements indicate that, especially with high number of threads, this new contraction strategy is usually more efficient even when the index order resulting from the contraction matches that of the array used for the $W$ intermediate. Therefore, we adopted this approach for the calculation of all six types of terms contributing to the $W$ intermediate.

Furthermore, via the introduction of OpenMP directives for the multi-threaded parallelization of the $j$ and $i$ loops, it was possible to overlap the low arithmetic intensity operations, i.e., the dyadic products needed for the $V$ intermediate (lines 16 and 20 of Algorithm 5) and the calculation of the energy contribution (line 22 of Algorithm 5), with compute-bound operations. To reduce the additional memory requirement originating from the thread-local intermediates and integrals, we employ nested OpenMP parallelization. For that end, either the loops over the virtual indices $b$ and $c$ can be parallelized (see lines 11, 14, and 19 of Algorithm 5) or threaded BLAS routines can be called for the *gemm* operations. We have found both solutions similarly effective. Consequently, by assigning some of the threads to the inner OpenMP layer, the number of threads in the outer layer and hence the number of thread-local arrays can be kept small. As a result of the aforementioned improvements,
in comparison to the previous, already multi-threaded algorithm,\textsuperscript{56} we measure an overall decrease of about 40\% in the wall times with 16 cores for the example of the (H\textsubscript{2}O)\textsubscript{10} cluster with the cc-pVDZ basis set.

On top of that, inter-node parallelization is also implemented by distributing the \( k \) indices of the outer loop (line 5 of Algorithm 5) across the compute nodes using the MPI protocol. The distribution of \( k \) indices is dynamic to achieve a balanced load on each compute node. This task distribution is very effective and fits well into our data allocation strategy. Obviously, this choice does not scale any more if the number of MPI tasks exceeds the number of occupied orbitals, but excellent speedups are measured up to a few hundreds of cores (see Section 5).

It is also worth noting that relatively frequent checkpointing is implemented for both the CCSD and the (T) parts of the calculation. For example, in the case of unexpected power failure or expired wall time limit, the CCSD iteration can be restarted from the last completed iteration. The more costly (T) correlation energy evaluation is checkpointed at each completed iteration of the innermost occupied loop (over index \( i \) in Algorithm 5). When restarting the (T) calculation the job simply skips the converged CCSD iteration, reads the integrals and amplitudes from disk and continues the innermost occupied loop with the next incomplete \( ijk \) index triplet.

4 Computational details

The above CCSD(T) approach has been implemented in the MRCC suite of quantum chemical programs, and it will be made available in a forthcoming release of the package.\textsuperscript{90}

The benchmark tests were carried out with compute nodes containing two Intel Xeon E5-2650 v2 CPUs with 8 physical cores per CPU. The theoretical peak performance of these nodes (332.8 GFLOP/s) is identical to the ones used in previous benchmark studies assessing alternative CCSD(T) implementations.\textsuperscript{17,19,20} Hence this CPU choice facilitates the direct
comparison of the performance of our code with alternative implementations. The compute
nodes have 125 GB RAM, and their interconnection is established with an InfiniBand FDR
network. The more extensive calculations of Section 6 were carried out using Intel Xeon
Platinum 8180M processors equipped with 28 physical cores each. The theoretical peak
performance of one such CPU is 2240 GFLOP/s.

For the benchmark calculations correlation consistent basis sets, cc-pVXZ, were utilized
with the corresponding DF auxiliary bases, cc-pVXZ-RI. The calculations in Section 6 uti-
lize triple- and quadruple-ζ valence basis sets including polarization and diffuse functions (def2-TZVPPD and def2-QZVPPD) with the corresponding auxiliary basis sets. The core
electrons were not correlated in any of the presented cases.

5 Performance analysis

In this section we analyze the multi-threaded and multi-node parallel performance of the in-
troduced DF-CCSD(T) program. The benchmark calculations were performed on the same
molecules and identical CPUs as in recent studies so that it will also be meaningful to
compare wall time measurements with the ones obtained with different programs. Namely,
the test molecules adopted from these studies are the (H\textsubscript{2}O\textsubscript{10} cluster\textsuperscript{20} for the study of
the multi-threaded performance of CCSD(T), and the uracil trimer\textsuperscript{19} as well as the (H\textsubscript{2}O\textsubscript{14}
cluster\textsuperscript{19} for the multi-node performance analysis of CCSD and (T), respectively. To deter-
mine the basis set dependence of the parallel efficiency, calculations were performed on the
(H\textsubscript{2}O\textsubscript{6} cluster with basis sets of increasing size following the analogous test of ref 20. Various
choices for the number of MPI tasks and for nested OpenMP parallelism were examined
on the (H\textsubscript{2}O\textsubscript{10} cluster. On top of the above, we also find these examples fortunate because
their \(n_v/n_o\) ratio and the number of correlated orbitals are highly representative of the average/maximum number of correlated natural orbitals in a single domain CCSD(T) calculation
of our LNO-CCSD(T) method.\textsuperscript{21,56,57} The benchmarked molecules with the applied basis sets
and the number of basis functions are collected in Table 1.

Table 1: Systems, basis sets, and the number of basis functions selected for the benchmark calculations.

| System         | Basis     | $n_o$ | $n_v$ | $N_a$ |
|----------------|-----------|-------|-------|-------|
| $(\text{H}_2\text{O})_6$ | cc-pVDZ   | 24    | 114   | 468   |
|                | cc-pVTZ   | 24    | 318   | 846   |
|                | cc-pVQZ   | 24    | 660   | 1452  |
| $(\text{H}_2\text{O})_{10}$ | cc-pVDZ  | 40    | 190   | 780   |
| $(\text{H}_2\text{O})_{14}$ | cc-pVDZ  | 56    | 266   | 1176  |
| Uracil trimer  | cc-pVDZ   | 63    | 309   | 1512  |

5.1 Multi-threaded performance of CCSD(T)

The multi-threaded scaling of the CCSD algorithm is depicted in Figure 1. The calculations were performed on the $(\text{H}_2\text{O})_{10}$ cluster with the cc-pVDZ basis set using a single compute node. The wall times and the speedups are plotted for five implementations (MPQC, ORCA, PSI4, FHI-aims, and MRCC). Speedup values of the middle panel are obtained using the single core measurement as reference. The performance value is obtained as the ratio of the required double precision operations of our algorithm and the measured wall times. For the relative performance shown in the right panel, this is divided by the peak performance corresponding to the given number of cores and the CPU’s base frequency. In some benchmark calculations more than 100% CPU utilization can be observed, which is attributed to the use of the Intel Turbo Boost (ITB) technology. The theoretical peak performance is calculated using the 2.6 GHz base frequency of the CPU, while with ITB the clock rate can be significantly higher, up to 3.1 GHz above 4 threads or even 3.4 GHz with only 1 thread. Unfortunately, this effect cannot be accounted for in our relative performance expressions since the actual operating frequencies are not known. From this perspective it might have been more fortunate to turn off ITB, but that was out of our control. In turn, the measurements represent more realistic scenarios where ITB is operating. The wall times obtained with the ORCA, PSI4, and MPQC packages in our measurements are
somewhat different from those presented in refs 19, 20, and 17. This could probably be 
explained by the different configuration of the clusters (e.g., network, file system) used for 
the measurements. Therefore, we acknowledge that wall time measurements have observable 
uncertainties even if the same CPU type is used and we focus on the speedup values and the 
relative performances compared to the theoretical peak performance, which are supposedly 
more independent of the actual hardware.

Regarding the results for CCSD (Figure 1), all five investigated implementations show 
an excellent speedup, mostly between 8 and 11 with 16 threads. Our implementation also 
demonstrates an efficient CPU utilization with about 65% of the theoretical peak perfor-
mance with 16 threads.

![Figure 1: Multi-threaded performance of a CCSD iteration of various implementations for 
a (H2O)10 cluster using the cc-pVDZ basis set. Speedup values obtained for the FHI-aims 
software, illustrated with a dashed line, are taken from ref 20. The left panel shows wall-
clock times, the middle panel depicts speedup values compared to the measurement with 1 
thread, and the right panel illustrates performance values as the percentage of the theoretical 
peak performance of the corresponding number of cores at their base frequency.

The scaling of the individual terms in CCSD is shown in detail in Figure 2. The shorthand 
notation of Figure 2 refers to a contribution to the doubles amplitudes (e.g., $A_{ij}^{ab}$). Only 
the terms with a wall time of at least 1% of a CCSD iteration are presented. In accordance 
with Section 3, the cumulative wall time of the $B_{ij}^{ab}$, the $C_{ij}^{ab}$, and the $D_{ij}^{ab}$ terms is about twice 
the time of PPL, representing about 2/3 of the total elapsed time of the calculation. This 
measurement also emphasizes the importance of optimal algorithms in the case of the sixth-
power-scaling terms apart from PPL, at least when small basis sets are utilized. It can be
seen that the $\mathcal{O}(N^6)$-scaling terms (i.e., $A_{ij}^{ab}$, $B_{ij}^{ab}$, $C_{ij}^{ab}$, and $D_{ij}^{ab}$) that contain mostly compute bound operations scale very well with the number of threads. Only the $\mathcal{O}(N^5)$-scaling $E_{ij}^{ab}$ and $G_{ij}^{ab}$ terms exhibit worse speedup because of the more bandwidth-bound nature of the involved operations. These two terms represent only $\sim 4\%$ of the total run time with 16 threads, and their moderate scaling should make the lower speedup even less influential with larger molecules or basis sets. Therefore, with larger systems a better overall speedup of CCSD can be expected (c.f., Figure 7 below).

Figure 2: Scaling of the computationally most expensive terms in CCSD. The calculation was performed on a $(\text{H}_2\text{O})_{10}$ cluster with the cc-pVDZ basis set. See the caption of Figure 1 for further details.

Similar conclusions can be drawn from the (T) measurements depicted in Figure 3. The speedups with the three implementations with which we performed measurements (ORCA, PSI4, and Mrcc) are close to each other, on the average around 10-12 with 16 threads, which is probably very close to the limit that is achievable with the given hardware. The performance of Mrcc is better than in the case of CCSD, i.e., about 80% of the theoretical peak is achieved with 16 threads.

The scaling of the computationally most expensive terms of the (T) correction are depicted in Figure 4. The operations needed for the steeper, $\mathcal{O}(N^7)$-scaling terms scale considerably better (the speedup is about 12 on 16 cores) with the number of threads than those required for the $\mathcal{O}(N^6)$-scaling calculation of the $V$ intermediate. However, the evaluation of $V$ takes only about 7% of the (T) correction even with 16 threads and is expected to become even shorter relative to the total calculation for larger systems because of the less
Figure 3: Multi-threaded performance of the (T) correction of various implementations for a (H2O)_{10} cluster with the cc-pVDZ basis. Speedup values obtained with the FHI-aims package, illustrated with a dashed line, are taken from refs 19 and 20, respectively. See the caption of Figure 1 for further details.

We also determined the dependence of the performance (still within a single node) on the number of MPI tasks and the number of threads in the outer parallel region [outside of BLAS calls in CCSD or the inner virtual loops in the (T) algorithm] in case of nested OpenMP parallelism (see line 1 of Algorithms 1, 2, and 3, and line 5 of Algorithm 5) for the (H2O)_{10} cluster. The results are plotted in Figures 5 and 6. For better visibility we show the decrease in wall times (left panels) and improvements in speedups (right panels) in comparison to the single task measurement performed without nested OpenMP or MPI. It is observed that the introduction of both the higher number of MPI tasks and outer OpenMP threads increase the performance. The better performance obtained in the case
of nested OpenMP parallelism can be explained by the overlap of the memory-intensive operations with other, more arithmetic-intensive ones as described in Section 3. For instance, nested parallelism improves the relatively poorly scaling evaluation of the $V$ intermediate. According to our measurements, the speedup with more MPI processes, on the other hand, can mostly be attributed to the better utilization of the NUMA architecture of the compute nodes. This was verified by running two computations for the $(\text{H}_2\text{O})_{10}/\text{cc-pVDZ}$ example. First, all threads and data allocations were assigned to the same NUMA node, and then the threads and the data were fixed on different NUMA nodes. The wall time measured with the data in the non-local memory was found about 13% longer compared to the one with only local memory access. However, this is clearly the limiting case and, in realistic applications, when only one MPI task is running on a node, the data is distributed between the local and non-local memory. When there is enough memory, it is advisable to run at least as many MPI processes per node as the number of NUMA nodes to avoid this slower memory access.

The CCSD calculation benefits more from the higher number of threads on the first (outer) OpenMP level (line 1 of Algorithms 1, 2, and 3; denoted by 2OMP in the figures), while $(T)$ is better accelerated via MPI tasks (denoted by 2MPI). The cumulative effect of the nested OpenMP and MPI parallelism (2MPI-2OMP) is smaller in both cases. Using both nested OpenMP and MPI parallelism an overall 16% and 21% decrease of wall times could be achieved for the CCSD iteration and the $(T)$ correction, respectively, for these single-node 16-core calculations.

In Figure 7 the scalings of CCSD and $(T)$ are illustrated as the function of the basis set size for a $(\text{H}_2\text{O})_6$ cluster. While the speedup measured for the $(T)$ correction is nearly independent of the applied basis set within the range of cc-pVDZ to cc-pVQZ, the CCSD iteration scales better with larger basis sets. The speedup of CCSD with the cc-pVDZ basis is somewhat lower because the small number of basis functions make the sequential $O(N^4)$-scaling terms, e.g., the unpacking of the doubles amplitudes, noticeable compared to the most expensive but well-scaling $O(N^6)$ terms.
Figure 5: Performance of a CCSD iteration as the function of the number of MPI tasks and level 1 OpenMP threads for the \((\text{H}_2\text{O})_{10}\) cluster. The left panel shows the decrease of wall times as the percentage of the measurement with 1 MPI task and without nested OpenMP parallelism. The right panel depicts the relative speedup values with the same reference.

Figure 6: Performance of the \((T)\) correction as the function of the number of MPI tasks and level 1 OpenMP threads for the \((\text{H}_2\text{O})_{10}\) cluster. The left panel shows the decrease of wall times as the percentage of the measurement with 1 MPI task and without nested OpenMP parallelism. The right panel depicts the relative speedup values with the same reference.

Figure 7: Speedup of the CCSD iteration (left panel) and the \((T)\) correction (right panel) relative to the measurement with 1 thread as the function of the basis set size for the \((\text{H}_2\text{O})_{6}\) cluster.

5.2 Multi-node performance of CCSD(T)

The multi-node performance was determined on the example of the uracil trimer for CCSD and for the \((\text{H}_2\text{O})_{14}\) cluster for \((T)\), both with the cc-pVDZ basis set. The multi-node scaling
of the CCSD and (T) parts are shown in Figures 8 and 9, respectively.

Figure 8: Multi-node performance of a CCSD iteration for the uracil trimer with the cc-pVDZ basis set. The speedup values obtained with the MPQC package are taken from ref 19. See the caption of Figure 1 for further details.

Figure 9: Multi-node performance of the (T) correction for a (H$_2$O)$_{14}$ cluster with the cc-pVDZ basis. See the caption of Figure 1 and 8 for further details.

Both the CCSD calculation and the (T) correction show an excellent speedup that is comparable to the performance of the recent MPQC implementation. The parallel efficiency of the CCSD iteration and the (T) correction is 66% and 88% on 8 nodes, respectively. The relative performance of CCSD and (T) is still at least about 50% and 65% of the combined theoretical peak performance of the 8 compute nodes (see right panels of Figures 8 and 9).

The individual terms exhibit behavior analogous to the case of the single node measurements. The steepest scaling contributions [$O(N^6)$ for CCSD and $O(N^7)$ for the (T) correction] scale well with the number of nodes. Compared to that the scaling of the less expensive [$O(N^5)$ for CCSD and $O(N^6)$ for the (T) correction], more bandwidth-bound terms start to deteriorate from the ideal scaling when the number of nodes increases above 8-16.
That is, however, satisfactory from the perspective of the planned applications since a few hundred compute cores can still be efficiently exploited by using up to a few tens of nodes equipped with many-core CPUs.

Further performance benchmarks are given in Section 6.2 where various MPI/OpenMP strategies are compared for large-scale examples.

6 Applications

In this section, we illustrate the capabilities of the presented CCSD(T) code on chemical problems, which would be out of the scope of conventional implementations. The performance and efficiency of the program is also analyzed for these large-scale calculations executed with a few hundred cores.

6.1 Expansion of the CEMS26 test set of CCSD(T) references

According to the first goal of providing valuable reference data for the assessment of reduced-scaling methods, we expand our previous CCSD(T) reference compilation\textsuperscript{21} with correlation energies, reaction energies, and barrier heights obtained for real-life catalytic reactions.\textsuperscript{81–83} The first version of the correlation energies of medium-sized systems list contains 26 entries, hence the abbreviation of CEMS26.\textsuperscript{21} First, in order to consider realistic test systems which are also capable to assess the accuracy of various local approximations, each molecule of CEMS26 contains at least 30 atoms. Second, all correlation energies are obtained with at least triple-\(\zeta\) quality basis sets to provide some flexibility in the one-particle basis set. Third, high reproducibility is required for these benchmarks, thus, for example, reduced-cost NO-based calculations were excluded. Together these three criteria represent a very strong set of limitations. After an extensive literature search we were only able to find a handful of suitable calculations to add to the test set. Aiming at a more representative data set size we also performed a number of extensive CCSD(T) calculations, but a large portion of
those had to exploit spatial symmetry to have an affordable computation cost. The higher than average portion of spatially symmetric molecules is thus not representative, which is corrected here by adding 12 asymmetrical molecules of 31 – 43 atoms to the list. Another unfavorable feature of the test set is the relatively low number of results calculated with basis sets other than Dunning’s correlation-consistent basis sets\textsuperscript{91} or with ones including diffuse functions. To improve upon this aspect at least triple-\(\zeta\), and for one entry a quadruple-\(\zeta\), basis set were employed including both polarization and diffuse functions (def2-TZVPPD and def2-QZVPPD).\textsuperscript{93,94} The previous entries were added using their ground state global minimum structures. The current selections thus include also local minima and transition state structures along the previously explored reaction paths.\textsuperscript{81–83}

Three reactions are considered: an organocatalytic Michael-addition reaction,\textsuperscript{81} the hydrogen activation by a frustrated Lewis pair (FLP),\textsuperscript{82} and a palladium catalyzed C–H activation reaction,\textsuperscript{83} as shown in Figures 10-12. The size of the molecules, the applied basis sets, and the corresponding orbital dimensions, as well as the calculated CCSD(T) correlation energies are collected in Table 2. These correlation energies are also useful to expand the CEMS26 set with 8 new reaction energies and 4 barrier heights, which are collected in Table 3. The complete list of species, HF, MP2, CCSD, and CCSD(T) energies and the employed Cartesian coordinates are available in the Supporting Information (SI).

Having a closer look at the investigated species and reactions the first example is an organocatalytic Michael-addition reaction\textsuperscript{81} in which propanal and \(\beta\)-nitrostyrene (NS) react in a diphenylprolinol silyl ether catalyzed reaction with a \(p\)-nitrophenol cocatalyst. Besides the main enamine (en-trans) and iminium intermediates a stable cyclobutane (CB) and a dihydrooxazine \(N\)-oxide (OO) intermediate also have important roles in the reaction mechanism.\textsuperscript{81} The enamine intermediate and \(\beta\)-nitrostyrene react through a transition state (TS) denoted as TS1. The intermediates, OO and CB, are separated by another TS labeled by TS2 (see Figure 10). The overall stereochemistry and the reaction rate of these reactions are governed by delicate interactions between the reactants and the catalyst. Moreover, various
Table 2: The species, the utilized basis sets, and the CCSD(T) correlation energies added to the CEMS26 test set.

| Species | Atoms | Basis set | no. of AOs | \( n_\text{o} \)^a | \( n_\text{v} \) | \( N_\text{a} \) | \( E_{\text{CCSD(T)}} \) [\( E_\text{h} \)] |
|---------|-------|-----------|------------|----------------|-------------|-------------|---------------------|
| OO      | 40    | def2-TZVPPD | 1089       | 54            | 1015        | 2620        | −3.854401          |
| CB      | 40    | def2-TZVPPD | 1089       | 54            | 1015        | 2620        | −3.858204          |
| TS1     | 40    | def2-TZVPPD | 1089       | 54            | 1015        | 2620        | −3.878783          |
| TS2     | 40    | def2-TZVPPD | 1089       | 54            | 1015        | 2620        | −3.861682          |
| FLPD    | 41    | def2-TZVPPD | 1037       | 46            | 974         | 2500        | −3.122023          |
| FLPO    | 41    | def2-TZVPPD | 1037       | 46            | 974         | 2500        | −3.096183          |
| TS\(_{\text{add}}\) | 43 | def2-TZVPPD | 1071       | 47            | 1007        | 2578        | −3.146588          |
| FLPA    | 43    | def2-TZVPPD | 1071       | 47            | 1007        | 2578        | −3.162500          |
| S\(_1\) | 34    | def2-TZVPPD | 992        | 54            | 916         | 2417        | −3.929478          |
| S\(_2\) | 34    | def2-TZVPPD | 992        | 54            | 916         | 2417        | −3.926367          |
| TS\(_{\text{Pd}}\) | 34 | def2-TZVPPD | 992        | 54            | 916         | 2417        | −3.937428          |
| ABP     | 31    | def2-TZVPPD | 893        | 45            | 830         | 2163        | −3.238854          |
| ABP\(_b\) | 31 | def2-QZVPPD | 1569       | 45            | 1506        | 3671        | −3.405137          |

^a Number of correlated occupied orbitals.

^b The CCSD(T) correlation energy of ABP extrapolated from the def2-TZVPPD and def2-QZVPPD energies is \(-3.528309\) \( E_\text{h} \).

paths are found in a fairly narrow energy range. Thus, highly accurate calculations are required for the reliable characterization of the reaction mechanism.\(^81\) The species added to the CEMS26 test set are the OO and the CB intermediates as well as the TS1 and TS2 transition states (Table 2). All 4 structures contain 40 atoms. Due to the extended def2-TZVPPD basis set choice a rather large number of basis functions (1089) are involved.

The second example is the first step of a hydrogenation reaction catalyzed by an FLP, namely the addition of \( \text{H}_2 \) to the FLP catalyst.\(^82\) In FLP catalysis the system contains both a Lewis acid and a Lewis base but the formation of a classical Lewis adduct is prohibited, usually because of steric effects. In the example of ref 82 the heterolytic bond breaking of \( \text{H}_2 \) is catalyzed (see Figure 11). The species added to the CEMS26 list are the datively bound FLP catalyst (FLPD), its open form isomer (FLPO), the transition state TS\(_{\text{add}}\) and
Table 3: CCSD(T) reaction energies and barrier heights for the reactions of Section 6.1.

| Reaction                      | Basis set     | $\Delta E^\text{CCSD(T)}$ [kcal mol$^{-1}$] |
|-------------------------------|---------------|---------------------------------------------|
| en-trans + NS $\rightarrow$ TS1 | def2-TZVPPD  | 4.89                                       |
| en-trans + NS $\rightarrow$ OO  | def2-TZVPPD  | −23.75                                     |
| en-trans + NS $\rightarrow$ TS2  | def2-TZVPPD  | 5.06                                       |
| en-trans + NS $\rightarrow$ CB   | def2-TZVPPD  | −26.39                                     |
| FLPD $\rightarrow$ FLPO          | def2-TZVPPD  | 7.92                                       |
| FLPD + H$_2$ $\rightarrow$ TS$_\text{add}$ | def2-TZVPPD  | 12.89                                      |
| FLPD + H$_2$ $\rightarrow$ FLPA  | def2-TZVPPD  | −6.19                                      |
| AA + Pd(OAc)$_2$ $\rightarrow$ S$_1$ | def2-TZVPPD  | 2.92                                       |
| AA + Pd(OAc)$_2$ $\rightarrow$ S$_2$ | def2-TZVPPD  | −14.05                                     |
| AA + Pd(OAc)$_2$ $\rightarrow$ TS$_\text{Pd}$ | def2-TZVPPD  | 8.51                                       |
| Reaction 3$^a$                      | def2-TZVPPD  | −74.42                                     |
| Reaction 3$^b$                      | def2-QZVPPD  | −73.82                                     |

$^a$ AA + BA + TBHP $\rightarrow$ ABP + TBA + H$_2$O.
$^b$ The reaction energy extrapolated using the def2-TZVPPD and def2-QZVPPD results is −73.50 kcal/mol.

Figure 10: Schematic representation of the diphenylprolinol silyl ether catalyzed Michael-addition reaction.$^{81}$
the product of the FLP-mediated H₂ activation reaction (FLPA). The catalyst contains 41 atoms, whereas the TS and the adduct consist of 43 atoms. The utilized def2-TZVPPD basis set contains 1037 and 1071 functions for the FLP and the TS/adduct species, respectively.

Finally, we consider a palladium catalyzed C–H bond activation reaction (see Figure 12). In the reaction, palladium catalyzes the cross-dehydrogenative coupling between anilides, like acetanilide (AA), and aromatic aldehydes, like benzaldehyde (BA), in the presence of tert-butyl hydroperoxide (TBHP) forming tert-butyl alcohol (TBA) and 2-aminobenzophenone (ABP). The product, 2-acetaminobenzophenone, containing 31 atoms, the transition state (TS_{Pd}), and two intermediates (S₁ and S₂), containing 34 atoms fall within the size range of the molecules in the CEMS26 test set. For TS_{Pd} and the intermediates S₁ and S₂ the def2-TZVPPD basis set was utilized, which consists of 992 AOs. The somewhat smaller size of ABP also enabled a CCSD(T) calculation to be carried out with the def2-TZVPPD as well as the def2-QZVPPD basis sets, which contained 893 and 1569 basis functions, respectively. The energies calculated for ABP with the def2-TZVPPD and the def2-QZVPPD bases were also extrapolated to the basis set limit. The extrapolation was carried out utilizing the two-point expression of Karton and Martin⁹⁶ for the HF energies using the parameters suggested by Neese and Valeev.⁹⁷ Correlation energies was extrapolated using the formula introduced by Helgaker et al.⁹⁸ As shown in Table 3, at least for this particular example, the reaction energy converges relatively rapidly with respect to the basis set size. Namely, -74.4, -73.8, and -73.5 kcal/mol were obtained, respectively, with the def2-TZVPPD and the def2-QZVPPD
basis sets, and as the result of the extrapolation.

![Figure 12: Schematic representation of the palladium catalyzed C–H activation reaction.](image)

With the above computations the CEMS26 set has been extended with the 12 structures and the 13 corresponding CCSD(T) correlation energies of Table 2 leading to the new, 39-element compilation called CEMS39. The new list contains results for local minima and transition states together with commonly utilized basis sets including diffuse functions offering a greater variety of systems. Besides the already present C, H, N, O, P, Cl, S, Si, Na, Mg, Li elements now B and Pd are also represented. The systems of the new CEMS39 set contain 38.5 atoms and 999 atomic orbitals on the average, and with that CEMS39 is currently the most realistic test set aimed at the representative assessment of local correlation methods. We will employ CEMS39 for that purpose in a forthcoming publication in the context of our LNO-CCSD(T) method.

### 6.2 Performance for large-scale examples

To characterize the efficiency of the program also for large examples, we employed various settings for the number of MPI processes and OpenMP threads as well as for the parallelism of the inner parallel region (threaded or sequential BLAS library). We measured the efficiency for these calculations relative to the theoretical peak performance of the 4 Intel Xeon Platinum 8180M processors utilized in these numerical experiments. For this particular CPU the theoretical peak performance can be calculated with 1.7 GHz base frequency, which is the limit when the AVX-512 instruction set and all cores are employed. The measurements
are summarized in Table 4.

Table 4: Performance values in percentage of the theoretical maximum obtained with various settings for the species of the Michael-addition reaction\textsuperscript{81} and the hydrogen addition to FLP.\textsuperscript{82}

| Species | No. of AOs | $N_a$ | MPI tasks\textsuperscript{a} | Outer OpenMP threads\textsuperscript{a} | BLAS\textsuperscript{b} | Wall time [h] | % performance\textsuperscript{c} |
|---------|-----------|-------|----------------|----------------|----------------|----------------|----------------|
| OO      | 1089      | 2620  | 4              | 4              | sequential    | 31.8           | 56             | 64 |
| CB      | 1089      | 2620  | 8              | 2              | threaded      | 31.0           | 58             | 65 |
| TS1     | 1089      | 2620  | 4              | 4              | threaded      | 30.5           | 56             | 69 |
| TS2     | 1089      | 2620  | 4              | 2              | sequential    | 32.0           | 62             | 65 |
| FLPD    | 1037      | 2500  | 4              | 2              | threaded      | 21.1           | 47             | 50 |
| FLPO    | 1037      | 2500  | 8              | 2              | sequential    | 24.1           | 40             | 46 |
| TS\textsubscript{add} | 1071 | 2578  | 4              | 1              | threaded      | 21.3           | 61             | 62 |
| FLPA    | 1071      | 2578  | 8              | 1              | threaded      | 21.8           | 63             | 58 |

\textsuperscript{a} The total number of threads (i.e., MPI $\times$ outer OpenMP $\times$ inner OpenMP) is 112.

\textsuperscript{b} Parallelism of the BLAS library.

\textsuperscript{c} Percentage of the theoretical peak performance.

Note that these large-scale computations were performed primarily for the purpose of producing reference CCSD(T) correlation energies. Since the number of MOs, and hence the total number of operations required for the computations, are fairly close for the systems of Table 4, the comparison of these relative performances is informative even if they were measured with slightly different orbital dimensions. It is apparent that for these systems and this particular CPU choice the performance of CCSD and the (T) correction is to a large extent independent of the above settings within the investigated range of MPI tasks and OpenMP threads. While keeping the total number of CPUs and cores fixed at 4 and 112, respectively, there is freedom to vary the number of MPI tasks and the number of outer OpenMP threads. For most of the inspected setting combinations (i.e., 4-8 MPI tasks and 1-4 outer OpenMP threads) the performances of the CCSD and (T) steps were found highly stable in the very satisfactory range of 56-63\% and 58-69\%, respectively. As explained in Section 5, it is advisable to set the number of the MPI tasks to the number of NUMA nodes. Based on the values of Table 4, if the total number of employed cores is kept fixed (112 in
this case), the further increase of the number of MPI processes form 4 to 8 does not increase the performance, at least for systems of this size and with modern many-core CPUs. The optimal number of inner and outer OpenMP threads is not as obvious to determine. In the case of the above calculations, the number of outer threads does noticeably not affect the performance in the range of 1-4. Similarly, switching from threaded to sequential BLAS routines in combination with hand-coded inner layer OpenMP instructions for the latter has a negligible impact on the performance. The almost uniformly good performance with a relatively wide range of settings is certainly beneficial from the perspective of applications.

Considering the measured wall times, for the systems with 1037-1089 AOs the CCSD calculation took about 4-7 hours, while the (T) part required 17-25 hours, both with 112 cores. Compared to that our largest CCSD(T) calculation performed with 1569 AOs required 68 hours using 224 cores. In terms of the number of AOs or in terms of the number of atoms, in combination with quadruple-ζ basis sets, to our knowledge, that is the largest CCSD(T) calculation ever carried out. Considering that a few days of compute time on a few hundred cores, or in other words about 15,000 core hours, is easily accessible in many computer centers, such large-scale calculations can now be considered relatively routine for a much wider audience. Alternatively, smaller number of cores can be traded for longer execution time. Since the implementation is frequently checkpointed and effectively restartable, this is also a viable option even if strict wall times limits are implemented.

7 Summary and outlook

A completely integral-direct, operation-count and storage economic, well-parallelized DF-CCSD(T) algorithm and implementation have been presented. The on-the-fly and blocked assembly of all four-center ERIs allows us to minimize the $\mathcal{O}(N^4)$-scaling storage requirement to the symmetry-packed doubles amplitudes and residuals and avoid potentially limiting disk I/O or network communication both during a CCSD iteration and for the (T) correction up
to the range of 1000-2000 orbitals. We also improved upon a previous $t_1$-transformed CCSD algorithm,\textsuperscript{28} for instance, by optimizing and parallelizing all contractions besides the usually emphasized particle-particle ladder term. As the highest possible permutational symmetry and lowest operation count are ensured for the PPL term, some of which is sacrificed in alternative parallel CCSD implementations,\textsuperscript{10,11,19,20} the remaining four $O(N^6)$-scaling terms are found to be comparably time-consuming in some of our target applications. Thus, hand-optimized and well-scaling algorithms are presented also for those terms appearing in the $t_1$-transformed CCSD equations to which limited attention has been payed in the literature previously. Our recent, OpenMP-parallel (T) algorithm\textsuperscript{56} has also been improved by making it completely integral-direct, I/O-free, and MPI/OpenMP parallel, while decreasing its minimal memory requirement to match that of the CCSD program and retaining the full permutational symmetry of the contractions.

Detailed wall time measurements performed with the presented CCSD and (T) codes demonstrate excellent strong scaling comparable to the performance of state-of-the-art implementations\textsuperscript{11,19,20,28,80} for a wide range of systems including 100 to 1600 orbitals. At multi-threaded use on a single node about 65 and 80\%, while for hybrid MPI/OpenMP use on up to a few hundred cores about 60 and 70\% of the theoretical peak performance is utilized by the CCSD and (T) codes, respectively. The combination of the optimal operation count algorithms and the outstanding efficiency allowed us to perform 13 large-scale DF-CCSD(T) calculations at the applicability limit of the CCSD(T) method in a relatively routine manner using only 4-8 many-core CPUs. With those results we have extended our recent CCSD(T) benchmark set\textsuperscript{21} with 13 new correlation energies and 12 new reaction energies and barrier heights characterizing three reaction mechanisms taken from contemporary chemistry.\textsuperscript{81–83} Each calculation, involving 1037-1089 AOs, took only about one day with 112 cores, while the largest example of 1569 orbitals ran for about three days with 224 cores. To our knowledge the latter is one of the largest CCSD(T) application ever presented.

Due to the balanced performance obtained also for relatively small systems appearing
also in popular data sets used for parametrizing DFT functionals\textsuperscript{59,60} or machine-learning models\textsuperscript{61–69} and to the minimal memory and disk footprint, we believe that the present code is well suited to produce such large-scale benchmark CCSD(T) data. These properties are especially useful if only a network file system and limited per-core memory is available, as in many current computer clusters, allowing for the almost independent evaluation of hundreds of medium-sized CCSD(T) calculations without introducing restrictive amount of network use. The disk-, memory-, and communication-economic algorithms and the good portability of the implementation also allowed us to perform CCSD(T) calculations both on various supercomputer centers and in a cloud environment.

Future directions of development could benefit from promising tensor factorization approaches to further reduce the memory and operation count requirements.\textsuperscript{30–36} Additionally, the presented MPI/OpenMP parallel DF-CCSD(T) represents a significant step towards the development of a massively parallel LNO-CCSD(T) implementation. The LNO strategy, while drastically reducing the computational cost of CCSD(T) via local, natural orbital, and other approximations, estimates the correlation energy using orbital-specific contributions obtained via independent CCSD(T) calculations.\textsuperscript{21,53–57} In rare cases when exceptionally high accuracy is required for systems of complicated, moderately truncatable wavefunctions, a potentially large number of LNOs has to be handled in some of the independent CCSD(T) runs. The new DF-CCSD(T) algorithm is an excellent tool to accelerate such extensive domain calculations. As LNO-CCSD(T) calculations were already feasible for entire proteins in the range of 1023-2380 atoms and up to 45,000 basis functions\textsuperscript{21,57} using a single CPU, the extension with the present high-performance CCSD(T) algorithm could lead to accurate and efficient CCSD(T) calculations for systems of previously unreachable size and complexity.
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Appendix

The $t_1$-transformed Hamiltonian can be expressed via the transformed Fock matrix ($\hat{f}$), the one electron Hamiltonian ($\hat{h}$), and the three-center Coulomb integrals ($\hat{J}$) if the DF approximation is employed. Performing the transformation leads to the following matrix elements:\textsuperscript{28,76}

\[ \hat{f}_{pq} = \hat{h}_{pq} + \sum_{iQ} \left( 2 \hat{j}_{pq}^{i} \hat{j}_{ii}^{Q} - \hat{j}_{pi}^{Q} \hat{j}_{iq}^{Q} \right) \] (29)

\[ \hat{h}_{pq} = \sum_{rs} (1 - t_{1}^{T})_{rp} \ h_{rs} \ (1 + t_{1}^{T})_{sq} \] (30)

\[ \hat{j}_{pq}^{Q} = \sum_{rs} (1 - t_{1}^{T})_{rp} \ j_{rs}^{Q} \ (1 + t_{1}^{T})_{sq}. \] (31)

Here, $t_1$ denotes a matrix of dimension $n_o + n_v$, with $(t_1)_{pq} = t^p_q$ for $p > n_o$ and $q < n_v$; and with $(t_1)_{pq} = 0$ otherwise.\textsuperscript{28} It is worth noting that, after the transformation defined by eq 6, $\hat{f}$ and $\hat{J}$ do not retain the permutational symmetry\textsuperscript{28,76} of $f$ and $J$, that is, $\hat{j}_{pq}^{P} \neq \hat{j}_{qp}^{P}$ and $\hat{f}_{pq} \neq$
\( \hat{f}_{qp} \). Furthermore, the occupied-virtual block of \( \mathbf{J} \) is invariant to the \( t_1 \)-transformation, i.e., \( \hat{J}_{ia}^P = J_{ia}^P \). The transformation of the individual blocks of \( \mathbf{J} \) and \( \mathbf{f} \) can be carried out according to the following equations:

\begin{align*}
\hat{J}_{ia}^P & = J_{ia}^P \quad (32) \\
\hat{J}_{ij}^P & = J_{ij}^P + \sum_c J_{ic}^P t^c_{ij} \quad (33) \\
\hat{J}_{ab}^P & = J_{ab}^P - \sum_k J_{kb}^P t^a_k \quad (34) \\
\hat{J}_{ai}^P & = J_{ai}^P + \sum_c J_{ac}^P t^c_i - \sum_k J_{ki}^P t^a_k - \sum_{kc} J_{kc}^P t^a_k t^c_i \quad (35) \\
\hat{f}_{ia} & = f_{ia} + \sum_{kc} \left[ 2 \sum_P J_{ai}^P J_{kc}^P - \sum_P J_{ic}^P J_{ka}^P \right] t^c_k \quad (36) \\
\hat{f}_{ij} & = f_{ij} + \sum_c \hat{f}_{ic} t^c_{ij} + \sum_{kc} \left[ 2 \sum_P J_{ij}^P J_{kc}^P - \sum_P J_{ic}^P J_{kj}^P \right] t^c_k \quad (37) \\
\hat{f}_{ab} & = f_{ab} - \sum_l \hat{f}_{ib} t^a_l + \sum_{kc} \left[ 2 \sum_P J_{ab}^P J_{kc}^P - \sum_P J_{ac}^P J_{kb}^P \right] t^c_k \quad (38) \\
\hat{f}_{ai} & = f_{ai} + \sum_c \hat{f}_{ac} t^c_i - \sum_l \hat{f}_{il} t^a_l + \sum_{kc} \left[ 2 \sum_P J_{ai}^P J_{kc}^P - \sum_P J_{ac}^P J_{ki}^P \right] t^c_k. \quad (39)
\end{align*}

In contrast to the approach of ref 28, here the \( t_1 \)-transformation is performed in the MO basis because in this case the three-center AO integrals do not have to be stored during the CCSD iteration. Let us also note that the auxiliary basis required for the correlated calculation is employed for the three-center integrals, thus our \( t_1 \)-transformed expressions yield exactly the same numerical results as a DF-CC implementation without \( t_1 \)-transformation. In that respect we also deviate from the algorithm of ref 28, where, to our understanding, the auxiliary basis of the SCF calculation is employed to form the \( t_1 \)-transformed Fock-matrix. In order to save memory space during the CCSD iterations, we do not store the original MO integrals because they can be recovered from the \( t_1 \)-transformed integrals via the inverse transformation. This can be achieved by inverting the transformation defined by eqs 32-35.
For example, the $\hat{J}_{ij}^P$ integrals can be calculated as

$$
\hat{J}_{ij}^P(n) = J_{ij}^P + \sum_c J_{ic}^P t_{cj}^{(c(n))}
$$

$$
= \hat{J}_{ij}^P(n-1) - \sum_c J_{ic}^P t_{cj}^{(c(n-1))} + \sum_c J_{ic}^P t_{cj}^{(c(n))},
$$

(40)

where $\hat{J}_{ij}^P(n)$ and $t_{cj}^{(c(n))}$ stand for the $t_1$-transformed three-center integrals and singles amplitudes of the $n^{th}$ iteration. Note that only the original occupied-virtual integral block, $J_{ia}$ is needed for the inverse transformation. This block is readily available in every iteration since it is unaffected by the $t_1$-transformation in accordance with eq 32. Alternatively, the original integrals $J_{ic}$ can be pulled out from the last two terms of eq 40. This way the back-transformation can be avoided by performing the transformation on the $t_1$-transformed integrals of the previous iteration, $\hat{J}_{ij}^P(n-1)$, using $t_{cj}^{(c(n))} - t_{cj}^{(c(n-1))} = R_{cj}^{c(n-1)}/(f_{jj} - f_{cc})$. However, the inverse transformation is preferable because the original integrals are also necessary for the $t_1$-transformation of the Fock matrix according to eqs 36-39. The transformation of the remaining three-center integrals can be carried out analogously.
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