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Abstract—Measuring tree morphology for phenotyping is an essential but labor-intensive activity in horticulture. Researchers often rely on manual measurements which may not be accurate for example when measuring tree volume. Recent approaches on automating the measurement process rely on LIDAR measurements coupled with high-accuracy GPS. Usually each side of a row is reconstructed independently and then merged using GPS information. Such approaches have two disadvantages: (1) they rely on specialized and expensive equipment, and (2) since the reconstruction process does not simultaneously use information from both sides, side reconstructions may not be accurate. We also show that standard loop closure methods do not necessarily align tree trunks well. In this paper, we present a novel vision system that employs only an RGB-D camera to estimate morphological parameters. A semantics-based mapping algorithm merges the two-sides 3D models of tree rows, where integrated semantic information is obtained and refined by robust fitting algorithms. We focus on measuring tree height, canopy volume and trunk diameter from the optimized 3D model. Experiments conducted in real orchards quantitatively demonstrate the accuracy of our method.

I. INTRODUCTION

The estimation of morphological parameters of fruit trees (such as tree height, canopy volume and trunk diameter) is important in horticultural science, and has become an important topic in precision agriculture [27, 32]. Accurate morphology estimation can help horticulturists study to what extent these parameters impact crop yield, health and development. For example, growers try different root stocks to figure out which one produces better yield per volume for a specific geographical area. They also measure parameters such as tree height or trunk diameter to model fruit production. This measurement process is labor-intensive and not necessarily accurate.

2D or 3D LIDAR scanning has proven to be a viable option for generating 3D models of trees [33, 3]. Usually, LIDAR sensors are mounted on a vehicle moving along the alleys of the fruit orchard to vertically scan the side of the tree rows [22, 34]. To obtain the 3D point cloud by adding subsequent of 2D transects of laser scanning, the vehicle has to move with a steady velocity and along a linear track parallel to the tree row. However, these systems do not merge two scanned sides of trees. Morphological parameters are thus inaccurately computed by only scanning one side and multiplying by two or by adding the volumes of the two sides without merging them. Generated two-sides point clouds can also be manually matched through CAD software [26]. However, tree models are partially misaligned from two sides due to accumulated errors of sensor poses during the movement. Even if position accuracy has been improved by combining Global Navigation Satellite System (GNSS) with LIDAR [8], the issue of accumulated orientation error still exists especially for large scale scanning. Furthermore, the combination of these two sensors (e.g. GR3 RTK GNSS and LMS500) is expensive and may not be affordable.

Cameras are low-cost, lightweight compared to LIDAR sensors. Vision-based 3D dense reconstruction, with the ability to provide quantitative information of every geometric detail of an object, is a promising alternative for accurate morphology measurement. Although time-of-flight [35], stereo-vision systems [2] and depth sensors [36] have been used to estimate parameters of low-height plants, these approaches have been limited to indoor environments with controlled conditions, such as constant background and artificial illumination. We focus on the outdoor case in natural orchard environments.

The goal of our work is to use RGB-D videos to reconstruct well-aligned 3D model of tree rows from images of both sides and estimate tree morphology. For a modern high-density orchard setting, it is not possible to perform mapping around each tree individually. Instead, two sides of tree rows are captured separately by a moving camera or in a loop trajectory. Obtaining accurate 3D models of fruit trees requires accurate camera poses, but estimating them reliably for long range RGB-D videos is a difficult problem. Especially in orchard environments, good features cannot be stably tracked through long subsequent frames because of motion due to wind in the scene [10]. Accumulated errors in camera poses will cause misalignment of tree models from both sides. As we show in Sec. II, state-of-the-art methods for volumetric fusion [24], Structure-from-Motion (SfM) [37] and Simultaneous Localiza-
tion and Mapping (SLAM) [23] are not reliable enough for tree volume and trunk diameter estimation. Since there is nearly no overlap of canopy surface between two sides of tree rows, misalignment of tree models cannot be addressed by ICP-based methods [21] or semantic tracking in loop closure [5].

Our method relies on establishing semantic relationships between each of the two-sides and integrating tree morphology into the reconstruction system, which in turn outputs optimized morphological parameters. Fig. 1 illustrates an overview of our data collection. To the best of our knowledge, it is the first vision system for accurate estimation of tree morphology in fruit orchards by using only an RGB-D camera. In summary, our work has the following key contributions:

- We present a novel mapping approach on RGB-D videos that can separately reconstruct 3D models of fruit trees from both sides and accurately merge them based on semantics, i.e. tree trunks and local ground patches.
- We introduce robust fitting algorithms to estimate the initial trunk size and local planar ground for each tree.
- We integrate tree-trunk diameters into semantic SFM to further localize trunks and local ground patches.
- We measure tree height, tree volume and trunk diameter through automated segmentation for each tree based on optimized information of trunks and local grounds.

This paper is structured as follows. After discussing technical challenges, we introduce our proposed tree morphology estimation, followed by experimental results and a conclusion.

II. TECHNICAL BACKGROUND

This section provides the problem formulation of tree morphology estimation with an overview of our system, and two main challenges of 3D reconstruction in orchard environments.

A. Problem Formulation of Tree Morphology Estimation

Consider the problem of tree morphology estimation, in which a mobile camera separately moving along both sides of a tree row collects the RGB-D data of static landmarks (3D points and 3D objects, such as trunks and local grounds). The true models of the two sides are related by a rigid transformation \( T \). Given a set of RGB-D measurements \( X_k \) and object types \( I_j \), the task is to estimate the object poses \( S_j^T \) with their sizes \( D_j^T \), the transformation \( T \), along with the 3D point positions \( X_i \) and camera poses \( C_k \):

\[
\begin{align*}
\text{argmin} & \sum_j \sum_k \sum_{i \in V(j,k)} E_S(\tilde{X}_k, T, S_j^T, D_j^T, X_i, C_k) \\
& + \sum_k \sum_{i \in V(k)} E_X(\tilde{X}_k, T, X_i, C_k), 
\end{align*}
\]

where \( E_S \) is the cost between a measured point and the object it belongs to, and \( E_X \) is the cost between a 3D point visible from a camera frame and its measurement. The proposed vision system for estimating tree morphology is illustrated in Fig. 2. The estimation procedure is divided into three steps explained in Sec. III. We note that even though our approach starts with two independent reconstructions of the two sides, it refines them based on semantic information.

B. Technical Challenges

In modern orchards, fruit trees are highly packed in each row and connected by supporting wires (see Fig. 1). Without enough separate space, it is not possible to individually perform surrounding RGB-D data collection around each tree. Instead, we collect side-view data of tree rows by moving the RGB-D camera along the path between the rows. The rows can be hundreds of meters long. But the specific region of interest for a particular study can be only a subset of the row. If we measure only this region from the two sides, the images across the sides may have no overlap. Alternatively, the entire row can be covered by following a loop around the row. In this section, we detail technical challenges associated with these two approaches.

First, ORB-SLAM2 [23] is tested on our RGB-D data captured in a loop around a tree row to create the 3D model. Unlike indoor cases, image features in orchard environments are unstable due to wind effect and thus hard to track across multiple frames, which causes the SLAM algorithm frequently getting lost. On the other hand, loop detection is not reliable because of high similarity between fruit trees of the same type (see Fig. 3). With correct loop closure, the 3D dense reconstruction of the tree row from both sides is generated by converting depth maps into point clouds based on the optimized camera trajectory from the SLAM output. From Fig. 4, we observe that although the loop is correctly closed the 3D model of the tree row is not satisfactory. The 3D dense reconstruction has separated trunks since there is no data overlap between both sides of the tree row. Measuring tree morphology based on inaccurate models is problematic, especially canopy volume and trunk diameter estimation.

For the data separately captured from both sides, simple alignment of two-sides 3D models can be performed by estimating the rigid transformation based on the trunks information. However, due to accumulated errors of camera poses, some trees are well-aligned from both sides (with parallel camera trajectories) while the rest are misaligned (see Fig. 3). Fig. 4 implies that two-sides 3D reconstruction should be further optimized based on semantic information to correct camera trajectories. Standard SFM algorithm [19] often fails to close loops when dealing with view-invariant feature matching, and may converge to a local minimum. Hence, we adjust the single-side 3D reconstruction by integrating essential elements from SLAM and SFM algorithms.
then performed followed by global BA to finally optimize all frames detected by loop closure.

To effectively close the loop, pose graph optimization [31] is performed to optimize its local frames which have common features.
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Loop detection allows us to capture each single tree back and forth from different views on a single side.
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SIFT matches). Loop pairs are thus accurately detected and a reasonable number of good matches are obtained (e.g. 100 loop pairs are first selected by a high score threshold and based three-point-algorithm [14] on the SIFT matches [19].

RGB image. (b): The depth image. (c): Misaligned trunks from both sides. (d): The 3D reconstruction is improved by integrating trunks information.

3D models is not feasible: camera trajectories from both sides are diverged and marked by the red box.

camera poses and 3D points. Given the fact that depth maps in outdoor cases are generated by infrared stereo cameras, we integrate 3D errors information into the objective function of bundle adjustment as follows:

\[
\min_{R_c, t_c, X_p} J = \sum_c \sum_{p \in V(c)} \rho(E_o(c, p)) + \rho(E_i(c, p))
\]

where \(\rho\) is the robust Huber cost function [17]. \(K_o\) and \(K_i\) are intrinsics matrices of the RGB camera and the left infrared camera, \([R_c|t_c]\) is the relative transformation between these two cameras, \([R_c|t_c]X_p\) is the 3D location of a point visible from the camera frame and \(X_p\) and \(\bar{X}_p\) are the observed 2D feature and 3D location in the RGB camera frame, respectively.

III. METHODOLOGY

In this section, we present our main technical contribution: merging and refining the reconstructions of the two sides using semantic information. The proposed method consists of three steps (see Fig. 2).

A. Trunk Fitting and Local Ground Estimation

Accurate geometry estimation relies on good depth maps. The raw depth maps are usually noisy, especially in orchard environments. The big uncertainty of depth values around frequent occlusions between trees and leaves causes generated 3D points floating in the air [30]. We first improve the depth map using the Truncated Signed Distance Function (TSDF) [17] to accumulate depth values from nearby frames (e.g. 10 closest frames) with the camera poses obtained in Sec. II-C. The pixel value of the raw depth is ignored if it is largely different from the corresponding value in the fused depth obtained by ray casting. A floating pixel removal filter [30] is further applied to eliminate any pixel of the raw depth that has no nearby 3D points within a certain distance threshold.

1) Trunk Region-of-Interest Selection: Horticultrists typically measure the trunk diameter of a fruit tree at the height about a fist width above the graft union. Without a consistent rule, we create an annotation tool for horticulturists to mark the trunk region-of-interest.

C. Single-Side Reconstruction

In this section, we present the proposed approach for initially reconstructing each side independently using established techniques. For each pair of consecutive frames, the relative rigid transformation is calculated by applying a RANSAC-based three-point-algorithm [14] on the SIFT matches [19] with valid depth values. Pairwise Bundle Adjustment (BA) is performed to optimize the relative transformation and 3D locations of matches by minimizing 2D reprojection errors. For loop detection, we build a Bag of Words (BoW) model [29] to characterize each frame with a feature vector, which is calculated based on different frequencies of visual words. The score matrix is obtained by computing the dot products between all pairs of feature vectors (see Fig. 3). Possible loop pairs are first selected by a high score threshold and then tested by RANSAC-based pose estimation whether a reasonable number of good matches are obtained (e.g. 100 SIFT matches). Loop pairs are thus accurately detected and linked with pairs of consecutive frames by covisibility graph. Loop detection allows us capture each single tree back and forth from different views on a single side.

For each frame in consecutive pairs, we first perform local BA to optimize its local frames which have common features. To effectively close the loop, pose graph optimization [31] is then performed followed by global BA to finally optimize all frames detected by loop closure.

(b): Camera trajectory before loop closure. (d): Simple alignment of two-sides 3D models is not feasible: camera trajectories from both sides are diverged and marked by the red box.

Fig. 4. Even with loop closure, the 3D reconstruction of tree rows is not satisfactory: 3D models of tree trunks from both sides are misaligned. (a): The RGB image. (b): The depth image. (c): Misaligned trunks from both sides. (d): The 3D reconstruction is improved by integrating trunks information.

Fig. 3. The score matrix between all image frames generated by using a BoW model. High similarities are marked by colored boxes. The correct loop detection is marked by the red box. (a): Feature matching between a pair of frames detected by loop closure. (b): Camera trajectory after loop closure. (c): Camera trajectory before loop closure. (d): Simple alignment of two-sides 3D models is not feasible: camera trajectories from both sides are diverged and marked by the red box.
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Fig. 5. Trunk annotation. (a): The trunk is first annotated by a red polygon in frame 694. (b): The red polygon is adjusted in frame 718 if the depth pixels (green) selected by the projected region are not satisfactory. (c): The frame 719 is skipped without annotation if the depth pixels (magenta) are within the trunk region-of-interest.
Trunk fitting and local ground estimation from both sides. The estimated plane from the front side helps the user locate the height of the trunk (yellow line) from the back side. (a) and (b): Trunk boundaries are detected (green and blue) from Canny edges. The depth pixels (red) are selected by projected convex polygon. (c): The 2D constraints of cylinder fitting from the front side with marked inliers (red) and outliers (gray) from the depth. (d): Without trunk information, standard plane estimation outputs a wrong plane (red), while the true ground (green) is estimated using proposed algorithm.

As shown in Fig. 5, a user first needs to annotate the region for measuring the trunk by a polygon in the frame \( c \) around the best view of the tree. 3D points of this frame generated based on the polygon mark of the depth image are then projected to the next frame \( c+1 \) and enclosed by a convex polygon. Depth pixels of frame \( c+1 \) are then highlighted within this convex polygon to allow the user checking whether the highlighted region is still correct. The user needs to create a new annotation if the projected region is not satisfactory due to errors of camera poses or depth values. The new annotated polygon is updated to create projected regions for the following frames. The nearby frames usually have correct projected regions and are thus skipped without any annotation.

2) Trunk Cylinder: For annotated frames, a 3D point cloud of the trunk in frame \( c \) is generated and filtered by taking the intersection of polygon masks with two nearby frames \( c-1 \) and \( c+1 \). We aim to fit the 3D points to a cylinder parameterized by its axis \( ^c n_d \), center \( ^c O_d \) and radius \( ^c r_d \). The height \( ^h_d \) of the cylinder is determined by the bounding box of 3D points along \( ^c n_d \).

A good cylinder model should not only fit the most of 3D points but also obtain a reasonable size from the image. To robustly model the cylinder, we integrate 2D constraints into the total least squares method [15]. Two cylinder boundaries \( I_a \) and \( I_b \) are extracted by projecting the circles of two cylinder ends onto the image. The trunk cylinder in frame \( c \) is further optimized by minimizing the cost function

\[
\arg\min_{^c n_d, ^c O_d, ^c r_d} \sum_p e_d^2( ^c X_p, d ) + \lambda \left( \|I_{a} - ^c l_a\|^2 + \|I_{b} - ^c l_b\|^2 \right),
\]

where \( e_d \) is the distance function of a 3D point \( ^c X_p \) to the cylinder, and \( ^c l_{a} \) and \( ^c l_{b} \) are normalized unit vectors.

The trunk in frame \( c \) is thus described by the cylinder axis \( ^c n_d \) and the origin \( ^c O_d \).

3) Local Ground Plane: Without loss of generality, the local ground of a tree is assumed as a plane defined by its normal \( ^c n_p \) and center \( ^c O_p \) in frame \( c \). Unlike trunk annotation, only frame number is recorded for plane estimation. However, it is not always the case that the majority of 3D points are from the ground, which highly depends on the scene and the camera view. The standard RANSAC-based method fails to detect the ground plane (see Fig. 6d). We modify the degenerate condition of the RANSAC by using the prior information of the trunk axis \( ^c n_d \) transformed from the closest annotated frame: \( ^c n_p \) should roughly align with \( ^c n_d \), and the estimated plane should be on the boundary of all 3D points along \( ^c n_p \) within the distance threshold \( \ell_d \). The local ground in frame \( c \) is thus defined by the plane normal \( ^c n_p \) and the origin \( ^c O_p \). Local ground estimation from the front side can further help annotations for the back side (see Fig. 5).

B. Merging Two-Sides 3D Reconstruction

For a tree row, the front-side and back-side reconstructions are expressed in their own frames \( F \) and \( B \), respectively. The goal is to first align two-sides reconstructions by estimating the initial transformation \( \begin{bmatrix} F_{i} \end{bmatrix} \begin{bmatrix} R_{i} \end{bmatrix} \begin{bmatrix} t_{i} \end{bmatrix} \), and further optimize the 3D reconstruction based on semantic information.

1) Initial Transformation: From a geometric view, to align the 3D models of a tree row from both sides, at least two annotated trunks and one estimated local ground are required. 3D models are first constrained on the local ground plane. The translation and rotation along the ground plane are further constrained by two trunk-cylinders. Multiple trunks and local grounds can provide us a robust solution. In Sec. III-A, an i-th annotated trunk from two-sides reconstructed views is described by its cylinder axes \( ^F n_{d} \) and \( ^B n_{d} \) with a unit length, and its origins \( ^F O_{d} \) and \( ^B O_{d} \). Similarly, a j-th estimated local ground is described by its plane normals \( ^F n_{p} \) and \( ^B n_{p} \), and its origins \( ^F O_{p} \) and \( ^B O_{p} \).

First, cylinder axes and plane normals in \( B \) after the relative transformation must be equal to their corresponding ones in \( F \). Then, the first two constraints have the form

\[
\begin{align*}
{^B R}_B & {^F n_d} = {^F n_d} \\
{^B R}_B & {^B n_p} = {^F n_p}
\end{align*}
\]
Second, the origins of cylinders in $B$ transformed to $F$ should lie on the same axis-line. Then, the cross product between the cylinder axis and the difference of two-sides origins should be a zero vector

$$\mathbf{F} \mathbf{n}_1^j \times (\mathbf{F} \mathbf{R}^j \mathbf{B}_d + \mathbf{F} \mathbf{t} - \mathbf{F} \mathbf{O}_d^j) = \mathbf{0}.$$  \hspace{1cm} (5)

At last, the origins of local planes in $B$ after the transformation to $F$ must lie on the same plane. Thus, the dot product between the plane normal and the difference of two-sides origins should be zero

$$\mathbf{F} \mathbf{n}_p^j \cdot (\mathbf{F} \mathbf{R}^j \mathbf{B}_p + \mathbf{F} \mathbf{t} - \mathbf{F} \mathbf{O}_p^j) = 0.$$  \hspace{1cm} (6)

Following the order of constraints above, Eqs. (4)-(6) can be rearranged into a system of $\mathbf{Ax} = \mathbf{b}$ by treating each element of $[\mathbf{F} \mathbf{R}^j \mathbf{t}]$ as unknowns, where $\mathbf{F} \mathbf{n}_1^j = [n_1^j, n_2^j, n_3^j]^\top$, $\mathbf{F} \mathbf{n}_p^j = [n_1^p, n_2^p, n_3^p]^\top$, $\mathbf{F} \mathbf{n}_o^j = [n_1^o, n_2^o, n_3^o]^\top$, and $\mathbf{F} \mathbf{n}_r^j = [n_1^r, n_2^r, n_3^r]^\top$ for the axes, and the elements of origins have the similar form. Here, the matrix $\mathbf{A}$ and vector $\mathbf{b}$ are

$$\begin{bmatrix} n_1^j & 0 & 0 & n_2^j & 0 & 0 & n_3^j & 0 & 0 & 0 & 0 & 0 \\ 0 & n_1^j & 0 & 0 & n_2^j & 0 & 0 & n_3^j & 0 & 0 & 0 & 0 \\ 0 & 0 & n_1^j & 0 & 0 & n_2^j & 0 & 0 & n_3^j & 0 & 0 & 0 \\ -n_1^j & -n_2^j & -n_3^j & n_1^j & n_2^j & n_3^j & n_1^j & n_2^j & n_3^j & n_1^j & n_2^j & n_3^j \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ \end{bmatrix} \begin{bmatrix} x_1^j \\ x_2^j \\ x_3^j \\ r_1^j \\ r_2^j \\ r_3^j \\ s_1^j \\ s_2^j \\ s_3^j \\ \end{bmatrix},$$

respectively, and $\mathbf{x} = [r_1^j, r_2^j, r_3^j; F^j; t^j]^\top$ with $r_1$, $r_2$ and $r_3$ as three columns of $\mathbf{F} \mathbf{R}$.  \hspace{1cm} (7)

We solve the system with multiple cylinders and planes for the least squares solution. The solution of $\mathbf{F} \mathbf{R}$ may not meet the properties of an orthonormal matrix, but can be computed to approximate a rotation matrix by minimizing the Frobenius norm of their difference $\lVert \mathbf{I} - \mathbf{F} \mathbf{R} \rVert$. An accurate initial value can be obtained from an analytical solution by using the resultant of polynomials $[9]$. With multiple pairs of cylinders and planes from both sides, we formulate an optimization problem

$$\arg \min_{\mathbf{R}_s, \mathbf{t}_s, \mathbf{R}_p, \mathbf{t}_p, \mathbf{X}_p} \sum_{i} (\lVert \mathbf{e}_1(i) \rVert^2 + \lVert \mathbf{e}_2(i) \rVert^2) + \sum_j (\lVert \mathbf{e}_3(j) \rVert^2 + \mathbf{e}_4(j)^2),$$

where $\mathbf{e}_1$, $\mathbf{e}_2$, $\mathbf{e}_3$ and $\mathbf{e}_4$ are residuals of Eqs. (4)-(6). The solution is further refined using the Levenberg-Marquard (LM) method [18, 20] with the rotation represented by the Rodrigues’ formula [24].

2) Semantic Bundle Adjustment: To address the issue of accumulated errors of camera poses in Fig. 3d, two-sides 3D reconstructions after initial alignment need to be further optimized. Intuitively, semantic information, i.e. trunks and local grounds, integrated in bundle adjustment will tune camera poses and 3D feature points until reasonable semantic conditions are reached. Specifically, two halves of a trunk from both sides should be well-aligned, and two-sides local grounds of a tree should refer to the same one (see Fig. 7).

Technically, a semantic object with index $s$ is characterized by its unique pose $\mathbf{R}_s[t_s]$ in the world frame and its 3D shape $\mathbf{b}_s$. For a cylinder object, the shape is represented by its $z$-axis (as the cylinder axis), origin and a radius $r_s$. For a plane object, the shape is described by its $z$-axis (as the plane normal), origin and a threshold $t_s$ for bounding an interval along the plane normal. The cylinder radius $r_s$ and the plane-interval threshold $t_s$ are automatically determined by the fitting algorithms in Sec. III-C1 and Sec. III-A3 respectively. As a 3D feature point, the orientation $\mathbf{R}_s$ and the position $\mathbf{t}_s$ of an object are unknown and to be estimated by semantic bundle adjustment.

Given the correspondences of objects between two sides, the objective function of semantic bundle adjustment is as follows

$$\arg \min_{\mathbf{R}_s, \mathbf{t}_s, \mathbf{R}_p, \mathbf{t}_p, \mathbf{X}_p} J' = J + \sum_{s} \sum_{p \in V(s,c)} \rho (\lambda_s E_0(s, c, p)),$$

where $\phi_0$ ($l = 0$) is the loss function for a plane object $\phi_0(\mathbf{X}, \mathbf{b}_s) = \lVert \max (x_3 - t_s, 0, -x_3 - t_s) \rVert$, and $\phi_1$ ($l = 1$) is the loss function for a cylinder object $\phi_1(\mathbf{X}, \mathbf{b}_s) = \sqrt{r_s^2 + x_3^2 - r_s^2}$, with an input 3D point $\mathbf{X} = [x_1, x_2, x_3]^\top$.  \hspace{1cm} (9)
Local grounds are removed given refined semantic information. Trees, two-sides 3D reconstructions are first merged in Fig. 9, which serves as an input in Sec. III-B2.

In Sec. III-A3, we assume that a tree is centered at its trunk location projected onto the local ground. To take care of the canopy overlap, the half side of a tree is enclosed by a cylinder with the radius $R_s = \sqrt{2d_s}$, where $d_s$ is the distance from the trunk to the cutting plane (see Fig. 10). Each tree is thus segmented by taking the union of the bounding box and two-half cylinders. We build an alpha shape containing all 3D points of each segmented tree by removing small isolated components. The canopy volume is automatically calculated by the alpha-shape algorithm.

3) Tree Height: Semantic BA outputs optimized information of trunks and local grounds. Based on the trunk location, the pole in the middle of a tree is first segmented out for modern orchards. A bounding box for each tree is then created to enclose its alpha shape from the local ground plane to the top (see Fig. 10e). The tree height is thus obtained as the height of the bounding box.

IV. EXPERIMENTS

In this section, we conduct real experiments to evaluate our proposed system for merging 3D mapping of fruit trees from both sides and estimating their morphological parameters.

A. Datasets and Evaluation Metrics

The proposed system is tested using three datasets which are all RGB-D data of apple-tree rows in different orchards separately captured from two sides (see Fig. 11). Dataset-I is about an apple-tree row with a lot of wild weed captured in a horizontal view. Dataset-II is captured in a tilted view with the focus on tree trunks. Dataset-III is collected by a camera attached to a stick in a tilted-top view of tree canopies. Our merging algorithm is first performed on each dataset, followed by trunk diameter estimation in Dataset-II, and the estimation of canopy volume and tree height in Dataset-III.

To validate the proposed merging algorithm, we first visually check if the misalignment of landmarks (e.g. poles and tree trunks) is eliminated. The objective is to maintain a globally reasonable model of tree rows (from both sides) and while also obtain tree morphology from this 3D information. The accuracy of estimation algorithms are further tested by comparison with manual measurements of trunk diameter and tree height.

B. Implementation Details

Dataset-I contains 21 trees. Due to the interference of wild weed, only three trunks and three local grounds are used as semantic information for merging algorithm. For Dataset-II, 27 trunks are all annotated with totally 3–4 frames per each from two sides in order to estimate trunks diameter. In Dataset-III, a sub-sample of six trees from 30 are chosen for merging demonstration. Since the focus of this dataset is estimating canopy volume and tree height, only three trunks

\[ R_s | t_s \]. Trunks information indicates the track of the tree row. Based on 3D points distribution, initial tree segmentation is performed by cutting planes perpendicular to the row track. The cuboid bounding box of a tree is created. From a top view, we assume that a tree is centered at its trunk location projected onto the local ground. To take care of the canopy overlap, the half side of a tree is enclosed by a cylinder with the radius $R_s = \sqrt{2d_s}$, where $d_s$ is the distance from the trunk to the cutting plane (see Fig. 10). Each tree is thus segmented by taking the union of the bounding box and two-half cylinders. We build an alpha shape enclosing all 3D points of each segmented tree by removing small isolated components. The canopy volume is automatically calculated by the alpha-shape algorithm.

C. Measuring Tree Morphology

In our framework, the trunk diameter estimation is first performed as an input for merging two-sides reconstruction. Canopy-volume and tree-height measurements are conducted based on the merged 3D model of fruit trees, which are illustrated using another dataset captured by stereo infrared cameras from a good view of tree canopies.

1) Trunk Diameter: 3D dense models of a tree from both sides $F$ and $B$ are obtained using volumetric fusion of depth maps from all nearby frames (see Fig. 8). We first estimate the ground plane as discussed in Sec. III-A3. The 3D points of the trunk slice are extracted from 3D meshes based on the height to the ground that is determined from annotated 3D points. The trunk diameter is thus robustly estimated from both sides by minimizing the cost

\[
\min_{x_n, d_n, \hat{O}_a, \hat{O}_b, \hat{d}_x, \hat{d}_y} \sum_{p \in \{F, B\}} c^2_p(X_p, d) + \lambda \sum_{c} E_l(c, d),
\]

where $\hat{O}_a$ and $\hat{O}_b$ are two boundary normals of the trunk $d$ in $c$-th annotated frame. The trunk diameter is eventually $2r_d$ which serves as an input in Sec. III-B2.

2) Canopy Volume: With a good view of canopies of fruit trees, two-sides 3D reconstructions are first merged in Fig. 9. Local grounds are removed given refined semantic information

\[ \ldots \]

\[ \ldots \]
models of tree rows even without annotation for each tree. Specifically, duplicated poles and trunks are all merged. In general, the merging algorithm only requires two-sides object correspondences around two ends and the middle of each tree row. When there is no need for estimating trunks diameter, we can roughly annotate a long section of a trunk as a cylinder, or even other landmarks, such as supporting poles and stakes. The planar assumption of local ground for each tree makes general our method which can be applied to any orchard environments without concern about the terrain.

2) Comparison and Analysis: In Dataset-II, we select 14 trees among 27 to demonstrate in detail the accuracy of our algorithm for trunks diameter estimation. If without 2D constraints, trunk diameters are always estimated larger than GT due to unreliable depth values around scene boundaries. Table II shows that with 2D constraints the average error of our diameter estimation is around 5 mm. For small trunks, the estimated results are still larger than GT, since the camera is relatively far from small trunks. Large pixel errors of edge detection (low resolution for trunk boundaries) thus cause the diameter overfitting. It implies that the camera should closely capture these trees with small trunks. In Dataset-III, we perform tree height estimation for 14 trees chosen among 30. Table III shows that the average error of our tree height estimation is around 4 cm. The estimation results for trunk diameter and tree height thus demonstrate the high accuracy of the proposed vision system.

In Dataset-III, we first segment out six sample trees and their local grounds (the middle and two ends) are marked for merging. We use a caliper to measure the actual trunks diameter as the Ground Truth (GT). The GT of trees height and their canopies diameter is obtained by using a measuring stick and a tape, respectively.

C. Morphology Estimation Results

1) Merging 3D Reconstruction: As shown in Fig. 11, the proposed method is able to build a well-aligned global 3D models of tree rows even without annotation for each tree. Specifically, duplicated poles and trunks are all merged. In general, the merging algorithm only requires two-sides object correspondences around two ends and the middle of each tree row. When there is no need for estimating trunks diameter, we can roughly annotate a long section of a trunk as a cylinder, or even other landmarks, such as supporting poles and stakes. The planar assumption of local ground for each tree makes general our method which can be applied to any orchard environments without concern about the terrain.

and their local grounds (the middle and two ends) are marked for merging. We use a caliper to measure the actual trunks diameter as the Ground Truth (GT). The GT of trees height and their canopies diameter is obtained by using a measuring stick and a tape, respectively.

C. Morphology Estimation Results

1) Merging 3D Reconstruction: As shown in Fig. 11, the proposed method is able to build a well-aligned global 3D
Fig. 13. Six sample trees in Dataset-III are segmented and enclosed by alpha shapes. Column 1: Each tree is differentiated from front-side and back-side reconstructions. Column 2: Six trees are segmented out from both sides. Column 3: Alpha shapes of six trees are generated using two different alpha radiuses from two-side views.

| Tree ID | T-2   | T-4   | T-6   | T-8   | T-9   | T-11  | T-13  | T-15  | T-18  | T-19  | T-22  | T-24  | T-26  | T-27  | Mean  |
|---------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| Est.    | 5.24  | 5.10  | 5.48  | 8.04  | 6.56  | 5.51  | 5.87  | 5.29  | 5.70  | 5.89  | 5.49  | 5.77  | 5.37  | ----  |
| GT      | 5.39  | 4.12  | 4.77  | 8.22  | 6.68  | 6.82  | 5.08  | 5.23  | 4.37  | 5.00  | 5.70  | 5.63  | 5.24  | 4.61  |
| Error (cm) | 0.15  | 0.98  | 0.74  | 0.18  | 0.12  | 0.32  | 0.43  | 0.64  | 0.92  | 0.29  | 0.14  | 0.53  | 0.76  | 0.49  |

**TABLE II**
**ESTIMATION ERRORS OF TRUNK DIAMETER IN DATASET-II.

| Tree ID | H-1   | H-2   | H-3   | H-4   | H-5   | H-6   | H-7   | H-16  | H-18  | H-19  | H-20  | H-21  | H-22  | H-23  | Mean  |
|---------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| Est.    | 2.145 | 2.050 | 2.453 | 2.463 | 2.131 | 1.997 | 2.087 | 2.357 | 2.456 | 2.311 | 1.990 | 2.084 | 2.496 | 2.361 | ----  |
| GT      | 2.159 | 2.032 | 2.362 | 2.515 | 2.083 | 1.981 | 2.108 | 2.438 | 2.413 | 2.337 | 2.032 | 2.057 | 2.489 | 2.413 | ----  |
| Error (m) | 0.014 | 0.018 | 0.091 | 0.052 | 0.048 | 0.016 | 0.021 | 0.081 | 0.043 | 0.026 | 0.042 | 0.027 | 0.007 | 0.052 | 0.038 |

**TABLE III**
**ESTIMATION ERRORS OF TREE HEIGHT IN DATASET-III.

One of the common methods used in horticultural science for modeling canopies is to treat a tree as a cylinder. To show the difference among different models of canopies, we divide 18 trees from Dataset-III into 6 sections based on their relatively similar sizes, and report the mean canopy volume of each section in Table I. It should be noticed that simple cylinder model overestimates the canopy volume. Thus, it is reasonable to consider that our proposed method for canopy volume estimation is more suitable to generalize the geometry of tree structures, which is promising to build the ground truth of tree canopies for horticulturists using the proposed vision system.

V. CONCLUSION AND FUTURE WORK

In this work, we presented a vision system that collects RGB and depth images of fruit trees in the orchard, and uses this information to estimate morphological parameters for phenotyping, such as tree volume, tree height and trunk diameter. Our system consists of an RGB-D camera attached to a stick, which can be further mounted on a moving platform. 3D models of fruit trees from both sides are generated separately and merged into a global model by exploiting semantic information (i.e. trunk region of interest and local ground). Tree volume can be immediately computed based on partitioned model of each tree refined by our algorithm. We also proposed robust fitting algorithms for estimating tree height and trunk diameter. Our system is evaluated using three different types of tree datasets collected in orchards. This is the first vision system that can measure morphological parameters of trees in fruit orchards by using only an RGB-D camera. Future work will focus on automated extraction of semantic information, such as trunk detection and tree separation in densely packed scenario. Moreover, merged model of fruit trees from both sides will be used for fruit tracking in 3D to avoid double counting.

The only assumption in the proposed method is that we are given the data association of object correspondences from two sides (i.e. correct matching tree indices from both sides of a tree row). For the reason of high accuracy, we annotate the trunk silhouette for measuring its diameter. If without the need for accurate diameter estimation, manual annotation can be replaced by automatic object detection [28]. The data-association assumption can be further removed by developing a stable technique to detect and segment out individual plant in agricultural environments. We will be working on these improvements in our future work.
REFERENCES

[1] Sameer Agarwal, Keir Mierle, et al. Ceres solver, 2012.
[2] CW Bac, J Hemming, and EJ Van Henten. Stem localization of sweet-pepper plants using the support wire as a visual cue. Computers and electronics in agriculture, 105:111–120, 2014.
[3] Suchet Bargoti, James P Underwood, Juan I Nieto, and Salah Sukkarieh. A pipeline for trunk detection in trellis structured apple orchards. Journal of Field Robotics, 32(8):1075–1094, 2015.
[4] Christian Beder and Wolfgang Förstner. Direct solutions for computing cylinders from minimal sets of 3d points. Computer Vision–ECCV 2006, pages 135–146, 2006.
[5] Sean L Bowman, Nikolay Atanasov, Kostas Daniilidis, and George J Pappas. Probabilistic data association for semantic slam. In Robotics and Automation (ICRA), 2017 IEEE International Conference on, pages 1722–1729. IEEE, 2017.
[6] John Canny. A computational approach to edge detection. IEEE Transactions on pattern analysis and machine intelligence, (6):679–698, 1986.
[7] Brian Curless and Marc Levoy. A volumetric method for building complex models from range images. In Proceedings of the 23rd annual conference on Computer graphics and interactive techniques, pages 303–312. ACM, 1996.
[8] Ignacio del Moral-Martínez, Jaume Arnó, Ricardo Sanz, Joan Masip-Vilalta, Joan R Rosell-Polo, et al. Geoereferenced scanning system to estimate the leaf wall area in tree crops. Sensors, 15(4):8382–8405, 2015.
[9] Wenbo Dong and Volkan Isler. A novel method for extrinsic calibration of a 2-d laser-rangefinder and a camera. arXiv preprint arXiv:1603.04132, 2016.
[10] Wenbo Dong and Volkan Isler. Linear velocity from commotion motion. In Intelligent Robots and Systems (IROS), 2017 IEEE/RSJ International Conference on, pages 3467–3472. IEEE, 2017.
[11] Herbert Edelsbrunner and Ernst P Mücke. Three-dimensional alpha shapes. ACM Transactions on Graphics (TOG), 13(1):43–72, 1994.
[12] Herbert Edelsbrunner, David Kirkpatrick, and Raimund Seidel. On the shape of a set of points in the plane. IEEE Transactions on information theory, 29(4):551–559, 1983.
[13] Martin A Fischler and Robert C Bolles. Random sample consensus: a paradigm for model fitting with applications to image analysis and automated cartography. Communications of the ACM, 24(6):381–395, 1981.
[14] David Forsyth and Jean Ponce. Computer vision: a modern approach. Upper Saddle River, NJ: London: Prentice Hall, 2011.
[15] Gene H Golub and Charles F Van Loan. An analysis of the total least squares problem. SIAM Journal on Numerical Analysis, 17(6):883–893, 1980.
[16] Gene H Golub and Charles F Van Loan. Matrix computations, volume 3. JHU Press, 2012.
[17] Peter J Huber. Robust estimation of a location parameter. In Breakthroughs in statistics, pages 492–518. Springer, 1992.
[18] Kenneth Levenberg. A method for the solution of certain non-linear problems in least squares. Quarterly of applied mathematics, 2(2):164–168, 1944.
[19] David G Lowe. Distinctive image features from scale-invariant keypoints. International journal of computer vision, 60(2):91–110, 2004.
[20] Donald W Marquardt. An algorithm for least-squares estimation of nonlinear parameters. Journal of the society for Industrial and Applied Mathematics, 11(2):431–441, 1963.
[21] Henry Medeiros, Donghun Kim, Jianxin Sun, Hariharan Seshadri, Shayan Ali Akbar, Noha M Elfiky, and Johnny Park. Modeling dormant fruit trees for agricultural automation. Journal of Field Robotics, 34(7):1203–1224, 2017.
[22] Valeriano Méndez, Joan Ramon Rosell-Polo, Ricardo Sanz, Alexandre Escolá, and Heliodoro Catalán. Deciduous tree reconstruction algorithm based on cylinder fitting from mobile terrestrial laser scanned point clouds. Biosystems Engineering, 124:78–88, 2014.
[23] Raul Mur-Artal and Juan D Tardós. Orb-slam2: An open-source slam system for monocular, stereo, and rgb-d cameras. IEEE Transactions on Robotics, 33(5):1255–1262, 2017.
[24] Richard A Newcombe, Shahram Izadi, Otmar Hilliges, David Molyneaux, David Kim, Andrew J Davison, Pushmeet Kohi, Jamie Shotton, Steve Hodges, and Andrew Fitzgibbon. Kinectfusion: Real-time dense surface mapping and tracking. In Mixed and augmented reality (ISMAR), 2011 10th IEEE international symposium on, pages 127–136. IEEE, 2011.
[25] Olinde Rodrigues. Des lois géométriques qui régissent les déplacements d’un système solide dans l’espace: et de la variation des cordonnées provenant de ces déplacements considérés indépendamment des causes qui peuvent les produire. 1840.
[26] Joan R Rosell, Jordi Llorens, Ricardo Sanz, Manel Ribes-Dasi, Joan Masip, Alexandre Escolá, Ferran Camp, Francesc Solanelles, Felip Gracia, et al. Obtaining the three-dimensional structure of tree orchards from remote 2d terrestrial lidar scanning. Agricultural and Forest Meteorology, 149(9):1505–1515, 2009.
[27] JR Rosell and R Sanz. A review of methods and applications of the geometric characterization of tree crops in agricultural activities. Computers and Electronics in Agriculture, 81:124–141, 2012.
[28] Renato F Salas-Moreno, Richard A Newcombe, Hauke Strasdat, Paul HJ Kelly, and Andrew J Davison. Slam++: Simultaneous localisation and mapping at the level of objects. In Computer Vision and Pattern Recognition (CVPR), 2013 IEEE Conference on, pages 1352–1359. IEEE, 2013.
[29] Josef Sivic and Andrew Zisserman. Efficient visual
[30] Soheil Sotoodeh. Outlier detection in laser scanner point clouds. *International Archives of Photogrammetry, Remote Sensing and Spatial Information Sciences*, 36(5): 297–302, 2006.

[31] Hauke Strasdat, JMM Montiel, and Andrew J Davison. Scale drift-aware large scale monocular slam. *Robotics: Science and Systems VI*, 2, 2010.

[32] Amy Tabb and Henry Medeiros. A robotic vision system to measure tree traits. In *Intelligent Robots and Systems (IROS), 2017 IEEE/RSJ International Conference on*, pages 6005–6012. IEEE, 2017.

[33] James P Underwood, Gustav Jagbrant, Juan I Nieto, and Salah Sukkarieh. Lidar-based tree recognition and platform localization in orchards. *Journal of Field Robotics*, 32(8):1056–1074, 2015.

[34] James P Underwood, Calvin Hung, Brett Whelan, and Salah Sukkarieh. Mapping almond orchard canopy volume, flowers, fruit and yield using lidar and vision sensors. *Computers and Electronics in Agriculture*, 130: 83–96, 2016.

[35] Gerie van der Heijden, Yu Song, Graham Horgan, Gerrit Polder, Anja Dieleman, Marco Bink, Alain Palloix, Fred van Eeuwijk, and Chris Glasbey. Spicy: towards automated phenotyping of large pepper plants in the greenhouse. *Functional Plant Biology*, 39(11):870–877, 2012.

[36] Weilin Wang and Changying Li. Size estimation of sweet onions using consumer-grade rgb-depth sensor. *Journal of Food Engineering*, 142:153–162, 2014.

[37] Changchang Wu. Towards linear-time incremental structure from motion. In *3DTV-Conference, 2013 International Conference on*, pages 127–134. IEEE, 2013.