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Abstract

The manifold hypothesis states that high-dimensional data can be modeled as lying on or near a low-dimensional, nonlinear manifold. Variational Autoencoders (VAEs) approximate this manifold by learning mappings from low-dimensional latent vectors to high-dimensional data while encouraging a global structure in the latent space through the use of a specified prior distribution. When this prior does not match the structure of the true data manifold, it can lead to a less accurate model of the data. To resolve this mismatch, we introduce the Variational Autoencoder with Learned Latent Structure (VAELLS) which incorporates a learnable manifold model into the latent space of a VAE. This enables us to learn the nonlinear manifold structure from the data and use that structure to define a prior in the latent space. The integration of a latent manifold model not only ensures that our prior is well-matched to the data, but also allows us to define generative transformation paths in the latent space and describe class manifolds by transformations stemming from examples of each class. We validate our model on examples with known latent structure and also demonstrate its capabilities on a real-world dataset.

1 Introduction

Generative models represent complex data distributions by defining generator functions that map low-dimensional latent vectors to high-dimensional data outputs. In particular, generative models such as variational autoencoders (VAEs) \[1\] and generative adversarial networks \[2\] sample from a latent space with a specified prior distribution in order to generate new, realistic samples. VAEs have the additional benefit of an encoder that maps data inputs into the latent space. This enables the input data points to be embedded into the latent space, making VAEs an effective tool for generating and understanding variations in natural data.

According to the manifold hypothesis, high-dimensional data can often be modeled as lying on or near a low-dimensional, nonlinear manifold \[3\]. There are many manifold learning techniques that compute embeddings of high-dimensional data but very few of them have the ability to generate new points on the manifold \[4\] \[5\] \[6\] \[7\]. Meanwhile, VAEs can both embed high-dimensional data in a low-dimensional space and generate outputs from that space, making them a convenient model for representing low-dimensional data manifolds.

However, there are several aspects of the traditional VAE framework that prevent it from faithfully representing complex natural variations on manifolds associated with separate data classes. First, VAEs enforce a global structure in the latent space through the use of a prior distribution, and that prior may not match the true data manifold; this model mismatch can result in a less accurate generative model of the data. Second, natural paths are poorly defined in the latent space of traditional VAEs. In many cases, the data transformations are defined using linear paths in a Euclidean latent space \[8\]. These simple paths can diverge from the true data manifold, leading to interpolated points that result in unrealistic decoded image outputs. Finally, traditional VAEs encourage points from all data classes to cluster around the origin in the latent

\[1\] Code is available at \url{https://github.com/siplab-gt/VAELLS}
space \[ \mathbb{H} \]. Without adequate class separation, traversing the latent space can easily result in a change of class, making it difficult to learn identity-preserving transformations and subsequently use them to understand within-class relationships.

In this paper we incorporate a generative manifold model known as transport operators \([9]\) into the latent space of a VAE, enabling us to learn the manifold structure from the data and use that structure to define an appropriate prior in the latent space. This approach not only ensures that the prior is well-matched to the data, but it also allows us to define nonlinear transformation paths in the latent space and describe class manifolds by transformations stemming from examples of each class. Our model, named Variational Autoencoder with Learned Latent Structure (VAELLS), more effectively represents natural data manifolds than existing techniques, leads to more accurate generative data outputs, and results in a richer understanding of data variations.

2 Methods

2.1 Transport operators

The exact structure of natural data manifolds is typically unknown and manifold learning techniques have been introduced to discover the low dimensional structure of data. While there are a variety of manifold learning techniques \([4, 5, 6, 7]\), we desire a manifold model that allows us to learn the data structure, generate points outside of the training set, and map out smooth manifold paths through the latent space. The transport operator manifold model \([9]\) satisfies these requirements by defining a manifold through learned operators that traverse the low-dimensional natural data manifold.

Specifically, the basis of the transport operator approach is a linear dynamical system model \( \dot{z} = Az \), that defines the dynamics of point \( z \in \mathbb{R}^d \) through \( A \in \mathbb{R}^{d \times d} \). The solution to this differential equation defines a temporal path given by \( z_t = \expm(At)z_0 \), where \( \expm \) is the matrix exponential. This path definition can be generalized to define the transformation between any two points \( z_0, z_1 \in \mathbb{R}^d \) on a low-dimensional natural data manifold without an explicit time component by defining \( z_1 = \expm(A)z_0 + n \), where \( n \) is white Gaussian noise. To allow for different geometrical characteristics at various points on the manifold, our model should have the flexibility to define a different dynamics matrix \( A \) between each pair of points.

The transport operators \( \{\Psi_m\} \) constitute a set of primitives that describe local characteristics over the entire manifold, while for each pair of points (i.e., at each manifold location) the geometry is governed by a small subset of operators through coefficients \( c \in \mathbb{R}^M \) specific to each pair.

Assuming a Gaussian prior on the dictionary elements and a Laplace sparsity-inducing prior on the coefficients, the resulting negative log posterior for the transport operator model is:

\[
-\log p(\Psi | z_0, z_1) \propto \|z_1 - T_\Psi(c)z_0\|^2_2 + \frac{\eta}{2} \sum_m \|\Psi_m\|^2_F + \zeta \|c\|_1,
\]

where \( T_\Psi(c) = \expm \left( \sum_{m=1}^{M} \Psi_m c_m \right) \) and \( \gamma, \zeta > 0 \) are hyperparameters.

Following the unsupervised algorithm in \([9]\), the transport operators can be learned from pairs of points on the same manifold using descent techniques that alternate between inferring the coefficients and updating the transport operators. Once learned, these transport operators represent the manifold structure and can be used to generate new points on the manifold. In this paper we incorporate this structured model into a VAE to encourage the latent space structure to adapt to the true data manifold.

2.2 Variational autoencoder

The VAE model learns a low-dimensional latent space by defining a generator function \( g: \mathcal{Z} \rightarrow \mathcal{X} \) that maps latent points, \( z \in \mathbb{R}^d \), to high-dimensional data points, \( x \in \mathbb{R}^D \). The desired objective for training a VAE is
Sampling steps can be achieved with deterministic mappings on parameter-free random variates, allowing for
coefficients to draw a sample from the posterior distribution as well as the prior in order to learn a latent probabilistic model that is adapted directly from the data manifold. We encode the latent coordinates of the posterior as well as the prior function \( f_{\phi}(x) \) and \( z \) when computing the prior.

For the likelihood \( p_{\theta}(x \mid z) \), we follow prior work and choose an isotropic normal distribution with mean defined by neural network \( g_{\phi}(z) \) and fixed variance \( \sigma^2 \), which has worked well in practice.

Our first key contribution lies in the selection of the variational posterior, which we choose as the family of factorized Laplace distributions parameterized by learned transport operators as described in Section 2.1. Intuitively, this posterior measures the probability of vector \( z \) lying on the manifold in the local neighborhood of the latent encoding of \( x \). We encode the latent coordinates of \( x \) with a neural network \( f_{\phi}(\cdot) \) and then draw a sample from \( q_{\phi}(z \mid x) \).

To approximate (4) with sampling, first let \( L_x(z) = \log p_{\theta}(x \mid z) + \log p_{\theta}(z) - \log q_{\phi}(z \mid x) \) and note that by marginalizing over transport operator coefficients \( c \) we have \( \mathbb{E}_{z \sim q_{\phi}(z \mid x)} [L_x(z)] = \mathbb{E}_{z \sim q_{\phi}(z, c \mid x)} [L_x(z)] \). We draw a sample from \( q_{\phi}(z, c \mid x) \) in two steps: first, as described by the model in (2) we sample a set of coefficients \( \hat{c} \) from a factorized Laplace distribution \( q(\hat{c}) \), and then sample \( z \) from \( q_{\phi}(z \mid \hat{c}, x) \). Both of these sampling steps can be achieved with deterministic mappings on parameter-free random variates, allowing for

\[
\log p(x_i) \geq \mathcal{L}(x_i) = \mathbb{E}_{z \sim q_{\phi}(z \mid x_i)} \left[ -\log q_{\phi}(z \mid x_i) + \log p_{\theta}(x_i, z) \right],
\]

where \( q_{\phi}(z \mid x) \) is a variational approximation of the true posterior, parameterized by \( \phi \). In the VAE neural network model, \( \phi \) represents the weights of an encoder network, \( f_{\phi}(x) \).

Kingma and Welling [1] developed an efficient method to approximate the ELBO by introducing the reparameterization trick that enables the stochastic latent variable \( z \) to be represented by a deterministic function \( z = h_{\phi}(x, \varepsilon) \), where \( \varepsilon \) is an auxiliary random variable with a parameter-free distribution. In the traditional VAE framework, the variational posterior is selected to be a multivariate Gaussian distribution, meaning that \( z \) is reparameterized around the encoded point \( z = f_{\phi}(x) + \sigma \circ \varepsilon \) where \( \varepsilon \sim \mathcal{N}(0, I) \). Additionally, the prior \( p_{\theta}(z) \) is modeled as a zero-mean isotropic normal distribution that encourages the clustering of latent points around the origin.
We optimize this loss simultaneously over encoder-decoder networks. All together, we minimize the following loss function:

There are currently many adaptations of the original VAE that handle a subset of the limitations addressed where the approximation in (6) is used for computational efficiency and is motivated by the fact that the detail below.

3 Related work

There are currently many adaptations of the original VAE that handle a subset of the limitations addressed by VAELLS, such as learning the prior from the data, defining continuous paths in the latent space, and separating the individual class manifolds. Table I provides a comparison of techniques which we describe in detail below.
Traditionally, the latent space prior is defined as a Gaussian distribution for model simplicity [1]. However, this prior encourages all points to cluster around the origin which may not occur in the natural data manifold. A mismatch between the latent prior distribution of a VAE and the data manifold structure can lead to over regularization and poor data representation. Other models incorporate more complex latent structures such as hyperspheres [12], tori [13, 14], and hyperboloids [15, 16, 17]. These models have demonstrated their suitability for certain datasets by choosing a prior that is the best match out of a predefined set of candidates. However, these methods are only capable of modeling a limited number of structured priors and are not able to adapt the prior to match the data manifold itself. This is a serious drawback since in most practical cases the latent structure of data is unlikely to easily fit a predefined prior. One example of a VAE prior learned directly from the data is the VampPrior, which is defined using a sum of variational posterior distributions with hyperparameters that are updated during training [11]. The variational diffusion autoencoder (VDAE) and the \(\mathcal{R}\)-VAE also define the latent space prior directly from the data using Brownian motion on a Riemannian manifold [18, 19].

In addition to differences in how latent space structure is represented, there are several varying approaches for how to define natural paths in this space. In the simplest case, paths in VAEs with a Euclidean latent spaces are modeled as linear paths. Some methods define geodesic transformation paths in the latent space. This can be done by incorporating a structured latent prior, like a hypersphere, on which geodesic paths are natural to compute [12]. Interpolated geodesic paths can also be estimated in a Euclidean latent space using an estimated Riemannian metric [19, 20, 21, 22]. However, these methods are limited to defining extrapolated paths by random walks in the latent space rather than structured paths. Finally, there are other methods that lack straightforward definitions for how to compute continuous paths from one point to another [11, 13].

Another limitation of most VAE models is that they do not encourage class separation and therefore generated paths often do not represent natural identity-preserving transformations on separate class data manifolds. This makes it difficult to understand the within-class relationships in the data. Some techniques encourage class separation through the choice of a prior that does not encourage data clustering [12] but they do not explicitly define separate class manifolds. By defining the prior structure with respect to anchor points on specified data manifolds, VAELLS has the flexibility to define which manifolds it wants to learn transformations on. This results in a latent space structure where transformations correspond to identity-preserving variations in the data.

Two models that have notable similarities to ours are the Lie VAE [14] and the Manifold Autoencoder [23]. Both models also use Lie group representations of transformations in the latent space. The Lie VAE model encodes the data into latent variables that are elements in a Lie group which represent transformations of a reference object. This model requires the type of Lie group transformations that the network will represent (e.g., \(SO(3)\)) to be specified prior to training which may result in a model mismatch. The Manifold Autoencoder [23] also represents data variation in a latent space using the transport operator model, but it only defines these variations in the context of a deterministic autoencoder mapping. This approach shares the motivation of representing the structured data manifold in the latent space but it lacks the fully probabilistic generative framework modeled in VAELLS.

| Model                              | Adaptive Prior | Defines Paths | Class Separation |
|------------------------------------|---------------|---------------|------------------|
| VAE [1]                            | No            | Linear        | No               |
| Hyperspherical VAE [12]            | No            | Geodesic      | No               |
| \(\Delta\) VAE [13]                | No            | No            | No               |
| VDAE [13]                          | Yes           | Linear        | No               |
| VAE with VampPrior [11]            | Yes           | No            | No               |
| \(\mathcal{R}\)-VAE [19]          | Yes           | Nonlinear     | No               |
| Lie VAE [14]                       | No            | Nonlinear     | No               |
| VAELLS (our approach)              | Yes           | Nonlinear     | Yes              |

Table 1: Comparison of VAE techniques
4 Experiments

Our experiments highlight the strengths of VAELLS: the ability to adapt the prior to the true data manifold structure, the ability to define nonlinear paths in the latent space, and the ability to separate classes by learning identity-preserving transformations within classes specified by anchor points. First, we begin with two simple datasets with known ground truth latent structures in order to validate the ability for our model to learn the true latent structure. Next, we apply VAELLS to rotated and naturally varying MNIST digits to show that our prior can adapt to represent rotations of individual digits through a learned operator and extend to real-world data with natural transformations.

The unique characteristics of the VAELLS variational posterior and prior lead to specific training considerations. First, as shown in (6), to compute both the variational posterior and prior distributions we must infer transformation coefficients that maximize $q_\phi(z \mid c, x)q(c)$ and $q_\phi(z \mid c, a_i)q(c)$ respectively. This involves coefficient inference between each sampled point $z$ and its neural network encoding $f_\phi(x)$ as well as between $z$ and all encoded anchor points $f_\phi(a_i)$. The coefficient inference is performed using a conjugate gradient descent optimization solver.

For training the networks weights we use the Adam algorithm [24]. To add stability and improve efficiency of training, we alternate between steps where we update the network and anchor points while keeping the transport operators fixed, and steps where we update the transport operators while keeping the network weights and anchor points fixed. Anchor points are initialized by selecting training samples from individual classes in the input space. If the dataset contains multiple classes, each training sample from a specific class is compared against only anchor points from its class. Details of the network architectures and training for each experiment are available in the Appendix.

Swiss roll: We begin by applying VAELLS to a dataset composed of 20-dimensional vector inputs that are mapped from a 2D ground truth latent space with a swiss roll structure (Fig. 2a). We selected this classic manifold test structure because many VAE techniques that incorporate specific structured priors into the latent space have not demonstrated the ability to adapt to this specific geometry. The latent space is two-dimensional and the VAELLS prior uses four anchor points.

Fig. 2 shows the latent space embedding for several VAE techniques. The traditional VAE with a Gaussian prior in the latent space loses the latent structure of the true data manifold because it encourages all points to cluster around the origin (Fig. 2b). The hyperspherical VAE similarly loses the true data structure because it distributes the latent points on a hypersphere (Fig. 2c). The VAE with VampPrior is able to estimate the spiraling characteristic of the swiss roll structure (Fig. 2d), but it is not a smooth representation of the true data manifold. By contrast, the encoded points in VAELLS (Fig. 2e) clearly adapt to the swiss roll structure of the data.

We also utilize the swiss roll dataset to provide an intuitive understanding of how the prior in our method is formed as a combination of the learned transport operators and the encoded anchor points. Fig. 3a contains the encoded latent points overlaid with the orbit of the operator learned by VAELLS. Specifically, the colored line shows how the transport operator evolves over time when applied to a single starting point: $z_t = \expm(\Psi_m T)z_0$, $t = 0, ..., T$. Fig. 3b contains latent points sampled from the prior using the sampling described in (5). This shows how the prior has been well-adapted to the swiss roll structure. Finally, we demonstrate how transport operators can be used to define nonlinear paths in the latent space. To generate paths between pairs of points with our learned operators, we first infer the coefficients $c^*$ between each

![Figure 2: Embedding of swiss roll inputs in VAE latent spaces. (a) Ground truth latent embedding. (b) VAE. (c) Hyperspherical VAE. (d) VAE with VampPrior. (e) VAELLS.](image)
Figure 3: (a) The orbit of the transport operator learned on the swiss roll dataset plotted on top of encoded latent points. (b) Sampling of the latent space prior from each of the anchor points; each color indicates a separate anchor point of origin. (c-d) Transport operator paths inferred between pairs of points on the swiss roll manifold in the latent space.

pair. We then interpolate the path from the starting point \( x_0 \) as follows: 
\[
 x_t = \expm \left( \sum_{m=1}^{M} \Psi_m c_m t \right) x_0.
\]

Fig. 3(c-d) show two example inferred paths between points encoded on the swiss roll manifold.

Concentric circle: Next we apply VAELLS to a dataset composed of 20-dimensional data points that are mapped from a 2D ground truth latent space with two concentric circles (Fig 4a). As in the previous example, our network maps these inputs into a two-dimensional latent space. We select three anchor points per concentric circle with the anchor points evenly spaced.

This dataset in particular is well-suited for assessing how well each method is able to discriminate between the two concentric circle manifolds once points are mapped into the latent space. Fig. 4 shows the encoded latent points for several different VAE approaches. All three comparison techniques (Fig. 4(b-d)) lose the class separation between the ground truth concentric circle manifolds. Additionally, as in Fig. 2 the Gaussian prior of the traditional VAE distorts the true data structure (Fig. 4b), and the VAE with VampPrior encodes a latent structure with similar characteristics to the ground truth manifold but fails to model the exact shape (Fig. 4d). By contrast, the encoded points in the VAELLS latent space maintain the class separation while simultaneously encoding the true circular structure. This verifies two characteristics of our approach that improve upon the traditional VAE model – learning the prior from the data and class separation.

Rotated MNIST digits: The rotated MNIST dataset [25] is a natural choice for demonstrating VAELLS because it consists of real images in which we have an intuitive understanding of what the rotational transformations should look like. To define the rotated digit manifold, we specify anchor points as rotated versions of training inputs and aim to learn a transport operator that induces latent space transformations corresponding to digit rotation. In practice this means that for each training sample we select several rotated versions of that digit as anchor points.

First, to highlight that we can learn a transformation model that is adapted to the rotated digit manifold, we show the result of generating data from input points in the test set using the sampling procedure described in (5). Fig. 5 shows the decoded outputs of latent vectors sampled from the posterior for two example test points using four different VAE models. In each example, the center image (enclosed in a green box) is the decoded version of the input test sample. The images surrounding each center are decoded outputs of latent posterior samples. In order to visualize noticeable sampling variations, we increase the standard deviation and spread of the sampling noise in each of these models. The key result is that the VAELLS sampling procedure using the learned transport operator leads to latent space transformations that correspond to
rotations in decoded outputs. This verifies that the transport operator corresponds to movement on a learned rotated digit manifold, unlike comparison techniques which only capture natural digit variations and not specifically rotation.

In Fig. 5 we show how we can extrapolate rotational paths in the latent space using our learned transport operator. To generate this figure, we randomly select example MNIST digits with zero degrees of rotation and then encoded those digits to get each starting point $z_0$. The decoded versions of these initial points are shown in the middle columns (enclosed by a green box) in each figure. We then apply the learned operator with both positive and negative coefficients to $z_0$ and decode the outputs. The images to the left of center show the path generated with negative coefficients and the images to the right of center show the path generated with positive coefficients. This shows how we can generate rotated paths using the learned transport operator. It also highlights the ability for VAELLS to define identity-preserving transformations with respect to selected input points. In these examples, the class identity of the digit is qualitatively preserved for about 180 degrees of rotation.

**Natural MNIST digits:** In our final experiment, we highlight our ability to learn the natural manifold structure in MNIST digits. The anchor points are initialized by randomly selecting training examples from each digit class. Without a priori knowledge of the manifold structure, we have flexibility in how to parameterize our model; two parameters of specific interest are the number of transport operator dictionary elements $M$ used to define latent space transformations and the number of anchor points per class $N_a$. These parameters impact the two components of the prior definition: the learned transport operator model and the anchor points. The table in Fig. 6 shows how varying these parameters impacts the quantitative performance of VAELLS as measured by estimated log-likelihood (LL) [26] and mean-squared error (MSE) between input and reconstructed images. In general, performance is stable across parameter settings (we select $M = 4$, $N_a = 8$ in the results below).

Fig. 6 shows the result of sampling the variational posterior in a similar manner to Fig. 5. Note that sampling in the VAELLS latent space leads to natural digit transformations in the decoded outputs that maintain the class of the original digit. By contrast, the sampling in the latent space of the comparison techniques can lead to changes in class. Appendix F contains paths generated by each of the learned transport operators that highlight how they represent natural transformation paths.
| $M$ | $N_a$ | LL          | MSE     |
|-----|-------|-------------|---------|
| 2   | 8     | -744.9376   | 0.0286  |
| 4   | 8     | -744.6206   | 0.0236  |
| 8   | 8     | -756.7853   | 0.0233  |
| 4   | 12    | -745.7737   | 0.0222  |
| 4   | 16    | -744.1835   | 0.0222  |

Figure 6: (L) Evaluation metrics of VAELLS trained on MNIST with varying model parameters. (R) Examples of images decoded from latent vectors sampled from the posterior of a model trained on MNIST digits. In each example, the center digit (in the green box) is the encoded digit input and the surrounding digits are from the sampled latent vectors.

5 Conclusion

In this paper we developed a model that has the flexibility to learn a structured VAE prior from the training data by incorporating manifold transport operators into the latent space. This adaptable prior allows us to define a generative model with a latent structure that is a better fit to the data manifold. It also enables us to both interpolate and extrapolate nonlinear transformation paths in the latent space and to explicitly incorporate class separation by learning identity-preserving transformations. We verified the performance of this model on datasets with known latent structure and then extended it to real-world data to learn natural transformations. VAELLS can be used to not only develop more realistic generative models of data but it can also be used to more effectively understand natural variations occurring in complex data.
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A Derivation of the loss function

In this section, we describe the details of our VAELLS implementation. We define the loss function $E$ to be minimized as the approximate negative ELBO in (8), restated here for convenience:

$$L_x(z) = \log p_\theta(x | z) + \log p_\theta(z) - \log q_\phi(z | x)$$

$$E(x) = -E_{u,c} [L_x(T_\Psi(l(u)))f_\phi(x) + \gamma \varepsilon] + \frac{\eta}{2} \sum_{m=1}^{M} \|\Psi_m\|^2_F$$

$$\varepsilon \sim \mathcal{N}(0, I) \quad u \sim \text{Unif} \left(\frac{-1}{2}, \frac{1}{2}\right)^M$$

In practice, when optimizing this loss function we approximate it with a set of $N_s$ samples:

$$\hat{E}(x) = -\frac{1}{N_s} \sum_{s=1}^{N_s} L_x(T_\Psi(l(u_s)))f_\phi(x) + \gamma \varepsilon_s + \frac{\eta}{2} \sum_{m=1}^{M} \|\Psi_m\|^2_F$$

$$\varepsilon_s \sim \mathcal{N}(0, I) \quad u_s \sim \text{Unif} \left(\frac{-1}{2}, \frac{1}{2}\right)^M$$

The deterministic mapping $l(u)$ is an inverse transform that maps independent uniform variates to the following factorial Laplace distribution:

$$q(c) = \prod_{m=1}^{M} q(c_m)$$

where for $\zeta_3 > 0$,

$$q(c_m) = \frac{\zeta_3}{2} \exp(-\zeta_3 |c_m|)$$

Specifically, we sample independently from each marginal $q(c_m)$ by defining the $m$th element of $l(u)$ as follows:

$$l_m(u) = -\frac{\text{sgn}(u_m)}{\zeta_3} \log(1 - 2|u_m|)$$

Next we derive expressions for each expanded term in (9). For the likelihood term, we have

$$-\log p_\theta(x | z) = -\log \left(\frac{2\pi}{2\sigma} \exp\left(-\frac{\|x - g_\theta(z)\|^2}{2\sigma^2}\right)\right)$$

$$= C_1 + \zeta_1 \|x - g_\theta(z)\|^2$$

where $\zeta_1 = 2^{-1}\sigma^{-2}$ is treated as a hyperparameter and $C_1 = \frac{D}{2}\log(2\pi) + D \log \sigma$. For the variational posterior term, we have

$$\log q_\phi(z | x) = \log \int_c q_\phi(z | c, x) dc$$

$$\approx \max_c \log [q_\phi(z | c, x)q(c)]$$

where the approximation in (10) is described in Section 2.3 We have

$$\log [q_\phi(z | c, x)q(c)] = C_2 - \zeta_2 \|z - T_\Psi(c)f_\phi(x)\|^2 - \zeta_3 \sum_{m=1}^{M} |c_m|$$

where $\zeta_2 = 2^{-1}\gamma^{-2}$ and $\zeta_3$ are treated as hyperparameters and $C_2 = -\frac{d}{2}\log(2\pi) - d \log \gamma + M \log \frac{\zeta_1}{2}$. Using the notation

$$c^*(z, x; \zeta) = \arg\min_c \left[\zeta_2 \|z - T_\Psi(c)f_\phi(x)\|^2 + \zeta \sum_{m=1}^{M} |c_m|\right],$$

11
we have (with hyperparameter $\zeta_q$)

$$
\log q_\phi(z \mid x) \approx C_2 - \zeta_2 \| z - T_\Psi(c^*(z, x; \zeta_q))f_\phi(x) \|^2_2 - \zeta_3 \sum_{m=1}^{M} |c^*_m(z, x; \zeta_q)|
$$

(11)

Finally, for the prior distribution (with hyperparameter $\zeta_p$) we have

$$
- \log p_\theta(z) = - \log \frac{1}{N_a} \sum_{i=1}^{N_a} q_\phi(z \mid a_i)
$$

$$
\approx \log N_a - C_2 - \log \sum_{i=1}^{N_a} \exp \left( - \zeta_2 \| z - T_\Psi(c^*(z, a_i; \zeta_p))f_\phi(a_i) \|^2_2 - \zeta_3 \sum_{m=1}^{M} |c^*_m(z, a_i; \zeta_p)| \right)
$$

where we use the same approximation as (10).

All together, dropping additive constants and letting $z_s = T_\Psi(l(u_s))f_\phi(x) + \gamma \varepsilon_x$, we have

$$
\hat{E}(x) = \frac{1}{N_s} \sum_{s=1}^{N_s} \zeta_2 \| z_g(z_s) \|^2_2 - \zeta_2 \| z_s - T_\Psi(c^*(z_s, x; \zeta_q))f_\phi(x) \|^2_2 - \zeta_3 \sum_{m=1}^{M} |c^*_m(z_s, x; \zeta_q)|
$$

$$
- \log \sum_{i=1}^{N_s} \exp \left( - \zeta_2 \| z_s - T_\Psi(c^*(z_s, a_i; \zeta_p))f_\phi(a_i) \|^2_2 - \zeta_3 \sum_{m=1}^{M} |c^*_m(z_s, a_i; \zeta_p)| \right) + \frac{\eta}{2} \sum_{m=1}^{M} \| \Psi_m \|^2_2
$$

In practice, one may wish to construct the prior with different constants than those used for the variational posterior term (i.e., constants $\zeta_4, \zeta_5$ instead of $\zeta_2, \zeta_3$). This substitution results in

$$
\hat{E}(x) = \frac{1}{N_s} \sum_{s=1}^{N_s} \zeta_4 \| z_g(z_s) \|^2_2 - \zeta_2 \| z_s - T_\Psi(c^*(z_s, x; \zeta_q))f_\phi(x) \|^2_2 - \zeta_3 \sum_{m=1}^{M} |c^*_m(z_s, x; \zeta_q)|
$$

$$
- \log \sum_{i=1}^{N_s} \exp \left( - \zeta_4 \| z_s - T_\Psi(c^*(z_s, a_i; \zeta_p))f_\phi(a_i) \|^2_2 - \zeta_5 \sum_{m=1}^{M} |c^*_m(z_s, a_i; \zeta_p)| \right) + \frac{\eta}{2} \sum_{m=1}^{M} \| \Psi_m \|^2_2
$$

### B VAELLS training procedure details

In this section we provide additional details on the general training procedure for all of the experiments. For specific architecture details and parameter selections, see each experiment’s respective Appendix section.

**Network training** To enhance the generative capability of the decoder, in some experiments we use a warm-up as in [11]. Our warm-up includes updates to the network weights driven by only the reconstruction loss with no Gaussian sampling in the latent space and very limited sampling of the transport operator coefficients. As mentioned in Section 4 during VAELLS training we alternate between steps where we update the network weights and anchor points while keeping the transport operators fixed and steps where we update the transport operators while keeping the network weights and anchor points fixed. As we alternate between these steps, we vary the weights on the objective function terms. Specifically, we decrease the importance of the prior terms during the steps updating the network weights and decrease the importance of the reconstruction term during the steps updating the transport operators.

**Transport operator learning** As mentioned in Section 4, one component of computing the prior and posterior objective is the coefficient inference between the sampled point $z$ and the neural network encoding $f_\phi(x)$ as well as all the encoded anchor points $f_\phi(a_i)$. Note that the transport operator objective is non-convex which may lead the coefficient inference optimization to poor local minima. This issue can be avoided by performing the coefficient inference between the same point pair several times with different random initializations of the coefficients and selecting the inferred coefficients that result in the lowest final objective function. We leave the number of random initializations as a parameter to select during training.

Transport operator coefficient inference is best performed when the magnitude of the latent vector entries is close to the range $[-1, 1]$. Because of this, we allow for the selection of a scale factor that scales the latent...
vectors prior to performing coefficient inference. In practice, we inspect the magnitude of the latent vectors after warm-up training steps and select a scale factor that adapts the magnitudes of the latent vector entries to around 1.

During every transport operator update step, our optimization routine checks whether the transport operator update improves the portion of the objective that explicitly incorporates the transport operator. This includes the reconstruction portion of the variational posterior objective term and the entire prior objective term. If this portion of the objective does not improve with a gradient step on the dictionary than we reject this step and decrease the transport operator learning rate. If the objective does improve with the gradient step on the dictionary then we accept this step and increase the transport operator learning rate. This helps us settle on an appropriate learning rate and prevents us from making ineffective updates to the dictionaries. We also set a maximum transport operator learning rate which varies based on the experiment.

Another unique consideration during transport operator training is that we generally assume that the latent training points in (2) are close on the manifold. In the formulation of the variational posterior, this is a reasonable assumption because \( z \) is a sample originating from \( f_\phi(x) \). However, in the prior formulation, while the anchor points are generally selected to be evenly sampled in the data space, it is unlikely that every latent vector associated with a data point is close to every anchor point. In order to aid in constraining training to points that are relatively close on the manifold, we provide the training option of defining the prior with respect to only the anchor point closest to \( z \) rather than summing over all the anchor points:

\[
p_\psi(z) = q_\phi(z \mid a^*),
\]

(12)

where \( a^* \) is the anchor that is estimated to be closest to \( z \). Since we do not have ground truth knowledge of which anchor point is closest to a given training point on the data manifold, we estimate this by inferring the coefficients that represent the estimated path between \( z \) and every \( a_i \). We then select \( a^* \) as the anchor point with the lowest objective function (i.e.,\( \zeta_4 \| z - T_\psi(c^*(z_s, a_i; \zeta_4))f_\phi(a_i) \|^2_2 + \zeta_5 \sum_m |c_m^*(z_s, a_i; \zeta_4)|\)) after coefficient inference. This objective function defines how well \( a_i \) can be transformed to \( z \) using the current transport operator dictionary elements \( \Psi \).

There are many hyperparameters that need to be tuned in this model. The hyperparameters that were shown to have the largest effect on training effectiveness were:

- The weight on the reconstruction term (\( \zeta_1 \)) - use this in combination with warm-up steps to ensure reasonable reconstruction accuracy from the decoder.
- The posterior coefficient inference weight (\( \zeta_4 \)) - this is the weight on the sparsity regularizer term used in the objective [11] during coefficient inference between points in the posterior term. If this weight is too large, then inference can result in zero coefficients for all the operators which is not informative.
- The prior coefficient inference weight (\( \zeta_5 \)) - this is the weight on the sparsity regularizer term used during coefficient inference between points in the prior term.
- Number of restarts used during coefficient inference for transport operator training.
- Starting \( lr_\psi \) - As mentioned above, we do vary \( lr_\psi \) during transport operator training depending on whether our training steps are successful or not. If this learning rate starts too high, it can mean the training procedure takes many unsuccessful steps with no updates on the transport operator dictionaries which greatly slows down training.

**Comparison techniques** We implemented the hyperspherical VAE [12] using the code provided by the authors: [https://github.com/nicola-decao/s-vae-pytorch](https://github.com/nicola-decao/s-vae-pytorch) For the concentric circle and swiss roll experiments we used the network specified in Table 2. For MNIST experiments, we used the network architecture provided with the code for their MNIST experiments, and we dynamically binarized the MNIST inputs as they did. We implemented the VAE with VampPrior [11] model using the code provided by the authors: [https://github.com/jmtomczak/vae_vampprior](https://github.com/jmtomczak/vae_vampprior). For the concentric circle and swiss roll experiments, we used the network architecture specified in Table 2. For the MNIST experiments we adapted the network in Table 2 to add a linear layer between the final convTranspose layer and the sigmoid layer. The VAE with VampPrior MNIST tests were also performed on dynamically binarized MNIST data. We implemented our own VAE code with the same network architectures detailed in Tables 2 and 5.
Table 2: Network architecture for swiss roll experiment

| Encoder Network | Decoder Network |
|-----------------|-----------------|
| Input $\in \mathbb{R}^{20}$ | Input $\in \mathbb{R}^{2}$ |
| Linear: 512 Units | Linear: 512 Units |
| ReLU | ReLU |
| Linear: 2 Units | Linear: 20 Units |

VAELLS Training

| Parameter | Value |
|-----------|-------|
| batch size: | 30 |
| training steps: | 3000 |
| latent space dimension ($z_{dim}$): | 2 |
| $N_s$: | 1 |
| $lr_{net}$: | $10^{-4}$ |
| $lr_{anchor}$: | $10^{-4}$ |
| starting $lr_{\psi}$: | $5 \times 10^{-5}$ |
| $\zeta_1$: | 0.01 |
| $\zeta_2$: | 1 |
| $\zeta_3$: | 1 |
| $\zeta_4$: | 1 |
| $\zeta_5$: | 0.01 |
| $\zeta_q$: | $1 \times 10^{-6}$ |
| $\zeta_p$: | $5 \times 10^{-5}$ |
| $\eta$: | 0.01 |
| number of network and anchor update steps: | 20 |
| weight on prior terms during network update steps: | 0.01 |
| number of $\Psi$ update steps: | 20 |
| weight on reconstruction term during network update steps: | 0.001 |
| $\gamma_{post}$: | 0.001 |
| warm-up steps: | 0 |
| number of restarts for coefficient inference: | 2 |
| $M$: | 1 |
| number of anchors: | 4 |

Table 3: Training parameters for swiss roll experiment

C  Swiss roll experiment

Tables 2 and 3 contain the VAELLS network architecture and parameters for the swiss roll experiment. In this experiment, we sample our ground truth 2D data manifold from a swiss roll and then map it to the 20-dimensional input space using a random linear mapping. We use 1000 swiss roll training points and randomly sample swiss roll test points. We initialize anchor points as points that are spaced out around the swiss roll prior to mapping to the 20-dimensional input space. We allow for the anchor points to be updated; however, these updates result in negligible changes to the anchor points. As described in Section B, in this experiment we defined the prior only with respect to the anchor points that were estimated to be closest to each training point.

D  Concentric circle experiment

The concentric circle experiment uses the same network architecture as the swiss roll experiment which is specified in Table 2. Table 4 shows the training parameters for the concentric circle experiment. In this experiment, we sample our ground truth 2D data manifold from two concentric circles and then map it to the 20-dimensional input space using a random linear mapping. We use 400 training points and randomly sample
Table 4: Training parameters for concentric circle experiment

| Parameter                  | Value                |
|----------------------------|----------------------|
| Batch size                 | 30                   |
| Training steps             | 4000                 |
| Latent space dimension ($z_{dim}$) | 2                   |
| $N_a$                      | 1                    |
| $lr_{net}$                 | 0.005                |
| $lr_{anchor}$              | 0.0001               |
| Starting $lr_{\Psi}$       | $4 \times 10^{-4}$   |
| $\zeta_1$                  | 0.01                 |
| $\zeta_2$                  | 1                    |
| $\zeta_3$                  | 1                    |
| $\zeta_4$                  | 1                    |
| $\zeta_5$                  | 0.01                 |
| $\zeta_q$                  | $1 \times 10^{-6}$   |
| $\zeta_p$                  | $5 \times 10^{-6}$   |
| $\eta$                     | 0.01                 |
| Number of network and updates steps | N/A                   |
| Number of $\Psi$ update steps | N/A                          |
| $\gamma_{post}$            | 0.001                |
| Warm-up steps              | 0                    |
| Number of restarts for coefficient inference | 1                   |
| $M$                        | 4                    |
| Number of anchors per class | 3                    |

Figure 7: The orbits of each of the transport operators learned in the concentric circle test case plotted on top of encoded points.

It should be noted that, in this experiment, we did not alternate between steps where we update the network weights and anchor points while fixing the transport operator weights and steps where we update the transport operator weights while keeping the network weights and anchor points fixed. Instead the network weights, anchor points, and transport operator weights are all updated simultaneously. We use three anchor point per circular manifold and initialize them by evenly spacing them around each circle prior to mapping into the 20-dimensional input space. While the anchor points are allowed to update during training, the changes in the anchor points are negligible. For each input point, the prior contribution is computed as a sum over the variational posterior conditioned on only the anchor points on the same circle as the input point.

Fig. 7 shows the encoded latent points overlaid with the orbits of the learned transport operators. These orbits are generated by selecting one point on each circular manifold and applying a single operator as it evolves over time. Notice that one of the operators clearly represents the circular structure of the latent space while the other three have much smaller magnitudes and a limited effect on the latent space transformations. The Frobenius norm regularizer in the objective function often aids in model order selection by reducing the magnitudes of operators that are not used to represent transformations between points on the manifold. To see the magnitudes more clearly, Fig. 8 shows the magnitude of each of the transport operators after training the VAELLS model in the concentric circle test case.
Figure 8: Magnitude of the operators after training on the 2D concentric circle experiment.

Figure 9: (a) Latent points sampled from the anchor points showing the concentric circle structure learned by the VAELLS model. (b-c) Transport operator paths inferred between points on the same concentric circle manifold.

Fig. 9a shows latent points sampled from the prior using the sampling described in (5). Fig. 9(b-c) show two example inferred paths between points encoded on the concentric circle manifold.

E Rotated MNIST experiment

We split the MNIST dataset into training, validation, and testing sets. The training set contains 50,000 images from the traditional MNIST training set. The validation set is made up of the remaining 10,000 image from the traditional MNIST training set. We use the traditional MNIST testing set for our testing set. The input images are normalized by 255 to keep the pixel values between 0 and 1. To generate a batch of rotated MNIST digits, we randomly select points from the MNIST training set and rotate those images to a random angle between 0 and 350 degrees. Separate anchor points are selected for each training example. Anchor points are generated by rotating the original MNIST sample by angles that are evenly spaced between 0 and 360 degrees. Because we have separate anchor points for each example, they are not updated during training. Tables 5 and 6 contain the VAELLS network architecture and parameters for the rotated MNIST experiment. Fig. 10 shows more examples of images decoded from latent vectors sampled from the posterior of the models trained on rotated MNIST digits. As described in Section B, in this experiment, we defined the prior only with respect to the anchor points that were estimated to be closest to each training point.
encoder network | decoder network
--- | ---
input $\in \mathbb{R}^{28 \times 28}$ | input $\in \mathbb{R}^{2}$
conv: chan: 64, kern: 4, stride: 2, pad: 1 | linear: 3136 units
relu | relu
conv: chan: 64, kern: 4, stride: 2, pad: 1 | conv transpose: chan: 64, kern: 4, stride: 1, pad: 1
relu | relu
conv: chan: 64, kern: 4, stride: 1, pad: 0 | conv transpose: chan: 64, kern: 4, stride: 2, pad: 2
relu | relu
conv transpose: chan: 1, kernel: 4, stride: 2, pad: 1
| sigmoid

Table 5: Network architecture for rotated MNIST experiment

Figure 10: Examples of images decoded from latent vectors sampled from the posterior of models trained on rotated MNIST digits. In each example, the center digit (in the green box) is the encoded digit input and the surrounding digits are from the sampled latent vectors. Sampling in the VAELLS latent space results in rotations in the sampled outputs.

F  Natural MNIST experiment

This experiment uses the same training/validation/testing separation as described in the rotated MNIST experiment in Section F. The only pre-processing step for the digit images is normalizing by 255. Our qualitative results use a network that is trained with eight anchor points per digit class. These anchor points are initialized by randomly sampling eight examples of each class at the beginning of training. The anchor points are allowed to update during training but the changes in the anchor points during training are negligible. We use the same network architecture as in the rotated MNIST experiment (shown in Table 5). Table 7 shows the training parameters for this experiment. Fig. 11 shows more examples of images decoded from latent vectors sampled from the posterior of the models trained on MNIST digits. As described in Section B in this experiment, we define the prior only with respect to the anchor points that are estimated to be closest to each training point.

Figure 11: Examples of images decoded from latent vectors sampled from the posterior of models trained on natural MNIST digits. In each example, the center digit (in the green box) is the encoded digit input and the surrounding digits are from the sampled latent vectors. Sampling in the VAELLS latent space results in identity-preserving transformations.

Figure 12 shows the effect that each of the four learned transport operators has on digits. To generate each figure, input images randomly selected from each class are encoded into the latent space and a single learned operator is applied to each of those latent vectors. The decoded version of the input image is shown in the middle column (in a green box). The images to the left of the middle column show the result of applying...
Table 6: Training parameters for rotated MNIST experiment

| Parameter                      | Value            |
|-------------------------------|------------------|
| batch size                    | 32               |
| training steps                | 35000            |
| latent space dimension \(z_{dim}\) | 10              |
| \(N_s\)                       | 1                |
| \(lr_{net}\)                  | \(10^{-4}\)     |
| \(lr_{anchor}\)               | N/A              |
| starting \(lr_{\Psi}\)        | \(1 \times 10^{-5}\) |
| \(\zeta_1\)                   | 1                |
| \(\zeta_2\)                   | 1                |
| \(\zeta_3\)                   | 1                |
| \(\zeta_4\)                   | 1                |
| \(\zeta_5\)                   | 0.01             |
| \(\zeta_\eta\)                | \(1 \times 10^{-6}\) |
| \(\zeta_\zeta\)               | \(1 \times 10^{-6}\) |
| \(\eta\)                      | 0.01             |
| number of network and anchor update steps | 20             |
| weight on prior terms during network update steps | \(0.0001\)   |
| number of \(\Psi\) update steps | 60                |
| weight on reconstruction term during network update steps | \(0.0001\) |
| \(\gamma_{post}\)            | 0.001            |
| warm-up steps                 | 30000            |
| number of restarts for coefficient inference | 1            |
| \(M\)                         | 1                |
| number of anchors per class   | 10               |
| latent space scaling          | 10               |

the operator with a negative coefficient and the images to the right of the middle column show the result of applying the operator with a positive coefficient.
| Parameter                        | Value                      |
|---------------------------------|----------------------------|
| batch size                      | 32                         |
| training steps                  | 35000                      |
| latent space dimension (z_{dim})| 6                          |
| N_s                             | 1                          |
| \( lr_{net} \)                  | \( 10^{-4} \)              |
| \( lr_{anchor} \)               | \( 10^{-4} \)              |
| starting \( lr_{\Psi} \)        | \( 1 \times 10^{-5} \)    |
| \( \zeta_1 \)                   | 1                          |
| \( \zeta_2 \)                   | 1                          |
| \( \zeta_3 \)                   | 1                          |
| \( \zeta_4 \)                   | 1                          |
| \( \zeta_5 \)                   | 0.01                       |
| \( \zeta_q \)                   | \( 1 \times 10^{-6} \)    |
| \( \zeta_p \)                   | \( 1 \times 10^{-6} \)    |
| \( \eta \)                      | 0.01                       |
| number of network and anchor update steps | 20                        |
| weight on prior terms during network update steps | 0.0001                  |
| number of \( \Psi \) update steps | 60                        |
| weight on reconstruction term during network update steps | 0.0001                  |
| \( \gamma_{post} \)             | 0.001                      |
| warm-up steps                   | 30000                      |
| number of restarts for coefficient inference | 1                       |
| \( M \)                         | 4                          |
| number of anchors per class     | 8                          |
| latent space scaling            | 10                         |

Table 7: Training parameters for natural MNIST experiment
Figure 12: Extrapolated paths using each of the transport operators learned on natural MNIST digit variations.