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Abstract

The appearance of a new dangerous and contagious disease requires the development of a drug therapy faster than what is foreseen by usual mechanisms. Many drug therapy developments consist in investigating through different clinical trials the effects of different specific drug combinations by delivering it into a test group of ill patients, meanwhile a placebo treatment is delivered to the remaining ill patients, known as the control group. We compare the above technique to a new technique in which all patients receive a different and reasonable combination of drugs and use this outcome to feed a Neural Network. By averaging out fluctuations and recognizing different patient features, the Neural Network learns the pattern that connects the patients initial state to the outcome of the treatments and therefore can predict the best drug therapy better than the above method. In contrast to many available works, we do not study any detail of drugs composition nor interaction, but instead pose and solve the problem from a phenomenological point of view, which allows us to compare both methods. Although the conclusion is reached through mathematical modeling and is stable upon any reasonable model, this is a proof-of-concept that should be studied within other expertises before confronting a real scenario. All calculations, tools and scripts have been made open source for the community to test, modify or expand it. Finally it should be mentioned that, although the results presented here are in the context of a new disease in medical sciences, these are useful for any field that requires a experimental technique with a control group.
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1 Introduction

Current and last decades research in drug discovery, and drug therapy design in clinical trials have implemented Machine Learning (ML) techniques in order to optimize drug design, therapy and disposition. Drug discovery and design is a key field for tackling new diseases, and in recent years has used molecular structures and target activities databases in combination with ML techniques to learn and discover potential biological active molecules and their corresponding human drug targets [1–6]. Clinical trials on known and new drugs, as well as on combination therapies, is one of the most expensive costs in biopharma and medicine and has also taken profit of ML techniques to enhance its efficacy and reduce its costs. These techniques have been applied for treatments in a diversity of diseases and recent reviews and relevant papers can be found in Refs. [7–11] and references therein.

Clinical trials are strictly regulated by their corresponding agencies. However, in many cases of seriously ill patients a compassionate drug therapy is allowed. Upon the appearance of a new and contagious disease such as the COVID-19 [12,13] or any other, urgent working drug therapies are required and usual development times must be stretched and optimized. In many cases a clinical trial consists in a placebo-controlled study: a test group receives a drug treatment and a control group receives placebo. This is necessary to recognize the real drug effect while comparing it to a placebo treatment. These trials need many patients in each of the groups in order to reduce the statistic fluctuations as well as fluctuations that may be originated in uncontrolled or unknown variables which may exist in the patients or in each specific treatment. If the number of patients is large enough, these fluctuations wash-out and the real effect of the specific drug treatment may be analyzed. The problem with this technique is that each specific drug treatment needs to be taken by a large number of patients, and therefore there is little room to expand in different combinatory treatments. This is translated into a time dilation in finding the best option in drug combinations that would yield the best available therapy.

Upon the advent of Artificial Intelligence and ML techniques these premises may change. Although a normal human research requires to test the same drug and a placebo in many patients to learn its effect as the fluctuations average to zero, a complex Neural Network (NN) could in principle learn from a more diverse dataset in which all patients are tested in a different drug combination. The NN would learn the pattern of the drugs’ effect whereas the fluctuations would wash-out to zero in the loss function. This ‘reasoning’ of the Neural Network could enlarge the scope of the number of possible drug combinations to be analyzed in comparison to the above described usual clinical trial when both techniques use the same number of patients. If this is the case, then the ML technique would be an important tool to find a better drug treatment for a new disease. This is the problem we investigate and present in the current article.

We propose to explore whether with the assistance of Machine Learning techniques there could be better ways than the placebo-controlled studies to tackle the problem of finding the best drug therapy of a new unknown disease. This work is purely mathematical consisting
in modeling and simulations, and therefore does not have other ambition than being a proof-of-concept of the program described below. Reference [11] considers a similar approach, although we use different tools.

This work is divided as follows. In Section 2 we pose the problem and understand it within a specific mathematical language. In Section 3 we propose phenomenological model to address the problem and allow us to perform a diversity of calculations and simulations to show our results. Section 4 contains a few remarks on the model and our results, as well as future prospects that open up from these results. We conclude in Section 5 and collect some relevant formulas and verification results in Appendices A and B. All calculations and programs to reproduce and expand the results in this paper can be found as supplementary material in the GIT repo in [14].

2 Problem Setup

Upon the appearance of a new disease, there is a set of possible drugs which can be combined to treat it. However, the correct or best combination is usually unknown. The drugs’ effect on the patients is, among others, non-linear –drugs may interfere with one another–, and patient-dependent. This scenario can be mathematically described as follows. We consider the patient features and initial conditions with a multidimensional vector \( \vec{x} \), where each component \( x_i \) corresponds to any kind of patient features or pre-existing conditions which may be relevant for the study, as for instance diabetes or heart pre-conditions, genomics, age group, ethnicity, etc.. The drugs whose combinations are to be studied are described with a multidimensional vector \( \vec{y} \), where each component corresponds to the daily dose of drug \( i \) to be delivered in treatment. For the sake of concreteness and simplicity, for given patient \( \vec{x} \) and drug combination \( \vec{y} \), we assume a unique treatment that consists in delivering drug combination \( \vec{y} \) every day during a specific fixed number of days. Therefore, for any \((\vec{x}, \vec{y})\) all treatments consist in the same technique, but with different patient and drug combination. As a result of this treatment, we assume that the patient outcome can be described with a number between 0 and 1: 0 being dead and 1 being in excellent health conditions. In an exact science there would be a function that connects the initial condition and features of the patient to the outcome through a specific treatment. This health function, which we define as \( h(\vec{x}, \vec{y}) \), is a multi-variable non-linear unknown function that can take values in \([0, 1]\). However, in real scenarios there are many uncontrolled variables which also affect the outcome of the given treatment, as it can be some unknown pre-existing condition, a genomic factor, or different physicians providing different evaluation of the patients, among many others. These uncontrolled variables could be included as a stochastic noise on \( h \) in different ways. One practical way is to consider a factorizable stochastic modulation on \( h \),

\[
\mathcal{H}(\vec{x}, \vec{y}) = S(\vec{x}, \vec{y}) h(\vec{x}, \vec{y}),
\]  

(1)
while either re-normalizing, dropping or overflowing\(^1\) values outside \([0, 1]\). This noisy function \(\mathcal{H}\) is the one with physical meaning that best represents in practice the health outcome of a patient with features \(\vec{x}\) when receiving a treatment consisting in drug therapy \(\vec{y}\). In this framework we have that

\[
\mathcal{H}(\vec{x}, \vec{0}) = \text{Health outcome of a patient receiving placebo or no drugs during treatment}
\]

Within this mathematical modeling, the problem of finding the best drug treatment for the disease on patient \(\vec{x}\) is translated into finding the drug combination \(\vec{y}\) that maximizes \(\mathcal{H}(\vec{x}, \vec{y})\). In most of this work we are interested in finding the drug therapy that best heals in average a set of patients, therefore in this case we are interested in finding the drug combination \(\vec{y}\) that maximizes the average of \(\mathcal{H}(\vec{x}, \vec{y})\) for a set of patients \(\vec{x}\). Actually, in the cases in which the dependence of \(\mathcal{H}\) on the patient features is subleading compared to the dependence on the drug treatment, both maximums would be similar.

Therefore, given \(N\) patients we want to explore which of the following techniques would be the best option to find the drug combination \(\vec{y}\) that maximizes the distribution of \(\mathcal{H}(\vec{x}, \vec{y})\) over a new given set of patients:

- **A) Regular Drug Therapy technique (RDT):** Divide \(N\) in \(k\) sets of \(n\) patients \((n \cdot k = N)\) and in each one of these sets apply a given drug therapy \(\vec{y}_i\) \((i = 1...k)\) to half of the patients \((n/2)\) and placebo to the other half, also known as the control group. After the treatment, consider in each set the average outcome of the patients receiving treatment and the average of patients receiving placebo. (There are many different clinical trials analyses \([15,16]\), however here we adopt one very similar to current COVID-19 clinical trial on Remdesivir \([17]\).) The set that yields the largest difference between these two averages, and its corresponding drug therapy \(\vec{y}_A\), is considered to be the best drug therapy within this technique. In the previously defined mathematical language, \(\vec{y}_A\) provides the best distribution of \(\mathcal{H}(\vec{x}, \vec{y})\) over \(\vec{x}\). Where *best* means that provides the largest average of \(\mathcal{H}\), and therefore would provide the best average healing for patients.

- **B) Neural Network Drug Therapy on the RDT data (NN@RDT):** Using the above \(N\) data points we train a Neural Network (NN) to learn \(\mathcal{H}(\vec{x}, \vec{y})\). Once this NN is trained we simulate a large set of pseudo-patients and drug therapies \((\vec{x}, \vec{y})\), and find the drug therapy \(\vec{y}\) that yields the maximum average for the trained NN output on \((\vec{x}, \vec{y})\). We define this drug therapy as \(\vec{y}_B\), and estimate that provides the best distribution of \(\mathcal{H}(\vec{x}, \vec{y})\) over \(\vec{x}\).

- **C) Neural Network Drug Therapy technique (NNDT):** Apply a different drug therapy to each one of the \(N\) patients, observe the result after the treatment, and

---

\(^1\) In this work we have used renormalization and overflowing and \(S\) independent of \(\vec{x}\) and \(\vec{y}\), as described in more detail in Appendix A.
train a NN with this data to make it learn $\mathcal{H}$. Then, follow the same procedure as in NN@RDT, simulating a large set of pseudo-patients and drug therapies, finding the best drug therapy $\vec{y}_C$.

There are a few points to be discussed about these techniques. What we name as Regular is just because this is the technique against which we want to contrast the other two, and because it is currently used in an important clinical trial for COVID-19 [17]. There are many other techniques–or improvements of this–which are currently being used, including some of them using ML techniques. The technique NN@RDT does not need in principle other data points that those in RDT, although it is very likely that different sets in RDT have a spread in their setups (duration, forms of dosage delivery, etc.). Technique NNDT can resemble in principle purely theoretical, since in reality one cannot try any drug combination in patients. However, one can use mathematics to reduce the space of drug therapies $\vec{y}$ in such a way that only feasible therapies appear as $\vec{y}$ is varied (see below).

Finally, it is worth stressing at this point that this work aims to compare the above techniques and determine whether it would be possible to issue an statement that could work for a general class of functions $\mathcal{H}$, and therefore in particular to the true function. It is not the objective of this work to inquire about the true form of $\mathcal{H}^2$. As a matter of fact, the whole work remains phenomenological and mathematical, with no connection to real drug compounds nor real patient features.

### 3 Phenomenological approach

Along this section, we address the posed problem from the phenomenological point of view. We do not consider the intermediate steps, nor inquire on the real chemical or biological reactions which have been and are extensively studied, instead we consider only the initial condition and the final outcome of the patient. Also, we do not consider the individual meaning of the variables $(\vec{x}, \vec{y})$, but we only require $\vec{x}$ to be features and initial conditions of the patient, and $\vec{y}$ any part of the treatment that can be varied at will. As a matter of fact the components of $\vec{y}$ could have other non-drug meaning that physicians consider relevant for the treatment and the whole procedure would still be valid.

In order to normalize the following procedure and to make it more efficient, it is more appropriate to have all components in $\vec{x}$ and $\vec{y}$ to range between 0 and 1. Therefore, any patient feature, or drug dosage should be normalized to a number in $[0, 1]$. In particular, any known to be harmful or impossible to practice drug dosage should not be taken into account, and only consider those which are scientifically and ethically possible and fit them in this range. It is also possible to take profit of known chemical and biological facts and eventually include some suggested possible combinations into only one $y_i$ component. This is what is

---

2See however discussion in Section 4

3A similar approach with different tools is found in Ref. [11], we discuss our main differences in Section 4
usually known as designing the NN according to the requirements of the problem and we comment briefly about it in Section 4.

Once we have stated the above considerations, we can proceed to compare techniques RDT, NN@RDT and NNDT as follows. Although we do not aim to propose a function \( H \), we can investigate the comparison in different and varied reasonable samples of \( H \) and extract conclusions which we can expect in data.

Along the following paragraphs we consider a scenario where patients have 5 features and there are 10 drugs to be tested in any combination. This means that in \( x_i, i \) goes from 1 to 5, and in \( y_j, j \) goes from 1 to 10. Any extension or other scenario can be easily tested, or modified, since we have open the source code of all the calculations in this work in the GIT repo in Ref. [14].

Along this section we present the results for two given \( H \)'s, however we have also tested in different other kind of \( H \)'s, as described in Appendix A and in [14]. We need \( H \) to satisfy a few reasonable requirements. It should be non-linear, and it should contain features such as drug interference. The distribution of \( H(\vec{x}, \vec{0}) \) for random patients \( \vec{x} \) corresponds to the outcome of patients with no drug treatment, and therefore should be mainly below some given bound, since we are assuming that an important fraction of patients do not heal without treatment. The distribution of \( H(\vec{x}, \vec{y}) \) over \( \vec{x} \) and \( \vec{y} \) should yield values in the proximity of 1 (excellent health), since we are assuming that in principle exists a combination of drugs that can heal patients. But it should also yield values in the proximity of 0 (dead), since it is reasonable to assume that there are also harmful drug combinations. Finally, \( H \) should depend little or nothing in some of the components \( x_i \) and \( y_j \), since it is expected that some of the proposed drugs do not have a significant effect in the outcome of the treatment.

Using these requirements we have constructed and tested many hypothetical \( H \). In this work we show the results for two representative functions \( H_1(\vec{x}, \vec{y}) \) and \( H_2(\vec{x}, \vec{y}) \), whose explicit forms can be found in Appendix A. Others or new functions can be tested using the tools
available in Ref. [14]. In Fig. 1 we have plotted their distribution for placebo treatments ($\vec{y} = \vec{0}$) and for drug treatment by using $x_i$ and $y_j$ randomly uniformly distributed in $[0, 1]$. We stress that since only feasible drugs doses have been codified in the $y_i \in [0, 1]$ variables, then this random actually means random over feasible drugs doses. An explicit and reasonable form for $H$ (or a sample of many explicit forms) is the starting point for our analysis.

For each one of the $H_{1,2}$ functions we explicitly perform the techniques described above RDT, NN@RDT and NNDT and compare their outcomes. This is done by computing the distribution of $H(\vec{x}, \vec{y}_{A,B,C})$ over $\vec{x}$, where $\vec{y}_{A,B,C}$ corresponds to the optimal drug found by each technique RDT, NN@RDT and NNDT, respectively. We can interpret the mean of each one of these distributions as the average outcome of the treatment with drug $\vec{y}_{A,B,C}$, respectively. Since the function $H$ is monotonically related to the probability of healing, if a treatment has a larger average than the others, it can be deemed the treatment with a better probability of success when averaging over types of patients. Even more, one can look at the distribution and seek drug combinations which have its shapes tilted towards 1, avoiding bad outcomes most of the times.

We show the results of our analysis for $N = 500$ and $N = 2000$ patients in Figs. 2 and 3 for functions $H_1$ and $H_2$, respectively. In analyzing these results one should bear in mind that these functions are quite different not only in their shape, but also in their structure, as detailed in Appendix A. For the Regular Drug Therapy trials, these patients are divided into groups of 100 patients each, from which half are treated with placebo. We do not consider less than 500 patients because a smaller number means too few samples of the drug space for the RDT, although we did study NN with 200 training points and found encouraging results. For each choice of $N$ and $H$, we consider three different random noise values, which we call stochastic. Further details about the stochastic implementation can be found in Appendix A. The results presented are those that are representative of the best behavior of the techniques introduced. However, the procedure is fairly stable assuming certain conditions. Further details about the NN hyperparameters choice and its performance can be found in Appendix B.

From both Figures we see that the NN-reliant techniques perform better than RDT, finding both a higher average output and a more probable favorable output than RDT. Most of the times, NNDT performs better than NN@RDT. However, NN@RDT which performs better than RDT, in some cases –not shown– reaches the NNDT level or slightly better. While both cases are favorable, we also see that $H_1$ and $H_2$ model different kind of functions: $H_1$ yields a more evenly distributed outcome for every technique, while $H_2$ yields a ‘lumped’ result for each technique. In both cases, the NN is found to provide a good reconstruction of the underlying function $H$, yielding Spearman rank correlation coefficients ranging $R \sim 0.7 – 0.95$ depending on $N$ and the stochastic noise parameter, as detailed in Appendix B.
Figure 2: Distributions for the $\mathcal{H}_1$ function for different patients, with drug features fixed over each of the cases “no-drugs”, RDT, NN@RDT and NNDT. The procedure of drug therapy discovery was done for samples of $N = 500$ and $N = 2000$ patients, and for values of the stochastic noise of 0%, 20% and 40%. In all cases the NNDT technique (blue) performs better than the RDT (green).
$N = 500$ patients $\mathcal{H}_2$ $N = 2000$ patients

Figure 3: Distributions for the $\mathcal{H}_2$ function for different patients, with drug features fixed over each of the cases “no-drugs”, RDT, NN@RDT and NNDT. The procedure of drug therapy discovery was done for samples of $N = 500$ and $N = 2000$ patients, and for values of the stochastic noise of $0\%$, $20\%$ and $40\%$. In all cases the NNDT technique (blue) performs better than the RDT (green).
4 Discussion

The work and results presented so far have different possible improvements and followups. Many of them can be taken on directly from the available open source code in GIT repo [14], where all the tools to reproduce and expand the article results are publicly available.

Along the investigation we have found that the NN architecture is important to achieve good results. The NN best architecture is dependent on the number of cases analyzed \( N \) since, as \( N \) is reduced, the architecture should be reduced as well to avoid overfitting. Also, we find that the higher is the complexity and non-linearity of \( \mathcal{H} \), the deeper (more layers) should be the NN. Further investigations and trials in understanding the best NN architecture design would play in favor of more solid results considering a real scenario.

This work could be complemented with another ML technique to best choose the variables \( \vec{x} \) and \( \vec{y} \). In particular one could run an auto-encoder on the whole set of these variables and let the algorithm reduce the variables into more relevant ones. These latter could be used as input in the NN used along this work and eventually optimize times and performance of the network.

An important point that can be extracted from this work is related to the function \( \mathcal{H} \) and its true value. Although along the article we have tested general samples of \( \mathcal{H} \) for the sake of finding general behaviors and properties, having true expected features coming from the biology and physician expertise could provide more realistic forecasts and more focused NNs. Moreover, on the way around, one could attempt to reconstruct how \( \mathcal{H} \) depends on its variables through the NN and compare it to molecular and biological models to learn from its description.

The NNDT presented seems to have, at least from the mathematical point of view, better prospects than RDT. However, this NNDT could still be improved as follows. Once the NN has been trained with the real patients data, upon the need to apply the best drug therapy to a new patient, one could use the NN to design the best drug therapy \textit{customized} for this new patient. The procedure is to set the \( \vec{e} \) fixed to the new patient features, and vary at random the drugs \( \vec{y} \) until finding the maximum outcome of the NN. Such a drug combination \( \vec{y}_C \) would be a customized drug therapy for the patient features. We have verified that this technique is as good or better than NNDT, however to obtain the corresponding distributions of this customized NN Drug Therapy within the presented framework requires large CPU resources. We plan to further study this possibility and eventually include them in a next update.

At last, we mention similarities and differences between our work and the one in Ref. [11]. The main similarity in both studies is the mathematical and phenomenological setup of the problem in contrast to the usual approach. On the other hand, Ref. [11] proposes a Bayesian additive regression tree model based on sequential experimentation, whereas our approach is based on a NN that analyzes the whole patients dataset at once, since time is crucial for our objectives. Our scheme proposes to work with an explicit function \( \mathcal{H} \) which allows us to study in more detail the differences between RDT and NN approaches within this
framework. We consider that both works complement each other and push forward the same idea of considering replacing RDT for a more sophisticated Machine Learning algorithm.

5 Conclusion

We have investigated, from a mathematical point of view, how new available Machine Learning techniques could improve the efficacy and reduce times of clinical trials in finding the best drug therapy upon a new unknown disease.

The main point of our analysis consists in replacing usual placebo-controlled clinical trial techniques of a fraction of patients treated by a given specific drug and the other patients by placebo, by all patients treated with a variety of different possible drug therapies each one. We have shown that a Neural Network can assimilate the variety of data and expected fluctuations without need of large number of patients under the same treatment.

To compare the prediction of a trained Neural Network against usual clinical trials techniques we have implemented a phenomenological approach in which we model the evolution of a patient with specific features from beginning to end of treatment as function of the drug combination received. This modeling does not rely on any physiological, biological, nor molecular behavior or interaction, but instead just on the outcome of the patient as a number in $[0, 1]$ related to the patient health at the end of treatment.

Our findings show that a Neural Network Drug Therapy (blue line in Figs. 2 and 3) performs always better than a Regular Drug Therapy (green line). The strength of the argument resides in that this result holds regardless of the specific $\mathcal{H}$ used.

We also discuss along the article potential developments and improvements that could be done from this result. Among them, we propose that using such a Neural Network technique could be used to test any modeling as described above, or that the Machine Learning technique could provide a still better customized drug therapy to each specific patient. Further work is needed in many of these fronts. We also observe that the results presented in this work are useful as well for other disciplines in which experimental techniques require a test and control group in different scenarios to understand different behaviors and/or patterns.

We understand this work as a proof-of-concept of the presented idea. Further investigations along the biopharma and physician sides would be required to explore whether some of the ideas here proposed could be taken to a real scenario. In such a case, this could provide an important step in accelerating drug therapy discovery in important health issues, such as for instance the COVID-19 pandemic.
A Functions $\mathcal{H}$

In this work we modeled the behavior of a practically intractable physical system with a function $\mathcal{H}(\vec{x}, \vec{y})$ which has a fairly general set of hypotheses described in Sections 2,3. To perform a practical test of the techniques proposed we use a set of functions $\mathcal{H}(\vec{x}, \vec{y})$ which aim to capture the following hypotheses:

- It is a multi-variable (highly) non-linear function.
- It can take values in $[0, 1]$.
- It has a stochastic component.
- $\mathcal{H}(\vec{x}, 0)$ should be tilted towards 0 to represent the no-drugs expected outcome.
- $\mathcal{H}(\vec{x}, \vec{y})$ may reach higher or lower values than $\mathcal{H}(\vec{x}, 0)$, representing those drugs $\vec{y}$ that have a positive or harmful effect for health, respectively.
- It can contain features such as drug interference or cancellation. For example having a dependence like $x_k(y_i - y_j)$ allows for such a behavior.

Results presented in this work were done using two different forms for the $\mathcal{H}$ function, $\mathcal{H}_1$ and $\mathcal{H}_2$. Their differences lie in the way they are constructed, which is discussed in the following paragraphs.

Function $\mathcal{H}_1$

$\mathcal{H}_1$ is factorized into a patient-specific part $P$, a drug-specific part $d_0$, a function of both patient and drugs $d_1$, and the stochastic piece $S$ depending on a parameter $\eta$.

$$\mathcal{H}_1(\vec{x}, \vec{y}) = P(\vec{x}) d_0(\vec{y}) d_1(\vec{x}, \vec{y}) S_\eta$$  \hspace{1cm} (2)

with

$$P(\vec{x}) = \left| \sum \left( \alpha_k - 2 \alpha_k x_k \right) \right|^\psi$$

$$d_0(\vec{y}) = \exp\left(-|\tilde{\alpha}_1 y_9 + \tilde{\alpha}_2 y_1 + \tilde{\alpha}_3 y_2 + \tilde{\alpha}_4 y_3 + \tilde{\alpha}_5 y_4| + |\tilde{\alpha}_6 y_5 + \tilde{\alpha}_7 y_2 + \tilde{\alpha}_8 y_6 + \tilde{\alpha}_9 y_7| + |\tilde{\alpha}_{10} y_8 + \tilde{\alpha}_{11} y_9 + \tilde{\alpha}_{12} y_1 + \tilde{\alpha}_{13} y_{10}|/10 \right)$$

$$d_1(\vec{x}, \vec{y}) = 1 + 0.1 \sin(\beta_1 y_1 - |(\beta_2 y_4 + \beta_3 y_5 + \beta_4 y_6)(\beta_5 x_1 y_3 - \beta_6 x_3 y_9)|)$$  \hspace{1cm} (3)
The patient function has a dependence on a coefficient $\psi$ that controls how easily patients can heal, in the absence of drugs. For $\psi < 1$ this function leans towards higher values, and for $\psi > 1$, towards zero. The drug function $d_0$ has an exponential dependence over a combination of drug parameters $y_i$. The part $d_1$ adds an oscillation that depends on a specific combination of drugs and patient features, allowing here for certain combinations to conspire into an increase or a reduction of the whole value of the function. For example in the second term inside the sin function we see that there is a factor that contains the combination $x_1y_3 - x_3y_9$, for which takes into account drug interference between $y_3$ and $y_9$, weighted by the features $x_1$ and $x_3$. The rest of the functions parameters $\alpha_i, \tilde{\alpha}_i, \beta_i$ are selected at random, ranging in $\alpha_i \in [0, 10]$, $\tilde{\alpha}_i, \beta_i \in [-1, 1]$. For each specific set of values of the parameters, we have a certain function $\mathcal{H}_1$. Thus, the above formulas describe a family of functions $\mathcal{H}_1$. We checked that for several values of the parameters the distributions of $\mathcal{H}_1$ with and without drugs are sufficiently separated, as in Fig. 3. We then fixed the parameters’ values to reproduce such behavior. Regarding the noise factor $S$, we use a Gaussian function centered at 1, with a standard deviation $\eta$ and independent of $\vec{x}$ and $\vec{y}$. As we want the output of the function to be in the range $[0,1]$, we have to do two things. First, as it cannot take negative values, we take $S$ to be the absolute value of the Gaussian centered around 1. Then, we calculate the maximum value attained by the part $P \cdot d_0 \cdot d_1$, and take into account possible fluctuations up to two standard deviations $\eta$. We then divide the function by this value $\mathcal{H}_1^{(0)} \equiv \max_{\vec{x}, \vec{y}} (P(\vec{x})d_0(\vec{y})d_1(\vec{x}, \vec{y}))(1 + 2\eta)$. Then we bound the value of the function to be lower or equal than one. That is, if a certain fluctuation of the noise is outside of two standard deviations and the function evaluates to something higher than 1, we take it to be equal to 1.

**Function $\mathcal{H}_2$**

In the case of function $\mathcal{H}_2$, it is not factorizable, but has a more compact form

$$
\mathcal{H}_2 = \frac{1}{15} \left| x_1 + (y_1 + 3y_2 - y_3)(x_5 - x_3) + \sinh(y_7 - y_6) - 5e^{-(y_9 - y_3)} \right| S_\eta
$$

Once again, it has the features described above, the nonlinearities, together with drug interference/cancellation. The distributions of this function with and without placebo can be seen in Fig. 3. What can be seen is that in this case the distribution with drugs takes smaller values than the distribution without them, that is, there are combinations of drugs that are harmful for the patients.

**B Neural Network Performance and Validation**

The results presented in Fig. 2 and 3 correspond to a particular choice of hyperparameters for the Neural Networks-reliant techniques. The validity of the NN@RDT and NNDT techniques,
needs to take into account not only how good is \( H(\vec{x}, \vec{y}_{B,C}) \), but how well does the NN perform at reconstructing this truth-level distribution.

For the task of building and training the Neural Networks we use Python programming language and resort to the Keras package [18], for each of the functions we scanned over different architectures and other hyperparameters. The Neural Networks considered were composed of fully connected layers, with RELU activation in all of the units, with a single neuron in the final layer. We turn off the bias in most of the hidden layers to prevent a shift in the output of the NN. As the goal at hand is a regression problem—we want to interpolate the \( H \) function given a certain number of sample points—, we used a mean squared error loss function. Each of the \( H \) functions is different in complexity and, as such, it would be recommendable to correspondingly choose the number of epochs, the learning rate and the number of neurons. As we need to fit nonlinear functions, we consider deep networks with a number of hidden layers between 4 and 6. For the results in this article, the used architecture consists of 8 hidden layers with neuron numbers of \((100, 32, 10, 10, 10, 10, 10, 10)\) respectively. As we need to avoid overfitting, we have to select architectures with a number of parameters lower than the number of degrees of freedom present in the input data. For example, for \( N = 500 \), 5 patient features and 10 drug features, we have 7500 degrees of freedom, for which the complexity of the network cannot be too large. The overfitting of the NN can be checked by plotting the loss function over the training and validation sets. In any case, we have worked in all NN with a dropout of 10% to reduce overfitting.

We show the performance of each NN architecture chosen for a given \( H \) and \( N \) in three plots in Fig. 4, 5, the first of which is the Loss function. The remaining two plots use a test set of previously unseen points to compare the predicted values of \( H \) against the true values, which we can denote as \((H(x,y), H_{NN}(x,y))\). We plot this set of points, comparing it to the \( H_{NN} = H \) curve, and we calculate the mean squared error and the Spearman’s rank correlation coefficient. These two are used as a measure of how adequate the hyperparameters are for each \( H \) and number of patients \( N \) to reproduce the function \( H \).

Another test to see how well does \( H_{NN} \) reproduce the behavior of \( H \) over the test data is to use \( H \) to select whether a patient heals or not and test if \( H_{NN} \) categorizes the data in the same way. This can be done by setting a threshold in \( H \) (which we call \( w_t \)) to label the data and then computing the Area Under Curve (AUC) when trying to reproduce these labels with \( H_{NN} \). While computing the mean squared error treats the fidelity point by point, this method checks whether \( H_{NN} \) reproduces the true function behavior over the whole data by yielding a consistently high AUC for each \( w_t \). A lower AUC for a region of \( w_t \) means that the NN is not able to capture the true variation of outcomes over some data region.

We see that both cases yield a fairly good Spearman correlation coefficient while also giving a quite loyal AUC behavior, even when considering a stochastic component. If we increase the noise, the performance worsens but not to an intolerable level. From these results we assert that we can trust the above NN framework to describe the Health distributions.
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Case 1: 500 and 2000 patients

Figure 4: Different measures of the goodness of the NN fit, for function $H_1$, for both $N = 500$ and $N = 2000$ train sizes, with a stochastic noise of $\eta = 0.2$. 
Case 2: 500 and 2000 patients

Figure 5: Different measures of the goodness of the NN fit, for function $H_2$, for both $N = 500$ and $N = 2000$ train sizes, with a stochastic noise of $\eta = 0.2$. 