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Abstract

We discuss Chiral Magnetic Effect from quantum theory of measurements point of view for non-stationary measurements. The effect of anisotropy for fluctuations of electric currents in magnetic field is addressed within this framework. It is shown that the anisotropy caused by nonzero axial chemical potential is indistinguishable from the one caused by finite lifetime of the magnetic field and in all cases it is related to abelian triangle anomaly. Possible P-odd effects for central collisions (where the magnetic field and hence Chiral Magnetic Effect is absent) are discussed in this context.

1 Introduction

The behavior of matter in magnetic fields stays of interest since the discovery of magnetism and plenty of outstanding results in condensed matter physics have been obtained on this way. In recent years considerable attention is attracted to a particular case of chiral fermions in external magnetic field. The examples range from gapless quasiparticle excitations like the ones in graphene to almost massless quarks deconfined for the very short time during heavy-ion collision. While the magnetic field in the former case is applied (and artificially varied) by the experimenter, the latter system is always under
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the influence of magnetic field for non-central collisions created by the debris of the colliding ions. The magnitude of this field is fixed by geometry and kinematics of the problem. An important part of heavy ion experimental programs of RHIC at BNL and of LHC at CERN is devoted to the studies of possible physical effects caused by this strong magnetic fields \[1\] - \[12\].

The most interesting effect discussed in this context in the so called Chiral Magnetic Effect (CME) \[13\] - \[36\]. From theoretical side, it corresponds to the fact that chirally asymmetric medium of charged massless fermions under external magnetic field conducts electric current given by the following expression:

\[
J = \left\langle \bar{\psi} \gamma \psi \right\rangle = \frac{eB}{2\pi^2 \mu_5}
\]

where \(\mu_5 = (\mu_R - \mu_L)/2\) is the axial chemical potential and \(\mu_L, \mu_R\) are chemical potentials for right and left-handed chiral fermions, respectively. The expression \(1\) can be derived in many complementary ways and from theoretical side is a robust result. It has got support from the lattice \[37\] - \[40\]. On the other hand, the question about clear experimental manifestations of CME is far from being simple. Perhaps the most important reason for that is an obvious discrepancy between stationary character of \(1\) and highly non-stationary dynamics of heavy-ion collisions. In particular, the magnetic field \(B\) of high enough magnitude exists for \(0.1 \div 0.2 \text{ Fm/c}\) and decays with time in a very fast way.

As is advocated in \[41\], \[42\] the crucial feature of the CME which gives chance for the corresponding effects to be experimentally observable is classicalization of some degrees of freedom. The necessity for that can be roughly explained as follows. At classical level, originally there is no nonzero axial chemical potential in the problem. Quantum-mechanically one could have some superposition of states with different values of \(\mu_5\), for a given collision event. However there is no quantum mechanical current \(\langle J \rangle = 0\), because state vectors with positive and negative \(\mu_5\) have equal weights. To get nonzero measured current \(\langle J \rangle\) in a particular event, this superposition must be projected to a state with definite and nonzero \(\mu_5\). This projection takes place in the course of measurement, i.e. interaction of the quantum system under consideration with the classical measuring device. Taking into account that typical heavy ion collision process is characterized by huge energy density and particle multiplicity it is natural to assume that the role of such measuring device is played by the medium itself. All that has clear links to Color Glass Condensate idea \[43\] and even earlier studies.
of the subject [44]. There exist various theoretical frameworks taking into account quantum-to-classical transition. Quantum measurement theory is among well studied ones. The basic idea is to couple some artificial system (“the detector”) with the quantum field in question and study the response of the former. There are in general two groups of factors, having effect on the detector’s response: external conditions (fields, temperature etc) and geometric form of the detector’s world-line embedded in bulk space-time. In most cases discussed in the literature one’s main interest is to compare inertial detector under some external factor in Minkowski space-time with the response of non-inertial detector. The best known example is the celebrated Unruh result [45] about correspondence between inertial detector in thermal bath and non-inertial detector at constant acceleration. Of much interest is application of this theory in condensed matter context [46]. In the present paper (like in [42]) the attitude is different: the detector is supposed to be at rest and attention is focussed on dependence of the detector’s response on external conditions.

In [42] the finite temperature case is considered. In the present paper we deal with the chiral fermions at finite chemical potential. The effects of finiteness of the measurement interval are discussed. In the last section the problem of P-odd signatures at central collisions is also briefly addressed.

2 Finite chemical potentials

For the reader’s convenience let us remind basic steps of quantum measurement procedure ([17, 48], see also [49] in the context of vector current measurements). The Hamiltonian describing field-detector interaction in our case reads:

\[
\Delta H = \int_{-\infty}^{\infty} f(\tau) m(\tau) \bar{\psi}(x(\tau)) \Gamma \psi(x(\tau))
\]

(2)

Here \(x(\tau)\) parameterizes the detector’s world-line, \(\tau\) is the proper time along it, \(m(\tau)\) - internal quantum variable (monopole momentum) of the detector whose evolution in \(\tau\) is described by the standard two-level Hamiltonian with the levels \(E_0\) and \(E_1, E_1 - E_0 = \omega > 0\). The Lorentz structure of the coupling is fixed by the matrix \(\Gamma\), in what follows we concentrate on the vector case, \(\Gamma = n_\mu \gamma^\mu\). The dimensionless ”window function” \(f(\tau)\) encodes the fact that
any realistic measurement takes finite time (which we denote \( \lambda \) in this paper), so the window function has the important property \( f(\tau \lesssim \lambda) \approx 1, f(\tau \gg \lambda) \to 0 \). By convention the measurement window is located around the point \( \tau = 0 \). The interested reader is refereed to \([50]\) for detailed discussion of the finite measurement time effects.

An amplitude for the detector to "click" is given by

\[
\mathcal{A} = i \int_{-\infty}^{\infty} f(\tau) d\tau \langle 1|m(\tau)|0 \rangle \cdot \langle \Omega|j(x(\tau))|\Omega_0 \rangle
\]  

(3)

where \( j(x(\tau)) = \bar{\psi}(x(\tau))\Gamma\psi(x(\tau)) \) and \(|\Omega_0 \rangle \) stays for initial state of the field sub-system, while \(|\Omega \rangle \) represents final (after the measurement) state. The probability is proportional to \(|\mathcal{A}|^2\), and the corresponding response function reads:

\[
\mathcal{F}(\omega) = \int_{-\infty}^{\infty} f(\tau) d\tau \int_{-\infty}^{\infty} f(\tau') d\tau' e^{-i\omega(\tau-\tau')} \cdot G^+(\tau - \tau')
\]  

(4)

where

\[
G^+(\tau - \tau') = \langle \Omega_0|j(x(\tau))j(x(\tau'))|\Omega_0 \rangle
\]  

(5)

For infinite measurement time, i.e. in the limit \( f(\tau) \equiv 1 \) one is interested in detector’s excitation rate in unit time. It is determined by the power spectrum of the corresponding Wightman function:

\[
\hat{\mathcal{F}}(\omega) = \int_{-\infty}^{\infty} ds e^{-i\omega s} G^+(s)
\]  

(6)

In general case one has to consider original expression (4).

We analyze \([41]\) for the case of chiral fermions at finite density and magnetic field in this section. The corresponding Green’s functions were studied in many papers, see \([51, 52]\). To be self-contained we collect some relevant expressions in the Appendix.

The chemical potentials \( \mu_L \) and \( \mu_R \) stay for left and right chiral components, respectively. The uniform magnetic field \( B \) is chosen in the \( z \)-direction. Since the detector is at rest, we need Green’s function \( G_{L,R}(x, x') \) for the argument \( (x - x') = (t, 0, 0, z) \) (with subsequent limit \( z \to 0 \)). The indices \( L \)
and $R$ stay for ”left” and ”right” and the latter one should not be confused with ”retarded”. The exact expressions have the following form:

$$G_L(x, x') = \langle \psi_L(x) \bar{\psi}_L(x') \rangle = \frac{1 - \gamma_5}{2} \left[ G^{(0)}(\mu_L, t, z) + \frac{\gamma_1 \gamma_2 eB}{16\pi^2} G^{(1)}(\mu_L, t, z) + \mathcal{O}(B^2) \right]$$  \hspace{1cm} (7)

and analogously

$$G_R(x, x') = \langle \psi_R(x) \bar{\psi}_R(x') \rangle = \frac{1 + \gamma_5}{2} \left[ G^{(0)}(\mu_R, t, z) + \frac{\gamma_1 \gamma_2 eB}{16\pi^2} G^{(1)}(\mu_R, t, z) + \mathcal{O}(B^2) \right]$$  \hspace{1cm} (8)

where

$$G^{(0)}(\mu, t, z) = e^{-i\mu t} \left( (t + z)^2 (i + \mu(t - z)) (\gamma_0 - \gamma_3) + i\gamma_3(t^2 - z^2) \right)$$

$$e^{i\mu t} \left( (t - z)^2 (i + \mu(t + z)) (\gamma_0 + \gamma_3) + i\gamma_3(t^2 - z^2) \right)$$  \hspace{1cm} (9)

$$G^{(1)}(\mu, t, z) = -\frac{1}{t^2 - z^2} \left[ e^{-i\mu z} (\gamma_0 - \gamma_3) (t + z) + e^{i\mu z} (\gamma_0 + \gamma_3)(t - z) \right]$$  \hspace{1cm} (10)

It is important that Lorentz structure of $\mathcal{O}(B^2)$ terms contains only $\gamma_0$ and $\gamma_3$ matrices as for the free term (and hence they give no contribution to anomaly and/or asymmetry we are looking for). Notice absence of a factor $\exp(-i\mu t)$ in both expressions (9), (10), which corresponds to the fact that there is no energy gap. The poles on the light-cone are treated with the standard Wightman’s prescription $t \to t - i\xi$, $\xi > 0$.

It is instructive to check how the CME current comes out of (7), (8):

$$J_3 = \lim_{x \to x'} \text{Tr} \gamma_3 (G_L(x, x') + G_R(x, x'))$$  \hspace{1cm} (11)

One can see that the free term (9) does not contribute, while (10) takes the form

$$G^{(1)}(\mu, t, z) = -\frac{2}{t^2 - z^2} \left[ (\gamma_0 t - \gamma_3 z) + i\mu z(\gamma_3 t - \gamma_0 z) + \mathcal{O}(t, z) \right]$$  \hspace{1cm} (12)
and provides the correct answer in the limit $t, z \to 0$:

$$J_3 = \frac{eB}{4\pi^2} (\mu_R - \mu_L)$$  \hspace{1cm} (13)

We can now compute the main quantity of our interest $-\delta F(\omega)$, the difference of the response functions corresponding to the currents parallel to the magnetic field to transverse to it. Roughly speaking, this quantity tells us which detector clicks more often (or, in other words, which one has more clicks for a given time interval): the detector measuring the currents along the field or the one oriented to measure the orthogonal currents. This difference is an integral of the following integrand:

$$\delta G^+(\tau - \tau') = \langle \Omega_0 | j_3(x(\tau))j_3(x(\tau')) - j_1(x(\tau))j_1(x(\tau'))|\Omega_0 \rangle =$$

$$= J_3^2 + \frac{(eB)^2}{8\pi^4} \frac{1}{(\tau - \tau')^2}$$  \hspace{1cm} (14)

where $J_3$ is given by (11), and worldline of the detector is taken as $x(\tau) = (\tau, 0, 0, 0)$ (detector at rest). Notice that there is no contribution from $G^{(0)}G^{(0)}$ and mixed $G^{(0)}G^{(1)}$ terms.

The first term corresponds to the usual CME current and due to its stationary nature it cannot be detected by stationary detector (i.e. for $f(\tau)$ identically equal to unity). The same is true for the second term, since

$$\int_{-\infty}^{\infty} ds e^{-i\omega s} \frac{1}{(s - i\xi)^2} = 0$$  \hspace{1cm} (15)

for $\omega > 0$. It this respect the situation at finite density is different from that at finite temperature. The thermal state has excitations of any desired energy (corresponding to poles along imaginary time axes in integral (6)), which can excite the detector. The finite density state is a state of the lowest energy which has to be excited ”by hands” (i.e. by nontrivial $f(\tau)$) to get observable results.

Inserting (14) into (14) we get the following answer:

$$\delta F(\omega) = \frac{(eB)^2}{4\pi^4} \left[ \mu_5^2 I_0 - \frac{1}{2} I_2 \right]$$  \hspace{1cm} (16)

\footnote{As usually, the coincidence limit is to be taken after the computation of the trace, not before.}
where
\[ I_n = \int f(\tau)d\tau \int f(\tau')d\tau' e^{-i\omega(\tau-\tau')} \cdot \frac{1}{(\tau - \tau' - i\xi)^n} \tag{17} \]

As in [42], the result (16) is exact in \( B \), i.e. the asymmetry \( \delta \mathcal{F}(\omega) \) gets no contributions from higher powers of magnetic field.

The integral (17) depends on typical measurement time \( \lambda \) encoded in \( f(\tau) \) and also on dimensionless variables \( \omega \lambda \) and \( \xi / \lambda \). The infinitesimal parameter \( \xi \) from Wightman’s prescription has physical meaning of inverse maximal particle energy which can be measured by the detector and which is necessary a finite quantity for any realistic detector. From another point of view, it can be seen as related to the finite size of the detector [53]. The quantum measurement theory with finite measurement windows has physical sense and can be applicable only for \( \lambda \gg \xi \). However to keep \( \xi \neq 0 \) is important to get formally correct \( \lambda \to 0 \) limit, i.e. when the detector is not switched on at all and should, correspondingly, return zero count (see discussion of this issue in [50]).

The concrete form of (17) depends, of course, on a chosen detector switching time profile. In the problem in question it is natural to identify it with the time profile of the magnetic field itself. The latter was computed by many authors [54, 55, 56]. For example, it was suggested in [22] to use the following Ansatz:
\[ B(\tau) = \frac{B_0}{(1 + (\tau / \lambda)^2)^{3/2}} \tag{18} \]

where \( B_0 \) and \( \lambda \) are functions of impact parameter and rapidity, whose typical scale for RHIC setup is given by \( B_0 \approx 10^5 \text{ MeV}^2, \lambda \approx 0.1 \text{ Fm}/c \). It is of course not quite correct simply replace \( B \to B(\tau) \) in (14) since the exact Green’s function (7) is written for time-independent \( B \). But since our approach anyway depends on a detector’s model, we find it is a reasonable approximation to use (18) as a profile for the window function \( f(\tau) \). The result for (17) with \( n = 0 \) follows trivially:
\[ I_0 = 4\omega^2\lambda^4 K^2_2(\kappa) \tag{19} \]

where \( \kappa = \omega \lambda \). The maximum of this function in \( \kappa \) (i.e. optimal measurement time) is reached at \( \lambda \approx 1.33 / \omega \). It is easy to see that both at \( \lambda \to 0 \) (no measurement at all) and \( \lambda \to \infty \) (stationary measurement) \( I_0 \) vanishes.
The computation of $I_2$ is a little bit more tricky, the result reads:

$$I_2 = -4 \int_\kappa^\infty dz (z - \kappa) z^2 K_1^2(z) e^{-\xi(z-\kappa)/\lambda}$$  \hspace{1cm} (20)$$

Again both limits $\lambda \to 0, \infty$ are respected. For finite $\lambda$ one can remove the cutoff and put $\xi = 0$. Having these results we can rewrite (16) as

$$\delta F(\omega) = \frac{(eB)^2}{4\pi^4} I_0 \left\{ \mu_5^2 + \frac{1}{\lambda^2} g(\kappa) \right\}$$  \hspace{1cm} (21)$$

with the dimensionless function $g(\kappa)$ given by

$$g(\kappa) = \frac{\kappa^2}{2} \int_1^\infty dy y^2 (y - 1) \left( \frac{K_1(y\kappa)}{K_1(\kappa)} \right)^2$$  \hspace{1cm} (22)$$

We have put $\xi = 0$, assuming finiteness of $\kappa$.

The expression in square brackets in (21) can be called effective axial chemical potential. The physical meaning of it is quite transparent: by energy-momentum uncertainty relation the finite observation time $\lambda$ makes quarks Fermi energies uncertain, Dirac sea becomes wavy, and these fluctuations provide the vector current excess along the magnetic field even if ”bare” axial chemical potential is absent. While the concrete form of the functions $I_0, g(\kappa)$ depends, of course, on the chosen window function profile, the qualitative form of the result (21) is robust. In particular, the same conclusion about the structure of ”effective” $\mu_5$ is reached in [42] using decoherence functionals framework.

In quantitative terms, $g(\kappa \sim 1) \approx 0.15 \div 0.25$ and the model (21) with (22) corresponds to effective axial chemical potential of order of 1 GeV, even if ”bare” $\mu_5 = 0$. It is worth stressing that in the discussed picture the current excess resulted from $f(\tau) \neq 1$ is indistinguishable from the one caused by $\mu_5 \neq 0$.

Let us make a final remark. Usually in the problems of the discussed type one neglects any kind of back reaction, i.e. the external parameters (temperature, fields, acceleration etc) are taken as constants. However this condition can be relaxed - at least in adiabatic approximation it is easy to address the question of energy balance for the whole system including the bath and the detector. One can think of two limiting models of energy release
from the system: "fast" release and "slow" one. In the former case the excited detector takes away its excitation energy from the system in negligibly short time and gets back to the initial state. So for unit time interval the detector can be excited any number of times in this limit. The latter, "slow" release case corresponds to assumption that after excitation the detector stays in the final state, so no more than a unit quantum of excitation energy can be taken away from the bath by one detector for any finite time interval.

From the structure of finite density Green's functions (9), (10) it can be seen that for the detector to click in the course of stationary measurement at finite density, it should move with respect to laboratory rest frame with the speed $v$ (i.e. its worldline is to be $(t,0,0,\pm vt)$) such that $\omega - 2\mu v < 0$ (in which case the integrals like (15) return nonzero answer even if $f(\tau) \equiv 1$). The physical meaning of this condition is simple - the energy gap between particles, comoving and anti-comoving with the detector should exceed the energy gap of the detector in its rest frame. In this case the detector (moving with zero acceleration!) will detect free finite density currents. It is worth repeating that the stationary detector at rest detects nothing at finite density because, in terms of (3), $|\Omega_0\rangle$ is the stationary state of lowest energy.

Following this logic one can study, for example, the freezing of a thermal bath of some field by the Unruh-DeWitt detectors (at rest or moving) immersed into it. The same considerations apply to chiral current. The often cited statement about its nondissipative nature deals with the strictly stationary regime. However for time-dependent process (where time dependence may be induced by $B$ and/or by $\mu_5$ as well as by the act of measurement itself) this is no longer true, as expressions (16), (21) clearly demonstrate. This should be of direct importance for the systems supporting chiral currents and coupled to "normal" electromagnetic devices, realizing "chiral electronics" circuits [57]. This interesting question deserves further study.

3 P-odd effects in central collisions

We have shown in the previous section that non-stationary nature of the heavy ion collision process could result in charge fluctuation asymmetry with respect to the reaction plane, and this asymmetry is of the same sign as one would expect for CME. The same qualitative result was obtained in [42] for thermal fluctuations. Since in both cases the effect is related to abelian anomaly, one might say that CME by definition is nothing but these
asymmetries. This would not be terminologically correct, however. In the original framework CME has been seen \cite{19} as a manifestation of \textit{P-odd effects of nonabelian nature}. In some sense, the role of magnetic field in noncentral collisions is just to make P-odd chirality imbalance manifest by electric charge asymmetry of final particles, while the imbalance itself (encoded, e.g. in nonzero \( \mu_5 \)) is supposed to be generated by some nonperturbative mechanism of QCD origin. In the former cases, on the contrary, free fermions have been considered. Roughly speaking, we demonstrated that one does not need to have nonzero \( \mu_5 \) to get CME-like charge asymmetry. This however does not at all mean, that there is no effective nonzero \( \mu_5 \) in real heavy-ion collision events and all the corresponding P-odd physics like CME (understood in its original way) related to that. In the light of the above it is worth to think (to rethink, see e.g. \cite{58}) about possible P-odd signatures, \textit{not related} to the magnetic field.

The following simple analogy could be useful. In order to measure the standard electric conductivity of some medium one can proceed along the following two ways. The first recipe is to apply external electric field \( \mathcal{E}(\omega) \), measure induced electric current \( J(\omega) \) and get the (complex) resistivity from the Ohm’s law \( \mathcal{E}(\omega) = Z(\omega) \cdot J(\omega) \). The second way is according to Nyquist - measure fluctuations (thermal and quantum) of electric current in the medium \textit{without} any external field and extract conductivity from

\[
(J^2)_{\omega} = \frac{\hbar \omega R(\omega)}{|Z(\omega)|^2} \cot \frac{\hbar \omega}{2kT} \tag{23}
\]

where \( R(\omega) = \Re\{Z(\omega)\} \). The relation between the above two approaches is of course the essence of fluctuation-dissipation theorem \cite{59}. Despite the chiral conductivity is T-even and the corresponding current is non-dissipative, general linear response theory arguments are applicable here as well. Indeed, one has for the induced current in linear response approximation \cite{22}:

\[
\langle j_\mu(x) \rangle = \int d^4x' \Pi^{(R)}_{\mu\nu}(x, x') A^\nu(x') \tag{24}
\]

where the retarded polarization operator is given by

\[
\Pi^{(R)}_{\mu\nu}(x, x') = i\theta(x_0 - x'_0) \langle [j_\mu(x), j_\nu(x')] \rangle \tag{25}
\]

Assuming there is a distinguished rest frame, parameterized by constant vector \( u_\mu \), normalized to unity \( u_\mu u^\mu = 1 \), the Fourier transform of (23) can
be decomposed as follows (we are using tilde sign to distinguish Fourier components in what follows):

\[ \tilde{\Pi}^{(R)}_{\mu\nu}(q, u) = \sum_{i=1}^{3} \Psi_{\mu\nu}^{(i)}(q^2, qu) \]  

(26)

with the following tensor structures:

\[ \Psi_{\mu\nu}^{(1)} = g_{\mu\nu}q^2 - q_\mu q_\nu \]
\[ \Psi_{\mu\nu}^{(2)} = ((qu)q_\mu - q^2 u_\mu)((qu)q_\nu - q^2 u_\nu) \]
\[ \Psi_{\mu\nu}^{(3)} = i\epsilon_{\mu\nu\alpha\beta}q^\alpha u^\beta \]

The decomposition (26) respects current conservation \( q^\mu \tilde{\Pi}^{(R)}_{\mu\nu}(q, u) = 0 \) and Bose-symmetry \( \tilde{\Pi}^{(R)}_{\mu\nu}(q, u) = \tilde{\Pi}^{(R)}_{\nu\mu}(-q, u) \). The electric chiral current corresponds to the third term of this decomposition:

\[ \langle j_\mu(x) \rangle_\chi = \int \frac{d^4q}{(2\pi)^4} e^{-iqx} \Pi^{(3)}(q^2, qu) u^\beta \tilde{F}_{\mu\beta}(q) \]

(27)

where

\[ \tilde{F}_{\mu\beta}(q) = \frac{1}{2} \epsilon_{\mu\beta\nu\alpha} \int d^4x e^{iqx} F^{\nu\alpha}(x) \]

(28)

For free fermions with chemical potentials \( \mu_L, \mu_R \) the chiral conductivity is exactly computed in this way in [22] and in static limit coincides with (1), as it should be:

\[ \lim_{q \to 0} \Pi^{(3)}(q^2, qu) = \frac{e\mu_5}{2\pi^2} \]

(29)

Without loss of generality one can take \( u_\mu = (1, 0, 0, 0) \). To extract a part proportional to the invariant function \( \Pi^{(3)} \) it is convenient to rewrite the definition (25) for particular spatial components of the commutator \( i = 1, k = 2 \) and to choose \( (x - x') = (\tau, 0, 0, z) \) with \( \tau > 0 \). The result reads:

\[ \langle [j_1(\tau, z/2), j_2(0, -z/2)] \rangle = \int \frac{d^4q}{(2\pi)^4} e^{-i(q_0\tau - q_3z)} q_3 \Pi^{(3)}(q^2, qu) \]

(30)

Of course, any \( O(3) \)-rotated choice of indices instead of (30) is equally legitimate.

The formula (30) expresses correlation of current fluctuations of some particular form in terms of the transport coefficient of interest. One can
check that both sides of this expression change sign for $z \to -z$ and vanish at $z = 0$. The skew-symmetric form of the l.h.s of (30) corresponds to non-dissipative nature of these correlations. It is also convenient to rewrite (30) in coordinate form:

$$
\Pi^{(3)}(\tau, \tau) - \Pi^{(3)}(\tau, 0) = i \int_0^\tau dz \langle [j_1(\tau, z), j_2(0, 0)] \rangle
$$

(31)

To get possible intuitive physical picture behind (30), imagine outgoing radial flow of massless fermions, all of the same chirality, emitted from the origin and absorbed ("detected") by a rigid spherical shell. For uniform flow total angular momentum of the shell after interaction is equal to zero by symmetry. Suppose now that the shell is cut along its equator. Then after interaction both hemispheres start to rotate with angular momenta equal in magnitude and opposite in sign. It is obvious that for chirally balanced matter (with $\mu_5 = 0$) there is no such effect. Observation of the hemispheres rotation in such experiment would be a direct sign of P-odd physics behind. All that is in some correspondence with such phenomena as Chiral Magnetic Spiral [60] and Chiral Magnetic Wave [61] but there is no magnetic field in the discussed example.

It would be tempting to try to measure the r.h.s. of (31) in a given heavy ion collision event and hence be able to compute $\Pi^{(3)}$ without any reference to non-centrality and magnetic field (i.e. to proceed in Nyquistic way, not in Ohmic one). However one could not expect simple correspondence between expressions like (31) containing quantum commutators and final particles distributions which are essentially classical.

As is well known the final particle distribution in any heavy-ion collision event is conventionally parameterized as $dN(y, p_\perp, \phi)$ where $y$ is rapidity $y = (\log(E + p_\parallel) - \log(E - p_\parallel))/2$, $\phi$ - azimuthal angle and $p_\perp, p_\parallel$ - transverse and longitudinal momenta, respectively. P-inverse of this fluctuation map can be obtained by the replacement $y \to -y$, $\phi \to \pi + \phi$ and in general it does not, of course, coincide with the original distribution $dN$ even for spherical nuclei experiencing exact central collision because of quantum,

---

2 In terms of (30) that equator plane has $z = 0$. Notice that due to spherical symmetry of the problem the choice of equator is arbitrary.

3 Like, for example, measuring commutator of $x$- and $y$-components of angular momentum $\langle [L_x, L_y] \rangle$ has to do with measuring $L_z$, but not $L_x$ and $L_y$. 
thermal and combinatorial fluctuations, which present at all stages starting from initial state of colliding nuclei till the freeze-out phase. One can introduce positive definite distance between the original and P-inverted distributions and study it as a function of collision’s parameters (energy, type of nuclei etc). The question to answer is whether also additional source of P-odd asymmetry, related to internal strong interaction dynamics, is present, besides all mentioned above statistical factors.

Positive answer would mean the existence of some regular patterns in $dN$ (in particular, in central events), improbable for statistical fluctuations. The simple model of free fermions absorbed by the rigid hemispheres discussed above is just an example of such structure (i.e. nonzero average angular momentum carried by particles emitted in any given solid angle). We believe that searches for complementary observables, sensitive to nonperturbative P-odd effects at heavy ion collisions which are not related to existence of the magnetic field is extremely important to have a satisfactory theoretical picture of this interesting field of physics.
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4 Appendix

Despite theoretical framework for fermions at finite density is well developed \[51\], we find it instructive to remind the basic steps here. First, we put external field to zero and take free massless noninteracting fermions with chemical potentials $\mu_L$ and $\mu_R$ for chiral components. The system’s Hamiltonian gets shifted by the terms:

$$\Delta H = \mu_L \int d^3x \bar{\psi}_L \gamma_0 \psi_L + \mu_R \int d^3x \bar{\psi}_R \gamma_0 \psi_R$$ \hspace{1cm} (32)

where $\psi_L = (1 - \gamma^5)\psi/2$, $\psi_R = (1 + \gamma^5)\psi/2$. We assume in this paper that both chemical potentials are positive, corresponding to nonzero density of particles (and not antiparticles).

The corresponding modified dispersion relations are given by

$$ (p_0 - \mu_L)^2 = p^2 ; \ (p_0 - \mu_R)^2 = p^2$$ \hspace{1cm} (33)

for left and right chiral components, respectively. For chirally symmetric case $\mu_L = \mu_R = \mu$.

To simplify notation, we make for the moment no distinction between chiral modes. The key point, which makes (33) different from just unobservable shift of all energy levels is the choice of integration contour in the Green’s function, which takes into account the fact that states between 0 and $\mu$ are occupied.$^4$

It is fixed by the following prescription

$$i\epsilon(p_0) = \begin{cases} +i\epsilon, & \mu < p_0 \\ -i\epsilon, & 0 < p_0 < \mu \\ +i\epsilon, & p_0 < 0 \end{cases}$$ \hspace{1cm} (34)

Constant and uniform magnetic field is included in the standard way via covariant derivative: $(p_0, \mathbf{p}) \rightarrow (\pi_0, \pi)$, where $\pi_0 = p_0 - \mu$, $\pi = \mathbf{p} - e\mathbf{A}$ and $\mathbf{B} = \text{rot} \mathbf{A}$. With these definitions, the $T$-ordered Green’s function at finite density in external magnetic field is given by (in the massless case):

$$G(x, x') = \langle \Omega | T \{ \psi(x) \bar{\psi}(x') \} | \Omega \rangle = i \int \frac{d^4p}{(2\pi)^4} \frac{\gamma \pi}{(\gamma \pi)^2 + i\epsilon(p_0)} e^{-ip(x-x')}$$ \hspace{1cm} (35)

It is convenient to use proper-time representation (51):

$$G(p) = \theta(\pi_0 \ \text{sign} \ p_0) \tilde{S}(p) - \theta(-\pi_0 \ \text{sign} \ p_0) \tilde{S}^\dagger(p)$$ \hspace{1cm} (36)

$^4$One can say, that the Dirac sea level is at $\mu$, not at zero.
where the exact fermion propagator is given by [62]:

\[ \tilde{S}(p) = \int_0^\infty du \, e^{iu(\pi_0^2 - p_3^2 - p_\perp^2) + i\epsilon} \left[ P_0 + P_1 \right] \] (37)

with

\[ P_0 = \pi_0 \gamma_0 - p_3 \gamma_3 - p_\perp \gamma_\perp (1 + \tan^2(eBu)) \] (38)

\[ P_1 = (\pi_0 \gamma_0 - p_3 \gamma_3) \gamma_1 \gamma_2 \tan(eBu) \] (39)

and \( p_\perp \gamma_\perp = p_1 \gamma_1 + p_2 \gamma_2 \). Another useful representation follows from the identity \( \theta(z) + \theta(-z) = 1 \):

\[ G(p) = \tilde{S}(p) - \theta(-\pi_0 \text{sign} p_0) \left( \tilde{S}(p) + \tilde{S}^\dagger(p) \right) \] (40)

In free case using the relation

\[ \frac{1}{x - i\epsilon} = P \frac{1}{x} + i\pi \delta(x) \] (41)

it is easy to obtain for the Fourier transform of (40)

\[ G_0(x) = \tilde{S}_0(x) - 2\pi \int \frac{d^2p_\perp}{(2\pi)^2} \int_0^\mu \frac{dp_0}{2\pi} e^{-ipx} (\pi_0 \gamma_0 - \mathbf{p} \gamma) \delta(\pi_0^2 - \mathbf{p}^2) \] (42)

where \( \tilde{S}_0(x) \) is Fourier transform of free propagator without external field:

\[ \tilde{S}_0(p) = \int_0^\infty du \, e^{iu(\pi_0^2 - \mathbf{p}^2 + i\epsilon)} \] (43)

Only the second term in the r.h.s. of (42) contributes to density \( \langle \psi^\dagger \psi \rangle \) and other on-shell quantities.

With the external magnetic field it is not possible to get on-shell term in the same simple representation as in (42). The situation however drastically simplifies for the case of zero transverse distance \( (x - x')_\perp = 0 \). This is exactly the kinematics we are interested in. One has:

\[ \int \frac{d^2p_\perp}{(2\pi)^2} \left( S(p) + S^\dagger(p) \right) = (\pi_0 \gamma_0 - p_3 \gamma_3) \left[ \int \frac{d^2p_\perp}{2\pi} \delta(\pi_0^2 - \mathbf{p}^2) + \right] \]
Performing Fourier transformation of (42) and taking into account (44) one obtains the expressions for Green’s functions used in the main text.
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