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1. Introduction

Amorphous (non-crystalline) materials have no crystal structure where the atoms appear to have a random distribution (Omar, 1993). There are different classes of amorphous materials. Glasses, inorganic materials which have no long-range order (<10 Å) and high viscosity greater than 1013 Poise, are the most typical amorphous materials (Doremus, 1973; Jackson, 2004; Park, 2009). The regular arrangement resulting from the distribution over long distances of a repeating atomic arrangement, which is characteristic of a crystal, is missing in glasses (see Fig. 1). However, there is often evidence of a short-range order in glasses, which corresponds to the atomic arrangement in the immediate vicinity of any selected atom (Carter & Norton, 2007).

![Fig. 1. Schematic two-dimensional illustration of the atomic arrangement in (a) crystal and (b) glass (Carter & Norton, 2007)](image)

Glass can be formed by cooling from a liquid state without a change in its specific volume, which delays crystallization and assist to reach the glass transition temperature before the crystallization occurs (Jackson, 2004; Park, 2009). This is why amorphous materials, such as glasses, are sometimes referred to as supercooled liquids (Omar, 1993).

In a liquid, the atoms or molecules move around much more rapidly than in a crystal. They are constantly in motion, jiggling around relative to each other, unlike in a crystal, where the
atoms are bound to specific lattice sites. When a liquid is cooled, the space for the atoms to move around decreases and on further cooling below the glass transition temperature, the atoms can no longer move around with respect to each other, and so the material becomes a solid. A measure of this is the specific volume, which can be measured as the difference between the density of the crystal and of the liquid. As a glass-forming material cools, this excess volume decreases, and finally the density of the glass approaches that of the crystal, as illustrated in Fig. 2. In practice, the formation of an amorphous or crystalline solid depends on how rapidly the liquid is cooled through the glass transition temperature (Jackson, 2004). Upon cooling the liquid, if there is a discontinuity in volume change or in rate of cooling the liquid crystallizes, however if the liquid passes into a supercooled state the volume decreases and no crystallization occurs (Carter & Norton, 2007).

![Diagram of Volume vs Temperature for Liquid, Glass, and Crystal](https://www.intechopen.com)

**Fig. 2.** The specific volume in a liquid decreases more rapidly with temperature than the crystal. The thermal expansion coefficient of glass is similar to that of the crystal. The final specific volume of the glass depends on the cooling rate: (a) fast cooling, (b) normal cooling, (c) slow cooling (Carter & Norton, 2007; Jackson, 2004)

It is believed that most materials can be prepared as glasses by sufficiently rapid quenching but there is a notable exception: no pure metal has been prepared in an amorphous state (Jackson, 2004). Materials which can form non-crystalline solids with the atomic arrangement shown in Fig. 1b and at an appreciable size are found in glass systems in oxides, halides, and chalcogenides. The three-dimensional random network of strong bonds is developed by the constituent called the “network former”. In principle, glass formation is possible for a system of any composition provided it contains sufficient of the network former. Network modifiers can also participate in glass formation by acting to modify the glass properties. These components do not form networks but occupy thermodynamically stable sites as illustrated schematically in Fig. 3 or act as a replacement for a part of network
former. Among various oxides used in the industrial materials, SiO$_2$, GeO$_2$, B$_2$O$_3$, and P$_2$O$_5$ are known to be good network formers which can develop the three-dimensional random network and can form a glass by themselves (Yamane & Ashara, 2000).

![Schematic two-dimensional illustration of the structure of a binary sodium silicate glass](Yamane & Ashara, 2000)

The special glasses used as key components of various devices in the fields of optics, electronics, and opto-electronics are not always silicates but are often non-silicate glasses of the phosphate, borate, germanate, vanadate or tellurite systems. Although non-silicate glasses are not generally applied to mass production due to the high cost of raw materials and their rather inferior chemical durability, they do show unique properties that cannot be obtained for silicate glasses (Yamane & Ashara, 2000). Comparing with silicate, borate and phosphate glasses, tellurite glasses have drawn considerable attention because of their various promising properties, such as relatively low-phonon energy, high linear and non-linear refractive index, high dielectric constant, good infrared transmission, good corrosion resistance, thermal and chemical stability, low crystallization ability and easy fabrication at low temperatures. Therefore, tellurite glasses are of scientifically and technologically important for their potential use in fiber optics, laser hosts, infrared and infrared to visible upconversion applications in optical data storage, sensors, and spectroscopic applications. TeO$_2$ is a conditional glass former which does not transform to the glassy state under normal quenching conditions. Therefore, addition of a secondary component, such as heavy metal oxides, alkalis or halogens increases its glass forming ability (Çelikbilek et al., 2010, 2011a, 2011b; El-Mallawany, 2002; Ersundu et al., 2010a, 2010b, 2011; Karaduman et al., 2011).

In order to use special glasses in the fields of opto-electronics at high optical intensities without exposure to thermal damage it is important to recognize their physical and thermal characteristics and also to control the crystallization processes. The investigation of crystallization in terms of kinetics is an important informational tool for the audience and
therefore this chapter “Crystallization Kinetics of Amorphous Materials” is crucial to have a complete understanding of the crystallization phenomenon.

2. Crystallization

Crystallization of a liquid or an amorphous solid is a complex process involving simultaneous nucleation and growth of crystallites (Yinnon & Uhlmann, 1983). Crystallization is initiated by crystal nucleation. Nucleation may occur spontaneously or it may be induced artificially. It is not always possible, however, to decide whether a system has nucleated of its own accord or whether it has done so under the influence of some external stimulus (Mullin, 2001). The nucleation either occurs without the involvement of a foreign substance in the interior of the parent phase which is called “homogeneous or primary nucleation” or with the contact of the parent phase with a foreign substance that acts as a preferred nucleation site which is called “heterogeneous or secondary nucleation”. The nucleation process is followed by the growth of the crystal nuclei to macroscopic dimensions, which is called “crystal growth” (Kalb, 2009).

2.1 Homogeneous nucleation

Homogeneous nucleation occurs in the interior of the parent phase without the involvement of a foreign substance. At temperatures below a material’s melting point \((T_m)\), the driving force for solidification is the difference in Gibbs free energy \((\Delta G)\) between the liquid and the solid. If we assume that the heat capacities of the liquid and solid are equal, then the molar enthalpy and molar entropy of solidification will each remain constant as a function of temperature, and \(\Delta G\) can be calculated as follows:

\[
\text{liquid} \rightarrow \text{solid} \\
\Delta G = \Delta H - T \Delta S
\]  

Note that \(\Delta H = -L\), where \(L\) is the latent heat of fusion.

\[
\Delta G = -L + T \frac{L}{T_m}
\]  

\[
\Delta G = \frac{L}{T_m} (T - T_m)
\]

When a spherical particle of solid of radius \(r\) is formed, the change in Gibbs free energy is the volume of the particle multiplied by the volumetric Gibbs free energy change, \(\Delta G_v\).

\[
\Delta G_{vol} = \frac{4}{3} \pi r^3 \Delta G_v
\]

where \(\Delta G_v\) is the Gibbs free energy per unit volume,

\[
\Delta G_v = \frac{1}{V T_m} L (T - T_m)
\]

\[
\Delta G_{vol} = \frac{4}{3} \pi r^3 \frac{1}{V T_m} L (T - T_m)
\]
But when the particle of radius $r$ is formed, there is another energy term to be considered, the surface energy. The surface energy of the particle is:

$$\Delta G_s = 4\pi r^2 \gamma$$ (7)

where $\gamma = \gamma_{s-l}$ the surface energy between solid and liquid.

The sum of the two energy term is:

$$\Delta G_r = 4\pi r^2 \gamma + \frac{4}{3} \pi r^3 \Delta G_v$$ (8)

The first of these terms involves the increase in energy required to form a new surface. The second term is negative and represents the decrease in Gibbs free energy upon solidification. Because the first is a function of the second power of the radius, and the second a function of the third power of the radius, the sum of the two increases, goes through a maximum, and then decreases (Fig. 4).

Fig. 4. The free energy change associated with homogeneous nucleation of a sphere of radius $r$ (Ragone, 1994)

The radius at which the Gibbs free energy curve is at maximum is called the critical radius $r^*$, for a nucleus of solid in liquid. The driving force of the Gibbs free energy will tend to cause a particle with a smaller radius than $r^*$ to decrease in size. This is a particle of subcritical size for nucleation. A viable nucleus is one with radius greater than or equal to $r^*$. The critical Gibbs free energy corresponding to the radius $r^*$ is $\Delta G^*$. These terms can be shown to be:
In practice homogeneous nucleation is rarely encountered in solidification. Instead heterogeneous nucleation occurs at crevices in mould walls, or at impurity particles suspended in the liquid.

2.2 Heterogeneous nucleation

Usually, foreign phases like container walls and impurities aid in the nucleation process and thereby increase the nucleation rate. In this case, nucleation is called heterogeneous (Kalb, 2009).

Under practical solidification conditions, supercooling of only a few degrees is observed because nuclei of the solid can be formed on surfaces that catalyze solidification, such as inclusions in the material being solidified, the walls of the container in which it is being held, or the surfaces of the casting molds. To catalyze solidification, the nucleus of solid must wet the catalyst to some extent. A nucleus catalyzed on a surface is shown schematically in Fig. 5.

![Fig. 5. Catalysis of a nucleus on a surface (Porter & Easterling, 1992)](image)

The analysis of the energies involved in heterogeneous nucleation follows the same method as the one used for homogeneous nucleation. In the case of a heterogeneous nucleus in the
form of a spherical cap (Fig. 5), the surface energy term involves the surface energy of the catalyst surface as it is coated by the nucleus.

The surface energy term is derived as follows:

\[
\text{solid-liquid surface} = 2\pi r^2 (1 - \cos \theta)
\]

\[
\text{catalyst-solid surface} = \pi r^2 (1 - \cos^2 \theta)
\]

where \(r\) is the radius of the curvature of the nucleus. Then we write

\[
\Delta G_{\text{surface}} = 2\pi r^2 (1 - \cos \theta) + \pi r^2 (1 - \cos^2 \theta) (Y_{\text{c-s}} - Y_{\text{c-l}})
\]  

(12)

where \(Y_{\text{s-l}}\) = solid-liquid interfacial energy

\(Y_{\text{c-s}}\) = solid-catalyst interfacial energy

\(Y_{\text{c-l}}\) = liquid-catalyst interfacial energy

The terms involving the interactions between the catalyst surface and the liquid and solid can be expressed in terms of the solid-liquid interfacial energy by noting the relationships among them.

\[
Y_{\text{c-l}} = Y_{\text{c-s}} + Y_{\text{s-l}} (\cos \theta)
\]  

(13)

The volumetric Gibbs free energy change is the product of the volume of the cap and \(\Delta G_v\), the specific Gibbs free energy change. That volume, in terms of its radius of the curvature and contact angle is:

\[
V = \frac{4}{3} \pi r^3 \left( \frac{(2 + \cos \theta)(1 - \cos \theta)^2}{4} \right)
\]  

(14)

or

\[
\Delta G_{\text{vol}} = \frac{4}{3} \pi r^3 \Delta G_v (f(\theta))
\]  

(15)

where

\[
f(\theta) = \left( \frac{(2 + \cos \theta)(1 - \cos \theta)^2}{4} \right)
\]  

(16)

\[
r^* = \frac{2Y_{\text{s-l}}}{\Delta G_v}
\]  

(17)

\[
\Delta G^* = \frac{16}{3} \frac{Y_{\text{s-l}}^3}{\Delta G_v^2} f(\theta)
\]  

(18)

It is particularly important to note that the critical radius of curvature, \(r^*\), does not change when the nucleation becomes heterogeneous. The critical Gibbs free energy, \(\Delta G^*\), however, is strongly influenced by the wetting that occurs at the surface of the material that catalyzes the nucleation. A lower values of \(\Delta G^*\) means a lower activation energy to be overcome in nucleation; that is, nucleation takes place more easily. The magnitude of the effect can be appreciated by considering values of \(f(\theta)\). \(f(\theta)\) is the ratio of the volume of the heterogeneous nucleus (the cap) to the volume of the sphere with the same radius of curvature (Ragone, 1994).
Fig. 6, a graph of $\Delta G$ as a function of radius of curvature of the nucleus, shows the effect of wetting on the critical Gibbs free energy to be overcome for the nucleus to form.

![Graph of $\Delta G$ versus $r$](image)

**Fig. 6.** Plot of $\Delta G$ versus $r$ for homogeneous nucleation and an example of heterogeneous nucleation (Ragone, 1994)

The critical Gibbs free energy for nucleation depends on the nucleus volume. This can be demonstrated by considering a nucleus having the shape of a spherical cap with radius of curvature $r$. The Gibbs free energy of the nucleus depends on the interfacial energy and the volumetric Gibbs free energy change as follows:

$$\Delta G_r = \alpha r^2 \gamma + \beta r^3 \Delta G_V$$  
(19)

The parameters $\alpha$ and $\beta$ are determined by the particular geometry of the nucleus. The surface energy term, $\gamma$, is an average surface energy for the nucleus determined according to the geometrical factors.

The volume of the nucleus is $\beta r^3$. To determine $r^*$,

$$\left( \frac{\partial \Delta G_r}{\partial r} \right)_T = 0$$  
(20)

$$2\alpha \gamma r^* + 3\beta r^* \Delta G_V = 0$$  
(21)

$$r^* = \frac{-2\alpha}{3\beta \Delta G_V} \gamma \quad \text{or} \quad \alpha = \frac{-3\beta \Delta G_V}{2\gamma} r^*$$  
(22)

Substituting in Equation 19, we have

$$\Delta G_r^* = \frac{-3\beta \Delta G_V r^*}{2} (r^*)^2 + \Delta G_V \beta (r^*)^3$$  
(23)

$$\Delta G_r^* = \frac{-1}{2} \beta (r^*)^3 \Delta G_V$$  
(24)

$$\Delta G_r^* = \frac{-1}{2} V^* \Delta G_V$$  
(25)
where \( V^* \) is the volume of the critical nucleus.

It is apparent that any factors that reduce the volume of the nucleus reduce the critical Gibbs free energy of formation of that nucleus, making nucleation more probable (Ragone, 1994).

The activation energy barrier against heterogeneous nucleation (\( \Delta G_{\text{het}}^* \)) is smaller than \( \Delta G_{\text{hom}}^* \) by the shape factor \( f(\theta) \). In addition, the critical nucleus radius (\( r^* \)) is unaffected by the mould wall and only depends on the undercooling. This result was to be expected since equilibrium across the curved interface is unaffected by the presence of the mould wall.

The effect of undercooling on \( \Delta G_{\text{het}}^* \) and \( \Delta G_{\text{hom}}^* \) is shown schematically in Fig. 7a. If there are \( n \) atoms in contact with the mould wall the number of nuclei should be given by:

\[
n^* = n_1 \exp \left( -\frac{\Delta G_{\text{het}}^*}{kT} \right)
\]  

(26)

Fig. 7. (a) Variation of \( \Delta G^* \) with undercooling (\( \Delta T \)) for homogeneous and heterogeneous nucleation, (b) The corresponding nucleation rates assuming the same critical value of \( \Delta G^* \) (Porter & Easterling, 1992)

Therefore, heterogeneous nucleation should become feasible when \( \Delta G_{\text{het}}^* \) becomes sufficiently small. The critical value for \( \Delta G_{\text{het}}^* \) should not be very different from the critical value for homogeneous nucleation. It will mainly depend on the magnitude of \( n_1 \) in Equation 26. It can be seen from Fig. 7b that heterogeneous nucleation will be possible at much lower undercoolings than are necessary for homogeneous nucleation.
2.3 Growth

Nucleation is the birth of new crystal nuclei either spontaneously from solution or in the presence of existing crystals. Crystal growth is the increase in size of crystals as solute is deposited from solution. These often competing mechanisms ultimately determine the final crystal size distribution. The rate of growth of a transformation product is determined by the driving force for the transformation and the frequency with which molecules successfully make the transition from the reactant phase to the product phase. To use solidification as an example, the driving force is the negative of the $\Delta G$ of solidification:

$$-\Delta G = \frac{L}{T_m} (T_m - T)$$

(27)

The jump frequency across the liquid-solid interface has a temperature dependence of the form:

$$f = f_0 \exp \left( -\frac{\Delta G_M}{kT} \right)$$

(28)

where $\Delta G_M$ is the activation energy for movement across the liquid-solid interface. The product of the two is:

$$\text{solidification rate} = f_0 \exp \left( -\frac{\Delta G_M}{kT} \right) \left( \frac{L}{T_m} \right) (T_m - T)$$

(29)

As the temperature decreases, the driving force increases but the jump frequency decreases. These two opposing dependencies can produce a maximum in the rate of growth as a function of temperature, as illustrated in Fig. 8.

![Fig. 8. Solidification rate as a function of temperature (Ragone, 1994)](image)

The temperature dependencies of both nucleation of a new phase and its rate of growth result in a strong temperature dependence of transformation rate.
2.4 Supersaturation

Supersaturation is the difference between the actual concentration and the solubility concentration at a given temperature which is the driving force for all solution crystallization processes. The figure below (Fig. 9) illustrates the concept of supersaturation and introduces the metastable zone width (MSZW), the kinetic boundary at which crystallization occurs (Porter & Easterling, 1992).

Fig. 9. The excess free energy of solid clusters for homogeneous and heterogeneous nucleation. Note $r^*$ is independent of nucleation site

Supersaturation is critical because it is the driving force for crystal nucleation and growth. The relationship between supersaturation and nucleation and growth is defined by the following equations.

$$G = k_g \Delta C^g$$  \hspace{1cm} (30)

$$B = k_b \Delta C^b$$  \hspace{1cm} (31)

where, $G$ is growth rate, $k_g$ is growth constant, $g$ is growth order, $B$ is nucleation rate, $k_b$ is nucleation constant, $b$ is nucleation order, $\Delta C$ is supersaturation.

At low supersaturation, crystals can grow faster than they nucleate resulting in a larger crystal size distribution. However, at higher supersaturation, crystal nucleation dominates crystal growth, ultimately resulting in smaller crystals. This diagram, relating supersaturation to nucleation, growth and crystal size clearly illustrates how controlling supersaturation is vitally important when it comes to creating crystals of the desired size and specification (see Fig. 10) (Porter & Easterling, 1992).

The rate of crystal nucleation in glasses reaches its maximum at a temperature somewhat higher than the glass transition temperature and then decreases rapidly with increasing temperature, while the rate of crystal growth reaches its maximum at a temperature much
higher than the temperature at which the nucleation rate is highest. Therefore, when a glass is heated at a constant rate, crystal nuclei are formed at lower temperature and grow in size at higher temperatures without any increase in number (Matusita & Sakka, 1981).

Fig. 10. The relationship between supersaturation and nucleation and growth

3. Kinetic investigation of crystallization

The theory of crystallization in amorphous materials can be explained by considering the structure and the kinetics of the crystallization. Therefore, the investigation of crystallization kinetics is important since it quantifies the effect of the nucleation and growth rate of the resulting crystallites (Carter & Norton, 2007; Kashchiev, 2000). In this chapter, crystallization kinetics of amorphous materials was investigated by explaining the crystallization mechanism and the crystallization activation energy in terms of isothermal and non-isothermal methods with different approaches. Different thermal analysis techniques used in crystallization kinetic studies were presented and a correlation between kinetic and structural investigations was made to determine the crystallization mechanism (Araújo & Idalgo, 2009; Malek, 2000; Prasad & Varma, 2005).

The crystallization kinetics of amorphous materials can be investigated either isothermally or non-isothermally by using thermal analysis techniques. In the isothermal method, the sample is heated above the glass transition temperature and the heat absorbed during the crystallization process is measured as a function of time. On the other hand, in the non-isothermal method, the sample is heated at a fixed rate and then the change in enthalpy is recorded as a function of temperature. Thermal analysis techniques such as differential thermal analysis (DTA) and differential scanning calorimetry (DSC) are quite popular for kinetic analysis of crystallization processes in amorphous solids (Araújo & Idalgo, 2009; Malek, 2000; Prasad & Varma, 2005).

Many of the reactions of interest to materials scientists involve transformations in the solid state, reactions such as recrystallization of a cold-worked material, the precipitation of a crystalline polymer from an amorphous phase, or the growth of an equilibrium phase from
a non-equilibrium structure, the driving force for which is brought about by cooling from one temperature to another. Consider the initial phase to be \( \alpha \) and the resulting phase to be \( \beta \); the reaction is written:

\[
\alpha \rightarrow \beta
\]

The total volume of the sample is the sum of the volumes of \( \alpha \) and \( \beta \):

\[
V = V^\alpha + V^\beta
\]

The fraction transformed can be represented in the literature as \( x \), \( x^\alpha \) or \( F \):

\[
x = \frac{V^\beta}{V}
\]

Assume that the transformation from \( \alpha \) to \( \beta \) is controlled by nucleation and growth, that is, the nucleation of phase \( \beta \) within \( \alpha \) and then the rate of growth of \( \beta \).

If we consider \( N \) is the nucleation rate per unit volume and \( G \) is the growth rate in one direction = \( dr/dt \) (assuming spherical form of \( \beta \)). Consider the time line from zero to a time, \( t \) (see Fig. 11). We will consider another measure of time (\( \tau \)), which starts when a nucleus is formed. The number of nuclei formed in differential time \( d\tau \) is equal to

\[
NV^\alpha d\tau
\]

Assuming that the particles nucleated in this time \( d\tau \) grow as spheres, the radius of the particles formed during \( d\tau \), after they have grown to time \( t \), is:

\[
r = G(t - \tau)
\]

The volume of the particle nucleated during \( d\tau \) at time \( t \) is:

\[
dV^\beta = \frac{4}{3}\pi G^3(t - \tau)^3(NV^\alpha)d\tau
\]

\[
dV^\beta = \frac{4}{3}\pi G^3N(V - V^\beta)(t - \tau)^3d\tau
\]

Early in the transformations, when \( V^\beta \) is small, \( V^\beta \) can be considered negligible with respect to \( V \). In this case, the fraction transformed may be calculated as follows:

\[
\int_0^\alpha dV^\beta = \int_0^\frac{4}{3}\pi G^3NV(t - \tau)^3 \, d\tau
\]
\[ V^\beta = V \left( \frac{n}{3} G^3 N t^4 \right) \]  
(40)

\[ x = \frac{V^\beta}{V} = \frac{n}{3} G^3 N t^4 \]  
(41)

To treat the regime beyond the early transformation the extended volume concept is adopted. In this case, the nucleation and growth rates are separated from geometrical considerations such as impingement. The extended volume \( V_e \) is the volume that would have been formed if the entire volume had participated in nucleation and growth, even that portion transformed \( V^\beta \). In this case,

\[ dV_e^\beta = V^4 \frac{n}{3} G^3 N (t - \tau)^3 d\tau \]  
(42)

\[ V_e^\beta = \frac{4}{3} n V \int_0^t G^3 N (t - \tau)^3 d\tau \]  
(43)

But the total volume is equal to the sum of the volumes of \( \alpha \) and \( \beta \):

\[ V = V^\alpha + V^\beta \]  
(44)

\[ \frac{V^\alpha}{V} = 1 - \frac{V^\beta}{V} = 1 - x \]  
(45)

where \( x = V^\beta / V \)

The amount of \( \beta \) formed, \( dV^\beta \), is the fraction of \( \alpha \) times \( dV_e^\beta \)

\[ dV^\beta = \left( 1 - \frac{V^\beta}{V} \right) dV_e^\beta \]  
(46)

Integrating Equation 46,

\[ V_e^\beta = -V \ln \left( 1 - \frac{V^\beta}{V} \right) = -V \ln (1 - x) \]  
(47)

Combining Equations 43 and 47 yields,

\[ -\ln (1 - x) = \frac{4}{3} n \int_0^t G^3 N (t - \tau)^3 d\tau \]  
(48)

If \( G \) and \( N \) are constant,

\[ -\ln (1 - x) = \frac{4}{3} n G^3 N t^4 \int_0^t (t - \tau)^3 d\tau = \frac{n}{3} G^3 N t^4 \]  
(49)

\[ x = 1 - \exp \left( -\frac{n}{3} G^3 N t^4 \right) \]  
(50)

The resulting equation relating the fraction transformed to nucleation rate, growth rate and time is called Johnson-Mehl equation.

A similar treatment of the subject is given by Avrami. In general he expresses the fraction transformed as

\[ x = 1 - \exp \left( -kt^n \right) \]  
(51)
where \( n \) is called “the Avrami \( n \)”. To determine the value of Avrami \( n \) from Equation 50, the following mathematical manipulation is performed:

\[
x = 1 - \exp(-kt^n) \tag{52}
\]

\[
1 - x = \exp(-kt^n) \tag{53}
\]

\[
\ln(1 - x) = -kt^n \tag{54}
\]

\[
\ln \left[ \ln(1 - x) \right] = \ln k - n \ln t \tag{55}
\]

Thus the Avrami \( n \) is the slope of the plot of the logarithm of the logarithm of \((1 - x)\) versus the negative of the logarithm of \(t\) (Ragone, 1994).

### 3.1 Thermal analysis techniques

The study of crystallization kinetics in glass-forming liquids has often been limited by the elaborate nature of the experimental procedures which are employed. The increasing use of thermoanalytical techniques such as differential thermal analysis (DTA) or differential scanning calorimetry (DSC) has, however, offered the promise of obtaining useful data with simple methods (Yinnon & Uhlmann, 1983).

When a reaction occurs in thermal analysis, the change in heat content and in the thermal properties of the sample is indicated by a deflection (Kissinger, 1957). It is conventional to represent an endothermic effect by a negative deflection and an exothermic effect by a positive deflection (see Fig. 12). The deflections, whether positive or negative, are called peaks (Kissinger, 1956). If the reaction proceeds at a rate varying with temperature, possesses an activation energy the position of the peak varies with the heating rate if other experimental conditions are maintained fixed. This variation in peak temperature could be used to determine the energy of activation for first order reactions (Kissinger, 1957).

![Fig. 12. A representative thermal analysis thermogram](www.intechopen.com)
Differential thermal analysis (DTA) has been extensively used as a rapid and convenient means for detecting the reaction process. The rate of chemical reaction was analyzed quantitatively by DTA and the activation energies were obtained. Furthermore, this method was used to obtain the activation energy for the crystallization of glass, assuming that the process of crystallization is a first order reaction (Matusita & Sakka, 1981). DSC measurements are useful in obtaining kinetic parameters related to the glass crystallization process especially in non-isothermal method due to the rapidity of this thermoanalytical technique (Araújo & Idalgo, 2009; Cheng et al., 2007).

3.2 Thermal analysis methods

3.2.1 Isothermal method

In the isothermal method, kinetic parameters of amorphous materials crystallization are obtained by monitoring the shift in the crystallization peak as a function of time (Prasad & Varma, 2005). Crystallization peak temperatures, $T_p$, and crystallized volume fractions, $x$, are determined from the thermal analysis curves with respect to time in isothermal method.

In isothermal analysis, the volume fraction crystallized, $x$, at any time $t$ is given as $x = S_t / S$ where $S$ is the total area of the exothermic peak between the time $t_i$ at which the crystallization begins and the time $t_f$ at which the crystallization is completed. $S_t$ is the area between $t_i$ and $t$ (see Fig. 13) (Ray et al., 1991).

![Fig. 13. Computation of the volume fraction crystallized, $x$, in isothermal method (Prasad & Varma, 2005)](image)

Isothermal investigation of crystallization in amorphous materials can be described by the Johnson-Mehl-Avrami equation as given in Equation 55 (Araújo & Idalgo, 2009; Avrami, 1939, 1940; Çelikbilek et al., 2011; Prasad & Varma, 2005).

From the slopes of the linear fits to the experimental data from a plot of $\ln[-\ln(1-x)]$ versus $\ln t$, $k$ and $n$ values are calculated for different isothermal hold temperatures (see Fig. 14).
The activation energy can be evaluated by the Arrhenius-type equation (Araújo & Idalgo, 2009; Çelikbilek et al., 2011; Prasad & Varma, 2005):

\[
\ln (k) = \ln k_0 - \frac{E_A}{R}T
\]  

(56)

where \( k \) is the reaction rate constant, \( k_0 \) is the frequency factor, \( E_A \) is the activation energy, \( R \) is the gas constant. The activation energy for several isothermal temperatures is calculated from the slopes of the linear fits to the experimental data from a plot of \( \ln k \) versus \( 1/T \) (see Fig. 15).
In crystallization kinetic studies, as-cast (non-nucleated) and pre-nucleated samples can be used to recognize the effect of increasing and constant number of nuclei on the crystallization mechanism, respectively (Çelikbilek et al., 2011; Prasad & Varma, 2005). For the as-cast (non-nucleated) samples, when the nucleation takes place during thermal analysis, the number of nuclei of the as-cast sample is proportional to the heating rate. For the pre-nucleated samples, the number of nuclei of the pre-nucleated sample does not depend on the heating rate (Çelikbilek et al., 2011).

Crystallization mechanism of amorphous materials can be detected regarding to the following approaches; when the nucleation rate is zero during the thermal analysis experiment, \( n = m \), when nucleation takes place during thermal analysis, \( n = m + 1 \) and when surface crystallization is the predominant mechanism, \( n = m = 1 \), where the parameters of \( n \) and \( m \) represent the values of the growth morphology depending on the crystallization mechanism (Çelikbilek et al., 2011; Matusita & Sakka, 1981; Prasad & Varma, 2005). As seen in Table 1, different crystallization mechanisms appear for different numerical factors, such as rod-like for one dimensional growth or surface crystallization \( (m = 1) \), disk-like for two-dimensional growth \( (m = 2) \) and spherical for three-dimensional growth \( (m = 3) \) (Çelikbilek et al., 2011; Matusita & Sakka, 1981; Matusita et al., 1984; Prasad & Varma, 2005; Ray et al. 1991).

| Crystallization mechanism                                      | \( n \) | \( m \) |
|---------------------------------------------------------------|--------|--------|
| *Three-dimensional growth of crystals*                        | 3      | 3      |
| *Two-dimensional growth of crystals*                           | 2      | 2      |
| *One-dimensional growth of crystals*                          | 1      | 1      |
| *Surface crystallization*                                     | 1      | 1      |

Table 1. Values of \( n \) and \( m \) for different crystallization mechanisms (Matusita & Sakka, 1981)

### 3.2.2 Non-isothermal method

Non-isothermal measurements offer some advantages if compared with isothermal studies. The kinetics of crystallization of several amorphous materials has been extensively obtained from thermal analysis techniques in isothermal mode. However, non-isothermal measurements, using a constant heating rate until the complete crystallization, are usually applied to study the devitrification on different glasses since the rapidity with which this thermoanalytical technique can be performed (Araújo & IdaIgo, 2009). In the non-isothermal method, crystallization peak temperatures, \( T_p \), and crystallized volume fractions, \( x \), are determined from the thermal analysis curves with respect to temperature. The volume fraction crystallized, \( x \), at any temperature \( T \) is given as \( x = S_T / S \), where \( S \) is the total area of the exothermic peak between the temperature, \( T_n \) at which the crystallization begins and the temperature, \( T_p \), at which the crystallization is completed and \( S_T \) is the partial area of the exothermic peak up to the temperature \( T \) (see Fig. 16) (Ray et al., 1991).
Some authors have applied the Johnson-Mehl-Avrami equation to the non-isothermal crystallization process, although it is not appropriate because the Johnson-Mehl-Avrami equation was derived for isothermal crystallization. Table 2 shows different approaches for the interpretation of the kinetic data obtained from thermal analysis measurements. The Kissinger equation was basically developed for studying the variation of the peak crystallization temperature with heating rate. According to Kissinger’s method, the transformation under non-isothermal condition is represented by a first-order reaction. Moreover, the concept of nucleation and growth has not been included in Kissinger equation. Matusita et al. have developed a method on the basis of the fact that crystallization does not advance by an nth-order reaction but by a nucleation and growth process. They emphasized that crystallization mechanisms such as bulk crystallization or surface crystallization should be taken into account for obtaining activation energy. In addition to activation energy, Matusita’s method provides information about the Avrami exponent and 

| Method                              | Approach                                                                 |
|-------------------------------------|--------------------------------------------------------------------------|
| Ozawa                               | \[\ln\left(\frac{\ln\left(1-x\right)}{-\ln\beta + \text{const}}\right) = n\] (Equation 57) |
| Kissinger modified by Matusita et al. | \[\ln\left(\frac{T_p^2}{\beta^n}\right) = \frac{mE_A}{RT_p} + \text{const} \] (Equation 58) |
| Ozawa modified by Matusita et al.    | \[\ln\beta = -1.052 - \frac{mE_A}{nRT_p} \cdot \left\{\ln\left[\frac{\ln\left(1-x\right)}{n}\right]\right\} + \text{const} \] (Equation 59) |
| Augis and Bennett                    | \[\ln\left(\frac{\beta}{T_p}\right) = -\frac{E_A}{RT_p} + \ln k_o \] (Equation 60) |
| Afify                               | \[\ln\left(\frac{\beta}{T_p^2}\right) = -\left(\frac{m}{n}\right) \left(\frac{E_A}{RT_p}\right) + \text{constant} \] (Equation 61) |
|                                     | \[\ln\beta = -\left(\frac{m}{n}\right) \left(\frac{E_A}{RT_p}\right) + \text{constant} \] (Equation 62) |

Table 2. Different methods for interpretation of non-isothermal kinetic data
dimensionality of growth. Augis and Bennett method is helpful in obtaining kinetic parameters such as frequency factor \((k_0)\), rate constant \((k)\) along with activation energy of crystallization and therefore preferred for the calculation of the kinetics over the other models (Deepika et al., 2009).

Ozawa and Kissinger plots are the most commonly used equations to calculate non-isothermal kinetic data, such as Avrami constant, \(n\) and crystallization activation energy, \(E_A\), respectively (Çelikbilek et al., 2011; Kissinger, 1956; Ozawa, 1971; Prasad & Varma, 2005).

In the non-isothermal method, the values of the Avrami parameter, \(n\), are determined from the Ozawa equation (Çelikbilek et al., 2011; Ozawa, 1971; Prasad & Varma, 2005):

\[
\ln [-\ln (1-x)] = -n \ln \beta + \text{const} \quad (57)
\]

where \(x\) is the crystallized volume fraction at \(T\) for the heating rate of \(\beta\). From the slopes of the linear fits to the experimental data from a plot of \(\ln [-\ln (1-x)]\) versus \(\ln \beta\), \(n\) values are calculated (see Fig. 17). Crystallization mechanism, \(m\), of the glass samples can be detected from Matusita et al.’s approach (Matusita & Sakka, 1981) as shown in Table 1.

![Fig. 17. Plot of \(\ln [-\ln (1-x)]\) against \(\ln \beta\) for determining the Avrami parameter, \(n\)](image)

The activation energy can be evaluated by the modified Kissinger equation by Matusita et al. (Araújo & Idalgo, 2009; Çelikbilek et al., 2011; Kissinger, 1956; Matusita & Sakka, 1981; Prasad & Varma, 2005):

\[
\ln \left(\frac{T_p^2}{\beta} \right) = \frac{m E_A}{RT_p} + \text{const} \quad (58)
\]

where \(T_p\) is the crystallization peak temperature for a given heating rate \(\beta\), \(E_A\) is the activation energy, \(R\) is the gas constant, \(n\) is the Avrami parameter and \(m\) is the numerical factor of crystallization mechanism. The activation energy is calculated from the slopes of the linear fits to the experimental data from a plot of \(\ln (T_p^2/ \beta^n)\) versus \(1/T_p\) (see Fig. 18).
Fig. 18. Plot of $\ln\left(\frac{T_p^2}{\beta^n}\right)$ against $\frac{1}{T_p}$ for determining the activation energy, $E_A$

There exist also different approaches for the interpretation of the activation energy in the literature, such as the modified Ozawa equation by Matusita et al. (Equation 59) (Matusita & Sakka, 1981):

$$\ln \beta = -1.052 \left( \frac{mE_A}{nRT_p} \right) \cdot \left\{ \frac{\ln \left[ \ln \left( 1-x \right) \right]}{n} \right\} + \text{const}$$

(59)

where $x$ is the crystallized volume fraction, $\beta$ is the heating rate, $T_p$ is the peak temperature, $E_A$ is the activation energy, $R$ is the gas constant, $n$ is the Avrami parameter and $m$ is the crystallization mechanism.

The activation energy of crystallization can also be determined by an approximation proposed by Augis and Bennett (Augis & Bennett, 1978). The relation used by them is of the form:

$$\ln \left( \frac{\beta}{T_p} \right) = -\frac{E_A}{RT_p} + \ln k_o$$

(60)

where, $k_o$ is the frequency factor and $R$ is gas constant. The plot of $\ln \left( \frac{\beta}{T_p} \right)$ against $\frac{1}{T_p}$ gives activation energy of crystallization ($E_A$).

This method has an extra advantage over the modified Ozawa method employed in the literature for the determination of activation energy of crystallization that the intercept of $\ln \left( \frac{\beta}{T_p} \right)$ against $1000/T_p$ gives the value of pre-exponential factor $k_o$ of Arrhenius equation (Eq. 56), which is defined as the number of attempts made by the nuclei per second to overcome the energy barrier. This also provides information for the calculation of number of nucleation sites, present in the material for crystal growth (Deepika et al., 2009).
The value of activation energy can also be calculated also by using the variation of $T_p$ with the heating rate $\beta$ for both crystallization phases (Afify, 1990; Afify et al., 1991). By using similar relations to Kissinger equation, the relations can be written in the form:

$$\ln \left( \frac{\beta}{T_p^2} \right) = - \left( \frac{m}{n} \right) \left( \frac{E_A}{RT_p} \right) + \text{const} \quad (61)$$

$$\ln(\beta) = - \left( \frac{m}{n} \right) \left( \frac{E_A}{RT_p} \right) + \text{const} \quad (62)$$

where, $R$ is gas constant, $T_p$ is the peak temperature, $n$ is the Avrami parameter and $m$ is the crystallization mechanism.

### 3.3 Crystallization kinetic studies in amorphous materials

Numerous studies exist on crystallization kinetics of amorphous materials, such as glasses (Araújo, & Idalgo, 2009; Araújo, 2009; Cheng, 2007; Çelikbilek, 2010; Çelikbilek, 2011; El-Mallawany, 1997; Idalgo, 2006; Jeong, 2007; Prasad & Varma 2005; Ray, C.S., Huang, W.H. & Day, 1991; Shaaban, 2009; Yukimitu, 2005), amorphous alloys (Abu El-Oyoun, 2009; Afify, 1990; Afify, 1991; Al-Ghamdi, 2010; Al-Ghamdi, 2011; Aly, 2009; Dahshan, 2010; Deepika, 2009; Elabbar, 2008; Huang, 2008; Mehta, 2004; Yahia, 2011, Zhang, 2008), amorphous thin films (Abdel-Wahaba, 2005; Bhargava, 2010; Chen & Wu, 1999; Hajiyev, 2009; Lei, 2010; Liu & Duh, 2007; Seeger & Ryder, 1994), amorphous nanomaterials (Ahmadi, 2011; Gridnev, 2008; Qin, 2004; Tomasz, 2010), etc. In this section, selected studies reported in the literature on crystallization kinetics of different types of amorphous materials were given to make the theory of kinetics more understandable for the reader.

#### 3.3.1 Glasses

Isothermal crystallization kinetic studies in the glass system $(100-x)$ LiBO$_2$-$x$Nb$_2$O$_5$ $(5 \leq x \leq 20$, in molar ratio) have been realized using differential thermal analyses by Prasad et al. (Prasad & Varma, 2005). The isothermal experiments were carried out by heating the samples to the desired temperature at a rate of 50 °C/min. After attaining the required temperature, the run was held for a period of about 30 seconds to reach the equilibrium. The temperature range of 527–547 °C with an interval of 5 °C was selected for isothermal experiments because the glass shows reasonable peak shapes in this range, which is recommended for accurate data analyses.

The crystallized fraction $x$ as a function of time at all the holding temperatures is shown in Fig. 19. It reveals that the time taken to complete the crystallization peak is indirectly proportional to the isothermal holding temperature. A typical isothermal DTA trace obtained at 537 °C (holding temperature) is shown in the inset of Fig. 19.

Plots of $\ln[-\ln(1-x)]$ against $\ln t$ are shown in Fig. 20. Values of Avrami exponent $n$ and the reaction rate constants $k$ were determined by least square fits of the experimental data. The average value of $n$ is 2.62. Since $n$ takes only integer values from 1 to 4, the $n$ (close to 3) value observed in the present study indicates the near three-dimensional growth of LiNbO$_3$ (see Table 1). The values of $\ln k$ are determined for all the temperatures from the plots of $\ln[-\ln(1-x)]$ against $\ln t$ (Fig. 20).
Fig. 19. The crystallized fraction $x$ as a function of isothermal time. Inset shows the isothermal differential thermal analyses trace obtained at 537 °C (Prasad & Varma, 2005).

A plot of $\ln k$ versus $1/T$ shown in Fig. 21 yielded the activation energy, $E_A$, to be 293 kJ/mol (Prasad & Varma, 2005).

Non-isothermal crystallization kinetics of the $(1-x)\text{TeO}_2-x\text{WO}_3$ (where $x=0.10, 0.15$ and $0.20$, in molar ratio) glass system was studied by Çelikbilek et al. and DSC curves of the as-cast (non-nucleated) sample recorded at different heating rates, $\beta$, are shown in Fig. 22. The $T$ value for the calculation of the volume fraction crystallized of $0.90\text{TeO}_2-0.10\text{WO}_3$ glass was determined at 420 °C (Çelikbilek et al., 2011).
Fig. 21. Plot of \( \ln k \) versus \( 1/T \) from which the values of crystallization activation energy are obtained (Prasad & Varma, 2005)

Fig. 22. DSC curves with heating rate \( \beta \) (5, 7.5, 10, 15, 20, 25, 30, 35 and 40 °C/min) for 0.90TeO\(_2\)–0.10WO\(_3\) sample (Çelikbilek et al., 2011)
The values of the Avrami parameter, $n$, were calculated from the linear fits to the experimental data based on the Ozawa equation (Equation 57), as shown in Fig. 23. The $n$ value was determined as 1.14 for 0.90TeO$_2$–0.10WO$_3$ glasses. On the basis of the determination about the non-integer value of the Avrami parameter, in this study the $n$ value was determined as 1, indicating the formation of surface crystallization during the crystallization process (see Table 1).

Fig. 23. The Ozawa plot for determining $n$ associated with the first exotherm of the 0.90TeO$_2$–0.10WO$_3$ sample (Çelikbilek et al., 2011)

Fig. 24. The Kissinger plots for determining $E_A$ associated with the first exotherm of the pre-nucleated 0.90TeO$_2$–0.10WO$_3$ sample (Çelikbilek et al., 2011)
Using the modified Kissinger equation (Equation 58), activation energy, $E_A$, for the first crystallization reaction of 0.90TeO$_2$–0.10WO$_3$ glass was determined from the linear fits of $\ln(T_p^2/\beta^n)$ versus $1/T_p$ plots, as shown in Fig. 24. The activation energy of the first exotherm was calculated as 379 kJ/mol. Comparing with this result, in another study realized by Çelikbilek et al., the $E_A$ value was determined as 372 kJ/mol by applying the modified Ozawa method from the slopes of the linear fits to the experimental data from a plot of $\ln \beta$ versus $1/T_p$ for 0.90TeO$_2$–0.10WO$_3$ sample.

To determine the crystallization mechanism of the glasses with fixed nuclei number, 0.90TeO$_2$–0.10WO$_3$ sample was pre-nucleated by heat-treating for 2 hours at 350 °C. The pre-nucleation temperature was determined by nucleating the as-cast glass sample for 2 hours at three different temperatures between $T_g$ and $T_p$. The nucleation temperature which corresponds to the maximum peak temperature was selected as the pre-nucleation temperature (350 °C) (Çelikbilek et al., 2011).

The value of the Avrami constant of 0.90TeO$_2$–0.10WO$_3$ glass pre-nucleated at 350 °C is shown in Fig. 25. The $n$ value of the pre-nucleated sample was calculated as 1 from the Ozawa equation (Equation 57) and while the number of nuclei do not depend on the heating rate for pre-nucleated samples, according to the approach $n = m$, the mechanism was determined as one-dimensional growth of the crystals (see Table 1). The $n$ value calculated for the as-cast 0.90TeO$_2$–0.10WO$_3$ glass was also calculated as 1, indicating the surface crystallization.

The activation energy, $E_A$, of the first crystallization reaction of pre-nucleated 0.90TeO$_2$–0.10WO$_3$ glass was calculated using the Kissinger equation, as shown in Fig. 26. The $E_A$ value of the pre-nucleated sample was determined as 382 kJ/mol, very close to the calculated $E_A$ value of the as-cast sample (379 kJ/mol) and from the obtained data it was concluded that constant or increasing number of nuclei does not have a significant effect on crystallization activation energy.

![Fig. 25. The Ozawa plot for determining $n$ associated with the first exotherm of the 0.90TeO$_2$–0.10WO$_3$ sample pre-nucleated at 350 °C for 2 hours (Çelikbilek et al., 2011)](image-url)
Fig. 26. The Kissinger plot for determining $E_A$ associated with the first exotherm of the 0.90TeO$_2$–0.10WO$_3$ sample pre-nucleated at 350 °C for 2 hours (Çelikbilek et al., 2011)

![Graph showing the Kissinger plot](image)

$y = 45.945x - 56.275$

$R^2 = 0.9741$

$E_A = 382$ kJ/mol

Fig. 27. SEM micrographs of the 0.90TeO$_2$–0.10WO$_3$ sample heat-treated at 410 °C (a) surface, (b) cross-section (Çelikbilek et al., 2011)

Fig. 27a-b represents the SEM micrographs taken from the surface and the cross-section of the 0.90TeO$_2$–0.10WO$_3$ sample heat-treated at 410 °C, above the first crystallization onset temperature, respectively. Fig. 27a exhibits the presence of dendritic leaf-like crystallites differently oriented on the surface. However, in the cross-sectional micrograph (see Fig. 27b), a typical amorphous structure without any crystallization on bulk structure can be clearly observed following the crystallites on the surface. Based on the SEM investigations, it was determined that the crystallites formed on the surface and did not diffuse into the bulk structure proving the surface crystallization mechanism (Çelikbilek et al., 2011).
3.3.2 Amorphous alloys

Non-isothermal crystallization kinetic investigation of $\text{Se}_{58}\text{Ge}_{42-x}\text{Pb}_x$ ($x = 9, 12$) alloy studied by Deepika et al. is given here as an example of the crystallization kinetics in amorphous alloys. In their study, glassy alloys of $\text{Se}_{58}\text{Ge}_{33}\text{Pb}_9$ and $\text{Se}_{58}\text{Ge}_{30}\text{Pb}_{12}$ were prepared by melt-quenching technique and after realizing thermal analyses, the samples were annealed at 633 and 643 K, which lie between the first and second crystallization, respectively. The activation energy of crystallization for the first and second crystallization stages of $\text{Se}_{58}\text{Ge}_{33}\text{Pb}_9$ and $\text{Se}_{58}\text{Ge}_{30}\text{Pb}_{12}$ glassy systems was derived using the approximation methods developed by the Kissinger (Equation 58), Matusita (Equation 59), Augis and Bennett (Equation 60). The values of activation energy of crystallization of as-prepared and annealed samples using different theoretical models are given in Table 3 (Deepika et al., 2009).

| Models applied          | Activation energy of crystallization (kJ/mol) | $\text{Se}_{58}\text{Ge}_{33}\text{Pb}_9$ | $\text{Se}_{58}\text{Ge}_{30}\text{Pb}_{12}$ |
|-------------------------|-----------------------------------------------|------------------------------------------|------------------------------------------|
|                         | Before annealing  | After annealing  | Before annealing  | After annealing  | After annealing  | Before annealing  | After annealing  | After annealing  |
|                         | I peak            | II peak          | I peak            | II peak          | I peak            | II peak          | I peak            | II peak          |
| Kissinger Model         | 167.06 ± 0.88     | 165.29 ± 0.45    | 147.46 ± 1.19     | 146.15 ± 2.03    | 139.71 ± 1.13     | 144.97 ± 0.88    | 171.46 ± 1.19     | 165.29 ± 0.45    |
| Augis–Bennett Method    | 155.65 ± 1.37     | 168.20 ± 2.27    | 66.35 ± 0.77      | 195.66 ± 0.53    | 186.43 ± 3.12     | 195.66 ± 0.53    | 195.66 ± 0.53    | 186.43 ± 3.12    |
| Matusita Model          | 330.34 ± 7.46     | 316.28 ± 2.0     | 237.58 ± 1.33     | 384.52 ± 3.79    | 412.39 ± 2.61     | 237.58 ± 1.33    | 412.39 ± 2.61     | 384.52 ± 3.79    |

Table 3. Activation energy of crystallization of as-prepared and annealed samples of $\text{Se}_{58}\text{Ge}_{33}\text{Pb}_9$ and $\text{Se}_{58}\text{Ge}_{30}\text{Pb}_{12}$ glassy systems using different theoretical models (Deepika et al., 2009)

From Table 3, it is observed that activation energy of crystallization decreases after annealing. This means that group of atoms in the glassy state requires less amount of energy to jump to crystalline state hence, making the sample less stable and more prone to crystallization. This is again an indication of the fact that annealing of glass leads it to a quicker crystallization. The crystallization mechanism of crystals decreases to one dimension from two and three dimensions after annealing, suggesting a decrease from bulk nucleation to surface nucleation in annealed samples.

It is also observed that activation energies of amorphous alloys calculated by means of the different theoretical models differ substantially from each other. This difference in the activation energy as calculated with the different models may be attributed to the different approximations used in the models.

3.3.3 Amorphous thin films

The crystallization kinetics in $\text{Ni}_{50.54}\text{Ti}_{49.46}$ film was studied by Liu et al. using differential scanning calorimetry through non-isothermal and isothermal techniques. $\text{Ni}_{50.54}\text{Ti}_{49.46}$ thin films were prepared by a mixed NiTi target using DC magnetron sputtering. The NiTi thin film was deposited on Si wafer and the substrate was unheated to achieve the amorphous structure. For non-isothermal analyses, a set of DSC scans was recorded at heating rates ranging from 5 to 50 °C/min. For isothermal analyses, the amorphous samples were first heated to a fixed temperature with 250 °C/min (between 793 and 823 K), and then held for a certain period of time until fully crystalline state was achieved.
The activation energy for crystallization was determined to be 411 and 315 kJ/mol by Kissinger (Equation 58) and Augis & Bennett (Equation 60) method, respectively (Fig. 28a-b) (Liu & Duh, 2007). Comparing with this study, previous works on near equiatomic NiTi films showed that the activation energy was 370–419 kJ/mol (Chen & Wu 1999; Seeger & Ryder, 1994).

Fig. 28. Plot of the (a) Kissinger and (b) Augis & Bennett equations for the crystallization in Ni$_{50.54}$Ti$_{49.46}$ thin films (Liu & Duh, 2007)

The isothermal crystallization kinetics of amorphous materials is described by the Johnson–Mehl–Avrami (JMA) equation. The Avrami exponent $n$ for different temperature ranges from 2.63 to 3.12 between 793 and 823 K (Fig. 29a), which indicates that the isothermal annealing was governed by diffusion-controlled three-dimensional growth for Ni$_{50.54}$Ti$_{49.46}$

Fig. 29. Plots of the (a) Avrami and (b) Arrhenius equations for the isothermal crystallization of Ni$_{50.54}$Ti$_{49.46}$ thin films (Liu & Duh, 2007)
thin films. The $E_A$ value was calculated from the Arrhenius equation and activation energy for crystallization was determined as 424 kJ/mol (Fig. 29b). This value is very similar to that from non-isothermal method as determined by the Kissinger analysis (411 kJ/mol). It is demonstrated that the crystallization on both non-isothermal and isothermal methods induces a similar phase transformation mechanism (Liu & Duh, 2007).

3.3.4 Amorphous nanomaterials

The nanocrystallization kinetics of Ni$_{45}$Ti$_{23}$Zr$_{15}$Si$_{5}$Pd$_{12}$ alloy has been investigated using differential scanning calorimetry by means of non-isothermal and isothermal techniques and the products of crystallization have been analyzed by transmission electron microscopy and X-ray diffraction. The bulk amorphous alloy has been prepared by copper mold casting. In the non-isothermal experiments, a set of DSC scans were obtained at a heating rate ranging from 10 to 40 K/min. For the isothermal analysis, the amorphous samples were first heated to a fixed temperature between 820 and 835 K at a rate of 200 K/min, then maintained for a certain period of time until the completion of exothermic process (Qin, 2004).

By using the values of glass transition, $T_g$, crystallization onset, $T_x$, and crystallization peak, $T_p$, temperatures a Kissinger plot yields approximate straight lines as shown in Fig. 30. From
the slopes of these lines the activation energies were determined as 373, 448 and 435 kJ/mol for $T_g$, $T_x$, $T_p$, respectively. The apparent activation energy $E_x$ deduced from the Kissinger equation for onset crystallization is higher than that for crystallization peak, meaning that nucleation process is more difficult than growth (Qin, 2004).

The bright field TEM image and a corresponding selected area diffraction pattern (SADP) of the bulk specimen after annealing at 840 K for 900 seconds are shown in Fig. 31. The bright field image shows crystalline nanoparticles embedded in the amorphous matrix. The SADP consists of several ring patterns superimposed on a diffuse halo patterns, also indicating a mixture of nanocrystalline and residual amorphous phase. All the continuous rings can be analyzed into the ordered bcc structure phase with lattice parameter little larger than that of NiTi, which is in agreement with the realized XRD results (Qin, 2004).

![Fig. 31. Bright-field TEM image (a) and selected-area electron diffraction pattern, (b) of the Ni$_{45}$Ti$_{25}$Zr$_{15}$Si$_5$Pd$_{12}$ bulk amorphous alloy annealed for 900 seconds at 840K (Qin, 2004)](image)

**4. Conclusion**

In conclusion, crystallization of an amorphous material is a complex phenomenon involving nucleation and growth processes and it can be investigated by taking into account the structure and the kinetics of the crystallization reaction. Crystallization kinetics is crucial since it studies the effect of nucleation and growth rate of the resulting crystalline phase.
Therefore, this chapter covers the investigation of the crystallization kinetics of amorphous materials by studying the crystallization mechanism in terms of isothermal and non-isothermal methods and describing different thermal analysis techniques used in crystallization kinetic studies and explaining the structural characterization techniques used to determine the crystallization mechanism.
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