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1 Introduction

Rank-metric codes are $q$-analogues of classical codes with Hamming metric. These codes were introduced independently by Delsarte [6] in 1978 and Gabidulin [11] in 1985 from a combinatorial point of view. Their application to crisscross error correction was obtained by Roth [34] in 1991. Where cryptography is concerned, Gabidulin, Paramonov and Tretjakov proposed the GPT cryptosystem in [10], which is a modification of the McEliece cryptosystem [23], by replacing the binary Goppa codes with rank-metric codes. In 2008, Silva, Köetter and Kschischang adapted rank-metric codes for error-correction in random network coding [39].

For a prime power $q$ and positive integers $m,n$, Delsarte introduced a rank-metric code as a $\mathbb{F}_q$-subspace of the matrix space $\mathbb{F}_q^{m \times n}$, while Gabidulin considered it as a $\mathbb{F}_q^m$-linear subspace of $\mathbb{F}_q^n$. By fixing an $\mathbb{F}_q$-basis of $\mathbb{F}_q^m$, it is easy to see that these two representations are equivalent as a vector in $\mathbb{F}_q^n$ can be represented as an $m \times n$ matrix over $\mathbb{F}_q$. The rank distance of two codewords is the usual matrix rank of their difference for Delsarte rank-metric codes or difference of their matrix representations for Gabidulin rank-metric codes. The minimum of rank distances between any two distinct codewords is called minimum rank distance of the code. For Gabidulin rank-metric codes it is proved in [6] that the maximum possible dimension of such a code with minimum rank distance $d$ is $n - k + 1$ and the codes attaining this bound is called maximum rank distance (MRD) codes. The first known class of MRD codes over finite fields for any admissible parameters was independently constructed by Delsarte [6], Gabidulin [11], and Roth [34]. Although the first construction was given by Delsarte, these codes are known as Gabidulin codes in the literature. These codes can be expressed using $q$-polynomials or linearized polynomials, which was introduced and studied by Ore [30, 29]. There are cryptosystems, other than GPT, which partially use Gabidulin codes [1, 2]. But there are several constructions of non-Gabidulin MRD codes also, for example, see [14, 15, 31, 36, 38]. In fact, it is theoretically proved in [26] that there exist non-Gabidulin MRD codes when the field size is large enough.

More recently, Augot et al. have extended the notion of rank metric to arbitrary field extensions, possibly of characteristic zero in [4]. They have used $\theta$-polynomials [30] which generalizes linearized polynomials and named the codes as generalized Gabidulin codes. In [4], the authors studied particularly the generalized Gabidulin codes over integer rings and their quotient fields. They proved that the reduction of these codes over finite fields gives back the original Gabidulin codes over finite fields. On the other hand, in [32] Overbeck proved that the GPT cryptosystem (and its variants) is in-
secure due to the algebraic structure of the (Gabidulin) codes. Therefore, it is natural to ask whether there exists generalized Gabidulin code whose reduction over finite fields is an MRD code which is not equivalent to any generalized twisted Gabidulin code. We answer this question affirmatively.

We give a particular construction (Proposition 24) of generalized Gabidulin codes over $\mathbb{F}_{q^m}(x)$, i.e., rational function fields in one variable over finite fields by considering a suitable class of automorphisms of $\mathbb{F}_{q^m}(x)$ and then considering the extension $\mathbb{F}_{q^m}(x)/K$ where $K$ is the subfield of $\mathbb{F}_{q^m}(x)$ fixed under one such automorphism (Proposition 17 and Theorem 20). We also give constructions of a large class of MRD codes over finite fields (Theorem 29) which are not equivalent to the generalized twisted Gabidulin codes introduced in [36]. We obtain these codes by reducing the MRD codes over rational function fields modulo an irreducible polynomial of some preferred degree (Theorem 26).

Another application of the newly constructed MRD codes over rational functions that we discuss in this paper is the construction of Ferrers diagram rank-metric codes. In [39], Silva et al. introduced a method of constructing subspace codes by lifting linear matrix rank-metric codes in $\mathbb{F}_{q}^{m \times n}$. But even MRD codes may not give subspace codes of largest possible size after lifting. To improve the result Etzion and Silberstein proposed a multilevel approach in [9] using Ferrers diagram rank-metric codes. Such codes consist of matrices having zeroes at certain fixed positions determined by the Ferrers diagram (see Definition 32). In the same paper, the authors have formulated a bound on the dimension of Ferrers diagram rank-metric codes and the codes attaining that bound are called optimal. In order to get a subspace code with size as large as possible, we can use optimal Ferrers diagram rank-metric codes. It is also conjectured in [9] that optimal Ferrers diagram rank-metric codes exist for any set of parameters. Several constructions of optimal Ferrers diagram rank-metric codes can be found in [3, 8, 9, 16, 40], still there are many Ferrers diagrams for which no construction is known for optimal codes. In this paper, we show how some subcodes of the MRD codes over rational function fields provide optimal rank-metric codes for some Ferrers diagrams (Theorem 38 and Proposition 42).

The previously mentioned network coding is called one-shot network coding as they use the network channel only once. When the network channel is used multiple times, it is called multishot network coding. For this type of network coding, the sum rank-metric codes were proposed in [18, 20, 22, 19, 28]. These codes can also be used in space time coding [7] and in distributed storage [19]. In the Appendix, we provide a new way of constructing the maximum sum rank distance (MSRD) codes of [22] by using our construction of MRD codes over rational function fields (cf. Definition
The paper is organized as follows. In the next section, we collect some preliminaries about rank-metric codes over finite fields. In Section 3 we recall the definitions and basic notions regarding the generalized Gabidulin codes over arbitrary algebraic extensions from [4] and we give a characterization of MRD codes over arbitrary fields. In Section 4, we define a class of automorphisms for the rational function fields with finite characteristic and study the extension over the fixed field under such an automorphism. Using these automorphisms, we construct generalized Gabidulin codes over rational functions in Section 5 and show when their reduction over finite fields gives MRD codes which are not equivalent to the generalized twisted Gabidulin codes. Section 6 deals with constructions of optimal Ferrers diagram rank-metric codes based on the MRD codes over rational functions. In the appendix, we show an alternative way of constructing the linearized Reed-Solomon codes of [22], a class of MSRD codes, using the automorphisms of rational functions.

2 Preliminaries

Throughout, \( F_{q^m} \) denotes the finite extension of degree \( m \) over the finite field \( F_q \) for some prime power \( q \) and positive integer \( m \). For positive integers \( m, n \) and a field \( F \), we use \( F^{m \times n} \) to denote the space of all \( (m \times n) \) matrices with entries in \( F \). Given any \( c_1, \ldots, c_n \in F_{q^m} \), we denote by \( \langle c_1, \ldots, c_n \rangle_{F_q} \) the \( F_q \)-linear subspace of \( F_{q^m} \) generated by \( c_1, \ldots, c_n \).

The following definition of rank-metric codes is by Gabidulin [11] which is essentially the same as the definitions by Delsarte [6] and Roth [34].

**Definition 1.** For a positive integer \( n \), the rank of an element \( \mathbf{c} = (c_1, \ldots, c_n) \) in \( F_{q^m}^n \) is defined by

\[
\operatorname{rank}(\mathbf{c}) := \dim \langle c_1, \ldots, c_n \rangle_{F_q}.
\]

The rank function induces a metric \( d_r \), called rank metric, on \( F_{q^m}^n \) where

\[
d_r(\mathbf{c}, \mathbf{c}') := \operatorname{rank}(\mathbf{c} - \mathbf{c}') \text{ for } \mathbf{c}, \mathbf{c}' \text{ in } F_{q^m}^n.
\]

A (linear) rank-metric code \( C \) over the finite extension \( F_{q^m}/F_q \) of length \( n \) and dimension \( k \) is an \( F_{q^m} \)-subspace of \( F_{q^m}^n \) of dimension \( k \) endowed with the induced rank metric \( d_r \). If \( d = \min\{\operatorname{rank}(\mathbf{c}) : \mathbf{c} \in C \setminus \{\mathbf{0}\}\} \), then we call \( C \) an \( [n, k, d]_{F_{q^m}/F_q} \)-rank-metric code.

When there is no ambiguity about the fields, we use the notation \( [n, k, d] \) to denote a rank-metric code of length \( n \) with dimension \( k \) and minimum rank distance \( d \).
Analogous to the classical case, rank-metric codes satisfy the following Singleton-like bound.

Proposition 2. [6] Let $C$ be a $[n, k, d]$-linear rank-metric code over $\mathbb{F}_{q^m}/\mathbb{F}_q$, then $d \leq n - k + 1$.

Codes attaining the Singleton bound are called maximum rank distance (MRD) codes. The very first construction of MRD codes over finite fields for any admissible parameters was independently given by Delsarte [6], Gabidulin [11], and Roth [34]. These MRD codes are widely known as Gabidulin codes and are defined as follows.

**Definition 3.** Let $m, n$ and $k$ be positive integers such that $k \leq n \leq m$. Suppose $a = (a_1, \ldots, a_n) \in \mathbb{F}_{q^m}$ is such that the $a_i$’s are $\mathbb{F}_q$-linearly independent. Then the Gabidulin code over $\mathbb{F}_{q^m}/\mathbb{F}_q$ of length $n$ and dimension $k$ is defined as the code with $G$ as a generator matrix, where

$$G = \begin{pmatrix}
a_1 & a_2 & \cdots & a_n \\
a_1^q & a_2^q & \cdots & a_n^q \\
\vdots & \vdots & & \vdots \\
a_1^{q^{k-1}} & a_2^{q^{k-1}} & \cdots & a_n^{q^{k-1}}
\end{pmatrix}.$$ 

These codes can be alternatively represented as $q$-polynomials or linearized polynomials over $\mathbb{F}_{q^m}$. Here we briefly review the correspondence of the two representations.

**Definition 4.** A linearized polynomial over $\mathbb{F}_{q^m}$ is of the form $\sum_i f_i X^{q^i}$ where $f_i \in \mathbb{F}_{q^m}$ and only finitely many $f_i$’s are nonzero. The $q$-degree of this linearized polynomial is the largest $i$ such that $f_i$ is nonzero. By convention, $q$-degree of the zero polynomial is assumed to be $-\infty$.

We use $\mathcal{L}_k[X]$ to denote the set of all linearized polynomial over $\mathbb{F}_{q^m}$ of $q$-degree at most $k - 1$, i.e.,

$$\mathcal{L}_k[X] := \{ f_0 X + f_1 X^q + \cdots + f_{k-1} X^{q^{k-1}} : f_i \in \mathbb{F}_{q^m} \}.$$ 

For the theory of linearized polynomials, one can refer [30, 29] by Ore.

Now it is clear that the Gabidulin code $G_k(a) := \{(f(a_1), \ldots, f(a_n)) : f(X) \in \mathcal{L}_k[X]\}$.

These codes were further generalized in [15] by replacing $x^q$ with $x^{q^s}$ where $s$ is an integer such that $\gcd(m, s) = 1$. In this case, the codes are called generalized Gabidulin codes. These codes admit fast decoding algorithm [11]. In [36], Sheekey gives a new family of linear MRD codes which strictly contains the already known classes of MRD codes, i.e. (generalized) Gabidulin codes.
These codes are known as twisted Gabidulin codes. Sheekey’s construction [36] is a generalization of the construction of Otal et al. in [31].

Let \( k \leq n \leq m \) be integers. Then for \( \eta \in \mathbb{F}_q^m \), consider the following set of linearized polynomials over \( \mathbb{F}_q^m \):

\[
\mathcal{L}_k[X; \eta, h] = \{ f_0 x + f_1 x^q + \ldots + f_{k-1} x^{q^{k-1}} + \eta f_0^h x^{q^k} : f_i \in \mathbb{F}_q \}.
\]

Originally, twisted Gabidulin codes were defined as linearized polynomials \( \mathcal{L}_k[X; \eta, h] \). When seen as \( \mathbb{F}_q \)-linear operators of \( \mathbb{F}_q^m \), they define matrix rank-metric codes in \( \mathbb{F}_q^m \times \mathbb{F}_q^n \) of dimension \( mk \). Note that \( \mathcal{L}_k[X; \eta, h] \) is \( \mathbb{F}_q \)-linear space if and only if \( h = 0 \). In the following definition, we consider only those twisted Gabidulin codes which are \( \mathbb{F}_q \)-linear.

**Definition 5.** Let \( \mathbb{F}_q^m/\mathbb{F}_q \) be a finite field extension of degree \( m \) and let \( m, n, k \) be positive integers such that \( k \leq n \leq m \). Let \( \eta \in \mathbb{F}_q^m \) such that \( N(\eta) \neq (-1)^{nk} \). Let \( a_1, \ldots, a_n \) are \( \mathbb{F}_q \)-linear independent elements of \( \mathbb{F}_q^m \). Then the twisted Gabidulin code over \( \mathbb{F}_q^m/\mathbb{F}_q \) of length \( n \) and dimension \( k \) is defined as

\[
\mathcal{H}_k(\eta, h = 0) := \{ (f(a_1), \ldots, f(a_n)) : f(X) \in \mathcal{L}_k[X; \eta, h = 0] \}.
\]

Twisted Gabidulin codes are generalizations of the Gabidulin codes in the sense that we get back the later when \( \eta = 0 \). Similar to Gabidulin codes, the codes in Definition 5 can also be generalized by replacing the Frobenius map \( x \mapsto x^q \) with an automorphism \( x \mapsto x^{q^s} \) [36]. These codes, known as generalized twisted Gabidulin codes, were studied in [17].

There are also several constructions of rank-metric codes which are not MRD, see for example [27]. A survey on rank-metric codes over finite fields can be found in [37].

Next we recall a characterization of generalized twisted Gabidulin codes that will be used later.

**Proposition 6** ([12, 14]). Let \( \mathcal{C} \subseteq \mathbb{F}_q^m \) be a linear MRD code of dimension \( k < n \). If \( \mathcal{C} \) is a generalized twisted Gabidulin code, then \( \dim_{\mathbb{F}_q^m} \mathcal{C} \cap \mathcal{C}^{q^s} \geq k-2 \) for some integer \( s \) with \( \gcd(m, s) = 1 \), where

\[
\mathcal{C}^{q^s} = \{(c_1^{q^s}, \ldots, c_n^{q^s}) : (c_1, \ldots, c_n) \in \mathcal{C}\}.
\]

Proposition 6 only provides a necessary condition for an MRD code to be a generalized twisted Gabidulin code. However, when the dimension \( \dim \mathcal{C} \cap \mathcal{C}^{q^s} \) is equal to \( k-1 \) then the converse is also true for generalized Gabidulin codes [14, Theorem 4.8].

There are different notions of equivalence of rank-metric codes [5, 24]. Here we consider the one from [24] based on \( \mathbb{F}_q^m \)-linear isometries.
Definition 7. Two linear rank-metric codes $C_1$ and $C_2$ of length $n$ over $\mathbb{F}_{q^m}/\mathbb{F}_q$ are equivalent if there exist $\alpha \in \mathbb{F}_{q^m}^\times$ and an invertible matrix $M \in \mathbb{F}_q^{n \times n}$ such that $C_1 = \alpha C_2 M$, where

$$\alpha C_2 M := \{(\alpha c_1, \ldots, \alpha c_n) M : (c_1, \ldots, c_n) \in C_2\}.$$

The above definition implies that any code equivalent to a generalized twisted Gabidulin code is also a generalized twisted Gabidulin code.

3 Generalization of rank metric over arbitrary fields

Throughout this section, $\mathbb{F}, \mathbb{E}$ denote arbitrary fields such that $\mathbb{F} \hookrightarrow \mathbb{E}$ is an extension of finite degree $m$. We use $\text{Aut}_E(\mathbb{F})$ to denote the group of automorphisms of $\mathbb{F}$ fixing $\mathbb{E}$.

We recall the notion of rank metric for arbitrary algebraic extension as introduced in [35] and further in [4]. Among the four equivalent definitions (see, [4, Definition 8]), we record the one which is compatible with the finite fields case.

Definition 8. Let $n, m$ be positive integers and $\mathbb{F}/\mathbb{E}$ be an extension of degree $m$. For an element $x = (x_1, \ldots, x_n) \in \mathbb{F}^n$, its rank, denoted as $\text{rank}(x)$, is equal to the dimension of the $\mathbb{E}$-subspace of $\mathbb{F}$ generated by $x_i$'s. The rank function induces a metric $d_r$, called rank metric on $\mathbb{F}^n$ where $d_r(x, y) := \text{rank}(x - y)$ for $x, y \in \mathbb{F}^n$.

A rank-metric code $C$ over the finite extension $\mathbb{F}/\mathbb{E}$ of length $n$ and dimension $k$ is a $k$-dimensional $\mathbb{F}$-subspace of $\mathbb{F}^n$ endowed with the rank metric $d_r$. If $d = \min\{\text{rank}(c) : c \in C \setminus \{0\}\}$ we call $C$ to be an $[n, k, d]$-linear rank-metric code over $\mathbb{F}/\mathbb{E}$.

In [4], it is proved that the $[n, k, d]$ rank-metric codes over arbitrary algebraic extensions also satisfy the Singleton bound $d \leq n - k + 1$ similar to the case of finite fields. If equality holds, then the codes are called MRD codes.

The next result provides a necessary and sufficient condition for a rank-metric code to attain the Singleton bound. This is an extension of the finite fields case as proved in [14].

Theorem 9. Let $\mathbb{E} \hookrightarrow \mathbb{F}$ be a finite extension of arbitrary fields such that $[\mathbb{F}: \mathbb{E}] = m$. Let $k \leq n \leq m$ and let $G \in \mathbb{F}^{k \times n}$ be a generator matrix of an $[n, k]$-rank-metric code $C$ over $\mathbb{F}/\mathbb{E}$. Then $C$ is an MRD code if and only if $GM$ is invertible for any $M \in \mathbb{E}^{n \times k}$ of rank $k$. 

7
Proof. Suppose $C$ is an MRD code and let $M \in \mathbb{E}^{n \times k}$ of rank $k$ be such that $GM$ is not invertible. So there is $x \in \mathbb{F}^k \setminus \{0\}$ such that $xGM = 0$. Now the rank of the codeword $c = xG$ of $C$ is equal to the rank of $\phi_e$ as an $\mathbb{E}$-linear map $\phi_e : \mathbb{E}^n \rightarrow \mathbb{F}$ defined as dot product with $c$. Thus rank-nullity theorem implies that $\text{rank}(c)$ is at most $n - k$, which contradicts our assumption of $C$ being MRD. This shows that $GM$ is invertible for any $M \in \mathbb{E}^{n \times k}$ of rank $k$.

Conversely, let $GM$ be invertible for any matrix $M \in \mathbb{E}^{n \times k}$ of rank $k$. Suppose $\text{rank}(xG) \leq n - k$ for some $x \in \mathbb{F}^k \setminus \{0\}$. Without loss of generality, we suppose that $xG = (c_1, \ldots, c_{n-k}, \ldots, c_n)$ where the $c_i$'s are $\mathbb{E}$-linear combinations of $(c_1, \ldots, c_{n-k})$ for $n - k < i \leq n$. Then consider $A$ to be the $((n - k) \times k)$-matrix whose $i$-th column is a coefficient matrix of $c_i$ when written as linear combination of $\{c_1, \ldots, c_{n-k}\}$. But then for the matrix $M = \begin{bmatrix} A \\ -I_k \end{bmatrix}$ of rank $k$ we have $xGM = 0$. This contradicts the injectivity of $GM$ and it completes the proof. ■

In [4], the authors have introduced $\phi$-polynomials for $\phi \in \text{Aut}_{\mathbb{E}}(\mathbb{F})$ to extend the generalized Gabidulin codes over arbitrary fields.

**Definition 10.** [4, Definition 1] A $\phi$-polynomial over $\mathbb{F}$ is a finite sum of the form $\sum_{i \geq 0} f_i X^i$, $f_i \in \mathbb{F}$. The largest integer $i$ such that $f_i \neq 0$ is called the $\phi$-degree of the polynomial. By convention, the degree of the zero polynomial is $-\infty$.

We denote the set of $\phi$-polynomials by $\mathcal{L}[X; \phi]$ and the subset of $\phi$-polynomials of $\phi$-degree at most $k - 1$ by $\mathcal{L}_k[X; \phi]$.

The set $\mathcal{L}[X; \phi]$ is a non-commutative algebra over $\mathbb{F}$ with component-wise addition and the symbolic product:

$$\sum_i f_i X^i \cdot \sum_i g_i X^i = \phi^i(g_j)X^{i+j}.$$ 

There is a well-known bijection between the set of linearized polynomials over $\mathbb{F}_{q^m}$ and the set of $\mathbb{F}_{q^m}$-linear operators of $\mathbb{F}_{q^m}$. Similarly, we can consider $\phi$-polynomials over $\mathbb{F}$ as an $\mathbb{E}$-linear operator of $\mathbb{F}$ as follows;

$$L(X) = \sum_i f_i X^i \mapsto L_{\phi} = \sum_i f_i \phi^i : a \mapsto \sum_i f_i \phi^i(a).$$

To construct linear MRD codes over the extension $\mathbb{F}/\mathbb{E}$ we consider the following matrix.
Definition 11. Let $\phi \in \text{Aut}_E(\mathbb{F})$ and let $\mathbf{a} = \{a_1, \ldots, a_n\}$ be a set of $n$ distinct elements of $\mathbb{F}$. The $n$-th order Moore matrix with respect to $\phi$ and $\mathbf{a}$ is

$$W_n(\mathbf{a}, \phi) := \begin{pmatrix} a_1 & a_2 & \cdots & a_n \\ \phi(a_1) & \phi(a_2) & \cdots & \phi(a_n) \\ \vdots & \vdots & \ddots & \vdots \\ \phi^{n-1}(a_1) & \phi^{n-1}(a_2) & \cdots & \phi^{n-1}(a_n) \end{pmatrix}.$$ \[
\]

The following result shows the relation between the Moore matrix and the $E$-linear independence of $a_1, \ldots, a_n$.

Proposition 12. \cite[Theorem 4]{4} Let $\mathbb{F}/E$ be a field extension and $\phi \in \text{Aut}_E(\mathbb{F})$ with $E$ being the fixed field of $\phi$. Let $\mathbf{a} = \{a_1, \ldots, a_n\}$ be a set of $n$ distinct elements of $\mathbb{F}$. Then the $a_i$’s are linearly independent over $E$ if and only if the Moore matrix $W_n(\mathbf{a}, \phi)$ is invertible.

As a corollary we get the following result.

Corollary 13. Let $\mathbb{F}/E$ be a field extension and $\phi \in \text{Aut}_E(\mathbb{F})$ with $E$ being its fixed field. If $L_{\phi} \in \mathcal{L}[X; \phi]$ be a non-zero $E$-linear operator of degree $k$, then the nullity of $L_{\phi}$ is at most $k$.

Proof. If kernel of $L_{\phi} = \sum_{i=0}^{k} h_i \phi^i$ has dimension strictly greater than $k$, then there exists a set of $E$-linearly independent elements $\mathbf{a} = \{a_0, \ldots, a_k\}$ such that $(h_0, \ldots, h_k)W_{k+1}(\mathbf{a}, \phi) = \mathbf{0}$. But Proposition 12 implies that $W_{k+1}(\mathbf{a}, \phi)$ is invertible and thus all the $h_i$’s must be zero which contradicts with our assumption that $L_{\phi}$ is non-zero. \qed

For the construction of MRD codes we consider the following evaluation map: For $\mathbf{a} = \{a_1, \ldots, a_n\} \subseteq \mathbb{F}$,

$$\text{Ev}_\mathbf{a} : \mathcal{L}[X; \phi] \longrightarrow \mathbb{F}^n$$

$$L \longmapsto (L_{\phi}(a_1), \ldots, L_{\phi}(a_n)). \quad (1)$$

Theorem 14. Let $\mathbb{F}/E$ be an extension of degree $m$ and $k \leq n \leq m$ be positive integers. Assume that $\mathbf{a} = \{a_1, \ldots, a_n\}$ is a set $E$-linearly independent elements of $\mathbb{F}$. If $E$ is the fixed field of $\phi \in \text{Aut}_E(\mathbb{F})$, then $C := \text{Ev}_\mathbf{a}(\mathcal{L}[X; \phi]_k)$ is an $[n, k]$ MRD code over $\mathbb{F}/E$.

Proof. Since $a_i$’s are $E$-linearly independent, Corollary 13 implies that $\text{Ev}_\mathbf{a}$ is injective on $\mathcal{L}[X; \phi]_k$ and thus $C$ has dimension $k$. Corollary 13 also implies that, for any $L \in \mathcal{L}[X; \phi]_k$, $\text{rank}(L_{\phi}(a_1), \ldots, L_{\phi}(a_n))$, according to the Definition 8, is at least $n - k + 1$. Thus all the codewords of $C$ have rank weight at least $n - k + 1$. Therefore the Singleton bound indicates that $C$ has minimum rank distance $n - k + 1$. \qed
As mentioned in [4], the condition that $\mathbb{E}$ is the fixed field of $\phi \in \text{Aut}_E(\mathbb{F})$ is equivalent to the assumption that $\mathbb{E} \hookrightarrow \mathbb{F}$ is a cyclic Galois extension (by Artin’s Lemma) since $[\mathbb{F} : \mathbb{E}]$ is finite. Therefore the MRD codes in the above Theorem 14 are essentially the \textit{generalized Gabidulin codes} defined in [4, Definition 12] as follows.

**Definition 15.** [4, Definition 12] Let $\mathbb{F} / \mathbb{E}$ be a cyclic Galois extension of degree $m$ and $\text{Aut}_E(\mathbb{F}) = \langle \phi \rangle$. Let $k \leq n \leq m$ be integers and $\mathbf{a} = (a_1, \ldots, a_n) \in \mathbb{F}_{q^m}^n$ be a vector of $\mathbb{E}$-linearly independent elements. Then the generalized Gabidulin code over $\mathbb{F} / \mathbb{E}$ of length $n$ and dimension $k$ is defined as

$$ G_{\phi,k}(\mathbf{a}) := \{(f(a_1), \ldots, f(a_n)) : f(X) \in L_k[X; \phi]\}. $$

**Remark 16.** In [4], the property that the dimension of the kernel smaller than the degree of the operator in Corollary 13 is called “Hypothesis $H_{\dim}$”. It is proved in [4, Theorem 5] that Hypothesis $H_{\dim}$ is equivalent to the condition that $\mathbb{E}$ is the fixed field of $\phi \in \text{Aut}_E(\mathbb{F})$. Under this condition, i.e., $\mathbb{E}$ being the fixed field of $\phi$, all the four different rank metrics defined for arbitrary fields become equivalent (see [4, Proposition 5]).

In this paper we give a construction of generalized Gabidulin codes over fields of rational functions of finite characteristic. For that purpose, we define and study suitable automorphisms over the field of rational functions $\mathbb{F}_{q^m}(x)$ in the next section.

### 4 Automorphisms of rational functions

This section is independent of other sections, but the automorphisms of rational functions we define here plays a central role in all the constructions of linear rank-metric codes in the following sections. For the rest of this paper, for a finite field $\mathbb{F}$ we use $\mathbb{F}^\times$ to denote the multiplicative group of $\mathbb{F}$.

For any $\lambda \in \mathbb{F}_{q^m}^\times$, we define the following map on the ring $\mathbb{F}_{q^m}[x]$:

$$ \phi_{q,\lambda} : \mathbb{F}_{q^m}[x] \longrightarrow \mathbb{F}_{q^m}[x] $$

$$ \sum_{i=0}^{k} f_i x^i \longmapsto \sum_{i=0}^{k} f_i^q \lambda^i x^i. $$

**Proposition 17.** For any $\lambda \in \mathbb{F}_{q^m}^\times$, $\phi_{q,\lambda}$ defines a ring automorphism. Moreover, if the norm $N(\lambda)$ of $\lambda$ over $\mathbb{F}_{q^m}/\mathbb{F}_q$ has order $q-1$ in the multiplicative group $\mathbb{F}_q^\times$, then the set of elements of $\mathbb{F}_{q^m}[x]$ fixed by $\phi_{q,\lambda}$ is a ring $\mathcal{A}$, where

$$ \mathcal{A} = \left\{ \sum_{i=0}^{k} c_i \lambda^{-i} x^{(q-1)i} : c_i \in \mathbb{F}_q \right\}. $$
Proof. First we show that \( \phi_{q,\lambda} \) is a ring homomorphism. It is obvious that \( \phi_{q,\lambda}(1) = 1 \). Let \( f(x) = \sum_{i=0}^{k_1} f_i x^i \) and \( g(x) = \sum_{i=0}^{k_2} g_i x^i \).

\[
\phi_{q,\lambda}(f(x)g(x)) = \sum_{l=0}^{k_1+k_2} \left( \sum_{i+j=l} f_i^q g_j^q \right) \lambda^l x^l
\]

\[
= \sum_{l=0}^{k_1+k_2} \left( \sum_{i+j=l} f_i^q \lambda^i x^i \right) \left( \sum_{j=0}^{k_2} g_j^q \lambda^j x^j \right)
\]

\[
= \phi_{q,\lambda}(f(x)) \phi_{q,\lambda}(g(x)).
\]

It is also straightforward to show that

\[
\phi_{q,\lambda}(f(x) + g(x)) = \phi_{q,\lambda}(f(x)) + \phi_{q,\lambda}(g(x)).
\]

Thus \( \phi_{q,\lambda} \) is indeed a ring homomorphism. Now we show that \( \phi_{q,\lambda} \) is in fact an automorphism of \( \mathbb{F}_{q^m}[x] \). The map \( \phi_{q,\lambda} \) is an injection since \( \lambda \) is non-zero. To show surjectivity of \( \phi_{q,\lambda} \), take any element \( \sum_{i=0}^{k} f_i x^i \) in \( \mathbb{F}_{q^m}[x] \). Now from the definition of \( \phi_{q,\lambda} \) it is easy to see that

\[
\phi_{q,\lambda}\left( \sum_{i=0}^{k} f_i^{1/q} \lambda^{-i/q} x^i \right) = \sum_{i=0}^{k} f_i x^i.
\]

Therefore \( \phi_{q,\lambda} \) is indeed an automorphism.

It is well known that the set \( \mathcal{A} \) of elements in \( \mathbb{F}_{q^m}[x] \) fixed by \( \phi_{q,\lambda} \) forms a ring. Next we compute the ring \( \mathcal{A} \) for those \( \lambda \in \mathbb{F}_{q^m}^\times \) where \( N(\lambda) \) has order \( q - 1 \) in the multiplicative group \( \mathbb{F}_q^\times \). Suppose that \( \phi_{q,\lambda}\left( \sum_{i=0}^{k} f_i x^i \right) = \sum_{i=0}^{k} f_i x^i \). Then \( f_i^q \lambda^i = f_i \) for all \( i \), and therefore, \( f_i^{q-1} \lambda^i = 1 \) whenever \( f_i \neq 0 \). Raising both sides of the equation \( f_i^{q-1} \lambda^i = 1 \) to the power of \( \frac{q-1}{q-1} \), we get \( N(\lambda)^i = 1 \). Thus \( i = (q-1)s_i \), for some \( s_i \), as \( N(\lambda) \) has order \( q - 1 \). Therefore we can assume that \( f(x) = \sum_{j=0}^{l} f_j x^{(q-1)j} \). So \( f_j^{q-1} \lambda^{(q-1)j} = f_j \) and this implies \( f_j \lambda^j \in \mathbb{F}_q \). Thus \( f(x) = \sum_{j=0}^{l} (f_j \lambda^j) x^{(q-1)j} = \sum_{j=0}^{l} c_j \lambda^{-j} x^{(q-1)j} \) for some \( c_j \in \mathbb{F}_q \). Conversely, it is easy to check that the polynomials of the form \( \sum_{i=0}^{k} c_i x^{-i} \) with \( c_i \in \mathbb{F}_q \) are fixed by the automorphism \( \phi_{q,\lambda} \).
We call $\mathbb{A}$ to be the fixed ring of the automorphism $\phi_{q,\lambda}$. Notice that the computation of the fixed ring requires the property that $N(\lambda)$ has order $q - 1$ in $\mathbb{F}_q^\times$.

Next we give a characterization of all such $\lambda \in \mathbb{F}_{q^m}^\times$ such that its norm $N(\lambda)$ has order $q - 1$ based on their orders.

**Lemma 18.** For an element $\lambda \in \mathbb{F}_{q^m}^\times$, its norm $N(\lambda)$ over $\mathbb{F}_{q^m}/\mathbb{F}_q$ has order $q - 1$ in the multiplicative group $\mathbb{F}_q^\times$ if and only if the order of $\lambda$ in $\mathbb{F}_{q^m}^\times$ is $(q - 1)s$ for some $s \neq 1$ such that $s \mid q^{m-1} + q^{m-2} + \cdots + q + 1$ and $\gcd(q - 1, \frac{q^{m-1} + q^{m-2} + \cdots + 1}{s}) = 1$.

**Proof.** From the definition of norm, we have the following relation

\[
N(\lambda)^{q-1} = \lambda^{(q^{m-1} + q^{m-2} + \cdots + 1)(q-1)} = \lambda^{q^{m-1}}.
\]  

(4)

First we assume that $N(\lambda)$ has order $q - 1$ and prove the necessary part. Let the order of $\lambda$ be $r$. If $r \mid q^{m-1} + q^{m-2} + \cdots + 1$, then Equation (4) implies $N(\lambda) = 1$ which contradicts with $N(\lambda)$ having order $q - 1$. So $s \mid q^{m-1} + q^{m-2} + \cdots + 1$. Then it is clear that $s \mid q - 1$. Suppose $q^{m-1} + q^{m-2} + \cdots + 1 = rt$ for some integer $t \neq 1$. Then $N(\lambda)^{rt} = \lambda^{rt} = \lambda^t = 1$. Hence $r_2 = q - 1$ and $r = (q - 1)r_1$. Set $s = r_1$. So $s | q^{m-1} + q^{m-2} + \cdots + 1$. What is left to show in this part is that $\gcd(t, q - 1) = 1$ where $t = \frac{q^{m-1} + q^{m-2} + \cdots + 1}{s}$. Suppose $\gcd(t, q - 1) = d$ and $d \neq 1$. So $d \mid r$ as $r_2 = q - 1$. And this implies $r_1d \mid \gcd(q^{m-1} + q^{m-2} + \cdots + 1, r)$ leading to the contradiction of our assumption that $\gcd(q^{m-1} + q^{m-2} + \cdots + 1, r) = r_1$. So $\gcd(t, q - 1) = 1$ which proves the necessary part.

Conversely, suppose order of $\lambda = (q - 1)s$, $s$ satisfying the given properties. If $r$ is order of $N(\lambda)$, then $(q - 1)s \mid (q^{m-1} + q^{m-2} + \cdots + 1)r$ following Equation (4). This further implies that $(q - 1) \mid \frac{q^{m-1} + q^{m-2} + \cdots + 1}{s}r$. From the conditions on $s$, this implies $q - 1 \mid r$. Hence we get the desired result that $r = q - 1$. 

**Remark 19.** From the above lemma it is clear that the primitive elements in $\mathbb{F}_{q^m}^\times$ indeed have the property of their norm having order $q - 1$ in $\mathbb{F}_q^\times$. But certainly there can be more elements other than the primitive elements. As the multiplicative group of a finite field is cyclic, for any divisor $s$ of $q^{m-1} + q^{m-2} + \cdots + 1$, there is an element in $\mathbb{F}_{q^m}^\times$ of order $(q - 1)s$. Further, if we choose $s = \gcd(q - 1, q^{m-1} + \cdots + 1)$, then $s$ satisfies also the second condition in the statement of the above lemma. For $q = 2$, the result is trivially true in a sense norm of any element in $\mathbb{F}_{2^m}^\times$ has order 1.

The following theorem shows how $\phi_{q,\lambda}$ can be extended to the field of fractions $\mathbb{F}_{q^m}(x)$ of $\mathbb{F}_{q^m}[x]$ for any $\lambda$. Furthermore, the field of rational functions has polynomial basis over the fixed field under a given automorphism $\phi_{q,\lambda}$.
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Theorem 20. The automorphism \( \phi_{q,\lambda} \) extends naturally to the field \( \mathbb{F}_{q^m}(x) \) by \( \phi_{q,\lambda} \left( \frac{f(x)}{g(x)} \right) = \frac{\phi_{q,\lambda}(f(x))}{\phi_{q,\lambda}(g(x))} \). The set of elements of \( \mathbb{F}_{q^m}(x) \) fixed by \( \phi_{q,\lambda} \) forms a field \( \mathcal{K} \), where \( \mathcal{K} = \left\{ \frac{f(x)}{g(x)} : f(x) \in A, g(x) \in A \setminus \{0\} \right\} \). Moreover, \( \mathbb{F}_{q^m}(x)/\mathcal{K} \) is a finite extension of degree \( m(q-1) \) with basis

\[
\mathcal{B} = \left\{ a_i x^j : 1 \leq i \leq m, 0 \leq j \leq q-2 \right\},
\]

where \( \{a_1, \ldots, a_m\} \) is a basis of the extension \( \mathbb{F}_{q^m}/\mathbb{F}_q \).

Proof. We only give a proof of the last part of the theorem. The remaining parts follow immediately from the definitions.

First we prove that the degree of \( \mathbb{F}_{q^m}(x)/\mathcal{K} \) is \( m(q-1) \). We see that \( \mathcal{K} \) is the fraction field of \( A \) and thus \( \mathcal{K} = \mathbb{F}_q \left( \frac{x^{q-1}}{\lambda} \right) \). We have the inclusion of fields \( \mathbb{F}_{q^m}(x) \supset \mathbb{F}_{q^m} \left( \frac{x^{q-1}}{\lambda} \right) \supset \mathbb{F}_q \left( \frac{x^{q-1}}{\lambda} \right) \). Therefore

\[
\left[ \mathbb{F}_{q^m}(x) : \mathbb{F}_q \left( \frac{x^{q-1}}{\lambda} \right) \right] = \left[ \mathbb{F}_{q^m}(x) : \mathbb{F}_{q^m} \left( \frac{x^{q-1}}{\lambda} \right) \right] \left[ \mathbb{F}_{q^m} \left( \frac{x^{q-1}}{\lambda} \right) : \mathbb{F}_q \left( \frac{x^{q-1}}{\lambda} \right) \right].
\]

The first degree on the right hand side of the equation is \( q-1 \), since \( T^{q-1} - x^{q-1} \) is the minimal polynomial of \( x \) in \( \mathbb{F}_{q^m} \left( \frac{x^{q-1}}{\lambda} \right) \). It is easy to see that the second degree on the right hand side is \( m \). So \( [\mathbb{F}_{q^m}(x) : \mathcal{K}] = m(q-1) \).

Finally, let us show that

\[
\mathcal{B} = \left\{ a_i x^j : 1 \leq i \leq m, 0 \leq j \leq q-2 \right\},
\]

is linearly independent over \( \mathcal{K} \). For that, it is sufficient to prove that \( \mathcal{B} \) is linearly independent over \( A \).

Suppose that

\[
\sum_{j=0}^{q-2} \sum_{i=1}^{m} f_{i,j}(x) a_i x^j = 0,
\]

where \( f_{i,j}(x) = \sum_{l=0}^{k} c_{i,j}^l \lambda^{-l} x^{(q-1)l} \) for some \( c_{i,j}^l \in \mathbb{F}_q \).

Thus,

\[
\sum_{j=0}^{q-2} \sum_{i=1}^{m} \left( \sum_{l=0}^{k} c_{i,j}^l \lambda^{-l} x^{(q-1)l} \right) a_i x^j = 0.
\]

We get

\[
\sum_{j=0}^{q-2} \sum_{i=1}^{m} \sum_{l=0}^{k} c_{i,j}^l a_i \lambda^{-l} x^{(q-1)l+j} = 0.
\]

So,
\[
\sum_{j=0}^{q-2} \sum_{l=0}^{k} \left( \sum_{i=1}^{m} c_{i,j} a_i \lambda^{-l} \right) x^{(q-1)l+j} = 0.
\]

Since, \( j \leq q - 2 \), then all the \( x^{(q-1)l+j} \) are different when \( 0 \leq j \leq q - 2 \) and \( 0 \leq l \leq k \). Therefore, each coefficients of the polynomials are equal to zero i.e.,

\[
\sum_{i=1}^{m} c_{i,j} a_i \lambda^{-l} = 0, \quad 0 \leq j \leq q - 2, \quad 0 \leq l \leq k.
\]

Thus we have that \( \sum_{i=1}^{m} c_{i,j} a_i \lambda^{-l} = 0, \ c_{i,j} \in \mathbb{F}_q \), but we know that the \( a_i \)'s are linearly independent over \( \mathbb{F}_q \), therefore the \( c_{i,j} \)'s are all equal to zero so that \( f_{i,j}(x) = 0 \).

Therefore \( B \) is a basis of the extension \( \mathbb{F}_{q^m}(x)/\mathbb{K} \), since \( |B| = m(q-1) = [\mathbb{F}_{q^m}(x) : \mathbb{K}] \). ■

We end this section by a remark which explains the purpose of considering the particular form of automorphisms \( \phi_{q,\lambda} \) of \( \mathbb{F}_{q^m}(x) \).

**Remark 21.** The extension \( \mathbb{F}_{q^m}(x)/\mathbb{K} \) in the above theorem is a cyclic Galois extension. To see this, consider the cyclic group generated by \( \phi \) and set \( H = \langle \phi \rangle \). The order of \( H \) is finite as \( \phi^{m(q-1)}(x) = (N(\lambda))^{q-1}x = x \) and also \( |H| \leq [\mathbb{F}_{q^m}(x) : \mathbb{K}] \). As the fixed field under the finite automorphism group \( H \) of \( \mathbb{F}_{q^m}(x) \) is \( \mathbb{K} \), the algebraic field extension \( \mathbb{F}_{q^m}(x)/\mathbb{K} \) is in fact a Galois extension. We also have \( [\mathbb{F}_{q^m}(x) : \mathbb{K}] \leq |H| \) which follows from Artin’s lemma which states that for a finite group \( G \) of automorphisms of a field \( E \), if the fixed field of \( E \) under the automorphism group \( G \) is \( F \), then \( |E : F| \leq |G| \). Therefore, \( [\mathbb{F}_{q^m}(x) : \mathbb{K}] = |H| \) which implies that the field extension \( \mathbb{K} \hookrightarrow \mathbb{F}_{q^m}(x) \) is actually cyclic Galois extension with \( \phi \) being the generator of the Galois group. As we discussed in Section 3, this is the framework for constructing generalized Gabidulin codes over algebraic extensions of arbitrary fields of \( [4] \).

In the next section we construct the generalized Gabidulin codes over the cyclic Galois extension \( \mathbb{F}_{q^m}(x)/\mathbb{K} \) using the automorphisms \( \phi_{q,\lambda} \).

## 5 Constructions of maximal rank distance codes

We start this section by reviewing the construction of generalized Gabidulin codes of \( [4] \) as discussed in Section 3 for the particular case of our interest, i.e., the rational function fields of positive characteristic.
First we recall our choice of parameters. For the finite extension $\mathbb{F}_{q^m}/\mathbb{F}_q$ of degree $m$, let $\lambda \in \mathbb{F}_{q^m}$ such that $N(\lambda)$ of has order $q - 1$ in the multiplicative group $\mathbb{F}_q^\times$. We fix one such $\lambda$ and let $\phi = \phi_{q,\lambda}$, where $\phi_{q,\lambda}$ is the automorphism of $\mathbb{F}_{q^m}(x)$ as given in Theorem 20, i.e., $\phi(\sum_{i=0}^t f_i x^i) = \sum_{i=0}^t f_i^q \lambda^i x^i$ for any $\sum_{i=0}^t f_i x^i \in \mathbb{F}_{q^m}[x]$.

In Theorem 20, we also have seen that the fixed field $\mathbb{K}$ of $\phi$ is equal to $\mathbb{F}_q\left(\frac{x^{q-1}}{\lambda}\right)$ and $\mathbb{F}_{q^m}(x)/\mathbb{K}$ is a cyclic Galois extension of degree $m(q-1)$. Here we define the generalized Gabidulin codes over rational function fields.

**Definition 22.** Let $q$ be a prime power and $k, m, n$ be positive integers such that $n = m(q - 1)$ and $k \leq \min\{m, n\}$. Let $\lambda \in \mathbb{F}_q^\times$ such that $N(\lambda)$ has order $q - 1$ in the multiplicative group $\mathbb{F}_q^\times$. Also assume $\phi = \phi_{q,\lambda}$, where $\phi_{q,\lambda}$ is the automorphism of $\mathbb{F}_{q^m}(x)$ defined as $\phi(\sum_{i=0}^t f_i x^i) = \sum_{i=0}^t f_i^q \lambda^i x^i$ and let $\mathbb{K}$ be the fixed field of $\phi$. Then the generalized Gabidulin code over $\mathbb{F}_{q^m}(x)/\mathbb{K}$ of length $n$ and dimension $k$ is defined as

$$C_{\lambda,k}(B) := \{(L_\phi(\alpha_1), L_\phi(\alpha_2), \ldots, L_\phi(\alpha_{n+1})) : L_\phi \in \mathcal{L}(X; \phi|_k)\},$$

where $B = \{\alpha_1, \ldots, \alpha_{m(q-1)}\}$ is a basis of $\mathbb{F}_{q^m}(x)$ over $\mathbb{K}$.

**Remark 23.** It is to be noted that in the above definition one can take the length $n$ of $C_{\lambda,k}(B)$ to be less than $m(q - 1)$ also. But we consider the maximum length $m(q - 1)$ throughout for all the constructions of optimal rank-metric codes using the MRD codes $C_{\lambda,k}(B)$.

In Theorem 20, we have seen that $\mathbb{F}_{q^m}(x)$ admits a polynomial basis over $\mathbb{K}$ given by

$$B = \{a_i x^j : 1 \leq i \leq m, 0 \leq j \leq q - 2\},$$

where $\{a_1, \ldots, a_m\}$ is an $\mathbb{F}_q$-basis of $\mathbb{F}_{q^m}$. We will observe that in all the constructions in this paper this polynomial basis plays a central role. We record below the form of a generator matrix for the code $C_{\lambda,k}(B)$ which will be useful in all our constructions.

**Proposition 24.** The code $C_{\lambda,k}(B)$ of Definition 22 is an $[n, k]$-MRD code over $\mathbb{F}_{q^m}(x)/\mathbb{F}_q\left(\frac{x^{q-1}}{\lambda}\right)$ with a generator matrix $G$ of the following form

$$
\begin{pmatrix}
g_{1,1,0} & \cdots & g_{1,m,0} & g_{1,1,1} & \cdots & g_{1,m,1} & \cdots & g_{1,1,q-2} & \cdots & g_{1,m,q-2}
g_{2,1,0} & \cdots & g_{2,m,0} & g_{2,1,1} & \cdots & g_{2,m,1} & \cdots & g_{2,1,q-2} & \cdots & g_{2,m,q-2}
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots & \ddots & \ddots & \ddots & \ddots 
g_{k,1,0} & \cdots & g_{k,m,0} & g_{k,1,1} & \cdots & g_{k,m,1} & \cdots & g_{k,1,q-2} & \cdots & g_{k,m,q-2}
\end{pmatrix},
$$

where $g_{t,u,v} \in \mathbb{F}_{q^m}$ for $1 \leq t \leq k$, $1 \leq u \leq m$ and $0 \leq v \leq q - 2$. 
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Proof. It is easy to see that $C_{λ,k}(B) = Ev(L[X;φ]_k)$ where $Ev$ is the evaluation map $Ev : L[X;φ] \rightarrow F_{q^m}(x)^n$ defined by $B$ as given in equation (1). It directly follows from Theorem 14 that $C_{λ,k}(B)$ is an MRD code since the fixed field $K$ of $φ = φ_{q,λ}$ is $F_{q^m}$ as implied by Theorem 20. ■

Remark 25. Since the automorphism $φ_{q,λ}$ of $F_{q^m}(x)/K$ has fixed field $K$, then we can use the decoding algorithm of generalized Gabidulin codes over arbitrary field in [4] with our code. The algorithm has complexity $O(N^2)$ operations over $F_{q^m}(x)$, if $N$ is the length of the code. In general it is not easy to have an exact complexity of the decoding algorithm when considering operations over $F_{q^m}$. Indeed, this depends on the degree of the polynomials in the received word. The decoding algorithm involves some multiplications of polynomials and each multiplication increases the degree of the polynomials being involve while decoding.

5.1 Reduction to finite fields

In this section, we construct MRD codes over finite fields by reducing the generalized Gabidulin codes over rational function fields $F_{q^m}(x)/K$ modulo a suitable prime ideal in $F_{q^m}[x]$. We will work only on codes of length $n = m(q - 1)$ over the extension $F_{q^m}(x)/K$ with generator matrix as given in Proposition 24. A construction of codes of smaller length can be done by choosing fewer columns of the generator matrix.

Theorem 26. Suppose that $G$ is the matrix in $F_{q^m}[x]^{k \times n}$ given in Proposition 24 and consider $G$ to be the set of all $(n \times k)$-matrices over $F_q$ in column reduced echelon form. Let $f(x) \in F_{q^m}[x]$ be an irreducible polynomial of degree $r \geq q - 1$. We denote by $\overline{G}$ the matrix where its entries are those of $G$ modulo $f(x)$. Then $\overline{G}$ generates an MRD code over $F_{q^mr}/F_q$ if and only if $\det G M \not\equiv 0 \mod (f(x))$ for any $M \in G$.

Proof. By taking the entries of $G$ modulo $f$, we see that $\overline{G}$ defines a linear rank-metric code of length $m(q - 1)$ over $F_{q^mr} \simeq F_{q^m}[x] \mod f(x)$. By Theorem 9, $\overline{G}$ defines an MRD code if and only if $\det \overline{G} M \not\equiv 0$ for any $M \in F_q^{n \times k}$ of rank $k$. We can restrict our choices of $M$ to matrices in column reduced echelon form as any $M$ can be transformed into a matrix in column reduced echelon form without changing the rank of $\overline{G} M$. ■

Remark 27. 1. In Theorem 26, we would like to have $r$ to be the smallest possible (and preferably $r = q - 1$) so that the length of the code is equal to the degree of the extension $F_{q^mr}/F_q$. In general it is not clear what is
the minimum possible $r$. However, $r = k(q - 2) + 1$ would guarantee that the polynomial $f(x)$ does not divide any of the determinants $\det GM$. But in that case the code will have length $m(q - 1)$, while the base field is $\mathbb{F}_{q^{m(k(q - 2) + 1)}}$. The length of the code is roughly a factor $k$ smaller than the extension degree of the code, which is significantly smaller compared to other explicit MRD constructions.

2. Of course, one may consider $r$ to be smaller, but there is no theoretical proof that the reduced code will be MRD. The only strategy to check if the code is MRD is to brute force the computation of all the determinant $\det GM$. This is not practical as the number of determinant to be computed is very large, roughly, $\binom{n}{k}q^k$.

However, this construction provides evidence for the existence of many rank-metric codes exist when the base field is large enough. In fact, we show later that the reduced codes have a very interesting property. First, we want to give an example with small parameters.

**Example 28.** Let $q = m = k = 3$. A basis of the extension $\mathbb{F}_3[x]/\mathcal{K}$ is given by $\{1, a, a^2, x, ax, a^2x\}$, where $a \in \mathbb{F}_3^3$ such that $a^3 - a + 1 = 0$. Suppose that $\lambda = -1$ such that the automorphism $\phi$ is defined by $\phi(\alpha x^i) = (-1)^i \alpha x^i$ for $\alpha \in \mathbb{F}_q^m$ and $i$ a non-negative integer. The generator matrix of the code over $\mathbb{F}_3^3[x]/\mathcal{K}$ is

$$G = \begin{pmatrix}
1 & a & a^2 & x & ax & a^2x \\
1 & a + 2 & a^2 + a + 1 & 2x & (2a + 1)x & (2a^2 + 2a + 2)x \\
1 & a + 1 & a^2 + 2a + 1 & x & (a + 1)x & (a^2 + 2a + 1)x
\end{pmatrix}$$

Suppose that $\mathbb{F}_{3^{12}} = \mathbb{F}_3^3(b)$ where

$$b^4 + (2a^2 + a + 1) b^3 + (a^2 + 2) b^2 + (2a^2 + a + 1) b + a + 1 = 0.$$

By Theorem 26, the generator matrix

$$\overline{G} = \begin{pmatrix}
1 & a & a^2 & b & ab & a^2b \\
1 & a + 2 & a^2 + a + 1 & 2b & (2a + 1)b & (2a^2 + 2a + 2)b \\
1 & a + 1 & a^2 + 2a + 1 & b & (a + 1)b & (a^2 + 2a + 1)b
\end{pmatrix}$$

generates an MRD code of length $n = 6$ and dimension $k = 3$ over the extension $\mathbb{F}_{3^{12}}/\mathbb{F}_3$.

If $C$ is the code generated by $\overline{G}$, it can be shown that any $q^s$-th power of $C$ intersects with the code $C$ only trivially. By Proposition 6 we can
conclude that the code is not a generalized twisted Gabidulin code and thus not equivalent to any of these Gabidulin type codes.

The above example poses a natural question whether the reduction over finite fields of the newly constructed MRD codes over rational functions can provide a large class of MRD codes which are not equivalent to generalized twisted Gabidulin codes. Indeed, as the next theorem shows, the observation in the above example is not something sudden, but this is true for a more general set of parameters $q, m, k$ with $k \leq m$ and large enough $r$.

**Theorem 29.** Let $q \geq 3$ be a prime power and $m,n,k$ be positive integers such that $k \leq m$, $n = (q - 1)m$, and $q - 1|m$. Let $\mathcal{C} := \text{Ev}(\mathcal{L}(\phi_q,\lambda))$ be the $[n,k]$ MRD code over $\mathbb{F}_{q^m}(x)$ where $\lambda \in \mathbb{F}_{q^m}$ and that $N_{\mathbb{F}_{q^m}/\mathbb{F}_q}(\lambda)$ generates the multiplicative group $\mathbb{F}_q^*$. For $r = k(q - 2) + 1$, let $\tilde{\mathcal{C}}$ be the MRD code obtained by reduction of $\mathcal{C}$ to the finite field $\mathbb{F}_{q^mr}$. Now for any integer $s$ with $\gcd(s, mr) = 1$, we have $\tilde{\mathcal{C}} \cap \tilde{\mathcal{C}}^s = \{0\}$, where

$$\tilde{\mathcal{C}}^s = \{(c_1^s, \ldots, c_n^s) : (c_1, \ldots, c_n) \in \mathcal{C}\}.$$  

**Proof.** First we prove the result for $q = 3$ and $k = m$.

Let $\{a_1, \ldots, a_m\}$ be an $\mathbb{F}_q$-basis of $\mathbb{F}_{q^m}$ and we set $\lambda^{s(i)} = \prod_{j=0}^{i-1}\lambda^q = \lambda^{\sum_{j=0}^{i-1}q^j}$ and $\lambda^0 = 1$. We consider the following generator matrix of the code $\mathcal{C}$:

$$A = \begin{pmatrix}
    a_1 & \ldots & a_m & a_1x & \ldots & a_mx \\
    a_1^q & \ldots & a_m^q & a_1^q\lambda^{s(1)x} & \ldots & a_m^q\lambda^{s(1)x} \\
    \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
    a_1^{q^{m-2}} & \ldots & a_m^{q^{m-2}} & a_1^{q^{m-2}}\lambda^{s(m-2)x} & \ldots & a_m^{q^{m-2}}\lambda^{s(m-2)x} \\
    a_1^{q^{m-1}} & \ldots & a_m^{q^{m-1}} & a_1^{q^{m-1}}\lambda^{s(m-1)x} & \ldots & a_m^{q^{m-1}}\lambda^{s(m-1)x}
  \end{pmatrix}.$$  

We choose an irreducible polynomial $h(x)$ in $\mathbb{F}_{q^m}[x]$ of degree $r = k(q - 2) + 1$. Suppose $h(b) = 0$ where $b \in \mathbb{F}_{q^mr} \simeq \mathbb{F}_{q^m}(x)/(h(x))$. By Theorem 26 we get an MRD code $\tilde{\mathcal{C}}$ over $\mathbb{F}_{q^mr}$ with generator matrix

$$G = \begin{pmatrix}
    a_1 & \ldots & a_m & a_1b & \ldots & a_mb \\
    a_1^q & \ldots & a_m^q & a_1^q\lambda^{s(1)b} & \ldots & a_m^q\lambda^{s(1)b} \\
    \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
    a_1^{q^{m-2}} & \ldots & a_m^{q^{m-2}} & a_1^{q^{m-2}}\lambda^{s(m-2)b} & \ldots & a_m^{q^{m-2}}\lambda^{s(m-2)b} \\
    a_1^{q^{m-1}} & \ldots & a_m^{q^{m-1}} & a_1^{q^{m-1}}\lambda^{s(m-1)b} & \ldots & a_m^{q^{m-1}}\lambda^{s(m-1)b}
  \end{pmatrix}.$$  

If we write $G = (M|N)$ where both matrices $M, N$ have $m$ columns. Then $N = bDM$, where

$$D = \text{diag}(\lambda^{s(i)} \mid i = 0, \ldots, m - 1).$$
Therefore, $G^{[s]} = (M^{[s]} | N^{[s]})$, where $G^{[s]}$ is the matrix obtained from $G$ by raising all entries to the power $q^s$. Note that $M$ is a Moore matrix of order $m$ and raising the entries of $M$ by a power of $q$ only shifts the rows upwards (and cyclically) $s$ times. Thus we can write $M^{[s]} = P^s M$, where $P$ is permutation matrix,

$$P = \begin{pmatrix} 0 & I_{m-1} \\ 1 & 0 \end{pmatrix}$$

We want to show that $\dim_{\mathbb{F}_{q^m}} \mathcal{C} \cap \hat{C}^{q^s} = 0$ for any $s$ where $\gcd(mr, s) = 1$.

Assume that the intersection is nonempty. So there are $f = (f_1, \ldots, f_m)$ and $g = (g_1, \ldots, g_m) \in \mathbb{F}_{q^m}$ such that $f G = g G^{[s]}$. Thus $f M = g P^{[s]} M$ and $f = g P^{[s]}$ by injectivity of $M$.

$$f G = g G^{[s]} \Rightarrow f M = g P^{[s]} M. \quad (6)$$

Furthermore, $f b D M = g b^{[s]} D^{[s]} M^{[s]}$, thus $g b P^s D = g b^{[s]} D^{[s]} P^s$ or $g (b P^s D - b^{[s]} D^{[s]} P^s) = 0$.

With $s = mz + t$ for some nonnegative integers $z$ and $t$ with $0 \leq t < m$, we have $P^s = P^t$, and furthermore,

$$P^t = \begin{pmatrix} 0 & I_{m-t} \\ I_t & 0 \end{pmatrix}.$$ 

This gives us

$$b P^s D - b^{[s]} D^{[s]} P^s = \begin{pmatrix} 0 & A \\ B & 0 \end{pmatrix},$$

where

$$A = \text{diag}(b \lambda^{s(t+i-1)} - b^{[s]} (\lambda^{[s]})^{s(i-1)} \mid i = 1, \ldots, m-t),$$

$$B = \text{diag}(b \lambda^{s(i-1)} - b^{[s]} (\lambda^{[s]})^{s(m-t+i-1)} \mid i = 1, \ldots, t).$$

Now we show that the matrices $A$ and $B$ are nonsingular. First, let $b \lambda^{s(i-1)} = b^{[s]} \lambda^{s(m-t+i-1)}$ for some $i$ such that $1 \leq i \leq t$. By taking the norm of the elements on the both side of the equation, we get $N_{\mathbb{F}_{q^m}/\mathbb{F}_q}(\lambda)^{i-1} = N_{\mathbb{F}_{q^m}/\mathbb{F}_q}(\lambda)^{m-t+i-1}$ i.e. $N_{\mathbb{F}_{q^m}/\mathbb{F}_q}(\lambda)^{m-t} = 1$. Since $N(\lambda)$ has order $q-1$, then $q-1$ divides $m-t$ and this combining with our assumption that $q-1|m$ implies that $q-1$ divides $\gcd(mr, s)$. But we assumed $\gcd(mr, s) = 1$ and therefore, $B$ is nonsingular.

Similarly, if $b \lambda^{s(t+i-1)} = b^{[s]} \lambda^{s(i-1)}$ for $1 \leq i \leq m-t$, then $N(\lambda)^{t+i-1} = N(\lambda)^{i-1}$. So $N(\lambda)^{i} = 1$ and thus $q-1$ divides $t$. As explained above, this leads to a contradiction with $\gcd(mr, s) = 1$. So $A$ is also nonsingular. And
nonsingularity of $A, B$ implies that $g = 0$ or $f = gP^s = 0$. Thus it proves that $\dim_{F_q^{mr}} \tilde{C} \cap \tilde{C}^q = 0$ for the case $k = m$.

Now suppose $k < m$. We consider $G'$ to be the $m \times (q - 1)m$ matrix which is obtained from $G$ by appending $m - k$ rows at the end as follows:

$$G' = \left( \begin{array}{c|c|c} G & \lambda^{s(m-2)}b \vdots \lambda^{s(m-1)}b \vdots \lambda^{s(m-1)}b \\ \hline a_1^{q^{m-2}} & \ldots & a_m^{q^{m-2}} \\ \vdots & \ldots & \vdots \\ a_1^{q^{m-1}} & \ldots & a_m^{q^{m-1}} \end{array} \right).$$

We can rewrite $(f_1, \ldots, f_k)G = (g_1, \ldots, g_k)G^{s[s]}$ as

$$(f_1, \ldots, f_k, 0, \ldots, 0)G' = (g_1, \ldots, g_k, 0, \ldots, 0)G'^{s[s]}.$$ (7)

Then rest of the proof is same as for the case $k = m$.

For $q > 3$, if we have $k = m$ then we prove the result by applying the same proof for $q = 3$ as there we only need to consider the submatrix of the generator matrix consists of the first $2m$ columns. And the case of $k < m$ can be solved as described in the above paragraph.

Combining the above theorem with Proposition 6, we get the following corollary.

**Corollary 30.** Let $q \geq 3$ be a prime power and $m, n, k$ be positive integers such that $k \leq m$, $n = (q - 1)m$, and $q - 1 | m$. Let $C := \mathbf{E} \mathbf{V}(\mathcal{L}(\phi_q, \lambda))$ be the $[n, k]$ MRD code over $F_q^{m} (x)$ where $\lambda \in F_q^{\times}$ and that $N_{F_q^{m} / F_q} (\lambda)$ generates the multiplicative group $F_q^{\times}$. For $r = k(q - 2) + 1$, if $\tilde{C}$ be the MRD code obtained by reduction of $C$ to the finite field $F_q^{mr}$, then $\tilde{C}$ is not equivalent to any generalized twisted Gabidulin codes.

We would like to mention that the codes $\tilde{C}$ in Corollary 30 are not equivalent to many existing constructions, e.g., those in [33]. In [33], the intersection $C \cap C^q$ surely can have dimension smaller than $\dim C - 2$ but the intersection is not trivial.

In [4], the authors studied the generalized Gabidulin codes over number fields and they proved that the reduction of these codes to finite fields gives back the Gabidulin codes (over finite fields).

In fact, the large intersection of a Gabidulin code $C$ with $C^q$ is a key property exploited by Overbeck [32] to fully break the Gabidulin-Paramonov-Tretjakov (GPT) cryptosystem based on Gabidulin codes [10]. That is also a reason why twisted Gabidulin codes were not considered to be secure for such GPT cryptosystem. In our case, we have codes where the intersection is trivial.
6 Constructions of optimal Ferrers diagram rank-metric codes

In this section we consider matrix rank-metric codes (Definition 31). In [9], Etzion and Silberstein proposed the use of certain matrix rank-metric codes called Ferrers diagram rank-metric (FDRM) codes to get large subspace codes. We give constructions of some optimal Ferrers diagram rank-metric codes using the generalized Gabidulin codes over rational function fields.

Let $\mathbb{F}_{q}^{m \times n}$ denotes the $\mathbb{F}_{q}$-vector space of $m \times n$ matrices with entries in $\mathbb{F}_{q}$. For an $\mathbb{F}_{q}$-basis of $\mathbb{F}_{q}^{m}$, say $\beta = \{\alpha_{1}, \ldots, \alpha_{m}\}$, the following map gives an $\mathbb{F}_{q}$-vector space isomorphism between $\mathbb{F}_{q}^{m \times n}$ and $\mathbb{F}_{q}^{n}$:

$$\psi_{\beta} : (x_{1}, \ldots, x_{n}) \mapsto ([x_{1}]_{\beta}, \ldots, [x_{n}]_{\beta})$$

(8)

where $[x_{i}]_{\beta} = \begin{bmatrix} a_{1} \\ a_{2} \\ \vdots \\ a_{m} \end{bmatrix} \in \mathbb{F}_{q}^{m \times 1}$ if $x_{i} = \sum_{i=1}^{m} a_{i} \alpha_{i}$.

Note that $d(A, B) := \text{rank}(A - B)$ for $A, B \in \mathbb{F}_{q}^{m \times n}$ defines a metric on the space $\mathbb{F}_{q}^{m \times n}$ and this further implies that $\psi_{\beta}$ is an isometry if we consider the rank metric on $\mathbb{F}_{q}^{n}$ as in Definition 8.

**Definition 31.** Any $\mathbb{F}_{q}$-subspace $C$ of $\mathbb{F}_{q}^{m \times n}$ with the induced metric is called a matrix rank-metric code. If $d = \min\{\text{rank}(A) : A \in C \setminus \{0\}\}$ and $\dim C = k$, then we say that $C$ is an $[m \times n, k, d]$-rank-metric code.

We recall some notions related to rank-metric codes in Ferrers diagrams.

**Definition 32.** An $m \times n$ Ferrers diagram $F$ is an array of dots and empty entries with the following properties:

- the number of dots in each row is at most the number of dots in the previous row.
- all the dots are shifted to the right.
- the first row has $n$ dots and there are $m$ dots in the last column.

So an $m \times n$ Ferrers diagram can be visualized as a tuple $\{c_{1}, \ldots, c_{n}\}$ with $c_{1} \leq c_{2} \leq \ldots \leq c_{n}$ where $c_{i}$ is the number of dots in the $i$-th column such that all the dots are right and top aligned and $c_{n} = m$.  
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Definition 33 (Rank-metric codes in Ferrers diagram). Let $C \subseteq \mathbb{F}_q^{m \times n}$ be a rank-metric code and $\mathcal{F}$ be an $m \times n$ Ferrers diagram. If every codeword in $C$ has shape $\mathcal{F}$, i.e., the nonzero entries of any codeword are only in those positions with dots in the Ferrers diagram $\mathcal{F}$, we call $C$ to be a Ferrers diagram rank-metric code. We use the notation $[\mathcal{F}, k, d]_q$ for the rank-metric codes supported by $\mathcal{F}$ with dimension $k$ and minimum distance $d$.

Example 34. Let $\mathcal{F} = \{2, 2, 3, 5\}$ be a Ferrers diagram which can be visualized as a right and top aligned array of dots as given below.

```
• • • •
• • •
• •
• •
```

The matrix space over $\mathbb{F}_2$ given by

\[
C = \langle \begin{pmatrix} 1 & 0 & 1 & 1 \\ 1 & 1 & 1 & 0 \\ 0 & 0 & 1 & 1 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 1 \end{pmatrix}, \begin{pmatrix} 1 & 0 & 1 & 1 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 1 & 1 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix} \rangle
\]

is an $[\mathcal{F}, 2, 2]_2$-Ferrers diagram code.

In [9], Etzion and Silberstein presented an upper bound on the dimension of rank-metric codes in Ferrers diagram over arbitrary fields.

Theorem 35 ([9]). Let $\mathcal{F} = \{r_1, r_2, \ldots, r_n\}$ be a Ferrers diagram and $C$ be an $[\mathcal{F}, k, d]$-Ferrers diagram code. If we define

\[
v_i = \begin{cases} \text{number of dots remaining after removing the} \\
\quad \text{top $i$ rows and $d - 1 - i$ columns from right} \end{cases} \\
= \sum_{j=1}^{n-d+1+i} \max\{0, r_j - i\},
\]

then $k \leq \min_{0 \leq i \leq d-1} v_i$.

We use $v_{\min}[\mathcal{F}, d]$ to denote the upper bound $\min_{0 \leq i \leq d-1} v_i$ in the above theorem for a given Ferrers diagram $\mathcal{F}$ and a target distance $d$.

Definition 36. An $[\mathcal{F}, k, d]$ rank-metric code $C$ is called optimal if $k = v_{\min}[\mathcal{F}, d]$. 
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About the existence of optimal Ferrers diagram rank-metric codes over finite fields, Etzion and Silberstein formulated a conjecture in [9].

Conjecture 37 ([9]). For every $m \times n$ Ferrers diagram $F$ and every $1 \leq d \leq \min\{m, n\}$, there exists optimal $[F, d]_q$ codes for every finite field $F_q$.

Many constructions of optimal Ferrers diagram codes are already known [9, 8, 13, 3, 16, 40]. There are constructions which are based on maximum distance separable (MDS) codes, subcodes of MRD codes and forming new codes by combining known Ferrers diagram codes. For a survey of known constructions of Ferrers diagram rank-metric codes, one can see [16].

In this section, we present constructions of optimal FDRM codes. The Ferrers diagrams we consider are motivated by the Ferrers diagram $F = \{2, 2, 4, 4, 6, 6\}$ mentioned in [8, Section VIII] by Etzion et al. They asked whether there are optimal rank-metric codes in $F$ (in Figure 1) with minimum distance $d = 4$ and any prime power $q$:

![Figure 1: $F = \{2, 2, 4, 4, 6, 6\}$](image)

This is answered affirmatively in [3, Example III.16]. We are interested in constructing optimal FDRM codes for Ferrers diagrams which generalize the pattern of $F = \{2, 2, 4, 4, 6, 6\}$. We consider generalizations in three steps and construct optimal FDRM codes in each step. Our constructions are based on the MRD codes over rational functions constructed in previous section and representation of elements in finite fields.

Before describing our Ferrers diagrams, we first note that any $m \times n$ Ferrers diagram $F$ can be written as

$$F = \{r_1, \ldots, r_1, r_2, \ldots, r_2, \ldots, r_p, \ldots, r_p\},$$

where $r_i < r_j$ for $1 \leq i < j \leq p$, $\sum_{i=1}^p \mu_i = n$, and $r_p = m$. For the $6 \times 6$ Ferrers diagram $F = \{2, 2, 4, 4, 6, 6\}$, we have $p = 3$, and for all $1 \leq i \leq 3$, $\mu_i = 2$ and $r_i = 2i$. This leads us to consider the first step of generalizing the Ferrers diagram $F = \{2, 2, 4, 4, 6, 6\}$ as follows.
Let $\mu, p$ be integers such that $m = \mu p$. Then consider the $m \times m$ Ferrers diagram

$$\mathcal{F}_1 = \{\underbrace{\mu, \ldots, \mu}_\text{\mu times}, \underbrace{2\mu, \ldots, 2\mu}_\text{\mu times}, \ldots, \underbrace{p\mu, \ldots, p\mu}_\text{\mu times}\} \tag{9}$$

$\mathcal{F}_1$ can be further generalized as follows. For a positive integer $p$ consider a $p$-tuple of positive integers $(\mu_1, \ldots, \mu_p)$ and let $\mu = \max_{1 \leq i \leq p} \mu_i$. Now consider the $m \times n$ Ferrers diagram

$$\mathcal{F}_2 = \{\underbrace{r_1, \ldots, r_1}_\text{\mu_1 times}, \underbrace{r_2, \ldots, r_2}_\text{\mu_2 times}, \ldots, \underbrace{r_p, \ldots, r_p}_\text{\mu_p times}\}, \tag{10}$$

where $r_i = k_i \mu$ for $1 \leq i \leq p$ for any strictly increasing sequence of $p$ positive integers $k_1, \ldots, k_p$.

It is clear that $\mathcal{F}_1$ is a particular case of $\mathcal{F}_2$. We construct $m \times n$ FDRM codes with minimum distance $d \leq \min\{m, n\}$ for $\mathcal{F}_1$ and $\mathcal{F}_2$ of dimension $v_0$. Recall that for a given $m \times n$ Ferrers diagram $\mathcal{F}$ and an integer $d$ such that $1 \leq d \leq \min\{m, n\}$, the value of $v_0$ is the number of dots remaining after removing the rightmost $d - 1$ columns from $\mathcal{F}$. Now Theorem 35 implies that $v_{\min}[\mathcal{F}, d] \leq v_0$ and therefore the codes we construct are optimal FDRM codes.

**Notation:** For the rest of this section we use $([F[x]]_a)$ to denote the space of polynomials over $\mathbb{F}$ of degree at most $a - 1$.

The following result provides construction of optimal FDRM codes for Ferrers diagrams of the form $\mathcal{F}_2$ as given in (10).

**Theorem 38.** Let $(\mu_1, \ldots, \mu_p)$ be a $p$-tuple of positive integers with $p \geq 1$ and set $\mu = \max_{1 \leq i \leq p} \mu_i$. Now for any set of $p$ positive integers $\{k_1, \ldots, k_p\}$ such that $k_1 < k_2 < \cdots < k_p$, consider the $m \times n$ Ferrers diagram

$$\mathcal{F}_2 = \{\underbrace{r_1, \ldots, r_1}_\text{\mu_1 times}, \underbrace{r_2, \ldots, r_2}_\text{\mu_2 times}, \ldots, \underbrace{r_p, \ldots, r_p}_\text{\mu_p times}\}, \tag{11}$$

where $r_i = k_i \mu$ for $1 \leq i \leq p$, $m = r_p$ and $n = \sum_{i=1}^p \mu_i$. Then for any $d$ with $1 \leq d \leq n$, there exists an $m \times n$ optimal $[\mathcal{F}_2, d]_q$ code for any prime power $q > k_p$.

**Proof.** First we calculate $v_0$ for the Ferrers diagram $\mathcal{F}_2$ which is our target dimension to achieve. For a fixed $d$ such that $1 \leq d \leq n = \sum_{i=1}^p \mu_i$, there exist unique integers $t$ and $I$ such that $d - 1 = \sum_{j=1}^t \mu_j - t$ where $0 \leq t < \mu_I$ and $1 \leq I \leq p$. So the number of dots in the first $n - d + 1 = \sum_{i=1}^{t-1} \mu_i + t$ columns of $\mathcal{F}_2$ is $v_0 = \sum_{i=1}^{t-1} r_i \mu_i + tr_I$.

We consider the MRD code $C_{k, (B)}$ over $\mathbb{F}_{q^e}(x)/\mathbb{K}$ with $k = n - d + 1$ and $B = \{a_1 x^{k_1-1}, \ldots, a_{\mu_1} x^{k_1-1}, a_1 x^{k_2-1}, \ldots, a_{\mu_2} x^{k_2-1}, \ldots, a_1 x^{k_p-1}, \ldots, a_{\mu_p} x^{k_p-1}\}$
with \( \{a_1, \ldots, a_\mu\} \subseteq \{a_1, \ldots, a_p\} \) for all \( 1 \leq i \leq p \), where \( \{a_1, \ldots, a_\mu\} \) is an ordered \( \mathbb{F}_q \)-basis of \( \mathbb{F}_{q^\mu} \). Note that \( \mathcal{B} \) is indeed a linearly independent set over the fixed field \( K \) of the corresponding automorphism \( \phi_{q,\lambda} \) since \( q > k_i \) for all \( 1 \leq i \leq p \).

We consider the following generator matrix \( G \) of \( C_{\lambda,k}(\mathcal{B}) \) in block form as follows.

\[
G = \begin{pmatrix}
A_{1,1}x^{k_1-1} & A_{1,2}x^{k_2-1} & \cdots & A_{1,m}x^{k_m-1} & A_{1,p}x^{k_p-1} \\
A_{2,1}x^{k_1-1} & A_{2,2}x^{k_2-1} & \cdots & A_{2,m}x^{k_m-1} & A_{2,p}x^{k_p-1} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
A_{I-1,1}x^{k_1-1} & A_{I-1,2}x^{k_2-1} & \cdots & A_{I-1,m}x^{k_m-1} & A_{I-1,p}x^{k_p-1} \\
A_{I,1}x^{k_1-1} & A_{I,2}x^{k_2-1} & \cdots & A_{I,m}x^{k_m-1} & A_{I,p}x^{k_p-1}
\end{pmatrix},
\]

where \( A_{i,j} \in \mathbb{F}_{q^\mu}^{(\mu_i \times \mu_j)} \) and \( A_{I,j} \in \mathbb{F}_{q^\mu}^{(\mu_I \times \mu_j)} \) for \( 1 \leq i \leq I - 1, 1 \leq j \leq p \).

Notice that the \( A_{i,j} \)'s are Moore matrices left multiplied with a diagonal matrix which has nonzero entries in the diagonal. Hence from Proposition 12 it follows that \( A_{i,j} \) is invertible for every \( 1 \leq i, j \leq I - 1 \). Therefore the generator matrix can be transformed into the following matrix.

\[
G' = \begin{pmatrix}
A_{1,1} & A_{1,2}x^{k_2-k_1} & \cdots & A_{1,m}x^{k_m-k_1} & A_{1,p}x^{k_p-k_1} \\
0 & A_{2,2} & \cdots & A_{2,m}x^{k_m-k_2} & A_{2,p}x^{k_p-k_2} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & A'_{I-1,1}x^{k_1-k_{I-1}} & A'_{I-1,m}x^{k_m-k_{I-1}} \\
0 & 0 & \cdots & A'_{I,1} & A'_{I,p}x^{k_p-k_I}
\end{pmatrix}. \tag{12}
\]

Now let \( V \) be the \( \mathbb{F}_{q^\mu} \)-subspace of \( \mathbb{F}_{q^\mu}[x]^{n-d+1} \) defined by,

\[
V = \left\{ (c_{1,1}, \ldots, c_{1,\mu_1}, c_{2,1}, \ldots, c_{2,\mu_2}, \ldots, c_{I-1,1}, \ldots, c_{I-1,\mu_{I-1}}, c_{I,1}, \ldots, c_{I,t}) : \right.
\]

\[
c_{i,j} \in \mathbb{F}_{q^\mu}[x] \text{ with } \deg c_{i,j} \leq k_i - 1 \}.
\]

Note that

\[
\dim_{\mathbb{F}_q} V = \sum_{i=1}^{I-1} \mu k_i \mu_i + \mu k_I t
\]

\[
= \sum_{i=1}^{I-1} r_i \mu_i + r_I t,
\]

which is equal to \( v_0 \).

Let \( \alpha = \{a_1, \ldots, a_\mu, a_1 x, \ldots, a_\mu x, a_1 x^{k_p-1}, \ldots, a_\mu x^{k_p-1}\} \) be a basis of \((\mathbb{F}_{q^\mu}[x])_{k_p}/\mathbb{F}_q\). Now we define

\[
C_{\mathcal{F}_2} := \psi_\alpha(VG'),
\]

25
where \( \psi_\alpha \) is the \( \mathbb{F}_q \)-isometry between \((\mathbb{F}_{q^p}[x])_{k_p}^n \) and \( \mathbb{F}_q^{k_p \times n} \) by the means of coordinate matrices with respect to the basis \( \alpha \) (similar to the map in equation (8)).

We show that \( C_{\mathcal{F}_2} \) defines an optimal \([\mathcal{F}_2, d]_q \) rank-metric code with the assumption that \( q > k_p \). Since \( \psi_\alpha \) is an \( \mathbb{F}_q \)-isometry and \( G' \) is injective, \( \dim_{\mathbb{F}_q} C_{\mathcal{F}_2} = \dim_{\mathbb{F}_q} V = v_0 \). As \( VG' \subseteq C_{\lambda,k}(\mathcal{B}) \) and the later is an MRD code of minimum rank distance \( d \), it is clear that any codeword of \( C_{\mathcal{F}_2} \) has rank at least \( d \). Suppose minimum rank distance of \( C_{\mathcal{F}_2} \) is \( d' \) such that \( d' > d \). In that case, \( v_0(\mathcal{F}_2, d') < v_0(\mathcal{F}_2, d) = v_0 = \dim C_{\mathcal{F}_2} \), but this contradicts with the bound of \( \dim C_{\mathcal{F}_2} \) in Theorem 35. Therefore, the minimum rank distance of \( \dim C_{\mathcal{F}_2} \) should be \( d \).

What remains is to check that the codewords of \( C_{\mathcal{F}_2} \) have the shape \( \mathcal{F}_2 \). For some \( v \in V \), the first \( \mu_1 \) coordinates of \( vG' \) are polynomials in \((\mathbb{F}_{q^p}[x])_{k_1} \), i.e., polynomials of degree at most \( k_1 - 1 \) and the next \( \mu_2 \) coordinates are polynomials in \((\mathbb{F}_{q^p}[x])_{k_2} \), i.e., polynomials of degree at most \( k_2 - 1 \) and so on. Thus in the first \( \mu_1 \) columns of \( \psi_\alpha(vG') \), entries in all but the first \( k_1\mu \) rows are guaranteed to be zero. Similarly in the next \( \mu_2 \) columns of \( \psi_\alpha(vG') \), entries in all but the first \( k_2\mu \) rows are guaranteed to be zero and so on. Thus it is clear that the codewords have shape \( \mathcal{F}_2 \). Hence it completes the proof that \( C_{\mathcal{F}_2} \) is an optimal \([\mathcal{F}_2, d]_q \) code for any \( q > k_p \). \( \square \)

Remark 39. Notice that we have to use the condition \( k_p \leq q - 1 \) for the construction to work. More precisely, in order to get the necessary length of the code, \( q \) must be large enough to get the extension \( \mathbb{F}_{q^p}(x)/\mathbb{K} \) of desired degree.

In the example below we apply the above method to construct FDRM codes \( C \) for the Ferrers diagram \( \mathcal{F} = \{2, 2, 4, 4, 6, 6\} \) and minimum rank distance 4.

Example 40. Let \( \mathbb{F}_{4^2}(x) \) be the rational function field in one variable over a finite field of size 16. Let \( \lambda \) be a primitive element of \( \mathbb{F}_{4^2} \) and thus the norm \( N(\lambda) \) over the extension \( \mathbb{F}_{4^2}/\mathbb{F}_4 \) is equal to 3. Denote the fixed field of the automorphism \( \phi_{4,\lambda} \) on \( \mathbb{F}_{4^2}(x) \) by \( \mathbb{K} \). If \( \{a_1, a_2\} \) is a basis of \( \mathbb{F}_{4^2}/\mathbb{F}_4 \), then a basis of \( \mathbb{F}_{4^2}(x)/\mathbb{K} \) is given by

\[
\mathcal{B} = \{a_1, a_2, a_1x, a_2x, a_1x^2, a_2x^2\}.
\]

Consider the Ferrers diagram \( \mathcal{F} = \{2, 2, 4, 4, 6, 6\} \).

We want to construct an FDRM code \( C \) over \( \mathbb{F}_4 \) defined on the Ferrers diagram \( \mathcal{F} \) and with minimum distance \( d = 4 \). By Theorem 35, \( \dim_{\mathbb{F}_q} C \leq 8 \), i.e. the number of dots after removing the last three columns.
Consider the MRD rank metric code $C_1 \subset \mathbb{F}_4(x)^6$ constructed by evaluating linear operators defined by $\phi_{4,\lambda}$ and of degree 2 at most. A generator matrix of $C_1$ is given by

$$A = \begin{pmatrix}
  a_1 & a_2 & a_1x & a_2x & a_1x^2 & a_2x^2 \\
  a_1^q & a_2^q & a_1^q\lambda x & a_2^q\lambda x & a_1^q\lambda^2x^2 & a_2^q\lambda^2x^2 \\
  a_1 & a_2 & a_1\lambda^{1+q}x & a_2\lambda^{1+q}x & a_1\lambda^{2(1+q)}x^2 & a_2\lambda^{2(1+q)}x^2
\end{pmatrix}.$$  

The standard generator matrix of $C_1$ has the form

$$G = \begin{pmatrix}
  1 & 0 & 0 & r_1x & r_2x^2 & r_3x^2 \\
  0 & 1 & 0 & s_1x & s_2x^2 & s_3x^2 \\
  0 & 0 & 1 & t_1 & t_2x & t_3x
\end{pmatrix},$$

where $r_i, s_i, t_i \in \mathbb{F}_4$. Notice that the minimum distance of $C_1$ is $6 - 3 + 1 = 4$. Now consider the $\mathbb{F}_4$-linear subcode $C_2$ of $C_1$ defined by $C_2 = VG$, where

$$V = \{(c_1, c_2, c_3 + c_4x) : c_i \in \mathbb{F}_4\}.$$

Since the minimum distance of $C_1$ is equal to 4 and $C_2$ has a codeword of rank 4, then the minimum distance of $C_2$ is equal to 4. Now, $\dim_{\mathbb{F}_4} C_2 = \dim_{\mathbb{F}_4} V = 8$.

All codewords of $C_2$ have the forms

$$(c_1, c_2, c_3 + c_4x, c_5 + c_6x, c_7 + c_8x + c_9x^2, c_{10} + c_{11}x + c_{12}x^2),$$

where $c_i \in \mathbb{F}_4$. Hence we can expand $C_2$ into an FDRM code $C$ of dimension 8 and minimum distance 4.

Remark 41. The construction in [3, Example III.16] provides optimal codes over $\mathbb{F}_2$ with $d = 4$. Our construction can be used with codes over $\mathbb{F}_q$ where $q \geq 4$ for any minimum distance $d$. Furthermore, we are providing the construction for a more general type of Ferrers diagrams.

Next we show that we can use a method similar to the previous construction to obtain optimal FDRM codes for Ferrers diagrams which generalizes $\mathcal{F}_2$.

Theorem 42. Take a $p$-tuple of positive integers $(\mu_1, \ldots, \mu_p)$ and let $\mu = \max_{1 \leq i \leq p} \mu_i$. For any strictly increasing sequence of $p$ positive integers $k_1, \ldots, k_p$, set $r_i = k_i\mu$ for all $1 \leq i \leq p$. Let $m, n$ be integers such that $m = r_p$ and $n = \sum_{i=1}^{p} \mu_i$. For a fixed integer $d$ such that $1 \leq d \leq n$, let $I, t$ be unique
integers so that \( n - d + 1 = \sum_{i=1}^{I-1} \mu_i + t \) with \( 0 \leq I \leq p \) and \( 0 \leq t < \mu_I \). Now consider the following Ferrers diagram:

\[
\mathcal{F}_3 = \{ s_{1,1}, \ldots, s_{1,\mu_1}, \ldots, s_{I-1,1}, \ldots, s_{I-1,\mu_{I-1}}, t_{s_{I-1, \mu_{I-1}}}, s_{I,1}, \ldots, s_{I,j}, r_I, \ldots, r_I, \\
\mu_{I+1} \text{ times} \quad t, \mu_p \text{ times} \\
\mu_{I+1} \text{ times} \quad r_{I+1}, \ldots, r_{I+1}, \ldots, r_{l_p}, \ldots, r_{l_p}, \}
\]

where \( s_{i,j} \leq r_i \) for \( 1 \leq j \leq \mu_i \), and \( 1 \leq i \leq I - 1 \) and \( s_{I,1} \leq r_I \) for \( 1 \leq j \leq t \). Then there exists an optimal \([F_3, d]\) code for all \( q > k_p \). Here \( v_{\min} [F_3, d] = v_0 \).

**Proof.** We want to construct an \([F_3, d]\) code with dimension \( v_0 \) which, in this case, is equal to \( \sum_{i=1}^{I-1} (\sum_{j=1}^{\mu_i} s_{i,j}) + \sum_{j=1}^t s_{I,j} \).

We consider the MRD code \( C_{\lambda,k} (\mathcal{B}) \) over \( \mathbb{F}_{q^n}(x)/\mathbb{K} \) with \( k = n - d + 1 = \sum_{i=1}^{I-1} \mu_i + t \). Notice that the generator matrix \( G' \) in Equation (12) can be transformed into a block matrix such that \( A_{i,j} \) for \( 1 \leq i, j \leq I \) are as follows.

\[
\begin{align*}
A_{i,i} &= I_{\mu_i}, & 1 \leq i \leq I - 1, \\
A_{I,I} &= \lfloor I \lfloor *, \\\nA_{i,j} &= 0, & 1 \leq i, j \leq I - 1, \; i \neq j, \\
A_{i,I} &= \lfloor I \lfloor *, & 1 \leq i \leq I.
\end{align*}
\]

In other words, we consider the generator matrix \( G'' \) of \( C_{\lambda,k} (\mathcal{B}) \) of the form \( \lfloor I \lfloor \lfloor \) where \( k = \sum_{i=1}^{I-1} \mu_i + t \).

We construct a flag of \( \mathbb{F}_q \)-spaces

\[
U_{1,1} \subseteq \cdots \subseteq U_{1,\mu_1} \subseteq \cdots \subseteq U_{I-1,1} \subseteq \cdots \subseteq U_{I-1,\mu_{I-1}} \subseteq U_{I,1} \subseteq \cdots \subseteq U_{I,t}
\]

such that \( U_{i,j} \subseteq (\mathbb{F}_{q^n}[x])_{k_i} \) of dimension \( s_{i,j} \) for \( 1 \leq i \leq I - 1 \) and \( 1 \leq j \leq \mu_i \), and \( U_{I,l} \subseteq (\mathbb{F}_{q^n}[x])_{k_I} \) for \( 1 \leq l \leq t \). We also take \( \alpha_{i,j} \)'s to be ordered \( \mathbb{F}_q \)-bases of \( U_{i,j} \)'s such that \( \alpha_{i_1,j_1} \subseteq \alpha_{i_2,j_2} \) if \( i_1 < i_2 \) or if \( i_1 = i_2 \) and \( j_1 < j_2 \). In other words, the ordered bases \( \alpha_{i,j} \)'s also form a flag with respect to inclusion. Then we extend \( \alpha_{I,l} \) to a \( \mathbb{F}_q \)-basis \( \alpha_I \) of \( (\mathbb{F}_{q^n}[x])_{k_I} \). Then for \( I + 1 \leq i \leq p \), we consider \( \alpha_i \) to be \( \mathbb{F}_q \)-bases of \( (\mathbb{F}_{q^n}[x])_{k_i} \) such that \( \alpha_{i-1} \subseteq \alpha_i \). We set \( \alpha = \alpha_p \), the ordered basis of \( (\mathbb{F}_{q^n}[x])_{k_p} \) over \( \mathbb{F}_q \).

Consider the following subspace of \( \mathbb{F}_{q^n}[x]^{n-d+1} \):

\[
V = \{(a_{1,1}, \ldots, a_{1,\mu_1}, \ldots, a_{I-1,1}, \ldots, a_{I-1,\mu_{I-1}}, a_{I,1}, \ldots, a_{I,t}) : a_{i,j} \in U_{i,j}\}.
\]

We define \( \mathcal{C}_{F_3} := \psi_\alpha (VG'') \), where \( \psi_\alpha \) gives the matrix representation of elements of \( VG'' \) with respect to the \( \mathbb{F}_q \)-basis \( \alpha \) of \( (\mathbb{F}_{q^n}[x])_{k_p} \).
It is clear to see that \( \dim_{\mathbb{F}_q} V = \sum_{i=1}^{l-1} (\sum_{j=1}^{\mu_i} s_{i,j}) + \sum_{j=1}^l s_{i,j}. \) Since \( \psi_a \) is an \( \mathbb{F}_q \)-isometry and \( G'' \) is injective, we have \( \dim C_{F_3} = \dim_{\mathbb{F}_q} V = v_0. \) That the minimum rank distance of \( F_3 \) is \( d \) and all the codewords of \( C_{F_3} \) have shape \( F_3 \) follow by the same arguments as given in the proof of Theorem 38.

**Example 43.** Let \( \mathbb{F}_{4^3}(x) \) be the rational function field in one variable over a finite field of size 64. Let \( \lambda \) be a primitive element of \( \mathbb{F}_{4^3} \) and thus the norm \( N(\lambda) \) over the extension \( \mathbb{F}_{4^3}/\mathbb{F}_4 \) is equal to 3. Denote the fixed field of the automorphism \( \phi_{4^3} \) on \( \mathbb{F}_{4^3}(x) \). If \( \{a_1, a_2, a_3\} \) is a basis of \( \mathbb{F}_{4^3}/\mathbb{F}_4 \), then a basis of \( \mathbb{F}_{4^3}(x)/\mathbb{F}_4 \) is given by

\[
\mathcal{B} = \{a_1, a_2, a_3, a_1x, a_2x, a_3x, a_1x^2, a_2x^2, a_3x^2\}.
\]

Consider the Ferrers diagram \( F = \{1, 2, 3, 5, 9, 9, 9, 9, 9\} \).

We want to construct an FDRM code \( \mathcal{C} \) over \( \mathbb{F}_4 \) defined on the Ferrers diagram \( F \) and with minimum distance \( d = 5 \). By Theorem 35, \( \dim_{\mathbb{F}_4} \mathcal{C} \leq 16 \), i.e. the number of dots after removing the last four columns.

Consider the MRD rank metric code \( \mathcal{C}_1 \subset \mathbb{F}_{4^3}(x)^9 \) constructed by evaluating linear operators defined by \( \phi_{4^3} \) and of degree 4 at most. So considering the \((5 \times 9)\)-generator matrix of \( \mathcal{C}_1 \) which have images of the elements in \( \mathcal{B} \) as rows, can be transformed in the following standard form:

\[
G = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & r_1x & r_2x^2 & r_3x^2 & r_4x^2 \\
0 & 1 & 0 & 0 & 0 & s_1x & s_2x^2 & s_3x^2 & s_4x^2 \\
0 & 0 & 1 & 0 & 0 & t_1x & t_2x^2 & t_3x^2 & t_4x^2 \\
0 & 0 & 0 & 1 & 0 & u_1 & u_2x & u_3x & u_4x \\
0 & 0 & 0 & 0 & 1 & v_1 & v_2x & v_3x & v_4x
\end{pmatrix},
\]

where \( r_i, s_i, t_i, u_s, v_i \in \mathbb{F}_{q^m} \). Notice that the minimum distance of \( \mathcal{C}_1 \) is \( 9 - 5 + 1 = 5 \). Now consider the \( \mathbb{F}_q \)-linear subcode \( \mathcal{C}_2 \) of \( \mathcal{C}_1 \) define by \( \mathcal{C}_2 = VG \), where

\[
V = \{(c_1a_1, c_2a_1 + c_2a_2, c_3a_1 + c_4a_2 + c_5a_3, \\
c'_1 + (c_6 + c_7a_1)x, c'_2 + (c_8 + c_9a_1)x \\
: c_i \in \mathbb{F}_q \text{ and } c'_j \in \mathbb{F}_{q^m}, 1 \leq i \leq 9, 1 \leq j \leq 2\}
\]

Since the minimum distance of \( \mathcal{C}_1 \) is equal to 5 and \( \mathcal{C}_2 \) has a codeword of rank 5, then the minimum distance of \( \mathcal{C}_2 \) is equal to 5. Now, \( \dim_{\mathbb{F}_q} \mathcal{C}_2 = \dim_{\mathbb{F}_q} V = 16 \).
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All codewords of $C_2$ have the form,

$$(c_1a_1, c_2a_1 + c_2a_2, c_3a_1 + c_4a_2 + c_5a_3, c'_1 + (c_6 + c_7a_1)x, c'_2 + (c_8 + c_9a_1)x, p_1(x), p_2(x), p_4(x), p_4(x)),$$

where $c_i \in \mathbb{F}_q$, $c'_i \in \mathbb{F}_{q^m}$ and $p_i(x)$ have degree 2 at most. Hence we can expand $C_2$ into an FDRM code $C$ of dimension 16 and minimum distance 5.

A survey on the known main constructions of optimal FDRM codes with $v_{\text{min}}[\mathcal{F}, d] = v_0$ can be found in [16, Section 2].

Here we give an example of a Ferrers diagram $\mathcal{F}$ for which, to the best of our knowledge, optimal FDRM code can not be formed using any of the previously known constructions based on subcodes of MRD codes. Then we show that the Theorem 42 gives an optimal rank-metric code in the Ferrers diagram $\mathcal{F}$.

**Example 44.** Let $\mathcal{F} = (5, 5, 5, 5, 9, 9, 9, 9, 15, 15, 15, 20, 20, 25)$ and suppose $d = 12$. So $\mathcal{F}$ is a $25 \times 15$-Ferrers diagram. We follow the notations of the above Theorem 42 and take $r_i = 5i$ and $m_i = 5 - i + 1$ for all $1 \leq i \leq 5$. Therefore, the Theorem 42 gives an optimal Ferrers diagram code for $\mathcal{F}$ over $\mathbb{F}_q$ where $q > 5$. Now if we notice the number of dots in the rightmost $d - 1 = 11$ columns, we can directly conclude that we cannot apply any of constructions given in [9, Theorem 2], [8, Theorems 3, 8], [3, Theorem 3.6], [16, Construction 3.5], [40, Theorem 3.6]. As the $(d - 1)$-th column of $\mathcal{F}$ contains 9 dots, any of the hypotheses of the respective theorems are not satisfied.

**Remark 45.** Since our FDRM codes are equivalent to subcodes of some MRD code over the rational functions and the later has a decoding algorithm as we mentioned in Remark 25, then our FDRM code has a decoding algorithm. The complexity of the decoding algorithm is quadratic w.r.t. the length of the code, when considering operations over the rational functions. In order to know the exact complexity when considering operations over $\mathbb{F}_{q^m}$, we need to know the degree of the polynomials involved in the decoding algorithms. This depends on the shape of the Ferrers diagram we are considering.

### 7 Conclusion

We define a class of automorphisms $\phi_{q, \lambda}$ on $\mathbb{F}_{q^m}(x)$ to construct $C_{\lambda, k}(B)$, a particular class of generalized Gabidulin codes of [4] (which are MRD codes), over the extension $\mathbb{F}_{q^m}(x)/K$ where $K$ is the fixed field of $\phi_{q, \lambda}$. Then we derive two applications of this construction.
Firstly, we obtain MRD codes over finite fields by reducing the codes $C_{\lambda,k}(B)$ to finite fields. Furthermore, in this process we provide MRD codes which are not that equivalent to (generalized) Gabidulin codes and (generalized) twisted Gabidulin codes. In fact, we show that for such a code $C$ over $\mathbb{F}_{q^m}/\mathbb{F}_q$, the intersection $C \cap C^s$ is trivial for any integer $s$ with $\gcd(m,s) = 1$. This property is an advantage because cryptosystems using such codes are resistant to distinguisher attack based on a method of Overbeck. Though in our construction, the degree of the extension used is large compared to the length of the code, but this confirms the existence of non-Gabidulin codes when the base field is large enough as proved in [26].

Our next construction is of optimal Ferrers diagram codes. Our codes include some Ferrers diagrams for which there was no known construction for optimal codes. But the construction works on large base fields $\mathbb{F}_q$. Thus constructing optimal FDRM codes over any base field $\mathbb{F}_q$ for the Ferrers diagrams we considered still remains open.

As another application, we give a new construction of a known class of maximal sum rank distance (MSRD) codes, called linearized Reed-Solomon codes, of [22]. We discuss the construction in the appendix since the code we obtain is not new.

As a concluding remark, we mention that we only considered a particular type of automorphisms for the construction of the codes $C_{\lambda,k}(B)$ over rational functions. So it will be interesting to study the rank-metric codes constructed via other automorphisms of rational function fields and investigate if we can find optimal rank-metric codes for new Ferrers diagrams for which no optimal construction is not known yet.
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Appendix A  Sum rank-metric codes

First we recall some basic definitions and facts about sum rank-metric codes before reconstructing the linearized Reed-Solomon codes of [22, Def. 11].

**Definition 46 (Sum rank metric).** Let $n_i$ be positive integers for $i = 1, \ldots, l$ for some $l > 0$. For $x = (x_1 | x_2 | \ldots | x_l)$ with $x_i \in \mathbb{F}_{q^{n_i}}$, the sum rank of $x$ is defined as

$$\text{sumrank}(x) = \sum_{i=1}^{l} \text{rank}(x_i),$$

where $\text{rank}(x_i)$ is the usual rank norm defined over the extension $\mathbb{F}_{q^{n_i}}/\mathbb{F}_q$.

It induces a metric, called sum rank metric, on $\mathbb{F}_{N,q^m}$ where $N = \sum_{i=1}^{l} n_i$, as follows:

$$d_{sr} : (\mathbb{F}_{q^m}^N)^2 \longrightarrow \mathbb{N}$$

$$(x, y) \mapsto \text{sumrank}(x - y).$$

A subspace $C \subseteq \mathbb{F}_{q^m}^N$ endowed with the sum rank metric is called a sum rank-metric code over $\mathbb{F}_{q^m}$. The minimum sum rank distance of the linear code $C$ is $d_{sr}(C) = \min\{d_{sr}(x) : x \in C \setminus \{0\}\}$. We call $C \subseteq \mathbb{F}_{q^m}^N$ to be $[n_1, \ldots, n_l; k, d]$-sum rank-metric code if it has minimum sum rank distance $d$ and dimension $k$. For the rest of the discussion, we fix the partition of $N = \sum_{i=1}^{l} n_i$ and for brevity, denote an $[n_1, \ldots, n_l; k, d]$-sum rank-metric code as $[N, k, d]$-sum rank-metric code.

The sum rank-metric codes satisfy the following Singleton bound.

**Theorem 47 ([21, 22]).** Let $C$ be an $[N, k, d]$-sum rank-metric code. Then

$$d \leq N - k + 1.$$  

Codes attaining the bound are called maximum sum rank distance (MSRD) codes.

Several MSRD codes have been constructed in [18, 25, 21, 22]. We present a new way of constructing the MSRD codes, called linearized Reed-Solomon codes, defined in [21, Def. 31], using the generalized Gabidulin codes over rational function fields. We recall some notations and the definition of linearized Reed-Solomon codes from [22].

Let $\mathcal{B}^{(i)} = \{\beta_1^{(i)}, \ldots, \beta_{n_i}^{(i)}\} \subseteq \mathbb{F}_{q^{n_i}}$ be linearly independent sets over $\mathbb{F}_q$ for $i = 1, \ldots, l$, and denote $\mathcal{B} = (\mathcal{B}^{(1)}, \ldots, \mathcal{B}^{(l)})$, where the $\mathcal{B}^{(i)}$’s can have common elements. For $\lambda$ in $\mathbb{F}_{q^m}$, we define the operator $\mathcal{D}_\lambda$ on $\mathbb{F}_{q^m}$ by

$$\mathcal{D}_\lambda : \mathbb{F}_{q^m} \rightarrow \mathbb{F}_{q^m}$$

$$a \mapsto a^q \lambda.$$
We take $\mathcal{D}_\lambda^1 = \mathcal{D}_\lambda$ and recursively define $\mathcal{D}_\lambda^i = \mathcal{D}_\lambda \circ \mathcal{D}_\lambda^{i-1}$. Thus $\mathcal{D}_\lambda^i(a) = a^i \lambda^i$ for $a \in \mathbb{F}_{q^m}$, where $\lambda^i = \lambda^{i+q+\ldots+q^m}$.

By abuse of notation, we also denote by $\mathcal{D}_\lambda$ the map on $\mathbb{F}_{q^m}$, where we apply $\mathcal{D}_\lambda$ coordinatewise.

**Definition 48.** [22, Definition 11] Let $\lambda$ be a primitive element of $\mathbb{F}_{q^m}$. The linearized Reed-Solomon sum rank-metric code $\mathcal{C}(\mathcal{B}, \lambda)$ over $\mathbb{F}_{q^m}/\mathbb{F}_q$ is the $[N, k, N-k+1]$-linear code with generator matrix

$$
G_{(\mathcal{B}, \lambda)} = \begin{pmatrix}
\mathcal{B}^{(1)} & \mathcal{B}^{(2)} & \ldots & \mathcal{B}^{(l)} \\
\mathcal{D}_1(\mathcal{B}^{(1)}) & \mathcal{D}_\lambda(\mathcal{B}^{(2)}) & \ldots & \mathcal{D}_{\lambda^{-1}}(\mathcal{B}^{(l)}) \\
\vdots & \vdots & \ddots & \vdots \\
\mathcal{D}_1^{k-1}(\mathcal{B}^{(1)}) & \mathcal{D}_\lambda^{k-1}(\mathcal{B}^{(2)}) & \ldots & \mathcal{D}_{\lambda^{-1}}^{k-1}(\mathcal{B}^{(l)})
\end{pmatrix}.
$$

In [21], it is shown that the code $\mathcal{C}(\mathcal{B}, \lambda)$ is a maximum sum rank-metric code of length $N = \sum_{i=1}^l n_i$ and dimension $k$.

The following short will be useful for our construction of MSRD code of Definition 48.

**Lemma 49.** Let $N = \sum_{i=1}^l n_i$. Then for $c = (c_{1,1}, \ldots, c_{1,n_1}; c_{2,1}, \ldots, c_{2,n_2}; \ldots; c_{n,1}, \ldots, c_{n,n_1}) \in \mathbb{F}_{q^m}^N$, we have

$$
\text{sumrank}(c) = \text{rank}(c_{1,1}, \ldots, c_{1,n_1}, c_{2,1}x, \ldots, c_{2,n_2}x, \ldots, c_{n,1}x^{l-1}, \ldots, c_{l,n_l}x^{l-1}),
$$

where on the left-hand side $\text{sumrank}(c)$ is the sum rank norm, and on the right-hand side we have the usual rank norm for the extension $\mathbb{F}_{q^m}(x)/\mathbb{F}_q$, i.e. the dimension of the $\mathbb{F}_q$-subspace of $\mathbb{F}_{q^m}(x)$ generated by

$$
\{c_{1,1}, \ldots, c_{1,n_1}, c_{2,1}x, \ldots, c_{2,n_2}x, \ldots, c_{l,1}x^{l-1}, \ldots, c_{l,n_l}x^{l-1}\}.
$$

**Proof.** The Lemma follows from the fact that any entry $c_{i,j}x^{i-1}$ of $c$ is linearly independent over $\mathbb{F}_q$ with the set of entries of $c$ which have power of $x$ different from $i - 1$. Therefore, the contribution of $\{c_{i,1}x^{i-1}, \ldots, c_{i,n_i}x^{i-1}\}$ in $\text{sumrank}(c)$ is equal to $\text{rank}(c_{i,1}, \ldots, c_{i,n_i})$. \hfill \blacksquare

Now we proceed to give a construction of sum rank-metric codes.

**Definition 50.** Let $\{a_1, \ldots, a_m\}$ be a basis of $\mathbb{F}_{q^m}/\mathbb{F}_q$ and let $l \leq q-1$. Consider

$$
\mathcal{B}_1 = \{a_1, \ldots, a_m \mid a_1x, \ldots, a_nx \mid \ldots \mid a_1x^{l-1}, \ldots, a_nx^{l-1}\},
$$
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where $N = \sum_{i=1}^{l} n_i$ and $m \geq n_i$. Let $k = N - d + 1$ for some fixed integer $d$. Let $\lambda$ be a primitive element of $\mathbb{F}_{q^m}^*$ and $\phi_{q,\lambda}$ be the automorphism of $\mathbb{F}_{q^m}(x)$ as defined in Eq. (2). Suppose $G$ is the $k \times n$ matrix whose $i$-th row is $\phi_{q,\lambda}^{-1}$ applied on $B_i$.

Taking $V = \mathbb{F}_{q}^k$ and $\mathcal{C} = VG$, we consider a map $\Phi$ from $\mathcal{C}$ to $\mathbb{F}_{q^m}^N$, where

$$\Phi(c_{1,1}, \ldots, c_{1,n_1} | c_{2,1}x, \ldots, c_{2,n_2}x | \ldots | c_{l,1}x^{j-1}, \ldots, c_{l,n_l}x^{j-1}) = (c_{1,1}, \ldots, c_{1,n_1} | c_{2,1}, \ldots, c_{2,n_2} | \ldots | c_{l,1}, \ldots, c_{l,n_l}).$$

We define the sum rank-metric code $C_1$ to be the image $\Phi(\mathcal{C})$.

Note that $\mathcal{C}$ is a subset of the MRD code $C_{\lambda, k}(B_1)$ of length $N$ and dimension $k$ over the rational functions $\mathbb{F}_{q^m}(x)$ generated by $G$. We obtain the code $C_1$ by omitting the powers of $x$ in the entries of elements in $\mathcal{C}$. Therefore, the codewords of the linear code $C_1$ over $\mathbb{F}_{q^m}/\mathbb{F}_q$ are of the form

$$c = (c_{1,1}, \ldots, c_{1,n_1} | c_{2,1}, \ldots, c_{2,n_2} | \ldots | c_{l,1}, \ldots, c_{l,n_l}),$$

where $c_{ij} \in \mathbb{F}_{q^m}$.

The following result proves that $C_1$ attains the Singleton bound and it is same to the linearized Reed-Solomon code in Definition 48.

**Theorem 51.** The code $C_1$ in Definition 50 is a maximum sum rank distance code. Moreover, if we take $B = (B^{(1)}, \ldots, B^{(n)})$ in Definition 48 with $B^{(i)} = (a_1, \ldots, a_{n_i})$, then $C_1 = C(B, \lambda)$.

**Proof.** From injectivity of $\Phi$, it follows that $\dim_{\mathbb{F}_{q^m}} C_1 = k$. We know that $C_{\lambda, k}(B_1)$ has minimum rank distance $d = N - k + 1$. As $\mathcal{C} \subseteq C_{\lambda, k}(B_1)$, Lemma 49 implies $d_{SR}(C_1) \geq N - k + 1$. So combining with the Singleton bound we get, $d_{SR}(C_1) = N - k + 1$ and thus $C_1$ is indeed an MSRD code.

From the definitions it is clear that the generator matrix $G(B, \lambda)$ as in Definition 48 is obtained by applying the map $\Phi$ on the rows of the generator matrix $G$ of $\mathcal{C}$. Thus $C_1 = C(\mathcal{B}, \lambda)$.

We chose $l \leq q - 1$, as in order to have $l$ blocks, we need to have a power $x^{j-1}$ in the original code over $\mathbb{F}_{q^m}(x)$. Notice that if we choose the independent elements for evaluation to be

$$B_1 = \{a_1, \ldots, a_{n_1}\},$$

then we get the construction of Gabidulin codes. Similarly, if we consider the evaluation on

$$B_1 = \{1, x, \ldots, x^{n-1}\},$$

Then we get Reed-Solomon codes. Thus as mentioned in [22], the construction gives a generalization of both the Gabidulin and Reed-Solomon codes.