Fluid Flow Behavior of Sheared Rough Fractures Subjected to Different Stress State
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Abstract: The hydraulic properties of fractures are greatly affected by the stress. Knowing the fluid flow behavior of fractures is of great importance to underground engineering construction and environmental safety. The main purpose of this paper is to study the fluid flow characteristics of rough fractures under different stress states. First, rough fracture surfaces were generated by using the corrected successive random addition (SRA) algorithm. Then, the sheared fracture models subjected to different stress condition were obtained under the boundary condition of constant normal stiffness (CNS). Finally, the hydraulic characteristics of the three-dimensional rough rock fractures were analyzed by numerically solving the full Navier–Stokes equation. It has been found that (1) the aperture of fractures all obeys the Gaussian distribution. The dilatancy effect is gradually obvious and aperture becomes larger with the increase of shear displacement. (2) When the initial normal stress increases, the contact area of fracture becomes larger and the reverse flow can be observed around the contact area. (3) The relationship between hydraulic gradient and flowrate exhibits nonlinearity which can be described by the Forchheimer’s law. The linear coefficient $a$ and the nonlinear coefficient $b$ gradually decrease with the increase of shear displacement and finally stabilize. The values of $a$ and $b$ are reduced by 1–2 and 1–3 orders of magnitude respectively during the shear. The critical Reynolds number increases with the increase of shear displacement and decrease as the initial normal stress increases.
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1. Introduction

There are a large number of fractures with different sizes and occurrences in natural rock masses. The permeability of the rock matrix is significantly smaller than that of the fracture and the fracture network usually provides the main channel for groundwater seepage. Studying the hydraulic characteristics of single rock fracture is the basis for understanding the seepage mechanism of three-dimensional fracture network. It is of great significance to the construction of major energy and environmental projects such as oil exploration, geothermal energy extraction, and carbon dioxide storage [1–3]. The fracture flow becomes very complicated due to many factors such as stress, fracture geometry, and temperature. Limited by the difficulty of theoretical research, the methods of numerical simulation and laboratory tests are usually used to explore the influence of various factors on the fracture flow.

Early studies of fracture flow usually simplified the fractures to a combination of upper and lower smooth parallel plates and the cubic law was adopted to describe the fluid flow.
flow. However, the parallel plate model is inadequate to describe the hydraulic behavior of natural rock fractures. The roughness of fracture may cause an error of 1–2 orders of magnitude between real flow and cubic law [4]. To consider the influence of fracture geometry on flow characteristics, many scholars have developed different modified cubic law to improve the applicability of the traditional one. This was achieved by considering the factors of aperture, roughness, and contact area. Lomize and Louis [5,6] analyzed the relationship between flow rate and aperture in natural fractures through experiments and pointed out that the index of aperture in cubic law is 3 under laminar flow and 1.5 under turbulent flow. Ge developed a modified model for impressible laminar flow in irregular fractures which explicitly incorporated the true aperture and tortuosity [7]. Barton [8] put forward an empirical formular between roughness coefficient, mechanical aperture, and hydraulic aperture, which be further applied to the cubic law, and finally the modified cubic law based on the roughness coefficient was obtained. Iwai [9] carried out a large number of experiments and first proposed that the roughness mainly affect the fracture flow through the contact rate of fracture surface. Zimmerman et al. [10] pointed out that the fracture permeability is not only affected by the contact area, but also by the contact shape. By introducing the area contact rate, a modified cubic law is obtained. Wang et al. proposed an empirical correction factor which comprehensively considered factors of inertia terms, roughness, and tortuosity and obtained a modified Local Cubic Law [11]. The cubic law assumes that the fracture flow is laminar. It is a simplified form of the N-S equations ignoring the nonlinear term. However, the flow velocity in natural rock fracture is not always small. When flow velocity is large which corresponding to a higher Reynolds number, a nonlinear phenomenon of flow will appear. The inertial effect of fracture flow usually increases with the complexity of the void space geometry [12–17]. The ignorance of inertial effects results in greatly deviations from the actual situation, which leads to the inability to describe the flow behavior in rock fractures well. It is necessary to adopt the full Navier–Stokes equations that reflect the real flow to describe the fluid flow through the rough fractures.

The water existed in the fractured rock mass has an important impact on the reduction of rock strength and the deformation of the fracture. Many studies on laboratory test and numerical simulations of coupled shear flow have been reported [3,18–20]. The shear behavior of rock fractures was traditionally carried out under the constant load boundary conditions. With this boundary condition, the normal stress acting on the sheared fracture remains constant and the fracture is allowed to deform freely. The constant load boundary condition widely used in the slope stability analysis. However, for deep underground projects and rock slopes reinforced with bolts, the normal stress imposed on the fracture surface changes with shear and the fracture dilatancy is constrained by the surrounding rock. At this time, the conventional constant normal load boundary is no longer applicable, and the constant normal stiffness boundary condition should be adopted [21,22]. The importance of constant normal stiffness boundary condition for the real simulation of the shear behavior of rock fractures has been emphasized by many scholars. Indraratna et al. [23] developed a shear test instrument of rock joint based on the condition of CNS and experimentally studied the shear behavior of rough fractures with different initial normal stress. The result revealed that the mechanical properties of rough fractures was greatly influenced by the initial normal stress and the roughness of fractures. In order to clarify the hydraulic coupling mechanism in rock fractures during shear process, it is necessary to carry out research on the hydraulic characteristics of rough fractures under CNS boundary condition.

Many existing studies on shear-flow test usually simplify the fracture morphology or assume that the sheared fracture is under constant load boundary. There are relatively few studies on the coupled shear flow in rough fractures with constant normal stiffness boundary. In this study, the self-affine rough fracture surfaces were produced with the application of corrected SRA algorithm. The influence of initial normal stress on the distribution of fracture aperture under the CNS condition was then analyzed. Based on
the aperture distributions, the 3D fracture models were obtained. Finally, a number of numerical simulations were implemented to solve the nonlinear N-S equations of fluid in rough fractures. The nonlinear flow behaviors of rough fractures under the different stress state were analyzed in detail according to the relationship between flowrate and pressure gradient.

2. Generation of 3D Rough Fractures

2.1. Self-Affine Fracture Surfaces Based on Corrected SRA Algorithm

The natural rough rock fracture surface is rough and has fractal characteristics [24]. It is difficult to characterize the complex topography of the natural rough surface with a general function. Many studies have shown that it is reasonable to simulate the rough fracture surface with fractal geometry and the Fractional Brownian motion (fBm) which belongs to the self-affine fractal theory is considered the best fractal model to characterize the natural surface [25–29]. Due to the advantages of high efficiency and easy to understand, the SRA algorithm was employed to simulate fractal surface in this study.

In fBm, the random function \( z(x, y) \) with two independent variables \( (x, y) \) was adopted to characterize the undulation of the surface asperity. The increments of the random function over the interval \( h \) obeys a Gaussian distribution [5,30]. The random function of fBm is displayed as

\[
\langle z(x + h_x, y + h_y) - z(x, y) \rangle = 0
\]

\[
\sigma(h)^2 = h^{2H} \cdot \sigma(1)^2
\]

In the above \(<\cdot\rangle\) represents the mathematical expectation, and \( H \) is the roughness exponent varying from 0 to 1, \( \sigma^2 \) is the variance of random function.

In order to overcome the logical mistakes and questionable correlation associated with the conventional SRA algorithm, Liu et al. [31] developed a corrected SRA algorithm and verified its high efficiency and correctness through simulating the heterogeneity of subsurface. In this research, a number of rough fractures with different roughness exponent (\( H = 0.5, 0.55, 0.6 \)) were generated by employing Liu’s algorithm. Figure 1 displays three fracture surfaces with a side length of 200 mm. It can be seen obviously that the height of surface asperity becomes smaller with the increase of roughness exponent.

![Figure 1. Generated rough fracture surface.](image)

The roughness of the fracture surface can be characterized by the cross-sectional profile parallel to the shear direction which is the suggested method by the International Society for Rock Mechanics and Rock Engineering (ISRM) to calculate the Joint Roughness Coefficient (JRC) of rough fracture (1981). In this study, 11 profiles alone with the shear direction (x direction) were selected and each profile was 10 mm apart alone the y direction. The following equations that proposed by Tse [32] was used to calculate the JRC values of fracture surfaces. The corresponding JRC values of \( H = 0.5, 0.55, 0.6 \) were 18.33, 12.45, 6.61.

\[
JRC = 32.2 + 32.47 \log Z_2
\]

\[
Z_2 = \left[ \frac{1}{M(\Delta x)} \sum_{i=1}^{M} (z_{i+1} - z_i)^2 \right]^{1/2}
\]

(2)
where $Ax$ is the interval, $M$ is the number of intervals and $z_i$ is the height of surface asperity.

### 2.2. Aperture Distribution

The distribution of void spaces in natural fractures is anisotropic. The combined effect of geological history and stress field determines the geometry of the fracture aperture. Rock fractures may be subjected to shearing during their formation history, such as disturbances caused by earthquakes and excavations. The shear behavior will change the spatial geometry of fractures which result in anisotropy of the distribution of aperture.

The aperture plays a vital role on the hydraulic behavior of rock fractures. In this research, it is assumed that the upper and lower fracture surfaces are closed at the initial state. During the shearing process, the two fracture surfaces misaligned in the horizontal and vertical directions. The aperture can be calculated using the Equation (3) with a given shear displacement.

$$b(x, y) = \begin{cases} z(x + u_h, y) - z(x, y) + u_v & \text{for } (z(x + u_h, y) - z(x, y) + u_v > 0) \\ 0 & \text{for } (z(x + u_h, y) - z(x, y) + u_v \leq 0) \end{cases}$$

where $z(x, y)$ is the height of surface asperity, $u_h$ is the shear displacement, $u_v$ is normal deformation during the shear.

Restricted by the laboratory test conditions, many studies of joint shear test were carried out under constant normal load boundary conditions. However, some scholars have emphasized that the constant normal load boundary condition is no longer applicable when the rock joints are constrained by surrounding rock mass and the application of constant normal stiffness condition is more appropriate in many engineering projects. In this research, the Equation (4) proposed by Indraratna et al. [23] was adopted to calculate the shear dilations under the constant normal stiffness conditions.

$$u_v = \int_0^{u_h} (\dot{v}) du_h$$

where $u_v$ is the shear dilation, $\dot{v}$ is shear dilation rate and $u_h$ is the shear displacement under constant normal stiffness boundary conditions.

In Equation (4) the shear dilation rate always changes with the $(u_h/u_{h-peak})$ in which the $u_{h-peak}$ represents the peak shear displacement. The relationship between the shear dilation rate and $(u_h/u_{h-peak})$ is shown as

$$\dot{v} = \begin{cases} 0 & \text{for } 0 < \left(\frac{u_h}{u_{h-peak}}\right) \leq c_0 \\ \dot{v}_{peak} \left(1-\frac{1}{(c_0-1)^2} \left(\frac{u_h}{u_{h-peak}} - 1\right)^2\right) & \text{for } c_0 < \left(\frac{u_h}{u_{h-peak}}\right) \leq 1 \\ \dot{v}_{peak} \exp\left(-\left(c_1 \left(\frac{u_h}{u_{h-peak}} - 1\right)\right)^c_2\right) & \text{for } \left(\frac{u_h}{u_{h-peak}}\right) > c_0 \end{cases}$$

where $\dot{v}_{peak}$ is the peak dilation rate that can be obtained through Equation (6); $c_1$ and $c_2$ are decay constants which can be calculated from experimental data; for rough fractures it is usually assumed that the value of $c_0$ is 0.3 when the shear dilation appears.
\[ \nu_{\text{peak}} = \left( \frac{\tan \beta}{1 - (K_0 - \sigma_n \tanh \beta - \lambda)} \right) \]

\[ \alpha = \frac{h_{\text{peak}} \times \text{JRC} \times \pi}{M \times 10^{10} \times \sigma_{00}^{2/3}} \]

\[ \beta = \frac{1}{3} \times \text{JRC} \times \log_{10} \left( \frac{JCS}{V_m} \right) \]

\[ \lambda = \frac{k_m \times V_m^2}{(k_m \times V_m + \sigma_{00})^2} \]

Here, \( K_0 \) is the constant normal stiffness imposed by the external environment. JRC is an exponent representing the roughness of fracture surface. \( M \) is the damage factor, and the values under high normal stress and low normal stress are 2 and 1 respectively. \( \sigma_{n0} \) is the initial normal stress imposed on the rough fracture. JCS represents the compressive strength of fracture. \( k_m \) is the initial normal stiffness without external constraint. \( V_m \) is the maximum closure value of fracture aperture. The related parameters for calculating the fracture aperture are listed in Table 1.

| \( \sigma_{n0} \) (MPa) | JCS (MPa) | \( k_m \) (MPa/mm) | \( V_m \) (mm) | \( K_n \) (MPa/mm) | \( h_{\text{peak}} \) (mm) |
|-----------------|----------|-----------------|--------|-----------------|-----------------|
| 0.4, 0.8, 1.6   | 65.6     | 5.35            | 0.43   | 0.56            | 2.56, 2.79, 3.03 |

High-precision solving the full Navier–Stokes equations of fluid flow in 3D rough fractures requires huge computational resources. Limited by this, only a part of squares on generated fracture surface was selected to form the 3D rough fracture model. The selected part is within the range of \( x = [100,130] \) mm, \( y = [40,70] \) mm with a side length of 30 mm.

This paper mainly investigated the flow characteristics of rough fractures under different stress states, without considering the influence of different roughness, so only the rough surface with \( H = 0.6 \) (corresponding JRC value is 6.61) was selected as the original fracture surface, which is corresponding to the fracture surface of fine sandstone in [23]. The distribution of aperture under different stress condition is shown in Figure 2. It can be found that the aperture of fractures all obey the Gaussian distribution. The value of aperture gradually decreases with the increase of initial normal stress under the same shear displacement. When the shear displacement is 4 mm, more places with the aperture of 0 value appeared as the initial normal stress increased, which indicated that the contact area is increasing. The aperture values become larger with the increase of initial normal stress under the same shear displacement, which is caused by the dilatancy effect. The increase of shear displacement leads to the uneven body of fracture surface to slip and finally to be broken. The slip and damage of the uneven body result in irreversible dilatancy of the fracture surface.

**Figure 2.** Gaussian distribution of aperture, (a) \( \sigma_{n0} = 0.4 \) MPa; (b) \( \sigma_{n0} = 0.8 \) MPa; (c) \( \sigma_{n0} = 1.6 \) MPa.
3. Numerical Simulation of Fluid Flow in Rough Fractures

3.1. Governing Equation of Fluid Flow

The Navier–Stokes equation describes the conservation of momentum of viscous incompressible fluids which can accurately reflects the basic mechanics of fluid flow. Equation (7) is the expression of Navier–Stokes equation for a single Newtonian fluid that is incompressible.

\[
\nabla \cdot \mathbf{u} = 0
\]

\[
(\mathbf{u} \cdot \nabla) \mathbf{u} = \nu \nabla^2 \mathbf{u} - \frac{1}{\rho} \nabla p + \mathbf{F}
\]  

Equation (7)

In the above, \( \mathbf{u} \) is the vector form of fluid flow velocity, \( \nu \) represents kinematic viscosity of Newtonian fluid and can be expressed as \( \nu = \mu / \rho \), \( \mu \) is the dynamic viscosity of the fluid, \( \rho \) is the fluid density, \( p \) is the fluid pressure, \( \mathbf{F} \) is the volume force.

The N-S equation is composed of multiple nonlinear partial differential equations. The left side of the equation reflect the effect of inertial force, where the convection term \( (\mathbf{u} \nabla) \mathbf{u} \) is the only nonlinear source of the equation, and the right side reflects the viscous force of the fluid. The N-S equations only has an analytical solution for very simple fluid flows. When solving complex problems, the numerical methods must be used. In order to accurately analyzed the fluid flow behavior in 3D rough rock fractures, the COMSOL Multiphysics software was adopted.

3.2. Boundary Conditions

The fluid is assumed to flow alone with the y direction with the inlet boundary of \( y = 0 \) mm and outlet boundary of \( y = 30 \) mm. The flow boundary conditions and pressure boundary conditions were implemented on the inlet and outlet, respectively. Five different flowrates were applied at the inlet.

4. Results and Analysis

4.1. Fluid Flow Behavior of Sheared Rough Fractures

In this study, the rough fracture with \( H = 0.6 \) was selected to form the three-dimensional rough fracture model and then the fluid flow behavior in fractures under different stress state was analyzed. The aperture of fractures presented an anisotropic distribution, which lead to the uneven distribution of the flow field. Figure 3 shows the cross-sectional view and arrow diagram of flow velocity in the y direction with which the shear displacement is 4 mm. Obviously, the distribution of flow velocity in rough fracture is inhomogeneous. The velocity range in the y direction in Figure 3e is about 6 times that in Figure 3a. The main reason of this phenomenon is that the aperture decreased with the increasement of initial normal stress and the contact of fracture surface increased the complexity of the flow field. With the same inlet flowrate, the flow velocity is larger in the fracture with smaller aperture. The contact area of fracture gradually increases with the increase of initial normal stress which lead to an anisotropic distribution of aperture. The fluid flow path become more tortuous and obvious preferential flow appears, which can be seen from Figure 3b,d,f.

As shown in the flow field diagram, the low-velocity areas mainly locate near the contact area and the places with small aperture value. The negative value of \( u_y \) can be seen from Figure 3c,e. The main reason for this phenomenon is that the low-velocity fluid located around the contact point was forced to flow around the contact area, and the flow has obvious tortuous effects. It can be seen from Figure 4 that the tortuous effects of the fluid around the contact area leads to scattered flow paths in the coordinate axis direction, which significantly increases the tortuous of the flow route, and even caused the fluid to flow in the negative direction of the y-axis.
The main reason of this phenomenon is that the aperture decreased with the increasement of initial normal stress which lead to an anisotropic distribution of aperture. The fluid flow path significantly increases the tortuous of the flow field. With the same inlet flow rate, the relationship between the pressure gradient and the volume flowrate in fracture under different stress state was obtained as shown in Figure 3.

Figure 3. Velocity in the y direction of the three-dimensional fracture model when the inlet flow rate was $1.443 \times 10^{-5}$ m$^3$/s, (a) $\sigma_{n0} = 0.4$ MPa; (c) $\sigma_{n0} = 0.8$ MPa; (e) $\sigma_{n0} = 1.6$ MPa; (b,d,f) are the arrow diagrams of flow rate corresponding to (a,c,e) respectively.

Figure 4. Partial enlarged view of arrow diagrams, (a) corresponding to part 1 in Figure 3d, (b,c) corresponding to parts 2 and 3 in Figure 3f, respectively.
Assuming that the fluid flows through the fracture at a sufficiently low flow rate, the N-S equation can be simplified to the form of the cubic law.

\[ \nabla P = - \frac{12 \mu}{w h^3} Q \]  

(8)

where \( \mu \) is the dynamic viscosity of the fluid, \( w \) is the width of fracture, \( h \) is the hydraulic aperture, \( \nabla P \) is the pressure gradient, \( Q \) is the volume flowrate.

The cubic law can only be applied to the situation of low flow velocity due to the ignorance of inertial effect. At higher flow velocity, the flowrate (\( Q \)) and pressure gradient (\( \nabla P \)) has obviously deviated from the linear relationship. The Forchheimer equation is often used to describe the characteristics of nonlinear flow in fractures caused by inertial effects.

\[ - \nabla P = aQ + bQ^2 \]  

(9)

where, \( a \) is linear coefficients and \( b \) is nonlinear coefficients. The linear term (\( aQ \)) represents the effect of viscosity and the quadratic term (\( bQ^2 \)) represents the influence of inertial force.

Five boundary conditions of different flowrates were applied at the entrance of the fracture, and the relationship between the pressure gradient and the volume flowrate in the fracture under different stress state was obtained as shown in Figure 5. It can be seen that the Forchheimer equation can fit the data well. With the increase of initial normal stress, the curve of pressure gradient and flowrate becomes steeper, indicating that the flow resistance becomes larger. This is mainly because the larger the initial normal stress during the shearing process, the greater the amount of fracture closure caused and the fracture with higher initial normal stress required higher energy to reach the same flow velocity.

Figure 5. Relationship between pressure gradient and flow rate under different initial normal stresses, (a) \( u_h = 4 \) mm; (b) \( u_h = 6 \) mm; (c) \( u_h = 8 \) mm; (d) \( u_h = 10 \) mm.
The linear and nonlinear coefficients in the Forchheimer equation under different stress state were obtained according to the fitting result. Figure 6a,b are the relationship curves of linear coefficient \(a\), nonlinear coefficient \(b\) and shear displacement under different initial normal stresses. In the shearing process, the values of \(a\) and \(b\) were reduced by 1–2 and 1–3 orders of magnitude, respectively, and the value of the nonlinear coefficient \(b\) was 5 orders of magnitude larger than the value of the linear coefficient \(a\). The changing trends of coefficients \(a\) and \(b\) were similar, falling rapidly in the interval of shear displacement of 4–6 mm, and gradually reach a stable state when the shear displacement exceeds 6 mm. The fracture expanded during the shearing process, and the hydraulic resistance formed on the fracture surface decreased, which lead to the decrease of \(a\) and \(b\) values. In addition, it can be observed that the values of the linear coefficient \(a\) and the nonlinear coefficient \(b\) increased with the increase of the initial normal stress. This is mainly due to the fact that the implement of higher normal stress makes it easier to inhibit the expansion of fracture and the contact area of the upper and lower fracture surfaces increased, which result in tortuous flow and inertial effects became obvious. At the same time, more broken particles will be produced under higher initial normal stress, which will hinder the fluid flow in the fractures. The relationship curve between linear coefficient \(a\) and nonlinear coefficient \(b\) is shown in Figure 7. The least squares method was used to fit the data, and the empirical formula between \(a\) and \(b\) was obtained as Equation (11). The value of the nonlinear coefficient \(b\) is often difficult to obtain in engineering practice. This equation can effectively estimate the nonlinear coefficient \(b\) according to the linear coefficient \(a\).

\[
b = 0.0687a^{1.56085}
\]  

(10)

![Figure 6](image_url)  
**Figure 6.** Relationship between coefficients of Forchheimer equation and shear displacement under different initial normal stresses, (a) linear coefficient \(a\); (b) nonlinear coefficient \(b\).

![Figure 7](image_url)  
**Figure 7.** Relationship between nonlinear coefficient \(b\) and linear coefficient \(a\).
For fluid flow in rock fractures, with the increase of the flowrate in the entrance boundary, the nonlinear effect of the flow becomes more obvious. At this time, the inertial effect can no longer be ignored. It becomes the main cause of fluid energy loss. In order to quantitatively describe the nonlinear characteristics of the flow in the shearing process, the nonlinear factor $E$ was defined, and its expression is

$$E = \frac{bQ^2}{\alpha Q + bQ^2}$$  \hspace{1cm} (11)

where the nonlinear factor is the ratio of the pressure drop caused by the non-linear effect to the total pressure drop. In engineering practice, it is generally believed that when $E$ exceeds 0.1, the energy loss caused by nonlinear effects cannot be ignored. The $E = 0.1$ was selected as the turning point of the flow state. In order to quantitatively evaluate the starting conditions of nonlinear characteristics, the Reynolds number ($Re$) was introduced, and its expression is

$$Re = \frac{\rho Q}{\mu w}$$  \hspace{1cm} (12)

Combining Equations (11) and (12), the critical Reynolds number $Re_c$ at the beginning of the nonlinear flow in the fracture can be derived, and the formula is

$$Re_c = \frac{a\rho}{9b\mu w}$$  \hspace{1cm} (13)

The values of $a$ and $b$, which was calculated according to Forchheimer equation, were substituted into the Equation (12) to obtain the critical Reynolds number under different stress states. As shown in Table 2, the range of critical Reynolds number is between 20.95–166.28. It can be seen from Figure 8a that the critical Reynolds number increased with the increasing shear displacement, which is consistent with the experimental results of Yin’s [33]. Figure 8b is a comparison diagram of critical Reynolds number between our study and Yin’s with the initial normal stress of 0.8 MPa. The variation trend of the critical Reynolds number with the shear displacement is consistent with Yin’s, but the value is slightly larger than that of the literature, which is mainly caused by the difference of the fracture surface.

**Table 2.** Corresponding $a$, $b$, and $Re_c$ values of rough fractures ($H = 0.6$) under different stress states.

| $\sigma_{n0}$ (MPa) | $u_h$ (mm) | $a$ (kg m$^{-5}$ s) | $b$ (kg m$^{-8}$) | $Re_c$ |
|-------------------|-------------|---------------------|---------------------|--------|
| 0.4               | 4           | $4.054 \times 10^9$ | $6.888 \times 10^{13}$ | 166.28 |
|                   | 6           | $8.956 \times 10^8$ | $1.638 \times 10^{13}$ | 154.45 |
|                   | 8           | $3.987 \times 10^8$ | $6.857 \times 10^{12}$ | 164.29 |
| 0.8               | 10          | $2.429 \times 10^8$ | $4.221 \times 10^{12}$ | 162.59 |
|                   | 4           | $6.433 \times 10^{10}$ | $4.887 \times 10^{15}$ | 37.19  |
|                   | 6           | $1.217 \times 10^{10}$ | $3.843 \times 10^{14}$ | 89.46  |
|                   | 8           | $5.021 \times 10^9$  | $1.236 \times 10^{14}$ | 114.82 |
|                   | 10          | $3.236 \times 10^9$  | $6.304 \times 10^{13}$ | 145.03 |
| 1.6               | 4           | $1.654 \times 10^{11}$ | $2.231 \times 10^{16}$ | 20.95  |
|                   | 6           | $2.567 \times 10^{10}$ | $1.214 \times 10^{15}$ | 59.75  |
|                   | 8           | $9.490 \times 10^9$  | $3.397 \times 10^{14}$ | 78.93  |
|                   | 10          | $5.419 \times 10^9$  | $1.452 \times 10^{14}$ | 105.44 |
In this study, for fluid flow through sheared rough fractures under different initial normal stress; (Figure 8.)

Figure 8. Relationship between Reynolds number and shear displacement, (a) relationship between Reynolds number and shear displacement under different initial normal stress; (b) comparison of Reynolds number between simulation result and Yin’s experiment data [33].

4.2. Normalized Transmissivity

Transmissivity \((T)\) is a parameter that comprehensively reflects the flow resistance existed in a fracture. When \(\text{Re} \) is sufficiently low, \(T\) is a constant value related to permeability and the Cross-sectional area of fluid flow. In this study, for fluid flow through sheared rough fractures subjected to different initial normal stress, the expression of \(T\) was shown as

\[
T = \frac{-\mu Q}{\nabla P}
\]

where, \(\nabla P\) is the pressure gradient along the flow direction, MPa/m; \(Q\) is the flowrate in fracture, m\(^3\)/s; \(\mu\) is the dynamic viscosity, Pa·s.

Figure 9 displays the relationship between Reynolds number and transmissivity for sheared rough fractures under different initial normal stress ranging 0.4 to 1.6 MPa. Obviously, with the increase of Reynolds number, the values of transmissivity gradually decrease accompanied with the reduction of decrease rate. The relationship between Reynolds number and transmissivity can be best fitted with a second-polynomial function by using the least square method. The fitting relationships are presented in Figure 9.

The normalized transmissivity is defined as a dimensionless ratio of transmissivity \((T)\) at a certain flow rate to transmissivity \((T_0)\) at a sufficiently low flow rate. It is more common to evaluate the nonlinear flow behavior of fluid using the relationship between Reynolds number and normalized transmissivity \((T/T_0)\). The \(T/T_0\) can be expressed as a function of \(\text{Re}\) and Forchheimer coefficient \(\beta\) [33]

\[
\frac{T}{T_0} = \frac{1}{1 + \beta \text{Re}}
\]

where \(T_0\) is the transmissivity when the flow rate is significantly small and the values can be obtained from Figure 9. By fitting the data of \(T/T_0\) and \(\text{Re}\) in Figure 10 according to the Equation (15), the Forchheimer coefficient \((\beta)\) can be obtained.
Figure 9. Relationship between transmissivity and Reynolds number, (a) $\sigma_{n0} = 0.4$ MPa; (b) $\sigma_{n0} = 0.8$ MPa; (c) $\sigma_{n0} = 1.6$ MPa.

Figure 10. Relationship between normalized transmissivity and Reynolds number, (a) $\sigma_{n0} = 0.4$ MPa; (b) $\sigma_{n0} = 0.8$ MPa; (c) $\sigma_{n0} = 1.6$ MPa.
Figure 10 exhibits the relation between the Reynolds number and the normalized transmissivity of sheared fractures subjected to different initial normal stress. It can be seen from Figure 10 that the normalized transmissivity decreased a lot with increasing Reynolds numbers. For a certain initial normal stress, the relationship between $Re$ and $T/T_0$ shift upward as shear displacement increases. The reason is that the complexity of aperture geometry gradually weakens as the increase of shear displacement and the flow channel gradually increase as the decrease of contact ratio.

Figure 11 displays the relationship between Forchheimer coefficient and shear displacement. Notably, the Forchheimer coefficient decrease with the increase of shear displacement. Taking $\sigma_{n0} = 1.6 \text{ MPa}$ as example, as the shear displacement increase from 4 mm to 6 mm, the Forchheimer coefficient decrease from 0.00428 to 0.00127 with reduction rate of 70.33%. While, with the same shear displacement, the Forchheimer coefficient generally increase with the initial normal stress.

5. Conclusions

This paper numerically studied the effect of initial normal stress on variations in nonlinear flow through 3D self-affine rough fractures subjected to CNS boundary. First, several fracture surfaces with fractal properties were generated by using the corrected SRA algorithm. Then, the three-dimensional rock fracture under different stress states was developed, considering the boundary conditions of constant normal stiffness in the shearing process. Finally, the law of fluid flow in the fracture under different stress states was revealed by numerically solving the N-S equations corresponding to five different flowrate inlet boundary conditions. The aperture distribution, fluid flow pattern, critical Reynolds number and the normalized transmissivity of rough fractures were analyzed. The relevant results are summarized as follows:

1. With the increase of the initial normal stress during the shearing process, the surface contact area increases, and the average aperture value of the fracture decreases. The uneven body on the surface of the fracture gradually slipped with the increase of the shear displacement and was finally broken, resulting in a dilatancy effect. The fracture aperture has anisotropic characteristics under different stress state.

2. The larger the initial normal stress imposed on the external boundary, the stronger the unevenness of the flow field distribution. The negative value of the flow velocity appeared near the contact area of upper and lower fracture surfaces is mainly due to the obvious tortuous effect of the fracture flow, which leads to the scattered flow route and the reverse flow along the $y$-axis.

3. The Forchheimer equation can fit the data of the flowrate and pressure gradient well, which showed that the fracture flow no longer satisfies the law of linear flow. The linear coefficient $a$ and the nonlinear coefficient $b$ decrease with the increasing shear displacement, and increase when initial normal stress became larger. The values of $a$ and $b$ fall rapidly in the interval of shear displacement of 4–6 mm, and then reach a
stable state. The empirical formula between the coefficient $a$ and $b$ was obtained by fitting all data points. By defining the nonlinear factor, the critical Reynolds number which is used to characterize the beginning of the non-linear flow was obtained.

(4) The value of $Re$ has significant effect on transmissivity and the transmissivity decrease with the increasing $Re$. The correlation between normalized transmissivity and Reynolds number were evaluated. The values of $T/T_0$ increased with increasing $u_h$ but decrease with $\sigma_{n0}$. The values of $\beta$ showed a decreasing trend with $u_h$.
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