Quantum mechanics on $SO(3)$ via noncommutative dual variables
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We formulate quantum mechanics on the group $SO(3)$ using a noncommutative dual space representation for the quantum states, inspired by recent work in quantum gravity. The new noncommutative variables have a clear connection to the corresponding classical variables, and our analysis confirms them as the natural phase space variables, both mathematically and physically. In particular, we derive the first order (Hamiltonian) path integral in terms of the noncommutative variables, as a formulation of the transition amplitudes alternative to that based on harmonic analysis. We find that the nontrivial phase space structure gives naturally rise to quantum corrections to the action for which we find a closed expression. We then study both the semiclassical approximation of the first order path integral and the example of a free particle on $SO(3)$. On the basis of these results, we comment on the relevance of similar structures and methods for more complicated theories with group-based configuration spaces, such as loop quantum gravity and spin foam models.

I. INTRODUCTION

Quantum mechanics on a Lie group has been considered, following the seminal work of DeWitt [1] on quantum mechanics on general curved manifolds, first by Schulman [2] for $SU(2)$ and later by Dowker [3] for semisimple Lie groups. This work has been later expanded upon, e.g., by Marinov and Terentyev [4]. In the case of group manifolds, the group structure, and thus ensuing homogeneity and representation theory, admit a considerable simplification compared to the general case considered by DeWitt. These formulations are considered largely satisfactory, apart from some disagreement about quantum correction terms in the path integral formulation [1, 5, 6]. We will show that our approach produces quantum corrections consistent with those obtained originally by DeWitt [1], and find that this form is required for the propagator to satisfy the Schrödinger equation.

Moreover, complications in considering quantum systems on Lie groups are bound to arise also from the rather involved representation theory of Lie groups, which is used in the spectral decomposition of quantum states via Peter-Weyl theorem. Recently, a new way of decomposing fields on $SO(3)$ into unitary representations of the group, the so-called group Fourier transform, was introduced in the context of 3d quantum gravity models in [7, 8], further developed in [9], and generalized to $SU(2)$ by Joung, Mourad and Noui [10]. The group Fourier transform, an isometry from the $L^2$-space of functions on $SO(3)$ to an $L^2$-space of functions on $\mathbb{R}^3$ equipped with a noncommutative $\star$-product structure (reviewed in Sec III C), is solidly based on the theory of quantum groups (Hopf algebras) and the corresponding definition of noncommutative geometry [11]. It has the convenient property of circumventing the representation theory by encoding the non-Abelian group structure in the noncommutative structure of the dual space. The transform is yet to be formulated for a general Lie group, but this appears as merely a question of further research, not a fundamental difficulty. Therefore, it is particularly interesting to apply the group Fourier transform technique to well-known systems, such as quantum mechanics on $SO(3)$, to be able to compare the results, and to gain more insight into the interpretation of the new noncommutative variables. This is the main purpose of this work.

Our more general motivation comes, however, from quantum gravity. A special case of quantum mechanics on a Lie group, even though it is made rather unusual by background independence, is loop quantum gravity (LQG), which is the theory obtained via canonical quantization of the general theory of relativity [12, 13]. In LQG the kinematical Hilbert space of quantum states is given, in fact, in terms of cylindrical functions associated to graphs (embedded in 3-space) on a configuration space $SO(3)^{L}/SO(3)^{V}$, where $L$ is the number of links of the graph, and $V$ the number of vertices. By harmonic analysis, the same states can be recast in the form of spin networks, i.e., graphs labeled by irreducible representations of $SO(3)$. Analogously, an approach to the dynamics of LQG uses 2-complexes (as a spacetime counterpart of the graphs on which states are defined) to represent a discrete substitute for continuum spacetime, decorated either by group elements (as in lattice gauge theory) or by representations. These labeled 2-complexes are called spin foams. One then defines quantum amplitudes for these spin foams to give a purely algebraic version of a gravitational path integral [14]. The group Fourier transform has recently been applied both to LQG states [15], to define a representation...
of the states in terms of noncommutative fluxes of the gravitational triad field [12], and to the spin foam dynamics [16,17] or, more specifically, to the more general context of group field theory [18,19], where the transform has been shown to encode an exact duality between spin foam models and lattice gravity path integrals, thus making the geometry of the spin foam dynamics manifest. We will give some more details on these quantum gravity constructions, and comment on the relation and implications of our considerations to LQG and spin foam models along the way.

The layout of the paper is following: In Sec. II we will review the canonical formulation of classical mechanics on $SO(3)$, on which we build up our treatment of quantum mechanics on $SO(3)$ in Sec. III. We start from the canonical quantization, first in terms of group variables in Sec. III A, in terms of spin labels in Sec. III B, and finally in the dual noncommutative space in Sec. III D obtained via the group Fourier transform reviewed in Sec. III C. In Sec. III E we then derive the correct form for the quantum corrections to the amplitudes in $T^*SO(3) \equiv \mathfrak{so}(3)$ on the whole tangent bundle. Here, $\text{tr}(XY)$ is taken in the fundamental representation so that the left-invariant vector fields given by $l_o^{-1}T_{ig} \equiv l_o^{-1}L_{gi}T_{ie}$, where $l_i := T_{ie} = \sigma_i$ in the fundamental representation, $\sigma_i$ being the Pauli matrices, constitute an orthonormal set of vector fields in $T SO(3)$. Similarly, on the cotangent bundle $T^*SO(3)$ a metric tensor is obtained as the push-forward with respect to left multiplication of the form $B(P, Q) := (i/2)\text{tr}(PQ)$ in $T^*SO(3) \equiv \mathfrak{so}(3)$, and an orthonormal basis of left-invariant 1-forms is given by $l_o^{-1}T^*_i \equiv l_o^{-1}L^*_i T^*_e$, where $t^i := T^*_i = \sigma_i$. $l_i \in \mathbb{R}^+$ is a constant with dimensions of length, which determines the length scale on the group manifold, namely, $l_o$ is the radius of the 3-sphere $S^3 \equiv SU(2) \equiv SO(3) \times \mathbb{Z}_2$ embedded into a 4-dimensional Euclidean space, to which $SO(3)$ corresponds when antipodes $g, -g \in SU(2)$ are identified. Then, consistency requires us to choose the integration measure $\pi^2 l_o^2 dg$ on $SO(3)$, where $dg$ is the left-invariant Haar measure normalized to unity, so that the volume of the group, $\pi^2 l_o^3$, is the volume of the upper hemisphere of $S^3$ with radius $l_o$.

The Lie brackets of the left-invariant orthonormal basis vector fields $l_o^{-1}T_i$ reflect the structure of the underlying $\mathfrak{so}(3)$ Lie algebra:

$$[\mathcal{L}_{l_o^{-1}T_i}, \mathcal{L}_{l_o^{-1}T_j}] = -2i l_o^{-1} \epsilon_{ij}^k \mathcal{L}_{l_o^{-1}T_k},$$

(2)

1In fact, choosing a specific polarization of the phase space, namely, the physical interpretation of which part of it corresponds to the configuration space and which part to the momentum space, is not crucial at this point. Indeed, there is a mathematical duality between the two parts, namely, one part corresponds to the generators of translations of the other via the canonical symplectic structure of the cotangent bundle (to be introduced in the following). The physical meaning to the cotangent bundle is ultimately attached by the dynamics, e.g., the Hamiltonian of the physical system in consideration and, in particular, its symmetries. Typically, the physical configuration space is considered to be the part of the phase space in which the dynamics a free system is translationally invariant. Nevertheless, in what follows we will use, for the sake of simplicity, the labels “configuration space” and “momentum space” for the parts $SO(3)$ and $\mathfrak{so}(3)$ of the phase space $SO(3) \times \mathfrak{so}(3)$, respectively, bearing in mind that the labelling is always invertible when no particular physical interpretation is given. Indeed, notice that in the papers [8–10] from which our treatment of the noncommutative dual variables stems, the opposite polarization has been considered, due to the specific form of the action of the field theory considered.

2In this paper we use the physics convention of Lie algebras, where $\mathfrak{so}(3)$ consists of traceless Hermitian elements.
where $\mathcal{L}_{T_i}(f) := \frac{d}{dt} f(ge^{it_i})|_{t=0}$ is the Lie derivative of a function $f \in \mathcal{C}^1(SO(3))$ with respect to the left-invariant vector field $T_i$. We have here chosen the fields $T_i$ to be dimensionless while the dimensions are given by the constant $t_i$. By first absorbing the constant into the orthonormal basis $I^i_a T_i \mapsto T_i$ and into the definition of trace $I^2 \mapsto \text{tr}$ in the Killing metric, we may take the Euclidean limit $t_i \to \infty$, where Lie derivatives become commutative and the integration measure becomes the Lebesgue measure on $\mathbb{R}^3$, while the basis fields remain orthonormal. Thus, in this limit $SO(3)$ becomes essentially Euclidean $\mathbb{R}^3$ (even though the global topology of the manifold does not change).

On the phase space we have the canonical 1-form $\theta \in \mathcal{T}^*(\mathcal{T}^*SO(3)) \equiv \mathcal{T}^*SO(3) \times \mathcal{T}SO(3)$ given by $\theta_{P_i} = (P_g, 0) \in \mathcal{T}^*_p(\mathcal{T}^*SO(3))$ for all $P_g \in \mathcal{T}^*SO(3)$, where $0$ is the null vector field on $SO(3)$. The symplectic 2-form $\omega$ on the phase space is given via the exterior derivative of the canonical 1-form $\theta$ as

$$\omega := -d\theta = dg^i \wedge dp_i - 2I^g_\alpha \epsilon^g_{ijk} P_k dg^i \wedge dg^j,$$

where we used the notation $dg^i := (I^g_i T_i^\alpha, 0)$, $dp_i := (0, I^g_\alpha T_i^\alpha)$. $P_i = P_g \cdot I^g_\alpha T_i^\alpha$ are Euclidean coordinates in the momentum space $\mathfrak{so}(3) \equiv \mathbb{R}^3$. The Hamiltonian vector field $X_{\theta} \in \mathcal{T}(\mathcal{T}^*SO(3))$ corresponding to a function $F \in \mathcal{C}^1(SO(3))$ is defined through the relation $i_{X_{\theta}} \omega = dF$, where $i_{X_{\theta}}$ denotes the interior product, which ensures that $L_{X_{\theta}} \omega = 0$, i.e., the symplectic structure is conserved under the flow generated by $X_{\theta}$. Then, the Poisson bracket $\{\cdot, \cdot\}_{PB}$ on the phase space $\mathcal{T}^*SO(3)$ is given by

$$\{F, G\}_{PB} = \omega(X_F, X_G)$$

$$= \frac{\partial F}{\partial P_i} \frac{\partial G}{\partial g^j} - \frac{\partial F}{\partial g^j} \frac{\partial G}{\partial P_i} - 2I^g_\alpha \epsilon^g_{ijk} P_k \frac{\partial F}{\partial P_i} \frac{\partial G}{\partial P_j}.$$ (4)

for $F, G \in \mathcal{C}^1(\mathcal{T}^*SO(3))$, where we use the notation $L_{(\cdot, T_i^\alpha, p_i^\alpha)} F := \frac{\partial F}{\partial g^i}$ and $L_{(0, \cdot, T_i^\alpha, p_i^\alpha)} F := \frac{\partial F}{\partial P_i}$ for the Lie derivation of a function $F \in \mathcal{C}^1(\mathcal{T}^*SO(3))$ with respect to left-invariant basis vector fields in $\mathcal{T}(\mathcal{T}^*SO(3))$. Here we observe that the momentum space receives a nontrivial Poisson structure, basically due to the noncommutativity of the left-invariant derivations under the Lie bracket.

B. Parametrization of the phase space

Although the Poisson brackets can be expressed in a global form in terms of Lie derivatives, and while the coordinate functions $P_i = P_g \cdot I^g_\alpha T_i^\alpha$ in the cotangent spaces are globally well-defined due to the parallelizability of $\mathcal{T}^*SO(3)$ with the left-invariant 1-forms $P_g$ labeled by $P_i$, the choice of coordinates on $SO(3)$ is not unique. In fact, since $SO(3)$ is compact, we cannot cover it with only one coordinate patch. For example, the coordinate functions $X'(g)$, defined via $g = \exp[iX'(g)t_i/l_s]$, on the group are well-defined and differentiable only in a limited neighborhood of the unit element, namely, for $|X'(g)| < \pi l_s/2$ (in the Euclidean $\mathbb{R}^3$). For $|X'(g)| = \pi l_s/2$ there is a two-to-one relation between a group element $g$ and $\pm X'(g)$, since in this case $\exp[-iX'(g)t_i/l_s]$. However, we can choose a coordinate system $X'_k(g)$ in a neighborhood of any element $h \in SO(3)$, such that $g = h \exp[iX'(g)t_i/l_s]$. The Poisson brackets for the coordinate functions above, induced by the left-invariant vector fields, read

$$\{X'_k, X'_l\}_{PB} = 0,$$

$$\{X'_h, P_j\}_{PB} = -\delta^j_i,$$

$$\{P_i, P_j\}_{PB} = -2I^g_\alpha \epsilon^g_{ijk} P_k$$ (5)

for all $h \in \mathcal{C}(SO(3))$. Note that the exact form of the Poisson bracket $\{X'_{h_1}, P_{j_2}\}_{PB}$ holds only at the origin of the coordinate system $h \in SO(3)$, but this is generally true for any choice of coordinates $X_h(g)$ such that $\{Z_{h_1}, P_{j_2}\}_{PB} = -\delta^j_i$. However, the above choice of coordinates is not the most convenient one, since the inverse map from the group elements to the coordinate functions includes a logarithm, and makes it therefore difficult to make explicit calculations. Possibly a better choice are the coordinates

$$Y'_h(g) := -\frac{l_s}{2} \text{tr}(h^{-1}g) = \left[\frac{\sin(|X_h(g)|)}{|X_h(g)|}/l_s\right],$$ (6)

which are one-to-one for the range $|Y'_h(g)| < l_s$. These coordinates will also later enter the definition of the noncommutative plane waves in Sec. III C. For them the Poisson brackets read

$$\{Y'_h, Y'_l\}_{PB} = 0,$$

$$\{Y'_h, P_j\}_{PB} = -\sqrt{1 - I^g_\alpha Y'_k Y'_k} \delta^j_i + I^g_\alpha Y'_k \epsilon^g_{ijk},$$

$$\{P_i, P_j\}_{PB} = -2I^g_\alpha \epsilon^g_{ijk} P_k$$ (7)

for the whole range of validity of $Y'_h$. For them we also have $\{Y'_h, P_j\}_{PB} = -\delta^j_i$ as a special case. The deformation of the canonical commutation relations can be understood to arise from the deformed addition of the coordinates on $SO(3)$, given by

---

3We thank Frank Eckert for pointing this out.

4The Darboux theorem ensures the existence of a coordinate system $(x', p_d)$ in a neighborhood of any point in a cotangent bundle such that the symplectic 2-form acquires the canonical form $\omega = dx' \wedge dp_d$ [22]. However, on a Lie group it is more convenient and physically transparent to use the coordinates generated by the left-invariant (or right-invariant) vector fields, since they respect the division of the cotangent bundle to its horizontal $SO(3)$ and vertical $\mathfrak{so}(3)$ parts, i.e., to the configuration and the momentum spaces.
\[ (Y_h(g_1) \Theta_h Y_h(g_2))^i = Y_h(g_1 h^{-1} g_2) = e_h(g_1, g_2) \left[ \sqrt{1 - Y_h^2(g_2)/l_0^2} Y_h(g_1) + \sqrt{1 - Y_h^2(g_1)/l_0^2} Y_h(g_2) - (Y_h(g_1) \times Y_h(g_2))^i/l_0 \right], \]

where \( e_h(g_1, g_2) := \text{sgn} \left( \text{tr}(h^{-1} g_1 h^{-1} g_2) \right) \) in the fundamental \( SU(2) \) representation and \( \times \) denotes the Euclidean cross-product. This is because the momenta correspond to the generators of translations on the configuration space \( SO(3) \). Furthermore, we observe that the Poisson algebra of the momentum space coordinate functions \( P_i \) reflects directly the noncommutative structure of the \( \tilde{\mathfrak{o}}(3) \) Lie algebra.

### C. Classical dynamics on \( T^*SO(3) \)

The dynamics of the system is given by the choice of a Hamiltonian function \( H \in C^1(T^*SO(3)) \). The Hamiltonian vector field corresponding to \( H \)

\[
\frac{d}{dt} \Xi_h = \{H, \cdot\}_PB = \frac{\partial H}{\partial P_i} - \frac{\partial H}{\partial g^i} \frac{d}{dP_i} - 2l_0^{-1} \epsilon_{ij}^k P_k \frac{\partial H}{\partial P_j} \frac{\partial}{\partial P_i} \tag{9}
\]

is the generator of time-evolution of dynamical variables in the phase space. This expression has an additional term with respect to the Euclidean case, arising from the noncommutative Lie algebra structure of derivations, which vanishes in the commutative limit \( l_0 \to \infty \). Thus the classical dynamics of the system coincides with the usual Euclidean one in this limit. In particular, the equations of motion for the canonical variables are

\[
\frac{dX_h^i}{dt} \bigg|_h = \{H, X_h^i\}_PB_h = \frac{\partial H}{\partial P_i} \bigg|_h \quad \forall \; h \in SO(3), \tag{10}
\]

\[
\frac{dP_i}{dt} = \{H, P_i\}_PB = -\frac{\partial H}{\partial g^i} + 2l_0^{-1} \epsilon_{ij}^k P_k \frac{\partial H}{\partial P_j}. \tag{11}
\]

### D. The phase space of Loop Quantum Gravity

Let us digress briefly to recall some elements of LQG [12,13], showing the similarity with the much simpler case we are dealing with here, as an additional motivation for our forthcoming analysis. In the connection formulation that defines the classical starting point of LQG, the configuration space of general relativity is replaced, after a canonical transformation, by the space of \( \tilde{\mathfrak{o}}(3) \)-valued (or \( \tilde{\mathfrak{su}}(2) \)-valued, depending on the formulation) connections \( A \) on some spatial 3d hypersurface \( \Sigma \) in spacetime. The conjugate variable is a (densitized) triad field \( e \), also valued in \( \tilde{\mathfrak{o}}(3) \). One then changes variables in the classical phase space, going from connections to \( SO(3) \)-valued holonomies \( h_i = P \exp(\int_l A) \) along paths \( l \) in \( \Sigma \), where \( P \) indicates path ordering. The canonically conjugate variable to the holonomies along all such possible paths are \( \tilde{\mathfrak{o}}(3) \)-valued fluxes \( E_3 \equiv \int_{\Sigma_l}^{} * (e \wedge e) \) of the triad fields through surfaces, also embedded in \( \Sigma \). More generally, one considers (spin network) graphs embedded in \( \Sigma \) and associated dual surfaces [12]. Computing Poisson brackets of these classical variables, one finds commutativity among any two holonomies and noncommutativity among fluxes. While the general Poisson brackets are complicated, as they depend on the specific path and surface associated to the variables considered, in the simplest case of a link \( l \) and a surface \( S \) intersecting it at a single point, one finds the algebraic structure of \( T^*SO(3) \equiv SO(3) \times \tilde{\mathfrak{o}}(3) \), the cotangent bundle over \( SO(3) \) [23],

\[
\{h_i, h_j\}_PB = 0, \quad \{E_i^S, E_j^S\} = -2\delta_{SS'} \epsilon_e^{ij} E_k^S,
\]

where \(-2\epsilon_e^{ij}_k\) are the structure constants of the Lie algebra \( \tilde{\mathfrak{o}}(3) \). Thus, the phase space \( T^*SO(3) \) we are considering in this paper is the phase space associated, in LQG, to a single link of a spin network graph, with associated dual surface.

For a more general spin network \( \Gamma \), the phase space \( \mathcal{P}_\Gamma \) will become the direct product of phase spaces of the individual links \( l \in \Gamma \) modulo relations arising from the requirement of \( SO(3) \) gauge invariance at the vertices \( \nu \in \Gamma \),

\[
\mathcal{P}_\Gamma \equiv T^*(SO(3)^L/\{SO(3)^V\}) \tag{12}
\]

where \( L \) is the number of links in \( \Gamma \) and \( V \) is the number of vertices. In terms of the fluxes \( E_3 \) the gauge invariance can be understood as implying the closure of the surfaces dual to the links attached to the vertex, or equivalently the absence of flux outgoing from the region surrounded by the same surfaces around the vertex.

Obviously, there is one crucial difference between our simple case of nonrelativistic quantum mechanics on \( SO(3) \) and LQG. In LQG, being the quantization of general relativity, we must require diffeomorphism invariance to hold, and so due to the reparametrization invariance of the time coordinate, the Hamiltonian function \( H \) becomes a constraint [12], and no time coordinate will play a distinguished role. Therefore, with regard to LQG, we restrict our arguments mainly on the level of phase space structure, and comment on the possible advantages and perspectives for LQG of the noncommutative structure we study, based on the intuition gained from the simpler cases.

### III. QUANTUM MECHANICS ON SO(3)

#### A. Group basis

Building on the results reviewed in the previous section, it is now straightforward to give a canonical formulation of quantum mechanics on \( SO(3) \). The natural choice for canonical variables in the phase space \( SO(3) \times \tilde{\mathfrak{o}}(3) \) are...
the group elements \( g \in SO(3) \) and the Lie algebra elements \( P \in \mathfrak{so}(3) \cong \mathbb{R}^3 \), which we then “upgrade” to canonical operators formally via the quantization map \( \hat{g} \mapsto \hat{g} \) and \( P_i \mapsto \hat{P}_i \) for the components of \( P \in \mathfrak{so}(3) \).

We first consider the complete set of orthonormal basis states \( \{|g\>g \in SO(3)\} \), labeled by group elements, which we will call the group basis, satisfying

\[
\langle g|g' \rangle = \frac{1}{\pi^2 l_o^3} \delta(g^{-1}g'),
\]

\[
\int_{SO(3)} \pi^2 l_o^3 dg \langle g|g \rangle = \hat{1}, \quad \text{and} \quad f(\hat{g})|g\rangle = f(g)|g\rangle
\]

for any function \( f \in F(SO(3)) \), where \( \hat{1} \) denotes the unit operator, \( dg \) the normalized Haar measure. In the above sense, \( |g\rangle \) are the eigenstates of the operator \( \hat{g} \). Note that here one must necessarily consider the group elements themselves as operators instead of some coordinate functions on \( SO(3) \), since there does not exist any global differentiable coordinate system on \( SO(3) \). On the other hand, since \( g \in SO(3) \) are not real numbers but group elements, we can neither act directly with the operator \( \hat{g} \) on states. The property \( f(\hat{g})|g\rangle = f(g)|g\rangle \), however, guarantees that for\( any \ coordinate \ system \ on \ SO(3) \), \( |g\rangle \) are the eigenstates of the coordinates. As usual, we then define the Hilbert space of states \( \mathcal{H} \) to consist of those states \( |\psi\rangle \), whose decomposition in the \( |g\rangle \) basis can be expressed in the form

\[
|\psi\rangle = \int_{SO(3)} \pi^2 l_o^3 dg \psi(g)|g\rangle,
\]

for any function \( \psi \in L^2(SO(3), \pi^2 l_o^3 dg) \), and \( \langle \psi|\psi \rangle = 1 \). Notice that, with this choice of normalization, the measure coincides with the Lebesgue measure on \( \mathbb{R}^3 \) in the commutative limit \( l_o \to \infty \).

In the group basis \( \{|g\>g \in SO(3)\} \) it is natural to choose the momentum operators to be of the form

\[
\hat{P}_i = -i\hbar \frac{\partial}{\partial T_i},
\]

where \( \partial \) is the Lie derivative on \( SO(3) \) with respect to the left-invariant basis vector field \( T_i \in T SO(3) \), and \( \hbar \) is the Planck constant, since these are the generators of translations on \( SO(3) \). Also, they are self-adjoint in \( L^2(SO(3), \pi^2 l_o^3 dg) \), and the quadratic Casimir operator is \( \hat{P}^2 = \sum_i \hat{P}_i^2 = -(\hbar/l_o)^2 \Delta_{LB} \), where \( \Delta_{LB} \) is the Laplace-Beltrami operator on \( SO(3) \) [24].

The commutators of the operators \( \hat{P}_i \) and the coordinate operators \( X_h^j := X_h^j(\hat{g}) \) corresponding to the coordinate functions \( X_h^j : SO(3) \to \mathbb{R}^3 \), induced by the left-invariant vector fields, \( g = h \exp[iX_h^j(g)t_i/l_o] \), where \( t_i = T_i(0) \in T_e SO(3) = \mathfrak{so}(3) \) is a Lie algebra basis, and \( |X_h^j(\hat{g})| < \pi l_o/2 \), read

\[
[X_h^j, \hat{X}_k^l] = 0, \quad [\hat{X}_h^j, \hat{P}_l] = i\hbar \delta_h^l, \quad [\hat{P}_i, \hat{P}_j] = 2i\hbar \epsilon_{ijl} \hat{P}_l,
\]

for all \( h \in SO(3) \), due to the properties of Lie derivatives. As for the Poisson brackets, we find that, in general, we must have different canonical coordinate operators \( \hat{X}_h^j \) for each \( h \in SO(3) \) to satisfy the canonical commutation relations with the momentum operators. With the choices above, the commutators then correctly reflect the classical Poisson structure (5) of the canonical variables in the usual sense:

\[
\frac{i}{\hbar} [\hat{O}, \hat{O'}]^{PB} = \{O, O'\}_PB.
\]

The canonical dynamics of a quantum system corresponding to a given classical system is then obtained by applying the quantization map to the Hamiltonian function, \( H(P, g) \to \hat{H} = H(\hat{\hat{g}}, \hat{g}) \). As is well known, this prescription is not unique due to the ambiguity in ordering operators. Namely, there are several inequivalent ways to order the canonical operators in \( \hat{H} \), which all coincide in the limit \( \hbar \to 0 \). For the purposes of this paper, however, we will not have to fix any specific operator ordering.

In LQG, one proceeds to quantization in the same way as have done above (apart from the normalization chosen for the measure of integration, which is taken to be simply the Haar measure on each link). Functions \( \psi_T \) associated to graphs \( \Gamma \) define the Hilbert space \( \mathcal{H}_\Gamma = L^2(SO(3)^{V}/SO(3)^{V}) \). By taking the direct sum over all such Hilbert spaces corresponding to all possible graphs in \( \Sigma \), one defines the kinematical Hilbert space of the theory. Similarly to what we have done above, one defines the algebra of kinematical observables of the theory by turning the canonical variables into operators.

### B. Spin basis and coherent states

In this subsection we will briefly review the well-known decomposition of functions on \( SO(3) \) in terms of spin representations, as well as in terms of coherent states on \( SO(3) \). This will allow us to compare our results in later parts of the paper to the ones obtained by more conventional methods.

A decomposition of functions on \( SO(3) \) in terms of spin representations follows from Peter-Weyl theorem [25], which shows the orthogonality of the elements of representation matrices (also called Wigner D-functions)

\[
D_{mn}(g), j \in \mathbb{N}_0, m, n = 0, \pm 1, \ldots, \pm j;
\]
Accordingly, the states $|j; m, n\rangle$ defined via 
\[ \langle g|j; m, n\rangle := \sqrt{2j + 1}D_{nm}(g) \] constitute a complete and orthonormal basis of states in the Hilbert space $\mathcal{H} \equiv L^2(SO(3))$, the spin basis, for they satisfy
\[ \langle j'; m', n'|j; m, n\rangle = \pi^2 l^2_j \delta^{j'}_j \delta_{m', m} \delta_{n', n}, \tag{18} \]
where in the spin basis we introduce the measure $(\pi^2 l^2_j)^{-1}\sum_{j,m,n} \delta_j^j \delta_m^m \delta_n^n$, and
\[ \frac{1}{\pi^2 l^2_j} \sum_{j,m,n} |j; m, n\rangle \langle j; m, n| = \mathbb{I}, \tag{19} \]
which label the irreducible unitary representations of $SO(3)$, while the indices $m, n$ refer to eigenvalues of the Lie derivative operators $\hat{P}^1 = -i\hbar \hat{L}^1$ with respect to left- and right-invariant vector fields $T^\alpha \in TSO(3)$, such that $T^\alpha(e) = T^\alpha(e) \equiv \alpha \in \mathfrak{o}(3)$,
\[ \hat{P}^1|j; m, n\rangle = \frac{\hbar}{l_o} m|j; m, n\rangle \quad \text{and} \quad \hat{P}^1|j; m, n\rangle = \frac{\hbar}{l_o} n|j; m, n\rangle, \tag{20} \]
respectively. These operators form a maximal commuting set of operators on the Hilbert space $\mathcal{H}$. The commutativity of left- and right-invariant derivatives follows from the associativity of the group product. Also note that the Casimir operators corresponding to left- and right-invariant Lie derivatives coincide. Then, any state $|\psi\rangle \in \mathcal{H}$ can be expanded in the spin basis as
\[ |\psi\rangle = \frac{1}{\pi^2 l^2_j} \sum_{j,m,n} |j; m, n\rangle \langle j; m, n| \psi\rangle, \tag{22} \]
where
\[ \langle j; m, n| \psi\rangle = \int_{SO(3)} \pi^2 l^2_j \frac{d\Omega}{6\pi} \langle j; m, n| \psi\rangle \langle g| \psi\rangle \]
\[ = \int_{SO(3)} \pi^2 l^2_j \frac{d\Omega}{6\pi} \sqrt{2j + 1}D_{nm}(g) \langle g| \psi\rangle. \tag{23} \]
We should emphasize that the states $|j; m, n\rangle$ are not the usual spherical harmonics familiar from considerations of quantum spin systems \cite{3}, even though they are related through the definition of representation matrix elements $D_{nm}(g) \equiv \langle j, m| D^j(g) | j, n\rangle$. The spherical harmonics given by
\[ \langle g|j, m\rangle := Y^m_m(g) \equiv (2j + 1)/4\pi D_{nm}(g) \tag{24} \]
are invariant under the right multiplication $R^g_{*} f(g) \equiv f(gh)$ by elements of the form $\exp(i\xi)$, where $\xi \in SU(2)$, and therefore are functions on $SU(2)/U(1) \equiv \mathbb{S}^2$, the 2-sphere. In other words, the spherical harmonics $|j, m\rangle$ are elements of the vector space corresponding to the $(2j + 1)$-dimensional representation, whereas we have states on the group itself. Thus, the spherical harmonics do not give a complete basis for $\mathcal{H} \equiv L^2(SO(3))$, and we need to use the states $|j; m, n\rangle$ instead, which give a full representation of both left and right multiplication.

A set of coherent states$^6$ $|j; \bar{m}, \bar{n}\rangle$, $j \in \mathbb{N}_0$, $\bar{m}, \bar{n} \in \mathbb{S}^2$ (the unit 2-sphere in $\mathbb{R}^3$), can be defined on $SO(3)$ in terms of the representation matrices as
\[ \langle g|j; \bar{m}, \bar{n}\rangle := \frac{\sqrt{2j + 1}}{\pi^2 l^2_j} \bar{D}^{ji}_{jm}(g) g^0 \bar{m} g^0 \bar{n} \tag{25} \]
where $g^0 \in SO(3)$ is the unique element, which rotates the unit vector in $z$-direction in $\mathbb{R}^3$ to $\bar{m}$ with the axis of rotation in the $x$-$y$-plane (similarly for $\bar{n}$). These states satisfy $\hat{P}^2|j; \bar{m}, \bar{n}\rangle = (4h/l_o)^2(j + 1)|j; \bar{m}, \bar{n}\rangle$, $\bar{m} \cdot \hat{P}^1|j; \bar{m}, \bar{n}\rangle = \frac{\hbar}{l_o} j|j; \bar{m}, \bar{n}\rangle$ and
\[ \bar{n} \cdot \hat{P}^1|j; \bar{m}, \bar{n}\rangle = \frac{\hbar}{l_o} j|j; \bar{m}, \bar{n}\rangle, \tag{26} \]
but also
\[ \langle j; \bar{m}, \bar{n}| \hat{P}^1|j; \bar{m}, \bar{n}\rangle = \frac{\hbar}{l_o} j|j; \bar{m}, \bar{n}\rangle \quad \text{and} \tag{27} \]
\[ \langle j; \bar{m}, \bar{n}| \hat{P}^1|j; \bar{m}, \bar{n}\rangle = \frac{\hbar}{l_o} j|j; \bar{m}, \bar{n}\rangle, \]
\[ \langle j; \bar{m}, \bar{n}| \hat{P}^1|j; \bar{m}, \bar{n}\rangle = \frac{\hbar}{l_o} j|j; \bar{m}, \bar{n}\rangle. \]

The coherent states $|j; \bar{m}, \bar{n}\rangle$ are particularly interesting, because they turn out to coincide in the semiclassical limit $\hbar \to 0$, $j \to \infty$, $hf = \text{const}$, with the states $|P\rangle$ defined below in terms of the noncommutative momentum variables $P \in \mathbb{R}^3_*$ in the sense that, at this limit, we can identify the variables $P = 2(h/l_o)j\bar{n}$. This suggests that the variable $2(h/l_o)j\bar{n}$ labels the states $|j; \bar{n}\rangle$ in some sense as “quantum momentum variables” for a particle on $SO(3)$, between the continuous variables $P$ and the discrete quantum numbers $(j, m, n)$ in character, while the functions $\langle g|j; \bar{n}\rangle = (\sqrt{2j + 1}/\pi^2 l^2_j)\bar{D}^{ji}_{jm}(g) g^0 \bar{m} g^0 \bar{n}$ may be understood as a sort

$^5$The factors of 2 in these expressions follow from our choice of normalization of the basis vector fields, namely, we chose $T^\alpha(e) = T^\alpha(e) = \alpha \in \mathfrak{o}(3)$ in the fundamental representation, where $\alpha$ are the Pauli matrices, for later convenience. With the choice $l = \alpha/2$ we would find expressions without extra factors of 2.

$^6$These states are directly related to Perelomov coherent states $|j, \bar{n}\rangle_P$ \cite{4} on a 2-sphere $\mathbb{S}^2$ via $\langle g|j; \bar{m}, \bar{n}\rangle = \rho \langle j, \bar{m}| \bar{D}^{ji}_{jm}(g)|j, \bar{n}\rangle_P$, the use of which has proven very useful in recent developments in split foam models \cite{5, 6, 7}.
of plane waves giving rise to an alternative Fourier transform (given a suitable noncommutative product for the variable $\tilde{n} \in S^2$) to the one we will use in the following [31].

The above decompositions correspond, in LQG, to the expansion of cylindrical functions of the connection in spin network basis [12,13], which are labeled by quantum numbers of geometric operators, functions of the triad operator (areas, volumes, etc.), in the same sense in which the states [19] are eigenstates of the quantum operators corresponding to the momentum variables $P$.

C. Group Fourier transform

Next we will review the formulation of group Fourier transform on $SO(3)$ considered first in [8,9] (and extended to $SU(2)$ in [10]) in connection with 3d quantum gravity models, and has also been utilized in formulating a noncommutative flux representation of LQG [15] and a metric representation of group field theory[16,17]. On the most foundational level, the transform is based on the theory of group Fourier transform on $\mathbb{R}^3$. On the most foundational level, the transform is based on the theory of group Fourier transform on $\mathbb{R}^3$. On the most foundational level, the transform is based on the theory of quantum groups [11], but we will restrict our review only on the most pragmatic aspects. For more details, see [9,10].

The group Fourier transform on $SO(3)$ is an isometry [15] in $L^2$-norm from $L^2$-functions on $SO(3)$ to $L^2$-functions on a noncommutative space $\mathbb{R}^3_\pi$, equipped with a $\star$-product. To describe the transform and the noncommutative space $\mathbb{R}^3_\pi$, we first define the noncommutative plane waves,

$$e_g(P) := \exp[\text{tr}(gP)l_\pi/\hbar] = \exp[iY'(g)P/\hbar]$$

(28)
on $SO(3)$, where the trace $\text{tr}(gP)$ is taken in the fundamental 2-dimensional representation of $SO(3)$, which is obtained from $g' \in SU(2)$ via the 2-to-1 map $g' \mapsto \text{sgn}(\text{tr}(g'))g' \equiv g \in SO(3)$. $e_g(P)$ will act in the construction as the kernel of the group Fourier transform. The coordinates $Y'(g)$ in the exponential are given by

$$Y'(g) = \frac{l_\pi}{2} \text{tr}(g\sigma^i) = X'(g)\frac{\sin[X(g)/l_\pi]}{[X(g)/l_\pi]},$$

(29)

where $g = \exp[iX'(g)t_i/l_\pi]$. The noncommutative $\star$-product is then defined through the relation

$$e_g(P) \star e_h(P) \equiv e_{gh}(P) \quad \forall \; g, h \in SO(3), \quad P \in \mathfrak{s}\mathfrak{o}(3).$$

(30)

Obviously, the $\star$-product so defined is associative but noncommutative due to the corresponding properties of the group multiplication. It also induces a corresponding deformed noncommutative addition [7] for the coordinates $Y'(g)$ on $SO(3)$ such that $\exp[iY_1 \cdot P/\hbar] \star \exp[iY_2 \cdot P/\hbar] \equiv \exp[i(Y_1 \Theta Y_2) \cdot P/\hbar]$, where $\Theta \equiv \Theta_\pi$ from (8).

Now, we may define the group Fourier transform $\tilde{f} \in L^2(\mathbb{R}^3_\pi)$ of a function $f \in L^2(SO(3))$ as

$$\tilde{f}(P) := \int_{SO(3)} \pi^2 l_\pi^2 \text{det}g \overline{e_g(P)} f(g),$$

(31)

where $\overline{e_g(P)}$ denotes the complex conjugate of $e_g(P)$. The inverse transform is then given by

$$f(g) = \int_{\mathbb{R}^3_\pi} \frac{d^3P}{(2\pi\hbar)^3} e_g(P) \star \tilde{f}(P),$$

(32)

where $d^3P$ is the usual Lebesgue measure on $\mathbb{R}^3$. In particular, we have the important identities

$$\int_{\mathbb{R}^3_\pi} \frac{d^3P}{(2\pi\hbar)^3} e_g(P) = \frac{1}{\pi l_\pi^2} \delta(g) \quad \text{and} \quad \int_{SO(3)} \pi^2 l_\pi^2 \text{det}g \overline{e_g(P)} = (2\pi\hbar)^3 \delta_*(P),$$

(33)

where $\delta_*$ is the delta function with respect to the $\star$-product in the sense

$$\int_{\mathbb{R}^3_\pi} d^3P \delta_*(P) \star \tilde{f}(P) = \tilde{f}(0) = \int_{\mathbb{R}^3_\pi} d^3P \tilde{f}(P) \star \delta_*(P).$$

(34)

We should note that $\delta_*(P)$ is a regular function on $\mathbb{R}^3$ for $\hbar l_\pi^{-1} > 0$, and in particular $\delta_*(0) < \infty$. It is also easy to show that the group Fourier transform is an isometry [15] with respect to the $L^2$-norms:

$$\int_{SO(3)} \pi^2 l_\pi^2 \text{det}g \overline{f(g)} f(g) = \int_{\mathbb{R}^3_\pi} \frac{d^3P}{(2\pi\hbar)^3} \overline{\tilde{f}(P)} \star \tilde{f}(P).$$

(35)

Another useful property of the $\star$-product, of which we will take advantage later on, is that it can be expressed as a differential operator under integration [7,32] via

$$\int d^3P f(P) \star \delta_*(P) = \int d^3P \overline{f(P)} \sqrt{1 + (\hbar/l_\pi)^2 \Delta_p} g(P).$$

(36)

In fact, the map $e: SO(3) \to \{e_g | g \in SO(3)\}$, $g \mapsto e_g$, is an isomorphism: $gh \mapsto e_{gh} \equiv e_g \star e_h$, the inverse $e^{-1}: \{e_g | g \in SO(3)\} \to SO(3)$ to the fundamental representation being

$$e_g \mapsto 1 + \frac{\hbar}{l_\pi} \Delta_p + \frac{\hbar}{l_\pi} \sigma_j \frac{\partial}{\partial P_j} e_g \bigg|_{p=0} = g,$$

(37)

where $\Delta_p := \sum_j \frac{\partial}{\partial P_j} \overline{\partial_p}$ is the Laplacian in $\mathbb{R}^3$ with respect to the momentum variable $P$, $\mathbb{I}_2$ is the $2 \times 2$ identity matrix, and $\sigma_j$ are the Pauli matrices. Then, the noncommutative plane waves $e_g$ give an “isomorphic” representation of $SO(3)$ on functions $f \in L^2(\mathbb{R}^3_\pi)$ via $\star$-multiplication as

$$(e_g \star f)(P) = \int_{SO(3)} \pi^2 l_\pi^2 \text{det}g \overline{e_g(P)} f(g) \in L^2(\mathbb{R}^3_\pi).$$

(38)
which is dual to left translations \( L^g_f(h) = f(gh) \in L^2(SO(3)) \). Right translations will instead be dual to \((f \ast e_g)(P)\).

Moreover, a definition of \(*\)-polynomials of the coordinates \( P_i \) in the noncommutative (which do not belong to \( L^2(\mathbb{R}^3) \)) and their \(*\)-products with the noncommutative plane waves can be obtained through the relation

\[
\left(-i \frac{\hbar}{l_o}\right)^\alpha (L_{T_{i_1}} \cdots L_{T_{i_n}} e_g(P))
\]

\[
= e_g(P) \ast \left(-i \frac{\hbar}{l_o}\right)\left(L_{T_{i_1}} e_g(P) \ast \cdots \ast \left(-i \frac{\hbar}{l_o}\right)\left(L_{T_{i_n}} e_g(P)\right)\right)
\]

\[
= e_g(P) \ast P_{i_1} \ast \cdots \ast P_{i_n},
\]

from which we obtain

\[
P_{i_1} \ast \cdots \ast P_{i_n} = e_g(P) \ast P_{i_1} \ast \cdots \ast P_{i_n}_{_{\mid_{g=-e}}}
\]

\[
= \left(-i \frac{\hbar}{l_o}\right)^\alpha (L_{T_{i_1}} \cdots L_{T_{i_n}} e_g(P))_{_{\mid_{g=-e}}}.
\]

With this definition, we find that the lowest order term in \( \hbar l_o^{-1} \) is, for all powers, the pointwise product,

\[
P_{i_1} \ast \cdots \ast P_{i_n} = P_{i_1} \cdots P_{i_n} + O(\hbar/l_o).
\]

Thus, the (noncommutative) \(*\)-product coincides with the (commutative) pointwise product both in the classical limit \( \hbar \to 0 \) as well as in the Euclidean (commutative) limit \( l_o \to \infty \). We also find, by an explicit calculation,

\[
P_{i} \ast P_{j} = P_{i}P_{j} + i \frac{\hbar}{l_o} e_{ij} P_{k},
\]

so the coordinates \( P_i \) satisfy Lie algebra type of commutation relations, which follow directly from the properties of the Lie derivative. Moreover, we have for the noncommutative plane waves an expression in terms of the \(*\)-product as

\[
e_g(P) = e^{X(g)T_{i_1}/l_o} e_g(P)
\]

\[
= \sum_{n=0}^{\infty} \frac{1}{n!\hbar^n} X_{i_1} \cdots X_{i_n}(L_{T_{i_1}} \cdots L_{T_{i_n}} e_g(P))
\]

\[
= \sum_{n=0}^{\infty} \frac{\lambda^n}{n!} X_{i_1} \cdots X_{i_n} P_{i_1} \ast \cdots \ast P_{i_n} = e^{iX(g)P/\hbar},
\]

where \( g \equiv \exp[iX(g)T_{i_1}/l_o] \), \( t_i \equiv T_{i,e} \), \( |X(g)| \leq \pi l_o/2 \), and we introduced the notation

\[
e^{i\lambda(f)(P)} := \sum_{n=0}^{\infty} \frac{\lambda^n}{n!} f(P) \ast \cdots \ast f(P),
\]

\[
D. \ The \ noncommutative \ momentum \ basis

Through the group Fourier transform reviewed in the previous section, we may now formulate the dual momentum space representation of quantum mechanics on \( SO(3) \) in terms of the noncommutative momentum space \( \mathbb{R}^3 \). (See, e.g., \cite{33, 34} for earlier treatments of quantum mechanics on Lie algebraic noncommutative spaces.) Let us define a set of states \( \{|P\}| P \in \mathbb{R}^3 \) via their inner product with the group basis

\[
\langle g|P \rangle \equiv e_g(P),
\]

which satisfy, due to the properties \( (33) \) of the group Fourier transform, the following formal identities

\[
\langle P'|P \rangle = (2\pi\hbar)^3 \delta_\ast(P - P') \quad \text{and}
\]

\[
\int_{\mathbb{R}^3} d^3P \langle P'|P \rangle \ast |P| = \hat{1}.
\]

Accordingly, they form a complete and orthonormal basis with respect to the \(*\)-product structure in the noncommutative momentum space.

The momentum operators \( \hat{P}_i \) do not commute among themselves but obey the Lie algebra commutation relations in \( (16) \), and therefore it is impossible to diagonalize them simultaneously. However, the states \( |P\rangle \) are eigenstates of the momentum operators \( \hat{P}_i \) in the \(*\)-product sense

\[
\langle g|\hat{P}_i|P \rangle \equiv -i \frac{\hbar}{l_o} L_{T_i} e_g(P) \equiv e_g(P) \ast P_i \equiv \langle g|P \rangle \ast P_i.
\]

where \( L^{-1}_{T_i} \) are the left-invariant basis vector fields, and the ordering of \( P_i \) to the right of \( \langle g|P \rangle \) follows from the left-invariance of \( L^{-1}_{T_i} \). For the operators \( \hat{P}_i' \equiv -i \frac{\hbar}{l_o} T_{i} \) corresponding to right-invariant basis vector fields \( T_{i} \) we have

\[
\langle g|\hat{P}_i'|P \rangle = P_i \ast \langle g|P \rangle.
\]

Since the \(*\)-product is noncommutative, and thus nonlocal in the sense that it is not possible to resolve points, the states \( |P\rangle \) are, from the point of view of commutative \( \mathbb{R}^3 \), coherent states peaked on the momentum value \( P : \langle P | \hat{P}_i | P \rangle |P\rangle = P_i \delta_\ast(0) \).

By the properties of the group Fourier transform, any state \( |\psi\rangle \in \mathcal{H} \) has then a representation in terms of the momentum basis as

\[
|\psi\rangle = \int_{\mathbb{R}^3} d^3P \langle P'|\psi\rangle \ast |\hat{\psi}(P)\rangle,
\]

where \( \hat{\psi}(P) \equiv \langle P|\psi\rangle \in L^2(\mathbb{R}^3)\) is the group Fourier transform of the wave function \( \psi(g) \equiv \langle g|\psi\rangle \in L^2(SO(3)) \) in the group basis. The group element operator \( \hat{g} \) in the fundamental representation can be written in the momentum basis as

\[
\hat{g} f(P) := \sum_{n=0}^{\infty} \frac{\lambda^n}{n!} f(P) \ast \cdots \ast f(P).
\]

\footnote{Manipulating formal expressions in the Dirac bra-ket notation requires some extra care now that we have two different products in use. In particular, when evaluating expressions of the form \( \langle P|\hat{O}|P\rangle \), where \( \hat{O} \) is some operator, one should always first evaluate \( \langle P|\hat{O}|P\rangle \) and only afterwards set \( P \to P' \), i.e., we define \( \langle P|\hat{O}|P\rangle := \langle P|\hat{O}|P'\rangle|_{P \to P'} \).}
\[ \hat{\mathbf{g}} = \frac{1}{2} \sqrt{1 + \frac{\hbar^2}{l_o^2} \Delta_P + \frac{\hbar}{l_o} \sigma_j \frac{\partial}{\partial P_j}}, \]  

(49)

where \( \mathbb{1}_2 \) is the \( 2 \times 2 \) unit matrix and \( \sigma_j \) are the Pauli matrices.

Since the transformations between different bases are isometries, we may always freely move from one basis to another. In particular, the transformation between the spin basis and the noncommutative momentum basis is mediated by the transformation kernel \([32,35]\)

\[ \langle j; m, n| P \rangle = \int_{SO(3)} \pi^2 l_o^2 dg \sqrt{2j + 1} D_{mn}^{j}(g) e_j(P) \]

\[ = \pi^2 l_o^2 \sqrt{2j + 1} \frac{2J_{j+1}(l_o |P|/\hbar)}{|l_o^2|^1/2 |P|/\hbar} \times D_{mn}^{j}(e^{i(l_j/2\hbar)|P|/|P|}), \]

(50)

In the semiclassical limit \( \hbar \to 0, j \to \infty, \hbar j = \text{const} \) the function \( 2J_{j+1}(l_o |P|/\hbar)^2 |P|^{-1} l_o |P| \) approximates a delta function \( \delta(|P| - 2 \frac{\hbar}{l_j} j) \) \([32]\).

Moreover, for the coherent states \( |j; \tilde{n}\rangle \), it can be shown \([15]\) that in the semiclassical limit \( \hbar \to 0, j \to \infty, \hbar j = \text{const} \), their Fourier transform

\[ \langle P| j; \tilde{n} \rangle = \sqrt{\pi^2 l_o^2 (2j + 1)} \int_{SO(3)} dg e_j(P) D_{j}^{j}(g^{-1}_{\tilde{n}} g_{\tilde{n}}) \]  

(51)

peaks sharply at \( P = 2(\hbar/l_o) j \tilde{n} \), and therefore we find an identification of the noncommutative dual variables and the coherent state variables in this limit, in which, we remark again, the momentum variables \( P \) become commutative. This can be further understood by first noting that for the states \( |P\rangle \) we have \( \hat{P}^2 |P\rangle = P^2 |P\rangle \),

\[ \hat{P}_i |P\rangle = |P\rangle \star P_i \quad \text{and} \quad \hat{P}^r_i |P\rangle = P_i \star |P\rangle, \]

(52)

while for the coherent states \( |j; \tilde{n}\rangle \) we have \( \hat{P}^2 |j; \tilde{n}\rangle = (2\hbar/l_o)^2 j(j+1) |j; \tilde{n}\rangle \) and

\[ \langle j; \tilde{n}| P_j |j; \tilde{n}\rangle = 2 \frac{\hbar}{l_o} j = \langle j| \tilde{n} |P_j \tilde{n}| j; \tilde{n}\rangle. \]

(53)

Accordingly, in the limit \( \hbar/l_o \to 0, j \to \infty, (\hbar/l_o) j = \text{const} \), where the \( \star \)-product coincides with the pointwise product and the coherent states become infinitely sharply peaked, both \( |P\rangle \) and \( |j; \tilde{n}\rangle \) are simultaneous eigenstates (in the commutative sense) of the maximal set of commuting operators \( \hat{P}^2, \hat{P}^r_i \) with the above identification of the eigenvalues.

At this point, before moving onto the path integral formulation, we would like to further highlight the connection between the nontrivial classical Poisson structure \((5)\) of the momentum variables, the canonical commutation relations \((16)\) of the canonical quantum operators, and the noncommutative structure of the momentum space induced by the \( \star \)-product \((30)\). These all arise from a common source, namely, the noncommutative Lie algebra structure of derivations on \( SO(3) \), which again follows from, or rather is equal to, the curvature of the group manifold. There are certain choices we have made in deriving these structures. The first choice is the specific coordinate system for the phase space, which is reflected in the canonical Poisson structure \((5)\) of the classical theory. We chose to use the coordinates induced by the left-invariant vector fields on \( SO(3) \), which allow for unique global coordinates for the covector spaces, and accordingly for a single Euclidean momentum space. In this respect, it is the most natural choice of coordinates even though, according to the Darboux theorem, one could always choose a local coordinate system such that one recovers the usual Poisson brackets, but these coordinates mix the coordinates of configuration and momentum spaces, and cannot be globally extended. The second choice is the choice of quantum mechanical momentum operators in the group basis such that they correctly reflect the classical Poisson structure. We chose to use the Lie derivatives with respect to the left-invariant vector fields on \( SO(3) \). These are a natural generalization of the directional coordinate derivatives \( \frac{\partial}{\partial \theta} \) in the Euclidean case as the generators of translations in \( SO(3) \), and indeed coincide with them at the Euclidean limit \( l_o \to 0 \). Also, this choice is consistent with the fact that we chose to use the coordinates generated by the left-invariant vector fields for the configuration space. Furthermore, these operators are self-adjoint with respect to the measure we use on \( SO(3) \), and the quadratic operator \( \hat{P}^2 = \sum_i \hat{P}_i \hat{P}_i \) is a multiple of the Laplace-Beltrami operator on \( SO(3) \). The third choice has to do with the noncommutative plane waves, and thus the \( \star \)-product structure, which is not completely unique. In particular, it seems that one can choose any infinitely differentiable real-valued coordinates \( X^i(g) \) on \( SO(3) \) for the plane waves \( e_j(P) \equiv \exp[i P_j X^j(g)/\hbar] \), which satisfy \( X^i(g^{-1}) = -X^i(g) \) and \( L^j X^i(e) = \delta^j_i \). In general, this will affect the explicit form of the \( \star \)-product but, however, not the Lie algebraic commutation relations of the momentum variables, since these derive directly from the commutation relations of the Lie derivatives via the relation \((39)\).

In LQG, an analogous noncommutative basis was introduced in \([15]\), and interpreted as providing a flux representation for the theory, taking into account the noncommutativity of fluxes even in the classical theory \([23]\). We close by noting that the same quantization map we use here, and related to the Duflo map \([9]\), has been used, and justified further, in the context of Chern-Simons path integrals in \([36]\).

E. Path integral in terms of noncommutative variables

Next we will give the first order path integral formulation of quantum mechanics on \( SO(3) \) using the noncommutative momentum space defined above, and, in particular, the \( \star \)-product orthonormal momentum basis \( \{|P\rangle|P \in \mathfrak{so}(3)\} \). The derivation follows similar lines to
the commutative case, but some extra subtleties arise due to the noncommutative structure.

The quantum mechanical evolution operator is given by

$$\hat{U}(t' - t) = e^{-i\hat{H}(t' - t)/\hbar},$$ (54)

where $\hat{H}$ is the Hamiltonian operator, as usual. According to this, we have for the propagation amplitude from the group element $g$ at time $t$ to $g'$ at time $t'$

$$\langle g', t' | g, t \rangle = \langle g' | \hat{U}(t' - t) | g \rangle.$$ (55)

Now, we introduce the time-slicing via the decomposition

$$\hat{U}(t' - t) = \prod_{k=0}^{N-1} \hat{U}(t_{k+1} - t_k),$$ (56)

where $t_{k+1} > t_k \forall k$ and $t_0 = t, t_N = t'$. We set $t_{k+1} - t_k = \epsilon \forall k = 0, \ldots, N - 1$, so we have $t' - t = N\epsilon$. By inserting the resolution of identity $\hat{1} = \int_{SO(3)} \pi^2 l^2_0 dg_i(g)$, we obtain

$$\langle g', t' | g, t \rangle = \lim_{N \to \infty} \left[ \prod_{k=1}^{N-1} \int_{SO(3)} \pi^2 l^2_0 dg_i(g) \times \prod_{k=0}^{N-1} \langle g_{k+1} | \hat{U}(\epsilon) | g_k \rangle \right].$$ (57)

Furthermore, for each of the factors we use the resolution of identity $\hat{1} = \int_{\mathbb{R}^3} (2\pi\hbar)^3 d^3 P \star |P\rangle \langle P|$ to express them as

$$\langle g_{k+1} | \hat{U}(\epsilon) | g_k \rangle = \int_{\mathbb{R}^3} (2\pi\hbar)^3 \langle g_{k+1} | P_k \rangle \star \langle P_k | \hat{U}(\epsilon) | g_k \rangle.$$ (58)

At this point, we have to restrict to systems with Hamiltonian operators of the form $\hat{H} = H_0(P) + H_g(\hat{g})$ to avoid additional operator ordering issues, on top of those stemming from the noncommutativity of momentum variables and encoded by the $\star$-product structure defined above.\(^8\) Then we get $\langle P | \hat{H} | g \rangle = H_0(P, g) \star \langle P | g \rangle$, where the function $H_0(P, g)$ is now obtained from the Hamiltonian operator $\hat{H}$ by replacing the momentum operators $P_i$ in $\hat{H}$ by the noncommutative momentum variables $\hat{g}_i$ and the operator product of the momentum operators is replaced by the $\star$-product, whereas the group element operators $\hat{g}$ are replaced by the group elements $g$ and the operator product between them by the group multiplication. We may take the linear approximation in $\epsilon$ as

$$\langle P | e^{-i\epsilon/\hbar} | g \rangle = \left( 1 - \frac{i}{\hbar} \epsilon H_0(P, g) \right) \star \langle P | g \rangle = e^{-i\epsilon/\hbar} \epsilon H_0(P, g) \star \langle P | g \rangle,$$ (59)

since, as shown in [1], the linear order in $\epsilon$ for the time-slice propagators is sufficient in order to obtain the correct finite time propagator satisfying the Schrödinger equation. Accordingly, we obtain

$$\langle g_{k+1} | \hat{U}(\epsilon) | g_k \rangle = \int_{\mathbb{R}^3} (2\pi\hbar)^3 \langle g_{k+1} | P_k \rangle \star \langle P_k | \hat{U}(\epsilon) | g_k \rangle = e^{-i\epsilon/\hbar} \epsilon H_0(P, g) \star \langle P | g \rangle,$$ (60)

where we used the properties $e_{\epsilon}(P) = e_{\epsilon^{-1}}(P)$,

$$e_{\epsilon}(P) \star f(P) = f(g^{-1} P g) \star e_{\epsilon}(P),$$ (61)

of the $\star$-product. Furthermore, we have $e_{\epsilon^{-1} g_{k+1}}(g_k P_k g_{k+1}^{-1}) = e_{g_k^{-1} g_{k+1}}(P_k)$, so by making the change of variables $g_k P_k g_{k+1}^{-1}$ the full propagator reads in the first order form

$$\langle g_{k+1} | \hat{U}(\epsilon) | g_k \rangle = \int_{\mathbb{R}^3} (2\pi\hbar)^3 \langle g_{k+1} | P_k \rangle \star \langle P_k | \hat{U}(\epsilon) | g_k \rangle = \int_{\mathbb{R}^3} (2\pi\hbar)^3 \langle g_{k+1}^{-1} g_{k+1} | P_k \rangle \star \langle P_k | e^{-i\epsilon/\hbar} \epsilon H_0(P, g) \star \langle P | g \rangle.$$ (62)

We observe that each of the factors in the product over $P_k$'s is exactly the group Fourier transform of the function $\exp[-\frac{1}{\epsilon} \epsilon H_0(P, g)]$ from the momentum variable $P_k$ to the group variable $g_{k+1}^{-1} g_{k+1}$. It is easy to verify that the time-slice propagator

$$\langle g_{k+1} | \hat{U}(\epsilon) | g_k \rangle = \int_{\mathbb{R}^3} (2\pi\hbar)^3 \langle g_{k+1}^{-1} g_{k+1} | P_k \rangle \star \langle P_k | e^{-i\epsilon/\hbar} \epsilon H_0(P, g) \star \langle P | g \rangle.$$ (63)

satisfies the Schrödinger equation exactly. However, we would like to express this as an integral over a single exponential. Using the expression (36) for the $\star$-product under integration, and taking again the linear approximation in $\epsilon$, we obtain

$$\langle g_{k+1} | \hat{U}(\epsilon) | g_k \rangle = \int_{\mathbb{R}^3} (2\pi\hbar)^3 \exp \left[ \frac{\epsilon}{\hbar} \left( \frac{Y(g_{k+1}^{-1} g_{k+1} | \epsilon P_k - \epsilon H_0(P, g) \star | g_k \rangle)\right) \right].$$ (64)

\(^8\)To handle more general Hamiltonians with mixed terms in $g$ and $P$ variables, one should introduce an additional $\star$-product, encoding in the definition of the path integral the operator ordering between group and momentum operators [37]. This would then lead to more complicated forms for the discrete and continuum phase space path integrals. However, for the arguments we wish to present in this paper, the generalization is not important, as we focus on how the $\star$-product between momentum variables encodes their noncommutativity in the same path integral representation of the dynamics, so we restrict to the simpler case.
where

\[ H_q(P, g) := \sqrt{1 + (\hbar/l)^2} \Delta_P H_s(P, g) \] (65)

is an effective Hamiltonian containing additional terms, which arise from the nontrivial phase space structure and ensure that the time-slice propagator satisfies the Schrödinger equation up to first order in \( \epsilon \). Accordingly, we may write

\[
\langle g', t'| g, t \rangle = \lim_{N \to \infty} \left[ \prod_{k=1}^{N-1} \int_{SO(3)} d^3 l_k \int_{P(0)}^{P_k} dP_k \exp \left[ \frac{i}{\hbar} \sum_{k=0}^{N-1} \epsilon \left( \frac{1}{\epsilon} \frac{g^{-1}(g_k)}{g(g_k+\epsilon)} \cdot P_k - H_q(P_k, g_k) \right) \right] \right].
\]

(66)

This is clearly analogous to the usual first order form of path integral in the usual Euclidean case. The second order path integral can, in principle, be obtained from this first order form by integrating out the momentum or group variables, but since these integrations can only be performed explicitly for certain special cases (quadratic Hamiltonians, in particular), for greater generality we will stay at the first order level. (See Sec. III G for the free particle on SO(3) case.)

We may write (66) in the continuum limit as

\[
\langle g', t'| g, t \rangle = \int_{SO(3)} \mathcal{D}g \mathcal{D}P \exp \left[ \frac{i}{\hbar} \int_s^{t'} ds \left[ \frac{l^2}{2} \text{tr}(\dot{g}(s)P(s)) - H_q(P(s), g(s)) \right] \right],
\]

(67)

where \( \dot{g}(t) := -ig^{-1}(t) \frac{dg}{dt}(t) \in \mathfrak{o}(3) \), since we have

\[
\lim_{\epsilon \to 0} \frac{1}{\epsilon} \frac{g^{-1}(g_k+\epsilon)}{g(g_k+\epsilon)} = -i \left. \frac{d}{d\epsilon} \right|_{\epsilon=0} g^{-1}(t_k) = \dot{g}(t_k).
\]

(68)

In the expression (67) of the propagator, the action appearing in the exponent is the classical action, i.e., the time integral over the classical Lagrangian function obtained through Legendre transformation, except for the effective Hamiltonian \( H_q \). The Hamiltonian \( H_q \) can be interpreted as introducing quantum corrections to the action, as it contains, in addition to the classical Hamiltonian function \( H \) in the zeroth order, higher order terms in \( \hbar \). The presence of such quantum corrections to the classical action in the path integral formulation of the dynamics is necessary in order for the propagator to satisfy the Schrödinger equation, and a generic feature of path integrals on curved manifolds [1,37]. Also, note that at the Euclidean (no curvature in configuration space, commutative in momentum space) limit \( l_\epsilon \to \infty \) we have \( H_q \to H \)

and, as should be expected, at this limit the path integral (67) coincides with the path integral for a point particle in Euclidean space.

The expression (67) represents our first main result, confirming the usefulness and interpretation of the noncommutative momentum basis, in this simple context.

We should also mention that the homotopy group of \( SO(3) \) is \( \mathbb{Z}_2 \) and, therefore, in the path integral the paths are divided into two separate homotopy classes, which may receive different phase factors [38]. The phases must, however, constitute a unitary representation of \( \mathbb{Z}_2 \), and there are altogether two choices, the multiplicative groups \{1\} and \{1, -1\}, which give two different propagators. It can be shown [2] that the first one corresponds to the integer spin representations \( j \in \mathbb{N}_0 \) while the latter corresponds to the half-integer spin representations \( j \in \mathbb{N}_0 + \frac{1}{2} \) of \( SO(3) \).

The propagator \( \langle P', t'| P, t \rangle \) in the noncommutative momentum basis is obtained by applying the group Fourier transform to both sides of the propagator \( \langle g', t'| g, t \rangle \) in the group basis. This results in adding a boundary term into the action:

\[
\langle P', t'| P, t \rangle = \int_{SO(3)} \mathcal{D}g \mathcal{D}P \exp \left[ \frac{i}{\hbar} \int_s^{t'} ds \left[ \frac{l^2}{2} \text{tr}(\dot{g}(s)P(s)) - H_q(P(s), g(s)) \right] \right],
\]

(69)

where \( S_b[g, P] \) consists of bulk and boundary terms \( S_s[g, P] = S_b[g, P] + S_{ab}[g, P] \), respectively.
\[ S_b[g, P] = \int L' ds \left[ \frac{L_0}{2} \text{tr}(\dot{g}(s)P(s)) - H_q(P(s), g(s)) \right]. \]

\[ S_{\text{gb}}[g, P] = i L_0 \left[ \text{tr}(g'(t')P(t') - \text{tr}(g(t)P(t)) \right]. \] (71)

Here, the appearance of a boundary term in the action is analogous to what happens in path integral quantization of BF theory, in which the \( B \) field represents the analogue of our momentum variable \( P \), and in general for gravity theories when one chooses metric boundary conditions, i.e., fixes (some components of) the intrinsic metric on the boundary. This boundary term is similarly crucial for obtaining the correct semiclassical limit in our case, as we will observe in Subsection III F.

Let us summarize the results of this section. We have shown that one can derive a first order path integral for a quantum mechanical system with configuration space \( SO(3) \) in terms of the noncommutative momentum space variables defined in Sec. III D. For the propagator in the group basis we found that the action receives an additional expression (67),

\[ \langle g', t'| g, t \rangle = \int_{g(0)=g'}^{t'} Dg DP \exp \left[ \frac{L_0}{\hbar} \int t' t ds \left[ \frac{L_0}{2} \text{tr}(\dot{g}(s)P(s)) - H_q(P(s), g(s)) \right] \right] \]

where the measure reads

\[ Dg DP = \lim_{N \to \infty} \left[ \prod_{k=1}^{N-1} \pi^2 l_s^2 dg_k \right] \left[ \prod_{k=0}^{N-1} \frac{d^3 P_k}{(2\pi\hbar)^3} \right] \] (73)

The \(*\)-product structure gives naturally rise to quantum corrections into the action

\[ S_b[g, P] = \int L' ds \left[ \frac{L_0}{2} \text{tr}(\dot{g}(s)P(s)) - H_q(P(s), g(s)) \right] \] (74)

via the form of the quantum corrected Hamiltonian \( H_q(P, g) = \sqrt{1 + (\hbar/l_s)^2} \Delta_P \times (P, g) \). Crucially, these corrections ensure that the propagator obtained via path integral satisfies the Schrödinger equation. In the momentum basis we found that the action receives an additional boundary term

\[ S_{\text{gb}}[g, P] = i L_0 \left[ \text{tr}(g'(t)P(t')) - \text{tr}(g(t)P(t)) \right]. \] (75)

and thus the path integral acquires the form (70),

\[ \langle P', t'| P, t \rangle = \int_{P(0)=P}^{P(t')=P} Dg DP \exp \left[ \frac{i}{\hbar} \int t' t ds \left[ \frac{L_0}{2} \text{tr}(\dot{g}(s)P(s)) - H_q(P(s), g(s)) \right] - \frac{L_0}{2\hbar} \left[ \text{tr}(g'(t)P(t')) - \text{tr}(g(t)P(t)) \right] \right]. \] (76)

The second order path integral, either in terms of the group or the momentum variables, can be obtained from the first order formalism by integrating out the momentum or the group variables, respectively.

The first order path integral we have derived above has a counterpart in the quantum gravity case, in the context of spin foam models and LQG, where it corresponds to the simplicial gravity path integral in terms of flux (triad) and connection variables [16,17]. If we were to expand (70) in representation basis (19), or in the associated coherent states (25), we would obtain the particle analogue of the spin foam formulation of the dynamics of LQG [14], i.e., a definition of the transition amplitude in terms of quantum numbers of geometric operators. To be concrete, in the case of 3d gravity, in Euclidean signature and no cosmological constant (thus gauge group \( SO(3) \)), the spin foam formulation of the dynamics for a given 2-complex (history of spin networks) made of vertices \( v \), links \( l \) and faces \( f \) gives

\[ Z(\Gamma) = \left( \prod_{f} \sum_{j_f} (2j_f + 1) \prod_{e} \text{Tr}(e) \right) \] (77)

while the noncommutative metric formulation yields the expression

\[ Z(\Gamma) = \int \prod_{f} dh_f \prod_{x_f} e^{i \sum_{x_f} H_f(h)} \] (78)

with Lie algebra variables \( x_f \) playing the role of discretized triad, group elements \( h_f \) for each link \( l \) of the 2-complex interpreted as a discrete connection, with discrete curvature \( H_f = \prod_{l \in \partial f} h_l \). (78) is the usual expression for the simplicial path integral of 3d gravity in first order form, i.e., with the continuum action \( S(e, \omega) = \int d^3x e \wedge F(\omega) \) with triad 1-form \( e(x) \) and a connection 1-form \( \omega(l)(x) \), both valued in \( \mathfrak{so}(3) \), and the associated curvature 2-form \( F(\omega) \). Looking at the derivation of this simplicial path integral in [16], one may notice that the amplitude corresponds to a simple composition of noncommutative plane waves, so that the BF dynamics resembles the trivial dynamics \( \tilde{H} = 0 \) in the particle case. See [14,16] for more details. We are going to give another simple explicit example of this duality between path integral and state sum formulations of dynamics in the following.

F. Semiclassical analysis

We are now interested in the semiclassical approximation of the transition amplitudes we have derived in general form. The way we tackle this issue is to first show that the path integral expression we have derived has the correct semiclassical approximation, which confirms further the analysis we have performed and the role of the noncommutative momentum variables, and then use this result for
obtaining a semiclassical approximation for the same transition amplitude written in representation space.

So, let us first of all study the variations to the action (71). We choose an arbitrary path \((\tilde{g}(s), \tilde{P}(s))\) in the phase space, and introduce a perturbation of the path as \((\tilde{g}(s)e^{\eta Z(s)}, \tilde{P}(s) + \xi Q(s))\), where \(Z(s), Q(s) \in \mathfrak{so}(3)\) for \(s \in [t, t']\), and we assume that the momentum variation vanishes at the boundary: \(Q(t) = Q(t') = 0\). We find for the first order variation of the tangent vector \(\dot{g} := -i\hbar^{-1}dZ/ds\) the form

\[
\delta \tilde{g}(s) = \eta \left( \frac{dZ}{ds}(s) + i[\tilde{g}, Z](s) \right) + \mathcal{O}(\eta^2) \in \mathfrak{so}(3). \tag{79}
\]

Now, even though we seem to be dealing with a classical action in calculating the variations, we cannot forget its quantum origin. In fact, what we are really dealing with are the underlying quantum amplitudes in which the action appears. Thus, we must take into account the noncommutative \(\star\)-product structure in calculating the variations by defining the variation of the action through the variation of the amplitude, symbolically as

\[
\delta S_{ab}[\tilde{g}, \tilde{P}] = \int_{t}^{t'} ds \left\{ \frac{l_o}{2} \tr \left[ \left( \frac{dZ}{ds}(s) + i[\tilde{g}, Z](s) \right) \tilde{P}(s) \right] + \frac{l_o}{2} \tr(\tilde{g}(s)Q(s)) - \eta Z'(s)\mathcal{L}_T H_q(\tilde{P}(s), \tilde{g}(s)) \right. \\
- \xi Q(s) \frac{\partial H_q}{\partial P_i}(\tilde{P}(s), \tilde{g}(s)) \\
- \eta Z'(s) \frac{\partial \tilde{P}_i}{\partial \tilde{g}_j}(\tilde{P}(s), \tilde{g}(s)) \\
+ \left. \xi Q(s) \left[ l_o \dot{\tilde{g}}^i(s) - \frac{\partial H_q}{\partial P_i}(\tilde{P}(s), \tilde{g}(s)) \right] \right\}. \tag{81}
\]

Let us, at first, neglect the first term in (81) associated with the boundary. By requiring the variation given by the integral to vanish for arbitrary perturbations \(Z'(s), Q'(s)\), we obtain the equations

\[
l_o \dot{\tilde{g}}^i(s) = \frac{\partial H_q}{\partial P_i}(\tilde{P}(s), \tilde{g}(s)) \tag{82}
\]

\[
\frac{d\tilde{P}_i}{ds}(s) = 2l_o \epsilon_{ij} \tilde{g}^j(s) \tilde{P}_i - l_o^{-1} \mathcal{L}_T H_q(\tilde{P}(s), \tilde{g}(s)).
\]

Substituting the first equation into the second, using the notation \(l_o^{-1} \mathcal{L}_T H_q = : \frac{\partial}{\partial \tilde{g}^i} \) from Sec. II, and noting that \(l_o \dot{\tilde{g}}^i = \frac{d\tilde{X}_i}{dt} \bigg|_{\tilde{g}} \), we arrive at the equations

\[
\frac{d\tilde{X}_i}{dt} \bigg|_{\tilde{g}} = \frac{\partial H_q}{\partial P_i} \bigg|_{\tilde{g}} , \quad \frac{d\tilde{P}_i}{dt} = -\frac{\partial H_q}{\partial \tilde{g}^i} + 2l_o \epsilon_{ij} \frac{\partial \tilde{g}^j}{\partial P_j} \tilde{P}_i. \tag{83}
\]

In the semiclassical limit \(\hbar \to 0\) the dominating contribution to the path integral arises then from the paths satisfying the equations of motion (83). Given that at this limit \(H_q \to H\), the equations coincide with the classical equations of motion (10) we obtained from the canonical analysis in Sec. II.

We still need to show that the boundary term in the first order variation of the action (81) is cancelled by the variation of the boundary term. Now, for the boundaries no approximation is available, such as the one in \(\epsilon\) for the bulk, and therefore the deformation structure must be taken into account. On the other hand, we observe that it is exactly the deformation of addition of coordinates on \(SO(3)\), which enables us to cancel the boundary term and arrive at the right classical equations of motion: With the deformed addition \(\star\) of coordinates on \(SO(3)\), we obtain for the first order variation in \(\eta\) of the boundary action

\[
\delta S_{ab}[\tilde{g}, \tilde{P}] = -i l_o \frac{1}{2} \tr(\tilde{g}(s)\tilde{P}(s)) |_{t}^{-t'} \\
\star \sum_{j=1}^{3} \frac{1}{2} \tr(\tilde{g}(s) e^{i\eta Z(s)} \tilde{P}(s)) |_{t}^{-t'} \\
= i l_o \frac{1}{2} \tr(\tilde{g}(s) e^{i\eta Z(s)} \tilde{P}(s)) |_{t}^{-t'} \\
= -i l_o \frac{1}{2} \tr(\eta Z(s) \tilde{P}(s)) |_{t}^{-t'} \\
= -l_o \eta Z(s) \cdot \tilde{P}(s) |_{t}^{-t'}, \tag{84}
\]
which exactly cancels the boundary term arising from the bulk action \((81)\). This further confirms the correctness of the noncommutative Fourier transform in encoding the relation between \(g\) and \(P\) variables, needed to produce the boundary term in the action.

Accordingly, we obtain the correct semiclassical behavior from the path integral \((70)\), but only by taking into account the noncommutative structure of the phase space. In particular, this means that in the semiclassical limit \(\hbar \to 0\) we may approximate the full path integral by a sum over the amplitudes of solutions to the classical equations of motion,

\[
\langle P', t ' | P, t \rangle = \sum_{(g, a, P, cl)} e^{(i/\hbar)S[g, a, P, cl]},
\]

such that \(P_{cl}(t) = P, P_{cl}(t') = P'\).

Finally, the expression of the path integral in terms of the noncommutative momentum variables may be particularly useful since it provides, a simpler way to compute the semiclassical expansion of the transition amplitudes, even when they are written in the spin basis \(|j; m, n\rangle\) or with the coherent states \(|j; \tilde{n}\rangle\). This is indeed the type of calculation that is more commonly used in spin foam models \([30,39]\). Let us show how the above results can be used to this end in our simpler context.

In the semiclassical limit \(j \to \infty, \hbar \to 0\), while \(h j = \text{const.}\), the coherent states and the noncommutative momentum states coincide, \(P = 2(h/L_s)j\tilde{n}\) \([15,32]\). Therefore, we may easily calculate the semiclassical limit of the propagator \(\langle j', \tilde{n}', t' | j, \tilde{n}, t \rangle\) by transforming to the problem into the noncommutative momentum basis,

\[
\langle j', \tilde{n}', t' | j, \tilde{n}, t \rangle = \int_{\mathbb{R}^6} d^3P' \int_{\mathbb{R}^6} d^3P \times \langle j', \tilde{n}' | P' \rangle \star \langle P', t' | P, t \rangle \star \langle P | j, \tilde{n} \rangle, \cdots
\]

(86)

taking the limit \(j, j' \to \infty, \hbar \to 0\), while \(h j, h j' = \text{const.}\), of this expression, and evaluating the path integral at the solutions to the classical equations of motion \((10)\), thus obtaining

\[
\langle j', \tilde{n}', t' | j, \tilde{n}, t \rangle = \sum_{(g, a, P, cl)} e^{(i/\hbar)S[g, a, P, cl]},
\]

(87)

for phase space paths \((g_{cl}, P_{cl})\) such that \(P_{cl}(t) = 2(h/L_s)j\tilde{n}, P_{cl}(t') = 2(h/L_s)j'\tilde{n}'\), i.e., simply taking the path integral result and substituting the coherent state parameters associated (in this approximation) to the corresponding momentum variables. In particular, if the action appearing in the path integral, when evaluated on saddle points, depends on the norm of \(P\) only (as in the free particle case, for example), then one obtains an expression depending only on the spin label \(j\).

Let us again use the results obtained above to get some insight into the quantum gravity context. The above semiclassical analysis sheds some light on the \textit{a priori} surprising asymptotic expressions for spin foam models for gravity \([14,30,39]\). These take the form of a simplicial path integral weighted by the Regge action for discrete gravity, even though the appearance of the spin foam amplitudes themselves is far from resembling a discrete gravity path integral. By reflecting on the above result, and keeping in mind the dual expression of the same spin foam amplitudes as simplicial path integrals in noncommutative metric variables \([16]\), one realizes that this is not surprising at all: the spin foam amplitudes acquire the same functional dependence on the noncommutative metric variables in the limit in which the variables appearing in the spin foam expression \(j, \tilde{n}\) coincide with the noncommutative metric variables themselves.\(^9\) As an explicit example, consider the famous asymptotic expression of the \(6j\)-symbol that is the basic building block of the amplitudes \((77)\) in the semiclassical limit:

\[
\begin{align*}
&\sum_{\Theta j} e^{-i(2j_f + 1)\Theta j / 2 + (\pi/4)} - i \sum_{\Theta j} e^{i(2j_f + 1)\Theta j / 2 + (\pi/4)} \\
&\approx \frac{e}{\sqrt{3\pi V}}.
\end{align*}
\]

(88)

where the function \(\sum_{\Theta j} (2j_f + 1)\Theta j / 2\) is nothing but the Regge calculus action for a simplicial complex made of a single tetrahedron with six edge lengths \(j_f\) and six dihedral angles \(\Theta j\), functions of the same edge lengths, and volume \(V\). This is simply the saddle point evaluation with respect to the discrete connection \(h j\) of the path integral \((78)\), for the same simplicial complex, dual to a single vertex of the 2-complex \(\Gamma\), in which therefore all the discrete triad variables \(x_f\) are on the boundary (and thus not subject to variations), which in the semiclassical limit have length \(j_f\).

**G. Free particle on SO(3)**

Finally, in order to show explicitly the compatibility of our analysis and results with those obtained by more conventional methods (in particular, harmonic analysis on the group manifold), we first compare our path integral expression for the finite time propagator with the standard expression, in the special case of a free particle on \(SO(3)\), i.e., with Hamiltonian \(\hat{H} = \hat{P}^2/2m\), a multiple of the Casimir operator. Let us stress that this is indeed a very special case, as we will notice by the fact that the transition amplitude written in coherent state basis basically coincide in form, apart from the discreteness of \(j\) labels as opposed to the continuous norm of the \(P\) variables, with the first order path integral. As we remarked above, this is not at all the case in general (as it is not in spin foam models). Nevertheless, the free particle is an important test case

\(^9\)This had been anticipated in [15].
for the formalism we have developed in this paper, since it is well-known from previous literature [1–3,37].

In the canonical picture, the evolution operator for a free particle reads \( \hat{U}(t' - t) = \exp[-\frac{i}{\hbar}(t' - t)\hat{P}^2/2m] \), and using the spin basis \( |j; m, n\rangle \) we obtain a simple expression for the finite time propagator \( \langle g', t' | g, t \rangle := \langle g' | \hat{U}(t' - t) | g \rangle \)

\[
\langle g', t' | g, t \rangle = \frac{1}{\pi^2 t^2} \sum_{j, m, n} e^{-ij/(\hbar)(t' - t)/(1/2m)P^2} |g\rangle
\]

Since the Hamiltonian is just the Casimir operator, the propagator is invariant under left and right translations

\[
\text{in the momentum basis } \langle j | e^{i\Xi} | j \rangle = \text{well-known from previous literature [1–3,37].}
\]

In the limit \( (t' - t) \to 0 \) the propagator correctly satisfies \( \langle g' | U(t' - t) | g \rangle \to \frac{1}{\pi t} \delta(g' - g) \).

Now, for comparison, we perform the same calculation in the momentum basis \|P\rangle, and we obtain

\[
\langle g', t' | g, t \rangle = \frac{1}{\pi^2 t^2} \sum_{j} e^{-ij/(\hbar)(t' - t)(1/2m)P^2} (2j + 1) \times \sin((2j + 1)|X(g'g^{-1})|/l_o) \sin(|X(g'g^{-1})|/l_o).
\]

This expression clearly parallels that of (91) coming from the spin representation, as we have anticipated to be the case in this simple example. In general, we remark again, we could expect such similarity only in the semiclassical limit, where we have the identification \( |P| = 2(h/l_o)j \).

On the other hand, we may plug the finite time propagator (91) in terms of the spin label \( j \) into the path integral to give the infinitesimal propagators. In this case, we obtain a first order path integral of the form

\[
\langle g', t' | g, t \rangle = \frac{1}{\pi^2 t^2} \sum_{j, m, n} e^{-ij/(\hbar)(t' - t)(1/2m)P^2} \sum_{l} \frac{1}{\pi l} \delta(g' - g) \sin((2j + 1)|X(g'g^{-1})|/l_o) \sin(|X(g'g^{-1})|/l_o).
\]

Here we may approximate \( |X(g_k g_{-k}^{-1})|/l_o = \sin(|X(g_k g_{-k}^{-1})|)/l_o \), and thus further write for the factors in the integrand

\[
\frac{\sin((2j_k + 1)|X(g_k g_{-k}^{-1})|/l_o)}{\sin(|X(g_k g_{-k}^{-1})|/l_o)} \approx \frac{2j_k + 1}{4\pi} \int_{S^2} d^2\tilde{n}_{k} e^{i(2j_k + 1)\tilde{n}_{k} \cdot Y(g_k g_{-k}^{-1})/l_o}.
\]

Substituting back to the path integral, we obtain
\[ \langle g', t'|g, t \rangle = \lim_{N \to \infty} \prod_{k=1}^{N-1} \int_{SO(3)} \pi^2 p_k^2 dg_k \left[ \prod_{k=0}^{N-1} \sum_{j_k} \frac{2\hbar/l_o}{(2\pi\hbar)^3} \right. \\
\times \left. \int_{\mathbb{S}^2} \frac{h^2}{2} (2j_k + 1)^2 d^2 \hat{n}_k \right] \times \exp \left[ i \sum_{k=0}^{N-1} \epsilon \left[ \frac{h}{l_o} (2j_k + 1) \hat{n}_k \cdot \frac{Y(g_k + 1 g_k^{-1})}{\epsilon} - H(j_k) \right] \right], \]

(97)

where \( H(j_k) = (2\hbar^2/m l_o^2) j_k j_k + 1 \). Again, this expression is analogous to the discrete first order path integral (66) we derived previously, with the identification \( |P| = 2(h/l_o) j \) (which would hold also in the general case, in the semiclassical limit).

However, we notice that taking the continuum limit \( N \to \infty, \epsilon \to 0 \) and applying the calculus of variations to this (pseudo) path integral expression, in order to study the semiclassical limit is more difficult than in the true first order (noncommutative) path integral in terms of the variables \( P \), since the spin labels \( j_k \) take only integer values. It is also interesting to note that we obtain the standard Euclidean path integral from the previous expression by taking the Euclidean limit \( l_o \to \infty, j_k \to \infty, j_k/l_o = \text{const} \) with the identification \( P_k = 2(h/l_o) j_k \). This limit is both conceptually and mathematically different with respect to the semiclassical limit.

Next we will calculate the second order form of the path integral for the free particle in terms of the configuration variables. For the Hamiltonian \( \hat{H} = \hat{P}^2/2m \) the corresponding quantum corrected Hamiltonian is found to be \( H_{\text{Q}}(P) = (P^2 + \hbar^2/2m) \), which agrees with the expression in [37] (when we set \( l_o = 2 \) to use the same length scale for the group as in [37]) originally found by DeWitt [1] in the case of a general curved space. Then, each of the \( N \) integrals over \( P_k \) in (62)

\[ \langle g', t'|g, t \rangle = \lim_{N \to \infty} \prod_{k=1}^{N-1} \int_{SO(3)} \pi^2 p_k^2 dg_k \left[ \prod_{k=0}^{N-1} \int \frac{d^3 P_k}{(2\pi\hbar)^3} \right] \times \exp \left[ i \sum_{k=0}^{N-1} \epsilon \left[ \frac{Y(g_k^{-1} g_k^{-1})}{\epsilon} \cdot P_k \right. \\
- \left. \frac{1}{2m} \left( P_k^2 + \hbar^2 \right) \right] \right] \]

(98)

becomes the usual Fourier transform of the function \( \exp[-i\xi(N P_k^2 + \hbar^2)] \) to the coordinate variables \( Y(g_k^{-1} g_k^{-1}) \). Thus, by performing the Gaussian integrals we obtain

\[ \langle g', t'|g, t \rangle = \int_{\mathbb{S}^2} Dg(t) \exp \left[ i \int \frac{d^3 P_k}{2} \right. \frac{m}{2} \left( \frac{Y(g_k^{-1} g_k^{-1})}{\epsilon} \right)^2 \\
- \left. \frac{i}{2} \frac{l_o}{2} \frac{m}{2} \right] \]

(101)

where \( Dg(t) \) is the continuum limit of the path integral measure given above, and \( g := -i g_{-1} g_{-1} \in \mathfrak{so}(3) \) is the velocity of the particle. This coincides with the path integral for the free particle on \( SO(3) \) obtained by other methods [4,37].

**IV. CONCLUSIONS**

We have shown, starting from the canonical formulation of quantum mechanics on \( SO(3) \), that a first order path integral can be derived for a quantum system with configuration space \( SO(3) \), using the noncommutative dual space variables via the group Fourier transform, which produces the correct semiclassical behavior, and is consistent with earlier results in the literature.
The advantages of the approach we have studied here are the following: On one hand, it provides an alternative to the use of representation theory, and a more intuitive picture of the classical dynamics behind the quantum one with continuous noncommutative momentum variables, which resemble more closely the classical momentum variables. On the other hand, this approach makes the semiclassical analysis much more straightforward.

Our main interest in this formulation of the quantum dynamics of this simple system is in the fact that it exemplifies, as we have discussed, the respective role and use of the standard spin network/spin foam representation of canonical LQG and spin foam models, and the recent flux/noncommutative simplicial path integral representation of these theories.

More precisely, what we think we can learn from the above analysis for quantum gravity models, LQG and spin foams, in particular, is the following:

(i) Given the classical phase space of the theory, the use of the noncommutative Fourier transform and of the $\ast$-product described above is very natural, and seems to provide a correct conjugate representation for quantum states.

(ii) Similarly, it is not surprising, although certainly welcome, that the dynamics of the theory in terms of the dual noncommutative variables takes the form of the expected first order path integral. In the spin foam case, this is to be expected every time the quantum spin foam dynamics is supposed to encode the classical geometry of simplicial gravity at the covariant level (as it is the case for all current spin foam models).

(iii) In the case considered, the nontrivial phase space structure gives naturally rise to quantum corrections into the classical action in the path integral formulation of a quantum theory. Similar corrections are to be expected in the LQG/spin foam context. Moreover, our results support the choice of the specific $\ast$-product structure we use, and thus of the associated (Duflo) quantization map (operator ordering) [9,36], also in LQG. This may lead in general to different spectra for observables with respect to the commonly used ones. This point is also discussed, for example, in [42].

(iv) The use of noncommutative dual variables is going to be advantageous in the study of the semiclassical approximation of the theory, exactly because it brings the quantum dynamics in the form of a path integral. As we have seen, this also clarifies the reason behind the expression which spin foam amplitudes take in this approximation.

(v) Finally, our results indicate that an additional parameter encoding the scale (volume) of the group manifold, here called $l_s$, which can be made explicit also in the LQG/spin foam context, could play an important role in studying further the commutative or continuum approximations of the theory, independent from the semiclassical one.

All the above points deserve to be further explored in the quantum gravity context, on the basis of the intuition provided by our results. Further possible developments include extending the group Fourier transform to general Lie groups, in which case the avoidance of representation theory can become even more advantageous. Altogether, our results further indicate that the new noncommutative variables make sense, both mathematically and physically, and that the noncommutative methods can be applied successfully, in general, where found advantageous.
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