Few-shot calibration of low-cost air pollution (PM$_{2.5}$) sensors using meta-learning
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Abstract—Low-cost particulate matter sensors are transforming air quality monitoring because they have lower costs and greater mobility as compared to reference monitors. Calibration of these low-cost sensors requires training data from co-deployed reference monitors. Machine Learning based calibration gives better performance than conventional techniques, but requires a large amount of training data from the sensor, to be calibrated, co-deployed with a reference monitor. In this work, we propose novel transfer learning methods for quick calibration of sensors with minimal co-deployment with reference monitors. Transfer learning utilizes a large amount of data from other sensors along with a limited amount of data from the target sensor. Our extensive experimentation finds the proposed Model-Agnostic-Meta-Learning (MAML) based transfer learning method to be the most effective over other competitive baselines.

Index Terms—Air quality, low-cost sensor calibration, few-shot learning, MAML, deep learning

I. INTRODUCTION

Elevated levels of air pollutants is regarded as the biggest environmental health risk in the whole world. Since traditional air quality monitoring stations have high setup cost and are cumbersome to maintain, administration typically only deploys a few at important locations of a city. As levels of air pollutants depends upon lot of factors and can change significantly from one location to another that are only few kilometers apart, there is an urgent need for higher resolution of data in order to properly assess people’s exposure to air pollution.

Fortunately, low-cost sensors offer an affordable solution due to their lower maintenance costs, small size and greater mobility [2]–[4], [8]. These sensors are known to be less accurate than the reference grade monitors, and hence, in-field calibration is required to obtain a reasonable sensor readings. Two settings are commonly used, (i) calibrating the sensors against a co-deployed reference monitor, and (ii) collating the spatio-temporal measurements in a network of sensors [1], [7].

In this paper, we focus on the first setting.

Calibration involves capturing the complex non-linear relationship between the raw sensor values and the true values as measured by the reference monitors. Various statistical methods such as ARIMA [22], [23] and Kalman filtering, and supervised machine learning methods such as linear regression, nearest neighbors and support vector regression have been studied to calibrate low cost sensor readings [5], [6], [17].

Deep learning methods such as fully connected neural network [19], [20], convolutional neural network (CNN) [21], [24], recurrent neural network (RNN) [18], [24] have also been very effective in achieving the state-of-the-art performance in sensor calibration.

In general, deep learning based methods are known to have superior performance compared to conventional machine learning methods in various learning problems [13]. But the former typically require much larger amount of training data compared to the latter [14]. One way to alleviate this problem of data scarcity is transfer learning, which leverages knowledge from abundant data from similar tasks (called as source) and fine-tunes the model over the target task [11], [12]. A state of the art transfer learning technique is model-agnostic meta learning (MAML) [9], [10]. MAML learns an optimal initialization values for the model parameters, so that the model can quickly adapt to the target data. Mostly these advanced deep learning methods address classification problems, while regression brings in its own challenges [15], [16].

In order to address the problem of data scarcity in sensor calibration, various transfer learning and domain adaptation methods have been proposed that attempt to transfer knowledge from a data rich source location to a target location with insufficient data. However, only few studies have been done to transfer the generalised knowledge from multiple source locations to the target location to reduce the risk of negative transfer and achieve meaningful results in the context of sensor calibration.

This paper deals with deep learning based calibration techniques in resource-constrained setting. We wish to minimize the amount of data from a co-located reference monitor needed to prepare the calibration model for a given sensor. We propose a novel MAML based transfer learning method for the regression problem at hand.

II. OUR METHOD

We have multiple low-cost sensors deployed at multiple locations, with one sensor per site. For a sensor, deployed at certain location $p$, $D_p = (x_p, y_p)$ denote the time series of readings $x_p$ obtained from the low-cost sensor and the corresponding readings $y_p$ obtained from the co-deployed reference monitor, respectively. Both $x_p$ and $y_p$ have same length, denoted by $|D_p|$. We have a set of source locations
$P^s$, and some target locations $P^t$. Each target location has a small amount of data, i.e. $|D_{p_i}| > |D_{p_j}| \forall p_i \in P^s, \forall p_j \in P^t$.

We consider a model, denoted by $f_\phi$ with parameters $\theta$ that maps observations $x$ to output $y$. We use a neural network to implement $f_\phi$.

A. MAML based Sensor Calibration

During meta training, we sample support set and query set from data $D_p$ of a source location $p$. The support set is used for learning the parameters of the network, and the query set is used for evaluating the performance of the network for that particular location.

B. Proposed Model

Our meta learning framework learns a meta learner from multiple source locations, and uses it to train a base model at the target location, using the limited amount of training data from the target location. The base model is location specific, while the meta learner is generalized for all locations.

We implement a base model as a fully connected deep neural network represented by a function $f_\phi$ with parameters $\theta$. To effectively and quickly train the base model for any location $p$, we take help of a meta learner, which is again implemented as a full connected deep neural network, $f_\phi$ with parameters $\phi$. The architecture of $f_\phi$ is same as that of $f_\theta$. In MAML, we use the meta learner to initialize the base model for a new location.

First, we use the source data to train our meta learner. Then, use the limited training data from the target location along with the meta learner to train our base model at a particular target location. The meta model $f_\phi$ is used to initialize the base learner $f_\theta$ at the target location $p$.

1) Training the Meta Learner at Source: The meta learner $f_\phi$ is initialized randomly. We choose a particular source location $p_i$, the data $D_{p_i}$ is split into a support set $D_{ps}$ and a query set $D_{pq}$, which are mutually exclusive. We use the support set to train the base model, while the query set is used to evaluate the base model and to train the meta learner.

The base model is initialized as $\phi$ and trained using gradient descent over $D_{ps}$:

$$\theta_{p_i} \leftarrow \theta_{p_i} - \alpha \nabla_{\theta_{p_i}} \mathcal{L}_{D_{ps}}(\theta_{p_i})$$

Here, $\alpha \in \mathbb{R}$ is the learning rate. The loss function we use is the mean absolute error, which is defined as

$$\mathcal{L}_D(\theta) = \sum_{(x, y) \in D} |f_\theta(x) - y|$$

The meta learner is trained on the query set $D_{pq}$ over a batch of locations $i$ sampled from source locations. The goal of this training is to optimize $\phi$ as

$$\phi \leftarrow \phi - \beta \sum_i \nabla_\phi \mathcal{L}_{D_{pq}}(\theta_{p_i})$$

Here, $\beta \in \mathbb{R}$ is the learning rate.

Finally, it is the meta learner only that is saved. The base models at different source locations are discarded.

2) Training the Base Model at the Target Location: To improve the prediction for a target location $p_j \in P^t$ with limited amount of training data, we initialise the network’s parameters with $\phi$ and use Eq. (1) to train $\theta_{p_j}$. The support set here acts as the training data, while the calibration performance is assessed using the query set.

The entire training algorithm of the calibration model is outlined as a pseudo code in Algorithm 1.

**Algorithm 1** MAML based sensor calibration

**Require:** $P^s$: Set of source locations; $P^t$: set of target locations.

**Require:** $\alpha, \beta$: step size hyperparameters

1. randomly initialize $\phi$
2. while not done do
3. Sample a batch of locations from $P^s$
4. for each location $p_i$ do
5. Sample support datapoints $D_{ps} = \{x_p, y_p\}$ from $p_i$
6. Evaluate $\nabla_{\theta_{p_i}} \mathcal{L}_{D_{ps}}(\theta_{p_i})$
7. Compute adapted parameters with one or more gradient descent steps: $\theta_{p_i} \leftarrow \theta_{p_i} - \alpha \nabla_{\theta_{p_i}} \mathcal{L}_{D_{ps}}(\theta_{p_i})$
8. Sample query data-points $D_{pq} = \{x_p, y_p\}$
9. Evaluate $\mathcal{L}_{D_{pq}}(\theta_{p_i})$
10. end for
11. Update $\phi \leftarrow \phi - \beta \sum_i \nabla_\phi \mathcal{L}_{D_{pq}}(\theta_{p_i})$
12. end while
13. for each target location $p_i \in P^t$ do
14. Initialise the network with $\phi$
15. Compute the adapted parameters $\theta_{pi}$ with few gradient descent using train set
16. Predict on test set
17. end for

III. EXPERIMENTAL RESULTS

A. Dataset Description

We collected co-located data from 15 different locations around Mumbai city for our experiments. The low-cost sensors give four measurements, namely, PM$_{2.5}$, PM$_{10}$, temperature and humidity, while those from the reference monitor consist of only PM$_{2.5}$ values. The low-cost sensors use Nova fitness sensors, which work on the principal of laser scattering, to measure PM$_{2.5}$. The data was collected from November 1, 2020 to March 5, 2021, with a sampling rate of 1 sample per hour. For our transfer learning experiments, we use 10 locations as source and 5 locations, individually, as the target locations.

From the dataset in each source location, we sample a window of 2 days for the support set and another window of 2 days as the query set. The two sets are mutually exclusive and the query set occurs later in time. For each target city, we sample a window of 3 days as training and validation set, and the next 15 days data for testing.
TABLE I
PERFORMANCE METRICS FOR DIFFERENT CALIBRATION METHODS, EVALUATED OVER DIFFERENT TARGET LOCATIONS (Loc.)

| Loc. | MAE (standard deviation) | RMSE | \( R^2 \) |
|------|--------------------------|-------|-----------|
|      | \( B_1 \) | \( B_2 \) | \( B_3 \) | MAML | \( B_1 \) | \( B_2 \) | \( B_3 \) | MAML | \( B_1 \) | \( B_2 \) | \( B_3 \) | MAML |
| 1    | 36.4 (29.1) | 13.7 (15.2) | 9.0 (18.2) | 8.0 (6.5) | 46.6 | 16.5 | 11.2 | 10.3 | \(-32.4\) | 46.6 | 75.3 | 79.9 |
| 2    | 21.8 (31.2) | 14.5 (27.9) | 12.8 (25.3) | 12.1 (17.5) | 32.0 | 24.3 | 21.7 | 20.2 | 0.0 | 41.4 | 53.0 | 55.7 |
| 3    | 18.9 (17.1) | 12.8 (14.9) | 10.9 (17.2) | 8.7 (8.2) | 24.7 | 15.8 | 14.1 | 12.0 | \(-56.7\) | 46.9 | 56.3 | 68.9 |
| 4    | 21.5 (22.6) | 17.1 (19.2) | 19.2 (18.3) | 15.9 (18.7) | 32.3 | 25.2 | 26.4 | 24.5 | \(-90.0\) | -10.4 | -12.1 | 2.5 |
| 5    | 18.8 (20.9) | 14.6 (19.4) | 12.6 (21.0) | 10.1 (8.2) | 24.1 | 18.8 | 16.3 | 12.9 | 22.1 | 51.4 | 64.5 | 77.0 |

B. Implementation Details
For the proposed method, we model \( f_\theta \) as a standard feedforward neural network. It consists of two hidden layers, each of which has 128 neurons, each with ReLU activation. The output layer has single linear neuron. For training the base model, we use stochastic gradient descent (SGD) optimizer with a learning rate of \( 10^{-3} \), and for training the meta learner, we use Adam optimizer with a learning rate of \( 10^{-4} \).

C. Baselines
We compare our proposed MAML based model with three baselines methods. The first baseline, \( B_1 \), uses the limited amount of training data from target location to train the calibration model without any transfer. This is a common training method employed in basic deep learning. The second baseline, \( B_2 \), trains the model using training data from a single source location and then transfers the model by fine-tuning it on the target location. This fine-tuning uses Adam optimization and stops when the validation loss stops improving. The third baseline, \( B_3 \), trains the model using combined data from all the source locations and then fine-tunes the model on a target location as in \( B_2 \).

D. Performance metrics
The performance of a calibration model is assessed by comparing the calibrated PM\(_{2.5}\) values against the corresponding readings from the co-located reference monitor. The metrics used for this comparison are mean absolute error (MAE), root mean square error (RMSE) and the coefficient of determination (\( R^2 \)). We also compute the standard deviation corresponding to the mean absolute error.

E. Results
We implement our method and compare the calibrated PM\(_{2.5}\) values using different methods for five target cities. The performance of different calibration methods is shown in Table II. The baseline \( B_1 \) performs the worst, showing that deep learning is not effective when the training data is small. The baseline \( B_2 \) performs much better as compared to \( B_1 \) illustrating the benefits of transfer learning. The performance of transfer learning improves further with the increase in the amount of source data, as supported by the improved results with \( B_3 \). However, the proposed method outperforms all others, showing that the proposed MAML based transfer learning is better than fine-tuning based transfer learning. While the proposed method shows improvements in MAE, RMSE and \( R^2 \) values, we also notice a decline in the standard deviation of absolute error, indicating that the calibrated values follow the reference monitor more closely. Fig. 1 illustrates an example of the calibrated PM\(_{2.5}\) values against the raw values from low-cost sensors and readings from reference monitors. We can see the calibrated values follow the reference monitor more closely as compared to the raw sensor readings. Code is available on Github[^1].

IV. CONCLUSION AND FUTURE WORK
This paper addresses the problem of quick and efficacious calibration of low cost sensors by minimal co-deployment with reference monitors. It uses deep learning for efficacy and transfer learning for minimal co-deployment. The main contributions of this paper are (i) an efficient solution for calibration of low-cost sensors, and (ii) a model agnostic meta learning based transfer learning method for regression. The proposed method is shown to outperform other learning schemes in the transfer learning setting. The proposed scheme is useful for calibration of static sensors with mobile reference monitors or that of mobile sensors with static reference monitors. In future, with longer deployments, we wish to address sensor drift and maintenance issues. The proposed method is not limited to PM\(_{2.5}\) calibration only. We plan to extend our model for calibration of various gas sensors such as those for NO\(_x\), O\(_3\) and CO. We also plan to extend our work to calibration of dense sensor network to monitor the air quality.

[^1]: https://github.com/madHAVLAB/2021KalpatRMT
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