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Abstract—Online learning systems have multiple data repositories in the form of transcripts, books and questions. To enable ease of access, such systems organize the content according to a well-defined taxonomy of hierarchical nature (subject - chapter - topic). The task of categorizing inputs to the hierarchical labels is usually cast as a flat multi-class classification problem. Such approaches ignore the semantic relatedness between the terms in the input and the tokens in the hierarchical labels. Alternate approaches also suffer from class imbalance when they only consider leaf level nodes as labels. To tackle the issues, we formulate the task as a dense retrieval problem to retrieve the appropriate hierarchical labels for each content. In this paper, we deal with categorizing questions and learning content. We model the hierarchical labels as a composition of their tokens and use an efficient cross-attention mechanism to fuse the information with the token representations of the content. We also adopt an adaptive in-batch hard negative sampling approach which samples better negatives as the training progresses. We demonstrate that the proposed approach TagRec++ outperforms existing state-of-the-art approaches on question and learning content datasets as measured by Recall@k. In addition, we demonstrate zero-shot capabilities of TagRec++ and preliminary analysis of its ability to adapt to label changes.
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I. INTRODUCTION

ONLINE educational systems organize learning content like questions according to a hierarchical learning taxonomy of form subject-chapter-topic. For instance, a content about “pH level” is tagged with the learning taxonomy “science - chemistry - acids”. In the above example, science is the root node and acids is the leaf node. Organization of content in such standard format aids in better accessibility as users can easily navigate through large repositories of learning content by searching using different facets like the subject, chapter or topic names. The automated taxonomy tagger would aid in on-boarding content at scale from other sources by tagging them with a standardized learning taxonomy. Tagging content to a standardized taxonomy can be used for redirection of questions to relevant subject-matter experts in question answer forums of such systems. However, manual labeling of content with the hierarchical taxonomy is cumbersome. Automated tagging of content with learning taxonomy would enable indexing of content at scale and conserve time.

The Hierarchical Label Structure and Class Imbalance Problem: Automated approaches for the hierarchical categorization task must capture the relationship between content and the labels for effective content categorization. They must also preserve the hierarchical structure of the labels. However, existing approaches for tasks involving categorization of content to labels of hierarchical form usually cast it as flat multi-class classification problem [1], [2]. The flat classification approaches ignore the hierarchical structure in the label space and encode the labels as numbers. Alternate approaches [3], [4], [5] consider only the leaf nodes as labels to reduce the label space. In the former method the hierarchy is ignored and in the latter the problem of class imbalance occurs as most of the content is attached to a few leaf nodes. It has been demonstrated that contrastive learning helps address the class imbalance issue in other tasks and datasets [6], [7]. TagRec++ follows a similar design philosophy to tackle the class imbalance problem.

Representation Learning and Extensibility: A major challenge in existing flat-classification approaches is that they are not easily extensible. This is because the learned representations, do not capture the hierarchical structure of the labels [8] and the relationship between the content and the hierarchical labels. Hence, the representations cannot be used for other downstream tasks like tagging other related content not seen during training or content retrieval based on taxonomy. Another challenge is the open-set identification problem, where new labels may emerge in the label space owing to addition of new topics or removal of old topics. The new hierarchical labels would still be semantically related to the old labels, and hence the model must be able to adapt to design to changes in the label space without re-training. Further, traditional multi-label multi-class classification approaches require changes in the model architecture and re-training to adapt to changes in the label space.

An Approach for Capturing Label Structure and Tackling Class Imbalance: To tackle the challenges mentioned previously, we propose an approach, TagRec++, that can capture the structure of the labels and relationship between the content and the labels. The problem is viewed as a dense retrieval task [9] where the goal is to retrieve the most relevant labels for a given question as shown in Fig. 1. Since the tokens in the label are abstractions of their word descriptions, they are related to the
terms in the content. Hence, we adopt a contrastive learning approach by projecting the content and labels to a continuous vector space to ensure the label representations are aligned with their corresponding content representations. We extend upon the work of TagRec [10] which proposed a simple two-tower architecture for bringing together the appropriate vector sub-spaces of the input and hierarchical labels closer.

The TagRec++ fuses the content representations with the related hierarchical labels using an efficient interactive attention mechanism. It helps to better capture the relationship between the terms in the input learning content and the tokens in the hierarchical taxonomy. Specifically, it uses a late interaction approach where the label embeddings can be pre-computed and indexed, unlike cross-encoder based approaches.

The TagRec++ uses a contrastive learning approach where triplets (anchor, positive, negative) are mined to pull apart the negatives from the anchor and bring the anchor and the positive sample closer. The sampling of negatives helps in learning better representations that have higher capacity to distinguish between positive and negative labels, thereby increasing recall during retrieval. Hence, TagRec++ uses an adaptive in-batch hard-negative sampling approach where hierarchical labels closer to the content representation are chosen as hard-negatives. They are sampled dynamically in the training loop, further helping in disentangling the vector space of positive and negative labels.

**Evaluation:** The TagRec++ is evaluated on datasets of question banks, long form video transcripts in science and related domains. The content may have both the question and its answer to capture more semantic context. The combined “question-answer” or the “question” in isolation is our learning content, and we will use the terms “content” and “question” interchangeably in the rest of the discussion.

**Key Takeaways:** Since we adopt a contrastive learning approach and encode the complete hierarchical labels in the vector space without partitioning, the problem of class imbalance is tackled. Also, the proposed interactive attention approach captures the label structure in the content representations and the chosen sequence representation method for the labels preserves compositionality in hierarchical labels. We also provide theoretical bounds for the approximation involved in the proposed attention mechanism. TagRec++ can also adapt to slight changes in the label space, and we present preliminary analysis in Section V. A detailed evaluation of open-set identification is beyond the scope of this work, and a qualitative analysis is done to demonstrate the advantage of the design choices for the proposed approach. Further, we also demonstrate the extensibility of learned representations for tagging learning objectives in a zero-shot setting.

The core contributions of our work are:

- We propose the task of automated content categorization involving hierarchical labels as a dense retrieval problem. We adopt a contrastive learning approach to handle the class imbalance.
- To capture the hierarchical structure of the labels and similarity to content, we propose an interactive attention approach between the content representations and the hierarchical labels to fuse the information in the hierarchical labels with the input representations for better learning and convergence.
- We render the interactive attention process efficient by grouping related labels to reduce the label space and provide bounds for the approximation, leveraging Lipschitz continuity principle.
- We experimentally study the proposed approach on diverse datasets. We also release a new dataset (KhanAcad) for...
learning content categorization. We also demonstrate the extensibility of the model to downstream tasks by zero-shot evaluation on learning objectives dataset.

The rest of the paper is organized as follows:

- We present a literature review of text classification methods involving labels of hierarchical structure in Section II.
- We present in detail the proposed approach in Section III.
- We explain the various components of the proposed approach.
- In Section IV, we describe the data preparation method, experimental setup, baselines and the ablation studies performed.
- We present an analysis of results in Section V.
- We conclude with scope for future work in Section VI.

Reproducibility: We open-source our code and datasets at https://github.com/ADS-AI/TagRec_Plus_Plus_TKDE.

II. RELATED WORK

In this section, we provide an overview of approaches that tackle problems involving labels of hierarchical nature and vector representation methods.

A. Text Categorization to Hierarchical Labels

The online systems use a standardized taxonomy to organize their content [1], [2]. The taxonomy is of hierarchical nature and usually, the approaches used to categorize content in such taxonomy can be categorized into multi-class classification or hierarchical multi-step approaches [11], [12]. In multi-class single-step methods, the leaf nodes are considered labels while ignoring the hierarchy. This leads to class imbalance issue where a large number of samples cover only a few leaf nodes considered as labels. In the hierarchical multi-step approach, the root category is predicted using a classifier and the process is repeated to predict the nodes at the subsequent level. However, the main issues of the approach are that the number of classifiers increases with depth, and the error from one level propagates to the next level. This also increases the computation needed at the inference time. Along similar lines, Banerjee et al. [13] proposed to build a classifier for each level. However, unlike the previous works, the parameters of the classifier for parent levels are transferred to the classifiers at child levels. Another approach [14] proposed to use a chain of neural networks to categorize content to hierarchical labels. A classifier is designated for each level in the hierarchy. However, the major limitation here is that the number of networks in the chain increases with depth, and it also requires that the paths in the label hierarchy should be of the same length, limiting the applications to cases of minor changes in the label space.

To circumvent these issues, each hierarchical taxonomy could be considered as a label disregarding the hierarchy, and a regular single-step classifier could be trained to classify the content to one of the labels. Several single-step classifiers have been proposed for classification tasks involving hierarchical labels. In [12], the word level features like n-grams were used with SVM as a classifier to predict level 1 categories, whereas in [2] the authors have leveraged n-gram features and distributed representations from Word2Vec followed by a linear classifier for multi-class classification. Several deep learning methods like CNN [15] and LSTM [11] have been proposed for the task of question classification. Since the pre-trained language models, like BERT [16], improve the performance, the authors in [1] propose a model BERT-QC, which fine-tunes BERT to categorize questions from the science domain to labels of hierarchical format. The problems involving hierarchical labels have also been formulated as a translation problem in [17] where the product titles are provided as input and use a seq2seq architecture to translate them to product categories having hierarchical structure. The hierarchical neural attention model [18] leverages attention to obtain useful input sentence representation and uses an encoder-decoder architecture to predict each node in the hierarchical learning taxonomy. However, this approach may not scale as the depth of the hierarchy increases.

Several clustering approaches like [19], [20], [21] are also relevant for the considered task as they aid in considering intersample similarity for label categorization.

Several works have also tried to capture the hierarchical structure of the labels for the purpose of text categorization to such labels. For instance, Zhou et al. [22] proposed to design an encoder that incorporates prior knowledge of label hierarchy to compute label representations. However, they flatten the hierarchy and treat every label as a leaf node which would require re-training when there are changes in the label space. Lu et al. [23] introduced different types of label graphs (co-occurrence based and semantic similarity based) to improve text categorization. However, they also cast the task of categorizing text to hierarchical labels as a multiple binary classification task [24]. These approaches do not consider the relationship between the terms in the text inputs and the hierarchical labels.

B. Sentence Representation Methods

The NLP tasks like classification and retrieval have been advanced by distributed representations that capture the semantic relationships [25]. Methods like GloVe [26] compute static word embeddings which do not consider the context of occurrence of the word. An unsupervised method named Sent2Vec [27] was proposed to create useful sentence representations.

The Bidirectional Encoder Representation from Transformers (BERT) [16] does not compute any independent sentence representations. To tackle this, Sentence-BERT [28] and Universal Sentence Encoder (USE) [29] models were proposed to generate useful sentence embeddings by fine-tuning transformer based models.

In this paper, sentence representation methods are used to represent the labels by treating each of them as a sequence. For example, the label Science - Physics - alternating current is treated as a sequence. We employ sentence representation methods to model the compositionality of terms present in the hierarchical learning taxonomy. Several works [30] [31] have demonstrated that sentence representation models are able to capture the nature of how terms compose together to form meaning in a sequence. We posit that the same principle can be
used to capture the complete semantic meaning of hierarchical taxonomy in the vector space.

**Difference between TagRec** [10] **and TagRec++**: In the work TagRec [10], the authors take a dense retrieval approach with the aim to retrieve the relevant label (i.e., the hierarchical learning taxonomy) by aligning the input embeddings and the label embeddings. The authors propose a bi-encoder based architecture [32] [33] to accomplish the task of aligning the inputs with the correct hierarchical labels. Though the input and label representations are matched using a hinge ranking loss, the proposed approach doesn’t explicitly combine the information from the input and label spaces. We posit that explicitly capturing the relationship between the terms in the input and the hierarchical labels can help in high recall retrieval. Hence, we propose an interactive attention mechanism where the related labels closer to the input are grouped and attention is computed with respect to all terms in the input to produce hierarchical taxonomy aware representations. In the work TagRec [10], the authors use a random in-batch negative sampling [34] for the ranking loss in the contrastive learning setup. However, in dense retrieval, it is common knowledge [35], [36] that hard negatives aid in high recall retrieval. However, the existing approaches usually leverage a warm start Dense Retrieval model to build a cache of hard negatives and constantly refresh them, adding to computational cost. They also do not refresh the hard negatives based on the parameters of the model being trained. On the other hand, this work proposes to use a dynamic in-batch hard negative sampling approach that provides better negatives as the model parameters are updated in the training loop.

In this work, the multiple classifiers approach is not explored owing to the limitations explained earlier in this section.

### III. METHODOLOGY

In this section, we describe our method for retrieving relevant hierarchical labels for learning content documents, with each document corresponding to a question-answer pair. The architecture for the proposed approach is as shown in Fig. 1. The proposed approach, TagRec++, aligns the input representations with the corresponding hierarchical labels representations. It is composed of an interactive cross-attention mechanism that fuses information from the hierarchical labels and the input to render taxonomy-aware representations. It also uses an in-batch hard negative sampling approach to pull apart negative labels and bring the input representations closer to the positive label representations.

#### A. Preliminaries

We first introduce the notation and setup before describing our approach. The input to the approach is a corpus of documents, $C = \{ D_1, D_2, \ldots D_n \}$. The documents are tagged with hierarchical labels $O = \{(S_1, Ch_1, T_1), (S_2, Ch_2, T_2) \ldots (S_i > Ch_i \geq T_i)\}$ where $S_i$ (root node), $Ch_i$, and $T_i$ (leaf node) denote subject, chapter, and topic, respectively. The goal here is to learn an input representation that is close in the continuous vector space to the correct label representation. We consider the label $(S_i, Ch_i, T_i)$ as a sequence, $(S_i + Ch_i + T_i)$ and obtain a sentence representation for it using pre-trained models. Since the sentence representation encoder is frozen during training, we can precompute and index the embeddings for the hierarchical labels. This also ensures faster inference. We leverage BERT [16] for obtaining contextualized embeddings followed by a linear layer. The linear layer maps the 768-D representation from BERT to the 1024-D or 512-D vector representation. The novelty of the method lies in the implementation of the attention layer and in-batch hard negative sampling, which are discussed in detail later in this section.

#### B. Approach Overview

The steps of the proposed approach can be observed from Algorithm 1. During the training phase, the input text is cast to a continuous vector space using a BERT [16] base model. The labels are projected to a continuous vector space using a Sentence-BERT model to capture the composition of terms in the label. We adopt a contrastive learning approach to handle the class imbalance issue. To capture the interaction of terms in the content with hierarchical labels, we fuse the information through an attention mechanism between the embeddings of related hierarchical labels and the term embeddings of the content. Then we use a hinge rank-based loss to align the input vector representations with the correct label representations. We also propose an in-batch hard-negative sampling approach to pull apart irrelevant labels for a given input content.

#### C. Interactive Cross-Attention Module for Taxonomy Aware Input Embeddings

The primary goal of the proposed method is to align the vector representations of the input and the relevant hierarchical taxonomy labels. However, their vector representation sub-spaces may not be close to each other. This renders the alignment of the sub-spaces of the input representations and the corresponding label representations a hard problem. However, the tokens in the labels are related to terms in the content. The alignment approach would benefit from capturing the semantic relatedness between various hierarchical labels and a given content. The final vector representations are computed by fusing the information from hierarchical labels and the input. This would result in representations that are aware of the taxonomy and hence could help in performance improvement of the alignment task. To achieve this, the proposed method first retrieves the label embedding closest to the input representation to capture the interaction between the labels and content which are related to each other (step 4 in Algorithm 1). This will reduce the noise induced by unrelated labels when fusing information from the input and the labels to compute taxonomy-aware input representations.

$$T_{emb} = f_0(D_i)$$

$$O_{emb} \leftarrow g_0(O)$$

$$O'_{emb} \leftarrow \text{top}_1(\cos(T_{emb}, O_{emb}))$$

where $f_0$ is BERT and $g_0$ refers to sentence representation methods like Sentence BERT or Universal Sentence Encoder (USE). As this process occurs in the training loop, the closest
Algorithm 1: Tag Recommender.

Input: Training set \( T \leftarrow \text{docs \{D_1, \ldots, D_n\}} \), labels \( O \) of form (Subject-Chapter-Topic)

Output: Set of tags for test set, \( RO \)

Training (batch mode)
1. Get input text embeddings, \( T_{emb} \leftarrow BERT(D) \)
2. Obtain label embeddings, \( O_{emb} \leftarrow SENT\_BERT(O) \)
3. Index (labels) \( \leftarrow O_{emb} \)
4. Get label embedding closest to input, \( O_{emb}^i \leftarrow \text{top}_1(\cos(T_{emb}, \text{Index}(\text{labels})) \)
5. Get top labels close to selected label, \( L_r \leftarrow ||O_{emb}^i - \text{index(\text{labels})}||_2 \)
6. Project labels to queries, \( Q \leftarrow W^Q * L_r \)
7. Project input embeddings to key and values, \( K \leftarrow W^K * T_{emb} \) and \( V \leftarrow W^V * T_{emb} \)
8. Compute modified input embeddings, \( T_{new} \leftarrow \frac{\text{Softmax}(Q \cdot K^T)}{\sqrt{d_k}} * V \)
9. hard_neg \( \leftarrow \text{top}_k(\cos(T_{new}, \text{Index}(\text{labels}))) \)
10. \( L(text, l) \leftarrow \sum_{j=1}^{k} \max(0, \delta - \cos(T_{new}, v(l)) + \cos(T_{new}, v(j))) \) where \( v(j) \in \text{hard_neg} \)
11. Fine-tune BERT to minimize loss and align \( T_{new} \) and corresponding label representations from \( O_{emb} \)

Testing Phase
12. Compute embeddings for test set \( S \) using fine-tuned BERT \( S_{emb} \leftarrow BERT(S) \)
13. \( RO \leftarrow \text{sorted}(\text{Sim}(S_{emb}, O_{emb})) \), gives ranked set of labels
14. return Top-k labels from \( RO \)

The step-5 in Algorithm 1 retrieves the top-k labels closest to the selected label. We do not compute attention with respect to all labels in the label space to obviate interference from unrelated labels and reduce the computational complexity of attention. We sample a small set of labels that are related to the label closest to the content representations at a given time in the training loop. This step helps to cluster similar labels which are closer to the input and to each other in the vector space. Also, it reduces the complexity involved in computing attention between the input and label representations. The labels sampled approximate the attention distribution well as shown below, adapting the property of attention from the work [37].

The difference between the attention of inputs (Keys) and labels (Queries) can be bounded by the euclidean distance between the labels.

Statement: Given two label representations \( O_{emb}^i, O_{emb}^j \), the difference between attention can be bounded as by the euclidean distance between the label representations.

To arrive at this result, we first start with the principle of Lipschitz continuity for Softmax. Given two queries \( Q_i \) and \( Q_j \),

\[
\text{Softmax}(Q_i K^T) - \text{Softmax}(Q_j K^T) \leq \epsilon||Q_i - Q_j||_2 \leq \epsilon \leq 1
\]

Let \( \phi \) denote the Softmax operation for the rest of the section.

The Softmax operation has a Lipschitz constant less than 1 [38] which implies \( \epsilon = 1 \). Hence the attention approximation is bounded by the euclidean distance between the queries

\[
||\phi(Q_i K^T) - \phi(Q_j K^T)||_2 \leq ||Q_i - Q_j||_2 ||K||_2 \quad (1)
\]

Since \( Q_i \leftarrow W^Q * O_{emb}^i \), we can write the above equation as:

\[
||\phi(Q_i K^T) - \phi(Q_j K^T)||_2 \leq ||O_{emb}^i W^Q - O_{emb}^j W^Q||_2 ||K||_2 \quad (2)
\]

Since the norm of the weight matrix \( W^Q \) is the largest eigenvalue of \((W^Q)^T W^Q\) \( 1/2 \) we modify the above equation as

\[
||\phi(Q_i K^T) - \phi(Q_j K^T)||_2 \leq ||O_{emb}^i - O_{emb}^j||_2 ||W^Q||_2 ||K||_2 \quad (3)
\]

By (3), the difference between the attention can be hence bound as the euclidean distance between the label representations.

Following this bound, step-5 of Algorithm 1 samples top-k hierarchical labels (\( L_r \)) based on their proximity to the top-1 label in the representation space.

The input representations are projected to (K)ey and (V)alue matrices.

\[
K \leftarrow W^K * T_{emb}; \quad V \leftarrow W^V * T_{emb}
\]

where \( W^K \) and \( W^V \) are learnable weights. The sampled label representations are projected to a (Query) matrix

\[
Q \leftarrow W^Q * L_r
\]

and \( W^Q \) is also learnable.

Then we propose an interactive (cross) attention mechanism where the compatibility between the labels (Q) and the inputs (K) are captured in the form of an Attention matrix (A). Then the input representations are weighted by the attention weights in A to promote useful dimensions and drown out irrelevant ones.

\[
\alpha = \frac{\text{Softmax}(Q \cdot K^T)}{\sqrt{d_k}}
\]

\[
T_{new} \leftarrow \alpha \cdot V
\]

where, \( T_{new} \) is now the vector representation that fuses the information from content and the representations of the sampled hierarchical labels (Step 8). In the above equation, \( Q \in R^l \times d \), \( K \in R^{n \times d} \) and \( V \in R^{n \times d} \). Here \( l \) is the number of labels sampled and \( n \) is the number of words in the questions (input content). Finally our output embedding from the interactive attention layer \( T_{new} \in R^l \times d \) as there \( l \) labels sampled during training.
We finally average across the label dimension to compute a fixed length representation for the given question yielding

\[ T_{\text{new}} = \text{mean}(T_{\text{new}}, \text{dim} = 0) \]

The computed representations are aligned with the corresponding label representations and pulled apart from representations of negative labels using a hinge rank loss function as explained in Section III-D.

D. Adaptive Hard-Negative Sampling

After the modified input representations are obtained, we proceed to the training step, where the input representations are aligned with the corresponding label representations and pushed apart from the representations of negative labels using a hinge rank loss [39].

For learning representations that disentangle the vector representations of positive and negative labels, we sample hard negatives when optimizing the loss function. The hard negatives are those hierarchical labels with a high semantic relatedness score (cosine similarity) to the input questions but are not the correct hierarchical labels. We sample them using the following equation:

\[ \text{hard_neg} \leftarrow \text{top}_k(\cos(T_{\text{new}}, \text{Index}(\text{labels}))) \]

where \( \text{Index}(\text{labels}) \) refers to the in-batch hierarchical labels and \( \text{label} \notin \text{hard_neg}, k < \text{batch_size} \). We experiment with different values of \( k \) and observe that \( k = 5 \) gives the best results. After sampling the ground truth hierarchical label as positive and the hard negatives, the hinge rank loss is employed to optimize for the alignment of input and label representations.

The hinge ranking loss is defined as:

\[
L(\text{text}, l) \leftarrow \sum_{j \neq l} \max(0, \delta - \cos(T_{\text{emb}}, v(l)) + \cos(T_{\text{emb}}, v(j)))
\]

\[
L(\text{text}, l) \leftarrow \frac{L(\text{text}, l)}{\text{len}(\text{hard_neg})}
\]

where, \( j \in \text{hard_neg} \), \( T_{\text{emb}} \) denotes the input text embeddings from BERT, \( v(\text{label}) \) denotes the vector representation of the correct label, \( v(j) \) denotes the vector representation of an incorrect label. The margin value was set to 0.1, which is a fraction of the norm of the embedding vectors (1.0), and resulted in the best performance.

The hard negatives are sampled dynamically during the training and hence are a function of model parameters. This implies, \( \text{hard_neg} \leftarrow f(\theta) \), where \( f(\theta) \) denotes the BERT model and \( \theta \) denotes the model parameters.

At each iteration in the training loop, we sample the incorrect labels which are closer in the vector space to the input representations. This ensures that the hard negatives improve as the context of words like physics is not taken into account when encoding the word electricity. Additionally, the words "physics" and "chemistry" are co-hyponyms which may result in their vectors being close in the continuous vector space when using traditional static embedding methods. We also observe that static sentence embeddings from Sent2Vec are also unable

IV. Experiments

In this section, we discuss the baselines, experimental setup and the datasets used. All experiments are carried out on a tesla T4, 16 GB.

A. Datasets

To evaluate the efficacy of the method TagRec++, we perform experiments on the following datasets:

- QC-Science: This dataset contains 47832 question-answer pairs belonging to the science domain tagged with hierarchical labels of the form subject - chapter - topic. The dataset was collected with assistance from a leading e-learning platform. The dataset consists of 40895 training samples, 2153 validation samples and 4784 test samples. Some samples are shown in Table I. The average number of words per question is 37.14, and per answer, it is 32.01.

- ARC [1]: This dataset consists of 7775 science multiple choice exam questions with answer options and 406 hierarchical labels. The average number of words per question is 20.5. The number of samples in the train, validation, and test sets are 5597, 778 and 1400, respectively.

- KhanAcad: We release a new dataset of KhanAcademy video transcripts 1 with corresponding hierarchical labels. This dataset consists of 416 hierarchical labels. The average number of words per question is 822.93. We set maximum length to 512 due to BERT limitations. The number of samples in the train, validation, and test sets are 4188, 924 and 1047, respectively.

In our experiments, for ARC and QC-Science, the question and the answer (QA) are concatenated and used as the input to the model (BERT), and the hierarchical taxonomy is considered as the label. The number of tokens of each QA pair is within 512, within the context limit of BERT.

B. Analysis of Taxonomy Representation Methods

In this section, we provide an analysis of results from a meta-experiment to decide the best sentence representation methods for the hierarchical labels (learning taxonomy). We embed the hierarchical labels using methods like Sent2Vec [27], GloVe and Sentence-BERT [28]. We then compute the semantic similarity between the resulting representations of two different hierarchical labels, as shown in Table II. From Table II, we observe that though "science → physics → electricity" and "science → chemistry → acids" are different, a high similarity score is obtained between representations obtained using GloVe embeddings. This may be due to the observation that averaging word vectors can result in loss of information. Additionally, the context of words like physics is not taken into account when encoding the word electricity. Additionally, the words "physics" and "chemistry" are co-hyponyms which may result in their vectors being close in the continuous vector space when using traditional static embedding methods. We also observe that static sentence embeddings from Sent2Vec are also unable

1https://github.com/Khan/khan-api
We observe that the representations obtained using sentence transformer-based methods like Sentence-BERT are not very similar, as indicated by the similarity score. This indicates that Sentence-BERT is able to produce meaningful sentence representations leveraging the context of tokens for the hierarchical labels.

### Hyperparameters

We use the BERT base model with 12 encoder layers, 12 attention heads and 768-dimensional output representations in the proposed approach and in other related baselines for fair comparison. We use BERT-base as backbone, following the state-of-the-art approaches like TwinBERT [9], [40]. However, our approach is modular and allows for using other encoder based models too as backbone. We use the AdamW optimizer to capture the context of the tokens in the labels, as the representations obtained from Sent2Vec result in a high similarity score. However, we observe that the representations obtained using sentence transformer-based methods like Sentence-BERT are not very similar, as indicated by the similarity score. This indicates that Sentence-BERT is able to produce meaningful sentence representations leveraging the context of tokens for the hierarchical labels.

### C. Hyperparameters

We use the BERT base model with 12 encoder layers, 12 attention heads and 768-dimensional output representations in the proposed approach and in other related baselines for fair comparison. We use BERT-base as backbone, following the state-of-the-art approaches like TwinBERT [9], [40]. However, our approach is modular and allows for using other encoder based models too as backbone. We use the AdamW optimizer.

| Dataset  | Method                | R@1   | R@3   | R@5   | MRR@1 | MRR@3 | MRR@5 |
|----------|-----------------------|-------|-------|-------|-------|-------|-------|
| QC-Science | TagRec++(BERT+USE) (ours) | 0.65† | 0.84† | 0.89† | 0.65† | 0.74† | 0.75† |
|           | TagRec++(BERT+SB) (ours) | 0.65† | 0.85† | 0.90† | 0.65† | 0.75† | 0.76† |
|           | TagRec(BERT+USE) [10]   | 0.54  | 0.78  | 0.86  | 0.54  | 0.65  | 0.67  |
|           | TagRec(BERT+SB) [10]    | 0.53  | 0.77  | 0.85  | 0.53  | 0.64  | 0.66  |
|           | BERT+sent2vec           | 0.43  | 0.70  | 0.79  | 0.43  | 0.56  | 0.58  |
|           | Twin BERT [9]           | 0.32  | 0.60  | 0.72  | 0.32  | 0.44  | 0.47  |
|           | BERT+GloVe              | 0.39  | 0.65  | 0.76  | 0.39  | 0.50  | 0.53  |
|           | BERT classification (label relation) [1] | 0.19  | 0.35  | 0.39  | 0.19  | 0.25  | 0.27  |
|           | BERT classification (prototypes) [21] | 0.54  | 0.75  | 0.83  | 0.54  | 0.63  | 0.65  |
|           | Pretrained Sent_BERT    | 0.11  | 0.22  | 0.30  | 0.11  | 0.16  | 0.18  |
|           | HyperDM [41]            | 0.57  | 0.79  | 0.85  | 0.57  | 0.33  | 0.21  |
| ARC       | TagRec++(BERT+USE) (ours) | 0.48† | 0.66† | 0.75† | 0.48† | 0.56† | 0.58† |
|           | TagRec++(BERT+SB) (ours) | 0.49† | 0.71† | 0.78† | 0.49† | 0.59† | 0.61† |
|           | TagRec(BERT+USE) [10]   | 0.35  | 0.55  | 0.67  | 0.35  | 0.44  | 0.47  |
|           | TagRec(BERT+SB) [10]    | 0.36  | 0.55  | 0.65  | 0.36  | 0.44  | 0.46  |
|           | BERT+sent2vec           | 0.22  | 0.43  | 0.55  | 0.22  | 0.28  | 0.31  |
|           | Twin BERT [9]           | 0.14  | 0.31  | 0.46  | 0.14  | 0.21  | 0.24  |
|           | BERT+GloVe              | 0.23  | 0.43  | 0.56  | 0.23  | 0.32  | 0.35  |
|           | BERT classification (label relation) [1] | 0.11  | 0.21  | 0.27  | 0.11  | 0.15  | 0.16  |
|           | BERT classification (prototypes) [21] | 0.35  | 0.54  | 0.64  | 0.35  | 0.43  | 0.45  |
|           | Pretrained Sent_BERT    | 0.12  | 0.24  | 0.31  | 0.12  | 0.17  | 0.19  |
|           | HyperDM [41]            | 0.20  | 0.34  | 0.40  | 0.20  | 0.17  | 0.12  |
| KhanAcad  | TagRec++(BERT+USE) (ours) | 0.37† | 0.50† | 0.55† | 0.37† | 0.43† | 0.44† |
|           | TagRec++(BERT+SB) (ours) | 0.38† | 0.54† | 0.61† | 0.38† | 0.45† | 0.46† |
|           | TagRec(BERT+USE) [10]   | 0.30  | 0.45  | 0.50  | 0.30  | 0.37  | 0.38  |
|           | TagRec(BERT+SB) [10]    | 0.26  | 0.44  | 0.52  | 0.26  | 0.34  | 0.36  |
|           | BERT+sent2vec           | 0.16  | 0.32  | 0.42  | 0.16  | 0.23  | 0.25  |
|           | Twin BERT [9]           | 0.10  | 0.22  | 0.32  | 0.10  | 0.15  | 0.17  |
|           | BERT+GloVe              | 0.16  | 0.31  | 0.41  | 0.16  | 0.22  | 0.25  |
|           | BERT classification (label relation) [1] | 0.06  | 0.14  | 0.20  | 0.06  | 0.09  | 0.11  |
|           | BERT classification (prototypes) [21] | 0.18  | 0.30  | 0.35  | 0.18  | 0.23  | 0.24  |
|           | Pretrained Sent_BERT    | 0.06  | 0.11  | 0.15  | 0.05  | 0.08  | 0.09  |
|           | HyperDM [41]            | 0.19  | 0.29  | 0.34  | 0.19  | 0.13  | 0.10  |
## TABLE IV
Ablation Analysis of TagRec++

| Dataset       | Method                              | R@1  | R@3  | R@5  | MRR@1 | MRR@3 | MRR@5 |
|---------------|-------------------------------------|------|------|------|-------|-------|-------|
| QC-Science    | TagRec++(BERT+USE) (proposed method) | 0.65 | 0.84 | 0.89 | 0.65  | 0.74  | 0.75  |
|               | TagRec++(BERT+SB) (proposed method) | 0.65 | 0.85 | 0.90 | 0.65  | 0.75  | 0.76  |
|               | TagRec++(BERT+USE) (- attention)    | 0.62 | 0.83 | 0.88 | 0.62  | 0.69  | 0.70  |
|               | TagRec++(BERT+SB) (- attention)     | 0.62 | 0.83 | 0.87 | 0.62  | 0.70  | 0.71  |
|               | TagRec++(BERT+USE) (- hard-negatives) | 0.57 | 0.81 | 0.86 | 0.57  | 0.69  | 0.70  |
|               | TagRec++(BERT+SB) (- hard-negatives)| 0.56 | 0.80 | 0.87 | 0.56  | 0.64  | 0.66  |
| ARC           | TagRec++(BERT+USE) (proposed method) | 0.48 | 0.69 | 0.75 | 0.48  | 0.56  | 0.58  |
|               | TagRec++(BERT+SB) (proposed method) | 0.49 | 0.71 | 0.77 | 0.48  | 0.59  | 0.61  |
|               | TagRec++(BERT+USE) (- attention)    | 0.41 | 0.61 | 0.70 | 0.41  | 0.47  | 0.49  |
|               | TagRec++(BERT+SB) (- attention)     | 0.44 | 0.64 | 0.74 | 0.44  | 0.52  | 0.54  |
|               | TagRec++(BERT+USE) (- hard-negatives) | 0.39 | 0.60 | 0.72 | 0.39  | 0.48  | 0.51  |
|               | TagRec++(BERT+SB) (- hard-negatives)| 0.45 | 0.66 | 0.74 | 0.45  | 0.54  | 0.56  |
| KhanAcad      | TagRec++(BERT+USE) (ours)           | 0.37 | 0.50 | 0.35 | 0.37  | 0.43  | 0.44  |
|               | TagRec++(BERT+SB) (ours)            | 0.38 | 0.54 | 0.61 | 0.38  | 0.45  | 0.46  |
|               | TagRec++(BERT+USE) (- attention)    | 0.33 | 0.49 | 0.53 | 0.33  | 0.40  | 0.41  |
|               | TagRec++(BERT+SB) (- attention)     | 0.26 | 0.44 | 0.53 | 0.26  | 0.34  | 0.36  |
|               | TagRec++(BERT+USE) (- hard-negatives) | 0.32 | 0.48 | 0.53 | 0.32  | 0.39  | 0.41  |
|               | TagRec++(BERT+SB) (- hard-negatives)| 0.31 | 0.48 | 0.57 | 0.31  | 0.39  | 0.41  |

## TABLE V
Examples Demonstrating the Performance for Unseen Labels At Test Time

| Question text                                                                 | Ground truth                                                                 | Top 2 predictions                                                                 | Method                              |
|-------------------------------------------------------------------------------|------------------------------------------------------------------------------|-----------------------------------------------------------------------------------|-------------------------------------|
| A boy can see his face when he looks into a calm pond. Which physical property of the pond makes this happen? (A) flexibility (B) reflectiveness (C) temperature (D) volume | matter→properties of material→reflect | matter→properties of material→flex and matter→properties of material→reflect       | TagRec++ (BERT+USE)                  |
| Which object best reflects light? (A) gray door (B) white floor (C) black sweater (D) brown carpet | matter→properties of material→reflect | energy→light→reflect and matter→properties of material→reflect                   | TagRec++ (BERT+USE)                  |

## TABLE VI
Performance Comparison for Zero-Shot Learning Objective Categorization

| Method                                      | R@1  |
|---------------------------------------------|------|
| TagRec++(BERT+SB) (ours)                    | 0.82 |
| TagRec++(BERT+USE) (ours)                   | 0.79 |
| TagRec(BERT+USE) [10]                       | 0.69 |
| TagRec(BERT+SB)                             | 0.77 |
| BERT+sent2vec                               | 0.49 |
| Twin BERT [9]                               | 0.54 |
| BERT+GloVe [11]                             | 0.62 |
| BERT classification (label relation) [1]    | 0.45 |
| BERT classification (prototypes) [21]       | 0.60 |
| Pretrained Sent_BERT                        | 0.39 |

Note: here R@1 is same as MRR@1.

with learning rate of 2e-5 for training the models. The batch size was set to 32 and all models including baselines were trained for 30 epochs with early stopping with a patience value of 6. All hyperparameters mentioned were finalized using the validation set across all datasets. The same process was followed to finalize hyperparameters for baselines. For the margin parameter $\delta$, in the hinge ranking loss, we experiment with values of $[0.1,0.2,0.4,0.6,0.8,1..]$ and observe 0.1 to be the best.

### D. Methods and Experimental Setup

We compare TagRec with flat multi-class classification methods and other state-of-the-art interaction based or contrastive...
We compare with the recent state-of-the-art approaches. To provide a fair comparison, we also compare with the recent SOTA approach Twin BERT:

- **TagRec++**: We implement a baseline where the input and all label representations are used as a feature vector for classification. This approach cannot adapt to changes in label space.

### A. Performance Comparison With Other Approaches

The performance comparison of TagRec++ with baselines and other variants can be observed from Table III. We observe that the TagRec++ method outperforms the flat multi-class classification based baselines, confirming the hypothesis that capturing the semantic relatedness between the terms in the input and tokens in the hierarchical labels results in better representations. This is pivotal to the question-answer pair categorization task as the technical terms in the short input text are semantically related to the tokens in the label. The baseline (BERT label relation) performs poorly as it has not been explicitly trained to align the input and the hierarchical label representations. The representations obtained through the flat multi-class classification approach have no notion of semantic relatedness between the content and label representations. But the prototypical embeddings baseline performs better as the classification is done based on semantic matching between train and test sample representations. However, this baseline also has no notion of semantic relatedness between the input and label representations. Hence, it does not perform well when compared to our proposed method, TagRec++. Moreover, this baseline cannot also adapt to changes in the label space and requires a change in the final classification layer and retraining. We also observe that the baseline of semantic matching using pre-trained BERT does not work well.

### V. RESULTS AND ANALYSIS

#### A. Performance Comparison With Other Approaches

The performance comparison of TagRec++ with baselines and other variants can be observed from Table III. We observe that the TagRec++ method outperforms the flat multi-class classification based baselines, confirming the hypothesis that capturing the semantic relatedness between the terms in the input and tokens in the hierarchical labels results in better representations. This is pivotal to the question-answer pair categorization task as the technical terms in the short input text are semantically related to the tokens in the label. The baseline (BERT label relation) performs poorly as it has not been explicitly trained to align the input and the hierarchical label representations. The representations obtained through the flat multi-class classification approach have no notion of semantic relatedness between the content and label representations. But the prototypical embeddings baseline performs better as the classification is done based on semantic matching between train and test sample representations. However, this baseline also has no notion of semantic relatedness between the input and label representations. Hence, it does not perform well when compared to our proposed method, TagRec++. Moreover, this baseline cannot also adapt to changes in the label space and requires a change in the final classification layer and retraining. We also observe that the baseline of semantic matching using pre-trained BERT does not work well.

We observe that contextualized embedding methods for labels provide the best performance. This is evident from the table, as TagRec++(BERT+USE) and TagRec++(BERT+SB) outperform approaches which leverage static sentence embedding methods like BERT+Sent2Vec and BERT+GloVe. This is because transformer-based encoding methods use self-attention to produce better representations. In addition, the Sentence-BERT and the Universal Sentence Encoder models are ideal for retrieval-based tasks as they were pre-trained on semantic text similarity (STS) tasks. Also, as measured by MRR@k, we observe that the proposed approach TagRec++ provides a
higher rank to the relevant label compared to other approaches, indicating high retrieval quality.

We perform statistical significance tests and observe that the predicted results are statistically significant over TagRec at 0.001 level for all 3 datasets. For instance, for Recall@5 we observe that TagRec++ is statistically significant (t-test) with p-values 0.0000499 and 0.0000244 for QC-Science and ARC respectively.

B. Ablation Studies

We also perform several ablation analyses of the proposed TagRec++ approach. As observed in Table IV we compare TagRec++ with and without the proposed interactive attention mechanism. We see a clear performance difference, confirming the hypothesis that the interactive attention mechanism is crucial for high recall retrieval as it captures the relatedness between the tokens in the hierarchical labels and the terms in the input content (questions).

We also performed another ablation study to ascertain the effectiveness of the proposed in-batch hard negative sampling. Instead of sampling in-batch hard negatives, we sample random negatives. The random negatives are also sampled dynamically for a fair comparison. From Table IV, we can observe that the proposed in-batch hard negative sampling works better than the random negative sampling.

Zero-Shot Performance: We curated a set of learning objectives from K-12 textbooks to test the ability of TagRec++ to tag related short learning content without training. This experiment is performed to observe the zero-shot abilities of TagRec++. We observe that TagRec++ outperforms existing approaches as measured by Recall@k as shown in Table VI. This demonstrates that the proposed approach also leads to high recall retrieval in a zero-shot setting. We also perform certain ablation studies for the zero-shot setting by removing the interactive attention component and the in-batch hard negatives sampling approach as shown in Table VII. We observe that TagRec++ achieves the highest performance, indicating the significance of the proposed attention mechanism and hard negative sampling method.

Additionally, we observe that TagRec++ was also able to adapt to changes in the label space. For instance, in the ARC dataset, two samples in the test set were tagged with "matter → properties of material → reflect" unseen during the training phase as shown in Table V. At test time, the label "matter → properties of material → reflect" appeared in top 2 predictions output by the proposed method (TagRec++ (BERT + USE)) for the two samples. We observe that for other baselines shown in Table V the correct label does not get retrieved even in top-10 results. Similar results are observed for other baselines and are not shown in Table V owing to space constraints. We only provide preliminary results here and to confirm the hypothesis a detailed comparison is required, which is beyond the scope of this work.

C. Qualitative Analysis

We analyze the hard-negatives sampled in the training loop to determine if the quality of hard negatives increases as training progresses. In the batch dynamic negative sampling is based on the hypothesis that the model improves with training and samples better hard negatives, leading to high recall retrieval when compared to dynamic random negatives sampling. To test this hypothesis, apart from the ablation shown in Table IV, we also perform an epochwise comparison of dynamic hard negatives and dynamic random negatives as shown in Table VIII. We observe that TagRec++ with dynamic hard negatives has
In the given transistor circuit, the base current is 35 μA. The value of $R_b$ is

| Question                                                                 | Answer          | Epoch | Hierarchical tags for attention                                                                 |
|-------------------------------------------------------------------------|-----------------|-------|-----------------------------------------------------------------------------------------------|
| In the given transistor circuit, the base current is 35 μA. The value of $R_b$ is | 200 Omega       | 1     | physics $\rightarrow$ part - i $\rightarrow$ magnetism and matter                              |
|                                                                         |                 | 2     | physics $\rightarrow$ part - i $\rightarrow$ moving charges and magnetism                      |
|                                                                         |                 | 3     | science $\rightarrow$ physics $\rightarrow$ magnetic effects of electric current               |
|                                                                         |                 | 5     | physics $\rightarrow$ part - i $\rightarrow$ electromagnetic waves                           |
|                                                                         |                 | 6     | physics $\rightarrow$ part - i $\rightarrow$ alternating current                             |
|                                                                         |                 | 7     | physics $\rightarrow$ part - i $\rightarrow$ electrostatic potential and capacitance          |
|                                                                         |                 | 8     | physics $\rightarrow$ part - i $\rightarrow$ current electricity                            |
|                                                                         |                 | 9     | physics $\rightarrow$ part - i $\rightarrow$ electric current and it’s effects               |
|                                                                         |                 | 10    |                                               |

**TABLE XII**

**EXECUTION TIME, WHERE M-MINUTES AND S-SECONDS**

| Method                    | Training | Inference |
|---------------------------|----------|-----------|
| TagRec++ (BERT+SB)        | 252 m    | 2m20 s    |
| TagRec (BERT+SB)          | 420 m    | 2m17 s    |
| Twin BERT                 | 930 m    | 2m28 s    |
| HyperIM                   | 480m10 s | 4m40 s    |

We also perform a qualitative analysis of the negatives sampled. The observation for a sample is shown in Table IX. We observe in epoch one, the hard negatives are centered around physics subject, but the topics are not related to the input. The ground truth label for the question shown in the table is centered around electrical circuits. We observe that as training progresses, the top-2 labels are centered around magnetism, communication systems but do not correspond to the correct theme of electrical circuits, rendering them as hard negatives. This demonstrates that dynamic sampling of in-batch hard-negatives improves with training. We observe a similar phenomenon for other samples too, which are not attached here due to space constraints.

We also vary the value of $k$ for the top-$k$ tags (hierarchical labels) sampled for cross-attention, discussed in Section III-A. The results are shown in Table X. We observe that the highest R@k is achieved for a value of 5. When only one tag is sampled, it contains very less information, as demonstrated by the values of R@k. We also observe sampling ten tags to fuse the taxonomy information with the input leads to a lower R@k. This maybe due to noise induced by the tags less related to the input. Hence, we set $k$ in top-$k$ tags sampled to 5. We also perform the qualitative analysis of tags sampled as shown in Table XI. We observe that though in the first epoch, we get tags related to magnetism as the training progresses, in later epochs, we get most tags relevant to electricity which are closer to the ground truth label semiconductors and electrical circuits.

**D. Execution Time**

We observe that inference is faster in general for dual-encoder models as shown in Table XII, as the embeddings for labels are pre-computed and indexed. We observe that for QC-Science for a test set of 4784 questions the inference time on T4 GPU without batched inference is 2 minute 20 seconds which is only slightly more than TagRec, due to the efficient cross attention layer but provides huge performance gains. Our approach is also faster than the state-of-the-art hyperbolic space based method, HyperIM. We observe that the proposed TagRec++ converges faster than other competitive methods owing to the proposed cross-interaction approach.

**VI. CONCLUSION AND FUTURE WORK**

We proposed a novel approach, TagRec++ for tagging content to hierarchical taxonomy. TagRec++ incorporates an adaptive in-batch hard-negative sampling approach for achieving high recall retrieval. Further, TagRec++ uses a cross-attention approach, fusing the information from the content and the hierarchical representations. We observe that the proposed approach outperforms TagRec, other baselines. In the future, we plan to embed the hierarchical labels in the hyperbolic space and also study in detail the ability of the approach to tackle changes in label space.
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