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Abstract

Deep Neural Networks require large amounts of labeled data for their training. Collecting this data at scale inevitably causes label noise. Hence, the need to develop learning algorithms that are robust to label noise.

In recent years, k Nearest Neighbors (kNN) emerged as a viable solution to this problem. Despite its success, kNN is not without its problems. Mainly, it requires a huge memory footprint to store all the training samples and it needs an advanced data structure to allow for fast retrieval of the relevant examples, given a query sample.

We propose a neural network, termed kNet, that learns to perform kNN. Once trained, we no longer need to store the training data, and processing a query sample is a simple matter of inference. To use kNet, we first train a preliminary network on the data set, and then train kNet on the penultimate layer of the preliminary network.

We find that kNet gives a smooth approximation of kNN, and cannot handle the sharp label changes between samples that kNN can exhibit. This indicates that currently kNet is best suited to approximate kNN with a fairly large k. Experiments on two data sets show that this is the regime in which kNN works best, and can therefore be replaced by kNet. In practice, kNet consistently improve the results of all preliminary networks, in all label noise regimes, by up to 3%.

1. Introduction

Training deep neural networks (DNN) usually requires large amounts of labeled data. Obtaining this data is challenging, especially where expert annotators are involved. And even expert annotators are prone to make errors. Alternatively, one can use non-expert annotators, as well as web harvesting to obtain large amounts of data with noisy labels cheaply. Both cases lead to the realisation that machine learning algorithms must be able to handle label noise.

Some report that neural networks are resilient to label noise, but this depends on the type of label noise. The easiest label noise to handle is the uniform noise, where the label of a sample is flipped with uniform probability to some other label. A much more challenging label noise to deal with is the one where two labels are confused, for example, two breeds of dogs that are visually similar.

In recent years, k Nearest Neighbor (kNN) classification emerged as a viable option to handle learning with label noise. Theoretical [7], as well as empirical [1] results show that, for different types of label noise, kNN is robust enough to classify most data correctly. Moreover [6] show correlation between a DNN’s prediction to the labels of the training examples in its local neighborhood.

On the downside, kNN must store all the training samples in memory which leads to a large memory footprint. In addition, kNN algorithms often require the use of approximate nearest neighbor data structures to support fast retrieval.

In this work, we train a network, termed kNet, to approximate kNN classification. See Figure 1. During training the network takes as input a sample point as well as the required k and outputs the distribution of labels, as a kNN algorithm would do. Supplying k as part of the input allows the network to handle different k values at inference time. At inference time, we simply plug the query sample,
together with the required $k$ to kNet and obtain the result as if using regular kNN.

kNet can be trained directly on the raw input data, but we found it beneficial to first train a preliminary network and use the penultimate layer of that network as the representation in which to train kNet.

Approximating kNN is challenging because there are sharp discontinuities in its output, especially when $k$ is small. Approximating these discontinuities requires quite a large network. We use a fairly small model for kNet that approximates kNN well mainly in the large $k$ regime. Experiments show that kNN works well when $k$ is not very small. As a result, kNet serves as a good approximation to kNN in practice.

We conduct experiments on two popular data sets using various types of label noise, different noise levels, and different preliminary networks. In all cases, we observe that kNet improves results consistently and considerably.

2. Related Work

As the size of labeled data sets grows, so is the concern that some of these labels are noisy. This problem has been investigated extensively, and a survey by Song et al. [19] categorized seven methodological approaches, and provided a comprehensive review of 47 state-of-the-art studies. The literature on the subject is clear huge, so here we focus on recent research relevant to our work.

Label Noise Modeling The most straightforward approach is to remove or re-weight suspected noisy samples by analyzing and searching for inconsistency.

Jeatrakul et al. [11] suggested to train a Truth NN and a Falsity NN and eliminate suspected patterns detected by both classifiers. Wang et al. [26] used a Siamese network that minimize the difference between similar samples and maximize distance between dissimilar samples, and re-weight each sample by its likelihood of having a noisy label.

Predicting the maximum likelihood of a sample label being corrupted has been widely studied as well. A common approach is to model the confusion matrix [12, 30]. Sukhbaatar and Fergus [20], for example, added a constrained linear layer at the top of the softmax layer, that functions as the transition matrix between the true and the observed noisy labels.

Inspired by them, Goldberger and Ben-Reuven [8], optimize the same likelihood function of an EM algorithm that finds the parameters of both the network and the noise. Wang et al. [28] extended it and proposed a Noise-Attention model implemented with multiple noise-specific units to cater to different noisy distributions.

Another approach is to use kNN and its variants [7, 1, 29]. Okamoto and Satoh [16] were the first to provide an expression for the kNN accuracy as a function of noise level. For example, Prasath et al. [18] have shown how kNN is resistant to uniform label noise, while Tomasev et al. [23] proposed several soft weighted voting scheme for the kNN classification, all based on hubness, which express fuzziness of elements appearing in k-neighborhoods of other points. They suggest that such hubness-based fuzzy kNN classification might be suitable for learning under label noise in intrinsically high-dimensional data.

Recently, Bahri et al. [4] showed how kNN executed on an intermediate layer of a preliminary deep model can help. Specifically, it filters suspiciously-labeled examples and works as well or better than state-of-the-art methods for handling noisy labels. They further show that it is robust to the choice of $k$.

Such methods are often challenged by the difficulty of distinguishing samples, thus relabeling or removing mislabeled instances may accumulate noise.

Noise-Robust Training Minimizing a loss on clean data can be equivalent to the minimization of an approximate loss function on noisy data. Several methods update any surrogate loss to a noise-robust loss (Patrini et al. [17], Hendrycks et al. [10], Zhang and Sabuncu [32] Lyu and Tsang [14]). Wang et al. [27] proposed a symmetric cross entropy loss, while Thulasidasan et al. [22], updated the cross-entropy loss with an additional output term which is meant to indicate the probability of abstention.

Meta learners are especially popular in semi-supervised or unsupervised learning settings where the learner generates pseudo labels. Inspired by it, the work of Zhang et al. [33] shows significant improvement in label noise handling and we use it as a preliminary network in our experiments.

DNN vs kNN classification The connection between kNN and Deep Neural Network (DNN) has also been investigated. Drory et al. [6] showed that the relation between DNN and kNN is especially evident in their performance when trained with noisy data. They observed that DNN robustness to label noise depends on the concentration of noise in the training set. That is, the plurality label (i.e., most common label) in a neighborhood determines the output of the network.

Wang et al. [25] showed that the robustness region of kNN approaches that of the Bayes Optimal classifier for fast-growing $k$. The work of Zhang et al. [31] demonstrates how DNN is rich enough to memorize the training data and yet generalize pretty well. Inspired by this, Cohen et al. [5] observed that the DNN approximates nearest neighbors decision in embedding space, and such kNN behavior leads to generalization. These works encouraged us to apply kNN on a "noisy" feature space of a trained neural network.
We evaluated our algorithm on the cifar-10 and SVHN datasets, using different preliminary network architectures, different noise models, and different noise levels.

In all cases, kNN was applied to the penultimate layer of the preliminary network, and \( k \) was randomly chosen in a range of \([1 − 101]\). The memory footprint of kNN is determined by the size of the feature vector of the penultimate layer multiplied by the number of samples. In contrast, our
kNet is a simple fully-connected based network with only one hidden layer.

**Label noise**  We considered three noise models in the following experiments. In all cases, the noise was added by a transition matrix specifying the probability of one label being flipped to another. We corrupt the labels in the training data set for a fraction of the examples, the experiment’s “noise rate”, using one of three schemes:

- **Uniform noise**: The label is flipped to any one of the labels (including itself) with equal probability (the transition matrix is symmetric across the classes)

- **Semantic asymmetric noise**: A flipped label would be assigned to semantically-similar class (e.g., truck and automobile, or bird and airplane), as was suggested by Patrini et al. [17].

- **Random asymmetric noise**: A flipped label would be assigned to one of two other random labels with probability of 66.6% to one class and 33.3% to the second.

**Fixed kNet**  Our toy experiment and the work of [4] demonstrate how kNet is stable and robust to the choice of $k$. While kNN’s accuracy drops dramatically as $k$ gets lower, kNet performance might even get better. For comparison, we added a fixed kNet experiment where instead of choosing $k$ at random during training, our kNet gets as an input a fixed $k$ in all iterations of training. Surprisingly (mostly when $k=1$), the consistency and the performance of kNet was maintained. In some of the fixed kNet experiments, applying it with $k=1$ even gave the best accuracy.

**Preliminary Networks**  We consider three preliminary networks in our experiments. The first is based on standard Resnet20. The second is based on a standard 4-depth CNN implementation [1], composed by the standard 2dconv-batchnorm-relu blocks. This simple network has 95.45% accuracy on the clean SVHN test set.

We have also relied on the much stronger baseline network of Zhang et al. [33]. They presented a holistic framework to train deep neural networks in a way that is highly invulnerable to label noise. Their approach re-weights estimated samples that are suspected to have noisy label. In addition, they conduct an ongoing relabeling process based on pseudo labels that are sharp and consistent across augmented versions of input. To the best of our knowledge, their work is the first to demonstrate superior robustness against noise regimes as high as over 90%.

---

1We follow this implementation which contains 0.55M parameters.
They rely on a prior which is the presence of a small trusted data (i.e. probe data). In our experiments we set $M$, which indicates the number of trusted data used, to be $M = 0.01K$. In our case it means 10 images per class.

To train kNet, we first train the three preliminary networks: Resnet20, Zhang et al. [33], and the CNN mentioned earlier. The size of their penultimate layer is 64, 256 and 512 for the three networks, respectively.

Then we trained kNet with a standard cross-entropy (CE) loss, and without adding any noise-robust terms or cleaning data manipulation. The label of each sample when training kNet was given by kNN in the penultimate layer of the preliminary network. We trained both kNet (where $k$ is part of the input during training) and fixed kNet (where $k$ is fixed during training).

### 4.1. End-to-end training with noisy labels

**Uniform Label Noise:** In the first experiment, we add 40% uniform label noise and report the results for cifar-10 and SVHN in Table 2. We see that Resnet20 behaves poorly in this experiment. kNN (except for the kNN with $k = 1$ variant that fails miserably) as well as kNet and fixed kNet improve the preliminary networks for some values of $k$.

A similar pattern can be observed when using the much stronger baseline network of Zhan et al. [33]. Our kNN requires $3K$ to $5K$ parameters, compared to $3.2M$ up to $12.8M$ parameters of kNN.

Table 2. 40% uniform label noise: We show results on both cifar-10 (top) and SVHN (bottom) when adding 40% of uniform label noise. kNN, kNet, and fixed kNet run on the penultimate layer of the pre-
liminary network. We trained both kNet (where $k$ is part of the input during training) and fixed kNet (where $k$ is fixed during training).
variants improve their performance by up to 2% in the case of cifar-10 and 0.3% in the SVHN case. In both cases, the kNet network requires a modest increase of 3K to 5K in memory. The simple CNN network performs almost as well as the method of Zhang et al. [33], yet kNet variants improve it slightly.

We repeated this experiment with 80% uniform noise (Table 3). This time, the CNN network fails catastrophically on the SVHN data set, while the method of Zhang et al. [33] performs well. We note that a kNN variant improves the baseline network by about 2% in both cifar-10 and SVHN.

kNet and fixed kNet are quite similar across a range of k values. This indicates that the networks are not sensitive to k, as opposed to the classic kNN classifier that behaves differently for different values of k.

**Asymmetric Label Noise:** Next, we evaluated the case of asymmetric label noise with 30% noise rate. This is a setting similar to the one reported in the toy example. We performed this experiment for both cifar-10 and SVHN and report results in Table 4. As can be seen, in both cases, all three kNN variants (kNN, kNet, and fixed kNet) improve the performance of the base ResNet20 and CNN networks. In the case of cifar-10, the improvement is quite dramatic (from about 75% to about 88% in all three variants).

On both data sets, kNN with k = 1 performs much worst than the base Resnet20 network. Results improve dramatically as we increase k. The classification results for both kNet and fixed kNet are quite similar and consistent across the different k values. This is to be expected because our network is quite small and offers a very smooth approximation of kNN, which corresponds to classification with a large k. In addition, observe that the memory footprint of kNet and fixed kNet is just 3K or 4K, compared to 3.2M and 37.5M for kNN, on cifar-10 and SVHN, respectively.

**Semantic asymmetric Label Noise:** In the last experiment, we evaluated the case of semantic asymmetric label noise with 40% noise rate. Again, we performed the experiment for both cifar-10 and SVHN and report results in Table 5. As can be seen, in both cases, either kNet or fixed kNet improved the performance of the base Resnet20, CNN and Zhang et al. [33] networks.

**kNet Approximation:** As can be seen in the toy example (Figure 2), kNet tends to smooth out the results. This is further evident in the experiments where the best performing kNet had a value of k = 51 or k = 61. Intuitively, this suggests that kNet approximates kNN with a large k.

To validate this assumption we compared the probability distribution function (pdf) of kNN with the one produced by kNet, for different values of k. Results can be seen in Figure 3. On top we show the mean absolute difference between the pdf of kNet and that of kNN, for various k values. There is a large gap at low k values, and the minimum
is achieved at around 50 or 60. This observation holds true for all data sets considered in this work.

Figure 3 (bottom) shows the maximum value in the pdf of both kNN and kNet. The maximum value is almost identical for both methods, except for $k = 1$ where there is a large gap between the two. We conclude that kNet approximates kNN with a large $k$.

**How to choose $k$?** kNet gives the user the freedom to choose $k$ at inference time. However, it is not clear what value of $k$ to choose. It appears that choosing $k = 41$ or $k = 15$ usually gives good results. Alternatively, we observed that if we train fixed kNet with $k = 1$ we get consistently excellent results.

**t-SNE visualization** In order to get a visual comparison of kNet and [33], we apply a popular dimensionality reduction algorithm, t-distributed Stochastic Neighbor Embedding (t-SNE, [24]), on the penultimate layer of [33] and our kNet model. We applied it on the networks that were trained on the Cifar10 with 40% uniform noise. As can be seen in Figure 4, [33] suffers more from inconsistent boundaries between classes, and wrong classifications (marked with red circles) that could have been correct using kNN. The penultimate layer of kNet is basically the first layer that projects the feature space 1+256-dimensional of [33] to 16-dimensional space. The boundaries between classes are more clear and all of the red circled points that were wrongly classified by [33] are now correctly classified by kNet.
Table 5. 40% semantic asymmetric label noise: We show results on both cifar-10 (top) and SVHN (bottom) when adding 40% of semantic asymmetric label noise. kNN, kNet, and fixed kNet run on the penultimate layer of different preliminary networks: ResNet20, CNN, and Zhang et al. [33]. Best result in each row is marked in bold. kNet and fixed kNet always improve the preliminary network. kNet requires 3K to 5K parameters, compared to 3.2M up to 12.8M parameters of kNN.

5. Conclusions

Deep Neural Networks must handle label noise. kNN is a viable option to deal with this problem, but kNN requires a large memory footprint, which makes it less desirable in practice. Therefore, we propose kNet.

kNet is a network that approximates kNN and improves the classification results of preliminary networks that were trained with noisy labels. kNet runs on top of the penultimate layer of the preliminary network and we have shown its effectiveness on different data sets (cifar-10 and SVHN), different preliminary networks (ResNet20, CNN, and Zhang et al. [33]), different label noise models (uniform, random asymmetric, and semantic asymmetric noise models) and different noise levels (30%, 40%, and 80%).

The memory footprint of kNet is about 4K parameters, which is orders of magnitude smaller than the entire dataset required by kNN. And since kNet is a neural network, running it at inference time is fast, deterministic, and does not require advanced data structure such as approximate nearest neighbors that are often required in kNN algorithms.
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