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Abstract

To inhibit the spread of rumorous information and its severe consequences, traditional fact checking aims at retrieving relevant evidence to verify the veracity of a given claim. Fact checking methods typically use knowledge graphs (KGs) as external repositories and develop reasoning mechanism to retrieve evidence for verifying the triple claim. However, existing methods only focus on verifying a single claim. As real-world rumorous information is more complex and a textual statement is often composed of multiple clauses (i.e. represented as multiple claims instead of a single one), multi-claim fact checking is not only necessary but more important for practical applications. Although previous methods for verifying a single triple can be applied repeatedly to verify multiple triples one by one, they ignore the contextual information implied in a multi-claim statement and could not learn the rich semantic information in the statement as a whole. In this paper, we propose an end-to-end knowledge enhanced learning and verification method for multi-claim fact checking. Our method consists of two modules, KG-based learning enhancement and multi-claim semantic composition. To fully utilize the contextual information implied in multiple claims, the KG-based learning enhancement module learns the dynamic context-specific representations via selectively aggregating relevant attributes of entities. To
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capture the compositional semantics of multiple triples, the multi-claim semantic composition module constructs the graph structure to model claim-level interactions, and integrates global and salient local semantics with multi-head attention. We conduct experimental studies to validate our proposed method, and experimental results on a real-world dataset and two benchmark datasets show the effectiveness of our method for multi-claim fact checking over KG.
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1. Introduction

The continuous development of the Internet and social media platforms enables every individual to be a publisher, communicating true or false information instantly and globally. Among the false information on the Web, knowledge-based rumorous information accounts for a high proportion, according to the report from an authority website\(^1\) which causes severe consequences to individuals and society. False knowledge misleads the public and undermines their trust in science\(^1\). To inhibit the spread of rumorous information and its serious consequences, fact checking technique, which aims at retrieving relevant evidence to verify the veracity of given claim(s), is in urgent need.

To verify the veracity of knowledge-based rumorous information, fact checking methods typically use knowledge graphs (KGs) as external repositories and develop reasoning mechanism to retrieve evidence for fact verification. These methods first convert the textual claim to the triple form, and then develop KG-based reasoning mechanism to verify the triple claim. Based on the reasoning techniques, they can be classified into path-based and embedding-based methods. Path-based methods verify the triple by reasoning whether there exists a specific link between head and tail entities\(^2\), while embedding-based methods project KG components into a continuous vector space and calculate a semantic matching score to verify the triple\(^3\).

---

\(^1\)www.xinhuanet.com

\(^2\)www.chinanews.com
Table 1: A simplified example of false statement containing multiple claims.

| Statement                                                                 | Triple claim                                      |
|--------------------------------------------------------------------------|--------------------------------------------------|
| Coffee contains caffeine. Studies show that caffeine can increase tension and accelerate heart rate. Studies also indicate that coffee contains acrylamide, which can induce cancer. | 1. (coffee, contain, caffeine)                    |
|                                                                          | 2. (caffeine, increase, tension)                  |
|                                                                          | 3. (caffeine, accelerate, heart_rate)             |
|                                                                          | 4. (coffee, contain, acrylamide)                 |
|                                                                          | 5. (acrylamide, induce, cancer)                   |

However, existing KG-based fact checking methods only focus on verifying a single claim (i.e., a single-claim statement). As real-world rumorous information is more complex and a textual statement is often composed of multiple clauses (i.e. represented as multiple claims instead of a single one), multi-claim fact checking is not only necessary but more important for practical applications. Table 1 illustrates an example of multi-claim statement and the corresponding triple claims. Although traditional methods for verifying a single triple can be applied repeatedly to verify multiple triples one by one [12], they ignore the contextual information implied in a multi-claim statement and the simple treatment oriented to individual claim could not fully capture the semantic information in the statement as a whole.

Compared to traditional fact checking technique, multi-claim fact checking poses unique research issues and challenges. First, as the verification result for a multi-claim statement is not simply the conjunction of those of each individual claim. Take Table 1 as an example, if judged in isolation each individual claim is true, but the statement as a whole is verified false, due to the false information “coffee can induce cancer” it implicitly conveys. Thus for multi-claim fact checking, one key research challenge is to represent the compositional semantics of the statement as a whole for fact verification in complex multi-claim situation. Second, multi-claim situation provides additional information to learn context-specific representations of KG components for better verification of the triple claims. Also in Table 1, although the fifth claim “acrylamide can induce cancer” is verified true in single-claim case, if combined with its contextual information in this multi-claim statement, the actual claim should be “acrylamide
contained in coffee can induce cancer”. Actually the acrylamide contained in coffee is too trivial to induce cancer. Thus another key research challenge is to enhance entity representation learning with the contextual information in the statement for multi-claim fact verification.

To tackle the above challenges, as entities and relations expressed by other triples provide rich contextual information in the multi-claim statement, this information can be utilized to direct the attention to particular aspects in learning better context-specific representation for the current triple. Further, for composing the semantic representation of multiple claims, it is important to model claim-level interactions globally so as to acquire the implied semantic relationships among claims in a statement. In addition, composing semantics represented by salient individual claims locally is also important for better verification.

Based on the above considerations, in this paper, we propose a KG-based Learning Enhancement and Semantic Composition method (LESC) for multi-claim fact checking. Our method consists of two modules, KG-based learning enhancement and multi-claim semantic composition. The KG-based learning enhancement module learns the dynamic context-specific representations of entities by selectively encoding relevant attributes based on the contextual triple claims in the current statement. To model the inter-claim semantic interactions, Graph neural network (GNN) is a good fit. Previously, GNN was typically used to model the semantic interactions in tasks such as text classification [13][18], syntactic parsing [19], machine translation [20][21] and relation extraction [22], with the aim of learning powerful representations for graph nodes. Unlike previous GNN-based methods, we adapt GNN to compose the claim-level semantics for fact verification. The multi-claim semantic composition module captures the global and important local semantics implied in multiple claims via devising a customized graph convolutional network, and adopts the multi-head attention mechanism with the HSIC criterion [23] to compose the local semantics diversely. Finally, the two modules are integrated into a unified framework to train the model in an end-to-end fashion.
Our work has made several contributions:
1. We address the problem of multi-claim fact checking and propose the first computational model to tackle this problem.
2. We propose a KG-based learning enhancement method to learn context-specific representations of entities by selectively aggregating neighboring attributes based on the contextual information.
3. We propose a graph-based semantic composition method to effectively compose global and local semantics by devising a claim-level graph with multi-head attention mechanism.
4. We construct a real-world multi-claim fact checking dataset to verify our method. Experimental results on two benchmark datasets and the constructed dataset show the effectiveness of our method for multi-claim fact checking.

The rest of the paper is organized as follows. Section 2 introduces the related work on fact checking and KG reasoning. Section 3 describes in detail our proposed learning enhancement and semantic composition method for multi-claim fact checking. In Section 4, we conduct intensive empirical studies to evaluate our work and analyze the experimental results. Finally, Section 5 concludes the paper.

2. Related Work

In this section, we first review the related work on fact checking, focusing on the KG-based fact checking. Although the main purpose of KG reasoning is for knowledge graph completion, some KG reasoning methods involve the triple classification task, thus we also review the classification in Section 2.1. Most of the KG reasoning methods for link prediction can be adjusted to adapt to this task, so that we review the related search in Section 2.2.

2.1. KG-Based Fact Checking

For fact checking, there are two kinds of external sources to collect evidence from. A class of methods search evidence from Web texts such as WikiPedia
and then develops natural language reasoning methods to verify the given state-
ment \[24\]–\[26\]. The other common methods use knowledge bases as external
sources, typically using KGs, which contain abundant and high quality facts.

Existing KG-based fact checking methods aim at retrieving evidence from
the knowledge graph to verify a claim in the triple form, which can be roughly
divided into the following two main groups, including path-based methods and
embedding-based methods.

Path-based methods aim at mining the paths between head and tail entities
to verify whether there is the specific link between them. Ciampaglia et al. \[2\]
proposed the first KG-based fact checking method, which utilized the feature of
a single shortest path between head and tail entities to gauge the correctness
of a given claim. To mine discriminative paths, Shi et al. \[4\] defined some
mining rules to leverage different types of information in KG that incorporates
connectivity, entity category and predicate interactions. The above two methods
extract features from relation paths, and then verify the truthfulness using a
supervised learning framework. Shiralkar et al. \[3\] proposed an unsupervised
approach that used a flow network to model the multiple paths. Fionada et al. \[5\]
defined some evidence patterns with various optimization techniques to mine
evidence. For effectively finding evidence, Lin et al. \[6\] developed a supervised
pattern discovery algorithm using ontological information of KG. To generate
human-comprehensible explanations for candidate facts, Gad-Elrab et al. \[7\]
defined hand-crafted rules for finding semantically related evidence. However,
for these path-based methods, effective paths do not always exist due to the
incompleteness of real-world KGs.

Embedding-based methods project entities and relations into vector space
that can alleviate the above issue. Ammar et al. \[8\] adopted RDF2VEC to
produce embeddings for triples, and then used RandomForest to classify them,
which is a pipeline approach. TEKE \[9\] evaluated a triple by measuring the
distance between head and tail entities under a specific relation, while it is crispy
and cannot adapt to KGs with many kinds of relations. To learn more robust KG
embeddings, Padia et al. \[10\] proposed a linear tensor factorization algorithm
to support verification. To further improve the performance of predicting new triples, Nguyen et al. [11] adopted a memory network to encode the potential dependencies among relations and entities, which achieved SOTA results.

However, all the previous methods focus on single-claim fact checking (i.e., the unverified statement is represented by a single triple), ignoring the multi-claim fact checking that is more common in real-world scenarios. Dual TransE [12] is the only method considering this case, which predicts a truth score for each claim individually with TransE, and then uses the average or minimum of these scores as the final score. However, Dual TransE verifies each triple claim individually and ignores the interactions among them. Different from Dual TransE, we model the relationships among the claims using a customized GCN. Experimental results show that our method significantly outperforms Dual TransE.

2.2. Link Prediction on KG

Link prediction is the main task in KG reasoning, which aims at knowledge graph completion by ranking the candidates. Link prediction methods fall into two categories: path-based methods and embedding-based methods.

Path-based methods utilize the relational paths in KG for reasoning. PRA [27] employed random walk and path ranking algorithm to extract features from paths between head and tail entities, and then utilized the extracted path features to predict a score with logistic regression. To select discriminative paths, DeepPath [28] and MINERVA [30] utilized reinforcement learning (RL) for effective reasoning. The difference between them is that DeepPath needs to give a tail entity while MINERVA does not, so that MINERVA can make inferences in more difficult cases. On the basis of MINERVA, Lin et al. [31] proposed Multi-Hop, which adopted a pretrained embedding model to improve the reward quality and proposed a masking mechanism to encourage the model to explore path diversely. To alleviate the affect of few-shot relation that cannot provide sufficient triples for robust learning, Lv et al. [32] adopted meta-learning to learn effective meta parameters to solve this issue. In the above methods, Multi-Hop achieved SOTA results among path-based methods.
Classic embedding-based methods project entities and relations into continuous vector space, including translational distance models and semantic matching models. TransE is the most representative translational distance model, which wants $h + r \approx t$ when $(h, r, t)$ holds. However, TransE \cite{transE} has flaws in dealing with 1-to-N, N-to-1 and N-to-N relations. To this end, some extensions of TransE were proposed to improve the embeddings, including TransH \cite{transH}, TransR \cite{transR}, TransD \cite{transD} and TransM \cite{transM}. RESCAL \cite{rescal} is a representative semantic matching model that uses vectors to represent entities and uses matrices to model the pairwise interactions between entities. Its extensions includes DistMult \cite{distmult}, HolE \cite{hole}, ComplEx \cite{compleX} and ANALOGY \cite{analogy} for efficient representation learning. Other semantic matching model uses shallow neural network, including NTN \cite{ntn}, SME \cite{sme} and MLP \cite{mlp}. In the above methods, DistMult is a simple and efficient one, which can capture the compositional semantics by multiplying the relational matrix.

Recent methods adopt deep learning to learn better KG embeddings. ConvE \cite{conve} and ConvKB \cite{convkb} use CNN to model the interactions among the relation and two entities in the triple. Schilichtkrull et al. \cite{schil} introduced relational graph convolutional networks to deal with the highly multi-relational data in KGs. A2N \cite{a2n} learns dynamic relation-relevant embeddings with attention mechanism to better predict the missing entity, which achieves the SOTA results on the link prediction task.

Unlike previous fact checking methods that only focus on verifying a single claim, we address the problem of multi-claim fact checking in this paper and propose the first computational model to tackle it. To develop effective end-to-end method for multi-claim fact checking, we take advantage of the contextual information implied in the multi-claim statement for enhancing entity representation learning. We also represent the compositional semantics of the statement as a whole by modeling the inter-claim interactions for the verification task.
3. Method

We define the problem of multi-claim fact checking as follows. Given a statement $c$ consists of multiple triple claims $\{ (h_1, r_1, t_1), (h_2, r_2, t_2), \ldots, (h_N, r_N, t_N) \}$, where $h_i, r_i, t_i$ denote the head entity, relation and tail entity of the $i$-th triple respectively, the goal of a fact-checking model $f(\cdot)$ is to verify the truth value of the multi-claim statement with the help of a corresponding knowledge graph $G$.

In this section, we propose an end-to-end Learning Enhancement and Semantic Composition method (LESC) for multi-claim fact checking over a knowledge graph. The overall architecture of LESC is shown in Figure 1. LESC first learns embeddings of entities and relations in the statement, and then enhances the representations by a KG-based learning enhancement module, which uses the contextual information in the statement to selectively aggregate context-relevant attributes. To capture the compositional semantics, Multi-claim semantic composition module models the claim-level interactions via developing a multi-head attention GCN, and adopts the Hilbert-Schmidt independence criterion for semantic composition. Finally, LESC learns a final representation for the given statement for verification.

3.1. KG-Based Learning Enhancement

To utilize the contextual information in a multi-claim statement, we first encode the representations of the claims within a statement as the context. Then we use this context representation to selectively aggregate relevant attributes in learning context-specific entity representations.

3.1.1. Encoding contextual information

A long statement typically consists of multiple claims, in which other claims in the statement can be viewed as the context of current claim. Given a statement $c$ with triple claims $\{ (h_1, r_1, t_1), (h_2, r_2, t_2), \ldots, (h_N, r_N, t_N) \}$, the context representation $(h_c, r_c, t_c)$ is computed by averaging those of the head entities,
relations and tail entities respectively. That is, the head context representation is computed as: \( h_c = \frac{1}{N} \sum_{i=1}^{N} h_i \), and \( r_c \) and \( t_c \) are computed in the same way.

### 3.1.2. Aggregating attributes for learning enhancement

As the semantic representations of entities can be enriched by their neighboring attributes in KG, to enhance representation learning of entities in claims, we design an attention mechanism and use the context representation to direct the attention to context-relevant attributes. In order to select more relevant attributes, we calculate the attention weights of each attribute based on its semantic distance to the context representation.

Given a KG, each head entity \( h_i \) has some neighboring attribute entities \( \mathcal{T}_i = \{ t'_j \}_{j=1}^{M_i} \) with corresponding relations \( \mathcal{R}_i = \{ r'_j \}_{j=1}^{M_i} \), where \( M \) is the number of neighboring attributes of \( h_i \). We take head entities as an example, and the learning enhancement for tail entities is performed similarly.
To compute the attention weights of each attribute, we first adopt a semantic matching function DistMult [39]. The function is denoted as \( f_s(h_c, r_i^j, t_i^j) \), which gives a higher score to the attribute \( t_i^j \) more relevant to \( h_c \). We then compute the similarity between neighboring entities \( t_i^j \) and tail context representations \( t_c \) using cosine similarity \( f_c(t_c, t_i^j) \). We compute \( f_c(r_c, r_i^j) \) similarly. Finally, we add up these three scores with trainable weights \( \omega_1, \omega_2, \omega_3 \) to obtain the final attention score:

\[
\alpha_i^j = \text{softmax}(\omega_1 f_s(h_c, r_i^j, t_i^j) + \omega_2 f_c(r_c, r_i^j) + \omega_3 f_c(t_c, t_i^j)) \tag{1}
\]

Based on the above obtained attention scores, the context-specific embeddings of \( h_i \) can be calculated as the weighted sum of its neighboring entities. We concatenate it with the initial head embedding and project it to the original dimension to obtain the final embedding \( \tilde{h}_i \):

\[
\hat{h}_i = \sum_{j=1}^{M} \alpha_i^j t_i^j
\]

\[
\tilde{h}_i = W_h [h_i \ | \ | \hat{h}_i]
\]

where \( W_h \) is the projection matrix, and “||” denotes the concatenate operation.

In addition, when the labels of individual claims are available in the training data, they can be used to further enhance the presentation learning. We adopt the regularized logistic loss to verify each individual triple claim:

\[
L_t = \sum_i \log(1 + \exp(-y_i f_s(h_i, r_i, t_i))), \tag{3}
\]

where \( y_i \in \{0, 1\} \) is the label of the triple claim \((h_i, r_i, t_i)\), and \( f_s(h_i, r_i, t_i) \) is the KG scoring function (here we adopt DistMult [39]).

3.2. Multi-Claim Semantic Composition for Verification

To better model inter-claim interactions for fact verification, we present each claim as a node and construct a claim-level graph to capture the semantic prop-
agation among claims. We devise a GCN for global semantic composition. To capture salient local semantics, we also use a multi-head attention based node selection mechanism to focus on the informative parts in the graph.

3.2.1. Global semantic composition

To construct claim-level graph for global semantic composition, we encode each claim using a convolutional layer, and then exploit GCN to model the multi-hop interactions among claims. On the basis of this, we use a readout module to acquire the global semantics.

We use \( \{v_1, v_2, ..., v_N\} \) to represent the multiple claims \( \{(h_1, r_1, t_1), (h_2, r_2, t_2), ..., (h_N, r_N, t_N)\} \). Similar to [47, 50], we concatenate the representations \( [\tilde{h}; \tilde{r}; \tilde{t}] \) as a 3-column matrix \( U \in \mathbb{R}^{d \times 3} \), and then adopt a convolutional layer with a filter \( \omega \in \mathbb{R}^{1 \times 3} \) to produce a \( d \)-dimensional representation \( v_i \) for a claim \( v_i \). The process can be formalized as

\[
v(j) = \text{ReLU}(\omega \cdot U_{j,:} + b)
\]

where \( v(j) \) is the \( j \)-th element of \( v \), \( U_{j,:} \) denotes the \( j \)-th row of \( U \), \( b \) denotes the bias.

To model the interactions among claims, we first add a relation between the claims sharing the same entities to construct the graph structure, and then adopt GCN to capture the semantic propagation. Specifically, let \( V^{in} = (v_1, v_2, ..., v_N)^T \) denote the input representations of claims in the GCN layer, and these claims form a graph structure with an adjacent matrix \( A \), where \( A_{ij} = A_{ji} = 1 \) if triple \( v_i \) shares the same entities with triple \( v_j \). To model the interactions between two-hop connected nodes in the constructed graph, we add a square of the adjacency matrix to create edges between two-hop neighbors. In the GCN layer, the graph convolution operation in matrix form is defined as:

\[
V^{out} = \text{ReLU}(\hat{A}V^{in}W_g^T + b_v)
\]

\[
\hat{A} = A + A^2
\]
where $W_g^T$ and $b_v$ are the parameters of the GCN layer.

The output of GCN is the updated claim representations $V^{out} = (v_1^o, v_2^o, ..., v_N^o)^T$. For fact verification, we concatenate the results of mean pooling and max pooling to obtain the global semantic representation $r_{global}$:

$$r_{global} = \frac{1}{N} \sum_{i=1}^{N} v_i^o \| \max_{i=1}^{N} v_i^o$$

where $\|$ denotes the concatenation operation. We denote the process expressed in Equation 6 as $ReadOut$.

### 3.2.2. Salient local semantic composition

Since the errors of the statement often occur in a fraction of the claims while most claims in it are correct, the global representation will flatten the errors in this case. To focus on more informative local semantics, we adopt self-attention mechanism to compute important scores for each claim based on both node features and graph topology. To improve the local semantic composition, we further use multi-head attention to capture multiple local semantics, and then adopt HSIC criterion to enhance the disparity of the attention scores. In addition, we also verify the correctness of each claim.

To focus on salient local semantics, we compute the attention scores $Z \in \mathbb{R}^{N \times 1}$ to represent the importance of each node using another graph convolution layer:

$$Z = \tanh(D^{\frac{1}{2}} A D^{-\frac{1}{2}} V^{out} \Theta_{att}),$$

where $D \in \mathbb{R}^{N \times N}$ is the degree matrix of $A$, $\Theta_{att} \in \mathbb{R}^{N \times 1}$ is the parameter of this self-attention layer. Based on the computed attention scores $Z$, we then select the top $k$ claims:

$$idx = \text{TopRank}(Z, k)$$

$$V^{r(l)} = V_{idx} \odot Z_{idx}$$

where TopRank returns the index top $k$ values, $idx$ is the index of the selected
claims, \( V_{idx} \in \mathbb{R}^{k \times d} \) denotes the selected claims from \( V^{out} \), \( Z_{idx} \in \mathbb{R}^{k \times 1} \) denotes the corresponding attention scores, \( \cdot \_{idx} \) is an indexing operation and \( \odot \) is the element-wise multiplication. We then also use the \textit{ReadOut} method in Equation 6 to get the salient local representations \( r_{local} \) from \( V^{(l)} \).

In previous studies, attention-based node selection method is used to coarsen the graph for capturing the structural information of graphs [51]. Our work adopts the node selection technique for local semantic composition.

\textbf{Multi-head attention based diverse composition} In addition, to focus on multiple parts of the graph, we adopt multi-head attention to produce multiple attention scores \( Z = \{ Z^{(i)} \}_{i=1}^{n_a} \), where \( n_a \) is the number of attention heads. Accordingly, we obtain multiple local representations \( R_{local} = \{ r_{local}^{(i)} \}_{i=1}^{n_a} \) based on the different attention scores. We concatenate all the \( r_{local}^{(i)} \in R_{local} \) as the final local representation: \( r_{local} = r_{local}^{1} \| r_{local}^{2} \| \ldots \| r_{local}^{n_a} \).

To encourage these multiple attention heads to select nodes diversely via producing different attention scores, we employ the Hilbert-Schmidt Independence Criterion (HSIC) [23] to enhance the disparity of each two attention scores in \( Z \). Given a pair of attention scores \( \{ Z^{(a)}, Z^{(b)} \} \in Z \) where \( a \neq b \), the HSIC constraint of them is denoted as \( \text{HSIC}(Z^{(a)}, Z^{(b)}) \). The corresponding loss function can be formalized as

\[
L_d = \sum_{\{Z^{(a)}, Z^{(b)}\} \in Z} \text{HSIC}(Z^{(a)}, Z^{(b)})
\]

\[
= \sum_{a,b} (d - 1)^{-2} tr(\mathbf{R} \mathbf{K}^{(a)} \mathbf{R} \mathbf{K}^{(b)})
\]

where \( \mathbf{K}^{(a)}, \mathbf{K}^{(b)}, \mathbf{R} \in \mathbb{R}^{d \times d} \), \( K_{i,j}^{(a)} = \langle Z^{(a)}_i, Z^{(a)}_j \rangle \), \( K_{i,j}^{(b)} = \langle Z^{(b)}_i, Z^{(b)}_j \rangle \), where \( \langle \cdot, \cdot \rangle \) denotes inner product. And \( \mathbf{R} = \mathbf{I} - \frac{1}{d} \mathbf{e} \mathbf{e}^T \), where \( \mathbf{I} \) is an identity matrix and \( \mathbf{e} \) is an all-one vector.

HSIC is a kind of non-parametric independence measure, which has been used for learning robust regression and classification [52] [53]. Here we exploit HSIC for enhancing the diversity of semantic composition.

\textbf{Incorporating individual claims} For fact verification, it also needs to
verify the correctness of each claim. We also adopt DistMult to predict scalar
scores \([s_1, s_2, ..., s_N]\) for each claim, which is formulized as follows:

\[ s_i = f_s(h_i, r_i, t_i) = h_i^T Diag(r_i) t_i. \]  

(10)

where \(Diag(r)\) is a diagonal matrix formed by the elements in \(r_i\).

We select the minimum one from all the scores (i.e., the score of the most im-
plausible one) as the representative, which is denoted as \(s_m = \text{Min}(\{s_1, s_2, ..., s_N\})\).

The reason is that the statement is false if any claim in it is false.

3.3. Final Verification and Optimization

The model verifies the multiple triples from three aspects via concatenating
the scalar score \(s_m\), global representation \(\tilde{v}^{(g)}\) and local representation \(\tilde{v}^{(l)}\)
to obtain the final representation. The representation is fed into a multi-layer
perceptron (MLP) with parameters \(W_1, W_2, b_{fv}\). A sigmoid function \(\sigma\) is
adopted to predict a final score \(s_y \in (0, 1)\) for the statement:

\[ s_y = \sigma(W_2 \tanh(W_1[s_m||r_{global}||r_{local}] + b_{fv})). \]  

(11)

We also adopt the logistic loss \(\mathcal{L}_c\) to encourage the model to predict a higher
score for a true statement than a false one.

\[ \mathcal{L}_i = \sum_i \log(1 + \exp(-y^i s^i_y))), \]  

(12)

where \(s^i_y\) and \(y^i \in \{0, 1\}\) denote the predicted score and label of the \(i\)-th statement
respectively. We optimize the following loss function to train our model in an
end-to-end fashion:

\[ \mathcal{L} = \mathcal{L}_c + \lambda_1 \mathcal{L}_i + \lambda_2 \mathcal{L}_d, \]  

(13)

where \(\lambda_1\) and \(\lambda_2\) are the trade-off parameters.
4. Experiments

In this section, we evaluate our LESC method by comparing it with the previous fact checking methods and representative KG reasoning methods in the related work. We then analyze the experimental results in detail.

4.1. Datasets

We construct the first multi-claim fact checking dataset for our study. We first construct a real-world KG in food domain (named FOOD). We collect various foods and their corresponding effects from a well-known food website where food effects are presented as verb phrases in list form. We treat foods, and verbs and nouns in verb phrases as head entities, relations and tail entities respectively. We also collect ingredients and efficacies of foods from another popular website and then add the corresponding entities and relations contain (for ingredients) and effect (for efficacies) to form triples.

We then construct the multi-claim training data for FOOD. To be compatible with the realistic statement, we generate samples by random work (RW) on FOOD. Starting node of RW is a food entity. The RW module randomly walks one to four steps at a time, and it is performed one to three times per sampling. A sample is true if the food contains the corresponding ingredients or effects, otherwise, it is false. Table 2 shows some generated examples. In addition, we adopt the random negative sampling [33] to generate negative samples by replacing a correct triple in the claim with a false one. The labels of each individual claim is given in the training process. For test dataset, we collect food-related statements from a fact-check website. We extracted several claims (i.e., triples) from the textual statement using MinIE [54]. These extracted real-world claims serve as test data for FOOD.

---

3We shall release the source code and datasets.
4https://www.meishichina.com/
5http://www.chinanutri.cn/
6http://www.piyao.org.cn/
We also conduct experiments on two most commonly used KGs FB15K and FB15K-237 in KG reasoning tasks. For FB15K and FB15K-237, we also generate training and test samples by RW with the same strategy. The statistics of the three datasets are shown in Table 3.

4.2. Experimental Setup

4.2.1. Hyperparameters

We pretrain 18-dimensional representations of entities and relations by DistMult for two datasets, and they are optimized during the training process. To accelerate the convergence of our model, we adopt ConvKB [47] to pretrain CNN for claim-level graph construction. We set $k$ in Equation 8 to 2, and the number of attention head $n_a$ to 2. The trade-off parameter $\lambda_1$ and $\lambda_2$ are set to 1 and 0.1 respectively. We train the model with 100 batch size and 0.001 learning rate using AdaGrad. We adopt L2-regularization to avoid overfitting.

4.2.2. Comparative Methods

Most previous methods are designed for single-claim fact checking. Dual TransE [12] is the only method that has considered to handle the multi-claim fact checking, while it only uses transE to predict a score for each triple individually. In addition, we choose a classic embedding-based method DistMult [39], a SOTA KG reasoning method A2N [49], a recent path-based method Multi-Hop [31] as well as a SOTA fact-checking method R,MeN [11] for comparison.

- DistMult [39] is a classic semantic matching model, which achieves superior performance by adopting a bilinear model.

- A2N [49] dynamically aggregates neighboring entities in KG according to the input triple, which achieves SOTA results in knowledge graph completion task.

- Multi-Hop [31] uses reinforcement learning to sequentially extend the path from the head entity to tail entity, using pretrained KG embedding model and mask mechanism for efficiently reasoning.
Table 2: Examples of multiple triples obtained by random walk

True

1. tangerine contain → VC improve → immunity
2. henapple contain → lecithin contain → phosphatidylcholine maintain → colon

False

1. cherry contain → cyanide cause → poisoning
2. coffee contain → acrylamide cause → cancer

Table 3: Statistics of the datasets

| Dataset | KG | Claim |
|---------|----|-------|
|         | #entity | # relation | #triples | #train | #valid | #test | #Avg. of triples per claim | #Max. of triples per claim |
| FOOD    | 4192    | 86       | 26,767   | 51,250 | 6,200  | 876   | 4.2                         | 12                |
| FB15k-287 | 14,505  | 237      | 272,115  | 4,575,000 | 258,050 | 292,700 | 5.6                         | 12                |
| FB15k   | 14,951  | 1,345    | 483,142  | 5,285,400 | 276,453 | 292,100 | 5.6                         | 12                |

- R_MeN uses a memory module to encode the potential dependencies among the relations and entities for effectively predicting new facts.

Since each of these methods produces a score list for a claim, we obtain the final score of the claim by selecting the minimum one as the representative. Then we classify the given statement by a threshold that is optimized on the validation set. We use accuracy and $F_1$ as the evaluation metrics.

4.3. Experimental Results

4.3.1. Main Results

Table 4 shows the experimental results. It can be seen from the table that our method achieves the best results on both evaluation metrics, and it outperforms other methods by a large margin on three datasets. R_MeN and Multi-Hop are superior to DistMult and Dual TransE, and A2N is the best model among the comparative methods. A2N combines the relation-relevant graph neighbors of an entity to learn representations, which is beneficial for two-hop reasoning. Compared to A2N, our method use contextual information to selectively compose neighboring attribute entity for learning context-specific representations, which are more informative and powerful.
Our method outperforms other methods significantly, especially on the FOOD dataset. The reason of this is that our LESC can capture the latent compositional semantics, while other methods cannot. It also indicates that our method can learn better representations of the statements for fact verification. The results demonstrate the effectiveness of our method for multi-claim fact checking.

### 4.3.2. Ablation Study

To verify the effectiveness of each component in our model, we construct six variations of LESC:

- $-\mathcal{L}_t$: excludes the supervised signal of each single triples in Equation 12
- $-\mathcal{L}_d$: excludes HSIC in Equation 9
- $-\text{LE}$: excludes the learning enhancement with contextual information in Equation 2
- $-\text{GSL}$: excludes the global semantic learning in Equation 6
- $-\text{LSL}$: excludes the local semantic learning in Equation 7–8
- $-\text{GSL}, -\text{LSL}$: excludes both two modules simultaneously.

Table 5 shows the experimental results of the ablation study. The performance slows down without each module. “$-\mathcal{L}_t$” demonstrates that the multi-task learning framework can facilitate the fact checking task, because it can provide an additional supervised signal to help the model learn better representa-
Table 5: Experimental results of the ablation study. “∗” denotes that the performance drops significantly while excluding the module.

| Method | FB15K Acc. | FB15K-237 Acc. | FOOD Acc. | FB15K F1 | FB15K-237 F1 | FOOD F1 |
|--------|------------|----------------|-------------|---------|-------------|---------|
| Full Model | 0.894 | 0.880 | 0.873 | 0.869 | 0.861 | 0.860 |
| −Lt | 0.889 | 0.875 | 0.869 | 0.865 | 0.854 | 0.853 |
| −Ld | 0.884 | 0.871 | 0.867 | 0.864 | 0.846 | 0.843 |
| −LE | 0.874 | 0.860 | 0.858 | 0.850 | 0.836 | 0.824 |
| −GSL | 0.876 | 0.863 | 0.855 | 0.843 | 0.835 | 0.825 |
| −LSL | 0.871 | 0.862 | 0.850 | 0.837 | 0.831∗ | 0.822∗ |
| −GSL,−LSL | 0.862 | 0.854 | 0.844 | 0.830 | 0.824∗ | 0.814∗ |

−Lt indicates that HSIC criterion facilitates the model to learn better representations. Results of “−LE” show that the learned context-specific representations are more powerful for learning enhancement. The performances drop significantly without “−GSL” or “−LSL”, especially in FOOD, which demonstrates the importance of modeling the message passing using GCN for verifying multi-claim statement. The experimental results on the ablation study further verify the usefulness of each component in our method.

4.4. Further Analysis

We conduct the following additional experiments to further demonstrate the effectiveness of our model. We first analyze the effect of the number of claims in a statement. We then conduct the parameter analysis experiments to analyze each module in detail.

4.4.1. Effect of the number of claims in a statement

To explore the influence of the number of multiple claims, we divide the test sets according to the number of claims that each statement has. We choose Dual TransE for comparison to show the effectiveness of our model. The experimental results in Figure 2 shows that our method outperforms Dual TransE in every case, especially in the cases that one statement contains more than one claims. The performance of Dual TransE drops sharply as the number of claims increases. The reason of this is that if one claim is mispredicted, the final
prediction for the claim will be wrong. Thus, the more claims contained in a statement, the more error-prone the model is.

It can be seen that our method drops more slowly compared to Dual TransE. The reason is that our method can make better use of contextual information and capture the compositional semantics to learn more powerful representations. Especially on the FOOD, our method even achieves the best performance on 2-claim statements, indicating that modeling the interactive relationship among claims is very conducive to improving performance. Even for the statements having more than five claims, our model can achieve acceptable results and outperform Dual TransE by a large margin. The experimental results demonstrate the effectiveness of our method for verifying the statement having multiple claims.

4.4.2. Effect of Customized Graph Convolution

To show the effect of our customized graph convolution operation (Equation 5), we further construct the adjacent matrix of a graph in three different ways for comparison, including fully connected graph, “$\hat{A} = A$” and “$\hat{A} = A^2$”. Table 6 shows the results. The fully connected graph has the worst performance, because it includes unwanted edges that make the graph very noisy. Our customized GCN outperform “$\hat{A} = A$” and “$\hat{A} = A^2$” obviously, especially on FOOD. Since the receptive field of the original GCN “$\hat{A} = A$” is restricted, it cannot model multi-hop interactions without stacking multiple layers. “$\hat{A} = A^2$”
Table 6: Experimental results of constructing the adjacent matrices of graphs in different ways. "†" means that the results outperform the original graph "\(\hat{A} = A\)" by paired t-test at the significance level of 0.01.

| Graph               | FB15K | FB15K-237 | FOOD  |
|---------------------|-------|-----------|-------|
|                     | Acc.  | \(F_1\)  | Acc.  | \(F_1\) | Acc.  | \(F_1\) |
| Fully connected     | 0.879 | 0.868     | 0.860 | 0.854   | 0.837 | 0.831    |
| \(\hat{A} = A\)    | 0.890 | 0.878     | 0.865 | 0.863   | 0.848 | 0.843    |
| \(\hat{A} = A^2\)  | 0.887 | 0.874     | 0.868 | 0.865   | 0.853 | 0.847    |
| \(\hat{A} = A + A^2\) (Our) | **0.894** | **0.880** | **0.873** | **0.869** | **0.861** | **0.860** |

can model the two-hop interactions on the graph for learning more informative representations, so that it performs better. Intuitively, the strength of one-hop relations should be stronger than that of two-hop, and our customized GCN can reflect this. The customized GCN achieves the best results among all the variations.

### 4.4.3. Parameter Analysis

To measure the impacts of fluctuation in parameters of our model, we conduct the following parameter sensitivity experiments. We first analyze the hyper-parameters in the final loss function (i.e., Equation 13), and Figure 3 shows the results. We vary the values of \(\lambda_1\) from 0 to 1. The performance becomes better as \(\lambda_1\) increases, indicating that our model benefits from the supervised signals of individual claims. In order to show the influence of \(\lambda_2\) clearly, we use the log axis. With the growth of \(\lambda_2\), the accuracy goes up at first and then decrease, achieving the best results at 0.1. The reason of this is that too large \(\lambda_2\) will mislead the model.

We then analyze the number of attention heads \(n_a\) and top-\(k\) selection in the semantic composition module. Figure 4 shows the results. The performance of multi-head attention is slightly better than that of single-head attention, and using two attention heads is the best. The top-\(k\) selection represents the semantic composition of \(k\) claims according to the attention scores. It can be seen from the figure that selecting top-2 claims achieves the best performance, indicating that messages passing among 2 claims is the most efficient. The
result demonstrates that our node selection technique is beneficial for semantic composition.

4.4.4. **Case Study**

Table [7] illustrates two false cases of multi-triple claim. In the table, the claim scores are obtained by Dual TransE, which predicts a plausible score for each triple. The statement scores are obtained by our method. For both cases, LESC makes the correct prediction while Dual TransE fails. For case 1, the claim (tea, lead to, kidney stone) is false while it is mispredicted by Dual TransE. Our method can learn better representation for the entity tea and kidney stone that
helps to check for the error. For case 2, the statement conveys a piece of false information: *cherry can cause poisoning*, which cannot be captured by Dual TransE. Our LESC models the interactions among claims, so that it helps to check the truthfulness of the statement accurately.

## 5. Conclusion

This paper first considers the multi-claim fact checking over a knowledge graph, and proposes an end-to-end learning enhancement and semantic composition model to tackle this problem. We propose a KG-based learning enhancement method to learn context-specific representations of entities by selectively aggregating neighboring attributes based on the contextual information. We then propose a graph-based semantic composition method for verification to effectively compose global and local semantics by devising an enhanced multi-head attention mechanism. We construct a real-world dataset on the food domain and then conduct experimental studies on the constructed dataset and two benchmark datasets to validate our LESC. Experimental results demonstrate the effectiveness of our method for multi-claim fact checking.
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