Diffusion of large-scale magnetic fields by reconnection in MHD turbulence
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ABSTRACT
The rate of magnetic field diffusion plays an essential role in several astrophysical plasma processes. It has been demonstrated that the omnipresent turbulence in astrophysical media induces fast magnetic reconnection, which consequently leads to large-scale magnetic flux diffusion at a rate independent of the plasma microphysics. This process is called “reconnection diffusion” (RD) and allows for the diffusion of fields which are dynamically important. The current theory describing RD is based on incompressible magnetohydrodynamic (MHD) turbulence. In this work, we have tested quantitatively the predictions of the RD theory when magnetic forces are dominant in the turbulence dynamics (Alfvénic Mach number $M_a < 1$). We employed the PENCIL CODE to perform numerical simulations of forced MHD turbulence, extracting the values of the diffusion coefficient $\eta_{RD}$ using the Test-Field method. Our results are consistent with the RD theory ($\eta_{RD} \sim M_a^3$ for $M_a < 1$) when turbulence approaches the incompressible limit (sonic Mach number $M_S \lesssim 0.02$), while for larger $M_S$ the diffusion is faster ($\eta_{RD} \sim M_S^2$). This work shows for the first time simulations of compressible MHD turbulence with the suppression of the cascade in the direction parallel to the mean magnetic field, which is consistent with incompressible weak turbulence theory. We also verified that in our simulations the energy cascading time does not follow the scaling with $M_a$ predicted for the weak regime, in contradiction with the RD theory assumption. Our results generally support and expand the RD theory predictions.

Key words: magnetic fields – magnetic reconnection – (magnetohydrodynamics) MHD – turbulence – methods: numerical — stars: formation

1 INTRODUCTION
One of the most employed and well known concepts in magnetohydrodynamic (MHD) theory is the magnetic “frozen-in” condition introduced by Alfvén. When the time scales for Ohmic dissipation of the magnetic fields are much larger than the typical dynamical time scales of the flow (the dimensionless parameter characterizing the ratio between these two time scales being given by the magnetic Reynolds number $R_M = UL/\eta$, with $U$ and $L$ the characteristic velocity and scale of the flow, and $\eta$ the magnetic diffusivity provided by the Ohmic dissipation), one can adopt the ideal MHD approximation. It consists in neglecting the resistive term in the magnetic induction equation. In this limit, it can be demonstrated that the magnetic flux across a Lagrangian fluid element is conserved, that is, the magnetic field is perfectly advected by the fluid motions in the direction normal to the field lines.

The ideal MHD description (and consequently, the frozen-in condition) is usually thought to be a good approximation for most astrophysical plasmas, which have in general huge values of $R_M$. Nevertheless, the frozen in condition when applied, for instance, to star formation regions gives rise to several problems due to observational and theoretical requirements for diffusive magnetic flux transport through the plasma (e.g. Santos-Lima, et al. 2010; Santos-Lima, de Gouveia Dal Pino & Lazarian 2012, 2013; Leão, et al. 2013; González-Casanova, Lazarian & Santos-Lima 2016).

Ambipolar diffusion is usually invoked for break-
ing the frozen-in condition and solving the problem of the magnetic field transport during star formation. However, several studies revealed weaknesses in this solution (Shu, et al. 2006; Crutcher, Hakobian & Troland 2009; Krasnopolsky, Li & Shang 2010, 2011; Li, Krasnopolsky & Shang 2011). A potential solution for this problem in the framework of protoplanetary disk formation has been proposed by Machida, Inutsuka & Matsumoto (2007, 2009) based on laminar MHD simulations combined with local Ohmic resistivity.

We believe that the limitations of the approach that is described above is that the effects of ubiquitous astrophysical turbulence are disregarded in the aforementioned studies. Diffuse interstellar medium and molecular clouds are turbulent. There are overwhelming observational evidences that support this claim through the measurements of power spectrum of densities in diffuse ISM (see Armstrong, Rickett & Spangler 1995; Chepurnov & Lazarian 2010), broadening of the molecular lines (see Larson 1981), statistics of velocities (see Lazarian & Pogosyan 2000; Lazarian 2009 and references therein, Padoan, et al. 2009; Chepurnov, et al. 2010, 2015; Kandel, Lazarian & Pogosyan 2017; Utomo, Blitz & Falgarone 2010; Wolleben, et al. 2019; Xu 2019; Yuen, et al. 2019), variations of the Faraday rotation (Haverkorn, et al. 2008; Xu & Zhang 2016), and power spectrum of synchrotron fluctuations (Chepurnov 1998; Cho & Lazarian 2002, 2010). The subject of studies of turbulence matured with the properties of different components of MHD turbulence, namely, fast, slow and Alfvén becoming accessible observationally (see Lazarian & Pogosyan 2016; Kandel, Lazarian & Pogosyan 2017; Zhang, et al. 2018; Chepurnov, et al. 2020). The reviews describing the molecular cloud turbulence are presented in McKee & Ostriker (2007); Mac Low & Klessen (2004). The anisotropic properties of turbulence are the basis of the velocity gradient technique that has been successfully applied to trace magnetic fields in diffuse ISM and molecular clouds (see Yuen & Lazarian 2017; Lazarian & Yuen 2018; Hu, et al. 2019).

The field of MHD turbulence (see Montgomery & Turner 1981; Matthaeus, Montgomery & Goldstein 1983; Shebalin, Matthaeus & Montgomery 1983; Higdon 1984) has seen a rapid progress due to both, to Solar wind measurements (see Tu & Marsch 1995; Goldstein, et al. 1995; Bruno & Carbone 2013 for a review), theoretical (see Goldreich & Sridhar 1995; Lazarian & Vishniac 1999; Lithwick & Goldreich 2001; Cho & Lazarian 2002; Eyink, Lazarian & Vishniac 2011) and numerical progress (Cho & Vishniac 2000; Maron & Goldreich 2001; Cho, Lazarian & Vishniac 2002; Cho & Lazarian 2003; Kowal & Lazarian 2010; Federrath, et al. 2010; Beresnyak 2014; see also a recent book by Beresnyak & Lazarian 2019). \(^1\)

As we discuss later, the subject of MHD turbulence is closely related to the processes of magnetic reconnection in turbulent fluid. The model of turbulent reconnection in Lazarian & Vishniac (1999) predicts the failure of the traditional flux freezing in highly conducting turbulent fluids. This process does not depend on the rate of ambipolar diffusion and motivated a number of our earlier studies (Lazarian 2005, 2011; Santos-Lima, et al. 2010; Santos-Lima, de Gouveia Dal Pino & Lazarian 2012, 2013; González-Casanova, Lazarian & Santos-Lima 2016) that consider the processes of magnetic flux transport in turbulent fluids.

The process of changing of magnetic field topology in turbulent fluid is different in turbulent versus laminar fluid. In the presence of turbulence, the motions of the ionized gas produce tangling and wandering of the magnetic field lines which give origin to several micro-sites of magnetic reconnection. This process is independently on how small is the Ohmic resistivity which is always present in any real plasma. These reconnection micro-sites are continuously formed and spread all over the turbulent plasma volume. As a consequence, the field lines topology can be modified, and large-scale magnetic flux can be transported through the gas, implying that the flux freezing concept is seriously altered (Lazarian 2005; Eyink, Lazarian & Vishniac 2011). The speed at which the magnetic flux is transported in such conditions is independent of the electric resistivity of the plasma, or the degree of its ionization but is regulated by the turbulence parameters, as predicted in the theory of fast magnetic reconnection introduced by Lazarian & Vishniac (1999). This theory was tested numerically in Kowal, et al. (2009, 2017, 2020). A convincing quantitative numerical study proving that turbulent reconnection violates flux freezing in MHD turbulence is presented in Eyink, et al. (2013). An extensive body of evidence in favor of turbulence reconnection has been collected by now and we refer the reader to Lazarian, et al. (2020) where the modern state of the turbulent reconnection theory and a description of its tests with solar wind as well as numerical testing with different codes is reviewed.

The concept of magnetic diffusion via turbulent reconnection —Reconnection Diffusion (henceforth RD)— is distinct from the concept of standard turbulent mixing. The latter is based on the idea that the field lines are mixed passively by the turbulent eddies, without taking into account the effects of the magnetic field on the turbulent cascade. RD on the other hand, covers the interesting situation in which the magnetic forces are dynamically important (e.g. in the late stages of star formation), and relies on the fact that the fast reconnection induced by the MHD turbulence is independent of the value of the electric resistivity of the plasma. For many of the astrophysical applications it is important to take into account the effects of turbulence on the transport of cosmic rays in the ISM (see Schlücker 2002; Yan & Lazarian 2008; Yan, 2015), transport of heat (see Narayan & Medvedev 2001; Cho, et al. 2003; Lazarian 2006), and provides the acceleration of charged dust grains (see Yan & Lazarian 2003; Yan, Lazarian & Nordhieck 2003; Hoang, Lazarian & Draina 2011) etc.

\(^1\) While some processes related to MHD turbulence are still debated, e.g., related to turbulence with imbalance of energy flux from opposite directions (Beresnyak & Lazarian 2008, 2009; Chandran 2008; Boldyrev & Perez 2009; Cho & Lazarian 2014) and the scaling of relativistic MHD turbulence (see Cho 2005; Takamoto & Lazarian 2016), the subject of the non-relativistic turbulence has matured with numerous examples of fundamental turbulence scalings for solving astrophysical problems. For instance, MHD turbulence is known and accepted as key process for turbulent diffusion of magnetic flux in the ISM. However, there are several approaches is the transport of cosmic rays in the ISM (see Schlücker 2002; Yan & Lazarian 2008; Yan, 2015), transport of heat (see Narayan & Medvedev 2001; Cho, et al. 2003; Lazarian 2006), and provides the acceleration of charged dust grains (see Yan & Lazarian 2003; Yan, Lazarian & Nordhieck 2003; Hoang, Lazarian & Draina 2011) etc.
that the RD is not altered by the effects of ambipolar drift on the scales where turbulence exists.

This RD theory predicts that the diffusion coefficient $\eta_{RD}$ for large-scale magnetic fluxes (i.e., scales larger than the injection or forcing scale of the turbulence) depends on the turbulence parameters as follows. In the case of super-Alfvénic turbulence (that is, when the Alfvén Mach number, $M_A = U_{\text{turb}}/V_A$ [where $U_{\text{turb}}$ is the turbulent velocity and $V_A$ is the local Alfvén velocity] is larger than one), it coincides with the standard turbulent mixing coefficient, 

$$\eta_{RD} \sim L_{\text{turb}} U_{\text{turb}},$$

(1)

where $L_{\text{turb}}$ and $U_{\text{turb}}$ are the length and the velocity of the turbulence at the injection scale, respectively. On the other hand, in the regime of sub-Alfvénic turbulence ($M_A < 1$), this value is reduced by a factor proportional to the third power of $M_A$ (Lazarian 2006, 2011):

$$\eta_{RD} \sim L_{\text{turb}} U_{\text{turb}} M_A^3.$$  

(2)

Therefore, according to the RD theory, the efficiency of the magnetic flux transport strongly depends on the local turbulence regime. In the context of star formation, the turbulence parameters in scales below sub-parsec (down to dozens of A.U.) can be difficult to infer with precision. Nonetheless, we reinforce that RD process is always present at some level during all the star formation process. Its a natural consequence of the ubiquitous presence of turbulence in astrophysical environments (see, for example, Hull et al. 2017). In previous work (Santos-Lima et al. 2010; Santos-Lima, de Gouveia Dal Pino & Lazarian 2012; Leão et al. 2013; González-Casanova, Lazarian & Santos-Lima 2016), we experimented numerically the removal of magnetic flux from collapsing turbulent molecular clouds and protostellar disks, considering an “ideal” MHD approach (i.e., the microscopic magnetic dissipation term was not considered explicitly in the induction equation, although an effective value is always present due to the numerical discretization of the equations). We found that the magnetic flux removal by RD is efficient in these systems, and helps the gravitational collapse of the structures (see also Myers et al. 2013). However, these works focused mostly on the super- and trans-Alfvénic regimes of the turbulence where the reconnection diffusion coefficient is controlled by Eq. (1). The aim of this work is to test quantitatively the prediction of Eq. (2) by using three-dimensional (3D) MHD simulations. It is also the first attempt to generate simulations of stationary weak MHD turbulence (the scenario invoked by the RD theory) in the presence of finite compressibility, which is more realistic for astrophysical environments.

This work in organized as follows. In §2 we present the main predictions of the RD theory. The numerical methods and setup for the numerical simulations of this study are described in §3. The results are presented and discussed in §4 and §5, respectively. Our major findings are finally summarized in §6.

2 Basics of reconnection diffusion theory

To understand the process of reconnection diffusion we present here some basic facts of MHD turbulence theory. For simplicity, we consider only the case of incompressible MHD turbulence.

Traditionally, Alfvenic turbulence is described in terms of non-linearly interacting wave packets in Fourier space (Iroshnikov 1963; Kraichnan 1965). The non-linear cascading rate is given in this case by

$$\tau_{\text{nl}}^{-1} \approx \left( k u_b \right)^2 \omega_A$$

(3)

where the angular frequency, $\omega = k_{//} V_A$, and $k_{//}$ is the parallel wave number. If the injection velocity $U_I$ is less than the Alfvén velocity, the cascade is evolving increasing only perpendicular wavenumbers $k_{\perp}$. This is the regime of weak turbulence with the parallel scale being all the time equal to the injection scale and $k_{//} \sim k_{\perp}^{-1/2}$ (Lazarian & Vishniac 1999 [LV99 hereafter]; Galtier et al. 2000). However the weak cascade changes its nature at a small scale. Below we explain the nature of this change.

The theory of strong MHD turbulence was formulated by Goldreich & Sridhar (1995, henceforth GS95) for trans-Alfvénic turbulence, i.e. $U_I = V_A$. For this turbulence GS95 formulated the condition of the critical balance that relates the scale of parallel and perpendicular motions, namely, $k_{//} V_A \approx k_{\perp} V_A$. This condition means that the parallel scale should change with the decrease of the perpendicular scale.

The transfer to the strong MHD turbulence regime can happen if the turbulence is injected at $U_I < V_A$ and is weak at its origin. The key to that is the increase of the strength of non-linear interactions with the decrease of perpendicular scale. The transfer to the strong turbulence regime changes the nature of the turbulent motions. In fact, due to fast turbulent reconnection predicted in LV99 the turbulent motions become similar to the hydrodynamic eddies that mix magnetic field perpendicular to the direction of magnetic field. For this eddies it is natural to assume that $\delta u_{\perp} \approx V_{A}/\ell_{\perp}$, i.e., the rate of turbulent mixing motions is equal to the rate of perturbation propagating along the magnetic field. The difference between the original critical balance in GS95 and the above relation between the perpendicular scale $\ell_{\perp}$ and the parallel scale $\ell_{//}$ is that both scales are measured in terms of the magnetic field of the eddies, i.e. local magnetic field, compared to the wavenumbers $k_{//}$ and $k_{\perp}$ that are given in the global mean magnetic field reference system. The concept of local eddies mixing up magnetic field is an essential component for the understanding of the RD process. Note that numerical research does indicate that the critical balance relations are valid only in the local system of reference (Cho & Vishniac 2000; Maron & Goldreich 2001; Cho, Lazarian & Vishniac 2002).

The generalization of GS95 theory for sub-Alfvénic turbulence provided in LV99 as well as the analogy between the eddy turbulence in MHD and ordinary hydrodynamic turbulence helps to understand the nature of the RD. The predictions for RD when turbulence is in the sub-Alfvénic regime (Lazarian 2005, 2011) can be recovered from the statistical calculations presented in Eyink, Lazarian & Vishniac (2011), and are summarized bellow.

The magnetic field is assumed to be diffused by turbulence at a rate similar to the diffusion of trace particles in the direction perpendicular to the (locally) uniform magnetic field. A simple statistical analysis can show that the perpendicular diffusivity of trace particles due to the turbu-
lent velocity field $\delta u$ is given by:

$$D_\perp = \int_{-\infty}^{\infty} dt \langle \delta u_{\perp,0}^2(t) \rangle,$$

(4)

where $\delta u(t)$ is the turbulent velocity at the position of the particle at time $t$, and the angle brackets, $\langle \cdot \rangle$, denote an ensemble average over all the particles, which are assumed to be distributed randomly in space. Considering turbulence composed by Alfvén waves with random phases and turbulence with a single scale, $\ell$, perpendicular to the field lines (and corresponding parallel scale, $\ell_\parallel$). The expression inside the last integral is

$$\langle \delta u_{\perp,0}^2(t) \rangle \sim \delta u^2 \tau_{\text{dec}} \exp \left( \frac{\omega_{A,\ell} t - |t|/\tau_{\text{dec}}}{\Delta} \right),$$

(5)

where $\delta u$ is the perpendicular turbulent velocity at scale $\ell$, $\omega_{A,\ell} = V_{A,\ell}/|\ell|$ is the local Alfvén frequency, and $\tau_{\text{dec}}$ is the time-scale for decorrelation of the velocity eddies (the correlation is simply assumed to decay exponentially in time). This leads to

$$D_\perp(\ell) \sim \frac{\delta u^2 \tau_{\text{dec}}}{(\omega_{A,\ell} \tau_{\text{dec}})^2 + 1}.$$  

(6)

We expect that motions at the largest scales produce the dominant diffusivity. We will assume isotropy at the injection scale, that is, $\ell_\perp \sim \ell_\parallel$.

When the time-scale for the microscopic diffusivity is larger than the dynamical time-scales of the system (which is the case for most astrophysical environments), the decorrelation time for the velocity eddies at the injection scale should be of the order of the energy cascade time for these eddies. In the regime of weak turbulence (i.e., when the energy cascading time is much longer than the linear wave time $\tau_\omega \sim 1/\omega_{A,\perp}^2$), we have $\tau_{\text{dec}} \sim (\ell/\delta u_{\ell})(1/M_A^1)$ (Lazarian & Vishniac 1999; Galtier, et al. 2000). Substituting this value in Eq. (6), we obtain the RD prediction for the magnetic diffusivity $\eta_{\text{RD}}$ (Lazarian 2005):

$$\eta_{\text{RD}} \sim D_\perp \ell \delta u_{\ell} \min \left( 1, M_A ^{-1} \right).$$

(7)

In situations where the energy cascading time at the injection scale is larger than the molecular or numerical viscous time (implying a low effective Reynolds number), the decorrelation time of the velocity, $\tau_{\text{dec}}$, can be more closely related to the dissipation time, $\tau_{\text{diss}} \sim \ell^2/\nu$, where $\nu$ is the molecular viscosity. The magnetic field diffusion driven by turbulence in this case will depend on the microscopic diffusion and, if $\tau_{\text{dec}} \sim \tau_{\text{diss}}$, then the diffusivity becomes dependent on the molecular viscosity, $\nu$.

In our discussion we considered only one component of MHD turbulence, namely, Alfvén modes and disregarded the slow and fast modes (see Cho & Lazarian 2003). This is due to the fact that Alfvén modes are the most important in mixing the medium.

### 3 NUMERICAL MODELS

In order to test the dependency of the magnetic diffusion coefficient, $\eta_{\text{RD}}$, with the Alfvénic Mach number, $M_A$, of the turbulence in the sub-Alfvénic regime, we employed three-dimensional MHD numerical simulations of forced turbulence in a Cartesian domain, in the presence of an external uniform magnetic field of intensity $B_0$ in the $x$-direction. We used the PENCIL CODE \(^2\) for numerically solving the set of compressible, isothermal, MHD equations:

$$\frac{D \ln \rho}{Dt} = -\nabla \cdot \mathbf{u},$$

(8)

$$\frac{Du}{Dt} = -c_s^2 \nabla \ln \rho + \frac{1}{\rho} \mathbf{J} \times (\mathbf{B}_0 + \mathbf{B}) + \nu \nabla^2 \mathbf{u} + \mathbf{f},$$

(9)

$$\frac{\partial \mathbf{A}}{\partial t} = \mathbf{u} \times (\mathbf{B}_0 + \mathbf{B}) + \nu_s \nabla^2 \mathbf{A},$$

(10)

where $D/Dt = \partial/\partial t + \mathbf{u} \cdot \nabla$ is the lagrangian derivative, $\mathbf{A}$ is the magnetic potential vector, $\mathbf{B} = \nabla \times \mathbf{A}$ is the magnetic field generated by the internal currents, $\mathbf{J} = \nabla \times \mathbf{B}/\mu_0$ is the current density, $\mu_0$ is the magnetic permeability, $\nu_s$ and $\eta_s$ are, respectively, the coefficients of hyper-velocity and magnetic hyper-diffusivity, $c_s$ is the isothermal sound speed, $\mathbf{u}$ is the velocity, $\rho$ is the density, and $\mathbf{f}$ represents the force responsible for the turbulence injection. We use the hyper-velocity and magnetic hyper-diffusivity schemes with the aim of obtaining a turbulent spectra with an extension as large as possible for each considered resolution (Borue & Orszag 1995; Haugen & Brandenburg 2004). The value of the coefficients were minimized such that numerical stability is guaranteed.

The turbulence is constantly forced by the increment of the velocity field with a spectrum of Fourier modes. These modes are purely solenoidal, and the phases are randomly changed at every iteration during the numerical integration. The turbulence is, therefore, nearly statistically homogeneous, non-helical, and delta correlated in time. In § 3.1 we provide more details about the spectrum of the excited velocity modes.

The value of the diffusion coefficient, $\eta_{\text{RD}}$, is extracted from the simulations through the Test-Field method. It employs a set of passive test magnetic fields in order to calculate unambiguously the coefficients of the turbulent mean-fields (including the diffusion tensor; see the Appendix A and more details in Brandenburg & Subramanian 2005; Schrinner, et al. 2007; Brandenburg, et al. 2010).

### 3.1 Setup and parameters

The Reconnection Diffusion theory (§ 2) is formulated in the incompressible limit, assuming that when sub-Alfvénic turbulence is forced isotropically in the presence of an uniform magnetic field (at least locally), it will develop a cascade in the regime predicted by the weak turbulence theory. Therefore, we restricted our simulations setup and parameters to the subsonic regime (yet using finite sound speed $c_s$ in the simulations) and favoring conditions under which weak turbulence could develop.

Table 1 lists the parameters employed in the simulations presented in the next Section. For each set of simulations (identified by its name in the first column of Table 1), we spanned a range of values of $M_A$ by changing the magnetic field strength $B_0$ and keeping the rms value of the turbulence velocity, $v_{\text{rms}}$, constant, near to a fixed reference.

\(^2\) http://pencil-code.googlecode.com/
value, \(v_0\). We do not control directly \(v_{\text{rms}}\) in our simulations, but instead, the amplitude of the forcing.

The turbulent diffusivity is controlled by the largest scale motions of the system (the motions at the injection scale), where the universal laws of the inertial range are not formally valid, and could be affected by the details of the forcing mechanism. At the same time, the forcing can also determine the MHD turbulence regime. Because this work focus on the subsonic turbulence, we employed forcing schemes purely solenoidal, and with approximately the same coherence length in the directions parallel and perpendicular to the mean magnetic field. The forcing was chosen delta correlated in time for two reasons: first, if the cascading time follows the weak turbulence theory, the correlation of the waves at the injection scale should persist for a time similar to the cascading time, even if the forcing is generating low energy random waves continuously. Second, forcing with time correlation proportional to \(M^{-1}L^2\) (e.g., Alexakis 2011) must induce Alfvén waves with approximately the same decorrelation time, which could determine trivially the diffusion coefficient.

We employed three forcing schemes, which differ in the discrete spectrum of the velocity modes excited. In one of them, all the modes inside a spherical shell in the \(k\)-space are excited with the same amplitude. This \(k\)-isotropic distribution of amplitudes is the most usual choice in numerical simulations of forced turbulence. The models using this scheme are identified by ‘I’ in the column “forcing” of Table 1. Alternatively, in order to constrain the parallel and perpendicular injection scales to well defined values, \(\ell_{||}\) and \(\ell_{\perp}\), respectively, and at the same time avoid the forcing of purely 2D modes (i.e., with \(k_{||} = 0\) as well as waves of large wavelength in the direction parallel to the imposed uniform magnetic field, we also used an anisotropic scheme (identified by ‘A’ in Table 1). It forces all the waves with the components \(k_{||}\) and \(k_{\perp}\) inside a cylindrical shell in the \(k\)-space. The amplitude of the spectrum is modulated by a factor \(\propto k_{\perp}^2\). The third forcing scheme we used excites all the modes inside a spherical shell in the \(k\)-space, but modulates the amplitudes by a factor \(\sin(2\theta)\), where \(\cos \theta = k_{\perp}/k\). This last scheme is identified by ‘Ab’ in Table 1. The ‘A’ and ‘Ab’ schemes favor distributions with reduced amplitude for the wavevectors corresponding to wavelengths far from the fixed injection scale. The forcing scheme ‘I’, on the other side, generates waves elongated in both parallel and perpendicular directions. We emphasize that, statistically, all the three schemes force velocity fluctuations in an (nearly) isotropic form in the physical space.

The injection scales are indicated in the columns \(k_{\perp}L/2\pi\) and \(k_{||}L/2\pi\), where \(L\) is the shortest side of the domain, perpendicular to the mean uniform magnetic field, in Table 1. These values were chosen in order to maximize the turbulence inertial range. Note, however, that although the separation of scales between the largest turbulence eddies and the mode employed in the test fields (\(k_{\perp,\text{min}}L/2\pi = k_{\perp,\text{max}}L/2\pi = 1\); see Appendix A) is still limited.

Unlike real extended astrophysical environments, the finiteness of the computational box introduces effects on the wave turbulence due to insufficient density of large-scale modes represented in the discrete Fourier space. A theoretical constraint on the validity of the classical weak turbulence
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**Table 1. Runs parameters**

| runs set         | \(L_{||}xL_{\perp}\) | res. | \(v_0/v_A\) | \(v_{\text{rms}}/v_0\) | forcing \(k_{\perp}L/2\pi\) | \(k_{||}L/2\pi\) | \([\tilde{t}_0, \tilde{t}_1]^{a}\) | \(\tilde{\eta}_3, \tilde{\eta}_3^{b}\) |
|------------------|----------------------|------|-------------|----------------------|------------------|------------------|------------------|------------------|
| 16L-Ms0.32-A     | 16Lx1L               | 2048, 128\(^2\) | 0.32 | 0.8, 0.57, 0.4, 0.2, 0.1 | 1.10, 1.18, 1.18, 1.22 | A                | 0.4, 3, 8      | 3, 8               | 2.1 \times 10^{-3} |
| 16L-Ms0.08       | 16Lx1L               | 2048, 128\(^2\) | 0.08 | 0.8, 0.4, 0.2, 0.1 | 1.09, 1.17        | A                | 0.4, 3, 8      | 3, 8, 9             | 2.1 \times 10^{-3} |
| 16L-Ms0.02-A     | 16Lx1L               | 2048, 128\(^2\) | 0.02 | 0.8, 0.4, 0.2, 0.1 | 1.08, 1.17        | A                | 0.4, 3, 8      | 3, 8, 9, 10          | 2.1 \times 10^{-3} |
| 8L-Ms0.02-A      | 8Lx1L                | 1024, 128\(^2\) | 0.02 | 0.8, 0.4, 0.2, 0.1 | 1.09, 1.17        | A                | 0.4, 3, 8      | 3, 8, 9             | 2.1 \times 10^{-3} |
| 4L-Ms0.02-A      | 4Lx1L                | 512, 128\(^2\)  | 0.02 | 0.8, 0.4, 0.2, 0.1 | 1.10, 1.19        | A                | 0.4, 3, 8      | 3, 8, 9             | 2.1 \times 10^{-3} |
| 1L-Ms0.02-A      | 1Lx1L                | 128, 128\(^2\)  | 0.02 | 0.8, 0.4, 0.2, 0.1 | 1.22, 1.19        | A                | 0.4, 3, 8      | 3, 8, 9, 10          | 2.1 \times 10^{-3} |
| 8L-Ms0.02-Ab     | 8Lx1L                | 1024, 128\(^2\) | 0.02 | 0.8, 0.4, 0.2, 0.1 | 1.07, 1.10        | Ab               | –               | 4, 5                | 2.1 \times 10^{-3} |
| 8L-Ms0.02-Ab     | 8Lx1L                | 1024, 128\(^2\) | 0.02 | 0.8, 0.4, 0.2, 0.1 | 1.07, 1.11        | I                | –               | 4, 5                | 2.1 \times 10^{-3} |
| 16L-Ms0.02-low-A | 16Lx1L               | 1024, 64\(^2\)  | 0.02 | 0.8, 0.4, 0.2, 0.14, 0.2, 0.1 | 1.02, 1.12, 1.31, 1.43 | A                | 0.4, 3, 8      | 11, 15              | 2.6 \times 10^{-7} |

\(a\) \([\tilde{t}_0, \tilde{t}_1]\) is the time interval used for the averages in time, in units of \(L/v_0\).

\(b\) \(\tilde{\eta}_3, \tilde{\eta}_3\) are the hyper-viscosity and hyper-resistivity in units of \(L^5v_0\).
regime in a finite box domain, which was derived both under the Reduced MHD approximation and the assumption of \( k_\perp \gg k_\parallel \) (Nazarenko 2007), is approximately given by

\[
\frac{\ell_\parallel}{L_\parallel} \gg \frac{\delta u_\parallel}{B_0 \ell_\perp} \ll 1,
\]

where \( \delta u_\parallel \) is the velocity amplitude corresponding to the mode with scales \( \ell_\parallel \) and \( \ell_\perp \). Therefore, to fulfill this condition at the injection scale where \( \ell_\parallel \approx \ell_\perp \), it is needed to ensure \( \sqrt{\ell_\parallel L_\parallel} \ll M_A \ll 1 \).

Another effect due to the finite box size is the 2D "en-slaving" of the 3D MHD turbulence if

\[
\frac{\ell_\parallel}{L_\parallel} \gg \frac{\delta u_\parallel}{B_0 \ell_\perp},
\]

(Nazarenko 2007), which at the injection scales becomes \( \ell/L_\parallel \sqrt{\ell_\parallel L_\parallel} \ll M_A \). It should be noted that if the left-most inequality in Eq. (11) is satisfied, then the inequality in Eq. (12) is automatically false (\( \ell/L_\parallel < 1 \)).

To evaluate the finite size effects of the computational domain on the RD coefficient we ran simulations with four different domain sizes in the direction parallel to the mean magnetic field (x-direction): \( L_\parallel = 16L, 8L, 4L, \) and \( 1L \), keeping fixed the domain size perpendicular \( \ell_\perp = 1L \).

In the results presented in the next Section the analysis of the simulations is performed after the turbulence has reached the statistically stationary state. The analyses average quantities between times \( t_0 \) and \( t_1 \) shown in Table 1. Five complete snapshots with equal time separation are extracted from the simulations during this time interval.

Figure 1 compares the distribution of the velocity modulus on the central xy-plane for three selected runs from Table 1 at time \( t_1 \) (see Table 1). The three models differ only by the forcing scheme: A (top), Ab (middle), and I (bottom). All the runs in Figure 1 have \( M_A = 0.4 \). Figure 2 depicts the same quantity for simulations that have \( M_A = 0.2 \). Observe that the differences between the turbulent structures generated by the different forcings become more pronounced for smaller values of \( M_A \) (Figure 2). For \( M_A = 0.8 \) (not shown here for compactness), the velocity distribution resulting from the three forcing schemes is indistinguishable.

Below, we define the 2D power spectrum of the turbulence \( E(k_\parallel, k_\perp) \) in terms of the velocity \( u \) and magnetic field \( B \) as

\[
E(k_\parallel, k_\perp) = \sum_{k'} \left( \frac{1}{2} u_{k'}^* u_{k'} + \frac{1}{8\pi} B_{k'}^* B_{k'} \right),
\]

where \( u_{k'} = \mathcal{F}_k(u) \) and \( B_{k'} = \mathcal{F}_k(B) \) are the \( k = (k_\parallel, k_\perp) \) components of the discrete Fourier transform of \( u \) and \( B \), respectively, \( k_\parallel = (k \cdot B_0)/B_0^2 \) and \( k_\perp = |k_\perp| \).

The superscript * means the complex conjugate, and the sum extends for all the discrete modes, \( k' \), with components in the interval \( k_\parallel \leq |k'|_\parallel < (k_\parallel + 1) \), and \( k_\perp \leq |k'|_\perp < (k_\perp + 1) \).

The 1D power spectrum \( E(k_\parallel) \) is defined by

\[
E(k_\parallel) = \sum_{k_\perp=0}^{k_{\perp,\text{max}}} E(k_\parallel, k_\perp),
\]

such that

\[
E_{\text{turb}} = \frac{1}{2} (u^2) + \frac{1}{8\pi} (B^2) = \sum_{k_\parallel=0}^{k_{\parallel,\text{max}}} E(k_\parallel),
\]

is the total turbulent energy in the system, and the brackets, \( \langle \cdot \rangle \), represent average in space.

The transfer spectrum is obtained from the following procedure: we multiply \( u_{k'} \) by the Fourier transform of the momentum equation (assuming the incompressible limit by ignoring the density variations), and we add the Fourier transform of the induction equation multiplied by \( B_{k'}/(4\pi) \). We denote by \( T_k \) the time derivative of \( (u_{k'}^* u_{k'}/2 + B_{k'}^* B_{k'}/8\pi) \), when we neglect the forcing and dissipation terms:

\[
T_k = \Re \left\{ u_{k'}^* \cdot F_{k'} \left[ (u \cdot \nabla) u - \frac{1}{4\pi} (\nabla \times B) \times B \right] \right\} - \frac{1}{4\pi} \Re \left\{ B_{k'}^* \cdot F_{k'} \left[ \nabla \times (u \times B) \right] \right\},
\]

with \( \Re \) denoting the real part.

The perpendicular transfer spectrum \( T(k_\perp) \) is then defined by

\[
T(k_\perp) = \sum_{k'} T_{k'},
\]

with the sum extending over all the modes \( k' \), with the perpendicular components, \( k_\perp \), in the interval \( 0 \leq |k'_\perp| < (k_\perp + 1) \) (see, for example, Alexakis, et al. 2007; Alexakis 2011). The turbulence energy transfer is given by the maximum value of \( T(k_\perp) \):

\[
T_{\text{turb}} = \max \{ T(k_\perp) \}.
\]

As we are going to see in Section 4.2, Figure 11 shows the normalized 2D power spectrum distribution \( E(k_\parallel, k_\perp) \) for the same models presented in Figures 1 and 2, in the left and right column, respectively. By observing the distribution of modes with the highest values of energy (around \( 0 < k_\parallel L/2\pi, k_\perp L/2\pi < 4 \)), we can qualitatively assess the differences between the three different forcing schemes.

4 RESULTS

4.1 Compressibility and domain size effects

Left panels of Figures 3 and 4 show the dependence of \( \eta_{\text{f}} \), computed with the test-field method, with the \( M_A \) results in the simulations (see for example Schrinner, et al. 2005; Brandenburg, Rädler & Schrinner 2008). Each point in the curves corresponds to one model in Table 1 with anisotropic forcing (A), and points with the same shape and color correspond to models with the same sonic Mach number in Figure 3, and same box size in Figure 4. The values of the diffusivity are normalized by the estimate of the hydrodynamical turbulent diffusivity \( \eta_{\text{t ,rd}} = (1/3)\ell \nu_{\text{rms}} \), where \( \ell \) is the injection scale of the simulation (corresponding to the minimum wavenumber \( k_\parallel L/2\pi \)). The Alfvenic Mach number measured from the simulations is defined by, \( M_A = \nu_{\text{rms}}/\langle v_A \rangle \), where \( \langle v_A \rangle = (B/(4\pi \rho))^{1/2} \) is the Alfven velocity averaged in the domain. The quantities \( \nu_{\text{rms}}, \langle v_A \rangle, \) and \( \eta_{\text{f}} \) represent time averaged values of the respective space averaged quantities.

The left panel of Figure 3 compares models with the
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Figure 1. Central slice (xy-plane) showing the velocity modulus distribution at the final time of the simulations. Models with identical parameters but different forcing distributions in the k-space are compared. From top to bottom: A-forcing, Ab-forcing, and I-forcing. All simulations have the same Alfvénic Mach number \( M_A \equiv v_0/V_{A,0} = 0.4 \) and sonic Mach number \( M_S = 0.02 \). See Table 1 for the complete description of the simulations parameters.

Figure 2. Same as Figure 1, but for simulations with the Alfvénic Mach number \( M_A \equiv v_0/V_{A,0} = 0.2 \).
same domain size 16Lx1L, but three different values of sonic Mach number, $M_S = v_0/c_s$ (where $c_s$ is the isothermal sound speed of the simulation). For $M_A$ larger than a certain value $M_A^* (M_A^* \approx 0.5, 0.4, \text{and } 0.2 \text{ for } M_S = 0.32, 0.08, \text{and } 0.02, \text{respectively})$, we observe the approximate relation $\eta_{M} / \eta_{hyd} \sim M_A^3$. For $M_A < M_A^*$, this power-law dependence with $M_A$ seems to change asymptotically to $\eta_{M} / \eta_{hyd} \sim M_A^2$, with the constant of proportionality increasing with $M_S$. For the models with the lowest Mach number ($M_S = 0.02$) the value of $M_A^*$ is closer to the theoretical lower limit for validity of the classical weak turbulence (Equation 11). This limit is indicated by the vertical solid line in Figure 3.

The turbulent diffusion is naturally dominated by the motions of the injection scales, and the decorrelation time of the velocity fields at these scales can be expected to be directly related to the energy transfer time shown in the right panels of Figures 3 and 4. If the break of the dependence $\eta_{M} / \eta_{hyd} \sim M_A^2$ around some $M_A^*$ is caused by a change in the regime of the turbulence cascade (see Equation 6), the behavior of the energy transfer time $\tau_{M}$ (i.e., the time-scale for the energy in the injection scale to cascade to smaller scales) could also occur around the same values of $M_A^*$. We estimated $\tau_{M}$ dividing the total vertical energy $E_{\text{vert}}(k_M)=E_{\text{inj}}+E_{\text{reso}}$, where $E_{\text{inj}}$ and $E_{\text{reso}}$ are the kinetic and magnetic energies (in the incompressible limit), by the maximum value of the energy transfer spectrum, $T_{\text{vert}}$, which is approximately the energy transfer rate at the injection scale or the turbulence injection power; see below the description of the energy transfer spectrum, $T(k_I)$, in the right columns of Figures 5 and 10. Right panel of Figure 3 shows the dependence of $\tau_{M}$ (normalized by the estimate of the non-linear turbulence time $\tau_{\text{nl}} = \tau_{\text{vert}}$ at the injection scale), as a function of $M_A$; for the same models shown in the left panel. In fact, $\tau_{M}/\tau_{\text{nl}}$ follows approximately a well defined power law in $M_A$ for $M_A > M_A^*$, and becomes flatter for smaller values of $M_A$. The resulting power law does not coincide with that in the inertial range predicted for the weak turbulence regime, $\tau_{M}/\tau_{\text{nl}} \sim M_A^{-1}$. Instead, we obtain a dependency $\sim M_A^{-2}$. Models with the same sonic Mach number, $M_S = 0.02$, but different domain sizes are compared in the left panel of Figure 4. The shorter the parallel extension $L_\parallel$ of the domain, the larger the departure from the relation $\eta_{M} / \eta_{hyd} \sim M_A^2$ for $M_A$ smaller than some $M_A^*$, which increases with the decrease of the domain size. The theoretical limits for the validity of the classical weak turbulence indicated by the vertical lines in Figure 3 are also shown in Figure 4. Each color corresponds to a different domain size (following the same color scheme for each set of simulations). We also observe in the right panel of Figure 4 that for simulations with $L_\parallel < 16L$, the curve for $\tau_{M}/\tau_{\text{nl}}$ deviates from a powerlaw for increasing values of $M_A^*$.

In the left panels of Figure 5 we present the 1D power spectrum of the total energy, $E(k_z)$, for simulations with different $M_A$. On the right column we present the energy transfer spectrum, $T(k_I)$, for the same models, normalized by $E_{\text{vert}}/\tau_{\text{nl}}$, which is the expected value of the energy transfer spectrum in the case of strong turbulence cascade. The presence of a plateau in the energy transfer spectrum is indicative of an inertial range, where the energy flux between scales is constant. The flatness of $T(k_I)$ just after the injection scale $k_{\parallel}L/2\pi \approx 3-4$ is important to guarantee that with the current resolution, the energy transfer rate from this scale (and therefore the velocity correlation time) is shorter than the dissipation time. If this were not the case, the measured $\tau_{M}$ could be dominated by the numerical effective viscosity, as the velocity decorrelation time would be of the order of the dissipation time (see Equation 6). The top panels show simulations with the highest $M_S = 0.32$, and domain size 16Lx1L. The middle panels show models with the smallest $M_S = 0.02$. In both sets, the power spectrum of the model with $M_A$ closer to unit shows a poor inertial range ($4 \lesssim k_{\parallel}L/2\pi \lesssim 10$). For this wavenumber interval, the normalized transfer spectrum decays roughly ten percent for the model with $M_S = 0.02$ (middle panel). As $M_A$ decreases, a gradual steepening in the spectrum is accompanied by the decrease on the energy transfer values at the injection scale, which is consistent with the increase of the energy transfer time. The power law index seems to become steeper than $-2$ (the value predicted for the weak turbulence regime) for the models with $M_S = 0.02$ (middle panels). The bottom panels show models with $M_S = 0.02$ and a domain size 1Lx1L, for which the validity of the classical weak turbulence has the theoretical lowest limit around $M_A = 0.5$. Below this value, the power spectrum does show the steepening seen in the model with extended domain (middle panel) with the decrease of $M_A$, and the transfer spectrum does not reduce substantially, which is consistent with a non increasing energy transfer time, confirming the previous analysis for these models (see the right panel of Figure 4).

Figure 6 compares the 2D energy spectrum for simulations from the same sets shown in Figure 5. On the left column the simulations have $M_A = 0.4$, and on the right column $M_A = 0.2$. Top and middle panels correspond to simulations with fixed domain size, $L_\parallel = 16L$, but different sonic Mach numbers, $M_S = 0.32$ (top panels), and $M_S = 0.02$ (middle panels). The less compressible simulations ($M_S = 0.02$) reveal two features which are not visible in the most compressible simulations ($M_S = 0.32$): a suppression in the energy cascade in the parallel direction (vertical axis and steepening of the energy spectrum in the perpendicular direction (horizontal axis)) when $M_A$ decreases. Both features are expected to emerge in the weak turbulence regime in the limit of incompressible MHD (Afv´ en waves turbulence). The bottom panels of Figure 6 correspond to simulations with the same compressibility as the middle panels ($M_S = 0.02$), but with a shorter domain size in the parallel direction $L_\parallel = 1L$. The two features described above for the simulations with larger domain size are clearly weaker in the simulations with shorter domain, which are out of the limit given by Equation 11 (at least near the injection scale).

We note in Figure 6 that the energy distributions in the parallel direction (vertical axis) present some “steps”. This is more evident in the right panels, for which the mean magnetic field is stronger (smaller $M_A$). The discontinuities of these steps appear in the parallel wavenumbers which are multiple of the wavenumber where the amplitude of forcing is maximum, $k_0L/2\pi = 4$ (see Table 1). We attribute this feature to some effect caused by the artificial distribution of the forcing on the parallel wavenumbers, for the A-forcing scheme. This distribution has a very short range, and drops abruptly after the maximum $k_0$. In Figure 11 (discussed in the next subsection), it is shown that these steps are much less pronounced in the simulations with the Ab-
forcing scheme, which has a smoother distribution of the amplitude in the k-space.

Figure 7 shows, for the same set of simulations presented in the Figures 3 and 4, the dependence of the ratio between the amplitude of the 2D component of the solenoidal velocity field, $\langle v_{2D, \text{sol}} \rangle$, and the total rms velocity $v_{\text{rms}}$, with $M_A$. We calculate $v_{2D, \text{sol}}$ from the Fourier components of the velocity field, $v_k$, by removing the vector components parallel to both $k$ and $B_0$ (that is, the vector components which are either potential or parallel to the mean magnetic field), and finally keeping only the modes for which $k_\parallel = 0$. The 2D velocity components are not excited by the A-forcing scheme, but they naturally develop in the system from the wave interactions. In the weak turbulence theory, the 2D modes are required as one component in the three-wave resonant interactions (although they can exist only in finite sized domains). As these velocities do not bend the magnetic field, they can easily mix the field lines in the perpendicular direction, similar to hydrodynamical motions ($\eta_{2D} \sim \ell v_{2D}$), dominating the diffusion rate. Similar to Figure 3, the left panel of Figure 7 compares simulations with the same domain size 16Lx1L, but different compressibility ($M_S$). Analogous to the behavior of $\eta_\|$, for $M_A > M_\star_A$, the values of $\langle v_{2D, \text{sol}} \rangle/v_{\text{rms}}$ converge to an approximate power law in $M_A$, and deviate from this trend for $M_A < M_\star_A$. Following the trend of $\eta_\|$, $\langle v_{2D, \text{sol}} \rangle/v_{\text{rms}}$ also increases with $M_S$. The right panel of Fig-
Figure 5. The energy spectrum $E(k_\perp)$ (left column) and the energy transfer spectrum $T(k_\perp)$ (right panel). In each panel, models from Table 1 with different Alfvénic Mach numbers $M_A$ are represented by curves with different colors. Top: models with sonic Mach number $M_S = 0.32$ and domain size $16L \times 1L$; middle: models with $M_S = 0.02$ and domain size $16L \times 1L$; bottom: models with $M_S = 0.02$ and domain size $1L \times 1L$. The power laws $\propto k_\perp^{-5/3}$ and $\propto k_\perp^{-2}$ are also depicted for comparison in the left panels. The gray area covers the wavenumbers range $4 < k_\perp L/2\pi < 10$ for which the transfer spectrum is approximately constant and close to its maximum value.
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Figure 6. The 2D energy spectrum $E(k_\parallel, k_\perp)$ distribution in the $(k_\parallel, k_\perp)$ plane. Each column corresponds to a different nominal Alfvénic Mach number $M_A = 0.4$. Left column: $M_A = 0.4$. Right column: $M_A = 0.2$. Top row: domain size $L_\parallel = 16L$ and sonic Mach number $M_S = 0.32$. Middle row: domain size $L_\parallel = 16L$ and sonic Mach number $M_S = 0.02$. Bottom row: domain size $L_\parallel = 1L$ and sonic Mach number $M_S = 0.02$. See Table 1 for the complete description of the simulations parameters.
Figure 7 compares simulations with the same $M_S = 0.02$, but different domain sizes. In this case all the sets of simulations show a similar qualitative behavior, i.e., $\langle v_{2D,\text{sol}} \rangle / \nu_{\text{rms}}$ increases with $M_A$. The magnitude of each curve is inversely proportional to the square root of $L_3$. In summary, the magnitude of $\langle v_{2D,\text{sol}} \rangle$ follows qualitatively that of $\eta_I$, but the dependence of the diffusivity with $M_A$ is stronger for $\eta_I$. There is no direct evidence that the mix caused by the 2D motions dominates the turbulent diffusivity, even for $M_A$ below $M_A^\ast$, for the simulations presented in Figures 3 and 4.

In order to quantify the amount of turbulent energy in compressible modes for the simulations, for each wave vector in the Fourier space we performed the projection of the MHD variables onto the magnetosonic slow and fast eigen-vectors. Figure 8 compares, for the same set of models presented in Figure 7, the ratio between the turbulent energy in each magnetosonic mode (slow and fast) and the total turbulent energy, as a function of $M_A$. The left panel compares models with different $M_S$ and fixed domain size $16Lx1L$. For the most incompressible run set ($M_S = 0.02$), the relative energy in the slow modes is nearly constant with the different values of $M_A$, keeping close to 0.5, and increases slightly with the decrease of $M_A$. The relative energy in the fast modes is about two orders of magnitude below that in the slow modes, and decreases slowly with the decrease of $M_A$. Only for the simulation with the smallest value of $M_A$ there is a sudden increase in the relative energy of the fast modes. The other sets of simulations, with larger values of $M_S$, show a trend for the decrease in the relative energy of the slow modes with the decrease of $M_A$, at the same time that the relative energy of the fast modes increases. For the most compressible simulation ($M_S = 0.32$), for the smallest values of $M_A$ the energy in the fast modes overpass the energy of the slow modes. The right panel of Figure 8 compares models with fixed $M_S = 0.02$ but different domain sizes. All sets of simulations behave similarly to the model with the largest domain size shown in the left panel.

### 4.2 Forcing effects

All the results described so far were derived from simulations using the turbulence forcing anisotropically distributed in the Fourier space (A-forcing). In order to test the sensitivity of these results to the forcing scheme, we have repeated the simulations with $M_S = 0.02$ and domain size $8Lx1L$ using two alternative forcings, one isotropically distributed inside a spherical shell in the k-space (I-forcing), and another where the amplitude of the modes inside a spherical shell are concentrated around $k_1/k_2 = 1$ using the modulation factor $\propto (k_1k_2/k^2)$ (Ab-forcing). This last forcing scheme can be thought as intermediate between the extreme A- and I-forcing cases (such as described in Section 3.1).

The left panel of Figure 9 shows that for simulations with the I-forcing, $\eta_I$ is essentially independent of $M_A$ for $M_A < M_A^\ast = 0.2$. Above $M_A^\ast$, this dependence follows a power law, $\eta_I/\nu_{\text{rms}} \sim M_A^{-\beta}$, which is much weaker than the observed for the A-models, where the power low dependence is $\sim M_A^{-3}$. The Ab-models behave similar to the A-models, with scaling of $\eta_I/\nu_{\text{rms}}$ between $\sim M_A^{-3}$ and $\sim M_A^{-2}$. In the right panel of Figure 9 we see that the energy cascading times, $\tau_{\text{casc}}$, around the injection scale, $\ell$, for the Ab-models are almost identical to those of A-models, at least for $M_A > M_A^\ast$. In contrast, the increase of $\tau_{\text{casc}}$ with the decrease of $M_A$ for the I-models is much slower than that for the A-models.

The turbulence energy spectrum $E(k)$ for the simulations with I- and Ab-forcing are shown in the left column of Figure 10. Their respective energy transfer spectrum, $T(k)$, are shown in the right column. We do not notice the steepening of the energy spectrum with the decrease of $M_A$ for the I-models as seen in the Ab-models and A-models (Figure 5). Considering the analysis of both, the energy cascading time (right panel of Figure 9) and the energy transfer spectrum (right panel of Figure 10), there is a difference between the I-models and the k-anisotropic forcing models A and Ab. Notice that all the forcing schemes produce similar energy spectrum for $M_A = 0.8$, therefore, the difference is manifested only in the presence of strong magnetic fields.

The 2D energy spectrum, $E(k)$, for simulations with the different forcing schemes are compared in Figure 11. The top, middle and bottom panels correspond to the I, Ab, and A forcings, respectively. Simulations in the left column have $M_A = 0.4$, and in the right column $M_A = 0.2$. We note that substantial differences between models with different forcing become evident for smaller values of $M_A$. The 2D energy spectrum for values of $M_A$ closer to unity are almost indistinguishable (not shown). The k-anisotropic models (middle and bottom panels) show steepening in the energy distribution in the perpendicular direction (horizontal axis), while this effect is not observed in the simulations with I forcing (top panels). In all the cases we observe a sharp steepening of the spectrum in the parallel direction (vertical axis) for $M_A = 0.2$.

With exception of the I-cases, the dependence of the diffusivity $\eta_I$ with $M_A$ for all the simulations with different forcings seems to be closely related to the behavior of $\tau_{\text{casc}}$ with $M_A$. Indeed, the left panel of Figure 12 shows that the values of $\langle v_{2D,\text{sol}} \rangle/\nu_{\text{rms}}$ for the I-models are much larger compared to the other forcing schemes. There is no surprise in this fact, as the 2D velocity modes are only forced in the I-models. These high 2D velocities can explain the diffusivity observed in the I-models, as $\eta_I/\nu_{\text{rms}} \sim \langle v_{2D,\text{sol}} \rangle/\nu_{\text{rms}}$.

Finally, the right panel of Figure 12 compares the relative turbulent energies in the magnetosonic slow and fast modes for the sets of simulations with the several forcings. No appreciable difference is observed between them.

### 4.3 Resolution effects

Figure 13 compares the models 16L-Ms0.02-A having resolution 2048x128^2 with the models 16L-Ms0.02-low-A with identical parameters but lower resolution 1024x64^2. The upper-left panel shows the diffusion coefficients $\eta$ as a function of $M_A$ (see also left panel of Figure 3). The scaling laws are very similar for both resolutions. Top right panel compares the normalized energy transfer time from the injection scale, $\tau_{\text{casc}}$, for these run sets (see also right panel of Figure 3). We observe that the curve for the set of simulations with lower resolution is slightly steeper, with the power law index in $M_A$ between $-2$ and $-3$ (for $M_A$ larger than some $M_A^\ast$). This difference of power laws in $\tau_{\text{casc}}$ probably reflects the almost imperceptible steeper power law in $\eta_I$ for the lower resolution model (top left panel). A small difference between cases with different res-
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Figure 7. Ratio between the rms value of the 2D component of the solenoidal velocity $\langle v_{2D,\text{sol}} \rangle$ and the total rms velocity $v_{\text{rms}}$, as a function of the Alfvénic Mach number $M_A = v_{\text{rms}} / \langle v_A \rangle$. Left: simulations with different sonic Mach numbers $M_S = v_0 / c_s$ are compared. Right: simulations with the same $M_S = 0.02$, but different domain sizes are compared. Each point in the curves corresponds to a model in Table 1. For each domain size (corresponding to different color curves on the right panel), a vertical solid line indicates the lower limit of $M_A$ given by Eq. 11 at the injection scale $\ell$.
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Figure 8. Ratio between the energy in each magnetosonic component of the turbulence and the total turbulent energy $E_{\text{turb}}$ as a function of the Alfvénic Mach number $M_A = v_{\text{rms}} / \langle v_A \rangle$. The continuous lines are for the energy in the slow modes $E_{\text{slow}}$, and the dashed lines are for the energy in the fast modes $E_{\text{fast}}$. Left: simulations with different sonic Mach numbers $M_S = v_0 / c_s$ are compared. Right: simulations with the same $M_S = 0.02$, but different domain sizes are compared. Each point corresponds to a model in Table 1. For each domain size (corresponding to different color curves on the right panel), a vertical solid line indicates the lower limit of $M_A$ given by Eq. 11 at the injection scale $\ell$.

Solutions is also visible in the lower left panel of Figure 13, which compares the relation between $\langle v_{2D,\text{sol}} \rangle / v_{\text{rms}}$ and $M_A$ (see also Figure 7). The higher resolution runs have relatively more energy in the 2D modes, and the difference between the cases with different resolution increases with the decrease of $M_A$ (although the maximum difference is still less than a factor of 2). Interestingly, when comparing the energies in the magnetosonic modes for the two resolutions (bottom right panel of Figure 13), we notice that the lower resolution runs show the same increase in the energy of the fast modes seen in the higher resolution ones for the smallest values of $M_A$. Nonetheless, this increase happens for higher values of $M_A$ in the lower resolution run, contrary to the reduction in the 2D solenoidal velocity fields. All the comparisons in Figure 13 suggest that the results for the simulations with the higher resolution (the same employed in all the simulations presented before in this Section) may be close to convergence with respect to the numerical resolution, at least for $\eta_f$ in the interval of $M_A$ considered.
5 DISCUSSION

The diffusion coefficient predicted by the reconnection diffusion (RD) theory in the sub-Alfvénic regime has been derived for the scenario of purely Alfvénic turbulence (i.e., the incompressible limit) in the weak regime. In addition, the scaling laws of the inertial range are assumed to be valid also at the injection scale, as the largest scale motions are responsible for the diffusion rate. The analysis of our simulations does not evince, entirely, the development of weak turbulence. The resolution available does not allow the analysis of the power law index of the turbulence spectrum, usually employed to characterize the turbulence. However, our estimate of the energy transfer rate at the injection scales shows a dependence $\propto M_A^{-\alpha}$ converging to $\alpha = 2 - 3$, which is much stronger than what is expected by the weak turbulence theory (WTT) at the inertial range, $\alpha = 1$. It should be pointed out that, to our knowledge there are no results in the literature showing a simulation of forced MHD turbulence reproducing clearly the results of the WTT. However, Meyrand, Kiyani & Galtier (2014) (see also Meyrand, et al. 2018) identified the WT regime at scales well below the outer scale in a simulation of decaying turbulence. Employing a spectral MHD code, Perez & Boldyrev (2008) performed simulations of forced reduced MHD turbulence and observed a perpendicular power spectrum consistent with the WTT when the injection is performed in a broad range of parallel wave-numbers, although far from the scenario of isotropic injection. From the observational side there is no clear evidence of the MHD WT until the date. The only observation that could be consistent with the WTT is the power spectrum of one of the magnetic field components in the Jupiter’s magnetosphere (see Saur, et al. 2002).

Despite of the lack of numerical simulations of forced MHD turbulence demonstrating the development of the WT for the cascade immediately from the isotropic injection scale and below, there are several studies (for example Alexakis 2011, 2012; Bigot & Galtier 2011) exploring forced turbulence in the sub-Alfvénic regime, with isotropic forcing (i.e., strong turbulence is not imposed by anisotropic forcing). These studies show the effects of limited box sizes, such as the development of a 2D dominated cascade, inverse cascade, and the influence of different types of forcing (selection of modes in the $k$-space), but none of them was able to reproduce the WT power spectrum.

In summary, although the WTT for Alfvén waves is relatively well founded, it seems challenging to produce simulations of forced MHD turbulence in this regime in order to test theories based on the WT scenario (as for example the predictions related to turbulent reconnection, RD, and cosmic ray diffusion). Besides, a robust observational evidence of the MHD WT in nature is still missing.

The simulations presented in this study are not incompressible. However, we kept the induced turbulence subsonic and, although the dominance of the Alfvén waves in the energy spectrum, some level of magneto-sonic waves is seen. The compressible code employed (the PENCIL CODE) has the advantage to have implemented the test-field method tested in a large number of studies to measure with precision the turbulent diffusion coefficient of the magnetic field. Although the scenario of the RD theory in purely incompressible, some degree of compressibility is expected in the turbulence in astrophysical environments (as for example, in star forming regions of molecular clouds). There is still no theory of weak turbulence for a compressible MHD gas. The cascade of fast modes is weak \(^3\) at least in subsonic turbulence (see Cho & Lazarian 2002). Slow modes only cascade

\(^3\) Weak here means that the interactions decrease with the amplitude of the waves, i.e. $\sim v_\ell / (c_s^2 + V_A^2)$, where $c_s$ is the sound velocity. The corresponding spectrum corresponds to $\sim k^{-3/2}$. The simulations in Kowal & Lazarian (2010) show that the power spectrum of fast modes can be shock-like, i.e. $\sim k^{-2}$. The latter result still requires further studies with other codes.
Figure 10. The energy spectrum $E(k_\perp)$ (left column) and the energy transfer spectrum $T(k_\perp)$ (right panel) for models with different turbulence forcing schemes. In each panel, models from Table 1 with different Alfvénic Mach numbers $M_A$ are represented by curves with different colors. All the runs have the same sonic Mach number $M_S = 0.02$ and domain size $8L \times 1L$. Top: isotropic forcing scheme $I$; bottom: anisotropic forcing scheme $Ab$. The power laws $\propto k^{-5/3}$ and $\propto k^{-2}$ are also depicted for comparison in the left panels. The gray area covers the wavenumbers range $4 < k_\perp L/2\pi < 10$ for which the transfer spectrum is approximately constant and close to its maximum value.

fast in the presence of strong Alfvénic turbulence. In the future, it is important to confirm our conclusions for the validity of the RD diffusivity prediction in the asymptotic incompressible limit using for example a spectral MHD code.

In view of all the points raised above, we cannot discard that the turbulence regime developed in our simulations is intermediary between the asymptotic weak and strong limits. This issue can only be investigated by further analysis of simulations with improved resolution. At present, our simulations do not have a clearly identifiable inertial range, although our analysis of the energy transfer spectrum indicates that the numerical dissipation at the injection scales (where the magnetic diffusivity is produced) operates at a rate lower than the cascade/decorrelation rate.

It is therefore surprising that, despite the turbulence statistics of our simulations cannot be directly related to the scenario of the RD theory, we still obtain results close to the predictions (at least when we consider the setups more suitable for the development of the WT).

It is also clear that compressibility modifies the dependence of the diffusion with $M_A$, making the diffusion rate closer to the dependence expected when turbulence is in the strong regime (i.e., when the critical balance $\ell_3/\delta u_a \sim \ell/\delta u_L$ is satisfied), and we have $\tau_{\rm cascade} \sim (\ell/\delta u_L)$ in eq. (6). In this situation the RD prediction would modify eq. (7) to $\tau_{\rm RD} \sim D_\perp \sim \ell \delta u_L \min (1, M_A^2)$. However, because the amplitude of the 2D modes of the velocity field increases with the sonic Mach number, it was not possible to disentangle their effects. It remains to explore the turbulent diffusivity in the presence of turbulence more strongly compressible, which is more realistic, e.g., for the interstellar medium. It could be performed by implementing the test-field method in a compressible, shock-capturing MHD code.

Two different forcing schemes for the anisotropic ampli-
Figure 11. The 2D energy spectrum $E(k_{\parallel}, k_{\perp})$ distribution in the ($k_{\parallel}, k_{\perp}$) plane for models with different turbulence forcing schemes. All the runs have the same sonic Mach number $M_{S} = 0.02$ and domain size $8L \times 1L$. Each column corresponds to a different nominal Alfvénic Mach number $M_{A,0} \equiv v_{0}/v_{A,0}$. Left column: $M_{A,0} = 0.4$. Right column: $M_{A,0} = 0.2$. From top to bottom: I-forcing, Ab-forcing, and A-forcing. See Table 1 for the complete description of the simulations parameters.
Figure 12. Ratio between the rms value of the 2D component of the solenoidal velocity ($v_{2D,sol}$) and the total rms velocity $v_{rms}$ (left), and the ratio between the energy in each magnetosonic component of the turbulence and the total turbulent energy $E_{turb}$ (right), as a function of the Alfvénic Mach number $M_A = v_{rms}/(v_A)$. In the right panel, the continuous lines are for the energy in the slow modes $E_{slow}$, and the dashed lines are for the energy in the fast modes $E_{fast}$. Models with different turbulence forcing schemes are compared in each panel. All the runs have the same sonic Mach number $M_S = 0.02$ and domain size 8Lx1L. Each point corresponds to a model in Table 1. For the parameters used in these simulations the vertical solid line indicates the lower limit of $M_A$ given by Eq. 11 at the injection scale $\ell$.

The present study also calls for a re-evaluation of the transport coefficients in the large scale dynamo context (for example for helical turbulence), taking into account all role of compressibility and domain size of the simulation. It is not clear if the same effects also affect the local simulations aimed to extract the mean field coefficients in the convective layer of the Sun or in accretion disks.

The present study supports the predictions of the RD theory at least in the incompressible limit, but it also points to an increase of the diffusivity rate due to the compressibility of the turbulence, alleviating the strong suppression caused by the mean magnetic field. The RD mechanism has been proposed (Lazarian 2005) and tested successfully (at least qualitatively) to solve problems related to star formation: the magnetic flux problem (Santos-Lima, et al. 2010; Leão, et al. 2013) and the magnetic braking catastrophe (Santos-Lima, de Gouveia Dal Pino & Lazarian 2012, 2013; González-Casanova, Lazarian & Santos-Lima 2016). Lazarian, Esquivel & Crutcher (2012) conclude from observations of molecular cloud cores that the mass-to-flux ratio of super-critical cores, compared to their envelopes, are more consistent with the transport of magnetic flux via RD than ambipolar diffusion (AD). More recent works on simulations of star formation processes, encompassing scales from molecular cloud clumps down to protostellar disks through the use of adaptive mesh, try to disentangle the role of other mechanisms that could solve these problems as well, like the misalignment of the angular momentum of the protostellar disk and the mean magnetic field, the interchange instability, and the ambipolar diffusion (see, for example, Hennebelle & Inutsuka 2019 and references therein). These studies in general do not quantify the turbulent magnetic
Figure 13. Comparison between models differing only by the numerical resolution. The plots show different quantities versus the Alfvénic Mach number $M_A = v_{\text{rms}}/(v_A)$. Top left: magnetic diffusion coefficients $\eta$ measured by the test-field method. Top right: energy transfer time $\tau_{\text{ener}} \equiv E_{\text{turb}}/T_{\text{turb}}$. Bottom left: ratio between the rms value of the 2D component of the solenoidal velocity $\langle v_{2D,\text{sol}} \rangle$ and the total rms velocity $v_{\text{rms}}$. Bottom right: ratio between the energy in each magnetosonic component of the turbulence and the total turbulent energy $E_{\text{turb}}$. The continuous lines are for the energy in the slow modes $E_{\text{slow}}$, and the dashed lines are for the energy in the fast modes $E_{\text{fast}}$. All the runs have the same sonic Mach number $M_S = 0.02$ and domain size $8L \times 1L$. Each point corresponds to a model in Table 1. For the parameters used in these simulations the solid continuous line indicates the lower limit of $M_A$ given by Eq. 11 at the injection scale $\ell$.

flux transport (due to the inherent difficult to perform this measurement), and it is far from clear if their resolution is able to represent the RD in these global simulations. For example, Lam, et al. (2019) concluded that only a combination of turbulence and AD (each one dominating in different phases and/or regions) can allow the formation of rotationally supported protostellar disks which persist for sufficiently long times. We remark, however, that the combination “turbulent ambipolar diffusion” is an inconsistent concept: when there is turbulence, this means that the AD is subdominant; if AD is very strong, there is no turbulence (see a more complete discussion in the recent review by Lazarian, et al. 2020). The setting and interpretation of such global simulations depend on a full understanding of the RD mechanism driven by turbulence and the numerical simulation setup effects that can interfere in the RD diffusivity. The present study provides a contribution in this direction. Further study of the RD in the presence of gravity are required as the properties of turbulence can be modified by gravity. In fact, Santos-Lima, et al. (2010) found some evidences that the transport of magnetic flux via RD increases with the intensity of the gravitational potential.

6 SUMMARY AND CONCLUSIONS

In this work we tested numerically the dependence of the magnetic diffusion coefficient provided by reconnection induced by turbulence (Reconnection Diffusion, RD) with the Alfvénic Mach number of the turbulence.
all our 3D MHD simulations we imposed an initially uniform magnetic field and focused on the sub-Alfvénic regime. The turbulence is forced isotropically in the space. Although we envision applications of the results, e.g., to studies of the role of the RD during star-formation, inside molecular clouds where turbulence is expected to be trans-sonic or supersonic (Santos-Lima, et al. 2010; Santos-Lima, de Gouveia Dal Pino & Lazarian 2012, 2013; Leão, et al. 2013; González-Casanova, Lazarian & Santos-Lima 2016), in this study we have focused only in the subsonic case. The motivation is the direct comparison with the current RD theory, built on the scaling laws provided by the Alfvénic turbulence in the weak regime (for sub-Alfvénic isotropic injection). We employed the PENCIL CODE with the Test-Field method to extract the average diffusion coefficient from the simulations.

The RD theory assumes that the inertial range scale laws of the weak turbulence theory can be extended to the injection scales, leading to a diffusion coefficient $\eta$ proportional to the hydrodynamical value multiplied by the third power of $M_A$, when $M_A < 1$. We found no clear evidence of the development of the weak turbulence regime in our numerical simulations. In particular, the cascading time $\propto M_A^{-1}$ from the weak turbulence theory at the injection scale is not observed in any of our model sets. Due to limited resolution and the fast increase of the cascading time with the increase of the magnetic field intensity, our simulations do not show appreciable inertial range to allow a robust determination of the power law index of the power spectrum. Nonetheless, the diffusion coefficients we obtain seem to be consistent with the RD prediction $\eta \propto M_A^{3}$ when the domain size parallel to the uniform magnetic field is large enough to avoid the finite box size effects (see Nazarenko 2007 in the framework of reduced MHD) and the sonic Mach number small enough ($M_S \lesssim 0.02$). For smaller boxes and bigger values of $M_S$, we observed a dependence of $\eta$ more consistent with $M_A^2$, which could be the expected dependency in the strong cascading regime.

In the future, we will investigate both the incompressible limit to confirm the validity of the RD theory in a larger interval of $M_A$, and also the diffusivity provided by supersonic turbulence which is more realistic for star-forming environments. At the same time, more numerical investigation is necessary for the weak turbulence regime, as it is not yet clearly reproducible in direct simulations of forced turbulence.

Due to the omnipresence of MHD turbulence in astrophysics, the proper understanding of the turbulent diffusivity is of fundamental importance not only in the context of star-formation, but it has also important consequences for the more general reconnection problem, for the large scale turbulent dynamo operating in all scales (stars, accretion disks, galaxies), and for the propagation and acceleration of cosmic rays in astrophysical media.
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APPENDIX A: THE TEST-FIELD METHOD

The test-field method, developed initially for spherical geodynamo simulations (Schrinner et al., 2005), allows to compute unambiguously the contribution of the small scale on the large scale dynamics. In mean-field analysis this contribution is described by the electromotive force, \( \langle E_T \rangle = \langle u' \times B' \rangle \), where the primes denote small-scale fields. Consider that \( u' \) is the turbulent part of a velocity field, \( u \), in a given simulation, and also a set of test-fields, \( B' \) (these fields are independent between themselves and of the magnetic field of the simulation \( B \)), such that the evolution of \( B' \) may be computed in a set of partial differential equations which depends only on \( u \) and \( B' \). Thus, it is possible to compute the electromotive force due to the velocity field as \( \langle E_T \rangle = \langle u' \times B' \rangle \). For mean magnetic field varying slowly in space and time, and systems where averages in the \( x \) and \( y \) directions are meaningful, it is possible to write the electromotive force as

\[
\langle E_T \rangle = \alpha_{ij} (B_j) - \eta_{ij} (J_i),
\]

with, \( i,j = 1,2 \). Thus, with the use of 4 test fields it is possible to obtain the 4x4 components of \( \alpha \) and \( \eta \) (see Brandenburg, Rädler & Schrinner 2008).

For the simulations presented in this work, without rotation and with non-helical unstratified turbulence, the inductive terms in the electromotive force, \( \alpha_{ij} \), must be zero on average. Therefore, only 2 test fields would be sufficient to determine the turbulent diffusivity. Nevertheless, we use 4 test fields to verify the existence of other turbulent effects. These are given by

\[
\mathbf{B}^{\alpha} = B_0 (\sin kz, 0, 0), \quad \mathbf{B}^{\eta} = B_0 (0, \cos kz, 0),
\]

\[
\mathbf{B}^{\alpha x} = B_0 (0, \sin kz, 0), \quad \mathbf{B}^{\eta x} = B_0 (0, \sin kz, 0),
\]

where \( k = k_{\perp} = 2 \pi / L_{\perp} \). Thus, the \( \alpha \)-effect is given by the diagonal components of \( \alpha_{ij} \), \( \alpha_{xx} = \alpha_{11} \) and \( \alpha_{yy} = \alpha_{22} \), while the turbulent diffusion is given by \( \eta_{ij} = \frac{1}{2} (\eta_{11} + \eta_{22}) \). In addition, the turbulent driven advection of the magnetic field, often called turbulent pumping, can be measured by
\( \gamma = \frac{1}{2} (\alpha_{21} - \alpha_{12}) \). As expected, all the coefficients but \( \eta \) are consistent with zero.
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