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Abstract. We give a new, and hopefully more easily understandable, structural proof of
the decomposition of a $k$-valued transducer into $k$ unambiguous functional ones, a result
established by A. Weber in 1996. Our construction is based on a lexicographic ordering of
computations of automata and on two coverings that can be build by means of this ordering.
The complexity of the construction, measured as the number of states of the transducers
involved in the decomposition, improves the original one by one exponential. Moreover,
this method allows further generalisation that solves the problem of decomposition of
rational relations with bounded length-degree, which was left open in Weber’s paper.

EXTENDED ABSTRACT

1. Introduction

This communication is part of a complete reworking and rewriting of the theory of
$k$-valued rational relations and transducers which puts it in line with the theory of rational
functions (1-valued rational relations) and functional transducers and makes it appear as a
natural generalisation of the latter not only at the level of the results — as we recall in the
next paragraph — but also at the level of proofs.

It is decidable whether a transducer is functional (originally due to Schützenberger [13]);
as a consequence, the equivalence of functional transducers is decidable, and, above all, ev-
ery functional transducer is equivalent to an unambiguous one [5]. These results generalise
in a remarkable way to bounded valued rational relations and transducers. It is decidable
whether the image of every word by a given transducer is bounded (Weber [14]), it is deci-
dable whether it is bounded by a given integer $k$ (Gurari and Ibarra [6]), every $k$-valued trans-
ducer is equivalent to the sum of $k$ functional (and thus unambiguous) ones (Weber [15])
and the equivalence of $k$-valued transducers is decidable (Culik and Karhumäki [4]).

It is noteworthy that all the results just quoted for functional transducers are now
(if not in the original papers) established by means of constructions conducted on the
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transducers themselves [2,9,11] whereas the corresponding results on $k$-valued transducers come, in some sense, “from outside” and, what is worse, from a different world for each of them. Gurari and Ibarra’s proof for the decidability of the $k$-valuedness relies on a reduction to the emptiness problem for a class of counter automata, Culik and Karhumäki’s one for the decidability of the equivalence appears in the context of the solution of Ehrenfeucht’s conjecture on HDTOL languages, and Weber’s proof of the decomposition — which we shall discuss more in detail below — is highly combinatorial and still somewhat detached from the transducers.

Our approach for those results are based on constructions which depend directly on the structure of the automata. They give back the subject a full coherence and yield systematically better complexity bounds. This will be illustrated in this paper with a new proof of the decomposition theorem which we restate below as Theorem 1.1. In [12] we give a new proof for the decidability of the $k$-valuedness.

**Theorem 1.1** (Weber [15]). Every $k$-valued transducer $T$ can be effectively decomposed into a sum of $k$ (unambiguous) functional transducers.

Our proof for Theorem 1.1 differs from the original one by three aspects. First, Weber’s proof is generally considered as very difficult to follow, whereas ours is hopefully simpler. Second, Weber’s construction results in $k$ transducers whose number of states is a double exponential on the number of states of $T$, whereas we obtain a decomposition of single exponential size. Third and finally, our method allows to solve the problem, posed by Weber, of the decomposition of bounded length-degree rational relations with a more general statement (in Weber’s question, $\theta$ is the length morphism):

**Theorem 1.2.** Let $\tau : A^* \rightarrow B^*$ be a finite image rational relation and $\theta : B^* \rightarrow C^*$ a morphism such that the composition $\tau \theta$ is $k$-valued. Every transducer $S$ realising $\tau$ can be effectively decomposed into $k$ transducers whose compositions with $\theta$ are functions.

Our proof makes use twice of the notion of covering of automata. A covering of an automaton $A$ is an expansion of $A$: a new automaton $\mathcal{B}$ whose states and transitions map to those of $A$, preserving adjacency and labels of transitions. Moreover, the outgoing transitions of every state of $\mathcal{B}$ map one-to-one to those of the projection, which implies a bijection between the successful computations of $A$ and $\mathcal{B}$. Typically, $\mathcal{B}$ is larger than $A$, for several states can have the same image. This allows to choose certain subsets of the computations of $A$ by erasing parts of $\mathcal{B}$.

The two coverings we are going to define are based on a lexicographic ordering on the computations. This method can be seen as a conceptual generalisation of the one used by H. Johnson in order to build a lexicographic selection of deterministic rational relations [7,8].

The first construction, explained in Section 3.3, is what we call the lag separation covering $U_N$ of a (real time) transducer $T$. It is parameterised by an integer $N$, and roughly speaking allows to distinguish between computations with same input and same output and

---

2By “decomposed” we mean that the relation realised by $T$ and the union of the relations realised by the $k$ transducers are the same.

3We write functions and relations using a postfix notation: $x \tau$ is the image of $x$ by the relation $\tau$ and thus the composition of relations is written by left-to-right concatenation. Let us recall that the rational relations are closed under composition [5].

4As we shall define in Section 2 transducers are automata of a certain kind.
whose \( \text{lat} \) is bounded by \( N \). If \( T \) is \( k \)-valued, we show that for a certain \( N \), \( \mathcal{U}_N \) contains a subtransducer \( \mathcal{V}_N \) which is equivalent to \( T \) and input-\( k \)-ambiguous\(^5\) (Proposition 1.12).

The second construction (Section 3.2) is what we call the {	extit{multi-skimming covering}} of an \( N \)-automaton. It proves the following {	extit{multi-skimming theorem}} for \( N \)-rational series:

\textbf{Theorem 1.3.} Let \( \mathcal{A} \) be a finite \( N \)-automaton with \( n \) states realising the series \( s \). There exists an infinite \( N \)-covering \( \mathcal{B} \) of \( \mathcal{A} \) such that for every integer \( k > 0 \), there exists a finite \( N \)-quotient \( \mathcal{B}_k \) of \( \mathcal{B} \) which satisfies: \( \mathcal{B}_k \) is an \( N \)-covering of \( \mathcal{A} \) with at most \( n (k+1)^n \) states; for every \( i \), \( 0 \leq i < k \), there exists an unambiguous subautomaton \( \mathcal{B}_k^{(i)} \) of \( \mathcal{B}_k \) which recognises the support of \( s - i \); there exists a subautomaton \( \mathcal{D}_k \) of \( \mathcal{B}_k \) whose behaviour is \( s - k \).

Here \( s - k \) is the series obtained from \( s \) by subtracting \( k \) to every coefficient larger than \( k \) and assigning 0 to the others. In particular, Theorem 1.3 says that, if \( \mathcal{A} \) is a \( k \)-ambiguous automaton, then there exists a finite covering \( \mathcal{B}_k \) of \( \mathcal{A} \) and unambiguous subautomata \( \mathcal{B}_k^{(0)}, \ldots, \mathcal{B}_k^{(k-1)} \) of \( \mathcal{B}_k \) such that the successful computations of the union \( \bigcup_i \mathcal{B}_k^{(i)} \) are in bijection with those of \( \mathcal{A} \). Of course, it is not new that \( s - k \) is a \( N \)-rational series when \( s \) is. This is an old result by Schützenberger which can be proved by iterated applications of Eilenberg’s Cross-Section Theorem \([5]\), or of the construction given in \([11]\). But all these methods yield an automaton whose size is a tower of exponentials of height \( k \). Theorem 1.3 thus answers a problem left open in \([11]\) with a solution which is better than the one that was conjectured there.

These coverings together give in two steps a decomposition of a \( k \)-valued transducer \( T \). First, the lag separation covering of \( T \) yields a transducer \( \mathcal{V}_N \) equivalent to \( T \) and whose underlying input automaton, say \( \mathcal{A} \), is \( k \)-ambiguous. Next, the multi-skimming covering applied to \( \mathcal{A} \) yields, as stated in the discussion after Theorem 1.3, \( k \) unambiguous automata \( \mathcal{B}_k^{(i)} \); the successful computations of the union of the \( \mathcal{B}_k^{(i)} \) are in bijection with those of \( \mathcal{A} \) and, as the transitions of every \( \mathcal{B}_k^{(i)} \) map on those of \( \mathcal{A} \), one can “lift” on them the output of the corresponding transitions of \( \mathcal{V}_N \); one thus obtain \( k \) unambiguous functional transducers \( \mathcal{Z}^{(0)}, \ldots, \mathcal{Z}^{(k-1)} \) decomposing \( T \) (see Figure 1).

\begin{equation}
\begin{array}{c}
T \leftarrow \mathcal{U}_N \leftarrow \cdots \rightarrow \mathcal{V}_N \rightarrow \bigcup_i \mathcal{Z}^{(i)} \rightarrow \mathcal{A} \\
\pi \downarrow \quad \pi \quad \pi \\
\bigcup_i \mathcal{B}_k^{(i)}
\end{array}
\end{equation}

Figure 1: Decomposition of a \( k \)-valued transducer \( T \). The simple edge stands for a covering; the dotted one represents an input-\( k \)-ambiguous subautomaton; the double ones are immersions; \( \pi \) is a projection on the underlying input automaton.

Our proof goes so to speak in the opposite way that Weber’s one: our first step is to build an input-\( k \)-ambiguous transducer from which the decomposition is extracted, whereas the existence of such a transducer is viewed in \([15]\) as a consequence of the decomposition. Moreover, although both proofs have a very general idea in common — a classification of computations from which at most \( k \) successful ones can be distinguished, for every input word — the way we do this is completely different. Indeed, Weber’s decomposition is

\(^5\)To be defined in the body of the paper.

\(^6\)When it comes to ambiguity in transducers, we distinguish between \textit{input-ambiguity} (called ambiguity in most of the references) and ambiguity of the transducer (which allows to define ambiguity for relations).
extracted from the strongly connected components of a graph built on a preliminary decomposition of $T$ into exponentially many functional transducers. We perform a selection among the computations of $T$ according to a lexicographic ordering on the transitions.

A rough estimation of the complexity (number of states, as a function on the number of states of $T$) of this two-step procedure gives a double exponential: one for the lag separation covering $U_N$ and other for the multi-skimming covering. However, a major feature of this construction is that every computation in the newly built automata corresponds to a computation in the original transducer — this is basically what we mean by structural proof — which allows to track down the usefulness of every newly created state. Then, a careful analysis shows that restricting the constructions to the trim parts of the automata the number of obtained states is bounded by $2^{O(hLk^3n^{k+4})}$ states, where $n$ is the number of states of $T$, $h$ is the size of the output alphabet and $L$ is the maximal length of the outputs of the transitions (Section 4.2). This is to be compared with the size of Weber’s decomposition described in [15], $2^{2^n}$, where $P = p(n + L + h + k)$ is a polynomial whose degree and coefficients do not seem to be easily derived from the arguments developed there.

The proof of Theorem 1.2 starts with the construction of $k$ unambiguous transducers decomposing the $k$-valued relation $\tau$. Next, we show that these transducers induce a decomposition of the set of successful computations of $S$. This gives a new set of $k$ finite transducers, not necessarily unambiguous, which decompose $S$ (Section 4.3).

Finally, let us note that — as explained in [15] — the improvement in the size of the decomposition from double to single exponential yields an improvement of the same order for the complexity of the decision of the equivalence of $k$-valued transducers.

2. Preliminaries

We basically follow the definitions and notation in [11, 15, 10].

The semiring of the nonnegative integers is denoted by $\mathbb{N}$, the set of words over a finite alphabet $A$ (the free monoid over $A$) by $A^*$ and the empty word by $1_A$. The length of $u \in A^*$ is denoted by $|u|$. The powerset of a set $X$ is denoted by $\mathcal{P}(X)$.

An automaton over a monoid $M$ is a labelled directed graph $A = (Q, M, E, I, T)$ defined by the set $Q$ of vertices, called states and $E$ of edges, called transitions, together with two subsets $I$ and $T$ of $Q$, the initial and final states respectively. Every transition $e$ in $E$ is associated with a triple $(p, m, q)$ of $Q \times M \times Q$, specifying its origin, label and end. Note that we shall explicitly consider cases where distinct transitions have the same origin, label and end, even though we take the liberty to write $e : p \xrightarrow{m} q \in E$ meaning a transition $e$ associated with $(p, m, q)$. The automaton $A$ is finite if $Q$ and $E$ are finite.

A computation in $A$ is a sequence of transitions $c : p_0 \xrightarrow{m_1} p_1 \xrightarrow{m_2} \ldots \xrightarrow{m_l} p_l$, also denoted as $p_0 \overset{m_1 \ldots m_l}{\rightarrow} p_l$. Its label is $m_1 \ldots m_l \in M$ and its length $l$. It is successful if $p_0 \in I$ and $p_l \in T$. The behaviour of $A$ is the set $|A| \subseteq M$ of labels of successful computations. These sets are the family $\text{Rat} M$ of the rational subsets of $M$.

A state of $A$ is accessible if it can be reached by a computation starting at some state of $I$, and co-accessible if some state of $T$ can be reached from it. The state is useful if it is both accessible and co-accessible, and we say that $A$ is trim if every state is useful.

If $M$ is a free monoid $A^*$ and the labels of transitions are letters, then $A$ is a classical automaton over $A$; we write in this case $A = (Q, A, E, I, T)$. If $M$ is a product $A^* \times B^*$, then every transition is labelled by a pair denoted as $u|x$ and consisting of an input word
u ∈ A* and an output one x ∈ B*; and A is a transducer realising a rational relation from A* to B*. The image of a word u ∈ A* by a transducer is the set of outputs of successful computations whose input is u. The transducer is called k-valued, for k ∈ N, if the cardinality of the image of every input word is at most k.

By using classical constructions on automata, every transducer can be transformed into a real-time one: a transducer whose labels are of form a|K, where a is a letter, K ∈ Rat B* and I and T are functions from Q to Rat B* [5, 10]. For finite image relations we may suppose that the transitions read a letter and output a single word, and the image of every final state is 1B*. In this case, the transducer is denoted rather as T = (Q, A, B*, E, I, T).

The underlying input automaton A of a real-time transducer T is the (classical) automaton obtained by forgetting the output of the transitions and replacing the functions I and T by their domains. The behaviour of A is the domain of the relation realised by T.

An N-automaton is an automaton labelled by letters with multiplicities in N attached to the transitions and to initial and final states. It realises an N-rational series: a function s : A* → N which assigns to u ∈ A* a multiplicity given by summing the multiplicites (product of the multiplicities of transitions) of the successful computations labelled by u.

Every N-automaton or real-time transducer can be described by a matrix representation (λ, μ, ν), where λ ∈ S Q (ν ∈ S Q) is a row (column) vector for the multiplicities of the initial (final) states, μ : A* → S Q×Q is a morphism, S = N for N-automata and S = Rat B* for transducers. The behaviour can be expressed by the function which maps every u ∈ A* to λ · uν · ν. This leads to call dimension the set of states of an automaton.

It will be useful to consider N-automata whose transitions are characteristic, that is, with multiplicity 1. Every N-automaton can be transformed into such a one by splitting every transition with multiplicity l > 0 into a set of l characteristic ones (Figure 3).

A morphism from B = (R, M, F, J, U) to A = (Q, M, E, I, T), denoted by φ : B → A, is a pair of mappings R → Q and F → E, both denoted by φ, such that Jφ ⊆ I, Uφ ⊆ T and for every e ∈ F, if e is associated with (p, m, q), then eφ is associated with (pφ, m, qφ). We say that φ is a covering if φ induces a bijection between the outgoing transitions of p and pφ, I is in bijection with J and Tφ−1 = U. An immersion is by definition a subautomaton of a covering. These conditions imply that every successful computation of B maps to a
successful computation of \( A \), and thus \(|B| \subseteq |A|\). In the case of coverings, there is indeed a bijection between the successful computations and thus \(|B| = |A|\) [9].

A covering of the split form of an \( N \)-automaton \( A \) is the split form of an \( N \)-covering of \( A \), see [3, 10, 11] for the definition of the latter. The \( N \)-series realised by an \( N \)-automata and any of its \( N \)-coverings are the same.

3. Lexicographic coverings

The idea of the two coverings we are going to define is to order lexicographically computations of automata, inasmuch as it can be done with words on some alphabet. Here, the alphabet is the set of transitions, and computations are seen as words on it.

3.1. The lexicographic ordering of computations

Let \( A = (Q, A, E, I, T) \) be a classical automaton. Fix a (partial) ordering \( \prec \) on \( E \) such that transitions are comparable iff they have the same label and origin. This ordering is extended on \( E^* \) and thus on the computations of \( A \) in such a way that it can be called a lexicographic ordering of the computations: \( c = e_1 e_2 \ldots e_l e_{l+1} \ldots e_n \) and \( d = e'_1 e'_2 \ldots e'_{l+1} \ldots e'_m \) (\( e_i, e'_j \in E \) for \( 1 \leq i \leq n \) and \( 1 \leq j \leq m \)) are such that \( c \prec d \) iff \( c \) and \( d \) have the same label (thus \( m = n \)) and there exists \( l \) such that \( e_i = e'_i \) for \( 1 \leq i \leq l - 1 \) and \( e_l \prec e'_l \).

\[
\begin{align*}
\text{Figure 4: A lexicographic ordering between the computations of } C_1 \text{ labelled by } bbb \text{ and starting at } p. \text{ Solid transitions are smaller than the dotted and dashed ones.}
\end{align*}
\]

The definitions for other kinds of automata are similar but, in order to give them the wanted meaning, a little bit more delicate: for \( N \)-automata, the ordering is put on the split form, and for real-time transducers, on the underlying input automaton [7].

3.2. The multi-skimming covering of an \( N \)-automaton

The aim of the multi-skimming covering of an \( N \)-automaton \( A = (Q, A^*, E, i, T) \) is to count, for every successful computation, the number of the smaller ones according to \( \prec \).

Let \( \xi : E \to \mathbb{N}^Q \) be the function from transitions to \( N \)-vectors indexed by \( Q \) defined by \( (e\xi)_r = \mathrm{card} \left( \{ f \in E \mid f : p \xrightarrow{a} r \text{ and } f \prec e \} \right) \), for \( e : p \xrightarrow{a} q \in E \) and \( r \in Q \).

**Definition 3.1.** The multi-skimming covering of \( A \) is the (infinite) \( N \)-automaton \( B \) of dimension \( Q \times \mathbb{N}^Q \) defined as follows:

\footnote{\text{In order to ease the explanation, we shall describe the constructions for automata with a single initial state. Computations starting at distinct initial states become ordered by extending } \prec \text{ to new transitions } i \xrightarrow{a} p \text{ starting at a “hidden” initial state } i, \text{ for every } p \in I. \text{ Initial multiplicities can be treated similarly.}
• the initial state is \((i, \vec{0})\) (where \(\vec{0}\) is the zero vector);
• the final states are \(T \times \mathbb{N}^Q\);
• for every \((p, v) \in Q \times \mathbb{N}^Q\) and every \(e : p \xrightarrow{\omega} q \in E\), \((p, v) \xrightarrow{\omega} (q, v \cdot a\mu + e\xi)\) is a transition of \(B\) (where \(\mu\) is the morphism of the matrix representation of \(A\)). \(\Box\)

It follows from this definition that for every state \((p, v)\) of \(B\), the outgoing transitions of \((p, v)\) are in bijection with those of \(p\). Thus, the projection \(\varphi\) of \(B\) on the first component is an \(N\)-covering of \(A\). The property below follows by induction on the length of computations:\(\textsuperscript{8}\)

**Property 3.2.** Let \(C : (i, \vec{0}) \xrightarrow{u} (p, v)\) be a computation. For every \(q \in Q\), \(\nu_q\) is the number of computations \(d : i \xrightarrow{u} q\) such that \(d \prec C\varphi\) (where \(C\varphi\) is the projection of \(C\) on \(A\)). \(\blacksquare\)

We define as above the (finite) automaton \(B_k\) satisfying Theorem 1.3 the difference is that it counts until \(k - 1\). Let \(N_k = \{0, \ldots, k - 1, \omega\}\) be the quotient semiring of \(N\) given by the relation \(k = k + 1\) (\(\omega\) is the class of \(k\) and plays the role of an infinity). The dimension of \(B_k\) is \(Q \times N_k^Q\); transitions and initial and final states are defined as in Definition 3.1, but the matrix operations \(v \cdot a\mu + e\xi\) are made in \(N_k\). The morphism \(N \to N_k\) induces an \(N\)-quotient \(B \to B_k\), and as noted, \(B_k\) is an \(N\)-covering of \(A\). Figure 5 shows an example.

By induction on the length of computations, we have:

**Property 3.3.** Let \(C : (i, \vec{0}) \xrightarrow{u} (p, v)\) be a computation. For every \(q \in Q\), \(\nu_q\) is the number of computations \(d : i \xrightarrow{u} q\) such that \(d \prec C\varphi\), if this number is smaller than \(k\), or it is \(\omega\) otherwise. \(\blacksquare\)

**Proof of Theorem 1.3.** In view of Property 3.3, we can obtain the subautomata \(B_k^{(i)}\) of \(B_k\) by erasing the condition of being final of some final states of \(B_k\): each \(B_k^{(i)}\) is defined by choosing as final only the states \((p, v) \in T \times \mathbb{N}_k^Q\) such that \(\sum_{q \in T} \nu_q = i\); \(\mathcal{D}_k\) is the subautomaton of \(B_k\) defining as final the states \((p, v) \in T \times \mathbb{N}_k^Q\) such that \(\sum_{q \in T} \nu_q = \omega\). \(\blacksquare\)

### 3.3. The lag separation covering of a real-time transducer

Let \(T = (Q, A, B^*, E, i, T)\) be a real-time transducer. We aim at the lag separation covering of \(T\) at a selection between computations of this transducer with *same input and same output* (stated in Property 3.3). This will be useful in Section 4 to construct a input-\(k\)-ambiguous transducer from a \(k\)-valued one.

It is not possible in general to build a finite expansion which allows to select exactly one computation for each pair of words in the relation realised by the transducer, for this would lead to an unambiguous transducer and there exist rational relations which are inherently ambiguous. The idea is to fix a parameter \(N\) and compare only computations such that the differences of lengths of outputs along them (their “lag”) are bounded by \(N\).

At first, let us recall the **Lead or Delay action**, defined in \cite{2} to describe differences of words. We restate it in a slightly different form, based on the free group \(F(B)\) generated by \(B\): the quotient of \((B \cup \overline{B})^*\) by the relations \(\overline{x}x = xx = 1_{B^*}\) (\(x \in B\)), where \(\overline{B}\) a disjoint copy of \(B\). The inverse of \(u \in B^*\), denoted by \(\overline{u}\), is the mirror image of \(u\) with barred letters.

\(\textsuperscript{8}\)Computations of coverings will be represented with capital letters.
We denote by $1$ the empty word of $F(B)$ (which is the class of the empty word of $B$). Let $\Delta = B^* \cup \overline{B} \cup \{0\}$, where $0$ is a new element, a zero, not in $F(B)$, and $\rho : F(B) \cup \{0\} \to \Delta$ be the function $w \rho = w$, if $w \in \Delta$, and $w \rho = 0$ otherwise.

**Definition 3.4.** The Lead or Delay Action of $B^* \times B^*$ on $\Delta$ is defined by $w \langle x, y \rangle = \langle \overline{wx}y \rangle \rho$, $w \in \Delta$, $(x, y) \in B^* \times B^*$ (the product is taken with the rules $0x = x0 = 0$).

Intuitively, $1 \cdot (x, y)$ represents the “difference” of the words $x$ and $y$, being a positive word if $x$ is a prefix of $y$ (the lead of $y$ with respect to $x$), a negative word if $y$ is a prefix of $x$ (the delay of $y$ with respect to $x$), and $0$ if $x$ and $y$ are not prefixes of a common word.

**Definition 3.5.** Let $c : p \xrightarrow{a|x} q$ and $d : p' \xrightarrow{a|y} q'$ be two computations of $T$ with the same input $u$. As $T$ is a real-time transducer, $c$ and $d$ have the same length. We define their Lead or Delay, denoted by $\text{LD}(c, d)$, as the element $1 \cdot (x, y)$ of $\Delta$, and if $\text{LD}(c, d) \neq 0$, their lag as the integer $\langle c, d \rangle = \max\{|\text{LD}(c', d')| \mid c', d' \text{ prefixes of } c, d \text{ with the same length}\}$.

Similarly to the multi-skimming covering, the states of the lag separation covering of $T$ carry vectors indexed by $Q$. But in this case the “stored information” is the Lead or Delay between any computation and those which are smaller. Let $\xi : E \to \mathcal{P}(\Delta)^Q$ be the function given by $(e \xi)_r = \{(xy)\rho \mid f : p \xrightarrow{a|y} r \in E, f < e\}$, for $e : p \xrightarrow{a|x} q \in E$ and $r \in Q$.

**Definition 3.6.** The lag separation covering of $T$ is the (infinite) real-time transducer $U = (R, A, B^*, F, j, U)$ defined by

- $R = Q \times \mathcal{P}(\Delta)^Q$;
- $j = (i, 0)$ (where $0$ is the vector whose entries are all equal to $0$);
- $U = T \times R$;
- for every $(p, v) \in R$ and every $e : p \xrightarrow{a|x} q \in E$, $(p, v) \xrightarrow{a|x} (q, \overline{x} \cdot v \cdot a\mu + e\xi)\rho$ is a transition in $F$ (where $\mu$ is the morphism of the matrix representation of $T$, $\overline{x} \cdot v$...
is the vector obtained by multiplying on the left every entry of $v$ by $\bar{x}$, and $\rho$ is extended componentwise to vectors in $\mathfrak{P}(\Delta)^Q$.

As before, for every state $(p, v)$ of $\mathcal{U}$, there is a bijection between the outgoing transitions of $(p, v)$ and those of $p$: the projection $\varphi$ of $\mathcal{U}$ on the first component is a covering on $T$. By induction on the length of computations, we have:

**Property 3.7.** Let $C : (i, \bar{0}) \xrightarrow{u|x} (p, v)$ be a computation of $\mathcal{U}$. For every state $q$ of $T$, $v_q$ is the set of Lead or Delay of $C\varphi$ (the projection of $C$ on $T$) and any computation of $T$ smaller than $C\varphi$ and which ends in $q$: $v_q = \{\text{LD}(C\varphi, d) \mid d : i \xrightarrow{a|y} q, \ d \prec C\varphi\}$. 

In order to build the announced selection of computations of $T$, we define a “bounded” lag separation covering where only the computations with lag bounded by $N$ are compared, so that only words in $\Delta_N = B^{\leq N} \cup T^{\leq N}$ are “stored” in the entries of the vectors $v$. Let $\rho_N : F(B) \to \Delta_N \cup \{0\}$ be the function defined by $w\rho_N = w$, if $w \in \Delta_N$, and $w\rho_N = 0$ otherwise. The element $0$ is intentionally omitted from $\Delta_N$ in order to simplify the writing of Property 3.8 and in the extension of $\rho_N$ to $\mathfrak{P}(F(B))^Q$ the image of a word not in $\Delta_N$ will be seen as the empty set so that for $v \in \mathfrak{P}(F(B))^Q$, $v\rho_N$ is a vector in $\mathfrak{P}(\Delta_N)^Q$ (which does not contain $0$ in any of its entries). We define $\mathcal{U}_N$ as the (finite) transducer constructed as in Definition 3.6 but with states and transitions given by:

$$R = Q \times \mathfrak{P}(\Delta_N)^Q, \quad \forall (p, v) \in R, \forall e : p \xrightarrow{a|x} q \in E \quad (p, v) \xrightarrow{a|x} (q, (\bar{x} \cdot v \cdot a \mu + e \xi)\rho_N) \in F.$$ 

Due to the fact that $\rho_N$ is not a morphism, it is not true in general that $\mathcal{U}$ is a covering of $\mathcal{U}_N$; but $\mathcal{U}_N$ is another covering of $T$. By induction we have (see Figure 6(a)):

**Property 3.8.** Let $C : (i, \bar{0}) \xrightarrow{u|x} (p, v)$ be a computation of $\mathcal{U}_N$. For every state $q$ of $T$, $v_q = \{\text{LD}(C\varphi, d) \mid d : i \xrightarrow{a|y} q, \ x, y \text{ prefixes of a common word, } d \prec C\varphi, \ (C\varphi, d) \leq N\}$. 

The wanted selection is a consequence of Property 3.8 and can be stated as follows:

**Property 3.9.** Let $\mathcal{V}_N$ be the subtransducer of $\mathcal{U}_N$ obtained by removing the property of being final of every state $(p, v) \in T \times R$ such that $1 \in v_t$ for some $t \in T$. A computation $C$ of $\mathcal{V}_N$ is successful if, and only if, $C\varphi$ is successful in $T$ and for every successful computation $d$ of $T$ smaller than $C\varphi$ with (same input and) same output, $(C\varphi, d) > N$. 

The transducers $T$ and $\mathcal{V}_N$ are equivalent: if $(u, x)$ is in the behaviour of $T$, the smallest successful computation of $T$ labelled by $(u, x)$ is the projection of a successful one in $\mathcal{V}_N$.

The following remark on the trim part of $\mathcal{V}_N$ will be useful for the evaluation of the size of the decomposition (Section 4.2).

**Property 3.10.** Let $T$ be a trim and $k$-valued transducer with $n$ states, and whose output alphabet has $h$ letters. The number of useful states of $\mathcal{V}_N$ is bounded by $2^{2hnk^2n}$.

**Proof.** We write $\mathfrak{P}_{(i)}(X)$ for the set of the subsets with at most $l$ elements of a set $X$. Clearly, $\text{card}(\mathfrak{P}_{(i)}(X)) \leq \text{card}(X)^l$. The hypothesis that $T$ is trim and $k$-valued together with Property 3.8 imply that the vectors in the useful states of $\mathcal{V}_N$ have in every coordinate at most $k$ words, thus these states belong to $Q \times \mathfrak{P}_{(i)}(\Delta_N)^Q$. The cardinality of this set is at most $n \cdot \left(\text{card}(\Delta_N)^k\right)^n \leq n \cdot \left((2h)^{Nk^2}\right)^n$. This is clearly bounded by $2^{2hnk^2n}$. 

\[ \square \]
4. Decomposing a $k$-valued rational relation

As said in the introduction, we first prove a result for $k$-valued transducers:

**Theorem 4.1.** Any $k$-valued transducer is equivalent to an input-$k$-ambiguous one.

This will be established by the lag separation covering: for some adequate $N$, $V_N$ is input-$k$-ambiguous (Proposition 4.2). Next, Theorem 1.1 is proved by applying the multi-skimming covering on the underlying input automaton of $V_N$ (Section 4.2).

4.1. From a $k$-valued transducer to an input-$k$-ambiguous one

**Proposition 4.2.** Let $T$ be a real-time transducer with $n$ states and lengths of outputs of transitions bounded by $L$. If $T$ is $k$-valued, then for $N \geq L\cdot n^{k+1}$, $V_N$ is input-$k$-ambiguous.

The crux of the proof is a combinatorial property stated in Theorem 2.2 of [15], and restated here as Lemma 4.3. In this lemma, $T^{k+1}$ is the cartesian product of $T$ by itself $k+1$ times, a natural generalisation of the squaring of $T$ defined in [2] to establish the decidability of the functionality of transducers. In $T^2$, every computation corresponds to a pair of computations of $T$ with the same input; in $T^{k+1}$, every computation corresponds then to a $(k+1)$ tuple of computations of $T$ with the same input (this construction is heavily used in [12] to give a new proof of the decidability of $k$-valuedness).

**Lemma 4.3 (Weber [15]).** If $T$ is $k$-valued, then for every successful computation $c$ of $T^{k+1}$ there exists a pair $i, j$ of coordinates such that the projections $c_i$ and $c_j$ satisfy $\text{LD}(c_i, c_j) = 1$ (that is, $c_i$ and $c_j$ have the same output) and $\langle c_i, c_j \rangle < L\cdot n^{k+1}$.

A concise proof for Lemma 4.3 can be derived from a property of the Lead or Delay action stated in Lemma 5 of [2]. Although not so long, it is omitted due to space constraints.

**Proof of Proposition 4.2.** Fix $N \geq L\cdot n^{k+1}$. By Property 3.9 distinct successful computations of $V_N$ with the same input either output distinct words or have a lag greater than $L\cdot n^{k+1}$. Hence $k+1$ distinct successful computations of $V_N$ with the same input word would project on a $(k+1)$-tuple of computations of $T$ that contradicts Lemma 4.3.

4.2. Decomposing the input-$k$-ambiguous transducer $V_N$

As observed in Section 3.2.3, $T$ and $V_N$ are equivalent (for every $N$). Thus, a decomposition of $V_N$ is also a decomposition of $T$.

Take $N = L\cdot n^{k+1}$ and let $A$ be the underlying input automaton of $V_N$. It is straightforward to decompose $V_N$ by applying the multi-skimming covering on $A$. By Proposition 4.2, $A$ is $k$-ambiguous, hence the multi-skimming covering yields unambiguous automata $B_{k}^{(0)}, \ldots, B_{k}^{(k-1)}$ which are immersions in $A$, and whose successful computations are in bijection with those of $A$. By lifting to the transitions of $B_{k}^{(0)}, \ldots, B_{k}^{(k-1)}$ the corresponding outputs in $V_N$ of the projected ones, we obtain unambiguous transducers $Z^{(0)}, \ldots, Z^{(k-1)}$ whose union is equivalent to $T$. Figure 6 shows an example with a given ordering for each covering. Other decompositions are obtained by varying these orderings.

The number of states of the decomposition depends on the following parameters of $T$: $n$ (number of states), $h$ (cardinality of the output alphabet), $L$ (maximal of the lengths of the outputs of transitions) and $k$ (valuedness). We claim:
(1) A lag separation covering \( U_N \) with \( N = 1 \). The \( \mathcal{F}(\Delta) \)-vectors (vertical projection) are indexed by \( \{p, q\} \), in that order. The dotted transition is larger than the solid one. The input-2-ambiguous (and equivalent to \( T \)) subtransducer \( V_1 \) is reduced to the states \( \{r, s\} \).

(b) The lifted transducers \( Z^{(0)} \) and \( Z^{(1)} \) from a 2-skimming of the input automaton of \( V \). The choices of final states yield \( Z^{(0)}: a^n \mapsto b^m (n \geq 0) \) and \( Z^{(1)}: a^n \mapsto b^{n+1} (n > 0) \).

Figure 6: A decomposition of the 2-valued transducer \( T \) of Figure 2

Property 4.4. Each transducer \( Z^{(i)} \) has at most \( 2^{O(hLk^4n^{k+4})} \) useful states.

The proof is based on a fine analysis of the useful states of \( Z^{(i)} \) and goes as follows. Let \( X \) be the set of useful states of \( V_N \) (as said in Section 3.3, \( X \subseteq Q \times \mathcal{F}(\Delta)^Q \)). Each transducer \( Z^{(i)} \) is obtained by the multi-skimming covering of the underlying input automaton of \( V_N \), hence its states belong to \( X \times N_k^X \) (assuming that \( Z^{(i)} \) was built on the trim part of \( V_N \)). By the stated properties of the constructions, we can derive that if \( (P, V) \) is useful in \( Z^{(i)} \), then \( V \) has at most \( kn \) entries different from 0. In other words, the set of coordinates of \( V \) having a nonzero value belongs to \( \mathcal{F}(\Delta) \). There are \( k \) possible nonzero values for each such coordinate, namely \( \{1, \ldots, k-1, \omega\} \), thus the number of useful states of \( Z_i \) is at most \( \text{card}(X) \cdot \text{card}(\mathcal{F}(\Delta)) = kn \). To conclude, it remains to use the discussion on the number of useful states of \( V_N \) at the end of Section 3.3. we have that \( \text{card}(\mathcal{F}(\Delta)) \leq (X)^{h \cdot n} \), and by Property 3.10, \( \text{card}(X) \leq 2^{2hNk^2n} \). With \( N = n^{k+1}L \), we obtain the bound of \( 2^{O(hLk^4n^{k+4})} \) states.

4.3. The morphic decomposition theorem

We turn now to Theorem 1.2, the proof of which goes in four steps. First, we construct a \( k \)-valued transducer \( T \) realising the composition \( \tau \theta \). This is done by relabelling the transitions of the transducer \( S \) realising \( \tau \): every transition \( p \xrightarrow{a|x} q \) of \( S \) is replaced by \( p \xrightarrow{a|x \theta} q \). Next, \( T \) is decomposed into \( k \) unambiguous transducers \( Z^{(0)}, \ldots, Z^{(k-1)} \). These transducers are immersions in \( V_N \) and, by composition of morphisms, also in \( T \); but it may be the case that not every successful computation of \( T \) is projected by some successful one in the union of the \( Z^{(i)} \). The third and crucial step (described more precisely below) consists, roughly speaking, to stick the successful computations of \( T \) to the transducers \( Z^{(0)}, \ldots, Z^{(k-1)} \) in order to obtain equivalent (thus functional) transducers \( W^{(0)}, \ldots, W^{(k-1)} \), not necessarily unambiguous, whose successful computations project on the whole set of successful computations of \( T \). Finally, the transitions of each \( W^{(i)} \) are relabelled in order to construct an
immersion of $S$: $e : p \xrightarrow{a|y} q$ in $W^{(i)}$ projects on a transition $f$ of $T$; the label of $f$ is, by construction, of form $a|x\theta$; the output $y$ of $e$ is replaced by $x$. This yields $k$ transducers decomposing $S$, not necessarily functional, but whose compositions with $\theta$ are functional.

The definition of the transducers $W^{(0)}, \ldots, W^{(k-1)}$ is based on a generalisation of the property of functional transducers that the lag between every pair of successful computations with same label is bounded by some integer (this appears implicitly in a proof of [2]).

**Property 4.5.** Let $N = n^{k+1}L$ and $K = 2(k + 1)N$. If $T$ is $k$-valued, then for every successful computation $c$ of $T$ there exists a successful computation $D$ in $Z^{(0)} \cup \cdots \cup Z^{(k-1)}$ with same input, same output and such that $\langle c, D\varphi \rangle < K$.\[\text{\blacksquare}\]

We can obtain each $W^{(i)}$ from the product of $T \times Z^{(i)}$ by the Lead or Delay action, see [2] for details. The part of this product restricted to states having Lead or Delay in $\Delta K$ projects on the successful computations of $T$ with lag smaller than $K$ with some successful computation in $Z^{(i)}$. The number of states of $W^{(i)}$ is bounded by $n \times M \times \text{card}(\Delta K)$, where $M$ is the number of states of $Z^{(i)}$. This is again of order $2^{O(hLk^4n^{k+4})}$.
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