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Abstract

Autonomous driving perceives the surrounding environment for decision making, which is one of the most complicated scenes for visual perception. The great power of paradigm innovation in solving the 2D object detection task inspires us to seek an elegant, feasible, and scalable paradigm for pushing the performance boundary in this area. To this end, we contribute the BEVDet paradigm in this paper. BEVDet is developed by following the principle of detecting the 3D objects in Bird-Eye-View (BEV), where route planning can be handily performed. In this paradigm, four kinds of modules are conducted in succession with different roles: an image-view encoder for encoding feature in image view, a view transformer for feature transformation from image view to BEV, a BEV encoder for further encoding feature in BEV, and a task-specific head for predicting the targets in BEV. We merely reuse the existing modules for constructing BEVDet and make it feasible for multi-camera 3D object detection by constructing an exclusive data augmentation strategy. The proposed paradigm works well in multi-camera 3D object detection and offers a good trade-off between computing budget and performance. BEVDet with $704 \times 256$ (1/8 of the competitors) image size scores 29.4% mAP and 38.4% NDS on the nuScenes val set, which is comparable with FCOS3D (i.e., 2008.2 GFLOPs, 1.7 FPS, 29.5% mAP, and 37.2% NDS), while requires just 12% computing budget of 239.4 GFLOPs and runs 4.3 times faster. Scaling up the input size to $1408 \times 512$, BEVDet scores 34.9% mAP and 41.7% NDS, which requires just 601.4 GFLOPs and significantly suppresses FCOS3D by 5.4% mAP and 4.5% NDS. The superiority of BEVDet tells the magic of paradigm innovation.

1. Introduction

2D visual perception has witnessed rapid development in the past few years and emerged some dominant paradigm like Faster R-CNN [33], which is competitive, scalable [10, 2, 4], and task-compatible [10]. However, with respect to the scene of autonomous driving where both performance and time-efficiency are required, the main tasks like 3D object detection and Bird-Eye-View (BEV) semantic segmentation are still conducted by different paradigms in the up-to-date benchmarks. For example, in the nuScenes [1] benchmark, the multi-camera 3D object detection track is dominated by image-view-based methods like FCOS3D [42] and PGD [43], while the BEV semantic segmentation track is dominated by the BEV-based methods like PON [54], Lift-Splat-Shoot [30], and VPN [28]. Which view space is more reasonable for perception in autonomous driving, and can we handle these tasks in a unified view space? Aiming at these questions, we propose BEVDet in this paper. With BEVDet, we explore the feasibility of detecting the 3D object in BEV, expecting a superior performance.
compared with the up-to-date image-view-based methods and a consistent paradigm with BEV semantic segmentation. In this way, we can further verify the feasibility of multi-task learning which is meaningful for time-efficient inference.

The proposed BEVDet, as illustrated in Fig. 2 defines and handles the perception problem in the BEV space. It is modularly designed with an image-view encoder for encoding features in image view, a view transformer for transforming the feature from image view into BEV, a BEV encoder for further encoding features in the BEV perspective, and a task-specific head for predicting the targets of the 3D object detection task. Benefiting from this modular design, we can reuse a mass of existing works which have been proved effective in other areas and expect a long way to upgrade this paradigm specific for autonomous driving. We haven’t designed any new models in this paper. Instead, we just focus on the feasibility of BEVDet and construct it with some mature works like SwinTransformer [23] for image-view encoder, Lift-Splat-Shoot [30] for view transformer, ResNet [11] for BEV encoder, and CenterPoint [48] for 3D object detection head.

When we start verifying BEVDet, for reasonable performance, the data strategy and the parameter number of BEVDet are set close to the image-view-based 3D object detector like FCOS3D [42] and Lift-Splat-Shoot [30]. Unexpectedly, we encounter a serious overfitting problem. This encourages us to apply a more complicated data augmentation strategy in the image view space as Lift-Splat-Shoot [30] with operations like rotation, scale variation, and random cropping. However, this modification can just partly relieve the overfitting problem when the BEV encoder is absent and even has a negative impact when the BEV encoder is present. We also observe that the view transformer connects the image view space and the BEV space in a pixel-wise manner, and thus, decouples them from the perspective of data augmentation. This makes the data augmentation in image view have no regularization effect on the subsequence modules (i.e., the BEV encoder and the 3D object detection head). Besides, the training data of the image-view encoder is N (i.e., the numbers of cameras like 6 in nuScenes [1]) times that of the subsequence modules. Insufficient training data also push the learning in the BEV space towards overfitting. Base on these observations, we suppose the overfitting problem is dominated by the strong fitting capacity of BEVDet in the BEV space. So, inspired by the LiDAR-based method [48], we apply an extra data augmentation strategy in the BEV space with flipping, scaling, and rotating operations for the model’s robustness on these aspects. This works well in preventing BEVDet from overfitting and makes it performs outstandingly on the nuScenes dataset.

As illustrated in Fig. 1, BEVDet achieves competitive performance (i.e., 29.4% mAP and 38.4% NDS) with an image size of 704 × 256, which is merely 1/8 of the competitors’ (i.e., 29.5% mAP and 37.2% NDS with 1600 × 900 image size in FCOS3D [42]). Scaling down the image size reduces the computing budget to merely 12% and offers a dramatic acceleration of 4.3 times (i.e., BEVDet with 239.4 GFLOPs and 7.3 FPS v.s. FCOS3D with 2,000 GFLOPs and 1.7 FPS). By applying a larger image size of 1408 × 512, BEVDet scores 34.9% mAP and 41.7% NDS, which has suppressed all existing paradigms with a relatively smaller computing budget of 601.4 GFLOPs and a faster inference speed of 2.3 FPS. Benefiting from explicitly encoding feature in BEV, BEVDet is genius in perceiving the targets’ translation, orientation, and velocity.

2. Related Works

2.1. Visual-based 2D Perception

Image Classification The renaissance of deep learning for visual-based 2D perception can be dated back to AlexNet [16] for image classification. From then on, the research community keeps pushing the performance boundary of image encoder by giving raise to residual [11], high-resolution [37], attention-based [6], and many other structures [38] [12] [7] [13] [31]. And at the same time, the powerful image encoding capacity also boosts the performance of other complicated tasks like object detection [33] [20], semantic segmentation [15] [45], human pose estimation [37] [14], and so on. As a simple task, the processing paradigm of image classification is dominated by Softmax [16] and its derivatives. The image encoding capacity determined by the network structure plays a vital role in this problem and is the main concern in the research community.

Object Detection Common object detection, aiming at both classification labels and the instance bounding boxes of all pre-defined objects, is a complicated task where paradigms also play a vital role. Two-stage method Faster-RCNN [33], one-stage method RetinaNet [20], and their derivatives [10] [2] [4] [39] [49] are the dominant methods in this area [21] [55]. Inspired by Mask-RCNN [10], multi-task learning has been an appealing paradigm in both the research community and industry community, owing to its great potential for saving computational resources by sharing backbone and promoting tasks by training jointly. The great impact of paradigm innovation in this area inspires us to exploit superior paradigms for better perception performance in the scene of autonomous driving, where the tasks are even more complicated and multi-task learning is rather appealing.
### Figure 2: Framework of the proposed BEVDet paradigm. BEVDet with a modular design consists of four modules: Image-view encoder, including a backbone and a neck, is applied at first for image feature extraction. View transformer transforms the feature from the image view to BEV. BEV encoder further encodes the BEV features. Finally, a task-specific head is built upon the BVE features and predicts the target values of the 3D objects. We take BEVDet-STTiny as an example for illustrating the channels of different modules.

#### 2.2. Semantic Segmentation in BEV

One of the main perception tasks in autonomous driving is to construct the maps of the surrounding environment. This can be achieved by semantic segmentation in BEV for the targets like drivable areas, car parking, lane dividers, stopping lines, and so on. The methods with leading performance in benchmark [1] are always with the same perception pipeline [34, 30, 28, 47]. In this pipeline, there are four main components: an image-view encoder for encoding features in image view, a view transformer for transforming the features from image view to BEV, a BEV encoder for further encoding the feature in BEV, and a simple head for pixel-wise classification. The success of this pipeline in BEV semantic segmentation inspires us to extend it to the 3D object detection task, expecting that the features in BEV can work well in capturing some targets of 3D objects like scale and velocity. Besides, we also seek a scalable paradigm where multi-tasks learning can be achieved with both high performance and high efficiency.

#### 2.3. Visual Based 3D Object Detection

3D object detection is another pivotal perception task in autonomous driving. In the last few years, KITTI [8] benchmark has fueled the development of monocular 3D object detection [24, 26, 50, 55, 32, 41, 40, 17]. However, the limited data amount and views make it inappropriate for developing more complicated paradigms. Recently, large-scale benchmark nuScenes [11] is proposed with more data and multiple views, offering a new perspective toward the paradigm development in multi-camera 3D object detection. Based on this benchmark, some paradigms have been proposed with competitive performance. For example, inspired by the success of FCOS [39] in 2D detection, FCOS3D [42] treats the 3D object detection problem as a 2D object detection problem and conducts perception just in image view. Benefitting from the strong spatial correlation of the targets’ attribute with the image appearance, it works well in predicting this but is relatively poor in perceiving the targets’ translation, velocity, and depth. Following DETR [3], DETR3D [44] proposes to detect 3D objects in an attention pattern, which achieves similar performance as FCOS3D but with a smaller computing budget and faster inference speed. PGD [43] further develops the FCOS3D paradigm by searching and resolving with the outstanding shortcoming (i.e. the prediction of the targets’ depth). This offers a remarkable improvement on the baseline but at the cost of more computing budget and larger inference latency. The prominent shortcomings of the existing paradigms encourage us to develop new ones for pushing the performance boundary in this area.

There are some pioneers [32, 18], who have exploited the 3D object detection task in BEV. Among them, also inspired by Lift-Splat-Shoot [30, 32], is the most similar one as ours. They apply the Lift-Splat-Shoot paradigm on monocular 3D object detection and make it competitive in the KITTI [8] benchmark by referring to the LiDAR for the
supervision on depth prediction. A similar idea can also be found in the concurrent work of DD3D [29]. Differently, without the reliance on the LiDAR sensor, we upgrade this paradigm by constructing an exclusive data augmentation strategy based on the decoupling effect of the view transformer. This is a more feasible way and plays a key role in enabling the BEVDet paradigm to perform competitively among existing methods.

3. Methodology

3.1. Network Structure

As illustrated in Fig. 2, BEVDet with a modular design consists of four kinds of modules: an image-view encoder, a view transformer, a BEV encoder, and a task-specific head. We verify the feasibility of BEVDet by constructing 3 derivatives with different structures as listed in Tab. 1. They are all constructed under the principle of containing a similar amount of parameters.

| Module          | Component          | BEVDet-STTiny | BEVDet-R50 | BEVDet-R101 |
|-----------------|--------------------|---------------|------------|-------------|
| Image-view Encoder | Backbone          | SwinTransformer-Tiny | ResNet-50  | ResNet-101  |
|                 | Neck               | FPN-LSS-512   | FPN-512    | FPN-256     |
| View Transformer | Lift-Splat-Shoot-64 | Lift-Splat-Shoot-80 | Lift-Splat-Shoot-64 |
| BEV Encoder     | Layer1             | 2× Basic-128  | 2× Basic-160 | 1× Basic-128 |
|                 | Layer2             | 2× Basic-256  | 2× Basic-320 | 1× Basic-256 |
|                 | Layer3             | 2× Basic-512  | 2× Basic-640 | 1× Basic-512 |
|                 | Neck               | FPN-LSS-256   | FPN-LSS-256 | FPN-LSS-128 |
| Head            | CenterPoint Head   | [48]           |            |             |

Table 1: BEVDet architecture. ‘-x’ denotes the number of channels in this module.

The substitutions include PON [34], VPN [28], PYVA [47], and so on. The adopted view transformer takes the image-view feature as input and densely predicts the depth through a classification manner. Then, the classification scores and the derived image-view feature are used in rendering the predefined point cloud. Finally, the BEV feature can be generated by applying a pooling operation along the vertical direction (i.e., Z coordinate axis as illustrated in Fig. 2).

BEV Encoder The BEV encoder further encodes the feature in the BEV space. Though the structure of this module is similar to that of the image-view encoder with a backbone and a neck, it perceives some pivotal cues like depth, scale, orientation, and speed, which is difficult for predicting in image view. We follow [30] to utilize ResNet [11] with classical residual block to construct the backbone and combine the features with different resolutions by applying FPN-LSS.

Heads The task-specific head is constructed upon the BEV feature. In common sense [1], 3D object detection in automatic pilot aims at the position, scale, orientation, and speed of movable objects like pedestrians, vehicles, barriers, and so on. Without any modification, we directly adopt the 3D object detection head proposed in [48] for prototype verification and fair comparison with the LiDAR-based pipelines like PointPillar [18] and VoxelNet [55].

3.2. Training BEVDet with a Customized Augmentation Strategy

The Isolated View Spaces The adopted view transformer [30] transforms the feature from image view to BEV in a pixel-wise manner. Given a pixel in the image plane $p_{image} = [x_i, y_i, 1]^T$ with a specific depth $d$, the corresponding coordinate in the 3D space is:

$$p_{camera} = I^{-1}(p_{image} \ast d)$$

where $I$ is the $3 \times 3$ camera intrinsic matrix. Common data augmentation strategies with operations like flipping, cropping, and rotating can be formulated as a $3 \times 3$ transforma-
ation matrix $A$ \[4\]. When a data augmentation strategy is applied on the input image (i.e., $p'_{\text{image}} = A[x_i, y_i, 1]^T$), to maintain the consistency between image pixel and the corresponding points in 3D space, inverse matrix of $A$ should be applied in the view transformation process \[30\]:

\[
p'_{\text{camera}} = I^{-1}(A^{-1}p'_{\text{image}} \ast d) = I^{-1}(A^{-1}A[x_i, y_i, 1]^T \ast d) = I^{-1}[(x_i, y_i, 1)^T \ast d] = p_{\text{camera}}
\]

As the view transformer connects the two view space in a pixel-wise manner, the augmentation strategy applied in image view space will not change the spatial distribution of the targets in BEV space when Eq.\[2\] is adopted. This makes performing complicated data augmentation strategies in the image view space feasible for BEVDet.

**BEV Space Learning with Data Augmentation.** With respect to the learning in the BEV space, the number of data is less than that in the image view space as each sample contains multiple camera images (e.g. each sample in the nuScenes benchmark contains 6 images \[1\]). The learning in the BEV space is thus prone to fall into overfitting. As the view transformer isolates the two view spaces in the augmentation perspective, we construct another augmentation strategy specific for the regularization effect on the learning in BEV space. Common data augmentation operations in 2D space are adopted including flipping, scaling, and rotating. In practice, the operations are conducted both on the output feature of the view transformer and the 3D object detection targets to keep their spatial consistency. It is worth noting that this data augmentation strategy is built upon the precondition that the view transformer can decouple the image-view encoder from the subsequent module. This is a private characteristic of BEVDet and may not be effective in the image-view-based methods, as they project the objects from three-dimensional space into the image view space. Their targets have a stronger spatial correlation with the input images.

### 4. Experiment

#### 4.1. Experimental Settings

**Dataset** We conduct comprehensive experiments on a large-scale dataset, nuScenes \[1\]. nuScenes dataset includes 1000 scenes with images from 6 cameras with surrounding views, points from 5 Radars and 1 LiDAR. It is the up-to-date popular benchmark for 3D object detection \[42, 44, 43, 29\] and BEV semantic segmentation \[34, 30, 28, 47\]. The scenes are officially split into 700/150/150 scenes for training/validation/testing. There are up to 1.4M annotated 3D bounding boxes for 10 classes: car, truck, bus, trailer, construction vehicle, pedestrian, motorcycle, bicycle, barrier, and traffic cone. Following CenterPoint \[45\], we define the region of interest (ROI) within 51.2 meters in the ground plane with a resolution of 0.8 meters by default.

**Evaluation Metrics** For 3D object detection, we report the official predefined metrics: mean Average Precision (mAP), Average Translation Error (ATE), Average Scale Error (ASE), Average Orientation Error (AOE), Average Velocity Error (AVE), Average Attribute Error (AAE), and NuScenes Detection Score (NDS). The mAP is analogous to that in 2D object detection \[21\] for measuring the precision and recall, but defined based on the match by 2D center distance on the ground plane instead of the Intersection over Union (IOU) \[1\]. NDS is the composite of the other indicators for comprehensively judging the detection capacity. The remaining metrics are designed for calculating the positive results’ precision on the corresponding aspects (e.g., translation, scale, orientation, velocity, and attribute).

**Training Parameters** Models are trained with AdamW \[25\] optimizer, in which gradient clip is exploited with learning rate 2e-4, a total batch size of 64 on 8 NVIDIA
We conduct all experiments based on Inference Speed i.e. paradigms like FCOS3D [42] and PGD [43], the inference speed is the average speeds and computing budgets are tested without data augmentation.

Data Processing By default in training process, the input images with 1600×900 resolution [1] are processed by random flipping, random scaling with a range of \( s \in [0.386, 0.55] \), random rotating with a range of \( r \in [-5.4^\circ, 5.4^\circ] \), and finally cropping to 704×256 resolution. The cropping is conducted randomly in the horizontal direction but is fixed in the vertical direction (i.e., \( (y_1, y_2) = (\max(0, s \times 900 - 256), \max(0, s \times 900 - 256) + 256) \), where \( y_1 \) and \( y_2 \) are the upper bound and lower bound of the cropping area.) In the BEV space, the input feature and 3D object detection targets are augmented by random flipping, random rotating with a range of \([-22.5^\circ, 22.5^\circ]\), and random scaling with a range of \([0.95, 1.05]\). Following CenterPoint [48], all models are trained with CBGS [54]. In testing time, the input image is scaled by factor of 0.48 and cropped to 704×256 resolution with a region of \((x_1, x_2, y_1, y_2) = (32, 736, 176, 432)\).

Inference Speed We conduct all experiments based on MMDetection3D [5]. The inference speed is the average upon 6019 validation samples [1]. For monocular paradigms like FCOS3D [42] and PGD [43], the inference speeds are divided by a factor of 6 (i.e. the number of images in a single sample [1]), as they take each image as an independent sample. It is worth noting that, the dividing operation may not be the optimal method, as processing in the batch pattern can speed up the inference of monocular paradigms. We suppose the computing budget is a more appropriate perspective for autonomous driving. All inference speeds and computing budgets are tested without data augmentation.

4.2. Benchmark Results

4.2.1 nuScenes val set

We comprehensively compare the proposed BEVDet with other paradigms like FCOS3D [42], its upgraded version PGD [43], and DETR3D [44]. Their numbers of parameters, computing budget, inference speed, and performance on the nuScenes val set are all listed in Tab. 2. We set the number of parameters of BEVDet close to competitors and test BEVDet with different input resolutions including 704×256, 1056×384, and 1408×512.

With merely 1/8 input size of the competitors (i.e., 704×256 for BEVDet vs. 1600×900 for FCOS3D, DETR3D, and PGD), BEVDet requires just 239.4 GFLOPs computing budget, can be processed in 7.3 samples per second, and scores 29.4% mAP and 38.4% NDS. It has a similar mAP performance as FCOS3D (29.5% mAP) and DETR3D (30.3% mAP) while requires far less computing budget (2,008.2 GFLOPs of FCOS3D, 1,016.8 GFLOPs of DETR3D), faster inference speed (1.7 FPS of FCOS3D, 2.0 FPS of DETR3D), and better performance on the composite indicator (37.2% NDS of FCOS3D, 37.4% NDS of DETR3D). BEVDet-1408×512 with 1/2 input size of the competitors requires 601.4 GFLOPs, can be processed in 2.2 FPS, and scores 34.9% mAP and 41.7% NDS. This configuration has suppressed all existing methods including PGD by 0.6% mAP and 1.0% NDS (i.e., the upgraded version of FCOS3D with more computing budget of 2,223.0 GFLOPs, slower inference speed of 1.4 FPS, but better performance of 33.5% mAP and 40.9% NDS). It is worth noting that BEVDet is potentially compatible with the method proposed in PGD. However, their combination is not within the scope of this paper and will be studied in future works.

Considering the translation (ATE), scale (ASE), orientation (AOE), velocity (AVE), and attribute (AAE) error of the truly positive results, BEVDet works well in predicting translation, orientation, and velocity, which agrees with common sense that it is easier for an agent to capture these kinds of information in BEV. On the other hand, BEVDet performs poorly in predicting attributes than the image-view-based methods like FCOS3D and PGD. We suppose that the appearance cues are damaged during the transfor-
Table 4: Results of ablation study on the nuScenes val set. IDA denotes Image-view-space Data Augmentation. BDA denotes BEV-space Data Augmentation. BE denotes BEV Encoder. The cropping strategy in vertical direction is \((y_1, y_2) = (s \times 900 - 256, s \times 900)\), which is different from the default setting.

| Methods | IDA | BDA | BE | mAP-best\(^\uparrow\) | NDS-best\(^\uparrow\) | mAP \(\uparrow\) | NDS \(\uparrow\) | mATE \(\downarrow\) | mASE \(\downarrow\) | mAEO \(\downarrow\) | mAVE \(\downarrow\) | mAEE \(\downarrow\) | #param. | GFLOPs | FPS |
|---------|-----|-----|----|-----------------|-----------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|----------|--------|-----|
| FCOS3D | ✓   | ✓   | ✓  | 0.295           | 0.372           | 0.254       | 0.300       | 0.730       | 0.291       | 0.690       | 1.077       | 0.233       | 52.5M     | 2,008.2 | 1.7 |
| A      | ✓   | ✓   | ✓  | 0.205(e11)      | 0.305(e18)      | 0.184       | 0.298       | 0.730       | 0.291       | 0.690       | 1.077       | 0.233       | 53.3M     | 183.8  | 7.8 |
| B      | ✓   | ✓   | ✓  | 0.281(e15)      | 0.328(e11)      | 0.175       | 0.274       | 0.762       | 0.344       | 0.708       | 1.171       | 0.325       | 53.3M     | 183.8  | 7.8 |
| C      | ✓   | ✓   | ✓  | 0.259(e18)      | 0.354(e18)      | 0.256       | 0.349       | 0.744       | 0.279       | 0.601       | 0.937       | 0.229       | 53.3M     | 183.8  | 7.8 |
| D      | ✓   | ✓   | ✓  | -               | -               | -           | -           | -           | -           | -           | -           | -           | 53.3M     | 183.8  | 7.8 |
| E      | ✓   | ✓   | ✓  | 0.221(e17)      | 0.309(e18)      | 0.215       | 0.306       | 0.777       | 0.283       | 0.703       | 1.111       | 0.249       | 27.8M     | 125.7  | 8.0 |
| F      | ✓   | ✓   | ✓  | -               | -               | -           | -           | -           | -           | -           | -           | -           | 27.8M     | 125.7  | 8.0 |
| G      | ✓   | ✓   | ✓  | -               | -               | -           | -           | -           | -           | -           | -           | -           | 27.8M     | 125.7  | 8.0 |
| G-R101 | ✓   | ✓   | ✓  | -               | -               | -           | -           | -           | -           | -           | -           | -           | 45.9M     | 206.0  | 7.3 |

The input size has a large impact on the performance and BEVDet with 1408\(\times\)512 input size has a 5% mAP superiority on that with 704\(\times\)256 input size. It is worth noting that with the increase of input size, the scale of the BEVDet computing budget is not a quadratic of the input size variance (i.e., 704\(\times\)256 with 239.4 GFLOPs v.s. 1408\(\times\)512 (\(\times\)1.88)), as the computing budget of the BEV encoder and heads is consistent. Besides, a larger input size has a negative impact on the velocity prediction, which is consistent among different backbones.

4.2.2 nuScenes test set

For the nuScenes test set, we construct BEVDet with SwinTransformer-Small backbone in image-view encoder. The input image size is set to 2112\(\times\)768. The computing budget increases to 2151.0 GFLOPs, which is close to the existing works like PGD [43] and FCOS3D [42]. We adopt a single model with test time augmentation. As listed in Tab. 3, BEVDet peaks on the nuScenes vision-based 3D object detection leaderboard \(^1\) with scores of 39.8% mAP and 46.3% NDS, suppressing the previous leading method PGD [43] by 1.2% mAP and 1.5% NDS. It is worth noting that the performance of vision-based BEVDet on composite indicator NDS has exceeded the classical LiDAR-based method PointPillars [18] (i.e. 30.5% mAP and 45.3% NDS), showing the feasibility and great potential of vision-based 3D object detection.

4.3. Ablation Studies

With a ResNet-based image-view encoder and an input size of 704\(\times\)256, we study how the performance of BEVDet is developed. In this process, some key factors play pivotal roles including Image-view-space Data Augmentation (IDA), BEV-space Data Augmentation (BDA), and BEV Encoder (BE). We compare the performance of different configurations in Tab 4. The evolution of loss, mAP, and NDS in the training process are illustrated in Fig. 3.

As a baseline, we simply replace the BE feature in LiDAR-based method CenterPoint [48] with the one generated by the view transformer proposed in [30]. In this configuration (A), all augmentation strategies are absent.

\(^1\)https://www.nuscenes.org/object-detection
During the training process, indicator mAP peaks at epoch 11 and falls into overfitting in the following epochs. Finally, the performance of the convergence is just 18.4% mAP. The performance of this configuration is far poor than the image-view-based method FCOS3D (29.5% mAP).

By merely applying Image-view-space Data Augmentation (IDA), the mAP performance of configuration B peaks at epoch 15 (18.5%) and finally scores 17.5%. The performance of this configuration is even worse than the baseline (A). In contrast, configuration C with BEV-space Data Augmentation (BDA) peaks at epoch 15 with 25.9% mAP and finally scores 25.6% mAP at epoch 20, which suppresses the baseline (A) by a large margin of 7.2% mAP. BDA plays a more important role than IDA in training BEVDet. By applying both IDA and BDA in configuration D, the mAP performance peaks at epoch 20 to 28.4%. IDA has a negative impact on the performance when BDA is absent but has a positive impact when BDA is present.

To study the impact of BEV Encoder (BE), we remove BE in configuration E, F, and G. The number of parameters drops by 48% from 53.3M to 27.8M. Comparing configuration G with D, BE boosts the BEVDet’s performance by 1.7% mAP, indicating that it is one of the key components in constructing the performance of BEVDet. By comparing configuration E, and F, we found that IDA can offer a positive impact when BE is absent, which is on the contrary when BE is present. We suppose that the strong perception capacity of BE can only be built upon the presence of BDA. In configuration G-R101, we replace the backbone of configuration G with ResNet-101, which is 2 times in depth. This configuration scores 27.5% mAP with a larger computing budget of 206.0 GFLOPs. Compared with configuration G, the gains are 0.8% mAP. Scaling up the image encoder with ResNet-101 backbone is a suboptimal manner when compared with configuration D.

With respect to the translation, scale, orientation, velocity, and attribute of the positive results, it is worth noting that IDA has a negative impact on predicting targets’ attributes (e.g., comparing configuration B with A, D with C, and F with E). BE has a positive impact on predicting the target’s attribute when IDA is absent (e.g., comparing configuration A with E and D with G). BDA has a positive impact on predicting targets’ velocity, scale, and orientation (e.g., comparing configuration D with B, C with A, and G with E).

### Table 5: Ablation study on the learning rate policies.

| Backbone      | Schedule | mAP↑ | NDS↓ |
|---------------|----------|------|------|
| BEVDet-R50    | Step     | 0.286| 0.372|
| BEVDet-R50    | Cyclic [46] | 0.268| 0.342|
| BEVDet-STTiny | Step     | 0.292| 0.384|
| BEVDet-STTiny | Cyclic [46] | 0.294| 0.384|

Learning Rate Policy  We merely test two kinds of learning rate policies: step and cyclic [46]. As listed in Tab.5, step policy works better than cyclic when ResNet-50 is adopted as the backbone of the image-view encoder. However, with respect to the SwinTransformer-Tiny backbone, the cyclic policy is better.

5. Conclusion

In this paper, we propose BEVDet, a powerful and scalable paradigm specific for multi-camera 3D object detection. BEVDet is constructed by referring to the success of solving BEV semantic segmentation in BEV and is developed by designing an exclusive data augmentation strategy. Different from the previous paradigms in multi-camera 3D object detection, BEVDet undertakes this problem in the Bird-Eye-View and offers superior cost-efficiency. In the large-scale benchmark nuSenses, BEVDet successfully pushes the performance boundary and is particularly good at predicting the targets’ translation, orientation, and velocity. Future works will focus on (1) improving the performance of BEVDet, particularly on targets’ attribute prediction. (2) studying multi-task learning on 3D object detection and BEV semantic segmentation.
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