Feature Selection for Analyzing Data Errors Toward Development of Household Big Data at the Sub-District Level Using Multi-Layer Perceptron Neural Network

https://doi.org/10.3991/ijim.v16i05.22523

Sumitra Nuanmeesri (✉)
Faculty of Science and Technology, Suan Sunandha Rajabhat University, Bangkok, Thailand
sumitra.nu@ssru.ac.th

Abstract—This research aims to analyze the patterns of data errors in order to fulfill the data required for household big data development at the sub-district level in Thailand. Feature Selection and Multi-Layer Perceptron Neural Network were applied, while the data imbalance was solved by the SMOTE method and the comparison between the CFS feature selection method and Information Gain (IG) feature selection method. Afterward, the datasets were classified the data errors by the Multi-Layer Perceptron Neural Network. Each model’s effectiveness was measured by the 10-fold cross-validation method. The research results revealed that the suitable data size after being adjusted data imbalanced was 400%. Once the data had been processed for developing the model, it was found that after being adjusted data size towards the application of the SMOTE, CFS feature selection technique, and classified data errors by the Multi-Layer Perceptron Neural Network, the model provided the highest level of effectiveness in data errors classification with an accuracy of 98.29%. Moreover, the application could effectively classify data errors and display the household big data at the highest level. The application evaluation results given by the experts and the users had an average mean of 4.69 and higher, a standard deviation of 0.47 and lower, which has the level of effectiveness of 93.78% and higher, while inter-quartile range values not over 1, a quartile deviation of no more than 0.5.
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1 Introduction

The development of big data in the field of health, economics, environment, activities, developments, and household demographics is crucial for community development. This is because comprehensive and accurate data can demonstrate the community’s genuine problems and demands in which the governmental agencies or responsible figures such as village leaders, subdistrict administrators, local people themselves, researchers, and the business sector can take advantage to solve the problems. Community demographics are considered a big data prototype linked with the national big data system, facilitating the data processing cycle and reflecting the genuine problems embedded in the data. Information is a highly valuable asset for any state or any agency because
inequality issues between the rich and the poor could be solved by rapidly developing grassroots economies in a systematic and clear direction. Quite often, governmental development projects are not consistent or correspond with the local people’s demand or cannot effectively solve problems. Community demographic data could contribute to the project proposals of the subdistrict development agencies since reliable data could be used for supporting their reports or budget proposals. Researchers, local people, and the public sector can altogether benefit from the data in terms of community and national developments.

In order to obtain the community data, it is necessary to get in touch or coordinate with community leaders. Primary data collection is required to develop big data for community development as well as the national development in each dimension. One of the most common problems while collecting community data is that the local people are hesitant to provide information. Even though both public and private sectors have tried to collect data from the local communities, local people rarely understand the overall picture because the analyzed data has not been accessible for the local people. Hence, they are reluctant to provide further information. As a result, the local people may not be able to see the whole picture or the real situations in their communities, leading to the inability to address the quick-response-needed issues. It is important to identify problems before resolving problems in the community.

Information technology at present offers many free services to establish online platforms and store data in the cloud system. For example, Google Forms can be instantly processed as long as there are internet connections. Although many areas lack internet access, it is still possible to record the data manually and then input it on Google Forms later. Collecting household data requires intervention in each household. However, some household leaders may lack literacy skills or have lousy eyesight, leading to an inability to read and fill in the questionnaire. Furthermore, this kind of project may also disturb the daily activities of the local people. Therefore, collecting household data for creating big data is considerably challenging. Nonetheless, when there is communication about the significance of data for local development, the local people are more likely to cooperate with the researchers. During the data collection process, it might have some problems. For instance, many data collectors were visiting each household, as shown in Figure 1. The data was recorded manually on the papers by data collectors before being input into the system, such as Google Forms by staff or officers. Therefore, the data was vulnerable to incorrect or repeated recordings. The fact that there are many respondents who may not have sufficient knowledge or literacy skills to understand the questions also leads to the same problems when inputting or processing data. Consequently, the charts in the application developed based on the deficient data may represent incorrect comparison results.

The goal of this study, hence, is to select features of data errors in order to support the system to fix data, provide accurate data for the users, and accurately predict features. As the collected dataset was small in size, the Synthetic Minority Over-sampling technique (SMOTE) was applied to adjust the data imbalance. Next, the dataset was used for selecting features towards two feature selection techniques, including Correlation-based Feature Selection and Information Gain. Once the features had been selected, the dataset was used for developing a model by the Multi-Layer Perceptron (MLP) Neural Network method. The model’s effectiveness was measured...
by the 10-fold cross-validation method in order to use the model for developing a mini big data system of community information in Samut Songkhram Province, Thailand. The system is expected to be accessible anywhere and anytime by any user who has a smartphone. Local communities, governmental agencies, researchers, and the business sector can make use of this information for supporting and developing the communities in the future.
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**Fig. 1.** Household data collection for establishing big data at the district level

2 **Related work**

The related works for applying the feature selection for analyzing data errors toward developing household big data at the sub-district level using Multi-Layer Perceptron Neural Network were described as follows.

2.1 **Synthetic minority over-sampling technique**

Classifying data which includes more than one class can lead to data imbalance problems and, eventually, an inaccurate classification that inclines towards majority classes. In this research, the Synthetic Minority Over-sampling technique (SMOTE) was applied to resolve the data imbalance issues. It is an empirical over-sampling algorithm, which extracts artificial samples from the minority class by inserting nearby existent samples. It is a method that resynthesizes data by increasing the class’s data size as much as the biggest class. A value was randomized to find the distance between it and every other value, and then the closest value was selected. The resynthesized data is represented in (1) [1][2].

\[
x_{nb} = x_o + R \cdot (\hat{x}_{nb} - x_o)
\]

where:
- \(x_{nb}\) is the newly synthesized data,
- \(x_o\) is the original random data,
- \(\hat{x}_{nb}\) is the nearest value or neighbor data,
- \(R\) is the random value range from 0 to 1.
2.2 Feature selection

Feature selection is a technique that selects features of datasets before classifying them. There are many feature selection methods, but they all aim to select the significant data solely. The data whose features had been selected could be used for rapid model synthesization and effective data classification. In this study, two feature selection techniques were applied as follows.

1) Information Gain (IG) [3] is a feature selection technique which measures the gain value of each node. The node with the highest gain value will be selected as the root node. Then, the rest of the data will be measured again to find the next node. The information gain was calculated and represented in (2).

\[
Gain(Y; X) = H(Y) - H(Y | X)
\]

(2)

where:

- \(Y\) is the feature value, which is a data class ranging between \(Y_1, Y_2, \ldots, Y_n\) where \(n\) is the number of features,
- \(X\) is the value of other features that are not classes ranging between \(X_1, X_2, \ldots, X_n\) where \(n\) is the number of features,
- \(Gain(Y; X)\) is the score value gained from sample randomization ranging between 0 and 1,
- \(H(Y)\) is the probability value gained from the randomization of \(Y\) samples,
- \(H(Y | X)\) is the probability value gained from the randomization of \(Y\) samples when compared to \(X\).

\(H(Y)\) and \(H(Y | X)\) are calculated in (3) and (4), respectively.

\[
H(Y) = -\sum_{i=1}^{k} P(Y = y_i) \log_2 P(Y = y_i)
\]

(3)

\[
H(Y | X) = -\sum_{i=1}^{k} P(X = x_i) H(Y | X = x_i)
\]

(4)

where:

- \(P(Y = y_i)\) is the probability value from \(y_i\) to \(y_{i'}\),
- \(P(X = x_i)\) is the probability value from \(x_i\) to \(x_{i'}\),
- \(k\) is the number of features.

2) Correlation-based Feature Selection (CFS) is a feature selection technique that depends on the link between the collections of features acquired from the assessment of feature prediction capacity utilized for data classification and inconsequential data management. CFS can rank the information subsets dependent on the information measurements and select the information subsets dependent on the information measurements concerning high and low connections between classes. For any immaterial data or any information with a low degree of relationship, they will be rejected, the equivalent with complex data dimensions which will be barred from the data dimensions with a high level of relationship. The equation for assessing the subsets of CFS data dimensions has appeared in (5) [4].
\[ M_{zc} = \frac{k \overline{r}_{zf}}{\sqrt{k + k(k-1)\overline{r}_{zf}^2}} \]  

(5)

where:
- \( M_{zc} \) is the value of data dimension subset which composes of \( k \) data dimension,
- \( k \) is the data dimension or features,
- \( \overline{r}_{zf} \) is the average value of the relationship of data dimension,
- \( \overline{r}_{zf} \) is the average value of the relationship between the variable and classes \( (f \in S) \).

### 2.3 Multi-layer perceptron neural network

Multi-Layer Perceptron Neural Network consists of the input layer, hidden layer, and output layer. In each layer, there are nodes or processing units. Moreover, there could be more than one layer hidden in each layer. The network applies the supervised learning pattern, which involves both Feed Forward and Backpropagation techniques, allowing the network to learn how to classify complex data. This network is widely used in the field of medicine. The operation of the Multi-Layer Perceptron Neural Network starts from inputting data into the input layer, followed by delivering the processed data to the output layer, as illustrated in Figure 2.

![Multi-layer perceptron neural network](image)

**Fig. 2.** Multi-layer perceptron neural network

Data processing requires the sum of the multiplication of inputs and weights, as shown in Equation 6. Next, the outputs shall be calculated by the Sigmoid function (See Equation 7). The outputs in the hidden layer will be transferred to the output layer where the processed outputs and the target outputs are compared. If the difference is not acceptable, the outputs will be sent back by the backpropagation process to the hidden layer and the input layer, respectively. Meanwhile, they also enter the weight adjustment process before being tested with the data. Finally, the outputs are then calculated with the Sigmoid function once again [5].

\[ n = \sum_{i=1}^{k} P_i W_i \]  

(6)
where:
\( n \) is the sum total of input \( P_i \) multiplied by weight \( W_i \) value,
\( i \) is the number of inputs or weight value,
\( x \) is to the input value.

2.4 Literature review

According to the previous studies on the solutions to data imbalance of big data, the most commonly used resolution techniques included Random Over Sampling (ROS), Random Under Sampling (RUS), and Synthetic Minority Over-sampling Technique (SMOTE), especially in case of the “double layer” scenarios. Nevertheless, with regards to big data cases, multiple layered imbalances have not been comprehensively explored; there have been only a few examinations so far. In this study, the model’s effectiveness was analyzed under the circumstances of multiple layered imbalances of big data by the SMOTE technique. The analysis results showed that it is necessary to slightly increase the overall effectiveness of the classifiers to the non-random datasets [6].

The Synthetic Minority Oversampling Technique has been applied to resolve the data imbalance by the random sampling method, together with the data cleaning techniques such as neighborhood adjustment or Tomek’s link in terms of big data. The results of competency and probability analysis of the heuristic sampling method based on the deep-learning Multi-Layer Perceptron Neural Network in the big data domain showed that the most effective classification could emerge when there was the application of the data cleaning process with the ANN output instead of using only the input attribute space. It can be seen that the adjustment of imbalanced classes could be applied to deep learning and big data scenarios [7].

Apparently, big data class imbalance resolutions have been adapted from conventional methods, especially sampling methods [8][9]. Nonetheless, recent research demonstrates that some conclusions drawn by the machine learning process were not applicable to the context of big data. To illustrate, it is normal for machine learning that SMOTE can provide better results than ROS [10]. However, in some cases, the results did not represent similar trends in big data contexts [11][12]. Additionally, not so many previous studies have focused on big data class imbalance resolution towards the application of “intelligent” or heuristic sampling methods [13][14].

Therefore, this research points out there should be more studies on how to resolve the data imbalance problems and select suitable features for predicting data errors. Effective machine learning performances can solve data imbalance problems by using heuristic sampling algorithms with regards to the scale of big data, including subdistrict household demographics in Thailand. The research results could be further applied to the research and development of grassroots economies, which can reduce poverty and inequality in society. The findings can also be used for preparing accurate, in-depth information at the household level of the country, as they can formulate a big data system displayed in the form of graphs that clearly illustrate the comparisons of the data.
Both public and private sectors, including the local communities, can access the data, which is provided via an online application, in order to develop the country together.

3 Methodology

The model development consists of 6 stages, including 1) preprocessing for data transformation, 2) data imbalance adjustment by SMOTE, 3) feature selection by CFS and Information Gain (IG), 4) model creation by Multi-Layer Perceptron Neural Network, 5) model’s effectiveness measurement by 10-fold cross-validation, and 6) development and deployment of the application, as illustrated in Figure 3.

3.1 Data preprocessing

This study collected household demographic data from 22 villages in 3 subdistricts, including Kradangnga and Bang Khonthi in Khonthi District and Bang Kaeo in Mueang District of Samut Songkhram Province. The household demographic data involved
general information of family members, health data, economic data, environment and surroundings data, local activities data, and local development data. These data contain 124 attributes or features in a total of 2,845 records, with approximately 14% of incomplete or inaccurate data, including duplicates, missing data, incorrect input, typo error, and inconsistent data or violated attribute dependency. The data was transformed into a comma-separated value (.CSV) file to be processed by Weka version 3.9 later.

3.2 Handling imbalanced data by SMOTE

The preprocessed data was found to be imbalanced in the solution classes. Thus, the research applied the Synthetic Minority Over-sampling technique (SMOTE), which is a data re-synthesisization method, to increase the number of randomized datasets with small classes by increasing the K value from 1–5 as an experiment. The results showed that the most effective K value was 5, and the random seed was 1. Then, the data size was increased starting from 100% until it reached the highest effective value measured by the 10-fold cross-validation. The experiment results showed that the most suitable data size was 400%. Thus, the data size increased from 2,845 records to 2,990 records, as illustrated in Figure 4.

3.3 Feature selection by CFS and IG

This research applied the preprocessed and adjusted-size data towards SMOTE and then inputted the data to the feature selection processes using the CFS and the IG in Weka. In this section, there are ten groups of data applied in this process, consisting of 1) the original dataset + CFS, 2) the original dataset + IG, 3) 100% of SMOTE + CFS,
4) 200% of SMOTE + CFS, 5) 300% of SMOTE + CFS, 6) 400% of SMOTE + CFS, 7) 100% of SMOTE + IG, 8) 200% of SMOTE + IG, 9) 300% of SMOTE + IG, and 10) 400% of SMOTE + IG. These resulting ten datasets were processed by feature selection technique will be used in modeling at the next process.

3.4 Model creation by multi-layer perceptron neural network

The adjusted-size data was delivered to the learning process in order to create a model by which the research team employed two feature selection techniques, CFS and IG, together with the Multi-Layer Perceptron Neural Network. The research team specified the parameters for the Multi-Layer Perceptron Neural Network model creation as follows: Hidden Layer = 4, Training Time = 500, Learning Rate = 0.3, and Momentum = 0.2. These parameters provided the highest effective results as measured by 10-fold cross-validation.

3.5 Effectiveness evaluation of the model

The developed model’s effectiveness was measured by the four effectiveness evaluation methods: the precision, the recall, the F-measure, and the accuracy [14][15][16][17]. Here are the equations that represented the tests of the model’s effectiveness.

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \tag{8}
\]

\[
\text{Precision} = \frac{TP}{TP + FP} \tag{9}
\]

\[
\text{Recall} = \frac{TP}{TP + FN} \tag{10}
\]

\[
F\text{-measure} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \tag{11}
\]

where:
- \(TP\) refers to when the targeted class is “Yes” and the model predicts it “Yes”.
- \(TN\) refers to when the targeted class is “No” and the model predicts it “No”.
- \(FP\) refers to when the targeted class is “No” but the model predicts it “Yes”.
- \(FN\) refers to when the targeted class is “Yes” but the model predicts it “No”.

3.6 Development and deployment of the application

This study developed an application that can be operated on both computers and smartphones based on the web application. It was scripted in PHP, HTML5, jQuery JavaScript-based. In addition, the Bootstrap framework was based on a cascade style sheet (CSS) and the jQuery function was also applied to the component arrangement on the screen design and user interface for displaying the output on both computers and smartphones.
mobile devices responsively. The XAMPP was set up and run to manage the MySQL database and Apache web server. The main workflow of the system is connected to the Weka software’s instruction set through Java for creating or loading the best-performing MLP model for use in data error handling. The PHP script controlled the overall processes between client and server and communicated via extensible markup language (XML) formatted. The developed application infrastructure is illustrated in Figure 5.

![Client side](image1)
![Server side](image2)

**Fig. 5.** The developed application infrastructure

The application development was divided into two major dimensions of users: the power users and the general users. The power users have rights for massive data processing, including exporting, importing, detecting, and managing data errors in the database. In case of detecting incorrect data, the system will run semi-automatically by displaying a message advising users to edit the correct information or automatically let the system take care of it. For general users, they are allowed to enter data individually into the database. Therefore, the system will immediately notify the users if any data errors are found in the data input process, such as data duplicates, missing values. Figure 6 illustrates the display of the application system on a smartphone.

![User interface on mobile devices](image3)

**Fig. 6.** The example of the user interface of the application on mobile devices
After developing the application to correct the data errors and display the subdistrict household big data of 3 subdistricts in Samut Songkhram Province, Thailand, a 10-minute video was filmed alongside creating a user guide to the developed application. They were published on Facebook, a popular online platform in Thailand with more than 45 million accounts [18]. This video aimed to help the users actively and continuously learn how to use the application. They could play, pause, repeat, fast forward or backward anytime they wanted to learn how to use the application. There were different icons and the ‘Help’ section that showed the advice and how to use the application for the users to learn by themselves. If the users have any questions, they could send an inquiry or videocall the operators via Facebook services.

Before the mobile application was evaluated, the training had been provided to 46 samples who voluntarily participated in the mobile application testing advertised on social media. In this research, the documents describing the protocols and research ethics were sent to the participants, asking them to give their consent to participate in the study.

The Black-box testing evaluated the developed system with five criteria indicators, including functional testing, compatibility testing, usability testing, performance testing, and security testing. All forty-six participants evaluated the system based on a 5-point Likert scale [19], as illustrated in Table 1.

| Scoring | Weighted Mean | Level of Effective |
|---------|---------------|--------------------|
| 5       | 4.51–5.00     | The highest        |
| 4       | 3.51–4.50     | The high           |
| 3       | 2.51–3.50     | The medium         |
| 2       | 1.51–2.50     | The little         |
| 1       | 1.00–1.50     | The least          |

In addition, the developed system was assessed in quartiles (Q), including the first quartile (Q1), the third quartile (Q3), the interquartile range (IQR), and the quartile deviation (QD), based on mean, standard deviation (SD), median (MED), and percentage.

4 Research results

In this experiment, the results of the model’s effectiveness and application evaluation and can be summarized as follows:

4.1 The results of data analysis by feature selection and multi-layer perceptron neural network

After adjusting the data imbalance towards the SMOTE method, the most suitable data size was 400%. The balanced data was then used to select features by comparing the effectiveness with two feature selection techniques, including CFS and IG. Multi-Layer Perceptron Neural Network was applied to create the model, and the 10-fold
cross-validation method was employed to measure the model. The results of the model evaluation are illustrated in Table 2 and Figure 7.

Table 2. The results of model evaluation

| Techniques       | % of SMOTE | Precision | Recall | F-Measure | Accuracy |
|------------------|------------|-----------|--------|-----------|----------|
| SMOTE+MLP        | Original   | 97.84     | 95.29  | 96.55     | 93.39    |
|                  | 100%       | 98.07     | 95.41  | 96.72     | 93.74    |
|                  | 200%       | 98.17     | 95.75  | 96.94     | 94.15    |
|                  | 300%       | 98.22     | 96.12  | 97.16     | 94.58    |
|                  | 400%       | 98.27     | 96.47  | 97.36     | 94.95    |
| SMOTE+CFS+MLP    | Original   | 97.86     | 96.25  | 97.05     | 94.34    |
|                  | 100%       | 98.08     | 96.14  | 97.10     | 94.44    |
|                  | 200%       | 98.92     | 97.09  | 97.99     | 96.12    |
|                  | 300%       | 98.21     | 95.76  | 96.97     | 94.24    |
|                  | 400%       | 99.35     | 98.91  | 99.13     | 98.29    |
| SMOTE+ IG+MLP    | Original   | 95.24     | 91.12  | 93.13     | 87.77    |
|                  | 100%       | 95.77     | 92.40  | 94.05     | 89.20    |
|                  | 200%       | 96.71     | 95.60  | 96.15     | 92.84    |
|                  | 300%       | 97.12     | 96.02  | 96.57     | 93.58    |
|                  | 400%       | 97.43     | 96.39  | 96.91     | 94.18    |

Fig. 7. The comparison of the model’s effectiveness evaluation
Moreover, the author compares the performance of the data error handling method for big data with other studies, as shown in Table 3. The scope of data error handling includes data duplicates (DUP), incorrect input (IC), missing value (MV), typo error (TPE), and inconsistent data or violated attribute dependency (VAD).

| Method                  | Dataset              | No. of Features | Handling        | Performance     |
|-------------------------|----------------------|-----------------|-----------------|-----------------|
| MLClean [20]            | Adult Census Income  | 15              | DUP             | Accuracy of 78.00% |
| Corleone [22]           | Restaurants [23]     | 6               | DUP             | Recall of 96.30% |
| CrowdER [24]            | Restaurants [23]     | 6               | DUP             | Recall of 100.00% |
| HoloClean [25]          | Flights [26]         | 6               | TPE, VAD        | Recall of 67.00% |
| Baran [27]              | Flights [26]         | 6               | TPE, VAD        | Recall of 100.00% |
| HoloClean [25]          | Hospital [28]        | 19              | TPE, VAD        | Recall of 71.00% |
| NADEEF [29]             | Hospital [28]        | 19              | TPE, VAD        | Recall of 92.80% |
| BigDansing [30]         | Hospital [28]        | 19              | TPE, VAD        | Recall of 92.90% |
| Baran [27]              | Hospital [28]        | 19              | TPE, VAD        | Recall of 88.00% |
| Mean-Median imputation  | Apollo Hospitals     | 25              | MV              | Accuracy of 100.00% |
| with Decision Tree [31] | [31]                 |                 |                 |                 |
| SMOTE+CFS+MLP           | Household            | 124             | DUP, IC, MV,    | Accuracy of 98.29% |
| (This study)            |                      |                 | TPE, VAD        | (Recall of 98.91%) |

### 4.2 Effectiveness evaluation results of the application

The application was evaluated towards the black-box testing by 9 experts in the field of information technology and community development and 37 users composed of community leaders, local people, researchers, and community developers.

The results of application evaluation by the nine experts towards the black-box testing revealed that the functional testing and compatibility testing had the highest mean value of 4.78 with a standard deviation of 0.44, while the usability testing and performance testing had a mean value of 4.67 and a standard deviation of 0.50. The security testing had a mean value of 4.56 with a standard deviation of 0.33. Overall, it had a mean value of 4.69 and a standard deviation of 0.47. In other words, the effectiveness evaluation results provided by the experts showed that the application was effective at the highest level.

Meanwhile, the results of application evaluation by the 37 users towards the black-box testing showed that the functional testing had the highest mean value of 4.84 with a standard deviation of 0.37. The compatibility testing, usability testing, and performance testing had mean value of 4.81 with a standard deviation of 0.40. The Security testing had a mean value of 4.73 and a standard deviation of 0.49. Overall, evaluated by the users, it had a mean value of 4.80 and a standard deviation of 0.40. That is to say,
the effectiveness evaluation results provided the users showed that the application was effective at the highest level.

Additionally, the developed system was also analyzed in terms of conformity by both the experts and the users in quartiles. The results suggested that the interquartile range values were not over 1, and the quartile deviation had no more than 0.5, indicating that all participants had the same opinion and evaluated the application in the same manner, as demonstrated in Table 4.

| Table 4. The results of the application evaluation |
|-----------------------------------------------|
| Indicators         | Experts | Users |
|                   | Mean    | SD    | Mean | SD    |
|                   | Q1      | MED   | Q3   | IQR   | QD   | Level of Effective |
| Functional testing| 4.78    | 0.44  | 5.00 | 5.00  | 0.00 | The highest (95.56%) |
| Compatibility testing| 4.78 | 0.44  | 5.00 | 5.00  | 0.00 | The highest (95.56%) |
| Usability testing | 4.67    | 0.50  | 4.00 | 5.00  | 1.00 | The highest (93.33%) |
| Performance testing| 4.67 | 0.50  | 4.00 | 5.00  | 1.00 | The highest (93.33%) |
| Security testing  | 4.56    | 0.53  | 4.00 | 5.00  | 1.00 | The highest (91.11%) |
| Total             | 4.69    | 0.47  | 4.00 | 5.00  | 1.00 | The highest (93.78%) |

5 Conclusion

Dealing with data errors is challenging for big data, including missing data, incorrect input, typo error, inconsistent data, or violated attribute dependency. Therefore, this research proposed the technique for analyzing and classifying the data errors using feature selection and Multi-Layer Perceptron Neural Network. Additionally, the original
dataset with imbalanced data was synthesized the minority class based on SMOTE up to 400%. Thus, the dataset was increased from 2,845 records to 2,990 records. Further, these datasets were processed by applying the feature selection technique between CFS and IG methods to compare the results. All datasets were classified the data errors based on Multi-Layer Perceptron Neural Network. Finally, each model’s effectiveness was evaluated by the 10-fold cross-validation technique.

It can be concluded from the research findings that the most suitable MLP model was the dataset that adjusted the data imbalanced was 400% of SMOTE and applied the CFS method. This model provided the highest effectiveness in data errors classification with an accuracy of 98.29%. The results showed that the application of CFS improved the accuracy of the model better than IG. Therefore, the most suitable model could be used to develop the application for data error handling and displaying household big data of the developing subdistrict household in Thailand. Moreover, the effectiveness of the developed application was evaluated by experts and users. It was shown that the application had the highest level of effectiveness. All mean of 4.56 and over on each indicator which has a standard deviation of not more than 0.53. Besides, the interquartile range values were not over 1, the quartile deviation was no more than 0.5, and the percentage was higher than 93%. All of the above showed that the development of subdistrict household big data in Thailand successfully analyzed data errors by CFS feature selection technique and Multi-Layer Perceptron Neural Network, with SMOTE data imbalance adjustment. Therefore, the developed application which based on MLP and CFS can help users process large amounts of data or enter data to be more accurate and help perform data cleansing in big data for the household at the sub-district level. However, this research does not cover all of them in detail when analyzing character-level errors in in-depth and unstructured data. Still, this study can only classify which data records have errors in attributes and how to correct them. Additionally, this research supports many attributes or features which have errors in the dataset.

Future studies should explore the development of data error classifying techniques to fulfill the data collected on social media and unstructured data, which can be further used to record household information to develop big data of diverse agricultural occupations and productions. Then compare the runtime with published studies.
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