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Abstract: This paper investigates robust observer based $H_\infty$ control problem for uncertain discrete-time Takagi-Sugeno fuzzy systems. By using fuzzy Lyapunov functions and some special derivations, sufficient relaxed conditions for synthesis of a fuzzy observer and a fuzzy controller for T-S fuzzy systems are derived in terms of a set of linear matrix inequalities (LMIs) which can be solved using a single-step procedure. The proposed approach provides more relaxed conditions comparing with the existing techniques in literature which use a quadratic Lyapunov function and the so-called two-step procedure, also ensures better $H_\infty$ control performance. Simulation example is presented to show the effectiveness of the proposed design method.
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1. INTRODUCTION

In recent years, the Takagi–Sugeno (T–S) fuzzy model has been proved to be a good representation of a wide class of nonlinear dynamic systems. The TS fuzzy dynamics model is a system described by the fuzzy if-then rules which gives local linear representations of nonlinear systems. In (Chang et al., 2011; Benzaouia and El Hajjaji, 2016), the stability analysis and synthesis problems for the T–S fuzzy models are studied by using the LMI technique.

According to the T–S fuzzy model, the concept of PDC (Benzaouia and El Hajjaji, 2016; Benzaouia et al., 2010; Benzaouia and El Hajjaji, 2011) was employed to design the observer-based fuzzy controller (Benzaouia and El Hajjaji, 2016; Lo and Lin, 2004). In the state feedback control theory, the whole information of the state are assumed as known and measurable. But, in many practical nonlinear control systems, some states are often unobservable. For this reason, the output feedback (Benzaouia and El Hajjaji, 2016; Nachidi et al., 2011) and the observer design technique (Lo and Lin, 2004; Benzaouia and El Hajjaji, 2016) are used. Applying the observer design approach, the fuzzy controller can be designed by the PDC technique with estimated states. In general, the design problem of the observer-based fuzzy controller cannot be directly solved by the linear matrix inequalities (LMIs) technique. Therefore, In (Lo and Lin, 2004), conditions guaranteeing the existence of observer-based $H_\infty$ controllers are given in terms of bilinear matrix inequalities (BMIs), which are not convex and NP-hard to solve. Besides, the so-called two-step procedure which appears as a drawback is proposed based on a single-quadratic Lyapunov function approach to both continuous and discrete-time problems with or without uncertainty. For discrete-time fuzzy systems without uncertainties, (Chang et al., 2011) has proposed a new design method of robust observer-based control based on $H_\infty$ norm and on a non-quadratic Lyapunov function. However, their technique uses also two steps for solving the stability conditions. An improvement of the control design method using one step procedure is proposed in (El Haiek et al., 2017).

This work presents a novel approach for the fuzzy observer-based $H_\infty$ control for a class of uncertain discrete-time T–S fuzzy systems. By applying the fuzzy Lyapunov function instead of a single-quadratic Lyapunov function approach together with some special derivations, relaxed stabilization conditions are proposed in terms of a set of LMIs, which gives less conservative results than that in (Lo and Lin, 2004). Furthermore, single-step procedure is used instead of the so-called two-step procedure. Simulation example and a comparison with some existing results are given to illustrate the merits of the proposed method.

The organization of this paper is as follows. Section 2 presents the structure of uncertain fuzzy system and gives some preliminaries. Section 3 contains the main result where new stability conditions for an uncertain fuzzy system via an observer-based robust $H_\infty$ control are given.
In Section 4, simulation example is provided to illustrate the design effectiveness. Finally, the conclusion is given in Section 5.

**Notations**: \( X = X^T < 0 \) (\( X = X^T \leq 0 \)) means the matrix \( X \) is symmetric and negative definite (symmetric and negative semi-definite). \( X^T \) denotes the transpose of \( X \). \( \text{sym}(M) \) means \( M + M^T \). The symbols 0 and 1 represent the identity and zero matrix with appropriate dimensions, respectively. The symbol \( * \) represents the symmetric term in a block matrix. The notation \( Y_h \) stands for \( \sum_{i=1}^{r} h_i(k)Y_i \) and \( Y_hD \) for \( Y_h + \Delta Y_h \).

### 2. PRELIMINARIES

Consider a discrete-time T–S fuzzy dynamic model with uncertainties, in which the ith fuzzy IF-THEN rule is described as:

\[
R^i : \text{if } \xi_1(k) \text{ is } M_{1i} \text{ and } ... \text{ if } \xi_p(k) \text{ is } M_{pi} \text{ then }
\begin{align*}
& x(k+1) = (A_i + \Delta A_i)x(k) + (B_i + \Delta B_i)u(k) + (E_i + \Delta E_i)w(k) \\
& z(k) = (C_{1i} + \Delta C_{1i})x(k) + (D_{1i} + \Delta D_{1i})c(k) + (F_i + \Delta F_i)w(k) \\
& y(k) = (C_{2i} + \Delta C_{2i})x(k) + (R_i + \Delta R_i)w(k)
\end{align*}
\]

where \( x(t) \in \mathbb{R}^n \) is the state variable, \( z(t) \in \mathbb{R}^q \) is the controlled output variable, \( w(t) \in \mathbb{R}^r \) is the disturbance variable, \( y(t) \in \mathbb{R}^c \) is the output variable. Matrices \( A_i \in \mathbb{R}^{n \times n}, B_i \in \mathbb{R}^{n \times m}, C_{1i} \in \mathbb{R}^{q \times n}, D_{1i} \in \mathbb{R}^{q \times m}, C_{2i} \in \mathbb{R}^{c \times n}, E_i \in \mathbb{R}^{c \times c}, F_i \in \mathbb{R}^{c \times r} \), \( R_i \in \mathbb{R}^{c \times c} \) are known real constant matrices, \( M_{di}, d = 1, 2, ..., r, i = 1, 2, ..., r \) are the fuzzy sets, \( r \) is the number of fuzzy rules, and \( \xi_d, d=1, 2, ..., p \) are premise variables. We assume that the premise variables do not depend on the state variables estimated by a fuzzy observer and control input vector.

\[
\Delta A_i, \Delta B_i, \Delta E_i, \Delta C_{1i}, \Delta D_{1i}, \Delta F_i, \Delta C_{2i}, \Delta E_i \text{ represent the time-varying uncertain matrices of appropriate dimensions, and can describe the modeling errors of the nonlinear system or the identification errors between an original nonlinear system and its local linear representation. We adopt the following form of uncertainties described in (Lo and Lin, 2004) :}
\]

\[
\begin{bmatrix}
\Delta A_{1i} \\
\Delta C_{1i} \\
\Delta C_{2i} \\
\Delta B_{1i} \\
\Delta D_{1i} \\
\Delta F_i
\end{bmatrix} =
\begin{bmatrix}
M_{1i} \\
M_{2i} \\
M_{3i}
\end{bmatrix}
\begin{bmatrix}
\Delta(k) \\
N_1 \\
N_2 \\
N_3
\end{bmatrix}
\]

Where the uncertain matrix satisfies \( \Delta(k)^T \Delta(k) \leq I \) and \( M_{di}, i = 1, 2, 3 \) are known real matrices of appropriate dimensions.

The T–S fuzzy model (1) is inferred as follows:

\[
\begin{align*}
& x(k+1) = A_hx(k) + B_hu(k) + E_hw(k) \\
& z(k) = C_hx(k) + D_hw(k) + F_hw(k) \\
& y(k) = C_hw(k) + R_hw(k)
\end{align*}
\]

The normalized membership functions are given by :

\[
\begin{align*}
& h_i(\xi(k)) = \frac{w_i(\xi(k))}{\sum_{i=1}^{p} w_i(\xi(k))} \\
& w_i(\xi(k)) = \prod_{d=1}^{p} M_{di}(\xi_d(k))
\end{align*}
\]

where \( M_{di}(\xi_d(k)) \) is the grade of membership of \( \xi_d(k) \) in \( M_{di} \).

By definition, we have : \( 0 \leq h_i(s(k)) \leq 1, \sum_{i=1}^{r} h_i(s(k)) = 1, \forall i \in \{1, ..., r\} \)

The following fuzzy observer is proposed to deal with the state estimation of system (3):

\[
\begin{align*}
& \dot{x}(k+1) = A_h \dot{x}(k) + B_hu(k) + L_h(y(k) - \hat{y}(k)) \\
& \dot{\hat{y}}(k) = C_2h(k)
\end{align*}
\]

where \( \dot{x}(k) \) and \( \dot{\hat{y}}(k) \) are the estimated state and estimated output, respectively. \( L_h = \sum_{i=1}^{r} h_i(\xi(k))L_i, L_i \in \mathbb{R}^{n \times c}, i = 1, ..., r \) are the observer gains.

The following fuzzy controller which based on the PDC concept is employed :

\[
\dot{u}(k) = -K_h \dot{x}(k)
\]

where \( K_h = \sum_{i=1}^{r} h_i(\xi(k))K_i, K_i \in \mathbb{R}^{m \times n}, i = 1, ..., r \) are the controller gains to be determined.

By defining the estimation error as :

\[
\epsilon(k) = z(k) - \dot{x}(k)
\]

And the augmented state as :

\[
\begin{bmatrix}
\dot{x}(k) \\
\dot{\hat{y}}(k) \\
\dot{\hat{y}}(k)
\end{bmatrix} = \begin{bmatrix}
x(k) \\
\epsilon(k)
\end{bmatrix}
\]

The closed-loop fuzzy system, comprising of plant (3), observer (4) and PDC controller (5), becomes :

\[
\begin{align*}
& \frac{\dot{\hat{y}}(k+1)}{\dot{x}(k)} = \begin{bmatrix}
A_hB_h & B_hB_h & \Delta A_hh & \Delta B_hh \\
C_1hB_h & D_hw(k) & \Delta Chh & \Delta Dhwh
\end{bmatrix} \begin{bmatrix}
\frac{\dot{x}(k)}{\dot{\hat{y}}(k)} \\
\frac{\epsilon(k)}{\dot{\hat{y}}(k)}
\end{bmatrix}
\end{align*}
\]

Where

\[
\begin{align*}
A_{hho} &= [A_h - B_hK_h 0 A_h - L_hC_2h] \quad B_{hho} = [E_h - L_hR_h] \\
C_{hho} &= [C_1h - D_hK_h D_hK_h] \quad D_{hho} = F_h \\
\Delta A_{hh} &= \Delta A_hh - \Delta B_hK_h \quad \Delta B_{hh} = \Delta B_hh - \Delta B_hK_h \\
\Delta B_{hh} &= \Delta E_h - L_hR_h \\
\Delta C_{hh} &= \Delta C_hh - \Delta D_hK_h \quad \Delta D_{hh} = \Delta D_hh - \Delta D_hK_h
\end{align*}
\]

For the formulation of the main result, we recall the following definition and lemmas.

**Definition 1.** (Gao and Wang, 2005) The closed-loop fuzzy system (7) is said to be asymptotically stable with an \( H_{\infty} \) performance \( \gamma > 0 \) if it is asymptotically stable with \( w(k) \equiv 0 \), and under zero initial condition, satisfies the following inequality:

\[
\sum_{k=0}^{\infty} \gamma^2 z^T(k)z(k) < \sum_{k=0}^{\infty} w^T(k)w(k)
\]

**Lemma 2.** (Chang et al., 2015) For matrices \( T, Q, U, \) and \( W \) with appropriate dimensions and scalar \( \beta \). Inequality

\[
T + QW + W^TQ^T < 0
\]

is fulfilled if the following condition holds:
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Lemma 3. (Petersen, 1987) Let $X$, $Y$ and $\Delta(k)$ be real matrices with appropriate dimensions and $\Delta^T(k)\Delta(k) \leq I$. Then, for any scalar $\epsilon > 0$
\begin{equation}
X \Delta(k) Y + Y^T \Delta^T(k) X \leq \epsilon^{-1} X X^T + \epsilon Y^T Y
\end{equation}

Lemma 4. (Tuan et al., 2001) Suppose $\Phi_{ijl}$, $i, j, l = 1, \ldots, r$, are symmetric matrices. Inequality
\begin{equation}
\sum_{i=1}^{r} \sum_{j=1}^{r} \sum_{l=1}^{r} \Phi_{ijl} \leq 0
\end{equation}
is fulfilled if the following conditions hold
\begin{equation}
\frac{1}{r} \Phi_{iil} + \frac{1}{r} (\Phi_{ijl} + \Phi_{jil}) < 0, \quad i, j, l = 1, \ldots, r \quad i \neq j
\end{equation}

3. MAIN RESULTS

The control objective of this paper is to develop a new conditions in terms of strict LMIs which can be solved in one step to determine the fuzzy controller and observer gains ($K_i, L_i$) such that closed-loop augmented system (7) is stabilizability by based-observer controller (5) in the presence of bounded disturbances.

Lemma 5. Closed-loop fuzzy system (7) is asymptotically stable with an $H_\infty$ performance $\gamma > 0$ if there exist positive scalars $\varepsilon_{ijl}, \varepsilon_{2ij}, \varepsilon_{3ij}$, symmetric matrices $P_{1i}(P_{2i}), P_{1l}(P_{2l})$, matrices $G_1, G_2, G_3, Y_i$, and $K_j$, for $i, j, l = 1, 2, \ldots, r$, such that the following conditions are satisfied
\begin{equation}
\sum_{i=1}^{r} \sum_{j=1}^{r} \sum_{l=1}^{r} h_i(k) h_j(k) h_l(k+1) \Omega_{ijl} < 0
\end{equation}

Where
\[
\Omega_{ijl} = \begin{bmatrix}
-P_{1i} & * & * & * & * \\
0 & -P_{2i} & * & * & * \\
0 & 0 & -\gamma^2 I & * & * \\
0 & 0 & 0 & \Omega_{41} & G_1 B_i K_j \\
0 & 0 & 0 & G_2 E_i & \Omega_{42} \\
0 & 0 & 0 & \Omega_{52} & \Omega_{53} \\
0 & 0 & 0 & G_3 D_i K_j & 0 \\
0 & 0 & 0 & 0 & \Omega_{55} \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \Omega_{52} \\
\varepsilon_{11j} N_i K_j & \varepsilon_{11j} N_j & 0 & 0 & 0 \\
\varepsilon_{2ij} N_i & \varepsilon_{2ij} N_j & 0 & 0 & 0 \\
* & * & * & * & * \\
* & * & * & * & * \\
* & * & * & * & * \\
* & * & * & * & * \\
-I & * & * & * & * \\
0 & 0 & -\varepsilon_{2ij} & * & * \\
0 & 0 & 0 & -\varepsilon_{11j} & * \\
0 & 0 & 0 & 0 & -\varepsilon_{2ij}
\end{bmatrix}
\end{equation}

From (2), $\Delta J_{hh}$ can be given by :
\[
\Delta J_{hh} = \text{sym}(\Omega_{11}(t)T_1) + \text{sym}(\Omega_{22}(t)T_2)
\]

Where :
\[
S_1 = \begin{bmatrix} 0 & 0 & 0 & M_{1h}^T & M_{1h}^T & M_{2h}^T \end{bmatrix}^T \\
T_1 = [N_1 - N_3 K_h N_3 K_h N_2 \ 0 \ \ 0 \ \ 0 \ \ 0] \\
S_2 = [0 \ \ 0 \ \ 0 \ \ (-L_h M_{3h})^T \ 0]^T \\
T_2 = [N_1 \ N_2 \ 0 \ \ 0 \ \ 0]
\]

By applying Lemma (3), it comes that:
\begin{equation}
Z < J_{hh} + \varepsilon_{hh} S^{ST} + \varepsilon_{hh} T T^T < 0
\end{equation}

Substituting each term of (21), we have the following conditions :
\begin{equation}
\sum_{i=1}^{r} \sum_{j=1}^{r} \sum_{l=1}^{r} h_i(k) h_j(k) h_l(k+1) \Gamma_{ijl}
\end{equation}
Where
\[
\Gamma_{ijl} = \begin{bmatrix}
-P_{1i} & * & * & * & * \\
0 & -P_{2i} & * & * & * \\
0 & 0 & -\gamma^2 I & * & * \\
A_i - B_iK_j & B_iK_j & E_i & -P_{1l}^{-1} & * \\
0 & A_i - L_iC_{2j} & E_i - L_iR_j & 0 & P_{2l}^{-1} \\
C_{1l} - D_iK_j & D_iK_j & F_i & 0 & 0 \\
0 & 0 & 0 & M_{1l}^T & M_{3l}^I \\
N_i - N_iK_j & N_iK_j & N_j & 0 & 0 \\
N_i & 0 & 0 & 0 & 0
\end{bmatrix}
\]

Where :
\[
Q_{14} = G_1B_i - B_iU,
Q_{16} = G_3D_i - D_iU
\]
\[
Q_{19} = \varepsilon_{1ijl}N_3 - N_3U
\]

the inequality in (24) leads to:

\[
(-V - Q)Q^{-1}(-V - QT) \leq 0 \quad Q > 0,
\]
implies that
\[
-VQ^{-1}VT \leq -V + VT + Q
\]

Thus, Pre-and post-multiplying (22) by
\[
diag\{I, I, I, G_1, G_2, G_3, I, I, \varepsilon_{1ijl}, \varepsilon_{2ijl}\} \text{ and its transpose,}
\]
respectively, and using the previous inequality, we can see that \(\Gamma_{ijl} \leq \Omega_{ijl}\). It follows that if (15) holds, then (22) is satisﬁed. This completes the proof.

Inequalities \(\Omega_{ijl}\) are expressed by a set of bilinear matrix inequalities (BMIs) which are very hard to solve numerically due to the existence of the bilinear (i.e., product) terms \(G_1B_iK_j, G_3D_iK_j\) and \(\varepsilon_{ijl}N_iK_j\). In the literature, the so-called two-step design approaches is used to handle these bilinearities. In this paper, a new \(H_\infty\) performance synthesis criterion is presented in the following theorem, where the obtained conditions are given by a set of LMIs which can be solved using a single-step procedure.

**Theorem 1.** Closed-loop fuzzy system (7) is asymptotically stable with an \(H_\infty\) performance \(\gamma > 0\) if there exist a known scalar \(\beta\), positive scalars \(\varepsilon_{1ijl}, \varepsilon_{2ijl}\), symmetric matrices \(P_{1l}(P_{2l}), P_{3l}(P_{2l})\), matrices \(G_1, G_2, G_3, H_1, H_2, U, \) and \(Y_i\), for \(i, j, l = 1, 2, ..., r\), such that the following conditions are satisfied:

\[
\sum_i \sum_j \sum_l h_i(k)h_j(k)h_l(k + 1)\Phi_{ijl} < 0
\]

Where
\[
\Phi_{ijl} = \begin{bmatrix}
-P_{1i} & * & * & * & * \\
0 & -P_{2i} & * & * & * \\
0 & 0 & -\gamma^2 I & * & * \\
\Phi_{41ij} & B_iH_j & G_iE_i & \Phi_{44i} & * \\
0 & \Phi_{22ij} & \Phi_{33ij} & \Phi_{55i} & 0 \\
\Phi_{61ij} & D_iH_j & G_jF_i & 0 & 0 \\
0 & 0 & 0 & \Phi_{4i} & \Phi_{75i} \\
\Phi_{90ij} & N_iH_j & \varepsilon_{1ijl}N_2 & 0 & 0 \\
\varepsilon_{2ijl}N_1 & 0 & \varepsilon_{2ijl}N_2 & 0 & 0 \\
-\gamma^2 I & 0 & 0 & \Phi_{114i} & 0
\end{bmatrix}
\]

\[
\Phi_{41ij} = G_1A_i - B_iH_j,
\Phi_{61ij} = G_3C_i - D_iH_j
\]
\[
\Phi_{90ij} = \varepsilon_{1ijl}N_3 - N_3U,
\Phi_{110} = \beta(\varepsilon_{1ijl}N_3 - N_3U)
\]

the controller and observer gains are given by \(K_j = U^{-1}H_j \) and \(L_j = G_3^{-1}Y_j\), respectively.

**Proof.** Suppose that inequality (24) holds. The feasible solution of this inequality satisfies \(-\beta U^T - \beta U^T < 0\), which implies that the matrix \(U\) is non-singular.

By Lemma (2) with :
\[
Q = \begin{bmatrix}
0 & 0 & Q_{14}^T & 0 & Q_{16}^T & 0 & Q_{19}^T & 0 & 0
\end{bmatrix}^T
\]
\[
W = U^{-1} [-H_j, H_j, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0]
\]
\[
T = \begin{bmatrix}
-P_{1i} & * & * & * & * \\
0 & -P_{2i} & * & * & * \\
0 & 0 & -\gamma^2 I & * & * \\
\Phi_{41ij} & B_iH_j & G_iE_i & \Phi_{44i} & * \\
0 & \Phi_{22ij} & \Phi_{33ij} & \Phi_{55i} & 0 \\
\Phi_{61ij} & D_iH_j & G_jF_i & 0 & 0 \\
0 & 0 & 0 & \Phi_{4i} & \Phi_{75i} \\
\Phi_{90ij} & N_iH_j & \varepsilon_{1ijl}N_2 & 0 & 0 \\
\varepsilon_{2ijl}N_1 & 0 & \varepsilon_{2ijl}N_2 & 0 & 0 \\
-\gamma^2 I & 0 & 0 & \Phi_{114i} & 0
\end{bmatrix}
\]

Where
\[
Q_{14} = G_1B_i - B_iU,
Q_{16} = G_3D_i - D_iU
\]
\[
Q_{19} = \varepsilon_{1ijl}N_3 - N_3U
\]

the inequality in (24) leads to:
$T = \begin{bmatrix}
-P_{1i} & \ast & \ast & \ast & \ast \\
0 & -P_{2i} & \ast & \ast & \ast \\
0 & 0 & -\gamma^2 I & \ast & \ast \\
\Phi_{41ij} B_{ij} H_j G_1 E_i & \ast & \ast & \ast & \ast \\
\Phi_{42ij} & \Phi_{43ij} & 0 & 0 & \Phi_{44i} \\
\Phi_{45i} & \ast & \ast & \ast & \ast \\
0 & 0 & 0 & \Phi_{41} & 0 \\
0 & 0 & 0 & \Phi_{55i} & 0 \\
\Phi_{61ij} & \Phi_{62ij} & \Phi_{63ij} & 0 & \Phi_{64i} \\
0 & 0 & \ast & \ast & \ast \\
\Phi_{65i} & \ast & \ast & \ast & \ast \\
0 & \ast & \ast & \ast & \ast \\
\Phi_{66i} & \ast & \ast & \ast & \ast \\
0 & \ast & \ast & \ast & \ast \\
0 & \ast & \ast & \ast & \ast \\
0 & \ast & \ast & \ast & \ast \\
0 & \ast & \ast & \ast & \ast \\
0 & \ast & \ast & \ast & \ast \\
0 & \ast & \ast & \ast & \ast \\
0 & \ast & \ast & \ast & \ast \\
0 & \ast & \ast & \ast & \ast \\
\varepsilon_{21ij} N_1 & \varepsilon_{21ij} N_2 & 0 & 0 & 0 \\
0 & \varepsilon_{21ij} N_1 & \varepsilon_{21ij} N_2 & 0 & 0 \\
0 & 0 & \varepsilon_{21ij} N_1 & \varepsilon_{21ij} N_2 & 0 \\
0 & 0 & 0 & \varepsilon_{21ij} N_1 & \varepsilon_{21ij} N_2 \\
0 & 0 & 0 & 0 & \varepsilon_{21ij} N_1 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \varepsilon_{21ij} N_1 \\
0 & 0 & 0 & 0 & \varepsilon_{21ij} N_2 \\
0 & 0 & 0 & 0 & \varepsilon_{21ij} N_2 \\
0 & 0 & 0 & 0 & \varepsilon_{21ij} N_1 \\
0 & 0 & 0 & 0 & \varepsilon_{21ij} N_2
\end{bmatrix}$

Remark 1. Theorem 2 presents a new condition for designing observer-based $H_\infty$ controllers for uncertain discrete-time T-S fuzzy systems which is of LMIs and can be effectively solved via LMI Control Toolbox. In contrast with the so-called two step approach (Lo and Lin, 2004), a single approach based on a fuzzy lyapunov function and a slack variables have been used which may help in reducing of the conservatism in the derived results.

Remark 2. It is noted that when $\Delta = 0$, the result of Theorem 2 reduces to that of Theorem 3.3 in (El Haieck et al., 2017).

4. NUMERICAL EXAMPLE

To illustrate the obtained results, consider the following numerical T-S fuzzy system (Chang et al., 2011) with uncertainties composed of two subsystems:

$$R^1 : \text{if } \xi(k) \text{ is } M_{11} \text{ then}$$

$$x(k+1) = (A_1 + M_{11} \Delta N_1)x(k) + B_1 w(k) + E_1 u(k)$$

$$z(k) = C_1 x(k) + D_1 w(k) + F_1 w(k)$$

$$y(k) = C_2 x(k) + R_1 w(k)$$

$$R^2 : \text{if } \xi(k) \text{ is } M_{12} \text{ then}$$

$$x(k+1) = (A_2 + M_{12} \Delta N_2)x(k) + B_2 w(k) + E_2 u(k)$$

$$z(k) = C_1 x(k) + D_2 w(k) + F_2 w(k)$$

$$y(k) = C_2 x(k) + R_2 w(k)$$

Where:

$$A_1 = \begin{bmatrix} -1 -0.5 \\ -0.5 \end{bmatrix} \quad A_2 = \begin{bmatrix} -0.2 \quad 0.1 \end{bmatrix} \quad B_1 = \begin{bmatrix} 5 + \alpha \\ 2 \alpha \end{bmatrix} \quad D_1 = 0.5$$

$$B_2 = \begin{bmatrix} -0.3 \\ -0.3 \end{bmatrix} \quad E_1 = \begin{bmatrix} 0.1 \\ 0.1 \end{bmatrix} \quad D_2 = 0.5$$

$$C_{11} = \begin{bmatrix} 0.1 \quad 0.05 \\ -0.1 \quad -0.05 \end{bmatrix} \quad C_{12} = \begin{bmatrix} 1 \end{bmatrix} \quad C_{21} = \begin{bmatrix} 1 \\ 0 \end{bmatrix} \quad C_{22} = \begin{bmatrix} 1 \\ 0 \end{bmatrix}$$

$$R_1 = -0.1 \quad R_2 = 0.1 \quad F_1 = 0.4 \quad F_2 = 0.4$$

$$M_1 = \begin{bmatrix} 0.2 \quad 0.1 \\ 0.1 \quad 0.1 \end{bmatrix} \quad M_2 = \begin{bmatrix} 0.1 \quad 0.1 \\ 0.1 \quad 0.1 \end{bmatrix} \quad N_1 = \begin{bmatrix} 0.1 \quad 0.1 \\ 0.1 \quad 0.1 \end{bmatrix} \quad \| \Delta \| \leq I$$

$$h_1(k) = \frac{x_1(k) + \alpha}{2\alpha} \quad w(k) = (w(k) = 0.05 \sin(k))$$

$$h_2(k) = 1 - h_1(k) \quad x_1(k) \in [-\alpha \ \alpha]$$

We apply Theorem 4 (Lo and Lin, 2004) and Theorem 2 to this fuzzy model. By Theorem 4 (Lo and Lin, 2004), a solution is obtainable when $\alpha \leq 1.488$, while by Theorem 2, a solution is obtainable when $\alpha \leq 1.503$. It implies that Theorem 2 is more relaxed than Theorem 4 (Lo and Lin, 2004) for this example. For example, by MATLAB LMI toolbox, choosing $\alpha = 1.488$ ($A_1$ is an unstable sub-system matrix and $A_2$ is a stable sub-system matrix.), the minimum $H_\infty$ attainment level calculated by Theorem 4 (Lo and Lin, 2004) is $\gamma_{\min} = 15.3020$ whereas by Theorem 2 is $\gamma_{\min} = 4.1275$. It comes that Theorem 2 ensures better $H_\infty$ performance than Theorem 4 (Lo and Lin, 2004) for this example. In other hand, when $\alpha = 1.503$ (the two sub-system matrices are unstable), we cannot find a feasible solution for Theorem 4 (Lo and Lin, 2004), but for Theorem 2 with $\beta = 1.31$, the closed-loop system is asymptotically stable with $H_\infty$ performance $\gamma_{\min} = 15.7276$ as we can.
In this paper, a stability analysis and design of uncertain discrete time T-S fuzzy system via an observer-based controller satisfying the $H_{\infty}$ performance requirement has been investigated. Controller and observer gains are obtained by solving a set of strict LMIs using single-step method. Less conservative results have been obtained by considering a fuzzy Lyapunov function and slack variables. Numerical example has been given to illustrate the effectiveness of the proposed method. Extension of the proposed approach to time-delay TS fuzzy systems can be the focus of our future work.
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