DSTC8-AVSD: Multimodal Semantic Transformer Network with Retrieval Style Word Generator
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Abstract

Audio Visual Scene-aware Dialog (AVSD) is the task of generating a response for a question with a given scene, video, audio, and the history of previous turns in the dialog. Existing systems for this task employ the transformers or recurrent neural network-based architecture with the encoder-decoder framework. Even though these techniques show superior performance for this task, they have significant limitations: the model easily overfits only to memorize the grammatical patterns; the model follows the prior distribution of the vocabularies in a dataset. To alleviate the problems, we propose a Multimodal Semantic Transformer Network. It employs a transformer-based architecture with an attention-based word embedding layer that generates words by querying word embeddings. With this design, our model keeps considering the meaning of the words at the generation stage. The empirical results demonstrate the superiority of our proposed model that outperforms most of the previous works for the AVSD task.

Introduction

Recently, multimodal tasks such as Visual Question Answering (VQA) and visual dialog have attracted much attention in the field of artificial intelligence (Goyal et al. 2017; Das et al. 2017). This task is considered difficult to tackle since incorporating various types of input (i.e., audio, video, and text) requires different techniques to be jointly applied. One such example, Audio Visual Scene-aware Dialog (AVSD), is the task of answering a question for a video clip and its corresponding dialogue history (Alamri et al. 2019; Kim et al. 2019). The AVSD is considered a more challenging task than a visual dialog task because the model needs to deal with additional audio context, which is consistent of sequential information. Furthermore, it needs to recognize the history of dialog along with the visual and acoustic data for accurately answering the question. Previous works (Hori et al. 2019b; Le et al. 2019; Schwartz, Schwing, and Hazan 2019) tackled the AVSD task with the sequence-to-sequence framework (Sutskever, Vinyals, and Le 2014), which is composed of encoder and decoder architecture. Although sequence-to-sequence approaches show successful performance in various sentence generation tasks, the technique shows major limitation when applying to multimodal question answering tasks: it easily overfits only to memorize the grammatical patterns and the prior distribution of the vocabularies in a dataset; it fails to model the semantic information in the multimodal dataset.

For the AVSD task, this problem can be exacerbated since the pattern of the question in the dataset is constructed in a straightforward form. For example, for the question “What color is the door,” the model quickly learns the answer pattern, “the door is [any color] in color,” regardless of the actual color information of the door. In other words, most tokens for generating the answer will be selected without considering what the door’s real color is. With this approach, the output of the model receives a high automatic evaluation score (i.e., BLEU score) for a sentence without incorporating information from other modalities (i.e., video and audio).

To alleviate the problem, we proposed multimodal semantic transformer networks (MSTN) that employ an attention-based word embedding layer, which is inspired by Ma et al. (2018)’s work, in the decoder part of the Transformer architecture (Vaswani et al. 2017). With the proposed architecture, the MSTN keeps considering the meaning of the words at the generation stage. Experimental results show that our proposed method surpasses all of the baseline models.

Related Work

Multimodal Transformer Network Recently (Le et al. 2019) proposed Multimodal Transformer Networks (MTN), which is a state-of-the-art system for AVSD tasks. The MTN is a transformer-based encoder-decoder framework that has several attention blocks to incorporate multiple modalities such as video, audio, and text. The MTN is composed of three major components: encoder layers, decoder layers, and query-aware auto-encoders. Encoder layers encode each input by layer normalization and positional encoding. Decoder layers generate the target sequences and use the multi-head attention mechanism to incorporate information from multiple modalities. Finally, Auto-encoder layers encode video features with query-aware attention and then tries to reconstruct the queries to learn the attention in an unsuper-
vised way. Our model is also based on the transformer encoder-decoder framework, but our model does not use auto-encoder loss and have more simple architecture.

**Word Embedding Attention Network** Sequence-to-sequence architecture generally memorizes word patterns in the training dataset other than understanding the meaning of the word itself. Hence, the generated results from the model may not reflect the semantic information of words. (Ma et al. 2018) point the main reason for this phenomenon is the output layer of the decoder that consists of a linear transformation and a softmax operation. To solve this problem, Ma et al. (2018) proposes Word Embedding Attention Network (WEAN), which is a retrieval style word generator compared to the linear projection layer in general sequence-to-sequence architecture. By substituting the linear projection layer with WEAN, the model produces words by querying word embeddings, considering word meanings other than memorizing the sequence pattern. We adopt this retrieval style word generator to this task.

**Model**

Inspired by MTN (Le et al. 2019), we propose Multimodal Semantic Transformer Network (MSTN) that is also based on transformer encoder-decoder framework. Our model is composed of two parts: encoder and decoder. Since we treat caption, history as different modalities, we use five modalities for this model.

**Encoder**

For the text data, we embed the source sequence to continuous representation and learn its embedding during training. We use the features extracted from i3d-flow for the video data and use the features extracted from veggies for the audio data. For each source sequence $X^m = (x^m_1, ..., x^m_n)$ for modality $m$, we encode $X^m$ with the encoder similar to that of transformer (Vaswani et al. 2017) except self-attention layer which is similar to (Le et al. 2017). It is composed of positional encoding, layer normalization and feed-forward neural network. The result representation for each modality is $Z^m = (z^m_1, ..., z^m_n)$.

**Decoder**

Given the output of the encoder $Z^m = (z^m_1, ..., z^m_n)$ for each modality $m$ and target sequence $Z^y_{<t} = (z^y_1, ..., z^y_{t-1})$ the decoder generates $t$-th word $y_t$. The model firstly encodes the target sequence $Z^y_{<t}$ with multi-head self-attention as in the encoder part. For video and audio data, we additionally compute question-aware attention as in (Le et al. 2019), which is multi-head attention that uses a question as a query and uses other modalities as key and value. And then model computes multi-head attention with each modality $m$ as (1). Multi-Head is standard multi-head attention in transformer with 1-layer and 8-attention heads, and we use the same hyperparameter for question-aware attention. After computing attention with all of the modalities, we concatenate them and apply the linear projection. $M$ is the number of modalities.

$$Z^y_t = \text{MultiHead}(Z^y, Z^m, Z^m),$$

$$O^y_{<t} = \text{Linear}((\text{Concat}(Z^y_{<t}, Z^m_{<t}))).$$

Finally, unlike the output layer of a typical decoder in sequence-to-sequence, we adopt word embedding attention network to get a score through the dot-product between $O^y_{<t}$ and embedding $e_i$ ($i = 1, 2, ..., n$), where $n$ is the vocabulary size. And then take its maximum to generate the next word as follows:

$$\text{score}(o^y_{t-1}, e_i) = o^y_{t-1}e_i^T,$$

$$P(y_t) = \text{softmax}(\text{score}(o^y_{t-1}, e_i)).$$

$$\text{score}(h_t, e_i) = h_t e_i^T,$$

$$P(y_t) = \text{softmax}(\text{score}(h_t, e_i)).$$

**Experiments**

**Implementation Details**

We train the model for 20 epochs using Adam Optimizer (Kingma and Ba 2014) and use warmup steps like (Vaswani et al. 2017; Le et al. 2019). We train word embeddings with size 512 and add positional encoding to embeddings as in (Vaswani et al. 2017). Pre-trained embedding such as GloVe(Pennington, Socher, and Manning 2014) does not show the difference in performance. We use only one-decoder layer and use dropout with probability 0.2 and 512 hidden units for all of the feed-forward layers. The maximum length for decoding is 30, and we use a beam search with beam size 5.

**Experimental Results**

Table 1 show the model performance on the AVSD dataset in DSTC7(Alamri et al. 2018) and DSTC8 (Kim et al. 2019).
Table 1: Model performance on the DSTC dataset (top scores marked in bold). Models [1-5] are from (Le et al. 2019; Hori et al. 2019b; 2019a; Schwartz, Schwing, and Hazan 2019; Chao et al. 2019), respectively. Note that ours* is the system that we submitted to the challenge and ours** is the system that performed additional hyperparameter tuning after the challenge. The B-4, M, R-L, C stands for BLEU4, METEOR, ROUGE-L, and CIDEr, respectively.

As the DSTC7 dataset is organized as two versions (single reference and six references), we report the model performance on both sets. Also, note that we measure the model performance with/without caption data and report the result in a separate section. To compare the model performance, we chose recently published models such as MTN (Le et al. 2019), Student-Teacher (Hori et al. 2019b), Multimodal Attention (Hori et al. 2019a), LSTM attention (Schwartz, Schwing, and Hazan 2019), and Question Guided BiLSTM attention (Chao et al. 2019) that are proposed to tackle the audiovisual scene-aware task. As shown in the Table 1, our proposed model (MSTN) with retrieval style word generator outperforms the baseline model w/o it. This means that adopting a retrieval style word generator is helpful for AVSD. Also, our model (MSTN) surpasses most of the other methods.

**Conclusion**

In this paper, we propose MSTN (Multimodal Semantic Transformer Networks) for audio visual scene-aware dialog. The proposed transformer-based encoder-decoder model employs an attention-based word embedding layer by substituting the linear projection layer in the decoder part. With this design, the model allows considering semantic information more and more when generating the answer. Experimental results show that our model with thhis design surpasses baseline models.
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