New Simpson type method for solving nonlinear equations
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Abstract: Finding root of a nonlinear equation is one of the most important problems in the real world, which arises in the applied sciences and engineering. The researchers developed many numerical methods for estimating roots of nonlinear equations. The this paper, we proposed a new Simpson type method with the help of Simpson 1/3rd rule. It has been proved that the convergence order of the proposed method is two. Some numerical examples are solved to validate the proposed method by using C++/MATLAB and EXCEL. The performance of proposed method is better than the existing ones.
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1. Introduction

Quadrature is a historical term which means the process of determining area and is used to computed the value of definite integrals by Newton cotes formula. Indeed, Newton cotes formula is also known as quadrature rule. Newton cotes formula is developed by Isaac Newton and Roger Cotes. Five basic commonly used Quadrature rules for numerical integration are Trapezoidal rule, Simpson 1/3 rule, Simpson 3/8 rule, Boole’s rule and Weddle’s rule.

Many scientist took interest and developed numerous techniques for numerical integration with the help of mid-point, arithmetic mean, geometric mean, harmonic mean and heronienic mean [1–3]. Now a days, estimating a root of nonlinear equations are one of the most important topics and many numerical techniques have been developed so far [4–6]. The famous iterative methods for finding roots of nonlinear equations are; the Newton’s method;

\[ x_{n+1} = x_n - \frac{f(x_n)}{f'(x_n)} , \]

the Steffensen method;

\[ x_{n+1} = x_n - \frac{f^2(x_n)}{f(x_n) + f(x_n) + f(x_n)} , \]

the Trapezoidal method;

\[ x_{n+1} = x_n - \frac{2f(x_n)}{f(x_n) + f(x_n) + f(x_n)} , \]

and the Quadrature method;

\[ x_{n+1} = x_n - \frac{6f(x_n)}{f(x_n) + 4f(x_n) + f(x_n) + f(x_n) + f(x_n) + f(x_n)} . \]

The aim of this paper is to develop a new numerical method called ‘Simpson type method’ by using quadrature rule for solving nonlinear equations. The proposed Simpson type method is based on Simpson 1/3rd rule which converges quadratically. The proposed Simpson type method is compared with Newton Raphson method, Steffensen method, Quadrature method and Trapezoidal method [8–10].
2. Simpson algorithm

This segment developed a Simpson type method for solving nonlinear equations with the help of Simpson 1/3rd rule. The Simpson 1/3rd rule is
\[
\int_{x_0}^{x} f(x) \, dx = \frac{h}{3} [f(x_0) + 4f(x_1) + f(x_2)].
\]
Taking derivative, we have
\[
\int_{x_0}^{x} f'(x) \, dx = \frac{h}{3} [f'(x_0) + 4f'(x_1) + f'(x_2)].
\]
The placement of certain integration, we get
\[
f(x) = f(x_0) + \frac{h}{3} [f'(x_0) + 4f'(x_1) + f'(x_2)],
\]
where \( n = 2 \) and \( h = \frac{x-x_0}{2} \).

Substitute the value of \( h \) in (1), we have
\[
f(x) = f(x_0) + \frac{h}{3} [f'(x_0) + 4f'(x_1) + f'(x_2)],
\]
where \( x_o \) is an initial guess, which is near to root \( x \). Now using \( f(x) = 0 \), (2) becomes
\[
x = x_0 - \frac{6f(x_0)}{f'(x_0) + 4f'(x_1) + f'(x_2)}. \quad (3)
\]
The basic numerical technique [7] is
\[
x_1 = x_0 + f(x_0), \quad (4)
\]
or
\[
x_2 = x_0 + 2f(x_0). \quad (5)
\]
Substitute (4) and (5) in (3), we get
\[
x = x_0 - \frac{6f(x_0)}{f'(x_0) + 4f'(x_0 + f(x_0)) + f'(x_0 + 2f(x_0))}. \quad (6)
\]

Equation (6) is the Simpson type method for solving nonlinear equations.

3. Convergence analysis

In the following theorem, we prove that the proposed Simpson type method converges quadratically.

**Theorem 1.** Let \( f : D \subseteq R \rightarrow R \) be a sufficiently differentiable function and \( a \in D \) be a root of it in the open interval \( D \). If \( x_0 \) is sufficiently close to \( a \), then the proposed Simpson type method has second-order convergence and satisfies the following error equation:
\[
e_{n+1} = c_n^2[-f''(a) + c(1 + 7f'(a))].
\]

**Proof.** Let \( a \) be the root of the function \( f \). By using Taylor series we have, we have
\[
f(x_n) = f'(a)(e_n + c^2e_n^2), \quad (7)
\]
implies
\[
f'(x_n) = f'(a)(1 + 2ce_n + 3c^2e_n^2). \quad (8)
\]
Now
\[
f(x_n + f(x_n)) = f'(a)[(e_n + f(x_n)) + (e_n + f(x_n))^2c]. \quad (9)
\]
By taking derivative of (9), we get
\[ f'(x_n + f(x_n)) = f'(a)[(1 + f'(x_n)) + 2(e_n + f(x_n))(1 + f'(x_n))c]. \] (10)

Using (7) and (8) in (10), we get
\[ f'(x_n + f(x_n)) = f'(a)[1 + f'(a) + 2ce_n + 6ce_n f'(a) + 2ce_n f'^2(a)]. \] (11)

Now,
\[ f(x_n + 2f(x_n)) = f'(a)[(e_n + 2f(x_n)) + (e_n + 2f(x_n))^2c]. \] (12)

Taking derivative of (12), we get
\[ f'(x_n + 2f(x_n)) = f'(a)[1 + 2f'(x_n) + 2(e_n + 2f(x_n))(1 + f'(x_n))c]. \] (13)

Using (7) and (8) in (13), we get
\[ f'(x_n + 2f(x_n)) = f'(a)[1 + 2f'(a) + 2ce_n + 12ce_n f'(a) + 8ce_n f'^2(a)]. \] (14)

By solving (8), (9) and (14), we get
\[ f'(x_n) + f'(x_n + f(x_n)) + f'(x_n + 2f(x_n)) = 6f'(a)[1 + f'(a) + 2ce_n + 6ce_n f'(a)]. \] (15)

Now using (7)-(15) in (6), we get
\[ e_{n+1} = e_n - \frac{6e_n f'(a)(1 + ce_n)}{6f'(a)[1 + 2ce_n + f'(a) + 6ce_n f'(a)]} \]
\[ = e_n - \frac{e_n(1 + ce_n)}{1 + 2ce_n + f'(a) + 6ce_n f'(a)} \]
\[ = e_n - e_n(1 + ce_n)[1 + 2ce_n + f'(a) + 6ce_n f'(a)]^{-1} \]
\[ = e_n - e_n(1 + ce_n)[1 - 2ce_n - f'(a) - 6ce_n f'(a)] \]
\[ = e_n - e_n[1 - f'(a) - ce_n - 7ce_n f'(a)] \]
\[ = e_n f'(a) + ce_n^2(1 + 7f'(a)). \] (16)

Finally, we get
\[ e_{n+1} = -e_n^2 f''(a) + ce_n^2(1 + 7f'(a)), \]

or
\[ e_{n+1} = e_n^2[-f''(a) + c(1 + 7f'(a))], \] (17)

where \( c = \frac{f'(a)}{2f'(a)} \). Hence, the proposed Simpson type method converges quadratically.

\[ \square \]

4. Numerical results

Now, we solve some examples numerically to compare the performance of our proposed Simpson type method by using C++ and EXCEL. We compared our Simpson type method (P S Method) with Newton Raphson method (NR Method), Steffensen method (S Method), Trapezoidal method (T Method), and Quadrature method (Q Method).

Example 1. Consider the nonlinear equation;
\[ \sin^2 x - x^2 + 1 = 0, \] (18)

which represents the mass of the jumper. By taking \( x_0 = 1 \) as initially guess, the comparison of NR Method, S Method, T Method, Q Method and P S Method is given in Table 1 and error analysis if given in Table 2. It can be observed from Table 1 that P S Method converges faster to the root of the Equation (18) than NR Method, S Method, T Method and Q Method. The graphical comparison of error analysis is shown in Figure 1.
Table 1. Numerical results for the Equation (18)

| Iteration | NR Method | S Method | T Method | Q Method | PS Method |
|-----------|-----------|----------|----------|----------|-----------|
| 1         | 1.64919   | 1.30491  | 1.24171  | 1.48888  | 1.47631   |
| 2         | 1.43904   | 1.39468  | 1.38049  | 1.40474  | 1.40434   |
| 3         | 1.40539   | 1.40438  | 1.40403  | 1.40449  | 1.40449   |
| 4         | 1.40449   | 1.40449  | 1.40449  | 1.40449  | 1.40449   |
| 5         | 1.40449   | 1.40449  | 1.40449  | 1.40449  | 1.40449   |
| 6         | 1.40449   | 1.40449  | 1.40449  | 1.40449  | 1.40449   |
| 7         | 1.40449   | 1.40449  | 1.40449  | 1.40449  | 1.40449   |

Table 2. Error analysis of NR Method, S Method, T Method, Q Method and PS Method for the Equation (18)

| Iteration | NR Method | S Method | T Method | Q Method | PS Method |
|-----------|-----------|----------|----------|----------|-----------|
| 1         | 0.64919   | 0.30491  | 0.24171  | 0.48888  | 0.476306  |
| 2         | 0.210148  | 0.0897719| 0.13878  | 0.0841343| 0.0719708 |
| 3         | 0.0336573 | 0.00969983| 0.023536 | 0.00025146| 0.000156053|
| 4         | 0.000892848| 0.000109995| 0.000463009| 6.74309e-009| 2.60288e-009|
| 5         | 6.24721e-007| 1.40554e-008| 1.68211e-007| 2.22045e-016| 2.22045e-016|
| 6         | 3.05977e-013| 4.44089e-016| 2.2425e-014| 2.22045e-016| 2.22045e-016|
| 7         | 2.22045e-016| 2.22045e-016| 2.22045e-016| 2.22045e-016| 2.22045e-016|

Figure 1. Graphical comparison of error analysis for the Equation (18)

Example 2. Consider the nonlinear equation;

\[ 2x^2 - 5x - 2 = 0, \]  

which represents the diameter of the pipe. By taking \( x_0 = 1 \) as initially guess, the comparison of NR Method, S Method, T Method, Q Method and PS Method is given in Table 3 and error analysis if given in Table 4. It can be observed from Table 3 that PS Method converges faster to the root of the Equation (19) than NR Method, S Method, T Method and Q Method. The graphical comparison of error analysis is shown in Figure 2.

Table 3. Numerical results for the Equation (19)

| Iteration | NR Method | S Method | T Method | Q Method | PS Method |
|-----------|-----------|----------|----------|----------|-----------|
| 1         | 4         | 0.545455 | 0.761905 | 0.166667 | 0.166667  |
| 2         | 1.61905   | 0.172598 | 0.356846 | 0.223958 | 0.223958  |
| 3         | 0.631101  | 0.110105 | 0.112234 | 0.340784 | 0.340784  |
| 4         | 0.371668  | 0.282008 | 0.330164 | 0.350713 | 0.350713  |
| 5         | 0.350916  | 0.343655 | 0.350647 | 0.350781 | 0.350781  |
| 6         | 0.350781  | 0.350781 | 0.350781 | 0.350781 | 0.350781  |
| 7         | 0.350781  | 0.350781 | 0.350781 | 0.350781 | 0.350781  |
| 8         | 0.350781  | 0.350781 | 0.350781 | 0.350781 | 0.350781  |
Table 4. Error analysis of NR Method, S Method, T Method, Q Method and P S Method for the Equation (19)

| Iteration | NR Method | S Method | T Method | Q Method | P S Method |
|-----------|-----------|----------|----------|----------|------------|
| 1         | 5         | 0.454545 | 0.238095 | 0.833333 | 0.833333   |
| 2         | 2.38095   | 0.372856 | 0.469081 | 0.116825 | 0.116825   |
| 3         | 0.259433  | 0.171903 | 0.217929 | 0.00992928 | 0.00992928 |
| 4         | 0.0207519 | 0.0616468 | 0.0204829 | 6.81612e-005 | 6.81612e-005 |
| 5         | 0.000134499 | 0.00704128 | 0.000134488 | 3.19492e-009 | 3.19492e-009 |
| 6         | 5.65037e-009 | 8.46319e-005 | 5.65037e-009 |           |            |
| 7         | 5.55112e-017 | 1.20896e-008 | 5.55112e-017 |           |            |
| 8         | 2.77556e-016 |          |          |           |            |

Figure 2. Graphical comparison of error analysis for the Equation (19)

Example 3. Consider the nonlinear equation;

\[ x^2 - e^x = 0, \quad (20) \]

which represents the volume of the gas depends. By taking \( x_0 = 1 \) as initially guess, the comparison of NR Method, S Method, T Method, Q Method and P S Method is given in Table 5 and error analysis is given in Table 6. It can be observed from Table 5 that P S Method converges faster to the root of the Equation (20) than NR Method, S Method, T Method and Q Method. The graphical comparison of error analysis is shown in Figure 3.

Table 5. Numerical results for the Equation (20)

| Iteration | NR Method | S Method | T Method | Q Method | PS Method |
|-----------|-----------|----------|----------|----------|-----------|
| 1         | 1         | 0.6127   | 0.5      | 0.681304 | 0.697119  |
| 2         | 0.733044  | 0.700737 | 0.686102 | 0.703412 | 0.703463  |
| 3         | 0.703808  | 0.703465 | 0.703347 | 0.703467 | 0.703467  |
| 4         | 0.703467  | 0.703467 | 0.703467 | 0.703467 | 0.703467  |
| 5         | 0.703467  | 0.703467 | 0.703467 | 0.703467 | 0.703467  |
| 6         | 0.703467  |          |          |          |            |

Table 6. Error analysis of NR Method, S Method, T Method, Q Method and P S Method for the Equation (20)

| Iteration | NR Method | S Method | T Method | Q Method | PS Method |
|-----------|-----------|----------|----------|----------|-----------|
| 1         | 1         | 0.6127   | 0.5      | 0.681304 | 0.697119  |
| 2         | 0.266956  | 0.0880376| 0.186102 | 0.0221084| 0.0063409 |
| 3         | 0.0292388 | 0.00272734 | 0.017245 | 5.502e-010 | 4.42231e-006 |
| 4         | 0.000134499 | 2.65374e-006 | 0.000120043 | 3.31265e-010 | 2.13995e-012 |
| 5         | 4.58334e-008 | 2.5131e-012 | 5.70312e-009 |           |            |
| 6         | 7.77156e-016 |          |          |           |            |
Example 4. Consider the nonlinear equation;

$$\sin x - x - 1 = 0,$$

(21)

which represents the anti-symmetric buckling of a beam. By taking $x_0 = 1$ as initially guess, the comparison of NR Method, S Method, T Method, Q Method and PS Method is given in Table 5 and error analysis if given in Table 8. It can be observed from Table 7 that PS Method converges faster to the root of the Equation (21) than NR Method, S Method, T Method and Q Method. The graphical comparison of error analysis is shown in Figure 4.

Table 7. Numerical results for the Equation (21)

| Iteration | NR Method | S Method | T Method | Q Method | PS Method |
|-----------|-----------|----------|----------|----------|-----------|
| 1         | 1.06086   | 2.02963  | 0.751682 | 1.19666  | 2.29644   |
| 2         | 1.26108   | 1.93335  | 2.1987   | 1.75841  | 1.82684   |
| 3         | 2.25674   | 1.93456  | 1.919    | 1.918233 |           |
| 4         | 1.96216   | 1.93456  | 3.00889  | 1.93442  | 1.93454   |
| 5         | 1.93456   | 1.93456  | 2.89742  | 1.93456  | 1.93456   |
| 6         | 1.93456   | 1.96053  | 1.93456  | 1.93456  |           |
| 7         | 1.93456   | 1.93456  | 1.93456  | 1.93456  |           |
| 8         | 1.93456   | 1.93456  | 1.93456  | 1.93456  |           |
| 9         | 1.93456   | 1.93456  | 1.93456  | 1.93456  |           |
| 10        | 1.93456   |          |          |          |           |

Table 8. Error analysis of NR Method, S Method, T Method, Q Method and PS Method for the Equation (21)

| Iteration | NR Method | S Method | T Method | Q Method | PS Method |
|-----------|-----------|----------|----------|----------|-----------|
| 1         | 1.93914   | 5.02963  | 2.24832  | 4.19666  | 5.29644   |
| 2         | 2.32104   | 0.0962742| 0.43819  | 0.561751 | 0.469605  |
| 3         | 0.996557  | 0.0012114| 1.0207   | 0.160589 | 0.101488  |
| 4         | 0.29565   | 1.79787e-007| 6.21945  | 0.0154234| 0.00621495|
| 5         | 0.0262884 | 3.99688e-015| 1.11146  | 0.000140799| 2.282272e-005|
| 6         | 0.000236493| 0.936891  | 1.1695e-008 | 3.07394e-010|
| 7         | 1.92751e-008| 0.0261916 | 2.22045e-016|
| 8         | 2.22045e-016| 0.000225115|
| 9         | 1.74734e-008|
| 10        | 2.22045e-016|

5. Conclusion

We proposed a new numerical method for solving nonlinear equations which is derived from Simpson 1/3rd rule. It has been proved that the proposed method converges quadratically. We solved different nonlinear equations numerically by using Newton Raphson method, Steffensen method, quadrature method,
trapezoidal method and our proposed method. The numerical results show that the proposed method is more accurate and faster than Newton Raphson method, Steffensen method, Quadrature method and Trapezoidal method.
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