Variant of Data Particle Geometrical Divide for Imbalanced Data Sets Classification by the Example of Occupancy Detection
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Abstract: The history of gravitational classification started in 1977. Over the years, the gravitational approaches have reached many extensions, which were adapted into different classification problems. This article is the next stage of the research concerning the algorithms of creating data particles by their geometrical divide. In the previous analyses it was established that the Geometrical Divide (GD) method outperforms the algorithm creating the data particles based on classes by a compound of $1 \div 1$ cardinality. This occurs in the process of balanced data sets classification, in which class centroids are close to each other and the groups of objects, described by different labels, overlap. The purpose of the article was to examine the efficiency of the Geometrical Divide method in the unbalanced data sets classification, by the example of real case-occupancy detecting. In addition, in the paper, the concept of the Unequal Geometrical Divide (UGD) was developed. The evaluation of approaches was conducted on 26 unbalanced data sets-16 with the features of Moons and Circles data sets and 10 created based on real occupancy data set. In the experiment, the GD method and its unbalanced variant (UGD) as well as the 1CT1P approach, were compared. Each method was combined with three data particle mass determination algorithms—n-Mass Model (n-MM), Stochastic Learning Algorithm (SLA) and Bath-update Algorithm (BLA). k-fold cross validation method, precision, recall, F-measure, and number of used data particles were applied in the evaluation process. Obtained results showed that the methods based on geometrical divide outperform the 1CT1P approach in the imbalanced data sets classification. The article’s conclusion describes the observations and indicates the potential directions of further research and development of methods, which concern creating the data particle through its geometrical divide.
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1. Introduction

The process of determining the equation of a line passing through two points is one of the elementary tasks carried out in the computational geometry field. As it was pointed out in the article [1], the mentioned tool will be applied in machine learning, in Data Gravitation Classification (DGC). Gravitational classification applies the principles of the gravitational model presented in 1977 by Wright W.E. [2]. Its details were described by Peng L. et al. in the article from 2005 [3]. The methods based on the gravitational model were applied successfully in many prediction tasks in various areas, for example in the identification of problems and dangers concerning Internet traffic based on imbalanced data sets [4].

Many extensions of original DGC were developed [3], while focusing on the issues linked with the classification of imbalanced data sets. In this context, the Amplified Gravitation Coefficient (AGC), which contains information concerning the classes imbalance, was elaborated [5]. Two methods of data sampling were proposed as well. The first one is Under-Sampling Imbalanced Data Gravitation Classification (UI-DGC) [6] and the second one is Synthetic Minority Oversampling Technique Data Gravitation Classification (SMOTE-DGC) [7].
The imbalanced data sets may be met in the above-mentioned problem of the Internet traffic dangers identification [4], in the prediction of blood donation [8,9], in occupancy indoor detection [10], and in many other fields. The aforesaid occupancy detection is a very popular issue undertaken recently by many researchers [11–15].

In the context of gravitational classification, a line passing through two points constitutes the main mathematical instrument of the Geometrical Divide (GD) method in a division of data particles belonging to two-dimensional feature space. The history of data particles geometrical divide started in 2020 and its details were presented in the article [1]. At the time, the research results showed that the Geometrical Divide method implemented to the gravitational classifier is efficient in the classification process of two-dimensional balanced Moons and Circles data sets, in which a linear decision boundary does not exist, the centroids are close to each other and the objects belonging to various classes overlap in a feature space. As reported in published papers, the potential of the Geometrical Divide method application in the process of data sets classification, in which the majority and minority classes can be identified, has not been researched yet. Thereupon, the next stage in the research concerning the GD approach can constitute an analysis of its efficiency and the potential development of the algorithm in the process of imbalanced data sets classification [1]. Another direction of further researches can be testing of the GD method in application for purposes related to Radio Detection And Ranging (RADAR) [16].

Hereby, the article constitutes the next step in the research on data particle geometrical divide. The purpose thereof is the efficiency testing of the Geometrical Divide approach and its variant Unequal Geometrical Divide (UGD) in the process of imbalanced data sets classification in two-dimensional feature space. The research was conducted on 16 imbalanced Moons and Circles data sets. However, to verify the potential of practical application of the mentioned methods, the second experiment was conducted on 10 data sets, which were built based on occupancy real data set coming from the repository of the University of California in Irvine (UCI) [17].

In the research, the results obtained by GD [1], UGD, and a popular method of data particle creating based on classes by a compound of $1 \div 1$ cardinality (1CT1P) were compared. 1CT1P approach comes from the definition of the Gravitation Model [18] whose good efficiency was demonstrated in the document classification problem. Moreover, in comparison, the approach of creating data particle based on a single data set element, 1CT1P significantly reduces the number of elements that will be processed in the next operations. Each of the mentioned approaches were combined with basic Nearest Centroid algorithm (NC) and three algorithms defining the data particle mass-n-Mass Model (n-MM) [19], Stochastic Learning Algorithm (SLA), and Bath-update Algorithm (BLA) [18]. In the experiments, k-fold cross validation method with $k = 10$ was applied and the obtained findings were expressed as precision, recall, and F-measure values.

The results of the experiments constitute contribution to the state of the art concerning the data particles geometrical divide. They also prove that the approaches creating data particle through its geometrical divide outperform the popular method of constructing data particle based on classes by a compound of $1 \div 1$ cardinality in the process of imbalanced data sets classification, in two-dimensional feature space. Moreover, they find a practical application in the process of occupancy detection, which was presented in the third section of this paper.

2. Materials and Methods

The overall idea of the pattern recognition process applying the principia of data gravitation classification was described in details in the article [3]. It is based on the processing of data particles, which are a representation of analysed data set. In the feature space of dimension $\mathbb{R}^n$ a data particle can be expressed as vector $\mathbf{p}$, described by three components:

- label $l$, the value of which may result directly from the information stored in the training data set or may be assigned in the classification process;
• mass m, which is expressed by a scalar quantity determined through applying one of the published approaches: Stochastic Learning Algorithm [18], Bath-update Algorithm [18], or n-Mass Model [19];
• centroid expressed by the vector $\mu$ with length $|\mu| = n$, which defines the position of data particle in a feature space.

The decision making concerning the belonging of a new sample $x$ to one of the predefined classes belonging to the set $C$ is based on the determination and comparison of the values of the gravitational force $F(p, x)$ between each of the existing particles $p$ and the atomic data particle $x$ related to the newly classified object. The result of the described operation is information, of which the test sample $p$ takes the greatest similarity with the newly classified object $x$. Thereafter, the label of the data particle, for which the force between them was the biggest, will be assigned to the label of analysed object $l_x$ [3].

2.1. Line Passing through Two Centroids in the Data Particle Geometrical Divide Approaches

In the publication [1], it was demonstrated that it is possible to create new data particles based on already existing data particles through their geometrical divide. Such a strategy provides better matching of the decision boundary to the characteristics of data set than the one applied by the popular method of data particle creation based on class by a compound of $1 \div 1$ cardinality (1CT1P).

A line passing through two points is an elementary tool applied in the geometrical divide of data particles belonging to two-dimensional feature space [1]. In space of dimension $R^2$, the line passing through two points $P_i = [x_i, y_i]$ and $P_j = [x_j, y_j]$ is expressed by Equation (1).

$$(y - y_i)(x_j - x_i) - (y_j - y_i)(x - x_i) = 0. \quad (1)$$

Taking into consideration that the Geometrical Divide method [1] in each iteration executes the divide of all data particles, this can be a problem in the classification of imbalanced data sets, in which a minority class can limit the possibility to perform the sufficiently deep divide of data particles. To solve the problem mentioned in this article, the new method was developed, which is a modification of the Geometrical Divide approach. In the proposed algorithm, the selection process of data particles to be divided depends on their size.

In the geometric division methods, in order to divide the data particles with respect to the line, in the first step, two points have to be ascertained: the centre of mass and the geometric centre [1]. Determining the geometric centre $c = [c_1, c_2]$ consists in finding the range of a given feature, and then in reducing its maximum value by a half of the range value.

The procedure of determining the centre of mass $\mu = [\mu_1, \mu_2]$ is based on establishing the mean value for each component of the feature vector. The vector ascertained in that way is the centre of mass for the analysed data particle.

As a result of the actions described in the previous paragraphs, two points are created for an individual data particle: the geometric centre and the centre of mass. An assumption for the geometrical divide methods, which was not clearly defined in a previous research concerning this field [1], should be introduced at this point. According to it, the vectors expressing the mentioned centres have to be different. It is necessary to find the line which will divide the data particle in the next step of the method. Otherwise the process of data particle geometrical divide will not be possible. In accordance to the above-mentioned the Lemma 1 is defined as:

**Lemma 1.** Geometrical divide of data particle in a two-dimensional feature space is possible if the vectors expressing the centre of mass and the geometric centre are different.

In the next step of the algorithm, a line dividing the analysed data particle will pass through those two points. By inserting the created points into the equation of the straight
line expressed by Equation (1), the equation of the straight line expressed by the Equation (2) was obtained.

\[(y - \mu_2)(c_1 - \mu_1) - (c_2 - \mu_2)(x - \mu_1) = 0.\]  

The above-described stages of the data particle geometrical divide algorithms for an exemplary data set were visualized in Figure 1.

![Figure 1](image-url)  

**Figure 1.** A line passing through two points: the geometric centre (blue diamond) and the centre of mass (green diamond), dividing the current data particle into two new data particles.

The last stage in the data particle geometrical divide algorithms is to verify whether each of the atomic data particles belonging to the analysed sample lie under, on, or above the drawn line. This step is realised by inserting the vector components of an analysed atomic data particle to the equation of line passing through two centroids (Equation (2)). The result of the described stage, namely the information which concerns the belonging of each atomic data particle to one of two newly created data particles, is shown in Figure 2. The red and blue dots represent the atomic data particles and are creating two groups relating to the two new data particles.

In accordance with the above-described state of the art concerning data particle geometrical divide approaches, their idea can be briefly presented as the sequence of three steps, which was illustrated in Figure 3.
Figure 2. Atomic data particles belonging to two newly created data particles.

Figure 3. The sequence of tasks leading to the geometrical divide of data particle belonging to the two-dimensional feature space.
The main contribution to the state of the art on the data particle geometric divide methods, following the development of the new Unequal Geometrical Divide method, results from the new selection strategy of data particle to be divided. As aforementioned, the GD method in a single iteration performs the divide of all data particles. It is an effective approach in the classification process of balanced data sets [1]. The idea accompanying the genesis of the Unequal Geometrical Divide was to enable the divide of larger particles regardless of the size of those referring to the minority class samples, which in the base algorithm significantly limited the possibility of divide. Therefore, the UGD method is the data particle geometrical divide approach dedicated to applications in the classification process of imbalanced data sets. The effectiveness of the new approach in this problem is determined by the fact that the UGD method in a single iteration divides only the data particle consisting of the largest number of atomic data particles.

By making the synthesis of the above-introduced lemma and the above-placed description of works concerning the development of the Unequal Geometrical Divide approach, the extended idea of the geometrical divide methods can be visualised in the form of the schema presented in Figure 4.

In Figure 4, the orange elements refer to Lemma 1, and the blue element presents the new selection strategy of data particle, which will be divided. According to the schema, the idea of improved geometrical divide starts from determining the centre of mass and the geometric centre. Next, the comparison of vectors expressing these centres is conducted in consonance with the introduced lemma. If they are different, the divide of data particle can be realised. Otherwise, the divide of data particle is not possible. In the last step, the selection of data particle/-s is conducted. At this stage, two strategies can be applied. Pursuant to the first one, all existing data particles, whose centre of mass and geometric centre are different, will be divided. However, the second strategy, which was developed in this article, can be used as well and in accordance to its idea only the largest data particle will be divided. The described sequence of tasks can be repeated until the established number of data particles is reached.

2.2. Evaluation: Platform, Data Sets, Methods, and Metrics

All algorithms, which were examined in this research, were implemented at the Java Platform Standard Edition. Any external libraries and frameworks were not used.

The above-mentioned methods of data particles creation were examined on two groups of imbalanced data sets. The first group consisted of 16 artificially generated data sets whose objects form the Moons and Circles shapes in the two-dimensional feature space. The data sets of this type can be generated by using the scikit-learn free library for Python [20]. However, the data sets used in this research were created by the self-implemented program in the Java language. The procedure of generating a class of data sets focuses on the combination of the circle equation with the conditional instructions. The information concerning the imbalance of individual data sets is presented in Table 1. The balanced variants of these data sets were presented in details in article [1], and at this time it was mentioned that these types of data sets have features that are problematic for classifiers based on centroids. Therefore, having the knowledge that the developed variant of geometrical divide is based on Centroid Based Classifier, its examination is important in terms of the inheritance of the mentioned feature. On the other hand, the second group of data sets was built based on real occupancy data set, which is available in the repository of the University of California in Irvine (UCI) [17]. There are three files in the directory downloaded from the mentioned source: one is a training data set and the two others are test data sets [21]. Due to the fact that in this study the k-fold cross validation method was used, those files were merged, and then based on that, the test and training sets were created. Taking into account that the discussed methods of creating data particles find application in the classification of two-dimensional data sets, it was possible to create 10 different two-dimensional sets based on the attributes offered by occupancy data set:

- Temperature (°C),
- Humidity/Relative humidity (%), which expresses the present state of absolute humidity in relation to the maximum humidity,
- Light (lx),
- CO₂ (ppm),
- Humidity Ratio/Absolute humidity (kg_{\text{water_vapor}} \times kg_{\text{air}}^{-1}), which expresses the present total mass of water vapor in relation to the volume or mass of air.

Each data set consisted of 20,560 elements, where 4750 objects belonged to a positive class and the other 15,810 belonged to a negative class. The attributes applied therein are presented in Table 2, and before further processing the range of values for each attribute was mapped to the range [0, 1].

Table 1. The numbers of positives and negatives objects in individual data sets.

| Data Set            | Positive | Negative |
|---------------------|----------|----------|
| moonInRing2U1       | 255      | 4122     |
| moonInRing2U2       | 147      | 3248     |
| moonInSemiRing2U1   | 56       | 2920     |
| moonInSemiRing2U2   | 169      | 3897     |
| twoMoonsMirror2U1   | 129      | 3746     |
| twoMoonsMirror2U2   | 246      | 4538     |
| twoSemiRings2U1     | 72       | 2551     |
| twoSemiRings2U2     | 144      | 3391     |
| moonInRing2NU1      | 484      | 4398     |
| moonInRing2NU2      | 122      | 3952     |
| moonInSemiRing2NU1  | 235      | 3809     |
| moonInSemiRing2NU2  | 207      | 2747     |
| twoMoonsMirror2NU1  | 194      | 3363     |
| twoMoonsMirror2NU2  | 400      | 4135     |
| twoSemiRings2NU1    | 315      | 4169     |
| twoSemiRings2NU2    | 294      | 4178     |

Table 2. Two-dimensional data sets consisting of the attributes used in the original occupancy data set.

| Data Set       | Temperature | Humidity | Light | CO₂  | Humidity Ratio |
|----------------|-------------|----------|-------|------|----------------|
| occupancy_12   | +           | +        |       |      |                |
| occupancy_13   | +           |          |       |      |                |
| occupancy_14   | +           |          |       |      |                |
| occupancy_15   | +           |          |       |      |                |
| occupancy_23   | +           | +        |       |      |                |
| occupancy_24   | +           |          |       |      |                |
| occupancy_25   | +           |          |       |      |                |
| occupancy_34   | +           |          |       |      |                |
| occupancy_35   | +           |          |       |      |                |
| occupancy_45   | +           |          |       |      |                |

In the process of creating a predictive model, the purpose is to maximize its effectiveness. However, at the stage of its evaluation, particular attention should be paid to whether the model has not been overfitted in the design process. Symptoms of the occurrence of such a phenomenon are very good results on one specific data set and low efficiency at the moment of implementing such a classifier to another problem, in which a different data set is used [22]. The application of the k-fold cross validation method in the algorithm evaluation process prevents the aforesaid situation. It can be considered as a good practice, which is used in many field publications [23,24]. The authors of this article, drawing on the experience of other researchers, also applied the above-mentioned method and parameterized it by setting the parameter k = 10.
Figure 4. The flowchart of the geometrical divide of data particle belonging to two-dimensional feature space, extended by the introduced lemma and the new selection strategy of data particle to be divided.
Information concerning the classification result of each sample was registered in the confusion matrix (CM) consisting of the following elements: TP—true positive, TN—true negative, FP—false positive, and FN—false negative. Expressing the efficiency of the classifier applied to the binary classification of imbalanced data sets required the use of a metric that would provide relevant information about the quality of prediction model. In accordance with that, the precision, recall, and F-measure were applied. Precision is expressed as $P = \frac{TP}{TP + FP}$, recall is described by formula $R = \frac{TP}{TP + FN}$, whereas F-measure uses both of them and is expressed by equation $F = \frac{2 \times P \times R}{P + R}$.

3. Results

The research was divided into two experiments. The imbalanced data sets with different characteristic were applied in each of them. The mentioned experiments revolve around the comparison of results expressed by precision, recall, and F-measure and were obtained by the methods of data particles creation listed below:

- the method of creating the data particles based on classes by compound of 1 ÷ 1 cardinality (1CT1P) [3];
- the Geometrical Divide (GD) approach, creating new data particles by an equal divide of all existing data particles [1];
- the Unequal Geometrical Divide (UGD) algorithm creating data particles by divide of only the biggest data particle within the current iteration.

Each of the mentioned methods was combined with the standard Centroid Based Classifier (CBC) and with three algorithms of data particle mass determination:

- n-Mass Model (n-MM) [19], which determines the value of data particles masses based on a size of classes;
- Stochastic Learning Algorithm (SLA) [18], in which:
  - maximum number of iterations maxIters = 50;
  - coefficient of the mass value update $\xi = 0.0001$;
  - expected error threshold $\varepsilon = 0.00$;
- Batch-update Algorithm [18], in which the coefficient of the mass value update $\xi = 0.0001$.

As a result, 12 hybrid approaches combining each of the data particle creating methods with each algorithm of the data particle mass determination and with Centroid Based Classifier were implemented:

- 1CT1P-SLA,
- 1CT1P-BLA,
- 1CT1P-n-MM,
- 1CT1P-CBC,
- GD-SLA,
- GD-BLA,
- GD-n-MM,
- GD-CBC,
- UGD-SLA,
- UGD-BLA,
- UGD-n-MM,
- UGD-CBC.

Therefore, for a single data set, 12 values of precision, recall and F-measure were obtained, which were classified into 3 groups, in the criterion of applied data particle creation algorithm:

- 1CT1P,
- GD,
- UGD.
Each group consisted of four precision, recall, and F-measure values referring to results obtained by one of the mentioned approaches, which was combined with three algorithms of data particle mass determination and Centroid Based Classifier. Each of the three groups was pre-processed, by rejecting the maximum and minimum values, then the arithmetic mean for one group was calculated based on the results of the two others. In this way, a single precision, recall, and F-measure value was obtained for each method of data particle creation. These acquired results constituted the object for further analysis.

As a result of applying k-fold cross validation, each data set was divided in accordance with the pseudocode presented in Algorithm 1.

### Algorithm 1. k-Fold Cross Validation.

1. \( D \leftarrow \{e_0, \ldots, e_n\} \) // set of data set elements
2. \( V \leftarrow \emptyset \) // set of validation data set elements
3. \( T \leftarrow \emptyset \) // set of training data set elements
4. \( I \leftarrow \emptyset \) // set of cross validation iterations; single iteration is element consisting of \( V \) and \( T \)
5. \( k \leftarrow 10 \)
6. for \( i \leftarrow 0 \) to \( k - 1 \) do
7. \( \text{begin\_idx} \leftarrow i \times \frac{n}{k} \)
8. \( \text{end\_idx} \leftarrow \text{begin\_idx} + \frac{n}{k} - 1 \)
9. for \( i \leftarrow 0 \) to \( n \) do
10. if \( j \geq \text{begin\_idx} \) and \( j \leq \text{end\_idx} \) then
11. \( V \leftarrow V \cup D_j \)
12. else
13. \( T \leftarrow T \cup D_j \)
14. end if
15. end for
16. \( I \leftarrow I \cup \text{new Iteration}(V, T) \)
17. \( V \leftarrow \emptyset \)
18. \( T \leftarrow \emptyset \)
19. end for

### 3.1. First Experiment

The first experiment examined the efficiency of the above-mentioned data particle creation methods in the process of imbalanced data sets classification, in which a linear decision boundary does not exist, the centroids are close to each other and objects belonging to various classes overlap in a feature space. As a preliminary point, the target numbers of data particles were determined, which may be the basis for the GD and UGD methods in the classification process of individual imbalance data sets having aforesaid features. Taking into consideration that the examined data sets have two classes, and the GD method conducts the division of each data particle in a single iteration, the established values were powers of two and they are presented in Table 3.

The results expressed by precision, recall, and F-measure and obtained by 1CT1P, GD and UGD on the individual imbalanced Moons and Circles data sets are presented in Table 4.

Analysing the data presented in Table 4, it can be observed that the Unequal Geometrical Divide method reaches the highest F-measure values in 9 of the 16 imbalanced Moons and Circles data sets. Furthermore, it gains the mean result of F-measure, which within the entire experiment equals \( F\text{-measure} = 0.633 \). The Geometrical Divide method obtains the best results on the seven remaining data sets and it reaches the mean value of F-measure = 0.642. It can be seen as well that the 1CT1P approach obtains the lowest results of F-measure on all analysed data sets and it reaches the mean value F-measure = 0.214. Taking into consideration the characteristics of data, it can be remarked that each time the Unequal Geometrical Divide method gives the best results on the data sets in which the objects belonging to other classes overlap in a feature space (names with postfix NU).
Table 3. Numbers of data particles applied by the GD and UGD methods in the classification process of imbalanced Moons and Circles data sets.

| Data Set                  | Target Number of Data Particles |
|---------------------------|---------------------------------|
| moonInRing2U1             | 128                             |
| moonInRing2U2             | 64                              |
| moonInSemiRing2U1         | 32                              |
| moonInSemiRing2U2         | 64                              |
| twoMoonsMirror2U1         | 64                              |
| twoMoonsMirror2U2         | 64                              |
| twoSemiRings2U1           | 32                              |
| twoSemiRings2U2           | 64                              |
| moonInRing2NU1            | 128                             |
| moonInRing2NU2            | 64                              |
| moonInSemiRing2NU1        | 128                             |
| moonInSemiRing2NU2        | 64                              |
| twoMoonsMirror2NU1        | 64                              |
| twoMoonsMirror2NU2        | 128                             |
| twoSemiRings2NU1          | 128                             |
| twoSemiRings2NU2          | 128                             |

Table 4. Values of precision (P), recall (R) and F-measure (F) obtained by 1CT1P, GD and UGD on the listed data sets.

| Data Set                  | 1CT1P P | 1CT1P R | 1CT1P F | GD P | GD R | GD F | UGD P | UGD R | UGD F |
|---------------------------|---------|---------|---------|------|------|------|-------|-------|-------|
| moonInRing2U1             | 0.034   | 0.260   | 0.060   | 1.000| 1.000| 0.980| 1.000 | 0.933 | 0.965 |
| moonInRing2U2             | 0.146   | 0.460   | 0.222   | 1.000| 1.000| 1.000| 1.000 | 0.850 | 0.919 |
| moonInSemiRing2U1         | 0.101   | 0.760   | 0.178   | 1.000| 1.000| 0.593| 0.952 | 0.357 | 0.519 |
| moonInSemiRing2U2         | 0.200   | 0.874   | 0.326   | 1.000| 1.000| 1.000| 1.000 | 0.929 | 0.963 |
| twoMoonsMirror2U1         | 0.174   | 0.847   | 0.288   | 0.685| 0.813| 0.593| 0.952 | 0.357 | 0.519 |
| twoMoonsMirror2U2         | 0.222   | 0.806   | 0.349   | 0.926| 0.945| 0.813| 0.952 | 0.357 | 0.519 |
| twoSemiRings2U1           | 0.071   | 0.714   | 0.130   | 1.000| 1.000| 1.000| 1.000 | 0.361 | 0.531 |
| twoSemiRings2U2           | 0.063   | 0.581   | 0.113   | 1.000| 1.000| 1.000| 1.000 | 0.445 | 0.616 |
| moonInRing2NU1            | 0.067   | 0.271   | 0.108   | 0.267| 0.381| 0.513| 0.381 | 0.437 |       |
| moonInRing2NU2            | 0.059   | 0.344   | 0.101   | 0.067| 0.598| 0.120| 0.706 | 0.197 | 0.308 |
| moonInSemiRing2NU1        | 0.100   | 0.692   | 0.175   | 0.207| 0.763| 0.325| 0.535 | 0.291 | 0.377 |
| moonInSemiRing2NU2        | 0.237   | 0.685   | 0.352   | 0.263| 0.793| 0.395| 0.715 | 0.586 | 0.644 |
| twoMoonsMirror2NU1        | 0.185   | 0.777   | 0.299   | 0.354| 0.900| 0.508| 0.698 | 0.450 | 0.547 |
| twoMoonsMirror2NU2        | 0.244   | 0.794   | 0.373   | 0.476| 0.922| 0.628| 0.852 | 0.693 | 0.764 |
| twoSemiRings2NU1          | 0.142   | 0.484   | 0.219   | 0.170| 0.655| 0.270| 0.423 | 0.235 | 0.302 |
| twoSemiRings2NU2          | 0.075   | 0.500   | 0.130   | 0.188| 0.663| 0.293| 0.551 | 0.315 | 0.401 |

Based on values of precision obtained by individual approaches, it can be observed that the UGD obtained the highest precision on all data sets. It should be emphasized that on four data sets the results of that method were identical as those obtained by using the GD approach. Analysis of recall values allows to observe that the Geometrical Divide method achieved the highest results of this measure on the all data sets.

In the second part of the first experiment, the sensitivity to change the F-measure (p) function value was examined, depending on the change of the applied number of data particles. With this purpose, the methods were parametrised a few times. Given that the examining data sets have two classes, and the GD method conducts the division of each class, in the first iteration the number of data particles was equal to the value of the exponential function with base = 2 and the exponent x = 2. In subsequent iterations, the exponent was incremented until it reached the value of exponential function equal to the number of data particles presented in Table 2. The results of differentiation procedure of F-measure (p) function for the GD and UGD methods were visualised on Figure 5.
Analysing the data presented in Table 4, it can be observed that the Unequal Geometrical Divide method reaches the highest F-measure values in 9 of the 16 imbalanced Moons and Circles data sets. Furthermore, it gains the mean result of F-measure, which within the entire experiment equals $F_{\text{measure}} = 0.633$. The Geometrical Divide method obtains the best results on the seven remaining data sets and it reaches the mean value of $F_{\text{measure}} = 0.642$. It can be seen as well that the 1CT1P approach obtains the lowest results of F-measure on all analysed data sets and it reaches the mean value $F_{\text{measure}} = 0.214$. Taking into consideration the characteristics of data, it can be remarked that each time the Unequal Geometrical Divide method gives the best results on the data sets in which the objects belonging to other classes overlap in a feature space (names with postfix NU).

Based on values of precision obtained by individual approaches, it can be observed that the UGD obtained the highest precision on all data sets. It should be emphasized that on four data sets the results of that method were identical as those obtained by using the GD approach. Analysis of recall values allows to observe that the Geometrical Divide method achieved the highest results of this measure on the all data sets.

In the second part of the first experiment, the sensitivity to change the F-measure ($p$) function value was examined, depending on the change of the applied number of data particles. With this purpose, the methods were parametrised a few times. Given that the examining data sets have two classes, and the GD method conducts the division of each class, in the first iteration the number of data particles was equal to the value of the exponential function with base = 2 and the exponent $x = 2$. In subsequent iterations, the exponent was incremented until it reached the value of exponential function equal to the number of data particles presented in Table 2. The results of differentiation procedure of $F_{\text{measure}}(p)$ function for the GD and UGD methods were visualised on Figure 5.

![Figure 5. Change of the F-measure (p) function value in relation to the change of number of applied data particles.](image)

Based on Figure 5, it can be observed that for the GD and UGD methods the change of applied data particles number from 2 to 4 causes a comparable increase of obtaining F-measure values and it oscillates around the value of 0.145. At this stage, a slight predominance of UGD over GD can be noted. In the next two ranges:

- $[4, 8]$,
- $[8, 16]$,

The derivatives of function $F_{\text{measure}}'(p)$ for both approaches are significantly different and the Geometrical Divide method comes out more favourably than the Unequal Geometrical Divide algorithm. Analysing the next ranges:

- $[16, 32]$,
- $[32, 64]$,
- $[64, 128]$,

It can be pointed out that the derivative of function $F_{\text{measure}}'(p)$ for UGD obtains substantially higher values than the derivative of the function for the GD method. Furthermore, in the mentioned ranges a considerable decrease of the derivative for the GD approach can be seen.

Figure 6 was prepared in order to examine the full improvement of results by both methods in comparison to the results obtained without geometrical data particles divide. Analysing Figure 6 it can be noticed that both methods improve the base result of nearly 0.145 if four data particles are applied. For the Geometrical Divide method, a significant improvement of results can be observed for the number of data particles from range $[8, 32]$ as well. On the other hand, for the Unequal Geometrical divide approach, using the same data particles number, an increase of results is quasi linear. The GD and UGD methods, applying 64 data particles, obtained similar results of F-measure measure, which oscillated in the range from 0.395 to 0.425. It is worth paying attention to the fact that in case of the GD approach, the further increase of the data particles number does not improve the results. However, the GD algorithm slightly outperformed the UDG method, when 128 data particles are applied in divide process. It can be noted as well that the final improvement of base results, obtained by using one of the geometrical divide methods, is asymptotically convergent to the value of 0.425.
The derivatives of function $F\text{-measure}'(p)$ for both approaches are significantly different and the Geometrical Divide method comes out more favourably than the Unequal Geometrical Divide algorithm. Analysing the next ranges:

- $[16, 32]$
- $[32, 64]$
- $[64, 128]$

It can be pointed out that the derivative of function $F\text{-measure}'(p)$ for UGD obtains substantially higher values than the derivative of the function for the GD method. Furthermore, in the mentioned ranges a considerable decrease of the derivative for the GD approach can be seen.

Figure 6 was prepared in order to examine the full improvement of results by both methods in comparison to the results obtained without geometrical data particles divide.

Figure 6. A cumulative sum of the function derivative for the subsequent analysed numbers of data particles.

3.2. Second Experiment

In the second experiment, the efficiency of examined methods was compared, where the parameterisation was the same as in the first experiment and was presented at the beginning of chapter 3. Results. In this stage of the research, the algorithms were examined on the imbalanced data sets built on the basis of the known set of data concerning occupancy detection [10].

The first step of this research stage consisted in establishing the maximal effective number of data particles, on which the GD and UGD methods can base in the classification process of individual imbalanced data sets. Established values were presented in Table 5.

| Data Set    | Target Number of Data Particles |
|-------------|---------------------------------|
| occupancy_12| 256                             |
| occupancy_13| 32                              |
| occupancy_14| 256                             |
| occupancy_15| 256                             |
| occupancy_23| 64                              |
| occupancy_24| 256                             |
| occupancy_25| 256                             |
| occupancy_34| 32                              |
| occupancy_35| 64                              |
| occupancy_45| 256                             |

Table 5. Numbers of data particles applied by the GD and UGD methods in classification process of individual imbalanced data sets concerning occupancy detection.

Table 6 presents the values of $F$-measure obtained by the 1CT1P approach, as well as the GD and UGD methods, which divided individual data sets into data particles with values given in Table 5.

Data included in Table 6 show that the UGD algorithm achieves the highest values of $F$-measure on eight analysed imbalanced data sets created on the basis of the real occupancy data set. The GD approach reaches the highest $F$-measure value on one data set (occupancy_25), similar as the 1CT1P method (occupancy_35). The Unequal Geometrical
Divide reaches the F-measure mean value of 0.805. The Geometrical Divide approach obtains insignificantly lower F-measure values, whose mean result equals 0.797. The approach of data particle creation based on class by a compound of 1 ÷ 1 cardinality achieves the lowest results on nine two-dimensional variants of imbalanced occupancy data sets. In conducted experiment the mean F-measure value for 1CT1P amounted to 0.740. It should be emphasized that higher results cannot be reached by the GD method because in this experiment it uses the deepest for itself divide of data particles. On the other hand, the next divide within the UGD method do not bring a significant increase of F-measure values. The obtained results were verified by a statistical test. Using the STAC tool [25], the non-parametric Friedman Aligned Ranks test [26] with Holm post-hoc multiple comparison [27] was conducted with the significant level \( \alpha = 0.05 \). The results were presented in Table 7.

Table 6. Values of precision (P), recall (R) and F-measure (F) obtained by the 1CT1P, GD and UGD methods on individual data sets concerning occupancy detection.

| Data Set     | 1CT1P P | 1CT1P R | 1CT1P F | GD P | GD R | GD F | UGD P | UGD R | UGD F |
|--------------|---------|---------|---------|------|------|------|-------|-------|-------|
| occupancy_12 | 0.606   | 0.726   | 0.660   | 0.630| 0.809| 0.708| 0.707 | 0.720 | 0.714 |
| occupancy_13 | 0.880   | 0.998   | 0.935   | 0.920| 0.997| 0.957| 0.926 | 0.997 | 0.960 |
| occupancy_14 | 0.652   | 0.727   | 0.688   | 0.613| 0.813| 0.699| 0.718 | 0.736 | 0.727 |
| occupancy_15 | 0.457   | 0.687   | 0.548   | 0.584| 0.791| 0.672| 0.681 | 0.682 | 0.681 |
| occupancy_23 | 0.907   | 0.998   | 0.950   | 0.898| 0.998| 0.945| 0.926 | 0.998 | 0.960 |
| occupancy_24 | 0.636   | 0.686   | 0.660   | 0.625| 0.836| 0.715| 0.707 | 0.741 | 0.724 |
| occupancy_25 | 0.368   | 0.567   | 0.446   | 0.587| 0.787| 0.672| 0.658 | 0.648 | 0.653 |
| occupancy_34 | 0.854   | 0.976   | 0.911   | 0.894| 0.998| 0.943| 0.920 | 0.997 | 0.957 |
| occupancy_35 | 0.915   | 0.995   | 0.954   | 0.899| 0.998| 0.946| 0.908 | 0.998 | 0.951 |
| occupancy_45 | 0.637   | 0.659   | 0.647   | 0.630| 0.828| 0.716| 0.702 | 0.743 | 0.722 |

Table 7. Results of conducted statistical test.

| Comparison          | Adjusted p-Value | Statistical Significant Difference |
|---------------------|------------------|-----------------------------------|
| UGD vs. GD          | 0.27474          | NO                                |
| UGD vs. 1CT1P       | 0.00013          | YES                               |
| GD vs. 1CT1P        | 0.00545          | YES                               |

Based on the information presented in Table 7, it can be stated that the methods of data particles geometrical divide which apply the line passing through two points significantly outperform the 1CT1P approach in the occupancy detection process that is grounded on the imbalanced data set. On the other hand, there is no significant statistical difference between the results obtained by the Geometrical Divide and the Unequal Geometrical Divide methods.

Analysing the values of precision and recall obtained by individual approaches, it can be stated that the UGD obtained the highest precision on nine data sets, whereas in the criterion of recall the UGD reached the highest result on two data sets-occupancy_23 and occupancy_35. However, it should be mentioned that on the occupancy_23 all approaches obtained the same value, and on the occupancy_35 UGD and GD achieved the identical level of recall. The best performance in the aspect of recall value was obtained by the GD approach, which scored the highest result on nine data sets, including the afore-mentioned two data sets.

By comparing the differences between the obtained precision and recall by each approach on the individual data sets, Table 8 was created.

Based on the data presented in Table 8, it can be observed that the UGD reached the lowest difference between precision and recall on the eight data sets. The 1CT1P approach obtained the lowest value of difference on the other data sets.
Table 8. The absolute values of difference between precision and recall obtained by the 1CT1P, GD and UGD methods on individual data sets concerning occupancy detection.

| Data Set       | 1CT1P | GD  | UGD |
|----------------|-------|-----|-----|
| occupancy_12   | 0.120 | 0.179| 0.013|
| occupancy_13   | 0.118 | 0.077| 0.071|
| occupancy_14   | 0.075 | 0.200| 0.018|
| occupancy_15   | 0.230 | 0.207| 0.001|
| occupancy_23   | 0.091 | 0.100| 0.072|
| occupancy_24   | 0.050 | 0.211| 0.034|
| occupancy_25   | 0.199 | 0.200| 0.010|
| occupancy_34   | 0.122 | 0.104| 0.077|
| occupancy_35   | 0.080 | 0.099| 0.090|
| occupancy_45   | 0.022 | 0.158| 0.041|

The non-parametric Friedman Aligned Ranks test with Holm post-hoc multiple comparison was conducted for the data presented in Table 8 with the significant level $\alpha = 0.05$. The obtained results were presented in Table 9.

Table 9. Results of conducted statistical test.

| Comparison       | Adjusted $p$-Value | Statistically Significant Difference |
|------------------|--------------------|-------------------------------------|
| UGD vs. GD       | 0.00022            | YES                                 |
| UGD vs. 1CT1P    | 0.02950            | YES                                 |
| GD vs. 1CT1P     | 0.12751            | NO                                  |

Analysing the information presented in Table 9, it can be stated that the Unequal Geometrical Divide method achieves significantly lower values of difference between precision and recall than the Geometrical Divide method and 1CT1P in occupancy detection process, which is grounded on the imbalanced data set. On the other hand, there is no statistically significant difference between the results obtained by the Geometrical Divide and the 1CT1P methods.

4. Discussion

A new variant of the geometrical divide approach called the Unequal Geometrical Divide (UGD) was proposed in this article. It is the modification of the existing Geometrical Divide (GD) method.

The conducted experiments showed that in the classification of imbalanced data sets the feature of the Geometrical Divide approach is the improvement of recall value in relation to the method creating data particle based on class by a compound of $1 \div 1$ cardinality (1CT1P). The GD outperforms UGD on the Moons and Circles data sets, in which atomic data particles do not overlap in the feature space. On the other hand, on the data sets whose elements overlap in the feature space, better results are obtained by the Unequal Geometrical Divide algorithm. This research showed that the UGD method allows to improve precision value in relation to the 1CT1P method. However, the second experiment reported that in the problem of occupancy detection the UGD strives to the balanced improvement of the precision and recall.

Based on the above-mentioned observations it can be stated that in the occupancy detection problem, which for instance will be oriented on the chasing of intrusions, the Geometrical Divide will be a better choice, because in this problem the correct prediction of a small number of samples constituting a minority class will be the most important. On the other hand, the Unequal Geometrical Divide will be a better choice in the occupancy detection problem oriented on the overall monitoring, in which the correct information if the room is occupied or unoccupied are equally important.

The second experiment showed as well that the best results were obtained on the following data sets:
• occupancy_13,
• occupancy_23,
• occupancy_34,
• occupancy_35.

Referring to Table 2, it can be stated that each of the above-listed data sets based on the attribute storing the value from light measurement. Therefore, it can be concluded that the light value is the most relevant in the process of occupancy detection.

The obtained results showed that the geometrical divide approaches (GD and UGD) improves the results obtained by the 1CT1P method in the classification process of imbalanced data sets, in which a linear decision boundary does not exist, the centroids are close to each other and objects belonging to various classes overlap in a feature space. Through the obtained results, it was demonstrated that the methods of data particles creation by their geometrical divide outperform the approach of creating data particle based on class by a compound of 1 ÷ 1 cardinality in the occupancy detection problem.

The disadvantage of the existing data particle geometrical divide approaches is a necessity of the manual selection of the target data particles number to be achieved as a result of their divide. The problem is exacerbated by the fact demonstrated in both experiments, as the mentioned number is usually different for each of the analysed data sets.

When discussing the results, the threats for the research cannot be forgotten. In the article, the methods were compared in the strictly defined problem constituting a part of the reality. Despite that the correct evaluation methods and metrics were applied, it cannot be stated that the geometrical divide of data particle approaches outperform the method of data particle creation based on class by a compound of 1 ÷ 1 cardinality in many other fields.

5. Conclusions

The Unequal Geometrical Divide and the Geometrical Divide approaches can be efficiently applied in the occupancy detection based on the light measurement.

In the occupancy detection problem, the Unequal Geometrical Divide is a method, which strives to high overall correctness of model. On the other hand, the Geometrical Divide is recall-oriented.

In the occupancy detection problem based on the attributes set consisting of temperature, humidity, light, CO₂ and humidity ratio, the value of light delivers the most relevant information.

Furthermore, this article presents the practical application of the line passing through two points in the machine learning algorithms focusing on the data particle divide.

With regard to the previously mentioned disadvantage of the existing data particle geometrical divide approaches, the subject of future research, which may constitute a significant contribution to the development of the data particles geometrical divide methods, is to devise the approaches or rules dedicated to determining an optimal target data particles number in the criterion of classifier efficiency maximisation. To resolve the mentioned problem, the scientists can search the inspiration in the backward error propagation applied in the artificial neural networks [28]. Another direction for further research could be the comparison of the developed UGD and GD methods in the other real problems and with other well-known algorithms, which do not belong with a group of gravitational classifiers. It may constitute a valuable contribution to the state of the art. Moreover, other selection strategies of data particles to be divided can be developed.
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