In order to improve the certainty and clarity of information security detection, an application method of big data clustering algorithm in information security detection is proposed. The experimental results show that when the amount of data is close to 6000, the efficiency of the improved algorithm is nearly 70% higher than that of DBSCAN, and it is still very close to the efficiency of the BIRCH algorithm. The algorithm has a high processing speed for large-scale data sets without increasing the time complexity and can also accurately cluster clusters of any shape. When the data set increases from 9000 rows to 58000 rows, in turn, the time-consuming of the traditional DBSCAN algorithm increases sharply, while the time-consuming of the improved DBSCAN algorithm is still stable, and the time-consuming gap between the two is getting bigger and bigger. At the same time, the algorithm adopts a heuristic adaptive algorithm to estimate some threshold parameters of the clustering algorithm, which can avoid the direct setting of the threshold parameters by the user and can effectively estimate the relevant threshold parameters, extract clusters of any shape, and the clustering effect is obvious.

1. Introduction

The focus is on how to use data mining technology to develop and disseminate Internet technology and to improve information security detection and analysis during the development and implementation of the energy Internet. As a data mining method, a clustering algorithm can judge the similarity of samples and divide the samples with strong similarity into one class. In network information security, under normal network conditions, the user’s operation is almost the same, and the network information security data are also similar [1–3]. In information security detection, the application of a clustering algorithm can classify similar network information into one class, and the information with large differences can be screened out. Once the information difference is large, which may be caused by the network attack, the system will automatically send an early warning to prompt the user. Therefore, the clustering algorithm is widely used in information security monitoring technology. Figure 1 shows the information security detection center. At present, the research on computer network information security detection and protection strategy is still in the initial stage, especially the correlation between different target attributes. The proportion of nonlinear relationship accounts for more than half. If conventional methods are adopted, it is difficult to fully reflect the actual relationship [4]. Internet technology is constantly updated and gradually applied in various fields, which has had a huge impact on people’s life and work. A large amount of data information has exploded, and a large amount of private information is involved. As an extremely important information industry in the development of modern society, aerospace transportation is closely related to the security of classified information and aerospace and is also closely related to the stable development of social security.

DBSCAN (density-based spatial clustering of applications with noise) is a representative density-based clustering algorithm. Unlike partitioning and hierarchical clustering methods, it defines a cluster as the largest set of densely connected points, can divide regions with high enough density into clusters, and can find clusters of arbitrary shapes in noisy spatial databases. In the analysis
process, we found that the Birch algorithm and DBSCAN algorithm can mine information and effectively realize information security detection. Birch algorithm has high efficiency. CF tree and CF vector can effectively describe the clustering-related information, but the clustering effect for nonspherical clusters is poor. Using the Birch algorithm for clustering can effectively extract clusters of arbitrary shape and correctly identify noise points and outliers, but the space-time complexity is higher than using DBSCAN. Both methods require users to provide several threshold parameters, which increases the difficulty of clustering algorithm in practical application [5, 6]. Therefore, combined with the Birch algorithm and DBSCAN algorithm, an improved clustering algorithm is proposed, which enables the algorithm to use a heuristic adaptive algorithm to estimate some threshold parameters of the clustering algorithm, avoids the setting of threshold parameters directly by users, and reduces the difficulty of clustering algorithm in practical application. The so-called cluster analysis is to divide things into clusters according to their own attributes, so that the similarity of things in different clusters is as small as possible, and the similarity of things in the same cluster is as large as possible. At present, the research on computer network information security protection strategy is still in the early stage, especially the correlation between different target attributes, and the proportion of nonlinear relationship accounts for more than half. If conventional methods are used, it is difficult to fully reflect the actual relationship. In the analysis process, there will also be contradictions, and it is likely that there will be unorganized situations. The article focuses on computer network security confidential information and conducts a comprehensive and accurate analysis of network information security.

2. Literature Review

The current improvement of computer computing power and price decline, as well as the continuous development of computer cluster technology, makes the cost of building, using, and maintaining computer clusters smaller and smaller. The computing power of a single computer is limited and cannot handle large-scale data sets, so we can use the high computing power of large-scale clusters for processing, so a large number of large-scale data clustering algorithms based on parallel ideas have been developed the resources to implement large-scale data clustering tasks. Guo and others suggest that cluster analysis is an important method of data mining technology and that the algorithm for clustering large data sets with rapidly growing data volumes is an important topic in today’s data mining [7]. Bi and others proposed a Birch algorithm, which is a clustering algorithm for large-scale data sets. It first stores the data set in a compact compression format, adopts the balanced tree structure, comprehensively considers the problems of system memory, time overhead, and clustering quality, has a high processing speed for large-scale data sets, and meets the scalability of data, so it is applied to many different fields [8]. Li and others believe that the Birch algorithm integrates hierarchical and repetitive displacement methods, first using a bottom-up stepwise algorithm and then using repetitive displacement to improve results [9]. Jones and others believe that the Birch algorithm integrates hierarchical aggregation and iterative relocation methods. First, the bottom-up hierarchical algorithm is used, and then, the iterative relocation is used to improve the results [10]. Its main idea is to scan the database. Birch algorithm has high efficiency. CF tree and CF vector can effectively describe the clustering-related information, but the clustering effect for nonspherical clusters is poor. The choice of parameters directly affects the effect of the cluster. Based on the advantages and disadvantages of the two cluster algorithms, an improved clustering algorithm is proposed that combines the Birch algorithm and the DBSCAN algorithm. First, the improved Birch algorithm is implemented: the data set is sampled to obtain the estimated distance between clusters, which is used as the initial threshold T for establishing a CF tree. During tree replication, the new threshold is set by averaging the distance between adjacent entries of all leaf nodes. After generating the CF tree, the leaf node subclusters are studied to obtain the data set density parameters to calculate the radius parameter ε of the DBSCAN algorithm and the neighboring density threshold MinPts. According to the parameter estimation of the Birch algorithm, DBSCAN clustering is carried out on the whole data set to obtain the final clustering result. The algorithm adopts a heuristic adaptive algorithm to estimate some threshold parameters of the clustering algorithm, which avoids the setting of threshold parameters directly by users, reduces the influence of parameters on the clustering effect, and reduces the application difficulty of the clustering algorithm in information detection [11, 12].

On the basis of this research, this paper proposes a method of applying a big data clustering algorithm in
information security detection. Experiments show that the algorithm can process large-scale data sets at a high speed without increasing the time complexity and can accurately cluster clusters of any shape, find noise points, and effectively estimate the correlation threshold. Parameters extract clusters of arbitrary shapes, and the clustering effect is obvious.

3. Research Methods

3.1. Birch Algorithm

3.1.1. Core Idea. Clustering is an important data mining task, and its purpose is to divide data into several data subsets according to certain criteria, in which the data within each subset are more similar and the data between the subsets are more different. The clustering task is an unsupervised learning method that is widely used in information retrieval, image segmentation, bioinformatics, and other fields. With the rapid development of storage technology, the cost of storing data is getting smaller and smaller, and the scale of available data accumulated in all walks of life is also increasing. Traditional clustering algorithms have achieved excellent results on small-scale data sets when faced with today’s large-scale data, and these classical clustering algorithms are difficult to perform, or even unable to complete the task of clustering analysis. Birch algorithm is a kind of aggregation algorithm, and it is suitable for processing large data sets, whose time and spatial complexity are \( O(n) \), where \( n \) is the number of clustered objects. Birch algorithm can establish a CF tree by scanning the database in a single pass, which can effectively identify noise points. However, it has a poor clustering effect for nonspherical clusters, which leads to low efficiency.

3.1.2. CF Vector. A cluster property (CF) is a three-dimensional vector that aggregates object cluster information. Defined as \( \text{CF1} = (N_1, \text{LS}_1, \text{SS}_1) \) and \( \text{CF2} = (N_2, \text{LS}_2, \text{SS}_2) \) are characteristics of two class clusters, the new class cluster feature after merging will be \( \text{CF1} + \text{CF2} = (N_1 + N_2, \text{LS}_1 + \text{LS}_2, \text{SS}_1 + \text{SS}_2) \). Using cluster functions to aggregate clusters avoids storing detailed information on a single object or point and requires only a certain amount of space to store cluster properties, which is the key to the efficiency of the BIRCH algorithm [13].

\[
\begin{align*}
\text{Centroid of cluster: } X & = \frac{\text{LS}}{N} \\
\text{Radius of cluster: } R & = \sqrt{\frac{N \times \text{SS} - \text{LS} \times \text{LS} + N \times \text{LS}}{N \times N}} \\
\text{Cluster diameter: } D & = \sqrt{\frac{2 \times N \times \text{SS} - 2 \times \text{LS} \times \text{LS}}{N \times (N - 1)}} \\
\text{Distance between clusters: } D_2 & = \sqrt{\frac{\text{SS}_1}{N_1} + \frac{\text{SS}_2}{N_2} + \frac{2 \text{LS}_1 \times \text{LS}_2}{N_1 \times N_2}}
\end{align*}
\]

3.2. DBSCAN Algorithm

3.2.1. Core Idea. The DBSCAN algorithm is a density-based clustering method. The algorithm divides the region with certain density into clusters and it regards clusters as dense regions separated by sparse regions in the data space. This algorithm can effectively extract arbitrary shapes of clusters from noisy spatial data sets and correctly identify noise outliers. Its time complexity is \( O(n^2) \), where \( n \) is the number of clustered objects.

3.2.2. Basic Concepts

Definition 1 (\( \varepsilon \)-neighbor). The \( \varepsilon \)-neighbor of an object is a space whose center is \( o \) and whose radius is a user-defined space \( \varepsilon \).

Definition 2 (neighbor density). It is the number of nearby objects.
Definition 3 (basic object). If the $\epsilon$-neighbor of object $o$ contains at least $\text{MinPts}$ (user-defined threshold parameters) objects, $o$ is called the base object.

Definition 4 (possibility of direct density). $p$ is a density that can only be achieved directly from $q$ (for $\epsilon$ and $\text{MinPts}$) if $q$ is the main object.

Definition 5 (achievable density). It can be reached directly from $q$ (for $\epsilon$ and $\text{MinPts}$) only if $p_1 = q, p_n = p$, and if there is a chain of objects $p_1, p_2, p_3, \ldots, p_n$, for any $p_i, p_{i+1}$ is a density that can be reached directly from $p_i$ (for $\epsilon$ and $\text{MinPts}$).

Definition 6 (densely connected). Objects $p_1, p_2$ (for $\epsilon$ and $\text{MinPts}$) are densely connected (for $\epsilon$ and $\text{MinPts}$) only if there are $q, p_1, p_2$ objects that can reach the density [15–17].

### 3.3. Improved DBSCAN Algorithm

#### 3.3.1. Algorithm Description

Birch algorithm has a poor clustering effect for nonspherical clusters, and because each node can only contain a certain number of subnodes, the final cluster may be very different from the natural cluster, which leads to low efficiency. The algorithm comprehensively considers various factors such as time/space efficiency, the sensitivity of data input, and the accuracy of final clustering results in the clustering process and is especially suitable for the processing of large data sets [18]. In addition, the birch algorithm does not give a specific setting method of the threshold $T$ in the first stage but simply assigns $t = 0$. In the second stage, it does not give a specific method to raise the threshold $T$, so it can only rely on the user to specify the parameter value $t$. In this paper, an estimation method of the threshold $T$ is proposed. The threshold $T$ is adaptively modified by the iterative method, so as to obtain the CF tree. DBSCAN algorithm can effectively extract clusters of arbitrary shape and correctly identify noise points and outliers, so the quality of extracted subclusters is relatively high. The selection of parameters directly affects the clustering effect. Considering the high efficiency of the birch algorithm, and through its data structure, clustering feature CF vector and CF tree, many key statistics of clusters can be easily deduced [19]. This paper proposes an estimation method of DBSCAN parameters. First, the CF tree is obtained by the birch algorithm. By analyzing the clustering feature CF vector on the tree, the density estimation value of the data set is obtained.

In conclusion, the improved BIRCH + DBSCAN method can be divided into two phases. Step 1: The CF vector and the CF tree are obtained using the enhanced BIRCH algorithm, so as to obtain the density information of the data set. The second stage used the density estimation value of the data set obtained in the first stage as the parameter of the DBSCAN algorithm clusters the density and obtains the clustering results.

The detailed algorithm of the first stage is as follows:

1. **Step 1:** input the expected number of clusters $K$ and branching factor $B$ to fix CF tree height.
2. **Step 2:** the data are sampled to obtain $n$ samples. $M$ takes the average value of the distance between N data pairs as the estimated value of the distance between clusters and initially takes $t = m/2$ as the diameter.
3. **Step 3:** run birch.
4. **Step 4:** if the tree is built successfully, the clustering ends. If the tree building fails, use the CF vector and CF tree to set the new threshold $T$ to the average value of the distance between adjacent entries of the CF leaf node and turn to step 3 to rebuild the tree.

The detailed algorithm of the second stage is as follows:

1. **Step 1:** obtain the data set density information: use the CF vector and CF tree obtained in the first stage to obtain the subcluster characteristics of birch clustering.
2. **Step 2:** determine the analysis data set: for the obtained subcluster set, analyze its compactness, and select the subcluster with compactness above the average value as the subcluster set to be analyzed.
3. **Step 3:** parameter modeling: for the subcluster set to be analyzed, construct its minimum spanning tree, respectively.
4. **Step 4:** DBSCAN clustering: take $\text{MinPts} = 1$ and $\epsilon$ as the average value of the largest edge of all minimum
spanning trees, and then conduct DBSCAN clustering again. The flow chart of the clustering flow algorithm is shown in Figure 3.

3.3.2. Algorithm Analysis. The Birch algorithm is a kind of aggregation algorithm, with low space-time complexity, but the clustering effect for nonspherical clusters is poor. The DBSCAN algorithm can efficiently extract clusters of arbitrary shape and correctly identify noise points and outliers, but with higher spatiotemporal complexity than BIRCH. In addition, both the Birch algorithm and the DBSCAN algorithm require users to provide several threshold parameters, and the selection of parameters directly affects the clustering effect [20–22]. The improved Birch + DBSCAN algorithm combines the advantages of the two and uses a heuristic adaptive algorithm to estimate some threshold parameters of the clustering algorithm. The CF vector and CF tree output by the Birch algorithm are used as the basis of data set density estimation to obtain the threshold parameters of the DBSCAN algorithm, which avoids the direct setting of threshold parameters by users. The improved Birch + DBSCAN algorithm is divided into two stages. Considering that the Birch algorithm has two important data structures: these two structures can effectively represent the hierarchical structure of clustering and summarize the information of clusters, so as to correctly estimate the density information of data sets. Birch algorithm requires users to provide the threshold parameter $t$ of subcluster diameter estimation, which has a great impact on the clustering effect [23]. This paper presents the initial setting method of $T$ and the iterative lifting method. By sampling the data, several samples are obtained, and the average value of the distance between two samples is taken as the initial estimate of the distance between clusters. In the process of establishing a CF tree, the top-down search/addition method is adopted to add points to the corresponding subclusters one by one. A point is always inserted into the nearest cluster. If the diameter of the leaf node subcluster exceeds $T$, the tree is divided and balanced. If the CF tree exceeds the specified size, it is necessary to reestablish a tree, and the new threshold $T$ is set to the average value of the distance between adjacent entries of the CF leaf node. Through such estimation, the threshold parameter $t$ can be effectively improved, so as to continuously expand the size of the CF tree until the tree is successful. In the second stage, the CF vector and CF tree in the first stage are used to obtain the preliminary clustering characteristics and the basic information of the clusters, so as to obtain the density estimation value of the data set, which is used as the parameter of DBSCAN algorithm for density clustering and obtained the clustering results. For a small number of data sets, all subclusters can be regarded as the set to be analyzed; for a large number of data sets, the sampling method can be used to obtain subclusters and extract samples. The CF vector effectively summarizes the characteristic information of the cluster. According to equations (2) and (3), the average distance $R$ to the centroid of the member objects and the average distance $D$ of the pairs in the cluster can be obtained. Both $R$ and $D$ represent the density of the clusters around the center. Subclusters with compactness not less than the average of $R$ and $D$ can be selected as the set to be analyzed. The minimum spanning tree of the subcluster set to be analyzed is constructed, respectively. The maximum edge of the minimum spanning tree can effectively estimate the average value of the nearest neighbor distance of any two nodes in the subcluster. DBSCAN algorithm defines the concept of object neighborhood [24, 25]. If the number of objects in the $\epsilon$-neighborhood is not less than the given threshold $\text{MinPts}$, that is, the density of its neighborhood is not less than the threshold $\text{MinPts}$, and then, this object is the core object. By aggregating small dense areas centered on the core object, we can get large dense areas, that is, clusters. Therefore, $\epsilon$ is selected as the average value of the maximum edge of all minimum spanning trees, and $\text{MinPts}$ is set to 1 for DBSCAN clustering.

4. Analysis of Experimental Results

We use the algorithm in this paper, the DBSCAN algorithm and Birch to cluster the data set DB1 (200 data points), the generated data set test 1 (3000 two-dimensional data points, divided into 3 classes, with 1000 points in each class), pageblocks classification, and mushroom, respectively (5473 10-dimensional data sets), and analyze their running time (8124 22-dimensional nonnumerical attribute data sets). In the clustering process, nonnumerical values should be transformed into numerical values before clustering). The comparison results are shown in Figure 4.

As shown in Figure 4, the algorithm described in this article is slightly less efficient than the BIRCH algorithm but more efficient than the DBSCA algorithm. When the data size is close to 6000, the efficiency of the improved algorithm is almost 70% higher than that of DBSCAN and remains.
4.1. Clustering Time. As the amount of data increases, the time of the traditional DBSCAN algorithm increases dramatically, while the time of the improved DBSCAN algorithm remains constant, and as the amount of data increases, the time-consuming difference can be seen in Figure 5. These two are getting bigger.

4.2. Number of Clusters. When the two algorithms have the same amount of data, the number of clusters created by clustering is basically the same. When the amount of data is small and large, the number of clusters created by the improved DBSCAN algorithm is slightly less than the traditional DBSCAN algorithm, which may be due to the stricter division of data by the improved DBSCAN algorithm.
can effectively extract clusters of arbitrary shapes and correctly identify noise points and outliers.

5. Conclusion

Aiming at the problem of improving information security early warning analysis, this paper proposes an improved clustering algorithm by using data mining technology. The algorithm comprehensively considers the advantages and disadvantages of the BIRCH algorithm and the DBSCAN algorithm and proposes a “two-stage clustering model.” The improved BIRCH + DBSCAN algorithm combines the advantages of both and uses a heuristic adaptive algorithm to estimate some threshold parameters of the clustering algorithm. The density estimation information of the data set is obtained through the first stage, and the CF vector and CF tree of the first stage are used in the second stage to obtain the preliminary clustering features and basic information of the cluster, so as to obtain the density estimation value of the data set, which is used as DBSCAN. The parameters of the algorithm perform density clustering and obtain the clustering results. It is verified that the improved DBSCAN algorithm can effectively estimate the threshold parameters in the two clustering algorithms. Experiments show that the algorithm can process large-scale data sets at a high speed without increasing the time complexity and can accurately cluster clusters of any shape, find noise points, and effectively estimate the correlation threshold. Parameters extract clusters of arbitrary shapes, and the clustering effect is obvious.

In addition to clustering algorithms, large-scale data processing methods based on bipartite graphs have also been widely used in fields such as hashing and manifold learning. Although this method has achieved very good results in practical applications, there is currently a lack of theoretical research on this method in the literature. Moreover, the selection of representative samples in this method is very important. When using this method in many kinds of literature, the selection of representative samples is obtained by random sampling or simply using the K-means algorithm to obtain some cluster centers as representative samples. The rationale for this choice of a representative sample is not given.
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