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Abstract—Artificial Intelligence (AI) is becoming a critical component in the defense industry, as recently demonstrated by DARPA’s AlphaDogfight Trials (ADT). ADT sought to vet the feasibility of AI algorithms capable of piloting an F-16 in simulated air-to-air combat. As a participant in ADT, Lockheed Martin’s (LM) approach combines a hierarchical architecture with maximum-entropy reinforcement learning (RL), integrates expert knowledge through reward shaping, and supports modularity of policies. This approach achieved a 2nd place finish in the final ADT event (among eight total competitors) and defeated a graduate of the US Air Force’s (USAF) F-16 Weapons Instructor Course in match play.
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I. INTRODUCTION

The Air Combat Evolution (ACE) program, formed by DARPA, seeks to advance and build trust in air-to-air combat autonomy. In deployment, air-combat autonomy is currently limited to rule-based systems such as autopilots and terrain avoidance. Within the fighter pilot community, learning within visual range combat (dogfighting) encompasses many of the basic flight maneuvers (BFM) necessary for becoming a trusted wing-mate. In order for autonomous systems to be effective in more complex engagements such as suppression of enemy air defenses, escorting, and point protection, BFM need to first be mastered. For this reason, ACE selected the dogfight as a starting point to build trust in advanced autonomous systems. The ACE program culminates in a live flight exercise on full-scale aircraft.

The AlphaDogfight Trials (ADT) were created as a precursor to the ACE program to mitigate risk. For ADT, eight teams were selected, with approaches varying from rule based systems to fully end-to-end machine learned architectures. Through the trials the teams were tested in 1 vs 1 simulated dogfights in a high-fidelity F-16 flight dynamics model. These scrimmages were held against a variety of adversarial agents: DARPA provided agents enacting different behaviors (e.g. fast level flight, mimicking a missile interception mission), other competing team agents, and an experienced human fighter pilot.

In this paper, we will present the environment, our agent design, discuss the results from the competition, and outline our planned future work to further develop the technology.

Our approach uses hierarchical reinforcement learning (RL) and leverages an array of specialized policies that are dynamically selected given the current context of the engagement. Our agent achieved 2nd place in the final tournament and defeated a graduate of the USAF F-16 Weapons Instructor Course in match play (5W - 0L).

II. RELATED WORK

Since the 1950s, research has been done on how to build algorithms that can autonomously perform air combat [1]. Some have approached the problem with rule-based methods, using expert knowledge to formulate counter maneuvers to employ in different positional contexts [2]. Other explorations have codified the air-to-air scenario in various ways as an optimization problem to be solved computationally [2] [3] [4] [5] [6].

Some research relies on game theory approaches, building out utility functions over a discrete set of actions [5] [6], while other approaches employ dynamic programming (DP) in various flavors [3] [4] [7]. In many of these papers, trade-offs are made in the environment and algorithm complexity to reach approximately optimal solutions in reasonable time [5] [6] [3] [4] [7]. A notable work used Genetic Fuzzy Trees to develop an agent capable of defeating a USAF weapon school graduate in an AFSIM environment [8].

More recently, deep reinforcement learning (RL) has been applied to this problem space [9] [10] [11] [12] [13] [14]. For example, [12] trained an agent in a custom 3-D environment that selected from a collection of 15 discrete maneuvers and was capable of defeating a human. [9] evaluated a variety of learning algorithms and scenarios in an AFSIM environment. In general, many of the deep RL approaches surveyed either leveraged low fidelity/dimension simulation environments or abstracted the action space to high level behaviors or tactics [9] [10] [11] [12] [13] [14].

The ADT simulation environment is uniquely high fidelity in comparison to many other works. The environment provides a flight dynamics model of a F-16 aircraft with six degrees of freedom and accepts direct inputs to the flight control system. The model runs in JSBSim, open-source
software that is generally considered to be very accurate for modeling aerodynamics [15], [16]. In this work, we outline the design of a RL agent that demonstrates highly competitive tactics in this environment.

III. BACKGROUND

A. Reinforcement Learning

Broadly speaking, an agent can be defined as “anything that can be viewed as perceiving its environment through sensors and acting upon that environment through actuators” [17]. A reinforcement learning (RL) agent is concerned about learning what to do and what actions to take to maximize a numerical reward signal [18]. Reward signals are provided by the environment and the learning is performed in an iterative way by trial-and-error. Therefore, reinforcement learning is different from both supervised and unsupervised learning. Supervised learning is performed on a training set of labeled examples provided by an external supervisor. Unsupervised learning does not work with labels but instead looks to find some hidden structure in the data [19]. Reinforcement learning is like supervised learning in that the learning samples are labeled, however, they are done so dynamically by recording interactions with the simulation environment as the agent learns.

One of the main challenges in reinforcement learning is to manage the trade-off between exploration and exploitation. As the RL agent interacts with the environment through actions, it starts to learn the choices that eventually return high reward. Naturally, to maximize the reward it receives, the agent should exploit what it already learned by selecting the actions that resulted in high rewards. However, to discover the optimal actions, the agent has to take the risk and explore new actions that may lead to higher rewards than the current best-valued actions. The most popular approach is the ε-greedy strategy, in which the agent selects an action at random with probability \(0 < \epsilon < 1\), or greedily selects the highest valued action with probability \(1 - \epsilon\). Intuitively, the agent should explore more at the beginning and, as the training progresses, it should start exploiting more. However, knowing the best way to explore is non-trivial, environment-dependent, and is still an active area of research [20]. Another interesting yet challenging aspect of RL is that actions may affect not only the immediate but the subsequent rewards. Thus, an RL agent must learn to trade-off immediate and delayed rewards.

B. Markov Decision Processes

A Markov decision process (MDP) provides the mathematical formalism to model the sequential decision making problem. An MDP is comprised by a set of states \(S\), a set of actions \(A\), a transition function \(T\) and a reward function \(R\), forming a tuple \(<S, A, T, R>\) [21]. Given any state \(s \in S\), selecting an action \(a \in A\) will lead the environment to a new state \(s' \in S\) with transition probability \(T(s, a, s') \in [0, 1]\) and return a reward \(R(s, a)\). A stochastic policy \(\pi: S \rightarrow A\) is a mapping from states to probabilities of selecting each possible action, where \(\pi(a|s)\) represents the probability of choosing action \(a\) given state \(s\). The goal is to find the optimal policy \(\pi^*\) that provides the highest expected sum of rewards:

\[
\pi^* = \arg \max_\pi \mathbb{E}_\pi \left\{ \sum_t \gamma^t r_{t+1} | s_0 = s \right\},
\]

where \(\gamma \in [0, 1]\) is the discount factor, \(H\) is the time horizon, and \(r_t\) is a short-hand for \(R(s = s_t, a = a_t)\). The value function is defined as the expected future reward at state \(s\) following a policy \(\pi\), \(V_\pi(s) = \mathbb{E}_\pi \left\{ \sum_t \gamma^t r_{t+1} | s_0 = s \right\}\).

Small \(\gamma\) values lead the agent to focus on short-term rewards, while larger values, on long-term rewards. The horizon \(H\) refers to the number of steps in the MDP, where \(H = \infty\) indicates an infinite-horizon problem. If the MDP terminates at a particular goal, called an episodic task, the last state is called terminal, and \(\gamma\) values close to 1 are recommended.

An important concept associated with the value function is the action-value function, defined as:

\[
Q_\pi(s, a) = \mathbb{E}_\pi \left\{ \sum_t \gamma^t r_{t+1} | s_0 = s, a_0 = a \right\}.
\]

Estimating the \(Q\)-function is said to be a model-free approach since it does not require knowing the transition function to compute the optimal policy, and is a key component in many RL algorithms.

The optimal policy as well as the associated optimal value function can be estimated using Dynamic Programming (DP) if a complete model of the environment, i.e. reward and transition probabilities, is available. Otherwise, for finite-horizon episodic tasks, Monte Carlo (MC) methods can be used to estimate the expected rewards, however they would require simulating the entire episode in order to estimate the value function and update the policy, which may require a huge amount of samples to converge. In RL, the MDP is traditionally solved using the approach called temporal difference (TD) [22], in which the value function is estimated step-by-step, like in DP, and directly from raw data, like with MC, without requiring the transition function.

C. Maximum Entropy Reinforcement Learning

As discussed previously, finding the optimal way to explore new actions during learning is non-trivial. The maximum entropy RL theory provides a principled way to address this particular challenge, and it has been a key element in many of the recent RL advancements [23] [24], [25] [26] [27] [28]. Like in a standard MDP problem, the maximum entropy RL goal is to find the optimal policy \(\pi^*\) that provides the highest expected sum of rewards, however, it additionally aims to maximize the entropy of each visited state [28].

\[
\pi^* = \arg \max_\pi \mathbb{E}_\pi \left\{ \sum_t r_{t+1} + \alpha \mathcal{H}(\pi) | s_0 = s \right\},
\]

where \(\alpha\) is the temperature parameter that controls the stochasticity of the optimal policy, and \(\mathcal{H}(\pi)\) represents the entropy of the policy. The intuition behind this is to
find the policy that returns the highest cumulative reward while providing the most diverse distribution of actions, this is what ultimately promotes exploration. Interestingly, this approach allows a state-wise balance between exploitation and exploration. For states with high reward, a low entropy policy is permitted while, for states with low reward, high entropy policies are preferred, leading to greater exploration. The discount factor $\gamma$ is omitted in the equation for simplicity since it leads to a more complex expression for the maximum entropy case [23]. But it is required for the convergence of infinite-horizon problems, and it is included in our final algorithm.

Maximum entropy RL has conceptual and practical advantages. The entropy term leads the policy to explore more widely, and it also allows near-optimal behaviors. For instance, the agent will bias towards two equally attractive actions (higher entropy) rather than a single action that restricts exploration. In practice, improved exploration and faster learning have been reported in many prior works [24].

D. Actor-Critic Methods

In the RL literature, there are two main types of agent training algorithms, value- and policy-based methods. In the first group, we have algorithms such as Q-learning [29] and deep Q-networks (DQN) [30], in which the optimal policies are estimated by first computing the respective Q-functions using TD. In DQN, deep neural networks (DNN) are used as non-linear Q-function approximators over high-dimension state spaces. Computing the optimal policy from the Q-function is straightforward in discrete cases, however can be impractical in a continuous action space, since it involves an additional optimization step. In policy-based methods, the optimal policy is directly estimated by defining an objective function and maximizing it through its parameters. Thus, they are also known as policy gradient methods, since they involve the computation of gradients to iteratively update the parameters. In this category, we have REINFORCE [31], deterministic policy gradient (DPG) [32], trust region policy optimization (TRPO) [33], proximal policy optimization (PPO) [34], and many others.

Actor-Critic (AC) is a policy gradient method that combines the benefits of both value- and policy-based approaches. The parametric policy model is known as the “actor”, and it is responsible for selecting the actions. While, the estimated value function is the “critic”, which criticises the actions made by the actor. In standard policy gradient methods like REINFORCE, model parameters are updated by weighting the policy distribution with the actual cumulative reward $G_t$ obtained by playing the entire episode (“rolling-out”),

$$\theta \leftarrow \theta + \eta \nabla \theta \ln \pi_\theta(a_t|s_t),$$

where $\theta$ represents the model parameters. In actor-critic methods, the weighting $G_t$ is replaced by $Q(s, a)$, $V(s)$, or an ‘advantage’ function $A(s, a) = Q(s, a) - V(s)$ depending on the particular variant. Importantly, this modification allows to iteratively and efficiently update the policy and value-function parameters. Deep deterministic policy gradient (DDPG) [35] is one of the most popular and successful AC methods. DDPG is a model-free and off-policy method (parameter updates are performed using samples unrelated to the current policy), where two neural networks (policy and value-function) are estimated. Like DQN methods, DDPG uses a replay buffer to stabilize parameter updating but it learns policies with continuous action spaces, and it is closely related to the soft actor-critic presented in the next section.

E. Soft Actor-Critic

Soft Actor-Critic (SAC) [26] is one of the most successful maximum entropy based methods and, since its creation, it became a common baseline algorithm in most of the RL libraries, outperforming state-of-the-art methods such as DDPG and PPO in many environments [26] [27]. Like the DDPG approach, SAC is a model-free and off-policy method in which the policy and value functions are approximated using neural networks, but in addition it incorporates the policy entropy term into the objective function encouraging exploration, similar to soft Q-learning [25]. SAC is known to be sample efficient and a stable method compared to DDPG.

As expressed in Equation [3], the SAC policy/actor is trained with the objective of maximizing the expected cumulative reward and the action entropy at a particular state. The critic is the soft Q-function and, following the Bellman equation, it is expressed by:

$$Q(s_t, a_t) = r_t + \gamma \mathbb{E}_{\rho_\pi(s)}[V(s_{t+1})],$$

where, $\rho_\pi(s)$ represents the state marginal induced by the policy, $\pi(a|s)$, and the soft value function is parameterized by the Q-function:

$$V(s_{t+1}) = \mathbb{E}_{a_t \sim \pi}[Q(s_{t+1}, a_{t+1}) - \alpha \log \pi(a_{t+1}|s_{t+1})].$$

The soft Q-function is trained to minimize the following objective function given by the mean squared error between predicted and observed state-action values:

$$J_Q = \mathbb{E}_{(s_t, a_t) \sim D}[\frac{1}{2} (Q(s_t, a_t) - (r_t + \gamma \mathbb{E}_{\rho_\pi(s)}[V(s_{t+1})])^2],$$

where $(s_t, a_t) \sim D$ denote state-action sampled from the replay buffer, $V$ is the target value function [30].

Finally, the policy is updated by minimizing the KL-divergence between the policy and the exponentiated state-action value function (this guarantees convergence), and it can be expressed by:

$$J_\pi = \mathbb{E}_{s_t \sim D} \mathbb{E}_{a_t \sim \pi}[\alpha \log \pi(a_t|s_t) - Q(s_t, a_t)],$$

where the idea is to minimize the divergence between the action and state-action distribution.

The SAC algorithm is sensitive to the $\alpha$ temperature changes depending on the environment, reward scale and training stage, as shown in the initial paper [26]. To address this issue, an important improvement was proposed by the same authors to automatically adjust the temperature parameter [27]. The problem is now formulated as maximum entropy
RL optimization but satisfying a minimum entropy constraint. Thus, the optimization is performed using a dual objective approach, maximizing the expected cumulative return while minimizing the expected entropy. In practice, the soft Q-function and policy networks are updated as described earlier, and the $\alpha$ temperature function is approximated by a neural network with the objective:

$$J_\alpha = \mathbb{E}_{a_t \sim \pi_t}[ -\alpha \log \pi_t(a_t | s_t) - \alpha \mathcal{H}_0], \quad (8)$$

where $\mathcal{H}_0$ is the desired minimum expected entropy. Further details can be found in [27]. The SAC algorithm can be summarized by the following steps:

**Algorithm 1: Soft Actor Critic**

- Initialize Q, policy and $\alpha$ network parameters;
- Initialize the target Q-network weights;
- Initialize the replay buffer $\mathcal{D}$;

**for each episode**

**for each environment step**

- Sample the action from the policy $\pi(a_t | s_t)$, get the next state $s_{t+1}$ and reward $r_t$ from the environment, and push the tuple $(s_t, a_t, r_t, s_{t+1})$ to $\mathcal{D}$;

**end**

**for each gradient step**

- Sample a batch of memories from $\mathcal{D}$ and update the Q-network (Equation 6), the policy (Equation 7), the temperature parameter $\alpha$ (Equation 8), and the target network weights (soft-update);

**end**

---

**F. Hierarchical Reinforcement Learning**

Dividing a complex task into smaller tasks is at the core of many approaches going from classic divide-and-conquer algorithms to generating sub-goals in action planning [36]. In RL, temporal abstraction of state sequence is used to treat the problem as a semi-Markov Decision Process (SMDP) [37]. Basically, the idea is to define macro-actions (routines), composed by primitive actions, which allow for modeling the agent at different levels of abstraction. This approach is known as hierarchical RL [38, 39], it has a parallel with the hierarchical structure of human and animal learning [40], and has generated important advancements in RL such as option-learning [41], universal value functions [42], option-critic [43], FeUdal networks [44], data-efficient hierarchical RL known as HIRO [45], among many others. The main advantages of using hierarchical RL are transfer learning (to use previously learned skills and sub-tasks in new tasks), scalability (decompose large into smaller problems, avoiding the curse of dimensionality in high-dimensional state spaces) and generalization (the combination of smaller sub-tasks allows generating new skills, avoiding super-specialization) [40].

Our approach of using a policy selector resembles options learning algorithms [41], and it is closely related to the methods presented by [47], in which sub-policies are hierarchically structured to perform a new task. In [47], sub-policies are primitives that are pre-trained in similar environments but with different tasks. Our policy selector (liked the master policy in [47]) learns to optimize a global reward given a set of pre-trained specialized policies, which we call them low-level policies. However, unlike previous work [47] which focused on meta-learning, our main goal is to learn to dogfight optimally against different opponents, by dynamically switching between the low-level policies. Additionally, given the complexity of the environment and the task, we don’t iterate between the training of the policy selector and the sub-policies, i.e. the sub-policy agents’ parameters are not updated while training the policy selector.

**IV. ADT Simulation Environment**

The environment provided for the dogfighting scenario was developed by the Johns Hopkins University Applied Physics Lab (JHU-APL) as an OpenAI gym environment. The physics of the F-16 aircraft is simulated with JSBSim, a high-fidelity open-source flight dynamics model [48]. A rendering of the environment is shown in Figure 1.

![Fig. 1: Rendering of the simulation environment](image-url)
The WEZ is defined as the locus of points that lie within a spherical cone of 2 degree aperture, which extends out of the nose of the plane, that are also 500-3000 ft away (Figure 2). Though the agent isn’t truly taking shots on its opponent, throughout this paper we will call attaining this geometry getting a “gun snap”.

The damage per second to the adversary in the WEZ is given by

\[ d_{\text{wez}} = \begin{cases} 0 & r > 3000 \text{ ft} \\ \frac{3000 - r}{5000} & 500 \text{ ft} \leq r \leq 3000 \text{ ft} \\ 0 & r < 500 \text{ ft} \end{cases} \]

where \( d_{\text{wez}} \) is the damage incurred by being in the WEZ and \( r \) is the distance between the aircraft.

The reward given to the agent by the environment is calculated as the area under the opponent’s damage over time curve,

\[ r_t = \begin{cases} \mathbb{E}_{t'\in[0,T]}[d_{\text{opp}}(t')] & d_{\text{self}} < 1 \\ 0 & \text{otherwise} \end{cases} \]

where \( r_t \) is the reward at time step \( t \), \( d_{\text{self}} \) is the damage to the agent, \( d_{\text{opp}} \) is the damage to the opponent (Figure 3), and \( T = 300 \), the maximum duration of an engagement.

The engagement starts with both aircraft having full health (health = 1.0) and ends when one or both of the aircraft reach zero health or once the duration of the simulation reaches 300 seconds. An agent ‘wins’ when its opponent’s health reaches zero. This can happen when either the opponent dips below the minimum altitude (hard deck) of 1000 ft. or when the opponent incurs sufficient damage through gun snaps. The fight ends in a draw if the engagement times out.

V. AGENT ARCHITECTURE

Our agent, PHANG-MAN (Policy Hierarchy for Adaptive Novel Generation of MANeuvers), is composed of a 2-layer hierarchy of policies. On the low level, there is an array of policies that have been trained to excel in a particular region of the state space. At the high level, a single policy selects which low-level policy to activate given the current context of the engagement. Our architecture is shown in Figure 4.

A. Low Level Policies

All low-level policies are trained with the Soft Actor-Critic (SAC) algorithm [49]. Since SAC is an off-policy RL algorithm in which the actor aims to maximize the expected reward while also maximizing entropy, exploration is maximized alongside performance. Each low-level policy ingests the same state values and has an identical three-layer multilayer perceptron (MLP) architecture. The low-level policies are evaluated and new actions input to the environment at the maximum simulation frequency, 50 Hz. What distinguishes the low-level policies are the range of initial conditions used in training and their respective reward functions. The reward function of each low-level policy is the sum of a variety of independent components, each designed to encourage a specific behavior. A description of the reward function components is given below:

- \( R_{\text{relative position}} \) rewards the agent for positioning itself behind the opponent with its nose pointing at the opponent. It also penalizes the agent when the opposite situation occurs.
- \( R_{\text{track } \theta} \) penalizes the agent for having a non-zero track angle (angle between ownship aircraft nose and the center of the opponent aircraft), regardless of its position relative to the opponent.
- \( R_{\text{closure}} \) rewards the agent for getting closer to the opponent when pursuing and penalizes it for getting closer when being pursued.
- \( R_{\text{gunsnap(b)} \text{(blue)}} \) is a reward given when the agent achieves a minimum track angle and is within a particular range of distances, similar to WEZ damage in the environment.
- \( R_{\text{gunsnap(r) \text{(red)}}} \) is a penalty given when the opponent achieves a minimum track angle and is within a par-
ticular range of distances, similar to WEZ damage in the environment.

- $R_{\text{deck}}$ penalizes the agent for flying below a minimum altitude threshold.
- $R_{\text{too close}}$ penalizes the agent for violating a minimum distance threshold within a range of adverse angles (angle between the opponent’s tail and the center of the ownship aircraft) and is meant to discourage overshooting when pursuing.

An overview of each of the three low-level policies follows:

**Control Zone (CZ):** The CZ policy will try to attain a pursuit position behind the opponent and occupy a region of the state space that makes it virtually impossible for the opponent to escape, which is also called the “control zone”. The CZ policy was trained with the widest range of initial conditions of any of the low-level policies. The initial conditions were composed of uniformly random positions, Euler angles, and body-frame velocities. Domain knowledge from retired fighter pilots was leveraged to design the CZ policy’s multi-dimensional reward function. The function is dependent on track angle, adverse angle, distance to opponent, height above the hard deck, and closure rate. The CZ reward function is given by $R_{\text{total}} = R_{\text{relative position}} + R_{\text{closure}} + R_{\text{gun snap (blue)}} + R_{\text{gun snap (red)}} + R_{\text{deck}} + R_{\text{too close}}$. Select surfaces of the CZ policy’s reward function are shown in Figure 5.

**Aggressive shooter (AS):** Unlike the CZ policy, the AS policy is encouraged to take aggressive shots from the side and head on. Gun snap rewards are greater in magnitude at closer distances like the WEZ damage function of the environment. As a result, the AS policy often takes shots that will yield the most damage but leave it susceptible to counter maneuvers. On defense, the AS policy avoids gun snaps from close range more than those from farther away, making it a relatively less aggressive evader. The AS policy was trained with initial conditions that place either the opponent or ownship aircraft within the WEZ, maximizing the time spent learning effective offensive and defensive gun snap maneuvers. The AS reward function is given by $R_{\text{total}} = R_{\text{track } \theta} + R_{\text{gun snap (blue)}} + R_{\text{gun snap (red)}} + R_{\text{deck}}$. Select surfaces of the AS policy’s reward function are shown in Figure 6 (top).

**Conservative shooter (CS):** The CS policy leveraged the same initial conditions during training and has a similar reward function as the AS policy. The notable difference is the plateau region of the gun snap components in the CS reward function. As a result, the CS policy learned to value gun snaps from near and far equally, resulting in behavior that effectively maintains an offensive scoring position, even though the magnitude of the points scored may be low. On the defensive end, the CS policy avoids gun snaps equally from all distances, making it equally sensitive to all damage and a relatively aggressive evader. The CS reward function is given by $R_{\text{total}} = R_{\text{track } \theta} + R_{\text{gun snap (blue)}} + R_{\text{gun snap (red)}} + R_{\text{deck}}$. The $R_{\text{gun snap (blue)}}$ component of the CS policy’s reward function is shown in Figure 6 (bottom).

**B. Policy Selector**

At the top level of our hierarchy, the policy-selector network identifies the best low-level policy given the current context of the engagement. Our approach is similar to options learning [41], however we do not estimate the terminal conditions directly. Instead, a new selection is made periodically at a frequency of 10 Hz. Unlike the option-
Fig. 6: $R_{\text{gun snap}}(\text{blue})$ and $R_{\text{gun snap}}(\text{red})$ components of the AS policy’s reward function (top) and $R_{\text{gun snap}}(\text{blue})$ component of the CS policy’s reward function (bottom).

Figure 6 illustrates the components of the reward function for the Aggressive Shooter (AS) and Conservative Shooter (CS) policies. The AS policy focuses on aggressive gun snaps (blue) to deal damage, while the CS policy uses more conservative gun snaps (red) with a focus on maintaining distance.

Fig. 7: Illustration of agent selection during a single episode. Policy selector (PS) with a team of 3 agents: CZ, CS, and AS. Opponents: CS (top) and CZ (bottom).

The policy selector is implemented using the same SAC algorithm. Although a SAC implementation for discrete actions is viable for choosing low-level policies [51], the continuous version of SAC combined with argmax demonstrated better performance.

The reward function used to train the policy selector closely resembles the WEZ damage function of the environment, which is sparse. To facilitate learning, we also include a reward that is proportional to track angle at every step.

In Figure 7, we show an example of how different agents are dynamically selected depending on the current state. We plot the track angle as a representation of what is happening in this episode. In the match against the CS policy (top), the policy selector agent exploits the initial positional advantage (smaller track angle), closes the distance while reducing the track angle, it overshoots once (step 500) but gets persistent gun snaps (steps 1100 to 1300) and ends the episode with a win.

During policy selector training, in each episode the percent utilization of each low-level policy is computed. When plotted over training episodes, it is observed that the selector learns unique and effective strategies for each opponent. Figure 8 shows how the normalized utilization of selected low-level policies significantly differs when playing against an intelligent agent (top) and a random agent (bottom).
Fig. 8: Normalized utilization of low-level policies vs. PHANG-MAN (self-play) and Randy (random maneuver agent)

We observed that the performance of the policy selector against any individual opponent was at least as good as that of the highest performing low-level policy against the same opponent. Additionally, across several opponents, the performance of the policy selector was significantly greater than that of any individual low-level policy, indicating it was able to effectively leverage the strengths of the low-level policies and generate unique complementary strategies.

Hyperparameters for the low-level policies and policy selector are given in Table 1.

VI. PHANG-MAN AT THE ADT FINAL EVENT

The ADT final event was completed over 3 days of competition. On Day 1, competitors faced agents developed by JHU-APL in collaboration with DARPA. Day 2 involved a Round Robin tournament, in which each team played against all others in a best of 20 match. On Day 3, the top 4 teams at the end of day 2 played in a single elimination championship tournament.

These teams also had the opportunity to play against a graduate of the USAF F-16 Weapons Instructor Course in a best of 5 match.

Our agent finished the initial 2 days of the competition in 2nd place, qualifying for the championship tournament. On Day 3, PHANG-MAN won its semi-final round and in the finals was defeated by Heron Systems’ agent, finishing the competition in 2nd place overall. The tournament bracket and results are shown in Figure 9. The semi-finals and finals can be viewed online.

In the championship round, we faced a very aggressive, highly accurate, and impressive adversary from Heron Systems. In most cases, PHANG-MAN did not survive the initial exchange of nose-to-nose gun snaps and matches would end with Heron emerging victorious but having very little health remaining. Although we scored 7% more total shots against Heron’s agent, our average shot was from farther away and thus our average damage was lower. Our agent would disengage its offense inside of 800 ft. in favor of better positioning for the next exchange, while Heron’s agent would continue to aggressively pursue head on. As a result of this aggression, when surviving the initial exchange PHANG-MAN was able to attain a commanding offensive position.

We suspect that this bias toward future positioning over immediate scoring is the result of a strategy we used during training in which we artificially inflated the health of the agents by a factor of 10. Additionally, by not providing a reward that was proportional to the opponents remaining health or a reward for fully depleting our opponent’s health, we may have inadvertently allowed our agent to learn to give away near victories.

Overall, PHANG-MAN demonstrated strategic use of aggressive and conservative tactics. We believe it has the potential to be a trustworthy co-pilot or wingman that can effectively execute real-world tactics in which self-preservation is paramount.

For the matches between the top competitors and the human Air Force pilot, a high-fidelity VR enabled cockpit was provided by the DARPA and JHU-APL team (Figure 10). This allowed the human pilot to visually track the opponent AI as he typically would in a real engagement. A dashboard was displayed for the pilot providing a simplified

---

Table I: List of common hyper-parameters used in the SAC training.

| Parameter          | Value                  |
|--------------------|------------------------|
| Optimizer          | Adam                   |
| Replay buffer size | 5.0e6                  |
| Number of hidden layers | 1                     |
| Number of hidden neurons | 7168 (Policy Selector) |
|                    | 12288 (CZ, AS, CS)     |
| Batch size         | 256                    |
| Learning rate      | 2.0e-4                 |
| Discount factor $\gamma$ | 0.99                 |
| Soft $\tau$        | 1.0e-3                 |
| Entropy target $\tau$ | -3 (Policy Selector) |
|                    | -4 (CZ, AS, CS)        |
| Activation function| ReLU                   |
| Target update interval | 1                     |
view of pertinent information (e.g., track angle, relative distance to opponent, altitude, fuel, etc.). As an additional visual assist, an icon pointing out the opponent direction to the pilot, when outside his vision was provided along with a red flashing overlay of the entire pilot’s view when he received a gun snap.

PHANG-MAN was one of four agents to emerge victorious (5W - 0L) in its five-game match with the USAF Weapons Instructor pilot. The match-ups were characterized by PHANG-MAN taking aggressive shots from head on and the side, while also capitalizing on any mistakes that the human pilot made that gave up their control zone.

VII. Future Work

The quick paced, one-year timeline of ADT provided many new avenues of future research in this problem space. To this end Lockheed Martin is making significant investments to further research and develop this work.

Alongside deeper algorithmic research specific to the air-to-air domain we are adapting our current efforts with the goal of full-scale deployment. Enhancing the simulation environment is the first step in this direction: modification and additions to the observation space (incorporating domain randomization techniques [52], imperfect information, partial/estimated knowledge, etc.) and incorporating different platform aerodynamics models (quad-copter, small fixed-wing unmanned aerial vehicles, F-22, etc.). This will allow for smoother transition as we deploy on sub-scale and eventually full-scale aircraft.

VIII. Conclusion

The AlphaDogfight Trials sought to challenge competitors to develop high performing AI agents that can excel in air-to-air combat. We developed a hierarchical agent that succeeded in competition, ranking 2nd place overall and defeating a graduate of the US Air Force Weapons School’s F-16 Weapons Instructor Course. LM intends to continue investing in this research and fully explore the potential of these algorithms and their path to deployment.
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