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This perspective article suggests considering the everyday research data management work required to accomplish social media research along different phases in a data lifecycle to inform the ongoing discussion of social media research data’s quality and validity. Our perspective is informed by practical experience of archiving social media data, by results from a series of qualitative interviews with social media researchers, as well as by recent literature in the field. We emphasize how social media researchers are entangled in complexities between social media platform providers, social media users, other actors, as well as legal and ethical frameworks, that all affect their everyday research practices. Research design decisions are made iteratively at different stages, involving many decisions that may potentially impact the quality of research. We show that these decisions are often hidden, but that making them visible allows us to better understand what drives social media research into specific directions. Consequently, we argue that untangling and documenting choices during the research lifecycle, especially when researchers pursue specific approaches and may have actively decided against others (often due to external factors) is necessary and will help to spot and address structural challenges in the social media research ecosystem that go beyond critiques of individual opportunistic approaches to easily accessible data.
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INTRODUCTION

Web platforms such as search engines or online shopping platforms and especially social media services have become an important source of research data across disciplines. Respective data can be content published and shared by users (e.g., texts, images and videos shared on Facebook, Instagram or Twitter) as well as users’ communication and interaction networks (e.g., via followings, likes). In addition to an interest in studying user behavior within online environments (e.g., communication practices or phenomena such as edit wars on Wikipedia), another interest is in using data from online platforms to infer conclusions about broader societal issues (e.g., voting behavior or racism). User communication data from social media are often extracted by using public application programming interfaces (APIs) or web scraping, and thus are highly dependent on the platform and API structures and affordances.

Consequently, research based on web and social media data has been criticized for frequently being data-driven with research questions being tailored to data availability and accessibility (e.g.,
The challenges of working with this dynamic, impermanent type of data are aggravated by the constant evolution of platforms accompanied by changes in data access opportunities (as outlined e.g., by Rogers (2015), or Karpf (2012) and prominently affecting research after major changes to Facebook’s API as outlined by Bruns (2013). “Opportunistic” (Olteanu et al., 2019) approaches to social media data have sparked various critical reflections on consequential ethical drawbacks (e.g., Fiesler and Proferes, 2018; franzke et al., 2020) and methodological issues of social media research and its specific epistemic quality [e.g., in sociology by Halford et al. (2018) or Schroeder (2014) or in anthropology by Boellstorff (2013)]. While these issues certainly need to be attended to, we are here contributing a perspective that may allow to better understand the epistemological challenges and drivers of social media research beyond the starting point of a specific project. We focus on everyday engagement with data as an ongoing, situated process of engaging with technology-enabled structures and affordances of tools and platforms to accomplish the everyday data work that is required to accomplish social media research. Our perspective is informed by a) our experiences in archiving and data management when curating social media data in the data archive of the GESIS - Leibniz Institute for the Social Sciences (e.g., Kaczmarek et al. (2014), Bruns and Weller (2016), Weller and Kinder-Kurlanda (2016), Kinder-Kurlanda et al. (2017)); b) results from an interview study on the data practices of social media researchers (e.g., Kinder-Kurlanda and Weller (2014), Weller and Kinder-Kurlanda (2015), Weller and Kinder-Kurlanda (2017)); and c) various literature on methodological, ethical and epistemological issues of social media data as well as notions from science and technology studies that view technology use (by social media users and researchers alike) as situated within the social and cultural world (Suchman, 1987) in a complex entanglement of humans, technologies, structures and organizations (Latour, 1996; Orlikowski, 2007).

Drawing on our experiences in archiving and data management practice and theory, we have organized this perspective article on everyday data work along a typical research lifecycle model, distinguishing different stages throughout the research process - from collecting research data to preserving it.

A DATA LIFECYCLE FOR SOCIAL MEDIA DATA

There are various models of digital data that allow us to understand different aspects of it. For example, Crawford and Joler (2018), by detailing an anatomical model of the Amazon Alexa device, recently revealed the vast complexity and scale of social, environmental, economic, and political costs hidden behind seemingly simple everyday data interfaces. Within the data management literature there are various processual models of data, many of them cyclical models stressing the circle of uses and reuses of data that may retain value indefinitely (Borgman, 2019; for an overview of different data lifecycle models see: Carlson, 2014). The data lifecycle model used by data archivists views such data from the perspective of those who are used to curating it as research data, with the intent to make it findable, accessible and interoperable in order to facilitate reuse (Wilkinson et al., 2016) and the reproducibility of research. The model guides archivists’ and curators’ assistance to researchers - what assistance researchers most likely require varies depending on the phase of the cycle model they can be allocated to. Untangling the steps that occur along a typical research lifecycle shifts the perspective from individual opportunistic strategies toward creating research environments and infrastructures that assist researchers in pursuing their quest for best practices and solutions within ephemeral structures of data and publics.

Pouchard (2015, p. 183) proposes a lifecycle model for Big Data that “combines the perspective of research with that of data curation, identifies the tasks of data management that lead to analysis, while preserving the curation aspect, and encompasses the steps necessary to handle Big Data.”

Following this model we have structured this contribution along the different phases of planning, acquiring, preparing and analysing, preserving and discovering for secondary use (and then back to planning etc.). Pouchard especially stresses the importance of describing (or documenting) every step as soon as possible to reflect the source and facilitate discovery and also to prevent omission of a potentially crucial transformation of the data (p. 184) and to assess and monitor data quality throughout every step of the life cycle. Documenting and assessing the data as important elements of data management are intended to enhance research quality by eventually allowing for research to become more transparent, critiqueable and reusable - with the aim of advancing cumulative research. The cyclical model reflects the archivists’ perspective. From our interviews with social media researchers we conclude that in actual research projects the different phases are better modeled as different types of activities that rely on each other, but that do not necessarily follow each other. Researchers may go back to previous steps several times or skip steps.

Documentation, ideally in addition to shared datasets, is one tangible outcome of data management. Data management principles also encourage critical reflection of all aspects of how data is collected, prepared, handled, stored and shared, which leads to continuous engagement with challenges in data quality and research ethics. Underlying this focus on critically reflecting the concrete handling of data is the assumption that such practices are epistemic and linked to specific types of knowledge being produced (Koch and Kinder-Kurlanda, 2020). Data management thus is closely linked to the best practices of applied methodologies. Nevertheless, it is often neglected...
throughout the research process because of the time and effort involved—something that also became apparent during our interviews.

Data management can be aided by data curation tools and software and, especially in the later phases of archiving and sharing, by institutions such as data repositories. However, when dealing with data from social media as an example of digital data sourced from Internet platforms, researchers are faced not only with little guidance on how to manage data, but also with the fact that existing best practices and tools from other research fields may not be transferable. What is more, best practice with regard to opening one’s research to peer review often still needs to be established for the new methodologies with the different types of data. In the following we focus on the concrete steps of data handling in social media research and detail some of the challenges of revealing information about them to make research valid and to open it to scrutiny by peers.

**PLANNING A PROJECT**

The main objective of planning activities is to determine the specific research questions, which will then lead to selecting suitable methodological approach(es) and to identifying the data required for answering the research questions. Researchers often return to this planning stage from later stages to refine research questions and requirements for data, and particularly the data acquisition phase may be closely entangled with the planning phase. When working with social media data, refining initial research questions and refining data collection strategies may be necessary if the “ideal” dataset turns out not to be accessible (Mayr and Weller, 2017), and iterations are needed to define a question and look for suitable data. For example, in our interviews with social media researchers we witnessed that researchers may find that a chosen API has unexpected restrictions so that only a limited amount of data is available, may then decide to employ a different method (mixed, explorative) while necessarily adjusting the research question (Weller and Kinder-Kurlanda, 2015).

Such an iterative process is not per se different from working in other areas or with other data. And usually documentation does not report the full iteration of planning and selecting data to collect; discarded ideas that could not be realized in practice are usually not described. However, in social media research with its greater innovation in methods and lack of standard epistemologies this neglect is contributing to the notion of opportunism. The extended tinkering with APIs, the search for interesting data, or the struggle with cumbersome website designs that make scraping difficult are typically hidden in deference to the presentation of only the final, carefully chosen dataset in a published paper. Not revealing the iterative processes of planning, however, makes assessing the quality of the research design and the appropriateness of the selected data source difficult. Decisions in the planning phase made to ensure ethical standards are also not typically part of published material and not regularly asked for in review processes for journals and conferences. This is not to say that decisions taken in the iterative processes of planning social media research are always well-thought out, valid, ethically reflective and methodologically sound—but putting the focus on these processes highlights that it is here where important decisions are being taken that fundamentally determine a study’s validity and deserve to become more transparent. First steps toward transparency and for reducing the current challenges could be better documentation practices (including developing standards for documenting research design decisions) and a stronger focus on the specific research design choices during peer review. This will be of particular relevance for the processes of data acquisition.

**Acquiring Data**

Social media data can be collected in different ways (e.g., requested from an API, bought from a reseller or collected via screenshots and copy-paste) and can occur in various shapes (e.g., text, image, video, network data). Decisions about how to collect what data from which sources are iteratively developed during the planning phase, as mentioned above. But as we have seen throughout our interviews, they also depend on the researcher’s capacities and skills (such as programming skills or financial resources), on the collections system’s technical affordances (such as the available server capacity or (third party) tools), on platform providers’ (legal or technical) restrictions imposed on data collection possibilities and on ethical considerations about users’ privacy and (lack of) consent to research. The question of whether a particular research design based on social media data might be problematic for, desired or expected by, or go against the aims of specific individual users or groups of users of a platform are often difficult to answer.

In a more fine-grained view we saw that it is a challenge during this phase to untangle how single choices in the data acquisition process may have influenced the validity of the data. Deciding upon the exact selection criteria (e.g., search terms used to retrieve single posts, the chosen time period for data collection, the focus on certain languages) may indicate a specific focus, limit the scope of the research, or induce errors if the aim is to infer knowledge about whole populations (Olteanu et al., 2019; Sen et al., 2019). However, the level of detail of documentation required to understand and reconstruct the data acquisition process from the perspective of a (reviewing) peer or secondary user goes beyond what is feasible to include in the “methods” section of a paper (see Zimmer and Proferes, 2014 or Hemphill et al., 2019). To mitigate these challenges, supplementary material and additional publication formats could help to fill this gap. Some journals and conferences now feature dataset papers as a specific genre and to encourage code sharing. However, there are currently no tools or standards for documenting the data acquisition process, that allow, for example, to describe the rationale for choosing specific search terms or collection periods or to record other critical information, such as server downtimes during the data collection phase. And even if authors have described their data acquisition in great detail, there are aspects that go beyond what they can deliver, e.g., third party tools that act as black boxes and add an additional
Finding ways to support researchers to reveal the complexities and limitations of concrete data preparation and analysis activities would enable them to work toward a shared understanding of the epistemic power of data and tools. First steps toward this could be releases of exemplary datasets and replication studies that put them into broader contexts or studies revealing the influence of platform affordances and their impact on user behavior. Synthetic data or sandboxes as safe spaces for data work with datasets specifically prepared for experimental purposes could allow for secure exploration of the consequences of different analyses. Such approaches can also help to better assess the consequences of specific analyses and to think through their ethical dimensions.

**PREPARING AND ANALYSING DATA**

Preparation and analysis of data comprise activities such as preprocessing, cleaning, labeling, sorting, and filtering. Some of these activities are closely tied to the data acquisition process and often there is again deliberation, as several attempts of trial and error, going back and forth to tease out specific aspects in the data (and hide others discarded as “noise”) are being made. However, with this phase the focus is on the processes of working with social media data after they have been collected: the final analyses as well as preliminary steps that prepare the data for being interpretable. Especially data preprocessing steps often rely on supporting tools such as dictionaries of terms, or labeling algorithms. These may need to be improved or adapted, as it is not always possible or feasible to design own tools. Existing methods and tools for data preparation and analysis may have certain limitations, e.g., tools for detecting sentiments or opinions in texts or users’ gender and age based on profile photos are limited in accuracy - while the exact performance in a specific use case may be difficult to assess [see e.g., Sen et al. (2020) for a comparison of different opinion mining approaches].

The limitations of the available tools may be well known to the researcher by the end of a project, but they are difficult to publish and there is little incentive to do so. In our interviews we found that some researchers were even concerned that studies that they themselves saw to be limited in scope and analytic value due to the limitations of both data and tools were perceived as much more general and powerful by the media or even other researchers. Critical voices have long warned that with Big Data there is a risk of over-interpretation of observed phenomena (e.g., boyd and Crawford, 2012). This observation is also closely related to reflections on the role the platform affordances play in shaping users’ actual behavior (Langlois, Redden and Elmer, 2015; Wu and Tanega, 2020) which is rarely factored into analyses and interpretation of results, as well as to discussions of ethical challenges of automatic content and user classification that may be biased toward specific user groups.

**PRESERVING DATA AND SECONDARY USAGE**

As other studies (e.g., Hemphill et al., 2019) as well as our own (e.g., Weller and Kinder-Kurlanda, 2015) have shown, many social media researchers are willing to preserve and share collected data. However, sharing “officially” and transparently not only requires effort but also certainty about the legal and ethical limitations that apply for a specific dataset. There is hence little (but growing) evidence of official sharing (for an overview see Thomson, 2016; Acker and Kreisberg, 2019) but also an unmeasured “gray market” in which data is shared informally amongst researchers within the same group or field (Weller and Kinder-Kurlanda, 2015).

Preserving and sharing research data enables others to reuse these data for their own research. While other fields, especially social science survey research, have a long tradition of secondary data usage, the relative ease of obtaining access to (certain) types of social media data and the lack of social media data repositories accessible for researchers have led to little albeit growing secondary data usage. From an archivist’s perspective social media data sharing is difficult to accomplish due to the lack of documentation tools, the enhanced importance of privacy protection and the restrictions on sharing imposed by social media platform providers. Reproducibility and making data accessible to non-programmers requires new ways to share tools, scripts, code and documentation. Finally, the lack of consensus about what information is required to achieve reproducibility (if that is the goal) or reusability adds uncertainty to developing documentation tools and defining archiving standards. Sustainable solutions in this research phase will depend highly on consolidated efforts of different players in the research landscape, including infrastructure institutions and publishers. These efforts should also explore novel approaches for creating data access. For example, datasets could be made reusable without distributing the actual dataset but rather by submitting analysis scripts to a secure space where the data is stored, and then receiving the aggregated results.

**DISCUSSION**

Social media research has in the past been criticized for being data-driven. While this criticism is legitimate, it obscures two
important things: First, whether its starting point is with theory, with a question or with data does not alone determine the quality of a piece of research. Second, our focus on individual data work activities and the way in which researchers accomplish these, making use of tools and platforms not always under their control shows that “data-driven” is not just a research design choice but the result of very complex, not necessarily well-understood constraints in the research process that “drive” research questions into specific directions. In this perspective paper we have taken a closer look at the different phases in the social media research lifecycle. We looked at how researchers “meticulously explore, ‘quibble’, test, touch, adapt, adjust, pay attention to details and change them until a suitable arrangement (material, emotional, relational) has been reached” (Mol 2015, p.111) with data, tools and questions. From the perspective of research best practice and transparency it does not matter where a specific research project starts but how the challenges posed by the complex ecosystems of platforms and data economies are navigated along the way, how open researchers are toward improving and innovating in methodology. The social media ecosystem and its influences are already being discussed intensely in the community (e.g., Bruns, 2019). Throughout its different phases, research with social media data is embedded into a complex ecosystem of interconnections between, first, (commercial) social media service providers, platforms’ affordances that may change over time, and third-party tools and methods that support data collection, preparation and analysis, second, social media users that come from different backgrounds, have different (and evolving) usage practices and expectations on ethical usage of “their” data, and the various formats this social media data can appear in, and third, research institutions and infrastructures, from publishers, conferences, data repositories to community-sourced tools and platforms that often challenge structures built around more traditional methods. Within this setting, research is a more faceted process than simply accessing an API and working with the returned data. Research work can be divided into several phases that require iteratively going back and forth between different tasks. From a research data management perspective, research may be divided into phases of planning a research design, acquiring data, preparing and analysing data, preserving data and discovering secondary datasets. In their everyday data work, all of these phases require social media researchers to actively make decisions about how they engage with data - and these decisions have an impact on research quality and validity. However, many of these decisions are hidden—they happen unnoticed by the broader research community and often remain undocumented by the researcher. Documentation of actual everyday research data work in its different phases and decision-making can liberate researchers from hiding the everyday messiness of working with social media data. Critically reflecting on each step and documenting also those ideas that were not pursued for good reasons can help to uncover where researchers have the ability to actively make choices in data work, and where decisions depend on external factors that require attention from the research community as a whole.

As a guiding principle for actions aimed at improving social media research best practice by furthering transparency and data re-use, we suggest to focus on finding ways to allow for flexibility in documentation, for facilitating communication between researchers, and for safe spaces to explore and access existing datasets. Documentation requirements as presented to researchers need to be flexible both in the sense of required quantity as well as in the sense of allowing for a variety of formats such as code or screenshots to be shared. Concerning a further development of research infrastructure our perspective suggests that a greater flexibility in systems, tools and platforms that facilitate documentation, and to allow making available additional material and information about the research process may enable recording information critical to quality and validity. More easily accessible and user-friendly documentation features may also allow defining general requirements or even standards not only for documentation of social media data but also for how to accomplish the different tasks of everyday data work. Facilitating personal exchange between primary and secondary researchers allows addressing the different levels of detail required to understand research. Setting up formal and informal communication channels between primary and secondary users of a dataset could enable conversations about research design decisions and the details of data work. From a data archivist’s perspective such communications would pave the path to being able to distinguish between and eventually better describe the best practice requirements of different research methodologies. If these are combined with new ways of exploring and accessing datasets (like synthetic data for exploratory purposes or submitting analyses scripts to remotely secured datasets) this may open up new ways of understanding data work across stages in the data life cycle.
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