Performance Enhanced Elemental Array Generation for Integral Image Display Using Pixel Fusion
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Integral imaging is an emerging three-dimensional display technology. However, some inherent issues such as depth inversion has restricted its development. As such, this paper proposes a pixel fusion technique to generate elemental image arrays and overcome pseudoscopic problems occurring in sparse imaging environments. The similarity between the aimed displayed rays and the two adjacent captured rays of an object in a parallel light field was measured by the ratio of the spatial distance of the displayed and captured rays to the interval of the adjacent captured light. Displayed pixel values were acquired for the parallel captured rays. Corresponding pixel position errors were determined in sparse capture conditions and the method was further improved by using the position errors to identify the correct pixel, resulting in higher image quality. The proposed technique does not require manual adjustment of reference planes or other parameters, even at low capturing densities. This provides added convenience and may reduce capturing costs in actual scenes. Experiments using two bricks in virtual scenes under 9×9 to 137×137 capture cameras were conducted, and the quality of the generated elemental image array was compared with smart pseudoscopic-to-orthoscopic conversion (SPOC). The peak signal-to-noise ratio (PSNR) and structural similarity (SSIM) values showed the effectiveness of the proposed technique. The optical reconstruction results from both real and virtual scenes demonstrated improvements in vision of reconstructed three-dimensional scenes.
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INTRODUCTION

Since its initial development, integral imaging (InIm) has generated significant interest for use in light field displays, because of its ability to represent three-dimensional (3D) images with full-color parallax [1]. The ideal 3D light field can accurately reconstruct depth information for a recorded object and display a realistic suspended object. The acquisition of light field data can generally be divided into physical acquisition and computer rendering steps. When using captured pictures to generate the elemental image array (EIA), it is necessary to compensate for inconsistencies in acquisition camera and display lens parameters. The resolution of acquired pictures can also affect the elemental image (EI) and the depth inversion (or the pseudoscopic properties [2]) of the
displayed images. Among these issues, pseudoscopic characteristics have the most direct influence. The inversion of depth information can also cause reconstructed 3D scenes to appear unrealistic to an observer.

Multiple studies have attempted to overcome the pseudoscopic nature of displayed images. For example, Okano et al. [3] used a television camera in the capturing stage and rotated each captured image by 180° around the center of the elemental cell. This approach is simple and offers fast speed. However, it requires acquisition and display lens parameters to be similar to each other. In addition, reconstructed 3D scenes are virtual, which prevents the technique from being applied universally. Martinez-Corral and Javidi et al. [4] proposed smart pixel mapping (SPM) [4], later improving on the technique [5]. These algorithms can produce 3D images exhibiting an out-of-screen effect, without the limitations of capture or display system parameters. This group later proposed a more widely applicable smart pseudoscopic-to-orthoscopic conversion (SPOC) model [6], which provided orthoscopic 3D scenes and overcame parameter mismatch problems between the capture and display systems. However, the technique requires a virtual reference plane and errors in plane selection can seriously affect the final EIA quality. Other groups have improved this technique by establishing multiple pre-selected reference planes [7]. The resulting EIA quality improved as a result, however, the 3D scenes needed to be segmented into several subregions. The size of these subregions could be optimized empirically. Deng et al. [8] conducted research on sparse acquisition and proposed a methodology for generating orthoscopic EIA by mapping all pixels in a parallax image array to the focal plane of the micro-lenses. Other groups [9, 10] have improved this technique by investigating the differences between multi-view display (MVD) and InIm systems. An improved methodology was also proposed which, due to the periodic appearance of depth planes, permitted adjustable depth positions in displayed 3D scenes. However, the display device could only be placed at the periodic depth plane. In addition, due to the needed precision, the technique also requires a special number of capture cameras. Piao et al. [11] proposed a methodology that permits the display of orthoscopic 3D scenes at arbitrary positions, by processing captured picture data based on the coverage of a display lens. Recently, Zhu et al. [12] used piecewise tracking to overcome pseudoscopic limitations while simultaneously enlarging the field of view. Wang et al. [13] analyzed mismatches between acquisition and display systems, performing a pixel remapping on the acquired pictures after they were cut and expanded. Liu et al. [14] proposed a light field resampling method for generating EIA to break through the constraints between the record device and display device. Zhang et al. [15] proposed an optical method to eliminate the pseudoscopic issue using a transmissive mirror device (TMD) and a light filter to eliminate the ghost images caused by the TMD. In addition, our group [16] has proposed a lens array shifting technique to improve display performance by achieving higher quality EIA, however, the complex synchronization issues and mechanical vibration limit the conditions of use.

The high-quality 3D reconstruction of real scenes is one of the primary goals for InIm. In addition to overcoming pseudoscopic and parameter matching problems, the capture system in real scenes is also limited by cost and implementation complexities such as the capture space, system structure and data transmission. As a result, capture camera density is typically sparse. Therefore, it is of practical value to study high-quality EIA generation methods in sparse acquisition conditions.

In this study, a new EIA generation technique is proposed to overcome pseudoscopic problems in sparse captured pictures. The relationship between adjacent parallel captured rays and displayed rays is analyzed by spatial position, suggesting captured rays can be used to estimate displayed rays. By measuring the distance between adjacent displayed rays and captured rays, pixels in captured images can be fused and used to calculate the required EIA. However, the proposed methodology does not require the selection of reference planes. There are also no requirements for the captured system or display parameters when operating at low capturing densities. This allows for simple adaptation to different display systems and can reduce capturing costs in real scenes. In the following sections, the underlying principles governing this proposed technique are explained in detail and a series of validation experiments are conducted to verify its effectiveness.

LIGHT FIELD ANALYSIS

Light emitted by the display system must have the same intensity in the same direction as light recorded by the capture system, to ensure the scene displays correctly. The observer and capture systems are typically on the same side of the object, such that captured pictures can be directly used for display. Although the intensity of the light remains constant, the direction varies widely, leading to pseudoscopic issues. As shown in Figure 1, the cube is positioned in front of the cylinder when it is captured, while the cylinder is in front of the cube when displayed from the viewing direction. Pseudoscopic problems are primarily caused by differences in the direction of the light field during object capture and display. This configuration can be made more intuitive by assuming the display system and capture system (observer) are located on both sides of the object and that light emitted by the display system is recorded by the capture system. In this way, the correctness of the generated image depth can be ensured.

Characteristics of the Light Field

As shown in Figure 2, the camera is equivalent to a lens model. Since the parameters for each acquisition unit are the same in the capture system, light rays corresponding to pixels at the same positions in different units are parallel to each other. This corresponds to a set of object components in a specific direction. The magnitude of these pixels represents the intensity for different object components in each direction, as indicated by the solid line in the figure. In real space, light intensity from an object varies continuously in a given
direction. After passing through the capture system, the continuously changing light intensity is sampled and quantified. The corresponding sampling space interval is thus equivalent to the distance of the center of the adjacent lenses. Light intensity information is then recorded on a storage medium such as a CCD. Similarly, in the display system, pixels at the same position under different lenses also constitute parallel light in space. When the direction of the light matches that of the capture system, this forms a set of parallel light field components. When displayed correctly, light from the parallel field components mimics the captured light. Ideally, as the light passes through the optical center of the lens, in both the capture and display systems, light emitted by the display system completely overlaps light recorded by the capture system. Thus, these two signals have the same physical meaning and exhibit the same pixel values. However, in reality, the displayed and captured rays do not coincide exactly and pixels cannot be directly assigned.

A coordinate system can be established for any angular component in a parallel light field, as shown in Figure 2. In this configuration, the bottom end in the vertical direction of the display lens serves as the coordinate origin, the distance between the plane of the display lens array and the capture lens array is represented by \( L \) and the distance between the plane of the capture lens array and the captured image array is given by \( g_1 \). On the capturing end, the distance between the adjacent capturing lenses is denoted by \( D' \) and the distance between adjacent pixels in the captured image is represented by \( \mu' \). On the display end, the distance between the plane of the lens array and the plane of the LCD display is \( g_2 \), the distance between adjacent display lenses is \( D \), and the distance between adjacent pixels in the display image is \( \mu \). Since the physical object occupies a certain spatial volume, rays of light belonging to different positions in the same area exhibit a strong correlation. The closer the different positions in the same area, the stronger the
correlation and the smaller the difference will be. The intersection of specific display light sources and the surface of the object is represented in the figure by \( O \). In general, the display light and captured light do not always coincide exactly. The intersection of the adjacent captured light and the surface of the object is denoted by \( O_1 \) and \( O_2 \), which means the display light is between the two captured light sources. The distance between the displayed light and the nearest captured light is given by \( \Delta \). This correlation also reflects the similarity in pixel values for captured images, with closer pixel positions indicating closer pixel values. It is conceivable that when the distance between the capture lenses \( D' \) is very small, the distance between the display light and the adjacent capture light can be ignored. When this occurs for an object, the intersection points \( O, O_1 \) and \( O_2 \) are essentially in the same location. As such, the difference in their pixel values is small and it is possible to use captured light from nearby positions to represent the display light in the same group of parallel light field components. This analysis was used to develop an expression for the coordinates \( x \) at which the display light emitted by \( s^m_j \) (pixel \( j \) in the display lens \( m \) ) intersects the plane of the capture camera array. This location is given by:

\[
x = D \left( m - \frac{L - L}{2g_2} \right) - \frac{jL\mu}{g_2}
\]

(1)

and the number of the corresponding capture lenses is denoted as:

\[
n = \left\lfloor \frac{x}{D'} \right\rfloor.
\]

(2)

where \( \lfloor x \rfloor \) indicates rounding up. In the parallel light field components, the distance between the displayed light and the nearest captured light is given by:

\[
\Delta = \left| x - \left( n - \frac{1}{2} \right) \cdot D' \right|.
\]

(3)

The next nearest capture lens is represented by:

\[
n' = \begin{cases} 
n + 1 & n - \frac{x}{D'} \leq 1/2 \\
1 - n - \frac{x}{D'} > 1/2
\end{cases}
\]

(4)

In the captured image, the index of pixels corresponding to the captured light (parallel to the display light) is given by:

\[
i = \left\lfloor \frac{D'}{2\mu'} - \frac{Dg_1}{2\mu g_2} + \frac{jL\mu}{g_2\mu'} \right\rfloor.
\]

(5)

From this analysis, the final pixel value can be expressed as:

\[
s^m_i = (1 - a) \cdot S^m_i + a \cdot S^m_j,
\]

(6)

where \( a = \Delta/D' \) is a weight and \( S^m_i \) and \( S^m_j \) are the \( i \)th pixel values for the \( n \)th and \( n' \)th on the capturing end.

**Analysis of Pixel Positioning Errors**

The conclusions described above are based on the tight arrangement of the capture lenses. In the parallel light field, the distance between the display light and the capture light is sufficiently small (at any angle) that deviations in pixel values caused by positioning differences are also small. As a result, any effects on the display are negligible. However, in practical scenarios, dense capture systems consume a significant amount of resources and are limited by cost and difficulty of implementation. As such, the actual capture system lens intervals is typically large, leading to errors if Eq. 6 is used directly. This can seriously affect the accuracy of reconstructed light fields.

The intersection of the display light and the surface of the object is denoted by \( O \) in Figure 3. The intersection of the adjacent captured light and the surface of the object is represented by \( O_1 \) and \( O_2 \), and the distance between the displayed light and the nearest captured light is \( \Delta \). The distance between adjacent captured light rays in the same parallel light field is relatively large, due to large distances between the capture lenses. As a result, information such as the color and intensity of adjacent parallel captured light rays exhibits obvious differences and can no longer be considered the same area. Assuming the distance from \( O \) to the display lens array is given by \( l \), pixel position errors for \( O \) and \( O_1 \) imaging through lens 1 can be represented as \( \Delta i_{lu} \). Similarly, pixel positioning errors for \( O \) and \( O_2 \) imaging through lens 2 can be represented as \( \Delta i_{lu} \). The geometric relationship in the figure can then be expressed as:

\[
\Delta i_{id} = \frac{g_1\Delta}{(L - 1)\mu} = \frac{\Delta}{D'} \cdot \frac{L - g_1l}{L - l}\mu
\]

(7)

\[
\Delta i_{iu} = \frac{g_1(D - \Delta)}{(L - l)\mu} = \frac{D - \Delta}{D'} \cdot \frac{L - g_1\mu}{L - l}\mu
\]

(8)

\[
\Delta i_{id} + \Delta i_{iu} = \frac{g_1D}{(L - l)\mu}
\]

(9)

In Eqs. 7 and 8, the terms \( \Delta/D' \) and \( (D - \Delta)/D' \) represent normalized distance deviations between the display light and the adjacent parallel captured light, while \((L - l)/L\) denotes the normalized object depth position. In the capture system, the lens and photosensitive element parameters \( D', \mu', \) and \( g_1 \) are all known fixed quantities, so the value of \( (Dg_1\mu)/(L\mu) \) is constant. Obviously, changes in pixel position errors are affected by normalized distance deviations between the display light (or the adjacent parallel captured light) and the normalized object depth position. The normalized pixel position error \( \Delta i_{id}/\Delta i_{id,\text{max}} (\Delta i_{iu}/\Delta i_{iu,\text{max}}) \) was numerically analyzed to provide a more intuitive representation, as shown in Figure 4.

As seen in Figures 4A and 4B, pixel position errors are larger when the object depth position is closer to the capture lens array (i.e., \( (L - l)/L \) is smaller). This is because the angle formed by the object, the captured light, and the optical center of the corresponding capture lens is larger when the object is closer to the capture lens array. The correct pixel corresponding to the intersection of the object surface and the display light is thus farther from the pixels corresponding to the intersection of the object surface and the parallel captured light. Pixel position errors are also larger when the distance between the displayed light and the captured light is larger (i.e., \( \Delta i_{id}/\Delta i_{id,\text{max}} \) or \( \Delta i_{iu}/\Delta i_{iu,\text{max}} \) is larger). This is because the angle formed by the object, the captured light, and the optical center of the lens increases with the distance between the display light and captured light. The value of the normalized pixel position offset in
the figure indicates that the distance between the display light and the adjacent captured light has a greater impact on pixel position errors than depth position. This relationship is affected primarily by lens magnification. In reality, the distance between the object and the capture lens is often far greater than the imaging distance. As such, the closer the object is to the lens, the faster pixel position errors change with object depth. As a result, total pixel position errors calculated using Eq. 9 increase with the distance to the capturing lens $D'$. The accuracy of the display light can be improved by acquiring the specific size of the pixel position errors $\Delta i_d$ and $\Delta i_u$.

**Pixel Fusion Under Sparse Acquisition Conditions**

Equation 9 represents the range of pixels for which the surface area of the object, $O_1O_2$, is imaged through lenses 1 and 2. Except for special circumstances like transparent cups and glass, under normal circumstances, light emitted from the object, which has a rough surface, is isotropic at all angles and the distance between the object and the capture camera is typically much larger than the camera separation. In the adjacent lenses, the angle to the exposed component $O_1O_2$ changes little relative to the different lenses. As a result, the light intensity can be considered nearly constant and differences in pixel values formed by points within the object range $O_1O_2$ (in the acquired image) are also very small. As shown in Figure 5, when the assumed surface position of the object is consistent with the real position ($z = l$), pixel values in corresponding areas of lens 1 and lens 2 are nearly equivalent. When the assumed surface position of the object is inconsistent with the real position ($z = l'$), the parallel captured light corresponding to lens 1 intersects the surface at the point $O_1'$. The line connecting the point $O_1'$ and the center of lens 2 then intersects the real object surface at the point $O_3$. As a result, in the picture captured by lens 2, the pixel range determined by the...
assumed object surface position actually corresponds to the surface area of the real object ($O_2O_3$). Similarly, the parallel captured light corresponding to lens 2 intersects the surface at the point $O_2'$. The line connecting the point $O_2'$ and the center of lens 1 then intersects the real object surface at the point $O_4$. In the image captured by lens 1, the pixel range is corresponding to $O_1O_4$ of the real object. The values of these pixels will exhibit large differences, due to discrepancies between the areas $O_2O_3$ and $O_1O_4$. This will be true for both $l' > l$ and $l' < l$. The area determined by the adjacent parallel captured rays will then exhibit pixel values similar to those of the corresponding captured image only when the assumed object surface position is consistent with the real position ($l' = l$). Therefore, by using this feature, we can simply and quickly determine pixel ranges and positions in captured images corresponding to the area $O_1O_2$.

From this analysis, the positions of common areas (determined by adjacent rays in the captured picture) can be identified by assuming the positions of the object surface and calculating the similarity of the corresponding captured pixel values. This was done while taking both complexities, accuracy and robustness of the algorithm into account. The sum of squared differences (SSD) model, commonly applied in image processing, was used as the criterion for similarity judgments. At a distance $z$ from the display lens array, the value of SSD corresponding to the $m$th display pixel is given by:

$$R^m(z) = \sum_{i=1}^{l} \sum_{i'=1}^{l'} \left[ S^n_i - S^{n'}_{i'} \right]^2. \quad (10)$$

In this expression, $S^n_i$ and $S^{n'}_{i'}$ are the $s^{th}$ and $t^{th}$ pixel values for the captured rays, respectively, and $i$ is the position of the of the pixel corresponding to the parallel ray in the captured picture. In addition, $\Delta i_d(z) = \frac{g_{i_d}}{(l-z)\mu}$ and $\Delta i_u(z) = \frac{g_{i_u}(l-z)\mu}{(l-z)\mu}$. Thus, the term $R^m(z)$ assumes its minimum value when $z = l$ and the required pixel errors, $\Delta i_d$ and $\Delta i_u$, can be determined. The pixel value of the $j^{th}$ pixel in the $m^{th}$ display lens is then given by:

$$s^m_j = (1 - a) \cdot S^n_{i_d} + a \cdot S^{n'}_{i_u}, \quad (11)$$

where $a = \Delta i_d/D'$ is the weight and $S^n_{i_d}$ and $S^{n'}_{i_u}$ represent pixel values for the $n^{th}$ and $n^{th}$ images on the capture end, respectively. This approach can be summarized as follows shown in Figure 6.
(1) Calculate the intersection coordinates $x$ of the displayed light emitted from the aimed pixel $j$.

(2) Determine the number of the corresponding nearest neighbor capture lens $n$ and the next-nearest neighbor capture lens $n'$ by $x$.

(3) Determine the pixel position $i$ for the corresponding parallel captured light in the images, according to the direction of the displayed light.

(4) Calculate the distance $\Delta$ between the displayed light and the nearest captured light.

(5) Find the appropriate $z$ that minimizes $R_m(z)$.

(6) Determine the aimed pixel errors $\Delta i_d(z)$ and $\Delta i_u(z)$.

(7) Calculate the specific pixel values using Eq. 11.

EXPERIMENTAL VERIFICATION

The display system used in the experiment consisted of a lens array, a display device, and a linear track. As shown in Figure 7, unit lenses in the lens array were arranged in a $50 \times 50$ square grid. The length and width of the unit lenses were each 2 mm and the focal length was 8 mm. An LCD mobile phone screen was used as the display device, offering a resolution of $3,840 \times 2,160$ and a pixel pitch of 0.0315 mm. During the experiment, the LCD was fixed on a linear track with a step size of 0.01 mm. The positions of the lens array and LCD were adjusted to ensure the best display effects.

The Performance of Virtual Scenes

The effectiveness of the proposed technique in displaying virtual scenes was verified using 3Dmax for object capture, as demonstrated in Figure 8A. The FOV for the virtual camera was $14.2^\circ$, the resolution was $179 \times 179$, the size of the camera array was $23 \times 23$, the grid was square, and the distance between adjacent cameras was 2 mm. Two cubic toy bricks, with side lengths of 20 mm, were used as a model. The geometric center of the left brick was 60 mm from the virtual camera array plane, while the right brick center was 100 mm away. A frontal view of this model is shown in Figure 8B. In the experiment, the distance between the display lens array and the camera array was set to 160 mm. The classic SPOC model was used to provide a comparison and verify the effectiveness of the proposed technique. The EIAs generated by the two methods are shown in Figure 9.

As the EIAs shown in Figure 9, while they exhibit similar structure, obvious differences are evident in the close-up views. Specifically, significant mosaic effects are present in the SPOC results. There is also a pronounced difference in the number “5” shown in Figure 9A, as the line thickness is uneven and some areas were not displayed normally. The primary reason for this error is that selection of a reference plane is not consistent with the actual object location. The EI generated by the proposed technique can more easily compensate for mosaic artifacts, as shown in Figure 9B. As a result, the number “5” is closer to that of the original scene and maintains better consistency with varying EIs. In addition, all components can be displayed normally and the thickness of the line is more uniform. This suggests the quality of EIA generation is related to the complexity of the scene. When the scene is relatively simple (e.g., the surfaces of a cube), pixel values at different positions do not vary significantly and there is little difference between the EI generated using each algorithm. As the complexity of a scene increases (e.g., adding numbers to the cube), the probability of numerical differences caused by pixel position errors will increase. This in turn will lead to differences in the EI components generated by each method. These results suggest the proposed technique can accurately calculate details in three-dimensional scenes. Display results for each model were compared by loading the generated EIA into a display system. Optical reconstructions were then acquired at a distance of 1 m from the display lens array, as shown in Figure 10.

FIGURE 7 | The display system used in the experiments.

FIGURE 8 | (A) Scene settings for the virtual acquisition experiment. (B) The frontal scene view.
The results of optical reconstruction suggest both methods are capable of solving the pseudoscopic problem. In this configuration, the left block is closer to the observer than the right block. As such, the perceived volume of the left block is also slightly larger, which indicates that both methods can restore spatial depth information to the original light field. However, the display quality of SPOC optical reconstructions was poor, as the left block exhibits splitting and blurring effects. This is closely related to the poor quality of the generated EIA. A comparison of Figures 10A and 10B also suggests the degree of splitting is not consistent for different viewing angles, which is primarily due to pixels from a single component originating from multiple EIs. As a result, the pixels are computationally independent and corresponding errors in the reference plane are also independent. Further observation indicated the splitting and blurring of the left block was more pronounced than in the right block, suggesting pixel position errors increase with decreasing distance between the object and the capture system.

![Figure 9](image1.png)

**FIGURE 9** | (A) The EIA generated by SPOC with the reference plane at 80 mm. (B) The EIA generated by the proposed method.

![Figure 10](image2.png)

**FIGURE 10** | A comparison of optical reconstruction results for virtual capture scenes. SPOC: (A) left 7° viewing angle and (B) right 7° viewing angle. The proposed method: (C) left 7° viewing angle and (D) right 7° viewing angle.
Since the left block is closer to the camera array, the errors caused by its reference plane have a greater impact. As seen in Figures 10A and 10B, optical reconstruction results produced by the proposed technique exhibit improved display effects. Numbers and patterns on the blocks are also displayed clearly and blurring effects are absent at multiple viewing angles. These results are consistent with the original scene as the proposed method does not artificially assume specific positions for the reference plane. Rather, it uses position differences for objects in the captured image for automatic optimization.

The performance of the proposed method was further compared with SPOC for varying capture densities, using virtual camera array sizes of $9 \times 9$, $13 \times 13$, $17 \times 17$, $23 \times 23$, $35 \times 35$, and $137 \times 137$. The EIA acquired at a density of $137 \times 137$ (the base image), the peak signal-to-noise ratio (PSNR), and the structural similarity (SSIM) index are shown for each algorithm in Figure 11.

The plot indicates that PSNR and SSIM improved significantly for both algorithms as the density of cameras increased. However, the proposed technique produced better results at varying densities. For example, at the low density of $9 \times 9$, the difference between PSNR and SSIM for the two EIs was relatively small. This is because the distances between adjacent cameras and the area determined by the parallel captured light are large. Thus, the parallax angle between this area and the capturing camera varies significantly. Pixel values in this region of the captured image also varied widely as a result and serious pixel position errors were produced by both models. This effect demonstrates that the density of the acquiring cameras cannot be reduced indefinitely. The curve trend seen in the figure also suggests the proposed method improved PSNR and SSIM more quickly as the capture density increased. As the acquisition density increased to a certain level, changes in these values became relatively small. This is primarily because, as the capture density increases, the distance between adjacent cameras decreases and the area determined by the parallel light is reduced to the same region of the object. Corresponding pixel values in this area are then closer and the
influence of pixel position errors is reduced, suggesting camera density does not need to be increased indefinitely. In addition, the reference plane also had a significant impact on the PSNR and SSIM of EIA calculated using SPOC. Specifically, these values improved as the reference plane was positioned closer to objects outside of the camera array. These experiments suggest the proposed technique can produce better EIA in complex scenes and sparse capturing configurations. In addition, the proposed technique does not require manual adjustment of the reference plane, which is more convenient.

Verification in Real Scenes
The capture system used for real scenes is shown in Figure 12. The focal length of each single camera is 8 mm, the resolution is $1981 \times 1981$, and the distance between adjacent cameras is 4 cm. The single-row array consists of 31 cameras fixed on a horizontal robotic arm, as shown in Figure 12A. During capture, the motor was used to move the array in the vertical direction with a step size of 4 cm. The final acquired image array is $21 \times 31$. The aircraft and tank models were placed forward and backward, the width of the models was both 10 cm, the distance between the

FIGURE 13 | EIA generated by (A) SPOC and (B) the proposed method.

FIGURE 14 | A comparison of optical reconstruction results for the real capture system. SPOC: (A) left 7° viewing angle and (B) right 7° viewing angle. The proposed method: (C) left 7° viewing angle and (D) right 7° viewing angle.
geometric center of the aircraft and the tank model was ~20 cm, the distance from the camera array to the aircraft was ~1.5 m. The central perspective image for the scene is shown in Figure 12B, as the display system discussed previously was used to compare the effects produced by each technique. Capture system parameters required scaling using actual calculations, to ensure the scene subject fit completely within the display area. After zooming, the equivalent distance between adjacent cameras was 4 mm and the equivalent distance between the models and the camera array was 150 mm. When calculating the EIA, the equivalent distance between the display lens array and the acquisition camera array was set to 230 mm so that the display format of the LCD can be fully utilized, in this way, the reconstructed models were 60–100 mm form the display lens array. A comparison of EIA generated by SPOC and the proposed technique is shown in Figure 13.

When generating the EIA with SPOC, the reference plane was positioned 150 mm away from the camera array. Close-up views in Figures 13A,B indicate the overall EIA content generated using each method was essentially the same. However, a careful comparison suggests the airplane icon was clearer in the EIs generated by the proposed technique. The edges of the wings are also smoother.

The generated EIA was used for actual display and the results demonstrate the superiority of the proposed technique, as shown in Figure 14. For example, the aircraft and tank models can be clearly displayed under different viewing angles. However, SPOC produced poor display effects in similar conditions. While the aircraft model is shown clearly, the tank exhibits obvious splitting. This is because the influence of the reference plane increased during sparse capture acquisition. The selection position for the reference plane was also closer to the aircraft model, so the impact of errors caused by inaccurate positioning was much smaller. Further inspection also suggests that splitting effects (such as the edge of the table) increased with distance from the reference plane. For instance, the aircraft tail icon is relatively clear using the proposed technique. The edges of the wing are also flatter and smoother. However, this same icon is significantly blurrier when displayed using SPOC.

Combining virtual and real capture scenes indicates the proposed method can accurately calculate the required EIA under sparse capture conditions, which effectively improves the display of scenes with large field depths, making it more suitable for high-quality display systems.

The speed of the proposed method is affected by the density of cameras. In the experiments, the EIA was generated pixel by pixel, it costs about 10 min when the virtual camera array size is 23 × 23, and about 90 min when the virtual camera array size is 9 × 9. The main cost of the proposed method is to find the minimum value of $R^n(z)$, that is, when the cameras density becomes sparser, the common area gets bigger, so the calculation complexity becomes greater. However, the pixels in the generated EIA were independent of each other, so the speed of the method could be improved by parallel operation.

CONCLUSION

A new EIA generation technique was proposed to overcome pseudoscopic issues in sparse capturing environments. This approach is convenient and could reduce capturing costs in physical scenes. The distance between the displayed rays and adjacent captured rays in the same parallel light field components were calculated and used to determine contributions to the generated image. Errors under the same sparse capture conditions were analyzed, and pixel position errors were determined by comparing the similarity of areas defined by the parallel capture rays. Experiments using both virtual scenes of bricks and real scenes of aircraft and tank models verified the effectiveness of the proposed method. The SSIM and PSNR values of the virtual scenes showed that the proposed method can improve the accuracy of generated EIA. Optical reconstruction results showed the EIA generated using the proposed model can effectively improve displays, making it more suitable for scenes with large field depths. In addition, this technique does not require manual adjustment of the reference plane or any other parameters, which simplifies the practical operation.
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