Article

CFD Modelling of Particle-Driven Gravity Currents in Reservoirs

Daniel Wildt 1,2,*, Christoph Hauer 1,2, Helmut Habersack 2 and Michael Tritthart 1,2

1 Christian Doppler Laboratory for Sediment Research and Management, University of Natural Resources and Life Sciences Vienna, Muthgasse 107, 1190 Vienna, Austria; christoph.hauer@boku.ac.at (C.H.); michael.tritthart@boku.ac.at (M.T.)

2 Institute of Hydraulic Engineering and River Research, Department of Water–Atmosphere–Environment, University of Natural Resources and Life Sciences Vienna, Muthgasse 107, 1190 Vienna, Austria; helmut.habersack@boku.ac.at

* Correspondence: daniel.wildt@boku.ac.at; Tel.: +43-1-47654-81935

Received: 20 April 2020; Accepted: 10 May 2020; Published: 15 May 2020

Abstract: Reservoir sedimentation results in ongoing loss of storage capacity all around the world. Thus, effective sediment management in reservoirs is becoming an increasingly important task requiring detailed process understanding. Computational fluid dynamics modelling can provide an efficient means to study relevant processes. An existing in-house hydrodynamic code has been extended to model particle-driven gravity currents. This has been realised through a buoyancy term which was added as a source term to the momentum equation. The model was successfully verified and validated using literature data of lock exchange experiments. In addition, the capability of the model to optimize venting of turbidity currents as an efficient sediment management strategy for reservoirs was tested. The results show that the concentration field during venting agrees well with observations from laboratory experiments documented in literature. The relevance of particle-driven gravity currents for the flow field in reservoirs is shown by comparing results of simulations with and without buoyant forces included into the model. The accuracy of the model in the area of the bottom outlet can possibly be improved through the implementation of a non-upwind scheme for the advection of velocity.
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1. Introduction

Reservoir sedimentation is an increasingly important challenge that operators worldwide are facing [1–4]. Storage capacity lost results in a decrease of energy production [5]. Moreover the interruption of sediment continuity impacts the downstream river morphology causing ecological problems. Thus efficient sediment management is important for economical, technical and environmental reasons [1,6].

Turbidity currents are the main transport mechanisms for fine sediments in reservoirs. They can even redistribute the material inside the reservoir [7]. In literature turbidity currents are also referred to as particle-driven gravity currents. They represent a group of density currents in which density differences result from the spatial distribution of concentration of a particulate substance. In contrast to other density currents where density differences are caused by e.g., concentration variations of a diluted substance or by temperature variations there occurs a relative velocity between the dispersed phase and the ambient phase [8]. This relative velocity is a result of gravitational (settling) and inertia forces [9].

Field observations of turbidity currents are difficult to accomplish due to their rare occurrence, for example during floods [9,10]. In addition turbidity currents usually form on the bottom of large and
deep reservoirs [7] which are difficult to reach. Thus the analysis of such currents in real reservoirs is often limited to time series of point measurements of flow properties at different locations. Some studies focus on the analysis of the consequences of turbidity currents such as bottom elevation changes [7,11]. The use of satellite imagery for turbidity measurements over larger areas (e.g., [12]) is not considered applicable for the study of turbidity currents, because this method provides turbidity data only for the near surface region of the reservoir. In addition, in most cases the spatial resolution of the available images will not be high enough.

Physical laboratory experiments have been undertaken to enhance process understanding of density currents in general (e.g., [13–16]) and also particle-driven gravity currents in particular (e.g., [17–23]). Lock exchange experiments are a common approach of studying gravity currents. They feature a certain volume of sediment laden fluid which is released into still ambient fluid by removing a lock which is initially separating two compartments [13,15,16,18–20]. The main parameter studied in these experiments is the flow front advance of the gravity current with time. In addition, the current height and sediment deposition are often recorded.

Huppert and Simpson [13] discuss several theoretical concepts describing gravity currents and study their efficiency in the laboratory on lock exchange experiments. They categorize the temporal development of the turbidity current into three regimes: (i) Right after the release of the suspension the gravity current passes through the slumping phase, in which the buoyant force is in balance with the counterflow of the ambient fluid; (ii) After this initial phase, in which the velocity is fairly constant, the gravity current is in the inertia-buoyancy phase in which it is balanced by forces of inertia; (iii) The final stage of a gravity current is the viscous-buoyancy regime where it is balanced by viscous forces [13].

Experiments with constant inflow and sediment supply have been carried out (amongst others) by Baas et al. [21] and Sequeiros et al. [22,23]. The former studied the expansion of high-concentration turbidity currents on a horizontal plate and the following deposition of sediments on that plate [21]. The latter carried out experiments with constant inflow and sediment supply studying self acceleration of turbidity currents due to sediment uptake [22].

Venting of turbidity currents has the potential of enabling highly efficient sediment management in reservoirs, satisfying economical as well as ecological needs [3,10,17,24]. The aim of this sediment management strategy is to route turbid water through bottom outlets as soon as it reaches the dam [3]. Water losses through venting are generally lower than the amount of water lost by flushing. In addition, sediment continuity can be maintained to a high degree [3,24]. As for any sediment management strategy for reservoirs, a detailed process understanding of the driving sediment transport processes is particularly crucial for efficient venting of turbidity currents [1,24].

Laboratory studies investigating particularly the formation and evolution of turbidity currents in a reservoir during venting have been performed by Fan and Chamoun et al., The former gathered general knowledge on turbidity currents and their development during venting [17]. The latter elaborated optimum conditions for venting in terms of bed slope of the reservoir [25], venting degree [24] and timing of venting [26]. With the advance of computational fluid dynamics (CFD), the experimental set-up of lock exchange experiments has been taken up for numerical studies [8,9,14,27–31]. Flow in these models is purely driven by gradients in the spatial distribution of density. Thus they provide an efficient test case for the validation of solvers for models of density currents. In models particularly for the simulation of fluid flow in reservoirs the set-up of lock exchange experiments imitates the inflow of turbid water during a short term storm event.

Sediment transport in these models is implemented in different detail. One-way coupling of momentum exchange between the ambient and the dispersed phase can be achieved using advection-diffusion equations [8,29,32]. In these models the particle velocity equals the sum of the fluid velocity and the fall velocity. Hence forces of inertia are neglected [8,29]. In addition, the dispersed phase is neglected in the mass conservation equation. Buoyant forces are accounted for through a source term in the momentum equation and neglected for all other terms rather than gravitational
terms (Boussinesq approximation) [8,29,33]. This limits the applicability of such models to small mass loadings [8,29].

An et al. [29] simulated different kinds of gravity currents including particle driven gravity currents produced by lock exchange experiments from Gladstone et al. [19]. The focus of this study was on the differences in large eddy simulations and Reynolds averaged simulations of gravity currents. Similarly, Stancanelli et al. [30] studied the differences of LES and RANS numerically but using the setup of Musumeci et al. [15] and Stancanelli et al. [16], where the high density fluid was released into an oscillating ambient fluid [30]. Both models ([29,30]) were solved using the commercial FLOW-3D CFD code.

On the basis of their results An et al. [29] classify particle-driven gravity currents into three regimes with respect to the deposition rate of the sediment. When particles are small (e.g., \( d < 16 \mu m \)) and hence fall velocity is low deposition has only little influence on the propagation of the gravity current (suspended regime). When suspended particles are larger (e.g., \( 16 \mu m < d < 40 \mu m \)), the propagation of the gravity current is highly influenced by the fall velocity (mixed regime). Particle-driven gravity currents with larger particles (e.g., \( d > 40 \mu m \)) rapidly loose momentum due to deposition (deposition regime). Exemplary particle sizes mentioned above apply to particles with a relative density of \( \rho_{rel} = 3.22 \) [29].

Necker et al. [8] studied the development of a particle-driven gravity current in several further aspects. The numerical data is compared to experimental data of DeRooij and Dalziel [20]. Additional data is retrieved from a high resolution numerical model as well as laboratory experiments carried out by Bonnecaze et al. [18]. Main points studied by Necker et al. were (i) the structure of the flow front, (ii) conversion of potential energy to kinematic energy and (iii) dissipation of energy due to particle settling. In addition the difference between 2D and 3D models of turbidity currents is discussed. Resuspension of particles is considered to the point that the authors show using Shields critical velocities [34] that resuspension is unlikely to occur in the studied flows [8].

Two-way coupling is necessary for higher mass loads and to account for inertial effects [9,31,35]. A model treating water and sediment as separate continua has been set up using the commercial code FLUENT by Georgoulas et al. [9]. With this model they reproduced the lock exchange experiments of Gladstone et al. [19] and simulated the expansion of high concentration turbidity currents on a horizontal plane as physically investigated by Baas et al. [21]. Cantero et al. [31,35] accounted for inertial effects using an Eulerian equilibrium approach. They carried out a direct numerical simulation of turbidity currents on a 2D Eulerian-Eulerian model.

A simplified approach for modelling the two-phase flow of a water-sediment suspension including buoyant forces has been proposed by LaRocca et al. [14,27] using the two-layer shallow water equations. Their approach is based on the assumption that the upper layer of lighter fluid remains flat during the motion. In addition to the commercial codes mentioned above, also the freeware Delft3D-FLOW model [33] developed by Deltas provides the capability of modelling particle-driven gravity currents for river applications.

Despite this large number of studies on investigating the basic process of the formation and development of turbidity currents in test cases physically and numerically, only a reduced number of works on turbidity currents in operational reservoirs has been found in literature. Exemplary, simulations of turbidity currents in reservoirs during flood events have been carried out for the Luzzzone Lake, Switzerland [7], the Lugano Lake, Switzerland/Italy [36] and the Imha Reservoir, South Korea [32]. The former two models were solved using the CFX-4 code, while the latter was solved with the FLOW-3D model presented in an earlier study by the same authors [29].

Hillebrand et al. [37] simulated the flow field and sediment transport including bottom elevation changes in the Iffezheim hydropower reservoir. They used the freeware SSIIM developed at the Norwegian University of Science and Technology (NTNU) [38] for their model. This code accounts for the effects of density changes on turbulence but not for buoyant forces [39].
A two-dimensional simulation of turbidity currents in the Shimen Reservoir, Taiwan, has been carried out by Huang et al. [10], using the 2D layer-averaged turbidity current model SRH2D [40]. The method used to model turbidity currents in this model is similar to what has been proposed by LaRocca et al. [14,27]. For the study of venting Huang et al. applied a two stage approach using the empirical Rouse equation [41] for the estimation of the sediment released through the outlets at the dam.

The model set up by Lee et al. [11] simulating turbidity currents in Tsengwen Reservoir in Taiwan during typhoon-induced food events is the only model found in literature in which venting is included. The model based on the CFX-12.0 code was validated against a laboratory experiment with a setup similar to the experiments carried out by Chamoun et al. [24–26]. Additionally, the model of the real reservoir was validated using concentration measurements at different elevations near the dam. Based on their results, Lee et al. developed a formula for the estimation of the concentration of the vented suspension [11].

Apart from the study by Lee et al. [11] no other 3D model applications particularly studying venting of turbidity currents have been found in literature. On the one hand, such a numerical tool can provide the basis for the design of an efficient venting system for reservoirs Lee et al., Numerical models are more flexible for geometry adaptions than physical models. They are free of scaling errors and allow an analysis of the entire flow field in high detail. They can be used to study the development of a turbidity current at the actual site of a reservoir which is usually difficult to rebuild in every detail in a laboratory. On the other hand, Lee et al. pointed out that the required fine discretization and thus long computation times make it impractical to run such a model on a normal desktop computer in real time [11].

Hence this study aims to develop a numerical model allowing to study turbidity currents in real reservoirs. The basic hydrodynamic model used is RSim-3D [42–44]. This model is adopted for the simulation of turbidity currents through a source term in the momentum equations. Basic model verification and validation is carried out reproducing the lock exchange experiments by Gladstone et al. [19]. Moreover, results of the experiments by Chamoun et al. [24–26] were used for further optimization of the tool to study the development of turbidity currents in reservoirs. Thus, in a second step, these experiments are reproduced with the developed model.

2. Materials and Methods

2.1. Governing Equations and Model Setup

2.1.1. Hydrodynamic Model

RSim-3D is a computational fluid dynamics code solving the incompressible three-dimensional Navier-Stokes equations on a polyhedral mesh [42,45]. The equations are Reynolds averaged optionally using the standard \( k-\varepsilon \) [42] or the \( k-\omega \) [46] turbulence model.

\[
\frac{\partial \phi}{\partial t} + \nabla \cdot (u \phi) = \nabla \cdot (\Gamma \nabla \phi) + S_\phi
\]  

(1)

\( \phi \) in Equation (1) represents the conservative property which is transported through the domain. It is replaced with the velocity \( u \) for the momentum equation in the respective direction or 1 for the continuity equation. Similarly the diffusion coefficient \( \Gamma \) is dependent on the particular conservative property. For the momentum equations, the diffusion coefficient is calculated as \( \Gamma = \rho \cdot (\nu + \nu_t) \) where \( \nu \) represents the dynamic viscosity of the fluid and \( \nu_t \) the turbulent viscosity. The turbulent viscosity is estimated based on the standard \( k-\varepsilon \) turbulence model [47]. \( \rho \) is the fluid density. Sources and sinks are added in the source term \( S_\phi \). For the momentum equations the source term includes the pressure gradient \( \frac{1}{\rho} \cdot \nabla p \). For the mass conservation equations \( S_\phi \) is generally 0 with the exception of Dirichlet boundaries [42].
2.1.2. Sediment Transport Model

Suspended sediment transport is modelled using an advection-diffusion equation which is of the same generic form as the Navier-Stokes Equation (1). This approach has already been used for similar models in literature (e.g., [29,38]). The conservative property $\phi$ is the volumetric sediment concentration $c$. Sediment diffusivity is calculated as the quotient of turbulent viscosity and the Schmidt number.

Sediment settling is implemented through the source term $S_c$ by adding the term $v_s \cdot \nabla c$, where $v_s$ is the fall velocity of the particles. A set of different equations for the estimation of the fall velocity of particles with a diameter $d_s$ has been added to the code. The implemented approaches include the formula by Atkinson et al. in which the fall velocity in m s$^{-1}$ equals the particle diameter in m to the power of 1.3 [48]. In addition Stokes fall velocity [49] has been added to the code in a three-dimensional form. The equation is piecewise continuous and has discontinuities at $d_s = 100 \mu$m and $d_s = 1000 \mu$m.

\[
v_s = \begin{cases} 
10 \frac{g}{d_s^2}\left(\frac{g}{8} + g \cdot \frac{0.01(\rho_d - \rho_s)}{\rho_s v^2} \cdot d_s^2 \right)^{1/2} - \frac{g}{8} & \text{if } d_s < 100 \mu m \\
10^{-1} \cdot \left(g \cdot \frac{\rho_d - \rho_s}{\rho_s} \cdot d_s \right)^{1/2} & \text{if } 100 \mu m < d_s < 1000 \mu m \\
1.1 \cdot \left(g \cdot \frac{\rho_d - \rho_s}{\rho_s} \cdot d_s \right)^{1/2} & \text{if } d_s > 1000 \mu m
\end{cases}
\]

$g$ is the acceleration due to gravity, $\rho_d$ particle density (dispersed phase) and $\rho_s$ the density of the particle fluid suspension. The latter is calculated as the volume average of the fluid density $\rho$ and the particle density $\rho_d$ [19,24].

\[
\rho_s = c \cdot \rho_d + (1-c) \cdot \rho
\]

Tritthart et al. [50] analysed different approaches [48,49,51] for estimating settling velocity. They found that their results differ up to three orders of magnitude. In consequence the selection of the approach for estimating fall velocity should be the outcome of a calibration process. For the experiments reproduced in the validation of the code in this study best results have been achieved using the Stokes fall velocity [49] in Equation (2).

When sediment particles reach the bottom cell, they can settle “through” the bottom boundary and this way leave the domain. In preliminary tests this approach has proven to be most efficient for the cases studied in this article. Other approaches like applying a reference sediment concentration [49] based on bottom shear stress [34] or accumulating sediment in the bottom cell are mesh dependent. For later analysis of the amount of sediment deposited, the volume of sediment that has settled through the bottom cell is recorded.

Resuspension of sediment is not included in the implementation of bottom exchange used in this study. However it is not expected that the process plays an important role in the investigated cases as the laboratory channels did not have a loose bed [19,24]. Particles accumulating on the bottom through settling are neglected. In addition flow velocities are generally low in the test cases in this study [8]. Nevertheless resuspension might become relevant when applying the model to real reservoirs with loose beds [22,23].

2.1.3. Buoyant Forces

The difference of $\rho_s$, Equation (3) between regions with different suspended sediment concentration $c$ induces a buoyant force that drives the turbidity current. The buoyant force $F_b$ acting on a suspension volume $\Omega$ can be calculated using the archimedian principle in the following way [14,29]:

\[
F_b = g \cdot \int_{\Omega} (\rho_s - \rho) \, dV = g \cdot c \cdot \int_{\Omega} (\rho_d - \rho) \, dV \rightarrow \frac{F_b}{\rho} = g \cdot c \cdot \frac{\rho_d - \rho}{\rho} = g' \]

(4)
The reduced gravity $g'$ defined in Equation (4) is added as a source term to the momentum equation. According to the Boussinesq approximation, density variations are neglected for terms other than the gravitational ones [8,29,33].

2.1.4. Discretization

The Navier-Stokes Equation (1) including the advection-diffusion equation as well as the source terms described above are discretized on a polyhydral mesh applying the finite volume method. The dominant cell shape of the horizontal discretization is hexahedral, while the vertical mesh is structured [42,43]. A plan view on a mesh for the numerical solution of the experiments from Gladstone et al. [19] is displayed in Figure 1.

Pressure coupling is accomplished by the SIMPLE algorithm (Semi-Implicit Method for Pressure-Linked Equations) [42,45] which is iterated until convergence (all residuals $\epsilon \leq 10^{-3}$) at each time step. For unsteadiness fully implicit time discretization is applied.

2.2. Code Validation and Mesh Sensitivity Analysis

Code validation was carried out with particular focus on its capability of modelling turbidity currents. This capability has been here newly implemented into the RSim-3D code. The hydrodynamic model of RSim-3D has already been validated in various test cases (e.g., [42,43,52]) as well as real river applications (e.g., [52,53]). In addition the suspended sediment transport model has been used for several earlier studies (e.g., [44,54–57]).

The code was validated against results of a set of lock exchange experiments published by Gladstone et al. [19]. The experiments feature a 5.7 m long and 0.2 m wide channel with horizontal bed and constant water level of 0.4 m. On one end of the channel a 0.2 m long section is initially separated by a lock and filled with water-sediment suspension instead of clear water (see Figure 1). The volumetric concentration of the suspension amounts to 3490 ppm. Amongst other data, time series of flow front advance distances after removal of the lock are provided for several different experimental runs. The experiments differ in the grain size of the sediment. The density of the sediment used by Gladstone et al. was 3217 kg m$^{-3}$ [19]. Sediment density, volumetric sediment concentration and channel width as characteristic length scale correspond to a Grashof number of about $1.9 \times 10^8$.

![Figure 1. Plan view on the initial situation of the lock exchange experiments carried out by Gladstone et al. [19] on a hexahedral mesh with 3 cm cell diameter; red: $c = 3490$ ppm, blue: $c = 0$ ppm.](image)

The following four experiments carried out by Gladstone et al. [19] have been reproduced numerically using the RSim-3D code with the newly implemented source term accounting for buoyant forces:

- Case A: one grain fraction with $d_s = 25 \mu m$ and $v_s = 0.8 \text{ mm s}^{-1}$.
- Case D: two grain fractions to equal amounts with $d_{s1} = 25 \mu m$ and $d_{s2} = 69 \mu m$ and $v_{s1} = 0.8 \text{ mm s}^{-1}$ and $v_{s2} = 5.8 \text{ mm s}^{-1}$, respectively.
- Case G: one grain fraction with $d_s = 69 \mu m$ and $v_s = 5.8 \text{ mm s}^{-1}$.
- Case R: five grain fractions to equal amounts with $d_{s1} = 17 \mu m$, $d_{s2} = 37 \mu m$, $d_{s3} = 63 \mu m$, $d_{s4} = 88 \mu m$ and $d_{s5} = 105 \mu m$ and $v_{s1} = 0.3 \text{ mm s}^{-1}$, $v_{s2} = 1.7 \text{ mm s}^{-1}$, $v_{s3} = 4.8 \text{ mm s}^{-1}$, $v_{s4} = 9.4 \text{ mm s}^{-1}$ and $v_{s5} = 11.3 \text{ mm s}^{-1}$, respectively.

Flow front advance in the lock exchange experiments was monitored by Gladstone et al., by measuring the distance between the flow front and the gate in regular intervals of 3 s [19]. In the numerical model the position of the flow front is defined at the cell centre of the cell furthest from the...
gate in the second layer above the bottom which has a sediment concentration higher than 10 ppm (see Figure 2).

Figure 2. Scheme visualising the definition of the flow front position in the numerical model results.

To study the discretization error and test mesh convergence the model was run on four different meshes using five different time steps. Table 1 displays the cell sizes and time steps with approximate maximum Courant numbers which were used in the numerical model of the lock exchange experiments [19].

Table 1. Meshes, time step and approximate maximum Courant number for the mesh sensitivity analysis.

| Δt  | Meshes | 5v110 | 3v120 | 3v130 | 2v140 |
|-----|--------|-------|-------|-------|-------|
|     | horizontal spacing in cm | 5 | 3 | 3 | 2 |
| s   | number of vertical layers | 10 | 20 | 30 | 40 |
|     | total number of cells | 7280 | 42 160 | 63 240 | 172 200 |
| 1.00 | 2.2 | 4.7 | 7.2 | – |
| 0.50 | 1.2 | 2.5 | 3.9 | – |
| 0.20 | max. Courant number | 0.5 | 1.1 | 1.7 | 2.2 |
| 0.10 | | 0.3 | 0.5 | 0.8 | 1.1 |
| 0.05 | | 0.1 | 0.3 | 0.4 | 0.6 |

The following boundary conditions were applied in the model: no-slip boundary condition for the bottom and side walls, a symmetry boundary condition for the free surface and a zero gradient velocity boundary condition with fixed pressure at the outlet. Although there was no inflow velocity in the physical experiments [19], an inflow velocity of $1.25 \times 10^{-5}$ m s$^{-1}$ ($0.001$ L s$^{-1}$) was applied at the inlet for stability reasons.

2.3. Test Case for the Study of Turbidity Current Venting Efficiency

The applicability of the RSim-3D-solver for the optimization of venting of turbidity currents in reservoirs was studied by reproducing the experimental set-up of Chamoun et al. [24]. In these experiments 0.001 m$^3$ s$^{-1}$ of a sediment suspension with a volumetric concentration of 2.3% ($=27$ g L$^{-1}$) was constantly fed into a laboratory channel. The channel representing a reservoir is initially filled with clear water so that the water depth amounts to 0.8 m. The dimensions of the channel are 6.7 m in length and 0.27 m in width. A bottom outlet 0.12 m high and 0.09 m wide is placed at the end of the channel through which water is vented at a specific flow rate [24–26].

Sediment properties used in the venting experiments are: $d_{10} = 66.5\ \mu$m, $d_{50} = 140\ \mu$m, $d_{90} = 214\ \mu$m with a density of $\rho_d = 1160$ kg m$^{-3}$ [24–26]. Concentration, density and channel width correspond to a Grashof number of $4.1 \times 10^8$. This is of the same order of magnitude as the Grashof number in the lock exchange experiments [19] (see above). For the numerical model eight fractions of sediment size listed in Table 2 were used.
Table 2. Characteristic grain size distribution used for the numerical model of the venting experiments [24].

| Grain Size in µm | 67  | 80  | 90  | 110 | 140 | 150 | 160 | 214 |
|------------------|-----|-----|-----|-----|-----|-----|-----|-----|
| Stokes fall velocity Equation (2) in mm s$^{-1}$ | 0.4 | 0.6 | 0.7 | 0.9 | 1.5 | 1.7 | 2.0 | 3.5 |
| Volumetric fraction at inflow in ppm | 2328 | 2328 | 2328 | 4655 | 4655 | 2328 | 2328 | 2328 |
| Share of total sediment in % | 10  | 10  | 10  | 20  | 20  | 10  | 10  | 10  |

In their experiments Chamoun et al. tested the influence of the ratio of vented flow rate to the inflowing discharge (venting degree $\phi_{VENT}$) on venting efficiency. For this purpose the vented sediment concentration was continuously recorded. In addition sediment deposition was measured at multiple locations along the channel [24].

From the concentration and the density $\rho_s$ of the vented suspension and the vented flow rate $Q_{VENT}$ the aspiration height $h_L$ according to Fan [17] is calculated [24].

$$
\left( \frac{\rho_s - \rho}{\rho} \cdot g \cdot \left( -\frac{h_L}{Q_{VENT}^2} \right)^5 \right)^{\frac{1}{5}} = -1.2 \Rightarrow h_L = \frac{5}{3} \sqrt{(-1.2)^5 \cdot \frac{\rho \cdot Q_{VENT}^2}{(\rho_s - \rho) \cdot g}}
$$

(5)

When the height of the turbidity current at the dam is higher than this theoretical value, only turbid water is vented [10,17,24].

Venting efficiency was analysed with respect to global venting efficiency (GVE). Global venting efficiency is defined for a time step $t$ as the ratio of the total sediment mass that has entered the reservoir to the vented mass of sediment until $t$ [24].

$$
GVE(t) = \frac{\int_0^t c_{in} \cdot Q_{in}}{\int_0^t c_{vent} \cdot Q_{vent}}
$$

(6)

Venting time is normalized for the sake of results comparison on the basis of the aspiration height $h_L$ in Equation (5) [24].

$$
\bar{t} = g' \cdot \frac{t - T_{vi}}{h_L}
$$

(7)

$T_{vi}$ in Equation (7) is the time when venting starts ($T_{vi} = 150$ s in all cases).

For the numerical model of venting the same types of boundary conditions were used, that were also applied in the lock exchange cases (see above). The flow rate at the inlet is set to 0.001 m$^3$ s$^{-1}$. The outlet situation including the bottom outlet for venting have been modelled in the following way: A quadratic channel with 4.4 cm edge length was attached to the end wall of the flume. This represents the venting pipe with a diameter of 5.0 cm which has the same cross sectional area. The edges between the end wall of the flume and the venting channel were rounded so that a 9 cm wide section is left open in the end wall.

Cells at the entrance to the venting channel that have cell centres higher than 12 cm above the bottom were assigned with a no-slip wall boundary condition to limit the height of the bottom outlet opening. Further downstream in the venting channel cells with cell centres less than 5 cm above the bottom are assigned with the wall boundary condition to limit the height of the venting pipe. In cases with a venting degree of $\phi_{VENT} < 100\%$ the two uppermost cell layers are left open to enable overflow over the “weir”. Venting degrees of $\phi_{VENT} < 100\%$ are implemented into the numerical model by assigning a fixed velocity to the “open” cells below the internal wall. The velocity in the bottom boundary cells is interpolated using a wall function [42]. Higher venting degrees of $\phi_{VENT} \geq 100\%$ are implemented through the pressure boundary condition at the outlet. The water level there is lowered with respect to the volume decrease in the channel.
After the “inlet” into the venting pipe only four cell layers in the upper third of the channel are assigned the no-slip wall boundary condition. This way the height of the venting channel is increased again to enable a stable zero-gradient outlet boundary condition.

The domain is discretized using dominantly hexahedral cells in horizontal direction and a structured mesh in vertical direction. The area of the venting pipe is meshed using dominantly quadrilateral cells. The hexahedral cells have a diameter of about 3 cm. In vertical direction 40 cell layers are used. This cell size has been found most practical in a mesh sensitivity analysis carried out by Lee et al. [11] using a similar experimental setup. Results of the mesh sensitivity analysis using the lock exchange experiments [19] in Section 4.2 show that this discretization is reasonable for the RSim3D-code as well. In total the mesh has 118,800 cells. A time step of 0.1 s is used for time discretization.

3. Results

3.1. Flow Front Advance in Lock Exchange Experiments

Figure 3 displays the development of the turbidity current in the lock exchange experiments after removal of the lock. The images show the water sediment suspension plunging below the clear water and then travelling along the bottom of the channel.

Initially the turbidity current has a triangular shape with the surface slanted towards the front of the current (Figure 3a). After the acceleration of the current, the shape of the current becomes rectangular. Its height decreases only slightly with time (Figure 3b–d).

![Figure 3. Formation of the turbidity current after release of the sediment suspension into clear water in the lock-exchange experiment (case A, longitudinal section [19]); flow direction from left to right, concentration contours in ppm.](image)

The results of the flow front advance in the numerical model are plotted against literature results [19] in Figure 4. The plots show the increasing distance between the flow front and the lock position with ongoing time after the lock removal. The initial velocity of the turbidity currents with different sediment particle size is similar in all cases. Flow front advance is decaying with time depending on the fall velocities of the particles in the respective case. In cases with small particle sizes and thus low fall velocity (e.g., case A in Figure 4a) the velocity of the turbidity current decreases only slightly. In contrast, a sharp bend is visible in the flow front advance of case G where particles are larger and thus settle faster (e.g., case G in Figure 4c).

The flow front advance in Figure 4 from the numerical simulations on coarser meshes is generally underestimated. With refinement of the mesh the results of the numerical model approach the results of the physical model. Hardly any difference is visible in results of the flow front advance from the simulations on the second finest and the finest mesh.
**Figure 4.** Flow front advance; the time steps correspond to a Courant number of approximately 0.5: (a) Case A $d = 25 \mu m$. (b) Case D $d_1 = 25 \mu m$, $d_2 = 69 \mu m$. (c) Case G $d = 69 \mu m$. (d) Case R $d_1 = 17 \mu m$, $d_2 = 37 \mu m$, $d_3 = 63 \mu m$, $d_4 = 88 \mu m$, $d_5 = 105 \mu m$. In cases including more than one grain size the total sediment concentration is uniformly distributed across all fractions.

### 3.2. Computational Effort of the Numerical Models of the Lock Exchange Experiments

Table 3 displays the computation time required for Case D of the lock exchange experiments on different meshes and with different time steps. The simulations were run in parallel on an Intel i7-3770 (16 GB RAM) processor using four cores. Parallelization was realised using OpenMP.
Table 3. Computation time for Case D of the lock exchange experiment on different meshes and with different time steps.

| $\Delta t$ | Meshes | 5v110 | 3v120 | 3v130 | 2v140 |
|-----------|--------|-------|-------|-------|-------|
| s         | horizontal spacing in cm | 5     | 3     | 3     | 2     |
| number of vertical layers | 10 | 20 | 30 | 40 |
| total number of cells | 7280 | 42 160 | 63 240 | 172 200 |
| 1.00      | 0.5    | 12.8  | 17.0  | –     |
| 0.50      | 0.6    | 10.8  | 17.7  | –     |
| 0.20      | Computation time in h | 0.7   | 11.5  | 17.0  | 57.0  |
| 0.10      |    | 0.7   | 12.1  | 17.5  | 60.7  |
| 0.05      |    | 0.8   | 13.4  | 18.0  | 67.0  |

The computation times in Table 3 show that the computational effort mainly increases with mesh refinement. Although the reduction of the time step requires the equations to be solved at additional time steps, computation time increases by a far lower factor than the number of time steps is increased. For some cases computation time could even be reduced by decreasing the time step.

3.3. Venting

Figure 5 displays sediment contours at time $t = 150$ s (right before the start of venting) in the numerical model of the experiments from Chamoun et al. [24]. The plan view (Figure 5a) shows the decreasing sediment concentration along the length of the turbidity current as a result of dilution and settling. The height of the current can be observed in the longitudinal section (Figure 5b). The contour plot shows the decreasing height of the turbidity current from the inlet towards the current head. At the head the current height is increasing again.

Sediment concentration decreases strongly along the first metre of the channel to approximately 25% of the inlet concentration (Figure 5a). Along the remaining part of the channel, sediment concentration is more or less constant with about 20% of the inlet concentration. The current head is apparent through the sharp drop in concentration to almost 0 ppm.

Similarly, the turbidity current height with respect to sediment concentration in the longitudinal section in Figure 5b drops mainly along the first half of a metre of the channel. From that point the slope of the surface of the current is relatively small. The minimum current height is located about 1.5 m behind the current head. From this point onwards, the current height starts to increase again.

Figure 5. Sediment concentration contours in ppm at the start of venting ($t = 150$ s, maximum concentration: 23,000 ppm).
For the purpose of comparison one extra simulation was run in which the source term for buoyant forces Equation (4) was neglected. The longitudinal section of the concentration field in the results of this simulation at $t = 150\, s$ is displayed in Figure 5c. The figure shows that the sediment has been transported less than half a metre from the inlet. This transport is only driven by the velocity at the inflow boundary. The height of the current reduced slightly as a result of settling.

Figure 6a displays the velocity of the turbidity current along the channel length normalized with a fall velocity of $0.0015\, m\, s^{-1}$ at time $t = 150\, s$. It can be seen that the velocity of the turbidity current decays along its length. At the beginning of the channel the velocity is almost 60 times the fall velocity. In the current head the velocity is constant with a magnitude of approximately 30 times the fall velocity. In the front of the current head the velocity drops sharply. At all points along the channel the normalized velocity of the current was slightly higher in the numerical model than in the physical model [24].

The temporal evolution of the sediment concentration of the vented suspension at a venting degree of $\phi_{\text{VENT}} = 80\%$ is displayed in Figure 6b. After an initial peak vented sediment concentration of about 17% of the inlet concentration at the start of venting, the concentration approaches a constant value of about 11–12% of the inflow concentration. The concentration measured in the physical experiment [24] fluctuates around this value with an amplitude of about 5% of the inflow concentration.

Figure 7 displays a longitudinal section of the concentration field after 350 s of venting ($t = 500\, s$). At this point the flow should have reached steady state condition [24]. The images show the reflection of the turbidity current at the end wall of the channel and the return flow caused by the reflection. The return flow is decreasing with increasing venting degree.

The lower the venting degree, the further the return flow travels back towards the inlet of the channel. As the return flow causes additional resistance for the arriving turbidity current, the turbidity current slows down and increases in height. This way at venting degrees of $\phi_{\text{VENT}} < 100\%$ two regions with a circular flow patterns form, visible in Figure 7a,b.
Figure 7. Longitudinal section through the sediment concentration field in the channel with suspended sediment concentration contours in ppm at different venting degrees $\phi_{\text{VENT}}$. The plots display a situation 350 s after the start of venting when steady state conditions have been reached. The velocity field is displayed by velocity vectors (unscaled).

Figure 8 displays global venting efficiency and the normalized venting time $\bar{t}$. Global venting efficiency is initially strongly increasing at the start of venting. The slope of the lines is then decreasing to a constant value when the flow in the channel reaches a steady state.

The initial slope of the lines for global venting efficiency ($\bar{t} < 200$) in Figure 8 is higher in the numerical model results than in the outcomes of the physical model. This causes a slightly higher global venting efficiency in the numerical model. After this initial period, the slope of the lines for global venting efficiency from the numerical model matches the slope of the respective lines from the physical model.

Figure 8. Global venting efficiency at different venting degrees $\phi_{\text{VENT}}$. 
3.4. Sediment Deposition Along the Channel

For the case with a venting degree of $\phi_{\text{VENT}} = 80\%$ sediment deposition along the channel has been recorded and compared to respective measurements by Chamoun et al. [24]. The results of sediment deposition are displayed in Figure 9.

![Figure 9. Sediment deposition along the channel at a venting degree of $\phi_{\text{VENT}} = 80\%$.](image)

Figure 9 shows decreasing sediment deposition along the channel length. While the initial peak of sediment deposition is right at the inflow section in the numerical model results it occurred slightly downstream in the physical model. For the time steps $t = 150\,\text{s}$ (start of venting) the deposition in the simulation results from the RSim-3D solver agrees fairly well with the measured deposition in the laboratory experiments [24]. At $t = 300\,\text{s}$ the accumulation of sediment in the second quarter of the channel visible in the physical model results is not reproduced in the numerical model, while the remaining sections are in agreement. At $t = 450\,\text{s}$ sediment deposition in the numerical model is overestimated compared to the physical model along the first third of the channel length.

4. Discussion

4.1. Code Verification and Validation

The general formation of the current at different time steps during the slumping phase in Figure 3 can be compared to theoretical models and pictures from laboratory experiments (e.g., [13]). Theory in literature suggests that the total volume of the current remains constant during the slumping phase of a gravity current. In addition, the height of the current is assumed to be constant along its length so it can be approximated with rectangular boxes [13]. This theory holds true for the numerically modelled particle-driven gravity current. Particularly at time steps $t = 12\,\text{s}$ and $t = 18\,\text{s}$ in Figure 3c,d the surface of the turbidity current is relatively flat. Discrepancies between the results of the numerical model and the theory of gravity currents [13] can be explained by the process of particle settling. Due to this process the sediment load in the current is continuously decreasing and potential energy is lost [8].

Initial velocity of the numerically modelled particle-driven gravity current is constant and of the same magnitude for about 20 s in all cases displayed in Figure 4. This is typical for the slumping
phase \cite{13,19}. After this phase the flow front advance decays depending on the fall velocity of the particles which is described by An et al. \cite{29}.

According to the particle-driven gravity classification with respect to the deposition rate \cite{29}, the turbidity current in case A corresponds to a mixed regime. This is in contrast to case G which features a turbidity current in the deposition regime. In the latter the deceleration as a result of the setting of particles \cite{29} can clearly be observed at \(20 \text{s} < t < 40 \text{s}\) (see Figure 4c). This shows that the code is capable of modelling the effect of particle settling described by An et al. \cite{29}.

The comparison of the flow front advance in the physical \cite{19} and numerical model in Figure 4 allows a quantitative comparison of the results. Using sufficiently fine meshes it has been achieved to reproduce the particle-driven gravity current for all four grain size distributions considered with reasonable accuracy.

It is assumed that inaccuracies in the flow front distance towards the end of each experiment are a result of post-processing. Gladstone et al. \cite{19} visually determined the position of the flow front which might involve inaccuracies when the turbidity becomes low as a result of dilution. In addition, when the concentration gradient at the flow front decreases the position of the flow front in the numerical model is more sensitive to the choice of the minimum concentration defining the flow front (10 ppm, see Section 3.1).

### 4.2. Mesh Sensitivity Analysis and Quantitative Error Analysis

To study mesh convergence Figure 10 displays the position of the flow front at time \(t = 111 \text{s}\) for cases A, D and R and \(t = 84 \text{s}\) for case G, respectively. The displayed results have been retrieved from simulations on different meshes and with different time steps. In all cases the curve flattens with increasing mesh refinement, showing mesh convergence. The curves have the steepest slope between the results of the meshes \(3v120\) (42,160 cells) and \(3v130\) (63,240 cells). Between those two meshes a refinement is only made in the vertical direction. This suggests that sufficient fine vertical spatial discretization is particularly crucial for modelling turbidity currents. Further discussion of the mesh convergence on the basis of the grid convergence index \cite{58,59} has been dismissed. The complexity of the mesh and different refinement ratios in horizontal and vertical direction make this approach impractical.

For cases A, D and R the flow front advance in Figure 10 approaches a value within the boundaries of accuracy of the measured flow front advance from the physical model \cite{19}. In case G flow front advance in the numerical model is higher than the measured flow front advance. This suggests that the fall velocity estimated using Equation (2) might be too low. In such cases the accuracy can possibly be optimized for the particular particles in the suspension by calibration with respect to fall velocity (see also Section 2.1.2).

Table 4 displays normalized Euclidean norms (\(\|\|\|_2\)-norms, Equation (8)) of the error (difference) \(e\) between the flow front advance in the numerical and the physical model. To compare the error norms of simulations with different numbers of saved time steps, the norms are normalized by division by the number of data points \(n\).

\[
\|e\|_2 = \frac{e \cdot |e|}{n} 
\] (8)

For all cases \(p2\)-norms in Table 4 remain relatively constant or are even slightly increasing with refinement from the second finest to the finest mesh. Similarly, the reduction of the time step from the second lowest to the lowest did only result in minor changes of the error norms. This suggests that the discretization error has been reduced to a minimum. The remaining error is driven by other factors rather than spatial or temporal discretization. These include model assumptions such as the estimation of fall velocity using Equation (2) or simplifications (see Section 2.1). Thus mesh convergence has been achieved.
Figure 10. Mesh convergence of the numerical models of lock exchange experiments. The cases differ in their composition of particle sizes in the suspension: (a) Case A $d = 25 \, \mu m$. (b) Case D $d_1 = 25 \, \mu m$, $d_2 = 69 \, \mu m$. (c) Case G $d = 69 \, \mu m$. (d) Case R $d_1 = 17 \, \mu m$, $d_2 = 37 \, \mu m$, $d_3 = 63 \, \mu m$, $d_4 = 88 \, \mu m$, $d_5 = 105 \, \mu m$. In cases including more than one grain size the total sediment concentration is uniformly distributed across all fractions.

For cases A, D and R $p_2$-norms are decreasing with the first three steps of mesh refinement. While a decrease of the error has been achieved with further mesh refinement to the finest mesh in case A, error norms are slightly increasing on the finest mesh in the other cases.

In contrast $p_2$-norms in case G are increasing with refinement of the mesh 3v120. This can be explained with the overestimation of the flow front advance in this model (see above and Figure 4c, Figure 10c). Despite this, the $p_2$-norm is approaching a constant value on the fine meshes which shows that mesh convergence has been achieved (see above).

In conclusion, a horizontal cell size of 3 cm and 30 vertical layers (63,240 cells) are necessary for achieving the highest accuracy of the model of the lock exchange experiments. This agrees well with the results of the mesh sensitivity analysis of Georgoulas et al. [9]. They found an entirely structured
hexahedral mesh with 68,950 cells to be most practical for a numerical model of the lock exchange experiments from Gladstone et al. [19].

Table 4. Euclidean norms of the difference between the flow front in the physical [19] and numerical model with different spatial and temporal discretization. The cases differ in their composition of particle sizes in the suspension: Case A $d = 25 \mu$m; Case D $d_1 = 25 \mu$m, $d_2 = 69 \mu$m; Case G $d = 69 \mu$m and Case R $d_1 = 17 \mu$m, $d_2 = 37 \mu$m, $d_3 = 63 \mu$m, $d_4 = 88 \mu$m, $d_5 = 105 \mu$m. In cases including more than one grain size the total sediment concentration is uniformly distributed across all fractions.

| $\Delta t s$ | $5v_{110}$ | $3v_{120}$ | $3v_{130}$ | $2v_{140}$ | $5v_{110}$ | $3v_{120}$ | $3v_{130}$ | $2v_{140}$ |
|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|
| Case A      | 1.00        | 0.515       | 0.315       | 0.224       | –           | 0.405       | 0.245       | 0.128       |
| Case D      | 0.50        | 0.396       | 0.216       | 0.110       | –           | 0.309       | 0.145       | 0.049       |
| Case G      | 0.20        | 0.318       | 0.127       | 0.035       | 0.017       | 0.237       | 0.072       | 0.017       | 0.021       |
| Case R      | 0.10        | 0.282       | 0.091       | 0.018       | 0.011       | 0.213       | 0.051       | 0.013       | 0.024       |
| Case G      | 0.05        | 0.273       | 0.077       | 0.013       | 0.011       | 0.230       | 0.049       | 0.011       | 0.022       |

In order to get best results on a certain mesh a sufficiently small time step is required. While reducing the time step substantially improves the accuracy of the results (see Figure 10 and Table 4) it comes at only minimum additional computational effort (see Table 3). The low increase in computation time compared to the additional number of time steps for which the equations need to be solved can be explained by the smaller number of iterations required for the SIMPLE solver to converge at each time step.

4.3. Venting

The shape of the turbidity current in Figure 5 matches the data from the physical experiments [24]. The height of the current in the results of the numerical model is about 40% of the channel height. This is 10% less than the current height observed by Chamoun et al. [24]. The reason for this underestimation can possibly be insufficient accuracy of the Stokes fall velocity Equation (2). In addition, the approximation of the grain size distribution in Table 2 might be inaccurate since only values for $d_{10}$, $d_{50}$ and $d_{90}$ are provided by Chamoun et al. [24]. The return flow caused by the reflection of the turbidity current at the end wall described in literature (e.g., [17,24]) is also visible in the results from the numerical model in Figure 5.

The development of convective velocity along the channel length in Figure 6a from the numerical model is similar to the measured velocity from the physical model [24]. This comes with the restriction that absolute value of normalized velocity is higher in the numerical model than the measured velocity in the physical one. As the ratio between the numerically modelled and measured velocity is more or less constant, it is assumed that this offset is caused by using only the fall velocity of the particle diameter $d_{50}$ for normalization of flow velocity. This very likely does not sufficiently represent the mixture of particles driving the turbidity current. Fall velocities of particles in the suspension range from 0.4 mm s$^{-1}$ to 3.7 mm s$^{-1}$ (see also Table 2). The normalized velocity in the numerical model would agree with the measured velocity in the physical model, when a fall velocity of 2.3 mm was used for normalization.

The average sediment concentration of the vented suspension is similar in the numerical and physical model [24]. The limitation in this comparison is that the temporal variation of the concentration which has been measured in the physical model has not been captured with the numerical model.
It is not expected that this temporal variation causes substantial influence on the results for overall venting performance prediction. Venting performance usually is analysed integrated over time (see e.g., Equation (6)).

In the longitudinal sections of the concentration field with different venting degrees $\phi_{\text{VENT}}$ in Figure 7 return flow is clearly visible in cases with a venting degree lower than 1 (Figure 7a,b). This return flow is lower in the models with a venting degree of $\phi_{\text{VENT}} = 100\%$ and $\phi_{\text{VENT}} = 125\%$ in Figure 7c,d. Furthermore the figure also shows that the height of the turbidity current reduces with increasing venting degree $\phi_{\text{VENT}}$. This matches observations described by Chamoun et al. [24].

While a clear difference in the concentration contours in Figure 7 is visible comparing the cases with $\phi_{\text{VENT}} = 30\%$ (Figure 7a), $\phi_{\text{VENT}} = 80\%$ (Figure 7b) and $\phi_{\text{VENT}} = 100\%$ (Figure 7c) the concentration field does not appear to change with further increase of the venting degree to $\phi_{\text{VENT}} = 125\%$ (Figure 7d). This agrees with the conclusion of Chamoun et al. that highest venting efficiency can be achieved with a venting degree of $\phi_{\text{VENT}} = 100\%$ [24].

Comparing global venting efficiency of the numerical model with global venting efficiency of the physical model [24] in Figure 8 reveals that venting efficiency is generally overestimated in the numerical model. The overestimation of global venting efficiency in the numerical model is particularly high in the case with the highest venting degree $\phi_{\text{VENT}} = 125\%$. A possible explanation for this is the second order upwind discretization of the convection part of the Navier-Stokes momentum Equation (1) in the RSim-3D code. This scheme does not allow influence of a downstream cell on convection of velocity. Thus “suction” from the bottom outlet is only propagated to upstream cells through the pressure source term in the momentum equation and the pressure correction equation. This might cause an underestimation of the velocity in the area of the bottom outlet. As a result less clear water is vented through the bottom outlet and the concentration of the vented suspension is overestimated. To overcome this issue, a non-upwind scheme for the advection of velocity could be implemented in the model.

Sediment deposition along the channel could also be captured fairly well with the developed solver. Particularly for the earliest time step ($t = 150\, \text{s}$) displayed in Figure 9 the deposited amount of sediment in the numerical model agrees well with the laboratory measurements [24]. In the physical model results [24] a plateau in sediment deposition occurs along the second quarter of the channel which is not captured by the numerical model. In addition, at the latest time step ($t = 450\, \text{s}$) sediment deposition along the first third of the channel length is overestimated in the numerical model. The reason for the discrepancies between the sediment deposition in the numerical and physical model results is credited to the missing implementation of resuspension in the numerical model (see Section 2.1.2). While in reality a balance between sediment deposition and resuspension might be reached in the upstream section of the channel as soon as enough sediment has accumulated on the bottom, the latter process is not captured by the numerical model. Thus, the accumulation of sediment at the bottom is overestimated. In addition sediment might be transported from the first quarter to the second quarter of the channel as bed load. Bed load transport is also not considered in the current version of the model.

4.4. Applicability of the Code to Real Reservoirs

The results of the test cases show that the developed code can accurately model turbidity currents. Using the code it seems to be possible to numerically model the turbidity current from the entrance into the reservoir to the dam without having to rely on empirical models. This provides an advantage compared to earlier studies (e.g., [10]). In addition the solver RSim-3D has been developed with particular focus on river applications [42] while earlier studies were relying on commercial CFD codes with focus on other applications (e.g., [7,11,32,36]). This specialization of the RSim-3D solver allows to efficiently apply the developed code to real reservoirs in their natural size and shape.

The effect of density gradients as a result of different spatially distributed sediment concentrations can be seen by comparing Figure 5b,c. The development of the sediment plume is substantially
different in the simulation including the source term for buoyant forces (Figure 5b) compared to Figure 5c. This observation agrees with the statement of DeCesare et al. that turbidity currents are the main transport mechanism for sediments in reservoirs [7]. In consequence it can be concluded that buoyant forces should be a substantial part of computational fluid dynamics models of reservoirs.

Limitations in the current version of the model are related to the storage type of the reservoir. Water in reservoirs for long term storage often has a different temperature than the inflowing water. Thus density differences also result from temperature gradients which are neglected in the current version of the model. Hence the application of the RSIm-3D solver for turbidity currents is limited to reservoirs for short term storage.

The mesh sensitivity study shows that reasonable results can be achieved even on rather coarse meshes. The computation time on a desktop computer of the model of the lock exchange cases was less than half an hour using the coarsest mesh (5v112, 7280 cells) and between two and three days (depending on the convergence) using the finest mesh (2v140, 172,200 cells, see Table 3). This is particularly relevant considering the problem of long computation times with 3D models of turbidity currents in reservoirs mentioned by Lee et al. [11]. Although the computation time is still too long for real-time studies, the model may allow a detailed analysis of the turbidity current in a reservoir in reasonable time. In order to finally confirm the applicability of the RSIm-3D code to model turbidity in real reservoirs a test using a real reservoir geometry remains to be done as future work.

5. Conclusions

The existing hydrodynamic code RSIm-3D [42,45] was successfully extended to model particle-driven gravity currents. Test cases show that the numerical model converges with mesh refinement and reduction of the time step. The flow front advance in lock exchange experiments agrees well with the literature data [19]. The general relevance of including gravity currents into computational fluid dynamics models of reservoirs is emphasized by comparing two simulations with and without buoyant forces. The results show that the flow in the studied test case is substantially driven by buoyant forces. Accuracy can potentially be increased through calibration of fall velocity. Further development of the model can be done by the implementation of bottom exchange including resuspension which is not mesh dependent.

Turbidity currents with continuous sediment inflow from experiments of Chamoun et al. [24] have successfully been reproduced numerically using the developed code. A comparison of the concentration field during venting shows the influence of the venting degree on the sediment distribution in the channel. A limitation of the model is the upstream propagation of the “suction” from the bottom outlet during venting. It is assumed that this is due to the second order upwind discretization scheme used for convection of velocity in the momentum equations. As a result, the vented sediment concentration at the bottom outlet is overestimated in the numerical model, particularly at higher venting degrees of $\phi_{\text{VENT}} > 100\%$. Thus to improve the accuracy of the numerical code in the immediate area of the bottom outlet a non-upwind scheme for the advection of velocity can be implemented.

Moreover, sediment deposition could be captured fairly well with the numerical model. This comes with the restriction of the missing implementation of resuspension of sediment. In addition, sediment transported as bed load in the physical model was not transported in the numerical model.

In conclusion, the test cases show that RSIm-3D with the newly implemented functionality to model density currents provides the general capability to study turbidity currents in real reservoirs. The computational effort is low enough that reasonable results can be achieved on a current desktop computer in less than one week’s time.
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