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Abstract

Marketplaces for machine learning (ML) models are emerging as a way for organizations to monetize models. They allow model owners to retain control over hosted models by using cloud resources to execute ML inference requests for a fee, preserving model confidentiality. Clients that rely on hosted models require trustworthy inference results, even when models are managed by third parties. While the resilience and robustness of inference results can be improved by combining multiple independent models, such support is unavailable in today’s marketplaces.

We describe Dropbear, the first ML model marketplace that provides clients with strong integrity guarantees by combining results from multiple models in a trustworthy fashion. Dropbear replicates inference computation across a model group, which consists of multiple cloud-based GPU nodes belonging to different model owners. Clients receive inference certificates that prove agreement using a Byzantine consensus protocol, even under model heterogeneity and concurrent model updates. To improve performance, Dropbear batches inference and consensus operations separately: it first performs the inference computation across a model group, before ordering requests and model updates. Despite its strong integrity guarantees, Dropbear’s performance matches that of state-of-the-art ML inference systems: deployed across 3 cloud sites, it handles 800 requests/s with ImageNet models.

1 Introduction

Many applications use inference computation over machine learning (ML) models, particularly deep neural networks (DNNs), and their number is only expected to grow [35, 57, 60, 82]. This gives rise to ML marketplaces such as AWS Marketplace [16], Stream.ML [103], Modzy [76], and ModelPlace.ai [75], enabling organizations to monetize ML models [3, 6, 92]. ML marketplaces host ML models, which clients can use to execute inference requests for a fee. They are typically cloud-based, using cloud nodes with GPUs or other AI accelerators to execute inference requests.

The rising popularity of ML marketplaces comes from their combination of features. They offer organisations the ability to retain control over their ML models, e.g., serving inference requests without revealing the internals of the models to clients. They expose simple APIs [2, 72] that allow organizations to upload models and clients to submit inference requests against these models. Brokerage or search functionality [23, 45, 93] helps clients discover relevant models for a given inference application.

In many applications that use ML inference e.g., for decision-making, the correctness of inference results affects the trustworthiness of the application. For example, ML inference is used by the insurance industry to decide if an insurance application is underwritten [1, 46, 67], or by courts to aid in sentencing within the criminal justice system [20, 50, 62]. Existing ML marketplaces, however, require clients submitting inference requests to fully trust the model owners. A model may have been poisoned during training, or a malicious or incompetent model owner may tamper with inference results to save on computational resources (resulting in lost accuracy) or alter the behaviour of an application that depends on inference results.

Therefore, it is challenging for clients to establish the trustworthiness of model owners and the inference results for specific models [34, 54, 113]. For example, if a client wants to establish correctness, they must redo the inference computation to reproduce the result, but model owners are reluctant to release models for confidentiality reasons. In addition, the numeric values of inference results depend on the model version, the employed hardware (e.g., the GPU type [117]), and the specific software stack [17, 24, 94, 96], making reproducibility of results challenging.

A promising approach for increasing the robustness and resilience of inference results is to aggregate results from multiple independent models [7, 55, 99]. Prior work has shown how such model aggregation can mitigate poisoning attacks, which corrupt the integrity of the model at training time unbeknownst to clients [59, 66, 70], and evasion attacks, in which carefully crafted adversarial inference requests can lead to incorrect results [25, 33, 106]. To protect against a
Despite supporting Byzantine model agreement, Dropbear follows an execution-agree-attest strategy, which improves performance by separating the expensive execution of inference requests from the agreement and attestation of inference results: (i) nodes first execute inference requests as part of execution batches; (ii) after execution, a primary node batches the inference requests again in consensus batches. It orders them with respect to model versions, the membership in a model group, and inference results is reached using a Byzantine agreement protocol [5,15,121].

(2) Dropbear follows an execute-agree-attest strategy, which improves performance by separating the expensive execution of inference requests from the agreement and attestation of inference results: (i) nodes first execute inference requests as part of execution batches; (ii) after execution, a primary node batches the inference requests again in consensus batches. It orders them with respect to model updates, and sends batches to a set of backup nodes. The nodes then agree on an inference result based on the model group membership and its bounds; and (iii) after 2/3 of the nodes have agreed, they attest that the result is within the prescribed bounds.

By batching inference requests and consensus operations independently, Dropbear allows for a higher degree of parallelism across nodes: execution batches for heavily-referenced models [56] increase GPU utilisation; consensus batches are constructed to better utilize the network between nodes and reduce cryptographic overhead.

(3) Despite supporting Byzantine model agreement, Dropbear maintains an API that remains compatible with current cloud-based ML marketplace APIs by having only a single API endpoint [2,39,72]. The complexity of model agreement is hidden from clients: clients receive inference results together with an inference certificate, which is a universally-verifiable proof that the nodes that executed the models from the model group agreed on the result.

To offer clients a single API endpoint, the inference certificate is created by an inference proxy, which combines cryptographically-signed Merkle trees of inference results and consensus messages. The inference proxy is untrusted: clients check the inference certificate’s correctness by verifying that its content is signed by the service and that it contains the client’s inference request.

Our implementation of Dropbear is written in 5,000 lines of C++. It supports DNN models defined in the ONNX format [4] and served by the ONNX Runtime [30], a cross-platform inference library implementation with heterogeneous accelerator support. Our experiments using the Imagenet [28] models from the ONNX and PyTorch model zoos [85,90] show that Dropbear can provide inference certificates without compromising performance: Dropbear handles close to 800 inference requests/s when using 16 cloud nodes with a total of 32 NVIDIA V100 GPUs with 16 GB of memory, distributed across 3 cloud sites.

2 Trust in ML Marketplaces

We introduce cloud-based ML marketplaces (§2.1), describe their security challenges (§2.2) and describe our assumed threat model (§2.3).

2.1 ML marketplaces

All major cloud providers offer ML services that host pre-trained models, e.g., AWS Marketplace [16], Azure Cognitive Services [73], and Google Cloud AI APIs [40]. As a representative example, AWS Marketplace is a ML marketplace in which users can upload models or pay for the execution of inference requests against hosted models. Other marketplaces, including Stream.ML [103], Modzy [76], and ModelPlace.ai [75], focus on specific application domains or business models. Clients use models from ML marketplaces to take advantage of pre-trained models, avoid having to build up ML expertise in-house, and reduce costs [63,108,115].

Many of these models are trained using deep learning, which is a training technique for deep neural network (DNN) models [38]. Such models have shown great success in diverse areas, including image classification, object discovery, natural language processing, and fraud detection. Training DNN models is often computationally expensive and typically requires a large amount of training data, which may be difficult to acquire. Achieving high accuracy also requires advanced ML expertise, e.g., in order to tune the model’s hyper-parameters. As such, ML marketplaces allow organizations to use accurate DNN models with no upfront cost.

Fig. 1 gives an overview of a cloud-based ML marketplace [58]. It exposes an API that is used by model owners and clients: model owners upload one or more models, which are typically expressed in a standardized format, such as ONNX [4] or NNEF [27]. The models are deployed on cloud
When clients use ML inference as part of an application, automated anomaly detection is used to identify fraudulent financial transactions [68]. Anomaly detection is used in scenarios where clients trusting inference results when the computation occurs on cloud nodes using ML models created and controlled by model owners. The growth in user-created content on the internet [74,101,102] puts an increasing amount of pressure on online services to moderate public content, e.g., user forum posts, customer reviews, and shared images and videos. Automated ML-based approaches for content moderation have been widely adopted [36,41,100], but untrustworthy moderation due to flawed or compromised ML models can result in financial losses or legal consequences [21,31,89].

Automated decision-making. ML has helped remove or reduce manual tasks of employees. For example, issuing insurance policies can be automated by using ML models, with initial real-world deployments [1,46,67]; decision-making about mortgages has been handled similarly [37]. Such automated decision-making, however, has real-world financial implications, and thus creates incentives for fraud and bias [91].

Anomaly detection. For automated anomaly detection, ML models process large amounts of data to find anomalous datapoints [18,32,81]. Anomaly detection is used in scenarios ranging from the discovery of attacks on network infrastructure to identifying fraudulent financial transactions [68]. Such scenarios typically carry a high cost of false negatives, and adversaries have an incentive to circumvent anomaly detection e.g., by poisoning the employed ML model.

Supply chains. Manufacturing and retail organizations manage supply chains in order to reduce the time between an inventory item’s delivery and consumption, while ensuring that items are always available. ML techniques have been used in supply chain optimization [13,83,116]. Untrustworthy ML model may result in financial losses.

2.3 Threat model
We assume a threat model for the ML marketplace in which model owners do not trust other entities with the confidentiality of their ML models. These ML models constitute their intellectual property, and thus they want to retain control over the execution of inference requests from clients. Model owners achieve this by running the models exclusively on their own cloud nodes. On the other hand, clients do not fully trust any single model owner to provide a correct inference result.

The adversary’s goal is therefore to provide incorrect or malicious results to clients’ inference requests whilst avoiding detection. The adversary could have corrupted one or more models at training time, e.g., by poisoning or inserting backdoors or trojans [8,66,97]. Alternatively, the adversary may be a malicious or compromised model owner, e.g., a disgruntled employee, or an external entity that has penetrated the defenses of the ML marketplace and can compromise a subset of the cloud nodes. Irrespective of the method of compromise, we assume the adversary can control and coordinate the behavior of all compromised models and nodes.

Nodes are distributed across multiple cloud accounts, i.e., model owners have their own accounts with a cloud vendor. Each node has its own identity, e.g., a public/private cryptography key pair, and the adversary is unable to obtain an honest node’s private key. Nodes can establish secure communication channels, which cannot be compromised if both nodes are honest. We also assume that clients and model owners have verifiable identities [86,87], which can be used to authenticate them and create secure channels.

3 Trustworthy ML Model Inference
We discuss how to establish trustworthiness in an ML marketplace (§3.1) and formalize the definition of trustworthy Byzantine agreement (§3.2).

3.1 Establishing trustworthiness
Intuitively, a trustworthy inference result is a result that a client has obtained by correctly executing an inference request against an ML model. Clients can obtain trustworthy inference results in two ways: (i) a result correctly executed by a trusted node; or (ii) a collection of results from multiple nodes, with the client trusting the collective agreement across the results.

Trusted node execution. For a node to be trusted by the client, it must demonstrate its trustworthiness. This can be done because the node is controlled by the client or
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A Byzantine consensus protocol, e.g., Practical Byzantine Fault Tolerance (PBFT) [15], can obtain agreement on an execution result from a set of nodes, even if some nodes are malicious. A trustworthy ML marketplace could thus rely on the agreement of a set of nodes using Byzantine consensus. No individual untrustworthy model owner would then be able to convince the client to accept an incorrect inference result.

3.2 Trustworthy inference through agreement

We formalize the problem of providing a trustworthy ML marketplace as follows. We assume that a client submits an inference request against a set of models $m_1 \ldots m_k \in G$ that form a model group $G$. A model group is a set of models that are semantically equivalent and can handle the same inference requests.

An inference request $r$ is then served by an ML marketplace with nodes $\mathcal{N}$. For a given model $m \in G$ and a node $i \in \mathcal{N}$, let $q^m_i: \mathbb{R}^{u_m} \rightarrow \mathbb{R}^{v_m}$ denote the implementation of the inference computation at node $i$ for model $m$, where input and output tensors are encoded into flattened arrays. (We require the input and output dimensions $u_m$ and $v_m$ to be the same at every node.)

The client obtains a set of inference results from $N = |\mathcal{N}|$ nodes, of which at most $f$ nodes may return an untrustworthy result. Therefore it is possible to construct a trustworthy inference result as long as there are at least $f+1$ results that the $f+1$ nodes have agreed on, because this quorum of nodes includes at least one trustworthy node.

To define which inference results are in agreement with each other, we introduce two parameters: (i) a model-specific metric $\delta_m: \mathbb{R}^{v_m} \rightarrow \mathbb{R}$ that represents a meaningful distance between two results; and (ii) a similarity threshold $\epsilon_m$ that determines which results are sufficiently close to be considered in agreement. Both are provided by the ML marketplace as part of $G$; a client may decide to select a different similarity threshold $\epsilon_m$ to limit the maximum influence of incorrect or malicious nodes according to their own preferences.

As a default, the model-specific metric $\delta_m$ can be defined as Euclidean distance $\delta_m(x, y) = \sqrt{\sum_{i=1}^{v_m} (x_i - y_i)^2}$. For simple models, such as classifiers that return a vector of probabilities for all possible classes, this measure suffices to exclude misclassifications; for more complex models, such as ones that return higher dimensional results, it is more appropriate to use a different distance measure such as Hausdorff [52] or complex wavelet similarity [114], as these are more robust to semantically irrelevant differences.

The distance metric $\delta_m$, together with the threshold $\epsilon_m$, can now be used to define the inference results that are in agreement. We denote $2^\mathcal{N}$ the powerset of $\mathcal{N}$, i.e., the set of all subsets of $\mathcal{N}$, and $|2^\mathcal{N}| = \{ C \in 2^\mathcal{N} | |C| \geq N - f \}$ its restriction to subsets with at most $f$ nodes removed. Given a request $r \in \mathbb{R}^{u_m}$ and subset $X \in 2^\mathcal{N}$, we also define the diameter $\Delta_m(r, X)$ of the inference result set of $X$ as:

$$\Delta_m(r, X) = \max_{i,j,x} \delta_m(q^m_i(r), q^m_j(r))$$

The set of results from trustworthy nodes within the threshold $\epsilon_m$ is:

$$Q_m(r) = \text{argmax} \{ |X| | \Delta_m(r, X) \leq \epsilon_m \}$$

This definition selects the largest subset of at least $N - f$ nodes whose diameter is within the threshold, rather than the one with minimal diameter overall (which may unnecessarily exclude legitimate results). While $f+1$ nodes may be enough for agreement, it would make the definition more brittle, as
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Next, we describe the API for our trustworthy ML marketplace called Dropbear. The API in Tab. 1 shows the interface through which model owners manage models and clients execute trustworthy inference requests.

Both model owners and clients must first obtain an API endpoint. The call get_API_endpoints contacts a trusted service at a well-known location (e.g., DNS) and returns a list of URL endpoints (API_URL) with their public keys. These identify N nodes of the Dropbear service, of which up to f may not be trustworthy. API requests can be sent to any endpoint URL.

Model owners maintain cloud nodes, which execute inference requests against their models. They add or update models using the upload_model call, which includes a URL of a model in the ONNX format [4] and further meta-data parameters to assign the model to model groups.

Before clients can issue inference requests against a new model, the model must be added to a model group. The models included in a model group are selected by the ML marketplace based on the parameters supplied by the model owners. The define_model_group call specifies the models in the group and its distance function, which takes a set of inference results and returns those it deemed to be trustworthy (see $Q_m(r)$ in §3.2). The group is activated using activate_model_group.

Listing 1: Example use of Dropbear API

```python
1 [API_URL], [pub_key] -> get_API_endpoints()
2 model_URL = "https://.../resnet801.omm"
3 upload_model(model_URL, [p8, p1])
4 dist_fn = lambda results, dist=0.2: max(filter(lambda set : max(set)-min(set)<dist,powerset(results))), key=len)
5 define_model_group("ResNet",[model_URL,...],dist_fn)
6 activate_model_group("ResNet")
7 [model_group] = get_model_groups()
8 request_inf(model_group, data)
9 verify_cert(model_group, [inf_res], [pub_key])
```

4 Dropbear API

There could be two sets of equal size (greater than $f+1$) of diameter smaller than $\varepsilon_m$ if all malicious nodes skew their result towards a honest outlier. Clients can set a small $\varepsilon_m$ to increase consistency between results. However, $Q_m(r)$ may fail to yield a trustworthy subset if honest nodes are too inconsistent and the client may consider whether a larger $\varepsilon_m$ is acceptable.

Note that $Q_m(r)$ only contains the set of nodes that produce a trustworthy result with respect to $\delta_m$ and $\varepsilon_m$. In addition, clients may also expect the ML marketplace to return a single aggregate inference result based on $\{g_i^n(r), i \in Q_m(r)\}$, e.g., using an average or computed $\delta_m$-center approximations.

and the ML marketplace defines and activates the model group (lines 5–6). The distance function assumes a classification model that returns a confidence score for each label.

Clients issue inference requests against a model group using the request_inf call (line 8), which takes a similarity threshold $\varepsilon$ to the distance function (see $\varepsilon_m$ in §3.2); if $\varepsilon$ is left blank, the default is used. After executing the inference request, Dropbear returns multiple inference results ([inf_res]) from the nodes that execute the request and an inference certificate inf_cert. The inference certificate provides a proof that the nodes agreed on the outcome of the inference execution.

Client verifies the certificate together with the results by calling verify_cert (line 9). It checks the signatures of nodes over the inference results and their signatures over the results from other nodes (see §5.4). A node’s signature over another node’s result shows their belief that the node’s result is trustworthy, which we refer to as an annotation. The function first checks that at least $N-f$ nodes returned inference results, and then validates that each inference result is signed by the node that produced it. For every signed result, the function checks that at least $f+1$ attestations with valid signatures exist. This ensures that every result is attested by at least one trustworthy node, i.e., more than $f$ nodes attested the results.

5 Dropbear Design

We give an overview of Dropbear’s design (§5.1) and explain how it provides trustworthy inference results using an execute (§5.2), agree (§5.3), and attest (§5.4) strategy.

5.1 Overview

As shown in Fig. 2, a Dropbear deployment consists of $N$ nodes, which are controlled by distinct model owners. To
provide a trustworthy ML marketplace (see §3.2), each node manages models from model groups and executes inference requests against them. The results provided by different nodes must then agree with each other. Agreement can only be achieved if inference requests are ordered consistently with respect to model updates, otherwise nodes may execute inference requests against different versions of the same model. Finally, the agreement must be attested to prove it to the client.

The design of Dropbear realizes the above functionality by following an execute/agree/attest strategy, which separates (i) the execution of inference requests and model updates from (ii) the agreement and ordering of the results; and (iii) their attestation for the client. By separating these phases, it becomes possible to achieve higher request throughput, because operations can be batched independently: first requests are grouped into execution batches, which are executed in parallel on all \( N \) nodes; and then results are collected and grouped into agreement batches, which agree on a trustworthy result using a Byzantine consensus protocol.

Dropbear selects the maximum execution batch size based on the level of GPU parallelism; and the maximum agreement batch size based on the network latencies between nodes. We experimentally demonstrate the performance benefit of decoupling execution from agreement in §6.3.

Each node is identified uniquely by its public/private signing keys. Clients use a trusted discovery service 1 to learn about node identities. They can send API requests to any node. A node receives requests through its inference proxy 2, which acts as an endpoint for the Dropbear API (see §4). A node uses its public key to establish a secure TLS communication channel with the client and authenticates it.

The inference proxy forwards requests to the inference engines 3 of other nodes. The inference engine batches requests and uses a GPU inference library to execute batches on GPUs. After execution, the agreement coordinator 4 agrees on the order of inference requests and model group updates, and on their execution results through Byzantine consensus. Finally, the inference proxy attests the result by constructing an inference certificate 5. The inference certificate includes appropriate attestations that prove the result’s trustworthiness.

### 5.2 Execute

After receiving an API call (see Tab. 1), the inference proxy forwards it to all other nodes. Requests for defining model groups (define_model_group) and executing inference requests (request_inference) are then executed by the inference engine on each node, as described below; requests for activating/retiring model groups (activate/retire_model_group) are directly ordered by the agreement coordinator (see §5.3).

#### Defining model groups

On a define_model_group request, an inference engine loads the models from the model group into GPU memory, which makes them available for inference execution. The models are retrieved from the specified URLs and cached locally by the node.

A group of nodes controlled by the same model owner \( d \) loads the models from the model group. If the number of models, \(|G|\), is larger than \( n \), the nodes load disjoint partitions of models: otherwise, some models are replicated across nodes. The inference engine selects deterministically which \( c = \lceil d/|G| \rceil \) models to load for each group of nodes. The ordered list of models in the model group is divided into \( c \)-sized groups, and inference engines are assigned groups based on a total order imposed by the nodes’ public keys.

#### Executing inference requests

The inference engine executes requests in batches by grouping them into execution batches that refer to the same model. There is a trade-off when setting the maximum batch size: while larger batches help exploit GPU parallelism, they increase latency, consume more GPU memory and may become bottlenecked by PCIe bandwidth. The actual used batch size also depends on the number of concurrently submitted inference requests that refer to the same model. We explore the impact of the maximum execution batch size on performance in §6.3.

Dropbear guarantees that inference requests are always executed against the latest activated model version. This model, however, is only determined at agreement time after requests have been ordered (see §5.3)—at execution time, multiple model versions belonging to the same model group may exist. To overcome this problem, the inference engine executes such requests against all versions. This ensures that, even if a new model group version is activated before the request is ordered, the request will have been executed against that version.

### 5.3 Agree

Parallel batches execute on all nodes, and nodes must agree on the order of inference requests and model group activations/retirements to return consistent and trustworthy results to clients. Dropbear uses a Byzantine consensus protocol (PBFT [15]) to order requests, which mitigates \( f \) untrustworthy nodes that return incorrect results. The inference results produced by executing the ordered requests establish trusted agreement (see §3.1), which distributes trust among nodes.

Dropbear uses the PBFT protocol to choose a primary node, which is determined based on a monotonically increasing counter called view \( v \). An agreement coordinator on the primary node orders inference requests relative to model group updates. It creates agreement batches and assigns a monotonically increasing sequence number \( n \) to each batch. Each agreement batch contains an ordered list of inference requests and model updates.

#### Ordering requests

The agreement coordinator on the primary node proposes an agreement batch, which contains an ordered list of requests \( O \). It includes the agreement batch in a PRE-PREPARE message with the following format: \( \langle \text{PRE-PREPARE}, \, v, \, n, \, H(O), \, R \rangle \). The message specifies which node’s agreement coordinator created the ordering by including the view \( v \) and records the agreement batch’s
sequence number \( n \) and its hash \( H(O) \). It also includes \( R_c \), which is the root of a Merkle tree \( R \) that is constructed by the agreement coordinator over the inference requests and results. As explained in §5.4, the signed Merkle tree root is used as an optimization to reduce the number of signatures that must be verified. Finally, \( \sigma \) is a signature over the whole message. The PREPARE message, \( R_c \), and \( O \) are sent to the agreement coordinators on all other nodes, which act as backup nodes.

When a backup node’s agreement coordinator receives the primary’s agreement batch, it constructs its own agreement batch and sends it in a PREPARE message to all nodes. This enables the nodes to obtain the required number of results to check if they are trustworthy. The PREPARE message has the following format: \( \langle \text{PREPARE}, v.n,j,i,R_c,\sigma \rangle \). It includes \( R_c \), which is the root of a Merkle tree whose leaves are the batch’s inference requests and results. The PREPARE also includes ordering information, but the agreement coordinator removes the need to include \( O \) by including \( j \), a hash of the PRE-PREPARE message. Finally, the message contains \( i \), the public key of the node that created the message, and is signed by public key \( \sigma \). Again, the agreement coordinator sends the PREPARE message and \( R_c \) to all agreement coordinators.

When ordering agreement batches, the primary’s agreement coordinator considers each request in the batch and updates its state: for an activate_model_group request, it updates the active version of the model group; for retire_model_group it deactivates all versions of the model group, reclaiming used GPU memory; for a req_inference request, the coordinator considers all inference results previously produced for different versions of the model group. Since the inference request has now been ordered with respect to previous activate_model_group requests, the coordinator only retains the result from the model group’s latest version.

The optimal agreement batch size depends on network latency between the nodes. A larger batch size reduces the impact of the network latency, but it increases the request latency that clients experience. The agreement batch size grows linearly with the result size, as they are included in the batch. Inference results can be large, e.g., a single ResNet model may return a 4000 byte inference result. Our experimental results show that, if the agreement batch size is chosen correctly, network latency does not limited overall throughput (see §6.6).

Achieving agreement. When a backup node’s agreement coordinator receives the primary’s agreement batch, it applies the ordering information: for each request in the batch, it selects the appropriate inference result or updates its state. As it sends its inference results in an agreement batch to the other agreement coordinators, each coordinator receives the \( N-f \) inference results needed to produce a trustworthy inference result (see §3.2).

To produce a trustworthy inference result, the agreement coordinator applies the distance function after obtaining \( N-f \) inference results. From the \( N-f \) inference results, the function removes ones that are not subject to the agreement bounds. For each request in the agreement batch, the agreement coordinator applies the distance function of the active version of the model group at the time when the request was ordered. Note that the distance function is executed within a sandbox, isolating it from the node’s execution and bounding its resources.

5.4 Attest

After receiving a set of trustworthy inference results, the inference proxy must prove the results’ trustworthiness to the client, which requires that at least one trustworthy node has attested the results. Dropbear thus provides the client with \( f+1 \) attestations of which at least one is trustworthy.

An attestation is created by the agreement coordinator, which signs the inference results that it obtained after applying the distance function. The results are signed by the node’s private key and are broadcast to all agreement coordinators. Based on this, an inference proxy can construct an inference certificate, which shows that at least \( f+1 \) nodes have agreed and attested at least \( N-f \) results.

Attesting results. For an agreement coordinator to create an attestation, it must obtain \( N-f \) inference results. To prove to the client that the results were produced on multiple nodes, they must be signed by their private keys. Instead of signing all inference results in the agreement batch separately, the agreement coordinator constructs a Merkle tree \( R \) in which each leaf is an inference request and result. This allows the agreement coordinator to sign the Merkle tree root \( R_c \) once. By including the Merkle authentication path in the inference certificate, the signature is linked to the inference result.

A node’s agreement coordinator waits until it has received \( N-f \) agreement batches before attestation (see §5.3). It then signs a hash of the results within the batch and sends it in a COMMIT message to all agreement coordinators. The COMMIT message has the format: \( \langle \text{COMMIT}, v.n,j,i,R_c,\sigma \rangle \). As before, including the root of a Merkle tree \( R \) avoids the need to sign each attestation, because the leaves are the hashes of the inference requests and results being attested. If the agreement coordinator attests all results in an agreement batch, it includes \( R_c \) from the agreement batch in \( R \) instead of adding individual results. The agreement coordinator sends the COMMIT message and \( R \) to all agreement coordinators.

If an agreement coordinator receives an attestation for an inference result that it has not obtained, it requests that the sender forward the missing result and the PREPARE message. It waits for a response before it considers the attestation as completed. Requests are ordered after the agreement coordinator has received \( N-f-1 \) COMMIT messages.

Creating inference certificates. After obtaining \( N-f \) attestations, an inference proxy creates an inference certificate with the following format: \( \langle v.n,H(O),S,\mathcal{P},\mathcal{D} \rangle \). It contains \( S \), the signatures over the PRE-PREPARE, PREPARE, and COMMIT messages; \( \mathcal{P} \), the authentication paths from the Merkle tree \( R_c \); and \( \mathcal{D} \), the authentication paths over the attestations \( A \).
Algorithm 1: Verify inference certificate (It uses the public keys $\mathcal{K}$ from the discovery service.)

1 on verify_cert($v$, $H(0)$, $\mathcal{S}$, $\mathcal{P}$, $\mathcal{R}$, $\mathcal{K}$)
2 if $|\mathcal{K}| < N - f$ then return False
3 $r_{hp} \leftarrow H(\text{PRE-PREPARE} \langle v, H(0), \mathcal{R} \rangle \mathcal{K})$
4 foreach $i \in \mathcal{R}$ do
5 $M, r \leftarrow \text{get_merkle_root}(\langle i, P, r, \mathcal{R} \rangle)$
6 if $\neg \text{verify_sig}(v, M, i, b_{hp}, S, \mathcal{K})$ then return False
7 attestations$_{iq} \leftarrow \text{get_attestations}(\langle P, \mathcal{R} \rangle)$
8 if $\neg \text{verify_sig}(v, P, i, b_{hp}, S, \mathcal{K})$ then return False
9 foreach $\langle M, \text{attestations} \rangle$ do
10 $M \leftarrow \text{get_merkle_root}(M_{pub}, i, \mathcal{R})$
11 if $\neg \text{verify_sig}(v, M, i, b_{hp}, S, \mathcal{K})$ then return False
12 return True

After creating the certificate, the inference proxy forwards it, together with the inference results, to the client.

As described in §4, the client can now verify the inference certificate and results using the $\text{verify_cert}$ function. Alg. 1 provides the functions’ pseudocode: the client checks that the nodes signed their own inference results, confirms that at least $N - f$ results were returned (line 2), and iterates through the inference results (line 4); it obtains the Merkle tree root $R_e$ using the authentication path provided in $P$ (line 5), and uses this to verify the node’s signature over its result (line 6).

The client then confirms that the results were attested by at least one trustworthy node. It checks that a minimum number node have attested each result (line 8). For each attestation (line 9), it reconstructs the root of each node’s Merkle tree (line 10) and verifies the signatures (line 11).

5.5 Discussion

Security analysis. We discuss how Dropbear guarantees the trustworthiness of inference results.

Untrustworthy inference proxy. When a malicious inference proxy receives a client request, it either: (i) forwards the request to a subset of nodes, which means that trustworthy nodes can forward the request to one another [14, 19]; or (ii) discards the request, which means that the client will not receive a valid inference certificate. After a timeout, the client re-sends the request to another inference proxy. After at most $f + 1$ tries, the client will find a trustworthy inference proxy.

Untrustworthy nodes, controlled by a misbehaving model owner, may tamper with the execution and ordering of requests. Since the PBFT protocol orders requests, the produced results are from consistently versioned models in a model group. If the primary node misbehaves, it is re-assigned through PBFT’s view change protocol. The primary is determined based on the monotonically-increasing view $v$, which increments each time the primary node is changed. To decide on the primary node, the nodes’ public keys are ordered lexicographically, and the $p$th node from the list is chosen as the primary where $p = v \mod N$. A view change is triggered by backup nodes if they do not receive $N - f$ attestations within a timeout after receiving the request.

Attacking accuracy. Untrustworthy nodes may try to undermine result accuracy of the model group (see §6.7). For example, a malicious node may slightly perturb the generated results to reduce model group accuracy [122]. The distance function mitigates this issue by bounding the tolerated divergence between models.

Result aggregation. By design, Dropbear does not aggregate the model results in the model group. It leaves this task to the client, because the inference proxy cannot be trusted to aggregate results correctly. Dropbear could be extended to provide trustworthy aggregated results by obtaining an aggregation function $\Sigma_m$ from the ML marketplace. It would then add an extra consensus round in its agree phase to ensure that $f + 1$ nodes agree over the value of $\Sigma_m(Q_m(r))$.

Non-determinism. We assume that the execution of an inference request on the same GPU with the same model returns the same result. However, if the same inference request is executed on different hardware, results may differ. A model owner who is aware that inference computation executes on heterogeneous hardware may provide a distance function that accounts for this.

6 Evaluation

We evaluate Dropbear to explore the performance overhead of providing trustworthy ML inference results (§6.2), the benefit of separating execution and agreement batching (§6.3), the effect of model agreement (§6.4) and model updates (§6.5), and Dropbear’s scalability (§6.6). We finish by considering the impact of untrustworthy nodes on accuracy (§6.7) and of inference request and result sizes (§6.8).

6.1 Experimental setup

We implement Dropbear in approximately 5,000 lines of C++ code using EverCrypt’s SHA functions [88], the MerkleCPP library [71], the MbedTLS library for client connections [69], and secp256k1 for all signatures [118]. It also uses the ONNX Runtime (v1.8.1) [30] as part of its inference engine to execute inference requests on GPUs.

Testbeds. Our setup consists of three environments: (a) cluster: a dedicated 5-machine cluster, each with an 8-core 3.7-Ghz Intel E-2288G CPU with 16 GB of RAM and a 40 Gbps network with full bi-section bandwidth; (b) cloud/single-site: a single datacenter cluster in the Azure cloud (East US) with NC12s_v3 VMs, each with a 12-core 2.60-Ghz Intel E5-2690 CPU with 224 GB of RAM and 2 NVIDIA V100 GPUs with 16 GB of RAM; and (c) cloud/multi-site—a WAN configuration using the same VMs across 3 Azure regions (East US, East US 2, US South Central). All machines run Ubuntu Linux 18.04.6 LTS.

We set the execution batch size to 4, as larger batch sizes do not improve performance with our GPUs. In the single-site environments, we use an agreement batch size of 25 with a batch pipeline of 2; in cloud/multi-site, we use a batch size of 50 with a pipeline of 4.


| Model family | #Vars | Model family | #Vars |
|--------------|-------|--------------|-------|
| ResNet [48,49] | 17    | SqueezeNet [53] | 3     |
| VGG [98]     | 10    | AlexNet [61] | 1     |
| DenseNet [51] | 5     | GoogleNet [104] | 1     |
| Inception [105] | 1     | MnasNet [107] | 2     |
| ResNet [119] | 2     |              |       |

**Tab. 2: DNN models and variants used in evaluation**

![Latency vs Throughput](image)

**Fig. 3: Request throughput versus latency** (All systems use 15 ResNet50 instances. Clockwork and INFaaS use 1 worker and the reported latency as their target SLO. Dropbear is deployed with $f=1$.)

**Workloads.** To emulate a distribution of DNN models in a cloud-based ML marketplace, we use 42 ImageNet models taken from the ONNX and PyTorch model zoos [85, 90] (see Tab. 2). These models vary in size from several to hundreds of MBs, covering various complexities and depths. We update all models to accept batches of inference requests. We employ a set of 1000 images taken from the ImageNet validation dataset [95] as input to inference requests.

### 6.2 Inference throughput and latency

We measure the impact on throughput and latency when providing trustworthy inference requests using Dropbear. We compare against two state-of-the-art distributed inference systems, which do not support trustworthy inference through agreement: (i) Clockwork [44] focuses on predictable inference latencies; and (ii) INFaaS [93] selects models based on the SLOs of inference requests.

Similar to the authors of Clockwork, we were unable to deploy prior systems on our testbeds: Clockwork requires more GPU memory (32 GB) than is available to us; INFaaS only supports AWS. Since the hardware configurations from the respective papers (Clockwork: Dell PowerEdge R740 servers with 32 CPU cores, 32 GB RAM, and 2 NVIDIA V100 GPUs; INFaaS: AWS m5.24xlarge and p3.2xlarge VMs) are similar to ours, we reproduce their results for comparison. Note that all three systems use workers with 2 GPUs each. While the Dropbear deployment has 4× more workers, it must also execute each inference request against 4 models instead of 1.

We consider two workloads for Dropbear: inference only consists of inference requests; inference-updates also includes updates to around 10% of the model groups in parallel to executing inference requests. Clockwork and INFaaS do not perform any model updates.

| Execution batch size | 1 | 2 | 4 | 8 | 16 |
|----------------------|---|---|---|---|----|
| Clockwork            | 10| 321| 592| 877| 888|
| INFaaS               | 20| 350| 583| 817| 785|
| Dropbear             | 30| 280| 533| 877| 988|
| Baselines            | 42| 289| 471| 721| 633|

**Tab. 3: Batch sizes and model group counts** (*"* denotes a GPU out-of-memory error.)

Fig. 3 shows a throughput vs. latency plot. Dropbear’s peak throughput with inference requests only is 1005 request/s with a latency of 489 ms and 988 request/s with a latency of 487 ms in the cloud/multi-site configuration, respectively. With model updates, i.e., ordering updates with inference requests, the throughput drops to 822 request/s with an average latency of 451 ms and 810 request/s with a latency of 422 ms for cloud/multi-site, respectively. Dropbear’s throughput is bounded by the request execution on the GPU, based on the requests included in an execution batch and the consumed PCIe bandwidth when models are loaded (see §6.3). The increase in latency arises from the cryptography operations to verify inference requests and produce inference certificates.

In comparison, Clockwork achieves a peak throughput of 801 request/s with a latency of 50 ms without guaranteeing the trustworthiness of results. Clockwork is unable to raise throughput beyond this point, even when its SLO budget is increased 10× to 500 ms. INFaaS achieves a comparable throughput of 739 requests/s with a 500 ms latency.

Despite the extra communication and cryptographic overhead of the execute/agree/attest approach, Dropbear manages to achieve comparable throughput. This is due to the fact that the bottleneck is the expensive GPU inference computation, which hides the additional cost of trustworthy agreement. Dropbear’s slightly higher throughput can be explained by the systems’ different design goals: Clockwork makes a throughput trade-off to increase latency predictability, and does not use multiple threads to send inference requests to the same GPU; INFaaS trades-off throughput to obtain the highest inference accuracy within a time budget and uses the Triton Inference Server to execute requests.

To put Dropbear’s throughput into perspective, we use a micro-benchmark to measure the maximum throughput of inference requests that the ONNX Runtime [30] handles on one Azure NC12s_v3 VM. With pure requests, Dropbear’s throughput reported above is within 4% of this maximum. This demonstrates that the Dropbear’s performance is limited by the GPU computation performed by the GPU inference library.

### 6.3 Impact of batching

We explore the benefit of the execution phase in Dropbear’s execute/agree/attest strategy under different workloads.

First, we measure throughput and latency with different numbers of model groups (10, 20, 30, 42) over which
inference requests are served. Fig. 4 shows that Dropbear achieves a throughput of 831 and 698 requests/s with 10 model groups and 42 model groups, respectively, while the latency stays below 700 ms. The throughput with more model groups decreases because it becomes easier to create large execution batches that refer to the same model.

We confirm this explanation by investigating how the maximum execution batch size and the model group count affects throughput. We consider our two request workloads, inference and inference+updates. Tab. 3 shows that, with the inference+updates workload, batch sizes of 4 and 8 do not affect throughput, but a batch size of 4 allows Dropbear to support more loaded model groups due to GPU memory constraints. For that reason, we use a batch size of 4 in our experiments for cloud/single-site.

With the inference workload, throughput improves when increasing the execution batch size. This result is consistent with findings for other inference services [44, 93, 110]. The impact of loading models means that the PCIe bus becomes saturated, delaying the transfer of requests to the GPU, which mitigates the benefit of larger execution batches.

Second, we examine the impact of separating execution and agreement batches. For this, we implement a Dropbear variant that executes inference requests during the agreement phase of the Byzantine consensus protocol (agree/execute). In this approach, the consensus protocol first orders requests into agreement batches and then executes them.

Fig. 5 shows a throughput vs. latency plot of Dropbear with agree/execute for different model group numbers. Here the peak throughput is 246 requests/s, compared to Dropbear’s 854 requests/s. This 3× performance reduction stems from two issues: (i) the agree/execute strategy results in lower GPU utilization. While it can exploit larger agreement batches (3 versus 2) to mitigate this, this still fails to remove all GPU idle periods. Even when we turn off execution batches, Dropbear still achieves 316 requests/s; and (ii) the lack of batching during inference execution with agree/execute.

When inference requests are executed out-of-order within an agreement batch, there are fewer opportunities to batch inference requests, because agreement batches contain fewer executable requests (25 in cloud/single-site; 50 in cloud/multi-site). In contrast, with the execute/agree/attest strategy, the execution batch size is bounded only by the number of concurrent inference requests submitted by clients.

### 6.4 Model replication vs. agreement

We consider the overhead that Dropbear’s agreement approach using a distance function introduces. We compare against a variant of Dropbear that only replicates the same sample model on multiple nodes without agreement.

Fig. 6 shows a throughput/latency plot when the models in the model groups are either replicated or use agreement. With replication, we see a maximum throughput of 837 requests/s with 10 model groups and 683 requests/s with 42 model groups with a latency of 561 ms and 646 ms, respectively; using agreement obtains a peak throughput of 831 and 698 requests/s with 10 model groups and 42 model groups, with latency of 606 ms and 700 ms, respectively. Agreement increases latency by 8% under heavy client load; under low load, latency increases only by 2%. This is explained by the computational requirements of the distance function.

### 6.5 Updating model groups

We explore how model updates affect concurrently executing inference requests. In this experiment, we slowly increase the percentage of model groups that are concurrently updated. We consider two configurations with 10 and 30 model groups.

Fig. 7 shows that, with 30 model groups, there is a gentle decline in the number of executed inference requests as the percentage of model group updates increases. This is due to three factors, which grow with the number of concurrent updates: (i) the network bandwidth used to copy models from remote storage; (ii) the PCIe utilization when models
are copied to the GPU; and (iii) the overhead of executing inference requests against multiple models when a new model has been loaded but not yet activated. These three factors reduce throughput from 743 requests/s, when no model groups are updated, to 440 requests/s with 40% of the model groups concurrently updated. When more than 34% of the model groups are updated, the updates begin queueing at the GPUs. This reduces the impact on inference requests, as can be seen from the changed slope.

With fewer model groups (10), there is a faster degradation in the inference request rate until 25% model groups are concurrently updated. This is due to the greater likelihood of inference requests being executed against an updating model group, thus requiring to execute multiple inference requests against the current and new model. This decline abates when 34% of model groups are concurrently updated due to queuing, as Dropbear only allows one concurrent update per group.

### 6.6 Scalability

Dropbear can scale linearly by load-balancing requests across multiple independent deployments. This has no impact on clients, because inference request execution is stateless on the nodes. Each model group must be assigned to one deployment, otherwise the serializability of model group updates is not guaranteed. A deployment can also be scaled up by using larger VMs sizes, e.g., with more GPUs.

In a single Dropbear deployment, we can mitigate against more untrustworthy nodes \( f \) by adding more nodes. We conduct an experiment that explores how scalable Dropbear's design is with more nodes. We use our cloud/multi-site configuration across 3 Azure regions and change the node count from 4 to 16, i.e., increasing \( f \) from 1 to 5. We place the primary node in US South Central, forcing worst-case round-trip network latencies of 32 ms.

First, we explore how the throughput with different model group counts is affected when increasing node count. Fig. 8a shows that, with 4 nodes distributed across the 3 Azure regions, the throughput of 849 requests/s is similar to the previous cloud/single-site experiment (see Fig. 4). With 16 nodes, throughput degrades to 784 requests/s when 10 model groups are loaded. Adding more nodes increases the message and cryptographic overheads due to the extra signatures and Merkle tree verification in every agreement batch. The throughput degradation with 30 and 42 loaded model groups is similar. The reduced throughput with more model groups

### 6.7 Untrustworthy nodes

We examine how untrustworthy nodes affect the accuracy of an inference result in a model group. For this, we use the ImageNet1000 (mini) dataset [28] with 2 model groups, each with 4 models: model group A contains ResNet512, VGG19, DenseNet-201, and ResNeXt101; and model group B contains GoogleNet, ResNet18, MnasNet0.5, and VGG11.

We combine the results from inference requests: we take the label with the highest confidence and check if more than \( f \) models made the same prediction. When all nodes are trustworthy, model group A has an accuracy of 79.9% and model group B has an accuracy 70.0%. Here the model group improves accuracy up to 7.5pp compared to a single model.

We now consider when an untrustworthy node returns a dishonest result. As shown in Tab. 4, with one untrustworthy node, model group A achieves a maximum accuracy of 76.9% and minimum accuracy of 75.3%—a reduction by up to 4.6pp; model group B has an accuracy range of 63.0% to 66.3% (reduced by up to 7pp). With the evaluated models, an untrustworthy node reduces accuracy by up to 2pp compared to replicating a single model. We observe that, in this scenario, Dropbear exhibits an accuracy improvement over replication with only honest results and only a small accuracy reduction with a dishonest result.
8 Conclusion

Trustworthy inference results allow clients to rely on cloud-based ML inference services. Dropbear is the first design for a trustworthy cloud-based inference service, which provides clients with an inference certificate to prove that results are trustworthy. Dropbear uses an execute/agree/attest strategy,
which allows trustworthy inference results to be produced with a negligible performance overhead—it separates the execution of requests on GPUs from their ordering in agreement batches using a Byzantine fault-tolerant consensus protocol.
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