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Abstract—The randomized group-greedy (RGG) method and its customized method for large-scale sensor selection problems are proposed. The randomized greedy sensor selection algorithm is applied straightforwardly to the group-greedy (GG) method, and a customized method is also considered. In the customized method, a part of the compressed sensor candidates is selected using the common greedy method or other low-cost methods. This strategy compensates for the deterioration of the solution due to compressed sensor candidates. The proposed methods are implemented based on the D- and E-optimal design of experiments, and numerical experiments are conducted using randomly generated sensor candidate matrices with potential sensor locations of 10,000–1,000,000. The proposed method can provide better optimization results than those obtained by the original GG method when a similar computational cost is spent as for the original GG method. This is because the group size for the GG method can be increased as a result of the compressed sensor candidates by the randomized algorithm. Similar results were also obtained in the real dataset. The proposed method is effective for the E-optimality criterion, in which the objective function that the optimization by the common greedy method is difficult due to the absence of submodularity of the objective function. The idea of the present method can improve the performance of all optimizations using a greedy algorithm.
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I. INTRODUCTION

Measurements of physical phenomena are an important topic in various fields. This may involve surface or volume measurements, and in most cases, such measurements are performed by discretely installed point sensors. This kind of situation can be seen in various types of measurements, such as global positioning system [1], [2], acoustic measurements [3], [4], infrastructure health monitoring [5], [6], [7], [8], environment monitoring [9], [10], brain source localization [11], etc. Although each sensor can only measure quantities at a particular location, full-state recovery can be achieved from sparse observations by solving an inverse problem. It is necessary to carefully determine the position of the sensor and maximize the information obtained by sparse observations to perform the required measurement with the minimum number of sensors. This is referred to as the sensor placement/selection problem. The objective of this problem is to determine/select the $p$ sensor locations from the $n$ potential sensor locations.

Sensor placement/selection problems are formulated as combinatorial optimization problems known as NP-hard problems. The exact solution can be obtained by exhaustive search or global optimization techniques, such as branch and bound [12], [13], but these techniques can only be used for the problem of choosing a small number of sensor locations from a small number of potential sensor locations because of the expensive computational cost. Therefore, an approximated method that can find a suboptimal solution with a reasonable computational cost is an interesting topic.
Joshi and Boyd [14] applied the convex relaxation approach to sensor selection problems, and their method can obtain a global optimal solution to the relaxed problem. The computational complexity is proportional to the third power of the number of potential sensor locations. The sparsity-promoting framework and the proximal splitting algorithm were introduced by Lin et al. [15] and Fardad et al. [16]. Their framework can obtain block-sparse feedback and observer gains as well as select actuators and sensors and was extended by Dhingra et al. [17] and Zare and Jovanović [18]. Furthermore, Nagata et al. [19] proposed a sensor selection method for a nondynamical system based on the proximal splitting algorithm, and the method was extended to the problem with strongly correlated measurement noise [20]. Although the computational cost was significantly reduced, it is still expensive for many degree-of-freedom problems, such as a data-driven sensor selection problem. The greedy method has been studied for solving large-scale sensor selection problems [21], [22], [23], [24], and both convex relaxation and greedy methods have been extended for various purposes [25], [26], [27], [28], [29], [30], [31], [32], [33], [34], [35], [36], [37]. In addition, Inoue et al. [38] proposed a novel sensor optimization method for a high-dimensional system using an annealing machine.

The number of potential sensor locations in problems to which data-driven methods are often applied can reach more than $O(10^4)$. The data-driven sensor selection problem is the problem for selecting the (sub-)optimal measurement points based on the data, such as planar or volumetric measurement or simulation data. In the case of image-based measurement data, for example, each pixel of images corresponds to a potential sensor location. The selected sensors are used for the full-state recovery based on a tailored basis [21] or neural network [39], [40], [41], for example. Particularly, a framework that conducts full-state estimation from the measurement data at several locations is actively studied in fluid dynamics. In the case of linear estimation with sparse observations, the problem becomes a simple linear inverse problem, and the framework has been applied for the pressure field [42], [43], temperature field [44], [45], and velocity field [46], [47], [48]. This kind of framework has also been applied to aeroacoustic source localization [49] and seismic wavefield reconstruction [50]. In addition, not only the static sensor selection method, but also the dynamic sensor selection method was proposed based on graph sampling theory [51].

The greedy method will outperform convex relaxation methods when the problem size is increased [52], [53], [54]. Therefore, compared to convex relaxation methods, greedy methods are more appealing for sensor placement in a centralized context, especially for large-scale problems. In a greedy algorithm, we iteratively find a new sensor location that greatly improves the objective value until the constraint is satisfied. In each step, we determine one new sensor location as a single-sensor problem, and such a strategy may miss some better solutions. This is one of the difficulties of greedy methods. Improvement in the performance of the selected sensor subset is performed by local optimization. For example, the two-opt algorithm, which is a simple local search algorithm, was combined with the sensor selection method via convex optimization [14]. The two-opt solution infers that there is no swapping of selected and unselected sensors that gives a better objective value is obtained.

Jiang et al. [55] considered this issue more radically. They proposed the group-greedy (GG) method, which can obtain a better sensor subset. Their method is inspired by the beam search algorithm in the area of natural language processing [56]. Their method iteratively reserves a group of suboptimal sensor subsets, where “group” indicates the top $L$ sensor subsets in the sense of a certain objective value. In this way, by considering not only the best configuration but also the suboptimal configuration, better results may be obtained than by simply pursuing only the best configuration in each step. Although the computational cost increases as the group size increases, the GG method can obtain the exact solution when the group size is large enough.

The number of sensor locations in problems to which data-driven methods are often applied can reach more than $O(10^4)$, as is often the case in fluid dynamics. In such a case, not only convex optimization, but also improved greedy methods, such as the GG method, have a problem of computational cost, and thus accelerated methods are required. A similar requirement exists when the objective function is expensive to compute. Recently, randomized methods [57], [58] have been applied to convex/nonconvex problems in signal and image processing [59], [60], [61]. For sensor selection problems, the convex relaxation method proposed by Joshi and Boyd [14] has been accelerated by Nonomura et al. [62] using the randomized subspace Newton method [63]. Hashemi et al. [64] proposed a randomized greedy method that selects sensors for state estimation in large-scale linear time-varying dynamical systems based on the study by Mirzaeileiman et al. [65]. They provided a performance guarantee for the proposed algorithm and demonstrated that the randomized method is superior to the common greedy and semidefinite problem relaxation methods in terms of computational time while providing the same or better utility.

In the present study, we propose a randomized GG (RGG) method and its customized method. The sensor selection problem is such that $p$ sensors are selected from among $n$ potential sensors. Sensor subset gives an observation vector of a linear function of latent variables superimposed with independent identically distributed zero-mean Gaussian random noise. The main contributions of the present article are summarized as follows.

1) The computational cost of the GG method is significantly reduced by introducing the randomization technique.
2) The proposed method can solve large-scale problems with almost the same computational time as the common greedy method, and a better sensor subset can be obtained in terms of the objective value.
3) Because of the reduced computational cost, a search with a larger group size (deeper exploration) can be conducted, compared to the GG method.
4) By appending elite sensor candidates obtained by a low-cost method, such as the common greedy method, to the random sketch of the sensor candidates, the performance of the selected sensor subset is further improved in exchange for a slight increase in computational cost.

The sensor optimization method can also be used for actuator optimization, which is a dual problem of sensor optimization. Furthermore, the idea of the present method can improve the performance of all optimizations using greedy methods, not just sensor/actuator optimization. MATLAB code for our algorithm can be found at https://github.com/Aerodynamics-Lab/Elite-and-Randomized-Group-Greedy-Method [66].

II. PROBLEMS AND ALGORITHMS

A. Sensor Selection Problems

The purpose of the present study is to improve the sensor selection method based on the greedy strategy. Particularly, the proposed method was intended to be applied to large-scale sensor selection problems, such as the sensor selection for full-state recovery problems using the data-driven reduced-order model [21]. This problem can be written as a linear inverse problem, and thus, the present work focuses on a linear inverse problem with uncorrelated measurement noise. It should be noted that the present method can be applied to the sensor selection method based on the greedy algorithm considering correlated measurement noise, such as the methods proposed by Yamada et al. [32] and [33] and other problems written as linear inverse problems, such as node selection in a wireless network [67]. Furthermore, the idea of the present method can improve the performance of all optimizations using greedy methods, not just sensor optimization problems.

A snapshot measurement of the full state \( x \in \mathbb{R}^n \) including noise signals \( v \sim N(0, \sigma^2 I) \in \mathbb{R}^p \) by sparse sensors can be expressed as follows:

\[
y = Hx + v
\]

where \( y \in \mathbb{R}^p \) and \( H \in \mathbb{R}^{p \times n} \) are the observation vector and the sensor location matrix, respectively. Here, \( n \) and \( p \) are the numbers of potential sensors and selected sensors, respectively. The sensor location matrix \( H \) is a sparse matrix, and the activated sensor location is indicated as an entry of unity. Each row vector of \( H \) is a unit vector. Equation (1) can be rewritten as follows using the sensor candidate matrix \( U \in \mathbb{R}^{n \times r} \) and the latent variables \( z \in \mathbb{R}^r \):

\[
y = HUz + v = Cz + v.
\]

This system represents the problem of choosing \( p \) sensors for the observation of signals generated by \( r \) latent variables. The matrix \( C \in \mathbb{R}^{p \times r} \) is the measurement matrix, which is the product of the sensor location matrix \( H \) and the sensor candidate matrix \( U \). Because \( n \) corresponds to the degrees of freedom in the spatial direction of the full state [i.e., \( n \geq O(10^6) \)], the sensor candidate matrix \( U \) is usually a tall-and-skinny matrix (i.e., \( n \gg r \)) in a practical problem. The sensor locations are selected based on the optimal design of experiments [68]. The E- and D-optimality criteria that are frequently used are considered

\[
f_E = \begin{cases} 
\lambda_{\min} (CC^T), & p \leq r \\
\lambda_{\min} (C^T C), & p > r 
\end{cases}
\]

\[
f_D = \begin{cases} 
\log(\det(CC^T)), & p \leq r \\
\log(\det(C^T C)), & p > r.
\end{cases}
\]

Maximization of \( f_E \) and \( f_D \) corresponds to the worst case error variance and the minimization of the volume of the confidence ellipsoid, respectively. Sensor selection methods based on the common greedy and GG method using these objective functions are described in [22], [24], and [53]. The objective function \( f_E \) is not a submodular function, and thus, the optimization using the common greedy method does not work well [24]. Therefore, the benefits of introducing the group strategy are great. On the other hand, \( f_D \) has better characteristics for greedy optimization than \( f_E \) [24]. Although the objective function \( f_D \) is also not always submodular, the objective function that is slightly modified one from \( f_D \) is a monotone submodular function in the conditions with independent white noise considered [22] and can be optimized with a good approximation guarantee even by using the common greedy method. Therefore, the advantage of the GG method in the case of D-optimality-based methods is less than those in the case of E-optimality-based methods.

B. GG Method

The GG method was proposed by Jiang et al. [55]. This method can be applied to all methods based on the greedy algorithm, and the performance of these methods in terms of the objective value improves. In the common greedy method, the best location is repeatedly selected in each single-sensor subproblem, and thus, the optimal solution can easily be overlooked. The GG method reserves some other suboptimal configurations other than the current best configuration obtained by the greedy strategy, which may contain a subset of the final optimal solution, as shown in Table I. In each step of the GG method, the \( L \) suboptimal configurations are reserved based on the objective values of each configuration, that is, the suboptimal configurations for the \( p \)th sensors are \( \{S_{p,1}, S_{p,2}, \ldots, S_{p,L}\} \). The group size, which is the number of reserved configurations, is \( L = 2 \) in Table I. In this case, the best two configurations are reserved based on the objective value. The objective value of the obtained sensor configuration at the final step is improved as the group size is increased, but the number of evaluations is also increased, which results in a longer computational time. It should be noted that the result obtained by the GG method is not always better than that obtained by the common greedy method, as shown in Table II. In this example, the GG method could not reach the optimal solution, but the common greedy method reaches the optimal solution. This kind of situation might occur when the group size is not sufficient. Detailed descriptions including the theoretical guarantee can be seen in [37].
TABLE I
PROCEDURE OF SENSOR SELECTION VIA GG METHOD \((L = 2)\)

| \(p\) | Potential choices | Best 2 configurations | Sensor selection |
|------|-------------------|-----------------------|-----------------|
| 1    | \{1\}, \{2\}, \{3\}, \{4\}, \{5\} | \(S_{1,1} = \{1\}, S_{1,2} = \{5\}\) | \(S = S_{1,1} = \{1\}\) |
| 2    | \{1.2\}, \{1.3\}, \{1.4\}, \{1.5\}, \{2.5\}, \{3.5\}, \{4.5\} | \(S_{2,1} = \{1, 2\}, S_{2,2} = \{1, 5\}\) | \(S = S_{2,2} = \{1, 5\}\) |
| 3    | \{1.2.3\}, \{1.2.4\}, \{1.2.5\}, \{1.3.5\}, \{1.4.5\} | \(S_{3,1} = \{1, 3, 5\}, S_{3,2} = \{1, 2, 4\}\) | \(S = S_{3,1} = \{1, 3, 5\}\) |

TABLE II
EXAMPLE OF THE FAILURE CASE OF GG METHOD \((L = 2)\)

| \(p\) | Common greedy | Group greedy | ERGG |
|------|---------------|--------------|------|
| 1    | \{1\}, \{2\}, \{3\}, \{4\}, \{5\} | \{1\}, \{2\}, \{3\}, \{4\}, \{5\} | \{1\}, \{2\}, \{3\}, \{4\}, \{5\} |
| Sensor selection | \(S_G = \{1\}\) | \(S_{GG1,1} = \{1\}, S_{GG1,2} = \{2\}\) | \(S_{ERGG} = S_{GG1,2} = \{2\}\) |
| 2    | \{1.2\}, \{1.3\}, \{1.4\}, \{1.5\} | \{1.2\}, \{1.3\}, \{1.4\}, \{1.5\}, \{2.3\}, \{2.4\}, \{2.5\} | \{1.2\}, \{1.3\}, \{1.4\}, \{1.5\}, \{2.3\}, \{2.4\}, \{2.5\} |
| Sensor selection | \(S_G = \{1, 2\}\) | \(S_{GG1,1} = \{2, 3\}, S_{GG2,2} = \{2, 4\}\) | \(S_{ERGG} = S_{GG1,2} = \{2, 3\}\) |
| 3    | \{1.2.3\}, \{1.2.4\}, \{1.2.5\} | \{1.2.3\}, \{1.2.4\}, \{1.2.5\}, \{2.3.5\}, \{2.4.5\} | \{1.2.3\}, \{1.2.4\}, \{1.2.5\}, \{2.3.5\}, \{2.4.5\} |
| Sensor selection | \(S_G = \{1, 2, 3\}\) (optimal) | \(S_{GG1,1} = \{1, 2, 3\}, S_{GG2,2} = \{1, 2, 4\}\) | \(S_{ERGG} = S_{GG1,2} = \{1, 2, 3\}\) |

C. Proposed Methods

The GG method can obtain better optimization results, but the computational cost becomes a critical issue for large-scale problems. A problem can have more than \(O(10^4)\) potential sensor locations in some applications, such as data-driven sensor selection [21]. The same problem occurs when the computational cost of the objective value is expensive. In the present study, a randomization technique is introduced to reduce the computational cost. In addition, the proposed method can have merit even though the problem size is intermediate because the proposed method can conduct optimization with a larger group size than the original GG method because of the reduced computational cost.

The sparse sampling assumes a low rankness of the sampling target. On the other hand, the number of potential sensor locations is large. In particular, the number of potential sensor locations in problems to which data-driven methods are often applied can reach more than \(O(10^6)\). In such a case, there is a large number of potential sensor locations, but a small number of sensors are enough to solve an inverse problem. Therefore, compression of the sensor candidate matrix by projecting onto the randomized subspace is effective.

In the proposed method, shown in Algorithm 1, the compressed sensor candidate matrix is generated before selecting sensors by the GG method, as shown in Algorithm 2. The RGG method conducts sensor selection by the GG method in the compressed sensor candidates, which is the random subset \(S_c\) of the original sensor candidates \(S_r\). The number of sensor candidates is compressed from |\(S_r| = n\) to |\(S_c| = n_c\) (the compression ratio \(n_c/n\) is 1/10 or 1/100, for example), and the number of evaluations is reduced from \(Ln\) to \(Ln_c\), where \(n_c\) is the size of the compressed sensor candidate generated by random sampling. Here, the compression ratio is one of the hyperparameters of the present method, and \(n_c/n\) of 1/10 or 1/100 are just the values used in the present experiment. If the compression ratio is unity, the proposed method is the same as the GG method. The computational cost of the proposed method becomes small as the compression ratio decreases for the constant group size. The informative locations in the sensor candidates where the objective function can greatly be improved are possibly truncated when generating a compressed sensor candidate matrix by random selection, and the optimization result might be degraded. Therefore, an elite strategy is introduced.

The elite strategy is the crucial technique to compensate for the degradation of the optimization results in the RGG method due to the compressed sensor candidate matrix. Possible informative locations are secured as the elite sensor candidates by the low-cost optimization method, such as the common greedy method. The elite sensor candidates will be appended to the compressed sensor candidate, which is generated by random selection, and the performance degradation due to the compression of the sensor candidate matrix can be minimized. The RGG method with the elite strategy is called the elite-and-RGG (ERGG) method in this article. In this method, the compressed sensor candidate \(S_c\) is \(S_c \sqcup S_e\), where \(S_e\) is the elite sensor candidate, and the sizes of these sets are |\(S_e| = n_c\), |\(S_c| = n_r\), and |\(S_e| = n_e\), respectively. Note that \(n_e\) in the ERGG method was determined so that \(n_c\) becomes the same as that of the RGG method in the present numerical experiments. Although elite sensor candidates can be selected in various ways, those are selected using the common greedy method in the present study to simplify the discussion in the present study.

The computational complexities of the present and previously proposed methods are shown in Table III. For large-scale sensor selection problems, the number of potential sensor locations is much larger than that of the number of latent variables and the number of sensors to be selected, i.e., \(p \approx r \ll n\). The proposed method reduces the computational cost by compressing the number of potential sensor locations. In the present study, the elite sensor candidates for ERGG are selected by the common greedy method, and thus, the additional cost of \(n_c r r^2\) is required. This additional cost depends on the complexity of the method used for selecting the elite sensor candidates.

III. RESULTS AND DISCUSSION

The performance of the proposed methods was evaluated by applying those methods to randomly generated sensor
The number of latent variables was set to $n$, and the number of sensor candidates was set to $p$. The entries follow a normal distribution of $N(0,1)$. The number of sensor candidates was set to $n = 10000$, and the number of latent variables was set to $r = 10$. Since the number of latent variables was $r = 10$, $p < 10$, and $p > 10$ are the underdetermined and overdetermined conditions, respectively. The computations for each condition were conducted 500 times with a different sensor candidate matrix, and the average values of the objective values (E- and D-optimality criteria) and computational time were evaluated. Optimization in randomly generated sensor candidate matrices corresponds to the sensor optimization in the featureless dataset, which represents the average performance on various kinds of datasets. The objective function used in the present study is based on the optimal design of experiment.

### Algorithm 1 ERGG Method [66]

**Input:** $L \in \mathbb{N}, S_c$

**Output:** Indices of the top subset for $p$ sensor locations $S_{\text{selected}}$

1. Set $k \leftarrow 1$, reserved sensor configurations $S_{\text{reserved}} \leftarrow \emptyset$
2. For $k \leq p$ do
   - If $k = 1$ then
     - Set $S_r$ by preliminary random selection from $S_c \setminus S_e$
     - Set combined candidate $S_c \leftarrow S_r \cup S_e$
     - Alg. 2 with $S_{\text{reserved}}, S_c$ and $L$
   - Else
     - For $l \in \{1, 2, \ldots, L\}$ do
       - Set $S_r$ by preliminary random selection from $S_c \setminus S_e$
       - Set combined candidate $S_c \leftarrow S_r \cup S_e$
       - Alg. 2 with $S_{\text{reserved}}, S_c$ and $L$
     - End for
   - Store all $F$ and $T_k$
   - End if
3. End for
4. End for
5. Select best sensor subset $S_{\text{selected}} \leftarrow S_{\text{reserved}}^{(p,1)}$

### Algorithm 2 L-Best Greedy Search for the $k$th Sensor

**Input:** $S_r^{(k-1),l} = \{i_1, i_2, \ldots, i_{k-1}\}, S_c, \text{ L } \in \mathbb{N}$

**Output:** $F \in \mathbb{R}^L, T_k \in \mathbb{R}^{L \times k}$

1. Calculate objective values $f(S_r^{(k-1),l} \cup i)$ for all $i \in S_c \setminus S_r^{(k-1),l}$
2. $F \leftarrow \text{Best } L \text{ objective values of } f$
3. $T_k \leftarrow \text{Corresponding } L \text{ subsets of sensor location}$

### Table III

| Method                        | Complexity         |
|-------------------------------|--------------------|
| Common greedy method          | $O(pmn^2)$         |
| Group-greedy method           | $O((Lpm)^2)$       |
| Randomized group-greedy method| $O((Lpm, r^2)$      |
| Elite and randomized group-greedy method | $O((Lpm, r^2 + npn^2)$ |

This statistical criterion is directly related to the error in the estimation of the linear inverse problem [68]. Better results in the objective function lead to better estimation errors in the linear inverse problem [24].

### A. Performance of Common Greedy and GG Method

The performances of the common greedy [22], [24] and GG methods [55], which are the basis of the proposed method, are compared with random selection and convex relaxation method [14] based on the Newton method. The objective function of all methods except for the random selection is the D-optimality criterion $f_D$. The objective values $f_D$ normalized by the value obtained by the common greedy method $f_D$ is shown in Fig. 1. It notes the sensor selection method based on the greedy method proposed by Manohar et al. [21] (QR-based method) is mathematically the same as the D-optimality-based common greedy (D-G) method at $r < p$, and the performance of the D-G method is better than that of the QR-based method at $r > p$ due to mathematical issues. The objective value obtained by random selection was also calculated as the mean value of the objective values obtained by 100 trials for each sensor candidate matrix.

The objective value obtained by the random selection is much lower than that of the optimized ones. The objective values obtained by the convex relaxation method and the common greedy and GG methods are similar to each other, except for around $p = 10$. Although the optimization method based on the greedy strategy can only obtain a suboptimal solution, the objective value obtained by the D-G method is higher or almost the same as that obtained by the convex relaxation method. The convex relaxation method can obtain a better solution than the D-G method when the number of selected sensors is large, but the difference in the obtained objective value is small. Although the increment of the objective value is small due to the characteristics of the objective function, the objective value obtained by the D-optimality-based GG (D-GG) method is larger than or almost the same as that obtained by the D-G method and the convex relaxation method. In addition, the computational time of the convex relaxation method is much longer than that of the greedy method [22]. From these results, the sensor selection
method based on the greedy method is a favorable choice, especially when the number of sensor candidates is large.

B. Comparison With Previously Proposed Greedy Methods

The performance of the proposed methods was compared with that of the common greedy [22], [24] and GG methods [55]. Numerical experiments with two parameter settings were conducted. For the first case, the parameters for the RGG and ERGG methods were set so that the number of evaluations would be the same as for the common greedy method \((L_{RGG}n_c = L_{ERGG}n_c = n)\). In this case, the size of the compressed sensor candidate matrix was set to \(n_c = 1000\), and the group size for the GG, RGG, and ERGG methods was set to \(L = 10\). For the second case, the parameters for the RGG and ERGG methods were set so that the number of evaluations would be the same as that for the GG method at \(L_{GG} = 10\) \((L_{RGG}n_c = L_{ERGG}n_c = L_{GG}n)\). In this case, the size of the compressed sensor candidate matrix and the group size for the RGG and ERGG methods were set to \(n_c = 1000\) and \(L = 100\), respectively. The number of elite sensor candidates for the ERGG method was fixed at \(n_c = 100\) (i.e., \(n_c = 900\)). The influence of the group size and the number of compressed sensor candidates on the performance of the proposed methods will be discussed in Section III-C.

1) Comparison at Constant Group Size (\(L = 10\)): Objective values obtained by each method are compared in Fig. 2. The vertical axis of Fig. 2(a) and (b) is normalized with the common greedy methods 

\[
\frac{f_E}{f_E, E-G} \quad \text{and} \quad \frac{f_D}{f_D, D-G}
\]

The error bars indicate the standard deviation in 500 times trials with different sensor candidate matrices.

The performance of the GG method is the best under most conditions of \(p \leq 50\). Note that the number of evaluations for the GG method is \(L_{GG}n = 100,000\), and the number of evaluations for the RGG and ERGG is ten times less than that of the GG methods. The standard deviation for the \(E\)-optimality-based method is small in underdetermined conditions, but it becomes large in overdetermined conditions. On the other hand, the standard deviation for the \(D\)-optimality-based method is large in underdetermined conditions, but it becomes small in overdetermined conditions. There is no large difference in the standard deviation for each algorithm, and thus, the error bars are removed in the subsequent figures for a clear presentation.

The objective values obtained by the RGG method are decreased compared to those obtained by the common greedy methods due to the compressed sensor candidate matrix. However, the performance of the RGG method is improved by introducing the elite sensor candidates (ERGG method), and the objective values obtained by the RGG and ERGG methods are asymptotic to those obtained by the GG method for larger \(p\).

There are several differences in the trend of the objective values between the \(E\)-optimality-based and \(D\)-optimality-based methods. The performance of the \(E\)-RGG method is superior to that of the \(E\)-G method in overdetermined conditions, but the objective value obtained by the \(D\)-RGG method never exceeds the value obtained by the \(D\)-G method for \(p \leq 50\). This is because \(f_D\) have better characteristics for greedy optimization than the \(E\)-optimality-based method [24]. The same as \(f_E\), the objective function \(f_D\) is also not always submodular but the objective function that is slightly modified one from \(f_E\) is a monotone submodular function in the conditions with independent white noise considered [22] and can be optimized with a good approximation guarantee, even if the common greedy method is used. The objective value obtained by the \(D\)-RGG method does not exceed that obtained by the \(D\)-G method for \(p \leq 50\), and thus, the \(D\)-RGG method is not effective. However, degradation of the solution due to the compressed sensor candidate matrix is compensated in the \(D\)-ERGG method by introducing the elite sensor candidate matrix, and the objective values obtained by the \(D\)-ERGG method are approximately the same as those obtained by the \(D\)-GG method.

The objective function \(f_E\) is not a submodular function [24], and thus, optimization using the common greedy method does not work well. Therefore, the effectiveness of the group strategy is significant [55], and the performance of the \(E\)-RGG method in overdetermined conditions is better than that of the \(E\)-G method, although the sensor candidate matrix is compressed. The differences in relative performance between the \(E\)-G and \(E\)-RGG methods in underdetermined and overdetermined conditions are caused by the nature of the \(E\)-G method. The performance of the \(E\)-G method is relatively high in the underdetermined conditions, but it gets rapidly worse in overdetermined conditions [24]. Hence, the performance of
the E-RGG method is inferior in underdetermined conditions due to the compressed sensor candidate matrix and is superior in overdetermined conditions because of the benefit brought by the group strategy, even though the sensor candidate matrix is compressed. The objective values obtained by the randomized methods are asymptotic to those obtained by the E-GG method at $p > 20$, the performance of the E-ERGG method is higher. However, unlike the D-optimality-based method, the E-ERGG method is significantly inferior to the E-GG method in underdetermined conditions. This is because the performance of the E-G method used to select elite sensor candidates is poor due to the lack of submodularity of the objective function $f_E$.

A comparison of the computational time is shown in Fig. 3. The computational time for the GG method rapidly increases as the number of sensors to be selected increases. On the other hand, the computational time for the RGG method is the same as that for the common greedy method because the number of evaluations is the same. Although the computational time is the same as that for the common greedy method, the RGG method can obtain a better solution in overdetermined conditions when the objective function is the E-optimality criterion. The increase in the computational time for the ERGG method with respect to the number of sensors to be selected is on the same level as that for the common greedy method, but the cost for selecting the elite sensor candidates is appended. By tolerating this additional cost, a significant performance improvement can be achieved, and the computational time is shorter than that of the GG method when the number of sensors to be selected is large.

2) Comparison at Equivalent Number of Evaluations: Comparisons of the objective value when the number of evaluations in the RGG and ERGG methods is the same as in the GG method are presented in Fig. 4. The numbers of evaluations for the GG, RGG, and ERGG methods are $L_{GGn} = L_{RGGn} = L_{ERGGn}$. At $p \leq 15$, the performance of the E-RGG method is degraded compared to the E-GG method, although the number of evaluations is the same. This is because the informative locations are missed due to compression of the sensor candidates in the case of the E-RGG method. Degradation of the solution due to the compressed sensor candidate matrix can be reduced by using the E-ERGG method. However, the common greedy method was used for selecting the elite sensor candidates in the present study, and thus the objective value is still degraded compared with that for the E-GG method. On the other hand, the objective value obtained by the E-RGG method is superior to that obtained by the E-GG method at $p \geq 15$, even though the computational cost is the same. The objective value obtained by the E-ERGG method is further improved in exchange for a slight increase in the computational time.

The objective value obtained by the D-RGG method is smaller than not only that obtained by the D-GG method but also that obtained by the D-G method, despite the same number of evaluations as the D-GG method. Although the difference in the objective values obtained by the D-GG and D-ERGG methods is small, the objective value obtained by the D-ERGG method is larger than that for the D-GG method, particularly in overdetermined conditions.

### C. Influence of Hyperparameters on Performance

The proposed method has three parameters, which are the group size $L$, the size of the compressed sensor candidate matrix $n_c$, and the number of elite sensor candidates $n_e$. The effect of the group size on the obtained objective value is shown in Fig. 5. The number of evaluations for the GG, RGG, and ERGG methods is the same ($L_{GGn} = L_{RGGn} = L_{ERGGn}$) for the same line colors in Fig. 5. The compression ratio for the RGG and ERGG methods was set to $n_c/n = 0.1$, where $n = 10000$.

In the case of E-optimality-based methods, there is no large impact of the group size on the objective value obtained in each method at $p = 3$, but the objective values are different between the E-GG, E-RGG, and E-ERGG methods. The influence of the group size on the objective value appears at larger $p$ in underdetermined conditions. Although the objective values are different in each method, the increase in the objective value by increasing $p$ is almost the same when the number of evaluations is the same ($L_{GGn} = L_{RGGn} = L_{ERGGn}$). As discussed in Section III-B, the performance of the E-RGG method is degraded compared to the E-GG method due to the compressed sensor candidate matrix. In particular, although the number of evaluations for the E-RGG method is ten times greater than that for the E-GG method, the objective...
value obtained by the E-RGG method with $L = 500$ is smaller than that obtained by the E-GG method with $L = 5$. Therefore, the compression ratio is more important than the number of evaluations and the group size in underdetermined conditions.

For overdetermined conditions, the influence of the group size on the objective value depends on the employed algorithm. In the case of the E-GG method, there is no large effect of the group size on the increase in the objective value. On the other hand, the increase in the objective values obtained by the E-RGG and E-ERGG methods is larger than that obtained by the E-GG method. The increase in the objective values obtained by the E-RGG and E-ERGG methods is similar, that is, the difference in the objective value in the underdetermined condition remains even at larger $p$ when the group size is the same.

Although the objective value obtained by the E-RGG method is quite smaller than that obtained by the E-GG method under underdetermined conditions, the objective values at $p > 15$ obtained by the E-RGG and E-ERGG methods are larger than that obtained by the E-GG method when the number of evaluations is the same. In particular, the objective values at larger $p$ obtained by the E-RGG and E-ERGG methods with $L = 50$ are better than that obtained by the E-GG method with $L = 50$, even though the number of evaluations for the E-GG method is ten times larger than that for the E-RGG and E-ERGG methods. Hence, it is considered that the group size is more important than the size of the sensor candidate matrix, unlike underdetermined conditions.

This indicates that the combination of the selected sensor locations is more important than the selected location itself in overdetermined conditions. Consequently, the objective values obtained by the E-RGG and E-ERGG methods are improved by increasing the group size. This point will be discussed in detail in Fig. 6. For the large-scale problem, the group size is limited due to computational cost, and thus, the proposed methods that can increase the group size by reducing the computational cost using the randomized algorithm are effective.

In the case of the D-optimality-based methods, the effect of the group size on the objective value is smaller than that of the E-optimality-based methods. Even if the group size for the D-RGG method increases until $L = 500$, the obtained objective value is smaller than that obtained by the D-GG method with $L = 5$. Hence, the RGG method is not effective for the optimization of the D-optimality criterion.

Since the EGG and ERGG methods use the compressed sensor candidate matrix, the number of evaluations is a function of both the group size and the compressed sensor candidate matrix $n_c$. Fig. 6 shows the influence of the size of the compressed sensor candidate matrix on the obtained
Fig. 6. Effects of the compression ratio $n_c/n$ on objective values of the E-RGG and E-ERGG methods. The number of evaluations for the E-RGG and E-ERGG methods are the same as that for the E-G method ($L_{\text{RGG}}n_c = L_{\text{ERGG}}n_c = n$).

Objective value. It should be noted that the group size was set so that the computational cost for the RGG and ERGG methods would be the same as that for the common greedy method (i.e., $L_{\text{RGG}}n_c = L_{\text{ERGG}}n_c = n$). In the case of the E-RGG method, the obtained objective value is smaller than that obtained by the E-G method in underdetermined conditions and becomes small as the size of the compressed sensor candidates $n_c$ decreases. As the number of selected sensors increases, the objective value obtained by the E-RGG method becomes larger than that obtained by the E-G method. Furthermore, the objective value obtained with smaller $n_c$ (i.e., larger group size) is larger, and the trend is different for a smaller $p$. This trend indicates that the deeper search, i.e., larger group size, is effective in overdetermined conditions, even if $n_c$ is small. For the E-ERGG method, the objective value in underdetermined conditions is better than those obtained by the E-G and E-RGG methods because the locations that are possibly informative are secured by the elite strategy, and there is a small influence of $n_c$. The increase in objective values by increasing the number of sensors for the E-RGG and E-ERGG methods in overdetermined conditions is similar when $n_c$ is the same. The difference between the objective values for these two methods is due to the influence of the difference in the sensor subset selected in underdetermined conditions. The trend for the D-optimality-based methods is similar to that for the E-optimality-based methods, but the D-RGG method cannot be superior to the D-G method.

D. Effect of Number of Sensor Candidates

The effect of the number of sensor candidates on the objective value and computational time is shown in Figs. 7 and 8. Although the computational complexity of the proposed method is in square order of the number of the latent state variable, the number of potential sensor locations is much larger than that of the latent variables ($n \gg r$). Therefore, the effects of the number of sensor candidates are investigated. The group size and the compression ratio were set to $L = 10$ and $n_c/n = 1/100$, respectively, and thus, the number of evaluations for the E-RGG and E-ERGG methods was $1/10$ of the E-G method. Here, the number of elite sensor candidates for the E-ERGG method was fixed at $n_e = 100$. The number of selected sensors was $p = 50$.

Overall, the advantage of the GG strategy in the objective value is kept even if the number of potential sensor locations is $n = O(10^6)$. The computational time for selecting $p = 50$ sensors by the E-GG method is longer than 1000 s. Although the objective value obtained by the E-ERGG method is larger than or similar to the value obtained by the E-GG method, the E-ERGG method has an advantage in terms of computational time. On the other hand, the E-RGG method can obtain the result with $1/100$ computational time of the E-GG method. In this case, the objective value obtained by the E-RGG method is smaller than that obtained by the E-GG method, but the E-RGG method can obtain a better objective value than the E-G method with similar computational time. Therefore, the proposed methods are very effective for large-scale problems.

IV. APPLICATION TO REAL DATASET

The proposed method was applied to the optimization of sensor locations for sparse reconstruction based on a data-driven basis [21]. The measurement points for the sparse reconstruction were selected by the proposed methods. The adopted dataset was the time-series streamwise velocity field of flow over an NACA0015 airfoil. This dataset was obtained experimentally in a wind tunnel experiment with particle
The data matrix, which consists of \( m \) snapshots with spatial dimension \( n \) (\( X = \{x_1, x_2, \ldots, x_m\} \)), is decomposed into the left singular matrix \( U \in \mathbb{R}^{n \times m} \), which shows the spatial modes; the diagonal matrix of singular values \( S \in \mathbb{R}^{m \times m} \); and the right singular matrix \( V \in \mathbb{R}^{m \times m} \), which shows temporal modes, and the rank-\( r \) reduced-order modeling of a data matrix is given as follows:

\[
X \approx U_{1:r} S_{1:r} V_{1:r}^T = U_{1:r} Z.
\]

Therefore, the measurement matrix \( C \) in (2) is \( HU_{1:r} \), and the latent variables are the coefficients of the spatial modes \( Z \).

In the present experiment, the rank of the reduced-order model was set to \( r = 10 \). The used dataset consists of 1000 snapshots with 9353 points of the velocity data (originally the dataset has 14641 points, and 5288 points were masked). The time-series data with 1000 snapshots were split into ten segments with 100 snapshots, and ten-fold cross-validation was conducted. The training data \( X_{\text{train}} \) and the test data \( X_{\text{test}} \) were 90% and 10% of the original data, respectively. The obtained objective values and the reconstruction error were averaged.

Fig. 9(a) and (b) show the snapshot of the original velocity field and low-dimensionalized velocity field, respectively. Because of reduced-order modeling, detailed characteristics of the velocity field are truncated in the snapshot of the low-dimensionalized velocity field, but the main features are retained. The gray and black regions are airfoil and masked regions, respectively. Examples of the locations of selected sensors and reconstructed velocity fields are displayed in Fig. 9(c)–(g). The number of selected sensor locations is \( p = 20 \). Reconstruction with randomly selected sensors cannot reproduce the velocity field properly, but the sensors selected by the greedy methods can reproduce the main features of the velocity field. The sensors are located behind the airfoil, particularly in the shear layer and wake, which are fluctuating regions in time.

Fig. 10(a) illustrates the relationship between the number of sensors and the objective value obtained. The objective values were normalized by that obtained by the E-G method. The group sizes for the E-GG method and the E-RGG and E-ERGG methods were set to \( L_{\text{GG}} = 5 \) and \( L_{\text{RGG}} = L_{\text{ERGG}} = 50 \), respectively. The size of the compressed sensor candidate was set at \( n_c = 1000 \) (\( n_c/n \approx 1/10 \) and \( L_{\text{RGG}} n_c = n \)) for the E-RGG and E-ERGG methods, and the size of the elite sensor candidate was \( n_e = 100 \). The error bars indicate the standard deviation obtained in the ten-fold cross-validation. The trend in the objective value is similar to that obtained in the experiment with the randomly generated sensor candidate matrices. The proposed methods show better performance than the common greedy and GG methods.

Fig. 10(b) shows the effect of the number of sensors on the reconstruction error. The definition of the reconstruction error is as follows:

\[
\epsilon_{\text{reconst}} = \frac{||X_{\text{test}} - U_{\text{train},:r} \tilde{Z}||_F}{||X_{\text{test}}||_F}
\]

where \( \tilde{Z} \) is the estimated mode coefficients.

In the present study, the estimation was conducted by the least-square estimation, which assumes uniform independent Gaussian noise \( v \sim \mathcal{N}(0, \sigma^2 I) \) as observation noise.

\[
\tilde{Z} = C^T Y = \begin{cases} 
C^T (C C^T)^{-1} Y, & p \leq r \\
(C C^T)^{-1} C Y, & p > r
\end{cases}
\]

Here, \( Y \in \mathbb{R}^{n \times m} \) is the matrix that consists of the observation vectors of the test data with \( m \)-snapshots \( HX_{\text{test}} = Y = \{y_1, y_2, \ldots, y_m\} \), and the notation \( c^\dagger \) indicates the pseudo-inverse operation.
The present study proposed the RGG method and its customized method. The E-optimality-based method and D-optimality-based method were implemented, and the performance of the proposed methods was compared with that of the common greedy method and the GG method. The performance evaluation was conducted by applying the methods to a randomly generated dataset in which the entries follow a normal distribution and have $10^4$–$10^6$ potential sensor locations. In addition, the effectiveness of the proposed method was confirmed by the experiment using the real dataset.

The results of the numerical experiment showed that the proposed method can obtain similar or better performance compared to the GG method, while significantly reducing the computational cost. In particular, the proposed method was effective for the optimization of the E-optimality criterion, in which the objective function that the optimization by the common greedy method is difficult due to the absence of submodularity.

When the number of evaluations of the objective function is the same as that for the common greedy method, the RGG method is inferior to the common greedy method in terms of the objective value in underdetermined conditions but superior in overdetermined conditions. By introducing the elite strategy, in exchange for a slight increase in computational cost, the common greedy method is surpassed in all conditions from the underdetermined to the overdetermined conditions. Furthermore, although the number of evaluations in the ERGG method is lower than that for the GG method, it is possible to obtain the same level of performance in overdetermined conditions as that for the GG method.

Since the computational cost of the proposed method is low, optimization with a larger group size is possible when the computational cost of the RGG method is the same as that of the GG method. In particular, the optimization results obtained by the proposed methods are better than those obtained by the GG method when the number of sensors is large in overdetermined conditions. The performance of the proposed method is further improved by including elite sensor candidates into the compressed sensor candidates, and a similar performance to that of the GG method can be achieved, even if the condition is underdetermined. The characteristics of the proposed method for the E-optimality-based method in the real dataset were similar to those obtained in the randomly generated dataset.

The degradation of performance of the D-optimality-based method due to compressed sensor candidates selected purely randomly is significant compared with the E-optimality-based method. This is because the D-optimality criterion has better characteristics than the E-optimality criterion for greedy optimization, and thus, the proposed method using the randomized algorithm is not effective. However, the involvement of elite sensor candidates enables us to obtain similar or better performance compared with the GG method while reducing the computational cost. The proposed method is effective for problems involving a large number of sensor candidates, such as data-driven sensor selection problems. In addition, the proposed method is also effective when the computational cost of the objective value is expensive.

The sensor optimization method can also be used for actuator optimization, which is a dual problem of sensor optimization. Furthermore, the idea of the present method can improve the performance of all optimizations using greedy methods, not just sensor/actuator optimization.
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