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Abstract: The cardiac function is influenced by respiration. In particular, various parameters such as cardiac time intervals and the stroke volume are modulated by respiratory activity. It has long been recognized that cardio-respiratory interactions modify the morphology of cardio-mechanical signals, e.g., phonocardiogram, seismocardiogram (SCG), and ballistocardiogram. Forcecardiography (FCG) records the weak forces induced on the chest wall by the mechanical activity of the heart and lungs and relies on specific force sensors that are capable of monitoring respiration, infrasonic cardiac vibrations, and heart sounds, all simultaneously from a single site on the chest. This study addressed the changes in FCG heartbeat morphology caused by respiration. Two respiratory-modulated parameters were considered, namely the left ventricular ejection time (LVET) and a morphological similarity index (MSi) between heartbeats. The time trends of these parameters were extracted from FCG signals and further analyzed to evaluate their consistency within the respiratory cycle in order to assess their relationship with the breathing activity. The respiratory acts were localized in the time trends of the LVET and MSi and compared with a reference respiratory signal by computing the sensitivity and positive predictive value (PPV). In addition, the agreement between the inter-breath intervals estimated from the LVET and MSi and those estimated from the reference respiratory signal was assessed via linear regression and Bland–Altman analyses. The results of this study clearly showed a tight relationship between the respiratory activity and the considered respiratory-modulated parameters. Both the LVET and MSi exhibited cyclic time trends that remarkably matched the reference respiratory signal. In addition, they achieved a very high sensitivity and PPV (LVET: 94.7% and 95.7%, respectively; MSi: 99.3% and 95.3%, respectively). The linear regression analysis reported almost unit slopes for both the LVET (R² = 0.86) and MSi (R² = 0.97); the Bland–Altman analysis reported a non-significant bias for both the LVET and MSi as well as limits of agreement of ±1.68 s and ±0.771 s, respectively. In summary, the results obtained were substantially in line with previous findings on SCG signals, adding to the evidence that FCG and SCG signals share a similar information content.

Keywords: forcecardiography; respiration; systolic time intervals; cardio-respiratory interaction; cardiac monitoring; cardio-mechanical signals; mechanocardiography

1. Introduction

The heart is often referred to as “a pressure chamber within a pressure chamber” because of its housing within the thoracic cavity, which is also occupied by the lungs [1–3]. In such a natural anatomic arrangement, the heart and lungs are forced to mechanically interact by applying variable pressures on each other, both via direct physical contact and through the blood vessels they are connected with [1–4]. The resulting cardio-respiratory interactions are known to affect various physiological parameters of the cardiac function such as the heart rate, systolic and diastolic cardiac time intervals, and stroke volume [5–9]. These
interactions also have implications for therapy (e.g., in mechanical ventilation [1,2,10–12]) and are impaired by aging [13] and many cardio-pulmonary diseases [14–17]. For these reasons, monitoring both cardiac and respiratory activities is a vital task in the diagnosis and follow-up of patients as well as in patient management to help update and personalize the therapeutical approach. Unfortunately, a significant part of the physiological parameters of cardio-respiratory functions requires expensive, cumbersome, and operator-dependent instrumentation such as ultrasound imaging devices and spirometers, which do not allow for the continuous, long-term monitoring of cardio-respiratory functions.

In the last decades, there has been fervent research activity aimed at the development and validation of mechanical sensors for cardiac and respiratory monitoring [18–25]. As an example, mechanical sensors have been proposed to acquire respiratory signals, both for physiological monitoring [26–34] and for respiratory-gating applications in medical imaging [35–38]. Concerning the monitoring of cardiac mechanical functions, various techniques have been proposed since the late 19th century [38–45]. However, those that have survived in current research are phonocardiography [46,47], seismocardiography (SCG) [18–20,48–51], and ballistocardiography (BCG) [44,52–55]. SCG records the cardiac-induced accelerations of the chest wall by means of accelerometers, which have technologically evolved from bulky, heavy, metal sensors to small, lightweight, silicon sensors realized via microelectromechanical system (MEMS) technologies [18–20,48–51]. BCG records whole-body vibrations due to blood ejection into the vascular system and is acquired by means of a variety of sensors, weighing scales, and piezoelectric sensors [52–55]. More recently, novel techniques for cardio-respiratory monitoring have been proposed such as gyrocardiography [21,56,57] and forcecardiography (FCG) [22,23,32].

Forcecardiography is a novel cardio-mechanical monitoring technique that records the local forces induced on the chest wall by the mechanical activity of the heart and lungs [22,23,58]. Specific force sensors are employed, based on both the piezoresistive and piezoelectric effects, which are equipped with dome-shaped mechanical couplers to optimize the transduction of forces from the tissues to the sensors. Initially, FCG was acquired via piezoresistive force sensors [22], which had previously been demonstrated for muscle contraction monitoring [59], gesture recognition [60], and the control of biosignal-based human–machine interfaces [61] such as the “Federica Hand” prosthesis [62–65] and an upper-limb exoskeleton [66]. These piezoresistive FCG sensors have also been successfully used for respiratory monitoring [32]. Lately, a novel piezoelectric sensor with a specific conditioning circuit was proposed for FCG recording [23]; very recently, it was also integrated into a novel multimodal sensor for pulse wave recording from the finger [67]. This piezoelectric FCG sensor showed superior performance compared with piezoresistive FCG sensors, proving capable of capturing respiration, infrasonic cardiac vibrations, and heart sounds, all simultaneously from a single site on the chest [23]. The raw signal provided by this sensor features a large and very low-frequency component related to respiration, referred to as a forcerespirogram (FRG), and a superimposed cardiac component, which represents the actual forcecardiogram. The FRG signal captures the expansion and relaxation of the thorax during breathing and allows the accurate estimation of the inter-breath intervals and the respiratory rate, as shown in a previous study [23]. An FCG features both a sonic component (HS-FCG), corresponding to the heart sounds, and two infrasonic components, namely low-frequency FCG (LF-FCG) and high-frequency FCG (HF-FCG). HF-FCG has been shown to carry similar information to SCG [23], particularly its first derivative (dHF-FCG), which was very similar to SCG; this had a remarkably good matching of peaks and valleys, thus allowing the effective localization of aortic valve opening events and the accurate estimation of the pre-ejection period [68]. LF-FCG reflects the forces impressed on the chest wall by the emptying and filling actions of the heart chambers, thus potentially carrying information on stroke volume variations [22,23]. This low-frequency component of the precordial vibrations captured by FCG cannot be directly observed in common SCG recordings [22,23]. However, a recently proposed method
based on the numerical double integration of SCG proved capable of extracting similar information from common SCG recordings [69].

It has long been recognized that cardio-mechanical signals are affected by various concurrent physiological activities, including respiration [70–78]. Several studies have addressed the respiratory-induced variations of heartbeat morphology in SCG, aiming either to improve the performance of ensemble averaging by applying it separately to groups of similar heartbeats or to extract respiratory signals to be used for the monitoring of the breathing activity. Pandia et al. investigated the effects of respiration on SCG signals acquired via a MEMS accelerometer, both on the mid-sternal line and the left mid-clavicular line [75], with the aim of extracting useful signals for respiratory monitoring. To this end, the authors identified three time-domain parameters that were affected by respiration; namely, the S1–S1 interval, the S1–S2 interval, and the S1–S2 intensity ratio, with S1 and S2 corresponding to the systolic and diastolic complexes of SCG in an analogy with the heart sounds terminology [75]. The S1–S1 interval is a measure of the inter-beat interval (as much as the R–R interval in ECG), so the respiratory-induced modulation of the S1–S1 interval simply reflects a physiological respiratory sinus arrhythmia [79] that is not specific to the SCG signal, but confirms its strong relationship with the cardiac cycle and its modulation due to the cardio-respiratory interplay. The S1–S2 interval is an estimate of the left ventricular ejection time [80], which is known to be modulated by respiration [5]. Respiratory-induced changes in intrathoracic pressure result in alterations to both the left and right ventricular preload, afterload, and contractility, which in turn affects the pressure gradients across the heart valves [81,82] and, eventually, the onset, duration, and force of ventricular contractions [5]. However, the authors reported that, due to the beat-to-beat changes in SCG morphology, the accurate localization of the S1 and S2 complexes to obtain the S1–S2 interval estimates was too difficult and unreliable, so they directly estimated the variation in the S1–S2 interval ($\Delta S1S2$) by finding the time-warped version of each SCG heartbeat that exhibited the highest correlation with the previous beat, considering the related amount of time warping as an estimate of $\Delta S1S2$. Finally, the authors suggested that the three respiratory-modulated parameters should be used together to provide a robust extraction of the respiratory activity from the SCG recordings as an alternative to relying on the near-DC components of the measured acceleration (the variable fraction of gravitational acceleration due to variable chest inclinations during breathing), which could be easily fooled by postural changes.

Azad et al. investigated the performance of six different respiratory signals comprising triaxial SCG against the respiratory volume signals extracted from respiratory air flow measurements [76]. The respiratory signals extracted from SCG were the baseline wander (information about the chest inclination), the amplitude modulation, and the frequency modulation (respiratory sinus arrhythmia). Among the SCG-derived respiratory signals, the baseline wandering emerged as the most reliable.

Taebi and Mansy addressed the effects of respiration on SCG morphology with the aim of improving the results of ensemble averaging by grouping the most similar SCG heartbeats based on the current respiratory phase or lung volume and then computing the ensemble averages separately for different groups [77]. By averaging all SCG heartbeats over several respiratory cycles, the time-varying details were filtered out of the resulting ensemble average, thus jeopardizing the effort made to separate the true underlying waveform from the noise. Taebi and Mansy proposed two grouping criteria; one based on the respiratory phase (inspiration/expiration) extracted from the respiratory airflow signals and one based on the lung volume (low/high) obtained by integrating the respiratory airflow signals. The goodness of the grouping was assessed by comparing the differences between a group of heartbeats and their ensemble average versus the differences with the ensemble average of the other group. It transpired that grouping based on the lung volume yielded a higher goodness, thus suggesting that the lung volume is the main cause of respiratory-induced changes in SCG morphology. However, the methodology proposed
by Taebi and Mansy allowed the distinguishing of only two underlying waveforms for SCG, thus neglecting the transitions between them.

Zakeri et al. developed a machine learning model based on support vector machines that was able to recognize the respiratory phase (inhalation or exhalation) by analyzing the features extracted from single SCG heartbeats [78]. The time averages of 512 intervals (4 ms in length) within each heartbeat were considered as time-domain features whilst the first 512 Fourier coefficients of each heartbeat (corresponding to the 0–500 Hz frequency band) were considered as frequency-domain features. The proposed approach yielded a recognition accuracy of about 88% in the leave-one-subject-out validation and about 95% in the single-subject validation. The rationale behind this study was to improve the performance of ensemble averaging by grouping similar SCG heartbeats in order to filter out noise and disturbances whilst maintaining the vital differences between the SCG waveforms that would have been deleted by the ensemble averaging of SCG heartbeats with different underlying morphologies.

In a recent publication [83], a retrospective analysis of the FCG signals acquired in [23] was carried out to analyze the relationship between the amplitude variations in the dHF-FCG component and the respiratory activity. In [23], six healthy volunteers were involved who were asked to stay at rest and in a seated position while breathing at a quite pace. The FCG and ECG signals were simultaneously acquired and digitized at 10 kHz with 24-bit precision. The FCG signals were acquired via a piezoelectric FCG sensor, presented precisely in [23], which had been placed on the chest of the subjects at the point of maximal impulse (see Figure 1) via medical adhesive tape and then fastened with a belt around the thorax. The retrospective analysis presented in [83] showed that respiration causes amplitude modulations of the dHF-FCG component. This finding was in agreement with the existing literature on respiratory-induced changes in SCG signals [71,73–76] and provided further evidence of the close matching between the information content of dHF-FCG and SCG signals.
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**Figure 1.** Piezoelectric FCG sensor placement on a subject. Reproduced with permission from [83].

This study presents a more in-depth investigation on the effects of respiration on FCG signals, focusing on the respiratory-induced changes in the morphology of dHF-FCG heartbeats. The investigation was carried out as a retrospective analysis on the same signals acquired in [23]. In particular, the beat-by-beat variation of the left ventricular ejection time (LVET) estimated from the dHF-FCG signals was considered as a first respiratory-modulated parameter. In addition, a variation in the index of the morphological similarity (MSi) between single heartbeats was considered as a second respiratory-modulated parameter. The consistency of the time trends of these parameters within the respiratory cycle was assessed by a comparison with the time trends of a reference respiration signal.
2. Materials and Methods

2.1. Signal Processing

2.1.1. Pre-Processing

In a raw FCG sensor signal, a very low-frequency large component related to respiration, the FRG, appears to be superimposed on a much smaller component that reflects the cardiac activity, the actual forcecardiogram [22,23,32]. These two components must be separately analyzed to obtain information on both the breathing and cardiac activity. To this end, the FRG component was first extracted from the raw FCG sensor signal via a 3rd-order Savitzki–Golay filter with a frame length of approximately a 1.5 s time interval [84]. The FRG was then subtracted from the raw FCG sensor signal in order to isolate the actual forcecardiogram. Subsequently, the HF-FCG component was extracted from the actual forcecardiogram resulting from the respiratory signal removal via a 4th-order zero-lag Butterworth band-pass filter with cut-off frequencies of 7 and 30 Hz. Afterwards, the first derivative of the HF-FCG signal, namely dHF-FCG, was computed (as the finite forward difference) because its morphology has the highest similarity to the SCG signal, as demonstrated in [68]. Finally, the ECG signal was filtered via a 4th-order zero-lag Butterworth band-pass filter using a 0.5–40 Hz frequency band. Figure 2 shows an example of the FRG, dHF-FCG, and ECG signals. MATLAB® R2018b (MathWorks, Inc., 1 Apple Hill Drive, Natick, MA, USA) was used for the signal processing.

Figure 2. Example of FRG (blue line), dHF-FCG (orange line), and ECG (purple line) signals. The FRG signal captures the expansion and relaxation of the thorax during breathing and allows the accurate monitoring of respiration. The dHF-FCG is a high-frequency component of the FCG signal, which is very similar to the seismocardiogram and provides information about the mechanical function of the heart. The ECG is a well-established signal that provides information about the electrical function of the heart.

2.1.2. Extraction of the Left Ventricular Ejection Time Trends

The left ventricular ejection time (LVET) is defined as the time interval between aortic valve opening (AO) and closure (AC) events. According to [48], the AO and AC markers were located on the dHF-FCG signal by taking advantage of a simultaneous ECG recording. Spurious AO and/or AC peaks due to portions of the signal corrupted by motion artifacts...
were excluded from the analysis. The LVET was then estimated for each heartbeat. Finally, a continuous LVET trend was obtained via a spline interpolation by using the MATLAB® function “interp1”. Figure 3 shows an example of the AO and AC markers localization and estimation of the related LVETs for each heartbeat in some excerpts of dHF-FCG signals from subjects #2 and #4. The ECG signals that were simultaneously acquired are also reported to provide a time reference for the cardiac cycle.

Figure 3. Example of LVET and MSi estimations of dHF-FCG signals (orange lines) from: (a) subject #2; (b) subject #4. ECG signals (blue lines) are also reported as a time reference for the cardiac cycle.
2.1.3. Extraction of the Morphological Similarity Index Trends

The MSi was defined with the aim of quantifying the changes in the heartbeat morphologies in the dHF-FCG signals. To this end, the main idea was to evaluate the similarity between one heartbeat, assumed to be a morphological reference, and each single heartbeat in the dHF-FCG signal. A normalized cross-correlation (NCC) was considered as the similarity index [22,23,68,69,83]. In detail, after the reference heartbeat had been selected, the R-peaks were located in the ECG signal via the Pan and Thompkins algorithm implemented in the “BioSigKit” MATLAB® toolbox [85]; the NCC function was then computed between the reference heartbeat and the dHF-FCG signal by considering only the lags belonging to windows of 100 ms after the locations of the R-peaks. Finally, the absolute maxima of the NCC function in each window were located, providing both the location of each heartbeat in the dHF-FCG signal and a measure of its morphological similarity with the reference heartbeat. The points identified in the NCC function represented the actual values of the MSi, which were further interpolated to obtain a continuous time trend, as performed previously for the LVET. Figure 3 shows an example of the MSi estimation for each heartbeat from a few excerpts of dHF-FCG signals from subjects #2 and #4.

2.2. Analysis of Consistency within the Respiratory Cycle

Both the LVET and MSi trends, which were previously extracted, were filtered via a 2nd-order zero-lag Butterworth low-pass filter with a cut-off frequency of 0.5 Hz in order to filter out very small superimposed oscillations of higher frequencies. The temporal locations of the respiratory acts were then identified on both the reference signal, i.e., the FRG, and the LVET and MSi trends by considering the positive inspiratory peaks as fiducial points. Moreover, the inspiratory peaks detected on portions of the reference signal affected by motion artifacts and the corresponding peaks on the LVET and MSi trends were not considered for the analysis. Finally, inter-breath interval estimates were obtained from the three signals as the difference between the time locations of consecutive inspiratory peaks.

The sensitivity and positive predictive value (PPV) of respiratory acts detection in the LVET and MSi trends were computed according to the following mathematical expressions:

\[
\text{Sensitivity} = \frac{TP}{TP + FN} \cdot 100
\]

\[
\text{PPV} = \frac{TP}{TP + FP} \cdot 100
\]

where TP, FN, and FP indicate the number of true positives, false negatives, and false positives, respectively.

Finally, to assess the consistency of the LVET and MSi trends within the respiratory cycle, the inter-breath interval estimates obtained from these two signals were compared with those computed from the FRG signal via regression, correlation, and Bland–Altman [86,87] analyses by means of the MATLAB® function “bland-altman-and-correlation-plot” [88].

3. Results

3.1. Modulation of the Left Ventricular Ejection Time Induced by Respiration

Figure 4 depicts the FRG signals (blue lines) and the LVET trends (orange lines) extracted from subjects #2 and #4. The comparison showed that the LVET, i.e., the time interval between the AO and AC markers, was modulated by respiration. The same number of respiratory acts could be detected on the two signals.
3.2. Modulation of the Morphological Similarity Induced by Respiration

The FRG signals (blue lines) and MSi trends (green lines) from the same subjects #2 and #4 are depicted in Figure 5. It was observed that the MSi trend also appeared to be modulated by respiration; therefore, corresponding respiratory acts could be identified on the two signals. Moreover, the morphology exhibited a higher similarity to the respiratory signal.
Figure 5. Excerpts of the FRG signal (blue line) and MSi trend (green line) from: (a) subject #2; (b) subject #4.

3.3. Consistency within the Respiratory Cycle

The respiratory acts detected in the FRG signals and in the LVET and MSi trends of all subjects were considered as true positives (TP) whereas the number of missed and spurious acts, which were identified in the LVET and MSi trends with respect to the reference FRG signals, were considered as false negatives (FN) and false positives (FP), respectively. In detail, a total of 305, 289, and 303 TP were annotated for the FRG, LVET, and MSi; 16 and 2 FN as well as 13 and 15 FP were found in the LVET and MSi trends, respectively. Hence, sensitivity of 94.7% and a PPV of 95.7% were achieved for the LVET trend whereas a sensitivity of 99.3% and PPV of 95.3% were obtained for the MSi trend, as reported in Table 1.
Table 1. Sensitivity and PPV of respiratory acts detection in the LVET and MSi trends.

|                | Sensitivity (%) | PPV (%) |
|----------------|----------------|---------|
| LVET           | 94.7           | 95.7    |
| MSi            | 99.3           | 95.3    |

The inter-breath intervals obtained from the FRG signals and the LVET and MSi trends were compared via regression, correlation, and Bland–Altman analyses after excluding those related to the missed and spurious respiratory acts in the LVET and MSi trends and the corresponding intervals in the FRG signals. Statistical analyses were performed on 267 inter-breath intervals for the LVET trend and on 294 inter-breath intervals for the MSi trend; the results are depicted in Figures 6 and 7, respectively. As reported in Table 2, a slope and intercept of 0.99 and 0.067 s, respectively, with an $R^2$ value of 0.86 were obtained for the LVET trend as the results of the regression and correlation analyses whereas a slope and intercept of 1.02 and $-0.063$ s, respectively, with an $R^2$ value of 0.97 resulted from the MSi trend. Moreover, the Bland–Altman analysis reported a non-significant bias for both the LVET ($p = 0.39$) and MSi ($p = 0.54$), with limits of agreement (LoA) of $\pm 1.68$ s and $\pm 0.771$ s, respectively. The differences between the measures provided by the LVET and MSi and those provided by the FRG did not exhibit clear dependences on the inter-breath intervals (see Figures 6b and 7b).

(a)

Figure 6. Cont.
Figure 6. Statistical analyses on inter-breath intervals extracted from FRG and LVET time trends: (a) results of linear regression; (b) results of Bland–Altman analysis.

Figure 7. Cont.
Figure 7. Statistical analyses on inter-breath intervals extracted from FRG and MSi time trends: (a) results of linear regression; (b) results of Bland–Altman analysis.

Table 2. Results of regression, correlation, and Bland–Altman analyses for LVET and MSi trends.

|       | Slope | Intercept (s) | R^2  | Bias     | p-Value | LoA (s) |
|-------|-------|---------------|------|----------|---------|---------|
| LVET  | 0.99  | 0.067         | 0.86 | Non-significant | 0.39     | ±1.68   |
| MSi   | 1.02  | −0.063        | 0.97 | Non-significant | 0.54     | ±0.771  |

4. Discussion

This study investigated the changes in heartbeat morphology caused in FCG signals by the respiratory activity, particularly in the dHF-FCG component, which had previously been shown to share very similar information to SCG. Specifically, two respiratory-modulated parameters of the heartbeat morphology were considered, namely the left ventricular ejection time and an index of the morphological similarity between single heartbeats. Both parameters exhibited cyclic time trends that resembled those of the reference respiratory signal (the FRG). It is worth noting that the heart rate was more than two times the respiratory rate in all the signals analyzed, which ensured that the Nyquist–Shannon criterion was always met in the estimation of the time trends of the LVET and MSi. These time trends were further analyzed in terms of consistency within the respiratory cycle in order to assess their relationship with the breathing activity. The possibility of correctly identifying the respiratory acts in the time trends of the LVET and the MSi (compared with the reference respiratory signal) was considered as a first evaluation metric, which was quantitatively determined by assessing the sensitivity and PPV of inspiratory peaks detection. Additional evaluation metrics were provided by statistical analyses of the agreement between the inter-breath intervals estimated from the inspiratory peaks previously localized in the time trends of the LVET and the MSi compared with those obtained from the FRG signal.

The preliminary results of this study clearly showed a tight relationship between the respiratory activity, as captured by the FRG, and the respiratory-modulated parameters considered in this study. A very high sensitivity and PPV were achieved for both the
LVET and MSi, with the latter ensuring a higher sensitivity that was in excess of 99%. Moreover, the linear regression analysis reported almost unit slopes for both the LVET and MSi. However, the MSi achieved a remarkably higher coefficient of determination compared with the LVET ($R^2$ of 0.97 versus 0.86), which suggested a higher consistency within the respiratory cycle and, therefore, a more stable modulating action engaged by respiration. This suggestion was further confirmed by the results of the Bland–Altman analysis, which reported more than halved limits of agreement for the MSi compared with the LVET.

The results obtained in this study for the LVET time trends extracted from the dHF-FCG signals were very similar to those obtained by Pandia et al. in [75] for the variations in the S1–S2 interval extracted from SCG signals. Nonetheless, they did not directly measure the S1–S2 interval, i.e., by locating specific markers on the SCG signals, because the beat-by-beat changes in morphology made the marker localization unreliable. In this study, the LVET was estimated directly by locating the time markers corresponding with the aortic valve opening and closure events (AO and AC points). This was possible thanks to the high signal-to-noise ratio of the dHF-FCG, which obviated the need for ensemble averaging to obtain reliable data [23].

The time trends of the MSi provided a global measure of the beat-by-beat changes in the heartbeat morphology. The findings of this study provide a strong suggestion that such changes are tightly linked to the respiratory activity. A similar result was presented by Taebi and Mansy in [77]. However, by dividing SCG heartbeats into only two groups (either based on the corresponding respiratory phase or lung volume), they intrinsically considered only two possible underlying morphologies for SCG, thus neglecting a type of continuum in the underlying heartbeat morphologies, which was captured, for the first time, in this study of dHF-FCG signals by analyzing the time trends of an index of the morphological similarity between heartbeats. The analysis of changes in the heartbeat morphology via the MSi could also be investigated in future for SCG signals. In summary, the results obtained from the morphological changes of heartbeats in the dHF-FCG signals, both in terms of the LVET and MSi, were substantially in line with previous findings on SCG signals, which adds to the evidence that dHF-FCG and SCG signals share the same information content.

This preliminary investigation on the respiratory-induced changes of heartbeat morphology in dHF-FCG signals was based on a retrospective analysis of data acquired during a previous study [23] and has a few limitations. The physiological signals analyzed in this study were acquired only from a small cohort of healthy subjects during quiet respiration at rest and in a sitting position. Therefore, the preliminary, yet interesting, findings of this study must be confirmed by further investigations on larger cohorts of healthy subjects and with different experimental conditions; for example, by considering different postures (e.g., supine and standing), different levels of physical activity, and a wider range of respiratory frequencies (e.g., forced respiration at very low and very high paces).

The analyses presented in this study could be extended to other components of FCG signals, e.g., the heart sounds captured in the HS-FCG, which are known to be affected by respiration [81,82], and the LF-FCG, which potentially carries information on stroke volume variations, which are also affected by respiration [1–11]. Considering that the morphology of cardio-mechanical signals is highly dependent on the specific sensor location over the chest [89,90], the analyses presented in this study could also be extended to multichannel measurements to be acquired by means of FCG sensor matrices.

**Author Contributions:** Conceptualization, E.A.; methodology, J.C. and E.A.; software, J.C.; formal analysis, J.C. and E.A.; investigation, J.C., D.E., G.D.G. and E.A.; data curation, J.C. and E.A.; writing—original draft preparation, J.C. and E.A.; writing—review and editing, J.C., D.E., G.D.G. and E.A.; visualization, J.C.; supervision, E.A. All authors have read and agreed to the published version of the manuscript.
Inan, O.T.; Migeotte, P.F.; Park, K.S.; Etemadi, M.; Tavakolian, K.; Casanella, R.; Zanetti, J.; Tank, J.; Funtova, I.; Prisk, G.K.; Van Leeuwen, P.; Kuemmell, H.C. Respiratory modulation of cardiac time intervals.

Jafari Tadi, M.; Lehtonen, E.; Saraste, A.; Tuominen, J.; Koskinen, J.; Teräs, M.; Airaksinen, J.; Pänkäälä, M.; Koivisto, T. Recent Advances in Seismocardiography.

Caiani, E.G.; Turiel, M.; Muzzupappa, S.; Colombo, L.P.; Porta, A.; Baselli, G. Noninvasive quantification of respiratory modulation of cardiac time intervals: SAJCC.

Williams, E.A.; Whitney, G.M. Cardiopulmonary interactions.

Mahmood, S.S.; Pinsky, M.R. Heart-lung interactions during mechanical ventilation: The basics.

Cheyne, W.S.; Harper, M.I.; Gelinas, J.C.; Sasso, J.P.; Eves, N.D. Mechanical cardiopulmonary interactions during exercise in health and disease. J. Appl. Physiol. 2020, 128, 1271–1279. [CrossRef] [PubMed]

Van Leeuwen, P.; Kuemmell, H.C. Respiratory modulation of cardiac time intervals. Br. Heart J. 1987, 58, 129–135. [CrossRef] [PubMed]

Caiani, E.G.; Turiel, M.; Muzzupappa, S.; Colombo, L.P.; Porta, A.; Baselli, G. Noninvasive quantification of respiratory modulation on left ventricular size and stroke volume. Physiol. Meas. 2002, 23, 567–580. [CrossRef]

Bendjelid, K.; Suter, P.M.; Romand, J.A. The respiratory change in preejection period: A new method to predict fluid responsiveness. J. Appl. Physiol. 2004, 96, 337–342. [CrossRef]

Magder, S. Heart-Lung interaction in spontaneous breathing subjects: The basics. Ann. Transl. Med. 2018, 6, 348. [CrossRef]

Elsat, M.; O’Callaghan, E.L.; Smith, A.; Ben-Tal, A.; Ramchandra, R. Cardiorespiratory interactions in humans and animals: Rhythms for life. Am. J. Physiol. Heart Circ. Physiol. 2018, 315, H6–H117. [CrossRef]

Grübler, M.R.; Wigger, O.; Berger, D.; Blöchlinger, S. Basic concepts of heart-lung interactions during mechanical ventilation. Swiss Med. Wkly. 2017, 147, w14491. [CrossRef] [PubMed]

Steingrub, J.S.; Tidswell, M.; Higgins, T.L. Hemodynamic consequences of heart-lung interactions. J. Intensive Care Med. 2003, 18, 92–99. [CrossRef] [PubMed]

Lazic, I.; Pernice, R.; Loncar-Turukalo, T.; Mijatovic, G.; Faes, L. Assessment of Cardiorespiratory Interactions during Apneic Events in Sleep via Fuzzy Kernel Measures of Information Dynamics. Entropy 2021, 23, 698. [CrossRef] [PubMed]

Iatsenko, D.; Bernjak, A.; Stankovski, T.; Shiogai, Y.; Owen-Lynch, P.J.; Clarkson, P.B.; McCintock, P.V.; Stefanovska, A. Evolution of cardiorespiratory interactions with age. Philos. Trans. A Math. Phys. Eng. Sci. 2013, 371, 20110622. [CrossRef] [PubMed]

Rosenkranz, S.; Buehrsach, J. Cardiopulmonary interaction in heart or lung disease: Physiology, disturbances, and their clinical implications. Herz 2019, 44, 475–476. [CrossRef]

Huang, Y.C.; Lin, T.Y.; Wu, H.T.; Chang, P.J.; Lo, C.Y.; Wang, T.Y.; Kuo, C.S.; Lin, S.M.; Chung, F.T.; Lin, H.C.; et al. Cardiorespiratory coupling is associated with exercise capacity in patients with chronic obstructive pulmonary disease. BMC Pulm. Med. 2021, 21, 22. [CrossRef]

Radovanović, N.N.; Pavlović, S.U.; Milašinović, G.; Kirčanski, B.; Platiša, M.M. Bidirectional Cardiac-Respiratory Interactions in Heart Failure. Front. Physiol. 2018, 9, 165. [CrossRef] [PubMed]

Zanetti, J.; Salerno, D. Seismocardiography: A new technique for recording cardiac vibrations. Concept, method, and initial observations. J. Cardiovasc. Technol. 1990, 9, 2.

Inan, O.T.; Migeotte, P.F.; Park, K.S.; Etemadi, M.; Tavakolian, K.; Casanella, R.; Zanetti, J.; Tank, J.; Funtova, I.; Prisk, G.K.; et al. Ballistocardiography and Seismocardiography: A Review of Recent Advances. IEEE J. Biomed. Health Inform. 2015, 19, 1414–1427. [CrossRef]

Taebi, A.; Solar, B.E.; Bomar, A.J.; Sandler, R.H.; Mansy, H.A. Recent Advances in Seismocardiography. Vibration 2019, 2, 64–86. [CrossRef] [PubMed]

Jafari Tadi, M.; Lehtonen, E.; Saraste, A.; Tuominen, J.; Koskinen, J.; Teräs, M.; Airaksinen, J.; Pänkälä, M.; Koivistoinen, T. Gyrocardiography: A New Non-invasive Monitoring Method for the Assessment of Cardiac Mechanics and the Estimation of Hemodynamic Variables. Sci. Rep. 2017, 7, 6823. [CrossRef]

Andreozzi, E.; Fratini, A.; Esposito, D.; Naik, G.; Polley, C.; Gargiulo, G.D.; Bifulco, P. Forcecardiography: A Novel Tech-nique to Measure Heart Mechanical Vibrations onto the Chest Wall. Sensors 2020, 20, 3885. [CrossRef]
23. Andreozzi, E.; Gargiulo, G.D.; Esposito, D.; Bifulco, P. A Novel Broadband Forcecardiography Sensor for Simultaneous Monitoring of Respiration, Infrasonic Cardiac Vibrations and Heart Sounds. *Front. Physiol.* **2021**, *12*, 725716. [CrossRef] [PubMed]

24. D’Mello, Y.; Skoric, J.; Xu, S.; Roche, P.J.R.; Lortie, M.; Gagnon, S.; Plant, D.V. Real-Time Cardiac Beat Detection and Heart Rate Monitoring from Combined Seismocardiography and Gyrocardiography. *Sensors* **2019**, *19*, 3472. [CrossRef]

25. Hossein, A.; Rabineau, J.; Gorlier, D.; Del Rio, F.J.J.; van de Borne, P.; Migeotte, P.F.; Nonclercq, A. Kinocardiography Derived from Ballistocardiography and Seismocardiography Shows High Repeatability in Healthy Subjects. *Sensors* **2021**, *21*, 815. [CrossRef]

26. Cesareo, A.; Biffi, E.; Cuesta-Frau, D.; D’Angelo, M.G.; Aliverti, A. A novel acquisition platform for long-term breathing frequency monitoring based on inertial measurement units. *Med. Biol. Eng. Comput.* **2020**, *58*, 785–804. [CrossRef]

27. Monaco, V.; Giustinoni, C.; Ciappetti, T.; Maselli, A.; Stefanini, C. Assessing Respiratory Activity by Using IMUs: Modeling and Validation. *Sensors* **2022**, *22*, 2185. [CrossRef] [PubMed]

28. Liu, G.Z.; Guo, Y.W.; Zhu, Q.S.; Huang, B.Y.; Wang, L. Estimation of respiration rate from three-dimensional acceleration data based on body sensor network. *Telemed. J. E Health* **2011**, *17*, 705–711. [CrossRef]

29. Siqueira, A.; Spirandeli, A.F.; Moraes, R.; Zarzoso, V. Respiratory Waveform Estimation From Multiple Accelerometers: An Optimal Sensor Number and Placement Analysis. *IEEE J. Biomed. Health Inform.* **2019**, *23*, 1507–1515. [CrossRef] [PubMed]

30. Sarlabous, L.; Torres, A.; Fiz, J.A.; Jane, R. Evidence towards Improved Estimation of Respiratory Muscle Effort from Diaphragm Mechanomyographic Signals with Cardiac Vibration Interference Using Sample Entropy with Fixed Tolerance Values. *PloS ONE* **2014**, *9*, e88902. [CrossRef]

31. Erfianto, B.; Rizal, A. IMU-Based Respiratory Signal Processing Using Cascade Complementary Filter Method. *J. Sens.* **2022**, *2022*, 7987159. [CrossRef]

32. Andreozzi, E.; Centracchio, J.; Punzo, V.; Esposito, D.; Polley, C.; Gargiulo, G.D.; Bifulco, P. Respiration Monitoring via Forcecardiography Sensors. *Sensors* **2021**, *21*, 3996. [CrossRef] [PubMed]

33. Phan, D.H.; Bonnet, S.; Guillemaud, R.; Castelli, E.; Pham Thi, N.Y. Estimation of respiratory waveform and heart rate using an accelerometer. In Proceedings of the 2008 30th Annual International Conference of the IEEE Engineering in Medicine and Biology Society, Vancouver, BC, Canada, 20–25 August 2008.

34. Alamdari, N.; Tavakolian, K.; Zakeri, V.; Fazel-Rezai, R.; Paukkunen, M.; Sepponen, R.; Akhbardeh, A. Using electromechanical signals recorded from the body for respiratory phase detection and respiratory time estimation: A comparative study. In Proceedings of the 2015 Computing in Cardiology (Cinc), Nice, France, 6–9 September 2015. [CrossRef]

35. Jafari Tadi, M.; Koivisto, T.; Pänkäälä, M.; Paasio, A. Accelerometer-Based Method for Extracting Respiratory and Cardiac Gating Information for Dual Gating during Nuclear Medicine Imaging. *Int. J. Biomed. Imaging* **2014**, *2014*, 690124. [CrossRef]

36. Lehtonen, E.; Teuvo, J.; Koskinen, J.; Jafari Tadi, M.; Klien, R.; Siekkinen, R.; Rives Gambin, J.; Vasankari, T.; Taraste, A. A Respiratory Motion Estimation Method Based on Inertial Measurement Units for Gated Positron Emission Tomography. *Sensors* **2021**, *21*, 3983. [CrossRef] [PubMed]

37. Rahmani, M.H.; Berkvens, R.; Weyn, M. Chest-Worn Inertial Sensors: A Survey of Applications and Methods. *Sensors* **2021**, *21*, 2875. [CrossRef]

38. Jafari Tadi, M.; Lehtonen, E.; Teuvo, J.; Koskinen, J.; Schultz, J.; Siekkinen, R.; Koivisto, T.; Pänkäälä, M.; Teräs, M.; Klien, R. A Computational Framework for Data Fusion in MEMS-Based Cardiac and Respiratory Gating. *Sensors* **2019**, *19*, 4137. [CrossRef]

39. Marey, E.J. *La Méthode Graphique dans les Sciences Experimentales*; Masson: Paris, France, 1878.

40. Eddleman, E.E.; Willis, K.; Reeves, T.J.; Harrison, T.R. The Kinetocardiogram: I. Method of Recording Precordial Movements. *Circulation* **1953**, *8*, 269–275. [CrossRef]

41. Komarov, B.D. Dynamocardiographic examination of healthy children aged 8 to 15 years. *Bull. Exp. Biol. Med.* **1958**, *46*, 10–10. [CrossRef]

42. Benchimol, A.; Dimond, E.G. The Apex Cardiogram in Ischaemic Heart Disease. *Heart* **1962**, *24*, 581–594. [CrossRef]

43. Babiskiy, Y.B.; Karpman, V.L. *Dynamocardiographic Systems*. NASA TT F-205; National Aeronautics and Space Administration: Washington, DC, USA, 1964.

44. Knoop, A.A. *Experimental Investigations on Ultra-Low Frequency Displacement Ballistocardiography*. NASA TT F-269; NASA Contract Rep. NASA CR.; National Aeronautics and Space Administration: Washington, DC, USA, 1965; pp. 1–107.

45. Luisada, A.A.; Singhal, A.; Portaluppi, F. Assessment of Left Ventricular Function by Noninvasive Methods. *Adv. Cardiol.* **1985**, *32*, 111–141. [CrossRef]

46. Rappaport, M.B.; Sprague, H.B. The graphic registration of the normal heart sounds. *Am. Heart J.* **1942**, *23*, 591–623. [CrossRef]

47. Ismail, S.; Siddiqui, I.; Akram, U. Localization and classification of heart beats in phonocardiography signals—A comprehensive review. *EURASIP J. Adv. Signal Process.* **2018**, 2018, 26. [CrossRef]

48. Crow, R.S.; Hannan, P.; Jacobs, D.; Hedquist, L.; Salerno, D.M. Relationship between Seismocardiogram and Echocardiogram for Events in the Cardiac Cycle. *Am. J. Noninvasive Cardiol.* **1994**, *8*, 39–46. [CrossRef]

49. Khosrow-Khavar, F.; Tavakolian, K.; Blaber, A.; Menon, C. Automatic and Robust Delineation of the Fiducial Points of the Seismocardiogram Signal for Noninvasive Estimation of Cardiac Time Intervals. *IEEE Trans. Biomed. Eng.* **2017**, *64*, 1701–1710. [CrossRef] [PubMed]

50. Leitão, E.; Moreira, E.; Alves, F.; Lourenço, M.; Azevedo, O.; Gaspar, J.; Rocha, L.A. High-Resolution Seismocardiogram Acquisition and Analysis System. *Sensors* **2018**, *18*, 3441. [CrossRef]
78. Zakeri, V.; Akhbardeh, A.; Alamdari, N.; Fazel-Rezai, R.; Paukkunen, M.; Tavakolian, K. Analyzing Seismocardiogram Cycles to Identify the Respiratory Phases. *IEEE. Trans. Biomed. Eng.* 2017, 64, 1786–1792. [CrossRef] [PubMed]

79. Berntson, G.G.; Cacioppo, J.T.; Quigley, K.S. Respiratory sinus arrhythmia: Autonomic origins, physiological mechanisms, and psychophysiological implications. *Psychophysiology* 1993, 30, 183–196. [CrossRef]

80. Leighton, R.F. Right and left ventricular systolic time intervals: Effects of heart rate, respiration and atrial pacing. *Am. J. Cardiol.* 1971, 27, 66–72. [CrossRef]

81. Sakamoto, T. Hemodynamic determinants of the amplitude of the first heart sound. *Circ. Res.* 1965, 16, 45–67. [CrossRef] [PubMed]

82. Kusukawa, R. Hemodynamic determinants of the amplitude of the second heart sound. *J. Appl. Physiol.* 1966, 21, 938–946. [CrossRef]

83. Centracchio, J.; Andreozzi, E.; Esposito, D.; Gargiulo, G.D. Respiratory-Induced Amplitude Modulation of Forcecardiography Signals. *Bioengineering* 2022, 9, 444. [CrossRef]

84. Savitzky, A.; Golay, M.J.E. Smoothing and Differentiation of Data by Simplified Least Squares Procedures. *Anal. Chem.* 1964, 36, 1627–1639. [CrossRef]

85. Sedghamiz, H. BioSigKit: A Matlab Toolbox and Interface for Analysis of BioSignals. *J. Open Source Softw.* 2018, 3, 671. [CrossRef]

86. Altman, D.G.; Bland, J.M. Measurement in medicine: The analysis of method comparison studies. *J. R. Stat. Soc. Ser. D* 1983, 32, 307–317. [CrossRef]

87. Giavarina, D. Understanding Bland Altman analysis. *Biochem. Med.* 2015, 25, 141–151. [CrossRef] [PubMed]

88. Ran, K. Bland-Altman and Correlation Plot, MATLAB Central File Exchange. 2020. Available online: https://www.mathworks.com/matlabcentral/fileexchange/45049-bland-altman-and-correlation-plot (accessed on 28 May 2020).

89. Munck, K.; Sørensen, K.; Struijk, J.J.; Schmidt, S.E. Multichannel seismocardiography: An imaging modality for investigating heart vibrations. *Physiol. Meas.* 2020, 41, 115001. [CrossRef]

90. Bao, X.; Gall, N.; Deng, Y.; Kamavuako, E.N. Analysis of ECG and PCG Time Delay around Auscultation Sites. In Proceedings of the 13th International Joint Conference on Biomedical Engineering Systems and Technologies, Valletta, Malta, 24–26 February 2020; Volume 4, pp. 206–213.