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Abstract—Though the concept of non-orthogonal multiple access (NOMA) was proposed several years ago, the performance of uplink NOMA has only been verified in theory, but not in practice. This paper presents an over-the-air implementation of a uplink NOMA system, while providing solutions to most common practical problems, i.e., carrier frequency offset (CFO) synchronization, time synchronization, and channel estimation. The implemented CFO synchronization method adopts the primary synchronization signal (PSS) of LTE. Also, we design a novel preamble for each uplink user, and it is appended to every frame before it is transmitted through the air. This preamble will be used for time synchronization and channel estimation at the BS. Also, a low-complexity, iterative linear minimum mean squared error (LMMSE) detector has been implemented for multi-user decoding. The paper also validates the proposed architecture numerically, as well as experimentally.

I. INTRODUCTION

Non-orthogonal multiple access (NOMA) that allows more than one user to share the same sub-carrier when users are multiplexed in the power domain, has been looked upon as a candidate for further cellular enhancements toward the 5th generation (5G) mobile communications system [1, 2]. Multiple users are superimposed with different power gains and separated via a Successive Interference Cancellation (SIC) and time synchronization, and channel estimation at the BS. Also, a low-complexity, iterative linear minimum mean squared error (LMMSE) detector has been implemented for multi-user decoding. The paper also validates the proposed architecture numerically, as well as experimentally.

start transmitting symbol sequence in such a way that all signals arrive to the BS simultaneously.

Carrier frequency offset (CFO) can be considered as one of the most common impairments found in a practical communications system. CFO occurs when the frequency is not stable in the transmitter and the receiver oscillators, and also due to the Doppler effect as the transmitter or the receiver is moving [7]. This CFO leads to a large amount of multiple access interference in the uplink NOMA system, since CFO misaligns the sub-carriers in the frequency domain. Therefore, CFO estimation and compensation becomes necessary.

When it comes to the channel estimation of uplink NOMA, base station (BS) has to estimate the channel parameters of all the uplink users when more than one user share the same time, frequency, and spreading code. For the downlink NOMA, channel estimation is a trivial task, since UE only has to estimate the channel between the UE and the BS. However, by exploiting the channel reciprocity, BS can determine the uplink channel when UE estimates the downlink channel and transmit it back to the BS through a feedback channel. This method is mainly applicable for time division duplex (TDD) systems that use the same frequency for the uplink and the downlink. Also, using channel reciprocity for channel estimation leads to many practical difficulties, due to the non-symmetric characteristics of the RF front-end circuitry at the receiver and the transmitter [8]. In [9], authors propose an iterative channel estimation method by introducing a trellis-based channel estimator for uplink NOMA.

Our proposed scheme is significantly different to [3, 5, 9], and our contributions can be summarized as follows. The uplink users estimate the CFO by using a reference signal transmitted by the BS and compensate it at the radio frequency (RF) front-end. The reference signal adopts the primary synchronization signal (PSS) of LTE. We design a novel preamble for each uplink NOMA user, and then, and it is appended to every frame before it is transmitted through the air. This preamble will be used for time synchronization, and channel estimation at the BS. Also, a low-complexity, iterative linear minimum mean squared error (LMMSE) detector has been implemented for multi-user decoding [10]. Our proposed architecture is suitable for a frequency division duplex (FDD) uplink NOMA system, where the uplink frequency is different from the downlink, and hence channel reciprocity does not apply. The paper also validates the proposed architecture...
numerically, as well as experimentally through a software-defined radio (SDR) implementation. Furthermore, experimental validation of uplink NOMA is not common in the literature, and can be highlighted as another major contribution of this paper.

The paper organization is as follows. The system architecture is discussed in Section II. Section III discusses the proposed time synchronization and channel estimation method. Then, in Section IV we validate the proposed scheme through simulations, and Section V shows that the proposed methodology can be in fact implemented on hardware, and the experimental results are given to further validate our results. Section VI concludes the paper.

II. SYSTEM ARCHITECTURE

We consider an uplink NOMA system consisting of a base station (BS) and $M$ users that simultaneously transmit information to the BS on the same frequency. As we have depicted in Fig. 1, the data sequence of the $m$-th user is encoded by a low rate encoder into a $L$-length codeword. The use of the low rate encoder is to spread the data over a large bandwidth, since it guarantees a certain robustness against multipath propagation [11]. Then, the codeword is interleaved by the interleaver $\Pi_m$ to reduce the effect of burst errors. Each user has its own unique interleaving pattern, and it is known a priori at the BS. Next, the interleaved sequence is mapped to a constellation, and then, it is modulated by a digital modulation scheme. Preamble is appended to the modulated signal before it is transmitted through the air.

It is well known that CFO is one of the most common impairments found in a practical communication system. Moreover, CFO leads to a large amount of multiple access interference in the uplink NOMA system, since CFO misaligns the sub-carriers in the frequency domain. Therefore, CFO estimation and compensation (CFO synchronization) becomes necessary. In practice, there are two common ways of CFO synchronization, i.e., uplink users estimate the CFO by using a reference signal transmitted by the BS and compensate it at the radio frequency (RF) front-end, or the BS estimates the CFO using the signals transmitted by uplink users and compensates it in the signal domain. For a uplink NOMA system, obviously the first method is easy to implement. Therefore, in our implementation, uplinks users perform CFO synchronization when BS transmits a reference signal.

After CFO synchronization, it is necessary to ensure that the symbols transmitted by the superimposed users are time-aligned at the BS. Therefore, uplink users should arrange their timing advance in such a way that all signals arrive to the BS simultaneously. In LTE, the BS continuously estimates the timing offset of each UE and adjusts the uplink transmission timing by sending the value of timing advance to the respective uplink user. Also, it is well known that the channel estimation is a vital part in the receiver designs. However, in uplink NOMA, when the multiple users share the same time, frequency, and spreading code, estimating the timing offsets and channels are not straightforward when compared to a non-NOMA system (e.g. LTE). Therefore, in this implementation, we design an unique preamble for each user $m$, which can be used to estimate the time offsets and the channels between the users and the BS in an uplink NOMA system.

We consider a low complexity iterative linear minimum mean squared error (LMMSE) detection [10]. After the time synchronization and the channel estimation are done, elementary signal estimator (ESE) calculates initial course estimates for the decoding process by jointly processing the signals of all users. We use the LMMSE estimator as the ESE. Also, the input to the ESE is the soft-demodulated output of the received composite signal, channel estimates, and a priori probability of occurrence of a symbol. ESE produces a soft outputs, which is given as input to the corresponding decoders. Decoder performs an extrinsic probability decoding in order to improve the estimates provide by the ESE. The ESE and decoders work in iterative manner to improve the results. Moreover, both ESE and decoders are based on soft in soft out principle. Each decoder handles data for a single user only, hence the complexity of a decoder is independent of the number of users.
In the next section, we will discuss how the proposed preamble is designed, and how it can be used to estimate the time offsets and the channels between the users and the BS in an uplink NOMA system.

III. CHANNEL ESTIMATION AND TIME SYNCHRONIZATION

We will first present the proposed scheme for the channel estimation to draw useful insights, assuming there are \( M \) uplink users and perfect time synchronization, and then, we will extend the proposed scheme to the general case of having time misaligned users, where we want to estimate timing offset of each user.

As we have depicted in Fig. \[ \text{Fig. 1} \] the symbol block \( Z_m = [Z_m(0), Z_m(1), \ldots, Z_m(N-1)] \) of the preamble for the \( m \)-th user is generated in the frequency domain (FD). Then, the discrete time (DT) signal \( Z_m = [z_m(0), z_m(1), \ldots, z_m(N-1)] \) is obtained by taking the \( N \)-point inverse discrete Fourier transform (IDFT), where

\[
z_m(n) = \frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} Z_m(k) \exp \left( j \frac{2\pi nk}{N} \right).
\]

A cyclic prefix (CP), which is a copy of the last \( L \) symbols of the block \( z_m \), is pasted in front of the block \( z_m \), and the resulting signal can be written as

\[
z_m(n) = \begin{cases} z_m(n + N - L), & 0 \leq n < L \\ z_m(n - L), & L \leq n < L + N - 1 \end{cases}.
\]

Next, the DT signal \( \tilde{z}_m = [\tilde{z}_m(0), \tilde{z}_m(1), \ldots, \tilde{z}_m(N-1)] \) is appended to each frame before it is transmitted through the air.

To this end, CP works as a guard interval between subsequent blocks, avoiding the inter symbol interference (ISI) due to multipath fading. Therefore, if the length of the CP is longer than the maximum delay spread (\( L_p \) symbols) of the channel, i.e., \( L > L_p \), or in other words, longer than the channel impulse response, ISI is prevented. Also, the use of the CP converts the DT linear convolution between the transmitted signal \( \tilde{z}_m(n) \) and the \( m \)-th user’s channel impulse response \( h_m = [h_m(0), h_m(1), \ldots, h_m(L_p - 1)] \) into a DT circular convolution. Hence, the received signal can be modelled as a circular convolution between the channel impulse response and the transmitted data block [12]. Thus, assuming that uplink users have compensated the CFO, the received composite signal of the \( M \) users at the BS can be written as

\[
y(n) = \sum_{m=1}^{M} L_p^{-1} h_m(l) \tilde{z}_m(n - l) + v(n),
\]

where \( 0 \leq n < N + L + L_p - 1, \) and \( v(n) \) represents the effect of noise. After the removal of the CP by taking the \( N \) samples starting from the \( L \)-th sample point, we have

\[
y(n) = \tilde{y}(n + L) = \sum_{m=1}^{M} L_p^{-1} h_m(l) \tilde{z}_m(n - l) + v(n + L) = \sum_{m=1}^{M} L_p^{-1} h_m(l) z_m(n - l) + v(n + L),
\]

where \( 0 \leq n < N \). It should be noted that \( z_m(n) \) is periodic with period \( N \) due to the use of CP.

After applying the FD matched filter to \( y(n) \) with the first user’s preamble sequence \( Z_1(k) \), the resultant signal can be written as

\[
G(k) = \frac{1}{\sqrt{N}} \sum_{n=0}^{N-1} y(n) \exp \left( -j \frac{2\pi nk}{N} \right) \circ \frac{1}{\sqrt{N}} Z_1^*(k) = \frac{1}{\sqrt{N}} \sum_{m=1}^{M} H_m(k) \circ Z_m(k) + V(k) \circ Z_1^*(k) = H_1(k) + \sum_{m=2}^{M} H_m(k) \circ Z_m(k) \circ Z_1^*(k) + \frac{1}{\sqrt{N}} V(k) \circ Z_1^*(k),
\]

where \( \circ \) denotes element-wise multiplication, \((\cdot)^*\) denotes complex conjugate,

\[
H_m(k) = \frac{1}{\sqrt{N}} \sum_{l=0}^{L_p-1} h_m(l) \exp \left( -j \frac{2\pi lk}{N} \right) = \frac{1}{\sqrt{N}} \sum_{n=0}^{N-1} \hat{h}_m(n) \exp \left( -j \frac{2\pi nk}{N} \right),
\]

when

\[
\hat{h}_m(n) = \begin{cases} h_m(n), & 0 \leq n < L_p \\ \hat{h}_m(n), & L_p \leq n < N \end{cases},
\]

and \( W_m(k) = Z_m(k) \circ Z_1^*(k) \). It should be noted that \( \hat{h}_m(n) \) only has non-zero values at the first \( L_p \) time indices. This is because \( L_p \) is the maximum delay spread of the channel (\( L_p \) is the length of channel impulse response). Now, by taking the \( N \)-point IDFT of (2), we have

\[
g(n) = \frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} G_1(k) \exp \left( j \frac{2\pi nk}{N} \right) = \hat{h}_1(n) + \sum_{m=2}^{M} \hat{h}_m(n) \circ w_m(n) + \hat{v}(n),
\]

where \( \circ \) denotes the cyclic convolution, and \( w_m(n) \) is the \( N \)-point IDFT of \( W_m(k) \).
In (5), there is a cyclic shift on $\tilde{h}_m(n)$ due to the cyclic convolution $\tilde{h}_m(n) \otimes w_m(n)$. To this end, if the cyclic shift on $\tilde{h}_m(n)$ is greater than $L_p(m-1)$, $\{\tilde{h}_m(n)\}_{m=1}^M$ will not overlap each other. This is because $\tilde{h}_m(n)$ only has non-zero values at the first $L_p$ time indices. For example, when $g = [g(0), g(1), \ldots, g(N-1)]$ and the cyclic shift on $\tilde{h}_m(n)$ is $(L_p+1)/(m-1)$,

$$g = [h_1(0), \ldots, h_1(L_p-1), 0, h_2(0), \ldots, h_2(L_p-1), 0, \ldots, h_M(0), \ldots, h_M(L_p-1), 0, \ldots, 0]$$

$$= [h_1, 0, h_2, 0, \ldots, h_M, 0, \ldots, 0].$$

Hence, if we want to recover the channel response of each user $m$, its preamble sequence should be the cyclic shifted version of the first user’s preamble, with the cyclic shift $L_p(m-1)$. According to the $N$-point DFT property, $W_m(k) = Z_m(k) \otimes Z_1^*(k) = \exp\left(j \frac{2\pi L_p(m-1)k}{N}\right)$, i.e.,

$$Z_m(k) = Z_1(k) \exp\left(j \frac{2\pi L_p(m-1)k}{N}\right). \quad (6)$$

Furthermore, we use so-called Zadoff-Chu sequence as the first user’s preamble sequence $Z_1(k)$, i.e.,

$$Z_1(k) = \begin{cases} 
\exp\left(-j \frac{\pi k^2}{N}\right), & N \text{ even} \\
\exp\left(-j \frac{\pi \gamma k(k+1)}{N}\right), & N \text{ odd}
\end{cases}.$$

where $N$ is the length of the sequence, $\gamma$ is the root index relatively prime to $N$, and $k \in \{1, \ldots, N-1\}$. The values of $\gamma$ and $N$ are same for all users belong to the BS. This sequence exhibits a useful property that the cyclically shifted versions of themselves are orthogonal to one another. In addition to that, the cyclic autocorrelation of each sequence results in a single Dirac-impulse at time offset zero $[13]$, see Fig. 2. Therefore, this property allows us to estimate the timing offsets when the uplink users are time misaligned.

In this implementation, we use a maximum likelihood (ML) detector to find the timing offset $\delta_m^*$ of the $m-$th user. Moreover, ML detector finds $\delta_m^*$ that corresponds to the position of the maximum in the correlation between the received signal $y(n)$ and the preamble sequence $z_m(n)$, i.e.,

$$\delta_m^* = \arg \max_\delta \left\{ \sum_{n=0}^{N-1} y(n+\delta)z_m^*(n) \right\}. \quad (7)$$

We should stress that the time offset estimation was mainly possible due to the selection of Zadoff-Chu sequence as the first user’s preamble sequence. BS continuously estimates $\delta_m^*$ and adjusts the uplink transmission timing by sending it to the respective uplink user. In the next section, we will validate our results using numerical evaluations.

IV. NUMERICAL RESULTS

In this section, we present some numerical examples to validate our proposed schemes, and to provide useful insights on uplink NOMA channel learning and low-complexity iterative LMMSE detector. Fig. 3 illustrates the behaviour of the channel estimation error for different SNR values. As expected, for higher SNR values, we have lower mean squared error (MSE) values. The important point to notice in the figure is that the MSE has increased with number of users. However, the loss is rather acceptable given the practicality of the proposed method. Furthermore, figure illustrates that our proposed method allows to achieve significant gains when compared to other works in the literature, even with lower SNR values.

Fig. 4 illustrates the bit error rate (BER) curves of the proposed uplink NOMA scheme. We used the LMMSE estimator as the ESE and the channel estimation was done...
using our proposed scheme. We have simulated the repetition-aided irregular repeat-accumulate (Rep-IRA) code [14] over NOMA. The Rep-IRA code is constructed by parallelly concatenating a rate-1/5 repetition code and a non-systematic IRA code. The degree sequence of the IRA code is \( \lambda(x) = 0.171579x + 0.284322x^2 + 0.030637x^3 + 0.513463x^9 \). The length and the code rate of the Rep-IRA code is 4096 and 0.1, respectively. In the simulation, we assume that each user employs a random interleaver and a quadrature phase-shift keying (QPSK) modulator. We have given two BER curves for each user scenario, i.e., \( M = 2, 5 \), and \( M = 10 \), when the BS estimates the channels using our proposed method, and when the BS has perfect CSI. The figure shows that the gap between two BER curves (perfect CSI curve and imperfect CSI curve) increases with the increase of number of users. However, the BER gaps are not significantly large. Having done the numerical evaluations, we will further validate our proposed architecture experimentally in the next section.

V. EXPERIMENTAL VALIDATION

Our experimental setup consists of a BS and two users, see Fig. 5. The two uplink users and the BS have been implemented using SDRs in conjunction with laptops having Ubuntu 14.04. The other system parameters used in our implementation is summarized in Table I. All the real-time signal processing tasks, i.e., CFO synchronization, time synchronization, channel estimation, modulation, soft-demodulation, were performed on laptops using the GNU Radio framework, an open-source software development tool-kit which facilitates us to implement signal processing modules for SDRs. USRP hardware driver (UHD) is the interface between GNU Radio and SDR. However, our current uplink NOMA system has not been sufficiently integrated, BS can not operate with all the necessary functions in real time for the iterative decoding process. Therefore, offline experiments has been carried out for evaluating the over-the-air performance of uplink NOMA, where the soft-demodulated data and the channel estimates are dumped to a file by the BS, and then, which are used to recover the user transmit data using a simulation program.

| Transmission mode | System Configuration |
|-------------------|----------------------|
| BS (SDR) | USRP B210 |
| UE5 (SDR) | USRP 2920 |
| USRP hardware driver (UHD) | 3.8 |
| Channel estimation & Time synchronization | Cyclically shifted preambles |
| CFO synchronization | Primary Synchronization Signal (LTE) |
| Channel coding | Turbo Hadamard |
| Carrier frequency | 915MHz |
| Detector | LMMSE |
| Modulation scheme | SC-FDMA with BPSK symbols |

Our intended uplink NOMA transmission procedure is given in Fig. 6. Firstly, the BS broadcasts the reference signal for CFO synchronization. The reference signal adopts the primary synchronization signal (PPS) of LTE. To this end, each UE estimates the CFO and compensates it by adjusting its local oscillator frequency. Next, UEs transmit the time synchronization signal, which has been generated by appending the preamble to a dummy data sequence. The BS estimates the timing offset of each UE and adjusts the uplink
transmission timing by sending the value of timing advance to the respective uplink user. This time synchronization step can be repeated several times until the symbols transmitted by the superimposed users are time-aligned at the BS. Finally, UEs start the uplink transmission, BS performs channel estimation, soft-demodulation, and iterative information decoding.

Fig. 7 illustrates the eye diagram, which is the all possible realisations of the received signal of interest viewed within a particular signalling interval. An open eye pattern corresponds to minimal signal distortion. To this end, Fig. 7(a) is the eye diagram when the two users are not well synchronized (time/CFO). The closure of the eye pattern is evident that there is a high distortion in the received signal. We can see an open eye pattern, when we use our proposed uplink NOMA scheme, see Fig. 7(b). The optimal sampling time of a symbol is the midpoint of an eye. Also, having the optimal sampling time allows us to do the soft-demodulation accurately, and it increases the system performance. Furthermore, we calculated BER values (0.1 ∼ 0.001) through our extensive experiments. These BER values are rather acceptable given the practicality of the proposed system.

VI. CONCLUSIONS

This paper has presented an over-the-air implementation of an uplink NOMA system, which is not common in the literature. We have discussed most common practical difficulties, when it comes to a real world uplink NOMA implementation, while providing solutions to most important problems, i.e., carrier frequency offset (CFO) synchronization, time synchronization, and channel estimation. The implemented CFO synchronization method adopts the primary synchronization signal of LTE. We proposed a novel preamble architecture for uplink NOMA users, and it is used for time synchronization and channel estimation of the system. Also, a low-complexity, iterative LMMSE detector was implemented for multi-user decoding. The paper also validates the proposed architecture numerically, as well as experimentally through a SDR implementation. Further analytical and experimental results related to the proposed architecture will be presented in future work.