Algorithm for predicting the evolution of series of dynamics of complex systems in solving information problems
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Abstract. In the development of information, systems and programming to predict the series of dynamics, neural network methods have recently been applied. They are more flexible, in comparison with existing analogues and are capable of taking into account the nonlinearities of the series. In this paper, we propose a modified algorithm for predicting the series of dynamics, which includes a method for training neural networks, an approach to describing and presenting input data, based on the prediction by the multilayer perceptron method. To construct a neural network, the values of a series of dynamics at the extremum points and time values corresponding to them, formed based on the sliding window method, are used as input data. The proposed algorithm can act as an independent approach to predicting the series of dynamics, and be one of the parts of the forecasting system. The efficiency of predicting the evolution of the dynamics series for a short-term one-step and long-term multi-step forecast by the classical multilayer perceptron method and a modified algorithm using synthetic and real data is compared. The result of this modification was the minimization of the magnitude of the iterative error that arises from the previously predicted inputs to the inputs to the neural network, as well as the increase in the accuracy of the iterative prediction of the neural network.

1. Introduction

In the development of information systems and programming in solving problems of forecasting the state of the system and, accordingly, to implement the possibility of influencing the development of the dynamic system, neural network methods have recently been applied. They are used where it is necessary to forecast parameters and parameters of the system for some pre-emptive period. Neural network methods are more flexible than existing analogues and are capable of accounting for the nonlinearities of series. Now, there is a wide variety of approaches to predicting the series of dynamics, for example, the use of statistical methods described in [1-10]. Of particular popularity recently acquired more flexible, in comparison with existing analogs, and capable of taking into account the nonlinear nature of the series of dynamics, neural network methods, for example, presented in [11-17]. When predicting the dynamics series, various neural network approaches, such as the use of recurrent neural networks, the use of generalized regression neural networks (the GRNN method), the use of RBF networks, the use of multilayer perceptrons [18-23] are also used. In order to obtain the maximum forecasting effect, several approaches and different types of neural networks are usually used at once. In this paper, we offer a unifying approach to predicting the series of dynamics, including the method of training neural networks, the method of describing and presenting input data,
based on approaches to forecasting based on a multilayer perceptron. The proposed method can act both as an independent approach to predicting the series of dynamics, and be one of the parts of the forecasting system.

2. Statement of the problem with the traditional method of describing a number of dynamics
The predicted series of dynamics can be specified in the form of some sequence:

\[ x_1, x_2, \ldots, x_t. \]  

(1)

It is required to define its continuation in the form:

\[ x_{t+1}, x_{t+2}, \ldots \]  

(2)

In this case, the predicted nonlinear model can be defined as follows:

\[ x_t = F(x_{t-1}, x_{t-2}, \ldots, x_{t-k}), \]  

(3)

where \( t = k + 1, \) \( n; \) \( F \) – nonlinear functional dependence, constructed on the basis of artificially created neural network; \( k \) – the size of the sliding window, numerically equal to the number of neurons entering the network \( n \).

To predict a number of dynamics for given values, a **multilayer perceptron** (MLP, Multilayer Perceptron) can be used as the main architecture. In [24] it was proved that an artificially created neural network could approximate with any desired accuracy any continuous function. Another no less important characteristic of a multilayer perceptron is the possibility of generalizing information that is in the set of training. Thus, the multilayer perceptron is a powerful tool for predicting the evolution of the series of dynamics of complex systems. In fig. 1 shows a multilayer perceptron used in the present work to predict the evolution of the series of dynamics.

![Figure 1. The multilayer perceptron.](image)

When using the traditional method of describing the predicted series of dynamics, only the previous values (1) set in the sequence will be taken into account in predicting subsequent values. In
the present work, the prediction was carried out on images that differed from the sample of images fed from the set of training. To ensure the correct functioning of the neural network, it is required to normalize the input data. There are many options for carrying out such an operation. Some of the best results are achieved by projecting the domain of the definition of the set of input data \((1)\) into a segment \([0; 1]\).

3. Statement of the problem with a modified method for describing a number of dynamics
This method consists in a special approach to learning the neural network in forecasting, as well as in a special way of specifying the input data set. At the first stage of the evolution prediction, the following transformation of a number of dynamics is performed.

1. In a number of dynamics only the extremum values are chosen for forecasting: the maximum points and the minimum points.
2. The value at the extremum point and the time interval that has elapsed since the appearance of the previous extremum value are time-value pairs, which are further used as inputs to the neural network. In fig. 2 shows a method for specifying time-value pairs.

Thus, to construct a neural network as input data, it is expedient to use the values of a number of dynamics at the extremum points and time values corresponding to them and formed on the basis of the sliding window method. As a result, time-value pairs \(n\) are formed and fed to the network input, which are the values of a number of dynamics. Each such pair includes the value at the very extremum, and the time interval elapsed from the previous extremum to the moment of the present appearance. The output layer in the multilayer perceptron, respectively, contains both series of such values, and the output is as follows:

\[
x_{n+1} = F(x_1, x_2, ..., x_n),
\]

\[
t_{n+1} = F(t_1, t_2, ..., t_n).
\]

In fig. 3 is an image of the implemented neural network architecture.

The proposed modification of the approach to learning a neural network is that the classical traditional neural network learning process is first conducted on the basis of the accepted master sample data, and then the training is based on a sample of the predicted data. The result of this modification is the minimization of the error value resulting from the previously predicted inputs to the inputs to the neural network, the so-called iterative error. As a result, the learning process of a neural network is first performed on reference values, and then, once the iterative error reaches an acceptable level, the learning process of the neural network is started on the predicted data. The result of this approach is a reduction in the forecast error as a whole, as well as an increase in the accuracy of the iterative prediction of the neural network.
4. Results of the experimental study

In the course of the experimental study of the proposed approach, the evolution of chaotic series of dynamics based on the use of a multilayer perceptron with the use of synthetic data, as well as the use of real data, was predicted. As an explored chaotic system of synthetic data, the Enon attractor was used. To describe the Enon process, the following equations are applied:

\[
\begin{aligned}
  x_{n+1} &= 1 - \alpha \cdot x_n^2 + y_n \\
  y_{n+1} &= \beta \cdot x_n
\end{aligned}
\]

where the coefficients of the chaotic behavior of the system are \( \alpha = 1.4 \), \( \beta = 0.3 \).

In fig. 4 shows the first 200 elements of the Enon dynamics series.

The coordinate \( X \) of a number of dynamics of Enon is applied as a set of input data. When demonstrating the evolution of the series in the process of training the neural network, the first 400 elements of a series of dynamics and 300 elements other than the elements involved in training were used. The neural network was trained on the basis of the sliding window method. The forecasting process was performed on data that was different from the elements in the set of data used in training the network. This is necessary in order to make the results compare more clearly. The work used a multi-step and one-step forecast types. A one-step forecast is necessary for short-term forecasting of evolution, forecasting one step in time. When implementing this type of forecasting, only the reference actual data was used. Inputs from the neural network were fed from the data sample for forecasting. In fig. 5 is a diagram of a short-term one-step forecast of a number of dynamics.
Figure 5. Scheme of short-term one-step forecasting of the evolution of a number of dynamics.

A multi-step view of predicting the evolution of the dynamics series, carried out by repeating the iterations, was carried out using a series of data obtained at the output from the previous stage of the forecasting process. In fig. 6 is a diagram of a long-term multi-step forecast of a number of dynamics. Estimation of the quality of forecasting the evolution of a number of dynamics was carried out using the MAP (Mean absolute percentage error) error and the MSE total root-mean-square error. The MAPE error is the average absolute error expressed in percentages and, as a rule, is used to estimate the accuracy of predicting the dynamics series for large volumes of statistical data. The calculation of the MARE error was carried out using the formula:

$$\text{MAPE} = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{A_i - F_i}{A_i} \right|,$$  

where $A_i$ – real value of the data set; $F_i$ – the value obtained as a result of predicting the evolution of a number of dynamics.

Calculation of the mean square error MSE was carried out by the formula:

$$\text{MSE} = \frac{1}{2n} \sum_{i=1}^{n} (A_i - F_i)^2.$$  

When predicting the evolution of a number of dynamics of Enon with the help of the classical algorithm of a multilayer perceptron, the neural network showed the best results using architecture 28-12-1.

Figure 6. Scheme of long-term multi-step prediction of the evolution of a number of dynamics.

In single-step forecasting, the results of forecasting are presented in fig. 7, the average value of the MAPE error was 38.4%, and the average MSE error was 0.033. In fig. 7, in order to better visualize the calculated data, only the first 20 values obtained are shown.
In the multi-step prediction of the evolution of the dynamics series due to iteration repeatability under the classical algorithm of the multilayer perceptron, the average value of the MAPE error was 237.2%, and the average MSE error value was 0.96. The results of multi-step prediction of a number of Enon dynamics are shown in fig. 8. For the best visibility of the calculated data in fig. 8 only the first 20 predictions are shown.

![Figure 7](image7.png)

**Figure 7.** Results of a one-step prediction of a number of dynamics of Enon using the classical algorithm of a multilayer perceptron.

![Figure 8](image8.png)

**Figure 8.** Results of multi-step prediction of a number of dynamics of Enon using the classical algorithm of a multilayer perceptron.

The results obtained for the short-term one-step and long-term multi-step prediction of the evolution of the dynamics series indicate the possibility of using the traditional classical multi-layer perceptron method for short-term one-step prediction of the evolution of a number of dynamics and the impossibility of using it for long-term forecasting, since by the fifth step of the iteration the MARE error was 125.9%.

The proposed modified forecasting method is implemented using the network architecture 30-13-2 and using the sigmoid function of nonlinear transformations in the output and hidden layers. In fig. 9 presents the results of a one-step short-term forecast. The average value of the MARE error was 37.1%, and the average value of the MSE error was 0.086. For the best visibility of the calculated data, only the first 20 values obtained as a result of the prediction are shown.
Figure 9. Results of a one-step short-term prediction of a number of dynamics of Enon using a modified algorithm of a multilayer perceptron.

As can be seen from comparing the values of the MARE error criterion for the classical and modified methods, the neural network performs a prediction with the modified algorithm more accurately than with the help of the classical algorithm. The MAPE error is 38.4%. Further, a multi-step long-term iterative forecasting study was conducted, since the main goal of the proposed modified training is to minimize the error of the iteration. The experimental results for the first 20 values are shown in fig. 10. The average value of the MAPE error was 47.7%, and the average MSE error value was 1.159. As can be seen from fig. 10, the forecast accuracy for 20 values is small, but there is no accumulation of the error value as a whole. That is, the received error value is kept constant throughout the entire duration of the prediction process. It does not increase.

Figure 10. Results of multi-step prediction of a number of dynamics of Enon using a modified algorithm of a multilayer perceptron.

In order to confirm this conclusion, fig. 11 shows calculated and reference data for 120 consecutive iterations. Thus, an estimation of the prediction error by 120 steps forward is made. Based on the data presented, it can be concluded that the quality of the iterative training of the neural network is quite high. In addition to this statement, the average value of the MARE error, which is 47.6%, is indicative.
Therefore, we can assume that the modified algorithm with multi-step prediction shows much better results than the classical algorithm of the multilayer perceptron. For clarity of comparison, the results of the study are shown in table 1 and 2. Table 1 shows the values of the MARE error criterion, and in table 2 – the values of the MSE error criterion.

![Figure 11. Estimation of the prediction error at 120 consecutive iterations of the modified multilayer perceptron algorithm.](image)

**Table 1. Values of the MARE error**

| Type of algorithm    | Method of forecasting       | one-step short-term forecast | multi-step long-term forecast |
|----------------------|-----------------------------|------------------------------|-------------------------------|
| Multilayer Perceptron|                             | 38.4%                        | 237.2%                       |
| Modified algorithm   |                             | 37.1%                        | 47.7%                        |

**Table 2. MSE error values**

| Type of algorithm    | Method of forecasting       | one-step short-term forecast | multi-step long-term forecast |
|----------------------|-----------------------------|------------------------------|-------------------------------|
| Multilayer Perceptron|                             | 0.033                        | 0.96                          |
| Modified algorithm   |                             | 0.086                        | 1.159                         |

Verification of the operability and quality level of the proposed modified algorithm was carried out on the real experimental data proposed in [25]. For this purpose, a perceptron with architecture 28-13-1 with sigmoid function of nonlinear transformations, activating neurons in the output and hidden layers was considered. As training data, the first 400 elements of the proposed series of dynamics were taken, which was 60% of all available elements. In order to assess the quality of the forecast, the remaining 40% of the series was used. With a one-step short-term forecast, the average MAP error obtained was 63.4%, and the average MSE error was 296.823. The results of the forecast for the first 20 values are shown in fig. 12.
Figure 12. The results of a one-step prediction of a number of dynamics on the basis of real data using the classical algorithm of a multilayer perceptron.

Comparison of the shape of the graphs presented in fig. 12, as well as the average value of the MSE error, indicates that this architecture can not be applied to such forecasts due to a sufficiently large amount of error occurring at the first step of the prediction. Next, we will consider the application of the proposed modified multilayer perceptron algorithm for a one-step short-term prediction based on the 30-13-2 network architecture. Based on the results of the prediction of the evolution of a number of dynamics on the basis of real data, presented for 20 values in fig. 13, the average value of the MAPE error was 31.8%, and the average value of the MSE error was 72.04.

Figure 13. Results of a one-step short-term forecasting of a number of dynamics on the basis of real data using the modified algorithm of a multilayer perceptron.

The use of the modified forecasting algorithm gives better results, in favor of which low values of the MARE error criterion testify. Based on this, it can be concluded that this neural network architecture can be used for short-term one-step forecasting of the dynamics series.

The results of multi-step prediction of a number of dynamics using the modified multilayer perceptron algorithm for the first 20 values are shown in fig. 14. The average value of the MARE error criterion for this algorithm was 27.8%, and the mean value of the MSE error criterion was 34.02. Comparing these results with those for the classical algorithm (the average value of the MAPE error is 68.953%, the average value of the MSE error is 332.197), one can conclude that the proposed
modified algorithm for predicting the evolution of the dynamics series in comparison with the classical algorithm is undeniable.

![Graph showing multi-step prediction of dynamics series](image)

**Figure 14.** The results of multi-step prediction of a number of dynamics on the basis of real data using the modified algorithm of a multilayer perceptron.

5. **Conclusion**

The paper proposed a unifying approach to forecasting the series of complex system dynamics, which includes a method for training neural networks, a method for describing and presenting input data, based on approaches to forecasting based on a multilayer perceptron. In the course of the research it was shown that the modified neural network algorithm is able to compete with existing analogs presented in [18-26]. It is flexible enough compared to existing analogs [24-26] and has the ability to take into account the nonlinearity of a complex chaotic system. As inputs to the construction of a neural network, it is suggested to use the values of a number of dynamics at the extremum points, as well as the corresponding time values obtained by computation using the sliding window method. This algorithm can be used both as an independent approach to predicting the series of dynamics, and as part of the forecasting system. The efficiency of predicting the evolution of the dynamics series for a one-step and multi-step forecast based on the classical multilayer perceptron method and on the basis of the modified algorithm considered is compared. For comparison, synthetic chaotic data were used, as well as real data obtained from experiments [10, 14, 22].

Thus, the study showed that the modified algorithm of the multilayer perceptron is a powerful tool for predicting the evolution of chaotic series of the dynamics of complex systems. The result of this modification is to minimize the criterion of the iterative error that occurs when the previously predicted data is applied to the inputs of the neural network. A positive result is an increase in the accuracy of the iterative prediction of the neural network.

**References**

[1] Shah S, Jani H and Shetty S 2013 *International Journal of Computer Applications* **5** pp 17-23

[2] Tatyankin V M 2014 Algorithm for forming the optimal architecture of a multilayer neural network *A new word in science: development prospects: materials III international. scientific-practical Conf*. pp 187-188

[3] Golovko V A, Kroshchanka A, Rubanau U and Jankowski S 2014 Learning Technique for Deep Belief Neural Networks *Neural Networks and Artificial Intelligence* (Moscow: Communication in Computer and Information Science) pp 136-146
[4] Scholz M, Fraunholz M and Selbig J 2008 Nonlinear principal component analysis: neural network models and applications *Principal manifolds for data visualization and dimension reduction*. (Berlin: Springer Berlin Heidelberg) pp 44-67

[5] Erhan D, Bengio Y, Courville A, Manzagol P-A, Vincent P and Bengio S 2010 Why does unsupervised pre-training help deep learning? *Journal of Machine Learning Research* 11 pp 625-660

[6] Hinton G, Osindero S and Teh Y 2006 A fast learning algorithm for deep belief nets *Neural Computation* 18 pp 1527-1554

[7] Bengio Y, Lamblin P, Popovici D and Larochelle H 2007 Greedy layer-wise training of deep networks *Advances in neural information processing systems* (MA: MIT Press, Cambridge) pp 153-160

[8] Hinton G 2002 Training products of experts by minimizing contrastive divergence *Neural Computation* 14 pp 1771-1800

[9] Bengio Y 2009 Learning deep architectures for AI *Foundations and Trends in Machine Learning* 2 pp 1-127

[10] Barkalov S A, Dushkin A V, Kolodyazhny S A, Novoseltsev V I and Sumin V I 2017 *Introduction to the System Analysis* (Moscow: Hot Line –Telecom) p 234

[11] Dushkin A V, Kravchenko A S, Novoseltsev V I, Smolentseva T E and Sumin V I 2014 *Mathematical Models and Information Processes of Management of a Difficult Object* (Voronezh: Scientific book) p 125

[12] Mansourabad A, Beheshiti M and Simab M 2013 A Hybrid PSO-Fuzzy-PID Controller for Gas Turbine Speed *International Journal of Control and Automation* 1 pp 48-56

[13] Fixations S, Fixations H and Riche N 2013 State-of-the-Art and Study of Comparison Metrics *IEEE International Conference on Computer Vision (ICCV)*: proceedings (Sydney: IEEE) pp 1153-1160

[14] LeCun Y and Bengio Y 2015 *Deep Learning* (Hinton) 521 pp 436-444

[15] Golovko V, Kroishchanka A, Turchenko V, Stanislaw J and Treadwell D 2015 A New Technique for RESTRICTED Boltzmann Machine Learning *Proceedings of the 8 IEEE International Conference IDAACS-2015* (Warsaw) pp 182-186

[16] Jankowski S, Szymanski Z, Dziomnin V, Golovko V and Barcz A 2016 Deep learning classifier based on NPCA and orthogonal feature selection *Proceedings of the International Conference on Photonics Applications in Astronomy, Communications, Industry, and High-Energy Physics Experiments* pp 5-9

[17] Borji A 2013 Analysis of scores, datasets and models in visual saliency prediction *IEEE International Conference on Computer Vision (ICCV)*: proceedings (Sydney: IEEE) pp 921-928

[18] Ramik D M 2012 *Contribution to complex visual information processing and autonomous knowledge extraction: application to autonomous robotics*: Ph D thesis (Paris: Universite Paris-Est) p 176

[19] Hinton G 2010 *A practical guide to training restricted Boltzmann machines* (Toronto: Machine Learning Group, University of Toronto) p 123

[20] Kachurka V 2015 Visual Saliency Based Approach to Object Detection in Computer Vision Systems: Real Life Applications *Intelligent Data Acquisition and Advanced Computing Systems (IDAACS): proceedings* (Warsaw: IEEE) 1 p 239-245

[21] Hinton G and Salakhutdinov R 2006 Reducing the dimensionality of data with neural networks *Science* 313 (5786) pp 504-507

[22] Golovko V 2016 Deep Neural Networks: A theory, application and new trends *Proceedings of the 13-th International Conference on Pattern recognition and Information Processing* (Minsk: publishing Center of BSU) pp 33-37

[23] Kachurka V 2014 A Statistical Approach to Human-Like Visual and Saliency Detection for Robot Vision: Application to Wildland Fires Detection *Communications in Computer and
Information Science vol. 440: Neural Networks and Artificial Intelligence (Springer International Publishing) pp 124-135

[24] Tatyankin VM 2014 Modified algorithm for back propagation of error Priority directions of development of science and education: materials III international scientific-practical Conf. (Cheboksary: CNS Interactive Plus) pp 124-131

[25] Golovko V, Artsiomenka S, Kisten V and Evstigneev V 2015 Towards Automatic Epileptic Seizure Detection in EEGS based on Neural Networks and Largest Lyapunov Exponent International Journal of Computing 14 pp 36-47

[26] Dziomin UA, Kabyshe A, Stetter R and Golovko V 2015 Multi-Agent Reinforcement Learning Approach for the Efficient Control of Mobile Robots Advanced in Robotics and Collaborative Automation (River Publishers) pp 123-146