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MIE-NSCT: Adaptive MRI Enhancement Based on Nonsubsampled Contourlet Transform
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Image enhancement technology is often used to improve the quality of medical images and helps doctors or expert systems identify and diagnose diseases. This paper aimed at the characteristics of magnetic resonance imaging (MRI) with complex and difficult-to-enhance details and to propose a nonsubsampled contourlet transform (NSCT)-based enhancement algorithm called MIE-NSCT. NSCT was used for MRI sub-band decomposition. For high-pass sub-bands, four fuzzy rules were proposed to enhance multiscale and multidirectional edge contour details from adjacent eight directions, whilst for low-pass sub-bands, a new adaptive histogram enhancement algorithm was proposed. The problem of noise amplification and loss of details during the enhancement process was solved. The algorithm was verified on the public dataset BraTS2017 and compared with other advanced methods. Experimental results showed that MIE-NSCT had obvious advantages in improving the quality of medical images, and high-quality medical images showed enhanced performance in grading tumour. MIE-NSCT is suitable for integration into an interactive expert system to provide support for the visualization of disease diagnosis.

1. Introduction

Medical images could visually and noninvasively describe the structure of the human body. With the continuous development of medical imaging technology, the reliance of disease detection and diagnosis on the information provided by medical images continues to increase [1]. Experienced radiologists and clinicians could obtain useful information, such as the shape and texture of certain tissue organs, from medical images to diagnose and identify complex diseases. The kinds of medical imaging include CT, magnetic resonance imaging (MRI), and ultrasound. MRI could provide a wealth of physiological tissue information because of its great advantages in soft-tissue imaging. However, the original MRI is usually affected by factors, such as equipment and acquisition conditions in the imaging process, thus resulting in image quality degradation [2]. Noise, artifacts, and low contrast are the main problems of MRI. Low-quality medical imaging could affect the postprocessing of images and the diagnosis by doctors [3].

Medical image enhancement technology has become one of the key technologies that make up the computer-aided design system [4]. Medical image enhancement involves the modification of images to discover missing features [5]. By using computer technology to enhance medical images, the edge and detailed characteristics of the region of interest (ROI) could be highlighted [6], the contrast between ROI and background could be improved, and the foundation for medical image recognition, feature extraction, and organ segmentation could be laid [7]. The image enhancement technology is divided into two main categories in accordance with the scope of the processing object: spatial domain enhancement method and spatial frequency domain enhancement method [8].
The object of the spatial domain enhancement method is the grey value of the images, and the core lies in the selection strategy of the mapping transformation function. This method has a great application in contrast improvement effect. However, it may lead to excessive enhancement when the histogram is multi peak. Due to the unique fuzzy properties of medical images, many scholars used fuzzy theory in the medical image enhancement. Enhanced image can achieve a good sharpening effect, but the enhancement will also cause noise amplification [9]. With the development of multiresolution technology, many methods based on the spatial frequency domain method have appeared, including wavelet, curvelet, and contourlet. Wavelet transform can decompose the image signal at different scales, but the image is often decomposed into a fixed wavelet base, resulting in the high- and low-frequency information of the image that cannot be distinguished according to the nature of the image, and the direction information is insufficient [10]. Curvelet transform cannot achieve the optimal nonlinear approximation of high-order regular singular edges, and scratches will appear on the edges after image processing [11]. In order to fully obtain the direction information, Wang et al. proposed contourlet transform for medical image enhancement. However, due to the down-sampling process in the Laplacian pyramid and the directional filter bank, the contourlet transform is limited in translation invariance, and this shortcoming may lead to the pseudo-Gibbs phenomenon around the singularity, which reduces the local information and weakens the characteristics of direction selection [12]. Furthermore, Kollem et al. proposed to use nondown-sampled contourlet transform for image enhancement, which has the characteristics of translation invariance so that each pixel of the transformed sub-band corresponds to the pixel of the original image in the same space, while suppressing the interference of new noise [13]. However, it could not distinguish the noise point and it causes noise amplification when transforming, thus making the edge of the enhanced images blurred. It is also not suitable for processing noisy images [14]. The spatial frequency domain enhancement method enhances images indirectly by adjusting the transformation coefficient in the image transformation domain. It has unique advantages in noise decomposition and suppression, but the contrast improvement effect is poor. The edges of the tissue in MRI are blurred, and the contrast is not high. In addition, MRI enhancement needs to improve the contrast whilst suppressing image noise and preserving image detail. However, both methods do not meet the needs of MRI enhancement.

In view of the problem of the loss of details between tissue boundary blur and enhanced images in MRI, a medical image enhancement method based on nonsubsampled contourlet transform (NSCT) called MIE-NSCT was proposed in this article. Firstly, this method utilised the superior multiresolution characteristics and local analysis performance of multiscale analysis. MRI is broken down into low- and high-pass sub-band by using NSCT multistage. Low-pass sub-band contains the contour part of the images, whilst high-pass sub-band contains the detail and edge information in the images. NSCT decomposition could preserve the contour structure of the images. In the low-pass sub-band, images are enhanced based on the histogram. In accordance with the valley value to divide the greyscale segment, each segment of the greyscale transformation enhancement not only considers the phenomenon of sub-block overlap but also enhances the contrast of different parts. In the high-pass sub-band, using the fuzzy theory could characterise the boundary, area, and texture information. It could also suppress noise to a certain extent whilst improving the contrast. Secondly, fuzzy logic is used to extract and enhance the details and edges of the Qualcomm sub-band. Finally, the high- and low-pass sub-bands are reconstructed with inverse NSCT. The core contribution is to build image enhancement on the basis of multiscale decomposition, make full use of the direction information of the image, and divide the multisub histogram by the valley value to reduce the loss of large neighborhood details. The combination of these methods can preserve more details of the original image, thereby improving the quality of the enhanced image. It solves the problem of loss of details that is easy to produce in MRI enhancement. MIE-NSCT not only enhances the detail characteristics of the images but also retains the structured information of the images. Thus, it is a multiscale medical image enhancement method that combines global and local MRI. MIE-NSCT could be clinically used as a pretreatment step for expert systems.

2. Related Works

Medical image enhancement has always been a hotspot in clinical medicine and biomedical engineering. Medical image algorithms are mainly divided into three categories: based on spatial domain, spatial frequency, and deep learning.

(1) Medical image enhancement algorithm based on the spatial domain: Histogram equalization (HE) is the most typical spatial domain enhancement method [15] that could quickly and intuitively improve image contrast. In accordance with the different enhancement regions, the histogram could be divided into global HE (GHE) [16–19] and local HE (LHE) [20–24]. GHE has low computational complexity and good brightness retention effect. However, the single-mapping function ignores the local characteristics of the images, which may overenhance some areas and limit the enhancement effect. In particular, the enhanced images may have blurred edges along with noise. LHE divides the images into blocks and sets a different mapping function for each image sub-block, which could improve the contrast of local areas and solve the problem of excessive enhancement in some areas. A type of the LHE algorithm represented by CLAHE introduces the limit threshold, which limits the contrast to suppress the problem of edge blur caused by noise amplification. However, the images enhanced by the LHE algorithm inevitably have blocking effects, and the continuity of block boundaries could not be
guaranteed. Subramani and Veluchamy [25] proposed a new adaptive fuzzy grey-level difference histogram equalization algorithm. First, the binary similarity mode is used to calculate the grey-level difference of the input image, and then the grey-level difference is blurred to deal with the uncertainty in the input image. After fuzzification, calculate the limit of fuzzy grayscale difference to control the situation where the contrast enhancement is not obvious. Finally, the fuzzy clipping histogram is equalized to obtain a contrast-enhanced medical image, which will inevitably amplify noise. Zhao et al. [26] proposed a medical image enhancement method based on brightness modulation and gradient modulation (LM&GM). The algorithm adjusts brightness and improves contrast by reducing the global dynamic range of the input image. On the basis of brightness modulation, GM is used to enhance the details and texture of the image. The influence of noise cannot be avoided.

(2) Medical image enhancement algorithm based on the spatial frequency domain: The use of multiple domain transformations to enhance images is flexible. Li et al. [27] proposed an image enhancement algorithm based on dual-tree complex wavelet transform (DTCWT) and morphology. DTCWT is used to decompose the image into two parts, low pass and high pass. High-pass images are decomposed in multiple directions and scales, and the optimal threshold is adaptively selected to denoising. The top-hat operator is used to enhance the edge details of the low-pass images. This method could considerably improve the image quality globally and locally. However, given that the low-freqency sub-band is not considered, the contour part of the enhanced images may become more blurred. In addition, for the unique fuzzy characteristics of medical images, Deng et al. [28] proposed a medical image enhancement method based on intuitionistic fuzzy sets. This method uses a global threshold to segment the images and then uses the membership function to exaggerate and blur the images. Subsequently, filtered images are obtained through normalization. Finally, the original images and the filtered images are fused to obtain an enhanced image. However, this kind of method relies on the membership function and fuzzy operator. If the selection is not appropriate, the enhancement effect is heavily affected. Wadhwa and Bhardwaj [29] used the fractional derivative G-L to define two different scale masks to maintain the correlation of adjacent pixels. The input image is divided into edge area, texture area, and smooth area using gradient. For each pixel in the three regions, the order of the fractional derivative is selected, and the input image is framed and masked to obtain an enhanced image. This method enhances the edges and textures of the image while maintaining the smooth area of the image. The amount of calculation is large, and weak edges in the image are omitted, and the enhanced image loses part of the real information.

(3) Medical image enhancement algorithm based on deep learning: This algorithm uses the network to learn a mapping rule, and the original images are enhanced through this rule. Chen et al. [30] proposed a high-resolution reconstruction method-feedback adaptively weighted dense network (FAWDN). A feedback mechanism is used to input low-level features into the hidden unit of FAWDN, and adaptively weighted dense block is used to select convolutional layer features. At present, this method is only applicable to 2D images. Jung et al. [31] proposed a new PVS enhancement algorithm that uses a deep dense network of jump connections for enhancement without parameter adjustment; this algorithm could effectively alleviate the problem of gradient disappearance due to layer depth. Although the effect of deep learning in image enhancement is very good, deep learning training is complex; it requires high data sets, and it is quite time-consuming. Zhu et al. [32] proposed an MRI enhancement method based on visual attention, which enhances the image through contrast adjustment and illumination component maintenance. The outgoing framework includes image generation and image fusion to address the limitations of a single image. Assume that the MRI image is composed of tissue and details. An adaptive attenuation weight matrix based on the input MRI image is designed. A light-preserving image is introduced into the model as compensation for the attenuation image.

In summary, the spatial domain enhancement method focuses on improving the contrast of the images, but it could not suppress noise and edge blur may occur. The spatial frequency domain enhancement method focuses on noise suppression, but the contrast enhancement is weak. Although the image enhancement algorithms based on deep learning work well, they are slow to train and consume more resources. In this paper, an MRI medical image enhancement algorithm combining spatial and frequency domains was proposed. This algorithm combines the advantages of spatial domain enhancement and spatial frequency domain enhancement to suppress noise whilst enhancing image edges and details. It has a good contrast enhancement effect (Algorithm 1) [33].

3. Materials and Methods

The MIE-NSCT’s work of image enhancement is based on image decomposition, which is a multiscale image enhancement method combining global and local MRI. The method is first decomposed into eight high-pass sub-bands and one low-pass sub-band. For high-pass sub-bands, the edge and detail sections are enhanced using fuzzy rules. For low-pass sub-bands, the sections are enhanced using
improved adaptive histogram equalization. Finally, the image is reconstructed using inverse NSCT. The framework of the MIE-NSCT method is shown in Figure 1.

3.1. Decomposition of MRI. Image enhancement aims to improve the overall or partial characteristics of the images, highlight texture details, suppress noise, and make the images easier for human eyes to observe or recognize. However, the difficulty lies in how to suppress image noise whilst improving the contrast. A single-image enhancement method could not achieve both. Comparison showed that the spatial frequency domain image enhancement method has unique advantages in separating and suppressing noise. However, it is inferior in improving image contrast and brightness. The spatial frequency domain image enhancement method acts on the grey level of the images. It could quickly and intuitively increase the contrast and brightness of the images. However, it could not suppress the image noise well. In this paper, spatial frequency domain enhancement methods and spatial domain enhancement methods were combined to improve the MRI quality. NSCT [34] has good multidirectional, multiscale, and multi-resolution decomposition characteristics. It does not down-sample the images, decomposes the image size to be the same, and reduces the edge loss problem very well; it has good translation invariance, and no Burgess effect is present [35]. No false contour could be observed in the decomposition and fusion process, and the edge and detail information of the images could be enhanced. NSCT is very suitable for transformation between the MRI spatial domain and spatial frequency domain.

NSCT is used for multiscale decomposition to obtain the high-pass and low-pass sub-bands of MRI. In the spatial frequency domain, the MRI is continuously divided into high- and low-frequency sub-bands through a nonsubsampled pyramid filter. The high-frequency sub-band is continuously decomposed into multidirectional high-frequency sub-bands through the nonsubsampled directional filter bank. In the decomposition process, the high-frequency sub-band’s multidirectional detail information could be obtained. The image contour information could also be obtained through few nonzero coefficients. The decomposition process is shown in Figure 2.

Algorithm 1: Steps for low-pass sub-band enhancement.

3.2. Low-Pass Sub-Band Enhancement

3.2.1. Valley Segment. The histogram of the low-pass sub-band is the statistics of each part of the images, that is, the nonedge content part of the images, including all the tissues after smoothing the edge. Figure 3(a) shows that the brain tissues mainly include brain grey matter, white matter, and cerebral effusion. Given the different grey levels and cumulative pixel differences of the three tissues, they appear as multiple peaks and valleys in their histograms. In this paper, the trough points in the histogram were filtered as threshold points for the division of different regions, and the contrast between different tissues could be enhanced without affecting the overall contrast. The valley value is defined as follows:

\[ V = \begin{cases} \{i|x_{i-1} < x_i < x_{i+1}\}, \end{cases} \]  

where \( x_i \) is the number of pixels contained in the \( i \)-th grey level and \( V \) is a certain valley point. After all the threshold points, \( V \) is determined for the division of different regions according to the low-pass sub-band histogram; the segment regions are divided by \([V_m, V_n]\) as a grey scale and \( V_m \) as the \( m \)-th trough point.

3.2.2. Change between Segments. After the trough threshold is used to divide the segment area, multiple histogram segments are obtained. The increased grey level of the segment is calculated in accordance with two indicators to enhance the tissue area corresponding to these histogram segments, and the contrast of the segment is improved.

(i) Index 1. Segment length of the current segment area: The longer the segment length is, the more grey levels are affected.

(ii) Index 2. Accumulation of pixels in the current segment area: The larger the accumulated value of the pixels in the segment area is, the more pixels contained in the segment is. The more brain tissue regions are included, the greater the effect on the entire images is.

The two indicators are compared to prevent the images from being overenhanced, and the maximum value is selected as the grey level to increase in the area as follows:
Figure 1: Structure diagram of MIE-NSCT.

Figure 2: MRI decomposition.

Figure 3: MRI decomposition: (a) MRI low-pass sub-band; (b) MRI low-pass sub-band histogram.
\[
W = \begin{cases}
\frac{s_i}{P} \times N, & \frac{s_i}{D} > \frac{d_i}{D} \\
\frac{d_i}{D} \times N, & \frac{s_i}{D} > \frac{d_i}{P}
\end{cases}
\]  

where \( s_i \) is the number of pixels in the \( i \)-th segment, \( P \) is the total number of pixels in the picture, \( d_i \) is the segment length of the \( i \)-th segment, \( D \) is the total grey level, \( N \) is the total number of segments, and \( W \) is the grey level added by the segment.

3.2.3. Intrasegment Transformation. Through the transformation between segments, the overall grey intensity of the tissues corresponding to different segments is enhanced, and the overall contrast is improved. However, the local contrast of different parts needs to be improved to obtain clearer images. The \( n \) segment regions divided by valley points are used as \( n \) subhistograms; these subhistograms are then enhanced. For the \( i \)-th subhistogram \( h_i \), the increased grey level of a certain grey level in the subhistogram is calculated in accordance with an index to increase the contrast of the grey level.

Index. Current grey level pixel accumulation: The larger the accumulated value of the current grey level pixels is, the more pixels the current grey level contains and the greater the effect on the entire subhistogram is. The grey level transformation distance of the \( i \)-th grey level increase is calculated as follows:

\[
l_i = \frac{P_i}{s_j} \times d_i,
\]

where \( l_i \) is the transformation grey scale distance within the segment, \( p_i \) is the number of pixels contained in the \( i \)-th grey level in the current segment, \( s_j \) is changed to the \( j \)-th of the \( n \) segments, and \( d_i \) is the segment length of the \( i \)-th segment. The effect is shown in Figure 4.

3.3. High-Pass Sub-Band Enhancement. The high-pass sub-band represents the edge and detail information of the images. The edge details of MRI are often the boundary of two uniform tissues. Clear edges could help further distinguish adjacent tissues. The boundary could be detected by comparing the gradients of neighbouring pixels. However, only using the gradient between two neighbouring pixels to determine the uniform area is not accurate; artifacts may be detected as edges. This paper defined four fuzzy rules for the edge of the images and determined whether the current point is an edge point from the eight-direction gradient near the pixel point. Image noise points are suppressed whilst enhancing the edges. The fuzzy rules are defined in Table 1.

The Gaussian membership function is defined as follows:

\[
f(x, \sigma, c) = e^{-(x-c)^2/(2\sigma^2)}.
\]

The high-pass sub-bands are normalized, and gradient filters \( G_x = [-1, 1] \) and \( G_y \) (equal \( G_x \) transpose) are used. Convolution is performed to obtain the gradient matrix of the images along the horizontal and vertical directions \( l_x \) and \( l_y \) as input to the fuzzy inference system. For each input, the zero-mean Gaussian membership function is used to map the gradient value of the point to between 0 and 1, that is, the degree to which the gradient belongs to 0. If the gradient value of the pixel is 0, its membership of zero is 1. \( \sigma \) is set to 1, whilst \( c \) is the mean value set to 0. The change of the value \( \sigma \) affects the performance of edge detection. If the value is too large, the blur system is insensitive to edge detection, and this value makes the edge detection susceptible to noise.

Fuzzy logic edge detection is performed from the eight-direction sub-bands of the high-pass sub-band. The resulting edge images are merged. The fusion rule is to select the maximum value of the same pixel position in the eight-direction edge images as the grey level of the pixel position in the enhanced images. The high-pass sub-band enhancement process is shown in Figure 5.

4. Results and Discussion

This article used BraTS2017 as the experimental data set [1, 36, 37]. This data set contained 210 cases of high-grade tumour (HGG) and 75 cases of low-grade tumour (LGG), including four sequences of T1, T1c, T2, and FLAIR and marking documents. The image size was 240 \( \times \) 240 \( \times \) 155, and the lesion area accounted for 0.5%–3% of the entire images. From the four sequences of each patient in BraTS2017, slices containing tumour components were extracted. For each sequence, four tumour slices at the same location were selected, for a total of 4560 tumour slices. The experimental data set contained 3360 slices of HGG and 1200 slices of LGG. The experimental software and hardware environment is shown in Table 2.

4.1. Image Enhancement. Three image enhancement methods, namely, CLAHE [21], DTCWT [27], and FAWDN [30], were compared with MIE-NSCT to verify the results of image enhancement. Four evaluation indicators, namely, structure similarity (SSIM) [38], absolute average brightness error (AMBE) [39], Entropy [40], and peak signal-to-noise ratio (PSNR) [41], were selected. Structure, brightness, information richness, and distortion were used to quantitatively evaluate the enhanced image quality.

\[
SSIM = \frac{(2\mu_x\mu_y + c_1)(2\sigma_{xy} + c)}{((\mu_x^2 + \mu_y^2 + c_1)(\sigma_x^2 + \sigma_y^2 + c_2))^2},
\]

where \( \mu_x \) and \( \mu_y \) are the mean values of the input and output images \( \sigma_x \) and \( \sigma_y \) are and are the variances of the input and output images. SSIM is a method that measures the similarity of two images.

\[
AMBE = |r_{\text{mean}_x} - r_{\text{mean}_y}|,
\]

where \( r_{\text{mean}_x} \) represents the average value of the input images and \( r_{\text{mean}_y} \) represents the average value of the output images.
images. AMBE is used to evaluate the brightness preservation effect of the method.

\[
MSE = \frac{1}{M \times N} \sum_{i=1}^{M} \sum_{j=1}^{N} (x(i,j) - y(i,j))^2, \quad (7)
\]

\[
PSNR = 10 \log_{10} \left( \frac{(L - 1)^2}{MSE} \right), \quad (8)
\]

where \(x(i,j)\) represents the grey value of the input images pixel and \(y(i,j)\) represents the grey value of the output images pixel. PSNR is usually used to evaluate the quality of an image after compression compared with that of original images. The higher the PSNR, the smaller the image distortion after compression.

\[
\text{Entropy}[p] = \sum P(k) \log_{10} P(k). \quad (9)
\]

Entropy is used to evaluate the richness of image enhancement information. The larger the entropy value, the richer the detailed information contained in the processed images.

The enhancement of the experimental contrast is shown in Figure 6. The evaluation results are shown in Table 3. The original T1 sequence has high brightness, but the details are blurred. The other three sequences have low brightness, and the overall darkness is blurred. After CLAHE was used to enhance the sequence images, the tumour area is prominent but the contrast of the contour part is not improved; only the overall brightness of the image is improved. After DTCWT was used to enhance the sequence images, the image contrast and contour contrast are significantly improved but the brightness retention effect is slightly worse than that of FAWDN and MIE-NSCT. The definition of the contour structure of FAWDN is lower than that of MIE-NSCT. Compared with the original images, the average values of CLAHE, DTCWT, FAWDN, and MIE-NSCT on AMBE are 39.755, 25.745, 2.487, and 3.772, respectively. CLAHE and DTCWT have poor brightness retention effects. FAWDN maintains slightly better brightness than MIE-NSCT, but its enhanced images have the lowest structural similarity to the original images, that is, 0.241 lower than that of MIE-NSCT. Entropy is the largest, which means that the content is the best and the retention of the image content is improved. The average values of CLAHE, DTCWT, FAWDN, and MIE-NSCT on AMBE are 17.636, 23.212, 17.333, and 28.997, respectively. For multisequence image data sets, the variance fluctuations are all small. The DTCWT and MIE-NSCT methods that pay attention to contour information and detailed information have relatively high Entropy. MIE-NSCT is approximately 5.787 higher than DTCWT, which has better results. The four enhancement methods have little difference in terms of PSNR but the variance of MIE-NSCT is relatively small, indicating that MIE-NSCT enhances the multisequence data set more stably.

4.2. Classification of Tumour. In addition to visual analysis and quantitative evaluation, raw data and enhanced data were used to conduct tumour contrast experiments as a supplement to the quality evaluation of MRI enhancement and verify the usability of MIE-NSCT enhanced images. The BraTS2017 data were divided into training set and test set, where 80% of the data set was used as the training set and 20% of the data set was used as the test set. The open-source software ITKSNAP [42] was used to segment the tumour area of the data set. Pyradiomics [43] was used to extract the imaging features of the tumour from the tumour area. Minimum redundancy and maximum correlation were used to reduce the image feature dimensions. The SVM classifier [44] was used to train and predict the acquired features and generate a predictive model. The experiment was a binary classification problem. Binary labels were used to mark tumour grades. HGG was defined as a positive sample.
LGG was defined as a negative sample and marked as 0. In the experiment, a five-fold cross-validation method was used to train and test the dataset. The classification results were evaluated in accordance with the following indicators to verify the effect of the original dataset and the enhanced dataset on the results of the classification experiment: area under curve (AUC), accuracy (ACC), sensitivity (SEN), specificity (SPE), positive predictive value (PPV), and negative predictive value (NPV). True positive (TP) predicts the positive class as a positive class. False positive (FP) predicts the negative class as a positive class. False negative (FN) predicts the positive class as a negative class. False positive (FP) predicts the negative class as a negative class.

**Table 2: Temperature and wildlife count in the three areas covered by the study.**

| Relevant configuration | Parameter       |
|------------------------|-----------------|
| Operating system       | Windows 10      |
| CPU                    | Intel(R) Core(TM), 3.20 GHz |
| Programming language   | Python, Matlab  |
| IDE                    | Pycharm, Matlab |
| Image algorithm library| OpenCV, SimpleITK, Nibabel |

**Table 3: Evaluation table for enhanced comparative experiments.**

| Contrast evaluation | SSIM  | AMBE | Entropy | PSNR  |
|---------------------|-------|------|---------|-------|
|                     | Mean  | Std dev | Mean  | Std dev | Mean  | Std dev | Mean  | Std dev |
| CLAHE               | 0.778 | 0.336 | 39.755 | 2.644  | 17.636 | 0.461  | 25.477 | 4.783   |
| DTCWT               | 0.874 | 0.426 | 25.745 | 5.935  | 23.212 | 0.782  | 24.376 | 5.331   |
| FAWDN               | 0.726 | 0.362 | 2.487  | 0.761  | 17.333 | 0.551  | 23.792 | 4.463   |
| MIE-NSCT            | 0.967 | 0.161 | 3.772  | 0.247  | 28.997 | 0.379  | 28.357 | 2.544   |

**Figure 5: High-pass sub-band enhancement.**

**Figure 6: Comparison of enhanced experiments.**

The images show the original and enhanced images for different MRI sequences (Flair, T1, T1ce, T2) using various enhancement techniques: CLAHE, DTCWT, FAWDN, MIE-NSCT.
Figure 7: ROC curve: (a) original ROC curve; (b) MIE-NSCT ROC curve.

Figure 8: Confusion matrix: (a) original train confusion matrix; (b) original test confusion matrix; (c) enhanced train confusion matrix; (d) enhanced test confusion matrix.
Figure 7 shows the ROC curve of the original images and the MIE-NSCT-enhanced images for grading. The average ROC of the original images is 0.85, and the average ROC of the enhanced images is 0.91, an increase of approximately 6%. Figure 8 depicts the confusion matrix between the original images and the MIE-NSCT-enhanced images. Figures 8(a) and 8(b) are the confusion matrix of the original images during training and testing, whilst Figures 8(c) and 8(d) are the confusion matrix of the original images during training and testing. The FP of the original data during the training process is 276 and the FN is 168. The FP of the original data during the test is 82 and the FN is 45. The FP of the MIE-NSCT-enhanced data during the training process is 167 and the FN is 27. The FP of the MIE-NSCT-enhanced data during the test is 37 and the FN is 20. The MIE-NSCT misclassification probability is 50% lower than that of the original images. Table 4 shows the evaluation results calculated using the confusion matrix. The ACC, SEN, SPE, PPV, and NPV of the MIE-NSCT-enhanced images increased by approximately 8%, 4%, 10%, 6%, and 14%, respectively, compared with those of the original images. Under the same classifier, the MIE-NSCT-enhanced image classification effect was better than that of the original images. This finding proved the effectiveness of MIE-NSCT in image enhancement.

5. Conclusions

In this paper, a new technology called MIE-NSCT for MRI enhancement of high- and low-pass sub-bands was proposed. This technology has two main contributions. The first contribution is the introduction of NSCT strategy, which decomposes the MRI of the tumour into high-pass and low-pass sub-bands. It helps complete the decomposition and reconstruction of the images and further preserves the image details. The second contribution is the MIE-NSCT image enhancement algorithm. For high-pass sub-bands, four fuzzy logics were defined to accurately determine the edges in eight directions and multiscale and multidirectional transformation is achieved. For low-pass sub-bands, global and local structure adaptive histogram equalization technology was improved to divide the images into intersegment and intrasegment areas. MIE-NSCT enhances the contrast between different parts and the clarity of each part. Compared with BPDHE, AGCWD, and NPE, MIE-NSCT considerably improved the enhancement effect of the MRIs of the tumour. The evaluation results of SSIM, AMBE, Entropy, and PSNR showed that MIE-NSCT has good brightness retention and structural retention. In the tumour grading experiment, the classification performance of the enhanced data set was significantly improved. The method improves the overall brightness and contrast of the image, making the image visually effective. In general, MIE-NSCT could be used to improve the visual quality of images and as a preprocessing step for image segmentation, feature extraction, and classification. This article classifies the original image into multiple subimages for processing; the complexity of multiscale and multidirectional transformation affects the real-time performance of the algorithm to a certain extent. How to reduce the complexity of this transformation is the future research direction. And, because the types of medical images are complex and their organizational structures have their own characteristics, it is difficult to guarantee the versatility of the method. In the future research work, we will try to divide the image into different tissues and then enhance the contrast to improve the universality of the method.
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