Abstract

Chaotic inflation based on a simple monomial scalar potential, \( V(\phi) \propto \phi^p \), is an attractive large-field model of inflation capable of generating a sizable tensor-to-scalar ratio \( r \). Therefore, assuming that future CMB observations will confirm the large \( r \) value reported by BICEP2, it is important to determine what kind of dynamical mechanism could possibly endow the inflaton field with such a simple effective potential. In this paper, we answer this question in the context of field theory, i.e. in the framework of dynamical chaotic inflation (DCI), where strongly interacting supersymmetric gauge dynamics around the scale of grand unification dynamically generate a fractional power-law potential via the quantum effect of dimensional transmutation. In constructing explicit models, we significantly extend our previous work, as we now consider a large variety of possible underlying gauge dynamics and relax our conditions on the field content of the model. This allows us to realize almost arbitrary rational values for the power \( p \) in the inflaton potential. The present paper may hence be regarded as a first step towards a more complete theory of dynamical chaotic inflation.
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1 Introduction

Recently, the BICEP2 collaboration has reported on the observation of a B-mode polarization signal in the cosmic microwave background (CMB) radiation [1] which might indicate the presence of primordial tensor perturbations generated during the inflationary phase in the very early universe. Neglecting any possible foreground contributions due to polarized dust in our own galaxy, the BICEP2 data is well fit by the standard cosmological model including a remarkably large tensor-to-scalar ratio, \( r = 0.20^{+0.07}_{-0.05} \) (at 68 \% CL) [1]. Once the effect of polarized dust on the B-mode signal is taken into account, the corresponding best-fit value for \( r \) decreases. At present, no conclusive dust polarization data for the relevant patch in the sky is available, which is why it remains to be seen whether \( r \) is indeed of \( O(0.1) \) or in fact much smaller. In this paper, we shall take the attitude that the large tensor-to-scalar ratio reported by the BICEP2 collaboration will in fact survive further scrutiny. The natural question which then immediately arises is which inflationary dynamics may be responsible for an \( r \) value as large as \( r \approx 0.2 \). A particularly attractive scenario in this context is chaotic inflation [2], which can begin at Planck-scale energies without running into problems related to the initial conditions at the onset of inflation and which, at the same time, easily yields tensor perturbations with large amplitude. A further virtue of chaotic inflation is the simple form of the potential \( V \) for the inflaton field \( \phi \). In order to realize chaotic inflation, one merely has to assume that, effectively, the scalar potential is nothing but a monomial, i.e. simply proportional to a single power \( \phi^p \) of the inflaton field \( \phi \),

\[
V(\phi) \propto M^4 \left( \frac{|\phi|}{M} \right)^p, \quad \mathbb{Q} \ni p > 0, \tag{1}
\]

for some appropriate mass scale \( M \) and some power \( p \), which does not necessarily need to be an integer, but which can very well be a rational number. Assuming that the true value of \( r \) lies somewhere around \( r \approx 0.1 \ldots 0.2 \), powers between \( p \approx 1 \) and \( p \approx 2 \) look particularly promising at the moment. But in the end, it is still too early to draw any definite conclusions and we just have to wait for additional experimental data to shed more light on the range of viable \( p \) values.

Given the preeminent role of chaotic inflation within the class of models predicting large \( r \), it is important to address the question as to the dynamical origin of the inflaton potential in chaotic inflation. Why would the effective potential driving inflation just be a simple monomial? In string theory, the mechanism of axion monodromy [3] has proven to be a successful means to realize large inflaton field excursions without spoiling the flatness of the potential. Different variants of this mechanism result in effective potentials such as the one in Eq. (1) with a fractional power \( p = 2/3 \) or \( p = 2/5 \) [3], in a linear potential [4], quadratic potential [5] or a power series in \( \phi \) with a leading quadratic term [6]. At the same time, it has been shown that chaotic inflation can also be consistently embedded into supergravity (SUGRA). The first such embedding was accomplished in Ref. [7], which presented a model of chaotic inflation featuring a quadratic potential. Subsequently, the results of Ref. [7] were substantially generalized in Refs. [8–10], where a general prescription was given for how to construct models of chaotic inflation based on
an almost arbitrary potential. Meanwhile, it was demonstrated in Ref. [12] that a fractional power-law potential may also result from a running kinetic term for the inflaton. In contrast to the stringy constructions relying on the idea of axion monodromy, all these field-theoretic models however lack a dynamical origin for the inflaton potential. Virtually all SUGRA models of chaotic inflation make \textit{ad hoc} choices for the super- as well as the Kähler potential, which may or may not be well motivated by more fundamental principles, and then merely deduce the scalar potential from these input functions. Indeed, concepts like superconformal symmetry [8] and no-scale supergravity [13] are sensible guiding principles in the construction of SUGRA models of inflation. But still, it would be desirable to have a dynamical mechanism at hand that allows one to dynamically generate the potential of chaotic inflation within field theory.

A first and promising approach in this respect seems to be the class of models originally proposed in Ref. [14], in which the inflaton field couples to a strongly interacting supersymmetric gauge theory in such way that it dynamically acquires a fractional power-law potential via the effect of dimensional transmutation. As these models provide a dynamical explanation for the origin of the inflaton potential in chaotic inflation, we collectively dubbed them “dynamical chaotic inflation” (DCI). This class of models explains the occurrence of the fractional power \( p \) in the inflaton potential and provides a dynamical origin for the energy scale of inflation. In its simplest realization, dynamical chaotic inflation is conformally invariant at the classical level— it does not involve any dimensionful input scales, but rather generates the scale of inflation from quantum effects. It hence naturally explains why the scale of inflation lies roughly two orders of magnitude below the Planck scale. On the other hand, it is clear that also dynamical chaotic inflation cannot be an ultraviolet (UV)-complete theory of inflation as it requires the introduction of a softly broken shift symmetry in the direction of the inflaton field, a property which it shares with many other realizations of chaotic inflation in supergravity.

In Ref. [14], we introduced the idea of dynamical chaotic inflation and presented first explicit models based on \( SP(N_c) \) gauge dynamics in combination with \( N_f = 2(N_c + 2) \) flavors. The largest power \( p \) we could obtain in this way was \( p = 1 \), which allowed us to predict \( r \) values as large as \( r \approx 0.08 \). In this paper, we will now (i) review our earlier work, (ii) further develop the theoretical framework of dynamical chaotic inflation and (iii) give a comprehensive discussion of its phenomenological implications. In doing so, we will significantly extend the range of possible gauge dynamics underlying dynamical chaotic inflation from \( SP(N_c) \) theories only to theories either based on \( SP(N_c) \), \( SO(10) \), \( SU(5) \), \( SU(3) \times SU(2) \) or \( SU(N_c) \). At the same time, we will also relax our conditions on the field content of our models. This will provide us with a wealth of consistent DCI scenarios, allowing us to approximatively realize any arbitrary power \( p \).

\(^1\) For a recent review of inflation in general and chaotic inflation in supergravity in particular, cf. Ref. [11].

\(^2\) The authors of Ref. [15] and Ref. [16] recently pointed out how the inflaton potential of monodromy inflation may be dynamically generated in supersymmetric QCD-like theories as well as in (not necessarily supersymmetric) pure Yang-Mills theories, respectively. For other models in which the scale of inflation is generated dynamically, including hybrid and new inflation models, cf. for example Ref. [17].
The organization of this paper is as follows. In the next section, Sec. 2, we first outline the general recipe according to which all DCI models are to be constructed. In Secs. 3, 4 and 5 we then implement this algorithm, respectively basing our construction on $SP(N_c)$ vector gauge theories, $SO(10)$ and $SU(5)$ chiral gauge theories as well as on a chiral $SU(3) \times SU(2)$ model. Subsequently, we comment on the embedding of dynamical chaotic inflation into supergravity in Sec. 6 and discuss its phenomenological consequences in Sec. 7. In the latter section, we derive in particular constraints on the parameters space of our model, discuss the implications for the preheating and reheating processes after inflation and summarize the predictions for the inflationary CMB observables. Finally, we present our conclusions and give a brief outlook, cf. Sec. 8. In the two appendices, we construct additional DCI models based on $SU(N_c)$ dynamics, which turn out to come with certain theoretical limitations, cf. App. A, and illustrate how our general DCI recipe may be altered, so as to connect dynamical chaotic inflation to dynamical supersymmetry (SUSY) breaking in the true vacuum after the end of inflation, cf. App. B.

2 Dynamical generation of the inflaton potential

To illustrate the basic idea of how the inflation potential is dynamically generated in general DCI models, let us consider as an example a strongly interacting non-supersymmetric $SU(N_c)$ gauge theory with $N_f$ pairs of “quarks” and “antiquarks”, i.e. fermions respectively transforming in the fundamental and antifundamental representation of $SU(N_c)$, similarly as in quantum chromodynamics (QCD). Although the precise vacuum structure of such QCD-like theories is not yet fully understood theoretically, it is generally believed that, depending on the numbers of colors and flavors, $N_c$ and $N_f$, they often times reach a confined phase at low energies, thereby giving rise to a vacuum energy density of $O(\Lambda^4)$. Here, $\Lambda$ denotes the dynamical scale of the strong interactions, at which the canonical gauge coupling constant formally diverges.

Now, let us imagine that a number of $N_d$ quarks are coupled to the inflaton field $\phi$ via Yukawa interaction terms in the Lagrangian,

$$\mathcal{L} = \lambda_i \phi q_i^L \bar{q}_R^i + \text{h.c.}, \quad i = 1, 2, \ldots, N_d, \quad 0 < N_d \leq N_f,$$

where the $\lambda_i$ denote dimensionless coupling constants, which we assume to be equal here for simplicity, $\lambda_i \equiv \lambda$. Next, suppose that the inflaton field has a very large field value, $|\phi| \gg \Lambda/\lambda$. In this situation, the effective masses of the quarks coupled to the inflaton become much larger than the dynamical scale, so that the $N_d$ quark flavors in Eq. (2) decouple perturbatively. At energy scales $\mu$ below the heavy quark mass threshold, i.e. below the scale $\lambda |\phi|$, the original gauge theory therefore reduces to a gauge theory with a smaller number of flavors, $N_f^\text{eff} = N_f - N_d$.

---

footnote{When explicitly constructing models, we will actually rely on supersymmetric gauge dynamics, in which the vacuum energy is effectively obtained as a SUSY-breaking effect. Therefore, even if the above intuitive discussion of the QCD contribution to the vacuum energy should not hold in the non-supersymmetric version of a given theory, our arguments pertaining the supersymmetric variant of this theory will still apply.}
Above and below the heavy quark mass threshold, the running of the gauge coupling constant $g$ is therefore determined by two different beta functions,

$$\frac{d}{d\ln \mu} \frac{8\pi^2}{g^2(\mu)} = \begin{cases} b & ; \mu \gg \lambda |\phi| \\ b_{\text{eff}} & ; \mu \ll \lambda |\phi| \end{cases},$$

with $b$ and $b_{\text{eff}}$ respectively denoting the beta-function coefficients of the gauge coupling constant of the original as well as of the effective reduced gauge theory. At the one-loop level, we have

$$b = \frac{11}{3} N_c - \frac{2}{3} N_f, \quad b_{\text{eff}} = \frac{11}{3} N_c - \frac{2}{3} N_{f_{\text{eff}}} = \frac{11}{3} N_c - \frac{2}{3} (N_f - N_d).$$

Solving the renormalization group equation (RGE) in Eq. (3) in the high-energy as well as in the low-energy regime yields two expressions for the gauge coupling constant, $g_{\text{HE}}$ and $g_{\text{LH}},$

$$\frac{8\pi^2}{g_{\text{HE}}^2(\mu)} = b \ln \frac{\mu}{\Lambda}, \quad \frac{8\pi^2}{g_{\text{LH}}^2(\mu)} = b_{\text{eff}} \ln \frac{\mu}{\Lambda_{\text{eff}}},$$

which have to match at the heavy quark mass threshold. Evaluating both equations in Eq. (5) at $\mu = \lambda |\phi|$ and equating their respective right-hand sides, we hence find the effective, field-dependent scale $\Lambda_{\text{eff}}$ in terms of the fundamental scale $\Lambda$ and the inflaton field value $\phi,$

$$\Lambda_{\text{eff}}(\phi) \simeq \Lambda \left( \frac{\lambda |\phi|}{\Lambda} \right)^{(b_{\text{eff}} - b)/b_{\text{eff}}}. \quad (6)$$

Given this effective, field-dependent dynamical scale, the strong dynamics now lead to an effective, field-dependent vacuum energy density of $O \left( \Lambda_{\text{eff}}^4 \right),$ $V(\phi) \sim \Lambda_{\text{eff}}^4(\phi) \simeq \Lambda^4 \left( \frac{\lambda |\phi|}{\Lambda} \right)^{4(b_{\text{eff}} - b)/b_{\text{eff}}}. \quad (7)$

This is nothing but a monomial scalar potential for the inflaton field $\phi$ as in Eq. (1) featuring a fractional power

$$p = \frac{4(b_{\text{eff}} - b)}{b_{\text{eff}}} = \frac{8(N_f - N_{f_{\text{eff}}})}{11N_c - 2N_{f_{\text{eff}}}} = \frac{8N_d}{11N_c - 2(N_f - N_d)}.$$

To sum up, the monomial inflaton potential is generated via dimensional transmutation in consequence of the coupling between the inflaton field and a subset of quarks in the strongly interacting sector. Here, the mass scale $M$ in Eq. (1) is in particular identified as the dynamical scale $\Lambda$ associated with the strong dynamics. Moreover, the power $p$ turns out to be solely determined by the numbers of colors and flavors of the strong gauge theory, $N_c, N_f$ and $N_{f_{\text{eff}}}.$ For these reasons, we shall refer to the inflationary scenario described by the dynamically generated potential in Eq. (1) as “dynamical chaotic inflation” (DCI). We expect the scale $\Lambda$ to be parametrically suppressed compared to the reduced Planck scale, $M_{\text{Pl}} \simeq 2.44 \times 10^{18}$ GeV. In fact, as we will see in Sec. 7.4, the scale $\Lambda$ is typically required to take a value close or shortly below the scale of grand unification (GUT), $\Lambda_{\text{GUT}} \simeq 2 \times 10^{16}$ GeV. Dynamical chaotic inflation
Figure 1: Power $p$ in the inflaton potential as function of $N_f$ and $N_d$ for $N_c = 3$. Here, the gray-shaded region is excluded by construction, as $N_d = N_f - N_f^{\text{eff}}$ must satisfy $0 < N_d \leq N_f$, i.e. as $N_f^{\text{eff}}$ must satisfy $0 \leq N_f^{\text{eff}} < N_f$.

thus provides an elegant explanation for why inflation takes place at sub-Planckian energies. Besides that, it is an exciting prospect that even more precise measurements of the inflationary CMB observables would allow to narrow down the range of viable $p$ values and hence to infer information regarding the gauge dynamics underlying the epoch of cosmic inflation.

In Fig. 1 we show the possible values for the power in the inflaton potential for $N_c = 3$ as an example. Here, we restrict ourselves to $N_f \leq 11$, for which the infrared (IR) behavior of the $SU(3)$ gauge theory is expected to be in the confinement phase [19]. The figure demonstrates that, depending on the values chosen for $N_f$ and $N_d$, the power $p$ ranges from very small values, $p \ll 1$, to values as large as $p \simeq 2.5$. This illustrates that the DCI mechanism outlined above allows to construct monomial potentials with a multitude of different possible $p$ values.

So far, we considered a non-supersymmetric theory and assumed a QCD-like contribution to the vacuum energy density of $\mathcal{O}(\Lambda_{\text{eff}}^4)$ at low energies. As we merely intended to convey our main idea, our reasoning has, however, been far from quantitative. In fact, our argumentation up to this point does not rest on a sound theoretical footing for three reasons. (i) We contemporarily lack a precise understanding of the vacuum structure of non-supersymmetric gauge theories and hence we are unable to describe the low-energy behavior of the inflaton sector with certainty. (ii) Besides that, since we have introduced the inflaton field as an elementary scalar field, it is also difficult to suppress its mass term, which is at least generated radiatively and which might easily spoil the inflationary dynamics. (iii) Last but not least, in our derivation of the inflaton potential in Eq. [7], we relied on the validity of perturbation theory during inflation.
on the number of flavors $N_f$ in relation to the number of colors $N_c$, this assumption may however not be justified, requiring nonperturbative techniques to compute the inflaton potential. Due to those obstructions in the non-supersymmetric case, we shall exclusively focus on DCI models based on supersymmetric gauge theories in the following. As we shall see, supersymmetry allows us to remedy or at least alleviate all of the three previously mentioned shortcomings in a simple manner. (i) First of all, it guarantees us good control over the gauge dynamics in the infrared. Here, we shall rely in particular on the supersymmetric gauge theory of smooth confinement or $s$-confinement \cite{20,22}, which is characterized by the fact that it is not accompanied by chiral symmetry breaking, but, at the same time, responsible for the nonperturbative generation of a non-vanishing confining effective superpotential. In the s-confined phase of a strongly interacting supersymmetric gauge theory, the degrees of freedom in the infrared correspond to gauge-invariant composites of the fundamental fields, which are described by a smooth effective theory spanning over the entire quantum moduli space and in particular including its origin. A particular virtue of $s$-confinement is that it allows to easily stabilize the flat directions of the moduli space through couplings between the fundamental matter fields and an appropriate number of gauge singlets. (ii) Moreover, supersymmetry eliminates the radiative corrections to the inflaton mass and hence stabilizes the inflationary dynamics. (iii) Finally, in the context of supersymmetry, we no longer need to rely on perturbation theory when examining the gauge interactions of the strongly interacting quarks. Now, we may simply deduce the superpotential for the corresponding chiral superfields from the running of the holomorphic gauge coupling or, alternatively, from the requirement of consistency with $R$ symmetry.\footnote{This procedure does not apply to the interactions encoded in the Kähler potential. Also in the supersymmetric case, a complete departure from perturbation theory is hence not feasible.} We emphasize that it is for these three virtues of supersymmetry that we turn away from non-supersymmetric theories and concentrate on supersymmetric DCI models instead.

One important implication of our decision to solely work with supersymmetric theories is that now, in contrast to the non-supersymmetric case, the mere confinement due to the strong dynamics no longer automatically leads to a nonzero vacuum energy density since the vacuum energy density is protected by supersymmetry. Therefore, as we intend to identify the inflaton potential as an effective vacuum energy density, we are led to constructing models in which supersymmetry is spontaneously broken once the inflaton field takes a large field value. All in all, the basic recipe to cook up a working DCI model hence consists of two ingredients:

1. Construct a supersymmetric $s$-confining gauge theory which can be mutated into a model of dynamical supersymmetry breaking (DSB) by means of appropriate mass deformations.

2. Couple the inflaton to some of the matter fields to give them an effective mass, such that for nonzero inflaton field values the $s$-confining theory transforms into a DSB model, i.e. identify the mass deformations in step 1 as the turning-on of the inflaton field value.
In any successful implementation of this mechanism, a field other than the inflaton field is bound to obtain a non-vanishing $F$-term during inflation. This is an important detail ensuring that we obtain stable inflationary dynamics. If the inflaton itself was responsible for spontaneous supersymmetry breaking, i.e. if it acquired a nonzero $F$-term itself during inflation, its potential would receive a large negative contribution from SUGRA corrections at super-Planckian inflaton field values, which would ultimately ruin chaotic inflation\cite{7}.

In the subsequent three sections, we now follow the above outlined procedure and construct DCI models based on $SP(N_c)$, $SO(10)$, $SU(5)$ and $SU(3) \times SU(2)$ gauge dynamics, respectively.

3 Models based on $SP(N_c)$ dynamics

3.1 Massless matter fields only (fractional powers $0 < p \leq 1$)

We begin by reviewing our earlier work presented in Ref.\cite{14}. Let us consider an $SP(N_c)$ gauge theory\footnote{We choose a convention such that $SP(1)$ is equivalent to $SU(2)$.} with $2N_f = 2(N_c + 2)$ vector-like quark fields $Q^I$, where $I = 1, 2, ..., 2N_f$, transforming in the fundamental representation of $SP(N_c)$. In the infrared, below the dynamical scale $\Lambda$, this theory exhibits an s-confinement phase, which is well described by a smooth effective theory in terms of $(N_c + 2)(2N_c + 3)$ gauge-invariant meson fields, $M^{IJ} = Q^I Q^J / \Lambda = -M^{JI}$. This model can be mutated into the so-called IYIT model of dynamical supersymmetry breaking\cite{23} by making one pair of quarks very heavy, while at the same time stabilizing all other matter fields through couplings to an appropriate number of singlet fields in the superpotential. To do so, we introduce a corresponding singlet field $Z_{IJ}$ for each quark bilinear $M^{IJ}$, where we identify w.l.o.g. the field $Z_{2N_c+3,2N_c+4}$ as the chiral inflaton superfield $\Phi$, which contains the complex scalar inflaton field $\phi$. We can then write down the following tree-level superpotential

$$W_{\text{tree}} = \frac{1}{2} \lambda_{IJ} Z_{IJ} Q^I Q^J = W_{\text{TYIT}} + \Delta W,$$

(9)

where the $\lambda_{IJ} = \lambda_{JI}$ denote real dimensionless coupling constants. This superpotential may be decomposed into the superpotential of the IYIT model

$$W_{\text{TYIT}} = \frac{1}{2} \lambda_{ij} Z_{ij} Q^i Q^j, \quad i, j = 1, 2, ..., 2(N_c + 1),$$

(10)

as well as into an additional piece involving the $\Phi$-dependent mass term of the heavy quark pair,

$$\Delta W = \lambda_{ik} Z_{ik} Q^i Q^k + \lambda \, \Phi \, Q^{2N_c+3} Q^{2N_c+4}, \quad i = 1, 2, ..., 2(N_c + 1), \quad k = 2N_c + 3, 2N_c + 4.$$

(11)

Notice that a large inflaton field value provides exactly the mass deformation of our $S$-confining theory that is necessary to transform it into the IYIT model of dynamical supersymmetry breaking. The above construction therefore represents a direct implementation of the general DCI mechanism described in Sec.2. We point out that a similar approach is also conceivable for strong gauge dynamics based on the group $SU(N_c)$ in combination with $N_f = N_c + 1$. 


quark flavors. However, in this case, the massless spectrum in the s-confined phase also includes baryon and antibaryon fields, $B \propto \epsilon_{i_1i_2...i_{N_f}} Q^{i_1}Q^{i_2}...Q^{i_{N_f}}$ and $\bar{B} \propto \epsilon_{\bar{i}_1\bar{i}_2...\bar{i}_{N_f}} \bar{Q}^{\bar{i}_1}\bar{Q}^{\bar{i}_2}...\bar{Q}^{\bar{i}_{N_f}}$, which cannot be as easily stabilized as the meson fields $M^{i,j}$ in our $SP(N_c)$ theory. As for the $SP(N_c)$ case, it is enough to introduce ordinary Yukawa couplings between the quark fields and a sufficiently large number of singlet fields, cf. Eq. (9). The stabilization of the baryon and antibaryon fields requires, by contrast, the introduction of higher-dimensional operators, which complicates the analysis of the entire model. It is for this reason that we focus on $SP(N_c)$ gauge theories for now. DCI models based on $SU(N_c)$ dynamics are discussed in App. A.

In the low-energy effective theory, where the $(Q^{2N_c+3}, Q^{2N_c+4})$ quark pair is perturbatively decoupled, the IYIT superpotential in Eq. (10) gives rise to spontaneous supersymmetry breaking associated with a non-vanishing vacuum energy density [23]. For completeness and convenience, let us now briefly summarize the computation of the effective potential in our manifestation of the IYIT model. In the effective $SP(N_c)$ gauge theory with $N_f = N_c + 1$ flavors below the heavy quark mass threshold, the vacuum expectation values (VEVs) of the $(N_c + 1)(2N_c + 1)$ meson fields $M^{i,j}$ obey the following, so-called deformed quantum moduli constraint [20],

$$\text{Pf}^{(N_c+1)}(M^{i,j}) = \Lambda_{\text{eff}}^{N_c+1},$$  

(12)

where the left-hand side of this relation denotes the Pfaffian $\text{Pf}$ of the antisymmetric meson matrix $M^{i,j}$. This moduli constraint gives rise to a dynamically generated superpotential featuring a new chiral multiplet $Y$, which may be regarded as a Lagrange multiplier enforcing the moduli constraint by means of its $F$-term condition,

$$W_{\text{dyn}} = \frac{Y}{\Lambda_{\text{eff}}^{N_c+1}} \left[ \Lambda_{\text{eff}}^{N_c+1} - \text{Pf}^{(N_c+1)}(M^{i,j}) \right].$$

(13)

This $F$-term condition conflicts with the $F$-term conditions for the singlet fields $Z_{ij}$, cf. Eq. (10),

$$W_{\text{IYIT}} \simeq \frac{1}{2} \lambda_{ij} \Lambda_{\text{eff}} Z_{ij} M^{i,j}, \quad M^{i,j} = 0,$$

(14)

and hence supersymmetry is spontaneously broken. Here, in writing down the IYIT superpotential in the confined phase, we have assumed that the coupling constants $\lambda_{ij}$ receive at most $O(1)$ corrections due to nonperturbative effects as well as that the meson fields $M^{i,j}$ are canonically normalized to good approximation. The $F$-term scalar potential induced by the singlet fields $Z_{ij}$ is minimized in accordance with the moduli constraint in Eq. (12) once the $N_c + 1$ meson fields $M^{12}, M^{34}, ..., M^{2N_c+1,2N_c+2}$ are all set to a VEV of $O(\Lambda_{\text{eff}})$,

$$M^{i,j} = \frac{\lambda'}{\lambda_{ij}} \Lambda_{\text{eff}} \times J^{i,j} \quad \text{(no summation over } i,j),$$

(15)

Here and in the following, the Pfaffian $\text{Pf}^{(n)}(M)$ of a $2n \times 2n$ antisymmetric matrix $M$ is defined such that the symplectic form $J = 1_n \otimes i\sigma_2$ with $1_n$ being the $n$-dimensional unit matrix and $\sigma_2$ denoting the second Pauli matrix, satisfies $\text{Pf}^{(n)}(J) = 1$. 
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with $\lambda'$ denoting the geometric mean of the coupling constants $\lambda_{12}$, $\lambda_{34}$, ..., $\lambda_{2N_c+1, 2N_c+2}$,

$$\lambda' = \left( \prod_{i=1}^{N_c+1} \lambda_{2i-1,2i} \right)^{1/(N_c+1)}.$$  \hspace{1cm} (16)

Inserting this solution into Eq. (14), i.e. integrating out the meson fields, results in the following effective superpotential describing the vacuum manifold of the IYIT model at low energies,

$$W_{\text{eff}} \simeq \lambda' \sqrt{N_c + 1} \Lambda_{\text{eff}}^2 X,$$  \hspace{1cm} (17)

where the chiral superfield $X$ is the canonically normalized goldstino superfield,

$$X = \frac{1}{2\sqrt{N_c+1}} \sum_{i=1}^{N_c+1} Z_{2i-1,2i}.$$  \hspace{1cm} (18)

The vacuum energy density associated with the spontaneous breaking of supersymmetry corresponds to the $F$-term scalar potential resulting from the field $X$,

$$V \simeq \lambda'^2 (N_c + 1) \Lambda_{\text{eff}}^4.$$  \hspace{1cm} (19)

As anticipated, it is of $\mathcal{O} (\Lambda_{\text{eff}}^4)$, which illustrates that in the context of supersymmetry, in contrast to the non-supersymmetric case, we are indeed able to engineer the vacuum energy density in a controlled fashion, cf. our discussion in the previous section and in particular Fn. 3.

The effective scale $\Lambda_{\text{eff}}$ now depends on the mass of the heavy quark pair $(Q^{2N_c+3}, Q^{2N_c+4})$ and thus on the inflaton field value, cf. Eq (6). In order to relate it to the fundamental dynamical scale $\Lambda$, we need the beta-function coefficients above and below the heavy quark mass threshold,

$$b = 3(N_c + 1) - N_f = 3(N_c + 1) - (N_c + 2) = 2N_c + 1,$$

$$b_{\text{eff}} = 3(N_c + 1) - N_{f_{\text{eff}}} = 3(N_c + 1) - (N_c + 1) = 2N_c + 2.$$  \hspace{1cm} (20)

Combining Eqs. (6), (19) and (20), we then find the potential for the complex inflaton field $\phi$,

$$V \simeq \lambda'^2 (N_c + 1) \Lambda^4 \left( \frac{\lambda |\phi|}{\Lambda} \right)^{2/(N_c+1)},$$  \hspace{1cm} (21)

which represents the main result of our analysis in Ref. [14]. In summary, we conclude that in the above described class of DCI models we obtain monomial inflaton potentials featuring fractional powers $p$ that are fully determined by the size of the gauge group,

$$p = \frac{2}{N_c + 1}.$$  \hspace{1cm} (22)

We note that our derivation of the potential in Eq. (21) was based on the assumption that the heavy quark pair $(Q^{2N_c+3}, Q^{2N_c+4})$ always decouples perturbatively. During inflation, the inflaton field must therefore satisfy the condition $\lambda |\phi| \gg \Lambda$ at all times. After the end of inflation, this conditions however becomes violated and we need to invoke different properties
of our strongly coupled gauge theory in order to compute the scalar potential. At intermediate field values, $\lambda |\phi| \sim \Lambda$, nonperturbative effects become important, which unfortunately deprives us of the ability to accurately calculate the inflaton potential. In fact, we do not know how the transition from the large-field to the small-field regime takes place and under unfortunate circumstances it might be that the inflaton becomes trapped in a metastable local minimum at a field value close to $\Lambda/\lambda$. This is a potential problem that appears in every DCI scenario and we have no other choice but to presume that no peculiar feature such as a metastable vacuum is present in the inflaton potential at values of $\lambda |\phi|$ close to the dynamical scale.

Around the origin in field space, where $Z_{IJ} \ll \Lambda/\lambda_{IJ}$ for all $I,J$, the situation is fortunately much simpler. In that situation, all quarks are light and dynamical. Consequently, no quark flavor decouples and the gauge dynamics are that of the full $SP(N_c)$ gauge theory with $2(N_c+2)$ quark fields. It is known that this theory exhibits a phase of a s-confinement close to the origin in field space, which is well described in terms of the composite meson fields $M_{IJ} \sim Q_I Q_J/\Lambda$. The strong gauge dynamics in the confined phase nonperturbatively generate a dynamical superpotential, $W_{\text{dyn}}$, which combines with our tree-level superpotential in Eq. (9) to yield

$$W = W_{\text{dyn}} + W_{\text{tree}}, \quad W_{\text{tree}} \simeq \frac{1}{2} \lambda_{IJ} \Lambda Z_{IJ} M^{IJ}, \quad W_{\text{dyn}} = -\frac{\text{Pf}^{(N_{c}+2)}(M^{IJ})}{\Lambda^{N_{c}-1}}. \quad (23)$$

From this superpotential, it is evident that our $SP(N_c)$ theory possesses a supersymmetric vacuum at the origin in field space, in which all fields are massive. After the end of inflation, all fields settle in this vacuum, thereby restoring supersymmetry in the strongly interacting sector. Meanwhile, it is also conceivable that upon some small modification of our set-up a small amount of SUSY breaking may remain in the true vacuum, which is then transmitted to the visible sector and hence responsible for the soft SUSY breaking in the supersymmetric standard model. In App. B we present a toy model exemplifying how such a modification may look like and discuss the possible connection between our DCI mechanism and soft SUSY breaking in more detail.

Now, in order to compute the effective superpotential for inflaton field values $|\phi| \ll \Lambda/\lambda$, it is convenient to decompose the tree-level superpotential in a similar fashion as in Eq. (9),

$${W_{\text{tree}}} \simeq \frac{1}{2} \lambda_{ij} A Z_{ij} M^{ij} + \lambda_{ik} A Z_{ik} M^{ik} + \lambda A \Phi Y, \quad Y \equiv M^{2 N_{c}+3,2 N_{c}+4}, \quad (24)$$

$$i,j = 1, 2, \ldots, 2(N_{c}+1), \quad k = 2 N_{c}+3, 2 N_{c}+4, \quad (25)$$

The total superpotential in Eq. (23) may then be rewritten as,

$$W \simeq \frac{Y}{\Lambda^{N_{c}-1}} \left[ \lambda A \Phi - \text{Pf}^{(N_{c}+1)}(M^{ij}) \right] + \frac{1}{2} \lambda_{ij} A Z_{ij} M^{ij} + \lambda_{ik} A Z_{ik} M^{ik}, \quad (26)$$

where the ellipses stands for a polynomial only in the $M^{ij}$ and $M^{ik}$, but not involving the field $Y$. The first two terms in Eq. (25) just represent the total superpotential of the IYIT model in the peculiar case of a field-dependent moduli constraint. The solution to this constraint which also minimizes the $F$-term potential induced by the singlet fields $Z_{ij}$ is given by, cf. Eq. (15),

$$M^{ij} = \frac{\lambda'}{\lambda_{ij}} \left( \lambda A \Phi \right)^{1/(N_{c}+1)} \times J^{ij} \quad \text{(no summation over } i,j). \quad (27)$$
Close to the origin in field space, the interaction between the goldstino field \( X \) and the inflaton field \( \Phi \) is therefore described by the same effective superpotential as during inflation, cf. Eq. (17),

\[
W_{\text{eff}} \simeq \lambda' \sqrt{N_c + 1} \Lambda_{\text{eff}}^2 X + \ldots, \quad \Lambda_{\text{eff}}^2 \simeq \Lambda^2 \left( \frac{\lambda \Phi}{\Lambda} \right)^{1/(N_c+1)},
\]  

(27)

where we have omitted all terms that do not involve the fields \( X \) and \( \Phi \). The fact that our results in the large-field as well as in the small-field regime, cf. Eqs. (17) and (27), coincide with each other is all but a surprise, but rather expected. The reason for this coincidence is that, as a matter of fact, the form of the effective superpotential is uniquely determined by holomorphicity, dimensional analysis as well as by the requirement of consistency with an (anomalous) \( R \) symmetry. We will return to this argument further below in Sec. 3.3.

In the small-field regime, we can now not deduce the inflaton potential from the effective superpotential as easily as in the large-field regime. The naive \( F \)-term potential induced by the field \( X \) may be the same as for large inflaton field values, cf. Eq. (21),

\[
V \simeq \lambda^2 (N_c + 1) \Lambda^4 \left( \frac{\lambda |\phi|}{\Lambda} \right)^p, \quad p = \frac{2}{N_c+1}.
\]  

(28)

This potential, however, lacks a mass term for the inflaton and hence conflicts with our above statement that all fields are expected to be massive in the true vacuum. Moreover, for \( p < 1 \), it even implies a singular first derivative at the origin. All these discrepancies are due to the fact that, in consequence of non-minimal corrections to the Kähler potential, \( \delta K \), the complex field \( \phi \) now no longer corresponds to the canonically normalized inflaton. To see this, note that, upon eliminating the meson fields \( M^{ij} \) according to Eq. (26), the canonical Kähler potential for the fields \( M^{ij} \) turns into a non-canonical Kähler potential for the inflaton,

\[
\delta K = \frac{1}{2} M^{i}_{i} M^{j}_{j} = \frac{\lambda^2}{\bar{\lambda}^2} (N_c + 1) \Lambda^2 \left( \frac{\lambda |\phi|}{\Lambda} \right)^p,
\]  

(29)

where \( 1/\bar{\lambda}^2 \) denotes the arithmetic mean of the inverse Yukawa coupling constants squared,

\[
1/\bar{\lambda}^2 = \frac{1}{2(N_c+1)} \sum_{i=1}^{N_c+1} \frac{1}{\lambda^2_{ij}}.
\]  

(30)

At small inflaton field values, \( \lambda |\phi| \ll \Lambda \), this term in the Kähler potential dominates over the canonical Kähler potential for the inflaton, \( K = |\phi|^2 \), such that the canonically normalized inflaton must eventually be identified as the reparametrized field \( \tilde{\phi} = \lambda' / \bar{\lambda} \sqrt{N_c + 1} \Lambda (\lambda \phi / \Lambda)^{p/2} \), where \( \bar{\lambda} = (\Lambda^2)^{1/2} \). The scalar potential for the field \( \tilde{\phi} \) is then quadratic as expected,

\[
V \simeq \bar{\lambda}^2 \Lambda^2 |\tilde{\phi}|^2,
\]  

(31)

such that, close to the origin, the inflaton indeed possesses a mass, \( m_\phi \simeq \bar{\lambda} \Lambda \).

Before closing this section, we finally remark that it would have been less favorable to start out with the following, seemingly simpler superpotential to arrive at the above results,

\[
W_{\text{tree}} = W_{\text{IYIT}} + \lambda \Phi Q^{2N_c+3} Q^{2N_c+4}.
\]  

(32)
Indeed, our conclusions pertaining the inflationary dynamics would have been the same in the case of this superpotential; we would have still been led to the fractional power-law potential in Eq. (21). But, without the first term on the right-hand side of Eq. (11), the low-energy effective theory well after the end of inflation features $4(N_c + 1)$ meson fields $M^{ik}$ lacking a singlet partner $Z_{ik}$. Therefore, once the VEV of the inflaton field has decreased to zero, these mesons are completely massless, which has great potential to jeopardize the reheating process after inflation. We would, for instance, expect that the inflaton, due its direct coupling to the strongly interacting sector, then predominantly decays into the massless mesons and hardly into standard model (SM) radiation. In this situation, we would thus fail to ignite the hot big bang after the end of inflation. On the other hand, the generation of a subdominant abundance of dark radiation in the form of massless mesons might also be advantageous. The question under which conditions a small number of massless mesons would allow for a viable reheating process requires, however, a more detailed study, which is beyond the scope of this paper.

3.2 Massless and massive matter fields (fractional powers $p > 0$)

It is now straightforward to extend the above class of models along the lines of our general discussion in Sec. 2. The largest power $p$ we managed to generate in the previous section was $p = 1$, corresponding to the simplest possible group, $SP(1) \cong SU(2)$, among all gauge groups under consideration. In order to generate larger powers than $p = 1$, it is necessary to increase the difference between the beta-function coefficients $b$ and $b_{\text{eff}}$, cf. Eq. (8). At first sight, this is easily accomplished by relaxing the relation between $N_f$ and $N_c$ imposed in the previous section, $N_f = N_c + 2$. It appears as if we only needed to couple the inflaton to not only one, but several quark flavors in the superpotential, such that simply a larger number of quarks perturbatively decouples during inflation. The only problem with this approach however is that then, at low energies, our $SP(N_c)$ gauge theory will feature more than $N_c + 2$ massless quark flavors. Hence, we will no longer reach a phase of $s$-confinement, which conflicts with the second ingredient of our DCI recipe outlined in Sec. 2 and thus causes us to loose control over the IR dynamics of our theory. Instead, our $SP(N_c)$ gauge theory will then be in a non-Abelian Coulomb phase, which, depending on the exact number of flavors $N_f$, will be either very strongly coupled, $N_c + 3 \leq N_f \leq \frac{3}{2}(N_c + 1)$, in the conformal window, $\frac{3}{2}(N_c + 1) < N_f < 3(N_c + 1)$, or free, $3(N_c + 1) \leq N_f$, in the infrared. In particular the second of these three cases might lead to very exotic dynamics after the end of inflation, because it would render the inflaton an unparticle at low energies, which would interact with the SM sector in a very unconventional way. While such a possibility is certainly intriguing, we shall not further consider it in this paper. Instead, we shall merely extend our model just a little bit further, so as to ensure that also in the presence of additional flavors our theory reaches the $s$-confined phase at low energies. This is best done by simply equipping the additional flavors with large enough supersymmetric mass terms.

---

The dynamically generated superpotential for the meson fields does not induce any meson mass terms.
in the superpotential. The additional heavy quark flavors are then guaranteed to perturbatively decouple at low energies, independently of the inflaton field value, so that our model always reduces to the s-confining $SP(N_c)$ theory with $N_c + 2$ flavors as required by our DCI recipe.

To illustrate our idea more concretely, we shall now consider $N_f = N_c + 2 + N_m$ quark flavors, out of which the first (old) $N_c + 2$ flavors, $Q^I$ with $I = 1, 2, \ldots, 2(N_c + 2)$, couple again to the singlet fields $Z_{I,J}$, while the last (new) $N_m$ flavors, $P^a$ and $\bar{P}^a$ with $a = 1, 2, \ldots, N_m$, all couple to the inflaton field $\Phi$. According to our above consideration, we also endow the new quark flavors with supersymmetric masses $M_a$, where w.l.o.g. $M_1 \leq M_2 \leq \ldots \leq M_{N_m}$, such that our total tree-level superpotential now reads

$$W_{\text{tree}} = \frac{1}{2} \lambda_{ij} Z_{iJ} Q^i Q^j + (\lambda_a \Phi + M_a) P^a \bar{P}^a, \quad \Phi \equiv Z_{2N_c+3,2N_c+4}. \tag{33}$$

Alternatively, we could also consider couplings between $\Phi$ and the quark pairs $P^a \bar{P}^{a+1}$, which would allow us to distinguish between the $M_a$ terms and the inflaton Yukawa interactions by means of discrete symmetries. Besides that, we emphasize that we do not specify the origin of the masses terms in the above superpotential. They may equally be fundamental input scales or originate from some other dynamical sector. We shall merely assume that all of the masses $M_a$ in Eq. (33) are at least slightly larger than the dynamical scale, $M_a \gtrsim \Lambda$. This guarantees that the massive quarks decouple perturbatively at energies above the dynamical scale, such that at energies around and below the dynamical scale only $N_c + 2$ quark flavors remain. Thus, as anticipated, the theory reaches again the phase of s-confinement in the infrared.

Similarly as in the previous section, we still identify the chiral inflaton superfield $\Phi$ as the $(I, J) = (2N_c + 3, 2N_c + 4)$ component of the singlet field tensor $Z_{I,J}$. The superpotential in Eq. (33) can therefore be expanded in a similar manner as our first superpotential in Eq. (9),

$$W_{\text{tree}} = \frac{1}{2} \lambda_{ij} Z_{iJ} Q^i Q^j + \lambda_{ik} Z_{ik} Q^i Q^k + (\lambda_0 \Phi + M_0) P^0 \bar{P}^0 + (\lambda_a \Phi + M_a) P^a \bar{P}^a, \tag{34}$$

$$i, j = 1, 2, \ldots, 2(N_c + 1), \quad k = 2N_c + 3, 2N_c + 4, \quad a = 1, 2, \ldots, N_m,$$

with $\lambda_0$ now playing the role of the Yukawa coupling $\lambda$ in Eq. (11) and where we have introduced $M_0 \equiv 0$, $P^0 \equiv Q^{2N_c + 3}$ and $\bar{P}^0 \equiv Q^{2N_c + 4}$ for notational purposes.

During inflation, all $N_d = N_m + 1$ quark flavors coupling to the inflaton field receive a large mass, such that the effective superpotential at energies below all heavy quark mass thresholds is again the superpotential of the IYIT model of dynamical supersymmetry breaking, cf. Eq. (17),

$$W_{\text{eff}} \simeq \lambda' \sqrt{N_c + 1} \Lambda_{\text{eff}}^2 X. \tag{35}$$

Matching the running of the gauge coupling constant at each of the $N_d$ heavy quark mass thresholds, we are able to relate the effective dynamical scale $\Lambda_{\text{eff}}$ to $\Lambda$, the fundamental scale of the full $SP(N_c)$ gauge theory with $N_f = N_c + 2 + N_m$ flavors,

$$\Lambda_{\text{eff}} \simeq \Lambda \prod_{n=0}^{N_m} \left( \frac{M_n + \lambda_n \Phi}{\Lambda} \right)^{(b_n - b_{n+1})/b_{\text{eff}}}, \tag{36}$$
where the $b_n$ denote the beta-function coefficients that are to be respectively employed at energies at which already $N_d - n$ heavy quarks have perturbatively decoupled. Thus, we have

$$b_n = 3(N_c + 1) - (N_c + 1) - n = 2(N_c + 1) - n, \quad (37)$$
$$b_{N_m + 1} \equiv b = 3(N_c + 1) - (N_c + 1) - (N_m + 1) = 2N_c + 1 - N_m,$$
$$b_0 \equiv b_{\text{eff}} = 3(N_c + 1) - (N_c + 1) = 2(N_c + 1).$$

For not too large masses $M_n$ and not too small Yukawa couplings $\lambda_n$, we expect $\lambda_n |\phi| \gg M_n$ for all $n = 0, 1, ..., N_m$ during inflation. In this case, the relation in Eq. (36) simplifies to

$$\lambda_n |\phi| \gg M_n, \quad \Lambda_{\text{eff}} \simeq \Lambda \left(\frac{\lambda \Phi}{\Lambda}\right)^{(b_{\text{eff}} - b)/b_{\text{eff}}}, \quad \lambda = \left(\prod_{n=0}^{N_m} \lambda_n\right)^{1/(N_m+1)}, \quad (38)$$

where we have re-introduced the coupling constant $\lambda$, which is now supposed to denote the geometric mean of the Yukawa couplings $\lambda_0, \lambda_1, ..., \lambda_{N_m}$.

Combining Eqs. (35), (37), and (38), we find the same monomial inflaton potential as in Eq. (21), the only difference being that now the fractional power $p$ is given as

$$p = \frac{2(1 + N_m)}{N_c + 1}, \quad (39)$$

which of course reduces to the expression in Eq. (22) for $N_m = 0$. As we will see in our discussion of the inflationary observables in Sec. 7.4, the dynamical scale $\Lambda$ is typically required to be rather large. We therefore demand that our full gauge theory be (almost) asymptotically free, $b \geq 0$. Otherwise, the RGE running between the the heavy quark mass thresholds and the Planck scale could result in too large values of the gauge coupling constant at the Planck scale. In addition to that, we note that a negative beta-function coefficient $b$ could, under certain circumstances, also eventually lead to a Landau pole for the gauge coupling constant above the Planck scale.

The condition that $b$ should not be negative then results in an upper bound on the power $p$. Setting $b$ to zero in Eq. (8), we find that $p$ can become at most as large as $p = 4$,

$$p = \frac{4(b_{\text{eff}} - b)}{b_{\text{eff}}} \leq \frac{4(b_{\text{eff}} - 0)}{b_{\text{eff}}} = 4. \quad (40)$$

As evident from Eqs. (37) and (39), this bound is saturated for a total of $N_m = 2N_c + 1$ quark flavors coupling the inflaton field; more quark flavors would result in a negative beta-function coefficient $b$. In addition to this rather technical bound on the power $p$, we will also give a more physical argument why $p$ should not take values larger than 4 in Sec. 7.1 cf. Eq. (118). Most importantly, however, it is well known that powers larger than 4 are in severe tension with the observational data in any case, cf. our discussion of the inflationary observables in Sec. 7.4.

For now, let us derive the scalar potential for the inflaton field after the end of inflation. At energies around and below the dynamical scale, all of the $N_m$ additional quark flavors are perturbatively decoupled. Our model thus corresponds once more to the $SP(N_c)$ gauge theory
with \( N_c + 2 \) flavors. The dynamical scale of this theory, \( \Lambda_{Nc+2} \), however differs from \( \Lambda \), the fundamental scale of the full theory with \( N_f = N_c + 2 + N_m \) flavors. Analogously to the relation between \( \Lambda_{\text{eff}} \) and \( \Lambda \) in Eq. \((36)\), those two scales are related to each other as follows,

\[
\Lambda_{Nc+2} \simeq \Lambda \frac{N_m}{\prod_{a=1}^{N_m} \left( \left( \frac{M_a + \lambda_a \Phi}{\Lambda} \right)^{(b_a - b_{a+1})/b_1} \right), \quad b_1 = 2(N_c + 1) - 1 = 2N_c + 1.}
\]

In the limit of a small inflaton field value, we have \( \lambda_a |\phi| \ll M_a \) for all \( a = 1, 2, .., N_m \) and the dynamical scale \( \Lambda_{Nc+2} \) in Eq. \((41)\) reduces to

\[
\Lambda_{Nc+2} \simeq \Lambda \left( \frac{M}{\Lambda} \right)^{N_m/b_1} M = \left( \prod_{a=1}^{N_m} M_a \right)^{1/N_m}, \quad \text{where} \quad M = \left( \prod_{a=1}^{N_m} M_a \right)^{1/N_m}.
\]

where \( M \) is the geometric mean of the masses \( M_1, M_2, .., M_{N_m} \). From this point on, the computation of the scalar potential proceeds exactly as in the \( N_m = 0 \) case. The only change we have to perform is to replace every scale \( \Lambda \) in our previous calculation with the effective scale \( \Lambda_{Nc+2} \). We then find again the effective superpotential in Eq. \((27)\),

\[
W_{\text{eff}} \simeq \lambda' \sqrt{N_c + 1} \Lambda_{\text{eff}}^2 X,
\]

which now contains the following effective dynamical scale \( \Lambda_{\text{eff}} \),

\[
\Lambda_{\text{eff}} \simeq \Lambda_{Nc+2} \left( \frac{\lambda_0 \Phi}{\Lambda_{Nc+2}} \right)^{1/b_{\text{eff}}} \simeq \Lambda \left( \frac{M}{\Lambda} \right)^{N_m/b_{\text{eff}}} \left( \frac{\lambda_0 \Phi}{\Lambda} \right)^{1/b_{\text{eff}}}.
\]

In the small-field regime, the scalar potential for the non-canonically normalized field \( \phi \) therefore features the same power \( p \) as in the \( N_m = 0 \) case, cf. Eq. \((22)\),

\[
p = \frac{2}{N_c + 1}.
\]

As expected, the additional heavy quark flavors thus do not affect the scaling behavior of the inflaton potential. Instead, their only contribution to the inflaton potential ends up being an overall prefactor, \( (M/\Lambda)^{4N_m/b_{\text{eff}}} \), which accounts for the change in the dynamical scale above the heavy quark mass thresholds. However, as long as one is only interested in the low-energy dynamics below the dynamical scale, this change is of course irrelevant and it is actually the scale \( \Lambda_{Nc+2} \), which should be regarded as the fundamental scale. From this perspective, the effective potential in the small-field regime then turns out to be independent of the number of extra heavy quark flavors, \( N_m \), and instead it always corresponds to the potential in Eq. \((28)\).

In the above analysis, we have separately discussed the large- as well as the small-field regime, which led us to two different fractional powers in the inflation potential, cf. Eqs. \((39)\) and \((45)\). These two results, however, only correspond to two limiting cases for the power \( p \) which are in fact continuously connected. In both regimes, we found the same effective scale,

\[
\Lambda_{\text{eff}} \simeq \Lambda \prod_{n=0}^{N_m} \left( \frac{M_n + \lambda_n \Phi}{\Lambda} \right)^{(b_n - b_{n+1})/b_{\text{eff}}},
\]
which we then simplified either assuming $\lambda_a |\phi| \gg M_a$ or $\lambda_a |\phi| \ll M_a$ for all $a = 1, 2, ..., N_m$, cf. Eqs. (38) and (44). Therefore, refraining from making any such assumption about the size of the ratios $x_a = \lambda_a |\phi| / M_a$ puts us in the position to study how our two expressions for $p$ in Eqs. (39) and (45) are actually linked to each other. After some elementary algebra, one finds that the product on the right-hand side of Eq. (46) can be rewritten as follows,

$$\Lambda_{\text{eff}} \simeq \Lambda \left( \frac{M_{\text{eff}}}{\Lambda} \right)^{(N_m - N_{\text{eff}})/\rho_{\text{eff}}} \left( \frac{\lambda_{\text{eff}} \Phi}{\Lambda} \right)^{p_{\text{eff}}/4},$$

where $p_{\text{eff}}$, $N_{\text{eff}}$, $\lambda_{\text{eff}}$, and $M_{\text{eff}}$ are all effective quantities that depend on the field value of the inflaton field. The effective power $p_{\text{eff}}$ turns out to be related to $N_{\text{eff}}$, the effective number of undecoupled quark flavors ($P_a, \bar{P}_a$), just in the same way as $p$ is related to $N_m$ in Eq. (39).

$$p_{\text{eff}}(\phi) = \frac{2(1 + N_{\text{eff}}(\phi))}{N_c + 1}, \quad N_{\text{eff}}(\phi) = \sum_{a=1}^{N_m} \omega_a(\phi).$$ (48)

Here, the $\omega_a$ represent “weights” for the individual heavy quark flavors that approach 1 for large values of the ratio $x_a$ as well as 0 for small values of this ratio.

$$\omega_a(\phi) = \log_{x_a(\phi)} [1 + x_a(\phi)], \quad x_a(\phi) = \frac{\lambda_a |\phi|}{M_a}.$$ (49)

For completeness, we also define $\omega_0 = 1$ for the massless quark flavor ($P_0, \bar{P}_0$). At the same time, the effective Yukawa coupling $\lambda_{\text{eff}}$ as well the effective heavy quark mass scale $M_{\text{eff}}$ correspond to the weighted geometric means of the fundamental input parameters $\lambda_n$ and $M_a$.

$$\lambda_{\text{eff}}(\phi) = \left( \prod_{n=0}^{N_m} \lambda_n^{\omega_n(\phi)} \right)^{1/(1+N_{\text{eff}}(\phi))}, \quad M_{\text{eff}}(\phi) = \left( \prod_{a=1}^{N_m} M_a^{1-\omega_a(\phi)} \right)^{1/(N_m-N_{\text{eff}}(\phi))}. \quad (50)$$

In combination with the effective IYIT superpotential in Eq. (17), the effective scale in Eq. (47) gives rise to an inflaton potential which is well approximated by a monomial as long as all of the weights $\omega_a$ are either close to 0 or 1,

$$V \simeq \lambda^2 (N_c + 1) \Lambda^4 \prod_{n=0}^{N_m} \left| \frac{M_n + \lambda_n |\phi|}{\Lambda} \right|^{2/(N_c+1)}$$

$$= \lambda^2 (N_c + 1) \Lambda^4 \left( \frac{M_{\text{eff}}}{\Lambda} \right)^{2(N_m-N_{\text{eff}})/(N_c+1)} \left( \frac{\lambda_{\text{eff}} |\phi|}{\Lambda} \right)^{p_{\text{eff}}}, \quad p_{\text{eff}} = \frac{2(1 + N_{\text{eff}})}{N_c + 1}. \quad (51)$$

In our above discussion, we assumed $\omega_a \simeq 1$ for all $a = 1, 2, ..., N_m$ in the large-field regime as well as $\omega_a \simeq 0$ for all $a = 1, 2, ..., N_m$ in the small-field regime. This implied $N_{\text{eff}} \simeq N_m$ during inflation as well as $N_{\text{eff}} \simeq 0$ after the end of inflation, which led us to our results in Eq. (39) and (45). The scalar potential in Eq. (51) now nicely illustrates how those two

---

8These weights diverge once the ratios $x_a$ approach a value of 1. The effective quantities $p_{\text{eff}}$, $N_{\text{eff}}$, $\lambda_{\text{eff}}$, and $M_{\text{eff}}$ therefore only have a physically meaningful interpretation as long as the inflaton field value is sufficiently far away from any heavy quark mass threshold, i.e. as long as $x_a \neq 1$ for all $a = 1, 2, ..., N_m$. 
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asymptotic regimes are continuously connected to each other. In addition, we note that the potential in Eq. (51) is also suitable to study inflation in the presence of very large quark masses, $O(\Lambda) \lesssim M_a \lesssim O(M_{Pl})$. In such a case, the heavy quark mass thresholds would not be passed after, but during inflation, resulting in the power in the inflaton potential to successively decrease while inflation takes place. The predictions for the observables related to the primordial power spectrum would then be determined by the momentary value of the effective power at the time when the CMB scales exit the Hubble horizon, $p_{\text{eff}} = p^*_{\text{eff}}$. A smooth variation of the heavy quark masses would then translate into a smooth change of $p^*_{\text{eff}}$ and hence also a smooth change of the inflationary observables. Here, we have implicitly assumed that the masses $M_n$ as well as the Yukawa couplings $\lambda_n$ are all real and positive. But this is in fact a very special case, as the mass parameters $M_n$ and the coupling constants $\lambda_n$ are generally complex-valued. In the general case, we therefore have to ensure that there are no accidental cancellations between the complex phases in the effective masses of the additional quark flavors. Indeed, under unfortunate circumstances, some quark flavors might become almost or even exactly massless during inflation because of a conspiracy among these phases such that $|M_n + \lambda_n \phi| \ll \Lambda$ for some particular inflaton field value. This endangers our entire inflationary scenario, as the scalar potential for the inflaton field is based on the idea that there are exactly $N_f = N_c + 1$ massless flavors present in the low-energy effective theory. Thus, in order to avoid such a situation, we either have to assume that the phases of the masses and couplings are adjusted or even fine-tuned in such a way that none of the additional quark flavors $(P^n, \bar{P}^n)$ becomes massless during inflation—or we have to stick to very large ratios $x_a$ during inflation in the first place and forget about the possibility of heavy quark masses $M_a$ in between the dynamical scale and the Planck scale. In any case, while the regime of large masses $M_a$ clearly deserves a more detailed study, we shall simply assume in this paper that all of the ratios $x_a$ are very large during inflation and hence restrict ourselves to the case of a constant power $p$ that only begins to vary after the end of inflation.

### 3.3 Effective superpotential from $R$ symmetry

All of our calculations in the previous two sections have eventually resulted in the same effective superpotential at energies below the dynamical scale, cf. Eqs. (17), (27), (35), and (43), which, in its most general form, may be written as

$$W_{\text{eff}} = \lambda' \sqrt{N_c + 1} \Lambda^2 X \prod_{n=0}^{N_m} \left( \frac{M_n + \lambda_n \Phi}{\Lambda} \right)^{2/b_{\text{eff}}}.$$  \hspace{1cm} (52)

As we will now demonstrate, this is not a coincidence, but a direct consequence of holomorphicity, dimensional analysis and the requirement of consistency with an (anomalous) $R$ symmetry. We shall assume that all types of quark flavors, $Q^i$ and $(P^n, \bar{P}^n)$, as well as all the various sets of singlet fields, $Z_{ij}$, $Z_{ik}$ and $\Phi$, share common $R$ charges, respectively,

$$R[Q^i] = q, \quad R[P^n] = R[\bar{P}^n] = p, \quad R[Z_{ij}] = z, \quad R[Z_{ik}] = y, \quad R[\Phi] = x.$$ \hspace{1cm} (53)
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The tree-level superpotential in Eq. (34) induces three conditions among these charges, such that eventually only two of them remain linearly independent. If we choose these free charges to be \( z \) and \( x \), the three dependent charges, \( q, p \) and \( y \), can be parametrized as follows,

\[
q = 1 - \frac{z}{2}, \quad p = 1 - \frac{x}{2}, \quad y = \frac{1}{2}(x + z). \tag{54}
\]

Besides that, the superpotential in Eq. (34) also illustrates that, for \( N_m > 0 \) and \( x \neq 0 \), the masses \( M_a \) must carry a common spurious nonzero \( R \) charge \( R[M] = m \equiv x \). All in all, this charge assignment is consistent with a classical \( R \) symmetry. However, at the quantum level, this \( R \) symmetry is in general nonperturbatively broken by the \( SP(N_c) \) gauge anomaly. The anomaly coefficient \( A_R \) for the mixed \( U(1)_R [SP(N_c)]^2 \) is given by

\[
A_R = 2(N_c + 1) + 2(N_c + 1)(q - 1) + 2(1 + N_m)(p - 1) \tag{55}
\]

\[
= 2(N_c + 1) \left( 1 - \frac{z}{2} \right) - (1 + N_m) x, \tag{56}
\]

which does not vanish for generic values of \( x \) and \( z \). But, this is not a problem. Formally, we can still construct an exact symmetry, a so-called anomalous or spurious \( R \) symmetry, by promoting the holomorphic gauge coupling constant and thus the dynamical scale \( \Lambda \) to chiral multiplets which nontrivially shift and rotate under \( U(1)_R \) transformations \[26\]. Performing a \( U(1)_R \) rotation by an angle \( \alpha \), we then have,

\[
\frac{8\pi^2}{g^2} \rightarrow \frac{8\pi^2}{g^2} - i\alpha \ell, \quad \Lambda \rightarrow \Lambda e^{i\alpha \ell}, \quad R[\Lambda] = \ell = \frac{A_R}{b}, \quad b = 2N_c + 1 - N_m, \tag{56}
\]

where \( \ell \) denotes the spurious \( R \) charge of the dynamical scale \( \Lambda \). Note that the such constructed anomalous \( R \) symmetry also encompasses the special case of an anomaly-free \( R \) symmetry, which we obtain after adjusting \( x \) and \( z \), such that the anomaly coefficient \( A_R \) in Eq. (55) vanishes,

\[
A_R = 0, \quad \ell = 0. \tag{57}
\]

In this case, all \( R \) charges can be parametrized solely in terms of the inflaton charge \( x \),

\[
q = \frac{1 + N_m x}{N_c + 1} \frac{x}{2}, \quad p = 1 - \frac{x}{2}, \quad z = 2 - \frac{1 + N_m}{N_c + 1} x, \quad y = 1 + \frac{N_c - N_m x}{N_c + 1} \frac{x}{2}, \quad \ell = 0. \tag{58}
\]

After these remarks regarding the assignment of \( R \) charges to the various fields of our theory, we shall now explicitly re-derive the effective superpotential in Eq. (52). In doing so, we shall consider the most general case and merely require that the superpotential be consistent with the anomalous \( R \) symmetry in Eqs. (54) and (56). We first neglect the masses \( M_a \). According to the \( R \) charges listed in these two equations, the only gauge-invariant term that could possibly appear in the effective superpotential must then have the following structure,

\[
W_{\text{eff}} \propto \left( \Lambda^b \Phi^{1+N_m} \right)^{1/(N_c+1)} Z_{ij}. \tag{59}
\]
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This term is readily rendered neutral under the global flavor symmetry by contracting the singlet fields $Z_{ij}$ with the antisymmetric tensor $J^{ij}/2$,

$$W_{\text{eff}} \propto \sqrt{N_c + 1} \left( \Lambda^b \Phi^{1+N_m} \right)^{1/(N_c+1)} X, \quad X = \frac{1}{2\sqrt{N_c + 1}} J^{ij} Z_{ij}, \quad (60)$$

where we have re-introduced the canonically normalized field $X$. Next, we recall that the inflaton couples to quark flavors via the superpotential term $(\lambda_n \Phi + M_n) P^n \bar{P}^n$. This requires us to shift each of the $1 + N_m$ factors of $\Phi$ contained in the product $\Phi^{1+N_m}$ by a different mass parameter,

$$\Phi^{1+N_m} \rightarrow \prod_{n=0}^{N_m} (M_n + \lambda_n \Phi). \quad (61)$$

Making use of the fact that the beta-function coefficient $b$ is given as $b = 2N_c + 1 - N_m$, we then find that the effective superpotential must be of the following form,

$$W_{\text{eff}} \simeq \lambda' \sqrt{N_c + 1} \Lambda^2 X \prod_{n=0}^{N_m} \left( \frac{M_n + \lambda_n \Phi}{\Lambda} \right)^{1/(N_c+1)}, \quad (62)$$

where $\lambda'$ plays the role of an arbitrary numerical proportionality constant, which we cannot further determine based on $R$ symmetry arguments. This expression is nothing but the superpotential in Eq. (52)! As we now see, it indeed entirely follows from dimensional analysis and the requirement of consistency with an anomalous $R$ symmetry. At the same time, the fact that the superpotential is a holomorphic object guarantees that it does not change its functional form while the inflaton field decreases from a large to a very small field value. Instead, given the superpotential at a particular value of the inflaton field, we are able to analytically continue it across the entire inflaton field range without picking up any additional terms. Its form hence always remains the same, regardless of the magnitudes of the fields $\Phi$ and $X$.

We derived the effective superpotential in Eq. (52) taking into account the full field content of our theory. Alternatively, we can also first integrate out all the heavy quark flavors $(P^n, \bar{P}^n)$ and then construct the effective superpotential from the requirement of consistency with $R$ symmetry. We shall now show that this approach is equivalent to our first calculation, allowing us to recover the superpotential in Eq. (52) as well. Upon integrating out all heavy quark flavors, our theory reduces to the IYIT model of dynamical supersymmetry breaking with $N_f = N_c + 1$ flavors and a new effective dynamical scale, $\Lambda_{\text{eff}}$, which can be obtained by matching the running gauge coupling constant at the various heavy quark mass thresholds, cf. Eq. (46),

$$\Lambda_{\text{eff}} \simeq \Lambda \prod_{n=0}^{N_m} \left( \frac{M_n + \lambda_n \Phi}{\Lambda} \right)^{1/(2N_c+2)}. \quad (63)$$

The only fields left in our theory are then the quark fields $Q^i$ as well as the singlet fields $Z_{ij}$. Their $R$ charges are constrained as in our previous calculation,

$$R[Q^i] = q = 1 - \frac{z}{2}, \quad R[Z_{ij}] = z, \quad (64)$$
which results in general in a nonzero coefficient \( A_{\text{eff}}^R \) for the \( U(1)_R [SP(N_c)]^2 \) gauge anomaly,

\[
A_{\text{eff}}^R = 2(N_c + 1) + 2(N_c + 1)(q - 1) = 2(N_c + 1) \left( 1 - \frac{z}{2} \right). \tag{65}
\]

Hence, the effective dynamical scale \( \Lambda_{\text{eff}} \) must be assigned a spurious \( R \) charge \( \ell_{\text{eff}} \).

\[
R [\Lambda_{\text{eff}}] = \ell_{\text{eff}} = \frac{A_{\text{eff}}^R}{b_{\text{eff}}} = 1 - \frac{z}{2}, \quad b_{\text{eff}} = 2(N_c + 1). \tag{66}
\]

The only gauge-invariant term possibly appearing in \( W_{\text{eff}} \) therefore corresponds to \( \Lambda_{\text{eff}}^2 Z_{ij} \). Again contracting the flavor index with the antisymmetric tensor \( J_{ij}/2 \) and introducing the canonically normalized field \( X \), we then find for the effective superpotential of the IYIT model,

\[
W_{\text{eff}} \simeq \lambda' \sqrt{N_c + 1} \Lambda_{\text{eff}}^2 X, \quad X = \frac{1}{2\sqrt{N_c + 1}} J_{ij} Z_{ij}, \tag{67}
\]

with \( \lambda' \) being an undetermined numerical proportionality constant. Inserting our expression for \( \Lambda_{\text{eff}} \) in Eq. (63) finally leads us once more to the effective superpotential in Eq. (52). No matter how we turn it or where we begin our calculation, we hence always find the same superpotential for our \( SP(N_c) \) gauge theory with \( N_f = N_c + 2 + N_m \) flavors; and each time we arrive at the conclusion that the inflaton field possesses a monomial potential featuring a fractional power \( p \) the exact value of which depends on the number of colors and flavors of our theory.

Finally, in order to conclude this section, we comment on the possibility that an anomaly-free or anomalous \( R \) symmetry is indeed realized as an actual symmetry in our theory. Note that, in the above derivation of the effective superpotential, we merely employed \( R \) symmetry as a tool and did not care about any specific values of our \( R \) charges, as they might result from the structure of a possible UV completion of our theory. Now we however turn to \( R \) symmetry as an ingredient to model building and present examples of \( R \) charge assignments which may possibly be singled out in a hypothetical high-energy theory. An interesting special case of Eq. (54), for instance, corresponds to equal \( R \) charges for all singlet and quark fields, respectively,

\[
q = p = 1 - \frac{x}{2}, \quad x = y = z. \tag{68}
\]

For given values of \( N_c \) and \( N_m \), there thus exists one unique nonanomalous \( R \) charge assignment such that all singlet and quark fields share equal charges, respectively, cf. Eq. (58),

\[
q = p = \frac{N_m + 1}{N_c + 2 + N_m}, \quad x = y = z = \frac{2(N_c + 1)}{N_c + 2 + N_m}, \quad \ell = 0. \tag{69}
\]

If this nonanomalous \( R \) symmetry was indeed realized in our theory, none of the singlet fields would carry \( R \) charge 0. This would render us unable to endow the scalar potential with a shift symmetry in the direction of any of the scalar fields, which would endanger inflation in the context of supergravity, cf. Sec. 6. Instead, assuming that our theory does preserve an anomaly-free \( R \) symmetry, we should better take the inflaton charge \( x \) to be zero, so that

\[
q = 0, \quad p = 1, \quad z = 2, \quad y = 1, \quad x = 0, \quad \ell = 0. \tag{70}
\]
Then the inflaton ends up being the only singlet field carrying zero $R$ charge, which would explain why only this field corresponds to a flat direction in the scalar potential, i.e. why it is exactly the field $\Phi$ that plays the role of the inflaton. Moreover, zero $R$ charge for the inflaton has the further advantage that, simultaneously, the $R$ charges of the masses $M_a$ vanish. On the other hand, depending on the origin of these masses in the high-energy theory, it might also be completely natural that the parameters $M_a$ are spurion fields with nonzero $R$ charges.

4 Models based on $SO(10)$ dynamics

4.1 Massless matter fields only (fractional power $p = 14/11$)

The general DCI recipe can also be readily applied to theories featuring gauge groups other than $SP(N_c)$. A potential alternative are for instance models based on $SO(N_c)$ gauge dynamics including matter fields in the spinor, antispinor and vector representations of $SO(N_c)$. According to the first step of our general algorithm, it is important that, in the low-energy effective regime of our theory, supersymmetry is dynamically broken. If we restrict ourselves to $SO(N_c)$ theories with only spinor matter fields and vanishing superpotential, only one candidate DSB model remains, namely the chiral $SO(10)$ theory with one spinor representation. All other $SO(N_c)$ theories of the same type can be shown to exhibit flat directions in moduli space, along which supersymmetry is preserved. The ground state of the SUSY-breaking $SO(10)$ theory is located around the origin of field space. In this vacuum, the theory is strongly coupled and does not admit a semiclassical description in terms of an effective Kähler and an effective superpotential. By contrast to the IYIT model discussed in Sec. 3.1, we are therefore unable to precisely calculate the vacuum energy density at low energies. This is, however, not a problem as we are mostly interested in the functional dependence of the scalar potential on the inflaton field value and not as much on the precise value of its magnitude. In the context of nonsupersymmetric gauge theories, we could not even be certain whether a nonzero vacuum energy density is generated at all. Now, we know at least for sure that, in consequence of spontaneous $R$ symmetry breaking, supersymmetry is broken at low energies, resulting in a vacuum energy density of $\mathcal{O}(\Lambda_{\text{eff}}^4)$,

$$V \simeq C \Lambda_{\text{eff}}^4,$$

where $C$ is some $\mathcal{O}(1)$ factor accounting for non-calculable strong coupling effects.

Proceeding with implementing our general DCI recipe, we must now ask which s-confining $SO(10)$ theories can be mutated into the DSB model with only one spinor representation. According to the general analysis presented in Ref. [22], there are exactly seven s-confining $SO(10)$ gauge theories, differing from each other in terms of their matter content, cf. Tab. 1. In order to remove representations from these theories, we can always equip spinor-antispinor pairs, 16 16, as well as vector squares, 10 10, with large mass terms. Therefore, given that we ought to retain exactly one spinor representation, only theories with one spinor more than antispinors come into
Table 1: The complete set of s-confining $SO(10)$ theories according to Ref. \[22\]. As indicated, the different theories feature different numbers of matter fields in the spinor (16), antispinor (\[16\]) and vector representation (10).

| $SO(10)$ theory | $N_1$ | $N_2$ | $N_3$ | $N_4$ | $N_5$ | $N_6$ | $N_7$ |
|-----------------|-------|-------|-------|-------|-------|-------|-------|
| $\#$16, $\#$16, $\#$10 | (4, 0, 1) | (3, 0, 3) | (2, 0, 5) | (3, 1, 1) | (2, 1, 3) | (1, 1, 5) | (2, 2, 1) |

question. There is, however, only one such theory, namely theory $\#$5 in Tab. 1. This theory contains two spinors, $S_0$ and $S_1$, one antispinor $\bar{S}_1$ as well as three vectors, $Q_1$, $Q_2$ and $Q_3$. By providing the fields $S_1$, $\bar{S}_1$ and all of the $Q_i$ with mass terms, this model reduces to the $SO(10)$ gauge theory with one spinor representation $S_0$, which is nothing but the DSB model based on $SO(10)$. It is therefore aptly suited to accommodate a realization of our DCI mechanism.

According to the second step of our general algorithm, the mass deformations mutating the s-confining $SO(10)$ theory into the DSB model must be associated with large values of the inflaton field $\Phi$. We therefore introduce the following tree-level superpotential, 

$$W_{\text{tree}} = \Phi \left( \lambda_0 S_1 \bar{S}_1 + \lambda_1 Q_1 Q_1 + \lambda_2 Q_2 Q_2 + \lambda_3 Q_3 Q_3 \right),$$

(72)

which equips all fields except for the spinor $S_0$ with an effective $\Phi$-dependent mass. During inflation, at energies below the heavy quark mass thresholds, the theory thus reduces to the DSB model with vacuum energy density of $O(\Lambda_{\text{eff}}^4)$. Here, the effective dynamical scale $\Lambda_{\text{eff}}$ is related to the fundamental dynamical scale $\Lambda$ just as in Eq. (46), the only difference being that now we do not have any explicit mass terms for the matter fields,

$$\Lambda_{\text{eff}} \simeq \Lambda \prod_{n=0}^3 \left( \frac{\lambda_n \Phi}{\Lambda} \right)^{(b_n - b_{n+1})/b_{\text{eff}}} = \Lambda \left( \frac{\lambda \Phi}{\Lambda} \right)^{(b_{\text{eff}} - b)/b_{\text{eff}}}, \quad \lambda = \prod_{n=0}^3 \lambda_n^{(b_n - b_{n+1})/(b_{\text{eff}} - b)}.$$  

(73)

For an $SO(2N)$ gauge theory with $N_s$ fields in the spinor or antispinor representation and $N_v$ fields in the vector representation, the beta-function coefficient $b$ is given as

$$b = 3 \left( 2N - 2 \right) - 2N_s - N_v.$$  

(74)

In our specific case, $N = 5$, $N_s = 3$ and $N_v = 3$, this translates into the following coefficients $b_n$,

$$b_4 \equiv b = 15, \quad b_3 = 16, \quad b_2 = 17, \quad b_1 = 18, \quad b_0 \equiv b_{\text{eff}} = 22.$$  

(75)

The scalar potential of the low-energy effective theory is therefore once more a monomial potential for the inflaton field featuring a fractional power, cf. Eq. (71),

$$V \simeq C \Lambda_{\text{eff}}^4 \simeq C \Lambda^4 \left( \frac{\lambda |\phi|}{\Lambda} \right)^p, \quad p = 4 \left( \frac{b_{\text{eff}} - b}{b_{\text{eff}}} \right) = \frac{14}{11}.$$  

(76)

Interestingly enough, this potential mimics the potential of the DCI model based on $SP(10)$ dynamics with $1 + N_m = 7$ heavy quark flavors coupling to the inflaton field, cf. Eq. (22).

The scalar potential in Eq. (76) is only valid at large values of the inflaton field, where all matter fields except one spinor perturbatively decouple. At small inflaton field values, the
dynamics of our model turn out to be more complicated. In contrast to the s-confining $SP(N_c)$ theories considered in Sec. 3, the effective degrees of freedom at low energies now not only correspond to mesons ($S\bar{S}$, $Q^2$), but also encompass baryons ($S^2Q\bar{Q}$) as well as further exotic bound states ($S^2\bar{S}^2$, $S^4$, $S\bar{S}Q^2$, $S^3\bar{S}Q$, $S^2Q^3$, $S^2\bar{S}^2Q^2$, $S^3\bar{S}Q^3$) [22]. Therefore, in order to stabilize all composite fields at their origin, we need to introduce a multitude of singlet fields coupling to the effective degrees of freedom in the tree-level superpotential. Schematically, we envision a superpotential of the following form,

$$W_{\text{tree}} = \sum_{m=2}^{7} \lambda_m \left( \frac{\Lambda}{M_{\text{Pl}}} \right)^{m-2} \Lambda Z_m O_m,$$

(77)

where $O_2$, $O_3$, .. stand for the various meson operators, baryon operators and so on. The mesons are hence expected to have masses of $O(\Lambda)$, whereas the baryons and exotic bound states should have comparatively smaller masses which are suppressed compared to the dynamical scale $\Lambda$ by at least one power of the ratio $\Lambda/M_{\text{Pl}}$. With such light states in the inflaton sector, the thermal history of the universe after the end of inflation can easily become very involved, depending on how exactly the inflaton sector is coupled to the SM sector. Because of this, a more detailed study of the reheating process after inflation is definitely imperative to fully capture the phenomenological implications of our $SO(10)$ model. Such an analysis is, however, necessarily model-dependent and therefore beyond the scope of this paper. We leave a more thorough study of the low-energy dynamics of our $SO(10)$ scenario after inflation to future work. In particular, we do not attempt to calculate the inflaton potential in the small-field regime. On general grounds, we expect it to be quadratic in the inflaton field around the origin in field space. Beyond that, any more concrete statement requires a further specification of the superpotential in Eq. (77) as well as a better understanding of the Kähler potential.

4.2 Massless and massive matter fields (fractional powers $p \geq 14/11$)

A power of $p = 14/11$ is not the only fractional power we may generate in the inflaton potential by means of $SO(10)$ dynamics. Just as in the $SP(N_c)$ case, the above outlined DCI model based on $SO(10)$ can be easily generalized to larger values of $p$ by allowing for further matter fields with supersymmetric masses $M_a$ above the dynamical scale, cf. Eq. (33). The discussion of this generalized $SO(10)$ scenario is completely analogous to the discussion of our $SP(N_c)$ models with $N_{m}$ additional quark flavors, cf. Sec. 3.2 which is why here we only state our final results. Consider that on top of the matter content of theory № 5 in Tab. 1 we still have $N_m^s/2$ spinors, $N_m^a/2$ antispinors and $N_m^v$ vectors, where $N_m^s = 0, 2, 4, ..$ and $N_m^a = 0, 1, 2, ..$, all of which possess supersymmetric masses $M_a$ above the dynamical scale. The beta-function coefficients of the high- and low-energy theories, $b$ and $b_{\text{eff}}$, then read, cf. (74),

$$b = 3(2N - 2) - 2(N_s + N_m^s) - (N_v + N_m^v) = 15 - 2N_m^s - N_m^v, \quad b_{\text{eff}} = 22,$$

(78)
which eventually leads to the following power in the inflaton potential in the large-field regime,

\[ p = \frac{2 \left( 7 + 2N_s^m + N_v^m \right)}{11} = \frac{2 \left( 7 + N_{\text{eff}}^m \right)}{11}, \]  

(79)

where we have introduced \( N_{\text{eff}}^m = 2N_s^m + N_v^m \) as the effective number of additional matter fields. Similarly as in the \( SP(N_c) \) case, we require our \( SO(10) \) theory to be (almost) asymptotically free at high energies, which is why we again restrict the coefficient \( b \) to nonnegative values. According to Eq. (40), the condition \( b \geq 0 \) then implies that the power \( p \) cannot be larger than 4. This bound is now saturated for effectively \( N_{\text{eff}}^m = 15 \) additional flavors coupling to the inflaton field. Furthermore, we point out that, by comparing Eq. (79) with Eq. (39), one immediately finds that the DCI models based on \( S_0(10) \) with \( N_{\text{eff}}^m \) extra quark fields yield the same predictions for the power \( p \) as \( SP(10) \) models with \( N_{\text{eff}}^m = N_{\text{eff}}^m + 6 \) extra quark fields. The following two sets of DCI scenarios are hence equivalent in the sense that they give rise to the same inflationary dynamics at inflaton field values above all heavy quark mass thresholds,

\[ SP(10) \text{ with } N_f = N_c + 2 + N_m^f \leftrightarrow SO(10) \text{ with } N_s = 3 + N_s^m, \; N_v = 3 + N_v^m, \]  

(80)

with \( N_m^f = 2N_s^m + N_v^m + 6 \). Meanwhile, the low-energy dynamics of two such equivalent models might look very different due to the presence of the light composite states in the \( SO(10) \) theory.

The full scalar potential of our generalized DCI models based on \( SO(10) \) is given by,

\[ V \simeq C \Lambda^4 \left( \frac{\lambda_0 |\phi|}{\Lambda} \right)^{14/11 \frac{N_s^m}{2}} \prod_{s=1}^{N_s^m} \left| \frac{M_s + \lambda_s \phi}{\Lambda} \right|^{8/11} \prod_{v=1}^{N_v^m} \left| \frac{M_v + \lambda_v \phi}{\Lambda} \right|^{2/11}, \]  

(81)

where \( C \) is an undetermined proportionality constant and with \( \lambda_0 \) corresponding to the coupling \( \lambda \) in Eq. (73). The \( N_s^m/2 \) mass parameters \( M_s \) are the masses of the \( N_s^m/2 \) additional spinor-antispinor pairs, while the \( N_v^m \) mass parameters \( M_v \) denote the masses of the \( N_v^m \) extra vector fields. In the large-field regime, this scalar potential reduces to

\[ V \simeq C \Lambda^4 \left( \frac{\lambda |\phi|}{\Lambda} \right)^p, \quad \lambda = \prod_m \lambda_m^{(b_m - b_{m+1})/(b_{\text{eff}} - b)}, \quad p = \frac{2 \left( 7 + 2N_s^m + N_v^m \right)}{11}, \]  

(82)

where the product runs over all \( 4 + N_s^m + N_v^m \) Yukawa coupling constants \( \lambda_m \) in the tree-level superpotential for the inflaton field, \( \lambda_0, \lambda_1, \lambda_2, \lambda_3, \lambda_s, \) and \( \lambda_v \). In contrast to our \( SP(N_c) \) models, we are now unable to reconstruct the vacuum energy density during inflation simply based on \( R \) symmetry arguments, cf. Sec. 3.3. The simple reason for this is that the DSB model based on \( SO(10) \) does not admit an effective low-energy description in terms of a semiclassical Kähler potential and superpotential—there simply is no superpotential to reconstruct.

4.3 Models based on \( SU(5) \) dynamics (fractional power \( p \geq 16/13 \))

The DSB model based on \( SO(10) \) dynamics, which we introduced at the beginning of Sec. 4.1 and which describes the dynamics of our \( SO(10) \) DCI models during inflation, is in fact a simple
SU(5) theory | № 1 | № 2 | № 3 | № 4 | № 5
--- | --- | --- | --- | --- | ---
(#5, #5∗, #10, #10) | (6, 6, 0, 0) | (4, 5, 1, 0) | (3, 3, 1, 1) | (0, 3, 3, 0) | (2, 4, 2, 0)

Table 2: The complete set of s-confining SU(5) theories according to Ref. [22]. As indicated, the different theories feature different numbers of matter fields in the fundamental (5), antifundamental (5∗), antisymmetric tensor (10) and conjugated antisymmetric tensor representation (10).

generalization of another chiral DSB model based on the gauge group SU(5). Shortly before the authors of Ref. [27] presented their findings regarding the SO(10) model, they had discussed this alternative model in Ref. [28]. The SU(5) model contains one antifundamental representation, \( \bar{Q}^0 \sim 5^\ast \), as well as one antisymmetric tensor, \( A \sim 10 \), and it exhibits two nonanomalous global \( U(1) \) symmetries, \( U(1)_A \) and \( U(1)_R \). The SO(10) model is obtained from the SU(5) model in three steps. All we need to do is to (i) gauge the \( U(1)_A \) symmetry, (ii) add an additional SU(5) singlet to cancel the \([U(1)_A]^3\) anomaly and (iii) embed the resulting \( SU(5) \times U(1)_A \) theory into SO(10). The fact that both the SO(10) as well as the SU(5) theory dynamically break supersymmetry in their respective ground states has ultimately been proven in Ref. [29]. As we shall now demonstrate in this section, the SU(5) model can be equally employed for the construction of viable DCI scenarios. The analysis proceeds exactly along the same lines as the discussion in the previous sections, which is why we only briefly summarize our results.

According to the general analysis presented in Ref. [22], there are exactly five s-confining SU(5) gauge theories, differing from each other in terms of their matter content, cf. Tab. 2. Among these five theories, only theory № 2 can be mutated via mass deformations into the DSB model based on SU(5). This theory is hence a unique candidate for the construction of a working DCI model. \(^9\) Note that it cannot be obtained from the corresponding s-confining model which we use in the case of our SO(10) scenarios. It is not possible to embed the matter content of theory № 2 in Tab. 2 into the SO(10) representations of theory № 5 in Tab. 1. In order to deform the s-confining theory into the DSB model, we now introduce a tree-level superpotential, in which we couple four matter flavors \( (Q^i, \bar{Q}^i) \), where \( i = 1, 2, 3, 4 \), to the inflaton field,

\[
W_{\text{tree}} = \lambda_i \Phi Q^i \bar{Q}^i. \tag{83}
\]

The beta-function coefficients for the SU(5) gauge coupling constant above and below the heavy quark mass thresholds, \( b \) and \( b_{\text{eff}} \), are then given as,

\[
b = 3 \times 5 - \left( \frac{3}{2} + \frac{1}{2} \right) - 4 = 9, \quad b_{\text{eff}} = 3 \times 5 - \left( \frac{3}{2} + \frac{1}{2} \right) = 13. \tag{84}
\]

Performing our standard analysis of the scalar potential in the large-field regime, we then obtain

\(^9\)For more details on the dynamics of SU(\(N_c\)) gauge theories with one antisymmetric tensor, \( N_f \) fundamentals and \( N_f + N_c - 4 \) antifundamentals, cf. Ref. [30]. Note that, within this class of theories, theory № 2 in Tab. 2 corresponds to the special case of \( N_c = 5 \) and \( N_f = 4 \).
the following inflaton potential,

\[ V \simeq C \Lambda^4 \left( \frac{\lambda |\phi|}{\Lambda} \right)^p, \quad \lambda = \prod_{i=1}^{4} \lambda_i^{1/4}, \quad p = \frac{4(b_{\text{eff}} - b)}{b_{\text{eff}}} = \frac{16}{13}, \tag{85} \]

where \( C \) is some undetermined \( \mathcal{O}(1) \) factor resulting from the strong dynamics at low energies. At small inflaton field values, our theory reaches the s-confinement phase, where the dynamics are effectively described in terms of the composite fields \( Q \bar{Q}, A Q^2, A^2 Q, AQ^3, \) and \( \bar{Q}^5. \) Just as in the case of our \( SO(10) \) scenario, these fields partly need to be stabilized by means of higher-dimensional operators. The exact form of the inflaton potential close to the true vacuum depends on the explicit form of these operators.

Finally, we mention that the above model can also be generalized to a larger number of matter fields coupling to the inflaton. Adding \( N_m \) further pairs of vector-like quarks \( (P^a, \bar{P}^a) \), where \( P^a \sim 5 \) and \( \bar{P}^a \sim 5^* \), with explicit supersymmetric masses \( M_a \) and a superpotential

\[ W_{\text{tree}} \supset (M_a + \lambda_a \Phi) P^a \bar{P}^a, \quad \Lambda \lesssim M_a \ll M_{\text{Pl}}, \tag{86} \]

the beta-function coefficient \( b \) turns into \( b = 9 - N_m \). This results in a fractional power \( p \) of

\[ p = \frac{4(4 + N_m)}{13}. \tag{87} \]

Now, the bound in Eq. (40), \( p \leq 4 \), is saturated for \( N_m = 9 \) additional flavors coupling to the inflaton field. Comparing this result with our expression for \( p \) in Eq. (39), we observe that \( SU(5) \) DCI models with \( N_m \) extra quark fields predict the same values for the power \( p \) as \( SP(12) \) DCI models with \( N'_m = 2N_m + 7 \) extra quark fields. In analogy to Eq. (80), we therefore have

\[ SP(12) \text{ with } N_f = N_c + 2 + N'_m \quad \leftrightarrow \quad SU(5) \text{ with } N_f = 4 + N_m. \tag{88} \]

The low-energy dynamics of two such equivalent DCI models are however different from each other due to the presence of the light composite states in the \( SU(5) \) theory.

## 5 Models based on \( SU(3) \times SU(2) \) dynamics

### 5.1 Massless matter fields only (fractional power \( p = 8/7 \))

So far, we have only considered DCI models based on simple Lie groups. As we will demonstrate in this section, our general recipe can however also be easily applied in the case of product groups. To this end, we shall now construct a DCI scenario based on one of the simplest chiral DSB models featuring a product group, namely the so-called 3-2 model presented in Ref. [31]. This model comes with an \( SU(3) \times SU(2) \) gauge group and four chiral superfields \( q, \bar{u}, \bar{d}, \text{ and } \ell \), transforming as follows in the representations of this group,

\[ q \sim (3, 2), \quad \bar{u} \sim (\bar{3}, 1), \quad \bar{d} \sim (\bar{3}, 1), \quad \ell \sim (1, 2). \tag{89} \]

\(^{10}\) For a brief review of this model, cf. also Ref. [32].
The model hence corresponds to supersymmetric QCD with three colors and two flavors in combination with a gauged flavor symmetry, where the additional $SU(2)$ doublet $\ell$ serves the purpose to cancel the Witten anomaly of the $SU(2)$ theory \cite{33}. In the absence of any tree-level superpotential, the classical moduli space exhibits three flat directions corresponding to the following three gauge-invariant composite operators,

$$X = q \bar{d} \ell, \quad Y = q \bar{u} \ell, \quad Z = q q' \bar{u} \bar{d}.$$  \hspace{1cm} (90)

In order to accommodate dynamical supersymmetry breaking in this model, one introduces a tree-level superpotential for the field $X$, which lifts all of the classical $D$-flat directions,

$$W_{\text{tree}} = \kappa X = \kappa q \bar{d} \ell.$$  \hspace{1cm} (91)

This superpotential is accompanied by a dynamically generated superpotential originating from $SU(3)$ instanton effects,

$$W = W_{\text{dyn}} + W_{\text{tree}}, \quad W_{\text{dyn}} = \frac{\Lambda_3^b}{Z}, \quad b = 3 \times 3 - 2 = 7.$$  \hspace{1cm} (92)

Here, $b$ denotes the coefficient of the beta function for the $SU(3)$ gauge coupling constant and $\Lambda_3$ is the associated dynamical scale. The $SU(2)$ gauge dynamics, by contrast, do not yield a contribution to $W_{\text{dyn}}$. As our set of chiral superfields contains four $SU(2)$ doublets, i.e. two flavors of matter fields in the fundamental representation of $SU(2)$, the $SU(2)$ interactions rather result in a modified quantum moduli constraint, similarly as in the case of an $SP(1)$ theory with $N_f = 2$ flavors, cf. Eq. (12). In the following, we shall assume that the dynamical scale of the $SU(2)$ theory, $\Lambda_2$, is significantly smaller than $\Lambda_3$. This then allows us to neglect the moduli constraint induced by the $SU(2)$ interactions.

The total superpotential in Eq. (92) is now responsible for the spontaneous breaking of supersymmetry, which can be seen as follows \cite{28,31,32}. The dynamically generated superpotential requires the field $Z$ to take a large field value, which spontaneously breaks $R$ symmetry. This gives rise to a compact modulus space spanned by the Goldstone boson of $R$ symmetry breaking. In the case of unbroken supersymmetry, this $R$-axion would need to be accompanied by a scalar partner without any potential. That is, the scalar potential would need to be able to exhibit a flat direction—which is however not possible due to the tree-level superpotential. Thus, supersymmetry must be broken. The vacuum energy density $V$ as well as the typical field values $v$ in the SUSY-breaking vacuum can be estimated as follows \cite{31},

$$V \simeq \kappa^{10/7} \Lambda_3^4, \quad v \simeq \frac{\Lambda_3}{\kappa^{1/7}}.$$  \hspace{1cm} (93)

This expression relies on the assumption of a small value for the coupling constant $\kappa$, such that the SUSY-breaking vacuum is located at field values $v \gg \Lambda_3, \Lambda_2$. Only in this situation,
the theory is weakly coupled and the Kähler potential can be approximated by the canonical classical Kähler potential for the fundamental matter fields.\footnote{Note that requiring large field VEVs, $v \gg \Lambda_3, \Lambda_2$, in combination with the expression for $v$ in Eq. (93) implies that $\Lambda_3 \gg \kappa^{1/2} \Lambda_2$. This is consistent with our assumption that $\Lambda_2 \ll \Lambda_3$, which led to Eq. (93) in the first place.}

In order to construct a DCI scenario featuring the above outlined dynamics at low energies, we need to find an s-confining theory which can be mutated into the 3-2 model. To do so, we shall exploit the fact that the $SU(2)$ theory with three flavors is s-confining. In addition to the four chiral superfields in Eq. (89), let us therefore add six more chiral superfields transforming as follows under the $SU(3) \times SU(2)$ gauge group,

$$U \sim (3, 1), \quad D \sim (3, 1), \quad \bar{U} \sim (3, 1), \quad \bar{D} \sim (3, 1), \quad L \sim (1, 2), \quad \bar{L} \sim (1, 2), \quad (94)$$

so that now four flavors of matter fields participate in the $SU(3)$ interactions. Below the dynamical scale of the $SU(3)$ gauge interactions, the model is described in terms of 24 color-singlet hadrons: four baryons $B^I$, four antibaryons $\bar{B}^I$ and 16 mesons $M^{IJ}$, where $I = 1, \ldots, 4$,

$$B = \begin{pmatrix} q_2 U D \\ q_1 U D \\ q_1 q_2 D \\ q_1 q_2 U \end{pmatrix}, \quad \bar{B} = \begin{pmatrix} \bar{d} \bar{U} \bar{D} \\ \bar{u} \bar{U} \bar{D} \\ \bar{u} \bar{d} \bar{D} \\ \bar{u} \bar{d} \bar{U} \end{pmatrix}, \quad M = \begin{pmatrix} q_1 \bar{u} & q_1 \bar{d} & q_1 \bar{U} & q_1 \bar{D} \\ q_2 \bar{u} & q_2 \bar{d} & q_2 \bar{U} & q_2 \bar{D} \\ U \bar{u} & U \bar{d} & U \bar{U} & U \bar{D} \\ D \bar{u} & D \bar{d} & D \bar{U} & D \bar{D} \end{pmatrix}, \quad q = \begin{pmatrix} q_1 \\ q_2 \end{pmatrix}, \quad (95)$$

as well as by the three $SU(2)$ doublets $\ell$, $L$ and $\bar{L}$. Out of these 30 color-neutral fields, 16 fields combine to form eight $SU(2)$ doublets: $q U D$, $q \bar{u}$, $q \bar{d}$, $q \bar{U}$, $q \bar{D}$, $\ell$, $L$ and $\bar{L}$. The doublets $q \bar{d}$ and $\ell$ receive masses due to the tree-level superpotential in Eq. (92). Here, we assume that the coupling constant $\kappa$ is sufficiently large, so that $\ell$ and $q \bar{d}$ are always stabilized at zero at energies below the dynamical scale $\Lambda_3$. Note that this may require some tuning of $\kappa$, as the coupling $\kappa$ must also not be too large since otherwise corrections to the Kähler potential may no longer be under control, cf. our comment below Eq. (93). After integrating out the fields $q \bar{d}$ and $\ell$, only six $SU(2)$ doublets remain, such that at low energies our model eventually turns into an $SU(2)$ theory with three flavors. If the separation between the dynamical scales of the $SU(3)$ and the $SU(2)$ interactions is large enough, this theory is s-confining. Otherwise, the dynamical superpotential associated with the $SU(3)$ dynamics may affect the $SU(2)$ gauge dynamics and the low energy theory may not exhibit a phase of s-confinement. However, as long as $\Lambda_3 \gg \Lambda_2$, which is what we assume, the dynamical superpotential originating from the $SU(3)$ interactions is guaranteed not to cause any problems. In this case, our model then reaches an s-confined phase at low energies. In order to lift all flat directions present in the s-confined phase, we finally need to add further singlet fields coupling to the light $SU(2)$ flavors, similarly as we have done it in the case of our DCI scenarios based on $SO(10)$. We do not specify the concrete form of the superpotential responsible for stabilizing all flat directions and leave a more detailed study of the low-energy dynamics of our $SU(3) \times SU(2)$ model for future work. For now, we shall merely focus on the high-energy dynamics during inflation.
The last step in constructing our DCI model based on $SU(3) \times SU(2)$ gauge dynamics is to identify the flow of the s-confining theory to the DSB model with large inflaton field values. Analogously to our procedure in Secs. 3 and 4, this is done by providing the extra flavors introduced in Eq. (94) with inflaton-dependent supersymmetric mass terms,

$$W_{\text{tree}} \rightarrow W_{\text{tree}} = \kappa q \bar{d} \ell + \Phi \left( \lambda_1 U \bar{U} + \lambda_2 D \bar{D} + \lambda_3 L \bar{L} \right).$$

(96)

Large inflaton field values therefore render the fields $U$, $\bar{U}$, $D$, $\bar{D}$, $L$ and $\bar{L}$ heavy and thus mutate the s-confining theory with in total elementary 30 fields into the DSB model that we initially started out with in our discussion. During inflation, the dynamical scale associated with the $SU(3)$ interactions, $\Lambda \equiv \Lambda_3$, consequently needs to be replaced with an effective dynamical scale $\Lambda_{\text{eff}}$. A calculation along exactly the same lines as in the previous two sections yields

$$\Lambda_{\text{eff}} \simeq \Lambda \left( \frac{\lambda \Phi}{\Lambda} \right)^{(b_{\text{eff}} - b)/b_{\text{eff}}}, \quad \lambda = \sqrt{\lambda_1 \lambda_2},$$

(97)

where we relied on our assumption of a large hierarchy between the scales $\Lambda_3$ and $\Lambda_2$, ensuring that the running of the $SU(3)$ gauge coupling constant is not significantly affected by the $SU(2)$ dynamics. The beta-function coefficients above and below the heavy quark mass thresholds, $b$ and $b_{\text{eff}}$, are given by the usual $SU(3)$ expressions for four and two flavors, respectively,

$$b = 3 \times 3 - 4 = 5, \quad b_{\text{eff}} = 3 \times 3 - 2 = 7.$$  

(98)

Combining Eqs. (93), (97) and (98), we then finally obtain the following inflaton potential,

$$V \simeq \kappa^{10/7} \Lambda_{\text{eff}}^4 \simeq \kappa^{10/7} \Lambda^4 \left( \frac{\lambda |\phi|}{\Lambda} \right)^p, \quad p = \frac{4 (b_{\text{eff}} - b)}{b_{\text{eff}}} = \frac{8}{7}.$$  

(99)

The same fractional power as in this inflaton potential is also generated in the DCI scenario based on $SP(6)$ with in total $1 + N_m = 4$ quark flavors coupling to the inflaton field, cf. Eq. (39).

5.2 Massless and massive matter fields (fractional powers $p \geq 8/7$)

Just as in the case of our $SP(N_c)$ and $SO(10)$ scenarios, also the DCI model based on the gauge group $SU(3) \times SU(2)$ can be generalized to a larger number of matter fields coupling to the inflaton. Let us supplement the field content of our s-confining theory with $N_m$ pairs of quark and antiquark fields transforming in the representations $(3,1)$ and $(\bar{3},1)$, respectively. Let us further equip all of these $N_m$ new quark flavors with supersymmetric masses $M_a$ above the dynamical scale $\Lambda_3$ and couple them to the inflaton field in the same way as the fields $U$, $\bar{U}$, $D$ and $\bar{D}$ in Eq. (96). This eventually leads us to an inflaton potential of the very same form as the potentials in Eqs. (51) and (81),

$$V \simeq \kappa^{10/7} \Lambda^4 \left( \frac{\lambda_0 |\phi|}{\Lambda} \right)^{8/7} \prod_{a=1}^{N_m} \left| \frac{M_a + \lambda'_a \phi}{\Lambda} \right|^{4/7},$$

(100)
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where \( \lambda_0 \) corresponds to the coupling \( \lambda \) in Eq. (99). In the large-field regime, this scalar potential reduces to a simple monomial featuring a fractional power \( p \),

\[
V \simeq \frac{\kappa^{10/7} \Lambda^4}{(\lambda_0 |\phi|)^{p}}, \quad \lambda = \left( \lambda_1 \lambda_2 \prod_{a=1}^{N_m} \lambda_a \right)^{1/(2+N_m)}, \quad p = \frac{4 (2 + N_m)}{7}.
\]  

(101)

The bound on the power \( p \) in Eq. (40) is hence saturated for \( N_m = 5 \) additional SU(3) flavors. Besides that, the comparison between the expressions for \( p \) in Eqs. (101) and (39) reveals that models based on the product group SU(3) \( \times \) SU(2) with \( N_m \) extra quark fields yield the same prediction for the power \( p \) as SP(6) models with \( N'_m = 2N_m + 3 \) extra quark fields. In addition to Eq. (80), we therefore find a second equivalence relation between different DCI models,

\[
SP(6) \text{ with } N_f = N_c + 2 + N'_m \leftrightarrow \text{SU}(3) \times \text{SU}(2) \text{ with } N_f = 4 + N_m.
\]

(102)

Again, the low-energy dynamics of two such equivalent DCI models might look very different due to the presence of the light composite states in the SU(3) \( \times \) SU(2) theory.

In the above analysis, we have consistently assumed that \( \Lambda_3 \gg \Lambda_2 \), which implies that the dominant contribution to the dynamical breaking of supersymmetry arises from the SU(3) dynamics, while the effects of the SU(2) dynamics on the vacuum energy density are negligible. In passing, we mention that also the opposite case, \( \Lambda_2 \gg \Lambda_3 \), provides the basis for the construction of consistent DCI scenarios. In this case, the dynamics of supersymmetry breaking are no longer governed by the SU(3) instanton effects encoded in \( W_{\text{dyn}} \), cf. Eq. (92), but rather by the deformed moduli constraint on the SU(2) moduli space. The vacuum energy density then turns out to be \( V \simeq \kappa^2 \Lambda^4_{\text{eff}} \), with \( \Lambda_{\text{eff}} \) being the effective dynamical scale of the SU(2) interactions below all heavy quark mass thresholds. For a total of \( 1 + N_m \) SU(2) flavors coupling to the inflaton field, this results in a monomial inflaton potential featuring a power \( p = 1 + N_m \). This expression is consistent with our results for DCI models based on SP(1), cf. Eq. (39), as well as our discussion of general SU(\( N_c \)) DCI models in App. A, cf. Eq. (161).

### 5.3 Effective superpotential from R symmetry

Last but not least, we point out that, just like before, our results in Eqs. (100) and (101) can also be derived employing arguments based on R symmetry. Taking into account the constraints on the R charges of our matter fields imposed by the tree-level superpotential, the only remaining independent charges are the charge of the inflaton field, \( x = R[\Phi] \), as well as the charges of the fields \( q, \bar{u} \) and \( \bar{d} \), \( q_q = R[q] \), \( q_u = R[\bar{u}] \) and \( q_d = R[\bar{d}] \). The \( 2 + N_m \) flavors coupling to the inflaton as well as the SU(2) doublets L and \( \bar{L} \) all carry \( R \) charge \( 1 - x/2 \), while the \( R \) charge of the SU(2) doublet \( \ell \) is constrained by the tree-level term in Eq. (91), \( R[\ell] = 2 - q_q - q_d \). With this charge assignment, the coefficient \( A_R \) of the \( U(1)_R [SU(3)]^2 \) anomaly is then computed to be

\[
A_R = 6 + 2(q_q - 1) + (q_u - 1) + (q_d - 1) + 2 \left( -\frac{x}{2} \right) (2 + N_m)
\]

\[
= 2 + 2q_q + q_u + q_d - x (2 + N_m),
\]

(103)
which endows the scale $\Lambda \equiv \Lambda_3$ with an $R$ charge $\ell = R[\Lambda] = A_R/b$. The only gauge-invariant term possibly appearing in the dynamical superpotential is then of the following form,

$$\frac{A^b \Phi^{2+N_m}}{q \bar{q} \bar{u} \bar{d}} = \frac{A^b \Phi^{2+N_m}}{Z} = \frac{\Lambda^7}{Z} \left( \frac{\Phi}{\Lambda} \right)^{2+N_m}, \quad b = 5 - N_m.$$  \hspace{1cm} (104)

From this point on, the further calculation is analogous to the analysis of the DSB model based on $SU(3) \times SU(2)$. Eventually, it leads to the following superpotential,

$$W = W_{\text{dyn}} + W_{\text{tree}}, \quad W_{\text{dyn}} = \frac{\Lambda_{\text{eff}}^7}{Z}, \quad \Lambda_{\text{eff}} = \Lambda \left( \frac{\lambda_0 |\phi|}{\Lambda} \right)^{2/7} \prod_{a=1}^{N_m} \left( \frac{M_a + \lambda_a' |\phi|}{\Lambda} \right)^{1/7},$$  \hspace{1cm} (105)

with $W_{\text{tree}}$ being given in Eq. (96), as well as to the very same scalar potential as in Eq. (100). In the large-field limit, we therefore find again the monomial potential in Eq. (101) featuring the fractional power $p = 4/7(2 + N_m)$.

6 Dynamical chaotic inflation in supergravity

In the last three sections, we constructed various DCI models, all of which eventually led to scalar inflaton potentials which, at large field values, were roughly of the following form,

$$V \simeq V_0 = \Lambda^4 \left( \frac{|\phi|}{\Lambda} \right)^p.$$  \hspace{1cm} (106)

In principle, the potential $V_0$ still needs to be multiplied by a numerical $O(1)$ factor $C$, which increases the number of effective free parameters describing the potential from two $(\Lambda, \lambda)$ to three $(\Lambda, \lambda, C)$, cf. our explicit results for the potential in Eqs. (51), (81), (85) and (101). In the following, we shall however omit the factor $C$ for simplicity. A generalization of our subsequent analysis to the case of a scaled inflaton potential, $V \simeq CV_0$, is straightforward. In the last sections, we succeeded in developing a dynamical mechanism for the generation of potentials such as the one in Eq. (1). On the other hand, we have neglected any gravitational corrections to the inflaton potential up to now. A careful examination of these corrections is, however, mandatory if we really intend to demonstrate that our DCI models are capable of providing the basis for consistent scenarios of cosmic inflation. Thus, we shall now discuss under which circumstances our DCI models can be successively coupled to supergravity.

Inflation based on the potential $V_0$ is characterized by the slow-roll motion of the inflaton field at very large field values. This can be quantified in terms of the slow-roll conditions, which are only satisfied for field values around or larger than $|\phi_0| \simeq p M_{\text{Pl}}$. Unless $p$ is extremely small, the inflaton consequently exceeds the Planck scale $M_{\text{Pl}}$ for almost the entire period of inflation. In supergravity, the scalar potential $V_0$ picks up an exponential prefactor, $\exp \left[ K/M_{\text{Pl}}^2 \right]$, where

\[\text{Our choice of setting } C \text{ to } 1 \text{ can also be thought of as a redefinition of the coupling constant, } \lambda \rightarrow C^{1/p} \lambda. \]

Note however that this redefinition affects the mass of the inflaton field in the true vacuum, $m_\phi \sim \lambda \Lambda$, such that setting $C = 1$ corresponds indeed to a special choice and cannot be simply assumed w.l.o.g.
\( K \) is the Kähler potential. If we coupled our DCI models to supergravity merely assuming a canonical Kähler potential for the inflaton field, \( K = |\phi|^2 \), we would therefore quickly encounter a too steep potential,

\[
V \supset \exp \left[ \frac{K}{M^2_{\text{Pl}}} \right] V_0 = \exp \left[ \frac{|\phi|^2}{M^2_{\text{Pl}}} \right] V_0 = V_0 + 3 H_0^2 |\phi|^2 + \ldots, \quad H_0^2 = \frac{V_0}{3 M^2_{\text{Pl}}}. \tag{107}
\]

In the case of a canonical Kähler potential, the inflaton field acquires a mass of the order of the Hubble scale \( H_0 \), which results in the slow-roll parameter \( \eta \) being too large at all times

\[
\eta = M^2_{\text{Pl}} \frac{V''}{V} \simeq 1 + \frac{|\phi|^2}{M^2_{\text{Pl}}}, \tag{108}
\]

and hence spoils the inflationary dynamics. To avoid running into the eta problem, we are thus led to assume a shift symmetry in the direction of the inflaton field \( \Phi \) \cite{7, 8, 10, 34}. That is to say, we assume that the Kähler potential is invariant under the following transformation,

\[
\Phi \rightarrow \Phi + i c M_{\text{Pl}}, \quad c \in \mathbb{R}. \tag{109}
\]

While this transformation behavior is reminiscent of the behavior of axions or more generally of Nambu-Goldstone bosons in the context of spontaneously broken symmetries, we do not further specify the origin of this shift symmetry. In this sense, our general DCI mechanism can apparently not be regarded as a complete description of the inflationary dynamics. It rather needs to be embedded into a UV-complete theory that is capable of explaining the origin of the shift symmetry. A promising candidate for such a UV completion is certainly string theory, in which, for instance, the low-energy description of brane dynamics may feature shift symmetries that could be used for inflation \cite{35}. In addition, the assignment of \( R \) charges in the individual DCI models may provide a hint as to why a shift symmetry is realized in exactly the direction of the inflaton field. For instance, if the inflaton was the only gauge singlet carrying zero \( R \) charge, it would be singled out as a unique direction in field space along which a shift symmetry could potentially be realized. In Sec. 3.3 we gave an example for such a situation in the context of our DCI models based on \( SP(N_c) \) gauge groups, cf. the discussion related to Eq. (70).

Given the shift symmetry in Eq. (109), the Kähler potential now ends up being a function of the linear combination \( \phi + \phi^* \) only

\[
K = \frac{1}{2} (\phi + \phi^*)^2 = \sigma^2, \quad \phi = \frac{1}{\sqrt{2}} (\sigma + i \tau). \tag{110}
\]

Thanks to the shift symmetry, it only depends on the real part of the complex inflaton field, \( \sigma = \sqrt{2} \text{Re}\{\phi}\), but not longer on its imaginary part, \( \tau = \sqrt{2} \text{Im}\{\phi}\). Instead of the potential in

\[
\text{Note that, while this eta problem certainly becomes worse for super-Planckian field values, the slow-roll parameter } \eta \text{ is also already too large for sub-Planckian field values } |\phi| \lesssim M_{\text{Pl}}.
\]

\[
\text{Of course, the Kähler potential is a function of the chiral superfields } \Phi \text{ and } \Phi^\dagger, \text{ which is why } K \text{ is actually given as } K = (\Phi + \Phi^\dagger)^2 / 2. \text{ However, as we are only interested in the dynamics of the scalar components of the fields } \Phi \text{ and } \Phi^\dagger, \text{ it is for our purposes sufficient to work with the complex scalars } \phi \text{ and } \phi^* \text{ in Eq. (110).}
\]
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Eq. (107), we now have for the full scalar potential in supergravity,

\[ V(\sigma, \tau) \supset \exp\left[ \frac{K}{M_{Pl}^2} \right] V_0(\sigma, \tau) = V_0(\sigma, \tau) + 3H_0^2\sigma^2 + \ldots \]  

(111)

During inflation, the real field \( \sigma \) is hence stabilized at \( \sigma = 0 \) due to its Hubble-induced mass, while the field \( \tau \) slowly rolls in the potential \( V_0(0, \tau) \). The imaginary component of the complex field \( \phi \) thus exhibits a fractional power-law potential, even at super-Planckian field values, which is why we can now identify the field \( \tau \) as the actual real degree of freedom driving inflation.

It is important to note that in all of our DCI models the shift symmetry is explicitly broken by the Yukawa terms in the tree-level superpotential coupling the inflaton field to a subset of matter fields, cf. Eqs. (34), (72), (83) and (96). These Yukawa interactions are a crucial ingredient to our general DCI recipe, without which our entire construction would collapse. None of our DCI models can therefore ever be exactly shift-symmetric in the direction of the inflaton field. The shift symmetry is always explicitly broken in the superpotential at tree level and, as a consequence, it is also always broken in the Kähler potential at loop level. In fact, the explicit symmetry-breaking terms in the superpotential induce the following Kähler potential,

\[ \delta K(\mu) \sim c \frac{\lambda^2}{16\pi^2} |\phi|^2 \log \left( \frac{\mu^2}{M_{Pl}^2} \right), \]  

(112)

with \( \mu \) being the energy scale at which \( \delta K \) is supposed to be evaluated and with \( c \) denoting a model-dependent factor of \( O(1..10) \). Here, we have assumed that the shift-symmetric Kähler potential in Eq. (110) is defined around the Planck scale, so that for energies \( \mu \approx M_{Pl} \) no large logarithmic correction appears. A quick way to see why the term \( \delta K \propto \lambda^2/(16\pi^2) |\phi|^2 \) is expected to be generated in the effective Kähler potential is the following: Formally, the symmetry-breaking terms in the superpotential can be rendered invariant, once we promote the shift symmetry to a spurious symmetry under which the coupling constant \( \lambda \) transforms as \( \lambda \to \lambda \Phi/(\Phi + i c M_{Pl}) \). This spurious shift symmetry still forbids the dangerous canonical term in the tree-level Kähler potential, \( K \not\supset |\phi|^2 \), but it allows for a loop-suppressed term \( \delta K \propto \lambda^2/(16\pi^2) |\phi|^2 \) in the effective Kähler potential. The loop-induced breaking of the shift symmetry in the Kähler potential then bears the risk of re-introducing the eta problem, as it results again in a steep exponential potential at large inflaton field values, \( \tau \gg M_{Pl} \). In order to prevent the Kähler potential in Eq. (112) from spoiling the inflationary dynamics after all, we thus have to assume that the value of \( \lambda \) is rather suppressed, \( \lambda \ll 1 \). In the sense of 't Hooft [36], such an assumption however does not confront us with a naturalness problem, since the limit \( \lambda \to 0 \) corresponds to the restoration of the shift symmetry in the superpotential as well as in the Kähler potential. More precisely, the shift in the slow-roll parameters \( \varepsilon \) and \( \eta \) and hence also in the inflationary CMB observables induced by \( \delta K \) in Eq. (112) can be estimated as [34],

\[ \Delta \varepsilon \sim \Delta \eta \sim c \frac{\lambda^2}{16\pi^2} \sim 10^{-3} \left( \frac{c}{10} \right) \left( \frac{\lambda}{0.1} \right)^2, \]  

(113)
where we have assumed rather large $c$, so as to be on the safe side and not to underestimate the upper bound on $\lambda$. The Yukawa coupling $\lambda$ is therefore only allowed to take values at most as large as $\lambda \simeq 10^{-1}$; larger values of $\lambda$ result into too large corrections to the slow-roll parameters.

The fact that we are led to incorporate a shift symmetry into our general DCI mechanism does not come as a surprise. In Refs. [7,8], it has been shown that, in order to successfully construct a model of chaotic inflation in the context of supergravity, it is sufficient to impose a shift symmetry in the direction of the inflaton and to require the superpotential to be of the form $W = f(\Phi) \Xi$, where $f$ is an arbitrary holomorphic function of $\Phi$ and the field $\Xi$ is a gauge singlet that can be identified as the goldstino superfield responsible for the spontaneous breaking of supersymmetry during inflation [9]. Now we recognize that several of our DCI scenarios actually belong to this class of SUGRA models of chaotic inflation. For example, our $SP(N_c)$ models feature an effective superpotential $W_{\text{eff}} \propto \Lambda^2_{\text{eff}} X$ during inflation, cf. Eq. (17), such that the goldstino field $\Xi$ can be straightforwardly identified as the linear combination $X \propto J_{ij} Z_{ij}$, cf. Eq. (18). A similar observation holds for our $SU(3) \times SU(2)$ models. In the case of our $SO(10)$ scenarios, a description of the SUSY-breaking dynamics in terms of a perturbative superpotential as well as a perturbative Kähler potential is, by contrast, not feasible.

Finally, we mention that a second modification of the scalar potential related to supergravity, besides the exponential factor involving the Kähler potential, $\exp[K/M_{Pl}^2]$, arises due to the fact that in supergravity also the superpotential itself, as a function of the scalar fields, enters into the scalar potential. In fact, for any chiral superfield $\Phi$ possessing a nonzero $F$-term, $W \simeq -F_{\Phi}^* \phi$ with $F_{\Phi} \neq 0$ during inflation, the scalar potential contains a term of the form,

$$V \supset -\frac{3}{M_{Pl}^2} |W|^2 \simeq -\frac{|\phi|^2}{M_{Pl}^2} |F_{\Phi}|^2 + \ldots$$

(114)

This potential is negative and dominant over the positive contribution, $|F_{\Phi}|^2$, for $|\phi| \gg M_{Pl}$. Therefore, if in our DCI scenarios the inflaton had a large $F$-term, significantly contributing to the vacuum energy density during inflation, the associated negative SUGRA contribution would ruin the inflationary dynamics [7]. Because of this, it is important that, as we already mentioned at the end of Sec. 2, it is the $F$-term of a different field other than the inflaton which provides the dominant contribution to the vacuum energy density during inflation. Fortunately, this requirement is always fulfilled in our DCI models by construction—according to our general DCI algorithm, the dynamical breaking of supersymmetry and hence the dynamical generation of the vacuum energy density is always taken care of by the strongly interacting effective theory below all heavy mass thresholds, which no longer involves the inflaton as a dynamical degree of freedom. The breaking of supersymmetry is therefore attributed to the $F$-term of some other field $\Xi \neq \Phi$ in this effective theory. In the case of our $SP(N_c)$ models, this field corresponds for example to the linear combination $X \propto J_{ij} Z_{ij}$, cf. Eq. (18), as we already pointed above.

36
7 Phenomenological implications

In the previous sections, we have demonstrated how our general DCI mechanism allows to construct monomial inflaton potentials such as the one in Eq. (1) as well as how to consistently embed them into supergravity. Now we shall study their phenomenological implications for the inflationary phase, the reheating process after the end of inflation as well as for the inflationary CMB observables in more detail. Throughout our analysis, we will approximate the scalar potential for the real inflaton degree of freedom \( \tau \) as follows

\[
V \approx V_0 = \Lambda_{\text{eff}}^4(\tau), \quad \Lambda_{\text{eff}}(\tau) = \Lambda \left( \frac{\lambda \tau}{\Lambda} \right)^{p/4},
\]

where, compared to Eq. (106), we have absorbed a factor of \( 1/\sqrt{2} \) in the coupling constant \( \lambda \). Effectively, for a given value of the fractional power \( p \), every DCI model therefore has two free parameters: the dynamical scale \( \Lambda \) as well as the inflaton Yukawa coupling constant \( \lambda \).

7.1 Constraints on parameter space

The two parameters \( \Lambda \) and \( \lambda \) are subject to several constraints, which follow from the requirement of internal theoretical consistency. First of all, we note that the masses of the matter fields coupling to the inflaton, which are all of \( O(\lambda \tau) \), should never exceed the Planck scale. Only as long as \( \lambda \tau \lesssim M_{\text{Pl}} \) for all times during inflation, we can rely on our ordinary field-theoretic analysis. Larger masses would, by contrast, require us to specify the UV completion of our model and perform an explicit string-theoretic calculation. As we are only interested in the last \( N_e = 50...60 \) e-folds of inflation, the largest relevant field value of the inflaton is the one \( N_e \) e-folds before the end of inflation, \( \tau_{N_e} \simeq (2pN_e)^{1/2} M_{\text{Pl}} \). This field value typically exceeds the Planck scale by an order of magnitude, \( \tau_{N_e} \sim O(10) M_{\text{Pl}} \), which is why \( \lambda \) must be rather small, so as to guarantee that the product \( \lambda \tau_{N_e} \) still remains below the Planck scale, \( \lambda \tau_{N_e} \lesssim M_{\text{Pl}} \Rightarrow \lambda \lesssim \sqrt{\frac{1}{2pN_e}} \simeq 7.1 \times 10^{-2} \left( \frac{2}{p} \right)^{1/2} \left( \frac{50}{N_e} \right)^{1/2} \). (116)

This condition needs to be compared with the bound resulting from the requirement of not too large shifts in the slow-roll parameters due to the explicit breaking of shift symmetry in the Kähler potential, \( \lambda \lesssim 10^{-1} (\Delta \eta_{\text{max}}/10^{-3})^{1/2} (10/c)^{1/2} \), cf. Eq. (113). Thus, if we maximally allow for shifts \( \Delta \eta_{\text{max}} \) of \( O(10^{-3}) \) and assume the coefficient \( c \) to take some \( O(10) \) value, this latter bound is always significantly weaker than the one in Eq. (116). Once the condition in Eq. (116) is satisfied, we therefore do not have to worry about possibly too large corrections to the slow-roll parameters—they are then automatically guaranteed to be negligibly small.

Furthermore, similarly as for the masses of the decoupling matter fields, we also must pay attention that the total potential energy density \( V \) never exceeds Planckian values. Our field-theoretic analysis only remains valid as long as \( V \lesssim M_{\text{Pl}}^4 \) for all times during inflation. Making
use of the fact that the potential energy density is largest for field values around $\tau \simeq \tau_N$, this condition then implies a second upper bound on the coupling constant $\lambda$,

$$ V \lesssim M_{\text{Pl}}^4 \Rightarrow \lambda_{\text{eff}} \lesssim M_{\text{Pl}} \Rightarrow \lambda \lesssim \sqrt{\frac{1}{2pN_e}} \left( \frac{M_{\text{Pl}}}{\Lambda} \right)^{(4-p)/p}. $$

(117)

Given that the dynamical scale $\Lambda$ is smaller than the Planck scale, $\Lambda \lesssim M_{\text{Pl}}$, this bound is weaker than the one in Eq. (116) for fractional powers $p \leq 4$. This means in turn that, for powers $p > 4$, the masses of the matter fields coupling to the inflaton field are forbidden to grow to values as large as the Planck mass, because otherwise super-Planckian energy densities would occur during the last $N_e$ e-folds of inflation. For this reason, as we wish to retain the possibility of reaching $O(M_{\text{Pl}})$ values with the masses $\lambda \tau_N$, we will restrict ourselves to powers $p \leq 4$ in the following. In more formal terms, denoting the two maximally possible values of $\lambda$ according to Eqs. (116) and (117) by $\lambda_{\text{max},1}$ and $\lambda_{\text{max},2}$, we then have

$$ \lambda_{\text{max},1} \tau_N \simeq M_{\text{Pl}}, \quad \lambda \left( \frac{\lambda_{\text{max},2} \tau_N}{\Lambda} \right)^{p/4} \simeq M_{\text{Pl}}, \quad \lambda_{\text{max},1} \leq \lambda_{\text{max},2} \Rightarrow p \leq 4. $$

(118)

In addition to the bound on the power $p$ in Eq. (40), this condition provides another, slightly more physical reason why it is sensible to restrict our analysis to $p$ values not larger than 4. Besides that, as discussed in Sec. 7.4 and illustrated in Fig. 6, powers larger than 4 are, of course, almost ruled out observationally in any case.

Third, we must ensure that all matter fields coupling to the inflaton decouple perturbatively at energy scales above the dynamical scale $\Lambda$. This places a lower bound on the masses of the decoupling matter fields, $\lambda \tau \gtrsim \Lambda$. For smaller masses, the dynamics of the matter fields are dominated by strong-coupling effects and we can no longer integrate fields out by naively employing the techniques of perturbation theory. The smallest relevant value of the inflaton during inflation is the one reached at the end of inflation, when the slow-roll conditions become violated, $\tau_0 \simeq p M_{\text{Pl}}$. We consequently find the following lower bound on the coupling $\lambda$,

$$ \lambda \tau_0 \gtrsim \Lambda \Rightarrow \lambda \gtrsim \frac{1}{p} \frac{\Lambda}{M_{\text{Pl}}} \simeq 2.1 \times 10^{-3} \left( \frac{\Lambda}{10^{16} \text{ GeV}} \right). $$

(119)

Eqs. (116) and (119) hence tell us that, for typical values of $p$ and $\Lambda$, the coupling $\lambda$ should take values of $O(10^{-3}..10^{-1})$. Such small values of $\lambda$ are also sufficient to adequately suppress the shift symmetry-breaking corrections in the effective Kähler potential, cf. Eq. (113).

Fourth, it is important that during inflaton the inflaton field value does not vary too rapidly. The typical timescale of physical interactions in the strongly coupled sector is of the order of $\Lambda_{\text{eff}}^{-1}$. During this time, the inflaton rolls a distance $\Delta \tau \simeq \dot{\tau}/\Lambda_{\text{eff}}$ in field space, which should be small compared to its actual field value,

$$ |\Delta \tau| \lesssim |\tau| \Rightarrow \left| \frac{\dot{\tau}}{\dot{\tau}} \right| \lesssim \Lambda_{\text{eff}}. $$

(120)
Figure 2: Hierarchy among all the relevant energy scales involved in dynamical chaotic inflation ($H_0$: Hubble rate; $\mu_0$: Wilsonian cut-off scale; $\Lambda$ and $\Lambda_{\text{eff}}$: fundamental and effective dynamical scale, respectively; $\lambda \tau$: inflaton-dependent heavy quark mass; $M_{\text{Pl}}$: Planck scale; $\tau$: real inflaton field). Here, we have chosen the following exemplary parameter values: $p = 2$, $\Lambda = 1.0 \times 10^{15}$ GeV, $\lambda = 1.2 \times 10^{-2}$, $N_e = 50$, which also result in the correct value for the scalar spectral amplitude $A_s$, cf. the black dot in Fig. 4. The red dots indicate the inflaton field value $\tau$ as well as the inflaton-dependent heavy quark mass $\lambda \tau$ at the time $15$ e-folds before the end of inflation.

Otherwise backreactions from the strongly coupled sector could potentially perturb the inflationary dynamics in an uncontrollable manner. The inflaton velocity $\dot{\tau}$ follows from the slow-roll equation of motion, $3H_0 \dot{\tau} \approx -V_{,\tau}$, such that the condition in Eq. (120) can be rewritten as

$$\left| \frac{\dot{\tau}}{\tau \Lambda_{\text{eff}}} \right| \approx \frac{p \lambda^2}{\sqrt{3}} \left( \frac{M_{\text{Pl}}}{\Lambda} \right) \left( \frac{\lambda \tau}{\Lambda} \right)^{p/4-2} \lesssim 1.$$  

(121)

Together with the condition in Eq. (116), $\lambda \tau \lesssim M_{\text{Pl}}$, we then find a second upper bound on $\lambda$,

$$\frac{p \lambda^2}{\sqrt{3}} \left( \frac{M_{\text{Pl}}}{\Lambda} \right)^{p/4-1} \lesssim 1 \quad \Rightarrow \quad \lambda \lesssim \left( \frac{M_{\text{Pl}}}{\Lambda} \right)^{(p/4-1)/2}.$$  

(122)

This constraint on $\lambda$ only becomes tighter than the one in Eq. (116) for large fractional powers, $p \gtrsim 4$, and small values of $\Lambda$. However, as we are only interested in powers $p \leq 4$, this case is irrelevant for us. For $p \leq 4$, Eq. (122) is always satisfied for $\lambda \lesssim 6.6 \times 10^{-1}$, which is a significantly weaker bound than the one in Eq. (116).

Finally, we mention as a fifth condition that the inflationary Hubble rate $H_0$ must always be smaller than the dynamical scale $\Lambda_{\text{eff}}$,

$$H_0 \lesssim \Lambda_{\text{eff}}.$$  

(123)

The Hubble scale $H_0$ determines the size of the scalar fluctuations of the inflaton field. If the Hubble rate was larger than $\Lambda_{\text{eff}}$, we would not be able to base the calculation of our predictions for the inflationary observables on the effective scalar potential in Eq. (115). This last condition is, however, always trivially fulfilled, since the effective dynamical scale $\Lambda_{\text{eff}}$ is always smaller than the Planck scale $M_{\text{Pl}}$ according to our second condition in Eq. (117),

$$H_0 = \frac{V_0^{1/2}}{\sqrt{3}M_{\text{Pl}}} = \frac{\Lambda_{\text{eff}}^2}{\sqrt{3}M_{\text{Pl}}} \lesssim \Lambda_{\text{eff}} \quad \Rightarrow \quad \Lambda_{\text{eff}} \lesssim \sqrt{3}M_{\text{Pl}}.$$  

(124)
A summary of all the relations listed above is given in Fig. 2, in which we illustrate the hierarchy between the scales $H_0$, $\Lambda$, $\Lambda_{\text{eff}}$, $\lambda \tau_0$, $\lambda \tau_{N_e}$, $M_{\text{Pl}}$, $\tau_0$ and $\tau_{N_e}$ for a representative parameter example. In addition to all relevant physical scales, we also indicate the approximate location of the Wilsonian cut-off scale $\mu_0$, which defines the validity range of the effective superpotentials derived in the previous sections. As for the coupling constant $\lambda$, we conclude that the constraints in Eqs. (116) and (119) are the strongest ones. We will come back to these bounds when discussing our prediction for the amplitude $A_s$ of the scalar power spectrum, cf. Fig. 4.

7.2 Initial conditions for inflation and inflationary phase

The scalar potential in Eq. (115) gives rise to a phase of a chaotic inflation [2]. In contrast to many other inflationary scenarios, standard chaotic inflation based on a potential such as $m^2 |\phi|^2$ or $\lambda/4 |\phi|^4$ has the virtue that it does not require any particular fine-tuning of the initial position and velocity of the inflaton field. The reason for this is the following: As is well known, a necessary condition for inflation to occur is that at early times the potential energy of the inflaton field as well as its kinetic and gradient energies must be sufficiently homogeneous across an entire Hubble volume $H^{-3}$ [37]. If inflation was preceded by a phase of, for instance, radiation domination and the actual inflationary phase only began at sub-Planckian expansion rates, $H \ll M_{\text{Pl}}$, the initial inflation field value and the initial inflaton velocity would need to be adjusted to homogeneous values across a number of roughly $(M_{\text{Pl}}/H)^{3/2}$ nonequilibrated Planck domains. Ordinary chaotic inflation avoids this initial horizon problem, as it starts out with arbitrary or chaotic initial conditions in the vicinity of the Planck scale, such that

$$t_{\text{ini}} \sim M_{\text{Pl}}^{-1}, \quad \tau_{\text{ini}} \gg M_{\text{Pl}}, \quad V(\tau_{\text{ini}}) \sim \frac{1}{2} \tau_{\text{ini}}^2 \sim \frac{1}{2} (\vec{\nabla} \tau)_{\text{ini}}^2 \sim H_{\text{ini}}^4 \lesssim M_{\text{Pl}}^4. \quad (125)$$

In this picture, the entire observable universe then originates from a single homogeneous Planck domain, which begins to inflate at times $t_{\text{ini}}$ close to the Planck time $M_{\text{Pl}}^{-1}$.

In the context of dynamical chaotic inflation, the situation is similar, but only to a certain extent. The crucial difference here is that at times around $M_{\text{Pl}}^{-1}$ the scalar potential for the inflaton typically does not yet exist. It rather takes the interactions in the strongly coupled sector a time of $O \left( \Lambda_{\text{eff}}^{-1} \right)$ to dynamically generate a potential for the inflaton field. Inflaton can therefore only set in once the Hubble rate has dropped to a value $H \sim \Lambda_{\text{eff}}$. As we require the mass of the heavy quarks coupling to the inflaton not to exceed the Planck scale for any time during inflation and as we focus on DCI models with a power $p \leq 4$, the effective dynamical scale can become at most as large as $M_{\text{Pl}}$, cf. Eqs. (116), (117) and (118). Similarly, the Hubble rate can maximally become as large as $H \simeq (\Lambda/M_{\text{Pl}})^{2-p/2} M_{\text{Pl}}/\sqrt{3}$. For powers much smaller than $p = 4$, the delay between the Planck time, $t \sim M_{\text{Pl}}^{-1}$, and the onset of inflation at $t \sim \Lambda_{\text{eff}}^{-1}$ then seems to re-introduce the initial horizon problem. However, as we will argue in the following, this is actually not the case. In doing so, we will first present a rough order of magnitude estimate
for the degree of inhomogeneity at the time when $H \sim \Lambda_{\text{eff}}$; then we will follow and describe the time evolution of the field fluctuations between $t \sim M_{\text{Pl}}$ and $t \sim \Lambda_{\text{eff}}^{-1}$ in more detail.\footnote{Despite the absence of any initial horizon problem in dynamical chaotic inflation, the delay between the Planck time and the onset of inflation forces us to assume that the spatial curvature of the universe has negative sign or is at most zero. That is, we have to assume an open or at most flat universe. In the case of a closed universe, the chance of having the universe survive until the onset of inflation at $t \sim \Lambda_{\text{eff}}^{-1}$ is vanishingly small.}

At the time when the inflaton potential is dynamically generated, $t \sim H^{-1} \sim \Lambda_{\text{eff}}^{-1}$, the energy contained in field gradients ranging over a single Hubble patch can be estimated to be,

$$\left(\vec{\nabla} \delta \tau\right)^2 \sim \left(\frac{\delta \tau}{1/H}\right)^2 = H^2 \delta \tau^2.$$ \hspace{1cm} (126)

This energy needs to be compared with the total energy density $\rho$ at this time, $\rho = 3H^2M_{\text{Pl}}^2$. We thus see that the fluctuations in the inflaton field configuration, $\delta \tau$, can at most be of the order of the Planck scale, $\delta \tau \lesssim \sqrt{3}M_{\text{Pl}}$. On the other hand, we know that the initial inflaton field value in chaotic inflation is at least one, if not more, orders of magnitude larger than the Planck scale, $\tau \sim O(10^{10} \cdots 10^3) M_{\text{Pl}}$. That is, thanks to the large initial field value in chaotic inflation—which ultimately only becomes possible due to the shift symmetry discussed in Sec. [3]—the universe is automatically homogeneous to a very large precision at the time when the strong interactions become effective, $\delta \tau / \tau \ll 1$. Thus, owing to the large initial field value and the underlying shift symmetry, we do not encounter any initial horizon problem in dynamical chaotic inflation.

Now, after this sketch of an argument, let us follow the time evolution of inflaton field perturbations between the Planck time and the onset of inflation more carefully. We will do this in three steps, which will eventually provide us with three explicit reasons why the horizon problem is also resolved in dynamical chaotic inflation. Here, our discussion mainly proceeds along the lines of Ref. [38]. To start with, let us consider the situation around $t \sim M_{\text{Pl}}^{-1}$. We assume that at this time the initial field values fall into the range $-M_{\text{Pl}}/\lambda \lesssim \tau \lesssim M_{\text{Pl}}/\lambda$. This is mainly because, at larger field values, we no longer have any control over the dynamics of the inflaton field. For one thing, some of the quark flavors in the inflaton sector acquire masses above $M_{\text{Pl}}$ for $\tau \gtrsim M_{\text{Pl}}/\lambda$; for another thing, we lose control over the effective Kähler potential at very large inflaton field values. Now, given such an initial inflaton field configuration, the inflaton value typically fluctuates over distances $l \gg M_{\text{Pl}}^{-1}$ with an amplitude of $O(M_{\text{Pl}}/\lambda)$. These long-wavelength modes thus stretch over a large number of individually causally connected Hubble patches, the spatial extent of which is determined by the Hubble radius, $H^{-1} \sim M_{\text{Pl}}^{-1}$. In each Hubble patch, the perturbations with comoving wavenumber $k \ll M_{\text{Pl}}$ therefore appear as contributions to a homogeneous background value of $O(M_{\text{Pl}}/\lambda)$. The only noticeable perturbations within a Hubble patch correspond in turn to the inflaton modes with wavenumber $k \gtrsim M_{\text{Pl}}$ and an amplitude not larger than $M_{\text{Pl}}$. Thanks to the large value of the homogeneous background, these fluctuations are hence already comparatively small from the outset.

\footnote{The first two out of our three points actually hold in general for many large-field models, in which inflation only begins at a time $t \sim H^{-1} \gg M_{\text{Pl}}^{-1}$. Only the third point specifically applies to dynamical chaotic inflation.}
Second, as time goes on and the universe expands, no perturbation modes with wavenumbers \( k \lesssim M_{\text{Pl}} \) and hence dangerously large amplitude can enter into the Hubble horizon. This is due to the fact that, in consequence of the large gradients in the inflaton field configuration at early times, the expansion is initially mostly driven by the gradient energy of the inflaton field, which implies that \( H \) decreases as the inverse of the scale factor \( a \). The product \( aH \) is then a constant, indicating that no large-wavelength modes can cross inside the horizon. Because of that, the already quite homogeneous field values within each Hubble patch fortunately avoid being perturbed by incoming modes with large amplitude. Instead, the modes with \( k \lesssim M_{\text{Pl}} \) stay outside the horizon, such that their amplitude remains preserved, whereas the modes with \( k \gtrsim M_{\text{Pl}} \) stay inside the horizon, where they decay like \( 1/a \). In addition to that, the gradient as well as the kinetic energy of the inflaton field are redshifted due to the expansion. Therefore, at the time when the Hubble rate has dropped to the effective dynamical scale, \( H \sim \Lambda_{\text{eff}} \), the kinetic energy of the inflaton field has already become very small, while the inflaton field values end up being homogeneous within each Hubble patch to very good precision.

Finally, at times around \( t \sim \Lambda_{\text{eff}}^{-1} \), the inflaton potential is eventually generated dynamically. The exact time at which the inflaton potential emerges in a given region of space solely depends on the local value of the Hubble rate. As we argued above, the energy density and hence also the Hubble rate is, however, homogeneous within each Hubble patch to very good approximation. The inflaton potential is therefore generated simultaneously in all parts of a given Hubble patch. That is why, within each Hubble patch, the inflaton field has a homogeneous field value, a small velocity as well as a homogeneous potential energy, once the expansion rate has reached a value of the order of the effective dynamical scale, \( \Lambda_{\text{eff}} \), of the strongly coupled sector. These are ideal initial conditions for the onset of inflation! In summary, we conclude that dynamical chaotic inflation does not suffer from an initial horizon problem for three reasons: (i) the large initial field values and gradients at the Planck time, (ii) the gradient-dominated expansion at early times as well as (iii) the fact that the dynamical generation of the inflaton potential is triggered by nothing else than the reaching of a specific value for the Hubble rate. All in all, we can hence be confident that our general DCI mechanism in combination with the scalar potential in Eq. (115) allows for a successful realization of chaotic inflation. Let us now discuss the exact shape of the potential and the ensuing inflationary phase in more detail.

In all of our DCI models, large inflaton field values, \( \lambda \tau \gg \Lambda \), result in the perturbative decoupling of all matter fields coupling to the inflaton via Yukawa interactions, such that the strongly coupled sector gives rise to dynamical supersymmetry breaking. The vacuum energy density associated with this spontaneous breaking of supersymmetry, cf. Eq. (115), then acts as the scalar potential for the inflaton field during inflation. Similarly, we know that at small inflaton field values, \( \lambda \tau \ll \Lambda \), the strongly coupled sector is in the s-confinement phase, which

\[ \text{The same holds true for a curvature dominated universe. The following discussion also applies in that case.} \]

\[ \text{It is easy to see that the kinetic energy decreases much more rapidly than the gradient energy.} \]
is well-behaved and free of singularities at the origin in field space. In this s-confined phase, the inflaton as well as all the gauge-invariant composite fields are massive. In particular, we expect the inflaton to receive a mass $m_\phi \sim \lambda \Lambda$ from its coupling to the meson fields in the tree-level superpotential as well as in the effective Kähler potential,

$$\lambda \tau \ll \Lambda, \quad V \sim \lambda^2 \Lambda^2 |\phi|^2.$$  

In between these two regimes, i.e. for $\lambda \tau \approx \Lambda$, the scalar potential is dominated by strong-coupling effects and hence unfortunately not calculable. If we are unlucky, the potential might even not be monotonic at these intermediate field values and exhibit a local minimum, in which the inflation might become trapped before reaching the true vacuum at $\tau = 0$. In the following, we shall however assume that no such peculiar feature exists in the scalar potential for field values $\lambda \tau \approx \Lambda$. Instead, we suspect that the potential in the large-field regime, $V \propto \tau^p$, is monotonically connected to the potential in the small-field regime, $V \propto \tau^2$, so that the inflaton does not encounter any hindrance on its way to the true vacuum, cf. Fig. 3 in which we give a schematic overview of the shape of the inflaton potential in the different field regimes.

The actual inflationary stage is entirely realized in the large-field regime, where $\lambda \tau \gg \Lambda$. It is characterized by the slow-roll motion of the inflaton from very large field values, $\tau \gtrsim \tau_{N_e}$, to smaller field values, $\tau \approx \tau_0$, shortly above the dynamical scale, cf. Eqs. (116) and (119).

Here, the concrete initial value of the inflaton field at the very onset of inflation may be some arbitrary value high above the Planck scale, $\tau_{ini} \sim M_{Pl}/\lambda$. Once the inflaton passes below the value $\tau \approx \tau_0$, the slow-roll conditions become violated and the exponential expansion terminates. Unfortunately, we cannot make any exact statements about the subsequent transition from the large-field to the small-field regime, as it is dominated by strong-coupling effects. Assuming that
nothing peculiar happens at field values around $\tau \simeq \Lambda/\lambda$, we can only say that, after traversing the intermediate field regime, the inflaton eventually ends up oscillating in its quadratic potential around the origin.

### 7.3 Preheating and reheating after inflation

The violation of the slow-roll conditions at $\tau \simeq \tau_0$ as well as the subsequent oscillations around $\tau = 0$ mark the onset of the reheating process, i.e. the conversion of the energy stored in the vacuum to a thermal plasma of SM particles. In fact, reheating proceeds in two steps: nonperturbative preheating and perturbative reheating due to inflaton decay. Preheating is a model-dependent nonlinear process, which needs to be treated numerically on a case-by-case basis in order to obtain reliable results. Existing studies of preheating in the literature either describe preheating in the case of small-field and hybrid models of inflation, featuring negatively curved scalar potentials, or preheating in the case of large-field models of inflation, featuring positively curved scalar potentials. As for the former models, preheating was found to proceed via tachyonic oscillations \[39\] of the inflaton field or alternatively via tachyonic preheating \[40\], whereas for the latter models preheating was identified to occur via parametric resonance \[41\]. Except for very small powers $p$, all of our DCI models are large-field models of inflaton. Therefore, if the inflaton potential has positive curvature around $\tau \simeq \tau_0$, i.e. for $p > 1$, we expect preheating to take place via ordinary parametric resonance. On the other hand, if the inflaton potential has negative curvature around $\tau \simeq \tau_0$, i.e. for $p < 1$, we are confronted with the unusual situation of large inflaton field values in combination with a negatively curved potential—a scenario which has not been studied so far. We conjecture that in this unusual case preheating ends up being a combination of tachyonic inflaton oscillations as well as parametric resonance. A proof of this conjecture however requires a detailed numerical analysis and is beyond the scope of this paper. Because of this, we leave a further study of preheating in the context of dynamical chaotic inflation for future work—expecting that it might bear some interesting phenomenological aspects such as a characteristic spectrum of gravitational waves or an influence on the reheating temperature. For now we content ourselves with the fact that, once preheating is over, the actual reheating process based on the perturbative decay of the inflaton field is guaranteed to set in. At this stage, the inflaton oscillates around the minimum of its quadratic potential, dissipating energy due to the expansion and its decay into SM particles, until it eventually reaches the true supersymmetric vacuum at the origin of moduli space.

The perturbative decays of the inflaton field into SM particles derive from higher-dimensional operators in the Kähler potential coupling the inflaton to gauge-invariant products of SM fields,

$$K \supset \frac{C_5}{M_{Pl}} H_u H_d \left( \Phi + \Phi^\dagger \right) + \ldots + h.c.$$ \hspace{1cm} (128)

Here, $H_u$ and $H_d$ denote the Higgs fields of the supersymmetric standard model and $C_5$ is a dimensionless numerical coefficient, which we assume to be of $O(1)$. The $H_u H_d \Phi^\dagger$ coupling in
the Kähler potential induces the following dimension-five term in the scalar Lagrangian,

\[ \mathcal{L} \sim C_5 \frac{m^2_\phi}{M_{Pl}^2} H_u H_d \phi^* + \ldots + h.c., \quad m_\phi \sim \lambda \Lambda. \]  

(129)

A similar term is also contained in the F-term contributions to the scalar potential from the meson fields \( M^n = P^n \bar{P}^n / \Lambda \) coupling to the inflaton. If the symmetries of a given DCI model, in particular \( R \) symmetry, allow for the operator \( H_u H_d \Phi \) in the Kähler potential, then the superpotential also always contains a term \( H_u H_d P^n \bar{P}^n \), with the \( (P^n, \bar{P}^n) \) being some strong-sector quark flavors. Schematically, we then have

\[ W \supset \lambda_0 \Phi P^n \bar{P}^n + \frac{\lambda_1}{M_{Pl}} H_u H_d P^n \bar{P}^n. \]  

(130)

Below the dynamical scale, where the meson fields \( M^n \) correspond to the dynamical degrees of freedom, this superpotential turns into

\[ W \supset \lambda_0 \Lambda \Phi M^n + \frac{\lambda_1}{M_{Pl}} H_u H_d M^n, \]  

(131)

so that the F-term contributions to the potential from the fields \( M^n \) include the following term,

\[ \mathcal{L} \sim C'_5 \frac{m^2_\phi}{M_{Pl}^2} H_u H_d \phi^* + h.c., \quad C'_5 = \frac{m^2_\phi}{\lambda_0 \lambda_1 \Lambda^2}. \]  

(132)

Based on naive dimensional analysis, the perturbative inflaton decay rate resulting from the interactions in Eqs. (129) and (132) can then be estimated as,

\[ \Gamma_\phi \sim \frac{m_\phi}{8\pi} \left( C_5 + C'_5 \right)^2 \left( \frac{m_\phi}{M_{Pl}} \right)^2. \]  

(133)

At the same time, the couplings in Eqs. (129) and (132) are also responsible for the non-adiabatic production of radiation during preheating. As they are strongly suppressed by inverse powers of the Planck mass, we can take it for granted that during preheating most of the initial vacuum energy is transferred into nonrelativistic inflaton particles and only a small fraction into radiation. This implies in particular that the dynamics of preheating can be safely neglected when estimating the reheating temperature. Instead, we can simply employ the standard expression for the reheating temperature \( T_{RH} \) in dependence of the inflaton decay rate, \( T_{RH} \approx 0.5 \left( \Gamma_\phi M_{Pl} \right)^{1/2} \).

---

\(^{19}\)The presence of the term \( H_u H_d \Phi \) in the Kähler potential indicates that \( H_u H_d \) carries \( R \) charge 0, which is well motivated from, for instance, the pure gravity mechanism for the mediation of supersymmetry breaking [42]. In this case, however, \( H_u H_d \) also couples to the singlet fields \( Z_{ij} \), which stabilize the meson directions in moduli space, in the superpotential, \( W \supset Z_{ij} (Q^i Q^j + H_u H_d) \), cf. Eq. (70). This is undesirable, as the F-term conditions induced by the singlets \( Z_{ij} \) then cause the Higgs fields to acquire very large VEVs, \( H_u H_d \sim \Lambda^2 \). These VEVs cancel the meson VEVs, \( M_{ij} \sim \Lambda^2 \), in the superpotential, such that singlet-field F-terms vanish, supersymmetry is restored and the inflaton potential disappears. One possible way out of this problem is to forbid the \( Z H_u H_d \) coupling by means of a discrete \( Z_2 \) symmetry, under which \( \Phi \) and \( H_u H_d \) carry even charge and the fields \( Z_{ij} \) and \( Q^i Q^j \) carry odd charge, cf. Ref. [43] for a more detailed discussion in the case of quadratic chaotic inflation.
Assuming that $C_5$ and $C'_5$ are not required to vanish due to particular symmetry reasons, the dimension-five operators in the Lagrangian then yield the dominant contribution to $T_{\text{RH}}$, \[ T_{\text{RH}} \sim 10^{10} \text{GeV} \left( C_5 + C'_5 \right) \left( \frac{m_\phi}{3 \times 10^{13} \text{GeV}} \right)^{3/2}, \] (134) and reheating predominantly occurs via the decay of the inflaton field into the SM Higgs fields $H_u$ and $H_d$. Note that here we have worked with an inflaton mass $m_\phi$ of $\mathcal{O} \left( 10^{13} \ldots 10^{14} \right)$ GeV. As we will see in the next section, this actually turns out to be a typical value, if one also takes account that the power spectrum of the scalar CMB perturbations must be correctly normalized. As a result, we find that high reheating temperatures of at least $\mathcal{O} \left( 10^9 \right)$ GeV can be achieved rather easily, which is favorable for the successful realization of thermal leptogenesis.

The above estimate of the reheating temperature is solely based on perturbative considerations; and indeed we are rather confident that to good approximation it is not necessary to include the effect of nonperturbative particle production during preheating into these estimates. On the other hand, there might be additional nonperturbative effects that could potentially have a sizable impact on the reheating temperature, i.e. the formation and evaporation of so-called oscillons or $I$-balls. For fractional powers $p < 2$, the inflaton potential is shallower than a quadratic one for large field values, but quadratic around the origin. In this case, it is known that, during the oscillating phase of the inflaton field, instabilities in the spatial field configuration are able to grow, until they eventually form quasi-stable lumps of inflaton particles in a coherent state. These solitonic field configurations are commonly referred to as oscillons or $I$-balls. In a sense, they represent the real analogue of $Q$-balls, which might be formed at the end of inflation if the inflaton was able to freely move in the complex plane. However, since in our case the real inflaton component $\sigma$ is stabilized at $\sigma = 0$ due its Hubble-induced mass term for all times during inflation, $Q$-balls have no chance of being formed and we rather have to contemplate the possibility of $I$-balls emerging at the end of inflation. If the inflaton field should indeed fragment into $I$-balls, the spatial distribution of inflaton particles would end up being segregated into small, sharply localized density peaks with a spatial extent $L$ of the order of the inverse inflaton mass, $L \sim m_\phi^{-1}$. Reheating then occurs via $I$-ball evaporation, which is why it is in general subject to quantum effects such as Pauli blocking or Bose enhancement. Fortunately, we however do not have to care about the impact of $I$-balls on the reheating temperature in the case of our DCI models. Even if $I$-balls should be formed, we expect our above estimate of the reheating temperature to remain valid. Since the inflaton decay width is suppressed by at least two inverse powers of the Planck mass, cf. Eq. (133), and hence very small, the number density of inflaton decay products around individual $I$-balls is also always very small, so that neither Pauli blocking nor Bose enhancement ever become effective.

\[ ^{20} \text{If the mass of the inflaton is as large as } \mathcal{O} \left( 10^{14} \right) \text{ GeV, its decay products have extremely large momenta. Nonetheless, one can show that also in this case the inflaton decay products thermalize soon after their production. We can therefore safely use the standard expression for the reheating temperature.} \]
Finally, let us mention one more nonperturbative effect at the end of inflation, which might have interesting phenomenological consequences, namely the formation and decay of primordial black holes (PBHs) \[49\]. As we mentioned above, we are not able to calculate the inflaton potential at intermediate field values around \(\tau \sim \Lambda/\lambda\), as our gauge theory is always strongly coupled in this regime. However, under certain circumstances an interesting phenomenon might occur in this region. Provided that the inflaton potential is very flat around \(\tau \sim \Lambda/\lambda\), the motion of the inflaton field is largely governed by quantum fluctuations, since the classical driving force due to the potential gradient is weak. The metric fluctuations leaving the Hubble horizon at this point therefore have a very large amplitude. Such large fluctuations then lead to the formation of PBHs, which give rise to a rich phenomenology. PBHs may account for the relic density of dark matter \[50\], result in nonthermal baryogenesis \[51\], act as an alternative origin of the primordial density perturbations \[52\], and/or seed super-massive black holes \[53\]. Furthermore, if the inflaton potential is indeed very flat around \(\tau \sim \Lambda/\lambda\), a smaller number of \(e\)-folds is required in the large-field regime, where \(V \propto \tau^p\). This effectively results in a smaller value of \(N_e\) and hence in a larger tensor-to-scalar ratio and a smaller scalar spectral index, which improves in particular the consistency between our predictions and the Planck constraints on these observables for DCI models with \(p \lesssim 1\), cf. Sec. 7.4. In summary, we conclude that it would be very interesting to know whether and, if so, to which extent PBHs are indeed formed in scenarios of dynamical chaotic inflation. Due to our poor knowledge of the inflaton potential at intermediate field values, we are however at present unable to make any further quantitative statements regarding PBHs. Further investigations into this direction are therefore very desirable.

### 7.4 Predictions for the inflationary CMB observables

In the last step of our phenomenological discussion, we shall now finally turn to the predictions for the inflationary CMB observables\[21]\ All observables that we are interested in can be readily calculated in terms of the inflationary slow-roll parameters \(\varepsilon, \eta\) and \(\xi\), which are defined as \[55\]
\[
\varepsilon = \frac{M_{\text{Pl}}}{2} \left(\frac{V'}{V}\right)^2, \quad \eta = M_{\text{Pl}}^2 \frac{V''}{V}, \quad \xi^2 = M_{\text{Pl}}^4 \frac{V'V'''}{V^2}, \quad (\cdot)' \equiv \frac{d}{d\tau}.
\]
(135)

According to our expression for the scalar potential in Eq. (115) and making use of the fact that \(\tau_{N_e} \simeq (2pN_e)^{1/2} M_{\text{Pl}}\), these three parameters are found to take the following form,
\[
\varepsilon \simeq \frac{p}{4N_e}, \quad \eta \simeq \frac{p-1}{2N_e}, \quad \xi^2 \simeq \frac{(p-1)(p-2)}{4N_e^2}.
\]
(136)

Meanwhile, the scalar spectral amplitude \(A_s\), the scalar spectral index \(n_s\), the running of the scalar spectral index \(\alpha_s \equiv dn_s/d\ln k\) as well as the tensor-to-scalar ratio \(r\) are given by
\[
A_s = \frac{V/M_{\text{Pl}}^4}{24\pi^2 \varepsilon}, \quad n_s = 1 + 2\eta - 6\varepsilon, \quad \alpha_s = 16\varepsilon\eta - 24\varepsilon^2 - 2\xi^2, \quad r = 16\varepsilon.
\]
(137)

\[21\] For a comprehensive comparison between the predictions of chaotic inflation and the predictions of other small-field and large-field models of inflation, cf. also Ref. 54.
Figure 4: Viable region in the \((\lambda, \Lambda)\) plane. The green lines indicate where the amplitude of the scalar power spectrum can be successfully reproduced for different values of the power \(p\), while the gray contours correspond to different values of the inflaton mass \(m_\phi \sim \lambda \Lambda\). The regions of parameter space where one or more of our theoretical requirements listed in Eqs. (116), (118) and (119) are violated are also correspondingly marked. The black dot marks the position of the parameter pointed used in Fig. 2.

Inserting our results for \(\varepsilon, \eta\) and \(\xi\) in Eq. (136) into these expressions, we then obtain

\[
A_s = \frac{\lambda^p}{12\pi^2 p^2} \left( \frac{\Lambda}{M_{\text{Pl}}} \right)^{4-p} (2pN_e)^{1+p/2}, \quad n_s - 1 = -\frac{p + 2}{2N_e}, \quad \alpha_s = -\frac{2 + p}{2N_e^2}, \quad r = \frac{4p}{N_e}. \tag{138}
\]

In consequence of the simple form of the potential, all observables except for \(A_s\) turn out to be independent of the actual model parameters, \(\Lambda\) and \(\lambda\). Instead, \(n_s, \alpha_s\) and \(r\) are fully determined by the power \(p\) as well as the number of e-folds \(N_e\), which elapse between the time when the CMB scales cross outside the Hubble horizon and the end of inflation. The amplitude \(A_s\) does, by contrast, depend on \(\Lambda\) and \(\lambda\), which allows us to eliminate one free parameter, i.e. \(\Lambda\) or \(\lambda\), by demanding that our prediction for \(A_s\) must reproduce the observed value, \(A_s^{\text{obs}} \simeq 2.21 \times 10^{-9}\). \(56\).

\[
\lambda = C_{\lambda}^{1/p} \left( \frac{\Lambda}{M_{\text{Pl}}} \right)^{1-4/p}, \quad \Lambda = C_p^{1/(4-p)} \lambda^{p/(p-4)} M_{\text{Pl}}, \quad C_p = \frac{12\pi^2 p^2 A_s^{\text{obs}}}{(2pN_e)^{1+p/2}}. \tag{139}
\]

In Fig. 4, we present the combinations of \(\Lambda\) and \(\lambda\) values that yield the correct amplitude \(A_s\) for fixed values of \(p\) and with \(N_e\) being varied between 50 and 60. Besides that, we also indicate the value of the inflaton mass, \(m_\phi \sim \lambda \Lambda\), in the respective parts of the \((\Lambda, \lambda)\) plane and illustrate which regions of parameter space are theoretically inaccessible due to the upper and lower bounds on the Yukawa coupling \(\lambda\) in Eqs. (116) and (119). In fact, the relation between \(\Lambda\) and \(\lambda\) in Eq. (139) in combination with the bounds in Eqs. (116) and (119) results in explicit...
Figure 5: Viable ranges for the dynamical scale $\Lambda$ (left panel) and the inflaton Yukawa coupling $\lambda$ (right panel) according to the bounds in Eqs. (116) and (119) and after imposing the condition that the scalar power spectrum be correctly normalized, $A_s = A_s^{obs} \approx 2.21 \times 10^{-9}$ [56], for fixed $N_e$ and as functions of the power $p$, cf. Eq. (140). The black dots mark again the position of the parameter pointed used in Fig. 2.

intervals, $[\Lambda_{\text{min}}, \Lambda_{\text{max}}]$ and $[\lambda_{\text{min}}, \lambda_{\text{max}}]$, in which $\Lambda$ and $\lambda$ are allowed to take values, cf. Fig. 5

$$
\begin{align*}
\lambda_{\text{min}} &\simeq p^{p/4-1} C_p^{1/4}, \\
\lambda_{\text{max}} &\simeq (2p N_e)^{-1/2}, \\
\Lambda_{\text{min}} &\simeq (2p N_e)^{p/(8-2p)} C_p^{1/(4-p)} M_{Pl}, \\
\Lambda_{\text{max}} &\simeq p^{p/4} C_p^{1/4} M_{Pl}
\end{align*}
$$

As we can see from Figs. 4 and 5, the coupling constant $\lambda$ typically falls into the range $\mathcal{O}(10^{-3}..10^{-1})$, as already anticipated below Eq. (119), while the dynamical scale $\Lambda$ is required to take a value remarkably close to the GUT scale, $\Lambda \sim 10^{15}..10^{16}$ GeV. This leads us to the conclusion that our DCI scenarios featuring a dynamical scale $\Lambda \sim \Lambda_{\text{GUT}}$ seem to provide a possible and in fact very appealing explanation for why the energy scale of inflation is so close to the GUT scale. At the same time, we find that the inflaton mass is of $\mathcal{O}(10^{14}..10^{15})$ GeV for most of the interesting $p$ values. However, for very large powers, $p \gtrsim 2$, the inflaton mass can also become significantly smaller and take values in the range $10^{12}..10^{13}$ GeV.

After this discussion of the normalization of the scalar power spectrum and its implications, we shall now comment on our predictions for $n_s$ and $r$. For a fixed number of $e$-folds $N_e$, our expressions in Eq. (138) imply a linear relation between $n_s$ and $r$ that applies independently of the value chosen for the power $p$,

$$
r = 8 \left[ 1 - n_s \frac{1}{N_e} \right] = 0.16 + 8 \left[ (0.96 - n_s) + \left( \frac{1}{50} - \frac{1}{N_e} \right) \right],
$$

and which may be regarded as a consistency relation that needs to be satisfied in every DCI model. If we combine this result with the standard relation between $r$ and the tensor spectral tilt, $n_t = -r/8$, which generically holds in every single-field slow-roll model of inflation [58], we obtain a second prediction that is characteristic for all DCI models and which relates the two spectral tilts, $n_s$ and $n_t$, to each other,

$$
n_t = -1 + n_s + \frac{1}{N_e} = -0.02 + (n_s - 0.96) + \left( \frac{1}{N_e} - \frac{1}{50} \right).
$$
Remarkably enough, we find that for a spectral index $n_s$ close to 0.96, the tensor-to-scalar ratio predicted by dynamical chaotic inflation is in very good agreement with the value reported by the BICEP2 collaboration. On the other hand, the current experimental sensitivity to $n_t$ is not yet sufficient to allow for a meaningful comparison between our prediction and the data. It is interesting to note, though, that at the present stage it seems as if the BICEP2 data slightly favored a positive value of $n_t$, i.e. a blue-tilted tensor spectrum [59], which, if confirmed, would challenge the entire inflationary paradigm [60]. But for the time being, it is definitely too early to jump to any conclusions and further observations are needed in order to determine the sign and eventually the magnitude of $n_t$.

The $r$ value measured by the BICEP2 experiment, $r = 0.20^{+0.07}_{-0.05}$, conflicts with the upper limits on this observable, which had previously been deduced from the WMAP, $r < 0.13$ (at 95% CL) [61], as well as from the PLANCK data, $r < 0.11$ (at 95% CL) [56]. And indeed, particularly for this reason, the BICEP2 analysis is presently under intense scrutiny [62]. At the moment, it is not entirely clear which fraction of the BICEP2 signal could also come about simply due to polarized dust emission in our own galaxy and it might be that the true value of $r$ is in fact much smaller than $r \approx 0.2$. Ultimately, only additional experimental data will help us settle the question whether $r$ is really of $\mathcal{O}(0.1)$ or whether the BICEP2 signal is eventually nothing but a foreground effect and $r$ actually lies orders of magnitude below the current experimental sensitivity. Fortunately, a multitude of dedicated experiments is currently underway, so that we will soon know much better how to correctly interpret the BICEP2 measurement. For the moment, we will take the attitude that the BICEP2 collaboration has indeed detected a signal of primordial gravitational waves in the CMB and we shall argue that a tensor-to-scalar ratio of $\mathcal{O}(0.1)$ may very well be explained in the context of dynamical chaotic inflation.
Figure 7: Predictions of all DCI models constructed in this paper for the power $p$ and the tensor-to-scalar ratio $r$, respectively. For definiteness, we have set $N_c$ to 50. In the case of the $SP(N_c)$ theories, the four different columns respectively refer to (from right to left): $N_c = 2$ (black), $N_c = 3$ (orange), $N_c = 4$ (green), $N_c = 5$ (purple). As for the $SP(1)$ case, the predictions for $p$ and $r$ are identical to those obtained in the general $SU(N_c)$ case, cf. Eq. (162). The small numbers next to each vertical bar denote the respective numbers of additional massive quark flavors $N_m$ coupling to the inflaton field. Hence, the bars labeled with a red 0 correspond to the models without any additional mass input scales. For these models, we state the predicted power explicitly in each column.

The predictions for the scalar spectral index as well as the tensor-to-scalar ratio resulting from the fractional power-law potential in Eq. (115) are shown in Fig. 6. As pointed out above, for fixed $N_c$, the predicted value for $n_s$ and $r$ exhibit a linear relation controlled by the power $p$, cf. Eq. (141). In the two panels of Fig. 6 we compare our predictions with the constraints on $n_s$ and $r$ derived from the PLANCK data as well as with the constraints obtained by the authors of Ref. [57]. In this latter work, the PLANCK data has been re-analyzed taking particular care of possible systematics in the 217 GHz temperature map. The results of Ref. [57] differ from the PLANCK results mainly by the fact that they imply a spectral index roughly larger by 1 $\sigma$ than the PLANCK best-fit value. From Fig. 6, we see that all powers $p$ in the range $0 \lesssim p \lesssim 2$ are still consistent with the PLANCK data at the 2 $\sigma$ level. This observation also justifies that we neglected powers larger than 4 in our analysis, cf. Eq. (118). From the perspective of dynamical chaotic inflation, we expect that future updates of the constraints on $n_s$ and $r$ will eventually single out a particular region or even a particular point within the green band in Fig. 6. If that should really be the case, it would allow us to infer highly non-trivial information about the

22For other recent studies of polynomial chaotic inflation in the light of BICEP2, cf. for instance Ref. [63].
strongly interacting gauge dynamics in the inflaton sector. In Fig. 7, we present a summary of the predictions for the tensor-to-scalar ratio for all DCI models that we have constructed in this paper. If it should turn out feasible to determine $r$ with large precision, this figure would enable us to read off the corresponding gauge dynamics underlying the inflationary phase.

Finally, we remark that dynamical chaotic inflation always predicts a negative and rather small running of the scalar spectral index. According to Eq. (138), $|\alpha_s|$ never exceeds values of $O(10^{-3})$. Since the release of the BICEP2 results, many authors have pointed out that a sizable negative running of the scalar spectral index $|\alpha_s| \sim 10^{-2}$ would allow to relieve the tension between the BICEP2 best-fit value for $r$ and the upper bounds on $r$ according to the PLANCK and WMAP data [64]. The BICEP2 collaboration itself noticed, for instance, that the upper bound on $r$ deduced from the PLANCK data significantly increases as soon as the scalar spectral index is allowed to run. Including $\alpha_s$ as an additional free parameter in the analysis of the PLANCK data, one obtains a best-fit value for $\alpha_s$ of roughly $-0.02$ and the maximally allowed $r$ value (at 95\% CL) becomes as large as 0.26. In the context of dynamical chaotic inflation, the clear result however is that $|\alpha_s|$ is too small; unfortunately, it cannot be of any help in reconciling the BICEP2 best-fit value with the PLANCK and WMAP bounds on $r$. As already mentioned several times, the true value for $r$ may be smaller than $r \simeq 0.2$ by some $O(1)$ factor in any case due to unaccounted contributions to the B-mode polarization spectrum from polarized dust. Besides that, a variety of alternative explanations for the discrepancy between BICEP2 and PLANCK/WMAP have recently been presented in the literature. These reach from non-standard features in the primordial scalar power spectrum that result in a suppression of adiabatic perturbations on large scales [65] over additional relativistic particle species such as sterile neutrinos [66] to the presence of isocurvature perturbations as they occur, for instance, in the curvaton model [67]. While all of these approaches look very interesting, it remains to be seen which of them might be brought into accordance with dynamical chaotic inflation. A further discussion of this question is beyond the scope of the paper and left for future work.

8 Conclusions and outlook

In view of the most recent CMB observations, chaotic inflation based on a simple monomial potential such as the one in Eq. (1) appears to be a viable, particularly attractive and theoretically well motivated scenario of cosmic inflation. So far, it has however been unclear what kind of dynamical mechanism might underlie the emergence of such a potential in the low-energy effective description of supergravity. In conventional SUGRA models of chaotic inflation, the inflaton potential is usually merely derived from ad hoc input functions, i.e. specifically chosen superpotentials and Kähler potentials, which may or may not be motivated or inspired by more fundamental concepts. In these models, the energy scale of inflation then typically ends up being determined by a combination of dimensionful input parameters, so that a successful de-
scription of inflation around the GUT scale is only achieved as long as certain input mass scales are adjusted to particular values by hand. These shortcomings are remedied in the framework of dynamical chaotic inflation (DCI), which had originally been proposed in Ref. [14]. In dynamical chaotic inflation, the inflaton field couples to the quark flavors of a strongly interacting supersymmetric gauge theory in such a way that it acquires a fractional power-law potential via the purely quantum mechanical effect of dimensional transmutation. The virtue of dynamical chaotic inflation is therefore twofold: On the one hand, the general DCI recipe outlined in Sec. 2 allows to construct monomial inflaton potentials featuring some fractional power $p \in \mathbb{Q}^+$ in combination with a canonical kinetic term for the inflaton in field theory. Up to now, such constructions had only been achieved in string theory in the context of axion monodromy. On the other hand, dynamical chaotic inflation in its simplest realizations is conformally invariant at the classical level. As long as the quark flavors coupling to the inflaton field do not possess any explicit mass terms, no input mass scales are involved in the generation of the inflaton potential $V$. Instead, the scale of inflation, $V^{1/4}$, is directly related to the effective dynamical scale of the strong interactions in the inflaton sector, $V^{1/4} \sim \Lambda_{\text{eff}}$. If we assume that the gauge dynamics in the hidden sector are perturbative and eventually asymptotically free at energies around and above $M_{\text{Pl}}$, the RGE running of the gauge coupling constant automatically implies that the effective dynamical scale $\Lambda_{\text{eff}}$ must be located a few orders of magnitude below the Planck scale, $\Lambda_{\text{eff}} \sim 10^{-3..10^{-1}} M_{\text{Pl}}$. Dynamical chaotic inflation thus explains, purely based on the behavior of dimensionless coupling constants, why $V^{1/4}$ has to be close to the GUT scale.

In this paper, we have undertaken a first step towards the formulation of a more complete theory of dynamical chaotic inflation. While we had exclusively studied the simplest case of $SP(N_c)$ gauge dynamics in our earlier work [14], we have now shown how to construct consistent DCI models for a variety of different supersymmetric gauge theories. The idea behind the construction of these models is always the same: All one needs to do is to couple the inflaton field to an s-confining supersymmetric gauge theory in such a way that it mutates into a model of dynamical supersymmetry breaking in the limit of large inflaton field values. The nonzero vacuum energy density associated with dynamical supersymmetry breaking at large inflaton values then acts as a scalar potential for the inflaton field during inflation. At the same time, the fact that all DCI models reach a phase of s-confinement after the end of inflation ensures good control over the particle spectrum in the infrared as well as over the properties of the true ground state. In particular, s-confinement allows us to stabilize all flat directions in moduli space in an easy manner, i.e. by simply coupling the fundamental degrees of freedom at high energies to an appropriate number of singlet fields. Moreover, s-confinement implies that all global flavor symmetries are preserved at the origin of field space. We therefore do not have to worry about the presence of massless Goldstone bosons after the end of inflation. All these advantages of s-confinement, however, do not mean that an s-confining true vacuum is the only option for the further evolution of the inflaton sector at small field values. As discussed in App. B, it is also
conceivable that the DSB model governing the inflationary dynamics flows to another, second
DSB model at low energies. This scenario offers the possibility that dynamical chaotic inflation
and low-energy supersymmetry breaking could potentially be embedded into a common theory.
Alternatively, the inflaton sector may also reach a non-Abelian Coulomb phase in the conformal
window. In this case, the inflaton would turn into an unparticle after the end of inflation, so
that the reheating process would occur in a very exotic fashion. The explicit construction of
consistent DCI models featuring one of these two alternatives to an s-confining vacuum at low
energies is beyond the scope of this paper, but certainly desirable.

The various DCI models we constructed in this paper are either based on \( SP(N_c) \), \( SO(10) \),
\( SU(5) \), \( SU(3) \times SU(2) \) or \( SU(N_c) \) gauge dynamics. In their simplest, conformally invariant
formulation, these models predict a power \( p \) in the inflaton potential of \( 2/3 \), \( 14/11 \), \( 16/13 \), \( 8/7 \),
and \( 1 \), respectively.\(^{\text{23}}\) If we extend these models by \( N_m \) additional massive flavors coupling
to the inflaton field, we are able to respectively increment our predictions for the power \( p \) in
discrete steps by \( N_m \) times a specific model-dependent rational number, cf. Fig. 7. While some
values of the power \( p \) can be generated in different DCI models, such as, for instance, \( p = 2 \),
most of our predictions are unique and directly point to the underlying gauge dynamics. Under
fortunate circumstances, a precise determination of the inflationary observables would hence
allow to pinpoint the gauge dynamics of the inflaton sector. A further possible implication of
additional massive flavors is the fact that the power \( p \) in the potential may actually be an effective
quantity, \( p_{\text{eff}} \), that smoothly varies during inflation, cf. Eq. (51). While we briefly commented
on this possibility in Sec. 3.2, this scenario certainly also deserves a more detailed investigation.
Furthermore, we note that all DSB models that we considered as possible sources for the vacuum
energy density during inflation actually realize supersymmetry breaking in a stable vacuum. As
an alternative, one might also attempt to construct DCI scenarios based on models of dynamical
SUSY breaking in meta-stable vacua such as the ISS model \(^{68}\). However, such models typically
introduce explicit mass parameters for the strongly interacting quark flavors, which may conflict
with our idea that every model of dynamical chaotic inflation should also admit a conformally
invariant limit. The same holds true for DSB models in which supersymmetry breaking takes
place in the conformal window of some conformal field theory at high energies \(^{69}\). These DSB
models represent yet another potential alternative to the DSB scenarios discussed in this paper;
but just like the ISS model, they depend on the introduction of explicit mass parameters. A
dedicated analysis of the prospects for dynamical chaotic inflation in the context of ISS-like
models and DSB models with SUSY breaking “in the conformal window” is therefore needed.

Finally, we emphasize that the mechanism of dynamical chaotic inflation relies on the as-
sumption of a shift symmetry in the direction of the inflaton field, which helps us avoid the eta
problem in supergravity. While we do not consider any effects of shift symmetry breaking in
the tree-level Kähler potential, we are led to introduce explicit shift symmetry-breaking terms

\(^{23}\)Here, \( p = 2/3 \) refers to \( SP(2) \); the \( SP(1) \) model yields the same prediction as the \( SU(N_c) \) models, \( p = 1 \).
in the superpotential, i.e. the Yukawa interactions between the inflaton field and the strongly interacting quark fields. These terms induce a shift symmetry-breaking contribution to the effective Kähler potential at the one-loop level, \( \delta K \propto \frac{\lambda^2}{(16\pi^2)} |\phi|^2 \), which needs to be adequately suppressed, so as not to obtain too large corrections to the inflationary slow-roll parameters. The Yukawa coupling \( \lambda \) is thus required to take a rather small value, \( \lambda \lesssim 0.1 \), although one might probably expect that \( \lambda \) should actually be of \( \mathcal{O}(1) \). On the other hand, the limit \( \lambda \to 0 \) just corresponds to the restoration of the shift symmetry in the Lagrangian, so that small \( \lambda \) values are still natural in the sense of ’t Hooft. Perhaps more importantly, one might worry that the shift symmetry is not present in the Lagrangian in the first place, not even an approximate one. As is well known, all global symmetries are believed to be eventually violated by quantum gravity effects [70], so that the shift symmetry in the direction of the inflaton field cannot be a fundamental symmetry of the UV completion. It is therefore important to understand how an approximate shift symmetry may survive or emerge in the low-energy effective description. Or put differently, dynamical chaotic inflation needs to be embedded into a concrete string construction that explains the origin of the shift symmetry. Such an endeavor would certainly be worth the effort. After all, if we assume that the shift symmetry is indeed realized at low energies, dynamical chaotic inflation appears to be one of the most promising frameworks for the description of large-field inflation based on a simple monomial potential. If the idea behind the concept of dynamical chaotic inflation should indeed turn out to be correct, we would learn that inflation is nothing but a natural consequence of strongly interacting supersymmetric gauge dynamics shortly below the Planck scale, a fascinating notion that calls for further exploration.
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A Models based on $SU(N_c)$ dynamics

In Sec. 3 we construct and discuss models of dynamical chaotic inflation based on strong $SP(N_c)$ gauge dynamics. These DCI scenarios are particularly attractive due to their rather minimal field content and the simple structure of their superpotential, which dispenses with any higher-dimensional operators. In this appendix, we now show how these scenarios can be generalized to the case of $SU(N_c)$ gauge dynamics. As we will see, the field content as well as the superpotential of these $SU(N_c)$ models will end up being more involved than in their $SP(N_c)$ counterparts, whereby it becomes clear why we focused our attention to the $SP(N_c)$ case in the main text.

A.1 Massless matter fields only (fractional power $p = 1$)

Let us consider supersymmetric QCD (SQCD), i.e. an $SU(N_c)$ gauge theory, with $N_f = N_c + 1$ quark flavors $(Q^I, \bar{Q}^I)$, where the $Q^I$ and $\bar{Q}^I$ transform in the fundamental and antifundamental representation of $SU(N_c)$, respectively, $Q^I \sim \Box$ and $\bar{Q}^I \sim \bar{\Box}$. This theory is the best-known example for an $s$-confining theory. In fact, SQCD with $N_f = N_c + 1$ is the first supersymmetric gauge theory that was shown to exhibit an $s$-confined phase at low energies, namely by Seiberg in Ref. [24], and it is the discovery of $s$-confinement in SQCD that triggered the revelation of many exact properties concerning the vacuum structure and infrared spectrum of other gauge theories.

SQCD with $N_c + 1$ flavors is therefore an excellent candidate for an $s$-confining theory that is possibly suited for the construction of a working DCI model. The low-energy dynamics of this theory are well described by a smooth effective theory in terms of $N_j(N_f + 2)$ gauge-invariant composite fields: $N_f$ pairs of baryons $B^I$ and antibaryons $\bar{B}^I$ as well as $N^2_j$ meson fields $M^{IJ}$,

$$B_I = \epsilon_{I_1 .. I_{N_c}} \frac{Q^{I_1 .. I_{N_c}}}{\Lambda^{N_c - 1}}, \quad \bar{B}_I = \epsilon_{I_1 .. I_{N_c}} \frac{\bar{Q}^{I_1 .. I_{N_c}}}{\Lambda^{N_c - 1}}, \quad M^{IJ} = \frac{Q^I \bar{Q}^J}{\Lambda}. \quad (143)$$

Similar as in the case of our $s$-confining $SP(N_c)$ theories, SQCD with $N_c + 1$ flavors can be mutated into a DSB model by reducing the number of flavors by one and stabilizing all other flat directions of the moduli space via couplings to an appropriate number of singlet fields. Analogously to Eq. (9), we therefore introduce the tree-level superpotential

$$W_{\text{tree}} = \lambda_{IJ} Z_{IJ} Q^I \bar{Q}^J + \frac{\kappa_I}{M_{Pl}^{N_c - 2}} \epsilon_{I_1 .. I_{N_c}} Y^I Q^{I_1 .. I_{N_c}} + \frac{\bar{\kappa}_I}{M_{Pl}^{N_c - 2}} \epsilon_{\bar{I}_1 .. \bar{I}_{N_c}} \bar{Y}^{\bar{I}} \bar{Q}^{\bar{I}_1 .. \bar{I}_{N_c}}. \quad (144)$$

with the fields $Z_{IJ}$, $Y^I$ and $\bar{Y}^I$, where $I, \bar{I}, \bar{J} = 1, 2, .., N_f$, representing gauge singlet fields and with $\lambda_{IJ}$, $\kappa_I$ and $\bar{\kappa}_I$ denoting dimensionless coupling constants defined at the dynamical scale $\Lambda$. Note that now, in contrast to our $SP(N_c)$ models, we not only have to introduce singlet fields $Z_{IJ}$, which couple to quark bilinears, but also two further sets of singlet fields, $Y^I$ and $\bar{Y}^I$, which couple to the higher-dimensional quark operators $Q^{N_c}$ and $\bar{Q}^{N_c}$. These latter couplings are in particular Planck-suppressed—which is not the case for any operator in the tree-level superpotential of our $SP(N_c)$ scenarios and which, as we will see further below, has important
phenomenological implications. Again, we identify the chiral inflaton superfield \( \Phi \) w.l.o.g. as the \( (N_f, N_f) \)-component of the singlet-field tensor \( Z_{ij} \). For large inflaton field values, \( \lambda \tau \gg \Lambda \), where \( \lambda \equiv \lambda_{N_f, N_f} \), the \( N_f \)-th quark flavor \( (Q^{N_f}, \bar{Q}^{N_f}) \) then decouples perturbatively, such that the low-energy effective theory at energies below \( \lambda \tau \) corresponds to the \( SU(N_c) \) gauge theory with \( N_f^{\text{eff}} = N_c \). Let us now show that supersymmetry is dynamically broken in this theory.

At low energies, the dynamical degrees of freedom of the effective SQCD theory with \( N_c \) flavors are the baryon-antibaryon pair \( (B, \bar{B}) \equiv (B_{N_f}, \bar{B}_{N_f}) \), which does not contain the \( N_f \)-th quark flavor, as well as the \( N_c^2 \) mesons fields \( M^{ij} \) composed out of the quark and antiquark fields \( Q^i \) and \( \bar{Q}^j \), where \( i, j = 1, 2, \ldots, N_c \). Eventually, this theory flows to a confined theory with a deformed moduli constraint,

\[
\bar{B}B + \Lambda^{2-N_c}_{\text{eff}} \det(N_c) (M^{ij}) = \Lambda^{2}_{\text{eff}},
\]

where \( \Lambda_{\text{eff}} \) again denotes the effective dynamical scale below the heavy quark mass threshold. The beta-function coefficients \( b \) and \( b_{\text{eff}} \) for the \( SU(N_c) \) gauge coupling constant are given as \( b = 3N_c - N_f = 2N_c - 1 \) and \( b_{\text{eff}} = 3N_c - N^{\text{eff}}_f = 2N_c \), such that \( \Lambda_{\text{eff}} \) turns out to be, cf. Eq. (146),

\[
\Lambda_{\text{eff}} \approx \Lambda \left( \frac{\lambda \Phi}{\Lambda} \right)^{(b_{\text{eff}}-b)/b_{\text{eff}}} = \Lambda \left( \frac{\lambda \Phi}{\Lambda} \right)^{1/(2N_c)}.
\]

At the same time, the tree-level superpotential in Eq. (144) can now be approximated as,

\[
W_{\text{tree}} \approx \lambda_{ij} \Lambda_{\text{eff}} Z_{ij} M^{ij} + \kappa \left( \frac{\Lambda_{\text{eff}}}{M_{\text{Pl}}} \right)^{N_c-2} \Lambda_{\text{eff}} YB + \bar{\kappa} \left( \frac{\Lambda_{\text{eff}}}{M_{\text{Pl}}} \right)^{N_c-2} \Lambda_{\text{eff}} \bar{Y} \bar{B},
\]

where we have defined \( Y \equiv Y^{N_f}, \bar{Y} \equiv \bar{Y}^{N_f}, \kappa \equiv \kappa_{N_f} \), and \( \bar{\kappa} \equiv \bar{\kappa}_{N_f} \). The \( F \)-term conditions deriving from this superpotential and the deformed moduli constraint in Eq. (145) conflict with each other and cannot be fulfilled simultaneously. Hence, supersymmetry is dynamically broken in the confined phase of SQCD with \( N_f^{\text{eff}} = N_c \).

In the low-energy vacuum, the composite fields \( B, \bar{B} \) and \( M^{ij} \) acquire the following VEVs,

\[
B \approx \left( \frac{\bar{\kappa}}{\kappa} \right)^{1/2} \Lambda_{\text{eff}}, \quad \bar{B} \approx \left( \frac{\kappa}{\bar{\kappa}} \right)^{1/2} \Lambda_{\text{eff}}, \quad M^{ij} \approx 0.
\]

We thus observe that the deformed moduli constraint in Eq. (145) is satisfied thanks to the nonzero VEVs of the baryon and antibaryon fields, \( BB \approx \Lambda^2_{\text{eff}} \), rather than due to nonzero meson VEVs. Replacing the composite fields in Eq. (144) with their VEVs provides us with the effective superpotential describing the low-energy dynamics around the vacuum,

\[
W_{\text{eff}} \approx (\kappa \bar{\kappa})^{1/2} \left( \frac{\Lambda_{\text{eff}}}{M_{\text{Pl}}} \right)^{N_c-2} \Lambda^{2}_{\text{eff}} (Y + \bar{Y}) = (2\kappa \bar{\kappa})^{1/2} \left( \frac{\Lambda_{\text{eff}}}{M_{\text{Pl}}} \right)^{N_c-2} \Lambda^{2}_{\text{eff}} \Xi,
\]

where we have identified the linear combination \( \Xi = (Y + \bar{Y})/\sqrt{2} \) as the goldstino superfield. This superpotential can be written more compactly in the following way,

\[
W_{\text{eff}} \approx C_{\text{eff}} \Lambda^{2} \Xi \left( \frac{\Lambda_{\text{eff}}}{\Lambda} \right)^{N_c}, \quad C_{\text{eff}} = (2\kappa \bar{\kappa})^{1/2} \left( \frac{\Lambda}{M_{\text{Pl}}} \right)^{N_c-2}.
\]
The corresponding $F$-term scalar potential is nothing but the inflaton potential during inflation,
\[
V \simeq |C_{\text{eff}}|^2 \Lambda^4 \left| \frac{\Lambda_{\text{eff}}}{\Lambda} \right|^{2N_c} \simeq |C_{\text{eff}}|^2 \Lambda^4 \left( \frac{\lambda|\phi|}{\Lambda} \right).
\] (151)

Interestingly enough, the inflaton field hence always has a linear potential, irrespectively of the number of colors $N_c$. This is in stark contrast to our DCI models based on $SP(N_c)$ gauge dynamics, for which the explicit dependence of the fractional power $p$ in the inflaton potential on the size of the gauge group represents one of our main results, cf. Eq. (22). Now we arrive at the remarkable conclusion that $p$ is a constant, $p = 1$, for all possible $SU(N_c)$ gauge groups. Besides that, another interesting difference to all other DCI models considered in the main text is the rather small constant factor $|C_{\text{eff}}|^2$ in the scalar potential. This factor enters linearly into the amplitude $A_s$ of the scalar power spectrum, cf. Eq. (138). Hence, for too small values of the dynamical scale $\Lambda$, it suppresses our prediction for $A_s$ too severely, so that we are no longer able to reproduce the observed value. For this reason, our DCI models based on $SU(N_c)$ dynamics require particularly large values of $\Lambda$. Due to our requirement that the mass of the decoupling quark flavor should exceed the dynamical scale for all times during inflation, $\lambda \tau \gg \Lambda$, large $\Lambda$ values necessitate in turn large values of the inflaton coupling constant $\lambda$, cf. Eq. (119). Depending on the exact numerical value of $C_{\text{eff}}$, such large $\lambda$ values may then be in conflict with the upper bound on $\lambda$ in Eq. (116) as well as the requirement that the shift symmetry-breaking terms in the effective Kähler potential, cf. Eq. (113), should not be too large. Compared to the DCI models discussed in the main text, the phenomenological viability of dynamical chaotic inflation based on $SU(N_c)$ gauge dynamics is therefore not as safely guaranteed. A more comprehensive analysis of this class of DCI models, while beyond the scope of this paper, is certainly imperative.

Finally, before concluding this section, let us check that the effective superpotential in the small-field regime, $\lambda \tau \ll \Lambda$, coincides with the effective superpotential in the large-field regime, cf. Eq. (150). In the $s$-confined phase, the full superpotential of the $SU(N_c)$ theory with $N_c + 1$ flavors is given by
\[
W \simeq W_{\text{dyn}} + \lambda_{IJ} \Lambda Z_I Z_J \chi M I J + \kappa_{IJ} \left( \frac{\Lambda}{M_{\text{Pl}}} \right)^{N_c-2} Y^I B_I + \bar{\kappa}_{IJ} \left( \frac{\Lambda}{M_{\text{Pl}}} \right)^{N_c-2} \bar{Y}^I \bar{B}_I,
\] (152)
where the dynamically generated superpotential $W_{\text{dyn}}$ has the following form,
\[
W_{\text{dyn}} = -B_I M^{IJ} \bar{B}^I - \Lambda^2 - N_c \det^{(N_c+1)}(M^{IJ}).
\] (153)
We can easily separate all terms involving the composite fields $B$, $\bar{B}$ and $M \equiv M^{N_f N_f}$,
\[
W = -BM \bar{B} - \Lambda^2 - N_c \det^{(N_c)}(M^{IJ}) + \lambda \Lambda \Phi M + \kappa \left( \frac{\Lambda}{M_{\text{Pl}}} \right)^{N_c-2} \Lambda Y B + \bar{\kappa} \left( \frac{\Lambda}{M_{\text{Pl}}} \right)^{N_c-2} \Lambda \bar{Y} \bar{B} + .. ,
\] (154)
where the ellipses stands for further terms that involve none of the three fields $B$, $\bar{B}$ and $M$ and which are hence irrelevant for our discussion. From Eq. (154), we then see that the $F$-term condition deriving from the meson field $M$ is identical to the deformed moduli constraint of SQCD with $N_c$ flavors and a field-dependent dynamical scale,

$$-\bar{B}B - \Lambda^2 \alpha^{N_c} \det(N_c) (M^{ij}) + \lambda \Lambda \Phi = 0, \quad (155)$$

In combination with the other $F$-term conditions deriving from Eq. (154) this constraint is solved for the following baryon, antibaryon and meson VEVs,

$$B \simeq \left( \frac{\kappa}{\kappa} \right)^{1/2} (\lambda \Lambda \Phi)^{1/2}, \quad \bar{B} \simeq \left( \frac{\kappa}{\kappa} \right)^{1/2} (\lambda \Lambda \Phi)^{1/2}, \quad M^{ij} \simeq 0. \quad (156)$$

Inserting these VEVs back into Eq. (154), we obtain the effective superpotential for $Y$ and $\bar{Y}$,

$$W_{\text{eff}} \simeq (\kappa \bar{\kappa})^{1/2} \left( \frac{\Lambda}{M_{\text{Pl}}} \right)^{N_c-2} \Lambda (\lambda \Lambda \Phi)^{1/2} (Y + \bar{Y}) \simeq C_{\text{eff}} \Lambda^2 \Xi \left( \frac{\lambda \Phi}{\Lambda} \right)^{1/2}, \quad (157)$$

which indeed coincides with the effective superpotential in the large-field regime, cf. Eq. (150).

As discussed in Sec. 3.3, this result is expected from the holomorphicity of the superpotential. In this sense, the fact that we are able to show that the effective superpotential takes the same form in the small-field regime as in the large-field regime is a nontrivial and useful consistency check. At the same time, it is important to notice that the Kähler potential does change its form as soon as strong-coupling effects become important. For this reason, the scalar potential for the inflaton does no longer have the same form as in Eq. (151) at small field values. In fact, due to the non-calculable Kähler potential at strong coupling we are unable to compute the exact form of the inflaton potential in the small-field regime. Based on the fact that SQCD with $N_c + 1$ flavors is s-confining and given the tree-level superpotential in Eq. (152), we can merely say that the inflaton acquires a mass of $\mathcal{O}(\lambda \Lambda)$ at low energies. Close to the true vacuum in field space, the inflaton potential can therefore be approximated by Eq. (127), cf. also Fig. 3.

### A.2 Massless and massive matter fields (fractional powers $p \geq 1$)

Similarly as for the DCI scenarios discussed in the main text, we can also generalize the model described in the previous section to a larger number of matter fields coupling to the inflaton. Let us extend the tree-level superpotential in Eq. (144) as follows,

$$W_{\text{tree}} \rightarrow W_{\text{tree}} + (M_a + \lambda_a \Phi) P^a \bar{P}^a, \quad P^a \sim \Box, \quad \bar{P}^a \sim \bar{\Box}, \quad a = 1, 2, \ldots, N_m, \quad (158)$$

where we assume that all of the supersymmetric masses $M_a$ have a value in between the dynamical scale and the Planck scale, $\Lambda \lesssim M_a \lesssim M_{\text{Pl}}$. The beta-function coefficient for the $SU(N_c)$ gauge coupling constant at high energies, $b$, is then given as $b = 2N_c - 1 - N_m$, while the corresponding coefficient at low energies, $b_{\text{eff}}$, remains unchanged, $b_{\text{eff}} = 2N_c$. In analogy to the
\(\text{SP}(N_c)\) case, this results in the following effective dynamical scale \(\Lambda_{\text{eff}}\) below all heavy quark mass thresholds, cf. Eq. (150),

\[
\Lambda_{\text{eff}} = \Lambda \prod_{n=0}^{N_m} \left( \frac{M_n + \lambda_n \Phi}{\Lambda} \right)^{1/(2N_c)} , \quad M_0 \equiv 0 ,
\]

with \(\lambda_0\) denoting the Yukawa coupling constant belonging to the \((N_c + 1)\)-th quark flavor coupling to the inflaton. Inserting this expression for \(\Lambda_{\text{eff}}\) into Eq. (150), we obtain the effective superpotential and consequently also the scalar potential of our extended \(SU(N_c)\) model,

\[
W_{\text{eff}} \simeq C_{\text{eff}} \Lambda^2 \prod_{n=0}^{N_m} \left( \frac{M_n + \lambda_n \Phi}{\Lambda} \right)^{1/2} , \quad V \simeq |C_{\text{eff}}|^2 \Lambda^4 \prod_{n=0}^{N_m} \left| \frac{M_n + \lambda_n \phi}{\Lambda} \right| .
\]

In the large-field regime, where \(\lambda_n |\phi| \gg M_n\), the inflaton potential hence turns out to be a simple monomial with an integer power \(p\),

\[
p = 1 + N_m .
\]

We thus make the remarkable observation that, in our DCI models based on \(SU(N_c)\) dynamics, the number of quark fields coupling to the inflaton, \(1 + N_m\), directly determines the power \(p\) appearing in the inflaton potential. In this sense, determining the power \(p\) based on CMB observations could be regarded as a means to actually count the number of strong-sector quarks coupling to the inflaton. According to the bound on the power \(p\) in Eq. (40), \(p \leq 4\), this number could be as large as four, i.e. \(N_m\) could either be 0, 1, 2 or 3. Furthermore, we observe that, for a fixed number of flavors \(N_f\), all DCI models based on \(SU(N_c)\) yield the same prediction for the power \(p\) as the DCI model based on \(SP(N_c)\) featuring one flavor more, i.e., in analogy to Eq. (80), we now have the following equivalence relation,

\[
SP(1) \text{ with } N_f = N_c + 2 + N_m \quad \sim \quad SU(N_c) \text{ with } N_f = N_c + 1 + N_m .
\]

The crucial difference between two such scenarios is that the superpotential as well as the infrared spectrum of the \(SP(1)\) model is always simpler and more minimal than in the case of its \(SU(N_c)\) counterpart. Moreover, as pointed out above, the \(SU(N_c)\) models all feature the additional suppression factor \(|C_{\text{eff}}|^2\) in their scalar potential, which leads to further complications. It is for these reasons that we devote our attention to the DCI models based on \(SP(N_c)\) dynamics in the main text and discuss the \(SU(N_c)\) DCI models only here in this appendix.

### A.3 Effective superpotential from R symmetry

For most of the DCI models discussed in the main text, we managed to re-derive the effective superpotential solely based on \(R\) symmetry arguments. As we shall now demonstrate, the \(SU(N_c)\) models are no exceptions in this respect. According to the tree-level superpotential in
Eq. \([158]\), the \(R\) charges of our matter and singlet fields have to be related as follows,

\[
\begin{align*}
R[Q^f] = R[Q^f] = R[P^a] = R[	ilde{P}^a] = 1 - \frac{x}{2}, \quad R[Z_{IJ}] = R[\Phi] = x, \\
R[Y^I] = R[\tilde{Y}^I] = 2 - N_c \left(1 - \frac{x}{2}\right).
\end{align*}
\] (163)

With this charge assignment, we obtain for the coefficient \(A_R\) of the \(U(1)_R[SU(N_c)]^2\) anomaly,

\[
A_R = 2N_c + 2 \left(-\frac{x}{2}\right) (N_c + 1 + N_m),
\] (164)

such that the scale \(\Lambda\) acquires a spurious charge \(R[\Lambda] = A_R/b\), where \(b = 2N_c - 1 - N_m\). Hence, only the following gauge-invariant terms can possibly appear in the effective superpotential,

\[
\kappa_M M_{Pl}^2 \Lambda^{b/2} \Phi^{1+1/N_m/2} Y, \quad \bar{\kappa} \Lambda^{b/2} \Phi^{1+1/N_m/2} \bar{Y}, \quad b = 2N_c - 1 - N_m,
\] (165)

where \(\kappa\) and \(\bar{\kappa}\) are undetermined proportionality constants. Similar terms featuring any of the singlet fields \(Y^I\) or \(\bar{Y}^\bar{I}\) instead of \(Y\) and \(\bar{Y}\), respectively, are forbidden by the \(SU(N_f - 1)\) flavor symmetry under which the superpotential must be invariant in the case of nonzero inflaton VEV. Due to their similar structure, the two terms in Eq. (165) can be easily combined into one term. In particular for \(\kappa \neq \bar{\kappa}\), it is convenient to replace both constants by their geometric mean, \(\kappa, \bar{\kappa} \rightarrow (\kappa \bar{\kappa})^{1/2}\). In addition to that, we can also shift the \(1+1/N_m\) factors of \(\Phi\) in the power \(\Phi^{1+1/N_m/2}\) by the mass parameters \(M_n\). In the end, the effective superpotential therefore takes the following form,

\[
W_{\text{eff}} \simeq (\kappa \bar{\kappa})^{1/2} \left(\frac{\Lambda}{M_{Pl}}\right)^{N_c - 2} \Lambda^2 \prod_{n=0}^{N_m} \left(\frac{M_a + \lambda_a \Phi}{\Lambda}\right)^{1/2} (Y + \bar{Y}),
\] (166)

which is identical to the superpotential in Eq. (160). Hence, also our analysis based on \(R\) symmetry leads us to the conclusion that, at large inflaton field values, the inflaton potential corresponds to a monomial potential with an integer power \(p = 1 + N_m\).

### B Supersymmetry breaking in the true vacuum after inflation

Our general DCI recipe as outlined in Sec. 2 relies on the idea that the strong dynamics in the inflaton sector approach a phase of s-confinement at small inflaton field values. This guarantees the existence of a smooth effective theory describing the strong gauge dynamics at low energies including the true ground state at the origin of field space. On the other hand, this construction automatically implies that all fields of the inflaton sector always settle in a supersymmetric vacuum. Within the class of DCI models discussed in the main text, we can therefore never realize supersymmetry breaking in the true vacuum after the end of inflation\([23]\). In order to obtain

\[\text{As a loophole to this statement, we point out that supersymmetry may be spontaneously broken in the final ground state of our DCI models after all, if this ground state does not coincide with the origin of field space for some reason. To accomplish such a situation, one would need to modify the inflaton potential at small field values, } V \simeq m_a^2 |\phi|^2 \text{—for instance, by means of strong-coupling effects—so that } \phi \neq 0 \text{ in the true vacuum.}\]
a phenomenologically complete model, soft supersymmetry breaking in our current vacuum then needs to be attributed to the dynamics of yet another hidden sector different from the sector responsible for inflation. This is certainly a viable and not very unlikely possibility. As we shall now demonstrate, it is however also possible to actually retain a small amount of supersymmetry breaking in the true vacuum after inflation, if we just slightly modify our mechanism for the generation of the inflaton potential. In the following, we shall only sketch our main idea. The construction of an explicit and complete model is left for future work.

Every DCI model discussed in the main text involves an effective model of dynamical supersymmetry breaking that is mutated into an s-confining theory at small inflaton field values. Let us now abandon this paradigm and try to construct a model in which the effective SUSY-breaking model valid during inflation flows to a second alternative model of dynamical supersymmetry breaking rather than to an s-confining theory. Instead of one source of supersymmetry breaking, we then have to deal with two independent sources of symmetry breaking: one active during inflation and providing the vacuum energy density driving inflation and a second one, which only becomes effective after the end of inflation. This second source of supersymmetry breaking may for instance be the strong gauge dynamics of an $SU(N_c)$ theory with $N_c$ flavors. In our DCI models based on $SU(N_c)$ dynamics, the deformed moduli constraint of an $SU(N_c)$ theory with $N_c$ flavors in combination with the tree-level superpotential in Eq. (147) is in fact responsible for supersymmetry breaking during inflation. Now we assume that such dynamics are actually responsible for supersymmetry breaking after inflation.

Consider an $SU(N_c)$ theory with $N_c$ quarks flavors $(Q^i, \bar{Q}^i)$, where $Q^i \sim \mathbf{0}$ and $\bar{Q}^i \sim \mathbf{0}$, and $N_c^2 + 2$ singlet fields $Z_{ij}, Y$ and $\bar{Y}$, which interact via the following tree-level superpotential,

$$W_{\text{tree}} = \lambda_{ij} Z_{ij} Q^i \bar{Q}^j + \frac{\kappa}{M_{\text{Pl}}^{N_c-2}} \epsilon_{i_1 \ldots i_{N_c}} Y Q^{i_1} \ldots Q^{i_{N_c}} + \frac{\bar{\kappa}}{M_{\text{Pl}}^{N_c-2}} \epsilon_{\bar{i}_1 \ldots \bar{i}_{N_c}} \bar{Y} \bar{Q}^{\bar{i}_1} \ldots \bar{Q}^{\bar{i}_{N_c}}.$$  \hspace{1cm} (167)

From our analysis in Sec. A.1, we know that the effective superpotential describing the low-energy dynamics of this theory can eventually be brought into the following form, cf. Eq. (149),

$$W_{\text{eff}} \simeq (2\kappa \bar{\kappa})^{1/2} \left( \frac{\Lambda}{M_{\text{Pl}}} \right)^{N_c-2} \Lambda^2 \Xi.$$  \hspace{1cm} (168)

In Sec. A.1, we noted that, if we intended to use this effective superpotential to describe the inflationary phase, the suppression factor $C_{\text{eff}} \propto (\Lambda/M_{\text{Pl}})^{N_c-2}$ might turn out to be problematic, as it may prevent us from successively reproducing the measured value of the scalar spectral amplitude $A_s$. Now we find ourselves in quite the opposite situation. We benefit from the suppression factor in the superpotential, since it allows us to generate realistic SUSY-breaking scales or, equivalently, obtain realistic gravitino masses $m_{3/2}$,

$$m_{3/2} \sim \left( \frac{\Lambda}{M_{\text{Pl}}} \right)^{N_c} \frac{M_{\text{Pl}}}{\sqrt{3}}.$$  \hspace{1cm} (169)

While we have to assume a large dynamical scale, $\Lambda \gg 10^{16}$ GeV, in our models in Sec. A.1, we can now easily set $\Lambda$ to a value around the GUT scale. For $N_c = 5$, for instance, this then
results in phenomenologically perfectly reasonable values for the gravitino mass,

\[ N_c = 5, \quad m_{3/2} \sim \left( \frac{10^{15} \text{..} 10^{16} \text{GeV}}{M_{\text{Pl}}} \right)^{5} \frac{M_{\text{Pl}}}{\sqrt{3}} \sim 10 \text{ GeV}..1000 \text{ TeV}. \tag{170} \]

Next, we have to embed this SUSY-breaking model into a larger model that is also capable of accommodating inflation. In addition to the singlet fields in Eq. (167), let us introduce two further singlet chiral superfields, \( \Phi \) and \( X \), where \( \Phi \) will play the role of the inflaton and \( X \) is the Polonyi field responsible for spontaneous supersymmetry breaking during inflation. We endow \( \Phi \) with Yukawa couplings to all quark flavors and couple \( X \) to the field strength field \( W_{\alpha}^{a} \),

\[ W \supset \lambda_{ij}^{a} \Phi Q_{i}^{j} \bar{Q}^{j} + \left( \frac{1}{4} g^2 + \alpha \frac{X}{M_{\text{Pl}}} \right) W_{\alpha}^{a} W_{\alpha}^{a} + \ldots \tag{171} \]

The ellipses stands for additional terms responsible for stabilizing the field \( X \) during and after inflation, which we do not specify any further. Given this superpotential, all flavors perturbatively decouple at large inflaton field values, such that our initial \( SU(N_c) \) theory with \( N_c \) flavors turns into a pure super Yang-Mills (SYM) theory with zero flavors. The low-energy dynamics of this pure SYM theory then lead to the formation of a gaugino condensate, cf. Eq. (146),

\[ \langle \lambda^{a} \lambda^{a} \rangle \sim \Lambda_{\text{eff}}^{3}, \quad \Lambda_{\text{eff}} \simeq \Lambda \left( \frac{\lambda \phi}{\Lambda} \right)^{1/3}. \tag{172} \]

as well as to the spontaneous breaking of supersymmetry,

\[ W_{\text{eff}} \sim \alpha \frac{X}{M_{\text{Pl}}} \Lambda_{\text{eff}}^{3} + \mathcal{O} \left( \frac{X^2}{M_{\text{Pl}}^2} \right) = C_{\text{eff}} \Lambda^2 X \left( \frac{\Lambda_{\text{eff}}}{\Lambda} \right)^3 + \mathcal{O} \left( \frac{X^2}{M_{\text{Pl}}^2} \right), \quad C_{\text{eff}} = \alpha \frac{\Lambda}{M_{\text{Pl}}}, \tag{173} \]

where we have assumed that the goldstino field \( X \) is appropriately stabilized at some sub-Planckian value during inflation, \( X/M_{\text{Pl}} \ll 1 \), and where we have absorbed all numerical prefactors in the coefficient \( \alpha \). Inflation is therefore driven by a quadratic inflaton potential,

\[ V \sim |C_{\text{eff}}|^2 \Lambda^4 \left( \frac{\lambda |\phi|}{\Lambda} \right)^2. \tag{174} \]

Luckily, this potential is not as severely suppressed as the one in Eq. (150), \( |C_{\text{eff}}| \gtrsim |C_{\text{eff}}| \), which is why it is surely capable of providing appropriate conditions for successful inflation.

In summary, we conclude that the above toy model may very likely serve as a basis for a complete model that is able to account for inflation and low-energy supersymmetry breaking: At large inflaton field values, the strong dynamics are described by a pure SYM theory and the inflaton slowly rolls in a scalar potential that is generated by means of gaugino condensation. As the inflaton field value becomes smaller, more and more quark flavors become dynamical, the gaugino condensate dissolves and the strong interactions enter into a regime where they are described by an \( SU(N_c) \) theory with \( N_c \) flavors and a deformed moduli constraint. Of course, the above outlined model is far from complete. For instance, we did not specify how the Polonyi field \( X \) may be stabilized during and after inflation—which is, however, crucial since the field
$X$ would otherwise run away to infinity simply given the superpotential in Eq. (171). Here, it is important to note that the stabilization mechanism during inflation may, in particular, also affect the final shape of the scalar potential. Furthermore, the model is also potentially endangered by the possibility that the inflaton produces too many gravitinos in its decays. Therefore, a more careful analysis as well as some sort of extension of our toy model are definitely needed. But we are confident that our main idea has a good chance of surviving further refinements and that dynamical chaotic inflation and low-energy supersymmetry breaking can eventually be embedded into a common theory.
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