An android-based application to predict student with extraordinary academic achievement
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Abstract. The study period of students who pass the time limit and high numbers of dropout in a college can affect the value of campus accreditation. The anticipation of that possibility, the college must make predictions about potential students don’t graduate on time. This study aims to build a system capable of predicting students who have the potential. If students with unpredictable graduation risks can be identified in the early stages, then the indication of dropout rates may be reduced by providing special appeals to students at risk. Prediction analysis applies the K-Nearest Neighbors method to dig up the trace data stack and look for the proximity of the data with the new data. The test data used student class of 2011 with 100 students as sample data. This method of classification is based on several attributes, namely the evaluation of the 1st semester to semester 6th, the number of GPA, credits that have been taken each semester, number of credits passed, and the number of credits that didn’t pass. The result of classification becomes the output of the system which is then entered into the testing phase. This stage compares the output with the original data with 70.73% accuracy result.

1. Introduction
Dropout (DO) students and past study period affect the assessment of Borang accreditation. The higher the number of students DO and pass the study period the lower value of Borang standard 3 of Higher Education National Accreditation Board. Borang is a form for data and information used to assess the quality of study programs or tertiary institutions. Higher education quality assessment standards are determined by BAN-PT.

The number of students who experience DO or pass the study period needs to be considered. Anticipation to reduce DO students and students through the study period is to make predictions. Predictions aim to find out students who have a risk of not passing on time. If it can be known earlier, the student DO level can be reduced by giving special treatment. Prediction analysis is carried out by classifying students based on GPA variables for 3 years, SKS taken, SKS graduating, SKS which do not pass. Determination of these variables is based on the interview data of a private campus in Bali. The interview was conducted with the head of the Study Program on the campus.

Predictions are done by classifying students according to the previous variables. The method used to group students is K Nearest Neighbor (KNN). Related studies make predictions to determine teaching action plans to suppress dropout [1]. The analysis in this study classifies students who DO based on the learning history taken by the KNN method. In addition, KNN is used to classify student failures in online
courses [2]. Two previous studies used KNN to predict a case by grouping students who have a high risk of failure. The results indicate that KNN can accurately predict student performance. The two studies became the basis for predicting students who had the opportunity to drop out and through the study period using KNN. In this study, the training data used were 18 students graduating through the study period and 82 students graduated from the study period.

2. Literature review
One of the main problems in lectures is the study period and dropout rate. In a large data set, it is certainly very difficult to analyze or predict students who have the potential to drop out. At first, Burgos et al propose knowledge discovery techniques to analyze the data history of students who have the potential to pass the study period in a course [3]. Another study that analyzed dropouts at the University of Nariño, Pasto, Colombia based on a student data repository from 2004-2016 proposed a decision-tree to classify students who could potentially drop out [4]. Another technique that can be used for classification is KNN. KNN (K-Nearest Neighbors) is a classification method that is very efficiently applied in lithology identification, reservoir type recognition, and flow unit classification and so on. However, this method has limitations that are very determined final results in the initial center selection. This method does not work consistently because of inherent limitations, such as initial center selection and center shift during grouping [5]. In [6] which predicts trust between Facebook users based on interaction data, useful information, and the amount of trust between users compared to 3 methods to predict trust, namely MLP, KNN, and SVM. The results obtained by KNN were 73% and better than the results obtained by SVM which was 71% but lower than MLP which reached 83% with a value of k = 12. KNN gets better results than SVM because KNN calculates the output class based on the nearest k-neighbor from the sample data that is considered. The KNN results are very dependent on the value of k, therefore, the value of k must be chosen appropriately.

3. Research data and method
This study uses data obtained from STMIK STIKOM Indonesia. This data is the alumni-student data for the year 2011. At the initial stage, the researchers sorted data from all students in the year 2011. Only 100 students were used in this study. Whereas, 18 students are students who have passed the study period and the rest are students who have not passed the study period. Next, we grouped the data. Then start counting the pivot points in the group that contains students through the study period. This pivot point value is the average value for each parameter of each student. This pivot point will be a benchmark when calculating data distance. The pivot point illustration is shown in Fig. 1.

Figure 1. Data grouping illustration.

Figure 1 illustrates how data is grouped. The minus sign (-) denotes student data that does not exceed the study period. While the plus sign (+) denotes the data of students who passed the study period. A
red area is a group of students who passed through the study period. Data groups that are above the red area state students who have not passed the study period.

3.1. KNN
The results of the previous sorting were used for the KNN process. In the initial stage, for example, there are X that indicate new student data to be predicted. Prediction starts by calculating the distance X to the pivot point using Euclidean Distance. The Euclidean Distance calculation formula is as follows:

\[ D(X, P_v) = \sqrt{\sum_{i=1}^{n} (X_i - P_{vi})^2} \]  

(1)

Where, the distance is denoted by \( D(X, P_v) \). The variable X is the student data to be predicted and \( P_v \) is the pivot point. Each variable \( X \) and \( P_v \) has the same number of parameters as n. Distance calculation starts with calculating the difference from each parameter. Then calculate the square value of each difference that has been obtained. Finally, the value of \( D(X, P_v) \) is obtained by summing all the results of the square value.

Pivot point calculation is obtained from the average value of student data that has passed the study period added with the standard deviation. This pivot point is the threshold to determine the fiction. By looking at the distance from \( X \) to the pivot point, \( X \) can be categorized to students who pass the study period or not. If \( X \) is smaller than the pivot point, prediction \( X \) is the student who passed the study period.

4. Result and Discussion
The testing phase uses the same data. This is done to see the suitability of the method that implemented in the case. The use of the right parameters will be seen in this test. Based on the testing, we get 72.22% of students who have passed the study period and 70.73% for students who have not passed the study period. These results are obtained based on the comparison of predictive data to the original data.

The number and type of parameters that used can affect the value of accuracy. Especially if you use the right parameters. In this study, the prediction accuracy of students who have passed the study period has exceeded 70%. Accuracy measurement is done by calculating prediction accuracy. The exact number of predictions is compared with the amount of original data. Another thing that can affect accuracy is the amount of data. The more data available, the more accurate.

5. Conclusion
According to the calculation processing done, these conclusion as follows:
- KNN method can be used and implemented in prediction system for who exceed the study period
- The disadvantage of the KNN method is that the level of accuracy is determined by the amount of training data. Large data training data requires more calculations that affect the decision process.
- Future work is addition of attributes to the KNN method calculation and adding training data to obtain better prediction accuracy.
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