On the Dynamic Replacement of Virtual Service Resources for Mobile Users in Virtual Networks
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Abstract: In virtual networks, network traffic is managed through the resources of a substrate network. When users move from one access point to another, the traffic that is generated increases in variation, and the virtual service resources within each virtual network must be maintained at an acceptable quality of service (QoS). However, the resources that are offered by this virtual service resource may become insufficient to manage this traffic, harming the QoS. In this paper, we propose a virtual service resource replacement method that consists of migrating a service from one virtual node to another, offering sufficient resources to provide a good QoS when the traffic changes. Our method improves those of the literature by dealing with the cases of equal traffic weight at the node level and the service migration strategy. Our approach reduces the service migration time and the number of virtual service resource replacements compared to those of the literature.
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1. Introduction

Virtual networks are networks that are built on the resources of a physical network and are used to provide services. These virtual networks have special properties such as architectural flexibility and isolation ([1], [2]) that they provide to the users, and various services that are hosted in servers are called virtual service resources. A virtual service resource in a virtual machine supports the incoming and outgoing traffic that is generated by mobile users relative to the requested service. Consequently, the quality of service (QoS) depends on the amount of traffic involved.

However, the traffic that is associated with a given service is not constant; rather, it increases and decreases depending on the number of users and the network structure mutation. Sometimes, the resources of the virtual server become insufficient to handle these changes wisely, harming the QoS. Therefore, there is a need for policies that allow the virtual network to continuously ensure the QoS to end users and deal with these traffic fluctuations and topology changes. These topology mutations come from the addition and removal of virtual machines in the network. Several possible solutions can be explored to deal with such a problem:

- Increase the resources of the virtual service resource so that it can support the amount of generated traffic. This solution is related to the well-known resource allocation and Virtual Network Embedding (VNE) problems in the virtual networks. These problems have been widely studied in the literature [3]-
The common disadvantage of the methods proposed in these works is that they progressively reduce the physical resources that are available for the benefit of virtual networks;

- move the virtual service from a virtual service resource to another one with more available resources: this solution has been very little explored so far [6]. This approach does not require additional resources from the substrate network. Our contribution in this paper is based on this approach.

With regards to the virtual service resource replacement, the most important challenges to be overcome in this scenario are the following:

- Find the new node that will receive the virtual service resource;
- migrate the service to the new node;
- restructure the virtual network after a topology change. When the network topology change is from a tree to a graph structure, a tree topology needs to be rebuilt if we want to use method [6] as the virtual service resource replacement approach;
- design a multiple virtual services resources migration approach in a VN.

### 1.1. Related Works

Revisiting the dynamic replacement of virtual service resources in the literature, we found that this approach has been explored very little to the best of our knowledge.

In the field of virtual networks with a tree topology, [7] proposes a dynamic replacement of virtual network resources to satisfy the quality of service of the provided service when the traffic changing comes from a new node that is added in the network. The idea is to migrate the virtual service resource successively by one hop from the overloaded node to another one that has enough resources, until the new destination node is reached. At each migration to a node, it is determined whether the quality of service is satisfied before proceeding to the next node. The new node is the node at one hop of the new added node. Fig. 1 shows this replacement method. When the new node \( n_k \) (Fig. 1.a) is added in the topology, the virtual service resource that is initially located in node \( n_2 \) is replaced in node \( n_6 \) at one hop of node \( n_k \) through the shortest path (Fig. 1.b). The main drawback of this method is that it takes a lot of time to replace a virtual network service, which harms the QoS.

![Fig. 1. A virtual service resource replacement method by moving the virtual network service by one hop.](image)

To overcome the drawback of [7], [6] proposes a dynamic virtual service resource replacement method that does not check if the quality of service is satisfied at each node between \( n_c \) and \( n_k \). This results in a reduced virtual service resource replacement time. The method proposed in [6] deals with three key challenges:

- a virtual service resource replacement from one virtual node to another;
- a tree topology redesign when the network topology change after a node is added into or removed from a virtual network with tree topology;
- the replacement of \( 2^n \) virtual service resources.

However, the solutions proposed in [6] have the following limitations:
• no replacement solution when all of the leaf nodes of the tree topology have the same traffic weight;
• too much virtual service replacement depending on traffic variations;
• the service is not replaced by the initial node when traffic decreases or returns to normal. The replacement had been done to face a traffic change in the network. The virtual service should be replaced by its initial virtual node to satisfy the QoS when the network traffic returns to normal;
• the migration strategy (pre-copy, post-copy, hybridization) of the virtual service from one node to another is not studied or discussed. The service migration time is significant and greatly influences the QoS ([8], [9]) of the virtual networks when we are dealing with virtual network resource replacement.

1.2. Our Contribution

The objective of this paper is to improve the QoS of virtual networks when the traffic changes by providing solutions to the limits cited above concerning the approach proposed by Horiuchi and Tachibana [6]. Our contribution is summarized in four points:
• a selection strategy of a QoS-satisfying node when all of the leaf nodes in the tree topology have the same traffic weight. This selection is based on the amount of traffic of the parent node. The selected leaf node is one whose parent node has the largest traffic weight;
• avoid automatic virtual resource replacement at the first sign of QoS dissatisfaction. A bad QoS state can be temporary. In this case, a virtual service replacement is not necessarily required. Therefore, we define a QoS dissatisfaction delay as one that is beyond the virtual service resource replacement that is performed;
• automatic replacement of the virtual service to its initial host node after solving the problem that is caused by traffic variation. This allows a better use of the virtual network resources;
• a virtual service migration strategy from the source node to the destination node. We propose a hybrid migration approach because it has the advantage of minimal downtime and data copying as well as the retention of the replaced service data consistency ([8], [10]).

The remainder of this paper is organized as follows: In Section 2, we describe in detail the approach of [6] with its drawbacks. Section 3 presents our contribution in more detail. The simulation results and discussions are presented in Section 4. Finally, Section 5 concludes the paper.

2. Presentation of Former Work

In this section, we describe the Horiuchi and Tachibana approach [6] with its drawbacks.

2.1. The Virtual Service Resource Replacement Approach of Horiuchi and Tachibana and its Drawbacks

Consider a virtual network \( G = (N, L) \) as a tree, where \( |N| \) denotes the number of nodes and \( |L| \) the number of links. Each node \( n_i \) has a quantity of resources \( m_i \), and each link \( l_{ij} \) between the nodes \( n_i \) and \( n_j \) has a traffic weight \( m_{ij} \). The variables \( \gamma_i \) and \( \gamma_{ij} \) are the amount of traffic passing through the node \( n_i \) and link \( l_{ij} \), respectively. The idea is to select in the tree, the node of which allows the management of the greatest amount of traffic in the topology. The search algorithm starts by selecting the leaf node with the minimum amount of traffic; then, the weight of this traffic is added to that of its parent node in the tree. After that, this leaf node is logically removed from the research process. This process is repeated until the tree contains two nodes; in this case, the new node to select for the virtual service replacement is the one with the greatest traffic weight. An illustration of this selection approach is presented in Fig. 2. At the end of the search process for the case of Fig. 2, the remaining nodes are \( n_1 \) and \( n_2 \). The node \( n_1 \) is selected as the new node for the virtual service since its amount of traffic is 30 compared to \( n_2 \) which has an amount of traffic of 35.

The first limit of this approach is that there is no replacement solution when all of the leaf nodes of the tree...
have the same traffic weight. In this case, the algorithm fails from the beginning, and no result is produced at the end of the search process. Fig. 3 illustrates this limit. All of the leaf nodes F, E and C have a current traffic weight that is equal to 12. Which one should be selected? The approach of Horiuchi and Tachibana ([6]) does not answer this question.

The second limit is that there are too many virtual service replacements, depending on the traffic variations. Each time the QoS is not satisfied because the amount of traffic changes, a virtual service replacement is performed. These multiple replacements create instability in the offered network service as well as a load imbalance in the nodes of the virtual network.

![Fig. 2. The virtual service resource replacement method of Horiuchi and Tachibana.](image)

Third, the virtual service resource should be replaced with its original virtual node once the amount of traffic has returned to normal. The virtual service replacement in another node leads to the use of the resources of this node that are planned in principle for a specific service. The exploitation of these resources in an unexpected way can create some disturbances in the service proposed by the node; thus, it is necessary to temporarily use the resources to manage the traffic changing and then replace the service in its starting node. This would avoid overusing the resources of some nodes. This returning aspect of the virtual service to its original location after replacing the service is not considered by Horiuchi and Tachibana.

Finally, a service migration strategy is not discussed. A virtual service resource replacement involves the transfer of a data set from one virtual machine to another; these data are characteristic of the state of the migrated service so that it is restored more efficiently in the new physical or virtual node that will receive it. These characteristics are: the amount of volatile memory required, the non-volatile memory, the status of the virtual CPUs, the status of the connected devices and the status of the active connections [9]. It takes time for these elements that characterize the service to be routed from a virtual node to another, and this process requires the implementation of an adapted migration approach to maintain the consistency of the service provided to end users. Depending on the case, it can be considered as a migration of the service files or a migration of the operating system hosting the virtual service. In both cases, the migration time affects the service availability. Therefore, this migration time should be considered and minimized.
2.2. Dynamic Replacement of $2^n$ Virtual Service Resources of Horiuchi and Tachibana and its Drawbacks

The objective is to replace multiple virtual service resources in a virtual network. This is an extension of the previous approach that was proposed for one virtual service resource replacement.

A virtual network is logically divided into two virtual networks according to the traffic weight, using the algorithm of section 2.1; in each subdivided virtual network, a virtual service resource is placed using the flowchart in Fig. 4, where $\gamma_i$ is the amount of traffic in node $n_i$ and $\gamma'_i$ is the traffic variation of node $n_i$. According to this diagram, the node that is chosen as the host of the virtual service resource is the one that has enough resources to support the amount of traffic that is generated by all its children nodes. The virtual service resource in each subdivided virtual network offers the same virtual service as the original virtual network and is replaced according to the method described in Section 2.1.

For example, considering Fig. 5, we get a network with the two extreme nodes $n_4$ and $n_6$ by applying the algorithm that was described in Section 2.1. These two nodes are the root nodes of the sub-trees graph A and graph B, which represent segments of the original virtual network.

The subdivision into sub virtual networks helps to reduce the traffic load of the original virtual node that hosted the amount of traffic for the proposed service.
The first drawback of this extended replacement approach is that there is no replacement solution for a number of virtual service resources \( R \neq 2^n \). The dynamic replacement approach of [6] uses the subdivision of the original virtual network into \( 2^n \) segments according to the amount of traffic to perform a dynamic replacement of \( 2^n \) virtual service resources. This assumes that any traffic weight can be satisfied through at most \( 2^n \) virtual service resources, but this is not always verified. Thus, for any traffic weight requiring subdivision into an odd number of sub virtual networks where \( R \neq 1 \), Horiuchi and Tachibana [6] does not provide a solution.

Second, the heterogeneity of services is not considered in the \( 2^n \) virtual service resource replacement approach of [6]. User-generated traffic can involve several different services that are distributed across one or more virtual networks. In this case, replacing a virtual service resource can lead to the replacement of another dependent one, based on the type of traffic that is generated. A user can be simultaneously connected on a Video on Demand (VoD) service and a Voice over IP (VoIP) service. In [6], the authors consider a single virtual network service and not the dependency between multiple services.

### 3. Improvements of the Horiuchi and Tachibana Approach

In this section, we provide some solutions to the drawbacks of the virtual resource replacement approach in [6]. These solutions address the problems of equal traffic weight in the leaf nodes of the tree topology, automatic replacement and the establishment of a data migration mechanism of the virtual service.

#### 3.1. Our Solutions to the Equal Traffic Weight Challenge in the Leaf Nodes

To address this problem with the tree topology, we can proceed as follows: select the leaf node whose parent node has the largest traffic weight. From here, two scenarios can arise:

If the direct parent nodes have equal traffic weights, we go back in the tree until we find a level where the traffic weights of the nodes are different. Once this level is reached, one of the leaf nodes of the node with the largest traffic weight is selected; then, we add the traffic weight of this leaf node to that of its parent node. We remove the previously selected leaf node from the research process and repeat this process until there are only two nodes in the tree. Finally, the node that is selected as new location for the virtual service resource is the one with the highest traffic weight.

![Fig. 6. First case for the problem of equal traffic weight in the leaf nodes with parents of different traffic weight.](image)

If we have a tree with a root node followed directly by the leaf nodes (with equal traffic weights), we randomly select any leaf node (see Fig. 7). Generally, if the tree topology height is \( h=1 \), then any leaf node can be selected.
Fig. 7. Second case for the problem of equal traffic weight in the leaf nodes with tree topology height $h = 1$.

### 3.2. A Solution to Reduce the Number of Replacements

In [6], when the quality of service is not satisfied because of traffic change, a virtual service resource replacement is immediately performed; this replacement, which aims to improve the quality of service, may deteriorate it further because of the time that is needed to effectively replace a virtual service resource and the service disruptions in the network [11]. If multiple replacements are done simultaneously, the QoS will be greatly affected. Thus, a virtual service resource replacement approach is necessary, but only in the case of emergency. We define a delay beyond the replacement process that is effectively initiated. The case of the virtual service replacement emergency could be defined through some criteria that we mention here:

- **The type of service offered:** Depending on the services that are offered by the virtual networks, their resources and flow management policies requirements, we must consider their nature and the priorities between these services [4]. Thus, when the amount of traffic changes, the immediate reaction time is relative to the nature of the service that is involved. In addition, certain services such as VOIP and VOD are less tolerant to latency times than others; consequently, these services require a reaction time that is relatively fast in situations of failure.

- **The quantity of available resources in the considered virtual environment:** It can be possible that when we want to replace a virtual service resource, we do not find a node that is able to control the amount of traffic involved; therefore, it is necessary to wait before performing a replacement in this situation. The reaction time that is set up to address this improvement path would avoid unnecessary replacements due to temporary traffic over weight. This reaction time must be a network setting that is defined by the administrator based on the type of service.

### 3.3. The Data Migration Mechanism

There are several mechanisms for migrating virtual entities from one node to another [12]:

- **Cold migration (or stop-and-copy) [11]:** In this approach, the service is first stopped, and then its data are copied to the new node; once the copy is complete in the destination node, the service is started in that node. The main advantage of this method is that it ensures the faultless migration of the server memory. In addition, the state of the server memory is not changed on the source host. On the other hand, the downtime and start times on the destination node are longer.

- **Live migration [11], [13]:** There are three approaches of live migration: pre-copy, post-copy and hybrid post-copy.

The pre-copy approach (see Fig. 8) mainly consists of transmitting all of the virtual service resource memory pages to the destination host while the service is running. After a given copy level, the service is stopped on the source host and the rest of the modified memory pages are copied to the destination host. The major problem occurs when the maximum interruption time is too low for sending the last modified
pages to the destination node [9]. In this case the migration time can be very high.

In contrast to the pre-copy, the post-copy (see Fig. 9) starts with the immediate shutdown of the virtual machine on the source host. Then, the subsidiary data are transferred before activating the service on the destination host. The major disadvantage compared to the pre-copy is based on the robustness of this approach. Indeed, since the VM is directly awakened on the destination host in an inconsistent state, the failure of one of the nodes, source or destination during migration causes the inevitable loss of the integrity of the VM memory state.

![Fig. 8. Pre-copy algorithm.](image)

![Fig. 9. Post-copy algorithm.](image)

![Fig. 10. Hybrid post-copy algorithm.](image)
Hybrid post-copy [10] has been proposed to reduce post-copy performance issues. Fig. 10 shows the hybrid post-copy algorithm. Without interrupting the outstanding service, the progressively modified memory pages are transferred from the source node to the destination (pre-copy). The copy of the modified memory pages ends when a critical point is reached; therefore, the service is suspended on the source machine and its state is restored on the destination machine with consistent data (post-copy). We propose this hybrid migration approach, which substantially reduces both the downtime and the total migration time.

4. Simulations and Discussions

The objective of the simulations that follow is to evaluate the performances of our replacement approach, which is an improvement over the Horiuchi and Tachibana one. We compare our approach with the Horiuchi and Tachibana version. The performances are evaluated through the impact of the number of replacements on the overall QoS as well as the migration time of the services between a source node and a destination node. In this section, we present these performance results from the OMNET++ simulator. The simulations were conducted on several network samples: Network1 is a small network (20 nodes and 31 links), and Network2 is a large network (60 nodes and 90 links). The aim of the tests on the different sized networks is to evaluate the effectiveness of both approaches according to the scalability of the network. The structure and resource weights of each network were randomly generated to show the adaptation of the tree topology construction strategy to any type of traffic weight within the nodes.

4.1. The Impact of the Number of Virtual Service Resource Replacements on the QoS

In this section, we present the influence of the number of replacements on the overall QoS in a network. Indeed, we have proposed in the improved version of the Horiuchi and Tachibana [6] approach that the number of replacements can be reduced by using a replacement starting delay \( k \). For each network, we performed some tests for different replacement initialization delays: \( k = 2 \) sec, \( k = 6 \) sec and \( k = 10 \) sec. Fig. 11 and Fig. 12 illustrate the results of this study for networks of 20 and 60 nodes. In a small network (see Fig. 11), we found that the replacement rate is relatively low compared to that of large networks (see Fig. 12). This observation is reflected in many similarities in the number of replacements that are made after each variation of the replacement initialization delay \( k \). This can be explained by the fact that a large number of nodes also induces a significant amount of traffic [6]. In Network2, there is almost no such similarity. This means that, as the number of nodes is high, many replacements are possible, and among them, many can be avoided. In all cases, these simulations show that our replacement approach, which imposes a replacement initialization delay, is better than that of Horiuchi and Tachibana, which performs many unnecessary replacements and has high amount of downtime compared to our approach.

Concerning the reduction in the amount of traffic, Fig. 13 and Fig. 14 give a comparison of the traffic variation management method of Horiuchi and Tachibana with its modified version (Horiuchi and Tachibana Journal of Computers 18 Volume 15, Number 1, January 2020).
modified) that we proposed for Network1 (see Fig. 13) and Network2 (see Fig. 14). Both methods have almost the same traffic reduction rate, whether in a small or large network. Nevertheless, there are some differences, like the fact that the Horiuchi and Tachibana approach reduces the amount of traffic more than our approach. This difference is explained by the fact that, because of the replacement initialization delay that we impose, some replacements are not performed. In this case, the traffic weight is not greatly affected.

**Fig. 13. Total amount of traffic variation for Network1.**

**Fig. 14. Total amount of traffic variation for Network2.**

We can also see that the traffic reduction rate is not very high in a large network compared to that of small networks. This can be explained by the difficulty to control all of the network traffic when the number of nodes and network users is important.

### 4.2. The Impact of the Number of Virtual Service Resource Replacements on the QoS

To measure the impact of migration time on QoS, we observed during the simulations the migration rate and the average time of migrations over a simulation time interval of 0 to 30 seconds. We compare our approach, which integrates migration, with that of Horiuchi and Tachibana, which does not consider it. Fig. 15 and Fig. 16 show that the average migration time of Horiuchi and Tachibana is lower than ours. This is explained by the fact that for each migration, the method of Horiuchi and Tachibana transfers all of the data on time, without a stop-and-copy step, which reduces the total migration time. Nevertheless, as we have shown previously, this method is not very realistic. This observation is the same in large networks (see Fig. 16).

**Fig. 15. Total amount of traffic variation for Network 1.**

**Fig. 16. Total amount of traffic variation for Network 2.**

Based on the preceding results, we can conclude that the virtual resource replacement approach that we have proposed certainly has many points of similarity with the Horiuchi and Tachibana one, but it greatly improves upon it by integrating elements to better appreciate the replacement effects on QoS in a real virtual...
5. Conclusion

Our aim in this paper was to improve the QoS of virtual networks against traffic changes due to user mobility. We proposed a dynamic virtual resource replacement approach that helps to reduce the amount of traffic load in the nodes. This proposed approach is an improvement of the Horiuchi and Tachibana approach. It has the advantage of avoiding replacements due to temporary traffic changes that do not disturb the QoS for a long time. In addition, our approach preserves the consistent state of the replaced virtual service resource when it is restored to the destination host, using a data migration technique that we proposed. The numerical results of our simulations helped to better demonstrate the impact of these advantages on the QoS in the virtual network. Therefore, it appears that our replacement approach is better than that of Horiuchi and Tachibana and is closer to reality. However, the virtual service resource replacement idea could be just as useful in other research fields with the same QoS issues. For example, in the IoT (Internet of Things), equipment resources (storage space, processing power, energy) are generally limited. Consequently, there is a permanent need for resources from the equipment in this field to ensure QoS. Then, it would be interesting for the future work to deal with this dynamic virtual service resource replacement problem in the field of the IoT.
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