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Abstract

This study examines the varying coefficient model in tail index regression. The varying coefficient model is an efficient semiparametric model that avoids the curse of dimensionality when including large covariates in the model. In fact, the varying coefficient model is useful in mean, quantile, and other regressions. The tail index regression is not an exception. However, the varying coefficient model is flexible, but leaner and simpler models are preferred for applications. Therefore, it is important to evaluate whether the estimated coefficient function varies significantly with covariates. If the effect of the non-linearity of the model is weak, the varying coefficient structure is reduced to a simpler model, such as a constant or zero. Accordingly, the hypothesis test for model assessment in the varying coefficient model has been discussed in mean and quantile regression. However, there are no results in tail index regression. In this study, we investigate the asymptotic properties of an estimator and provide a hypothesis testing method for varying coefficient models for tail index regression.
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1 Introduction

In various fields, predicting the high- or low-tail behavior of data distribution is of interest. Examples include events such as heavy rains, large earthquakes, and significant fluctuations in stock prices. Extreme value theory is a standard approach for analyzing the data of such extremal events. Let $Y_1, Y_2, \ldots, Y_n$ be independent and identically distributed random variables with distribution function $F$. In extreme value theory, the following maximum domain of attraction assumption is
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standard: Assume that there exist sequences of constants $a_n > 0$ and $b_n \in \mathbb{R}$ and a non-degenerate distribution function $G$ such that

$$\lim_{n \to \infty} P\left(\frac{\max(Y_1, \ldots, Y_n) - b_n}{a_n} \leq y\right) = G(y)$$

for each continuity point $y$ in $G$. This assumption implies that there exist a constant $\gamma \in \mathbb{R}$ and a positive function $\sigma(t)$ such that

$$\lim_{t \to y^*} P\left(\frac{Y_i - t}{\sigma(t)} > y \mid Y_i > t\right) = (1 + \gamma y)^{-1/\gamma}$$

for all $y$ for which $1 + \gamma y > 0$, where $y^* = \sup\{y : F(y) < 1\} \in (-\infty, \infty]$ and the right-hand side for $\gamma = 0$ is interpreted as $e^{-y}$ (see, Theorem 1.1.6 of de Haan and Ferreira 2006). The class of distributions on the right-hand side is called the generalized Pareto distribution and the parameter $\gamma$ is called the extreme value index. Therefore, in extreme value theory, the tail behavior of the data distribution is characterized by the extreme value index $\gamma$. Its existing estimators include the Hill estimator (Hill 1975), Pickands estimator (Pickands 1975), kernel estimator (Csorgo et al. 1985), maximum likelihood estimator (Smith 1987), and moment estimator (Dekkers et al. 1989), etc. It is noteworthy that the generalized Pareto distribution has different features depending on the sign of $\gamma$. If $\gamma > 0$, we have

$$1 - F(y) = y^{-1/\gamma} \mathcal{L}(y)$$

for all $y > 0$, where $\mathcal{L}(y)$ is a slowly varying function at infinity; i.e., $\mathcal{L}(ys)/\mathcal{L}(y) \to 1$ as $y \to \infty$ for all $s > 0$. The class of these distributions is called the Pareto-type distribution. This case seems to be common in areas such as finance and insurance, and we frequently observe extremely large values in the data compared to the case of $\gamma \leq 0$. Therefore, many researchers in extreme value theory have focused on this case. The Hill estimator mentioned above is one of the estimators of the positive extreme value index $\gamma$ and is widely used in many extreme value studies. In this study, we assume that the extreme value index $\gamma$ is positive.

In recent years, various regression models of the conditional extreme value index have been studied in the so-called tail index regression, where the tail index refers to the inverse of the extreme value index. The nonparametric tail index regression estimators include Gardes and Girard (2010), Stupfler (2013), Daouia et al. (2013), Gardes and Stupfler (2014), Goegebeur et al. (2014, 2015), and Ma et al. (2020). For fully nonparametric methods, the curse of dimensionality arises when multiple covariates are used. However, in many applications, extremal events are often triggered by multiple factors, and we hope to consider these factors. To avoid the curse of dimensionality, Wang and Tsai (2009) studied the parametric tail index regression assuming the linear model. However, in some applications of extreme value theory, the linear model may be too simple to predict the tail behavior of the distribution of the response. As an extension of Wang and Tsai (2009), Youngman (2019) studied additive models, Li et al. (2022) developed partially linear models, Yoshida (2022) provided single-index models, and Ma et al. (2019) provided varying coefficient models. The varying coefficient model is useful for analyzing time series and longitudinal data, etc. Because time or location is often important in many applications of extreme value theory, the varying coefficient model is expected to
be useful in tail index regression. We are also interested in tail index regression assuming the varying coefficient model.

The varying coefficient models pioneered by Hastie and Tibshirani (1993) assume that the regression function \( m_Y(X, T) \) of interest satisfies

\[
m_Y(X, T) = X^\top \theta(T)
\]

for the given explanatory variable vectors \( X \) and \( T \), and the response variable \( Y \), where \( \theta(\cdot) \) is the vector of unknown smooth functions of \( T \), which is denoted by the coefficient function vector. In mean and quantile regression, many authors have developed varying coefficient models, such as those of Wu et al. (1998), Fan and Zhang (1999), Huang et al. (2002, 2004), Kim (2007), Cai and Xu (2008), and Andriyana et al. (2014, 2018). Fan and Zhang (2008) provided a review article on the varying coefficient model. Some of these studies examined not only the estimation methods of the coefficient function, but also the hypothesis testing methods. We denote \( \theta(\cdot) = (\theta_1(\cdot), \theta_2(\cdot), \ldots, \theta_p(\cdot))^\top \). The hypothesis test for the constancy of a specific component can be represented as

\[
H_{0C} : \theta_j(\cdot) \equiv C_0 \quad \text{vs.} \quad H_{1C} : \theta_j(\cdot) \not\equiv C_0
\]

for an unknown constant \( C_0 \), where \( H_{0C} \) is the null hypothesis and \( H_{1C} \) is the alternative hypothesis. It is particularly important to test the sparsity of a specific covariate, which can be expressed as

\[
H_{0Z} : \theta_j(\cdot) \equiv 0 \quad \text{vs.} \quad H_{1Z} : \theta_j(\cdot) \not\equiv 0,
\]

where \( H_{0Z} \) is the null hypothesis and \( H_{1Z} \) is the alternative hypothesis. The varying coefficient model is flexible, but simpler models provide an easy interpretation of the data structure in real data analysis. The above hypothesis tests help to reduce the varying coefficient model to a simpler model. In mean and quantile regression, testing methods based on the comparison of the residual sum of squares include Cai et al. (2000), Fan et al. (2001), Huang et al. (2002), and Kim (2007), among others, where they used the bootstrap to implement their test. In mean regression, Fan and Zhang (2000) proposed the testing method based on the asymptotic distribution of the maximum deviation between the estimated coefficient function and true coefficient function.

In this study, we employ a logarithmic transformation to link the extreme value index of the response variable \( Y \) to the explanatory variable vectors \( X \) and \( T \) via

\[
\log \gamma(X, T)^{-1} = X^\top \theta(T).
\]

To the best of our knowledge, Ma et al. (2019) also studied this model. They provided a kernel-type nonparametric estimator of \( \theta(T) \) and established asymptotic normality. However, they did not discuss hypothesis testing. Therefore, there are no results for the hypothesis tests in tail index regression. Our study aims to establish a testing method for varying coefficient models for tail index regression.

The remainder of this paper is organized as follows. Section 2 introduces the local constant (Nadaraya-Watson type) maximum likelihood estimator of the coefficient functions, and Section 3 investigates its asymptotic properties. Section 4 introduces the proposed method for testing the structure of the coefficient functions and demonstrates the finite sample performance through simulations. A real example is analyzed in Section 5. All technical details are provided in Appendix.
2 Model and method

2.1 Varying coefficient models in tail index regression

Let $Y > 0$ be the univariate response variable of interest, $X = (X_1, X_2, \ldots, X_p)^\top \in \mathbb{R}^p$ be the $p$-dimensional explanatory variable vector, and $T = (T_1, T_2, \ldots, T_q)^\top \in \mathbb{R}^q$ be the $q$-dimensional explanatory variable vector. In addition, let $F(y \mid x, t) = P(Y \leq y \mid X = x, T = t)$ be the conditional distribution function of $Y$ given $(X, T) = (x, t)$. We consider the Pareto-type distribution

$$1 - F(y \mid x, t) = y^{-1/\gamma(x, t)} \mathcal{L}(y; x, t),$$

(2.1)

where $\gamma(x, t)$ is a positive function of $x$ and $t$, and $\mathcal{L}(y; x, t)$ is a covariate-dependent slowly varying function at infinity; i.e., $\mathcal{L}(ys; x, t)/\mathcal{L}(y; x, t) \to 1$ as $y \to \infty$ for any $s > 0$. We assume that the slowly varying function $\mathcal{L}(y; x, t)$ converges to a constant at a reasonably high speed. Specifically, we assume

$$\mathcal{L}(y; x, t) = c_0(x, t) + c_1(x, t)y^{-\beta(x, t)} + o(y^{-\beta(x, t)}),$$

(2.2)

where $c_0(x, t)$, $c_1(x, t)$ and $\beta(x, t)$ are functions of $x$ and $t$ with $c_0(x, t) > 0$ and $\beta(x, t) > 0$, and $o(y^{-\beta(x, t)})$ is a higher-order term. This assumption is called the Hall class (Hall 1982). In our study, we adopt the varying coefficient model for the conditional extreme value index $\gamma(x, t)$ as

$$\log \gamma(x, t)^{-1} = (1, x^\top)\theta(t) = \theta_0(t) + \theta_1(t)x_1 + \cdots + \theta_p(t)x_p,$$

(2.3)

where $x = (x_1, x_2, \ldots, x_p)^\top \in \mathbb{R}^p$, $\theta(t) = (\theta_0(t), \theta_1(t), \ldots, \theta_p(t))^\top \in \mathbb{R}^{p+1}$, and $\theta_j(t)$, $j = 0, 1, \ldots, p$ are the unknown smooth functions of $t$.

2.2 Local constant maximum likelihood estimator

Let $f(y \mid x, t)$ be the conditional probability density function of $Y$ given $(X, T) = (x, t)$. If $\mathcal{L}(\cdot; x, t)$ is differentiable, we obtain

$$f(y \mid x, t) = \gamma(x, t)^{-1}y^{-1/\gamma(x, t)-1}\mathcal{L}(y; x, t) - y^{-1/\gamma(x, t)} \frac{\partial}{\partial y} \mathcal{L}(y; x, t).$$

Because $\mathcal{L}(y; x, t) \to c_0(x, t)$ and $\partial\mathcal{L}(y; x, t)/\partial y \to 0$ as $y \to \infty$ by using (2.2), we have

$$f(y \mid x, t) \approx \frac{c_0(x, t)}{\gamma(x, t)} y^{-1/\gamma(x, t)-1}$$

for sufficiently large $y > 0$. Let $(Y_i, X_i, T_i)$, $i = 1, 2, \ldots, n$ be an independent and identically distributed random sample with the same distribution as $(Y, X, T)$. We introduce a sufficiently high threshold $\omega_n > 0$ such that $\omega_n \to \infty$ as $n \to \infty$ and use the responses that exceed it. Let $f(y \mid x, t, \omega_n)$ be the conditional probability density function of $Y$ given $(X, T) = (x, t)$ and $Y > \omega_n$. Then, we have

$$f(y \mid x, t, \omega_n) \approx \gamma(x, t)^{-1} \left( \frac{y}{\omega_n} \right)^{-1/\gamma(x, t)} y^{-1}$$

(2.4)
for \( y > \omega_n \). Thus, we can estimate the coefficient function vector \( \theta(t) \) by using the following weighted maximum likelihood approach: Let

\[
L_n(\theta) = \sum_{i=1}^{n} \left\{ \exp((1, X_i^\top)\theta) \log \frac{Y_i}{\omega_n} - (1, X_i^\top)\theta \right\} I(Y_i > \omega_n)K(H_n^{-1}(t - T_i)),
\]

where \( \theta \in \mathbb{R}^{p+1} \), \( I(\cdot) \) is an indicator function, \( K(\cdot) \) is a kernel function on \( \mathbb{R}^q \), and \( H_n = \text{diag}(h_{n1}, \ldots, h_{nq}) \) is a \( q \)-order diagonal matrix whose components are bandwidths \( h_{nk} \), \( k = 1, 2, \ldots, q \) such that \( h_{nk} \to 0 \) as \( n \to \infty \). We define the estimator of the coefficient function vector \( \theta(t) \) as the minimizer of the objective function \( L_n(\theta) \). We denote this estimator by \( \hat{\theta}(t) = (\hat{\theta}_0(t), \hat{\theta}_1(t), \ldots, \hat{\theta}_p(t))^\top \in \mathbb{R}^{p+1} \). Ma et al. (2019) provided the local linear maximum likelihood estimator. When \( p = 0 \) and \( q = 0 \), the covariate-independent estimator \( \hat{\theta}_0 \) is explicitly obtained, and we have

\[
\hat{\gamma} = \exp(-\hat{\theta}_0) = \frac{\sum_{i=1}^{n} (\log Y_i - \log \omega_n)I(Y_i > \omega_n)}{\sum_{i=1}^{n} I(Y_i > \omega_n)},
\]

which is the Hill estimator proposed by Hill (1975) and is widely used in univariate extreme value theory.

Note that the varying coefficient model corresponds to linear and nonparametric models as special cases. When \( q = 0 \), (2.3) is simplified as

\[
\log \gamma(x)^{-1} = (1, x^\top)\theta = \theta_0 + \theta_1 x_1 + \cdots + \theta_p x_p,
\]

where \( \theta = (\theta_0, \theta_1, \ldots, \theta_p)^\top \in \mathbb{R}^{p+1} \), and \( \theta_j \), \( j = 0, 1, \ldots, p \) are the regression coefficients. Wang and Tsai (2009) studied this tail index regression model. Whereas, when \( p = 0 \), we obtain a nonparametric estimator of the positive extreme value index as

\[
\hat{\gamma}(t) = \exp(-\hat{\theta}_0(t)) = \frac{\sum_{i=1}^{n} (\log Y_i - \log \omega_n)I(Y_i > \omega_n)K(H_n^{-1}(t - T_i))}{\sum_{i=1}^{n} I(Y_i > \omega_n)K(H_n^{-1}(t - T_i))},
\]

which was studied by Goegebeur et al. (2014, 2015).

### 2.3 Bandwidths and threshold selection

The threshold \( \omega_n \) and bandwidths \( h_{nk} \), \( k = 1, \ldots, q \) are tuning parameters that control the balance between the bias and variance of the estimator \( \hat{\theta}(t) \). A larger value of \( h_{nk} \) or smaller value of \( \omega_n \) leads to more bias, whereas a larger value of \( \omega_n \) or smaller value of \( h_{nk} \) leads to a larger variance. Therefore, these tuning parameters must be appropriately selected.

The threshold selection is needed to obtain the good approximation of (2.4). To achieve this, the discrepancy measure, which was proposed by Wang and Tsai (2009), is suitable. Meanwhile, the choice of the bandwidths controls the smoothness of the estimator. Therefore, we use the cross-validation to select the bandwidths, similar to other studies using kernel smoothing (e.g., Ma et al. 2019). Thus, we combine the discrepancy measure and cross-validation as the whole tuning parameter selection method. The algorithm of the tuning parameter selection is as follows. In
the first step, we select the bandwidths \( h_{nk}, \ k = 1, \ldots, q \) by \( D \)-fold cross-validation as

\[
H_{CV} := \arg \min_{H} \sum_{d=1}^{D} \sum_{i=1}^{n/D} \left\{ \exp((1, X_i^{(d)\top}) \hat{\theta}^{(d)}(T_i^{(d)}; \omega_0, H)) \log \frac{Y_i^{(d)}}{\omega_0} \right. \\
\left. (1, X_i^{(d)\top}) \hat{\theta}^{(d)}(T_i^{(d)}; \omega_0, H) \right\} I(Y_i^{(d)} > \omega_0),
\]

which is based on (2.5), where \( \omega_0 \) is a predetermined threshold, \( \lfloor \cdot \rfloor \) is the floor function, and \( \{Y_i^{(d)}, X_i^{(d)}, T_i^{(d)}, i = 1, 2, \ldots, [n/D]\} \) is the \( d \)-th test dataset. \( \hat{\theta}^{(d)}(\cdot; \omega_0, H) \) is the proposed estimator, with \( \omega_n = \omega_0 \) and \( H_n = H \), which is obtained from the \( d \)-th training dataset. In the second step, we select the threshold \( \omega_n \) using the discrepancy measure. We denote the order statistics of \( \{\exp(-\exp((1, X_i^{(d)}) \theta(T_i))) \log(Y_i/\omega_n)\} : Y_i > \omega_n, \ i = 1, \ldots, n \) as \( \hat{U}_{1:n0} \leq \hat{U}_{2:n0} \leq \cdots \leq \hat{U}_{n0:n0} \), where \( n_0 = \sum_{i=1}^n I(Y_i > \omega_n) \) is the number of responses that exceed the threshold \( \omega_n \). Because the conditional distribution of \( \exp(-\exp((1, X_i^{(d)}) \theta(T))) \log(Y/\omega_n) \) given \( Y > \omega_n \) is approximately standard uniform, we can regard \( \{\hat{U}_{l:n0}\}_{l=1}^{n_0} \) as a sample from the standard uniform distribution. Therefore, we select the threshold \( \omega_n \) as

\[
\omega_{DM} := \arg \min_{\omega} \frac{1}{n_0} \sum_{l=1}^{n_0} (\hat{U}_{l:n0}(\omega, H_{CV}) - \hat{F}(l/n_0; \omega, H_{CV}))^2,
\]

where \( \{\hat{U}_{l:n0}(\omega, H_{CV})\}_{l=1}^{n_0} \) are \( \{\hat{U}_{l:n0}\}_{l=1}^{n_0} \) with \( \omega_n = \omega \) and \( H_n = H_{CV} \), and \( \hat{F}(\cdot; \omega, H_{CV}) \) is a empirical distribution function of \( \{\hat{U}_{l:n0}(\omega, H_{CV})\}_{l=1}^{n_0} \).

### 3 Asymptotic properties

#### 3.1 Conditions

In this section, we investigate the asymptotic properties of our proposed estimator. The following technical conditions are required: We define \( n_0(t) = n \det(H_n) f_T(t) P(Y > \omega_n \mid T = t) \) and \( n(t) = n \det(H_n) f_T(t) \), where \( f_T(t) \) is the marginal probability density function of \( T \). We also define

\[
\Sigma_n(t) = E[(1, X_i^{\top}) (1, X_i^{\top}) \mid T = t, Y > \omega_n]
\]

and

\[
\hat{\Sigma}_n(t) = \frac{1}{n_0(t)} \sum_{i=1}^{n} (1, X_i^{\top})(1, X_i^{\top}) I(Y_i > \omega_n)K(H_n^{-1}(t - T_i)).
\]

(C.1) The kernel function \( K(\cdot) \) is an absolutely continuous function that has compact support and satisfies the conditions

\[
\int K(u) du = 1, \quad \int u_k K(u) du = 0, \quad \int u_k^2 K(u) du < \infty, \quad \int K(u)^2 du < \infty
\]

with \( u = (u_1, u_2, \ldots, u_q)^\top \in \mathbb{R}^q \).
(C.2) The joint probability density function $f(y, x, t)$ of $(Y, X, T)$ and the coefficient function $\theta_j(t)$ have continuous second-order derivative on $t$.

(C.3) Assume $n_0(t) \to \infty$ and

$$\Sigma_n(t)^{-1/2} \bar{\Sigma}_n(t) \Sigma_n(t)^{-1/2} \overset{P}{\to} I_{p+1}$$

as $n \to \infty$ for all $t \in \mathbb{R}^q$, where $I_{p+1}$ is a $(p + 1)$-order identity matrix and the symbol "$\overset{P}{\to}$" stands for convergence in probability.

(C.4) The remainder term $o(y^{-\beta(x,t)})$ defined in (2.2) satisfies

$$\sup_{x \in \mathbb{R}^p, t \in \mathbb{R}^q} (y^{\beta(x,t)} o(y^{-\beta(x,t)})) \to 0$$

as $y \to \infty$.

(C.5) For all $t \in \mathbb{R}^q$, there exists a nonzero vector $b(t) \in \mathbb{R}^{p+1}$ such that

$$\frac{n(t)}{\sqrt{n_0(t)}} \Sigma_n(t)^{-1/2} \left[ (1, X^\top) c_1(X, t) \frac{\gamma(X, t) \beta(X, t)}{1 + \gamma(X, t) \beta(X, t)} \omega_n^{-1/2} \gamma(X, t) \beta(X, t) \mid T = t \right] \to b(t)$$

as $n \to \infty$.

The condition (C.1) is typically used for kernel estimation. The conditions (C.3)-(C.5) correspond to the conditions (C.1)-(C.3) of Wang and Tsai (2009). The condition (C.3) requires that a certain weak law of large numbers holds. The condition (C.4) regularizes the extreme behavior of the slowly varying function $L(y; x, t)$. The condition (C.5) specifies the optimal convergence rates of threshold $\omega_n$ and bandwidths $h_{nk}$, $k = 1, \ldots, q$.

### 3.2 Asymptotic properties

We define

$$\hat{L}_n(\theta) = \sum_{i=1}^n (1, X_i^\top) \left\{ \exp((1, X_i^\top) \theta) \log \frac{Y_i}{\omega_n} - 1 \right\} I(Y_i > \omega_n) K(H_n^{-1}(t - T_i))$$

and

$$\tilde{L}_n(\theta) = \sum_{i=1}^n (1, X_i^\top) \left( 1, X_i^\top \right) \exp((1, X_i^\top) \theta) \log \frac{Y_i}{\omega_n} I(Y_i > \omega_n) K(H_n^{-1}(t - T_i)).$$

The above $\hat{L}_n(\theta)$ and $\tilde{L}_n(\theta)$ are the gradient vector and Hessian matrix of the objective function $L_n(\theta)$, respectively. The proposed estimator $\hat{\theta}(t)$ is defined as the minimizer of $L_n(\theta)$ and satisfies $\hat{L}_n(\hat{\theta}(t)) = 0$. Therefore, similar to common approaches for establishing the asymptotic normality of the maximum likelihood estimator, we need to investigate the asymptotic properties of $\hat{L}_n(\theta)$ and $\tilde{L}_n(\theta)$.

Let $\nu = \int K(u)^2 du$, $\kappa = \int uu^\top K(u) du$, $\Delta_k(t) = \left( \frac{\partial \theta_0}{\partial t_k}(t), \frac{\partial \theta_1}{\partial t_k}(t), \ldots, \frac{\partial \theta_p}{\partial t_k}(t) \right)^\top$
3.1. The asymptotic bias is caused by two factors. The bias in the approximation of the tail of the conditional distribution of $\gamma$ is particularly sensitive to $n$. If $n$ is small, the large bias of the estimator is occurred. Thus, the bias of our estimator $\hat{\beta}$ is caused by the Pareto distribution $L(x; t)$ to the constant $c_0(x, t)$. From the definition of $b(t)$ given in (C.5), we can see that the proposed estimator is more biased for larger $\gamma(x, t)$. In other words, the heavier the tail of the data, the more biased the estimator. Meanwhile, if $\beta(x, t)$ is small, the large bias of the estimator is occurred. Thus, the bias of our estimator is particularly sensitive to $\gamma(x, t)$ and $\beta(x, t)$. These parameters are related to the second order condition in extreme value theory (see, Theorem 3.2.5 of de Haan and Ferreira 2006, Theorems 2 and 3 of Wang and Tsai 2009, and Theorem 2 of Li et al. 2022, to name a few). In contrast, the biases $\Delta^{(1)}_n(t)$ and $\Delta^{(2)}_n(t)$ are caused by kernel smoothing.

Theorem 1. Let us suppose that conditions (C.1)-(C.5) are satisfied; then, as $n \to \infty$,

$$[n_0(t)\Sigma_n(t)]^{-1/2}\left\{\hat{L}_n(\theta(t)) + n_0(t)\Sigma_n(t) \sum_{l=1}^{2} \Lambda^{(l)}_n(t)\right\} \xrightarrow{D} N(-b(t), \nu I_{p+1}),$$

where the symbol “$\xrightarrow{D}$” denotes convergence in the distribution,

$$\Lambda^{(l)}_n(t) = \frac{1}{2} \Sigma_n(t)^{-1}E[(1, X^\top)^\top \text{tr}(\Lambda^{(l)}(X, t)\Sigma_n(t)^{-1/2}P, I_{p+1}).$$

Theorem 2. Let us suppose that conditions (C.1)-(C.5) are satisfied; then, as $n \to \infty$,

$$n_0(t)^{-1} \Sigma_n(t)^{-1/2} \hat{L}_n(\theta(t)) \Sigma_n(t)^{-1/2} \xrightarrow{P} I_{p+1}.$$
Our asymptotic normality is comparable to the asymptotic normality of the local linear maximum likelihood estimator of the coefficient function vector proposed by Ma et al. (2019). The difference between the two estimators is the asymptotic bias. In the asymptotic normality in Ma et al. (2019), it is assumed that the bias caused by the approximation (2.4) is negligible, so the bias \( b(t) \) does not appear in their asymptotic normality. The essential difference is the bias caused by kernel smoothing. In the case of Ma et al. (2019), the bias caused by kernel smoothing is \( \Lambda_n^{(2)}(t) \). However, it has the same convergence rate as the bias \( \Lambda_n^{(1)}(t) + \Lambda_n^{(2)}(t) \). The asymptotic variances of the two estimators are the same.

4 Testing for structure of the coefficient function

4.1 Testing method

In varying coefficient models, we often hope to test whether each coefficient function \( \theta_j(\cdot) \) is constant or zero. If some \( \theta_j(t) \) does not vary across \( t \), this motivates us to consider models that are simpler than the varying coefficient model. Generally, the hypothesis test can be represented as

\[
H_0 : \theta_j(\cdot) \equiv \eta(\cdot) \quad \text{vs.} \quad H_1 : \theta_j(\cdot) \not\equiv \eta(\cdot) \quad (4.1)
\]

for a given known function \( \eta(\cdot) \), where \( H_0 \) is the null hypothesis and \( H_1 \) is the alternative hypothesis.

Without a loss of generality, we assume that the explanatory variable vector \( T \in \mathbb{R}^q \) is distributed on \([0, 1]^q \subset \mathbb{R}^q\). Then, we apply Lemma 1 of Fan and Zhang (2000) to

\[
\psi(t) = \frac{1}{\sqrt{n(t)} \sigma_{nj}(t)} \frac{\partial L_n(\theta)}{\partial \theta_j} \bigg|_{\theta = (\hat{\theta}_0(t), \ldots, \hat{\theta}_{j-1}(t), \hat{\theta}_j(t), \hat{\theta}_{j+1}(t), \ldots, \hat{\theta}_p(t))^T},
\]

where \( \sigma_{nj}(t) = E[X_j^2(T > \omega_n) \mid T = t], \quad j = 0, 1, \ldots, p \) and \( X_0 \equiv 1 \). The following conditions are required:

(C.6) For all large \( n \in \mathbb{N} \), the function \( \sigma_{nj}(t) \) is bounded away from zero for all \( t \in [0, 1]^q \) and has a bounded partial derivative.

(C.7) \( \lim_{n \to \infty} \sup_{t \in [0, 1]^q} E[X_j^4(T > \omega_n) \mid T = t] < \infty \) for some \( s > 2 \).

**Theorem 4.** Under the conditions (C.1)-(C.7), if \( h_n := h_{nk} = n^{-b}, \quad k = 1, \ldots, q, \) for some \( 0 < b < 1 - 2/s \), we have

\[
P \left( \sqrt{-2q \log h_n} \left( \frac{1}{\sqrt{p}} \sup_{t \in [0, 1]^q} |\psi(t) - E[\psi(t)]| \right) - d_n \right) \to \exp(-2 \exp(-s))
\]

as \( n \to \infty \), where

\[
d_n = \sqrt{-2q \log h_n}
+ \frac{1}{\sqrt{-2q \log h_n}} \left[ \frac{1}{2} (q - 1) \log \log h_n^{-1} + \log \left\{ \left( \frac{2q}{\pi} \right)^{q/2} \sqrt{\frac{\det(\Xi)}{4q\pi}} \right\} \right]
\]
\(\Xi = \frac{1}{2n} \left[ \int \frac{\partial^2 K(u)}{\partial u_k \partial u_l} du \right]_{q \times q}.\)

From Theorem 3, we now have \(\hat{\theta}(t) \to^P \theta(t)\) as \(n \to \infty\). By the first-order Taylor expansion around \(\hat{\theta}_j(t) = \theta_j(t)\), we obtain
\[
\frac{\partial L_n(\theta)}{\partial \theta_j} \mid_{\theta = (\hat{\theta}_0(t), \hat{\theta}_1(t), \ldots, \hat{\theta}_p(t))^T} = \frac{\partial L_n(\theta)}{\partial \theta_j} \mid_{\theta = (\hat{\theta}_0(t), \ldots, \hat{\theta}_{j-1}(t), \hat{\theta}_j(t), \hat{\theta}_{j+1}(t), \ldots, \hat{\theta}_p(t))^T} + \frac{\partial^2 L_n(\theta)}{\partial \theta_j^2} \mid_{\theta = (\hat{\theta}_0(t), \ldots, \hat{\theta}_{j-1}(t), \hat{\theta}_j(t), \hat{\theta}_{j+1}(t), \ldots, \hat{\theta}_p(t))^T} (\hat{\theta}_j(t) - \theta_j(t)) \{1 + o_P(1)\}.
\]

The left-hand side of the above equation is zero because \(\hat{\theta}(t) = (\hat{\theta}_0(t), \hat{\theta}_1(t), \ldots, \hat{\theta}_p(t))^T\) is the minimizer of \(L_n(\theta)\). From Theorems 2 and 3, we also have
\[
\frac{\partial^2 L_n(\theta)}{\partial \theta_j^2} \mid_{\theta = (\hat{\theta}_0(t), \ldots, \hat{\theta}_{j-1}(t), \hat{\theta}_j(t), \ldots, \hat{\theta}_p(t))^T} \to^P n(t) \sigma_{\eta_j}(t)
\]
as \(n \to \infty\). Consequently, we have
\[
\frac{\partial L_n(\theta)}{\partial \theta_j} \mid_{\theta = (\hat{\theta}_0(t), \ldots, \hat{\theta}_{j-1}(t), \hat{\theta}_j(t), \hat{\theta}_{j+1}(t), \ldots, \hat{\theta}_p(t))^T} = -n(t) \sigma_{\eta_j}(t)(\hat{\theta}_j(t) - \theta_j(t)) \{1 + o_P(1)\}.
\]

This implies that \(\psi(t)\) in Theorem 4 can be approximated as
\[
\psi(t) \approx -\sqrt{n(t) \sigma_{\eta_j}(t)(\hat{\theta}_j(t) - \theta_j(t))}.
\]

From this result, \(E[\psi(t)]\) is asymptotically equivalent to the \(j\)th component of \(-b(t) - [n(t) \Sigma_{n}(t)]^{1/2} \sum_{l=1}^{2} \Lambda_n^{(l)}(t)\). This bias involves many unknown parameters. In particular, \(\beta(x, t)\) included in \(b(t)\) corresponds to the so-called second order parameter (see, Gomes et al. 2002). However, the estimation method of the second order parameter has not yet been developed in the context of the tail index regression. Thus, at the present stage, checking that (C.5) is satisfied and estimating \(E[\psi(t)]\) are challenging and are posited as future work. Therefore, in this paper, we assume that \(E[\psi(t)]\) is zero, similar to Wang and Tsai (2009). Then, Theorem 4 can be used to test if \(\mu(t)\). Under the null hypothesis \(H_0 : \theta_j(t) \equiv \eta(t)\), we use the test statistic
\[
\hat{T} = \sqrt{-2q \log h_n \left\{ \frac{1}{\sqrt{n}} \max_t \left[ n(t) \sigma_{\eta_j}(t)^{1/2} |\hat{\theta}_j(t) - \eta(t)| \right] - d_n \right\},
\]
where \([n(t) \sigma_{\eta_j}(t)]\) is the kernel estimator of \(n(t) \sigma_{\eta_j}(t)\) based on (C.3). For a given significance level \(\alpha\), we reject the null hypothesis \(H_0\) if \(\hat{T} < -\log \{ -0.5 \log(\alpha/2) \} = e_{\alpha/2}\) or \(\hat{T} > -\log \{ 0.5 \log(1 - \alpha/2) \} = e_{1 - \alpha/2}\).

As mentioned above, we are mainly interested in the following two hypothesis tests: One is
\[
H_{0Z} : \theta_j(\cdot) \equiv 0 \quad \text{vs.} \quad H_{1Z} : \theta_j(\cdot) \neq 0.
\]
If the null hypothesis \( H_{0C} \) is not rejected, the corresponding \( X_j \) may not be important for predicting the tail behavior of the distribution of the response \( Y \). Thus, this can help judge the sparsity of a particular covariate. The other is

\[
H_{0C} : \theta_j(\cdot) = C_0 \quad \text{vs.} \quad H_{1C} : \theta_j(\cdot) \neq C_0
\]

for an unknown constant \( C_0 \) without prior knowledge. Under the null hypothesis \( H_{0C} \), we estimate the unknown constant \( C_0 \) as the average of the estimates \( \{\hat{\theta}_j(t_l)\}_{l=1}^L \), where \( t_l, \ l = 1, 2, \ldots, L \) are equally spaced points in \([0, 1]^q\). If the null hypothesis \( H_{0C} \) is not rejected, it motivates us to adopt a simpler model that considers the coefficient function \( \theta_j(\cdot) \) to be constant.

The simultaneous test from Theorem 4 is more rigorous than the test statistic based on the residual sum of squares (see, Cai et al. 2000). Here, we consider the separate hypotheses for each coefficient. One might think that the single hypothesis test on all coefficients would be of interest. However, such an extension is really difficult because we have to consider the distribution of \( \sup_{l} \{\hat{\theta}_0(t), \hat{\theta}_1(t), \ldots, \hat{\theta}_p(t)\} \). In fact, such a method has not even been studied in the context of mean regression. Thus, the development of a simultaneous testing method into a single hypothesis test on all coefficient functions is posited as an important future work.

### 4.2 Simulation

We ran a simulation study to demonstrate the finite sample performance of the proposed estimator and test statistic. We present the results for the three model settings. In all settings, we simulated the responses \( \{Y_i\}_{i=1}^n \) using the following conditional distribution function:

\[
1 - F(y | x, t) = \frac{(1 + \delta) y^{-1/\gamma(x,t)}}{1 + \delta y^{-1/\gamma(x,t)}} = y^{-1/\gamma(x,t)} \{(1 + \delta) - \delta(1 + \delta) y^{-1/\gamma(x,t)} + o(y^{-1/\gamma(x,t)})\},
\]

where \( \log \gamma(x, t)^{-1} = (1, x^T) \theta(t) \). This conditional distribution function satisfies (2.22) with \( c_0(x, t) = 1 + \delta, c_1(x, t) = -\delta(1 + \delta) \), and \( \beta(x, t) = \gamma(x, t)^{-1} \). If \( \delta \neq 0 \), the above conditional distribution is not the Pareto distribution; therefore, we need to introduce the threshold \( \omega_n \) appropriately. Otherwise, modeling bias occurs, resulting in less accuracy in the estimation. We simulated the predictors \( \{(X_{i1}, X_{i2}, \ldots, X_{ip})\}_{i=1}^n \) based on the following procedure:

\[
X_{ij} = \sqrt{12}(\Phi(Z_{ij}) - 1/2),
\]

where \( \{(Z_{i1}, Z_{i2}, \ldots, Z_{ip})\}_{i=1}^n \) is an independent sample from the multivariate normal distribution with \( E[Z_{ij}] = 0 \) and \( \text{cov}[Z_{ij1}, Z_{ij2}] = 0.5|j_1 - j_2| \), and \( \Phi(\cdot) \) is the cumulative distribution function of a standard normal. Consequently, for \( j = 1, 2, \ldots, p \), \( \{X_{ij}\}_{i=1}^n \) is uniformly distributed on \([-\sqrt{3}, \sqrt{3}] \) with unit variance. Meanwhile, we simulated the predictors \( \{(T_{i1}, T_{i2}, \ldots, T_{iq})\}_{i=1}^n \) from a uniform distribution on \([-0.2, 1.2]^q \subset \mathbb{R}^q \) with \( \text{cov}[T_{ik1}, T_{ik2}] = 0 \).

To measure the goodness of the estimator \( \hat{\theta}(t) \), we calculated the following empirical mean square error based on \( M = 100 \) simulations:

\[
\text{MSE} = \frac{1}{L M} \sum_{l=1}^L \sum_{m=1}^M (\hat{\theta}_j^{(m)}(t_l) - \theta_j(t_l))^2,
\]
Table 1: Results of estimation and hypothesis testing in the first model setting. E1 and E2 represent the empirical probabilities of Type I and Type II errors, respectively. Since $\theta_1(t) = 1$ is a nonzero constant, the null hypothesis $H_{0C}$ is true, whereas the null hypothesis $H_{0Z}$ is false. Accordingly, we provide E1 for $H_{0C}$ and E2 for $H_{0Z}$. Meanwhile, since $\theta_2(t) = \cos(2t)$ is not constant, the null hypotheses $H_{0C}$ and $H_{0Z}$ are false and thus E2 is given for both tests. Similarly, $\theta_3(t) = 0$ indicates that the null hypotheses $H_{0C}$ and $H_{0Z}$ are true. Thus, for $\theta_3(t) = 0$, E1 is provided for both tests.

| $\delta$ | $n$ | $\theta_1(t) = 1$ | $\theta_2(t) = \cos(2t)$ | $\theta_3(t) = 0$ |
|---------|-----|------------------|-----------------|------------------|
|         |     | $H_{0C}$ | E1 | E2 | $H_{0C}$ | E2 | $H_{0Z}$ | E1 | E2 | $H_{0C}$ | E2 | $H_{0Z}$ | E2 |
| 0.1     | 200 | 0.1591 | 0.00 | 0.00 | 0.2392 | 0.42 | 0.03 | 0.1733 | 0.01 | 0.04 |
|         | 500 | 0.1083 | 0.00 | 0.00 | 0.1535 | 0.07 | 0.00 | 0.1076 | 0.00 | 0.03 |
|         | 1000 | 0.0960 | 0.00 | 0.00 | 0.1157 | 0.00 | 0.00 | 0.0878 | 0.02 | 0.03 |
| 0.25    | 200 | 0.1769 | 0.01 | 0.00 | 0.2499 | 0.45 | 0.07 | 0.1967 | 0.02 | 0.07 |
|         | 500 | 0.1462 | 0.01 | 0.00 | 0.1670 | 0.07 | 0.01 | 0.1311 | 0.03 | 0.01 |
|         | 1000 | 0.1258 | 0.01 | 0.00 | 0.1282 | 0.00 | 0.00 | 0.1162 | 0.02 | 0.06 |
| 0.5     | 200 | 0.2217 | 0.01 | 0.00 | 0.2650 | 0.55 | 0.09 | 0.1864 | 0.00 | 0.01 |
|         | 500 | 0.1802 | 0.00 | 0.00 | 0.1929 | 0.09 | 0.00 | 0.1341 | 0.00 | 0.00 |
|         | 1000 | 0.1591 | 0.04 | 0.00 | 0.1428 | 0.00 | 0.00 | 0.1195 | 0.02 | 0.02 |

where $\hat{\theta}_j^{(m)}(\cdot)$ is the estimate of $\theta_j(\cdot)$ using the $m$th dataset and $\{t_i\}_{i=1}^L$ are equally spaced points in $[0, 1]^q$. In addition, to evaluate the performance of the test statistic, we obtained the probability of error as follows. When the null hypothesis is true, the empirical probability of the Type I error is defined as

$$E_1 = \#\{m : \tilde{T}_m < e_{\alpha/2} \text{ or } \tilde{T}_m > e_{1-\alpha/2}, \ m = 1, 2, \ldots, M\}/M,$$

where $\tilde{T}_m$ is the test statistic $\tilde{T}$ using the $m$th dataset. Meanwhile, when the null hypothesis is false, the empirical probability of the Type II error is given by

$$E_2 = \#\{m : e_{\alpha/2} < \tilde{T}_m < e_{1-\alpha/2}, \ m = 1, 2, \ldots, M\}/M.$$

Now, the null hypotheses of interest, $H_{0C}$ and $H_{0Z}$, are defined in Section 4.1. Accordingly, if the null hypothesis $H_{0C}$ is true, i.e., the given coefficient function $\theta_j(t)$ is constant, we provide E1 to examine the performance of the constancy test; if not, E2 is provided. Similarly, if the null hypothesis $H_{0Z}$ is true, i.e., $\theta_j(t) \equiv 0$, E1 is used to evaluate the accuracy for the sparsity test; if not, the result for $H_{0Z}$ is given as E2.

In the first model setting, we set $p = 3$ and $q = 1$ and defined the coefficient functions $\theta_j(\cdot), j = 1, 2, 3$ as

$$\theta_j(t) = \begin{cases} 1, & j = 1, \\ \cos(2t), & j = 2, \\ 0, & j = 3, \end{cases}$$

where the intercept term $\theta_0(t)$ was not considered. We employed the Epanechnikov kernel in the proposed estimator. In the estimation process, we selected the threshold $\omega_n$ and bandwidth $h_n$ using the procedure described in Section 2.3. We set
the pre-determined sample fraction to \( n_0/n = 0.2 \) in \( D = 20 \)-fold cross-validation, where \( n_0 = \sum_{i=1}^n I(Y_i > \omega_n) \). Table 1 shows the calculated MSEs and empirical probabilities of error for each coefficient function \( \theta_j(\cdot) \) when \( \delta = 0.1, 0.25, 0.5 \) and \( n = 200, 500, 1000 \). For each coefficient function \( \theta_j(\cdot) \), the calculated MSEs improved as \( n \) increased. This result is desirable and suggests the consistency of the proposed estimator. Note that when testing the null hypothesis \( H_0C \), we must estimate the unknown constant \( C_0 \). Since the maximum deviation between \( \hat{\theta}_j(t) \) and the estimated \( C_0 \) tends to be smaller than the maximum deviation between \( \hat{\theta}_j(t) \) and the true value \( C_0 \), the empirical probabilities of the Type I error were smaller for the null hypothesis \( H_0C \) than for the null hypothesis \( H_0Z \). In all settings, the empirical probability of the Type II error improved as \( n \) increased.

The second model setting focuses on the case where \( p \) is larger than in the first model setting. We set \( p = 10 \) and \( q = 1 \) and defined the coefficient functions \( \theta_j(\cdot), j = 1, 2, \ldots, 10 \) as

\[
\theta_j(t) = \begin{cases} 
1, & j = 1, \\
\cos(2t), & j = 2, \\
0, & j = 3, 4, \ldots, 10,
\end{cases}
\]

where the intercept term \( \theta_0(t) \) was not considered. The kernel function was the Epanechnikov kernel, and the tuning parameters were selected in the same manner as in the first model setting. Table 2 shows the calculated MSEs and empirical probabilities of error for each coefficient function \( \theta_j(\cdot) \) when \( \delta = 0.1, 0.25, 0.5 \) and \( n = 200, 500, 1000 \). The accuracy of the estimator and test statistic improved as \( n \) increased, with no significant deterioration compared to the first model setting with \( p = 3 \), indicating that the proposed model can avoid the curse of dimensionality even when the dimension \( p \) is large. Figure 1 shows the results of the estimation. The two dotted lines are plots of the 5th and 95th largest estimates at each point \( t \in [0, 1] \). The average estimates (dashed line) resembled the true value (solid line).

In the third model setting, we set \( p = 2 \) and \( q = 2 \) and defined the coefficient functions \( \theta_j(\cdot), j = 0, 1, 2 \) as

\[
\theta_j(t) = \begin{cases} 
2, & j = 0, \\
-\exp(-10\|t - (0.5, 0.5)^\top\|^2), & j = 1, \\
0, & j = 2,
\end{cases}
\]

We employed the kernel function of the Epanechnikov type as follows:

\[
K(u) = \frac{2}{\pi} (1 - \|u\|^2)I(\|u\| \leq 1).
\]

The tuning parameters were selected in the same manner as in the first model setting. Table 3 shows the calculated MSEs and empirical probabilities of error for each coefficient function \( \theta_j(\cdot) \) when \( \delta = 0.1, 0.25, 0.5 \) and \( n = 3000, 5000 \). As with the first and second settings, the accuracy of the estimator and test statistic improved as \( n \) increased.

We note that Tables 1-3 show the results of the hypothesis tests when the tuning parameters are automatically selected based on each dataset. As a result, the
empirical probability of the Type I error tended to be smaller than the given significance level $\alpha = 0.05$ in many settings, and thus the results seem to be conservative. However, although ad hoc selection of the tuning parameters will yield more reasonable results about the Type I error, such tuning parameters cannot be determined in real data analysis.

In this study, we used the plug-in test, but the bootstrap method may also be
Table 2: Results of estimation and hypothesis testing in the second model setting. E1 and E2 represent the empirical probabilities of Type I and Type II errors, respectively. Since \( \theta_1(t) = 1 \) is a nonzero constant, the null hypothesis \( H_{0C} \) is true, whereas the null hypothesis \( H_{0Z} \) is false. Accordingly, we provide E1 for \( H_{0C} \) and E2 for \( H_{0Z} \). Meanwhile, since \( \theta_2(t) = \cos(2t) \) is not constant, the null hypotheses \( H_{0C} \) and \( H_{0Z} \) are false and thus E2 is given for both tests. Similarly, \( \theta_3(t) = 0 \), \( j = 3, 4, \ldots, 10 \) indicate that the null hypotheses \( H_{0C} \) and \( H_{0Z} \) are true. Thus, for each \( \theta_j(t) = 0 \), \( j = 3, 4, \ldots, 10 \), E1 is provided for both tests.

| \( \theta_1(t) = 1 \) | \( \theta_2(t) = \cos(2t) \) | \( \theta_3(t) = 0 \) |
|---|---|---|
| \( \delta \) | \( n \) | MSE E1 E2 | MSE E1 E2 | MSE E1 E2 | MSE E1 E1 |
| 0.1 | 200 | 0.1914 0.02 0.00 | 0.2640 0.64 0.07 | 0.1775 0.02 0.03 |
| | 500 | 0.1053 0.00 0.00 | 0.1945 0.12 0.00 | 0.1051 0.00 0.01 |
| | 1000 | 0.0802 0.00 0.00 | 0.1397 0.01 0.00 | 0.0782 0.00 0.03 |
| 0.25 | 200 | 0.2099 0.03 0.01 | 0.2717 0.56 0.10 | 0.2354 0.03 0.06 |
| | 500 | 0.1556 0.01 0.00 | 0.2063 0.29 0.00 | 0.1157 0.00 0.01 |
| | 1000 | 0.1125 0.00 0.00 | 0.1415 0.02 0.00 | 0.0915 0.00 0.02 |
| 0.5 | 200 | 0.2393 0.00 0.00 | 0.2818 0.66 0.15 | 0.2630 0.01 0.03 |
| | 500 | 0.1666 0.00 0.00 | 0.2203 0.30 0.01 | 0.1345 0.00 0.05 |
| | 1000 | 0.1333 0.01 0.00 | 0.1551 0.04 0.00 | 0.1071 0.01 0.04 |

| \( \theta_1(t) = 0 \) | \( \theta_2(t) = 0 \) | \( \theta_3(t) = 0 \) |
|---|---|---|
| \( \delta \) | \( n \) | MSE E1 E1 | MSE E1 E1 | MSE E1 E1 | MSE E1 E1 |
| 0.1 | 200 | 0.1919 0.02 0.00 | 0.1919 0.02 0.02 | 0.1786 0.03 0.04 |
| | 500 | 0.1061 0.00 0.00 | 0.1059 0.00 0.00 | 0.1058 0.00 0.03 |
| | 1000 | 0.0753 0.00 0.00 | 0.0783 0.00 0.03 | 0.0769 0.01 0.04 |
| 0.25 | 200 | 0.2188 0.03 0.00 | 0.1821 0.04 0.03 | 0.2110 0.04 0.04 |
| | 500 | 0.1265 0.00 0.00 | 0.1265 0.00 0.03 | 0.1342 0.00 0.03 |
| | 1000 | 0.1041 0.00 0.00 | 0.1020 0.00 0.04 | 0.0867 0.00 0.02 |
| 0.5 | 200 | 0.2074 0.02 0.00 | 0.2106 0.01 0.02 | 0.1906 0.00 0.03 |
| | 500 | 0.1409 0.00 0.00 | 0.1326 0.00 0.02 | 0.1423 0.01 0.03 |
| | 1000 | 0.1098 0.01 0.00 | 0.1085 0.00 0.01 | 0.1094 0.00 0.05 |

| \( \theta_1(t) = 0 \) | \( \theta_2(t) = 0 \) | \( \theta_3(t) = 0 \) |
|---|---|---|
| \( \delta \) | \( n \) | MSE E1 E1 | MSE E1 E1 | MSE E1 E1 | MSE E1 E1 |
| 0.1 | 200 | 0.1934 0.02 0.02 | 0.1868 0.03 0.03 | 0.1991 0.02 0.06 |
| | 500 | 0.0994 0.00 0.03 | 0.1103 0.01 0.01 | 0.1095 0.00 0.02 |
| | 1000 | 0.0553 0.00 0.06 | 0.0845 0.00 0.05 | 0.0826 0.02 0.06 |
| 0.25 | 200 | 0.1399 0.04 0.06 | 0.2029 0.03 0.03 | 0.1947 0.03 0.03 |
| | 500 | 0.1203 0.00 0.02 | 0.1305 0.00 0.02 | 0.1278 0.00 0.02 |
| | 1000 | 0.0941 0.01 0.03 | 0.0890 0.00 0.03 | 0.0832 0.00 0.05 |
| 0.5 | 200 | 0.2123 0.01 0.05 | 0.2272 0.00 0.04 | 0.2083 0.01 0.04 |
| | 500 | 0.1395 0.00 0.04 | 0.1352 0.00 0.04 | 0.1338 0.00 0.02 |
| | 1000 | 0.1041 0.01 0.06 | 0.1096 0.00 0.06 | 0.1104 0.01 0.05 |

| \( \theta_4(t) = 0 \) |
|---|
| \( \delta \) | \( n \) | MSE E1 E1 |
| 0.1 | 200 | 0.1625 0.02 0.04 |
| | 500 | 0.1094 0.00 0.02 |
| | 1000 | 0.0732 0.00 0.01 |
| 0.25 | 200 | 0.1924 0.03 0.04 |
| | 500 | 0.1150 0.00 0.01 |
| | 1000 | 0.0890 0.00 0.01 |
| 0.5 | 200 | 0.1848 0.01 0.02 |
| | 500 | 0.1162 0.00 0.01 |
| | 1000 | 0.1002 0.00 0.05 |
Table 3: Results of estimation and hypothesis testing in the third model setting. $E_1$ and $E_2$ represent the empirical probabilities of Type I and Type II errors, respectively. Since $\theta_0 (t) = 2$ is a nonzero constant, the null hypothesis $H_{0C}$ is true, whereas the null hypothesis $H_{0Z}$ is false. Accordingly, we provide $E_1$ for $H_{0C}$ and $E_2$ for $H_{0Z}$. Meanwhile, since $\theta_1 (t) = -\exp(-10\|t - (0.5, 0.5)^T\|^2)$ is not constant, the null hypotheses $H_{0C}$ and $H_{0Z}$ are false and thus $E_2$ is given for both tests. Similarly, $\theta_2 (t) = 0$ indicates that the null hypotheses $H_{0C}$ and $H_{0Z}$ are true. Thus, for $\theta_2 (t) = 0$, $E_1$ is provided for both tests.

| $\delta$ | $n$  | $E_1$ | $E_2$ | $E_1$ | $E_2$ | $E_1$ | $E_2$ |
|----------|-----|-------|-------|-------|-------|-------|-------|
| 0.1      | 3000| 0.9334| 0.1475| 0.00  | 0.00  | 0.0865| 0.00  |
|          | 5000| 0.9378| 0.1222| 0.03  | 0.00  | 0.0695| 0.00  |
| 0.25     | 3000| 0.9033| 0.1439| 0.00  | 0.00  | 0.0881| 0.01  |
|          | 5000| 0.9191| 0.1163| 0.02  | 0.00  | 0.0719| 0.01  |
| 0.5      | 3000| 0.8810| 0.1408| 0.00  | 0.00  | 0.0907| 0.00  |
|          | 5000| 0.8827| 0.1171| 0.02  | 0.00  | 0.0704| 0.00  |

useful for testing. However, as described in de Haan and Zhou (2022), it is known that bootstrap methods do not always work efficiently in the context of extreme value theory. In addition, the effectiveness of bootstrapping in extreme value theory has only been partially revealed. Thus, at the present stage, the bootstrap test in our model is posited as future research.

5 Application

In this section, we apply the proposed method to a real dataset on white blood cells. The dataset is available in Kaggle (https://www.kaggle.com/amithasanshuvo/cardiac-data-nhanes). White blood cells play a role in processing foreign substances such as bacteria and viruses that have invaded the body, and are a type of blood cell that is indispensable for maintaining the normal immune function of the human body. Therefore, if the white blood cell count is abnormal, diseases may be suspected. The top left and right panels of Figure 2 show histograms of the white blood cell counts for $n = 18047$ males and $n = 19032$ females aged 20 to 85, respectively, and the bottom two panels show histograms for those over 15 ($\times 10^3/\mu$L). We can judge whether the tails of these distributions have a positive extreme value index by comparing them to the normal distribution with a zero extreme value index. In many extreme value studies, kurtosis is often used. The sample kurtosis was about 403.8 for males and about 383.3 for females, indicating that the right tails of these distributions are heavy. In addition, Figure 3 shows plots of the subject’s age and white blood cell count, suggesting that the number of abnormal white blood cell counts tends to increase with age.

The dataset also contains percentages by type: neutrophils, eosinophils, basophils, monocytes, and lymphocytes. White blood cell differentiation is a clinical test that identifies the types of white blood cells that cause an abnormal white
Figure 2: The histograms of the response $Y$ for male (top left panel) and female (top right panel): The bottom two panels show the histograms of the response $Y$ greater than 15 for male (bottom left panel) and female (bottom right panel).

Figure 3: The time series plots of $Y$ for male (left panel) and female (right panel), where $Y$ exceeds the threshold $\omega_n$. 
Figure 4: The three dimensional scatter plots of \((X_j, T, Y)\), \(j = 1, 2, 3, 4\) with \(Y > \omega_n\) for male. For the top left, top right, bottom left and bottom right panels, \(X_j\) is the percentage of eosinophils, basophils, monocytes and lymphocytes in the white blood cells, respectively.

These five types have different immune functions and can help detect certain diseases. The sample averages were about 58.02, 3.10, 0.69, 8.39, and 29.84% for males and about 58.70, 2.57, 0.71, 7.47, and 30.59% for females, respectively. Neutrophils and lymphocytes comprised the majority of white blood cells, and the correlation coefficient calculated from the transformed observations, as described below, was approximately \(-0.93\) for males and \(-0.95\) for females. In other words, there was a strong negative correlation between the percentages of neutrophils and lymphocytes. In this analysis, we define the response \(Y\) as the white blood cell count; the predictors \(X_1\), \(X_2\), \(X_3\) and \(X_4\) as the percentages of eosinophils, basophils, monocytes and lymphocytes in the white blood cells; and the predictor \(T\) as age. We denote \(X = (X_1, X_2, X_3, X_4)^\top\).

Figures 4 and 5 show the three-dimensional scatter plots of each \((X_j, T, Y)\) for male and female, respectively. As shown in these figures, the predictors \(X_1\), \(X_2\), \(X_3\) and \(X_4\) had many outliers. However, excluding these outliers also excludes the extreme values of the response \(Y\). Therefore, we apply the normal score transformation to \(X_j\). That is, if \(X_{ij}\) is the \(R_{ij}\)-th largest in the \(j\)th predictor sample \(\{X_{ij}\}_{i=1}^n\), \(X_{ij}\) is redefined as

\[
X_{ij} = \Phi^{-1}\left(\frac{R_{ij} - 3/8}{n + 1/4}\right),
\]

where all observations are jittered by uniform noise before applying the normal score transformation. Consequently, the redefined predictors \(X_1\), \(X_2\), \(X_3\), and \(X_4\) are normally distributed. Wang and Tsai (2009) applied a similar transformation in their analysis of real data.
Figure 5: The three dimensional scatter plots of $(X_j, T, Y)$, $j = 1, 2, 3, 4$ with $Y > \omega_n$ for female. For the top left, top right, bottom left and bottom right panels, $X_j$ is the percentage of eosinophils, basophils, monocytes and lymphocytes in the white blood cells, respectively.

We assume that the conditional distribution function of $Y$ given $(X, T) = (x, t)$ satisfies

$$1 - F(y \mid x, t) = y^{-1/\gamma(x, t)}\mathcal{L}(y; x, t),$$

where $\mathcal{L}(\cdot; x, t)$ is a slowly varying function satisfying (2.2), and

$$\log \gamma(x, t)^{-1} = \theta_0(t) + \theta_1(t)x_1 + \theta_2(t)x_2 + \theta_3(t)x_3 + \theta_4(t)x_4,$$

(5.1)

where $x = (x_1, x_2, x_3, x_4)^\top \in \mathbb{R}^4$, and $\theta_j(t)$, $j = 0, 1, 2, 3, 4$ are unknown smooth functions of $t$. The aim of the analysis is to investigate the effect of $X_j$ on the extreme values of $Y$, where the effect of $X_j$ varies with $T$. To do this, we first estimate the unknown coefficient functions $\theta_j(\cdot)$, $j = 0, 1, 2, 3, 4$. Then, we select the threshold $\omega_n$ and bandwidth $h_n$ using the procedure described in Section 2.3. We employ the Epanechnikov kernel in the proposed estimator and set the pre-determined sample fraction to $n_0/n = 0.030$ in $D = 20$-fold cross-validation, where $n_0 = \sum_{i=1}^n I(Y_i > \omega_n)$. We obtained the optimal tuning parameters as $(h_n, n_0/n) = (0.21, 0.042)$ for male and $(h_n, n_0/n) = (0.30, 0.036)$ for female. Figure 6 shows the estimated coefficient functions $\hat{\theta}_j(\cdot)$, $j = 0, 1, 2, 3, 4$ by the solid line and the following pointwise 95% confidence intervals computed from the asymptotic normality of the proposed estimator by the dashed lines:

$$\left(\hat{\theta}_j(t) - \Phi^{-1}(0.975)\nu^{1/2}[n(t)\sigma_{nj}(t)]^{-1/2},\right.$$

$$\left.\hat{\theta}_j(t) + \Phi^{-1}(0.975)\nu^{1/2}[n(t)\sigma_{nj}(t)]^{-1/2}\right).$$
where the bias is ignored, \( n(t)\sigma_{nj}(t) \) defined in Section 4.1 is estimated based on (C.3), and \( \nu = \int K(u)^2 du \). For all coefficient functions, the trends were similar for male and female. The decreasing trend in the estimated intercept term \( \hat{\theta}_0(\cdot) \) indicates that the number of abnormal white blood cell counts tends to increase.
Table 4: The results of the hypothesis testing. H₀C is the null hypothesis that θ_j(t) is constant, and H₀Z is the null hypothesis that θ_j(t) is zero. For the significance level α = 0.05, we reject the null hypothesis if \( \tilde{T} < -0.61 \) or \( \tilde{T} > 4.37 \).

| Coefficient function | Null hypothesis | Gender | Test statistic | p-value | Result       |
|----------------------|-----------------|--------|----------------|---------|--------------|
| \( \theta_0 \)       | H₀C             | Male   | 3.25           | 0.07477 | Rejected     |
|                      |                 | Female | 7.31           | 0.00134 | Rejected     |
|                      | H₀Z             | Male   | 72.63          | 0.00000 | Rejected     |
|                      |                 | Female | 85.45          | 0.00000 | Rejected     |
| \( \theta_1 \)       | H₀C             | Male   | 5.15           | 0.01150 | Rejected     |
|                      |                 | Female | 4.25           | 0.02816 |              |
|                      | H₀Z             | Male   | 8.79           | 0.00031 | Rejected     |
|                      |                 | Female | 4.75           | 0.01712 |              |
| \( \theta_2 \)       | H₀C             | Male   | 2.00           | 0.23653 |              |
|                      |                 | Female | 0.48           | 0.28831 |              |
|                      | H₀Z             | Male   | 2.09           | 0.21855 |              |
|                      |                 | Female | 0.71           | 0.62501 |              |
| \( \theta_3 \)       | H₀C             | Male   | 3.33           | 0.06894 |              |
|                      |                 | Female | 2.26           | 0.18850 |              |
|                      | H₀Z             | Male   | 8.97           | 0.00025 | Rejected     |
|                      |                 | Female | 5.16           | 0.01143 | Rejected     |
| \( \theta_4 \)       | H₀C             | Male   | 7.94           | 0.00071 | Rejected     |
|                      |                 | Female | 11.97          | 0.00001 | Rejected     |
|                      | H₀Z             | Male   | 9.00           | 0.00025 | Rejected     |
|                      |                 | Female | 11.42          | 0.00002 | Rejected     |

with age. Some of the estimated coefficient functions deviated from zero and vary with age.

Table 4 presents the results of the statistical hypothesis tests for sparsity and constancy, as defined in Section 4.1. For the significance level α = 0.05, we reject the null hypothesis if \( \tilde{T} < -0.61 \) or \( \tilde{T} > 4.37 \). The null hypothesis H₀Z for sparsity was rejected for all coefficient functions, except \( \theta_2(\cdot) \) for both male and female. In addition, the null hypothesis H₀C for constancy was rejected for \( \theta_1(\cdot) \) and \( \theta_4(\cdot) \) for male and \( \theta_0(\cdot) \) and \( \theta_4(\cdot) \) for female. Remarkably, eosinophils and monocytes, which represented a small percentage of white blood cells, were associated with abnormal white blood cell counts.

We evaluate the goodness of fit of the model using the Q-Q plot (quantile-quantile plot). We regard \( \{ \exp((1, X_i^\top) \hat{\theta}(T_i)) \log(Y_i/\omega_n) : Y_i > \omega_n, \; i = 1, \ldots, n \} \) as a random sample from the standard exponential distribution. Figure 7 shows plots of these empirical and theoretical quantiles. The two dashed lines show the pointwise 95% confidence intervals computed in the simulations. We can infer that the better the plots are aligned on a straight line, the better the model fits the data. Most of the plots were within the 95% confidence interval and the goodness of fit.
of the model did not seem to be bad. In contrast, Figure 8 shows the plots for the linear model proposed by Wang and Tsai (2009), where the predictors are defined as $T$ scaled on $[0, 1]$, $X_1$, $X_2$, $X_3$ and $X_4$. In this case, many plots were outside the 95% confidence interval and deviated significantly from the straight line, indicating that our model fits the data better.

Finally, because the null hypotheses $H_{0Z}$ and $H_{0C}$ were not rejected for $\theta_2(\cdot)$ and $\theta_3(\cdot)$, we adopt a simpler model. We consider the model

$$\log \gamma(x, t)^{-1} = \theta_0(t) + \theta_1(t)x_1 + \theta_3(t)x_3 + \theta_4(t)x_4,$$

which assumes the sparsity of $X_2$. For the model (5.1), the discrepancy measure value described in Section 2.3 was approximately $4.322 \times 10^{-4}$ for males and $3.015 \times 10^{-4}$ for females.
10^{-4}$ for females. Meanwhile, for the model (5.2), the discrepancy measure value was approximately $3.730 \times 10^{-4}$ for males and $3.017 \times 10^{-4}$ for females, where $(h_n, n_0/n) = (0.22, 0.042)$ for males and $(h_n, n_0/n) = (0.30, 0.036)$ for females. The discrepancy measure values for females were not very different between the two models, but the discrepancy measure value for males was smaller in the model (5.2) than in the model (5.1). Moreover, we consider the model

$$\log \gamma(x, t)^{-1} = \theta_0(t) + \theta_1(t)x_1 + \hat{\theta}_3x_3 + \theta_4(t)x_4,$$  

(5.3)

where $\hat{\theta}_3$ is the average of the estimates $\{\hat{\theta}_3(t_i)\}_{i=1}^L$ obtained in model (5.1), which is a known constant. For the model (5.3), the discrepancy measure value was approximately $3.628 \times 10^{-4}$ for males and $3.104 \times 10^{-4}$ for females, where $(h_n, n_0/n) = (0.18, 0.042)$ for males and $(h_n, n_0/n) = (0.30, 0.036)$ for females. The discrepancy measure value for males was smaller in the model (5.2) than in the model (5.1). Therefore, from the point of view of the discrepancy measure, the data structure may be explained by a simpler model.

**Appendix**

In this appendix, we prove Theorems [13] for $t = t_0 \in \mathbb{R}^q$. For convenience, the intercept term $\theta_0(\cdot)$ is not considered.

**Proof of Theorem 1** Let $\hat{L}_n(\theta(t_0))$ can be regarded as the sum of independent and identically distributed random variables. To apply the Central Limit Theorem, we show $E[[n_0(t_0)\Sigma_n(t_0)]^{-1/2}(\hat{L}_n(\theta(t_0))) + n_0(t_0)\Sigma_n(t_0)\sum_{i=1}^2 \Lambda_n^{(i)}(t_0))] \rightarrow -b(t_0)$ as $n \rightarrow \infty$ in the first step and $\text{var}[[n_0(t_0)\Sigma_n(t_0)]^{-1/2}(\hat{L}_n(\theta(t_0))) + n_0(t_0)\Sigma_n(t_0)\sum_{i=1}^2 \Lambda_n^{(i)}(t_0))] = \text{var}[[n_0(t_0)\Sigma_n(t_0)]^{-1/2}L_n(\theta(t_0))] \rightarrow n\lambda_p$ as $n \rightarrow \infty$ in the second step, where “var” denotes the variance-covariance matrix.

**Step 1.** We can write $\hat{L}_n(\theta(t_0))$ as

$$\hat{L}_n(\theta(t_0)) = \sum_{i=1}^n X_i \left\{ \exp(X_i^\top \theta(t_0)) \log \frac{Y_i}{\omega_n} - 1 \right\} I(Y_i > \omega_n)K(H_n^{-1}(t_0 - T_i))$$

$$= \sum_{i=1}^n X_i \left\{ \exp(X_i^\top \theta(T_i)) \log \frac{Y_i}{\omega_n} - 1 \right\} I(Y_i > \omega_n)K(H_n^{-1}(t_0 - T_i))$$

$$- \sum_{i=1}^n X_i \left\{ \exp(X_i^\top \theta(T_i)) - \exp(X_i^\top \theta(t_0)) \right\}$$

$$\times \log \frac{Y_i}{\omega_n} I(Y_i > \omega_n)K(H_n^{-1}(t_0 - T_i))$$

$$=: \Lambda_n^{(1)} - \Lambda_n^{(2)}.$$  

By the Taylor expansion and the condition (C.1), we have

$$E[[n_0(t_0)\Sigma_n(t_0)]^{-1/2}A_n^{(1)}]$$

$$= n[n_0(t_0)\Sigma_n(t_0)]^{-1/2}$$

$$\times \int_{\omega_n} \int_{\mathbb{R}^p} \int_{\mathbb{R}^q} x \left( \gamma(x, t)^{-1} \log \frac{y}{\omega_n} - 1 \right) K(H_n^{-1}(t_0 - t))f(y, x, t)dydxdt$$
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Under the condition (C.5), we have
\[ \det(H_n)[n_0(t_0)\Sigma_n(t_0)]^{-1/2} \]
\[ \times \int_{\omega_n} \int_{R^p} \int x (\gamma(x, t_0 + H_n s)^{-1} \log \frac{y}{\omega_n} - 1) K(s) f(y, x, t_0 + H_n s) dy dx ds \]
\[ = n(t_0)[n_0(t_0)\Sigma_n(t_0)]^{-1/2} \int_{\omega_n} \int x \gamma(x, t_0)^{-1} \log \frac{y}{\omega_n} f(y, x, t_0) dy dx \]
\[ - n(t_0)[n_0(t_0)\Sigma_n(t_0)]^{-1/2} \int_{\omega_n} \int x \frac{f(y, x, t_0)}{f(T(t_0))} dy dx + o(1) \]
\[ =: \mathbf{B}_n^{(1)} - \mathbf{B}_n^{(2)} + o(1). \]

From the condition (C.4) and model assumptions (2.1) and (2.2), we have
\[ \mathbf{B}_n^{(1)} = n(t_0)[n_0(t_0)\Sigma_n(t_0)]^{-1/2} \int_{\omega_n} \int x \gamma(x, t_0)^{-1} \log \frac{y}{\omega_n} f(y, x, t_0) dy dx \]
\[ = n(t_0)[n_0(t_0)\Sigma_n(t_0)]^{-1/2} \times E \left[ X \gamma(X, t_0)^{-1} E \left[ \log \frac{Y}{\omega_n} I(Y > \omega_n) \mid X = X, T = t_0 \right] \mid T = t_0 \right] \]
\[ = n(t_0)[n_0(t_0)\Sigma_n(t_0)]^{-1/2} \times E \left[ X \gamma(X, t_0)^{-1} \int_{0}^{\infty} (1 - F(\omega_n e^{s}) \mid X, t_0) ds \mid T = t_0 \right] \]
\[ = n(t_0)[n_0(t_0)\Sigma_n(t_0)]^{-1/2} \times \left\{ E \left[ X c_0(X, t_0) \omega_n^{-1/\gamma(X, t_0)} \int_{0}^{\infty} \gamma(X, t_0)^{-1} e^{-s/\gamma(X, t_0)} ds \mid T = t_0 \right] \right. \]
\[ + E \left. \left[ X c_1(X, t_0) \omega_n^{-1/\gamma(X, t_0)} \beta(X, t_0) \int_{0}^{\infty} \gamma(X, t_0)^{-1} e^{-s/\gamma(X, t_0) + \beta(X, t_0)} ds \mid T = t_0 \right] \right\} \{1 + o(1)\} \]
\[ = n(t_0)[n_0(t_0)\Sigma_n(t_0)]^{-1/2} \times \left\{ E \left[ X c_0(X, t_0) \omega_n^{-1/\gamma(X, t_0)} \mid T = t_0 \right] \right. \]
\[ + E \left. \left[ X c_1(X, t_0) \omega_n^{-1/\gamma(X, t_0)} \beta(X, t_0) \mid T = t_0 \right] \right\} \{1 + o(1)\} \}

Analogously, we have
\[ \mathbf{B}_n^{(2)} = n(t_0)[n_0(t_0)\Sigma_n(t_0)]^{-1/2} \int_{\omega_n} \int x \frac{f(y, x, t_0)}{f(T(t_0))} dy dx \]
\[ = n(t_0)[n_0(t_0)\Sigma_n(t_0)]^{-1/2} \times E \left[ X c_0(X, t_0) \omega_n^{-1/\gamma(X, t_0)} \mid T = t_0 \right] \]
\[ + E \left[ X c_1(X, t_0) \omega_n^{-1/\gamma(X, t_0)} \beta(X, t_0) \mid T = t_0 \right] \{1 + o(1)\} \}

Under the condition (C.5), we have
\[ \mathbf{B}_n^{(1)} - \mathbf{B}_n^{(2)} \]
\[ = -n(t_0)[n_0(t_0)\Sigma_n(t_0)]^{-1/2} \times E \left[ X c_1(X, t_0) \gamma(X, t_0) \beta(X, t_0) \omega_n^{-1/\gamma(X, t_0) - \beta(X, t_0)} \mid T = t_0 \right] + o(1) \]
\[ \rightarrow - b(t_0) \]
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as \( n \to \infty \). Therefore, we have \( E[[n_0(t_0)\Sigma_n(t_0)]^{-1/2}A_n^{(1)}] \to -b(t_0) \) as \( n \to \infty \). Using the second-order Taylor expansion, we have

\[
\exp(X_i^T \theta(t_0 + H_n s)) - \exp(X_i^T \theta(t_0)) = \left\{ s^T H_n \exp(X_i^T \theta(t_0)) (\Delta_1(t_0), \ldots, \Delta_q(t_0))^T X_i + \frac{1}{2} s^T H_n \exp(X_i^T \theta(t_0)) (\Delta_1(t_0), \ldots, \Delta_q(t_0))^T X_i X_i^T (\Delta_1(t_0), \ldots, \Delta_q(t_0)) H_n s \right\}{1 + o(1)}
\]

Therefore, by the Taylor expansion and condition (C.1), we have

\[
\int_{\omega_n} \int_{\mathbb{R}^p} \int_{\mathbb{R}^q} x \left\{ \exp(x^T \theta(t)) - \exp(x^T \theta(t_0)) \right\} \times \log \frac{y}{\omega_n} K(H_n^{-1}(t_0 - t)) f(y, x, t) dy dx dt \]

\[
= n \left[ n_0(t_0) \Sigma_n(t_0) \right]^{-1/2} \int_{\omega_n} \int_{\mathbb{R}^p} \int_{\mathbb{R}^q} x \left\{ \exp(x^T \theta(t_0 + H_n s)) - \exp(x^T \theta(t_0)) \right\} \times \log \frac{y}{\omega_n} K(s) f(y, x, t_0 + H_n s) dy dx ds \]

\[
= \frac{1}{2} n \det(H_n) \left[ n_0(t_0) \Sigma_n(t_0) \right]^{-1/2} \int_{\omega_n} \int_{\mathbb{R}^p} \int_{\mathbb{R}^q} s \sum_{l=1}^2 \left\{ \gamma(x, t_0)^{-1} s^T H_n \lambda^{(l)}(x, t_0) H_n s \right\} \times \log \frac{y}{\omega_n} K(s) f(y, x, t_0) dy dx ds \{1 + o(1)\}. \tag{A.1}
\]

Because the conditional distribution of \( \gamma(X, t_0)^{-1} \log(Y/\omega_n) \) given \( (X, T) = (x, t_0) \) and \( Y > \omega_n \) is approximately a standard exponential, we have

\[
\int_{\omega_n} \gamma(x, t_0)^{-1} \log \frac{y}{\omega_n} f(y, x, t_0) f(X, T)(x, t_0) dy \approx 1,
\]

where \( f(X, T)(x, t) \) denotes the marginal density function of \( (X, T) \). Therefore, the right-hand side of (A.1) can be written as

\[
\frac{1}{2} n \det(H_n) \left[ n_0(t_0) \Sigma_n(t_0) \right]^{-1/2} \int_{\mathbb{R}^p} \int_{\mathbb{R}^q} s \sum_{l=1}^2 \left\{ s^T H_n \lambda^{(l)}(x, t_0) H_n s \right\} \times \left\{ 1 - F(\omega_n \mid x, t_0) \right\} f(X, T)(x, t_0) K(s) dx ds \{1 + o(1)\}
\]

\[
= n_0(t_0) \Sigma_n(t_0) \left\{ \sum_{l=1}^2 \Lambda_n^{(l)}(t_0) \right\} \{1 + o(1)\},
\]
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where \( \Lambda_n^{(1)}(t) \) and \( \Lambda_n^{(2)}(t) \) are defined in Section 3.2. Therefore, we have \( E[[n_0(t_0)\Sigma_n(t_0)]^{-1/2}\Lambda_n^{(2)}(t_0)] \normal \to 0 \) as \( n \to \infty \). Hence, the proof of the first step is completed.

**Step 2.** We abbreviate as

\[
V_n(t_0) = X \left\{ \gamma(X, t_0)^{-1} \log \frac{Y}{\omega_n} - 1 \right\} I(Y > \omega_n)K(H_n^{-1}(t_0 - T)).
\]

Because \( \{Y_i, X_i, T_i\}_{i=1}^n \) are independently distributed, we have

\[
\begin{align*}
\text{var}[[n_0(t_0)\Sigma_n(t_0)]^{-1/2}L_n(\theta(t_0))] &= n[n_0(t_0)\Sigma_n(t_0)]^{-1/2}\text{var}[V_n(t_0)][n_0(t_0)\Sigma_n(t_0)]^{-1/2} \\
&= n[n_0(t_0)\Sigma_n(t_0)]^{-1/2}E[V_n(t_0)V_n(t_0)^\top][n_0(t_0)\Sigma_n(t_0)]^{-1/2} \\
&\quad - n[n_0(t_0)\Sigma_n(t_0)]^{-1/2}E[V_n(t_0)]E[V_n(t_0)]^\top[n_0(t_0)\Sigma_n(t_0)]^{-1/2}.
\end{align*}
\]

From the result of Step 1, the second term on the right-hand side converges to the zero matrix as \( n \to \infty \). Using the Taylor expansion, the first term on the right-hand side can be written as

\[
n[n_0(t_0)\Sigma_n(t_0)]^{-1/2}E[V_n(t_0)V_n(t_0)^\top][n_0(t_0)\Sigma_n(t_0)]^{-1/2}
\]

\[
= n[n_0(t_0)\Sigma_n(t_0)]^{-1/2}
\]

\[
\times \left[ \int_{\omega_n}^{\infty} \int_{\mathbb{R}^p} \int_{\mathbb{R}^q} xx^\top \left\{ \gamma(x, t_0)^{-1} \log \frac{y}{\omega_n} - 1 \right\}^2 K(H_n^{-1}(t_0 - t)) f(y, x, t) dy dx dt \right]
\]

\[
= n\nu(t_0)[n_0(t_0)\Sigma_n(t_0)]^{-1/2}
\]

\[
\times \left[ \int_{\omega_n}^{\infty} \int_{\mathbb{R}^p} \int_{\mathbb{R}^q} xx^\top \left\{ \gamma(x, t_0)^{-1} \log \frac{y}{\omega_n} - 1 \right\}^2 K(s) \frac{f(y, x, t_0 + H_n s)}{f_T(t_0)} dy ds dx \right]
\]

\[
\times [n_0(t_0)\Sigma_n(t_0)]^{-1/2} + o(1).
\]

(A.2)

Because the conditional distribution of \( \gamma(X, t_0)^{-1} \log(Y/\omega_n) \) given \( (X, T) = (x, t_0) \) and \( Y > \omega_n \) is approximately a standard exponential, we have

\[
\int_{\omega_n}^{\infty} \left\{ \gamma(x, t_0)^{-1} \log \frac{y}{\omega_n} - 1 \right\}^2 f(y, x, t_0)/f(x, T)(x, t_0) \frac{1 - F(\omega_n | x, t_0)}{1 - F(\omega_n | x, t_0)} dy \approx 1.
\]

Therefore, the right-hand side of (A.2) can be written as

\[
\nu n(t_0)[n_0(t_0)\Sigma_n(t_0)]^{-1/2}
\]

\[
\times \left[ \int_{\mathbb{R}^p} xx^\top (1 - F(\omega_n | x, t_0)) \frac{f(x, T)(x, t_0)}{f_T(t_0)} dx \right] [n_0(t_0)\Sigma_n(t_0)]^{-1/2} + o(1)
\]
where $\otimes$ denotes the Kronecker product. Under the condition (C.3), the right-hand side converges to $\nu L_p$ as $n \to \infty$. Hence, the proof of the second step is completed.

From the results of Steps 1 and 2 we obtain Theorem 1 by applying the Central Limit Theorem.

**Proof of Theorem 2** We show $E[[n_0(t_0) \Sigma_n(t_0)]^{-1/2} \tilde{L}_n(\theta(t_0))[n_0(t_0) \Sigma_n(t_0)]^{-1/2}] \to I_p$ as $n \to \infty$ in the third step and $\text{var}[[n_0(t_0) \Sigma_n(t_0)]^{-1/2} \tilde{L}_n(\theta(t_0))[n_0(t_0) \Sigma_n(t_0)]^{-1/2}] \to O$ as $n \to \infty$ in the fourth step, where $\text{vec}(\cdot)$ is a vec operator.

**Step 3.** The conditional distribution of $\gamma(X, t_0)^{-1} \log(Y/\omega_n)$ given $(X, T) = (x, t_0)$ and $Y > \omega_n$ is approximately a standard exponential. Consequently, we have

$$E[[n_0(t_0) \Sigma_n(t_0)]^{-1/2} \tilde{L}_n(\theta(t_0))[n_0(t_0) \Sigma_n(t_0)]^{-1/2}] = E[\Sigma_n(t_0)]^{-1/2} \tilde{L}_n(\theta(t_0))[n_0(t_0) \Sigma_n(t_0)]^{-1/2} + o(1).$$

Under the condition (C.3), the right-hand side converges to $I_p$ as $n \to \infty$. Hence, the proof of the third step is completed.

**Step 4.** The conditional distribution of $\gamma(X, t_0)^{-1} \log(Y/\omega_n)$ given $(X, T) = (x, t_0)$ and $Y > \omega_n$ is approximately a standard exponential. Consequently, we have

$$\text{var}[[n_0(t_0) \Sigma_n(t_0)]^{-1/2} \tilde{L}_n(\theta(t_0))[n_0(t_0) \Sigma_n(t_0)]^{-1/2}] = \text{var}[[\Sigma_n(t_0)]^{-1/2} \tilde{L}_n(\theta(t_0))[\Sigma_n(t_0)]^{-1/2}] + o(1),$$

where $\otimes$ denotes the Kronecker product. Under the condition (C.3), the right-hand side converges to $O$ as $n \to \infty$. Hence, the proof of the fourth step is completed.

**Proof of Theorem 3** We define $\alpha_n = \Sigma_n(t_0)^{1/2}(\theta - \theta(t_0))$ and $\alpha_n^* = \Sigma_n(t_0)^{1/2}\theta(t_0)$. Additionally, we define $Z_{ni} = \Sigma_n(t_0)^{-1/2}X_i$, $i = 1, \ldots, n$. The objective function $L_n(\theta)$ can be written as

$$L_n^*(\alpha_n) = \sum_{i=1}^n \left\{ \exp[Z_{ni}^T(\alpha_n + \alpha_n^*)] \log \frac{Y_i}{\omega_n} - Z_{ni}^T(\alpha_n + \alpha_n^*) \right\} \times I(Y_i > \omega_n)K(H_n^{-1}(t_0 - T_i)).$$
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Let \( \hat{L}_n^*(\alpha_n) \) be the gradient vector of \( L_n^*(\alpha_n) \) and \( \hat{L}_n^*(\alpha_n) \) be Hessian matrix of \( L_n^*(\alpha_n) \). We assume \( \hat{L}_n^*(\alpha_n) \) is a positive definite matrix for all \( \alpha_n \in \mathbb{R}^p \). Therefore, \( L_n^*(\alpha_n) \) is strictly convex.

Using the Taylor expansion, we have

\[
L_n^*(s) = L_n^*(0) + s^\top \frac{\hat{L}_n^*(0)}{\sqrt{n_0(t_0)}} + \frac{1}{2} s^\top \frac{\hat{L}_n^*(0)}{n_0(t_0)} s + o_P(1)
\]

for fixed \( s \in \mathbb{R}^p \). By applying Theorems 1 and 2 we have \( \hat{L}_n^*(0)/\sqrt{n_0(t_0)} + [n_0(t_0)\Sigma_n(t_0)]^{1/2} \to \mathbb{N}(\mathbf{0}, \nu I_p) \) and \( \hat{L}_n^*(0)/n_0(t_0) \to I_p \). We assume \( [n_0(t_0)\Sigma_n(t_0)]^{1/2} \to O_P(\sqrt{n_0(t_0)}) \) as \( n \to \infty \). Consequently, this implies that, for any \( \varepsilon > 0 \), there exists a constant \( C \) such that

\[
\liminf_{n \to \infty} P\left( \inf_{s \in \mathbb{R}^p: ||s||=C} \left| \frac{\hat{L}_n^*(\alpha_n)}{\sqrt{n_0(t_0)}} \right| > L_n^*(0) \right) > 1 - \varepsilon,
\]

which implies \( \hat{\alpha}_n = \Sigma_n(t_0)^{1/2} \hat{\theta}(t_0) - \theta(t_0) = O_P(\sqrt{n_0(t_0)}) \) (Fan and Li 2001).

From the Taylor expansion of \( \hat{L}_n^*(\hat{\alpha}_n) = 0 \), we have

\[
0 = \frac{\hat{L}_n^*(0)}{\sqrt{n_0(t_0)}} + \frac{\hat{L}_n^*(0)}{n_0(t_0)} \hat{\alpha}_n + o_P(1).
\]

Therefore, by applying Theorems 1 and 2 we obtain Theorem 3. \(\square\)
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