Abstract: Motivated by the proliferation of trajectory data produced by advanced GPS-enabled devices, trajectory is gaining in complexity and beginning to embroil additional attributes beyond simply the coordinates. As a consequence, this creates the potential to define the similarity between two attribute-aware trajectories. However, most existing trajectory similarity approaches focus only on location based proximities and fail to capture the semantic similarities encompassed by these additional asymmetric attributes (aspects) of trajectories. In this paper, we propose multi-aspect embedding for attribute-aware trajectories (MAEAT), a representation learning approach for trajectories that simultaneously models the similarities according to their multiple aspects. MAEAT is built upon a sentence embedding algorithm and directly learns whole trajectory embedding via predicting the context aspect tokens when given a trajectory. Two kinds of token generation methods are proposed to extract multiple aspects from the raw trajectories, and a regularization is devised to control the importance among aspects. Extensive experiments on the benchmark and real-world datasets show the effectiveness and efficiency of the proposed MAEAT compared to the state-of-the-art and baseline methods. The results of MAEAT can well support representative downstream trajectory mining and management tasks, and the algorithm outperforms other compared methods in execution time by at least two orders of magnitude.
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1. Introduction

With the growth of mobile computing and advances in location-acquisition techniques, a large number of trajectories are continuously being acquired. In general, a trajectory, which consists of a finite chronological sequence of coordinates, records the traveling history of a moving object such as a person, vehicle, animal, etc. Mining trajectories were studied for decades and underpinned various real-world applications, e.g., animal migration analysis [1], air traffic management [2], hurricane prediction [1], traffic planning [3], urban computing [4–6], etc., [7,8]. Measuring similarities among trajectories functions as one of the backbones in many trajectory management and mining tasks [1–3,7,8].

Traditional methods measure the similarity between two trajectories by forming pairwise point-matching strategies [9–13].

Despite the remarkable successes of existing pairwise point-matching approaches, they suffer from several imperfections especially when trajectories have low/non-uniform sampling rates and are affected by noise. For instance, we demonstrate an example in Figure 1 in which four trajectories are exhibited. In this figure, though $T_A$ and $T_B$ are produced from the same underlining route, they might be judged as dissimilar by existing point-matching methods since $T_B$ contains a noise point, namely $b_4$. Furthermore, although $T_B$ and $T_D$ demonstrate two trajectories representing the same underlying route, the conventional point-matching methods
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may have difficulties to identifying their similarities due to their distinct sampling rates and the low-sampling rate of $T_D$.

Figure 1. On-road trajectory examples: Circles (○), triangles (△), squares (□) and stars (★) symbols are the sampled points of trajectories $T_A$, $T_B$, $T_C$, and $T_D$, respectively. The two thick lines represent the underlying routes.

Recently, trajectory embedding methodologies [14–16] are proposed to address the defects of point-matching approaches. These methods attempt to learn a mapping function that transfers trajectories into low-dimensional and dense vector representations in which the “similar” trajectories are close to each other while the “dissimilar” ones are far away. The concrete similarities are mainly defined on the geographical correlativeness of trajectories [14,15], i.e., the distance of coordinates. However, with the spread of advanced GPS-enabled devices, e.g., smartphones/smartwatches, and emerging apps deployed on these platforms, trajectories become more complex and begin to embroil additional attributes beyond only the coordinates. For example, timestamps when passing through the coordinates, geo-tags of the coordinates provided by map APIs, temperature during the travel at the coordinates measured by thermosensors, and user generated text/images at specific coordinates could all be recorded. These asymmetric attributes may provide useful side information for real-world applications, indicating semantic correlations among trajectories. Take the trajectories $T_A$, $T_B$ and $T_C$ in Figure 1 as an example. Though $T_A$ and $T_B$ share the underlining routes (only spatial factor), $T_B$ and $T_C$ could be more similar if spatial and temporal factors are simultaneously considered as $T_B$ and $T_C$ share the same destination, and both of them are generated at the rush hours in the morning. In the above example, temporal together with the spatial correlativeness of trajectories may unearth fine-grained human mobility patterns in cities and could further motivate strategies for urban management.

Motivated by such observations, in this paper, we propose multi-aspect embedding for attribute-aware trajectories (MAEAT) in which multiple aspects of trajectories are jointly considered. Here aspects contain not only the traditional spatial coordinates, but also attributes of trajectory data. In this paper, we will use the terms “aspect” and “attribute” interchangeably. For simplicity, we adopt only two aspects, namely spatial and temporal aspects, in this paper. However, our method could be easily extended to other aspects. MAEAT offers a flexible design to encode multiple attributes of trajectories into a unified representation such that similar trajectories are placed closely to each other in the latent space according to their extracted aspects.
Specifically, MAEAT consists of two stages. First, the algorithm extracts multiple aspects from the raw trajectories. These aspects are discrete tokens that characterize the trajectory data. A hidden Markov model-based mapping method and a kernel-based clustering approach are adopted to transfer the continuous aspects, i.e., coordinates and timestamps, into discrete tokens, respectively. Second, a learning method is proposed to integrate the multi-aspect tokens and generate embedding vectors for the trajectory data. The learning process is inspired by sentence embedding [17] that learns via predicting the context words for a sentence, i.e., sentences are similar when they contain similar key words. We naturally project every aspect token as a word and a whole trajectory as a sentence. However, unlike sentence embedding, MAEAT is designed to simultaneously incorporate more than one aspect token, and we devise a regularization method to control the importance among aspects and to alleviate the aspect imbalance problem during the training.

Extensive experiments on both synthetic and real-world datasets demonstrate the effectiveness of the proposed MAEAT. Specifically, the output embedding produced by MAEAT can support representative downstream data mining and pattern recognition tasks such as clustering and k-nearest neighbour query (kNN). We also found that it runs faster than the compared point-matching methods by two orders of magnitude (refer to Section 5.2.3).

The remainder of this paper is organized as follows. We discuss the related work and problem statement in Sections 2 and 3, respectively. The details of our proposed MAEAT are given in Section 4. We report the experimental results in Section 5. Finally, we conclude the paper in Section 6.

2. Related Work

We categorize related papers in the literature as follows:

Trajectory similarity computations.

Extensive studies on trajectory similarity have been carried out over the past decade. Euclidean distance [13] of sampled data points was first used to measure the similarity between two trajectories. However, it fails to handle local time shifting, which is crucial in measuring the similarity of trajectories. In addition, it needs the two trajectories to have the same length which is usually impractical with a real database. Dynamic time warping (DTW) [10] was the first method to measure the similarity by finding the best alignment between points in two trajectories with different lengths. Edit distance on real sequence (EDR) [12], edit distance with real penalty (ERP) [9], longest common subsequence (LCSS) [11] and MA model [18] achieved other improved point-matching approaches which attempted to buoy the effectiveness and the efficiency of the previous methods. However, these methods calculate distances based on sampled points, thus they might not be robust to noises or non-uniform sampled points. Recall that the sampled points of trajectories could be drifted due to power constraints, disrupted network connections, etc. Moreover, the performances of EDR, ERR, LCSS, and MA heavily rely on parameters; slight changes of the parameters could have a significant influence on the calculated distances. Edit distance with projection (EDwP) [19] is a recent parameter-free approach to tackle the problem of sampling rate inconsistency in which “insert” and “replace” operations of points are alternately performed to seek the optimally aligned segments. In addition, the trajectory calibration approach [20] aligns trajectories to a set of anchor points as a stable reference system to deal with the different sampling strategy issues of the heterogeneous trajectories in the database. Recently, NeuTraj [21] was proposed to approximate the similarity computations of trajectories in linear time and gain significant performance improvement compared to other existing approaches, such as DTW, and EDR. DISON [22] was introduced to compute the similarity between two on-road trajectories by considering the LCSS score between the sequence of road segments derived from the two trajectories.

Trajectory representation learning.

Representation learning for trajectory data [14–16,23–27] has attracted the attention of researchers and has become an emerging topic. Li et al., proposed t2vec [14], which learns embedding vectors for trajectories based on the recurrent neural network-based denoising autoencoder through a reconstruction process of raw and disrupted trajectories. Thus, the training process can be
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time-consuming when performing on a large-scale database since it needs to generate more disrupted training samples. Yang et al., [15] embedded human activity trajectories according to the semantic similarities of activities to find users with similar behaviors. MPE [23] considers the joint action of different attributes and encodes them into an embedding vector. Location2vec [24] learns embedding vectors for urban locations by considering the interaction between urban locations and moving objects. Ying et al., [25] employed Markov chains to capture the strong connections (short geographical distances) to model sequential influence between locations. MC-TEM [16] studies check-in trajectories from which it learns embedding vectors of general contexts for locations. Wang et al., [26] exploited the geographical influence between two locations through three factors, i.e., geo-influence, geo-susceptibility, physical distances of locations, and projected the users and locations into a unified embedded space.

Most of the above methods [15,16,23,24,26] rely on the word embedding (word2vec model) [28] in which they aim to learn the embedding vectors for specific entities, e.g., locations and users, and for specific tasks, e.g., successive location recommendations [15,23], and personalized location recommendations [16,26], etc., [24]. Aggregation mechanisms [29] are usually adopted to obtain the whole trajectory’s embedding vector via combining the embedding vectors of those location entities. However, information loss might be encountered when performing the aggregation. The main difference in our work is that we consider the joint probabilities of multiple aspects as the contexts of the trajectory, and directly learn the embedding vectors for trajectories, rather the component entities in the trajectories. Therefore, our method can remedy the information loss problem and is suitable for similarity computations based on multiple aspects.

3. Preliminaries and Problem Statement

We first give the preliminaries required for our work, and then we proceed to give the problem statement of this paper.

Definition 1. (Trajectory) A trajectory which shows the traveling history of a moving object is a chronological sequence of states, denoted by $T = \langle s_1, s_2, \ldots, s_{|T|} \rangle$, where state $s_i$ is a recorded spatial coordinate $(x_i, y_i)$, and $|T|$ is the length of trajectory.

Definition 2. (K-aspect Trajectory) Given state $s_i$ in a trajectory $T$, there exists a set of attributes $\Delta_i = [a^1_i, a^2_i, \ldots, a^K_i]$, where $a^j_i$ is the $j$-th attribute of $s_i$. We can also include $s_i = (x_i, y_i)$ itself as an attribute reflecting the spatial factor in $\Delta_i$ such that $\{s_i\} \cup \Delta_i = \Delta^+_i = [a^1_i, a^2_i, \ldots, a^K_i]$, where $|\Delta_i| + 1 = K$. Given a trajectory $T$, we define the K-aspect trajectory corresponding to $T$ as $T^* = \langle \Delta^+_1, \Delta^+_2, \ldots, \Delta^+_{|T|} \rangle$.

For example, considering trajectory $T_D = (d_1, d_2, d_3)$ in Figure 1, when spatial and temporal factors are considered, the two-aspect trajectory of $T_D$ is denoted as $T^*_D = \langle [d_1, (08:30 am)], [d_2, (08:35 am)], [d_3, (08:40 am)] \rangle$, where $(\cdot)$ indicates a temporal instance.

Definition 3. (K-aspect Sequence) Given a K-aspect trajectory $T^* = \langle \Delta^+_1, \Delta^+_2, \ldots, \Delta^+_{|T|} \rangle$, a K-aspect sequence of $T^*$ is denoted by $\tau = \langle \Omega_1, \Omega_2, \ldots, \Omega_{|T|} \rangle$, where $\Omega_i = [\delta^1_i, \delta^2_i, \ldots, \delta^K_i]$ is the set of $K$ discrete tokens corresponding to $\Delta^+_i$ in which $\delta^j_i$ is the token reflecting the aspect $a^j_i$.

Here we give the problem statement of our paper. Given a set of trajectories $T = \{T_1, T_2, \ldots, T_m\}$ containing multiple attributes, we first extract K-aspect sequences (Definition 3) from the trajectories according their states. This K-aspect sequence will reflect the $K$ aspects of trajectory which characterize the trajectory data. Our goal is to learn the representations (a.k.a. low-dimensional embedding vectors) of trajectories to reflect the proximity based on their multiple aspects among trajectories which are simultaneously in the original space.
4. The MAEAT Approach

In this section, we detail the proposed MAEAT. We propose the multi-aspect trajectory embedding method with regularization that controls the importance among \( K \) aspects and alleviates the aspect imbalance problem in the training step. Next, we introduce two approaches that extract the aspect components from the raw trajectory data. One is built upon the hidden Markov model which extracts the road network aspect, and the other is a kernel-based clustering method that aims to generate discrete temporal aspects. Figure 2 demonstrates the framework of our MAEAT and Table 1 presents the notations used in this paper.

Table 1. Notations and descriptions.

| Notation | Description |
|----------|-------------|
| \( T \)  | trajectory \( T \) |
| \( |T| \)  | the length of trajectory \( T \) |
| \( s_i \) | the state \( i \) of a trajectory |
| \( \Delta_i \) | the set of attributes of state \( i \) (\( \Delta_i^+ = \Delta_i \cup s_i \)) |
| \( |\Delta_i| \) | the number of attributes of state \( i \) (\( |\Delta_i^+| = |\Delta_i| + 1 \)) |
| \( a_{i,j}^+ \) | \( j \)-th attribute of state \( i \) in sets \( \Delta_i, \Delta_i^+ \) |
| \( T^* \) | \( K \)-aspect trajectory corresponding to trajectory \( T \) |
| \( K \)  | the number of aspects considered in the model |
| \( \tau \) | \( K \)-aspect Sequence corresponding to \( T^* \) |
| \( \Omega_i \) | the set of \( K \) discrete tokens corresponding to \( \Delta_i^+ \) |
| \( \delta_i^j \) | the discrete token reflecting the attribute \( a_{i,j}^+ \) |
| \( \mathcal{T} \) | the trajectory database |
| \( v \)  | an embedding vector |
| \( v_{\delta}, v_T \) | the embedding vectors for discrete token \( \delta \), trajectory \( T \) |
| \( v_{a,b} \) | \( b \)-th embedding vector of \( a \)-th aspect |
| \( \lambda_a \) | tuning parameter that weights the importance of the aspect \( a \) |
| \( \eta \) | learning rate |
4.1. Multi-Aspect Embedding with Aspect Regularization

We employ the embedding method, and assume the K-aspect sequences have been already obtained. Given a set of trajectories \( T = \{T_1, T_2, \ldots, T_m\} \), we first assume that all the trajectories in \( T \) have been converted to K-aspect sequences (Definition 3). We denote the set of K-aspect sequences by \( K = \{T_1, T_2, \ldots, T_m\} \). The details of the conversion process will be introduced in Section 4.2. The embedding method provides a flexible way to learn the low-dimensional representation vectors based on the multiple aspects to characterize the trajectory data. Specifically, each multi-aspect token (\( \Omega_j \)) is treated as a context of the trajectory \( T \). Given a K-aspect sequence \( \tau = \{\Omega_1, \Omega_2, \ldots, \Omega_\tau\} \) which is converted from \( T \), we aim to maximize the log probability of the multi-aspect tokens \( \Omega_j = \{\delta_1^j, \delta_2^j, \ldots, \delta_K^j\} \) in \( \tau \) as follows.

\[
\sum_{j=1}^{K} \log P(\Omega_j | \tau) = \sum_{j=1}^{K} \log P(\delta_1^j, \delta_2^j, \ldots, \delta_K^j | \tau). \tag{1}
\]

\( P(\Omega_j | \tau) \) can be computed by the joint probability of the K aspects as follows.

\[
P(\Omega_j | \tau) = P(\delta_1^j, \delta_2^j, \ldots, \delta_K^j | \tau)
= \prod_{k=1}^{K} P(\delta_k^j | \tau) = P(\delta_1^j | \tau)P(\delta_2^j | \tau) \ldots P(\delta_K^j | \tau). \tag{2}
\]

We employ a sigmoid function to compute the term \( P(\delta_k^j | \tau) = \sigma(\langle v_{\delta_k}, v_T^k \rangle) \) such that \( P(\Omega_j | \tau) = \prod_{k=1}^{K} \sigma(\langle v_{\delta_k}, v_T^k \rangle) \), where \( \langle \cdot, \cdot \rangle \) is the dot product of two vectors, \( v_{\delta_k} \) and \( v_T^k \), which denote d-dimensional embedding vectors (\( d \ll m \) of token \( \delta_k \)) and trajectory \( T \) in k-th aspect, respectively. The sigmoid function is defined as \( \sigma(x) = \frac{1}{1 + \exp(-x)} \), in which it is differentiable and able to generate a non-linear smooth S-shaped curve such that the output value exists between 0 and 1. We choose the sigmoid function because we want to non-linearly model the probability of predicting token \( \delta_k \) given the token sequence \( \tau \).

As the model considers multiple aspects, we employ \( L_2 \)-regularization to control the importance of each aspect. The \( L_2 \)-regularization plays a crucial role in mitigating the aspect imbalance problem in the training step, which is defined as follows.

\[
R_{L_2} = \sum_{d=1}^{K} \sum_{b=1}^{|A_d|} \lambda_a v_{a,b}^2 \tag{3}
\]
where $K$ is the number of aspects, $A_a = \{v_{a,1}, v_{a,2}, \cdots, v_{a,|A_a|}\}$ is the vocabulary set of the $a$-th aspect token embedding vectors, $v_{a,b}$ is the $b$-th embedding vector of $a$-th aspect, and $\lambda_a$ is the tuning parameter that weighs the importance of the aspect $a$. Finally, we aim to minimize the negative log probability of the entire trajectory data as the following objective function.

$$
O = - \sum_{i=1}^{|T|} \sum_{j=1}^{|A|} \log P(\{\delta^a_j, \delta^2_j, \cdots, \delta^K_j\}|\tau_i) + R_{L_2}.
$$

In our model, we employ stochastic gradient descent (SGD) to optimize the objective function. The parameters to learn in the model are the embedding vectors for every aspect, and trajectories, i.e., \{\{A_a\}_{a=1}^K, \{\{v^k_{j,k}\}_{k=1}^K\}_{i=1}^{|T|}\}. To this end, we aim at minimizing the objective function in Equation (4) by the descending gradient direction, $\Theta_{t+1} = \Theta_t - \eta \frac{\delta O}{\delta \Theta_t}$, where $\Theta$ is the learning parameters in the model and $\eta$ is the learning rate. In what follows, we give the updated rules based on the partial derivatives of the loss function with respect to the learning parameter $\Theta$.

For a $K$-aspect sequence $\tau = \langle \Omega_1, \Omega_2, \ldots, \Omega_{|\tau|} \rangle$ which is converted from $T$, we calculate the gradients for updating the embedding vectors $v^k_T$ for trajectory $T$ in the $k$-th aspect as follows.

$$
v^k_T = v^k_T - \eta (1 - \sigma(\langle v^k_T, v^k_{\delta} \rangle))v^k_{\delta}.
$$

For each $\Omega_j = [\delta^1_j, \delta^2_j, \cdots, \delta^K_j]$, we update the vectors $v^1_{\delta_j}, v^2_{\delta_j}, \ldots, v^K_{\delta_j}$ with the following formula:

$$
v^k_{\delta_j} = v^k_{\delta_j} + \eta (1 - \sigma(\langle v^k_T, v^k_{\delta} \rangle))v^k_T - \eta \lambda_k v^k_{\delta_j}
$$

where $1 \leq k \leq K$. The algorithm goes through every trajectory $T$ in $\mathcal{T}$ and computes the gradients for trajectory $T$ in $K$ aspects and the $K$ aspect tokens $\delta^1_j, \delta^2_j, \cdots, \delta^K_j$, and updates their embedding vectors according to Equations (5) and (6), respectively. The algorithm runs until reaching the predetermined iterations ($\mathcal{I}$) and returns the set of trajectory embeddings in every aspect $\{\{v^k_{j,k}\}_{k=1}^K\}_{i=1}^{|T|}$ as the output. The algorithm takes $O(|\mathcal{T}|)$ to process every trajectory. For each trajectory, since we need to update $K$ vectors of each aspect and $K$ vectors of the trajectory embedding vectors in each aspect, it requires $O(aTK)$ to update the parameters, where $a$ is the average length of trajectories in the dataset. In total, we need $O(aT2K|\mathcal{T}|)$ to train the model for $\mathcal{I}$ iterations.

Once all the embedding vectors of trajectories in all aspects $\{\{v^k_{j,k}\}_{k=1}^K\}_{i=1}^{|T|}$ have been learned, we will follow the mechanism in [29] to obtain the multi-aspect embedding vectors for all the trajectories $\{v^k_T\}_{i=1}^{|T|}$ in the database.

4.2. Aspect Sequence Acquisition

So far, the remaining problem is how to extract the $K$-aspect sequence from a given trajectory. In this paper, we adopt two methods to extract spatial and temporal aspects, respectively. Next, we detail these two approaches.

4.2.1. Spatial Aspect Extraction

First, we introduce a hidden Markov model (HMM) map-matching method [30], which can accurately map GPS coordinates to their real road segments. Essentially, the algorithm employs the tradeoff between the road segments suggested by the GPS and the transition probability of the path (from one road segment to the next possible road segments). Figure 3 shows a running example of a road network with GPS points and its corresponding HMM model for the map matching algorithm. In HMM, it regards GPS and road segments as the observations and hidden states, respectively.
Figure 3. A running example: A road network with GPS points shown on the left and its corresponding hidden Markov model (HMM) for the map-matching algorithm shown on the right.

First, the algorithm finds $k$ nearest road segments as the candidates for each GPS point, e.g., $p_3$ has two candidates, i.e., road segments $r_1$ and $r_2$, respectively. We regard these road segment candidates from the previous step as the hidden states corresponding to each GPS point as shown in the diagram in Figure 3 (right). Second, the algorithm computes the emission probabilities between GPS and road segments, i.e., $P(p_i|r_j) = \frac{1}{\sqrt{2\pi}\Sigma_p} e^{-\frac{(p_i-p'_{i,j})^2}{2\Sigma_p}}$, where $p'_{i,j}$ is the projected point of the point $p_i$ on the road segment $r_j$, and $\Sigma_p$ is an estimated standard deviation. We can see this probability will become higher when the point is close to the road segments. Third, the algorithm computes the transition probabilities between road segments, i.e., a high probability means the selected road segment is reasonable to travel. It can be calculated by $P(d) = \frac{1}{\beta} e^{-d/\beta}$, where $d$ is the difference between the great circle distance and route distance on the road network graph, and $\beta$ is another estimated parameter. Finally, the algorithm employs the Viterbi algorithm to find the most likely sequence of road segments on the HMM. For example, in Figure 3, the selected road path for the trajectory contains the points $p_1, p_2, p_3, p_4, p_5$ is $\langle [r_1], [r_1], [r_1], [r_2], [r_3] \rangle$.

We can see this method maps the GPS points to the most reasonable road segments by carefully accounting for the road constraints and being able to handle noises and different sampling rates. Thus, we can accurately partition the trajectories into a discrete sequence of road segments and derive the spatial aspect sequences of the trajectories of moving objects on roads.

4.2.2. Temporal Aspect Extraction

Next, we introduce how to acquire temporal aspect sequences. We adopt a density-based clustering method that is built upon the mean shift clustering algorithm [31]. Specifically, we first identify the temporal hotspots from the database using kernel density estimation (KDE) [32], which is a non-parametric method estimating the density function based on the finite observed data without requiring any prior knowledge of the data distribution. In more detail, given $n$ timestamps $t_i$ ($i = 1, \cdots, n$), the kernel density at any time $t$ is given by

$$f(t) = \frac{1}{nh} \sum_{i=1}^{n} \mathcal{K}\left(\frac{t-t_i}{h}\right)$$

(7)

where $\mathcal{K}(\cdot)$ is a kernel function and $h$ is the kernel bandwidth. Though there are many kernel functions that can be used, we choose the Gaussian kernel due to its simplicity and the empirical assumption that the temporal factor is under the Gaussian distribution. The Gaussian kernel is given
by $\mathcal{K}(u) = \frac{1}{\sqrt{2\pi}} e^{-1/2u^2}$, and the temporal hotspots can be identified by the local maximum of the density estimated by the kernel.

We extract temporal aspects by employing the mean shift algorithm [31] to find the corresponding mode by iteratively shifting a radius-$h$ window towards a local density maxima. Through this manner, we can group every timestamp into appropriate clusters. Figure 4 shows an example of temporal clustering. We randomly sample 300 timestamps of trajectories and perform the clustering algorithm on the data. From the figure, we have discovered three temporal clusters shown by the black cross ($\times$) symbols while the time instances are illustrated by the red plus (+) symbols. We can notice that each cluster will correspond to the local peak of the density function, and we could assign the corresponding cluster ID to every timestamp as its temporal token and concatenate these tokens to form a temporal aspect sequence of a trajectory.

5. Experiments

In this section, we evaluate our proposed framework on five benchmark datasets and one real-world trajectory dataset of taxis. We examine both the effectiveness and efficiency of the proposed methods through quantitative and qualitative analysis.

5.1. Experimental Settings

The experiments were conducted on a computer equipped with four Intel (R) Core (TM) i7-7700HQ CPU @2.80GHz 8 GB RAM running a Windows 10 operating system. For the road network construction and map matching algorithms, we modify the codes which are publicly available from the website of UIC (https://www.cs.uic.edu/bin/view/Bits/Software).

5.1.1. Datasets

We obtain the benchmark datasets from [33] and a real taxi dataset in the city of Porto (http://www.geolink.pt/ecmlpkkdd2015-challenge/). The benchmark datasets have ground truth while the Porto dataset does not. The data statistical information is illustrated in Table 2. $i5sim$ and $i5sim3$ contain the trajectory data on highways which result in eight and 16 clusters, respectively. $cross$ and $cross2$ are trajectories across an intersection and have 19 and 13 clusters, respectively. The major difference between these two datasets is that the trajectories traveling through the same road segments are grouped in the same clusters on $cross2$. For $cross3$, we randomly generate timestamps for each point of trajectories in $cross2$, and derive 39 clusters not only according to the similarity in terms of locations, but also the correlativeness of temporal factors. Porto is a real dataset containing about 1.7 million trajectories from 442 taxis in the city of Porto, in Portugal. The trajectories of the Porto dataset contain sampled points with an even time interval (15 s). Trajectories that contain less than 30 sampled points are excluded from the dataset, and we randomly picked 5000 trajectories as our testbed.
Table 2. Dataset statistics.

| Dataset | i5sim | i5sim3 | cross | cross2 | cross3 | Porto |
|---------|-------|--------|-------|--------|--------|-------|
| #Trajectories | 800  | 1600  | 1900  | 1900  | 1900  | 5000  |
| #Points      | 13,745 | 54,011 | 24,420 | 24,420 | 24,420 | 803,717 |
| #Clusters    | 8     | 16     | 19    | 13    | 39    | N/A   |
| Average Length | 17    | 34     | 13    | 13    | 13    | 161   |

5.1.2. Compared Methods

We evaluate the effectiveness and efficiency of the compared methods, and they can be divided into five categories: the point-matching methods, the road-network-aware method, the encoder-decoder based methods, word2vec-based method, and the newly proposed methods.

- **Point-matching methods**: Dynamic time warping (DTW), edit distance with real penalty (ERP), longest common subsequences (LCSS) are compared since they are widely adopted methods for trajectory similarity computation.
- **Road-network-aware method**: DISON [22] is a recent road-network-aware method which computes the similarity based on LCSS score between sequences of road segments.
- **Encoder-decoder methods**: Recurrent neural network (RNN), gated recurrent unit (GRU) and long-short term memory (LSTM) are compared as three basic encoder-decoder methods. Moreover, we compare T2vec [14] which is a state-of-the-art trajectory embedding method based on the encoder-decoder architecture (https://github.com/boathit/t2vec).
- **word2vec-based method**: MC-TEM [16] is a recent method which relies on the word2vec model [28] to learn trajectory embedding vectors.
- **MAEAT, the methods proposed in this paper**: A variant of the proposed MAEAT is meanwhile compared in which only the spatial aspect is considered. We involve such a variant not only for illustrating the effectiveness of multiple aspect embedding but also for the ablation test. We denote this degraded version as MAEAT(S).

5.1.3. Parameters

For the embedding vector size and the hidden layer size, we fix them at 200 for all the embedding-based models. EDR and LCSS require \( \epsilon \) in their algorithms, we also perform the grid search to specify \( \epsilon \) that produces the best results. For T2Vec and MC-TEM, we retain the settings as suggested in the papers with a slight change to fit our experiments.

5.2. Experimental Analysis

In this section, we provide both quantitative and qualitative analysis.

5.2.1. Quantitative Analysis

We first quantitatively examine the effectiveness of the compared methods by running a clustering algorithm on the resultant trajectory embeddings, where the k-means is employed on the embedding-based methods. For the point-matching methods, there are no corresponding trajectory embeddings, thus we directly perform the spectral clustering on the similarity matrix which is computed by these point-matching methods. All the benchmark datasets are evaluated since they have ground truth. We only report the result of our MAEAT on cross3 since the other datasets do not contain timestamps.

To evaluate the clustering accuracy, we employ two well-known validity measures, i.e., purity and adjusted rand index (ARI). Purity measures the maximized correct mapping rate of the clustering results and the ground truth.

\[
Purity = \frac{1}{N} \sum_{i=1}^{k} \max_{j} |p_i \cap q_j|\] (8)
where \( \{ p_i \} \) is the set of ground truth clusters, \( \{ q_j \} \) is the set of result clusters, \( N \) and \( k \) are the size of dataset and the number of ground truth clusters, respectively. While purity measures the maximized correct mapping rate, ARI cares more about the objects in their different clusters. The calculation of ARI is given as follows.

\[
ARI = \frac{\sum_{i,j} (n_{ij}^2) - \left[ \frac{1}{2} \sum_i (b_i^2) \sum_j (d_j^2) + \frac{1}{2} \sum_i (b_i^2) \sum_j (d_j^2) \right]}{\left[ \frac{1}{2} \sum_i (b_i^2) + \frac{1}{2} \sum_j (d_j^2) \right]^2}
\]

where \( n_{ij} = |\{ p_i \} \cap \{ q_j \}| \), \( n_i = |\{ p_i \}| \) and \( n_j = |\{ q_j \}| \).

Table 3 shows the clustering performances of the compared methods, and the best performances are highlighted in bold face. First, we observe that MAEAT(S) and MAEAT can outperform almost all the compared methods on both measures over most of the benchmarks. Without considering temporal factors, the degraded MAEAT(S) clearly runs better than the point-matching methods, the road-network-aware method, and the encoder-decoder methods. Though MC-TEM achieves better performance on cross and cross3 than MAEAT(S), our full model MAEAT significantly improves the performance on cross3, as it simultaneously considers multiple aspects in the trajectory embedding process. For baselines, we observe all the compared methods are perfectly accurate on the simplest dataset i5sim. DTW, as the most representative point-matching based method, is more stable than the others. LCSS performs the best on cross, and we conjecture the reason is due to it having the longest common subsequence alignment. For encoder-decoder based methods, we see that they fail to perform very well on this task, even the recent T2Vec. We analyze the reason and find that the trajectories in these benchmarks have varied lengths, and the time intervals between two consecutive points could be different, which might challenge these methods to learn a robust trajectory representation. The word2vec based method, MC-TEM, achieves better performance among the baselines. However, MC-TEM needs to aggregate every token’s embedding together to get the trajectory embedding and the merging strategy may result in information loss. In contrast, our model directly learns the representation of whole trajectories that simultaneously preserve proximities of multiple trajectory attributes. This results in better results.

Table 3. Clustering quality comparison. We highlight the best performances in bold face.

| Compared Method                    | i5sim | i5sim3 | cross | cross2 | cross3 |
|-----------------------------------|-------|--------|-------|--------|--------|
|                                   | Purity| ARI    | Purity| ARI    | Purity |
| Dynamic time warping (DTW)        | 1.0   | 1.0    | 1.0   | 0.974  | 0.954  |
| Edit distance on real sequence (EDR) | 1.0 | 1.0    | 0.999 | 0.997 | 0.610 |
| Longest common subsequence (LCSS) | 1.0   | 1.0    | 0.993 | 0.985 | 0.969 |
| DISON                             | 1.0   | 1.0    | 0.693 | 0.738 | 0.687 |
| Encoder-Decoder (Recurrent neural network: RNN) | 1.0 | 1.0    | 0.864 | 0.839 | 0.026 |
| Encoder-Decoder (Gated recurrent unit: GRU) | 1.0 | 1.0    | 0.964 | 0.991 | 0.521 |
| Encoder-Decoder (Long-short term memory: LSTM) | 1.0 | 1.0    | 0.997 | 0.959 | 0.669 |
| T2Vec                             | 1.0   | 1.0    | 0.519 | 0.539 | 0.779 |
| MC-TEM                            | 1.0   | 1.0    | 0.574 | 0.542 | 0.861 |
| MAEAT(S)                          | 1.0   | 1.0    | 1.0   | 0.706 | 0.739 |
| MAEAT                             | -     | -      | -     | -      | -     |

5.2.2. Qualitative Analysis

We next qualitatively verify the effectiveness of the compared methods by performing a nearest neighbour query. We randomly pick a trajectory and use it as the query to retrieve the trajectories from the testbed whose similarity scores are ranked at top five to visualize as shown in Figure 5. In the figure, the query is shown in the navy thick line, and the other five lines with different colors (each color indicates a similarity ranking score between the retrieved trajectory and the query) are the nearest neighbour trajectories.
Figure 5. K-nearest neighbour query: We use circle (○) and cross (∗) symbols represent the start and end points of the trajectories, respectively. Note that the rank number indicates how the retrieved trajectory is similar to the query, namely the similarity score between the query and trajectories Rank 1 > Rank 2 > ··· > Rank 5.

Though the dataset has no ground truth, we could visualize the returned nearest neighbour trajectories and check whether they fit to the query on either spatial or temporal factors. From the figure, our proposed methods can return similar results to the query. All the results returned by
MAEAT(S) and MAEAT have their beginning points close to that of the query. In addition, the main portions of the results are lying on the query since our methods can take advantage of the map-matching method when extracting spatial aspects. For baselines, we unsurprisingly find that the point-matching based methods are good at such comparisons. Excepting for EDR, which retrieves one trajectory that does not lie on the query, the others can retrieve all five trajectories that have main portions lying on the query with their slight differences in the beginning and ending portions. Recall that these approaches are specifically designed for trajectory similarity computation. Our methods are comparable to them and can underpin more widely in downstream trajectory mining and perform management tasks better. Moreover, we observe both encoder-decoder based and word2vec based methods perform worse than the others in such comparison. Though they could return a small number of similar trajectories, dissimilar ones are meanwhile affected by noises in the results. Furthermore, we can observe that MAEAT(S) and DISON, which consider the road network to compute the similarity, have three similar results, while the remaining two trajectory results of MAEAT(S) are better fits to the query than that of DISON.

5.2.3. Efficiency Evaluation

We now examine the efficiency of the compared methods. We divide this experiment into two parts: (1) training and (2) similarity computation. It is worth noting that all the run times are reported in log scale. For the first part, we compare the run times of the training of LSTM, T2Vec, MC-TEM, MAEAT(S) and MAEAT as the embedding vector size is increased in Figure 6a. We recorded the training time of the compared methods until they produced stable results.

First, we observe that the training phase of T2Vec runs the slowest. For example, T2Vec runs 21.46 \times, 4003.98 \times, 2689.83 \times slower than LSTM, MAEAT(S), and MAEAT, when the embedding size is 200, respectively. The reason is that T2Vec generates more disrupted samples to train as the embedding size increases, which results in the worst performance in terms of run time. Moreover, LSTM and MC-TEM run above two orders of magnitude slower than MAEAT(S) and MAEAT in most cases of the embedding sizes. Additionally, we notice that MAEAT runs only 36% slower than
MAEAT(S), and the run time linearly grows as the embedding size is increased. This observation suggests a good scalability to the number of aspects and the embedding size.

For the second part, we compared the run times of the similarity computation among the point-matching and embedding-based methods. The experimental results are shown in Figure 6b. In this experiment, we randomly picked a trajectory with a different length, i.e., 60–100, 101–200, 201–300, as the queries and compute the similarity scores with the other 5000 trajectories in the testbed and record their run times. The reported time is the five-time-run average value. Since the performance of DISON is redundant with LCSS, we only report the run time of LCSS in this experiment.

We employ Euclidean and Cosine scores as similarity metrics between the embedding vectors produced by the embedding-based methods. The run times of Euclidean and Cosine computations are represented by E-X and C-X, respectively, in the figure, where X is the embedding vector size. For example, E-200 means we employed the Euclidean similarity score with embedding vectors of size 200. We observe that the run time of point-matching methods increases when the length of the query is longer, while that of embedding-based methods remains stable on both Euclidean and Cosine score computations. For example, DTW runs \(2.54 \times\) slower when the query length is increased from 60–100 to 201–300, while the run times of the embedding-based models are stable. Next, we notice that the embedding size does not have much effect on the run times of both Euclidean and Cosine score computation. For example, E-200 and C-200 run only 35%, 16% slower than E-50 and C-50 (the query length = 60–100), respectively. The similar observation can also be found in the other query lengths. Finally, we found that point-matching methods run significantly slower than embedding-based methods. For example, EDR runs \(103.07 \times, 18.29 \times\) slower than E-200 and C-200 (the query length = 101–200), respectively.

5.2.4. Effects of Regularization

In this section, we aim to show the effects of the regularization. We perform the five-nearest-neighbour query on MAEAT with road and temporal hotspots as its learning aspects. Figure 7 shows the visualization with different settings of \(\lambda_{\text{temporal}}\), i.e., \(\lambda_{\text{temporal}} = 0.0, 0.5, 1.5, 3.0\). There are only six time clusters, while there are more than 9000 different road segments in the training. Thus, according to the learning algorithm presented in Section 4.1, time vectors will have the possibility to be updated more frequently than road segment vectors. This causes the time aspect to dominate the road-segment aspect. This phenomenon is coined as an aspect imbalance problem. The regularization is used to remedy this problem. Specifically, when \(\lambda_{\text{temporal}}\) is increased, the learning algorithm will penalize the importance of the learning of time vectors. From Figure 7a–c, we can see that the algorithm can retrieve the trajectories that are fitter to the query from the spatial perspective when \(\lambda_{\text{temporal}}\) is increased.

When setting \(\lambda_{\text{temporal}} = 0.5\), some retrieved trajectories seem not fit the query from the road segment perspective. However, we notice that their start points are in a similar area with the query, and the retrieved trajectories still have strong temporal relevance with the query. Thus the regularization with the model might be helpful for human traffic behavior analysis applications as well as other tasks, especially in urban computing.
6. Conclusions

In this paper, we presented a MAEAT algorithm to study embedding vectors for trajectory data. MAEAT is able to learn the embedding vectors representing trajectories in a latent space according to their joint contextual features (aspects). Two kind of aspects, as a specific example, are explored in MAEAT, and a regularization is equipped on MAEAT to control the importance of each aspect. We carried out the experiments to provide both quantitative and qualitative analysis on both benchmark and real datasets to show the efficiency and effectiveness of our algorithm compared to the state-of-the-art and baseline methods.

Several interesting problems for future research exist. In this paper, we mainly focused on two aspects, i.e., temporal and spatial factors. It is interesting to extend the proposed MAEAT to explore the other attributes of trajectory data such as images, text, and temperature. Next, it would be interesting to employ MAEAT to support other downstream tasks, e.g., popular route query, trajectory search&join, trajectory range query, and real-time route recommendation.
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