Disorder or interactions can turn metals into insulators. One of the simplest settings to study this physics is given by the Falikov-Kimball (FK) model, which describes itinerant fermions interacting with a classical Ising background field. Despite the translational invariance of the model, inhomogeneous configurations of the background field give rise to effective disorder physics which lead to a rich phase diagram in two (or more) dimensions with finite temperature charge density wave (CDW) transitions and interaction-tuned Anderson versus Mott localized phases. Here, we propose a generalised FK model in one dimension with long-range interactions which shows a similarly rich phase diagram. We use an exact Markov Chain Monte Carlo method to map the phase diagram and compute the energy resolved localisation properties of the fermions. We compare the behaviour of this transitionally invariant model to an Anderson model of uncorrelated binary disorder about a background CDW field which confirms that the fermionic sector only locallyizes for very large system sizes.

I. INTRODUCTION

The Falikov-Kimball model is one of the simplest models of the correlated electron problem. It captures the essence of the interaction between itinerant and localized electrons, equivalent to a model of hopping fermions coupled to a classical Ising field. It was originally introduced to explain the metal-insulator transition in f-electron systems but in its long history it has been interpreted variously as a model of electrons and ions, binary alloys or of crystal formation [1–4]. Despite its simplicity, the FK model has a rich phase diagram in \( D \geq 2 \) dimensions. For example, it shows an interaction-induced gap opening even at high temperatures, similar to the corresponding Hubbard Model [5]. Moreover, it has been a test-bed for many-body methods, interest took off when an exact DMFT solution in the infinite dimensional case was found [6–9].

The presence of the classical field makes the model amenable to an exact numerical treatment at finite temperature via a sign problem free Markov chain Monte Carlo (MCMC) algorithm [10–15]. The MCMC treatment motivates a view of the classical background field as a disorder potential, which suggests an intimate link to localisation physics. Indeed, thermal fluctuations of the classical sector act as disorder potentials drawn from a thermal distribution and the emergence of disorder in a translationally invariant Hamiltonian links the FK model to recent interest in disorder-free localisation [16–18].

Dimensionality is crucial for the physics of both localisation and finite temperature phase transitions (FTPTs). In 1D, disorder generally dominates, even the weakest disorder exponentially localises all single particle eigenstates. Only longer-range correlations of the disorder potential can potentially induce delocalization [19–21]. Thermodynamically, short-range interactions cannot overcome thermal defects in 1D which prevents ordered phases at nonzero temperature [22–25]. However, the absence of an FTPT in the short ranged FK chain is far from obvious because the Ruderman-Kittel-Kasuya-Yosida (RKKY) interaction mediated by the fermions [26–29] decays as \( r^{-1} \) in 1D [30]. This could in principle induce the necessary long-range interactions for the classical Ising background [31, 32]. However, Kennedy and Lieb established rigorously that at half-filling a CDW phase only exists at \( T = 0 \) for the 1D FK model [33].

Here, we construct a generalised one-dimensional FK model with long-range interactions which induces the otherwise forbidden CDW phase at non-zero temperature. We find a rich phase diagram with a CDW FTPT and interaction-tuned Anderson versus Mott localized phases similar to the 2D FK model [12]. We explore the localization properties of the fermionic sector and find that the localisation lengths vary dramatically across the phases and for different energies. Although moderate system sizes indicate the coexistence of localized and delocalized states within the CDW phase, we find quantitatively similar behaviour in a model of uncorrelated binary disorder on a CDW background. For large system sizes, i.e. for our 1D disorder model we can treat linear sizes of several thousand sites, we find that all states are eventually localized with a localization length which diverges towards zero temperature.

II. THE LONG-RANGED FALIKOV-KIMBALL MODEL

We interpret the FK model as a model of spinless fermions, \( c_i^\dagger \), hopping on a 1D lattice against a classical Ising spin background, \( S_i \in \pm \frac{1}{2} \). The fermions cou-
at zero temperature in the short ranged 1D model [33]. To study the CDW phase at finite temperature in 1D, we add an additional coupling that is both long-ranged and staggered by a factor $(-1)^{|i-j|}$. The additional coupling stabilises the Antiferromagnetic (AFM) order of the Ising spins which promotes the finite temperature CDW phase of the fermionic sector.

Taking the limit $U = 0$ decouples the spins from the fermions, which gives a spin sector governed by a classical Long-Range Ising (LRI) model. Note, the transformation of the spins $S_i \rightarrow (-1)^i S_i$ maps the AFM model to the FM one. We recall that Peierls’ classic argument can be extended to show that, for the 1D LRI model, a power law decay of $\alpha < 2$ is required for a FTPT as the energy of defect domain then scales with the system size and can overcome the entropic contribution. A renormalisation group analysis supports this finding and shows that the critical exponents are only universal for $\alpha \leq 3/2$ [31, 34, 35]. In the following, we choose $\alpha = 5/4$ to avoid this additional complexity.

To improve the scaling of finite size effects, we make the replacement $|i-j|^{-\alpha} \rightarrow f(|i-j|)$, in both $J_{ij}$ and $\kappa$, where $f(x) = \frac{x}{\pi} \sin \frac{\pi x}{2}$, which is smooth across the circular boundary [36]. We only consider even system sizes given that odd system sizes are not commensurate with a CDW state.

III. THE PHASE DIAGRAM

Figs. [1a] and [1b] show the phase diagram for constant $U = 5$ and constant $J = 5$, respectively. We determined the transition temperatures from the crossings of the Binder cumulants $B_4 = \langle m^4 \rangle / \langle m^2 \rangle^2$ [37]. For a representative set of parameters, Fig. [1c] shows the order parameter $\langle m \rangle^2$. Fig. [1d] shows the Binder cumulants, both as functions of system size and temperature. The crossings confirm that the system has a FTPT and that the ordered phase is not a finite size effect.

The CDW transition temperature is largely independent from the strength of the interaction $U$. This demonstrates that the phase transition is driven by the long-range term $J$ with little effect from the coupling to the fermions $U$. The physics of the spin sector in our long-range FK model mimics that of the LRI model and is not significantly altered by the presence of the fermions, which shows that the long range tail expected from a basic fermion mediated RKKY interaction between the Ising spins is absent.

Our main interest concerns the additional structure of the fermionic sector in the high temperature phase. Following Ref. [12], we can distinguish between the Mott and Anderson insulating phases. The former is characterised by a gapped density of states (DOS) in the absence of a CDW. Thus, the opening of a gap for large $U$ is distinct from the gap-opening induced by the translational symmetry breaking in the CDW state below $T_c$, see also

FIG. 1. Phase diagrams of the long-range 1D FK model. (a) The TJ plane at $U = 5$: the CDW ordered phase is separated from a disordered Mott insulating (MI) phase by a critical temperature $T_c$, linear in $J$. (b) The TU plane at $J = 5$: the disordered phase is split into two: at large/small $U$ there’s a MI/Anderson phase characterised by the presence/absence of a gap at $E = 0$ in the single particle energy spectrum. $U_c$ is independent of temperature. (c) The order parameter $\langle m^2 \rangle$ describing the onset of the CDW phase of the long-range 1D FK model at low temperature with staggered magnetisation $m = N^{-1} \sum_i (-1)^i n_i$. (d) The crossing of the Binder cumulant, $B_4 = \langle m^4 \rangle / \langle m^2 \rangle^2$, with system size provides a diagnostic that the phase transition is not a finite size effect, it’s used to estimate the critical lines shown in (a) and (b). All plots use system sizes $N = [10, 20, 30, 50, 70, 110, 160, 250]$ and parameter values $U = 5, J = 5, \alpha = 1.25$ except where explicitly varied.
of balance conditions for which there are many solutions [41]. Here, we incorporate a modification to the standard Metropolis-Hastings algorithm [42] gleaned from Krauth [43]. Let us first recall the standard algorithm which decomposes the transition probability into $T(a \rightarrow b) = \mathcal{P}(a \rightarrow b) \mathcal{A}(a \rightarrow b)$. Here, $\mathcal{P}$ is the proposal distribution that we can directly sample from while $\mathcal{A}$ is the acceptance probability. The standard Metropolis-Hastings choice is

$$\mathcal{A}(a \rightarrow b) = \min \left(1, \frac{\mathcal{P}(b \rightarrow a)}{\mathcal{P}(a \rightarrow b)} e^{-\beta \Delta E} \right),$$

with $\Delta E = E_b - E_a$. The walk then proceeds by sampling a state $b$ from $\mathcal{P}$ and moving to $b$ with probability $\mathcal{A}(a \rightarrow b)$. The latter operation is typically implemented by performing a transition if a uniform random sample from the unit interval is less than $\mathcal{A}(a \rightarrow b)$ and otherwise repeating the current state as the next step in the random walk. The proposal distribution is often symmetric so does not appear in $\mathcal{A}$. Here, we flip a small number of sites in $b$ at random to generate proposals, which is indeed symmetric.

In our computations [44] we employ a modification of the algorithm which is based on the observation that the free energy of the FK system is composed of a classical part which is much quicker to compute than the quantum part. Hence, we can obtain a computational speedup by first considering the value of the classical energy difference $\Delta H_c$ and rejecting the transition if the former is too high. We only compute the quantum energy difference $\Delta F_c$ if the transition is accepted. We then perform a second rejection sampling step based upon it. This corresponds to two nested comparisons with the majority of the work only occurring if the first test passes and has the acceptance function

$$\mathcal{A}(a \rightarrow b) = \min \left(1, e^{-\beta \Delta H_c} \right) \min \left(1, e^{-\beta \Delta F_c} \right).$$

See Appendix A for a proof that this satisfies the detailed balance condition.

For the model parameters used in Fig. 2, we find that with our new scheme the matrix diagonalisation is skipped around 30% of the time at $T = 2.5$ and up to 80% at $T = 1.5$. We observe that for $N = 50$, the matrix diagonalisation, if it occurs, occupies around 60% of the total computation time for a single step. This rises to 90% at $N = 300$ and further increases for larger $N$. We therefore get the greatest speedup for large system sizes at low temperature where many prospective transitions are rejected at the classical stage and the matrix computation takes up the greatest fraction of the total computation time. The upshot is that we find a speedup of up to a factor of 10 at the cost of very little extra algorithmic complexity.

Our two-step method should be distinguished from the more common method for speeding up MCMC which is to add asymmetry to the proposal distribution to make it as similar as possible to $\min (1, e^{-\beta \Delta F})$. This reduces...
the number of rejected states, which brings the algorithm closer in efficiency to a direct sampling method. However it comes at the expense of requiring a way to directly sample from this complex distribution, a problem which MCMC was employed to solve in the first place. For example, recent work trains restricted Boltzmann machines (RBMs) to generate samples for the proposal distribution of the FK model [45]. The RBMs are chosen as a parametrisation of the proposal distribution that can be efficiently sampled from while offering sufficient flexibility that they can be adjusted to match the target distribution. Our proposed method is considerably simpler and does not require training while still reaping some of the benefits of reduced computation.

V. LOCALISATION PROPERTIES

The MCMC formulation suggests viewing the spin configurations as a form of annealed binary disorder whose probability distribution is given by the Boltzmann weight $e^{-\beta H_S[S] - \beta F_S[S]}$. This makes apparent the link to the study of disordered systems and Anderson localisation. While these systems are typically studied by defining the probability distribution for the quenched disorder potential externally, here we have a translation invariant system with disorder as a natural consequence of the Ising background field conserved under the dynamics.

In the limits of zero and infinite temperature, our model becomes a simple tight-binding model for the fermions. At zero temperature, the spin background is in one of the two translation invariant AFM ground states with two gapped fermionic CDW bands at energies

$$E_\pm = \pm \sqrt{\frac{1}{4} U^2 + 2t^2(1 + \cos ka)^2}. \quad (10)$$

At infinite temperature, all the spin configurations become equally likely and the fermionic model reduces to one of binary uncorrelated disorder in which all eigenstates are Anderson localised [24]. An Anderson localised state centered around $r_0$ has magnitude that drops exponentially over some localisation length $\xi$ i.e $|\psi(r)|^2 \sim \exp(-|r - r_0|/\xi)$. Calculating $\xi$ directly is numerically demanding. Therefore, we determine if a given state is localised via the energy-resolved Inverse Participation Ratio (IPR) and the DOS defined as

$$\text{DOS}(\vec{S}, \omega) = N^{-1} \sum_i \delta(\epsilon_i - \omega)$$

$$\text{IPR}(\vec{S}, \omega) = N^{-1} \text{DOS}(\vec{S}, \omega)^{-1} \sum_i \sum_j \delta(\epsilon_i - \omega) \psi_{i,j}^4 \quad (12)$$

where $\epsilon_i$ and $\psi_{i,j}$ are the $i$th eigenenergy level and $j$th element of the corresponding eigenfunction, both dependent on the background spin configuration $\vec{S}$.

The scaling of the IPR with system size

$$\text{IPR} \propto N^{-\tau} \quad (13)$$

depends on the localisation properties of states at that energy. For delocalised states, e.g. Bloch waves, $\tau$ is the physical dimension. For fully localised states $\tau$ goes to zero in the thermodynamic limit. However, for special types of disorder such as binary disorder, the localisation lengths can be large comparable to the system size at hand, which can make it difficult to extract the correct scaling. An additional complication arises from the fact that the scaling exponent could display intermediate behaviours for correlated disorder and in the vicinity of a localisation-delocalisation transition [25, 46]. The thermal defects of the CDW phase lead to a binary disorder potential with a finite correlation length, which in principle could result in delocalized eigenstates.

The key question for our system is then: How is the $T = 0$ CDW phase with fully delocalized fermionic states connected to the fully localized phase at high temperatures?

Fig. 2 shows the DOS and $\tau$ for the scaling exponent of IPR($\omega$) against system size $N$. The left column shows the Anderson phase $U = 2$ at high $T = 2.5$ and the CDW phase at low $T = 1.5$ temperature. IPRs are evaluated for one of the in-gap states $\omega_0/U = 0.057$ and the center of the band $\omega_1 U = 0.81$. The right column shows instead the Mott and CDW phases at $U = 5$ with $\omega_0/U = 0.24$ and $\omega_1/U = 0.571$. For all the plots $J = 5$, $\alpha = 1.25$ and the fits for $\tau$ use system sizes greater than 60. The measured $\tau_0, \tau_1$ for each figure are: (a) $0.06 \pm 0.01, 0.02 \pm 0.01$ (b) $0.04 \pm 0.02, 0.00 \pm 0.01$ (c) $0.05 \pm 0.03, 0.30 \pm 0.03$ (d) $0.06 \pm 0.04, 0.15 \pm 0.05$ We show later that the apparent scaling of the IPR with system size can be explained by the changing defect density with system size rather than due to delocalisation of the states.
parameters covering all three phases. The DOS is symmetric about 0 because of the particle hole symmetry of the model. At high temperatures, all of the eigenstates are localised in both the Mott and Anderson phases (with \( \tau \leq 0.07 \) for our system sizes). We also checked that the states are localised by direct inspection. Note that there are in-gap states for instance at \( \omega_0 \), below the upper band which are localized and smoothly connected across the phase transition.

In the CDW phases at \( U = 2 \) and \( U = 5 \), we find for the states within the gapped CDW bands, e.g. at \( \omega_1 \), scaling exponents \( \tau = 0.30 \pm 0.03 \) and \( \tau = 0.15 \pm 0.05 \), respectively. This surprising finding suggests that the CDW bands are partially delocalised with multi-fractal behaviour of the wavefunctions [46]. This phenomenon would be unexpected in a 1D model as they generally do not support delocalisation in the presence of disorder except as the result of correlations in the emergent disorder potential [23, 47]. However, we later show by comparison to an uncorrelated Anderson model that these nonzero exponents are a finite size effect and the states are localised with a finite \( \xi \) similar to the system size. As a result, the IPR does not scale correctly until the system size has grown much larger than \( \xi \). Fig. [4] shows that the scaling of the IPR in the CDW phase does flatten out eventually.

Next, we use the DOS and the scaling exponent \( \tau \) to explore the localisation properties over the energy-temperature plane in Fig. 3. Gapped areas are shown in white, which highlights the distinction between the gapped Mott phase and the ungapped Anderson phase. In-gap states appear just below the critical point, smoothly filling the bandgap in the Anderson phase and forming islands in the Mott phase. As in the finite [48] and infinite dimensional [49] cases, the in-gap states merge and are pushed to lower energy for decreasing \( U \) as the \( T = 0 \) CDW gap closes. Intuitively, the presence of in-gap states can be understood as a result of domain wall fluctuations away from the AFM ordered background. These domain walls act as local potentials for impurity-like bound states [48].

In order to understand the localization properties we can compare the behaviour of our model with that of a simpler Anderson disorder model (DM) in which the spins are replaced by a CDW background with uncorrelated binary defect potentials, see Appendix B. Fig. [4] compares the FK model to the disorder model at different
system sizes, matching the defect densities of the disorder model to the FK model at $N = 270$ above and below the CDW transition. We find very good, even quantitative, agreement between the FK and disorder models, which suggests that correlations in the spin sector do not play a significant role. As we can sample directly from the disorder model, rather than through MCMC, the samples are uncorrelated. Hence we can evaluate much larger system sizes with the disorder model which enables us to pin down the correct localisation effects. In particular, what appear to be delocalized states for small system sizes eventually turn out to be states with large localization length. The localization length diverges towards the ordered zero temperature CDW state. Overall, we see that the interplay of interactions, here manifest as a peculiar binary potential, and localisation can be very intricate and the added advantage of our 1D model is that we can explore very large system sizes for a complete understanding.

VI. DISCUSSION & CONCLUSION

The FK model is one of the simplest non-trivial models of interacting fermions. We studied its thermodynamic and localisation properties brought down in dimensionality to 1D by adding a novel long-ranged coupling designed to stabilise the CDW phase present in dimension two and above. Our hybrid MCMC approach elucidates a disorder-free localization mechanism within our translationally invariant system. Further, we demonstrate a significant speedup over the naive method. We show that our long-range FK in 1D retains much of the rich phase diagram of its higher dimensional cousins. Careful scaling analysis indicates that all the single particle eigenstates eventually localise at nonzero temperature albeit only for very large system sizes of several thousand.

Our work raises a number of interesting questions for future research. A straightforward but numerically challenging problem is to pin down the model’s behaviour closer to the critical point where correlations in the spin sector would become significant. Would this modify the localisation behaviour? Similar to other soluble models of disorder-free localisation, we expect intriguing out-of-equilibrium physics, for example slow entanglement dynamics akin to more generic interacting systems [50]. In a broader context, we envisage that long-range interactions can also be used to gain a deeper understanding of the temperature evolution of topological phases. One example would be a long-ranged FK version of the celebrated Su-Schrieffer-Heeger model where one could explore the interplay of topological bound states and thermal domain wall defects. Finally, the rich physics of our model should be realizable in systems with long-range interactions, such as trapped ion quantum simulators, where one can also explore the fully interacting regime with a dynamical background field.
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APPENDIX A: DETAILED BALANCE

Given a MCMC algorithm with target distribution $\pi(a)$ and transition function $T$ the detailed balance condition is sufficient (along with some technical constraints [40]) to guarantee that in the long time limit the algorithm produces samples from $\pi$.

$$\pi(a)T(a \to b) = \pi(b)T(b \to a) \quad (A1)$$

In pseudo-code, our two step method corresponds to two nested comparisons with the majority of the work only occurring if the first test passes:

```python
current_state = initial_state
for i in range(N_steps):
    new_state = proposal(current_state)
    c_dE = classical_energy_change(current_state, new_state)
    if uniform(0,1) < exp(-beta * c_dE):
        q_dF = quantum_free_energy_change(current_state, new_state)
        if uniform(0,1) < exp(- beta * q_dF):
            current_state = new_state
            states[i] = current_state
```

Defining $r_c = e^{-\beta H_c}$ and $r_q = e^{-\beta F_q}$ our target distribution is $\pi(a) = r_cr_q$. This method has $T(a \to b) = q(a \to b), A(a \to b)$ with symmetric $p(a \to b) = P(b \to a)$ and $A = \min(1, r_c) \min(1, r_q)$.

Substituting this into the detailed balance equation gives:

$$T(a \to b)/T(b \to a) = \pi(b)/\pi(a) = r_cr_q \quad (A2)$$

Taking the LHS and substituting in our transition function:

$$T(a \to b)/T(b \to a) = \frac{\min(1, r_c) \min(1, r_q)}{\min(1, 1/r_c) \min(1, 1/r_q)} \quad (A3)$$

which simplifies to $r_cr_q$ as $\min(1, r)/\min(1, 1/r) = r$ for $r > 0$.  

APPENDIX A: DETAILED BALANCE
APPENDIX B: UNCORRELATED DISORDER MODEL

The disorder model referred to in the main text is defined by replacing the spin degree of freedom in the FK model $S_i = \pm \frac{1}{2}$ with a disorder potential $d_i = \pm \frac{1}{2}$ controlled by a defect density $\rho$ such that $d_i = -\frac{1}{2}$ with probability $\rho/2$ and $d_i = \frac{1}{2}$ otherwise. $\rho/2$ is used rather than $\rho$ so that the disorder potential takes on the zero temperature CDW ground state at $\rho = 0$ and becomes a random choice over spin states at $\rho = 1$ i.e the infinite temperature limit.

$$H_{DM} = U \sum_i (-1)^i d_i \left( c_i^\dagger c_i - \frac{1}{2} \right)$$

\[(B1)\]

\[\]