AN EFFICIENT FV-BASED VIRTUAL BOUNDARY METHOD FOR THE SIMULATION OF FLUID-SOLID INTERACTION
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Abstract. In this work, the Immersed Boundary Method (IBM) with feedback forcing introduced by \cite{6} and often referred in the literature as the Virtual Boundary Method (VBM), is addressed. The VBM has been extensively applied both within a Spectral and a Finite Difference (FD) framework. Here, we propose to combine the VBM with a computationally efficient Finite Volume (FV) method. We will show that for similar computational configurations, FV and FD methods provide significantly different results. Furthermore, we propose to modify the standard feedback forcing scheme, based on a Proportional-Integral (PI) controller, with the introduction of a derivative action, in order to obtain a Proportional-Integral-Derivative (PID) controller. The stability analysis for the Backward Differentiation Formula of order 1 (BDF1) time scheme is modified accordingly, and extended to the Backward Differentiation Formula of order 2 (BDF2) time scheme. We will show that, for the BDF2 time scheme, the derivative action allows to improve the stability characteristics of the system. Our approach is validated against numerical data available in the literature for a stationary/rigidly moving 2D circular cylinder in several configurations. Finally, a Fluid-Structure Interaction (FSI) benchmark, related to the frequency response of a cantilever beam coupled with a fluid, is presented: we numerically demonstrate that the introduction of the derivative action plays an important role in order to properly detect the fluid-structure interaction coupling.

1. Introduction

In the scientific literature we may find works related with the Immersed Boundary Methods (IBM) \cite{25,20} since early 1970’s. Many researchers have progressively expanded their attention to these methods for their ability to simulate moving or deforming bodies characterized by complex surface geometries embedded in a fluid region. The main feature that makes IBM an useful and versatile technique is related to the fact that the Navier-Stokes equations are discretized over an orthogonal Cartesian grid and the effect of the no-slip boundary condition at the physical surface of the immersed body is obtained by introducing an additional body force term in the momentum equation.

The first IBM has been introduced by \cite{30,31,32} in order to perform numerical analyses for cardiovascular flows. The fluid flow is described by Eulerian variables defined on a fixed Cartesian mesh; on the other hand, the immersed boundary motion is described in a moving Lagrangian grid. In order to transfer variables between Eulerian and Lagrangian domains, a proper approximation of the Dirac delta function is used. Later, several authors have introduced modifications and extensions of the original method. Depending on whether the force is applied onto the continuous or discretized Navier-Stokes equations, these methods can be categorized into a continuous forcing approach and a discrete forcing approach, respectively \cite{26}. The continuous forcing approach, in applied to the original Peskin method, includes also the Virtual Boundary Method (VBM) introduced by \cite{6}. Since the present work deals with the VBM, we focus on the literature review of this method.

\cite{6,7,8} developed and validated the VBM within a Spectral framework. Such works employ theory of control methodologies to impose that, in correspondence with the body location, the fluid velocity is coinciding with that of the solid. In particular, the method discussed employs a feedback forcing scheme, based on a Proportional-Integral (PI) controller, to enforce the no-slip condition at boundaries immersed in the fluid domain. Two free (negative) gains, one related to the proportional action and the other one related to the integral action, are used in the standard formulation of the virtual forcing. In these works, highly accurate spectral interpolation of the velocities from the grid points to the virtual boundary points was implemented whilst linear interpolation was used to distribute the effect of the forcing term to the nearby grid points. Examples including 2D flow past a cylinder, 3D turbulent channel and turbulent flow over riblets are presented. \cite{37,38} formulated an
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improved version of the method. The fluid velocities were here interpolated to the virtual boundary points by means of bilinear interpolation. On the other hand, the effect of the virtual boundary force was extrapolated back to the grid points by area-weighted averages. The method was coupled with high-order Finite Difference (FD) schemes so as to suppress the numerical oscillations caused by the forcing observed in the Chebyshev Spectral method used in [6,7]. The method was used to simulate stationary, rotating, and oscillating cylinders in uniform flow as well as the transition process in a flat plate boundary layer. In these works [6,7,37,38], it was highlighted that the VBM is affected by very strict time-step restrictions since the amplitude of the feedback forcing needs to be large for accurately enforcing the boundary conditions, resulting in an extremely stiff system. [6] performed the stability analysis when the forcing term is computed explicitly for a second-order Adams-Bashfort scheme. Very small Courant-Friedrichs-Lewy (CFL) numbers (of order $10^{-4}$) were reported in various cases, making the method unattractive. A partial and preliminary improvement of the stability limit was obtained by [3] when the proportional action in the feedback forcing scheme is computed implicitly in time ($CFL \approx 10^{-1}$). Further improvements were provided by [22] that extended the stability analysis performed by [6] to the Backward Euler scheme (BDF1), third-order Adams-Bashfort schemes, and second-order and third-order Runge-Kutta schemes. Analytical predictions for the stability limits as functions of the forcing gains were provided and validated by using a Spectral method against three cases: 3D turbulent flow caused by a surface-mounted box, the flow around an impulsively starting cylinder, and the rough-wall turbulent boundary layer flow. It was shown that when the third-order Runge-Kutta scheme is adopted the VBM performs properly with $CFL \approx 1$. [39] coupled the Peskin’s regularized delta function approach with the VBM in order to relax the stability limits, i.e. to achieve large CFL numbers, and to improve the transfer process between Eulerian and Lagrangian domains. The stability analysis process performed by [22] was significantly simplified and precise stability limits related to the BDF1 scheme for 2-point, 3-point, 4-point and 6-point regularized delta functions were provided. The method was implemented in a Finite-Difference context and applied to the 2D flow past stationary and oscillating cylinders. [4,13] showed that from a physical viewpoint the forcing scheme can be interpreted as a simple damped oscillator where the stiffness and the damping are related to the integral and proportional actions, respectively. Within this framework, [25] rigorously investigated the behaviour of the VBM as a second-order damped control system. The natural frequency and the damping coefficient are introduced as driving parameters of the method in the place of the usual gain coefficients. Reliable insights related to the role of each parameter as well as to the time-step optimisation were provided by considering simulations of flows involving sharp edges. It should be highlighted that the stability of the method depends not only on the values of free constants but also on the flow geometry [4,22,13,25]. Thus, at the current state, no general rule to select the optimum values of the forcing gains is provided. We also report the contribution of [23] that used the “area-weighted” VBM [37] within a Finite-Volume framework: simulations related to 2D flow past a cylinder in several different configurations were provided. In conclusion, we mention contributions focused on special cases of the VBM obtained using only one of the two controller actions: see, e.g., [21] (proportional controller) and [18] (integrating controller).

As discussed above, the VBM demonstrated to be efficient to simulate the presence of fixed or moving solid bodies immersed in a fluid domain. Moreover, the VBM has been successfully used within a Fluid-Structure Interaction (FSI) framework. See, e.g., [12,40,42,33,41,44,11] for examples. Recently [28] investigated the coupling between fluid-flexible body interactions and heat transfer by opening the door towards new multiphysics scenarios. In all these works, FD methods are used for the numerical discretization of both flow and structural governing equations.

As showed by the literature review, the VBM has been extensively investigated within a Finite Difference framework as well as a Spectral framework, although obviously other space approximations are possible. Here, we focus on Finite Volume (FV) methods, which have been used within discrete forcing approach IBMs [2,16]. To best of our knowledge, except for [25], the application of the VBM in a FV framework has been unexplored. Moreover, we observe that in [22] some relevant computational parameters, such as time step size, CFL, number of Lagrangian points, error estimation and sensitivity analysis respect to the gain coefficients, are missing. In this manuscript, we intend to fill this gap by proposing an exhaustive analysis of the features of the VBM within a FV framework. We will show that for similar computational configurations (mesh refinement, time step size, time discretization scheme, gain coefficients, number of Lagrangian points) FV and FD methods provide significantly different results. Also, we propose to modify the classic feedback forcing scheme by introducing a derivative action in order to obtain a Proportional-Integral-Derivative (PID) controller as contemplated in [6]. In order to highlight the role played by the derivative action, the stability analysis originally performed by [39] for the BDF1 time scheme will be extended. Next, we will consider also the BDF2 time scheme that, to the best of our knowledge, has not been explored within the VBM framework. We will show that when the BDF1 scheme is used the derivative action deteriorates the stability characteristics of the system. On the contrary,
when the BDF2 scheme is used, the derivative action improves the stability characteristics of the system and, in particular, allows to obtain a stability region wider than the widest one related to the BDF1 scheme, that is obtained with the usual PI controller. Our approach is validated against numerical data available in the literature for a stationary/moving 2D circular cylinder in several configurations. Finally, we will present a FSI benchmark, related to the frequency response of a cantilever beam coupled with a surrounding fluid, where the introduction of the derivative action plays a crucial role in order to obtain reliable results.

All the computational results presented in this article have been performed with OpenFOAM\textsuperscript{®} \cite{openfoam}, an open source finite volume C++ library widely used by commercial and academic organizations. See \cite{klaassen2009interfacing, klaassen2008improved} for IBM techniques implemented in OpenFOAM\textsuperscript{®}. The FSI benchmark has been implemented by coupling OpenFOAM\textsuperscript{®} with an open source finite element C++ library, deal.ii \cite{dealii}, within a partitioned approach framework. An important outcome of this work is that all the used for the preparation of this work are incorporated in open-source libraries\cite{dealii} and therefore are readily available to the scientific community.

This work is organized as follows. In Sec. 2, we introduce the continuous formulation of the VBM. In Sec. 3, we detail our strategy for space discretization, which combines the VBM with a Finite Volume method. The stability analysis is reported in Sec. 4, while numerical results are presented in Sec. 5. Finally, conclusions and perspectives are drawn in Sec. 6.

2. Problem definition

2.1. The Navier-Stokes equations. We consider the motion of an incompressible viscous fluid in a time-independent domain $\Omega$ over a time interval of interest $(t_0, T)$. The flow is described by the incompressible Navier-Stokes equations:

\begin{align}
\rho \hat{\partial}_t u + \rho \nabla \cdot (u \otimes u) - \nabla \cdot \sigma &= f \quad \text{in } \Omega \times (t_0, T), \\
\nabla \cdot u &= 0 \quad \text{in } \Omega \times (t_0, T),
\end{align}

complemented by the boundary conditions

\begin{align}
\quad u &= u_D \quad \text{on } \partial \Omega_D \times (t_0, T), \\
\quad \sigma \cdot n &= g \quad \text{on } \partial \Omega_N \times (t_0, T),
\end{align}

and the initial data $u = u_0$ in $\Omega \times \{t_0\}$. Here $\partial \Omega_D \cup \partial \Omega_N = \partial \Omega$ and $\partial \Omega_D \cap \partial \Omega_N = \emptyset$. In addition $\rho$ is the fluid density, $u$ is the fluid velocity, $\hat{\partial}_t$ denotes the time derivative, $\sigma$ is the Cauchy stress tensor, $f$ is the momentum forcing applied to enforce the no-slip boundary condition along the immersed boundary, $u_D$, $g$ and $u_0$ are given. Equation (1) represents the conservation of the linear momentum, while eq. (2) represents the conservation of the mass. For Newtonian fluids $\sigma$ can be written as

$$\sigma(u, p) = -pI + \mu(\nabla u + \nabla u^T),$$

where $p$ is the pressure and $\mu$ is the constant dynamic viscosity. Notice that by plugging (5) into eq. (1) this can be rewritten as

$$\rho \hat{\partial}_t u + \rho \nabla \cdot (u \otimes u) - 2\mu \Delta u + \nabla p = f \quad \text{in } \Omega \times (t_0, T).$$

We define the Reynolds number as

$$\text{Re} = \frac{U_r L_r}{\nu},$$

where $\nu = \mu/\rho$ is the kinematic viscosity of the fluid, and $U_r$ and $L_r$ are characteristic macroscopic velocity and length, respectively.

2.2. The feedback forcing scheme. The interaction force between the fluid and the immersed boundary in the Lagrangian reference frame can be calculated by the feedback law \cite{checchi2014immersed}:

$$F(s, t) = \alpha \int_0^t (u_{ib}(s, \tau) - u_b(s, \tau)) d\tau + \beta (u_{ib}(s, t) - u_b(s, t)).$$
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where $s$ is the curvilinear abscissa, $\alpha$ and $\beta$ are large negative free constants, $\mathbf{u}_{ib}$ is the flow velocity obtained by the interpolation at the immersed boundary, and $\mathbf{u}_b$ is the velocity of the immersed boundary. The transfer of variables between Eulerian and Lagrangian domains is obtained by the Dirac delta function $\delta$:

$$
\mathbf{u}_{ib}(s,t) = \int_\Omega \mathbf{u}(x,t) \delta(r(s,t) - x) \, dx,
$$

where $r(s,t)$ is the virtual boundary position and $x$ are the locations of the nearby fluid grid points. The equation (8) provides a Proportional-Integral (PI) feedback control of the velocity near the immersed boundary (14). Also, it acts as a spring with damping, where the spring is represented by the integral control term (i.e., $\alpha$ is the stiffness), and the damping is represented by the proportional control term (i.e., $\beta$ is the damping coefficient) [4, 13, 25]. Note that, to the best of our knowledge, all the works available in the literature focus on the feedback law [6] without a derivative action, although the idea to consider other control terms is contemplated in [6]. In this work, we introduce this further contribution in order to obtain a Proportional-Integral-Derivative (PID) controller,

$$
F = \alpha \int_0^t (\mathbf{u}_{ib} - \mathbf{u}_b) \, dr + \beta (\mathbf{u}_{ib} - \mathbf{u}_b) + \gamma (\mathbf{u}_{ib} - \mathbf{u}_b).
$$

We observe that $\gamma$ can be interpreted as a coefficient that modifies the mass and inertia characteristics of the system. We will show that the derivative action strongly affects stability limits in the forcing parameters space (see Sec. 4) and plays an important part in FSI problems (see Sec. 5.5).

3. Numerical discretization

3.1. Space discretization of Navier-Stokes equations: the Finite Volume approximation. In this section we briefly discuss the space discretization of problems (6)-(2). We adopt the Finite Volume (FV) approximation that is derived directly from the integral form of the governing equations. We have chosen to implement the VBM within the finite volume C++ library OpenFOAM® [17]. We partition the computational domain $\Omega$ into cells or control volumes $\Omega_i$, with $i = 1, \ldots, N_c$, where $N_c$ is the total number of cells in the mesh. Let $\mathbf{A}_j$ be the surface vector of each face of the control volume.

The integral form of eq. (6) for each volume $\Omega_i$ is given by:

$$
\rho \int_{\Omega_i} \frac{\partial \mathbf{u}}{\partial t} \, d\Omega + \rho \int_{\Gamma_i} \nabla \cdot (\mathbf{u} \otimes \mathbf{u}) \, d\Omega - 2\mu \int_{\Gamma_i} \nabla \mathbf{u} \cdot d\Omega + \int_{\Gamma_i} \mathbf{p} d\Omega = \int_{\Gamma_i} \mathbf{f} d\Omega.
$$

By applying the Gauss-divergence theorem, eq. (11) becomes:

$$
\rho \int_{\Omega_i} \frac{\partial \mathbf{u}}{\partial t} \, d\Omega + \rho \int_{\Gamma_i} (\mathbf{u} \otimes \mathbf{u}) \cdot d\mathbf{A} - 2\mu \int_{\Gamma_i} \nabla \mathbf{u} \cdot d\mathbf{A} + \int_{\Gamma_i} \mathbf{p} d\mathbf{A} = \int_{\Gamma_i} \mathbf{f} d\Omega.
$$

Each term in eq. (12) is approximated as follows:

- **Gradient term:**

$$
\int_{\Gamma_i} \mathbf{p} d\mathbf{A} = \sum_j p_j \mathbf{A}_j,
$$

where $p_j$ is the value of the pressure relative to centroid of the $j^{th}$ face. The face center pressure values $p_j$ are obtained from the cell center values by means of a linear interpolation scheme.

- **Convective term:**

$$
\int_{\Gamma_i} (\mathbf{u} \otimes \mathbf{u}) \cdot d\mathbf{A} \approx \sum_j (\mathbf{u}_j \otimes \mathbf{u}_j) \cdot \mathbf{A}_j = \sum_j \varphi_j \mathbf{u}_j, \quad \varphi_j = \mathbf{u}_j \cdot \mathbf{A}_j,
$$

where $\mathbf{u}_j$ is the fluid velocity relative to the centroid of each control volume face. In (14), $\varphi_j$ is the convective flux associated to $\mathbf{u}$ through face $j$ of the control volume. The convective flux at the cell faces is obtained by a linear interpolation of the values from the adjacent cells. Also $\mathbf{u}$ needs to be approximated at cell face $j$ in order to get the face value $\mathbf{u}_j$. Different interpolation methods can be applied: central, upwind, second order upwind and blended differencing schemes [15]. In this work, we make use of a second order upwind scheme.
- **Diffusion term:**

\[
\int_{\Omega_i} \nabla \mathbf{u} \cdot dA \approx \sum_j (\nabla \mathbf{u})_j \cdot A_j,
\]

where \((\nabla \mathbf{u})_j\) is the gradient of \(\mathbf{u}\) at face \(j\). We are going to briefly explain how \((\nabla \mathbf{u})_j\) is approximated with second order accuracy on structured, orthogonal meshes, that are used in this work. Let \(P\) and \(Q\) be two neighboring control volumes. The term \((\nabla \mathbf{u})_j\) is evaluated by subtracting the value of velocity at the cell centroid on the \(P\)-side of the face, denoted with \(\mathbf{u}_P\), from the value of velocity at the centroid on the \(Q\)-side, denoted with \(\mathbf{u}_Q\), and dividing by the magnitude of the distance vector \(d_j\) connecting the two cell centroids:

\[
(\nabla \mathbf{u})_j \cdot A_j = \frac{\mathbf{u}_Q - \mathbf{u}_P}{|d_j|} |A_j|.
\]

A partitioned approach has been used to deal with the pressure-velocity coupling. In particular a Poisson equation for pressure has been used. This is obtained by taking the divergence of the momentum equation and exploiting the divergence free constraint:

\[
\Delta p = -\nabla (\mathbf{u} \otimes \mathbf{u}).
\]

The segregated algorithms available in OpenFOAM® are SIMPLE [29] for steady-state problems, and PISO [14] and PIMPLE [27] for transient problems. For this work, we choose the PISO algorithm.

### 3.2 Time discretization

To discretize in time the equation (12), let \(\Delta t \in \mathbb{R}\), \(t^n = t_0 + n\Delta t\), with \(n = 0, \ldots, N_T\) and \(T = t_0 + N_T\Delta t\). Moreover, we denote by \(\mathbf{u}^n\) the approximation of the flow velocity at the time \(t^n\). We adopt Backward Differentiation Formula of order 1 (BDF1) and Backward Differentiation Formula of order 2 (BDF2), see e.g. [35]. Given \(\mathbf{u}^n\), for \(n \geq 0\), we have, respectively,

\[
\partial_t \mathbf{u} \approx \frac{\mathbf{u}^{n+1} - \mathbf{u}^n}{\Delta t},
\]

\[
\partial_t \mathbf{u} \approx \frac{3\mathbf{u}^{n+1} - 4\mathbf{u}^n + \mathbf{u}^{n-1}}{2\Delta t}.
\]

### 3.3 The interaction force

We represent the virtual boundary as a discrete set of \(N_L\) Lagrangian points, \(k\), with \(k = 0, \ldots, N_L\). The fluid-solid interaction force term is integrated over time using an explicit scheme: at the time \(t^n\), we have

\[
F^n_k = \alpha \sum_{l=1}^{n} ((\mathbf{u}_{ib})_k^l - (\mathbf{u}_k)_k^l) \Delta t + \beta((\mathbf{u}_{ib})_k^l - (\mathbf{u}_k)^l) + \gamma((\mathbf{u}_{ib})_k^l - (\mathbf{u}_k)^l)
\]

where \((\mathbf{u}_k)_k^l\) and \((\mathbf{u}_{ib})_k^l\), \((\hat{\mathbf{u}}_k)_k^l\) and \((\hat{\mathbf{u}}_{ib})_k^l\), are computed as follows

\[
(\mathbf{u}_k)_k^l = \frac{r_k^l - r_k^{l-1}}{\Delta t}, \quad (\hat{\mathbf{u}}_k)_k^l = \sum_{x_m \in \tilde{\gamma}} \mathbf{u}_m^l \delta(r_k^l - x_m) \Omega_m,
\]

\[
(\mathbf{u}_{ib})_k^l = \frac{(\mathbf{u}_k)_k^l - (\mathbf{u}_{ib})_k^{l-1}}{\Delta t}, \quad (\hat{\mathbf{u}}_{ib})_k^l = \frac{(\hat{\mathbf{u}}_k)_k^l - (\hat{\mathbf{u}}_{ib})_k^{l-1}}{\Delta t},
\]

\(\tilde{\gamma}\) is the support of the smoothed delta function \(\tilde{\delta}\) defined as

\[
\tilde{\delta}(x) = \frac{1}{\Omega_m} \prod_{\omega=1}^2 \varphi \left( \frac{x_\omega}{h} \right),
\]

\(h\) the uniform mesh size next to the immersed boundary and \(\Omega_m\) is given by

\[
\Omega_m = h^2.
\]
In this work, we use the 4-point regularized delta function [33, 39]:

\[
\varphi(r) = \begin{cases} 
\frac{1}{8} \left( 3 - 2|\dot{r}| + \sqrt{1 + 4|\dot{r}| - 4\dot{r}^2} \right), & \text{if } 0 \leq |r| \leq 1 \\
\frac{1}{8} \left( 5 - 2|\dot{r}| - \sqrt{-7 + 12|\dot{r}| - 4\dot{r}^2} \right), & \text{if } 1 \leq |r| \leq 2 \\
0, & \text{otherwise.}
\end{cases}
\]  

Finally, the interaction force in the Eulerian reference frame is given by

\[
f_m^n = \sum_{k=1}^{N_L} F_k^n \delta(x_m - r_k^n) \Delta V,
\]
where \( \Delta V \) is defined as [39, 45]

\[
\Delta V = h \cdot \Delta s,
\]
and \( \Delta s \) is the uniform distance between two Lagrangian points.

### 4. Stability Analysis

In this section, the stability analysis of the VBM is presented. Concerning the standard formulation of the feedback forcing based on the PI controller, i.e. with \( \gamma = 0 \), precise stability boundaries in the forcing parameters space related to several time schemes were discussed in previous works. In particular, BDF1 [22, 39], second-order and third-order Runge-Kutta schemes [22], second-order and third-order Adams-Bashfort schemes [6, 22]. Here, we are going to analyze the influence of the derivative controller term on the stability features of the BDF1 scheme. Furthermore, we will extend the analysis to the BDF2 time scheme that, to the best of our knowledge, has not been explored within the VBM framework.

Following the approach performed in [39], the maximum magnitude of the Euler forcing can be expressed as:

\[
f_{max}(t) = C_{max} F(t) = C_{max} \left( \alpha \int_0^t (u - u_b) d\tau + \beta (u - u_b) + \gamma (\dot{u} - \dot{u}_b) \right),
\]
where \( C_{max} \) is a coefficient depending on the type of regularized delta function as well as the dimensionality of the problem [39]. For the sake of simplicity, we set \( u_b = \dot{u}_b = 0 \). Since \( \alpha \) and \( \beta \) makes the forcing term much larger than the other terms of the equation [4], we can limit to investigate the stability features of the following equation [39]:

\[
\frac{du}{dt} = C_{max} \left( \alpha \int_0^t u d\tau + \beta u + \gamma \dot{u} \right).
\]

#### 4.1. BDF1 time scheme.

When the BDF1 scheme is adopted for the temporal discretization, we have

\[
u^{n+1} - u^n = \alpha^* \sum_{i=0}^n u^i + \beta^* u^n + \gamma^* (u^n - u^{n-1}),
\]
where \( \alpha^* = C_{max} \alpha \Delta t^2 \), \( \beta^* = C_{max} \beta \Delta t \) and \( \gamma^* = C_{max} \gamma \).

In order to obtain the recurrence formula for the stability analysis, the equation at the previous time step, \( n - 1 \), is subtracted from the equation at the present time step, \( n \), resulting in:

\[
u^{n+1} - 2u^n + u^{n-1} = \alpha^* u^n + \beta^* (u^n - u^{n-1}) + \gamma^* (u^n - 2u^{n-1} + u^{n-2}).
\]

The stability features are related to \( r = u^{i+1}/u^i \), \( i = 0, 1, 2, ..., n \). By recasting the equation (29) in terms of \( r \), we obtain

\[
r^3 - (2 + \alpha^* + \beta^* + \gamma^*)r^2 + (1 + \beta^* + 2\gamma^*)r - \gamma^* = 0.
\]

Notice that, for \( \gamma^* = 0 \), we obtain the characteristic equation reported in [39]:

\[
r^2 - (2 + \alpha^* + \beta^* + \gamma^*)r + 1 + \beta^* = 0.
\]
The stability region, \(|r| \leq 1\), can be found by using the Jury criterion. For \(\gamma^* = 0\), we have \([39]\):

\[
-\alpha^* - 2\beta^* \leq 4.
\]

Now, we are going to investigate the influence of \(\gamma^*\) on the stability region. Since the stability region is too complicated to be expressed in closed form by leaving free all the parameters, \(\alpha^*, \beta^*\) and \(\gamma^*\), we fix the value of \(\gamma^*\) and limit to investigate some specific cases in order to obtain a qualitative trend. Based on the equation \([30]\), necessary condition for the stability is that \(\gamma^* \in [-1, 1]\). We are only interested in investigating negative values. We set \(-\gamma^* = 0.25\), \(-\gamma^* = -0.5\), \(-\gamma^* = 0.75\), and \(-\gamma^* = 1\), by obtaining, respectively,

\[
\begin{cases}
-\alpha^* - 2\beta^* \leq 3, \\
-\alpha^* - 2\beta^* \leq 2, \\
-\alpha^* - 2\beta^* \leq 1, \\
-\alpha^* = -\beta^* = 0.
\end{cases}
\]

Stability regimes \([32]-[33]\) in 2D flow, obtained by set \(C_{\text{max}} = \frac{1}{2} 39\),

\[
\begin{cases}
-\alpha \Delta t^2 - 2\beta \Delta t \leq 8 & \text{for } -\gamma = 0, \\
-\alpha \Delta t^2 - 2\beta \Delta t \leq 6 & \text{for } -\gamma = 0.5, \\
-\alpha \Delta t^2 - 2\beta \Delta t \leq 4 & \text{for } -\gamma = 1, \\
-\alpha \Delta t^2 - 2\beta \Delta t \leq 2 & \text{for } -\gamma = 1.5, \\
-\alpha \Delta t^2 = -\beta \Delta t = 0 & \text{for } -\gamma = 2,
\end{cases}
\]

are displayed in Figure 1a). The flow is stable in the region below the line and unstable above the line. We observe that the widest stability region is obtained for \(\gamma = 0\), its size reduces, i.e. the intercept of the line moves downwards, to increasing of \(-\gamma\) and finally degenerates into the axis origin for \(-\gamma = 2\). On the other hand, the shape of the stability region is not affected by \(\gamma\). In order to validate such theoretical predictions, simulations of transverse oscillations of a circular cylinder in a free-stream (see Sec 5.3) are performed for \(\gamma = 0\) (Figure 2a) and \(-\gamma = 1\) (Figure 3a)). Numerical stable and unstable cases are denoted by circles and crosses, respectively. We observe that the numerical stability regions are wider than analytical ones because the analytical predictions are obtained based on the maximum value of the forcing (eq. 26). This result is in agreement with \([39]\). For \(\gamma = 0\), we observe that the simulation is stable until to the line \(-\alpha \Delta t^2 - 2\beta \Delta t = 11\). On the contrary, in \([39]\), the simulation is stable until to the curve \(-\alpha \Delta t^2 - 2\beta \Delta t = 10\). However, the marginal stability line is expected to change depending on the kind of flow.

In conclusion, we learned that when the BDF1 time scheme is used, the PI controller is to be preferred to the PID controller in order to obtain larger stability regions. Therefore, the derivative action deteriorates the stability features of the system.

### 4.2. BDF2 time scheme

For the BDF2 time scheme, the approximation of the equation \([27]\) yields

\[
3u^{n+1} - 4u^n + u^{n-1} = 2 \left(\alpha^* \sum_{i=0}^{n} u^i + \beta^* u^n + \gamma^* (u^n - u^{n-1})\right).
\]

Notice that for \(-\gamma^* = 0.5\) the solution degenerates into that one obtained for the BDF1 time scheme with \(\gamma^* = 0\) unless a scale factor. The characteristic equation determining \(r\) for this scheme is given by

\[
3r^3 - (7 + 2\alpha^* + 2\beta^* + 2\gamma^*)r^2 + (5 + 2\beta^* + 4\gamma^*)r - (1 + 2\gamma^*) = 0.
\]

For \(\gamma^* = 0\), the stability region \(|r| \leq 1\) is

\[
\begin{cases}
-\alpha^* - 2\beta^* \leq 8, \\
\alpha^* - 2\beta^* \geq 0.
\end{cases}
\]
As we did for the BDF1 scheme, we investigate the influence of \( \gamma^* \) on the stability region. Based on the equation (36), necessary condition for the stability is \( \gamma^* \in [-2, 1] \). We consider only negative values. We set \( \gamma^* = -0.4, \gamma^* = -0.5, \gamma^* = -0.6, \gamma^* = -1, \gamma^* = -1.5, \) and \( \gamma^* = -2 \), by obtaining, respectively,

\[
\begin{align*}
-\alpha^* - 2\beta^* &\leq 6.4, \\
-\alpha^* - 14\beta^* &> 0, \\
-\alpha^* - 2\beta^* &\leq 6, \\
-\alpha^* - 2\beta^* &\leq 5.6, \\
-\alpha^* - 2\beta^* &\leq 4, \\
-\alpha^* - 2\beta^* &< 2, \\
-\alpha^* &= -\beta^* = 0.
\end{align*}
\]

(38)

Stability regimes (37)-(38) in 2D flow, obtained by set \( C_{max} = \frac{1}{2} \). \[39\].

\[
\begin{align*}
-\alpha\Delta t^2 - 2\beta\Delta t &\leq 16 \text{ and } -\alpha\Delta t^2 - 2\beta\Delta t > 0 \quad \text{for } -\gamma = 0, \\
-\alpha\Delta t^2 - 2\beta\Delta t &\leq 12.8 \text{ and } -\alpha\Delta t^2 - 14\beta\Delta t > 0 \quad \text{for } -\gamma = 0.8, \\
-\alpha\Delta t^2 - 2\beta\Delta t &\leq 12 \quad \text{for } -\gamma = 1, \\
-\alpha\Delta t^2 - 2\beta\Delta t &\leq 11.2 \quad \text{for } -\gamma = 1.2, \\
-\alpha\Delta t^2 - 2\beta\Delta t &\leq 8 \quad \text{for } -\gamma = 2, \\
-\alpha\Delta t^2 - 2\beta\Delta t &\leq 4 \quad \text{for } -\gamma = 3, \\
-\alpha\Delta t^2 &= -\beta\Delta t = 0 \quad \text{for } -\gamma = 4.
\end{align*}
\]

(39)

are displayed in Figure 1 b). The flow is stable in the region inside the line(s) and unstable in the region outside the line(s). Unlike the BDF1 time scheme, for the BDF2 time scheme \( \gamma \) affects not only the size of the stability region but also its shape. We observe that for \( \gamma = 0 \) the stability region is limited by a superior line that has the same slope of that obtained for the BDF1 time scheme but greater intercept, and an inferior one that has equal opposite slope with respect to the superior one and null intercept. When \( -\gamma \) is approaching to 1 from the left, we observe that the slope of the inferior line as well as the intercept of the superior one reduce. It is worth to point out that for \( -\gamma < 1 \) it is not possible to choose as forcing gains \( \alpha \neq 0 \) and \( \beta = 0 \) because no portion of the \( -\alpha\Delta t^2 \) axis belongs to the stability region. On the other hand, it is possible to choose values of \( -\alpha\Delta t^2 \) larger than ones related to the BDF1 time scheme by introducing low values of \( -\beta\Delta t \) as well as very larger values of \( -\beta\Delta t \) for medium-low values of \( -\alpha\Delta t^2 \). For \( -\gamma = 1 \), the inferior line coincides with the portion of the \( -\alpha\Delta t^2 \) axis for which \( -\alpha\Delta t^2 \leq 12 \). Then, for \( -\gamma > 1 \), the shape of the stability region becomes the same of that one obtained for the BDF1 time scheme whilst the size is bigger than the biggest one related to the BDF1 time scheme that is obtained for \( \gamma = 0 \). The two regions coincide for \( -\gamma = 2 \). Finally, for \( -\gamma > 2 \), it continues to reduce until to degenerate into the axis origin for \( -\gamma = 4 \). Simulations of transverse oscillations of a circular cylinder are performed for \( \gamma = 0 \) (Figure 2 b)) and \( -\gamma = 2 \) (Figure 3 b)). Numerical stable and unstable cases are denoted by circles and crosses, respectively. Just like for the BDF1 time scheme, we obtain numerical stability regions wider than the analytical ones. By comparing Figure 2 a) and Figure 3 b), we observe that, thanks to the derivative action, the BDF2 time scheme allows to increase the maximum time step of about 13 % with respect to the BDF1 time scheme for a given \( \alpha \) when \( \beta = 0 \),

\[
\frac{(\Delta t)_{BDF2}}{(\Delta t)_{BDF1}} \approx \sqrt{\frac{14}{11}} \approx 1.13.
\]

(40)

Of course, just like for the BDF1 scheme, the marginal stability line is expected to change depending on the kind of flow. Now, we investigate in detail how the numerical system behaves around \( -\gamma = 1 \) because, as previously noted, for this value the BDF2 time scheme degenerates into the BDF1 time scheme unless a scale factor, and the shape of the stability region changes. In Figure 4 numerical and analytical evolutions of the maximum value of \( -\alpha\Delta t^2 \) over \( -\gamma \) for which the stability occurs are displayed. We can observe the discontinuity exhibited by the analytical curve for \( -\gamma = 1 \), associated to the changing of shape of the stability region. Numerically, the behaviour is smoother and we observe an early onset of instability at values of \( -\alpha\Delta t^2 \) lower than analytical predictions for \( -\gamma \) next to 1 from right.

In conclusion, we learned that the when the BDF2 time scheme is used the PID controller with an ad hoc choice of \( \gamma \) allows to obtain larger stability regions with respect to the combination of the standard PI controller
5. Numerical results

In this section, we present several numerical results for the VBM. Four 2D benchmarks, involving stationary or rigidly moving bodies, are investigated: flow past a stationary cylinder, oscillatory flow past a stationary cylinder, transverse oscillation of a cylinder in a free-stream and inline oscillation of a cylinder in a fluid at rest. Finally, we will present a FSI benchmark related to the natural oscillation of a submerged cantilever rectangular beam in a fluid at rest. The number of PISO [14] loops has been fixed to 2 for all the simulations. The linear algebraic system associated with the momentum equation [12] is solved using an iterative solver with symmetric
Gauss-Seidel smoother. For Poisson problem we use Geometric Agglomerated Algebraic Multigrid Solver GAMG with the Gauss-Seidel smoother. The required accuracy is 1e-7 at each time step.

5.1. Flow past a stationary cylinder. The first test we consider is the flow past a stationary cylinder at Re = 100. Table 1 reports details related to the orthogonal Cartesian grids that we use. Concerning meshes with 260k and 1000k cells, the cylinder has a radius of 0.15 and its center is located at (1.85, 4.0). On the
### Table 2. Flow past a stationary cylinder at Re = 100: values of aerodynamic coefficients, $C'_l$ and $C_d$, and Strouhal number, St, compared against the results reported in other studies.

| $-\alpha\Delta t^2$ | $C_d$ | $C'_l$ | $St$ |
|--------------------|-------|--------|------|
| 0                  | 1.4151| 0.0532 | 0.1493|
| 0.01               | 1.3376| 0.2715 | 0.1672|
| 0.1                | 1.3147| 0.2939 | 0.1599|
| 0.5                | 1.3348| 0.3274 | 0.1601|
| 1                  | 1.3375| 0.3311 | 0.16   |
| 3.5                | 1.3389| 0.3333 | 0.16   |

### Table 3. Flow past a stationary cylinder at Re = 100: influence of $-\alpha\Delta t^2$ on values of aerodynamic coefficients, $C'_l$, and $C_d$, and Strouhal number, for $-\beta\Delta t = 1.5$ and $-\gamma = 0$, and the BDF1 time scheme.

| $-\beta\Delta t$ | $C_d$ | $C'_l$ | $St$ |
|------------------|-------|--------|------|
| 0                | 1.3215| 0.3088 | 0.1602|
| 0.5              | 1.3219| 0.3087 | 0.1603|
| 1                | 1.3221| 0.3085 | 0.1604|
| 1.5              | 1.3147| 0.2939 | 0.1599|
| 2                | 1.3231| 0.3092 | 0.1606|
| 2.5              | 1.3239| 0.3099 | 0.1607|
| 3.5              | 1.3253| 0.3110 | 0.1608|

### Table 4. Flow past a stationary cylinder at Re = 100: influence of $-\beta\Delta t$ on values of aerodynamic coefficients, $C'_l$, and $C_d$, and Strouhal number, for $-\alpha\Delta t^2 = 0.1$ and $-\gamma = 0$, and the BDF1 time scheme.

| $-\gamma$ | $C_d$ | $C'_l$ | $St$ |
|-----------|-------|--------|------|
| 0         | 1.3147| 0.2939 | 0.1599|
| 0.5       | 1.3156| 0.2945 | 0.16   |
| 1         | 1.3165| 0.301  | 0.1603|

### Table 5. Flow past a stationary cylinder at Re = 100: influence of $-\gamma$ on values of aerodynamic coefficients, $C'_l$, and $C_d$, and Strouhal number, for $-\alpha\Delta t^2 = 0.1$ and $-\beta\Delta t = 1.5$, and the BDF1 time scheme.

| $-\alpha\Delta t^2$ | $C_d$ | $C'_l$ | $St$ |
|---------------------|-------|--------|------|
| 0.5                 | 1.3215| 0.3088 | 0.1602|
| 1                   | 1.3219| 0.3087 | 0.1603|
| 1.5                 | 1.3221| 0.3085 | 0.1604|
| 2                   | 1.3147| 0.2939 | 0.1599|
| 2.5                 | 1.3231| 0.3092 | 0.1606|
| 3.5                 | 1.3239| 0.3099 | 0.1607|
| 4.5                 | 1.3253| 0.3110 | 0.1608|

Other hand, for the mesh with 117k cells, the cylinder has a radius of 0.5 and its center is located at (0, 0). All the meshes are uniform with the expection of the mesh with 117k cells that however has a uniform local...
St number, St, based on the oscillation frequency of the lift force given by [21], the simulations from fluid at rest. The quantities of interest for this benchmark are the drag and lift coefficients, maximum velocity at far-field boundaries and pressure too. We choose press = 0 at the outflow and \( \hat{\beta} \hat{p} / \hat{n} = 0 \) on all the other boundaries. We set the density \( \rho = 1 \) and the viscosity \( \mu = 10^{-2}, 3 \cdot 10^{-3} \) for mesh 117k, and for meshes 260k and 1000k, respectively. We start the simulations from fluid at rest. The quantities of interest for this benchmark are the drag and lift coefficients given by [21].

\[
\frac{\partial \hat{u}}{\partial t} + a \frac{\partial \hat{u}}{\partial n} = 0,
\]

at the outflow, where \( a \) is the advection velocity magnitude computed so that the total mass is conserved, and \( n \) is the outwards normal. The partitioned algorithm we use (see Sec. 3) requires a boundary condition for the pressure too. We choose \( p = 0 \) at the outflow and \( \hat{\beta} \hat{p} / \hat{n} = 0 \) on all the other boundaries. We set the density \( \rho = 1 \) and the viscosity \( \mu = 10^{-2}, 3 \cdot 10^{-3} \) for mesh 117k, and for meshes 260k and 1000k, respectively. We start the simulations from fluid at rest. The quantities of interest for this benchmark are the drag and lift coefficients given by [21].

\[
C_d = -\frac{2}{\rho L_r U_r^2} \sum_i f_i^x, \quad C_l = -\frac{2}{\rho L_r U_r^2} \sum_i f_i^y,
\]

where \( f_x \) and \( f_y \) are streamwise and crosswise component of the Euler forcing respectively, \( U_r = 1 \) is the maximum velocity at far-field boundaries and \( L_r = d \) is the diameter of the cylinder, as well as the Strouhal number, St, based on the oscillation frequency of the lift force \( f \),

\[
St = \frac{f L_r}{U_r}.
\]

Table 2 shows the temporal average of the drag coefficient, \( \bar{C}_d \), the amplitude of the lift coefficient oscillation, \( C'_l \), and St obtained using the proposed method. Also, computational data provided in [39], as well as results related to other studies [21, 45, 19, 2, 23, 24, 11], are reported. Notice that when the BDF2 time scheme is used with \( \alpha \neq 0 \) and \( \beta = 0 \), one should necessarily set \( \gamma \neq 0 \) based on what reported in Sec. 1. We observe that Case 1 and Case 2, when the Finite Volume method here proposed is adopted, provide significantly different results with respect to the Finite Difference method used in [39]. Moreover, in [39], an improvement of the results is obtained when the domain size is enlarged downstream and on the top (Case 3) whilst we do not appreciate significant differences. On the contrary, we are able to obtain better predictions by enlarging the domain size in all the directions (Case 4). Results obtained with the two time schemes here considered, BDF1 and BDF2, show a significant difference on the value of \( C'_l \) for the mesh 260k (Case 1). Such a discrepancy decreases when the time step is reduced (Case 2), as well as the domain size is enlarged (Case 3 and Case 4).

Numerical experiments at maximum time steps based on eq. [40] for both time schemes are also reported for Case 4. Notice that the values of the maximum CFL number obtained by the present simulations are in perfect agreement with ones reported in [39]. Figure 6 shows a snapshot of the velocity field and Figure 7 displays the time evolution of the drag and lift coefficients obtained for Case 4. We observe that results obtained by using different time schemes show differences in terms of phase. It should be noted that the mesh with 117k was not used in [39] for the case of a stationary cylinder but a very similar mesh was adopted for the simulation of inline/transverse oscillation of a circular cylinder (see Secs. 5.3 and 5.4). For further comparison, we evaluate also the error for the virtual boundary velocity in the streamwise direction, \( E_x \), defined as

\[
E_x = \left( \frac{1}{N_L} \sum_{k=1}^{N_L} \left( (u_{ib})_k - (u_b)_k \right)^2 \right)^{1/2}.
\]
We are going to investigate the influence of the feedback forcing gains, $\alpha$, $\beta$ and $\gamma$, as well as the number of Lagrangian points, $N_L$, on the error, for the mesh 117k. We select the same time step, $\Delta t = 0.01$, of [39], and the values of $-\alpha \Delta t^2$ and $-\beta \Delta t$ include, among others, those ones used in [39]. Moreover, concerning the tests carried out by varying the forcing parameters, we set $\Delta s/h = 1$ as done in [39]. However, we observe that in [39] such an analysis was carried out for $Re = 185$ by using a mesh with about the half of the cells and a 3-point regularized delta function. Figure 7 shows the evolution over time of $E_x$ varying $-\alpha \Delta t^2$ for $-\beta \Delta t = 1.5$ and $-\gamma = 0$. We observe that the error converges to a smaller value for the larger value of $-\alpha \Delta t^2$. This result is in agreement with that one in [39]. We note that the difference between $-\alpha \Delta t^2 = 1$ and $-\alpha \Delta t^2 = 3.5$ is very little. This suggests that the convergence is reached for low values of $-\alpha \Delta t^2$, far from the stability limits (see Sec. 4). Figure 8 shows the evolution over time of $E_x$ varying $-\beta \Delta t$ for $-\alpha \Delta t^2 = 1$ and $-\gamma = 0$. We observe that the transient decay of the error is greater for the larger value of $-\beta \Delta t$. On the other hand, all the tested cases show the same level of convergence of the error, suggesting that $-\alpha \Delta t^2$ is a more critical parameter. These results are in agreement with [39]. Nevertheless, in our calculations, $-\beta \Delta t$ does not reduce the convergence time, as showed in [39]. Moreover, errors are not in phase as in [39]. Figure 9 shows the evolution over time of $E_x$ varying $-\gamma$ for $-\alpha \Delta t^2 = 0.1$ and $-\beta \Delta t = 1.5$. We observe a very low sensitivity with respect to $-\gamma$. Figure 10 shows the evolution over time of $E_x$ varying $\Delta s/h$. We observe a non monotonic convergence of the error when $\Delta s/h < 1$. Finally, we observe that the sensitivity of the error with respect to the time scheme is very low.

For the sake of completeness, Tables 3, 4, 5 and 6 show the influence of the feedback forcing gains, $\alpha$, $\beta$ and $\gamma$, and of the number of Lagrangian points, $N_L$, on the values of $\bar{C}_d$, $C_1$, and $St$. We highlight that, as in [39], the number of Lagrangian points has a negligible effect on the results. Moreover, it is confirmed that $\alpha$ is the forcing parameter that mostly affect the performances of the method. Results related to the BDF2 time scheme, not reported for brevity, does not show substantial difference with respect to this scenario.

We notice that, despite the fact that a Finite Volume approximation is used in [23], a detailed comparison with our results is complicated because computational features, such as time step, number of Lagrangian points, errors, are missing.

In conclusion, we learned that for this benchmark $-\alpha \Delta t^2$ is the most critical parameter to be properly tuned in order to optimize the accuracy and efficiency of the computation.

5.2. Oscillatory flow past a stationary cylinder. In order to provide a further test of the capabilities of the proposed method to simulate flow fields involving bodies at rest, we additionally consider a periodic oscillation of the flow past a stationary cylinder [17, 43, 5]. The computational domain is a $2.2 \times 0.41$ rectangular channel with a cylinder of radius 0.05 centered at (0.2, 0.2), where the bottom left corner of the channel as the origin of the axes. We impose a no slip boundary condition on the upper and lower wall. At the inflow and the outflow...
Figure 6. Flow past a stationary cylinder at \( \text{Re} = 100 \). Time history of drag and lift coefficients for Case 4: a) BDF1 time scheme, b) BDF2 time scheme.

BDF1, \(-\beta \Delta t = 1.5, \gamma = 0\)

BDF2, \(-\beta \Delta t = 1.5, \gamma = 0\)

Figure 7. Flow past a stationary cylinder at \( \text{Re} = 100 \): influence of \(-\alpha \Delta t^2\) on the time evolution of \( E_x \).

BDF1, \(-\alpha \Delta t^2 = 0.1, \gamma = 0\)

BDF2, \(-\alpha \Delta t^2 = 0.1, \gamma = 0\)

Figure 8. Flow past a stationary cylinder at \( \text{Re} = 100 \): influence of \(-\beta \Delta t\) on the time evolution of \( E_x \).
we prescribe the following velocity profile:

\[
\mathbf{u}(0, y, t) = \left( \frac{6}{0.41^2} \sin(\pi t/8) y (0.41 - y) , 0 \right), \quad y \in [0, 2.2], \quad t \in (0, 8].
\]

Concerning the pressure, we impose \( \partial p / \partial n = 0 \) on all the boundaries. We set density \( \rho = 1 \) and viscosity \( \mu = 10^{-3} \). We start the simulations from fluid at rest. Note that the Reynolds number is time dependent, with \( 0 \leq \text{Re} \leq 100 \) \cite{17, 43, 5}. Such benchmark requires a roughly uniform hexaedral/prismatic mesh of about 200k cells for a DNS with a standard Finite Volume method \cite{5}. Here we use a uniform orthogonal Cartesian mesh of 200k cells. Based on the results in Sec. 5.1, we set \( -\alpha \Delta t^2 = 1 \) and \( -\beta \Delta t = -\gamma = 0, \Delta s/h = 1 \), and we limit to consider only the BDF1 time scheme. Figure 11 shows the time evolution of the lift and drag coefficients that are in very good agreement with those ones reported in \cite{5}.

5.3. **Transverse oscillation of a circular cylinder in a free-stream.** Next, we consider a benchmark involving a body that rigidly moves. We investigate a periodic transverse oscillation of a circular cylinder in a free-stream \cite{9}. The time-periodic motion of the center of the cylinder is given by

\[
(x_c(t), y_c(t)) = (0, A_m \cos(2\pi f_c t)),
\]

where \( A_m \) and \( f_c \) are the amplitude and the frequency of the oscillation, respectively. The Reynolds number, based on the free-stream velocity, is 185, and \( A_m / d = 0.2 \) \cite{9}. We impose free-stream boundary condition, \( \mathbf{u} = (1, 0) \), at the inflow and far-field boundaries, and advective boundary condition \cite{3} at the outflow. For
Figure 11. Oscillatory flow past a stationary cylinder: time evolution of lift and drag coefficients against the results reported in [9].

Concerning the investigation of the error, we focus on \( f_x/f_0 < 0.9 \). We observe that in [39] the error analysis was carried out for a mesh having twice the number of the cells, i.e. the half of the grid size, of the mesh 260k. Figure 13 shows the evolution over time of \( E_x \) varying \(-\alpha \Delta t^2\) for \(-\beta \Delta t = 1\) and \(-\gamma = 0\). We observe that the error converges to a smaller value for the larger value of \(-\alpha \Delta t^2\) as observed in Sec. 5.1 for problems involving stationary bodies. This result is in agreement with that one in [39]. We note there is very little difference between \(-\alpha \Delta t^2 = 1\) and \(-\alpha \Delta t^2 = 4\). This suggests that also for moving problems the convergence is reached for low values of \(-\alpha \Delta t^2\), far from the stability limits (See Sec. 3). High frequency spurious oscillations affect the error at increasing of \(-\alpha \Delta t^2\). Figure 14 shows the evolution over time of \( E_x \) for different values of \(-\beta \Delta t\) for \(-\alpha \Delta t^2 = 0.4\) and \(-\gamma = 0\). We observe that the transient decay of the error is greater for the larger value of \(-\beta \Delta t\) but unlike stationary problems the error also converges to a slightly smaller value for larger \(-\beta \Delta t\). On the other hand, such effect seems to be stronger in [39] where by moving from \(-\beta \Delta t = 0\) to \(-\beta \Delta t = 1\) one obtains a greater reduction of the error with respect to that one obtained in the present study by moving from \(-\beta \Delta t = 0\) to \(-\beta \Delta t = 3\). Figure 15 shows the evolution over time of \( E_x \) varying \(-\gamma\) for \(-\alpha \Delta t^2 = 0.1\) and \(-\beta \Delta t = 1\). Just like for the stationary problems, we observe a very low sensitivity to \(-\gamma\). Figure 16 shows the evolution over time of \( E_x \) varying \( \Delta s/h \) for \(-\alpha \Delta t = 0.4\), \(-\beta \Delta t = 1\), and \(-\gamma = 0\). We do not observe convergence for the values of \( \Delta s/h \) here considered but however, like stationary problems, it is evident that the trend of the error is not monotonic. Finally, like stationary problems, we observe with respect to the time scheme.

Figure 17 displays a close-up of the time history of the drag coefficient for different forcing gains. We observe that \(-\beta \Delta t\) helps to reduce spurious oscillations that affect the solution at large \(-\alpha \Delta t\). This result is in agreement with that one in [39]. Moreover, we see that the same effect can be obtained by using \(-\gamma\). We note that when the BDF2 time scheme is used a larger value of \(-\beta \Delta t\) is necessary to break down the numerical oscillations with respect to the BDF1 time scheme.

In conclusion, we learned that, like stationary problems, even for rigidly moving bodies, \(-\alpha \Delta t^2\) is the most critical parameter. Nevertheless, both \(-\beta \Delta t\) and \(-\gamma\) help to optimize the accuracy and efficiency of the computation.
5.4. **Inline oscillation of a circular cylinder in a quiescent environment.** Finally, we consider a periodic inline oscillation of a circular cylinder in a fluid at rest \[3\]. The time-periodic motion of the center of the cylinder is given by

\[
(x_c(t), y_c(t)) = (-A_m \sin(2\pi f_c t), 0),
\]

where \(A_m\) and \(f_c\) are the amplitude and the frequency of the oscillation, respectively. The dimensionless parameters that characterize the dynamics are the Reynolds number, \(Re\), and the Keulegan-Carpenter number, \(KC\), defined as,

\[
KC = \frac{U_r}{f_c L_r},
\]

where \(U_r = 2\pi f_c A_m\) and \(L_r = d\). We set \(Re = 100\) and \(KC = 5\), according to \[39\] \[3\]. We prescribe do-nothing boundary conditions at all far-fields boundaries. We set \(\rho = 1\), \(\mu = 10^{-2}\), \(A_m = 0.796\) and \(f_c = 0.2\). We adopt a computational set-up similar to that one of \[39\] to compare the results. We use the mesh 117k, set \(-\alpha Delta^2 = 3.9\), \(-\beta Delta t = 1.9\) and \(-\gamma = 0\), the computational time step is \(Delta t = T/720\) where \(T = 1/f_c\) and the BDF1 time scheme is employed. Figure 13 shows the time evolution of the drag coefficient. The amplitude of the signal is about 3.5 that results to be in very good agreement with that one computed in \[39\] \[3\], that is 3.54.
5.5. Eigenfrequencies of a rectangular cantilever beam coupled with a surrounding fluid. In this subsection, we are going to test our algorithm for simulating FSI problems. The VBM, in its standard formulation as PI controller, was successfully used within FSI framework: see, e.g., [12, 40, 42, 34, 44, 41]. Here, the main goal is to show the role played by the derivative controller term. We investigate the natural oscillation frequencies of a rectangular cantilever beam embedded in a fluid domain [46, 36]. The structural model equation used here, including inertia and bending effects, is

\[
\rho_s A_t \frac{\partial^2 r_y}{\partial t^2} = -EI \frac{\partial^4 r_y}{\partial x^4} - A_t F_y,
\]

where \(x\) is the beam axis, \(r_y\) is the transversal displacement, \(\rho_s\) is the mass density, \(A_t = bh\) is the transversal section with \(b\) and \(h\) the width and thickness, respectively, \(E\) is the Young modulus, \(I = bh^3/12\) is the moment
BDF1, \(-\alpha \Delta t^2 = 0.4, \beta \Delta t = 1, \gamma = 1\)

BDF2, \(-\alpha \Delta t^2 = 0.4, \beta \Delta t = 1, \gamma = 1\)

Figures 16, 17, and 18. Transverse oscillation of a circular cylinder in a free-stream: influence of \(\Delta s/h\) on the time evolution of \(E_x\).

Figure 16. Transverse oscillation of a circular cylinder in a free-stream: influence of \(\Delta s/h\) on the time evolution of \(E_x\). BDF1

Figure 17. Transverse oscillation of a circular cylinder in a free-stream: close-up of the time evolution of the drag coefficient for different forcing gains.

Figure 18. Inline oscillation of a circular cylinder in a quiescent environment: time evolution of the drag coefficient at \(Re = 100\) and \(KC = 5\).
of inertia, $F_y$ is the transversal component of the Lagrangian forcing acted on the body by the surrounding fluid. The boundary conditions for the equation (49) explored here refer to clamped-free configuration. They read

$$
\left. \frac{\partial^2 r_y}{\partial x^2} \right|_{x=L} = \left. \frac{\partial^3 r_y}{\partial x^3} \right|_{x=L} = 0.
$$

We have chosen to implement the elasticity model (49)-(50) within the finite element C++ library deal.II. We adopt linear finite elements for the space discretization. The second-order time derivative is discretized by a finite difference method based on a three-points centered scheme. The linear algebraic system associated is solved by using the Generalized Minimal Residual Method GMRM. The required accuracy is $1e-7$ at each time step. The coupling process between flow solver and structural solver can be summarized as follows:

1. At $t^n$, we know $u^n$ and $r^n_y$ and $r^n_y'$. Then we calculate $F^n_y$ by eq. (18);
2. We obtain $f^n_y$ by eq. (24) and we solve the problem (12)-(15) to obtain $u^{n+1}$ and $p^{n+1}$;
3. We solve the problem (49)-(50) to obtain $r^{n+1}_y$.

We compare our computational results with the following analytical predictions, here considered as true solutions [36]:

$$
\frac{f_{\text{fluid}}}{f_{\text{vacuum}}} = \left(1 + \frac{\pi \rho b}{4 \rho_s h}\right)^{-1/2},
$$

where $f_{\text{fluid}}$ and $f_{\text{vacuum}}$ are the natural frequencies of the beam in fluid and vacuum, respectively. The natural frequencies in the vacuum, $f_{\text{vacuum}}$, are given by [46, 36]

$$
f_{\text{vacuum}} = \frac{1}{2\pi} \sqrt{\frac{EI}{K_n^2 \rho_s A_t}},
$$

where $K_n$ are the solutions of the following transcendental equation [46, 36]

$$
1 + \cos(K_n L) \cosh(K_n L) = 0,
$$

where $L$ is the length of the beam. For further comparison, we will consider also the numerical data provided in [10], that performed two-way coupled 3D FSI simulations using the commercial simulation software ANSYS. Geometrical and structural features of the beam are reported in Table 7. The fluid domain is a $1 \times 1$ rectangular box. The undisturbed vertical location of the beam is 0.5. The mesh consists of 10k cells. 20 cells are uniformly distributed along the beam and the remaining grid is stretched. The beam is discretized in 10 cells. The fluid is initially at the rest and do-nothing boundary conditions are imposed on all the boundaries. The beam is excited by a sinusoidal forcing applied at its free tip for 10 time steps with a total length of 0.2 ms [10]. The final computational time is 0.2 s. We remark that in this case the choice of the gain coefficients can not be done based on the stability analysis reported in Sec. 4 because the structural equation should be considered also. We set $-\alpha = 2 \pi \beta$ and $-\beta = 7 \pi / 2$ that have demonstrated to not lead to stability issues. Then, we carry out a sensitivity analysis with respect to $\gamma$ ranging from 0 to 1.8.

| $\rho$ [Kg/m$^3$] | $L$ [m] | $b$ [m] | $h$ [m] | $E$ [Pa] |
|-------------------|--------|--------|--------|--------|
| 2670              | 0.15   | 0.01   | 0.005  | 6.5e10 |

Table 7. Geometrical and structural features of the beam.

Table 8 reports the first two bending modes, $f_1$ and $f_2$, of the cantilever beam both in air and in water computed by using the analytical formula (51) [46, 36] and by the numerical simulations reported in [10]. Table 9 shows the first two bending modes obtained by using the FFT algorithm based on the average displacement
Table 8. First two bending modes computed by using the analytical predictions reported in [46, 36] (equation (51)) and by numerical simulations reported in [10] both for the air and the water.

| Fluid  | $-\gamma$ | $f_1$ (Hz) | $E_{f_1}$ (%) | $f_2$ (Hz) | $E_{f_2}$ (%) |
|--------|-----------|------------|--------------|------------|--------------|
| Air    | 0         | 175        | 1.1%         | 1080       | 2.5%         |
|        | 0.5       | 175        | 1.1%         | 1080       | 2.5%         |
|        | 1         | 175        | 1.1%         | 1080       | 2.5%         |
|        | 1.8       | 175        | 1.1%         | 1080       | 2.5%         |
| Water  | 0         | 175        | 25%          | 1065       | 21.1%        |
|        | 0.5       | 160        | 14.3%        | 985        | 12.1%        |
|        | 1         | 150        | 6.7%         | 925        | 5.2%         |
|        | 1.8       | 140        | 0%           | 865        | 1.6%         |

Table 9. First two bending modes computed by using the present algorithm both for the air and the water and percentage errors with respect to the analytical predictions reported in [46, 36] (equation (51)).

computed by present simulations as well as associated percentage errors with respect to the analytical predictions [51] [46] [36]. We observe that, for the air, the modes predicted with $-\gamma = 0$ are in very good agreement with the true values and that the introduction of the derivative action does not affect the results. On the contrary, for the water, we note a large difference with respect to the corresponding true values: in particular, the values obtained are practically the natural frequencies of the beam in the air. When $-\gamma \neq 0$, we observe a significant improvement of the results obtained that are closer and closer to the true values at increasing of $-\gamma$. We speculate that, for the water, the derivative action is necessary for properly detecting the eigenfrequencies because the right amount of added mass should be taken into account. On the contrary, for the air, the amount of added mass is negligible and the method works well even without derivative action. To the best of our knowledge, this benchmark has been unexplored within the VBM framework. However, we observe that very similar problems such as flexible filaments [12] and flapping dynamics of coupled flexible flags in a uniform flow [41] were successfully simulated with the standard formulation of the VBM.

In conclusion, the present findings indicate that the introduction of the derivative action could play an important part in order to properly take into account the fluid-structure coupling.

6. Conclusions and Perspectives

We showed the effectiveness of a FV-based VBM solver in simulating flow problems involving fixed, moving and deforming bodies embedded in a fluid region. The interest in the Finite Volume approximation is due to the fact that, to the best of our knowledge, the application of the VBM in a FV framework has been unexplored. We proposed to modify the standard feedback forcing scheme of the VBM, based on a PI controller, with the introduction of a derivative action, in order to obtain a PID controller. We showed that the derivative action affects strongly the stability region and in different way, depending on the time scheme used. In order to showcase the features of our approach, we presented a computational study related to 2D flow past a moving/fixed rigid cylinder in several configurations and eigenfrequencies of a cantilever beam coupled with a surrounding fluid. We showed that when bodies at rest are considered, the accuracy and efficiency of the computation is essentially governed by the integral controller. On the other hand, when bodies in rigid motion are considered, proportional and derivative actions help to mitigate unphysical oscillations that affect the solution at large integral controller coefficients. Finally, in the FSI context, we showed the importance of the derivative action in order to obtain proper results when added mass is comparable to solid body mass.

As a follow-up of the present work, we are going to carry out further investigations in order to better clarify the role played by the derivative action, especially within the FSI context. Moreover, we would like to use
the present approach to simulate turbulent flows both in RANS and LES contexts. We are also interested in developing a VBM Reduced Order Model (ROM) within a Finite Volume framework.
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