Control of the stability and soliton formation of dipole moments in a nonlinear plasmonic finite nanoparticle array
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We perform numerical analysis of a finite nanoparticle array, in which the transversal dipolar polarizations are excited by a homogenous optical field. Considering the linearly long-range dipole-dipole interaction and the cubic dipole nonlinearity of particle, the characteristics of stability of a finite number nanoparticle array should be revised, compared with that of an infinite number nanoparticle array. A critical point in the low branch of the bistable curve is found, beyond which the low branch becomes unstable for a finite number of nanoparticles. The influence of the external field intensities and detuning frequencies on this critical point are investigated in detail. When the total number of particles approaches infinity, our results become similar to that of an infinity number particle system \cite{32}. Notably, with appropriate external optical field, a dark dipole soliton is formed. Moreover, when the scaled detuning is set to an appropriate value, a double monopole dark soliton (DMDS) consisting of two particles is formed. The DMDS may have potential applications in the subwavelength highly precise detection because of its very small width.

I. INTRODUCTION

Localized plasmon resonance \cite{1} is the excitation of the conduction electrons of metallic nanostructures coupled to an electromagnetic field. This effect leads to field amplification both inside and outside (in the near-field zone) the metal nanoparticles. These resonances, which may be used in optical sensing, generally depend on the type of metal, the shape of nanoparticles and the dielectric environment within the electromagnetic near field \cite{2-7}. Nanoparticles are also used to constitute a subwavelength waveguide. Metallic nanoparticles arranged into arrays can spatially confine and manipulate optical energy in a distance much smaller than the wavelength\cite{8-12}. In addition, the strong geometric confinement of the optical field in these nanoparticle arrays can boost the efficiency of nonlinear optical effects such as the frequency conversion, modulation of optical signals, and the formation of solitons\cite{13}.

Nonlinear plasmonics \cite{13} which involves the excitation of nanostructures by an external field, is an emerging research field. In practice, using the field penetration inside the nanostructures to generate the resonance plasmonic, many optical nonlinear effects can be boosted\cite{14}. These effects include self-phase modulation in structured nanoparticles arrays \cite{15}, second and third harmonic generation in nanostructured metal films and nanoantennas \cite{16-22}, subwavelength solitons in different nanostructures including multilayers\cite{23-25}, nanowires arrays \cite{26-28}, Kerr nonlinear coupled-cavity array \cite{24}, and two-dimensional lattices \cite{30}. Recently, considering the linear dipole-dipole interaction, cubic dipole nonlinearity, and other related environment parameters, Noskov et al. analyzed the modulation instability and bistability of optical-induced dipoles and discussed several novel nonlinear effects, which include domain walls as well as the bright and dark oscillons and solitons in a metallic spherical nanoparticle array \cite{31-33}. They performed the stability analysis using an infinite number particle system. We continue the previous works, considering the finite system, and achieve some interesting results, two of which are: first, demonstrating in detail the difference of instability areas between the infinite and finite systems consisted of nanoparticle arrays. From a practical point of view, the system of finite nanoparticle arrays should be considered and the edge effects must be addressed, both of which have been considered in this paper; second, illustrating the width variation of dipole solitons with different initial conditions. Particularly, with suitable settings, we achieve dipole solitons with extremely narrow width.

This paper is organized as follow. The stability analysis for this system is discussed in section II. Based on the
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analysis in section II, we propose a scheme to generate dark dipole solitons and control the width of such solitons in section III. We demonstrate that the width of a dark soliton can be controlled by an external field and different detuning frequencies. Moreover, when the scaled detuning is set to \(-0.11 \leq \Omega \leq -0.08\), two-particle double monopole dark soliton (DMDS), with an approximate width of 30 nm, is achieved. The paper is concluded in section IV.

II. MODEL AND STABILITY ANALYSIS

We consider the system consisted of identical spherical silver nanoparticles which are arrayed linearly equidistant with each other and embedded into an SiO\(_2\) host (seen from Fig. 1). Specific parameters of the system are shown in the appendix.

![FIG. 1: (Color online) Schematic sketch of an array of silver spherical nanoparticles embedded into an SiO\(_2\) host, radius of sphere is \(a\) and the center-to-center distance is \(d\).](image)

The nonlinear dynamic of dipoles induced by the field in the nanoparticle arrays can be described by the following equations [31-33]:

\[
-i \frac{dP_n^\perp}{d\tau} + (-i\gamma + \Omega + |P_n|^2) P_n^\perp + \sum_{m \neq n} G_{n,m}^\perp P_n^\perp = E_n^\perp, \tag{1}
\]

\[
-i \frac{dP_n^\parallel}{d\tau} + (-i\gamma + \Omega + |P_n|^2) P_n^\parallel + \sum_{m \neq n} G_{n,m}^\parallel P_n^\parallel = E_n^\parallel. \tag{2}
\]

In Eqs. (1) and (2), \(P_n^\perp, P_n^\parallel\) are the dimensionless slow-varying amplitudes of the vertical and parallel dipoles of the \(n\)th particle, respectively. The indices ‘\(\perp\)’ and ‘\(\parallel\)’ represent the vertical and parallel directions with respect to the array axis, respectively. Thus the total intensity of the dipole for the \(n\)th particle is given as \(|P_n|^2 = |P_n^\perp|^2 + |P_n^\parallel|^2\). \(\gamma = \nu/(2\omega_0) + (k_0a)^3\varepsilon_h/\varepsilon_\infty + 2\varepsilon_h\) is the scaled damping, \(\Omega = (\omega - \omega_0)/\omega_0\) is the detuning frequency of the dipoles. When incident wavelength is about 400\(nm\), \(\Omega = 0\) for silver particle. \(\tau = \omega_0t\) is the scaled elapsed time. \(E_n^\perp, E_n^\parallel\) are also the slow varying amplitudes of the external optical fields in the respective directions. \(G_{n,m}^\perp\) is the linearly coupled parameter between the \(n\)th and \(m\)th particles in the corresponding directions and is induced by the long-range dipole-dipole interactions. \(G_{n,m}^\parallel\) can be expressed:

\[
G_{n,m}^\perp = \frac{\eta}{2} \left[ (k_0d)^2 - \frac{1}{|n - m|^2} \right] e^{-ik_0d|n - m|}, \tag{3}
\]

\[
G_{n,m}^\parallel = \eta \left( \frac{ik_0d}{|n - m|} + \frac{1}{|n - m|^2} \right) e^{-ik_0d|n - m|}. \tag{4}
\]

where \(\eta = \frac{3\varepsilon_h}{\varepsilon_\infty + 2\varepsilon_h} (\frac{2}{a})^3\).

Eqs. (1) and (2) are suitable for the case of finite or infinite nanoparticle chain. The real-time evolution methods can be used to solve the \(P_n\) in Eqs. (1) and (2).
From Ref. [32], we only consider the optically induced dipole in the vertical direction (i.e., the direction of \( \hat{\perp} \)). Therefore, the dipole of a particle can be written as \( \mathbf{P}_n = (P_{n}^\parallel, P_{n}^\perp) = (P_n, 0) \). The stationary solution of Eq. (1) with infinite number of particles can be given by the following stationary equation, which is assumed to be stimulated by the vertical polarized homogenous optical field \( \mathbf{E}_0 = (E_0^\parallel, E_0^\perp) = (E_0, 0) \)

\[
(-i\gamma + \sum_{j=1}^{\infty} A_j^+ + |P_0|^2)P_0 = E_0,
\]

where \( P_0 \) is the stationary solution and

\[
A_j^+ = \eta(-1/j^3 - i kd/j^2 + (kd)^2/j) \exp(-ikd),
\]

where \( A_j^+ \) is the transition from \( G_{n,m}^\perp \) by replacing \(|n - m| = j\), which considers the symmetrical structure of the nanoparticles [32]. The stationary solution in Eq. (5) can be solved numerically by dividing the stationary dipole \( P_0 \) and electric field into real and imaginary parts.

\[
\begin{align*}
    P_0 &= P_1 + iP_2, \\
    E_0 &= E_1 + iE_2.
\end{align*}
\]

Substituting Eq. (5) into Eq. (3), two nonlinear equations can be obtained with respect to \( P_1 \) and \( P_2 \). We adopt \( E_1 = E_2 \), such treatment is convenient to introduce the phase of optical field in numerical simulation. But we found that the phase of \( E_0 \) does not affect the final results. Figs. 2(a) and 2(d) display typical examples of the intensities of the solutions in Eq. (3) as functions of \(|E_0|^2\) with different values of \( \Omega \). The function curve of \(|P_0(|E_0|)|^2\) is drawn as a standard bistable curve, which is constructed by three branches, namely, the low, middle, and top branches. For an infinite number of particles, according to the description in Ref. [32], the stability of the solution can be identified through the growth rate of the small perturbation noises, and the analytical results show that the solutions are stable at the low and top branches, but unstable at the middle branch.

However, for a finite number of particle system, being considered in our work, is of significance for the experimental realization. In this system, a new instability source may be created by the finite volume effect. Consequently, the stability of the solutions should be verified again under this case. In the stability analysis based on the growth rate of the small perturbations illustrated in Ref. [32] is built from the infinite model. Thus, we use the direct simulation [real-time evolution of Eq. (1)] in the finite model to test the stability of the solutions. Free boundary condition can be used here and \( n \) is set to a value. Our results show that the solutions of the top and the middle branches of the bistable curve are the same as those of an infinite system. By contrast, for the low branch, the front part of the curve is stable, and the latter part of the curve, which links to the middle branch, becomes unstable [Figs. 2(a) and 2(d)]. Hence, a critical point of \(|E_0|^2\) separates these two parts in the low branch. The instability area of the finite system is obviously expanded by the edge effects. As an example depicted in Fig. 2(a), the instability area in the low branch occupies nearly 40% of the total low branch, indicating the strong influence of edge effects to the instability area.

Figs. 2(b,e) and (c,f) display the result of the direct simulations to the solutions in the vicinities of the left and right sides of the critical point with \( \Omega = -0.1 \) and \( -0.2 \) after the evolution of \( \tau = 2000 \), respectively. Typically, in Figs. 2 (b) and (e), the results show that these solutions are stable, while in Figs. 2(c) and (f), the value of the dipole moments eventually jump onto the top branches after the evolution, which shows that the solutions under this circumstance are obviously unstable.

The emergence of a critical point in the low branch is important in the control of the localized optical energy in a finite number array. Thus, the influence of the emergence of the critical point on the environment parameter should be elucidated. The numerical simulations show that the emergence of the critical point is strongly dependent on the value of \( \Omega \) as shown in Fig. 3 through the function curve, which separates the red and yellow areas versus \( \Omega \).

The source of instability at the low branch in a finite particle system is analyzed. A simulation of real-time evolution is given in Fig. 4(a), in which the initial point is the unstable solution from the low branch in the bistable curve. The red region refers to the solution of the particle dipole moment that remains in the low branch, and the yellow areas refer to the solution jump to the top branch, which are treated as the stable and unstable areas, respectively. From this panel, the instability of the system is produced from the system boundary. To study the relationship between such instability and the total number of particles, we introduce a character denoted as the unstable growth rate (UGR):

\[
UGR = \frac{n_{un}}{n \cdot \tau} \times 100\%
\]

where \( n_{un} \) is the number of unstable particles at \( \tau = T \), \( n \) is the total number of particles, and UGR represents the average growing number of unstable particles in unit of \( \tau \). The UGRs as functions of \( n \) with different values of \(|E_0|^2\)
FIG. 2: (Color online) (a) The bistability at $\Omega = -0.1$, (b) real parts of particle dipole moments with $\Omega = -0.1$, $|E_0|^2 = 1.9 \times 10^{-4}$, (c) real parts of particle dipole moments with $\Omega = -0.1$, $|E_0|^2 = 2.0 \times 10^{-4}$, (d) bistability at $\Omega = -0.2$, (e) real parts of particle dipole moments with $\Omega = -0.2$, $|E_0|^2 = 5.9 \times 10^{-4}$, and (f) real parts of particle dipole moments with $\Omega = -0.2$, $|E_0|^2 = 6.0 \times 10^{-4}$.

FIG. 3: (Color online) Diagram of stability analysis with different $|E_0|^2$ and $\Omega$ values in the finite number of particles system. The central solid curve, which separates the red and yellow areas, is the function curve of the critical point.

are displayed in Fig. 4(b). From this panel, UGR has a larger value when $|E_0|^2$ is farther from the critical point in the unstable region in the low branch, as shown by the red curve. Although UGR $\neq 0$, this is the essential for a finite system. But more importantly, when $n$ approaches infinity, UGR approaches zero, instability source from the edge effects can be neglected, the low branch can be treated as stable, which is similar to the previously reported result from an infinity system [32].
The interpretation of solitons as a pair of tightly coupled kinks has been widely exploited for many similar systems. In these systems, although the edge effect resulted in the instability was a well-known physical phenomena, how this effect affects the formation of dark dipole solitons have not been reported both in infinite and finite systems. In our work, we not only demonstrate how to form a dipole soliton by considering the edge effects, but also find the extremely narrow width soliton (just a few tens of nanometer) in a finite systems.

Dipole kinks (switching wave) can be constructed in terms of such stability analysis on the basis of the bistability of dipole moments. For instance, as shown in Fig. 5(a), a dipole kink can be formed by setting half of the particles at a stable region at the low branch and the other half at the top branch. The dynamical evolution of such kink was investigated by Ref. [32]. Using a similar strategy, two oppositely polarized kinks is constructed [Fig. 5(b)], which can be used to form a dark dipole soliton. Although in Ref. [32, 33], Noskov et al. showed typical examples of dark soliton, they did not provide a detailed discussion on how to control the formation of the dark solitons. Additionally, they did not optimize their results, e.g., the narrowest dark soliton. In this section, we will discuss in detail how to control the formation of dark solitons and obtain an optimized soliton in this system.

Two essential factors should be considered in the formation of dark solitons. One factor is the external field intensity (i.e., $|E_0|^2$), and the other is the initial kink-kink width. In this study, we focus on the influence of the external electric field and fixed initial kink-kink width on the symmetrical structure, as shown in Fig. 5(b). Under this condition, with an appropriate intensity of the external field, the two kinks start to move toward each other with similar speeds, which become zero prior to the collision, resulting in the formation of a dark dipole soliton (DDS). Typical examples of such dynamical process with different values of $|E_0|^2$ are displayed in Fig. 6, in which the red region refers to the solution of particle dipole moment that remains in the low branch of the bistable curve, and the yellow region refers to the top branch. The numerical result shows the presence of a threshold $|E_i|^2$. When $|E_0|^2 < |E_i|^2$, the kinks do not move, resulting in the width of the dark soliton to be equal to that of the initial condition [Fig. 6(a)]. By contrast, when $|E_0|^2 > |E_i|^2$, the kinks start to move toward each other and then halt with a stable width between each other [Figs. 6(b) and 6(c)]. The dynamics of the kink from stationary to motion against the magnitude of the intensity of the external field is studied by Ref. [32]. However, another threshold exists, namely $|E_v|^2$, is larger than the former. The kinks collide with each other, causing close up the formation of dark solitons when $|E_0|^2 > |E_v|^2$ [Fig. 6(d)]. Therefore, the width of the dark soliton can be controlled by setting the $|E_0|^2$ into the interval of $[|E_i|^2, |E_v|^2]$. The simulations show that the position and the width of the interval in the domain of $|E_0|^2$ can be controlled by detuning $\Omega$. For example, in Fig. 7(a), the position of the interval is approximately $0.57 \times 10^{-4}$ to $0.60 \times 10^{-4}$, and its width is $0.03 \times 10^{-4}$ for $\Omega = -0.1$. By contrast, in Fig. 7(b), the position of the interval shifts $8.3 \times 10^{-4}$ to $8.4 \times 10^{-4}$, and the width increases to $0.1 \times 10^{-4}$. Fig. 7(c) displays the right border of the interval, i.e., $|E_0|^2$ as a function of $\Omega$, which shows that this threshold decays as $\Omega$ increases to the resonant point.

Typically, further simulations show the presence of a special domain in the plane of $(|E_0|^2, \Omega)$ [blue area in Fig.
FIG. 5: (Color online) Generation of kinks in a 200-particle system excited by the homogeneous electric field of $|E_0|^2 = 0.60 \times 10^{-4}$ under the $\Omega = -0.1$ at $\tau = 0$ (a) one kink and (b) two kinks, which is selected as the initial condition in the simulation to form a dark soliton.

FIG. 6: (Color online) Tailoring the width of a dark soliton by modulating the external field under the $\Omega = -0.1$, (a) $|E_0|^2 = 0.55 \times 10^{-4}$, (b) $|E_0|^2 = 0.59 \times 10^{-4}$, (c) $|E_0|^2 = 0.60 \times 10^{-4}$, (d) $|E_0|^2 = 0.62 \times 10^{-4}$. The total number of particles in the system is 200.
FIG. 7: (Color online) Relationship between the width of a dark soliton and the external field intensity. (a) \( \Omega = -0.1 \), (b) \( \Omega = -0.15 \), (c) The vanishing points for dark soliton with different values of \( |E_v|_2^2 \) and \( \Omega \). The total number of particles in the system is 200 and the initial kink-kink widths is 100 particles.

8(a)], which is attached to the border of \( |E_v(\Omega)|_2^2 \) and has a double monopole dark soliton (DMDS) inside. A typical example of the DMDS is displayed in Fig. 8(b). This soliton contains only two stable particles at the low branch and has a width of 30 nm (the distance between the adjacent particles in the scheme). This width is far smaller than the previous result in Ref. [32]. In Fig. 8(a), in a 200-particle system, the DMDS is supported by the detuning frequency, which ranges from \(-0.08\) to \(-0.11\) (corresponding to the optical wavelength from 435 nm to 450 nm), and the external intensity \( |E_0|_2^2 \) from \( 0.28 \times 10^{-4} \) to \( 0.88 \times 10^{-4} \) (approximately corresponding to a laser intensity from 29 MW/cm\(^2\) to 92 MW/cm\(^2\)), and the vertical width of the domain (blue area) is approximately \( 0.02 \times 10^{-4} \), corresponding to a laser intensity of 2 MW/cm\(^2\). These values are all reasonable in a real experiment estimation.

IV. CONCLUSION

We analyzed the stabilities of the dipolar mode in a finite number nanoparticle array, and the formation of controllable width of dark soliton in the same system. In this study, we performed numerical analysis of a silver array with finite number of nanoparticles that are excited by a homogenous electric field with the transversal polarization with consideration of the linearly dipole-dipole interaction and cubic nonlinearity. We studied the formation mechanism of dark soliton in the stationary states, analyzed the stability of the dipole moments in this finite number nanoparticle system and demonstrated the tailoring of the width of a dark soliton by changing the initial external electric field at different detuning frequencies. Moreover, we found DMDS consisting of two particles with the width of approximately 30\( \text{nm} \). These results may have potential applications in the subwavelength highly precise detection.
FIG. 8: (Color online) DMDS. (a) Formation of DMDS in the blue zone. The yellow zone refers to the ordinary dark solitons (ODS), which contain more than two particles at the low branch, and the blank zone refers to the absence of a dark soliton. The total number of particles in the system is 200; (b) DMDS with $\Omega = -0.09$, $|E_0|^2 = 0.41 \times 10^{-4}$, initial kink-kink width of 100 particles.
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Appendix: parameters

The radius and the distance between the particles are fixed to $a = 10$ nm and $d = 30$ nm, respectively. An external optical field $E^\infty$ is launched into the host and stimulates the particles. The dispersion of the host can be neglected because the permittivity of SiO$_2$ is nearly $\varepsilon_h \simeq 2.15$ for the optical wavelength range. The linear part of the dielectric constant of the silver particle follows the Drude model, which can be expressed as $\varepsilon^L_{Ag} = \varepsilon_\infty - \omega_P^2/\left[\omega(\omega - i\nu)\right]$, where $\varepsilon_\infty = 4.96$, $\hbar\omega_P = 9.54$ eV and $\hbar\nu = 0.55$ eV in this study [34]. The nonlinear part of the dielectric constant is selected as the standard cubic type, which can be obtained as $\varepsilon^{NL}_{Ag} = \chi^{(3)}|E_n|^2$, where $\chi^{(3)} \simeq 3 \times 10^{-9}$ esu for the silver spheres with 10nm radius [35], and $E_n$ is the local field inside the $n^{th}$ particle. The frequency of the surface plasmon resonance of the silver nanoparticles, namely $\omega_0$, which can be expressed as $\omega_0 = \omega_P / \sqrt{\varepsilon_\infty + 2\varepsilon_h}$.
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