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Abstract

Hybrid numerical-experimental testing is a standard approach for complex dynamical structures that are, on the one hand, not easy to model due to complexity and parameter uncertainty and, on the other hand, too expensive for full-scale experiments. The main idea is to subdivide the structure in a part that can be accurately simulated with numerical methods and an experimental component. The numerical simulation and the experiment are coupled in real-time by a so-called transfer system, which induces a time-delay into the system. In this paper, we study the solvability of the resulting hybrid numerical-experimental system, which is typically described by a set of nonlinear delay differential-algebraic equations, and extend existing results from the literature to this case.
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1 Introduction

We study existence and uniqueness of solutions for a specific class of nonlinear delay differential-algebraic equations (DDAEs)

\[ 0 = F(t, z(t), \dot{z}(t), z(t-\tau)) \quad \text{for } t > 0 \quad (1.1a) \]

with initial trajectory (also called history function)

\[ z(t) = \phi(t) \quad \text{for } t \in [-\tau, 0] \quad (1.1b) \]

that arise in the analysis of hybrid numerical-experimental testing, which is commonly used in earthquake engineering, see [11] and the references therein. The main reason for a hybrid numerical-experimental setup is the fact that in some applications the description of the model in terms of differential equations is difficult due to its complex
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nature or uncertainty [58]. Since testing of a complete prototype may be prohibitively expensive, is it desirable to incorporate the benefits of actual testing with the benefits of numerical simulation. This is accomplished by subdividing the system under investigation into smaller subsystems, which are typically referred to as substructures; see Figure 1.1 for an illustration. Alternatively, a bottom-up approach is facilitated by modern modeling languages such as MODELLICA (https://www.modelica.org) or MATLAB/SIMULINK (https://www.mathworks.org). These frameworks compose the complete model by linking small components from a large library together. Such an automated modeling concept typically results in a combination of differential and algebraic equations, thus making the complete model a differential-algebraic equation (DAE).

Having decomposed the system into smaller substructures, the numerical-experimental paradigm is to test only a specific substructure experimentally, while the remainder of the system is simulated numerically. To ensure dynamical interaction in real-time, the experiment and the numerically simulation have to happen simultaneously with a possibility to interact through a well-defined interface. In real-time dynamic substructuring or hardware-in-the-loop testing [11] the interface, called transfer system, is typically provided by a set of hydraulic actuators and a set of sensors. Since the dynamic characteristic of any actuator includes a response delay [33,57], the resulting system is a DDAE. Note that further delays might be present, which arise, for instance, from data acquisition, computation, or digital signal processing. In many applications, these delays are small compared to the actuator delay and may thus be neglected in the modeling process; for more details, we refer to [40] and the references therein. The model equations for the hybrid numerical-experimental approach are discussed in Section 2, yielding the coupled DDAE (2.12). The approach is exemplified by a coupled pendulum-mass-spring-damper system (cf. Figure 2.1) taken from [40]. Our two main results are:

(i) Lemma 4.5 details that if the subsystems are linear time-invariant regular DAEs, then the system arising from the hybrid approach is regular in the sense that the associated DAE (see Definition 4.3) is regular. The result is extended to nonlinear strangeness-free subsystems in Theorem 4.10 and extended to higher index in Theorem 4.12. In particular, we give a bound on the index of the hybrid system in terms of the index of the subsystems. Notably, in order to obtain the regularity results we have to shift certain equations of the hybrid model in time.

(ii) The regularity result combined with the method of steps [7] allows us to establish ex-
istence results for the initial trajectory problem (1.1), provided that the DDAE (1.1a) is not advanced. The details are presented in Definition 5.3 and Theorem 5.5.

Our analysis extends existing solvability results to a more general class of nonlinear DDAEs. Classical solution theory for DDAEs that need not be shifted is developed in [3, 19] for nonlinear DDAEs with a special structure and for linear time-invariant DDAEs in [12]. Shifting and its consequences are studied in [1, 15, 26, 28–31, 51, 55]. Numerical time integration methods are developed and analyzed in [5, 9, 18, 24, 25, 30, 32, 34, 35, 42, 52, 53]. Most of the references for the numerical methods require that there is no need to shift equations and that the associated DAE has differentiation index one. Notable exceptions are provided for instance in [1, 3, 5, 30, 32]. The stability and asymptotic stability of certain classes of DDAEs is studied in [17, 20, 22, 27, 43–45, 48, 59–61].

After this introduction we discuss a motivational example in Section 2.1 and give a general description of the hybrid numerical-experimental system in Section 2.2. As a preparation for our main results, we review the strangeness index [39] and the differentiation index [10] for differential-algebraic equations in Section 3 with a particular focus on coupled systems. In particular, we show in Examples 3.9 and 3.10 that the index of a coupled system is not necessarily related to the index of the subsystems.

Notation As is common in the literature for delay equations, \( \frac{d}{dt} \) denotes the derivative from the right and we write \( \dot{f} = \frac{d}{dt} f \), \( \ddot{f} = \left( \frac{d}{dt} \right)^2 f \), and \( f^{(k)} := \left( \frac{d}{dt} \right)^k f \). Similarly, the space \( C^k(\mathbb{I}, \mathbb{R}^n) \) denotes the space of \( k \)-times continuously differentiable functions from the time interval \( \mathbb{I} \) into \( \mathbb{R}^n \). The ring of polynomials with real coefficients is denoted by \( \mathbb{R}[s] \). For the concatenation of vectors \( v_1, \ldots, v_k \in \mathbb{R}^n \) we use the notation \([v_1; \ldots; v_k] := [v_1^T \ldots v_k^T]^T\), where \( v_i^T \in \mathbb{R}^{1 \times n} \) denotes the transpose of \( v_i \).

2 Motivational example and model equations

2.1 Coupled Pendulum-Mass-Spring-Damper system

We start our exposition on hybrid numerical-experimental systems with a motivational example taken from [40] consisting of a pendulum that is coupled to a mass-spring-damper system. For our example, we consider the mass-spring-damper system as the numerical simulation and the pendulum as the experiment; see Figure 2.1 for an illustration. For our numerical model, we assume that the mass \( M \) is mounted on a linear spring and a linear viscous damper. The resulting equation of motion for the mass-spring-damper system is given by

\[
M \ddot{y}_1 + C \dot{y}_1 + K y_1 = F_{\text{ext}},
\]

where \( C \) and \( K \) denote the damping and the stiffness coefficient, respectively. The external force, which in this scenario will be provided by the pendulum is given by \( F_{\text{ext}} \). We assume that the pendulum is given by a point mass \( m \) that is attached to the spring-mass-damper system via a massless rod of length \( L \). Assuming no friction, the model for the pendulum
is given by
\[ \begin{align*}
    m\ddot{x}_2 &= -2\lambda x_2, \\
    m\ddot{y}_2 &= -2\lambda(y_2 - y_1) - mg, \\
    0 &= x_2^2 + (y_2 - y_1)^2 - L^2, 
\end{align*} \tag{2.2} \]
with gravitational constant \( g \) and Langrange multiplier \( \lambda \). By Newton’s second law, the force that the pendulum generates in \( y \)-direction is given by
\[ F_{\text{pendulum}} = -2\lambda(y_2 - y_1) - mg. \]
Consequently, the equations of motion for the fully coupled system (as depicted in Figure 2.1a) are given by
\[ \begin{align*}
    M\ddot{y}_1 + C\dot{y}_1 + Ky_1 &= -2\lambda(y_2 - y_1) - mg, \\
    m\ddot{x}_2 &= -2\lambda x_2, \\
    m\ddot{y}_2 &= -2\lambda(y_2 - y_1) - mg, \\
    0 &= x_2^2 + (y_2 - y_1)^2 - L^2, 
\end{align*} \tag{2.3} \]
with unknown functions \( y_1, x_2, y_2, \) and \( \lambda \). In the hybrid numerical-experimental setup (cf. Figure 2.1b), the actuator introduces a time-delay \( \tau > 0 \) into the system, which is assumed constant. The delay can be understood as an offset in time between the mass-spring-damper dynamics (2.1) and the pendulum dynamics (2.2). In particular, we have to replace \( t \) by \( t - \tau \) in the pendulum dynamics (2.2) and the force \( F_{\text{pendulum}} \). Thus, the complete mathematical description for the hybrid numerical-experimental setup is given by
\[ \begin{align*}
    M\ddot{y}_1 + C\dot{y}_1 + Ky_1 &= -2\lambda(\cdot - \tau)(y_2(\cdot - \tau) - y_1(\cdot - \tau)) - mg, \\
    m\ddot{x}_2(\cdot - \tau) &= -2\lambda(\cdot - \tau)x_2(\cdot - \tau), \\
    m\ddot{y}_2(\cdot - \tau) &= -2\lambda(\cdot - \tau)(y_2(\cdot - \tau) - y_1(\cdot - \tau)) - mg, \\
    0 &= x_2^2(\cdot - \tau)^2 + (y_2(\cdot - \tau) - y_1(\cdot - \tau))^2 - L^2. 
\end{align*} \tag{2.4a-d} \]
If we introduce new variables for \( \dot{y}_1, \dot{x}_2, \) and \( \dot{y}_2 \), then we can rewrite (2.4) in the form (1.1a).
2.2 Hybrid numerical-experimental system

For the general description of the model equations, we assume that we have already subdivided the complete model into two sub-models, which later on represent the numerical part and the experimental part. For an illustrate we refer to Figure 1.1. The first subsystem is described by the descriptor system

\[
\begin{align*}
0 &= \hat{F}(t, z_1, \dot{z}_1, u_1), \\
y_1 &= \dot{G}(t, z_1)
\end{align*}
\]  
(2.5a)  
(2.5b)

with state \( z_1(t) \in \mathbb{R}^{n_1} \), input \( u_1(t) \in \mathbb{R}^m \), and output \( y_1(t) \in \mathbb{R}^p \). The second subsystem is given by

\[
\begin{align*}
0 &= \hat{F}(t, z_2, \dot{z}_2, u_2), \\
y_2 &= \dot{G}(t, z_2)
\end{align*}
\]  
(2.6a)  
(2.6b)

with \( z_2(t) \in \mathbb{R}^{n_2} \), \( u_2(t) \in \mathbb{R}^{m_2} \), and \( y_2(t) \in \mathbb{R}^p \). The complete model is given by imposing the interconnections

\[
u_1(t) = y_2(t) \quad \text{and} \quad u_2(t) = y_1(t).
\]  
(2.7)

In particular, we assume \( m_1 = p_2 \) and \( m_2 = p_1 \). The complete model as depicted in Figure 1.1 is thus given by the implicit equation

\[
0 = \begin{bmatrix}
\hat{F}(t, z_1, \dot{z}_1, \dot{G}(t, z_2)) \\
\hat{F}(t, z_2, \dot{z}_2, \dot{G}(t, z_1))
\end{bmatrix}
\]  
(2.8)

with initial conditions

\[
z_1(0) = \zeta_1 \quad \text{and} \quad z_2(0) = \zeta_2.
\]  
(2.9)

Let us emphasize that the initial values \( \zeta_1 \in \mathbb{R}^{n_1} \) and \( \zeta_2 \in \mathbb{R}^{n_2} \) have to satisfy some consistency condition for a (classical) solution to exist. For further details we refer to [39] and the forthcoming Section 3.

Example 2.1. To recast the coupled pendulum-mass-spring-damper system, we first have to transform the systems to first order. Introducing new variables for the velocities and renaming, we obtain

\[
\hat{F}(t, z_1, \dot{z}_1, u_1) = \begin{bmatrix}
z_{1,1} - z_{1,2} \\
M\dot{z}_{1,2} + Cz_{1,2} + Kz_{1,1} - u_1
\end{bmatrix}, \quad \hat{G}(t, z_1) = z_{1,1},
\]  
\[
\hat{F}(t, z_2, \dot{z}_2, u_2) = \begin{bmatrix}
z_{2,1} - z_{2,4} \\
z_{2,2} - z_{2,5} \\
z_{2,6} - u_2 \\
m\dot{z}_{2,4} + 2z_{2,3}z_{2,1} \\
m\dot{z}_{2,5} + 2z_{2,3}(z_{2,2} - u_2) + mg \\
z_{2,1}^2 + (z_{2,2} - u_2)^2 - L^2
\end{bmatrix}, \quad \hat{G}(t, z_2) = -2z_{2,3}(z_{2,2} - z_{2,6}) - mg.
\]

Note that we have introduced the artificial variable \( z_{2,6} \) to account for the feedthrough.  

\( \Box \)
If both subsystems are linear time-invariant, then we write
\[
\begin{align*}
\hat{F}(t, z_1, \dot{z}_1, u_1) &= \hat{E}\dot{z}_1 - \hat{A}z_1 - \hat{B}u_1 + \hat{f}(t), \\
\hat{F}(t, z_2, \dot{z}_2, u_2) &= \hat{E}\dot{z}_2 - \hat{A}z_2 - \hat{B}u_2 + \hat{f}(t), \\
\hat{G}(t, z_1) &= \hat{C}z_1, \\
\hat{G}(t, z_2) &= \hat{C}z_2,
\end{align*}
\tag{2.10}
\]
with external forcing functions \(\hat{f}\) and \(\hat{f}\). such that the complete model (2.8) is given by
\[
\begin{bmatrix}
\dot{\hat{E}} \\
\hat{E}
\end{bmatrix}
\begin{bmatrix}
\dot{z}_1 \\
\dot{z}_2
\end{bmatrix}
= 
\begin{bmatrix}
\hat{A} & \hat{B}\hat{C} \\
\hat{B}\hat{C} & \hat{A}
\end{bmatrix}
\begin{bmatrix}
z_1 \\
z_2
\end{bmatrix}
+ 
\begin{bmatrix}
\hat{f} \\
\hat{f}
\end{bmatrix}.
\tag{2.11}
\]
Our standing assumption is that the first model is simulated numerically, while the second model is tested experimentally. Following the discussion above, the transfer system that realizes the numerical results in real-time within the experiment is delayed, such that the second model technically acts at a different time point. The hybrid numerical-experimental model, which we study in this paper, is thus given by
\[
\begin{bmatrix}
\hat{F}(t, z_1(t), \dot{z}_1(t), \hat{G}(t - \tau, z_2(t - \tau))) \\
\hat{F}(t - \tau, z_2(t - \tau), \dot{z}_2(t - \tau), \hat{G}(t - \tau, z_1(t - \tau)))
\end{bmatrix},
\tag{2.12}
\]
which in the linear case simplifies to
\[
\begin{bmatrix}
\dot{\hat{E}} \\
0
\end{bmatrix}
\begin{bmatrix}
\dot{z}_1(t) \\
\dot{z}_2(t - \tau)
\end{bmatrix}
+ 
\begin{bmatrix}
0 \\
\hat{E}
\end{bmatrix}
\begin{bmatrix}
\dot{z}_1(t - \tau) \\
\dot{z}_2(t - \tau)
\end{bmatrix}
= 
\begin{bmatrix}
\hat{A} \\
0
\end{bmatrix}
\begin{bmatrix}
z_1(t) \\
z_2(t)
\end{bmatrix}
+ 
\begin{bmatrix}
\hat{B}\hat{C} & \hat{A}
\end{bmatrix}
\begin{bmatrix}
z_1(t - \tau) \\
z_2(t - \tau)
\end{bmatrix}
+ 
\begin{bmatrix}
\hat{f} \\
\hat{f}
\end{bmatrix}.
\tag{2.13}
\]
Note that if the hybrid model is initialized at time \(t_0\), then the numerical simulation starts at \(t_0\), while the experimental part starts at \(t_0 + \tau\). In particular, it is sufficient to prescribe an initial trajectory solely for the experimental part, i.e., only for \(z_2\).

**Remark 2.2.** In general, the input and output dimensions \(m_i\) and \(p_i\) may not be compatible and instead, a relation of the form
\[
0 = \mathcal{K}(t, u_1, y_1, u_2, y_2)
\tag{2.14}
\]
can be imposed to connect the two subsystems. For the hybrid numerical-experimental model (2.12) the coupling relation (2.14) has to be replaced with
\[
0 = \mathcal{K}(t, u_1(t - \tau), y_1(t - \tau), u_2(t - \tau), y_2(t - \tau)).
\]
To simplify notation we restrict ourselves to the setting described above and emphasize that all results can be generalized to the implicit coupling relation (2.14).

### 3 Differential-algebraic equations

The two subsystems (2.6) and (2.5) are nonlinear DAEs of the form
\[
F(t, z(t), \dot{z}(t), u(t)) = 0,
\tag{3.1}
\]
where $z(t) \in \mathbb{R}^n$ and $u(t) \in \mathbb{R}^m$ denote, respectively, the state and control of the system, which is posed on the (compact) time interval $I := [0, T]$. The function

$$F: I \times \mathbb{D}_z \times \mathbb{D}_\dot{z} \times \mathbb{D}_u \to \mathbb{R}^n$$

with open sets $\mathbb{D}_z, \mathbb{D}_\dot{z} \subseteq \mathbb{R}^n, \mathbb{D}_u \subseteq \mathbb{R}^m$ is assumed to be sufficiently smooth. A function $z \in C^1(I, \mathbb{R}^n)$ is called a (classical) solution of (3.1) if $z$ satisfies (3.1) pointwise. An initial condition $z(t_0) = z_0 \in \mathbb{R}^n$ is called consistent if for a given control $u$, the associated initial value problem (IVP)

$$F(t, z(t), \dot{z}(t), u(t)) = 0, \quad z(t_0) = z_0$$

has at least one solution. Throughout this paper we assume that (3.2) is regular, i.e., for every sufficiently smooth input $u$ the DAE (3.1) is solvable and the solution is unique for every consistent initial condition.

The control problem (3.1) is often studied in the behavior framework [50], see for instance [16, 37]. Hereby, a new variable $\xi = [z, u]$ is introduced that includes the state and control variable such that the problem is reduced to the analysis of an underdetermined DAE [37], i.e., the meaning of the variables is not distinguished any more. One big advantage of this formalism is that the analysis determines the free variables in the system, which might not be the original control variables, and hence need to be reinterpreted. Since our main goal is to study the IVP (3.2) with a prescribed input function $u$ this viewpoint is not possible. For given $u$ we can study the restricted problem

$$\tilde{F}(t, z(t), \dot{z}(t)) = 0, \quad z(t_0) = z_0,$$

with $\tilde{F}(t, z, \dot{z}) = F(t, z, \dot{z}, u)$.

If the partial derivative $\frac{\partial}{\partial \dot{z}} \tilde{F}$ is singular, then the solution $z$ of (3.3) may depend on derivatives of $\tilde{F}$. The difficulties arising with these differentiations are classified by so called index concepts (cf. [47] for a survey). In this paper, we make use of the strangeness index concept [39], which is – roughly speaking – a generalization of the differentiation index [10] to under- and overdetermined systems. The advantage of the strangeness index is that it preserves the algebraic constraints in the system, which in turn prevents numerical methods to drift away from the solution manifold [38]. The strangeness index is based on the derivative array [13] of level $\ell$, defined as

$$\tilde{D}_\ell(t, z, \eta) := \begin{bmatrix} \frac{\partial}{\partial \dot{z}} \tilde{F}(t, z, \dot{z}) & \frac{\partial^2}{\partial \dot{z}^2} \tilde{F}(t, z, \dot{z}) & \cdots & \frac{\partial^\ell}{\partial \dot{z}^\ell} \tilde{F}(t, z, \dot{z}) \end{bmatrix} \in \mathbb{R}^{(\ell+1)n} \quad \text{with} \quad \eta := [\dot{z}; \ldots; z^{(\mu+1)}].$$

**Hypothesis 3.1.** There exist integers $\mu$ and $a$ such that the set

$$\tilde{M}_\mu := \left\{ (t, z, \eta) \in \mathbb{R}^{(\mu+2)n+1} \mid \tilde{D}_\mu(t, z, \eta) = 0 \right\}$$

associated with $\tilde{F}$ is nonempty and such that for every $(t_0, z_0, \eta_0) \in \tilde{M}_\mu$, there exists a (sufficiently small) neighborhood $\tilde{U}$ in which the following properties hold:
(i) We have $\text{rank}(\frac{\partial}{\partial \eta} \hat{D}_\mu) = (\mu + 1)n - a$ on $\hat{\mathcal{M}}_\mu \cap \hat{\mathcal{U}}$ such that there exists a smooth matrix function $\hat{Z}_\Lambda$ of size $(\mu + 1)n \times a$ and pointwise maximal rank that satisfies $\hat{Z}_\Lambda^T \frac{\partial}{\partial \eta} \hat{D}_\mu = 0$.

(ii) We have $\text{rank}(\hat{Z}_\Lambda^T \frac{\partial}{\partial \xi} \hat{D}_\mu) = a$ on $\hat{\mathcal{M}}_\mu \cap \hat{\mathcal{U}}$ such that there exists a smooth matrix function $\hat{T}_\Lambda$ of size $n \times d$ with $d := n - a$ and pointwise maximal rank, satisfying $\hat{Z}_\Lambda^T \left( \frac{\partial}{\partial \xi} \hat{D}_\mu \right) \hat{T}_\Lambda = 0$.

(iii) We have $\text{rank}(\frac{\partial}{\partial \xi} \hat{T}_\Lambda) = d$ on $\hat{\mathcal{M}}_\mu \cap \hat{\mathcal{U}}$ such that there exists a smooth matrix function $\hat{Z}_D$ of size $n \times d$ and pointwise maximal rank, satisfying $\text{rank}(\hat{Z}_D^T \frac{\partial}{\partial \xi} \hat{T}_\Lambda) = d$.

The smallest possible $\mu$ for which Hypothesis 3.1 is satisfied is called strangeness index of the DAE (3.3). If Hypothesis 3.1 is satisfied with $\mu = 0$, then the DAE (3.3) is called strangeness-free. The quantities $a$ and $d$ are, respectively, the numbers of differential and algebraic equations contained in the DAE (3.3). Using the matrix functions $\hat{Z}_D$ and $\hat{Z}_\Lambda$, the DAE (3.3) can (locally) be reformulated as

$$0 = \hat{D}(t, z, \hat{z}) := \left( \hat{Z}_D^T \hat{F} \right) (t, z, \hat{z}),$$

$$0 = \hat{A}(t, z) := \left( \hat{Z}_\Lambda^T \hat{D}_\mu \right) (t, z),$$

(3.5a) (3.5b)

which itself is strangeness-free and every solution of (3.3) also solves (3.5). Hereby we call (3.5a) the differential part of (3.3) and (3.5b) the algebraic part. Note that although $\hat{Z}_\Lambda$ and $\hat{D}_\mu$ may depend on derivatives of $z$ it can be shown (cf. [36]) that their product only depends on $t$ and $z$. Unfortunately, a solution of (3.5) is not necessarily a solution of (3.3). However, if we assume in addition, that Hypothesis 3.1 is satisfied with characteristic values $\mu, a, d$ and $\mu + 1, a, d$, then for every initial value $z_{\mu+1,0} \in \mathcal{M}_{\mu+1}$ there exists a unique solution of (3.5) and this solution (locally) solves (3.3) (see [39, Theorem 4.13]).

As a direct consequence, an initial value $z_0$ is consistent if and only if it is contained in the consistency set

$$\{ (t, z) \in \mathbb{R}^{n+1} \mid \hat{A}(t, z) = 0 \}.$$  

(3.6)

If state transformations are allowed, then the implicit function theorem allows us to (locally) rewrite the strangeness-free DAE (3.5) as

$$\dot{\xi} = \hat{\mathcal{L}}(t, \xi), \quad \zeta = \hat{\mathcal{R}}(t, \xi)$$

(3.7)

with $\xi(t) \in \mathbb{R}^d$ and $\zeta(t) \in \mathbb{R}^a$. For the detailed derivation we refer to [39, Cha. 4.1]. Let $z = \mathcal{T}(t, \xi, \zeta)$ denote the transformation for the state. Then, the ordinary differential equation (ODE)

$$\dot{z} = \hat{\mathcal{Y}}(t, z) := \mathcal{T} \left( t, \hat{\mathcal{L}}(t, \xi), \left( \frac{\partial}{\partial \xi} \hat{\mathcal{R}} \right) (t, \xi) \hat{\mathcal{L}}(t, \xi) + \left( \frac{\partial}{\partial \zeta} \hat{\mathcal{R}} \right) (t, \xi) \right),$$

(3.8)

is called the underlying ODE for the DAE (3.3) and is the basis of the differentiation index [10], which is defined as $\mu + 1$ if $\hat{\mathcal{Y}}(t, \xi)$ is singular and 0 otherwise [39, Cor. 3.46].

If we want to solve the DAE (3.1) numerically, we are not only interested in the existence of solutions but also that the solution of the initial value problem (3.3) is unique and depends continuously on the data. For DAEs, the so-called well-posedness can be be formulated as follows [39, Theorem 4.12].
Theorem 3.2. Let \( \tilde{F} \) as in (3.3) be sufficiently smooth and satisfy Hypothesis 3.1. Let \( z^* \in C^1(I, \mathbb{R}^n) \) be a sufficiently smooth solution of (3.1). Let the (nonlinear) operator \( \bar{F}: \mathbb{D} \to \mathbb{Y} \), \( \mathbb{D} \subseteq \mathbb{Z} \) open, be defined by

\[
\bar{F}(z)(t) = \begin{bmatrix}
\xi - \tilde{L}(t, \xi(t)) \\
\zeta - \tilde{R}(t, \xi(t))
\end{bmatrix},
\]

(3.9)

with the Banach spaces

\[
Z := \{ z \in C(I, \mathbb{R}^n) | \xi \in C^1(I, \mathbb{R}^d), \xi(t_0) = 0 \}, \quad \mathbb{Y} := C(I, \mathbb{R}^n)
\]

according to (3.7). Then \( z^* \) is a regular solution of the strangeness-free problem

\[ \bar{F}(z) = 0 \]

in the following sense. There exists a neighborhood \( \mathcal{U}_z \subseteq \mathbb{Z} \) of \( z^* \) and a neighborhood \( \mathcal{V} \subseteq \mathbb{Y} \) of the origin such that for every \( f \in \mathcal{V} \) the equation

\[ \bar{F}(z) = f \]

has a unique solution \( z \in \mathcal{U}_z \) that depends continuously on \( f \). In particular, \( z^* \) is the unique solution in \( \mathcal{U}_z \) belonging to \( f = 0 \).

In order to apply the theory to the original equation (3.1) we have to ensure that the characteristic values \( \mu, a \), and \( d \) do not depend on the chosen input \( u \). A simple way to guarantee this, is to ensure that the rank assumptions in Hypothesis 3.1 hold for all sufficiently smooth input functions. The derivative array (3.4) with explicit dependency on \( u \) takes the form

\[
D_t \left( t, z, \eta, u, \hat{u}, \ldots, u^{(\ell)} \right) := \begin{bmatrix}
F(t, z, \hat{z}, u) \\
\frac{d}{dt} F(t, z, \hat{z}, u) \\
\vdots \\
\left( \frac{d}{dt} \right)^\ell F(t, z, \hat{z}, u)
\end{bmatrix} \in \mathbb{R}^{(\ell+1)n} \text{ with } \eta := [\hat{z}; \ldots; z^{(\mu+1)}].
\]

Hypothesis 3.3. There exist integers \( \mu \) and \( a \), and matrix functions \( Z_\Lambda(\cdot) \in \mathbb{R}^{(\mu+1)n \times a} \), \( T_\Lambda(\cdot) \in \mathbb{R}^{n \times d} \), and \( Z_D(\cdot) \in \mathbb{R}^{n \times d} \) with pointwise maximal rank and \( d := n - a \) such that for every sufficiently smooth \( u \) the set

\[
\mathcal{M}_\mu := \left\{ (t, z, \eta, u, \ldots, u^{(\mu)}) \in \mathbb{R}^{(\mu+2)m+(\mu+1)m+1} | \ D_\mu \left( t, z, \eta, u, \ldots, u^{(\mu)} \right) = 0 \right\}
\]

associated with \( F \) is nonempty and such that for every \( (t_0, z_0, \eta_0, u_0, \ldots, u_0^{(\mu)}) \in \mathcal{M}_\mu \), there exists a (sufficiently small) neighborhood \( \mathcal{U} \) in which the following properties hold:

(i) We have \( \text{rank} \left( \frac{\partial}{\partial \eta} D_\mu \right) = (\mu + 1)n - a \) and \( Z_\Lambda T_\Lambda \frac{\partial}{\partial \eta} D_\mu = 0 \) on \( \mathcal{M}_\mu \cap \mathcal{U} \).

(ii) We have \( \text{rank} \left( Z_D T_\Lambda \frac{\partial}{\partial \eta} D_\mu \right) = a \) and \( Z_\Lambda \left( \frac{\partial}{\partial \eta} D_\mu \right) T_\Lambda = 0 \) on \( \mathcal{M}_\mu \cap \mathcal{U} \).

(iii) We have \( \text{rank} \left( \frac{\partial}{\partial \eta} T_\Lambda \right) = d \) and \( \text{rank} \left( Z_D \frac{\partial}{\partial \eta} T_\Lambda \right) = d \) on \( \mathcal{M}_\mu \cap \mathcal{U} \).

Remark 3.4. Note that similarly as in Hypothesis 3.1 the existence of the matrix functions \( Z_\Lambda, T_\Lambda, \) and \( Z_D \) in Hypothesis 3.3 follows from the constant rank assumptions and a smooth version of the singular value decomposition as in [39, Thm. 3.9 and Thm. 4.3]. \( \diamond \)
Example 3.5. It is easy to see that $\hat{F}$ in Example 2.1 satisfies Hypothesis 3.3 with $\mu = 0$. The equation for the pendulum, summarized in $\hat{F}$, are in Hessenberg-form and therefore satisfy Hypothesis 3.3 with strangeness index $\mu = 0$.

Following the analysis in [36] that leads to the strangeness-free formulation (3.5) we observe that the functions $D$ and $A$ may depend on $u$ and its derivatives. Due to the local character of Hypothesis 3.3 we can assume that $D$ does not depend on derivatives of $u$. In any case, Hypothesis 3.3 yields the (local) reformulation

$$ 0 = D(t, z, \dot{z}, u) := (Z_D^T F)(t, z, \dot{z}, u), \quad \text{(3.10a)} $$
$$ 0 = A(t, z, u, \dot{u}, \ldots, u^{(\mu)}) := (Z_A^T D_\mu)(t, z, u, \dot{u}, \ldots, u^{(\mu)}), \quad \text{(3.10b)} $$

which itself is strangeness-free. The corresponding explicit form (3.7) and the underlying ODE (3.8) therefore take the form

$$ \dot{\xi} = \mathcal{L}(t, \xi, u), \quad \zeta = \mathcal{R}(t, \xi, u, \dot{u}, \ldots, u^{(\mu)}) \quad \text{(3.11)} $$

and

$$ \dot{z} = f(t, z, u, \ldots, u^{(\mu+1)}). \quad \text{(3.12)} $$

Clearly, if a system satisfies Hypothesis 3.3, then it also satisfies Hypothesis 3.1 (with given $u$) and thus all previous results hold as well.

Remark 3.6. Although derivatives of $u$ up to order $\mu$, respectively $\mu + 1$ appear in the algebraic equation (3.10b), the explicit algebraic equation (3.11), and the underlying ODE (3.12), respectively, it is not necessary, that they actually depend on it.

In the linear case, i.e., when (3.1) takes the form

$$ E \dot{z} = Az + Bu + f \quad \text{(3.13)} $$

with matrices $E, A \in \mathbb{R}^{n \times n}$, $B \in \mathbb{R}^{n \times m}$ and external forcing $f$, the analysis reduces to the analysis of the matrix pencil $(E, A)$. We say the $(E, A)$ is regular, if $\det(sE - A) \in \mathbb{R}[s] \setminus \{0\}$ is not the zero polynomial. Otherwise, $(E, A)$ is called singular. In this case, the Weierstraß canonical form [23] separates the algebraic and differential part.

Theorem 3.7 (Weierstraß canonical form). The matrix pencil $(E, A) \in (\mathbb{R}^{n \times n})^2$ is regular if and only if there exist matrices nonsingular matrices $S, T \in \mathbb{R}^{n \times n}$ such that

$$ SET = \begin{bmatrix} I_n & 0 \\ 0 & N \end{bmatrix}, \quad SAT = \begin{bmatrix} J & 0 \\ 0 & I_n \end{bmatrix}, \quad \text{(3.14)} $$

where the matrices $J \in \mathbb{R}^{n \times n}$ and $N \in \mathbb{R}^{n \times n}$ are in Jordan canonical form and $N$ is nilpotent.

One can show that the index of nilpotency $\nu \in \mathbb{N}$ of $n$, i.e., the unique number $\nu$ that satisfies $N^\nu = 0$ and $N^{\nu-1} \neq 0$, does not depend on the particular choice of $S$ and $T$ and thus is called the index. The Weierstraß canonical form separates the DAE (3.13) into the differential equation

$$ \dot{z}_d = Jz_d + B_d u + f_d, $$
which for continuous \( u \) and \( f_a \) is uniquely solvable for any initial condition \( z_a(0) = z_{a,0} \),
and the algebraic equation
\[
N \dot{z}_a = a + B_a u + f_a.
\]
(3.15)
Hereby, we use \( [\dot{z}_a] := T^{-1} z \), \( [B_a] := SB \), and \( [f_a] := Sf \). It is easy to see (cf. \cite[Lem. 2.8]{39}) that the unique solution of (3.15) is given by
\[
z_a = - \sum_{j=0}^{\nu-1} N^i \left( B_a u^{(j)}(t) + f_a^{(j)}(t) \right),
\]
(3.16)
provided that \( u \) and \( f_a \) are sufficiently smooth. In particular, an initial condition \( z_a(0) = z_{a,0} \) is consistent if and only if it satisfies (3.16), i.e., in the linear case we consistency set (3.6) is given by
\[
\mathcal{M} := \left\{ (t, z) \in \mathbb{R}^{n+1} \left| \begin{array}{l} z_a(t) = - \sum_{j=0}^{\nu-1} N^i \left( B_a u^{(j)}(t) + f_a^{(j)}(t) \right) \end{array} \right. \right\}.
\]
We observe that the explicit solution formula (3.16) is obtained by differentiating (3.15) \( \nu - 1 \) times. Another differentiation therefore allows us to rewrite the DAE (3.13) as an ODE, showing that the index (of nilpotency) and the differentiation index coincide. In particular, we conclude \cite[Cor. 3.46]{39}
\[
\nu = \begin{cases} 0, & \text{if } a = 0, \\ \mu + 1, & \text{if } a > 0, \end{cases}
\]
where \( a \) is the characteristic quantity defined in Hypothesis 3.3.

**Remark 3.8.** The transformation of a matrix pencil with nonsingular matrices as in Theorem 3.7 defines an equivalence relation \cite[Lem. 2.2]{39}. We write \((E, A) \sim (E, \hat{A})\) if there exists nonsingular matrices \( S, T \) with \( E = SET \) and \( \hat{A} = SAT \).

Before we continue our discussion let us emphasize that in general, there is no relation between the regularity of the subsystems (2.5) and (2.6) and the regularity of the coupled system (2.8). Also the index from the subsystems might differ from the index of the coupled system. As an immediate consequence, the splitting of the system into smaller subsystems is a delicate task that has to be performed carefully.

**Example 3.9.** Consider the linear DAE
\[
\begin{bmatrix} 1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix} \begin{bmatrix} \dot{x}_1 \\ \dot{x}_2 \\ \dot{x}_3 \end{bmatrix} = \begin{bmatrix} 0 & c & 0 \\ 0 & 0 & 1 \\ 0 & 1 & -1 \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \\ x_3 \end{bmatrix} + \begin{bmatrix} f_1 \\ f_2 \\ f_3 \end{bmatrix}
\]
(3.17)
with external forcing function \( f = [f_1, f_2, f_3] \) and parameter \( c \in \mathbb{R} \). It is easy to see that for any \( c \in \mathbb{R} \) the system has differentiation index \( \nu = 1 \). Splitting the system into \( z_1 = [x_1, x_2] \) and \( z_2 = x_3 \) we obtain the two subsystems
\[
\begin{align}
\begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} \dot{x}_1 \\ \dot{x}_2 \end{bmatrix} &= \begin{bmatrix} 0 & c \\ c & 0 \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \end{bmatrix} + \begin{bmatrix} 0 \\ 1 \end{bmatrix} u_1 + \begin{bmatrix} f_1 \\ f_2 \end{bmatrix} \\
0 &= -x_3 + u_2 + f_3.
\end{align}
\]
(3.18a)
(3.18b)
The second subsystem (3.18b) has differentiation index \( \nu = 1 \). For the first subsystem (3.18a) we observe that for \( c = 0 \) the pencil of the DAE is singular. For \( c \neq 0 \) the pencil is regular with index \( \nu = 2 \), which is bigger than the index of the coupled system.

**Example 3.10.** For \( i = 1, 2 \) we consider the subsystems
\[
\begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 \\
\end{bmatrix}
\begin{bmatrix}
z_1 \\
z_2 \\
z_3 \\
z_4 \\
\end{bmatrix}
= \begin{bmatrix}
0 & 0 & b_{1,1} & b_{1,2} \\
0 & 1 & c_{1,1} & c_{1,2} \\
b_{2,1} & b_{2,2} & a_2 & 0 \\
c_{2,1} & c_{2,2} & 0 & 1 \\
\end{bmatrix}
\begin{bmatrix}
u_1 \\
u_2 \\
u_3 \\
u_4 \\
\end{bmatrix},
\]
which are already in Weierstrass canonical form (3.14) with index \( \nu = 1 \). The coupled system with coupling relations \( u_1 = z_2 \) and \( u_2 = z_1 \) is given by the linear DAE \( E \dot{z} = Az \)

\[
E := \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 \\
\end{bmatrix}, \quad A := \begin{bmatrix}
a_1 & 0 & b_{1,1} & b_{1,2} \\
0 & 1 & c_{1,1} & c_{1,2} \\
b_{2,1} & b_{2,2} & a_2 & 0 \\
c_{2,1} & c_{2,2} & 0 & 1 \\
\end{bmatrix}, \quad \text{and} \quad z := \begin{bmatrix}
z_1 \\
z_2 \\
\end{bmatrix}.
\]

From

\[
(E, A) \sim \left( \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\end{bmatrix}, \begin{bmatrix}
a_1 & b_{1,1} & 0 & b_{1,2} \\
b_{2,1} & b_{2,2} & a_2 & 0 \\
0 & c_{1,1} & 1 & c_{1,2} \\
c_{2,1} & c_{2,2} & 0 & 1 \\
\end{bmatrix} \right)
\]

we immediately observe that \( (E, A) \) has differentiation index \( \nu = 1 \) if and only if \( c_{1,2}c_{2,2} \neq 1 \). Otherwise, we obtain

\[
(E, A) \sim \left( \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\end{bmatrix}, \begin{bmatrix}
a_1 & b_{1,1} & b_{1,2} & 0 \\
b_{2,1} & a_2 - c_{1,1}b_{2,1} & -b_{21}c_{12} & 0 \\
c_{2,1} & c_{2,2} & 0 & 0 \\
0 & 0 & 0 & 1 \\
\end{bmatrix} \right)
\]

showing that also \( \nu = 2, \nu = 3 \), and \( (E, A) \) singular are possible.

**Remark 3.11.** If both subsystems are port-Hamiltonian systems [6], then, under reasonable conditions, the coupled system itself is again a port-Hamiltonian system. In this case, [46, Thm. 4.3] implies that the differentiation index of the coupled system is at most \( \nu = 2 \).

\[ \Diamond \]

\section{The method of steps}

The standard procedure to solve initial trajectory problems for delay equations is via successive integration on the time intervals \([(i - 1)\tau, i\tau)\) with \( i = 1, \ldots, M \), where \( M \in \mathbb{N} \) is the smallest integer such that \( T \leq M\tau \). This approach is commonly referred to as the method of steps [30], see also [7, 12]. For the DDAE (1.1a) we therefore introduce for \( i \in I := \{1, \ldots, M\} \)

\[
\begin{align*}
z_{[i]} & : [0, \tau] \to \mathbb{R}^n, & t \mapsto z(t + (i - 1)\tau), \\
F_{[i]} & : [0, \tau] \times \mathbb{D}_z \times \mathbb{D}_x \times \mathbb{D}_{\sigma(z)} \to \mathbb{R}^n, & (t, z, y, z) \mapsto F(t + (i - 1)\tau, z, y, x), \\
z_{[0]} & : [0, \tau] \to \mathbb{R}^n, & t \mapsto \phi(t - \tau).
\end{align*}
\]
Then we have to solve for each $i \in \{1, \ldots, M\}$ the DAE

$$0 = F_{[i]}(t, z_{[i]}, \dot{z}_{[i]}, z_{[i-1]}), \quad t \in [0, \tau), \quad (4.2a)$$

$$z_{[i]}(0) = z_{[i-1]}(\tau^-), \quad (4.2b)$$

with right continuation

$$z_{[i-1]}(\tau^-) := \lim_{t \to \tau} z_{[i-1]}(t). \quad (4.3)$$

If (4.2) is uniquely solvable (provided that the initial value $z_{[i-1]}(\tau^-)$ is consistent), then we can construct the solution of (3.2) on the successive time intervals $[(i-1)\tau, i\tau)$. In general, we cannot expect a smooth transition of the solution between these intervals. This is, for instance, illustrated with several examples in [56]. We therefore use the following solution concept.

**Definition 4.1** (Solution concept). Assume that $F$ in the DDAE (1.1a) and the history function $\phi$ are sufficiently smooth. We call $z \in C(I, \mathbb{R}^n)$ a solution of (1.1) if for all $i \in I$ the restriction $z_{[i]}$ of $z$ as in (4.1) is a solution of (4.2). We call the history function $\phi: [-\tau, 0] \to \mathbb{R}^n$ consistent if the initial value problem (1.1) has at least one solution.

We emphasize that in order to check if a history function is consistent, we actually have to compute a solution of the initial value problem (1.1). This is in contrast to the DAE theory, where it suffices to compute the consistency set (3.6). To account for this issue, we adopt the following definition from [56], which ensures that we can at least ensure a solution in the interval $[0, \tau)$.

**Definition 4.2** (Admissible history function). The history function $\phi$ is called admissible for the DDAE (1.1a) if the initial condition

$$z_{[1]}(0) = \phi(0)$$

is consistent for the DAE (4.2) with $i = 1$.

Following the discussion from Section 3, consistent initial values are characterized by the consistency set (3.6). We therefore have to assume that the DAE

$$0 = F_{[1]}(t, z_{[1]}, \dot{z}_{[1]}, \phi(t - \tau)) \quad (4.4)$$

satisfies Hypothesis 3.1. In order to simplify the discussion, we make the following definition.

**Definition 4.3.** The DAE that is obtained from the DDAE (1.1a) by substituting $z(t - \tau)$ with a control function $u(t)$ is called the associated DAE for the DDAE (1.1a). We say that the DDAE (1.1a) satisfies Hypothesis 3.3 if its associated DAE satisfies Hypothesis 3.3.

Suppose now that the DDAE (1.1a) satisfies Hypothesis 3.3 with strangeness index $\mu$. Following the discussion in Section 3 we observe that the algebraic equation (which now takes the form of a difference equation) is given by

$$0 = A(t, z(t), z(t - \tau), \dot{z}(t - \tau), \ldots, z^{(\mu)}(t - \tau)). \quad (4.5)$$

Since the set of consistent initial values is described by (4.5), we immediately obtain the following result.
Lemma 4.4. Assume that the history function \( \phi \) is sufficiently smooth and the DDAE (1.1a) satisfies Hypothesis 3.3 with strangeness index \( \mu \). Then \( \phi \) is admissible for the DDAE (1.1a) if and only if

\[
0 = A\left(t, \phi(0), \phi(-\tau), \phi(-2\tau), \ldots, \phi(\mu(-\tau))\right).
\]

(4.6)

Lemma 4.4 requires that the DDAE satisfies Hypothesis 3.3, which in turn implies that the associated DAE is regular. Unfortunately, this is only a sufficient condition for the existence of a unique solution for the initial trajectory problem (1.1), see for instance [30,55]. It is easy to see that the associated DAE for the hybrid numerical-experimental model (2.12) is not regular and therefore does not satisfy Hypothesis 3.3 and hence Lemma 4.4 does not apply to (2.12).

One strategy to resolve this issue is to find a reformulation of the DDAE (1.1a) by shifting certain equations. This is achieved either by a combined shift-and-derivative array and the so-called shift index [26,30], or by some kind of compress-and-shift algorithm [15,29,31,55]. The idea of the latter algorithm is to identify (after a potential transformation of the equations – the compression step) which equations do not depend on the current state but solely on the past state. These equations are then shifted in time and the procedure is iterated. The special structure of the hybrid numerical-experimental model thus immediately suggest to shift the second block row of equations, yielding

\[
0 = F(t, z, \dot{z}, \sigma\tau(z)) := \left[\begin{array}{c}
\dot{F}(t, z_1, \dot{z}_1, \sigma\tau(G(t,z_2))) \\
\dot{F}(t, z_2, \dot{z}_2, \sigma\tau(G(t,z_1)))
\end{array}\right],
\]

(4.7)

with \( z(t) := [z_1(t); z_2(t)] \in \mathbb{R}^n \), \( n := n_1 + n_2 \) and shift operator

\[
\sigma\tau(f)(t) := f(t-\tau).
\]

In the linear case (4.7) simplifies to

\[
\begin{bmatrix}
\dot{E} \\
\dot{H}
\end{bmatrix}
\begin{bmatrix}
z_1 \\
z_2
\end{bmatrix} =
\begin{bmatrix}
A & 0 \\
BC & A
\end{bmatrix}
\begin{bmatrix}
z_1 \\
z_2
\end{bmatrix}
\begin{bmatrix}
\sigma\tau(z_1) \\
\sigma\tau(z_2)
\end{bmatrix}
+ \begin{bmatrix}
0 \\
0
\end{bmatrix}
\begin{bmatrix}
\dot{f}
\end{bmatrix}.
\]

(4.8)

We immediately obtain

\[
\det\left(\begin{bmatrix}
s\dot{E} - \dot{A} & 0 \\
-B\dot{C} & s\dot{E} - \dot{A}
\end{bmatrix}\right) = \det(s\dot{E} - \dot{A}) \det(s\dot{E} - \dot{A})
\]

and thus have proven the next result.

Lemma 4.5. The matrix pencil of the associated DAE for the linear shifted hybrid numerical-experimental system (4.8) is regular if and only if the associated DAEs of the linear subsystems (2.10) are regular.

Remark 4.6. In the terminology of [30], the hybrid numerical-experimental system (2.13) has shift index \( \kappa = 1 \). In the literature, shifting of equations, i.e., systems with shift index \( \kappa > 0 \), are often referred to as noncausal and hence not physical. The hybrid numerical-experimental setup details that shifting of equations can also occur if the dynamics of the subsystems affect the overall dynamic at different time instants.

Before we proceed let us emphasize that shifting of equations potentially enlarges the solution space of the initial trajectory problem for the differential equation.
Example 4.7. Consider the DDAE

\[
\dot{x}_1(t) = x_2(t - \tau) + f(t), \tag{4.9a}
\]
\[
0 = x_2(t - \tau) - g(t). \tag{4.9b}
\]

Notice that the second equation constitutes a restriction for the initial trajectory. Indeed, if we prescribe the initial trajectory

\[
x_1(t) = \phi_1(t), \quad x_2(t) = \phi_2(t), \quad \text{for } t \leq 0, \tag{4.10}
\]

then a solution cannot exist if \( \phi_2(t) \neq g(t + \tau) \) for \( t \in [-\tau, 0] \). If \( \phi_2(t) = g(t + \tau) \) for \( t \in [-\tau, 0] \), then the solution of the initial trajectory problem (4.9), (4.10) is given by

\[
x_1(t) = \phi_1(0) + \int_{0}^{t} g(s) + f(s) \, ds, \quad x_2(t) = g(t + \tau) \quad \text{for } t \geq 0.
\]

In particular, the solution space for \( x_1 \) is parameterized by \( \phi_1(0) \) and thus a one-dimensional vector space. If we however replace (4.9b) with the shifted equation

\[
x_2(t) = g(t + \tau) \tag{4.11}
\]

and consider the initial trajectory problem (4.9a), (4.11), (4.10), then for any history function \( \phi \) that satisfies \( \phi_2(0) = g(\tau) \) the solution of (4.9a), (4.11), (4.10) for \( t \in [0, \tau] \) is given by

\[
x_1(t) = \phi_1(0) + \int_{0}^{t} \phi_2(s - \tau) + f(s) \, ds, \quad x_2(t) = g(t + \tau),
\]

such that the solution space for \( x_1 \) is infinite-dimensional.

Remark 4.8. The shifted hybrid system (4.7) showcases, that only an initial trajectory for the experimental system \( \hat{F} \) is required, which is in agreement with the discussion after (2.13). This is no contradiction to Example 4.7 since the numerical and experimental part are initialized at different time points.

If the linear subsystems are regular, then Lemma 4.5 together with [55, Thm. 4] immediately implies existence and uniqueness of solutions of the initial trajectory problem for the DDAE (4.8) in the space of piecewise-smooth distributions [54]. Unfortunately, it is not immediately clear, what the index of the matrix pencil of the associated DAE is.

Example 4.9. Consider the matrix pencil

\[
\begin{bmatrix}
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0
\end{bmatrix}, \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
a & b & 1 & 0 \\
c & d & 0 & 1
\end{bmatrix}
\sim
\begin{bmatrix}
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0
\end{bmatrix}, \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
c & 0 & 0 & 1
\end{bmatrix}.
\]

of the hybrid numerical-experimental system (4.8), where both subsystems have differentiation index \( \nu = 1 \). If \( c = 0 \), then the pencil also has index \( \nu = 1 \), otherwise the index is \( \nu = 2 \).
In particular, the index of the shifted hybrid numerical-experimental model depends on the coupling functions \( \hat{G} \) and \( \hat{G} \). As a direct consequence, Hypothesis 3.3 has to be checked for each example separately, since it is not clear a-priori, what the corresponding strangeness index \( \mu \) is. A notable exception is provided in the case that both subsystems are strangeness-free.

**Theorem 4.10.** Suppose that the subsystems (2.5) and (2.6) are strangeness-free, i.e., satisfy Hypothesis 3.3 with characteristic values \( \hat{\mu} = \hat{\mu} = 0 \), \( \hat{a}, \hat{d} \), and \( \hat{\hat{d}} \), respectively. If \( \tau > 0 \), then the shifted hybrid numerical-experimental model (4.7) satisfies Hypothesis 3.3 with characteristic values \( \mu = 0 \), \( a = \hat{a} + \hat{a} \), and \( d = \hat{d} + \hat{\hat{d}} \).

**Proof.** Let \( \hat{\hat{Z}}_A, \hat{T}_A, \hat{Z}_D \), and \( \hat{\hat{Z}}_A, \hat{\hat{T}}_A, \hat{\hat{Z}}_D \) denote the matrix functions from Hypothesis 3.3 for the subsystems (2.5) and (2.6), respectively. Define \( a := \hat{a} + \hat{a} \) and accordingly, \( d = n - a = n_1 - \hat{a} + n_2 - \hat{a} = \hat{d} + \hat{\hat{d}} \). Choose \( \hat{T}_A^* \) such that \( [\hat{T}_A^* \hat{T}_A^*] \) is nonsingular. From Hypothesis 3.3 we deduce that

\[
\left( \hat{Z}_A^T \frac{\partial \hat{F}}{\partial \hat{z}_2} \hat{\hat{T}}_A \right)(t, z_2, \hat{z}_2, \hat{G}(t, z_1))
\]

is nonsingular. Define (omitting arguments) the matrix functions

\[
Z_A := \begin{bmatrix} \hat{Z}_A & 0 \\ 0 & \hat{Z}_A \end{bmatrix}, \quad T_A := \begin{bmatrix} \hat{T}_A & \hat{\hat{T}}_A \\ -\hat{T}_A \left( \hat{Z}_A^T \frac{\partial \hat{F}}{\partial \hat{z}_1} \hat{T}_A \right)^{-1} \hat{Z}_A^T \frac{\partial \hat{F}}{\partial \hat{z}_2} \end{bmatrix}^{\mathsf{T}}, \quad Z_D := \begin{bmatrix} \hat{Z}_D & 0 \\ 0 & \hat{Z}_D \end{bmatrix}.
\]

We now have to check the different items from Hypothesis 3.3 for the shifted hybrid numerical-experimental model (4.7). We notice that \( \hat{\mu} = 0 = \hat{\hat{\mu}} \) implies \( \hat{D}_\mu = \hat{F} \) and \( \hat{D}_{\hat{\mu}} = \hat{\hat{F}} \) and observe

\[
\text{rank} \left( \frac{\partial F}{\partial z} \right) = \text{rank} \left( \begin{bmatrix} \frac{\partial \hat{F}}{\partial z_1} & 0 \\ 0 & \frac{\partial \hat{\hat{F}}}{\partial \hat{z}_2} \end{bmatrix} \right) = \text{rank} \left( \frac{\partial \hat{F}}{\partial z_1} \right) + \text{rank} \left( \frac{\partial \hat{\hat{F}}}{\partial \hat{z}_2} \right) = \hat{a} + \hat{\hat{a}} = a.
\]

We immediately conclude

\[
\left( \hat{Z}_A^T \frac{\partial \hat{F}}{\partial z} \right)(t, z, \hat{z}, \sigma \tau(z)) = \begin{bmatrix} \left( \hat{Z}_A^T \frac{\partial \hat{F}}{\partial z_1} \right)(t, z_1, \hat{z}_1, \sigma \tau(\hat{G}(t, z_1))) & 0 \\ 0 & \left( \hat{Z}_A^T \frac{\partial \hat{F}}{\partial \hat{z}_2} \right)(t, z_2, \hat{z}_2, \hat{G}(t, z_1)) \end{bmatrix} = 0
\]

such that the first item from Hypothesis 3.3 is satisfied. For the second item we obtain (omitting arguments)

\[
\hat{a} = \text{rank} \left( \hat{Z}_A^T \frac{\partial \hat{F}}{\partial \hat{z}_2} \right) \leq \text{rank} \left( \begin{bmatrix} \hat{Z}_A^T \frac{\partial \hat{F}}{\partial z_1} & \hat{Z}_A^T \frac{\partial \hat{\hat{F}}}{\partial \hat{z}_1} \\ \hat{Z}_A^T \frac{\partial \hat{F}}{\partial \hat{z}_2} & \hat{Z}_A^T \frac{\partial \hat{\hat{F}}}{\partial \hat{z}_2} \end{bmatrix} \right) \leq \hat{a}
\]

and thus

\[
\text{rank} \left( Z_A^T \frac{\partial F}{\partial z} \right) = \text{rank} \left( \begin{bmatrix} \hat{Z}_A^T \frac{\partial \hat{F}}{\partial z_1} & 0 \\ \hat{Z}_A^T \frac{\partial \hat{F}}{\partial \hat{z}_2} & \hat{Z}_A^T \frac{\partial \hat{\hat{F}}}{\partial \hat{z}_2} \end{bmatrix} \right) = \text{rank} \left( \hat{Z}_A^T \frac{\partial \hat{F}}{\partial \hat{z}_1} \right) + \text{rank} \left( \hat{Z}_A^T \frac{\partial \hat{\hat{F}}}{\partial \hat{z}_2} \right) = \hat{a} + \hat{\hat{a}} = a.
\]
We conclude
\[
Z_A^T \frac{\partial F}{\partial z} T_A = \begin{bmatrix} \frac{Z_A^T \hat{F} \hat{T}_A}{\partial z_1} & \frac{Z_A^T \hat{F} \hat{T}_A}{\partial z_2} & \frac{Z_A^T \hat{F} \hat{T}_A}{\partial z_3} & \ldots & \frac{Z_A^T \hat{F} \hat{T}_A}{\partial z_{d-1}} & \frac{Z_A^T \hat{F} \hat{T}_A}{\partial z_d} \\
\frac{\hat{Z}_A T}{\partial z_1} & \frac{\hat{Z}_A T}{\partial z_2} & \frac{\hat{Z}_A T}{\partial z_3} & \ldots & \frac{\hat{Z}_A T}{\partial z_{d-1}} & \frac{\hat{Z}_A T}{\partial z_d} \\
\frac{\hat{Z}_A T}{\partial z_1} & \frac{\hat{Z}_A T}{\partial z_2} & \frac{\hat{Z}_A T}{\partial z_3} & \ldots & \frac{\hat{Z}_A T}{\partial z_{d-1}} & \frac{\hat{Z}_A T}{\partial z_d} \\
\frac{\hat{Z}_A T}{\partial z_1} & \frac{\hat{Z}_A T}{\partial z_2} & \frac{\hat{Z}_A T}{\partial z_3} & \ldots & \frac{\hat{Z}_A T}{\partial z_{d-1}} & \frac{\hat{Z}_A T}{\partial z_d} \\
\frac{\hat{Z}_A T}{\partial z_1} & \frac{\hat{Z}_A T}{\partial z_2} & \frac{\hat{Z}_A T}{\partial z_3} & \ldots & \frac{\hat{Z}_A T}{\partial z_{d-1}} & \frac{\hat{Z}_A T}{\partial z_d} \end{bmatrix} = 0.
\]

Similarly as before we have
\[
\text{rank} \left( \frac{\partial F}{\partial z} T_A \right) = \text{rank} \left( \frac{\partial \hat{F}}{\partial z_1} \hat{T}_A \right) + \text{rank} \left( \frac{\partial \hat{F}}{\partial z_2} \hat{T}_A \right) = \hat{d} + \hat{d} = d.
\]

The proof follows from
\[
\text{rank} \left( Z_D^T \frac{\partial F}{\partial z} T_A \right) = \text{rank} \left( Z_D^T \frac{\partial \hat{F}}{\partial z_1} \hat{T}_A \right) + \text{rank} \left( Z_D^T \frac{\partial \hat{F}}{\partial z_2} \hat{T}_A \right) = d.
\]

\[\square\]

**Remark 4.11.** The assumption \( \tau > 0 \) is crucial in Theorem 4.10. In the case \( \tau = 0 \), we have already seen in Example 3.10 that even if both subsystems are strangeness-free, the coupled system might have strangeness-index \( \mu > 0 \).

In the case that either of the subsystems is not strangeness-free we can proceed as follows. Let
\[
0 = \hat{D}(t, z_1, \phi_2), \\
0 = \hat{A}(t, z_1, \hat{u}_1, \ldots, \hat{u}_{(\hat{\mu})}), \\
0 = \hat{A}(t, z_2, \hat{u}_2, \ldots, \hat{u}_{(\hat{\mu})}), \\
\hat{z}_1 = \hat{j}(t, z_1, \hat{u}_1, \ldots, \hat{u}_{(\hat{\mu}+1)}), \\
\hat{z}_2 = \hat{j}(t, z_2, \hat{u}_2, \ldots, \hat{u}_{(\hat{\mu}+2)})
\]
denote the strangeness-free reformulations and the underlying ODEs for (2.5) and (2.5), respectively. Recall the coupling conditions
\[
u_1 = \sigma_\tau(\hat{G}(t, z_2)) \quad \text{and} \quad \nu_2 = \hat{G}(t, z_1),
\]
which we have to differentiate \( \hat{\mu} + 1 \), respectively \( \hat{\mu} + 1 \) times. We observe that in the interval \([0, \tau]\) the coupling condition for \( u_1 \) does not depend on \( z_2 \) but on the history \( \phi_2 \).

In particular, we obtain (assuming that \( \hat{G} \) is sufficiently smooth)
\[
\dot{u}_1 = \sigma_\tau \left( \frac{\partial \hat{G}}{\partial t}(t, \phi_2) + \frac{\partial \hat{G}}{\partial \phi_2}(t, \phi_2) \phi_2 \right), \\
\ddot{u}_1 = \sigma_\tau \left( \frac{\partial^2 \hat{G}}{\partial t^2}(t, \phi) + 2 \frac{\partial^2 \hat{G}}{\partial t \partial \phi_2}(t, \phi_2) \phi_2 + \frac{\partial^2 \hat{G}}{\partial \phi_2^2}(t, \phi_2) \phi_2 + \frac{\partial \hat{G}}{\partial \phi_2}(t, \phi_2) \phi_2 \right),
\]
and similarly for higher derivatives. In particular, there exists functions \( \hat{D}, \hat{A}, \) and \( \hat{j} \) such that
\[
0 = \hat{D}(t, z_1, \hat{z}_1, \sigma_\tau(\phi_2)), \\
0 = \hat{A}(t, z_1, \sigma_\tau(\phi_2), \sigma_\tau(\phi_2), \ldots, \sigma_\tau(\phi_2)), \\
\hat{z}_1 = \hat{j}(t, z_1, \sigma_\tau(\phi_2), \sigma_\tau(\phi_2), \ldots, \sigma_\tau(\phi_2))
\]

\[\diamondsuit\]
for $t \in [0, \tau)$. As an immediate consequence, we can (locally) solve for $z_1$, provided that the initial trajectory $\phi_2$ is sufficiently smooth and the consistency condition
\[
0 = \dot{\hat{A}} \left(0, z_1(0), \phi_2(-\tau), \dot{\phi}_2(-\tau), \ldots, \phi_2^{(\hat{\mu})}(-\tau)\right)
\]
is satisfied. On the other hand, the input relation for $u_2$ implies
\[
\dot{u}_2 = \frac{\partial \hat{G}}{\partial t}(t, z_1) + \frac{\partial \hat{G}}{\partial z_1}(t, z_1)\dot{z}_1
\]
\[
= \frac{\partial \hat{G}}{\partial t}(t, z_1) + \frac{\partial \hat{G}}{\partial z_1}(t, z_1)\tilde{f}(t, z_1, \sigma_\tau(\phi_2), \sigma_\tau(\dot{\phi}_2), \ldots, \sigma_\tau(\phi_2^{(\hat{\mu}+1)}))
\]
Note that although derivatives of $\phi_2$ up to order $\hat{\mu} + 1$ appear, $\dot{u}_2$ not necessarily depends on all of them (see for instance Example 4.9). In any case, there exists functions $\hat{D}$, $\hat{A}$, and $\tilde{f}$ such that
\[
0 = \hat{D}(t, z_2, \dot{z}_2, z_1),
\]
\[
0 = \hat{A} \left(t, z_2, z_1, \sigma_\tau(\phi_2), \ldots, \sigma_\tau(\phi_2^{(\hat{\mu}+\hat{\mu})})\right),
\]
\[
\dot{z}_2 = \tilde{f}(t, z_1, z_2, \sigma_\tau(\phi_2), \ldots, \sigma_\tau(\phi_2^{(\hat{\mu}+\hat{\mu}+1)}))
\]
Thus, the underlying delay differential equation for the shifted hybrid system (4.7) in $[0, \tau)$ is given by
\[
\begin{bmatrix}
\dot{z}_1 \\
\dot{z}_2
\end{bmatrix}
= \begin{bmatrix}
\tilde{f}(t, z_1, \sigma_\tau(\phi_2), \ldots, \sigma_\tau(\phi_2^{(\hat{\mu}+\hat{\mu}+1)})) \\
\tilde{f}(t, z_1, z_2, \sigma_\tau(\phi_2), \ldots, \sigma_\tau(\phi_2^{(\hat{\mu}+\hat{\mu}+1)}))
\end{bmatrix}
\]
(4.12)
and the differentiation index is at most $\hat{\mu} + \hat{\mu} + 1$ and we have shown the following result.

**Theorem 4.12.** Assume that the subsystems (2.5) and (2.6) satisfy Hypothesis 3.3 with strangeness index $\hat{\mu}$, $\hat{\mu}$, respectively. Then the shifted hybrid numerical-experimental system (4.7) has a well-defined differentiation index, which is at most $\hat{\mu} + \hat{\mu} + 1$.

**Example 4.13.** Shifting the equations for the pendulum in (2.4) and introducing new variables for the velocities ($v_1 := \dot{y}_1$, $v_2 := \dot{x}_2$, and $v_3 := \dot{y}_2$), yields the system
\[
\begin{align*}
\dot{y}_1 &= v_1, \\
\dot{x}_2 &= v_2, \\
\dot{y}_2 &= v_3, \\
M\ddot{v}_1 + C v_1 + K y_1 &= f(\sigma_\tau(y_1), \sigma_\tau(y_2), \sigma_\tau(\lambda)), \\
M\ddot{v}_2 &= -2\lambda x_2, \\
M\ddot{v}_3 &= -2\lambda(y_2 - y_1) - mg, \\
0 &= \dot{x}_2^2 + (y_2 - y_1)^2 - L^2,
\end{align*}
\]
which is a multibody system with forcing term $f(y_1, y_2, \lambda) = -2\lambda(y_2 - y_1) - mg$ that solely depends on delayed variables. Since multibody systems are special instances of Hessenberg systems, we conclude from [39, Sec. 4.2] that the shifted hybrid pendulum-mass-spring-damper system has strangeness index $\mu = 2$ and satisfies Hypothesis 3.3 with $a = 3$ and
\[d = 4\]. The algebraic equations (more precisely the difference equations) are given by

\[
0 = x^2 + (y_2 - y_1)^2 - L^2,
0 = 2x_2v_2 + 2(y_2 - y_1)(v_2 - v_1),
0 = 2v^2_2 + 2(v_2 - v_1)^2 - \frac{4}{m}(x^2_2 + (y_2 - y_1)^2)
- 2(y_2 - y_1)\left(g + \frac{f(\sigma(\tau_1), \sigma(\tau_2), \sigma(\lambda))}{M} - \frac{C}{M}v_1 - \frac{K}{M}y_1\right).
\]

Let us emphasize that despite the higher index, the algebraic equations do not depend on derivatives of \(\sigma(z)\). Note that also the Lagrange-multiplier is shifted in (4.13d) such that this example is not included in the specific retarded Hessenberg forms as studied in [3].

**Remark 4.14.** Models with a similar structure as in (4.7) and (4.8) arise also in the time-discretization via waveform relaxation [4, 21, 49] or the analysis of semi-explicit time-integrators [2].

## 5 Solvability of the hybrid model

In the previous section we have established that the shifted hybrid numerical-experimental system (4.7) can be solved in the interval \([0, \tau]\) and is regular in the sense of Theorem 3.2, provided that the subsystems satisfy Hypothesis 3.3 and the history function is admissible. The question that remains to be answered, is whether a solution exists on time intervals \([0, T]\) with \(T > \tau\).

**Remark 5.1.** For the linear time-invariant case, this is discussed in detail in [55] for a distributional solution concept and in [12, 14, 15, 29, 51, 56] for the solution concept as defined in Definition 4.1. Results for linear time-varying systems are developed in [30, 31]. Moreover, a special class of nonlinear DDAEs is discussed in [3].

In view of the method of steps discussed in the previous section, the question that remains to be answered is, which conditions on the subsystems and the history function ensure that the initial condition (4.2b) is consistent for all \(i = 1, \ldots, M\). Unfortunately, regularity of the subsystems and an admissible history function are not sufficient to establish a solution for \(t > \tau\), see for instance [56].

**Example 5.2.** Consider the regular DDAE

\[
\dot{x}(t) = y(t), \quad 0 = x(t) - y(t - 1).
\]

Applying the method of steps Equation (4.2) yields

\[
x[i] = y[i-1] \quad \text{and} \quad y[i] = \dot{y}[i-1].
\]

With the history function \(\phi(t) = \begin{bmatrix} 0 \\ t_{i+1} \end{bmatrix}\) we obtain \(x[1](t) = t\) and \(y[1](t) = 1\), and we deduce that the history function is admissible. However, the initial value \(y[1](1) = 1\) is not consistent for the associated DAE on the interval \([1, 2]\). In particular, the solution exists only on the interval \([0, 1]\).
The issue in the previous example is that the equation \( z_i = \dot{z}_{i-1} \) results in solutions \( z_i \) that become less smooth for increasing \( i \) and possible discontinuities of the form

\[
z_{[i]}^{(k)}(\tau^-) \neq z_{[i]}^{(k)}(0)
\]

are propagated to \( z_{[i]}^{(k-1)}(\tau^-) \neq z_{[i+1]}^{(k-1)}(0) \). The discontinuity propagation leads to the following classification [8]: The scalar equation

\[
a_0 \dot{z}(t) + a_1 \dot{z}(t - \tau) + b_0 z(t) + b_1 z(t - \tau) = f(t)
\]

is of retarded type if \( a_0 \neq 0 \) and \( a_1 = 0 \), of neutral type if \( a_0 \neq 0 \) and \( a_1 \neq 0 \) and of advanced type if \( a_0 \neq 0 \) and \( a_1 = 0 \).

However, as the previous example indicates, one has to be careful, how this classification can be extended to the vector-valued case (cf. [14]).

Following [30] we make the following definition.

**Definition 5.3.** Let

\[
\dot{z} = f\left(t, z, \sigma_\tau(z), \ldots, \sigma_\tau(z^{(s)})\right)
\]

(5.2)

denote the underlying DDE of the DDAE (1.1a) and assume \( \frac{\partial f}{\partial \sigma_\tau(z^{(s)})} \neq 0 \). Then (1.1a) is called retarded, neutral, or advanced if \( s = 0 \), \( s = 1 \), or \( s \geq 2 \) in (5.2).

**Lemma 5.4.** Assume that the DDAE (1.1a) satisfies Hypothesis 3.3 and let

\[
0 = D(t, z, \dot{z}, \sigma_\tau(z)), \quad 0 = A\left(t, z, \sigma_\tau(z), \sigma_\tau(\dot{z}), \ldots, \sigma_\tau(z^{(s-1)})\right)
\]

(5.3a)

(5.3b)

denote the associated strangeness-free reformulation with the convention that either \( A \) does not depend on \( \sigma_\tau(z^{(s)}) \) for any \( k \in \mathbb{N} \), or

\[
\frac{\partial A}{\partial \sigma_\tau(z^{(s-1)})} \neq 0
\]

Then (1.1a) is retarded, neutral, or advanced, if \( \frac{\partial A}{\partial \sigma_\tau(z^{(s)})} \equiv 0 \) for all \( k \in \mathbb{N} \), \( s = 1 \), or \( s = 2 \), respectively.

**Proof.** The proof follows immediately from rewriting (5.3) as in (3.11) and (3.12).

**Theorem 5.5.** Suppose that the DDAE (1.1a) is sufficiently smooth, has strangeness-index \( \mu \), satisfies Hypothesis 3.3 with characteristic values \( \mu, a, d \) and \( \mu + 1, a, d \), is not advanced, and the history function \( \phi_0 \in C^1([0, \tau], \mathbb{R}^n) \) is admissible. Then the initial trajectory problem (1.1) is solvable.

**Proof.** Since the DDAE (1.1a) satisfies Hypothesis 3.3 and is not advanced, Lemma 5.4 implies that the strangeness-free reformulation is of the form

\[
0 = D(t, z, \dot{z}, \sigma_\tau(z)), \quad 0 = A(t, z, \sigma_\tau(z))
\]

(5.4)

with the understanding that \( A \) may not depend on \( \sigma_\tau(z) \). Applying the method of steps to (5.4) yields the sequence of initial value problems

\[
0 = D\left(t + (i - 1)\tau, z_{[i]}, \dot{z}_{[i]}, z_{[i-1]}\right),
\]

\[
0 = A\left(t + (i - 1)\tau, z_{[i]}, z_{[i-1]}\right),
\]

(5.5)

\[
z_{[i]}(0) = z_{[i-1]}(\tau^-).
\]
Since the history function is admissible, we can (locally) solve (5.5) for \( i = 1 \) and by [39, Theorem 4.13] this solution also is a solution of (4.2). Although this solution is of local nature it can be globalized by applying the cited theorem again until we reach the boundary of \( M_\mu \) (cf. [39, Remark 4.14]). If we assume that the solution exists on the time interval \([0, \tau]\) this immediately implies

\[
0 = \lim_{t \to \tau} A(t, z_{\lfloor 1 \rfloor}(t), z_{\lfloor 0 \rfloor}(t)) = A(\tau, z_{\lfloor 1 \rfloor}(\tau^-), z_{\lfloor 0 \rfloor}(\tau)).
\]

Hence, \( z_{\lfloor 1 \rfloor}(\tau^-) \) is consistent for the DAE (4.2) with \( i = 2 \). The result follows iteratively by repeating this procedure.

Corollary 5.6. Suppose that the numerical and experimental subsystem both satisfy Hypothesis 3.3 with \( \mu = 0 \). Then for any \( \tau > 0 \) and for any admissible history function \( \phi \), the initial trajectory problem for the shifted hybrid numerical-experimental system (4.7) is solvable.

Proof. Theorem 4.10 ensures that the shifted hybrid system is strangeness-free. From Lemma 5.4 we deduce that (4.7) is not advanced. The result thus follows immediately from 5.5.

Example 5.7. Although the system for the pendulum (2.2) is not strangeness-free, Example 4.13 shows that the shifted hybrid system resulting from coupling the pendulum with the mass-spring-damper system is not advanced. In particular, Theorem 5.5 ensures that the associated initial trajectory problem is solvable.

Remark 5.8. Even if the DDAE (1.1a) is advanced, the initial trajectory problem (1.1) may have a solution if the history function satisfies additional splicing conditions [7, 56]. In the linear case, this is analyzed in [56] for the case that the index of the matrix pencil \((E, A)\) is less than or equal three. We conjecture that a similar analysis is possible for the nonlinear case as well.

6 Conclusions

In this paper, we have analyzed the solvability of (nonlinear) delay differential-algebraic equations (DDAEs) that arise in real-time dynamic substructuring. We show in a sequence of results (Theorem 4.10, Theorem 5.5, and Corollary 5.6) that if both subsystems are strangeness-free, then the initial trajectory problem for the hybrid model is solvable. The motivational example of a coupled pendulum-mass-spring-damper system, described in Section 2.1, that we solvability can also be obtained for systems that are not strangeness-free.

The analysis indicates the need for an energy-based formulation of the subsystems (cf. Remark 3.11) to reduce the difficulties associated with higher index problems. We expect that the specific structure of so-called port-Hamiltonian descriptor systems [6], a particular energy-based modeling paradigm, simplifies the analysis of the hybrid numerical-experimental setup and provides more robust models with respect to perturbations and uncertainty. Consequently, an extension of port-Hamiltonian systems to delay systems is an interesting open research question. Another further research direction is to extend the ideas from [56] that allow rewriting a specific class of advanced systems as non-advanced systems, provided that the history function satisfies so-called splicing conditions [7].
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