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ABSTRACT. We review various characterizations of uniform convexity and smoothness on norm balls in finite-dimensional spaces and connect results stemming from the geometry of Banach spaces with scaling inequalities used in analyzing the convergence of optimization methods. In particular, we establish local versions of these conditions to provide sharper insights on a recent body of complexity results in learning theory, online learning, or offline optimization, which rely on the strong convexity of the feasible set. While they have a significant impact on complexity, these strong convexity or uniform convexity properties of feasible sets are not exploited as thoroughly as their functional counterparts, and this work is an effort to correct this imbalance. We conclude with some practical examples in optimization and machine learning where leveraging these conditions and localized assumptions lead to new complexity results.

1. INTRODUCTION

Strong convexity or uniform convexity properties of the objective function of an optimization problem have a significant impact on problem complexity [Nes15] and are heavily exploited by first order methods, notably in machine learning, with applications in various settings such as distributed optimization [JST +14, LR15, MSJ +15, SFM +17, Sti18], differential privacy [TTZ14, ZZMW17, CLK19, INS +19, BFTGT19, KBGY20, FKT20], game theory [DH19, LS19, ALW19, MOP20].

While the impact of strong convexity or uniform convexity of the objective function is well understood, that of similar conditions on the feasible set of optimization problems is a priori just as significant but has been much less explored. Despite the recent growing literature leveraging such set structure, which we now briefly survey, equivalent characterizations of strong convexity of sets and related weaker conditions are only sparsely covered. This is arguably leading to some confusion, e.g., the notion of gauge sets introduced in [ALLW18] is equivalent to strong convexity [Mol20]. Another key motivation of our work is that, to our knowledge, only two results [Dun79, KdP20] consider local strongly convex assumptions of the constraint set to describe global machine learning problem complexity, while these local properties have a significant impact on algorithm performance. This is surprising given the vast amount of literature around localized properties of objective functions, such as Kurdyka-Łojasiewicz properties [BDLM07] for instance, leveraged in the convergence analyses of first-order optimization methods [BDLM10, ABRS10, BNPS17, Rd20, KdP19, Ker20].

Uniform convexity (UC) generalizes strong convexity to more precisely quantify the curvature of a convex set, and plays a central role in many fields. For instance, the geometry of a Banach space is greatly influenced by its unit ball’s uniform convexity, which notably drives the convergence behavior of martingales, and induces several concentration inequalities [Pis75, Pin94, IN14].

Gauges. For simplicity, we focus here on compact convex sets $C$ in finite-dimensional spaces. The gauge function of $C$ provides a correspondence between sets and norm-like functions [Roc70] and is defined as

$$\|x\|_{C} \triangleq \inf \{\lambda \geq 0 \mid x \in \lambda C\}.$$ (Gauge)

For simplicity again, we will only consider centrally symmetric convex bodies with nonempty interior in what follows, whose gauge function induces then a norm.
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Uniformly Convex Sets in Optimization. Some feasible set structures lead to accelerated convergence rates for first-order algorithms, e.g., projection-free algorithms. Conditional gradients, a.k.a. Frank-Wolfe (FW) algorithms, are known to enjoy accelerated convergence rates compared to the $\mathcal{O}(1/T)$ baseline when the set is globally strongly convex [Pol66, DR70, GH15]. However, to our knowledge, only two results in machine learning consider local strong convexity assumptions on the feasible set. [Dun79] proposes a geometrical condition on a given point $x^* \in \partial C$ ensuring accelerated convergence rates for Frank-Wolfe algorithms and [KdP20] then show that this assumption is equivalent to local strong convexity and further generalizes all existing accelerated Frank-Wolfe regimes to hold also on locally uniformly convex sets.

Other projection-free algorithms exist with improved guarantees on strongly convex sets, e.g., for non-convex optimization [RBWM19], min-max problems [GJLJ17, WA18] or approximate Carathéodory results [CP19]. The various equivalent definitions of strongly convex sets have also stimulated an interest in designing and analysing affine-invariant first-order methods. For instance, [dGJ18] proposed a choice of norm and prox-function in the implementation of first-order accelerated methods from [Nes05] which make these methods affine-invariant and provably optimal for optimization problems constrained on uniformly convex $\ell_p$ balls with $p > 1$. [KLLJS20] proposed an optimal (w.r.t. known analyses) affine-invariant analysis of the affine-covariant Frank-Wolfe algorithm on strongly convex sets. Their analysis rely on assumptions that combine scaling inequalities for strongly convex feasible sets and an affine-invariant characterization of smoothness [Jag13]. Finally, strong convexity for sets was also used outside of projection-free optimization techniques in, e.g., [VV20, Bac20].

Uniformly Convex Sets in Machine Learning. The global strong convexity of sets also characterizes performance in learning theory and online learning. [HLGS16, HLGS17] studied logarithmic regret bounds of simple algorithms for online linear learning on smooth strongly convex decisions sets. [Mol20, KdP20] later extended these results to non-smooth and uniformly convex sets. [AYAS09, RT10] considered such assumptions of the constraint set for stochastic linear bandits and [AR09, BCL18] for non-stochastic linear bandits. The global uniform convexity of the decision set has recently attracted much attention in “online learning with a hint”, which is a multiplicative version of optimistic online learning. In this framework, regret bounds are obtained in terms of the uniform convexity power type of the decision set [DFHJ17, BCKP20a, BCKP20b].

[KST09] studied generalization bounds of low-norm linear classes. They obtain upper bounds on the Rademacher constant of the hypothesis class that depend on the strong convexity of the norm regularizing the class. However, they expressed these results in terms of the functional strong convexity of the square of the norm. In Section 6.2, we recall that this result is a quantitative corollary of known results in the geometrical study of Banach spaces: a uniformly convex space has a non-trivial Rademacher type. [EBEGT19] also consider global strong convexity of the feasible region to strengthen convergence results in generalization bounds in the Predict-Then-Optimize framework. They notably rely on a characterization of strong convexity akin to scaling inequalities covered in (b) of Theorems 4.1-5.1.

In online learning on Banach spaces, several works analyse regret bounds in terms of the martingale type/cotype of the space [ST10, SST11], a property directly tied with uniform convexity. In fact, [ST10, SST11] relies on the fact that the martingale type of a space is related to the existence of a uniformly convex function on this space, see [ST10, Theorem 1]. Besides, as we recall in Section 6.2, a uniformly convex space has also a Rademacher type (the reverse might not be true), a notion related to the martingale type. This martingale type structure has been leveraged in various applications in learning [Sch16, KCd17] as it is a central tool to derive concentration inequalities [Pis75, Pin94, Pis11]. However, our main focus here remains on uniform convexity as it has a simple geometrical interpretation in terms of scaling inequalities with direct algorithmic consequences (items (b) in Theorems 4.1-5.1), and admits local versions (Theorem 5.1) which also better characterize empirical performance, as opposed to martingale type/cotype properties.

Contributions. We first provide elementary proofs of various local and global equivalent characterizations of uniform convexity of sets. We then discuss applications in machine learning and cover some practical examples leveraging these alternative points of view in Section 6. Most of our results are quantitative.
We then characterize the uniform convexity of a set in terms of the “angles” between normal cone directions and feasible directions at boundary points. These quantifications appear regularly in convergence proofs of algorithms such as Frank-Wolfe and we call them scaling inequalities. The link with uniform convexity is often ignored and our objective here is to explicitly quantify this connection.

Finally, we derive equivalent relationships for the localized versions of UC (see Theorem 5.1) to better explain empirical performance in optimization methods.

**Related Works.** Our work connects different perspectives of uniform convexity of a set. Our Theorems 4.1-5.1 rely on several classical monographs. We refer to [Ză83, AP95, Ză02] for the study of functional uniform convexity and smoothness, to [LT13, Bea11, DGZ93, BGHV09] for the study of the geometry of Banach spaces in terms of uniform convexity and smoothness, and to [Pis11] for results on type/cotype properties of a Banach space. We also invoke [GI17] for practical local characterizations of the strong convexity of sets. Finally, we rely on [Roc70] for convex analysis references and on [Sch14] for convex geometry in finite dimensions. Whenever possible, we keep track of the precise reference to these monographs when establishing the results in Sections 3-5. In many cases, we have adapted the proofs to make the results quantitative.

**Outline.** In Section 2 we group some preliminary facts and in Section 3, we recall the definition of uniform convexity and smoothness for functions and spaces. In Section 4, we present Theorem 4.1 stating different equivalent definitions of the uniform convexity of a norm ball in finite-dimensional spaces. Theorem 5.1 in Section 5 provides the same results but with local assumptions. Results in Section 4-5 are self-contained and proofs are elementary. However, they hold even in infinite-dimensional spaces. Finally, in Section 6, we provide three examples in offline optimization and learning theory where these different points of view on uniform convexity lead to new results.

**Notations.** The finite-dimensional ambient vector space is $\mathbb{R}^m$ and by $\text{Int}(C)$ and $\partial C$, we denote the interior of $C$ and the boundary of $C$ respectively. The support function of $C$ is defined as $\sigma_C(d) \triangleq \sup_{v \in C} \langle v; d \rangle$. The normal cone of $C$ at $x^* \in C$ is defined as $N_C(x^*) \triangleq \{ d \mid \langle d; x - x^* \rangle \leq 0 \forall x \in C \}$ and the support set of $C$ at $d$ is $F_C(d) \triangleq \{ x \in C \mid \langle x; d \rangle = \sigma_C(d) \}$. We write $f^*(y) = \sup_{x \in \mathbb{R}^m} \langle x; y \rangle - f(x)$ as the Fenchel conjugate of $f$. We will consider convex functions $f : \mathbb{R}^m \to \mathbb{R}$, finite everywhere and continuous. In particular, we then have that $f^{**} = f$. For a norm $\| \cdot \|$, we write $\| x \|_p \triangleq \sup \{ \langle x; y \rangle \mid \| y \| \leq 1 \}$ to denote its dual norm. We sometimes also use $\| \cdot \|_*$. We use different star symbols to distinguish between dual norms and Fenchel dual, e.g., the Fenchel dual of a norm is not the dual norm in general. We write $B_1$ the unit ball and $S_1$ the unit sphere associated to a norm $\| \cdot \|$. We most often consider $(p, q)$ s.t. $p \geq 2$, $q \in [1, 2]$ and $1/p + 1/q = 1$. The $p$ (resp. $q$) parameter will hence be employed in the context of uniform convexity (resp. smoothness).

2. Preliminaries

We restrict the discussion to finite-dimensional spaces for simplicity. It allows for a direct analogy of duality between a norm and its dual norm with the duality between the norm ball’s gauge function and the support function of the norm ball’s polar, which we detail now. Note that results similar to Theorems 4.1 and 5.1 hold in infinite-dimensional Banach spaces though. We consider centrally symmetric convex bodies $C$ with non-empty interior so that the gauge function $\| \cdot \|_C$ of $C$ is a norm [Roc70, Theorem 15.2.]. In particular, the unit ball (resp. the sphere) of $\| \cdot \|_C$ corresponds to $C$ (resp. $\partial C$), i.e., $C = B_1$ and $\partial C = S_1$. The function $\| \cdot \|_C$ and $\sigma_C$ are every-where finite convex functions from $\mathbb{R}^m$ to $\mathbb{R}_+$ and, e.g., subdifferentiable [Roc70, Theorem 23.4].

A strictly convex set $C$ is such that for any distinct $(x, y) \in \partial C$, we have $(x + y)/2 \in C \setminus \partial C$. Conversely, $C$ is smooth if there is only one supporting hyperplane at each boundary point of $C$. The following lemma recalls the classical relation between strict convexity of a set and differentiability of the support function [Sch14, Cor 1.7.3].
Lemma 2.2. Let $p, q > 1$ s.t. $\frac{1}{p} + \frac{1}{q} = 1$. Then, for any $\alpha > 0$, we have
\[
(\alpha \sigma_C^p)^\ast(\cdot) = \left[\frac{1}{(\alpha p)^{1/(p-1)}} - \frac{\alpha}{(\alpha p)^q}\right] \|\cdot\|_C.
\]
In particular for $\alpha = \frac{1}{p}$, it means that the Fenchel conjugate of $\frac{1}{p} \|\cdot\|^p$ is $\frac{1}{q} \|\cdot\|^q$.

Proof of Lemma 2.2. We recall the proof for completeness. Consider $\rho^\ast(u) \triangleq \sup_{t>0}(tu - \rho(t))$. For any $y$, we have
\[
\rho^\ast(\|y\|) = \sup_{t>0} \left\{ t\|y\| - \rho(t) \right\} = \sup_{t>0} \sup_{x \neq 0} \left\{ \frac{t\langle y; x \rangle}{\|x\|} - \rho(t) \right\} = \sup_{t>0} \sup_{x \neq 0} \left\{ \frac{t\langle y; x \rangle}{\|x\|} - \rho(t); \|x\| = t \right\} = \sup_{x \neq 0} \langle y; x \rangle - \rho(\|x\|) = (\rho \circ \|\cdot\|)^\ast(y).
\]
Also, an immediate calculation proves that for $u \geq 0$ and when $\rho(t) = \alpha t^r$ with $r > 1$, we have $\rho^\ast(u) = \frac{1}{(\alpha r)^{1/r - 1}} \alpha^{-r/(r-1)} u^{r/(r-1)}$. We finally conclude noting that $\sigma_C^p(\cdot) = \|\cdot\|_C$ and $\|\cdot\|_{C^p} = \|\cdot\|_\ast$. ■

3. Spaces, Sets, Functions Uniform Smoothness and Convexity

In this section, we introduce the necessary concepts to state the main theorems in Sections 4-5. We recall the classical notions of uniform convexity and smoothness for functions (Section 3.1) and Banach spaces (Section 3.2). We also recall quantitative statements on the duality correspondence between smoothness and uniform convexity in each of these situations.

3.1. Uniform Convexity and Smoothness of Functions. Uniform convexity and smoothness of functions were introduced to analyse optimization algorithms [Pol66] and extensively studied in [Zá83, AP95, Zá02], and is now a standard assumption in the analysis of first order methods, see, e.g., [IN14].

The following equivalent definitions of uniformly smooth function are classical, see, e.g., [Zá02, (i)-(iv)-(ix) of Theorem 3.5.6.], which notably shows that a continuous uniformly smooth function is Fréchet differentiable. This means that a norm for instance is not uniformly smooth as it is not differentiable at 0, see Lemma 2.1. This explains why hypothesis (c) in Theorem 4.1 below is restricted to $S_{\|\cdot\|}(1)$. In the following sections, we consider only uniform convexity and smoothness of functions to ultimately apply it to simple transformations of the gauge and support functions. We recall self-contained proofs of the equivalences in the definition to obtain quantitative statements. Note that whenever we invoke uniformly smooth or convex functions in the other sections, we will often refer to these zero-order characterization.

Definition 3.1 (Uniformly Smooth Functions). Consider a convex function $f : \mathbb{R}^m \to \mathbb{R}$ and $q \in [1, 2]$. The following assertions are equivalent

(a) (Zero-order) There exists $c > 0$ s.t. $f$ is $(c, q)$-uniformly smooth with respect to $\|\cdot\|$, i.e., for any $(x, y)$ and $\lambda \in [0, 1]$
\[
f(\lambda x + (1 - \lambda)y) + (c/q)\lambda(1 - \lambda)\|x - y\|^q \geq \lambda f(x) + (1 - \lambda)f(y).
\]
(b) (First-order) \( f \) is differentiable and there exists \( c' > 0 \) such that for any \((x, y)\), we have
\[
 f(y) \leq f(x) + \langle \nabla f(x); y - x \rangle + \frac{c'}{q} \|x - y\|^q.
\]

(c) (Hölder gradient) \( f \) is differentiable and there exists \( c'' > 0 \) such that \( f \) is \((c'', q)\)-Hölder-smooth w.r.t. \( \| \cdot \| \), i.e., for any \((x, y)\)
\[
 \| \nabla f(x) - \nabla f(y) \|_* \leq c'' \|x - y\|^{q-1}.
\]

**Proof of equivalency in Definition 3.1.** We adapt the proof of [Za02, Theorem 3.5.6] to our case.

(a) \( \implies \) (b). Let \((x, y) \in \mathbb{R}^m\) and \( \lambda \in [0, 1] \). The zero-order condition evaluated at \((x, y)\) implies that
\[
 \frac{f(y + \lambda(x - y)) - f(y)}{\lambda} + (c/q)(1 - \lambda)\|x - y\|^p \geq f(x) - f(y). 
\] (1)

And because \( f \) is a finite convex function, the limit of \((f(y + \lambda(x - y)) - f(y)) / \lambda\) when \( \lambda \) converges to \( 0^+ \) exists [Roc70, Theorem 23.1.] and \( f'(x, \cdot) \) is defined for \( d \in \mathbb{R}^m \) as
\[
 f'(x, d) \triangleq \lim_{\lambda \to 0^+} \frac{f(y + \lambda d) - f(y)}{\lambda}.
\]

In particular, with \( d = x - y \), it implies in (1) that
\[
 f'(y, x - y) + (c/q)\|x - y\|^q \geq f(x) - f(y). 
\] (2)

Let us now show that \( f'(x, \cdot) \) is linear. By definition of \( f'(x, \cdot) \), we have that \( f'(x, y) \geq -f'(x, -y) \). Let us now show that the other side inequality is also true. Summing the two versions of (2) by interchanging \( x \) and \( y \), we obtain
\[
 f'(y, x - y) + f'(x, y - x) + (2c/q)\|x - y\|^q \geq 0.
\]

Let \( u \in \mathbb{R}^m \), \( t > 0 \) and write \( \rho(t) = f(x + tu) \). Then
\[
 \rho'(t) \triangleq \lim_{\lambda \to t^+} \frac{\rho(\lambda) - \rho(t)}{\lambda - t} = f'(x + tu, u)
\]
and
\[
 \rho'(t) \triangleq \lim_{\lambda \to t^-} \frac{\rho(\lambda) - \rho(t)}{\lambda - t} = -f'(x + tu, -u).
\]

Then, because \( \rho \) is convex, we have \( \rho'_+(t) \leq \rho'_-(0) \leq \rho'_+(0) \leq \rho'_-(t) \). Hence, for any \( t > 0 \)
\[
 f'(x, u) + f'(x, -u) = \rho'_+(0) - \rho'_-(0) \leq \rho'_-(t) - \rho'_+(t) = -[f'(x + tu, -u) + f'(x - tu, u)] \leq 2c \frac{q}{q-1} \|u\|^q.
\]

We conclude that \( f'(x, u) \leq -f'(x, -u) \) and finally that \( f'(x, u) = -f'(x, -u) \). Hence \( f'(x, \cdot) \) is a bounded linear function for any \( x \) so that \( f \) is differentiable with \( f'(x, h) = \langle \nabla f(x); h \rangle \). We conclude by letting \( \lambda \) converging to 1 in (1).

(b) \( \implies \) (a). Write \( x_\lambda = \lambda x + (1 - \lambda)y \). Applying the first order at \( x = x_\lambda + x - x_\lambda \) and \( y = x_\lambda + y - x_\lambda \), we obtain
\[
 f(x) \leq f(x_\lambda) + (1 - \lambda) \langle \nabla f(x_\lambda); x - y \rangle + (c/q) \lambda q \|x - y\|^q
\]
and
\[
 f(y) \leq f(x_\lambda) + \lambda \langle \nabla f(x_\lambda); y - x \rangle + (c/q) \lambda q \|x - y\|^q.
\]

Then, by multiplying the inequalities respectively with \( \lambda \) and \( 1 - \lambda \) and summing then, we obtain
\[
 \lambda f(x) + (1 - \lambda) f(y) \leq f(x_\lambda) + (c/q) \lambda (1 - \lambda) \|x - y\|^q + (1 - \lambda)(c/q) \lambda \|x - y\|^q.
\]

Then, by symmetry of \( (1 - \lambda)^{q-1} + \lambda^{q-1} \) and because \( q - 1 \in [0, 1] \), we obtain
\[
 \lambda f(x) + (1 - \lambda) f(y) \leq f(x_\lambda) + 2(c/q) \lambda (1 - \lambda) \|x - y\|^q.
\]
(b) \iff (c). For any $z$, by convexity of $f$, we have $f(y+z) \geq f(x) + \langle \nabla f(x); y + z - x \rangle$ and by assumption we have $f(y+z) \leq f(y) + \langle \nabla f(y); z \rangle + \frac{c'}{q} \|z\|^q$. Hence

$$f(y) + \langle \nabla f(y); z \rangle + \frac{c'}{q} \|z\|^q \geq f(x) + \langle \nabla f(x); y + z - x \rangle$$

so that for any $z$

$$\langle z; \nabla f(x) - \nabla f(y) \rangle - \frac{c'}{q} \|z\|^q \leq f(y) - f(x) + \langle \nabla f(x); x - y \rangle \leq \frac{c'}{q} \|x - y\|^q.$$ 

Then, by taking the supremum over $z$ on both sides, we obtain

$$c'\left(\frac{1}{q} \cdot \|\cdot\|^q\right)^*(\langle \nabla f(x) - \nabla f(y)\rangle / c') \leq \frac{c'}{q} \|x - y\|^q.$$ 

With $p \geq 2$ s.t. $\frac{1}{p} + \frac{1}{q} = 1$, Lemma 2.2 then implies

$$\frac{c'}{p} \left\| \frac{\nabla f(x) - \nabla f(y)}{c'} \right\|^p \leq \frac{c'}{q} \|x - y\|^q.$$ 

In particular, $\frac{p}{q} = \frac{1}{q-1}$ and we obtain

$$\|\nabla f(x) - \nabla f(y)\|_* \leq \frac{c''}{(q-1)^{1/p}} \|x - y\|^{q-1}.$$ 

(c) \iff (b). By convexity of $f$, we have $f(x) \geq f(y) + \langle \nabla f(y); x - y \rangle$. Hence by definition of the dual norm, we obtain

$$f(y) - f(x) - \langle \nabla f(y); y - x \rangle \leq \langle \nabla f(y) - \nabla f(x); y - x \rangle \leq \|\nabla f(y) - \nabla f(x)\|_* \|y - x\|.$$ 

and using the Hölder-smoothness of $f$ we obtain

$$f(y) - f(x) - \langle \nabla f(x); y - x \rangle \leq c' \|y - x\|^q.$$ 

We now define uniform convexity of a function, see, e.g., [AP95, Definition 1]. We state the results in terms of subgradients as gauge or support functions are not necessarily differentiable.

**Definition 3.2 (Uniformly Convex Functions).** Consider a convex function $f : \mathbb{R}^m \rightarrow \mathbb{R}$ and $p \geq 2$. The following assertions are equivalent

(a) (Zero-order) There exists $c > 0$ s.t. $f$ is $(c,p)$-uniformly convex with respect to $\| \cdot \|$, i.e., for any $(x,y)$ and $\lambda \in [0,1]$, we have

$$f(\lambda x + (1-\lambda)y) + (c/p) \lambda (1-\lambda) \|x - y\|^p \leq \lambda f(x) + (1-\lambda)f(y).$$ 

(b) (First-order) There exists $\alpha > 0$ s.t. for any $(x,y) \in \mathcal{C}$ and $d \in \partial f(x)$, we have

$$f(y) \geq f(x) + \langle d; y - x \rangle + \frac{\alpha}{p} \|x - y\|^p.$$ 

**Proof of equivalency in Definition 3.2.** (a) \iff (b). Let $(x,y) \in \mathbb{R}^m$ and $d \in \partial f(y)$. Combining convexity of $f$ and zero-order uniform convexity, we have

$$f(y) + \lambda \langle d; x - y \rangle \leq f(y + \lambda (x - y)) \leq f(y) + \lambda (f(x) - f(y)) - (c/p) \lambda (1-\lambda) \|x - y\|^p.$$ 

Then, dividing by $\lambda$ and evaluating with $\lambda$ converging to zero, we have

$$\langle d; x - y \rangle \leq f(x) - f(y) - (c/p) \|x - y\|^p.$$
(b) $\implies$ (a). Write $x_\lambda = \lambda x + (1 - \lambda)y$. We apply the first-order condition at $x = x_\lambda + x - x_\lambda$ and $y = x_\lambda + y - x_\lambda$. With $d \in \partial f(x_\lambda)$, we have
\[ f(x) \geq f(x_\lambda) + (1 - \lambda) \langle d; x - y \rangle + \frac{\alpha}{p} (1 - \lambda)^p \| y - x \|^p \]
\[ f(y) \geq f(x_\lambda) + \lambda \langle d; y - x \rangle + \frac{\alpha}{p} \lambda y \| y - x \|^p. \]
Multiplying the inequalities respectively by $\lambda$ and $1 - \lambda$ and summing them, we obtain
\[ \lambda f(x) + (1 - \lambda) f(y) \geq f(x_\lambda) + \frac{\alpha}{p} \lambda (1 - \lambda) \left[ (1 - \lambda)^{p - 1} + \lambda^p \right] \| y - x \|^p. \]
Then, by symmetry, we have that $\min_{\lambda \in [0, 1]} [(1 - \lambda)^{p - 1} + \lambda^p] = 1/2^{p - 2}$, which concludes that
\[ \lambda f(x) + (1 - \lambda) f(y) \geq f(x_\lambda) + \frac{\alpha}{2p - 2} \lambda (1 - \lambda) \| y - x \|^p. \]

Uniform smoothness (US) and uniform convexity (UC) are dual properties by Fenchel conjugacy [Ză83, Theorem 2.1.] or [AP95, Proposition 2.6]. We recall a proof below, both for completeness and to obtain quantitative statements.

**Proposition 3.3** (Uniform Smoothness and Convexity with Fenchel duality). Consider $\alpha, c > 0$, $p \geq 2$ and $q \in [1, 2]$ such that $\frac{1}{p} + \frac{1}{q} = 1$, and a norm $\| \cdot \|$ with its dual norm $\| \cdot \|_*$. Let $f: \mathbb{R}^m \to \mathbb{R}$ be a convex function. We have the following implications
(a) If $f$ is $(\alpha, q)$-uniformly smooth w.r.t. $\| \cdot \|$ (Definition 3.1 (a)), then $f^*$ is $1/(p \alpha^{p-1}, p)$-uniformly convex w.r.t. $\| \cdot \|_*$ (Definition 3.2 (a)).
(b) If $f$ is $(c, p)$-uniformly convex w.r.t. $\| \cdot \|$, then $f^*$ is $1/(q \alpha^{q-1}, q)$-uniformly smooth with respect to $\| \cdot \|_*$. 

**Proof of Proposition 3.3.** Let us prove (b). (a) follows similarly. Assume $f$ is $(c, p)$-uniformly convex. Consider $(y_1, y_2) \in \mathbb{R}^m$, $\lambda \in [0, 1]$ and write $y_\lambda = \lambda y_1 + (1 - \lambda)y_2$. Similarly, for any $(x_1, x_2) \in \mathbb{R}^m$, let us write $x_\lambda = \lambda x_1 + (1 - \lambda)x_2$, $f(x_i) = f_i$ for $i = 1, 2$, $f(x_\lambda) = f_\lambda$, $f(x_\lambda)^* = f_\lambda^*$ etc. By definition of conjugate functions, and using the zero-order uniform convexity of $f(\cdot)$ at $x_\lambda$, we have
\[ \langle y_\lambda; x_\lambda \rangle \leq f_\lambda^*(y_\lambda) + f_\lambda \leq f_\lambda^*(y_\lambda) - (c/p) \lambda (1 - \lambda) \| x_1 - x_2 \|^p + \lambda f_1 + (1 - \lambda) f_2. \]
By adding and subtracting $\lambda (1 - \lambda) \langle y_1 - y_2; x_1 - x_2 \rangle$, we obtain
\[ \langle y_\lambda; x_\lambda \rangle \leq f_\lambda^*(y_\lambda) + \lambda f_1 + (1 - \lambda) f_2 - \lambda (1 - \lambda) \langle y_1 - y_2; x_1 - x_2 \rangle + \lambda (1 - \lambda) \| y_1 - y_2; x_1 - x_2 \| - (c/p) \| x_1 - x_2 \|^p. \]
The right term in brackets is upper bounded by $((c/p) \| \cdot \|)^* (y_1 - y_2)$, so that
\[ \langle y_\lambda; x_\lambda \rangle - \lambda f_1 - (1 - \lambda) f_2 + \lambda (1 - \lambda) \langle y_1 - y_2; x_1 - x_2 \rangle \leq f_\lambda^*(y_\lambda) + \lambda (1 - \lambda) ((c/p) \| \cdot \|)^* (y_1 - y_2). \]
Note also the following equality
\[ \langle y_\lambda; x_\lambda \rangle + \lambda (1 - \lambda) \langle y_1 - y_2; x_1 - x_2 \rangle = \lambda \langle y_1; x_1 \rangle + (1 - \lambda) \langle y_2; x_2 \rangle. \]
Hence, we obtain
\[ \lambda \langle y_1; x_1 \rangle + (1 - \lambda) \langle y_2; x_2 \rangle - \lambda f_1 - (1 - \lambda) f_2 \leq f_\lambda^*(y_\lambda) + \lambda (1 - \lambda) ((c/p) \| \cdot \|)^* (y_1 - y_2) \]
\[ \lambda \langle y_1; x_1 \rangle - f_1 + (1 - \lambda) \langle y_2; x_2 \rangle \leq f_\lambda^*(y_\lambda) + \lambda (1 - \lambda) ((c/p) \| \cdot \|)^* (y_1 - y_2). \]
Because the last inequality is true for any $(x_1, x_2)$, we conclude that
\[ \lambda f_\lambda^*(y_\lambda) + (1 - \lambda) f_\lambda^*(y_\lambda) \leq f_\lambda^*(y_\lambda) + \lambda (1 - \lambda) ((c/p) \| \cdot \|)^* (y_1 - y_2). \]
Lemma 2.2 implies that $((c/p) \| \cdot \|)^* (y_1 - y_2) = \frac{1}{qc^{q-1}} \| y_1 - y_2 \|^q$. Finally $f^*$ is $1/(qc^{q-1}, q)$-uniformly smooth with respect to $\| \cdot \|_*$. 

In the following proposition, we provide similar results for local notions of uniform convexity and smoothness of a function. These are quantitative versions of [AP95, Proposition 3.2.] or [Ză83, (iv) & (v) Theorem 2.1.].
Proposition 3.4. Consider $\alpha, c > 0$, $p \geq 2$ and $q \in [1, 2]$ such that $\frac{1}{p} + \frac{1}{q} = 1$. Let $f : \mathbb{R}^n \to \mathbb{R}$ a convex function and $(x, d)$ such that $d \in \partial f(x)$ and $x \in \partial f^*(d)$. The following assertions are equivalent

(a) For some $\alpha > 0$, $f^*$ is $(\alpha, q)$-uniformly-smooth at $d$ w.r.t. to $\| \cdot \|$, i.e., for all $d_1$, we have
\[
f^*(d_1) \leq f^*(d) + \langle x; d_1 - d \rangle + \frac{\alpha}{q} \|d_1 - d\|^q.
\]
(b) For some $c > 0$, $f$ is $(c, p)$-uniformly convex at $x$ w.r.t $\| \cdot \|$, i.e., for any $y$, we have
\[
f(y) \geq f(x) + \langle d; y - x \rangle + \frac{c}{p} \|y - x\|^p.
\]

Proof of Proposition 3.4. First note, that since $f$ is finite l.s.c., for $d \in \partial f(x)$, we have $x \in \partial f^*(d)$ [Roc70, Theorem 23.5.]. Let us show that (a) $\implies$ (b), the converse follows similarly. Recall that $f(y) = \sup_{d_1 \in \mathbb{R}^m} \{ \langle y; d_1 \rangle - f^*(d_1) \}$. Write $\Phi(d_1) \triangleq \alpha/q \|d_1 - d\|^q$. Combining the uniform smoothness assumption on $f^*$, adding and subtracting $\langle y; d \rangle$ and with the equality $f^*(d) + f(x) = \langle d; x \rangle$ [Roc70, Theorem 23.5.], we have for any $y$
\[
f(y) \geq f(x) + \langle d; y - x \rangle + \frac{\alpha}{q} \|y - x\|^q.
\]

Write $\| \cdot \| = \| \cdot \|_C$ for some compact centrally symmetric convex set $C$ with nonempty interior. Then, note that $\Phi = \frac{\alpha}{q} \sigma_C^q$. Hence, by Lemma 2.2, we have $\Phi^*(\cdot) = \| \cdot \|_C^p/(p\alpha^{1/(q-1)})$. Finally
\[
f(y) \geq f(x) + \langle d; y - x \rangle + \frac{1}{p\alpha^{1/(q-1)}} \|y - x\|_C^p.
\]

3.2. Uniform Convexity and Smoothness for Sets and Spaces. Moduli of convexity and smoothness of a norm $\| \cdot \|_C$ help characterize the geometry of the normed space $(\mathbb{R}^m, \| \cdot \|_C)$ or the convex set $C$. This connects set uniform convexity with results in the study of Banach spaces, in the special case where $C$ is centrally symmetric with nonempty interior. In Section 6.2, we provide an important use case stemming from this other perspective on uniform convexity. These moduli are classical objects characterizing either enhanced convex properties of $C$ (for uniform convexity, rotundity) or regularity of the boundary of $C$ (uniform smoothness). Here too, these properties are dual for a normed space and its dual space [Lin63].

The (global) modulus of convexity [Cla36] is defined, for $\epsilon \in [0, 2]$, as
\[
\delta_{\| \cdot \|_C}(\epsilon) = \inf \{ 1 - \| (x + y) / 2 \|_C \mid \| x \|_C = \| y \|_C = 1; \| x - y \|_C \geq \epsilon \}.
\]

The restriction of $\epsilon \in [0, 2]$ ensures that the infimum is defined. It measures the convexity of $\| \cdot \|_C$ at midpoints on the border of $C$. Note that the value of $\delta_{\| \cdot \|_C}$ does not change by considering $(x, y) \in B_{\| \cdot \|_C}(1)$ in place of $S_{\| \cdot \|_C}(1)$, see discussion following [LT13, Definition 1.e.1]. The modulus of smoothness [Lin63] of $\| \cdot \|_C$ is defined, for $\tau > 0$, as
\[
\rho_{\| \cdot \|_C}(\tau) = \sup \{ \| x + \tau y \|_C + \| x - \tau y \|_C / 2 - 1 \mid \| x \|_C = \| y \|_C = 1 \}.
\]

We can now define uniformly convex (resp. smooth) norm balls and normed spaces.

Definition 3.5 (Uniformly Convex Set or Space). Consider a compact convex set $C$, $p \geq 2$ and $\alpha > 0$. Assume $C$ is centrally symmetric with nonempty interior. $C$ is $(\alpha, p)$-uniformly convex iff for any $\epsilon \in [0, 2]$
\[
\delta_{\| \cdot \|_C}(\epsilon) \geq \alpha \epsilon^p.
\]

In that case, we also say that the normed space $(\mathbb{R}^m, \| \cdot \|_C)$ is uniformly convex of type $p$. 
There are other equivalent definitions of the set uniform convexity of $C$. We will detail some of them in Theorem 4.1, prove their equivalence and discuss their practical significance.

**Definition 3.6** (Uniformly Smooth Set or Space). Consider a compact convex set $C$ and $q \in [1, 2]$. Assume $C$ is centrally symmetric with nonempty interior. $C$ is $(\alpha, q)$-uniformly smooth if for any $\tau > 0$, we have

$$\rho_{||\cdot||_C}(\tau) \leq \alpha \tau^q.$$

In that case, we also say that the normed space $(\mathbb{R}^m, ||\cdot||_C)$ is uniformly smooth of type $q$.

When a set is $(\mu, 2)$-uniformly convex (resp. $(L, 2)$-uniformly smooth), we say it is $\mu$-strongly convex (resp. $L$-smooth), see [GI17, Theorem 2.1] for a thorough review on strongly convex sets in Hilbert spaces. These properties are dual to each other, in terms of the set $C$ and its polar $C^*$, or the norm ball and its dual norm ball [DGZ93, Proposition IV 1.12]. The Lindenstrauss formula [Lin63, Theorem 1] leads to quantitative versions of that duality. For any $\tau > 0$, we have

$$\rho_{||\cdot||_{C^*}}(\tau) = \sup_{\epsilon \in [0, 2]} \left\{ \frac{\tau \epsilon}{2} - \delta_{||\cdot||_{C^*}}(\epsilon) \right\}.$$  \hfill (Lindenstrauss)

The following lemma [DGZ93, Proposition 1.12.] then quantifies this duality and is similar to Proposition 3.3 on a function and its Fenchel conjugate. The proof directly follows from (Lindenstrauss).

**Proposition 3.7** (Uniform Smoothness and Convexity with dual norms). Consider $\alpha, c > 0$, $p \geq 2$ and $q \in [1, 2]$ such that $\frac{1}{p} + \frac{1}{q} = 1$ and a compact convex set $C$ centrally symmetric with nonempty interior. We have the following implications

(a) If $C$ is $(\alpha, q)$-uniformly smooth (Definition 3.5), then $C^*$ is $(1/(2p(2\alpha q)^{1/(q-1)}), p)$-uniformly convex (Definition 3.6).

(b) If $C$ is $(c, p)$-uniformly convex, then $C^*$ is $(1/(2q(2\alpha p)^{1/(q-1)}), q)$-uniformly smooth.

**Proof of Proposition 3.7.** For instance, let us prove (a). With (Lindenstrauss), we have for any $\tau > 0$ and $\epsilon \in [0, 2]$ that $\tau \epsilon/2 - \delta_{||\cdot||_{C^*}}(\epsilon) \leq \alpha \tau^q$. Optimizing w.r.t. to $\tau$, the optimal $\tau^* = (\epsilon/(2\alpha q))^{1/(q-1)}$ leads to $\delta_{||\cdot||_{C^*}}(\epsilon) \leq \frac{1}{2p(2\alpha q)^{1/(q-1)}}$. \hfill $\blacksquare$

### 3.3. Local Moduli

Local counterparts of the global moduli characterize local properties of $C$ around a point $x^* \in \partial C$ with respect to a (normalized) direction $d$ in the normal cone $N_C(x^*)$. As we will see, these local properties are important as they explain empirical globally accelerated convergence rates in optimization problems where the functions or constraints do not satisfy global regularity assumptions such as, e.g., strong convexity [Dun79, KdP20].

The local modulus of smoothness [GI17, (15)] of $C$ at $x^* \in \partial C$ with respect to $d \in S_{||\cdot||_{C^*}}(1)$ is defined as, for $t > 0$,

$$\rho_{||\cdot||_C}(t, x^*, d) = \sup \left\{ \|x^* + tx\|_C - \|x^*\|_C - t\langle d; x \rangle \ | \ |\|x\|_C \leq 1 \right\}.$$ \hfill (Loc. Smoothness)

Similarly to all moduli seen so far, the local modulus of smoothness is designed so that when $t$ goes to zero, the first order terms cancel. In the following, for convenience we write $\rho_C$ for $\rho_{||\cdot||_C}$. We measure the local uniform convexity at $x^*$ via the local modulus of rotundity. In the equivalent characterization of the set uniform convexity, the definition of modulus of rotundity is most related with the scaling inequalities characterizations, see (b) in Theorems 4.1 and 5.1. For $x^* \in \partial C$ and $d \in N_C(x^*) \cap S_{||\cdot||_{C^*}}(1)$, the local modulus of rotundity at $x^*$ w.r.t. $d$ is defined for $\epsilon \in [0, 2]$ as

$$\nu_C(\epsilon, x^*, d) = \inf \{ \langle d; x^* - x \rangle \ | \ x \in C, \ |\|x^* - x\|_C \geq \epsilon \}.$$ \hfill (Rotundity)

The following lemma makes the duality between smoothness and rotundity explicit by linking the two moduli, to produce a local counterpart to (Lindenstrauss). We cite a version giving a quantitative local dual relationship between local modulus of smoothness and local modulus of rotundity [GI17, Theorem 2.7.].

**Lemma 3.8** (Local Lindstrauss formula). Consider $x^* \in \partial C$ and $d \in S_{||\cdot||_{C^*}}(1) \cap N_C(x^*)$. Then the local modulus of smoothness and rotundity satisfy for any $t > 0$

$$\rho_{C^*}(t, d, x^*) = \sup_{\epsilon \in [0, 2]} \left\{ \epsilon t - \nu_C(\epsilon, x^*, d) \right\}.$$ \hfill (Loc. Lindenstrauss)
Proof of Lemma 3.8. Let \( t > 0 \), by definition of \( \rho_C \), for \( \eta > 0 \) there exists \( d_\eta \in C^0 \) such that \( \rho_C(t, d, x^*) \leq \|d + t d_\eta\|_{C^0} - \|d\|_{C^0} - t\langle x^*; d_\eta \rangle + \eta \). Also, by compactness of \( C \), there exists \( x_\eta \in \partial C \) s.t. \( \|t d_\eta + d\|_{C^0} = \sigma_C(t d_\eta + d) = \langle t d_\eta + d; x_\eta \rangle \). Since \( d \in N_C(x^*) \), we have \( \|d\|_{C^0} = \sigma_C(d) = \langle d; x^* \rangle \) and hence
\[
\rho_C(t, d, x^*) \leq \|t d_\eta + d\|_{C^0} - \|d\|_{C^0} - t\langle x^*; d_\eta \rangle + \eta
\]
\[
\rho_C(t, d, x^*) \leq \langle t d_\eta + d; x_\eta \rangle - \langle d; x^* \rangle - t\langle x^*; d_\eta \rangle + \eta
\]
\[
\rho_C(t, d, x^*) \leq \langle d; x_\eta - x^* \rangle + \langle t d_\eta; x_\eta - x^* \rangle + \eta \leq \langle d; x_\eta - x^* \rangle + t \sigma_C(x_\eta - x^*) + \eta
\]
\[
\rho_C(t, d, x^*) \leq \sup_{x \in C} \{\langle d; x - x^* \rangle + t\|x - x^*\|_C \} + \eta
\]
\[
\rho_C(t, d, x^*) \leq \sup_{e \in [0, 2]} \inf_{x \in C} \{\langle d; x^* - x \rangle \mid \|x - x^*\|_C = e \} + \eta
\]
\[
\rho_C(t, d, x^*) \leq \sup_{e \in [0, 2]} \{t e - \nu_C(e, x^*, d) \} + \eta.
\]
We used that for any \( x, y \in C \) we have \( \|x - y\|_C \in [0, 2] \). Finally, last inequality is true for any \( \eta > 0 \), hence \( \rho_C(t, d, x^*) \leq \sup_{e \in [0, 2]} \{t e - \nu_C(e, x^*, d) \} \). We now provide a similar reasoning to obtain the equality. Indeed, for \( \lambda > 0 \), there exists \( \epsilon_\lambda > 0 \) such that \( \sup_{e \in [0, 2]} \{t e - \nu_C(e, x^*, d) \} \leq t \lambda - \nu_C(\epsilon_\lambda, x^*, d) + \lambda \).

Also, for \( \eta > 0 \), there exists \( x_\eta \in C \) s.t. \( \nu_C(\epsilon_\eta, x^*, d) \geq \langle d; x^* - x_\eta \rangle - \eta \) with \( \|x_\eta - x^*\|_C \geq \epsilon_\eta \). By compactness of \( C \), there exists \( d_\eta \in C^0 \) such that \( \|x_\eta - x^*\|_C = \sigma_C(x_\eta - x^*) = \langle x^* - x_\eta; d_\eta \rangle \). Therefore, for \( t > 0 \), we have
\[
\sup_{e \in [0, 2]} \{t e - \nu_C(e, x^*, d) \} \leq t \lambda - \langle d; x^* - x_\eta \rangle + \lambda + \eta \leq \|x_\eta - x^*\|_C - \langle d; x^* - x_\eta \rangle + \lambda + \eta
\]
\[
\sup_{e \in [0, 2]} \{t e - \nu_C(e, x^*, d) \} \leq \langle d_\eta; x^* - x_\eta \rangle - \langle d; x^* - x_\eta \rangle + \lambda + \eta
\]
\[
\sup_{e \in [0, 2]} \{t e - \nu_C(e, x^*, d) \} \leq \langle x_\eta; d - t d_\eta \rangle - \langle d; x^* \rangle + t \langle d_\eta; x^* \rangle + \lambda + \eta
\]
\[
\sup_{e \in [0, 2]} \{t e - \nu_C(e, x^*, d) \} \leq \sigma_C(d - t d_\eta) - \sigma_C(d) - t \langle x^*; -d_\eta \rangle + \lambda + \eta
\]
\[
\sup_{e \in [0, 2]} \{t e - \nu_C(e, x^*, d) \} \leq \|d - t d_\eta\|_{C^0} - \|d\|_{C^0} - t \|x^*\|_{C^0} + \lambda + \eta.
\]
Hence, since \( -d_\eta \in C^0 \), for any \( \lambda, \eta > 0 \), we have \( \nu_C(e, x^*, d) \leq \rho_C(t, d, x^*) \lambda + \eta \). We conclude that \( \sup_{e \in [0, 2]} \{t e - \nu_C(e, x^*, d) \} \leq \rho_C(t, d, x^*) \). ■

4. EQUIVALENCE BETWEEN GLOBAL SET AND FUNCTIONAL ASSUMPTIONS

We expose some classical equivalence between functional and geometrical properties in Theorem 4.1 below. This leads to new insights in learning theory in Section 6.2 and in optimization in Sections 6.1-6.3.

Item (a) is similar to the definition appearing in most machine learning papers [GH15, HLGS16, HLGS17] and gives an intuitive understanding of set uniform convexity. The uniformly mid-convex property is equivalent to its continuous counterpart, see, e.g., [Mol20, Lemma 9], but allows more concise proofs.

Item (b) is an essential inequality in analysing projection-free online or offline optimization methods. There are other related and useful inequalities that can be seamlessly derived from this one, see, e.g., Lemma 6.6.

Item (d)-(f) provides equivalent functional properties of the gauge and support function of \( C \). Note that \( C \) is UC, but it is only a power of its gauge \( \cdot \|\cdot\|_C \) that is UC in the sense of functions. Also, the support function is only partially Hölder smooth as Item (d) holds on the sphere \( S_{\|\cdot\|_{C^0}}(1) \). Again, it is only a specific power of the support function that is uniformly smooth in the sense of functions without restriction on its domain.

Finally, item (c) connects all other perspectives with the study of uniformly convex Banach spaces. This connection is rich with hindsights, see, e.g., Section 6.2.

These results are classical and appear in many textbooks [DGZ93, LT13] often in non-quantitative, scattered, or too generic forms. We detail self-contained elementary proofs and provide quantitative versions in
the finite-dimensional setting. Further, we only present the most practically significant equivalent characterizations here. In Section 5, we will provide similar quantitative results with local uniform convexity and smoothness of \(C\).

**Theorem 4.1** (Global Set Uniform Convexity). Consider \(p \geq 2\) and \(q \in [1, 2]\) s.t. \(\frac{1}{p} + \frac{1}{q} = 1\). Let \(C\) be a centrally symmetric compact convex set with nonempty interior. The following assertions are equivalent

(a) (Set mid-convex property) There exists \(\alpha > 0\) s.t. for all \((x, y) \in C\) we have

\[
\frac{x + y}{2} + \alpha \|x - y\|_C^p \|B_{\|\cdot\|_C}^p(1)\| \subset C.
\]

(b) (Global scaling inequality) There exists \(\alpha > 0\) s.t. for any \((x, y) \in C \times \partial C\) and \(d \in \mathbb{R}^m\) with \(d \in N_C(y)\) (or \(y \in \text{argmax}_{y \in C}(d; v)\)) we have

\[
\langle d; y - x \rangle \geq \alpha \|d\|_{C^o} \|y - x\|_C^p.
\]

(Global-Scaling)

(c) (Set Modulus UC) There exists \(\alpha > 0\) s.t. \(C\) is \((\alpha, p)\)-uniformly convex (Definition 3.5), i.e., for any \(\varepsilon > 0\), we have the following lower bound on the modulus (3),

\[
\delta_{\|\cdot\|_C}(\varepsilon) \geq \alpha \varepsilon^p.
\]

(d) (Support Hölder-Smooth Sphere) The exists \(c > 0\) s.t. the support function \(\sigma_C(\cdot)\) is \((c, q - 1)\)-Hölder smooth with respect to \(\|\cdot\|_{C^o}\) on \(S_{\|\cdot\|_{C^o}}(1)\), i.e., it is differentiable on \(S_{\|\cdot\|_{C^o}}\) and for any \((d_1, d_2) \in S_{\|\cdot\|_{C^o}}(1)\), we have

\[
\|\nabla \sigma_C(d_1) - \nabla \sigma_C(d_2)\|_C \leq c \|d_1 - d_2\|_{C^o}^{q-1} = c \|d_1 - d_2\|_{C^o}^{1/(p-1)}.
\]

(e) (Support US) \(\sigma_C^q(\cdot)\) is differentiable on \(\mathbb{R}^m\) and there exists \(c > 0\) s.t. \(\sigma_C^q(\cdot)\) is \((c, q)\)-uniformly smooth on \(\mathbb{R}^m\) with respect to \(\|\cdot\|_{C^o}\) for some \(c > 0\).

(f) (Gauge UC) There exists \(\alpha > 0\) s.t. \(\|\cdot\|_C^p\) is \((\alpha, p)\)-uniformly convex with respect to \(\|\cdot\|_C\) (Definition 3.2).

Proof of Theorem 4.1. (a) \(\Rightarrow\) (c). Let \((x, y) \in S_{\|\cdot\|_C}(1)\). For \(z = \frac{x + y}{\|x + y\|_C}\), we have \(\frac{x + y}{2} + \alpha \|x - y\|_C^p z \in C\). Hence

\[
\|\frac{x + y}{2}\|_C \left(1 + \alpha \|x - y\|_C^p \frac{2}{\|x + y\|_C} \right) \leq 1.
\]

This shows that \(1 - \|(x + y)/2\|_C^p \geq \alpha \|x - y\|_C^p\) and hence \(\delta_{\|\cdot\|_C}(\varepsilon) \geq \alpha \varepsilon^p\).

(c) \(\Rightarrow\) (a). Recall that the modulus of convexity \(\rho_{\|\cdot\|_C}(\varepsilon)\) in (3), can be written as the infimum over \((x, y) \in B_{\|\cdot\|_C}(1)\) instead of \(S_{\|\cdot\|_C}(1)\), see discussion following [LT13, Definition 1.e.1]. Let \((x, y) \in C\). By definition of the modulus of convexity, we have \(1 - \|(x + y)/2\|_C \geq \alpha \|x - y\|_C^p\). Hence by the triangle inequality, for any \(z \in B_{\|\cdot\|_C}(1)\), we have \(\|(x + y)/2 + \alpha \|x - y\|_C^p z\|_C \leq 1\), so that \((x + y)/2 + \alpha \|x - y\|_C^p z \in C\).

(a) \(\Rightarrow\) (b). Let \(x \in C\), \(y \in \partial C\) and \(d \in \mathbb{R}^m\) s.t. \(d \in N_C(y)\). We have \(y \in \text{argmax}_{y \in C}(d; v)\). Because \((x + y)/2 + \alpha \|x - y\|_C^p z \in C\), for any \(z \in B_{\|\cdot\|_C}(1)\), the optimality of \(y\) implies

\[
\langle d; (x + y)/2 + \alpha \|x - y\|_C^p z \rangle \leq \langle d; y \rangle.
\]

Hence, for any \(z \in B_{\|\cdot\|_C}(1)\) we have \(2\alpha \|x - y\|_C^p \langle d; z \rangle \leq \langle d; y - x \rangle\). By definition of the dual norm, we hence have \(2\alpha \|x - y\|_C^p \|d\|_C^* \leq \langle d; y - x \rangle\) and conclude with \(\|d\|_C^* = \|d\|_{C^o}\).
Let $(d_1, d_2) \in S_{\|\cdot\|_{c^0}}$ (1) and consider $v_{d_i} \in \text{argmax}_{v \in \mathcal{C}} \langle d_i; v \rangle$ for $i = 1, 2$. We have that for any $x \in \mathcal{C}$

$$
\begin{align*}
\langle d_1; v_{d_1} - x \rangle &\geq \alpha \|d_1\|_{c^0} \cdot \|v_{d_1} - x\|_c^p = \alpha \|v_{d_1} - x\|_c^p \\
\langle d_2; v_{d_1} - x \rangle &\geq \alpha \|d_2\|_{c^0} \cdot \|v_{d_1} - x\|_c^p = \alpha \|v_{d_1} - x\|_c^p.
\end{align*}
$$

Then, by summing the two inequalities evaluated respectively at $x = v_{d_2}$ and $x = v_{d_1}$, we have

$$
\langle d_1 - d_2; v_{d_1} - v_{d_2} \rangle \geq 2\alpha \|v_{d_1} - v_{d_2}\|_c^p.
$$

By Cauchy-Schwartz and since $v_{d_i} = \nabla \sigma_C(d_i)$ for $i = 1, 2$ (Lemma 2.1 applies because $C$ is strictly convex and $d_i \neq 0$), we obtain

$$
\|d_1 - d_2\|_{c^0} \cdot \|\nabla \sigma_C(d_1) - \nabla \sigma_C(d_2)\|_c \geq 2\alpha \|\nabla \sigma_C(d_1) - \nabla \sigma_C(d_2)\|_c^p,
$$

and conclude that

$$
\|\nabla \sigma_C(d_1) - \nabla \sigma_C(d_2)\|_c \leq \frac{1}{(2\alpha)^{1/(p-1)}} \|d_1 - d_2\|_{c^0}^{1/(p-1)}.
$$

Note finally that $1/(p-1) = q - 1$.

(e) $\implies$ (c). Note that [BGHV09, (d) $\implies$ (a) of Theorem 2.2.] is not constructive and that [DGZ93, (ii) $\implies$ (i) in Lemma 5.1.] is incomplete as it only proves that the modulus of smoothness has the right lower-bound for $\tau \in [0, 1/2]$, [LT13] do not consider these aspects and [Köt83, §26] neither. [Zâ02, (iii) of Theorem 3.7.4.] bears some similarity. Recall the duality between support and gauge functions $\sigma_C(\cdot) = \|\cdot\|_{c^0}$. We now show that $C^0$ is uniformly smooth by providing an upper bound on its modulus of smoothness and conclude on (c) by duality. Recall that for $\tau > 0$, the modulus of smoothness of $C^0$ is defined as

$$
\rho_{C^0}(\tau) = \sup \{ \|d_1 + \tau d_2\|_{c^0} + \|d_1 - \tau d_2\|_{c^0} \}.
$$

Consider $(d_1, d_2) \in S_{\|\cdot\|_{c^0}}$, since $\sigma_C^q$ is $(c, q)$-uniformly smooth on $\mathbb{R}^m$ and by equivalence between (a) and (b) in Definition 3.1, we have

$$
\begin{align*}
\|d_1 + \tau d_2\|_{c^0}^q &\leq 1 + \langle \nabla \|\cdot\|_{c^0}(d_1); \tau d_2 \rangle + \frac{2c}{q}\|\tau d_2\|_{c^0}^q \\
\|d_1 - \tau d_2\|_{c^0}^q &\leq 1 - \langle \nabla \|\cdot\|_{c^0}(d_1); \tau d_2 \rangle + \frac{2c}{q}\|\tau d_2\|_{c^0}^q.
\end{align*}
$$

When $q \in [1, 2]$, $(1 + x)^{1/q}$ is concave and below its tangent. In particular, $(1 + x)^{1/q} \leq 1 + x/q$. Hence, combined with $\|d_2\|_{c^0} = 1$, we have

$$
\begin{align*}
\|d_1 + \tau d_2\|_{c^0} &\leq 1 + \frac{1}{q}\langle \nabla \|\cdot\|_{c^0}(d_1); \tau d_2 \rangle + \frac{2c}{q^2}\tau^q \\
\|d_1 - \tau d_2\|_{c^0} &\leq 1 - \frac{1}{q}\langle \nabla \|\cdot\|_{c^0}(d_1); \tau d_2 \rangle + \frac{2c}{q^2}\tau^q.
\end{align*}
$$

Then summing the two inequalities and dividing by 2, we obtain

$$
\|d_1 + \tau d_2\|_{c^0} + \|d_1 - \tau d_2\|_{c^0} \leq 1 + \frac{2c}{q^2}\tau^q.
$$

Hence, $C^0$ is $(2c/q^2, q)$-uniformly smooth. Then Proposition 3.7 (a), implies that $C$ is $(1/(2p(2cq)^{p-1}), p)$-uniformly convex with $\alpha = 2c/q^2$, i.e., $C$ is $(q^{p-1}/(2^{p-1}p^{p-1}))$-uniformly convex.

(f) $\implies$ (e) From Lemma 2.2, we have that $\|\cdot\|_{c^0}^q(\cdot) = \left[\frac{1}{p^r/(p-1)} - \frac{1}{p^r}\right]\sigma_{C^0}^q(\cdot)$. Then Item (b) of Proposition 3.3 implies that $\left[\frac{p-1}{pr}\right] \sigma_{C}^q(\cdot)$ is $(c', q)$-uniformly smooth on $C$ with respect to $\|\cdot\|_{C}^q = \|\cdot\|_{c^0}$ and $c' = 1/(qc^{q-1})$. Hence, $\sigma_{C}^q$ is $\left[\frac{p-1}{pr}\right]^{p-1} q$-uniformly smooth. Note also that by equivalence between (a) and (b) in Definition 3.1, we have that $\sigma_{C}^q$ is differentiable.
(c) \implies (f). Conversely, let us assume that \( \sigma^q_c \) is \((\alpha, q)\)-uniformly smooth. From Lemma 2.2, we have that \( (\sigma^q_c)^*(\cdot) = \left[ \frac{1}{q^\beta(q_2-1)} - \frac{1}{q^\beta} \right] \| \cdot \|_{C}^q \). And, with Proposition 3.3 (a), \( \frac{q^\beta(q_2-1)}{|q^\beta(q_2-1)|} \| \cdot \|_{C}^q \) is \((c', p)\)-uniformly convex with respect to \( \| \cdot \|_C \) with \( c' = 1/(px^p-1) \). Finally, we conclude that \( \| \cdot \|_C^q \) is \((\frac{q^\beta(q_2-1)}{|q^\beta(q_2-1)|}, p)\)-uniformly convex.

(d) \implies (e). Conversely, let us show that \( \sigma^q_c \) is uniformly smooth. The proof follows that of [BGHV09, Theorem 2.1]. Let us start by showing that \( \sigma^q_c \) is differentiable on \( \mathbb{R}^m \). For \( d_1 \in \mathbb{R}^m \setminus \{0\} \), we have \( \nabla \sigma^q_c(d_1) = q\|d_1\|_{C}^q \nabla \sigma_c(d_1) \). Because \( C \) is strictly convex, there is a unique \( x_1 \in \partial C \) s.t. \( d_1 \in N_C(x_1) \). From [Sch14, Corollary 1.7.3], we have that \( \nabla \sigma_c(d_1) = x_1 \). Because \( q > 1 \), when \( d_1 \) converges to 0, we have that \( \nabla \sigma^q_c(d_1) \) also converges to zero. Hence, \( \sigma^q_c \) is differentiable at zero with \( \nabla \sigma^q_c(0) = 0 \).

Let \( (d_1, d_2) \in \mathbb{R}^m \) and \( x_i \in \partial C \) s.t. \( d_i \in N_C(x_i) \), i.e., \( \nabla \sigma_c(d_i) = x_i \). Because \( \sigma_c \) is Hölder smooth on \( S_{\| \cdot \|_{C}} \), we have \( \| \nabla \sigma_c(d_1) - \nabla \sigma_c(d_2) \|_C \leq c\|d_1/d_2\|_{C} - d_2/\|d_2\|_{C} \|_{C}^{1/(q-1)} \). We then obtain

\[
\| \nabla \sigma^q_c(d_1) - \nabla \sigma^q_c(d_2) \|_C = \| q\sigma^{q-1}_c(d_1) \nabla \sigma_c(d_1) - q\sigma^{q-1}_c(d_2) \nabla \sigma_c(d_2) \|_C \leq q\|d_1\|_{C}^{q-1} \|d_1/d_2\|_{C} - d_2/\|d_2\|_{C} \|_{C}^{q-1} + q\|d_1\|_{C}^{q-1} - \|d_2\|_{C}^{q-1} \|
\]

We have for \( \lambda_1, \lambda_2 > 0 \) and \( r \in [0, 1] \) \( |\lambda_1 - \lambda_2| \leq |\lambda_1 - \lambda_2|^r \) [BGHV09, Lemma 2.1.]. Hence, for \( q-1 \in [0, 1] \), we have \( \|d_1\|_{C}^{q-1} - \|d_2\|_{C}^{q-1} \leq \|d_1\|_{C} - \|d_2\|_{C} \|_{C}^{q-1} \leq \|d_1 - d_2\|_{C} \). Also, with the triangle inequality \( \|d_1 - d_2\|_{C} \leq \|d_1\|_{C} + \|d_2\|_{C} \). Hence \( \| \nabla \sigma^q_c(d_1) - \nabla \sigma^q_c(d_2) \|_C \leq q(c^{q-1} + 1)\|d_1 - d_2\|_{C} \).

Equivalence between (a) and (c) in Definition 3.1 shows that \( \sigma^q_c \) is \((2q^2(c2^{q-1} + 1), q)\)-uniformly smooth.

(e) \implies (d). Let \( (d_1, d_2) \in S_{\| \cdot \|_{C}} \). Since, for \( i = 1, 2 \), \( \nabla \sigma^q_c(d_i) = q\sigma_c(d_i)\|d_i\|_{C} - d_i/\|d_i\|_{C} \nabla \sigma_c(d_i) = q\sigma_c(d_i) \), we directly have (by the equivalence between (a) and (c) in Definition 3.1)

\[
\| \nabla \sigma_c(d_1) - \nabla \sigma_c(d_2) \|_C \leq \frac{\|d_1 - d_2\|_{C}^{p/(p-1)}}{q} \|
\]

Remark 1. From the proof of Theorem 4.1, one can obtain quantitative results. (a) and (c) are equivalent with the same constant. (a) with \((\alpha, p)\) implies (b) with \((2\alpha, p)\); (b) with \((\alpha, p)\) implies (d) with \((1/(2\alpha)^{q}, q-1)\); (e) with \((c, q)\) implies (c) with \((q^{p-1}/(2^{q-1}p^{p-1}), p)\); (f) with \((\alpha, p)\) implies (e) with \((p^{p-1}/((p-1)q^{p-1}), q)\); Conversely, (e) with \((\alpha, q)\) implies (f) with \((q^{p-1}/((q-1)p^{q-1}), p)\); Finally, (d) with \((c, q-1)\) implies (e) with \((2q^2(c2^{q-1} + 1))\).

5. Equivalence between Local Set and Functional Assumptions

In this section, we provide equivalent characterizations of the local uniform convexity of \( C \) at \( x^* \in \partial C \). The results are summarized in Theorem 5.1, the analog to Theorem 4.1. We seek to articulate different useful views on the local uniform convexity property of a set.

Item (a) is a Banach geometry definition via the local modulus of rotundity. Item (b) is a geometric local scaling inequality useful in some algorithm analysis, see for instance the Frank-Wolfe method on locally uniformly convex sets [Kdp20]. Note that a natural local version of (Global-Scaling), could be that for any \( d \in N_C(x^*) \), for any \( x \in C \), we require

\[
\langle d, x^* - x \rangle \geq \alpha \|d\|_{C} \|x^* - x\|_{C}^q.
\]

However, we opted for a weaker version in (Local-Scaling) which expresses the property only with respect to a single direction in the normal cone at the point of interest. Finally Items (b) and (c) connect these...
geometrical characterization with their functional counterpart, both in term of smoothness and uniform convexity. These results appear scattered in the literature, see, e.g., [Zá83, Chapter 3.7] or [AP95, Proposition 3.2.]. We expect these various equivalences to provide convergence proof of algorithms in online and offline settings when the decision sets or constraints sets are not globally strongly convex. We provide an example of such a result in Section 6.1.

**Theorem 5.1 (Local Set Uniform Convexity).** Consider \( p \geq 2 \) and \( q \in [1, 2] \) s.t. \( \frac{1}{p} + \frac{1}{q} = 1 \). Let \( C \) be a compact strictly convex set centrally symmetric with nonempty interior. Let \( x^* \in \partial C, d_1 \in N_C(x^*) \cap S_{\|\cdot\|_C}(1) \) (note \( S_{\|\cdot\|_C}(1) = \partial C^c \)). The following assertions are equivalent

(a) (Modulus of Rotundity) There exists \( \alpha > 0 \) s.t. \( C \) is \((\alpha, p)\)-locally uniformly convex at \( x^* \) w.r.t. direction \( d_1 \), i.e., for any \( \epsilon \in [0, 2] \), we have

\[
\nu_C(\epsilon, x^*, d_1) \triangleq \inf \{ \langle d_1; x^* - x \rangle \mid x \in C, \| x - x^* \| C \geq \epsilon \} \geq \alpha \epsilon^p.
\]

(b) (Local scaling inequality) For any \( x \in C \), we have

\[
\langle d_1; x^* - x \rangle \geq \alpha \| x^* - x \|^p_C.
\]

(c) (Support Local Hölder-Smooth Sphere) There exists \( c > 0 \) s.t. \( \sigma_C(\cdot) \) is \((c, q - 1)\)-Hölder smooth at \( d_1 \) on \( S_{\|\cdot\|_C}(1) \) w.r.t. \( \| \cdot \|_{C^c} \), i.e., for any \( d_2 \in S_{\|\cdot\|_C}(1) \), we have

\[
\| \nabla \sigma_C(d_1) - \nabla \sigma_C(d_2) \|_{C^c} \leq c \| d_1 - d_2 \|_{C^c}^{q-1} = \| d_1 - d_2 \|_{C^c}^{1/(p-1)}.
\]

(d) (Support Local US) There exists \( c > 0 \) s.t. \( \sigma_C^2(\cdot) \) is \((\alpha, q)\)-uniformly smooth at \( d_1 \) w.r.t. \( \| \cdot \|_{C^c} \), i.e., for any \( d_2 \in \mathbb{R}^m \), we have

\[
\sigma_C^2(d_2) \leq \sigma_C^2(d_1) + q \langle x^*; d_2 - d_1 \rangle + \frac{\alpha}{q} \| d_2 - d_1 \|^q_C,
\]

where \( \nabla \sigma_C^2(d_1) = qx^* \).

(e) (Gauge local UC) There exists \( \mu > 0 \) s.t. \( \| \cdot \|_{C^c} \) is \((\mu, p)\)-uniformly convex at \( x^* \) on \( C \) in direction \( d_1 \) w.r.t. \( \| \cdot \|_{C^c} \), i.e., for any \( y \in \mathbb{R}^m \)

\[
\| y \|^p_{C^c} \geq \| x^* \|^p_{C^c} + p \langle d_1; y - x^* \rangle + \frac{\mu}{2} \| y - x^* \|^2_{C^c}.
\]

**Proof of Theorem 5.1.** Because \( C \) is strictly convex, \( \sigma_C \) is differentiable on \( \mathbb{R}^m \setminus \{0\} \), see Lemma 2.1. In particular, \( \nabla \sigma_C(d_1) = x^* \) since \( d_1 \in N_C(x^*) \). Also, because \( \| d_1 \|_{C^c} = 1 \), note that \( \nabla \sigma_C^2(d_1) = q \| d_1 \|_{C^c}^{q-1} \nabla \sigma_C(d_1) = qx^* \). Finally, note that \( \| \cdot \|_{C^c} = \sigma_C \) is not necessarily differentiable (would require assuming that \( C^c \) is smooth).

(a) \( \iff \) (b) is immediate.

(a) \( \implies \) (c). Let us assume that \( C \) is \((\alpha, p)\)-uniformly convex at \( x^* \in \partial C \) with respect to \( d_1 \in S_{\|\cdot\|_C}(1) \) \( \cap N_C(x^*) \), i.e., for any \( \epsilon > 0 \), \( \nu_C(\epsilon, x^*, d_1) \geq \alpha \epsilon^p \). Hence, we have for any \( x \in C \)

\[
\langle d_1; x^* - x \rangle \geq \alpha \| x^* - x \|^p_C.
\]

Let \( d_2 \in S_{\|\cdot\|_C}(1) \) and \( x_2 \triangleq \text{argmax}_{x \in C} \langle x; d_2 \rangle \) (it is unique because \( C \) is strictly convex compact). In particular, \( \langle x^* - x_2; d_2 \rangle \leq 0 \), hence we have

\[
\langle d_1 - d_2; x^* - x_2 \rangle \geq \langle d_1 - d_2; x^* - x_2 \rangle + \langle d_2; x^* - x_2 \rangle = \langle d_1; x^* - x_2 \rangle \geq \alpha \| x^* - x_2 \|^p_C.
\]

Then, with Cauchy-Schwartz we have \( \| d_1 - d_2 \|_{C^c} \| x^* - x_2 \| C \geq \alpha \| x^* - x_2 \|^p_C \). Hence,

\[
\| x_2 - x^* \| C \leq \frac{1}{\alpha^1/(p-1)} \| d_1 - d_2 \|_{C^c}^{1/(p-1)}.
\]
With Lemma 2.1, we have $\nabla \sigma_C(d_2) = x_2$ and $x^* = \nabla \sigma_C(d_1)$, which concludes with $q - 1 = 1/(p - 1)$.

(d) $\implies$ (a). Let us now assume that $\sigma^q_C(\cdot)$ is $(\alpha, q)$-uniformly smooth at $d_1$ w.r.t $\| \cdot \|_{C^0}$. Also $\sigma_C(\cdot) = \| \cdot \|_{C^0}$. Let us first prove an upper bound on the local modulus of smoothness $\rho_{C^0}(t, d_1, x^*)$ of $C^0$ at $d_1$ w.r.t. $x^*$, see (Loc. Smoothness). By the duality formula (Loc. Lindenstrauss), we will then obtain a lower bound on the modulus of rotundity. Recall that the local modulus of smoothness in (Loc. Smoothness) is defined for any $t > 0$, as

$$\rho_{C^0}(t, d_1, x^*) = \sup \{ \|d_1 + td_2\|_{C^0} - \|d_1\|_{C^0} - t\|x^*; d_2\| \mid d_2 \in C^0 \}.$$ 

By (d), we have for any $d_2 \in \mathbb{R}^m$

$$\|d_1 + td_2\|_{C^0}^q \leq \|d_1\|_{C^0}^q + t\langle \nabla \sigma^q_C(d_1); d_2 \rangle + \frac{\alpha}{q} t^q \|d_2\|_{C^0}^q.$$ 

Recall from the beginning of the proofs that $\nabla \sigma^q_C(d_1) = qx^*$. Then, we have by concavity of $(1 + x)^{1/q}$ when $q \in [1, 2]$

$$\|d_1 + td_2\|_{C^0} \leq \left(1 + tq\|x^*; d_2\| + \frac{\alpha}{q} t^q \right)^q \leq 1 + t\|x^*; d_2\| + \frac{\alpha}{q} t^q.$$ 

In particular, for $d_2 \in C^0$ and because $\|d_1\|_{C^0} = 1$, we have $\rho_{C^0}(t, d_1, x^*) \leq \alpha q^{-1} t^q$. Then, with Lemma 3.8, we have that for any $\epsilon \in [0, 2]$ and $t > 0$

$$\sup_{\epsilon \in [0, 2]} \{ t\epsilon - \nu_C(\epsilon, x^*, d_1) \} \leq \alpha q^{-1} t^q.$$ 

Hence, for any $\epsilon \in [0, 2]$

$$\nu_C(\epsilon, x^*, d_1) \geq t\epsilon - \alpha q^{-1} t^q.$$ 

Then for $t = (q\epsilon/\alpha)^{1/(q-1)}$, we have

$$\nu_C(\epsilon, x^*, d_1) \geq \frac{q^{p-2}}{q^{p-1}}(q-1)e^p.$$ 

Therefore, $C$ is $(q^{p-2}/(q - 1), p)$-locally uniformly convex at $x^*$ with respect to $d_1$.

(c) $\implies$ (d). The proof is similar to that of (d) $\implies$ (f) in Theorem 4.1, we repeat it for completeness. First, by the very same argument, $\sigma^q_C$ is differentiable on $\mathbb{R}^m$ (recall that $\sigma_C$ is not differentiable at 0). Now, consider $d_2 \in \mathbb{R}^m \setminus \{0\}$ and the unique (because $C$ is strictly convex) $x_2 \in \partial C$ s.t. $d_2 \in N_C(x_2)$. Then, with Lemma 2.1, we have $\nabla \sigma_C(d_2) = x_2$ and with the same argument $\nabla \sigma_C(d_2/\|d_2\|_{C^0}) = x_2$. Because $\sigma_C$ is Hölder smooth at $d_1$ on $S_{\|C\}^0$, we have $\|\nabla \sigma_C(d_1) - \nabla \sigma_C(d_2)\|_{C^0} \leq c\|d_1 - d_2/\|d_2\|_{C^0}\|_{C^0}^{p-1}(q-1)$. We then obtain, by adding and subtracting $q\sigma^{q-1}_C(d_1)\nabla \sigma_C(d_2)$ and applying the triangle inequality

$$\|\nabla \sigma^q_C(d_1) - \nabla \sigma^q_C(d_2)\|_{C^0} = \|q\sigma^{q-1}_C(d_1)\nabla \sigma_C(d_1) - q\sigma^{q-1}_C(d_2)\nabla \sigma_C(d_2)\|_{C^0}$$

$$\leq q\sigma^{q-1}_C(d_1)\|\nabla \sigma_C(d_1) - \nabla \sigma_C(d_2)\|_{C^0} + q\|\nabla \sigma_C(d_2)\|_{C^0}\sigma^{q-1}_C(d_1) - \sigma^{q-1}_C(d_2)\|_{C^0}$$

$$\leq q\sigma^{q-1}_C(d_1)\|d_1 - d_2/\|d_2\|_{C^0}\|_{C^0}^{q-1} + q\|\nabla \sigma_C(d_2)\|_{C^0}\sigma^{q-1}_C(d_1) - \|d_2\|_{C^0}^{q-1}\|_{C^0}$$

We have for $\lambda_1, \lambda_2 > 0$ and $r \in [0, 1]$ $|\lambda_1 - \lambda_2|^r \leq |\lambda_1 - \lambda_2|^r$. Hence, for $q - 1 \in [0, 1]$, we have $\|d_1 - d_2/\|d_2\|_{C^0}\|_{C^0}^{q-1} \leq \|d_1 - d_2\|_{C^0}^{q-1}$. Also, by the triangle inequality, $\|d_1 - d_2/\|d_2\|_{C^0}\|_{C^0} \leq \|d_1 - d_2\|_{C^0} + \|d_2\|_{C^0} - \|d_1\|_{C^0} \leq 2\|d_1 - d_2\|_{C^0}$. Hence for any $d_2 \in \mathbb{R}^m \setminus \{0\}$

$$\|\nabla \sigma^q_C(d_1) - \nabla \sigma^q_C(d_2)\|_{C^0} \leq q(c^{q-1} + 1)\|d_1 - d_2\|_{C^0}^{q-1}.$$
Let us now prove that this implies a first-order type definition of local smoothness. For any \( d_2 \), by the mean value theorem, there exists \( \lambda \in [0, 1] \) such that

\[
\sigma_C^2(d_2) - \sigma_C^2(d_1) = \langle \nabla \sigma_C^2(\lambda d_1 + (1 - \lambda)d_2); d_2 - d_1 \rangle
\]

\[
= \langle \nabla \sigma_C^2(d_1); d_2 - d_1 \rangle + \langle \nabla \sigma_C^2(\lambda d_1 + (1 - \lambda)d_2) - \nabla \sigma_C^2(d_1); d_1 - d_2 \rangle
\]

\[
\leq \langle \nabla \sigma_C^2(d_1); d_2 - d_1 \rangle + \| \nabla \sigma_C^2(\lambda d_1 + (1 - \lambda)d_2) - \nabla \sigma_C^2(d_1) \|_C \|d_1 - d_2\|_{C^0}
\]

\[
\leq \langle \nabla \sigma_C^2(d_1); d_2 - d_1 \rangle + q(c2^{q-1} + 1)\|d_1 - d_2\|^q_{C^0}.
\]

Hence \( \sigma_C^2 \) is \((q(c2^{q-1} + 1), q)\)-uniformly convex at \( d_1 \) w.r.t. \( \| \cdot \|_{C^0} \).

Equivalence between (d) and (e) stems from Proposition 3.4. Indeed, from Lemma 2.2 we have that

\[
\left(\frac{1}{q}\sigma_C^2 \right)^*(\cdot) = \frac{1}{q} \| \cdot \|_{C}^q.
\]

Then, because \((x^*, d_1) \in \partial C \times N_C(x^*) \cap \partial C^0\), we have \((x^*, d_1) \in \partial {\frac{1}{q}}\sigma_C^2(d_1) \times \partial \frac{1}{q} \| \cdot \|^q_{C}(x^*)\) and we can indeed apply Proposition 3.4. \( \blacksquare \)

6. Applications

Theorems 4.1 and 5.1 offer different points of view on uniform convexity properties which yield improved rates in optimization or learning. We now detail three situations where the equivalence relationships detailed above lead to new results.

In Section 6.1, we show that the \( \ell_p \) balls with \( p > 2 \) are locally strongly convex on some points of their boundaries, while not being globally strongly convex. This leads to novel linear convergence results for vanilla Frank-Wolfe algorithm on some curved sets that are not strongly convex.

In Section 6.2, we leverage a result on the geometry of Banach spaces, showing the inclusion of uniformly convex spaces into Rademacher spaces of type \( q \). The equivalence between the UC of norms balls and space UC then implies generalization bounds on low norm linear predictors.

In Section 6.3, we show how the Primal Averaging Frank-Wolfe algorithm [Lan13, Algorithm 4] exhibits accelerated sublinear rates w.r.t. \( \mathcal{O}(1/T) \) baseline when the constraint set is uniformly convex and \( \inf_{x \in C} \| \nabla f(x) \| > c > 0 \). The sublinear rates are slower than those of Frank-Wolfe with exact line-search or short-steps on uniformly convex sets but are obtained with (cheaper) pre-determined function agnostic step-sizes, and in fact oblivious of any structure of the problem. To our knowledge, this is the only version of Frank-Wolfe achieving accelerated convergence w.r.t. \( \mathcal{O}(1/T) \) with such agnostic step-sizes.

6.1 Linear Convergence Rates for Vanilla Frank-Wolfe on Non-Strongly Convex Sets. Here, we apply Theorem 5.1 to derive accelerated convergence rates of algorithms solving the following constrained optimization problem

\[
\text{minimize } f(x), \quad \text{OPT}
\]

where \( f \) is smooth convex function and \( C \) a compact convex set. Write \( x^* \) a solution of (OPT). [Kdp20] shows that when a local scaling inequality holds at \( x^* \) with \( p \geq 2, \alpha > 0, \text{i.e.}, \) for any \( x \in C \)

\[
\langle -\nabla f(x^*); x^* - x \rangle \geq \alpha \| \nabla f(x^*) \|_* \| x^* - x \|^p,
\]

then the vanilla Frank-Wolfe algorithm has an accelerated convergence rate compared to \( \mathcal{O}(1/T) \). By optimality, \( -\nabla f(x^*) \in N_C(x^*) \), and (5) is ensured when (b) in Theorem 5.1 holds. While the local scaling inequalities are key to the convergence analyses, they are harder to check than the other equivalent conditions in Theorem 5.1. In the following lemma, we show that although \( \ell_p \) balls are not strongly convex when \( p > 2 \), there are locally strongly convex (i.e. \((\alpha, 2)\)-locally uniformly convex) at any \( x^* \in \partial \ell_p(1) \) s.t. \( \langle x^*; e_i \rangle \neq 0 \) for all \( i \), which means improved convergence rates in this subset of points.

Lemma 6.1 (Local Strong Convexity of the \( \ell_p \) with \( p > 2 \)). Consider \( p > 2 \) and \( x = \sum_{i=1}^m \lambda_i e_i \in \partial \ell_p(1) \) s.t. \( \lambda_i \neq 0 \) for all \( i \in [m] \). Then, there exists \( \alpha > 0 \) s.t. \( \ell_p(1) \) is \((\alpha, 2)\)-locally uniformly convex at \( x \).
Proof of Lemma 6.1. Let us write $\|\cdot\|_p$ the $\ell_p$ norm. With Theorem 5.1 (e), we need to prove that $f(\cdot) \triangleq \|\cdot\|_p^2$ is $(\alpha, 2)$-uniformly convex at $x = \sum_{i=1}^m \lambda_i e_i \in \partial \ell_p(1)$ s.t. $\lambda_i \neq 0$ for all $i \in [m]$. Note that Item (e) of Theorem 5.1 requires a quadratic lower bound on $\mathbb{R}^m$. Here, we only prove it on a compact domain. However, equivalence with Item (b) of Theorem 5.1 is also valid with such a restriction. We omit the proof. Without loss of generality, by central symmetry of $\ell_p$, let us assume that all $\lambda_i > 0$. Note then that $\sum_i \lambda_i^p = 1$. $f$ is convex and twice differentiable at $x$. Let us first prove that the Hessian $H_f(x)$ has no zero eigenvalues. We have

$$
\begin{align*}
\frac{\partial^2 f}{\partial x_{i0}}(x) &= 2(p-1)\lambda_i^{p-2} + 2(2-p)\lambda_i^{2p-2}
\frac{\partial^2 f}{\partial x_{i0} \partial x_{j0}}(x) &= 2(2-p)(\lambda_i \lambda_j)^{p-1}.
\end{align*}
$$

Hence, the Hessian of $f$ at $x$ is of the form

$$
H_f(x) = 2(p-1)\text{diag}(\lambda_1^{p-2}, \ldots, \lambda_m^{p-2}) + \left(2(2-p)(\lambda_i \lambda_j)^{p-1}\right)_{1 \leq i, j \leq m}.
$$

Write $\Lambda = (\lambda_i)_{i=1, \ldots, m}$, we have that

$$
H_f(x) = 2(2-p)\left[\frac{p-1}{2-p} \text{diag}(\Lambda^{p-2}) + (\Lambda^{p-1})^T \Lambda^{p-1}\right].
$$

Then, note that for an invertible diagonal matrix $D = \text{diag}(d_1, \ldots, d_m)$ and vector $\mu = (h_1, \ldots, h_m)$, we have

$$
\det(D + h^T \mu) = \det(D) \det(I_m + D^{-1}h^T h) = \left(1 + \sum_{i=1}^m \frac{h_i^2}{d_i}\right) \prod_{i=1}^m d_i.
$$

We then have

$$
\begin{align*}
\det(H_f(x)) &= (2(p-1))^m \left(\frac{p-1}{2-p}\right)^m \left(1 + \frac{2-p}{p-1} \sum_{i=1}^m \lambda_i^{2(p-1)/p-2}\right)^m \prod_{i=1}^m \lambda_i^{p-2}
\det(H_f(x)) &= 2^m(p-1)^m \left[\prod_{i=1}^m \lambda_i^{p-2} = 2^m(p-1)^m \prod_{i=1}^m \lambda_i^{p-2} > 0,\right]
\end{align*}
$$

so that $H_f(x) > 0$. This ensures that on the compact domain $C$, there exists a value $\mu > 0$ s.t. for any $y \in C$

$$
\frac{\|y\|_C^2}{\|x\|_C^2} \geq \frac{\|x\|_C^2}{\|y\|_C^2} + \langle \nabla \|\cdot\|_C^2(x) ; y - x \rangle + \frac{\mu}{2} \|y - x^*\|_C^2.
$$

This corresponds to Theorem 5.1 (e). □

When $p > 2$, the $\ell_p$ balls are not globally strongly convex. However, Lemma 6.1 shows that they are locally strongly convex on any boundary point which has no zero coordinates in the canonical basis. In the following corollary, we show that this proves linear convergence rates of the vanilla Frank-Wolfe algorithm on $\ell_p$ balls (with $p \geq 2$) as analysed in [Kdp20].

Corollary 6.2 (Linear Rates for FW on $\ell_p$ for $p > 2$). Consider a convex smooth function $f$ such that $\inf_{x \in C}\|\nabla f(x)\| > c > 0$ and $C = \ell_p(1)$. Assume the solution $x^*$ of (OPT) has no zero coordinates in the canonical basis, then the Frank-Wolfe algorithm with exact line-search or short step size converges linearly.

Proof of Corollary 6.2. We use Lemma 6.1 with [Kdp20, Theorem 2.5]. □

6.2 Uniform Smoothness, Rademacher type, and Generalization Bounds. Here, we show an example where the equivalence between the uniform convexity of the gauge and the Banach space’s uniform convexity provides another perspective on a generalization bound for low-norm linear predictors [KST09, Theorem 1] with strongly convex norm balls. We also generalize it to uniformly convex regularizing balls.
Consider a hypothesis class \( \mathcal{F} \) of functions \( f: \mathcal{X} \to \mathbb{R} \) and \( n \) points \((x_i) \in \mathcal{X} \subset \mathbb{R}^m\), sampled from a distribution \( \mu \) on \( \mathcal{X} \). For \((\epsilon_i)\) a sequence of i.i.d. Bernouilli random variable, the Rademacher constant is defined as

\[
R_n(\mathcal{F}) \triangleq \mathbb{E}_{(\epsilon_i)} \left[ \sup_{f \in \mathcal{F}} \left| \frac{1}{n} \sum_{i=1}^{n} f(x_i) \epsilon_i \right| \right].
\]

(Rademacher constant)

This Rademacher constant is a measure of the hypothesis class complexity, and a key quantity appearing in bounds on generalization error [Kol01, BBL02, BM02, BBM05]. In Theorem 6.5, we obtain upper bounds on the Rademacher constants of low-norm linear predictors in finite-dimensional spaces. Such hypothesis classes are of the form \( \mathcal{F}_C = \{ f : x \in \mathcal{X} \to \langle x; w \rangle \mid \|w\|_C \leq 1 \} \), where \( C \) is a compact convex centrally symmetric set with non-empty interior.

Besides uniform convexity or smoothness, various properties have been designed to further classify Banach spaces. For instance, the definitions [DGZ93, Definition 5.8.] of Rademacher space of type \( q \in [1, 2] \) or cotype \( p \in [2; \infty[ \) involve quantities very similar to the Rademacher constant. Note that Rademacher of type \( q \) and cotype are dual properties [LT13, Proposition 1.e.17].

**Definition 6.3 (Space of Rademacher type and cotype).** A space \((\mathbb{R}^m, \| \cdot \|)\) is Rademacher of type \( q \in [1, 2] \) if for each finite sequence \((\epsilon_i)_{i=1}^n\) of i.i.d. Bernouilli variable and any fixed finite sequence \((f_i)\) of elements of \( \mathbb{R}^m \), it holds that

\[
\mathbb{E}_{(\epsilon_i)} \left( \left\| \sum_{i=1}^{n} \epsilon_i f_i \right\|^q \right) \leq C \cdot \sum_{i=1}^{n} \| f_i \|^q.
\]

(type \( q \))

It is of cotype \( q \in [2, \infty[ \) if there exists \( C > 0 \) such that

\[
\sum_{i=1}^{n} \| f_i \|^p \leq C \cdot \mathbb{E}_{(\epsilon_i)} \left( \left\| \sum_{i=1}^{n} \epsilon_i f_i \right\|^{p} \right).
\]

cotype \( p \)

The Rademacher type of Banach spaces was leveraged in a variety of results in machine learning. For instance, for some class of low norm linear predictors, [LLNT17] connect the duality between type and cotype (of the norm defining the hypothesis class) to the duality between stable (as they define it) learning and generalization bounds of the corresponding problem.

Slightly generalizing the Rademacher type, the martingale type/cotype of Banach spaces have been extensively studied in online learning. A series of works have shown the equivalence between optimal regret bounds and the martingale type of the space associated to the decision set [SST11, RS17]. Such links are not surprising as connections between martingale properties, the study of Banach spaces and concentration inequalities have long been known [Pis75, Pin94], see [Pin11, BLM13] for recent references.

Uniform convexity is often invoked along with the martingale/Rademacher type property [SST11, Section 6]. Indeed, a uniformly smooth space of type \( q \in [1, 2] \) is also a Rademacher Banach space of type \( q \) [DGZ93, Lemma 5.9.], while the converse is not true [Jam78]. We recall a self-contained proof of that result [LT13, Theorem 1.e.16] for finite-dimensional spaces.

**Proposition 6.4 (Uniformly Smooth and Rademacher Spaces).** Let \( q \in [1, 2] \). A normed space \((\mathbb{R}^m, \| \cdot \|)\) that is \((\alpha, q)\)-uniformly smooth is also Rademacher of type \( q \).

**Proof of Proposition 6.4.** Let \( p \geq 2 \) s.t. \( 1/p + 1/q = 1 \). Assume that \((\mathbb{R}^m, \| \cdot \|)\) is \((\alpha, q)\)-uniformly smooth with \( \alpha > 0 \) and \( q \in [1, 2] \). Then, with Proposition 3.7 (a), we have that \((\mathbb{R}^m, \| \cdot \|, \| \cdot \|^q)\) is \((1/(2p(2\alpha q))^{1/(q-1)}, p)\)-uniformly convex. From equivalence between \((c)\) and \((c)\) in Theorem 4.1, we finally have that \( \| \cdot \|^q \) is \((c', q)\)-uniformly smooth w.r.t. \( \| \cdot \| \) (where \( c' \) only depends only on \((p, \alpha)\)). By the first-order definition of the uniform smoothness of \( \| \cdot \|^q \), we have for any \( h \in \mathbb{R}^m \)

\[
\begin{cases}
\| x + h \|^q \leq \| x \|^q + \langle \nabla \cdot \| \cdot \|^q(x); h \rangle + c' q \| h \|^q \\
\| x - h \|^q \leq \| x \|^q - \langle \nabla \cdot \| \cdot \|^q(x); h \rangle + c' q \| h \|^q.
\end{cases}
\]
Summing these, we obtain for any \((x, h) \in \mathbb{R}^m\)
\[
\|x + h\|^q + \|x - h\|^q - 2\|x\|^q \leq \frac{2c'}{q} \|h\|^q.
\]

We now repeat the very same inductive argument as in [DGGZ93, Lemma 5.9.] and prove for any \(n \geq 1\), any finite sequence of i.i.d. Bernoulli random variables \((\epsilon_i)\) and elements \((x_i)\) of \(\mathbb{R}^m\) of size \(n\) that
\[
\mathbb{E}_{(\epsilon_i)} \left( \left\| \sum_{i=1}^n \epsilon_i x_i \right\|^q \right) \leq \frac{c'}{q} \sum_{i=1}^n \| x_i \|^q. 
\] (6)

It is trivial for \(n = 1\). Assume (6) is true for \(n > 1\). We have
\[
\mathbb{E}_{(\epsilon_i)} \left( \left\| \sum_{i=1}^{n+1} \epsilon_i x_i \right\|^q \right) = \frac{1}{2} \mathbb{E}_{(\epsilon_i)} \left( \left\| \sum_{i=1}^n \epsilon_i x_i + x_{n+1} \right\|^q + \left\| \sum_{i=1}^n \epsilon_i x_i - x_{n+1} \right\|^q \right)
\]
\[
\leq \frac{1}{2} \mathbb{E}_{(\epsilon_i)} \left( 2 \left\| \sum_{i=1}^n \epsilon_i x_i \right\|^q + 2 \frac{c'}{q} \| x_{n+1} \|^q \right)
\]
\[
\leq \mathbb{E}_{(\epsilon_i)} \left( \left\| \sum_{i=1}^n \epsilon_i x_i \right\|^q \right) + \frac{c'}{q} \| x_{n+1} \|^q \leq \frac{c'}{q} \sum_{i=1}^{n+1} \| x_i \|^q.
\]

Hence, \((\mathbb{R}^m, \| \cdot \|)\) is Rademacher of power type \((c'/q, q)\). ■

To the best of our knowledge, [DDGS97] first points out the link between uniform convexity and the Rademacher type of the space in a learning framework. While the Rademacher type (resp. cotype) property is weaker than uniform smoothness (resp. convexity), establishing generalization results with uniform convexity/smoothness properties, as in [KST09, Theorem 1] makes the assumptions much easier to interpret. This seems not to have been exploited directly to obtain upper bounds on Rademacher constants. We now extend the results of [KST09, Theorem 1] using that insight.

**Theorem 6.5.** Let \(p \geq 2\) and \(q \in [1, 2]\) s.t. \(\frac{1}{p} + \frac{1}{q} = 1\). Consider \(\mathcal{F}_C = \{ f : x \in \mathcal{X} \rightarrow \langle x; w \rangle \mid \| w \|_C \leq 1 \}\), where \(C\) is a centrally symmetric compact convex set with non-empty interior. Assume \(C\) is \((\alpha, p)\)-uniformly convex with \(p \geq 2\) and \(\alpha > 0\). Then, there exists \(C > 0\) (a function of \(p\) and \(\alpha\)) s.t. we have
\[
R_n(\mathcal{F}) \leq \frac{C^{1/q} D}{n^{1/p}},
\]
where \(D = \sup_{x \in \mathcal{X}} \| x \|_{C^0}\).

**Proof of Theorem 6.5.** Since \(C\) is \((\alpha, p)\)-uniformly convex of type \(p\), the space normed with \(\| \cdot \|_{C^0}\) is \((1/(2q(2\alpha p)^{q-1}), q)\)-uniformly smooth, see Proposition 3.7 (b). Hence with Proposition 6.4, there exists \(C > 0\) (a function of \((\alpha, p)\)) s.t. for any sequences \((x_i)\) and \((\epsilon_i)\) of size \(n\), we have
\[
\mathbb{E}_{(\epsilon_i)} \left( \left\| \sum_{i=1}^n \epsilon_i x_i \right\|_{C^0}^q \right) \leq C \sum_{i=1}^n \| x_i \|_{C^0}^q.
\] (7)

Then, recall that the Rademacher constant is defined as
\[
R_n(\mathcal{F}_C) = \mathbb{E}_{(\epsilon_i), (x_i)} \left[ \sup_{f \in \mathcal{F}_C} \frac{1}{n} \sum_{i=1}^n f(x_i) \epsilon_i \right] = \mathbb{E}_{(\epsilon_i), (x_i)} \left[ \sup_{\| w \|_C \leq 1} \langle w; \frac{1}{n} \sum_{i=1}^n x_i \epsilon_i \rangle \right].
\]

By definition of the dual norm, we have \(\langle w; \frac{1}{n} \sum_{i=1}^n x_i \epsilon_i \rangle \leq \| w \|_C \bigg\| \frac{1}{n} \sum_{i=1}^n x_i \epsilon_i \bigg\|_{C^0}\), hence
\[
\mathbb{E}_{(\epsilon_i), (x_i)} \left[ \sup_{\| w \|_C \leq 1} \langle w; \frac{1}{n} \sum_{i=1}^n x_i \epsilon_i \rangle \right] \leq \mathbb{E}_{(\epsilon_i), (x_i)} \left[ \bigg\| \frac{1}{n} \sum_{i=1}^n x_i \epsilon_i \bigg\|_{C^0} \right].
\]
Write \( \theta = \left\| \frac{1}{n} \sum_{i=1}^{n} x_i \epsilon_i \right\|_{C^q} \). With \( q \in [1,2] \), the function \( |x|^{1/q} \) is concave on \( \mathbb{R}^+ \) and \( \theta \) a non-negative random variable. Hence, we have \( \mathbb{E}_\epsilon \left[ (\theta q)^{1/q} \right] \leq \left[ \mathbb{E}_\epsilon (\theta q) \right]^{1/q} \). This implies that

\[
\mathbb{E}_{(\epsilon_i)} \left[ \sup_{\|w\|_{C^q} \leq 1} \langle w; \frac{1}{n} \sum_{i=1}^{n} x_i \epsilon_i \rangle \right] \leq \frac{1}{n} \left[ \mathbb{E}_{(\epsilon_i)} \left( \left\| \sum_{i=1}^{n} x_i \epsilon_i \right\|_{C^q}^q \right) \right]^{1/q}.
\]

Hence with (7), and taking the expectation w.r.t. the data points, we have

\[
R_n(F) \leq \frac{1}{n} \mathbb{E}_{(x_i)} \left[ C \sum_{i=1}^{n} \|x_i\|_{C^q}^{q/2} \right]^{1/q}
\]

\[
R_n(F) \leq \frac{n^{1/q}C^{1/q}D}{n} = C^{1/q}D n^{1/p},
\]

where \( D = \sup_{x \in X} \|x\|_{C^q} \).

Upper bounds on Rademacher constants then induce generalization bounds depending on assumptions on the loss functions, see, e.g., [KST09]. Uniform convexity is stronger than Rademacher type properties, although a major difference is that uniform convexity admits (simple) localized definitions while martingale or Rademacher type properties are inherently global assumptions. To obtain results in learning theory that depend on the local behavior of the hypothesis class around the optimal solution, current approaches study the global properties of a neighborhood of the hypothesis class around that solution, see, e.g., the local Rademacher constant [BBM05]. An alternative approach would then be to study local properties of the hypothesis class, for instance via local uniform convexity. This is one motivation for Theorem 5.1. [AFM20a, AFM20b] prove tight upper-bound on the Rademacher constant of low-norm linear predictors with \( \ell_p \) with \( p > 1 \), which are instances of uniformly convex sets.

6.3. **Primal Averaging Frank-Wolfe on Uniformly Convex Sets.** The Primal Averaging Frank-Wolfe (PAFW) method was developed in [Lan13, Algorithm 4] (see Algorithm 1) and replaces the projection oracle with a linear optimization oracle in Nesterov’s accelerated algorithm. We show here that the theoretical analysis of [Lan13, Corollary 1], holds in practice when the constraint set \( C \) is uniformly convex and the norm of the gradient functions are lower bounded on \( C \), i.e., \( \inf_{x \in C} \| \nabla f(x) \| > c > 0 \). To our knowledge, this is the first Frank-Wolfe algorithm with accelerated convergence rates relative to the baseline \( O(1/T) \), obtained with agnostic step-sizes, e.g., of the form \( 2/(k+2) \).

**Algorithm 1** Primal Averaging Frank-Wolfe algorithm [Lan13, Algorithm 4]

Input: \( x_0 \in C, y_0 \triangleq x_0 \) and \( (\alpha_k) \in [0,1]^\mathbb{N} \).
for \( k = 1, \ldots \) do

\[
\begin{align*}
\alpha_k &= \frac{k-1}{k+1} y_{k-1} + \frac{2}{k+1} x_{k-1}, \\
x_k &= \operatorname{argmax}_{v \in C} \langle -\nabla f(z_{k-1}); v \rangle, \\
y_{k} &= (1 - \alpha_k) y_{k-1} + \alpha_k x_k.
\end{align*}
\]
end for

[Lan13, Corollary 1] yields an accelerated convergence rate of \( O(1/T^2) \) when some assumption is verified for the LMO. The following lemma shows that a property, similar to their assumption, holds for the LMO when the set \( C \) is uniformly convex. In Proposition 6.7, we show how this implies new convergence rates for Primal Averaging Frank-Wolfe algorithm. This is a direct consequence of Theorem 4.1 (b). In the particular case where the set is strongly convex, this is a variation of [GJ17, (i) of Theorem 2.1].

**Lemma 6.6.** Consider \( C \) a compact convex set in \( \mathbb{R}^m, p \geq 2, \alpha > 0 \) and \( (d_1, d_2) \in \mathbb{R}^m \setminus \{0\} \). Let \( (v_1, v_2) \in \partial C \) s.t. \( d_i \in N_C(v_i) \) for \( i = 1, 2 \). If \( C \) is \((\alpha, p)\)-uniformly convex, then we have

\[
\|v_1 - v_2\| \leq \frac{1}{[2\alpha(\|d_1\|_* + \|d_2\|_*)]^{1/(p-1)}} \|d_1 - d_2\|_*^{1/(p-1)}.
\]
Proof of Lemma 6.6.} Because $C$ is $(\alpha, p)$-uniformly convex, via (b) of Theorem 4.1 applied to $(v_i, d_i)$ for $i = 1, 2$, we obtain $\langle d_1; v_1 - v_2 \rangle \geq 2\alpha \|d_1\|_* \|v_1 - v_2\|_p$ and $\langle d_2; v_2 - v_1 \rangle \geq 2\alpha \|d_2\|_* \|v_2 - v_1\|_p$. Summing the two inequalities implies that $\langle d_1 - d_2; v_1 - v_2 \rangle \geq 2\alpha (\|d_1\|_* + \|d_2\|_*) \|v_1 - v_2\|_p$. Finally with Cauchy-Schwartz, we obtain $\|v_1 - v_2\| \leq \frac{1}{2\alpha (\|d_1\|_* + \|d_2\|_*)} \|d_1 - d_2\|_1^{1/(p-1)}$.

Hence, if the norms of the $d_i$ for $i = 1, 2$ are lower bounded by $c > 0$, and the set is $(\alpha, p)$-uniformly convex with $p \in [2, 3]$, we obtain that the condition described in [Lan13] is valid and of the form

$$\|v_1 - v_2\| \leq \left(\frac{2\alpha}{c} \right)^{1/(p-1)} \|d_1 - d_2\|_1^{1/(p-1)}.$$

When $C$ is strongly convex and $\inf_{x \in C} \|\nabla f(x)\| > c$, it is already known that vanilla Frank-Wolfe with short steps or exact line-search converges linearly [DR70, Dun79]. The difference is PAFW has accelerated convergence results with agnostic step sizes, i.e., $\alpha_k = \frac{2}{k+2}$, which is much cheaper to implement and also do not require knowledge of $L$ in $f$. When the set is uniformly convex but not strongly convex, [KdP20] obtain sublinear rates for vanilla Frank-Wolfe algorithms on uniformly convex set with short steps or exact line-search. The rates in Proposition 6.7 are strictly inferior to the $O(1/T^{1/(1-2/p)})$ in [KdP20] obtained with the same structural assumptions. However, to the best of our knowledge, the accelerated convergence rates of Algorithm 1 are the only accelerated convergence rates holding with oblivious step-sizes.

Proposition 6.7. Consider $f$ a convex $L$-smooth function w.r.t. $\|\cdot\|$ and $p \geq 2$, $\alpha > 0$. Assume $C$ is $(\alpha, p)$-uniformly convex and $\inf_{x \in C} \|\nabla f(x)\| > c > 0$. Then the iterates $(y_k)$ of PAFW (Algorithm 1) with $\alpha_k = \frac{2}{k+2}$ satisfy

$$f(y_k) - f^* \leq 2L \left(\frac{6LD_1}{4\alpha c}\right)^{1/(p-1)} \begin{cases} \frac{1}{k(p+1)/(p-1)} & \text{when } p \in ]3, +\infty[ \\ \log(k+1) & \text{when } p = 3 \\ \frac{3-p}{k^2} & \text{when } p \in [2; 3[. \end{cases}$$

where $D_1\|\|$ is the diameter of $C$ w.r.t. $\|\cdot\|$. 

Proof of Proposition 6.7. From [Lan13, Theorem 7], we have

$$f(y_k) - f^* \leq \frac{2L}{k(k+1)} \sum_{i=1}^{k} \|x_i - x_{i-1}\|^2.$$

Then, from Lemma 6.6, since in Algorithm 1, $x_i$ are such that $x_i \in \text{argmax}_{x \in C} \langle \nabla f(z_{k-1}); x \rangle$, we have

$$\|x_i - x_{i-1}\| \leq \frac{1}{2\alpha (\|\nabla f(z_{i-1})\|_* + \|\nabla f(z_{i-2})\|_*)} \|\nabla f(z_{i-1}) - \nabla f(z_{i-2})\|_1^{1/(p-1)}.$$

Then, since $z_i \in C$ and $\|\nabla f(z_{i-1}) - \nabla f(z_{i-2})\|_* \leq \frac{6LD_1}{4\alpha c}$ (see [Lan13, (4.3)]), we have

$$\|x_i - x_{i-1}\| \leq \left(\frac{6LD_1}{4\alpha c}\right)^{1/(p-1)} \frac{1}{(i+1)^{1/(p-1)}}.$$

Simple computations [Lan13] imply that

$$\sum_{i=1}^{k} \frac{1}{i^2/(p-1)} = \begin{cases} \frac{(k+1)^{2-p}}{2} & \text{when } p \in ]3, +\infty[ \\ \log(k+1) & \text{when } p = 3 \\ \frac{3-p}{p-1} & \text{when } p \in [2; 3[. \end{cases}$$
Hence,

\[ f(y_k) - f^* \leq 2L \left( \frac{6LD\|\cdot\|}{4\alpha c} \right)^{1/(p-1)} \begin{cases} 
1 & \text{when } p \in [3, +\infty[ \\
\frac{1}{k^{(p+1)/(p-1)}} & \text{when } p = 3 \\
\frac{\log(k + 1)}{k^2} & \text{when } p \in [2; 3[. \\
\frac{3 - p}{p - 1} \frac{1}{k^2} & \text{when } p \in [2; 3[. 
\end{cases} \]
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