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Abstract

Physics-informed neural networks (PINNs) have shown to be an effective tool for solving both forward and inverse problems of partial differential equations (PDEs). PINNs embed the PDEs into the loss of the neural network using automatic differentiation, and this PDE loss is evaluated at a set of scattered spatio-temporal points (called residual points). The location and distribution of these residual points are highly important to the performance of PINNs. However, in the existing studies on PINNs, only a few simple residual point sampling methods have mainly been used. Here, we present a comprehensive study of two categories of sampling for PINNs: non-adaptive uniform sampling and adaptive nonuniform sampling. We consider six uniform sampling methods, including (1) equispaced uniform grid, (2) uniformly random sampling, (3) Latin hypercube sampling, (4) Halton sequence, (5) Hammersley sequence, and (6) Sobol sequence. We also consider a resampling strategy for uniform sampling. To improve the sampling efficiency and the accuracy of PINNs, we propose two new residual-based adaptive sampling methods: residual-based adaptive distribution (RAD) and residual-based adaptive refinement with distribution (RAR-D), which dynamically improve the distribution of residual points based on the PDE residuals during training. Hence, we have considered a total of 10 different sampling methods, including six non-adaptive uniform sampling, uniform sampling with resampling, two proposed adaptive sampling, and an existing adaptive sampling. We extensively tested the performance of these sampling methods for four forward problems and two inverse problems in many setups. Our numerical results presented in this study are summarized from more than 6000 simulations of PINNs. We show that the proposed adaptive sampling methods of RAD and RAR-D significantly improve the accuracy of PINNs with fewer residual points for both forward and inverse problems. The results obtained in this study can also be used as a practical guideline in choosing sampling methods.
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1 Introduction

Physics-informed neural networks (PINNs) [1] have emerged in recent years and quickly became a powerful tool for solving both forward and inverse problems of partial differential equations (PDEs) via deep neural networks (DNNs) [2, 3, 4]. PINNs embed the PDEs into the loss of the neural network using automatic differentiation. Compared with traditional numerical PDE solvers, such as the finite difference method (FDM) and the finite element method (FEM), PINNs are mesh free and therefore highly flexible. Moreover, PINNs can easily incorporate both physics-based constraints and data measurements into the loss function. PINNs have been applied to tackle diverse problems in computational science and engineering, such as inverse problems in nano-optics, metamaterials [5], and fluid dynamics [2], parameter estimation in systems biology [6, 7], and problems of inverse design and topology optimization [8]. In addition to standard PDEs, PINNs have also been extended to solve other types of PDEs, including integro-differential equations [3], fractional PDEs [9], and stochastic PDEs [10].

Despite the past success, addressing a wide range of PDE problems with increasing levels of complexity can be theoretically and practically challenging, and thus many aspects of PINNs still require further improvements to achieve more accurate prediction, higher computational efficiency, and training robustness [4]. A series of extensions to the vanilla PINN have been proposed to boost the performance of PINNs from various aspects. For example, better loss functions have been discovered via meta-learning [11], and gradient-enhanced PINNs (gPINNs) have been developed to embed the gradient information of the PDE residual into the loss [12]. In PINNs, the total loss is a weighted summation of multiple loss terms corresponding to the PDE and initial/boundary conditions, and different methods have been developed to automatically tune these weights and balance the losses [13, 14, 15]. Moreover, a different weight for each loss term could be set at every training point [16, 17, 8, 18]. For problems in a large domain, decomposition of the spatio-temporal domain accelerates the training of PINNs and improves their accuracy [19, 20, 21]. For time-dependent problems, it is usually helpful to first train PINNs within a short time domain and then gradually expand the time intervals of training until the entire time domain is covered [22, 23, 24, 25, 26]. In addition to these general methods, other problem-specific techniques have also been developed, e.g., enforcing Dirichlet or periodic boundary conditions exactly by constructing special neural network architectures [27, 28, 8].

PINNs are mainly optimized against the PDE loss, which guarantees that the trained network is consistent with the PDE to be solved. PDE loss is evaluated at a set of scattered residual points. Intuitively, the effect of residual points on PINNs is similar to the effect of mesh points on FEM, and thus the location and distribution of these residual points should be highly important to the performance of PINNs. However, in previous studies on PINNs, two simple residual point sampling methods (i.e., an equispaced uniform grid and uniformly random sampling) have mainly been used, and the importance of residual point sampling has largely been overlooked.

1.1 Related work and our contributions

Different residual point sampling methods can be classified into two categories: uniform sampling and nonuniform sampling. Uniform sampling can be obtained in multiple ways. For example, we could use the nodes of an equispaced uniform grid as the residual points or randomly sample the points according to a continuous uniform distribution in the computational domain. Although these two sampling methods are simple and widely used, alternative sampling methods may be applied. The Latin hypercube sampling (LHS) [29, 30] was used in Ref. [1], and the Sobol sequence [31] was first used for PINNs in Ref. [9]. The Sobol sequence is one type of quasi-
random low-discrepancy sequences among other sequences, such as the Halton sequence [32], and the Hammersley sequence [33]. Low-discrepancy sequences usually perform better than uniformly distributed random numbers in many applications such as numerical integration; hence, a comprehensive comparison of these methods for PINNs is required. However, very few comparisons [34, 35] have been performed. In this study, we

- extensively compared the performance of different uniform sampling methods, including (1) equispaced uniform grid, (2) uniformly random sampling, (3) LHS, (4) Sobol sequence, (5) Halton sequence, and (6) Hammersley sequence.

In supervised learning, the dataset is fixed during training, but in PINNs, we can select residual points at any location. Hence, instead of using the same residual points during training, in each optimization iteration, we could select a new set of residual points, as first emphasized in Ref. [3]. While this strategy has been used in some works, it has not yet been systematically tested. Thus, in this study, we

- tested the performance of such a resampling strategy and investigated the effect of the number of residual points and the resampling period for the first time.

Uniform sampling works well for some simple PDEs, but it may not be efficient for those that are more complicated. To improve the accuracy, we could manually select the residual points in a nonuniform way, as was done in Ref. [36] for high-speed flows, but this approach is highly problem-dependent and usually tedious and time-consuming. In this study, we focus on automatic and adaptive nonuniform sampling. Motivated by the adaptive mesh refinement in FEM, Lu et al. [3] proposed the first adaptive nonuniform sampling for PINNs in 2019, the residual-based adaptive refinement (RAR) method, which adds new residual points in the locations with large PDE residuals. In 2021, another sampling strategy [37] was developed, where all the residual points were resampled according to a probability density function (PDF) proportional to the PDE residual. In this study, motivated by these two ideas, we proposed two new sampling strategies:

- residual-based adaptive distribution (RAD), where the PDF for sampling is a nonlinear function of the PDE residual;

- residual-based adaptive refinement with distribution (RAR-D), which is a hybrid method of RAR and RAD, i.e., the new residual points are added according to a PDF.

During the preparation of this paper, a few new studies appeared [38, 39, 40, 41, 42, 43, 44] that also proposed modified versions of RAR or PDF-based resampling. Most of these methods are special cases of the proposed RAD and RAR-D, and our methods can achieve better performance. We include a detailed comparison of these strategies in Section 2.4, after introducing several notations and our new proposed methods.

In this study, we have considered a total of 10 different sampling methods, including seven non-adaptive sampling methods (six different uniform samplings and one uniform sampling with resampling) and three adaptive sampling approaches (RAR, RAD, and RAR-D).

- We compared the performance of these sampling methods for four forward problems of PDEs and investigated the effect of the number of residual points.

- We also compared their performance for two inverse problems that have not yet been considered in the literature.

- We performed more than 6000 simulations of PINNs to obtain all the results shown in this study.
1.2 Organization

This paper is organized as follows. In Section 2, after providing a brief overview of PINNs and different non-adaptive sampling strategies, two new adaptive nonuniform sampling strategies (RAD and RAR-D) are proposed. In Section 3, we compare the performance of 10 different methods for six different PDE problems, including four forward problems and two inverse problems. Section 4 summarizes the findings and concludes the paper.

2 Methods

This section briefly reviews physics-informed neural networks (PINNs) in solving forward and inverse partial differential equations (PDEs). Then different types of uniformly sampling are introduced. Next, two nonuniform residual-based adaptive sampling methods are proposed to enhance the accuracy and training efficiency of PINNs. Finally, a comparison of related methods is presented.

2.1 PINNs in solving forward and inverse PDEs

We consider the PDE parameterized by $\lambda$ defined on a domain $\Omega \subset \mathbb{R}^d$:

$$f(x; u(x)) = f\left(x; \frac{\partial u}{\partial x_1}, ..., \frac{\partial u}{\partial x_d}; \frac{\partial^2 u}{\partial x_1 \partial x_1}, ..., \frac{\partial^2 u}{\partial x_1 \partial x_d}; ..., \lambda\right) = 0, \quad x = (x_1, ..., x_d) \in \Omega,$$

with boundary conditions on $\partial \Omega$

$$B(u, x) = 0,$$

and $u(x)$ denotes the solution at $x$. In PINNs, the initial condition is treated as the Dirichlet boundary condition.

A forward problem is aimed to obtain the solution $u$ across the entire domain, where the model parameters $\lambda$ are known. In practice, the model parameters $\lambda$ might be unknown, but some observations from the solution $u$ are available, which lead to an inverse problem. An inverse problem is aimed to discover parameters $\lambda$ that best describe the observed data from the solution.

PINNs are capable of addressing both forward and inverse problems. To solve a forward problem, the solution $u$ is represented with a neural network $\hat{u}(x; \theta)$. The network parameters $\theta$ are trained to approximate the solution $u$, such that the loss function is minimized [1, 3]:

$$L(\theta; T) = w_f L_f(\theta; T_f) + w_b L_b(\theta; T_b),$$

where

$$L_f(\theta; T_f) = \frac{1}{|T_f|} \sum_{x \in T_f} \left| f(x; \frac{\partial \hat{u}}{\partial x_1}, ..., \frac{\partial \hat{u}}{\partial x_d}; \frac{\partial^2 \hat{u}}{\partial x_1 \partial x_1}, ..., \frac{\partial^2 \hat{u}}{\partial x_1 \partial x_d}; ..., \lambda \right|^2;$$

$$L_b(\theta; T_b) = \frac{1}{|T_b|} \sum_{x \in T_b} |B(\hat{u}, x)|^2,$$

and $w_f$ and $w_b$ are the weights. Two sets of points are samples both inside the domain ($T_f$) and on the boundaries ($T_b$). Here, $T_f$ and $T_b$ are referred to as the sets of “residual points”, and $T = T_f \cup T_b$.

To solve the inverse problem, an additional loss term corresponding to the misfit of the observed data at the locations $T_i$, defined as

$$L_i(\theta, \lambda; T_i) = \frac{1}{|T_i|} \sum_{x \in T_i} |\hat{u}(x) - u(x)|^2,$$
is added to the loss function. The loss function is then defined as
\[
L(\theta, \lambda; T) = w_f L_f(\theta, \lambda; T_f) + w_b L_b(\theta, \lambda; T_b) + w_i L_i(\theta, \lambda; T_i),
\]
with an additional weight \(w_i\). Then the network parameters \(\theta\) are trained simultaneously with \(\lambda\).

For certain PDE problems, it is possible to enforce boundary conditions directly by constructing a special network architecture [27, 28, 8, 12], which eliminates the loss term of boundary conditions. In this study, the boundary conditions are enforced exactly and automatically. Hence, for a forward problem, the loss function is
\[
L(\theta, \lambda; T) = L_f(\theta, \lambda; T_f).
\]
For an inverse problem, the loss function is
\[
L(\theta, \lambda; T) = w_f L_f(\theta, \lambda; T_f) + w_i L_i(\theta, \lambda; T_i),
\]
where we choose \(w_f = w_i = 1\) for the diffusion-reaction equation in Section 3.6, and \(w_f = 1, w_i = 1000\) for the Korteweg-de Vries equation in Section 3.7.

### 2.2 Uniformly-distributed non-adaptive sampling

The training of PINNs requires a set of residual points (\(T_f\)). The sampling strategy of \(T_f\) plays a vital role in promoting the accuracy and computational efficiency of PINNs. Here, we discuss several sampling approaches.

#### 2.2.1 Fixed residual points

In most studies of PINNs, we specify the residual points at the beginning of training and never change them during the training process. Two simple sampling methods (equispaced uniform grids and uniformly random sampling) have been commonly used. Other sampling methods, such as the Latin hypercube sampling (LHS) [29, 30] and the Sobol sequence [31], have also been used in some studies [1, 9, 34]. The Sobol sequence is one type of quasi-random low-discrepancy sequences. Low-discrepancy sequences are commonly used as a replacement for uniformly distributed random numbers and usually perform better in many applications such as numerical integration. This study also considers other low-discrepancy sequences, including the Halton sequence [32] and the Hammersley sequence [33].

We list the six uniform sampling methods as follows, and the examples of 400 points generated in \([0, 1]^2\) using different methods are shown in Fig. 1.

1. **Equispaced uniform grid (Grid)**: The residual points are chosen as the nodes of an equispaced uniform grid of the computational domain.
2. **Uniformly random sampling (Random)**: The residual points are randomly sampled according to a continuous uniform distribution over the domain. In practice, this is usually done using pseudo-random number generators such as the PCG-64 algorithm [45].
3. **Latin hypercube sampling (LHS)** [29, 30]: The LHS is a stratified Monte Carlo sampling method that generates random samples that occur within intervals on the basis of equal probability and with normal distribution for each range.
4. Quasi-random low-discrepancy sequences:
(a) **Halton sequence (Halton)** [32]: The Halton samples are generated according to the reversing or flipping the base conversion of numbers using primes.

(b) **Hammersley sequence (Hammersley)** [33]: The Hammersley sequence is the same as the Halton sequence, except in the first dimension where points are located equidistant from each other.

(c) **Sobol sequence (Sobol)** [31]: The Sobol sequence is a base-2 digital sequence that fills in a highly uniform manner.

![Examples of 400 points generated in [0, 1]² using different uniform sampling methods in Section 2.2.1.](image)

**Figure 1:** Examples of 400 points generated in [0, 1]² using different uniform sampling methods in Section 2.2.1.

### 2.2.2 Uniform points with resampling

In PINNs, a point at any location can be used to evaluate the PDE loss. Instead of using the fixed residual points during training, we could also select a new set of residual points in every certain optimization iteration [3]. The specific method to sample the points each time can be chosen from those methods discussed in Section 2.2.1. We can even use different sampling methods at different times, so many possible implementations make it impossible to be completely covered in this study.

In this study, we only consider Random sampling with resampling (**Random-R**). The Random-R method is the same as the Random method, except that the residual points are resampled for every N iteration. The **resampling period** N is also an important hyperparameter for accuracy, as we demonstrate in our empirical experiments in Section 3.
2.3 Nonuniform adaptive sampling

Although the uniform sampling strategies were predominantly employed, recent studies on the nonuniform adaptive sampling strategies [3, 37] have demonstrated promising improvement in the distribution of residual points during the training processes and achieved better accuracy.

2.3.1 Residual-based adaptive refinement with greed (RAR-G)

The first adaptive sampling method for PINNs is the residual-based adaptive refinement method (RAR) proposed in Ref. [3]. RAR aims to improve the distribution of residual points during the training process by sampling more points in the locations where the PDE residual is large. Specifically, after every certain iteration, RAR adds new points in the locations with large PDE residuals (Algorithm 1). RAR only focuses on the points with large residual, and thus it is a greedy algorithm. To better distinguish from the other sampling methods, the RAR method is referred to as RAR-G in this study.

Algorithm 1: RAR-G [3].

1. Sample the initial residual points $\mathcal{T}$ using one of the methods in Section 2.2.1;
2. Train the PINN for a certain number of iterations;
3. repeat
   4. Sample a set of dense points $\mathcal{S}_0$ using one of the methods in Section 2.2.1;
   5. Compute the PDE residuals for the points in $\mathcal{S}_0$;
   6. $\mathcal{S} \leftarrow m$ points with the largest residuals in $\mathcal{S}_0$;
   7. $\mathcal{T} \leftarrow \mathcal{T} \cup \mathcal{S}$;
   8. Train the PINN for a certain number of iterations;
9. until the total number of iterations or the total number of residual points reaches the limit;

2.3.2 Residual-based adaptive distribution (RAD)

RAR-G significantly improves the performance of PINNs when solving certain PDEs of solutions with steep gradients [3, 12]. Nevertheless, RAR-G focuses mainly on the location where the PDE residual is largest and disregards the locations of smaller residuals. Another sampling strategy was developed later in Ref. [37], where all the residual points are resampled according to a probability density function (PDF) $p(x)$ proportional to the PDE residual. Specifically, for any point $x$, we first compute the PDE residual $\varepsilon(x) = |f(x; \hat{u}(x))|$, and then compute a probability as

$$p(x) \propto \varepsilon(x), \quad \text{i.e.,} \quad p(x) = \frac{\varepsilon(x)}{A},$$

where $A = \int_{\Omega} \varepsilon(x) dx$ is a normalizing constant. Then all the residual points are sampled according to $p(x)$.

This approach works for certain PDEs, but as we show in our numerical examples, it does not work well in some cases. Following this idea, we propose an improved version called the residual-based adaptive distribution (RAD) method (Algorithm 2), where we use a new PDF defined as

$$p(x) \propto \frac{\varepsilon^k(x)}{\mathbb{E}[\varepsilon^k(x)]} + c,$$  \hspace{1cm} (2)
where $k \geq 0$ and $c \geq 0$ are two hyperparameters. $\mathbb{E}[\varepsilon^k(x)]$ can be approximated by a numerical integration such as Monte Carlo integration. We note that the Random-R method in Section 2.2.2 is a special case of RAD by choosing $k = 0$ or $c \to \infty$.

Algorithm 2: RAD.

1. Sample the initial residual points $\mathcal{T}$ using one of the methods in Section 2.2.1;
2. Train the PINN for a certain number of iterations;
3. repeat
4. $\mathcal{T} \leftarrow$ A new set of points randomly sampled according to the PDF of Eq. (2);
5. Train the PINN for a certain number of iterations;
6. until the total number of iterations reaches the limit;

In RAD (Algorithm 2 line 4), we need to sample a set of points according to $p(x)$, which can be done in a few ways. When $x$ is low-dimensional, we can sample the points approximately in the following brute-force way:

1. Sample a set of dense points $\mathcal{S}_0$ using one of the methods in Section 2.2.1;
2. Compute $p(x)$ for the points in $\mathcal{S}_0$;
3. Define a probability mass function $\tilde{p}(x) = \frac{p(x)}{A}$ with the normalizing constant $A = \sum_{x \in \mathcal{S}_0} p(x)$;
4. Sample a subset of points from $\mathcal{S}_0$ according to $\tilde{p}(x)$.

This method is simple, easy to implement, and sufficient for many PDE problems. For more complicated cases, we can use other methods such as inverse transform sampling, Markov chain Monte Carlo (MCMC) methods, and generative adversarial networks (GANs) [46].

The two hyperparameters $k$ and $c$ in Eq. (2) control the profile of $p(x)$ and thus the distribution of sampled points. We illustrate the effect of $k$ and $c$ using a simple 2D example,

$$\varepsilon(x, y) = 2^a x^a (1 - x)^a y^a (1 - y)^a,$$

with $a = 10$ in Fig. 2. When $k = 0$, it becomes a uniform distribution. As the value of $k$ increases, more residual points will large PDE residuals are sampled. As the value of $c$ increases, the residual points exhibit an inclination to be uniformly distributed. Compared with RAR, RAD provides more freedom to balance the points in the locations with large and small residuals by tuning $k$ and $c$. The optimal values of $k$ and $c$ are problem-dependent, and based on our numerical results, the combination of $k = 1$ and $c = 1$ is usually a good default choice.

2.3.3 Residual-based adaptive refinement with distribution (RAR-D)

We also propose a hybrid method of RAR-G and RAD, namely, residual-based adaptive refinement with distribution (RAR-D) (Algorithm 3). Similar to RAR-G, RAR-D repeatedly adds new points to the training dataset; similar to RAD, the new points are sampled based on the PDF in Eq. (2). We note that when $k \to \infty$, only points with the largest PDE residual are added, which recovers RAR-G. The optimal values of $k$ and $c$ are problem dependent, and based on our numerical results, the combination of $k = 2$ and $c = 0$ is usually a good default choice.
Figure 2: Examples of 1000 residual points sampled by RAD with different values of $k$ and $c$ for the PDE residual $\varepsilon(x,y)$ in Eq. (3).

Algorithm 3: RAR-D.

1. Sample the initial residual points $\mathcal{T}$ using one of the methods in Section 2.2.1;
2. Train the PINN for a certain number of iterations;
3. repeat
   4. $S \leftarrow m$ points randomly sampled according to the PDF of Eq. (2);
   5. $\mathcal{T} \leftarrow \mathcal{T} \cup S$;
   6. Train the PINN for a certain number of iterations;
4. until the total number of iterations or the total number of residual points reaches the limit;
2.4 Comparison with related work

As discussed in Section 2.3, our proposed RAD and RAR-D are improved versions of the methods in Refs. [3, 37]. Here, we summarize the similarities between their methods and ours.

- Lu et al. [3] (in July 2019) proposed RAR (renamed to RAR-G here), which is a special case of RAR-D by choosing a large value of $k$.
- The method proposed by Nabian et al. [37] (in April 2021) is a special case of RAD by choosing $k = 1$ and $c = 0$.

During the preparation of this paper, a few new papers appeared [38, 39, 40, 41, 42, 43, 44] that also proposed similar methods. Here, we summarize the similarities and differences between these studies.

- The method proposed by Gao et al. [40] (in December 2021) is a special case of RAD by choosing $c = 0$.
- Tang et al. [41] (in December 2021) proposed two methods. One is a special case of RAD by choosing $k = 2$ and $c = 0$, and the other is a special case of RAR-D by choosing $k = 2$ and $c = 0$.
- Zeng et al. [43] (in April 2022) proposed a subdomain version of RAR-G. The entire domain is divided into many subdomains, and then new points are added to the several subdomains with large average PDE residual.
- Similar to RAR-G, Peng et al. [42] (in May 2022) proposed to add more points with large PDE residual, but they used the node generation technology proposed in Ref. [47]. We note that this method only works for a two-dimensional space.
- Zapf et al. [38] (in May 2022) proposed a modified version of RAR-G, where some points with small PDE residual are removed while adding points with large PDE residual. They show that compared with RAR, this reduces the computational cost, but the accuracy keeps similar.
- Hanna et al. [44] (in May 2022) proposed a similar method as RAD-D, but they chose $p(x) \propto \max\{\log(\varepsilon(x)/\varepsilon_0), 0\}$, where $\varepsilon_0$ is a small tolerance.
- Similar to the work of Zapf et al., Daw et al. [39] (in July 2022) also proposed to remove the points with small PDE residual, but instead of adding new points with large PDE residual, they added new uniformly random sampled points.

Thus all these methods are special cases of our proposed RAD and RAR-D (or with minor modification). However, in our study, two tunable variables $k$ and $c$ are introduced. As we show in our results, the values of $k$ and $c$ could be crucial since they significantly influence the residual points distribution. By choosing proper values of $k$ and $c$, our methods would outperform the other methods.

We also note that the point-wise weighting [16, 17, 8, 18] can be viewed as a special case of adaptive sampling, described as follows. When the residual points are randomly sampled from a uniform distribution $\mathcal{U}(\Omega)$, and the number of residual points is large, the PDE loss in Eq. (1) can be approximated by $\mathbb{E}_{\mathcal{U}}[\varepsilon^2(x)]$. If we consider a point-wise weighting function $w(x)$, then the loss becomes $\mathbb{E}_{\mathcal{U}}[w(x)\varepsilon^2(x)]$, while for RAD the loss is $\mathbb{E}_{p}[\varepsilon^2(x)]$. If we choose $w(x)$ (divided by a normalizing constant) as the PDF $p(x)$, then the two losses are equal.
3 Results

We apply PINNs with all the ten sampling methods in Section 2 to solve six forward and inverse PDE problems. In all examples, the hyperbolic tangent (tanh) is selected as the activation function. Table 1 summarizes the network width, depth, and optimizers used for each example. More details of the hyperparameters and training procedure can be found in each section of the specific problem.

Table 1: The hyperparameters used for each numerical experiment. The learning rate of Adam optimizer is chosen as 0.001.

| Problems                                | Depth | Width | Optimizer          |
|-----------------------------------------|-------|-------|--------------------|
| Section 3.2 Diffusion equation          | 4     | 32    | Adam               |
| Section 3.3 Burgers’ equation           | 4     | 64    | Adam + L-BFGS      |
| Section 3.4 Allen-Cahn equation         | 4     | 64    | Adam + L-BFGS      |
| Section 3.5 Wave equation               | 6     | 100   | Adam + L-BFGS      |
| Section 3.6 Diffusion-reaction equation | 4     | 20    | Adam               |
| Section 3.7 Korteweg-de Vries equation  | 4     | 100   | Adam               |

For both forward and inverse problems, to evaluate the accuracy of the solution \( \hat{u} \), the \( L^2 \) relative error is used:

\[
\frac{\| \hat{u} - u \|_2}{\| u \|_2}.
\]

For inverse problems, to evaluate the accuracy of the predicted coefficients \( \hat{\lambda} \), the relative error is also computed:

\[
\frac{| \hat{\lambda} - \lambda |}{| \lambda |}.
\]

As the result of PINN has randomness due to the random sampling, network initialization, and optimization, thus, for each case, we run the same experiment at least 10 times and then compute the geometric mean and standard deviation of the errors. The code in this study is implemented by using the library DeepXDE [3] and is publicly available from the GitHub repository https://github.com/lu-group/pinn-sampling.

3.1 Summary

Here, we first present a summary of the accuracy of all the methods for the forward and inverse problems listed in Tables 2 and Table 3, respectively. A relatively small number of residual points is chosen to show the difference among different methods. In the specific section of each problem (Sections 3.2–3.7), we discuss all the detailed analyses, including the convergence of error during the training process, the convergence of error with respect to the number of residual points, and the effects of different hyperparameters (e.g., the period of resampling in Random-R, the values of \( k \) and \( c \) in RAD and RAR-D, and the number of new points added each time in RAR-D). We note that Random-R is a special case of RAD by choosing \( k = 0 \) or \( c \to \infty \), and RAR-G is a special case of RAR-D by choosing \( k \to \infty \).

Our main findings from the results are as follows.

- The proposed RAD method has always performed the best among the 10 sampling methods when solving all forward and inverse problems.
For PDEs with complicated solutions, such as the Burgers’ and multi-scale wave equation, the proposed RAD and RAR-D methods are predominately effective and yield errors magnitudes lower.

For PDEs with smooth solutions, such as the diffusion equation and diffusion-reaction equation, some uniform sampling methods, such as the Hammersley and Random-R, also produce sufficiently low errors.

Compared with other uniform sampling methods, Random-R usually demonstrates better performance.

Among the six uniform sampling methods with fixed residual points, the low-discrepancy sequences (Halton, Hammersley, and Sobol) generally perform better than Random and LHS, and both are better than Grid.

Table 2: \( L^2 \) relative error of the PINN solution for the forward problems. Bold font indicates the smallest three errors for each problem. Underlined text indicates the smallest error for each problem.

| No. of residual points | Diffusion | Burgers’ | Allen-Cahn | Wave |
|------------------------|-----------|----------|------------|------|
| Grid                   | 0.66 ± 0.06% | 13.7 ± 2.37% | 93.4 ± 6.98% | 81.3 ± 13.7% |
| Random                 | 0.74 ± 0.17% | 13.3 ± 8.35% | 22.2 ± 16.9% | 68.4 ± 20.1% |
| LHS                    | 0.48 ± 0.24% | 13.5 ± 9.05% | 26.9 ± 15.8% | 75.9 ± 33.1% |
| Halton                 | 0.24 ± 0.17% | 4.51 ± 3.93% | 0.29 ± 0.14% | 60.2 ± 10.0% |
| Hammersley             | 0.17 ± 0.07% | 3.02 ± 2.98% | **0.14 ± 0.14%** | 58.9 ± 8.52% |
| Sobol                  | 0.19 ± 0.07% | 3.38 ± 3.21% | 0.35 ± 0.24% | 57.5 ± 14.7% |
| Random-R               | **0.12 ± 0.06%** | 1.69 ± 1.67% | 0.55 ± 0.34% | **0.72 ± 0.90%** |
| RAR-G [3]              | 0.20 ± 0.07% | **0.12 ± 0.04%** | 0.53 ± 0.19% | 0.81 ± 0.11% |
| RAD                    | **0.11 ± 0.07%** | **0.02 ± 0.00%** | **0.08 ± 0.06%** | **0.09 ± 0.04%** |
| RAR-D                  | **0.14 ± 0.11%** | **0.03 ± 0.01%** | **0.09 ± 0.03%** | **0.29 ± 0.04%** |

3.2 Diffusion equation

We first consider the following one-dimensional diffusion equation:

\[
\frac{\partial u}{\partial t} = \frac{\partial^2 u}{\partial x^2} + e^{-t} \left( -\sin(\pi x) + \pi^2 \sin(\pi x) \right), \quad x \in [-1, 1], t \in [0, 1],
\]

\[
u(x, 0) = \sin(\pi x),
\]

\[
u(-1, t) = \nu(1, t) = 0,
\]

where \( u \) is the concentration of the diffusing material. The exact solution is \( u(x, t) = \sin(\pi x)e^{-t} \).

We first compare the performance of the six uniform sampling methods with fixed residual points (Fig. 3A). The number of residual points is ranged from 10 to 80 with an increment of 10 points each time. For each number of residual points, the maximum iteration is set to be 15 000 with Adam as the optimizer. When the number of points is large (e.g., more than 70), all these methods
Figure 3: $L^2$ relative errors of different sampling methods for the diffusion equation in Section 3.2. (A) Six uniform sampling with fixed residual points. (B) Random-R with different periods of resampling when using 30 residual points. (C and D) The training trajectory of RAD with different values of $k$ and $c$ when using 30 residual points. (C) $k = 1$. (D) $c = 1$. (E and F) RAR-D with different values of $k$ and $c$. Each time one new point is added. (E) $k = 2$. (F) $c = 0$. The curves and shaded regions represent the geometric mean and one standard deviation of 10 runs. For clarity, only some standard deviations are plotted.
Table 3: $L^2$ relative error of the PINN solution and relative error of the inferred parameters for the inverse problems. Bold font indicates the smallest three errors for each problem. Underlined text indicates the smallest error for each problem.

|                        | Diffusion-reaction | Korteweg-de Vries |
|------------------------|--------------------|-------------------|
|                        | $u(x)$            | $k(x)$ | $u(x,t)$ | $\lambda_1$ | $\lambda_2$ |
| No. of residual points | 15                | 600     |          |        |          |
| Grid                   | 0.36 ± 0.12%      | 8.58 ± 2.14%     | 24.4 ± 11.1% | 53.7 ± 30.7% | 42.0 ± 22.3% |
| Random                 | 0.35 ± 0.17%      | 5.77 ± 2.05%     | 8.86 ± 2.80% | 16.4 ± 7.33% | 16.8 ± 7.40% |
| LHS                    | 0.36 ± 0.14%      | 7.00 ± 2.62%     | 10.9 ± 2.60% | 22.0 ± 6.68% | 22.6 ± 6.36% |
| Halton                 | 0.23 ± 0.08%      | 6.16 ± 1.08%     | 8.76 ± 3.33% | 16.7 ± 6.16% | 17.2 ± 6.20% |
| Hammersley             | 0.28 ± 0.08%      | 6.37 ± 0.91%     | 4.49 ± 3.56% | 5.24 ± 7.08% | 5.71 ± 7.32% |
| Sobol                  | **0.21 ± 0.06%**  | **3.09 ± 0.75%** | **8.59 ± 3.67%** | 15.8 ± 6.15% | 15.6 ± 5.79% |
| Random-R               | **0.19 ± 0.09%**  | **3.43 ± 1.80%** | **0.97 ± 0.15%** | **0.41 ± 0.30%** | **1.14 ± 0.31%** |
| RAR-G [3]              | 1.12 ± 0.11%      | 15.9 ± 1.53%     | 8.83 ± 1.98% | 15.4 ± 9.29% | 14.5 ± 9.25% |
| RAD                    | **0.17 ± 0.09%**  | **2.76 ± 1.32%** | **0.77 ± 0.11%** | **0.31 ± 0.19%** | **0.86 ± 0.25%** |
| RAR-D                  | 0.76 ± 0.24%      | 10.3 ± 3.28%     | **2.36 ± 0.98%** | **3.49 ± 2.21%** | **3.18 ± 2.02%** |

have similar performance. However, when the number of residual points is small such as 50, the Hammersley and Sobol sequences perform better than others, and the equispaced uniform grid and random sampling have the largest errors (about one order of magnitude larger than Hammersley and Sobol).

We then test the Random-R method using 30 residual points (Fig. 3B). The accuracy of Random-R has a strong dependence on the period of resampling, and the optimal period of resampling in this problem is around 200. Compared with Random without resampling, the Random-R method always leads to lower $L^2$ relative errors regardless of the period of resampling. The error can be lower by one order of magnitude by choosing a proper resampling period. Among all the non-adaptive methods, Random-R performs the best.

Next, we test the performance of the nonuniform adaptive sampling methods. In Algorithms 2 and 3, the neural network is first trained using 10000 steps of Adam. In the RAD method, we use 30 residual points and resample every 1000 iterations. The errors of RAD with different values of $k$ and $c$ are shown in Figs. 3C and D. We note that Random-R is a special case of RAD with either $c \to \infty$ or $k = 0$. Here, RAD with large values of $c$ or small values of $k$ leads to better accuracy, i.e., the points are almost uniformly distributed. For the RAR-D method (Figs. 3E and F), one residual point is added after every 1000 iterations starting from 10 points. When using $k = 2$ and $c = 0$ (the two red lines in Figs. 3E red F), RAR-D performs the best.

When using 30 residual points, the errors of all the methods are listed in Table 2. In this diffusion equation, all the methods achieve a good accuracy (< 1%). Compared with Random-R (0.12%), RAD and RAR-D (0.11%) are not significantly better. The reason could be that the solution of this diffusion equation is very smooth, so uniformly distributed points are good enough. In our following examples, we show that RAD and RAR-D work significantly better and achieve an error of orders of magnitude smaller than the non-adaptive methods.
3.3 Burgers’ equation

The Burgers’ equation is considered defined as:

\[
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} = \nu \frac{\partial^2 u}{\partial x^2}, \quad x \in [-1, 1], t \in [0, 1],
\]
\[
u(x, 0) = -\sin(\pi x),
\]
\[
u(-1, t) = u(1, t) = 0,
\]

where \( u \) is the flow velocity and \( \nu \) is the viscosity of the fluid. In this study, \( \nu \) is set at 0.01/\pi.

Different from the diffusion equation with a smooth solution, the solution of the Burgers’ equation has a sharp front when \( x = 0 \) and \( t \) is close to 1.

We first test the uniform sampling methods by using the number of residual points ranging from 1,000 to 10,000 (Fig. 4A). The maximum iteration is 15,000 steps with Adam as optimizer followed by 15,000 steps of L-BFGS. Fig. 4A shows that the Hammersley method converges the fastest and reaches the lowest \( L^2 \) relative error among all the uniform sampling methods, while the Halton and Sobol sequences also perform adequately.

Fig. 4B shows the \( L^2 \) relative error as a function of the period of resampling using the Random-R method with 2,000 residual points. Similar to the diffusion equation, the Random-R method always outperforms the Random method. However, the performance of Random-R is not sensitive to the period of resampling if the period is smaller than 100. Choosing a period of resampling too large can negatively affect its performance.

When applying the nonuniform adaptive methods, the neural network is first trained using 15,000 steps of Adam and then 1,000 steps of L-BFGS. In the RAD method, we use 2000 residual points, which are resampled every 2,000 iterations (1,000 iterations using Adam followed by 1,000 iterations using L-BFGS). As indicated by Fig. 4C, the RAD method possesses significantly greater advantages over the Random-R method (a special case of RAD by choosing \( k = 0 \) or \( c \to \infty \)), whose \( L^2 \) relative errors barely decrease during the training processes. This fact reflects that both extreme cases show worse performance. In contrast, for \( k = 1 \) and \( c = 1 \) (the red lines in Figs. 4C and D), the \( L^2 \) relative error declines rapidly and quickly reaches \( \sim 2 \times 10^{-4} \). The RAD method is also effective when choosing a set of \( k \) and \( c \) in a moderate range.

For the RAR-D method, 1,000 residual points are selected in the pre-trained process, and 10 residual points are added every 2,000 iterations (1,000 iterations using Adam and 1,000 iterations using L-BFGS as optimizer) until the total number of residual points reaches 2,000. Shown by Figs. 4E and F, the optimal values for \( k \) and \( c \) are found to be 2 and 0, respectively.

Since the solution of Burgers’ equation has a very steep region, when using 2000 residual points, both RAD and RAR-D have competitive advantages over the uniform sampling methods in terms of accuracy and efficiency. For the following three forward PDE problems (Allen-Cahn equation in Section 3.4, wave equation in Section 3.5, and diffusion-reaction equation in Section 3.6), unless otherwise stated, the maximum iterations, the use of optimizer, and the training processes remain the same as the Burgers’ equation.

Table 2 summarizes the \( L^2 \) relative error for all methods when we fix the number of residual points at 2000. All uniform sampling methods fail to capture the solution well. The \( L^2 \) relative errors given by the Halton, Hammersley, and Sobol methods (\( \sim 4\% \)) are around one-fourth of that given by the Grid, Random, and LHS methods (\( > 13\% \)). Even though the Random-R performs the best among all uniform methods (1.69 ± 1.67\%), the proposed RAD and RAR-D methods can achieve an \( L^2 \) relative error two orders of magnitude lower than that (0.02%).
Figure 4: $L^2$ relative errors of different sampling methods for the Burgers’ equation in Section 3.3. (A) Six uniform sampling with fixed residual points. (B) Random-R with different periods of resampling when using 2000 residual points. (C and D) The training trajectory of RAD with different values of $k$ and $c$ when using 2000 residual points. (C) $k = 1$. (D) $c = 1$. (E and F) RAR-D with different values of $k$ and $c$. Each time 10 new points are added. (E) $k = 2$. (F) $c = 0$. The curves and shaded regions represent the geometric mean and one standard deviation of 10 runs. For clarity, only some standard deviations are plotted.
3.4 Allen-Cahn equation

Next, we consider the Allen-Cahn equation in the following form:

$$\frac{\partial u}{\partial t} = D \frac{\partial^2 u}{\partial x^2} + 5(u - u^3), \quad x \in [-1, 1], t \in [0, 1],$$

$$u(x, 0) = x^2 \cos(\pi x),$$

$$u(-1, t) = u(1, t) = -1,$$

where the diffusion coefficient $D = 0.001$. Fig. 5 outlines the $L^2$ relative errors of different sampling methods for the Allen-Cahn equation.

Similar patterns are found for the nonadaptive uniform sampling as in the previous examples. The Hammersley method has the best accuracy (Fig. 5A). As the number of residual points becomes significantly large, the difference between these uniform sampling methods becomes negligible. Except for the equispaced uniform grid method, other uniform sampling methods converge to $L^2$ relative errors of $10^{-3}$, about the same magnitude as the number of residual points reaching $10^4$. Fig. 5B shows that when using 1000 residual points for Random-R, lower $L^2$ relative errors can be obtained if we select a period of resampling less than 500.

We next test the performance of RAD for different values of $k$ and $c$ when using a different number of residual points. In Figs. 5C and D, we resampled 500 residual points every 2000 iteration, while in Figs. 5E and F, we used 1000 residual points instead. For both cases, the combination of $k = 1$ and $c = 1$ (the red lines in Figs. 5C–F) gives good accuracy. When fewer residual points (e.g., 500) are used, the RAD methods boost the performance of PINNs.

Similarly, we also test RAR-D in Figs. 5G–J. In Figs. 5G and H, we pre-train the neural network with 500 residual points and add 10 residual points after every 2000 iterations until the total number of residual points reaches 1000. In Figs. 5I and J, we pre-train the neural network using 1000 residual points and heading to 2000 residual points in the same fashion. We recognize that 2 and 0 are the best $k$ and $c$ values for the RAR-D method for both scenarios, which outperform the RAR-G method.

As proven in this example, when applying the RAD and the RAR-D methods, the optimal values of $k$ and $c$ remain stable even though we choose a different number of residual points. In addition, we find that the optimal $k$ and $c$ for the Burgers’ and Allen Cahn equations are the same for both the RAD and the RAR-D methods. Thus, we could choose $(k = 1, c = 1)$ for the RAD methods and $(k = 2, c = 0)$ for the RAR-D methods by default when first applied these methods to a new PDE problem.

To make a comparison across all sampling methods, Table 2 shows the $L^2$ relative error for the Allen-Cahn equation when we fix the number of residual points at 1000. The Grid, Random, and LHS methods are prone to substantial errors, which are all larger than 20%. Nevertheless, the other four uniform methods (Halton, Hammersley, Sobol, and Random-R) have greater performance and can achieve $L^2$ relative errors of less than 1%. Remarkably, the RAD and RAR-D methods we proposed can further bring down the $L^2$ relative error below 0.1%.
Figure 5: $L^2$ relative errors of different sampling methods for the Allen-Cahn equation in Section 3.4. (A) Six uniform sampling with fixed residual points. (B) Random-R with different periods of resampling when using 1000 residual points. (C–F) The training trajectory of RAD with different values of $k$ and $c$. (C and D) 500 residual points are used. (C) $k = 1$. (D) $c = 1$. (E and F) 1000 residual points are used. (E) $k = 1$. (F) $c = 1$. (G–J) RAR-D with different values of $k$ and $c$. (G and H) The number of residual points is increased from 500 to 1000. Each time 10 new points are added. (G) $k = 2$. (H) $c = 0$. (I and J) The number of residual points is increased from 1000 to 2000. Each time 10 new points are added. (I) $k = 2$. (J) $c = 0$. The curves and shaded regions represent the geometric mean and one standard deviation of 10 runs. For clarity, only some standard deviations are plotted.
3.5 Wave equation

In this example, the following one-dimensional wave equation is considered:

\[ \frac{\partial^2 u}{\partial t^2} - 4 \frac{\partial^2 u}{\partial x^2} = 0, \quad x \in [0, 1], t \in [0, 1], \]

\[ u(0, t) = u(1, t) = 0, \quad t \in [0, 1], \]

\[ u(x, 0) = \sin(\pi x) + \frac{1}{2} \sin(4\pi x), \quad x \in [0, 1], \]

\[ \frac{\partial u}{\partial t}(x, 0) = 0, \quad x \in [0, 1], \]

where the exact solution is given as:

\[ u(x, t) = \sin(\pi x) \cos(2\pi t) + \frac{1}{2} \sin(4\pi x) \cos(8\pi t). \]

The solution has a multi-scale behavior in both spatial and temporal directions.

When we test the six uniform sampling methods, the number of residual points are ranged from 1000 to 6000, with an increment of 1000 each time. The Hammersley method achieves the lowest \(L^2\) relative error with the fastest rate (Fig. 6A). When the number of residual points approaches 6000, the Random, Halton, and Hammersley methods can all obtain an \(L^2\) relative error \(\sim 10^{-3}\).

To determine the effectiveness of Random-R when using different numbers of residual points, we test the following three scenarios: small (1000 points), medium (4000 points), and large (10,000) sets of residual points (Figs. 6B, C, and D). In the medium case (Fig. 6C), the Random-R attains \(L^2\) relative errors magnitudes lower than the Random method. However, in the small and large cases (Figs. 6B and D), the Random-R methods show no advantage over the Random method regardless of the period of resampling. This is because when the number of residual points is small, both the Random and Random-R methods fail to provide accurate predictions. On the other hand, if the number of residual points is large, the predictions by the Random method are already highly accurate, so the Random-R is unable to further improve the accuracy.

Since the optimal sets of \(k\) and \(c\) for both RAD and RAR-D methods are found to be the same for the Burgers’ and the Allen Cahn equations, in this numerical experiment, we only apply the default settings (i.e., RAD: \(k = 1\) and \(c = 1\); RAR-D: \(k = 2\) and \(c = 0\)) to investigate the effect of other factors, including the number of residual points for the RAD method and the number of points added to the RAR-D method.

In Fig. 6E, we compare the performance of three nonuniform adaptive sampling methods under the same number of residual points from 1000 to 10,000. We first train the network using 15,000 iterations of Adam and 1000 iterations of L-BFGS, and then after each resampling in RAD or adding new points in RAR-D/RAR-G, we train the network with 1000 iterations of L-BFGS. For the RAR-G and the RAD methods, we first train the network with 50% of the final number of residual points and add 10 residual points each time until reaching the total number of residual points. As we can see from Fig. 6E, the RAD achieves much better results when the number of residual points is small. As the number of residual points increases, the RAR-D method acts more effectively and eventually reaches comparable accuracy to the RAD method. Since the RAD method is more computationally costly than the RAR-D methods with the same number of residual points, we suggest applying the RAD method when the number of residual points is small and the RAR-D method when the number of residual points is large.

We next investigate the RAD method with a different number of residual points (i.e., 1000, 2000, 5000, and 10,000). Fig. 6F illustrates that if we increase the number of residual points, lower
Figure 6: $L^2$ relative errors of different sampling methods for the wave equation in Section 3.5. (A) Six uniform sampling with fixed residual points. (B, C, and D) Random-R with different periods of resampling when using (B) 1000 residual points, (C) 4000 residual points, and (D) 10000 residual points. (E) Comparison among RAD ($k = 1$ and $c = 1$), RAR-D ($k = 2$ and $c = 0$), and RAR-G for different numbers of residual points. (F) The training trajectory of RAD ($k = 1$ and $c = 1$) uses different numbers of residual points. (G and H) Convergence of RAR-D ($k = 2$ and $c = 0$) when adding a different number of new points each time. (G) New points are added starting from 1000 residual points. (H) New points are added starting from 2500 residual points. (I) Convergence of RAR-G when adding a different number of new points each time. New points are added starting from 2500 residual points. The curves and shaded regions represent the geometric mean and one standard deviation of 10 runs. For clarity, only some standard deviations are plotted.
relative error can be achieved but with diminishing marginal effect. We train the network for more than 500,000 iterations to see if the $L^2$ relative error can further decrease. However, the $L^2$ relative errors converge and remain relatively stable after 100,000 iterations.

One important factor to consider in the RAR-D and the RAR-G methods is how new points are added. We can either add a small number of residual points each time and prolong the training process or add a large number of residual points each time and shorten the process. In Fig. 6G, we first train the network with 1000 residual points and then add new residual points at different rates until the total number of residual points reaches 2000. After adding new residual points each time, we train the network using 1000 steps of L-BFGS. Likewise, in Fig. 6H, we first train the network with 2500 residual points and add new points at different rates until the total number of residual points reaches 5000. In both cases (Figs. 6G and H) that use the RAR-D methods, we find that the best strategy is to add 10 points each time. However, shown by two red-shaded regions in Figs. 6G and H, the results are more stable when we use a larger number of residual points. Fig. 6I is set up the same way as Fig. 6H but tests the RAR-G method. The best strategy for the RAR-G is identical to that of the RAR-D.

Table 2 outlines the $L^2$ relative error for the wave equation using all methods when the number of residual points equals 2000. All uniform methods with fixed residual points perform poorly (error $>50\%$) and fail to approximate the truth values. Random-R, as a special case of the proposed RAD, gives $L^2$ relative errors of around 1%. The RAR-D method significantly enhances the prediction accuracy resulting in $L^2$ relative errors under 0.3%. In addition, the RAD with the default setting of $k$ and $c$ converges to $L^2$ relative errors under 0.1%.

### 3.6 Diffusion-reaction equation

The first inverse problem we consider is the diffusion-reaction system as follows:

$$\lambda \frac{d^2 u}{dx^2} - k(x) u = f, \quad x \in [0, 1],$$

where $f = \sin(2\pi x)$ is the source term, $\lambda = 0.01$ is the diffusion coefficient, and $u$ is the solute concentration. In this problem, we aim to infer the space-dependent reaction rate $k(x)$ with given measurements on the solution $u$. The exact unknown reaction rate is

$$k(x) = 0.1 + e^{-0.5 \frac{(x-0.5)^2}{0.15^2}}.$$

We aim to learn the unknown function $k(x)$ and solve for $u(x)$ by using eight observations of $u$, which are uniformly distributed on the domain $x \in [0, 1]$, including two points on both sides of the boundaries. The $L^2$ relative errors for both the solution $u$ (Figs. 7A, C, and E) and the unknown function $k$ (Figs. 7B, D, and F) are computed. The maximum number of iterations is 50,000 steps of Adam. Figs. 7A and B summarize the performance of all uniform sampling methods. We note that in 1D, the Hammersley and Halton sequences are identical and outperform other uniform methods. We fix the residual points at 15 and compare the Random method with the Random-R method. The $L^2$ relative errors (Figs. 7C and D) given by the Random-R remain steady, disregarding the changes in the period of resampling, and are approximately the same as that produced by the Random method. This is because the reaction-diffusion system is fairly simple and can be easily handled by uniform sampling methods without resampling.

Next, we compare the Random, RAD, RAR-G, and RAR-D methods with default settings (i.e., RAD: $k = 1$ and $c = 1$; RAR-D: $k = 2$ and $c = 0$) using a different number of residual points. For the random and RAD methods, the maximum number of iterations is 50,000 steps of Adam. For
Figure 7: $L^2$ relative errors of different sampling methods for $u$ and $k$ in the diffusion-reaction equation in Section 3.6. (A and B) Six uniform sampling with fixed residual points. (C and D) Random-R with different periods of resampling when using 15 residual points. (E and F) Comparison among Random, RAD ($k = 1$ and $c = 1$), RAR-G, and RAR-D ($k = 2$ and $c = 0$) for different numbers of residual points. The curves and shaded regions represent the geometric mean and one standard deviation of 10 runs. For clarity, only some standard deviations are plotted.
the RAR-G/RAR-D, we first train the neural network with 50% of the total number of residual points for 10000 steps of Adam; then we add one point each time and train for 1000 steps of Adam until we meet the total number of residual points. As shown by Figs. 7E and F, the RAD method surpasses other methods and is able to produce low $L^2$ relative error even when the number of residual points is very small. However, RAR-G and RAR-D are even worse than the Random sampling.

To sum up, we fix the number of residual points at 15 and present the $L^2$ relative error for both the solution and unknown function in Table 3. The RAD yields the minimum $L^2$ relative error (0.17% for $u(x)$; 2.76% for $k(x)$). However, due to the simplicity of this PDE problem, some uniform sampling methods, especially the Sobol and Random-R, have comparable performance to the RAD. Generally speaking, we recognize that the uniform sampling methods are adequate when solving this inverse PDE with smooth solutions. Still, the RAD method can further enhance the performance of PINNs, especially when the number of residual points is small.

### 3.7 Korteweg-de Vries equation

The second inverse problem we solve is the Korteweg-de Vries (KdV) equation:

$$\frac{\partial u}{\partial t} + \lambda_1 u \frac{\partial u}{\partial x} + \lambda_2 \frac{\partial^3 u}{\partial x^3} = 0, \quad x \in [-1, 1], \quad t \in [0, 1],$$

where $\lambda_1$ and $\lambda_2$ are two unknown parameters. The exact values for $\lambda_1$ and $\lambda_2$ are 1 and 0.0025, respectively. The initial condition is $u(x, t = 0) = \cos(\pi x)$, and periodic boundary conditions are used. To infer $\lambda_1$ and $\lambda_2$, we assume that we have the observations of two solution snapshots $u(x, t = 0.2)$ and $u(x, t = 0.8)$ at 64 uniformly distributed points at each time.

In Fig. 8, the first column (Figs. 8A, D, and G) shows the $L^2$ relative error of the solution $u$, while the second column (Figs. 8B, E, and H) and the third column (Figs. 8C, F, and I) illustrate the relative errors for $\lambda_1$ and $\lambda_2$, respectively. The maximum iteration is 100000 steps of Adam. Hammersley achieves better accuracy than the other uniform sampling methods. The Sobol and Halton methods behave comparably as these two curves (the yellow and green curves in Figs. 8A, B, and C) are almost overlapping. Shown in Figs. 8D, E and F, the Random-R method yields higher accuracy than the Random method by about one order of magnitude in all cases when using 1000 residual points. A smaller period of resampling leads to smaller errors.

Figs. 8G, H, and I compare the Random-R, Random, RAD, RAR-G, and RAR-D methods using the same number of residual points and the total number of iterations. For the Random and the Random-R methods, we train the network for 100000 steps of Adams. For the RAD methods, we first train the network using 50000 steps of Adams; then, we resample the residual points and train for 1000 steps of Adams 50 times. In order to fix the total number of iterations for the RAR-G/RAR-D methods to 100000, we accordingly adjust the number of new residual points added each time. For example, if the final number of residual points is 500, we first train the network using 250 residual points (i.e., 50% of the total number of residual points) with 50000 steps of Adams; and we consequently add 5 points and train for 1000 steps of Adams each time. If the final number of residual points is 1000, we first train the network using 500 residual points with 50000 steps of Adams; and then we add 10 points and train for 1000 steps of Adams each time. As demonstrated by Figs. 8G, H, and I, the RAD method is the best, while the Random-R method is also reasonably accurate. We show one example of the training process (Figs. 8J, K, and L) when the number of residual points is 600 to illustrate the convergence of the solution, $\lambda_1$, and $\lambda_2$ during training. The resampling strategies, especially the RAD method, achieve the greatest success among all sampling methods.
Figure 8: $L^2$ relative errors of $u$ and relative errors of $\lambda_1$ and $\lambda_2$ using different sampling methods for the Korteweg-de Vries equation in Section 3.7. (A, B, and C) Six uniform sampling with fixed residual points. (D, E, and F) Random-R with different periods of resampling when using 1000 residual points. (G, H, and I) Comparison among Random, Random-R, RAD ($k = 1$ and $c = 1$), RAR-G, and RAR-D ($k = 2$ and $c = 0$) for different number of residual points. (J, K, and L) Examples of the training trajectories using Random, Random-R, RAD ($k = 1$ and $c = 1$), RAR-G, and RAR-D ($k = 2$ and $c = 0$) with 600 residual points. The curves and shaded regions represent the geometric mean and one standard deviation of 10 runs. For clarity, only some standard deviations are plotted.
Table 3 demonstrates the $L^2$ relative errors for the solution $u(x,t)$ and the relative error of two unknown parameters $\lambda_1$ and $\lambda_2$, for all methods when the number of residual points is set at 600. The lowest $L^2$ relative errors for uniform sampling with fixed points are given by Hammersley ($\sim 5\%$). The Random-R is the second-best method and provides $L^2$ relative errors of around $1\%$. With the smallest errors ($< 1\%$) and standard deviations, the RAD method has compelling advantages over all other methods in terms of accuracy and robustness. It is noteworthy that the RAR-D method provides adequate accuracy ($\sim 3\%$) and is less expensive than the Random-R and RAD methods when the number of residual points is the same. Therefore, the RAR-D is also a valuable approach to consider.

4 Conclusions

In this paper, we present a comprehensive study of two categories of sampling for physics-informed neural networks (PINNs), including non-adaptive uniform sampling and adaptive nonuniform sampling. For the non-adaptive uniform sampling, we have considered six methods: (1) equispaced uniform grid (Grid), (2) uniformly random sampling (Random), (3) Latin hypercube sampling (LHS), (4) Halton sequence (Halton), (5) Hammersley sequence (Hammersley), and (6) Sobol sequence (Sobol). We have also considered a resampling strategy for uniform sampling (Random-R).

For the adaptive nonuniform sampling, motivated by the residual-based adaptive refinement with greed (RAR-G) [3], we proposed two new residual-based adaptive sampling methods: residual-based adaptive distribution (RAD) and residual-based adaptive refinement with distribution (RAR-D). We extensively investigated the performance of these ten sampling methods in solving four forward and two inverse problems of partial differential equations (PDEs) with many setups, such as a different number of residual points. Our results show that the proposed RAD and RAR-D significantly improve the accuracy of PINNs by orders of magnitude, especially when the number of residual points is small. RAD and RAR-D also have great advantages for the PDEs with complicated solutions, e.g., the solution of the Burgers’ equation with steep gradients and the solution of the wave equation with a multi-scale behavior. A summary of the comparison of these methods can be found in Section 3.1.

Based on our empirical results, we summarize the following suggestions as a practical guideline in choosing sampling methods for PINNs.

- RAD with $k = 1$ and $c = 1$ can be chosen as the default sampling method when solving a new PDE. The hyperparameters $k$ and $c$ can be tuned to balance the points in the locations with large and small PDE residuals.

- RAR-D can achieve comparable accuracy to RAD, but RAR-D is more computationally efficient as it gradually increases the number of residual points. Hence, RAR-D ($k = 2$ and $c = 0$ by default) is preferable for the case with limited computational resources.

- Random-R can be used in the situation where adaptive sampling is not allowed, e.g., it is difficult to sample residual points according to a probability density function. The period of resampling should not be chosen as too small or too large.

- A low-discrepancy sequence (e.g., Hammersley) should be considered rather than Grid, Random, or LHS, when we have to use a fixed set of residual points, such as in PINNs with the augmented Lagrangian method (hPINNs) [8].

In this study, we sample residual points in RAD and RAR-D by using a brute-force approach, which is simple, easy to implement, and sufficient for many PDEs. However, for high-dimensional...
problems, we need to use other methods, such as generative adversarial networks (GANs) [46], as was done in Ref. [41]. Moreover, the probability of sampling a point $x$ is only considered as $p(x) \propto \frac{e^{k(x)}}{\mathbb{E}[e^{k(x)}]} + c$. While this probability works very well in this study, it is possible that there exists another better choice. We can learn a new probability density function by meta-learning, as was done for loss functions of PINNs in Ref. [11].
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