ABSTRACT

This work studies the problem of modeling visual processes by leveraging deep generative architectures for learning linear, Gaussian representations from observed sequences. We propose a joint learning framework, combining a vector autoregressive model and a Variational Autoencoder. This results in an architecture that allows Variational Autoencoders to simultaneously learn a non-linear observation as well as a linear state model from sequences of frames. We validate our approach on synthesis of artificial sequences and dynamic textures. To this end, we use our architecture to learn a statistical model of each visual process, and generate a new sequence from each learned visual process model.

Index Terms—Neural Networks, Statistical Learning, Video Signal Processing, Unsupervised learning

1. INTRODUCTION

Many visual real-world phenomena such as motion captures of bird migrations, crowd movements or ocean waves can be thought of as random processes. From a statistical point of view, these visual processes can be thus described in terms of their probabilistic properties, if an appropriate model can be inferred from observed sequences of the process. Such a model can be helpful for studying the dynamic properties of the process, estimating possible trajectories \(^1\), detecting anomalous behavior \(^2\) or generating new sequences \(^3\).

One of the most classic models for visual processes is the linear dynamic system (LDS) based approach proposed by Doretto et. al \(^4\). It is a holistic and generative sequential latent variable description. Since it is essentially a combination of linear transformations and additive Gaussian noise, it is mathematically simple and easy to interpret. However, it bears the disadvantage of constraining each video frame to lie in a low-dimensional affine space. Since real-world observation manifolds are anything but linear, this restricts the applicability to very simple visual processes.

The contribution of our work is to generalize the LDS model by Doretto et al. to non-linear visual processes, while still keeping its advantages of being an easy-to-analyze latent variable model. To this end, we use Variational Autoencoders to learn a non-linear state space model, in which the latent states still follow a linear, autoregressive dynamic. This is done by supplementing the Variational Autoencoder architecture with a linear layer that models the temporal transition.

2. BACKGROUND

The dynamic texture model in \(^4\) is an LDS of the form

\[
h_{t+1} = Ah_t + v_t, \quad y_t = \bar{y} + Ch_t,
\]

where \(h_t \in \mathbb{R}^n\), \(n < d\), is the low dimensional state space variable at time \(t\), \(A \in \mathbb{R}^{n \times n}\) the state transition matrix, \(y_t \in \mathbb{R}^d\) the observation at time \(t\), and \(C \in \mathbb{R}^{d \times n}\) the full-rank observation matrix. The vector \(\bar{y} \in \mathbb{R}^d\) represents a constant offset of the observation space and the input term \(v_t\) is modeled as i.i.d. zero-mean Gaussian noise that is independent of \(h_t\). Learning a model as described in Eq. (1) is done by inferring \(A\) and \(C\) from one or several videos. To do so, it is sensible to assume that the process is (approximately) second-order stationary and first-order Markov. We make the same two assumptions, although our method is easily generalizable to Markov processes of higher orders.

Real-world visual processes are generally non-linear and non-Gaussian. Nevertheless, the model Eq. (1) has considerable appeal in terms of simplicity. This is particularly true for the latent model of \(h_t\) in the system equation which consists of a vector autoregressive (VAR) process. For instance, while it is theoretically possible to replace the latent VAR by a recurrent neural network (RNN) with noise input to obtain a much richer class of temporal progressions, such an adjustment would lead to a loss of tractability, due to the unpredictable long-term behavior of RNNs as opposed to linear transition models. Modeling the expected temporal progression as a matrix multiplication also greatly simplifies the inversion and interpolation of a temporal step by means of matrix algebra. Luckily, we can still generalize the system Eq. (1) while keeping the latent VAR model by employing

\[
h_{t+1} = Ah_t + v_t, \quad y_t = C(h_t),
\]

where \(n < d\) and \(C: \mathbb{R}^n \rightarrow \mathbb{R}^d\) is a function which maps to
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the observation manifold \( \mathcal{M} \), i.e. the manifold of the frames produced by the visual process, and is bijective on \( C^{-1}(\mathcal{M}) \).

We propose to keep the latent VAR model and combine it with a **Variational Autoencoder** (VAE) \(^3\) to generate video frames on a non-linear observation manifold from the VAR samples. Since it would go beyond the scope of this paper to review VAEs, we refer the reader to \(^6\) and make do with the simplification that the VAE is an autoencoder-like deep architecture that can be trained such that the decoder maps standard Gaussian noise to samples of the probability distribution of the high-dimensional training data. This is done by optimizing the so-called **variational lower bound**.

While it is trivial to learn a deep generative model such as a VAE, and combine it with a separately learned VAR process, we propose to learn both aspects jointly, to fully exploit the model capacity. One can thus describe our method as system identification \(^7\) with deep learning.

Combinations of latent VAR models with learned, non-linear observation functions have been explored in previous works. For instance, in \(^8\) the authors apply the kernel trick to do so. Approaches of combining VAR models with deep learning have been studied in \(^9, 10\), but neither of these employ VAEs. By contrast, the authors of \(^11\) combine Linear Dynamic Systems (LDSs) with VAEs. However, their model is *locally* linear and the transition distribution is modeled in the variational bound, whereas we model it as a separate layer. This also is the main difference to the work \(^12\), in which VAEs are used as Kalman Filters, and the work \(^13\) which uses VAES for state space identification of dynamic systems. Similarly, the work \(^11\) combines VAES with linear dynamic models for forecasting images but proposes a training objective that is considerably more complex than ours.

From an application point of view, generative modeling of visual processes is closely related to **video synthesis** which has been discussed, among others in \(^3, 14, 15\). Two of the most recent works in the generative modeling and synthesis of visual processes are \(^16, 17\). Both models achieve very good synthesis results for dynamic textures. One advantage of our model over these techniques is the ability to do so. Approaches of combining V AR models with deep linear observation functions have been explored in previous works. For instance, in \(^8\) the authors apply the kernel trick to review VAEs, we refer the reader to \(^6\) and make do with the simplification that the VAE is an autoencoder-like deep architecture that can be trained such that the decoder maps standard Gaussian noise to samples of the probability distribution of the high-dimensional training data. This is done by optimizing the so-called **variational lower bound**.

In the following, we describe our method to learn a model entirely described by the matrix \( A \) and the function \( C \). A sequence of length \( N \) of a visual process \( \mathcal{Y} \) is viewed as a realization of the random variable \( \mathbf{y}^N = [y_1, \ldots, y_N] \). The according sequence in the latent space is a realization of the random variable \( \mathbf{h}^N = [h_1, \ldots, h_N] \). Let us define the random variable

\[
\tilde{\mathbf{y}}^N = [\tilde{y}_1, \ldots, \tilde{y}_N] := [C(h_1), \ldots, C(h_N)].
\]

In order to model \( \mathcal{Y} \) by Eq. (2), we need to make sure that the probability distributions of \( \mathbf{y}^N \) and \( \tilde{\mathbf{y}}^N \) coincide for any \( N \in \mathbb{N} \). Taking into account the stationarity and Markov assumptions from Section 2 this is equivalent to demanding that the joint probabilities of two succeeding frames coincide.

The joint probability distribution of two succeeding states \( h_t \) and \( h_{t+1} \) is zero-mean Gaussian and, the following relation holds.

\[
\begin{bmatrix}
   h_t \\
   h_{t+1}
\end{bmatrix}
\sim \mathcal{N}
\left(\begin{bmatrix}
   h_t \\
   h_{t+1}
\end{bmatrix} ; 0, \begin{bmatrix} I & A^T \\ A & I \end{bmatrix}\right) \forall t. \tag{4}
\]

With this in mind, the problem boils down to finding a function \( C \) and a matrix \( A \) such that the random variable \( \tilde{\mathbf{y}}^2 = [C(h_1), C(h_2)] \) has the same distribution as \( \mathbf{y}^2 \).

Since a VAE decoder can be trained to map from a standard Gaussian to a data distribution, it makes sense to employ it as the observation function \( C \). Unfortunately, a classical VAE does not provide a framework to simultaneously learn the matrix \( A \) from sequential data. However, we still can use a VAE to accomplish this task. Let us denote by \( f_\theta \) a successfully trained VAE decoder, i.e. a function that transforms samples \( \mathbf{x} \) of standard Gaussian noise to samples from a high dimensional data distribution. The variable \( \theta \) denotes the entirety of trainable parameters of \( f_\theta \). Let us assume that \( \theta = (A, B, \eta) \) contains the matrices \( A, B \in \mathbb{R}^{n \times n} \) such that

\[
AA^T + BB^T = I_n \tag{5}
\]

is satisfied, and the weights \( \eta \) of the subnetwork \( C_\eta \) of \( f_\theta \) that implements the observation function \( C \). Consider the following definition for \( f_\theta \).

\[
f_\theta : \mathbb{R}^{2n} \rightarrow \mathbb{R}^{2d}, \quad \begin{bmatrix} x_1 \\ x_2 \end{bmatrix} \mapsto \begin{bmatrix} C_\eta(x_1) \\ C_\eta(Ax_1 + Bx_2) \end{bmatrix}. \tag{6}
\]

If \( f_\theta \) is trained to map \( \mathbf{x} \sim \mathcal{N}(\mathbf{x}; 0, I_{2n}) \) to \( \tilde{\mathbf{y}}^2 = f_\theta(\mathbf{x}) \) with \( \tilde{\mathbf{y}}^2 \sim p(\mathbf{y}^2) \), then \( A \) and \( C = \eta \) indeed fulfill the property that the joint probabilities of the random variables \( \tilde{\mathbf{y}}^2 \) and \( \mathbf{y}^2 \), as defined above, coincide, if the random variables \( h_1, h_2 \) follow the joint probability distribution in Eq. (4).

To model \( f_\theta \) as a neural network, we formalize the initial transformation of \( \mathbf{x} \) in Eq. (6) as a multiplication with

\[
F = \begin{bmatrix} I_n & 0 \\ A & B \end{bmatrix} \tag{7}
\]

from the left. The function \( f_\theta \) can be realized by the neural architecture depicted in Fig. 1. The first layer is linear and implements the multiplication with \( F \). We refer to this layer as

**3. JOINT LEARNING VIA DYNAMIC VAES**

In the following, we describe our method to learn a model described by Eq. (2) from video sequences. We use upright characters, e.g. \( x, y \) to denote random variables, as opposed to italic ones, e.g. \( x, y \) that we use for all other quantities.

Without loss of generality \(^18, 19\), we assume that the marginal distribution of each state space variable \( h_t \) is standard Gaussian at any time \( t \). Thus, the model in Eq. (2) is
4. EXPERIMENTS

One way to evaluate a generative video model is to generate synthetic sequences of visual processes from the trained model and to assess how much the their statistics correspond to the training data. Unfortunately, most quantitative quality measures that are common in video prediction such as Peak Signal to Noise Ratio or Structural Similarity are unsuitable for evaluating video synthesis since they favor entirely deterministic models. As a more appropriate quality measure for generative models, the Fréchet Inception Distance (FID) \cite{FID} has been widely accepted.

However, even the FID is designed to compare the probability distributions of isolated still-image frames, neglecting the temporal behavior of the process. Additionally to the FID score, it is thus necessary to visually inspect the synthesis results. In this section we thus aim to do both. Subsection \[4.1\] provides qualitative results on artificial sequences in order to demonstrate the inference capabilities of our model. Subsection \[4.2\] additionally provides quantitative comparisons with state-of-the-art methods for dynamic texture synthesis, in particular the recent Spatial-Temporal Generative ConvNet (STG-CONV) \cite{STG-CONV} and the Dynamic Generator Model \cite{Dynamic-GM}, whenever the results were made available. To this end, FID scores are computed via \cite{FID}.

**4.1. Transformation Sequences**

As an ablation study, we test our model on sequences of MNIST numbers. The aim is to see how well the DVAE captures the deterministic (predictable numbers) and stochastic (random writing style) aspects of the sequence, compared to an entirely linear system, and an autoregressive VAE model in which the VAE and VAE were learnt separately. Fig. \[2\] depicts the synthesis result for the number sequence 0123401234. . . . Our model captures the two essential features of this visual process. On the one hand, the particular number in a frame is entirely deterministic and can be inferred from the previous frame. On the other hand, the way the number is drawn is random and unpredictable. By contrast, the separate VAE+VAR

**Table 1. Experimental Configuration**

| Experiment  | Resolution | Conv. layers | Kernel size | \(\sigma^2_y\) |
|-------------|------------|--------------|-------------|----------------|
| MNIST       | 32 × 32    | 4            | 4           | 8.0            |
| Running Cows| 64 × 64    | 5            | 4           | 10.0           |
| Salt+Pepper mask | 64 × 64 | 5            | 4           | 4.5            |
| Rectangular mask | 128 × 128 | 5           | 8           | 8.0            |
| Dyn. Textures | 128 × 128 | 5           | 8           | 16.0           |
model is only able to capture the appearance of the numbers and can not reproduce the number ordering, while the linear model generates hardly recognizable frames.

Fig. 3. Synthesis results for Running Cows. Due to space constraints, two of the 5 training sequences are omitted.

The Running Cows sequences were used by the authors of [16] to demonstrate the synthesis performance of STGCONV. Fig. 3 depicts synthesis results for this sequence. We observe that although occasional discontinuities occur in the sequence synthesized by the DVAE, the overall running movement is accurately reproduced and unlike LDS or STGCONV, the DVAE does not introduce artifacts like additional legs.

Our model is also capable to learn from incomplete data, when the obstruction mask is given, albeit the results tend to become less steady over time. Fig. 4 depicts the synthesis of a video obstructed by 50% salt+pepper noise. Fig. 5 depicts the synthesis of a video obstructed by 50% rectangular mask.

### 4.2. Dynamic Textures

We synthesize sequences of eleven dynamic textures that were provided in the supplementary material of [16]. Table 2 summarizes the resulting FID scores. As a demonstration, Fig. 6 depicts the synthesis results for the Fire Pot video. Compared to the STGCONV method, the DVAE yields slightly blurrier results. However, this advantage of the STGCONV can be explained by its tendency to reproduce the training sequence. This behavior can be observed in Fig. 6. Comparing the training sequence to the STGCONV result indicates that, at each time step, the STGCONV frames are a slightly perturbed version of the training frames, whereas

**Fig. 4.** Synthesizing a sequence learned on data obstructed by a salt+pepper mask.

**Table 2. FID Scores**
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