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ABSTRACT

The goal of blind image deblurring is to recover a sharp image from a motion blurred one without knowing the camera motion. Current state-of-the-art methods have a remarkably good performance on images with no noise or very low noise levels. However, the noiseless assumption is not realistic considering that low light conditions are the main reason for the presence of motion blur due to requiring longer exposure times. In fact, motion blur and high to moderate noise often appear together. Most works approach this problem by first estimating the blur kernel \( k \) and then deconvolving the noisy blurred image. In this work, we first show that current state-of-the-art kernel estimation methods based on the \( \ell_0 \) gradient prior can be adapted to handle high noise levels while keeping their efficiency. Then, we show that a fast non-blind deconvolution method can be significantly improved by first denoising the blurry image. The proposed approach yields results that are equivalent to those obtained with much more computationally demanding methods.

Index Terms— Image deblurring, blur kernel estimation, deconvolution, high noise

1. INTRODUCTION

Blind image deblurring is an ill-posed image restoration problem that aims to restore a sharp image given a blurry one. Motion blur occurs when there is relative motion between the camera and the scene during the exposure time. This phenomenon is most visible in low light conditions, when the integration time has to be longer to compensate for the lack of photons. The formation of a blurry image is frequently modeled as the convolution between the sharp image \( u \) and a latent blur kernel \( k \) leading to

\[
v = u * k + n, \tag{1}
\]

where \( * \) denotes the convolution, and \( n \) models acquisition noise (usually white Gaussian noise). The goal of blind image deblurring is to recover the image \( u \) without knowing \( k \). Most methods propose a two step process: first estimating the blur kernel \( k \) and then applying a non-blind deconvolution algorithm [1][2][3][4]. The above stationary kernel model can be generally extended to a non-uniform model [5][3]. However, this comes at the price of a non-negligible computational cost with, in general, only a minor quality improvement [6][7].

Current state-of-the-art methods, either variational [4][11][12] or learning based [8][13], work very well on images with no noise or very low noise levels. However, the noiseless assumption is not realistic considering the low light conditions that lead to the motion blur in the first place.

Kernel estimation. Only a handful of blind deblurring algorithms from the literature consider the realistic case of moderate or high noise. Tai et al. [14] show that denoising the image before estimating the kernel leads to an oversmoothing of details in the blurry image and thus errors in the estimated kernel. Instead, they propose to iteratively denoise the image and estimate the kernel. The ad-hoc denoising step uses the motion information from the kernel. Xu et al. [15] propose a two step kernel estimation. The first step only estimates a coarse kernel. The second step uses an iterative support refinement of the kernel that enforces sparsity without an explicit prior. Zhong et al. [9] also observe that denoising before kernel estimation results in poor performance. To circumvent this, they design directional filters which reduce the noise level while preserving blur information in the orthogonal direction. The blur kernel is then reconstructed from projections using the inverse Radon transform. Pan et al. [4] propose a kernel estimation method based on the \( \ell_0 \) image gradient prior which allows high quality estimations in low noise level settings [8]. However, the authors indicate that the method under-performs in medium and high noise conditions [16]. In this paper, we propose an adaptation of the \( \ell_0 \)-based kernel estimation method which is both efficient and robust to noise.

Non-blind deconvolution. Once the blurring kernel is estimated, most methods apply a non-blind deconvolution algorithm to restore the sharp image \( u \). The fastest deconvolution methods usually rely on image priors that do not perform well under high noise conditions.
In the past decade, better image priors have been introduced to offer higher quality non-blind deconvolution. For example, EPLL [17] learns a mixture of Gaussian models to encode representative patches from natural images, and proposes an iterative algorithm to restore the image in presence of Gaussian blur. Generic frameworks such as Plug-and-Play priors [18] and more recently Regularization by Denoising [19], allow to use any image denoiser as a prior for restoration problems. Similarly, Zhong et al. [9] propose to use NL-means at each step of an iterative non-blind deconvolution, and Tai and Lin [14] incorporate a motion-aware denoiser for blind deblurring. While these methods significantly outperform basic priors such as TV, they are usually prohibitively slow due to the complex optimizations involved. Other methods propose to first inverse the blur with little regularization and then denoise due to the complex optimizations involved. The goal of this step is to recover the main structures of the latent image.

2.1. Sharp image prediction

Then, once the kernel has been estimated, the final image is restored using a non-blind deconvolution algorithm.

2.2. Kernel estimation

This step uses the current sharp image prediction and the blurry image to estimate a blur kernel. Since the support of the blur kernel is significantly smaller than the image, this problem is usually well posed if both images are noiseless. In such conditions, simple priors for the kernel can be employed, leading to efficient computations. For example, a well known minimization problem for the kernel estimation step is

$$\arg\min_k \|u * k - v\|_2^2 + \gamma \|k\|_2^2.$$  

(5)

Variants of this energy have been proposed. For example, Cho et al. showed that by formulating the data term in a filtered domain (e.g. using image gradients) the conditioning of the problem was improved. This speeds up convergence when using a conjugate gradient algorithm but increases the weight of the frequencies most affected by noise. As the blurry image gets noisier, noise in the estimation also increases, with little control. A trick often found in kernel estimation implementations [4, 12, 23], consists in filtering the kernel values after its estimation using both a hard thresholding and a connected component filtering, removing low amplitude noise but also biasing the estimation.

Instead, we propose to use more suited priors and kernel constraints by minimizing

$$\arg\min_{k, k \geq 0, \text{supp}(k) \subseteq \Omega} \|u * k - v\|_2^2 + \alpha \|k\|_1 + \gamma \|\nabla k\|_2^2,$$  

(6)

where $\Omega$ is a rectangular domain covering the support of $k$, and $\gamma$ and $\alpha$ are regularization parameters. The regularizers $\|k\|_1$ and $\|\nabla k\|_2^2$ were motivated in Xiong [24] for their effectiveness for kernel esti-
To highlight the importance of each constraint and prior, we evaluate their contribution by successively removing them and running the full blind kernel estimation method for two noise levels (\(\sigma = 2\%\) and \(\sigma = 10\%\)). Results are shown in Figure 2. The kernel (2b) was estimated using Equation (6) with \(\gamma = 10\sigma\) and \(\alpha = 0.5\). We then successively set \(\alpha = 0\) (2c), \(\gamma = 0\) (2d), and finally use gradients in the data-term (2e). Notice how each prior helps removing noise and the difference to the ground-truth is reduced (2a). Using a filtered domain to estimate the kernel introduces errors that can be otherwise easily avoided.

We propose an efficient solver for (4) based on half quadratic splitting [26]. Our kernel estimation step iterates as follows

\[
\begin{align*}
    h^{(t+1)} &= \arg \min_{h} \|u * h - v\|^2 + \beta_k \|k^{(t)} - h\|^2 + \gamma \|
\n    k^{(t+1)} &= \arg \min_{k, k \geq 0, \text{supp}(k) \subset \Omega} \beta_k \|k - h^{(t+1)}\|^2 + \alpha \|k\|_1.
\end{align*}
\]

Assuming circular boundary conditions for the convolution, the subproblem (7) can be solved efficiently using two discrete Fourier transforms

\[
h^{(t+1)} = \mathcal{F}^{-1} \left( \frac{\mathcal{F}(u) \mathcal{F}(v) + \beta_k \mathcal{F}(k^{(t)})}{\|\mathcal{F}(u)\|^2 + \beta_k \|k^{(t)}\|^2 + \gamma (\|\mathcal{F}(\nabla u)\|^2 + \|\mathcal{F}(\nabla v)\|^2)} \right).
\]

The subproblem (8) enforces non-negativity and a given spatial support for \(h\), and its solution corresponds to a soft thresholding

\[
k^{(t+1)}(x) = \begin{cases} 
    \max \left( h^{(t+1)}(x) - \frac{\alpha}{\beta_k}, 0 \right), & \text{if } x \in \Omega \\
    0, & \text{otherwise}.
\end{cases}
\]

Similarly to continuation methods, \(\beta_k^{(t)}\) starts with a low value \(\beta_k^{(0)} = 1\) and is multiplied by 2 at each iteration. The method stops when it reaches \(\beta_k^{(t)} = 10^3\) which implies that only 10 iterations are required, with 2 FFTs per iteration. In comparison, conjugate gradient methods usually require 5 iterations with 2 FFTs per iteration in ideal conditions [2], but are unstable in presence of noise. Finally, even though unrealistic circular boundary conditions are assumed in Equation (9), we observed that the regularization terms in conjunction with an edge-tapering procedure [27] are sufficient to avoid boundary artifacts.

**Coarse-to-fine kernel estimation.** Alternating between kernel estimation and sharp image prediction allows to successfully retrieve small kernels. A coarse-to-fine scheme is generally employed to efficiently recover large kernels [2]. Our implementation is based on [26] which upscales the predicted sharp image by a factor two using bicubic interpolation. However, instead of 5 iterations per scale as performed in [26], our method requires only 2 iterations by warm-starting the second one using the previous estimation of \(u\). This allows to reduce the number of inner iterations required for the sharp prediction step by setting \(\kappa = 5\) and \(\beta_k^{(0)} = 0.05\) in [5] and [4]. These modifications constitute a significant speed-up with no loss of performance, as we show in the experimental section.

**2.3. Non-blind deconvolution**

Non-blind deconvolution algorithms in noiseless settings reach in general high quality results. The main difficulties come from errors in the estimated kernel or when a frequency component gets cancel by the blurring kernel. Priors such as total variation [29] (TV) are efficient at reducing ringing artifacts arising from these errors and fast solvers exist [30]. However, in presence of noise, the weight associated with the regularization has to be increased, and in the case of total variation artifacts such as staircasing start to appear, hence the need for more natural image priors.

Given recent progress in the denoising field [20][31][32][33], we argue that preprocessing the image with a denoising before non-blind deconvolution is now a viable, and very efficient, solution against the noise. While a direct inversion of blur on a denoised image can still produce ringing artifacts, using a TV prior with a low regularization is sufficient to remove ringing while keeping a staircasing free image, giving it a more natural aspect than a high TV regularization without denoising as preprocessing. A similar approach was studied in Badri et al. [44]. We have found that the quality gain obtained from this procedure was quite independent of the denoiser and selected the implementation from [33] of the FFDNet [33] CNN denoiser.

**3. EXPERIMENTS**

In what follows we present several deblurring results on synthetic and real images. We compare our results against Zhong et al. [9] which is robust to noise, Pan et al. [4] which uses the \(\ell_0\) gradient prior and more recent blind methods [10][8]. We first assess the performance of our kernel estimation method under challenging noise levels, then show qualitative results from our non-blind deconvolution procedure before evaluating blind results. Finally, we compare blind deblurring results on a real-world image. We first assess the performance of our kernel estimation method under challenging noise levels, then show qualitative results from our non-blind deconvolution procedure before evaluating blind results. Finally, we compare on a real-world image.

**Noise-robust kernel estimation.** In order to assess the performance of our kernel estimation, we extend the dataset of Levin et al. [35] by adding three levels of Gaussian noise to the blurry images: 0%, 5% and 10%. As a measure of quality of the estimated kernels, we compute the root mean square error (RMSE) minimized by translating the kernel by integer shifts. Table 1 shows the results for Pan et al. [4], Zhong et al. [9] and our kernel estimation on this dataset. As expected, in the noiseless case all kernels are well estimated. However as the noise increases, the results of Pan et al. degrade quickly while Zhong’s and ours show robustness.
Times are also reported in Table 2 for single thread CPU execution. We now validate the complete blind deblurring method and compare against competitive methods on three levels of noise. Table 1 shows PSNR computed over five images from [37]. Running times are also reported in Table 2 for single thread CPU execution on an Intel Xeon E5-2650. For this experiment, we set $\lambda_{min} = 0.5\sigma$ and $\gamma = 200\sigma$, and kept $\alpha = 0.5$ for all noise levels. A visual comparison of the results for $\sigma = 10\%$ is shown on Figure 1.

Blind deblurring comparison. The previous experiments indicated good performance for the kernel estimation and non-blind deconvolution. We now validate the complete blind deblurring method and compare against competitive methods on three levels of noise. Table 1 shows PSNR computed over five images from [37]. Running times are also reported in Table 2 for single thread CPU execution on an Intel Xeon E5-2650. For this experiment, we set $\lambda_{min} = 0.5\sigma$ and $\gamma = 200\sigma$, and kept $\alpha = 0.5$ for all noise levels. A visual comparison of the results for $\sigma = 10\%$ is shown on Figure 1. In such challenging situations, most methods fail to estimate the kernel and the deconvolution introduces ringing or regularization artifacts that are much less present in our result. More visual results and source code are available online at the project webpage.

Real world images. Figure 5 shows the results on a real-world image from Zhong et al. [9]. We estimated the noise standard deviation to be approximately $1.5\%$ and applied our blind deblurring method. Even though the deblurring results are close, the method of Zhong et al. took 250s for kernel estimation and 370s for non-blind deconvolution (MATLAB implementation) while our method took 10s to estimate the kernel, 6s to denoise and 10s to deconvolve the image of size $964 \times 1201$ (C++ implementation).

4. CONCLUSION

We showed that even though kernel estimation is often understood as being very unstable in the presence of noise, it is possible to have robust estimations. First, we showed that the $l_0$ gradient prior could be actually very robust to noise if the regularization weight is set sufficiently high, leading to a noiseless sharp image prediction. Then, the kernel estimation step should also take the noise into account, and we proposed a splitting strategy to exploit spatial and non-negativity constraints as well as two regularizations terms on the kernel. Finally, for the final non-blind deconvolution, a simple and efficient way to handle high noise is simply to denoise the blurry image before using deconvolution. Qualitative and quantitative results highlighted the strength of our method when compared to other noise handling methods.

As future work, we would like to improve the non-blind deconvolution part by using a network trained on blurry images as well as use other restoration methods to remove JPEG compression artifacts for example.

---

1 PSNR is computed after registering the images with the ground-truth and cropping to avoid boundary effects.

2 https://goo.gl/p5Rndy
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