Anomaly Detection for Water Supply Data using Machine Learning Technique
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Abstract. The advent of the era of big data brings new challenges and opportunities to water data processing. Abnormal detection or authenticity verification of water supply data becomes an urgent problem in natural resource data processing. This article addresses the issue of anomaly detection for a set of measured water supply data that provided by the Ministry of Water Resources of China. The machine learning technique, namely, One-Class support vector machine, is used for anomaly detection, and a detailed analysis of the features of anomalies is also provided. Experiments on three situations, namely, one dimensional situation, three dimensional situation and seven dimensional situation are carried out to analyse the features of anomalies. The experiment results revealed that the cases with entries of large values more than 10 times of median, zero entries together with some large values and ascending or descending sequences tend to have high abnormality scores.

1. Introduction

Water resources are one of the most essential natural and strategic resources that support the development of social economic systems. With the significant increase of social and economic water supply requirement, monitoring the behavior of these users is becoming more and more important. Although a lot of techniques and algorithms had been developed to record the water supply data, methods for judging the authenticity of the data or the quantity of water these users consumed is still unsatisfying. With the development of information technology and the gradual improvement of water management facilities, water data processing, especially anomaly detection of water supply data, has attracted attentions of many scholars [1] [2].

Due to the different measurement and recording methods of different water treatment departments, water supply data may have the problems of inconsistent specifications or sometimes missing values, making some part of the data becomes particularly abnormal. For better management of water supply data, it is necessary to take actions on authenticity checking. The authenticity of water data refers to the process of judging whether the observations are recorded correctly or not. Usually the part of observations deviates very much from other observations and thus called anomalies [3], which makes it difficult for us to obtain valid information correctly from water supply data.

To overcome this problem, researchers have proposed many different methods. In [4], the clustering algorithm named ADWICE of n-dimensional data space is used for real-time anomaly detection in water management system. When the quality indicator changes indicate abnormal conditions, an alarm is generated. Moreover, [5] introduces an urban water network anomaly flow detection method based on functional data analysis (FDA) and the results are very promising, and [6] models the normal system behavior as a hierarchical structure of hidden semi-Markov models and proposes a method based on SCADA for water supply system anomaly detection. Furthermore, a
software tool is introduced in [7] to detect relatively frequent events such as pipe burst and water discoloration in water distribution systems.

The problem of anomaly detection also lies in many other applications, such as urban traffic system anomaly detection [8], cloud computing and fog computing [9][10], network intrusion and wireless sensor network [11][12]. In anomaly detection, one class of classification (OCC) problem is usually accompanied by the case where the negative class usually does not exist or is not correctly sampled [13]. OCC problem is very common in real world applications than multi-classification and many researches has already developed several successful algorithms in various fields in science and engineering, such as text classification [14][15]. Among these, the machine learning method, One-Class support vector machine (OC-SVM), is proved to be very efficient in anomaly detection for high dimensional sample dataset [16]. OC-SVM tries to find the optimal boundary by training the dataset to distinguish normal and abnormal values. There are many researches on this method and its variations, which had been proved to be useful in many applications [17][18]. In this paper, based on water data analysis, we apply OC-SVM for authenticity checking and analyze the characteristics of anomalies in water supply data.

The structure of the remainder of this paper is organized as follows. Section II describes the principle of anomaly detection of OC-SVM and its implementation. Section III gives a briefly introduction to the water supply dataset and the data preprocessing techniques, where the training process is also discussed in details. The experimental results of different cases for abnormal detection is shown in Section IV, together with a detailed analysis of the top abnormal data. Finally, a conclusion is drawn in Section V.

2. Anomaly detection with OC-SVM

In probability, data have their own hidden distribution pattern, which can be characterized by a probabilistic model. Representation of probabilistic model in p-dimensional space learned from raw input data is a tightly constraint boundary shape. Through this boundary shape, different samples can be clearly classified. It is well known that support vector machine (SVM) finds an optimal hyper-plane to deal with multi-class classification problem. In OC-SVM, an optimal hyper-sphere is required to discriminate one class from other probable classes. As shown in [19], the strategy of OC-SVM is to map the data into a feature space using a kernel function, then find an optimal hyper-sphere as small as possible while including most of data. This can be considered as an optimization problem and the objective function is expressed as follows:

\[
\min_{R \in \mathbb{R}, \xi \in \mathbb{R}^\ell, \epsilon \in \mathbb{F}} \frac{R^2}{\nu} + \frac{1}{\nu} \ell \sum \xi_i s.t. \quad \|\Phi(x_i) - \epsilon\|^2 \leq R^2 + \xi_i, \quad \xi_i \geq 0, \quad i = 1, 2, \ldots, \ell.
\]

(1)

where \( R \) is the radius of the ball, \( \nu \in (0, 1) \) determines the upper limit of the anomalies and the lower bound of support vector samples, which controls the radius of the hyper-sphere. When \( \nu \) is sufficiently small, the size of the “ball” should be cut down. \( \chi = [x_1, x_2, \ldots, x_\ell] \) is the training dataset. \( \Phi \) is the feature map from input dataset to feature space \( F \), and \( \epsilon \) is the center of the “ball”. \( \xi_i \) is a nonzero slack variable penalization. After the using Lagrange multipliers, we can get the decision function as follows:

\[
f(x) = R^2 - \sum_{i,j} \alpha_i \alpha_j k(x_i, x_j) + 2 \sum_i \alpha_i k(x_i, x) - k(x, x), \quad i, j = 1, 2, \ldots, \ell.
\]

(2)

where \( 0 \leq \alpha_i, \alpha_j \leq \frac{1}{\nu} \) is the Gaussian RBF kernel, and \( k(x_i, x_j) = e^{-\|x_i - x_j\|^2 / 2\sigma^2} \). This kernel function measures the similarity score between one sample and the others in the dataset. Data with higher score are more likely to be the target, or the normal data in this model.

OC-SVM is an unsupervised anomaly detection method and usually used in the case where the number of positive samples are much larger than that of the negative samples. In our experiment, we proposed to calculate the score to measure the similarity of each case to full dataset and use this score to analyze the top abnormal cases.
3. Dataset and preprocessing
The dataset was collected from 204 different sources and each source contains water quantity data of 738 days. There are totally 150,546 entries of daily water quantity data for the dataset. The distributions of water quantity values for the 204 water sources are significantly different from one and the others. For example, the water source “4408400001001” showed the least water quantity with a mean of 51.48835 and a standard deviation of 91.02929, whereas the water source “4403030001001” showed the highest water quantity with a mean of 4679111.52846 and a standard deviation of 1664651.68455. To this reason, an extremely large value for one water source (abnormal) might be quite normal for another. Therefore, a normalization step is required for the analysis. Here the data is normalized based on the median value of each water source. Let \( \mu_i \) be the median water quantity value of the \( i \)-th water source. For any given water quantity value \( x \) from the source, \( x \) is normalized into \( y = \frac{x}{\mu_i} (i = 1, 2, ..., 204) \). Based on this normalization, a water quantity value that is equal to the median of the source will be transformed to 1, a water quantity value that is zero will be still 0, and a water quantity value that is \( N \) times larger than the median will be transformed to a value of \( 0 \). It is notified by the domain experts that an entry of water quantity might be abnormal if it is zero or larger than five times of the median, however, the validity of this logic is required to check.

![Figure 1. Distribution of normalized water quantity values sorted based on the normality scores.](image1)

![Figure 2. Distribution of normalized water quantity values sorted based on the normality scores.](image2)

4. Experimental results
For the water supply dataset, experiments are conducted by using the normalized water quantity values as the features (one dimensional situation), the set of continuous three days water quantity values as the features (three dimensional situation), and the set of continuous seven days (a week) water quantity values as the features (seven dimensional situation).

To facilitate the following discussion, we define a case as an element of the \( N \) dimensional feature set, therefore, a case contains \( N \) values, each of which is called an entry. All cases are used in both the training dataset and the evaluation dataset. In the evaluation procedure, for each case, a score that measures the similarity of the case to the class (the full dataset) is calculated. The inverse of this score measures the abnormal levels, which is termed as the abnormality score. We sort the dataset based on the abnormality scores, and then analyze the top abnormal cases in this article.
4.1. One dimensional situation

Let the discussion starts from the one dimensional situation. For the top nine most abnormal cases, the normalized water quantity values are all over 200, meaning that they are all extremely large values that are more than 200 times of the medians. There are 109 entries over 100 in the dataset and they are all listed within the top 200 abnormal cases. The top 742 cases are those with the entries over 10. It is also interesting to note that the number of entries over 10 is exactly 742 in the dataset. Table 1 shows the normalized water quantity distribution over the top 200 abnormal cases. It can be seen that all the 109 entries over 100 are within the top 200 abnormal cases. The 21 entries between 50 and 100 are all listed within the top 100 abnormal entries.

Figure 1 and figure 2 illustrate the distribution of the normalized water quantity values ordered by the abnormality scores. The left end refers to the cases with the highest abnormality scores, while the right end refers to the cases with the lowest abnormality scores. The vertical coordinate illustrates the normalized water quantity values. From figure 1, we can see that the extremely large values (over a hundred) concentrate on the left end. By setting the maximum vertical coordinate to 10, we get the figure 2, from which, it can be observed that the points associated with water quantity values larger than 2 are located in the left section, followed by points with zero values. Then points from around 2 gradually decrease while the points from 0 gradually increases to approximately 1. For the large section on the right part of the chart, there are points with the normalized water quantity values around 1.

Table 1. (Normalized) water quantity distribution over the top 200 abnormal entries.

|                | Top 50 | Top 51-100 | Top 101-150 | Top 151-200 |
|----------------|--------|------------|-------------|-------------|
| [100, +∞)     | 32     | 27         | 42          | 8           |
| [50, 100)     | 16     | 5          | 0           | 0           |
| [10, 50)      | 2      | 18         | 8           | 42          |

Table 2. Three dimensional cases

|                | Overall | Top 114 | Top 115-323 |
|----------------|---------|---------|-------------|
| Number of cases that contain 0 | 7574(5.03%) | 23(20.18%) | 11(5.29%)   |
| Number of cases that contain entries > 100 | 151(0.10%) | 67(58.77%) | 75(36.6%)   |

4.2. Three dimensional situation

For the three dimensional situation, the top 114 abnormal cases have the same abnormality score, while the top 323 abnormal cases contain at least one entry larger than 10 (ten times of the median). Table 2 summaries some observation of the results, showing that the most abnormal cases tend to have zero entries or entries larger than 100. For the top 114 abnormal cases, 67 out of the 114 cases contains at least an entry over 100, the subset of top 115 to top 323 abnormal cases contains 75 such cases. This has indicated that the 142 out of the 151 cases with at least an entry over 100 are within the top 323 cases. For the top 114 cases, there are 23 cases containing at least an entry of zero. The percentage of such cases in this group is 20.18%, much higher than 5.03%, which is the percentage of cases containing at least one zero in the full dataset. We have also observed that the top 10 most normal cases are all with entries between 0.95 and 1.

4.3. Seven dimensional situation

In this seven dimensional situation. There are 62 cases with all entries over 100 and they are all ranked within the top 454 cases, and totally 233 cases with at least an entry larger than 100, which are all listed in the top 1424 (0.95%) abnormal cases. The top 319 abnormal cases have the same abnormality score. Table 3 shows statistical information for these cases compared to that of the full dataset. It can be observed from table 3 that all the 319 cases contain at least some entries larger than 10 (ten times of the median). Around half of them are cases that contain at least some entries over 100. In particular, there are 78 cases with all entries over ten, and 41 of them with entries all over 100. In the full dataset,
there are around 8.57% cases containing some zero entries, whereas in the top 319 abnormal cases there are 34.48% (110) such cases.

It has been known that each case contains entries for continuously seven days water quantity values. The cases shown in table 4 are ascending sequences that mean the value increases day by day, whereas the cases shown in table 5 are descending sequences that mean the value decreases day by day. To avoid the problem of division by zero, $\mu_i$ will be set to a small positive value when it is equal to zero. In the dataset, four cases are ascending sequences, and fourteen cases are descending sequences. They all ranked within the top 5% most abnormal cases. In summary, we can get the following conclusion based on the above analysis:

- the cases with entries of large values (over 10 times of median) tend to have high abnormality scores.
- the cases with zero entries together with some large values tend to have high abnormality scores.
- the cases with ascending or descending sequences tend to have high abnormality scores.

### Table 3. Seven dimensional cases

|                         | Overall (150546 cases) | Top 319 abnormal cases |
|-------------------------|------------------------|------------------------|
| Number of cases that contain 0 entries | 12903 (8.57%) | 110 (34.48%) |
| Number of cases that contain entries > 10 | 1422 (0.94%) | 319 (100%) |
| Number of cases that contain entries > 100 | 233 (0.15%) | 150 (47.02%) |
| Number of cases with all entries > 10 | 426 (0.28%) | 78 (24.45%) |
| Number of cases with all entries > 100 | 62 (0.04%) | 41 (12.85%) |

### Table 4. Ascending sequence

| day1 | day2 | day3 | day4 | day5 | day6 | day7 | Abnormality rank |
|------|------|------|------|------|------|------|------------------|
| 0.90 | 1.01 | 1.12 | 7.94 | 12.33 | 12.48 | 12.50 | 784 (top 0.52%) |
| 0.38 | 0.46 | 0.92 | 1.05 | 1.29  | 4.08  | 11.99 | 1413 (top 0.94%) |
| 1.31 | 1.62 | 2.08 | 2.77 | 3.19  | 4.04  | 5.38  | 1870 (top 1.24%) |
| 0.76 | 0.77 | 0.82 | 0.86 | 1.60  | 4.35  | 4.37  | 3160 (top 2.1%)  |

### Table 5. Descending sequence

| day1 | day2 | day3 | day4 | day5 | day6 | day7 | Abnormality rank |
|------|------|------|------|------|------|------|------------------|
| 385.40 | 175.91 | 169.34 | 156.93 | 149.64 | 130.66 | 129.19 | 319 (top 0.21%) |
| 388.46 | 173.08 | 170.77 | 156.15 | 144.62 | 135.38 | 124.61 | 1413 (top 0.94%) |
| 27.11 | 25.72 | 25.37 | 24.18 | 23.97 | 22.36 | 21.17 | 677 (top 0.45%) |
| 12.13 | 12.10 | 11.79 | 11.67 | 11.36 | 10.38 | 0.44 | 1064 (top 0.71%) |
| 12.50 | 12.40 | 12.10 | 12.00 | 10.79 | 1.16 | 0.91 | 1127 (top 0.75%) |
| 18.70 | 1.00 | 1.04 | 0.98 | 0.92 | 0.91 | 0.90 | 2010 (top 1.34%) |
| 7.63 | 1.35 | 1.33 | 1.32 | 1.30 | 1.27 | 1.23 | 4238 (top 2.82%) |
| 7.58 | 1.33 | 1.33 | 1.29 | 1.29 | 1.24 | 1.24 | 4275 (top 2.84%) |
| 7.05 | 1.21 | 1.20 | 1.15 | 1.09 | 1.07 | 1.04 | 5071 (top 3.37%) |
| 6.53 | 1.06 | 1.06 | 1.04 | 1.00 | 0.98 | 0.96 | 5747 (top 3.82%) |
| 6.06 | 1.15 | 1.15 | 1.14 | 1.11 | 1.02 | 1.00 | 5998 (top 3.98%) |
| 4.81 | 1.25 | 1.22 | 1.20 | 1.16 | 1.14 | 1.14 | 6694 (top 4.45%) |
| 4.64 | 1.22 | 1.19 | 1.16 | 1.12 | 1.10 | 1.10 | 6984 (top 4.64%) |

### 5. Experimental results

In this paper, we discussed the problem of authenticity checking of water supply data and applied the OC-SVM to solve this problem. The water supply dataset was firstly discussed and then the preprocessing step was carried out. The one-dimensional, three-dimensional and seven-dimensional situations were discussed, and the abnormal data analysis was performed respectively. Generally speaking, the cases with entries of large values, zero entries as well as ascending or descending sequences tend to have high abnormality scores, which means that they are more likely to be abnormal data.
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