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Scaling describes how a given quantity $Y$ that characterizes a system varies with its size $P$. For most complex systems it is of the form $Y \sim P^\beta$ with a nontrivial value of the exponent $\beta$, usually determined by regression methods. The presence of noise can make it difficult to conclude about the existence of a non-linear behavior with $\beta \neq 1$ and we propose here to circumvent fitting problems by investigating how two different systems of sizes $P_1$ and $P_2$ are related to each other. This leads us to define a local scaling exponent $\beta_{loc}$ that we study versus the ratio $P_2/P_1$ and provides some sort of ‘tomography scan’ of scaling across different values of the size ratio. This analysis allows us to assess the relevance of nonlinearity in the system and to identify an effective exponent that minimizes the error for predicting the value of $Y$. We illustrate this method on various real-world datasets for cities and show that our method reinforces in some cases the standard analysis, but is also able to provide new insights in inconclusive cases and to detect problems in the scaling form such as the absence of a single scaling exponent or the presence of threshold effects.
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INTRODUCTION

Scaling laws and associated scaling exponents are fundamental objects. Used in biology in order to understand how the metabolic rate varies with body size \cite{1,2}, scaling was widely used in physics to understand polymers \cite{3}, phase transitions \cite{4}, fluid dynamics and turbulence \cite{5}. Scaling became also a central tool for describing macroscopic properties of complex systems \cite{6,7,8}, for mainly two reasons: First, the existence of a scaling law points to self-similarity: the system reproduces itself as the scale change. Second, these exponents constitute also precious guides for identifying critical factors and mechanisms in complex systems. In particular, when they cannot be deduced from simple dimensional considerations, they point to relevant scales and ingredients.

Given the simplicity of scaling measures, it is tempting to use this approach in order to get a first grasp about the behavior of complex systems that in general comprise a large number of constituents that interact with each other over various spatial and temporal scales. This is particularly true for urban systems for which we have now an abundance of data but are still lacking quantitative models for many aspects \cite{9,10,11}. For cities, the scaling problem is to understand how extensive quantities vary with the size of the city, usually measured by its population \cite{7,8}. Although our theoretical discussion is very general and could in principle be applied to any system we will use here the language of cities and apply our method to urban data. We thus consider a macroscopic quantity $Y$ that describes a given aspect of cities which can be socio-economical, about infrastructures, etc. and ask how it varies with the population $P$ of the city (according to a given definition of the city, see \cite{36} and below for a discussion about this point). Empirical results for various quantities in cities were compiled for the first time in \cite{8} and provided evidence that many quantities follow the scaling relation

$$Y = a P^\beta$$

where $a$ is a prefactor and where the exponent $\beta$ is in general positive. This relation implies that the quantity per capita behaves as $Y/P \sim P^{\beta-1}$ and in the linear case ($\beta = 1$) the quantity per capita is independent from the size of the city. This is contrast with all the other cases ($\beta \neq 1$) where $Y/P$ depends on $P$ which means that there is a (nonlinear) effect of interactions in the city. It is therefore crucial to distinguish the case $\beta = 1$ from $\beta \neq 1$ as it will determine how we model and understand the city. In the seminal paper \cite{8}, it was shown that we have three different classes of quantities according to the value of $\beta$ and that correspond to different processes. As we just noted $\beta = 1$ is the linear case for which the size of city has no impact - think of human related quantities for example - while for $\beta < 1$ we mostly have infrastructure quantities denoting an economy of scale and for $\beta > 1$ a positive effect of interactions (as expected for creative processes, social interaction dependent quantities such as innovations, or unfortunately negative aspects such as crimes or epidemic spreading). This study triggered a very large number of subseuqents works that are difficult to cite all here, but we can mention scaling for roads properties \cite{12}, for green space areas \cite{13}, for urban supply networks \cite{14}, for $CO_2$ emissions in cities \cite{15,17}, for interaction activity \cite{18}, wealth, innovation and crimes \cite{19,21,25}, etc. These different results motivated the search for a theoretical understanding and modelling that can explain these values \cite{26,29,31,32,38}. 
PROBLEMS WITH FITTING

The usual (and simplest) way to determine an estimator $\beta$ of the scaling exponent $\beta$ is the ordinary least square regression, which consists essentially in plotting $Y$ versus $P$ in loglog and to find a power law fit (that is linear in loglog) such that the error (measured as the sum of squared differences) is minimum. This is the classical method used throughout many different fields and is effective if (i) there are enough decades on both axis, (ii) there is not too much noise (or more precisely if the fluctuations don’t vary too much with $P$ - see [35] for a detailed discussion about assumptions and limitations in standard regression). If we are interested in the existence of nonlinearity (which is the case for cities), we can also add the constraint (iii) that the exponent should be clearly different from one. These conditions are however unfortunately not always met. As an example we plot the GDP for each city in the US (for the year 2010) versus population and the result is shown in Fig. 1. We basi-
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FIG. 1: GDP (in millions of current dollars) in 2010 for Metropolitan Statistical Areas versus their population. We show here both the linear and the nonlinear fits. At this point it is difficult to conclude about a possible nonlinear behavior. Data from the Bureau of Economic Analysis [35].

cally have two decades of variation on both axis (which, roughly speaking, is the minimum in order to determine a power law exponent) and a reasonable amount of noise, leading to a power law fit that gives $\hat{\beta} \approx 1.13$ (with $r^2 = 0.98$). We see here that conditions (i) and (iii) are not met and we can only place a relative confidence in this value 1.13. Indeed, a linear fit, which has one parameter less compared to the nonlinear fit, is also good (Fig. 1). More generally, more involved statistical methods need then to be invoked if we can reject or not the linear assumption and this was the point of the excellent paper [35]. These authors tested the hypothesis that observations are compatible with a nonlinear behavior and their conclusion for various quantities is that the estimate of $\beta$ together with confidence intervals depend a lot on fluctuations in the data and how they are modelled. It is thus difficult to get a clear-cut answer to the fundamental question if $\beta$ is different from one or not. These fitting problems were also discussed in [34] on GDP and income in the US where it was argued that other scaling forms could be used and that non-trivial scaling exponent values could be an artifact of using extensive quantities instead of intensive ones (per-capita rates).

These problems were reinforced by other studies [36, 37] that showed the importance of the definition of cities: these authors developed a framework for defining cities using commuters number and population density thresholds and could show on a UK dataset that many urban indicators scale linearly with population size, independently from the definition of urban boundaries. For quantities that display a nonlinear behavior, the scaling exponent value fluctuates considerably, and more importantly can be either larger or less than one according to the definition used (a problem also observed on the case of $CO_2$ emissions by transport [38]). In addition to these empirical problems, we also mention a study on congestion induced delays in cities which seem to scale with an exponent that varies in time, posing in fine the problem of mixing different cities at different stages of their evolution [39].

From an Ockham’s razor perspective [40] choosing between a linear behavior independent from urban boundaries or a nonlinear scaling exponent whose value fluctuates considerably, leads to the conclusion that many socio-economical indicators are described by a linear behavior with $\beta = 1$. This is however not a scientific proof and as our capacity for understanding cities relies crucially on this exponent value, the question is still somehow open and begs for a more satisfying answer. As most statistical frameworks and approaches lead to conclusions that depend critically on assumptions, especially in ‘gray cases’ (with large noise, few decades for fitting, exponent value close to one, etc.) it would be useful to get other evidences of nonlinearities and to somehow circumvent the fitting problem. A value of $\beta$ different from one is not only a matter of numerical value, but essentially points to nonlinear effects that are in general relevant at a large scale. In particular, nonlinearities could probably be seen in the dynamics of these systems and this search could constitute an interesting direction for future (urban) studies. Here, we will focus on the much more pragmatic question that lies at the core of the idea of (urban) scaling: knowing some quantity $Y_1$ for a city of size $P_1$ what can we say about the corresponding quantity $Y_2$ for a city of size $P_2$? In other words, if we accept the idea of scaling, what is the exponent $\beta$ that we should use in order to compute $Y_2$ according to $Y_2 = Y_1 (P_2/P_1)^\beta$? This simple question is at the core of the analysis presented here. In the next section we present in more details the tools and the method developed here and in the
following sections we apply them to different quantities from various datasets.

SCALING: SIMPLE TOOLS FOR A THOROUGH EXAMINATION

Local exponent across sizes

We will focus on the ‘practical’ aspect of scaling: instead of fitting the data with all the problems discussed above, we consider two cities 1 and 2 with populations \( P_1 \) and \( P_2 \). Assuming the scaling form Eq. [2] to be correct (with the standard assumption of a constant prefactor, see for example [41] for a generalization of the scaling form), knowing \( P_1, P_2, \) and \( Y_1 \), we obtain \( Y_2 \) as

\[
Y_2 = Y_1 \left( \frac{P_2}{P_1} \right)^\beta \tag{2}
\]

The scaling assumption and the value of \( \beta \) thus allow us to predict what will happen to a scaled-up version of a given city. Conversely, we could also ask what would be the ‘local’ exponent that allows us to predict correctly \( Y_2 \). Obviously we have from Eq. [2]

\[
\beta_{\text{loc}} = \frac{\log(Y_2/Y_1)}{\log(P_2/P_1)} \tag{3}
\]

which has the simple geometric interpretation of being the slope of the straight line joining the points \((P_1, Y_1)\) and \((P_2, Y_2)\) in the loglog representation. If there is no noise and all data points are aligned, we obtain only one value for \( \beta_{\text{loc}} \) for all pairs of cities and which also corresponds to the value \( \hat{\beta} \) obtained by the direct fit. In the general case, studying this value \( \beta_{\text{loc}} \) tells us how different cities are related to each other giving a representation of scaling across different values of the size ratio, akin to some sort of ‘tomography’ scan of scaling.

When two cities have populations close to each other \((P_2 = P_1(1 + \varepsilon))\), with \( \varepsilon \ll 1 \) for example) and if we assume that \( Y_2 = Y_1(P_2/P_1)^\beta (1 + \eta) \) where \( \eta \ll 1 \) is due to noise, we obtain

\[
\beta_{\text{loc}} \simeq \beta + \frac{\eta}{\varepsilon} \tag{4}
\]

We see here that for small \( \varepsilon \) we can observe arbitrary large values of \( \beta_{\text{loc}} \) for non-zero fluctuations \( \eta \). For similar cities, noise is therefore relevant and their comparison cannot help us much in determining the scaling exponent. In general for \( P_2/P_1 > 1 \) we have

\[
\beta_{\text{loc}} = \beta + \frac{\log(1 + \eta)}{\log(P_2/P_1)} \tag{5}
\]

and this expression shows that when the noise if small \( \eta \ll 1 \) the effective exponent is equal to the theoretical one and to its estimate via fitting: \( \beta_{\text{loc}} \simeq \hat{\beta} \simeq \beta \). This expression also shows that a plot of \( \beta_{\text{loc}} \) versus \( \log P_2/P_1 \) for all pairs of cities should display a hyperbolic envelope and that \( \beta_{\text{loc}} \to \beta \) for large size ratio values. In the following we will denote the population ratio by \( r = P_2/P_1 \) where we consider that \( P_2 \) is the largest population so that we always have \( r \geq 1 \). Plotting \( \beta_{\text{loc}} \) versus \( r \) is what we will call in this paper the ‘tomography plot’ as it allows to explore scaling for various cross-sections of the size ratio. For the sake of clarity we will show in some cases this plot linear in \( r \) but for others on a logarithmic scale (in particular when the range of variation of \( r \) is very large).

We end this part by noting some similarities with multiscaling. Indeed we can rewrite the relation Eq. [3] as

\[
Y_2 = Y_1 r^{\beta_{\text{loc}}(r)} \tag{6}
\]

and multiscaling is here encoded in the function \( \beta_{\text{loc}}(r) \). It is however unclear at this stage if we can connect (and how) the behavior of this function to the existence of multiple scales as it is the case in growth kinetics [42] and this could constitute an interesting question for future research.

Identifying a benchmark city and defining an effective exponent

This local exponent allows us to define and identify a ‘benchmark city’ that can serves as a reference value for computing quantities for other cities. More precisely, for a city \( i \) we first compute the corresponding local exponent for all other cities \( j \) versus the ratio \( r_{ij} = P_j/P_i \) as

\[
\beta_{\text{loc}}(i, j) = \frac{\log(Y_j/Y_i)}{\log r_{ij}} \tag{7}
\]

We then compute the average and the variance of the local exponent when varying \( j \)

\[
\langle \beta_{\text{loc}}(i) \rangle = \frac{1}{N-1} \sum_j \beta_{\text{loc}}(i, j) \tag{8}
\]

\[
\sigma^2(i) = \langle \beta_{\text{loc}}^2(i) \rangle - \langle \beta_{\text{loc}}(i) \rangle^2 \tag{9}
\]

where the brackets denote here \( \langle O \rangle = \sum_j O(j)/(N-1) \) \((N \text{ is the number of cities})\). We then define the benchmark city such that the variance \( \sigma^2(i) \) is the smallest possible and we denote it by \( i_{\text{min}} \). For this city, the fluctuations of the local exponent are the smallest possible around its average \( \beta_{\text{eff}} \equiv \langle \beta_{\text{loc}}(i_{\text{min}}) \rangle \). This city can then serves as a benchmark in the sense that we can then use it for computing ‘reliably’ properties of other cities through
the formula

\[ Y(j) = Y(i_{\text{min}}) \left( \frac{P_j}{P_{i_{\text{min}}}} \right)^{\beta_{\text{eff}}} \]  

(10)

and justifies the denomination ‘effective exponent’ as it can be used for practical predictions.

We note here that this discussion is different from the one about SAMIs (Scale-Adjusted Metropolitan Indicators) defined in [19, 22] as being the variation of a given city with respect to the fit given by \( \beta \)

\[ \xi_i = \log \frac{Y_i}{Y_0 P_i^\beta} \]  

(11)

We will however consider a similar quantity. Knowing \( \beta_{\text{eff}} \), we can compute the fraction \( f(\varepsilon_1, \varepsilon_2) \) of cities for which \( \varepsilon_1 < \frac{Y_{\text{predicted}}}{Y_{\text{data}}} < \varepsilon_2 \) where \( Y_{\text{data}} \) is the actual value for a given city of population \( P \) and \( Y_{\text{predicted}} = Y(i_{\text{min}})(P/P_{i_{\text{min}}})^{\beta_{\text{eff}}} \). We will choose the values \( \varepsilon_1 = 1/2 = 1/\varepsilon_2 \) and denote \( f(1/2) \equiv f(\xi_1 = 1/2, \varepsilon_2 = 2) \). This quantity \( f(1/2) \) will thus give us a precise estimate about the number of cities for which we can use \( \beta_{\text{eff}} \) in order to get a good prediction.

The analysis in terms of \( f(1/2) \) provides a way to quantify the relevance of the scaling law, which is different from usual statistical methods and is closer to other approaches where prediction errors or scores are used. We also note that we will focus here on \( f(1/2) \) but the analysis of the whole function \( f(\varepsilon_1, \varepsilon_2) \) could possibly lead to interesting insights. Finally, we remark that it might be possible to construct a more general framework that includes these different definitions and objects, exhibiting possible relations between these tools and we leave this question for future research.

**APPLICATIONS TO REAL-WORLD DATASETS**

We will now apply these tools to the different datasets discussed in [33]. These datasets concern different areas of the world (Europe, USA, OECD, Brazil) and various socio-economical quantities (see table 1) and were analyzed with standard statistical methods. They represent therefore an interesting benchmark dataset for testing other methods. We will first discuss clear cases for which there is no or little ambiguity about the scaling behavior and how it is confirmed with the tools proposed here. We will then focus on less clear cases for which we find results not completely consistent with the classical analysis and also on the datasets where the statistical analysis in [33] was ‘inconclusive’, meaning that the result was depending on the assumption taken for the disorder. Our main goal here will be to show how our tools can shed a new light on these problematic/inconclusive cases.

**Simple cases**

**Income and patents in the UK**

We first consider the case of the total weekly income in the UK considered in [33]. In this case the behavior seems to be linear and the fit gives \( \beta = 1.01 \) \((r^2 = 0.99)\). We note here that this result is consistent with those found in [36] for various definitions of cities. The fit is shown in Fig. 2.

![Fig. 2: Total weekly income for cities in the UK (see [33] and [36] for a description of the data) versus population. The power law fit gives \( \beta = 1.01 \) and \( r^2 = 0.99 \).](image)

We compute the local exponent \( \beta_{\text{loc}} \) versus \( P_2/P_1 \) in this case and obtain the result shown in Fig. 3. We also show the average of \( \beta_{\text{loc}} \) in each \( r \)-bin and the corresponding error bar computed as the standard dispersion, and the values corresponding to the linear case \((\beta = 1)\) and to the power law fit \((\beta = 1.01)\). We observe on this plot large fluctuations for small \( r = P_2/P_1 \) as expected: in this regime the local exponent is governed by fluctuations among cities of similar population sizes. For larger \( r \) we observe a quick convergence to 1, and for most pairs of cities with \( r \gtrsim 100 \) we observe \( \beta_{\text{loc}} = 1.0 \pm 0.1 \). We also note that for very large ratio \( r \gtrsim 10^3 \), the local exponent is slightly smaller than one (Fig. 3b).

In order to complete this picture we now identify the ‘benchmark’ city, defined above as the city which allows the most reliable prediction (ie. with the smallest fluctuations), and obtained as the minimization of the variance given by Eq. 9. To this benchmark city corresponds an ‘effective exponent’ as it is the one that can be used for reliable predictions. We show on Fig. 4 the dispersion \( \sigma \) versus \( \beta \) and we find that it is the smallest city of the dataset that is the benchmark. The corresponding effective exponent is \( \beta_{\text{eff}} = 0.97 \pm 0.03 \). For this value of \( \beta_{\text{eff}} \), we compute the fraction \( f(1/2) \) of cities with a ‘correct’ prediction and show the results in
FIG. 3: (a) ‘Tomography plot’ for the total weekly income in UK cities: local exponent $\beta_{\text{loc}}$ for the income in the UK versus the size ratio $r = P_2/P_1$. (b) Same as in (a) but zoomed on the large $P_2/P_1$ region. The error bars here and in the following correspond to 1 standard deviation computed for each $r$ bin.

Fig. 4b where $f(1/2) = 100\%$ of the cities have a ratio $Y_{\text{predicted}}/Y_{\text{data}} \in [0.5,2.0]$.

We thus see on this example a convergence of evidences: the naive fit gives $\hat{\beta} \approx 1$, the quantity $\beta_{\text{loc}}$ converges quickly towards 1 and most pairs of cities are related to each other via a linear relation. Finally, the most reliable way to compute the income for a city $i$ is to use an effective exponent 0.97 demonstrating a slight sub-linearity (which comes from pairs of nodes with a large population ratio as can be seen in Fig. 3b).

We observe the same sort of behavior for patents in the UK (plots not shown): the fit gives $\hat{\beta} = 1.06$ ($r^2 = 0.88$), an effective exponent $\beta_{\text{eff}} = 0.96$ and a fraction $f(1/2) = 62\%$ consistent with a linear behavior. We note that this linear result for the patents in the UK is in contrast with the result obtained for the US in [35] and more recently in [19] with a nonlinear behavior characterized by $\beta = 1.28$ while in [26] the results for patents in UK cities seem to strongly depend on the definition of cities. We will discuss in more detail this case of US patents below in the ‘Problematic cases’ section.

Clear nonlinear behavior: the USA case

We now consider here the two datasets for the USA that were studied in [35]. The first one is about the GDP of cities and the second one about the number of miles of roads (in each city). The nonlinear fits for these two quantities are shown in Fig. 5. In the first case the GDP displays a clear superlinear behavior with $\hat{\beta} = 1.11$, while for infrastructure the expected sublinear behavior is observed with $\hat{\beta} = 0.85$. We now inspect in more detail these cases with the help of the local exponent $\beta_{\text{loc}}$ (see Fig. 6). We observe on these plots that the ‘naive’ nonlinear fitting is confirmed: for most pairs of cities, the local exponent is different from one and is equal to $\hat{\beta}$ (within error bars). If we now compute the effective exponents we obtain for the GDP $\beta_{\text{eff}} = 1.13 \pm 0.07$ and for the number
FIG. 5: (a) GDP (in millions of current US dollars) for cities in the USA for the year 2013 [35]. The red line is a power law fit with $\beta = 1.11$ and $r^2 = 0.98$. (b) Number of miles for US cities (year 2013) versus population. The power law fit gives $\beta = 0.85$ ($r^2 = 0.91$).

of miles $\beta_{\text{eff}} = 0.80 \pm 0.1$. We note that in both cases the benchmark city is New York city, the largest urban area in the US. We see here that all evidences are pointing to the same conclusion of a nonlinear behavior. Even if $\beta = 1.11$ is only slightly different from 1 the tomography plot (Fig. 6a) clearly shows the reality of this nonlinear exponent and is confirmed by the value of the effective exponent $\beta_{\text{eff}} = 1.13$. Using these effective exponents for the GDP and the number of miles, the fraction $f(1/2)$ is 98% and 91% for the GDP and the miles, respectively. In other words, using NYC as the benchmark city and the effective exponents, we get excellent predictions for all the other cities.

Finally, in order to address the problem discussed in [34], we could redo the analysis in the US case for the GDP per capita. In this case the nonlinear fit is indeed less good with an exponent 0.11 ($r^2 = 0.42$) but which corresponds well to the value $\beta = 1$. By definition, the tomography plot constructed for this quantity is robust against the per-capita change and would be just the result of Fig. 4 with a $-1$ shift on the $y$-axis. We would then obtain for most values of $r$ a local exponent equal on average to 0.11, which converges quickly towards this value when $r$ increases and is strictly positive (within error bars). In addition the effective exponent is in this case equal to $\beta_{\text{eff}} = 0.13 \pm 0.07$ and leads to an impressive value of the fraction of cities $f(1/2) = 98\%$ whose value is correctly predicted. All these elements suggest that there is indeed a nonlinear behavior for the GDP in US cities, even if we work on the GDP per capita that should exclude effects due to the extensivity of this quantity as claimed in [34].

Nonlinear behavior with large fluctuations: museum and libraries in Europe

We now consider here two other datasets that were also studied in [35]: the attendance of museums (in the year 2011), and the number of public libraries in each city (also for the year 2011). The authors found that there is a superlinear behavior for the museum case, and
a sublinear one for the number of libraries. Both these results are sensible: we expect that the number of libraries scale sublinearly with population as it would be the case for many other facilities [10]. Also, it is not difficult to accept that the attendance of museums can largely benefit from positive interaction effects in cities, leading to a superlinear behavior. These quantities versus populations are shown in the Fig. 7. In both cases, we observe that there are large fluctuations and not much more than one decade over which the fit is made. For libraries the power law fit gives $\hat{\beta} = 0.80$ ($r^2 = 0.59$) and for museum usage $\hat{\beta} = 1.42$ ($r^2 = 0.69$).

![Figure 7](image1.jpg)

**FIG. 7:** (a) Number of libraries in European cities (2011). The red line is a power law fit with $\hat{\beta} = 0.80$ ($r^2 = 0.59$). (b) Yearly attendance of museums in European cities (2011). The red line is a power law fit with $\hat{\beta} = 1.42$ ($r^2 = 0.69$).

For museum usage, we find that $\hat{\beta} = 1.42$ ($r^2 = 0.69$), a superlinear behavior confirmed by $\beta_{\text{eff}} = 1.64 \pm 0.47$, but with $f(1/2) = 45\%$ signalling the presence of very large fluctuations. We thus see on these two examples how our analysis can bring further insights about the quality of the fit.

![Figure 8](image2.jpg)

**FIG. 8:** Tomography plots for (a) the number of libraries in European cities (2011), and (b) the yearly attendance of museums in European cities (2011).

### Problematic cases

We consider here datasets for which the analysis in [35] didn’t apparently pose too many problems but for which our tools revealed some difficulties. These datasets are the UK railroads, AIDS cases in Brazil, and the number of patents in cities belonging to OECD countries.
UK Railroads and AIDS cases in Brazil: existence of a threshold

The authors of [35] studied the number of train stations in UK cities and found a linear behavior $\hat{\beta} = 1.0$. However, if we plot this number versus the population we obtain the result shown in Fig. 9a. We first observe that there is a lot of noise and the quality of any fit will likely be very poor. Also, we note that there is a large number of cities with one station exactly which potentially will impact any fitting method. Given all these problems, the linear fit is correct, in agreement with the result of the analysis of [35]. However the plot of the local exponent versus $r$ shown in Fig. 9b signals the existence of important problems. Indeed this plot seems to indicate a sublinear behavior, far from the linear prediction, but also with very large fluctuations (the different hyperbolas appears because of cities with the same number of stations such as 1, or 2 stations. etc.). This inconsistency suggests the existence of a problem in this dataset.

The presence of large fluctuations could be a reason for the discrepancy observed between the linear behavior and $\beta_{loc}(r)$, but it could also signal another scaling form. In particular, the data is not inconsistent with a fit of the form $a + bP$ where $a < 0$ (see Fig. 9a) implying a threshold effect: for $P < P_c \approx 30,084$ we have no stations while for $P \gg P_c$ we observe a linear behavior. We can compute the effective exponent and find $\beta_{eff} = 0.12 \pm 0.17$ with $f(1/2) = 85\%$, but given the large level of noise and the high likelihood of another scaling form, we don’t assign a high confidence in this result.

The situation for the number of AIDS cases in Brazil (for the year 2010) is similar to the previous case. The plot of this number versus population is shown in Fig. 10a. The power law fit gives an exponent $\hat{\beta} = 0.74$ consistent with the sublinear conclusion of [35], but given the large fluctuations a fit of the form $a + bP$ is also consistent with the data. This last fit predicts a threshold effect with $P_c = 10,090$ and a linear behavior for $P \gg P_c$,
similarly to the previous case of UK rail stations. The tomography plot (Fig. 10b) shows that the scaling behavior is not clear with a whole range around \( r \sim 10^3 \) for which the local exponent is close to 1 but for other values of \( r \) a sublinear exponent. The effective exponent is \( \beta_{\text{eff}} = 1.03 \) with a fraction \( f(1/2) = 67\% \). It thus seems here that the sublinear conclusion of [35] could actually be challenged by a threshold function and/or a linear behavior.

**OECD Patents: not a simple scaling function ?**

In the case of patents in OECD cities, the authors of [35] found a linear behavior. The plot of this number versus the population of cities is shown in Fig. 11a. We observe that there are large fluctuations and that both the linear and the nonlinear fit are consistent with the data (this is obviously due to the noise and the small number of available decades over which we can fit the data). The \( r^2 \) value for the linear fit is better and in agreement with the results of [35] suggesting that the data follow a linear behavior. However, if we plot the local exponent (see Fig. 11b), it seems that the superlinear behavior with \( \hat{\beta} = 1.28 \) has a possible relevance to the data. The effective exponent \( \beta_{\text{eff}} = 1.43 \) is consistent with this superlinear behavior, but the fraction of cities with correct prediction is however small and about 37\% (see Fig. 11c). At this stage, our analysis suggests that the behavior of OECD patents is neither linear nor superlinear, and probably not well represented by a simple scaling form. This might be due to the fact that we mix here different countries, with different economies, prohibiting a simple description in terms of a simple scaling function characterized by a single exponent.

*Note on scaling for patents.* The number of patents is an important indicator for the productivity and innovation in cities and its study is therefore of great importance for understand cities and what could be the critical factors for innovation [23]. We saw in previous sections that our analysis for patents in the UK shows a linear/SLightly sublinear behavior and for OECD countries that the scaling form could be more complex than a single power law form.

The case of US patents was not considered in [35] but was studied in particular in [19]. The power law fit for the 2005 US data (see [19] for a detailed description of the dataset) gives \( \hat{\beta} = 1.35 \) (\( r^2 = 0.85 \)). However, a linear fit of the form \( a + bP \) with \( a = -19.4 \) and \( b = 0.0018 \) (\( r^2 = 0.85 \)) is also consistent with data (Fig. 12a). This last fit points to the possible existence of a threshold effect with a value \( P_c \simeq 10,500 \), an effect that might have some economical explanation. The tomography plot for this case is shown in Fig. 12b and seems to confirm the superlinear behavior with a convergence of \( \beta_{\text{loc}} \) towards \( \hat{\beta} \), in agreement with results discussed in [23].

The UK, OECD countries and the US therefore display very different behavior for the scaling of the number of patents. A possible reason for these different behavior is that the level of aggregation is not the same for these
FIG. 12: (a) Number of patents versus population for US cities (year 2005) [19]. We show here both the power law fit ($\beta = 1.35$ ($r^2 = 0.85$)) and the linear fit of the form $a + bP$ ($a = -19.4$ and $b = 0.0018$, $r^2 = 0.85$). (b) Tomography plot for this quantity.

three cases: The OECD is a collection of very different countries, the US is composed of states with various level of activity, and the UK is a much smaller set of countries. A study focused on the scaling of this quantity across different countries, at various level of aggregation might reveal more information and is certainly an interesting direction for future research.

Inconclusive cases

For some of the datasets studied in [35], standard tools could not lead to a clear conclusion about whether the scaling is linear or not. There are mainly two reasons for this. The first one is that $\beta$ can be larger or smaller than one depending on the assumption used for describing the fluctuations. The second reason is that for some cases the best model for fluctuations improves only marginally the statistics compared to the linear fit. The concerned datasets of [35] are the following. For Europe the cinema capacity and usage (reason 2), and the number of theatres (for the first reason), and in Brazil the number of deaths caused by external causes (second reason). These cases therefore represent interesting playgrounds for testing other methods. We will use the tools developed in this paper and will show that our method can bring some new conclusions or a new perspective such as the existence of a threshold for example.

Cinema capacity and usage (Europe)

We start with the cinema capacity (total number of seats) in European cities. The naive fit gives a linear behavior with $\beta = 0.99$ ($r^2 = 0.71$). The tomography plot confirms this: there is a convergence of $\beta_{loc}$ to 1 (see Fig. 13a). The calculation of the effective exponent gives $\beta_{eff} = 0.98$ and for this value the fraction of cities with a prediction in $[0.5, 2.0]$ is $f(1/2) = 74\%$ here.

FIG. 13: Cinema capacity in European cities. (a) Tomography plot and (b) ratio $Y_{predicted}/Y_{data}$ versus the population. The gray area represent the fraction of cities with ratio in $[0.5, 2.0]$ and which is about 74% here.

For Europe the cinema capacity and usage (reason 2), and the number of theatres (for the first reason), and in Brazil the number of deaths caused by external causes (second reason). These cases therefore represent interesting playgrounds for testing other methods. We will use the tools developed in this paper and will show that our method can bring some new conclusions or a new perspective such as the existence of a threshold for example.
be convincing enough, we have here an objective 74% of cities whose cinema capacity is correctly predicted using an exponent equal to 0.98.

In the case of cinema usage computed as the attendance in cinemas in the year 2011, the power law fit gives the exponent $\beta = 1.46$ ($r^2 = 0.64$) indicating a strongly nonlinear behavior. The tomography plot is shown in Fig. 14a, and shows that for most pairs of cities the local exponent is larger than 1, except for very large ratios $r \gtrsim 60$. This suggests that there is a tendency towards a nonlinear behavior in agreement with the value of the effective exponent that we find $\beta_{\text{eff}} = 1.17$. For this value however, the ratio $Y_{\text{predicted}}/Y_{\text{data}}$ (shown in Fig. 14b) indicates large fluctuations with only about 50% of cities with a ratio $Y_{\text{predicted}}/Y_{\text{data}}$ in the range $[0.5, 2.0]$. The other 50% display a ratio either in $[0.1, 0.5]$ or much larger, up to $10^2$. In this respect, with such large fluctuations it is indeed a bit hard to conclude, although the superlinear behavior with $\beta_{\text{eff}} = 1.17$ accounts for half of the cities.

This dataset contains the number of theaters in European cities (for the year 2011). This case was classified as inconclusive in [35] as the exponent value for $\beta$ could be either larger or smaller than one depending on the assumptions about the fluctuations. Despite large fluctuations, we can try a power law fit and the corresponding exponent is $\beta = 0.91$ ($r^2 = 0.74$) (Fig. 15). The tomography plot (Fig. 15a) confirms indeed that this is a difficult case: for $r \lesssim 40$, the local exponent is around 1 while for larger values we observe local exponents smaller than 1 and even smaller than $\beta$. There is therefore no clear convergence towards the fitting value and this might explain why this case, despite a relatively clear sublinearity, was considered as inconclusive in [35]. This forces us to reconsider the validity of the power law fit, knowing that we have essentially one decade of variations which is far from being enough for a good fit. We note here that a fit of the form $a + bP$ (or obviously a more complex one of the form $a + bP^\beta$) with $a = -0.51$, and $b = 2.51 \times 10^{-5}$ ($r^2 = 0.68$) is also consistent with data. This last fit implies a threshold value $P_c \approx 20, 400$ above which the number of theatres is non-zero. We note that a threshold effect is here somehow expected: indeed only for cities large enough we observe the appearance of theaters. If we however try to compute the effective exponent we obtain $\beta_{\text{eff}} = 0.95$ and the corresponding fraction is $f(1/2) = 71\%$, suggesting here a slightly sublinear behavior. This effective exponent together with the tomography plot therefore suggest a slight sublinear behavior, but we cannot exclude the possibility of a threshold effect (which are not mutually exclusive properties).

Brazil: death by external causes

This database is provided by Brazils Health Ministry for the year 2010 and gives the number of deaths by external causes. In this case too, the authors of [35] found that there were not enough statistical evidences in order to conclude. We show this number versus the population in Fig. 16a for various fits. The power law is not too bad and predicts a linear behavior $\beta = 1.03$. The forms $a + bP$ and $a + bP^\beta$ however don’t produce consistent results about the existence of a threshold effect: for the linear fit there is no threshold while for the second fit (of the form $a + bP^\beta$) there would be a small threshold value $P_c = 6, 500$ (and $\beta' = 0.90$). It is therefore hard to conclude at this stage but the tomography plot shown in Fig. 16b is rather clear and points to a linear behavior: the local exponent converges quickly towards 1 and its average is equal to one for all values of $r$ (within error bars). The effective exponent computed for this case is $\beta_{\text{eff}} = 0.99$ and the fraction of cities whose number of deaths is correctly predicted with this value is about
FIG. 15: (a) Number of theaters in European cities versus their population. The red line is the power law fit with exponent $\beta = 0.91$ ($r^2 = 0.74$). The green line is the fit of the form $a + bP$ with $a = -0.51$, and $b = 2.510^{-5}$ ($r^2 = 0.68$). This fit implies a threshold value $P_c \approx 20,400$. (b) Tomography plot: local exponent versus population ratio $r$ for the number of theaters in European cities.

82$. Despite the difficulties with fitting the original data we have here an interesting case where the local exponent analysis is clear and all evidences point to a linear scaling.

DISCUSSION

For convenience we summarize all our results in the table 1 where we compare them to the conclusions of [35]. We developed here simple tools for analysing data that could help for understanding their scaling behavior. Although these tools do not replace the standard statistical analysis, they enable a more practical view of the system’s behavior: if we had to use the scaling form for making predictions what would be the most reliable exponent? One advantage of this approach is that the answer to this question does not depend on some assumptions, such as the nature of the noise for example. In cases where noise is small and the number of available decades is large, our analysis simply confirms standard tools such as fitting methods. It is in more complex cases where it is difficult to decide which model describes the best the data that our method could be of some help. The analysis of the local exponent gives a precise picture of how different systems of different sizes are related to each other. In some cases it allows to conclude with more confidence about the nonlinear or linear behavior, but in other cases it also signals the failure of a simple scaling. This failure could happen due to a threshold effect for example, but more generally, we could expect that the system is described by a more complex function with more than one exponent, or a size dependent exponent for example. It would be interesting to apply this method at various level of aggregation for a given quantity, but also to test the temporal evolution of a system as it might reveal some information about its dynamics.

The discussion was done here on urban data but this
method could obviously be applied to any system that displays scaling. In addition, we could probably envision other measures here, but we believe that this sort of bootstrapping could help to better understand the scaling in complex systems, and to circumvent lengthy and often non-convergent debates about the quality of a fit.
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