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Although AI systems are increasingly being leveraged to provide value to organizations, individuals, and society, significant attendant risks have been identified [1–5] and have manifested [6–13]. These risks have led to proposed regulations, litigation, and general societal concerns.

As with any promising technology, organizations want to benefit from the positive capabilities of AI technology while reducing the risks. The best way to reduce risks is to implement comprehensive AI lifecycle governance where policies and procedures are described and enforced during the design, development, deployment, and monitoring of an AI system. Although support for comprehensive governance is beginning to emerge [14], organizations often need to identify the risks of deploying an already-built model without knowledge of how it was constructed or access to its original developers. Such an assessment will quantitatively assess the risks of an existing model in a manner analogous to how a home inspector might assess the risks of an already-built home or a physician might assess overall patient health based on a battery of tests.

Several AI risks can be quantified using metrics from the technical community. However, there are numerous issues in deciding how these metrics can be leveraged to create a quantitative AI risk assessment. This paper explores these issues, focusing on the opportunities, challenges, and potential impacts of such an approach, and discussing how it might influence AI regulations.

1 INTRODUCTION

AI systems1 are increasingly being used by commercial and noncommercial organizations to provide new capabilities or to perform existing processes more effectively, or both. As the adoption of AI expands to high-stakes uses, combined with the fact that AI often exhibits higher variability than conventionally programmed systems, concerns about the risk of AI have increased. Several visible examples have dramatically illustrated these risks [6–13] and risk taxonomies have emerged [1–5]. In addition to fundamental societal harm, these risks can result in negative brand reputation, customer/supplier/employee lawsuits, and increased regulatory scrutiny. Organizations deploying AI are increasingly looking for ways to assess and mitigate these risks.

The creation of an AI system often occurs within a complex multistage lifecycle that begins with design and requirements, followed by model development and prompt engineering, model validation or quality assurance, deployment, and post-deployment monitoring. One suitable approach to reduce risk is to instrument this lifecycle to collect and govern relevant “facts” [15] about the process to ensure they comply with regulatory and organization policies intended to mitigate specific risks and prevent societal harm. To support regulatory compliance requirements, we are seeing the emergence of systems to collect and manage these facts, enabling transparency and governance [14], and expect mature organizations to leverage this technology.

However, organizations have a desire to assess the risks of an already-developed model, without knowing how the model was constructed or having access to its developers. This can occur because mature AI transparency and governance may not yet exist in an organization, or because the model was obtained from a vendor, an acquisition, or open source that did not supply the necessary information. In situations like these, an organization may find it cost
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1We define an AI system as “an engineered or machine-based system that can, for a given set of objectives, generate outputs such as predictions, recommendations, or decisions influencing real or virtual environments [1].”
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prohibitive or even impossible to recreate and collect the relevant facts about the model’s development process. The organization can assess risk, based only on observing and evaluating the existing model’s behavior.

This requirement to assess risk by observing or evaluating something that is already built is quite common in other situations. A home inspector is hired to assess the current state of a house without knowing many details of how it was built. A car inspection technician is often asked to assess the health of a car without knowing its repair history. In each case, an expert uses their knowledge and various diagnostic tools to assess the entity “as is”, produce a report, and provide recommendations for improvement. Such “as is” assessments can be used to augment existing AI governance processes. Given the success of quantitative assessments in other domains, it is reasonable to explore the applicability of the concept to AI systems.

Since AI risks, particularly for ML models, can be quantified using metrics from the technical community [16–22], it is appropriate to consider how these metrics can be leveraged to create a quantitative AI risk assessment. This paper will focus on the possibilities, difficulties, and potential impacts of a quantitative AI model risk assessment. Section 2 summarizes the approach taken by emerging AI regulations that will shape much of the risk landscape going forward. Section 3 discusses how a quantitative assessment can complement existing regulatory approaches. Section 4 provides more details on the various dimensions of risk that a quantitative risk assessment might include. Section 5 describes desirable properties of metrics that form the basis for a quantitative assessment. Section 6 broadens this discussion to consider desirable properties of a full assessment. Section 7 discusses opportunities, challenges, and open research questions with a quantitative risk assessment. Section 8 concludes the paper.

Most proposed AI regulation is qualitative. This is consistent with the lack of consensus on what a quantitative assessment should include [1]. One goal of this paper is to explore how a quantitative assessment could be added to existing AI system assessments, thereby providing a more holistic view of AI system risks.

2 AI REGULATIONS

The area of AI regulation is dynamic and multifaceted. Various approaches and proposals have been offered at both the national [23–25] and local [26, 27] levels. We expect regulatory activity will accelerate in the coming years with regulators refining their approaches based on feedback from the public, commercial vendors, technical organizations, legislative and standards bodies, and emerging case law.

In mature technology segments, regulations and standards stipulate both process-oriented and measurement-oriented aspects. For example, the maximum allowable energy consumption in kilowatt hours per year for refrigerators and freezers of various capacities is specified in US Code [28]. These limits are a small but critical part of a complex ecosystem of environmental and safety standards, labeling and documentation requirements, and testing procedures. This ecosystem has reached its present state over decades but continues to evolve subject to various well-specified processes of rule proposal, review, and codification.

Although current frameworks [1, 29] for AI risk management have different emphases and objectives, they are primarily process-oriented and qualitative in nature, stipulating that various processes should be followed and documented in the construction of an AI system.

Some industries are starting to use market forces to manage qualitative risks in AI systems. For example, the Data & Trust Alliance is a consortium of companies that require HR vendors to provide certain forms of transparency about their AI processes through answers to a common set of several dozen questions [30].

\[\text{\footnotesize{Although primarily qualitative, regulations do not preclude quantitative measurement. However, most regulations do not require specific quantitative evaluations for AI systems and more importantly, have not yet specified what values measures should target.}}\]
A few government bodies are venturing into the process of standardizing a few AI metrics. Regulators in Singapore initially launched a pilot effort \cite{31} to understand quantitative risk measurements of deployed commercial models with the goal of using this knowledge to inform future quantitative regulations. This pilot led to formation of the AI Verify Foundation \cite{22}, an open source foundation with over 150 members. The foundation provides a framework and toolkit for exploring AI risk testing by the community. New York City enacted one of the first laws regulating the use of AI in hiring and promotion decisions \cite{26}. It defines two impact ratios to compute potential bias with respect to multiple (intersectional) categories of people. This assessment is to be periodically checked by independent external auditors (whose qualifications are unspecified) and publicly posted but no specific thresholds for compliance are specified.

Even though AI regulations and standards are in an early state, a more concrete operationalization can be envisioned and perhaps accelerated by a consideration of what AI risks can be meaningfully measured. In what follows, we hope to provide a useful perspective on various measurable aspects of AI risk that could complement qualitative risk assessments.

### 3 AI RISK ASSESSMENTS

The concept of an assessment or an audit of a system (or person or device) is not new to AI. It is common in any business process, as well as in everyday life, and is a key component of governance of that process. Examples include home and car inspections, medical physicals, student and employee evaluations, and consumer product reviews. In each case the entity is assessed based on some evaluation process and a report is produced. The results from the report can provide a level of trust or confidence that the device/person is complying with some standards, or attaining some level of performance, enabling mitigating actions to be performed when it is not. For example, if a student does not meet minimum testing standards, they may be required to repeat a course. If a patient does not achieve the expected value for an annual physical test, the physician may prescribe medication, therapy, or subsequent testing.

Independent of the evaluation criteria, more generally, assessments can be internal or external. Internal assessments are performed by the organization that produced the entity being assessed \cite{32}. They have the advantage of being less costly and onerous than external assessments, but objectivity and conflicts of interests are concerns. External or third party assessments utilize an outside organization to assess the entity. Some external assessments are performed directly by government auditors, others hire companies that specialize in assessments, often approved by regulators. For example, a company’s source code may be audited by an external security auditing firm to validate that the company is following best software security practices. External assessments provide greater objectivity, but can be more costly, both in terms of time and money, but also in terms of the risk of leaking proprietary information related to what is being assessed.

Internal and external assessments can be blended in various ways. For example, the US financial industry is regulated under SR-11-7 \cite{33}, which requires internal assessments for model risk management be performed by an independent group within the same financial institution. These assessments then feed into periodic external assessments/audits all with the goal of managing risk. Significant repercussions exist for those firms that do not comply with the regulations.

Assessments can be qualitative, quantitative, or both. A qualitative assessment is one that is not meaningfully reduced to a set of numerical metrics. A description of how an AI model was developed is primarily qualitative (although certain aspects such as distributional properties of training data or accuracy measures with respect to test data are often measured). Qualitative assessment is generally broader and can, for example, provide a rich picture of a process, uncovering issues that could rarely be covered by a predefined suite of quantitative tests. A quantitative assessment is one where well-defined metrics are computed as a way to assess one or more risks in an objective, standardized
manner. Quantitative assessments tend to be more narrowly focused, often down to a specific concern, but have the benefit of having specific values assigned to the measured phenomena.

Approaches that combine the qualitative and quantitative can provide a more holistic assessment. For example, a physician utilizes both qualitative assessments ("How are you feeling today? What is happening in your life?") and quantitative assessments (taking the patient’s pulse, blood tests, x-rays) to assess a patient’s health. These assessments can be complementary in that the answers to qualitative questions can lead to further quantitative tests, and the results from quantitative tests can lead to additional qualitative questions.

4 QUANTITATIVE RISK DIMENSIONS

As the AI community moves toward more quantitative model risk assessments, we need to understand what risks can be meaningfully measured. In this section, we propose a non-exhaustive list of risk dimensions. Specifically, we focus in on risk dimensions that have metrics with certain desirable properties (to be discussed in Section 5) and that rely on nothing more than the model and data underpinning the AI system for their evaluation. For each, we describe the risk dimension, explain how the risk may manifest, and point to existing measurement approaches.

4.1 Performance and Uncertainty

A machine learning model that does not provide sufficiently accurate outputs presents a fundamental risk if it is deployed. Consider a model that predicts the price a customer is willing to pay for a particular service. If its predictions are too high, the business may lose customers. If its predictions are too low, the business may lose revenue. Although considerable model development time is spent improving the accuracy of a model on known test data, it is difficult to assure that data received by the model after deployment continues to be accurately classified. For example, if a model is predicting credit worthiness of loan applicants, it is impossible to test all possible applicants, so there is a risk in how the model performs when it sees an applicant with characteristics quite different from those in its original training data. There are many metrics to assess the accuracy of a model on a test dataset. More advanced techniques can look for variations in accuracy for different segments of the training data, can assess the uncertainty of a model’s prediction, or can generate “challenging” synthetic test data that intentionally differs from what the model was trained on. Other techniques can assess the quality of the training data used to create the model.

In the case of generative models such as those that generate text, images, or video (e.g., [38–41]) there can often be more than one way to generate a "correct" response. Consider a simple case where a large language model (LLM) is asked to answer a question like, 

Which country has the most people?

The complexity emerges from the abundance of possible correct and incorrect responses a model can generate.

India

As of July 1, 2023, the UN estimates that India has the most people, 1,438,069,596.

India has 16 million more people than second place China.

are all correct, but not easily evaluated for correctness. Nevertheless, quantitative evaluation metrics exist to evaluate such models. For language models, a common approach is based on measuring how closely the model’s output matches known correct or expected answers. This includes metrics such as BLEU [42], ROUGE [43], and METEOR [44]. More complex measures may try to discern if the meanings of the text are similar or more akin to human judgment. One
such example is BERTScore [45], which compares contextual embeddings instead of the text itself. These evaluations are inherently more prone to error because of the complexity of language. Yet, despite their limitations, they can still be informative about a language model’s general accuracy. For models that generate images or video, evaluations still primarily rely on human evaluators.

Additionally, generative models can output factually inaccurate or untruthful content called hallucinations. Research has shown that hallucinations are closely tied to a model’s uncertainty and are more likely when the training data poorly represents the prompt [46]. The problem of hallucinations has resulted in an active research community to quantify and mitigate this phenomenon [46–50]. More details including a recent taxonomy of hallucination mitigation strategies can be found in [51].

4.2 Fairness

Although machine learning, by its very nature, is a form of statistical discrimination, the discrimination becomes objectionable when it places certain privileged groups at systematic advantage over unprivileged groups. For example, it is reasonable to bias credit decisions towards applicants with higher salaries, but it is problematic to bias decisions towards a particular ethnic group. Biases in training data, due to either prejudice in labels or under-/over-sampling, yields models with unwanted bias [52]. A fairness assessment measures the likelihood that a model treats one group less favorably than another group even though the groups do not differ in a way that is relevant for the use case. Systematically treating one group less favorably can be illegal, harmful to society, and result in litigation. Thus, assessing the risk of such bias can help organizations avoid significant harm. There are numerous metrics for measuring the fairness of a model and several tools (e.g., [16, 17, 53]) have been developed.

In addition to making unfair decisions like traditional models, generative models’ main feature of generating content gives rise to new forms of bias or propagation of existing societal biases in their output [54–56]. Prior work has also shown how LLM output can be harmful, racist, classist, or stigmatizing [57]. Biases may also arise from the training data or input provided to models. For example, popularity bias arises when certain topics in the training data are overrepresented [58]. Position bias refers to LLMs tendency to favor information in certain positions in the prompt [59].

Measuring fairness and bias in generated text is challenging due to the complexities in interpreting language. Current approaches rely on developing a (usually machine learning) classifier to detect the undesired behavior and score the model accordingly [57]. Detectors based on traditional machine learning behave in a deterministic way and they can be used for quantitative measurement. Recent research [60–63] uses another LLM as a “judge” to measure risks of the output of the first model. Although promising, these techniques’ reliance on another LLM result in nondeterministic evaluation, making consistent, repeatable evaluation difficult.

4.3 Privacy

Many privacy regulations (e.g., the European Union’s General Data Protection Regulation [64]), mandate that organizations abide by certain privacy principles when processing personal information. Why is this relevant to machine learning? Studies have shown that a malicious third party with access to a trained ML model, even without access to the training data itself, can still infer sensitive, personal information about the people whose data was used to train the model. [65, 66] For generative models, this includes the data used to fine-tune the model or provided as part of the prompt. It is therefore crucial to be able to recognize and protect AI models that may contain, and thus potentially leak, personal information. Research has expanded rapidly in this area. A summary of attacks, their associated metrics, and various mitigation approaches can be found in various toolkits [19, 67–69]. This can help in determining how to
assess privacy risks for individual models based on distinctions such as black box vs. white box access and the type of model itself.

4.4 Adversarial Robustness

In addition to the risks of exposing private information mentioned above, attacks can also threaten to perturb the output of an AI system in ways advantageous to an attacker. Examples of this include the nearly invisible modification of input images to generate wildly erroneous classifications [70]. Model theft is also possible if the attacker can obtain output labels for chosen inputs [71]. If a model is not robust, a malicious actor could manipulate the model inputs to change its outcomes. With LLMs these attacks can expand to prompt attacks such as prompt injection or jailbreaking [72, 73] that try to cause an LLM to provide information its creators did not intend. Reducing the risks of adversarial attacks is a key consideration for models in the open, and often important for models accessible only within controlled intranets. Researchers have provided various metrics, attacks, and mitigation techniques in several toolkits [20, 67–69, 73].

4.5 Explainability

Explanations can provide information to a human about why a model created a particular output. With generative AI, explainability can help a user understand which parts of the input the model relied on to produce an output [74–76]. This complements the more global information associated with overall model transparency or understandability. Explanations can reduce the risk of an inappropriate AI decision because humans can reason about and take corrective actions that lie outside the model’s competence (e.g., deciding that someone near a decision boundary should be classified differently for reasons not considered by the model). Additionally, regulations such as [27, 64] require certain kinds of decisions to be explainable. Although AI Explainability is a flourishing research topic [77] with many tools available [18, 78, 79], there is still a need for ways to assess the inherent explainability of a model.

4.6 Value Alignment

The ability of generative models to create varied content can make it difficult to guarantee that a model’s output aligns with its creators’ intent. The vast amounts of training data consumed to make these models effective can contain undesirable content that can be reflected in output. Examples include hateful and discriminatory language, violating norms, and deceptive language [57]. Consequently, generative model output should be screened before being presented to an end user. Approaches include simple ones such as matching against a list of undesirable words, or more complicated machine-learning-based ones to detect more challenging content [80–84].

5 DESIRABLE PROPERTIES FOR QUANTITATIVE ASSESSMENT METRICS

The basis for any quantitative risk assessment is a set of metrics that sufficiently capture various risk factors of a model. There are two categories of metrics: individual metrics that measure a particular risk and summary metrics that combine several risk metrics. An individual metric, such as disparate impact for assessing fairness, reflects a single aspect of model fairness. Summary metrics combine individual metrics to provide a more complete or more easily consumable picture. A summary metric could, for example, combine multiple fairness metrics to give an overall fairness score for the dimension of fairness. A summary metric could also combine multiple summary metrics (say accuracy, fairness, and adversarial robustness) into an overall model quality score that could be used to help in choosing a particular model from a set of available models.
These notions are frequently encountered elsewhere. For example, a student may take several exams throughout a course, but those individual exam scores will then be combined to provide an overall course grade. Course grades will then be combined for or an overall grade point average across all courses. Likewise, a product review may include many individual measurements which are then combined into an overall summary score allowing easier product comparison. We see the same desire for AI risk assessments.

This section describes desirable properties for both kinds of metrics. Ideally, both individual and summary metrics will have these properties. Additional properties are also desirable for summary metrics due to the need for the consumer of the metric to understand how the individual metrics were combined.

5.1 Individual Metrics

Measurement theory provides guidance on the properties that make a metric more or less useful for assessing AI risk. Desirable properties for risk metrics include:

**Deterministic:**
The metric value should be the same over repeated measurements if the output of the evaluated model does not change. Its value and interpretation should also not vary based on who is performing the measurement. More formally, the metric should operate as a mathematical function; for a given input, there is only one deterministic output. If the metric entails some degree of randomness in its computation, care must be taken to differentiate changes to the metric value (due to this randomness) from real changes.

**Valid:**
The metric should be measuring the construct we are actually interested in evaluating \[85\]. For example, the number of “likes” for a chatbot response may not reflect response accuracy but may actually reflect the degree to which the chatbot is acting in a superficially pleasing manner. Multiple measures, each with their own strengths and weaknesses, can sometimes be used to assess whether the underlying construct is being adequately captured.

**Monotonic:**
Changes in model behavior with respect to a risk should be consistently related to changes in the metric associated with that risk. For example, a monotonic relationship would be one in which the metric serving as a proxy for fairness improved as the true fairness of a model improved. A non-monotonic relationship would be one in which the metric sometimes improved and sometimes worsened as the true fairness of the model improved. Monotonicity makes the interpretation and comparisons of the metric easier \[86\].

**Interval or ratio scale:**
Two models evaluated with the same metric but resulting in different values should indicate something meaningful about the difference in risk between the two models \[87\]. If a metric has an underlying interval scale, the difference between a score of 20 and score of 30 is the same as the difference between a score of 30 and a score of 40. If the metric has an underlying ratio scale, it can be said that a score of 80 is twice as much as a score of 40. These properties are desirable because they often match the intuition of non-experts using a metric.

**Applicable:**
The metric should be applicable across different model types, thus enabling meaningful comparisons between them. For example, a metric that can be used to compare the outcomes of a decision tree and a neural network is more useful than a metric that can only be applied to one of these model types.
5.2 Summary Metrics

Similar to the individual metrics above, these summary metrics share the same desirable properties, but also have additional desirable properties related to the consumability of the summary metrics by others, as adapted from [88].

**Transparent:**

The summary metric should communicate how it was calculated and be able to explain how each of its metrics contributed to the final score.

**Understandable:**

The summary metric should be understandable by the person expected to consume it. Depending on the technical expertise of the person, this may require additional content beyond the metric, such as explanations of the metrics, examples of “good” and “bad” values, and suggestions for improvement.

**Context-aware:**

Different use cases may need to summarize a collection of metrics differently. For example, an employer may care only about a student’s grades in certain classes or weight a particular course more than others. Likewise, an AI risk owner may not be interested in the risk of adversarial attacks if they know the model will only be deployed in friendly environments. Thus, the summary metric should consider such context in its calculations. If a use case increases the importance of one of the metrics being summarized, that importance should be reflected in the final summary.

Although certainly not a complete list, these properties are a starting point for evaluating some of the available metrics for AI risk evaluation today and understanding in what ways they may fall short.

6 ADDITIONAL CONSIDERATIONS FOR QUANTITATIVE AI ASSESSMENTS

In addition to the properties of the metrics, there are additional considerations when applying one or more metrics for the purpose of assessing the risk of a particular AI model. In this section, we detail these additional considerations.

6.1 Selecting the correct metric

Determining how to measure a particular property is an important decision. In mature fields, metrics (such as glucose level, miles per gallon, blood alcohol level, or radon level) are well established and understood by their practitioners. AI risk is a relatively new area, with new techniques and ideas for evaluating a model’s risk dimensions being added regularly; a single risk dimension can have an overwhelming number of possible metrics. For example, in the area of fairness, there are dozens of different metrics that not only focus on different views of what constitutes “fairness”, but also have specific constraints on their applicability [16, 77]. Considerable assistance is needed to help the practitioner select, measure, and interpret the right metrics.

In addition to concerns about measuring the right thing, AI systems do not exist in a vacuum. The use of these systems may affect people. Consequently, there is an active research community that is tying societal concerns into the development and evaluation of AI systems. Some examples include investigating how to incorporate human values in building models [89, 90], identifying AI system evaluation gaps [91], concretely mapping sources of harm caused by AI systems [92] and reducing barriers to AI system accountability [93]. In addition to the AI-system-focused measures, a given use case should account for external impact and thus, may also need to consider metrics emerging from this work.
6.2 Interpreting a metric

Closely related to the above is a metric’s interpretability. A metric is an abstraction of an associated risk. As with any abstraction, it can be useful but potentially misleading as it will never capture all aspects of the actual risk. When interpreting a metric, a practitioner must endeavor to understand both what is and what is not being measured by it.

Metrics can be partial measures for the construct of interest. Thus, the consumer of the metric should be aware that a metric is always a proxy for the characteristic of interest [94], and that its operationalization is based on a measurement model relying on multiple (often untested) assumptions [95].

Interpreting multiple metrics carries additional risks. Thomas and Uminsky, proposed using multiple metrics to avoid gaming single metrics [94]. However, selecting one appropriate risk metric, let alone multiple appropriate risk metrics for a given risk dimension, can be challenging. Even when done correctly, prior work on quantitative measures of AI systems has shown that these metrics are challenging to interpret without expertise [96, 97].

Given this, the consumer of a metric should bear the responsibility to understand the strengths and weaknesses of the abstraction that is the metric. Likewise, the metric provider should attempt to educate the consumer about what the metric measures and its appropriate use. For example, high quality political polls come with a margin of error value. A consumer of such a poll that ignores these values in their analysis does so at their own risk.

6.3 Setting thresholds

Once a metric is chosen, it can be useful to define acceptable values for that metric in the context of a specific use case. Sometimes, a threshold will be based on consensus within a field of practice and can be absolute. In internal medicine, for example, a blood sugar level less than 140 mg/dL (7.8 mmol/L) is categorized as normal. However, an acceptable value will often depend on the context. For example, an acceptable limit for a car’s speed will depend not just on the road but also on the present road conditions. Similarly, a model’s threshold for acceptable performance may vary based on the business problem it is trying to solve. For example, a business may accept a model with a lower ability to identify possible fraud if the cost to the business of that fraud is relatively low. To take another example, a business may require a higher ability to detect toxic output from a chatbot if its conversations are directly with customers.

Thresholds for individual metrics cannot generally be set in isolation as risk dimensions often trade off against one another. Research has shown that tuning a model to have a higher score on fairness will often lead to a lower score on predictive performance [98–100]. Other research has shown that model architectures yielding higher performance often make it more difficult to explain why a particular output was generated [101–103]. Business owners will generally have to consider tradeoffs between metrics across multiple properties of interest.

6.4 Summarizing a dimension

An assessment may contain several metrics in a single risk dimension, either to triangulate results, or to provide evaluations from different perspectives. It may be desirable to summarize a collection of a dimension’s metrics into a single metric, similar to how a course grade summarizes the scores of all assignments and tests within the course. However, summarization presents its own set of technical and user difficulties. On the technical side, the question of how to combine metrics into a single score is nontrivial. Metric ranges, the relative importance of metrics, and how to account for conflicting results across metrics all contribute to the technical challenges. There is the danger that summarization obscures the nuances detailed by the individual metrics, or in the worst case, hides critical information.
On the consumer/user side, familiarity with a given dimension, and how a user interprets the summary may also undermine the effectiveness of a summary. Additionally, two of the three desirable properties of summary metrics have user-centric elements: transparent and understandable. How a summary metric is calculated and how it is explained depends on the consuming user’s knowledge and expertise. Any summary metric needs to be designed to consider who they are summarizing for to be effective.

6.5 Summarizing across dimensions

After choosing an appropriate metric or metrics for each risk dimension of concern and defining what are acceptable values for that metric or metrics, the next challenge becomes how to summarize the results for this collection of metrics into a higher level “assessmentscore” suitable for a variety of roles (and technical expertise). We see this strong desire for an overall score in areas such as education (a GPA), consumer reviews (scores out of 100), and energy efficiency ratings (ENERGY STAR or not). For an AI Risk Assessment, one can envision a score for each risk dimension: fairness, privacy, explainability, etc. and an overall risk score that combines each of these scores. The challenge here is that different roles are likely to have different needs for this overall score and any associated descriptions of its meaning. Consider two roles, a government regulator and a model's business owner. The regulator will want to see how well the model’s risk assessment is meeting the criteria for one or more regulations. In a summary, they may want to see the set of evaluations that show that the model meets the regulatory criteria. In contrast, a model's business owner may want to see how the various evaluations translate to additional revenue or other business-relevant key performance indicators. Across these and other cases, the way the information is summarized and contextualized can vary dramatically.

Although summary scores are quite popular and exist in many fields, there are risks to using them. As mentioned earlier, any abstraction comes with the risk of it not representing key aspects of a property that its users need. Since there can be a diversity of users of scores, it may be impossible to develop a summary that is useful for all. Further, summaries often come with caveats on their use that are not included in relaying the score to a larger population of non-experts. An example of this is political polls, which come with a confidence interval. However, news organizations often focus on the actual score without talking about the confidence interval, resulting in a public thinking that candidate A is “beating” candidate B, even though the difference in their scores is within the margin of error. Thus, although we anticipate summary scores will be popular for AI Risk Assessments, we must take extra care to convey these caveats, particularly given the stakes of what is being assessed.

7 DISCUSSION

As the field increases its use of quantitative assessment, we see opportunities, challenges, and open research questions emerging. This section further explores some of these issues.

7.1 The Interplay of Quantitative Measurements and Regulations

Regulations attempt to codify and enforce desirable properties of systems for the benefit of society. Organizations that are subject to these regulations desire precise language and detailed specifications to help them determine when their systems are compliant. Having regulations specified in a readily actionable manner such as “measure these metrics and ensure their values fall within these ranges” is desirable for both regulators and organizations striving to achieve compliance. At present, however, what to measure, and what constitutes acceptable results, is still developing through a complex interplay of technological capabilities, emerging case law, and national culture.
It may be possible to accelerate this evolution. As mentioned in Section 2, based on their initial pilot [31], regulators in Singapore, with the support of 150 other members, launched the AI Verify Foundation [22] that provides an open source toolkit for validating AI system performance in a standardized way that can help share knowledge in the space of quantitative assessments among technologists and regulators.

7.2 The Value and Limitations of Measurement
Measurement is valuable if it produces useful insights. But the act of measurement necessarily causes some information to be lost. Consider the case of a credit score. It may be a useful indicator of probability of loan repayment. But it also neglects many other facts about individual loan applicants [104]. Similarly, choosing a particular metric to characterize the fairness of a model decision reduces our sensitivity to other, possibly important, indicators of fairness.

This general problem is only exacerbated when multiple metrics, perhaps across multiple dimensions, are combined into a summary score. A summary score can be useful in deciding which model may be more suitable for an application. But this should always be done with an awareness of what the summary score does not adequately capture.

Finally, for each dimension of risk it is important to consider both multiple measures and additional, inherently non-quantifiable information, to develop a more complete understanding of an AI system and its potential impact on individuals and society.

7.3 The Tension Between Customization and Standardization
There are two desirable properties of a quantitative risk assessment that seem to be in conflict. The first property is to have a consistent specification of the metrics to use and a clear strategy for aggregating these metrics into simple composite scores. This standardization would allow the direct comparison of two different AI systems, much as we do with consumer product reviews. The second property is the need to customize an assessment based on the particular use case of the AI system. For example, assume our general palette of risk dimensions includes fairness and risk of adversarial attacks. If we are assessing these for a model predicting manufacturing defects, human fairness is not relevant. Likewise, a model that is going to be deployed within an enterprise behind a firewall may be less concerned with the risk of adversarial attacks. Similar tensions between customization and comparison exist in other domains such as evaluating business performance [105] or health care delivery [106]. It remains an open question how to develop customized summary metrics that still support cross-model comparison.

7.4 The Practicalities of a Quantitative Risk Assessment
To perform a quantitative assessment of any kind, one needs access to the entity being measured: home inspectors need to see the house, medical testing needs access to the patient, car inspections need to test the actual car. The form of access needed is dependent on the kind of test being run.

For an AI system, access would minimally entail the ability to send inputs (ideally representative of the data the model will experience once deployed) and examine its outputs. This would not require access to the training data, the model development techniques or parameters, or the environment in which it was trained. Providing more access (for example, to training data) could lead to more comprehensive measurements, just like a biopsy can measure more than visual inspection.

It may seem that the most minimal access is not difficult to attain. It does, however, require that a model’s end point can be called, possibly from outside a firewall. It also raises questions of access control and the potential exposure of sensitive data or proprietary information. Alternatively, an assessment tool could be provided to the model’s owners...
for their own use, an approach taken by AI Verify [22, 31]. But given the current state of the art, effective use of such a tool may require considerable training. Furthermore, direct access to the model may be impossible if it is purchased as a service from a model provider as is currently the case with LLM offerings.

Another key practicality is the cost of performing a quantitative assessment. Depending on the risk and assessment technique, this process can take significant time and computational resources. As with traditional software testing, as the assessment effort increases, the likelihood that the assessment will be a good representation of the risk increases. This is particularly important in the space of LLMs where both the input and output domains are large and thus, challenging to assess thoroughly.

7.5 Integration with Existing Risk Processes

Some industries, such as finance or healthcare, have mature processes to assess, mitigate, and report on at least some forms of risk. As more dimensions of AI risk emerge, these processes need to adapt, perhaps incorporating both new tools and new practices. To maximize adoption, these tools and practices should be designed with an awareness of what is already in place. Ideally, the technical implementation for new quantitative metrics will be pluggable to ease integration and avoid having to perform a wholesale replacement of existing processes. The question of how quantitative metrics fit into existing risk assessment practices remains an open one.

8 CONCLUSIONS

In this paper, we reflect on the possibility of incorporating more quantitative measurements into AI risk assessments. We report on the current state of AI risk assessment, which tends to be more qualitative than quantitative. We describe multiple risk dimensions, highlighting current quantitative measurement approaches. We also posit desirable properties of quantitative metrics and their summaries. Finally, we discuss challenges that need to be addressed as we move towards making quantitative assessments a reality.

We are at an inflection point for assessing the risk of AI models. Hundreds of metrics for quantitative AI risk assessment are now available. The next step is to put them into practice and begin to address the challenges that we have identified. In doing so, we might move towards more objective, consistent, and comparable evaluations of AI model risk.

ACKNOWLEDGEMENTS

This work draws on the research of an extended IBM Research global team from Bangalore, Cambridge, Dublin, Haifa, and Yorktown Heights. We thank these researchers for their many contributions. The authors also thank Abigail Goldstein and the anonymous reviewers for feedback on earlier versions of this paper.

REFERENCES

[1] NIST, "Artificial intelligence risk management framework (AI RMF 1.0).” Tech. Rep., 2023. [Online]. Available: https://nvlpubs.nist.gov/nistpubs/ai/NIST.AI.100-1.pdf
[2] IBM, "AI risk atlas.” [Online]. Available: https://www.ibm.com/docs/en/watsonx/saas?topic=ai-risk-atlas
[3] IBM AI Ethics Board, "IBM AI ethics board foundation models: Opportunities, risks and mitigations," Oct. 2024. [Online]. Available: https://www.ibm.com/think/insights/expanding-on-ethical-considerations-of-foundation-models
[4] OWASP, "OWASP top 10 for LLM applications,” Oct. 2023.
[5] MITRE, "MITRE atlas.” [Online]. Available: https://atlas.mitre.org/matrices/ATLAS
[6] J. Larson, S. Mattu, L. Kirchner, and J. Angwin, "How we analyzed the COMPAS recidivism algorithm,” 2016.
[7] A. D. Selbst, "Disparate impact in big data policing,” Georgia Law Review, vol. 52, no. 1, pp. 109–195, Feb. 2017.
Quantitative AI Risk Assessments: Opportunities and Challenges

[8] J. Dastin, "Amazon scraps secret AI recruiting tool that showed bias against women," Reuters, Oct. 2018.

[9] K. Hao, "The UK exam debacle reminds us that algorithms can’t fix broken systems.," MIT Technology Review, Aug. 2020.

[10] J. Cook, "Why the iBuying algorithms failed Zillow, and what it says about the business world’s love affair with AI," GeekWire, Nov. 2021.

[11] G. Rapier, "Hackers steered a Tesla into oncoming traffic by placing 3 small stickers on the road," https://www.businessinsider.com/tesla-hackers-steer-into-oncoming-traffic-with-stickers-on-the-road-2019-4, Apr. 2019.

[12] E. Wallace, M. Stern, and D. Song, "Imitation attacks and defenses for black-box machine translation systems," https://arxiv.org/abs/2004.15015, 2020.

[13] H. Le, Q. Pham, D. Sahoo, and S. C. H. Hoi, "URLNet: Learning a URL representation with deep learning for malicious URL detection," https://arxiv.org/abs/1802.03162, 2018.

[14] IBM, "Introducing AI Factsheets on Cloud Pak for Data as a Service: Automate collection of model facts across the AI Lifecycle," Jan. 2022, https://community.ibm.com/community/user/datascience/blogs/shashank-sabbdik/2022/01/23/ai-factsheets-on-cloud-pak-for-data-as-a-service-a.

[15] M. Arnold, R. K. E. Bellamy, M. Hinds, S. Houde, S. Mehta, A. Mojulovic, R. Nair, K. N. Ramamurthy, A. Olteanu, D. Piorokowski, D. Reimer, J. Richards, J. Tsay, and K. R. Varshney, "FactSheets: Increasing trust in AI services through supplier’s declarations of conformity," IBM Journal of Research & Development, vol. 63, no. 4/5, Sep. 2019.

[16] R. K. E. Bellamy, K. Dey, M. Hinds, S. C. Hoffmann, S. Houde, K. Kannan, P. Lohia, J. Martinos, S. Mehta, A. Mojulovic, S. Nagar, K. N. Ramamurthy, J. Richards, D. Saha, P. Sattigeri, M. Singh, K. R. Varshney, and Y. Zhang, "AI Fairness 360: An extensible toolkit for detecting and mitigating algorithmic bias," IBM Journal of Research & Development, vol. 63, no. 4/5, pp. 4:1–4:15, 2019.

[17] S. Bird, M. Dudik, R. Edgar, B. Horn, R. Lutz, V. Milan, M. Sameki, H. Wallach, and K. Walker, "Fairlearn: A toolkit for assessing and improving fairness in AI," Microsoft, Tech. Rep. MSR-TR-2020-32, May 2020. [Online]. Available: https://fairlearn.org/.

[18] S. Arya, R. K. E. Bellamy, P. Chen, A. Dhurandhar, M. Hinds, S. C. Hoffmann, S. Houde, Q. V. Liao, R. Luss, A. Mojulovic, S. Mourad, P. Pedemonte, R. Ravhavendra, J. T. Richards, P. Sattigeri, K. Shanmugam, M. Singh, K. R. Varshney, D. Wei, and Y. Zhang, "One explanation does not fit all: A toolkit and taxonomy of AI explainability techniques," http://arxiv.org/abs/1909.03012, 2019.

[19] IBM Research, "AI Privacy 360," https://ai360.res.ibm.com, 2022, accessed: 2022-08-29.

[20] ——, "Adversarial Robustness 360," https://art360.res.ibm.com, 2022, accessed: 2022-08-29.

[21] S. Ghosh, Q. V. Liao, K. N. Ramamurthy, J. Navratal, P. Sattigeri, K. R. Varshney, and Y. Zhang, "Uncertainty quantification 360: A holistic toolkit for quantifying and communicating the uncertainty of AI," https://arxiv.org/abs/2106.01410, 2021.

[22] "AI verify foundation," Jun. 2023. [Online]. Available: https://aiverifyfoundation.sg/

[23] E. Commission, "Proposal for a regulation laying down harmonised rules on artificial intelligence," Apr. 2021.

[24] C. Digital and D. Office, "UK government publishes pioneering standard for algorithmic transparency," https://www.gov.uk/government/news/uk-government-publishes-pioneering-standard-for-algorithmic-transparency, Nov. 2021.

[25] "H.R.6580 - algorithmic accountability act of 2022," https://www.congress.gov/bill/117th-congress/house-bill/6580, Feb. 2022.

[26] New York City Council, "Automated employment decision tools," 2021. [Online]. Available: https://community.ibm.com/community/user/datascience/blogs/shashank-sabbdik/2022/01/23/ai-factsheets-on-cloud-pak-for-data-as-a-service-a.

[27] Illinois General Assembly, "Hb2557," [Online]. Available: https://community.ibm.com/community/user/datascience/blogs/shashank-sabbdik/2022/01/23/ai-factsheets-on-cloud-pak-for-data-as-a-service-a.

[28] NIST, "Uscode-2010-title42-chap77-subchapii-partsa-sect6295," https://www.govinfo.gov/content/pkg/USC0DE-2010-title42/pdf/USCODE-2010-title42chap77-subchapII-partA-sect6295.pdf, Mar. 2022.

[29] J. Richards, J. Tsay, and K. R. Varshney, "FactSheets: Increasing trust in AI services through supplier’s declarations of conformity," IBM Journal of Research & Development, vol. 63, no. 4/5, Sep. 2019.

[30] Data & Trust Alliance, "Algorithmic bias safeguards for workforce," Jan. 2022. [Online]. Available: https://dataandtrustalliance.org/work/algorithmic-bias-safeguards-for-workforce/

[31] Infocomm Media Development Authority (IMDA) and the PDPC, "Launch of AI Verify - An AI Governance Testing Framework and Toolkit," May 2022. [Online]. Available: https://www.pdpc.gov.sg/news-and-events/announcements/2022/05/launch-of-ai-verify-an-ai-governance-testing-framework-and-toolkit

[32] I. D. Raji, A. Smart, R. N. White, M. Mitchell, T. Gebru, B. Hutchinson, J. Smith-Loud, D. Theron, and P. Barnes, "Closing the ai accountability gap: Defining an end-to-end framework for internal algorithmic auditing," in 2020 ACM Conference on Fairness, Accountability, and Transparency, 2020.

[33] B. of Governors of the Federal Reserve System, "Sr 11-7: Guidance on model risk management," Apr. 2021.

[34] A. Berkov, The Hundred-Page Machine Learning Book, 2019.

[35] S. Ackerman, O. Raz, and M. Zalmanovici, "Freaai: Automated extraction of data slices to test machine learning models," https://arxiv.org/abs/2106.05620, Aug. 2021.

[36] G. Rapier, "Hackers steered a Tesla into oncoming traffic by placing 3 small stickers on the road," https://www.businessinsider.com/tesla-hackers-steer-into-oncoming-traffic-with-stickers-on-the-road-2019-4, Apr. 2019.

[37] H. Patel, J. Shirsole, N. Panwar, and D. Roy, "Data quality for AI," https://developer.ibm.com/learningpaths/data-quality-ai-toolkit/overview/, Jun. 2021.
[38] M. Mishra, M. Stallone, G. Zhang, Y. Shen, A. Prasad, A. M. Soria, M. Merler, P. Selvam, S. Surendran, S. Singh et al., "Granite code models: A family of open foundation models for code intelligence," arXiv preprint arXiv:2405.04324, 2024.

[39] J. Achiam, S. Adler, S. Agarwal, L. Ahmad, I. Akkaya, F. L. Aleman, D. Almeida, J. Altschmiedt, S. Altmann, S. Anadkat et al., "Gpt-4 technical report," arXiv preprint arXiv:2303.08774, 2023.

[40] D. Podell, Z. English, K. Lacey, A. Blattmann, T. Dockhorn, J. Muller, J. Penna, and R. Rombach, "Sdch: Improving latent diffusion models for high-resolution image synthesis," arXiv preprint arXiv:2307.01952, 2023.

[41] Y. Xue, C.-H. Yao, V. Voleti, H. Jiang, and V. Jampala, "Swd: Dynamic 3d content generation with multi-frame and multi-view consistency," arXiv preprint arXiv:2407.17470, 2024.

[42] K. Papineni, S. Roukos, T. Ward, and W.-J. Zhu, "Bleu: a method for automatic evaluation of machine translation," in Proceedings of the 40th annual meeting of the Association for Computational Linguistics, 2002, pp. 311–318.

[43] C.-Y. Lin, "Rouge: A package for automatic evaluation of summaries," in Text summarization branches out. 2004, pp. 74–81.

[44] S. Banerjee and A. Lavie, "Meteor: An automatic metric for mt evaluation with improved correlation with human judgments," in Proceedings of the acl workshop on intrinsic and extrinsic evaluation measures for machine translation and/or summarization, 2005, pp. 65–72.

[45] T. Zhang, V. Kishore, F. Wu, K. O. Weinberger, and Y. Artzi, "Bertscore: Evaluating text generation with bert," arXiv preprint arXiv:1904.09675, 2019.

[46] N. Varshney, W. Yao, H. Zhang, J. Chen, and D. Yu, "A stitch in time saves nine: Detecting and mitigating hallucinations of llms by validating low-confidence generation," arXiv preprint arXiv:2307.03987, 2023.

[47] V. Rawte, S. Chakraborty, A. Pathak, A. Sarkar, S. Tommoy, A. Chadhya, A. P. Sheth, and A. Das, "The troubling emergence of hallucination in large language models—an extensive definition, quantification, and prescriptive remediations," arXiv preprint arXiv:2310.04988, 2023.

[48] A. Jesson, N. Beltran-Velez, Q. Chu, S. Karlekar, J. Kossen, Y. Gal, J. P. Cunningham, and D. Blei, "Estimating the hallucination rate of generative ai," arXiv preprint arXiv:2406.07457, 2024.

[49] Z. Ji, T. Yu, Y. Xu, N. Lee, E. Ishii, and P. Fung, "Towards mitigating llm hallucination via self-reflection," in Findings of the Association for Computational Linguistics: EMNLP, 2023, pp. 1827–1843.

[50] V. Sanh, "Distilbert, a distilled version of bert: smaller, faster, cheaper and lighter," arXiv preprint arXiv:1910.01108, 2019.

[51] S. Tommoy, S. Zaman, V. Jain, A. Rani, V. Rawte, A. Chadhya, and A. Das, "A comprehensive survey of hallucination mitigation techniques in large language models," arXiv preprint arXiv:2401.01313, 2024.

[52] S. Barocas and A. D. Selbst, "Big data’s disparate impact," https://29qish1lqx5q2k5d7b491joo-wpengine.netdna-ssl.com/wp-content/uploads/2016/06/2Barocas-Selbst.pdf, 2016, accessed: 2022-08-29.

[53] "IBM Watson OpenScale," https://www.ibm.com/docs/en/cloud-paks/cp-data/3.5.0/topic=services-watson-openscale.

[54] N. Mehrabi, F. Morstatter, N. Saxena, K. Lerman, and A. Galstyan, "A survey on bias and fairness in machine learning," ACM computing surveys (CSUR), vol. 54, no. 6, pp. 1–35, 2021.

[55] T. Bolukbasi, K.-W. Chang, J. Y. Zou, V. Saligrama, and A. T. Kalai, "Man is to computer programmer as woman is to homemaker? debiasing word embeddings," Advances in neural information processing systems, vol. 29, 2016.

[56] E. Hargittai, "Whose space? differences among users and non-users of social network sites," Journal of computer-mediated communication, vol. 13, no. 1, pp. 276–297, 2007.

[57] S. Achintalwar, A. A. Garcia, A. Anaaby-Tavor, I. Baldini, S. E. Berger, B. Bhattacharjee, D. Bouneffouf, S. Chaudhry, P.-Y. Chen, L. Chiazor, E. M. Daly, K. DB, R. A. de Paula, P. Dognin, E. Farchi, S. Ghosh, M. Hind, R. Horesh, G. Kour, J. Y. Lee, M. Aadaan, S. Mehta, E. Miehling, K. Murugesan, M. Nagireddy, I. Padhi, D. Piorkowski, A. Rawat, O. Riz, F. Sattigeri, H. Strobelt, S. Swaminathan, C. Tillmann, A. Trivedi, K. F. Varshney, D. Wei, S. Witherspooon, and M. Zalmanovici, "Detectors for safe and reliable llms: Implementations, uses, and limitations," arXiv preprint arXiv:2403.06069, 2024.

[58] S. Dai, C. Xu, S. Xu, L. Pang, Z. Dong, and J. Xu, "Bias and unfairness in information retrieval systems: New challenges in the llm era," in Proceedings of the 30th ACM SIGKDD Conference on Knowledge Discovery and Data Mining, 2024, pp. 6437–6447.

[59] R. Tang, X. Zhang, X. Ma, J. Lin, and F. Ture, "Found in the middle: Permutation self-consistency improves listwise ranking in large language models," arXiv preprint arXiv:2310.07712, 2023.

[60] H. Inan, K. Upasani, J. Chi, R. Rungrta, K. Iyer, Y. Mao, M. Tontchev, Q. Hu, B. Fuller, D. Testuggine, and M. Khabsa, "Llama guard: Llm-based input-output safeguard for human-ai conversations," 2023. [Online]. Available: https://arxiv.org/abs/2312.06674

[61] W. Zeng, Y. Liu, R. Mullins, L. Peran, J. Fernandez, H. Sarkous, K. Narasimhan, D. Proud, P. Kumar, B. Radrharup, O. Sturman, and O. Wahlstine, "Shieldgemma: Generative ai content moderation based on gemma," 2024. [Online]. Available: https://arxiv.org/abs/2405.21772

[62] S. Han, K. Rao, A. Ettinger, L. Jiang, B. Y. Lin, N. Lambert, Y. Choi, and N. Dziri, "Wildguard: Open one-stop moderation tools for safety risks, jailbreaks, and refusals of llms," 2023. [Online]. Available: https://arxiv.org/abs/2406.18495

[63] IBM, "Granite guardian 3.0." [Online]. Available: https://www.ibm.com/granite/docs/models/guardian/

[64] European Union, "General data protection regulation," https://eur-lex.europa.eu/legal-content/EN/TXT/HTML/?uri=CELEX:32016R0679&from=EN, 2016, accessed: 2022-08-29.

[65] R. Shokri, M. Stronati, C. Songau, and V. Shmatikov, "Membership inference attacks against machine learning models," in IEEE Symposium on Security and Privacy, 2017.

[66] M. Fredrikson, S. Jha, and T. Ristenpart, "Model inversion attacks that exploit confidence information and basic countermeasures," in Proceedings of the 22nd ACM SIGSAC conference on computer and communications security, 2015, pp. 1322–1333.
Quantitative AI Risk Assessments: Opportunities and Challenges

[67] "privML Privacy Evaluator," privML. https://github.com/privML/privacy-evaluator.

[68] S. K. Murakonda and R. Shokri, "AI privacy meter: Aiding regulatory compliance by quantifying the privacy risks of machine learning," https://arxiv.org/abs/2007.09339, 2020.

[69] "Microsoft Counterfit," https://www.microsoft.com/security/blog/2021/05/03/ai-security-risk-assessment-using-counterfit/.

[70] C. Szegedy, W. Zaremba, I. Sutskever, J. Bruna, D. Erhan, I. Goodfellow, and R. Fergus, "Intriguing properties of neural networks," in ICLR, 2013.

[71] F. Tramèr, F. Zhang, A. Juels, M. K. Reiter, and T. Ristenpart, "Stealing machine learning models via prediction APIs," in 25th USENIX Security Symposium (USENIX Security 16). Austin, TX: USENIX Association, Aug. 2016, pp. 601–618. [Online]. Available: https://www.usenix.org/conference/usenixsecurity16/technical-sessions/presentation/tramer

[72] A. Rawat, S. Schoepf, G. Zizzo, G. Cornacchia, M. Z. Hameed, K. Fraser, E. Mielhing, B. Buesser, E. M. Daly, M. Purcell, P. Sattigeri, P.-Y. Chen, and K. R. Varshney, "Attack atlas: A practitioner’s perspective on challenges and pitfalls in red teaming genai," 2024. [Online]. Available: https://arxiv.org/abs/2409.15398

[73] G. Cornacchia, G. Zizzo, K. Fraser, M. Z. Hameed, A. Rawat, and M. Purcell, "Moje: Mixture of jailbreak experts, naive tabular classifiers as guard for prompt attacks," 2024. [Online]. Available: https://arxiv.org/abs/2409.17699

[74] S. Chaudhury, S. Swaminathan, C. Gunasekara, M. Crouse, S. Ravishankar, D. Kimura, K. Murugesan, R. F. Astudillo, T. Naseem, P. Kapanipathi, and A. G. Gray, "X-factor: A cross-metric evaluation of factual correctness in abstractive summarization," in Conference on Empirical Methods in Natural Language Processing, 2022. [Online]. Available: https://api.semanticscholar.org/CorpusID:256460965

[75] K. Murugesan, S. Swaminathan, S. Dan, S. Chaudhury, C. Gunasekara, M. Crouse, D. Mahajan, I. Abdelaziz, A. Fokoue, P. Kapanipathi, S. Roukos, and A. Gray, "Mismatch: Fine-grained evaluation of machine-generated text with mismatch error types," in Findings of the Association for Computational Linguistics: ACL, 2023.

[76] L. M. Paes, W. Wei, H. J. Do, H. Strobelt, R. Luss, A. Dharandhar, M. Nagireddy, K. N. Ramamurthy, P. Sattigeri, W. Geyer, and S. Ghosh, "Multi-level explanations for generative language models," 2024. [Online]. Available: https://arxiv.org/abs/2403.14459

[77] K. R. Varshney, Trustworthy Machine Learning, 2002.

[78] D. F. Cox and B. Efron, "Statistical thinking for 21st century scientists," Science advances, vol. 3, no. 6, p. ea1700768, 2017.

[79] A. Mei, A. Kabir, S. Levy, M. Subbiah, E. Allaway, J. Judge, D. Patton, B. Bimber, K. McKeown, and W. Y. Wang, "Mitigating covertly unsafe text within natural language systems," arXiv preprint arXiv:2109.05322, 2021.

[80] J. Stray, I. Vendrov, J. Nixon, S. Adler, and D. Hadfield-Menell, "What are you optimizing for? aligning recommender systems with human values," arXiv preprint arXiv:2107.10939, 2021.

[81] B. Hutchinson, N. Rostamzadeh, C. Greer, K. Heller, and V. Prabhakaran, "Evaluation gaps in machine learning practice," arXiv preprint arXiv:2205.05256, 2022.

[82] H. Suresh and J. Guttag, "A framework for understanding sources of harm throughout the machine learning life cycle," in Equity and access in algorithms, mechanisms, and optimization, 2021, pp. 1–9.

[83] A. F. Cooper, E. Moss, B. Laufer, and H. Nissenbaum, "Accountability in an algorithmic society: Relationality, responsibility, and robustness in machine learning," in 2022 ACM Conference on Fairness, Accountability, and Transparency, 2022, pp. 864–876.

[84] R. L. Thomas and D. Unmussen, "Reliance on metrics is a fundamental challenge for ai," Patterns, vol. 3, no. 5, p. 100476, 2022.

[85] A. Z. Jacobs and H. Wallach, "Measurement and fairness," in Proceedings of the 2021 ACM conference on fairness, accountability, and transparency, 2021, pp. 375–385.

[86] J. Zhou, A. H. Gandomi, F. Chen, and A. Holzinger, "Evaluating the quality of machine learning explanations: A survey on methods and metrics," Electronics, vol. 10, no. 5, p. 593, 2021.
[98] S. Liu and L. N. Vicente, "Accuracy and fairness trade-offs in machine learning: A stochastic multi-objective approach," *Computational Management Science*, pp. 1–25, 2022.

[99] M. Wick, J.-B. Tristan et al., "Unlocking fairness: a trade-off revisited," *Advances in neural information processing systems*, vol. 32, 2019.

[100] S. Dutta, D. Wei, H. Yueksel, P.-Y. Chen, S. Liu, and K. Varshney, "Is there a trade-off between fairness and accuracy? a perspective using mismatched hypothesis testing," in *International Conference on Machine Learning*. PMLR, 2020, pp. 2803–2813.

[101] G. Baryannis, S. Dani, and G. Antoniou, "Predicting supply chain risks using machine learning: The trade-off between performance and interpretability," *Future Generation Computer Systems*, vol. 101, pp. 993–1004, 2019.

[102] A. Bell, I. Solano-Kamasko, O. Nov, and J. Stoyanovich, "It’s just not that simple: an empirical study of the accuracy-explainability trade-off in machine learning for public policy," in *2022 ACM Conference on Fairness, Accountability, and Transparency*, 2022, pp. 248–266.

[103] D. Gunning, M. Stefik, J. Choi, T. Miller, S. Stumpf, and G.-Z. Yang, "XAI—explainable artificial intelligence," *Science Robotics*, vol. 4, no. 37, p. eaay7120, 2019.

[104] B. Knowles, J. D'Cruz, J. T. Richards, and K. R. Varshney, "Humble AI," *Commun. ACM*, vol. 66, no. 9, p. 73–79, Aug. 2023. [Online]. Available: https://doi.org/10.1145/3587035

[105] A. Arya, J. Glover, B. Mittendorf, and L. Ye, "On the use of customized versus standardized performance measures," *Journal of Management Accounting Research*, vol. 17, no. 1, pp. 7–21, 2005.

[106] C. A. Sinsky, H. Bavaia, R. G. Roberts, and J. W. Beasley, "Standardization vs customization: finding the right balance," *The Annals of Family Medicine*, vol. 19, no. 2, pp. 171–177, 2021.