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Abstract—While many robotic tasks, like manipulation and locomotion, are fundamentally based in making and breaking contact with the environment, state-of-the-art control policies struggle to deal with the hybrid nature of multi-contact motion. Such controllers often rely heavily upon heuristics or, due to the combinatoric structure in the dynamics, are unsuitable for real-time control. Principled deployment of tactile sensors offers a promising mechanism for stable and robust control, but modern approaches often use this data in an ad hoc manner, for instance to guide guarded moves. In this work, by exploiting the complementarity structure of contact dynamics, we propose a control framework which can close the loop on rich, tactile sensors. Critically, this framework is non-combinatoric, enabling optimization algorithms to automatically synthesize provably stable control policies. We demonstrate this approach on three different underactuated, multi-contact robotics problems.

I. INTRODUCTION

In recent years, robotic automation has excelled in dealing with repetitive tasks in static and structured environments. On the other hand, to achieve the promise of the field, robots must perform efficiently in complex, unstructured environments which involve physical interaction between the robot and the environment itself. Furthermore, as compared with traditional motion planning problems, tasks like dexterous manipulation and legged locomotion fundamentally require intentionally initiating contact with the environment to achieve a positive result. To enable stable and robust motion, it is critically important to design policies that explicitly consider the interaction between robot and environment.

Contact, however, is hybrid or multi-modal in nature, capturing the effect of stick-slip transitions or making and breaking contact. Standard approaches to control often match the hybrid dynamics with a hybrid or switching controller, where one policy is associated with each mode. However, precise identification of the hybrid events is difficult in practice, and switching controllers can be brittle, particularly local to the switching surface, or require significant hand-tuning. Model predictive control, closely related to this work, is one approach that has been regularly applied to control through contact, with notable successes. Due to the computational complexity of hybrid model predictive control, these approaches must either approximate the hybrid dynamics (e.g. [1]), limit online control to a known mode sequence [2], or are unable to perform in real-time [3]. While prior work has explored computational synthesis of non-switching feedback policies [4], it does not incorporate tactile sensing. However, there are clear structural limits to smooth, state-based control. Here, we focus on offline synthesis of a stabilizing feedback policy, eliminating the need for intensive online calculations.

The need for contact-aware control is driven, in part, by recent advances in tactile sensing (e.g. [5], [6], [7], [8], [9] and others). Given these advances, there has been ongoing research to design control policies using tactile feedback for tasks that require making and breaking contact. However, these approaches are largely based on static assumptions, for instance with guarded moves [10], or rely upon switching controllers (e.g. [11], [12]). Other recent methods incorporate tactile sensors within deep learning frameworks, though offer no guarantees on performance or stability [13], [14].

In this work, we present an optimization-based numerical approach for designing control policies that use feedback based on the contact forces. The control policy combines regular state feedback with tactile feedback in order to provably stabilize the system. Our controller design is non-combinatoric in nature and avoids enumerating the exponential number of potential hybrid modes that might arise from contact. More precisely, we design a piecewise affine controller where the contributions of each contact are additive (rather than combinatoric) in nature. Inspired by both prior work [4] and [15], we synthesize and verify a corresponding non-smooth, piecewise quadratic Lyapunov function. Furthermore, we also consider scenarios where full state information might be lacking, such as when vision of an object is occluded but tactile information is available. To address this, we synthesize output feedback controllers, here expressed via specific sparsity patterns in the state feedback matrix.

The primary contribution of this paper is an algorithm for synthesis of a control policy, utilizing state and force feedback, which is provably stabilizing even during contact mode transitions. We choose a structure for controller and Lyapunov function designed specifically to leverage the complementarity structure of contact, enabling scaling to multi-contact control. This problem is formulated and solved as a bilinear matrix inequality (BMI).

II. BACKGROUND

We now introduce the notation that is used throughout this work. The directional derivative of a function \( z(x) \) in the direction \( d \in \mathbb{R}^n \) is given as follows,

\[
z'(x; d) = \lim_{\tau \downarrow 0} \frac{z(x + \tau d) - z(x)}{\tau}.
\]

For a positive integer \( l \), \( \bar{l} \) denotes the set \( \{1, 2, \ldots, l\} \). Given
A matrix $M \in \mathbb{R}^{k \times l}$ and two subsets $I \subseteq \bar{k}$ and $J \subseteq \bar{l}$, we define $M_{IJ} = (m_{ij})_{i \in I, j \in J}$. For the case where $J = \bar{l}$, we use the shorthand notation $M_{I\star}$. For two vectors $a \in \mathbb{R}^m$ and $b \in \mathbb{R}^m$, we use the notation $0 \leq a \perp b \geq 0$ to denote that $a \geq 0$, $b \geq 0$, $a^Tb = 0$.

### A. Linear Complementarity Systems

A standard approach to modeling robotic systems is through the framework of rigid-body systems with contacts. The continuous time dynamics can be modeled by the manipulator equations

$$M(q)v + C(q,v) = Bu + J(q)^T\lambda,$$

where $q \in \mathbb{R}^p$ represents the generalized coordinates, $v \in \mathbb{R}^p$ represents the generalized velocities, $\lambda \in \mathbb{R}^m$ represents the contact forces, $M(q)$ is the inertia matrix, $C(q,v)$ represents the combined Coriolis and gravitational terms, $B$ maps the control inputs $u$ into joint coordinates and $J(q)$ is the projection matrix.

The model (1) is a hybrid dynamical system [16], [17] with $2^m$ modes that arise from distinct combinations of contacts. One approach to contact dynamics describes the forces using the complementarity framework where the generalized coordinates $q$ and contact forces $\lambda$ satisfy a set of complementarity constraints [18]:

$$\lambda \geq 0, \quad \phi(q, \lambda) \geq 0, \quad \phi(q, \lambda)^T\lambda = 0,$$

where the function $\phi : \mathbb{R}^p \times \mathbb{R}^m \rightarrow \mathbb{R}^m$ is a gap function which relates the distance between robot and object with the contact force. This complementarity framework is widespread within the robotics community and has been commonly used to simulate contact dynamics [19], [20], quasi-statics [21], leveraged in trajectory optimization [22], stability [23] and control [4] of rigid-body systems with contacts. Additionally, linear complementarity systems [24] [25] capture the local behavior of (1) with the constraints (2). A linear complementarity system is characterized by the following five matrices: $A \in \mathbb{R}^{n \times n}$, $B \in \mathbb{R}^{n \times k}$, $D \in \mathbb{R}^{n \times m}$, $E \in \mathbb{R}^{m \times n}$, and $F \in \mathbb{R}^{m \times m}$ in the following way:

**Definition 1:** (Linear Complementarity System) An LCS describes the evolution of the state trajectory $x = x(t) \in \mathbb{R}^n$ that are dependent on the contact forces $\lambda = \lambda(t) \in \mathbb{R}^m$ such that

$$\dot{x} = Ax + Bu + D\lambda,$$

$$0 \leq \lambda \perp Ex + F\lambda + c \geq 0,$$

where $u \in \mathbb{R}^k$ is the input vector, $A$ determines the autonomous dynamics of the state vector $x$, $B$ models the linear effect of the input on the state, $D$ describes the linear effect of the contact forces on the state.

Note that the contact forces $\lambda$ are always non-negative. (3) implies that either $\lambda = 0$ or $Ex + F\lambda + c = 0$, encoding the multi-modal dynamics of contact. In many robotic scenarios, the hybrid, nonlinear dynamics of (1) can be locally approximated as a piecewise linear dynamical system, where each piece corresponds to a hybrid mode. We note that the smooth components of the dynamics ($M(q), C(q,v), J(q), \phi(q,\lambda), \ldots$) are linearized, but the LCS maintains the non-smooth nature of the original dynamics. An LCS is a compact representation, as the variables and constraints scale linearly with $m$, rather than with the $2^m$ hybrid modes [15], [26].

**Remark 1:** In the examples of this paper, due to the structure of $M(q), J(q)$, and $\phi(q, \lambda)$, the function that describes the dynamics in the linear complementarity model (3) is a piecewise linear approximation of the piecewise nonlinear function in (1) around the linearization point. In general, we note that the LCS might require additional variables to capture this piecewise linearization.

### B. Linear Complementarity Problem

Here, we recall some definitions and results from the theory of linear complementarity problems [18].

**Definition 2:** (Linear Complementarity Problem) Given $F \in \mathbb{R}^{m \times m}$ and a vector $w \in \mathbb{R}^m$, the LCP($w, F$) describes the following mathematical program:

$$\text{find } \lambda \in \mathbb{R}^m$$

subject to $0 \leq \lambda \perp F\lambda + w \geq 0.$

(4)

For a given $F$ and $w$, the LCP may have multiple solutions or none at all. Hence, we denote the solution set of the linear complementarity problem LCP($w, F$) as SOL($w, F$):

$$\text{SOL}(w, F) = \{\lambda : 0 \leq \lambda \perp F\lambda + w \geq 0\}.$$ 

We will restrict ourselves to a particular class of LCPs that are guaranteed to have unique solutions. Note that without this restriction, contact dynamics are known to generate non-unique solutions [27], [28].

**Definition 3:** (P-Matrix) A matrix $F \in \mathbb{R}^{m \times m}$ is a P-matrix, if the determinant of all of its principal sub-matrices are positive; that is, $\det(F_{\alpha\alpha}) > 0$ for all $\alpha \subseteq \{1, \ldots, m\}$.

If $F$ is a P-matrix, then the solution set SOL($w, F$) is a singleton for any $w \in \mathbb{R}^m$ [29]. If we denote the unique element of SOL($w, F$) as $\psi(w)$, then $\psi(w)$ is a piecewise linear function in $w \in \mathbb{R}^m$, hence is Lipschitz continuous and directionally differentiable [29].

We can describe the contact forces in (3) as the solution to the LCP($Ex + c, F$), and denote $\lambda(x)$ as the unique element of SOL($Ex + c, F$). Therefore, $\lambda(x)$ is globally Lipschitz continuous and directionally differentiable [30]. We denote the directional derivative of $\lambda$ in the direction $d$ as $\lambda'(x; d)$. We now define the following sets that will be used throughout the work.

$$\Gamma_{\text{SOL}}(E, F, c) = \{(x, \lambda) : \lambda \in \text{SOL}(Ex + c, F)\},$$

describes the graph of $\lambda(x)$.

$$\Gamma'_{\text{SOL}}(E, F, c, d) = \{(x, \lambda, \lambda'(x; d)) : \lambda \in \text{SOL}(Ex + c, F)\},$$

describes the graph of $\Psi(x) = \left(\begin{array}{c} \lambda(x) \\ \lambda'(x; d) \end{array}\right)$.
In the special case where \( c = 0 \), we can describe \( \lambda(x) \) and \( \lambda'(x; d) \) more precisely. We first define three index sets \( \alpha(x) \), \( \beta(x) \), and \( \gamma(x) \), and \( D\lambda \),
\[ V(x,\lambda) = g^T M g, \quad \hat{V}'(x; \dot{x}) = z^T N z. \]
Proof: Consider the Lyapunov function in (8),
\[ V(x,\lambda) = x^T P x + 2x^T Q \lambda + \lambda^T R \lambda, \]
(8)
where \( P \in \mathbb{R}^{n \times n}, Q \in \mathbb{R}^{m \times m} \), and \( R \in \mathbb{R}^{m \times m} \). Observe that the Lyapunov function (8) is quadratic in terms of the pair \((x,\lambda)\), and piecewise quadratic in the state variable \( x \) since the contact forces are a function of \( x \) (i.e., \( \lambda = \lambda(x) \)). More precisely, \( V \) is a piecewise quadratic Lyapunov function in \( x \) where the function switches based on which contacts are active. For example, if all of the contact forces are inactive, \( \lambda = 0 \), then \( V(x) = x^T P x \).

In Lyapunov based analysis and synthesis methods, one desires to search over a wide class of functions. Since \( V(x,\lambda) \) is a piecewise quadratic Lyapunov function, it is more expressive than a Lyapunov function common to all modes (as was used in [4]), which makes it a more powerful choice than a single quadratic Lyapunov function [32]. Additionally, observe that the \( \lambda = \lambda(x) \) is a piecewise continuous function of the state vector \( x \), and the function \( V \) in (8) is non-smooth.

Since both the function \( V \) in (8) and the contact force \( \lambda \) are non-smooth, we work with directional derivatives in the direction \( \dot{x} \) where \( \dot{x} = Ax + Bu + D\lambda \). For simplicity, we denote \( \lambda^*(x; \dot{x}) = \lambda(x) \). Now, we are ready to construct conditions for certifiably stabilizing gains \( K \) and \( L \).

**Theorem 1:** Consider the linear complementarity system in (3). Assume that \( F \) is a P-matrix and \( c \geq 0 \), then the input \( u(x,\lambda) = Kx + L\lambda \) is a continuous function of \( x \) and the LCS in (3) is Lipschitz continuous. Furthermore, consider the matrices
\[ M = \begin{bmatrix} P & Q \\ Q^T & R \end{bmatrix}, \quad N = \begin{bmatrix} N_{11} & N_{12} & Q \\ N_{12}^T & N_{22} & R \\ Q^T & R & 0 \end{bmatrix}, \]
where \( P \in \mathbb{R}^{n \times n}, Q \in \mathbb{R}^{m \times m} \), and \( R \in \mathbb{R}^{m \times m} \), and,
\[ N_{11} = A^T P + PA + K^T B^T P + PBK, \]
\[ N_{12} = PBL + PD + A^T Q + K^T B^T Q, \]
\[ N_{22} = L^T B^T Q + D^T Q + Q^T D + Q^T BL. \]

If there exists \( K, L, P, Q, R \) and a domain \( D \subseteq \mathbb{R}^n \) such that \( V(x,\lambda) > 0 \) for \((x,\lambda) \in \Gamma^c \), then
1. \( x_e = 0 \) is Lyapunov stable if \( \hat{V}'(x;\dot{x}) \leq 0 \) for \((x,\lambda) \in \Gamma^c \), \( \dot{x}, x \in D \),
2. \( x_e = 0 \) is asymptotically stable if \( \hat{V}'(x;\dot{x}) < 0 \) for \((x,\lambda) \in \Gamma^c \), \( \dot{x}, x \in D \),

where \( z = [x \lambda \lambda^T]^T, q = [x \lambda \lambda]^T, \dot{x} = Ax + Bu + D\lambda, V(x,\lambda) = g^T M g, \) and \( V'(x;\dot{x}) = z^T N z \).

**Proof:** Consider the Lyapunov function in (8),
\[ V(x,\lambda) = x^T P x + 2x^T Q \lambda + \lambda^T R \lambda. \]
Then the composite function $\bar{V}(x)$ is locally Lipschitz continuous and directionally differentiable,
\[
\bar{V}(x) = x^TPx + 2x^TQ\lambda(x) + \lambda(x)^TR\lambda(x).
\]
The directional derivative of $\bar{V}$ in the direction $\dot{x}$ can be shown as follows,
\[
\dot{\bar{V}}(x; \dot{x}) = 2x^TP\dot{x} + 2x^TQ\dot{\lambda}(x) + 2\lambda(x)^TR\dot{\lambda}(x),
\]
where $\dot{x} = (A + BK)x + (D + BL)\lambda$. After algebraic manipulation,
\[
\dot{\bar{V}}(x; \dot{x}) = z^TNz,
\]
and (a) and (b) follows.

We have established sufficient conditions to stabilize the LCS in (3). Furthermore, observe that $V$ is a piecewise quadratic function, $u$ is a piecewise affine function and both of them switch based on active contacts. More precisely, $V$ and $u$ encode the non-smoothness of the problem structure, mirroring the structure of the LCS, and allow tactile feedback, without exponential enumeration. This is an appealing middle ground between the common Lyapunov function of our prior work [4], and purely hybrid approaches [33], [34]. We can assign a different Lyapunov function and a control policy for each mode but avoid mode enumeration so that the approach can scale to large number of contacts ($m$).

The sufficient conditions in Theorem 1 are matrix inequalities over the sets $\Gamma^\prime_{SOL}(E, F, c)$ and $\Gamma^\prime_{SOL}(E, F, c, \dot{x})$. The challenge, then, is to find representations of these sets suitable for control synthesis, without exponential enumeration of the hybrid modes. The set $\Gamma_{SOL}(E, F, c)$ can be explicitly written as:
\[
\Gamma_{SOL}(E, F, c) = \{(x, \lambda) : 0 \leq \lambda \perp Ex + c + F\lambda \geq 0\}.
\]
For the set $\Gamma^\prime_{SOL}(E, F, c, \dot{x})$, we propose two conservative representations. The challenge in representing $\Gamma^\prime$ comes from properly bounding the directional derivative of force, $\dot{\lambda}$ without explicitly computing it (which would be combinatoric). First, we consider the case where the constant term is set to zero ($c = 0$) and define the set
\[
\Gamma^\prime_{SOL}(E, F, 0, \dot{x}) = \{(x, \lambda, \dot{\lambda}) : 0 \leq F\lambda + Ex \perp \dot{\lambda} \geq 0, \|\lambda\|_2 \leq \gamma\|x\|_2, \|\dot{\lambda}\|_2 \leq \kappa\|x\|_2\},
\]
where $\gamma$ and $\kappa$ are system-specific bounds on $\lambda$ and $\dot{\lambda}$, such that $\Gamma_{SOL}(E, F, 0, \dot{x}) \subseteq \Gamma^\prime_{SOL}(E, F, 0, \dot{x})$. The parameter $\gamma$ can be computed from (5):
\[
\gamma = \max_{a} \|-(F_{aa})^{-1}E_{a}\|_2.
\]
Similarly, we can compute $\kappa$ using (6),
\[
\|\dot{\lambda}\|_2 \leq \gamma\|x\|_2 \leq \kappa\|x\|_2,
\]
with $\kappa = \gamma(\|A + BK\|_2 + \gamma\|D + BL\|_2)$. In order to obtain bounds on $\|A + BK\|_2$ and $\|D + BL\|_2$, without yet knowing $K$ and $L$, we use the following proposition:

**Proposition 1:** [35] The constraint $\sigma_{\text{max}}(A) \leq \Theta$ can be written as a convex linear matrix inequality. Let
\[
C^\Theta = \{A : \begin{bmatrix} I & A \\ A^T & \Theta \end{bmatrix} \succeq 0\}.
\]
Then, $A \in C^\Theta \Leftrightarrow A^T A \preceq \Theta^2 I \Leftrightarrow \sigma_{\text{max}}(A) \leq \Theta$.

Using Proposition 1 with the equality $\|A\|_2 = \sigma_{\text{max}}(A)$, and given bounds on $K$ and $L$, we can obtain upper bounds on $\|A + BK\|_2$ and $\|D + BL\|_2$. However, we note that this approach, while practically useful, requires enumerating all of the modes. Hence, we propose a second approach that both avoids enumeration and addresses cases where the constant term is strictly positive ($c > 0$).

**Proposition 2:** Assume that $F$ is a P-matrix. If $\lambda_i > 0$, then $E_i^T \dot{x} + F_i^T \lambda = 0$ for all $i$. Furthermore, using a slack variable $\rho \in \mathbb{R}^m$, this relation is captured by the constraints,
\[
\lambda_i \rho_i = 0 \quad \text{for all } i \in \bar{m}, \quad (10)
\]
\[
E_i \dot{x} + F_i \lambda + \rho = 0. \quad (11)
\]

**Proof:** Observe that if $\lambda_i > 0$, then
\[
E_i^T \dot{x} + F_i^T \lambda + c = 0.
\]
$E_i^T \dot{x} + F_i^T \lambda = 0$ follows after differentiation with respect to time on both sides of the equation. If $\lambda_i > 0$, then $\rho_i = 0$ from (10), and (11) is equal to $E_i^T \dot{x} + F_i^T \lambda$. If $\lambda_i = 0$, then (11) holds trivially since $\rho_i$ is a free variable.

We define the following set based on Proposition 2:
\[
\Gamma^\prime_{SOL}(E, F, c, \dot{x}) = \{(x, \lambda, \dot{\lambda}) : \lambda \in SOL(Ex + c, F), \quad E_i \dot{x} + F_i \lambda + \rho = 0, \lambda_i \rho_i = 0 \quad \forall \ i \in \bar{m} \}.
\]

Notice that $\Gamma^\prime_{SOL}(E, F, c, \dot{x}) \subseteq \Gamma^\prime_{SOL}(E, F, c)$. Since we have defined the sets $\Gamma_{SOL}(E, F, c)$ and $\Gamma^\prime_{SOL}(E, F, c, \dot{x})$ for $i = 1, 2$, we can formulate the feasibility problem:
\[
\text{find} \quad V(x, \lambda), K, L \quad (13)
\]
subject to
\[
V(0, 0) = 0,
\]
\[
V(x, \lambda) > 0, \quad \text{for } (x, \lambda) \in A, \ x \in D, \quad V'(x; \dot{x}) \leq 0, \quad \text{for } (x, \lambda, \dot{\lambda}) \in B, \ x \in D, \quad (12)
\]
where $A = \Gamma_{SOL}(E, F, c)$, $B = \Gamma^\prime_{SOL}(E, F, c)$ with $i$ either 1 or 2, with the functions $V(x, \lambda)$ and $V'(x; \dot{x})$ as in Theorem 1. Notice that $V'(x; \dot{x}) \leq 0$ is a bilinear matrix inequality because of the bilinear terms $PBK$, $PBL$, $K^TB^TQ$ and $Q^TBL$. Therefore, we have formulated the problem of designing a control policy as finding a feasible solution for a set of bilinear matrix inequalities. The conditions that define $A$ and $B$ are incorporated via the S-procedure [36].

Even though the problem is a BMI, we can eliminate some of the bilinear constraints. Observe that the gain matrices $K$ and $L$ appear in the constraint $E \dot{x} + F \lambda + \rho = 0$ in (12).
This is undesirable in practice, as it will lead to bilinear S-procedure terms. To avoid this, we relax \( E\dot{x} + F\bar{\lambda} + \rho = 0 \) and bound \( \bar{\lambda} \) with the inequality
\[
\|q\|_2 \leq \|EBK\|_2 \|x\|_2 + \sigma \|EBL\|_2 \|\lambda\|_2 \leq b, \tag{14}
\]
where \( q = EAx + ED\lambda + F\bar{\lambda} + \rho \). We can generate bounds on \( \|EBK\|_2 \) and \( \|EBL\|_2 \) using Proposition 1. In order to compute the final bound, \( b \), we solve the following convex optimization problem,
\[
\text{minimize } \sigma, d \\
\text{subject to } \lambda^T \lambda \leq \sigma x^T x + d, \text{ for } (x, \lambda) \in \Gamma_{\text{SOL}}(E, F, c),
\]
and compute \( b = \|EBK\|_2 \omega + \|EBL\|_2 \sqrt{\gamma \omega^2 + d} \) considering the compact set \( D = \{x : \|x\|_2 \leq \omega\} \). Notice that (14) helps us avoid bilinear S-procedure terms, but does not turn the feasibility problem (13) into a convex problem.

IV. EXAMPLES

In this paper, we use the YALMIP [37] toolbox with PENBMI [38] to formulate and solve bilinear matrix inequalities. SeDuMi [39] is used for solving the semidefinite programs (SDPs). PATH [40] has been used to solve the linear complementarity problems when performing simulations. Three examples that are generated using MATLAB\(^1\) are provided with a video depiction \(^2\).

A. Cart-Pole with Soft Walls

We consider the cart-pole system where the goal is to balance the pole and regulate the cart to the center, where there are walls (modeled via spring contacts) on both sides. This problem, or a slight variation of it, has been used as a benchmark in control through contact [34], [41], [3] and the model is shown in Figure 1.

In our model, the \( x_1 \) is the position of the cart, \( x_2 \) is the angle of the pole, and \( x_3, x_4 \) are their time derivatives respectively. We can control the cart with the input \( u_1 \) and model the contact forces of the walls as \( \lambda_1 \) and \( \lambda_2 \), leading to the LCS
\[
\begin{align*}
\dot{x}_1 &= x_3, \\
\dot{x}_2 &= x_4, \\
\dot{x}_3 &= \frac{gm_p}{m_c} x_2 + \frac{1}{m_c} u_1, \\
\dot{x}_4 &= \frac{g(m_c + m_p)}{m_c} x_2 + \frac{1}{m_c} u_1 + \frac{1}{m_p} \lambda_1 - \frac{1}{m_p} \lambda_2, \\
0 &\leq \lambda_1 \perp x_2 - x_1 + \frac{1}{k_1} \lambda_1 + d \geq 0, \\
0 &\leq \lambda_2 \perp x_1 - lx_2 + \frac{1}{k_2} \lambda_2 + d \geq 0,
\end{align*}
\]
where \( k_1 = k_2 = 10 \) are stiffness parameters of the soft walls, \( g = 9.81 \) is the gravitational acceleration, \( m_p = 0.1 \) is the mass of the pole, \( m_c = 1 \) is the mass of the cart, \( l = 0.5 \) is the length of the pole, and \( d = 0.1 \)

\(^1\)https://github.com/AlpAydinoglu/cdesign

\(^2\)https://www.youtube.com/watch?v=WS4nMXtCxcQ

Fig. 1. Benchmark problem: Regulation of the cart-pole system to the origin with soft walls.

represents where the walls are. For this model, we solve the feasibility problem (13) and find a controller of the form \( u(x, \lambda) = Kx + LA \) that regulates the model to the origin. The algorithm succeeded in finding a feasible controller in 0.72 seconds. As a comparison, we also designed an LQR controller with penalty on the state \( Q = 10I \) and penalty on the input \( R = 1 \). We tested both contact-aware and LQR controllers on the nonlinear plant for 100 initial conditions where \( x_2(0) = 0 \), and \( x_1(0), x_3(0), x_4(0) \) are uniformly distributed \((10x_1(0), x_3(0), x_4(0) \sim U[-1,1])\). Despite the fact that the walls are not particularly stiff, LQR was successful only 71% of the time, whereas our contact-aware policy was always successful.

B. Partial State Feedback

We consider a model that consists of three carts that are standing on a frictionless surface as in Figure 2. The cart on the left has a pole attached to it and the cart in the middle has two springs attached to it that represents soft contacts. In this model, a spring only becomes active if the distance between the outer block and the block in the middle is less than some threshold. Here, \( x_1, x_2, x_3 \) represent the positions of the carts and \( x_4 \) is the angle of the pole. The corresponding LCS is
\[
\begin{align*}
\dot{x}_1 &= \frac{gm_p}{m_1} x_4 + \frac{1}{m_1} u_1 - \frac{1}{m_1} \lambda_1, \\
\dot{x}_2 &= \frac{\lambda_1}{m_2} - \frac{\lambda_2}{m_2}, \\
\dot{x}_3 &= \frac{\lambda_2}{m_3} + \frac{u_2}{m_3}, \\
\dot{x}_4 &= \frac{g(m_1 + m_p)}{m_1 l} x_4 + \frac{u_1}{m_1 l} - \frac{1}{m_1} \lambda_1, \\
0 &\leq \lambda_1 \perp x_2 - x_1 + \frac{1}{k_1} \lambda_1 \geq 0, \\
0 &\leq \lambda_2 \perp x_3 - x_2 + \frac{1}{k_2} \lambda_2 \geq 0,
\end{align*}
\]
where the masses of the carts are \( m_1 = m_2 = m_3 = 1 \), \( g = 9.81 \) is the gravitational acceleration, \( m_p = 1.5 \) is the mass of the pole, \( l = 0.5 \) is the length of the pole, and \( k_1 = k_2 = 100 \) are stiffness parameters of the springs. Observe that we have control over the outer blocks, but do not have any control
over the block in the middle. Additionally, we assume that we can not observe the middle block, and can only observe the outer blocks and the contact forces. For this example, we can solve the feasibility problem (13) in 9.3 seconds and find a controller of the form \( u(x, \lambda) = K x + 2 \lambda \). We enforce sparsity on the controller \( K \) not to use any feedback from the state \( x \) or its derivative \( \dot{x} \). This example demonstrates that tactile feedback can be used in scenarios where full state information is lacking. More precisely, we cannot observe the position and velocity of the cart in the middle, but we can design a controller that leverages tactile feedback and stabilize the system.

### C. Acrobot with Soft Joint Limits

As a third example, we consider the classical underactuated acrobot, a double pendulum with a single actuator at the elbow (see [42] for the details of the acrobot dynamics). Additionally, we add soft joint limits to the model. Hence we consider the model in Figure 3:

\[
\dot{x} = Ax + Bu + D\lambda, 
\]

where \( x = (\theta_1, \theta_2, \dot{\theta}_1, \dot{\theta}_2) \), \( \lambda = (\lambda_1, \lambda_2) \), and \( D = \begin{bmatrix} 0_2 \times 2 & 0 \end{bmatrix} \) with \( J^T = \begin{bmatrix} -1 & 1 \\ 0 & 0 \end{bmatrix} \). For this model, the masses of the rods are \( m_1 = 0.5, m_2 = 1 \), the lengths of the rods are \( l_1 = 0.5, l_2 = 1 \), and the gravitational acceleration is \( g = 9.81 \). We model the soft joint limits using the following complementarity constraints:

\[
0 \leq d - \theta_1 + \frac{1}{k} \lambda_1 \perp \lambda_1 \geq 0, \\
0 \leq \theta_1 + d + \frac{1}{k} \lambda_2 \perp \lambda_2 \geq 0,
\]

where \( k = 1 \) is the stiffness parameter and \( d = 0.2 \) is the angle that represents the joint limits in terms of the angle \( \theta_1 \). For this example, we solve the feasibility problem (13) and obtain a controller of the form \( u(x, \lambda) = K x + L \lambda \) in 1.18 seconds. For comparison, we also designed an LQR controller for the linear system where the penalty on the state is \( Q = 100I \) and the penalty on the input is \( R = 1 \). We ran 100 trials on the nonlinear plant where initial conditions were sampled according to \( x_1(0) = x_2(0) = 0 \) and \( x_3(0), x_4(0) \sim U[-0.05, 0.05] \). Out of these 100 trials, LQR was successful only 49% of the time whereas our design was successful 87% of the time.

### V. CONCLUSION

In this work, we have proposed an algorithm for synthesizing control policies that utilize both state and force feedback. We have shown that pure local, linear analysis was entirely insufficient and utilizing contact in the control design is critical to achieve high performance. Furthermore, the proposed algorithm exploits the complementarity structure of the system and avoids enumerating the exponential number of potential modes, enabling efficient design of multi-contact control policies. In addition to incorporating tactile sensing into dynamic feedback, we provide stability guarantees for our design method.

The algorithm requires solving feasibility problems that include bilinear matrix inequalities and we have used PENBMI [38] in this work. For the examples that are presented here, the runtime of the algorithm was short and we found solutions to the problems relatively quickly. On the other hand, it is important to note that for some parameter choices and initializations, the solver was unable to produce feasible solutions.

The current framework requires the contact forces to be continuous, and thus is limited to soft contact models. In future work, we will extend our results to include impulsive impacts in the dynamics alongside continuous forces and tactile feedback. We will also consider extensions to systems where there is a direct relation between the contact force and the input (e.g., quasi-static models that consider the friction forces). For example, quasistatic pushing and grasping can be modeled as an LCS where the input \( u \) also appears in the complementarity constraints [21]. These systems, when combined with our control policies, would create an algebraic loop that must be broken via introduction of delay or filtering (modeling sensor dynamics).
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