Novel transverse emittance measurements for electron cooling characterization
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The extra low energy antiproton ring (ELENA) finished commissioning before the start of CERN’s second long shutdown in December 2018, successfully providing beams to a new experimental zone. In 2021, ELENA will begin distributing cooled 100 keV antiproton beams to all antimatter experiments. To counteract beam blowup due to deceleration, ELENA will employ the use of an electron cooler. Measurements under similar circumstances, such as at the antiproton decelerator at CERN, have shown electron cooling causing non-Gaussian beam profiles. This effect, combined with nonzero dispersion at the location of the scraper in ELENA, presents new challenges in the use of ELENA’s scraper to determine the emittance during the deceleration cycle. Two new scraper algorithms have been developed and used to show the first evidence of significant electron cooling in ELENA, at 650 and 100 keV energy plateaus. The algorithms are capable of estimating the longitudinal momentum spread of the beams and accurately determining emittances for non-Gaussian beams in dispersive regions. Additionally, utilizing combinations of measurements from opposing scraper blades, additional information on the beam’s evolution is presented, suggesting a correlation between the emittance and longitudinal momentum offset of individual particles. Finally, considerations for further studies in ELENA and similar machines are presented.
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I. INTRODUCTION

It is essential during the commissioning and operation of any modern accelerator facility to measure and track the emittance of the propagating beams. In particular, for a synchrotron, the transverse emittance provides information on beam quality at various stages of the acceleration cycle. In the antiproton decelerator (AD) [1,2] and the newly commissioned extra low energy antiproton ring (ELENA) [3–5], antiproton beams experience an adiabatic blowup of emittance during deceleration, which must be monitored and counteracted before extraction to experiments. Additionally, at low energies, collective effects such as intrabeam scattering (IBS) [6–9] become significant and contribute to emittance growth. Both machines employ the use of an electron cooler to reduce emittances during intermediate and extraction energy plateaus [10].

The nominal parameters for ELENA’s electron cooler may be found in Table I.

In order to measure the emittance at a specific time during the machine’s cycle, a scraping device has been successfully employed in the AD [11], from injection energy 2.8 GeV down to an extraction energy of 5.3 MeV. The scraper has been shown to effectively probe these low-energy, low-intensity \( N_p \approx 5 \times 10^7 \) beam

|                  | 650 keV | 100 keV |
|------------------|---------|---------|
| Electron beam energy (eV) | 355     | 55      |
| Electron current (mA)       | 5       | 2       |
| Electron beam density \( (m^{-3}) \) | \( 1.38 \times 10^{12} \) | \( 1.41 \times 10^{12} \) |

|                  |         |         |
|------------------|---------|---------|
| B_{gun} (G)       | 1000    |         |
| B_{drift} (G)     | 100     |         |
| Expansion factor  | 10      |         |
| Cathode radius (mm)| 8    |         |
| Electron beam radius (mm) | 25    |         |
| \( \beta_x, \beta_y, D_z \) (m) | 2.103, 2.186, 1.498 | |
| Flange-to-flange length (mm) | 2330 |         |
| Drift solenoid length (mm)    | 1000   |         |
| Effective length (mm)         | 700    |         |
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distributions and so was also chosen as the primary emittance diagnostic for ELENA, which has an extraction energy of 100 keV. The basic principle of a moving scraper blade measurement is as follows: The beam is destructively intercepted by a metallic scraper blade, which moves slowly with respect to the revolution frequency. As the beam is intercepted, a shower of secondary particles is generated. If the scraper blade moves slowly enough, the corresponding shower intensity is proportional to the maximum oscillation amplitude density of the particles at the position of the scraper blade. By detecting this shower and observing how its intensity evolves as a function of the scraper blade position, it is possible to gain an insight into the transverse beam profile distribution. The emittance of the beam can be estimated by assuming the necessary lattice functions at the scraper’s location.

In the case of the AD and ELENA, secondary signals on scintillators outside the beam pipe are dominated by the pions generated from antiproton annihilations within the scraper blade. The secondary signal given as a function of the scraper blade position may be summed to produce a cumulative density function (CDF), \( F_{\pm} \). In the AD system, the CDF is used to obtain an estimate for the distance between the region containing 95% of the beam and beam core (0% intensity in CDF), \( \sigma_{05} \). This quantity is simply converted to the 95% emittance with \( \epsilon_{95} = \sigma_{05}^2 / \beta \), where \( \beta \) is the transverse beta function, to the scraping direction, \( x \) or \( y \).

In ELENA, there is no region with zero dispersion, and, as such, dispersive effects at the scraper unavoidably convolute the CDF. Additionally, non-Gaussian transverse beam distributions resulting from deceleration and electron cooling present further challenges in extracting accurate emittance estimates from obtained signals.

Two novel scraper algorithms have been developed to surmount the unique challenges presented by ELENA, and, through detailed simulations, they have been shown to accurately reconstruct the statistical rms emittance, \( \epsilon_{rms} \), in a range of conditions [12]. The statistical rms emittance is defined as

\[
\epsilon_{rms} = \langle J \rangle \equiv \frac{1}{2} \langle A \rangle^2, \tag{1}
\]

where \( \langle \cdot \cdot \cdot \rangle \) denotes the expectation value of the quantity in the parentheses, \( J \) is the angle action variable, and \( A \) is the amplitude of the particles in phase space.

One algorithm utilizes a line fit to the data, assuming the beam may be approximated as Gaussian, and is also capable of reconstructing the momentum spread of the beam by taking it as a second free parameter during fitting. The second algorithm requires two separate scraper measurements from opposite directions and is capable of reconstructing the emittance for an arbitrarily shaped beam in a region of nonzero dispersion. ELENA is equipped with two arms, each housing a windowlike configuration through which the beam passes. With the two edges perpendicular to arm motion per arm, it is possible to scrape from four transverse directions.

In this paper, scraper measurements taken during ELENA commissioning at the end of 2018 are presented and analyzed using these new algorithms. The measurements aim to showcase the utility of the algorithms and also to provide the first evidence of effective electron cooling within ELENA. Additionally, the two-scan algorithm provides an insight into a correlation between the emittance and momentum offset of beam particles.

## II. MEASUREMENTS

The measurements have been carried out in all four transverse directions, at three times along ELENA’s cycle, as schematically represented on a typical ELENA cycle plot in Fig. 1. Two sets of measurements were made at the 650 keV intermediate energy plateau at separate cycle times during electron cooling (\( t = 7.8 \) s and \( t = 14.5 \) s, respectively), and two sets during the 100 keV extraction energy plateau, both at the same cycle time (3.9 s along the plateau), with and without electron cooling. Some scraper measurements were repeated in order to check reproducibility and obtain uncertainties. All measurements were made with rf systems off, as the algorithms require a coasting beam. Additionally, Schottky measurements [13] to determine the rms momentum spread at the corresponding times were performed. The rms momentum spread is needed as an input for the two-scan algorithm.

The underlying equation for the two-scan algorithm may be expressed as

\[
\epsilon_{rms} = \frac{1}{4\beta} \left( \sigma_x^2 + \sigma_y^2 + \frac{(\bar{x}_x - \bar{x}_y)^2}{2} \right) - \frac{D^2 \sigma_\delta^2}{2\beta}, \tag{2}
\]

where \( D \) is the dispersion in the plane of scraping, \( \beta \) is the beta function of the same plane, and \( \sigma_\delta \) is the rms momentum spread at the time of the measurement. By taking the derivative of the CDF, introduced earlier, a probability density function (PDF) \( f_{\pm} \) is obtained. The
subscripts + and − refer to the direction in which the beam is being scraped (e.g., from positive or negative x). The values \( \sigma_\pm \) and \( \bar{x}_\pm \) are the rms and mean of \( f_\pm \), respectively. This equation is first introduced and derived in Ref. [12], along with a detailed description of the single-scan line-fit method, which assumes a Gaussian beam, and can estimate the momentum spread.

A. Quantities obtained without scraping

It can be seen in Eq. (2) that there are several inputs required for the emittance, including three \( (\sigma_\delta, \beta, \text{ and } D) \) that do not come from scraper measurements directly. Values for the horizontal and vertical beta functions \( \beta_x \) and \( \beta_y \), respectively, and the horizontal dispersion \( D_x \) were calculated based on the optical settings around the ring at the time of measurement. The values at the scraper were determined to be \( \beta_x = 3.2 \text{ m} \), \( \beta_y = 2.97 \text{ m} \), and \( D_x = 1.38 \text{ m} \).

Uncertainties in these measurements were calculated using a MAD-X [14] model of the optics with incremental field strength errors to observe trends in resultant errors. The horizontal beta was seen to be comparatively sensitive, and uncertainties in measurements corresponding to \( \pm 5\% \) field strength errors were determined and propagated to final emittance errors.

In order to calculate the rms momentum spread, Schottky analysis of the signal seen on a transverse pickup was used. Schottky data were available only for the intermediate 650 keV plateau at the time of measurements. A spectral density distribution is given by a spectrum analyzer, scanning around the tenth harmonic of the revolution frequency, 371 kHz. The resultant distribution can be seen in Fig. 2, including signals given during rebunching on the right-hand side. Each time slice of these spectra was evaluated using

\[
\sigma_\beta = \frac{1}{\eta} \frac{\Delta f_h}{f_h},
\]

where \( \eta \) is the phase slip factor, \( f_h \) is the central frequency of the signal peak, and \( \Delta f_h \) is the rms width of the peak. Similarly to the optical quantities at the scraper, \( \eta \) was calculated based on the strength settings of the elements around the ring.

The values of \( \Delta f_h \) and \( f_h \) given by numerical analysis for each time slice along the intermediate plateau are also shown with crosses on Fig. 2. These values were then converted to rms momentum spreads, the time evolution of which may be observed in Fig. 3. A clear and rapid reduction to an equilibrium plateau can be observed due to effective electron cooling. Values of \( 1.1(\pm 0.16) \times 10^{-3} \) and \( 0.22(\pm 0.03) \times 10^{-3} \) were determined for \( t = 7.8 \text{ s} \) and \( t = 14.5 \text{ s} \), respectively, and were used as input parameters for the two-scan algorithm analysis.

B. Quantities obtained through scraping

Raw data corresponding to a secondary signal per time were obtained from scintillators and, using scraper time \( (t_s) \) and position \( (x_s, y_s) \) readings, converted to signal per position measurements. Here, cuts in data on either side of a clear secondary beam signal (typically between \( \pm 25 \text{ mm} \)) were made to prevent background noise such as injection losses appearing as high-amplitude particles. Despite their relatively low intensity, such erroneous signals may heavily skew resultant quantities due to their perceived high transverse positions, and so such cuts are essential.

---

**FIG. 2.** The spectral density distribution obtained from Schottky measurements in the presence of electron cooling during the 650 keV energy plateau. The black and white crosses represent fitted \( \Delta f_h \) and \( f_h \) values, respectively. Scraper measurement times are highlighted by vertical green lines.

**FIG. 3.** Time evolution of the rms longitudinal momentum spread, \( \sigma_\beta \), during the 650 keV energy plateau in the presence of electron cooling. Green and red vertical lines highlight the activation time of the scraper and the time window corresponding to the signal seen on scintillators, respectively.
Once secondary signal per time measurements were obtained, data were cumulatively summed and then normalized to unity in order to give a CDF, \( F_\pm(x_\pm) \) (similarly for \( y_\pm \), although here we consider only horizontal measurements for brevity). It is worth pointing out that through this normalization the relative absolute intensities of detector signals become irrelevant (provided they are well distinguished from noise). The PDF is then obtained through differentiation by finite difference approximations: 

\[
\frac{dF_\pm(x_\pm)}{dx_\pm} = f_\pm(x_\pm)
\]

This distribution is then finally converted to input quantities for the algorithm from

\[
\bar{x}_\pm = \int_{-\infty}^{+\infty} f_\pm(x_\pm)x_\pm dx_\pm,
\]

\[
\sigma_\pm^2 = \int_{-\infty}^{+\infty} f_\pm(x_\pm)(x_\pm - \bar{x}_\pm)^2 dx_\pm,
\]

integrating the data with finite difference methods.

Repeat scraper measurements were performed to check for shot-to-shot fluctuations. The momentum-dependent closed orbit of the beam may be extracted from measurements using

\[
x_0 + D\delta = \frac{\bar{x}_+ + \bar{x}_-}{2},
\]

where \( x_0 \) is the horizontal closed orbit of the beam, \( \delta \) denotes the mean momentum offset of the beam, and similarly for measurements in the vertical plane, \( y \). This quantity showed no significant change between shots in both planes.

The measurements also served to potentially expose errors in scraper position readings between shots. Such fluctuations or errors would be significant, since this method requires the combination of two separate scraper measurements. Comparisons in the calculated means of PDFs, \( \Delta\bar{x}_\pm \) and \( \Delta\bar{y}_\pm \), obtained for repeat horizontal and vertical measurements yielded differences of 0.03 and 0.04 mm, respectively, and so the effect was deemed negligible.

### III. ANALYSIS

#### A. Intermediate 650 keV energy plateau

Since measurements are simplified in the vertical plane due to zero vertical dispersion, this was the best place to begin testing the algorithms. Setting \( \sigma_\delta \) to zero and hence removing the final term in Eq. (2), \( \epsilon_y \) was determined to be 1.59 (±0.02) and 1.15 (±0.02) mm mrad for measurements at 7.8 and 14.5 s, respectively, equating to an emittance reduction of 28(±2)\% and confirming transverse cooling has taken place. Reconstructed momentum-dependent closed orbit values showed no significant change after cooling, as expected. An offset from \( y_0 \) could be explained due to a calibration offset in the scraper window position and may be investigated after CERN’s second long shutdown. Such a calibration offset would not affect accuracy of the emittance results, since a single arm scrapes in both directions with opposing blades attached in a windowlike configuration.

Figure 4 shows the CDFs corresponding to both pairs of measurements. A shift in the CDFs at 14.5 s toward the beam core is indicative of the reduced emittance after some exposure of the beam to electron cooling. Using a custom PYTHON [15] Monte Carlo simulation tool, two pairs of CDFs have been generated for Gaussian distributions, with emittances corresponding to the reconstructed emittance values, and similarly for the closed orbits. Comparing the two cases, it can be observed that the Gaussian approximation better fits the CDFs at \( t = 7.8 \) s. A more densely populated core with wider tails at \( t = 14.5 \) s suggests that indeed electron cooling has been more effective on the core of the beam as predicted, leading to non-Gaussian beam distributions.

The single-scan Gaussian line-fit algorithm was also used on these results and compared with the two-scan results as seen in Table II. While there appears to be a consistent underestimation of the emittance for the line-fit method, it can be seen that there is a more significant disagreement between the results after some time exposed to electron cooling, further supporting that the beam has become less Gaussian. This comparison may also serve to provide an insight into how sensitive the line-fit algorithm is to the transverse profile of the beam.

Horizontal scraper measurements at this energy were also analyzed, this time using the values of momentum spread, 1.1(±0.16) × 10^{-3} and 0.22(±0.03) × 10^{-3} for \( t = 7.8 \) s and \( t = 14.5 \) s, respectively, presented in Sec. II A. For the same respective times, the two-scan algorithm returned values of 3.6 (±0.27) and 0.7 (±0.05) mm mrad, showing a much more significant decrease of 81(±10)\%.
reflected by a more considerable difference in CDFs (Fig. 5). The magnitude of this emittance decrease, compared with for the vertical case, could be attributed to a significantly higher initial emittance.

Comparisons in the closed orbit showed a small change from $-4.05 \pm 0.04$ to $-4.22 \pm 0.04$ mm during cooling, which could be explained by a change in the mean momentum offset of the beam, $\Delta \vec{\delta}$. This affects the mean horizontal position of the beam at the scraper through dispersion, $\Delta x_0 = D_x \Delta \vec{\delta}$, and for this measurement corresponds to $\Delta \vec{\delta} = -1.2(\pm0.3) \times 10^{-4}$. In the case that the mean momentum offset was more accurately known, it would be possible to use this relation to corroborate the value $D_x$. This would require the use of more Schottky pickups operating at a higher harmonic to give a better time resolution in the spectral density distribution.

A comparison of these measurements with simulations showed similar trends for the $t = 14.5$ s case as for the vertical measurement previously, with small deviations from Gaussian at the core and tails after cooling. However, for the earlier higher-momentum spread case, $t = 7.8$ s, some discrepancy was observed in that the characteristic crossing of CDFs above $F_{\pm} = 0$ at the core of the beam (due to dispersive effects) was not observed. An example of such a crossing may be seen in Fig. 8. Further measurements at this energy would be required to determine the cause of this difference in simulated and measured distributions, since at the 100 keV plateau a characteristic crossing above $F_{\pm} = 0$ was observed, as expected.

B. Extraction 100 keV energy plateau

For this energy plateau, two sets of measurements ($2 \times 4$ directions) were made at the same cycle time, $t = 28.9$ s, with the electron cooler on and off. This allows a comparison between an uncooled beam with one cooled for 3.9 s.

Figure 6 shows the CDFs and corresponding simulation distributions for vertical reconstructed emittances of 0.53 ($\pm0.01$) and 2.55 ($\pm0.03$) mm mrad in the presence of and without electron cooling, respectively. Comparisons with simulated Gaussian beams of the same emittance values show notable differences in the case of no cooling. A wider core could be explained by the IBS acting more significantly upon the beam core, since growth due to this effect is proportional to intensity. At 100 keV, the electron cooler has reduced $\epsilon_y$ by 79(\pm2)\% of what it was without compensative measures, over 3.9 s.

A good agreement between the Gaussian simulation and the cooling case was observed. This could be due to the beam quickly reaching equilibrium and having a reduced transverse size. This smaller transverse size results in the distribution “seeing” a more uniform electron velocity (at the center of the parabolic distribution of electron velocities). Continued cooling in this configuration leads to a Gaussian beam. It is also worth mentioning that, while for both vertical cases a similar negative offset was observed as for the 650 keV measurements, between the two cases at

![FIG. 5. Horizontal measured CDFs for scraper measurements at 650 keV. Calculated dispersion-dependent closed orbit values are displayed.](image1)

![FIG. 6. CDFs produced from vertical scraper measurements at 100 keV with overlaying Gaussian distributions generated from simulations.](image2)
100 keV there was no significant change in the vertical closed orbit.

For the horizontal emittance at 100 keV, it was necessary to estimate the longitudinal momentum spread, since Schottky measurements were not available. Utilising the single-scan algorithm by taking $\sigma_\delta$ and $\epsilon_x$ as free parameters, fits were made to both scraper scan directions for the no-cooling case. Taking the result with the best goodness of fit, a value of $\sigma_\delta = 9.4(\pm 0.2) \times 10^{-4}$ was extracted. The fit may be seen in Fig. 7, with a slight deviation at the core, suggesting an underestimation. Although this method was shown to work with an accuracy value of around 10% for the vertical emittance measurement before cooling at 650 keV, the uncertainty on this value was increased to $9.9 \times 10^{-4}$ (corresponding to 20%) to ensure the uncertain nature of this method carried through to the final reconstructed emittance value. For the case in the presence of cooling, the algorithm returned a values of the order $10^{-7}$ in both directions, so a value of $\sigma_\delta = 0(\pm 2) \times 10^{-4}$ was estimated.

Utilizing the momentum spread values extracted from the single-scan algorithm, the 100 keV horizontal measurements show an emittance difference of strikingly similar magnitude, $78(\pm 10)\% [2.5(\pm 0.2) \text{ and } 0.55(\pm 0.04) \text{ mm mrad}]$, to their vertical counterparts.

Simulations based on the reconstructed values, displayed in Fig. 8 alongside the measured CDFs, show good agreement for both cases, including the characteristic raised CDF crossing point typically related to dispersive effects. A small difference in the reconstructed closed orbit is observed, similarly for the 650 keV case, corresponding to a value of $\Delta \delta = 1.7(\pm 0.3) \times 10^{-4}$. The simulation comparison also highlights an asymmetry in the noncooling CDFs, a characteristic observed previously when exploring the effects of a correlation between emittance and longitudinal momentum offset [12], which is investigated in the following section.

### C. Emittance-momentum offset correlation

A quantity for determining a correlation between the emittance of individual particles in the beam and their longitudinal momentum offsets may be extracted from pairs of scraper measurements for coasting beams. Such a correlation could occur due to nonuniform transverse distribution in longitudinal electron velocities in the electron cooler beam. A parabolic transverse distribution of these velocities (with a minimum at the center of the beam) would result in ion beam particles with a higher maximum transverse amplitude having a higher (more positive) momentum offset than those at the core of the beam, after exposure to electron cooling. It should be noted that, although both effects are related through dependence on electron beam parameters, this effect is separate from the bi-Gaussian distribution causing effect, which depends on the nonuniform density of the electron beam. The effects may be considered separately in ELENA, since the emittance-momentum offset correlation is significant only in the presence of dispersion.

The extracted quantity was previously shown to accurately give a measure of the emittance-momentum offset correlation for bi-Gaussian beams through simulations [12]. Here the quantity is divided by $\sqrt{\epsilon_x}$ to normalize to the rms emittance of the beam. The normalized emittance-momentum spread correlation coefficient, henceforth here referred to as the correlation coefficient, may be expressed as and calculated from scraper measurements by

\[
\phi_{\epsilon \delta} = \langle (\delta - \bar{\delta})A \rangle \epsilon_x^{-1/2} = \frac{\sigma_\delta^2 - \sigma_A^2}{4D_x \sqrt{\beta_x \epsilon_x}},
\]

for the horizontal case, and similarly for when nonzero vertical dispersion is present.
TABLE III. Extracted correlation coefficients for both horizontal measurements along both energy plateaus. The bottom row shows the absolute change between successive measurements.

|        | 650 keV | 100 keV |
|--------|---------|---------|
| t = 7.8 | t = 14.5 | No cooling | Cooling |
| \( \phi_\delta \) \( \times 10^{-5} \) | -5.4 | 1.0 | -16 | 0.3 |
| Error \( \phi_\delta \) \( \times 10^{-5} \) | 2.5 | 1.1 | 3.1 | 0.9 |
| \( \Delta \phi_\delta \) \( \times 10^{-5} \) | 6.4 \( \pm \) 3.6 | 16.3 \( \pm \) 4 |

Table III shows the results when calculating \( \phi_\delta \) for all horizontal measurements. Large uncertainties arise from larger uncertainties in \( \epsilon_x \) and \( \beta_x \) combined with uncertainties on the quantities \( \sigma_\delta \).

While it is difficult to take any immediate meaning from the absolute magnitude of a single value of \( \phi_\delta \), observations of the sign, \( \pm \), and changes between successive measurements can give insight into how this effect evolves over time. Along the two ELENA plateaus, there is a clear positive change in \( \phi_\delta \), indicating that indeed, during cooling, particles at the core are gaining a less significant momentum offset than those at the tails.

An initial negative value of \( \phi_\delta \) would suggest that there already exists a negative emittance-momentum offset correlation at the start of both plateaus, perhaps brought about by the deceleration process, and that it may be unintentionally corrected for during cooling. Further measurements should be taken to investigate this possibility and to fully understand the relevant factors. It would be of particular interest to compare these results with measurements at different times for a cooling beam with no cooling present.

To ensure that this quantity is representative of some emittance-momentum offset correlation, values of \( \phi_\delta \) were calculated in the vertical plane. As there is negligible dispersion in this plane, it was expected that there would be no observable change in the coefficient. By inserting the same value of \( D_x \) into \( D_y \) in the equation (solely to negate division by zero), benchmarking values could be extracted from the vertical data. It should be explicitly stated that these values are calculated only for comparative reasons and in no way represent any physical quantities of the beam. The results are displayed in Table IV and confirm that no significant change is observed, as expected. This suggests that these measurements give some insight into more complex beam behavior than has previously been possible through scraper measurements alone, and further investigations would be well founded.

### IV. DISCUSSION

Tables V and VI summarize all quantities extracted from the scraper measurements along both plateaus. Despite measurements being taken shortly after initial commissioning of the electron cooler, the emittance has been reduced in both planes at both energy plateaus. With these measurements, it is possible only to obtain a lower limit on the cooling rates, since it is likely that the beams had reached equilibrium earlier than the second scraper measurements.

A previous study, in which BETACOOL [16] was used to predict cooling rates in ELENA, showed results compatible with these measurements [17]. For comparison, in the simulations with initial emittances \( \epsilon_{x,y} = 2.8 \text{ mm mrad} \), final emittances of \( \epsilon_x = 0.52 \text{ mm mrad} \) and \( \epsilon_y = 0.33 \text{ mm mrad} \) were achieved after 2 s of electron cooling at 100 keV.

Since IBS is proportional to \( \gamma^{-1} \), it could be expected that the final (or equilibrium) emittances along the ejection plateau would be higher than those on the intermediate plateau. It is possible that this is not the case here, since the decelerating cycle was not yet optimized and larger losses were observed during the final deceleration ramp, leading to a lower-intensity beam and, hence, reduced collective effects. It is proposed that incremental measurements during a cooling plateau, while monitoring beam intensity,

### TABLE V. Intermediate plateau summary table. Note: Changes in emittance are expressed as percentages of initial emittance.

|        | t = 7.8 s | t = 14.5 s | Change |
|--------|-----------|------------|--------|
| \( \epsilon_y \) (mm mrad) | 1.59 \( \pm \) 0.02 | 1.15 \( \pm \) 0.02 | 28% \( \pm \) 2% |
| \( y_0 \) (mm) | -2.88 \( \pm \) 0.03 | -2.89 \( \pm \) 0.03 | -0.01 \( \pm \) 0.06 |
| \( \epsilon_x \) (mm mrad) | 3.6 \( \pm \) 0.27 | 0.70 \( \pm \) 0.05 | 81% \( \pm \) 10% |
| \( x_0 \) (mm) | -4.05 \( \pm \) 0.04 | -4.22 \( \pm \) 0.04 | -0.17 \( \pm \) 0.08 |
| \( \sigma_6 \) \( \times 10^{-3} \) | 1.10 \( \pm \) 0.16 | 0.22 \( \pm \) 0.03 | -0.88 \( \pm \) 0.19 |
| \( \phi_\delta \) \( \times 10^{-5} \) | -5.4 \( \pm \) 2.50 | 1.00 \( \pm \) 1.10 | 6.40 \( \pm \) 3.6 |

### TABLE VI. Ejection plateau summary table. “Off” and “on” refer to the status of the electron cooler. Note: Changes in emittance are expressed as percentages of initial emittance.

|        | Off | On | Change |
|--------|-----|----|--------|
| \( \epsilon_y \) (mm mrad) | 2.55 \( \pm \) 0.03 | 0.53 \( \pm \) 0.01 | 79% \( \pm \) 2% |
| \( y_0 \) (mm) | -2.08 \( \pm \) 0.03 | -2.03 \( \pm \) 0.03 | 0.05 \( \pm \) 0.06 |
| \( \epsilon_x \) (mm mrad) | 2.5 \( \pm \) 0.20 | 0.55 \( \pm \) 0.04 | 78% \( \pm \) 10% |
| \( x_0 \) (mm) | -3.67 \( \pm \) 0.04 | -3.91 \( \pm \) 0.04 | -0.24 \( \pm \) 0.08 |
| \( \sigma_6 \) \( \times 10^{-4} \) | 0.94 \( \pm \) 0.19 | 0.0 \( \pm \) 0.2 | -0.94 \( \pm \) 0.39 |
| \( \phi_\delta \) \( \times 10^{-5} \) | -16 \( \pm \) 3.1 | 0.3 \( \pm \) 0.9 | 16.3 \( \pm \) 4 |
could provide accurate estimations for the cooling rates and an insight into equilibrium emittance values under various conditions.

The different relative reduction in the horizontal and vertical emittances at the two energy plateaus could be related to the initial emittances before cooling, perhaps smaller vertical emittances coming from the AD. Additionally, it could hint that vertical cooling at the intermediate plateau is not yet well optimized. Further measurements at the injection energy would provide some context for this observation.

From $\beta_{x,y}$ values at the electron cooler (Table 1), estimations for horizontal beam widths encapsulating $\approx 99.7\%$ of the beam ($3\sigma_{rms} \approx 3 \sqrt{\epsilon \beta}$) give around $7.8 \pm 0.9$ and $6.9 \pm 0.9$ mm for initial measured emittances on the 650 and 100 keV plateaus, respectively. Transverse beam sizes here are certainly large enough to be nonuniformly affected by the parabolic distribution of electron velocities in the electron beam with nominal radius 25 mm, supported by observations of $\phi_{x,\phi}$.

An unexpected strong influence of dispersion leading to increased cooling rates seen in previous studies [18,19] could certainly be explored further by utilizing a combination of $\phi_{x,\phi}$ measurements while making variations in the $\beta_x/D_x$ ratio at the electron cooler. Additionally, changes to electron cooler parameters, such as the $e^-$ beam energy, density, and, most importantly, the transverse radius, while monitoring this quantity would also be of great interest.

V. SUMMARY AND OUTLOOK

Measurements of the transverse statistical emittances during the 650 and 100 keV plateaus of ELENA’s deceleration cycle have been made, and the effects of electron cooling have been observed. The measurements were analyzed with two new scraper algorithms which were able to expose new information on beam quality, in particular, the emittance-momentum offset correlation coefficient $\phi_{\epsilon,\phi}$. During this study, practical considerations for the future use of these algorithms have been highlighted, for example, the clipping of erroneous high-amplitude data or accounting for scraper “flight time” between activation and beam interception (Fig. 3), to allow for the most accurate results.

Acquired beam profiles have shown evidence of non-Gaussian beam distributions due to the effects of electron cooling and, in the case of a coating noncooled beam at the extraction plateau, due to the effects of IBS. Despite these non-Gaussian effects, the single-scan line-fit algorithm has been shown to perform well under these conditions and was used to estimate the momentum spread of the beam, the results of which were used in combination with the two-scan algorithm to determine the emittance in the presence of dispersion.

Finally, suggestions for future studies using these techniques have been proposed. In particular, numerous incremental measurements during the entire cycle of ELENA, coupled with extensive Schottky data, would be extremely beneficial in both the understanding of ELENA’s beam evolution and the full capability of these new algorithms. It would serve well to compare estimates of the momentum spread made by the line-fit algorithm with Schottky data in more detail, as this could prove a useful tool in quick estimations of momentum spread. The potential gains from combining opposing scraper measurements are clear, with a particular emphasis on studying the evolution of $\phi_{\epsilon,\phi}$ in more detail, in ELENA and other machines with comparable challenges and compatible hardware.
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