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Figure 1: We present DynaGAN, a method that dynamically adapts a generator to each target domain for synthesizing multi-domain images using a single generator. (a) For a source image and ten target images in different domains (three of them shown in insets), we demonstrate successful domain-adaptation results: (b) cartoon, (c) painting, and (d) statue. Inputs in (c) and (d): The Metropolitan Museum of Art [Public Domain].

ABSTRACT

Few-shot domain adaptation to multiple domains aims to learn a complex image distribution across multiple domains from a few training images. A naive solution here is to train a separate model for each domain using few-shot domain adaptation methods. Unfortunately, this approach mandates linearly-scaled computational resources both in memory and computation time and, more importantly, such separate models cannot exploit the shared knowledge between target domains. In this paper, we propose DynaGAN, a novel few-shot domain-adaptation method for multiple target domains. DynaGAN has an adaptation module, which is a hyper-network that dynamically adapts a pretrained GAN model into the multiple target domains. Hence, we can fully exploit the shared knowledge across target domains and avoid the linearly-scaled computational requirements. As it is still computationally challenging to adapt a large-size GAN model, we design our adaptation module to be lightweight using the rank-1 tensor decomposition. Lastly, we propose a contrastive-adaptation loss suitable for multi-domain few-shot adaptation. We validate the effectiveness of our method through extensive qualitative and quantitative evaluations.
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1 INTRODUCTION

Recent progress of generative adversarial networks (GANs) has opened up a new chapter in image synthesis [Brock et al. 2019; Goodfellow et al. 2014; Karras et al. 2021, 2019, 2020b], extending its application to various tasks including data augmentation [Sandfort et al. 2019], image restoration [Chan et al. 2021; Wang et al. 2021; Yang et al. 2021], and image and video manipulation [Kang et al. 2021; Patashnik et al. 2021; Richardson et al. 2021; Shen et al. 2020; Shen and Zhou 2021; Tov et al. 2021; Tzaban et al. 2022; Zhu et al. 2020]. Unfortunately, this success has been mainly demonstrated on a few large-scale datasets such as human portraits [Karras et al. 2019; Liu et al. 2015], because of the fundamental requirement of GANs on many training samples. Thus, it is still challenging to apply GANs to diverse domains where data is scarce. While recent methods [Jiang et al. 2021; Karras et al. 2020a; Zhao et al. 2020] have alleviated the burden of data-intense GAN training, they still require hundreds of training images.

To circumvent collecting a large-scale dataset, domain adaptation methods have been proposed [Noguchi and Harada 2019; Wang et al. 2020, 2018]. Their core idea is to exploit a GAN model pretrained on a data-sufficient domain and finetune it onto a data-scarce domain where common knowledge exists between the two domains. Recent few-shot domain adaptation methods have demonstrated impressive success with less than ten training images [Gal et al. 2022; Ojha et al. 2021; Zhu et al. 2022]. However, they assume that training images have similar appearances, and fail to handle training images with diverse domains as shown in Fig. 4, generating an average style of multiple domains.

One can bypass such failure by learning a separate model for each target domain, resulting in many models depending on the number of target domains. Unfortunately, this approach mandates linearly scaled computational resources both in memory and computation time. More importantly, such separate models cannot exploit the shared knowledge between target domains, e.g., common structural composition in oil-painting portraits by different artists. This results in the limited capability of domain-adapted models.

This paper proposes DynaGAN, a novel few-shot domain adaptation method to handle multiple target domains. We depart from the separate-model principle and use a single GAN model pretrained on a data-sufficient domain. To this end, we propose an adaptation module, a hyper-network that dynamically adapts a GAN model to each target domain. This change allows us to avoid the problems of computational resources and overlooked shared knowledge between target domains. Specifically, our adaptation module takes a target-domain condition vector as an input and modulates the weights of a GAN model, which acts as a dynamic domain adaptation to a target domain. We carefully design our adaptation module to be light-weight and memory-efficient with rank-1 tensor decomposition. We train the adaptation module with a training dataset consisting of multiple target domains, each of which may have extremely few-shot images, e.g., only one image. As we aim to maintain the unique style of each target domain, we further introduce a contrastive-adaptation loss to preserve the distinctive attributes of different target domains. As shown in Fig. 1, DynaGAN allows us to synthesize images of diverse target domains, e.g., target domains of different drawing styles, and different animal species.

In addition to the reduced computational cost and diverse target domain adaptation, our method enjoys additional benefits. First, our approach performs domain adaptation using an adaptation module that modulates only the weights of the convolutional layers of a GAN model while preserving the GAN model itself intact. As a result, the semantic editability of the original GAN model is naturally maintained in DynaGAN, where the degree of adaptation can be easily controlled by scaling the amount of modulation from the adaptation module. Second, as our adaptation module is trained on multi-domain images at once, it can effectively learn the shared knowledge across different domains, hence avoiding overfitting.

Third, our approach allows interpolation of target-domain condition vectors, meaning that we can synthesize an image in a new target domain. Our extensive experiments show that DynaGAN achieves superior performance compared to the existing methods.

2 RELATED WORK

Generative Adversarial Networks. Since GANs were firstly introduced by Goodfellow et al. [2014], synthesizing realistic images has been one of the core tasks and test-beds for GAN models. While we have witnessed the remarkable success of recent GAN-based synthesis methods including StyleGAN variants [Karras et al. 2021, 2019, 2020b], one pitfall is that training a GAN model mandates a large-scale dataset, e.g., human portraits in FFHQ [Karras et al. 2019] and church and car images in LSUN [Yu et al. 2015]. Data augmentation is a promising way for overcoming the large-scale data problem by effectively increasing the training samples based on certain augmentation rules [Jiang et al. 2021; Karras et al. 2020a; Zhao et al. 2020]. Unfortunately, state-of-the-art data-augmentation methods still require at least hundreds of images.

Domain Adaptation for GANs. Domain adaptation is another way of detouring the large-scale data requirement of GANs [Huang et al. 2022; Wang et al. 2020, 2018]. Once a GAN model is pretrained on a data-sufficient domain, domain-adaptation methods finetune the model on a data-scarce domain. One of the major challenges of domain adaptation for GANs is that a GAN model easily overfits a few samples in the data-scarce domain. This results in severe mode-collapse artifacts, meaning that an adapted GAN model can only synthesize virtually identical images [Wang et al. 2018]. Thus, few-shot domain adaptation of GANs has remained a challenging problem. Recent methods have tackled this by means of target-weighted GAN latent space [Wang et al. 2020], adapting batch statistics [Noguchi and Harada 2019], and regularizing the change of weights in a GAN model [Li et al. 2020]. Ojha et al. [2021] propose to maintain the diversity of domain-adapted images as in the original GAN model by imposing a cross-domain consistency loss. StyleGAN-nada [Gal et al. 2022] exploits the recently-proposed CLIP representation [Radford et al. 2021], which is a learned prior of natural images and text, in order to linearly translate the latent space from a source to a target domain maintaining the source diversity. Mind-the-gap (MTG) [Zhu et al. 2022] takes a step forward to achieve one-shot domain adaptation by preserving the source-domain diversity with reference-based CLIP regularizations. Unfortunately, the existing domain-adaptation methods fail to handle a multi-domain few-shot dataset, for which our method is designed.
We aim to adapt a GAN model pretrained on a source domain to multiple target domains with only a few target images, e.g., from the few-shot multi-domain datasets. For the generator network, we adopt the StyleGAN2 generator architecture, which consists of a mapping network and a synthesis network, with simple architectural changes, which will be described in the next paragraph. Here, we first describe the original StyleGAN2 generator. As illustrated in Fig. 2, the mapping network \( M_G \) converts a latent vector \( z \) to an intermediate latent vector \( w \), which is fed to the convolutional layers of a synthesis network. As shown in Fig. 3, a synthesis network has multiple convolutional layers. We denote the filter weights of the \( l \)-th convolutional layer as \( \varphi = \phi^C_{\text{in}} \times C_{\text{out}} \times k \times k \) where \( C_{\text{in}} \) is the input channel size, \( C_{\text{out}} \) is the number of output filters, and \( k \) is the spatial size of the filter. In the original StyleGAN2 architecture, the \( l \)-th convolutional layer transforms an input feature \( X_{l-1} \) from the previous layer into an output feature \( X_l \) as:

\[
X_l = X_{l-1} \ast f ( \varphi, A ( w ) ) + b, \tag{1}
\]

where \( \ast \) is the convolution operator and \( b \) is the bias of the \( l \)-th convolutional layer. \( f ( \cdot ) \) is a compositied function defined as \( f = \text{Demod} \circ \text{Mod}( \cdot ) \), where \( \text{Mod}( \cdot ) \) and \( \text{Demod}( \cdot ) \) are the modulation and demodulation operations, respectively. \( A(\cdot) \) is an affine transformation layer. For detailed definitions of the operations and layers, we refer the readers to StyleGAN2 [Karras et al. 2020b].

In order to provide effective modulation on the generator, we change the architecture of the convolutional layer by introducing additional modulation parameters as:

\[
X_l = X_{l-1} \ast ( \delta \cdot f ( \varphi + \Delta \varphi, A ( w ) ) ) + b, \tag{2}
\]
where $\delta \in \mathbb{R}^{C_{out}}$ is a filter-wise scaling factor applied to the output of the function $f$ as $(\Delta \varphi)^{(i,j,k)} = \delta \varphi^{(i,j,k)}$, where $i$, $j$ and $k$ are indices of the input channel, output channel and spatial location, respectively. $\Delta \varphi$ is a residual weight added to the filter weight. The two modulation parameters, $\delta$ and $\Delta \varphi$, basically shift and scale the weights of the convolutional layer. Note that we modulate the convolution weights without touching the other parts of the generator, e.g. the mapping network. This is aligned with the observations made in recent methods that changing convolutional weights is effective for domain adaptation [Pinkney and Adler 2020; Wu et al. 2021, 2022]. Our approach also uses filter-wise scaling instead of a general linear transformation for $\varphi$, which is motivated by the observation of Wu et al. [Wu et al. 2021] that images can be successfully modified by scaling intermediate feature maps of a generator in a channel-wise manner. This filter-wise scaling significantly reduces the number of parameters, while still achieving effective domain adaptation. We highlight our modification as red text in Fig. 3.

Efficient Adaptation Module. We then introduce our adaptation module that estimates the modulation parameters $\Delta \varphi$ and $\delta$. See Fig. 3 for its network architecture. Given a target domain one-hot vector $c$, we transform the vector $c$ into a latent vector $\psi$ using a multi-layer perceptron (MLP)-based mapping network. The latent vector $\psi$ is then fed to the affine layers of the adaptation module, resulting in the modulation parameters $\Delta \varphi$ and $\delta$. Each affine layer is composed of a single fully-connected layer.

Estimating the residual parameters $\Delta \varphi$ for all the layers poses a significant burden in memory and other training resources, as the StyleGAN2 generator has nearly $2.3 \text{M}$ parameters per convolutional layer. To tackle this issue, we represent the residual parameter $\Delta \varphi$ with its rank-$1$ tensor decomposition [Hou and Kung 2021] as

$$\Delta \varphi = \gamma \otimes \phi \otimes \psi,$$

(3)

where $\gamma \in \mathbb{R}^{C_{out}}, \phi \in \mathbb{R}^{C}$ and $\psi \in \mathbb{R}^{k}$ are decomposed 1D vectors. Using rank-$1$ decomposed vectors significantly reduces the burden of our adaptation network by only estimating three 1D vectors, instead of a high-dimensional tensor $\Delta \varphi$. Our rank-decomposed representation is more efficient than channel-wise residuals [Alaluf et al. 2022]. Refer to the Suppplemental Document for details.

3.2 Training

Initialization. We train our adaptation module to estimate the rank-$1$ decomposed modulation parameters $\gamma$, $\phi$, $\psi$ and the filter-wise scaling factor $\delta$. The generator network is fixed during training the adaptation module. For a warm start of the training process, we initialize our adaptation module so that the modulation parameters do not significantly change the original weights in the pretrained generator network. Specifically, we initialize the weights of the affine layers of the adaptation module with random initialization attenuated by a linear scalar 0.01. Furthermore, the bias parameter of the $\delta$-estimation affine layer is set to one to make $\delta$ close to one. For $\gamma$, $\phi$ and $\psi$, the biases of the corresponding affine layers are initialized to 1, 1, and 0 respectively, resulting in $\Delta \varphi$ close to zero.

Multi-domain Adaptation Loss. For few-shot multi-domain adaptation, we design our training loss as a weighted sum of three loss functions:

$$\mathcal{L} = \lambda_{\text{contra}} \mathcal{L}_{\text{contra}} + \lambda_{\text{MTG}} \mathcal{L}_{\text{MTG}} + \lambda_{\text{ID}} \mathcal{L}_{\text{ID}},$$

(4)

where $\lambda_{\text{contra}}$, $\lambda_{\text{MTG}}$ and $\lambda_{\text{ID}}$ are the balancing weights. $\mathcal{L}_{\text{contra}}$, $\mathcal{L}_{\text{MTG}}$ and $\mathcal{L}_{\text{ID}}$ are contrastive-adaptation loss, MTG loss and an identity loss, respectively. In our experiments, we set $\lambda_{\text{contra}} = 1$, $\lambda_{\text{MTG}} = 1$ and $\lambda_{\text{ID}} = 3$ if both source and target domains contain faces, and $\lambda_{\text{ID}} = 0$ otherwise.

First, our novel contrastive-adaptation loss $\mathcal{L}_{\text{contra}}$ promotes keeping the distinct characteristics of different target domains. The key idea behind the contrastive-adaptation loss is to make the synthesized image be similar/different with a target training image, for positive/negative pairs, which means that they are in the same/different target domains. We denote a training image and a synthesized image at a target domain $\mathcal{L}_{\text{contra}}$.

$$\mathcal{L}_{\text{contra}} = - \log \frac{\exp(l_{pos}/\tau)}{\exp(l_{pos}/\tau) + \sum_{j} \mathbb{1}_{[j \neq c]} \exp(l_{neg}^{j}/\tau)},$$

(5)

where $\tau$ is a temperature parameter, which is set to one. $l_{pos}$ and $l_{neg}^{j}$ are similarities of positive and negative pairs defined as:

$$l_{pos} = \text{sim}(E_{\text{CLIP}}(I_c), E_{\text{CLIP}}(\hat{I}_c(w))),$$

$$l_{neg}^{j} = \text{sim}(E_{\text{CLIP}}(\text{Aug}(I_j)), E_{\text{CLIP}}(\hat{I}_c(w))),$$

(6)

where $\text{sim}$ is cosine similarity and $E_{\text{CLIP}}$ is a CLIP encoder [Radford et al. 2021]. Aug($\cdot$) is a horizontal-flip and color-jitter augmentation function for stable training [Liu et al. 2021].

For $\mathcal{L}_{\text{MTG}}$, we adopt the training loss of MTG [Zhu et al. 2022], which is defined as a combination of a reconstruction loss and CLIP-based losses. To train our adaptation module, we made a few modifications to the original MTG loss to inject domain dependency, which is detailed in the Supplemental Document. The identity loss $\mathcal{L}_{\text{ID}}$ measures the similarity of faces between synthesized and source-domain images in the representation space of a face recognition network [Deng et al. 2019]. Also, refer to the Supplemental Document for its details.
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Figure 4: Qualitative comparison against state-of-the-art few-shot domain adaptation methods: TGAN [Wang et al. 2018], TGAN-ada [Karras et al. 2020a], FS-ada [Ojha et al. 2021], StyleGAN-nada [Gal et al. 2022], and MTG-ext [Zhu et al. 2022]. Targets in the 1st, 2nd, 4th and 5th rows: Pixabay (Doz777, PhotoGranary) [Pixabay License], The Metropolitan Museum of Art [Public Domain], and ARC Collection, Ritsumeikan University (arcBK01-0042_37).

4 EXPERIMENTS

4.1 Implementation Details

For training the adaptation module, we use the Adam optimizer [Kingma and Ba 2015] with coefficients $\beta_1 = 0.0$ and $\beta_2 = 0.99$. We set the learning rate to 0.002 and the batch size to 4. When we compute the loss functions, we should embed an image into a CLIP representation space, for which we use ‘ViT-B/16’ and ‘ViT-B/32’ CLIP encoder models [Radford et al. 2021] and add their results as done in MTG [Zhu et al. 2022].

At the inference time, we apply the style mixing of MTG [Zhu et al. 2022] to our generator shown in Fig. 2 in order to better reflect the style of a target domain. Specifically, for fine-scale layers of our synthesis network, we use a latent vector $w_c$ estimated from a target-domain training image rather than using a latent vector $w$ from the mapping network of the generator $M_G$ to more faithfully transfer texture styles of the target domain. For the rest of the layers, we use the latent vector $w$. More details on the implementation can be found in the Supplemental Document.

4.2 Comparison

Comparison Methods. As DynaGAN is the first few-shot multi-domain adaptation method, we instead compare our method with five state-of-the-art single-domain adaptation methods: TGAN [Wang et al. 2018], TGAN-ada [Karras et al. 2020a], FS-ada [Ojha et al. 2021], StyleGAN-nada [Gal et al. 2022], and MTG-ext, which is our extension of MTG [Zhu et al. 2022]. While the original MTG is a single-shot adaptation method, we extend it to handle few-shot training images by slightly modifying its loss and to use a particular training image for its style-mixing step. More details on MTG-ext can be found in the Supplemental Document.

Experimental Datasets. To evaluate the effectiveness of DynaGAN compared to the state-of-the-art methods, we curate three challenging few-shot multi-domain datasets: (a) cat-to-dogs, (b) cat-to-animals, and (c) real-to-artificial faces. For the three datasets, each image corresponds to an individual target domain, meaning that each target domain has only one sample image. Refer to the Supplemental Document for the experiments that use multiple samples per domain. For (a) the cat-to-dogs dataset, we use five target images sampled from the AFHQ Dog dataset [Choi et al. 2020] and the source domain is AFHQ Cat dataset [Choi et al. 2020]. In (b) the cat-to-animals dataset, we have 10 target images of different animal species from the AFHQ Wild dataset [Choi et al. 2020]. AFHQ Cat dataset [Choi et al. 2020] is used again for the source domain. For (c) the real-to-artificial faces, we use nine target images with diverse forms consisting of three sketch images, three samples from the MetFace dataset [Karras et al. 2020a], and three Ukiyo-e images.

1We synthesized sketch images from the Sketch dataset using FS-ada [Ojha et al. 2021] instead of directly using the dataset.
MTG-ext fails to synthesize an image that faithfully reflects the style of the target domain. Despite using a single model, our method represents each domain more effectively. Insets from left to right: Pixabay (Pexels, vinzling, WikiImages, Gregorius_o) [Pixabay License].

Figure 6: For (a) the source image, (b) our baseline model (MTG-ext) fails to synthesize an image that faithfully reflects the style of the target domain by means of dynamic modulation. (c) Our adaptation module allows us to reflect the style of the target domain by means of dynamic modulation. (d) Identity loss helps preserving the face identity. (e) Our contrastive-adaptation loss further helps reflect domain-specific attributes.

Qualitative Assessment. Fig. 4 shows synthesized images using each of the adapted models on the three target datasets. TGAN [Wang et al. 2018] and TGAN-ada [Karras et al. 2020a] fail to learn faithful distributions of the target-domain images, resulting in low-fidelity synthesis. FS-ada [Ojha et al. 2021] and StyleGAN-nada [Gal et al. 2022] produce images corresponding to average styles of target domains, losing the distinct characteristics of different target domains. MTG-ext achieves better results with more faithful textures than the previous methods thanks to the style mixing technique. However, it suffers from unnatural global structures, e.g., the deformed dog head in the first row of Fig. 4. DynaGAN achieves the high-quality images via our adaptation module that dynamically adapts the generator.

Quantitative Assessment. We perform quantitative evaluation using Fréchet inception distance (FID) [Heusel et al. 2017], inception score (IS) [Salimans et al. 2016] and kernel inception distance (KID) [Binkowski et al. 2018]. For the real target-domain images, we use 171 dog images, 483 animal images, and 900 face images in the three datasets. We use 50,000 synthesized images for each method. Tab. 1 shows that DynaGAN achieves superior results to all the other methods, especially for target datasets with large variations: cat-to-animals dataset and real-to-artificial faces dataset.

Figure 7: DynaGAN supports domain interpolation. For (a) the source image of a cat, we synthesize images with different target domains, here from fox to lion.

Separate Models for Multi-domain Adaptation. As mentioned in Sec. 1, a naive approach to multi-domain adaptation is to train a separate model, here we used MTG [Zhu et al. 2022], for each target domain, called multi-MTGs. To compare DynaGAN against the naive approach, we train a separate MTG model for each target domain in the cat-to-animals dataset. Note that with 10 different target domains in the cat-to-animals dataset, multi-MTGs result in $10 \times$ network parameters compared to the original MTG [Zhu et al. 2022], resulting in 302.8M parameters. Note that DynaGAN has only 39.6M parameters, being more light-weight. Fig. 5 shows a qualitative comparison between DynaGAN and multi-MTGs. DynaGAN produces higher-quality results better reflecting the distinct attributes of the target domains using a single generator and an adaptation module.

4.3 Ablation Study

Fig. 6 shows an ablation study where we add the components of DynaGAN one by one to our baseline model, which does not use our adaptation module and the contrastive-adaptation loss. Here, the target dataset is curated with 5 different images with diverse styles sampled from StyleGAN-nada [Gal et al. 2022]. Our adaptation module significantly improves the quality of synthesized images with more plausible shapes of human faces. Our contrastive-adaptation loss leads to a result that better reflects domain-specific attributes.

4.4 Applications

Here, we demonstrate applications of DynaGAN: domain interpolation, image-to-image translation, adaptation degree control, and semantic image manipulation.

Domain Interpolation. Our adaptation module provides a smooth transition between two target domains by interpolating the target-domain vector $c$. Fig. 7 shows an example of domain interpolation where the source domain is cat, and we interpolate the target-domain vector from fox to lion.

Image-to-image Translation. Image-to-image translation is a task that transfers an image of a source domain to a target domain. By combining DynaGAN with GAN inversion, we demonstrate successful image-to-image translation of real-world images. Fig. 8 shows results of image-to-image translation. We invert the input images to GAN latent codes using an off-the-shelf GAN inversion method [Tov et al. 2021], and synthesize multi-domain images.

Controllable Degree of Adaptation. DynaGAN allows to control the degree of adaptation at the inference time by adjusting (1) the modulation parameters $\Delta \rho$ and $\delta$ in Eq. (2) and (2) the degree of style mixing. Specifically, we can scale the modulation parameters.
5 CONCLUSION

In this paper, we propose DynaGAN, which effectively adapts a pretrained generator to diverse target domains with just a few target images. Our adaptation module is light-weight and provides sufficient expressive power for the generator, allowing us to handle multiple target domains. Our contrastive loss further encourages generating distinct attributes of different domains. We demonstrate that DynaGAN can effectively handle multiple target domains and achieve superior results to previous state-of-the-art methods.
Limitations. DynaGAN fails when there exists a large domain gap between the source and target domains, such as human faces and dogs, as shown in Fig. 11(a) and (b). This is because DynaGAN fundamentally depends on the source-domain knowledge in the pretrained network for domain adaptation. Also, using extremely few-shot training images may raise overfitting. For example, in Fig. 11(c) and (d), even though its source-domain image has no glasses, the adaptation result has thin structures like glasses around the eyes as the target image has glasses.
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