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Abstract

In this paper, we show that efficient separated sum-of-exponentials approximations can be constructed for the heat kernel in any dimension. In one space dimension, the heat kernel admits an approximation involving a number of terms that is of the order $O(\log(\frac{T}{\delta})(\log(\frac{1}{\epsilon}) + \log \log(\frac{T}{\delta})))$ for any $x \in \mathbb{R}$ and $\delta \leq t \leq T$, where $\epsilon$ is the desired precision. In all higher dimensions, the corresponding heat kernel admits an approximation involving only $O(\log^2(\frac{T}{\delta}))$ terms for fixed accuracy $\epsilon$. These approximations can be used to accelerate integral equation-based methods for boundary value problems governed by the heat equation in complex geometry. The resulting algorithms are nearly optimal. For $N_S$ points in the spatial discretization and $N_T$ time steps, the cost is $O(N_S N_T \log^2(\frac{T}{\delta}))$ in terms of both memory and CPU time for fixed accuracy $\epsilon$. The algorithms can be parallelized in a straightforward manner. Several numerical examples are presented to illustrate the accuracy and stability of these approximations.

1 Introduction

Our study of the heat kernel and its approximation is motivated by an interest in developing efficient methods for the solution of the heat equation

$$U_t = \Delta U, \quad U(x, 0) = U_0(x), \quad (1)$$

subject, for example, to Dirichlet boundary conditions

$$U(x, t) = f(x, t) \bigg|_{\Gamma(t)} \quad (2)$$
in a moving space-time domain $\Omega_T = \prod_{t=0}^{T} \Omega(t)$, where $\Gamma(t)$ is the boundary of $\Omega(t)$. More precisely, we are interested in accelerating methods based on heat potentials \cite{16, 40}, which seek to represent $U$ in terms of a single or double layer potential,

\[
S(\sigma)(x,t) = \int_0^t \int_{\Gamma(t)} \frac{\partial}{\partial n_y} G(x - y, t - \tau) \sigma(y, \tau) ds_y d\tau
\]

and

\[
D(\sigma)(x,t) = \int_0^t \int_{\Gamma(t)} \frac{\partial}{\partial n_y} G(x - y, t - \tau) \sigma(y, \tau) ds_y d\tau,
\]

respectively, where $G(x,t)$ is the heat kernel

\[
G(x,t) = \frac{1}{(4\pi t)^{d/2}} e^{-\frac{|x|^2}{4t}},
\]

$n_y$ denotes the unit outward normal to $\Gamma(\tau)$ at the point $y = y(\tau)$, and $\sigma$ is an unknown surface density.

For the Dirichlet problem \cite{1}, it is standard to represent $U$ using the double layer heat potential:

\[
U(x,t) = D(\sigma)(x,t) + V(x,t)
\]

where $V(x,t)$ denotes the initial potential

\[
V(x,t) = \int_{\Omega(0)} G(x - y, t) U_0(y) ds_y.
\]

Imposing the boundary condition and using standard jump relations \cite{16, 40} leads to the Volterra integral equation of the second kind

\[
-\frac{1}{2} \sigma(x,t) + D^*(\sigma)(x,t) = f(x,t) - V(x,t)
\]

on the space-time boundary $\Gamma_T = \prod_{t=0}^{T} \Gamma(t)$. Here, $D^*(\sigma)(x,t)$ denotes the principal value of the double layer potential.

It is convenient both analytically and numerically to decompose the double layer potential into two pieces: a history part $D_H$ and a local part $D_L$. Letting $\delta$ be a small positive parameter, we write

\[
D(\sigma)(x,t) = D_H(\sigma)(x,t,\delta) + D_L(\sigma)(x,t,\delta),
\]

where

\[
D_H(\sigma)(x,t,\delta) = \int_0^{t-\delta} \int_{\Gamma(t)} \frac{\partial}{\partial n_y} G(x - y, t - \tau) \sigma(y, \tau) ds_y d\tau
\]
and

\[ D_L(\sigma)(x, t, \delta) = \int_{t-\delta}^{t} \int_{\Gamma(t)} \frac{\partial}{\partial n_y} G(x - y, t - \tau) \sigma(y, \tau) dy d\tau. \] (8)

A major advantage of the integral equation formulation is that high order accuracy can be achieved through the use of suitable quadratures, even when the boundary is in motion (see, for example, [31]). A second advantage is that the equation (6) can be written in the form

\[ -\frac{1}{2} \sigma(x, t) + D^*_L(\sigma)(x, t) = f(x, t) - V(x, t) - D^*_H(\sigma)(x, t) \] (9)

Since the history part is already known and the norm of \( D_L \) can be shown to be of the order \( ||D_L|| = O(\sqrt{\delta}) \) [20], the equation (5) can be solved by 2\( k \) steps of fixed point iteration to an accuracy of \( \delta^k \).

There is a substantial engineering literature on boundary integral equations for heat flow (see, for example, [10, 36]). In the mathematical literature, it is worth noting the work of McIntyre [38], Noon [39], Chapko and Kress [13], and the survey article of Costabel [15].

The major disadvantage of numerical methods based on heat potentials, however, is their history-dependence. Simply evaluating \( D\sigma \) at a sequence of time steps \( t_n = n\Delta t \), for \( n = 0, \ldots, N_T \), clearly requires an amount of work of the order \( O(N_T^2N_S^2) \), where \( N_S \) denotes the number of points in the discretization of the boundary. While direct discretization methods have been used for [9], in the absence of fast algorithms it is difficult to argue that integral equation methods would be methods of choice for large-scale simulation. In the last two decades, however, a variety of schemes have been developed to overcome this obstacle. The scheme of [19] used discrete Fourier methods to represent the history part, while [9] replaced the Fourier representation with a regular (physical space) grid on which to update \( D_H \). In [18], the problem of exterior heat flow was considered using the continuous Fourier transform in the spatial variables. Sethian and Strain [12] and Ibanez and Power [24] developed variants of the fast algorithm of [19] in the analysis of solidification, melting and crystal growth. More recently, Tausch [45] developed an interesting space-time “fast-multipole-like” method that also overcomes the cost of history-dependence (although it involves a hierarchical decomposition of the entire space-time domain).

A somewhat different approach to overcoming history dependence is based on using the Laplace transform in the time variable, leading to what are sometimes called "Laplace transform boundary element methods" [15, 22, 34, 41]. That is the approach we consider here, for the following reasons:

1. The Fourier methods of [18, 19] assume that the spatial domain of interest is finite (even when considering exterior problems). Both the computation of the Fourier modes and the evaluation of the solution at large distances can involve highly oscillatory integrals.
2. The required number of Fourier modes in \([18, 19]\) is \(O \left( \frac{a}{\sqrt{\delta}} \right)^d \), where

\( a \) is a bound on the extent of the domain in each spatial direction. This makes the method inefficient for small \( \delta \).

Using the Laplace transform avoids both of these difficulties and leads to a sum-of-exponentials approximation of the heat kernel that is asymptotically optimal (although in the end, hybrid schemes may yield better constants).

Sum-of-exponentials approximations of convolution kernels have many applications in scientific computing. They permit, for example, the construction of diagonal forms for translation operators. We refer the reader to \([14, 49]\) for their use in the elliptic case in accelerating fast multipole methods. They also permit the development of highly efficient nonreflecting boundary conditions for the wave and the Schrödinger equations \([2, 3, 22, 25, 26, 35]\).

Function approximation using sums of exponentials is a highly nonlinear problem, so that the numerical construction of such approximations is nontrivial. In a series of papers, Beylkin and Monzón \([4, 5, 6]\) carried out a detailed investigation and developed efficient and robust algorithms when given function values on a fixed interval. In some cases, the function of interest can be represented as a parametrized integral with exponential functions in the integrand, in which case generalized Gaussian quadrature methods \([11, 37]\) can also be used. In other cases, however, the function being approximated, say \( f(t) \) is only accessible as the inverse Laplace transform of an explicitly computable function, say \( \hat{f}(s) \). If \( \hat{f}(s) \) is sectorial (i.e., holomorphic on the complement of some acute sector containing the negative real axis for \( s \in \mathbb{C} \)), then the truncated trapezoidal or midpoint rule can be used in conjunction with carefully chosen contour integrals, leading to efficient and accurate sum-of-exponentials approximations. López-Fernández, Palencia, and Schädle, for example, have made effective use of various hyperbolic contours \([32, 33]\). On the other hand, if the Laplace transform \( \hat{f}(s) \) does not have such well-defined properties, one may instead try to find a sum-of-poles approximation in the \( s \)-domain, from which a sum-of-exponentials approximation for \( f(t) \) can be obtained by inverting the sum-of-poles approximation analytically (see, for example, \([48]\)).

In this paper, we construct efficient \textit{separated} sum-of-exponentials approximations for the free-space heat kernel. In particular, We show that the one-dimensional heat kernel

\[
\frac{1}{\sqrt{4\pi t}} e^{-|x|^2/(4t)}
\]

admits an approximation of the form

\[
\frac{1}{\sqrt{4\pi t}} e^{-|x|^2/(4t)} \approx \sum_{i=1}^{N_1} w_i e^{-s_i t} e^{\sqrt{s_i}|x|}
\]

for any \( t \in [\delta, T] \) and \( x \in \mathbb{R} \), where \( N_1 = O(\log(\frac{T}{\delta})) \log(\log(\frac{T}{\delta})) + \log \log(\frac{T}{\delta})) \) where \( \epsilon \) is the desired precision. In the \( d \)-dimensional case (\( d > 1 \)), the heat kernel

\[
\frac{1}{(4\pi t)^{d/2}} e^{-|x|^2/(4t)}
\]

admits an approximation of the form

\[
\frac{1}{(4\pi t)^{d/2}} e^{-|x|^2/(4t)} \approx \sum_{j=1}^{N_2} \tilde{w}_j e^{-\lambda_j t} \sum_{i=1}^{N_1} w_i e^{-s_i t} e^{\sqrt{s_i}|x|}
\]

(10)
for all $t \in [\delta, T]$ and $x \in \mathbb{R}^d$, where $N_1 = O(\log(T/\delta)(\log(1/\epsilon) + \log \log(T/\delta)))$ and $N_2 = O(\log(1/\epsilon) \cdot (\log T + \log 1/\epsilon)).$ Both our construction and proof draw on earlier work, especially [6, 33].

The paper is organized as follows. In Section 2, we collect some useful results mainly from [6, 33]. After developing the sum-of-exponentials representations in Section 3, we then discuss their application to boundary value problems governed by the heat equation in Section 4. The basic idea is to use the sum-of-exponentials approximation for the computation of the history part (such as $D_H(\sigma)$ above), since the parameter $\delta$ separates the time integration variable $\tau$ from the current time $t$ so that $t - \tau \in [\delta, T].$ Since the temporal dependence for each term in (10) involves a simple exponential, the convolution in time can be easily computed using standard recurrence relations, as in [18, 19]. Furthermore, the convolutions in space can be evaluated by a variety of fast algorithms, such as variants of the fast multipole method. These issues are discussed in section 4. With $\delta = \Delta t$, where $\Delta t$ is a fixed time step, the total computational cost for evaluating $D_H(\sigma)$ is easily seen to be of the order $O(N_S N_T \log(N_S) \log^2(N_T))$, and the memory requirements are of the order $O(N_S \log^2(N_T))$ for fixed accuracy $\epsilon$.

2 Analytical preliminaries

In this section, we collect some results from [6, 33] which will be used in subsequent sections.

The following lemma provides an error estimate for the sum-of-exponentials approximation obtained by the truncated trapezoidal rule discretization of a certain contour integral in the Laplace domain.

Lemma 1. [Adapted from [33].] Suppose that $U(z)$ is holomorphic on $W = \mathbb{C} \setminus (-\infty, 0]$ and satisfies the estimate

$$
\|U(z)\| \leq \frac{1}{2|z|^{1/2}}
$$

for $z \in W$. Suppose that $u(t) = \frac{1}{2\pi i} \int_{\Gamma} e^{zt}U(z)dz$ is the inverse Laplace transform of $U$. Suppose further that $\alpha$ and $\beta$ satisfy the condition $0 < \alpha - \beta < \alpha + \beta < \frac{\pi}{2}$, $0 < \theta < 1$, and that $\Gamma$ is chosen to be the left branch of the hyperbola

$$
\Gamma = \{\lambda T(x) : x \in \mathbb{R}\},
$$

where $T(x) = (1 - \sin(\alpha + ix))$. Finally, suppose that $u_n(t)$ is the approximation to $u(t)$ given by the formula

$$
u_n(t) = -\frac{h\lambda}{2\pi i} \sum_{k=-n}^{n} U(\lambda T(kh))T'(kh)e^{\lambda T(kh)t}.
$$

5
Then the choice of parameters

\[
    h = \frac{a(\theta)}{n},
\]

\[
    \lambda = \frac{2\pi\beta n(1-\theta)}{\text{T}_a(\theta)},
\]

\[
    a(\theta) = \text{arccosh}\left(\frac{2T}{\delta(1-\theta)\sin \alpha}\right)
\]

leads to the uniform estimate on \(\delta \leq t \leq T\),

\[
    \|u(t) - u_n(t)\| \leq \frac{1}{\sqrt{t}} \phi(\alpha, \beta) \cdot L(\lambda \delta \sin(\alpha - \beta)/2) \cdot e^{-\frac{2\pi\beta n}{\text{a}(\theta)}},
\]

where

\[
    \phi(\alpha, \beta) = \frac{2}{\pi} \sqrt{\frac{1 + \sin(\alpha + \beta)}{1 - \sin(\alpha + \beta)} (e \sin(\alpha - \beta))^{1/2}},
\]

\[
    L(x) = 1 + |\ln(1 - e^{-x})|.
\]

Proof. Choosing \(s = \frac{1}{2}, \mu = \frac{1}{2}\) in the first equation of Remark 2 of [33], we have the estimate

\[
    \|u(t) - u_n(t)\| \leq \frac{\phi(\alpha, \beta) e^\lambda}{2\sqrt{t}} \frac{L(\lambda t \sin(\alpha - \beta)/2)}{\left(\frac{1}{e^{2\pi\beta/h} - 1} + \frac{1}{e^{\lambda t \sin \alpha \cosh(\delta h)/2}}\right)}.
\]

With the choice of parameters given by (14)-(16), it is easy to see that

\[
    e^\lambda = e^{\frac{2\pi\beta n(1-\theta)}{\text{T}_a(\theta)}} \leq e^{\frac{2\pi\beta n(1-\theta)}{a(\theta)}}, \quad \delta \leq t \leq T,
\]

\[
    \frac{1}{e^{2\pi\beta h} - 1} \approx e^{-2\pi\beta/h} = e^{-\frac{2\pi\beta n}{\text{a}(\theta)}},
\]

\[
    \frac{1}{e^{\lambda t \sin \alpha \cosh(\delta h)/2}} \approx e^{-\frac{2\pi\beta n}{\text{a}(\theta)}}, \quad \delta \leq t \leq T,
\]

Finally, it is easy to see that \(L(x)\) is decreasing in \(x\) and thus

\[
    L(\lambda t \sin(\alpha - \beta)/2) \leq L(\lambda \delta \sin(\alpha - \beta)/2), \quad \delta \leq t \leq T.
\]

Substituting (21)-(24) into (20), we obtain (17). \(\square\)

**Remark 1.** The parameters \(\alpha, \beta, \text{and } \theta\) are available for optimization. For our problem, i.e., the sum-of-exponentials approximation of the 1D heat kernel, we choose \(\alpha = 0.8, \beta = 0.7\) in (18). We have also tested various values of \(\theta\) in (0, 1). Numerical experiments indicate that the number of nodes needed for a prescribed accuracy is relatively insensitive when \(\theta\) is in the range \([0.85, 0.95]\).
Combining Lemma 1 and Remark 1, we have the following Corollary.

**Corollary 1.** Suppose that $0 < \epsilon < 0.1$ is the prescribed relative error and that $T \geq 1000\delta > 0$. Then under the conditions of Lemma 1, the following estimate holds

$$\|u(t) - u_n(t)\| \leq \frac{1}{\sqrt{t}} \cdot \epsilon, \quad \delta \leq t \leq T,$$

if the number of exponentials $n$ satisfies the following estimate:

$$n = O \left( \left( \log \left( \frac{1}{\epsilon} \right) + \log \log \left( \frac{T}{\delta} \right) \right) \log \left( \frac{T}{\delta} \right) \right).$$

**Proof.** We choose the parameters $\alpha$, $\beta$, and $\theta$ as in Remark 1. The factor $\phi(\alpha, \beta)$ in (17) is just a fixed constant independent of $n$, $T$, and $\delta$. For $T \geq 1000\delta > 0$, the parameter $a(\theta)$ defined in (16) satisfies the estimate

$$a(\theta) = O(\log \frac{T}{\delta}).$$

Moreover, the function $L$ defined in (19) is decreasing for $x > 0$, $L(x) \approx |\ln x|$ as $x \to 0^+$, and $L(x) \to 1$ as $x \to +\infty$. Combining this observation with the assumption (26), we observe that the factor $L(\lambda \delta \sin(\alpha - \beta))$ in (17) satisfies the estimate

$$L(\lambda \delta \sin(\alpha - \beta)) \leq C \log \left( \frac{T}{\delta} \right).$$

Substituting (27) and (28) into (17), we obtain

$$\|u(t) - u_n(t)\| \leq \frac{C_1}{\sqrt{t}} \cdot \log \left( \frac{T}{\delta} \right) \cdot e^{-C_2 n / \log(T^\frac{1}{2})}.$$

It is then easy to see that (25) follows if $n$ satisfies (26).

**Remark 2.** For most practical cases, the $\log \log \left( \frac{T}{\delta} \right)$ factor is much smaller than the $\log \left( \frac{1}{\epsilon} \right)$ factor. Thus for a fixed precision $\epsilon$, we will simply say that $n = O \left( \log \left( \frac{T}{\delta} \right) \right)$.

**Remark 3.** The hyperbolic contour is chosen in such a way that the horizontal strip $D_\beta = \{ z \in \mathbb{C} : |\Im z| \leq \beta \}$ is transformed into a region bounded by the left branches of two hyperbolas defined as in (12), but with $x$ replaced by $x \pm i\beta$. The reason that such contour is chosen is the (well-known) fact that the trapezoidal rule converges exponentially fast for functions holomorphic on a horizontal strip containing the real axis (see, for example, [43, 44]). We have actually used the midpoint rule to eliminate the occurrence of a node directly on the real axis. There is almost no difference in terms of accuracy, but this allows us to assume that all nodes lie in the upper half plane in actual computation.
Remark 4. It is likely that other contours would yield similar results. Trefethen et al. [47] have analyzed this issue with great care and presented a detailed comparison of various contours (hyperbolic, parabolic, and Talbot contours [46]) for inverting sectorial Laplace transforms, though they are mainly concerned with the efficiency of various contours for a fixed time $t$.

We will also need the following lemma, adapted from Theorem 5 in [6], which is concerned with the efficient sum-of-exponentials approximation for the power function $\frac{1}{t^\beta}$.

Lemma 2. [Adapted from Theorem 5 in [6].] For any $\beta \geq \frac{1}{2}$, $1/e \geq \epsilon > 0$, and $T > 3\delta > 0$, there exist a positive integer

$$N = O \left( \log \left( \frac{1}{\epsilon} \right) \cdot \left( \log \frac{T}{\delta} + \log \frac{1}{\epsilon} \right) \right),$$

and positive real numbers $\tilde{w}_i$, $\lambda_i$ ($i = 1, \ldots, N$) such that

$$\left| \frac{1}{t^\beta} - \sum_{i=1}^{N} \tilde{w}_i e^{-\lambda_i t} \right| \leq \frac{1}{t^\beta} \cdot \epsilon, \quad \delta \leq t \leq T.$$  

Furthermore, for fixed accuracy $\epsilon$, $N = O \left( \log \frac{T}{\delta} \right)$.

Remark 5. It is pointed out in the caption of Table 1 of [6] that the dependence of the number of terms on accuracy appears to be almost linear in $\log \frac{1}{\epsilon}$ rather than $O \left( (\log \frac{1}{\epsilon})^2 \right)$, as stated in (30). Indeed, Remark 8 in [25] states that the number of exponentials needed to approximate $\frac{1}{t^\beta}$ for a given relative accuracy $\epsilon$ is $O \left( \log \frac{1}{\epsilon} (\log \log \frac{1}{\epsilon} + \log \frac{T}{\delta}) \right)$. It is straightforward, but tedious, to extend the proof of [25] to show that the number of exponentials to achieve a relative accuracy of $\epsilon$ for $\frac{1}{t^n}$ when $n = 2, 3, 4$ is of the same order. This is sufficient for the heat kernel in one, two, and three dimensions. While this leads to a formal improvement in estimating the required number of exponentials, the numerical results from the method of [6] are actually more efficient than those obtained via the explicit construction of [25]. Thus, we have left the statement of Lemma 2 as is.

Remark 6. In [7], the error of the approximation of $1/x$ by exponential sums is studied in detail on both finite and infinite intervals. In [8], Braess and Hackbusch extend their analysis to the general power function $1/x^\alpha$, $\alpha > 0$, obtaining sharp error estimates for the absolute error.

3 Sum-of-exponentials approximation of the heat kernel

In this section, we first develop a separated sum-of-exponentials approximation for the one-dimensional heat kernel. We then extend the approximation to
arbitrary space dimensions, and to directional derivatives of the heat kernel, such as the kernel of the double layer potential $D(\sigma)$.

The one-dimensional result is summarized by the following theorem.

**Theorem 1.** Let $G(x, t) = \frac{1}{\sqrt{4\pi t}} e^{-\frac{|x|^2}{4t}}$ denote the one-dimensional heat kernel and let its Laplace transform be denoted by $\hat{G}(x, s) = \int_0^\infty e^{-st} G(x, t) dt$. Then, for $s > 0$ and $x \in \mathbb{R}$,

$$\hat{G}(x, s) = \frac{1}{2\sqrt{s}} e^{-\sqrt{s}|x|}. \tag{32}$$

Furthermore, let $0.1 > \epsilon > 0$ be fixed accuracy and $T \geq 1000\delta > 0$. Then there exists a sum-of-exponentials approximation

$$G_A(x, t) = \sum_{k=-n}^{n} w_k e^{s_k t} e^{-\sqrt{s_k}|x|} \tag{33}$$

such that

$$|G(x, t) - G_A(x, t)| < \frac{1}{\sqrt{t}} \epsilon \tag{34}$$

for $x \in \mathbb{R}$ and $t \in [\delta, T]$, with

$$n = \mathcal{O} \left( \log \left( \frac{T}{\delta} \right) \left( \log \left( \frac{1}{\epsilon} \right) + \log \log \left( \frac{T}{\delta} \right) \right) \right). \tag{35}$$

**Proof.** The formula (32) is well-known and can be derived from standard Laplace transform tables. The natural extension of $\hat{G}(x, s)$ to the complex $s$-plane has an obvious branch point at $s = 0$, and a branch cut along the negative real axis assuming the restriction $-\pi < s \leq \pi$. Thus, $\hat{G}(x, s)$ is holomorphic on $W = \mathbb{C} \setminus (-\infty, 0]$ and satisfies the estimate

$$\|\hat{G}(x, s)\| \leq \frac{1}{2|s|^{1/2}} \tag{36}$$

for $s \in W$ and all $x \in \mathbb{R}$. As a result, $G(x, t)$ can be represented by the inverse Laplace transform:

$$G(x, t) = \frac{1}{2\pi i} \int_{\Gamma} e^{st} \hat{G}(x, s) ds = \frac{1}{2\pi i} \int_{\Gamma} \frac{1}{\sqrt{s}} e^{st-\sqrt{s}|x|} ds, \tag{37}$$

where $\Gamma$ is a simple contour lying in $W = \mathbb{C} \setminus (-\infty, 0]$, and parametrizable by a regular mapping $S : (-\infty, +\infty) \to \mathbb{C}$ such that

$$\lim_{x \to \pm\infty} \text{Im} S(x) = \pm\infty \quad \text{and} \quad \lim_{x \to \pm\infty} \frac{\text{Re} S(x)}{|x|} < 0.$$
The last condition implies that
\[ \text{Re}(z) \leq -b|z|, \quad \text{as } z \rightarrow \infty, z \in \Gamma, \]
for some \( b > 0 \). This forces the integral (37) to be absolutely convergent. It is easy to see that the integral is independent of the choice of \( \Gamma \).

The main result (33) is now a direct consequence of Lemma 1 and Corollary 1 in Section 2 since \( \hat{G} \) satisfies the condition (36). In particular, we have
\[ G_A(x,t) = \sum_{k=-n}^{n} w_k e^{s_k t} e^{-\sqrt{s_k}|x|}, \quad (38) \]
where
\[ s_k = \lambda(1 - \sin(\alpha + ikh)), \quad (39) \]
\[ w_k = -\frac{h}{4\pi \sqrt{s_k}} s'_k, \quad (40) \]
with \( s'_k = -\lambda i \cos(\alpha + ikh) \), and the parameters \( h, \lambda \) specified in (14) and (15), respectively.

In Table 1, we list the number of exponentials needed to approximate the 1D heat kernel for \( x \in \mathbb{R} \) over different time intervals \( I_1, I_2, I_3 \):
\[ I_1 = [10^{-3}, 1], \quad I_2 = [10^{-3}, 10^3], \quad I_3 = [10^{-5}, 10^4], \]
which correspond roughly to \( 10^3, 10^6, \) and \( 10^9 \) time steps, respectively. The first column lists the maximum error of the approximation computed over a \( 50 \times 1000 \) grid \((x_j, t_k)\) where \( x_0 = 0, x_j = 2^{-16+j} \) for \( j = 1, \ldots, 49 \), and the \( t_k \) are 1000 samples on \([\delta, T]\) chosen to be equispaced on a logarithmic scale. The node locations are plotted in Fig. 1.

| \( \epsilon \) | \( I_1 \) | \( I_2 \) | \( I_3 \) |
|-----------------|--------|--------|--------|
| \( 10^{-3} \)   | 15     | 23     | 32     |
| \( 10^{-6} \)   | 31     | 50     | 68     |
| \( 10^{-9} \)   | 47     | 77     | 105    |

Remark 7. To obtain Table 1, we set \( \alpha = 0.8, \beta = 0.7, \theta = 0.9 \) for \( I_1 \) and \( \theta = 0.95 \) for \( I_2 \) and \( I_3 \).

Remark 8. The coefficients \( w_i \) are not positive (but complex) and thus stability is an issue. It is difficult to bound the expression
\[ \frac{\sum |w_i \exp(s_i t)|}{\sum w_i \exp(s_i t)} \]
Figure 1: The location of the exponential nodes $s_k$ ($k = \pm 1, \cdots, \pm n$ for $n = 77$) used in (38) to approximate the 1D heat kernel for $t \in [10^{-3}, 10^3]$ with 9-digit accuracy. The left figure shows all nodes, while the right figure is a close-up of the nodes near the origin. All nodes lie on the left branch of the hyperbola specified in (12).

analytically for all time. However, we have checked the value of the expression numerically for all cases presented in Table 1, and found that it is roughly 1.08. This suggests that the sum-of-exponentials approximation is, indeed, well-conditioned.

Remark 9. If we make a further change of variable $z = \sqrt{s}$ in (37), we obtain

$$G(x, t) = \frac{1}{2\pi i} \int_{\Gamma'} e^{z^2 t - z|x|} dz,$$

where $\Gamma'$ is any contour lying in the sector $\{ \frac{\pi}{4} < |\arg z| \leq \frac{\pi}{2} \}$ of the complex plane. In particular, if $\Gamma'$ is chosen to be the imaginary axis, then we essentially recover the Fourier integral representation of the heat kernel (see, for example, [19]).

Finally, it is worth repeating that the number of terms required in the sum-of-exponentials approximation does not depend on the spatial extent of the problem.

3.1 Heat kernels in higher dimensions

Suppose now that we are interested in heat flow in $\mathbb{R}^d$, for $d \geq 2$, where the heat kernel is

$$G_d(x, t) = \frac{1}{(4\pi t)^{d/2}} e^{-\frac{|x|^2}{4t}}.$$
The following theorem describes an efficient sum-of-exponentials representation.

**Theorem 2.** For any $0.1 > \epsilon > 0$ and $T \geq 1000\delta > 0$, the heat kernel $G_d(x,t)$ admits the following approximation:

$$
\tilde{G}_d(x,t) = \sum_{j=1}^{N_2} \tilde{w}_j e^{-\lambda_j t} \sum_{k=-N_1}^{N_1} w_k e^{s_k t} e^{-\sqrt{s_k}|x|}
$$

such that

$$
|G_d(x,t) - \tilde{G}_d(x,t)| < \frac{1}{td/2} \cdot \epsilon
$$

for any $x \in \mathbb{R}^d$, $t \in [\delta, T]$ with $N_1$ specified in (35) and $N_2$ specified in (30).

**Proof.** We first rewrite the $d$ dimensional heat kernel as a product of two functions:

$$
G_d(x,t) = G_1(x,t) \cdot F(t),
$$

where

$$
G_1(x,t) = \frac{1}{(4\pi t)^{d/2}} e^{-|x|^2}, \quad F(t) = \frac{1}{(4\pi t)^{(d-1)/2}}.
$$

Similarly, we rewrite $\tilde{G}_d$ as follows:

$$
\tilde{G}_d(x,t) = S_1(x,t) \cdot S_2(t),
$$

where

$$
S_1(x,t) = \sum_{k=-N_1}^{N_1} w_k e^{s_k t} e^{-\sqrt{s_k}|x|}, \quad S_2(t) = \sum_{j=1}^{N_2} \tilde{w}_j e^{-\lambda_j t}.
$$

Using the triangle inequality, we have

$$
|G_d(x,t) - \tilde{G}_d(x,t)| \leq |G_1 \cdot F - G_1 \cdot S_2| + |G_1 \cdot S_2 - S_1 \cdot S_2| \\
\leq |G_1| \cdot |F - S_2| + (1 + \epsilon)|F| \cdot |G_1 - S_1| \\
\leq \frac{3}{td/2} \cdot \epsilon,
$$

and the result follows. \qed

### 3.2 The double layer heat potential

Since we often rely on the double layer potential in integral equation methods, it is worth writing down a sum-of-exponentials approximation for this case as well. We denote the kernel of the double layer heat potential by

$$
D(x,y; t) = \frac{\partial G(x-y,t)}{\partial n_y} = \frac{(x-y) \cdot n_y}{(4\pi t)^{d/2} 2t} e^{-\frac{|x-y|^2}{4t}}.
$$
Theorem 3. Let $0.1 > \epsilon > 0$ be fixed accuracy, $R > 1$ and $T \geq 1000\delta > 0$. Then there exists a sum-of-exponentials approximation

$$D_A(x,y;t) = \sum_{j=1}^{N_2} \hat{w}_j e^{-\lambda_j t} \sum_{k=-N_1}^{N_1} w_k e^{s_k t} e^{-\sqrt{\pi}|x-y|}(x-y) \cdot n_y$$

such that

$$|D(x,y;t) - D_A(x,y;t)| < \frac{1}{t^{(d+2)/2}} \cdot \epsilon$$

for $|x-y| \leq R$ and $t \in [\delta, T]$. Here $N_1$ and $N_2$ are as follows:

$$N_1 = O\left(\log\left(\frac{T}{\delta}\right) \log\left(\frac{1}{\epsilon}\right) + \log\log\left(\frac{T}{\delta}\right) + \log R\right)$$

and

$$N_2 = O\left(\log\left(\frac{1}{\epsilon}\right) + \log R\right) \cdot \left(\log\left(\frac{T}{\delta}\right) + \log\left(\frac{1}{\epsilon}\right) + \log R\right).$$

Proof. We first introduce $\hat{\epsilon} = \epsilon/R$. Then by Theorem 1, there exist $N_1 = O\left(\log\left(\frac{T}{\delta}\right) \log\left(\frac{1}{\epsilon}\right)\right)$, coefficients $w_k$, and nodes $s_k$ such that

$$|G_1(x,t) - \sum_{k=-N_1}^{N_1} w_k e^{s_k t} e^{-\sqrt{\pi}|x|}| < \frac{1}{\sqrt{t}} \cdot \hat{\epsilon},$$

for $x \in \mathbb{R}$ and $t \in [\delta, T]$.

Changing $x$ to $x - y$ and multiplying both sides of (53) by $(x-y) \cdot n_y$, we obtain

$$\left|\frac{(x-y) \cdot n_y}{(4\pi t)^{1/2}} e^{-\frac{|x-y|^2}{8t}} - \sum_{k=-N_1}^{N_1} w_k e^{s_k t} e^{-\sqrt{\pi}|x-y|} \cdot ((x-y) \cdot n_y)\right|$$

$$\leq \left|\frac{(x-y) \cdot n_y}{(4\pi t)^{1/2}} e^{-\frac{|x-y|^2}{8t}}\right| \cdot \hat{\epsilon}$$

$$\leq \frac{R}{(4\pi t)^{1/2}} \cdot \frac{\epsilon}{R}$$

$$\leq \frac{1}{(4\pi t)^{1/2}} \cdot \epsilon$$

for all $|x-y| \leq R$ and $t \in [\delta, T]$.

Similarly, by Lemma 2, we have

$$\left|\frac{1}{t^{(d+1)/2}} - \sum_{i=1}^{N_2} \hat{w}_i e^{-\lambda_i t}\right| \leq \frac{1}{t^{(d+1)/2}} \cdot \epsilon/R, \quad \delta \leq t \leq T,$$

where $N_2$ is given by (52).

The result is then obtained by an argument almost identical to that in the proof of Theorem 2.
Remark 10. As discussed in Remark 5, more involved analysis could replace the order estimate $O((\log \frac{1}{\epsilon} + \log R)^2)$ for $N_2$ in (52) with $O(\log \frac{1}{\epsilon} + \log R)$.

Remark 11. It is worth noting that Theorems 1–3 provide what are, in essence, relative error estimates. Our numerical experiments also indicate that the log $R$ dependence in $N_1$ and $N_2$ and the restriction on $x - y$ are somewhat artificial since $D(x, y; t)$ and $D_A(x, y; t)$ are exponentially small for large $(x - y)$.

4 Applications

We return now to a consideration of the exterior Dirichlet problem governed by the heat equation in eqs. (1) and (2). We let $\delta = (k - 1)\Delta t$ in order to obtain a $k$th order scheme and consider the calculation of $D_L$ and $D_H$ separately.

To simplify the notation, we fix the relative accuracy $\epsilon$, the computational domain size $R$, and suppress the dependence of the complexity on $\epsilon$ and $R$ in the following discussion.

4.1 Evaluation of the local part $D_L$

The discretization of the local part of the double layer potential $D_L$ is discussed in [31] for both stationary and moving boundaries. We limit our attention here to the case of a stationary boundary, $\Gamma(t) = \Gamma(0)$, for the sake of simplicity. The basic idea is to expand the density $\sigma(y, t)$ on $[t - \delta, t]$ for each $y$ in the form

$$\sigma(y, \tau) = \sigma_0(y) + (t - \tau)\sigma_1(y) + \cdots + \frac{(t - \tau)^{k-1}}{(k - 1)!} \sigma_{k-1}(y) + O((t - \tau)^k).$$

The functions $\sigma_0(y), \ldots, \sigma_{k-1}(y)$ are obtained from the function values $\sigma(y, t - j\Delta t)$ for $j = 0, \ldots, k - 1$.

Substituting the above expression into (58) and changing the order of integration in time and space, we obtain

$$D_L(\sigma)(x, t, \delta) = \left[ \int_{\Gamma} D_{L,0}(x, y)\sigma_0(y) \, ds_y + \int_{\Gamma} D_{L,1}(x, y)\sigma_1(y) \, ds_y + \cdots \\
+ \frac{1}{(k - 1)!} \int_{\Gamma} D_{L,k-1}(x, y)\sigma_{k-1}(y) \, ds_y \right] + O((t - \tau)^{k+1/2}).$$

(56)

where $D_{L,k}(x, y)$ is given by

$$D_{L,k}(x, y) = \int_{t-\delta}^{t} \frac{\partial}{\partial n_y} G_d(x - y, t - \tau)(t - \tau)^{k-2} \, d\tau.$$  

(57)

For an analgous treatment of unsteady Stokes potentials, see [27].

Remark 12. The above procedure provides a robust, high-order marching scheme that is insensitive to the complexity of the geometry. Simpler time-marching schemes are subject to geometrically induced stiffness, discussed at some length in [27, 31].
The kernels $D_{L,k}$ can be computed in closed form in terms of the exponential integral function $\text{Ei}(1, x)$ in two dimensions and the error function $\text{erf}(x)$ in three dimensions. Each of these kernels is singular (or weakly singular), but smooth away from the diagonal ($x = y$). The discretization of the spatial integrals, therefore, requires techniques much like those needed for elliptic layer potentials. We refer the reader to [11] and [28] for a discussion of high order accurate rules.

When computing $D_{L,k}$ at each boundary point, we would also like to avoid the $O(N_S^2)$ work that would be required by naive evaluation of the integral. A large number of fast algorithms are now available to reduce the cost of this step to $O(N_S)$ or $O(N_S \log N_S)$. These include fast multipole methods, kernel-independent fast multipole methods [50], HSS and H-matrix methods [12, 21], and HBS or recursive skeletonization methods [23, 17]. We propose to use the approach developed in [23]. That is, each of the operators $D_{L,j}(x_m, y_n)$ ($j = 1, \cdots, k-1$) will be compressed once, with subsequent applications of the operator computed in near optimal complexity time with smaller constant prefactors than analytically-based fast multipole methods. It is also possible, of course, to store a compressed version of the full operator $D_L$ or $(1/2 I + D_L^*)^{-1}$. While the storage costs are large, they scale nearly linearly with $N_S$. This is ideal for long-time simulation in stationary domains, where the same linear system is solved at each time step with a different right-hand side.

4.2 Evaluation of the history part $D_H$

For the history part, approximating the kernel by $D_A(x, y; t-\tau)$ and substituting (49) into (7), we obtain

$$D_H(\sigma)(x, t) \approx \int_0^{t-\delta} \int_\Gamma \sum_{j=1}^{N_2} \tilde{w}_j e^{-\lambda_j(t-\tau)}$$

$$\times \sum_{k=-N_1}^{N_1} w_k e^{s_k(t-\tau)} e^{-\sqrt{s_k}|x-y|} [(x-y) \cdot n_y] \sigma(y, \tau) dy d\tau$$

$$= \sum_{j=1}^{N_2} \tilde{w}_j \sum_{k=-N_1}^{N_1} w_k H_{j,k}(x, t),$$

(58)

where each history mode $H_{j,k}$ is given by the formula

$$H_{j,k}(x, t) = \int_0^{t-\delta} e^{(-\lambda_j + s_k)(t-\tau)} V_k(x, \tau) d\tau,$$

(59)

with $V_k$ given by the formula

$$V_k(x, \tau) = \int_\Gamma e^{-\sqrt{s_k}|x-y|} [(x-y) \cdot n_y] \sigma(y, \tau) dy.$$

(60)

Here, we have interchanged the order of summation and integration.
For each fixed $\tau$, $V_k(x,\tau)$ can be discretized using the trapezoidal rule and the resulting summation can again be computed using the fast algorithms in [23] for all $x \in \Gamma$. The computational cost for this step is $O(N_S \log N_S)$ for each $k$. Once the $V_k$ have been evaluated, each history mode $H_{j,k}$ can be computed recursively, as in [19, 27]:

$$H_{j,k}(x,t+\Delta t) = e^{-(\lambda_j+s_k)\Delta t} H_{j,k}(x,t) + \int_{t-\delta}^{t+\Delta t-\delta} e^{-(\lambda_j+s_k)(t+\Delta t-\tau)} V_k(x,\tau) d\tau.$$

(Equivalently, each history mode $H_{j,k}$ can be seen to satisfy a simple linear ODE.) The point is that each history mode can be computed in $O(1)$ operations at each time step for each $x$. Since both $N_1$ and $N_2$ are $O(\log(T/\delta)) = O(N_T)$ with $N_T$ the total number of time steps, the net computational cost for the evaluation of the history part at each time step is $O(N_S \log N_S N_T + N_S \log^2 N_T)$, with storage requirements of the order $O(N_S \log^2 N_T)$. The computational cost for the entire simulation is

$$O(N_S N_T \log N_S \log N_T + N_S N_T \log^2 N_T).$$

The algorithm of the present paper is embarrassingly parallel in that the computation of each history mode is independent. Furthermore, the hierarchical fast algorithms used for each $V_k(x,\tau)$ are themselves amenable to parallelization, and there is already a substantial body of research and software devoted to that task for large-scale problems in three dimensions.

5 Numerical examples

In this section, we illustrate the accuracy and stability of the sum-of-exponential approximations for the heat kernels. More precisely, we have implemented the algorithm outlined in the previous section to solve the exterior Dirichlet problem governed by the heat equation in two dimensions. The spatial integral in the local parts is discretized using the 16th order hybrid Gauss-trapezoidal rule of [1], while the spatial integral in the history part is discretized using the trapezoidal rule. We have implemented 2nd, 3rd, and 4th order schemes in time (defined by the number of terms taken in the local Taylor expansion of $\sigma$ in section 4.1), with numerical experiments carried out using the fourth order version. We consider four simple boundary curves: a circle, an ellipse with aspect ratio 2:1, a crescent, and a smooth hexagram, shown in Figures 1–4, respectively. The final time is set to $T = 1$ and the boundary curves are roughly of size $R = 5$. We generate boundary data by placing heat sources inside the boundary curve and test the accuracy of our numerical solution by comparing it with the analytical solution at 20 target points outside the boundary curves. We use 350 spatial discretization points for the circle, 256 points for the ellipse, 512 points for the crescent, and 350 points for the hexagram. Since our spatial integration rules are very high order and the geometry is well-resolved, the accuracy is dominated by the discretization error in time.
In each of the tables below, $\Delta t$ is the time step, $N_T$ is the total number of time steps, $K$ is the condition number of the linear system that needs to be solved at each time step, $E$ is the relative $L^2$ error of the numerical solution at the final time, and $r$ is the ratio of relative $L^2$ errors for successive time step refinements: $r(j) = E(j - 1)/E(j)$.

**Remark 13.** Since our examples are intended to demonstrate the accuracy and stability of the sum-of-exponential approximations for the heat kernels, we have limited our attention to modest size problems. With larger-scale boundary discretizations, fast solvers will be used to invert the linear systems at each time step and to speed up the computation of the spatial integrals in the history part. We are currently building such codes, including parallelization.

| $\Delta t$ | $N_T$ | $K$  | $E$     | $r$  |
|-----------|-------|------|---------|------|
| 1.00e-1  | 10    | 1.02 | 4.33e-5 |      |
| 5.00e-2  | 20    | 1.01 | 3.00e-6 | 14.4 |
| 2.50e-2  | 40    | 1.01 | 2.01e-7 | 14.9 |
| 1.25e-2  | 80    | 1.01 | 7.57e-9 | 26.5 |
| 6.25e-3  | 160   | 1.00 | 3.81e-10| 19.9 |

Figure 2: Numerical results for the circle. $N_T$ is the total number of time steps, $K$ is the condition number of the linear system to be solved at each time step, $E$ is the relative error at the final time in $L^2$, and $r$ is the ratio of relative $L^2$ errors for successive time step refinements: $r(j) = E(j - 1)/E(j)$.

| $\Delta t$ | $N_T$ | $K$  | $E$     | $r$  |
|-----------|-------|------|---------|------|
| 1.00e-1  | 10    | 1.07 | 1.85e-4 |      |
| 5.00e-2  | 20    | 1.05 | 1.55e-5 | 11.9 |
| 2.50e-2  | 40    | 1.04 | 1.11e-6 | 13.9 |
| 1.25e-2  | 80    | 1.03 | 1.84e-8 | 60.3 |
| 6.25e-3  | 160   | 1.02 | 6.76e-10| 27.3 |

Figure 3: Numerical results for a 2:1 ellipse. See text or Fig. 2 for explanation.

Several observations concerning our results are in order. First, note that there is no stability issue for large time steps (as expected). Second, the linear systems which need to be solved at each time step are extremely well-conditioned, since the compact operator in the Volterra integral equation has small norm. Third, the convergence rates are roughly consistent with fourth order accuracy (slightly better because of the smoothing behavior of the heat equation).

Finally, in order for the reader to be able to easily implement the scheme, we list the sum-of-exponential approximations for the power function $\frac{1}{t^{3/2}}$ and the 1D heat kernel in Tables 2 and 3 respectively.
Table 2: Sum-of-exponential approximation for the power function \( \frac{1}{t^{3/2}} \approx \sum_{k=1}^{N} w_k e^{s_k t} \). Here \( N = 22 \). The relative error is \( 10^{-9} \) for \( t \in [10^{-3}, 1] \). The first column lists the values of \( s_k \) and the second column lists the values of \( w_k \).

| \( \Delta t \) | \( N_T \) | \( K \) | \( E \) | \( r \) |
|------------|---------|----|----|----|
| 1.00e-1   | 10      | 1.15 | 8.76e-5 |     |
| 5.00e-2   | 20      | 1.11 | 3.13e-6 | 28.0 |
| 2.50e-2   | 40      | 1.08 | 1.89e-7 | 16.5 |
| 1.25e-2   | 80      | 1.06 | 3.16e-9 | 59.8 |
| 6.25e-3   | 160     | 1.04 | 1.28e-10| 24.6 |

Figure 4: Numerical results for a smooth crescent. See text or Fig. 2 for explanation.

| \( \Delta t \) | \( N_T \) | \( K \) | \( E \) | \( r \) |
|------------|---------|----|----|----|
| 1.00e-1   | 10      | 1.03 | 6.05e-5 |     |
| 5.00e-2   | 20      | 1.02 | 3.06e-6 | 19.8 |
| 2.50e-2   | 40      | 1.02 | 1.94e-7 | 15.7 |
| 1.25e-2   | 80      | 1.01 | 7.80e-9 | 24.5 |
| 6.25e-3   | 160     | 1.01 | 2.80e-10| 27.8 |

Figure 5: Numerical results for a smooth hexagram. See text or Fig. 2 for explanation.
Table 3: Sum-of-exponential approximation for the 1D heat kernel $G_1 = e^{-x^2/4t}/\sqrt{4\pi t}$. $G_1 \approx \sum_{N_1} w_k e^{\alpha_k x} e^{-\sqrt{\alpha_k} x}$. Here $N_1 = 47$ and only the exponentials in the lower half of the complex plane are listed. The relative error is $10^{-9}$ for $t \in [10^{-3}, 1]$. The first column lists the values of $s_k$ and the second column lists the values of $w_k$.

| $s_k$          | $w_k$          |
|----------------|----------------|
| $+5.25613859685130D-001$ | $-1.53596243443976D+001$ |
| $+4.5124725503150D-003$ | $-4.90917958741991D-001$ |
| $+2.99162537638338D-004$ | $-8.99916363452174D-001$ |
| $+5.9999775766290D-002$ | $-1.19874435519035D+000$ |
| $+2.75035086425747D+002$ | $-1.66449592758825D+000$ |
| $+3.3760847455761D+002$ | $-2.13892492775174D+002$ |
| $-1.53662878543322D+003$ | $-2.51480741987785D+003$ |
| $-2.10772002076722D+003$ | $-3.63708989553627D+003$ |
| $-3.3090102062341D+004$ | $-4.64523534828841D+004$ |
| $-4.36132472516300D+005$ | $-5.92812955685983D+005$ |
| $-3.62625869118731D+006$ | $-7.5398191441053D+006$ |
| $-7.99184638890651D+007$ | $-9.70594421622467D+007$ |
| $-1.0557044477012D+008$ | $-1.20181435457724D+008$ |
| $-1.27898020592931D+009$ | $-1.51834997406573D+009$ |
| $-1.78928966778968D+010$ | $-2.01691240217512D+010$ |
| $-2.30905678489131D+011$ | $-2.49790693161662D+011$ |
| $-2.93989969308735D+012$ | $-3.50140002079616D+012$ |
| $-7.96160833510587D+013$ | $-9.85290647704964D+013$ |
| $-4.8260671061842D+014$ | $-6.68317144412161D+014$ |
| $-6.11373026754516D+015$ | $-7.63715018274869D+015$ |
| $-1.13587990492677D+016$ | $-1.77463512376737D+016$ |
| $-9.7636438474720D+017$ | $-1.29127033062599D+017$ |
| $-2.7657235403819D+018$ | $-3.2368833291792D+018$ |
| $-5.8314144274319D+019$ | $-6.5558484594296D+019$ |
| $-2.90252358278945D+20$ | $-3.0312269341692D+20$ |
| $-5.3163856972374D+21$ | $-5.5616936207734D+21$ |
| $-1.1956186711234D+22$ | $-1.2926825126909D+22$ |
| $-1.9490213505087D+23$ | $-2.2856482722592D+23$ |
| $-4.0410913931722D+24$ | $-4.9340568148568D+24$ |
| $-1.5046272233841D+25$ | $-1.7964026909934D+25$ |
| $-6.4643600106720D+26$ | $-7.62179696511625D+26$ |
| $-8.88819600147680D+27$ | $-1.02206937283672D+27$ |
| $-1.07411429863118D+28$ | $-1.23793742813644D+28$ |
| $-1.2693090958928D+29$ | $-1.52184987774417D+29$ |
| $-1.6369105425552D+30$ | $-1.95146177690104D+30$ |
| $-2.0692549265703D+31$ | $-2.3902860966034D+31$ |
| $-2.67025551796909D+32$ | $-3.17944108755637D+32$ |
| $-3.2926856699045D+33$ | $-3.95649547998332D+33$ |
| $-4.5123898759594D+34$ | $-5.443448308548D+34$ |
| $-5.2395069324979D+35$ | $-6.34034007812986D+35$ |
| $-6.1174190354353D+36$ | $-7.32143485873249D+36$ |
| $-8.341000741293D+38$ | $-1.04877570299609D+38$ |
| $-1.0522760939223D+39$ | $-1.32845079585876D+39$ |
| $-1.32845079585876D+40$ | $-1.6281355739829D+40$ |
| $-1.67628582554975D+41$ | $-2.0543871502883D+41$ |
| $-2.1150938336365D+42$ | $-2.6684462959216D+42$ |
| $-3.0756500438786D+43$ | $-3.7209733647101D+43$ |

$G_1 = e^{-x^2/4t}/\sqrt{4\pi t}; G_1 \approx \sum_{N_1} w_k e^{\alpha_k x} e^{-\sqrt{\alpha_k} x}$. Here $N_1 = 47$ and only the exponentials in the lower half of the complex plane are listed. The relative error is $10^{-9}$ for $t \in [10^{-3}, 1]$. The first column lists the values of $s_k$ and the second column lists the values of $w_k$. 

Note: The entries in the table represent complex numbers, where the real part is followed by the imaginary part in parentheses.
6 Conclusions

We have developed an efficient separated sum-of-exponentials approximation for the heat kernel in any dimension. The number of exponentials needed is $O(\log^2(\frac{2}{\delta}))$ to obtain an approximation that is valid for $t \in [\delta, T]$ and $x \in \mathbb{R}^d$ for any prescribed precision $\epsilon$, but only $O(\log(\frac{1}{\delta}))$ of these modes involve the spatial variables. Such approximations can be combined with the local quadratures of [31] and the fast algorithms of [18, 19, 23] to create efficient, accurate and robust methods for the solution of boundary value problems governed by the heat equation in complex geometry.

We have assumed here that the time step $\Delta t$ is fixed throughout the simulation, but note that in many applications, adaptive time-stepping will be needed. We are currently developing heat solvers in both two and three dimensions that make use of the sum-of-exponentials representation, permit adaptive time-steps, and incorporate fast algorithms for the spatial integrals. We will report on their performance at a later date.
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