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The Landau-Lifshitz equation is obtained from the Lorentz-Abraham-Dirac equation through ‘reduction of order’. It is the first in a divergent series of approximations that, after resummation, eliminate runaway solutions. Using Borel plane and transseries analysis we explain why this is, and show that a non-perturbative formulation of reduction of order can retain runaway solutions. We also apply transseries analysis to solutions of the Lorentz-Abraham-Dirac equation, essentially treating them as expansions in both time and a coupling. Our results illustrate some aspects of such expansions under changes of variables and limits.

I. INTRODUCTION

Radiation reaction (RR) continues to attract attention in classical and quantum electrodynamics, both experimentally \cite{1,2} and theoretically \cite{3–5} with a particular focus on intense laser fields where RR forces compare to or dominate the Lorentz force \cite{6–8}. RR in strong fields is also relevant in gravitational physics, first clearly observed in the Hulse-Taylor binary pulsar \cite{9}, and studied theoretically in, e.g., Refs. \cite{10–13}.

Recently many authors have applied resummation \cite{14–21} and resurgence and transseries concepts \cite{22–24} in classical and quantum electrodynamics in strong backgrounds. (For introductions to and reviews of these concepts, see Refs. \cite{25–31}.) As a prominent example all-orders, resummed results \cite{17,18} have been vital to progress on Refs. \cite{25–31}. As a prominent example all-orders, resummed results \cite{17,18} have been vital to progress on the Ritus-Narozhny conjecture \cite{32,33} of the breakdown of Furry picture perturbation theory.

In this paper we use the the Lorentz-Abraham-Dirac (LAD) equation of motion for radiation reaction \cite{34–36} as a “test-bed” for transseries analysis. It is a natural choice of a simple setting in which to explore transseries structures, essentially because we know that they must be there and their physical interpretation. They are the ‘unwanted’ features of the LAD equation, pre-acceleration and runaway solutions, that are explicitly non-perturbative in $\tau_0$, the time-scale of radiation reaction. Indeed these are not seen in perturbative approaches, including reductive procedures which lead to e.g. the Landau-Lifshitz \cite{37} (LL) equation, at any order \cite{20}. We will see that the time-dependent nature of our problem means that even though the physics is quite simple, the formal structure can still be rich.

We extend our previous work \cite{20}, which iterated ‘reduction of order’ \textit{ad infinitum} in a constant crossed field (CCF) to obtain the all-orders (in $\tau_0$) equation of motion LL$_\infty$ by showing that this procedure eliminates non-perturbative transseries structure at the level of the equation of motion. We also show that the same holds in a circularly polarised monochromatic plane wave. The elimination of non-perturbative terms is, however, dependent on an “initial condition” matching to the Lorentz force at vanishing field. Other “initial conditions” keep non-perturbative terms and lead to runaway solutions of the order-reduced equation of motion. We then consider inserting a hard cutoff into a constant field; this is the simplest time-dependence which allows us to unambiguously investigate pre-acceleration and its transseries structure.

This paper is organised as follows. We begin in Section II by reviewing reduction of order as applied to the LAD equation, and LL$_\infty$. We show that non-perturbative contributions to LL$_\infty$ are large as the coupling goes to zero, and lead to runaway solutions if kept. Next, in Section III we solve the two equations of motion in a step field profile, finding on the level of solutions to LAD instanton terms that are precisely the pre-accelerating and runaway solutions. We conclude in Section IV.

II. LL$_\infty$: REDUCTION OF ORDER AND TRANSSERIES

A. Conventions and notations

We will consider the momentum $p^\mu$ of a particle of charge $e$ and mass $m$ in a constant crossed field (CCF) given by

$$f_{\mu\nu} := \frac{e}{m} F_{\mu\nu} = \mathcal{E} n_{\mu} \epsilon_{\nu}$$

where $\mathcal{E}$ is the dimensionless field strength, $n_{\mu}$ is lightlike and $e^2 = -1$ with $n \cdot \epsilon = 0$. As we will only be concerned with one species of particle we henceforth use units where $m = 1$, although we will restore $m$ in places for clarity. We will use lightfront coordinates $p^2 = p^0 \pm p^z, p^+ = (p^0, p^z)$, the $z$-axis aligned such that $p^+ = n \cdot p$.

The Lorentz-Abraham-Dirac (LAD) equation reads, using an overdot for derivative with respect to proper time,

$$\ddot{p}_\mu = f_{\mu\nu} p^\nu + \tau_0 P_{\mu\nu} \ddot{p}_\nu$$

where $P_{\mu\nu} = g_{\mu\nu} - p_{\mu} p_{\nu}$ is the projector orthogonal to $p_{\mu}$.

---
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When working at the level of the solution, the initial value $A$ similiar calculation shows that the transverse components of LAD will be satisfied if (6) holds and

$$\dot{p}_\mu = f_{\mu \nu} p^\nu + \tau_0 \left[ (P f^2)_{\mu \nu} p^\nu + p^\rho \partial_\rho f_{\mu \nu} p^\nu \right],$$

although the final, gradient, term of course vanishes for a CCF.

The reduction of order procedure as just described reduces the order in time, but the procedure can be iterated any number of times to any order in $\tau_0$ [39, 40]. We will therefore refer to the first iteration (3) as LL$_1$. If reduction of order is iterated ad infinitum, i.e., to all orders in $\tau_0$, it yields the equation of motion LL$_\infty$,

$$\ddot{p}_\mu = A(\delta) f^{\mu \nu} p_\nu + \tau_0 B(\delta) (P f^2)^{\mu \nu} p_\nu,$$

as discussed in a previous paper [20]. Here the functions $A$ and $B$ are solutions of the ODE:s

$$\begin{align*}
\delta^3 B^{\mu \nu} &= 1 - A - \delta^2 AB \\
\delta^3 B^{\mu \nu}_{\delta \rho} &= -B - \delta^2 B^2 + A^2
\end{align*}$$

and the initial conditions that recover first-order Landau-Lifshitz are

$$A(0) = B(0) = 1.$$  

The functions $A, B$ encode how the RR force varies with energy, vaguely analogous to a running coupling.

We emphasise here that when $A, B$ verify (7) the solution of LL$_\infty$ is a solution of LAD. Explicitly, differentiating (6) we obtain

$$\ddot{p}_\mu = f_{\mu \nu} \dot{p}^\nu + \tau_0 \left[ (P f^2)_{\mu \nu} \dot{p}^\nu + \dot{p}_\mu (p^+ E)^2 - p_\mu (p f^2) \right].$$

Now dotting $n^\mu$ into LAD, it reads

$$n \cdot \dot{p} = \tau_0 (n \cdot \dot{p} - p^+ p \cdot \dot{p}) = -\tau_0^2 \left[ \frac{dA}{d\tau} \frac{\delta p}{d\tau} (p^+)^3 E^2 + 2Bp^+ (p f^2) + B(n \cdot \dot{p}) (p^+ E)^2 \right] - \tau_0 A p^+ (p f \dot{p}) - \tau_0^2 p^+ B(p f^2 \dot{p}).$$

It follows from (6) that $p f \dot{p} = A(p^+ E)^2$ and $p f^2 \dot{p} = -\tau_0 B(p^+ E)^2$; we also have $\frac{dA}{d\tau} = \tau_0 p^+ E = -\tau_0^2 B(p^+ E)^3$. Substituting these into the RHS of (10), writing out the LHS according to (6), and dividing by $\tau_0 (p^+)^3 E^2$ it becomes

$$-B = (\tau_0 p^+ E)^3 B \frac{dB}{d\tau} + 2(\tau_0 p^+ E)^2 B^2 - A^2,$$

which is one of the ODE:s (7). Hence the $p^+$ component of LAD will be satisfied if (6) holds, with $B$ a solution to (7). A similiar calculation shows that the transverse components of LAD will be satisfied if (6) holds and $A$ is a solution to (7). The remaining component is fixed by the mass-shell condition.
appear precisely after performing a Borel resummation. The question is thus raised whether non-perturbative effects appear from solutions of a more general transseries form

$$\{A\} \sim \sum_{k,\ell\geq0} \left\{ \frac{A_{k,\ell}}{B_{k,\ell}} \right\} \delta^{2\ell} e^{-\ell\kappa/\delta^k}, \quad (12)$$

(for some $\kappa, \lambda$ to be determined) which are not found by perturbative expansion or numerics. We use $\sim$ rather than equality here and treat, for now, the expansion (12) formally — the space of such transseries is closed under algebraic operations and differentiation.

To determine the parameters $\kappa, \lambda$ we linearise around $(\mathcal{A}, \mathcal{B}) = (1, 1)$ and $\delta = 0$; the general solution of the linearisation is

$$\mathcal{A} = 1 - 2\delta^2 + c_1 \frac{1}{\delta^2} e^{1/2\delta^2} + \mathcal{O}(\delta^3) \quad (13a)$$

$$\mathcal{B} = 1 - 6\delta^2 + c_1 \frac{1}{\delta^2} e^{1/2\delta^2} + c_2 \frac{1}{\delta^2} e^{1/2\delta^2} + \mathcal{O}(\delta^3) \quad (13b)$$

for arbitrary constants $c_1, c_2$. We see that there are indeed non-perturbative terms depending exponentially on $1/\delta^2$, but these are large for real $\delta$. The only solution finite as $\delta \to 0$ has $c_1 = c_2 = 0$, and hence lacks a non-perturbative part (its perturbative expansion is, we stress, divergent and must be resummed, though). We return to this at the end of this Section.

We can strengthen our argument through the interpretation of $\kappa = -1/2$ as the location of the convergence-limiting singularity in the complex Borel plane. Borel singularities, and the overall transseries structure, are intimately related to the large-order growth of the perturbative coefficients [43]. In our case this can be determined to be, to leading order,

$$A_k, B_k \sim (-2)^k k! \quad (14)$$

by computing many coefficients using the recursion relations in Ref. [20]. We compute a normalised Borel transform

$$\text{Borel}[\mathcal{A}](t) = \sum_{k} \frac{A_k}{2k!} t^k \quad (15)$$

The transform cancels the factorial growth of the $A_n$, producing a series with finite radius of convergence, which can be analytically continued. With this normalisation we expect the leading singularity to appear at $t = -1$.

The convergence-limiting singularity of the analytical continuation can now be probed using Padé approximants. The Padé method can struggle to identify multiple branch cuts, as it must accumulate poles along a cut to approximate it. This difficulty can be circumvented with a conformal map [30, 31, 44, 45], making it also possible to identify singularities beyond the leading [24, 43] and increase the accuracy of resumptions [15, 46, 47]. Even without conformal mapping, though, there is a clear accumulation of Borel-Padé poles along the ray $t \leq -1$, seen in Fig. 1.

A fairly large number of terms are needed to see the structure in Fig. 1. The reason for this is that while

$$\frac{B_k}{kB_{k-1}} \xrightarrow{k \to \infty} \frac{1}{\kappa} = -2 \quad (16)$$

there are slowly decaying subleading corrections. Even after applying high-order Richardson extrapolation ($R_k$), due to subleading logarithmic corrections. The modified extrapolations $R_k^{(2, 3)}$ are accurate up to order $(\log k)^{(1, 2)}/n^{-\kappa}$.

![FIG. 1. Borel-Padé poles accumulating along the negative real axis, indicating the presence of a branch cut.](image1)

![FIG. 2. Slow convergence of $\theta_k = -\frac{B_k}{kB_{k-1}} - 2$ as $k \to \infty$, even applying order 8 Richardson extrapolation ($R_k$), due to subleading logarithmic corrections. The modified extrapolations $R_k^{(2, 3)}$ are accurate up to order $(\log k)^{(1, 2)}/n^{-\kappa}$.](image2)
FIG. 3. Hypergeometric \(2F_1\) approximant to Borel\([B](t)\). The built-in branch cut along the negative real axis is evident as a discontinuity in the colouring. At this low order the estimate for the branch point is not very accurate, but this improves at higher order, cf. Fig. 4.

FIG. 4. Estimates of the branch point using a hypergeometric approximant based on perturbative coefficients up to order \(2M + 1\).

perturbative data up to order \(N = 2M + 1\) a hypergeometric \(M+1F_M(\cdots ; t/\kappa_M)\) can be fitted; it has built-in a branch cut at \(\kappa_M\). Figure 3 shows an example \(2F_1\) approximant for Borel\([B](t)\), and Fig. 4 how \(\kappa_M\) converges to \(\kappa = -\frac{1}{2}\).

We now return to the question of the sign of \(\kappa\). While having exponentially large terms seems to be against the spirit of perturbation theory, in a purely formal treatment there is no “wrong sign” for \(\kappa\), which may even be complex. An instructive example (discussed in detail in Ref. [26, Sec. 2]) is the Airy functions, which have expansions

\[
2 \text{Ai}(z), \text{Bi}(z) \sim \frac{z^{-1/4}}{\sqrt{\pi}} e^{\pm \frac{2}{3}z^{3/2}} \left(1 + \mathcal{O}(z^{-3/2})\right)
\]

as \(z \to +\infty\) along the real axis. The exponentially large \(\text{Bi}\) is a valid solution to the Airy equation; it just does not match the boundary condition \(f(+\infty) = 0\). As \(z \to -\infty\) both \(\text{Ai}\) and \(\text{Bi}\) become oscillatory, corresponding to an imaginary \(\kappa\). This is the eponymous phenomenon first studied by Stokes [49, 50] in precisely the context of the Airy functions. (For a physical example with imaginary \(\kappa\), see Ref. [24].)

For LAD the initial acceleration is to be specified, while for \(\text{LL}_\infty\) it is determined by the initial momentum and \(A, B\) at \(\delta_0\) = \(\tau_0\mathcal{E}\bar{p}_0\). Only the ODE:s (7) need to hold for a solution of \(\text{LL}_\infty\) to be a solution to LAD; hence the choice of initial condition for the ODE:s (7) determines which, among all solutions of LAD with a given initial momentum, is picked out by \(\text{LL}_\infty\).

By dotting \(n\mu\) into and squaring (6), respectively, we find that \(\text{LL}_\infty\) implies

\[
\dot{\mathcal{E}} = -\tau_0 p^+ B(\delta)\delta^2
\]

and

\[
\tau_0^2 \dot{p}^2 = -A(\delta)^2 \delta^2 - B(\delta)^2 \delta^4.
\]

With the Lorentz initial condition (8) the resummed perturbative \(A_{\text{pert}}, B_{\text{pert}}\) are positive and approach 1.
smoothly as $\delta \to 0$. This means that $\delta \to 0$ and thence $p^2 \to 0$ as $\tau \to \infty$. The solution of $LL_{\infty}$ is therefore the physical, non-runaway, solution of LAD, shown in Fig. 5. In other words, $LL_{\infty}$ with the Lorentz initial condition (8) determines the critical acceleration (a concept first introduced in Ref. [51])

$$p^\mu_{\text{crit}} := A_{\text{pert}}(\delta_0) f^\mu(p^0_0) + B_{\text{pert}}(\delta_0)(P f^2) p^\mu_0 \quad (21)$$

that, for a given field strength and initial momentum, leads to the physical solution of LAD;

As the purely perturbative solution of (7) leads to the physical solution to LAD, the remaining, non-perturbative, solutions must lead to the runaways. We cannot find non-perturbative solutions with an initial condition at $\delta = 0$, but we can equally well set the initial condition at $\delta_0 = \tau_0 \epsilon \hat{p}$. Again using the Airy functions to illustrate, with the boundary condition $f(\infty) = 0$ we discard $B_i$, but setting a condition at finite argument indeed lead to the runaways we expect from Fig. 6(a) We also observe the switching between branches by plotting $p^\ast$ and its derivative for the $+\hat{z}$ runaway and comparing with $LL_{\infty}$, see Fig. 8. We stress that in Figs. 7 and 8 we have solved LAD forward in time: because the initial acceleration is either the critical or very close to it, the instability remains suppressed for several $\tau_0$ worth of proper time.

Figure 6(a) shows the perturbative solution, as well as two solutions with initial conditions

$$A_{\pm}(1) = A_{\text{pert}}(1) \quad B_{\pm}(1) = (1 \pm \epsilon) B_{\text{pert}}(1). \quad (25)$$

Of these, $B_- \to +\infty$ as $\delta$ decreases, and so gives the $-\hat{z}$ runaway, while instead $B_+$ approaches $0$ at a finite argument $\delta$. Now, $B = 0$ is a singular point of (7), but to leading order around it the system reads

$$\begin{align*}
0 &= 1 - A \\
\delta^3 B \frac{dB}{d\delta} &= A^2 \quad , \quad (26)
\end{align*}$$

with the two solutions

$$B \approx \pm |A(\delta)| \sqrt{1/\delta^2 - 1/\delta^2}. \quad (27)$$

These "branches" are both shown in Fig. 6(b). What happens, then, for the $+\hat{z}$ runaway is that we start out on the upper branch, but as $p^\ast \to 0$ we have a runaway instability begins to dominate, the dynamics continue to be described by $LL_{\infty}$, but now on the lower branch.

To verify this we solve LAD numerically with the initial accelerations as implied by $LL_{\infty}$, using $A_{\pm}, B_{\pm}$. Plotting $p^\ast$ in Fig. 7 we find that the respective initial conditions indeed lead to the runaways we expect from Fig. 6(a) We also observe the switching between branches by plotting $p^\ast$ and its derivative for the $+\hat{z}$ runaway and comparing with $LL_{\infty}$, see Fig. 8. We stress that in Figs. 7 and 8 we have solved LAD forward in time: because the initial acceleration is either the critical or very close to it, the instability remains suppressed for several $\tau_0$ worth of proper time.

We end this Section by noting that the form of (6) is fully determined by there being only two possible tensor structures and one scalar invariant ($\delta$) in the CCF geometry. Another highly restricted geometry is a circularly polarised monochromatic plane wave, and it is possible to derive equations similar to (7), and hence $LL_{\infty}$ also in that case. It can be studied with the Borel plane methods we have applied to the CCF in this Section: as the details are very similar, we defer them to Appendix A.

In either case, we obtain that reduction of order eliminates non-perturbative terms on the level of the equation of motion when a physical boundary condition – matching to the Lorentz force at vanishing field intensity – is imposed. We therefore now turn to how non-perturbative pre-accelerating and runaway solutions arise on the level of solutions to LAD.

### III. LAD AND $LL_{\infty}$ IN A CROSSSED STEP FIELD

We will now consider LAD and $LL_{\infty}$ in a field with a step profile, i.e.

$$d_{\mu} = E \theta(x^+) \epsilon_{\mu} \quad . \quad (28)$$
That the field is off for an interval of time will allow an unambiguous identification of pre-acceleration.

For LAD we are faced with the problem of matching solutions before and after the step. The integro-differential form of LAD [52–54], however, shows that the acceleration is continuous across a step, and so we should use the critical acceleration (21)

A. Exact Solution to Free LAD

Before the step, with the field turned off, all the equations of motion can be solved exactly. For LL$_1$ and LL$_\infty$ the solution is just uniform motion, while for LAD we make an Ansatz in terms of proper time $\tau$ and the rapidity $\zeta$,

\[ p^\mu(\tau) = \cosh(\zeta(\tau))p^\mu_0 + \sinh(\zeta(\tau)) \frac{p^\mu_0}{\sqrt{-p^\mu_0}}, \] (29)

where the subscript 0 indicates values at $\tau = 0$. LAD then implies an initial-value problem for $\zeta$,

\[ \tau_0 \ddot{\zeta} = \dot{\zeta}, \quad \zeta(0) = 0, \quad \dot{\zeta}(0) = \sqrt{-\dot{p}^\mu_0}, \] (30)

with solution

\[ \zeta = \tau_0 \sqrt{-\dot{p}^\mu_0} \left( e^{\tau/\tau_0} - 1 \right). \] (31)

We see that the pre-step solution is pre-accelerating unless $\dot{p}^\mu_0 = 0$. Viewed forwards in time this solution generalises the well-known non-relativistic runaway in that the exponential runaway is in the rapidity, rather than in the
velocity. To the best of our knowledge, the covariant solution matched to the initial conditions, (29) and (31), has not previously appeared in the literature [55].

The solution has the form of a transseries in $\tau_0$ with, expanding the hyperbolic functions, non-perturbative instanton terms of all orders. For $\tau > 0$ these become large as $\tau_0 \to 0$, corresponding to faster runaways; for $\tau < 0$ they become small in this limit, corresponding to the pre-acceleration occurring in a “boundary layer” of width $\approx 1/\tau_0$.

Note, though, that the solution is analytic in the proper time $\tau$: the pre-factor of each $e^{\epsilon \tau/\tau_0}$ term is some power series in $\tau_0$, cf. (21). In fact $\tau$ only appears as $\tau/\tau_0$ and after a change of variables $(\tau, \tau_0) \to (\tilde{\tau}, \tau_0) = (\tau/\tau_0, \tau_0)$ the solution is analytic in both variables. This can be traced to that in free LAD, or equivalently (30) the only scale is $\tau_0$, which can be eliminated by rescaling. There is then no coupling in which to do perturbation theory, but the equation can be solved as a power series in rescaled time; it can, though, be expanded to NLO $\tau/\tau_0$ to find

$$\tau/\tau_0 = p_0^+ x^+/\tau_0 - \frac{\tau_0}{2} \rho_0^+ (x^+/\tau_0)^2 + O((x^+/\tau_0)^3).$$  \hspace{1cm} (33)

Inserting this back into (29) and (31) yields another example of a non-linear transformation strongly modifying the two-variable transseries structure.

### B. Transseries Solution of LAD

We now come to the transseries structure of solutions to LAD in a constant crossed field. This was briefly studied in Ref. [21] and we are mainly concerned with working out some implications of the results therein. Using notation slightly different from Ref. [21], we can formulate LAD in a CCF as

$$g' = \delta [\partial_u (gg') + g^2 P]$$  \hspace{1cm} (34a)

$$h' = 1 + \delta [\partial_u (gh') + ghP]$$  \hspace{1cm} (34b)

$$P = (g')^2 - (h')^2 + 2g' \partial_u \left[ \frac{1 + h^2 - g^2}{2g} \right].$$

Here $g$ and $h$ are normalised longitudinal and transverse components respectively [59],

$$g := p^+/p_0^+$$  \hspace{1cm} (35a)

$$h := gp_0^+ - p^+,$$  \hspace{1cm} (35b)

the prime is a derivative with respect to a normalised lightfront time $u := \xi x^+$, and $\delta^2 = \tilde{\delta}_0^2 p_0 f^2 p_0$, i.e., we drop the subscript on $\delta_0$ from the previous Section.

Ref. [21] solves these equations iteratively by noting that if $g, h$ have series expansions in $\delta$, with the coefficients being functions of time,

$$\begin{bmatrix} g \\ h \end{bmatrix} \sim \sum_n \delta^n \begin{bmatrix} g_n(u) \\ h_n(u) \end{bmatrix}$$  \hspace{1cm} (36)

the order $n$ terms of the RHS are determined by terms of strictly lower order, so $g_n, h_n$ can be found iteratively by simple integration. The zeroth order starting point is $g_0 = 1, h_0 = u$, corresponding to the Lorentz force. The coefficients are polynomials in $u$, with the first few being as follows:

$$g(u) = 1 - u\delta + u^2 \delta^3 + (6u - u^3)\delta^3 + (-18u^2 + u^4)\delta^4 + O(\delta^5)$$  \hspace{1cm} (37a)

$$h(u) = u - \frac{1}{2} u^2 \delta + \left(-2u + \frac{u^3}{2}\right)\delta^2 + \left(6u^2 - \frac{u^4}{2}\right)\delta^3 + \left(20u - \frac{41u^4}{3} + \frac{u^5}{2}\right)\delta^4 + O(\delta^5).$$  \hspace{1cm} (37b)

Notably $g'(0), h'(0)$ have precisely the same perturbative expansion as one would find using LL$_\infty$ for $p_0^+$.
order in $\delta$ the leading behaviour in $u$ of $g$ is $(-u\delta)^n$, the series has a finite radius of convergence, and can be resummed into $1/(1 + u\delta)$, which is the exact solution of $LL_1$ [39, 60]. This has a single pole in the complex plane [61] and its Borel transform $(e^{-\delta t})$ is everywhere analytic. For any fixed $u$ the linear term $\sim n/\delta$ will always win over $u^n$, though, meaning that the $u \to \infty$ limit must be taken inside the sum in (36).

If this iterative method is applied to free LAD (which corresponds to striking the constant term on the RHS of (34b)), only the “trivial” solution of uniform motion is found. It is to be expected that solutions are lost as the method is only sensitive to initial conditions for the momentum, not the acceleration. In either case, the generated perturbative solution is the physical solution (but must be resummed), and we must introduce non-perturbative transseries terms to capture pre-acceleration and runaways.

$$g(0) = 1 \sim \sum_n \delta^n \sum_\ell g_{n,\ell}(0) \quad \text{and} \quad h(0) = 0 \sim \sum_n \delta^n \sum_\ell h_{n,\ell}(0)$$

and similar initial conditions for the acceleration,

$$g'(0) \sim \sum_n \delta^{n-1} \sum_\ell g'_{n-1,\ell}(0) + \ell g_{n,\ell}(0).$$

Since the zeroth and first derivatives of $g, h$ at 0 determine all higher derivatives at 0 through LAD (34), there is in principle an infinite hierarchy of constraints resolving the underdetermination. However, each rung of the ladder involves instanton terms of all orders, so we cannot proceed iteratively. (The system is not “triangular”, so to speak.)

We are thus unable to iteratively determine fully self-consistently the precise transseries form of a specified runaway or pre-accelerating solution. We can however truncate the system to one-instanton terms and assume that their initial amplitudes are $O(\varepsilon)$, which will be accurate to $O(\varepsilon^2 e^{2u/\delta})$. To make contact with the preceding

$$\frac{d}{du} \left( \frac{g_{0,1}}{h_{0,1}} \right) = \left( \frac{\tilde{g}_{1,0} + u}{1 + 2u^2} - 2 \tilde{g}_{1,0} - 3u \right) \frac{g_{0,1}}{h_{0,1}} \Rightarrow \left( \frac{g_{0,1}(u)}{h_{0,1}(u)} \right) = -e^{u^2/2} \left( \frac{\cos 2u}{u \cos 2u - \sin 2u} \right).$$

For any initial acceleration other than the critical the instanton coefficients $g_{0,1}, h_{0,1}$ grow superexponentially, i.e., we have a runaway solution.

This procedure can in principle be iterated to any instanton order and any order in $\delta$, although expanding the RHS of (34) becomes progressively costlier. At order $\delta^n e^{\ell u/\delta}$ the instanton coefficients take the form $\varepsilon^\ell \Re \left[ P_{n,\ell}(u) e^{\ell(u^2/2 - 2u)} \right]$ for some complex polynomial $P_{n,\ell}$ of degree $n$. We have calculated $P_{n,1}$ up to $n = 16$, for which the constant terms and leading coefficients grow factorially and exponentially, respectively. Hence just like the perturbative series, the instanton series must also be

To find all solutions, including pre-accelerating and runaway solutions, instead of a simple series in $\delta$, then, we should use a transseries Ansatz [21],

$$g(u) \sim \sum_{n,\ell} \delta^n e^{\ell u/\delta} g_{n,\ell}(u).$$

We will refer to terms with $\ell \geq 1$ as instanton terms by analogy with quantum theory [62], even though their origin is different. Note again that the coefficients are functions of time – as in the previous subsection this is an expansion in two variables. The operator $\sim \delta^{d/\delta t}$ on the RHS of (34) lowers by 1 the degree in $\delta$ of any term with $\ell \geq 1$. Thus we no longer have that $g'_{n,\ell}$ is determined by simply integrating lower-order coefficients, but rather by coupled first-order ODE:s.

The expansion (38) is also lacking in that the initial conditions for the $g_{n,\ell}$ are grossly underdetermined, as we only have
resummed for small $u$, but are convergent when the limit $u \to \infty$ is taken inside the sum. We stress that this result, as well as (37) and (42), agrees with Ref. [21].

The Gaussian form can be understood as the instanton coefficients reconstructing the non-trivial dependence $\tau(x^+)$. For the free solution,

$$\frac{\tau}{\tau_0} \approx \frac{x^+}{\tau_0 p_0^2} - \frac{(x^+)^2 p_0}{\tau_0 p_0^3} = \frac{u}{\delta} + \frac{u^2}{2} + \mathcal{O}(u^3\delta)$$

(43)

when the initial acceleration is (close to) the critical. Because the quadratic term is independent of $\delta$ it appears separately at each order and the modification to the exponent can be read off directly. The next term in the exponent, going like $u^3\delta$, cannot be identified at a single order in $\delta$, but would appear in an explicit resummation.

**IV. CONCLUSIONS**

We have used the Lorentz-Abraham-Dirac (LAD) equation for radiation reaction (RR) as a “laboratory” setting in which to probe non-perturbative physics using transseries methods. Our choice of LAD for this purpose is motivated both by a large current interest in radiation reaction [3–5, 10–13, 18–21], and by LAD featuring known, non-perturbative physics: pre-acceleration and runaway solutions. It is also a time-dependent problem, allowing us to study double expansions (in a time and a coupling), while most applications have looked at expansions in a coupling only [15, 17, 18, 24, 43, 46]. (But see Refs. [19, 21, 56])

Extending our previous work on reduction of order and RR [20] we have shown that the non-perturbative runaway solutions are eliminated by reduction of order only when an essentially perturbative initial condition is applied. We illustrate this with the toy model (similar examples are found in several textbooks, e.g. [25, Ch. 7])

$$z = 1 - \varepsilon z^2$$

(44)

for a small parameter $\varepsilon$. The two solutions to this equation are

$$z_+ = \frac{1}{2\varepsilon}(-1 \pm \sqrt{1 + 4\varepsilon})$$

$$z_- = \left\{ \begin{array}{l}
1 - \varepsilon + 2\varepsilon^2 - 5\varepsilon^3 \ldots \\
-\frac{1}{2} - 1 + \varepsilon - 2\varepsilon^2 + 5\varepsilon^3 \ldots 
\end{array} \right. $$

(45)

If reduction of order is initiated with $z_0 = 1 + \mathcal{O}(\varepsilon)$ only the purely perturbative solution $z_+$ is seen. If on the other hand an Ansatz $z_0 = c_1/\varepsilon + c_2 + \mathcal{O}(\varepsilon)$ including a possible non-perturbative term is made, one finds two branches $c_{1+} = (0,1)$ and $c_{1-} = (-1,-1)$. These generate $z_+$ and $z_-$, respectively. We see that it is not reduction of order itself that eliminates non-perturbative terms, but reduction of order combined with an initial condition on the purely perturbative branch. When non-perturbative terms are large, as is the case for the toy model (44) and LAD, this is the only branch smoothly connected to vanishing expansion parameter. Thus we had to set an initial condition (22) at non-zero expansion parameter to keep non-perturbative runaway solutions with reduction of order.

We then considered the transseries structure of solutions to LAD. We showed to generate a solution of LAD with a given initial (or final, for pre-accelerating solutions) acceleration, instanton terms of all orders must, in general, be kept and their initial (final) coefficients must be chosen consistently with LAD to the desired accuracy. The one exception to this is when the initial acceleration leads to the physical, non-runaway solution: then all instanton terms vanish, and the solution is entirely perturbative.

As time-dependent quantities, solutions to LAD exemplify that expansions in two variables can display strikingly different behaviour in different regions of the variable plane and limits [56], and under non-linear transformations. First, the solution to free LAD contains non-perturbative terms of all instanton orders in one set of variables, but in another set these are transmuted into perturbative terms. Secondly, in a field, both the perturbative series and the instanton series are divergent and must be resummed at small times, but convergent for large times.

The coupling parameter $\delta$ is smaller than the quantum non-linearity parameter $\chi$ by a factor of $\alpha$. Our results for $\delta \gtrsim 1$ should therefore be read as being about classical electrodynamics as a formal theory. It would however be interesting to consider, e.g., quantifying how much closer LL$_\infty$, predicting less radiation reaction than LL$_1$, to QED. Calculating to the necessary order in strong field QED remains extremely challenging, but recent progress on QED resummations and the Ritus-Narozhny conjecture [17–19, 63] offers some encouragement.

Our results highlight that understanding the singularity structure of the Borel transform of a series is important for efficiently resumming it [30, 47, 48]. The series (37) is difficult to resum at large, finite, times because it “looks” convergent, with an analytic Borel transform, whereas the Padé approximant has poles. Ref. [21] found that a non-linear transformation effectively performed a partial resummation in one variable leading to an expansion divergent at all times, and therefore well-suited to Borel-Padé resummation. We take this and our results as a strong indication that a more thorough understanding of multi-variable divergent expansions, Borel transforms, and transseries would be highly useful to guide resumma-

**ACKNOWLEDGMENTS**

We thank Tom Heinzel, Anton Ilderton, and Greger Torgrimsson for useful discussions and comments on this manuscript. The author was supported by the Leverhulme Trust, grant RPG-2019-148.
Appendix A: LL\(\infty\) in a monochromatic plane wave

A circularly polarised monochromatic plane wave is characterised by the wavevector \(k^\mu = \omega n^\mu\), and the invariants \(\eta = k \cdot p / m^2\) and \(\delta^2 = \tau^\mu_0 p^\mu f^2 p\). There are only three possible tensor structures that can enter into LL\(\infty\), essentially \(f, f^2, (p \cdot \partial)f\). Because of the circular polarisation \(\delta/\eta = a_0\) is a constant and the form of LL\(\infty\) must be

\[
\dot{p}^\mu = A_1(\delta)f_{\mu\nu}p^\nu + \tau_0 A_2(\delta)(P f^2)_{\mu\nu}p^\nu \\
+ \tau_0 A_3(\delta)f_{\mu\nu\rho}p^\nu p^\rho.
\]

(A1)

Applying reduction of order leads to the fixed-point

\[
\frac{d}{dz} \begin{pmatrix} \dot{A}_1 \\ \dot{A}_2 \\ \dot{A}_3 \end{pmatrix} = \frac{1}{2} \begin{pmatrix} 1 & 0 & 0 \\ -2 & 1 & 0 \\ -1 & 0 & 1 \end{pmatrix} \begin{pmatrix} \dot{A}_1 \\ \dot{A}_2 \\ \dot{A}_3 \end{pmatrix} + \frac{1}{2a_0^2 z} \begin{pmatrix} 2a_0^2 \\ 0 & 1 & 2a_0^2 \\ -2 & 0 & 2a_0^2 \end{pmatrix} \begin{pmatrix} A_1 \\ A_2 \\ A_3 \end{pmatrix} + \frac{1}{2a_0^2 z} \begin{pmatrix} 1 + 2a_0^2 \\ -1 + 2a_0^2 \\ 2a_0^2 \end{pmatrix}.
\]

(A3)

The linearisation is solved by writing \(A_i = \exp[Mz]_{ij}B_j\) which leads to the equation for \(B_i\),

\[
\frac{d B_i}{dz} = (e^{-Mz}N_z^M)_{ij} B_j + \frac{1}{2a_0^2} e^{-Mz} \begin{pmatrix} 1 + 2a_0^2 \\ -1 + 2a_0^2 \\ 2a_0^2 \end{pmatrix} = e^{-z/2} \begin{pmatrix} 1 & 0 & 0 \\ z/a_0^2 & 1 & 0 \\ z/2a_0^2 & 0 & 1 \end{pmatrix} \begin{pmatrix} B_1 \\ B_2 \\ B_3 \end{pmatrix}.
\]

(A4)

and the general solution,

\[
\begin{pmatrix} \dot{A}_1 \\ \dot{A}_2 \\ \dot{A}_3 \end{pmatrix} = e^{Mz} \begin{pmatrix} c_1 z & c_2 z^{1+1/2a_0^2} & c_3 z \\ c_2 z^{1+1/2a_0^2} & c_1 z & c_3 z \\ c_3 z & c_3 z & c_3 z \end{pmatrix} + A_{i,p} = e^{z/2} \begin{pmatrix} 1 & 0 & 0 \\ -z & 1 & 0 \\ -z/2 & 0 & 1 \end{pmatrix} \begin{pmatrix} c_1 z \\ c_2 z^{1+1/2a_0^2} \\ c_3 z \end{pmatrix} - \frac{1}{2} \begin{pmatrix} 2 + 1/a_0^2 \\ 6 + 1/a_0^2 \\ 4 + 1/a_0^2 \end{pmatrix}.
\]

(A5)

We see that the same non-perturbatively large exponential \(e^{1/2\delta^2}\) appears as for the CCF. One of the powers has an \(a_0\)-dependence not seen for the CCF; this corresponds to subleading, \(a_0\)-dependent large-order behaviour of the perturbative coefficients.

Appendix B: Modified Richardson Extrapolation for Logarithmic Corrections

Richardson extrapolation [25, Ch. 8.1] can be used to accelerate the convergence of a quantity

\[
f_n \sim \sum_{k \geq 0} a_k n^{-k} \quad \text{as} \ n \to \infty, \quad a_0
\]

(B1)

from \(\mathcal{O}(1/n)\) to \(\mathcal{O}(n^{-\delta-1})\) for large \(n\). Specifically letting \((\Delta_n f)_+ := f_{n+1} - f_n\) it holds that (in this Appendix
all asymptotic statements are as $n \to \infty$

$$R_K[f_n] = \frac{1}{K!}(\Delta^K_n n^K f_n) = a_0 + O(n^{-K-1}) . \quad (B2)$$

However as discussed by Ref. [43], if the quantity $f_k$ has logarithmic corrections, viz.,

$$f_k \sim \sum_{k \geq 0} a_k n^{-k} + \log n \sum_{k \geq 1} b_k n^{-k} \quad (B3)$$

the acceleration is spoiled. This is solved in Ref. [43] by applying $R_K$ twice such that

$$R_K[R_K[f_n]] = a_0 + O(n^{-K-1} \log n) . \quad (B4)$$

There is an intuitive explanation for this. The operator $\Delta_n$ acts like a derivative: it lowers the degree of polynomials by 1, annihilates constants, and satisfies a quasi-Leibniz rule. Furthermore $\Delta_n \log n = \log(1 + 1/n) = O(1/n)$. Hence in the leading term with a logarithm in (B3), $n^{K-1} \log n$, the “derivative” $\Delta^K_n$ has to act on

$$\log n \text{ at least once to produce something non-zero. Acting another } K-1 \text{ times produces something that goes like } n^{-1}. \text{ This is why logarithmic corrections spoil accelerated convergence, but } R_K[f_k] \text{ is itself free of logarithms. Thus simply applying } R_K \text{ again kills subleading terms to order } n^{-K-1}, \text{ as desired.}

Suppose now that there are subleading terms with powers of $\log n$, viz.,

$$f_k \sim \sum_{k \geq 0} a_k n^{-k} + \sum_{\ell=1}^p (\log n)^\ell \sum_{k \geq 1} b_{k,\ell} n^{-k} \quad (B5)$$

Similarly to before, $\Delta^K_n$ has to act on at least one logarithmic factor in $n^{-K-1}(\log n)^p$ to contribute, and consequently $\Delta^K_n f_k$ goes like $n^{-1}(\log n)^p$. Iterating we realise that $R^K_n[f_n]$ is free of logarithms, and

$$R^K_{p+1}[f_n] = a_0 + O(n^{-K-1}(\log n)^p) . \quad (B6)$$
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