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Abstract

We study the problem of inferring communication structures that can solve cooperative multi-agent planning problems while minimizing the amount of communication. We quantify the amount of communication as the maximum degree of the communication graph; this metric captures settings where agents have limited bandwidth. Minimizing communication is challenging due to the combinatorial nature of both the decision space and the objective; for instance, we cannot solve this problem by training neural networks using gradient descent. We propose a novel algorithm that synthesizes a control policy that combines a programmatic communication policy used to generate the communication graph with a transformer policy network used to choose actions. Our algorithm first trains the transformer policy, which implicitly generates a “soft” communication graph; then, it synthesizes a programmatic communication policy that “hardens” this graph, forming a neurosymbolic transformer. Our experiments demonstrate how our approach can synthesize policies that generate low-degree communication graphs while maintaining near-optimal performance.

1 Introduction

Many real-world robotics systems are distributed, with teams of agents needing to coordinate to share information and solve problems. Reinforcement learning has recently been demonstrated as a promising approach to automatically solve such multi-agent planning problems [28, 16, 18, 9, 13].

A key challenge in (cooperative) multi-agent planning is how to coordinate with other agents, both deciding whom to communicate with and what information to share. One approach is to let agents communicate with all other agents; however, letting agents communicate arbitrarily can lead to poor generalization [12, 21]; furthermore, it cannot account for physical constraints such as limited bandwidth. A second approach is to manually impose a communication graph on the agents, typically based on distance [12, 29, 21, 26]. However, this manual structure may not reflect the optimal communication structure—for instance, one agent may prefer to communicate with another one that is farther away but in its desired path. A third approach is to use a transformer [31] as the policy network [4], which uses attention to choose which other agents to focus on. However, since the attention is soft, each agent still communicates with every other agent.

*Equal contribution.
We study the problem of learning a communication policy that solves a multi-agent planning task while minimizing the amount of communication required. We measure the amount of communication on a given step as the maximum degree (in both directions) of the communication graph on that step; this metric captures the maximum amount of communication any single agent must perform at that step. While we focus on this metric, our approach easily extends to handling other metrics—e.g., the total number of edges in the communication graph, the maximum in-degree, and the maximum out-degree, as well as general combinations of these metrics.

A key question is how to represent the communication policy; in particular, it must be sufficiently expressive to capture communication structures that both achieve high reward and have low communication degree, while simultaneously being easy to train. Neural network policies can likely capture good communication structures, but they are hard to train since the maximum degree of the communication graph is a discrete objective that cannot be optimized using gradient descent. An alternative is to use a structured model such as a decision tree \cite{3} or rule list \cite{34} and train using combinatorial optimization. However, these models perform poorly since choosing whom to communicate with requires reasoning over sets of other agents—e.g., to avoid collisions, an agent must communicate with its nearest neighbor in its direction of travel.

We propose to use programs to represent communication policies. In contrast to rule lists, our programmatic policies include components such as filter and map that operate over sets of inputs. Furthermore, programmatic policies are discrete in nature, making them amenable to combinatorial optimization; in particular, we can compute a programmatic policy that minimizes the communication graph degree using a stochastic synthesis algorithm \cite{25} based on MCMC sampling \cite{19, 10}.

A key aspect of our programs is that they can include a random choice operator. Intuitively, random choice is a key ingredient needed to minimize the communication graph degree without global coordination. For example, suppose there are two groups of agents, and each agent in group \( A \) needs to communicate with an agent in group \( B \), but the specific one does not matter. Using a deterministic communication policy, since the same policy is shared among all agents, each agent in group \( A \) might choose to communicate with the same agent \( j \) in group \( B \) (e.g., if agents in the same group have similar states). Then, agent \( j \) will have a very high degree in the communication graph, which is undesirable. In contrast, having each agent in group \( A \) communicate with a uniformly random agent in group \( B \) provides a near-optimal solution to this problem, without requiring the agents to explicitly coordinate their decisions.

While we can minimize the communication graph degree using stochastic search, we still need to choose actions based on the communicated information. Thus, we propose a learning algorithm that integrates our programmatic communication policy with a transformer policy for selecting actions. We refer to the combination of the transformer and the programmatic communication policy as a \textit{neurosymbolic transformer}. This algorithm learns the two policies jointly. At a high level, our algorithm first trains a transformer policy for solving the multi-agent task; as described above, the soft attention weights capture the extent to which an edge in the communication graph is useful. Next, our algorithm trains a programmatic communication policy that optimizes both goals: (i) match the transformer as closely as possible, and (ii) minimize the maximum degree of the communication graph at each step. In contrast to the transformer policy, this communication policy makes hard decisions about which other agents to communicate with. Finally, our algorithm re-trains the weights of the transformer policy, except where the (hard) attention weights are chosen by the communication policy.

We evaluate our approach on several multi-agent planning tasks that require agents to coordinate to achieve their goals. We demonstrate that our algorithm learns communication policies that achieve task performance similar to the original transformer policy (i.e., where each agent communicates with every other agent), while significantly reducing the amount of communication. Our results demonstrate that our algorithm is a promising approach for training policies for multi-agent systems that additionally optimize combinatorial properties of the communication graph.

\textbf{Example.} Consider the example in Figure\cite{1} where agents in group 1 (blue) are navigating from the left to their goal on the right, while agents in group 2 (red) are navigating from the right to their goal on the left. In this example, agents have noisy observations of the positions of other agents (e.g.,

\footnote{The code and a video illustrating the different tasks are available at https://github.com/jinala/multi-agent-neurosym-transformers}
Figure 1: Left: Two groups of agents (red vs. blue) at their initial positions (circles) trying to reach their goal positions (crosses). Agents must communicate both within group and across groups to choose a collision free path to take (solid line shows a path for a single agent in each group). Middle: The soft attention weights of the transformer policy computed by the agent along the y-axis for the message received from the agent along the x-axis for the initial step. Right: The hard attentions learned by the programmatic communication policy to imitate the transformer.

Based on cameras or LIDAR; however, they do not have access to internal information such as their planned trajectories or even their goals. Thus, to solve this task, each agent must communicate both with its closest neighbor in the same group (to avoid colliding with them), as well as with any agent in the opposite group (to coordinate so their trajectories do not collide). The communication graph of the transformer policy (in terms of soft attention weights) is shown in Figure 1 (middle); every agent needs to communicate with all other agents. The programmatic communication policy synthesized by our algorithm is

$$\arg\max(\text{map}(-d^{i,j}, \text{filter}(\theta^{i,j} \geq -1.85, l)), \text{random}(\text{filter}(d^{i,j} \geq 3.41, l))).$$

Agent $i$ uses this program to choose two other agents $j$ from the list of agents $\ell$ from whom to request information; $d^{i,j}$ is the distance between them and $\theta^{i,j}$ is the angle between them. The first rule chooses the nearest agent $j$ (besides itself) such that $\theta^{i,j} \in [-1.85, \pi]$, and the second chooses a random agent in the other group. The communication graph is visualized in Figure 1 (right).

**Related work.** There has been a great deal of recent interest in using reinforcement learning to automatically infer good communication structures for solving multi-agent planning problems [12, 29, 21, 4, 26]. Much of this work focuses on inferring what to communicate rather than whom to communicate with; they handcraft the communication structure to be a graph (typically based on distance) [12, 29, 21], and then use a graph neural network [24, 14] as the policy network. There has been some prior work using transformer network to infer the communication graph [4]; however, they rely on soft attention, so the communication graph remains fully connected. Prior work [27] frames the multi-agent communication problem as a MDP problem where the decisions of when to communicate are part of the action space. However, in our case, we want to learn who to communicate with in-addition to when to communicate. This results in a large discrete action space and we found that RL algorithms perform poorly on this space. Our proposed approach addresses this challenge by using the transformer as a teacher.

There has also been a great deal of interest using an oracle (in our case, the transformer policy) to train a policy (in our case, the programmatic communication policy) [15, 20]. In the context of multi-agent planning, this approach has been used to train a decentralized control policy using a centralized one [29]; however, their communication structure is manually designed.

Finally, in the direction of program synthesis, there has been much recent interest in leveraging program synthesis in the context of machine learning [7, 6, 30, 22, 35, 17]. Specifically in the context of reinforcement learning, it has been used to synthesize programmatic control policies that are more interpretable [33, 32], that are easier to formally verify [2, 23], or that generalize better [11]; to the best of our knowledge, none of these approaches have considered multi-agent planning problems.
2 Problem Formulation

We formulate the multi-agent planning problem as a decentralized partially observable Markov decision process (POMDP). We consider $N$ agents $i \in [N] = \{1, ..., N\}$ with states $s_i \in S \subseteq \mathbb{R}^d$, actions $a_i \in A \subseteq \mathbb{R}^d$, and observations $o^{i,j} \in O \subseteq \mathbb{R}^{d_o}$ for every pair of agents $(j \in [N])$. Following prior work [18, 9, 4], we operate under the premise of centralized training and decentralized execution. Hence, during training the POMDP has global states $S^N$, global actions $A^N$, global observations $O^{N\times N}$, transition function $f : S^N \times A^N \rightarrow S^N$, observation function $h : S^N \rightarrow O^{N\times N}$, initial state distribution $s_0 \sim P_0$, and reward function $r : S^N \times A^N \rightarrow \mathbb{R}$.

The agents all use the same policy $\pi = (\pi_C, \pi_M, \pi_A)$ divided into a communication policy $\pi_C$ (choose other agents from whom to request information), a message policy $\pi_M$ (choose what messages to send to other agents), and an action policy $\pi_A$ (choose what action to take). Below, we describe how each agent $i \in [N]$ chooses its action $a_i$ at any time step.

**Step 1 (Choose communication).** The communication policy $\pi_C : S \times O^N \rightarrow C^K$ inputs the state $s_i$ of current agent $i$ and its observations $o_i = (o^{i,1}, ..., o^{i,N})$, and outputs $K$ other agents $c = (c^i, ..., c^N) \in C^{N\times K}$ is the directed graph $G = (V, E)$ with nodes $V = [N]$ and edges $E = \{ j \rightarrow i \mid (i, j) \in [N]^2 \land j \in \pi_C(s^i, o^i) \}$. For example, in the communication graph in Figure 1 (right), $c^0 = (1, 19)$—i.e., agent 0 in group 1 receives messages from agent 1 in group 1 and agent 19 in group 2.

**Step 2 (Choose and send/receive messages).** For every other agent $j \in [N]$, the message policy $\pi_M : S \times A \rightarrow M$ inputs $s_i$ and $o^{i,j}$ and outputs a message $m^{i \rightarrow j} = \pi_M(s^i, o^{i,j})$ to be sent to $j$ if requested. Then, agent $i$ receives messages $m_i = \{m^{j \rightarrow i} \mid j \in c_i\} \in M^K$.

**Step 3 (Choose action).** The action policy $\pi_A : S \times O^N \times M^K \rightarrow A$ inputs $s_i$, $o^i$, and $m_i$, and outputs action $a_i = \pi_A(s^i, o^i, m_i)$ to take.

**Sampling a trajectory/rollout.** Given initial state $s_0 \sim P_0$ and time horizon $T$, $\pi$ generates the trajectory $(s_0, s_1, ..., s_T)$, where $a_t = h(s_t)$ and $s_{t+1} = f(s_t, a_t)$, and where for all $i \in [N]$, we have $c^i_t = \pi_C(s^i_t, o^i_t)$, $m^i_t = \{\pi_M(s^i_t, o^{i,j}_t) \mid j \in c^i_t\}$, and $a^i_t = \pi_A(s^i_t, o^i_t, m^i_t)$.

**Objective.** Then, our goal is to train a policy $\pi$ that maximizes the objective

$$J(\pi) = J^R(\pi) + \lambda J^C(\pi) = \mathbb{E}_{s_0 \sim P_0} \left[ \sum_{t=0}^T \gamma^t r(s_t, a_t) \right] - \lambda \mathbb{E}_{s_0 \sim P_0} \left[ \sum_{t=0}^T \max_{i \in [N]} \text{deg}(i; c_t) \right],$$

where $\lambda \in \mathbb{R}_{>0}$ is a hyperparameter, the reward objective $J^R$ is the time-discounted expected cumulative reward over time horizon $T$ with discount factor $\gamma \in (0, 1)$, and the communication objective $J^C$ is to minimize the degree of the communication graph, where $c_t$ is the communication graph on step $t$, and $\text{deg}(i; c_t)$ is the sum of the incoming and outgoing edges for node $i$ in $c_t$. Each agent computes its action based on just its state, its observations of other agents, and communications received from the other agents; thus, the policy can be executed in a decentralized way.

**Assumptions on the observations of other agents.** We assume that $o^{i,j}$ is available through visual observation (e.g., camera or LIDAR), and therefore does not require extra communication. In all experiments, we use $o^{i,j} = x^i - x^j + \epsilon^{i,j}$—i.e., the position $x^j$ of agent $j$ relative to the position $x^i$ of agent $i$, plus i.i.d. Gaussian noise $\epsilon^{i,j}$. This information can often be obtained from visual observations (e.g., using an object detector); $\epsilon^{i,j}$ represents noise in the visual localization process.

The observation $o^{i,j}$ is necessary since it forms the basis for agent $i$ to decide whether to communicate with agent $j$; if it is unavailable, then $i$ has no way to distinguish the other agents. If $o^{i,j}$ is unavailable for a subset of agents $j$ (e.g., they are outside of sensor range), we could use a mask to indicate that the data is missing. We could also replace it with alternative information such as the most recent message from $j$ or the most recent observation of $j$.

We emphasize that $o^{i,j}$ does not contain important internal information available to the other agents—e.g., their chosen goals and their planned actions/trajectories. This additional information is critical for the agents to coordinate their actions and the agents must learn to communicate such information.
3 Neurosymbolic Transformer Policies

Our algorithm has three steps. First, we use reinforcement learning to train an oracle policy based on transformers (Section 3.1), which uses soft attention to prioritize edges in the communication graph. However, attention is soft, so every agent communicates with every other agent. Second, we synthesize a programmatic communication policy (Section 3.2) by having it mimic the transformer (Section 3.1). Third, we combine the programmatic communication policy with the transformer policy by overriding the soft attention of the transformer by the hard attention imposed by the programmatic communication policy (Section 3.3), and re-train the transformer network to fine-tune its performance (Section 3.4). We discuss an extension to multi-round communications in Appendix A.

3.1 Oracle Policy

We begin by training an oracle policy that guides the synthesis of our programmatic communication policy. Our oracle is a neural network policy \( \pi_\theta = (\pi_\theta^C, \pi_\theta^M, \pi_\theta^F) \) based on the transformer architecture \( [31] \); its parameters \( \theta \) are trained using reinforcement learning to optimize \( J^R(\pi_\theta) \). At a high level, \( \pi_\theta^0 \) communicates with all other agents, \( \pi_\theta^M \) is the value computed by the transformer for pairs \((i, j) \in [N]^2\), and \( \pi_\theta^F \) is the output layer of the transformer. While each agent \( i \) receives information from every other agent \( j \), the transformer computes a soft attention score \( \alpha^j\to i \) that indicates how much weight agent \( i \) places on the message \( m^j\to i \) from \( j \).

More precisely, the communication policy is \( c^i = \pi_\theta^C(s^i, o^i) = [N] \) and the message policy is \( m^j\to i = \pi_\theta^M(s^i, o^j) \). The action policy is itself composed of a key network \( \pi_\theta^K : S \times O \to \mathbb{R}^d \), a query network \( \pi_\theta^Q : S \to \mathbb{R}^d \), and an output network \( \pi_\theta^O : S \times \mathcal{M} \to A \); then, we have

\[
\pi_\theta^A(s^i, o^j, m^i) = \pi_\theta^O \left( s^i, \sum_{j=1}^N \alpha^j\to i m^j\to i \right),
\]

where the attention \( \alpha^j\to i \in [0, 1] \) of agent \( i \) to the message \( m^j\to i \) received from agent \( j \) is

\[
(\alpha^1\to i, ..., \alpha^N\to i) = \text{softmax} \left( \frac{\langle q^i, k^i, 1 \rangle}{\sqrt{d}}, ..., \frac{\langle q^i, k^i, N \rangle}{\sqrt{d}} \right),
\]

where \( k^i,j = \pi^K(s^i, o^j) \) and \( q^i = \pi^Q(s^i) \) for all \( i, j \in [N] \). Since \( \pi_\theta \) is fully differentiable, we can use any reinforcement learning algorithm to train \( \theta \); assuming \( f \) and \( r \) are known and differentiable, we use a model-based reinforcement learning algorithm that backpropagates through them [31].

3.2 Programmatic Communication Policies

Due to the combinatorial nature of the communication choice and the communication objective, we are interested in training communication policies represented as programs. At a high level, our communication policy \( \pi_\theta^P \) is a parameterized program \( P : S \times O^N \to C^K \), which is a set of \( K \) rules

\[
P = (R_1, ..., R_K)
\]

where each rule \( R : S \times O^N \to C \) selects a single other agent from whom to request information—i.e., \( \pi_P^C(s^i, o^i) = P(s^i, o^i) = (R_1(s^i, o^i), ..., R_K(s^i, o^i)) \).

When applied to agent \( i \), each rule first constructs a list

\[
\ell = (x_1, ..., x_N) = ((s^i, o^{i,1}, 1), ..., (s^i, o^{i,N}, N)) \in \mathcal{X}^N,
\]

where \( \mathcal{X} = S \times O \times [N] \) encodes an observation of another agent. Then, it applies a combination of standard list operations to \( \ell \)—in particular, we consider two combinations

\[
R ::= \text{argmax}(\text{map}(F, \text{filter}(B, \ell))) \mid \text{random}(\text{filter}(B, \ell)).
\]

Intuitively, the first kind of rule is a deterministic aggregation rule, which uses \( F \) to score every agent after filtering and then chooses the one with the best score, and the second kind of rule is a nondeterministic choice rule which randomly chooses one of the other agents after filtering.

More precisely, filter outputs the list of elements \( x \in \ell \) such that \( B(x) = 1 \), where \( B : \mathcal{X} \to \{0, 1\} \). Similarly, map outputs the list of pairs \((F(x), j) \) for \( x = (s^i, o^{i,j}, j) \in \ell \), where \( F : \mathcal{X} \to \mathbb{R} \). Next, \( \text{argmax} \) inputs a list \((v^{i,j}, 1), ..., (v^{i,j}, H)) \in (\mathbb{R} \times [N])^H \), where \( v^{i,j} \) is a score computed for
agent $j$, and outputs the agent $j$ with the highest score $v^j$. Finally, random($\ell$) takes as input a list \((s^i, o^{i,j_1}, j_1), \ldots, (s^i, o^{i,j_H}, j_H)\) $\in \mathcal{H}^R$, and outputs $j_h$ for a uniformly random $h \in [H]$. Finally, the filter predicates $B$ and map functions $F$ have the following form:

\[
B := (\beta, (s^i, o^{i,j})) \geq 0 \mid B \land B \mid B \lor B
\]

\[
F := (\beta, (s^i, o^{i,j}))
\]

where $\beta \in \mathbb{R}^{d'}$ are weights and $\phi : S \times O \rightarrow \mathbb{R}^{d'}$ is a feature map.

### 3.3 Combined Transformer & Programmatic Communication Policies

A programmatic communication policy $\pi^p_C$ only chooses which other agents to communicate with; thus, we must combine it with a message policy and an action policy. In particular, we combine $\pi^p_C$ with the transformer oracle $\pi^\theta$ to form a combined policy $\pi_{P,\theta} = (\pi^p_C, \pi^\theta_M, \pi^A_{P,\theta})$, where (i) the oracle communication policy $\pi^\theta_M$ is replaced with our programmatic communication policy $\pi^p_C$, and (ii) we use $\pi^p_C$ to compute hard attention weights that replace the soft attention weights in $\pi^A_{P,\theta}$.

The first modification is straightforward; we describe the second in more detail. First, we use $\pi^p_C$ as a mask to get the hard attention weights:

\[
\alpha^{P,j\rightarrow i} = \begin{cases} 
\alpha^{i\rightarrow i}/Z & \text{if } j \in \pi^p_C(s^i, o^i) \\
0 & \text{otherwise}
\end{cases}
\]

where $Z = \sum_{j \in \pi^p_C(s^i, o^i)} \alpha^{j\rightarrow i}$.

Now, we can use $\alpha^{P,j\rightarrow i}$ in place of $\alpha^{i\rightarrow i}$ when computing the action using $\pi^\theta$—i.e.,

\[
\pi^A_{P,\theta}(s^i, m^i) = \pi^\theta_M(s^i, \sum_{j=1}^N \alpha^{P,j\rightarrow i} m^{i\rightarrow i})
\]

where the messages $m^{j\rightarrow i} = \pi^\theta_M(s^i, o^{i,j})$ are as before, and $\pi^\theta_M$ is the output network of $\pi^\theta_A$.

### 3.4 Synthesis Algorithm

To optimize $P$ over the search space of programs, we use a combinatorial search algorithm based on MCMC. Given our oracle policy $\pi^\theta$, our algorithm maximizes the surrogate objective

\[
\tilde{J}(P; \theta) = \tilde{J}^R(P; \theta) + \lambda \tilde{J}^C(P) = -E_{s_0 \sim P_0} \left[ \sum_{t=0}^T \| a_t - a^P_t \|_1 \right] - \lambda E_{s_0 \sim P_0} \left[ \sum_{t=0}^T \max_{i \in [N]} \deg(i; c^P_t) \right]
\]

where $\lambda \in \mathbb{R}_{>0}$ is a hyperparameter, the surrogate reward objective $\tilde{J}^R$ aims to have the actions $a^P_t$ output by $\pi_{P,\theta}$ match the actions $a_t$ output by $\pi^\theta$, and the surrogate communication objective $\tilde{J}^C$ aims to minimize the degree of the communication graph $c^P_t$ computed using $\pi^p_C$.

Finally, a key to ensuring MCMC performs well is for sampling candidate programs $P$ and evaluating the objective $\tilde{J}(P)$ to be very efficient. The former is straightforward; our algorithm uses standard choice of neighbor programs that can be sampled very efficiently. For the latter, we precompute a dataset of tuples $D = \{(s, o, \alpha, a)\}$ by sampling trajectories of horizon $T$ using the oracle policy $\pi^\theta$. Given a tuple in $D$ and a candidate program $P$, we can easily compute the corresponding values $(a^P_t, a^C_t, c^P_t)$. Thus, we can evaluate $\tilde{J}(P)$ using these values.

Note that, we sample trajectories using the transformer policy rather than using a program policy. The latter approach is less efficient because we have to sample trajectories at every iteration of the MCMC algorithm and we cannot batch process the objective metric across timesteps. The only potential drawback of sampling using the transformer policy is that the objective $\tilde{J}(P)$ can be affected by the shift in the trajectories. However, as our experiments demonstrate, we achieve good results despite any possible distribution shift; hence, the efficiency gains far outweigh any cons.

### 3.5 Re-training the Transformer

Once our algorithm has synthesized a program $P$, we can form the combined policy $\pi_{P,\theta}$ to control the multi-agent system. One remaining issue is that the parameters $\theta$ are optimized for using the
We find this model outperforms GCNs with the same communication structure [12], since its attention random-cross (i.e., on a k nearest neighbors. The actions \( s,a \) contains its current position \( x^i \) and goal position \( g^i \). The observations \( o^{i,j} = x^j - x^i + e^{i,j} \) are the relative positions of the other agents, corrupted by i.i.d. Gaussian noise \( e^{i,j} \sim \mathcal{N}(0, \sigma^2) \). The actions \( a^i \) are agent velocities, subject to \( ||a^i||_2 \leq r_{\text{max}} \). The reward at each step is \( r(s,a) = r^g(s,a) - r^c(s,a) \), where the goal reward \( r^g(s,a) = -\sum_{i,j \in [N]} ||x^i - g^j||_2 \) is the negative sum of distances of all agents to their goals, and the collision penalty \( r^c(s,a) = \sum_{i,j \in [N], i \neq j} \max\{ p_c (2 - ||x^i - x^j||_2/d_c), 0 \} \) is the hinge loss between each pair of agents, where \( p_c \) is the collision penalty weight and \( d_c \) is the collision distance.

We consider two instances. First, random-cross contains up to 4 groups; each possible group occurs independently with probability 0.33. The starting positions in each group (if present) are sampled uniformly randomly inside 4 boxes with center \( b \) equal to \((-\ell, 0), (0, -\ell), (\ell, 0), \) and \((0, \ell)\), respectively, and the goal positions of each group are sampled randomly from boxes with centers at \(-b\). The challenge is that agents in one group must communicate with agents in other groups to adaptively choose the most efficient path to their goals. Second, random-grid contains 3 groups with starting positions sampled in boxes centered at \((-\ell, 0), (0, 0), \) and \((\ell, 0)\), respectively, and the goal positions are sampled in boxes centered at randomly chosen positions \( b_x, b_y \in \{-\ell, 0, \ell\}^2 \) (i.e., on a \( 3 \times 3 \) grid), with the constraint that the starting box and goal box of a group are adjacent and the boxes are all distinct. The challenge is that each agent must learn whom to communicate with depending on its goal.

Unlabeled goals task. This task is a cooperative navigation task with unlabeled goals [13] that has \( N \) agents along with \( N \) goals at positions \( g_1, ..., g_N \) (see Figure 5 in the appendix). The task is to drive the agents to cover as many goals as possible. We note that this task is not just a navigation task. Since the agents are not pre-assigned to goals, there is a combinatorial aspect where they must communicate to assign themselves to different goals. The agent state \( s^i \) is its own position \( x^i \) and the positions of the goals (ordered by distance at the initial time step). The observations \( o^{i,j} \) are the relative positions to the other agents, corrupted by Gaussian noise. The actions \( a^i = (p^i_1, ..., p^i_{N}) \) are the weights (normalized to 1) over the goals; the agent moves in the direction of the weighted sum of goals—i.e., its velocity is \( a^i = \sum_{k \in [N]} p^i_k (g_k - x^i) \). The reward is \( r(s,a) = \sum_{k \in [N]} \max_{i \in [N]} |p^i_k - N| \) i.e., the sum over goals of the maximum weight that any agent assigns to that goal minus \( N \).

Baselines. We consider four baselines. (i) Fixed communication (dist): A transformer, but where other agents are masked based on distance so each agent can only attend to its \( k \) nearest neighbors. We find this model outperforms GCNs with the same communication structure [12], since its attention original soft attention weights \( o^{i,j} \) rather than the hard attention weights \( o^{P,j \rightarrow i} \). Thus, we re-train the parameters of the transformer models in \( \pi_{P,\theta} \). This training is identical to how \( \pi_{\theta} \) was originally trained, except we use \( o^{P,j \rightarrow i} \) instead of \( o^{i,j} \) to compute the action at each step.

4 Experiments

Formation task. We consider multi-agent formation flying tasks in 2D space [12]. Each agent has a starting position and an assigned goal position. The task is to learn a decentralized policy for the agents to reach the goals while avoiding collisions. The agents are arranged into a small number of groups (between 1 and 4): starting positions for agents within a group are close together, as are goal positions. Each agent’s state \( s^i \) contains its current position \( x^i \) and goal position \( g^i \). The observations \( o^{i,j} = x^j - x^i + e^{i,j} \) are the relative positions of the other agents, corrupted by i.i.d. Gaussian noise \( e^{i,j} \sim \mathcal{N}(0, \sigma^2) \). The actions \( a^i \) are agent velocities, subject to \( ||a^i||_2 \leq r_{\text{max}} \). The reward at each step is \( r(s,a) = r^g(s,a) - r^c(s,a) \), where the goal reward \( r^g(s,a) = -\sum_{i,j \in [N]} ||x^i - g^j||_2 \) is the negative sum of distances of all agents to their goals, and the collision penalty \( r^c(s,a) = \sum_{i,j \in [N], i \neq j} \max\{ p_c (2 - ||x^i - x^j||_2/d_c), 0 \} \) is the hinge loss between each pair of agents, where \( p_c \) is the collision penalty weight and \( d_c \) is the collision distance.

We consider two instances. First, random-cross contains up to 4 groups; each possible group occurs independently with probability 0.33. The starting positions in each group (if present) are sampled uniformly randomly inside 4 boxes with center \( b \) equal to \((-\ell, 0), (0, -\ell), (\ell, 0), \) and \((0, \ell)\), respectively, and the goal positions of each group are sampled randomly from boxes with centers at \(-b\). The challenge is that agents in one group must communicate with agents in other groups to adaptively choose the most efficient path to their goals. Second, random-grid contains 3 groups with starting positions sampled in boxes centered at \((-\ell, 0), (0, 0), \) and \((\ell, 0)\), respectively, and the goal positions are sampled in boxes centered at randomly chosen positions \( b_x, b_y \in \{-\ell, 0, \ell\}^2 \) (i.e., on a \( 3 \times 3 \) grid), with the constraint that the starting box and goal box of a group are adjacent and the boxes are all distinct. The challenge is that each agent must learn whom to communicate with depending on its goal.

Unlabeled goals task. This task is a cooperative navigation task with unlabeled goals [13] that has \( N \) agents along with \( N \) goals at positions \( g_1, ..., g_N \) (see Figure 5 in the appendix). The task is to drive the agents to cover as many goals as possible. We note that this task is not just a navigation task. Since the agents are not pre-assigned to goals, there is a combinatorial aspect where they must communicate to assign themselves to different goals. The agent state \( s^i \) is its own position \( x^i \) and the positions of the goals (ordered by distance at the initial time step). The observations \( o^{i,j} \) are the relative positions to the other agents, corrupted by Gaussian noise. The actions \( a^i = (p^i_1, ..., p^i_{N}) \) are the weights (normalized to 1) over the goals; the agent moves in the direction of the weighted sum of goals—i.e., its velocity is \( a^i = \sum_{k \in [N]} p^i_k (g_k - x^i) \). The reward is \( r(s,a) = \sum_{k \in [N]} \max_{i \in [N]} |p^i_k - N| \) i.e., the sum over goals of the maximum weight that any agent assigns to that goal minus \( N \).

Baselines. We consider four baselines. (i) Fixed communication (dist): A transformer, but where other agents are masked based on distance so each agent can only attend to its \( k \) nearest neighbors. We find this model outperforms GCNs with the same communication structure [12], since its attention
parameters enable each agent to re-weight the messages it receives. (ii) Transformer (tf-full): The oracle transformer policy from Section 3.1, here, each agent communicates with all other agents. (iii) Transformer + hard attention (hard-attn): The transformer policy, but where the communication degree is reduced by constraining each agent to only receive messages from the $k$ other agents with the largest attention scores. Note that this approach only minimizes the maximum in-degree, not necessarily the maximum out-degree; minimizing both would require a centralized algorithm. (iv) Transformer + program (prog): An ablation of our approach that does not retrain the transformer after synthesizing the programmatic communication policy (i.e., it skips the step in Section 3.5). (v) Transformer + retrained program (prog-retrain): Our full approach.

The tasks random-cross and random-grid perform 1 round of communications per time step for all the baselines, while the unlabeled-goals task uses 2 rounds of communications. For all approaches, we train the model with 10k rollouts. For synthesizing the programmatic policy, we build a dataset using 300 rollouts and run MCMC for 10000 steps. We retrain the transformer with 1000 rollouts. We constrain the maximum in-degree to be a constant $d_0$ across all approaches (except tf-full, where each agent communicates with every other agent); for dist and hard-attn, we do so by setting the communication neighbors to be $k = d_0$, and for prog and prog-retrain, we choose the number of rules to be $K = d_0$. This choice ensures fair comparison across approaches.

**Results.** We measure performance using both the loss (i.e., negative reward) and maximum communication degree (i.e., maximum degree of the communication graph), averaged over the time horizon. Because the in-degree of every agent is constant, the maximum degree equals the in-degree plus the maximum out-degree. Thus, we report the maximum in-degree and the maximum out-degree separately. Results are in Figure 2; we report mean and standard deviation over 20 random seeds.

For random-cross and random-grid tasks, our approach achieves loss similar to the best loss (i.e., that achieved by the full transformer), while simultaneously achieving the best communication graph degree. In general, approaches that learn communication structure (i.e., tf-full, hard-attn, and prog-retrained) perform better than having a fixed communication structure (i.e., dist). In addition, using the programmatic communication policy is more effective at reducing the maximum degree (in particular, the maximum out-degree) compared with thresholding the transformer attention (i.e., hard-attn). Finally, retraining the transformer is necessary for the programmatic communication policy to perform well in terms of loss. For unlabeled-goals task, our approach performs almost similar to dist baseline and slightly worse than tf-full baseline, but achieves a smaller maximum degree. Moreover, the loss is significantly lower than the loss of 4.13 achieved when no communications are allowed. We give additional results and experimental details in the appendix.

**Learning whom to communicate with.** Figure 3a shows two examples from random-cross: all four groups are present (left), and only a single group is present (right). In the former case, the groups must traverse complex trajectories to avoid collisions, whereas in the latter case, the single group can move directly to the goal. However, with a fixed communication structure, the policy dist cannot decide whether to use the complex trajectory or the direct trajectory, since it cannot communicate
Reducing the communication degree. Figure 3b shows the attention maps of hard-attn and prog-retrained for the random-cross task at a single step. Agents using hard-attn often attend to messages from a small subset of agents; thus, even if the maximum in-degree is low, the maximum out-degree is high—i.e., there are a few agents that must send messages to many other agents. In contrast, prog-retrained uses randomness to distribute communication across agents.

Understanding the learned program policy. Figure 4 visualizes a programmatic communication policy for random-grid. Here, (a) and (b) visualize the nondeterministic rule for two different configurations. As can be seen, the region from which the rule chooses an agent (depicted in orange) is in the direction of the goal of the agent, presumably to perform longer-term path planning. The deterministic rule (Figure 4c) prioritizes choosing a nearby agent, presumably to avoid collisions. Thus, the rules focus on communication with other agents relevant to planning.

5 Conclusion

We have proposed an approach for synthesizing programmatic communication policies for decentralized control of multi-agent systems. Our approach performs as well as state-of-the-art transformer policies while significantly reducing the amount of communication required to achieve complex multi-agent planning goals. We leave much room for future work—e.g., exploring other measures of the amount of communication, better understanding what information is being communicated, and handling environments with more complex observations such as camera images or LIDAR scans.

Broader Impact

Broadly speaking, reinforcement learning has the promise to significantly improve the usability of robotics in open-world settings. Our work focuses on leveraging reinforcement learning to help solve complex decentralized multi-agent planning problems, specifically by helping automate the design of communication policies that account for computational and bandwidth constraints. Solutions to these problems have a wide range of applications, both ones with positive societal impact—e.g., search and rescue, disaster response, transportation, agriculture, and constructions—and ones with controversial or negative impact—e.g., surveillance and military. These applications are broadly true of any work that improves the capabilities of multi-agent systems such as self-driving cars or drones. Restricting the capabilities of these systems based on ethical considerations is a key direction for future work.

Beyond communication constraints, security and robustness are important requirements for multi-agent systems. While we do not explicitly study these properties, a key advantage of reduced communication is to improve the resilience and robustness of the system and reduce the probability of failure, since there are fewer points of failure. Furthermore, communication policies that include
stochastic rules are typically more robust since they can replace a broken communication link with another randomly selected link without sacrificing performance.

Furthermore, our research may have applications in other areas of machine learning. In general, there has been growing interest in learning programmatic representations to augment neural network models to improve interpretability, robustness, and generalizability. Along these dimensions, our work could potentially impact other applications such as NLP where transformers are state-of-the-art. In particular, our work takes a step in this direction by replacing soft attention weights in transformers with programmatic attention rules. The programmatic nature of these weights makes them much easier to interpret, as does the fact that the weights are hard rather than soft (since we now have a guarantee that parts of the input are irrelevant to the computation).

Acknowledgments and Disclosure of Funding

We gratefully acknowledge support from ONR Grant N00014-17-1-2699, IBM Research, DARPA Grant HR001120C0015, Boeing, NSF Grant 1917852, ARL Grant DCIST CRA W911NF-17-2-0181, NSF Grants CNS-1521617 and CCF-1910769, ARO Grant W911NF-13-1-0350, ONR Grant N00014-20-1-2822, ONR Grant N00014-20-S-B001, DARPA Grant FA8750-19-2-0201, ARO Grant W911NF-20-1-0080, IBM Research, and Qualcomm Research. The views expressed are those of the authors and do not reflect the official policy or position of the Department of Defense or the U.S. Government.

References

[1] Osbert Bastani. Sample complexity of estimating the policy gradient for nearly deterministic dynamical systems. In AISTATS, 2020.

[2] Osbert Bastani, Yewen Pu, and Armando Solar-Lezama. Verifiable reinforcement learning via policy extraction. In Advances in neural information processing systems, pages 2494–2504, 2018.

[3] Leo Breiman, Jerome Friedman, Charles J Stone, and Richard A Olshen. Classification and regression trees. CRC press, 1984.

[4] Abhishek Das, Théophile Gervet, Joshua Romoff, Dhruv Batra, Devi Parikh, Michael Rabbat, and Joelle Pineau. Tarmac: Targeted multi-agent communication. In ICML, 2019.

[5] Marc Deisenroth and Carl E Rasmussen. Pilco: A model-based and data-efficient approach to policy search. In Proceedings of the 28th International Conference on machine learning (ICML-11), pages 465–472, 2011.

[6] Kevin Ellis, Daniel Ritchie, Armando Solar-Lezama, and Josh Tenenbaum. Learning to infer graphics programs from hand-drawn images. In Advances in neural information processing systems, pages 6059–6068, 2018.

[7] Kevin Ellis, Armando Solar-Lezama, and Josh Tenenbaum. Unsupervised learning by program synthesis. In Advances in neural information processing systems, pages 973–981, 2015.

[8] Jakob Foerster, Ioannis Alexandros Assael, Nando De Freitas, and Shimon Whiteson. Learning to communicate with deep multi-agent reinforcement learning. In Advances in neural information processing systems, pages 2137–2145, 2016.

[9] Jakob N Foerster, Gregory Farquhar, Triantafyllos Afouras, Nantas Nardelli, and Shimon Whiteson. Counterfactual multi-agent policy gradients. In Thirty-second AAAI conference on artificial intelligence, 2018.

[10] W Keith Hastings. Monte carlo sampling methods using markov chains and their applications. 1970.

[11] Jeevana Priya Inala, Osbert Bastani, Zenna Tavares, and Armando Solar-Lezama. Synthesizing programmatic policies that inductively generalize. In ICLR, 2020.
[12] Arbaaz Khan, Ekaterina Tolstaya, Alejandro Ribeiro, and Vijay Kumar. Graph policy gradients for large scale robot control. In CoRL, 2019.

[13] Arbaaz Khan, Chi Zhang, Shuo Li, Jiayue Wu, Brent Schlotfeldt, Sarah Y Tang, Alejandro Ribeiro, Osbert Bastani, and Vijay Kumar. Learning safe unlabeled multi-robot planning with motion constraints. In IROS, 2019.

[14] Thomas N Kipf and Max Welling. Semi-supervised classification with graph convolutional networks. In ICLR, 2017.

[15] Sergey Levine and Vladlen Koltun. Guided policy search. In International Conference on Machine Learning, pages 1–9, 2013.

[16] Michael L Littman. Markov games as a framework for multi-agent reinforcement learning. In Machine learning proceedings 1994, pages 157–163. Elsevier, 1994.

[17] Yunchao Liu, Zheng Wu, Daniel Ritchie, William T Freeman, Joshua B Tenenbaum, and Jiajun Wu. Learning to describe scenes with programs. In ICLR, 2019.

[18] Ryan Lowe, Yi I Wu, Aviv Tamar, Jean Harb, OpenAI Pieter Abbeel, and Igor Mordatch. Multi-agent actor-critic for mixed cooperative-competitive environments. In Advances in neural information processing systems, pages 6379–6390, 2017.

[19] Nicholas Metropolis, Arianna W Rosenbluth, Marshall N Rosenbluth, Augusta H Teller, and Edward Teller. Equation of state calculations by fast computing machines. The journal of chemical physics, 21(6):1087–1092, 1953.

[20] William H Montgomery and Sergey Levine. Guided policy search via approximate mirror descent. In Advances in Neural Information Processing Systems, pages 4008–4016, 2016.

[21] James Paulos, Steven W Chen, Daigo Shishika, and Vijay Kumar. Decentralization of multiagent policies by learning what to communicate. In 2019 International Conference on Robotics and Automation (ICRA), pages 7990–7996. IEEE, 2019.

[22] Yewen Pu, Zachery Miranda, Armando Solar-Lezama, and Leslie Pack Kaelbling. Selecting representative examples for program synthesis. In ICML, 2018.

[23] Sadra Sadraddini, Shen Shen, and Osbert Bastani. Polytopic trees for verification of learning-based controllers. In International Workshop on Numerical Software Verification, pages 110–127. Springer, 2019.

[24] Franco Scarselli, Marco Gori, Ah Chung Tsoi, Markus Hagenbuchner, and Gabriele Monfardini. The graph neural network model. IEEE Transactions on Neural Networks, 20(1):61–80, 2008.

[25] Eric Schkufza, Rahul Sharma, and Alex Aiken. Stochastic superoptimization. ACM SIGARCH Computer Architecture News, 41(1):305–316, 2013.

[26] Daigo Shishika, James Paulos, and Vijay Kumar. Cooperative team strategies for multi-player perimeter-defense games. IEEE Robotics and Automation Letters, 5(2):2738–2745, 2020.

[27] Amanpreet Singh, Tushar Jain, and Sainbayar Sukhbaatar. Learning when to communicate at scale in multiagent cooperative and competitive tasks. arXiv preprint arXiv:1812.09755, 2018.

[28] Ming Tan. Multi-agent reinforcement learning: Independent vs. cooperative agents. In Proceedings of the tenth international conference on machine learning, pages 330–337, 1993.

[29] Ekaterina Tolstaya, Fernando Gama, James Paulos, George Pappas, Vijay Kumar, and Alejandro Ribeiro. Learning decentralized controllers for robot swarms with graph neural networks. In CoRL, 2019.

[30] Lazar Valkov, Dipak Chaudhari, Akash Srivastava, Charles Sutton, and Swarat Chaudhuri. Houdini: Lifelong learning as program synthesis. In Advances in Neural Information Processing Systems, pages 8687–8698, 2018.
[31] Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N Gomez, Łukasz Kaiser, and Illia Polosukhin. Attention is all you need. In *Advances in neural information processing systems*, pages 5998–6008, 2017.

[32] Abhinav Verma, Hoang Le, Yisong Yue, and Swarat Chaudhuri. Imitation-projected programmatic reinforcement learning. In *Advances in Neural Information Processing Systems*, pages 15726–15737, 2019.

[33] Abhinav Verma, Vijayaraghavan Murali, Rishabh Singh, Pushmeet Kohli, and Swarat Chaudhuri. Programatically interpretable reinforcement learning. In *ICML*, 2018.

[34] Fulton Wang and Cynthia Rudin. Falling rule lists. In *Artificial Intelligence and Statistics*, pages 1013–1022, 2015.

[35] Halley Young, Osbert Bastani, and Mayur Naik. Learning neurosymbolic generative models via program synthesis. In *ICML*, 2019.
A Extending to Multi-Round Communications

The formulation in Section 3 can be extended to multiple rounds of communications per time step. For the transformer architecture with two rounds of communications, first there is an internal network $\pi^H_\theta : \mathbb{R}^{d_{in}} \rightarrow \mathbb{R}^{d_{out}}$ that combines the state and the cumulative message into an internal vector $h^i = \pi^H_\theta (s^i, \sum_{j=1}^N \alpha^{r \rightarrow i} m^{j \rightarrow i})$. Next, we compute the next round of messages as $m^{i \rightarrow j} = \pi^M_\theta (h^i, o^i-j)$ which replaces the state $s^i$ in the original equation with the internal state $h^i$. New keys and queries are also generated as $k^{i \rightarrow j} = \pi^K_\theta (s^i, o^i-j)$ and $q^{i \rightarrow j} = \pi^Q_\theta (s^i)$, but these still use the original state $s^i$. Finally, the Equations 2 and 1 are repeated to compute the action. This architecture can be extended similarly to an arbitrary number of rounds of communications. A programmatic policy for $R$ rounds of communications will have $R$ different programs (one for each round). We synthesize these programs independently. To synthesize the communication program $P_r$ for the $r$-th round of communication, we use the hard attention weights $\alpha^{P_r}$ for the $r$-th round and use the original soft attention weights for the other rounds $r' \neq r$ to compute the synthesis objective $J(P_r)$.

B Experimental Details

The code and a short video illustrating the different tasks used in the paper can be found in https://github.com/jinala/multi-agent-neurosym-transformers. Figure 5 shows the initial and goal positions for the unlabeled goals task, along with attention maps produced by our program policies for the two rounds of communications at a particular timestep.

There are four main hyper-parameters in our synthesis algorithm.

- $\lambda$ in Section 3.4: This parameter strikes a balance between minimizing the difference in the actions (with and without hard attention) and minimizing the maximum communication degree. We use $\lambda = \{0.3, 0.5, 0.7, 1.0\}$.
- The number of rules in the program = \{2, 3, 4, 5\}.
- The depth of the Boolean conditions in the filter expressions = 2.
- The feature map $\phi$ used in the filter predicates and the map functions. We have 2 versions: 1) for every vector $(x, y)$ in the state $s$ and the observations $o$, we also encode the norm $\sqrt{x^2 + y^2}$ and the angle $\tan^{-1}(y/x)$ as part of the features; 2) on top of 1, we add quadratic features $(x_s x_o, x_s y_o, y_s x_o, y_s y_o)$ where $(x_s, y_s)$ is the state and $(x_o, y_o)$ is the observation.

We used cross validation to choose these parameters. In particular, we chose the ones that produced the lowest cumulative reward on a validation set of rollouts; if the cumulative rewards are similar, we chose the ones that reduced the communication degree.

![Figure 5: Unlabeled goals task: (a) Initial positions of the agents and the locations of the goals to cover (b) Final configuration of the agents where 8 out of the 10 goals are covered (c) Attention maps of prog-retrained for the two rounds of communication.](image-url)
We compare to two additional baselines: (i) an ablation of our approach that learns only deterministic rules—i.e., rules with random are excluded from the search space (det-prog and det-prog-retrained), and (ii) a learned communication policy in the form of a decision tree (dt and dt-retrained). For (ii), to train the decision tree, we constructed a supervised dataset by (i) collecting the soft-attentions from the transformer model, and (ii) solving the global hard-attention problem at each timestep to ensure that the maximum degree (both in-degree and out-degree) is at most $k$, where $k$ is chosen as described in Section 4 (i.e., to match the number of rules in our programmatic communication structure). Then, we train the decision tree using supervised data on this dataset. Figure 6 shows the performance using both the loss and the maximum communication degree for these two baselines. The decision tree baselines (dt and dt-retrained) perform poorly in terms of the communication degree for all the tasks, demonstrating that domain-specific programs that operate over lists are necessary for the communication policy to reduce communication.

The deterministic baseline (det-prog-retrained) achieves a similar loss as prog-retrained for the random-cross and random-grid tasks; however, it has worse out-degrees of communication. For these tasks, it is most likely difficult for a deterministic program to distinguish the different agents in a group; thus, all agents are requesting messages from a small set of agents. For the unlabeled goals task, the deterministic baseline has a lower degree of communication but has higher loss than prog-retrained. Again, we hypothesize that the deterministic rules are insufficient for an agent to distinguish the other agents, which led to a low in-degree (and consequently low out-degree), which is not sufficient to solve the task.

## C Additional Baselines

We compare to two additional baselines: (i) an ablation of our approach that learns only deterministic rules—i.e., rules with random are excluded from the search space (det-prog and det-prog-retrained), and (ii) a learned communication policy in the form of a decision tree (dt and dt-retrained). For (ii), to train the decision tree, we constructed a supervised dataset by (i) collecting the soft-attentions from the transformer model, and (ii) solving the global hard-attention problem at each timestep to ensure that the maximum degree (both in-degree and out-degree) is at most $k$, where $k$ is chosen as described in Section 4 (i.e., to match the number of rules in our programmatic communication structure). Then, we train the decision tree using supervised data on this dataset.

Figure 6 shows the performance using both the loss and the maximum communication degree for these two baselines. The decision tree baselines (dt and dt-retrained) perform poorly in terms of the communication degree for all the tasks, demonstrating that domain-specific programs that operate over lists are necessary for the communication policy to reduce communication.

The deterministic baseline (det-prog-retrained) achieves a similar loss as prog-retrained for the random-cross and random-grid tasks; however, it has worse out-degrees of communication. For these tasks, it is most likely difficult for a deterministic program to distinguish the different agents in a group; thus, all agents are requesting messages from a small set of agents. For the unlabeled goals task, the deterministic baseline has a lower degree of communication but has higher loss than prog-retrained. Again, we hypothesize that the deterministic rules are insufficient for an agent to distinguish the other agents, which led to a low in-degree (and consequently low out-degree), which is not sufficient to solve the task.

## D Comparison to Communication Decisions as Actions

The multi-agent communication problem can be formulated as an MDP where decisions about which agents to communicate with are part of the action. We performed additional experiments to compare to this approach. Since the action space now includes discrete actions, we use the policy gradient algorithm.
algorithm to train the policy. We tuned several hyper-parameters including (i) weights for balancing the reward term with the communication cost, (ii) whether to use a shaped reward function, and (iii) whether to initialize the policy with the pre-trained transformer policy.

Results are shown in Figure 7. Here, rl1 is the baseline policy that achieves the lowest loss across all hyper-parameters we tried; however, this policy has a very high communication degree. In addition, rl2 is the policy with lowest communication degree; however, this policy has very high loss.

As can be seen, our approach performs significantly better than the baseline. We believe this is due to the combinatorial blowup in the action space—i.e., there is a binary communication decision for each pair of agents, so the number of communication actions is $2^{N-1}$ per agent and $2^N(N-1)$ for all agents (where $N$ is the number of agents). Our approach addresses this challenge by using the transformer as a teacher.

E Case Study with Noisy Communication

We consider a new benchmark based on the random grid task, but where the communication link between any pair of agents has a 50% probability of failing. The results are shown in Figure 8. As can be seen, the programmatic communication policy has similar loss as the transformer policy while simultaneously achieving lower communication degree. Here, the best performing policy has four rules (i.e., $K = 4$), whereas for the previous random grid task, the programmatic policy only has 2 rules. Intuitively, each agent is attempting to communicate with more of the other agents to compensate for the missing communications.