Casimir effect on the lattice: U(1) gauge theory in two spatial dimensions
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We propose a general numerical method to study the Casimir effect in lattice gauge theories. We illustrate the method by calculating the energy density of zero-point fluctuations around two parallel wires of finite static permittivity in Abelian gauge theory in two spatial dimensions. We discuss various subtle issues related to the lattice formulation of the problem and show how they can successfully be resolved. Finally, we calculate the Casimir potential between the wires of a fixed permittivity, extrapolate our results to the limit of ideally conducting wires and demonstrate excellent agreement with a known theoretical result.

I. INTRODUCTION

The influence of the physical objects on zero-point (vacuum) fluctuations is generally known as the Casimir effect [1–3]. The simplest example of the Casimir effect is a modification of the vacuum energy of electromagnetic field by closely-spaced and perfectly-conducting parallel plates which leads to attraction of the plates to each other. If the objects are made of real materials, then their intrinsic physical properties affect the energy of zero-point fluctuations in accordance with the Lifshitz theory [4]. Generally, the Casimir forces depend on permittivity, permeability, conductivity of the material which, in general, are complex functions of the electromagnetic wave frequency. A calculation of the Casimir energy, in general, is quite involved.

Even in the case of perfect conductors the analytical calculation of the Casimir forces may be a challenge if the objects are not flat. These forces may be either attractive or repulsive depending on geometrical shape of the conductors. There are various numerical tools to compute Casimir interactions [5] including worldline Monte-Carlo methods [6, 7].

In our paper we would like to join investigation of the Casimir physics using Monte-Carlo methods of lattice gauge theories that are usually applied to nonperturbative studies in particle physics. A similar philosophy albeit with different technical implementations has already been successfully used to study the Casimir forces between ideal conductors in Refs. [8–10].

In order to illustrate our method we compute the Casimir interaction between two parallel wires in an Abelian gauge model in two spatial dimensions in thermodynamic equilibrium. We calculate the zero-point energy for the wires described by a finite static permittivity (dielectric constant). We extrapolate our numerical results to the limit of ideal conductors and demonstrating the feasibility of the method by confronting our findings with known analytical results. We notice that our approach can be easily generalized to study the Casimir energy for materials of various shapes (consistent with the lattice discretization) described by spatially-anisotropic and space-dependent static permittivities $\varepsilon(x)$ and permeabilities $\mu(x)$ at zero and finite temperature in theories with various gauge groups.

The structure of the paper is as follows. In Sect. II we review the implementation of the Casimir boundary conditions for ideal conductors and propose its natural counterpart in the lattice gauge theory. We also discuss a simple lattice implementation of materials characterized by static permittivity $\varepsilon$ and permeability $\mu$. Section III is devoted to discussion of the Casimir problem in (2+1) dimensional Abelian gauge theory. We discuss geometrical setup, describe relevant observables, derive the effect analytically in the continuum spacetime and rederive it again in the Euclidean lattice spacetime. The latter formula turns out to be crucial for precise comparison – done in Section IV – of the results of our numerical simulations with the theoretical prediction in perfectly conducting limit. In Sect. IV we calculate zero-point electromagnetic fields around dielectric wires, study Casimir energy, make various scaling checks and discuss subtleties of determination of Casimir energy in continuum based on the lattice results. Finally, we calculate numerically the dependence of the Casimir energy on static permittivity $\varepsilon$ of the wires. The last section is devoted to our conclusions.

II. THE METHOD

A. Casimir boundary conditions in continuum

1. Abelian gauge theory in (3+1) dimensions

The Casimir effect is best probed by perfectly conducting metallic surfaces of fixed geometrical shapes. In (3+1) dimensions a perfectly conducting surface $S$ imposes the following (Casimir) boundary conditions on electromagnetic field $A_\mu$:

$$B_\perp(x)\bigg|_{x \in S} = 0, \quad E_\parallel(x)\bigg|_{x \in S} = 0,$$ (1)
where $B_\perp(x)$ is the magnetic field normal to the surface at the point $x$ and $E_\parallel(x)$ is electric field which is tangential to the surface at the point $x$. The ideal metallic surface imposes three conditions on electromagnetic field as it restricts one magnetic component $B_\perp$ and two electric components $E_\parallel$.

For a flat static surface perpendicular to the third axis $x_3$, conditions (1) take the simple form:

$$E_1(x) = E_2(x) = B_3(x) = 0, \quad x \in S,$$

which can identically be rewritten in terms of the field-strength tensor

$$F_{\mu \nu} = \partial_\mu A_\nu - \partial_\nu A_\mu,$$  

as follows:

$$F^{01}(x) = F^{02}(x) = F^{12}(x) = 0, \quad x \in S.$$  

In general, the Casimir conditions (1) can also be rewritten in the Lorentz-invariant form,

$$n_\mu \tilde{F}^{\mu \nu}(x) = 0 \quad (\text{in } D=3+1),$$

where $n_\mu$ is a vector tangential to the world-volume of the metallic surface at the point $x$ and the tilde means the duality operation:

$$\tilde{F}^{\mu \nu} = \frac{1}{2} \epsilon^{\mu \alpha \beta} F_{\alpha \beta} \quad (\text{in } D=3+1).$$

For a flat static $(x_1, x_2)$ surface the normal vector is directed along the third direction, $n_\mu = \delta_{\mu 3}$ and the boundary conditions for the gauge field (5) are indeed reduced to constraints (2) and (4).

### 2. Abelian gauge theory in (2+1) dimensions

In 2+1 dimensions the Casimir effect is formulated as an interaction between metallic wires in two dimensional spatial volume. The world-surface of a wire is a two-dimensional surface as one dimension comes from the spatial dimension of the wire and another dimension comes from the time coordinate. Moreover, in 2+1 dimensions the dual object to the field strength tensor is a vector:

$$\tilde{F}^\mu = \frac{1}{2} \epsilon^{\mu \alpha \beta} F_{\alpha \beta} \quad (\text{in } 2+1).$$

Therefore boundary condition (5) reduces in (2+1) dimensions to the following constraint:

$$n_\mu \tilde{F}^{\mu \nu}(x) = 0 \quad (\text{in } 2+1).$$

For a straight static wire parallel to the $x_2$ axis, the normal vector $n_\mu$ is directed along the $x_1$ coordinate, so that the Casimir condition (8) is reduced to the single constraint $E_2(x) = 0$ or to

$$F^{02}(x) = 0,$$

where $x$ belongs to the world surface of the wire. Equation (9) implies that the component of the electric field tangential to the wire should vanish at each point of the wire.

### B. Casimir boundaries in lattice gauge theory

#### 1. Lattice Abelian gauge theory: Action

In order to set up a lattice reformulation of the Casimir boundary conditions (5) and (8) let us first consider a simplest possible case given by a compact $U(1)$ gauge model (compact electrodynamics) on the lattice.

The action of the compact electrodynamics is formulated in $D$-dimensional Euclidean spacetime:

$$S[\theta] = \beta \sum_P (1 - \cos \theta_P),$$

where $\beta$ is the lattice coupling constant (to be defined below). The sum in Eq. (10) goes over all elementary plaquettes $P$ of the lattice. Each plaquette $P$ is defined by the position of one of the corners of the plaquette $x = (x_1, \ldots, x_D)$ and by the directions of two orthogonal vectors $\mu < \nu$ in the plaquette plane, $P = \{x, \mu \nu\}$ with $\mu, \nu = 1, \ldots D$. The plaquette angle $\theta_P$ is constructed from the elementary link angles $\theta_{x,\mu} \in (-\pi, \pi)$ which belong to the perimeter $\partial P$ of the plaquette $P$:

$$\theta_{x,\mu} = \theta_{x,\mu} + \theta_{x,\mu+\nu} - \theta_{x,\mu+\nu}.$$

The partition function of the model is as follows:

$$Z = \int D\theta e^{-S[\theta]},$$

where

$$\int D\theta = \prod_P \int_{-\pi}^{\pi} d\theta_P,$$

is the integration measure over the lattice gauge field $\theta_P$.

The action (10) is invariant under the $2\pi$ shifts of the plaquette variable,

$$\theta_P \rightarrow \theta_P + 2\pi n, \quad n \in \mathbb{Z}.$$  

Therefore the $2\pi$-shifted values of the plaquette strength tensor are physically equivalent to each other indicating that the Abelian group is a compact manifold.

The angular variable $\theta_{x,\mu}$ has a sense of a “latticized” Abelian gauge field $A_\mu$, $\theta_{x,\mu} = a A_\mu(x)$, where $a$ is the lattice spacing (i.e., the length of the elementary link of the lattice). In continuum limit $a \rightarrow 0$ the plaquette variable (11) reduces, for finite values of the gauge field $A_\mu$, to the field strength tensor (3)

$$\partial_P x,\mu = a^2 F_{\mu \nu}(x),$$
where higher $O(a^4)$ corrections are not shown.

Substituting Eq. (15) into Eq. (10), expanding over $a$ and keeping the leading term only, we get the action of the continuum $U(1)$ gauge theory:

$$ S[A] = \frac{1}{4g^2} \int d^D x F^2_{\mu\nu}(x), \quad (16) $$

where we have identified the sum on the lattice with the integral in a continuum limit, $a^D \sum_x \to \int d^D x$, and also imposed the following relation between the lattice spacing $a$, the lattice coupling constant $\beta$ and the continuum electric charge $g$:

$$ \beta = \frac{1}{g^2 a^{4-D}}. \quad (17) $$

Notice that the above formula indicates that the dimensionality of the continuum coupling $g$ in $D$ spacetime dimensions is $[g] = \text{mass}^{4-D}$.

In addition to regular photon configurations, the action (16) describes also singular topological configurations, Abelian monopoles. We are not going to discuss the monopoles in the present paper. To this end we work in a weak-coupling regime where the monopole density is negligibly small. We leave a detailed discussion of the monopole effects on Casimir forces for a sequel article [11].

2. Lattice Abelian gauge theory: Boundary conditions

The Casimir boundary conditions force certain components of the field strength tensor to vanish at the metallic surfaces [5] and [8] in $D = 3 + 1$ and $D = 2 + 1$, respectively. Due to the linear character of these equations, the same conditions hold in the Euclidean spacetime in $D = 4$ and $D = 3$ equations, correspondingly.

In the lattice gauge theory the boundary conditions [5] and [8] correspond to the vanishing of the field strength tensor (11) – up to the discrete transformations (14) – at a certain set of the plaquettes $P \in \mathcal{P}_S$ that are either touching at or belonging to the world-volume of the metallic surfaces.

For the sake of simplicity, below we consider examples of a static metallic surface in $D = 4$ and a straight wire in $D = 3$. The generalization to more complicated surfaces is straightforward.

In $D = 4$ Euclidean spacetime we consider a straight plate in $(x_1, x_2)$ plane positioned at $x_3 = 0$. The corresponding boundary conditions are derived from Eq. (4):

$$ \cos \theta_{x,14} = \cos \theta_{x,24} = \cos \theta_{x,12} = 1, \quad (\text{in } 4D), \quad (18) $$

where $x = (x_1, \ldots, x_4)$ and the $x_4$ axis is the Euclidean “time” direction. Condition (18) is valid for all $x_1, x_2, x_4$ at fixed $x_3 = 0$. In order to derive Eq. (18) we noticed that the condition $F_{\mu\nu}(x) = 0$ implies, because of equivalence (14), the validity of the lattice constraint $\theta_{P_{x \nu \mu}} = 2\pi n$ where $n \in \mathbb{Z}$. The latter constraint is equivalent to the requirement $\cos \theta_{P_{x \nu \mu}} = 1$ at the corresponding plaquettes hence Eq. (18).

The relations from Eq. (18) are implemented on the set of plaquettes $\mathcal{P}_S$ which includes, at all timeslices

(i) all spatial plaquettes $P_{x,12}$ belonging to the plane;

(ii) all spatiotemporal plaquettes $P_{x,14}$ and $P_{x,24}$ which are formed by one link in the Euclidean time direction and another link which belongs to the plane.

In $D = 3$ Euclidean spacetime we consider a straight wire in $x_2$ direction positioned at $x_1 = 0$. In the case of an ideal metal, the corresponding boundary condition is given by the lattice version of Eq. (9):

$$ \cos \theta_{x,23} = 1, \quad (\text{in } 3D), \quad (19) $$

where the $x_3$ axis is now associated with the Euclidean “time” direction.

One of the ways to implement the boundary conditions of the type (18) and (19) is to add a set of Lagrange factors that affect the plaquettes in $\mathcal{P}_S$. To this end the standard $U(1)$ action (10) has to be changed as follows:

$$ S_\lambda[\theta; \mathcal{P}_S] = \sum_P \beta_P(\lambda) \cos \theta_P, \quad (20) $$

where

$$ \beta_P(\lambda) = \begin{cases} 
\beta, & P \notin \mathcal{P}_S, \\
\beta + \lambda, & P \in \mathcal{P}_S, 
\end{cases} \quad (21) $$

where $\beta$ is given in Eq. (17) for appropriate dimension $D$.

The Lagrange multiplier $\lambda$ is then sent to infinity in order to enforce the condition (19). Consequently, the partition function (12) of the model in the presence of the Casimir plates becomes as follows:

$$ Z[\mathcal{P}_S] = \lim_{\lambda \to +\infty} Z_\lambda[\mathcal{P}_S], \quad (22) $$

$$ Z_\lambda[\mathcal{P}_S] = \int d\theta e^{-S_\lambda[\theta; \mathcal{P}_S]}. \quad (23) $$

A different type of the boundary conditions based on the lattice Chern-Simons action was proposed both in compact [8] and non-compact [9] $U(1)$ gauge theories. Another approach – which was used in a non-compact version of the theory – is to put a certain set of link variables $\theta_l$ to zero in a fixed gauge [10]. In our paper we work with explicitly gauge-invariant approach keeping the values of the Lagrange multiplier $\lambda$ finite thus allowing us to simulate a system with a finite permittivity $\varepsilon$. We will also take the limit $\lambda \to \infty$ in order to compare our numerical results with the expression for the ideal metals [Eq. (24) below].

The advantage of our approach is that we use different parameters $\lambda_{ij}$ different for different orientations $P_{ij}$ of the plaquettes in $\mathcal{P}_S$, and keep them finite. In $(3+1)$ dimensions the spatial-temporal components of $\lambda$ may be associated with generally anisotropic components of the dielectric permittivity $\varepsilon_i$ via the relation $\lambda_{ij} \sim \beta \varepsilon_i$. 

...
The spatial-spatial components may be related to the component of the diamagnetic permeability $\mu_i$ as follows: $\lambda_{ij} \sim \beta \varepsilon_{ijk} \mu_k^{-1}$.

Our approach gives us certain freedom in simulations of Casimir systems with electromagnetic properties close to reality. Indeed, instead of enforcing ideal metal conditions [15] at infinite $\lambda$, a finite value of $\lambda$ may allow us to simulate finite values of relative permittivity (dielectric constant) $\varepsilon$ and relative permeability (encoded in diamagnetic constant $\mu$) of the material. In order to illustrate our approach, below we study zero-point interactions of thin wires with a finite permittivity $\varepsilon$.

3. Non-Abelian gauge theory: Boundary conditions

For the sake of completeness here we also formulate the Casimir boundary conditions for SU(N) gauge theory. The non-Abelian analogues of the conditions [15] and [10] are given by a substitution of the cosines $\cos \theta_p$ by

$$S_P[U] = 1 - \frac{1}{N} \text{Re} \text{Tr} U_P,$$

where $U_{\rho,\mu} = U_{\tau,\nu}U_{\tau+\rho,\nu}U_{\tau+\rho,\mu}U_{\tau,\mu}$ is the SU(N) plaquette matrix constructed from the $U_{\tau,\mu}$ link fields. The partition function in the presence of the plates is given by Eqs. (22) and (23), where the non-Abelian action is:

$$S_\lambda[U; P_S] = \sum_P \beta_P S_P[U],$$

and the plaquette-dependent non-Abelian coupling constant $\beta_P$ is given by Eq. (21). The SU(N) lattice coupling $\beta$ is related to the continuum non-Abelian charge $g$ similarly to the Abelian case [17]; $\beta = 2N/(g^2 a^{4−D})$.

III. CASIMIR PROBLEM IN 3D ABELIAN GAUGE THEORY

A. Geometrical setup

In order to test our approach we study the compact U(1) lattice gauge theory in $D = 3$ Euclidean dimensions. We consider a symmetric $L^3$ cubic lattice which corresponds to a zero-temperature theory. We impose the periodic boundary conditions at the opposite sides of the lattice along all three directions. According to Eq. (17) the lattice gauge coupling is given by

$$\beta = \frac{1}{g^2 a}.$$

Our physical setup is shown in Fig. 1. We consider the simplest case of two parallel static wires along the direction $x_2$ separated by the distance $R = |l_2 - l_1|$. The wires are located at positions $x_1 = l_1$ and $x_1 = l_2$. Due to the periodic boundary conditions the wires divide the $x_1$ axis into two intervals, $R$ and $L_s - R$. Therefore, all calculated $R$-dependent quantities (potentials, energy densities, fields, etc) should be invariant under the spatial flip $R \rightarrow L_s - R$.

![FIG. 1. The Casimir problem in two spatial dimensions.](image)

The lattice Casimir condition [19] for ideally conducting wires implies vanishing of the $^2β^3$-component of the lattice field strength tensor at the plaquettes which belong to the world-surfaces of the Casimir wires. These plaquettes are visualized in Fig. 2. In order to impose the Casimir condition we simulate the compact gauge model with the action (20). The coordinate-dependent gauge coupling $\beta_P$, reflects the boundary conditions at the plates (21):

$$\beta_P(\varepsilon) = \beta [1 + (\varepsilon - 1) (\delta_{\mu,2}\delta_{\nu,3} - \delta_{\mu,3}\delta_{\nu,2})] \cdot (\delta_{x,l_1} + \delta_{x,l_2}).$$

At the plaquettes belonging to the world surfaces of the wires the lattice coupling constant is equal to $\beta_P = \varepsilon \beta$ while outside of the wires, at the bulk majority of the lattice plaquettes, the coupling constant is $\beta_P = \beta$. In terms of our notations of Eq. (21), $\lambda = (\varepsilon - 1) \beta$. The quantity $\varepsilon$ is the static permittivity of the material. Below we study the dependence of the Casimir forces on the value of the static permittivity $\varepsilon$.

In our simulations we realize the case of perfectly conducting wires by taking eventually the limit of large permittivity $\varepsilon \rightarrow \infty$. This is possible because in two spatial dimensions the magnetic permeability does not exist and a wire with infinite static dielectric permittivity affects the electromagnetic field in the same way as an ideal metal (cf. Section 5.1 of Ref. [2]). Mathematically, in the limit of large dielectric permittivity $\varepsilon \rightarrow \infty$ a component of the electric field parallel to the wire vanishes [9] thus mimicking an ideal metal.

B. Observables

The most important observable associated with the Casimir effect is the energy-momentum tensor of the gauge field [16],

$$T^{\mu\nu} = -\frac{1}{g^2} F^{\mu\alpha} F^{\nu}_{\alpha} + \frac{1}{4g^2} g^{\mu\alpha} F_{\alpha\beta} F^{\beta\nu}.$$

![FIG. 1. The Casimir problem in two spatial dimensions.](image)
In Minkowski spacetime the energy density of the gauge field is:

$$T^{00} = \frac{1}{2g^2} \left( B_z^2 + E_x^2 + E_y^2 \right),$$  \hspace{1cm} (29)

where we took into account the fact that in the spacetime with the metric $(+,-,-)$ one has $F_{01} = E_x$, $F_{02} = E_y$ and $F_{12} = -B_z$.

From Eq. (29) we conclude that the Euclidean energy-momentum tensor has the following form:

$$T_E^{00} = \frac{1}{2g^2} \left( B_z^2 - E_x^2 - E_y^2 \right),$$  \hspace{1cm} (30)

since as we pass from the Minkowski space to the Euclidean space the terms with electric field in Eq. (29) change their signs, $E_x^2 \rightarrow -E_x^2$ and $E_y^2 \rightarrow -E_y^2$, while the one with the magnetic field remains intact, $B_z^2 \rightarrow B_z^2$. Therefore the

The rotational symmetry of the problem – evident from Fig. 2 – imposes the following constraint on the expectations values:

$$\langle B_z^2 \rangle = \langle E_z^2 \rangle.$$  \hspace{1cm} (31)

Indeed, the problem is invariant under a $\pm \pi/2$ rotation about the $x \equiv x_1$ axis. The rotation interchanges the axes $x_2 \leftrightarrow \pm x_3$, and leads to the transformation of the field strengths: $B_z \leftrightarrow \pm E_x$ thus enforcing Eq. (31).

From Eqs. (30) and (31) we get the normalized energy density:

$$\mathcal{E}_R(x) = \langle T_E^{00}(x) \rangle_R - \langle T_E^{00}(x) \rangle_0 = \frac{1}{2g^2} \left( \langle E_z^2 \rangle_0 - \langle E_y^2 \rangle \right),$$  \hspace{1cm} (32)

where the subscript “0” indicates that the expectation value is taken in the absence of the wires while the subscript “$R$” means that the corresponding average is taken in the presence of the wires separated by the distance $R$.

By construction, the energy density (32) is free from ultraviolet divergencies that emerges in the limit $a \rightarrow 0$.

The normalized energy density (32) is a local quantity which is equal to a change in the energy density of vacuum fluctuations that appears due to the presence of the wires. In the geometry of our problem the energy density (32) depends only on the coordinate $x_1$, which is transverse to the wires themselves. Therefore it is natural to introduce the (Casimir) energy density per unit length of the wires:

$$V_{\text{Cas}}(R) = \int_{-\infty}^{+\infty} dx_1 \mathcal{E}_R(x_1) \equiv -\frac{1}{2g^2} \langle \langle E_z^2 \rangle \rangle_R, \hspace{1cm} (33)$$

which is a finite quantity both in ultraviolet and infrared limits. In Eq. (33) the quantity

$$\langle \langle \mathcal{O}(x) \rangle \rangle_R = \int dx_1 \left[ \langle \mathcal{O}(x) \rangle_R - \langle \mathcal{O} \rangle_0 \right], \hspace{1cm} (34)$$

and the lattice Casimir energy density per unit length of the wires (34) takes the following compact form:

$$V_{\text{Cas}}^{\text{lat}}(R) = \beta \langle \langle \cos \theta_{23} \rangle \rangle_R, \hspace{1cm} (36)$$

where the lattice coupling $\beta$ is given in Eq. (20).

### C. Casimir energy: continuum vs. lattice

#### 1. General remarks

A photon in two spatial dimensions has only one physical degree of freedom. A field, corresponding to this degree of freedom should vanish at the wire. Therefore, it is natural to expect that the Casimir energy in a monopole-free U(1) gauge theory coincides with the one of the free real-valued scalar field with a Dirichlet boundary condition imposed on the field at the wire. The latter energy is known to be as follows:

$$V_{\text{Cas}}(R) = -\zeta(3) \frac{1}{16\pi R^2}, \hspace{1cm} (37)$$

where $\zeta(x)$ is the zeta-function with $\zeta(3) \approx 1.20206$. The aim of this section is to derive a lattice version of zero-point (Casimir) energy density between two static straight wires in the non-compact, monopole-free U(1) gauge theory. To this end we rederive Eq. (37) in continuum spacetime and then briefly repeat the derivation on the lattice in a weak-coupling regime where the monopole density is negligibly small. The case with monopoles will be treated in details in Ref. [11].
Boundary conditions in integral form. A perfect infinitely thin metallic wire forces the electric field along the wire to vanish at any point of its world trajectory. In 3 spacetime dimensions the world-trajectory of a wire is a two-dimensional surface \( S \) which can be parametrized by a vector \( \vec{x} = \vec{x}(\tau, \xi) \). Here \( \tau \) and \( \xi \) are time-like and space-like parameters. For example, one can use the following parametrization for a pair of two static wires placed at \( x_3^\pm = \pm R/2 \):

\[
\vec{x}_\pm(\tau, \xi) = (x_1, x_2, x_3) = \left( \pm \frac{R}{2}, \xi, \tau \right),
\]  

where the subscript “\( \pm \)” parameterizes the left/right segments of the wires.

A surface \( S \) can be described by the antisymmetric tensor function

\[
s_{\mu \nu}(x) = \int d\tau \int d\xi \frac{\partial \vec{x}_{[\mu}}{\partial \tau} \frac{\partial \vec{x}_{\nu]}}{\partial \xi} \delta(3) \left( \vec{x} - \vec{x}(\tau, \xi) \right),
\]

where \( a_{[\mu} b_{\nu]} = a_\mu b_\nu - a_\nu b_\mu \). For the parallel static straight wires \( (38) \) the world surface \( (39) \) has the following form:

\[
s^\pm_{\mu \nu}(x) = (\delta_{\mu,2} \delta_{\nu,3} - \delta_{\nu,2} \delta_{\mu,3}) \delta(x_1 + R/2).
\]

The Casimir condition \( (9) \) can conveniently be written in a covariant form with the help of the quantity \( (39) \):

\[
F^{\mu \nu}(x)s_{\mu \nu}(x) = 0.
\]

For the static straight wires one automatically gets from Eqs. \( (40) \) and \( (41) \):

\[
F_{23}(\pm R/2, x_2, x_3) = 0.
\]

In the path-integral formalism the Casimir condition \( (41) \) can be implemented with the help of a \( \delta \) functional which can formally be written as follows:

\[
\delta S[F] = \prod_x \delta \left( F^{\mu \nu}(x)s_{\mu \nu}(x) \right).
\]

The infinite product of the \( \delta \) functions \( (43) \) can be implemented with the help of the functional integration over the Lagrange multiplier \( h \):

\[
\delta S[F] = \int Dh \exp \left[ \frac{i}{2} \int d^3x \, h(x) F^{\mu \nu}(x)s_{\mu \nu}(x) \right],
\]

where we have introduced the source tensor:

\[
J_{\mu \nu}(x; h) = h(x)s_{\mu \nu}(x).
\]

In the case of two parallel Casimir plates \( (38) \) one gets

\[
\delta S[F] = \int Dh_+ \int Dh_- \exp \int d\tau_2 \int d\tau_3 \sum_{a=\pm 1} h_a (x_2, x_3) F_{23} \left( \frac{R}{2}, x_2, x_3 \right),
\]

The integration under the exponent is taking place along the two-dimensional world surface, and the integrations over the Lagrange multipliers \( h_+ \) and \( h_- \) enforce the Casimir conditions \( (42) \) at \( x_1 = +R/2 \) and \( x_1 = -R/2 \) plates, respectively.

Zero-point energy in continuum. In the presence of the Casimir surface \( S \) the partition function of the photons can be written as follows

\[
Z_S \equiv e^{-A \cdot V(R)} = \int DA e^{-S[A]} \delta_S[F] = \int Dh \, Z_S[h],
\]

where \( Dh = Dh_+ Dh_- \) and the photon action \( S[A] \) is given in Eq. \( (16) \) with \( D = 3 \). For the static parallel wires \( (50) \), Eq. \( (48) \) can be used to define the Casimir energy per unit length of the wires:

\[
V(R) = -\frac{1}{A} \log Z_S,
\]

where \( A \) is the worldsheet area of each wire \( (A = TL \) for a long wire of length \( L \) which exists time \( T \).

The \( h \)-dependent partition function \( (48) \) can be rewritten as follows:

\[
Z_S[h] = \int DA \exp \left[ \int d^3x \left( -\frac{1}{4} F_{\mu \nu}^2 + i A_\mu J^\mu \right) \right] = C \exp \left[ -\frac{1}{2} \int d^3x d^3y \, J_{\mu}(x; h)D(x - y)J_{\mu}(y; h) \right],
\]

where we have performed the Gaussian integration over the photon field \( A_\mu \). Notice that the source tensor \( (46) \) enters Eq. \( (50) \) via the conserved vector

\[
J_{\mu}(x; h) = \partial_{\nu} J_{\nu}(x; h), \quad \partial_{\nu} J_{\mu}(x; h) = 0.
\]

In Eq. \( (50) \) the quantity \( C \) stands for an inessential constant. From now on we omit this and similar constant factors to simplify our notations.

Substituting Eq. \( (50) \) into Eq. \( (48) \) one gets

\[
Z_S = \int DA \, e^{-\frac{i}{2} \int d^3x d^3y \, A^\tau(\vec{x})\tilde{K}(\vec{x}; y)A(\vec{y})},
\]

where we introduced the two-dimensional vector \( \vec{x} = (x_2, x_3) \) on the worldsheet of the wires. We also introduced the vector field:

\[
A(\vec{x}) = \begin{pmatrix} h_+(\vec{x}) \\ h_-(\vec{x}) \end{pmatrix},
\]

and the matrix

\[
\tilde{K}(\vec{x}) = \begin{pmatrix} \frac{\partial^2}{\partial x_2^2} + \frac{\partial^2}{\partial x_3^2} \\ D(0, x_2, x_3) \frac{\partial}{\partial x_2} D(-R, x_2, x_3) \frac{\partial}{\partial x_3} \end{pmatrix},
\]

with the scalar propagator

\[
D(\vec{x}) = \int \frac{d^3k}{(2\pi)^3} \, e^{ikx} = \frac{1}{4\pi |\vec{x}|},
\]
which obeys the differential equation
\[ -\Delta \bar{D}(\bar{x}) = \delta(\bar{x}), \quad (56) \]
where \( \Delta \equiv \partial^2_\mu \) is the three-dimensional Laplacian.

The Gaussian integral \( \langle \rangle \) is given (up to an inessential multiplicative constant) by the following determinant:
\[ Z_S = \text{det}^{-1/2} \hat{K}. \quad (57) \]

The Casimir energy per unit wire length can be deduced from Eqs. \((49)\) and \((57)\):
\[ A \cdot V(R) = -\log \text{det}^{-1/2} \hat{K} \equiv \frac{1}{2} \text{Tr} \log \hat{K}. \quad (58) \]

In order to evaluate the potential in Eq. \((58)\) we notice first that formally this expression can be written as a sum over all eigenvalues \( \kappa_i \)
\[ \text{Tr} \log \hat{K} \equiv \sum_i \log \kappa_i, \quad (59) \]
of the operator \( \hat{K} \):
\[ \hat{K} L = \kappa L m \quad (60) \]
where \( L = L(\bar{x}) \) is an eigenvector of the operator \( \hat{K} \). In the explicit form the eigenvalue equation \((60)\) reads as follows:
\[ \int d^2 y \hat{K}(\bar{x} - \bar{y}) L(\bar{y}) = \kappa L(\bar{x}). \quad (61) \]

Using the integral representation \((55)\), the operator \( \hat{K} \) in Eq. \((54)\) can be rewritten as follows
\[ \hat{K}(\bar{x}) = -\int \frac{d^3 k}{(2\pi)^3} \frac{p_1^2 + p_2^2 + p_3^2}{p_1^4 + p_2^4 + p_3^4} \left( 1 + e^{ip_1 R} 1^e \right). \quad (62) \]

Next, we represent the eigenvector \( L \) in terms of its Fourier transform,
\[ L(\bar{x}) = \int \frac{d^2 \bar{q}}{(2\pi)^2} L(\bar{q}) e^{i\bar{q} \bar{y}}, \quad (63) \]
substitute Eqs. \((62)\) and \((63)\) into Eq. \((61)\) and integrate over \( \bar{y} \). We obtain for Eq. \((61)\):
\[ \int \frac{d^2 \bar{q}}{(2\pi)^2} \left[ \hat{Q}(R, \bar{q}) - \kappa \right] L(\bar{q}) e^{i\bar{q} \bar{y}} = 0, \quad (64) \]
where
\[ \hat{Q}(R, \bar{q}) = \int \frac{dp_1}{2\pi} -\bar{q}^2 \left( 1 + e^{ip_1 R} 1^e \right) \frac{1}{e^{i-cn R} 1} \]
\[ = -\frac{|\bar{q}|}{2} \left( 1 + e^{-|\bar{q}| R} 1 \right). \quad (65) \]

Since Eq. \((64)\) should be valid for all vectors \( \bar{q} \), we arrive to the following equation for the eigenmodes \( L \):
\[ \left[ \hat{Q}(R, \bar{q}) - \kappa \right] L(\bar{q}) = 0. \quad (66) \]

This equation has the following solutions:
\[ \kappa_{\pm}(\bar{q}) = -\frac{|\bar{q}|}{2} \left( 1 \pm e^{-|\bar{q}| R} \right). \quad (67) \]

The solutions are characterized by the discrete index \( \pm \) and continuous parameter \( \bar{q} \). The phase space associated with these variables is
\[ \text{Tr} \bar{q} \equiv A \int \frac{d^2 \bar{q}}{(2\pi)^2} \sum_{\pm}, \quad (68) \]
where \( A \) is the area in the transverse \( \bar{x} \equiv (x_2, x_3) \) plane. Thus, we get for Eq. \((59)\):
\[ \text{Tr} \log \hat{K} \equiv \sum_i \log \kappa_i = A \int \frac{d^2 \bar{q}}{(2\pi)^2} \log \left[ \frac{\bar{q}^2}{4} \left( 1 - e^{-2|\bar{q}| R} \right) \right]. \quad (69) \]
Then Eq. \((58)\) leads us to the following expression for the potential:
\[ V(R) = V_0 + V_{\text{Cas}}(R), \quad (70) \]
where
\[ V_0 = \frac{1}{2} \int \frac{d^2 \bar{q}}{(2\pi)^2} \log \left[ \frac{\bar{q}^2}{4} \right] \quad (71) \]
is the divergent contribution to the potential \( V(R) \). Since this contribution does not depend on the distance \( R \) between the plates we can safely omit it. The second term in Eq. \((70)\) is the finite Casimir energy
\[ V_{\text{Cas}}(R) = \frac{1}{2} \int \frac{d^2 \bar{q}}{(2\pi)^2} \log \left( 1 - e^{-2|\bar{q}| R} \right), \quad (72) \]
The integral can be evaluated explicitly, the final result for the Casimir energy is shown in Eq. \((37)\).

3. Zero-point energy on the lattice

The lattice derivation of the zero point energy follows closely the derivation in the continuum limit. On the lattice of the volume \( L_s^3 \) the lattice momenta are quantized:
\[ p_i = \frac{2\pi n_i}{L_s}, \quad n_i = 0, 1, \ldots, L_s - 1. \quad (73) \]

The lattice counterpart of Eq. \((65)\) is as follows:
\[ \hat{Q}_{\text{lat}}(R; n_2, n_3) = -\frac{1}{L_s} \sum_{n_1=0}^{L_s-1} \left( 1 - \cos \frac{2\pi n_1}{L_s} \right) \cdot \left( 1 \pm e^{i\bar{q} \bar{R}/L_s} \right) \]. \quad (74)
where \( R = 0, \ldots, L_s - 1 \). The zero-point energy is given by the lattice versions of Eqs. (58) and (69):

\[
V^\text{lat}_{\text{th}} (R) = \frac{1}{2} \sum_{n_2=0}^{L_s-1} \sum_{n_3=0}^{L_s-1} \log \det \hat{Q} (R; n_2, n_3). \tag{75}
\]

The zero-point energy given by Eqs. (74) and (75) can easily be computed on the lattice. It contains an essential constant and the physical \( R \)-dependent term.

![Graph showing theoretically calculated zero-point energy between two parallel wires separated by the distance \( R \) on \( L_s = 24 \) symmetric lattice. The inset shows the energy with the \( R = 0 \) and \( R = L_s a \) points excluded.](image)

**TABLE I. Basic simulation parameters.**

| Parameter                      | Value                          |
|-------------------------------|--------------------------------|
| Trajectories per one value of \( \varepsilon \) | \( 2 \cdots 4 \times 10^3 \) |
| Trajectories for thermalization| \( 2 \times 10^4 \)               |
| Overrelaxation steps between trajectories | 5                                 |
| Lattice size                  | \( 24^3 \)                      |
| Range of gauge coupling       | \( \beta = 3 \sim 7 \)           |
| Values of permittivity \( \varepsilon \) per single value of \( \beta \) | \( \approx 20 \)                 |

**FIG. 3.** Theoretically calculated zero-point energy \( V^\text{lat}_{\text{th}} \) between two parallel wires separated by the distance \( R \) on \( L_s = 24 \) symmetric lattice. The inset shows the energy with the \( R = 0 \) and \( R = L_s a \) points excluded.

As an example, we show the theoretical lattice zero-point energy in Fig. 3 for \( L_s = 24 \) symmetric lattice. Obviously, the energy is invariant under the flips \( R \rightarrow aL_s - R \). Notice that the depend of the energy on the distance between the plates is very steep at small distances \( R \) and it is almost flat at \( R \geq 4a \). Therefore, numerically, the basics Casimir physics can be detected only at small separations between the wires where the ultraviolet lattice artifacts are particularly strong. We will show that this problem is indeed rather serious but it can nevertheless be successfully circumvented.

**IV. CASIMIR ENERGY IN SIMULATIONS**

**A. Numerical setup**

We first generate configurations with a trivial relative permittivity \( \varepsilon = 1 \) of the wires, so that at the very first step the wires are not visible. Then we gradually increase the permittivity of the wires keeping the Wilson gauge coupling \( \beta \) fixed. The configurations with higher \( \varepsilon \) are generated starting from configurations with lower \( \varepsilon \).

We generate configurations of the gauge fields using a Hybrid Monte Carlo (HMC) algorithm which combines advantages of a molecular dynamics approach and standard Monte-Carlo methods [13]. In the molecular dynamics component we use a second-order minimum norm integrator [14] with multiple time scales [15]. The latter allows us to equilibrate the integration errors accumulated at the Casimir planes and outside the planes. This equilibration is particularly important in a limit of high permittivities \( \varepsilon \rightarrow \infty \).

We eliminate long autocorrelation lengths in Markov chains of configurations using overrelaxation steps which separate gauge field configurations sufficiently far from each other [13]. We also use self-tuning adaptive algorithm in order to control acceptance rate in the HMC in range \([0.70, 0.85]\). The basic parameters of our simulation are presented in Table I.

In Fig. 4 we show the components of the field \( E(x) \) as the function of the \( x \equiv x_1 \) coordinate which is normal to the wires. We show the data for the lattice coupling \( \beta = 3 \) at fixed permittivity \( \varepsilon = 6 \) and for three different distances between the wires, \( R/a = 1, 2, 8 \). All dimensionful quantities are shown in units of lattice spacing. As expected, each wire strongly suppresses the electric field component parallel to the wire \( E_y \). In accordance with the geometry of the problem, the wires affect also the components \( E_x \) and \( B_y \) by suppressing their fluctuations \( E_x \) and \( B_z \) in an equivalent way (the latter is well seen for small separations between the wires). At each wire \( \langle E^2_{x/R} \rangle = \langle B^2_{z/R} \rangle \ll \langle E^2_y \rangle \) while outside the wires \( \langle E^2_{x/R} \rangle = \langle B^2_{z/R} \rangle \sim \langle E^2_y \rangle \). The general features of the fields around the wires, shown in Fig. 4 are rather universal: the increase of permittivity \( \varepsilon \) leads to further...
suppression of the field fluctuations at the positions of the wires without changing the qualitative shape of the profiles.

Evidently, the larger permittivity \( \varepsilon \), the stronger effects of the wires on electromagnetic fields are. In order to characterize the dependence of a quantity \( O \) on the permittivity \( \varepsilon \) we fitted the corresponding numerical data by the function

\[
O(\lambda) = O_\infty + \frac{C_O}{\varepsilon_O + \varepsilon},
\]

where \( O_\infty, C_O \) and \( \varepsilon_O > 0 \) are the fitting parameters.

Examples of the normalized mean expectation values of the electromagnetic fields integrated along the coordinate \( x_1 \) normal to the wires, Eqs. (34) and (35), are shown in Fig. 5. The fits by the function (77) describe the data very well with \( \chi^2 / \text{d.o.f.} \approx 1 \).

The fits by Eq. (77) allow us to determine the integral excess in the expectation values of electromagnetic fields in the limit of ideal conductivity. In Fig. 6 we show these quantities as functions of the distance between the wires \( R \). Notice that even in the limit of infinite separation, \( R \to \infty \), the integral excesses in electromagnetic fields are nonzero and are independent on the distance \( R \) between the wires.

C. Zero-point energy

1. Matching to continuum potential: strong lattice features

The integral excess in the \( E_y \) component determine the zero-point energy induced by the wires via Eq. (36). The components \( E_x \) and \( B_z \) do not contribute to the energy density as they exactly cancel each other. In Fig. 7 we show the zero-point potential \( V_{\text{Cas}} \) as a function of the distance \( R \), expressed in physical units of the coupling constant \( g^2 \). We plotted the data for a set of lattice coupling constants \( \beta = 3, \ldots, 7 \), and converted the lattice data from the lattice units (in term of the lattice spacing \( a \)) to the physical units (in \( g \)) using Eq. (26) for each \( \beta \). Notice that at mentioned values of the lattice coupling \( \beta \) the density of the topological lattice configurations, Abelian monopoles, is extremely small, \( \rho_{\text{monopolets}} \sim 10^{-4} g^4 \) [16]. Therefore we neglect the monopoles in our analysis.
The zero-point energy shows a very good scaling in the ultraviolet limit. Indeed, according to Eq. (26) the physical lattice spacings for \( \beta = 3 \) and \( \beta = 7 \) differ more than by a factor of two, and yet the data for \( V_{\text{Cas}} \) expressed in physical units almost coincide with each other, Fig. 7. However, the scaling is not perfect because the data at small – in lattice units – wire separations \( R/a \) depends very strongly on the distance. Indeed, as we already noticed form Fig. 3, the lattice Casimir potential is very steep at small \( R/a \) (where the ultraviolet lattice artifacts are strong) and very flat even at moderate \( R/a \) (where the statistical noise is strong). Therefore, we expect that the lattice particularities should be very essential for the Casimir potential, and, consequently, this quantity cannot be reliably compared to (fitted by) the continuum formula for the zero-point potential (77).

In order to check the importance of lattice particularities, we have fitted the lattice zero-point potential \( V_{\text{Cas}} \) by the following continuum function:

\[
V_{\text{fit}}(R) = -\frac{C_{\text{lat}}}{R^2},
\]

where the \( C_{\text{lat}} \) is the sole fitting parameter. In the perfect-metal limit of the theoretical value of \( C_{\text{lat}} \) is (77):

\[
C_{\text{th}} \equiv C_{\infty} \equiv \lim_{\varepsilon \rightarrow \infty} C(\varepsilon) = \frac{\zeta(3)}{16\pi} \approx 0.02391 \ldots.
\]

First, we have fitted by the continuum function (78) the whole range of the lattice data for \( V_{\text{Cas}} \). Then we have excluded the data at the smallest separation, \( R/a \), at each value of \( \beta \) and fitted the data again. Next, we removed yet another point \( 2R/a \) for each value of \( \beta \) and made the fit once again. These three fits are shown in Fig. 7 by the solid, dashed and dot-dashed curves and marked, respectively, by “0, 1, 2 excl”. For these fits we get different values of the would-be continuum energy \( C_{\text{lat}} = 0.0358(6), 0.0264(10), 0.0184(14) \) with the quality of the fit defined by \( \chi^2/\text{d.o.f.} = 1.45, 0.39, 0.17 \), respectively [according to Eq. (79) the theoretical value for the strength is \( C_{\text{th}} \approx 0.0239 \)]. Thus, we observe that the fit of the lattice data by the theory-inspired continuum function (78) is strongly dependent on the region of the fit. We conclude that the fitting of the lattice data for the zero-point energy in \( (2 + 1)d \) lattice gauge theory by the continuum function is ambiguous and, therefore, meaningless.

2. Matching zero-point energy to the lattice formula

There are two subtle points which have to be taken into account in order to recover the continuum version of the Casimir potential (the zero-point energy) from the lattice data:

1. As we mentioned, we should fit the data for the lattice potential by the “latticized” version (74) and (75) of the \( 1/R^2 \) potential of continuum theory (37). This procedure allows us to take into account the lattice features of the potential both at short and long distances. The latter takes into account periodicity and mirror \( (R \rightarrow L_s a - R) \) invariance of the potential.

2. Since our model is compact, the relation between continuum and lattice field strength squared (76) is valid up to \( O(a^0) \) terms. These corrections are not essential in \( \beta \rightarrow \infty \) limit where the lattice spacing (26) is small, \( a \ll g^{-2} \). At finite values of the lattice coupling \( \beta \) the next-to-the-leading corrections in lattice spacing \( a \) can be taken into account by replacing in Eq. (36) the Wilson lattice coupling \( \beta \) by its Villain counterpart (17):

\[
\beta_V(\beta) = \left[ 2 \log \left( \frac{I_0(\beta)}{I_1(\beta)} \right) \right],
\]

where \( I_0 \) and \( I_1 \) are the modified Bessel functions. For reference, the Villain coupling \( \beta_V \) is 20% (7%) smaller at than the Wilson coupling \( \beta \) at \( \beta = 3 \) (\( \beta = 7 \)).

We calculate numerically the Casimir potential using Eq. (36) in which the Wilson coupling \( \beta \) is substituted by its Villain counterpart (80), \( \beta \rightarrow \beta_V \). Then we fit the lattice data for the Casimir potential by the theoretical formula given by Eqs. (77) and (75):

\[
V_{\text{lat}}(R) = \frac{C_{\text{lat}}}{C_{\text{th}}} V_{\text{th}}(R),
\]

where, for the sake of convenience, we introduced \( C_{\text{th}} \), Eq. (79). In Eq. (81) the prefactor \( C_{\text{lat}} \) plays a role of a single fit parameter.

The examples of the lattice fits in the ideal-metal limit \( \varepsilon \rightarrow \infty \) are shown in Fig. 8. The lattice function (81) describes the numerical data almost perfectly with \( \chi^2/\text{d.o.f} \lesssim 1 \). The results are essentially robust.
against removal one or two points in the ultraviolet region as the corresponding fitting parameters $C_{\text{lat}}$ coincide with each other within error bars. The latter property highlights the correctness of the chosen fit method.

The dependence of the best fit parameter $C_{\text{lat}}$ on the value of the lattice coupling $\beta$ in the ideal-metal limit is shown in Fig. 9. First of all, we notice that the numerical result matches perfectly the theoretical prediction because $C_{\text{lat}} = C_{\text{th}}$ within small error bars for all studied values of the lattice coupling $\beta$. We may attribute this property to inevitable finite-size corrections which may appear due to Wilsonian cos-type of the chosen action. We also notice from Fig. 9 that the Casimir effect is independent on the lattice coupling which implies a very good scaling towards the continuum limit. The latter matches well with the theoretical fact that the Casimir energy between ideally conducting plates should not depend on the coupling constant.

3. Casimir effect at finite permittivity

Our approach allows us to study dependence of the Casimir force on the permittivity $\varepsilon$ of the wires. Since in our setup the wires are infinitely thin, the system can be characterized, in a continuum limit, by the following space-dependent permittivity:

$$\varepsilon(x) = 1 + \varepsilon \left[ \delta(x - l_1) + \delta(x - l_2) \right]$$

(82)

where $x \equiv x_1$ and $|l_1 - l_2| = R$ according to Fig. 1.

We have repeated the analysis of the previous section for a wide range of $\varepsilon$. We have found that at finite $\varepsilon$ the data match very well the lattice version $^{79}$ of the $1/R^2$ potential. The corresponding continuum counterpart of the zero-point potential is as follows:

$$V_{\text{Cas}}(R, \varepsilon) = -\frac{C(\varepsilon)}{R^2}.$$  

(83)

In Fig. 10, we show the dependence of the strength $C(\varepsilon)$ of the Casimir interaction $^{83}$ on the permittivity of the wires as compared to the strength of the effect in the ideal-metal limit at infinite permittivity. The numerical data show very good scaling as the data points corresponding to different values of the lattice coupling $\beta$ lie on the same curve. The dependence of the strength factor $C(\varepsilon)$ on permittivity can be very well described by the following function $^2$

$$C(\varepsilon) = \frac{\varepsilon - 1}{\varepsilon + 2} C_\infty,$$

(84)

where the factor $C_\infty$ for an ideal conductor is given in Eq. (79). The function in Eq. (84), shown in Fig. 10 by the solid line, describes the numerical data almost perfectly.

\[ \text{FIG. 10. The strength factor } C \text{ of the zero-point energy }^{83} \text{ as the function of permittivity } \varepsilon \text{ of the wires. The solid line corresponds to the function }^{84}. \]

\[ ^2 \text{ A fit of the lattice data by the function } \frac{C(\varepsilon)}{C_\infty} = \frac{\varepsilon + \varepsilon_1}{\varepsilon + \varepsilon_2} \text{ gives the following best fit parameters: } \varepsilon_1 = -1.01(1) \text{ and } \varepsilon_1 = 1.99(7). \]
V. CONCLUSIONS

We proposed a simple method to calculate the zero-point (Casimir) vacuum energy using Monte-Carlo methods in the framework of lattice gauge theory.

The Casimir energy is associated with modification of the zero-point vacuum fluctuations in the presence of physical objects which impose certain boundary conditions on (electromagnetic) fields and/or affect the fields via relative permittivity $\varepsilon$ and/or permeability $\mu$ of the material. In our numerical method the materials are described by space- and orientation-dependent gauge coupling (21) in the lattice action (20).

In order to illustrate our approach we calculated the zero-point energy between two parallel thin wires characterized by a finite static permittivity $\varepsilon$. We carried out our simulations in a weak-coupling regime of an Abelian gauge theory in two spatial dimensions. The appropriate modification of the lattice gauge coupling is given by Eq. (27). In the continuum limit the wires are described by the spatially dependent permittivity (82).

In the limit of an ideally conducting wire, $\varepsilon \to \infty$, our result for the zero-point energy agrees very well with the analytical formula (27), Fig. 9. At finite values of the relative permittivity of the wires, $\varepsilon \geq 1$ the vacuum energy has the Casimir form (83) with a modified prefactor (84) shown in Fig. 10. Generally, our lattice data exhibit very accurate ultraviolet scaling.

Our method is suitable for calculations of the zero-point energy in thermodynamic equilibrium for materials described by (generally, space-dependent) static permittivity $\varepsilon(x)$ and permeability $\mu(x)$. It can be generalized to calculate the vacuum energy for spatially anisotropic materials of various shapes (with an appropriate discretization), at zero and finite temperatures, and for any, including non-Abelian, gauge groups.
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