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Abstract—Decentralized team problems where players have asymmetric information about the state of the underlying stochastic system have been actively studied, but games between such teams are less understood. We consider a general model of zero-sum stochastic games between two competing teams. This model subsumes many previously considered team and zero-sum game models. For this general model, we provide bounds on the upper (min-max) and lower (max-min) values of the game. Furthermore, if the upper and lower values of the game are identical (i.e., if the game has a value), our bounds coincide with the value of the game. Our bounds are obtained using two dynamic programs based on a sufficient statistic known as the common information belief (CIB). We also identify certain information structures in which only the minimizing team controls the evolution of the CIB. In these cases, we show that one of our CIB based dynamic programs can be used to find the min-max strategy (in addition to the min-max value). We propose an approximate dynamic programming approach for computing the values (and the strategy when applicable) and illustrate our results with the help of an example.

I. INTRODUCTION

In decentralized team problems, players collaboratively control a stochastic system to minimize a common cost. The information used by these players to select their control actions may be different. For instance, some of the players may have more information about the system state than others [1]; or each player may have some private observations that are shared with other players with some delay [2]. Such multi-agent team problems with an information asymmetry arise in a multitude of domains like autonomous vehicles and drones, power grids, transportation networks, military and rescue operations, wildlife conservation [3] etc. Over the past few years, several methods have been developed to address decentralized team problems [1], [4]–[7]. However, games between such teams are less understood. Many of the aforementioned systems are susceptible to adversarial attacks. Therefore, the strategies used by the team of players for controlling these systems must be designed in such a way that the damage inflicted by the adversary is minimized. Such adversarial interactions can be modeled as zero-sum games between competing teams, and our main goal in this paper is to develop a framework that can be used to analyze and solve them.

The aforementioned works [1], [4]–[7] on cooperative team problems solve them by first constructing an auxiliary single-agent Markov Decision Process (MDP). The auxiliary state (state of the auxiliary MDP) is the common information belief (CIB). CIB is the belief on the system state and all the players’ private information conditioned on the common (or public) information. Auxiliary actions (actions in the auxiliary MDP) are mappings from agents’ private information to their actions [4]. The optimal values of the team problem and this auxiliary MDP are identical. Further, an optimal strategy for the team problem can be obtained using any optimal solution of the auxiliary MDP with a simple transformation. The optimal value and strategies of this auxiliary MDP (and thus the team problem) can be characterized by dynamic programs (a.k.a. Bellman equations or recursive formulas). A key consequence of this characterization is that the CIB is a sufficient statistic for optimal control in team problems.

We investigate whether a similar approach can be used to characterize values and strategies in zero-sum games between teams. This extension is not straightforward. In general games (i.e., not necessarily zero-sum), it may not be possible to obtain such dynamic programs (DPs) and/or sufficient statistics [8], [9]. However, we show that for zero-sum games between teams, the values can be characterized by CIB based DPs. Further, we show that for some specialized models, the CIB based DPs can be used to characterize a min-max strategy as well. A key implication of our result is that this CIB based approach can be used to solve several team problems considered before [1], [4], [7] even in the presence of certain types of adversaries.

A phenomenon of particular interest and importance in team problems is signaling. Players in a team can agree upon their control strategies ex ante. Based on these agreed upon strategies, a player can often make inferences about the system state or the other players’ private information (which are otherwise inaccessible to the player). This implicit form of communication between players is referred to as signaling and can be vital for effective coordination. While signaling is beneficial in cooperative teams, it can be detrimental in the presence of an adversary. This is because the adversary can exploit it to infer sensitive private information and inflict severe damage upon the system. A concrete example that illustrates this trade-off between signaling and secrecy is discussed in Section V. Our framework can be used optimize this trade-off in several stochastic games between teams.

(a) Related Work on Games: Zero-sum games between two individual players with asymmetric information have been extensively studied. In [10]–[15], stochastic zero-sum
games with varying degrees of generality were considered and dynamic programming characterizations of the value of the game were provided. Various properties of the value functions (such as continuity) were also established and for some specialized information structures, these works also characterize a min-max strategy. Linear programs for computing the values and strategies in certain games were proposed in [16], [17]; and methods based on heuristic search value iteration (HSVI) [18] to compute the value of some games were proposed in [19], [20]. Zero-sum extensive form games in which a team of players competes against an adversary have been studied in [21]–[23]. Structured Nash equilibria in general games (i.e. not necessarily zero-sum) were studied in [24]–[26] under some assumptions on the system dynamics and players’ information structure. A combination of reinforcement learning and search was used in [27] to solve two-player zero-sum games. While this approach has very strong empirical performance, a better analytical understanding of it is needed. Our work is closely related to [15], [28] and builds on their results. Our novel contributions in this paper over past works are summarized below.

b) Contributions: (i) In this paper, we study a general class of stochastic zero-sum games between two competing teams of players. Our general model captures a variety of information structures including many previously considered stochastic team [1], [5], [7] and zero-sum game models [15], [19], [20] as well as game models that have not been studied before. Our results provide a unified framework for analyzing a wide class of game models that satisfy some minimal assumptions. (ii) For our general model, we adapt the techniques in [15] to provide bounds on the upper (min-max) and lower (max-min) values of the game. These bounds provide us with fundamental limits on the performance achievable by either team. Furthermore, if the upper and lower values of the game are identical (i.e., if the game has a value), our bounds coincide with the value of the game. Our bounds are obtained using two dynamic programs (DPs) based on a sufficient statistic known as the common information belief (CIB). (iii) We also identify a subclass of game models in which only one of the teams (say the minimizing team) controls the evolution of the CIB. In these cases, we show that one of our CIB based dynamic programs can be used to find the min-max value as well as a min-max strategy. (iv) Our result reveals that the structure of the CIB based min-max strategy is similar to the structure of team optimal strategies. Such structural results have been successfully used in prior works [7], [27] to design efficient strategies for significantly challenging team problems. (v) Lastly, we discuss an approximate dynamic programming approach along with key structural properties for computing the values (and the strategy when applicable) and illustrate our results with the help of an example.

c) Notation: Random variables are denoted by upper case letters, their realizations by the corresponding lower case letters. In general, subscripts are used as time index while superscripts are used to index decision-making agents. For time indices $t_1 \leq t_2$, $X_{t_1:t_2}$ is the short hand notation for the variables $(X_{t_1}, X_{t_1+1}, \ldots, X_{t_2})$. Similarly, $X^{1:2}$ is the short hand notation for the collection of variables $(X^1, X^2)$. Operators $P(\cdot)$ and $E[\cdot]$ denote the probability of an event, and the expectation of a random variable respectively. For random variables/vectors $X$ and $Y$, $P(\cdot) = y$, $E[X|Y = y]$ and $P(X = x | Y = y)$ are denoted by $P(\cdot|y)$, $E[X|y]$ and $P(x | y)$, respectively. For a strategy $g$, we use $P^g(\cdot)$ (resp. $E_p^g[\cdot]$) to indicate that the probability (resp. expectation) depends on the choice of $g$. For any finite set $\mathcal{A}$, $\Delta \mathcal{A}$ denotes the probability simplex over the set $\mathcal{A}$. For any two sets $\mathcal{A}$ and $\mathcal{B}$, $\mathcal{F}(\mathcal{A}, \mathcal{B})$ denotes the set of all functions from $\mathcal{A}$ to $\mathcal{B}$. We define rand to be mechanism that given (i) a finite set $\mathcal{A}$, (ii) a distribution $d$ over $\mathcal{A}$ and a random variable $K$ uniformly distributed over the interval $(0, 1)$, produces a random variable $X \in \mathcal{A}$ with distribution $d$, i.e.,

$$X = \text{rand}(\mathcal{A}, d, K) \sim d.$$  

### II. Problem Formulation

Consider a dynamic system with two teams. Team 1 has $N_1$ players and Team 2 has $N_2$ players. The system operates in discrete time over a horizon $T$. Let $X_t \in X_t$ be the state of the system at time $t$, and let $U_{t}^{1:j} \in \mathcal{U}_{t}^{1:j}$ be the action of Player $j$, $j \in \{1, \ldots, N_1\}$, in Team $i$, $i \in \{1, 2\}$, at time $t$. Let

$$U_t^1 = (U_t^{1,1}, \ldots, U_t^{1,N_1}) ; \quad U_t^2 = (U_t^{2,1}, \ldots, U_t^{2,N_2}),$$

and $\mathcal{U}_t^i$ be the set of all possible realizations of $U_t^i$. We will refer to $U_t^i$ as Team $i$’s action at time $t$. The state of the system evolves in a controlled Markovian manner as

$$X_{t+1} = f_t(X_t, U_t^1, U_t^2, W_t^s),$$

where $W_t^s$ is the system noise. There is an observation process $Y_{t}^{i,j} \in \mathcal{Y}_{t}^{i,j}$ associated with each Player $j$ in Team $i$ and is given as

$$Y_t^{i,j} = h_t^{i,j}(X_t, U_{t-1}^1, U_{t-1}^2, W_t^{i,j}),$$

where $W_t^{i,j}$ is the observation noise. Let us define

$$Y_t^1 = (Y_t^{1,1}, \ldots, Y_t^{1,N_1}) ; \quad Y_t^2 = (Y_t^{2,1}, \ldots, Y_t^{2,N_2}).$$

We assume that the sets $X_t, U_{t}^{1:j}$ and $Y_{t}^{i,j}$ are finite for all $i, j$ and $t$. Further, the random variables $X_1, W_t^s, W_t^{i,j}$ (referred to as the primitive random variables) can take finitely many values and are mutually independent.

**Remark 1.** An alternative approach commonly used for characterizing system dynamics and observation models is to specify the transition and observation probabilities. We emphasize that this alternative characterization is equivalent to ours in equations (2) and (3) [29].
a) Information Structure: At time $t$, Player $j$ in Team $i$ has access to a subset of all observations and actions generated so far. Let $I_{t}^{i,j}$ denote the collection of variables (i.e. observations and actions) available to Player $j$ in team $i$ at time $t$. Then $I_{t}^{i,j} \subseteq \cup_{t} \{Y_{1:t}^{i,j}, U_{1:t-1}^{i,j}\}$. The set of all possible realizations of $I_{t}^{i,j}$ is denoted by $Z_{t}^{i,j}$. Examples of such information structures include $I_{t}^{1,2} = \{Y_{1:t}^{1,2}, U_{1:t-1}^{1,2}\}$ which corresponds to the information structure in Dec-POMDPs [5] and $I_{t}^{i,j} = \{Y_{1:t}^{i,j}, Y_{1:t-2:d}, U_{1:t-1}^{i,j}\}$ wherein each player’s actions are seen by all the players and their observations become public after a delay of $d$ time steps.

Information $I_{t}^{i,j}$ can be decomposed into common and private information, i.e. $I_{t}^{i,j} = C_{t} \cup P_{t}^{i,j}$; common information $C_{t}$ is the set of variables known to all players at time $t$. The private information $P_{t}^{i,j}$ for Player $j$ in Team $i$ is defined as $I_{t}^{i,j} \setminus C_{t}$. Let

\[
P_{t}^{1} = \left( P_{t}^{1:1}, \ldots, P_{t}^{1:N_{1}} \right) ; \quad P_{t}^{2} = \left( P_{t}^{2:1}, \ldots, P_{t}^{2:N_{2}} \right).
\]

We will refer to $P_{t}^{i}$ as Team $i$’s private information. Let $C_{t}$ be the set of all possible realizations of common information at time $t$, $P_{t}^{i,j}$ be the set of all possible realizations of private information for Player $j$ in Team $i$ at time $t$ and $P_{t}^{i}$ be the set of all possible realizations of $P_{t}^{i,j}$. We make the following assumption on the evolution of common and private information. This is similar to Assumption 1 of [15], [24].

**Assumption 1.** The evolution of common and private information available to the players is as follows: (i) The common information $C_{t}$ is non-decreasing with time, i.e. $C_{t} \subseteq C_{t+1}$. Let $Z_{t+1} = C_{t+1} \setminus C_{t}$ be the increment in common information. Thus, $C_{t+1} = \{C_{t}, Z_{t+1}\}$. Furthermore,

\[
Z_{t+1} = \zeta_{t+1}(P_{t}^{1:2}, U_{t}^{1:2}, Y_{t+1}^{1:2}), \tag{4}
\]

where $\zeta_{t+1}$ is a fixed transformation. (ii) The private information evolves as

\[
P_{t+1}^{i} = \xi_{t+1}(P_{t}^{i+1}, U_{t}^{i+1}, Y_{t+1}^{i+1}), \tag{5}
\]

where $\xi_{t+1}^{i}$ is a fixed transformation and $i = 1, 2$.

As noted in [4], [15], a number of information structures satisfy the above assumption. Our analysis applies to any information structure that satisfies Assumption 1 including, among others, Dec-POMDPs and the delayed sharing information structure discussed above.

b) Strategies and Values: Players can use any information available to them to select their actions and we allow behavioral strategies for all players. Thus, at time $t$, Player $j$ in Team $i$ chooses a distribution $\delta_{U_{t}^{i,j}}$ over its action space using a control law $g_{t}^{i,j} : I_{t}^{i,j} \rightarrow \Delta U_{t}^{i,j}$, i.e.,

\[
\delta_{U_{t}^{i,j}} = g_{t}^{i,j}(I_{t}^{i,j}) = g_{t}^{i,j}(C_{t}, P_{t}^{i,j}).
\]

The distribution $\delta_{U_{t}^{i,j}}$ is then used to randomly generate the control action $U_{t}^{i,j}$ as follows. We assume that player $j$ of Team $i$ has access to i.i.d. random variables $K_{t}^{i,j}$ that are uniformly distributed over the interval $(0, 1]$. These uniformly distributed variables are independent of each other and of the primitive random variables. The action $U_{t}^{i,j}$ is generated using $K_{t}^{i,j}$ and the randomization mechanism described in (1), i.e.,

\[
U_{t}^{i,j} = \text{RAND}(\{U_{t}^{i,j}, \delta_{U_{t}^{i,j}}, K_{t}^{i,j}\}). \tag{6}
\]

The collection of control laws used by the players in Team $i$ at time $t$ is denoted by $g_{t}^{i} = (g_{t}^{i,1}, \ldots, g_{t}^{i,N_{i}})$ and is referred to as the control law of Team $i$ at time $t$. Let the set of all possible control laws for Team $i$ at time $t$ be denoted by $G_{i}^{t}$. The collection of control laws $g^{t} = (g_{1}^{t}, \ldots, g_{T}^{t})$ is referred to as the control strategy of Team $i$, and the pair of control strategies $(g^{1}, g^{2})$ is referred to as a strategy profile. Let the set of all possible control strategies for Team $i$ be $G_{i}$.

The total expected cost associated with a strategy profile $(g^{1}, g^{2})$ is

\[
J(g^{1}, g^{2}) = E(g^{1}, g^{2}) \left[ \sum_{t=1}^{T} c_{t}(X_{t}, U_{1}^{t}, U_{2}^{t}) \right] , \tag{7}
\]

where $c_{t} : X_{t} \times U_{1}^{t} \times U_{2}^{t} \rightarrow \mathbb{R}$ is the cost function at time $t$. Team 1 wants to minimize the total expected cost, while Team 2 wants to maximize it. We refer to this zero-sum game between Team 1 and Team 2 as Game $\mathcal{G}$.

**Definition 1.** The upper and lower values of the game $\mathcal{G}$ are respectively defined as

\[
S^{u}(\mathcal{G}) = \min_{g^{1} \in G_{1}} \max_{g^{2} \in G_{2}} J(g^{1}, g^{2}) , \tag{8}
\]

\[
S^{l}(\mathcal{G}) = \max_{g^{1} \in G_{1}} \min_{g^{2} \in G_{2}} J(g^{1}, g^{2}) . \tag{9}
\]

If the upper and lower values are the same, they are referred to as the value of the game and denoted by $S(\mathcal{G})$. The minimizing strategy in (8) is referred to as Team 1’s optimal strategy and the maximizing strategy in (9) is referred to as Team 2’s optimal strategy.

A key objective of this work is to characterize the upper and lower values $S^{u}(\mathcal{G})$ and $S^{l}(\mathcal{G})$ of Game $\mathcal{G}$. To this end, we will define an expanded virtual game $\mathcal{G}_{e}$. This virtual game will be used to obtain bounds on the upper and lower values of the original game $\mathcal{G}$. These bounds happen to be tight when the upper and lower values of game $\mathcal{G}$ are equal. For a sub-class of information structures, we will show that the expanded virtual game $\mathcal{G}_{e}$ can be used to obtain optimal strategies for one of the teams.

**Remark 2.** An alternative way of randomization is to use mixed strategies wherein a player randomly chooses a deterministic strategy at the beginning of the game and uses it for selecting its actions. According to Kuhn’s theorem, mixed and behavioral strategies are equivalent when players have perfect recall [31].

**Remark 3 (Independent and Shared Randomness).** In most situations, the source of randomization is either privately known to the player (as in (6)) or publicly known to all the players in both teams. In this paper, we focus on independent

\[\text{The strategy spaces } G^{1} \text{ and } G^{2} \text{ are compact and the cost } J(\cdot) \text{ is continuous in } g^{1}, g^{2}. \text{ Hence, the existence of optimal strategies can be established using Berge’s maximum theorem [30].} \]
randomization as in (6). In some situations, a shared source of randomness may be available to all players in Team $i$ but not to any of the players in the opposing team. Such shared randomness can help players in a team coordinate better. We believe that our approach can be extended to this case as well with some modifications.

We note that if the upper and lower values of game $G$ are the same, then any pair of optimal strategies $(g^1, g^2)$ forms a Team Nash Equilibrium, i.e., for every $g^1 \in G^1$ and $g^2 \in G^2$,

$$J(g^1, g^2) \leq J(g^1, g^{2*}) \leq J(g^1, g^2).$$

In this case, $J(g^1, g^{2*})$ is the value of the game, i.e. $J(g^1, g^{2*}) = S^i(G) = S^u(G)$. Conversely, if a Team Nash Equilibrium exists, then the upper and lower values are the same [33].

### III. EXPANDED VIRTUAL GAME $G_e$

The expanded virtual game $G_e$ is constructed using the methodology in [15]. This game involves the same underlying system model as in game $G$. The key distinction between games $G$ and $G_e$ lies in the manner in which the actions used to control the system are chosen. In game $G_e$, all the players in each team of game $G$ are replaced by a virtual player. Thus, game $G_e$ has two virtual players, one for each team, and they operate as follows.

- **a) Prescriptions:** Consider virtual player $i$ associated with Team $i$, $i = 1, 2$. At each time $t$ and for each $j = 1, \ldots, N_i$, virtual player $i$ selects a function $\Gamma_{i,t}^j$ that maps private information $P_{i,t}^{j,i}$ to a distribution $U_{i,t}^{j,i}$ over the space $U_{i,t}^{j,i}$. Thus, $\delta U_{i,t}^{j,i} = \Gamma_{i,t}^j(P_{i,t}^{j,i})$. The set of all such mappings is denoted by $B_{i,t}^{j} = \mathcal{F}(P_{i,t}^{j,i}, \Delta U_{i,t}^{j,i})$. We refer to the tuple $\Gamma_{i,t}^j = (\Gamma_{i,t}^{1,j}, \ldots, \Gamma_{i,t}^{N_i,j})$ of such mappings as virtual player $i$’s prescription at time $t$. The set of all possible prescriptions for virtual player $i$ at time $t$ is denoted by $B_i^j = B_{i,t}^{1,j} \times \cdots \times B_{i,t}^{N_i,j}$. Once virtual player $i$ selects its prescription, the action $U_{i,t}^{j,i}$ is randomly generated according to the distribution $\Gamma_{i,t}^j(P_{i,t}^{j,i})$. More precisely,

$$U_{i,t}^{j,i} = \text{RAN}(U_{i,t}^{j,i}, \Gamma_{i,t}^j(P_{i,t}^{j,i}, K_{i,t}^{j,i}),) \quad (10)$$

where the random variable $K_{i,t}^{j,i}$ and the mechanism $\text{RAN}$ are the same as in equation (6).

- **b) Strategies:** The virtual players in game $G_e$ have access to the common information $C_t$ and all the past prescriptions of both players, i.e., $\Gamma_{1:t-1}^{1,2}$. Virtual player $i$ selects its prescription at time $t$ using a control law $\hat{\chi}_t^i$, i.e., $\Gamma_{i,t}^i = \hat{\chi}_t^i(C_t, \Gamma_{1:t-1}^{1,2})$. Let $\mathcal{H}_t^i$ be the set of all such control laws at time $t$ and $\mathcal{H}_t^i = \mathcal{H}_t^1 \times \cdots \times \mathcal{H}_t^N$ be the set of all control strategies for virtual player $i$. The total cost for a strategy profile $(\hat{\chi}_1^1, \hat{\chi}_2^2)$ is

$$J(\hat{\chi}_1^1, \hat{\chi}_2^2) = \mathbb{E}(\hat{\chi}_1^1, \hat{\chi}_2^2) \left[ \sum_{t=1}^T \hat{c}_t(X_t, U_{i,t}^{1,i}, U_{j,t}^{2,j}) \right] \quad (11)$$

$^4$When players in a team randomize independently, Team Nash equilibria may not exist in general [32].

The upper and lower values in $G_e$ are defined as

$$S^u(G_e) = \min_{\hat{\chi}_1^1} \max_{\hat{\chi}_2^2} J(\hat{\chi}_1^1, \hat{\chi}_2^2)$$

$$S^l(G_e) = \max_{\hat{\chi}_2^2} \min_{\hat{\chi}_1^1} J(\hat{\chi}_1^1, \hat{\chi}_2^2).$$

The following theorem establishes the relationship between the upper and lower values of the expanded game $G_e$ and the original game $G$. This result is analogous to Theorem 1 from [15].

**Theorem 1** (Proof in App. III). The lower and upper values of the two games described above satisfy the following:

$$S^l(G) \leq S^l(G_e) \leq S^u(G_e) \leq S^u(G).$$

Further, all these inequalities become equalities when a Team Nash equilibrium exists in Game $G$.

**A. The Dynamic Programming Characterization**

We describe a methodology for finding the upper and lower values of the expanded game $G_e$ in this subsection. The results (and their proofs) in this subsection are similar to those in Section 4.2 of [15]. However, the prescription spaces $B_i^j$ in this paper are different (and more general) from those in [15], and thus our results in this paper are more general. Our dynamic program is based on a sufficient statistic for virtual players in game $G_e$, called the common information belief (CIB).

**Definition 2.** At time $t$, the common information belief (CIB), denoted by $\Pi_t$, is defined as the virtual players’ belief on the state and private information based on their information in game $G_e$. Thus, for each $x_t \in X_t$, $p_t^1 \in P_t^1$ and $p_t^2 \in P_t^2$, we have

$$\Pi_t(x_t, p_t^1, p_t^2) = \mathbb{P}[X_t = x_t, P_t^1 = p_t^1 | C_t, \Gamma_{1:t-1}^{1,2}].$$

The belief $\Pi_t$ takes values in the set $S_t = \Delta(X_t \times P_t^1 \times P_t^2)$.

The following lemma describes an update rule that can be used to compute the CIB.

**Lemma 1** (Proof in App. III). For any strategy profile $(\hat{\chi}_1^1, \hat{\chi}_2^2)$ in Game $G_e$, the common information based belief $\Pi_t$ evolves almost surely as

$$\Pi_{t+1} = F_t(\Pi_t, \Gamma_{1:t}^{1,2}, Z_{t+1}), \quad (12)$$

where $F_t$ is a fixed transformation that does not depend on the virtual players’ strategies. Further, the total expected cost can be expressed as

$$J(\hat{\chi}_1^1, \hat{\chi}_2^2) = \mathbb{E}(\hat{\chi}_1^1, \hat{\chi}_2^2) \left[ \sum_{t=1}^T \hat{c}_t(X_t, U_{i,t}^{1,i}, U_{j,t}^{2,j}) \right], \quad (13)$$

where the function $\hat{c}_t$ is as defined in equation (5) in Appendix II.

**a) Values in Game $G_e$:** We now describe two dynamic programs, one for each virtual player in $G_e$. The minimizing virtual player (virtual player 1) in game $G_e$ solves the following dynamic program. Define $V_{T+1}^e(\pi_{T+1}) = 0$ for every $\pi_{T+1}$. In a backward inductive manner, at each time
and prescriptions $\chi_1^t$, $\gamma_1^t$, define the upper cost-to-go function $w^{u}_t$ and the upper value function $V^{u}_t$ as

\[
\begin{align*}
  w^{u}_t(\pi_t, \gamma_1^t, \gamma_2^t) &= \tilde{c}_t(\pi_t, \gamma_1^t, \gamma_2^t) + E[V^{u}_{t+1}(F_t(\pi_t, \gamma_1^{t:2}, Z_{t+1})) | \pi_t, \gamma_1^{t:2}], \\
  V^{u}_t(\pi_t) &= \min_{\gamma_1^t, \gamma_2^t} w^{u}_t(\pi_t, \gamma_1^t, \gamma_2^t).
\end{align*}
\]

The maximizing virtual player (virtual player 2) solves an analogous max-min dynamic program with a lower cost-to-go function $w^{l}_t$ and lower value function $V^{l}_t$ (See App. III for details).

**Lemma 2** (Proof in App. III). For each $t$, there exists a measurable mapping $\Xi^1_t: S_t \rightarrow B^1_t$ such that $V^{u}_t(\pi_t) = \max_{\gamma_1^t} w^{u}_t(\pi_t, \Xi^1_t(\pi_t), \gamma_1^t)$. Similarly, there exists a measurable mapping $\Xi^2_t: S_t \rightarrow B^2_t$ such that $V^{l}_t(\pi_t) = \min_{\gamma_1^t} w^{l}_t(\pi_t, \Xi^2_t(\pi_t), \gamma_1^t)$.

**Theorem 2** (Proof in App. IV). The upper and lower values of the expanded virtual game $\mathcal{G}_e$ are given by $S^u(\mathcal{G}_e) = E[V^{u}_1(\Pi_1)]$ and $S^l(\mathcal{G}_e) = E[V^{l}_1(\Pi_1)]$.

**Theorem 2** gives us a dynamic programming characterization of the upper and lower values of the expanded game. As mentioned in Theorem 1, the upper and lower values of the original game provide bounds on the corresponding values of the original game. If the original game has a Nash equilibrium, then the dynamic programs described above characterize the value of the game.

**b) Optimal Strategies in Game $\mathcal{G}_e$:** The mappings $\Xi^1$ and $\Xi^2$ obtained from the dynamic programs described above (see Lemma 2) can be used to construct optimal strategies for both virtual players in game $\mathcal{G}_e$ in the following manner.

**Definition 3.** Define strategies $\tilde{\chi}^1$ and $\tilde{\chi}^2$ for virtual players 1 and 2 respectively as follows: for each instance of common information $c_t$ and prescription history $\gamma_1^{t:1:t-1}$, let

\[
\begin{align*}
  \tilde{\chi}^{1}_t(c_t, \gamma_1^{t:1:t-1}) &= \Xi^1_t(\pi_t); \\
  \tilde{\chi}^{2}_t(c_t, \gamma_1^{t:1:t-1}) &= \Xi^2_t(\pi_t),
\end{align*}
\]

where $\Xi^1$ and $\Xi^2$ are the mappings defined in Lemma 2 and $\pi_t$ (which is a function of $c_t, \gamma_1^{t:1:t-1}$) is obtained in a forward inductive manner using the update rule $F_t$ defined in Lemma 7.

**Theorem 3** (Proof in App. IV). The strategies $\tilde{\chi}^1$ and $\tilde{\chi}^2$ as defined in Definition 3 are, respectively, min-max and max-min strategies in the expanded virtual game $\mathcal{G}_e$.

**IV. ONLY VIRTUAL PLAYER 1 CONTROLS THE CIB**

In this section, we consider a special class of instances of Game $\mathcal{G}$ and show that the dynamic program in (15) can be used to obtain a min-max strategy for Team 1, the minimizing team in game $\mathcal{G}$. The key property of the information structures considered in this section is that the common information belief $\Pi_t$ is controlled by virtual player 1 in the corresponding expanded game $\mathcal{G}_e$. This is formally stated in the following assumption.

**Assumption 2.** For any strategy profile $(\tilde{\chi}^1, \tilde{\chi}^2)$ in Game $\mathcal{G}_e$, the CIB $\Pi_t$ evolves almost surely as

\[
\Pi_{t+1} = F_t(\Pi_t, \gamma_1^t, Z_{t+1}),
\]

where $F_t$ is a fixed transformation that does not depend on the virtual players’ strategies.

We will now describe some instances of Game $\mathcal{G}$ that satisfy Assumption 2. We note that two-player zero-sum games that satisfy a property similar to Assumption 2 were studied in [13].

**A. Game Models Satisfying Assumption 2**

-a) All players in Team 2 have the same information: Consider an instance of game $\mathcal{G}$ in which every player $j$ in Team 2 has the following information structure $I_{2j}^t = \{Y_{2t}, U_{2t}^{j-1}\}$. Further, Team 2’s information is known to every player in Team 1. Thus, the common information $C_t = I_{2j}^t$. Under this condition, players in Team 2 do not have any private information. Thus, their private information $P_t^2 = \emptyset$. Any information structure satisfying the above conditions satisfies Assumption 2 see Appendix VI-A for a proof. Since Team 1’s information structure is relatively unrestricted, the above model subsumes many previously considered team and game models. Notable examples of such models include: (i) all purely cooperative team problems in [1], [4], [7], [34], and (ii) two-player zero-sum games where one agent is more informed than the other [13], [16], [19].

b) Team 2’s observations become common information with one-step delay: Consider an instance of game $\mathcal{G}$ where the current private information of Team 2 becomes common information in the very next time-step. More specifically, we have $C_{t+1} = \{Y_{1t+1}, U_{1t+1}^{j-1}\}$ and for each Player $j$ in Team 2, $P_{2j}^t = Y_{2j}^t$. Note that unlike in [16], [19], players in Team 2 have some private information in this model. Any information structure that satisfies the above conditions satisfies Assumption 2 see Appendix VI-B for a proof.

c) Games with symmetric information: Consider the information structure where $I_{1i}^j = \cup_{i,j} \{Y_{1i}^{j-1}, U_{1i}^{j-1}\}$ for every $i, j$. All the players in this game have the same information and thus, players do not have any private information. Note that this model subsumes perfect information games. It can be shown that this model satisfies Assumption 2 using the same arguments in Appendix VI-A. In this case, the CIB is not controlled by both virtual players and thus, we can use the dynamic program to obtain both min-max and max-min strategies.

In addition to the models discussed above, there are other instances of $\mathcal{G}$ that satisfy Assumption 2. These are included in Appendix V.

**B. Min-max Value and Strategy in Game $\mathcal{G}$**

-a) Dynamic Program: Since we are considering special cases of Game $\mathcal{G}$, we can use the analysis in Section III to
Algorithm 1 Strategy \( g^{1,j*} \) for Player \( j \) in Team 1

Input: \( \Xi_t(\pi) \) obtained from DP for all \( t \) and all \( \pi \)

for \( t = 1 \) to \( T \) do

Current information: \( C_t, P_t^{1,j} \) {where \( C_t = \{C_{t-1}, Z_t\} \)}

Update CIB \( \Pi_t = F_{t-1}(\Pi_{t-1}, \Xi_{t-1}(\Pi_t), Z_t) \) {If \( t = 1 \), initialize CIB \( \Pi_t \) using \( C_t \)}

Get prescription \( \Gamma_1^t = (\Gamma_1^{1,1}, \ldots, \Gamma_1^{1,N_1}) = \Xi_t(\Pi_t) \)

Get distribution \( \delta(U_1^{1,j}) = \Gamma_1^{1,j}(P_{1}^{j}) \) and select action

\( U_1^{1,j} = \text{RAND}(U_1^{1,j}, \delta(U_1^{1,j}), K_{1}^{1,j}) \)

end for

write the min-max dynamic program for virtual player 1. Because of Assumption[2] the belief update \( F_1(\pi_t, \gamma_t^{1:2}, z_{t+1}) \) in (14) is replaced by \( F_1(\pi_t, \gamma_t^{1:2}, z_{t+1}) \). Using Theorems 2 and 3 we can conclude that the upper value of the expanded game \( S^u(\mathcal{G}_e) = \mathbb{E}[V^u(\Pi_1)] \) and that the strategy \( \chi^{1*} \) obtained from the DP is a min-max strategy for virtual player 1 in Game \( \mathcal{G}_e \). An approximate dynamic programming based approach for solving the dynamic programs is discussed in Appendix [VII]. This discussion includes certain structural properties of the value functions that make their computation significantly more tractable.

b) Min-max Value and Strategy: The following results provide a characterization of the min-max value \( S^u(\mathcal{G}) \) and a min-max strategy \( g^{1*} \) in game \( \mathcal{G} \) under Assumption[2]. Note that unlike the inequality in Theorem 1, the upper values of games \( \mathcal{G} \) and \( \mathcal{G}_e \) are always equal in this case.

Theorem 4 (Proof in App. VII). Under Assumption[2] we have \( S^u(\mathcal{G}) = S^u(\mathcal{G}_e) = \mathbb{E}[V^u(\Pi_1)] \).

Theorem 5 (Proof in App. VII). Under Assumption[2] the strategy \( g^{1*} \) defined in Algorithm 7 is a min-max strategy for Team 1 in the original game \( \mathcal{G} \).

V. A Special Case and Numerical Experiments

Consider an instance of Game \( \mathcal{G} \) in which Team 1 has two players and Team 2 has only one player. At each time \( t \), Player 1 in Team 1 observes the state perfectly, i.e. \( Y_1^{1,1} = X_t \), but the player in Team 2 gets an imperfect observation \( Y_2^t \) defined as in (3). Player 1 has complete history. However, Player 1 in Team 1 can ignore the past states \( X_{1:t-1} \) without loss of optimality.

Lemma 3 (Proof in App. IX). There exists a min-max strategy \( g^{1*} \) such that the control law \( g^{1,1*} \) at time \( t \) uses only \( X_t \) and \( I_2^{1} \) to select \( \delta(U_1^{1,1}) \), i.e., \( \delta(U_1^{1,1}) = g^{1,1*}(X_t, I_2^{1}) \).

The lemma above implies that, for the purpose of characterizing the value of the game and a min-max strategy for Team 1, we can restrict player 1’s information structure to be \( I_1^{1} = \{X_t, I_2^{1}\} \). Thus, the common and private information become: \( C_t = I_2^{1} \) and \( P_t^{1,1} = \{X_t\} \). We refer to this game with reduced private information as Game \( \mathcal{H}_c \). The corresponding expanded virtual game is denoted by \( \mathcal{H}_c \). A general methodology for reducing private information in decentralized team and game problems can be found in [35]. The information structure in \( \mathcal{H}_c \) is a special case of the first information structure in Section IV-B, and thus satisfies Assumption[2]. Therefore, using the dynamic program in Section IV-B we can obtain the value function \( V^u(\cdot) \) and the min-max strategy \( g^{1*} \).

a) Numerical Experiments: We consider a particular example of game \( \mathcal{H}_c \) described above. In this example, there are two entities (\( l \) and \( r \)) that can potentially be attacked and at any given time, exactly one of the entities is vulnerable. Player 1 of Team 1 knows which of the two entities is vulnerable whereas all the other players do not have this information. Player 2 of Team 1 can choose to defend one of the entities. The attacker in Team 2 can either launch a blanket attack on both entities or launch a targeted attack on one of the entities. When the attacker launches a blanket attack, the damage incurred by the system is minimal if Player 2 in Team 1 happens to be defending the vulnerable entity and the damage is substantial otherwise. When the attacker launches a targeted attack on the vulnerable entity, the damage is substantial irrespective of the defender’s position. But if the attacker targets the invulnerable entity, the attacker becomes passive and cannot attack for some time. Thus, launching a targeted attack involves high risk for the attacker. The state of the attacker (active or passive) and all the players’ actions are public information. The system state \( X_t \) thus has two components, the hidden state (\( l \) or \( r \)) and the state of the attacker (\( a \) or \( p \)). For convenience, we will denote the states (\( l, a \)) and (\( r, a \)) with 0 and 1 respectively.

The only role of Player 1 in Team 1 in this game is to signal the hidden state using two available actions \( a \) and \( \beta \). The main challenge is that both the defender and the attacker can see Player 1’s actions. Player 1 needs to signal the hidden state to some extent so that its teammate’s defense is effective under blanket attacks. However, if too much information is revealed, the attacker can exploit it to launch a targeted attack and cause significant damage. In this example, the key is to design a strategy that can balance between these two contrasting goals of signaling and secrecy. A precise description of this model is provided in Appendix [X]. In order to solve this problem, we used the approximate DP approach discussed in Appendix [VIII]. The value function \( V^u(\cdot) \) thus obtained is shown in Figure 1(a).
considered models) in which the CIB is controlled only by one of the teams (say the minimizing team). For such games, we also provide a characterization of the min-max strategy. Under this strategy, each player only uses the current CIB and its private information to select its actions. The sufficiency of the CIB and private information for optimality can potentially be exploited to design efficient strategies in various problems. Finally, we proposed a computational approach for approximately solving the CIB based DPs. There is significant scope for improvement in our computational approach. Tailored forward exploration heuristics for sampling the belief space and adding a policy network can improve the accuracy and tractability of our approach.
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A. Virtual Game $\mathcal{G}_v$

In order to establish the connection between the original game $\mathcal{G}$ and the expanded game $\mathcal{G}_e$, we construct an intermediate virtual game $\mathcal{G}_v$. Virtual game $\mathcal{G}_v$ is very similar to the expanded game $\mathcal{G}_e$. The only difference between games $\mathcal{G}_v$ and $\mathcal{G}_e$ is that the virtual players in Game $\mathcal{G}_v$ have access only to the common information $C_t$ at time $t$. On the other hand, the virtual players in Game $\mathcal{G}_e$ have access to the common information $C_t$ as well as the prescription history $\Gamma_{1:t-1}^{i,j}$ at time $t$. We formally define virtual game $\mathcal{G}_v$ below.

a) Model and Prescriptions: Consider virtual player $i$ associated with Team $i$, $i = 1, 2$. At each time $t$, virtual player $i$ selects a prescription $\Gamma^i_t = (\Gamma^{i,1}_t, \ldots, \Gamma^{i,N_t}_t) \in B^i_t$, where $B^i_t$ is the set of prescriptions defined in Section III. Once virtual player $i$ selects its prescription, the action $U^{i,j}_t$ is randomly generated according to the distribution $\Gamma^{i,j}_t(P^{i,j}_t)$. More precisely, the system dynamics for this game are given by:

\begin{align*}
X_{t+1} &= f_t(X_t, U^{1,2}_t, W^{1,2}_t) \\
P^{i}_t &= \xi_t(X_t, U^{i,2}_t, Y^{1,2}_t) \\
Y^{1,2}_t &= h_t(X_t, U^{1,2}_t, W^{1,2}_t) \\
U^{i,j}_t &= \text{RAND}(U^{i,j}_t, \Gamma^{i,j}_t(P^{i,j}_t, K^{i,j}_t)) \\
Z_{t+1} &= \xi_t(X_t, U^{1,2}_t, Y^{1,2}_t).
\end{align*}

where the functions $f_t, h_t, \xi_t, \text{RAND}$ and $\zeta_t$ are the same as in $\mathcal{G}$.

b) Strategies: In virtual game $\mathcal{G}_v$, virtual players use the common information $C_t$ to select their prescriptions at time $t$. The $i$th virtual player selects its prescription according to a control law $\chi^i_t$, i.e., $\Gamma^i_t = \chi^i_t(C_t)$. For virtual player $i$, the collection of control laws over the entire time horizon $\chi^i = (\chi^i_1, \ldots, \chi^i_T)$ is referred to as its control strategy. Let $H^i_t$ be the set of all possible control laws for virtual player $i$ at time $t$ and let $H^1 = \prod H^i_t$ be the set of all possible control strategies for virtual player $i$, i.e., $H^i = H^1_t \times \cdots \times H^N_t$. The total cost associated with the game for a strategy profile $(\chi^1, \chi^2)$ is

\[ J(\chi^1, \chi^2) = \mathbb{E}(\chi^1, \chi^2) \left[ \sum_{t=1}^T c_t(X_t, U^1_t, U^2_t) \right], \]

where the function $c_t$ is the same as in Game $\mathcal{G}$.

Note that any strategy $\chi^i \in H^i$ is equivalent to the strategy $\tilde{\chi}^i \in \tilde{H}^i$ that satisfies the following condition: for each time $t$ and for each realization of common information $c_t \in C_t$,

\[ \chi^i_t(c_t, \gamma^{1:2}_{1:t-1}) = \chi^i_t(c_t), \quad \forall \gamma^{1:2}_{1:t-1} \in B^{1:2}_{1:t-1}. \]

Hence, with slight abuse of notation, we can say that the strategy space $H^i$ in the virtual game $\mathcal{G}_v$ is a subset of the strategy space $\tilde{H}^i$ in the expanded game $\mathcal{G}_e$.

The following lemma establishes a connection between the original game $\mathcal{G}$ and the virtual game $\mathcal{G}_v$ constructed above.

**Lemma 4.** Let $S^u(\mathcal{G}_v)$ and $S^l(\mathcal{G}_v)$ be, respectively, the upper and lower values of the virtual game $\mathcal{G}_v$. Then,

\[ S^l(\mathcal{G}) = S^l(\mathcal{G}_v) \quad \text{and} \quad S^u(\mathcal{G}) = S^u(\mathcal{G}_v). \]

Consequently, if a Team Nash equilibrium exists in the original game $\mathcal{G}$, then $S(\mathcal{G}) = S^l(\mathcal{G}_v) = S^u(\mathcal{G}_v)$.

**Proof.** For a given strategy $g^i \in G^i$, let us define a strategy $\chi^i \in H^i$ in the following manner. For each time $t$, each instance of common information $c_t \in C_t$ and player $j = 1, \ldots, N_t$, let

\[ \gamma^i_{t,j} = g^i_{t,j}(c_t, \cdot), \]

and let $\gamma^i_1 = (\gamma^i_1, \ldots, \gamma^i_{N_t})$. Note that the partial function $g^i_{t,j}(c_t, \cdot)$ is a mapping from $P^{i,j}_t$ to $\Delta U^{i,j}_t$. Let

\[ \chi^i_t(c_t) = \gamma^i_t. \]

We will denote this correspondence between strategies in Game $\mathcal{G}$ and $\mathcal{G}_v$ with $M^i : G^i \to \tilde{H}^i$, $i = 1, 2$, i.e., $\chi^i = M^i(g^i)$. One can easily verify that the mapping $M^i$ is bijective. Further, for every $g^1 \in G^1$ and $g^2 \in G^2$, we have

\[ J(g^1, g^2) = J(M^1(g^1), M^2(g^2)). \]

We refer the reader to Appendix A of [24] for a proof of the above statement.
Therefore, for any strategy \( g^1 \in G^1 \), we have
\[
\sup_{g^2 \in G^2} J(g^1, g^2) = \sup_{g^2 \in G^2} J(M^1(g^1), M^2(g^2)) = \sup_{\chi^2 \in H^2} J(M^1(g^1), \chi^2).
\]  
(27)

Consequently,
\[
\inf_{g^1 \in G^1} \sup_{g^2 \in G^2} J(g^1, g^2) = \inf_{g^1 \in G^1} \sup_{\chi^2 \in H^2} J(M^1(g^1), \chi^2).
\]  
(29)

This implies that \( S^u(\emptyset) = S^u(\emptyset) \). We can similarly prove that \( S^l(\emptyset) = S^l(\emptyset) \).

**Remark 4.** We can also show that a strategy \( g^1 \) is a min-max strategy in Game \( \emptyset \) if and only if \( M^1(g^1) \) is a min-max strategy in Game \( \emptyset \). A similar statement holds for max-min strategies as well.

We will now establish the relationship between the upper and lower values of the virtual game \( \emptyset \) and the expanded virtual game \( \emptyset \). To do so, we define the following mappings between the strategies in games \( \emptyset \) and \( \emptyset \). To do so, we define the following mappings between the strategies in games \( \emptyset \) and \( \emptyset \).

**Definition 4.** Let \( \rho : H^1 \times H^2 \rightarrow H^1 \) be an operator that maps a strategy profile \((\tilde{\chi}^1, \tilde{\chi}^2)\) in virtual game \( \emptyset \) to a strategy \( \chi^1 \) for virtual player \( i \) in game \( \emptyset \) as follows: For \( t = 1, 2, \ldots, T \),
\[
\chi^i_t(c_t) = \tilde{\chi}^i_t(c_t, \gamma_{t+1}^t),
\]  
(31)

where \( \gamma_s^t = \chi^i_s(c_s, \tilde{\chi}^i_{t+1}^t) \) for every \( 1 \leq s \leq t - 1 \) and \( j = 1, 2 \). We denote the ordered pair \((g^1, g^2)\) by \( \rho \).

The mapping \( \rho \) is defined in such a way that the strategy profile \((\tilde{\chi}^1, \tilde{\chi}^2)\) and the strategy profile \(\rho(\tilde{\chi}^1, \tilde{\chi}^2)\) induce identical dynamics in the respective games \( \emptyset \) and \( \emptyset \).

**Lemma 5.** Let \((\chi^1, \chi^2)\) and \((\tilde{\chi}^1, \tilde{\chi}^2)\) be strategy profiles for games \( \emptyset \) and \( \emptyset \), such that \( \chi^i = \rho(\tilde{\chi}^1, \tilde{\chi}^2) \), \( i = 1, 2 \). Then,
\[
J(\chi^1, \chi^2) = J(\tilde{\chi}^1, \tilde{\chi}^2).
\]  
(32)

**Proof.** Let us consider the evolution of the virtual game \( \emptyset \) under the strategy profile \((\chi^1, \chi^2)\) and the expanded virtual game \( \emptyset \) under the strategy profile \((\tilde{\chi}^1, \tilde{\chi}^2)\). Let the primitive variables and the randomization variables \( K_{t+1}^{i,j} \) in both games be identical. The variables such as the state, action and information variables in the expanded game \( \emptyset \) are distinguished from those in the virtual game \( \emptyset \) by means of a tilde. For instance, \( \tilde{X}_t \) is the state in game \( \emptyset \) and \( \tilde{X}_t \) is the state in game \( \emptyset \).

We will prove by induction that the system evolution in both these games is identical over the entire horizon. This is clearly true at the end of time \( t = 1 \) because the state, observations and the common and private information variables are identical in both games. Moreover, since \( \chi^i = \rho(\tilde{\chi}^1, \tilde{\chi}^2) \), \( i = 1, 2 \), the strategies \( \chi^i \) and \( \tilde{\chi}^i \) are identical by definition (see Definition 4). Thus, the prescriptions and actions at \( t = 1 \) are also identical.

For induction, assume that the system evolution in both games is identical until the end of time \( t \). Then,
\[
X_{t+1} = f_t(X_t, U^{(i)}_{t+1}, W^a_t) = f_t(\tilde{X}_t, \tilde{U}^{(i)}_{t+1}, \tilde{W}_t) = \tilde{X}_{t+1}.
\]

Using equations (33), (5) and (4) we can similarly argue that \( Y^i_{t+1} = \tilde{Y}^i_{t+1} \), \( P^i_{t+1} = \tilde{P}^i_{t+1} \), and \( C_{t+1} = \tilde{C}_{t+1} \). Since \( \chi^i = \rho(\tilde{\chi}^1, \tilde{\chi}^2) \), we also have
\[
\Gamma_{t+1} = \chi^i_t(\tilde{C}_{t+1}, \tilde{C}^i_{t+1}) = \chi^i_t(\tilde{C}_{t+1}) = \tilde{\chi}^i_{t+1},
\]  
(33)

Here, equality (a) follows from the construction of the mapping \( \rho \) (see Definition 4) and equality (b) follows from the fact that \( C_{t+1} = \tilde{C}_{t+1} \). Further,
\[
U^{i,j}_{t+1} = \text{RAND}(\tilde{U}^{i,j}_{t+1}, K_{t+1}^{i,j}) = \text{RAND}(\tilde{U}^{i,j}_{t+1}, \tilde{K}_{t+1}^{i,j})
\]  
(34)

Thus, by induction, the hypothesis is true for every \( 1 \leq t \leq T \). This proves that the virtual and expanded games have identical dynamics under strategy profiles \((\chi^1, \chi^2)\) and \((\tilde{\chi}^1, \tilde{\chi}^2)\).

Since the virtual and expanded games have the same cost structure, having identical dynamics ensures that strategy profiles \((\chi^1, \chi^2)\) and \((\tilde{\chi}^1, \tilde{\chi}^2)\) have the same expected cost in games \( \emptyset \) and \( \emptyset \), respectively. Therefore, \( J(\chi^1, \chi^2) = J(\tilde{\chi}^1, \tilde{\chi}^2) \).
B. Proof of Theorem 7

For any strategy $\chi^1 \in H^1$, we have

$$\sup_{\tilde{\chi}^2 \in \tilde{H}^2} \mathcal{J}(\chi^1, \tilde{\chi}^2) \geq \sup_{\chi^2 \in H^2} \mathcal{J}(\chi^1, \chi^2),$$

because $H^2 \subseteq \tilde{H}^2$. Further,

$$\sup_{\tilde{\chi}^2 \in \tilde{H}^2} \mathcal{J}(\chi^1, \tilde{\chi}^2) = \sup_{\tilde{\chi}^2 \in \tilde{H}^2} \mathcal{J}(\tilde{\chi}^1, \tilde{\chi}^2)^2.$$ (37)

where the first equality is due to Lemma 5, the second equality is because $\tilde{\chi}^1$ and the last inequality is due to the fact that $\tilde{\chi}^2(\tilde{\chi}^1, \tilde{\chi}^2) \in H^2$ for any $\tilde{\chi}^2 \in \tilde{H}^2$.

Combining (36) and (39), we obtain that

$$\chi^1 \in H^1 \Rightarrow \mathcal{J}(\chi^1, \tilde{\chi}^2) = \sup_{\tilde{\chi}^2 \in \tilde{H}^2} \mathcal{J}(\chi^1, \tilde{\chi}^2).$$ (40)

Now,

$$S^u(\mathcal{G}_e) := \inf_{\tilde{\chi}^1 \in \tilde{H}^1} \sup_{\tilde{\chi}^2 \in \tilde{H}^2} \mathcal{J}(\chi^1, \tilde{\chi}^2)$$

and prescriptions $\gamma_i(\pi_i^{1:2}; u_i^{1:2} \in U_i^1)$ are chosen by the virtual players at time $t$.

We begin with defining the following transformations for each time $t$. Recall that $S_t$ is the set of all possible common information beliefs at time $t$ and $B_t^i$ is the prescription space for virtual player $i$ at time $t$.

**Definition 6.**

1) Let $\mathcal{P}_t^1 : S_t \times B_t^1 \times B_t^2 \to \Delta(Z_{t+1} \times X_{t+1} \times P_{t+1}^1 \times P_{t+1}^2)$ be defined as

$$\mathcal{P}_t^1(\pi_t, \gamma_t^{1:2}; z_{t+1}, x_{t+1}, p_{t+1}^{1:2}) := \pi_t(x_t, p_{t+1}^{1:2}) \gamma_t(1) \frac{\gamma_t(1)}{\gamma_t(1)} \gamma_t(2) \frac{\gamma_t(2)}{\gamma_t(2)} \mathbb{P}[x_{t+1}, p_{t+1}^{1:2}, z_{t+1} \mid x_t, p_t^{1:2}, u_t^{1:2}]].$$ (46)

We will use $\mathcal{P}_t^1(\pi_t, \gamma_t^{1:2})$ as a shorthand for the probability distribution $\mathcal{P}_t^j(\pi_t, \gamma_t^{1:2}; \cdots)$.

The distribution $\mathcal{P}_t^j(\pi_t, \gamma_t^{1:2})$ can be viewed as a joint distribution over the variables $Z_{t+1}, X_{t+1}, P_{t+1}^1 \times P_{t+1}^2$ if the distribution on $X_t, P_t^{1:2}$ is $\pi_t$ and prescriptions $\gamma_t^{1:2}$ are chosen by the virtual players at time $t$.

2) Let $\mathcal{P}_m^m : S_t \times B_t^1 \times B_t^2 \to \Delta Z_{t+1}$ be defined as

$$\mathcal{P}_m^m(\pi_t, \gamma_t^{1:2}; z_{t+1}) = \sum_{x_{t+1}, p_{t+1}^{1:2}} \mathcal{P}_t^j(\pi_t, \gamma_t^{1:2}; z_{t+1}, x_{t+1}, p_{t+1}^{1:2}).$$ (47)
The distribution $\mathcal{B}_t^m(\pi_t, \gamma_{t+1}^{(2)})$ is the marginal distribution of the variable $Z_{t+1}$ obtained from the joint distribution $\mathcal{B}_t^1(\pi_t, \gamma_{t+1}^{(2)})$ defined above.

3) Let $F_t : S_t \times B_t^1 \times B_t^2 \times Z_{t+1} \rightarrow S_{t+1}$ be defined as

$$F_t(\pi_t, \gamma_{t+1}^{(2)}, z_{t+1}) = \begin{cases} \mathcal{B}_t^1(\pi_t, \gamma_{t+1}^{(2)}; z_{t+1}, \ldots) & \text{if } \mathcal{B}_t^m(\pi_t, \gamma_{t+1}^{(2)}; z_{t+1}) > 0 \\ G_t(\pi_t, \gamma_{t+1}^{(2)}, z_{t+1}) & \text{otherwise} \end{cases}$$

where

$$G_t : S_t \times B_t^1 \times B_t^2 \times Z_{t+1} \rightarrow S_{t+1}$$

Let the collection of transformations $F_t$ that can be constructed using the method described in Definition 6 be denoted by $\mathcal{B}_t^c$. Note that the transformations $\mathcal{B}_t^1, \mathcal{B}_t^m$ and $F_t$ do not depend on the strategy profile $(\chi^1, \chi^2)$ because the term $\mathbb{P}[x_{t+1}, p_{t+1}^{(2)}, z_{t+1} \mid x_t, p_{t}^{(2)}, u_t]$ in (49) depends only on the system dynamics (see equations (17) – (21) and not on the strategy profile $(\chi^1, \chi^2)$.

Consider a strategy profile $(\chi^1, \chi^2)$. Note that the number of possible realizations of common information and prescription history under $(\chi^1, \chi^2)$ is finite. Let $c_{t+1}, \gamma_{t+1}^{(2)}$ be a realization of the common information and prescription history at time $t+1$ with non-zero probability of occurrence under $(\chi^1, \chi^2)$. For this realization of virtual players’ information, the common information based belief on the state and private information at time $t+1$ is given by

$$\pi_{t+1}(x_{t+1}, p_{t+1}^{(2)}) = \mathbb{P}(\chi^1, \chi^2)[X_{t+1} = x_{t+1}, P_{t+1}^{(2)} = p_{t+1}^{(2)} \mid c_{t+1}, \gamma_{t+1}^{(2)}]$$

for this realization of virtual players’ information, the common information based belief on the state and private information at time $t+1$ is given by

$$\pi_{t+1}(x_{t+1}, p_{t+1}^{(2)}) = \mathbb{P}(\chi^1, \chi^2)[X_{t+1} = x_{t+1}, P_{t+1}^{(2)} = p_{t+1}^{(2)} \mid c_{t+1}, \gamma_{t+1}^{(2)}]$$

where $\mathcal{B}_t^c$ is as defined in Definition 6. The equality in (51) is due to the structure of the system dynamics in game $G_c$ described by equations (17) – (21). Similarly, the denominator in (49) satisfies

$$\mathbb{P}(\chi^1, \chi^2)[Z_{t+1} = z_{t+1} \mid c_t, \gamma_{t+1}^{(2)}] = \sum_{x_{t+1}, p_{t+1}^{(2)}, z_{t+1}} \mathcal{B}_t^m(\pi_t, \gamma_{t+1}^{(2)}; z_{t+1}, x_{t+1}, p_{t+1}^{(2)})$$

where $\mathcal{B}_t^m$ is as defined in Definition 6. Thus, from equation (49), we have

$$\pi_{t+1} = \frac{\mathcal{B}_t^1(\pi_t, \gamma_{t+1}^{(2)}; z_{t+1}, x_{t+1}, p_{t+1}^{(2)})}{\mathcal{B}_t^m(\pi_t, \gamma_{t+1}^{(2)}; z_{t+1})} = F_t(\pi_t, \gamma_{t+1}^{(2)}; z_{t+1}),$$

where $F_t$ is as defined in Definition 6. Since the relation (54) holds for every realization $c_{t+1}, \gamma_{t+1}^{(2)}$ that has non-zero probability of occurrence under $(\chi^1, \chi^2)$, we can conclude that the common information belief $\Pi_t$ evolves almost surely as

$$\Pi_{t+1} = F_t(\Pi_t, \Gamma_t^{(2)}; Z_{t+1}), \quad t \geq 1,$$

under the strategy profile $(\chi^1, \chi^2)$.

The expected cost at time $t$ can be expressed as follows

$$\mathbb{E}(\chi^1, \chi^2)[c_t(X_t, U_t^{(1)}, U_t^{(2)})] = \mathbb{E}(\chi^1, \chi^2)[c_t(X_t, U_t^{(1)}, U_t^{(2)}) \mid C_t, \Gamma_t^{(2)}]$$

$^6$Note that the belief $\mathbb{P}(\chi^1, \chi^2)[x_t, p_{t-1}^{(2)} \mid c_t, \gamma_{t-1}^{(2)}] = \mathbb{P}(\chi^1, \chi^2)[x_t, p_{t-1}^{(2)} \mid c_t, \gamma_{t-1}^{(2)}]$ because $\gamma_i = \chi_i(c_t, \gamma_{t-1}^{(2)}), i = 1, 2.$
Proof. The proof can be easily obtained from the above definitions of the extended functions. □

C. Proof of Lemma 2

We will first prove inductively that the function \( w^u_i : \mathcal{S}_i \times \mathcal{B}_i^1 \times \mathcal{B}_i^2 \to \mathbb{R} \) is continuous. Let us assume that value function \( V^u_{t+1} \) is continuous for some \( t \leq T \). Note that this assumption clearly holds at \( t = T \). At time \( t \), we have

\[
V^u_t(\pi_t, \gamma^1_t, \gamma^2_t) = \mathbb{E}[V^u_{t+1}(F_t(\pi_t, \gamma^1_{t+1}, Z_{t+1})) \mid \pi_t, \gamma^1_{t+1}]
\]

Next, the total cost can be expressed as

\[
\mathbb{E}(\tilde{x}_1, \tilde{x}_2) = \mathbb{E}(\tilde{x}_1, \tilde{x}_2) = \mathbb{E}(\tilde{x}_1, \tilde{x}_2).
\]

Therefore, the total cost can be expressed as

\[
\mathbb{E}(\tilde{x}_1, \tilde{x}_2) \left[ \sum_{t=1}^T c_t(X_t, U^1_t, U^2_t) \right] = \mathbb{E}(\tilde{x}_1, \tilde{x}_2) \left[ \sum_{t=1}^T c_t(\Pi_t, \Gamma^1_t, \Gamma^2_t) \right].
\]

APPENDIX III

DOMAIN EXTENSION AND PROOF OF LEMMA 2

A. The Max-min Dynamic Program

The maximizing virtual player (virtual player 2) in game \( \mathcal{G}_c \) solves the following dynamic program. Define \( V^I_{T+1}(\pi_{T+1}) = 0 \) for every \( \pi_{T+1} \). In a backward inductive manner, at each time \( t \leq T \) and for each possible common information belief \( \pi_t \) and prescriptions \( \gamma^1_t, \gamma^2_t \), define the lower cost-to-go function \( w^l_t \) and the lower value function \( V^I_t \) as

\[
w^l_t(\pi_t, \gamma^1_t, \gamma^2_t) := \sum_{x_t, p^I_t, u^I_t} c_t(x_t, u^I_t) \pi(x_t, p^I_t, u^I_t) \gamma^1(p^I_t) \gamma^2(p^I_t, u^I_t).
\]

Therefore, the total cost can be expressed as

\[
\mathbb{E}(\tilde{x}_1, \tilde{x}_2) \left[ \sum_{t=1}^T c_t(X_t, U^1_t, U^2_t) \right] = \mathbb{E}(\tilde{x}_1, \tilde{x}_2) \left[ \sum_{t=1}^T c_t(\Pi_t, \Gamma^1_t, \Gamma^2_t) \right].
\]

B. Domain Extension

Recall that \( \mathcal{S}_i \) is the set of all probability distributions over the finite set \( \mathcal{X}_i \times \mathcal{P}_i^1 \times \mathcal{P}_i^2 \). Define

\[
\mathcal{S}_i := \{ \alpha \pi_t : 0 \leq \alpha \leq 1, \pi_t \in \mathcal{S}_i \}.
\]

The functions \( \tilde{c}_t \) in (53), \( \mathcal{P}_t^1 \) in (45), \( \mathcal{P}_t^m \) in (53) and \( F_t \) in (54) were defined for any \( \pi_t \in \mathcal{S}_i \). We will extend the domain of the argument \( \pi_t \) in these functions to \( \mathcal{S}_i \) as follows. For any \( \gamma^1_t, \gamma^2_t \in \mathcal{B}_t^1, i = 1, 2, z_{t+1} \in \mathcal{Z}_{t+1}, 0 \leq \alpha \leq 1 \) and \( \pi_t \in \mathcal{S}_i \), let

1. \( \tilde{c}_t(\alpha \pi_t, \gamma^1_t, \gamma^2_t) := \alpha \tilde{c}_t(\pi_t, \gamma^1_t, \gamma^2_t) \)
2. \( \mathcal{P}_t^1(\alpha \pi_t, \gamma^1_t) := \alpha \mathcal{P}_t^1(\pi_t, \gamma^1_t) \)
3. \( \mathcal{P}_t^m(\alpha \pi_t, \gamma^1_t) := \alpha \mathcal{P}_t^m(\pi_t, \gamma^1_t) \)
4. \( F_t(\alpha \pi_t, \gamma^1_t, z_{t+1}) := \begin{cases} F_t(\pi_t, \gamma^1_t, z_{t+1}) & \text{if } \alpha > 0 \\ 0 & \text{if } \alpha = 0, \end{cases} \)

where \( 0 \) is a zero-vector of size \( |\mathcal{X}_i \times \mathcal{P}_i^1 \times \mathcal{P}_i^2| \).

Having extended the domain of the above functions, we can also extend the domain of the argument \( \pi_t \) in the functions \( w^u_t(\cdot), u^I_t(\cdot), V^u_t(\cdot), V^I_t(\cdot) \) defined in the dynamic programs of Section III-A. First, for any \( 0 \leq \alpha \leq 1 \) and \( \pi_{T+1} \in \mathcal{S}_{T+1} \), define \( V^u_{T+1}(\alpha \pi_{T+1}) := 0 \). We can then define the following functions for every \( t \leq T \) in a backward inductive manner: For any \( \gamma^1_t, \gamma^2_t \in \mathcal{B}_t^1, i = 1, 2, 0 \leq \alpha \leq 1 \) and \( \pi_t \in \mathcal{S}_i \), let

\[
w^u_t(\alpha \pi_t, \gamma^1_t, \gamma^2_t) := \tilde{c}_t(\alpha \pi_t, \gamma^1_t, \gamma^2_t) + \mathcal{P}_t^m(\alpha \pi_t, \gamma^1_t, z_{t+1}) V^u_{t+1}(F_t(\alpha \pi_t, \gamma^1_{t+1}, z_{t+1}))
\]

\[
V^u_t(\alpha \pi_t) := \inf_{\gamma^1_t, \gamma^2_t} \mathcal{P}_t^1(\alpha \pi_t, \gamma^1_t, \gamma^2_t).
\]

Note that when \( \alpha = 1 \), the above definition of \( w^u_t(\cdot) \) is equal to the definition of \( w^u_t(\cdot) \) in equation (15) of the dynamic program. We can similarly extend \( w^l_t(\cdot) \) and \( V^I_t(\cdot) \).

Lemma 6. For any constant \( 0 \leq \alpha \leq 1 \) and any \( \pi_t \in \mathcal{S}_i \), we have \( \alpha V^u_t(\pi_t) = V^u_t(\alpha \pi_t) \) and \( \alpha V^I_t(\pi_t) = V^I_t(\alpha \pi_t) \).

Proof. The proof can be easily obtained from the above definitions of the extended functions. □
where the last inequality follows from the homogeneity property of the value functions in Lemma 6 and the structure of the belief update in (54). The first term in (67) is clearly continuous (see 58). Also, the transformation \( \mathcal{P}^\tau_t(\pi_t, \gamma_{1;\ell}^{1;2}; z_{t+1}, \ldots) \) defined in (45) is a continuous function. Therefore, by our induction hypothesis, the composition \( V_{t+1}^u(\mathcal{P}_t^\tau(\cdot)) \) is continuous in \((\pi_t, \gamma_{1;\ell}^{1;2})\) for every common observation \( z_{t+1} \). Thus, \( w^u_t \) is continuous in its arguments. To complete our inductive argument, we need to show that \( V_t^u \) is a continuous function and to this end, we will use the Berge’s maximum theorem (Lemma 17.31) in [30]. Since \( w^u_t \) is continuous and \( B^u_t \) is compact, we can use the maximum theorem to conclude that the following function

\[
V_t^u(\pi_t, \gamma_{1}^{1}) = \sup_{w^u_{\gamma_{1}^{1}}} w^u_{\gamma_{1}^{1}}(\pi_t, \gamma_{1}^{1}, \gamma_{2}^{1}) \tag{68}
\]

is continuous in \( \pi_t, \gamma_{1}^{1} \). Once again, we can use the maximum theorem to conclude that

\[
V_t^u(\pi_t) = \inf_{\gamma_{1}^{1}} V_t^u(\pi_t, \gamma_{1}^{1}) \tag{69}
\]

is continuous in \( \pi_t \). This concludes our inductive argument. Also, because of the continuity of \( V_t^u \) in (68), we can use the measurable selection condition (see Condition 3.3.2 in [36]) to prove the existence of the measurable mapping \( \Xi^2_t(\pi_t) \) as defined in Lemma 2. A similar argument can be made to establish the existence of a maximizer and a measurable mapping \( \Xi^2_t(\pi_t) \) as defined in Lemma 2. This concludes the proof of Lemma 2.

**Appendix IV**

**Proof of Theorem 2**

Let us first define a distribution \( \tilde{\Pi}_t \) over the space \( \mathcal{X}_t \times \mathcal{P}_{1;\ell}^1 \times \mathcal{P}_t^2 \) in the following manner. The distribution \( \tilde{\Pi}_t \), given \( C_t, \Gamma_{1;\ell}^{1;2} \), is recursively obtained using the following relation

\[
\tilde{\Pi}_t(x_t, p_{\bar{1}}, p_{\bar{2}}) = \mathbb{P}[X_t = x_t, P_{\bar{1}} = p_{\bar{1}}, P_{\bar{2}} = p_{\bar{2}} | C_t] \forall x_t, p_{\bar{1}}, p_{\bar{2}},
\]

\[
\tilde{\Pi}_{t+1} = F_\tau(\tilde{\Pi}_t, \Gamma_t^2, \Gamma_t^\ell, Z_{t+1}), \quad \tau \geq 1,
\]

where \( F_\tau \) is as defined in Definition 6 in Appendix II. We refer to this distribution as the strategy-independent common information belief (SI-CIB).

Let \( \bar{\chi} \in \mathcal{H}_t \) be any strategy for virtual player 1 in game \( \mathcal{G}_t \). Consider the problem of obtaining virtual player 2’s best response to the strategy \( \bar{\chi} \) with respect to the cost \( J(\bar{\chi}^1, \bar{\chi}^2) \) defined in (11). This problem can be formulated as a Markov decision process (MDP) with common information and prescription history \( C_t, \Gamma_{1;\ell}^{1;2} \) as the state. The control action at time \( t \) in this MDP is \( \Gamma_t^2 \), which is selected based on the information \( C_t, \Gamma_{1;\ell}^{1;2} \) using strategy \( \bar{\chi}^2 \in \mathcal{H}_t \). The evolution of the state \( C_t, \Gamma_{1;\ell}^{1;2} \) of this MDP is as follows

\[
\{C_{t+1}, \Gamma_{1;\ell}^{1;2}\} = \{C_t, Z_{t+1}, \Gamma_{1;\ell}^{1;2}, \bar{\chi}_t^1(C_t, \Gamma_{1;\ell}^{1;2}), \bar{\chi}_t^2(C_t, \Gamma_{1;\ell}^{1;2})\},
\]

where

\[
\mathbb{P}[\bar{\chi}_t^1, \bar{\chi}_t^2][Z_{t+1} = z_{t+1} | C_t, \Gamma_{1;\ell}^{1;2}, \Gamma_t^2] = \mathcal{P}^m_t[\tilde{\Pi}_t, \Gamma_t^2, \Gamma_t^\ell; z_{t+1}],
\]

almost surely. Here, \( \Gamma_t^1 = \bar{\chi}_t^1(C_t, \Gamma_{1;\ell}^{1;2}) \) and the transformation \( \mathcal{P}^m_t \) is as defined in Definition 6 in Appendix II. Notice that due to Lemma 1 the common information belief \( \Pi_t \) associated with any strategy profile \( (\bar{\chi}_t^1, \bar{\chi}_t^2) \) is equal to \( \tilde{\Pi}_t \) almost surely. This results in the state evolution equation in (73). The objective of this MDP is to maximize, for a given \( \bar{\chi}_t^1 \), the following cost

\[
\mathbb{E}(\bar{\chi}_t^1, \bar{\chi}_t^2) \left[ \sum_{t=1}^{T} \tilde{c}_t(\tilde{\Pi}_t, \Gamma_t^1, \Gamma_t^2) \right],
\]

where \( \tilde{c}_t \) is as defined in equation 58. Due to Lemma 1, the total expected cost defined above is equal to the cost \( J(\bar{\chi}_t^1, \bar{\chi}_t^2) \) defined in (11).

The MDP described above can be solved using the following dynamic program. For every realization of virtual players’ information \( c_{T+1}, \gamma_{1;\ell}^{1;2} \), define

\[
V_{T+1}^{\bar{\chi}_t^1}(c_{T+1}, \gamma_{1;\ell}^{1;2}) := 0.
\]

In a backward inductive manner, for each time \( t \leq T \) and each realization \( c_t, \gamma_{1;\ell}^{1;2} \), define

\[
V_t^{\bar{\chi}_t^1}(c_t, \gamma_{1;\ell}^{1;2}) := \sup_{\gamma_{1}^{1}} [\tilde{c}_t(\tilde{\Pi}_t, \gamma_{1}^{1}, \gamma_{2}^{1}) + \mathbb{E}[V_{t+1}^{\bar{\chi}_t^1}(c_{t}, Z_{t+1}, \gamma_{1;\ell}^{1;2}) | c_t, \gamma_{1;\ell}^{1;2}]],
\]

where \( \gamma_{1}^{1} = \bar{\chi}_t^1(c_t, \gamma_{1;\ell}^{1;2}) \) and \( \tilde{\Pi}_t \) is the SI-CIB associated with the information \( c_t, \gamma_{1;\ell}^{1;2} \). Note that the measurable selection condition (see condition 3.3.2 in [36]) holds for the dynamic program described above. Thus, the value functions \( V_t^{\bar{\chi}_t^1}() \) are
measurable and there exists a measurable best-response strategy for player 2 which is a solution to the dynamic program described above. Therefore, we have

$$\sup_{\tilde{\chi}} \mathcal{J}(\tilde{\chi}^1, \tilde{\chi}^2) = \mathbb{E} V_{t}^{\tilde{\chi}^1}(C_1).$$

(76)

Claim IV.1. For any strategy \( \tilde{\chi}^1 \in \tilde{\mathcal{H}}^1 \) and for any realization of virtual players’ information \( c_t, \gamma_{1,t-1}^1 \), we have

$$V_{t}^{\tilde{\chi}^1}(c_t, \gamma_{1,t-1}^1) \geq V_{t}^u(\tilde{\pi}_t),$$

(77)

where \( V_{t}^u \) is as defined in (73) and \( \tilde{\pi}_t \) is the SI-CIB belief associated with the instance \( c_t, \gamma_{1,t-1}^1 \). As a consequence, we have

$$\sup_{\tilde{\chi}} \mathcal{J}(\tilde{\chi}^1, \tilde{\chi}^2) \geq \mathbb{E} V_{t}^u(\Pi_1).$$

(78)

Proof. The proof is by backward induction. Clearly, the claim is true at time \( t = T + 1 \). Assume that the claim is true for all times greater than \( t \). Then we have

$$V_{t}^{\tilde{\chi}^1}(c_t, \gamma_{1,t-1}^1) = \sup_{\tilde{\chi}^1} \left[ c_t(\tilde{\pi}_t, \gamma_{1,t}^1) + \mathbb{E}[V_{t+1}(c_t, \gamma_{1,t+1}^1) | c_t, \gamma_{1,t}^1] \right]$$

$$\geq \sup_{\tilde{\chi}^1} \left[ c_t(\tilde{\pi}_t, \gamma_{1,t}^1) + \mathbb{E}[V_{t+1}(F_t(\tilde{\pi}_t, \gamma_{1,t}^1, \gamma_{t+1}^2)) | c_t, \gamma_{1,t}^1] \right]$$

$$\geq V_{t}^u(\tilde{\pi}_t).$$

The first equality follows from the definition in (75) and the inequality after that follows from the induction hypothesis. The last inequality is a consequence of the definition of the value function \( V_{t}^u \). This completes the induction argument. Further, using Claim [IV.1] and the result in (76), we have

$$\sup_{\tilde{\chi}} \mathcal{J}(\tilde{\chi}^1, \tilde{\chi}^2) = \mathbb{E} V_{1}^{\tilde{\chi}^1}(C_1) \geq \mathbb{E} V_{1}^u(\Pi_1) = \mathbb{E} V_{1}^u(\Pi_1).$$

We can therefore say that

$$S^u(\mathcal{G}_c) = \inf \sup_{\tilde{\chi}} \mathcal{J}(\tilde{\chi}^1, \tilde{\chi}^2) \geq \inf \mathbb{E} V_{1}^u(\Pi_1) = \mathbb{E} V_{1}^u(\Pi_1).$$

(79)

Further, for the strategy \( \tilde{\chi}^{1*} \) defined in Definition 3, the inequalities (77) and (78) hold with equality. We can prove this using an inductive argument similar to the one used to prove Claim [IV.1]. Therefore, we have

$$S^u(\mathcal{G}_c) = \inf \sup_{\tilde{\chi}} \mathcal{J}(\tilde{\chi}^1, \tilde{\chi}^2) = \inf \mathbb{E} V_{1}^{\tilde{\chi}^{1*}}(C_1) = \mathbb{E} V_{1}^u(\Pi_1).$$

(80)

Combining (79) and (80), we have

$$S^u(\mathcal{G}_c) = \mathbb{E} V_{1}^u(\Pi_1).$$

Thus, the inequality in (80) holds with equality which leads us to the result that the strategy \( \tilde{\chi}^{1*} \) is a min-max strategy in game \( \mathcal{G}_c \). A similar argument can be used to show that

$$S^l(\mathcal{G}_c) = \mathbb{E} V_{1}^l(\Pi_1),$$

and that the strategy \( \tilde{\chi}^{2*} \) defined in Definition 3 is a max-min strategy in game \( \mathcal{G}_c \).

APPENDIX V

INFORMATION STRUCTURES

A. Team 2 does not control the state

Consider an instance of Game \( \mathcal{G} \) in which the state evolution and the players’ observations are given by

$$X_{t+1} = f_t(X_t, U_t^i, W_t^i); \quad Y_{t+1} = h_t(X_t, U_t^1, W_t^1).$$

Further, let the information structure of the players be such that the common and private information evolve as

$$Z_{t+1} = C_{t+1} \setminus C_t = \zeta_{i,t+1}(P_{t+1}^{l,2}, U_t^1, Y_{t+1}^{1,2}) \quad (81)$$

$$P_{t+1}^{l,1} = \zeta_{i,t+1}(P_{t+1}^{l,2}, U_t^1, Y_{t+1}^{1,2}). \quad (82)$$

In this model, Team 2’s actions do not affect the system evolution and Team 2’s past actions are not used by any of the players to select their current actions. Any information structure that satisfies these conditions satisfies Assumption 2, see Appendix [VI-C] for a proof.
B. Global and local states

Consider a system in which the system state $X_t = (X^0_t, X^1_t, X^2_t)$ comprises of a global state $X^0_t$ and a local state $X^i_t = (X^{i,1}_t, \ldots, X^{i,N}_t)$ for Team $i = 1, 2$. The state evolution is given by

\[
X^0_{t+1} = f^1_t(X^0_t, X^1_t, U^1_t, U^2_t, W^s_{t+1})
\]

\[
X^1_{t+1} = f^2_t(X^0_t, X^1_t, U^1_t, U^2_t, W^s_{t+1})
\]

\[
X^2_{t+1} = f^3_t(X^0_t, U^1_t, U^2_t, W^s_{t+1}).
\]

Note that Team 2’s current local state does not affect the state evolution. Further, we have

\[
C_t = \{X^0_{1:t}, U^1_{1:t-1}, U^2_{1:t-1}\}
\]

\[
P^1_{t,j} = \{X^1_{t,j}\} \quad \forall j = 1, \ldots, N_1
\]

\[
P^2_{t,j} = \{X^2_{t,j}\} \quad \forall j = 1, \ldots, N_2.
\]

Under this system dynamics and information structure, we can prove that Assumption 2 holds. The proof of this is provided in Appendix VI-D.

APPENDIX VI

INFORMATION STRUCTURES THAT SATISFY ASSUMPTION 2 PROOFS

For each model in [IV-A], we will accordingly construct transformations $Q_t : S_t \times B^1_t \times Z_{t+1} \rightarrow \mathbb{R}^{|X_{t+1} \times P_{t+1}^{1:2}|}$ and $R_t : S_t \times B^1_t \times Z_{t+1} \rightarrow \mathbb{R}$ at each time $t$ such that

\[
\mathcal{B}_t^m(\pi_t, \gamma_{t+1}^{1:2}; z_{t+1}) \leq R_t(\pi_t, \gamma_t^{1:2}, z_{t+1}) \forall \pi_t, \gamma_{t+1}^{1:2}, z_{t+1},
\]

\[
\mathcal{B}_t^m(\pi_t, \gamma_{t+1}^{1:2}; z_{t+1}) = R_t(\pi_t, \gamma_t^{1:2}, z_{t+1}) \forall \mathcal{B}_t^m(\pi_t, \gamma_{t+1}^{1:2}; z_{t+1}) > 0.
\]

Note that the transformations $Q_t$ and $R_t$ do not make use of virtual player 2’s prescription $\gamma_{t+1}^2$. Following the methodology in Definition 6, we define $F_t$ as

\[
F_t(\pi_t, \gamma_{t+1}^{1:2}, z_{t+1}) = \begin{cases} \mathcal{B}_t^m(\pi_t, \gamma_{t+1}^{1:2}, z_{t+1}) & \text{if } \mathcal{B}_t^m(\pi_t, \gamma_{t+1}^{1:2}, z_{t+1}) > 0 \\ G_t(\pi_t, \gamma_{t+1}^{1:2}, z_{t+1}) & \text{otherwise,} \end{cases}
\]

where the transformation $G_t$ is chosen to be

\[
G_t(\pi_t, \gamma_{t+1}^{1:2}, z_{t+1}) = \begin{cases} \frac{Q_t(\pi_t, \gamma_{t+1}^{1:2}, z_{t+1})}{R_t(\pi_t, \gamma_{t+1}^{1:2}, z_{t+1})} & \text{if } R_t(\pi_t, \gamma_{t+1}^{1:2}, z_{t+1}) > 0 \\ \mathcal{Y}(X_{t+1} \times P_{t+1}^{1:2}) & \text{otherwise,} \end{cases}
\]

where $\mathcal{Y}(X_{t+1} \times P_{t+1}^{1:2})$ is the uniform distribution over the space $X_{t+1} \times P_{t+1}^{1:2}$. Since the transformations $Q_t$ and $R_t$ satisfy (89a) and (89b), we can simplify the expression for the transformation $F_t$ in (90) to obtain the following

\[
F_t(\pi_t, \gamma_{t+1}^{1:2}, z_{t+1}) = \begin{cases} \frac{Q_t(\pi_t, \gamma_{t+1}^{1:2}, z_{t+1})}{R_t(\pi_t, \gamma_{t+1}^{1:2}, z_{t+1})} & \text{if } R_t(\pi_t, \gamma_{t+1}^{1:2}, z_{t+1}) > 0 \\ \mathcal{Y}(X_{t+1} \times P_{t+1}^{1:2}) & \text{otherwise.} \end{cases}
\]

This concludes the construction of an update rule $F_t$ in the class $\mathcal{B}$ that does not use virtual player 2’s prescription $\gamma_{t+1}^2$. We will now describe the the construction of the transformations $Q_t$ and $R_t$ for each information structure in Section [IV-A].

A. All players in Team 2 have the same information

In this case, Team 2 does not have any private information and any instance of the common observation $z_{t+1}$ includes Team 2’s action at time $t$ (denote it with $\hat{a}_t^2$). The corresponding transformation $\mathcal{B}_t^2$ (see Definition 6) has the following form.

\[
\mathcal{B}_t^2(\pi_t, \gamma_{t+1}^{1:2}, x_{t+1}, p_1^{1:2})
\]

\[
= \sum_{x_t, p_1, p_2, u_1, u_2} \pi_t(x_t, p_1^{1:2}) \gamma_t^1(p_t^1; u_t^1) \gamma_t^2(p_t^2; u_t^2) P[x_{t+1}, p_1^{1:2}, z_{t+1} | x_t, p_1^{1:2}, u_1^{1:2}]
\]

\[
= \gamma_t^2(\mathcal{O}; \hat{a}_t^2) \sum_{x_t, p_1, u_1} \pi_t(x_t, p_1) \gamma_t^1(p_t^1; u_t^1) P[x_{t+1}, p_1^{1:2}, z_{t+1} | x_t, p_1^{1:2}, u_t^1, \hat{a}_t^2]
\]

\[
= \gamma_t^2(\mathcal{O}; \hat{a}_t^2) Q_t(\pi_t, \gamma_{t+1}^{1:2}, x_{t+1}, p_1^{1:2}).
\]
Here, we use the fact that Team 2 does not have any private information and \( \hat{u}_2^t \) is a part of the common observation \( z_{t+1} \). Similarly, the corresponding transformation \( \mathcal{P}_t^m \) (see Definition 6) has the following form.

\[
\mathcal{P}_t^m(\pi_t, \gamma_{t}^{1:2}; z_{t+1}) = \gamma_{t}^{2}(\varnothing; \hat{u}_2^t) \sum_{x_{t+1}, p_{t+1}^{1:2}} Q_t(\pi_t, \gamma_{t}^{1}; z_{t+1}; x_{t+1}, p_{t+1}^{1:2}) \\
=: \gamma_{t}^{2}(\varnothing; \hat{u}_2^t) R_t(\pi_t, \gamma_{t}^{1}, z_{t+1}).
\]

Using the results (96) and (98), we can easily conclude that the transformations \( Q_t \) and \( R_t \) defined above satisfy the conditions (89a) and (89b).

**B. Team 2’s observations become common information with a delay of one-step**

In this case, any instance of the common observation \( z_{t+1} \) includes Team 2’s private information at time \( t \) (denote it with \( \hat{p}_2^t \)) and Team 2’s action at time \( t \) (denote it with \( \hat{u}_2^t \)). The corresponding transformation \( \mathcal{P}_t^j \) (see Definition 6) has the following form.

\[
\mathcal{P}_t^j(\pi_t, \gamma_{t}^{1:2}; z_{t+1}, x_{t+1}, p_{t+1}^{1:2}) \\
= \sum_{x_t, p_t^{1:2}, u_t^{1:2}} \pi_t(x_t, p_t^{1:2}) \gamma_{t}^{1}(p_t^{1:2}, u_t^{1:2}) \gamma_{t}^{2}(\hat{p}_2^t, \hat{u}_2^t) [x_{t+1}, p_{t+1}^{1:2}, z_{t+1} \mid x_t, p_t^{1:2}, u_t^{1:2}] \\
= \gamma_{t}^{2}(\hat{p}_2^t, \hat{u}_2^t) \sum_{x_t, p_t^{1:2}, u_t^{1:2}} \pi_t(x_t, p_t^{1:2}) \gamma_{t}^{1}(p_t^{1:2}, u_t^{1:2}) [x_{t+1}, p_{t+1}^{1:2}, z_{t+1} \mid x_t, p_t^{1:2}, u_t^{1:2}] \\
=: \gamma_{t}^{2}(\hat{p}_2^t, \hat{u}_2^t) Q_t(\pi_t, \gamma_{t}^{1}, z_{t+1}; x_{t+1}, p_{t+1}^{1:2}).
\]

Here, we use the fact that both \( \hat{p}_2^t \) and \( \hat{u}_2^t \) are part of the common observation \( z_{t+1} \). Similarly, the corresponding transformation \( \mathcal{P}_t^m \) (see Definition 6) has the following form.

\[
\mathcal{P}_t^m(\pi_t, \gamma_{t}^{1:2}; z_{t+1}) = \gamma_{t}^{2}(\hat{p}_2^t, \hat{u}_2^t) \sum_{x_{t+1}, p_{t+1}^{1:2}} Q_t(\pi_t, \gamma_{t}^{1}; z_{t+1}, x_{t+1}, p_{t+1}^{1:2}) \\
=: \gamma_{t}^{2}(\hat{p}_2^t, \hat{u}_2^t) R_t(\pi_t, \gamma_{t}^{1}, z_{t+1}).
\]

Using the results (102) and (104), we can conclude that the transformations \( Q_t \) and \( R_t \) defined above satisfy the conditions (89a) and (89b).

**C. Team 2 does not control the state**

In this case, the corresponding transformation \( \mathcal{P}_t^j \) (see Definition 5) has the following form.

\[
\mathcal{P}_t^j(\pi_t, \gamma_{t}^{1:2}; z_{t+1}, x_{t+1}, p_{t+1}^{1:2}) \\
= \sum_{x_t, p_t^{1:2}, u_t^{1:2}} \pi_t(x_t, p_t^{1:2}) \gamma_{t}^{1}(p_t^{1:2}, u_t^{1:2}) \gamma_{t}^{2}(p_t^{1:2}, u_t^{1:2}) [x_{t+1}, p_{t+1}^{1:2}, z_{t+1} \mid x_t, p_t^{1:2}, u_t^{1:2}] \\
= \sum_{x_t, p_t^{1:2}, u_t^{1:2}} \pi_t(x_t, p_t^{1:2}) \gamma_{t}^{1}(p_t^{1:2}, u_t^{1:2}) \gamma_{t}^{2}(p_t^{1:2}, u_t^{1:2}) [x_{t+1}, p_{t+1}^{1:2}, z_{t+1} \mid x_t, p_t^{1:2}, u_t^{1:2}] \\
= \sum_{x_t, p_t^{1:2}, u_t^{1:2}} \pi_t(x_t, p_t^{1:2}) \gamma_{t}^{1}(p_t^{1:2}, u_t^{1:2}) [x_{t+1}, p_{t+1}^{1:2}, z_{t+1} \mid x_t, p_t^{1:2}, u_t^{1:2}] \\
=: Q_t(\pi_t, \gamma_{t}^{1}, z_{t+1}; x_{t+1}, p_{t+1}^{1:2}).
\]

Note that (107) holds because \( u_t^2 \) does not influence the evolution of state, common and private information and (108) follows by summing over \( u_t^2 \). Similarly, the corresponding transformation \( \mathcal{P}_t^m \) (see Definition 6) has the following form.

\[
\mathcal{P}_t^m(\pi_t, \gamma_{t}^{1:2}; z_{t+1}) = \sum_{x_{t+1}, p_{t+1}^{1:2}} Q_t(\pi_t, \gamma_{t}^{1}; x_{t+1}, p_{t+1}^{1:2}) \\
=: R_t(\pi_t, \gamma_{t}^{1}, z_{t+1}).
\]

Using the results (109) and (111), we can conclude that the transformations \( Q_t \) and \( R_t \) satisfy the conditions (89a) and (89b).
D. Global and local states

In this case, the private information variables of each player are part of the system state $X_t$ because $P^1_t = X^1_t$ and $P^2_t = X^2_t$. Therefore, the common information belief $\Pi_t$ is formed only on the system state. Let us first define a collection of beliefs with a particular structure

$$S'_t = \left\{ \pi \in S_t : \pi(x_0, x_1, x_2) = \Pi_x(x_0)\pi^{10}(x_1 | x_0)\pi^2(x_2) \quad \forall x_0, x_1, x_2 \right\},$$

where $\pi^{10}$ and $\pi^2$ denote the respective conditional and marginal distributions formed using the joint distribution $\pi$, and $\hat{x}$ is some realization of the global state $X^0_t$. Under the dynamics and information structure in this case, we can show that the belief $\pi_t$ computed recursively using the transformation $\hat{F}_t$ as in (53) always lies in $S'_t$ (for an appropriate initial distribution on the state $X^1_0$). Therefore, we restrict our attention to beliefs in the restricted set $S'_t$. Let $\pi_t \in S'_t$ such that

$$\pi_t(x_0, x_1, x_2) = \Pi_x(x_0)\pi^{10}_t(x_1 | x_0)\pi^2_t(x_2) \quad \forall x_0, x_1, x_2.$$  

In this case, any instance of the common observation $z_{t+1}$ comprises of the global state $x^0_t+1$ and players’ actions (denoted by $\hat{u}^1_t, \hat{u}^2_t$ for Teams 1 and 2 respectively). The corresponding transformation $\mathcal{P}^1_t$ (see Definition 6) has the following form.

$$\mathcal{P}^1_t(\pi_t, \gamma^{1:2}_t; z_{t+1}, x_{t+1}) = \sum_{x_t, u^{1:2}_t} \pi_t(x_t)\gamma^{1}_t(x^1_t; u^1_t)\gamma^{2}_t(x^2_t; u^2_t)\mathbb{P}[x_{t+1}, z_{t+1} | x_t, u^{1:2}_t]$$

$$= \left( \sum_{\chi^0_t, \chi^1_t} \mathbb{I}_x(x^0_t)\pi^{10}_t(x^0_t | x^0_t)\gamma^{1}_t(x^1_t; \hat{u}^1_t)\mathbb{P}[x_{t+1}, z_{t+1} | x^0_t, x^1_t, \hat{u}^{1:2}_t] \right) \left( \sum_{x^2_t} \pi^2_t(x^2_t)\gamma^2_t(x^2_t; \hat{u}^2_t) \right)$$

$$= Q_t(\pi_t, \gamma^{1}_t, z_{t+1}; x_{t+1}) \left( \sum_{x^2_t} \pi^2_t(x^2_t)\gamma^2_t(x^2_t; \hat{u}^2_t) \right).$$

Similarly, the corresponding transformation $\mathcal{P}^m_t$ (see Definition 6) has the following form.

$$\mathcal{P}^m_t(\pi_t, \gamma^{1:2}_t; z_{t+1}) = \left( \sum_{x^1_t} \pi^2_t(x^1_t)\gamma^2_t(x^1_t; \hat{u}^1_t) \right) \sum_{z_{t+1}} Q_t(\pi_t, \gamma^{1}_t, z_{t+1}; x_{t+1})$$

$$= \left( \sum_{x^1_t} \pi^2_t(x^1_t)\gamma^2_t(x^1_t; \hat{u}^1_t) \right) R_t(\pi_t, \gamma^{1}_t, z_{t+1}).$$

Using the results (118) and (120), we can conclude that the transformations $Q_t$ and $R_t$ satisfy the conditions (89a) and (89b).
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Let $\hat{\chi}^{1:s}_t \in \hat{H}^1$ be the min-max strategy for virtual player 1 in the expanded virtual game $\mathcal{G}_e$ as described in Section IV-B. Note that the strategy $\hat{\chi}^{1:s}_t$ uses only the common information $c_t$ and virtual player 1’s past prescriptions $\gamma^{1:z-1}_t$. This is because the CIB update $F_t$ in Assumption 2 does not depend on virtual player 2’s prescription $\gamma^2_t$. Let us define a strategy $\chi^{1:s}_t \in H^1$ for virtual player 1 in the virtual game $\mathcal{G}_e$ defined in Appendix I. At each time $t$ and for each instance $c_t \in C_t$, $\chi_t^{1:s}(c_t) = \Xi_t^1(\pi_t).$

Here, $\Xi^1_t$ is the mapping obtained by solving the min-max dynamic program (see Lemma 2) and $\pi_t$ is computed using the following relation

$$\pi_t(x_1, p^1_t, p^2_t) = \mathbb{P}[X_t = x_1, P^1_t = p^1_t, P^2_t = p^2_t | C_t = c_t] \quad \forall x_1, p^1_t, p^2_t \quad \forall x_1, p^1_t, p^2_t$$

$$\pi_{t+1} = F_t(\pi_t, \Xi_t^1(\pi_t), z_{t+1}), \quad 1 \leq t < T.$$
Using Definition 4 we have

\[ \chi^{1*} = g^1(\tilde{\chi}^{1*}, \tilde{\chi}^{2}) \]  

(124)

for any strategy \( \tilde{\chi}^2 \in \tilde{H}^2 \). Based on this observation and the fact that for a given \( \chi^2 \in H^2 \), \( g^2(\tilde{\chi}^1, \chi^2) = \chi^2 \) for every \( \tilde{\chi}^1 \in \tilde{H}^1 \), we have

\[ (\chi^{1*}, \chi^2) = g(\tilde{\chi}^{1*}, \chi^2). \]  

(125)

Further, due to Theorem 1 we have

\[ S^u(\mathcal{G}_c) \geq S^u(\mathcal{G}_e) \]  

(126)

\[ \overset{a}{=} \sup_{\tilde{\chi}^2 \in \tilde{H}^2} \mathcal{J}(\tilde{\chi}^{1*}, \tilde{\chi}^{2}) \]  

(127)

\[ \overset{b}{\geq} \sup_{\chi^2 \in H^2} \mathcal{J}(\tilde{\chi}^{1*}, \chi^2) \]  

(128)

\[ \overset{c}{=} \sup_{\chi^2 \in H^2} \mathcal{J}(\chi^{1*}, \chi^2) \]  

(129)

\[ \geq S^u(\mathcal{G}_e). \]  

(130)

where the equality in (a) is because \( \tilde{\chi}^{1*} \) is a min-max strategy of \( \mathcal{G}_e \). Inequality (b) holds because \( H^2 \subseteq \tilde{H}^2 \). Equality in (c) is a consequence of the result in [125] and Lemma 5 in Appendix I. The last inequality simply follows from the definition of the upper value of the virtual game. Therefore, all the inequalities in the display above must hold with equality. Hence, \( \chi^{1*} \) must be a min-max strategy of game \( \mathcal{G}_e \), and \( S^u(\mathcal{G}_c) = S^u(\mathcal{G}_e) \).

From Lemma 4 in Appendix I we know that \( S^u(\mathcal{G}_c) = S^u(\mathcal{G}) \) and thus, \( S^u(\mathcal{G}) = S^u(\mathcal{G}_e) \). Further, we can verify from the description of the strategy \( g^{1*} \) in Algorithm 1 that \( \chi^{1*} = M^1(g^{1*}) \), where \( M^1 \) is the transformation defined in the proof of Lemma 4 in Appendix I. Based on the argument in Remarks 4 in Appendix I we can conclude that the strategy \( g^{1*} \) is a min-max strategy in Game \( \mathcal{G} \).

**APPENDIX VIII**

**SOLVING THE DP: METHODS AND CHALLENGES**

In the previous section, we provided a dynamic programming characterization of the upper value \( S^u(\mathcal{G}) \) and a min-max strategy \( g^{1*} \) in the original game \( \mathcal{G} \). We now describe an approximate dynamic programming methodology [37] that can be used to compute them. The methodology we propose offers broad guidelines for a computational approach. We do not make any claim about the degree of approximation achieved by the proposed methodology. In Section VIII-A, we discuss some structural properties of the cost-to-go and value functions in the dynamic program that may be useful for computational simplification. We illustrate our approach and the challenges involved with the help of an example in Section V.

At each time \( t \), let \( \hat{V}_{t+1}(\pi_{t+1}, \theta_{t+1}) \) be an approximate representation of the upper value function \( V_{t+1}(\pi_{t+1}) \) in a suitable parametric form, where \( \theta_{t+1} \) is a vector representing the parameters. We proceed as follows.

**a) Sampling the belief space:** At time \( t \), we sample a set \( \mathcal{S}_t \) of belief points from the set \( \mathcal{S}_t \) (the set of all CIBs). A simple sampling approach would be to uniformly sample the space \( \mathcal{S}_t \). Using the arguments in Appendix 5 of [15], we can say that the value function \( V_t^u \) is uniformly continuous in the CIB \( \pi_t \). Thus, if the set \( \mathcal{S}_t \) is sufficiently large, computing the value function only at the belief points in \( \mathcal{S}_t \) may be enough for obtaining an \( \epsilon \)-approximation of the value function. It is likely that the required size of \( \mathcal{S}_t \) to ensure an \( \epsilon \)-approximation will be prohibitively large. For solving POMDPs, more intelligent strategies for sampling the belief points, known as forward exploration heuristics, exist in literature [1], [18], [19]. While these methods rely on certain structural properties of the value functions (such as convexity), it may be possible to adapt them for our dynamic program and make the CIB sampling process more efficient. A precise understanding of such exploration heuristics and the relationship between the approximation error \( \epsilon \) and the associated computational burden is needed. This is a problem for future work.

**b) Compute value function at each belief point:** Once we have a collection of points \( \mathcal{S}_t \), we can then approximately compute the value \( V_t^u(\pi_t) \) for each \( \pi_t \in \mathcal{S}_t \). For each belief vector \( \pi_t \in \mathcal{S}_t \), we will compute \( \hat{V}_t(\pi_t) \) which is given by

\[ \hat{V}_t(\pi_t) = \min_{\gamma_t} \max_{\gamma_t^1} \hat{w}_t(\pi_t, \gamma_t^1, \gamma_t^2) + \mathbb{E}[\hat{V}_{t+1}(F_t(\pi_t, \gamma_t, Z_{t+1}), \theta_{t+1}) | \pi_t, \gamma_t^1, \gamma_t^2] \]  

(131)

\[ \hat{V}_t(\pi_t) = \min_{\gamma_t^1} \max_{\gamma_t^2} \hat{w}_t(\pi_t, \gamma_t^1, \gamma_t^2). \]  

(132)

For a given belief point \( \pi_t \), one approach for solving the min-max problem in (132) is to use the Gradient Descent Ascent (GDA) method [38], [39]. This can however lead to local optima because in general, the cost \( \hat{w}_t \) is neither convex nor concave in the respective prescriptions. In some cases such as when Team 2 has only one player, the inner maximizing problem in (132) can be substantially simplified and we will discuss this in Section VIII-A.
c) Interpolation: For solving a particular instance of the min-max problem in \[132\], we need an estimate of the value function \(V_{t+1}^a\). Generally, knowing just the value of the function at different points may be insufficient and we may need additional information like the first derivatives/gradients especially when we are using gradient based methods like GDA. In that case, it will be helpful to choose an appropriate parametric form (such as neural networks) for \(V_t\) that has desirable properties like continuity or differentiability. The parameters \(\theta_t\) can be obtained by solving the following regression problem.

\[
\min_{\theta_t} \sum_{\pi_t \in \mathcal{C}_t} (\hat{V}_t(\pi_t, \theta_t) - V_t(\pi_t))^2.
\]

(133)

Standard methods such as gradient descent can be used to solve this regression problem.

A. Structural Properties of the DP

We will now prove that under Assumption 2, the cost-to-go function \(w_t^u\) (see \[14\]) in the min-max dynamic program defined in Section \[\text{V-B}\] is linear in virtual player 2’s prescription in its product form \(\gamma_t^2(p_t^2; u_t^2)\) (see Definition 5 in Appendix II).

Lemma 7. The cost-to-go \(w_t^u(\pi_t, \gamma_t^1, \gamma_t^2)\) is linear in \(\gamma_t^2(p_t^2; u_t^2)\) (see Definition 5 in Appendix II), i.e., there exists a function \(a_t : \mathcal{P}_t^2 \times \mathcal{U}_t^2 \times \mathcal{S}_t \times \mathcal{B}_t^1 \rightarrow \mathbb{R}\) such that

\[
w_t^u(\pi_t, \gamma_t^1, \gamma_t^2) = \sum_{p_t^2, u_t^2} \pi_t(p_t^2) \gamma_t^2(p_t^2; u_t^2)a_t(p_t^2, u_t^2, \pi_t, \gamma_t^1).
\]

Here, \(\pi_t(p_t^2)\) denotes the marginal probability of \(p_t^2\) with respect to the CIB \(\pi_t\).

Proof. We have

\[
w_t^u(\pi_t, \gamma_t^1, \gamma_t^2) = \bar{c}_t(\pi_t, \gamma_t^1, \gamma_t^2) + E[Q_{t+1}^u(F_t(\pi_t, \gamma_t^{1:2}, Z_{t+1})) | \pi_t, \gamma_t^{1:2}] \\
= \bar{c}_t(\pi_t, \gamma_t^1, \gamma_t^2) + \sum_{z_{t+1}} P_t^m(\pi_t, \gamma_t^{1:2}; z_{t+1})V_{t+1}^u(F_t(\pi_t, \gamma_t^1, z_{t+1})) \\
= \sum_{p_t^2, u_t^2} \pi_t(p_t^2) \gamma_t^2(p_t^2; u_t^2)a_t(p_t^2, u_t^2, \pi_t, \gamma_t^1),
\]

(134)

(135)

(136)

where the last equality uses the fact that the belief update \(F_t\) does not depend on \(\gamma_t^2\) and both \(\bar{c}_t\) (see \[58\]) and \(P_t^m\) (see \[53\]) are linear in \(\gamma_t^2(p_t^2; u_t^2)\). We then rearrange terms in \[135\] and appropriately define \(a_t\) to obtain \[136\]. Here, \(\pi_t(p_t^2)\) represents the marginal distribution of the second player’s private information with respect to the common information based belief \(\pi_t\).

Remark 5. When there is only one player in Team 2, then the prescription \(\gamma_t^2\) coincides with its product form in Definition 5. Then the cost-to-go \(w_t^u(\pi_t, \gamma_t^1, \gamma_t^2)\) is linear in \(\gamma_t^2\) as well.

At any given time \(t\), a pure prescription for virtual player 2 in Game \(\mathcal{G}_e\) is a prescription \((\gamma_1^2, \ldots, \gamma_2^{N_2}) \in \mathcal{B}_t^2\) such that for every \(j\) and every instance \(p_t^{1:j} \in \mathcal{P}_t^{1:j}\), the distribution \(\gamma_j^{2:j}(p_j^{2:j})\) is degenerate. Let \(\mathcal{Q}_t^2\) be the set of all such pure prescriptions at time \(t\) for virtual player 2.

Lemma 8. Under Assumption 2 for any given \(\pi_t \in \mathcal{S}_t\) and \(\gamma_t^1 \in \mathcal{B}_t^1\) the cost-to-go function in \[14\] satisfies

\[
\max_{\gamma_t^2 \in \mathcal{B}_t^2} w_t^u(\pi_t, \gamma_t^1, \gamma_t^2) = \max_{\gamma_t^2 \in \mathcal{Q}_t^2} w_t^u(\pi_t, \gamma_t^1, \gamma_t^2).
\]

Proof. Using Lemma 7 for a fixed value of CIB \(\pi_t\) and virtual player 1’s prescription \(\gamma_t^1\), the inner maximization problem in \[13\] can be viewed as a single-stage team problem. In this team problem, the are \(N_2\) players and the state of the system is \(\mathcal{P}_t^2\) which is distributed according to \(\pi_t\). Player \(j\)’s information in this team is \(\mathcal{P}_t^{1:j}\). Using information, the player selects a distribution \(\delta U_t^{1:j}\) which is then used to randomly generate an action \(U_t^{1:j}\). The reward for this team is given by \(a_t\) defined in Lemma 7. It can be easily shown that for a single-stage team problem, we can restrict to deterministic strategies without loss of optimality. It is easy to see that the set of all deterministic strategies in the single-stage team problem described above corresponds to the collection of pure prescriptions \(\mathcal{Q}_t^2\). This concludes the proof of Lemma 8.

Lemma 8 allows us to transform a non-concave maximization problem over the continuous space \(\mathcal{B}_t^2\) in \[15\] and \[132\] into a maximization problem over a finite set \(\mathcal{Q}_t^2\). This is particularly useful when players in Team 2 do not have any private information because in that case, \(\mathcal{Q}_t^2\) has the same size as the action space \(\mathcal{U}_t^2\). Other structural properties and simplifications are discussed in Appendix II.
APPENDIX IX

PROOF OF Lemma [3]

For proving Lemma [3], it will be helpful to split Team 1’s strategy \( g^1 \) into two parts \((g^{1,1}, g^{1,2})\) where \( g^{1,1} = (g_1^{1,1}, \ldots, g_T^{1,1}) \) and \( g^{1,2} = (g_1^{1,2}, \ldots, g_T^{1,2}) \). The set of all such strategies for Player \( j \) in Team 1 will be denoted by \( G^{1,j} \). We will prove the lemma using the following claim.

Claim IX.1. Consider any arbitrary strategy \( g^1 = (g^{1,1}, g^{1,2}) \) for Team 1. Then there exists a strategy \( \bar{g}^{1,1} \) for Player 1 in Team 1 such that, for each \( t \), \( \bar{g}_t^{1,1} \) is a function of \( X_t \) and \( I_t^2 \) and

\[
J((\bar{g}^{1,1}, g^{1,2}), g^2) = J((g^{1,1}, g^{1,2}), g^2), \quad \forall g^2 \in G^2.
\]

Suppose that the above claim is true. Let \((\bar{h}^{1,1}, \bar{h}^{1,2})\) be a min-max strategy for Team 1. Due to Claim IX.1, there exists a strategy \( \bar{h}^{1,1} \) for Player 1 in Team 1 such that, for each \( t \), \( \bar{h}_t^{1,1} \) is a function only of \( X_t \) and \( I_t^2 \) and

\[
J((\bar{h}^{1,1}, \bar{h}^{1,2}, g^2)) = J((\bar{h}^{1,1}, \bar{h}^{1,2}, g^2)),
\]

for every strategy \( g^2 \in G^2 \). Therefore, we have that

\[
\sup_{g^2 \in G^2} J((\bar{h}^{1,1}, \bar{h}^{1,2}, g^2)) = \sup_{g^2 \in G^2} J((\bar{h}^{1,1}, \bar{h}^{1,2}, g^2)) = \inf_{g^2 \in G^2} \sup_{g^2 \in G^2} J(g^1, g^2).
\]

Thus, \((\bar{h}^{1,1}, \bar{h}^{1,2})\) is a min-max strategy for Team 1 wherein Player 1 uses only the current state and Player 2’s information.

Proof of Claim IX.1. We now proceed to prove Claim IX.1. Consider any arbitrary strategy \( g^1 = (g^{1,1}, g^{1,2}) \) for Team 1. Let \( \iota_t^2 = \{u_{1,t-1}^2, u_{1,t}^2\} \) be a realization of Team 2’s information \( I_t^2 \) (which is the same as Player 2’s information in Team 1). Define the distribution \( \Psi_t(\iota_t^2) \) over the space \((\prod_{r=1}^T X_r) \times U_{t+1}^1\) as follows:

\[
\Psi_t(\iota_t^2; x_{1:t}, u_{1:t}^{1,1}) = \mathbb{P}^{g^{1,1}, h^2}[X_{1:t}, U_{t+1}^1 = (x_{1:t}, u_{1:t}^{1,1}) \mid I_t^2 = \iota_t^2],
\]

if \( \iota_t^2 \) is feasible, that is \( \mathbb{P}^{g^{1,1}, h^2}[I_t^2 = \iota_t^2] > 0 \), under the open-loop strategy \( h^2 = (u_{1:t-1}^2) \) for Team 2. Otherwise, define \( \Psi_t(\iota_t^2; x_{1:t}, u_{1:t}^{1,1}) \) to be the uniform distribution over the space \((\prod_{r=1}^T X_r) \times U_{t+1}^1\).

Lemma 9. Let \( g^1 \) be Team 1’s strategy and let \( g^2 \) be an arbitrary strategy for Team 2. Then for any realization \( x_{1:t}, u_{t+1}^{1,1} \) of the variables \( X_{1:t}, U_{t+1}^1 \), we have

\[
\mathbb{P}^{g^1,g^2}[X_{1:t}, U_{t+1}^1 = (x_{1:t}, u_{t+1}^{1,1}) \mid I_t^2] = \Psi_t(I_t^2; x_{1:t}, u_{t+1}^{1,1}),
\]

almost surely.

Proof. From Team 2’s perspective, the system evolution can be seen in the following manner. The system state at time \( t \) is \( S_t = (X_{1:t}, U_{t+1}^1, I_t^2) \). Team 2 obtains a partial observation \( Y_t^2 \) of the state at time \( t \). Using information \( \{Y_t^2, U_{1:t-1}^2\} \), Team 2 then selects an action \( U_{t}^2 \). The state then evolves in a controlled Markovian manner (with dynamics that depend on \( g^1 \)). Thus, from Team 2’s perspective, this system is a partially observable Markov decision process (POMDP). The claim in the Lemma then follows from the standard result in POMDPs that the belief on the state given the player’s information does not depend on the player’s strategy [29].

For any instance \( \iota_t^2 \) of Team 2’s information \( I_t^2 \), define the distribution \( \Phi_t(\iota_t^2) \) over the space \( X_t \times U_t^{1,1} \) as follows

\[
\Phi_t(\iota_t^2; x_{1:t}, u_{t+1}^{1,1}) = \sum_{x_{1:t-1}} \Psi_t(\iota_t^2; x_{1:t}, u_{t+1}^{1,1}).
\]

Define strategy \( \bar{g}_{t}^{1,1} \) for Player 1 in Team 1 such that for any realization \( x_t, \iota_t^2 \) of state \( X_t \) and Player 2’s information \( I_t^2 \) at time \( t \), the probability of selecting an action \( u_{t+1}^{1,1} \) at time \( t \) is

\[
\bar{g}_{t}^{1,1}(x_t, \iota_t^2; u_{t+1}^{1,1}) = \begin{cases} \frac{\Phi_t(\iota_t^2; x_{1:t}, u_{t+1}^{1,1})}{\sum_{x_{t+1}, \iota_{t+1}} \Phi_t(\iota_t^2; x_{1:t}, u_{t+1}^{1,1})} & \text{if } \sum_{x_t, \iota_t} \Phi_t(\iota_t^2; x_{1:t}, u_{t+1}^{1,1}) > 0 \\ \mathcal{U}(\cdot) & \text{otherwise}, \end{cases}
\]

where \( \mathcal{U}(\cdot) \) denotes the uniform distribution over the action space \( U_t^{1,1} \). Notice that the construction of the strategy \( \bar{g}_{t}^{1,1} \) does not involve Team 2’s strategy \( g^2 \).

Lemma 10. For any strategy \( g^2 \) for Team 2, we have

\[
\mathbb{P}(g^1,g^2)[U_{t+1}^{1,1} = u_{t+1}^{1,1} \mid X_t, I_t^2] = \bar{g}_{t}^{1,1}(X_t, I_t^2; u_{t+1}^{1,1})
\]

almost surely for every \( u_{t+1}^{1,1} \in U_t^{1,1} \).
Proof. Let \( x_t, i_t^2 \) be a realization that has a non-zero probability of occurrence under the strategy profile \((g^1, g^2)\). Then using Lemma 9 we have
\[
\mathbb{P}(g^1, g^2)[X_{1:t}, U_{t}^{1,1}] = (x_{1:t}, u_{t}^{1,1}) | i_t^2] = \Psi_t(i_t^2; x_{1:t}, u_{t}^{1,1}),
\]
for every realization \( x_{1:t-1} \) of states \( X_{1:t-1} \) and \( u_{t}^{1,1} \) of action \( U_{t}^{1,1} \). Summing over all \( x_{1:t-1}, u_{t}^{1,1} \) and using (137) and (139), we have
\[
\mathbb{P}(g^1, g^2)[X_t = x_t | I_t^2 = i_t^2] = \sum_{u_{t}^{1,1}} \Phi_t(i_t^2; x_t, u_{t}^{1,1}).
\]
The left hand side of the above equation is positive since \( x_t, i_t^2 \) is a realization of positive probability under the strategy profile \((g^1, g^2)\).

Using Bayes’ rule, (137), (138) and (139), we obtain
\[
\mathbb{P}(g^1, g^2)[U_{t}^{1,1} = u_{t}^{1,1} | X_t = x_t, I_t^2 = i_t^2] = \frac{\Phi_t(i_t^2; x_t, u_{t}^{1,1})}{\sum_{u_{t}^{1,1}} \Phi_t(i_t^2; x_t, u_{t}^{1,1})} = g_{t}^{1,1}(x_t, i_t^2; u_{t}^{1,1}).
\]
This concludes the proof of the lemma. \( \square \)

Let us define \( \bar{g}^1 = (\bar{g}^{1,1}, g^{1,2}) \), where \( \bar{g}^{1,1} \) is as defined in (138). We can now show that the strategy \( \bar{g}^1 \) satisfies
\[
J(\bar{g}^1, g^2) = J(g^1, g^2),
\]
for every strategy \( g^2 \in G^2 \). Because of the structure of the cost function in (7), it is sufficient to show that for each time \( t \), the random variables \( (X_t, U_{t}^{1,1}, U_{t}^{2,1}, I_t^2) \) have the same joint distribution under strategy profiles \((g^1, g^2)\) and \((\bar{g}^1, g^2)\). We prove this by induction. It is easy to verify that at time \( t = 1 \), \( (X_t, U_{t}^{1,1}, U_{t}^{2,1}, I_t^2) \) have the same joint distribution under strategy profiles \((g^1, g^2)\) and \((\bar{g}^1, g^2)\).

Now assume that at time \( t \),
\[
\mathbb{P}(g^1, g^2)[x_t, u_{t}^{1,1}, u_{t}^{2,1}, i_t^2] = \mathbb{P}(\bar{g}^1, g^2)[x_t, u_{t}^{1,1}, u_{t}^{2,1}, i_t^2],
\]
for any realization of state, actions and Team 2’s information \( x_t, u_{t}^{1,1}, u_{t}^{2,1}, i_t^2 \). Let \( i_{t+1} = (u_{t}^{1,2}, u_{t}^{2,2}, \bar{g}^{2,1}) \). Then we have
\[
\mathbb{P}(g^1, g^2)[x_{t+1}, u_{t+1}^{1,2}, u_{t+1}^{2,2}, i_{t+1}^2] = \sum_{x_t} \mathbb{P}[x_{t+1}, y_{t+1}^{2} | x_t, u_{t}^{1,2}, i_t^2] \mathbb{P}(g^1, g^2)[x_t, u_{t}^{1,2}, i_t^2] = \mathbb{P}(g^1, g^2)[x_{t+1}, u_{t+1}^{1,2}, i_{t+1}^2],
\]
The equality in (142) is due to the induction hypothesis. Note that the conditional distribution \( \mathbb{P}[x_{t+1}, u_{t+1}^{2,2} | x_t, u_{t}^{1,2}, i_t^2] \) does not depend on players’ strategies (see equations (2) and (3)).

At \( t + 1 \), for any realization \( x_t, u_{t+1}^{1,2}, u_{t+1}^{2,2}, i_{t+1}^2 \) that has non-zero probability of occurrence under the strategy profile \((g^1, g^2)\), we have
\[
\mathbb{P}(g^1, g^2)[x_{t+1}, u_{t+1}^{1,2}, u_{t+1}^{2,2}, i_{t+1}^2] = \mathbb{P}(g^1, g^2)[x_{t+1}, u_{t+1}^{1,2}, u_{t+1}^{2,2}, i_{t+1}^2] \mathbb{P}(g^1, g^2)[u_{t+1}^{1,2} | x_{t+1}, i_{t+1}^2] = \mathbb{P}(g^1, g^2)[x_{t+1}, u_{t+1}^{1,2}, i_{t+1}^2],
\]
where the equality in (143) is a consequence of the chain rule and the manner in which players randomize their actions. Equality in (146) follows from Lemma 10 and the equality in (147) follows from the result in (143). Therefore, by induction, the equality in (144) holds for all \( t \). This concludes the proof of Claim IX.1. \( \square \)
The attacker’s actions can be interpreted similarly when the state affects the transitions.

A blanket attack, if the defender happens to be defending the vulnerable entity, the cost incurred is 10. Otherwise, the cost incurred is 20.

If the attacker launches a failed targeted attack, then the cost is 0. When the attacker launches a blanket attack, if the defender happens to be defending the vulnerable entity, the cost incurred is 10. Otherwise, the cost incurred is 20.

A. Game Model

a) States: There are two players in Team 1 and one player in Team 2. We will refer to Player 2 in Team 1 as the defender and the Player in Team 2 as the attacker. Player 1 in Team 1 will be referred to as the signaling player. The state space of the system is \( \mathcal{X}_t = \{(l, a), (r, a), (l, p), (r, p)\} \). For convenience, we will denote these four states with \( \{0, 1, 2, 3\} \) in the same order. Recall that \( l \) and \( r \) represent the two entities and \( a \) and \( p \) denote the active and passive states of the attacker. Therefore, if the state \( X_t = (l, a) \), this means that the vulnerable entity is \( l \) and the attacker is active. Similar interpretation applies for other states.

b) Actions: Each player in Team 1 has two actions and let \( \mathcal{U}_t^{1,1} = \mathcal{U}_t^{1,2} = \{\alpha, \beta\} \). Player 2’s action \( \alpha \) corresponds to defending entity \( l \) and \( \beta \) corresponds to defending entity \( r \). Player 1’s actions are meant only for signaling. The player (attacker) in Team 2 has three actions, \( \mathcal{U}_t^{2,1} = \{\alpha, \beta, \mu\} \). For the attacker, \( \alpha \) represents the targeted attack on entity \( l \), \( \beta \) represents the targeted attack on entity \( r \) and \( \mu \) represents the blanket attack on both entities.

c) Dynamics: In this particular example, the actions of the players in Team 1 do not affect the state evolution. Only the attacker’s actions affect the state evolution. We consider this type of setup for simplicity and one can let the players in Team 1 control the state evolution as well. On the other hand, note that the evolution of the CIB is controlled only by Team 1 (the signaling player) and not by Team 2 (attacker). The transition probabilities are provided in Table I.

| \( X_t = 0 \) | \( X_t = 1 \) | \( X_t = 2 \) | \( X_t = 3 \) |
|----------------|----------------|----------------|----------------|
| \( \alpha \) | (0.5,0.5,0.0,0.0) | (0.0,0.0,0.0,1.0) | (0.15,0.15,0.7,0.0) | (0.15,0.15,0.0,0.7) |
| \( \beta \) | (0.0,0.0,1.0,0.0) | (0.5,0.5,0.0,0.0) | (0.15,0.15,0.7,0.0) | (0.15,0.15,0.0,0.7) |
| \( \mu \) | (0.7,0.0,0.3,0.0) | (0.0,0.7,0.0,0.3) | (0.15,0.15,0.7,0.0) | (0.15,0.15,0.0,0.7) |

APPENDIX X

Numerical Experiments: Details

The transition probabilities \( P[X_{t+1} | X_t, U_t^1] \). Note that the dynamics do not depend on time \( t \) and Team 1’s actions.

\[
X_t = 0 \quad X_t = 1 \quad X_t = 2 \quad X_t = 3
\]

\[
(\alpha, \alpha) \quad 15 \quad 0 \quad 0 \quad 0
\]

\[
(\alpha, \beta) \quad 0 \quad 15 \quad 0 \quad 0
\]

\[
(\alpha, \mu) \quad 10 \quad 20 \quad 0 \quad 0
\]

\[
(\beta, \alpha) \quad 15 \quad 0 \quad 0 \quad 0
\]

\[
(\beta, \beta) \quad 0 \quad 15 \quad 0 \quad 0
\]

\[
(\beta, \mu) \quad 20 \quad 10 \quad 0 \quad 0
\]
We consider discounted cost with a horizon of $T = 15$. Therefore, the cost function $c_t(\cdot) = \delta^{t-1} c(\cdot)$ at time $t$, where the function $c(\cdot)$ is defined in Table II. The discount factor $\delta$ in our problem is 0.9.

B. Architecture and Implementation

At any time $t$, we represent the value functions $V_t^\pi$ using a deep fully-connected ReLU network. The network (denoted by $\hat{V}_t$ with parameters $\theta_t$) takes the CIB $\pi_t$ as input and returns the value $\hat{V}_t(\pi_t, \theta_t)$. The state $X_t$ in our example takes only four values and thus, we sample the CIB belief space uniformly. For each CIB point in the sampled set, we compute an estimate of the value function $\hat{V}_t$ as in (122). Since Team 2 has only one player, we can use the structural result in Section VII-A to simplify the inner maximization problem in (122) and solve the outer minimization problem in (122) using gradient descent. The neural network representation of the value function is helpful for this as we can compute gradients using backpropagation. Since this minimization is not convex, we may not converge to the global optimum. Therefore, we use multiple initializations and pick the best solution. Finally, the interpolation step is performed by training the neural network $\hat{V}_t$ with $\ell_2$ loss.

We illustrate this iterative procedure in Section X-D. For each time $t$, we compute the upper value functions $\bar{V}_t$ at the sampled belief points using the estimated value function $\hat{V}_t$. In the figures in Section X-D, these points are labeled “Value function” and plotted in blue. The weights of the neural network $\hat{V}_t$ are then adjusted by regression to obtain an approximation. This approximated value function is plotted in orange. For the particular example discussed above, we can obtain very close approximations of the value functions. We can also observe that the value function converges due to discounting as the horizon of the problem increases.

C. The Value Function and Team 1’s Strategy

The value function computed using the methodology described above is depicted in Figure 1(a). Since the initial belief is given by $\pi_1(0) = \pi_1(1) = 0.5$, we can conclude that the min-max value of the game is 65.2. We note that the value function in Figure 1(a) is neither convex nor concave. As discussed earlier in Section V, the trade-off between signaling and secrecy can be understood from the value function. Clearly, revealing too much (or too little) information about the hidden state is unfavorable for Team 1. The most favorable belief according to the value function seems to be $\pi_1(0) = 0.28$ (or 0.72).

We also compute a min-max strategy for Team 1 and the corresponding best-response for the attacker in Team 2. The min-max strategy is computed using Algorithm II.

1) In the best-response, the attacker decides to launch a targeted attack (while it is active) on entity $l$ if $0 \leq \pi_1(0) < 0.28$ and on entity $r$ if $0.72 < \pi_1(0) \leq 1$. For all other belief-states it launches a blanket attack. Clearly, the attacker launches a targeted attack only if it is confident enough.

2) According to our computed min-max strategy, Player 2 in Team 1 simply computes the CIB and chooses to defend the entity that is more likely to be vulnerable.

3) The signaling strategy for Player 1 in Team 1 is more complicated. This can be seen from the strategy depicted in Figure 1(b). The signaling strategy can be divided into three broad regions as shown in Figure 1(b).

   a) The grey region is where the signaling can be arbitrary. This is because the attacker in these belief states is confident enough about which entity is vulnerable and will decide to launch a targeted attack immediately.

   b) In the brown region, the signaling is negligible. This is because even slight signaling might make the attacker confident enough to launch a targeted attack.

   c) In the yellow region, there is substantial signaling. In this region, the attacker uses the blanket attack and signaling can help Player 2 in Team 1 defend better.

We also observe an interesting pattern in the signaling strategy. Consider the CIB $\pi_1(0) = 0.6$ in Figure 1(b). Let the true state be 0. In this scenario, Player 1 in Team 1 knows that the state is 0 while Player 2 believes that state 1 is more likely. Therefore, Player 1’s signaling strategy must be such that it quickly resolves this mismatch between the state and Player 2’s belief. However, when the true state is 1, Player 2’s belief is consistent with the state. Too much signaling in this case can make the attacker more confident about the system state. We note that there is an asymmetry w.r.t. the state in the signaling requirement, i.e., signaling is favorable when the state is 0 but unfavorable when the state is 1. The asymmetric signaling strategy for states 0 and 1 depicted in Figure 1(b) achieves this goal of asymmetric signaling efficiently.

---

7This is not to be confused with the max-min strategy for the attacker.
**D. Value Function Approximations**

In this Section, we present successive approximations of the value functions obtained using our methodology in Section VIII.

Fig. 2. Estimated value function $\hat{V}_{15}$

Fig. 3. Estimated value function $\hat{V}_{14}$

Fig. 4. Estimated value function $\hat{V}_{13}$

Fig. 5. Estimated value function $\hat{V}_{12}$

Fig. 6. Estimated value function $\hat{V}_{11}$

Fig. 7. Estimated value function $\hat{V}_{10}$

Fig. 8. Estimated value function $\hat{V}_9$
Fig. 9. Estimated value function $\hat{V}_8$

Fig. 10. Estimated value function $\hat{V}_7$

Fig. 11. Estimated value function $\hat{V}_6$

Fig. 12. Estimated value function $\hat{V}_5$

Fig. 13. Estimated value function $\hat{V}_4$

Fig. 14. Estimated value function $\hat{V}_3$

Fig. 15. Estimated value function $\hat{V}_2$

Fig. 16. Estimated value function $\hat{V}_1$