Violence Detection using Embedded GPU
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Abstract—Since the CCTV cameras been introduced in this world, society has started to depend heavily on the usage of this technology for the high security purposes in most of the public and private areas. It is convenient to use these CCTV footages in courts as evidence and has been beneficial many times. But these footages are given priority and checked later when the incident has already taken place and that too after some period of time and not in real-time of happening. The screening of the multiple CCTV footages on a single monitor is done with very less efficiency as the ratio of number of CCTV footages to that of number of surveillance staff is very high. Also, the human unreliable supervision due to many reasons like tiredness from physical or mental effort, worker boredom, or discontinuous observation make the surveillance more inefficient. To address the issue and automatically detect the violent scenes using surveillance cameras and Embedded GPU in real-time we have developed this project for the benefit of our society. As the alert is generated in real-time, the security can take action immediately to prevent any further damage or mishappening in the crowd. Our primary objective is to automatically differentiate between violent activities and non-violent activities through CCTV surveillance cameras and automatically display the security alert on the screen as soon as any violent activity is captured and thus ensuring the safety of our society.

I. INTRODUCTION

Violence is any intentional act causing injury to another person by way of bodily contact. It can be domestic violence or workplace aggression. These crimes may happen in any crowded places like schools, hospitals, courts, malls, offices, religious places or any other public place. For ensuring the security in these places we heavily depend on the usage of CCTV cameras. In most places, we have the facilities to install CCTV cameras but do they really prove useful to avoid unusual activity even though they might be small like hitting one another, CCTV footages are used as an evidence in court but not often. It is also not considered in real-time at the time of happening. The footages are observed and assessed by humans but due to many worker’s weariness, boredom, or discontinuous observation makes the scrutiny unreliable. We check footages after everything has happened. This can be avoided if we get an alert and take an action while happening these incidents.

The latest report on annual crime data of India, Crime in India 2017 by the National Crime Records bureau has revealed that there has been an increase of 3.6 % in criminal cases in 2017 as compared to that of 2016 when 50 lakhs of cognisable offences were lodged across the India. There was a 9 % raise in kidnapping and abduction cases in 2017, with 95,893 cases registered against 88,008 in 2016, declared by NCRB. Giving growth to the need of surveillance cameras there has been increase of manufacturing CCTV. According to industrial experts, it is estimated that over a million of surveillance systems were sold every month a couple of years ago. But now it has increased to two million. The Indian market is continuously making the growth of around 20-25% annually. Industries sources have estimated that the security and surveillance market was worth Rs 8,200 crore in year 2017, which reached 11,000 crore in year 2018 and it is expected that it may even touch to Rs 20,000 by the year 2020. But was installing the cameras has solved the problem completely? Although there has been decrease but still many incidents have been encountered and actions were taken after everything has happened. An issue with having so much of data of cameras is that they have captured too much of data for effective human observations. Due to daily increase of this data it becomes difficult for human observer to detect interested scenes from video frames. Thus limiting the benefits of recordings of surveillance cameras.

To address this issue and automatically detect the violent scenes using surveillance cameras and Embedded GPU we are aiming to develop and apply Openpose[9] and real time action recognition algorithm[1] in this project for the benefit of our society. Our idea is based on capturing crowded scenes and extracting the visual data and feeding the collected data to action recognition algorithm[1]. Our primary objective is that by using visual surveillance CCTV cameras we can ensure the maximum safety of our society by giving an alert only if any violent activities are happening avoiding the regular human actions which are not threatening to human life. The appearance of human body and behaviour of the people is different for violent activities when compared to that of people exhibiting normal activities. We would be taking live video frames captured by CCTV and extract some features. This extracted data will be compared with our database which will consist of classified frames representing both violent and non-violent behaviour. As soon as result falls in violent category a popup alert will be displayed on surveillance screen. Hence to develop a model that is based on action recognition[1] which can learn the human behaviour and actions through sequences of poses and classifying them into violent and non-violent activity is the sole purpose of this project.

II. GRAPHICAL PROCESSING UNIT

GPU can render images more quickly as compared to that of CPU because of its capability to do parallel computing at the same time since it has been featured with parallel processing architecture. A CPU also has a higher clock speed, which...
means it can perform any task or calculations faster than a
GPU so it is often better equipped to perform basic computing
tasks but not for image processing. CPU and GPU architectures
also differ in their number of cores. The core is basically the
processor within the processor. Each core processes its own
tasks or threads. While CPUs can run only two threads per core
whereas GPUs can run four to ten thread per core. Due to the
available feature of massive parallel construction, GPUs can
run a software algorithm much faster than any other processor
could do. As the performance of hardware partially depends
on software, the speed and controllability of the hardware is
also increased by the use of GPUs as its software support.
GPUs also give good results in floating-point operations. A
GPU with 384 cores can perform 384 floating-point operations
per cycle. Hence, for applications consisting of intensive image
processing, GPU is considered as an ideal processing unit.
GPUs also offer better backward compatibility. Nowadays,
many latest signal and image processing algorithms considers
GPUs for computation. Designing with Direct Memory Access
(DMA) and very fast memory techniques enabled it to stream
high volume data to GPU without consuming clock cycles.
Further, GPUs are supported with a wide variety and wide
array of free math function libraries and open development
tools.

III. TENSORFLOW OPENPOSE ALGORITHM

Pose Estimation is the process of detecting position and
orientation of a object. In case of human body detection the
prime focus is on the major joints/parts of the body(Ears, Eyes,
Nose, Neck, Shoulders, Wrists, Elbows, Hip, Knees, Ankles).
In case of a single person pose detection it is comparatively
easy process where localizing keypoints and joining the pairs
of relatable parts. When there are multiple people in a image
frame, the algorithm produces keypoints for each individual.
The next step is to figure out which keypoints belong to which
individual. The database used by the Openpose algorithm[8]
is based model trained on the COCO dataset which uses 18
point skeleton. The keypoints representation is given as below:

| Point | Body Part     |
|-------|---------------|
| 0     | None          |
| 1     | Neck          |
| 2     | Right Shoulder|
| 3     | Right Elbow   |
| 4     | Right Wrist   |
| 5     | Left Shoulder |
| 6     | Left Elbow    |
| 7     | Left Wrist    |
| 8     | Right Hip     |
| 9     | Right Knee    |
| 10    | Right Ankle   |
| 11    | Left Knee     |
| 12    | Left Ankle    |
| 13    | Right Eye     |
| 14    | Left Eye      |
| 15    | Right Ear     |
| 16    | Left Ear      |
| 17    | Background    |

Fig. 1. COCO keypoints. [8]

The Openpose model takes a color image as input and pro-
duces a confidence map array for each keypoint alongwith Part

Affinity Heatmaps for each key-point pair.[26] The algorithm
is further divided into stages as explained below:

1) Stage 0: This stage is for creation of feature maps for
each input image and consists of ten layers of VGG
network. [8]
2) Stage 1: This stage uses 2-branch CNN where each
branch does the following:
   a) Predicting the set of 2-D confidence maps
   of body parts is the main objective of this
   branch. It is a grayscale image which depicts
   high value at the prominent position of a
   body part. In this project the first 5 frames
   correspond to confidence map’s matrices.[8]
   b) Predicting the set of vector fields for re-
spective Part Affinity Fields is the objective
   of this branch. It illustrates the association
   between different body parts.[3]

IV. DESIGN ALGORITHM

The Real Time Action Recognition[1] algorithm divides the
process into Preprocessing, Feature Extraction, ML algorithm.
Initially the video inputs from camera module are provided
which needs to be converted to images. Those images contain
certain series of images which define the required action. Only
those are considered and OpenPose[8] algorithm is applied.

A. Preprocessing

The skeleton data obtained is stored as a raw data. It must
be preprocessed before extracting the features. The following
steps are to be followed to process the raw data:

1) Scaling of the coordinates

The output obtained from Openpose algorithm has
different unit for x and y coordinates. It is necessary
that these units are scaled to same units. The value
of height to width ratio is different for each frames.
Scaling helps to obtain regular pattern in further
processing.[1]

2) Remove all invalid joints

The purpose of this project work is to classify be-
tween normal activities and violent activities. Initial
classification will not require some joints in the
skeleton (for example head joints). Those joints must
be manually removed to make meaningful feature
extraction.[1]
3) Discarding invalid frames
During the frames extraction there are chance of getting frames with no openpose skeleton or highly distorted skeleton output. Such frames are invalid for future processing and would cause deflections in desired model designing.[1]

4) Filling up of useful missing joints
In some frames the Openpose algorithm might fail to detect a complete human skeleton. It may cause blanks in the joint positions. These values has to be filled with some valid values in order to maintain a fixed-size feature for Classification procedure. One of the solutions is to discard the frame which can cause the algorithm to not detect the person if it not facing the camera or standing sideways. The algorithm uses relative positions from previous frame that was detected. With this method the missing positions can be filled.[1]

B. Feature Extraction
At the end of the previous steps the joint positions are ready to use for feature extracting[1]. According to the application of our project following features must be computed:

1) Concatenation of Joints in N frames
This feature gives out the possible action formation with N frames concatenated altogether.

2) Average Skeleton Height
Due to removal of invalid joints in the previous steps the height of the skeleton frames may vary in height. This step helps it to normalize into average height.

3) Velocity of Body to Neck
It provides the velocity of complete body within the frame.

4) Normalized positions
The position of the subject in the skeleton frames may vary and hence a normalized position frames are extracted for better results.

5) Velocity of joints
Basic human actions can be easily classified by tracking the movements of the limbs. This feature helps extract the velocity of the joints with normalized coordinates.

6) Joint Angles
This will extract the Joint angles required for classification purpose.

7) Limb Lengths
This will extract the Limb lengths required for classification purpose.

C. Neural Networks (NN)
Neural networks consist of neurons with weight and prejudices learned. Each neuron receives several entries, take a weighted sum on them, pass it through a activation function and respond with an output. There are several layers of input and output on NN. The hidden neurons enable the network to learn complex tasks by progressively extracting more meaningful features from input patterns. The basic building block of NN is the convolution layer, which applies the convolution operation as input and passes it to the next layer. Humans can merely recognize any action which come in their sight.

Though the same action may be recognized in multiple ways but atlast the action may remain the same as recognized by everyone. The task of recognizing will done using computer vision in case of computers. Computer vision depends on the images captured with certain pixel resolution. In this project approach we obtained the skeleton image data and skeleton text data of violent and non-violent actions. Neural Networks begins with taking a skeleton image with certain pixels that represent a bunch of neurons corresponding the pixels sizes. Each neuron holds the number value, ranging from 0(background) to 1(skeleton limbs). This forms the first layer of neural networks. The last layer here is the activity is violent or non-violent that is two neurons. In the middle there are hidden layers which get activated depending upon the preceding layer. Such a structure helps in training the dataset to classify the activities.

V. IMPLEMENTATION
We created our dataset of images by recording action videos. Images containing the precise action postures were sorted manually and fed to the Openpose algorithm[8] followed by the real time action recognition algorithm[1].

- Obtain joints position from OpenPose algorithm.[9]
- Tracing each person in the image frame and distance between the joints of two skeletons is used for differentiating two skeletons.[1]
- Filling in a person’s joints on the basis of previous frame or series of frames.[1]
- Extract features according to the (x,y) joint positions. Uses 5 frames(0.5s window size) for this purpose.[1]
- Extract features such as body velocity, normalized joint positions and joint velocities.[1]
- Apply PCA technique to reduce feature dimension. Classify by various machine learning algorithms.[1]
- Filtering the prediction scores between two frames and add appropriate label to the person if the score is greater than 0.8.

Fig. 5. Workflow.

The obtained model design will be saved as pickle file. The creation of portable and size restricted model design was fulfilled by pickle file. The overall process consisted of many objects and classes which were successfully calibrated and de-calibrated with this module. Such file occupies very less space on a disk. Merits of Pickle Module:
• Same attributes for different Classes
  It has ability to keep a track of data that has been already serialized. So this is helpful for referencing for future use.
• Object Sharing
  Pickle file stores the object once and makes sure that the references are pointing towards master copy. It proves useful for objects that are mutable.
• On-the-go defined classes
  Defining the user needed functions and classes and placing them in the correct module where its objects are located.

VI. RESULTS
The final recognition accuracies for a select feature extracted is shown in the table below. The result shows that the accuracy of all 5 models are higher than 90%. The speed of the algorithms was tested on a laptop with a GeForce MX 150 GPU. The project framerate runs at about 7 fps when the image is resized to 432x368. The fps is seen to decrease for high resize values. The time cost for feature extraction and classification is less than 0.01s per frame for all classifiers, since the models are all relative shallow.

| Method                  | Training Accuracy | Testing Accuracy |
|-------------------------|-------------------|------------------|
| Deep Neural Networks    | 100%              | 97%              |
| Decision Tree           | 93%               | 92%              |
| k-Nearest Neighbors     | 96%               | 93%              |
| Linear SVM              | 92%               | 90%              |
| Random Forests          | 100%              | 96%              |

VII. CONCLUSION
We implemented a Violence Detection system that can detect types of actions as Violent and Non-violent. We obtained satisfactory results on our dataset which comprised of violent and non-violent activities. The recognition accuracy was up to 97% on the training set composed of more than 10000 samples. This detection system was then tested on real-world videos captured through camera modules. It achieved stable and accurate recognition performance on a video similar to the training set and achieved relatively good result on other videos. Considering realistic issues like surveillance, human-computer interaction, the approach towards building a complex dataset is a state of art application with its broad range of applications. All the small steps taken in this field would lead to robust automatic human actions recognition system in future.
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