Many-body effects on Landau-level spectra and cyclotron resonance in graphene

K. Shizuya
Yukawa Institute for Theoretical Physics
Kyoto University, Kyoto 606-8502, Japan

Recently Russell et al. [Phys. Rev. Lett. 120, 047401 (2018)] have reported a clear signal of many-particle contributions to cyclotron resonance in high-mobility hBN-encapsulated graphene, observing significant variations of resonance energies as a function of the filling factor $\nu$ for a series of interband channels. To elucidate their results, Coulombic contributions to the Landau-level spectra and cyclotron resonance in graphene are examined with a possible band gap taken into account and with emphasis on revealing electron-hole ($eh$) conjugation symmetry underlying such level and resonance spectra. Theory, based on the single-mode approximation, gives a practically good account of the experimental data; the data suggest a band gap of $\sim 10$ meV and show a profile that apparently reflects $eh$ conjugation symmetry.

I. INTRODUCTION

Graphene supports as charge carriers massless Dirac fermions [1][2], whose spinor nature derives from the underlying honey-comb lattice structure. In a magnetic field, graphene reveals its “relativistic” character, leading to a particle-hole asymmetric and unequally-spaced tower of Landau levels, along with some characteristic zero-energy levels. It gives rise to a variety of cyclotron resonance (CR) channels [4], both intraband and interband. This is in sharp contrast to standard quantum Hall systems (with quadratic energy dispersion), in which CR takes place only between each adjacent pair of evenly-spaced Landau levels, hence at a single frequency $\omega_c = eB/m^*$, which, according to Kohn’s theorem [5][6], is unaffected by electron-electron interactions. CR in graphene and related Dirac-electron systems thus provides an ideal ground for exploring many-body effects.

Actually, graphene is an intrinsically many-body system of electrons equipped with the valence band acting as the Dirac sea. Quantum fluctuations of the Dirac sea are generally sizable, leading to ultraviolet divergences, and one has to go through renormalization properly to extract observable many-body effects, such as velocity renormalization [7], Coulombic corrections to CR [8][10], and collective excitations [11].

Experiments have already explored, via infrared spectroscopy, some basic features of the Landau-level spectra and associated CR in monolayer [12][14] and bilayer [13][15] graphene. Coulombic corrections to CR escaped detection in an early experiment [15], and were first observed (in a sample of graphene on Si/SiO$_2$) via the comparison of a certain set of intra- and interband transitions [12]. The running of the Fermi velocity $v$ under a change in scale was also observed [10][20].

Meanwhile high-mobility samples became available such as suspended graphene and graphene on hexagonal boron nitride (hBN). In particular, the graphene/hBN device attracts attention for its flatness and a possible opening of a band gap [21][23] due to a small lattice mismatch and weak interlayer interaction.

Recently Russell et al. [24] have reported a direct signal of many-particle contributions to CR in high-mobility hBN-encapsulated monolayer graphene. They observed significant variations of resonance energies over a certain range of filling factor $\nu$ under fixed magnetic field $B$.

The purpose of this paper is to examine the Coulombic contributions to Landau-level and CR spectra in graphene, with a possible band gap taken into account, and to interpret the observed data of Ref. [24]. In a magnetic field a nonzero band gap requires careful handling by renormalization with counterterms nonlinear in the band gap, which fortunately are determined by referring to the theory in free space. In our analysis, particular attention is paid to the electron-hole ($eh$) conjugation symmetry intrinsic to the basic effective Hamiltonian for graphene. We clarify how it governs the Landau-level and CR spectra and note that it is indeed well reflected in the observed data. The theory, based on the single-mode approximation (SMA) [25][28], gives a practically good account of the experimental data: The zero-mode Landau levels ($n = 0_{\pm}$) are particularly sensitive to the band gap and a close look into the related data suggests a band gap of $\sim 10$ meV, while the strength of the Coulomb potential is estimated from relative variations in resonance energy for a series of interband channels.

In Secs. II and III we review the effective theory of graphene in a magnetic field and some basic features of Coulombic corrections. In Sec. IV we examine the detailed structure of the level and CR spectra and reveal the underlying $eh$-conjugation symmetry. In Sec. V we carry out renormalization and examine how the Coulomb-corrected level and CR spectra change with the filling of levels. In Secs. VI and VII we take a close look into each specific behavior of leading sets of interband CR channels and compare them with the observed data. Section VIII is devoted to a summary and discussion.

II. GRAPHENE

The electrons in graphene are described by two-component spinors on two inequivalent lattice sites. They acquire a linear spectrum (with velocity $v \sim 10^6$ m/s)
near the two inequivalent Fermi points $(K, K')$ in momentum space, and are described by an effective Hamiltonian of the form \[ H = \int dx dy \{ \Psi_+^\dagger H_+ \Psi_+ + \Psi_-^\dagger H_- \Psi_- \}, \]

where $H_\pm = v (\Pi_1 \sigma^1 + \Pi_2 \sigma^2) \pm M \sigma^3$, \( \Pi_i = p_i + eA_i \) [with $i = (1, 2)$ or $(x, y)$] involve coupling to potentials $A_i$ and $\sigma^i$ denote Pauli matrices. The Hamiltonians $H_\pm$ describe electrons at two different valleys $\alpha \in (K, K')$ per spin, and $M$ stands for a possible valley gap; we take $M > 0$, without loss of generality.

Let us place graphene in a uniform magnetic field $B_z = B > 0$ by setting $A_i = (-By, 0)$. The electron spectrum then forms an infinite tower of Landau levels of energy

\[ \epsilon_n = s_n \omega_c \sqrt{|n| + \mu^2} \]  

at each valley (with $s_n = \text{sgn}[n] = \pm 1$), labeled by integers $n \in \{0, \pm 1, \pm 2, \ldots \}$ and $p_z$, of which only the $n = 0$ levels split in valley (hence to be denoted as $n = 0_{\pm}$),

\[ \epsilon_{0_{\pm}} = \mp M = \mp \omega_c \mu \quad \text{for} \quad K, K'. \]

Here we have set, along with magnetic length $\ell = 1/\sqrt{\mu B}$,

\[ \omega_c = \sqrt{2} v/\ell \approx 36.3 \times v(10^5 \text{m/s}) / \sqrt{\text{B(T)}} \text{ meV}, \]

and $\mu \equiv M/\omega_c$. Thus, for each integer $|n| = N$, there are in general two modes with $n = \pm N$ (of positive/negative energy) at each valley per spin, apart from the $n = 0_{\pm}$ modes.

The eigenmodes of $H_+$ at valley $K$ are written as \[ \phi_n = (|N-1\rangle b_n |N\rangle c_n)^\dagger \] and $N \equiv |n|$ \[ \text{(here only the orbital eigenmodes are shown using the harmonic-oscillator basis $\{|N\rangle\}$, with $(b_n, c_n)$ given by} \]

\[ (b_n, c_n) = \frac{1}{\sqrt{2}} \left( \sqrt{1 + \mu/\epsilon_n}, -s_n \sqrt{1 - \mu/\epsilon_n} \right), \]
\[ (b_{0_+}, c_{0_+}) = (0, 1), \]

where $\epsilon_n = \epsilon_n(\mu) \equiv \epsilon_n/\omega_c = s_n \sqrt{N + \mu^2}$.

One can pass to another valley $K'$ by simply setting $\mu \rightarrow -\mu$ in the $K$-valley expressions. Alternatively, note the relation $\sigma^3 H_{\alpha} \sigma^3 = -H_\pm$, which implies that the spectra and eigenmodes of valley $K'$ are determined by those of valley $K$, \[ \phi_n[K'] = \sigma^3 \phi_{-n}[K], \]
\[ \epsilon_n[K'] = -\epsilon_{-n}[K], (b_n, c_n)[K'] = (b_{-n}, -c_{-n})[K]. \]

This represents the basic invariance of $H$ under electron-hole $(eh)$ conjugation, i.e., forming another valley by interchanging the electron and hole bands in a valley. One can also define $eh$ conjugation within each valley by replacing $\mu \rightarrow -\mu$, \[ (\epsilon_n, b_n, c_n) = (\epsilon_{-n}, b_{-n}, -c_{-n})[\mu \rightarrow -\mu], \]

in obvious notation, with $n = 0 \rightarrow 0_{\pm}$ in each valley.

The Landau-level structure is made explicit by passing to the $|n, y_0\rangle$ basis (with $y_0 \equiv LP_x$) and the field $\psi^{m_\alpha}_n(y_0)$, where $n$ refers to the Landau level, $\alpha \in (K, K')$ to the valley and $\alpha = (\downarrow, \uparrow)$ to the spin. The Lagrangian thereby reads

\[ L = \int dy_0 \sum_n \sum_{\alpha, \alpha'} (\psi^{m_{\alpha'}}_n|\alpha\rangle (i\partial_{y_0} - \epsilon_n|\alpha\rangle \psi^{m_{\alpha}}_n|\alpha\rangle + \text{H.c.}) \]

and the charge density $\rho_{-\mathbf{p}} = \int d^2 x e^{i \mathbf{p} \cdot \mathbf{x}} \rho$ with $\rho = \Psi_+^\dagger \Psi_+ + \Psi_-^\dagger \Psi_-$. $\rho_{-\mathbf{p}}$ is written as \[ \rho_{-\mathbf{p}} = \gamma_{\mathbf{p}} \sum_{n, n = -\infty}^{\infty} \sum_{\alpha, \alpha'} g^{m_{\alpha'} m_{\alpha}} R^{m_{\alpha'} m_{\alpha}}_{\alpha \beta; -\mathbf{p}}, \]

where $\gamma_{\mathbf{p}} = e^{-2p_z^2/4}$. Here, $\mathbf{r} = (i\ell^2 \partial/\partial y_0, y_0)$ stands for the center coordinate with uncertainty $|r_x, r_y| = i\ell^2$. The charge operators $R^{m_{\alpha'} m_{\alpha}}_{\alpha \beta; -\mathbf{p}}$ obey the $W_\infty$ algebra \[ \text{that reflects this uncertainty.} \]

The coefficient matrix $g^{m_{\alpha'} m_{\alpha}} = g^{m_{\alpha'} m_{\alpha}}_{\alpha \beta; -\mathbf{p}}$ at valley $\alpha$ is given by \[ g^{m_{\alpha'} m_{\alpha}}_{\alpha \beta; -\mathbf{p}} = b^\dagger_m b_n |\mathbf{p}| - 1, |n| - 1 + c_m^\dagger c_n |\mathbf{p}|, \]

where $b^\dagger_m = b^\dagger_m |\mathbf{p}|$, etc., and

\[ f^{m_{\alpha'}}_{\mathbf{p}} = \sqrt{|n|/m!}(i\ell^2/\sqrt{2})^{m-n} L^{n-m}_{\alpha}(i\ell^2 \mathbf{p}^2) \]

for $m \geq n \geq 0$, and $f^{m_{\alpha'}} = (f|m|); p = p_0 + i p_z$; it is understood that $f^{m_{\alpha'}} = 0$ for $m < 0$ or $n < 0$. In view of Eqs. \[ \text{and \[ 8, \]} \]

$g^{m_{\alpha'} m_{\alpha}}$ are related to $g^{m_{\alpha'} m_{\alpha}}$ with the sign of $\mu$ reversed and hence to those of the other valley,

\[ g^{m_{\alpha'} m_{\alpha}}_{\alpha \beta; -\mathbf{p}} = g^{m_{\alpha'} m_{\alpha}}_{\alpha \beta; \mathbf{p}} \}

Some explicit forms of $g^{m_{\alpha'} m_{\alpha}}_{\alpha \beta; -\mathbf{p}}$ are \[ g^{00}_{\mathbf{p}} = 1, g^{11}_{\mathbf{p}} = 1 - (c_1^2) \frac{1}{2} \ell^2 \mathbf{p}^2, \]
\[ g^{10}_{\mathbf{p}} = ic_1 \ell^2 p_y/\sqrt{2}, g^{01}_{\mathbf{p}} = ic_1 \ell^2 p_y/\sqrt{2}, \]

with $c_1[K] = -\sqrt{1 - \mu^2}$. From now on we frequently suppress summations over levels $n$, valleys $\alpha$ and spins $\sigma$, with the convention that the sum is taken over repeated indices. The one-body Hamiltonian $H$ is thereby written as

\[ H = s_n R^{m_{\alpha'} m_{\alpha}}_{\alpha \beta; 0} - \mu_2 (\sigma^3/2)_{\alpha \beta} R^{m_{\alpha'} m_{\alpha}}_{\alpha \beta; 0} \].

Here, for generality, the Zeeman term $\mu_2 \equiv g'\mu_B B$ is introduced. Actually, spin splitting is relatively weak, $\mu_2 \approx 0.12 B(T) \text{ meV}$. We therefore note its presence but take no explicit account of it numerically.

The Coulomb interaction $V = \frac{1}{2} \sum_{\mathbf{p}} v_{\mathbf{p}} |\mathbf{p}|^2 g_{\mathbf{p}} g_{-\mathbf{p}} R^{m_{\alpha'} m_{\alpha}}_{\alpha \beta; -\mathbf{p}}$ is written as

\[ V = \frac{1}{2} \sum_{\mathbf{p}} v_{\mathbf{p}} |\mathbf{p}|^2 g_{\mathbf{p}} g_{-\mathbf{p}} R^{m_{\alpha'} m_{\alpha}}_{\alpha \beta; -\mathbf{p}} R^{m_{\alpha'} m_{\alpha}}_{\alpha \beta; \mathbf{p}} \].
with the potential $v_p = 2\pi\alpha/(|e|p)$, $\alpha \equiv e^2/(4\pi\varepsilon_0)$ and the substrate dielectric constant $\varepsilon_s$: $\sum_p \equiv \int d^2p/(2\pi)^2$ and we set $\delta_{p,0} \equiv (2\pi)^2\delta^2(p)$. As usual, normal ordering is defined as: $R^{jk}R_{mn}^* \propto (\psi^n)\langle \psi^j\rangle\psi^k\psi^m$.

### III. COULOMBIC CORRECTIONS

In this section we study the Coulombic contributions to Landau-level spectra and associated CR in graphene. Let us suppose that a uniform ground state $|Gr\rangle$ is realized at some filling factor $\nu$ in a magnetic field, with the charge expectation values

$$\langle Gr|R_{\alpha\beta}^{mn;ab}|Gr\rangle = \bar{\rho}\nu^\alpha_n\delta_{mn}\delta^{a\beta}\delta_{p,0}$$

for good (i.e., diagonal) quantum numbers $(n, a, \alpha)$, where $0 \leq \nu^\alpha_n \leq 1$ stands for the filling fraction of the $(n, a, \alpha)$ level and $\bar{\rho} = 1/(2\pi\ell^2)$.

The Coulomb direct interaction leads to a divergent self-energy $\propto v_{p-p0}^\nu$, which, as usual, is removed if one takes into account a neutralizing positive background. The exchange interaction gives rise to corrections to level spectra $\epsilon^\alpha_n$ of the form

$$\Delta\epsilon^\alpha_n = -\sum_p v_p^\alpha\sum_m \nu^\alpha_m \left| g_{p,nm}^{\alpha\beta} \right|^2,$$

where the sum is taken over filled levels $m$. An exchange interaction, in calculating Coulombic corrections, preserves the spin and valley $(\alpha, \alpha)$. Accordingly, from now on we suppress them and mainly display the $K$-valley expressions.

Let us next study CR, namely, optical interlevel transitions at zero momentum transfer, with the selection rule $|\Delta n| = \pm 1$ for graphene, i.e., (i) intraband channels $n \leftarrow -n - 1$ and $(n - 1) \leftarrow -n$ and (ii) interband channels $n \leftarrow -(n - 1)$ and $(n - 1) \leftarrow -n$ for $n = 1, 2, 3, \cdots$. Interband CR is specific to Dirac electrons and takes place over a certain range of filling factor $\nu$. Consider now CR from level $j$ to level $n$ for each (valley, spin)=$(\alpha, \alpha)$ channel and denote the associated excitation energy as

$$\epsilon_{\text{exc}}^{n-j} = \epsilon_n - \epsilon_j + \Delta\epsilon^{n-j}.$$  

The mean-field treatment, such as the SMA, leads to Coulombic corrections of the form

$$\Delta\epsilon^{n-j} = \Delta\epsilon_n - \Delta\epsilon_j - (\nu_j - \nu_n) \sum_p v_p^\alpha \sum_m \nu^\alpha_m \left| g_{p,nm}^{\alpha\beta} \right|^2 \gamma_p^2$$

for each (valley, spin) channel; see Ref. [28] for a refined formulation of SMA calculations and a derivation of Eq. (20). The corrections $\Delta\epsilon^{n-j}$ thus consist of self-energies $(\Delta\epsilon_n, \Delta\epsilon_j)$ [in Eq. (18)] of the excited electron and created hole and the Coulomb attraction $\propto \sum_p v_p^\alpha \sum_m \nu^\alpha_m \left| g_{p,nm}^{\alpha\beta} \right|^2$ between them.

Actually Eq. (20) is an expression adequate for integer filling of the ground state. When the initial or final level is only partially filled, $\Delta\epsilon^{n-j}$ acquires an extra contribution from nontrivial corrections within such a level, as characterized, in the SMA [23, 28], by the static structure factor $\hat{s}_n(p)$ in the profiled structure function $\langle Gr|R_{\alpha\beta}^{mn;ab}|Gr\rangle = |\langle Gr|R_{\alpha\beta}^{mn;ab}|Gr\rangle|^2 + \delta_{0,0}\bar{\rho}\nu_n \hat{s}_n(p)$ (for fixed $\rho_n$); $\delta_{0,0} = 0$ for a filled level. The Hartree-Fock approximation [23] yields $\hat{s}_n(p) = 1 - \nu_n$, and Eq. (20) is actually a Hartree-Fock expression with this choice of $\hat{s}_n(p)$. In what follows we focus on the ground states of integer filling.

A remark is in order on a special feature of the $1 \leftarrow 0$ resonance. The SMA leads to a correction of the form

$$\Delta\epsilon^{1,0} = -\sum_p v_p^\alpha \sum_{r \leq 1} \left| g_{p,0r}^{\alpha\beta} \right|^2 \gamma_p^2$$

and

$$\{1 - \hat{s}_0(p)\}\left(\left| g_{p,10}^{\alpha\beta} \right|^2 - \left| g_{p,00}^{\alpha\beta} \right|^2 + g_{p,01}^\alpha g_{p,10}^\beta \right),$$

when the structure factor $\hat{s}_0(p)$ of the 0... level is retained. For conventional electrons with quadratic dispersion one only has the last term $\propto \{1 - \hat{s}_0(p)\}$, though it actually vanishes in accordance with Kohn’s theorem [3]. It happens to vanish also for this $\Delta\epsilon^{1,0}$ of graphene, since $\left| g_{p,01}^\alpha \right|^2 - \left| g_{p,00}^\alpha \right|^2 + g_{p,00}^\alpha g_{p,10}^\beta = 0$ holds, as one can verify using Eq. (14). Thus, in the SMA, $\Delta\epsilon^{1,0}$ consists solely of self-energy corrections due to the filled valence band and is actually logarithmically divergent.

### IV. ELECTRON-HOLE CONJUGATION

The self-energies $\Delta\epsilon_n$ involve a sum over infinitely many filled levels in the valence band. Their structure is better clarified if one notes the completeness relation [31]

$$\sum_{k = -\infty}^{\infty} \left| g_{p,k}^{\alpha\beta} \right|^2 = \epsilon_k^2\gamma_p^2 = 1/\gamma_p^2.$$  

The half-infinite sum in $\Delta\epsilon_n$ is thereby rewritten as

$$\gamma_p^2 \sum_{k \leq -1} \left| g_{p,k}^n \right|^2 = \frac{1}{2} - \frac{1}{2}\mathcal{F}_n(z; \mu) - \frac{1}{2}\mathcal{F}_0(z; \mu),$$

where $z = \frac{1}{2}\epsilon_p^2\gamma_p^2$. In particular,

$$\mathcal{F}_n(z; \mu) \equiv \sum_{k = 1}^{\infty} \left(\left| g_{p,k}^n \right|^2 - \left| g_{p,-k}^n \right|^2 \right),$$

with $\epsilon_k = \sqrt{k + \mu^2}$ for $k > 0$.

The self-energies $\Delta\epsilon_n$ are now rewritten as

$$\Delta\epsilon_n = \sum_p v_p^\alpha \left[ -\frac{1}{2} + \frac{1}{2}\mathcal{F}_n(z; \mu) - \sum_k \nu[k] \gamma_p^2 \left| g_{p,k}^n \right|^2 \right].$$

(25)
Here the last term with the “electron-hole” filling factor,
\[ \nu[k] = \nu_k \theta(k_{\geq 1}) - (1 - \nu_k) \theta(k_{\leq -1}) + (\nu_0 - \frac{1}{2}) \delta_{k,0}, \tag{26} \]
where \( \theta(k_{\geq 1}) = 1 \) for \( k \geq 1 \) and \( \theta(k_{\geq 1}) = 0 \) otherwise, etc., stands for contributions from a finite number of filled electron or hole levels around the \( n = 0 \) level. The filled valence band has led to corrections \( \propto -\frac{1}{v_h} + \frac{1}{v^2} F_n(z; \mu) \), of which the \( -\frac{1}{2} \) term, common to all levels \( n \), is safely eliminated by adjusting zero of energy. \( F_n(z; \mu) \) thus represent genuine many-body corrections. In view of Eq. \( \square \), \( F_{\pm n} \) are related in each valley or between the valleys,
\[ F_{-n}(z; \mu) = -F_n(z; -\mu), \]
\[ F_n(z; \mu)^{K'} = -F_{-n}(z; \mu)^K = F_n(z; -\mu)^{K'}. \tag{27} \]

Let us now disclose a key property of \( \nu[k] \) defined in Eq. \( \square \): \( \nu[-k] \) equals \( -\nu[k] \) with each \( \nu_k \) replaced by \( (1 - \nu_{-k}) \) and \( \nu_{-k} \) in the latter. This means that \( \nu[k] \) signs change upon interchanging the electron and hole bands according to \( \nu_k \rightarrow 1 - \nu_{-k} \), i.e., via \( eh \) conjugation. Noting Eqs. \( \square \) and \( \square \), then allows one to relate \( \Delta \epsilon_n = \sum \left[ \frac{\nu_p}{2} F_n(z; \mu) + \ldots \right] \) to \( -\Delta \epsilon_{-n} \) in the same valley or in another valley. The result is
\[ \Delta \epsilon_n = -\Delta \epsilon_{-n} |_{\nu_k \rightarrow 1 - \nu_{-k}} = -\Delta \epsilon_{-n} |_{\nu_k \rightarrow 1 - \nu_{-k}}, \tag{28} \]
in obvious notation. To make the situation clearer, let us imagine valley \( K \) filled up to level \( n_1 = m \), i.e., \( \nu_k = 1 \) for \( k \leq m; n_2 \) specifies the uppermost filled level. Interchanging electrons and holes yields a configuration with levels filled up to \( n_1 = -m - 1 \). Thus, via \( eh \) conjugation, valley \( K \) with \( n_1 = m \) turns into valley \( K' \) with \( n_1 = -m - 1 \), and vice versa. One can now rewrite Eq. \( \square \) for the full spectra \( \epsilon_n = \epsilon_n + \Delta \epsilon_n \) and denote
\[ \epsilon_n |_{n_1 = m} = \epsilon_{-n} |_{n_1 = -m - 1} = \epsilon_{-n} |_{n_1 = -m - 1}. \tag{29} \]

An analogous operation applied to Coulombic corrections \( \Delta \epsilon_n^{\alpha} \) in Eq. \( \square \) reveals that, via \( eh \) conjugation, \( \Delta \epsilon_n^{\alpha} \) turns into \( \Delta \epsilon_{-n}^{\alpha} \) in another valley. Accordingly, the full CR spectra \( \epsilon_n \) enjoy the property
\[ \epsilon_{n-j-1}^{K'} |_{n_1 = m} = \epsilon_{n-j}^{K} |_{n_1 = -m - 1} = \epsilon_{n-j}^{K} |_{n_1 = -m - 1}. \tag{30} \]
Note also that, under the same \( n_1 \), one can pass to another valley simply reversing \( \mu \rightarrow -\mu \),
\[ \epsilon_n^{K'} |_{n_1 = m} = \epsilon_{-n}^{K} |_{n_1 = -m - 1} = \epsilon_{-n}^{K} |_{n_1 = -m - 1} = \epsilon_{-n}^{K} |_{n_1 = -m - 1}. \tag{31} \]

From Eq. \( \square \), we learn that CR channels \( (n \leftarrow -j) \) and \( (j \leftarrow -n) \) form “\( eh \)-conjugate” channels, interchangeable via \( eh \) conjugation. In view of the selection rule, conjugate channels of interest are \( n \leftarrow -(n - 1) \) and \( n - 1 \leftarrow -n \) for each \( n = 1, 2, \ldots \), which we denote as \( T_n; T_1 = \{ 1 \leftarrow 0, 0 \leftarrow 1 \} \) (with \( 0 \rightarrow 0 \) at each valley), \( T_2 = \{ 2 \leftarrow -1, 1 \leftarrow -2 \} \), \( T_3 = \{ 3 \leftarrow -2, 2 \leftarrow -3 \} \), etc. Experimentally signals from the conjugate channels of a given set \( T_n \) are observable over a certain range of filling factor \( \nu \) and are indistinguishable unless polarized light is used. [In contrast, \( eh \)-conjugate intraband channels \( n \leftarrow (n - 1) \) and \( -(n - 1) \leftarrow -n \) are not simultaneously observable.]

In equilibrium, the neutral ground state with total filling \( \nu = 0 \) has the valley content \( (n_1^{K}, n_1^{K'}) = (0, -1) \), which, via \( eh \) conjugation, turns into \( (n_1^{K'}, n_1^{K}) = (-1, 0) \). Thus the \( \nu = 0 \) state is \( eh \)-self-conjugate. [See, in this connection, Fig. 4(a) shown later.] In general, via \( eh \) conjugation, a state with total filling \( \nu \) turns into the state with filling \( -\nu \). The \( \nu = \pm \nu_k \) conjugate states have essentially the same level spectra (up to sign and \( K \leftrightarrow K' \))
\[ (\epsilon_n^{K}, \epsilon_n^{K'}) |_{\nu = \nu_k} = ( -\epsilon_n^{K'}, -\epsilon_n^{K}) |_{\nu = -\nu_k}. \tag{32} \]
They also share the same excitation spectra. For \( T_2, \) e.g., one can write
\[ (\epsilon_{exc}^{1-1}, \epsilon_{exc}^{1-2}) |_{\nu = \nu_k} = (\epsilon_{exc}^{1-2}, \epsilon_{exc}^{2-1}) |_{\nu = -\nu_k}, \tag{33} \]
i.e., the CR spectra of \( T_2 \) at one valley and total filling \( \nu_k \) are the same as the (conjugated) spectra at another valley and filling \( -\nu_k \). As a result, the full \( (K + K') \) spectra of \( T_2, \) now consisting of \( \epsilon_{exc}^{1-2}, \epsilon_{exc}^{2-1} \), are identical at filling \( \pm \nu \). This leads to a somewhat nontrivial consequence: The full excitation spectra of each \( T_n, \) when observed under fixed field \( B \) over a certain range of \( \nu, \) take a profile symmetric in \( \nu \). Actually, \( \nu = 0 \) turns out to be a maximum, as we will see later (in Fig. 2).

V. RENORMALIZATION

For graphene, self-energies \( \Delta \epsilon_n \) are affiliated with ultraviolet divergences. In this section we study how to extract physically observable information out of them via renormalization. Actually, for \( n \geq 1 \), \( F_n(z; 0) \approx \sqrt{n/2}/(\langle \ell \rangle) \) as \( \langle \ell \rangle \rightarrow \infty \), which shows that the divergence in \( \Delta \epsilon_{\pm n} \) is of the form \( \propto \pm \sqrt{n} / \log(\ell / \Lambda) \), with momentum cutoff \( \Lambda \). Accordingly, for \( M \rightarrow 0 \), the divergences in all \( \Delta \epsilon_n \) are removed via renormalization of velocity,
\[ v = \sqrt{\omega_c \mu} \rightarrow \omega_c \mu + \delta v \tag{34} \]
with the counterterm \( \delta v = (Z_n - 1) v^{ren} \).

Nonzero band gap \( M = \omega_c \mu \neq 0 \) requires further renormalization. It is not a priori clear how to renormalize \( M \) for \( B \neq 0 \). A key step is to note that the magnetic field \( B \) acts as a long-wavelength cutoff \( \sim \ell \), without affecting the short-distance structure of the theory. One can therefore determine the necessary counterterms from the \( B = 0 \) theory, which yields
\[ \delta v \sim - (\alpha/8\epsilon_b) \log \Lambda^2, \; \delta M = 2 (M^{ren}/v^{ren}) \delta v \tag{35} \]
(or equivalently, \( \delta \mu = \mu^{ren} \delta v / v^{ren} \)), with \( M = M^{ren} + \delta M \); we denote (finite) renormalized quantities as \( \omega_c^{ren} = \sqrt{2} v^{ren} / \ell, \; M^{ren} = \omega_c^{ren} \mu^{ren} \) and \( \epsilon_n^{ren} = \omega_c^{ren} \epsilon_n^{ren} \).
Rewriting the (bare) zeroth energy as \( \epsilon_n = \omega_c \epsilon_n = \epsilon_n^{\text{ren}} + \delta \epsilon \epsilon_n \) allows one to isolate the counterterm to \( O(\alpha) \),
\[
\delta \epsilon \epsilon_n = \omega_c \lambda_n(\mu|\epsilon_n^{\text{ren}}) = \frac{\epsilon_n + \mu^2/\epsilon_n = s_n(\|n\| + 2\mu^2)/\sqrt{\|n\| + \mu^2}}{(\|n\| + \mu^2)^2}.
\]
Note that \( \lambda_n(\mu) = s_n \sqrt{|n|} + O(\mu^2) \) for \( n \neq 0 \) while \( \lambda_0(\mu) = -2\mu \). This implies that \( \Delta \epsilon \) are governed by a single divergence \( \delta \epsilon \), which, for \( n \neq 0 \), arises in all even powers of \( \mu \). In contrast, \( \delta \epsilon \delta \epsilon \) has a divergence of \( O(\mu) \). Direct calculation of \( \sum_p \epsilon p \mathcal{F}_n(z; \mu) \), indeed, verifies such a nonlinear feature (in \( M \sim \mu \)) of renormalization; see Appendix A.

Let us denote the Coulomb-corrected level spectra as
\[
\hat{\epsilon}_n = \epsilon_n + \Delta \epsilon_n = \epsilon_n^{\text{ren}} + (\Delta \epsilon_n)^{\text{ren}}.
\]
The renormalized self-energies \( (\Delta \epsilon_n)^{\text{ren}} \equiv \Delta \epsilon_n + \delta \epsilon \epsilon_n \) are now free of divergence. One has to define the renormalized velocity \( \epsilon^{\text{ren}} \) by referring to some observable quantity. Let us refer to \( 1 \leftarrow 0 \) resonance with zero band gap \( \mu = 0 \) and let \( \epsilon^{\text{exc}}_n \|\mu = 0 = \omega_n^{\text{ren}} \equiv \sqrt{2} \mu^{\text{ren}} / \ell \) at each value of \( B \); other choices are equally possible, as we remark later. We thus choose \( (\Delta \epsilon_n)^{\text{ren}}|_{\mu = 0} \equiv (\Delta \epsilon_n^{(1,0)})_{\mu = 0} = 0 \), i.e., \( \delta \epsilon = -(\ell / \sqrt{2}) \Delta \epsilon^{(1,0)}|_{\mu = 0} \) with \( \Delta \epsilon_n|_{\mu = 0} = \sum_p \epsilon p \{ \mathcal{F}_n(z; 0) = e^{-z} (1 - z / 2) \} \). One can then renormalize \( \mathcal{F}_n(z; \mu) \) as
\[
\mathcal{F}_n^{\text{ren}}(z; \mu) = \mathcal{F}_n(z; \mu) - \delta \epsilon \mathcal{F}_n(z; \mu),
\]
by isolating the portion that leads to a divergence,
\[
\delta \epsilon \mathcal{F}_n(z; \mu) = \lambda_n(\mu) \{ \mathcal{F}_n(z; 0) = e^{-z} (1 - z / 2) \},
\]
where \( \mathcal{F}_n(z; 0) = e^{-z} \sum_{k=1}^{\infty} (k - z) z^{k-1} \sqrt{K} / K! \). The self-energies \( (\Delta \epsilon_n)^{\text{ren}} \) are thereby cast in a compact form
\[
(\Delta \epsilon_n)^{\text{ren}} = \Omega_n(\mu) = - \sum_k \nu[k] \sum_p \epsilon p \gamma_p^2 \left| g_n^1 p \right|^2,
\]
\[
\Omega_n(\mu) = \frac{1}{2} \sum_p \epsilon p \mathcal{F}_n^{\text{ren}}(z; \mu).
\]
In this renormalized form, \( \mathcal{F}_n^{\text{ren}}(z; \mu) \), are sizable only for \( |p| \sim O(1) \) and vanish rapidly as \( z = \frac{1}{2} p^2 \to \infty \), and one can calculate \( \Omega_n(\mu) \) numerically as well as analytically without handling divergences; see Appendix A for details.

\[
\Omega_{-n}(\mu) = -\Omega_n(-\mu), \quad \Omega_n(\mu)|_{\mu'} = \Omega_n(-\mu)|_{\mu'}
\]
Similarly, the Coulomb-corrected CR energies are rewritten as \( \epsilon^{\text{exc}}_n = \epsilon_n^{\text{ren}} - \epsilon_n^{\text{exc}} + (\Delta \epsilon_n^{(1,0)})^{\text{ren}} \), with
\[
(\Delta \epsilon_n^{(1,0)})^{\text{ren}} = \mathcal{W}^{n,1,0} + \nu[k] \sum_p \epsilon p \gamma_p^2 \left| g_n^1 p \right|^2 - \left| g_n^2 p \right|^2,
\]
\[
\mathcal{W}^{n,1,0} = \Omega_n - \Omega_{-1} - (\nu_j - \nu_n) \sum_p \epsilon p \gamma_p^2 g_{nn}^2 g_{np} g_{pp}^2,
\]
where \( \Omega_n = \Omega_n(\mu) \) for short. The renormalized corrections \( (\Delta \epsilon_n)^{\text{ren}} \) and \( (\Delta \epsilon_n^{(1,0)})^{\text{ren}} \) are now divided into real-process contributions \( (x \nu[k]) \) and many-body corrections \( \Omega_n(\mu) \) and \( \mathcal{W}^{n,1,0} \).

| \( n \) | \( \epsilon_n \) | \( \Delta \epsilon_n \) | \( \epsilon_n^{\text{ren}} \) | \( \Delta \epsilon_n^{\text{ren}} \) |
|---|---|---|---|---|
| -1 | -0.363 μ | 0.1237 μ | -0.20 μ + 0.0887 μ | -0.20 μ + 0.0887 μ |
| 0 | 0.368 μ | -0.1688 μ | -0.1688 μ | -0.1688 μ |
| 1 | -0.36 μ | 0.2137 μ | 0.2137 μ | 0.2137 μ |

In Fig. 1(a), we depict level shifts \( (\Delta \epsilon_n)^{\text{ren}}|_{\mu = 0} \) and \( (\Delta \epsilon_n)^{\text{ren}}|_{\mu = 0} \) [in units of \( \tilde{V}_c \)] for \( n = 0 \) and \( n \in [-3, 3] \) over the range \( n \in [-2, 1] \). Lines are a guide for the eyes.

(b) An illustration of level spectra \( (\epsilon_n) \) for \( \nu = 0 \) and \( \nu = 2 \), with \( \tilde{V}_c / \omega_c \sim 0.5 \) and \( \mu \sim 0.05 \) chosen tentatively.

Table I shows a list of \( \Omega_n(\mu) \) of our interest and \( (\Delta \epsilon_n)^{\text{ren}}|_{\mu = 0} \) for \( n = (-1, 0, 1) \), in units of
\[
\tilde{V}_c = \frac{\alpha}{\epsilon_b \ell} \sqrt{\frac{\pi}{2}} \approx 70.3 \sqrt{B(T)} \text{ meV};
\]
we suppose \( \mu \ll 1 \) and only retain terms to \( O(\mu) \) below.

In Fig. 1(a), we depict level shifts \( (\Delta \epsilon_n)^{\text{ren}}|_{\mu = 0} \) and \( (\Delta \epsilon_n)^{\text{ren}}|_{\mu = 0} \) [in units of \( \tilde{V}_c \)] for \( n = 0 \) and \( n \in [-3, 3] \) over the range \( n \in [-2, 1] \). These shifts \( (\Delta \epsilon_n)^{\text{ren}} \) are generally sizable and, in particular, \( (\Delta \epsilon_n)^{\text{ren}} \) and \( (\Delta \epsilon_n)^{\text{ren}} \) critically change in magnitude as the relevant \( (0, \pm 1) \) level is filled or emptied.

Figure 1(b) illustrates a typical pattern of level spectra \( (\epsilon_n) \) at the two valleys for the \( \nu = 0 \) neutral state and the \( \nu = 2 \) state (with spin splitting suppressed). [Note that to fill \( (0, \pm 1) \) refers to the valley content \( (n_{\nu}^K, n_{\nu}^{K'}) = (0, -1), \nu = -2 \) to \((-1, -1), \nu = 2 \) to \((0, 0), \nu = 6 \) to \((1, 1), \nu = \) etc.] For \( \mu \neq 0 \), Coulomb interactions lift the valley degeneracy of \( n \neq 0 \) levels. Valley asymmetry is minimum for \( \nu = 4m + 2 = \pm 2, \pm 6, \ldots \), i.e., when large
TABLE II. (a) Coulombic corrections $W^{n,j}$ and (b) resonance shifts for $T_2$ (at valley $K$) in units of $\tilde{V}_c$; $N^{2,-1} = N^{1,-2} = \sqrt{2} + 1$. Setting $\mu \to -\mu$ yields those at valley $K'$.

| $n_l$ | $(\Delta \epsilon^{(2,-1)ren})_{n_l/N^{2,-1}} / \tilde{V}_c$ | $(\Delta \epsilon^{(1,-2)ren})_{n_l/N^{1,-2}} / \tilde{V}_c$ |
|-------|---------------------------------|---------------------------------|
| -2    | 0.06742 - 0.0114 $\mu$           | 0.06742 + 0.0114 $\mu$           |
| -1    | 0.09756 - 0.159 $\mu$            | 0.1234 + 0.00034 $\mu$           |
| 0     | 0.1234 - 0.00034 $\mu$           | 0.09756 + 0.159 $\mu$            |
| 1     | 0.06742 - 0.0114 $\mu$           | 0.06742 + 0.0114 $\mu$           |

Landau gaps are present, with $\epsilon_n \neq 0$ split only slightly $\sim O(\tilde{V}_c \mu)$ in the valley; see Eq. (11). At $\nu = 0$, in contrast, valley asymmetry is most prominent, especially for the $n = 0$ levels, $(\Delta \epsilon_{n=0})_{ren} - (\Delta \epsilon_{n=0})_\text{exc} \sim \tilde{V}_c$. This implies that even a tiny valley asymmetry can trigger a sizable Coulombic gap for the $\nu = 0$ neutral state.

To survey CR or $\{T_n\}$, it is useful to handle excitation energies normalized as $\epsilon^{(n,j)\text{ren}}_{\text{exc}} = \epsilon_{\text{exc}}^{(n,j)} + (\Delta \epsilon^{(n,j)\text{ren}}_{\text{exc}} / N^{n,j})$ with $N^{n,j} = n \mu - s \sqrt{|J|} = (N^{j,-n})$; $N^{1,0} = 1$, $N^{2,-1} = \sqrt{2} + 1$, etc. Table II shows a list of many-body corrections $W^{n,j}_{\text{ren}} / N^{n,j}$. It is clear that Coulombic attraction dominates for interband transitions while self-energy terms $\Omega_{\nu,n} - \Omega_{-\nu,j}$ dominate for intraband transitions. Table II also summarizes the Coulombic corrections for $T_2$; similar tables for $T_3$ through $T_6$ are relegated to Appendix A. In Fig. 2, we depict all such corrections for $\mu = 0$ and $n_l \in [-3,2]$. Clearly, for each $T_n$, peak values of $(\Delta \epsilon^{(n,j)\text{ren}}_{\text{exc}} / N^{n,j})$ are associated with either $n^K_l = 0$ or $n^K_l = -1$, i.e., with the $\nu = 0$ state.

As seen from the scales of Figs. 1 and 2, Coulombic contributions to CR are considerably smaller than level shifts $(\Delta \epsilon_{n=0})_{ren}$; $(\Delta \epsilon^{(n,j)\text{ren}}_{\text{exc}} / N^{n,j})$ are about 10% of $\tilde{V}_c$ or less in magnitude for $T_2 \sim T_6$ over the range $\nu \in [-2,2]$ (or $n_l \in [-1,0]$). As for $T_1$, while $(\Delta \epsilon_{n=0})_{\text{ren}}$ change abruptly as one goes from $\nu = -2$ to $\nu = 2$, CR shifts $(\Delta \epsilon^{1,0})_{\text{ren}}$ and $(\Delta \epsilon^{0,-1})_{\text{ren}}$ remain far small,

$$(\Delta \epsilon^{1,0})_{\text{ren}} = (\Delta \epsilon^{0,-1})_{\text{ren}} |_{\mu \to -\mu} = (\Delta \epsilon^{0,1})_{\text{ren}} \approx \tilde{V}_c \{ -0.2052 \mu + 0.297 \mu^2 + \cdots \}$$  \hspace{2cm} (45)

see Appendix A for details.

VI. CYCLOTRON RESONANCE

Before proceeding further let us take a quick look at some recent experimental data of Ref. 24. There the observed CR energies are parametrized in the one-body form $\epsilon_{\text{exc}}^{(n,j)\text{exp}} \equiv (\sqrt{2} v_{\text{eff}} / \ell) N^{n,j}$, and the effective Fermi velocity $v_{\text{eff}}$ is determined for six major transitions $T_1$ through $T_6$. Figure 3 reproduces a portion of the data, in which $v_{\text{eff}}^{(\text{exp})}$ at $B = 8T$ is plotted as a function of filling factor $\nu$ for $T_1 \sim T_4$. $v_{\text{eff}}^{(\text{exp})}$ refers to the whole active channels of each $T_n$ and varies by 2% $\sim 5\%$ over the range $|\nu| \lesssim 10$. At a glance, for all $T_1 \sim T_6$, variations of $v_{\text{eff}}$ with $\nu$ are nearly symmetric about $\nu = 0$ with a maximum at $\nu = 0$. This provides, as noted regarding Eq. (33), direct evidence that $e\hbar$ conjugation is well realized in graphene. For $T_3 \sim T_6$, $v_{\text{eff}}$ shows a generally similar $\nu$ dependence. In contrast, for $T_1$, a splitting of $v_{\text{eff}}$ is seen around $\nu \sim \pm 2$, and, for $T_2$, $v_{\text{eff}}$ shows minima around $\nu \sim \pm 4$. With such data in mind, let us continue our analysis.

$T_1$ is rather special from the viewpoint of the SMA: As noted in Eq. (21) or in Eq. (15), Coulombic corrections $\Delta \epsilon^{1,0}$ and $\Delta \epsilon^{0,-1}$ are independent of $v_{\text{eff}}^{(\text{exp})}$, and are entirely due to many-body effects. In general, CR, being spin preserving, is unaffected by spin splitting (which actually is rather small for $B < 10T$). It appears difficult to interpret the observed $T_1$ data by Coulombic contributions alone. This naturally leads us to a possible band gap $M$.

Figure 4(a) is an illustration of the level spectra and associated $T_1$ spectra for $\nu = (-2,0,2)$. [Note here $e\hbar$ conjugation: The $\nu = 0$ level spectra remain the same...
Here and from now on, \((\nu, \mu, \xi, \cdots)\) refer to renormalized quantities.

Figure 4(b) illustrates how active resonance channels change in content as \(\nu\) is increased from 0 to 4 under fixed \(B\). At \(\nu = 0\) the four (valley, spin) channels have the same resonance energy \(\omega_c + (1 - \xi) \cdot M\). At \(\nu = 1\) one of the spin-split \(0_+\) levels gets filled and a \(1 \leftarrow 0_+\) channel becomes active in place of \(0_+ \leftarrow 1\). At \(\nu = 2\) the resonance energies are split in the valley by \(2(1 - \xi) \cdot M\). At the same time, the \(n = 1\) levels are slightly split in the valley, with valley \(K'\) lower in energy by \(\sim 0.43 \nu_c \mu\); see \((\Delta \epsilon_\nu)^{ren}_n = 0\) in Table I. Accordingly, it is valley \(K'\) that is first filled as one goes to \(\nu = 3\). At \(\nu = 4\) only the \(1 \leftarrow 0_-\) channels remain active.

In practice, such resonances are broadened under disorder and their profiles overlap each other. With increasing disorder, a splitting of competing resonances will become less prominent and, when splitting and broadening are comparable, resonance peaks will start to shift in position to eventually merge into a single broad profile; one would thereby observe an apparent reduction in splitting and in resonance energy, as illustrated in Fig. 4(c).

The resonance spectra in Fig. 4(b) change in both number and energy with \(\nu\). To simulate the effect of disorder, let us consider, at each \(\nu\), an average of competing resonances, with a certain spread added, and determine the peak positions of the spectra. Figure 4(d) shows such simulated resonance profiles for \((\nu, \mu, \xi, \cdots)\) refer to renormalized quantities.

VII. INTERBAND RESONANCE \(T_2 \sim T_6\)

Figure 5 shows (by blue points) a plot of \(v^{eff}\) at \(\nu = 0\) and \(B = 8\ T\) extracted from the \(T_1 \sim T_6\) data of Ref. [24]. These peak values of \(v^{eff}\) are one goes from \(T_1\) to \(T_3\) and then decrease for higher \(T_n\). Also included is a plot of \(v^{eff} = v^{eff}/(E^{exch}/N^{m,j})\) at \(\nu = 0\) for each \(T_n\), with the \(n \leftarrow -(n-1)\) and \(n-1 \leftarrow -n\) channels distinguished, and with the velocity chosen to be

\[
v^{exch} = 1.1 \times 10^6 \text{ m/s.}
\]
characteristic monotonous decrease in going from $T_3$ to $T_6$, as seen from Fig. 2. Adjusting the gradient gives

$$\tilde{V}_c/\omega_c \approx 0.5 \sim 0.6.$$  \hspace{1cm} (49)

$T_1$ critically depends on band gap $M$. Adjusting its position yields

$$\mu \approx 0.04 \sim 0.05.$$  \hspace{1cm} (50)

In Fig. 5 orange points refer to the plot of $v_{\text{eff}}^{\text{theory}}$ with the choice $\tilde{V}_c/\omega_c = 0.5$ and $\mu = 0.045$, which gives a practically good fit to the experimental data; for comparison, red points refer to the case of zero band gap $\mu = 0$. The choice of $v_{\text{ren}}$ in Eq. 48 is also a practically unique choice since a slight change of it shifts the theoretical plot vertically and almost uniformly.

It will be worthwhile to remark here that relative variations of $v_{\text{eff}}$ among $T_1 \sim T_6$ have definite meaning independent of the choice of renormalization prescriptions. Actually, upon adopting a new prescription, renormalized spectra $v_{\text{ren}}$ and self-energies $\Omega_n(\mu)$ change but the the sums $\bar{v}_{\text{ren}} + \Omega_n(\mu)$ remain invariant, as explained in Appendix B. Thus the best-fit values of $(v_{\text{ren}}, \mu_{\text{ren}}, \cdots)$ here are simply translated to another equivalent set in the new prescription, with no change in physics.

The above choice of $(v_{\text{ren}}, \tilde{V}_c/\omega_c, \mu)$ in turn leads to a band gap

$$2M = 2 \omega_c \mu \sim 10 \text{ meV}$$  \hspace{1cm} (51)

and $\tilde{V}_c \sim 60 \text{ meV or } \epsilon_b \sim 3$ at $B = 8T$. A band gap of $\sim 10 \text{ meV}$ amounts to an $\sim 8\%$ splitting of $v_{\text{eff}}$ at $\nu \sim \pm 2$ for $T_1$, which appears considerably larger than the observed $\sim 3\%$ splitting of $v_{\text{eff}}$ in Fig. 3. This will nevertheless be a reasonable estimate in view of an apparent reduction of a splitting in the presence of disorder, illustrated in Fig. 4(d).

Actually, some earlier experiments reported observations of larger band gaps of $\sim 30 \text{ meV}$ in graphene/hBN devices \cite{21,22,23} and the possibility of much smaller gaps in encapsulated devices \cite{23}, as also discussed theoretically \cite{24,25}. The gap of $\sim 10 \text{ meV}$ in an encapsulated device here is in accord with the latter.

Let us next examine $T_2$ in more detail. It is enlightening to first look at a short summary of corrections $\{\langle \Delta \epsilon^{2-1}_{\text{ren}} \rangle / N^{2-1}, \langle \Delta \epsilon^{2-1}_{\text{ren}} \rangle / N^{2-3} \}_n$ [in units of $\tilde{V}_c$] at each valley (per spin) for $\nu \in (0, 2, 4, 6)$:

\begin{align*}
0 : &\{0.123 + 0.097 \}_{\bar{n}=0}, \{0.097 + 0.123 \}_{\bar{n}=-1}, \\
2 : &\{0.123 + 0.097 \}_{\bar{n}=0}, \{0.123, 0.097 \}_{\bar{n}=0}, \\
4 : &\{0.123 + 0.097 \}_{\bar{n}=0}, \{0.067 \} \_{\bar{n}=1}, \\
6 : &\{0.067 \} \_{\bar{n}=1}, \{0.067 \} \_{\bar{n}=1}. \hspace{1cm} (52)
\end{align*}

where $\pm$ refers to the sign of $O(\mu)$ corrections, e.g., $0.097 \pm 0.097 \pm 0.16\mu \approx 0.105/0.09$ (with $\mu \sim 0.05$); $0.123 \pm 0.123$ and $0.067 \pm 0.067/0.067$. At $\nu = 0$, the excitation spectra, though split to $\sim 2\%$ of $\tilde{V}_c$, are the same at both valleys while at $\nu = 2$ they are further split in the valley to $O(\mu \tilde{V}_c)$; such weak splitting, unlike in $T_1$, may well be invisible under disorder. In this way, $v_{\text{eff}}$ will have a maximum at $\nu = 0$ and barely change over the range $-2 \leq \nu \leq 2$. This feature of $v_{\text{eff}}$ is common to other $T_n$ as well, and is consistent with the experimental data on $T_2 \sim T_6$.

As one goes from $\nu = 2$ to $\nu = 4$, the $n = 1$ levels at valley $K'$ are gradually filled, with the $(1 \leftrightarrow -2)_{K'}$ channel closed and $\langle \Delta \epsilon^{2-1}_{\text{ren}} \rangle / N^{2-1}$ reduced in magnitude. One will therefore observe a decrease of $v_{\text{eff}}$ in going to $\nu = 4$ and, according to Eq. 52, even further to $\nu = 6$. The present theory is thus consistent with the observed variation of $v_{\text{eff}}$ over the range $-4 \leq \nu \leq 6$ in the $T_2$ data. The unexpected rise of $v_{\text{eff}}$ from $\nu = \pm 4$ to $\nu = \pm 6$ in the $T_2$ data, however, remains unexplained \cite{36}.

As in the observed $T_2 \sim T_6$ data, when competing resonances merge into a single broad peak in the presence of disorder, its peak position will lie around the average of the resonance spectra. To simulate such $\nu$ variations of $v_{\text{eff}}$ we show in Fig. 6 the Coulombic corrections $\Delta \epsilon^{n-1}_{\text{ren}} / N^{n-1}$ averaged over (eight or less) active channels of each $T_n$ for $|\nu| \leq 6$; the scale is also translated to averaged velocity $\langle v_{\text{eff}} \rangle$ using $v_{\text{ren}} = 1.1 \times 10^6 \text{m/s}$ and $\tilde{V}_c/\omega_c = 0.5$. Points guided by real lines refer to the case $\mu = 0.05$ and those by dotted lines to zero band gap $\mu = 0$.

![FIG. 6. (Color online) Coulombic corrections $\Delta \epsilon^{n-1}_{\text{ren}} / N^{n-1}$ averaged over active channels of each $T_n$ for $|\nu| \leq 6$; the scale is also translated to averaged velocity $\langle v_{\text{eff}} \rangle$ using $v_{\text{ren}} = 1.1 \times 10^6 \text{m/s}$ and $\tilde{V}_c/\omega_c = 0.5$. Points guided by real lines refer to the case $\mu = 0.05$ and those by dotted lines to zero band gap $\mu = 0$.](image)
TABLE III. Coulomb CR shifts \((\Delta \nu_{n=-(n-1)}^{\text{ren}})_{n_{\ell}}\) (at valley \(K\)) in units of \(\tilde{V}_c\). Setting \(\mu\) \(\rightarrow\) \(-\mu\) yields those at valley \(K'\), while reversing \((\Delta \nu_{n=-(n-1)}^{\text{ren}})_{n_{\ell}}\) about \(n_{\ell} = -1/2\) yields \((\Delta \nu_{n=-(n-1)}^{\text{ren}})_{n_{\ell}}\).

| \(n_{\ell}\) | \((\Delta \nu_{n=-(n-1)}^{\text{ren}})_{n_{\ell}}^{3/2}/N_{3/2}^{3/2}\) | \((\Delta \nu_{n=-(n-1)}^{\text{ren}})_{n_{\ell}}^{4/3}/N_{4/3}^{4/3}\) |
|----------|-------------------|-------------------|
| -2       | 0.04606 - 0.0627 \(\mu\) | 0.06643 - 0.0389 \(\mu\) |
| -1       | 0.1087 - 0.0701 \(\mu\) | 0.09898 - 0.0416 \(\mu\) |
| 0        | 0.1187 + 0.000731 \(\mu\) | 0.1042 + 0.000933 \(\mu\) |
| 1        | 0.09076 - 0.00173 \(\mu\) | 0.08684 - 0.00144 \(\mu\) |
| 2        | 0.03489 - 0.00572 \(\mu\) | 0.05562 - 0.00162 \(\mu\) |

\[ \Omega_{n_{\ell}}(\mu) = \frac{1}{2} \sum_{p} v_{p} F_{n_{\ell}}^{\text{ren}}(z; \mu) \]

An efficient way to calculate \(\Omega_{n_{\ell}}(\mu)\) numerically is to first evaluate \(F_{n_{\ell}}^{\text{ren}}(z; \mu)\) by summing sufficiently many terms in it so that subsequent integration over \(p\) is dominated by the small-momentum domain \(|p| \lesssim 1\). An alternative way, suited for analytic treatment, is to integrate over \(p\) first,

\[ \sum_{p} v_{p} f_{\nu} = \tilde{V}_c \int_{0}^{\infty} (dz/\sqrt{z}) f(z) \].

This number is obtained by first summing over \(k\) and then integrating over \(z\), which is a physically sensible step of calculation. In contrast, if the step is reversed, one obtains \(\Xi_{0} \approx 0.7092\). The difference presumably comes from a surface term. Actually one can eliminate this
$\Omega_0(\mu) \sim O(\mu \tilde{V}_c)$ by an $O(\tilde{V}_c)$ redefinition of $\mu^{\text{ren}}$, without affecting $O(\tilde{V}_c)$ corrections in all other $\Omega_n(\mu)$.

Finally we record $(\Delta^{1,0.-})^{\text{ren}}$,

\[
\left(\Delta^{1,0.-}\right)^{\text{ren}} K = \tilde{V}_c \left\{ \left( \frac{\lambda}{2} + \frac{3}{2} \Xi_0 - \frac{1}{2} \Xi_0^{\text{reg}} \right) \mu + \cdots \right\},
\]

\[
\approx \tilde{V}_c \left\{ -0.2052 \mu + 0.297 \mu^2 + \cdots \right\},
\]

(A7)

which is quoted in Eq. [15]. Table III records some principal portion of Coulombic contributions for $T_3 \sim T_6$.

Appendix B: Renormalization prescriptions

In this appendix we examine how observable quantities depend on renormalization prescriptions adopted. So far we have used $\nu^{\text{ren}}$ defined by referring to the 1 $\leftrightarrow$ 0 resonance channel, with the counterterm $\delta \nu = -(\ell/\sqrt{2}) \Delta \nu^{\text{ren}}|_{\nu=0}$. Suppose now that we refer to some other channel or other prescription by setting $\delta \nu^{\text{new}} = \delta \nu - (\ell/\sqrt{2}) \Delta C$, where the finite difference $\Delta C \sim O(\tilde{V}_c)$ comes from the soft momentum domain $\ell |\nu| \lessgtr 1$. One then passes, noting Eqs. (15) and (16), to the new renormalized quantities to $O(\tilde{V}_c)$,

\[
\nu^{\text{ren;new}} = \nu^{\text{ren}} + (\ell/\sqrt{2}) \Delta C,
\]

\[
\mu^{\text{ren;new}} = (1 + \Delta C/\omega_{\nu}^{\text{ren}}) \mu^{\text{ren}},
\]

\[
M^{\text{ren;new}} = (1 + 2 \Delta C/\omega_{\nu}^{\text{ren}}) M^{\text{ren}}.
\]

(B1)

At the same time, spectra $\epsilon_{\nu}^{\text{ren}}$ and many-body corrections $\Omega_n(\mu) = \frac{1}{2} \sum_{p} F_{\nu p}^{\text{ren}}(z; \mu)$ get shifted, e.g., $\Omega_n^{\text{new}}(\mu) = \Omega_n(\nu) - \lambda_n(\mu) \Delta C$, but the sum

\[
\epsilon_{\nu}^{\text{ren;new}} + \Omega_n^{\text{new}}(\mu) = \epsilon_{\nu}^{\text{ren}} + \Omega_n(\mu)
\]

(B2)

remains invariant to $O(\tilde{V}_c)$ under renormalization. In this way, one can transform the whole set of renormalized quantities and quantum corrections to another equivalent set in the new prescription.
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