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Abstract: In classical recurrent neural networks, the pre- and post-relationships of time series tend to be neglected so that long-term overall memory is generally inaccessible; meanwhile, the weights are transferred and updated mainly by the gradient descent method, which leads to their low prediction accuracy and high computation cost in the application of residual useful life (RUL) prediction of rotating machinery (RM). In view of this, a quantum gene chain coding bidirectional neural network (QGCCBNN) is proposed to predict RUL of RM in this paper. In our proposed QGCCBNN, the quantum bidirectional transmission mechanism is designed to establish the pre- and post-relationships of time series for readjusting the weight parameters according to the feedback from the output layer, so that higher consistency between the input information and the overall memory of the network can be realized, thus endowing QGCCBNN with better nonlinear approximation ability. Moreover, in order to improve the global optimization ability and convergence speed, the quantum gene chain coding instead of gradient descent method is constructed to transmit and update data, in which the qubit probability amplitude real number coding is adopted and the cosine and sinusoidal qubit probability amplitudes corresponding to the minimum loss function are compared with those of the current time by the phase selection matrix for the directional parallel updating of the weight parameters. On this basis, a new RUL prediction method for RM is proposed, and higher prediction accuracy as well as desirable efficiency can be obtained due to the advantages of QGCCBNN in nonlinear approximation ability and convergence speed. The experimental example for RUL prediction of a double-row roller bearing demonstrates the effectiveness of our proposed method.
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1 Introduction

Rotating machinery (RM) is widely used in automobile transmission systems, aero engines, wind turbines and other machines [1]. Because of its complex structure and various working conditions, different types of faults may affect its normal operation and ultimately give rise to the arrival of the service life threshold [2]. The damage degree of key components of RM, such as bearings, gears, rotors and impellers, determines whether the machine can operate safely and reliably for a long time [3, 4]. Therefore, it is very important to monitor the operating condition of RM and predict its residual useful life (RUL) [5, 6].

Recently, data-driven RUL prediction methods based on artificial intelligence algorithms have attracted much attention because of their fast and accurate characteristics [7]. These methods start from industrial scene and construct a non-linear model by establishing the relationships among the feature vector, the fault mode and the RUL prediction [8]. Furthermore, in order to accurately judge the fault state of RM and predict its RUL, this kind of methods pays much attention to the hidden information of data. Overall, data-driven RUL prediction methods can provide enough decision-making information for the maintenance of corresponding components, thus avoiding major catastrophic accidents of machines. Consequently, they possess great engineering application values, and have become a research hotspot and the development trend in the field of RUL prediction of machines [9]. For example, Ren et al. [10] used a deep autoencoder and deep neural network (DADNN) to estimate RUL of RM; Banu et al. [11] applied a fully complex-valued radial basis function neural network (FCRBFNN) to forecast the load trend of power systems; Hinch et al. [12] adopted a convolutional long-short-term memory neural network (CLSTMNN) to predict the degradation trend of the rolling bearing; Xiao et al. [13] predicted the degradation trend and RUL of rolling
bearings based on the least squares support vector machine (LS-SVM). However, all the above state-of-the-art methods of data-driven RUL prediction have some defects. For DADNN, its structure of deep neural network means that the data propagates hierarchically in the multi-layer network, which can result in gradient disappearance or gradient explosion. In terms of FCRRBFNN, it is difficult to properly tune its massive parameters, such as the number of radial basis functions, the values of center vectors, and so on; once these parameters are selected inappropriately, the convergence error can be increased and the network may be over-fitting. As for CLSTMNN, its complex structure requires four linear layers per cell, which may lead to a slow training process. In the case of LS-SVM, it is difficult to set kernel functions and parameters accurately, so the prediction results are often uncertain, resulting in the degradation of its generalization performance.

RUL prediction is essentially an input series trend prediction problem with threshold determination. As a typical time series prediction theory, the recurrent neural network (e.g., the long short-term memory neural network (LSTMNN) [14], the gated recurrent unit neural network (GRU NN) [15], etc.), has showed a certain application prospect in RUL applications [16-18] because of its cumulative effect of time series. However, it has an obvious defect of lacking reverse feedback from output to input [19]. Fortunately, the bidirectional transmission mechanism can make up for the above defect [20]. Moreover, the quantum computing can contribute to improving the global optimization ability and computational performance of the recurrent neural network [21-23] because of its high speed and parallelism [24, 25]. Based on the complementary advantages of bidirectional transmission mechanism and quantum computing, a novel recurrent neural network called quantum gene chain coding bidirectional neural network (QGCCBNN) is proposed in this paper. In QGCCBNN, the quantum bidirectional transmission mechanism is designed to establish the pre- and post-relationships of time series for readjusting the weight parameters according to the feedback from the output layer, so that higher consistency between the input information and the overall memory of the network can be realized, thus endowing QGCCBNN with a better nonlinear approximation ability. Meanwhile, in order to avoid the gradient disappearance, gradient explosion, slow convergence speed and large time cost caused by the gradient descent method in classical recurrent neural networks, the quantum gene chain coding is constructed to transmit and update data, in which the qubit probabilistic amplitude real number coding is adopted and the cosine and sinusoidal qubit probability amplitudes corresponding to the minimum loss function are compared with those of the current time by the phase selection matrix for the direction of parallel updating of the weight parameters. Consequently, QGCCBNN has better global optimization ability and faster convergence speed.

Based on the advantages of QGCCBNN in nonlinear approximate ability, global optimization performance and convergence speed, we propose a new method for RUL prediction of RM. In the proposed method, a trend index (TI) is firstly extracted from the vibration acceleration data of RM as the performance degradation feature, then the TI is put into QGCCBNN for predicting the degradation trend of RM, and finally the failure probability model is established to predict RUL of RM based on the degradation trend curve. Theoretical analysis of QGCCBNN and experimental results of RUL prediction of a double-row roller bearing show that our proposed method can achieve higher prediction accuracy and shorter computational time.

The main motivation of this paper is to solve the problem of low accuracy and high computation cost of RUL prediction of RM caused by poor nonlinear approximation ability and slow convergence speed of classical recurrent neural networks. On account of this, we propose a novel neural network termed as quantum gene chain coding bidirectional neural network (QGCCBNN) to predict RUL of RM with higher accuracy and desirable efficiency.

The rest of this paper is organized as follows. In Section 2, the background knowledge about QGCCBNN is briefly introduced, and the QGCCBNN algorithm is proposed and derived in detail. Then, the RUL prediction method for RM based on QGCCBNN is described in Section 3. Section 4 presents the experimental results along with corresponding comparative analysis to demonstrate the effectiveness of our RUL prediction method. Finally, some conclusions are drawn in Section 5.

2 Quantum gene chain coding bidirectional neural network (QGCCBNN)

2.1 Knowledge related to QGCCBNN

2.1.1 Quantum gate group

In quantum computation, there are some general quantum gate groups which can construct arbitrary quantum gates. The most fundamental general quantum gate group consists of quantum phase-shift gate and controlled non-gate.
The quantum phase-shift gate is an important and frequently used quantum gate, which is defined as \( R(\theta) = \begin{pmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{pmatrix} \), where \( \theta \) is the phase of \( R(\theta) \).

According to the description of qubit, if we assume the initial state of qubit as \( |\psi\rangle = \begin{pmatrix} \cos \theta_0 \\ \sin \theta_0 \end{pmatrix} \), then the state of \( |\psi\rangle \) can be transferred by a quantum phase-shift gate \( R(\theta) \) as follows:

\[
|\psi\rangle = R(\theta)|\psi\rangle = \begin{pmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{pmatrix} \begin{pmatrix} \cos \theta_0 \\ \sin \theta_0 \end{pmatrix} = \begin{pmatrix} \cos(\theta + \theta_0) \\ \sin(\theta + \theta_0) \end{pmatrix}
\]

where \( |\psi\rangle \) is the updated state by the quantum phase-shift gate \( R(\theta) \). Obviously, the function of quantum phase-shift gate is to realize phase rotation.

On the other hand, the controlled non-gate, whose operation objects are control qubits and target qubits, is also an important part of quantum gate group. Assume a control qubit as \( |\alpha\rangle = |0\rangle + |1\rangle \) and a target qubit as \( |\psi\rangle = \alpha|0\rangle + \beta|1\rangle \) and a multi-bit controlled non-gate as \( C^n(U) \), and then the operation of multi-bit controlled non-gate can be expressed as

\[
C^n(U)|a_1a_2\cdots a_n\rangle|\psi\rangle = |a_1a_2\cdots a_n\rangle \otimes U|\psi\rangle
\]

\[
= |a_1\rangle \otimes |a_2\rangle \otimes \cdots \otimes |a_n\rangle \otimes |\psi\rangle + \beta_1\beta_2\cdots \beta_n|0\rangle \rangle^{n=10}
\]

\[
+ \beta_1\beta_2\cdots \beta_n|1\rangle \rangle^{n=10} - \beta_1\beta_2\cdots \beta_n|0\rangle \rangle^{n=10} - \beta_1\beta_2\cdots \beta_n|0\rangle \rangle^{n=10}
\]

(2)

where \( a_i^2 = 1 \), \( \alpha^2 + \beta^2 = 1 \), \( U = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \), and \( \otimes \) represents the tensor product. Specifically, when the target qubit \( |\psi\rangle = |0\rangle \) (i.e., \( \alpha = 1 \) and \( \beta = 0 \)), Eq. (2) can be further deduced as follows:

\[
C^n(U)|a_1a_2\cdots a_n\rangle|\psi\rangle = |a_1\rangle \otimes |a_2\rangle \otimes \cdots \otimes |a_n\rangle \otimes |0\rangle + \beta_1\beta_2\cdots \beta_n|0\rangle \rangle^{n=10} - \beta_1\beta_2\cdots \beta_n|1\rangle \rangle^{n=10}
\]

\[
= |a_1a_2\cdots a_n\rangle \otimes |0\rangle
\]

(3)

where \( \oplus \) is an exclusive OR operation and \( |a_1a_2\cdots a_n\rangle \) is the output of the multi-bit controlled non-gate \( C^n(U) \). In short, the function of controlled non-gate is to change the probability amplitude by the control qubits and target qubits.

2.1.2 Quantum gene chain coding algorithm

Assume that the number of chromosomes is \( n \) and that the number of genes, which are arranged on the chromosomes, is \( m \). Then, the genome can be described as \( Q(t) = \{q_i^1, q_i^2, \cdots, q_i^n\} \), where \( t \) is the iteration number of the genome. According to the thought of gene pairing, a gene can be divided into two parts (i.e., \( \alpha^i, \beta^i \)). In other words, it can also be represented by quantum bits. Thus, a quantum chromosome consisting of two quantum gene chains can be represented as follows:

\[
q_i^j = \begin{pmatrix} \alpha^i_1, \alpha^i_2, \cdots, \alpha^i_n \\ \beta^i_1, \beta^i_2, \cdots, \beta^i_n \end{pmatrix}
\]

(4)

where the number of genes is \( m \) (i.e., the length of chromosomes) and \( j = 1, 2, \cdots, n \) is the number of the \( j \)-th chromosome in the genome \( Q(t) \).

Since a probability amplitude can be transformed into a trigonometric function, Eq. (4) can be further converted as follows:

\[
\hat{q}_i = \begin{pmatrix} \alpha^i_1, \alpha^i_2, \cdots, \alpha^i_n \\ \beta^i_1, \beta^i_2, \cdots, \beta^i_n \end{pmatrix}
\]

(5)

\[
= \begin{pmatrix} \cos(w^i_1), \cos(w^i_2), \cdots, \cos(w^i_n) \\ \sin(w^i_1), \sin(w^i_2), \cdots, \sin(w^i_n) \end{pmatrix}
\]

(6)

Then, the mathematical relationship among \( q_i^j \), \( q_i^j \), and the global optimal solution \( s = (s_1, s_2, \cdots, s_n) \) of an optimization problem can be described in detail as follows.

If \( s^j_i \) can be mapped to the interval \([-1,1]\) in \( x \)-axis as shown in Fig. 1, then the two quantum gene chains \( q_i^j \) and \( q_i^j \) can be transformed as

\[
q_i^j = \begin{pmatrix} s_1^j, s_2^j, \cdots, s_n^j \end{pmatrix}
\]

(7)

where \( s_1^j, s_2^j, \cdots, s_n^j \) are the feasible solutions of the global optimal solutions \( s \).

Similarly, if \( s^j_i \) can be mapped to the interval \([-1,1]\) in \( y \)-axis as shown in Fig. 1, then the two quantum gene chains \( q_i^j \) and \( q_i^j \) can also be transformed as

\[
q_i^j = \begin{pmatrix} s_1^j, s_2^j, \cdots, s_n^j \end{pmatrix}
\]

(8)

where \( s_1^j, s_2^j, \cdots, s_n^j \) are the cosine solutions of \( s \).
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\[
q_{\mu} = \{s_1', s_2', \ldots, s_m'\} = \sin\left(\frac{\pi}{2} \arccos(s_1')\right) \sin\left(\frac{\pi}{2} \arccos(s_2')\right) \ldots \sin\left(\frac{\pi}{2} \arccos(s_m')\right), \quad (10)
\]

where \( \sin\left(\frac{\pi}{2} \arccos(s_i')\right) \) and \( \sin\left(\frac{\pi}{2} + \arccos(s_i')\right) \) are sinusoidal solutions. Namely, \( q_{\mu'} \) and \( q_{\mu'} \) are also the feasible solutions of the global optimal solution \( s \).

**Figure 1** Spatial mapping relation of a qubit

Based on the analysis above, because both of the quantum gene chains \( q_{\mu} \) and \( q_{\mu'} \) are feasible solutions of \( s \), the number of feasible solutions can increase exponentially. In a word, a quantum chromosome whose length is \( m \) can extend the number of feasible solutions from \( m \) to \( 2^{m+1} \). Besides, cosine solutions \( q_{\mu} \) and sinusoidal solutions \( q_{\mu'} \) of the global optimal solution \( s \) can be updated synchronously in each iteration, and thus the optimization process of the global optimal solution \( s \) can be accelerated. Therefore, quantum gene chain coding has the ability of expanding search range and parallel computing.

**2.2 Theory model of QGCCBNN**

Fig. 2 shows the model structure of QGCCBNN. In order to realize higher consistency between the input information and the overall memory of the network and obtain better nonlinear approximation ability, the quantum bidirectional transmission mechanism is designed and introduced to QGCCBNN for establishing the pre- and post-relationships of time series and readjusting the weight parameters according to the feedback from the output layer. First, the quantized time series \( x' \) is transmitted from the input layer to hidden layer by quantum phase-shift gate and controlled non-gate. Then, in a similar way, the hidden layer state \( h^{(t)} = (h_1^{(t)}, h_2^{(t)}, \ldots, h_s^{(t)})^T \) of the previous time and the output layer state \( y^{(t)} = (y_1^{(t)}, y_2^{(t)}, \ldots, y_n^{(t)})^T \) of the current time are transferred to the hidden layer, which means that the pre- and post-relationships of time series are obtained. Finally, the current hidden layer state is transmitted to the output layer and the probability amplitude of quantum excited state \( |l\rangle \) of the output layer state can be selected as the output of QGCCBNN.

For convenience, assume that the normalized input series of QGCCBNN at time \( t \) is \( x' = (x_{1}', x_2', \ldots, x_{p}') \) \((x_i' \in \{a_i, b_i\})\), whose quantum state is \( |x'_i\rangle = (|x_{1}', |x_2', \ldots, |x_p'\rangle)^T \), in which \( |x_{1}', = (\cos \alpha, \sin \alpha)^T \) and \( i = 1, 2, \ldots, m \); the hidden layer state at time \( t \) is \( H = (h_1', h_2', \ldots, h_s')^T \), whose quantum state is \( |h_{i'}\rangle = (|h_{1}', |h_2', \ldots, |h_s'\rangle)^T \), in which \( |h_{1}', = (\cos \beta, \sin \beta)^T \) and \( j = 1, 2, \ldots, p \); the output layer state at time \( t \) is \( y' = (y_1', y_2', \ldots, y_n') \), whose quantum state is \( |y_{i'}\rangle = (|y_{1}', |y_2', \ldots, |y_n'\rangle)^T \), in which \( |y_{1}'\rangle = (\cos \delta, \sin \delta)^T \) and \( k = 1, 2, \ldots, m \). Thus, the transfer relationship between the input and the output in each layer of QGCCBNN can be deduced as follows.

First of all, the normalized input series \( x' = (x_{1}', x_2', \ldots, x_{p}') \) is quantized to \( |x_{i'}\rangle = (|x_{1}', |x_2', \ldots, |x_p'\rangle)^T \), in which the quantized element \( |x_{i'}\rangle \) can be written as

\[
|x_{i'}\rangle = (\cos \alpha', \sin \alpha')^T
\]

\[
= \cos \left(\frac{2\pi(x_{i'} - a_i)}{b_i - a_i}\right)|0\rangle + \sin \left(\frac{2\pi(x_{i'} - a_i)}{b_i - a_i}\right)|1\rangle
\]

\[
= \left(\cos \left(\frac{2\pi(x_{i'} - a_i)}{b_i - a_i}\right), \sin \left(\frac{2\pi(x_{i'} - a_i)}{b_i - a_i}\right)\right)^T
\]
(12)

where \( \alpha' = 2\pi x' \) is the quantized phase of \( |x'\rangle \); \( a_0 = 0 \) and \( b_1 = 1 \) are respectively the lower and upper bounds of the normalized input series.

Then, according to the model structure of QGCCBNN shown in Fig. 2 and Eqs. (1-3) (i.e., the definition of quantum phase-shift gate and controlled non-gate), the hidden layer state at time \( t \) can be computed as

\[
|h'_t\rangle = (\cos \beta', \sin \beta')^T
\]

where \( |h'_t\rangle \) is the hidden layer state at time \( t \) and \( |h'_t\rangle \) is the hidden layer state at time \( t-1 \) and the output layer state at time \( t \), respectively; \( C^a(U) \), \( C^b(U) \) and \( C^c(U) \) are controlled non-gates whose control qubits are respectively \( |h'_t, h'_t, \ldots, h'_t\rangle \), \( |h'_t, h'_t, \ldots, h'_t\rangle \) and \( |h'_t, h'_t, \ldots, h'_t\rangle \); \( R(\theta'_p) \), \( R(\delta'_p) \) and \( R(\gamma'_p) \) are quantum phase-shift gates whose phase are respectively \( \theta'_p \), \( \delta'_p \) and \( \gamma'_p \).

According to Eq. (1), \( |h'_t\rangle \), \( |h'_t\rangle \) and \( |h'_t\rangle \) can be further deduced as follows:

\[
|h'_t\rangle = \prod_{i=1}^{n}(R(\theta'_i)|x'\rangle)
= \prod_{i=1}^{n}\cos(\alpha'_i+\theta'_i)|0\rangle + \prod_{i=1}^{n}\sin(\alpha'_i+\theta'_i)|1\rangle,
\]

\[
|h'_t\rangle = \prod_{i=1}^{n}(R(\delta'_i)|h'_t\rangle)
= \prod_{i=1}^{n}\cos(\beta'_i+\delta'_i)|0\rangle + \prod_{i=1}^{n}\sin(\beta'_i+\delta'_i)|1\rangle,
\]

\[
|h'_t\rangle = \prod_{i=1}^{n}(R(\gamma'_i)|y'_t\rangle)
= \prod_{i=1}^{n}\cos(\epsilon'_i+\gamma'_i)|0\rangle + \prod_{i=1}^{n}\sin(\epsilon'_i+\gamma'_i)|1\rangle.
\]

Thus, according to Eqs. (14-16), \( |h'_t\rangle \), \( |h'_t\rangle \) and \( |h'_t\rangle \) can be obtained. Further, the hidden layer state at time \( t \) can be expressed as follows:

\[
|h'_t\rangle = (\cos \beta', \sin \beta')^T
= \prod_{i=1}^{n}(R(\theta'_i)|x\rangle) + \prod_{i=1}^{n}(R(\delta'_i)|h'_t\rangle) + \prod_{i=1}^{n}(R(\gamma'_i)|y'_t\rangle)
\]

Now, our newly-designed quantum bidirectional transmission mechanism has been realized by Eqs. (13-17), which can readjust the weight parameters (i.e., the phases of quantum phase-shift gates) according to the feedback from the output layer, so QGCCBNN can realize higher consistency between the input information and the overall memory of the network.

Finally, the output layer state at time \( t \) can be computed as

\[
|y'_t\rangle = (\cos \epsilon'_t, \sin \epsilon'_t)^T
= \prod_{i=1}^{n}(R(\phi'_i)|\beta'_t\rangle)
= \prod_{i=1}^{n}\cos(\beta'_t+\phi'_t)|0\rangle + \prod_{i=1}^{n}\sin(\beta'_t+\phi'_t)|1\rangle.
\]

Therefore, the probability amplitude of the state \( |1\rangle \) is selected as the output of each layer, and then the outputs of the hidden layer and the output layer can be respectively expressed as

\[
|y'_t\rangle = \prod_{i=1}^{n}\sin(\epsilon'_t+\gamma'_t)|0\rangle + \prod_{i=1}^{n}\sin(\epsilon'_t+\gamma'_t)|1\rangle.
\]

(20)

2.3 Training algorithm for QGCCBNN

In our proposed QGCCBNN, the weight parameters (i.e., \( \theta'_p \), \( \delta'_p \) and \( \gamma'_p \), the phases of quantum phase-shift gates) that need to be updated are represented by the quantum phase matrices as follows:

a. The quantum phase matrix which transfers data from the input layer to the hidden layer: \( \Theta = \begin{pmatrix} \theta'_{p1} & \theta'_{p2} & \cdots & \theta'_{pn} \\ \theta'_{s1} & \theta'_{s2} & \cdots & \theta'_{sp} \\ \vdots & \vdots & \ddots & \vdots \\ \theta'_{s1} & \theta'_{s2} & \cdots & \theta'_{sp} \end{pmatrix} \);

b. The quantum phase matrix which transfers data from the hidden layer of the previous time to the current hidden layer: \( \Delta = \begin{pmatrix} \delta'_{p1} & \delta'_{p2} & \cdots & \delta'_{pn} \\ \delta'_{s1} & \delta'_{s2} & \cdots & \delta'_{sp} \\ \vdots & \vdots & \ddots & \vdots \\ \delta'_{s1} & \delta'_{s2} & \cdots & \delta'_{sp} \end{pmatrix} \);

c. The quantum phase matrix which transfers feedback data from the output layer to the hidden layer:
\[
\gamma' = \left(\gamma_1', \gamma_1', \ldots, \gamma_p'\right);
\]
\[
\phi' = \left(\phi_1', \phi_2', \ldots, \phi_m'\right);
\]

In order to update the matrices \( \theta' \), \( \delta' \), \( \gamma' \), and \( \phi' \), all their elements are firstly extracted into a parameter vector as \( p' = (p_1', p_2', \ldots, p_{ij}', p_{ij}') \), where \( p_1' = (\theta_1', \theta_2', \ldots, \theta_q', \ldots, \theta_{pq}') \), \( p_2' = (\delta_1', \delta_2', \ldots, \delta_q', \ldots, \delta_{pq}') \), \( p_3' = (\gamma_1', \gamma_2', \ldots, \gamma_q', \ldots, \gamma_{pq}') \), and \( p_4' = (\phi_1', \phi_2', \ldots, \phi_q', \ldots, \phi_{pq}') \).

Then \( p' \) can be updated by the quantum gene chain coding mentioned in subsection 2.1.2. The process of updating \( p' \) with quantum gene chain coding is described in detail as follows.

For convenience, the parameter vector can be as written as:
\[
p' = (p_1', p_2', p_3', p_4') = (p_1', p_2', \ldots, p_{ij}', p_{ij}')^T,
\]
where \( \lambda = n \times p + p \times p + m \times p + p \times m \) is the length of the parameter vector \( p' \); \( p_{ij}' \in (0, 2\pi) \) and \( \mu = 1, 2, \ldots, \lambda \).

In order to obtain the value of \( p' \), a quantum genome can be constructed as \( Q' = (q_1'; q_2'; \ldots; q_1'; q_2'; \ldots; q_1'; q_2'; \ldots; q_1'; q_2'; \ldots; q_1') \), where \( g \) is the iteration number of \( Q' \), \( \tau \) is the size of \( Q' \), \( \zeta \in (1, 2, \ldots, \tau) \) is the quantum chromosome number, \( q_\zeta' \in Q' \) is the \( \zeta \)-th quantum chromosome in \( g \)-th iteration.

Moreover, according to Eqs. (5-7), a quantum chromosome, for calculating \( p' \), can be described as follows:
\[
q_\zeta' = \begin{pmatrix}
\cos(w_{\zeta_1}) & \cos(w_{\zeta_2}) & \ldots & \cos(w_{\zeta_q}) & \sin(w_{\zeta_1}) & \sin(w_{\zeta_2}) & \ldots & \sin(w_{\zeta_q})
\end{pmatrix},
\]
where \( \cos(w_{\zeta_1}) \) and \( \sin(w_{\zeta_1}) \) are respectively the cosine and sinusoidal qubit probability amplitudes of the \( \mu \)-th qubit.

Thus, as shown in the gene chain structure of Fig. 3, the quantum gene chains can be constructed as:
\[
q_\zeta' = \begin{pmatrix}
\cos(w_{\zeta_1}) & \cos(w_{\zeta_2}) & \ldots & \cos(w_{\zeta_q})
\end{pmatrix},
\]
\[
q_\zeta' = \begin{pmatrix}
\sin(w_{\zeta_1}) & \sin(w_{\zeta_2}) & \ldots & \sin(w_{\zeta_q})
\end{pmatrix}.
\]

Meanwhile, the linear mapping relationship between the quantum gene chains and the parameter vector \( p' \in (0, 2\pi) \) can be established by
\[
p = \frac{p_{\text{max}} - p_{\text{min}}}{q_{\text{max}} - q_{\text{min}}} (q - q_{\text{min}}) + p_{\text{min}} = \pi(q + 1),
\]
where \( q \in q_\zeta' \), \( p \in p' \), \( q_{\text{max}} = -1 \) and \( q_{\text{min}} = 1 \) are respectively the lower and upper bounds of \( q_\zeta' \) and \( q_{\text{max}} \), \( p_{\text{min}} = 0 \) and \( p_{\text{max}} = 2\pi \) are respectively the lower and upper bounds of \( p' \).

Thus, according to Eqs. (25), the two quantum gene chains \( q_\zeta' \) and \( q_{\tau'} \) can represent the cosine solutions and sinusoidal solutions of the parameter vector \( p' \). When \( q_\zeta' \) represent the cosine solutions of \( p' \), the cosine qubit probability amplitude \( \cos(w_{\zeta,\mu}) \) can be mapped to the weight parameter \( p'_{\mu} = \pi(\cos(w_{\zeta,\mu}) + 1) \);

When \( q_{\tau'} \) represent the sinusoidal solutions of \( p' \), the sinusoidal qubit probability amplitude \( \sin(w_{\tau,\mu}) \) can be mapped to the weight parameter \( p'_{\mu} = \pi(\sin(w_{\tau,\mu}) + 1) \).

Simultaneously, the two quantum gene chains \( q_\zeta' \), and \( q_{\tau'} \) can be updated by the increment (i.e., \( \Delta w_{\zeta,\mu} \)) of qubit phase (i.e., \( w_{\zeta,\mu} \)). For the directional parallel updating \( w_{\zeta,\mu} \), a phase selection matrix \( M = \begin{pmatrix}
\cos(w_{\zeta,\mu}) & \cos(w_{\zeta,\mu}) & \ldots & \cos(w_{\zeta,\mu}) \\
\sin(w_{\zeta,\mu}) & \sin(w_{\zeta,\mu}) & \ldots & \sin(w_{\zeta,\mu})
\end{pmatrix} \) is introduced, and then \( \Delta w_{\zeta,\mu} \) can be expressed as
\[
\Delta w_{\zeta,\mu} = \text{sgn} \left| M \right| \Delta w_{0} \times \exp\left(-\frac{g}{g_{\text{max}}}\right)
\]
\[
= \text{sgn} \left| \begin{pmatrix}
\cos(w_{\zeta,\mu}) & \cos(w_{\zeta,\mu}) & \ldots & \cos(w_{\zeta,\mu}) \\
\sin(w_{\zeta,\mu}) & \sin(w_{\zeta,\mu}) & \ldots & \sin(w_{\zeta,\mu})
\end{pmatrix} \right| \times \Delta w_{0} \times \exp\left(-\frac{g}{g_{\text{max}}}\right)
\]
\[
= \text{sgn} \left| \begin{pmatrix}
\sin(w_{\zeta,\mu}) & \sin(w_{\zeta,\mu}) & \ldots & \sin(w_{\zeta,\mu})
\end{pmatrix} \right| \times \Delta w_{0} \times \exp\left(-\frac{g}{g_{\text{max}}}\right)
\[ \text{sgn}(\Delta w_{c,\mu}) \times \Delta w_{g} \times \exp \left( -\frac{\mathbf{g}}{\mathbf{g}_{\max}} \right), \quad (26) \]

where \( \text{sgn}(\bullet) \) is a sign function to judge the updating direction of \( w_{c,\mu} \); \( \Delta w_{g} \) is the step size for \( w_{c,\mu} \) updating; \( g_{\max} \) is the maximum number of chromosome iterations; \( \cos(w_{c,\mu}) \) and \( \sin(w_{c,\mu}) \) are respectively the cosine and sinusoidal qubit probability amplitudes corresponding to the minimum of loss function, i.e., the mean square error \( \mathbf{E}_{\text{mse}} \). Here, \( \mathbf{E}_{\text{mse}} \) is defined as

\[ E'_{\text{mse}} = \frac{1}{m} \sum_{i=1}^{m} (y'_i - y''_i)^2, \quad (27) \]

where \( m \) is the length of the output \( y' \); \( y''_i \) is the target output corresponding to the actual output \( y'_i \).

Eq. (26) reveals that in the process of updating \( \cos(w_{c,\mu}) \) and \( \sin(w_{c,\mu}) \), the updating direction of the qubit phase \( w_{c,\mu} \), which means whether \( w_{c,\mu} \) should be increased or decreased, can be determined by \( \text{sgn}[\mathbf{M}] \).

Then, the quantum phase matrices \( \theta' \), \( \delta' \), \( \gamma' \), and \( \phi' \) can be directionally updated. Meanwhile, since \( w_{c,\mu} \) corresponds to two probability amplitudes (i.e., \( \cos(w_{c,\mu}) \) and \( \sin(w_{c,\mu}) \) ) on the quantum chromosome, the synchronous updating of the two quantum gene chains (i.e., \( q_{c,\mu} \) and \( q_{g} \)) can be realized. As a result, \( \theta' \), \( \delta' \), \( \gamma' \), and \( \phi' \) can be updated in parallel. Thus, based on the above analysis, the quantum phase matrices \( \theta' \), \( \delta' \), \( \gamma' \), and \( \phi' \) can be directionally updated in parallel by the phase selection matrix \( \mathbf{M} \).

To sum up, in the proposed QGCCBNN, the quantum bidirectional transmission mechanism (see Eqs. (13-17)) is designed to establish the pre- and post-relationships of time series for readjusting the weight parameters according to the feedback from the output layer, so QGCCBNN can realize higher consistency between the input information and the overall memory of the network, and show better nonlinear approximation ability. Meanwhile, the quantum gene chain coding, in which the qubit probability amplitude real number coding (see Eqs. (21-24)) is adopted and the cosine and sinusoidal qubit probability amplitudes corresponding to the minimum loss function are compared with those of the current time by the phase selection matrix for the directional parallel updating the quantum phase matrices (see Eq. (26)), is constructed to transmit and update weight parameters for improving the global optimization ability and convergence speed of QGCCBNN. It is believed that the above advantages of QGCCBNN in nonlinear approximation ability and convergence speed can offer higher prediction accuracy and desirable computational efficiency to the proposed RUL prediction method based on QGCCBNN.

3 RUL prediction based on QGCCBNN

3.1 Process of RUL prediction method

In the following, QGCCBNN is applied to the RUL prediction of RM. The process of our RUL prediction method is shown in Fig. 4, which is described in detail as follows:

Step 1: The original vibration acceleration data of RM running are collected.

Step 2: The power spectral entropy (PSE) [26, 27] is constructed based on the original vibration data.

Step 3: The trend index (TI) is constructed by PSE as the performance degradation feature.

Step 4: TI is input into QGCCBNN for training QGCCBNN according to the training process in subsection 3.3.

Step 5: The future performance degradation trend of RM is predicted by the well-trained QGCCBNN according to the prediction process in subsection 3.4.

Step 6: According to the predicted TI curve, the failure probability model is established to predict the failure time point (i.e., failure probability threshold point) and the RUL of RM.

![Figure 4 Implementation process of the proposed RUL prediction method based on QGCCBNN for RM](image)

3.2 Description of Trend Index (TI)

TI is constructed by PSE of a time series, and its construction process can be described as follows.

Firstly, the original time series \( x_0 = (x_1, x_2, \ldots, x_m) \) is reconstructed in the matrix form as
The newest testing sample $x$ is input into the well-trained QGCCBNN to calculate the output value $\hat{x}_{n+1}$ at $b+1$ time.

Second, the newest testing sample $(x_{n+2},x_{n+3},\cdots,\hat{x}_{n+1})$ is used as the input of the well-trained QGCCBNN to calculate the output value $\hat{x}_{n+2}$ at $b+2$ time.

Finally, the newest testing sample $(x_{n+3},x_{n+4},\cdots,\hat{x}_{n+2})$ is used as the input of the well-trained QGCCBNN to calculate the output value $\hat{x}_{n+3}$ at $b+3$ time.

By that analogy, the newest testing sample $(x_{n+N},x_{n+N+1},\cdots,\hat{x}_{n+2})$ is used as the input of the well-trained QGCCBNN to calculate the output value $\hat{x}_{n+N}$ at $b+N$ time.

In this way, $N$ predicted output values can be obtained.

### 3.5 RUL prediction by the failure probability model

In this subsection, according to TIs predicted by QGCCBNN, the failure probability model is established for RUL prediction of RM.

Firstly, the continuous performance degradation process of RM can be expressed as

$$x_t = x_0 + \lambda t + \sigma B_t,$$  \hspace{1cm} (32)

where $x_0$ and $x_t$ are the initial and accumulated values of performance degradation feature (i.e., TI); $\lambda$ is the degradation rate; $\sigma$ is the diffusion coefficient of the standard Brownian motion $B_t$. Since $B_t$ is in compliance with normal distribution (i.e., $B_t \sim N(0,t)$), $x_t$ obeys the following probability distribution:

$$x_t \sim N(x_0 + \lambda t, \sigma^2 t).$$ \hspace{1cm} (33)

In order to obtain $\lambda$ and $\sigma^2$, the maximum likelihood estimation method [28, 29] is introduced, and the likelihood function $\psi(\lambda, \sigma)$ can be represented as

$$\psi(\lambda, \sigma) = \prod_{i=1}^{n} \Phi_i(x_i - x_{i-1}),$$ \hspace{1cm} (34)

where $x_i$ is the value of TI at time $t_i$ and $\Phi(\bullet)$ is the
probability density function of standard normal distribution.

According to Eq. (32-33), \( x_i - x_{i-1} \) obeys the following probability distribution:

\[
x_i - x_{i-1} \sim N(\lambda(t_i - t_{i-1}), \sigma^2(t_i - t_{i-1}))\]  

(35)

Then Eq. (34) can be further deduced as

\[
\psi(\lambda, \sigma) = \prod_{i=1}^{n} \Phi\left(x_i - x_{i-1}\right) = \prod_{i=1}^{n} \frac{1}{\sqrt{2\pi(t_i-t_{i-1})}} \exp\left(-\frac{(x_i - x_{i-1} - \lambda(t_i-t_{i-1}))^2}{2\sigma^2(t_i-t_{i-1})}\right).
\]  

(36)

At this moment, Eq. (36) can be converted by the logarithmic function \( \ln(\bullet) \) as follows:

\[
\ln\psi(\lambda, \sigma) = \sum_{i=1}^{n} \frac{1}{2} \ln(2\pi\sigma^2(t_i-t_{i-1})) - \frac{(x_i - x_{i-1} - \lambda(t_i-t_{i-1}))^2}{2\sigma^2(t_i-t_{i-1})}.
\]  

(37)

Then, according to the maximum likelihood estimation method, the derivative of \( l(\lambda, \sigma) \) can be expressed as

\[
\frac{\partial \ln\psi(\lambda, \sigma)}{\partial \lambda} = \sum_{i=1}^{n} \frac{x_i - x_{i-1} - \lambda(t_i-t_{i-1})}{\sigma^2} = 0,
\]

\[
\frac{\partial \ln\psi(\lambda, \sigma)}{\partial \sigma} = \frac{1}{\sigma} - \frac{1}{\sigma} + \sum_{i=1}^{n} \frac{(x_i - x_{i-1} - \lambda(t_i-t_{i-1}))^2}{\sigma^2(t_i-t_{i-1})} = 0.
\]  

(38)

Finally, according to Eq. (38), \( \lambda \) and \( \sigma^2 \) can be computed as follows:

\[
\lambda = \frac{\sum_{i=1}^{n} (x_i - x_{i-1})}{\sum_{i=1}^{n} (t_i - t_{i-1})},
\]

\[
\sigma^2 = \frac{1}{n} \sum_{i=1}^{n} \frac{(x_i - x_{i-1} - \lambda(t_i-t_{i-1}))^2}{(t_i-t_{i-1})}.
\]  

(39)

After \( \lambda \) and \( \sigma^2 \) are obtained, the next step is to compute the failure probability \( F(t) \) at time \( t \), which can be expressed as

\[
F(t) = 1 - P(x_i < w) = 1 - \Phi\left(\frac{w - x_0 - \lambda t}{\sqrt{\sigma^2 t}}\right).
\]  

(40)

where \( w \) is the threshold of TI.

Now, the failure probability model has been constructed. Assume that the starting prediction time is \( t_{\text{start}} \), the predicted failure time is \( t_{\text{failure}} \), and failure probability threshold is \( F_{\text{failure}} \). Then, the predicted RUL \( RUL_{\text{predicted}} \) of RM can be calculated as follows

\[
RUL_{\text{predicted}} = t_{\text{failure}} - t_{\text{start}} + 1 \times \Delta NT
\]

\[
= F^{-1}(F_{\text{failure}}) - t_{\text{start}} + 1 \times \Delta NT
\]

\[
= (NT_{\text{QGCCBN}} - NT_1 + 1) \times \Delta NT
\]  

(41)

where \( t_{\text{failure}} = F^{-1}(F_{\text{failure}}) \); \( NT_{\text{QGCCBN}} \times \Delta NT \); \( t_{\text{start}} = NT_1 \times \Delta NT \);

\[
NT_{\text{QGCCBN}} = SN_{\text{failure}} + s - 1
\]

is the failure probability threshold point in power spectral entropy curve. \( SN_{\text{failure}} \) is the failure probability threshold point in TI curve, \( s \) is the row number of the reconstructed matrix \( P \) (see Eq. (30)); \( NT_1 = SN_{\text{predict}} + s - 1 \) is the starting prediction point in power spectral entropy curve, \( SN_{\text{predict}} \) is the starting prediction point in TI curve; \( \Delta NT \) is the interval between two adjacent time points in power spectral entropy curve.

4 Application of the RUL prediction method based on QGCCBNN

In this section, the full-life vibration acceleration data of double-row roller bearings collected by the University of Cincinnati [30] are used to verify the effectiveness of our QGCCBNN-based RUL prediction method.

4.1 Test bed

Fig. 5 illustrates the bearing test rig and sensor placement that are used to collect the vibration acceleration data of bearings. Four ZA-2115 double-row roller bearings made by Rexnord are installed on the rotating shaft of the bearing test bench. A motor is used to drive the rotating shaft through a friction belt with a constant speed of 2000 \( r/min \). Spring mechanisms are used to apply 6000 pounds of radial load onto the rotating shaft and bearings. High-sensitivity ICP accelerometers are installed on the bearings to collect the vibration acceleration data every 10 min. The sampling frequency is 20 kHz, and the sampling length is 20480 points.

**Figure 5** Bearing test rig and sensor placement illustration

4.2 RUL prediction of the second bearing on test bed

In this experiment, the outer race failure occurs in the second bearing after continuous running for 9840 min (i.e., about seven days). Here, PSE is constructed based on the vibration acceleration data (i.e., 984 samples). As shown in Fig. 6, PSE remains stable from the starting sample point to the 805th point, which means that the bearing is in the normal operation period. After that, PSE decreases slowly...
from the 806th to the 950th point, indicating that the bearing is in the initial degradation stage (i.e., early fault stage); from the 951st to the last point, the PSE curve becomes more and more irregular, which reveals that the outer race defect of the bearing is expanding rapidly, namely, serious failure occurs.

![Graph of Power spectral entropy of the second bearing during seven days](image)

**Figure 6** Power spectral entropy of the second bearing during seven days

In order to quantitatively measure the variation tendency of PSE, the next step is to construct the trend index (TI) as the performance degradation feature. As shown in Fig. 7, a total of 729 TIs corresponding to 984 samples are obtained. From the starting point to the 550th point, TI changes slowly, indicating that the bearing is in the normal operation stage. From the 551st to the 695th point, TI starts to ascend, indicating that the bearing is in the stage of initial degradation. After that, the value of TI rises sharply, which means that the bearing is in the stage of accelerated degradation, namely, the outer race failure occurs.

![Graph of Trend index of the second bearing during seven days](image)

**Figure 7** Trend index of the second bearing during seven days

4.2.1 Prediction results

Because the initial degradation stage and its subsequent degradation stage are the most important time intervals in performance degradation trend observation and RUL prediction, the TI points from the 551th to the 650th are taken as training samples, and the 651st TI point and its subsequent data (i.e., the remaining 79 TI points) are the testing samples. Here, the parameters of the proposed RUL prediction method based on QGCCBNN are set as follows: in the theory model of QGCCBNN, the input-layer dimension is \( n = 5 \), the hidden-layer dimension is \( m = 9 \), and the output-layer dimension is \( p = 1 \); in the training algorithm (i.e., quantum gene chain coding) for QGCCBNN, the size of genome is \( \tau = 50 \), the step size for qubit phase \( w_{t,\theta} \) updating is \( \Delta w_{t,\theta} = 0.07\pi \), the maximum number of chromosome iterations (i.e., the maximum training step size) is \( g_{max} = 50 \), and the mean square error threshold \( E_{mse-min} = 5 \times 10^{-6} \). The processes of training QGCCBNN and predicting TI by QGCCBNN can be seen in subsections 3.3 and 3.4. The predicted TI values are shown in Fig. 8. Obviously, the predicted TI values within the interval [651,729] are very close to the actual ones within this interval. Namely, the predicted TI curve is entirely consistent with the changing trend of the actual TI value.

![Graph of Trend index predicted by QGCCBNN](image)

**Figure 8** Trend index predicted by QGCCBNN

Because of the high accuracy of the TI values predicted by QGCCBNN, it is reliable to establish the failure probability model according to the predicted TI values. According to the probability failure model in subsection 3.5, the predicted TI values are taken as the input of Eq. (39) to calculate the values of parameters \( \lambda \) and \( \sigma^2 \), and then the cumulative distribution function \( F(t) \) of failure (i.e., failure probability) can be obtained according to Eq. (40), as shown in Fig. 9.
neural network (GRU NN), or fully complex-valued radial basis function neural network (FCRB FNN). In order to compare the four prediction methods under the same conditions, the performance degradation feature in the latter three prediction methods is also represented by TI, which is the same as that of our proposed method based on QGCCBNN. At the same time, the maximum training step size, the number of neurons in each layer, and the mean square error threshold of the latter three methods are set as the same values as those of QGCCBNN respectively. The learning curves of these methods are shown in Fig. 11. As can be seen, at the training step $N_s = 20^n$ and its subsequent training steps, the mean square error of QGCCBNN is much less than that of DADNN, GRU NN or FCRBFNN, namely, the nonlinear approximation capability of QGCCBNN is much better than that of the latter three methods. The underlying reason is that the quantum bidirectional transmission mechanism is designed in QGCCBNN to establish the pre- and post-relationships of time series for avoiding the lack of reverse feedback from the output layer to the input layer in the latter three methods. This means that QGCCBNN can remember the overall regulation of time series, thus achieving better nonlinear approximation capability.

Second, the prediction accuracy of the RUL prediction method based on QGCCBNN is compared with that of the prediction methods based on DADNN, GRU NN, FCRBFNN or LS-SVM. The performance degradation feature of the latter four methods is also expressed by TI. The maximum training step size, the number of neurons in each layer, and the mean square error threshold of DADNN, GRU NN and FCRBFNN are set as the same as those of QGCCBNN, respectively. In LS-SVM, the Gaussian kernel is set as its kernel function, and its regularization parameter is optimized by s-folder cross validation algorithm. Moreover, the failure probability models adopted by the latter four methods are identical to that of QGCCBNN. Figs. 12-15 show the predicted TI.

**Figure 9** Failure probability predicted by QGCCBNN

The next step is to predict RUL of the second bearing. As shown in Fig. 9, because RUL can generally be represented by an interval between the starting prediction point $SN_{\text{predict}}$ and the failure probability threshold point $SN_{\text{failure}}$ corresponding to the failure probability of 0.9, the interval $[SN_{\text{predict}}-SN_{\text{failure}}]$, which corresponds to the interval $[NT_{\text{predict}}-NT_{\text{failure}}]$ shown in Fig. 10, can be regarded as RUL of the second bearing, where $NT_{\text{predict}} = SN_{\text{predict}} + s - 1$ and $NT_{\text{QGCCBNN}} = SN_{\text{failure}} + s - 1$ according to Eq. (41). Here, $s=256$ is the row number of $P$ mentioned in subsection 3.2. Thus, RUL of the second bearing can be predicted as $\text{RUL}_{\text{predicted}} = (NT_{\text{QGCCBNN}} - NT_{\text{t}} + 1) \times \Delta NT = 6.33h$, where $\Delta NT=10\text{min}$ is the interval between two adjacent time points shown in Fig. 10.

**Figure 10** RUL predicted by QGCCBNN

4.2.2 Discussion

In this subsection, the advantages of the RUL prediction method based on QGCCBNN are verified by comparative analysis.

First, the nonlinear approximation capability of QGCCBNN is compared with that of deep autoencoder and deep neural network (DADNN), gated recurrent unit

Second, the prediction accuracy of the RUL prediction method based on QGCCBNN is compared with that of the prediction methods based on DADNN, GRU NN, FCRBFNN or LS-SVM. The performance degradation feature of the latter four methods is also expressed by TI. The maximum training step size, the number of neurons in each layer, and the mean square error threshold of DADNN, GRU NN and FCRBFNN are set as the same as those of QGCCBNN, respectively. In LS-SVM, the Gaussian kernel is set as its kernel function, and its regularization parameter is optimized by s-folder cross validation algorithm. Moreover, the failure probability models adopted by the latter four methods are identical to that of QGCCBNN. Figs. 12-15 show the predicted TI.
failure probability and RUL of the second double-row roller bearing respectively by the latter four methods.

![Figure 12](image1.png) (a) Trend index predicted by DADNN; (b) Failure probability predicted by DADNN; (c) RUL predicted by DADNN

![Figure 13](image2.png) (a) Trend index predicted by GRUNN; (b) Failure probability predicted by GRUNN; (c) RUL predicted by GRUNN

![Figure 14](image3.png) (a) Trend index predicted by FCRBFNN; (b) Failure probability predicted by FCRBFNN; (c) RUL predicted by FCRBFNN

![Figure 15](image4.png) (a) Trend index predicted by LS-SVM; (b) Failure probability predicted by LS-SVM; (c) RUL predicted by LS-SVM

From Figs. 8, 9, 12(a)-(b), 13(a)-(b), 14(a)-(b) and 15(a)-(b), it is not difficult to find that the distance between the failure probability threshold point predicted by QGCCBNN and the starting point of serious failure (i.e.,
the 95th point) is the smallest among the five methods, which means that the TI curve predicted by our QGCCBNN is the closest to the actual TI curve compared with DADNN, GRUNN, FCRBFNN or LS-SVM. Generally, it is believed that the occurrence of serious failure means the complete failure of the bearing. Hence, the error between the predicted RUL by our QGCCBNN-based method and the actual RUL \((RUL_{\text{new}} = \lceil NT - NT_i + 1 \rceil \times \Delta NT = 7.67 \) h) is also the smallest. As shown in Figs. 10, 12 (c), 13 (c), 14 (c) and 15 (c), the predicted RULs by our QGCCBNN-based method and the latter four methods are 6.33 h, 10.17 h, 9.83 h, 9.67 h and 11.83 h, respectively. In other words, our method is the most accurate and reliable. This can be attributed to the better nonlinear approximation capability of QGCCBNN brought by the quantum bidirectional transmission mechanism and its superior global optimization ability given by quantum gene chain coding. Therefore, it is expected that the above advantages of QGCCBNN can improve the prediction accuracy of our RUL prediction method.

Then, in order to quantitatively evaluate the prediction accuracy and stability of the five RUL prediction methods, the mean squared error (MSE), mean absolute error (MAE), root mean squared error (RMSE), and coefficient of determination \((r^2)\) are taken as evaluation indicators to statistically measure the levels of prediction accuracy and stability of the five methods, which are respectively defined as

\[
MSE = \frac{1}{n} \sum_{i=1}^{n} (y_i - y_i')^2, \tag{42}
\]

\[
MAE = \frac{1}{n} \sum_{i=1}^{n} |y_i - y_i'|, \tag{43}
\]

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - y_i')^2}, \tag{44}
\]

\[
r^2 = 1 - \frac{\text{MSE}}{\text{VAR}} = 1 - \frac{\sum_{i=1}^{n} (y_i - y_i')^2}{\sum_{i=1}^{n} (\bar{y}_i - \bar{y}_i')^2}, \tag{45}
\]

where \(n\) is the number of predicted sample points, \(y_i'\) is the predicted TI value of the \(i\)-th sample point, \(y_i\) is the actual TI value of the \(i\)-th sample point, \(\bar{y}_i\) is the average of actual TI values of \(y_i\), and \(\text{VAR}\) is the sample variance. Here, \(r^2 \in (0, 1)\); the closer the value of \(r^2\) to 1, the higher the prediction accuracy of the method. Statistical analyses on the \(MSE, MAE, RMSE,\) and \(r^2\) values of the five prediction methods are respectively conducted for 50 times, and the average values of \(MSE, MAE, RMSE,\) and \(r^2\) of these methods in the 50 repeated predictions, i.e., \(\overline{MSE}, \overline{MAE}, \overline{RMSE}\) and \(\overline{r^2}\), are respectively calculated, as shown in Table 1.

| Prediction method | MSE   | MAE   | RMSE  | \(r^2\) |
|-------------------|-------|-------|-------|-------|
| QGCCBNN           | 0.0042| 0.0755| 0.0337| 0.8758|
| DADNN             | 0.0054| 0.1677| 0.0752| 0.5945|
| GRUNN             | 0.0078| 0.1358| 0.0841| 0.6258|
| FCRBFNN           | 0.0062| 0.1894| 0.1573| 0.3659|
| LS-SVM            | 0.0150| 0.3610| 0.1126| 0.1348|

It can be seen from Table 1 that, compared with the other four methods, the values of \(MSE, MAE,\) and \(RMSE\) for QGCCBNN are the smallest and that the value of \(r^2\) are the closest to 1, which indicates that QGCCBNN has higher prediction accuracy and more reliable stability.

Finally, the computational time (i.e., the sum of training time, TI prediction time and RUL prediction time) of our RUL prediction method based on QGCCBNN is compared with that of the prediction method using DADNN, GRUNN, FCRBFNN or LS-SVM. The computational time is measured by MATLAB 2016 in the following hardware configuration environment: 8G RAM and 3.2 GHz Intel CPU. The average computational time of the 50-fold cross-validation executions for each prediction method in the RUL prediction experiment is recorded on the same full-time data, as plotted in Fig. 16. The computational time of QGCCBNN is only 14.85 s, and those of DADNN, GRUNN, FCRBFNN, and LS-SVM are respectively 32.68 s, 29.59 s, 23.74 s, and 19.93 s. Obviously, the computational time of QGCCBNN is much shorter than that of DADNN, GRUNN, FCRBFNN or LS-SVM, which can be attributed to the superiority of parallel computing brought by quantum gene chain coding.

![Figure 16](image-url)

**Figure 16** Computational time for RUL prediction of the second bearing by the methods based on QGCCBNN, DADNN, GRUNN, FCRBFNN and LS-SVM

5 Conclusions
In conclusion, we propose a novel recurrent neural network named quantum gene chain coding bidirectional neural network (QGCCBNN) to predict RUL of RM. The main contributions of this paper are as follows:

1. In our QGCCBNN, a quantum bidirectional transmission mechanism is designed to establish the pre- and post-relationships of time series for readjusting the weight parameters according to the feedback from the output layer, so QGCCBNN can realize higher consistency between the input information and the overall memory of the network, and then has better nonlinear approximation ability. To the best of our knowledge, the quantum bidirectional transmission mechanism is the first attempt for neural network data transmission and the experiment results confirm its effectiveness.

2. In the process of training QGCCBNN, quantum gene chain coding is innovatively constructed to transmit and update data to avoid the gradient disappearance, gradient explosion, slow convergence speed and large time cost caused by traditional gradient descent method. As a consequence, QGCCBNN has better global optimization ability and faster convergence speed.

3. Due to the advantages of QGCCBNN in nonlinear approximation ability, global optimization ability and convergence speed, the RUL prediction method based on QGCCBNN can realize higher prediction accuracy and lower computation cost.

4. Comparative analysis on the RUL prediction results of a double-row roller bearing by different methods demonstrates that our proposed method is effective in RUL prediction of RM and superior to the other methods.
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