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Abstract

Renormalized gauge-invariant observables in gauge theories form an algebra which is obtained as the cohomology of the derivation $[Q_L, -]$ with $Q_L$ the renormalized interacting quantum BRST charge. For a large class of gauge theories in Lorentzian globally hyperbolic space-times, we derive an identity in renormalized perturbation theory which expresses the commutator $[Q_L, -]$ in terms of a new nilpotent quantum BRST differential and a new quantum anti-bracket which differ from their classical counterparts by certain quantum corrections. This identity enables us to prove different manifestations of gauge symmetry preservation at the quantum level in a model-independent fashion.
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1 Introduction

Quantum field theories with local gauge symmetry play a crucial role in our understanding of elementary particle physics by describing the type of interactions between them. The quantum aspects of such theories in flat space-time have been extensively studied. To describe the elementary particles in the Early Universe where the curvature of space-time is not negligible, one needs to extend the framework of flat space gauge theories to the curved space setting. In [1], it was shown that the renormalized quantum Yang-Mills theories in an arbitrary, Lorentzian, globally hyperbolic curved space-time can be consistently constructed to all orders in perturbation theory. However, the proof of the statements in that reference rests on the specific form of the pure Yang-Mills interaction. The present work aims to extend this result and to investigate in a more model-independent fashion the issue of symmetry preservation at the quantum level of renormalized quantum gauge theories in curved space-times. For concreteness, we work with the pure Yang-Mills theory, however our results rest only on a certain aspect of this theory, namely the absence of “gauge anomaly”, which is also the case in a larger class of more complicated theories with local gauge symmetry. For instance, our results remain valid for superconformal Chern-Simons matter theory in 3 dimensions [2], a class of superconformal gauge theories in 4 dimensions [3], and perturbative quantum gravity [4], [5].

For perturbative quantization of such theories, one necessarily has to “fix the gauge” which, however, breaks the gauge invariance of the underlying theory. To restore gauge invariance in the BV-BRST formalism, one enlarges the field configurations to include certain “ghost fields”. One, furthermore, constructs a “gauge-fixed” and enlarged action \( \hat{S} \) by requiring it to be a solution to the master equation \( (\hat{S}, \hat{S}) = 0 \). Here, \( (\cdot, \cdot) \) is the so-called anti-bracket which satisfies a graded Jacobi identity. The gauge-fixed action enjoys the BV-BRST symmetry \( \hat{s} \), which is a nilpotent derivation i.e., satisfies \( \hat{s}^2 = 0 \). Finally, the gauge invariant observables of the original theory are recovered as the \( \hat{s} \)-cohomology at ghost number 0.

In flat space-time, the quantization of such theories is conventionally performed in one of the following approaches:

- **The Hamiltonian approach**: One first constructs the Fock space corresponding to the (free) gauge-fixed theory which necessarily is an indefinite inner product space. One then defines [6, 7] the physical Hilbert space with a positive definite inner product as the cohomology of the BRST charge \( \hat{Q} \) which is an operator on the Fock space. For this construction to work, and for the matrix elements of the Hamiltonian operator between physical states to be independent of the chosen gauge-fixing, the BRST charge has to be nilpotent, i.e.,

\[
\hat{Q}^2 = 0.
\]

In this respect, it is argued that [8] “the nilpotency of \( \hat{Q} \) is the quantum expression of the gauge invariance”. Usually, one has to check the nilpotency of \( \hat{Q} \) in a case-dependent procedure, and this turns out to be a highly non-trivial task involving regularization and renormalization of the composite operator \( \hat{Q}^2 \).

- **The functional integral approach**: One defines the quantized gauge theory in terms of an effective action \( \Gamma = \hat{S} + O(\hbar) \) which is the generating functional of one-particle irreducible Feynman diagrams. Gauge invariance at the quantum level is then expressed by the “Slavnov-Taylor identity” in the “Zinn-Justin” form [9]

\[
(\Gamma, \Gamma) = 0,
\]
which for $h = 0$ is reduced to the master equation. The graded Jacobi identity of the anti-bracket, in turn, implies that the potential obstruction to (2) (the "gauge anomaly") satisfies a consistency condition of a cohomological nature, namely that (the leading $h$-order coefficient of) the gauge anomaly belongs to the cohomology ring $H_1(\hat{s}|d, M)$ of $\hat{s}$ modulo $d$ at ghost number 1. For theories in which this cohomology ring is trivial, (2) is shown to be fulfilled by finite renormalization order by order in $h$.

Contrary to the flat space-time setting where the quantum fields can be represented as operators on a preferred Hilbert space containing the unique Poincaré-invariant vacuum state, in a generic (globally hyperbolic) curved space-time there is no preferred vacuum state and hence no canonical Hilbert space representation of the theory. We therefore employ the framework of locally covariant quantum field theory [10][11][12], [13], [14] (see [15] for a recent review) to study such theories. In this framework, one formulates the QFT coherently on all space-times and views the renormalized interacting quantum fields $O_L$, under interaction $L$, as elements of an abstract algebra, which can be constructed in perturbation theory. Within this algebra, one defines the algebra of physical, gauge invariant observables as the cohomology of the derivation $[Q_L, -]$ generated by the renormalized quantum BRST charge $Q_L$. Upon a choice of a physical state $^1$ and under certain technical conditions on the background space-time, this cohomology algebra turns out to admit a positive definite Hilbert space representation if $Q_L^2 = 0$ [1, 16].

Our main result in the present work is proving that if the cohomology ring $H_1(\hat{s}|d, M)$ is trivial, then $Q_L^2 = 0$, and thus relating the above two criterion of gauge invariance at the quantum level. We prove this by first showing that under this cohomological condition, the derivation $[Q_L, -]$ is nilpotent (Theorem 23), and hence the algebra of gauge invariant observables can indeed be defined as the cohomology of this derivation. Then, it follows from the graded Jacobi identity of the commutator that $Q_L^2 = \frac{1}{2}[Q_L, Q_L]$ vanishes. Thus, the problem of proving the nilpotency of the renormalized charge is reduced to an algebraic problem of a cohomological nature. Our proof is a significant improvement in the state of affairs over [1]. There, the nilpotency of the charge was shown to hold based on a case-dependent proof which requires, in addition to the triviality of $H_1(\hat{s}|d, M)$, the precise form of the current of pure Yang-Mills theory and certain identities derived from it, as well as the triviality of a higher cohomology class which seem to hold only for this specific theory.

The key identity that we derive in this part of the work, which forms the basis of the proof of our main result, is called the interacting anomalous Ward identity (Theorem 17). It is a master identity for the commutator of the quantum BRST charge $Q_L$ and the generating functional of the renormalized interacting time-ordered products $T_{L,n}(O_1 \otimes \cdots \otimes O_n)$. Here $O_1, \ldots, O_n$ are local fields and $T_{L,1}(O) = O_L$. When evaluated in a state, such expressions give the renormalized time-ordered correlation functions of the theory. For one local field $O$, this identity will give

$$[Q_L, O_L] = i\hbar(\hat{q}O)_L, \tag{3}$$

where $\hat{q}O = \hat{s}O + O(h)$ is called the quantum BRST operator (128) which is nilpotent, i.e., $\hat{q}^2 = 0$. For two local fields $O_1, O_2$, we will obtain

$$[Q_L, T_{L,2}(O_1 \otimes O_2)] = i\hbar T_{L,2}(\hat{q}O_1 \otimes O_2 + (-1)^{\varepsilon_1}O_1 \otimes \hat{q}O_2) + (-1)^{\varepsilon_1}h^2 ((O_1, O_2)_h)_L, \tag{4}$$

---

$^1$This non-canonical choice of representation is related to the physical questions one wants to study and is not discussed here.
where $\varepsilon_1$ is the Grassmann parity of $O_1$, and where $(O_1, O_2)_h = (O_1, O_2) + O(h)$ is called the quantum anti-bracket (130) which measures the failure of $\hat{q}$ to be a derivation. It is compatible with $\hat{q}$, in the sense that $\hat{q}(O_1, O_2)_h = (\hat{q}O_1, O_2)_h + (-1)^{1\ell_1}(O_1, \hat{q}O_2)_h$, and satisfies a quantum Jacobi identity (136).

**Notations**

In the body of the paper, we encounter local fields $O = O_0 + \lambda O_1 + \lambda^2 O + \ldots$ which are $p$-forms expanded into powers of the coupling constant $\lambda$. For the integrated operators we use $F = \int O_0 + f(1) O_1 + f^2 \lambda^2 O + \ldots$ where $f \in \Omega^{1-p}(M)$ is an IR cutoff which is equal 1 in some region of interest. We symbolically write all such expressions as $F = \int f O$. For the particular case of $L_{\text{int}}$, the interaction Lagrangian, we denote the “cutoff interaction” with $L = \int f L_{\text{int}}$, and the “true interaction” with $I = \int L_{\text{int}}$. We always write the interacting BRST charge with the cutoff interaction $Q_L$, and avoid using $Q_I$ (which can be defined as the algebraic adiabatic limit of $Q_L$ at the end of calculations). Moreover, in many places, we write $\mathcal{O}_1 \otimes \cdots \otimes \mathcal{O}_n$ as a short form for $\mathcal{O}_1(x_1) \otimes \cdots \otimes \mathcal{O}_n(x_n)$. Finally, we express all the generating functional identities only for bosonic functionals and explain in appendix A how the correct signs for fields with arbitrary Grassmann parity in such identities can be obtained.

## 2 Classical gauge theory

We take for definiteness the example of the pure Yang-Mills theory on a globally hyperbolic space-time $(M,g)$ worked out in [1]. It turns out that, the results of this work can be generalized to all theories with local gauge symmetry, such as superconformal Yang-Mills theory [3], and superconformal Chern-Simons-matter theory [2] in which a certain cohomology class is trivial. Here, we briefly review the setting for the classical theory.

The classical Yang-Mills theory with gauge group $G$ is the dynamical theory of a $G$-gauge connection $D = \nabla + iA$, where $\nabla$ is the Levi-Civita connection on $(M,g)$ and $A$ is a $g$-valued one form. The action functional is given by

$$S_{\text{YM}} = -\frac{1}{2} \int_M \text{tr}(F \wedge *F),$$

(5)

where $F$ is the curvature of $D$. For the purpose of perturbative quantization, the equations of motion for $A$ generated by the action have to be of hyperbolic type. However, this is not the case for $S_{\text{YM}}$: one has to fix the gauge in order to render the free field equations hyperbolic. The resulting gauge-fixed theory enjoys the BRST symmetry $\hat{s}$, if one augments the field content of the theory by further dynamical fields (ghosts) and non-dynamical fields (anti-fields), as introduced below.

Let $\{T_I\}, I = 1, 2, \ldots, \text{dim} g$ be a basis for the Lie algebra $g$ of the Lie group $G$. Relative to this basis, we have $A = A^I T_I = A^\mu_I T_I dx^\mu$. Let us denote the set of all dynamical fields by $\Phi = (A^I, C^I, \bar{C}^I, B^I)$, where $C, \bar{C}$ are called ghosts and $B$ is an auxiliary field with algebraic equations of motion, and their corresponding anti-fields by $\Phi^\dagger = (\bar{A}^I, \bar{C}^I, \bar{C}^\dagger I, \bar{B}^I)$. The action of the BRST differential $\hat{s}$ on all fields is given by:

$$\hat{s}A^I_\mu = D_\mu C^I, \quad \hat{s}C^I = -i\lambda f \lambda^{JK} C^J C^K, \quad \hat{s}\bar{C}^I = B^I, \quad \hat{s}B^I = 0.$$  

(6)

One can now assign a “ghost number” to all the above fields which is given in table 1. The ghost number defines a grading on the space of all fields, and the BRST differential
increases the ghost number by one unit while leaves the dimension unchanged. To define how \( \hat{s} \) acts on the anti-fields, consider the following extended action

\[
\hat{S} = S_{YM} + \hat{s}\psi - \int \hat{s}\Phi \cdot \Phi^\dagger,
\]  

(7)

where \( \psi \) is the “gauge-fixing fermion”. It is chosen in such a way that \( \hat{S} \) gives rise to hyperbolic field equations for all fields \( \Phi \). A conventional choice for \( \psi \) is

\[
\psi = \int_M \bar{C} I (\nabla^\mu A^I_\mu + \frac{1}{2} B^I) \]

which implements the Feynman gauge. Now, for any observable \( \mathcal{O} \) we define

\[
\hat{s}\mathcal{O} = (\hat{S}, \mathcal{O}),
\]  

(8)

where \((\cdot, \cdot)\) is the so-called anti-bracket defined by

\[
(\mathcal{O}_1, \mathcal{O}_2) := \int_M \frac{\delta_R \mathcal{O}_1}{\delta \Phi(x)} \frac{\delta_L \mathcal{O}_2}{\delta \Phi^\dagger(x)} - \frac{\delta_R \mathcal{O}_2}{\delta \Phi^\dagger(x)} \frac{\delta_L \mathcal{O}_1}{\delta \Phi(x)},
\]  

(9)

cf. [17] for a definition of left and right derivatives with respect to fields with Grassmann parity. The anti-bracket has the following symmetry property

\[
(\mathcal{O}_1, \mathcal{O}_2) = (-1)^{(\epsilon_1+1)(\epsilon_2+1)+1}(\mathcal{O}_2, \mathcal{O}_1).
\]  

(10)

and satisfies the graded Jacobi identity

\[
(-1)^{(\epsilon_1+1)(\epsilon_3+1)}(\mathcal{O}_1, (\mathcal{O}_2, \mathcal{O}_3)) + (-1)^{(\epsilon_2+1)(\epsilon_1+1)}(\mathcal{O}_2, (\mathcal{O}_3, \mathcal{O}_1)) + (-1)^{(\epsilon_3+1)(\epsilon_2+1)}(\mathcal{O}_3, (\mathcal{O}_1, \mathcal{O}_2)) = 0.
\]  

(11)

From (10) and (11), together with \((S, \mathcal{O}) = \hat{s}\mathcal{O}\), it follows that

\[
\hat{s}(\mathcal{O}_1, \mathcal{O}_2) = (\hat{s}\mathcal{O}_1, \mathcal{O}_2) - (-1)^{\epsilon_1} (\mathcal{O}_1, \hat{s}\mathcal{O}_2).
\]  

(12)

Note that in particular, it follows that \( \hat{s}\Phi^\dagger(x) = \delta_R \hat{S} / \delta \Phi(x) \) and \( (\Phi_i(x), \Phi_i^\dagger(y)) = \delta^i_j \delta(x, y) \). Moreover, from the definition of \( \hat{S} \) we have

\[
\hat{s}\hat{S} = (\hat{S}, \hat{S}) = \hat{s}^2 = 0.
\]  

(13)

**Local and covariant fields**

**Definition 1.** Let \( \mathcal{C} \) be the space of enlarged field configurations \((\Phi, \Phi^\dagger)\) together with the metric \( g \).

1. Let \( f : M' \to M \) be an isometric embedding which preserves the causal structures. A **local-covariant** functional \( \mathcal{O} \) on \( \mathcal{C} \) satisfies

\[
f^* \mathcal{O}[g, \Phi, \Phi^\dagger] = \mathcal{O}[f^* g, f^* \Phi, f^* \Phi^\dagger].
\]  

(14)
2. $\mathcal{P}(M) = \oplus_{p,q} \mathcal{P}^p_q(M)$, where each $\mathcal{P}^p_q(M)$ is defined to be the space of all $\wedge^p(TM)$-valued polynomial, local and covariant functionals with ghost number $q$.

There are two important theorems regarding the nature of $\mathcal{P}^p_q(M)$. First, the Thomas replacement theorem [18], which states that the dependence of every element $\mathcal{O} \in \mathcal{P}^p_q(M)$ on the metric and, at each point $x \in M$, on $\Phi(x), \Phi^\dagger(x)$ is of the form

$$\mathcal{O} = \mathcal{O}(g_{\mu\nu}(x), R^\mu_{\nu\rho\sigma}(x), \ldots, \nabla(\mu_1...\nabla_{\mu_k}) R^\mu_{\nu\rho\sigma} | x, \nabla(\mu_1...\nabla_{\mu_k}) \Phi | x, \nabla(\mu_1...\nabla_{\mu_k}) \Phi^\dagger | x)$$

(15)

where $R^\mu_{\nu\rho\sigma}$ is the Riemann tensor. Therefore, if we assign dimension 1 to $\nabla_{\mu}$, we can assign a dimension to all elements of $\mathcal{P}^p_q(M)$. Second, the algebraic Poincare lemma [19] states that if for some $\mathcal{O} \in \mathcal{P}^p_q(M)$, $d\mathcal{O} = 0$, then there exists another $\mathcal{O}' \in \mathcal{P}^{p-1}_q(M)$ such that $\mathcal{O} = d\mathcal{O}'$. Note that this is a property of $d$-cohomology for functionals of $\Phi, \Phi^\dagger$, and holds even for space-times with non-trivial de Rham cohomology.

The $q$-th cohomology ring of $\hat{s}$ at form degree $p$ is defined by

$$H^p_q(\hat{s}, M) := \frac{\{\text{Ker } \hat{s} : \mathcal{P}^p_q(M) \to \mathcal{P}^p_{q+1}(M)\}}{\{\text{Im } \hat{s} : \mathcal{P}^p_{q-1}(M) \to \mathcal{P}^p_q(M)\}}.$$  

(16)

We will show in section 3.3, that the anomaly $A = \int_M a(x)$ is a formal power series in $\hbar$ whose leading order contribution $A^m$ is an element of $H^1_4(\hat{s}, M)$. Equivalently, the local function $a^m(x)$ belongs to the cohomology rings of $\hat{s}$ modulo $d$ defined by

$$H^p_q(\hat{s}|d, M) := \frac{\{\mathcal{O}^p_q | \hat{s}\mathcal{O}^p_q = d\mathcal{O}^p_{q+1}\}}{\{\mathcal{O}^p_q | \hat{s}\mathcal{O}^p_q = \hat{s}\mathcal{O}^p_{q-1} + d\mathcal{O}^p_{q-1}\}}.$$  

(17)

Gauge-invariant observables and the Noether current

The local and covariant functionals introduced above, of course contain all possible gauge-variant functionals of the enlarged (un-physical) theory. It turns out [20] that one can recover the gauge-invariant observables of the original, physical theory as the following cohomology

$$\{\text{classical gauge-invariant observables}\} = H_0(\hat{s}, M).$$

(18)

According to the Noether’s theorem, the invariance of $\hat{S}$ under $\hat{s}$ results in the existence of a current $\mathbf{J}(x) \in \mathcal{P}^1_1(M)$ (the BRST current) which is conserved $d\mathbf{J} = 0$ once the equations of motion hold. Indeed, we have

$$d\mathbf{J}(x) = (\hat{S}, \Phi^\dagger(x))(\Phi(x), \hat{S}).$$

(19)

Let us assume that $(M, g)$ contains a compact Cauchy surface $\Sigma$. Then, there exists a corresponding BRST charge $\mathbf{Q}$, defined by

$$\mathbf{Q} = \int_M \gamma \wedge \mathbf{J},$$

(20)

where $\gamma$ is a closed 1-form on $M$ with compact support such that $\int_M \gamma \wedge \alpha = \int_\Sigma \alpha$ for any closed 3-form $\alpha$. 
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3 Quantum gauge theory in curved space-time

We now turn to the quantization of the classical field theory introduced in the previous part. To this end, we employ the ideas of causal perturbation theory [21] adopted to the framework of locally covariant field theory [22], [12], [13] which aims to construct the algebra of observables of the theory. However, in our case we begin with constructing $\hat{W}$, which is the quantization of the enlarged theory including gauge-variant and non-observable elements as a perturbation in $\lambda$ around the algebra of free theory $W_0$.

3.1 Free quantum theory and renormalization schemes

Let us begin with reviewing the construction of the algebra of free quantum fields $W_0$ corresponding to the enlarged theory defined by $\hat{S}_0$. Here we split the extended action

$$\hat{S} = \hat{S}_0 + \lambda \hat{S}_1 + \lambda^2 \hat{S}_2 \equiv \hat{S}_0 + I,$$

where $\hat{S}_0$ is quadratic in all fields and anti-fields, and where $I = \int_M L_{\text{int}}$ with $L_{\text{int}} = \lambda L_1 + \lambda^2 L_2 \in P^+_0(M)$. Let us also denote $S_0 = S_0|_{\Phi^0 = 0} = S_{YM,0} + \hat{s}_0\psi$.

Consider now the free differential operator $P^0_{ij}$, with $P^0_{ij}\Phi^j(x) = \delta S_0/\delta \Phi^i(x)$, and

$$P^0_{ij} = \begin{pmatrix}
g^{\mu\nu} - \nabla^{\mu}\nabla^{\nu} - R^{\mu\nu} & 0 & 0 & \nabla^{\mu} \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\nabla^{\mu} & 0 & 0 & -1
\end{pmatrix}.$$  \hspace{1cm} (22)

An important ingredient in constructing $W_0$ is an arbitrary but fixed 2-point function of Hadamard type $\omega^{ij}(x, y)$. It is a distribution on $M \times M$, which satisfies

1. $(P^0_{ik} \otimes 1)\omega^{kj}(x, y) = 0 = (1 \otimes P^0_{ik})\omega^{kj}(x, y)$,

2. $\omega^{ij}(x, y) - \omega^{ij}(y, x) = i\Delta^{ij}(x, y)$, where $\Delta^{ij}(x, y)$ is the causal propagator of $P^0_{ij}$,

3. a specific wave-front set bound (see [23]).

Explicitly,

$$\omega^{ij}(x, y) = k_{IJ} \otimes \begin{pmatrix}
g^{\mu\nu}(x, y) & 0 & 0 & -i\nabla_\nu \omega^{\mu\nu}(x, y) \\
0 & 0 & i\omega(x, y) & 0 \\
0 & 0 & -i\nabla_\nu \omega^{\mu\nu}(x, y) & 0 \\
-\nabla_\mu \omega^{\mu\nu}(x, y) & 0 & 0 & 0
\end{pmatrix}.$$  \hspace{1cm} (23)

where $\omega(x, y), \omega^{\mu\nu}(x, y)$ are scalar and vector two point functions respectively (see e.g. [24]). They satisfy the following consistency relations

$$\nabla_\mu \omega^{\mu\nu}(x, y) = -\nabla_\nu \omega(x, y), \quad \nabla_\nu \omega^{\mu\nu}(x, y) = -\nabla_\mu \omega(x, y).$$  \hspace{1cm} (24)

Definition 2 ([12], [1]).

1. The off-shell free algebra $W_0(M, g)$ is the $^*$-algebra generated by the identity 1 and elements

$$F(u) = \int u_{k_1 \cdots k_n}^{1 \cdots n} (x_1, \ldots, x_n; y_1, \ldots, y_m) : \Phi^{i_1}(x_1) \cdots \Phi^{i_n}(x_n) : \omega \Phi^{\dagger}_{k_1}(y_1) \cdots \Phi^{\dagger}_{k_m}(y_m)$$

$$dx_1 \cdots dx_n dy_1 \cdots dy_m$$

\hspace{1cm} (25)
In this expression,
\[
: \Phi(x_1) \ldots \Phi(x_n) \omega = \frac{\delta^n}{i^n \delta f(x_1) \ldots \delta f(x_n)} \exp \left( i \int_M f(x) \Phi(x) + \frac{\hbar}{2} \int_{M^2} \omega(x, y) f(x) f(y) \right) \bigg|_{f=0},
\]
with the star product of two basic fields being defined by
\[
\Phi^i(x) \ast \Phi^j(y) = \Phi^i(x) \cdot \Phi^j(y) + \hbar \omega^{ij}(x, y),
\]
and \( u \) is a distribution subject to the following wave front set condition in the variables \( x_1, \ldots, x_n \)
\[
WF(u) \cap \bigcup_{x \in M} \left[ (\bar{V}_x^+) \times_n \cup (\bar{V}_x^-) \times_n \right] = \emptyset,
\]
where \( \bar{V}_x^\pm \) is the closure of the future/past light cone at \( x \in M \), but \( u \) is not subject to any wave front set condition in the variables \( y_1, \ldots, y_m \). The \( \ast \)-operation, denoted by \( \ast \), is defined by \( F(f) \ast F(g) = \exp \epsilon \int M \omega^{ij}(x, y) \Phi^i(y) \Phi^j(x) F(f) F(g) \).

(2) The on-shell free algebra \( \hat{\mathcal{F}}_0(M, g) \) is the quotient
\[
\hat{\mathcal{F}}_0 = \mathcal{W}_0 \mathcal{J}_0,
\]
where \( \mathcal{J}_0 \) is the \( \ast \)-ideal generated by the equations of motion:
\[
\mathcal{J}_0 = \left\{ \int u_{1, \ldots, n}^{k_1, \ldots, k_m}(x_1, \ldots, x_n; y_1, \ldots, y_m) : \Phi^i_{k_1}(x_1) \ldots \frac{\delta \hat{S}_0}{\delta \hat{\Phi}^i(x_1)} \ldots \Phi^i_{k_m}(x_n) \omega \Phi^i_{\pm}(y_1) \ldots \Phi^i_{\pm}(y_m) dx_1 \ldots dx_n dy_1 \ldots dy_m \right\}.
\]

Therefore in \( \hat{\mathcal{F}}_0 \), the basic dynamical fields \( \Phi^i(x) \) satisfy the free field equations
\( P^i_{ij} \Phi^j(x) = J_i(x) \), where \( J_i = (0, \nabla^\mu A^i_\mu, 0, C^i) \) is an anti-field dependent source term. Note that (27) implies
\[
[\Phi^i(x), \Phi^j(y)] = \frac{i \hbar \Delta^{ij}(x, y)}{\delta \Phi^i(x)}, \quad [\Phi^i(x), \Phi^j(y)] = \frac{\Delta^{ij}(x, y)}{\delta \Phi^i(x)} \Phi^j(x) + (-1)^\varepsilon_{\mu} \Phi^j(y) \Phi^i(x) \)
\]
\[\text{is the graded commutator, satisfying}
\[
[\mathcal{O}_1, \mathcal{O}_2] = -(-1)^\varepsilon_{\mu} [\mathcal{O}_2, \mathcal{O}_1],
\]
and satisfying the graded Jacobi identity
\[
(-1)^{\varepsilon_{\mu} \varepsilon_2} \mathcal{O}_1 \mathcal{O}_2 \mathcal{O}_3 + (-1)^{\varepsilon_2 \varepsilon_3} \mathcal{O}_3 \mathcal{O}_1 \mathcal{O}_2 + (-1)^{\varepsilon_1 \varepsilon_2} \mathcal{O}_2 \mathcal{O}_3 \mathcal{O}_1 = 0.
\]

**Renormalization schemes and finite counter terms**

In the algebraic formulation of QFT à la causal perturbation theory [21], one directly formulates the renormalized theory in terms of *time-ordered products* or *renormalization schemes* \( T \) which are defined to satisfy a set of physically reasonable renormalization conditions. These quantities are defined in the off-shell algebra \( \mathcal{W}_0 \) which turns out to be more suitable for perturbation theory than \( \hat{\mathcal{F}}_0 \). In the next step, one constructs the algebra of interacting quantum fields \( \mathcal{W}_L = \mathcal{W}_0[[\lambda]] \) as formal power series in \( \lambda \) with coefficients in \( \mathcal{W}_0 \) which is reviewed in the next section 3.2.
Definition 3 (Renormalization schemes or time-ordered products). A renormalization scheme \( T \) is a collection of multi-linear maps

\[
T_n : \mathcal{P}(M)^n \to D'(M^n; \hat{W}_0),
\]

(34)

that is, each \( T_n(\mathcal{O}_1(x_1) \otimes \cdots \otimes \mathcal{O}_n(x_n)) \) is a \( \hat{W}_0 \)-valued distribution in \( n \) space-time variables \( x_1, \ldots, x_n \). It satisfies the following axioms (renormalization conditions)

**T1** Locality and covariance. For locally isometric space-times \( (M, g) \) and \( (M', g') \), it holds

\[
\alpha_\psi \circ T_g = T_{g'} \circ \psi_*. 
\]

(35)

Here, \( \psi : M \to M' \) is a causality preserving isometric embedding, i.e. \( \psi^* g' = g \), and \( \alpha_\psi \) is the corresponding canonical homomorphism

\[
\alpha_\psi : \hat{W}_0(M, g) \to \hat{W}_0(M', g'), \quad \alpha_\psi(F(u)) = F(\psi_* u),
\]

(36)

with \( \psi_* : \mathcal{P}(M) \to \mathcal{P}(M') \) being the natural push-forward map.

**T2** Scaling. Each \( T_n \) has a poly-homogeneous scaling behavior under \( g \to \mu^2 g \), cf. [13]

**T3** Microlocal spectrum condition. The wave-front set of each \( T_n(\mathcal{O}_1(x_1) \otimes \cdots \otimes \mathcal{O}_n(x_n)) \) is bounded by a specific subset of \( T * M^n \), cf. [13].

**T4** Smoothness and Analyticity\(^\dagger\). Each \( T_n \) is a smooth and analytic functional of the metric \( g \).

**T5** Graded symmetry. Each \( T_n \) is graded symmetric under a permutation of its arguments, that is,

\[
T_n(\cdots \otimes \mathcal{O}_i \otimes \mathcal{O}_j \otimes \cdots) = (-1)^{\varepsilon_{i,j}} T_n(\cdots \otimes \mathcal{O}_j \otimes \mathcal{O}_i \otimes \cdots).
\]

(37)

**T6** Unitarity. Renormalization schemes are unitary in the following sense

\[
[T_n(\otimes_i \mathcal{O}_i(x_i)^*))]^\dagger = \sum_{I_1, I_2, \ldots, I_j = 2}^{\mathbb{N}} (-1)^{n+j} T_{I_1}(\otimes_{i \in I_1} \mathcal{O}_i(x_i)) \ast \cdots \ast T_{I_j}(\otimes_{i \in I_j} \mathcal{O}_j(x_j)),
\]

(38)

where \( I_1, \ldots, I_j \) are pairwise disjoint subsets of \( \mathbb{N} = \{1, \ldots, n\} \).

**T7** Causal factorization. For \( x_1, \ldots, x_i \cap J^- \{x_{i+1}, \ldots, x_n\} = \emptyset \), it holds

\[
T_n(\mathcal{O}_1(x_1) \otimes \cdots \otimes \mathcal{O}_n(x_n)) = T_i(\mathcal{O}_1(x_1) \otimes \cdots \otimes \mathcal{O}_i(x_i)) \ast T_{n-i}(\mathcal{O}_{i+1}(x_{i+1}) \otimes \cdots \otimes \mathcal{O}_n(x_n)).
\]

(39)

**T8** Commutator. The commutator of each \( T_n \) with a basic field \( \Phi(x) \) is implemented as

\[
[T_n(\mathcal{O}_1(x_1) \otimes \cdots \otimes \mathcal{O}_n(x_n)), \Phi^j(x)] = ih \sum_{k=1}^{n} T_n(\mathcal{O}_1(x_1) \cdots \otimes \int_M \Delta^j(x, y) \frac{\delta \mathcal{O}_k(x_i)}{\delta \Phi^j(y)} \otimes \cdots \otimes \mathcal{O}_n(x_n)),
\]

(40)

**T9** Free field equation The free field equations, \( \frac{\delta S_0}{\delta \Phi(x)} = 0 \), is implemented in the following sense

\[
T_{n+1}(\frac{\delta S_0}{\delta \Phi(x)} \otimes \mathcal{O}_1 \otimes \cdots \otimes \mathcal{O}_n) \approx ih \sum_{i=1}^{n} T_n(\mathcal{O}_1 \otimes \cdots \otimes \frac{\delta \mathcal{O}_i(x_i)}{\delta \Phi(x)} \otimes \cdots \otimes \mathcal{O}_n),
\]

(41)

where \( \approx \) means equal modulo the ideal \( \mathcal{J}_0 \) of free equations of motion (30)

\[
F \approx G \iff F - G \in \mathcal{J}_0.
\]

\(^\dagger\)It is shown in [25] that the analyticity assumption may be dropped.
**T10) Action Ward identity**\(^3\) \(T_n\) commutes with derivatives, i.e.
\[
d_x T_n(\mathcal{O}_1(x_1) \otimes \cdots \otimes \mathcal{O}_n(x_n)) = T_n(\mathcal{O}_1(x_1) \otimes \cdots \otimes d_x \mathcal{O}_i(x_i) \otimes \cdots \otimes \mathcal{O}_n(x_n)).
\] (43)

The crucial fact about the renormalization schemes, proved in [13], is that they exist and are unique up to a well-characterized, local and covariant “renormalization ambiguity”. This existence and uniqueness theorem is precisely formulated in the following.

**Theorem 4 (The main theorem of renormalization theory)** [13], [12]. Renormalization schemes satisfying the axioms of definition 3 exist. Let \(T\) and \(\tilde{T}\) be two renormalization schemes which satisfy those axioms. Then they are related via
\[
\tilde{T}_n(\mathcal{O}_1 \otimes \cdots \otimes \mathcal{O}_n) = \sum_{I_0 \cup \cdots \cup I_r \subset \mathbb{N}} T_{r+1}\left( \bigotimes_k \left( \frac{\hbar}{i} \mathcal{I}_{[I_k]} \right) \mathcal{D}_{[I_k]} \left( \bigotimes_i \mathcal{O}_i \otimes \bigotimes_j \mathcal{O}_j \right) \right),
\] (44)

where the sum runs over all partitions \(I_0 \cup \cdots \cup I_r\) of the set \(\{1, \ldots, n\}\) into pairwise disjoint non-empty subsets, and where \(\mathcal{D} = (\mathcal{D}_n)_{n \geq 1}\) is a hierarchy of maps
\[
\mathcal{D}_n : \mathcal{P}(M)^\otimes_n \rightarrow \mathcal{P}^{k_1/\cdots/k_n}(M)[[\hbar]],
\] (45)

where \(\mathcal{P}^{k_1/\cdots/k_n}(M)[[\hbar]]\) is the space of all distributional local and covariant functionals supported on the total diagonal, and are a \(k_i\)-form in the \(i\)-th argument \(x_i\), for all \(i = 1, \ldots, n\), and satisfy

**D1)** \(D_n(\mathcal{O}_1(x) \otimes \cdots \otimes \mathcal{O}_n(x))\) is of order \(O(\hbar)\) if all \(\mathcal{O}_i\) are of order \(O(\hbar^0)\).

**D2) Each \(D_n\) is locally, and covariantly constructed out of \(g\), and is an analytic functional of \(g\).**

**D3) Each \(D_n(\mathcal{O}_1(x) \otimes \cdots \otimes \mathcal{O}_n(x))\) is supported on the total diagonal\n\[
\Delta_n = \{(x, x, \ldots, x) | x \in M\} \subset M^n,
\] (46)

**D4) Each \(D_n\) is graded symmetric,**

**D5) The maps \(D_n\) are real \(D_n(\mathcal{O}_1(x) \otimes \cdots \otimes \mathcal{O}_n(x))^\ast = D_n(\mathcal{O}_1^\ast(x) \otimes \cdots \otimes \mathcal{O}_n^\ast(x))\),**

**D6) Each \(D_n\) satisfies the dimension constraint\n\[
(\mathbb{N}_d + \Delta_s) D_n(\mathcal{O}_1(x) \otimes \cdots \otimes \mathcal{O}_n(x)) = \sum_{i=1}^n D_n(\mathcal{O}_1(x) \otimes \cdots \otimes \mathbb{N}_d \mathcal{O}_i(x_i) \otimes \cdots \otimes \mathcal{O}_n(x_n)),
\] (47)

where \(\mathbb{N}_d\) is the dimension counter operator, and \(\Delta_s\) is the scaling degree of distributions,

**D7) Derivatives can be pulled into \(D_n\),**\n\[
d_x D_n(\mathcal{O}_1(x_1) \otimes \cdots \otimes \mathcal{O}_n(x_n)) = D_n(\mathcal{O}_1(x_1) \otimes \cdots \otimes d_x \mathcal{O}_i(x_i) \otimes \cdots \otimes \mathcal{O}_n(x_n)).
\] (48)

Conversely, if \(D\) satisfies **D1 - D7**, then any \(\tilde{T}\) defined by (44) is a new renormalization scheme.

\(^3\)Note that the axiom **T10** implies \(T_n(\cdots \otimes \int f \wedge d\mathcal{O} \otimes \cdots) = T_n(\cdots \otimes - \int df \wedge \mathcal{O} \otimes \cdots)\), which in turn means that each \(T_n\) may be equivalently viewed as a map on the space of local action functionals.
Conservation of free BRST current

Similar to the split of the extended action (21), we also split the BRST current

\[ J = J_0 + J_{\text{int}}. \]  

(49)

We will now show that the quantized \( J_0 \in \hat{F}_0 \), is indeed conserved. This is a prerequisite for formulating the Ward identity (75) which in turn will imply the conservation of the full interacting current \( J_L \).

The time-ordered products \( T_1(O(x)) \) with one factor which satisfy the local and covariance property of \( T_n \) are constructed \([12]\) as local Wick powers:

\[ O(x) : H \]

with respect to a Hadamard parametrix \( H_{ij}(x, y) \). A Hadamard parametrix is a distribution defined in a convex normal neighborhood \( U \times U \) of the diagonal in \( M \times M \), which is a bi-solution of the free equations of motion modulo \( C^\infty(M \times M) \), with a specific wave-front set (see \([23]\)), and satisfies \( \text{Im} \ H_{ij}(x, y) = \frac{1}{2} \Delta_{ij}(x, y) \).

Explicitly,

\[ H_{ij}(x, y) = k_{IJ} \otimes \begin{pmatrix} H_{\mu\nu}(x, y) & 0 & 0 & -i \nabla_\nu H^{\mu\nu}(x, y) \\ 0 & 0 & iH(x, y) & 0 \\ 0 & -iH(x, y) & 0 & 0 \\ -i \nabla_\mu H^{\mu\nu}(x, y) & 0 & 0 & 0 \end{pmatrix}, \]  

(50)

where \( H(x, y), H^{\mu\nu}(x, y) \) are scalar and vector Hadamard parametrices \([26]\), given by

\[ H(x, y) = \frac{1}{2\pi^2} \left( \frac{u(x, y)}{\sigma + it_0} + v(x, y) \log(\sigma + it_0) \right), \]  

(51)

\[ H_{\mu\nu}(x, y) = \frac{1}{2\pi^2} \left( \frac{u_{\mu\nu}(x, y)}{\sigma + it_0} + v_{\mu\nu}(x, y) \log(\sigma + it_0) \right). \]  

(52)

In the above expressions, \( \sigma(x, y) \) is the signed squared geodesic distance between \((x, y) \in U \times U \) and \( u, v, u_{\mu\nu}, v_{\mu\nu} \) are smooth functions on \( U \times U \) which are determined by requiring \( H \) and \( H^{\mu\nu} \) to be bi-solutions of the equations of motion up to a smooth remainder.

The important fact about the local Wick powers, is that \( O(x) : H \) differs from \( O(x) : \omega \) only by a smooth function valued in \( W_0 \), see e.g. \([1]\) appendix E.

**Theorem 5.** In pure Yang-Mills theory,

1. The local and covariant free BRST current \( J_0 : H \in \hat{F}_0 \) is conserved,

2. the free BRST charge \( Q_0 : H \)

\[ : Q_0 : H = \int_M \gamma \wedge : J_0 : H \]  

(53)

(c.f. definition (20)) squares to zero.

**Proof.** The divergent of the free part of the classical current \( J_0 \) takes the form

\[ dJ_0 = d A^I \wedge dC_I - idB^I \star dC_I - iB^I d \star dC_I. \]

(54)

Since in (50) there is no “contraction” between either \( A^I \) and \( C^I \), or \( B^I \) and \( C^I \), we have \( : dJ_0(x) : H = dJ_0(x) \) (the classical current) which vanishes on-shell. For the same reason, we have

\[ : Q_0 : H = : Q_0 : H * : Q_0 : H = 0. \]  

(55)
3.2 Auxiliary algebra of renormalized interacting quantum fields

In the previous Section 3.1, we defined the algebra of free quantum fields $\hat{W}_0(M)$. This algebra is associated to the free classical theory defined by $\hat{S}_0$, the quadratic part of the action functional $\hat{S} = \hat{S}_0 + I$ (21). Furthermore, the renormalization schemes where defined as distributions valued in $\hat{W}_0(M)$. We now turn to defining the $\star$-algebra of interacting quantum fields $\hat{W}_L(M)$. Here, $L$ is the cutoff interaction

$$L(f) := \int_M (fM_1 + (fM)^2L_2),$$

where $f$ is a smooth infra red (IR) cutoff function defined as follows. Let $t : M \to \mathbb{R}$ be a time function on $M$ whose level surfaces are Cauchy surfaces $\Sigma_t = \{ t \} \times \Sigma$ which foliate $M$. Let $\Sigma = \Sigma_0$. Then, $f$ is equal 1 on a time slice

$$M_T \equiv (-T, T) \times \Sigma,$$

and smoothly falls off to zero outside of $M_T$. Therefore, the true interaction $I$ is obtained by sending $f$ to a constant function (equal 1) on the whole space-time.

The objects of primary interest in the algebraic approach to interacting QFT are called interacting fields $O(x) \in \hat{W}_L$, associated to local-covariant classical functionals $O(x)$ and the cutoff interaction $L$. The naive limit $f \to 1$ for interacting fields, however, does not in general exist. In fact, one of the important features of our local framework is that it suffices to construct the algebra of interacting fields for functionals which are localized in a causally convex region $^4 \mathcal{R} \subset M_T$. The algebraic adiabatic limit then guarantees that this construction is independent of the chosen cutoff function. We now elaborate on these concepts in the following.

We begin with defining the interacting analogue of the time-ordered products.

**Definition 6.** Given a renormalization scheme, $T_n$ and a cutoff interaction $L$ of the form (56),

1. The interacting time-ordered product of $n$ local functionals $O(x_1), \ldots, O_n(x_n)$, associated with the cutoff interaction $L$ is the map

$$T_{L,n} : \mathcal{P}(M) \otimes^n \to \mathcal{D}'(M^n; \hat{W}_0[[\lambda]])$$

defined by the Bogoliubov formula

$$T_{L,n}(O_1 \otimes \cdots \otimes O_n) := T(e^{iL/\hbar})^{-1} \ast T(O_1 \otimes \cdots \otimes O_n \otimes e^{iL/\hbar})$$

$$= \frac{d^n}{d\tau_1 \cdots d\tau_n} T(e^{iL/\hbar})^{-1} \ast T(e^{iL/\hbar + \tau_1 O_1 + \cdots + \tau_n O_n})|_{\tau_i = 0},$$

where $T(e^{iL/\hbar}) = \sum_n \frac{i^n}{n!} T_n(L) \otimes^n$ is the generating functional for the (free) time ordered products, and $T(e^{iL/\hbar})^{-1}$ is its formal inverse satisfying

$$T(e^{iL/\hbar})^{-1} \ast T(e^{iL/\hbar}) = 1 = T(e^{iL/\hbar}) \ast T(e^{iL/\hbar})^{-1}. \quad (60)$$

$^4 \mathcal{R} \subset M$ is called causally convex if every causal curve with endpoints in $\mathcal{R}$ entirely lies in $\mathcal{R}$. 


2. For the particular case of one local field, \( \mathcal{O}(x) \), the interacting time-ordered product is called an **interacting field** under interaction \( L \) and is denoted

\[
\mathcal{O}_L \equiv T_L(\mathcal{O}(x)) = T(e^{iL/h})^{-1} \star T(\mathcal{O}(x) \otimes e^{iL/h}).
\]

**Definition 7.** The off-shell algebra of interacting quantum fields with a cutoff interaction \( L \) denoted by \( W_L \) is a subalgebra of \( \hat{W}_0 \) generated by formal power series \( T_{L,n}(\mathcal{O}_1 \otimes \cdots \otimes \mathcal{O}_n) \).

The interacting time-ordered products can be equivalently written using the retarded products \([27]\).

**Definition 8.**

1. The collection \( R = (R_{n,k})_{n,k \in \mathbb{N}} \) of multi-linear maps

\[
R_{n,k} : P^{\otimes(n+k)} \to \mathcal{D}'(M^{n+k}; \hat{W}_0[[\lambda]]),
\]

defined via

\[
R(e^{iF/h}; e^{iG/h}) := T(e^{iG/h})^{-1} \star T(e^{iF/h} \otimes e^{iG/h}).
\]

is called the **retarded product**.

2. Denoting the generating functional of interacting time ordered products by

\[
T_L(e^{iF/h}) := \sum_{n=0}^{\infty} \frac{i^n}{h^n n!} T_{L,n}(F^{\otimes n}),
\]

the **interacting retarded products** are defined by

\[
R_L(e^{iF/h}; e^{iG/h}) := T_L(e^{iG/h})^{-1} \star T_L(e^{iF/h} \otimes e^{iG/h}),
\]

which, in particular, gives

\[
T_L(e^{iF/h}) := R(e^{iF/h}; e^{iL/h}).
\]

By causal factorization property of time-ordered products \([7]\), retarded products are trivial if the support of second argument does not intersect the past of the support of the first, i.e.,

\[
R(e^{iF/h}; e^{iG/h}) = T(e^{iF/h}) \quad \text{supp } G \cap J^- (\text{supp } F) = \emptyset,
\]

where \( J^- (\text{supp } F) \) denotes the causal past of support of \( F \). It turns out that the following relation holds between interacting time-ordered and retarded products.

\[
R_L(e^{iF/h}; \mathcal{O}) = T_L(\mathcal{O} \otimes e^{iF/h}) - \mathcal{O}_L \star T_L(e^{iF/h}).
\]

Furthermore, it follows that \([28]\) the interacting time-ordered products also satisfy the causal factorization

\[
T_L(e^{i(F+G)/h}) = T_L(e^{iF/h}) \star T_L(e^{iG/h}) \quad \text{supp } F \cap J^- (\text{supp } G) = \emptyset.
\]
Algebraic adiabatic limit

So far, we have shown how to (perturbatively) construct the interacting fields $O(x)_L$ with a local interaction $L$ (56), in a causally convex region $\mathcal{R} \subset \mathcal{M}_T$ where $\mathcal{M}_T$ (57) is the region where the cutoff $f = 1$. The following important theorem ensures that interacting fields are independent of the cutoff up to unitary equivalence.

Theorem 9 ([11]). Let $f$ and $f'$ be two smooth IR cutoffs which coincide on a neighbourhood of $\mathcal{R}$ and let $L' = L(f')$. Then, there exists a unitary transformation $V_{f,f'}$ such that

$$O_{L'} = V_{f,f'} \ast O_L \ast V_{f,f'}^{-1}.$$ (70)

and

$$V_{f,f'} \ast V_{f',f''} \ast V_{f'',f} = 1.$$ (71)

Let us denote by $f_T$ a cutoff function which is compactly supported in $\mathcal{M}_2 = (-2T, 2T) \times \Sigma$, and is equal to one in $\mathcal{M}_T$. Let us also denote by $O_{L_T}$ the corresponding interacting field with interaction $L_T = L(f_T)$, and denote $U_T = V_{f,f_T}$ for some fixed $t$. Then, from the cocycle condition (71), it follows that [14] the following sequence is convergent

$$\lim_{T \to \infty} U_T \ast O(x)_{L_T} \ast U_T^{-1}, \quad T \in \mathbb{N},$$ (72)

since it only contains a finite number of terms for each fixed $x$. This defines the algebraic adiabatic limit, which intuitively corresponds to fixing the field during the finite time interval $(-t, t) \times \Sigma$, see [14] for details.

The existence of the algebraic adiabatic limit implies that it is enough to choose cutoff functions which are equal 1, in a neighborhood of $\mathcal{R}$. Then, the cutoff can be sent to 1 on the entire space-time. Put differently, in order to prove statements about $O_I(x)$ with the true interaction $I = L(f = 1)$, it suffices to work with the cutoff interaction $L$ where $f = 1$ in a sufficiently large neighborhood containing $x$.

Remark 10.

For $L = \int f L_{\text{int}}$, formally $S(L) = T(e^{iL/\hbar})$ (the “local S-matrix”) tends to the $S$-matrix of the theory in the limit where the cutoff is sent to 1 on the entire space-time. Note, however, that $S$ is not an element of $\hat{\mathcal{W}}_L$, and therefore the existence of the “true $S$-matrix” of the theory, cannot be established by the above type of arguments which leads to the existence of the algebraic adiabatic limit for the interacting fields in $\hat{\mathcal{W}}_L$. Whether and in which sense such an adiabatic limit exists is related to the infra-red properties of the $S$-matrix whose existence is a non-trivial and difficult task to establish even in Minkowski space-time. Here, we are not concerned with this issue, and we explicitly keep the IR cutoff in all the constructions of the renormalized theory. Therefore in our completely local approach, we disentangle the formulation of the renormalization of quantum fields which is a short distance, and hence UV, issue from the IR issues which does not show up for $S(L)$.

3.3 Ward identities and anomalies

The preservation of the BRST symmetry at quantum level takes the form of a further renormalization condition imposed on $T$; the “Ward identity” [1]. In order to formulate this identity we need to extend the action of $\hat{s}_0$ on the algebra $\hat{\mathcal{W}}_0$. In fact, using the consistency relations

$$\nabla_\mu \Delta^{\mu\nu}(x, y) = -\nabla^{\nu} \Delta(x, y), \quad \nabla_\nu \Delta^{\mu\nu}(x, y) = -\nabla^{\mu} \Delta(x, y),$$ (73)
it follows [1] that \( \hat{s}_0 \) can be consistently extended to \( \hat{\mathbf{W}}_0 \) as a graded derivation, that is, it satisfies the Leibniz rule
\[
\hat{s}_0(\mathcal{O}_1 \ast \cdots \ast \mathcal{O}_n) = \sum_k (-1)^{\sum_{j<k} 1} \mathcal{O}_1 \ast \cdots \ast \hat{s}_0 \mathcal{O}_k \ast \cdots \ast \mathcal{O}_n.
\] (74)
and preserves the commutation relations (31) in \( \hat{\mathbf{W}}_0 \).

Now, for a given renormalization scheme \( T \), and for \( F = \int f \wedge \mathcal{O} \) for all \( \mathcal{O} \in \mathbf{P}^p(M) \), \( f \in \Omega_0^{4-p}(M) \), the Ward identity takes the form
\[
[Q_0, T(e^{iF/\hbar})] = -\frac{1}{2} T\left( (\hat{S}_0 + F, \hat{S}_0 + F) \otimes e^{iF/\hbar} \right), \quad \text{mod } \mathcal{J}_0.
\] (75)
In this formula, \( Q_0 \equiv T_1(Q_0) =: Q_0 \) is the free BRST charge defined above equation (54), and \((-,-)\) is the anti-bracket bracket defined in (9). Note that the graded derivation 
\([Q_0, -]\) is nilpotent since \([Q_0, [Q_0, -]] = \frac{i}{2}[Q_0^2, -] = 0\), by equation (55).

The Ward identity (75) is, however, in general violated by a potential anomaly term. To define it properly, we express the off-shell violation of (75), where \([Q_0, -]\) is replaced by \(i\hbar \hat{s}_0\) which acts non-trivially also on anti-fields, in the following theorem.

**Theorem 11 (anomalous Ward identity [1])**. Let \( F = \int f \wedge \mathcal{O} \) for all \( \mathcal{O} \in \mathbf{P}^p(M) \) and \( f \in \Omega_0^{4-p}(M) \). Then for a chosen renormalization scheme \( T \) it holds
\[
\hat{s}_0 T(e^{iF/\hbar}) = \frac{i}{2\hbar} T\left( (\hat{S}_0 + F, \hat{S}_0 + F) \otimes e^{iF/\hbar} \right) + \frac{i}{\hbar} T(A(e^F) \otimes e^{iF/\hbar}).
\] (76)
The second term in the right hand side defines the anomaly \( A(e^F) = \sum_n \frac{1}{n!} A_n(F^\otimes n) \), where each \( A_n \) is a map
\[
A_n : \mathbf{P}(M)^{\otimes n} \to \mathbf{P}^{4\cdots/(2n)}(M)[[\hbar]],
\] (77)
with properties

**A1** \( A_n(\mathcal{O}_1(x) \otimes \cdots \otimes \mathcal{O}_n(x)) \) is of order \( O(\hbar) \) if all \( \mathcal{O}_i \) are of order \( O(\hbar^0) \).

**A2** Each \( A_n \) is locally, and covariantly constructed out of \( g \), and is an analytic functional of \( g \).

**A3** Each \( A_n(\mathcal{O}_1(x) \otimes \cdots \otimes \mathcal{O}_n(x)) \) is supported on the total diagonal \( \Delta_n \).

**A4** Each \( A_n \) increases the ghost number by one unit,

**A5** Each \( A_n \) is graded symmetric,

**A6** The maps \( A_n \) are real \( A_n(\mathcal{O}_1(x) \otimes \cdots \otimes \mathcal{O}_n(x))^* = A_n(\mathcal{O}_1^*(x) \otimes \cdots \otimes \mathcal{O}_n^*(x)) \),

**A7** Each \( A_n \) satisfies the dimension constraint
\[
(\mathbb{N}_d + \Delta_n) A_n(\mathcal{O}_1(x) \otimes \cdots \otimes \mathcal{O}_n(x)) = \sum_{i=1}^n A_n(\mathcal{O}_1(x) \otimes \ldots \mathbb{N}_d \mathcal{O}_i(x) \otimes \cdots \otimes \mathcal{O}_n(x)),
\] (78)

\(^5\)Note that for the renormalization schemes \( T_n \) to exist, their arguments have to be local functionals, or cutoff integrated functionals. However, in the expression (75), \( \hat{S}_0 = \int \mathcal{L}_0 \) need not be cut off, since, on account of \((\hat{S}_0, \hat{S}_0) = 0\), it appears only in the form \((\hat{S}_0 + F, \hat{S}_0 + F) = 2(\hat{S}_0, F) + (F, F)\), and \((\hat{S}_0, F) = \int f(x) \frac{\delta^2 \hat{S}_0}{\delta \mathcal{O}_1(x) \delta \mathcal{O}_2(x)} + \frac{\delta^2 \hat{S}_0}{\delta \mathcal{O}_1(x) \delta \mathcal{O}_2(x)} \) is cut off with \( f \).
This property is proven in [4].

Now we write $A$ for $\tilde{T}$ to perform the following steps: (1) chose a new scheme $\hat{T}$ by explicitly constructing the local finite counter terms $D_n$ using $b^m$:

$$D_n^m(L_1(x_1) \otimes \cdots \otimes L_1(x_n)) = -\hbar^m b_n^m(x_1) \delta(x_1, \ldots, x_n),$$

(85)

A9) The anomaly vanishes if one entry contains a basic field or anti-field, i.e.,

$$A(\Phi(x) \otimes e^F_0) = 0 = A(\Phi^+(x) \otimes e^F_0).$$

(80)

Note that the anomalous Ward identity defines the anomaly $A(e^F_0)$ as a map on the space of local actions. This is indeed possible due to the property (79) (see footnote 3).

Consistency conditions and removal of anomalies

The study of anomaly turns out to reduce to a cohomological problem. From the anomalous Ward identity (76) and the nilpotency of $\delta_0$, it follows that [1] the anomaly $A(e^F_0)$ satisfies the following consistency condition

$$(\hat{S}_0 + F, A(e^F_0)) + A\left(\frac{1}{2}(\hat{S}_0 + F, \hat{S}_0 + F) + A(e^F_0)\right) \otimes e^F_0 = 0.$$  

(81)

In fact, triviality of the cohomology class $H^4_\delta(\hat{s}|d, M)$, which contains potential anomalies, leads to the Ward identity (75). Let us briefly review the argument.

Theorem 12 ([1]). If the cohomology ring $H^4_\delta(\hat{s}|d)$ is trivial, then there exists a renormalization scheme in which the anomaly $A(e^F_0)$ of the anomalous Ward identity (76) for the case $F = L$ is absent.

Sketch of proof. The proof consists of two parts: first, we show that the anomaly vanishes for $f = 1$, i.e. $A(e^F_0) = 0$ and second, we show that $A(e^F_0) = 0$ for all cutoff functions $f$.

For the first part, consider the expansion of $A(e^F_0)$ in powers of $\hbar$

$$A(e^F_0) = A^m(e^F_0) \hbar^m + A^{m+1}(e^F_0) \hbar^{m+1} + \ldots,$$

(82)

for some integer $m > 0$. Then, the lowest order in the expansion of equation (81) in $\hbar$ implies the “$\hbar$-expanded consistency condition”:

$$\hat{s} A^m(e^F_0) = 0.$$  

(83)

Now we write $A^m(e^F_0) = \int_M a^m(x)$ as an integral of a local four-form $a^m(x)$. Also, by property 4 of the definition of anomaly (given in theorem (11)) $a^m(x)$ has ghost number 1. Then, (83) means that $a^m(x)$ belongs to the cohomology class $H^4_\delta(\hat{s}|d, M)$, which is trivial. Therefore,

$$a^m(x) = \hat{s} b^m(x) + de^m(x),$$  

(84)

for some $b^m(x) \in \mathbf{P}^4_0(M)$ and $c^m(x) \in \mathbf{P}^3_1(M)$. We can now show that this $\hat{s}$-exact anomaly is absent if we pass to a specific renormalization scheme. Precisely, we need to perform the following steps: (1) chose a new scheme $\hat{T}$ by explicitly constructing the local finite counter terms $D_n$ using $b^m$:  

$\text{This property is proven in [29] Appendix B}$
where $D^m$ is the first non-trivial term in the $\hbar$-expansion of $D(e^{I}_0)$ and where we have expanded $b^n = \sum_{n>0} \lambda^n b^n$, (2) rewrite he anomalous Ward identity (76) in the scheme $\bar{T}$:

$$\tilde{s}_0 \bar{T}(e^{IF}/\hbar) = \frac{i}{2\hbar} \bar{T} \left( (\bar{S}_0 + F, \bar{S}_0 + F) \otimes e^{IF}/\hbar \right) + \frac{i}{\hbar} \bar{T}(\bar{A}(e^{F}) \otimes e^{IF}/\hbar). \tag{86}$$

which means that in the new scheme, $A(e^{F})_0$ is replaced with $\bar{A}(e^{F})$, (3) express the new anomaly $\bar{A}(e^{F})$ in terms of the old anomaly $A(e^{F} + D(e^{F})_0)$ with modified interaction $F + D(e^{F})_0$ ([1], equation (387)), which to lowest order in $\hbar$ and for $f = 1$, takes the form

$$\tilde{A}^m(e^{F})_0 = A^m(e^{F})_0 + \tilde{s} D^m(e^{F})_0, \tag{87}$$

(4) conclude from (84) and (87) that

$$\tilde{A}^m(e^{F}) = \int_M \tilde{a}^m(x) = \int_M a^m(x) - \tilde{s} b^m(x) = \int_M dc^m(x) = 0. \tag{88}$$

For the second part of the proof, we use

$$0 = \tilde{A}^m(e^{F})_0 = \sum_n \frac{\lambda^n}{n!} \int \tilde{A}^m_n(x_1, \ldots, x_n) dx_1 \ldots dx_n, \tag{89}$$

as a starting point. From this equation it follows that (see [1] Lemma 9) $A^m_n(x_1, \ldots, x_n) = \sum_{k=1}^n d_k C^n_{n,k}(x_1, \ldots, x_n)$ for some $C^n_{n,k} \in P^1/\cdots P^n \cdot A(M^n)$. Using these quantities, we make a further redefinition and pass to another scheme $\tilde{T}$ by setting

$$\tilde{D}^m_n(L_1(x_1) \otimes \cdots \otimes K_1(x_k) \otimes \cdots \otimes L_1(x_n)) = -r^m C^n_{n,k}(x_1) \delta(x_1, \ldots, x_n), \tag{90}$$

where $K_1 \in P^1_1(M)$ is defined by $\tilde{s}_0 L_1 = dK_1$. Again, we express the lowest order in the expansion of anomaly in the scheme $\tilde{T}$ in terms of that in the scheme $\bar{T}$:

$$\tilde{A}^m(e^{F})_0 = \tilde{A}^m(e^{F}) + \frac{1}{2} \tilde{D}((\bar{S}_0 + L, \bar{S}_0 + L) \otimes e^{F}_0). \tag{91}$$

However, using (90) we have $\tilde{D}^m((L, L) \otimes e^{F}_0) = 0$ and $\tilde{D}^m(\tilde{s}_0 L \otimes e^{F}_0) = -\tilde{A}^m(e^{F}_0)$. This means that there exists a scheme $\tilde{T}$ in which the anomaly $\tilde{A}(e^{F})_0$ vanishes to lowest order in $\hbar$ and to all orders in $\lambda$. Proceeding by iteration in higher powers of $\hbar$, we conclude that the anomaly can be removed to all orders in $\hbar$ and $\lambda$.

**Remark 13.** For the pure Yang-Mills case, $H^2(\tilde{s}; d, M)$ is not trivial. In fact, when $G$ is semi-simple with no abelian factors, this cohomology class is generated by the so-called “gauge anomaly” [20] of the form

$$A = dC^I \wedge \left( d_{IJK} A^J \wedge dAK - \frac{1}{12} D_{IJKL} A^J \wedge A^K \wedge A^L \right), \tag{92}$$

where $d_{IJK} \in g^{\otimes 3}$ and $d_{IJKL} \in g^{\otimes 4}$ are $g$-invariant totally symmetric tensors in some representations of the Lie algebra $g$. Nevertheless, for pure Yang-Mills theory with a generic gauge group one can still argue [1] that $a^m(x)$ is the zero element in this cohomology class as follows. In Minkowski space-time, where parity is an isometry, one can argue that $a^m(x)$ is parity odd, i.e. it transforms as $a^m \rightarrow -a^m$ under $dx \rightarrow -dx$. However, the gauge anomaly (92) is evidently even under parity. Therefore $a^m(x)$ is the zero element in the cohomology. On the other hand, according to the equation (47) of [1], at dimension 4 and ghost number 1 there cannot be any space-time curvature contribution to the gauge anomaly. Thus, since anomaly is a local-covariant quantity, when it vanishes in one space-time it vanishes on all space-times.
4 Quantum BRST charge and the algebra of interacting quantum fields

4.1 Conservation of the renormalized BRST Noether current

We have already shown in section 3.1 that the free part $J_0$ of the BRST current $J$ is conserved in the free theory. In this section, we review the argument in [1] which leads to the conservation of the full interacting BRST current. We show that once a renormalization scheme is chosen in which the anomaly $A(e^{L/\hbar})$ vanishes, the interacting field corresponding to Noether current of BRST symmetry $J(x)$ is conserved as a consequent of the Ward identity (75). The important point about the proof is that it holds true irrespective of the functional form of the classical BRST current $J(x)$, and therefore is satisfied for a wider class of theories with local gauge symmetry which admit an appropriate BRST formulation. We first state the following lemma which is needed in the proof of our main Theorem 16.

Lemma 14 ([1]). Let $L$ be the cutoff interaction (56). If the renormalization scheme satisfies $A(e^{L/\hbar}) = 0$, then there exist another renormalization scheme in which the following identity holds for all $x \in M$

$$T \left\{ \{ dJ_0(x) + \hat{s}_0 L(x) + (L, L)(x) \} \otimes e^{iL/\hbar} \right\} \approx 0, \quad (93)$$

where

$$\hat{s}_0 L(x) = (\hat{S}_0, \Phi^i(x))(\Phi^i_\dagger(x), L) + (\Phi \leftrightarrow \Phi^\dagger) \quad (94)$$

$$(L, L)(x) = (L, \Phi^i(x))(\Phi^i_\dagger(x), L). \quad (95)$$

Theorem 15 ([1]). In a renormalization scheme such that $A(e^{L/\hbar}) = 0$ and the identity (93) holds, the interacting BRST current is conserved on-shell.

Proof. According to the discussion of the algebraic adiabatic limit in Section 3.2, it suffices to prove

$$T \left( dJ(x) \otimes e^{iL/\hbar} \right) = 0, \quad \forall x \in M_T, \quad (96)$$

where $M_T = (-T, T) \times \Sigma$ is the region where $f = 1$.

We first look at the divergence of the classical BRST current which using (19) and the fact that the cutoff function is equal 1 in $M_T$ can be written as

$$dJ(x) = (\hat{S}_0 + L, \Phi^i(x))(\Phi^i_\dagger(x), \hat{S}_0 + L), \quad \forall x \in M_T, \quad (97)$$

Expanding in powers of $\lambda$, this leads to

$$dJ_0(x) = (\hat{S}_0, \Phi^i(x))(\Phi^i_\dagger(x), \hat{S}_0) \quad \forall x \in M_T, \quad (98)$$

$$dJ_{\text{int}}(x) = (\hat{S}_0, \Phi^i(x))(\Phi^i_\dagger(x), L) + (\Phi \leftrightarrow \Phi^\dagger) + (L, \Phi^i(x))(\Phi^i_\dagger(x), L), \quad \forall x \in M_T. \quad (99)$$

Thus, using the identity (93) proved in Lemma 14 we find that for all $x \in M_T$ we have

$$T( dJ(x) \otimes e^{iL/\hbar} ) = T \left( \{ dJ_0(x) + dJ_{\text{int}}(x) \} \otimes e^{iL/\hbar} \right)$$

$$= T \left( \{ dJ_0(x) + \hat{s}_0 L(x) + (L, L)(x) \} \otimes e^{iL/\hbar} \right)$$

$$\approx 0. \quad (100)$$
4.2 Action of $[Q_L, -]$ on quantum fields

In this section, we derive our main result concerning the commutator of the quantum BRST charge and interacting time-ordered products in Theorem 17. Note that since the current $J_L$ is conserved on-shell, the corresponding BRST charge $Q_L = \int \gamma \wedge J_L$, where $\gamma$ is defined in below equation (20), is independent of the precise choice of $\gamma$ up to an element in $J_0$, i.e., when considered as an equivalence class in the on-shell interacting algebra

$$\hat{F}_L := \hat{W}_L / J_0.$$  \hspace{1cm} (101)

In the following theorem, we derive an expression for $[Q_L, -] : \hat{F}_L \to \hat{F}_L$ when acting on $T_{L,n}(\O_1 \otimes \cdots \otimes \O_n)$ in terms of $[Q_0, T_{L,n}(\O_1 \otimes \cdots \otimes \O_n)]$, with $Q_0$ being the free BRST charge, and in Theorem 17 we express this commutator in terms of the quantum BRST operator. Next, in Section 4.4, we prove that $[Q_L, -]$ is nilpotent.

**Theorem 16.** In a renormalization scheme such that $A(e_{\Sigma}^\xi) = 0$, it holds

$$[Q_L, T_{L,n}(\O_1 \otimes \cdots \otimes \O_n)] \approx [Q_0, T_{L,n}(\O_1 \otimes \cdots \otimes \O_n)] + R_L(\O_1 \otimes \cdots \otimes \O_n; \frac{1}{2}(\hat{S}_0 + L, \hat{S}_0 + L)),$$

where $Q_0$ is the BRST charge of the free theory.

**Proof.** According to our discussion of algebraic adiabatic limit, the functionals $\O_1, \ldots, \O_n$ are supported in a causally convex region $\mathcal{R} \subset M_T$, where $M_T$ is the region where the cutoff function $f = 1$. Since $J_L(x)$ is conserved for $x \in M_T$ (Theorem 15), in the definition of the charge $Q_L = \int \gamma \wedge J_L$, the one-form $\gamma$ must be supported in $M_T$. Keeping in mind that $Q_L$ is independent of $\gamma$, we choose two such one-forms $\gamma_+$ and $\gamma_-$ which are supported in the future and past of $\mathcal{R}$. We denote their difference by $dh = \gamma_+ - \gamma_-$ for some smooth compactly supported function $h$ which is equal 1 on $\mathcal{R}$. This is depicted in Figure 1.

Then, using the causal factorization of interacting time-ordered products (69) we get

$$[Q_L, T_{L,n}(\O_1 \otimes \cdots \otimes \O_n)] = Q_L \ast T_{L,n}(\O_1 \otimes \cdots \otimes \O_n) - T_{L,n}(\O_1 \otimes \cdots \otimes \O_n) \ast Q_L$$

$$= T_{L,1}(\int \gamma_-(x) \wedge J(x)) \ast T_{L,n}(\O_1 \otimes \cdots \otimes \O_n) - T_{L,n}(\O_1 \otimes \cdots \otimes \O_n) \ast T_{L,1}(\int \gamma_+(x) \wedge J(x))$$

$$= T_{L,n+1}(\int (\gamma_-(x) - \gamma_+(x)) \wedge J(x) \otimes \O_1 \otimes \cdots \otimes \O_n)$$

$$= T_{L,n+1}(\int h(x) dJ(x) \otimes \O_1 \otimes \cdots \otimes \O_n)$$

$$= T_{L,n+1}(\int h(x) dJ_0(x) \otimes \O_1 \otimes \cdots \otimes \O_n)$$

$$+ T_{L,n+1}(\int h(x)(\hat{s}_0 L(x) + (L, L)(x)) \otimes \O_1 \otimes \cdots \otimes \O_n),$$  \hspace{1cm} (103)

where we have used the causal factorization of interacting time-ordered products (69) and we have used the identity (99) which states $dJ(x) = dJ_0(x) + \hat{s}_0 L(x) + (L, L)(x)$ for $x \in M_T$. 
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We now want to write the term $T_{L,n+1}(\int h(x)d\mathbf{J}_0(x) \otimes \mathcal{O}_1 \otimes \cdots \otimes \mathcal{O}_n)$ in terms of the commutator with the free BRST charge $Q_0$. Since by Theorem 5 the free current $\mathbf{J}_0(x)$ is conserved for all $x \in M$, in the definition of the free charge $Q_0 = \int \eta \wedge \mathbf{J}_0$ the one-form $\eta$ can be supported everywhere. We, then, choose another pair of one-forms $\eta^\pm$ supported in the past and future of the support of $L$, and let $dg = \eta^+ - \eta^-$ with $g$ a smooth function which is equal 1 on support of $f$ (see Figure 1). Thus using the causal factorization of time-ordered products (39), we get

$$T_{L,n+1}(\int g(x)(\hat{s_0}L(x) + (L,L)(x)) \otimes \mathcal{O}_1 \otimes \cdots \otimes \mathcal{O}_n) = T_{L,n+1}(\int (h - g)(x)d\mathbf{J}_0(x) \otimes \mathcal{O}_1 \otimes \cdots \otimes \mathcal{O}_n).$$

Also since $g = 1$ on $\text{Supp } f$, we get

$$T_{L,n+1}(\int g(x)(\hat{s_0}L(x) + (L,L)(x)) \otimes \mathcal{O}_1 \otimes \cdots \otimes \mathcal{O}_n) = T_{L,n+1}(\frac{1}{2}(\hat{s_0} + L, \hat{s_0} + L) \otimes \mathcal{O}_1 \otimes \cdots \otimes \mathcal{O}_n).$$

Thus, we obtain

$$[Q_L, T_{L,n}(\mathcal{O}_1 \otimes \cdots \otimes \mathcal{O}_n)] = T(e^{iL/h})^{-1} \ast [Q_0, T(\mathcal{O}_1 \otimes \cdots \otimes \mathcal{O}_n \otimes e^{iL/h})]$$

$$+ T_{L,n+1}(\frac{1}{2}(\hat{s_0} + L, \hat{s_0} + L) \otimes \mathcal{O}_1 \otimes \cdots \otimes \mathcal{O}_n)$$

$$+ T_{L,n+1}(\int (h - g)(x)d\mathbf{J}_0(x) \otimes \mathcal{O}_1 \otimes \cdots \otimes \mathcal{O}_n)$$

$$+ T_{L,n+1}(\int (h - g)(x)(\hat{s_0}L(x) + (L,L)(x)) \otimes \mathcal{O}_1 \otimes \cdots \otimes \mathcal{O}_n).$$

Figure 1: Different cutoff functions used in the proof of Theorem (16).
The sum of the first two terms on the right hand side of the above equation becomes
\[
T(e^{\hbar\hat{L}/\hbar})^{-1} \star [Q_0, T(O_1 \cdots \otimes O_n, \odot e^{\hbar\hat{L}/\hbar})] + T_{L,n+1}(\frac{1}{2}(\hat{S}_0 + L, \hat{S}_0 + L) \otimes O_1 \cdots \otimes O_n)
\]
\[
= [Q_0, T_{L,n}(O_1 \cdots \otimes O_n)] - [Q_0, T(e^{\hbar\hat{L}/\hbar})^{-1} \star T(O_1 \cdots \otimes O_n, \odot e^{\hbar\hat{L}/\hbar})]
\]
\[
+ T_{L,n+1}(\frac{1}{2}(\hat{S}_0 + L, \hat{S}_0 + L) \otimes O_1 \cdots \otimes O_n),
\]
which therefore remains to show that the sum of the third and fourth terms in (106) vanishes. To prove this, we note that \(h - g\) can be written as \(h - g = \chi_+ + \chi_-\) where \(\chi_\pm\) are smooth functions supported in the past and future of \(\mathcal{R}\). Since \(O_1, \ldots, O_n\) are supported in \(\mathcal{R}\), we can use the causal factorization of interacting time-ordered products and write
\[
T_{L,n+1}(\int (h-g)(x)(d\hat{J}_0(x) + \hat{s}_0L(x) + (L, L)(x)) \otimes O_1 \cdots \otimes O_n)
\]
\[
= T_{L,1}(\int \chi_-(x)(d\hat{J}_0(x) + \hat{s}_0L(x) + (L, L)(x)) \star T_{L,n+1}(O_1 \cdots \otimes O_n)
\]
\[
+ T_{L,n+1}(O_1 \cdots \otimes O_n) \star T_{L,1}(\int \chi_+(x)(d\hat{J}_0(x) + \hat{s}_0L(x) + (L, L)(x))
\]
\[
= 0,
\]
where we have used (93).

\[\square\]

Theorem 16 gives an expression for the commutator with the interacting BRST charge in terms of the free BRST charge and an extra term. We would now like to derive an explicit formula for the commutator of \(\hat{Q}_L\) and quantum fields without any reference to \(\hat{Q}_0\), and express it in terms of the classical BRST differential \(\hat{s}\) plus quantum corrections of order \(O(\hbar)\) coming from the anomalies with higher insertions. This is given in the following theorem.

**Theorem 17.** In a renormalization scheme such that \(A(e^{\hat{L}/\hbar}) = 0\), the following interacting anomalous Ward identity holds for \(F = \int f \wedge O\) for all \(O \in P^p(M), f \in \Omega^{4-p}_\partial(M)\),
\[
[\hat{Q}_L, T_L(e^{\hbar\hat{F}/\hbar})] \approx -T_L(\frac{1}{2}(\hat{S} + F, \hat{S} + F) + \hat{A}(e^{\hat{F}/\hbar}) \otimes e^{\hbar\hat{F}/\hbar})
\]
where
\[
\hat{A}(e^{\hat{F}/\hbar}) = \sum_{n=1}^{\infty} \frac{1}{n!} \hat{A}_n(F^{\otimes n}),
\]
is the generating functional of interacting anomalies \(\hat{A}_n\) defined by
\[
\hat{A}_n(O_1 \otimes \cdots \otimes O_n) = A(O_1 \otimes \cdots \otimes O_n, \odot e^{\hat{L}/\hbar}).
\]

**Proof.** From Theorem 16, we obtain
\[
[\hat{Q}_L, T_L(e^{\hbar\hat{F}/\hbar})] \approx [Q_0, T_L(e^{\hbar\hat{F}/\hbar})] + R_L(e^{\hbar\hat{F}/\hbar}; \frac{1}{2}(\hat{S}_0 + L, \hat{S}_0 + L)).
\]
It thus remains to show that
\[
[Q_0, T_L(e^{\hbar\hat{F}/\hbar})] \approx -T_L(\frac{1}{2}(\hat{S} + F, \hat{S} + F) + \hat{A}(e^{\hat{F}/\hbar}) \otimes e^{\hbar\hat{F}/\hbar})
\]
\[
- R_L(e^{\hbar\hat{F}/\hbar}; \frac{1}{2}(\hat{S}_0 + L, \hat{S}_0 + L)),
\]
(112)
which upon expanding the generating functional $T_L(e^{iF/h})$ is equivalent to

\[
\frac{1}{i\hbar}[Q_0, T_{L,n}(O_1 \otimes \cdots \otimes O_n)] = \sum_{k=0}^{n} T_{L,n}(O_1 \otimes \cdots \otimes sO_k) + \sum_{I \neq I_2} \left( \frac{\hbar}{i} \sum_{I_2} T_{L,n-1}((O_i, O_j)_{i\in I_2} \otimes O_k) \right) + \sum_{J} (\frac{\hbar}{i})^{|J|-1} (\hat{A}_J (\otimes O_i) \otimes \otimes O_j) - R_L(O_1 \otimes \cdots \otimes O_n; \frac{1}{2}(\hat{S}_0 + L, \hat{S}_0 + L)),
\]

where $I$ is a non-empty and ordered partition of the set $\{1, 2, \ldots, n\}$ and $I^c$ is the complement partition and $|I_2| = 2$. We will argue that the proof of the above identity follows from the anomalous Ward identity (76): For $n = 1$, we calculate using (76)

\[
\hat{s}_0 T(O \otimes e^{iF/h}) = \frac{d}{dt} \hat{s}_0 T(e^{i(F+\tau O)/h}) \bigg|_{\tau=0} = \frac{\hbar}{i} \frac{d}{d\tau} \left( i \frac{\hbar}{2} T\left( (\hat{S}_0 + F + \tau O, \hat{S}_0 + F + \tau O) \otimes e^{i(F+\tau O)/h} \right) \right) \bigg|_{\tau=0} + \frac{\hbar}{i} T(O \otimes \left( \frac{1}{2}(\hat{S}_0 + F, \hat{S}_0 + F) + A(e^F) \right) \otimes e^{iF/h}).
\]

We, therefore, have

\[
\hat{s}_0 O_L = \hat{s}_0 T(e^{iL/h})^{-1} \ast T(O \otimes e^{iL/h}) + T(e^{iL/h})^{-1} \ast \hat{s}_0 T(O \otimes e^{iL/h})
= -T(e^{iL/h})^{-1} \ast \hat{s}_0 T(e^{iL/h}) \ast O_L + T(e^{iL/h})^{-1} \ast \hat{s}_0 T(O \otimes e^{iL/h})
= \left( (\hat{S}_0 + L, O) + A(e^L \otimes O) \right)_{L} + \frac{i}{\hbar} R(O; \frac{1}{2}(\hat{S}_0 + L, \hat{S}_0 + L) \otimes e^{iL/h}),
\]

where we have again used the anomalous Ward identity (76), and equation (114) for the case $F = L$, and $A(e^L) = 0$. Going on-shell, that is setting $\hat{s}_0 \approx \frac{1}{i\hbar}[Q_0, -]$, we obtain

\[
[Q_0, O_L] \approx i\hbar \left( (\hat{S}, O) + \hat{A}(1)_{O} \right)_{L} - R(O; \frac{1}{2}(\hat{S}_0 + L, \hat{S}_0 + L) \otimes e^{iL/h}),
\]

where in the first term on the right hand side, we have used that $f = 1$ on $R$ where $O$ is localized. This is (113) for $n = 1$. For $n > 1$, we replace $F$ with $F + \tau_1 O_1 + \cdots + \tau_n O_n$ in (76), differentiate with respect to $\tau_1 \ldots \tau_n$ and set $\tau_i = 0$. This procedure, together with the following relations

\[
\left. \frac{d}{d\tau} \left( \frac{1}{2}(\hat{S}_0 + F + \tau O, \hat{S}_0 + F + \tau O) + A(e^{F+\tau O}) \right) \right|_{\tau=0} = (\hat{S}_0 + F, O) + A(O \otimes e^F),
\]

\[
\left. \frac{d}{d\tau} \left( (\hat{S}_0 + F + \tau O_2, O_1) + A(O_1 \otimes e^{F+\tau O_2}) \right) \right|_{\tau=0} = (O_1, O_2) + A(O_1 \otimes O_2 \otimes e^F),
\]

\[
\left. \frac{d}{d\tau} A(O_1 \otimes \cdots \otimes O_k \otimes e^{F+\tau O_{k+1}}) \right|_{\tau=0} = A(O_1 \otimes \cdots \otimes O_{k+1} \otimes e^F),
\]

(117)
leads, after straightforward calculations, to
\[
\begin{align*}
\hat{s}_0 T (\mathcal{O}_1 \otimes \cdots \otimes \mathcal{O}_n \otimes e^{iF/h}) \\
= & \sum_{i=1}^n T (\mathcal{O}_1 \otimes \cdots \otimes (\hat{S}_0 + F, \mathcal{O}_i) \otimes \cdots \otimes \mathcal{O}_n \otimes e^{iF/h}) \\
& + \frac{\hbar}{i} \sum_{I_2} T_{L,n-1} ((\mathcal{O}_1, \mathcal{O}_j)_{i,j \in I_2} \otimes \mathcal{O}_k \otimes e^{iF/h}) \\
& + \sum_{i} \left( \frac{\hbar}{i} |I|-1 T_{n-|I|+1} \left( A_{1|I|} (\otimes_{i \in I} \mathcal{O}_i \otimes e^{iF/h}) \otimes \otimes_{j \in I} \mathcal{O}_j \otimes e^{iF/h} \right) \right), \\
& - T (\frac{1}{2} (\hat{S}_0 + F, \hat{S}_0 + F) + A(e^{F/L}) \otimes \mathcal{O}_1 \otimes \cdots \otimes \mathcal{O}_n \otimes e^{iF/h}) = 0. \quad (120)
\end{align*}
\]
Now setting \(F = L, A(e^{F/L}) = 0\) and \(\hat{s}_0 \approx \frac{1}{i\hbar} [Q_0, -]\), we arrive at (113).

\begin{remark}
1. Equation (112) expresses that the commutator of the free BRST charge \(Q_0\) and interacting time-ordered products of local functional \(F\) (localized in \(R\)) is given by two terms. The first one contains \(\frac{1}{2} (\hat{S} + F, \hat{S} + F) + \hat{A}(e^{F/L})\) which are localized in \(R\) where the cutoff \(f = 1\). However, in the second term, one is not allowed to set \(f = 1\) since \((\hat{S}_0 + L, \hat{S}_0 + L)\) is not localized in \(R\) and setting \(f = 1\) would lead to IR divergences. Nevertheless, our main formula (102) (or equivalently (111)) is essentially stating that the operator \([Q_L, -]\) differs from \([Q_0, -]\) exactly by \(+ \hat{R}_L(e^{iF/h}, \frac{1}{2} (\hat{S}_0 + L, \hat{S}_0 + L))\), and hence in the expressions in Theorem 17 such terms are absent, i.e. those expressions are IR-finite.

2. If one, nevertheless, formally sets \(f = 1\) in \(L,\) in the second term in the right hand side of (102), then \((\hat{S}_0 + L, \hat{S}_0 + L) = (S, S) = 0\), and formally \(\frac{1}{2} \hat{R}_n(A_{1} \cdots \otimes \mathcal{O}_n; (\hat{S}_0 + L, \hat{S}_0 + L) \otimes e^{iL/h}) \to 0\). Therefore,
\[
[Q_L, T_{L,n}(\mathcal{O}_1 \otimes \cdots \otimes \mathcal{O}_n)] = [Q_0, T_{L,n}(\mathcal{O}_1 \otimes \cdots \otimes \mathcal{O}_n)]_* \quad \text{FORMALLY}. \quad (121)
\]
That is, the commutator of the interacting BRST charge and interacting fields coincides with the commutator of the free BRST charge with them.
\end{remark}

**Formal BRST-invariance of the S-matrix**

In a renormalization scheme with \(A(e^{F/L}) = 0\), the Ward identity (75) for \(F = L\) expresses the commutator of the free BRST charge and the local S-matrix \(S(L) = T(e^{iL/h})\):
\[
[Q_0, S(L)] \approx T \left( \frac{1}{2} (\hat{S}_0 + L, \hat{S}_0 + L) \otimes e^{iL/h} \right). \quad (122)
\]
As we explained in the second point of the Remark 18, if one formally sets \(f = 1\) in \(L\), then \((\hat{S}_0 + L, \hat{S}_0 + L) = (S, S) = 0\) and \([Q_0, -] = [Q_L, -]\). Therefore, this leads to the conclusion that if \(A(e^{F/L}) = 0\), then the local S-matrix formally commutes with the quantum BRST charge:
\[
[Q_L, S(L)] \approx 0, \quad \text{FORMALLY}. \quad (123)
\]

24
Interacting consistency conditions

In order to prove the nilpotency of the derivation \([Q_L, -]\) on the interacting algebra, we need to obtain a consistency condition for the interacting anomalies (110).

**Theorem 19.** In a renormalization scheme such that \(A(e_{\mathcal{O}}^L) = 0\), the interacting anomalies \(A_{L,n}\) defined by (110) satisfy the following **interacting consistency condition** for \(F = \int f \wedge \mathcal{O}\) for all \(\mathcal{O} \in \mathcal{P}^\mathcal{O}(M)\), \(f \in \Omega_0^L \cap \mathcal{P}(M)\)

\[
(\hat{S} + F, A_L(e_{\mathcal{O}}^F)) + A_L\left(\frac{1}{2}(\hat{S} + F, \hat{S} + F) + A_L(e_{\mathcal{O}}^F)\right) \otimes e_{\mathcal{O}}^F = 0. \tag{124}
\]

**Proof.** To prove the above identity, we use the free consistency condition (81) which is valid for all bosonic functionals \(F\). We replace \(F\) with \(F + \tau_1 \mathcal{O}_1 + \ldots + \tau_n \mathcal{O}_n\) in (81), differentiate with respect to \(\tau_1 \ldots \tau_n\) and set \(\tau_i = 0\). This procedure, together with the relations (117), (118), (119), in exactly the same way as in the proof of Theorem 17, leads to

\[
(\hat{S}_0 + F, A(O_1 \otimes \cdots \otimes O_n) \otimes e_{\mathcal{O}}^F)) + \sum_i (O_i, A(O_1 \otimes \cdots \otimes O_{i-1} \otimes O_{i+1} \otimes \cdots \otimes O_n) \otimes e_{\mathcal{O}}^F)) \\
+ \sum_{i=1}^n A(O_1 \otimes \cdots \otimes (\hat{S}_0 + F, O_i) \otimes \cdots \otimes O_n) \otimes e_{\mathcal{O}}^F) \\
+ \sum_{I_2} A((O_i, O_j)_{i,j \in I_2} \otimes \bigotimes_{k \in I_2} O_k \otimes e_{\mathcal{O}}^F) \\
+ \sum_I A\left(A(\bigotimes_{i \in I} O_i \otimes e_{\mathcal{O}}^F) \otimes \bigotimes_{j \in I^I} O_j \otimes e_{\mathcal{O}}^F) \right) \\
+ A(O_1 \otimes \cdots \otimes O_n \otimes (\frac{1}{2}(\hat{S}_0 + F, \hat{S}_0 + F) + A(e_{\mathcal{O}}^F)) \otimes e_{\mathcal{O}}^F) = 0. \tag{125}
\]

Now setting \(F = \hat{S}_\text{int}\), and using \((\hat{S}_0 + \hat{S}_\text{int}, \hat{S}_0 + \hat{S}_\text{int}) = 0\) and \(A(e_{\mathcal{O}}^\text{int}) = 0\) in the above equation, we arrive at

\[
\text{\hat{s}}A_{L,n}(O_1 \otimes \cdots \otimes O_n) + \sum_i \left(A_{L,n-1}(O_1 \otimes \cdots \otimes O_{i-1} \otimes O_{i+1} \otimes \cdots \otimes O_n), O_i\right) \\
+ \sum_{i=1}^n A_{L,n}(O_1 \otimes \cdots \otimes \hat{s}O_i \otimes \cdots \otimes O_n) \\
+ \sum_{I_2} A_{L,n-1}((O_i, O_j)_{i,j \in I_2} \otimes \bigotimes_{k \in I_2} O_k) \\
+ \sum_I A_{L,n-|I|+1} \left(A_{L,|I|}(\bigotimes_{i \in I} O_i) \otimes \bigotimes_{j \in I^I} O_j\right) = 0, \tag{126}
\]

which is the expanded identity (124) at order \(n\).

\[\square\]

### 4.3 Quantum BRST operator and quantum anti-bracket

Let us now look at the expansion of the interacting anomalous Ward identity (108), to lowest orders. It turns out that in the first and second orders, one can combine the oper-
ators \hat{s} and \((-,-)\) of the classical theory with anomalies which are of quantum nature (i.e., vanish as \(\hbar \to 0\)).

**Definition 20.**

1. The **quantum BRST operator** \(\hat{q}\) is the linear map

\[
\hat{q} : P(M) \to P(M)[[\hbar]],
\]

defined by

\[
\hat{q} \mathcal{O} := \hat{s} \mathcal{O} + \hat{A}_1(\mathcal{O}).
\]

2. The **quantum anti-bracket** \((-,-)\) is the bi-linear map

\[
(-,-)_\hbar : P(M) \times P(M) \to P(M)[[\hbar]],
\]

defined by

\[
(\mathcal{O}_1, \mathcal{O}_2)_\hbar := (\mathcal{O}_1, \mathcal{O}_2) + (-1)^{\varepsilon_1} \hat{A}_2(\mathcal{O}_1 \otimes \mathcal{O}_2),
\]

where \(\varepsilon_1\) is the Grassmann parity of \(\mathcal{O}_1\).

Using the definitions of \(\hat{q}\) and \((-,-)_\hbar\), we may equivalently write (108) for all bosonic fields \(\mathcal{O}_1 \ldots \mathcal{O}_n\) in the following form

\[
\frac{1}{i\hbar} [Q_L, T_{L,n}(\mathcal{O}_1 \otimes \cdots \otimes \mathcal{O}_n)] = \sum_{i=1}^{n} T_{L,n}(\mathcal{O}_1 \otimes \cdots \otimes \hat{q} \mathcal{O}_i \otimes \cdots \otimes \mathcal{O}_n)
\]

\[
+ \frac{\hbar}{i} \sum_{1 \leq i < j} \sum_{1}^{n} T_{L,n-1}(\mathcal{O}_1 \otimes \cdots \otimes (\mathcal{O}_i, \mathcal{O}_j)_\hbar \otimes \cdots \otimes \mathcal{O}_n)
\]

\[
+ \sum_{I \subseteq I^c} \left( \frac{\hbar}{i} \right)^{|I|-1} T_{L,n-|I|+1} \left( \hat{A}_|I| (\mathcal{O}_i \otimes \mathcal{O}_j) \right)
\]

where \(|I| > 2\). The similar expression for \(\mathcal{O}_1 \ldots \mathcal{O}_n\) with Grassmann parity \(\varepsilon_1 \ldots \varepsilon_n\) is given in Appendix A equation (189). In particular for \(n = 1, 2\), (189) gives

\[
[Q_L, \mathcal{O}_L(x)] = i\hbar (\hat{q} \mathcal{O}_L(x))_L,
\]

\[
[Q_L, T_{L,2}(\mathcal{O}_1(x) \otimes \mathcal{O}_2(y))] = i\hbar T_{L,2}\left(\hat{q} \mathcal{O}_1(x) \otimes \mathcal{O}_2(y)\right) + (-1)^{\varepsilon_1} \{\mathcal{O}_1(x) \otimes \hat{q} \mathcal{O}_2(y)\} + (-1)^{\varepsilon_1} \hbar^2 \left((\mathcal{O}_1(x), \mathcal{O}_2(y))_\hbar\right)_L.
\]

Therefore, \((-,-)_\hbar\) may be interpreted as the failure of \(\hat{q}\) to be a derivation.

**Corollary 21.** In a renormalization scheme in which \(A(e^L) = 0\), we have:

1. The quantum BRST operator (128) is nilpotent

\[
\hat{q}^2 = 0,
\]

2. The quantum BRST operator is compatible with the quantum anti-bracket (130)

\[
\hat{q}(\mathcal{O}_1, \mathcal{O}_2)_\hbar = (\hat{q} \mathcal{O}_1, \mathcal{O}_2)_\hbar - (-1)^{\varepsilon_1} (\mathcal{O}_1, \hat{q} \mathcal{O}_2)_\hbar,
\]
3. The quantum anti-bracket satisfies the following **quantum graded Jacobi identity**

\[
\begin{align*}
(136) & \quad (-1)^{(e_1+1)(e_3+1)}(O_1, (O_2, O_3)_{h})_h + (-1)^{(e_2+1)(e_3+1)}(O_2, (O_3, O_1)_{h})_h \\
& \quad + (-1)^{(e_3+1)(e_4+1)}(O_3, (O_1, O_2)_{h})_h = (-1)^{e_1+e_2+e_3+e_4} \{ q\hat{A}_3(O_1 \otimes O_2 \otimes O_3) \\
& \quad + \hat{A}_3(qO_1 \otimes O_2 \otimes O_3) + (-1)^{e_1} \hat{A}_3(O_1 \otimes qO_2 \otimes O_3) \\
& \quad + (-1)^{e_1+e_2} \hat{A}_3(O_1 \otimes O_2 \otimes qO_3) \}.
\end{align*}
\]

**Proof.** To prove (134), we use the consistency condition (190) for anomalies which in the case of \( n = 1 \) gives

\[
\hat{q}\hat{A}_1(O) + \hat{A}_1(\hat{s}O) = 0. \tag{137}
\]

and calculate

\[
\hat{q}^2 O = \hat{q}\hat{s}O + \hat{q}\hat{A}_1(O) \\
= \hat{s}^2 O + \hat{A}_1(\hat{s}O) - \hat{A}_1(\hat{s}O) \\
= 0.
\]

To prove the identity (135), we need (190) for \( n = 2 \) which reads

\[
\begin{align*}
(138) & \quad \hat{s}\hat{A}_2(O_1 \otimes O_2) - (O_1, \hat{A}_1(O_2)) - (-1)^{e_1}(\hat{A}_1(O_1), O_2) \\
& \quad + \hat{A}_2(\hat{q}O_1 \otimes O_2) - (-1)^{e_1}\hat{A}_2(O_1 \otimes \hat{q}O_2) + (-1)^{e_1}\hat{A}_1((O_1, O_2)_{h}) = 0.
\end{align*}
\]

Now adding \((-1)^{e_1}(\hat{s}(O_1, O_2) - (\hat{s}O_1, O_2) + (-1)^{e_1}(O_1, \hat{s}O_2) = 0)\) to the above equation, we arrive at (135).

To prove the quantum Jacobi identity (136), consider (190) for the particular case of \( n = 3 \):

\[
\begin{align*}
(139) & \quad \hat{q}\hat{A}_3(O_1 \otimes O_2 \otimes O_3) \\
& \quad + \hat{A}_3(\hat{q}O_1 \otimes O_2 \otimes O_3) + (-1)^{e_1}\hat{A}_3(O_1 \otimes \hat{q}O_2 \otimes O_3) + (-1)^{e_1+e_2}\hat{A}_3(O_1 \otimes O_2 \otimes \hat{q}O_3) \\
& \quad + (O_1, \hat{A}_2(O_2 \otimes O_3)) \\
& \quad + (-1)^{e_1+e_2}\hat{A}_2(O_1 \otimes (O_2, O_3)) + (-1)^{e_1}\hat{A}_2(O_1 \otimes \hat{A}_2(O_2 \otimes O_3)) \\
& \quad + (-1)^{e_1+e_2+e_3}\left\{(O_2, \hat{A}_2(O_3 \otimes O_1)) + (-1)^{e_2+e_3}\hat{A}_2(O_2 \otimes (O_3, O_1)) \\
& \quad + (-1)^{e_2}\hat{A}_2(O_2 \otimes \hat{A}_2(O_3 \otimes O_1)) \right\} + (-1)^{e_1+e_2+e_3}\left\{(O_3, \hat{A}_1(O_2 \otimes O_2)) \\
& \quad + (-1)^{e_1+e_3}\hat{A}_2(O_3 \otimes (O_1, O_2)) + (-1)^{e_3}\hat{A}_2(O_3 \otimes \hat{A}_2(O_1 \otimes O_2)) \right\} = 0.
\end{align*}
\]

Adding the classical Jacobi identity

\[
(139) & \quad (-1)^{e_2}(O_1, (O_2, O_3)) + (-1)^{e_1+e_2+e_3+e_4}(O_2, (O_3, O_1)) + (-1)^{e_1+e_2+e_3+e_4+e_5}(O_3, (O_1, O_2)) = 0
\]

to the above and factoring out the sign factor \((-1)^{e_1+e_2+e_3+e_4} \), we obtain (136). \(\square\)
Remark 22.  

1. By property A10 of the anomaly, on basic fields and anti-fields, the quantum BRST operator coincides with the classical one, i.e.,

\( \hat{q}\Phi = \hat{s}\Phi, \quad \hat{q}\Phi^\dagger = \hat{s}\Phi^\dagger. \)  

(139)

2. The interacting consistency condition \((190)\) for \( n = 1 \) takes the form:

\[ \hat{q}\hat{A}_1(O) + \hat{A}_1(\hat{s}O) = 0. \]  

(140)

Now, using that by property A10 of the anomaly \( \hat{A}_1(\Phi) = 0 = \hat{A}_1(\Phi^\dagger) \), we obtain

\[ \hat{A}_1(\hat{s}\Phi) = 0 = \hat{A}_1(\hat{s}\Phi^\dagger). \]  

(141)

3. The identity \((136)\) in the limit of \( \hbar \to 0 \) gives the (classical) graded Jacobi identity \((11)\) of the classical anti-bracket. However, the quantum corrections prevent the quantum anti-bracket to satisfy the classical Jacobi identity. Similar violations have been observed in [30] when analyzing the Hamiltonian Batalin-Vilkovisky formalism for the non-abelian group of field reparametrization transformations.

4.4 Nilpotency of \([Q_L, -]\)

We have so far derived how the quantum field \( Q_L \), associated with the classical Noether charge \( Q \) of the BV-BRST symmetry, acts on arbitrary quantum fields via the \(*\)-commutator. It necessarily has to give the correct classical limit as \( \hbar \) goes to zero. Indeed, since \( \hat{A}_1(O(x)) \) is of order \( O(\hbar) \), from the expression \((132)\) it follows that

\[ \lim_{\hbar \to 0} \frac{i}{\hbar} [Q_L, -] \approx \hat{s}. \]  

(142)

However, giving the correct classical limit is not a sufficient condition for \([Q_L, -]\) to define the action of the BRST symmetry on interacting quantum fields; in addition, it has to be nilpotent.

Using \((134)\), it is now easy to see that \([Q_L, -]\), when acting on \( O_L \) is nilpotent,

\[ [Q_L, [Q_L, O_L]] \approx (\hat{q}^2 O)_L = 0. \]  

(143)

One can then verify that it is also nilpotent when acting on the product of \( n \) interacting fields. To see this, note that from the graded Jacobi identity \((33)\) we obtain

\[ [Q_L, O_{1L} \ast \cdots \ast O_{nL}] \approx \sum_i (-1)^{\sum_{j<k} e_i} O_{1L} \ast \cdots \ast (\hat{q}O_i)_L \ast \cdots \ast O_{nL}. \]  

(144)

which gives \((74)\) in the free theory, i.e., in the limit where the coupling constant \( \lambda \) is set to zero. Now applying once again \([Q_L, -]\) on both sides of \((144)\) and using that \( \hat{q}^2 = 0 \), that \([Q_L, -]\) is a graded derivation and that the Grassmann parity of \( \hat{q}O_i \) are opposite to that of \( O_i \), we find

\[ [Q_L, [Q_L, O_{1L} \ast \cdots \ast O_{nL}]] \approx 0. \]  

(145)

We next show that \([Q_L, -]\) acting on \( T_{L,n}(O_1 \otimes \cdots \otimes O_n) \) is also nilpotent.

Theorem 23. In a renormalization scheme such that \( A(e_L^F) = 0 \), we have

\[ [Q_L, [Q_L, T_L(e_L^{1F/\hbar})]] \approx 0. \]  

(146)
\textbf{Proof.} We have already proven the statement for \( n = 1 \). Before proving the claim for all \( n \), let us explicitly verify it for \( n = 2 \). Using \( \hat{q}^2 = 0 \) and (135), we have

\[
\frac{1}{(i\hbar)^2} [Q_L, [Q_L, T_L(Q_1 \otimes Q_2)]] \approx (-1)^{\bar{e}} \frac{\hbar}{\bar{e}} \left( (-1)^{\bar{e}} (Q_1 \hat{q} Q_2)_{\hbar} - (\hat{q} Q_1, Q_2)_{\hbar} + \hat{q} (Q_1, Q_2)_{\hbar} \right) L
\]

\[
= 0.
\]

We prove the claim for all \( n \), by applying \([Q_L, -]\) on both sides of the interacting anomalous Ward identity (108). We obtain

\[
[Q_L, [Q_L, T_L(e^{iF/h} \otimes e^{iF/h})]]
\]

\[
\approx -[Q_L, T_L\left( (\frac{1}{2}(\hat{S} + F, \hat{S} + F) + \hat{A}(e^{F}) \otimes e^{iF/h}) \right)]
\]

\[
= \frac{\hbar}{\bar{e}} \frac{d}{d\tau} [Q_L, T_L\left( e^{i(F + \tau(\frac{1}{2}(\hat{S} + F, \hat{S} + F) + \hat{A}(e^{F})) \otimes e^{iF/h})} \right)]_{\tau=0}
\]

\[
= T_L\left( (\hat{S} + F, (\frac{1}{2}(\hat{S} + F, \hat{S} + F) + \hat{A}(e^{F})) e^{iF/h}) \otimes e^{iF/h} \right)
\]

\[
+ T_L\left( (\frac{1}{2}(\hat{S} + F, \hat{S} + F) + \hat{A}(e^{F})) \otimes (\frac{1}{2}(\hat{S} + F, \hat{S} + F) + \hat{A}(e^{F})) e^{iF/h} \right)
\]

\[
= T_L\left( (\hat{S} + F, \hat{A}(e^{F})) + A_L\left( (\frac{1}{2}(\hat{S} + F, \hat{S} + F) + \hat{A}(e^{F})) \otimes e^{F/h} \right) \right.
\]

\[
= 0,
\]

where in the forth line, we used that \((\hat{S} + F, (\hat{S} + F, \hat{S} + F)) = 0\) by Jacobi identity, the sixth line vanishes using the graded symmetry of \( T_{L,n} \) and the fact that \( \frac{1}{2}(\hat{S} + F, \hat{S} + F) + \hat{A}(e^{F}) \) is fermionic, and the last line vanishes by the consistency condition (124) for \( A_L(e^{F}) \) which holds due to \( A(e^{L}) = 0 \). \qed

\section{4.5 Quantum gauge invariant observables}

The algebra \( \hat{F}_L = \hat{W}_L / J_0 \) that we constructed above does not correspond to the renormalized physical, gauge invariant observables of the Yang-Mills theory as it is a quantization of the classical enlarged theory defined by \( \hat{S} \) and thus it includes gauge-variant and un-physical interacting fields, such as the vector potential and ghosts. We now want to define within \( \hat{F}_L \) a subalgebra \( F_L \) of gauge invariant observables. As discussed in Section 2, at the classical level, one can recover the gauge invariant observables as elements of the \( \hat{s} \)-cohomology class at ghost number zero. Motivated by this fact, we make the following definition.

\textbf{Definition 24.} The \textbf{on-shell algebra of gauge invariant observables} \( F_L \subset \hat{F}_L \) is defined by

\[
F_L := \text{Ker}[Q_L, -]/\text{Im}[Q_L, -], \quad \text{at ghost number 0}.
\]

We now want to understand what interacting fields belong to the algebra of gauge invariant observables \( F_L \), defined in (149).
Proposition 25. Let \( \mathcal{O} \in \mathbf{P}(M) \) be a classical gauge invariant operator, i.e.,
\[
\hat{s}\mathcal{O} = 0,
\]  
with ghost number 0. If the cohomology ring \( H_1(\hat{s}, M) \) is trivial and there exists a renormalization scheme in which \( A(e^L_\otimes) = 0 \), then there exists another scheme such that
\[
\hat{q}\mathcal{O} = 0.
\]

Proof. We first note that since \( \hat{s}\mathcal{O} = 0 \), we have \( \hat{q}\mathcal{O} = A_{L,1}(\mathcal{O}) \). We proceed by showing that the “obstruction” \( A_{L,1}(\mathcal{O}) \), for \( \hat{q}\mathcal{O} \) to vanish, can be removed by passing to a new renormalization scheme.

Let us consider the expansion of the anomaly
\[
A_{L,1}(\mathcal{O}) = \sum_{n=1}^{\infty} \hbar^n A^n_{L,1}(\mathcal{O})
\]
in powers of \( \hbar \). Then, the anomalies in different schemes turn out to be related by
\[
\tilde{A}^m_{L,1}(\mathcal{O}(x)) = A^m_{L,1}(\mathcal{O}) - \hat{s}b^m(x),
\]
where we have set \( D^n(e^L_\otimes) \) for all \( n = 1, 2, \ldots \), and where \( l + k = m \). We now want to choose suitable finite counter terms \( D^n_{L,1}(O) \) such that in the new scheme the anomaly \( \tilde{A}^m_{L,1}(\mathcal{O}) \) vanishes for all \( n \).

From the nilpotency of \( \hat{q} \), we have for all \( \mathcal{O} \in \mathbf{P}(M) \)
\[
0 = \hat{q}^2\mathcal{O} = (\hat{s} + A_{L,1}(-))(\hat{s}\mathcal{O} + A_{L,1}(\mathcal{O})) = \hat{q}A_{L,1}(\mathcal{O}) + A_{L,1}(\hat{s}\mathcal{O}).
\]

Therefore, for those \( \mathcal{O} \) with \( \hat{s}\mathcal{O} = 0 \) it follows that
\[
\hat{q}A_{L,1}(\mathcal{O}) = 0.
\]
Now assume that \( A^n_{L,1}(\mathcal{O}) = 0 \) for all \( n < m \). Then the above equation at order \( \hbar^m \) gives
\[
\hat{s}A^m_{L,1}(\mathcal{O}) = 0.
\]
Since \( \mathcal{O} \) has ghost number 0, \( A^m_{L,1}(\mathcal{O}) \) has ghost number 1 and thus it belongs to \( H_1(\hat{s}, M) \) which is trivial by assumption. Therefore,
\[
A^m_{L,1}(\mathcal{O}(x)) = \hat{s}b^m(x),
\]
for some \( b^m(x) \in \mathbf{P}_0(M) \). We now use this \( b^m \) to redefine the time-ordered products by setting the following finite counter terms:
\[
D^m(\mathcal{O}(x) \otimes e^L_\otimes) = -b^m(x),
\]
which from (152) results in
\[
\tilde{A}^m_{L,1}(\mathcal{O}(x)) = A^m_{L,1}(\mathcal{O}) - \hat{s}b^m(x) = 0.
\]
That is, in the new scheme the anomaly vanishes at order \( \hbar^m \). Iterating the argument, we can fully remove the anomaly to all orders in \( \hbar \). \( \square \)
Remark 26. For the case of the pure Yang-Mills theory, when $G$ is semi-simple with no abelian factors, $H(\hat{s}, M)$ is generated by elements of the form \[ \prod_{k} r_{k}(g, R, \nabla R, \ldots, \nabla^{k} R) \prod_{i} p_{r_{i}}(C) \prod_{j} \Theta_{s_{j}}(F, DF, \ldots D^{j} F) \] (159)

where $p_{r}$ and $\Theta_{s}$ are invariant polynomials of the Lie-algebra of $G$ and $r_{i}$ is a local functional of the metric $g$, the Riemann tensor $R$ and its derivatives. However, at ghost number 1 the above expression vanishes as there is no invariant monomial $p_{r}$, and thus $H_{1}^{\hat{s}}(\hat{s}, M)$ is trivial. Therefore by the above Proposition 25, $[Q_{L}, O_{L}] = 0$, for $\hat{s}O = 0$.

Hilbert space representation

We have now collected all the tools which are required to represent the algebra of observables as linear operators with a dense, invariant domain on a Hilbert space $H_{\omega}$. This space is constructed using a deformation process [16] from a Hilbert space $H_{0}$ on which the free algebra

\[ F_{0} := \frac{\text{Ker}[Q_{0}, -]}{\text{Im}[Q_{0}, -]}, \text{ at ghost number 0.} \] (160)

is represented, as we review below.

For theories without local gauge symmetry, such as the scalar field theory, given a quasi free, Hadamard state $\omega$ on the algebra $F_{0}$, via the celebrated GNS construction, one obtains a representation $\pi_{\omega} : F_{0} \rightarrow \text{End}(H_{\omega})$ of the algebra of observables as linear operators with the so-called microlocal domain of smoothness [11] $D_{\omega}$ on a Hilbert space $H_{\omega}$. In theories with local gauge symmetry, the perturbative quantization of the classically gauge-fixed theory, led to the free on-shell algebra $F_{0}$ (29) which contains gauge-variant and unphysical elements. In fact, $F_{0}$ can only be represented on an indefinite inner product space.

In order to obtain a positive definite inner product, one in addition has to impose a positivity condition [16] on the representation, as we describe below.

Definition 27. Let $\omega$ be a quasi free, Hadamard state on the algebra $F_{0}$, and let $\pi_{0}^{\omega} : F_{0} \rightarrow \text{End}(K_{0}^{\omega})$ be a faithful representation of $F_{0}$ on a space $(K_{0}^{\omega}, \langle - , - \rangle)$ with indefinite inner product and such that all the anti-fields are represented by the 0 operator, and let $D_{\omega} \subseteq H_{\omega}$ the dense and invariant microlocal domain of smoothness [11]. Furthermore, let $Q_{0} \in F_{0}$ be the free BRST charge (53). This representation is called to satisfy the positivity conditions, if

\[ \langle \phi, \phi \rangle \geq 0, \quad \forall \phi \in \text{Ker} \pi_{0}^{\omega}(Q_{0}) \cap D_{\omega}, \]

\[ \phi \in \text{Ker} \pi_{0}^{\omega}(Q_{0}) \cap D_{\omega} \text{ and } \langle \phi, \phi \rangle = 0 \implies \phi \in \text{Im} \pi_{0}^{\omega}(Q_{0}) \cap D_{\omega}. \] (162)

Theorem 28 ([16]). Let $\pi_{0}^{\omega}$ be a representation of the algebra $F_{0}$ (160) as in Definition 27 which for all $\phi, \psi \in D_{\omega}$ and for all $O \in F_{0}$ satisfies

\[ \langle \pi_{0}^{\omega}(O^{\dagger}) \phi, \psi \rangle = \langle \phi, \pi_{0}^{\omega}(O) \psi \rangle, \] (163)

\[ \langle \pi_{0}^{\omega}(Q_{0}) \phi, \psi \rangle = \langle \phi, \pi_{0}^{\omega}(Q_{0}) \psi \rangle, \] (164)

\[ \pi_{0}^{\omega}(Q_{0})^{2} = 0, \quad \text{on } D_{\omega}, \] (165)
and the positivity conditions of Definition 27. Then

\[ H_0 := \frac{\text{Ker } \pi_0^\omega(Q_0)}{\text{Im } \pi_0^\omega(Q_0)} \]  

(166)

is a pre Hilbert space.

It is shown in [16], Section 4.3, that the construction of \( H_0 \) is “stable under deformations”. This means that once the positivity conditions (161) and (162) for the representation \( \pi_0 \) are satisfied and the interacting BRST charge \( Q_L \) is nilpotent, then the algebra \( F_L \) can be represented on a Hilbert space \( H_L \) with a positive-definite \(^7\) inner product which is induced from the inner product on \( H_0 \).

We have shown in Section 3.3 that the free BRST charge is nilpotent. As a corollary of the nilpotency of \([Q_L, -]\), we now show that the interacting BRST charge is also nilpotent which is required for the algebra \( F_L \) of interacting gauge invariant observables to admit a Hilbert space representation.

**Corollary 29 (of Theorem 23).** If \( A(\epsilon_{\delta\phi}^L) = 0 \), the quantum BRST charge is nilpotent modulo an element in \( J_0 \), i.e.

\[ Q_L^2 \approx 0. \]

(167)

**Proof.** Since \( Q_L \) is odd, we have

\[ [Q_L, Q_L] \approx 2Q_L \cdot Q_L = 2Q_L^2. \]  

(168)

From the nilpotency of \([Q_L, -]\) and the graded Jacobi identity, we have for all \( T_{L,n}(\mathcal{O}_1 \otimes \cdots \otimes \mathcal{O}_n) \in \hat{F}_L \)

\[
0 \approx [Q_L, [Q_L, T_{L,n}(\mathcal{O}_1 \otimes \cdots \otimes \mathcal{O}_n)]] \\
= \frac{1}{2} [[Q_L, Q_L], T_{L,n}(\mathcal{O}_1 \otimes \cdots \otimes \mathcal{O}_n)] \\
= [Q_L^2, T_{L,n}(\mathcal{O}_1 \otimes \cdots \otimes \mathcal{O}_n)].
\]

(169)

By Proposition 2.1 in [12], it follows that \( Q_L^2 \) must be a multiple of the identity element \( 1 \) in \( \hat{F}_L \)

\[ Q_L^2 \approx k 1, \]  

(170)

for some constant scalar \( k \) with ghost number 2 made out of background fields. However, there is no such a constant in the theory, thus \( k = 0 \).

Therefore, the only requirements for a positive-definite Hilbert space representation of \( F_L \) which must be fulfilled are the positivity conditions. In [1], it is shown that the positivity condition is satisfied in the following setting. Let \( U \subset \Sigma \) be an open domain in a Cauchy surface \( \Sigma \), with a smooth boundary \( \partial U \) and compact closure and vanishing first deRahm cohomology \( H^1(U, d) \) \(^8\) and let \( D(U) \subset M \) be its domain of dependence. Then, within \( D(U) \), Hadamard two point functions \( \omega \) and \( \omega^{\mu\nu} \) satisfying the consistency relations (24) are explicitly constructed.

---

\(^7\)In that reference, a formal power series \( A = \sum_n \lambda^n A_n \in \mathbb{C}[[\lambda]] \) is called positive if there exists another formal power series \( B = \sum_n \lambda^n B_n \), such that \( B^* B = A \), i.e. \( A_n = \sum_{k=0}^n B_k B_{n-k} \).

\(^8\)These conditions on \( U \) are imposed in order to exclude the existence of “zero-modes”.
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5  Comparison with other approaches

The local and covariant approach to gauge theories in curved space-times that we developed in the body of the thesis, differs from the other approaches in the literature in many respects that are explained in the text. In this chapter, we compare our approach with three different formulations of gauge theories and outline a number of (formal) similarities between those approaches and ours.

5.1  Path integral formalism

There are obvious differences between our approach and the Path integral approach. In the latter, one defines the generating functional for the correlation functions of the Euclidean theory via an integral over the infinite dimensional manifold of all field configurations. Such a path integral is a priori only formal in many respects: the measure on the infinite dimensional space does not exists, and if one wants to make sense of it as a formal power series in the coupling constant each individual term suffers from both IR and UV divergences. Even ignoring these difficulties, the path integral is a state-dependent quantity as it generates correlation functions in a specific (globally defined) state. This makes it difficult to appreciate the local and covariant nature of the renormalization ambiguities [13] in arbitrary curved space-times with no preferred state. Despite those differences, there are formal similarities between the two approaches in studying gauge theories. They both lead to a kind of algebraic structure which is called the Batalin-Vilkovisky (BV) algebra. Let us briefly outline the types of arguments in the path integral formalism which result in the emergence of the BV-structure, and then compare that with our formalism.

Batalin-Vilkovisky formalism

In the path integral approach to gauge theories (see e.g. [8], [31]), one modifies the “measure” by higher order terms in ℏ to obtain a “gauge invariant measure $D\phi$. This corrections can be equivalently seen as quantum correction to the classical action $S$ and classical operators $O$, i.e.

$$\langle O \rangle = \int D\phi O_h e^{-iS_h/\hbar}, \quad (171)$$

where $O_h = O + h(O_1) + h^2(O_2) + \ldots$ and where $S_h = S + h(S_1) + h^2(S_2) + \ldots$ is called the quantum action. The precise form of $W$ is determined be requiring it to be a solution to the quantum master equation (QME):

$$\langle S_h, S_h \rangle = -2i\hbar \Delta S_h, \quad (172)$$

which ensures that $\langle O \rangle$ is independent of the gauge-fixing. In the above equation, $\Delta = (-1)^{\epsilon} \frac{\delta}{\delta O_0}$ is the so-called BV laplacian. Using $\Delta$, one defines the quantum differential

$$\sigma = (S_h, -) - i\hbar \Delta, \quad (173)$$

which satisfies the following properties:

(i) $\sigma^2 = 0$,

(ii) $\sigma(O_1 O_2) = (\sigma O_1) O_2 + O_1 (\sigma O_2) + (O_1, O_2)$.

(iii) $\sigma(O_1, O_2) = (\sigma O_1, O_2) + (O_1, \sigma O_2)$. 
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Once the quantum Master equation is satisfied, one can prove the following *Ward identity for correlation functions*

\[
\sum_{i=1}^{n} \langle \mathcal{O}_1 \ldots \sigma \mathcal{O}_i \ldots \mathcal{O}_n \rangle = 0,
\]  
(174)

which for \( n = 1 \) is reduced to

\[
\langle \sigma \mathcal{O} \rangle = 0.
\]  
(175)

We now point out the following analogies and differences between the path integral approach and ours.

1. The definitions of our quantum BRST differentials \( \hat{q} \) defined in equation (128) and \( \sigma \) given in equation (173) are similar in that they both are given by classical BRST \( \hat{s} \) plus higher \( \hbar \) corrections. However, they are different in that the quantum corrections for \( \sigma \) is given by \( \hbar((S_h)_{1}, -) + i\Delta + \sum_{n \geq 2} \hbar^n ((S_h)_n, -) \rangle \) which are ill-defined since \( \Delta \) is a singular operator and \( W_n \) are in general IR divergent, whereas the quantum corrections for \( \hat{q} \) are given by \( A_L(-) \) defined in equation (110) which is a well-defined local operator. Indeed, as first noted by authors of [32] (however, see section 5.2 below), \( A_L(-) \) may be seen as the “renormalized BV laplacian”.

2. The properties (i), (ii), (iii) of \( \sigma \) define the BV algebra. Evidently, (i) and (iii) are similar to properties (134) and (135) of \( \hat{q} \), and property (ii) is similar to (4). The difference between them is the presence of quantum anti-bracket \( (-, -)_{\hbar} \) which differs from the classical anti-bracket by terms of order \( O(\hbar^2) \) (which are given by (130)). Therefore, one may see our BV data (134), (135), and (4) as defining the “renormalized BV algebra”.

3. The QME is in general violated by potential anomalies, and as it turns out in the path integral approach, such anomalies belong to the same cohomological class as \( A(e_L^{d}) \) (i.e. \( H_1^1(\hat{s}|d, M) \)). Therefore, our proof that \( A(e_L^{d}) = 0 \), and hence the Ward identity (75) holds, may be taken as the counterpart for the proof that the QME holds in the path integral framework.

4. As we have proved in the present work, from our Ward identity (75) it ultimately follows that \( [Q_L, -] \) is a nilpotent derivation and hence one can define the algebra of physical observables as the cohomology of \( [Q_L, -] \). Of course observables in the image of \( \hat{q} \) are quotiented out and their expectation value in a physical state \( |\Psi\rangle \in \mathcal{H}_L \) (see Section 4.5) vanishes:

\[
\langle \hat{q}\mathcal{O} \rangle_{\Psi} = 0.
\]  
(176)

This fact is clearly comparable with (175) which states that the expectation value of observables in the image of \( \sigma \) vanishes if the quantum action satisfies the QME. For \( n \) operator insertions, we obtain from (131)

\[
\sum_{i=1}^{n} T\langle \mathcal{O}_1 \ldots \hat{q}\mathcal{O}_i \ldots \mathcal{O}_n \rangle_{\Psi} + \sum_{1 \leq i < j}^{n} T\langle \mathcal{O}_1 \ldots (\mathcal{O}_i, \mathcal{O}_j)_{\hbar} \ldots \mathcal{O}_n \rangle_{\Psi}
\]

\[
+ \sum_{i=1}^{n} \frac{\hbar}{i!}i!-1 T\langle A_{L_i} \rangle_{\hbar} (\otimes_{i \in I} \mathcal{O}_i) \otimes \prod_{j \in I^c} \mathcal{O}_j \rangle_{\Psi} = 0,
\]  
(177)

where \( T\langle \mathcal{O}_1 \ldots \mathcal{O}_n \rangle_{\Psi} := \langle \Psi | T_{L,n} (\mathcal{O}_1 \otimes \cdots \otimes \mathcal{O}_n) | \Psi \rangle \) are renormalized time-ordered \( n \) point functions of the theory in the state \( |\Psi\rangle \in \mathcal{H}_L \). Comparison with (174) reveals that the identity (177) involves quantum corrections to (174) and may be interpreted as the *renormalized Ward identity for correlation functions*. 
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5.2 Batalin-Vilkovisky formalism in the pAQFT approach

The closest approach to ours is the BV formalism in the framework of perturbative algebraic quantum field theory (pAQFT) developed in [32]. While this approach is in the same spirit as ours, there are still notable differences which we point out here.

(1) In the pAQFT approach, contrary to (21), one makes a different split of the action \( \hat{S} \) into free \( \hat{S}_0 \) and interacting \( \hat{S}_{\text{int}} \) parts by putting all terms depending on the anti-fields into \( \hat{S}_{\text{int}} \). Although this does not affect the classical BRST differential, i.e. \( \hat{s} = (\hat{S}_0 + \hat{S}_1, -) = (S_0 + S_1, -) \), the free action \( \hat{S}_0 \) only acts on anti-fields, i.e. \( (\hat{S}_0, \Phi^+(x)) = \frac{\delta \hat{S}_0}{\delta \Phi(x)} \) and \( (\hat{S}_0, \Phi) = 0 \). One then formulates a similar anomalous Ward identity in the form

\[
\left( \hat{S}_0, T(e_{\infty}^F/\hbar) \right) = \frac{i}{\hbar} \left( T\left( \frac{1}{2} (\hat{S}_0 + F, \hat{S}_0 + F) \otimes e_{\infty}^F/\hbar \right) - i\hbar \Delta(F) \otimes e_{\infty}^F/\hbar \right),
\]

where \( \Delta(F) \) defines the anomaly. Despite the obvious similarity to (76), a key difference is that, the left hand side of the above identity vanishes on-shell, contrary to (76). To clarify the issue let us elaborate on the proof of our anomalous Ward identity given in [1]. One first decomposes \( \hat{s} = s + \sigma \) where \( s \) is the BRST differential which only acts on fields, and \( \sigma \) is the Koszul-Tate differential which acts only on anti-fields. The anomalous Ward identity is then obtained by adding two different identities: (1) an identity for \( s_0 T(e_{\infty}^F/\hbar) \) which gives an anomaly term \( \delta(e_{\infty}^F) \) and (2) an identity, originally derived in [33], for \( s_0 T(e_{\infty}^F/\hbar) \) which gives an anomaly term \( \Delta(e_{\infty}^F) \). One then defines \( A(e_{\infty}^F) = \delta(e_{\infty}^F) + \Delta(e_{\infty}^F) \) and obtains (76). It seems that the identity (178) is the second identity mentioned above which realizes the free Koszul-Tate differential on the local S-matrix.

(2) The quantum BV operator \( \hat{s} \) in the pAQFT approach is defined by

\[
\hat{s} := R_V^{-1} \circ (\hat{S}_0, -) \circ R_V,
\]

where \( R_V = T(e_{\infty}^V/\hbar)^{-1} \ast T(e_{\infty}^V/\hbar \otimes -) \) is viewed here as an operator (the quantum Möller operator) which takes a functional \( O \) and gives \( O_V \). This definition differs from \( \hat{q} \) for the following reason. From the nilpotency of \( (\hat{S}_0, -) \), it follows that \( \hat{s}^2 = 0 \), which means that \( \hat{s} \) is always nilpotent by construction, irrespective of the presence or absence of an anomaly. Evidently, this is different from our quantum BRST differential \( \hat{q} \) which is nilpotent only if \( A(e_{\infty}^L) = 0 \). Nevertheless, using the QME, one can show that \( \hat{s} \) takes the following form:

\[
\hat{s}O := \hat{s}O - \Delta_V(O),
\]

which is analogous to our definition of \( \hat{q} \), except for the difference between \( \Delta_V(O) \) and \( A_L(O) \) which was explained in point 1.

(3) In [34], it is shown that the quantum BV operator, on-shell, can be written as the commutator with an interacting charge \( Q \), i.e.

\[
[R_V(Q), R_V(O)] = i\hbar R_V(\hat{s}O), \quad \text{mod } J_0.
\]

As pointed out above, on-shell, where the above formula is valid, the right hand side vanishes. Therefore, the formula (181) seems to express that the charge \( R_V(Q) \) commutes with all interacting fields on-shell. This is of course a plausible statement.
for $Q$ being the generator of the Koszul-Tate differential. However, this is obviously different from identity (3) which expresses that the interacting BRST charge $Q_L$ only commutes with interacting fields $O_L$ for which $\hat{q}O = 0$. Consequently, being in the cohomology of $[R_V(Q), -]$ does not seem to provide a criterion for selecting the physical observables and for selecting the physical states of the theory in a Hilbert space representation.

5.3 Renormalization group flow equation framework and Ward identities

The renormalization group Flow equation framework [35–38] is a mathematically rigorous framework to the renormalization of quantum fields in flat Euclidean field theories. The application of this approach to gauge theories is worked out in [39] where a proof of perturbative renormalizability is given in the sense that all correlation functions of arbitrary composite local operators fulfil suitable Ward identities.

In [39], similar operators to our $\hat{q}$ and $(-, -, h)$ appears in analysing the gauge invariance of the Euclidean theory. These are given by $\hat{q}^nO = \hat{s}O + \hat{A}_1(O) + (O_1, O_2)_h = (O_1, O_2) + \hat{A}_2(O_1 \otimes O_2)$. Here $\hat{A}_1$ and $\hat{A}_2$ are of order $O(h)$ and supported on the diagonal (contact terms) and hence are analogous to our $A_{L,1}$ and $A_{L,2}$.

However, one major difference with our approach is that in the flow equation framework no analogue of our anomalies with more than two insertions appear at all in the approach of [39]. This fact has two consequences. First, contrary to (136), the quantum anti-bracket satisfies the usual (classical) Jacobi identity (136) without $A_{L,n}$ terms. The second consequence can be seen by looking at the Ward identity which expresses gauge invariance in this framework. This is an identity for the vacuum expectation values $\langle O_1 \ldots O_n \rangle_0^E$ of $n$ operators $O_1, \ldots, O_n$ (Schwinger functions), and takes the form

$$\sum_{i=1}^{n} (O_1 \ldots \hat{q}^nO_i \ldots O_n)_0^E + \sum_{1 \leq i < j} (O_1 \ldots (O_i, O_j)_h \ldots O_n)_0^E = 0. \quad (182)$$

This is obviously similar to the identity (177) with the difference that the terms containing $A_{L,n}$ with $n \geq 3$ are absent.

This difference might be a consequence of different renormalization conditions that are imposed in the two approaches. In fact in our approach, besides the specific renormalization scheme that we choose in which the anomaly is absent and the BRST current is conserved, we do not impose any further renormalization condition. However, in the flow equation approach, in deriving the Ward identities one imposes specific boundary conditions for the flow equation which amounts to choosing a specific renormalization scheme. In this respect, our approach seems more general in not restricting to a specific renormalization scheme. Nevertheless, if $A_{L,n}$ with $n \geq 3$ can be made not to appear at all by a choice of renormalization condition in one approach, presumably one has to be able to pass to a renormalization scheme in our approach in which $A_{L,n} = 0$ for $n \geq 3$.

However, to our knowledge, this does not seem to be possible.

6 Outlook

In this paper, we have developed new algebraic structures in quantum gauge theories which enables one to construct the algebra of renormalized gauge-invariant observables
in a model-independent fashion. Such structures, namely quantum BRST differential \( \hat{q} = \hat{s} + O(\hbar) \) and quantum anti-bracket \( (-, -)_0 = (-, -) + O(\hbar) \) are indeed analogous to the classical ones modified with certain quantum corrections. The new structures seem to provide sufficient tools to investigate further open issues in gauge theories such as the issue of Gauge-fixing independence as we explain in the following.

In section 2, we pointed out that for perturbative quantization of gauge theories one has to choose a particular way to fix the gauge in order to render the equations of motion hyperbolic. The natural question is, then, whether and in which sense different quantum field theories defined with different (in general, non-linear) gauge-fixings are equivalent?

To be more specific, different gauge-fixings may arise, for instance, from a family gauge-fixing fermions \( \psi(\xi) \), for \( \xi \in \mathbb{R} \) with

\[
\psi(\xi) = \int_M \bar{C}_I(\nabla^\mu A^I_\mu + \frac{\xi}{2} B^I),
\]

which gives rise to the family of linear covariant gauges. \( \xi = 1 \) corresponds to the Feynman gauge (which was considered in this work) and the limit \( \xi \to 0 \) corresponds to the Landau gauge. In this case, the question of the equivalence of quantum field theories defined with \( \psi(\xi) \) and \( \psi(\xi') \) may be stated as follows. At the classical level, there exists an isomorphism \( \mathcal{O} \mapsto e^{-\delta \psi} \mathcal{O} \), with \( \delta \psi = \psi(\xi') - \psi(\xi) \) between the cohomologies of the BRST differentials \( \hat{s}_\xi \) and \( \hat{s}_{\xi'} \) which ensures that the observables of the two theories are in one-to-one correspondence. Based on the analogy between classical and quantum structures worked out in the paper, one can then formulate the gauge-fixing independence at the quantum level as the existence of an isomorphism \( \mathcal{O}_{L(\xi)} \mapsto e^{-\delta \psi_h} \mathcal{O}_{L(\xi')} \) between \( \hat{q}_\xi \) and \( \hat{q}_{\xi'} \) cohomologies.
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### A Graded symmetries and derivations

In this appendix, we derive the identities (76), (108) and (124) when \( F_i \) are either bosonic or fermionic. The starting point for that is the anomalous Ward identity. However, the anomalous Ward identity, as stated in Theorem 11, only applies to bosonic \( F \)'s, as for fermionic ones \( (\hat{S}_0 + F, \hat{S}_0 + F) = (\hat{S}_0, F) + (F, F) + (F, \hat{S}_0) = 0 \). Let \( \varepsilon_i \) be the Grassmann parity of \( F_i \). This means \( \varepsilon_i = 0 \mod 2 \) if \( F_i \) is bosonic (even), and \( \varepsilon_i = 1 \mod 2 \) if \( F_i \) is fermionic (odd). It turns out that the anomalous Ward identity for local
functionals $F_i$ with Grassmann parity $\varepsilon_i$ takes the form

\[
\hat{s}_0 T_n(F_1 \otimes \cdots \otimes F_n) = \sum_{k=0}^n (-1)^{i+k\varepsilon_i} T_n(F_1 \otimes \cdots \otimes \hat{s}_0 F_k \otimes \cdots \otimes F_n) \\
+ \frac{\hbar}{i} \sum_{I_2} (-1)^{\varepsilon_{I_2} + \varepsilon_i} T_{n-1}((F_i, F_j)_{i,j \in I_2} \otimes \bigotimes_{k \in I_2^c} F_k) \\
+ \sum_I (-\frac{\hbar}{i})^{I|-1}(-1)^{\varepsilon_I} T_{n-|I|+1}(A_{|I|}(\bigotimes_{i \in I} F_i) \otimes \bigotimes_{j \in I^c} F_j),
\]

(184)

where $I$ is a non-empty and ordered partition of the set $\{1, 2, \ldots, n\}$ and $I^c$ is the complement partition and $|I_2| = 2$, and where $\varepsilon_{I_2}$ and $\varepsilon_I$ are sings that are obtained by reordering $F_i$’s into $F_1 \ldots F_n$, i.e.

\[
\prod_{j \in I_2} F_j \prod_{k \in I_2^c} F_k = (-1)^{\varepsilon_{I_2}} F_1 \ldots F_n,
\]

(185)

\[
\prod_{j \in I} F_j \prod_{k \in I^c} F_k = (-1)^{\varepsilon_I} F_1 \ldots F_n.
\]

(186)

The above identity is derived by (1) starting from (76) for bosonic $g_1 F_1, \ldots, g_n F_n$, where $g_i$ are anti-commuting numbers, $g_i F_j = (\varepsilon_{i}, \varepsilon_j) g_j g_i$, with the same Grassmann parity as $F_i$, and (2) using the following identities

\[
(g_1 F_1, g_2 F_2) = (-1)^{(\varepsilon_1 + 1)\varepsilon_2} g_1 g_2 (F_1, F_2),
\]

(187)

\[
A_n(g_1 F_1 \otimes \cdots \otimes g_n F_n) = (-1)^{\varepsilon_1 + \sum_{i<j} \varepsilon_i \varepsilon_j} g_1 \cdots g_n A_n(F_1 \otimes \cdots \otimes F_n),
\]

(188)

which are consequences of the symmetry property (10) and the graded symmetry of $A_n$.

Similarly the interacting anomalous Ward identity (108) for all $F_i \in P(M)$ with Grassmann parity $\varepsilon_i$ takes the form

\[
\frac{1}{i\hbar}[Q_L, T_{L,n}(F_1 \otimes \cdots \otimes F_n)] = \sum_{k=0}^n (-1)^{i+k\varepsilon_i} T_{L,n}(F_1 \otimes \cdots \otimes \hat{s}_0 F_k \otimes \cdots \otimes F_n) \\
+ \frac{\hbar}{i} \sum_{I_2} (-1)^{\varepsilon_{I_2} + \varepsilon_i} T_{L,n-1}((F_i, F_j)_{i,j \in I_2} \otimes \bigotimes_{k \in I_2^c} F_k) \\
+ \sum_I (-\frac{\hbar}{i})^{I|-1}(-1)^{\varepsilon_I} T_{L,n-|I|+1}(A_{|I|}(\bigotimes_{i \in I} F_i) \otimes \bigotimes_{j \in I^c} F_j).
\]

(189)

Finally, the interacting consistency condition (124) for all $F_i \in P(M)$ with Grassmann
parity $\varepsilon_i$ takes the form

\begin{align*}
\hat{s}A_{L,n}(F_1 \otimes \cdots \otimes F_n) &+ \sum_i (-1)^{\varepsilon_i} A_{L,n-1}(F_1 \otimes \cdots \otimes F_{i-1} \otimes F_{i+1} \otimes \cdots \otimes F_n, F_i) \\
&+ \sum_{\varepsilon_l \leq \varepsilon_i} (-1)^{\varepsilon_i} A_{L,n}(F_1 \otimes \cdots \otimes \hat{s}F_i \otimes \cdots \otimes F_n) \\
&+ \sum_{I_2} (-1)^{\varepsilon_{I_2} + \varepsilon_i} A_{L,n-1}((F_i, F_j)_{i,j \in I_2} \otimes \bigotimes_{k \in I_2^c} F_k) \\
&+ \sum_I A_{L,|I|+1}(-1)^{\varepsilon_I} \left( A_{L,|I|} \bigotimes_{i \in I} F_i \otimes \bigotimes_{j \in I^c} F_j \right) = 0,
\end{align*}

where the sum runs over all non-empty subsets $I$ of the set \{1, 2, \ldots, n\}, $I^c$ is the complement subset and $|I_2| = 2$.
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