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1 Introduction

The black string is one of the most important exact solutions in higher dimensional general relativity. It is simply the spacetime product of a Schwarzschild black hole and a circle. But despite this almost trivial construction, the black string exemplifies much of the new gravitational physics that exists only in higher dimensions. The black string and its associated solutions demonstrate that when the dimension $D \geq 5$, black holes can have non-spherical topology, are non-uniquely specified by their asymptotic charges [1, 2], and exhibit instabilities that lead to a violation of cosmic censorship [3–5].

With the AdS/CFT correspondence providing one of the principal motivations for gravity in higher dimensions, it would be natural to investigate the phenomenology of black strings in AdS. One way to generate black strings in AdS is by foliating AdS spacetime with a lower-dimensional AdS spacetime as follows:

$$ds^2 = \frac{L^2}{\cos^2 z} \left( dz^2 + \frac{1}{L_{D-1}^2} ds^2_{AdS_{D-1}} \right)$$

where $L$ and $L_{D-1}$ are the AdS radius for $AdS_D$ and $AdS_{D-1}$. The above metric is an AdS spacetime (i.e. a solution to the vacuum Einstein equation with a negative cosmological constant) if $ds^2_{AdS_{D-1}}$ is also an AdS spacetime. By choosing $ds^2_{AdS_{D-1}}$ to be an AdS black hole, one can obtain a black string in AdS.

Because the string ends at two different positions on the AdS boundary ($z = \pm \pi/2$) it is natural to interpret the boundary CFT spacetime as one that contains a black hole. The AdS black string therefore provides an ideal setting for studying the physics of CFTs on black hole backgrounds. From the CFT point of view, these black holes serve as heat baths that interact with the CFT.

As we shall see, AdS black strings can exhibit much of the same physics as black strings in flat space. But being in AdS, this physics is now given a new interpretation within a CFT. For instance, like flat black strings, AdS black strings can be non-unique and compete with other solutions with different topologies [6]. In the context of studying CFTs on black hole backgrounds via holography, the different bulk solutions are usually coined “funnels,” and “droplets,” depending on whether the bulk horizon is connected or disconnected, respectively [7, 8]. The competition between these different solutions within a thermodynamic ensemble is interpreted in the CFT as the competition between confining and deconfining phases.

Having two isolated black holes on the AdS boundary, we can also encounter more unusual horizon configurations. By changing the relative temperature or rotation between the boundary black holes, one can generate bulk “flowing” horizons that are stationary, but non-Killing. The CFT contains a steady-state flow with a nonzero entropy current. Such solutions were first found in AdS [9–11], though an analogous flat space example exists as well [12].

Like flat black strings, AdS black strings can be unstable, and are also expected to violate cosmic censorship. However, much remains unknown about the CFT interpretation of the naked singularity. An early study of this system [13] suggests that the effects of the singularity can potentially be large on boundary observables.
Figure 1. Sketch of the results from the large $D$ effective theory of AdS black strings for $K = 1$. Black holes which are tangent to a $r$-constant surface at $z = 0$ can be described as the solution with different mass density profiles in the effective theory around $z = 0$. For other cases, we must find the embedding shape $r = r_0(z)$ by solving the soap bubble equation [17].

In this paper, we apply the large $D$ limit [14–16] towards the study of AdS strings. In this limit, the near-horizon physics of black holes decouple from the asymptotic region, providing a set of effective equations that can be studied much more easily than the full Einstein equation at finite $D$ [17–19]. So far, the large $D$ effective theory has been useful for studying various black holes/brane spacetimes. In particular, the dynamics of the asymptotically flat black string is understood at a nonlinear level [17, 20–23]. We will obtain a set of effective dynamical equations that govern the behaviour of AdS black strings. By focusing on the dynamics in the short wavelength of $O\left(1/\sqrt{D}\right)$ around $z = 0$, these effective equations properly capture nonlinear dynamics of the AdS black strings [13].

In the present work, we more thoroughly investigate the various stationary solutions of these equations and study their linear stability.

Using the large D effective theory approach, we obtain the following results (figure 1):

1. Possible static deformations of the black strings/funnels are studied. By solving the effective equation shown in ref. [13], we obtain not only deformed strings/funnels, but also an analytic Gaussian blob and droplets corresponding to different boundary conditions at AdS boundaries. We also study the thermodynamics and stability of the solutions. In particular, we analytically estimate the critical dimension (analogous to ref. [21] in flat space) for weakly non-uniform strings/funnels, above which some non-uniform solutions are thermodynamically preferred.

2. We also study general horizon shapes embedded in global AdS that cannot be described by the large $D$ effective theory on the uniform strings/funnels. The embedded horizon

---

1It is known that the nonlinear dynamics of rotating black holes is captured well by zooming in on the near-axis region, where the rotating solutions are described as Gaussian solutions, or Gaussian blobs in the effective theory of the black brane [24–30]. Our approach in the AdS can be seen as a version of this blob approximation.
should satisfy the embedding condition, which is called the soap bubble equation. We obtain droplets, funnels and AdS black holes by numerically solving the soap bubble equation [17].

3. We show the large $D$ effective theory on the uniform strings/funnels also admits non-static but steady-state configurations, or flowing solutions, by imposing slightly different temperatures at AdS boundaries.

In the following section, we review the large $D$ effective equations for AdS strings first obtained in [13]. Then, in section 3, we explain the thermodynamics of black holes within this effective theory. We then study the thermodynamic and stability of some exact solutions in section 4, followed by some numerical solutions in section 5. In section 6, we present and solve the soap-bubble equations for AdS horizon embeddings and connect some of these solutions to the exact solutions of the effective theory. In section 7, we construct solutions with flowing horizons at large $D$. We summarize our findings and provide some concluding remarks in section 8.

2 Large $D$ effective theory near the neck

Here, we obtain the large $D$ effective equations that describe the dynamics of AdS black strings. As is typical of the large $D$ limit, the Einstein equation reduces to a set of membrane equations that govern small fluctuations of the horizon. These equations decouple the horizon from its environment, and hence only depend on time, and the spatial directions along the horizon.

However, it turns out that the long and short wavelengths along the string (relative to $D$) are also be separated. We therefore have two sets of effective dynamical equations: one that governs short wavelengths of $O(1/\sqrt{D})$, and another that governs long $O(1)$ wavelengths. Since the short wavelength sector contains instabilities, it contains more interesting dynamics, and is the focus of this section. The long wavelength effective equations can be found in appendix A.

2.1 Foliations in AdS

To form a black string in AdS, one can foliate AdS with AdS slices. That is, the following metric solves the vacuum Einstein equation with negative cosmological constant:

$$ds^2 = \frac{L^2}{\cos^2 z} \left( dz^2 + \frac{1}{L_{D-1}^2} ds_{AdS_{D-1}}^2 \right),$$

(2.1)

where $L$ is the AdS length scale and $ds_{AdS_{D-1}}^2$ is also an AdS metric. To obtain a black string, we can choose the Schwarzschild-AdS metric

$$ds_{AdS_{D-1}}^2 = L_{D-1}^2 \left( -f(r) dt^2 + \frac{dr^2}{f(r)} + r^2 d\Omega_{D-3}^2 \right), \quad f(r) = K + r^2 - \frac{\mu}{r^{D-4}},$$

(2.2)

One can similarly foliate AdS with flat, or deSitter slices, but the resulting black strings are singular.
where $d\Sigma^2$ is the metric for a maximally symmetric space with constant curvature $K \in \{1, 0, -1\}$. Written this way, the full metric is now independent of $L_{D-1}$. The case $K = 1$ best describes a black string, though we will keep $K$ general. For $K = 1$ and $0 < \mu \ll 1$, the region with small $z$ and $r$ closely resembles a black string in flat space.

The boundary metric is obscured by the fact that both $z \to \pm \pi/2$ and $r \to \infty$ lie at the AdS boundary. Therefore, consider the coordinate transformation

$$r \to \frac{\rho C_K(\xi)}{\sqrt{1 + \rho^2 S_K(\xi)^2}}, \quad \tan(z) \to \rho S_K(\xi),$$

where

$$S_1(\xi) = \sin \xi, \quad S_0(\xi) = \xi, \quad S_{-1}(\xi) = \sinh \xi,$$

$$C_1(\xi) = \cos \xi, \quad C_0(\xi) = 1, \quad C_{-1}(\xi) = \cosh \xi,$$

$$T_1(\xi) = \tan \xi, \quad T_0(\xi) = \xi, \quad T_{-1}(\xi) = \tanh \xi.$$  

With these new coordinates and $\mu = 0$, the metric (2.1) takes the familiar form

$$ds^2 = L^2 \left[ -(K + \rho^2) dt^2 + \frac{d\rho^2}{K + \rho^2} + \rho^2 \left( d\xi^2 + C_K(\xi)^2 d\Sigma^2_{D-3}\right) \right],$$

which is just the metric for vacuum AdS. Now applying the transformation when $\mu \neq 0$, we can then take the $\rho \to \infty$ limit to extract the boundary metric, which can be written in the form

$$ds^3 = -\left[ 1 - \mu S_K(\xi)^2 |T_K(\xi)|^{D-4} \right] dt^2 + \frac{d\xi^2}{1 - \mu S_K(\xi)^2 |T_K(\xi)|^{D-4}} + C_K(\xi)^2 d\Sigma^2_{D-3}.$$  

This boundary metric contains two horizons, is $\mathbb{Z}_2$ symmetric about $\xi = 0$, and is smooth for even $D$.

### 2.2 Large $D$ limit of the AdS string

Let us now write the AdS black string in a form that is more amenable to taking a large $D$ expansion. We begin by taking the AdS black string and replacing $\mu$ with the horizon radius $r_0$, and moving to Eddington-Finkelstein coordinates

$$ds^2 = \frac{L^2}{\cos^2 z} \left( dz^2 - f(r) dr^2 + 2 dt dr + r^2 d\Sigma^2_{D-3} \right), \quad f(r) = K + r^2 - \frac{r_0^{D-4}(K + r_0^2)}{r^{D-4}}.$$  

For convenience, we set

$$n = D - 4,$$  

and will expand in $1/n$. We define the large $D$ radial coordinate, and a short wavelength variable

$$r \to e^\frac{\rho}{\sqrt{n}}, \quad z \to \frac{x}{\sqrt{n}}.$$  

which motivates the ansatz

$$ds^2 = \frac{L^2}{\cos^2 z} \left[ -\left( 1 + \frac{K}{r_0^2} \right) Adt^2 + \frac{2e^{-\frac{\rho}{\sqrt{n}}}}{n} Udtd\rho + \frac{G^2}{n} \left( dx - \frac{C}{G^2} \right)^2 + r_0^2 e^{\frac{2\rho}{\sqrt{n}}} d\Sigma_{n+1} \right].$$  

(2.10)
where $A, C, U, G$ are functions of $(t, x, \rho)$, and $\cos z$ depends on $x$ according to (2.9). With this ansatz, the black string is recovered with

$$A = \frac{e^{2\rho}}{1 + K/r_0^2} - e^{-\rho}, \quad C = 0, \quad U = G = 1.$$  \hfill (2.11)

Note that in this ansatz we have rescaled the time coordinate by $t \rightarrow r_0^{-1} t$ for convenience.

**Effective equations.** From here, we can proceed with expanding the Einstein equation and solving for the metric functions order by order in $1/n$. We impose boundary conditions also order by order in $1/n$. For the first two orders in the expansion, we require that at $\rho \rightarrow \infty$, we get

$$A = 1 + 2\rho \left(1 + \frac{K}{r_0^2} \right) + O\left(n^{-2}\right), \quad G = 1 + O\left(n^{-2}\right), \quad C = O\left(n^{-2}\right), \quad U = 1 + O\left(n^{-2}\right).$$  \hfill (2.12)

These conditions recover the asymptotic AdS boundary, and are consistent with the black string solution given by (2.11).

The leading order solution of the Einstein equation yields

$$A = 1 - e^{-\rho} m(t, x), \quad C = e^{-\rho} p(t, x),$$  \hfill (2.13)

$$G = 1 + \frac{e^{-\rho} p^2(t, x)}{2 (1 + K/r_0^2) m(t, x)} \frac{1}{n}, \quad U = 1 - \frac{e^{-\rho} p^2(t, x)}{2 (1 + K/r_0^2) m(t, x)} \frac{1}{n}.$$  \hfill (2.14)

The integration functions $m$ and $p$ must satisfy the effective equations

$$\partial_t m + (\partial_x + x)(p - \partial_x m) = 0,$$  \hfill (2.15a)

$$\partial_t p - (\partial_x + x) \left( \partial_x p - \frac{p^2}{m} \right) + p - \left(1 + \frac{K}{r_0^2}\right) \partial_x m = 0.$$  \hfill (2.15b)

The black string is recovered for the solution $m = m_0, p = 0$.

At this point, we see that the equations depend only on the combination $K/r_0^2$, and not on $K$ and $r_0$ individually. We therefore define

$$\alpha \equiv \frac{K}{r_0^2}.$$  \hfill (2.16)

From (2.9), we can trace the origin of derivative terms to the spatial divergence and Laplacian:

$$\sqrt{n} \cos^n z \partial_x \cos^{-n} z \simeq e^{-x^2/2} \partial_x e^{x^2/2} = \partial_x + x,$$  \hfill (2.17)

$$n \cos^n z \partial_z \cos^{-n} z \partial_x \simeq e^{-x^2/2} \left( \partial_x e^{x^2/2} \partial_x \right) = \partial_x^2 + x \partial_x.$$  \hfill (2.18)

**Hydrodynamic form of the equations.** Define a velocity $v(t, x)$ such that

$$p = mv + \partial_x m.$$  \hfill (2.19)

The equations take the form

$$\partial_t m + (\partial_x + x)(mv) = 0,$$  \hfill (2.20)

$$\partial_t (mv) - \alpha \partial_x m + (\partial_x + x) \left( mv^2 - 2m \partial_x v - m \partial_x^2 \ln m \right) = 0.$$  \hfill (2.21)
The first equation can be understood as the conservation of the mass flux if we rewrite it as
\[ \partial_t \left( \frac{e^{x^2/2}m}{2} \right) + \partial_x \left( \frac{e^{x^2/2}mv}{2} \right) = 0. \] (2.22)

Later, we will see this actually equivalent to the conservation of the Brown-York energy flux with the spatial volume factor \( \propto \cos^{n+2}z \sim e^{x^2/2} \). In contrast, eq. (2.21) cannot be written in a conservative form in curved spacetime, since the pressure term \( -\alpha \partial_x m \) uses the usual gradient and not by the gradient with the warp factor like other terms. This is natural since we do not have translation symmetry along the string.

For \( K = 1 \) (that is, \( \alpha = 1/r_0^2 \)), one can recover the equation for black strings in flat space (not to be confused with the AdS black brane with one active direction) by focusing on the small central region \( r_0|x| \ll 1 \). Let us make following rescaling
\[ t = \alpha \bar{t}, \quad x = \alpha^{-1/2} \bar{x}, \quad v = \alpha^{1/2} \bar{v}, \quad p = \alpha^{1/2} \bar{p}. \] (2.23)

Then, in the limit \( \alpha \to \infty (r_0 \to 0) \), we recover the equations for the asymptotically (Kaluza-Klein) flat black string.

We also obtained the \( 1/n \)-corrections to metric solutions and effective equations up to \( \mathcal{O}(1/n^2) \). Since they are lengthy to show in the paper, we instead only present the some important results with them.

### 2.3 Symmetries

**Scale invariance.** Eqs. (2.20) and (2.21) are invariant under the rescaling
\[ m \to \lambda m, \quad p \to \lambda p. \] (2.24)

This can be traced back to the scaling degree of freedom in \( r_0 \).

**Boost-like symmetry.** The effective theory inherits a boost symmetry which comes from the embedding of AdS\(_D\) into Mink\(_{2,D-1}\). The detailed derivation is presented in appendix B. Due to the boost symmetry, the following \( m(t, x) \) and \( v(t, x) \) solve the effective equation (2.20) and (2.21), provided that \( \bar{m}(t, x) \) and \( \bar{v}(t, x) \) are also solutions:
\[ m(t, x) = \bar{m}(t + V(t))e^{V(t)^2/2 + V(t)x}, \quad v(t, x) = \bar{v}(t + V(t)) - V'(t) \] (2.25)
where the boost function satisfies
\[ V''(t) + \alpha V(t) = 0, \] (2.26)
which is solved by
\[ V(t) = A S_K \left( \frac{t}{r_0} + B \right), \quad A, B : \text{ constant}, \] (2.27)
where \( S_K \) is given by (2.4). Note that eq. (2.25) looks simpler when it is rewritten in terms of the mass density \( me^{x^2/2} \)
\[ m(t, x)e^{x^2/2} = \bar{m}(t + V(t))e^{4(x + V(t))^2}. \] (2.28)

For \( \alpha = 0 \), this gives the same boost symmetry in the asymptotically flat case [27].
2.4 Static configurations

On solutions that are static, the equations of motion take a simpler form. First set $\partial_t m = 0$ and $v = 0$ (so then $p = \partial_x m$) so that the equations reduce to

$$\alpha \partial_x m + (\partial_x + x) \left( m \partial_x^2 \ln m \right) = 0. \quad (2.29)$$

Now introduce

$$\mathcal{R}(x) = \ln m(x) \quad (2.30)$$

so the equation becomes

$$\alpha \mathcal{R}' + \mathcal{R}' \mathcal{R}'' + \mathcal{R}''' + x \mathcal{R}'' = 0 \quad (2.31)$$

which can be easily integrated once to yield the second-order ODE

$$\mathcal{R}'' + \frac{1}{2} \mathcal{R}^2 + (\alpha - 1) (\mathcal{R} - \mathcal{R}_0) + x \mathcal{R}' = 0. \quad (2.32)$$

The integration constant $\mathcal{R}_0$ amounts to a constant rescaling of $m$.

**Asymptotic behavior.** Here we estimate the asymptotic behavior of the static solution at $x \to \pm \infty$, when the solution approaches a fixed boundary value $\mathcal{R}(x) \simeq \mathcal{R}_0 + \delta \mathcal{R}(x)$. By solving the linearized equation, we obtain the general solution for non-integer $\alpha$ in terms of Hermite polynomials

$$\delta \mathcal{R}(x) = A e^{-\frac{x^2}{\sqrt{2}}} H_{\alpha-2} \left( \frac{|x|}{\sqrt{2}} \right) + B e^{-\frac{x^2}{\sqrt{2}}} H_{\alpha-2} \left( -\frac{|x|}{\sqrt{2}} \right) \quad (2.33)$$

Thus, for $x \to \infty$, we obtain

$$\delta \mathcal{R}(x) \simeq A \left( \sqrt{2} |x| \right)^{\alpha - 2} e^{-\frac{x^2}{\sqrt{2}}} + B \frac{\sqrt{\pi}}{\Gamma(2 - \alpha)} \left( \frac{|x|}{\sqrt{2}} \right)^{1 - \alpha}. \quad (2.34)$$

If $B = 0$, the deformation exponentially decays to the uniform value. This is actually consistent with the perturbative analysis in the $z$-coordinate [6] (see appendix C).

3 Thermodynamics

Here we study the thermodynamic properties of the effective theory. Recall that the boundary metric can be described as having two black holes. These black holes can exchange mass and entropy with the CFT, so these quantities are no longer conserved. In the bulk, these conservation laws are broken due to the fact that the horizon is non-compact.

Nevertheless, there is still a second law of thermodynamics, which is governed by the free energy, which always monotonically decreases.

---

Note that the static condition comes from $T_{tx} = 0$. With $1/n$-correction, this leads to $p = \partial_x m + \mathcal{O}(1/n)$. 

---
3.1 Mass and entropy current, local temperature

**Mass current.** The Brown-York quasi-local tensor can be obtained in the same way as in black strings in flat space. Since we do not have spacial translation symmetry, the only conserved quantity is the mass density current which is given in terms of the Brown-York tensor,

\[
\sqrt{-g_{n+3}} T^{\mu} v_{\mu} = \frac{\sqrt{n} \Omega_{n+1}}{2} \left( \frac{1 + \alpha}{r_0} (r_0 L)^{n+2} \right) (\rho M \partial_t + j_M \partial_x) \tag{3.1}
\]

which is defined on the constant \( \rho \) surface\(^4\)

\[
ds^2_{n+3} = \frac{L^2}{\cos^2(x/\sqrt{n})} \left( \frac{dx^2}{n} - (\alpha + 1) dt^2 + r_0^2 e^{2\rho/n} d\Omega_{n+1}^2 \right) + O(\rho, e^{-\rho}). \tag{3.2}
\]

Up to \( O(1/n) \), the mass density \( \rho_M \) and flux \( j_M \) are given by

\[
\rho_M = e^{\frac{x^2}{2}} m + \frac{e^{\frac{x^2}{n}}}{n} \left( m \left( \frac{2 \log m + x^4}{\alpha + 1} + 2 + 1 \right) \right) \left( \frac{\partial_x p + xp}{\alpha + 1} \right) \tag{3.3}
\]

and

\[
j_M = e^{\frac{x^2}{2}} \left( p - \partial_x m \right) + \frac{e^{\frac{x^2}{n}}}{n (\alpha + 1)} \left[ \frac{1}{12} \left( (\alpha + 1) x^4 + 12 (\alpha + 1) x^2 + 24 \right) (p - \partial_x m) + \right. \\
\left. \left( \partial_x p + xp \right) (p - \partial_x m) \right] + \frac{p^2 \partial_x m}{2 m^2} + \\
\left. + \left( \frac{p^2 \partial_x m}{m^2} - 2 \partial_x m \right) \log m \right]. \tag{3.4}
\]

Using the effective equation to next-to-leading order, the following conservation law holds up to the relevant order,

\[
\partial_t \rho_M + \partial_x j_M = 0. \tag{3.5}
\]

However, the asymptotic behavior of the static solution (2.34) indicates that, at leading order,

\[
\rho_M = e^{\frac{x^2}{2}} m \sim |x|^{-2}, \quad (|x| \gg 1) \tag{3.6}
\]

which does not provide convergent integration for \( \alpha \geq 1 \). Similarly, the flux \( j_M \) does not generally vanish as \( x \to \pm \infty \). That is, the total mass is formally infinite, and its conservation via the mass flux is not guaranteed.

Note that the regularization of the quasi-local tensor has an ambiguity of adding a functional degree of freedom \( \phi(t, x) \),

\[
\rho_M \to \rho_M + \partial_x \phi, \quad j_M \to j_M - \partial_t \phi. \tag{3.7}
\]

In the asymptotically flat case, this freedom in \( \phi \) never changes the total mass. However, in the current setup, different \( \phi \) will change the boundary behavior at \( x \to \pm \infty \). Later, we will see how this ambiguity has consequences for the definition of free energy.

\(^4\)This is not the conformal boundary geometry at \( r = \infty \), but rather the matching region within the near horizon region where \( 0 \ll \rho \ll n \).
Entropy current and local temperature. The entropy and local temperature are defined on the local event horizon \cite{31}. The entropy current is given by

\[ J_\mu^s \partial_\mu = \frac{r_0 \Omega_{n+1}}{\sqrt{n}} (r_0 L)^{n+2} \left( \rho_S \partial_t + j_S \partial_x \right) \]  

(3.8)

where

\[ \rho_S = e^{\frac{x^2}{2}} m + \frac{e^{\frac{x^2}{2}}}{n} \left[ \frac{2 (x \partial_x m + \partial_x^2 m - \partial_x p - xp)}{\alpha + 1} - \frac{p^2 - 4p \partial_x m + 2(\partial_x m)^2}{2(\alpha + 1)m} \right. \]

\[ + \left. \left( \frac{x^4}{12} + x^2 + \log m \right) m \right] , \]

(3.9)

and

\[ j_S = e^{\frac{x^2}{2}} (p - \partial_x m) + \frac{e^{\frac{x^2}{2}}}{n(\alpha + 1)} \left[ \frac{(\alpha + 1)x^4 + 12(\alpha + 1)x^2 + 24}{12} (p - \partial_x m) - 2\partial_x^2 m + 2\partial_x^2 \right. \]

\[ \left. + (\alpha + 1)(p - 2\partial_x m) \log m + \frac{2(p - \partial_x m + xm)(\partial_x p - \partial_x^2 m)}{m} - \frac{p^3 - 4(\partial_x m)^2 p + 2(\partial_x m)^3}{2m^2} \right] . \]

(3.10)

Using the effective equation, we can deduce the second law

\[ \partial_t \rho_S + \partial_x j_S = \frac{2}{n(\alpha + 1)m(\partial_x v)^2} \geq 0 , \]

(3.11)

where \( v := (p - \partial_x m)/m \). For the same reason as the mass current, the total entropy is not a well-defined quantity.

The local temperature is given by the surface gravity of the local event horizon as

\[ \kappa = \frac{n}{2r_0} (1 + \alpha) \kappa \]

(3.12)

where \( \kappa \) is given up to next to leading order

\[ \kappa = 1 + \frac{1}{(\alpha + 1)n} \left( 2 - (\alpha - 1) \log m + \frac{\partial_x p + xp - 2\partial_x^2 m}{m} + \right. \]

\[ \left. + \frac{3p^2 - 4p \partial_x m + 2\partial_x m (\partial_x m - 2xm)}{2m^2} \right) . \]

(3.13)

In the static case, \( \partial_x \kappa = 0 \) gives the soap bubble equation equivalent to the effective equation. The boundary condition \( m = m_0 + \mathcal{O}(e^{-x^2/2}) \), \( p = \mathcal{O}(e^{-x^2/2}) \) for \( x \to \pm \infty \) fixes the boundary temperature

\[ \kappa \to \kappa_0 = 1 + \frac{2 - (\alpha - 1) \log m_0}{n(\alpha + 1)} . \]

(3.14)

This reproduces the temperature of the uniform AdS string (B.13) with \( r_H = r_0 m_0^{1/n} \),

\[ r_0 \kappa = \frac{n}{2} \left( r_H + \frac{1}{r_H} \right) + r_H , \]

(3.15)

where one should note that we have rescaled the time coordinate by \( r_0^{-1} \).
3.2 Free energy

Neither the total mass nor total entropy are well-defined physical quantities in the effective theory due to the non-vanishing boundary fluxes and non-convergence of the integration. Nevertheless, one can see that the free energy defined under the boundary conditions \( m = m_0 + \mathcal{O}\left(e^{-x^2/2}\right) \) and \( p = \mathcal{O}\left(e^{-x^2/2}\right) \) is actually well-defined within the effective theory,\(^5\)

\[
\frac{1}{n} \rho_F \equiv \rho_M + \partial_x \phi - \kappa_0 \rho_S, \quad \frac{1}{n} j_F \equiv j_M - \partial_t \phi - \kappa_0 j_S, \quad (3.16)
\]

where \( \kappa_0 \) is the boundary temperature (3.14). By choosing \( \phi \) as

\[
\phi = \frac{e^{x^2/2}}{n(\alpha + 1)} (p \log m + 2 \partial_x m), \quad (3.17)
\]

the free energy has vanishing boundary flux\(^6\)

\[
j_F \to \mathcal{O}\left(e^{-x^2/2}\right), \quad (x \to \pm \infty) \quad (3.18)
\]

This condition can be understood as

\[
\delta M_{\text{bulk}} = \kappa_0 \delta S_{\text{bulk}}, \quad (3.19)
\]

which is a natural relation under the heat bath.

In the hydrodynamical expression, the free energy density is given by

\[
\rho_F = \frac{e^{x^2/2}}{\alpha + 1} \left[ \frac{(\partial_x m)^2}{2m} + \frac{1}{2} m v^2 - (\alpha - 1)m(\log(m/m_0) - 1) \right]. \quad (3.20)
\]

At \( x \to \pm \infty \), the free energy behaves as

\[
\rho_F = \frac{\alpha - 1}{\alpha + 1} e^{x^2/2} m_0 + \mathcal{O}\left(e^{-x^2/2}\right). \quad (3.21)
\]

Then we can define the total free energy measured relative to the uniform string \( m(t, x) = m_0 \) as

\[
\Delta F(t) := \int_{-\infty}^{\infty} (\rho_F - \rho_F|_{\text{uniform}}) dx. \quad (3.22)
\]

The monotonicity automatically follows from that of the entropy current,

\[
\frac{d \Delta F}{dt} = - \frac{2}{\alpha + 1} \int_{-\infty}^{\infty} e^{x^2/2} m(\partial_x v)^2 dx \leq 0 \quad (3.23)
\]

In particular, for the static solution with \( m = e^R \), the free energy is obtained by

\[
\Delta F = \int_{-\infty}^{\infty} \frac{e^{x^2/2}}{\alpha + 1} \left[ e^R \left( \frac{1}{2}(R')^2 - (\alpha - 1)(R - R_0 - 1) \right) - (\alpha - 1) e^{R_0} \right] dx. \quad (3.24)
\]

Note that to obtain the free energy up to a certain order of \( 1/n \), one needs know one higher order of the mass, entropy and temperature.

\(^5\)This is similar to the entropy difference defined for the asymptotically flat effective theory, but the coefficient should be tuned up to higher order in \( 1/n \), so that the boundary flux vanishes.

\(^6\)One can check this by expanding \( j_F \) with \( m = m_0 + \epsilon \delta m, \quad p = \epsilon \delta p \) and requiring \( \mathcal{O}(\epsilon) \) vanishes.
Variation of free energy. We can exploit some useful information on the dynamics from the free energy. Let us consider a small variation from a static configuration,

\[ m = e^{\mathcal{R}(x)}(1 + \varepsilon \delta m(t,x)), \quad v = \varepsilon \delta v(t,x), \quad \text{(3.25)} \]

the first order variation of the free energy becomes

\[
\delta^{[1]} F = - \int_{-\infty}^{\infty} \frac{e^{x^2/2} e^{\mathcal{R}}}{\alpha + 1} \left( \mathcal{R}'' + \frac{1}{2} (\mathcal{R}')^2 + x \mathcal{R}' + (\alpha - 1)(\mathcal{R} - \mathcal{R}_0) \right) \delta m \, dx, \quad \text{(3.26)}
\]

where we assume the variation decays at \( x \to \pm \infty \) as \( \delta m, \delta v = \mathcal{O} \left( e^{-x^2/2} \right) \). Therefore, the first order variation vanishes if and only if \( \mathcal{R}(x) \) is the solution of the static equation (2.32). This means that the static free energy (3.24) serves as an effective action for the static equation. The similar action for the static effective equation was proposed in [32]. They also pointed that the action is proportional to \( E - T_0 S \), which is equivalent to our free energy.

The second order variation provides information on the linear stability around the static solution. Expanding the free energy up to \( \mathcal{O}(\varepsilon^2) \), we obtain

\[
\delta^{[2]} F = \int_{-\infty}^{\infty} \frac{e^{x^2/2} e^{\mathcal{R}}}{2(\alpha + 1)} \left( (\partial_x \delta m)^2 - (\alpha - 1) \delta m^2 + \delta v^2 \right) \, dx. \quad \text{(3.27)}
\]

Since the free energy cannot increase in time, the negativity of this integration indicates the solution \( \mathcal{R}(x) \) is unstable to the given onset of the fluctuation \( \delta m(t,x), \delta v(t,x) \) at time \( t \). The variation \( \delta v \) gives positive definite contribution, and hence does not involve the instability. Since it is difficult to show the instability for a general onset \( \delta m \), we assume \( \delta m \) can be expanded in terms of the orthogonal functions,

\[
\delta m(t,x) = \sum_{i=0}^{\infty} a_i(t) H_i \left( x/\sqrt{2} \right) e^{-x^2/2}. \quad \text{(3.28)}
\]

Plugging this into eq. (3.27) with \( \delta v = 0 \), we obtain

\[
\delta^{[2]} F = \sum_{i,j=0}^{\infty} \mathcal{H}_{ij} a_i a_j, \quad \text{(3.29)}
\]

where we introduced the Hesse matrix

\[
\mathcal{H}_{ij} := \int_{-\infty}^{\infty} \frac{e^{-x^2/2} e^{\mathcal{R}}}{4(\alpha + 1)} \left( H_{i+1} \left( x/\sqrt{2} \right) H_{j+1} \left( x/\sqrt{2} \right) - 2(\alpha - 1) H_i \left( x/\sqrt{2} \right) H_j \left( x/\sqrt{2} \right) \right) \, dx. \quad \text{(3.30)}
\]

If \( \mathcal{H}_{ij} \) is not a positive definite matrix, we can prove the existence of an instability. However, it is not practical to evaluate an infinite-dimensional matrix if \( \mathcal{R}(x) \) is constructed only numerically. Instead, we expect only a few long wavelength modes to be involved to the instability, and thus we can often truncate the expansion at finite order to make \( \mathcal{H}_{ij} \) finite.

For the uniform funnels \( \mathcal{R}(x) = \mathcal{R}_0 \), eq. (3.29) is easily evaluated as

\[
\delta^{[2]} F = \frac{\sqrt{2} \pi e^{\mathcal{R}_0}}{2(\alpha + 1)} \sum_{k=0}^{\infty} 2^k k! (k + 2 - \alpha) a_k^2. \quad \text{(3.31)}
\]
This indicates each mode becomes an unstable onset if \( \alpha > k + 2 \). One can see that for \( K = -1 \) and \( K = 0 \), the uniform string is always stable. In the \( K = 1 \) case, we have a threshold radii of \( r_0 = 1/\sqrt{k + 2} \) for each onset, which in turn shows the stability of fatter strings with \( r_0 > 1/\sqrt{2} \). This is consistent with the perturbative analysis we perform later in section 4.2. The stability of the uniform strings can also be shown for general onset \( \delta m \) by using a Wirtinger-type inequality\(^7\)

\[
\delta \Delta F \geq \frac{R_0}{2(\alpha + 1)} \int_{-\infty}^{\infty} e^{2x^2/2} \left( (2 - \alpha)(\delta m)^2 + \delta v^2 \right) dx \tag{3.32}
\]

which again guarantees the linear stability of the uniform funnels for \( r_0 > 1/\sqrt{2} \).

4 Thermodynamics and stability of exact static solutions

In this section, we study the thermodynamics and stability of the static solutions. But first, we briefly explain some terminology commonly used in holographic setups with boundary black holes [7]. When horizons of boundary black holes extend into bulk horizons, the resulting bulk horizons can either be connected or disconnected. Connected configurations are called “funnels,” which disconnected configurations are called “droplets.”

In the current setup, we only have a single connected horizon, so technically all configurations are funnels. However, we also have situations where the mass function exhibits Gaussian decay. It is natural to expect that these connections are severed at finite \( D \), and so we treat exponentially small mass functions as equivalent to the absence of a horizon.

We therefore have two choices of boundary behaviors on each side: approach to the uniform solution \( m \to m_0 \) or the Gaussian decay \( m \to 0 \). We will look at primarily three possible configurations according to their boundary choice: (1) Gaussian blobs \( m(\pm \infty) = 0 \), which resemble bulk black holes that are fully disconnected from the boundary (2) Funnels or double droplets with \( m(\pm \infty) = m_0 \), (3) Single droplets with \( m(-\infty) = 0 \) and \( m(\infty) = m_0 \), and their physically equivalent versions with \( x \to -x \). There are more complicated configurations such as double droplets with Gaussian blobs between them, but we will not address them here.

Using this terminology, the uniform strings we have described fall under case (2) and are equivalently called uniform funnels. We will therefore use the terms “uniform string” and “uniform funnels” interchangeably.

4.1 Gaussian blobs

The static equation (2.29) has a simple exact static solution

\[
m(x) = m_0 e^{-\frac{\alpha + 1}{2} x^2}. \tag{4.1}
\]

In the rescaled coordinate (2.23), the limit \( r_0 \to 0 \) recovers the usual static blob.

\(^7\)Suppose that \( \phi(t, x) := e^{x^2/2} \delta m(t, x) \) is a smooth function of \( x \in (-\infty, \infty) \) which have at most polynomial growth for \( |x| \to \infty \). Then, a simple calculation follows

\[
\int_{-\infty}^{\infty} e^{x^2/2} ((\partial_x \delta m)^2 - \delta m^2) dx = \int_{-\infty}^{\infty} e^{-x^2/2} (\partial_x \phi)^2 dx \geq 0.
\]
Gaussian blob as large-D Schwarzschild-AdS black hole. The solution (4.1) can actually be recovered as the large D limit of the Schwarzschild-AdS solution

$$ds^2 = L^2 \left( -F(R)dt^2 + \frac{dR^2}{F(R)} + R^2(d\theta^2 + C_K^2(\theta)d\Sigma_{n+1}) \right)$$

(4.2)

with

$$F(R) = K + R^2 - \frac{(K + r_0^2) R_0^{n+1}}{R^{n+1}},$$

(4.3)

where the horizon is present at $R = r_0$. First, we change to the coordinate fit to the AdS black string background (2.7)

$$R = \sqrt{(K + r^2) \sec^2 z - K}, \quad T_K(\theta) = \frac{\sin z}{r}.$$  

(4.4)

Since the horizon exists around $(r, z) = (r_0, 0)$, the large $n$ limit with the large $D$ near horizon coordinate for AdS strings (2.9) keeps the horizon

$$F(R) \simeq r_0^2 (1 + \alpha) \left( 1 - e^{-\frac{1+n}{2}x^2} \right).$$

(4.5)

By rescaling the time coordinate by $t \to t/r_0$ and switching to the Eddington-Finkelstein coordinate, we can verify that to leading order in $1/n$ the metric becomes of the same form as (2.10), (2.13) for the Gaussian solution (4.1).

Bouncing blob. The boost transformation (2.25) on the Gaussian blob solution leads to the following stationary solution

$$m(t, x) = m_0 e^{-\frac{x^2}{2} e^{-\frac{2}{2}(x + V(t))^2}}, \quad v(x) = -V'(t).$$

(4.6)

For $K = 1$, this gives a Gaussian blob with a oscillatory motion. This corresponds to the AdS black holes bouncing back and forth in the AdS interior.

4.1.1 Stability of AdS-black holes/ Gaussian blobs

We study the dynamical perturbation of the Gaussian blob presented in section 4.1. Perturbing the solution that corresponds to an AdS-black hole according to

$$m(t, x) = e^{-\frac{x^2}{2} e^{-\frac{2}{2}(x + V(t))^2}}, \quad v(t, x) = -v'(t).$$

(4.7)

(4.8)

the equations of motion (2.20) and (2.21) yield the perturbation equations

$$- \alpha x \delta v + \delta v' + \Omega \delta m = 0$$

$$\left( \alpha^2 x^2 + \alpha \left( x^2 - 1 \right) + \Omega \right) \delta v - x \delta v' - \delta v''$$

$$- (\alpha + 1) x \Omega \delta m + (1 + \Omega) \delta m' + \alpha x m'' - \delta m(3) = 0.$$  

(4.9)

(4.10)
These equations can be written as a fourth order master equation

$$0 = \Omega (\Omega - 2\alpha) \delta m + \alpha x (1 + 2\Omega) \delta m' + (\alpha^2 x^2 - \alpha - 2\Omega - 1) \delta m'' - 2\alpha x \delta m^{(3)} + \delta m^{(4)}.$$  

(4.11)

We find that this is equivalent to the product of two commuting second order differential operators

$$D_1 D_2 \delta m = D_2 D_1 \delta m = 0,$$

(4.12)

where

$$D_i := \partial_x^2 - \alpha x \partial_x + \alpha \lambda_i$$

(4.13)

and \(\lambda_i\)'s are the roots of

$$\alpha^2 \lambda^2 + \alpha (2\Omega - \alpha + 1) \lambda + \Omega (\Omega - 2\alpha) = 0.$$  

(4.14)

The master equation (4.11) admits normalizable solutions

$$\delta m(x) = H_k \left( \sqrt{\frac{\alpha}{2}} x \right), \quad k = 0, 1, 2, \ldots$$

(4.15)

only if \(\lambda = k\) is a solution of eq. (4.14). From eq. (4.9), \(\delta v(x)\) is also obtained as

$$\delta v(x) = -\frac{2\Omega}{\sqrt{\alpha}} H_{k-1} \left( \sqrt{\frac{\alpha}{2}} x \right),$$  

(4.16)

for \(k \geq 1\). \(k = 0\) leads to non-normalizable mode in \(\delta v(x)\) and hence not allowed. By solving eq. (4.14) for \(\lambda = k = 1, 2, 3, \ldots\), the growth rate is given by

$$\Omega = -(k - 1)\alpha \pm i \sqrt{\alpha k + \alpha^2 (k - 1)}.$$  

(4.17)

We conclude that all normalizable modes are stable, as expected for AdS-black holes and there is a purely oscillatory mode for \(k = 1\), that corresponds to the onset of the ‘bouncing blob’ described in section 4.1.

### 4.1.2 Gaussian blobs as fat funnels and black tsunamis

Though we have managed to recover these Gaussian blobs from the large \(D\) limit of the Schwarzschild-AdS solution, they can also be interpreted as “fat” funnels, and are often the preferred endpoint of the large-D Gregory-Laflamme instability in this system, as was show in [13]. Here, we briefly review the results in [13] and explain this interpretation.

It was found, by numerical time evolution, that unstable uniform black strings sometimes develop a large bulge which grows without bound. The endpoint thus seems to be a solution which lies outside of the large-\(D\) effective equations. However, this endpoint can be interpreted as a Gaussian blob in the following way. Consider the mass function \(m(t, x)\) and
rescale it via (2.24) as $m_s(t, x) = m(t, x)/m(t, 0)$. Then even though $m(t, 0)$ grows without bound as $t \to \infty$, $m_s(t, x)$ approaches the Gaussian blob. So the final endstate resembles an infinitely rescaled Gaussian solution.

For the Gaussian blob, its free energy, relative to the uniform solution, can be formally written as

$$\Delta F = (\text{finite terms}) + \frac{1 - \alpha}{1 + \alpha} m_0 \int_{-\infty}^{\infty} dx e^{x^2},$$

(4.18)

which diverges since the boundary values are different than for the string. But we can still extract relevant information from this formal expression, since the overall sign of $\Delta F$ changes with $\alpha$. In particular, when $\alpha > 1$ (that is, when $K = 1$ and $r_0 < 1$), the Gaussian blob has negative infinite free energy compared to any string, uniform or non-uniform. Hence, the Gaussian solution is dominant over thin strings. The time-dependent simulations in [13] are fully consistent with this thermodynamic analysis.

### 4.2 Stability of uniform funnels

Like black strings in flat space, uniform funnels exhibit a Gregory-Laflamme instability when its thickness becomes thin enough. Here we show the appearance of the instability using linear perturbation theory. Let us consider the following perturbation,

$$m(t, x) = 1 + e^{\Omega t} \delta m(x), \quad p(t, x) = e^{\Omega t} \delta p(x),$$

(4.19)

where the mode functions are assumed to have Gaussian decay at $x \to \pm \infty$ so that the boundary behavior remains the same. The linearized equation becomes

$$\delta m'' + x \delta m' + \delta p' + x \delta p - \Omega \delta m = 0,$$

(4.20)

$$\delta p'' + x \delta p' - (1 + \Omega) \delta p - (\alpha + 1) \delta m' = 0.$$

(4.21)

Eliminating $\delta p$, we find a fourth order master equation

$$\delta m^{(4)} + 2x \delta m^{(3)} + \left(\alpha + x^2 - 2\Omega + 1\right) \delta m'' + x (\alpha - 2\Omega) \delta m' + \Omega (\Omega + 2) \delta m = 0.$$  

(4.22)

As in the previous section, the master equation is again equivalent to the product of two commuting differential operators

$$\mathcal{D}_1 \mathcal{D}_2 \delta m = \mathcal{D}_2 \mathcal{D}_1 \delta m = 0,$$

(4.23)

where $\mathcal{D}_i$ are given by

$$\mathcal{D}_i := \partial^2_x + x \partial_x + \lambda_i$$

(4.24)

and $\lambda_i$’s are the roots of

$$\lambda^2 + (2\Omega - \alpha + 1)\lambda + \Omega (\Omega + 2) = 0.$$  

(4.25)

The normalizable modes exist if

$$\lambda = k + 1 \quad (k = 0, 1, 2, \ldots)$$

(4.26)
is a root of eq. (4.25), where the mode function is given by
\[ \delta m = e^{-x^2/2}H_k(x/\sqrt{2}). \]  
(4.27)

From eq. (4.25), the dispersion relation is obtained as
\[ \Omega = -2 - k \pm \sqrt{2 + k + (k + 1)\alpha}. \]
(4.28)

It is easy to see that the zero modes exists for
\[ \alpha = k + 2. \]
(4.29)

Though we do not give the technical details, we also solved the perturbation equation up to \( O(1/n^2) \) for the first unstable mode \( (k = 0) \) which gives the dispersion
\[ \Omega = -2 + \sqrt{\alpha + 2 + \frac{1}{n} \left( \frac{(7 + \alpha)\sqrt{\alpha + 2}}{2 + \alpha} - 6 \right)} \]
\[ + \frac{1}{n^2} \left( \frac{2(\pi^2 - 1 - \alpha)}{\alpha + 1} \sqrt{\alpha + 2} \left( -32\pi^2 + 57 - (24\pi^2 - 105)\alpha - (4\pi^2 - 39)\alpha^2 - 9\alpha^3 \right) \right) \].
(4.30)

The zero mode occurs for
\[ \alpha = 2 \left( 1 + \frac{3}{n} + \frac{1}{n^2} \right). \]
(4.31)

One can check this is consistent with the zero mode analysis up to \( 1/n \) in [6].

4.2.1 Weakly non-uniform funnels

Like black strings in flat space, we also have several non-uniform families originating from zero modes (4.29). Here we study these non-uniform branches when the deformations are perturbatively small.

We begin with assuming the solution is perturbatively expanded from the uniform funnel
\[ R(x) = \varepsilon\delta^{[1]}R(x) + \varepsilon^2\delta^{[2]}R(x) + \cdots. \]
(4.32)

As in eq. (2.34), we impose the normalizable condition such that the solution at each order decays as \( e^{-x^2/2} \) at \( |x| \rightarrow \infty \). Expanding eq. (2.32) in a small \( \varepsilon \), we obtain
\[ \delta^{[i]}R'' + x\delta^{[i]}R' + (\alpha - 1)\delta^{[i]}R = S^{[i]}, \]
(4.33)

where the source term \( S^{[i]} \) consists of lower order solutions. Now, let us start from \( k \)-th zero mode perturbation on the uniform funnel
\[ \alpha = 2 + k, \quad \delta^{[i]}R(x) = u_k(x) := H_k \left( \frac{x}{\sqrt{2}} \right) e^{-x^2/2}, \]
(4.34)

where \( u_k \) is a solution of the linear equation
\[ u_k'' + xu_k' + (k + 1)u_k = 0. \]
(4.35)
At second order, we expect the non-linear perturbation backreact to the quantization condition
\[ \alpha = k + 2 + \alpha_1 \varepsilon. \] (4.36)

Thus, the second order equation becomes
\[ \delta^{[2]} \mathcal{R}'' + x \delta^{[2]} \mathcal{R}' + (k + 1) \delta^{[2]} \mathcal{R} = \mathcal{S}^{[2]} - \alpha_1 u_k, \] (4.37)
where the source term is given by
\[ \mathcal{S}^{[2]} = \frac{1}{2} \left( (u'_k)^2 - (k + 1) u_k^2 \right). \] (4.38)

Multiplying by \( e^{x^2/2} u_k \) on the left hand side of eq. (4.37), one can see
\[ e^{x^2/2} u_k \times \text{l.h.s. of (4.37)} = \partial_x \left[ e^{x^2/2} \left( u_k \partial_x \delta^{[2]} \mathcal{R} - \delta^{[2]} \mathcal{R} \partial_x u_k \right) \right], \] (4.39)
where we used eq. (4.35). Assuming \( \delta^{[2]} \mathcal{R} \) decays as \( e^{-x^2/2} \) at \( |x| \to \infty \), the integration over \((-\infty, \infty)\) should vanishes, which yields the normalizable condition
\[ 0 = \int_{-\infty}^{\infty} e^{x^2/2} \left( \frac{1}{2} (u'_k)^2 - \frac{k+1}{2} u_k^3 - \alpha_1 u_k^2 \right). \] (4.40)

By integrating by part with eq. (4.35), we find
\[ \alpha_1 = -\frac{k+1}{4} \int_{-\infty}^{\infty} e^{x^2/2} u_k(x)^3 dx \int_{-\infty}^{\infty} e^{-2u^2} H_k(u)^3 du. \] (4.41)

Using the parity of the Hermite polynomials, one can show odd modes do not get corrections at this order
\[ \alpha_1 \bigg|_{k=\text{odd}} = 0, \] (4.42)
which means the correction for odd modes begins at \( \mathcal{O}(\varepsilon^2) \). This is expected since the odd mode perturbation gives physically identical deformations for either sign of \( \varepsilon \), and hence the branching should not be two sided.

For the even modes, the perturbations are even about \( x \) and depend on the sign of \( \varepsilon \). We call these branches bulges (and ditches) where the non-uniform perturbation increases (decreases) the mass function at \( x = 0 \).

The values of the coefficient for the lowest few modes are
\[ \alpha_1 \bigg|_{k=0,2,4} = -\frac{1}{4 \sqrt{2}}, -\frac{3}{32 \sqrt{2}}, -\frac{45}{512 \sqrt{2}}. \] (4.43)

The negative value of \( \alpha_1 \bigg|_{k=0} \) indicates that, from the first zero mode, the bulge branch appears in the fatter side \( r_0 > 1/\sqrt{2} \) where the uniform funnel becomes stable, while the ditch branch appears in the thinner, unstable side.
Free energy. With the second order perturbation, we can now evaluate the free energy of each branch. By integrating by parts, we obtain

$$\Delta F = -\frac{\varepsilon^3}{2(k+3)} \left( \alpha_1 \int_{-\infty}^{\infty} e^{x^2/2} (\delta^{[1]} R)^2 dx + \frac{k+1}{6} \int_{-\infty}^{\infty} e^{x^2/2} (\delta^{[1]} R)^3 dx \right) = -\frac{\sqrt{2\pi^2 k} k! \alpha_1}{6(k+3)} \varepsilon^3. \quad (4.44)$$

And for the lowest modes, we have

$$\Delta F|_{k=0, 2, 4} = \frac{\sqrt{\pi}}{72} \varepsilon^3, \quad \frac{\sqrt{\pi}}{40} \varepsilon^3, \quad \frac{45\sqrt{\pi}}{56} \varepsilon^3. \quad (4.45)$$

For the first branch, one can see that the ditch branch ($\varepsilon < 0$) has lower free energy and bulge branch ($\varepsilon > 0$) has larger free energy than the uniform string. So long as the deformations are small, it is therefore thermodynamically possible for unstable uniform strings to evolve into non-uniform ditch configurations, but not bulge configurations.

Critical dimension in the first deformed branch. For the first branch, by repeating the same analysis up to $O(n^{-2})$, we obtain the solution expanded both in $\varepsilon$ and $1/n$,

$$\mathcal{R}(x) = \varepsilon \left( \delta^{[1]}(x) + \frac{\delta^{[1]}(x)}{n} + \frac{\delta^{[2]}(x)}{n^2} \right) + \varepsilon^2 \left( \delta^{[2,0]}(x) + \frac{\delta^{[2,1]}(x)}{n} + \frac{\delta^{[2,2]}(x)}{n^2} \right) \quad (4.46)$$

with

$$\frac{\alpha}{\alpha_{GL}} = 1 - \varepsilon \frac{1 - 53}{8\sqrt{2}} \left( 1 - \frac{5823 + 64\pi^2}{1152n^2} \right), \quad (4.47)$$

where $\alpha_{GL}$ is the threshold parameter for the first zero mode (4.31). One can see the phase of bulges ($\varepsilon > 0$) and ditches ($\varepsilon < 0$) flip the side across a certain value of $n$,

$$n_{\text{crit}} = 7.38 \ldots, \quad \text{or} \quad D_{\text{crit}} = 11.38 \ldots. \quad (4.48)$$

4.2.2 Stability of weakly non-uniform funnels

The stability of deformed branches can be studied in the same way as in the uniform black string,

$$m(t, x) = e^{\mathcal{R}(x)} (1 + e^{\Omega \delta m(x)}), \quad p(t, x) = e^{\mathcal{R}(x)} (\mathcal{R}'(x) + e^{\Omega \delta p(x)}), \quad (4.49)$$

where $\mathcal{R}(x)$ is the static solutions solved by the perturbative expansion in the previous section

$$\mathcal{R}(x) = \varepsilon u_k(x) + \varepsilon^2 \delta^{[2]}(x) + \ldots \quad (4.50)$$

with the parameter

$$\alpha = k + 2 + \alpha_1 \varepsilon. \quad (4.51)$$

Under these background, the mode function and growth rate is solved by the perturbative expansion in $\varepsilon$,

$$\delta m(x) = u_k + \delta^{[1]}(x) + \ldots, \quad \delta p(x) = u_k' + \delta^{[1]}(x) + \ldots. \quad (4.52)$$
and
\[
\Omega = 0 + \Omega_1 \varepsilon + \cdots ,
\tag{4.53}
\]
where the zeroth order solution is set that of the static zero mode, since the background solution reduces to the uniform funnel at \( \varepsilon = 0 \). The equation at the first order can be written in the form of master equation with source terms
\[
D_1 D_2 \delta^{[1]} m = D_2 D_1 \delta m^{[1]}
= -2(1+k)^2 u_k^2 + 2(2+k-x^2) (u'_k)^2 + ((k+1) \alpha_1 - 2(k+2) \Omega_1) u_k - 4(k+1) xu_k u'_k
\tag{4.54}
\]
where the differential operators \( D_i \) are given by
\[
D_1 = \partial_x^2 + x \partial_x + k + 1, \quad D_2 = \partial_x^2 + x \partial_x.
\tag{4.55}
\]
It turns out the operator \( D_2 \) can be integrated as
\[
D_1 \delta^{[1]} m = \left( \frac{2(k+2) \Omega_1}{k+1} - \alpha_1 \right) u_k - (u'_k)^2
\tag{4.56}
\]
where we used the property of the Hermite polynomials. With the same argument as in the previous section, integrating over \(( -\infty, \infty )\) after multiplying by \( e^{x^2/2} u_k \) yields the normalizable condition for \( \delta^{[1]} m \)
\[
0 = \int_{-\infty}^{\infty} e^{x^2/2} \left[ \left( \frac{2(k+2) \Omega_1}{k+1} - \alpha_1 \right) u_k^2 - u_k (u'_k)^2 \right] \, dx.
\tag{4.57}
\]
Integrating by part, one can simplify as
\[
0 = \left( \frac{2(k+2) \Omega_1}{k+1} - \alpha_1 \right) \int_{-\infty}^{\infty} e^{x^2/2} u_k^2 \, dx - \frac{k+1}{2} \int_{-\infty}^{\infty} e^{x^2} u_k^3 \, dx.
\tag{4.58}
\]
Thus, using eq. (4.41), we obtain
\[
\Omega_1 = - \frac{k+1}{2(k+2)} \alpha_1.
\tag{4.59}
\]
Particularly, for the first branch, we have
\[
\Omega_1 = \frac{1}{16 \sqrt{2}}.
\tag{4.60}
\]
This shows the bulge deformations unstable and ditches stable, which is consistent with the thermodynamic consideration (4.45).

**1/n correction to the stability of the first deformed branch.** As in the static deformation, one can continue the similar analysis both with \(1/n\) and \( \varepsilon \) expansions. Here we show the result for the first branch
\[
\Omega = \frac{\varepsilon}{16 \sqrt{2}} \left( 1 - \frac{37}{8n} - \frac{7797 + 64 \pi^2}{384n^2} \right)
\tag{4.61}
\]
Thus, we observe the critical dimension in the stability which is consistent with that in the phase diagram (4.48) within the accuracy of \( \mathcal{O}(1/n) \),
\[
n_{\text{crit}} = 7.54 \ldots , \quad D_{\text{crit}} = 11.54 \ldots.
\tag{4.62}
\]
Figure 2. Free energy of the deformed funnels compared with the uniform funnel. The dots denotes the onsets of instability on the uniform funnel. For the second even branches, (±) denotes the signature of $m(0)$.

5 Numerical static phases and phase diagram

We now present numerical static solutions of the effective equation. As before, there are three types of static solutions which correspond to the different boundary conditions, now with $m_0 = 1$ to fix rescaling symmetry:

1. Funnels and double droplets: $m(x \to -\infty) = 1$, $m(x \to \infty) = 1$
2. Single droplets: $m(x \to -\infty) = 0$, $m(x \to \infty) = 1$ (or $m(x \to -\infty) = 1$, $m(x \to \infty) = 0$)
3. Gaussian Blobs: $m(x \to -\infty) = 0$, $m(x \to \infty) = 0$

Among the three, the third family only admits the Gaussian blobs shown earlier in section 4.1, while the other two admit a variety of deformed branches.

5.1 Funnels

To find funnel-type solutions, we resort to a Newton-Raphson algorithm with

$$R(x) = \left( x^2 + 1 \right)^{\frac{\alpha^2}{2}} e^{-x^2/2} f(x),$$

where we numerically solve for $f(x)$. The phase diagram is shown in figure 2 and 3. Various solution profiles are shown in figure 4. We see that the profile for large values of $\alpha$ resemble double droplets.

Stability of deformed funnels. Figure 3 shows that the ditches have lower free energy than the uniform funnels, and hence more favorable than the uniform funnels, while the bulges have higher free energy and unfavorable. This thermodynamic instability of the bulges extends to the entire branch, as an analytic approximation shows the bulge branch extends to $\Delta F \to \infty$ for $\alpha \to 1$ (see appendix D). In figure 5, we show various components of the Hesse matrices in eq. (3.30), as well as its (partial) determinant. These figures demonstrate the dynamical (linear) stability of the ditches with respect to several longer wavelength modes, as well as the instability of the bulges to the lowest even mode.
Figure 3. The comparison with the perturbative result (dashed curves) near the branching points of the first and second even modes. The second branch admits a tiny cups in the (-) side.

Figure 4. Solution profiles for deformed funnels. The above left panel shows the profiles for the first even branches, i.e., ditches ($m(0) < 1$) and bulges ($m(0) > 1$). The above right panel shows the second even branches at $\alpha = 4.05$. The panel below is the first odd branch. Due to the small values of $m$, the profiles for large $\alpha = 5$ resemble double droplets.
Figure 5. Hessians for ditches (left panel) and bulges (right panel). The left panel shows the linear stability of the ditches involving the first three even modes and first two odd modes. The right panel shows the bulges are unstable with respect to the first even modes.

5.2 Single droplets

Numerical scheme. For single droplets, we use a shooting method. In the left domain \((x < 0)\), we suppose the solution is written in the following power series about \(x = -\infty\) as

\[
R(x) = -\frac{\alpha + 1}{2} x^2 + \frac{\alpha + 1}{\alpha - 1} + C_L x^{1-\alpha^{-1}} \left(1 + \mathcal{O}(x^{-1}, x^{-1-\alpha^{-1}})\right),
\]

(5.2)

where the constant \(C_L\) determines the amplitude of the asymptotic behavior. With this expansion, we approximate the solution at \(x = -x_1\) for some large value \(x_1\). Numerically integrating from \(x = -x_1\) to \(x = 0\) with the Runge-Kutta method, we obtain \((R(0), R'(0))|_{\text{left}}\) as a function of \(C_L\).

On the other hand, for the right domain \((x > 0)\), we introduce the following variable compatible to the boundary behavior (2.34)

\[
R(x) = \left(x^2 + 1\right)^{\frac{\alpha}{2}} e^{-x^2/2} f_R(x)
\]

(5.3)

where \(f_R(x)\) remains finite at \(x \to \infty\), and then we write \(C_R = f_R(\infty)\). By using the Newton-Raphson method in the right domain for a given value of \(C_R\), the values at the origin \((R(0), R'(0))|_{\text{right}} = (f_R(0), f'_R(0))\) are obtained as a function of \(C_R\). Thus, the match at the origin determines \((C_L, C_R)\) for each \(\alpha\)

\[
(R(0), R'(0))|_{\text{left}} (C_L) = (R(0), R'(0))|_{\text{right}} (C_R).
\]

(5.4)

Analytic solution for \(\alpha = 1\). For \(\alpha = 1\), there is an analytic solution to the static equation (2.32) given by

\[
R(x) = A + 2 \log \left[B + \text{err} \left(\frac{x}{\sqrt{2}}\right)\right].
\]

(5.5)

To satisfy the droplet boundary conditions, we must set \(A = -2 \log 2\), \(B = 1\) which leads to

\[
R(x) = 2 \log \left[\frac{1}{2} \left(1 + \text{err} \left(\frac{x}{\sqrt{2}}\right)\right)\right],
\]

(5.6)

or

\[
m(x) = \frac{1}{4} \left(1 + \text{err} \left(\frac{x}{\sqrt{2}}\right)\right)^2.
\]

(5.7)

In figure 6, we present the profiles of the first and second droplets for several value of \(\alpha\).
Figure 6. Solution profiles for droplets. The left panel shows the first droplet branch for $\alpha = 0.2, 0.5, 1, 2, 3, 4$ to the right. The thick black curve corresponds to the analytic solution with the error function for $\alpha = 1$. The right panel shows the second droplet branch for $\alpha = 2.5, 3.3.5, 4$ to the right.

6 Horizon embeddings in global AdS: soap bubble analysis

One can view the large $D$ dynamical effective theory as small fluctuations about a constant embedding of the horizon. In our case, the horizon embedding is a constant $r = r_0 = \text{const.}$ surface in the vacuum AdS background

$$ds^2 = \frac{L^2}{\cos^2 z} \left( dz^2 - \left( K + r^2 \right) d\tau^2 + \frac{dr^2}{K + r^2} + r^2 d\Sigma_{n+1}^2 \right),$$

where we also focus on the neck region of small $z \sim x/\sqrt{n}$. Although the large $D$ effective theory can describe the nonlinear deformations of the horizon in terms of the mass function $m$, the change in the size remains $O(1/D)$ from $r = r_0$.

Instead, one can consider more general horizon embeddings $r = \bar{r}(z)$, which should satisfy the so-called soap bubble equation [17]. For instance, horizon embeddings resembling AdS black droplets can be found by solving the soap bubble equation in the Poincaré AdS background [17]. Unfortunately, many solutions to the soap bubble equation are only known numerically, which complicates the study of their dynamical fluctuations. Nevertheless, solutions to the soap bubble equation provide useful information about the entire space of solutions. Furthermore, some of the analytic solutions we have found can be interpreted within this soap-bubble analysis.

6.1 Soap bubble equation

In what follows, we study the possible horizon shape in the $K = 1$ case. Consider the horizon embedding given by $r = \bar{r}(z)$ and the near-horizon coordinate $\rho$ given by

$$r = \bar{r}(z) e^{\rho/n} = \bar{r}(z) \left( 1 + \rho/n + O\left(n^{-2}\right) \right)$$

Then, the trace of extrinsic curvature $K$ and the red-shift factor in the matching region $B$ ($0 \ll \rho \ll n$) are given by

$$K|_B \simeq \pm \frac{n}{L} \left( 1 + \bar{r}(z)^2 \cos z - \bar{r}(z) \bar{r}'(z) \sin z \right)$$

$$\bar{r}(z) \sqrt{1 + \bar{r}(z)^2 + \bar{r}'(z)^2}$$

(6.3)
\[ \sqrt{-g_{tt}}|_B \simeq \frac{L\sqrt{1 + \tilde{r}(z)^2}}{\cos z} \]  

(6.4)

Note that for \( r > \tilde{r}(z) \) becomes the exterior of the horizon, the mean curvature \( K|_B \) should be positive. In turn, the solution with \( K|_B < 0 \) gives cavity-like shape [17]. These quantities should satisfy the soap bubble equation which is equivalent to the constraint equation

\[ \sqrt{-g_{tt}K}|_B = 2\kappa. \]  

(6.5)

As the both sides are \( \mathcal{O}(n) \), we normalize the surface gravity as \( k = \kappa/n \) and get

\[ \frac{\sqrt{1 + \tilde{r}(z)^2(1 + \tilde{r}(z)^2 - \tilde{r}(z)\tilde{r}'(z)\tan z)}}{\tilde{r}(z)\sqrt{1 + \tilde{r}(z)^2 + \tilde{r}'(z)^2}} = 2k, \]  

(6.6)

where we chose (+) signature in (6.3) to include the uniform solution. The equation with (-) signature is obtained by changing \( k \rightarrow -k \), in which case \( r < \tilde{r}(z) \) is the exterior.

### 6.2 Solutions

We obtain three basic types of solutions: uniform strings, droplets, and black holes. By combining these, it is also possible to have multi-horizon solutions as long as the horizons do not intersect. This is possible because separate horizons do not interact at infinite \( D \).

**Uniform funnels.** Although most of the solutions of (6.6) need numerical integration, several solutions admit analytic forms. The most trivial one is the uniform funnels \( \tilde{r}(z) = r_0 \), which satisfies

\[ r_0 + \frac{1}{r_0} = 2k \]  

(6.7)

or

\[ r_0 = k \pm \sqrt{k^2 - 1}. \]  

(6.8)

This shows that the surface gravity of uniform funnels have a lower bound \( k \geq 1 \). Note that the same condition holds for \( \tilde{r}(z) \) if \( \tilde{r}'(z) = 0 \) at any point. Conversely, \( \tilde{r}'(z) \) never vanishes if \( k \leq 1 \), and hence \( \tilde{r}(z) \) becomes a monotonic function.

**AdS black holes.** The soap bubble equation also admits AdS black holes as an analytic solution

\[ \tilde{r}(z) = \sqrt{(r_H^2 + 1)\cos^2 z - 1}, \quad k = \frac{1}{2} \left( r_H + \frac{1}{r_H} \right) \]  

(6.9)

where the constant \( r_H \) corresponds to the horizon radius. It is easy to check that this reproduces the Gaussian decaying behavior in the mass density for \( z = x/\sqrt{n} \)

\[ \frac{\tilde{r}(x/\sqrt{n})}{\tilde{r}(0)^n} \simeq e^{-\frac{1}{2}(1+r_H^{-2})x^2} \]  

(6.10)

By identifying the radii of black holes and funnels \( r_H = r_0 \), this behavior matches the asymptotic behavior of the Gaussian blob in the effective theory in the intermediate region \( 1 \ll x \ll \sqrt{n} \).
Figure 7. Single droplets with different boundary radii embedded in the Poincaré disk. Each curve represents the horizon with its exterior to the left, and therefore, one can identify the blue and red curves as the single droplets in usual sense, while the green ones occupy more than the half of the disk, and hence looks more like a black cavity which is also found in the Poincaré AdS setup [17]. The blue and red branches have the minimum and maximum shapes which admit minimum and maximum value of the surface gravity respectively. In contrast, the green branch only has the minimum solution and admit arbitrary large surface gravity.

**Droplets.** Except for a special case, the droplets can only be solved numerically as in figure 7. Here we set the boundary condition as $\bar{r}(\pi/2) = r_0$ and assume there exists a point $z = z_{\text{cap}}$ such that $\bar{r}(z_{\text{cap}}) = 0$. Depending on the signature of $K$, we have two type of branches for given $r_0$, both of which can be seen as droplets, but the negative branch rather looks like cavities. Each branch has the minimum size at zero surface gravity $k = 0$, which admits an analytic form

$$\bar{r}(z) = \sqrt{(r_0^2 + 1) \sin^2 z - 1}. \quad (6.11)$$

A similar zero surface gravity solution has also appeared in the Poincaré AdS case [17].

The positive branches also has the maximum shape for given $r_0$. The maximum droplet is made by gluing half of a uniform funnel and half of an AdS black hole at $z = 0$, as shown in figure 8.

$$\bar{r}(z) = \begin{cases} r_0 & (z > 0) \\ \sqrt{(r_0^2 + 1) \cos^2 z - 1} & (z < 0) \end{cases}, \quad (6.12)$$

which has the maximum surface gravity of

$$k_{\text{max}} = \frac{1}{2} \left( r_0 + \frac{1}{r_0} \right). \quad (6.13)$$

Although this gluing only admits $C^1$ continuity at $z = 0$, this is still a solution of the soap bubble equation which is a first order ODE. If we also zoom in on the region close to the origin by $z = x/\sqrt{n}$, we obtain a droplet-like solution to our effective theory described in section 5.2.

The existence of the glued droplets implies a new aspect in the soap bubble analysis, which states that different soap bubble solutions can be cut and glued with $C^1$ continuity to make a new solution.
7 Flowing funnels

As we have described, even when the boundary CFT spacetime contains multiple horizons, the bulk holographic dual may consist of a single connected horizon, and we have called these solutions “black funnels.” But now suppose that we have two boundary black holes that are held at two different temperatures. If the bulk description is still a black funnel, then it cannot have a globally well-defined temperature. Similarly, if the two boundary black holes are allowed to rotate independently from each other, then the bulk horizon cannot rotate rigidly. Such horizons are necessarily non-Killing, and are called “flowing horizons.” Flowing horizons do not violate any of the known black hole rigidity theorems by virtue of being non-compact. Such horizons were first found in AdS [9–11], though see also [12] for an example in flat space.

Steady flow setup. We now construct flowing funnels using the effective large-$D$ equations. Until now, we have studied the static solution of eqs. (2.20) and (2.21). Here, instead, we consider the steady flow setup

$$\partial t m = 0, \quad \partial t v = 0,$$

in which, eq. (2.20) leads to

$$\partial_x (e^{x^2/2} mv) = 0 \quad \Rightarrow \quad mv = Pe^{-x^2/2},$$

where $P$ is a constant which represents the mass flux through the boundaries. Then, eq. (2.21) results in the third order differential equation for $m(x)$,

$$\left(\partial_x + x\right) \left( \frac{P^2 e^{-x^2}}{m} - 2m\partial_x \left( \frac{Pe^{-x^2/2}}{m} \right) - m\partial_x^2 \log m \right) - \alpha \partial_x m = 0.$$

It is easy to see that the static equation (2.29) is recovered by setting $P = 0$. This can be rewritten in terms of the local surface gravity (3.13) as

$$\delta \kappa' = - \frac{Pe^{-x^2/(2m + xm') + m''}}{m^2} - \frac{2P^2e^{-x^2}(m' + xm)}{m},$$

Figure 8. Relation between the maximum droplet in the soap bubble equation and single droplets in the effective theory.
where we introduced $\delta \kappa$ as the next to leading order terms in the local surface gravity (3.13)

$$\kappa = 1 + \frac{1}{n(\alpha + 1)} \delta \kappa,$$

which is written explicitly as

$$\delta \kappa = 2 - (\alpha - 1) \log m - \frac{m''}{m} + \frac{m'^2}{2m^2} - \frac{x m'}{m} + \frac{P m' e^{-x^2/2}}{m^2} + \frac{3P^2 e^{-x^2}}{2m^2}.$$  (7.6)

Eq. (7.4) shows that the surface gravity cannot be constant if $P \neq 0$, and hence, it has different boundary values, related to the mass function

$$\delta \kappa(-\infty) = 2 - (\alpha - 1) \log m_L, \quad \delta \kappa(\infty) = 2 - (\alpha - 1) \log m_R,$$  (7.7)

where the boundary condition for $m(x)$ is given by

$$m(-\infty) = m_L \neq m_R = m(\infty).$$  (7.8)

To avoid the scaling degree of freedom under $m \to Cm, P \to CP$, we define the relative mass flux compared with the left boundary mass

$$V := \frac{P}{m_L}.$$  (7.9)

The solutions are characterized by the difference in the boundary surface gravity, which is also scale invariant,

$$\Delta \kappa := \delta \kappa(-\infty) - \delta \kappa(\infty) = (\alpha - 1) \log(m_R/m_L),$$  (7.10)

where $\Delta \kappa$ represents the fall of the surface gravity from the left to the right boundary.

By assuming $P \ll m(x)$, we obtain the linearized version of eq. (7.3) with $m(x) = m_0(1 + \delta m(x))$

$$\delta m'' + x \delta m'' + \alpha \delta m' = 2V e^{-x^2/2},$$  (7.11)

where $V = P/m_0$. The solution is given by

$$\delta m = \frac{\sqrt{2\pi} V}{\alpha - 1} \text{erf} \left( \frac{x}{\sqrt{2}} \right),$$  (7.12)

which estimates the relation between the flux and boundary surface gravity at the linear order,

$$\Delta \kappa \simeq 2\sqrt{2\pi} V.$$  (7.13)

This shows the energy flows from the hotter side to the cooler side.

At the nonlinear level, we used the Newton-Raphson method with the variables

$$\mathcal{R}(x) := \log(m(x)/m_L), \quad Q(x) := \mathcal{R}'(x), \quad K(x) := \delta \kappa(x) - 2 + (\alpha - 1) \log m_L$$  (7.14)

which splits eq. (7.3) to the three first order equations

$$K' = Ve^{-\frac{x^2}{2} - R}K+Ve^{-\frac{x^2}{2} - R}(\alpha-1)R-\frac{Q^2}{2} - 2\right) - V^2 e^{-x^2} - 2R(3Q + 2x) - \frac{3V^3 e^{-3x^2/2} - 3R}{2},$$  (7.15)
\[ V = 0.0079 \]
\[ V = 0.0154 \]
\[ V = 0.0224 \]
\[ V = 0.0290 \]
\[ V = 0.159 \]
\[ V = 0.357 \]
\[ V = 0.589 \]
\[ V = 0.791 \]

\[ \delta \kappa(-\infty) - \delta \kappa(x) \]

**Figure 9.** Flowing funnels for \( \alpha = 2.5 \). Two distinct branches are plotted by red and blue curves.

\[ Q' = 2 - K - (\alpha - 1)R + \frac{3}{2} V^2 e^{-2R-x^2} - \left( x - V e^{-R-x^2} \right) Q - \frac{Q^2}{2}, \quad (7.16) \]

\[ R' = Q. \quad (7.17) \]

The boundary condition is chosen so that

\[ R(-\infty) = 0, \quad R(\infty) = \Delta \kappa/\alpha - 1, \quad Q(-\infty) = Q(\infty), \quad K(-\infty) = 0, \quad K(\infty) = -\Delta \kappa. \quad (7.18) \]

In figure 9, we present the solutions for \( \alpha = 2.5 \) with several different boundary conditions. As in the static case, we have several deformed branches for the same \( (\alpha, \Delta \kappa) \). In figure 9, one can find the red branches approaches to the uniform funnel at \( V = 0 \), while the blue ones to the ditch. Interestingly, those branches admit different characteristics on the flux (figure 10). Due to the middle thin region which prevents the interaction between two boundaries, the blue branch admits much fewer flux than the red one. On the other hand, the red branch admits large flux beyond the linear growth at the large temperature drop, which is caused by the bulge formation in the middle. With the larger value of \( \alpha \), one can expect more branches as seen in the static phases.

### 7.1 Flowing funnels with shear flow

By allowing an extra dimension to fluctuate, it is possible to construct a flowing horizon analytically. Consider the black “string” with \( K = 0 \) and \( r_0 = 1 \), where the boundary CFT contains two planar black holes. Boosting the black holes relative to each other will create a flowing horizon in the bulk. This configuration has an analytic solution in a large \( D \) effective theory. Building off of the solution

\[ ds^2 = \frac{L^2}{\cos^2 z} \left( dz^2 - \left( 1 - \frac{1}{r^n} \right) dt^2 + 2dt dr + r^2 dy^2 + r^2 d\Sigma_n \right), \quad (7.19) \]

we take the ansatz

\[ ds^2 = L^2 \left[ -Adt^2 + 2Udt dr + \frac{G_x}{n} \left( dx + G_y dy + \frac{G_x}{G_y} dt \right)^2 + r^2 \frac{G_y}{n} \left( dy + \frac{G_y}{G_y} dt \right)^2 + r^2 S d\Sigma_n \right], \quad (7.20) \]
where the metric functions depend on \((t, x, y, \rho)\), where \(x\) and \(\rho\) are defined according to (2.9). The metric functions have the large-\(D\) expansion

\[
A = 1 - e^{-\rho} m(t, x, y), \quad C_x = e^{-\rho} p_x(t, x, y), \quad C_y = e^{-\rho} p_y(t, x, y), \quad (7.21)
\]

\[
G_x = 1 + \left[ \frac{x^2}{2} + \frac{e^{-\rho} p_x^2}{2m} \right] \frac{1}{n}, \quad G_y = 1 + \left[ x^2 + \frac{e^{-\rho} p_y^2}{2m} \right] \frac{1}{n} \quad G_c = \frac{e^{-\rho} p_x p_y}{2m} \frac{1}{n}, \quad (7.22)
\]

\[
U = 1 + \left[ x^2 - \frac{e^{-\rho} (p_x^2 + p_y^2)}{2m} \right] \frac{1}{n}, \quad S = 1 + \frac{x^2}{n}, \quad (7.23)
\]

and satisfy the effective equations

\[
\partial_t m + (\partial_x + x)(p_x - \partial_x m) + \partial_y(p_y - \partial_y m) = 0, \quad (7.24a)
\]

\[
\partial_t p_x - (\partial_x + x) \left( \partial_x p_x - \frac{p_x^2}{m} \right) - \partial_y \left( \partial_y p_x - \frac{p_x p_y}{m} \right) + p_x - \partial_x m = 0, \quad (7.24b)
\]

\[
\partial_t p_y - (\partial_x + x) \left( \partial_x p_y - \frac{p_x p_y}{m} \right) - \partial_y \left( \partial_y p_y - \frac{p_y^2}{m} \right) + \partial_y m = 0. \quad (7.24c)
\]

A simple flowing solution is given by

\[
m = m_0, \quad p_x = 0, \quad p_y = V_0 \text{erf} \left( \frac{x}{\sqrt{2}} \right), \quad (7.24d)
\]

for some constants \(m_0\) and \(V_0\).

**8 Summary**

In this article, we have studied various static phases as well as some steady flowing phases of black holes in the global AdS background using the large \(D\) effective theory approach.

First, we have examined the dynamical and thermodynamic stability of static solutions deformed from the uniform string/funnel with both ends attached to the AdS boundaries. These solutions are involved in the time evolution of the AdS black string instability that was studied in [13].
We have derived the large $D$ effective theory of the deformed funnel by scaling up the central neck region by $O(\sqrt{D})$ with different cross sections which contain the maximally symmetric space of the signature $K = 1, 0, -1$. We have found that the effective theory is parametrized uniquely by $\alpha := K/r_0^2$ where $r_0$ is the funnel size.

This effective theory admits the free energy functional which is monotonically decreasing in time. Therefore, the solution with the lowest free energy must be stable at least linearly. However, the conclusion is not so straightforward. As discussed in [13], the effective theory admits solutions with different types of boundary condition, the one is funnels which keep a finite radius at the AdS boundary, and the other is the Gaussian solution which has a Gaussian decay instead. The Gaussian solution can be interpreted as either of the AdS black or very fat funnels which cannot be distinguished at large $D$. The difference in boundary behaviour produces an infinite difference in the free energy due to the AdS warped factor. Actually, it has shown that the Gaussian solution has infinitely lower free energy than any funnels for $\alpha > 1$ and the opposite for $\alpha < 1$. Such infinite difference cannot be seen from the perturbative study. Instead, it can lead to an indefinite growth in the time evolution as seen in [13].

Then, we have analytically studied the thermodynamics and stability of the uniform funnels as well as the Gaussian blob by solving the effective equation perturbatively. We have found that the Gaussian blob is linearly stable in any case. While the uniform funnels admits the zero modes of the instabilities at $\alpha = k + 2$, which implies the dynamical instability for $\alpha > 2$. For $\alpha < 1$, since the Gaussian blob has the infinitely larger free energy than the funnels, the Gaussian blob is only metastable and the uniform funnel is absolutely stable. On the other hand for $\alpha > 1$, the Gaussian blob is absolutely stable instead, and any linearly stable funnels are only metastable.

We have also studied the phase and stability of non-uniform solutions branching from each zero mode $\alpha = k + 2$ of the uniform solution both perturbatively and numerically. In particular, from the lowest mode $k = 0$ we have found two families of solutions which we have called ditches (where the center is caved) and bulges (where the center swells). Our results indicate that bulges exist for $1 < \alpha < 2$, are unstable having higher free energy than the uniform solution. On the other hand, ditches exist for $\alpha > 2$, are metastable having lower free energy than the uniform solutions.

Imposing the mixed boundary condition which assumes a finite radius on the one side and Gaussian decay on the other side, we have also obtained the single droplet solutions. We have found that the droplet solutions have several deformed branches as the non-uniform funnels, which are solved numerically in general.

All of the above results are fully consistent with what was seen in a time evolution of this system in [13].

By going to higher order in $1/D$, we have found the critical dimension where the non-uniform black strings switch in their direction in phase space (4.48) and in stability (4.62). In other words, for $D \leq 11$, the bulges exist for $\alpha > \alpha_c$ (where $\alpha_c$ is the critical onset for the instability), are dynamically stable, and have lower free energy to the uniform solutions; while the ditches exist for $\alpha < \alpha_c$, are dynamically unstable, and have higher free energy to the uniform solutions. For $D \geq 12$, the opposite occurs. A similar kind of critical dimension is observed for asymptotically black strings [21–23], where the critical dimension lies between $D = 13$ and $D = 14$. 
Since, in our setup, the black funnel ends at two different positions in the AdS boundary, the boundary black holes do not necessarily have the same temperature. Actually, we have found the large $D$ effective theory also admits some steady-state configurations, or flowing solutions, by imposing two slightly different boundary temperatures. The flowing solutions have energy flux from the hotter side to the cooler side. The construction of flowing solutions using the large $D$ effective equations was remarkably simple, especially given the difficulty of numerically constructing these solutions at finite $D$. This provides an ideal setting to study the steady-state transport properties of horizons, especially out of equilibrium. Indeed, the large $D$ effective theory has been applied to a non-equilibrium steady-state configuration to study the time evolution of the discontinuity in the initial state, i.e. the Riemann problem in the planer AdS brane setup [33]. We leave this study for future work.

Finally, we have explored more general horizon embeddings in the global AdS beyond the regime of the effective theory formulated around the central neck region. The embedding condition at large $D$ is given by the so-called soap bubble equation, which we have solved numerically in most cases. As the result, we have obtained different types of droplets which cannot be described by the previous effective theory. Moreover, we have also found that certain droplets can be obtained by gluing parts of a funnel and a black hole with a $C^1$-joint, which corresponds to a single droplet solution in the effective theory. This type of solution has not been found in the soap bubble analysis in the asymptotically flat or Poincaré AdS background [20]. One might ask about solutions with a $C^0$-joint. Although such solutions fail to satisfy the soap bubble equation at the joint, they can be considered weak solutions if they have a smooth continuation around the joint. Such continuations are not necessarily described by the large $D$ effective theory. For example, if two droplets are tangent, the near-joint shape approaches to the double cone geometry [34–37]. At large $D$, in particular, it is shown that the cone-like (conifold) ansatz describes the topology-changing transition which actually asymptotes to the two tangent black holes [38].

Dynamical effective equations will be obtained by considering small (in $1/D$) fluctuations about the soap-bubble solutions, but this is often not feasible when the equation is only known numerically. To expand the range of applicability of large $D$ methods, it would be useful to develop a more general large $D$ formalism where such effective equations can be obtained, even if the solutions to the soap bubble equation are only known numerically.

Throughout the article, we have considered the black funnels/droplets which ends at the AdS boundary. Alternatively, one can place a brane at finite distance in the bulk, where a boundary condition can be imposed instead. This setup might be useful for understanding, for instance, black hole evaporation in braneworld models [40].
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The large $D$ conifold analysis is also applied to the Einstein-Gauss-Bonnet theory [39].
A Large $D$ effective theory for long wavelengths

In the main part, we consider the large $D$ effective theory of short wavelength $O\left(1/\sqrt{n}\right)$, which is crucial to capture the instability and its non-linear growth properly. This scaling is actually consistent with the perturbative result [6] (see also appendix C). Here we show that, without rescaling, the large $D$ limit leads to an alternative effective theory which does not admit the instability. We start with the following ansatz

$$ds^2 = \frac{L^2}{\cos^2 z} \left[H dz^2 - Adt^2 + 2u_t dtdr - \frac{2}{n} C dtdz + r^2 d\Omega_{n+1}\right], \quad (A.1)$$

which differs from (2.10) only in that the coordinate $z$ has not been scaled with $D$. This is a different large $D$ limit and should capture different physics of the black string. For simplicity, we only consider $K = 1$ case.

Setting $r = r_0 e^{\rho/n}$ and taking the large $n$ limit, we find at lowest order

$$A = \left(1 + r_0^2\right)\left[1 - e^{-\rho} m(t, z)\right], \quad C = r_0 e^{-\rho} p(t, z), \quad (A.2)$$

$$H = 1 + e^{-\rho} \frac{r_0^2 p^2(t, x)}{n^2 (1 + r_0^2) m(t, x)}, \quad u_t = 1, \quad (A.3)$$

where $m$ and $p$ satisfy the dynamical equations

$$\partial_t m + \tan z (p - \partial_z m) = 0, \quad (A.4)$$

$$\partial_t p - \tan z \left(\partial_z p - \frac{p^2}{m}\right) + (1 - \tan z^2) p - (1 + \alpha) \partial_z m = 0, \quad (A.5)$$

where we introduced $\alpha := r_0^{-2}$ and the time is rescaled by $t \to t/r_0$ as in the main part.

To find the static configuration, we need $p = \partial_z m$ and eq. (A.5) leads to

$$\tan z m'' - \tan z \left(\frac{m'}{m}\right)^2 + \left(\alpha + \tan^2 z\right) m' = 0. \quad (A.6)$$

This is solved analytically to give

$$m(z) = m_0 \exp\left(C \sin^{1-\alpha} z\right) \quad (A.7)$$

and

$$p(z) = m_0 C (1 - \alpha) \cos z \sin^{-\alpha} z \exp\left(C \sin^{1-\alpha} z\right). \quad (A.8)$$

We see that there is no static solution regular at $z = 0$ except the uniform string $C = 0$. This shows the uniform string has no zero mode to an instability.
It is not clear whether solutions with $C \neq 0$ are unphysical or not. For $\alpha > 1$, the exponent is divergent at $z = 0$ and might have connections to funnels or droplets type solutions, depending on the signature of $C$. While for $0 < \alpha < 1$, we always have non-divergent fat/thin strings which have a kink at $z = 0$. This kink can be blown up to the blobology solution with the alternative boundary condition in eq. (2.34)

$$\sin^{1-\alpha} z \simeq n^{\frac{1-\alpha}{2}} (x/\sqrt{\alpha})^{1-\alpha} \quad \text{for} \quad 1 \ll x := \sqrt{nz} \ll \sqrt{n}.$$  \hfill (A.9)

### B Different coordinates for AdS and its isometries

Throughout this paper, we will use different coordinates to describe the background geometry in $AdS_D$, which are suitable for each horizon configuration. An easy way to understand the relation between those coordinates is to consider the embedding of $AdS_D$ as a hyperboloid in the $D + 1$ two-timing flat space

$$ds^2 = -dX_0^2 - dX_1^2 + dX_2^2 + \ldots dX_{n+2}^2,$$  \hfill (B.1)

with the embedding condition

$$-L^2 = -X_0^2 - X_1^2 + X_2^2 + \ldots X_{n+2}^2,$$  \hfill (B.2)

where $n := D - 4$. In the following, we present several background coordinates used in this paper.

**Global AdS.**

$$ds^2 = L^2 \left( -(1 + R^2)dT^2 + \frac{dR^2}{1 + R^2} + R^2 (d\theta^2 + \sin^2 \theta d\Omega_{n+1}^2) \right),$$  \hfill (B.3)

which is obtained by the embedding

$$X_{-2} = LR \cos \theta, \quad X_{-1} = L \sqrt{1 + R^2} \cos T, \quad X_0 = L \sqrt{1 + R^2} \sin T, \quad X_{i \geq 0} = LR \sin \theta \omega_i.$$  \hfill (B.4)

where

$$\sum_{i=1}^{n+2} \omega_i^2 = 1.$$  \hfill (B.5)

This is convenient to describe the spherical AdS black hole

$$ds^2 = L^2 \left( -F(R)dT^2 + \frac{dR^2}{F(R)} + R^2 (d\theta^2 + \sin^2 \theta d\Omega_{n+1}^2) \right),$$  \hfill (B.6)

where

$$F(R) = 1 + R^2 - \frac{\mu}{R^{m+1}}.$$  \hfill (B.7)
**Poincaré disk.** When we draw the static horizon embedded in the global AdS, it is handy if we embedded it in the spacial conformal flat disk region, so called Poincaré disk,

\[
\left. ds^2 \right|_{T=\text{const}} = \frac{4L^2}{(1 - R^2)^2} \left( d\tilde{R}^2 + \tilde{R}^2 (d\theta^2 + \cos^2 \theta d\Omega_{n+1}^2) \right),
\]

where \( 0 \leq \tilde{R} < 1 \). The coordinate \( \tilde{R} \) is related to the radial coordinate in the global AdS by

\[
R = \frac{2\tilde{R}}{1 - \tilde{R}^2}.
\]

**AdS\(_{D-1}\)-slicing with \( S^{n+1} \).**

\[
ds^2 = \frac{L^2}{\cos^2 z} \left( dz^2 + ds^2_{D-1} \right)
\]

where \(-\pi/2 < z < \pi/2\) and

\[
ds^2_{D-1} = \left( 1 + r^2 \right) dt^2 + \left( 1 + r^2 \right)^{-1} dr^2 + r^2 d\Omega_{n+1}^2,
\]

with

\[
X_0 = \frac{L\sqrt{1 + r^2}}{\cos z}, \quad X_{-1} = \frac{L\sqrt{1 + r^2} \sin T}{\cos z}, \quad X_{-2} = L \tan z, \quad X_{i \geq 1} = \frac{L r}{\cos z} \omega_i.
\]

This coordinate is convenient for the AdS black string

\[
ds^2_{D-1} = -f(r) dt^2 + f(r)^{-1} dr^2 + r^2 d\Omega_{n+1}^2
\]

where

\[
f(r) = 1 + r^2 - \frac{\mu}{r^n}.
\]

The coordinates (B.10) are mapped to the Poincaré disk by

\[
\left( \tilde{R} \cos \theta, \tilde{R} \sin \theta \right) = \left( \frac{\sin z}{\sqrt{1 + r^2} + \cos z}, \frac{r}{\sqrt{1 + r^2} + \cos z} \right).
\]

**B.1 Symmetries**

Now, we show that a symmetric transformation in the hyperboloid invokes a boost transformation in the effective theory. Let us consider the following transformation

\[
\tilde{X}_0 = \cosh \beta X_0 - \sinh \beta X_{-2}
\]

\[
\tilde{X}_{-2} = -\sinh \beta X_0 + \cosh \beta X_{-2}
\]

\[
\tilde{X}_{-1} = X_{-1}, \quad \tilde{X}_{i \geq 1} = X_{i \geq 1}
\]

which is rewritten in the embedded coordinate (B.10) as

\[
\frac{\cos \tilde{T} \sqrt{1 + \tilde{r}^2}}{\cos \tilde{z}} = \frac{\cosh \beta \cos T \sqrt{1 + r^2}}{\cos z} - \sinh \beta \tan z,
\]

\[
\tan \tilde{z} = \cosh \beta \tan z - \frac{\sinh \beta \cos T \sqrt{1 + r^2}}{\cos z},
\]

\[
\frac{\sin \tilde{T} \sqrt{1 + \tilde{r}^2}}{\cos \tilde{z}} = \frac{\sin t \sqrt{1 + r^2}}{\cos z}
\]

\[
\frac{\tilde{\omega}_i \tilde{r}}{\cos \tilde{z}} = \frac{\omega_i r}{\cos z}.
\]
Using eqs. (B.19)–(B.21), it is easy to show

\[
\frac{\tilde{r}}{\cos \tilde{z}} = \frac{r}{\cos z}, \tag{B.23}
\]

and hence \( \tilde{\omega}_i = \omega_i \) as well. Since the transformation of other coordinates \((T, r, z)\) in general is complicated, we instead consider the transformation in the \(1/D\) expansion with the large \(D\) coordinate near \(r = r_0\) surface,\(^9\)

\[
t = T + \arctan\left(r_0e^{\rho/n}\right) - \arctan(r_0), \tag{B.24}
\]
\[
x = \sqrt{n}z, \tag{B.25}
\]
\[
e^\rho = (r/r_0)^n, \tag{B.26}
\]

where \(t\) denotes the time in the Eddington-Finkelstein coordinate. The large \(D\) coordinates after the transformation \((\tilde{t}, \tilde{\rho}, \tilde{x})\) is introduced by the same formula with \((\tilde{T}, \tilde{r}, \tilde{z})\). We also assume the boost parameter is of \(O(1/\sqrt{n})\) by rescaling as

\[
\beta \rightarrow \frac{\beta}{\sqrt{n}\sqrt{1 + r_0^2}}, \tag{B.27}
\]

where the scaling factor is introduced for later convenience. Then, the transformation in the large \(D\) coordinate is obtained by expanding in \(1/n\),

\[
\tilde{t} = t - \frac{\beta(2x - \beta \cos t)(r_0 \cos t - \sin t)}{2(1 + r_0^2)n} + O\left(n^{-2}\right), \tag{B.28}
\]
\[
\tilde{x} = x - \beta \cos t + O\left(n^{-1}\right), \tag{B.29}
\]
\[
e^{\tilde{\rho}} = e^\rho \left(\frac{\cos \tilde{z}}{\cos z}\right)^n = e^\rho \exp\left(\frac{1}{2} \left(x^2 - \tilde{x}^2\right)\right) + O\left(n^{-1}\right). \tag{B.30}
\]

Since the leading order metric (2.10) with (2.13) share the same background geometry before and after the transformation, given the solution in \((t, x)\), the following becomes the solution in \((\tilde{t}, \tilde{x})\)

\[
m(t, x) \rightarrow \tilde{m}(\tilde{t}, \tilde{x}) = m(\tilde{t}, \tilde{x} + \beta \cos \tilde{t}) \exp\left(\tilde{x}\beta \cos \tilde{t} + \frac{1}{2} \beta^2 \cos^2 \tilde{t}\right), \tag{B.31}
\]
\[
v(t, x) \rightarrow \tilde{v}(\tilde{t}, \tilde{x}) = v(\tilde{t}, \tilde{x} + \beta \cos \tilde{t}) + \frac{\beta}{r_0} \sin \tilde{t}, \tag{B.32}
\]

where the velocity field \(v\) is defined by \(p = mv + \partial_x m\). Taking into account the time rescaling \(t \rightarrow t/r_0\), this gives the symmetry transformation in the effective theory in eq. (2.25) with \(K = 1\).

\(^9\)For simplicity, we do not rescale the time \(t \rightarrow t/r_0\) as in the main part.
C Large $D$ limit of the static deformation on the uniform funnel

Here we discuss some implication from the perturbative result in [6]. Following [6], the $z$-dependence of the static perturbation regular at $z = \pm \pi/2$ is given by\(^{10}\)

$$Y_\pm(z) = 2F_1 \left(-\beta, n + 5 + \beta + \frac{n}{2} + 3; \frac{1 \mp \sin z}{2}\right) \cos^{n+2} z, \quad (C.1)$$

where we set $D = n + 4$ and

$$\beta := -\frac{n + 5}{2} + \sqrt{\frac{(n + 3)^2}{4} + \Delta} \simeq \Delta/n - 1 + \mathcal{O}(n^{-1}), \quad (C.2)$$

where $\Delta$ is a separation constant. Here $\beta$ should take a non-negative integer to impose the regularity at both sides, which imposes

$$\hat{\Delta} := \Delta/n = k + 1 + \mathcal{O}(n^{-1}), \quad k = 0, 1, 2, \ldots. \quad (C.3)$$

Note that this is the exact solution without the large $D$ limit. Due to the warped factor $\cos^{n+2} z$, there is no proper large $D$ limit of $Y_\pm(z)$ over the entire region $-\pi/2 \leq z \leq \pi/2$. The factor $\cos^{n+2} z$ remains finite at large $D$ only if we focus on the small central region by introducing $z = x/\sqrt{n}$ as we do in the effective theory analysis in section 2. In other regions away from the neck, the large $D$ limit gives non-perturbatively small deformation which cannot be treated by the effective theory approach.

The radial dependence, in contrast, can be solved by using the usual $1/D$ expansion as performed in [6]. The regularity on the horizon requires $\hat{\Delta} := \Delta/n \simeq \alpha - 1$ where $\alpha$ is given by eq. (2.16). Along with the regularity condition for $Y_\pm(z)$ in eq. (C.3), we can conclude that the onset of the static deformation exists only if $\alpha \simeq k + 2 + \mathcal{O}(n^{-1})$ for a non-negative integer $k$.

If $\beta$ does not take a non-negative integer, $Y_\pm(z)$ are no longer regular at the opposite side. This, however, does not mean the regular deformation is absent. Instead, we can suppose the perturbations from both sides pick up some information from our blobology result by using the matched asymptotic expansion near the central neck. Using the following identities,

$$2F_1(a, b, c; x) = (1-x)^{-a}2F_1 \left(a, c-b, c; \frac{x}{x-1}\right), \quad (x < 1), \quad (C.4)$$

$$2F_1(a, b, a-b+1; x) = (1+x)^{-a}2F_1 \left(a, a+1, a-b+1; \frac{4x}{(1+x)^2}\right), \quad (|x| < 1), \quad (C.5)$$

the mode function (C.1) is transformed to

$$Y_\pm(z) = (\pm \sin z)^\beta 2F_1 \left(-\frac{\beta}{2}, -\frac{\beta + 1}{2}, n/2 + 3; \pm \cot^2 z\right) \cos^{n+2} z. \quad (C.6)$$

From the asymptotic behavior of $2F_1(a, b, c + \lambda; z)$ at $\lambda \rightarrow \infty$, we obtain

$$Y_\pm(z) \simeq (\pm \sin z)^\beta \left(1 + \mathcal{O}\left(\cot^2 z/n\right)\right) \cos^{n+2} z. \quad (C.7)$$

\(^{10}\)A different onset in $z$ where the boundary is at $z = 0, \pi$ was used in [6].
The correction terms can be ignored if $\cot^2 z \ll n$. In the coordinate $z = x/\sqrt{n}$, this corresponds to the matching condition

$$1 \ll |x| \ll \sqrt{n},$$

and hence, the following match is available

$$Y_\pm(z) \simeq n^{1-\frac{\alpha}{2}} |x|^{\alpha-2} e^{-\frac{x^2}{2}},$$

where the radial condition $\beta \simeq \hat{\Delta} - 1 \simeq \alpha - 2$ is used. This is proportional to the asymptotic behavior of the static configuration at $x \to \pm \infty$ in the large $D$ effective theory (2.34).

\section*{D Blob and neck construction of large bulges}

Here we present the analytic construction of the bulge solution close to $\alpha = 1$ by using the blob and neck formalism [29]. We solve the static equation with the fixed scale $R_0 = 0$

$$R''(x) + \frac{1}{2} R'(x)^2 + (\alpha - 1) R(x) + x R'(x) = 0. \quad (D.1)$$

One can read off the solution shape for $\alpha \approx 1$ from the numerical solutions of bulges in section 5, which indicate that in the central region the solution is approximated by the large Gaussian blob

$$R_{\text{blob}}(x) = \frac{\alpha + 1}{\alpha - 1} - \frac{\alpha + 1}{2} x^2, \quad (D.2)$$

while in the asymptotic region the solution reduces to the uniform funnel $R(x) = 0$. The transition between the two regions takes place in a very short wavelength compare to the width of the central blob, which produces a sudden kink in the profile (figure 11). Hence, we expect a version of blob and neck construction [29], or blob and kink construction is applicable with the assumption

$$\alpha = 1 + 2\varepsilon, \quad \varepsilon \ll 1. \quad (D.3)$$

In the following, we consider only the right half domain $x \geq 0$ as the bulge branch has the even parity.
The kink occurs where the blob and uniform solutions intersect, i.e. \( x \sim \sqrt{2}(\alpha - 1)^{-1/2} \). To resolve the intersecting region, we introduce a small scale coordinate \( z \) near the kink
\[
x = \frac{1}{\sqrt{\varepsilon}} + \sqrt{\varepsilon} z \quad (D.4)
\]
at which the Gaussian blob (D.2) is expanded as
\[
R_{\text{blob}}(x) \simeq -2z - \varepsilon \left( z^2 + 2z \right) + \mathcal{O}(\varepsilon^2). \quad (D.5)
\]

**Near-kink solution.** In the near-kink coordinate (D.4), the static equation becomes
\[
R''(z) + \frac{1}{2} R'(z)^2 + R'(z) = -\varepsilon z R'(z) + \mathcal{O}(\varepsilon^2). \quad (D.6)
\]
The solution is obtained in the series expansion of \( \varepsilon \),
\[
R_{\text{kink}}(z) = -2z + 2 \log\left( e^z + c_1 \right) - \varepsilon \frac{c_1 z (z+2)}{e^z + c_1} + \mathcal{O}(\varepsilon^2), \quad (D.7)
\]
where \( c_1 \) is an undetermined constant to be matched and \( R_{\text{kink}}(\infty) = 0 \) is also imposed so that the solution matches with the uniform funnel at \( z \to \infty \). The expansion for \( z \to \infty \) gives the matching condition with the uniform solution
\[
R_{\text{kink}}(z) = e^{-z} \left( 2 - \varepsilon \left( 2z + z^2 \right) \right) + \mathcal{O}\left( \varepsilon^2, e^{-2z} \right). \quad (D.8)
\]
For \( z \to -\infty \), we obtain the matching condition with the central blob
\[
R_{\text{kink}}(z) = -2z + 2 \log c_1 - \varepsilon \left( 2z + z^2 \right) + \frac{2 e^z}{c_1} \left( 1 + \varepsilon \left( \frac{z^2}{2} + z \right) \right) + \mathcal{O}\left( \varepsilon^2, e^{2z} \right). \quad (D.9)
\]
Comparing with the Gaussian blob (D.5), the integration constant is determined as
\[
c_1 = 1 + \mathcal{O}(\varepsilon^2). \quad (D.10)
\]
As seen below, the existence of the small kink structure distorts the two connecting regions by small deformations.

**Back reaction to Gaussian blob.** First, we consider the perturbation to the Gaussian blob
\[
R(x) = R_{\text{blob}}(x) + \delta R_{\text{blob}}(x), \quad (D.11)
\]
which is given by
\[
\delta R_{\text{blob}}(x) = A_0 H_{1-\frac{1}{\alpha}}\left( \sqrt{\frac{\alpha}{2}} x \right) + B_0 H_{1-\frac{1}{\alpha}}\left( -\sqrt{\frac{\alpha}{2}} x \right) \quad (D.12)
\]
where the even parity sets \( A_0 = B_0 \). The amplitude is determined through the match in the kink region (D.4), in which eq. (D.12) is expanded as
\[
\delta R_{\text{blob}}(x) \approx -2 \sqrt{2\pi} e^{3/2} e^{\frac{1}{2\pi}} A_0 e^{\varepsilon} \left( 1 + \varepsilon \left( \frac{z^2}{2} + z - 2 - 2\gamma + \log(2\varepsilon) \right) + \mathcal{O}(\varepsilon^2) \right), \quad (D.13)
\]
where \( \gamma \) is Euler’s constant. Comparison with \( \mathcal{O}(e^\varepsilon) \) terms in eq. (D.9) sets
\[
A_0 = -(2\pi)^{-\frac{1}{2}} e^{-\frac{3}{2} e^{\frac{1}{2\pi}}} (1 + \varepsilon (2 + 2\gamma - \log(2\varepsilon))). \quad (D.14)
\]
Figure 12. Bulge branches at large deformation. The dashed curve is the approximation by the blob and kink construction (D.19).

**Back reaction to asymptotic behavior.** Similarly, the asymptotic behavior at $x \to \infty$ is matched in terms of a small perturbation from the uniform solution $R(x) = 0$

$$\delta R_{\text{uni}}(x) = A_\infty e^{-\frac{x^2}{2\alpha} H_{\alpha - 2}} \left( \frac{x}{\sqrt{2}} \right) + B_\infty e^{-\frac{x^2}{2\alpha} H_{\alpha - 2}} \left( -\frac{x}{\sqrt{2}} \right).$$  \hspace{1cm} (D.15)

In the kink region (D.4), this perturbation can be expanded as

$$\delta R_{\text{uni}}(x) \approx A_\infty \sqrt{\frac{\varepsilon}{2}} e^{-\frac{1}{\varepsilon} e^{-\frac{x}{\sqrt{2}}} \left( 1 - \varepsilon \left( 1 + z + \frac{z^2}{2} + \log(\varepsilon/2) \right) \right)} + B_\infty \sqrt{\varepsilon} (1 + \varepsilon (2\gamma - \log(2\varepsilon))).$$ \hspace{1cm} (D.16)

The comparison with eq. (D.8) determines

$$A_\infty = 2e^{\frac{1}{\alpha}} \sqrt{\frac{2}{\varepsilon}} (1 + \varepsilon (1 + \log(\varepsilon/2))), \quad B_\infty = 0.$$ \hspace{1cm} (D.17)

**Free energy.** Combining the solutions in all regions, we can evaluate the free energy by dividing the integral into corresponding parts

$$\int_0^\infty \Delta \rho_F dx = \int_0^{1/\sqrt{\varepsilon} - \sqrt{\varepsilon} z_1} \Delta \rho_F|_{\text{blob}} dx + \int_{1/\sqrt{\varepsilon} - \sqrt{\varepsilon} z_1}^{1/\sqrt{\varepsilon} + \sqrt{\varepsilon} z_2} \Delta \rho_F|_{\text{kink}} dx + \int_{1/\sqrt{\varepsilon} + \sqrt{\varepsilon} z_2}^\infty \Delta \rho_F|_{\text{asym}} dx$$ \hspace{1cm} (D.18)

where $\Delta \rho_F = \rho_F - \rho_F|_{\text{uniform}}$ and the cut-offs $z_1$ and $z_2$ should not appear in the final result. Thus, rewriting in terms of $\alpha$, we obtain

$$\Delta F = \frac{\alpha - 1}{\alpha + 1} \sqrt{\frac{2\pi}{\alpha}} e^{\frac{\alpha + 1}{\alpha}} - \frac{4\sqrt{2}}{\sqrt{\alpha - 1}} e^{\frac{1}{\alpha - 1}} \left( 1 + \mathcal{O}((\alpha - 1)^2) \right).$$ \hspace{1cm} (D.19)

where the first term of $\mathcal{O}(e^{1/\varepsilon})$ is identical to the free energy (without subtraction) of the Gaussian blob which takes no further corrections in $\mathcal{O}(\varepsilon)$, while the second term of $\mathcal{O}(e^{1/2\varepsilon})$ is the expansion up to $\mathcal{O}(\varepsilon)$. In figure 12, this formula reproduces the phase diagram of bulges sufficiently close to $\alpha = 1$.
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