Decreased preparatory activation and inattention to cues suggest lower activation of proactive cognitive control among high procrastinating students
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Abstract
Procrastination is a voluntary delay in completing an important task while being aware that this behavior may lead to negative outcomes. It has been shown that an increased tendency to procrastinate is associated with deficits in some aspects of cognitive control. However, none of the previous studies investigated these dysfunctions through the lenses of the Dual Mechanisms Framework, which differentiates proactive and reactive modes of control. The present study was designed to fill this gap, using behavioral and neurophysiological assessment during the completion of the AX-Continuous Performance Task (AX-CPT) by high (HP) and low (LP) procrastinating students (N = 139). Behavioral results indicated that HP (vs. LP) were characterized by increased attentional fluctuations (higher reaction time variability) and reduction in some indices of proactive cognitive control (lower d’-context and A-cue bias, but similar PBIs). Furthermore, the neurophysiological data showed that HP, compared with LP, allocated less attentional resources (lower P3b) to cues that help to predict the correct responses to upcoming probes. They also responded with reduced preparatory activity (smaller CNV) after cues presentation. The two groups did not differ in neural responses linked to conflict detection and inhibition (similar N2 and P3a). Obtained findings indicate that HP might present deficits in some cognitive functions that are essential for effective proactive control engagement, along with preserved levels of reactive cognitive control. In the present paper, we discuss the potential neural and cognitive mechanisms responsible for the observed effects.
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Introduction
Procrastination describes the behavior of delaying tasks despite knowing that it may bring negative consequences. Increased tendency to procrastinate affects approximately 15-20% of the total population (Klingsieck, 2013) and is especially common among students (Steel, 2007). It significantly reduces their academic performance (for meta-analysis see Kim & Seo, 2015) and quality of life (Beutel et al., 2016). Although different emotional and motivational factors have been proposed as potential causes for procrastinatory behaviors, growing evidence indicates that cognitive control deficits also might contribute to the exacerbation of this problem. For example, our recent study showed that high procrastinating students present difficulties with monitoring their performance and maintaining focused attention during task completion (Michałowski et al., 2020). Moreover, Gustavson and collaborators (2015) found that procrastination is linked to lower scores in the common executive functions factor that was suggested to reflect the ability to actively maintain goal-relevant information in order to guide and control behavior (Miyake & Friedman, 2012). These procrastination-related goal management failures also have been reflected in self-report data, which showed that the tendency to delay tasks is linked to a higher frequency of cognitive slips, such as forgetting simple things or frequently making mistakes (Gustavson et al., 2014; Gustavson et al., 2015).

Overall, these findings lead to the conclusion that procrastination is associated with deficits in some aspects of cognitive control engagement.
control. However, this issue has not been fully explored and calls for further investigation. For example, it is unclear whether the cognitive control dysfunctions related to procrastination are more reactive or proactive, as it is defined by the Dual Mechanisms Framework (Braver, 2012). According to this concept, two distinct modes of cognitive control can be engaged during task completion: proactive control, which is associated with global, tonic activation of the cognitive system in order to anticipate upcoming events; and reactive control, which serves as a late-correction mechanism, linked to transient response to targets. Some research has shown that these two mechanisms of control might be at the ends of one dimension, with a shift towards higher proactive control resulting in lower reactive control deployment and vice versa (Boudewyn et al., 2019; Braver et al., 2009). However, some preliminary studies have indicated a possibility that proactive and reactive control might represent independent processes, which can be simultaneously applied (Gonthier et al., 2016; Mäki-Marttunen et al., 2019).

At the neural level, proactive control is associated with sustained activation in the lateral prefrontal cortex (IPFC; Jimura et al., 2010), which plays an important role in maintaining focus on task-relevant information (MacDonald et al., 2000) and anticipating incoming stimuli (Sohn et al., 2007). Reactive control is linked to transient activation of IFPC and anterior cingulate cortex (ACC; Burgess & Braver, 2010; Marini et al., 2016), which is especially active during conflict detection and inhibition of impulsive responses (Borst et al., 2014; Braver et al., 2001). Furthermore, proactive control has been suggested to be associated with the higher activity of IPFC areas to cues that help to prepare appropriate reactions to probes, while reactive control was proposed to be linked to higher IPFC activation in response to probes (Braver et al., 2009).

Proactive and reactive mechanisms of cognitive control are often studied with the use of the AX - Continuous Performance Task (AX-CPT; Cudo et al., 2018; Locke & Braver, 2008). In this task, pairs of letters appear on the screen in a cue-probe sequence. There are two types of cues (A and B) and probes (X and Y) resulting in four types of trials: AX, AY, BX, and BY (see Methods section for details). Trials AX are the most frequent (70%) and require a target response that is different than the response to other trials (i.e., nontarget response). Slower reactions and lower response accuracy in AY trials indicate increased proactive control engagement, as the appearance of the A-cue increases expectations and response preparation for the X-probe. Accordingly, slower and more erroneous responses in BX trials are linked to higher reactive control engagement, due to transient activation of response representation associated with the most common AX trial. Also, several other behavioral indices related to proactive control have been previously distinguished in the AX-CPT paradigm: $d'$-context, A-cue bias, and Proactive Behavioral Index (PBI). The $d'$-context and A-cue bias are measures derived from the signal detection theory (Stanislaw & Todorov, 1999); the first index reflects the ability to apply contextual information from a cue in response execution (Barch et al., 2001), and the second indicates to what extent the A-cue biases individuals to execute a target response (as in AX trials) independently of the probe type (Gonthier et al., 2016). The PBI reflects the shift from the reactive to proactive mode of control from the perspective of the unidimensional approach, with higher values indicating increased proactive but decreased reactive control engagement and vice versa (Braver et al., 2009).

The AX-CPT also allows for investigating the neural correlates of reactive and proactive control processes with the use of different neuroimaging tools. One of such techniques is the event-related potential (ERP) method, which allows for the measurement of brain responses to different stimuli with high temporal precision. Several components have been identified as cognitive control indices in the AX-CPT. Increased proactive control engagement is assumed to be associated with higher amplitudes of the P3b component in response to cues (Cudo et al., 2018; Morales et al., 2015). This is a parietally distributed, positive potential, linked to allocating attentional resources to salient stimuli and updating contextual information in working memory (Kok, 2001; Lenartowicz et al., 2010; Polich, 2007). Therefore, higher amplitudes of this component might indicate greater utilization of cues in order to respond quickly and correctly to the upcoming probes (Frömer et al., 2021).

Proactive control also is reflected by more negative amplitudes of Contingent Negative Variation (CNV) preceding probe presentation (Chaillou et al., 2017; Cudo et al., 2018; Morales et al., 2015). CNV is a slowly decreasing, negative wave, which appears between cue and probe presentation and indicates both cognitive and motor response preparation as well as context maintenance (Falkenstein et al., 2003). Larger (i.e., more negative) amplitudes of this component are (similarly to P3b) linked to faster and more accurate responses (Frömer et al., 2021; Hohnsbein et al., 1998; Van Den Berg et al., 2014). Although multiple brain areas have been identified as the potential sources of CNV, numerous studies indicate the significant contribution of dorsolateral PFC (dLPF) and ACC (Bareš et al., 2007; Gómez et al., 2003; Gómez et al., 2007; Mannarelli et al., 2015; Onoda et al., 2004; Rosahl & Knight, 1995).

Regarding reactive control engagement, it is often assumed to be reflected by more pronounced amplitudes of N2 and P3a in response to probes in AY trials (Chaillou et al., 2017; Li et al., 2018). These are frontally distributed components, which have been previously associated with ACC activity (Nieuwenhuis et al., 2003; Volpe et al., 2007). N2 is related to the detection of incongruence or conflict, for example as a result of expectations violation or competing choice alternatives (Donkers & Van Boxtel, 2004; Groom & Cragg, 2015; Nieuwenhuis et al., 2003). P3a reflects inhibition of motor response and attentional orienting towards unexpected stimuli (Enríquez-Geppert et al., 2010;
Thus, larger amplitudes of these components are associated with efficient response inhibition and cognitive control in the face of conflict.

The present study aimed to investigate differences in proactive and reactive control engagement between high and low procrastinating students. We predicted that high, compared with low procrastinators, would be less effective in applying proactive control, which would be reflected by quicker and more accurate responses specifically in AY trials, decreased values of behavioral proactive control indices (d’-context, A-cue bias and PBI) as well as lower amplitudes of P3b and CNV after cues presentation.

We have based our hypotheses on several premises. First, procrastination has been previously linked with low goal-management skills and deficits in the common executive functions factor (Gustavson et al., 2014, 2015)—a concept that is closely related to proactive control, as it encompasses the maintenance and implementation of task-related goals (Friedman & Miyake, 2017).

Second, procrastination has been associated with decreased grey matter volume and weaker activation of dlPFC (Chen et al., 2020; Liu & Feng, 2017), as well as decreased dlPFC and ACC activity throughout longer periods in the Go/No-Go task, which measures different aspects of cognitive control (Wypych et al., 2019). The sustained character of these ACC and dlPFC functional changes, along with the structural differences within dlPFC is another argument for the possibility of lower proactive control engagement among high procrastinating individuals.

Finally, in our previous ERP study, we observed that high (vs. low) procrastinating students presented overall lower P3b amplitudes in the parametric Go/No-Go task (Michalowski et al., 2020), an effect that we suggested to reflect lower levels of sustained attention, which is essential for effective proactive control engagement. Moreover, lower P3b amplitudes in high procrastinating students were accompanied by higher reaction time variability (RTV), which might indicate fluctuations in attentional control, resulting in momentary lapses of attention and disengagement from the performing task (Esterman et al., 2013; MacDonald et al., 2009; Weissman et al., 2006). It has been suggested that increased RTV might be associated with failures in proactive cognitive control (Fassbender et al., 2014). However, this relationship has not been fully investigated yet, which is why we decided to conduct additional, correlational analyses between this measure and proactive cognitive control indices (behavioral and neurophysiological). We speculated that higher RTV would be related to lower proactive control engagement.

Regarding reactive cognitive control, we did not expect to find any differences between high and low procrastinating students, as the neural and behavioral data collected in previous studies have shown that high procrastinators have rather preserved abilities to inhibit prepotent responses and detect incongruity in the external environment (Michalowski et al., 2017; Wypych et al., 2019).

**Methods**

**Questionnaires**

To measure the level of academic procrastination, we used the Polish version of Aitken Procrastination Inventory (API: Aitken, 1982), which consists of 19 items with a 5-point Likert scale response format and answers ranging from 1 (False) to 5 (True). The details of the Polish adaptation procedure and its results are provided in the supplementary materials.

**Participants**

Students (N = 1968) from different universities and colleges in Poznań completed the Polish version of API (Aitken, 1982). Of this sample, based on the standard deviation of the mean result in API, we selected 80 participants for high (scores 1 SD above the mean or higher; API ≥74; HP) and 80 subjects for low (scores 1 SD below the mean or lower; API ≤74; LP) procrastination groups. We excluded participants with psychiatric or neurological disorders as well as uncorrected vision. Of this sample, we had to exclude 21 participants: 2 participants turned out to be under psychotropic medications, 2 subjects misunderstood the instructions, 5 participants responded with too low accuracy (≥50% in AX or BY trials), 11 subjects had poor quality of EEG signal (more than 25% excluded epochs), and 1 participant prematurely ended the task. The final sample consisted of 69 participants (36 females) in the LP and 70 participants (36 females) in the HP group. The descriptive statistics of the API results for both groups are provided in the supplementary materials (see Table S1).

The study was approved by the local Ethics Committee at the SWPS University of Social Sciences and Humanities and performed in accordance with the Declaration of Helsinki. All participants signed informed consent of participation and received 80 PLN (~22 USD) at the end of the study.

**Task and procedure**

Participants completed the AX-CPT task (Figure 1) presented on a 17” monitor placed approximately 70 cm from participants’ eyes. In the AX-CPT pairs of letters appeared on the screen in a cue-probe sequence. The letter A served as a target cue, the letter X as a target probe and letters other than A or X as non-target cues or probes. There were four possible trial types: AX with a target cue (A) followed by a target probe (X); AY with a target cue followed by a non-target probe (letter other than X); BX with a nontarget cue (letter other than A) followed by a target probe; and BY with a nontarget cue followed by a non-target probe.
Participants had to respond to probes by pressing buttons 0 or 1 on the top row of the keyboard (with their left and right hand accordingly). Half of the participants in each group responded with 1 to probes in AX trials and with 0 to probes in other trial types, while the other half responded in the reversed manner. The response deadline was until the onset of the next cue presentation (1250–1750 ms after probes). There were 4 blocks of 100 trials with the following number of trial types in each block: AX – 70; AY – 10; BX – 10; and BY – 10. Trials were presented in a randomized order within each block. Letters were presented in black font on a grey background. The intertrial interval was randomized between 1250, 1500 and 1750 ms. Before each trial, a fixation cross appeared on the screen. A cue and a probe were presented for 250 ms. There was a 1500-ms interval between the cue offset and the onset of a probe. At the beginning of the task, there was a short training session, which could have been repeated in the case of instructions misunderstanding.

**Electrophysiological recordings and signal processing**

Continuous brain activity was recorded using BrainVision Recorder and BrainAmpDC amplifier (Brain Products GmbH, Gilching, Germany) with 64 electrodes placed according to the 10-20 system. Impedances were kept below 50 kΩ and the sampling rate was 500 Hz. Data was processed offline with EEGLAB and ERPLAB toolbox (Delorme & Makeig, 2004; Lopez-Calderon & Luck, 2014) for MATLAB (The Mathworks, Inc., Natick, MA). First, the signal was filtered with 0.1-Hz high-pass and 30-Hz low-pass filters. Then, via visual inspection, we detected and interpolated noisy channels as well as manually rejected large artifacts from the signal. After that, the average reference was set and the independent component analysis was performed using the extended runica algorithm in EEGLAB. Visual inspection, in addition to the automatic classifier - ICLabel (Pion-Tonachini et al., 2019), was used to detect and reject components reflecting muscle and eye movements, heart activity or channel noise.

For the P3a, P3b, and N2 analyses, the data was segmented into epochs 200 ms before and 800 ms after cue or probe onset with prestimulus baseline correction. For the CNV analyses epochs were extracted from −1950- to 200-ms time window relative to probes1 with 200-ms precue baseline. Segments with

---

1 In some studies, using experimental tasks with sufficiently long intertrial intervals (ISIs), early and late CNV can be distinguished (Bender et al., 2012; Funderud et al., 2012; Hart et al., 2012). However, in AX-CPT paradigms with shorter ISIs, CNV is usually scored shortly before the probe presentation (~200 or even ~100 to 0 ms before probes), even though it starts to develop much earlier (Beste et al., 2011; Chaillou et al., 2017; van Wouwe et al., 2011).
volatges exceeding ±75 μV were rejected from averaging and participants with more than 25% artificial epochs (11 subjects) were excluded from further analyses.

Electrodes and time windows for ERPs analyses were chosen based on previous studies (Cudo et al., 2018; Incagli et al., 2020; Morales et al., 2015) as well as the visual inspection of electrical brain activity maps (see Figure S1 in the supplementary materials) and ERP waves grand-averaged from all subjects. As a result, the following electrodes and time windows were chosen for further analyses: P3a was scored from 300 to 400 ms after the probe onset at FCz; P3b was analyzed in the time window between 400 and 600 ms after the cue onset at Pz; N2 was calculated from 200 to 300 ms after the probe presentation at FCz; CNV was scored from −200 to 0 ms before the probe onset at FCz.

Statistical analysis

Statistical analyses were conducted with IBM SPSS Statistics 25. For each trial type, we compared rates of commission errors (incorrect button presses), omission errors (missed responses) as well as mean reaction times (RTs) for correct reactions only. RTV was calculated only for AX trials, as it was shown that this measure requires a relatively high trial number to achieve sufficient reliability (Saville et al., 2011). Other trial types were much less frequent and might have introduced some response variability resulting from other processes than failures in sustained attention. RTV was indexed as the coefficient of variation (CV), computed by dividing the standard deviation of RT by mean RT for each participant individually (Saville et al., 2011).

Regarding the behavioral indices linked to proactive control: PBI was calculated according to the formula (AY - BX)/ (AY + BX) for both error rates (commission errors) and RTs in AY and BX trials; the d’-context was measured as the difference between z-transformed values of AX hit rate and BX commission error rate: Z(AXhits) - Z(BXER); while the A-cue bias was calculated as the mean of z-transformed values of AX hit rate and AY commission error rate: ½*(Z[AXhits] + Z[AYER]). The log-linear transformation was applied to all error rate and hit rate data used in the calculation of all three proactive indices in order to correct for trials with error or hit rates equal to 0 or 1 (Gonthier et al., 2016; Hautus, 1995). The transformation was applied according to the formula: error/hit rate = (number of hits/errrors + 0.5) / (number of trials + 1).

To compare RTs and error rates two-way mixed ANOVAs were conducted with a group (HP vs. LP) as the between-subject factor and a trial type (AX, AY, BX, BY) as the within-subject factor. Independent sample t-tests were conducted to measure differences between procrastination groups in RTV and proactive control indices.

For ERPs analyses, two-way mixed ANOVAs were conducted including the between-subject factor group (HP vs. LP) and the within-subject factor cue (A vs. B) for CNV and P3b analyses or a trial type (AX, AY, BX, BY) for P3a and N2 analyses. For both behavioral and electrophysiological analyses, Bonferroni and Greenhouse-Geisser corrections were applied to account for multiple comparisons and violation of sphericity assumption accordingly. Additionally, independent sample t-tests were run to test the differences between groups in case of a significant interaction. Two-tailed Pearson correlation analyses were performed in order to assess the relations between RTV (in AX trials) and neurophysiological and behavioral indices of proactive control.

Participants, who achieved too low accuracy (>50%) in any trial type were excluded from analyses (5 subjects).

Results

Behavioral data

RTs and error rates are presented in Table 1 and Figure 2.

Reaction times

There were significant main effects of trial type for RTs (F(2.07; 282.85) = 502.59; p < 0.001; ηp2 = 0.79). Paired comparisons revealed higher RTs for AY as compared with other trial types and increased RTs for AX in comparison to BX and BY trials (p < 0.001). No differences in RT were observed between BX and BY trials (p > 0.1). HP responded slower than LP in all trial types (F(1,137) = 5.27; p = 0.023; ηp2 = 0.04) throughout the task.

Response accuracy

There were main effects of trial type of error rates (F(1.11; 152.36) = 126.37; p < 0.001; ηp2 = 0.48) for commission errors; F(1.71; 234.86) = 502.59; p < 0.001; ηp2 = 0.79). Paired comparisons revealed higher error rates for AY as compared with other trial types and increased RTs for AX in comparison to BX and BY trials (p < 0.001). No differences in RT were observed between BX and BY trials (p > 0.1). HP responded slower than LP in all trial types (F(1,137) = 5.27; p = 0.023; ηp2 = 0.04) throughout the task.

Regarding both omission and commission error rates, no significant group differences nor interactions were obtained (Fs < 1; ps > 0.1). Therefore, we did not confirm our hypotheses that compared with LP, HP would present decreased RTs and error rates specifically in AY trials, which would indicate lower proactive control engagement.
In accordance with our predictions, RTV in AX trials was higher in HP ($M = 0.347$; $SD = 0.104$) than in LP ($M = 0.298$; $SD = 0.089$) group ($t(137) = 2.94; p = 0.004; d = 0.51$). This suggests that HP show larger fluctuations in attentional control than LP.

Behavioral indices linked to proactive cognitive control

We predicted that HP would present lower values of behavioral indices linked to proactive control engagement. In line with our predictions, $d'$-context was lower in HP than in LP group ($t(137) = 2.08; p = 0.039; d = 0.35$; Figure 3), which indicates a reduced ability to use contextual information in response execution among HP. There also was a trend-level difference in A-cue bias between groups with lower values in HP ($t(137) = 1.84; p = 0.068; d = 0.31$; Figure 3), showing that this group of participants have lower tendency to make a target response after A cues (as in AX trials) regardless of the probe type. Opposite to what we expected, there were no significant differences in PBIs between groups ($t(137) = 1.56; p = 0.121; d = 0.26$ for commission error rates; $t(129,65) = 1.26; p = 0.211; d = 0.21$ for RTs).

The results of these behavioral indices show that HP (vs. LP) present a reduced ability to use contextual information from the cues in response to probes and are less biased to make a target response (as in AX trials) after A cues, regardless of the following probe type. However, the PBI results indicate that the decreased effectiveness of proactive control in HP is not accompanied by increased reactive control.

Electrophysiological data

Cue-related components

The results of P3b and CNV are presented in Table 2 and Figure 4.

P3b amplitudes were smaller in response to A vs. B cues ($F(1,137) = 279.72; p < 0.001; \eta^2_p = 0.67$) and in HP than in LP group ($F(1,137) = 10.10; p = .002; \eta^2_p = 0.07$) which is in accordance with our hypothesis and can be interpreted as lower attention to cues, linked with decreased proactive control employment. We also observed the significant group x cue interaction ($F(1,137) = 4.41; p = .038; \eta^2_p = 0.03$). Post-hoc independent sample $t$-tests revealed that the differences between groups were larger in response to B cues ($t(137) = 2.99; p = 0.003; MD = 1.17; SE = 0.39$) compared with A cues ($t(137) = 2.17; p = 0.032; MD = 0.41; SE = 0.19$). As B cues are always followed by the same response irrespective of the upcoming probe, they allow for the proactive preparation of motor responses. Therefore, these results further confirm that HP present lower attention towards salient cues, which is essential for effective proactive control engagement. These findings are in line with behavioral data, which indicated lower $d'$-context among HP (see the above section).

CNV analyses confirmed our hypothesis, revealing that HP (vs. LP) presented smaller (less negative) amplitudes for both A and B cues ($F(1,137) = 5.20; p = 0.024; \eta^2_p = 0.04$) with no significant main effect of cue or group x cue interaction ($F(1,137) = 1.92; ps > 0.1$). This means that HP present lower preparatory activity before probes presentation. Lower CNV among HP also might contribute to reported above slower reactions to probes and lower A-cue bias, as higher preparatory activity might hinder the ability to withdraw the target response that is usually executed after A cues (see the behavioral data section).

Probe-related components

The results of N2 and P3a are presented in Table 3 and Figure 5.

N2 comparisons yielded the main effect of trial type ($F(2.18; 298.47) = 21.70; p < 0.001; \eta^2_p = 0.14$). Post hoc tests showed more negative amplitudes evoked by Y probes (both in AY and BY trials) compared with those elicited by X probes (in AX and BX trials; $ps < 0.001$). There also was a trend toward bigger N2 in AY than in BY trials ($p = 0.058$). There were no significant differences in probe-related N2 amplitudes between AX and BX trials ($p > 0.1$).

P3a analyses showed the main effect of trial type ($F(1.92; 262.58) = 48.02; p < 0.001; \eta^2_p = 0.26$). Post hoc tests revealed higher P3a to probes in AY trials compared with those occurring in other trial types and increased P3a to probes in AX trials.
when compared with those presented in BX and BY trial types (ps < 0.05), with no differences between BX-BY (p > 0.1).

We observed no main effect of group nor group x trial type interaction for both N2 and P3a (Fs < 2; ps > 0.1), which shows that there are no statistically significant differences between HP and LP in neurophysiological indices of reactive cognitive control, linked to conflict detection and inhibition.
Fig. 3 Differences between high (HP) and low (LP) procrastination groups in proactive control indices: $d'$-context (A), A-cue bias (B), Proactive Behavioral Index calculated for error rates (commission errors) and reaction times (C). Higher values indicate increased proactive control engagement. Error bars represent one standard error.
Table 2  Mean values (SDs) of P3b and CNV amplitudes elicited by A and B cues in high (HP) and low (LP) procrastinators

| Cue type | P3b amplitudes [μV] | CNV amplitudes [μV] |
|----------|---------------------|---------------------|
|          | HP                  | LP                  | HP                  | LP                  |
| A        | 0.88 (0.13)         | 1.29 (0.13)         | −2.97 (0.30)        | −3.94 (0.30)        |
| B        | 3.53 (0.28)         | 4.70 (0.28)         | −3.25 (0.27)        | −3.94 (0.27)        |

Table 3  Mean values (SDs) of P3a and N2 amplitudes elicited by probes in high (HP) and low (LP) procrastinators in the four trial types

| Trial type | P3a amplitudes [μV] | N2 amplitudes [μV] |
|------------|---------------------|--------------------|
|            | HP                  | LP                  | HP                  | LP                  |
| AX         | 0.39 (2.58)         | 0.72 (3.48)         | −0.47 (2.17)        | −0.78 (2.35)        |
| AY         | 1.97 (4.04)         | 2.29 (4.30)         | −1.91 (2.68)        | −1.61 (3.10)        |
| BX         | −0.25 (2.47)        | −0.07 (2.87)        | −0.50 (2.26)        | −0.43 (2.50)        |
| BY         | −0.35 (2.61)        | −0.38 (2.74)        | −1.36 (2.31)        | −1.05 (2.29)        |

Fig. 4 Event-related potentials (ERPs) elicited by A and B cues in the AX-Continuous Performance Task among high (HP) and low (LP) procrastination groups. (A) ERPs averaged over Pz with a highlighted window chosen for P3b analyses; (B) ERPs averaged over FCz with a highlighted window chosen for CNV analyses.
Correlations with reaction time variability and proactive indices

Because RTV is supposed to reflect difficulties with sustained attention, we wanted to verify the link between this measure and proactive control indices. Confirming our predictions, increased RTV was correlated with lower d-context and A-cue bias as well as less pronounced P3b to B cues and CNV amplitudes. There were no significant correlations between RTV and PBIs as well as P3b in response to A cues (Table 4). This means that decreased ability to sustain attention is linked with lower utilization of cues, smaller preparatory activity before probes presentation and reduced tendency to execute a target response after A cue appearance, irrespective of the probe type. However, attentional fluctuations seem not to relate to the trade-off between performance in AY and BX trials.

Discussion

We investigated the differences in proactive and reactive control between students with high and low levels of procrastination. Based on the previous research on deficits in sustained

Fig. 5 ERPs averaged over FCz, elicited by the probes in four types of trials of the AX-Continuous Performance Task high (HP) and low (LP) procrastinating participants. (A) ERPs in trials AX and AY. (B) ERPs evoked in trials BX and BY. Highlighted areas represent the time windows chosen for N2 (light grey) and P3a (dark grey) analyses.
Attention and goal-management failures in procrastination (Gustavson et al., 2014, 2015; Michalowski et al., 2020), we predicted that high procrastinating participants would present lower activation of proactive cognitive control than low procrastinating students. To test this hypothesis, we applied the AX-CPT paradigm along with electrophysiological measurements. Obtained results partially confirmed our predictions. Although the mean RTs, as well as error rates, in different trial types did not show a reduced proactive control pattern in high, as compared with low procrastinating participants, some of the proactive control indices were indeed lower in the high procrastination group. We also observed lower amplitudes of P3b and CNV in response to cues in high (vs. low) procrastinators, which further points out the possibility of decreased recruitment of proactive cognitive control among this group of participants. Also, we did not observe any significant differences between groups in probes-locked N2 and P3a, which indicates potentially similar reactive control engagement among high and low procrastinating subjects.

P3b reflects allocating attentional resources and updating contextual information in working memory (Polich, 2007). Smaller amplitudes of this component among high procrastinating participants might indicate lower proactive control engagement, as proper utilization of cues directs attention, reduces the number of alternative goal representations and in the end allows for more effective response preparation. Observed P3b differences between groups reached significance in response to both types of cues but were larger in response to B cues. In the AX-CPT paradigm B cues allow for the proactive preparation of the motor response, as reactions to the following probes are always the same, in contrast to A-cue trials, in which response choice is largely dependent on the following probe type (MacDonald & Carter, 2003; Mäki-Marttunen et al., 2019; Qiao et al., 2018). Therefore, larger between-group differences in P3b to B cues might indicate that high procrastinating participants allocate less attentional resources to task-relevant information, which allows for optimizing response strategy.

Along with lower P3b amplitudes, high procrastinators also showed less pronounced CNV between cue and probe presentation. Smaller amplitudes of this component might be associated with previously reported lower grey matter volume and decreased activation within dIPFC among high procrastinators (Chen et al., 2020; Liu & Feng, 2017), as this brain structure plays a significant role in behavioral control and response preparation (MacDonald et al., 2000). These structural and functional changes may significantly reduce procrastinators’ ability to maintain focus on task-relevant information and contribute to an increased tendency to reorient attention towards external or internal distractors, reducing the amount of available cognitive resources. Indeed, in previous research higher procrastination has been linked to more frequent daydreaming and intrusive thoughts (Constantin et al., 2018; Rebetez et al., 2018). Therefore, it would be interesting for future studies to further explore the associations between proactive control deficits and proneness to mind-wandering in procrastination.

Apart from lower neurophysiological indices of proactive cognitive control in high procrastinating participants, we observed no differences between groups in the probes-locked N2 and P3a amplitudes, which are the indicators of reactive cognitive control engagement. It has been shown that these components are related to inhibition abilities with larger amplitudes reflecting higher inhibitory control (Donkers & Van Boxtel, 2004; Falkenstein et al., 1999; Van Boxtel et al., 2001). N2 reflects conflict detection, while P3a is an effect of conflict resolution and motor inhibition (Enriquez-Geppert et al., 2010; Groom & Cragg, 2015). Observed results are in line with previous studies that did not demonstrate deficits in inhibitory control among high procrastinating participants (Michalowski et al., 2017; Rebetez et al., 2016; Wypych et al., 2019). However, we cannot entirely rule out the

### Table 4

|                     | PBI-error | PBI-RT | d'-context | A-cue bias | CNV-A | CNV-B | P3b-A | P3b-B |
|---------------------|-----------|--------|------------|------------|-------|-------|-------|-------|
| RTV                 | −0.092    | −0.116 | −0.505**   | −0.254**   | 0.317**  | 0.204*  | 0.006 | −0.269** |
| PBI-error           | 0.575**   | 0.308**| 0.670**    | 0.670**    | −0.286** | −0.211*  | 0.123 | 0.304**  |
| PBI-RT              | 0.206*    | 0.557**| −0.387**   | −0.387**   | −0.340** | 0.013   | 0.365**  |
| d'-context          | 0.443**   | 0.443**| −0.305**   | −0.305**   | −0.236*  | −0.190*  | 0.210*  |
| A-cue bias          | −0.374**  | −0.374**| −0.209*    | −0.209*    | −0.058  | 0.271**  |
| CNV-A               | 0.649**   | 0.649**| 0.058      | 0.058      | −0.267** | −0.267** |
| CNV-B               | −0.067    | −0.067 | −0.217*    | −0.217*    |        |        |
| P3b-A               |          |        |           | 0.420**    |        |        |

**p < 0.01; *p < 0.05; RTV = reaction time variability; PBI = Proactive Behavioral Index calculated for error rate (PBI-error) or reaction times (PBI-RT); CNV = Contingent Negative Variation (higher values represent smaller - less negative - CNV); A, B - cue types.
possibility of the differences between groups in reactive control engagement. It might be that the AX-CPT is better suited for investigating individual differences in proactive than reactive cognitive control. Therefore, it would be beneficial if prospective studies used different paradigms to evaluate the link between procrastination and reactive control.

Also, some researchers emphasize the role of N2 and P3a components in orienting response towards novelty and expectation violation (Nieuwenhuis et al., 2003; Schomaker & Meeter, 2014). Unfortunately, it is impossible to disentangle these processes in AX-CPT, as the appearance of a non-target probe after an A-cue both violates expectations and requires inhibition of the most frequent response associated with a target cue. Therefore, it would be interesting for future studies to further elaborate on this topic and verify whether high procrastinating participants show an attenuated response to novel stimuli that do not require motor inhibition.

Regarding behavioral measures, high procrastinators showed lower means of proactive control indices than low procrastinating subjects. However, these differences between groups reached significance only in $d'$-context along with a tendency in A-cue bias. Lower $d'$-context might reflect a decreased ability of high procrastinating subjects to use contextual information in order to adjust their behavior. This index has been previously proven to be the most reliable measure among all behavioral indices of proactive control that have been analyzed in this study (Cooper et al., 2017; Kubota et al., 2020). However, different factors can influence the $d'$-context, such as better memory for the cue or less impulsive responding. Therefore, it might indicate that high procrastinators present deficits in only some aspects of cognitive functioning that are essential for effective proactive control engagement.

Decreased A-cue bias among high procrastinators might be considered as the more direct measure of lower proactive control engagement than $d'$-context, as it measures the tendency to execute target responses for A cues independently of the probe type (Gonthier et al., 2016). Moreover, this index is a more advantageous measure than simple comparisons of error rates in AY trials, as it also takes into account the accuracy in AX trials. However, as the differences between groups in A-cue bias were at the tendency level, we should interpret this result with caution. It would certainly be beneficial to replicate this effect on a bigger sample of participants.

Although we found lower $d'$-context and A-cue bias among high (vs. low) procrastinating participants, the differences in PBIs did not reach statistical significance in the present study. The possible explanation for this pattern of results is that PBIs capture the shift from the reactive to proactive style of responding, assuming that these two modes of cognitive control are at the opposite poles of one dimension (Braver et al., 2009). Accordingly, lower PBIs would indicate smaller proactive control, but at the same time higher reactive control and vice versa. However, our findings indicate the possibility of distinct nature of these two mechanisms, as high and low procrastinating subjects differed only in some indices of proactive control engagement, with no observed differences in reactive control. These results are in line with other studies showing that these two modes of cognitive control are independent of each other and can be simultaneously applied (Gonthier et al., 2016; Mäki-Marttunen et al., 2019). In such a case, PBIs might be less sensitive to capture proactive control problems when there are no differences between groups in reactive control engagement. Nevertheless, the lack of differences between groups in PBIs is an issue worth further investigation and signals the need to interpret the obtained results with caution.

Apart from lower values of some of the proactive control indices, high procrastinators also showed slower reactions throughout the task, which might result from inattention to cues and decreased preparatory activation before probe presentation. Indeed, previous studies have shown that greater cue utilization and larger CNV amplitudes are associated with faster reactions (Brouwers et al., 2017; Hillyard, 1969; Werre et al., 2001). We also replicated our previous results regarding increased RTV among high procrastinators, which indicates difficulties in sustained attention in this group of participants (Michałowski et al., 2020). Moreover, this measure turned out to be negatively correlated with most behavioral and neurophysiological indices of proactive control, such as A-cue bias, $d'$-context, CNV and P3b to B cues. It is in line with previous findings showing that higher RTV is linked with lower proactive responding (Mäki-Marttunen et al., 2018) and reduced CNV (Doehnert et al., 2013) and indicates that this measure might be considered as another index of proactive control engagement, reflecting processes involved in sustained attention. On the contrary, we did not observe significant correlations between RTV and PBIs. The potential explanation for this effect is that the ability to sustain attention is relatively equally relevant for fast and accurate responses in both AY and BX trials. Thus, RTV might be negatively related not only to proactive but also to reactive control engagement.

Contrary to our predictions, we did not find effects of high procrastination on faster reactions or lower error rates specifically in AY trials, which would further confirm decreased proactive control engagement. However, comparing the performance on AY trials independent of other trial types might not be sensitive enough to capture more subtle differences in proactive control between groups. Although RTs should be more sensitive to between-group differences of proactive control engagement than error rate data in such easy tasks as AX-CPT, it might not be the case for comparisons of subjects that generally differ in mean RTs. For example, Locke and Braver (2008) showed that the activation of proactive control during the introduction of reward incentives was
associated with more errors in AY trials but the overall faster reactions, without any specific RTs effects for AY trials. Similar findings were obtained by Mäki-Marttunen and collaborators’ (2018), who compared proactive and reactive groups of participants. Reactive subjects presented generally increased RTs, regardless of trial type, along with higher RTV. Therefore, it might be that frequent lapses of attention and slower responding are themselves indicative of reduced proactive control, despite the lack of a specific response pattern. However, these findings call for caution in drawing any definitive conclusions from this study. Future research might provide more insight into this issue, by applying different experimental paradigms to measure differences in proactive and reactive modes of control between high and low procrastinators.

According to our knowledge, this is the first study that investigated differences in proactive and reactive cognitive control activation among high and low procrastinating students. Obtained results revealed that high and low procrastinators present a similar neural response to inhibitory control and automatic conflict detection, which might indicate comparable reactive control engagement. We also observed that high as compared to low procrastinators show reduced neural activity linked to response preparation and allocation of attentional resources to task-relevant, contextual information. These neurophysiological results indicate that high procrastinators might present lower proactive control engagement than low procrastinating individuals. This is partially supported by the behavioral data, although some ambiguity in the behavioral results signals the need for caution in drawing any definitive conclusions. It would be desirable to replicate the presented findings in a correlational design study to verify whether there is a linear relationship between procrastination and proactive control recruitment. Although the comparison of extreme groups allows for capturing subtle effects in studies with a relatively small sample size, this kind of design poses some limitations. For example, it might overlook the possibility that the observed differences in cognitive control are manifested only in individuals with extreme procrastination tendencies.

Despite its limitations, the presented study provides some evidence of lower proactive control engagement in high, as compared to low procrastinating individuals. However, the associations between cognitive control recruitment and procrastination tendencies require further exploration. Future studies might take a closer look at different psychological and neuronal mechanisms that impair high procrastinators’ cognitive performance and possible solutions to overcome these problems.
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