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1 Introduction

Initiations in the research of parabolic equations with nonlocal conditions appeared in papers \cite{3,19} more than half a century ago. New problems, formulated in the papers mentioned, became as the object of investigations of many authors later on.
During the last decades many new papers have appeared, where solution of parabolic equations with integral boundary conditions by the finite difference method was considered in various aspects, including the stability and convergence of difference schemes. In paper [11], the estimation of error in the maximum norm was obtained for the one-dimensional linear parabolic equation with integral boundary conditions. The analogous result was provided in [12] for the numerical solution of a semilinear problem with integral boundary conditions. Various aspects of difference schemes, such as convergence, stability, algorithms of realization, approximation of increased accuracy in one-dimensional case were investigated in many articles (see, for example [8, 9, 22, 26] and the references therein). The influence of complex coefficients on the stability of difference schemes was investigated in [20, 31].

In a two-dimensional case of parabolic equations with integral conditions, the difference methods were applied in [4, 6, 21, 24, 29], and to the equations with other type of nonlocal conditions – in [13, 15].

We emphasize the fact that most of theoretical issues of difference schemes were investigated in line with the sufficiently strong conditions introduced (it is not clear whether they are necessary) for the various parameters or functions in nonlocal conditions (see, for example [11, 12, 21]), or proving the stability or convergence in unusual energetic norms (see [13, 16]).

Another important aspect is that theoretical investigations in the numerical analysis are strongly influenced by practical applications in heat conductions [3], thermoelasticity [10], underground water flow [23], electrochemistry [5], and so on. In [7, 14], some mathematical models with nonlocal conditions for bioreactors are described.

In this paper, the stability and convergence of difference schemes for two-dimensional nonlinear parabolic equations with an integral boundary condition are proved using the properties of M-matrices and the structure of spectrum of difference operators with nonlocal conditions.

In papers [28, 33, 38], the theory of M-matrices was used for the investigation of difference systems obtained from the elliptic equation with an integral condition. In many cases, the matrix of the system of difference equations, approximating a differential equation with nonlocal conditions, is characterized by the properties specific to M-matrices. These properties might be used to obtain the conditions of convergence of iterative methods [28, 38]. In the paper [18], the properties of M-matrices were applied to the investigation of the stability of difference schemes in the energetic norm.

In the paper [33], using the properties of M-matrices, the error of the solution of the difference problem for nonlinear elliptic equation with nonlocal boundary condition was estimated. Two aspects of such a method of proof have been noted. First, the main idea of error estimation is the construction of majorant, similar as applying the maximum principle method. Second, in the M-matrix method, the error estimate is proved declining the diagonal predominance property of the matrix for the system of difference equations, which is necessary for the maximum principle method. The results of the investigation of the structure of the difference operator spectrum are used instead of the diagonal predominance property.
Difference Scheme for Parabolic Equation

The structure of the spectrum of difference operators with nonlocal conditions was investigated in many papers (see [30, 35, 36] and also references in review article [37]). In the papers [2, 16, 17, 27, 34], the stability of difference schemes in the energetic norm according to the structure of the spectrum is examined.

In this article the methodology of the estimation of the error of the solution as in [33] is applied to a new class of problems with nonlocal conditions, namely, to nonlinear two-dimensional parabolic equations. The main result of the present paper is that the stability and convergence of difference schemes for a parabolic equation with an integral boundary condition in the uniform norm has been proved using the structure of the spectrum of difference operator and the theory of M-matrices. The statement on the convergence of the difference scheme in the uniform norm was proven only in the case of nonlocal conditions under which the matrix of the system of difference equations is diagonally dominant (see, for example [11, 12, 21]). Using the methodology of M-matrices the requirement of diagonal dominance was abolished.

The paper is organized as follows. In Section 2, the differential and difference problems are stated. The difference problem for the error of the solution is investigated in Section 3. The latter problem is expressed in the matrix form as a two-layer difference scheme. In Section 4, some new formulations of the well-known properties of M-matrices, adapted to the system of difference equations are obtained. Using these properties, the error estimation is presented for the solution and the convergence of the difference scheme in the uniform norm is proved in Section 5. In Section 6, a short analysis of the stability of a difference scheme is provided. Results of numerical experiments are delivered in Section 7. Some final conclusions are presented in Section 8.

2 Statement of differential and difference problem

A semilinear two-dimensional parabolic equation

\[
\frac{\partial u}{\partial t} = \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} - f(x, y, t, u) + p(x, y, t)
\]  

(2.1)

is considered in the rectangular domain \(D = \{0 < x < 1, \ 0 < y < 1\}\) and \(t \in (0, T]\). The initial condition

\[
u(x, y, 0) = \varphi(x, y), \quad (x, y) \in D
\]  

(2.2)

and boundary conditions

\[
u(0, y, t) = \gamma \int_0^1 u(x, y, t)dx + \mu_1(y, t),
\]  

(2.3)

\[
u(1, y, t) = \mu_2(y, t), \quad u(x, 0, t) = \mu_3(x, t), \quad u(x, 1, t) = \mu_4(x, t),
\]  

(2.4)

where \(f, p, \varphi, \mu_i, \ i = 1, 2, 3, 4\) are given sufficiently smooth functions, are formulated. Furthermore, the functions \(\mu_2, \mu_3\) and \(\mu_4\) satisfy compatibility conditions at the points \((1, 0)\) and \((1, 1)\). In additional, boundary conditions (2.3) and (2.4) must be satisfied for initial function \(\varphi(x, y)\).

The following hypotheses are assumed to be true:
Lemma 1. \[ \text{Hypothesis H1. } \frac{\partial f}{\partial u} \geq 0 \text{ for all the values } (x, y) \in D \text{ and } u(x, y, t); \]

\[ \text{Hypothesis H2. } \gamma \text{ is a given real number } 0 < \gamma < 2 - \rho, \rho \in (0, 2]. \]

A difference problem approximating differential problem (2.1)–(2.4) is written. To this end the following notation is introduced: \( h = \frac{1}{N}, \tau = \frac{T}{N}, \) where \( N \) and \( N_1 \) are positive integer numbers. Further, let \( x_i = ih, y_j = jh. \)

\( i, j = 0, 1, \ldots, N; t^n = n\tau, n = 0, 1, \ldots, N_1. \)

A numerical approximation \( U^n_{ij} \) to the exact solution \( u^n_{ij} = u(x_i, y_j, t^n) \) of differential problem (2.1)–(2.4) is considered.

The following notation is presented

\[
\begin{align*}
\partial^2_x U^n_{ij} &= \frac{U^n_{i-1,j} - 2U^n_{ij} + U^n_{i+1,j}}{h^2}, \\
\partial^2_y U^n_{ij} &= \frac{U^n_{i,j-1} - 2U^n_{ij} + U^n_{i,j+1}}{h^2}, \\
\partial_t U^n_{ij} &= \frac{U^n_{ij} - U^n_{ij-1}}{\tau}, \\
l_n(U^n_{ij}) &= h \left( \frac{U^n_{0j} + U^n_{Nj}}{2} + \sum_{i=1}^{N-1} U^n_{ij} \right).
\end{align*}
\]

A finite difference scheme is now defined

\[
\begin{align*}
\partial_t U^n_{ij} &= \partial^2_x U^n_{ij} + \partial^2_y U^n_{ij} - f(U^n_{ij}) + p^n_{ij}, \quad i, j = 1, 2, \ldots, N - 1, \quad n = 1, \ldots, N_1, \quad (2.5) \\
U^n_{0j} &= \gamma l_j(U^n_{ij}) + (\mu_1)_j, \quad j = 1, 2, \ldots, N - 1; \quad (2.6) \\
U^n_{ij} &= \varphi_{ij}, \quad i, j = 0, 1, \ldots, N, \quad (2.7) \\
U^n_{Nj} &= (\mu_2)_j^2, \quad U^n_{00} = (\mu_3)_i, \quad U^n_{iN} = (\mu_4)_i, \quad i, j = 1, 2, \ldots, N - 1. \quad (2.8)
\end{align*}
\]

Further in this article for shorter writing no restrictions are imposed on index \( n \) in difference equations or conditions, assuming that \( n \) is any integer \( 1 \leq n \leq N_1. \)

The solution \( U^{n-1}_{ij} \) at the all points \((i, j)\) of the layer \( t = t^{n-1} \) is known. Then system (2.5)–(2.8) for the unknowns \( U^n_{ij} \) with fixed \( n \) can be interpreted formally as difference analogue of some elliptic equation. The solution of such system by the iterative methods was investigated in [28]. It follows from these results that under hypotheses H1 and H2, the unique solution \( U^n_{ij} \) of the system of difference equations (2.5)–(2.8) exists.

Thus the following statement is obtained.

**Lemma 1.** If the hypotheses H1 and H2 are true, then unique solution of the system of difference equations (2.5)–(2.8) exists.

Let the differential problem (2.1)–(2.4) possess the unique smooth enough solution, i.e. the derivatives of the solution with respect to \( x \) and \( y \) up to the fourth order and the first and second derivatives with respect to \( t \) are bounded. Then the error of approximation is \( O(h^2 + \tau). \) So, the following difference problem for the solution \( u^n_{ij} \) of the differential problem can be written:

\[
\begin{align*}
\partial_t u^n_{ij} &= \partial^2_x u^n_{ij} + \partial^2_y u^n_{ij} - f(u^n_{ij}) + p^n_{ij} + R^n_{ij} + r^n_{ij}, \quad i, j = 1, 2, \ldots, N - 1, \quad (2.9) \\
u^n_{ij} &= \gamma l_j(u^n_{ij}) + (\mu_1)_j + R^n_{ij}, \quad j = 1, 2, \ldots, N - 1, \quad (2.10) \\
u^n_{ij} &= \varphi_{ij}, \quad i, j = 0, 1, \ldots, N, \quad (2.11) \\
u^n_{Nj} &= (\mu_2)_j^2, \quad u^n_{i0} = (\mu_3)_i, \quad u^n_{iN} = (\mu_4)_i, \quad i, j = 1, 2, \ldots, N - 1. \quad (2.12)
\end{align*}
\]
Here, according to the presumption on the smoothness of solution of the differential problem, the following estimations are true:

\[ |R_{ij}^n| \leq \frac{h^2}{6} M_4, \quad |r_{ij}^n| \leq \frac{\tau}{2} C_2, \quad |R_{ij}^n| \leq \frac{h^2}{12} M_2, \quad (2.13) \]

where

\[ M_4 = \max \left( \left| \frac{\partial^4 u}{\partial x^4} \right|, \left| \frac{\partial^4 u}{\partial y^4} \right| \right), \quad M_2 = \max \left| \frac{\partial^2 u}{\partial x^2} \right|, \quad C_2 = \max \left| \frac{\partial^2 u}{\partial t^2} \right|. \]

### 3 Difference problem for the error

The error of the solution is noted \( z_{ij}^n = u_{ij}^n - U_{ij}^n \). From the problems (2.5)–(2.8) and (2.9)–(2.12) the following system received:

\[ \partial_t z_{ij}^n = \partial_x z_{ij}^n + \partial_y z_{ij}^n - d_{ij}^n z_{ij}^n + R_{ij}^n + r_{ij}^n, \quad i, j = 1, 2, \ldots, N - 1, \quad (3.1) \]

\[ z_{0j}^n = \gamma l_j(z_{ij}^n) + R_{ij}^n, \quad j = 1, 2, \ldots, N - 1, \quad (3.2) \]

\[ z_{i0}^n = 0, \quad i, j = 0, 1, \ldots, N, \quad (3.3) \]

\[ z_{ij}^N = z_{i0}^n = z_{iN}^n = 0, \quad i, j = 1, 2, \ldots, N - 1, \quad (3.4) \]

where the following is denoted

\[ d_{ij}^n = \frac{\partial f(\tilde{u}_{ij}^n)}{\partial \tilde{u}_{ij}^n}, \quad (3.5) \]

and \( \tilde{u}_{ij}^n \) is a certain intermediate value \( \tilde{u}_{ij}^n = u_{ij}^n + \theta U_{ij}^n, |\theta| \leq 1 \).

To estimate the error \( z_{ij}^n \), first of all this system is rearranged. In this system, where \( n \) is a fixed number, there are \( N(N-1) \) equations and the same number of unknowns. This system is reduced to two separate systems of lower order.

With this aim \( z_{ij}^n \) is expressed from equation (3.2) for each \( j = 1, 2, \ldots, N - 1 \):

\[ z_{ij}^n = \alpha \sum_{i=1}^{N-1} z_{ij}^n + R_{ij}^n, \quad j = 1, 2, \ldots, N - 1, \quad (3.6) \]

where \( \alpha = \gamma h/(1 - \frac{2\gamma h}{2}) \), \( \beta = 1/(1 - \frac{2h}{2}) \). As \( h \leq \frac{1}{2} \) and according to hypothesis H2, \( 0 \leq \gamma < 2 \), then

\[ 0 \leq \alpha \leq 2\gamma h < 2, \quad 1 \leq \beta \leq 2. \quad (3.7) \]

Putting expression (3.6) into equations (3.1), as \( i = 1 \) and introducing the new notation, for each fixed \( n \geq 1 \) is obtained:

\[ L(z_{ij}^n) := \partial_t z_{ij}^n - \frac{1}{h^2} \left( \alpha \sum_{i=1}^{N-1} z_{ij}^n - 2z_{ij}^n + z_{2j}^n \right) - \partial_y^2 z_{ij}^n + d_{ij}^n z_{ij}^n \quad (3.8) \]

\[ = R_{ij}^n + r_{ij}^n + \beta R_{ij}^n / h^2, \quad j = 1, 2, \ldots, N - 1, \]

\[ L(z_{ij}^n) := \partial_t z_{ij}^n - \partial_x^2 z_{ij}^n - \partial_y^2 z_{ij}^n + d_{ij}^n z_{ij}^n = R_{ij}^n + r_{ij}^n, \quad i=2,3,\ldots,N-1, \quad j=1,2,\ldots,N-1. \quad (3.9) \]

---
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For each fixed $n \geq 1$ equations (3.1), (3.2) and (3.6), (3.8), (3.9) are equivalent. But now the former system (3.1), (3.2) and (3.4) is reduced to the separate systems:

- $(N - 1)^2$ order system (3.8), (3.9), (3.4) with the unknowns $z^n_{ij}$ in the interior points of the grid area, i.e. as $i, j = 1, 2, \ldots, N - 1$ and
- $N - 1$ order system (3.6) with the unknowns $z^n_{0j}, i, j = 1, 2, \ldots, N - 1$; indeed, this system is the explicit formulas providing the opportunity to calculate $z^n_{0j}$, when the solution of the first system $z^n_{ij}, i, j = 1, 2, \ldots, N - 1$ is known.

Now the system (3.1), (3.2), (3.4) for fixed $n \geq 1$ is written in the matrix form

$$A z^n = B z^{n-1} + r^n,$$

where $A, B$ are matrices of order $(N - 1)^2$, $z^n$ and $r^n$ are vectors of the same order. To this end, as usual, the following order of components of vector $z^n = \{z^n_{ij}\}, i, j = 1, 2, \ldots, N - 1$ is used: first the auxiliary vectors of order $N - 1$ are defined, $z^n_j = (z^n_{1j}, z^n_{2j}, \ldots, z^n_{N-1,j})^T$, $j = 1, 2, \ldots, N - 1$, and afterwards $z^n = (z^n_1, z^n_2, \ldots, z^n_{N-1})^T$.

Now the system (3.1), (3.2), (3.4) can be written in the following matrix form

$$(\tau^{-1} I + A - C + D) z^n = \tau^{-1} I z^{n-1} + r^n.$$  

Matrices $I, A, C$ and $D$ of order $(N - 1)^2$ included to this system are formed as follow. $I$ is the unique matrix. $A$ is the matrix, corresponding to the difference Laplace operator (with a minus sign) with zero Dirichlet conditions. $C$ is the matrix composed of the coefficients in the member $h^{-2} \alpha \sum_{i=1}^{N-1} z^n_{ij}$ of equation (3.8). $D$ is the diagonal matrix with the elements $d^n_{ij}$, prescribed by formula (3.5). For details see [33]. Denote

$$A_1 = \tau^{-1} I + A - C, \quad A = A_1 + D, \quad B = \tau^{-1} I.$$  

Thus, the system of difference equations is written in the form of (3.10). Another form of this system is

$$(A_1 + D) z^n = B z^{n-1} + r^n.$$  

The solution of system (3.10) is estimated using the properties of M-matrices.

4 M-matrices and the system of difference equations

In this section, several properties of M-matrices are formulated and used them for the investigation of system (3.10).

Definition 1. [1]. The square matrix $A = \{a_{kl}\}$, $k, l = 1, m$ is called an M-matrix if $a_{kl} \leq 0$ as $k \neq l$ and if there exists the inverse matrix $A^{-1}$, all the elements of which are nonnegative ($A^{-1} \geq 0$).
In the present paper, the following notation is used: \( A > 0 \) \((A \geq 0)\) if \( a_{kl} > 0 \) \((a_{kl} \geq 0)\) for all \( k, l \). Also \( A < B \) \((A \leq B)\), if \( a_{kl} < b_{kl} \) \((a_{kl} \leq b_{kl})\) is written. Analogous notation will also be used for the vectors.

The following three lemmas could be interpreted as the new statement of certain properties of M-matrices, adapted to the systems of difference equations approximating parabolic equations. As far as the authors are acquainted, these properties of M-matrices were not formulated in this form so far.

**Lemma 2.** Let \( v^n \) be the solution of the difference equation

\[
Av^n = Bv^{n-1} + f^n, \quad n \geq 1. \tag{4.1}
\]

If \( A \) is an M-matrix, \( B \geq 0 \), \( v^0 \geq 0 \) and \( f^n \geq 0 \) for all \( n \geq 1 \), then \( v^n \geq 0 \) for all \( n \geq 1 \).

**Proof.** The statement of Lemma 2 follows by using the method of mathematical induction. We have \( v^0 \geq 0 \). Let \( v^{n-1} \geq 0 \), then

\[
v^n = A^{-1}Bv^{n-1} + A^{-1}f^n \geq 0.
\]

\( \square \)

Suppose there is the vector \( v \) with the coordinates \( v_k \), \( k = 1, 2, \ldots, m \). Vector with the coordinates \( |v_k| \) is designated by \( |v| \), i.e. \( |v| = \{|v_k|\} \).

**Lemma 3.** Let \( v^n \) and \( w^n \) be solutions of difference equation (4.1), and the equation

\[
Aw^n = Bw^{n-1} + g^n, \quad n \geq 1 \tag{4.2}
\]

respectively. If \( A \) is an M-matrix, \( B \geq 0 \), \( w^0 \geq 0 \), \( g^n \geq 0 \) as \( n \geq 1 \) and, additionally, \( |v|^0 \leq w^0 \), \( |f^n| \leq g^n \), \( n \geq 1 \), then \( |v|^n \leq w^n \), \( n \geq 1 \).

**Proof.** Just like in the proof of Lemma 2, where \( w^{n-1} \geq 0 \), assume that \( |v^{n-1}| \leq w^{n-1} \). Then

\[
|v^n| = |A^{-1}Bv^{n-1} + A^{-1}f^n| \leq A^{-1}B|v^{n-1}| + A^{-1}|f^n| \\
\leq A^{-1}Bw^{n-1} + A^{-1}g^n = w^n
\]

is derived from (4.1) and (4.2). \( \square \)

**Lemma 4.** Let \( v^n \) and \( w^n \) be solutions of difference equations

\[
(A + D)v^n = Bv^{n-1} + f^n, \quad n \geq 1, \tag{4.3}
\]

\[
Aw^n = Bw^{n-1} + g^n, \quad n \geq 1, \tag{4.4}
\]

respectively, where \( D = \{d_{kk}\} \) is a diagonal matrix \( D \geq 0 \). If \( A \) is an M-matrix, \( B \geq 0 \), \( w^0 \geq 0 \), \( g^n \geq 0 \), as \( n \geq 1 \) and \( |v|^0 \leq w^0 \), \( |f^n| \leq g^n \), \( n \geq 1 \) additionally, then \( |v^n| \leq w^n \), \( n \geq 1 \).
Proof. When $D \geq 0$ is a diagonal matrix and $A$ is an M-matrix, then $A + D$ is also an M-matrix. Moreover

$$A^{-1} \geq (A + D)^{-1} \geq 0.$$  

Similarly as in the proofs of Lemmas 2 and 3, from $|v^{n-1}| \leq w^{n-1}$ it follows

$$|v^n| = |(A + D)^{-1}Bv^{n-1} + (A + D)^{-1}f^n| \leq (A + D)^{-1}B|v^{n-1}| \leq A^{-1}Bw^{n-1} + A^{-1}g^n = w^n.$$

\[\square\]

5 Error estimation and convergence of the difference scheme

With reference to the results of Section 4, we estimate the solution of the system of difference equations (3.1)–(3.4), i.e. the error $z_{ij}^n = u_{ij}^n - U_{ij}^n$. In Section 3, for each fixed $n \geq 1$ this system was reduced to two systems: system (3.2), (3.9), (3.4) and explicit formulas (3.6). The first system was presented in matrix form (3.10), where matrices $A$ and $B$ were described by formulas (3.11), and the vector $\tilde{r}_n$ was composed of the expressions of the right-hand sides of equations (3.4), (3.9), i.e. $\tilde{r}_n = \{\tilde{r}_{ij}^n\}$:

$$\tilde{r}_{ij}^n = \begin{cases} R_{ij}^n + r_{ij}^n + \frac{\beta R_{ij}^n}{h^2}, & i = 1, \\ R_{ij}^n + r_{ij}^n, & i = 2, 3, \ldots, N - 1. \end{cases}$$

Lemma 5. If the hypotheses H1 and H2 are true, then matrix $A$ of the system of difference equations (3.10) is an M-matrix.

Proof. In the article [33] is proved, that the matrix $A - C$ under conditions H1 and H2 are M-matrices (see [33] Corollary 1). Since $I \geq 0$ and $D \geq 0$ are diagonal matrices, it follows from the properties of M-matrices that matrices $A_1 = \tau^{-1}I + A - C$ and $A = \tau^{-1}I + A - C + D$ are M-matrices as well. \[\square\]

Theorem 1. If the hypotheses H1 and H2 are true and estimations (2.13) for the error of approximation of differential problem (2.1)–(2.4) are valid, then for the solution of the system of difference equations (3.1)–(3.4) the following estimation is true:

$$|z_{ij}^n| \leq C_3h^2 + C_4\tau, \quad i = 0, 1, \ldots, N - 1; \quad j = 1, 2, \ldots, N - 1,$$

where constants $C_3$ and $C_4$ do not depend on $h$ and $\tau$.

Proof. First of all, it is estimated that the solution $z_{ij}^n$ of this system, as $i, j = 1, 2, \ldots, N - 1$. In other words, in the beginning, the solution of system (3.8), (3.9), (3.4) is estimated. Two separate cases: $0 \leq \gamma \leq 1$ and $1 \leq \gamma \leq 2 - \rho$ are considered.
An auxiliary function (majorant) is defined as:

\[ w(x, y, t) = w_1(x, t) + w_2(x, y), \]  

(5.1)

Case 1: \(0 \leq \gamma \leq 1\). In this case,

\[ w_1(x, t) = 0.5C_2(t + 1)\tau(2 - x)2, \]  

(5.2)

\[ w_2(x, y) = \frac{Mh^2}{24K} \left( 1 - Kx^2 - Ky^2 - (1 - 2K)x \right). \]  

(5.3)

Here \(K = \rho/13\), \(C_2\) is a constant described by inequalities (2.13), \(M = \max(M_2, M_4)\). We admit, that function \(w_2(x, y)\) was defined in [33] as the majorant of the problem in the case of elliptic equations. But in the case of parabolic equation the majorant must depend on the variable \(t\). For the function \(w(x, y, t)\) a system, analogous to system (3.1)–(3.4) choosing \(d_{ij}^n = 0\) is written:

\[ \partial_t w_{ij}^n = \partial_x^2 w_{ij}^n + \partial_y^2 w_{ij}^n + g_{ij}^n, \quad i, j = 1, 2, \ldots, N - 1, \]  

(5.4)

\[ w_{0j}^n = \gamma l_j(w_{ij}^n) + g_{0j}^n, \quad j = 1, 2, \ldots, N - 1, \]  

(5.5)

\[ w_{ij}^0 = g_{ij}^0, \quad i, j = 0, 1, \ldots, N, \]  

(5.6)

\[ w_{Nj}^n = g_{Nj}^n, \quad w_{i0}^n = g_{i0}^n, \quad w_{iN}^n = g_{iN}^n. \]  

(5.7)

In this system \(g_{ij}^n, i, j = 1, 2, \ldots, N - 1\) and \(g_{0j}^n, j = 1, 2, \ldots, N - 1\) are unknown values as yet. They are calculated or evaluated using expressions (5.2), (5.3). By means of (5.1) the following are obtained

\[ \frac{\partial w}{\partial t} = \frac{C_2\tau(2 - x)}{2}, \quad \frac{\partial^2 w}{\partial t^2} = 0, \]

\[ \frac{\partial^2 w}{\partial x^2} = \frac{\partial^2 w}{\partial y^2} = -\frac{Mh^2}{12}, \quad \frac{\partial^4 w}{\partial x^4} = \frac{\partial^4 w}{\partial y^4} = 0. \]

Therefore,

\[ \partial_t w_{ij}^n = \left( \frac{\partial w}{\partial t} \right)_{ij}^n, \quad \partial_x^2 w_{ij}^n + \partial_y^2 w_{ij}^n = \left( \frac{\partial^2 w}{\partial x^2} + \frac{\partial^2 w}{\partial y^2} \right)_{ij}^n. \]

Thus,

\[ g_{ij}^n = \frac{C_2\tau(2 - x)}{2} + \frac{Mh^2}{6} \geq \frac{C_2\tau}{2} + \frac{Mh^2}{6}, \quad i, j = 1, 2, \ldots, N - 1. \]  

(5.8)

As it follows from (5.2), (5.3) that

\[ w(x, y, t) \geq w(1, 1, t) \geq 0.5C_0(t + 1)\tau \geq 0.5C_0\tau, \]

so

\[ g_{ij}^0 \geq 0, \quad g_{Nj}^n \geq 0, \quad g_{i0}^n \geq 0, \quad g_{iN}^n \geq 0. \]  

(5.9)

Let us estimate \(g_{0j}^n\). Since \(\frac{\partial^2 w}{\partial x^2} < 0\), then from the trapezoid formula the following is achieved [33]

\[ l_j(w_{ij}^n) = \int_0^1 w(x, y, t) dx + \frac{h^2}{12} \frac{\partial^2 w}{\partial x^2} < \int_0^1 w(x, y, t) dx. \]
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Thus $g^n_{0j} = (g_1)^n_{0j} + (g_2)^n_{0j}$, where

\[
(g_1)^n_{0j} = (w_1)^n_{0j} - \gamma l_j \left((w_1)^n_{0j}\right) > w_1(0, t^n) - \gamma w_1(x, t^n)dx
\]

\[= C_2(t^n + 1)\tau - \frac{3}{4}C_2(t^n + 1)\tau \geq \frac{C_2(t^n + 1)\tau}{4} > 0; \tag{5.10}\]

\[(g_2)^n_{0j} = w_2(0, y_j) - \gamma l_j \left((w_2)^n_{0j}\right) > Mh^2/6. \tag{5.11}\]

The last estimation have been proved in [33]. Thus,

\[g^n_{0j} > Mh^2/6. \tag{5.11}\]

Case 2: $1 \leq \gamma < 2 - \rho$. In this case in the definition of the function $w(x, y, t)$ only $w_1(x, t)$ is modified:

\[w_1(x, t) = \frac{C(t + 1)\tau}{2} \left(\frac{\gamma}{2 - \gamma} - \frac{2\gamma - 2}{2 - \gamma}x\right).\]

In this case, $(g_1)^n_{0j} = 0$ is obtained instead (5.10). The other three estimations (5.8), (5.9), and (5.11) remain the same.

In both cases, for the function $w(x, y, t)$ system (5.4)–(5.7) with the estimations of right-hand sides (5.8), (5.9), and (5.11) is received.

Now system (5.4)–(5.7) for each fixed $n \geq 1$, analogously to system (3.1)–(3.4), is reduced to two separate systems (see (3.6), and (3.8), (3.9)):

\[w^n_{0j} = \alpha \sum_{i=1}^{N-1} w^n_{ij} + \beta g^n_{0j}, \quad j = 1, 2, \ldots, N - 1,\]

where $\alpha$ and $\beta$ satisfy the conditions (3.7) and

\[L(w^n_{1j}) = g^n_{1j} + \frac{\beta g^n_{0j}}{h^2}, \quad j = 1, 2, \ldots, N - 1, \tag{5.12}\]

\[L(w^n_{ij}) = g^n_{ij}, \quad i = 2, \ldots, N - 1; \quad j = 1, 2, \ldots, N - 1. \tag{5.13}\]

The system (5.12)–(5.13) with boundary conditions (5.7) in matrix form (3.10) is written as it has been done earlier for system (3.8)–(3.9):

\[Aw^n = Bw^{n-1} + \tilde{g}^n, \tag{5.14}\]

$A$ and $B$ are the same matrices as in (3.11). Since $w^n_{ij}$, differently from $z^n_{ij}$, is not equal to zero, as $n = 0$ and $i$ or $j$ are equal to 1 or $N - 1$, the expression $\tilde{g}^n_{ij}$ may not be coincident with $g^n_{ij}$, but satisfies the condition

\[\tilde{g}^n_{ij} = g^n_{ij} + \frac{\theta w^n_{ij}}{h^2}, \quad \text{where} \quad \theta = \begin{cases} 1, & \text{as } i = 1, N - 1 \text{ or } j = 1, N - 1, \\ 0, & \text{in other cases.} \end{cases}\]

So

\[\tilde{g}^n_{ij} \geq g^n_{ij}, \quad i, j = 0, 1, \ldots, N - 1.\]
Taking into account formulas (5.8), (5.9) and (5.11), it is that
\begin{equation}
\tilde{g}^n_{ij} = \begin{cases} 
\tilde{g}^0_{ij} \geq \frac{C_2\tau}{2} + \frac{2}{Mh^2} + \frac{6}{6} + \frac{\beta}{Mh^2} \frac{6}{6}, \\
\tilde{g}^n_{ij} \geq \frac{C_2\tau}{2} + \frac{6}{Mh^2} \frac{6}{6}, 
\end{cases} \quad i = 2, 3, \ldots, N - 1.
\end{equation}

According to Lemma 5, matrix $A$ of the system of equations (3.10), (5.14) is an M-matrix. From (3.12) and (5.15), with respect to (2.13), it follows that $|\tilde{r}^n| \leq \tilde{g}^n$. For initial and boundary conditions (3.3), (3.4), and (5.9) the inequalities
\[ |z^0_{ij}| \leq w^0_{ij}, \quad |z^n_{i1}| \leq w^n_{i1}, \quad |z^n_{i0}| \leq w^n_{i0}, \quad |z^n_{0j}| \leq w^n_{0j} \]
are truthful as well.

Thus, for the systems of equations (3.10) and (5.14) all the presumptions of Lemmas 3 and 4 are correct. Hence it is derived
\[ |z^n_{ij}| \leq w^n_{ij}, \quad i, j = 1, 2, \ldots, N - 1, \quad n = 1, \ldots, N_1. \]

In such way, from the expression of the function $w(x,y,t)$ the following received
\begin{equation}
|z^n_{ij}| \leq \frac{C_2(T + 1)\tau}{2} + \frac{13Mh^2}{24\rho}, \quad i, j = 1, 2, \ldots, N - 1, \quad n = 1, \ldots, N_1.
\end{equation}

Now, according to formula (3.6), it is found
\begin{equation}
|z^n_{0j}| \leq 2\gamma h \sum_{i=1}^{N-1} |z^n_{ij}| + 2|R^n_{ij}| \leq \frac{4C_2(T + 1)\tau}{2} + \frac{52Mh^2}{24\rho} + \frac{2Mh^2}{6} \leq C_3h^2 + C_4\tau,
\end{equation}
where $C_3 = 17Mh^2/(6\rho)$, $C_4 = 2C_2(T + 1)$. \quad \Box

From the estimations of error (5.16) and (5.17) it follows the convergence of difference scheme (2.5)–(2.8) in the uniform norm $||z|| = \max_{(i,j,n)} |z^n_{ij}|$.

6. The stability of a difference scheme

Estimation (5.17) of error could also be interpreted as statement on stability of the difference scheme. Explaining more in detail, the definition of stability is introduced. Since difference scheme (2.5)–(2.8) is nonlinear, the common concept of stability can be used. Namely, two problems are considered. The first problem is (2.5)–(2.8) with the data $p^n_{ij}$, $(\mu_k)^n_j$, $k = 1, 2$, $(\mu_l)^n_i$, $l = 3, 4$ and $\varphi_{ij}$. The solution of this problem is $U^n_{ij}$. The second problem is taken with the modified data $\tilde{p}^n_{ij}$, $(\tilde{\mu}_k)^n_j$, $(\tilde{\mu})^n_i$ and $\tilde{\varphi}_{ij}$. The solution of this problem is denoted by $\tilde{U}^n_{ij}$.

DEFINITION 2. Difference scheme (2.5)–(2.8) is stable if for every real $\varepsilon > 0$ the value $\delta = \delta(\varepsilon)$, not depending on $h$ and $\tau$, exists such that
\[ |U^n_{ij} - \tilde{U}^n_{ij}| \leq \varepsilon, \quad i, j = 0, 1, \ldots, N; \quad n = 1, 2, \ldots, N_1 \]
if the data of both problems considered differs by not more than $\delta$. 
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Denote
\[ \bar{z}^n_{ij} = U^n_{ij} - \bar{U}^n_{ij}, \quad \delta^0_{ij} = \varphi_{ij} - \bar{\varphi}_{ij}, \]
\[ \delta^n_{kj} = (\mu_k)^n_j - (\bar{\mu}_k)^n_j, \quad k = 1, 2, \]
\[ \delta^n_{il} = (\mu_l)^n_i - (\bar{\mu}_l)^n_i, \quad l = 3, 4. \]

For the unknowns \( \bar{z}^n_{ij} \), the following system of difference equations (see (3.1)–(3.4)) is written:
\[
\begin{align*}
\partial_t \bar{z}^n_{ij} &= \partial^2_x \bar{z}^n_{ij} + \partial^2_y \bar{z}^n_{ij} - d^n_{ij} \bar{z}^n_{ij} + \delta^n_{ij}, \\
\bar{z}^n_{0j} &= \gamma_{lj}(\bar{z}^n_{ij}) + \delta^n_{0j}, \\
\bar{z}^n_{ij} &= \delta^n_{ij}, \\
\bar{z}^n_{Nj} &= \delta^n_{Nj}, \\
\bar{z}^n_{i0} &= \delta^n_{i0}, \\
\bar{z}^n_{iN} &= \delta^n_{iN}, 
\end{align*}
\]
for which the following estimation is valid:
\[
|\delta^n_{ij}| \leq \delta, \quad i,j = 0,1,\ldots,N; \quad n \geq 0. \tag{6.5}
\]

With this system we perform the same transformations as in Section 3 for system (3.1)–(3.4). The obtained analogue of system (3.2) is written
\[
A\bar{z}^n = B\bar{z}^n + (\bar{r}_1)^n,
\]
where
\[
(\bar{r}_1)^n_{ij} = \begin{cases}
\delta^n_{ij} + \beta \delta^n_{0j}/h^2, \\
\delta^n_{ij}, & i = 2,\ldots,N-1.
\end{cases}
\]

Now the analogue of Theorem 1 can be formulated.

**Theorem 2.** If the hypotheses H1 and H2 are true, then the system of difference equations (2.5)–(2.8) is stable in the sense of Definition 2.

**Proof.** According to Definition 2, it is necessary to prove that for each \( \varepsilon > 0 \) the value \( \delta = \delta(\varepsilon) \), not depending on \( h \) and \( \tau \), will arise, such that, for the solution of system of difference equations (6.1)–(6.4), the estimate
\[
|\bar{z}^n_{ij}| \leq \varepsilon \tag{6.6}
\]
is correct if (6.5) is valid. This statement could be fully proved analogously as Theorem 1. It is only enough to change the definition of the function \( w(x,y,t) \) a little. Namely in the definition of the function \( w_1(x,t) \) (formula (5.2)) the constant \( \delta \) can be used instead of \( C_2^2 \tau^2 \). In the definition of the function \( w_2(x,y) \) (formula (5.3)) can be used \( \delta \) instead of constant \( \frac{Mh^2}{24} \). Then analogously to estimates (5.16) and (5.17), it is obtained
\[
|\bar{z}^n_{ij}| \leq (T+1)\delta + 13\delta/\rho = (T+1+13/\rho)\delta, \quad i,j = 1,2,\ldots,N-1 \tag{6.7}
\]
and
\[
|\bar{z}^n_{0j}| \leq (8T + 12 + 13/\rho)\delta, \quad j = 1,2,\ldots,N-1. \tag{6.8}
\]
Thus if
\[
\delta \leq C_5\varepsilon, \quad C_5 = \min \{T + 1 + 13/\rho, 8T + 12 + 13/\rho\},
\]
then (6.6) is satisfied. \( \square \)
7 Numerical results

In order to verify the theoretical results and demonstrate the order of convergence of the approximate solution, some test problem where the exact solution of differential problem is known is considered.

A differential equation is considered

\[
\frac{\partial u}{\partial t} = \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} - u^3 + p(x, y, t)
\]

in the domain \( D = \{0 < x < 1, 0 < y < 1, 0 < t \leq T\} \) with integral condition (2.3), boundary conditions (2.4) and initial condition (2.2). The functions \( p(x, y, t), \varphi(x, y), \mu_i(y, t), i = 1, 2, \) and \( \nu_i(x, t), i = 3, 4 \) are chosen that the function

\[
\begin{align*}
  u(x, y, t) &= e^{at} \sin \pi x \sin \pi y + bx^2 \\
\end{align*}
\]

is the analytical solution of the problem under investigation. The test problem has been solved with some different parameters \( \gamma, a, b, T, h \) and \( \tau \).

In order to evaluate the accuracy of the numerical method, the absolute or relative error were used

\[
E_{h, \tau}^n = \max_{i,j} |u(x_i, y_j, t^n) - U_{i,j}^n|, \quad \varepsilon_{h, \tau}^n = \max_{i,j} \left| \frac{u(x_i, y_j, t^n) - U_{i,j}^n}{u(x_i, y_j, t^n)} \right|.
\]

The theoretical results presented in the previous section do not depend upon the numerical method that is used to solve system of nonlinear difference equations (2.5)–(2.8) with fixed \( n \).

This system can be solved using one of the iterative methods suitable for problems with nonlocal conditions [28]. Here a Jacobi method was used.

The results of the numerical test for different \( h \) and \( \tau \) are presented in Table 1. It reveals that the absolute error \( E_{h, \tau}^n \) decreases approximately as \( O(h^2 + \tau) \). Now the role of additional term \( bx^2 \) in (7.1) is explained. The constant \( M_2 \) in (2.13) depends on \( b \). But constant \( M_4 \) in that formula does not depend on \( b \). Thus, it is feasible, varying \( b > 0 \), investigate the influence of the approximation error of nonlocal condition (which is bounded by constant \( M_2 \)) without changing approximation error of differential equation (which is bounded by constant \( M_4 \)). The results are presented in Table 2.

| Table 1. | The values of absolute error \( E_{h, \tau}^n \) for different \( h \) and \( \tau \); \( b = 1; T = 1 \). |
|-----------------|-----------------|-----------------|-----------------|-----------------|
|                | \( h = \frac{1}{10} \) | \( \tau = \frac{1}{20} \) | \( h = \frac{1}{20} \) | \( \tau = \frac{1}{60} \) | \( h = \frac{1}{40} \) | \( \tau = \frac{1}{160} \) | \( h = \frac{1}{80} \) | \( \tau = \frac{1}{256} \) |
| \( a = 0.5, \gamma = 2 \) | 0.0098 | 0.0025 | 6.1565 \cdot 10^{-4} | 1.5459 \cdot 10^{-4} | 6.1500 \cdot 10^{-4} | 1.5347 \cdot 10^{-4} | 6.1420 \cdot 10^{-4} | 1.5329 \cdot 10^{-4} |
| \( a = 0.5, \gamma = 1 \) | 0.0098 | 0.0025 | 6.1500 \cdot 10^{-4} | 1.5347 \cdot 10^{-4} | 6.1420 \cdot 10^{-4} | 1.5329 \cdot 10^{-4} | 6.1376 \cdot 10^{-4} | 1.5319 \cdot 10^{-4} |
| \( a = 0.5, \gamma = 0.5 \) | 0.0098 | 0.0025 | 6.1420 \cdot 10^{-4} | 1.5329 \cdot 10^{-4} | 6.1376 \cdot 10^{-4} | 1.5319 \cdot 10^{-4} | 6.1376 \cdot 10^{-4} | 1.5319 \cdot 10^{-4} |
| \( a = 0.5, \gamma = 0 \) | 0.0098 | 0.0025 | 6.1376 \cdot 10^{-4} | 1.5319 \cdot 10^{-4} | 6.1376 \cdot 10^{-4} | 1.5319 \cdot 10^{-4} | 6.1376 \cdot 10^{-4} | 1.5319 \cdot 10^{-4} |
| \( a = 1, \gamma = 1 \) | 0.0112 | 0.0028 | 7.0765 \cdot 10^{-4} | 1.9918 \cdot 10^{-4} | 7.0765 \cdot 10^{-4} | 1.9918 \cdot 10^{-4} | 7.0765 \cdot 10^{-4} | 1.9918 \cdot 10^{-4} |
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Table 2. The values of absolute error $E_{h,\tau}^n$ for different $b$; $h = \frac{1}{40}$, $\tau = \frac{1}{640}$; $T = 1$.

| $b$ | $E_{h,\tau}^n$ | $\epsilon_{h,\tau}^n$ |
|-----|----------------|---------------------|
| 0   | $6.5273 \cdot 10^{-4}$ | 0.0011 |
| 5   | $6.9170 \cdot 10^{-4}$ | 0.00015 |
| 10  | $9.1335 \cdot 10^{-4}$ | 0.00029 |
| 15  | 0.0044 | 0.00029 |

In Table 3, the results of numerical experiment of influence of $T$ on the error of solution is presented. All constants $M_2$, $M_4$ and $C_2$ from (2.13) depend on $e^{at}$ for solution (7.1). It means that in the case $a > 0$ these constants as well as the absolute error $E_{h,\tau}^n$ for fixed $h$ and $\tau$ can grow rapidly, when $t$ is growing. In case $a > 0$ the relative error $\epsilon_{h,\tau}^n$ is used. The relative error with fixed $h$ and $\tau$ increase slowly with the growing $t$ (see the estimate of constant $C_4$ in (5.17), which depends on $T$). The numerical results confirm the stability of the method.

Table 3. The values of errors $E_{h,\tau}^n$ and $\epsilon_{h,\tau}^n$ for different $T$; $h = \frac{1}{40}$, $\tau = \frac{1}{640}$.

| $T$ | $E_{h,\tau}^n$ | $\epsilon_{h,\tau}^n$ |
|-----|----------------|---------------------|
| 1   | 7.4133 $\cdot 10^{-4}$ | 0.0071 |
| 3   | 19.4167 | 1.2292 |
| 10  | 56.2224 | 2.6604 |
| 1   | 7.0765 $\cdot 10^{-4}$ | 0.0150 |
| 3   | 19.4165 | 2.7013 |
| 10  | 56.1322 | 5.6986 |
| 1   | 4.3511 $\cdot 10^{-4}$ | 0.0209 |
| 3   | 4.3511 $\cdot 10^{-4}$ | 0.0687 |
| 10  | 4.3511 $\cdot 10^{-4}$ | 0.2320 |
| 1   | 5.1908 $\cdot 10^{-4}$ | 0.0079 |
| 3   | 6.3246 $\cdot 10^{-4}$ | 0.0079 |
| 10  | 0.0019 | 0.0079 |

8 Conclusions

The results obtained in the paper extend the class of the differential problems with nonlocal conditions when it is possible to prove the stability and convergence of difference schemes in the uniform norm. In this case, there is no need to require the matrix of the difference problem to be symmetrical or diagonally dominant. In this paper, the conditions of the stability and convergence are received using the main presumption that all the eigenvalues of the corresponding difference problem with nonlocal conditions are positive. Thus, nonlocal condition (2.3) can be interpreted as one particular case of nonlocal conditions when it is possible to prove the stability and convergence of the difference scheme in the uniform norm. So, the methodology of M-matrices might be also used in different cases of nonlocal conditions when all eigenvalues of the difference problem are positive. Some of such cases are examined in review article [37].
Furthermore, from the properties of M-matrices it follows that it would be enough to require even more general conditions. Namely, that the condition \( \text{Re} \lambda > 0 \) should be true for all the eigenvalues of the corresponding matrix. In papers [30, 32, 34], several specified examples with other types of nonlocal conditions are provided, when there exist complex eigenvalues, the real parts of which are only positive. It might be possible to apply the methodology of the present paper to these problems. The relevant majorant \( w(x,y,t) \) should be constructed.

Regarding, that estimates (5.17), and (6.7), (6.8), obtained in the present paper, depend on the constant \( \rho \) (see the hypothesis H2 in Section 2). It is not clear whether this constant should be certainly included in the estimate. It is only possible to state that the estimates depend on the choice of the majorant \( w(x,y,t) \). In addition, the function \( w_2(x,y) \) is very close to the majorant used in the maximum principle to the stationary problems [25].
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