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Abstract

We present a first-principles model of pitch-angle and energy distribution function evolution as particles are sequentially accelerated by multiple flare magnetic islands. Data from magnetohydrodynamic (MHD) simulations of an eruptive flare/coronal mass ejection provide ambient conditions for the evolving particle distributions. Magnetic islands, which are created by sporadic reconnection at the self-consistently formed flare current sheet, contract and accelerate the particles. The particle distributions are evolved using rules derived in our previous work. In this investigation, we assume that a prescribed fraction of particles sequentially “hops” to another accelerator and receives an additional boost in energy and anisotropy. This sequential process generates particle number spectra that obey an approximate power law at mid-range energies and presents low- and high-energy breaks. We analyze these spectral regions as functions of the model parameters. We also present a fully analytic method for forming and interpreting such spectra, independent of the sequential acceleration model. The method requires only a few constrained physical parameters, such as the percentage of particles transferred between accelerators, the energy gain in each accelerator, and the number of accelerators visited. Our investigation seeks to bridge the gap between MHD and kinetic regimes by combining global simulations and analytic kinetic theory. The model reproduces and explains key characteristics of observed flare hard X-ray spectra as well as the underlying properties of the accelerated particles. Our analytic model provides tools to interpret high-energy observations for missions and telescopes, such as RHESSI, FOXSI, NuSTAR, Solar Orbiter, EOVSA, and future high-energy missions.

Unified Astronomy Thesaurus concepts: Solar flare spectra (1982); Spectral index (1553); Solar flares (1496); Solar x-ray flares (1816); Solar radio flares (1342); Solar x-ray emission (1536); Solar magnetic reconnection (1504); Solar energetic particles (1491); Theoretical models (2107)
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1. Introduction

Sudden large-scale reconfigurations of the solar coronal magnetic field manifest as the most powerful explosions in the solar system: eruptive solar flares (EFs) and coronal mass ejections (CMEs). Flare emissions are observed across the electromagnetic spectrum, from $\gamma$ rays to radio waves. Understanding the mechanism that efficiently accelerates prodigious numbers of electrons to the high energies required to produce the observed flare $\gamma$-ray, hard X-ray (HXR), and microwave emissions is a long-sought goal in heliophysics. Observations point indirectly to magnetic reconnection as the fundamental process involved in flare particle acceleration (see review by Zharkova et al. 2011), but the mechanism that transfers the released magnetic energy to ambient electrons and ions remains under debate.

In the standard flare model (Carmichael 1964; Sturrock 1966; Hirayama 1974; Kopp & Pneuman 1976), oppositely directed field lines reconnect across a large-scale current sheet. Particles could be accelerated directly by the current-sheath electric field in the flows driven by the retraction field lines, by shocks, or by the merger or contraction of islands formed by reconnection in the current sheet. The work presented here is focused on the last mechanism.

Flare X-rays are emitted predominantly by high-energy electrons scattering off background ions (bremsstrahlung). The source electrons are generally agreed to be energized in the corona, but most of the observed HXR radiation emanates from flare arcade footpoints where the accelerated particles encounter the dense chromosphere and photosphere. This is the so-called thick-target model for X-ray production (Brown 1971). When this dominant source is occulted, however, HXR emission is also observed above the top of the soft X-ray loops (e.g., Masuda et al. 1994; Krucker et al. 2010), both below and above the presumed reconnection site (e.g., Battaglia et al. 2019).

Typically, the flare X-ray energy spectrum can be divided into two components: (1) at low energies, a thermal component emitted by bulk flare-heated plasma, and (2) at higher energies, a nonthermal power-law component (or double power law; Alaouie et al. 2019), $\epsilon^{-\gamma}$, where $\epsilon$ is the photon energy and $\gamma$ is the photon spectral index. The index usually falls in the range $\gamma \sim 2–10$ (Brown 1971; Dennis 1985; Petrosian et al. 2002; Holman et al. 2003; Krucker & Lin 2008; Krucker et al. 2008; Hannah et al. 2008; Christe et al. 2008).

The differential energy of the electrons responsible for the nonthermal portion of the HXR spectrum is generally assumed to follow a power law, $E^{-\delta'}$ (Holman 2003), where $E$ is the electron energy and $\delta'$ is the spectral index (to avoid confusion,
we are using the notation of Oka et al. 2018 for spectral indices). To ensure that the energy of the injected electrons is finite, the electron spectrum is usually assumed to cut off sharply or flatten below a low-energy cutoff (Holman 2003; Kontar et al. 2008; Alaoui & Holman 2017; McTiernan et al. 2019). Some observations also indicate the need for a cutoff or other change in the spectral shape at high energies (e.g., Holman 2003). The total energy in the accelerated electrons strongly depends on the cutoff energies and on the shape of the distribution at low energies (Emslie 2003; Saint-Hilaire & Benz 2005; Galloway et al. 2005). The relationship between the photon and electron energy spectral indices depends on how particles lose their energy as they interact with the ambient plasma. A thick-target source yields \( \gamma_{\text{thick}} = \delta'^{-1} - 3/2 \) (Brown 1971; Hudson 1972), whereas for a thin-target source \( \gamma_{\text{thin}} = \delta' + 1/2 \) (Tandberg-Hanssen & Emslie 1988). Recent advances in particle-ambient interactions have taken into account propagation mechanisms such as return-current losses (Alaoui & Holman 2017), energy diffusion in a “warm” target (Kontar et al. 2015), and nonuniform ionization of the thick target (Su et al. 2011).

Observations of rapid temporal intermittency in HXR and microwaves during the flare’s impulsive phase (Inglis & Dennis 2012; Inglis & Gilbert 2013; Inglis et al. 2016; Hayes et al. 2016, 2019), as well as bright plasma blobs traveling in both directions along the flare current sheet, provide strong evidence for the formation of magnetic islands during flare reconnection and particle acceleration within them (Kliem et al. 2000; Karlický 2004; Karlický & Bártá 2007; Bártá et al.2008; Liu et al. 2013; Kumar & Innes 2013; Kumar & Cho 2013; Takasao et al. 2016; Zhao et al. 2019). Numerous theoretical and high-resolution numerical studies have demonstrated that extended current sheets with large Lundquist numbers develop multiple reconnection sites with strong spatial and temporal variability on both kinetic and magnetohydrodynamic (MHD) scales (e.g., Daughton et al. 2006, 2014; Drake et al. 2006b; Loureiro et al. 2007; Samtaney et al. 2009; Fermo et al. 2010; Uzdensky et al. 2010; Huang & Bhattacharjee 2012; Mei et al. 2012; Cassak & Drake 2013; Shen et al. 2013).

Kinetic-scale particle-in-cell (PIC) simulations have shown that particles can be energized in contracting and merging magnetic islands (Drake et al. 2005, 2006a, 2006b, 2010, 2013; Dahlin et al. 2016, 2017) and that the resulting electron energy spectra can achieve power laws (Guo et al. 2015; Ball & Sironi 2018; Li et al. 2019). However, even the most advanced PIC simulations (Daughton et al. 2014; Guo et al. 2015) are incapable of modeling the large dimensions and numbers of particles involved in flares (Dahlin et al. 2017).

In Guidoni et al. (2016, henceforth referred to as GUID16), we applied the contracting-island scenario to a simulated eruptive solar flare where intermittent reconnection forms macroscopic islands (Karpen et al. 2012). Combining analytical calculations for individual test particles with data from the global simulation, which self-consistently modeled formation and reconnection onset at the flare current sheet, we found that compression and contraction of a single island increased the particle energies by a factor up to \(\sim 5\). The results were confirmed subsequently by numerically integrating the particle guiding-center trajectories (Borovikov et al. 2017). Although these initial findings were encouraging, such small energy boosts are insufficient to produce either the required energies or power laws needed to explain flare emission spectra.

The objective of this paper is to construct and evolve distribution functions as particles are accelerated sequentially by several magnetic islands in the flare current sheet. The ambient particle distribution is assumed to be Maxwellian initially. It evolves as particles “hop” from one contracting island to another, receiving a moderate energy boost in each island. We demonstrate analytically that this mechanism can generate power-law indices, high-energy cutoffs, and flat low-energy spectra consistent with observations of solar flares.

### 2. Particle Acceleration in a Single Magnetic Island

Here we briefly describe the relevant results from GUID16 and add figures, calculations, and explanations needed for the present work. In that study, we developed an analytic method to estimate energy gain for particles assumed to be orbiting within single flux ropes formed by flare magnetic reconnection in an MHD simulation of a breakout solar eruption. The method is based on the assumption that the particles’ parallel action and magnetic moment are conserved as particles gyrate around magnetic field lines, and is applicable to moderately superthermal electrons and strongly superthermal ions.

The evolving flux-rope properties were extracted from an ultra-high-resolution (8 levels of refinement), cylindrically axisymmetric (2.5D), global MHD numerical simulation of a CME/EF using the Adaptively Refined MHD Solver (ARMS; e.g., DeVore & Antiochos 2008). According to the well-established breakout CME model (Antiochos 1998; Antiochos et al. 1999), a multipolar active-region magnetic field forms a filament channel by shearing (through motions or helicity condensation) of the field immediately surrounding the polarity inversion line. The stressed core flux expands and distorts the overlying null into a current sheet, enabling breakout reconnection that removes restraints on the rising core. As the filament-channel flux stretches out into the corona, a lengthening flare current sheet (CS) forms beneath it, leading to flare reconnection. Field lines retracting sunward after the onset of fast flare reconnection create the flare arcade, while those retracting in the opposite direction form the large CME flux rope (for more details see Karpen et al. 2012 and GUID16).

Temporally and spatially intermittent reconnection across the flare CS forms small flux ropes (islands, in 2.5D), which are expelled along the CS in opposite directions from a slowly rising main reconnection null.

We found little evidence for island merging, in contrast to kinetic simulations of reconnection in pre-existing current sheets with periodic boundary conditions (e.g., Drake et al. 2006a).

We studied two long-lived, well-resolved, sunward-moving islands, named “Island 1” and “Island 2.” Figure 1 shows color-coded flux surfaces of Island 2 at a time between its formation and its arrival at the top of the flare arcade. The \(z=0\) plane corresponds to the plane of the flare CS. The island’s enclosed magnetic flux, delimited by the flux surfaces near the \(X\)-nulls (black Xs in Figure 1), was elongated along the CS (note horizontal and vertical scale differences in Figure 1). The islands evolved to a rounder configuration due to the Lorentz force acting on the highly bent field lines near the tapered ends. The field lines on each side of the CS confine an island and limit its expansion perpendicular to the CS. The island’s cross-sectional area shrinks, thereby increasing the magnetic field...
strength. As a result, particles orbiting the island are accelerated mostly by the betatron process, which relies on magnetic-field compression rather than Fermi acceleration (GUID16; Borovikov et al. 2017; Li et al. 2018, 2019).

When scaled to average active-region sizes and characteristic times, the lifetime of these simulated islands, defined as the time between their creation by two adjacent reconnection episodes and their arrival at the top of the flare arcade, is of the order of 10–15 s. Similarly, their typical lengths along the flare CS (x-axis in Figure 1) are \( \sim (2–4) \times 10^{-5} R_s \approx 2''–4'' \), where \( R_s \) is the solar radius. Flare plasmoids of similar sizes have been observed (Kumar & Cho 2013) and typical HXR pulsation periods are comparable to these island lifetimes (Inglis & Dennis 2012; Inglis & Gilbert 2013; Inglis et al. 2016; Hayes et al. 2016, 2019).

Particles were assumed to be frozen-in, orbiting field lines wrapping selected flux surfaces of the studied islands. Each flux surface represents a finite volume of plasma inside a cylinder-like shell of small thickness, which we denote as an “accelerator.” Figure 2(a) illustrates a generic field line of such a flux rope (blue) as the flare CS (green) above the sheared flare arcade (red) is viewed head-on. Figure 2(b) illustrates the cross-sectional area (light blue) of a generic accelerator.

In GUID16, we parameterized the selected accelerators’ magnetic-field strength along representative flux-rope field lines as

\[
B = B_1 + (B_2 - B_1) \sin^2 \left( \frac{2\pi\gamma}{L} \right), \tag{1}
\]

where \( L \) is the length of one full turn of the field line and \( l \) is the field line arc-length. The flux surface is symmetric both left/right and up/down and possesses two equal minima in \( B \) near the X-nulls (labeled “1” in Figure 2(b)) and two equal maxima in \( B \) at its points furthest from the CS plane (labeled “2” in the same figure). \( B_1 \) and \( B_2 \) are the minimum and maximum field strengths, respectively, at those locations.

We extracted the evolution of \( L, B_1, \) and \( B_2 \) over each accelerator’s lifetime from the simulation data. \( L \) decreased rapidly as the flux surface contracted and \( B_1 \) increased due to plasma compression. The evolution of \( B_2 \) resulted in an accelerator mirror ratio, \( B_2/B_1 \), that was initially larger than 1 (\( \leq 1.6 \) for Island 1 and \( \leq 8 \) for Island 2) and decreased to values close to 1 as the islands became circular.

Two distinct particle populations orbit each accelerator: transiting and mirroring. If a particle’s pitch angle is smaller (larger) than the loss-cone angle of the accelerator, defined as \( \theta_{lc} = \arcsin(\sqrt{B_2/B_1}) \), the particle transits (mirrors) along the accelerator. Mirroring particles bounce at regions of high field strength; their trajectories are marked by the curved magenta arrows in Figures 2(a) and 2(b). For visual simplicity, particle gyromotions are not shown. As long as the mirror ratio is larger than unity, relatively large populations of mirroring particles can be trapped near the plane of the flare CS. The length of the flux-rope axis does not matter in this case because mirroring particles are trapped in a single turn of the flux rope (see example on the right side of Figure 2(b)). As the islands are carried by the reconnection exhaust, mirroring particles stay near the flare CS region until the island merges with the top of the flare arcade or the bottom of the CME.

Transiting particles follow the helical field lines, as illustrated by curved black arrows in Figures 2(a) and 2(b). In a translationally invariant (2.5D) simulation (e.g., GUID16), transiting particles are trapped in the toroidal flux rope. In a 3D configuration, where the flux rope is anchored at the solar surface, transiting particles are free to stream along the legs of the flux rope and could be lost at the footpoints before they are accelerated. Some of this streaming population could mirror near the footpoints due to the increase in field strength with decreasing altitude (not considered here or in GUID16). Figures 2(c) and 2(d) illustrate lateral and top views of a flux rope with a finite length axis (3D island) and the overall trajectories of transiting (black) and mirroring (magenta) populations.

As particles orbit the time-dependent field line described by Equation (1), their kinetic energy \( E \) and pitch angle \( \theta \) change. Assuming conservation of the particle parallel action and magnetic moment, GUID16 estimated the changes in \( E \) and \( \theta \) as particles pass location “1” of the accelerator. Henceforth, all initial and final kinetic energies and pitch angles refer to this location. Only pitch angles \( 0 \leq \theta \leq 90^\circ \) were considered as the system is symmetric about \( \theta = 90^\circ \) (parallel or antiparallel motion with respect to the magnetic field).

We determined the final pitch angle \( \theta_f \) and final-to-initial energy ratio \( E_f/E_i \) as functions of the initial pitch angle, \( \theta_i \), by solving Equations (25) and (26) in GUID16. These transcendental equations depend on \( L, B_1, \) and \( B_2 \), which we obtained from the simulation. Examples of \( E_f/E_i \) and \( \theta_f \) as functions of \( \theta_i \) are shown as solid and dashed curves, respectively, in Figure 3. Results presented in Sections 3 and 4 are based on these data. The blue (red) lines represent the selected accelerator in Island 1 (2) labeled “1” (“2”) in GUID16, which we refer to here as A1 (A2). A2 corresponds to the outermost green flux surface inside the island of Figure 1. An initially isotropic distribution in pitch angle would be anisotropic at the end of the lifetime of both accelerators (in Figure 3, dashed curves differ from straight lines of slope 1), as shown in the next section.

A1’s (A2’s) initial and final \( \theta_{lc} \) are \( \sim 56^\circ \) \( (\sim 24^\circ) \) and \( \sim 80^\circ \) \( (\sim 66^\circ) \), respectively (shown with dotted lines in Figure 3). For initially isotropic distributions, \( \sim 38\% \) \((\sim 74\%)\) of A1’s (A2’s) population would be mirroring. The maximum energy gain overall for A1 (A2) is \( E_{\text{max}} \approx 2.13 \) \((\approx 4.47)\). For mirroring populations, A1’s (A2’s) maximum energy gain occurs at \( 90^\circ \) with \( E_{\text{max}} \approx 1.57 \) \((\approx 4.47)\). For all of the studied cases in GUID16, \( E \) varied from one flux surface to another, reaching a maximum value \( E_{\text{max}} < 5 \).
As pointed out in GUID16, such small energy gains are well below the magnitudes required to explain the observed flux and power-law index of flare electron energy spectra. However, particles may increase their energy substantially by “visiting” a few accelerators sequentially. For example, visiting only five accelerators with an average energy gain of $E = 4$ per visit would increase some particle energies by $4^5 = 1024$. This is the main idea underlying the sequential particle-acceleration model described next.

3. Sequential Acceleration in Multiple Accelerators

3.1. Initial Distribution Function

We assume that the ambient corona is characterized by a Maxwellian particle distribution function at temperature $T$ and with an isotropic distribution in pitch angle, $f_0(E, \theta) = f_0(E)/90^\circ$. The fractional number of particles with energies in the range $(E, E + dE)$ is

$$f_0(E) dE = \frac{2}{\sqrt{\pi}} e^{-\left(\frac{E}{k_B T}\right)} \sqrt{\frac{E}{k_B T}} dE,$$

where $k_B$ is the Boltzmann constant.

In terms of the dimensionless kinetic energy, defined as $E = \frac{E}{k_B T}$, the initial distribution is

$$f_0(E) = \frac{2}{\sqrt{\pi}} e^{-E} \sqrt{E}.$$

Spectrum $f_0(E)$ is shown as the solid black curve in Figure 4 (labeled $j = 0$). For easier comparison to observations, the top horizontal axis of the figure shows energy in keV for an assumed background temperature $T = 2$ MK.

To numerically track the particle energies and pitch angles as they evolve in time inside an accelerator, we represent the $E$-$\theta$ phase space with a 2D grid of energy and angle bins. The range

---

Figure 2. 2.5D and 3D illustrations of the flare system, its accelerators, and particle trajectories. In all panels, a representative flux-rope field line is shown in blue, the flare CS plane in green, and the sheared flare arcade in red. Transiting (mirroring) particle trajectories are shown with curved black (magenta) arrows. The kinetic-scale gyration of the particles around the field lines is not shown. (a) Key features of a 2.5D system projected onto a plane perpendicular to the flare CS plane (translationally invariant direction is out of the image plane). Here the flare CS is vertical, whereas the flare CS is horizontal in Figure 1. (b) Left: expanded view of the cross section (light blue) of an accelerator. Numbered locations are explained in the text. Right: angled view of 2.5D trajectories of mirroring (one field-line turn) and transiting particles. (c) Angled view of a 3D island: a flux rope with a finite axial length. Black arrows show the overall direction of motion for transiting particles along the flux rope. (d) Top view of (c).
of $E$ is from 0 to $E_m = 50,000$ (appropriately large to study high-energy acceleration), and $0 \leq \theta \leq 90^\circ$. Each dimension is binned at regular intervals, $\Delta E = 0.1$ and $\Delta \theta = 0.1^\circ$.

We will refer to the fractional number of particles in the energy range $(E_j, E_j + \Delta E)$ and pitch angle range $(\theta_k, \theta_k + \Delta \theta)$ as a “macroparticle” $N(j, k)$. The initial macroparticle distribution is

$$N_0(j, k) = \frac{\Delta \theta}{90^\circ} \int_{E_j}^{E_j + \Delta E} f_0^*(E) dE$$

$$= \frac{\Delta \theta}{90^\circ} [N(E_j + \Delta E) - N(E_j)],$$

where $N(E)$ is the normalized number of particles between energies 0 and $E$ given by

$$N(E) = \text{erf}(\sqrt{E}) - \frac{2}{\sqrt{\pi}} \sqrt{E} e^{-E}$$

and erf is the error function.

The initial isotropic distribution of macroparticles $f_0(E, \theta)$ is shown in Figure 5(a). Those macroparticles with $\theta > \theta_c$ are mirroring; the rest are transiting.
3.2. Macroparticle Evolution in One Accelerator

At the end of the lifetime of an accelerator, each macroparticle initially in \( f_0(\mathcal{E}, \vartheta) \) at \( \mathcal{E}_0, \vartheta_0 \) will have a final \( \mathcal{E}_f, \vartheta_f \) determined by the method described in the previous section (Figure 3.) The macroparticle is assigned to the location on the 2D grid closest to \( \mathcal{E}_f, \vartheta_f \). Hence, at this final time, each grid cell in the \( \mathcal{E} - \vartheta \) phase space may have one, several, or no macroparticles. Those particles that achieve energies larger than \( \mathcal{E}_0 \) are lost, but this is a negligible number in our calculations. In this section, several figures present results for A2, which has the largest energy gains and the largest proportion of mirroring population. Similar conclusions were drawn for A1 but are not shown.

We estimated the distribution of macroparticles at the end of the lifetime of the accelerator \( f_1(\mathcal{E}, \vartheta) \) by summing macroparticles inside each cell of the \( \mathcal{E} - \vartheta \) phase space. \( f_1(\mathcal{E}, \vartheta) \), shown in Figure 5(b), has the same total number of particles \( N \) (normalization factor for all distributions) as \( f_0 \), redistributed across the grid. The spikes in \( f_1 \) is due to the discretization of the phase space: some of the bins do not have macroparticles at this particular time.

\( f_1 \) is highly anisotropic in pitch angle. Particles with large \( \vartheta \) have larger final energies than their counterparts at small \( \vartheta \). All of the macroparticles have increased their pitch angle \( \vartheta \), consistent with the sharp initial slope of \( \vartheta_0 \) (dashed red curve) in Figure 3. Both of these features reflect the dominant role of betatron acceleration, which strongly increases the energy of motion perpendicular to the magnetic-field direction as the field strength increases.

Some macroparticles switch from mirroring to transiting populations: the percentage of mirroring particles in \( f_1 \) is 58\%, as opposed to 74\% in \( f_0 \). This is due to the reduction in the magnetic mirror ratio of the accelerator as it evolves from highly elongated to nearly circular. Nevertheless, for A2, mirroring particles in \( f_1 \) are the largest population and possess the highest energies. In contrast, the opposite is true for A1: its mirroring percentages are 21\% \( (f_1) \) and 38\% \( (f_0) \), and the energies are highest for transiting particles. This reflects the less prominent role of betatron acceleration for A1, whose magnetic-field compression is much less than that of A2.

A2’s \( f_1 \) has more particles at high energies than \( f_0 \). Its energy spectrum is shown as the blue curve (\( j = 1 \)) in Figure 4. The average particle energy \( \langle \mathcal{E} \rangle \) has increased from 1.5 in \( f_0 \) to 4.3 in \( f_1 \), nearly a factor of three. This energy increase is modest but not insignificant. In the next section, we examine the consequences of having particles “visit” several accelerators sequentially, receiving a boost in energy at each stage.

3.3. Sequential Accelerators

To investigate the effect of sequential accelerators of the same type on the particle distribution, we take the final distribution \( f_1 \) from the single-accelerator experiment above and evolve it using the same rules used to evolve \( f_0 \) into \( f_1 \). Processing \( f_1 \) through the same type of accelerator results in a new final distribution function \( f_2 \), which has more particles at higher energies and a more anisotropic pitch-angle distribution than \( f_1 \). For example, \( f_2 \) for A2 accelerators is shown in Figure 5(c).

This process is repeated sequentially multiple times, yielding a distribution function \( f_j \) after \( j \) cycles. During each cycle, the total number of particles in each \( f_j \), \( N \), is conserved, but the number of particles at high (low) energies increases (decreases) as the particles are accelerated, and ever more particles achieve large pitch angles, resulting in an increasingly anisotropic distribution.

The energy spectra for the particles that gain energy by sequentially visiting A2 accelerators are shown in Figure 4 with colored lines, up to \( j = 5 \) cycles. In later cycles, there are large fluctuations in the distributions at low energies because not many particles are left in that energy range. Every new cycle has a spectrum with more high-energy particles and higher average energy than the previous one. The last distribution in the sequence, \( f_5 \), presents a very hard spectrum with a small spectral index. We find that the exponential functional form \( e^{-\mathcal{E}/R} \) fits all of the distributions reasonably well, as shown in Figure 4 (dashed black lines); we will make use of this form in our analytical treatment in Section 5.

\( \langle \mathcal{E} \rangle \) of each cycle increases with the number of cycles, as shown with crosses in Figure 6 for sequences of accelerators A1 (blue) and A2 (red). Circles show \( R \) from fitting \( f_j \)’s spectra with function \( e^{-\mathcal{E}/R} \), for which \( R = \langle \mathcal{E} \rangle \).

It is unrealistic to expect that all of the particles in any accelerator will be transferred to and cycled through a new accelerator. A more plausible scenario is that some fraction of each accelerator’s population will be transferred to a new accelerator, to participate in another round of energization in a succeeding cycle. This is the basis for the model discussed in the next section.

3.4. Transfer of Particles between Accelerators

We generalize the cycling algorithm presented above by transferring only a fraction of the particles from the preceding to the following accelerator and by allowing the new accelerator to entrain ambient particles along with the previously accelerated particles. This emulates a continuously reconnecting flare current sheet in which new islands form that
contain fresh coronal plasma but that also capture energetic particles that have escaped a previously formed island. To represent the fraction of particles from one accelerator transferred to the next accelerator (see cartoon in Figure 7), we define a typical transfer factor, \( t \), \( 0 < t < 1 \). We assume that \( t \) is the same for all accelerators. For simplicity, we further assume that particles at all energies are equally likely to be transferred from island to island and that the particles’ pitch angles in the new accelerator are the same as in the preceding one. As we show below, all of these simplifying assumptions allow us to make analytical progress in calculating the evolving particle distribution function.

As before, if the first accelerator in the sequence has an initial distribution \( f_0 \) (Figure 5(a)), after one cycle its final distribution is \( f_1 \) (e.g., A2’s \( f_1 \) is shown in Figure 5(c)). We express this result in the form

\[
f_i^{(1)} = f_0,
\]

\[
f_i^{(1)} = f_1,
\]

where the subscripts \( i, f \) represent the initial and final distributions and the superscript \( (1) \) indicates the first cycle in the model sequence. The subsequent accelerator will have an initial distribution that is characterized in part by the background distribution \( f_0 \), plus a fraction \( t \) of the previously accelerated distribution \( f_1 \).

We express the initial distribution function for the second accelerator in the form

\[
f_i^{(2)} = (1 - t)f_0 + tf_1
\]

\[
= (1 - t)f_0 + tf
\]

\[
f_i^{(2)} \text{ has lost a fraction } t \text{ of background particles and gained a fraction } t \text{ of } f_1. \text{ For } t < < 1, f_i^{(2)} \text{ deviates slightly from an isotropic Maxwellian distribution. If this population is now cycled through accelerators of the same type following the prescribed rules from Section 2 (Figure 3), each component distribution, } f_0 \text{ and } f_1, \text{ will evolve to the next cycled distribution, } f_1 \text{ and } f_2 \text{ (e.g., A2’s } f_2 \text{ is shown in Figure 5(c)), respectively. The final distribution then will be}

\[
f_f^{(2)} = (1 - t)f_1 + tf_2.
\]

For \( t \ll 1, f_f^{(2)} \) deviates slightly from the anisotropic distribution \( f_1 \).

This process can be applied recursively, prescribing that at each cycle a fraction \( t \) of the preceding accelerator’s population is transferred to the new accelerator. We tacitly assume that the particles are collisionless, so populations do not interact over the timescale of the full acceleration process. Consequently, each component distribution \( f_i \) evolves separately to \( f_{i+1} \).

We summarize this procedure in Table 1. The final distribution after \( n \) cycles is the linear combination of component distributions

\[
f_f^{(n)}(n, t) = \left( \frac{1 - t}{t} \right) \sum_{j=1}^{n} t^j f_j + t^n f_0
\]

(11)

The last contribution is negligible at low energies when \( n \) is large. \( f_f^{(n)} \) has the same total number of particles \( N \) as each of the cycled distributions \( f_j \).

We constructed \( f_f^{(n)} \) for sequences of accelerators of the same type (A1 or A2) for different transfer parameters \( t \) and cycle numbers \( n \). To reduce computer memory usage, each \( f_j(E, \theta) \) in Equation (11) was resampled into logarithmic bins of size \( \log(1.02) \) and \( \Delta \theta = 1^\circ \) (e.g., Figures 5(b), (c)). The chosen values of \( t \) range from \( 10^{-5} \) to 0.7, arranged in multiples of 10 of the triplet \( (1, 5, 7) \times 10^{-5} \). We study the resulting spectra of the sequential final distribution functions in the next section.

For small \( t \), \( f_f^{(n)} \) resembles \( f_1 \), except for a small increase of particles at high energy and large pitch angle at the expense of a loss of particles at low energies (see example of the differences between these distributions in Figure 8 for \( n = 5 \), \( t = 0.001 \) and accelerator A2.)

4. Spectra

We calculated the energy spectra of all our simulated \( f_f^{(n)} \) by summing over pitch angle. In general, the spectrum after a few cycles has the following features: (1) a flat spectrum at low energies, consisting mainly of contributions \( f_j \) with small \( \theta \), (2) a power-law-like shape \( \sim E^{-\alpha} \) at intermediate energies, and (3) a rapid decrease at high energies. Examples are shown in Figure 9 for accelerators A1 (blue) and A2 (red), both for the transfer parameter \( t = 0.001 \). The number of cycles used is \( n = 9 \) for A1 and \( n = 5 \) for A2: these numbers were found to yield similar power-law energy ranges for the two accelerators. Because A1 is less efficient at accelerating particles than A2, more cycles are required to produce similar high-energy breaks. As expected, A2 presents the hardest power law.

A smooth transition between the Maxwellian-like distribution at low energies and the power-law region of the spectrum shown in Figure 9 supplants the usually assumed low-energy cutoff where the power-law distribution ends abruptly. In the next section, we will estimate the energy above which the distribution can be well approximated as a power law, which we denote the low-energy break \( E_{\text{leb}} \). We note that the transition is smooth and, hence, there is no well-defined precise value for this energy.

The middle, power-law-like region of the spectrum is gently modulated due to small-amplitude bumps associated with the discrete cycles (Figure 9). Although A2’s distribution is more sinusous than A1’s, both curves are fit well by power laws, using the method explained in the Appendix.

Each sequential cycle extends the range of energies for which the spectrum shows a power-law shape, i.e., the high-energy break \( E_{\text{leb}} \) increases with the number of visited accelerators. The tail after \( E_{\text{leb}} \) has approximately the shape of an exponential decay and corresponds to the last terms of the sequence in Equation (11) and Table 1. Examples of A2’s spectra are shown in Figure 10 for different final cycles \( n \) (color-coded) with transfer factor \( t = 0.001 \). Only \( n = 5 \) accelerators and a particle transfer factor \( t = 0.001 \) were needed to increase the energies of some particles by two orders of magnitude and form a power law.
Table 1
Model Distribution Functions

| Cycle | Initial Distribution | Final Distribution |
|-------|----------------------|--------------------|
| 1     | \( f_1^{(1)} = f_0 \) | \( f_1^{(1)} = f_1 \) |
| 2     | \( f_2^{(2)} = (1 - t)f_0 + \theta f_1^{(1)} \) | \( f_2^{(2)} = (1 - t)f_1 + \theta f_2 + \theta (f_2 - f_1) \) |
| 3     | \( f_3^{(3)} = (1 - t)f_0 + \theta f_1^{(1)} = (1 - t)f_0 + t[(1 - t)f_1 + \theta f_1] \) | \( f_3^{(3)} = (1 - t)f_1 + (1 - t)f_2 + \theta f_1^{(1)} = f_1 + t(f_2 - f_1) + \theta^2(f_3 - f_2) \) |
| \vdots | \vdots | \vdots |
| \( n \) | \( f_n^{(n)} = (1 - t)f_0 + \theta f_1^{(n-1)} \) | \( f_n^{(n)} = f_1^{(n-1)} + \theta^{n-1}(f_n - f_{n-1}) \) |
|       | \( f_n^{(n)} = (1 - t)\sum_{j=0}^{n-1} t^j f_j + t^n f_{n-1} \) | \( = \left(\frac{1}{1 - t}\right)\sum_{j=1}^{n-1} t^j f_j + t^n f_0 \) |

Figure 8. Absolute value of the difference between the sequential final distribution \( f_n^{(n)} \) (Equation (11)) and \( f_1 \) (Figure 5(b)) for accelerator A2 with \( t = 0.001 \). Red (blue) color indicates positive (negative) difference.

Figure 9. Energy spectra for sequences of accelerators A1 (blue) and A2 (red) with transfer factor \( t = 0.001 \) (solid curves = simulated data; dashed curves = analytical function, Equation (12) in Section 5 with \( \alpha = 0 \), and annotated efficiency \( \tau \) and final cycle \( n \)), shifted downward by a factor of 10 for visual clarity. Black lines have slopes equal to the fitted color-coded spectral indices \( \delta' \), whose estimated uncertainties are given. Fitted \( E_{\text{heb}} \) (left) and \( E_{\text{heb}} \) are shown with color-coded vertical dotted lines.

Three features of the distribution do not change much as the number of cycles increases. First, \( E_{\text{heb}} \) is essentially set by the initial cycle and changes little for additional cycles. Second, as shown in Figure 10, the spectral index does not change significantly as the number of visited accelerators increases. Third, as indicated in the annotations, \( \langle E \rangle \) is nearly invariant.

Figure 10. Each color-coded line shows \( f_n^{(n)} \) for different \( n \) (annotated) and fixed \( t = 0.001 \) for a sequence of A2 accelerators. The final distribution \( f_5^{(5)} \) (red) overlaps the other distributions except at high energies. The average energy of each distribution is shown with color-coded annotations. The black straight line is the fitted power law \( \sim E^{-\delta'} \) (\( \delta' \) is annotated in black) for the case \( n = 5 \), plotted between fitted \( E_{\text{heb}} \) and \( E_{\text{heb}} \) for \( f_5^{(5)} \). This line is shifted upward by \( 10^{0.5} \) for visual clarity.

The process does not add much energy to the system, because only a very small fraction of energized particles is transferred to the next accelerator. The average energy is essentially that of \( f_1 \), i.e., it is dominated by the acceleration of the ambient Maxwellian particles in \( f_0 \).

We emphasize that the transfer of particles between accelerators is assumed to be uniform across all energies. Therefore, the large number of high-energy particles is not an artifact of particle-acceleration or transfer mechanisms that favor particles with high energies. The number of particles at lower/higher energies decreases/increases with each cycle, redistributing the population from one cycle to the next in such a way that the area under the curve and the average energy remain nearly unchanged throughout.

To determine \( E_{\text{heb}} \) and \( E_{\text{heb}} \), as well as spectral indices of final distributions, we modeled the central region as a power law \( CE^{-\delta'} \), where \( C \) is a normalization constant. To estimate these parameters and their uncertainties, we developed an automatic curve-fitting procedure that requires minimal human intervention, as described in the Appendix. Examples of fitted power laws for \( t = 0.001 \) are shown in Figures 9 and 10 (black solid lines).
4.1. Dependence of Fitted Parameters on Transfer Factor $t$

Previously, we presented results for accelerators A1 and A2 using the fixed value $t = 0.001$ for the transfer factor $t$. The larger the transfer factor, the greater the number of particles that are transferred from one accelerator to the next. Hence, we expect more energetic particles and harder spectral indices in the distributions with larger $t$. Figure 11 illustrates these effects for A2 with $n = 5$. In addition, as $t$ increases, we find that the bumps in the distribution become less pronounced. As explained in Section 5, this occurs because the weight of each cycle on the overall curve decreases.

A visual inspection of Figure 11 suggests that all of the distribution functions converge to a single point near $E = 15$, which might imply a common low-energy break for all the curves. However, fitted $E_{\text{leb}}$ and $E_{\text{heb}}$ values (color-coded vertical dotted lines in the figure) decrease with transfer parameter $t$. Fitted low-energy breaks for A1 (blue) and A2 (red) are shown as crosses as functions of the transfer factor $t$ and fixed $n$ in Figure 12.

Interestingly, although the low-energy breaks change with transfer factor, they are quite similar for the two accelerators. The reason for this weak dependence is explained in Section 5. The curves have an approximate logarithmic dependence on $t$, with the low-energy breaks decreasing as the number of particles transferred between accelerators increases and the number of particles in the power-law range increases. The range in low-energy breaks is small, varying over about 1 to 6 keV for an assumed background temperature of 2 MK (larger background temperatures would increase the low-energy breaks.)

We found a similar decreasing trend for the fitted high-energy breaks as functions of the transfer factor $t$, plotted in Figure 13 for A1 (blue) and A2 (red). These curves show more pronounced differences between the accelerators than those in Figure 12. The high-energy break shifts to lower energies as the transfer factor increases, as is evident in the A2 distributions in Figure 11, although this seems counterintuitive: the curves roll over into their steep decline at higher energies for smaller transfer factors $t$, but the curves also have much smaller values at those higher energy breaks. As $t$ decreases, the somewhat arbitrary definition of $E_{\text{heb}}$ for a smooth rollover has larger uncertainties for those cases with large bumps in the distribution (e.g., accelerator A2 in Figure 11).

We also calculated the fractional number of high-energy particles in the power-law region between the low- and high-energy breaks, $N_{\text{pl}}$. The results are shown in Figure 14 for A1 (blue) and A2 (red) as functions of the transfer factor $t$ for fixed $n$ (annotated). $N_{\text{pl}}$ closely follows a positive power-law trend versus $t$, showing how transferring more particles between accelerators yields more particles in the most energized region of the final distribution. The stronger accelerator, A2, has substantially more energized particles than the weaker accelerator, A1, especially at small transfer factors $t$. However, the number of particles is more sensitive to $t$ for A1 compared to A2, as indicated by the steeper slope of the blue curve in the figure. Augmenting the number of visited accelerators, $n$, in
either case results in more particles in the power-law region of the spectrum as the high-energy break occurs at higher energies.

The fitted spectral indices $\delta'$ as function of $t$ for A1 (blue) and A2 (red) are shown with crosses in Figure 15. The indices follow a logarithmically decreasing dependence, indicating increasingly hard spectra, as the transfer factor $t$ increases. The errors in the fitted spectral indices generally are less than 0.1%. A1’s spectral indices are larger (softer) than A2’s because A1’s energy gains in each cycle are smaller and, hence, change more slowly with $t$. The hardening of the spectrum for A2 at increasing values of $t$ is evident in Figure 11.

5. Analytical Model

This section demonstrates that the key features of the numerical spectra from the previous section can be reproduced and analyzed with a fully analytical model with a simple assumption: particle acceleration is performed sequentially in accelerators with modest energy gains. This model emulates basic features of the final particle distribution, such as spectral index, energy breaks, bumps in the distribution, and other details of the energy distributions as functions of very few physical parameters.

In this model, each accelerator evolves an initial particle distribution into another distribution by means of an unspecified acceleration mechanism. We simplify the details of the mechanism by assuming that each cycle increases the average particle energy by a factor $r$, which we denote the “efficiency” of the accelerator. This results in a strictly exponential increase in the average energy, similar to that of the island acceleration mechanism shown in Figure 6. Distributions are assumed to be summed over pitch angle, so only energy dependence is considered. As before, all accelerators are assumed to have the same average characteristics, specifically $t$, $r$, and $N$. (Definitions of the model parameters are summarized in Table 2.)

Based on the distributions obtained for accelerator A2 (Figure 4), we assume that each cycle results in a final population described by an analytical function that scales in a self-similar way from its initial population, with the average energy increasing by a factor $r$. Two simple, well-known such distributions are represented by the Maxwellian and exponential functions. These are special cases of a more general function of variables $R$ (proportional to the average energy of the distribution) and $\alpha$ ($\alpha = 0$ for exponential and $\alpha = 1/2$ for Maxwellian), all of which are listed in Table 3. In the Maxwellian case, the thermodynamic temperature is well defined, and each cycle simply heats the particles from temperature $T$ to temperature $rT$.

Empirically, we found that the exponential function was a better fit for our simulated distributions from Section 4 than the Maxwellian. Exponential fits $e^{-E/R}/R$ to A2 distributions are shown in Figure 4 as black dashed lines for each cycled distribution. Fitted $R$ values for A1 and A2, which are equal to $\langle E \rangle$ for exponential functions, are shown in Figure 6 with color-coded circles. The characteristic efficiency $r$ for each accelerator was found by fitting the derived values of $R$ as a function of each cycle $j$ with function $r^j$ (see Table 3), resulting in $r \approx 2.117$ for A1 and $r \approx 4.446$ for A2 (also annotated in Figure 6). These values quantify in a simple way how much more efficient A2 is at accelerating particles than A1.
For the sake of greater generality, however, we adopt the general analytical form from Table 3 in the following calculations because Maxwellian distributions are assumed so widely in solar flare studies. With these assumptions, we construct the final distribution of a population formed by sequential acceleration with efficiency \( r \) and transfer factor \( t \) by explicitly substituting the general form of the functions \( f_f \) (Table 3) into the final distribution function \( f_f^{(n)} \) (Equation (11)):

\[
f_f^{(n)}(E) = \left( \frac{1-t}{t} \right) \sum_{j=1}^{n} \left( \frac{E}{E_j} \right)^{n_j} \left( \frac{E_j}{R} \right)^{n_j} \cdot \Gamma(r+1) \left( \frac{E}{r} \right)^n \left( \frac{t}{r} \right)^n ,
\]

where \( \Gamma(x) = (x-1)! \) is the complete Gamma function (see footnote on Table 3).

A supplemental Wolfram Mathematica notebook in the data.tar.gz package provides a widget that plots \( f_f^{(n)} \) (Equation (12)), where the user can explore the parameter space \((t, r, n, \alpha)\).

As an intermediate check, we constructed distributions from Equation (12) using \( t = 0.001, \alpha = 0 \), and the fitted values of \( r \) for A1 and A2 and compared them to the simulated data in Figure 9. The analytical curves in that figure (dashed lines) have been shifted down for visual clarity because they overlap the simulated curves, corroborating our results. These curves are also plotted with blue and red solid lines in Figure 16 to be compared to other curves presented in this section.

The average energy of \( f_f^{(n)} \) is evaluated (using Table 3 and Equation (12)) and expressed in the alternative forms

\[
\langle E \rangle^{(n)} = \frac{\Gamma(\alpha+2)}{\Gamma(\alpha+1)} \left[ \frac{r(1-t) - (tr)^n}{1-tr} \right]^{n+1} = \frac{\Gamma(\alpha+2)}{\Gamma(\alpha+1)} \left[ \frac{r + (r-1)tr - (1-tr)^{n+1}}{1-tr} \right].
\]

In the limit \( tr \ll 1 \), only the leading \( r \) term in the brackets above is important, and \( \langle E \rangle^{(n)} \approx \langle E \rangle^{(1)} \), the average energy after the first cycle. In this case, as explained in Section 4, not much additional energy is gained subsequently by the system. This is illustrated in Figure 10, where \( \langle E \rangle^{(n)} \) essentially is unchanged as more cycles are added beyond \( n = 1 \).

We demonstrate that the middle-energy range of \( f_f^{(n)} \) approximates a power law in \( E \) by writing Equation (12) in the form

\[
f_f^{(n)} = \left( \frac{1-t}{t} \right) \frac{E^{-\delta \gamma}}{\Gamma(\alpha+1)} \, \tilde{g}_f^{(n)}(E) ,
\]

where

\[
\tilde{g}_f^{(n)} = \sum_{j=1}^{n} e^{-E/f_j} \left( \frac{E}{r_j} \right)^{\alpha_j} \left( \frac{f_j}{r} \right)^{n_j} + \left( \frac{t}{1-t} \right) e^{-E/r^2} \left( \frac{E}{r} \right)^{\alpha} \left( \frac{r}{r} \right)^{n}.
\]

The above equation takes a simple form if we define the auxiliary variable \( x \):

\[
x \equiv \log E ,
\]

and choose

\[
\delta \gamma = 1 - \frac{\log t}{\log r} .
\]

whence \( t/r = r^{-\delta \gamma} \). Note that \( \delta \gamma > 1 \) because \( t < 1 \) and \( r > 1 \); furthermore, \( \delta \gamma \) is large if \( tr \ll 1 \).
We then obtain the expression

\[
g_f^{(n)}(x) = \sum_{j=1}^{n} g(x - j \log r) + \left( \frac{t}{1-t} \right) g(x - n \log r).
\]

The function \(g(x)\) is defined by

\[
g(x) = e^{-10^{-t} + (\alpha + \delta') \ln 10}.
\]

Equation (18) is a sum of positive, identically shaped pulse-like functions \(g(x)\) spaced at equal intervals \(\log r\). Two examples of consecutive pulses, \(g(x)\) and \(g(x - \log r)\), are shown in Figure 17. \(g(x)\) attains its maximum value at \(x_m = \log(\alpha + \delta')\) and decays in both directions from its peak, at the rate \((\alpha + \delta')\ln 10\) in the negative direction and at rate \(-10^4\ln 10\) in the positive direction. Each \(j\) term in the \(g_f^{(n)}\) expansion, peaks at

\[
x_{m,j} = x_m + j \log r
\]

The sum of the pulses in Equation (18) results in a function localized in the region between \(x_{m,1}\) and \(x_{m,n}\), which quickly decays to zero outside this interval. An example of \(g_f^{(n)}\) is shown in Figure 18 (solid blue), where each pulse of the sum in Equation (18) is shown with a dashed black line. \(g_f^{(n)}\) oscillates about an approximate constant value (e.g., horizontal blue dashed line in Figure 18) in the region between \(x_{m,1}\) and \(x_{m,n}\) (vertical black segments in Figure 18). The supplemental Wolfram Mathematica notebook in the data.tar.gz package provides a widget that plots \(g_f^{(n)}\) as in Figure 18, where the user can explore the parameter space (\(t, r, n, \alpha\)).

The oscillation amplitude of \(g_f^{(n)}\) decreases (increases) as the overlap between its pulses increases (decreases) because the weight of each pulse (cycle) on the overall curve decreases (increases). It is straightforward to show from Equation (19) that, at the location of its maximum, \(x_m = \log(\alpha + \delta')\), the maximum value of \(g(x)\) and its second derivative are, respectively,

\[
g(x_m) = \left( \frac{\alpha + \delta'}{e} \right)^{\alpha + \delta'} \quad \text{and} \quad g''(x_m) = -(\alpha + \delta')g(x_m)(\ln 10)^2.
\]

The above second derivative \(g''(x_m)\) shows that the pulse typically is localized about \(x = x_m\). The pulse width is then

\[
\Delta x_m = \log r
\]

**Figure 17.** Sketch of the function \(g(x)\) in Equation (19) (red) and its parameters, along with the next shifted pulse (green). For this example, \(\alpha = 0\), \(r = 4.446\) (fitted value for A2), and \(t = 0.001\) (same \(t\) as in Figure 9).
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**Figure 18.** Sketch of the function \(g_f^{(n)}(x)\) (Equation (18), solid blue). For this example, \(\alpha = 0\), \(r = 2.117\) (fitted value for A1), and \(t = 0.001\) (same \(t\) as in Figure 9). Each term of the sum in Equation (18) is drawn with a black dashed line (pulse-like curves). The left (right) vertical segment in black is located at the maximum of the first (last) pulse, \(x_{m,1}\) (\(x_{m,n}\)), marking the approximate start (end) of the power-law-like region of \(f_f^{(n)}\). Black circles indicate fitted \(\log E_{\text{sh}}\) (left) and \(\log E_{\text{shb}}\) (right) for A1 accelerators (Section 4.1, dashed vertical blue lines in Figure 9). The sinusoidal dashed blue curve shows Equation (24) evaluated for the finite sum \(\sum_j \frac{1}{10n + 10j}\) with \(n = 9\). The horizontal dashed blue line shows \(\mathcal{F}_0\), the Fourier coefficient \(k = 0\) in Equation (25).

\[
\Delta x_n \simeq 2 \sqrt{-g(x_m)/g''(x_m)} = 2(\alpha + \delta')^{-1/2} \ln 10.
\]

Therefore, for a fixed pulse peak separation (fixed \(r\)), the width of a pulse (and consequently its overlap with neighboring pulses) increases with \(t\) (\(\delta'\) decreases with \(t\), see Equation (17)). In Figure 11, for example, the oscillations of the distributions decrease in amplitude with increasing \(t\) because the width of the pulses that compose \(g_f^{(n)}\) increase with that parameter.

For a large portion of the \((r, n, \alpha)\) parameter space, therefore, \(f_f^{(n)}\) can be approximated by a power law with spectral index \(\delta'\) modulated by the \(g_f^{(n)}\) oscillations (see Equation (14)). Figure 15 shows the predicted \(\delta'\) values for A1 and A2 from Equation (17) (dashed), which agree closely with the fitted values determined in Section 4.1 (crosses).

Converting \(x_{m,1}\) to energy, we obtain for the approximate location of the low-energy break

\[
E_{\text{shb}} \approx 10^{x_{m,1}} = (\alpha + \delta')r = (\alpha + 1)r - \frac{r \log t}{\log r}.
\]

This result is consistent with accelerators A1 and A2 having \(E_{\text{shb}}\) with an approximate logarithmic dependence on \(t\), as shown in Figure 12 (where Equation (22) is shown with color-coded dashed lines for \(r = 2.117\) and \(r = 4.456\)). The nearly identical slopes for A1 and A2, despite their very different efficiencies—\(r \approx 2\) (A1) and \(r \approx 4\) (A2)—are a consequence of the similar ratios: \(r/\log r \approx 2/\log 2 \approx 4/\log 4\). For comparison, the corresponding fitted \(E_{\text{shb}}\) in log space from Section 4.1 is shown with the left black circle in Figure 18.

Similarly, the high-energy break of the power law occurs near the last \((j = n)\) peak,

\[
E_{\text{shb}} \approx 10^{x_{m,n}} \approx (\alpha + 1)r^n - \frac{r^n \log t}{\log r}.
\]

This result is consistent with A1 and A2 having similar high-energy breaks \(E_{\text{shb}}\), as illustrated by Figure 13 (where Equation (23) is shown with color-coded dashed lines). Essentially, the difference in the number of visited accelerators compensates for the difference in efficiencies. The high-energy
breaks for A1 and A2 differ somewhat more than their low-energy breaks and the variations with \( \log t \) deviate rather more from the linear relationship indicated by Equation (23). The fitted \( E_{\text{heb}} \) in log space from Section 4.1 is marked by the right black circle in Figure 18.

The extent of the power law is then \( E_{\text{heb}}/E_{\text{heb}} \approx 10^{(n-1)\log r} \). The smaller (larger) the efficiencies of the accelerators, the larger (smaller) the number of cycles required to develop a power law of a given range. Figures 9 and 16 demonstrate that A1 accelerators need 9 cycles to achieve a similar power-law range as 5 cycles of A2 accelerators (8 log 2.12 \( \approx 4 \log 4.45 \approx 2.6 \)). Additional cycles with a given efficiency also extend the region of the power law.

To determine the approximate constant value about which \( g_f(n) \) oscillates, we note that in that region the contributions of terms in Equation (18) that peak toward the ends of the power-law energy range become increasingly small near the center of the range; in particular, if \( t \) is small, the pulses are narrow and the last term in the sum is negligible. As an approximation, therefore, we extend the summation in Equation (18) to include all integers \( j \) such that \( j < 1 \) and \( j > n \):

\[
g_f(n) \approx g_f^\infty \equiv \sum_{j=-\infty}^{+\infty} g(x - j \log r). \tag{24}\]

An example of Equation (24) evaluated for the finite sum \( j \epsilon [1 - 10n, +10n] \) with \( n = 9 \) is shown with the sinusoidal blue dash line in Figure 18. Using more terms does not change the results at the resolution of the graph. The approximate form \( g_f^\infty \) in Equation (24) is explicitly periodic in \( x \) with period \( \log r \). Hence, it can be expressed as a Fourier series

\[
g_f^\infty = \sum_{k=-\infty}^{+\infty} e^{2\pi ikx/\log r} F_k, \tag{25}\]

where \( F_k \) is the Fourier coefficient of mode \( k \) in the space \( x/\log r \in [-1/2, 1/2] \). \( g_f^\infty \) oscillates about \( F_0 \), the value of the Fourier coefficient for \( k = 0 \). Figure 18 shows \( F_0 \) for A1 with a horizontal blue dashed line. The remaining coefficients for \( k \neq 0 \) are the amplitudes of oscillatory contributions to the full distribution that cause the latter to deviate from the strict power law.

From Equation (14), in the power-law region

\[
j_f(n) \approx \left( \frac{1 - t}{t} \right)^{\frac{E^{-\delta'} \Gamma(\alpha)}{\Gamma(\alpha + 1)}} g_f^\infty, \tag{26}\]

Thick black lines in Figure 16 show Equation (26) solved with \( g_f^\infty \) from Equation (24), evaluated for the finite sum \( j \epsilon [-50, 50] \). Using more terms does not change the results at the resolution of the graph. For both cases shown in the figure, the results very closely overlay the exact (blue and red) curves within the relevant power-law ranges and extend them smoothly to energies beyond both the low- and high-energy breaks.

The normalization constant of the power law is

\[
C \approx \left( \frac{1 - t}{t} \right)^{\frac{F_0}{\Gamma(\alpha + 1)}}. \tag{27}\]

C is displayed in Figure 19. Analytical values (Equation (27), dashed) coincide with the fitted values (crosses) for accelerators A1 (blue) and type A2 (red) from Section 4.1, determined with the method described in the Appendix. The thin black curves in Figure 16 show the analytical power-law \( CE^{-\delta'} \) (shifted up slightly for clarity) with \( C \) from Equation (27) and \( \delta' \) from Equation (17).

We estimated the number of particles in the power-law region by integrating

\[
N_{\text{pl}} = \int_{E_{\text{heb}}}^{E_{\text{heb}}} CE^{-\delta'} dE = \left( \frac{1 - t}{t} \right)^{\frac{F_0}{\Gamma(\alpha + 1)}} \frac{E^{-\delta'} - E_{\text{heb}}^{-\delta'}}{\Gamma(\alpha + 1)(1 - \delta')}, \tag{28}\]

Figure 14 compares the analytical (dashed) and numerical (crosses) values of \( N_{\text{pl}} \). The analytical calculations underestimate the number of nonthermal particles because the analytical approximations for \( E_{\text{heb}} \) (Equation (22)) and \( E_{\text{heb}} \) (Equation (23)) are larger and smaller, respectively, than the fitted values (crosses in Figures 12 and 13). Almost identical results are obtained by integrating the distribution function in Equation (12). Analytical Equations (B1), (B2), and (B3) in the Appendix B can be used to estimate the differences in \( N_{\text{pl}} \) between a power law and the distribution function in Equation (12). In summary, in this section we have shown that, for a large range of \( (t, r, n) \) parameter space, sequentially accelerated-particle distributions have a range in energy where they can be approximated by a power law with spectral index \( \delta' \) (Equation (17)). In addition, key features of the power law, such as energy breaks and number of nonthermal particles, can be estimated analytically and easily interpreted from few physical parameters.

6. Discussion

We have investigated the acceleration of particles in the flaring solar corona by sequences of magnetic islands that form, contract, and are transported within the flare current sheet. Numerous islands populate the sheet, as has been shown by many eruptive-flare simulations, and by high-resolution, high-cadence observations of the Sun. In our previous study
(Guidoni et al. 2016), we analyzed the evolution of a few of these islands and their enclosed flux surfaces to determine their efficacy at accelerating particles. We found a maximum energy multiplication factor $\xi_{\text{max}} \approx 4$ for the cases examined. This is significant, but it is not nearly sufficient to explain the high energies and power-law distributions of the electrons that generate hard X-rays in flares.

Consequently, in this paper we have investigated the effect of accelerating particles through multiple islands. With an energy gain $\xi = 4$ in each island, particles must visit only a few islands to increase their energies by orders of magnitude. For example, $n = 5$ such accelerators increase the energies of some particles by a cumulative factor $\xi_{\text{cum}} \approx 1000$. We constructed sequences of distribution functions by assuming that a fraction $t$ of the particles accelerated in one island are transferred to the next island to receive another energy boost by a factor $r$.

The distribution of ambient nonaccelerated particles at each stage is assumed to be an isotropic Maxwellian. For the island acceleration process studied here, the distribution of accelerated particles becomes increasingly anisotropic at each stage in the sequence. The degree of anisotropy depends upon the relative roles of betatron and Fermi acceleration in the contracting island, i.e., on the detailed changes in the island’s size and shape as it traverses the flare current sheet.

For our analysis, we did not separate mirroring from transiting populations as particles jump among accelerators because it is not clear how to characterize a change in pitch angle as particles move between accelerators. The total population (mirroring and transiting) was considered for the calculation of final spectra.

We showed that the fitted spectra of the resulting energy distribution functions consist of a smooth, flat region at low energies, an approximately power-law region at intermediate energies, and a region with a sharply decreasing profile at high energies. The three regions are separated by low- and high-energy breaks. The power-law-like region presents some small bumps due to each acceleration cycle. For our simple model, we have assumed that particles are accelerated in a bath of accelerators whose properties can be described by averaged quantities. On the Sun, it is likely that this process will occur in multiple accelerators with different populations and values of the key parameters. The effect of inhomogeneous accelerators on the electron and photon spectra needs to be investigated.

We found that increasing the number $n$ of visited accelerators shifts the high-energy break to ever-higher energy, as expected, but it does not significantly change the spectral index $\delta'$ of the power-law region. In contrast, $\delta'$ depends sensitively upon the efficiency $r$ of the accelerators: larger $r$ broadens the distribution of each cycle more effectively than smaller $r$, so the index decreases and the spectrum becomes harder as $r$ increases. This is illustrated by the contrast between the distributions obtained with accelerators A1 and A2. Similarly, larger $t$ also broadens the distribution more effectively than smaller $t$, so that as with $r$, the index decreases and the spectrum becomes harder as $t$ increases.

To gain further insight into the results, we explored a simplified analytical model that emulates the average energy-amplification effect of the multiple-island acceleration mechanism while ignoring the effects on the isotropy of the distribution function. We found an analytical expression for the spectral index, $\delta' = 1 - (\log t)/\log r$, that replicates not only the qualitative features of our numerical results for the multiple-island model, but also the quantitative values of the index predicted by our numerical model. The analytic expression shows explicitly how changes in the transfer factor $t$ and the efficiency $r$ modify the index of the central power-law region of the energy spectrum.

Our results also can be used to determine the transfer factor $t$ required to produce a measured spectral index $\delta'$, given an input efficiency $r$: $t = r^{1-\delta'}$. For an efficiency $r = 4$ (our accelerator A2) and index $\delta' = 5$, for example, $t = 4 \times 10^{-3}$. This is a tiny fraction of the particles resident in any island, but it is sufficient to produce a power law in the range typically inferred from solar flare observations. The required transfer factor $t$ depends strongly upon the efficiency $r$, however. For $r = 2$ (our accelerator A1), as an example, $t = 6 \times 10^{-2}$, more than an order of magnitude greater than for the first case. However, we expect that efficiencies larger than $r = 4$ might result for islands formed in flare current sheets with different parameters than those in our original simulated eruptive flare/CME (a more compact active-region source, higher field strengths, lower plasma $\beta$, etc.). If so, the necessary transfer factor $t$ would be smaller for the same index $\delta'$ or the index would be smaller for the same transfer factor.

For simplicity, we assumed that $t$ is independent of energy in both the detailed modeling of the multiple-island mechanism and the streamlined analytical model. Our aim was to avoid artifically skewing the results toward producing power laws by supposing that the transfer of high-energy particles is more probable than that of low-energy particles. Because the high-energy particles actually are responsible for the power-law distribution, however, it seems likely that the transfer factor at the high-energy end of the spectrum ultimately determines the effective value of the transfer factor. In any case, a quantitative determination of $t$, via test-particle simulations or transport theory or some other means, would be invaluable, but is well beyond the scope of the present investigation.

Also for simplicity, we further assumed that both $t$ and $r$ were the same throughout the sequence, as the particles were accelerated from one island to the next. Changes in the temperature $T$ of the bulk distribution over the lifetime of an island were ignored, as well. In the strongly time-varying environment of a flaring current sheet, all of these assumptions oversimplify the actual coronal evolution but enable us to make analytical progress and to interpret the results readily. However, the analytical model shows that the spectral index varies only logarithmically with the parameters $r$ and $t$. This weak dependence moderates the influence of relatively small—factor-of-two or so—variations in the parameters from time to time, or from point to point, within a single flare current sheet, or even from the current sheet in one flare to that in another. The ranges in the parameters $r$ and $t$ that are relevant to solar flares might be sufficiently limited to yield only a relatively narrow range of expected spectral indices $\delta'$.

The spectra of our analytical model can be easily used as injection populations in codes that model the transport of flare-accelerated particles from the top of flare arcades to their eventual thermalization at the solar surface (e.g., Allred et al. 2020). The small number of parameters of our model simplifies the parameter-space exploration of the injection population when comparing the output of these codes with observed photon spectra. Determining $r$, $t$, and $n$ in this way provides average physical conditions of the acceleration region.
The hardest spectrum, i.e., the smallest value of the spectral index $\delta'$, is determined by the largest attainable values of $r$ and $i$ in combination. The highest energy that can be attained by a significant population of accelerated particles then is determined by $n$, the number of islands that a particle visits before it leaves the acceleration region. Assuming that thermal particles in the initial distribution are efficiently accelerated, the final distribution of particles is expected to extend over an energy range from $E \approx 1$ to $E \sim r^n$. The number of particles in the distribution falls by a factor $r^n$ as the number of particles is conserved during the acceleration process. For large transfer factors $t \lesssim 1$, these limits roughly define the extent of the power-law region of the distribution function. For smaller transfer factors $t < 1$, however, the power-law region shifts toward higher energies on both the low- and high-energy sides.

The number of particles in the distribution declines steeply as the energy breaks shift. Hence, although the power-law region continues to span a large range in energy, it contains an increasingly small fraction of the particles as the transfer factor $t$ decreases.

Altogether, our results suggest that particle acceleration during the contraction of multiple magnetic islands in current sheets may produce the high-energy particles that emit observed hard X-rays and microwaves in solar flares. Given a characteristic energy-amplification factor $r$ within single islands in the sheet, ultimately, accelerating many particles to high energies requires a significant fraction, $t$, of the particles to be transferred from one island to the next in the sequence, and for the particles to visit a sufficient number of islands, $n$, to achieve the needed energies. Our MHD simulations of eruptive flares have yielded initial values of $r \lesssim 5$ by exploring a limited parameter space that should be extended to include more compact flare source regions with higher magnetic-field strengths. Such simulations also could be used to determine the achievable values of the transfer factor $t$ and the number of visited accelerators $n$ by coupling the MHD model with a test-particle tracking model. This ambitious goal must be left to future investigations.

Additional effects beyond the purview of MHD and test-particle tracking are important in a fully rigorous treatment of the problem of flare particle acceleration in coronal current sheets. First, we find the particle distributions that result from the process to be highly anisotropic. In a fully self-consistent kinetic calculation using PIC methods or the Vlasov–Maxwell equations, such particle distributions could initiate microinstabilities that induce electromagnetic field fluctuations. These fluctuations, in turn, would scatter the charged particles, altering the distribution of particle energies and angles from those calculated here. We point out that such effects could become important for any model of flare particle acceleration that generates anisotropic distributions; this outcome is not limited to our simple model based on adiabatic invariants of the particle motion.

Second, as in any test-particle calculation, there is no back reaction from the accelerated flare particles to the bulk plasma and magnetic field. In addition to inducing electromagnetic fluctuations, as just mentioned, the energized particles will exert their own thermal- and kinetic-pressure forces on the bulk plasma, carry electric currents, and drain energy from the magnetic field. All of these effects would modify the evolution of the system away from any elementary MHD description that does not account for them. This outcome, also, is not limited specifically to our model, and it could substantially alter the calculated particle distributions from the feedback-free case.

These very challenging issues are being addressed by recent model advances developing from multiple perspectives. If kinetic-scale electric fields are not essential to the evolution of the system, as has been suggested by analyses of PIC simulations of particle acceleration by magnetic islands, one can apply a nonlinearly coupled, hybrid fluid/particle model suitable for collisional plasmas (Drake et al. 2019; Arnold et al. 2019, 2021). If the plasma is collisionless and turbulent, however, as is the case in the solar wind, guiding-center kinetic transport theory can be used to develop reduced prescriptions, including focused-transport theory and Parker transport equations, that describe the acceleration of particles by contracting and merging interplanetary flux ropes (Zank et al. 2014; le Roux et al. 2015, 2018; Zhao et al. 2018; Adhikari et al. 2019). All of these developments seek to bridge the immense gulf between the governing macroscopic and microscopic scales at the Sun and in the heliosphere, and, at least in part, to explain the origin of high-energy particles in the solar system.
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Appendix A

Spectral Fitting Method

Here we describe the automatic curve-fitting procedure used to estimate $E_{\text{reh}}$, $E_{\text{heb}}$, power-law parameters $C$ and $\delta'$, and their uncertainties; the method requires minimal human intervention.

The following procedural steps are performed with a (preferably) large number of iterations $m$, in each of which a small percentage $p$ of randomly selected points (3 points for the results in this paper) is withheld from the distribution to validate the model. For each resampled subset of points:

1. Manually initialize the high-energy break $E_{\text{heb}}$: visually determine an approximate value for $E_{\text{heb}}$. This is the only manual step of the whole procedure and the selected value does not have to be very accurate.
2. Fit a power law in the energy range $(E_i, E_{\text{reh}})$, for all $E_i$ below $E_{\text{reh}}$: for each $E_i$, perform a linear fit to determine $C$ and $\delta'$.
3. Estimate the low-energy break $E_{\text{reh}}$: for each fitted power law, perform a Kolmogorov–Smirnov goodness-of-fit statistical test by computing the maximum of the absolute value of the difference between the empirical and theoretical complementary cumulative functions for each $E_i$ (Clauset et al. 2009; Virkar & Clauset 2014). The complementary cumulative functions are computed between energies $E_i < E_d < E_{\text{reh}}$ and $0 < E_i < E_{\text{reh}}$ as follows

$$F^{(p)}(E_i, E_d) = \int_{E_i}^{E_d} C E^{-\delta'} dE$$  \hspace{1cm} (A1)

$$F^{(f)}(E_i, E_d) = \int_{E_i}^{E_d} f^{(p)} dE.$$  \hspace{1cm} (A2)

Define a function $F(E_i)$ as the maximum of the absolute value of the difference between the above complementary cumulative distributions

$$F(E_i) = \text{Max} \left| F^{(p)}(E_i, E_d) - F^{(f)}(E_i, E_d) \right|.$$  \hspace{1cm} (A3)
\( F(E_i) \) may have several local minima due to the bumps in the distributions of each cycle. \( E_{\text{lab}} \) is chosen as the energy \( E_i \) that corresponds to the first local minimum (lowest energy) of \( F(E_i) \).

4. **Estimate the high-energy break** \( E_{\text{heb}} \): Due to the much smaller values of the particle distribution function at high energies, we chose a method where small fluctuations have less impact. We computed the difference in area under the logarithm of the empirical and theoretical distribution functions. These areas in logarithmic space \( x = \log E \) are

\[
\log F^{(p)}(E_d) = \int_{E_{\text{lab}}}^{E_d} \log (CE^{-\delta'}) \, dx
\]

\[
= \int_{E_{\text{lab}}}^{E_d} \left[ \log(C) - \delta' \log[E] \right] \frac{dE}{E \ln(10)} \quad \text{(A4)}
\]

\[
\log F^{(f)}(E_d) = \int_{E_{\text{lab}}}^{E_d} \log \left[ f^{(p)}_j \right] \, dx
\]

\[
= \int_{E_{\text{lab}}}^{E_d} \log \left[ f^{(p)}_j \right] \frac{dE}{E \ln(10)}. \quad \text{(A5)}
\]

Then, we define a function \( \log F \) as the absolute value of the difference between the areas defined above

\[
\log F(E_d) = |\log F^{(p)}(E_d) - \log F^{(f)}(E_d)|. \quad \text{(A6)}
\]

\( E_{\text{heb}} \) is chosen as the \( E_d \) that corresponds to the last local minimum (highest energy) of \( F(E_d) \). It is worth noticing that the bump at \( t = 0.05 \) for the A1 high-energy break in Figure 13 remains after changing the seed of the random generator of the fitting method.

5. **Determine \( C \) and \( \delta' \)**: Perform a final linear fit in the energy range \( (E_{\text{lab}}, E_{\text{heb}}) \), to determine \( C \) and \( \delta' \).

The final \( E_{\text{lab}}, E_{\text{heb}}, C \), and \( \delta' \) and their uncertainties are calculated as the mean and the standard deviation over the \( m \) iterations of the quantities estimated in the above procedure. To find local minima in noisy data, we smoothed differences in empirical and theoretical data with a box of width \( \pm 11 \) points.

**Appendix B**

**Analytical Procedure**

Here we provide an alternative method for estimating energy breaks for the analytical distribution functions in Section 5 using a method similar to the one described in Section A.

1. Use Equation (23) as the initial approximation for \( E_{\text{heb}} \).
2. Use \( C \) and \( \delta' \) from Equations (27) and (17), respectively.
3. The complementary cumulative functions (Equations (A1) and (A2)) in this case are

\[
F^{(p)}(E_i, E_d) = \frac{1 - t}{\Gamma(\alpha + 1)} \left[ \frac{E_d^{\alpha + 1}}{E_i^{\alpha + 1}} \right]^{-1}
\]

\[
F^{(f)}(E_i, E_d) = \frac{1}{\Gamma(\alpha + 1)} \left[ \int_{E_i}^{E_d} \left( \frac{E}{r} \right)^\alpha \, dE \right]
\]

where \( \Gamma(\alpha + 1, y) = \int e^{-y^\alpha} \, dy \) is the incomplete gamma function. Here, we set \( E_{\text{lab}} \) equal to the \( E_d \) that corresponds to the first local minimum (lowest energy) of \( F(E_d) \) (Equation (A3) with \( F^{(p)} \) and \( F^{(f)} \) from Equations (B1) and (B2), respectively).

4. It is straightforward to show that in this case Equation (A6) can be expressed as

\[
\log F(x_d) = \int_{E_{\text{lab}}}^{E_{\text{heb}}} \log \left[ f^{(f)}_j \right] \, dx - F_0(x_d - x_{\text{heb}}). \quad \text{(B3)}
\]

Here, we set \( E_{\text{heb}} \) equal to \( E_d = \log(x_d) \) with \( x_d \) equal to the last minimum (highest energy) of \( F(x_d) \).

Even though more consistent with the method of Section A, the above method is considerably computationally more expensive than estimating energy breaks from the approximative Equations (22) and (23).
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