An Efficient Bayes Coding Algorithm for the Non-Stationary Source in Which Context Tree Model Varies from Interval to Interval
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Abstract—The context tree source is a source model in which the occurrence probability of symbols is determined from a finite past sequence, and is a broader class of sources that includes i.i.d. and Markov sources. The proposed source model in this paper represents that a subsequence in each interval is generated from a different context tree model. The Bayes code for such sources requires weighting of the posterior probability distributions for the change patterns of the context tree source and all possible context tree models. Therefore, the challenge is how to reduce this exponential order computational complexity. In this paper, we assume a special class of prior probability distribution of change patterns and context tree models, and propose an efficient Bayes coding algorithm whose computational complexity is the polynomial order.

I. INTRODUCTION

The arithmetic codes asymptotically achieve the minimal expected length for lossless source coding. The problem with this method is that it cannot be used unless the probabilistic structure of the source is known in advance. Therefore, universal codes, which can be used when the probability distribution of the source is unknown, have been studied.

The context tree source is one of the major source models for universal coding, and the CTW (Context Tree Weighting) [1] is known as an efficient universal code for context tree sources. The CTW method can be interpreted as a special case of the Bayes code proposed by Matsushima and Hirasawa [2]. The CTW method encodes the entire source sequence at once, which is not an efficient use of memory and causes underflow problem in calculation, whereas the Bayes code of Matsushima and Hirasawa [2] can be encoded sequentially and is free from these problems. It is known that the Bayes code has equal codeword length when encoded sequentially and when the entire sequence is encoded at once [3].

However, in the Bayes code, the computational complexity of weighting by the posterior probability of the context tree models increases exponentially according to the maximum depth of the context tree models. Matsushima and Hirasawa [2] developed the efficient Bayes coding algorithm by assuming an appropriate class of prior probability distributions for the context tree models, which reduces the computational complexity from the exponential order to the polynomial order.

Now, a source model for source coding should be able to describe in a concise mathematical manner, but also should be better reflects the probability structure of the real data sequence to be compressed. For example, the context tree source includes i.i.d. source and Markov source inherent in itself. It is a broader class of sources, and has been applied to text data, for example.

On the other hand, there are cases where it is appropriate to think of symbols as being generated according to a different context tree source for each interval, rather than modeling the entire data series as being generated according to a single context tree source. For example, in the case of the human genome, the DNA sequence consists of about 3 billion base pairs, and it is described as a pair of series of about 30 billion in length with four different alphabets: A, G, T, and C. Although Markov source is sometimes assumed in DNA sequence compression algorithms [6], it is known that there are genetic and non-genetic regions in the human genome, which have different structural characteristics. Therefore, in this paper, we present a non-stationary source that context tree source changes from interval to interval.

An example of a non-stationary source where the source changes from interval to interval is an i.p.i.d. (independently piecewise identically distributed) source [4], [5]. An i.p.i.d. source is a source consisting of an i.i.d. sequences of parameters that are different for each interval. It can be regarded as a special case of the proposed source in this paper. An efficient Bayes code for i.p.i.d. sources has already been proposed by Suso et al. [8].

Assuming the source model that symbols are generated by different context tree sources in each interval, we present an efficient Bayes coding algorithm for it. In this algorithm, we use the prior probability of context tree models by Matsushima and Hirasawa [2] and that of parameter change patterns by Suko et al. [8]. The proposed algorithm achieves a reduction in computational complexity from the exponential order to the polynomial order.
II. NON-STATIONARY SOURCE THAT CONTEXT TREE MODEL CHANGES FROM INTERVAL TO INTERVAL

In this section, we present a non-stationary source that context tree model changes from interval to interval. The symbols are generated from different context tree models depending on the interval, as shown in Figure 1.

![Diagram of a non-stationary source with a context tree model that changes from interval to interval](image)

Now we define the change pattern of context tree models as follows.

**Definition 1.** The change pattern \( c \) is defined to indicate when the context tree model has changed. That is,
\[
c \overset{\text{def}}{=} \left( w_1^{(c)}, \ldots, w_T^{(c)}, \ldots, w_N^{(c)} \right) \in \mathcal{C}_N \overset{\text{def}}{=} \{0, 1\}^N, \tag{1}
\]
\[
w_t^{(c)} \overset{\text{def}}{=} \left\{ \begin{array}{ll}
1 & \text{if the context tree model changes at time } t, \\
0 & \text{otherwise}.
\end{array} \right.
\]

Now, for convenience, let \( w_1^{(c)} = 1 \). The length \( N \) of a source sequence is fixed. The set of all change patterns \( \mathcal{C}_N \) is abbreviated as \( \mathcal{C} \) from now on. Next, we define the set of points in the context tree model where changes occur.

**Definition 2.** Let \( \mathcal{T}_c \) denote the set of points at which the parameter changes in the change pattern \( c \). That is,
\[
\mathcal{T}_c \overset{\text{def}}{=} \left\{ t \left| w_t^{(c)} = 1 \right. \right\} = \left\{ t_0^{(c)}, t_1^{(c)}, \ldots, t_{|\mathcal{T}_c|-1}^{(c)} \right\}, \tag{2}
\]

where \( t_j^{(c)} \) is the \( j \)-th changing point in the change pattern \( c \).

In other words, there are \(|\mathcal{T}_c| - 1\) parameter changes in \( c \). For convenience, let \( t_0^{(c)} = 1 \), \( t_{|\mathcal{T}_c|}^{(c)} = N + 1 \). If the change pattern \( c \) is specified in advance, \( m_{t_j}^{(c)} \) is abbreviated as \( t_j \).

From the \( j \)-th changing point \( t_j \) to the \( j + 1 \)-th changing point \( t_{j+1} \), symbols are generated according to a single context tree model \( m_{t_j}^{(c)} \). The parameter \( \theta_{m_{t_j}}^{(c)} \) for this \( m_{t_j}^{(c)} \) is defined as in Definition 3 and an example is shown in Figure 2.

**Definition 3.** In the change pattern \( c \), for the context tree model \( m_{t_j}^{(c)} \) in the interval \([t_j, t_{j+1})\), we denote the set of its leaf nodes as \( L_{m_{t_j}}^{(c)} \). The parameter \( \theta_{m_{t_j}}^{(c)} \) for \( m_{t_j}^{(c)} \) is defined as follows:
\[
\theta_{m_{t_j}}^{(c)} \overset{\text{def}}{=} \left\{ \theta_s \in (0, 1)^{|\mathcal{X}|} \left| s \in L_{m_{t_j}}^{(c)} \right. \right\}. \tag{3}
\]

where
\[
\theta_s \overset{\text{def}}{=} \tau(\theta_{0|s}, \theta_{1|s}, \ldots, \theta_{|\mathcal{X}|-1|s}), \tag{4}
\]
\[
\sum_{a \in \mathcal{X}} \theta_{a|s} = 1, \quad \theta_{a|s} \in (0, 1) \quad \text{for each symbol } a. \tag{5}
\]

Note that \( \theta_{a|s} \) is the occurrence probability of \( a \in \mathcal{X} \) under the state corresponding to node \( s \), where \( \mathcal{X} \) denotes a source alphabet.

![Example of occurrence probability based on context tree model](image)

In the case where the change pattern \( c \) is specified in advance, \( m_{t_j}^{(c)} \) is abbreviated as \( m_{t_j} \).

Furthermore, the parameters for the change pattern \( c \) are defined as follows.

**Definition 4.** The parameter \( \Theta^{(c)} \) for the change pattern \( c \) is defined as follows.
\[
\Theta^{(c)} \overset{\text{def}}{=} \left\{ \theta_{m_{t_j}}^{(c)} \left| t \in \mathcal{T}_c \right. \right\} = \left\{ \theta_{m_{t_0}}^{(c)}, \theta_{m_{t_1}}^{(c)}, \ldots, \theta_{m_{t_{|\mathcal{T}_c|-1}}}^{(c)} \right\}. \tag{6}
\]

From Definition 3 using the state \( S_m(x_{t-1}) \) corresponding to the source sequence (past context) \( x_{t-1} \) in a certain context tree model \( m \), the probability of occurrence at time \( t \in [t_j, t_{j+1}) \) is expressed as follows:
\[
p \left( x_t \left| x_{t-1}, \theta_{m_{t_j}}^{(c)}, m_{t_j}^{(c)} \right. \right) = p \left( x_t \left| x_{t_j}, \theta_{m_{t_j}}^{(c)}, m_{t_j}^{(c)} \right. \right) = \theta_{x_t|S_m^{(c)}(x_{t-1})}. \tag{7}
\]

Therefore, the probability distribution of \( X^N = X_1 \cdots X_N \) in the change pattern \( c \in \mathcal{C} \) is expressed by the following equation.
\[
p \left( X^N | \Theta^{(c)} \right) = \prod_{j=0}^{\left| \mathcal{T}_c \right|-1} p \left( x_{t_j+1-1 \left| x_{t_j} \right.}, \theta_{m_{t_j}}^{(c)}, m_{t_j}^{(c)} \right) \nonumber
\]
\[
= \prod_{j=0}^{\left| \mathcal{T}_c \right|-1} \prod_{t=t_j}^{t_{j+1}-1} p \left( x_t \left| x_{t_j}, \theta_{m_{t_j}}^{(c)}, m_{t_j}^{(c)} \right. \right) \nonumber
\]
\[
= \prod_{j=0}^{\left| \mathcal{T}_c \right|-1} \prod_{t=t_j}^{t_{j+1}-1} \theta_{x_t|S_m^{(c)}(x_{t-1})}. \tag{8}
\]

Regarding a change pattern \( c \), a context tree model \( m_{t_j}^{(c)} \), and the parameter \( \theta_{m_{t_j}}^{(c)} \) for \( m_{t_j}^{(c)} \), we assume prior probability distributions \( \pi(c) \), \( P(m_{t_j}^{(c)} | c) \), and \( w(\theta_{m_{t_j}}^{(c)} | m_{t_j}^{(c)}, c) \) respectively.
III. BAYES CODE FOR THE PROPOSED SOURCE

In this section, we present the coding probability of the Bayes code for the proposed source.

**Theorem 1.** The coding probability of the sequential Bayes code for the proposed source is

\[ AP^*(x_t|x_t^{-1}) = \sum_{c \in C} \pi(c|x_t^{-1}) \left[ \sum_{m(c) \in M} P(m(c)|x_t^{-1}, c) \int p\left(x_t|x_t^{-1}, \theta^{m(c)}, m(c), c\right) w(\theta^{m(c)}|x_t^{-1}, m(c), c) d\theta^{m(c)} \right], \]

(9)

where \( \pi(c|x_t^{-1}) \) is the posterior probability distribution of the change pattern \( c \), \( P(m(c)|x_t^{-1}, c) \) is that of the context tree model \( m(c) \). \( M \) is the set of all context tree models (see Example 1), and \( w(\theta^{m(c)}|x_t^{-1}, m(c), c) \) is the posterior probability distribution of the parameter \( \theta^{m(c)} \).

**Proof.** The proof outline of Theorem 1 is the same as that of Theorem 2 in [3]. Now, let \( AP_p(x_t|x_t^{-1}) \) be an arbitrary sequential coding probability. Taking the logarithmic loss of the coding probability, the loss function is as follows:

\[ V\left(AP_p, x^N, \theta^{m(c)}, m(c), c\right) = \log p\left(x^N|\theta^{m(c)}, m(c), c\right) - \log \prod_{t=1}^{N} AP_p(x_t|x_t^{-1}). \]

We take the expectation with respect to the probability distribution of the source sequences, and obtain the risk function as follows:

\[ R\left(AP_p, \theta^{m(c)}, m(c), c\right) = \sum_{x^N} p\left(x^N|\theta^{m(c)}, m(c), c\right) \log \frac{p\left(x^N|\theta^{m(c)}, m(c), c\right)}{\prod_{t=1}^{N} AP_p(x_t|x_t^{-1})}. \]

(11)

The Bayes risk is then obtained by taking the expectation with respect to the probability distribution of each parameter.

\[ BR(AP_p) = \sum_{c \in C} \pi(c) \left[ \sum_{m(c) \in M} P(m(c)|c) \int R\left(AP_p, \theta^{m(c)}, m(c), c\right) w(\theta^{m(c)}|m(c), c) d\theta^{m(c)} \right]. \]

(12)

On the other hand, we have

\[ p(x^N) = \sum_{c \in C} \sum_{m(c) \in M} \int p(\theta^{m(c)}, m(c), c)p(x^N|\theta^{m(c)}, m(c), c)d\theta^{m(c)} \]

\[ = \prod_{t=1}^{N} \sum_{c \in C} \sum_{m(c) \in M} \int p(\theta^{m(c)}, m(c), c)p(x_t|x^t-1|\theta^{m(c)}, m(c), c)d\theta^{m(c)} \]

\[ = \sum_{c \in C} \sum_{m(c) \in M} \int p(\theta^{m(c)}, m(c), c)p(x^t|\theta^{m(c)}, m(c), c)d\theta^{m(c)} \]

\[ = \sum_{c \in C} \sum_{m(c) \in M} \int p(x_t|x^t-1|\theta^{m(c)}, m(c), c) w(\theta^{m(c)}|x^t-1, m(c), c) d\theta^{m(c)} \].

(13)

Hence, \( AP^*(x_t|x_t^{-1}) \) given as follows minimizes the Bayes risk.

\[ AP^*(x_t|x_t^{-1}) = \frac{\sum_{c \in C} \sum_{m(c) \in M} \int p(\theta^{m(c)}, m(c), c)p(x_t|x^t-1|\theta^{m(c)}, m(c), c)d\theta^{m(c)}}{\sum_{c \in C} \sum_{m(c) \in M} \int p(\theta^{m(c)}, m(c), c)p(x^t|\theta^{m(c)}, m(c), c)d\theta^{m(c)}} \]

\[ = \frac{\sum_{c \in C} \sum_{m(c) \in M} \int p(x_t|x^t-1|\theta^{m(c)}, m(c), c) w(\theta^{m(c)}|x^t-1, m(c), c) d\theta^{m(c)}}{\sum_{c \in C} \sum_{m(c) \in M} \int p(\theta^{m(c)}, m(c), c)p(x^t|\theta^{m(c)}, m(c), c)d\theta^{m(c)}} \]

(14)

**Example 1.** When considering the case where \( X = \{0, 1\} \) and the depth of a context tree model is at most two, there are five context tree models as shown in Figure 3 and \( M = \{m_1, m_2, m_3, m_4, m_5\} \).

Fig. 3. Overall view of the context tree models of 0-1 sequence in the maximum depth \( d = 2 \)

IV. EFFICIENT ALGORITHM FOR CALCULATING CODING PROBABILITY OF THE BAYES CODE

The coding probability of the Bayes code shown in Theorem 1 is given by weighting the Bayes optimal coding probability of each change pattern \( c \) by the posterior probability distribution of the change pattern \( \pi(c|x_t^{-1}) \). That is, \( \theta^{m(c)} \) is expressed as follows:

\[ AP^*(x_t|x_t^{-1}) = \sum_{c \in C} \pi(c|x_t^{-1}) AP_c(x_t|x_t^{-1}, c), \]

(15)

1To be more precise, the size of \( M \) (the total number of context tree models) depends on the maximum depth of the context tree \( d \). However, in this paper, \( d \) is fixed.
where
\[ AP_c(x_t|x^{t-1}, c) = \sum_{m^c(c) \in \mathcal{M}} P \left( m^c \mid x^{t-1}, c \right) \]
\[ \int P \left( x_t \mid x^{t-1}, m^c(m^c, c) \right) w \left( \theta^m(m^c) \mid x^{t-1}, m^c, c \right) d\theta^m(m^c). \]
\[ (16) \]

For this \( AP_c(x_t|x^{t-1}, c) \), Matsushima and Hirasawa have already shown an algorithm that can calculate it analytically while reducing the amount of computation. This algorithm is explained in the next subsection.

A. Efficient Bayes Coding Algorithm for Fixed Change Pattern

First, the prior probability distribution for the context tree model is assumed to be as follows.

**Assumption 1.** For the set of leaf nodes \( L_m \) in each context tree model \( m \in \mathcal{M} \), let \( L_m \) be the set of internal nodes. Assume that each node \( s \) has a hyper-parameter \( g_s \in [0, 1] \) and that the prior distribution of each model \( m \) is
\[ P(m) = \prod_{s \in L_m} g_s \prod_{s \in L_m} (1 - g_s), \]
\[ (17) \]
where \( g_s = 0 \) for the leaf node \( s \) at the maximum depth of a context tree model. An example is shown in Figure 4.

**Remark 1.** \( P(m) \) is a probability distribution, i.e. \( (17) \) satisfies
\[ \sum_{m \in \mathcal{M}} P(m) = 1. \]
\[ (18) \]
The proof of this fact is given by Nakahara and Matsushima.

For example, the prior probability for Figure 4 (corresponding to model \( m_4 \) in Figure 5) is
\[ P(m_4) = g_{s_\lambda} (1 - g_{s_0}) g_{s_1} (1 - g_{s_{01}}) \frac{(1 - g_{s_{11}})}{0} \]
\[ = g_{s_\lambda} (1 - g_{s_0}) g_{s_1}, \]
\[ (19) \]
where \( s_\lambda \) represents the root node.

Second, we assume the prior probability distribution of the parameter \( \theta^m \) for each context tree model \( m \in \mathcal{M} \) as follows.

**Assumption 2.** For each leaf node \( s \in L_m \), we assume the prior probability distribution of its parameter \( w(\theta_s) \) is a Dirichlet distribution
\[ w(\theta_s) = \frac{\Gamma \left( \sum_{i=0}^{|\mathcal{X}|-1} \beta(i)s \right)}{\prod_{i=0}^{|\mathcal{X}|-1} \Gamma \left( \beta(i)s \right)} \prod_{i=0}^{\beta(i)s-1} \theta_i, \]
\[ (20) \]
where \( \Gamma(\cdot) \) is a Gamma function, \( \mathcal{X} \) denotes a source alphabet, and \( \beta(i)s \) denotes the parameter of the Dirichlet distribution.

In addition, the prior probability distribution of \( \theta^m \) is assumed to be the product of all \( w(\theta_s) \). That is,
\[ w(\theta^m|m) = \prod_{s \in L_m} w(\theta_s). \]
\[ (21) \]

Then, Matsushima and Hirasawa recursively compute the Bayes coding probability for context tree sources as follows.

First, let \( \mathcal{L} \) denote the set of all leaf nodes in the superposed context tree. The term “superposed context tree” refers to the tree structure that represents the superposition of the entire possible context tree models. For example, a superposed context tree for the entire context tree model shown in Figure 5 is as shown in Figure 5.

![Fig. 5. A superposed context tree for the entire context tree model in Figure 3](image)

Now, we denote \( \tau_t \) as the last change point of context tree model when the time is \( t \). If \( \tau_t \) is the \( j \)-th changing point in the sequence \( x^{t-1} \), \( x_t \) is generated according to the context tree model \( m_{\tau_t} \). In other words, since the context tree models before \( \tau_t \) is irrelevant to \( x_t \). Next, a recursive function that calculates coding probability is defined as follows.

**Definition 5.**
\[ \tilde{q}_{s}(x_t|x_{\tau_t} \cdots x_{t-1}) \]
\[ \overset{def}{=} \begin{cases} q_s(x_t|x_{\tau_t} \cdots x_{t-1}) & \text{if } s \in \mathcal{L}, \\
(1 - g_s|x_{\tau_t} \cdots x_{t-1}) q_s(x_t|x_{\tau_t} \cdots x_{t-1}) \\
+ g_s|x_{\tau_t} \cdots x_{t-1} \tilde{q}_{\text{ned}}(x_t|x_{\tau_t} \cdots x_{t-1}) & \text{otherwise,} \end{cases} \]
\[ (22) \]
where
\[ q_s(x_t|x_{\tau_t} \cdots x_{t-1}) \overset{def}{=} \frac{\beta(s|x_t) + N(x_t|x_{\tau_t} \cdots x_{t-1}, s)}{\sum_{i=0}^{|\mathcal{X}|-1} \left( \beta(i)s + N(i|x_{\tau_t} \cdots x_{t-1}, s) \right)}. \]
\[ (23) \]
Note that \( N(a|x_{r_1} \cdots x_{t-1}, s) \) denotes the number of occurrences of the symbol \( a \in X \) under the state \( s \) in the subsequence \( x_{r_1} \cdots x_{t-1} \), and \( s_{\text{child}} \) is the child node of \( s \) in the superposed context tree with the context \( x_{r_1} \cdots x_{t-1} \). The posterior hyper-parameter \( g_{s|x_{r_1} \cdots x_{t-1}} \) is calculated as follows:

\[
\begin{align*}
  g_{s|x_{r_1} \cdots x_{t-1}} &\, \overset{\text{def}}{=} \begin{cases} 
g_s & \text{if } t = 0, \\
  \frac{\tilde{q}_{s_{\text{child}}}(x_{r_1} \cdots x_{t-1})}{q_s(x_{r_1} \cdots x_{t-1})} & \text{otherwise.}
\end{cases} 
\end{align*}
\]

(24)

In this case, the Bayes coding probability \( \text{AP}_c(x_t|x^{t-1}, c) \) for the context tree source can be calculated as follows.

**Theorem 2** (Matsushima and Hirasawa [2]).

\[
\text{AP}_c(x_t|x^{t-1}, c) = \tilde{q}_{s_{\lambda}}(x_{r_1} \cdots x_{t-1}).
\]

(25)

**B. Efficient Bayes Coding Algorithm for the Proposed Source**

In the previous subsection, we described that the algorithm by Matsushima and Hirasawa [2] reduces the computational complexity of calculating \( \text{AP}_c(x_t|x^{t-1}, c) \) for each change pattern \( c \) from \( \mathcal{O}(2|X|d^{-3}) \) to \( \mathcal{O}(d) \). However, [15] for the proposed source requires a computational effort of \( \mathcal{O}(d \cdot 2^N) \) because the total number of change patterns is \( |\mathcal{C}| = 2^N \) for the length \( N \) of the source sequence.

In this subsection, we propose an algorithm to reduce the computational complexity to \( \mathcal{O}(d \cdot N^2) \) using a class of prior probability distributions of change patterns by Suko et al. [3]. In their proposal of efficient Bayes coding for i.p.i.d. sources, they assumed a class that follows a Bernoulli distribution for the pattern of parameter changes. In this paper, we assume a similar class for the change pattern \( c \).

**Definition 6.** For the change pattern \( c = (w_1^{(c)}, \ldots, w_t^{(c)}, \ldots, w_N^{(c)}) \), we assume that each \( w_t^{(c)} \) (except \( t = 1 \)) independently follows Bernoulli distribution \( \text{Ber}(\alpha) \) for each \( w_t^{(c)} \) (except \( t = 1 \)). That is,

\[
\pi(c) \overset{\text{def}}{=} \alpha^{|T_c| - 1} (1 - \alpha)^{N - |T_c|}.
\]

(26)

In addition, Suko et al. [3] introduced a prior probability distribution of \( \tau_t \), and proposed an efficient Bayes code for i.p.i.d. sources. In the same way, we define the prior probability distribution of the last change point \( \nu(\tau_t) \) as follows:

\[
\nu(\tau_t) \overset{\text{def}}{=} \sum_{c: \tau_t \in T_c} \pi(c), \text{ where } \tau_t = 1, 2, \ldots, t.
\]

(27)

Finally, the efficient Bayes coding algorithm for the proposed model in this paper is shown below.

**Step i.** Load \( x_t \).

**Step ii.** The coding probability is calculated as follows:

\[
\tilde{p}(x_t|x^{t-1}) = \sum_{\tau_t = 1}^{t} \tilde{q}_{s_{\lambda}}(x_{r_1} \cdots x_{t-1}, \nu(\tau_t))^{|T_c| - 1} (1 - \alpha)^{N - |T_c|}.
\]

**Step iii.** \( \nu(\tau_t+1|x^t) \) is calculated as follows:

- If \( \tau_t+1 = 1, 2, \ldots, t, \)
  \[
  \nu(\tau_t+1|x^t) = (1 - \alpha) \tilde{q}_{s_{\lambda}}(x_{r_1} \cdots x_{t-1}) \nu(\tau_t|x^{t-1}).
  \]
- If \( \tau_t+1 = t + 1, \nu(\tau_t+1|x^t) = \alpha. \)

**Step iv.** Back to Step i.

We show that the above algorithm correctly computes the Bayes coding probability for the proposed source.

**Proof.** (Outline only.)

\[
\text{AP}^*(x_t|x^{t-1}) = \sum_{c \in \mathcal{C}} \pi(c|x^{t-1}) \text{AP}_c(x_t|x^{t-1}, c) \\
= \sum_{c \in \mathcal{C}} \pi(c|x^{t-1}) \tilde{q}_{s_{\lambda}}(x_t|\tau_t, x^{t-1}) \\
= \sum_{\tau_t = 1}^{t} \tilde{q}_{s_{\lambda}}(x_t|\tau_t, x^{t-1}) \sum_{c: \tau_t \in T_c} \pi(c|x^{t-1}) \\
= \tilde{p}(x_t|x^{t-1}).
\]

(28)

V. EXPERIMENT

We performed an experiment of running the proposed algorithm on an artificially generated source sequence. The purpose of this experiment is to check the compression performance of the proposed algorithm for several settings of hyper-parameter \( \alpha \) (see Definition 6).

First, we describe the source sequence we used in the experiment. The length of the sequence is 300, and as shown in Figure 6, each of the 100 consecutive symbols is generated from a different context tree model. Since the context tree model of the source sequence changes every 100 symbols, the appropriate hyper-parameter (the parameter of the Bernoulli distribution in Definition 6) \( \alpha \) is 0.01. Therefore, in order to
confirm the compression performance for the values of $\alpha$, we conducted the following Experiment A.

**Experiment A**

In Experiment A, we observe the redundancy

$$\log_2 \frac{1}{\hat{p}(x_t|x_{t-1})} - H(X_t^t)$$

(29)

of the proposed algorithm, where $H(\cdot)$ denotes entropy rate. We set the hyper-parameter $\alpha$ with three values: $\alpha = 0.1$, 0.01, and 0.001. We ran the algorithm 10000 times with each value of $\alpha$. In the algorithm, we set $g_s = 0.5$ (see Assumption [1]) and $\beta(0) = \beta(1) = 0.5$ (see Assumption [2]). The average redundancy of the 10000 times is taken and the result is shown in Figure 7.

![Figure 7. Average redundancy in the 10000 times trial](image)

The redundancy jumps up instantly at each changing point ($t = 101, 201$), but decreases gradually in any values of $\alpha$.

$(\alpha = 0.1 \text{ vs. } \alpha = 0.01)$

When $\alpha = 0.1$ the redundancy decreases more rapidly. However, it converges to a smaller value when $\alpha = 0.01$ at the end of each interval.

$(\alpha = 0.01 \text{ vs. } \alpha = 0.001)$

When $\alpha = 0.01$, the redundancy decreases more rapidly. Moreover, there is no slight difference of the convergence value at the end of each interval.

Therefore, it can be concluded that $\alpha = 0.01$ seems the best for compression performance.

In the Bayes code, we can observe the posterior probability of $\tau_t$. For example, the posterior probability of $\tau_t$ indicates the characteristics of context tree model changes. Next, we conducted the following Experiment B.

**Experiment B**

The $\tau_t$ with the largest posterior probability $v(\tau_t|x^{t-1})$ is regarded as the estimate of the last change point from $t$, and we observe the transition of the estimate. As same as Experiment A, we set the three hyper-parameter $\alpha = 0.1$, 0.01, and 0.001. We ran the algorithm 10000 times with each hyper-parameter.

The average of the estimate of the 10000 times is taken and the result is shown in Figure 8.

![Figure 8. Average of the estimates of the last change point in the 10000 times trial](image)

When $\alpha = 0.01$ and 0.001, it seems that the transition of $\arg \max_{\tau_t} v(\tau_t|x^{t-1})$ corresponds to the change of context tree model. When $\alpha = 0.1$, however, $\arg \max_{\tau_t} v(\tau_t|x^{t-1}) \simeq t$, so it does not correspond to the change of context tree model.
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