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Abstract

The latent spaces of typical GAN models often have semantically meaningful directions. Moving in these directions corresponds to human-interpretable image transformations, such as zooming or recoloring, enabling a more controllable generation process. However, the discovery of such directions is currently performed in a supervised manner, requiring human labels, pre-trained models, or some form of self-supervision. These requirements can severely limit a range of directions existing approaches can discover.

In this paper, we introduce an unsupervised method to identify interpretable directions in the latent space of a pretrained GAN model. By a simple model-agnostic procedure, we find directions corresponding to sensible semantic manipulations without any form of (self-)supervision. Furthermore, we reveal several non-trivial findings, which would be difficult to obtain by existing methods, e.g., a direction corresponding to background removal. As an immediate practical benefit of our work, we show how to exploit this finding to achieve a new state-of-the-art for the problem of saliency detection. The implementation of our method is available online.

1. Introduction

Nowadays, generative adversarial networks (GANs) (Goodfellow et al., 2014) have become a leading paradigm of generative modeling in the computer vision domain. The state-of-the-art GANs (Brock et al., 2019; Karras et al., 2019) are currently able to produce good-looking high-resolution images often indistinguishable from real ones. The exceptional generation quality paves the road to ubiquitous usage of GANs in applications, e.g., image editing (Isola et al., 2017; Zhu et al., 2017), super-resolution (Ledig et al., 2017), video generation (Wang et al., 2018) and many others.

However, in most practical applications, GAN models are typically used as black-box instruments without complete understanding of the underlying generation process. While several recent papers (Bau et al., 2019; Voynov & Babenko, 2019; Yang et al., 2019; Karras et al., 2019; Jahanian et al., 2020; Plumerault et al., 2020) address the interpretability of GANs, this research area is still in its preliminary stage.

An active line of study on GANs interpretability investigates the structure of their latent spaces. Namely, several works (Jahanian et al., 2020; Plumerault et al., 2020; Goetschalckx et al., 2019; Shen et al., 2019) aim to identify semantically meaningful directions, i.e., corresponding to human-interpretable image transformations. At the moment, prior works have provided enough evidence that a wide range of such directions exists. Some of them induce domain-agnostic transformations, like zooming or translation (Jahanian et al., 2020; Plumerault et al., 2020), while others correspond to domain-specific transformations, e.g., adding smile or glasses on face images (Radford et al., 2015).

Figure 1. Examples of interpretable directions discovered by our unsupervised method for several datasets and generators.
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While the discovery of interpretable directions has already been addressed by prior works, all these works require some form of supervision. For instance, (Shen et al., 2019; Goetschalckx et al., 2019; Karras et al., 2019) require explicit human labeling or pretrained supervised models, which can be expensive or even impossible to obtain. Recent works (Jahanian et al., 2020; Plumerault et al., 2020) employ self-supervised approaches, but are limited only to directions, corresponding to simple transformations achievable by automatic data augmentation. Moreover, all the existing works identify only the directions we “anticipate to discover” and cannot reveal unexpected ones.

In this paper, we propose a completely unsupervised approach to discover the interpretable directions in the latent space of a pretrained generator. In a nutshell, the approach seeks a set of directions corresponding to diverse image transformations, i.e., it is easy to distinguish one transformation from another. Intuitively, under such formulation, the learning process aims to find the directions corresponding to the independent factors of variation in the generated images. For several generators, we observe that many of the obtained directions are human-interpretable, see Figure 1.

As another significant contribution, our approach discovers new practically important directions, which would be difficult to obtain with existing techniques. For instance, we discover the direction corresponding to the background removal, see Figure 1. In the experimental section, we exploit it to generate high-quality synthetic data for saliency detection and achieve a new state-of-the-art for this problem in a weakly-supervised scenario. We expect that exploitation of other directions can also benefit other computer vision tasks in the unsupervised and weakly-supervised niches.

As our main contributions we highlight the following:

1. We propose the first unsupervised approach for the discovery of semantically meaningful directions in the GAN latent space. The approach is model-agnostic and does not require costly generator re-training.

2. For several common generators, we managed to identify non-trivial and practically important directions. The existing methods from prior works are not able to identify them without expensive supervision.

3. We provide an example of immediate practical benefit from our work. Namely, we show how to exploit the background removal direction to achieve a new state-of-the-art for weakly-supervised saliency detection.

The paper is organized as follows. Section 2 discusses the relevant ideas from prior literature. Section 3 formally describes our approach, Section 4 reports the results and Section 5 applies our finding to the weakly-supervised saliency detection. Section 6 concludes the paper.

2. Related work

In this section, we describe the relevant research areas and explain the scientific context of our study.

Generative adversarial networks (Goodfellow et al., 2014) currently dominate the generative modeling field. In essence, GANs consist of two networks – a generator and a discriminator, which are trained jointly in an adversarial manner. The role of the generator is to map samples from the latent space distributed according to a standard Gaussian distribution to the image space. The discriminator aims to distinguish the generated images from the real ones. More complete understanding of the latent space structure is an important research problem as it would make the generation process more controllable.

Interpretable directions in the latent space. Since the appearance of earlier GAN models, it is known that the GAN latent space often possesses semantically meaningful vector space arithmetic, e.g., there are directions corresponding to adding smiles or glasses for face image data (Radford et al., 2015). Since exploitation of these directions would make image editing more straightforward, the discovery of such directions currently receives much research attention. A line of recent works (Goetschalckx et al., 2019; Shen et al., 2019; Karras et al., 2019) employs explicit human-provided supervision to identify interpretable directions in the latent space. For instance, (Shen et al., 2019; Karras et al., 2019) use the classifiers pretrained on the CelebA dataset (Liu et al., 2015) to predict certain face attributes. These classifiers are then used to produce pseudo-labels for the generated images and their latent codes. Based on these pseudo-labels, the separating hyperplane is constructed in the latent space, and a normal to this hyperplane becomes a direction that captures the corresponding attribute. Another work (Plumerault et al., 2020) solves the optimization problem in the latent space that maximizes the score of the pretrained model, predicting image memorability. Thus, the result of the optimization is a direction corresponding to the increase of memorability. The crucial weakness of supervised approaches above is their need for human labels or pretrained models, which can be expensive to obtain. Two recent works (Jahanian et al., 2020; Plumerault et al., 2020) employ self-supervised approaches and seek the vectors in the latent space that correspond to simple image augmentations such as zooming or translation. While these approaches do not require supervision, they can be used to find only the directions capturing simple transformations that can be obtained automatically.

Overall, all existing approaches are able to discover only directions, which researchers expect to identify. In contrast, our unsupervised approach often identifies surprising directions, corresponding to non-trivial image manipulations.
3. Method

3.1. Motivation

Before a formal description of our method, we explain its underlying motivation by a simple example on Figure 3. Figure 3 (top) shows the transformations of an original image (in a red frame) obtained by moving in two random directions of the latent space for the Spectral Norm GAN model (Miyato et al., 2018) trained on the MNIST dataset (LeCun, 1989). As one can see, moving in a random direction typically affects several factors of variations at once, and different directions “interfere” with each other. This makes it difficult to interpret these directions or to use them for semantic manipulations in image editing.

The observation above provides the main intuition behind our method. Namely, we aim to learn a set of directions inducing “orthogonal” image transformations that are easy to distinguish from each other. We achieve this via jointly learning a set of directions and a model to distinguish the corresponding image transformations. The high quality of this model implies that directions do not interfere; hence, hopefully, affect only a single factor of variation and are easy-to-interpret.

3.2. Learning

The learning protocol is schematically presented on Figure 2. Our goal is to discover the interpretable directions in the latent space of a pretrained GAN generator $G$ : $z \mapsto I$, which maps samples from the latent space $z \in \mathbb{R}^d$ to the image space. $G$ is a non-trainable component of our method, and its parameters do not change during learning. Two trainable components of our method are:

1. A matrix $A \in \mathbb{R}^{d \times K}$, where $d$ equals to the dimensionality of the latent space of $G$. A number of columns $K$ determines the number of directions our method aims to discover. It is a hyperparameter of our method, and we discuss its choice in the next section. In essence, the columns of $A$ correspond to the directions we aim to identify.

2. A reconstructor $R$, which obtains an image pair of

\begin{align*}
\hat{k} = \begin{pmatrix} \epsilon_k \\ k \sim \mathcal{U}(1, K) \end{pmatrix}
\end{align*}

\begin{align*}
G \xrightarrow{z \sim \mathcal{N}(0, I)} z + A(\epsilon e_k) \xrightarrow{z \sim \mathcal{U}(-\varepsilon, \varepsilon)} \hat{k} \xrightarrow{R(z)} \hat{\varepsilon}
\end{align*}

Figure 2. Scheme of our learning protocol, which discovers interpretable directions in the latent space of a pretrained generator $G$. A training sample in our protocol consists of two latent codes, where one is a shifted version of another. Possible shift directions form a matrix $A$. Two codes are passed through $G$ and an obtained pair of images goes to a reconstructor $R$ that aims to reconstruct a direction index $k$ and a signed shift magnitude $\varepsilon$.
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Figure 3. Image transformations obtained by moving in random (top) and interpretable (bottom) directions in the latent space.

Optimization objective. Learning is performed via minimizing the following loss function:

\begin{align*}
\min_{A,R} \mathbb{E}_{z,k,\varepsilon} L(A,R) &= \min_{A,R} \mathbb{E}_{z,k,\varepsilon} \left[ L_{cl}(k, \hat{k}) + \lambda L_{r}(\varepsilon, \hat{\varepsilon}) \right]
\end{align*}

For the classification term $L_{cl}(\cdot, \cdot)$ we use the cross-entropy function, and for the regression term $L_{r}(\cdot, \cdot)$ we use the
mean absolute error. In all our experiments we use a weight coefficient $\lambda=0.25$.

As $A$ and $R$ are optimized jointly, the minimization process seeks to obtain such columns of $A$ that the corresponding image transformations are easier to distinguish from each other, to make the classification problem for reconstructor simpler. In the experimental section below, we demonstrate that these “disentangled” directions often appear to be human-interpretable.

The role of the regression term $L_r$ is to force shifts along discovered directions to have the continuous effect, thereby preventing “abrupt” transformations, e.g., mapping all the images to some fixed image. See Figure 4 for a latent direction example that maps all the images to a fixed one.

### 3.3. Practical details.

Here we describe the practical details of the pipeline and explain our design choices.

**Reconstructor architecture.** For reconstructor models $R$ we use the LeNet backbone (LeCun et al., 1998) for the MNIST and AnimeFaces and the ResNet-18 model (He et al., 2016) for Imagenet and CelebA-HQ. In all experiments, a number of input channels is set to six (two for MNIST), since we concatenate the input image pair along channels dimension. We also use two separate “heads”, predicting a direction index and a shift magnitude, respectively.

**Distribution of training samples.** The latent codes $z$ are always sampled from the normal distribution $\mathcal{N}(0, I)$ as in the original $G$. The direction index $k$ is sampled from a uniform distribution $\mathcal{U}\{1, K\}$. A shift magnitude $\varepsilon$ is sampled from the uniform distribution $\mathcal{U}\{-6, 6\}$. We also found a minor advantage in forcing $\varepsilon$ to be separated from 0 as too small shifts almost do not affect the generated image. Thus, in practice after sampling we take $\varepsilon$ equal to $\text{sign}(\varepsilon) \cdot \max(|\varepsilon|, 0.5)$. We did not observe any difference from using other distributions for $\varepsilon$.

**Choice of $K$.** The number of directions $K$ is set to be equal to the latent space dimensionality for Spectral Norm GAN (Miyato et al., 2018) with Anime Faces dataset, BigGAN (Brock et al., 2019) and ProgGAN (Karras et al., 2018) (which are 128, 120 and 512 respectively). For Spectral Norm GAN with MNIST dataset, we use $K=64$, since its latent space is 128-dimensional, and it is too difficult for our model to obtain so many different interpretable directions for simple digit images.

**Choice of $A$.** We experimented with three options for $A$:

- $A$ is a general linear operator;
- $A$ is a linear operator with all matrix columns having a unit length;
- $A$ is a linear operator with orthonormal matrix columns.

The first option appeared to be impractical as during the optimization, we frequently observed the columns of $A$ to have very high $l_2$-norms. The reason is that for a constant latent shift $c$ of a high norm, most of the generated samples $G(z + c)$ with $z \sim \mathcal{N}(0, I)$ appears to be almost the same for all $z$. Thus the classification term in the loss (1) pushes $A$ to have columns of a high norm to simplify the classification task.

In all of the reported experiments, we use either $A$ with columns of length one (the second option) either with orthonormal columns (the third option). To guarantee that $A$ has unit-norm columns, we divide each column by its length. For the orthonormal case we parametrize $A$ with a skew-symmetric matrix $S$ (that is $S^T = -S$) and define $A$ as the first $K$ columns of the exponent of $a$ (see e.g. Fulton & Harris (2013))$^2$.

In experiments, we observe that both two options perform well and discover similar sets of interpretable directions. In general, using matrix $A$ with unit-norm columns is more expressive and is able to find more directions. However, on some datasets, the option with orthonormal columns managed to discover more interesting directions, and we discuss the details in the experimental section.

### 4. Experiments

In this section, we thoroughly evaluate our approach on several datasets in terms of both quantitative and qualitative results. In all experiments, we do not exploit any form of external supervision and operate in a completely unsupervised manner.

**Datasets and generator models.** We experiment with four common datasets and generator architectures:

1. MNIST (LeCun, 1989), containing $32 \times 32$ images. Here we use Spectral Norm GAN (Miyato et al., 2018) with ResNet-like generator of three residual blocks.

$^2$In fact the map $\exp : \text{Skew}_d \to SO(d)$ yields the operators with determinant 1. This is not a limitation as we take signed shift multiplicator $\varepsilon$
2. AnimeFaces dataset (Jin et al., 2017), containing 64 × 64 images. For AnimeFaces we use Spectral Norm GAN (Miyato et al., 2018) with ResNet-like generator of four residual blocks.

3. CelebA-HQ dataset (Liu et al., 2015), containing 1024 × 1024 images. We use a pretrained ProgGAN generator (Karras et al., 2018), available online.

4. BigGAN generator (Brock et al., 2019) trained on ILSVRC dataset (Deng et al., 2009), containing 128 × 128 images. We use the BigGAN, available online.

**Optimization.** In all the experiments, we use the Adam optimizer to learn both the matrix $A$ and the reconstructor $R$. We always train the models with a constant learning rate $0.0001$. We perform $2 \cdot 10^5$ gradient steps for ProgGAN and $10^9$ steps for others as the first has a significantly higher latent space dimension. We use a batch size of 128 for Spectral Norm GAN on the MNIST, and Anime Faces datasets, a batch size of 32 for BigGAN, and a batch size of 10 for ProgGAN. All the experiments were performed on the NVIDIA Tesla V100 card.

**Evaluation metrics.** Since it is challenging to measure interpretability directly, we propose two proxy evaluation measures described below.

1. **Reconstructor Classification Accuracy (RCA).** As described in Section 3, the reconstructor $R$ aims to predict what direction in the latent space produces a given image transformation. In essence, the reconstructor’s classification “head” solves a multi-class classification problem. Therefore, high RCA values imply that directions are easy to distinguish from each other, i.e., corresponding image transformations do not “interfere” and influence different factors of variations. While it does not mean interpretability directly, in practice, transformations affecting a few factors of variation are easier to interpret. RCA allows to compare the directions obtained with our method with random directions or with directions corresponding to coordinate axes. To obtain RCA values for random or standard coordinate directions, we set $A$ to be equal random or identity matrix and do not optimize it during learning.

2. **Direction Variation Naturalness (DVN).** DVN measures how “natural” is a variation of images obtained by moving in a particular direction in the latent space. Intuitively, a natural factor of variation should appear in both real and generated images. Furthermore, if one splits the images based on the large/small values of this factor, the splitting should operate similarly for real and generated data. We formalize this intuition as follows. Let us have a direction $h_F$ in the latent space. Then we can construct a pseudo-labeled dataset for binary classification $D_F = \{(G(z \pm h_F), \pm 1)\}$ with $z \sim \mathcal{N}(0, I)$. Given this dataset, we train a binary classification model $M_F : G(z) \rightarrow \{-1, 1\}$ to fit $D_F$. After that, $M_F$ can induce pseudolabels for the dataset of real images $D$, which results in pseudo-labeled dataset $D_F^{\text{pseudolabel}} = \{(I, M_F(I)), I \in D\}$. We expect that if the variation induced by $h_F$ is natural, the corresponding variation factor will be the same for both generated and real data. Thus, we re-train the model $M_F$ from scratch on $D_F^{\text{pseudolabel}}$ and compute its accuracy on $D_F$. The obtained accuracy value is referred to as DVN. In the experiments below, we report the DVN averaged over all directions. Since the directions with higher DVN values are typically more interpretable, we additionally report the average DVN over the top 50 directions (DVN$_{top}$).

While DVN is a proxy for the interpretability of an individual direction, high RCA values indicate that discovered directions are substantially different, so both metrics are important. Therefore, we report RCA and DVN for directions discovered by our method for all datasets. We compare to directions corresponding to coordinate axes and random orthonormal directions in Table 1. Along with quantitative comparison, we also provide the qualitative results for each dataset below.

### 4.1. MNIST

Qualitative examples of transformations induced by directions obtained with our method are shown on Figure 6. The
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Figure 6. Examples of interpretable directions for Spectral Norm GAN and MNIST.

Figure 7. Image variation along a particular column of $A$ during the optimization process.

4.2. Anime Faces

On this dataset, we observed an advantage of orthonormal $A$ compared to $A$ with unit-norm columns. We conjecture that the requirement of orthonormality can serve as a regularization, enforcing diversity of directions. However, we do not advocate the usage of orthonormal $A$ for all data since it did not result in practical benefits for MNIST/CelebA. On the Figure 8, we provide examples discovered by our approach.

Figure 8. Examples of directions discovered for Spectral Norm GAN and AnimeFaces dataset.

4.3. ProgGAN

Since the latent space dimensionality for ProgGAN equals 512 and is remarkably higher compared to other models, we observed that the reconstructor fails to achieve reasonable RCA values with $K=512$ and we set $K=200$ in this experiment. See Figure 9 for examples of discovered directions for ProgGAN. These directions are likely to be useful for face image editing and are challenging to obtain without strong supervision.
4.4. BigGAN

Several examples of directions discovered by our method are presented on Figure 10. On this dataset, our method reveals several interesting directions, which can be of significant practical importance. For instance, we discover directions, corresponding to background blur and background removal, which can serve as a valuable source of training data for various computer vision tasks, as we show in the following section. For BigGAN we also use orthonormal \( A \) since it results into a more diversified set of directions.

5. Weakly-supervised saliency detection

In this section we provide a simple example of practical usage of directions discovered by our method. Namely, we describe a straightforward way to exploit the background removal direction \( h_{bg} \) from the BigGAN latent space to achieve a new state-of-the-art for a problem of weakly supervised saliency detection. In a nutshell, this direction can be used to generate high-quality synthetic data for this task. Below we always explicitly specify an Imagenet class passed to the BigGAN generator, i.e., \( G(z, c) \), \( 1 \leq c \leq 1000 \).

Figure 10 shows that \( h_{bg} \) is responsible for the background opacity variation. After moving in this direction, the pixels of a foreground object remain unchanged, while the background pixels become white. Thus, for a given BigGAN sample \( G(z, c) \), one can label the white pixels from the corresponding shifted image \( G(z + h_{bg}, c) \) as background, see

\[
\text{Mask}(G(z, c)) = \left[ G(z + h_{bg}, c) < \theta \right]
\]

Assuming that intensity values lie in the range \([0, 1]\), we set \( \theta = 0.95 \).

Given such synthetic masks, it is possible to train a model that achieves high quality on real data. Let us have an image dataset \( D \). Then one can train a binary segmentation model on the samples \([G(z, c), \text{Mask}(G(z, c))]\) with classes \( c \) that frequently appear in images from \( D \). While the images of \( D \) can be unlabeled, we perform the following trick. We take an off-the-shelf pretrained Imagenet classifier (namely, ResNet-18) \( M \). For each sample \( x \in D \) we consider five most probable classes from the prediction \( M(x) \). Thus, for each of 1000 ILSVRC classes, we count a
Table 1. Quantitative comparison of our method with random and coordinate axes directions in terms of RCA and DVN.

| Directions | MNIST | Anime | CelebA | ILSVRC |
|------------|-------|-------|--------|--------|
| RCA        |       |       |        |        |
| Random     | 0.46  | 0.85  | 0.6    | 0.76   |
| Coordinate | 0.48  | 0.89  | 0.82   | 0.66   |
| Ours       | 0.88  | 0.99  | 0.9    | 0.85   |
| DVN        |       |       |        |        |
| Random     | 0.87  | 0.81  | 0.56   | 0.71   |
| Coordinate | 0.87  | 0.82  | 0.59   | 0.65   |
| Ours       | 0.95  | 0.84  | 0.66   | 0.71   |
| DVN_{top}  |       |       |        |        |
| Random     | 0.89  | 0.92  | 0.64   | 0.82   |
| Coordinate | 0.89  | 0.93  | 0.74   | 0.78   |
| Ours       | 0.99  | 0.93  | 0.82   | 0.83   |

Figure 11. Segmentation masks for BigGAN samples used to train a saliency detection model. Line 1: original samples $G(z)$; Line 2: samples with reduced background $G(z + h_{bg})$; Line 3: generated binary masks obtained by thresholding.

Figure 12. Results of saliency detection provided by our method. Line 1: ECSSD images; Line 2: predicted masks; Line 3: groundtruth masks.

pseudo-labeled dataset with Adam optimizer and the per-pixel cross-entropy loss. We perform 15000 steps with the initial rate of 0.005 and decrease it by 0.2 every 4000 steps and a batch size equal to 128. During inference, we rescale an input image to have a size 128 along its shorter side.

We measure the model performance in terms of the mean average error (MAE), which is an established metric for weakly-supervised saliency detection. For an image $x$ and a groundtruth mask $m$, MAE is defined as:

$$MAE(U(x), m) = \frac{1}{W \cdot H} \sum_{i,j} |U(x)_{ij} - m_{ij}|$$  (3)

where $H$ and $W$ are the image sizes. Our method based on BigGAN achieves MAE equal to 0.102, which is a new state-of-the-art on ECSSD across the methods using the same amount of supervision (Wang et al., 2019) (i.e., image-level class labels from the ILSVRC dataset). To the best of our knowledge, the previous state-of-the-art, achieved by the method with the same source of weak supervision, achieves only MAE equal to 0.105. Figure 12 demonstrates several examples of saliency detection, provided by our method.

6. Conclusion

In this paper we have addressed the discovery of interpretable directions in the GAN latent space, which is an important step to an understanding of generative models required for researchers and practitioners. Unlike existing techniques, we have proposed a completely unsupervised method, which can be universally applied to any pretrained generator. On several standard datasets, our method reveals interpretable directions that have never been observed before or require expensive supervision to be identified. Finally, we have shown that one of the revealed directions can be used to generate high-quality synthetic data for the challenging problem of weakly supervised saliency detection. We expect that other interpretable directions can also be used to improve the performance of machine learning in existing computer vision tasks.
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7. Supplementary material

7.1. DVN metric details

In this section we describe the intuition and the details behind the Direction Variation Naturalness (DVN) metric introduced in Section 4. To compute DVN for a direction \( h_F \), we first construct an automatically labelled dataset \( D_F \) of generated images \( \{G(z \pm h_F), \pm 1\}, z \sim N(0, I) \). We also scale the shift \( h_F \) length to be equal to 6 which is the maximal amplitude while training. Then we train a binary classification model on \( D_F \) and apply this model to the real data. The model responses then become the pseudolabels for real images, providing a pseudo-labelled dataset \( D_{\text{real}}^F \). Then we train another classification model on \( D_{\text{real}}^F \) and compute its accuracy on the initial dataset \( D_F \). This accuracy is a value of the DVN metric for the direction \( h_F \) (see Figure 13).

![Figure 13](image1)

Figure 13. DVN computation process. Purple: generated images domain, yellow: real images domain. Top row: the split of generated images naturally transfers to the real images domain and finally induces almost the same split of the generated images. Bottom row: the split of the generated images is difficult to interpret and does not correspond to any natural factor of variation. Therefore, it is hard for a simple classification model to “generalize” to real data, which results in lower DVN values.

If the factor of variation \( F \) is responsible for a single and easy-to-interpret attribute, we expect that the split of real images will be consistent with \( D_F \). Therefore, the pseudo-labels-pretrained classifier is expected to high performance on \( D_F \). On the contrary, if the factor of variation is mixed and uninterpretable, we expect that the classifier, trained on \( D_{\text{real}}^F \), will perform poorly on \( D_F \) (see Figure 13).

![Figure 14](image2)

Figure 14. Image variations obtained by moving latent codes along four directions and the corresponding DVN values. The directions with high DVN are easier to interpret.

In all experiments, we use a LeNet-like classification model (see Table 2) with the cross-entropy objective. We train it for
both $\mathcal{D}_F$ and $\mathcal{D}_F^{\text{real}}$ for 100 steps of Adam optimizer, as in all our experiments it converges rapidly. We use batch 32 and learning rate 0.001. The sizes of $\mathcal{D}_F$ and $\mathcal{D}_F^{\text{real}}$ always equal 3200 and we did not observe any difference from the usage of more samples.

| LeNet-based binary classifier |
|-------------------------------|
| input: $C \times h \times w$ |
| CONV, kernel: $5 \times 5$, channels: 6 |
| BN, RELU |
| MAXPOOL, kernel: $2 \times 2$, stride: 2 |
| CONV, kernel: $5 \times 5$, channels: 16 |
| BN, RELU |
| MAXPOOL, kernel: $2 \times 2$, stride: 2 |
| CONV, kernel: $5 \times 5$, channels: 120 |
| BN, RELU, AVGPOOL |
| FC, channels: 84 |
| BN, RELU |
| FC, channels: 2 |

Table 2. The binary classification model used for DVN computation.

7.2. Our approach vs disentangled generative models.

Our approach allows to identify interpretable directions in the latent space of any pretrained GAN model. An alternative line of research on the model interpretability aims to train generators with disentangled latent spaces (Chen et al., 2016; Higgins et al., 2017; Liu et al., 2019; Lee et al., 2020; Ramesh et al., 2018). In particular, the seminal InfoGAN model (Chen et al., 2016) enforces the generated images to preserve information about the latent code coordinates by maximizing the corresponding mutual information. Another notable work proposes the $\beta$-VAE (Higgins et al., 2017) model, which puts more emphasis on the $KL$-term in the standard VAE’s ELBO objective. This objective modification requires the latent codes to be more “efficient”, which results in disentangled representations.

While these models do achieve the disentanglement of their latent spaces, they are often inferior in terms of generation quality and diversity. Several recent papers address this issues by improving the original architectures and training protocols. For instance (Liu et al., 2019) forces the code vector $c$ to be one-hot, simplifying the task for a GAN discriminators’ head to predict the code. The authors of (Lee et al., 2020) combine VAE and GAN to achieve a disentanglement images representation by the VAE and then pass the discovered code to the GAN model. At the moment, it is unclear if disentangled generative models can be competitive to the state-of-the-art generators, e.g. BigGAN. In contrast, our method does not affect the pretrained generator distribution.

Probably, the most closest to ours is a recent work (Ramesh et al., 2018) that also investigates the latent space of a pretrained GAN model. They note that the generators’ Jacobian matrix left eigenvectors can serve as the most disentangled directions. They propose an iterative algorithm that construct a “interpretable curve” starting from a latent point $z_0$ and moving it in a direction of the Jacobians’ $k$-th left eigenvector at each point. Once the latent vector moves along that curve, the generated image appears to be transformed by a human-meaningful transformation. Nevertheless, while the constructed curves holds interesting and interpretable generated images transformations, commonly the mode remain mixed (i.e. lighting and geometrical transformations appears simultaneously). This method also requires an expensive (in terms of both memory and runtime) iterative process computing the generators’ Jacobian on each step of the curve construction. On the contrary, we propose an efficient model that identifies all the directions at once.

7.3. Alternative disentanglement metrics.

In our work we have introduced two quantitative measures to compare different sets of directions from the same latent space. We do not use the common disentanglement metric from the $\beta$-VAE paper (Higgins et al., 2017), since it heavily relies on
7.4. Other details

Interestingly, the discovered directions sometimes behave in an unexpected manner. For instance, we have observed that the BigGAN direction responsible for the background removal simply blanks the images that do not have explicit foreground objects (see Figure 15).

As a final comment, we describe the exact procedure we have followed to find the desired interpretable directions. Once the method proposes $K$ directions, we sort them with respect to the individual DVN values. Then for each direction $h_k$, we draw the images $G(z + \varepsilon A(h_k))$ varying $\varepsilon$ from $-9$ to $9$. We review them manually and highlight the most interesting directions. For instance, for $K=128$ this procedure takes about ten minutes for a single person.