## Can mass change the diffusion coefficient of DNA-coated colloids?
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Inertia does not generally affect the long time diffusion of passive overdamped particles in fluids. Yet we have discovered a surprising property of particles coated with ligands, that bind reversibly to surface receptors – heavy particles diffuse more slowly than light ones of the same size. We show this by simulation and by deriving an analytic formula for the mass-dependent diffusion coefficient in the overdamped limit. We estimate the magnitude of this effect for a range of biophysical ligand-receptor systems, and find it is potentially observable for micron-scale DNA-coated colloids.

It is well known that inertia does not affect either the equilibrium probabilities or dynamics in overdamped systems [1], and especially that it does not affect the long time diffusion of micron-scale particles in liquids at equilibrium [2]. In fact, momentum relaxation for micronscale particles occurs over a timescale of order 1 μs [3]. Particles are generally observed on much longer timescales, where the motion at equilibrium appears overdamped and diffusive, with diffusion coefficient independent of mass for large enough particles [4, 5]. Inertia can only affect the short-time mobility of a particle [2, 5], and it can play a role for active particles where τₚ is comparable to the diffusive rotational timescale, which is only accessible experimentally for active particles in air (not in liquids) [6]. Therefore, to our knowledge, there is currently no proposed physical system where inertia could affect long time diffusion of micron-scale particles in liquids at equilibrium.

Yet, as soon as another timescale, originating from an additional complexity of the system, is of the same order as the inertial relaxation timescale, one might ask whether the mobility of the system could depend on its mass [2, 4, 12]. One widespread example of an overdamped system with an additional fast timescale is particles with ligand-receptor contacts, such as colloids functionalized with DeoxyriboNucleic Acid (DNA) stickers [13–15], viruses [16–19] or white blood cells [20–22]. Such particles are coated with sticky ligands that bind and unbind to receptors on an opposing surface (Fig. 1), which changes the relative mobility between the particle and the surface [14, 16, 23, 24]. The ligand binding and unbinding rates can be fast, so one might speculate that when they occur on the same timescale as the relaxation of the ambient fluid’s momentum, the coupling between these two effects, which both act on the particle’s momentum, could induce inertial effects. For example, bimolecular reactants with inertia can show different survival probability decay functions depending on their mass [25, 20]. Furthermore, we have recently pointed out that models of DNA-coated colloids find different long-time diffusion coefficients when they start with the underdamped Langevin equation for particle motion, as in Ref. [27], or from the overdamped equation, as in Ref. [28]. For stiff ligands, where motion is strongly suppressed when the ligand is bound to a surface receptor, the particle’s diffusion coefficient is significantly reduced when it is underdamped compared to when it is overdamped (Fig. 1). We therefore ask: could inertia affect the long-time diffusion of particles with ligand-receptor contacts? Can we quantify the magnitude of the effect and predict its onset for existing biophysical systems?
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**FIG. 1. Mass changes the diffusion coefficient of a particle with 1-ligand.** Numerically obtained long time diffusion coefficient $D_{off}$ of a plate of mass $m$ with bare friction coefficient $\Gamma$, with a single ligand - called here leg. The leg has friction coefficient $\gamma$ and spring constant $k$. It binds and unbinds with rates $q_{on}$ and $q_{off}$ to a uniformly sticky surface. Limit behaviors derived in previous works from the overdamped Langevin equation for the particle in Ref. [28] (dashed) and from the underdamped Langevin equation in Ref. [27] (dotted). “This work” refers to Eq. (5). Error bars correspond to one standard deviation for 20 independent simulations. Parameters for the simulations are $q_{on} = 0.01k/\Gamma$, $q_{off} = 0.008k/\Gamma$, $\gamma = \Gamma$.

We address these questions by investigating a minimal model that includes the essential ingredients of (a) inertial relaxation and (b) stochastic dynamics of binding and unbinding. We consider an $N$-legged particle of mass $m$, with spring-like legs representing the ligands [29, 31], and a sticker at the tip of each leg that may transiently attach to a uniformly sticky surface – see Fig. 1. Legs attach independently to the surface with rate $q_{on}$ and
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detach with rate \( q_{\text{off}} \), where both rates are here taken constant for simplicity. Inertia of the legs may be neglected as in general legs are much lighter than the particle (see also Supplementary 2.4 for a detailed justification). The particle’s motion is investigated in 1D, on the lateral dimension parallel to the surface axis. The dynamical equations for the unbound leg lengths \( l_i \) are

\[
\frac{dl_i}{dt} = -\frac{k}{\gamma}(l_i - l_0) + \sqrt{\frac{2k_B T}{\gamma}}\eta_j,
\]

where \( k \) is a spring constant, \( l_0 \) is a rest length and \( \gamma \) is the friction coefficient of each leg. The \( \eta_j \) are uncorrelated white gaussian noises, such that \( \langle \eta_j(t)\eta_k(t') \rangle = \delta_{jk}\delta(t-t') \) and \( \langle \eta_j(t) \rangle = 0 \) where \( \langle \cdot \rangle \) is an average over realizations of the noise. The bound legs \( l_i \) are constrained to move at the same speed as the particle, \( v = dx/dt \), where \( x \) is the particle position:

\[
\frac{dx}{dt} = \frac{dl_i}{dt} = v.
\]

Finally, the particle’s velocity is governed by Newton’s law, including friction and stochastic forces on the particle induced by the ambient fluid, as well as friction, recall and stochastic forces originating from the bound legs

\[
m\frac{dv}{dt} = -\Gamma v + \sqrt{2k_B T\Gamma}\eta_x + \sum_{i \in \text{bound}} \left( -\gamma v - k(l_i - l_0) + \sqrt{2k_B T\gamma}\eta_i \right).
\]

Here the \( \eta_i \) and \( \eta_x \) are further uncorrelated white gaussian noises and \( i \) is a running index over currently bound legs. Note that for a particle in fluid the relevant mass scale in Eq. (3) is \( m = m + m_f/2 \) where \( m_f \) is the mass of the displaced volume of fluid \([2, 32]\). We remark that compared to a starting point with overdamped equations for both the leg and the particle, here it is not necessary to project the unbound dynamics to obtain the bound dynamics \([23, 34]\); Newton’s law is sufficient.

The Langevin dynamics in Eq. (3) are our starting point to investigate the effect of inertia \([11, 54]\). We recall that in fluids of similar density as the particle – as is mostly envisioned here, except for e.g. gold colloids in water or viruses in air – momentum relaxes algebraically instead of exponentially and thus the effective decay of inertial effects is even slower than predicted with Langevin dynamics \([2]\). Capturing this algebraic decay generally requires solving for the full flow field of the solvent and is therefore not suitable for analytic investigation, however, we expect our model will give a lower bound on the effect of inertia, and is therefore suited to explore the onset of inertial effects.

Stochastic simulations of our model show that the long time diffusion strongly depends on mass. As an example, we show in Fig. 1 the long time diffusion coefficient calculated as

\[
D_{\text{eff}} = \frac{\langle x^2(t) \rangle}{2t},
\]

of a particle with \( N = 1 \) leg, where \( \tau_{\text{max}} \) is the longest physical timescale in the model (see Supplementary 1). \( D_{\text{eff}} \) continuously decreases with particle mass, between the two limit regimes identified respectively in Ref. \([28]\) (overdamped) and Ref. \([27]\) (underdamped), by more than an order of magnitude.

To further understand how this decrease depends on the model parameters \((N, k, q_{\text{on}}, q_{\text{off}}, \gamma, \Gamma)\), we derive an analytic expression for \( D_{\text{eff}} \) by considering the overdamped limit of the combined particle and leg dynamics. We begin by introducing the 5 nondimensional scales

\[x \to L x, \quad l_i \to L l_i, \quad t \to \tau \ell, \quad v \to V \ell, \quad m \to M \tilde{m} .\]

Here \( L = \sqrt{k_B T/k} \) is the characteristic length of leg fluctuations, while \( L_x \) and \( \tau \) are respectively the lengthscale and timescale for the long-time motion of \( x \). In contrast with other works \([35, 36]\), the latter two scales are not determined \textit{a priori} by any intrinsic scales. Rather, they are chosen large enough that coarse-graining will be appropriate over such scales and will lead to diffusive dynamics \([28]\). Hence we choose \( L_x = L/\epsilon \) where \( \epsilon \ll 1 \) is a small nondimensional number, and \( \tau = L_x^2/D_0 \), which corresponds to \( \tau = \frac{L_x^2}{k_BT} \). Velocity fluctuations are fast compared to diffusive motion such that \( V = L_x/\tau_\ell \).

Importantly, we must specify the scale of mass by comparing the velocity auto-correlation time \( \tau_v \) to \( \tau \). One choice is to relate \( \tau_v \) to the recall spring force, as \( \tau_v = M V/(Lk) \) \([27]\). If we require \( \tau_v \) to be much smaller than the observation timescale, say \( \tau_v = \epsilon^2\tau \) then we obtain \( \tau_m = M/\Gamma = \Gamma/k\epsilon^2 \). This implies the inertial relaxation \( \tau_m \) is very large compared to the relaxation of leg fluctuations, typical of an \textit{underdamped} motion, and is therefore not the appropriate scale to consider. Instead we consider another choice, i.e. the velocity auto-correlation time in the absence of recall forces \( \tau_v = \tau_m = M/\Gamma \) and consider that it is small compared to the observation time \( \tau_v = \epsilon^2\tau \). Note that the latter scaling is the usual scaling to obtain \textit{overdamped}, or more generally long time diffusive, dynamics \([37]\).

Finally, we observe the system at sufficiently long times such that the remaining timescales are much shorter: \( \gamma/k \sim \Gamma/k \sim q_{\text{on}}^{-1} \sim q_{\text{off}}^{-1} \). We thus can take \( q_{\text{on}} \to \frac{1}{\gamma}q_{\text{on}} \) and similarly for \( q_{\text{off}} \).

We use our hierarchy of scales to coarse-grain the dynamics of the system specified through Eqs. \([13]\). The equations have an associated backward Kolmogorov equation \( \partial_t f = \mathcal{L} f, \) where \( f \) is a vector-valued function with \( 2^N \) components corresponding to all the possible bond states and \( \mathcal{L} \) is the generator of the system. Inerring the long-time dynamics of \( f \) is sufficient to infer the long-time dynamics of the particle. The non-dimensional backward equation is (dropping the \( \gamma \) for simplicity) \( \partial_t f = \mathcal{L} f = \frac{1}{\gamma}L_3 f + \frac{1}{\gamma}L_1 f \). We seek a solution to this equation in the form of an expansion in \( \epsilon \), \( f = f_0 + \epsilon f_1 + \epsilon^2 f_2 + \ldots \) Standard coarse-graining steps (Supplementary 2) allow us to establish long time overdamped dynamics on \( f_0 \) \([27, 28, 35, 37]\). We find that the system diffuses with a diffusion coefficient, independent
effective diffusion $D_{\text{eff}}(m) = \frac{k_B T}{\Gamma_{\text{eff}}(m)} = \sum_{n=0}^{N} p_n \frac{k_B T}{\Gamma_n(m)}$ (5)

where $p_n = \left( \begin{array}{c} N \\ n \end{array} \right) \frac{q_{\text{on}}^n q_{\text{off}}^{N-n}}{(q_{\text{on}}+q_{\text{off}})^N}$ is the probability to have $n$ bonds and $\Gamma_n(m)$ are the effective friction coefficients contributing to a state with $n$ bonds. The $\{\Gamma_n\}$ satisfy a linear system of equations involving the mass of the particle $m$ that is reported in Supplementary 2. Importantly, Eq. (5) predicts up to order of magnitude changes on the effective diffusion $D_{\text{eff}}$ depending on the specific microscopic parameter values.

Let us analyze in detail a $N=1$-legged particle. The system determining $\{\Gamma_n\}$ can be solved analytically to obtain friction coefficients for the bound and unbound states

$$\Gamma_0(m) = 1 + \frac{m q_{\text{on}}}{\Gamma} \frac{\gamma_{\text{eff}}}{\Gamma + m(q_{\text{on}}+q_{\text{off}})},$$

$$\Gamma_1(m) = 1 + \frac{\gamma_{\text{eff}}}{\Gamma + m q_{\text{on}} + q_{\text{off}}}. \tag{6}$$

Here $\gamma_{\text{eff}} = \gamma + k \left( \frac{1}{q_{\text{off}}} + \frac{\gamma}{k q_{\text{off}}} \right)$ is the effective friction from the leg, including the leg’s bare friction $\gamma$ and recall forces from the tethered spring. The coefficients satisfy $\Gamma_0 \leq \Gamma_1$ as, when it is bound, the leg exerts additional recall forces on the particle. We compare our analytic result for $D_{\text{eff}} = k_B T/\Gamma_{\text{eff}}$ with direct stochastic simulations over a wide range of parameters and find excellent agreement (Figs. 1A and 2A). Overall, the effective friction $\Gamma_{\text{eff}}$ increases with mass, and therefore the particle’s diffusive motion slows down with increased mass.

Eq. (6) gives insight into what controls both the onset of the diffusion slow down, and the magnitude of the effect. Diffusion begins to decrease when the binding and unbinding times $\tau_{\text{on}} = q_{\text{on}}^{-1}$, $\tau_{\text{off}} = q_{\text{off}}^{-1}$ become small enough to be comparable with the relaxation time of inertia, $\tau_m = m/\Gamma$. This is also apparent in Fig. 2A where the transition between limit regimes systematically occurs for $m q_{\text{on}}/\Gamma \sim 1$. For shorter binding times, $\tau_{\text{on}} \sim \tau_{\text{off}} \ll \tau_m$, inertial effects matter, and the friction coefficients converge to (using the notation $m = \infty$ for $m \gg q_{\text{on}}, q_{\text{off}}$)

$$\frac{\Gamma_{\text{eff}}}{\Gamma} = 1 \frac{\gamma_{\text{eff}}}{\Gamma} = 1 \frac{q_{\text{on}}^n q_{\text{off}}^{N-n}}{(q_{\text{on}}+q_{\text{off}})^N}. \tag{7}$$

The friction coefficients contributing to each state are the same, regardless of the state (bound or unbound) of the particle. This is coherent: since the particle has significant inertia, it does not have the time to accelerate or decelerate to a different dynamical regime upon changing state. Binding and unbinding happen too rapidly for the particle to sense differences. Eq. (7) was also obtained in Ref. [27] which started with the underdamped equations and the scaling $\tau_e = MV/(Lk)$.

Reciprocally, if binding timescales are long compared to inertial relaxation ($\tau_{\text{on}} \sim \tau_{\text{off}} \gg \tau_m$) we expect inertia to play a negligible role: the particle has the time to accelerate and reach an overdamped, limit motion before any further change of state occurs. In this case the friction coefficients are

$$\frac{\Gamma_{\text{eff}}}{\Gamma} = 1 + \frac{\gamma_{\text{eff}}}{\Gamma}. \tag{8}$$

Eq. (8) was obtained in Ref. [28], starting directly with overdamped motion of the particle.

We therefore find that the onset of inertial effects is governed by the ratio of timescales, $\tau_{\text{on}} \sim \tau_{\text{off}}$ compared to $\tau_m$. $A \ posteriori$, it is natural that this onset is controlled by timescales, yet it was not obvious which of the diversity of timescales at play in ligand-receptor systems would matter. For example, the timescale for relaxation...
of leg fluctuations $k/\gamma$ does not control the occurrence of inertial slow-down.

However, $k/\gamma$ does control the magnitude of the inertial slow-down, via $\gamma_{\text{eff}}$. The relative slow down between the underdamped and the overdamped regime is indeed

$$\frac{D_{\text{eff}}^{\text{underdamped}}}{D_{\text{eff}}^{\text{overdamped}}} = \frac{1 + 2\mu}{1 + \gamma_{\text{eff}}/\Gamma + p_0 p_1 \gamma_{\text{eff}}}.$$  (9)

If the leg is very stiff ($k \gg \Gamma_{\text{off}}$, implying $\gamma_{\text{eff}} \gg \Gamma$), then diffusion can be significantly slowed for massive particles, $D_{\text{eff}}^{\text{underdamped}} \ll D_{\text{eff}}^{\text{overdamped}}$. In fact, stiff legs greatly reduce motion in the bound state, $\Gamma_0 \gg \Gamma$. Since a particle with large mass does not have the time to accelerate while its leg is unbound, we also have increased friction in the unbound state $\Gamma_0 = \Gamma$ and the particle’s overall mobility is decreased, by up to orders of magnitude (as seen in Fig. [1]). For an overdamped particle, on the contrary, even with a stiff leg, the particle can still move when it is unbound, as it has time to accelerate ($\Gamma_0 = \Gamma$), and its diffusion coefficient remains finite.

Let us now consider a particle with many legs involved in the binding process, say $N \approx 100 - 1000$, as in some DNA-coated colloids at low temperatures [38 39]. The linear system satisfied by $\{\Gamma_n\}$ can be simplified when the average number of bonds is large, $N = \frac{q_{\text{on}}}{q_{\text{off}}} \gg 1$, to

$$\Gamma_{\text{eff}}(m) \approx \frac{\Gamma}{N + \Gamma}.$$  (10)

Now the diffusion coefficient does not depend on the mass of the particle. Stochastic simulations, as well as numerical solutions of the linear system satisfied by the $\{\Gamma_n\}$, confirm this result: the diffusion coefficient at large number of legs $N$ converges to a value independent of mass (Fig. 2B). Interestingly, the transition to the slowed-down diffusion regime occurs when $\tau_m/\tau_{\text{on}} \propto N$ (Supplementary 2.3.3).

Why do inertial effects vanish with a large number of legs? For a particle with large mass, the friction coefficients for each state are equal (as in Eq. 7 for the 1-legged case), because the particle does not have time to accelerate between changes, and hence is only sensitive to the average configuration: $\Gamma_0^{\text{on}=\infty} = \Gamma_0^{\text{off}=\infty} = \ldots = \Gamma_0^{\text{off}=\infty} = \Gamma + N\gamma_{\text{eff}}$ (Supplementary 2.3.2). The difference is that now an average of $N$ legs exerts extra recall forces. For each state with very small mass, friction coefficients for each state are different, but their sum in Eq. 5 is dominated by the most likely state, which is $N$ when this average is large, leading to $\Gamma_{\text{eff}}^{\text{on}=\infty} \approx \Gamma_{\text{eff}}^{\text{off}=\infty} = \Gamma + N\gamma_{\text{eff}}$. Numerous legs can thus be thought of as self-averaging, and hence transitions between states do not matter as much as when there are a small number of bound legs.

We now explore the possible emergence of such inertial effects in biological or biomimetic systems. Within our theory, the inertial relaxation time $\tau_m = m/\Gamma$ is quite fast: for a $R \sim 1 \mu$m particle near a surface, $\Gamma \sim 2 \times 6\pi \eta R \sim 10^{-8}$ kg/s with water viscosity $\eta \sim 10^{-3}$ Pa s, and $m \sim \rho R^3 \sim 10^{-15}$ kg with density $\rho \sim 10^3$ kg/m$^3$, such that $\tau_m = m/\Gamma \sim 100$ ns, accumulating to slightly longer timescales if we account for the momentum relaxation of the fluid [2]. In any case, to observe inertial effects, the typical binding times ($\tau_{\text{on}} = q_{\text{on}}^{-1}, \tau_{\text{off}} = q_{\text{off}}^{-1}$) have to be faster. As typical adhesive systems have at least $q_{\text{off}} \lesssim 100 q_{\text{on}}$, we focus mainly on $q_{\text{on}}$ in the following, as it will be the limiting binding rate affecting $D_{\text{eff}}$.

We report the orders of magnitude for the momentum relaxation time $\tau_m = m/\Gamma$ and binding times $\tau_{\text{on}} = q_{\text{on}}^{-1}$ for a variety of multivalent ligand-receptor systems – see Fig. 3 (and details in Supplementary 3.2). To keep the discussion simple we limit ourselves to a small number of average bound legs $N \approx 1$, which is inherent or can be achieved (e.g. with temperature control [39]) in all systems explored.

Numerous multivalent ligand-receptor systems – such as spike proteins on the Influenza A virus [40 41], molecular motors transporting cargos [12] or pili adhesion of Escherichia Coli [43 45] – have binding kinetics that are simply too slow to observe inertial effects, typically $q_{\text{on}} \lesssim 100$ s$^{-1}$. Such slow binding prevents inertial slow down (blue dashed circle in Fig. 3). These systems are indeed overdamped.

Other systems do have fast binding kinetics ($q_{\text{on}} \gtrsim 10^3$ s$^{-1}$), but not fast enough to incur inertial effects on the lighter systems they are connected to. These often correspond to smaller particles, and since $m/\Gamma \propto R^2$, this decreases the maximum binding timescale required to observe inertial effects. This is the case of Sars CoV 1 and 2 viruses that are barely $R = 50$ nm in radius [46 47].
of DNA-coated nanocolloids that have particle radii in the $R = 10$ nm range \footnote{J. Schmidt and J. Skinner, Hydrodynamic boundary conditions, The Journal of chemical physics 139, 214113 (2013).} and of protein transporters in the nuclear pore complex \footnote{M. Trulsson, B. Andreotti, and P. Claudin, Transition from the viscous to inertial regime in dense suspensions, Physical Review E 93, 012612 (2016).} (orange dashed circle in Fig. 3). Some systems are both light and with slow binding kinetics, as is the case of e.g. Influenza A, and hence are also overdamped.

Inertial effects may therefore occur for a specific combination of large particles and fast binding kinetics. We have isolated two systems for which such a combination may be obtained: (a) DNA-coated colloids near the melting point, where the colloids are micron-sized ($R \sim 1 \mu m$) and (b) white blood cells with adhesion mediated by the L-selectin protein only – see Table. S1. For both these systems, typical existing experimental designs possess an inertial time to binding time ratio $mq_{\text{on}}/\Gamma \approx 10^{-3}-10^{-1}$, which is already within, or close to, the range where we predict inertial slow down – see Fig. 2.

DNA-coated colloids offer a promising route to probe such inertial slow down as they may be finely tuned to increase the inertial relaxation time, for example by using coating processes on gold particles \footnote{A. Daddi-Moussa-Ider, A. Guckenberger, and S. Gekle, Active brownian to active langevin motion, The Journal of chemical physics 152, 040901 (2020).} (to increase $m$), larger particles \footnote{A. Trulsson, B. Andreotti, and P. Claudin, Transitions from the viscous to inertial regime in dense suspensions, Physical Review E 93, 012612 (2016).} (to increase the ratio $m/\Gamma \propto R^2$) or by modifying the viscosity of the solution (to alter $\Gamma$). The average number of bound legs $N$ for DNA-coated colloids can also be tuned over a wide range ($N = 1-1000$), for example by using different coating densities on either surface, or by changing temperature \footnote{F. Balboa Usabiaga, X. Xie, R. Delgado-Buscalioni, and A. Donev, The stokes-einstein relation at moderate schmidt number, The Journal of chemical physics 139, 214113 (2013).}. With typical experimental parameters \footnote{M. E. Cates and V. N. Manoharan, Celebrating Soft Matter’s 10th anniversary: Testing the foundations of classical entropy: colloid experiments, Soft Matter 11, 6538 (2015).} \footnote{H. L"owen, Inertial effects of self-propelled particles: From active brownian to active langevin motion, The Journal of chemical physics 152, 040901 (2020).}, Eq. (9) predicts a slow down of $D_{\text{eff}}^m = \infty / D_{\text{eff}}^m = 0 \approx 92\%$, which could be amenable to experimental measurements (see Supplementary 3.1). Note that targeted experimental designs (such as stiffer legs) could produce a greater decrease. Therefore, we expect that inertial slow down of the long-time diffusion coefficient could be probed with existing experimental techniques on DNA-coated colloids.

In summary, we have found that inertia can modify the diffusion coefficient of particles with ligand-receptor contacts, inducing a diffusion slow-down with increased inertia. Within our analytic framework, the onset of this slow-down occurs when the binding time scale $\tau_{\text{on}} = q_{\text{on}}$ is faster than the timescale for the inertial relaxation, which is $\tau_m = m/\Gamma$ in our model, a lower bound on the actual timescale since momentum decays algebraically in most fluid systems \footnote{M. Trulsson, B. Andreotti, and P. Claudin, Transition from the viscous to inertial regime in dense suspensions, Physical Review E 93, 012612 (2016).}. The magnitude of the effect is controlled by the stiffness of the ligands and the average number of bound legs, with stiff ligands and fewer bound legs promoting increased inertial effects. We predict the diffusion slow down could be probed experimentally by fine-tuning existing DNA-coated colloids. Such experiments may also give further insight into the coupled dynamics between the solvent and the ligand-receptor binding dynamics, and identify other inertial effects, beyond diffusion slow down. For example, in dense active suspensions, particles need time to pick up speed after collisions, which modifies both their long time diffusion \footnote{A. Trulsson, B. Andreotti, and P. Claudin, Transition from the viscous to inertial regime in dense suspensions, Physical Review E 93, 012612 (2016).} \footnote{H. L"owen, Inertial effects of self-propelled particles: From active brownian to active langevin motion, The Journal of chemical physics 152, 040901 (2020).} and phase separation behavior \footnote{M. Trulsson, B. Andreotti, and P. Claudin, Transition from the viscous to inertial regime in dense suspensions, Physical Review E 93, 012612 (2016).}. Improvements to our model could include fluid memory kernels to investigate the decay of velocity autocorrelation functions \footnote{M. Trulsson, B. Andreotti, and P. Claudin, Transition from the viscous to inertial regime in dense suspensions, Physical Review E 93, 012612 (2016).} \footnote{H. L"owen, Inertial effects of self-propelled particles: From active brownian to active langevin motion, The Journal of chemical physics 152, 040901 (2020).} or inhomogeneities in the lateral direction to probe inertial effects on the subdiffusion regime \footnote{M. Trulsson, B. Andreotti, and P. Claudin, Transition from the viscous to inertial regime in dense suspensions, Physical Review E 93, 012612 (2016).}. For DNA-coated colloids, one could envision that such inertia-modified dynamics could also impact collective properties such as crystallographic alignment into self-assembled structures \footnote{M. Trulsson, B. Andreotti, and P. Claudin, Transition from the viscous to inertial regime in dense suspensions, Physical Review E 93, 012612 (2016).}. Understanding the dynamics of such complex microscale particles is a key step to pave the way towards controlled design at the microscale, e.g. to improve synthesis of advanced materials with advanced optical properties \footnote{M. Trulsson, B. Andreotti, and P. Claudin, Transition from the viscous to inertial regime in dense suspensions, Physical Review E 93, 012612 (2016).}.
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