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Abstract—In this paper, we develop a new elegant framework relying on the Kullback-Leibler Information Criterion to address the design of one-stage adaptive detection architectures for multiple hypothesis testing problems. Specifically, at the design stage, we assume that several alternative hypotheses may be in force and that only one null hypothesis exists. Then, starting from the case where all the parameters are known and proceeding until the case where the adaptivity with respect to the entire parameter set is required, we come up with decision schemes for multiple alternative hypotheses consisting of the sum between the compressed log-likelihood ratio based upon the available data and a penalty term accounting for the number of unknown parameters. The latter arises from suitable approximations of the Kullback-Leibler Divergence between the true and a candidate probability density function. Interestingly, under specific constraints, the proposed decision schemes can share the constant false alarm rate property by virtue of the Invariance Principle. Finally, we show the effectiveness of the proposed framework through the application to examples of practical value in the context of radar detection also in comparison with two-stage competitors. This analysis highlights that the architectures devised within the proposed framework represent an effective means to deal with detection problems where the uncertainty on some parameters leads to multiple alternative hypotheses.
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I. INTRODUCTION

Nowadays, modern radar systems incorporate sophisticated signal processing algorithms which take advantage of the computational power made available by recent advances in technology. This growth in complexity is dictated by the fact these systems have to face with more and more challenging scenarios where conventional algorithms might fail or exhibit poor performance. For instance, in target-rich environments, structured echoes contaminate data used to estimate the spectral properties of the interference (also known as training or secondary data) leading to a dramatic attenuation of the signal of interest components and, hence, to a nonnegligible number of missed detections [1]. In such case, radar system should be endowed with signal processing schemes capable of detecting and suppressing the outliers in order to make the training data set homogeneous [2]–[5]. Another important example concerns high resolution radars, which can resolve a target into a number of different scattering centers depending on the radar bandwidth and the range extent of the target [6], [7].

The classic approach to the detection of range-spread targets consists in processing one range bin at a time despite the fact that contiguous cells contain target energy. As a consequence, classic detection algorithms do not collect as much energy as possible to increase the Signal-to-Interference-plus-Noise Ratio (SINR). To overcome this drawback, architectures capable of detecting distributed targets by exploiting a preassigned number of contiguous range bins have been developed [8]–[12]. These energy issues also hold for multiple point-like targets. In fact, detection algorithms which can take advantage of the total energy associated with each point-like target are highly desirable.

In the open literature, the existing examples concerning the detection of either multiple point-like or range-spread targets share the assumption that the number of scatterers (or at least an upper bound on it) is known and are based upon the Maximum Likelihood Approach (MLA) [13], [14]. However, in scenarios of practical value, such a priori information is not often available especially when the radar system is operating in search mode. Moreover, the problem of jointly detecting multiple point-like targets is very difficult since target positions and, more importantly, target number are unknown parameters that must be estimated. Thus, conversely to the conventional detection problems that comprise two hypotheses, namely the noise-only (or null) and the signal-plus-noise (or alternative) hypothesis, this lack of a priori information naturally leads to multiple alternative hypotheses with the consequence that the radar engineer has to face with composite multiple hypothesis tests.

Besides target-dense environments, another operating situation leading to multiple hypothesis tests is related to possible electronic attacks by adversary forces (jammers). These attacks comprise active techniques aimed at protecting a platform from being detected and tracked by the radar [5] through two approaches: masking and deception. More precisely, noncoherent jammers or Noise-Like Jammers (NLJs) attempt to mask targets generating nondeceptive interference which blends into the thermal noise of the radar receiver degrading the radar sensitivity due to an increase of the Constant False Alarm Rate (CFAR) threshold [6], [15], [16]. On the other hand, the
Coherent Jammers (CJs) illuminate the victim radar by means of low duty-cycle signals with specific parameters that, when estimated by the radar processor, force the latter to allocate resources to handle false targets. In fact, CJs are equipped with electronics apparatuses capable of receiving, modifying, amplifying, and retransmitting the radar’s own signal to create false targets with radar’s range, Doppler, and angle far away from the true position of the platform under protection. In the presence of thermal noise, clutter, and possible NLJs, the detection and discrimination between useful signals and CJs in the presence of thermal noise, clutter, and possible NLJs is addressed by considering an additional hypothesis under which data contain the CJs only. In addition, the latter is assumed to lay on the orthogonal complement of the subspace spanned by the nominal steering vector (after whitening by the true covariance matrix of the composite disturbance). The resulting multiple hypothesis test is solved resorting to an approach based upon a generalized Neyman-Pearson criterion. However, from a computational point of view, detection threshold setting might require an onerous load and, more importantly, such solution is effective when the multiple hypotheses are not nested. As a matter of fact, in the presence of nested hypotheses, the MLA and, hence, the Generalized Likelihood Ratio Test (GLRT), may fail because the likelihood function monotonically increases with the hypothesis order (or model order). As a consequence, the MLA experiences a natural inclination to overestimate the hypothesis order. An alternative approach consists in looking for detection schemes that incorporate the expedients of the so-called Model Order Selection (MOS) rules, which include the parameter number diversity to moderate the overestimation attitude of the MLA. In the authors follow the last approach to conceive two-stage detection architectures for multiple NLJs whose number is unknown. Specifically, the first stage exploits the MOS rules to provide an estimate of the number of NLJs, whereas the second stage consists of a jammer detector that uses the estimate obtained at the first stage. Finally, it is important to observe that MOS rules can be adapted to accomplish detection tasks by also considering the model order “0” which is associated with the null hypothesis. In this case, it is not possible to set any threshold in order to guarantee a preassigned Probability of False Alarm and, more importantly, the CFAR property, which is of primary concern in radar, cannot be a priori stated.

In this paper, we develop an elegant framework relying on the Kullback-Leibler Information Criterion (KLIC) to address multiple hypothesis testing problems where there exist many alternative hypotheses. This framework provides an important interpretation of both the Likelihood Ratio Test (LRT) and the GLRT from an information theoretic standpoint and, remarkably, it lays the theoretical foundation for the design of new one-stage decision schemes for multiple hypothesis tests. This result represents the main technical contribution of this paper and, interestingly, such new detection architectures share a common structure that is given by the sum of a conventional decision statistic and a penalty term as well as the generic structure of a KLIC-based MOS rule consists of the compressed log-likelihood plus a penalty term. The starting point of the developed framework is the case where all the parameters are known showing that under suitable regularity conditions the LRT approximates a test which selects the hypothesis with the associated probability density function minimizing the Kullback-Leibler Divergence (KLD) with respect to the true data distribution. In addition, the LRT coincides with such test when the KLD is measured with respect to the Empirical Data Distribution (EDD). Then, we guide the reader towards more difficult scenarios where the distribution parameters are no longer known. Specifically, we resort to the Taylor series approximations of the KLD, that are also used to derive the MOS rules, in order to come up with decision schemes capable of moderating the overfitting inclination of the MLA. From a different perspective, the same results can be obtained by regularizing the pdf under the generic alternative hypothesis through a suitable prior for the unknown model order and applying a procedure that combines the MLA and the Bayesian estimation (see the appendix for further details).

The remainder of this paper is organized as follows: the next section contains preliminary definitions and formulates the detection problem at hand in terms of a multiple hypothesis test. Section describes the proposed framework and introduces the new architectures, whereas in Section some discussions about the CFAR properties ensured exploiting the Principle of Invariance are also provided. Then, Section provides some illustrative examples to assess the performance of the new architectures also in comparison to natural competitors. Concluding remarks and future research tracks are given in Section. The derivation of an alternative framework leading to the same architectures is confined to the Appendix.

A. Notation

In the sequel, vectors and matrices are denoted by boldface lower-case and upper-case letters, respectively. The symbols $\text{det}(\cdot)$, $\text{Tr}(\cdot)$, $(\cdot)^T$, $(\cdot)^\dagger$, and $(\cdot)^{-1}$ denote the determinant, trace, transpose, conjugate transpose, and inverse respectively. As to numerical sets, $\mathbb{R}$ is the set of real numbers, $\mathbb{R}^{N \times M}$ is the Euclidean space of $(N \times M)$-dimensional real matrices.
II. Problem Formulation and Preliminary Definitions

Let us consider a radar system, equipped with $N$ space and/or time identical channels, which collects a data matrix $Z = [z_1, \ldots, z_K] \in \mathbb{C}^{N \times K}$ whose columns can be modeled as statistically independent random vectors whose distribution belongs to a preassigned family. For simplicity and in order not to burden the notation (a point better explained below), we assume that these vectors share the same distribution parameters (identically distributed) and that their joint unknown pdf is denoted by $f(Z; \theta)$ with $\theta \in \mathbb{R}^{p \times 1}$ the parameter vector taking on value in a specific parameter space, $\Theta \subseteq \mathbb{R}^{p \times 1}$ say. Now, a conventional binary decision problem partitions the latter into two subsets $\Theta_0$ and $\Theta_1$ corresponding to the null $(H_0)$ and the alternative $(H_1)$ hypothesis, respectively. Thus, denoting by $\theta_0$ the elements of $\Theta_0$ and by $\theta_1$ the elements of $\Theta_1$, then the pdf of $Z$ under the ith hypothesis can be written as $f_i(Z; \theta_i), i = 0, 1$. It is important to stress here that $f(Z; \theta)$ is the actual pdf and is unknown, whereas $f_i(Z; \theta_i)$ is the pdf of $Z$ when $\theta = \theta_i \in \Theta_i$.

Generally speaking, in many detection applications, the actual value of the parameter vector is unknown or, at least, partially known. In addition, not all the entries of $\theta$ are useful to take a decision for the specific problem at hand. As a consequence, we can split $\theta$ as $\theta = [\theta_r^T, \theta_s^T]^T$, where $\theta_r \in \Theta_r \subseteq \mathbb{R}^{p_r \times 1}$ contains the parameters of interest, while the components of $\theta_s \in \Theta_s \subseteq \mathbb{R}^{p_s \times 1}$ represent the parameters that do not enter into the decision process and are called nuisance parameters [30]. From a more general perspective, it would be possible to associate a parameter vector of interest to each column of $Z$ with the consequence that $z_k$s are no longer identically distributed. However, as stated before, we prefer to proceed assuming that $z_k$s share the same parameter

$$
H_0 : Z \sim f_0(Z; \theta_{r,0}, \theta_s) = \prod_{k=1}^K g_0(z_k; \theta_{r,0}, \theta_s),
$$

$$
H_1 : Z \sim f_1(Z; \theta_1) = \prod_{k=1}^K g_1(z_k; \theta_{r,1}, \theta_s),
$$

where $\theta_i = [\theta_{r,i}^T, \theta_{s,i}^T] \in \mathbb{R}^{p \times 1}, i = 0, 1$, with $\theta_{r,i} \subseteq \mathbb{R}^{p_r \times 1}$ the parameter vector of interest under $H_i$, $g_i(\cdot; \cdot), i = 0, 1$, is the pdf of $z_k, k = 1, \ldots, K$, under $H_i$.

Two remarks are now in order. First, note that $\{\Theta_0, \Theta_1\}$ is a partition of $\Theta_r$. Second, the above problem assumes that $p_r, p_s$, and, hence, the total number of unknown parameters $p_r, p_s$ are perfectly known. However, in many radar (and, generally speaking, signal processing) applications, it is not seldom for $p$ to be unknown under the alternative hypothesis due to the fact that the size of $\theta_{r,1}$ might depend on the specific operating scenario [21]. For instance, radar systems might face with situations where an unknown number of targets are present in the surveillance area [13]. Under this assumption, the hypothesis test can be modified as

$$
\begin{align*}
&\text{under } H_0 : \theta_{r,0} \in \Theta_{r,0} \subseteq \mathbb{R}^{p_r \times 1}, \\
&\text{under } H_1 : \theta_{r,1} \in \Theta_{r,1} \subseteq \mathbb{R}^{p_r \times 1}, p_r, p_s \in \Omega_r,
\end{align*}
$$

where $p_r, p_s$, and $\Omega_r = \{p_{r,1}, \ldots, p_{r,M}\}$ with $p_{r,1} \leq \ldots \leq p_{r,M}$ are known, while $p_{r,m}$ is unknown. It follows that the pdf of $Z$ and, hence, that of $z_k$ under $H_1$ depends on $p_{r,m}$ and, more important, the uncertainty on the latter leads to a testing problem formed by multiple (possibly nested) $H_1$ hypotheses, i.e.,

$$
\begin{align*}
H_0 : & \quad Z \sim f_0(Z; \theta_{r,0}, \theta_s), \\
H_{1,1} : & \quad Z \sim f_{1,1}(Z; \theta_{r,1}, \theta_s, p_{r,1}), \\
& \vdots \\
H_{1,M} : & \quad Z \sim f_{1,M}(Z; \theta_{r,1}, \theta_s, p_{r,M}),
\end{align*}
$$

where

$$
f_{1,m}(Z; \theta_{r,1}, \theta_s, p_{r,m}) = \prod_{k=1}^K g_1(z_k; \theta_{r,1}, \theta_s, p_{r,m})
$$

is the pdf of $Z$ under $H_{1,m}$, namely when $\theta_{r,1} \in \Theta_{r,m}$, with $g_1(z_k; \theta_{r,1}, \theta_s, p_{r,m})$ the pdf of $z_k$ under $H_{1,m}$.

In the next section, we propose an Information-theoretic based approach to deal with problem [3] exploiting the KLIC based on a certain distance, the so-called KLD, between a candidate distribution belonging to the family of densities $\mathcal{F} = $
\{f_0, f_{1,m}, m \in \{1, \ldots, M\}\}$ and the actual distribution of $Z$, which is assumed to lie in $\mathcal{F}$ and denoted by
\begin{equation}
\bar{f}(Z; \theta) = \prod_{k=1}^{K} \bar{g}(z_k; \theta),
\end{equation}
where $\bar{g}(z_k; \theta)$ is the true pdf of $z_k$, $k = 1, \ldots, K$. Besides, we suppose that the inequalities required to invoke the Kintchine’s Strong Law of Large Numbers \cite{21} are valid, namely
\begin{align}
|E[\log g_{1,m}(z_k; \theta_{r,1}, \theta_s, p_{r,m})]| &< +\infty, \\
|E[\log g_0(z_k; \theta_{r,0}, \theta_s)]| &< +\infty.
\end{align}

As well as the following “regularity conditions” \cite{21}
\begin{align}
\frac{1}{T} \frac{\partial^2}{\partial \theta \partial \theta^*} \left[ \log \prod_{k=1}^{K} f_{1,m}(z_k; \theta_{r,1}, \theta_s, p_{r,m}) \right] \xrightarrow{T \to \infty} 0, \\
\frac{1}{T} E \left\{ \frac{\partial^2}{\partial \theta \partial \theta^*} \left[ \log \prod_{k=1}^{K} f_{1,m}(z_k; \theta_{r,1}, \theta_s, p_{r,m}) \right] \right\},
\end{align}
and $p/T \xrightarrow{T \to \infty} 0$, which are required to suitably approximate the KLD. In the above equations, $T$ represents the total number of real-valued observations, that, for the problem at hand, is equal to $2NK$ since we are dealing with complex vectors.

Note that a “minimum information distance” selection criterion has already been successfully applied for model order estimation giving rise to the so-called MOS rules \cite{21, 55}. The resulting selection architectures share the same structure consisting of a fitting term (the compressed log-likelihood function) plus an adjustment which also depends on the number of parameters. As a consequence, the parameter number diversity comes into play to moderate the overfitting inclination of the compressed likelihood in the case of nested hypothesis. In fact, in this context, the KLIC-based rules can provide satisfactory classification performance whereas the Maximum Likelihood (ML) approach may fail because the likelihood function monotonically increases with $p_{r,m}$ and the ML estimate (MLE) of $p_r$ will always be $p_{r,M}$ (or, equivalently, the MLE of $p$ will be $p_{r,M} + p_s$).

To conclude this preliminary section, for the reader ease, we recall that the KLD \cite{21} (also called relative entropy) between $\bar{f}$ and $f_{1,m}$, namely the pdf of a generic candidate model under $H_1$, can be written as \cite{30}
\begin{equation}
D(\bar{f}, f_{1,m}) = \int_{-\infty}^{\infty} \bar{f}(Z) \log \frac{\bar{f}(Z)}{f_{1,m}(Z; \theta_{r,1}, \theta_s, p_{r,m})} dZ,
\end{equation}
where $dZ = dz_1^r dz_1^i \ldots dz_N^r dz_N^i$, $z_{n,k}^r$ and $z_{n,k}^i$ the real and imaginary parts of the $n$th component of $z_k$, and can be decomposed into the sum of two terms
\begin{align}
D(\bar{f}, f_{1,m}) &= \int_{-\infty}^{\infty} \bar{f}(Z) \log \bar{f}(Z) dZ \\
&\quad - \int_{-\infty}^{\infty} \bar{f}(Z) \log f_{1,m}(Z; \theta_{r,1}, \theta_s, p_{r,m}) dZ \\
&= -h(\bar{f}) + h(\bar{f}, f_{1,m}),
\end{align}
where $h(\bar{f})$ is the differential entropy of $\bar{f}$ and $h(\bar{f}, f_{1,m})$ is the cross entropy between $\bar{f}$ and $f_{1,m}$. Note that unlike $h(\bar{f})$, $h(\bar{f}, f_{1,m})$ depends on the $m$th model (or hypothesis). Analogously, we can write the KLD with respect to the pdf under $H_0$ as
\begin{equation}
D(\bar{f}, f_0) = -h(\bar{f}) + h(\bar{f}, f_0).
\end{equation}

Recall that $D(\cdot, \cdot)$ is not a true distance between distributions since it is not symmetric and does not satisfy the triangle inequality \cite{56}. Nonetheless, it is often useful to think of the KLD as a “distance” between distributions. Finally, the KLD can be interpreted as the information loss when either $f_{1,m}$ or $f_0$ is used to approximate $\bar{f}$ \cite{20}.

\section{KLIC-based Decision Rules}

In this section, we exploit the KLIC to devise decision schemes for problem \cite{3}. To this end, we proceed by considering the case where all the parameters are known and then evolve to more difficult cases where the parameters become unknown. It is important to observe that we define here an information theoretic framework where well-established decision rules as the Likelihood Ratio Test and the GLRT are suitably encompassed.

\subsection{KLIC-based Detectors for Known Model and Parameters}

In this case, the number of alternative hypotheses is reduced to 1 and problem \cite{3} turns into problem \cite{11} with the additional assumption that $\theta_0$ and $\theta_1$ are known. Moreover, the number of parameters of interest is $p_{r,m}$ and is known. As a consequence, data distribution is completely determined by the hypotheses and the true pdf of $Z$ belongs to the following family $\mathcal{F}_{\theta,p} = \{f_0, f_{1,m}\}$. Thus, a natural test based upon KLIC would decide for the hypothesis where the associated pdf (computed at $Z$) exhibits the “minimum distance” from $\bar{f}$. Otherwise stated, such test can be formulated as
\begin{equation}
D(\bar{f}, f_0) < D(\bar{f}, f_{1,m}).
\end{equation}

The above rule selects $H_0$ if the distance between $\bar{f}$ and $f_0$ is lower than that between $\bar{f}$ and $f_{1,m}$. In the opposite case, it decides for $H_1$. Now, let us exploit \cite{9} and \cite{10} to recast \cite{11} as
\begin{equation}
- h(\bar{f}) + h(\bar{f}, f_0) \xrightarrow{H_1} - h(\bar{f}) + h(\bar{f}, f_{1,m}),
\end{equation}
or, equivalently,
\begin{equation}
- h(\bar{f}) + h(\bar{f}, f_{1,m}) \xrightarrow{H_1} 0.
\end{equation}

From the information theory point of view, the above forms highlight that the considered decision rule minimizes the loss

\textsuperscript{4}We assume that the considered pdfs exist with respect to a Lebesgue measure.
of information which occurs when \( \tilde{f} \) is approximated with \( f_{1, \bar{m}} \) or \( f_0 \). Moreover, using (9), we can rewrite (13) as

\[
E_f \left[ \log f_{1, \bar{m}}(Z; \theta_{r1}, \theta_s, p_{r, \bar{m}}) \right] - E_f \left[ \log f_0(Z; \theta_{r0}, \theta_s) \right] > 0 \quad H_1 \quad H_0
\]

(14)

\[
\Rightarrow \sum_{k=1}^{K} E_f \left[ \log g_{1, \bar{m}}(z_k; \theta_{r1}, \theta_s, p_{r, \bar{m}}) \right] - \sum_{k=1}^{K} E_f \left[ \log g_0(z_k; \theta_{r0}, \theta_s) \right] > 0 \quad H_1 \quad H_0
\]

(15)

\[
\Rightarrow K E_f \left[ \log g_{1, \bar{m}}(z; \theta_{r1}, \theta_s, p_{r, \bar{m}}) \right] - K E_f \left[ \log g_0(z; \theta_{r0}, \theta_s) \right] > 0 \quad H_1 \quad H_0
\]

(16)

\[
\Rightarrow E_f \left[ \log g_{1, \bar{m}}(z; \theta_{r1}, \theta_s, p_{r, \bar{m}}) \right] - E_f \left[ \log g_0(z; \theta_{r0}, \theta_s) \right] > 0 \quad H_1 \quad H_0
\]

(17)

\[
\Rightarrow \Lambda(Z; \theta_{r1}, \theta_{r0}, \theta_s, \bar{m}) = E_f \left[ \frac{\log g_{1, \bar{m}}(z; \theta_{r1}, \theta_s, p_{r, \bar{m}})}{g_0(z; \theta_{r0}, \theta_s)} \right] > 0 \quad H_1 \quad H_0
\]

(18)

Note that starting from (15), we have dropped the subscript of \( z_k \) since \( z_1, \ldots, z_K \) are i.i.d. random vectors. Test (18) cannot be applied in practice because it involves the computation of the expected log-likelihood ratio and requires the knowledge of \( \hat{g}(\cdot) \) (or, equivalently, of \( \tilde{f}(\cdot) \)). For this reason, we replace \( \Lambda \) with a suitable estimate which is function of the observed data. To this end, we resort to the following unbiased estimator

\[
\hat{\Lambda}(Z; \theta_{r1}, \theta_{r0}, \theta_s, \bar{m}) = \frac{1}{K} \sum_{k=1}^{K} \log \frac{g_{1, \bar{m}}(z_k; \theta_{r1}, \theta_s, p_{r, \bar{m}})}{g_0(z_k; \theta_{r0}, \theta_s)} = \frac{1}{K} \log \frac{f_{1, \bar{m}}(Z; \theta_{r1}, \theta_s, p_{r, \bar{m}})}{f_0(Z; \theta_{r0}, \theta_s)}.
\]

(19)

In fact, since the technical assumptions of the Kintchine’s Strong Law of Large Numbers hold true due to (3) and (6), in the limit for \( K \to +\infty \), we have that \( \hat{\Lambda} \) converges almost surely to \( \Lambda \), namely

\[
\hat{\Lambda}(Z; \theta_{r1}, \theta_{r0}, \theta_s, \bar{m}) \overset{a.s.}{\rightarrow} \Lambda(Z; \theta_{r1}, \theta_{r0}, \theta_s, \bar{m}).
\]

(20)

Summarizing, test (18) is replaced by

\[
\hat{\Lambda}(Z; \theta_{r1}, \theta_{r0}, \theta_s, \bar{m}) \quad H_1 \quad H_0
\]

(21)

where \( \hat{\Lambda} \) is a random variable whose value depends on the observed data. An alternative derivation for (21) consists in replacing \( f_{1, \bar{m}}(\cdot) \) and \( f_0(\cdot) \) with \( g_{1, \bar{m}}(\cdot) \) and \( g_0(\cdot) \), respectively, in (11), while the EDD, whose expression is

\[
\Xi(z) = \frac{1}{m} \sum_{k=1}^{K} \delta(z - z_k),
\]

is used in place of \( \tilde{f}(\cdot) \). Thus, the KLD between the EDD and the distribution of a generic \( z_k \) is measured to decide which hypothesis is in force. As a matter of fact, criterion (11) becomes

\[
D(\Xi, g_0) > D(\Xi, g_{1, \bar{m}}) \quad H_1 \quad H_0
\]

(22)

\[
\Rightarrow E[\log g_{1, \bar{m}}(z; \theta_{r1}, \theta_s, p_{r, \bar{m}})] - E[\log g_0(z; \theta_{r0}, \theta_s)] > 0 \quad H_1 \quad H_0
\]

(23)

\[
\Rightarrow \sum_{k=1}^{K} \log g_{1, \bar{m}}(z_k; \theta_{r1}, \theta_s, p_{r, \bar{m}}) - \sum_{k=1}^{K} \log g_0(z_k; \theta_{r0}, \theta_s) > 0 \quad H_1 \quad H_0
\]

(24)

\[
\Rightarrow \log \prod_{k=1}^{K} g_{1, \bar{m}}(z_k; \theta_{r1}, \theta_s, p_{r, \bar{m}}) - \log \prod_{k=1}^{K} g_0(z_k; \theta_{r0}, \theta_s) > 0 \quad H_1 \quad H_0
\]

(25)

Finally, note that the detection threshold of test (21) is set to zero and, as a consequence, it does not allow for a control on the probability of type I error also known as \( P_{fa} \). In order to circumvent this limitation, the decision rule can be modified as

\[
\log \frac{f_{1, \bar{m}}(Z; \theta_{r1}, \theta_s, p_{r, \bar{m}})}{f_0(Z; \theta_{r0}, \theta_s)} > \eta
\]

(26)

where the detection threshold, \( \eta \), is suitably tuned in order to guarantee the desired \( P_{fa} \). Remarkably, the decision rule (26) is statistically equivalent to the LRT or the Neyman-Pearson test (28).

B. KLIC-based Detectors for Known Model and Unknown Parameters

Let us now consider (14) and assume that only the number of parameters of interest, \( p_{r, \bar{m}} \), say, is known, whereas \( \theta_{r1}, \theta_{r0}, \theta_s \) are unknown. In this case the family of candidate models becomes

\[
{\mathcal{F}}_p = \{ f_0(\cdot; \theta_{r0}, \theta_s) : \theta_{r0} \in \Theta^0_0, \theta_s \in \Theta_s \}
\]

\[
\cup \{ f_{1, \bar{m}}(\cdot; \theta_{r1}, \theta_s, p_{r, \bar{m}}) : \theta_{r1} \in \Theta^m_{\theta_{r1}}, \theta_s \in \Theta_s \},
\]

(27)

where \( \Theta^0_0 \) and \( \Theta^m_{\theta_{r1}} \) form a partition of the parameter space of interest while \( \Theta_s \) is the nuisance parameter space. Note that in this case, the hypotheses of (11) are composite implying that, in order to build up a decision rule based upon (11), the unknown parameters \( \theta_{r1}, \theta_{r0}, \theta_s \) must be estimated from data. Among different alternatives, we resort to the ML approach, which enjoys “good” asymptotic properties (29).

Hereafter, symbol \( \eta \) is used to denote the generic detection threshold.
In fact, given a model, the consistency (when it holds) of the MLE ensures that it converges in probability to the true parameter value, which is also the minimizer of the KLD (see [20], [40] and references therein). Thus, in (14), we replace \( \theta_{r,i} \), \( \theta_{s,i} \), and \( \theta_s \) with their respective MLEs under each hypothesis. Specifically, denoting by \( \hat{\theta}_{r,i} \), \( i = 0, 1 \), the MLE of \( \theta_{r,i} \) and by \( \hat{\theta}_{s,i} \), the MLE of \( \theta_s \) under the \( H_i \) hypothesis, \( i = 0, 1 \), (14) can be recast as

\[
E_f[ \log f_{1,\hat{m}}(Z; \hat{\theta}_{r,1}, \hat{\theta}_{s,1}, pr, \hat{m}) ] - E_f[ \log f_0(Z; \hat{\theta}_{r,0}, \hat{\theta}_{s,0}) ] \begin{cases} \geq 0 & i = 1 \\ \geq 0 & i = 0 \end{cases}
\]

Now, in place of the expectation with respect to the unknown \( \hat{f} \), we use an unbiased estimator of \( \Lambda_1(Z; \hat{m}) \) (see also equation (48) of [21]), namely

\[
\hat{\Lambda}_1(Z; \hat{m}) = \log \frac{f_{1,\hat{m}}(Z; \hat{\theta}_{r,1}, \hat{\theta}_{s,1}, pr, \hat{m})}{f_0(Z; \hat{\theta}_{r,0}, \hat{\theta}_{s,0})}
\]

and introduce a threshold to control the \( P_{fa} \) yielding

\[
\hat{\Lambda}_1(Z; \hat{m}) \begin{cases} > \eta & i = 1 \\ = \eta & i = 0 \end{cases}
\]

It is important to underline that the above test is statistically equivalent to GLRT for known \( p_r \).

The same result can be derived showing that the MLEs minimize the KLD between the EDD and the candidate model with respect to the unknown parameters. To this end, let us start from (22) and minimize both sides with respect to the unknown parameters

\[
\min_{\theta_{r,0}, \theta_s} D(\Xi, g_0) \begin{cases} \leq \min_{\theta_{r,1}, \theta_s} D(\Xi, g_{1,\hat{m}}) & i = 1 \\ \geq \min_{\theta_{r,1}, \theta_s} D(\Xi, g_{1,\hat{m}}) & i = 0 \end{cases}
\]

The above problem is equivalent to

\[
\min_{\theta_{r,0}, \theta_s} \left\{ -E_{Z}[ \log g_0(z; \theta_{r,0}, \theta_s) ] \right\} \begin{cases} \geq 0 & i = 1 \\ \geq 0 & i = 0 \end{cases}
\]

\[
\min_{\theta_{r,1}, \theta_s} \left\{ -E_{Z}[ \log g_{1,\hat{m}}(z; \theta_{r,1}, \theta_s, pr, \hat{m}) ] \right\}
\]

\[
\begin{cases} \geq 0 & i = 1 \\ \geq 0 & i = 0 \end{cases}
\]

Now, note that \( P_1 \) and \( P_2 \) are equivalent to

\[
- \max_{\theta_{r,0}, \theta_s} \sum_{k=1}^{K} \log g_0(z_k; \theta_{r,0}, \theta_s), \quad (34)
\]

\[
- \max_{\theta_{r,1}, \theta_s} \sum_{k=1}^{K} \log g_{1,\hat{m}}(z_k; \theta_{r,1}, \theta_s, pr, \hat{m}), \quad (35)
\]

respectively, and, hence, the sought minimizers coincides with the MLEs of \( \theta_{r,1} \), \( \theta_{r,0} \), \( \theta_s \) (the latter under each hypothesis), namely \( \hat{\theta}_{r,1} = \arg \min_{\theta_{r,1}} D(\Xi, g_{1,\hat{m}}) \), \( \hat{\theta}_{r,0} = \arg \min_{\theta_{r,0}} D(\Xi, g_0) \), and \( \hat{\theta}_{s,0} = \arg \min_{\theta_s} D(\Xi, g_0) \). With the above result in mind, (33) can be recast as

\[
\sum_{k=1}^{K} \log g_{1,\hat{m}}(z_k; \hat{\theta}_{r,1}, \hat{\theta}_{s,1}, pr, \hat{m}) \begin{cases} \geq 0 & i = 1 \\ \geq 0 & i = 0 \end{cases}
\]

\[
\prod_{k=1}^{K} g_{1,\hat{m}}(z_k; \hat{\theta}_{r,1}, \hat{\theta}_{s,1}, pr, \hat{m}) \begin{cases} \geq 0 & i = 1 \\ \geq 0 & i = 0 \end{cases}
\]

which coincides with (29).

C. KLIC-based Detectors for Unknown Model and Parameters

In this last subsection, we deal with the most general case where \( p_r, \theta_{r,1}, \theta_{r,0} \), and \( \theta_s \) are unknown. As stated in Section III under this assumption, there exist multiple alternative hypotheses depending on the model order \( p = p_r + p_s \).

As possible strategy to select the most likely hypothesis, we might follow the same line of reasoning as in the previous subsection replacing \( p \) with its MLE. However, if on one hand, this approach (given \( p_r \)) makes sense for \( \theta_{r,1}, \theta_{r,0} \), and \( \theta_s \), on the other, when the considered models are nested, it fails in the estimation of \( p_r \). In fact, the log-likelihood function monotonically increases with \( p_r \) and, as a consequence, the ML approach will always select the maximum possible order leading to an overfitting. Therefore, an alternative approach is required in order to find “good” approximations of the negative cross entropy which moderate the overfitting inclination of the ML approach. To this end, we follow the same line of reasoning used to derive the MOS rules as shown in (21), where suitable Taylor series expansions of the cross entropy (used in (14)) are exploited. Then, the dependence on \( p \) is removed by optimizing these expansions over the latter, which is tantamount to minimizing approximations of the KLD between \( \hat{f} \) and \( f_{1,\hat{m}} \) with respect to the unknown parameters.

As for the null hypothesis, it is independent of \( p \) and, hence, we can exploit previously devised estimators. Specifically, we replace \( E_f[ \log f_0(Z; \hat{\theta}_{r,0}, \theta_s) ] \) with the same estimator as in the previous subsection, namely \( \log f_0(Z; \hat{\theta}_{r,0}, \theta_s) \).
Now, let us define $\mathcal{I}_m(\theta_{r,1}, \theta_s) = -h(\hat{f}, f_{1,m})$ and denote by $\hat{I}_m$ an estimator of the former. Following the lead of [21], several alternatives are possible for $\hat{I}_m$, namely

- through equations (49)-(53) of [21], we come up with
  \[ \hat{I}_m = \log f_{1,m}(Z; \hat{\theta}_{r,1}, \hat{\theta}_{s,1}, p_{r,m}) - \frac{p_{r,m} + p_s}{2}; \quad (37) \]

- through equations (57)-(62) of [21], we obtain
  \[ \hat{I}_m = \log f_{1,m}(Z; \hat{\theta}_{r,1}, \hat{\theta}_{s,1}, p_{r,m}) - (p_{r,m} + p_s); \quad (38) \]

- through equations (59)-(60) and (73) of [21], we have that
  \[ \hat{I}_m = \log f_{1,m}(Z; \hat{\theta}_{r,1}, \hat{\theta}_{s,1}, p_{r,m}) - \frac{1 + \rho}{2} (p_{r,m} + p_s), \quad \rho > 1; \quad (39) \]

- through equations (79)-(86) of [21], we get
  \[ \hat{I}_m = \log f_{1,m}(Z; \hat{\theta}_{r,1}, \hat{\theta}_{s,1}, p_{r,m}) - \frac{p_{r,m} + p_s}{2} \log(T) + C; \quad (40) \]

where $C$ is a constant. Note that the above expression results from an asymptotic approximation for sufficiently large values of $T$ of the more general form [21]

\[ \hat{I}_m = \log f_{1,m}(Z; \hat{\theta}_{r,1}, \hat{\theta}_{s,1}, p_{r,m}) - \frac{1}{2} \log \det \hat{J} + C, \quad (41) \]

where

\[ \hat{J} = \left[ -\frac{\partial^2}{\partial \theta \partial \theta^T} \log f_{1,m}(Z; \theta_{r,1}, \theta_{s,1}, p_{r,m}) \right]_{\theta_{r,1} = \hat{\theta}_{r,1}, \theta_{s,1} = \hat{\theta}_{s,1}} \quad (42) \]

It is clear that other approximations are possible by considering the asymptotic behavior with respect to different parameters. Finally, an estimate of $m$ can be obtained as

\[ \hat{m} = \arg \max_{m \in \{1, ..., M\}} \hat{I}_m \quad (43) \]

with $p_{r,m}$ the corresponding estimate of $p_r$, and we can replace each addendum of (14) with the respective approximation to come up with the following adaptive rule

\[ \hat{I}_{\hat{m}} = \log f(Z; \hat{\theta}_{r,0}, \hat{\theta}_{s,0}) \overset{H_1}{\underset{H_0}{\gtrless}} 0, \quad (44) \]

which, introducing the threshold to control the $P_{fa}$, can be recast as

\[ \max_{m \in \{1, ..., M\}} \left\{ \hat{\Lambda}_1(Z; m) - h(m) \right\} \overset{H_1}{\underset{H_0}{\gtrless}} \eta, \quad (45) \]

where

\[ h(m) = \begin{cases} 
(p_{r,m} + p_s)/2, & (a) \\
(p_{r,m} + p_s), & (b) \\
1 + \rho (p_{r,m} + p_s), & \rho > 1, \quad (c) \\
\frac{p_{r,m} + p_s}{2} \log(T), & (d) 
\end{cases} \quad (46) \]

is a penalty term.

Before concluding this section, an important remark is in order. Specifically, let us focus on [45] and observe that $\hat{\Lambda}_1(Z; m)$ is the logarithm of the generalized likelihood ratio (GLR) assuming that the model order is $p_{r,m} + p_s$. Thus, for sufficiently large $T$, it would be reasonable to consider alternative decision statistics which share the same asymptotic behavior as the GLR. For instance, the GLR can be replaced by the decision statistics of the Rao or Wald test [50]. Summarizing, decision rule [45] represents a starting point for the design of detection architectures dealing with multiple alternative hypotheses. Another modification of [45] may consist in replacing $\hat{\Lambda}_1(Z; m)$ with the decision statistics derived applying ad hoc GLRT-based design procedures [32], [41]–[44]. Finally, in the Appendix, we show that [45] can be also considered as the result of the joint application of the Bayesian and ML framework after assigning a suitable prior to the number of parameters.

IV. INVARIANCE ISSUES AND CFAR PROPERTY

The design of architectures capable of guaranteeing the CFAR property is an issue of primary concern in radar (as well as in other application fields) since it allows for reliable target detection also in those situations where the interference (or unwanted components) spectral properties are unknown or highly variable. As a matter of fact, controlling and keeping low the number of false alarms is a precaution aimed at avoiding the disastrous effects that the latter may ensue. Thus, system engineers set detection thresholds in order to guarantee very small values for the $P_{fa}$ [45]–[50]. Unfortunately, the CFAR property is not granted by a generic detection scheme and, hence, before claiming the CFARness for a given receiver, it must be proved that its decision statistic does not depend on the interference parameters under the null hypothesis. However, there exist some cases where the decision statistic is functionally invariant to those transformations that modify the nuisance parameters, which do not enter the decision process, and, at the same time, preserve the hypothesis testing problem. As a consequence, under the null hypothesis, such statistic can be expressed as a function of random quantities whose distribution is independent of the nuisance parameters ensuring the CFAR property [41], [44], [51].

Therefore, the above remarks suggest that it may be reasonable to look for decision rules that are invariant to nuisance parameters in the sense described above. To this end, we can invoke the Principle of Invariance [52], [53], whose key idea consists in finding a specific group of transformations, formed by a set $\mathcal{G}$ equipped with a binary composition operation $\circ$, that leaves unaltered the formal structure of the hypothesis testing problem (also inducing a group of transformations in the parameter space) and the family of distribution under each hypothesis. Then, a data compression can be accomplished by resorting to the so-called maximal invariant statistics which organize data into distinguishable classes of equivalence with respect to the group of transformations wherein such statistics are constant. Now, given a group of transformations, every invariant test can be written in terms of the maximal invariant...
Proposition 1. Let us assume that there exists a group of transformations \( L \) which acts on data through \( \varphi(\cdot) \) and leaves both of the following binary hypothesis testing problems

\[
\mathcal{P}_m : \begin{align*}
H_0 & : \quad Z \sim f_0(Z; \theta_{0, \theta_s}), \\
H_{1,m} & : \quad Z \sim f_{1,m}(Z; \theta_{1, \theta_s}, \theta_s, \theta r_m, m),
\end{align*}
\]

for all \( m \in \{1, \ldots, M\} \) and the data distribution family unaltered, then the decision statistic \((45)\) is invariant with respect to \( L \).

Proof. Since each problem \( \mathcal{P}_m \) is invariant with respect to \( L \) by definition, the GLR for the \( m \)th testing problem, namely \( \Lambda_1(Z; m) \), is invariant to the same transformation group as shown in \([52], [53]\), namely

\[
\hat{\Lambda}_1(l(Z); m) = \Lambda_1(Z; m), \quad \forall m \in \{1, \ldots, M\}.
\]

As a consequence, we obtain that

\[
\max_{m \in \{1, \ldots, M\}} \left\{ \hat{\Lambda}_1(l(Z); m) - h(m) \right\} = \max_{m \in \{1, \ldots, M\}} \left\{ \Lambda_1(Z; m) - h(m) \right\}.
\]

The last equality establishes the invariance of \((45)\) with respect to \( L \) and concludes the proof.

From a practical point of view, if, for all \( m \in \{1, \ldots, M\} \), the generic \( \mathcal{P}_m \) is invariant with respect to a subgroup \( L_m \) of a more general group, then it is possible to obtain \( L \) as the intersection of the subgroups \( L_1, \ldots, L_M \) \([55]\). Moreover, observe that if \((45)\) is invariant with respect to \( L \) then, by Theorem 6.2.1 of \([52]\), its decision statistic can be expressed as a function of the previously described maximal invariant statistics. Next, under the hypothesis of Theorem 6.3.2 of \([52]\), the distribution of a maximal invariant statistic depends on the induced maximal invariant which is denoted by \( \xi(\theta) \) and the following proposition holds true.

Proposition 2. Let us assume that Proposition \([4]\) is valid and that

\[
\forall \theta \in \Theta_0 : \quad \xi(\theta) = c,
\]

with \( c \in \mathbb{R} \), then \((45)\) ensures the CFAR property.

Proof. Since \((45)\) is invariant, its decision statistic is a function of the maximal invariant statistic, whose distribution does not depend on the specific value of the parameter vector under \( H_0 \) but only on \( c \).

V. Illustrative Examples

In this section, we show the effectiveness of the newly proposed approach in three operating scenarios related to radar systems. For each scenario, we compare the proposed solutions with Two-Stage (TS) architectures consisting of an estimation stage devoted to the model order selection and a detection stage which exploits the model order estimate provided by the first stage.

In what follows, the performance of the proposed approach is investigated in terms of the Probability of Correct Detection, \( P_{d_{\text{m}}} \), say, defined as \( P_{d_{\text{m}}} = P(H_m | H_m) \) as well as either the classification histograms (a point better explained in the next subsections) or the Root Mean Square Errors (RMSEs) of the interest parameters. Moreover, the above performance metrics are computed resorting to standard Monte Carlo counting techniques over \( 10^4 \) and \( 100/P_{fa} \) independent trials to estimate the \( P_{d_{\text{m}}} \) and the thresholds to guarantee a preassigned \( P_{fa} = P(H_{\text{m}}, n > 0 | H_0) \), respectively. Finally, all the numerical examples assume \( K = 32 \), \( P_{fa} = 10^{-4} \), a thermal noise power \( \sigma_n^2 = 1 \), and a radar system equipped with \( N = 16 \) spatial channels leading to the following expression for the nominal steering vector \([44]\)

\[
\mathbf{v}(\theta) = \frac{1}{\sqrt{16}} [e^{j\pi\sin\theta}, \ldots, e^{j\pi2\sin\theta}]^T,
\]

where \( \theta \) is the steering angle measured with respect to the antenna boresight.

A. Multiple Noise-like Jammers Detection

Let us assume that the considered radar system is listening to the environment in the presence of an unknown number of NLJs. Samples of interest are organized into \( N \)-dimensional vectors denoted by \( z_k, k = 1, \ldots, K \). Note that, in this case, data under test are not affected by clutter since they are collected without transmitting any signal \([18], [56]\). Thus, the detection problem at hand can be formulated in terms of the following multiple hypothesis test

\[
\begin{align*}
H_0 : & \quad z_k \sim \mathcal{C}N(N(0, \sigma_n^2 I)), \\
H_{m} : & \quad z_k \sim \mathcal{C}N(N(0, \sigma_n^2 I + M_J(m))), \quad k = 1, \ldots, K, \quad m = 1, \ldots, N_J,
\end{align*}
\]

where \( M_J(m) \in \mathbb{C}^{N \times N} \) is the unknown positive semidefinite matrix representing the jammer component whose rank is denoted by \( m \) and is related to the actual number of directions from which interfering signals hit the system, \( N_J \leq N \) is the maximum allowable number of such directions, and \( \sigma_n^2 I \) with unknown \( \sigma_n^2 > 0 \) is the noise component.

In order to apply \((45)\), we need to compute the logarithm of the GLR for \((51)\) and the penalty term. The former is computed by following the lead of \([18]\), where the role of \( r \) is played...
by $m$, to come up with
\[
\hat{\lambda}_1(Z; m) = \log \left\{ \frac{1}{K(N - m)} \sum_{i=m+1}^{N} \gamma_i \right\}^{K(N-m)}.
\]
\[
m = 1, \ldots, N_f.
\]

where $Z = [z_1, \ldots, z_K]$ and $\gamma_1 \geq \ldots \geq \gamma_N \geq 0$ are the eigenvalues of $ZZ^T$. The penalty term can be written by noticing that the number of unknown parameters is $p = m(2N - m) + 1$ while $T = 2KN$. Notice that $T$ depends on $N$ and, hence, we exploits (41) to find another suitable asymptotic approximation in place of (45)(d). Specifically, we assume that only $K$ goes to infinity obtaining $h(m) = \frac{p_r + p_c}{2} \log(K)$ (in the following we refer to this penalty term as modified (46)(d)).

The considered simulation scenario comprises three noise jammers with different Angle Of Arrivals (AOA), viz., $10^\circ$, $20^\circ$, and $-15^\circ$, respectively, and sharing the same power. Therefore, the jammer component of the data covariance matrix can be written as $M_j = JNR \sum_{i=1}^{3} v(\theta_i) v^T(\theta_i)$, where $\theta_i$ is the AOA of the $i$th noise-like jammer and JNR the Jammer to Noise Ratio. Finally, we set $N_f = 6$. As already stated, for comparison purposes, we show the performance of analogous TS architectures where the MOS rule at the first stage shares up to a factor 2 the same penalty term as (45) whereas the second stage is given by the GLRT for known $m$.

Figure 1, where we plot the $P_{d|3}$ versus JNR, shows that the curves related to the new decision schemes are perfectly overlapped to those of the TS architectures. The worst performance is provided by (45) coupled with (46)(a) due to the nonnegligible attitude of the latter to overestimate the hypothesis order as shown in the next figure. Such behavior, although in a milder form, can also be noted for (45) coupled with (46)(b) whose detection curve exhibits a floor. On the other hand, (45) coupled with (46)(c) and (45) coupled with modified (46)(d) provide satisfactory performance.

Finally, in Figure 2 we plot the classification histograms, namely the probability to select $H_m$, $m = 1, 2, 3, 4, 5, 6$, under $H_n$, $n = 1, 2, 3$ and assuming $\text{JNR} = 10 \text{ dB}$. It clearly turns out the significant overestimation inclination of (45) coupled with (46)(a). The remaining decision schemes exhibit a percentage of correct classification very close to 100% except for (45) coupled with (46)(b) whose percentages are around 90%.

Other results not reported here for brevity highlight that (45) coupled with (46)(c) and (45) coupled with modified (46)(d) maintain good detection and classification performance for different parameter settings whereas the behavior of the other competitors is more sensitive to the specific parameter values experiencing in some situations a significant performance degradation.

\[\lambda_1(Z; m) = \log \left\{ \frac{1}{K(N - m)} \sum_{i=m+1}^{N} \gamma_i \right\}^{K(N-m)}.
\]

\[m = 1, \ldots, N_f.
\]

\[\text{where } Z = [z_1, \ldots, z_K] \text{ and } \gamma_1 \geq \ldots \geq \gamma_N \geq 0 \text{ are the eigenvalues of } ZZ^T.\]

\[\text{The penalty term can be written by noticing that the number of unknown parameters is } p = m(2N - m) + 1 \text{ while } T = 2KN. \text{ Notice that } T \text{ depends on } N \text{ and, hence, we exploits (41) to find another suitable asymptotic approximation in place of (45)(d). Specifically, we assume that only } K \text{ goes to infinity obtaining } h(m) = \frac{p_r + p_c}{2} \log(K) \text{ (in the following we refer to this penalty term as modified (46)(d)).} \]

\[\text{The considered simulation scenario comprises three noise jammers with different Angle Of Arrivals (AOA), viz., 10°, 20°, and -15°, respectively, and sharing the same power. Therefore, the jammer component of the data covariance} \]

\[\text{matrix can be written as } M_j = JNR \sum_{i=1}^{3} v(\theta_i) v^T(\theta_i), \text{where } \theta_i \text{ is the AOA of the } i\text{th noise-like jammer and JNR the Jammer to Noise Ratio. Finally, we set } N_f = 6. \text{As already stated, for comparison purposes, we show the performance of analogous TS architectures where the MOS rule at the first stage shares up to a factor 2 the same penalty term as (45) whereas the second stage is given by the GLRT for known } m. \]

\[\text{Figure 1, where we plot the } P_{d|3} \text{ versus JNR, shows that the curves related to the new decision schemes are perfectly overlapped to those of the TS architectures. The worst performance is provided by (45) coupled with (46)(a) due to the nonnegligible attitude of the latter to overestimate the hypothesis order as shown in the next figure. Such behavior, although in a milder form, can also be noted for (45) coupled with (46)(b) whose detection curve exhibits a floor. On the other hand, (45) coupled with (46)(c) and (45) coupled with modified (46)(d) provide satisfactory performance.} \]

\[\text{Finally, in Figure 2 we plot the classification histograms, namely the probability to select } H_m, \text{ } m = 1, 2, 3, 4, 5, 6, \text{under } H_n, \text{ } n = 1, 2, 3 \text{ and assuming JNR = 10 dB. It clearly turns out the significant overestimation inclination of (45) coupled with (46)(a). The remaining decision schemes exhibit a percentage of correct classification very close to 100% except for (45) coupled with (46)(b) whose percentages are around 90%}. \]

\[\text{Other results not reported here for brevity highlight that (45) coupled with (46)(c) and (45) coupled with modified (46)(d) maintain good detection and classification performance for different parameter settings whereas the behavior of the other competitors is more sensitive to the specific parameter values experiencing in some situations a significant performance degradation.} \]
where $\tilde{\theta}$ while a possible to show that $q$ span the jammer subspace $\tilde{v}$ having set $2$ vector of the target, namely $v$.

As an example, consider the following matrix $\mathbf{J}$:

$$\mathbf{J} = \begin{bmatrix}
1 & 2 \\
3 & 4
\end{bmatrix}$$

For simplicity, the subspace of the coherent interferer is set $\mathbf{S}$, where $\theta$ holds in a scenario where the actual AOs of the coherent jammer and target are $40^\circ$ and $0^\circ$, respectively. For simplicity, the subspace of the coherent interferer is set through the following matrix $\mathbf{J} = [v(\theta_{J,1}), v(\theta_{J,2}), v(\theta_{J,3})]$, where $\theta_{J,1} = 35^\circ$, $\theta_{J,2} = 40^\circ$, and $\theta_{J,3} = 45^\circ$. The Jammer-to-Clutter plus Noise Ratio (JCNR) is defined as $\text{JCNR} = v(\theta_{J,2})^T \mathbf{M}^{-1} v(\theta_{J,3})$.

Finally, we assume that the $(n,m)$th entry of the ICM is given by

$$M(n,m) = \sigma_n^2 + \sigma_c^2 \rho_{nc}^{|n-m|}, \quad (57)$$

with $\rho_{nc} = 0.95$ the one-lag correlation coefficient and $\sigma_c^2$ the clutter power.

Figure 3 shows the $P_{d|3}$ versus JCNR assuming SNR = 20 dB and CNR = 20 dB. The curves related to the TS counterparts, where the second stage is the GLRT corresponding to the hypothesis selected by the first stage, are also reported. Also in this case, the curves for the proposed architectures and their analogous TS counterparts are perfectly overlapped. The floor observed at low JCNR values is due to the presence of strong

useful signal components which increase the decision statistic value. The figure draws a ranking where the first position is occupied by $\mathbf{45}$ coupled with $\mathbf{46}(a)$ followed by $\mathbf{45}$ coupled with $\mathbf{46}(b)$, $\mathbf{45}$ coupled with $\mathbf{46}(c)$, and, finally, $\mathbf{45}$ coupled with modified $\mathbf{46}$(d). However, such ranking may be misleading since $\mathbf{45}$ coupled with $\mathbf{46}(a)$ or $\mathbf{46}(b)$ is inclined to overestimate the hypothesis order. As a matter of fact, from the classification histograms shown in Figure 4 such behavior is evident, whereas $\mathbf{45}$ coupled with $\mathbf{46}(c)$ or modified $\mathbf{46}$(d) exhibits a more reliable performance with a percentage of correct classification greater than 80% for each hypothesis.

C. Range-spread Targets

The last illustrative example is related to range-spread targets whose size is greater than the range resolution leading to scattering centers belonging to several contiguous range bins.
Moreover, we assume that target size in terms of contiguous range bins and position are not known. Thus, instead of the conventional detection procedure which examines one range bin at a time, we resort to the proposed framework to devise an architecture that processes a set of contiguous range bins (window under test). This scenario naturally leads to a multiple-hypothesis test where each alternative hypothesis is associated with a specific target size and position. Note that this detection problem is similar to that addressed in [31] except for the size of the extended target which is not known here. Summarizing, the multiple hypothesis test modeling the problem at hand has the following expression

\[
\begin{aligned}
H_0 &: z_l = n_l, \ l \in \Omega_T, \ z_k = n_k, \ k \in \Omega_S \\
H_m &: z_l = \alpha_l v + n_l, \ l \in \Omega_m \subseteq \Omega_T, \ z_k = n_k, \ k \in \Omega_S \\
z_l = n_l, \ l \in \Omega_T \setminus \Omega_m
\end{aligned}
\]  

where \(v\) is defined in the previous subsection, \(\Omega_T = \{1, \ldots, L\}\), \(\Omega_S = \{L + 1, \ldots, L + K\}\), \(\Omega_m \subseteq \Omega_T\) is the set of consecutive range bins containing useful signal components.

Based upon the results of [12], the logarithm of the GLR for the above problem can be written as

\[
\hat{\lambda}_1(Z; m) = (L + K) \left\{ \log \det (S_0) - \log \det \left[ \sum_{l \in \Omega_m} \left( z_l - v^\dagger S_0^{-1} z_l \right) \left( z_l - v^\dagger S_0^{-1} v \right)^\dagger + S_1 \right] \right\}
\]

where \(S_0 = \sum_{l=1}^{L} z_l z_l^\dagger + S\) with \(S = \sum_{k=L+1}^{L+K} z_k z_k^\dagger\) and \(S_1 = \sum_{l \in \Omega_T \setminus \Omega_m} z_l z_l^\dagger + S\). The number of unknown parameters is \(p = 2|\Omega_m| + 1 + N^2\) while \(T = 2(L + K)N\). The penalty factor raising from the asymptotic approximation of (41) for \(K \to +\infty\) is the same as in the previous subsections.

The performance of the proposed MOS-based detectors are assessed assuming the same ICM as in the previous subsection (see [57]). In addition, the target is assumed to be located at the antenna boresight and occupying the range bins \(\{4, 5\}\) within a window under test of size \(L = 10\). After suitably labeling all the alternative hypotheses through the index \(m = 1, \ldots, 55\), the index associated with the actual position and size of the target is \(m = 14\). Thus, the figure of merit becomes \(P_{d|14}\) and it is estimated in Figure 5 as a function of the SINR whose expression is given by SINR = \(\sum_{l \in \{4, 5\}} |\alpha_l|^2 v^\dagger M^{-1} v\) with CNR = 20 dB. The results show that only the curve related to (45) coupled with (46)(c) and (its TS counterpart) with \(\rho = 15\) achieves \(P_{d|14} = 1\), whereas the curves of the other decision rules saturate to low values with the newly proposed architectures overcoming the TS competitors. This situation can be explained analyzing the next figure where in place of the classification histograms, we show the Root Mean Square Error (RMSE) for target size and position. The choice of these figures of merit is due to the large number of hypotheses that makes the histogram readability very difficult. The inspection of this figure points out that the estimates returned by (45) coupled with (46)(a), (46)(b), and modified (46)(d) take on a constant value for high SINR values with the side effect of lowering the correct detection probability. On the other hand, the RMSE curves associated with (45) coupled with (46)(c) decrease to zero as the SINR increases by virtue of the tuning parameter, which is set in order to contrast the overestimation behavior generated by the presence of several nested hypotheses.

VI. CONCLUSIONS

In this paper, we have developed a new framework based upon information theoretic criteria to address multiple hypothesis testing problems. Specifically, we have considered multiple (possible nested) alternative hypotheses and only one null hypothesis. Such problems frequently rise in radar scenarios of practical interest. The proposed design procedure exploits the KLIC to come up with decision statistics that incorporate a penalized GLR, where the penalty term depends on the number of unknown parameters, which, in turn, is related to the specific alternative hypothesis under consideration. Interestingly, such framework provides an information theoretic derivation of the GLRT and lays the foundation for the design of detection architectures capable of operating in the presence of multiple alternative hypotheses solving the limitations of the MLA which exhibits an overestimation inclination when the hypotheses are nested. Moreover, we have shown that under some specific conditions, decision schemes devised within this framework ensure the CFAR property. Finally, we have applied the new design procedure
to three different radar detection problems and investigated the performance of four new detectors also in comparison with the analogous TS counterparts, whose structure is more complex to be implemented in real systems and that are slightly more time demanding than the former. The analysis has singled out (45) coupled with (46)(c) as the first choice at least for the considered cases, whereas (45) coupled with (46)(d) arises as the second choice since it is a parameter-free decision scheme and represents a good compromise between detection and classification performance in most cases. However, it is important to notice that different study cases require further investigations which may lead to different results.

Future research tracks may encompass the analysis where the GLR is replaced by asymptotically equivalent statistics or the derivation of other decision rules based upon the joint ML and maximum a posteriori estimation procedure testing several priors for the number of parameters.

ACKNOWLEDGMENTS

The authors would like to thank Prof. A. De Maio and Prof. G. Ricci for the interesting discussions.

APPENDIX

Decision rule (45) can be viewed as the result of a suitable log-likelihood regularization, which aims at overcoming the previously described limitations of the ML approach in the case of nested models. To this end, we assume that the number of parameters of interest under $H_1$ is a discrete random variable with a prior promoting low-dimensional model in order to mitigate the natural inclination of the ML approach to overestimate the model size.

With the above remarks in mind, a possible probability mass function for $p_r$ is chosen as

$$\pi(p_r) = \frac{1}{A} e^{-g(p_r)}, \quad p_r \in \Omega_r,$$

where $g(\cdot)$ is a positive and increasing function of $p_r$ and $A$ is a normalization constant such that $A = \sum_{p \in \Omega_r} e^{-g(p_r)}$. For the next development, it is important to note that if $p_r$ is a continuous random variable, the joint pdf of $Z$ and $p_r$ can be recast as

$$f(Z, p_r; \theta_{r1}, \theta_s) = f(Z; \theta_{r1}, \theta_s) f(p_r),$$

where $f(p_r)$ is the pdf of $p_r$. However, since $p_r$ is a discrete random variable, the joint pdf of $Z$ and $p_r$ is available only in the generalized sense exhibiting Dirac delta functions in correspondence of the values assumed by $p_r$. Thus, if we consider the following decision rule

$$\max_{p_r \in \Omega_r} \max_{\theta_{r1}, \theta_s} \frac{\log f(Z; \theta_{r1}, \theta_s|p_r,) \pi(p_r)}{f_0(Z; \theta_{r0}, \theta_s)} H_1 \overset{\text{def}}{=} H_0 \overset{\text{def}}{=} \eta,$$

at the numerator, we attempt to maximize the multipliers of the Dirac delta functions, i.e., it only focuses on the lines where the probability masses are located. In this sense, the optimization at the numerator can be interpreted in terms of the joint ML and maximum a posteriori estimation procedure (21, 28). The above architecture can be written as

$$\max_{p_r \in \Omega_r} \max_{\theta_{r1}, \theta_s} \log f(Z; \theta_{r1}, \theta_s|p_r,) \pi(p_r) = H_1 \overset{\text{def}}{=} H_0 \overset{\text{def}}{=} \eta,$$

After maximizing with respect to $\theta_{r1}, \theta_{r0}, \theta_s$, and $g$,

$$\max_{p_r \in \Omega_r} \left\{ \log \frac{f(Z; \theta_{r1}, \theta_s|p_r)}{f(Z; \theta_{r0}, \theta_s)} + \log \pi(p_r) \right\} \overset{\text{def}}{=} H_1 \overset{\text{def}}{=} H_0 \overset{\text{def}}{=} \eta.$$

The above decision scheme has the same structure as (45) and, when $g(p_r) = h(p_r)$, they are equivalent. Nevertheless, several alternatives can be used for $g(p_r)$ to come up with different penalization terms.
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