ABSTRACT

We propose a novel linear semi-supervised learning formulation that is derived from a solid probabilistic framework: belief propagation. We show that our formulation generalizes a number of label propagation algorithms described in the literature by allowing them to propagate generalized assumptions about influences between classes of neighboring nodes. We call this formulation Semi-Supervised Learning with Heterophily (SSL-H). We also show how the affinity matrix can be learned from observed data with a simple convex optimization framework that is inspired by locally linear embedding. We call this approach Linear Heterophily Estimation (LHE). Experiments on synthetic data show that both approaches combined can learn heterophily of a graph with 1M nodes, 10M edges and few labels in under 1min, and give better labeling accuracies than a baseline method in the case of small fraction of explicitly labeled nodes.

1. INTRODUCTION

Graph-based Semi-Supervised Learning (SSL) methods define a graph where the nodes are labeled and unlabeled examples in the dataset, and where (potentially weighted) edges reflect the similarity of examples [26]. Given this input, the goal of SSL is to infer the labels of the unlabeled data. Existing methods commonly assume “smoothness” of labels over the graph, i.e. a certain homophily or assortative mixing property in the network that results in “birds of a feather flock together.” However, the reverse is often true in actual data and is also called heterophily (“opposites attract”). Previous work has looked into ways to adapt the existing SSL frameworks to handle both similarity and dissimilarity (e.g., [7] and [21]). These methods are limited to expressing binary dependencies between nodes (e.g., more similar or more dissimilar). We are interested in more general constraints among classes and also how to learn them from data. For example, assume a social dating network with three different kinds of classes amongst its users. Class 1 prefers to date users of class 2 (and v.v.), whereas users of class 3 prefer to date among themselves (see Fig. 1a).¹

We call these relations simply heterophily relations, as they naturally generalize notions of similarity/dissimilarity and assortative or disassortative mixing.²

In this paper, we show how existing SSL methods (e.g., those based on Local and Global Consistency (LGC) [25] or Harmonic Function methods (HF) [27]) can be generalized in a natural way as to allow to propagate heterophily from labeled to unlabeled data. This allows us to propagate label information through a graph in the presence of heterophily, thus, generalizing the commonly implied smoothness assumption between nodes of similar labels. In this regard, this work draws heavily upon and provides a generalization of our recent work on linearizing the update equations of belief propagation [6].

Our key idea relies on well-known and intuitive facts from Markov chains and properties of symmetric doubly stochastic matrices. We illustrate with the help of Fig. 2c: when a stochastic vector x (which, e.g., represents the inferred label distribution of a certain node) is transformed (or “modulated”) with a doubly stochastic matrix H, then the re-
Semisupervised Learning with Heterophily (SSL-H).

We generalize semi-supervised learning to general heterophily assumptions. The commonly used smoothness assumption is the important special case with the identify matrix as affinity matrix.

2. **Linear Heterophily Estimation (LHE):** We show how heterophily can be learned from existing partially labeled data even at the presence of few labels. This resolves the issue that the propagation matrix would otherwise have to be supplied by domain experts.

**Outline.** Section 2 starts with reviewing existing work that our approaches builds upon. Section 3 gives our first contribution and show how to generalize semisupervised learning to heterophily. Section 4 gives our second contribution and shows how heterophily can be learned from partially labeled data. Section 5 gives experiments, Section 6 reviews related work, before Section 7 concludes.

2. **BACKGROUND**

Here we describe three highly related bodies of work that the methods described in this paper build upon.

2.1 **Semi-Supervised Learning (SSL)**

Semi-supervised learning methods (SSL) derive their formalism usually by motivating a loss function consisting of (i) a fit term to existing labels, e.g. \((f_i - x_i)^2\) where \(x_i\) denotes the given label and \(f_i\) the learned label, and (ii) a smoothness term or regularizer, e.g. \((f_i - f_j)^2\). We focus our discussion here only on the most important aspects of SSL and refer to [26] and [4] for two excellent surveys on SSL. We follow here the exposition of [1] with two notable restrictions: (i) we assume a symmetric graph structure \(W = W^\top\); (ii) we allow relabeling of already labeled information \(((f_i - x_i)^2 \neq 0\) possible). We focus on three methods, in particular:

1. The harmonic function method (HF) [27] minimizes the loss function \(E(f) = \sum_i (f_i - x_i)^2 + \frac{1}{2} \sum_{i,j} W_{ij} (f_i - f_j)^2\). Figure 3 shows \(E(f)\) by using the Laplacian matrix: \(L = D - W\).
2. The linear neighborhood propagation (LNP) [22] is a variation in which the weights of the neighbors of a node \(i\) need to sum up to 1: \(\sum_j W_{ij} = 1\). The update equation can thus be written slightly simpler by using \(\alpha = \frac{1}{\sqrt{\sigma_i^2}}\).
3. The local and global consistency method (LGC) [25] is similar to HF except for normalizing the labeling function by the square root of the degrees of each node: \(E(f) = \sum_i (f_i - x_i)^2 + \frac{1}{2} \sum_{i,j} W_{ij} (\frac{f_i - f_j}{\sqrt{\sigma_i^2}})^2\) The energy function can thus be written by using the normalized Laplacian matrix: \(L_n = D^{-\frac{1}{2}}LD^{-\frac{1}{2}}\), and the update equations by using \(L_n = I - L_n\).

**Multi-class classification with homophily.** It is easy to extend existing label propagation algorithms to multi-class classification problems [22] by assigning with a vector to each node, where each entry represents the belief of a node in a particular labeling class. Suppose there are \(k\) classes, and the label set becomes \(\mathcal{L} = \{1, 2, \ldots, k\}\). Let \(M\) be a set of \(n \times k\) matrices with nonnegative real-valued entries. Any matrix \(F = [F_1, F_2, \ldots, F_k]^\top \in M\) corresponds to a specific classification on \(X\) that labels \(i\) as \(y_i = \arg \max_{j \leq k} F_{ij}\). Thus, \(F\) can be viewed as the \(n \times d\)-dimensional label matrix or as a function that assign labels for each data point. Initially, we set \(F_0 = T\), where \(T_{ij} = 1\) if \(x_i\) is labeled as \(j\), and \(T_{ij} = 0\) otherwise, and for unlabeled points, \(T_{ij} = 0\) if \(j \leq k\).
Update equation Closed form Loss function

Previous methods for binary case:
HF [27] $f \leftarrow (I + \mu D)^{-1}(x + \mu Wf)$ $f = (I + \mu L)^{-1}x$ $E(f) = ||f - x||^2 + \mu f^\top Lf$
LNP [22] $f \leftarrow \alpha x + \alpha Lf$ $f = \alpha(I - \alpha W)^{-1}x$ $E(f) = ||f - x||^2 + \mu f^\top Lf$
LGC [25] $f \leftarrow \alpha x + \alpha Lf$ $f = \alpha(I - \alpha L)^{-1}x$ $E(f) = ||f - x||^2 + \mu f^\top f$
FaBP [10] $f \leftarrow x + 2\alpha Wf$ $f = (I - 2\alpha W)^{-1}x$ $E(f) = ||f - x - 2\alpha Wf||^2$ (shown in this paper)

Previous methods for multi-class case:
HF $F \leftarrow (I + \mu D)^{-1}(X + \mu WF)$ $F = (I + \mu L)^{-1}X$ $E(F) = ||F - X||^2 + \frac{\mu}{2} \sum_{ij} W_{ij} \sum_k (F_{ik} - F_{jk})^2$
LNP $F \leftarrow \alpha X + \alpha WF$ $F = \alpha(I - \alpha W)^{-1}X$ $E(F) = ||F - X||^2 + \frac{\mu}{2} \sum_{ij} W_{ij} \sum_k \left( \frac{F_{ik} - F_{jk}}{\sqrt{W_{ik}} \sqrt{W_{jk}}} \right)^2$
LGC $F \leftarrow \alpha X + \alpha L, F$ $F = \alpha(I - \alpha L)^{-1}X$ $E(F) = ||F - X||^2 + \frac{\mu}{2} \sum_{ij} W_{ij} \sum_k \left( \frac{F_{ik} - F_{jk}}{\sqrt{W_{ik}} \sqrt{W_{jk}}} \right)^2$
LinBP [6] $F \leftarrow X + WFH$ $\text{vec}(F) = (I - H \otimes W)^{-1} \text{vec}(X)$ $E(F) = ||F - X - WFH||^2$ (shown in this paper)

Figure 3: HF: harmonic function method (according to [1]), LNP: linear neighborhood propagation, LGC: local and global consistency method, FaBP: fast belief propagation. LinBP: linearized belief propagation. The symbol $\otimes$ is used for repeated entries.

Figure 3 show the required changes to the loss function, update equations and closed-form solutions for HF, LNP and LGP, respectively (we will discuss FaBP and LinBP separately). Importantly, notice that labels for different classes do not interact with each other. In other words, they have no influence on each other.

### 2.2 Locally Linear Embedding (LLE)

Locally linear embedding (LLE) [15] is a method to derive compact representations of high-dimensional data by building a linear relationship among neighboring points. It is originally an unsupervised learning algorithm. We will later use the formulation for our SSL scenario, namely estimating the heterophily matrix $H$ instead of the embedding $W$ from data. We follow here exactly the exposition in the original paper [11] while using our notation.

The LLE algorithm assumes the data consist of $n$ real-valued vectors $x_i$, each of dimensionality $k$. LLE then reconstructs each data point from its neighbors by constructing a locally linear combination. Reconstruction errors are measured by the loss function:

$$E(W) = \sum_i ||x_i - \sum_j W_{ij} x_j||^2$$  (1)

which adds up the squared distances between all the data points and their reconstructions. The weights $W_{ij}$ summarize the contribution of the $j$-th data point to the $i$-th reconstruction. To compute the weights $W_{ij}$, one minimizes the cost function subject to the constraint of all rows of the weight matrix summing to one: $\sum_j W_{ij} = 1$. The optimal weights $W_{ij}$ are found by solving a least-squares problem and can be computed in closed form.

Consider a particular data point $x$ with neighbors $\eta_i$ and sum-to-one reconstruction weights $w$. The reconstruction error $||x - \sum_{j=1}^K w_j \eta_j||^2$ is minimized in three steps: First, evaluate inner products between neighbors to compute the neighborhood correlation matrix, $C_{jk} = \eta_j \eta_k$ and its matrix inverse, $C^{-1}$. Second, compute the Lagrange multiplier, $\lambda = \alpha/\beta$, that enforces the sum-to-one constraint, where $\alpha = 1 - \sum_j C_{jk}^2 \eta_k \eta_j$ and $\beta = \sum_j C_{jk}^2$. Third, compute the reconstruction weights: $w_j = \sum_k C_{jk} \eta_k + \lambda$.

In the final step of LLE, each high-dimensional observation $x_i$ is mapped to a low-dimensional vector $f_i$ representing global internal coordinates on the manifold. This is done by choosing $d < k$-dimensional coordinates $f_i$ to minimize the embedding cost function

$$E(f) = \sum_i ||f_i - \sum_j W_{ij} f_j||^2$$  (2)

This cost function, like the previous one, is based on locally linear reconstruction errors, but here we fix the weights $W_{ij}$ while optimizing the coordinates $f_i$.

### 2.3 Linearized Belief Propagation (LinBP)

Another widely used methods for semi-supervised reasoning in networked data is Belief Propagation (BP) [18]. Similar to the other SSL methods, BP helps to propagate the information from a few labeled nodes throughout the network by iteratively propagating information between neighboring nodes. In addition, it can handle the case of multiple classes influencing each other. For graphs with loops, however, BP has well-known convergence problems (see [18] for a detailed discussion from a practitioner’s point of view). While there is a lot of work on convergence of BP [5, 12], exact criteria for convergence are not known [13, Sec. 22], and practical use of BP is still non-trivial [18].

Motivated by this, Koutra et al. [10] proposed to linearize belief propagation for the case of two classes and proposed fast belief propagation (FaBP) as a method to propagate existing knowledge of homophily or heterophily to unlabeled data. This framework allows to specify a homophily factor $h$ ($h > 0$ for homophily or $h < 0$ for heterophily) and then use this algorithm with exact convergence criteria for binary classification (e.g., yes/no or male/female).

In [6], we have recently solved the problem for the multi-class case and proposed Linearized Belief Propagation (LinBP) as an efficient linearization of belief propagation on pairwise Markov random fields. Our observations stem from the insight that the original update equations of belief propagation (here written compactly in matrix notation by using the symbol $\otimes$ for the Hadamard product$^3$)

$$f_i \propto x_i \otimes \bigoplus_{j \in \mathcal{N}(i)} m_{ij}$$

$$m_{ij} \propto H(x_i \otimes \bigoplus_{j \in \mathcal{N}(i)} m_{ij})$$

$^3$Notice that in [6], we distinguished between two versions of linearized belief propagation: LinBP and LinBP*. The formulation of LinBP that we consider in this paper corresponds to LinBP* while we do not discuss the original LinBP version.

$^4$The Hadamard product (also called component-wise multiplication operator), is defined by: $Z = X \otimes Y \Leftrightarrow Z(i,j) = X(i,j) \cdot Y(i,j)$. 
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can be approximated by linearized equations
\[ f_i \leftarrow \hat{x}_i + \frac{1}{k} \sum_{j \in N(i)} \hat{m}_{ji} \] (3)
\[ \hat{m}_{it} \leftarrow \hat{H} (\hat{f}_i - \frac{1}{k} \hat{m}_{ti}) \] (4)
by “centering” all variables around appropriate values. We call a vector or matrix \( x \) “centered around \( c \)” if all its entries are close to \( c \) and their average is exactly \( c \). If a vector \( x \) is centered around \( c \), then the residual vector around \( c \) is defined as \( \hat{x} = [x_1 - c, x_2 - c, \ldots] \). Accordingly, we denote a matrix \( \hat{X} \) as a residual matrix if each column and row vector corresponds to a residual vector.

Concretely, we centered the \( k \)-dimensional message vectors \( \hat{m} \) are around 1, and centered all the other \( k \)-dimensional vectors/matrices around 1/k. Thus, they become probability vectors and their entries have to sum up to 1. As a consequence, \( \hat{H} \in \mathbb{R}^{k \times k} \) is the residual coupling matrix that makes explicit the relative attraction and repulsion: the sign of \( \hat{H}_{ji} \) tells us if the class \( j \) attracts or repels class \( i \) in a neighbor, and the magnitude of \( \hat{H}_{ji} \) indicates the strength. Subsequently, this centering allows us to rewrite belief propagation in terms of the residuals. Importantly, the derived messages remain centered for any iteration and thus no normalization is necessary.

We have also given an iterative calculation of the final beliefs. Starting with an arbitrary initialization of \( \hat{F} \) (e.g., all values zero), we repeatedly compute the right hand side of the equations and update the values of \( \hat{F} \) until the process converges: We have shown that the solution of LinBP can be calculated by applying the following iterative update equation:
\[ \hat{F} \leftarrow \hat{X} + \hat{W} \hat{F} \hat{H} \] (LinBP) (5)
Thus, the final beliefs of each node can be computed via elegant matrix operations and optimized solvers. In addition, this formalism allows a closed form solution:

**Proposition 1 (Closed-form [6]).** The closed-form solution for Eq. 5 is given by:
\[ \text{vec}(\hat{F}) = (1 - \hat{H} \otimes \hat{W})^{-1} \text{vec}(\hat{X}) \] (6)

Furthermore, by analyzing Eq. 6, we could derive exact (sufficient and necessary) conditions for convergence of our update equations based on the spectral radius (\( \rho \)) of the adjacency matrix \( \hat{W} \) and the affinity matrix \( \hat{H} \):

**Lemma 2 (Convergence [6]).** Necessary and sufficient criterion for convergence of LinBP is:

LinBP converges \( \iff \rho(\hat{H}) < \frac{1}{\rho(\hat{W})} \) (7)

In practice, we use the matrix \( \hat{H} \) as a scaled version of an original unscaled but centered matrix: \( \hat{H} = \epsilon_h \hat{H}_0 \).

### 3. GENERALIZING SSL FOR HETEROPHILY

We illustrate here generalizing the update equations for the harmonic functions (HF) method [27] to Harmonic functions with heterophily (HFH).

**Derivation from regularization framework.** In the following, we partially follow the exposition by Bengio et al. [1]. Assume \( n \) nodes with \( \ell \) labeled nodes, and WLOG all labeled nodes have index \( i \leq \ell \). The harmonic function method (HF) [27] then minimizes the loss function
\[ E(f) = \sum_i (f_i - x_i)^2 + \frac{1}{2} \sum_{i,j} \hat{W}_{ij} (f_i - f_j)^2 \]
Let \( G \) be the diagonal matrix with \( G_{ii} = 1 \) if \( i \leq \ell \), and \( G_{ii} = 0 \), otherwise and write \( L = D - W \) for the graph Laplacian matrix. Thus, we can alternatively write:
\[ E(f) = ||Gf - Gx||^2 + \mu f^\top Lf \]
We get as derivative:
\[ \frac{\partial E(f)}{\partial f} = G(f - x) + \mu Lf \]
Setting the derivative to 0, we get:
\[ (G + \mu L)f = Gx \]
\[ f = (G + \mu L)^{-1} Gx \]

**Modulating the existing update equations.** Intuitively, the previous equations can be seen as a weighted average of the neighbors’ current labels, where for labeled examples we overwrite the propagated values with the initial label.

In the following, we write slightly different update equations. Let’s call \( P := D^{-1} W \) the row-stochastic adjacency matrix and write the update equation as follows:
\[ f' \leftarrow Pf \]
However, we always use the explicit label if available, i.e. the labels of explicit beliefs constrained to be equal \( x \):
\[ f_i \leftarrow \begin{cases} f'_i & \text{if } i \text{ implicit node} \\ x_i & \text{if } i \text{ explicit node} \end{cases} \]
Another way to write this is by defining \( P^x \) with:
\[ P^x_{i,j} \leftarrow \begin{cases} P_{i,j} & \text{if } i \text{ implicit node} \\ 0 & \text{if } i \text{ explicit node} \end{cases} \]
and writing:
\[ f \leftarrow x + P^x f \]
In other words, we define a new matrix that is the result of deleting all column for the indices of explicit beliefs. An alternative way to write this is by defining a column vector \( e \) that has an entry 1 for all indices of explicit beliefs, and 0 otherwise. Then, \( e = 1 - e \), and \( P^x = 1 \cdot e^\top \odot P \).

New assume we have \( k \) different classes, and we propagate each separately. However, the nodes are the same across all classes. Then the multi-class version is
\[ F \leftarrow X + P^x F \]
The, we get the closed form after convergence:
\[ F = X + P^x F \]
\[ F = (I - P^x)^{-1} X \]

New, we can next introduce “heterophily propagation,” i.e. we modulate the vectors before propagating them:
\[ F \leftarrow X + P^x F H \] (HHF) (8)
We can now use the exact same mathematics we had derived in [6] in order to determine the closed-form as follows:

\[ \text{vec}(\mathbf{F}) = (\mathbf{I} - \mathbf{H} \otimes \mathbf{P}^x)^{-1} \text{vec}(\mathbf{X}) \]

Notice that the above update equations will always converge as long as the spectral radius of \( \mathbf{P}^x < 1 \). This is the case if each connected component has at least one explicit belief.

**Constrained LinBP (LinBP*).** We propose here a “constraint” variant of LinBP, where the labels of explicit nodes (sometimes depicted as \( \mathbf{f}_i \)) are constrained to the explicit beliefs \( (\mathbf{x}_i) \). We use the same trick as before by defining \( \mathbf{W}^\times \) with:

\[
\mathbf{W}^\times_{i,j} = \begin{cases} 
\mathbf{W}_{i,j} & \text{if } i > l \\
0 & \text{if } i \leq l
\end{cases}
\]
to get:

\[
\hat{\mathbf{F}} \leftarrow \bar{\mathbf{X}} + \mathbf{W}^\times \hat{\mathbf{F}} \mathbf{H}
\]

\[
\text{vec}(\hat{\mathbf{F}}) = (\mathbf{I} - \bar{\mathbf{H}} \otimes \mathbf{W}^\times)^{-1} \text{vec}(\bar{\mathbf{X}})
\]

We call the resulting formulation LinBP*, where the \( x \) notation means the constrained (or “fixed”) version of some propagation matrix.

**Generalization.** More generally, we propose here a general form of update equations and closed-form where the matrix \( \mathbf{M} \) can be chosen from existing semi-supervised learning methods.

\[
\mathbf{F} \leftarrow \bar{\mathbf{X}} + \mathbf{M} \mathbf{F} \mathbf{H}
\]

\[
\text{vec}(\mathbf{F}) = (\mathbf{I} - \bar{\mathbf{H}} \otimes \mathbf{M})^{-1} \text{vec}(\bar{\mathbf{X}})
\]

We have seen three examples: \( \mathbf{W} \) for LinBP, \( \mathbf{P}^x \) for HFH* and \( \mathbf{W}^\times \) for LinBP*.

## 4. LEARNING HETEROPHILY FROM DATA

In this section, we introduce our framework for learning heterophily from partially labeled data.

### 4.1 Baseline approach: MHE

We first introduce a straightforward baseline method that we call Myopic Heterophily Estimation (MHE). We call it “myopic” as it tries to infer the relative frequencies between different classes in the network by a straightforward frequency calculation, followed by a transformation into a symmetric doubly-stochastic matrix.

Given partially labeled \( n \times k \)-matrix \( \mathbf{X}' \), with \( \mathbf{X}'(i,c) = 1 \), if node \( i \) has label \( c \). Recall that some nodes have no label. Then the Matrix \( n \times k \)-matrix \( \mathbf{N} := \mathbf{W} \mathbf{X}' \) contains the number of neighbors of a certain class for each node, i.e., \( \mathbf{N}(i,c) \) determines the number of neighbors from \( i \) that are of class \( c \). Next, the matrix \( \mathbf{H}' = \mathbf{X}' \mathbf{N} = \mathbf{X}' \mathbf{W} \mathbf{X} \) has as entry \( H'(c,d) \) the number of nodes of class \( d \) that are neighbors of nodes of class \( c \). This matrix is symmetric, but not stochastic. One can make it row-stochastic by dividing each row by the sum of each row. Let’s call this matrix \( \mathbf{H}'^\prime \).

This matrix, however, is not symmetric anymore.

What are proposing as baseline method is touse the symmetric, doubly stochastic matrix \( \mathbf{H}'^\prime \) (i.e., it fulfills the conditions \( \mathbf{H} = \mathbf{H}'^\prime \) and \( \mathbf{H} \mathbf{1} = \mathbf{1} \)) that is closest to the matrix \( \mathbf{H} \) by using the Frobenius norm as distance:

\[
\arg\min_{\mathbf{H}} ||\mathbf{H} - \mathbf{H}'^\prime|| \quad \text{(MHE)}
\]

subject to \( \mathbf{H} = \mathbf{H}'^\prime \)

\[
\mathbf{H} \mathbf{1} = \mathbf{1}
\]

This problem can be solved efficiently with Algorithm 1 in [24] that finds a Frobenius-norm optimum doubly stochastic approximation to a given matrix.

Notice that in the case of an incompletely labeled graph, it suffices to consider only the subgraph induced by the labeled nodes.

**Example 3.** Consider the graph in Fig. 4a. Gray nodes are showing unlabeled nodes. Thus the graph we need to consider is only Fig. 4b. + shows classes 1 and 2, respectively. Then \( \mathbf{H}' = [0 \ 2] \). And \( \mathbf{H}'^\prime = \left[ \begin{array}{cc} 0 & 1 \\ 1 & 0 \end{array} \right] \). MHE leads to \( \mathbf{H}'^\prime = \left[ \begin{array}{cc} 1 & 3 \\ 3 & 1 \end{array} \right] \). In constrast, LHE leads to \( \mathbf{H} = \left[ \begin{array}{cc} 1 & 2 \\ 2 & 3 \end{array} \right] \).

### 4.2 Improved approach: LHE

We next give a simple energy minimization framework for LinBP. This formalization will allow us in a latter step to solve the problem of deriving the optimal heterophily matrix.

**Proposition 4 (LinBP loss function).** The energy function minimized by LinBP is

\[
E(\mathbf{F}) = ||\mathbf{F} - \mathbf{X} - \mathbf{WFH}||^2
\]

(9)

The proof follows immediately from our proof of convergence of LinBP [6].

We would next like to compare the loss functions for LLE (Eq. 1), LinBP (Eq. 9), and HF (Fig. 3):

\[
E(\mathbf{W}) = \sum_i ||\mathbf{x}_i - \sum_j \mathbf{W}_{i,j} \mathbf{x}_j||^2 \quad \text{(LLE)}
\]

\[
E(\mathbf{F}) = ||\mathbf{F} - \mathbf{X} - \mathbf{WFH}||^2 \quad \text{(LinBP)}
\]

\[
E(\mathbf{F}) = ||\mathbf{F} - \mathbf{X}||^2 + \frac{H}{2} \sum_{i,j} \sum_k (F_{ik} - F_{jk})^2 \quad \text{(HF)}
\]

Notice several similarities and differences: (i) LLE tries to learn \( \mathbf{W} \), whereas LinBP and HF try to learn \( \mathbf{F} \). (ii) By ignoring explicit labels \( \mathbf{X} \) (i.e., ignoring the fit term in HF and ignoring the vector in LinBP), and replacing \( \mathbf{H} \) with the identity matrix \( \mathbf{I} \), all three equations become the same. We thus propose the following two formalizations:
1. First, we propose to estimate the heterophily matrix \( \mathbf{H} \) from partially labeled data via the following loss function

\[
E(\mathbf{H}) = ||\mathbf{X} - \mathbf{W} \mathbf{X} \mathbf{H}||^2 \quad (\text{LHE}) \tag{10}
\]

This is justified for three reasons: (i) The difference between \( \mathbf{X} \) and \( \mathbf{F} \) is not important for learning of the heterophily matrix. These are two different loss functions and we can focus only on one of them; (ii) We can use the mathematical machinery developed for LLE for our own problem setup; and (iii) This formalism explains heterophily for both LinBP and HF, as we show next.

2. Second, we propose to regularize the generalization term of HF (and analogously for LNP and LGC) as follows:

\[
R(\mathbf{F}, \mathbf{H}) = \frac{1}{2} \sum_{i,j} W_{ij} ||\mathbf{F}_i - \mathbf{F}_j; \mathbf{H}||^2 \quad (\text{HHF}) \tag{11}
\]

Here, we write \( \mathbf{F}_i \) as short notation for the \( i \)-th row vector of the label matrix \( \mathbf{F} \). This is justified for two reasons: (i) For \( \mathbf{H} = \mathbf{I} \), we get back the original formulation of HF.\(^6\) (ii) As long as each entry \( \mathbf{F}_i \) is stochastic, the equations make sure that all updates and final labeling functions remain stochastic.

Thus, we propose in this section to learn the heterophily matrix via the following simple convex optimization problem:

\[
\arg\min_{\mathbf{H}} ||\mathbf{X} - \mathbf{W} \mathbf{X} \mathbf{H}||^2 \quad (\text{LHE}) \tag{12}
\]

subject to \( \mathbf{H} = \mathbf{H}^\top \)

\[ \mathbf{H} = \mathbf{1} \]

Notice that we can transform the simple constraint optimization problem from Eq. 12 into an even simpler unconstrained optimization problem. A \( k \times k \)-dimensional doubly stochastic matrix has \( k(k-1)/2 \) degrees of freedom, but \( k(k+1)/2 \) constraints which we need to impose as boundary conditions. In other words, we can pose the optimization problem simply over the degrees of freedom of the matrix. For example, for a \( k = 3 \), we have 3 degrees of freedom:

\[
\mathbf{H} = \begin{bmatrix}
1 & h_1 & h_2 \\
h_1 & 1 & h_3 \\
h_2 & h_3 & 1
\end{bmatrix}
\]

Thus we have an unconstrained optimization problem

\[
\arg\min_{\mathbf{H}} ||\mathbf{X} - \mathbf{W} \mathbf{X} \mathbf{H}(\mathbf{h})||^2 \quad (\text{LHE}) \tag{13}
\]

We found that the latter formulation is faster in practice.

5. EXPERIMENTS

We evaluate our method with regard to two questions: (1) How well does our Linear Heterophily Estimation (LHE) work as compared to the baseline method? (2) How well do our combined methods scale with the size of the network?

5.1 Quality

We chose to evaluate our technique on carefully controlled synthetic data only, as this allows us to change the ground truth and evaluate the accuracy of our techniques as result of

\(^6\)HHF stands for Heterophily Harmonic Functions.

systematic changes to problem parameters. We repeated the experiments with various synthetic data sets, and will focus on one particular choice of parameters to illustrate the main conclusions. Figure 5h summarizes our overall experimental setup.

**Data generation:** \( \mathbf{W}, \mathbf{X}, \mathbf{X}' \). We assume \( k = 3 \) classes and use the heterophily matrix from the introduction: \( \mathbf{H} = \begin{bmatrix} 0.1 & 0.8 & 0.1 \\ 0.8 & 0.1 & 0.1 \\ 0.1 & 0.1 & 0.8 \end{bmatrix} \). We create a graph with \( n = 100 \) nodes and assign each node one of the 3 classes (we assumed equal prior probabilities of a node being a particular class: \( \begin{bmatrix} 1/3 & 1/3 & 1/3 \end{bmatrix} \)). This leads to our \( n \times k \) indicator ground truth labeling matrix \( \mathbf{X} \). We then add for each node exactly \( p \in \{1, 2, \ldots, 10 \} \) number of undirected edges to other nodes (leading to \( m \) average degree). The random choice of a neighbor reflects the homophily matrix \( \mathbf{H} \) as follows: We first randomly choose the type of neighbor to connect to (i.e., a node \( i \) of class \( c_1 \) is connected to another node \( j \) of class \( c_2 \) with probability \( H(c_1, c_2) \)), and then randomly sample a node of that class. This leads to the binary, symmetric adjacency matrix \( \mathbf{W} \). We then remove a random fraction \( p \in \{0.1, \ldots, 0.95\} \) of the labels from \( \mathbf{X} \), leading to the partially labeled data \( \mathbf{X}' \). We vary the parameters and repeat this experiment.

**Homophily estimation:** \( \mathbf{H}_2, \mathbf{H}_1 \). We use Eq. 12 to estimate \( \mathbf{H}_2 \) on the partially labeled graph with edges \( \mathbf{W} \) and labels \( \mathbf{X}' \). We calculate the Frobenius norm \( ||\mathbf{H} - \mathbf{H}_2|| \) as our estimation error. We also estimate \( \mathbf{H}_1 \) on the completely labeled graph with \( \mathbf{W} \). This allows us to later analyze and interpret the relative contribution of (i) more accurate estimation of \( \mathbf{H} \) and (ii) larger fraction of labeled information, to the labeling accuracy.

**Label propagation:** \( \mathbf{F}' \). We transform our estimated homophily matrices \( \mathbf{H}_2, \mathbf{H}_1 \), and the original matrix \( \mathbf{H} \) into a centered matrix around 0: \( \mathbf{H} = \epsilon_H (\mathbf{H} - [\mathbf{1}]/k) \), whereby systematically varying \( \epsilon_H \). We then use Eq. 5 to propagate the labeling information from \( \mathbf{X}' \) throughout the graph.

**Quality assessment.** For each node in the hold out set, we calculate the label with maximum belief in \( \mathbf{F}' \) and then evaluate labeling accuracy as the percentage of correctly retrieved labels on the hold-out set only. Notice that accuracy of \( \frac{1}{k} \) corresponds to random assignment of labels.

**Discussion.** Overall, our method works well. For example, for \( m = 2 \) (i.e., average degree of a node is 2) and deleting 50% of the labels (\( p = 0.5 \)), we have an average labeling accuracy of 0.76 for \( \epsilon_H = 0.01 \) (Fig. 5a). This is surprising, given that each column of the homophily matrix itself has relative high entropy \( H([0.8, 0.1, 0.1]) \approx 0.92 \) (as compared to the random vector \( H([\frac{1}{3}, \frac{1}{3}, \frac{1}{3}]) \approx 1.58 \)). Increasing the connectivity of the graph, also increases the labeling accuracy (more each unlabeled node, more edges will lead to labeled neighbors). However, it does not increase the estimation accuracy for \( \mathbf{H} \). The average estimation error \( ||\mathbf{H} - \mathbf{H}_2|| \) increases with the fraction \( p \) of removed labels, but is independent of the number of edges per node \( m \) (Fig. 5e and Fig. 5f).

The impact of the choice of the scaling factor \( \epsilon_H \) for the label propagation homophily matrix \( \mathbf{H} \) is interesting. Below a certain threshold, accuracy is constant (e.g., 0.84 for \( \epsilon_H = 0.01 \)), but then increases slightly up to the point of divergence (e.g., 0.86 for \( \epsilon_H = 0.3 \) in Fig. 5f for \( m = 4, p = 0.5 \)). This result is consistent across different choices of parameters. For example, in the case of \( m = 4 \), the average boundary between convergence and divergence (Eq. 7)
is $\epsilon_{\text{max}} \approx 0.315$ (the graph in Fig. 5g ends at $\epsilon_h = 0.3$). This suggests that higher choices of $\epsilon_H$ (meaning the information is propagated further through the graph) allow to partially compensate for missing labels. For example, an unlabeled node may have no labeled neighbor, but labeling information is still passed through those neighbor nodes. All figures, except Fig. 5g, are drawn using $\epsilon_h = 0.01$.

**Comparison baseline.** We also compared our approach of estimating the matrix with LHE against MHE. Figure 6a shows the result for a graph with $n = 100$ nodes and $m = 2$ edges per node as a function of the hold-out fraction. For example for $f = 0.9$ (i.e. only $10\%$ of nodes are labeled) MHE stops working (we do not have enough neighbors of all classes to estimate a matrix), while LHE combined with LinBP still $55\%$ accuracy of determining the correct labels of the remaining $90$ nodes.

### 5.2 Scalability

For the scalability experiments, we implemented our learning framework Python 2.7. We use `fmin_bfgs` in `scipy.optimize` to minimize our function using Sequential Least Squares Programming. Figure 6b shows the results for graphs with either average $m = 2$ or $m = 10$ edges per node. The time for LHE for $1M$ nodes and $10M$ edges is $31$sec and LinBP around $7$sec for $10$ iterations.

### 6. RELATED WORK

Our work is related to multiple existing works on semi-supervised learning. We previously discussed in detail the harmonic function method (HF) [27], linear neighborhood propagation (LNP) [22], local and global consistency method (LGC) [25], locally linear embedding (LLE) [15], fast belief propagation (FaBP) [10], and Linearized Belief Propagation (LinBP) [6]. In [27] a symmetric weight matrix $W$ is learned but they assume simple homophily and do not account for more complex heterophily relations. In [22] a multi-class classification problems is considered. Though, each of the classes is treated separately and they never interact (mixing/modularization) with other classes. The works [7] and [21] integrate dissimilarity into the label learning process: one can indicate that two neighboring nodes should have different labels. Our proposed approach allows for much richer interaction between different classes. Also, [23] formulate a local learning regularizer (LL-Reg): learned to predict the label of each data point based on the neighbors and their labels.

To the best of our knowledge, the type of linear mixing described in this paper, by using a heterophily matrix $H$, has
only been described before in our recent work on LinBP [6]. We are not aware of any linear learning framework for heterophily from existing data. We refer to [11], [26], [4], and [1] for excellent exposition and comparison of various methods.

7. CONCLUSIONS

In this paper, we proposed a novel semi-supervised learning formulation that relies on two novel components: First, it allows to use not only similarity and dissimilarity, but any type of mutual coupling strengths between different classes of nodes (we abstract this with the doubly stochastic heterophily matrix). Second, we showed how to estimate the heterophily matrix based on partially labeled data. The learned heterophily can subsequently be used to label the remaining data. We also showed how our framework generalizes a number of existing frameworks and naturally extends them from homophily to heterophily. Finally we provide experiments that illustrate the effectiveness of our method, plus detailed insights about the implications of parameters of the problem on our ability to correctly label data.
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APPENDIX

A. NOMENCLATURE

| Symbol | Description |
|--------|-------------|
| n | number of nodes |
| k | number of classes |
| W | n x n weighted symmetric adjacency matrix |
| P | n x n row stochastic adjacency matrix |
| W^k, P^k | “fixed” variants: removed columns for explicit beliefs |
| x_i | given label of node i (if labeled) |
| f_i | inferred label of node i |
| X | n x k given label distribution |
| F | n x k inferred label distribution |
| L | n x n Laplacian matrix |
| L_0 | n x n normalized Laplacian matrix |
| H | k x k coupling matrix with H_{i,j} indicating the influence of class i of a sender on class j of the recipient |
| X, F, H | residual matrices centered around \frac{1}{k} |
| H_0 | unscaled, centered coupling matrix: \textbf{H} = \epsilon_H H_0 |
| \epsilon_H | scaling factor |
| I_k | k-dimensional identity matrix |
| X^T | transpose of matrix X |
| vec(X) | vectorization of matrix X |
| \rho(X) | spectral radius of a matrix X |
| X_{i,:} | i-th row vector of X |