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Abstract

One of the obstacles hindering the scaling-up of the initial successes of machine learning in practical engineering applications is the dependence of the accuracy on the size of the database that “drives” the algorithms. Incorporating the already-known physical laws into the training process can significantly reduce the size of the required database. In this study, we establish a neural network-based computational framework to characterize the finite deformation of elastic plates, which in classic theories is described by the Föppl–von Kármán (FvK) equations with a set of boundary conditions (BCs). A neural network is constructed by taking the spatial coordinates as the input and the displacement field as the output to approximate the exact solution of the FvK equations. The physical information (PDEs, BCs, and potential energies) is then incorporated into the loss function, and a pseudo dataset is sampled without knowing the exact solution to finally train the neural network. The prediction accuracy of the modeling framework is carefully examined by applying it to four different loading cases: in-plane tension with non-uniformly distributed stretching forces, in-plane central-hole tension, out-of-plane deflection, and buckling under compression. Three ways of formulating the loss function are compared: 1) purely data-driven, 2) PDE-based, and 3) energy-based. Through the comparison with the finite element simulations, it is found that all the three approaches can characterize the elastic deformation of plates with a satisfactory accuracy if trained properly. Compared with incorporating the PDEs and BCs in the loss, using the total potential energy shows certain advantage in terms of the simplicity of hyperparameter tuning and the computational efficiency.
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1 Introduction

In the past half-decade, machine learning enjoyed vast researches to achieve remarkable successes in a wide spectrum of scientific problems, including image processing [1], cognitive science [3], genomics [4], drug discovery [5], and material designing [6], to name a few. It has shown prominent advantages over other methods in effectively handling complex natural systems with a daunting number of variables. Recently, we are witnessing a growing number of initial successes of machine learning, especially deep learning, in modeling complex engineering systems with a high dimensionality (the number of variables and degrees of freedom) [7,8], for example, predicting the remaining useful life of a battery cell based on its partial life-cycle data [9]. In most cases, machine learning algorithms serve as a data-driven approach. It has been proven effective to predict the performance of a system even when the underlying physics has not been fully elucidated. However, like other statistical methods such as curve fitting and feature engineering, the accuracy
of machine learning algorithms highly depends on the quantity and quality of the dataset used for training. In the cases where little data is accessible or a large database is not affordable, for example at the microscales and nanoscales of unknown materials, machine learning algorithms may lose their power, thus hindering the scaling-up of those initial successes. On the contrary, physics-based or first-principle-based models are commonly less reliant on the size of the dataset because the governing physical laws are elucidated by human brains beforehand and only a small amount of data is required to calibrate the unknown parameters.

Bridging the gap between the data-driven approaches and the physics-based approaches creates a promising opportunity to develop novel computer methods that have the potential to unite the advantages of both approaches – characterizing high-dimensionality systems with a small dataset. One type of these methods is often referred to as physics-guided data-driven methods, which aim to implement the already-known physics into the data-driven approaches. Generally, there are three key elements in a machine learning application: a dataset, a model, and a training process. In the vast open literature, it is found that the term “physics-guided machine learning” (PGML) is being used in an unregulated manner. Here, we summarize the recent progress on this topic by classifying the existing studies in the open literature according to which key element they worked on.

The first category of studies implements physics into machine learning algorithms by generating a dataset following physical laws. Instead of collecting data from the expensive and time-consuming experiments, attempts were made to generate data through first-principle theories and physics-based simulations. In this way, the PGML algorithm can learn from the known physics behind the man-made data. For example, Chen et al. predicted the phonon density of states of crystalline solids with unseen elements using a density functional permutation theory-based phonon database to train a Euclidean neural network. Another example is that Li et al. generated a large numerical dataset of lithium-ion battery failure behavior under mechanical impact loads with a well-calibrated physics-based detailed model and trained various machine learning algorithms to get the safety envelope of the cell.

The second category of PGML studies implements physical laws by designing a physics-guided machine learning model. Various types of models have been used and studied for machine learning systems to solve a target regression or classification problem, for example, ANNs and support vector machines (SVMs). Many existing studies treated the model as a black box and empirically choose a set of parameters of the model, such as the number of nodes and hidden layers of ANNs. But it has become a consensus that understanding the physics of the problem can guide the design of the model. E’s research team is a clear pioneer in this aspect. In one of their recent studies, a neural network was designed with several subnetworks representing the solution at different time instances to solve the high-dimensional partial differential equations (PDEs). Several important physical equations were successfully solved with their algorithm, including the nonlinear Black–Scholes equation with default risk, the Hamilton–Jacobi–Bellman equation, and the Allen–Cahn Equation.

The last category of PGML studies imposes physics into the training process of the algorithm. A typical example is the “physics-informed neural network” (PINN) proposed by Raissi et al. PINN introduces the PDEs and the associated initial and boundary conditions (ICs and BCs) into the loss function and solves the PDEs by minimizing it. The authors successfully applied the PINN approach to solving the Burger’s equation and the Navier-Stokes equation, which are the governing equations of a variety of flows. The same idea was adopted by Lu et al. to solve a series of PDEs such as the diffusion equation, and a library of open-source codes for solving different PDEs was created by the authors, named “DeepXDE”. Besides PINN, E et al. proposed a deep learning Ritz method where the loss function is defined by the energy functional corresponding to the PDEs. It is also found that this type of loss-function-based optimization algorithms can not only predict the performance of a system by solving the governing equations but also identify the unknown parameters in a physical law through an inverse process. Raissi et al. showed preliminary successes to discover the unknown parameters in the Burger’s equation using PINN. In fact, this type of general applications of data-driven methods does not rely on machine learning algorithms. Zhao et al. used an inverse approach to learn pattern-forming equations such as Cahn-Hilliard and Allen-Cahn from image data. Zhao’s approach turned out to be still effective even with a very small set of images. This success was recently extended by Effendy et al. to analyze and design the electrochemical impedance spectroscopy of energy storage systems.

Although we classify here the existing PGML studies in the open literature into three categories, it is worth noting that there is no absolute boundary between them. It is possible to combine these approaches in one algorithm, and with the rapid development of machine learning technologies, we are already witnessing an increasing number of advanced algorithms that have all the above three merits.

There is a recent trend that the success of physics-guided machine learning algorithms, which was initially achieved in the fields like fluid dynamics and mass and heat transfer, is now being extended into the field of applied mechanics of solids. Haghighat et al. applied the PINN framework to predicting the mechanical responses of linear elastic materials, and their predictions agreed well with the finite element simulations. Wu et al. designed a recurrent neural network was designed with several subnetworks representing the solution at different time instances to solve the high-dimensional partial differential equations (PDEs). Several important physical equations were successfully solved with their algorithm, including the nonlinear Black–Scholes equation with default risk, the Hamilton–Jacobi–Bellman equation, and the Allen–Cahn Equation.

The last category of PGML studies imposes physics into the training process of the algorithm. A typical example is the “physics-informed neural network” (PINN) proposed by Raissi et al. PINN introduces the PDEs and the associated initial and boundary conditions (ICs and BCs) into the loss function and solves the PDEs by minimizing it. The authors successfully applied the PINN approach to solving the Burger’s equation and the Navier-Stokes equation, which are the governing equations of a variety of flows. The same idea was adopted by Lu et al. to solve a series of PDEs such as the diffusion equation, and a library of open-source codes for solving different PDEs was created by the authors, named “DeepXDE”. Besides PINN, E et al. proposed a deep learning Ritz method where the loss function is defined by the energy functional corresponding to the PDEs. It is also found that this type of loss-function-based optimization algorithms can not only predict the performance of a system by solving the governing equations but also identify the unknown parameters in a physical law through an inverse process. Raissi et al. showed preliminary successes to discover the unknown parameters in the Burger’s equation using PINN. In fact, this type of general applications of data-driven methods does not rely on machine learning algorithms. Zhao et al. used an inverse approach to learn pattern-forming equations such as Cahn-Hilliard and Allen-Cahn from image data. Zhao’s approach turned out to be still effective even with a very small set of images. This success was recently extended by Effendy et al. to analyze and design the electrochemical impedance spectroscopy of energy storage systems.

Although we classify here the existing PGML studies in the open literature into three categories, it is worth noting that there is no absolute boundary between them. It is possible to combine these approaches in one algorithm, and with the rapid development of machine learning technologies, we are already witnessing an increasing number of advanced algorithms that have all the above three merits.
neural network-accelerated multiscale model to describe the elasto-plastic behavior of heterogeneous media subjected to random cyclic and non-proportional loading paths. A recent study by Samaniego et al. [16] adopted an energy approach (variational method) to solve the PDEs in solid mechanics with machine learning and shows a high prediction accuracy for the given examples. Huang et al. [30] developed a machine learning-based plasticity model that can effectively predict the behaviors of history-dependent materials. In our opinion, one of the challenges for the machine learning applications in predicting the mechanical responses of solids is that most of the variables of interest (such as stress and strain) are highly tensorial, or multi-axial. As a result, each direction has its own PDEs, leading to a large total number of equations as well as BCs and ICs. Therefore, although the above studies all compared their predictions with other numerical methods and showed satisfactory agreements, the most fundamental questions such as how the loss function should be formulated are still not full settled.

The purpose of the present study is to develop a neural network framework for predicting the mechanical responses of elastic plates using the third category of the aforementioned PGML strategies (implementing physics into the training process). Our work will be distinguished from the existing publications in a number of ways. First, we will carefully investigate the reliability of the neural network framework by solving a set of high-order and highly non-linear equations. In the classic theories of elastic plates, the governing equations are the well-known Föppl-von Kármán equations equations, which consists of two second-order PDEs and one fourth-order PDE. Second, two different approaches will be used to construct the loss function, one based on PDEs and BCs (inspired by PINN), and the other based on the total potential energy of the whole structure (inspired by deep Ritz). Third, the proposed computational framework will be applied to four different loading cases of the plates for evaluation. Non-linearities that stem from the loading condition and the geometry of the plates will be purposely introduced to push the developed numerical framework to its limit. The paper will start with a brief introduction of the classic Kirchhoff plate theory. The theory of the neural network framework is then presented, together with a comparison with the conventional purely date-driven machine learning framework. At last, four exemplary loading conditions will be investigated, and some key features of the framework will be discussed.

2 Physics to be implemented: theory of elastic plates

The governing equations of an elastic plate can be obtained in two ways. One is using the condition for adjacent equilibrium, and the other is following the energy method. The former applies Newton's laws on a control volume of the structure by balancing all the applied and reactive forces and moments in each direction. This is quite straightforward for simple mechanical systems where the forces and displacements are easy to be described. For complicated systems and structures, however, using the energy method is usually more convenient. It calculates the total potential energy as a functional and establishes the equilibrium equations (Euler-Lagrange equations of the functional) based on its variations. From a theoretical point of view, these two ways of obtaining the governing equations are equivalent up to regularity considerations. Here, the energy method will be used.

2.1 Principle of virtual displacements

For a given mechanical system, there are infinite possible configurations that can satisfy the geometric constraints. However, only the one that also satisfies the equilibrium condition is the true configuration. The displacement field corresponding to the true configuration is the true displacement, and the virtual displacements represent all the possible configurations consistent with the geometric constraints. The amounts of the virtual work is then the work done by all the forces along with the virtual displacements. The virtual work done by the internal stress and external body or surface force are respectively defined as internal virtual work \( \delta U \) and external virtual work \( \delta V \). Among all the admissible configurations, the one corresponding to the equilibrium configuration makes the total virtual work \( \delta \Pi \) vanish. The principle of virtual displacement is then stated as

\[
\delta \Pi = \delta U + \delta V = 0, \tag{1}
\]

where \( \delta \) is the variation operator. From this equation, we will derive the governing equations of the plates in the following by writing down the internal and external work and making use of the principles of the variation method.

2.2 Displacement field and strains

We adopt the classic plate theory that is based on the following three Kirchhoff hypotheses [31]: i) straight lines normal to the plate mid-surface remain normal after deformation and thus are also called transverse normals; ii) the transverse normals remain straight after deformer deformation, and iii) the thickness of the plate does not change after deformation.
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Figure 1: Illustration of the reference and deformed configurations of an elastic plate and the boundary conditions

Figure 1 shows a plate of thickness \( h \) in the Cartesian coordinate \((x, y, z)\). The \( x \)-\( y \) plane coincides with the geometric mid-plane of the plate and the \( z \)-direction is taken positive downward. Without loss of generality, the three components of displacement field along the \( x \), \( y \), and \( z \) axes are noted as \( u \), \( u_y \), and \( w \), respectively. Based on the Kirchhoff hypotheses, the strain components can be written as (refer to A.1 for a detailed derivation),

\[ \varepsilon_{\alpha\beta} = \varepsilon_{\alpha\beta}^0 + z \cdot \kappa_{\alpha\beta}, \]

\[ \varepsilon_{\alpha\beta}^0 = \frac{1}{2} \left( u_{\alpha,\beta}^0 + u_{\beta,\alpha}^0 + w_{\alpha} w_{\beta} \right), \]

\[ \kappa_{\alpha\beta} = -w_{,\alpha\beta}, \]

where \( \varepsilon_{\alpha\beta}^0 (\alpha, \beta = 1, 2) \) are the membrane strains that represent the in-plane deformation, and \( \kappa_{\alpha\beta} (\alpha, \beta = 1, 2) \) are the curvatures (often known as the bending strains) that comes from the transverse bending.

2.3 Potential energy and variation method

The internal virtual work (variation of internal energy) of a plate is defined as

\[ \delta U = \int_{\Omega} \left( N_{\alpha\beta} \delta \varepsilon_{\alpha\beta}^0 + M_{\alpha\beta} \delta \kappa_{\alpha\beta} \right) \, dx \, dy, \]
We consider a distributed transverse \((z\text{-direction})\) pressure \(q_t\) on the top surface and a set of mixed traction-displacement boundary conditions. For generality, we define a local coordinate \((n, s, z)\) at any point on the boundary where \(n\) and \(s\) are corresponding to the normal and tangential directions. The applied in-plane traction can thereby be described as the normal stress \(\hat{\sigma}_n\), tangential stress \(\hat{\sigma}_s\), and the transverse shear stress \(\hat{\sigma}_{ns}\). Hence, the external virtual work can be calculated as

\[
V = - \int q_t \delta w \mathrm{d}xdy - \int_{\Gamma_s} \left( \hat{N}_{nn} \delta u_{0n} - \hat{M}_{nn} \delta w_{,n} + \hat{N}_{ns} \delta u_{0s} - \hat{M}_{ns} \delta w_{,s} + \hat{N}_{nz} \delta w \right) \mathrm{d}s, \tag{8}
\]

where \(u_n\) and \(u_s\) are respectively the displacements along the boundary normal and tangential direction, \(u_{0n}\) and \(u_{0s}\) are respectively the corresponding displacements at the mid-plane, \(w_n\) and \(w_s\) are respectively the rotation angels of the transverse normal along the boundary normal and tangential directions, and the applied thickness-integrated forces and moments are defined in the same way as in Eq. (6) and Eq. (7).

To express the variation of internal energy in terms of virtual displacements, integration by parts need to be performed several times (details can be found in A.2). According to the principle of virtual displacements and rearranging the coefficients, we finally have

\[
0 = \delta U + \delta V = - \int \Omega \left\{ N_{\alpha\beta,\alpha} \delta u_\alpha^0 + \left[ (N_{\alpha\beta} w_{,\beta})_\alpha + M_{\alpha\beta,\alpha\beta} - q_t \right] \delta w \right\} \mathrm{d}xdy + \int_{\Gamma_s} \left[ N_{\alpha\beta} n_\beta \delta u_\alpha^0 + (N_{\alpha\beta} w_{,\beta} n_\alpha + M_{\alpha\beta,\beta} n_\alpha) \delta w - M_{\alpha\beta} n_\beta \delta w_{,n} + \hat{N}_{ns} \delta u_{0s} - \hat{M}_{ns} \delta w_{,s} + \hat{N}_{nz} \delta w \right] \mathrm{d}s. \tag{9}
\]

The right-hand-side of Eq. (9) consists of two integration terms. The first is over the whole domain \(\Omega\), and the second is along the traction-based BCS \(\Gamma_s\). The principle of virtual displacement, \(\delta \Pi = 0\), implies that any small changes in the displacement field should not change the totally potential energy. Mathematically, both integration terms should be zero. Considering that the first term is zero, the coefficients of \(\delta u_\alpha^0 (\alpha = x, y)\), and \(\delta w\) must all be zero. We can get the following governing equations (i.e. the Euler-Lagrange equations of the total potential energy functional),

\[
P_\alpha \equiv N_{\alpha\beta,\beta} = 0,
\]

\[
P_z \equiv (N_{\alpha\beta} w_{,\beta})_\alpha + M_{\alpha\beta,\alpha\beta} - q_t = 0. \tag{10}
\]

Eq. (10) are the general form of the governing equations of plates. Its linear elasticity special case is the well-known Föppl–von Kármán (FvK) equations, named after August Föppl [32] and Theodore von Kármán [33]. To derive them, the constitutive equations of an isotropic elastic plate should be established,

\[
N_{\alpha\beta} = C \left[ (1 - \nu) \varepsilon_{\alpha\beta}^0 + \nu \varepsilon_{\gamma\gamma}^0 \delta_{\alpha\beta} \right], \tag{11}
\]

\[
M_{\alpha\beta} = D \left[ (1 - \nu) \kappa_{\alpha\beta} + \nu \kappa_{\gamma\gamma} \delta_{\alpha\beta} \right], \tag{12}
\]

where \(\delta_{\alpha\beta}\) is the Kronecker delta \((\delta_{\alpha\beta} = 1, \text{if } \alpha = \beta \text{ and } \delta_{\alpha\beta} = 0, \text{if } \alpha \neq \beta)\), \(C\) is the stretching stiffness, or axial rigidity, and \(D\) is the bending stiffness, or flexural rigidity,

\[
C = \frac{Eh}{1 - \nu^2}, \quad D = \frac{Eh^3}{12(1 - \nu^2)}. \tag{13}
\]

Here \(E\) is the Young’s modulus and \(\nu\) is the Poisson’s ratio. Substituting Eq. (2), Eq. (3), Eq. (11) and Eq. (12) into Eq. (10), we can get the FvK equations for the isotropic elastic plate in terms of displacement.

### 2.4 Boundary conditions

In Eq. (10), the two in-plane equations have second-order spatial derivatives and the out-of-plane equation has the fourth-order spatial derivatives. Therefore, a total of eight boundary conditions are required. As in the derivation
using adjacent equilibrium, it is possible to identify all these BCs on each edge of the plate. But the advantage of using the energy method is that it can give not only the governing PDEs but also the complete description of the boundary conditions that leads to a unique solution. By setting the term of the integration along the stress boundary (the second integration along $\Gamma_\sigma$) in Eq. (9) to zero, we can obtain the boundary conditions. The quantities with a variation are referred to as the primary variables that constitute the geometric boundary conditions and the coefficients of the variations are referred to as the secondary variables that constitute the natural boundary conditions. We can see there are five primary variables $u_x^0$, $u_y^0$, $w$, $w_x$, and $w_y$ for a plate with the edges aligned with the $x$ and $y$ axis, which indicates a total of ten boundary conditions (five geometric and five natural boundary conditions). This is seemingly inconsistent with the eight boundary conditions from the order analysis of the PDEs. The reason is that there are only four independent primary variables among the above five variables. Only the rotation about the normal axis is considered in the plate theory. Interested readers are referred to A.3 for the detailed derivation. After a transformation from the global Cartesian coordinate to the local coordinate of $(n, s, z)$, the second integration term becomes

$$0 = \int_{\Gamma_\sigma} \left[ (N_{nn} - \hat{N}_{nn}) \delta u_{0n} + (N_{ns} - \hat{N}_{ns}) \delta u_{0s} + (V_n - \hat{V}_n) \delta w + (M_{nn} - \hat{M}_{nn}) \delta w_{,n} \right] ds, \quad (14)$$

where

$$V_n = (N_{xx}w_x + N_{xy}w_y)n_x + (N_{yy}w_y + N_{xy}w_x)n_y + N_{xx,n} + M_{yy,n} + M_{xy,n} + M_{xy,x}n_x + M_{ns,s} + M_{ns,s}. \quad (15)$$

It is then clear that the four primary variables are $u_{0n}$, $u_{0s}$, $w$, and $w_{,n}$, respectively corresponding to the in-plane displacement in the normal direction, the in-plane displacement in the tangential direction, the out-of-plane deflection, and the rotation along the normal axis, and the four secondary variables are $N_{nn}$, $N_{ns}$, $V_n$, and $M_{nn}$, respectively corresponding to the in-plane normal force, the in-plane tangential force, the shear force, and the bending moment.

3 Computational framework based on ANN

The FvK equations are notoriously difficult to solve. Existing successful methods include semi-analytical solutions \[34, 35, 36\] and numerical simulations \[35, 37, 38\]. The former relies on making reasonable simplifications to make the equations solvable, and the latter commonly makes use of finite element (FE) methods. It should be noted that both methods can only approximate the exact solution instead of directly solving the FvK equations. In this section, we explore an alternative possible method by developing a learning framework. The overall flowchart of the algorithm is illustrated in Figure 2. In general, the algorithm consists of three parts, an artificial neural network, a loss function, and a training dataset, which will respectively be elaborated on in the following three sub-sections.

3.1 Artificial neural network

A fully connected neural network is constructed to approximate the exact solution of the displacement field. It consists of the input layer, output layer, and hidden layers in between. Here, we take the spatial coordinates $(x, y)$ as the inputs and the displacement fields $(u_x, u_y, w)$ to be predicted as the outputs (see Figure 3).

Considering an $L$-layer neural network, or a $(L - 1)$-hidden layer neural network, with $P_k$ neurons in the $k$-th layer ($P_0 = 2$ is the dimension of inputs and $P_L = 3$ is the dimension of outputs), for the $j$-th neuron in the $k$-th layer, the output $A^k_j$ is obtained by taking the weighted average of the outputs of the previous layer and then applying an activation function,

$$A^k_j = f \left( \sum_{i=1}^{P_{k-1}} W^k_{ij} A^{k-1}_i + b^k_j \right), \quad (16)$$

where $W^k_{ij}$ is the weights and $b^k_j$ is the bias. $f(\cdot)$ represents the nonlinear activation function. Some common choices (see Fig. 3b) are the rectified linear unit (ReLU, $f(x) = \max\{x, 0\}$), the logistic sigmoid function ($f(x) = 1/(1 + e^{-x})$), and the hyperbolic tangent (Tanh, $f(x) = (e^x - e^{-x})/(e^x + e^{-x})$). The above equation can be written in vector and matrix form,

$$A^k = f \left( W^k T A^{k-1} + b^k \right), \quad (17)$$
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Figure 2: Flow chart of the physic-guided machine learning framework compared with the purely data-driven approach.

Figure 3: Construction of the artificial neural network, (a) fully-connected multi-layer network, (b) activation functions.
where \( \mathbf{W}^k = [W_{ij}^k] \in \mathbb{R}^{M_{L-1} \times M_i} \) and \( \mathbf{b}^k = [b^k_i] \in \mathbb{R}^{M_i} \) are the weight matrix and bias vector, respectively. \( \mathbf{A}^k \) represents the output vector of \( k \)-th layer. The neural network can then be defined recursively as follows,

\[
\begin{align*}
\text{input layer} & : \mathbf{A}^0 = [x, y] \in \mathbb{R}^2, \\
\text{hidden layers} & : \mathbf{A}^k = f \left( \mathbf{W}^{kT} \mathbf{A}^{k-1} + \mathbf{b}^k \right) \in \mathbb{R}^{M_i}, \quad \text{for } 1 \leq k \leq L - 1, \\
\text{output layer} & : \mathbf{A}^L = [u, u_y, w] = \mathbf{W}^{kT} \mathbf{A}^{k-1} + \mathbf{b}^k \in \mathbb{R}^3.
\end{align*}
\]

Note that the activation function is not applied for the output layer. It should also be pointed out that the lowercase \( w \) without subscripts denotes the out-of-plane displacement whereas the capital \( W \) and \( W_{ij} \) represent the weights of the neural network. The weights and biases are the parameters to be trained of the neural network and there is a total of \( \sum_{i=1}^{L-1} P_{i-1} P_{i} \) weights and \( \sum_{i=1}^{L-1} P_{i} \) biases \((P_0 = 2, \ P_L = 3)\). It has been proven that a neural network can approximate any targeted functions with an arbitrary width or depth\([19]\). This approximation ability of the neural network makes it possible to represent the full field solution of the PDEs.

### 3.2 Loss function

The loss function is perhaps the most essential part of a neural network algorithm because the already-known physical laws will be implemented here. As illustrated in Figure[2] we consider three ways of formulating the loss function. The first is purely data-driven and compares the prediction of the displacement field only with the data observed from experiments or simulations. Therefore, it is not a physics-guided algorithm. We include it here for the comparison with the other two loss functions, which reflect the physical laws. The second one is defined on the PDEs and BCs, and the third one is defined on the total potential energy of the plate. It is worth noting that the PDE-based is close to the concept of PINN proposed by Raissi et al. [14] and the energy-based can be viewed as an implementation of the Ritz method [13].

#### Purely data-driven

Like most conventional data-driven methods, the loss function of a regression problem can be constructed by the difference between the predictions and the true experimental or numerical observations, such as the mean square error,

\[
\mathcal{L}_{\text{Data-driven}} = \sum_{i=1}^{Q} \frac{1}{Q} \left[ (u_x^i - \hat{u}_x^i)^2 + (u_y^i - \hat{u}_y^i)^2 + (w^i - \hat{w}^i)^2 \right],
\]

where the superscript \( i \) indicates the \( i \)-th training sample, \( \hat{u}_x^i, \hat{u}_y^i, \) and \( \hat{w}^i \) are the observed displacements in the training dataset, and \( u_x^i, u_y^i, \) and \( w^i \) are the predicted displacements, \( Q \) is the total number of training samples, which should be sufficient large to ensure an acceptable accuracy.

It is worth noting that the purely data-driven loss function can also be defined on the strain field or the stress field. To realize these formulations, one can replace the \( u, w \) and \( \hat{u}, \hat{w} \) components in Eq.(19). It is also common to use a combination of the displacement, strain, and stress fields. This point will be investigated in the following sections of the paper.

#### PDE-based

For the studied plate theory, the outputs of the neural network should satisfy the governing PDEs (Eq. (10)) and the BCs (Eq. (14)). The first way to implement the plate theory into the algorithm is, therefore, to construct the loss with the residuals of the PDEs and BCs,

\[
\mathcal{L}_{\text{PDE-based}} = \mathcal{L}_{\text{PDEs}} + \lambda_d \mathcal{L}_{\text{BCs}} + \lambda_d \mathcal{L}_{\text{BCd}},
\]

where \( \mathcal{L}_{\text{PDEs}} \) is the residual of the PDEs,

\[
\mathcal{L}_{\text{PDEs}} = \sum_{i=1}^{Q_p} \frac{1}{Q_p} \left[ (P_x^i)^2 + (P_y^i)^2 + (P_z^i)^2 \right],
\]

\( P_{x,y,z} \) are the residual values of the three governing PDEs defined in Eq. (10). \( Q_p \) is the number of training samples within the solution domain.
\[ L_{\text{BCs}} \text{ is the residual of the static BCs,} \]
\[ L_{\text{BCs}} = \sum_{i=1}^{Q_{\text{bs}}} \frac{1}{Q_{\text{bs}}} \left[ (\bar{N}_{nn}^{i} - \bar{N}_{nn}^{i})^2 + (\bar{N}_{ns}^{i} - \bar{N}_{ns}^{i})^2 + (\bar{V}_{n}^{i} - \bar{V}_{n}^{i})^2 + (\bar{M}_{nn}^{i} - \bar{M}_{nn}^{i})^2 \right], \quad (22) \]

\[ L_{\text{BCd}} \text{ is the residual of the kinematic BCs,} \]
\[ L_{\text{BCd}} = \sum_{i=1}^{Q_{\text{bd}}} \frac{1}{Q_{\text{bd}}} \left[ (\bar{u}_{0n}^{i} - \bar{u}_{0n}^{i})^2 + (\bar{u}_{0s}^{i} - \bar{u}_{0s}^{i})^2 + (\bar{w}^{i} - \bar{w}^{i})^2 + (\bar{w}^{i} - \bar{w}^{i})^2 \right]. \quad (23) \]

\( \lambda_s \) and \( \lambda_d \) are the weights of loss on stress boundary and displacement boundary, the hat notation indicates the prescribed secondary and primary variables defined in Eq. (14) at the boundaries, and the corresponding variables without a hat are the predicted outputs of the neural network, \( Q_{\text{bs}} \) and \( Q_{\text{bd}} \) are the number of samples at the static boundary and kinematic boundary, respectively.

By minimizing the total loss, the PDEs and boundary conditions can be satisfied. Mathematically, the neural network is able to approximate the exact solution.

**Energy-based**

The second way to implement the plate theory into the algorithm is to directly take the total potential energy as the loss and minimize the loss according to the principle of minimum potential energy. However, as E et al. [13] pointed out in their study on the deep Ritz method, the challenging issue is how to incorporate the kinematic boundaries into the total potential energy because it is not automatically included. Here, we construct the loss function based on the total potential energy with a penalty energy term [13][32][33].

\[ L_{\text{Energy-based}} = \Pi = U + V + T, \quad (24) \]

where \( U \) is the internal energy,
\[ U = \int_{\Omega} \frac{1}{2} (N_{\alpha \beta} \varepsilon_{\alpha \beta}^0 + M_{\alpha \beta} \kappa_{\alpha \beta}) \, dx \, dy, \quad (25) \]

\( V \) is the virtual work done by external forces on the boundary (defined as negative to be consistent with the principle of virtual displacement)
\[ V = \int_{\Gamma_{s}} \left[ -\bar{N}_{nn} u_{0n} - \bar{N}_{ns} u_{0s} - \bar{N}_{n} w + \bar{M}_{nn} \bar{w},s + \bar{M}_{n} \bar{w},n \right] \, ds, \quad (26) \]

and \( T \) is the penalty term that enforces the kinematic boundary conditions,
\[ T = \lambda_s^i \int_{\Gamma_d} |u_{0n} - \bar{u}_{0n}| \, ds + \lambda_s^i \int_{\Gamma_d} |u_{0s} - \bar{u}_{0s}| \, ds + \lambda_w^i \int_{\Gamma_d} |w - \bar{w}| \, ds + \lambda_w,n^i \int_{\Gamma_d} |\bar{w},n - \bar{w},n| \, ds. \quad (27) \]

Here, \( \lambda_s^i, \lambda_s^i, \lambda_w^i, \) and \( \lambda_w,n^i \) are four Lagrangian multipliers that are in the dimension of force (\( \lambda_s^i, \lambda_s^i, \lambda_w^i \)) or moment (\( \lambda_w,n^i \)), representing the applied forces and moments on the kinematic boundaries. Note that if the kinematic BCs are satisfied, this penalty term vanishes. In addition, the first variation of this penalty term is zero (\( \delta T = 0 \)), and therefore, taking the variation of the total potential energy functional \( \Pi \) still returns \( \delta U + \delta V \). This is consistent with Eq. (1).

The energy integrations can be evaluated numerically. For integration in the domain, we first uniformly sample \( Q_p \) points, the integration can then be approximated by,
\[ U_{\text{num}} = \sum_{i=1}^{Q_p} U^i \delta A_i \approx \sum_{i=1}^{Q_p} \frac{1}{Q_p} U^i A_t, \quad (28) \]
where $\mathcal{U}$ is internal energy density

$$\mathcal{U} = \frac{1}{2} (N_{\alpha\beta} c_{\alpha\beta}^0 + M_{\alpha\beta} k_{\alpha\beta}).$$  (29)

$\mathcal{U}_i$ is, therefore, the internal energy density of the $i$-th sample point, $\delta A_i$ is the discrete area around the sampled point, which can be estimated by $A_i/Q_P$ is the total area when $Q_P$ is sufficiently large.

Similarly,

$$V_{num} = \sum_{i=1}^{Q_{bs}} \mathcal{V}_i \delta l_i \approx \sum_{i=1}^{Q_{bs}} \frac{1}{Q_{bs}} \mathcal{V}_i l_t,$$  (30)

where $\mathcal{V}$ is the external work per unit width,

$$\mathcal{V} = -\mathcal{N}_m u_{on} - \mathcal{N}_m w - \mathcal{N}_m u_{os} + \mathcal{M}_m w_s + \mathcal{M}_m w_n.$$  (31)

$\delta l_i$ is the discrete length around the sampled point, approximately $l_t/Q_{BCs}$, where $l_t$ is the total length of the static boundaries.

$T$ can be numerically interpreted in the same way as $L_{BCd}$ in Eq. (28). For simplicity, we assume all the four Lagrangian multipliers are of the same value $\lambda_d$,

$$T_{num} = \lambda_d \sum_{i=1}^{Q_{bs}} \frac{1}{Q_{bd}} \left[ (u_{on} - \hat{u}_{on})^2 + (u_{os} - \hat{u}_{os})^2 + (w_i^x - \hat{w}_i^x)^2 + (w_i^y - \hat{w}_i^y)^2 \right]^{1/2}.$$  (32)

It should be noted that both PDE-based and energy-based loss functions require the calculation of the partial derivatives of the outputs with respect to the inputs. Most existing machine learning platforms (e.g. Tensorflow [40] and Pytorch [41]) are already equipped with default gradient algorithms, and users can obtain the numerical gradient efficiently. Higher-order partial derivatives can also be calculated by the algorithms but take more computation time. An alternative strategy is to introduce the derivatives into the outputs of the neural network. For example, if we set the outputs to be $(u_x, u_y, u_{x,x}, u_{x,y}, u_{y,x}, u_{y,y})$, the second-order derivatives of $u_x$ and $u_y$ can be obtained by performing only the first derivative of the outputs. In this way, we can avoid calculating high-order derivatives. The disadvantage is that it will increase the size of the neural network and extra constraints are needed to enforce the mathematical relations among the outputs. For instance, in the above example, the derivative of the first output $u_x$ to the first input $x$ should be equal to the third output $u_{x,x}$. For simplicity, we adopted the default gradient algorithm in Pytorch to ensure higher accuracy of the calculation of the derivatives at the sacrifice of computational efficiency.

### 3.3 Training dataset

As indicated by Eq. (19), the purely data-driven model loss function can be minimized only when the displacement field $(\hat{u}_x, \hat{u}_y, \hat{w})$ of a sufficiently large number of sample points can be observed. It means a large experimental or numerical database. The exact solution of $(\hat{u}_x, \hat{u}_y, \hat{w})$ is always preferable rather than numerical simulation results for a reliable training process. Experimental data is good but usually comes with measurement uncertainties. In addition, as we already pointed out, high-order equations such as the FvK equations are difficult to be solved analytically. Therefore, how to obtain a satisfactory dataset to train the data-driven algorithm is a big challenge even for a simple structure like an elastic plate.

The training data of the physics-guided algorithms has two important features: 1) exact solutions are not required (the loss function only contains the predicted outputs). It means that the training data are simply the input spatial coordinates. 2) it should be sampled both within the solution domain and at the boundaries. Theoretically, the training data can be sampled in any size and strategy. Two possible sampling strategies are: 1) the data points are sampled in the beginning and remain unchanged during training process. The samples can be uniform grid points or randomly distributed points. 2) the data points are sampled randomly at each training epoch, which means the training dataset changes during training. For energy-based loss function, due to the requirement of numerical integration (Eq. (28) and Eq. (30)), we choose the second strategy where we first randomly sample the data points in a uniform distribution and then resample the data during each training epoch to have more accurate and consistent results. For the PDE-based loss function, the same strategy is used. It should also be noted that the data points can be non-uniformly distributed with
local refinement, which can be used as a means to improve the results. This point will be further discussed in the next section.

The training process is essentially optimizing the weights and bias of a neural network to minimize the loss function. It is common to train the network with small batches from the training dataset. This is still applicable for PDE-based loss function. For the energy-based loss function, however, the network has to be trained with one batch (the whole dataset) for each iteration of optimization to reliably evaluate the numerical integration.

4 Applications and validations

To validate the machine learning framework that we developed, four typical loading conditions will be characterized, and the prediction will be compared with the FE simulation results. Since the geometry of the specimen and boundary conditions are not complex, the FE simulations can approximately represent the exact solution.

4.1 In-plane tension with non-uniformly distributed stretching force

We start with a two-dimensional case that only involves in-plane deformation under plane-stress condition, as illustrated in Figure 4a. The two lateral edges of a 20 mm $\times$ 20 mm ($l \times l$) square elastic plate are subjected a non-uniform stretching force that follows a sinuous distribution $p = \sin \left( \frac{y\pi}{l} \right)$ MPa. The other two edges (upper and lower) are traction-free. The origin of the Cartesian coordinate is placed at the center of the square with the $x$ axis pointing to the right. The Young’s modulus of the elastic plate is 70 MPa and the Poisson’s ratio is 0.3. Due to the symmetry of the geometry and loads, only one quarter of the plate is modeled (see Figure 4b). The boundary conditions at the four edges of the quarter model are listed as following,

$$u_x|_{x=0} = 0, \quad u_y|_{y=0} = 0,$$

$$N_{xx}|_{x=\frac{l}{2}} = p \cdot h = \sin \left( \frac{y\pi}{l} \right) h, \quad N_{xy}|_{x=\frac{l}{2}} = 0,$$

$$N_{yy}|_{y=\frac{l}{2}} = 0, \quad N_{xy}|_{y=\frac{l}{2}} = 0.$$  \hspace{1cm} (33)

The two governing PDEs for this case can be written in terms of the displacement field,

$$\mathcal{P}_x \equiv \frac{E}{1 - \nu^2} \left( \frac{\partial^2 u_x}{\partial x^2} + \frac{1 - \nu}{2} \frac{\partial^2 u_x}{\partial y^2} + \frac{1 + \nu}{2} \frac{\partial^2 u_y}{\partial x \partial y} \right) = 0,$$

$$\mathcal{P}_y \equiv \frac{E}{1 - \nu^2} \left( \frac{\partial^2 u_y}{\partial y^2} + \frac{1 - \nu}{2} \frac{\partial^2 u_y}{\partial x^2} + \frac{1 + \nu}{2} \frac{\partial^2 u_x}{\partial x \partial y} \right) = 0.$$  \hspace{1cm} (34)

Two different loss functions are defined for comparison according to Eq. 20 and Eq. 24. The PDEs-based loss function is,

$$\mathcal{L}_{\text{PDE-based}} = \mathcal{L}_{\text{PDEs}} + \lambda_s (\mathcal{L}_{\text{BCsx}} + \mathcal{L}_{\text{BCsy}}) + \lambda_d \mathcal{L}_{\text{BCd}},$$

(35)

and

$$\mathcal{L}_{\text{PDEs}} = \frac{1}{Q_p} \sum_{i=1}^{Q_p} \left[ \left( \mathcal{P}_x^i \right)^2 + \left( \mathcal{P}_y^i \right)^2 \right],$$

$$\mathcal{L}_{\text{BCsx}} = \frac{1}{Q_{\text{BCsx}}} \sum_{i=1}^{Q_{\text{BCsx}}} \left[ \left( N_{xx}^i \right)^2 - p \cdot h \right]^2 + \left( N_{xy}^i \right)^2,\hspace{1cm}$$

$$\mathcal{L}_{\text{BCsy}} = \frac{1}{Q_{\text{BCsy}}} \sum_{i=1}^{Q_{\text{BCsy}}} \left[ N_{xx}^i \right]^2 + \left( N_{xy}^i \right)^2,\hspace{1cm}$$

$$\mathcal{L}_{\text{BCd}} = \frac{1}{Q_{\text{BCd}}} \sum_{i=1}^{Q_{\text{BCd}}} \left( u_x^i \right)^2 + \frac{1}{Q_{\text{BCd}}} \sum_{i=1}^{Q_{\text{BCd}}} \left( u_y^i \right)^2,\hspace{1cm}$$

(36)
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The governing equation and energy equation can be expressed as:

\[ u_{x} \] \[ \text{Trac} \]
\[ N_{xx} = p \cdot h, N_{xy} = 0 \]
\[ u_{y} = 0 \]

Free condition
\[ N_{yy} = 0, N_{xy} = 0 \]
\[ u_{x} = 0 \]

Free condition
\[ n_{x} \cdot N_{xx} + n_{y} \cdot N_{xy} = 0 \]
\[ n_{y} \cdot N_{yy} + n_{x} \cdot N_{xy} = 0 \]

\[ \nu \] \[ \text{Trac} \]
\[ N_{xx} = p \cdot h, N_{xy} = 0 \]
\[ u_{y} = 0 \]

Free condition
\[ n_{x} \cdot N_{xx} + n_{y} \cdot N_{xy} = 0 \]
\[ n_{y} \cdot N_{yy} + n_{x} \cdot N_{xy} = 0 \]

\[ u_{y} = 0 \]

Figure 4: (a) Loading condition of non-uniform tension of plate and (b) one-quarter equivalent model; (c) loading condition of uniaxial central-hole tension and (d) one-quarter equivalent model.

\[ p = \sin \left( \frac{y}{l} \pi \right) \]

where variables with superscript \( i \) indicate value evaluated for the \( i \)-th training sample, \( Q_{p}, Q_{sx}, Q_{sy}, Q_{dx}, \) and \( Q_{dy} \) are the total number of training samples within the domain, on the right and upper edges (static boundary), and on the left and lower edges (kinematic boundary), respectively. The membrane forces are computed with the displacement gradients according to Eq. 11.

The energy-based loss function is,

\[ \mathcal{L}_{\text{Energy-based}} = U + V + T \]

\[ = \int_{0}^{l/2} \int_{0}^{l/2} \frac{Eh}{2} \left( \frac{\partial u_{x}}{\partial x} \right)^{2} + \left( \frac{\partial u_{y}}{\partial y} \right)^{2} + 2\nu \frac{\partial u_{x}}{\partial x} \frac{\partial u_{y}}{\partial y} \right) \right] dx dy \]

\[ - \int_{0}^{l} \left[ N_{xx}(y) \cdot u_{x}(y) \right]_{x=l/2} dy + \int_{0}^{l/2} \left[ u_{x}^{2}(y) \right]_{x=0} dy + \int_{0}^{l/2} \left[ u_{y}^{2}(y) \right]_{x=0} h dx. \]

The fully connected neural network defined in Eq. 18 is used, where the outputs are replaced by 2D displacement fields \( (u_{x}, u_{y}) \). We modified the outputs in the following way,

\[ \begin{bmatrix} u'_{x} \end{bmatrix} = \mathcal{N} (x, y) \]

\[ u_{x} = u'_{x} \cdot x, \]

\[ u_{y} = u'_{y} \cdot y, \]

where \( u'_{x} \) and \( u'_{y} \) are the outputs of neural network \( \mathcal{N} (x, y) \), \( u_{x} \) and \( u_{y} \) are the modified outputs. The displacement boundary conditions can then be satisfied \( (u_{x}|_{x=0} = 0, u_{y}|_{y=0} = 0) \), which means that the loss term \( \mathcal{L}_{BCd} \) is always zero. This can simplify the calculation of loss function \( T = 0 \) is automatically satisfied).

At the same time, we solved the problem using finite element method with an extremely fine mesh size of 0.1 mm (10,000 elements in total) in Abaqus/standard. Since this is a simple mechanical problem, the results were regarded as the exact solution to evaluate the accuracy of the machine learning methods.

We performed the purely data-driven machine learning method to be compared with our physics-guided methods. The training data were extracted from the FE simulation results with the spatial positions \( (x, y) \) as the inputs and the displacement fields \( \left( \hat{u}_{x}, \hat{u}_{y} \right) \) as the outputs. 10,000 samples were used for training, with a batch size of 128 and varied
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Figure 5: Predicted horizontal displacement and longitudinal membrane force of FE simulation (a,d), and purely data-driven models trained with different loss functions defined by: (b,e) mean square error of displacement field, (c,f) mean square error of displacement and membrane force fields, under non-uniform stretching load. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

The hyperbolic (Tanh) function was used as the activation function. The loss function is constructed with the mean square error (MSE) of the displacement field. Figure 5a and b show a comparison between the contour plots of the magnitude of the displacement obtained by FE simulation and the predictions of a trained 5-hidden layer (5 neurons each layer) neural network. The predicted longitudinal membrane force field was then obtained according to Eq. (11), as shown in Figure 5d. The coefficients of determination (namely, \( R^2 \) value) of the predicted outputs were calculated to evaluate the accuracy of the global prediction of the displacement and membrane force fields (see Table 1). We can see that though the 5-hidden layer network can well predict both fields globally, the accuracy of membrane force prediction is not as high as that of displacement field (see Figure 5d and e as well as \( R^2 \) values in Table 1). This is mainly because the membrane force is not directly included in the loss function and the derivative operation used to calculate membrane force magnifies the error of displacement prediction. We then trained the same network with the same procedure but with a different loss function that was defined by the MSE of both displacement and membrane force fields. The results (Figure 5c and f) show that the accuracy of membrane force prediction is improved without affecting the accuracy of displacement prediction. Figure 5c and d respectively present the MSE of the displacement and membrane force versus the training epochs. The final MSE of membrane force is significantly decreased when the network is trained with both fields. To further visualize the accuracy locally, we plotted the displacement and membrane force along the diagonal line of the square plate. As shown in Figure 5c and d, the same phenomenon can be seen.

The above analysis provides a general idea on how well the ANN can predict the displacement field. For the models with physics-guided loss functions, we use the same size of the network (5 layers and 5 neurons each layer). We uniformly sampled 10,000 data points within the solution area and 1,000 data points from each edge. The model is first trained with the PDE-based loss function defined in Eq. (35) in the procedure described in Section 3. The hyperparameter \( \lambda_s \) in Eq. (35), the weight of BC residuals, is carefully tuned. Here, we show the results of two cases with \( \lambda_s = 1.0 \) and \( \lambda_s = 0.1 \) as a comparison. The latter turns out to provide a better performance (see the MSE in Figure 5 and \( R^2 \) values in Table 1). The predicted displacement and membrane force fields are shown in Figure 7c and d, where the distribution is well captured with a high accuracy. The model is then trained with the energy-based loss function, the accuracy of both displacement and membrane force field is similar to that of the PDE-based loss function. In terms
Figure 6: Mean square error of displacement (a) and membrane force (b) predictions. Predicted horizontal displacement (c) and longitudinal membrane force (d) along the diagonal line.

Table 1: Coefficients of determination of the predicted displacement and membrane force fields under non-uniform stretching load

| Neural network            | $u_x$ | $u_y$ | $N_{xx}$ | $N_{yy}$ | $N_{xy}$ |
|---------------------------|-------|-------|----------|----------|----------|
| Data-driven (w/ disp.)    | 0.9993 | 0.9977 | 0.9959   | 0.9341   | 0.7101   |
| Data-driven (w/ disp. and force) | 0.9984 | 0.9904 | 0.9993   | 0.9925   |          |
| PDE-based ($\lambda_s = 1.0$) | 0.9602 | 0.8851 | 0.9241   | 0.8665   | 0.7688   |
| PDE-based ($\lambda_s = 0.1$) | 0.9993 | 0.9816 | 0.9911   | 0.9645   | 0.8413   |
| PDE-based (1,000 samples) | 0.9988 | 0.9858 | 0.9942   | 0.9789   | 0.8415   |
| PDE-based (200 samples)   | 0.9985 | 0.9885 | 0.9914   | 0.9719   | 0.8231   |
| Energy-based              | 0.9986 | 0.9993 | 0.9943   | 0.9900   | 0.9032   |
| Energy-based (1,000 samples) | 0.9869 | 0.9782 | 0.9497   | 0.9469   | 0.7072   |
| Energy-based (200 samples) | 0.9603 | 0.8715 | 0.7822   | 0.3245   | 0.1234   |
Figure 7: Predicted horizontal displacement and longitudinal membrane force of FE simulation (a,b), PDE-based model with $\lambda_s = 0.1$ (c,d), and energy-based model (e,f) under non-uniform stretching load. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

of the computational efficiency, the energy-based model takes much shorter time (20 minutes for energy-based and 160 minutes for PDE-based, with 4-core Intel Core i5 CPU without GPU acceleration). This is largely because the calculation of the high-order derivatives are not required in the energy-based method.

Discussion on sampling size. For the purely data-driven methods, the accuracy highly relies on the quality and size of the training data. To investigate the influence of the sampling size on the two physics-guided models (energy-based and PDE-based), we trained the models with two smaller sampling size (1,000 and 200 samples within the domain and 100 and 20 on the edge, respectively), as shown in Figure 8b and c. The absolute error of membrane force prediction with different sampling size is shown in Figure 8d, e, and f for the PDE-based model and Figure 8g, h, and i for the energy-based model. The accuracy of energy-based model significantly decreases with a smaller sample size, but the PDE-based model still has a relatively high accuracy. This disadvantage will be magnified in the next example where stress concentration exists in the specimen. The underlying mechanism will be further discussed in Sections 5.2 and 5.3.

4.2 In-plane central-hole tension

The second application still focuses on the in-plane loading, but we will carefully investigate the effect of geometric nonlinearity by introducing a hole at the center of the specimen. Thus, the governing equations are the same as Eq. (34). The central hole leads to the stress concentration phenomenon at the edge of the hole, as a tough loading case for the machine learning method to solve. The problem is illustrated in Figure 4c, the hole has a diameter of 5 mm in the center of 20 mm $\times$ 20 mm ($l \times l$) square plate. A uniformly distributed stretching load (1 MPa) is applied at both ends. The
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Figure 8: Absolute error of predicted longitudinal membrane force of PDE-based and energy-based models trained with different size of training samples: (a, d, g) 10,000 samples, (b, e, h) 1,000 samples, (c, f, i) 200 samples. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

The loading case is equivalent to the one-quarter model shown in Figure 4d and the boundary conditions for the 4 straight edges and 1 arch edge are listed as follows,

\[
\begin{align*}
  u_x|_{x=0} &= 0, \\
  u_y|_{y=0} &= 0, \\
  N_{xx}|_{x=\frac{l}{2}} &= p \cdot h, \quad N_{xy}|_{x=\frac{l}{2}} = 0, \\
  N_{yy}|_{y=\frac{l}{2}} &= 0, \quad N_{xy}|_{y=\frac{l}{2}} = 0, \\
  N_{xx} n_x + N_{xy} n_y &= 0, \quad N_{xy} n_x + N_{xx} n_y = 0, \quad (atx^2 + y^2 = d^2/4),
\end{align*}
\]

where \(n_x\) and \(n_y\) are the direction cosines of the boundary normal vector as defined in Eq. A.6.

Similar to the previous case, we first performed a FE simulation as the reference and then trained a 5-hidden layer neural network (5 neurons each layer) with the displacement and membrane force fields from FE simulation results as purely data-driven cases. The neural network was trained in two ways: one only with the displacement field and the other with both the displacement field and the force field. A comparison between the predictions of the FE results and the two purely data-driven models is presented in Figure 9a, b, c about the displacement field and Figure 10a, b, c about...
Table 2: Coefficients of determination of the predicted displacement and membrane force fields for central-hole tension

| Neural network                  | $u_x$  | $u_y$  | $N_{xx}$ | $N_{yy}$ | $N_{xy}$ |
|---------------------------------|--------|--------|----------|----------|----------|
| Data-driven (w/ disp.)          | 0.9996 | 0.9989 | 0.1274   | 0.4602   | 0.8028   |
| Data-driven (w/ disp. and force)| 0.9990 | 0.9955 | 0.9946   | 0.9678   | 0.9807   |
| PDE-based ($\lambda_s = 0.1$)  | 0.6900 | 0.0559 | 0.2470   | -0.0163  | -0.1187  |
| Energy-based (uniform sampling) | 0.9895 | 0.9883 | 0.9182   | 0.8672   | 0.9908   |
| Energy-based (w/ local refinement) | 0.9835 | 0.9754 | 0.8754   | 0.4770   | 0.8149   |

We then trained the same 5-hidden layer network with the physics-guided loss functions, one based on PDEs and the other based on energy. The same training procedure as in the previous case was used. $\lambda_s = 0.1$ was set for the PDE-based loss function. We found that both models can qualitatively predict the distribution of displacement field (see Figure 9d, e). Besides, the stress concentration phenomenon is also captured, but the concentration factor may not. The predicted distributions of the longitudinal membrane force are plotted in Figure 10d, e. The prediction by the energy-based model is the closest to the FE simulation result, significantly better than the PDE-based. It should be noted that, as demonstrated in the previous case, the PDE-based method can potentially achieve a similar accuracy as the energy-based method does by tuning the hyperparameters (training epochs, learning rates, sampling size, batch size weights in the loss function, etc). In practical, however, it is difficult to efficiently find the optimum hyperparameters. Attempts were made by increasing the sample size to an extremely large number 40,000, by tuning the weights in the loss function, by adjusting the batch size from 64 to 512, and by increasing the network to 20 layers (20 neurons each layer). However, none of these attempts returned satisfactory results. It is still an open question on how to optimize the hyperparameters for a strong nonlinear problem. Here, the unsatisfactory predictions are reported to show this weakness of the PDE-based approach.

A quantitative comparison between the physics-guided models and the FE results is performed by plotting the magnitude of $N_{xx}$ along the edge of the central hole in the polar coordinate, as shown in Figure 11. It should be noted that a closed-form analytical solution exists for the uniaxial tension of an infinite large central-hole plate [42], which predicts $N_{xx} = p(1 - 2 \cos 2\phi)\sin \phi^2$. This analytical model is also plotted. At the same time, the $R^2$ values are summarized in Table 2. It is found that the error of the prediction around the stress concentration area is still notable for the energy-based model compared with the FE simulation and closed-form solution, although the predicted global distribution is qualitatively correct.

To further improve the accuracy, we looked into the sampling strategy that has been revealed through the first in-plane tension example to be important to the numerical integration calculating the potential energy. First, it was found that the sampling size should be large enough to capture the edge of the central hole. As shown in Figure 12a and b, a small sample size cannot well capture the edge of central hole and 10,000 samples turned out to be sufficient for this example. Second, we proposed a sampling strategy with local refinement. Given that the stress concentration and high energy density area locates near the central hole, we divided the whole domain into two regions (indicated by red and blue in Figure 12c). The region around the central hole is sampled in higher density (local refinement). Within each region we performed the numerical integration, and the total potential energy is the sum of these two regions.

It should also be pointed out that even the energy-based method cannot perfectly agree with the FE result. However, for such a nonlinear problem with stress concentration, we cannot fully trust the FE simulations as well. We expect a more persuasive comparison with the experimental data in future studies. Here, to further scrutinize the energy-based method, we applied it to three more cases with a central hole of different sizes and shapes. Meanwhile, a even more complicated case of three-hole plate was performed. All the results are shown in Figure 13. As expected, the stress concentration factor increases as the aspect ratio ($l_y/l_x$) of the central hole increases. The energy-based model can correctly capture this trend and is also able to give reasonable predictions of the full stress field. It is still seen that there is local deviations between the energy-based model and the FE simulation, but a prediction accuracy of over 95% should have already met the requirement of most engineering applications.
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Figure 9: Horizontal displacement field prediction of FE simulation (a), purely data-driven models with two different loss functions defined by: (b) mean square error of displacement field, (c) mean square error of displacement and membrane force fields, PDE-based model (d), and energy-based models trained with uniform sampling (e) and sampling with local refinement (f), for the central-hole tension. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

4.3 Out-of-plane deflection of a square plate

The above two examples played as very strict comparisons of the purely data-driven approach and the two models with PDE-based and energy-based loss functions while using FE simulations as the reference. It has been demonstrated that both the PDE-based and the energy-based models can provide the high-accuracy predictions that are close to the FE results but the PDE-based heavility relies on the optimization of the hyperparameters. In the following two examples, we also compared the three ANN methods, and we reached the same conclusions. Therefore, the details of the comparison will not be presented for conciseness. Instead, we will focus on the energy-based method while still using FE simulation as the reference although it is not the exact solution.

In this example, we consider the square plate deflection loading case under uniform out-of-plane pressure. Unlike the previous two, this case will involve both in-plane and out-of-plane deformation. As illustrated in Figure 14a, a 10 Pa uniform transverse distributed pressure is applied on a 100 mm × 100 mm square plate whose four edges are clamped. The Young’s modulus and Poisson’s ratio of the plate is set as 70 MPa and 0.3, respectively. The governing PDEs are listed in Eq. (10). The boundary conditions are

\[ u_x = 0, u_y = 0, w = 0, \frac{\partial w}{\partial n} = 0, \text{ (at } x = \pm 50 \text{ or } y = \pm 50) \] (40)

FE simulations with an element size of 0.1 mm are performed in Abaqus/standard with shell element (4-node doubly curved thin shell element, with reduced integration, hourglass control, and finite membrane strains). A 5-hidden layer neural network (5 neurons each layer) is trained with the energy-based loss function and the comparison of the predicted deflection field with the FE simulation is shown in Figure 14b-e. A quantitative comparison of the distribution along the central line is shown in Figure 14f. It is found that the energy-based algorithm can still provide a satisfactory prediction of the out-of-plane displacement. It should be noted that the small deviation between the energy-based method and the FE simulation cannot be fully ascribed to the computational error of the former. This is because our physics-guided neural network framework for elastic plates is constructed to implement the classic plate theory based on Kirchhoff
Figure 10: Longitudinal membrane force field prediction of FE simulation (a), purely data-driven models with two different loss functions defined by: (b) mean square error of displacement field, (c) mean square error of displacement and membrane force fields, PDE-based model (d), and energy-based models trained with uniform sampling (e) and sampling with local refinement (f), for the central-hole tension. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Figure 11: Predicted horizontal displacement (a) and longitudinal membrane force (b) of different models around the central hole.
4.4 Buckling of a square plate

In the last example, we investigate the buckling of the same plate as the third example under in-plane compressive loads. Figure 15a and b show the two different boundary conditions that were studied. One has a simply-supported left edge \( (u_x = 0, w = 0, N_{xy} = 0, M_{yy} = 0 \text{ at } x = -50) \), and the other clamped \( (u_x = 0, w = 0, N_{yy} = 0, \partial w / \partial x = 0 \text{ at } x = -50) \). In both cases, there is no out-of-plane load. Therefore, trivial solutions that only involve the in-plane deformation (i.e. no out-of-plane deflection, \( w = 0 \)) exist because the trivial solutions always satisfy the out-of-plane governing equation. The deformation of the plate follows the trivial solutions when the load is sufficiently small, but as the load increases, there is a point where the plate will bifurcate into a more stable configuration (with lower potential energy) in a buckled shape. In plate theory, the first buckling mode is usually determined by seeking the lowest total potential energy. Therefore, we applied the energy-based model to predict it. The PDE-based loss function is not suitable for the buckling analysis since it inevitably converges to the trivial in-plane solution.

For the neural network algorithms, a 5-hidden layer neural network (5 neurons each layer) with the energy-based loss function was constructed. The FE simulations were performed in Abaqus/standard to get the first buckling mode. Modal analysis was first conducted to obtain the different buckling modes. The first buckling mode configuration was then induced as the geometric imperfection with a maximum 0.01 mm transverse deviation and the model with the imperfection is used to simulate the in-plane compression with the implicit solver. The buckled configuration predicted by the neural network algorithms for the two cases are shown in Figure 15c and d, respectively. In addition, Figure 15e and f respectively compare the deflection of the central line with the FE simulations. We can see that the bulking configurations under two different boundary conditions are both correctly predicted.

The machine learning algorithms are designed to find the global minimum that corresponds to the first buckling mode in the studied case. It is intriguing whether the energy-based model can always converge to the global minimum or may find local minimums corresponding to higher buckling modes. We initialized the neural network to three different buckling modes: the first mode and two other higher modes (Figure 16a). This can be realized by pre-training the network to fit the initial configurations as shown in Figure 16b. Figure 16c presents the predicted deflections, where we can see that the final deformed profiles are almost the same regardless of the initial configuration. These results serve as a validation that the optimization algorithm that is being used in this study can find the global minimum. It also suggests that the energy-based approach is not able to find the higher modes.

5 Discussions

5.1 Comparison through the four loading conditions

In this study, we chose four typical loading conditions to validate the physics-guided neural network framework that we developed. Although they are all simple in terms of loading and boundary conditions, they together provided a
Figure 13: Comparison of FE simulation and energy-based model results for different shape and size central-hole tension: (a) $l_x = l_y = 4$ mm, (b) $l_x = 2$ mm, $l_y = 4$ mm, (c) $l_x = 4$ mm, $l_y = 2$ mm, and (d) three holes. The membrane force fields predicted by the FE simulation of the four cases are respectively shown in (e), (f), (g), and (h). The predictions of the energy-based model are respectively shown in (i), (j), (k), and (l). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
Figure 14: Loading case of plate deflection under out-of-plane pressure (a). The predicted 3D configuration and 2D out-of-plane displacement field after deflection are shown in (b) and (d) for FE simulation and (c) and (d) for energy-based model. The deflection of the central line is compared in (e) (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Figure 15: Prediction of the buckling of elastic plates with two different types of constraints: simply supported (a) and clamped (b). The buckled configurations are shown in (c) and (d). The deflections of the central line are compared with FE simulations (e) and (f). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
rather comprehensive investigation of the accuracy of different approaches. The first example involved only in-plane deformation, but a nonlinear stretching force was applied. Among the four examples, this may be the simplest task for modeling. However, the differences between the data-driven approach and the physics-guided approaches and between the PDE-based and energy-based approaches were already clear. The second example was also in-plane, but geometrical nonlinearity was generated by introducing a circular hole at the center of the plate. Different aspect ratios of the central hole were investigated to obtain a wide range of the stress concentration factor, and a three-hole plate was solved to push the computational framework to its limit. We observed that there is a small difference between the FE simulation and energy-based model. However, it is promising to find that the accuracy of the energy-based method did not decrease as the stress concentration factor increased. In other words, this method is stable. The third example involved a pressure in the $z$-direction so that the out-of-plane governing equation could no longer be neglected. The energy-based method still provided a satisfactory prediction. The last example was more challenging due to instability. No out-of-plane load was applied, but out-of-plane deformation occurred through buckling. The energy-based method showed a great advantage over its PDE-based counterpart because the latter always converged to the trivial solution with $w = 0$. Therefore, these four examples covered almost all the important aspects of plate deformation.

5.2 Comparison between the PDE-based and energy-based approaches

The major task of the present study is to compare the PDE-based and energy-based approaches of formulating the loss function. Although there is no absolute conclusion about which is better, it is clear that these two approaches have their own pros and cons. In this sub-section, we summarize them in three aspects: hyperparameters, sampling, and computational efficiency.

Hyperparameters – The PDE-based loss function involves a larger number of hyperparameters than the energy-based does. This is a clear disadvantage of the PDE-based approach, although it was found through the first example of in-plane tension that the two approaches could achieve a similar accuracy as long as the hyperparameters could be determined properly. In the second in-plane example, we showed that it is difficult to find the optimum hyperparameters...
and that the prediction of the PDE-based approach could fail to match the results if the non-optimum hyperparameters are used.

**Sampling** – The energy-based approach is significantly more dependent on the size and resolution of the samples used for training than the PDE-based, which is an important weakness. This is because the energy-based approach has to perform the numerical integration of the total potential energy, which relies on the discretion of the domain. In this sense, the energy-based approach is a “mesh sensitive” tool although the concept of meshing is not explicitly stated. In the second in-plane example, this sampling strategy is close to a meshing step in conventional FE simulations. The difference is that there is not a strict requirement for the “mesh” quality.

**Computational efficiency** – To achieve the same accuracy that is sufficiently high to approximate the exact solution, the energy-based approach turns out to be more efficient. Here, the efficiency not only refers to the computation time that the algorithm takes to converge but also includes the time of the user to tune the hyperparameters.

### 5.3 Fundamental differences between the PDE-based and energy-based loss functions

There are two prominent differences between the PDE-based and energy-based loss functions. The first lies in the order of the involved partial derivatives. The energy-based loss function deals with the strain components, which are functions of the first derivatives of the displacement field. By constructing the neural network to directly output the strain components, for example in the first example of in-plane tension, it is possible to avoid additional computational errors coming from the derivation process. On the contrary, the PDE-based loss function has to include the residuals in the PDEs and BCs simultaneously. Therefore, it is almost impossible to reduce the order of equations by computational treatments, and consequently, a number of derivation processes have to be performed in the algorithm, accumulating the computational error. The second difference between the PDE-based and energy-based loss functions is the number of the residual terms. The complete PDE-based loss function has to sum up a total number of eleven residuals coming from three equations and eight boundary conditions. However, the energy-based deals only one residual by introducing the penalty term into the total energy. Even if considering the penalty term as an independent quantity, we still have only two residuals for summing up. This is a big simplification. As a result of these two aspects, the PDE-based approach is less computationally efficient.

There are more fundamental underlying mechanisms behind these two computational differences. As already pointed out above, the energy approach and the PDE governing equations are mathematically equivalent. The energy-based loss (Eq. 24) and the PDE-based loss (Eq. 20) are respectively formulated following these two approaches and, therefore, should also be equivalent. However, the equivalence could only be achieved when the weight ratios of the PDE-based loss, $\lambda$ and $\lambda_d$, can be determined in advance to have the physical meanings of displacement and force, respectively. In other words, $\lambda$ and $L_{BCs}$, $\lambda_d$ and $L_{Bcd}$ should be two pairs of conjugate variables in terms of potential energy. However, this is impossible not only because such values of $\lambda$ and $\lambda_d$ are difficult to calculate but also because they are usually not uniform in all boundaries. In a practical application of neural network-based computational frameworks, $\lambda$, and $\lambda_d$ are usually chosen by the user with the help of a careful tuning procedure. Our study suggests that physics could guide the determination of the hyperparameters, particularly the weights of the residuals. This will be an important future topic which is worth a comprehensive investigation.

### 5.4 Limitations of the proposed neural network framework

We have seen that for loading cases with high nonlinearity there is still a relatively large deviation of the local predictions between the energy-based neural network model and the FE results. Although we have noted that FE results are not necessarily the exact solution and that it is unfair to attribute the deviation only to the computational error of the neural network-based algorithms, it is still necessary to point out the limitations of the proposed computational framework.

The first limitation is indicated by its name – the accuracy and the applicability of this physics-guided computational framework is largely determined by the physical laws that are implemented by human brains. In our study, the physical laws are the classic plate theory. It is based on the strong Kirchhoff hypotheses, which will lose the applicability for moderately thick plates. The framework was developed based on these hypotheses and, therefore, inherits its limitations.

The second limitation stems from the fundamental and shadow neural network we have used. Its capability to approximate a highly non-uniform displacement or strain field is limited due to its simplicity. A deep neural network that involves a larger number of hidden layers is likely to increase accuracy. In the present study, we focused on the implementation of physics into machine learning algorithms and we did not try a deeper neural network due to the limitation in computational resources. Another approach to improve the approximation ability is to modify the structure of the neural network or seek for other machine learning models. For example, Wang et al. [12] added extra connections between non-adjacent layers to improve the approximation ability of the neural network.
5.5 Special challenges for applications of neural network-based algorithms in predicting the mechanical responses of solids

As mentioned in the literature survey in the introductory section, many initial successes of PGML or PINN algorithms have been achieved in modeling the dynamics of fluids as well as the mass and heat transfer. To model the mechanical responses of solids, a special challenge is that the variables of interest (stresses and strains) are highly tensorial. As a comparison, in many cases, only the pressure of a fluid is wanted. Consequently, more PDEs and BCs have to be implemented into the loss function, leading to a low accuracy of the PDE-based algorithms as mentioned in 5.4. This point becomes very clear through our present study – the governing equations are established in three directions, and each edge of the plate has four pairs of conjugates as BCs. It is also worth noting that our present study only considered elastic plates. To implement the plasticity theories, even the simplest model, there will be more intermediate state variables, thus creating more PDEs and ordinary differential equations (ODEs) to be solved. This will be one more special challenge for the neural network-based algorithms to take for predicting the deformation of solids.

5.6 Future extensions of the proposed neural network framework

As a pilot study, we demonstrated that the energy-based neural network framework can provide a satisfactory prediction of the mechanical response of elastic plates that is as good as the FE simulation results. This seemingly easy conclusion may cause an underrating of the contribution of this work. The conclusion can be generalized – for a system that is governed by a large number of PDEs and BCs, if the principle of minimum potential energy is applicable, a machine learning algorithm designed to minimize the potential energy will be more effective and efficient than directly minimizing the total sum of all the residuals stemming from the PDEs and BCs. One potential extension of our neural network framework is modeling the thermodynamics of materials, which is also based on some energy indicators. While it is true that there is no evidence to prove the current accuracy of the framework is better than FE simulations, as the complexity of the system keeps increasing, we expect that the neural network framework will show more clear advantages over the FE simulations. One such potential application is the modeling of multiphysics and multiscale systems, lithium-ion batteries as a typical example. It is well-known that the FE simulations often suffer from a stringent criterion to get converged when dealing with these systems. Energy-based models are promising to relieve the convergence requirement to provide an approximate solution for practical applications. The mechanism behind it is a tradeoff between the modeling accuracy and the computational feasibility.

6 Conclusion

In this study, we established a physics-guided neural network-based computational framework to predict the mechanical responses of elastic plates. The physical laws that were implemented into the algorithm were from the classic plate theory derived following the Kirchhoff hypotheses. The governing PDEs are the well-known FvK equations, which can be derived from the principle of virtual displacement. In our computational framework, a neural network was constructed to output the displacement fields (or strain fields in some cases) with the input of spatial coordinates. Three different ways of formulating the loss function were investigated. One was purely data-driven by comparing the predicted displacement field with the observed one from tests or FE simulations. The other two were based on the physical laws. The PDE-based loss function was the total sum of all the residuals stemming from the PDEs and BCs, and the energy-based simply used the total potential energy as its loss. The computational framework that we developed were then applied to four different types of loading conditions, including 1) the in-plane tension with non-uniformly distributed stretching force to study the effect of the nonlinearity from external loads, 2) the in-plane central-hole tension to investigate the nonlinearity from geometric imperfections, 3) the out-of-plane deflection to examine the capability of modeling the out-of-plane deformation, and 4) the buckling induced by uniaxial compression to validate the algorithm on instability analysis. In all the four cases, FE simulations with an extremely fine mesh size were performed as references. Through these validations and comparisons, the following conclusions can be drawn.

1) Both the PDE-based and the energy-based neural networks algorithms developed in this study can approximately predict the mechanical response of elastic plates with a satisfactory accuracy that is close to the FE simulations if the hyperparameters are properly tuned.
2) The advantage of the model with the energy-based loss function is that it has a small number of hyperparameters and is computationally more efficient. Its disadvantage is that it relies on a large sampling size and a fine sampling resolution.
3) The model with the PDE-based loss function has an advantage over the energy-based because it is less dependent on sampling and has the potential to be “mesh-free”.
4) In order to achieve a good accuracy, the purely data-driven approach is suggested to be trained with data from both displacement and membrane force fields.

5) The fundamental difference between the energy-based and PDE-based approaches largely stem from the determination of the weight in the loss function and the calculation of the derivatives. Deciphering the relationship between the weights and the physical meanings can potentially improve the PDE-based approach.

It is optimistically expected that our energy-based neural network framework will have a wide spectrum of applications in future studies. Particularly, it provides an important energy-optimization inspiration for modeling complex engineering systems involving multiple scales and multiple physics.

A Appendix

A.1 Strain components

Following the Kirchhoff hypotheses, the displacement field can be expressed as:

\[ u_\alpha = u_0^\alpha - z \cdot w_\alpha, (\alpha = x, y). \]  \hspace{1cm} (A.1)

where \( u_\alpha (\alpha = x, y) \) and \( w \) denote the in-plane displacement and out-of-plane displacement, respectively. \( u^0 \) represents the corresponding displacement at the mid-plane (i.e. \( u_0^\alpha (x, y, z) = u_\alpha (x, y, 0) \)).

The general three-dimensional second-order nonlinear Green strains are

\[ \varepsilon_{\alpha\beta} = \frac{1}{2} (u_{\alpha,\beta}^0 + u_{\beta,\alpha}^0 + u_{\gamma,\alpha}^0 u_{\gamma,\beta}^0 - z \cdot w_{\alpha\beta}), (\alpha, \beta, \gamma = x, y, z). \]  \hspace{1cm} (A.2)

We consider the moderate deformation of a plate, meaning that the transverse (i.e. out-of-plane) displacement gradients \( u_{z,x} = w_{x,x} \) and \( u_{z,y} = w_{x,y} \) can be relatively large and the in-plane displacement gradients \( u_{\alpha,\beta}, (\alpha, \beta = x, y) \) are small due to the large width and length. The second-order terms in the Green strains can be therefore omitted except the \( w_{\alpha\beta}(\alpha, \beta = x, y) \).

Substitute Eq. (A.1) into the above equation, the strains can subsequently be simplified to the following strains of the 2D plate theory,

\[ \varepsilon_{\alpha\beta} = \frac{1}{2} (u_{\alpha,\beta}^0 + u_{\beta,\alpha}^0 + w_{\alpha,\beta} - z \cdot w_{\alpha\beta}), (\alpha, \beta = x, y), \]  \hspace{1cm} (A.3)

\[ \varepsilon_{\gamma\gamma} = 0, (\gamma = x, y, z). \]

A.2 Integration by parts

The virtual strains are calculated from the virtual displacements according to Eq. (2) and Eq. (3). For the first term in Eq. (5), applying integration by parts we have

\[
\int_\Omega N_{\alpha\beta} \delta \varepsilon_{\alpha\beta} dx dy = \int_\Omega \frac{1}{2} N_{\alpha\beta} (\delta u_{\alpha,\beta}^0 + \delta u_{\beta,\alpha}^0 + \delta w_{\alpha,\beta} + w_{\alpha\beta}), \delta w_{\beta}
\]

\[
= \int_\Omega N_{\alpha\beta} (\delta u_{\alpha,\beta}^0 + \delta w_{\alpha\beta})
\]

\[
= \int_\Gamma (N_{\alpha\beta} \delta u_{\alpha}^0 + N_{\alpha\beta} w_{\beta} \delta w_{\beta} \delta w_{\beta}) ds - \int_\Omega \left[ N_{\alpha\beta,\beta} \delta u_{\alpha}^0 + (N_{\alpha\beta} w_{\beta})_{,\alpha} \delta w \right] dx dy,
\]  \hspace{1cm} (A.4)
where the partial integration is applied to get the displacement variation instead of its gradient. \( \mathbf{n} = n_x \mathbf{e}_x + n_y \mathbf{e}_y \) is the outward normal on the boundary (\( n_x \) and \( n_y \) are the direction cosines of the unit normal). For the second term, we have

\[
\int_{\Omega} M_{\alpha\beta} \delta \kappa_{\alpha\beta} \, dxdy = -\int_{\Omega} M_{\alpha\beta} \delta w_{\alpha\beta} \, dxdy
\]

\[
= -\int_{\Gamma} M_{\alpha\beta} \delta w_{\alpha\beta} \, n_\beta \, ds + \int_{\Omega} M_{\alpha\beta,\alpha} \delta w_{\alpha\beta} \, dxdy
\]

\[
= -\int_{\Gamma} M_{\alpha\beta} \delta w_{\alpha\beta} \, n_\beta \, ds + \int_{\Gamma} M_{\alpha\beta,\beta} \delta w_{\alpha\beta} \, ds - \int_{\Omega} M_{\alpha\beta,\alpha\beta} \delta w \, dxdy,
\]

where the integration by parts is applied twice.

### A.3 Boundary conditions

We perform a coordinate transformation between the global Cartesian \((x, y, z)\) coordinate and the local Cartesian coordinate \((n, s, r)\) (see Fig. 1),

\[
\begin{bmatrix}
  x \\
  y \\
  z
\end{bmatrix}
= \begin{bmatrix}
  \cos \theta & -\sin \theta & 0 \\
  \sin \theta & \cos \theta & 0 \\
  0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
  n \\
  s \\
  r
\end{bmatrix}
= \begin{bmatrix}
  n_x & -n_y & 0 \\
  n_y & n_x & 0 \\
  0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
  n \\
  s \\
  r
\end{bmatrix},
\]

where \( \theta \) is the angle between the global \( x \) axis and the local \( n \) axis along the counterclockwise direction. The displacements and stresses under the two coordinates are related by

\[
\begin{bmatrix}
  u_0 \\
  v_0 \\
  w
\end{bmatrix}
= \begin{bmatrix}
  \cos \theta & -\sin \theta & 0 \\
  \sin \theta & \cos \theta & 0 \\
  0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
  u_{0n} \\
  u_{0s} \\
  u_{0r}
\end{bmatrix},
\]

\[
\begin{bmatrix}
  \sigma_{mn} \\
  \sigma_{mr}
\end{bmatrix}
= \begin{bmatrix}
  n_x^2 & n_y^2 & 2n_xn_y \\
  -n_xn_y & n_xn_y & n_x^2 - n_y^2
\end{bmatrix}
\begin{bmatrix}
  \sigma_{xx} \\
  \sigma_{yy} \\
  \sigma_{xy}
\end{bmatrix}.
\]

According to the above relations, the stress boundary integrands in Eq. (9) can be rewritten with quantities under the local coordinate,

\[
(N_{xx} n_x + N_{xy} n_y) \delta u_0 + (N_{yy} n_y + N_{xy} n_x) \delta v_0
= (N_{xx} n_x + N_{xy} n_y) (n_x \delta u_{0n} - n_y \delta u_{0s}) + (N_{yy} n_y + N_{xy} n_x) (n_y \delta u_{0n} + n_x \delta u_{0s})
= (N_{xx} n_x^2 + 2N_{xy} n_x n_y + N_{yy} n_y^2) \delta u_0 + [N_{yy} n_y n_y - N_{xx} n_x n_y + N_{xy} (n_x^2 - n_y^2)] \delta u_0
= N_{nn} \delta u_{0n} + N_{ns} \delta u_{0s},
\]

and

\[
-(M_{yy} n_y + M_{xx} n_x) \frac{\partial \delta w}{\partial y} - (M_{xx} n_y + M_{xy} n_x) \frac{\partial \delta w}{\partial x}
= -M_{nn} \frac{\partial \delta w}{\partial n} - M_{ns} \frac{\partial \delta w}{\partial s}.
\]

To fix the inconsistency, integration by parts is applied,

\[
\int_{\Gamma_s} M_{ns} \frac{\partial \delta w}{\partial s} \, ds = -[M_{ns} \delta w]_{\Gamma_s} + \int_{\Gamma_s} \frac{\partial M_{ns}}{\partial s} \delta w \, ds.
\]

\([M_{ns} \delta w]_{\Gamma_s}\) is zero when the stress boundary is closed or \( M_{ns} = 0 \). Then we can get the Eq. (14).
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