Improving the accuracy of the neuroevolution machine learning potential for multi-component systems
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In a previous paper [Fan Z et al. 2021 Phys. Rev. B, 104, 104309], we developed the neuroevolution potential (NEP), a framework of training neural network based machine-learning potentials using a natural evolution strategy and performing molecular dynamics (MD) simulations using the trained potentials. The atom-environment descriptor in NEP was constructed based on a set of radial and angular functions. For multi-component systems, all the radial functions between two atoms are multiplied by some fixed factors that depend on the types of the two atoms only. In this paper, we introduce an improved descriptor for multi-component systems, in which different radial functions are multiplied by different factors that are also optimized during the training process, and show that it can significantly improve the regression accuracy without increasing the computational cost in MD simulations.

I. INTRODUCTION

In recent years, machine-learning (ML) potentials [1–5] have played an important role in molecular dynamics (MD) simulations. A well trained ML potential can achieve an accuracy close to that of the training data and a speed that cannot be achieved by ab initio MD simulations. After the pioneering work by Behler and Parrinello [6] on the high-dimensional neural network (NN) potential, other alternatives such as the Gaussian approximation potential (GAP) [7] and some linear regression ML potentials [8, 9] were also developed. Many methods and computer codes for constructing NN potentials have been developed by exploring standard ML libraries [10–18].

Recently, the present author developed a framework called neuroevolution potential (NEP) [19] for training NN-based ML potential using a natural evolution strategy [20, 21], instead of the conventional back propagation (gradient descent) approach. NEP has been implemented in version 2.6 of the open-source gpumd package [22–24]. It has been demonstrated [19] that NEP as implemented in gpumd can achieve an accuracy comparable to other popular implementations of ML potentials [10, 25, 26], while exhibiting a much higher computational efficiency in MD simulations.

In this paper, we show that for multi-component systems, i.e., systems with multiple atom types, the accuracy of NEP can be significantly improved. We present the improved approach and implement it version 2.9 of gpumd. For simplicity, the NEPs as implemented in versions 2.6 and 2.9 of gpumd will be called NEP1 and NEP2, respectively. We will use bulk PbTe and Al-Cu-Mg alloy as case studies to show the improved accuracy of NEP2 as compared to NEP1.

II. THEORY

A. The previous NEP1

The ML potential in NEP1 [19] is a local many-body one, where “local” means that the total potential energy $U$ of a system of $N$ atoms can be written as a sum of site energies, $U = \sum_{i=1}^{N} U_i$. The site energy $U_i$ of atom $i$ is taken as a function of a set of $N_{\text{des}}$ descriptor components $(q_n^i)_{n=1}^{N_{\text{des}}}$. The function is taken as a NN with a single hidden layer with $N_{\text{neu}}$ neurons:

$$U_i = \sum_{\mu=1}^{N_{\text{neu}}} w^{(2)}_{\mu} \tanh \left( \sum_{\nu=1}^{N_{\text{des}}} w^{(1)}_{\mu\nu} q_{\nu}^i - b^{(1)}_{\mu} \right) - b^{(2)} \tag{1}$$

where $w^{(1)}_{\mu\nu}, w^{(2)}_{\mu}, b^{(1)}_{\mu},$ and $b^{(2)}$ are the trainable weight and bias parameters in the NN.

For a central atom $i$, there is a set of radial descriptor components $(0 \leq n \leq n_{R_{\text{max}}})$:

$$q_n^i = \sum_{j \neq i} g_n(r_{ij}), \tag{2}$$

and a set of angular descriptor components $(0 \leq n \leq n_{A_{\text{max}}} \text{ and } 1 \leq l \leq l_{\text{max}})$:

$$q_{nl}^i = \sum_{j \neq i} \sum_{k \neq i} g_{nl}(r_{ij}, r_{ik}) P_l(\cos \theta_{ijk}), \tag{3}$$

where $P_l(\cos \theta_{ijk})$ is the Legendre polynomial of order $l$, $\theta_{ijk}$ being the angle formed by the $ij$ and $ik$ bonds. The functions $g_n(r_{ij})$ are radial functions and they are defined as

$$g_n(r_{ij}) = \frac{T_n \left( \frac{r_{ij}}{R_{ij}} - 1 \right)^2 - 1}{2} f_c(r_{ij}) c_{ij} \tag{4}$$

Here $T_n(x)$ is the $n$-th order Chebyshev polynomial of the first kind and $f_c(r_{ij})$ is the cutoff function defined as

$$f_c(r_{ij}) = \frac{1}{2} \left( 1 + \cos \left( \pi \frac{r_{ij}}{r_c} \right) \right) \tag{5}$$
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for \( r \leq r_c \) and \( f_c(r_{ij}) = 0 \) for \( r > r_c \). The cutoff radius \( r_c \)

reasoning can take different values for the radial and angular components, which are denoted as \( r_c^R \) and \( r_c^A \), respectively.

Following Refs. 27 and 28, a factor \( c_{ij} \) is included in the definition of the radial functions \( g_n(r_{ij}) \) to account for the different atom types. Gastegger et al. [27] suggested to use \( c_{ij} = z_j \), where \( z_j \) is the atomic number of atom \( j \) and Arthith et al. [28] suggested to use \( c_{ij} = \pm 1, \pm 2, \ldots \). In NEP1, \( c_{ij} \) is chosen as \( \sqrt{z_i z_j} \).

**B. The improved NEP2**

It is clear that in all the schemes above, the resulting descriptor has the permutation symmetry, i.e., the descriptor is invariant upon a permutation of the atoms with the same type. However, hand-chosen values for \( c_{ij} \) might not be optimal. More importantly, the coefficients \( c_{ij} \) are the same for all the radial functions \( g_n(r_{ij}) \), which do not depend on \( n \). In NEP2, we propose to make these coefficients \( n \)-dependent, leading to the following radial functions:

\[
g_n(r_{ij}) = \frac{T_n\left(2\left(\frac{r_{ij}}{r_c} - 1\right)^2 - 1\right) + 1}{2} f_c(r_{ij}) c_{nij}. \tag{6}\]

If the considered material has \( N_{\text{typ}} \) atom types, the number of \( c_{nij} \) coefficients is

\[
N_{\text{typ}}^2 (n_{\text{max}}^R + n_{\text{max}}^A + 2). \tag{7}\]

The factor \( N_{\text{typ}}^2 \) enumerates all the possible ordered combinations of atom types: both atoms \( i \) and \( j \) can be one of the \( N_{\text{typ}} \) types. Therefore, for a given \( n \), there are \( N_{\text{typ}}^2 \) possible \( c_{nij} \) values. Taking \( N_{\text{typ}} = 3 \) as an explicit example and denoting the atom types as \( a, b, \) and \( c \), we have the following \( N_{\text{typ}}^2 = 9 \) coefficients for a given \( n \):

\( c_{nab}, c_{nba}, c_{nac}, c_{nca}, c_{nbc}, c_{ncb}, c_{ncc}, c_{nbc}, c_{ncb} \); these will be \( 9 (n_{\text{max}}^R + n_{\text{max}}^A + 2) \) parameters in total. These \( c_{nij} \) parameters are not hand chosen, but are taken as free parameters to be optimized during the training process, similar to the weight and bias parameters in the NN. One difference between the \( c_{nij} \) Parameters and the NN parameters is that we require that

\[
|c_{nij}| \geq \frac{1}{10}. \tag{8}\]

The purpose of applying this restriction is to avoid too small values for the descriptor components.

The method can also be applied to neural network potentials trained using the back propagation method, but one needs to compute the derivatives of a loss function with respect to the extra parameters introduced into the descriptor. By contrast, the introduction of these parameters adds little extra work in our approach as the natural evolution strategy does not require the calculation of the derivative of the loss function with respect to any parameter. This is one of the advantages of the natural evolution strategy compared to back propagation. In the moment tensor potential (MTP) [29], similar optimization of some radial coefficients has been used for multi-component systems. In the recursively embedded-atom NN potential [18], these coefficients for a central atom \( i \) are considered to be recursively dependent on the descriptors of the neighbor atoms \( j \) through extra NNs.

We stress that the introduction of more parameters to the radial functions does not add more computations to the ML potential, as the number of descriptor components and the number of NN parameters, which affect the speed of the potential in MD simulations, are not changed. With this in mind, we next evaluate the regression accuracy of NEP2 as compared to NEP1.

**III. RESULTS AND DISCUSSION**

**A. Bulk PbTe**

We first use the training data set of bulk PbTe as studied in Ref. 19 to compare NEP1 and NEP2. There are 325 structures, each with 250 atoms. The training data set and related inputs and outputs are available from a public Gitlab repository [30]. All the relevant hyperparameters are the same for NEP1 and NEP2 and are listed in Table I.

| Parameter | PbTe      | Al-Cu-Mg alloy |
|-----------|-----------|----------------|
| \( r_c^R \) | 8 Å       | 6 Å            |
| \( r_c^A \) | 4 Å       | 4 Å            |
| \( n_{\text{max}}^R \) | 12        | 15             |
| \( n_{\text{max}}^A \) | 6         | 10             |
| \( l_{\text{max}} \) | 4         | 4              |
| \( N_{\text{neu}} \) | 40        | 40             |
| \( \lambda_1 \) | 0.05      | 0.05           |
| \( \lambda_2 \) | 0.05      | 0.05           |
| \( N_{\text{bat}} \) | 25        | 1000           |
| \( N_{\text{pop}} \) | 50        | 50             |
| \( N_{\text{gen}} \) | \( 10^5 \) | \( 10^5 \)     |
| Training time | 1 hour | 7 hours |
Figure 1 shows the evolution of the root mean square errors (RMSEs) of energy and force as obtained by NEP1 and NEP2 with respect to the generation in the natural evolution strategy. The total number of generations is chosen as $10^{5}$ here, which is large enough to achieve convergence of the RMSEs. Within the first few thousand generations, the RMSEs are comparable between NEP1 and NEP2. However, NEP2 develops smaller RMSEs afterwards. Up to $10^{5}$ generations, the energy and force RMSEs obtained in NEP1 are 0.56 meV/atom and 50 meV/Å respectively. The corresponding values obtained in NEP2 are 0.39 meV/atom and 38 meV/Å. The reduction of regression errors is about 30% for both energy and force. For completeness, we list the RMSEs and mean absolute errors (MAEs) of all the relevant potentials in Table II.

### Table II. Accuracy comparison between NEP1 and NEP2.

| Material       | Accuracy  | NEP1   | NEP2   |
|----------------|-----------|--------|--------|
|                | Energy RMSE | 0.56   | 0.39   |
|                | Energy MAE  | 0.37   | 0.29   |
| Bulk PbTe      | Force RMSE | 50     | 38     |
|                | Force MAE  | 36     | 28     |
|                | Energy RMSE | 510    | 11     |
|                | Energy MAE  | 410    | 7.3    |
| Al-Cu-Mg alloy | Force RMSE | 400    | 72     |
|                | Force MAE  | 260    | 50     |
|                | Virial RMSE | 330    | 43     |
|                | Virial MAE | 190    | 27     |

Figure 2 compares the predicted energies by NEP1 and NEP2 and those from quantum mechanical density functional theory (DFT) calculations. Figure 3 shows similar results for force. It can be seen that the energy and force errors from NEP2 are indeed smaller than those from NEP1. Particularly, in NEP1, there are some force errors larger than 0.5 eV/Å, which are absent from NEP2.

To better appreciate the performance of NEP2, we
FIG. 4. Force RMSE and MD speed for the various ML potentials trained using the same set of training data for PbTe. The results for NEP1, GAP, MTP, and DP are taken from Ref. 19. For GAP and MTP, 72 Intel Xeon-Gold 6240 CPU cores are used; for DP and NEP (both NEP1 and NEP2), one Nvidia Tesla V100 GPU card is used. These CPU and GPU resources are of comparable price.

compare it with both NEP1 and some other popular ML potential packages [10, 25, 26]. Figure 4 shows the force regression accuracy and MD speed for NEP1, NEP2, GAP [25], MTP [26], and DP (deep potential) [10]. The MD speed is measured as the product of the number of atoms and the number of steps that can be achieved per second. We see that NEP1 is already of comparable accuracy to the other ML potentials in this case, and is one to three orders of magnitude faster. NEP2 can achieve a higher accuracy than NEP1 while keeping the speed of NEP1. Therefore, NEP2 can achieve a high accuracy and a high computational speed simultaneously.

To make sure that the high accuracy of NEP2 is not a result of overfitting, we perform MD simulations to calculate the thermal conductivity of PbTe from 300 K to 700 K. We use the efficient homogeneous nonequilibrium MD (HNEMD) method [19, 33] with a driving force parameter of 1.0 μm⁻¹. We use a cubic simulation cell of 8000 atoms and a time step of 1.0 fs. For each temperature, three independent HNEMD simulations are performed, each with a production time of 2000 ps. In Fig. 5, we compare the thermal conductivity values calculated from NEP1 and NEP2 and experimental ones [31, 32]. While the two sets of experimental data have some discrepancies, it can be seen that the lattice thermal conductivity values calculated using NEP2 do not give a worse agreement with the experimental ones than NEP1. This indicates that the high accuracy of NEP2 is not a result of overfitting.

We now move from the relatively simple case of bulk PbTe to the more challenging case of Al-Cu-Mg alloy as studied by Jiang et al. [34] using the DeePMD-kit package [10]. A large data set with a full range of relative concentrations of the three atom types has been generated using a concurrent-learning scheme [34]. There are 141409 structures with more than three million atoms in total. We randomly select 10⁴ structures as the testing set and use the remaining structures for training. The hyperparameters we use for NEP1 and NEP2 are listed in Table I.

FIG. 5. Lattice thermal conductivity of bulk PbTe as a function of temperature from HNEMD simulations with NEP1 and NEP2 and from experiments [31, 32]. The NEP1 results are taken from Ref. 19.

B. Al-Cu-Mg alloy

Figures 6(a)-(c) show the energy, force, and virial as calculated from NEP1 and NEP2 compared with the DFT training data. We see that NEP1 has very large errors in all the quantities, while NEP2 has much higher accuracy (See Table II for the RMSE and MAE values). Figure 6(d) shows the MD simulation speed of NEP2 as a function of the number of atoms in the simulated system (NEP1 is unstable and we thus have not run MD simulations with it). Using a single Tesla A100 GPU (with 80 GB device memory), we can run MD simulations with systems containing up to about 7 million atoms and the computational speed is over 1.5 × 10⁷ atom-step/second. As a reference, we note that the Al-Cu-Mg DP potential after model compression [35] can run MD simulations with systems containing up to about 60 thousand atoms with a computational speed of about 1.9 × 10⁵ atom-step/second using one Tesla V100 GPU (with 32 GB device memory).
To understand the origin of the higher accuracy achievable by NEP2 as compared to NEP1, we examine the distributions of some descriptor components in Fig. 7 and Fig. 8. For the radial components ($q_n$ with $n = 1$ to $n = 6$) shown in Fig. 7, the distributions for Pb and Te atoms are well distinguishable in both NEP1 and NEP2. However, for the angular components ($q_{n4}$ with $n = 1$ to $n = 6$) shown in Fig. 8, the distributions for Pb and Te atoms are almost identical in NEP1 but are well distinguishable in NEP2. The fact that the angular descriptor distributions for Pb and Te atoms are almost identical in NEP1 is related to the choice of $c_{ij} = \sqrt{z_i z_j}$ in Eq. (4) and the relatively small cutoff for the angular components. In NEP2, without increasing the cutoff for the angular components but simply optimizing the $c_{nij}$ parameters in Eq. (6) for each radial function $g_n$ can lead to more distinguishable descriptor distributions for different atom types hence better discrimination of the different atom types in a multi-component system. This is the origin of the higher accuracy of NEP2 as compared to NEP1.

IV. SUMMARY AND CONCLUSIONS

In summary, we have proposed an improved scheme of considering different atom types in the atom-environment descriptor used in the neuroevolution machine-learning potential. The improved method leads to higher regression accuracy without increasing the computational cost in molecular dynamics simulations, as demonstrated using two case studies: bulk PbTe and Al-Cu-Mg alloy. The increased regression accuracy is shown to originate from the improved discrimination of the descriptor distributions for the different atom types in the multi-component system. This improved neuroevolution machine-learning potential is implemented in version 2.9 of the open-source GPUMD package.
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