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Abstract

The graph matching problem aims to discover a latent correspondence between the vertex sets of two observed graphs. This problem has proven to be quite challenging, with few satisfying methods that are computationally tractable and widely applicable. The FAQ algorithm [25] has proven to have good performance on benchmark problems and works with a indefinite relaxation of the problem. Due to the indefinite relaxation, FAQ is not guaranteed to find the global maximum. However, if prior information is known about the true correspondence, this can be leveraged to initialize the algorithm near the truth. We show that given certain properties of this initial matrix, with high probability the FAQ algorithm will converge in two steps to the truth under a flexible model for pairs of random graphs. Importantly, this result implies that there will be no local optima near the global optima, providing a method to assess performance.

1 Introduction

Tools to analyze multiple graphs together and to study the relationship between graphs are emerging rapidly [14, 3, 16]. While numerous methods can be employed which essentially treat the graphs as unlabeled and employ graph invariants, when the correspondence between vertices is known, this enables more detailed comparison and the ability to study how individual nodes behave across different networks [26]. If there is some true but unobserved correspondence between a pair of graphs, accurately estimating this correspondence can allow for the use of numerous methods which would be precluded without such a matching.

Graph matching is the problem of discovering the latent correspondence between a pair of graphs by trying to find a correspondence which ensures the two graphs are close to each other in terms of edit distance [24, 5]. Let $A_n$ and $P_n$ denote the sets of $n \times n$ adjacency and permutation matrices, respectively. Formally, for $A, B \in A_n$, the graph matching
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problem seeks an element of

$$\arg\min_{P \in \mathcal{P}_n} \| A - PBP^T \|^2_F,$$

which is a permutation which minimizes the number of entries $i,j$ where $A_{ij} \neq (PBP^T)_{ij}$. Each minimizing permutation encodes the estimated bijection between the node sets of the two graphs.

Two questions immediately arise: When does solving the graph matching problem find the true correspondence between the vertex sets? Can the above graph matching problem be solved with a computationally tractable algorithm? For the first questions, a number of authors have considered the setting where $A,B$ are distributed according some joint distribution where there is positive correlation between corresponding entries of $A$ and $B$ [8, 17]. We continue in this vein as described in Section 2.2.

With regards to algorithmic tractability, the graph matching problem is equivalent to the quadratic assignment problem [7] which is known to be NP hard and has eluded even polynomial approximations. Hence, rather than directly trying to find a solution to this problem, we instead ask, how much prior information is necessary so that tractable algorithms will yield the desired correspondence?

The computational challenges of the graph matching problem can be alleviated if some prior information about the correspondence is known. This prior information comes in the form of seed nodes, or anchors, for which the latent correspondence is known. For a pair of social networks, these might be users with the same user name and location; for a pair gene networks, these might be genes with common DNA sequence; and for a pair of brain networks these may be two regions with the same structure, function, and relative location. Provided a sufficient number of seeds are known, a problem that is initially computationally intractable can become solvable using relatively fast procedures in polynomial time [18, 28, 12].

However, frequently the prior information may itself be noisy, with errors and uncertainty. In the social network context, users with the same user name likely correspond to the same person but this is not guaranteed. Similarly, if only geolocations are available then we may want to account for the fact that geolocations may not be static across networks. In general, given similarities—ranging from being very likely to being very unlikely to be a match across the graphs—between pairs of nodes across networks, we can consider using this noisy and uncertain information in the graph matching procedure.

In the remainder of this manuscript, we explore the idea of using prior information about the true correspondence to construct an initialization matrix (Section 3) for a relaxation of the graph matching problem (Section 2.1). We consider this procedure within the correlated Erdős-Rényi model (Section 2.2), and we show that, provided the initialization contains enough information about the true correspondence, the algorithm will converge rapidly to the true correspondence between node sets (Section 4). In Section 4 we outline the proofs and discuss the assumptions of the results, but we leave the details of the proofs to the Appendix. Our theoretical results are further explored in various simulations (Section 5).
2 Background

For the remainder of the paper we will use the following notation. For \( n \in \mathbb{N}_+ \), let \([n] = \{1, 2, \ldots, n\}\). Let \(A_n = \{0, 1\}^{n \times n}_{sym}\) be the set of adjacency matrices on graphs with \( n \) vertices. Let \(P_n\) denote the set of \( n \times n \) permutation matrices, \( \{P : P \in \{0, 1\}^{n \times n}, PP^T = I\} \), and let \(D_n\) denote the set of doubly stochastic matrices, \( \{D \in \mathbb{R}^{n \times n} : D_{ij} \geq 0, \sum_{k=1}^n D_{kj} = \sum_{k=1}^n D_{ik} = 1, \forall i, j \in [n]\} \). Let \(J_n\) be the \( n \times n \) matrix of all ones and \(I_n\) be the \( n \times n \) identity matrix. Often we will omit the subscripts, in which case we assume all matrices are \( n \times n \). Let \(\|\cdot\|_F\) denote the Frobenius norm, \(\otimes\) the Kronecker product, and \(\circ\) the Hadamard product.

2.1 Fast Approximate QAP Algorithm

Since permutation matrices are unitary and \(\|\cdot\|_F\) is unitarily invariant, Eq. (1) is equivalent to

\[
\arg\max_{P \in P_n} \text{trace}(APBP^T). \tag{2}
\]

In [25], the authors propose using a relaxation of this objective function from \(P_n\) to its convex hull, the set of doubly stochastic matrices \(D_n\). The relaxed problem is

\[
\arg\max_{D \in D_n} \text{trace}(ADBD^T). \tag{3}
\]

Other authors have proposed alternative relaxations [1, 4], however these relaxations will frequently not be guaranteed to have their global maximum correspond to the true latent correspondence [19]. On the other hand, for the random graph models which we consider, the optimum of this relaxation will with high probability coincide with the optimum of the original problem (see [19, 20] for details).

Algorithm 1 describes the gradient ascent approach proposed in [25]. The gradient of Eq. (3) at \(D_k\), viewed as a matrix, is given by \(ADB\). The Frank-Wolfe algorithm [9] proceeds by first finding an ascent direction which remains within \(D_n\) by solving the linear assignment problem (LAP). The LAP can be solved in polynomial time using a variety of algorithms including the Hungarian algorithm [15], and the Jonker-Volgenant algorithm [11].

In more detail, Step 1 approximates the objective function with a linear function and optimizes that linear function over the set of permutations, the vertices of the polytope \(D\). In Step 2, a line search is performed along the segment between \(D_k\) and \(P_k\), which is easily solved as the objective function is a quadratic function along any line. The final step of the algorithm projects the doubly stochastic solution onto the set of permutation matrices, which also can be formulated as an instantiation of the linear assignment problem.

Convergence may be assessed by either assessing the change in the objective function Eq. (3) or the change in the matrix \(D_k\) according to an appropriate norm. As discussed below, frequently \(D_k\) will end at a permutation which is a local maximum. Hence, convergence is often easy to assess, and the final projection step is often unnecessary.
Algorithm 1: Fast approximate quadratic assign program (FAQ) algorithm \[25\] for graph matching.

2.2 Model

The correlated heterogeneous Erdős-Rényi model provides a joint distribution for a pair of random graphs wherein each graph is marginally distributed with independent edges, but the adjacencies between the same set of nodes across the two graphs are correlated.

Definition 1 (Correlated heterogeneous Erdős-Rényi). Suppose \( \Lambda \in [0,1]^{n \times n} \) and \( R \in [0,1]^{n \times n} \). A pair of adjacency matrices \((A,B)\) \sim CorrER(\(\Lambda,R\)) if \(A,B \in \mathcal{A}_n\), and

1. for each \(1 \leq u < v \leq n\), \( A_{uv} \) are independent with \( A_{uv} \sim \text{Bernoulli}(\Lambda_{uv}) \).
2. for each \(1 \leq u < v \leq n\), \( B_{uv} \) are independent with \( B_{uv} \sim \text{Bernoulli}(\Lambda_{uv}) \).
3. Additionally, \( B_{u,v} \) and \( A_{u',v'} \) are independent unless \( \{u,v\} = \{u',v'\} \), in which case \( \text{corr}(A_{uv},B_{uv}) = R_{uv} \).

Finally, for a given \( \Lambda, R \), let \( Q \) be the matrix of edgewise covariances with entries \( Q_{ij} = R_{ij}\Lambda_{ij}(1 - \Lambda_{ij}) \).

Under the correlated Erdős-Rényi model, the true correspondence between the node sets is given by the identity matrix, and for the remainder of the paper we will assume this, without loss of generality. Following this convention, the loss function that we consider is

\[\ell(D) = n - \text{trace}(D)\]

for any doubly stochastic matrix \( D \).

Remark 2. Our definition of the correlated Erdős-Rényi model has been proposed elsewhere, including \([8, 20]\) among others. This model also clearly extends models such as the homogeneous Erdős-Rényi model where \( \Lambda_{ij} = p \) for all \( i, j \). Another popularly studied model is one wherein there is an underlying graph \( G \) and \( A \) and \( B \) are adjacency matrices corresponding to randomly sampled subgraphs of \( G \) \([12]\). Provided the distribution for \( G \) and the sampling schemes both maintain independence across node-pairs, the correlated Erdős-Rényi model will include the resulting distribution for \( A \) and \( B \).

The case where \( A \) and \( B \) are not-identically distributed is not included in the definition provided above. While we do not consider this case explicitly in the manuscript, in the discussion we discuss how ideas from \([20]\) can be employed.
3 Seeds

In this section, we will explore how seeded vertex information can be incorporated into the FAQ algorithmic framework.

3.1 Hard Seeds

In the hard seeding case, a part of the true correspondence between the node sets is known. From the perspective of the FAQ algorithm, this corresponds to treating certain rows and columns of the permutation matrix as fixed in the graph matching optimization formulation. Assuming that the seeds (letting \( s \) denote the number of seeds) indicate that the \( s \times s \) principal submatrix is set to the identity, the optimization procedure then becomes

\[
\arg\max_{D \in D_n} 2\text{trace}(A_{12}DB_{12}^T) + \text{trace}(A_{22}DB_{22}D)
\]

where \( A_{12}, B_{12} \) denote the submatrices corresponding to the seed rows and non-seed columns and \( A_{22}, B_{22} \) denote the submatrices corresponding to the non-seed rows and columns.

Many authors \([8, 12, 6]\) have shown that using seeds will substantially improve performance, even when the number of seeds is not substantially large. For example, by only optimizing the first term in Eq. (4), the optimum can be computed in polynomial-time by solving a single linear assignment problem, and in some cases only \( \theta(\log n) \) seeds are needed to guarantee exact recovery of the true correspondence \([8]\) in the Erdős-Rényi setting. Via an alternate strategy leveraging typicality matchings and methods from point–to–point communication analysis, a polynomial-time algorithm that guarantees exact recovery has been demonstrated in the \( s = \Theta \left( \frac{\log n}{I(X_1, X_2)} \right) \) (where \( I(X_1, X_2) \) is the mutual information across the edge distributions) regime \([22]\). Percolation algorithms leveraging very few seeds are proposed in \([12]\), and are shown to recover almost all matches in the Erdős-Rényi setting using only \( \Theta(1) \) seeds.

3.2 Soft Seeds

One issue with hard seeds is that seed errors will persist and perhaps introduce further errors in the remaining matching. Furthermore, hard seeds impose that the prior information about the true correspondence must be one-to-one between nodes. To alleviate this, we can treat seeded vertices as “soft seeds” by setting the \( s \times s \) principal submatrix of the initialization of Eq. (3) to the identity, and proceeding with the unconstrained optimization.

Moreover, soft seeding allows us to utilize prior correspondence information that is not exact knowledge of the one–to–one correspondence. In general, the prior information may come in the form of similarity scores between nodes across the two node sets. Our proposal for soft seeding uses this information to construct a suitable doubly stochastic matrix \( D^0 \) from which we will initialize the FAQ algorithm (see Section 3.2.1 for detail).

As the FAQ algorithm employs an indefinite relaxation, the algorithm can be very sensitive to the initial point. If the similarity scores yield
a doubly stochastic initialization which is close enough to the global optimum, then even though the problem is indefinite, the gradient ascent procedure will ideally yield the global optimum. Our theoretical goals for the remainder of this manuscript are to study the set of doubly stochastic initializations that will guarantee FAQ terminates at the correct permutation.

3.2.1 Constructing doubly stochastic initializations

Construction of the matrix $D^0$ will depend on the specific prior information available. The simplest form of prior information will consist of a one-to-one map between subsets of $[n]$ which can be represented as a subset $S \subset [n]^2$. Given $S$, a standard way to construct a matrix $D^0$ will be to set $D^0_{ij} = 1$ for all $(i,j) \in S$, set $D^0_{ij} = 0$ for all $(i,j) \in S$ for some $j'$ or $(i',j) \in S$ for $i'$. The remaining entries are set to $1/(n - |S|)$, corresponding to the barycenter of the doubly stochastic matrices of size $n - |S|$. A more general form of prior information provides subsets of vertices in one graph which correspond to sets of vertices in the other graph. This can be represented as a pair of partitions, $\eta_1, \eta_2, \ldots, \eta_s$ and $\zeta_1, \zeta_2, \ldots, \zeta_s$ of $[n]$, with $|\eta_k| = |\zeta_k|$ for each $k \in [s]$. The soft seeding then provides that nodes in $\eta_k$ in the first graph correspond to nodes in $\zeta_k$ in the second graph. The matrix $D^0$ can then be constructed as $D^0_{ij} = 1/|\eta_k|$ for every $i \in \eta_k$ and $j \in \zeta_k$ for each $k$. All other entries are set to zero. Each submatrix with rows and columns in a given element of the partition will correspond to the barycenter of the doubly stochastic matrices of size $|\eta_k|$. If $\eta_1 = \zeta_1, \eta_2 = \zeta_2, \ldots, \eta_s = \zeta_s$, then $\text{trace}(D^0) = s$. Note that, as a special case, we could consider that each of $\eta_1, \eta_2, \ldots, \eta_{s-1}$ are singletons and $\eta_s$ and $\zeta_s$ contain the remaining vertices. This corresponds to the one-to-one soft seeding described above.

Prior information may also come in the form of node attributes or features which are believed to be relatively similar between corresponding nodes in the two graphs. Suppose $X_1, \ldots, X_n \in \mathbb{R}^d$ and $Y_1, \ldots, Y_n \in \mathbb{R}^d$ denote features for each node. Given a similarity function or kernel $\kappa : \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R}^+$, we can construct a similarity matrix $S \in \mathbb{R}^{n \times n}$ where $S_{ij} = \kappa(X_i, X_j)$. The matrix $S$ is not guaranteed to be doubly stochastic, but we can construct a doubly stochastic matrix by setting $D^0 = \arg\min_{D \in D_n} \|D - S\|_F$. Solving this problem is rather straightforward and relatively simple algorithm to do so can be found in [27], which also suggests other methods for learning a doubly stochastic matrix. A fast, commonly used (less principled) approach to find a doubly stochastic matrix corresponding to $S$ is to iteratively rescale the rows and columns by their inverse row-sums and column-sums respectively. This is called the Sinkhorn-Knopp algorithm [23] and is known to converge and be unique under certain conditions on $S$.

Random doubly stochastic matrices may also be useful for further exploring the set of local optima [24]. A basic example is to take $D^0$ as a random permutation matrix. Another possibility is to sample a random similarity matrix $S$ and construct $D^0$ as described above. In general, we can take any convex combination of doubly stochastic matrices to
get another doubly stochastic matrix which would allow us to combine these various approaches. Some tools to construct and sample doubly stochastic matrices are provided in the R package \texttt{iGraphMatch} [21], which also implements the FAQ algorithm.

4 Theoretical guarantees in FAQ

The parameters for the correlated Erdős-Rényi model, $\Lambda$ and $R$, and the initial matrix $D^0$ will impact whether the FAQ procedure will yield the correct correspondence. If $A, B \sim \text{CorrER}(\Lambda, R)$, then the most important aspect of $D^0$ will be its trace, as this provides a quantification for the amount of correct information contained in the seeding. When $D^0 = I$, $\text{trace}(D^0) = n$ represents fully correct seed information about all correspondences. When $D^0 = \frac{1}{n} J$, $\text{trace}(D^0) = 1$ which, in this case, indicates essentially no information is provided by the seeding, as each node is equally likely to correspond to each other node.

In the case of homogeneous Erdős-Rényi marginals with constant correlation, $A, B \sim \text{CorrER}(pJ, rJ)$, almost sure polynomial-time performance guarantees via FAQ only require that the trace($D^0$) is sufficiently large. In particular, we have the following.

**Theorem 3.** Suppose $A, B \sim \text{CorrER}(pJ, rJ)$. Let $\delta \in (0, 1/2)$. Set $\ell = \frac{2\sqrt{n+2\varepsilon^2(3p(1-p)+2r)}}{(rp(1-p))^\frac{1}{2}}$.

Let $C = rp(1-p)$ and $\epsilon = 3p(1-p) + 2r$. Let $P_{n, \ell}$ be the set of permutation matrices with trace at least $\ell$. With probability at least

$$1 - 2 \exp \left\{ -\Theta \left( \frac{C^4}{\epsilon^2} n^{2-\delta} \log n \right) \right\},$$

the FAQ procedure will converge in at most two steps to the identity matrix when started at any doubly stochastic matrix which is a convex combination of permutation matrices in $P_{n, \ell}$.

Rather than directly prove this theorem, we use a more general result for heterogeneous distributions. To this end, note that for any permutation matrices $P, Q$,

$$\mathbb{E}[\text{trace}(APBQ^T)] = \text{trace}(\Lambda P \Lambda Q^T)$$

$$+ \sum_{i \neq j} S_{ij}(P_{ii}Q_{jj} + P_{ji}Q_{ij}),$$

where $S_{ij} = \text{Cov}(A_{ij}, B_{ij}) = R_{ij} \Lambda_{ij}(1 - \Lambda_{ij})$. In the homogeneous setting, $\Lambda = pJ$ and $R = rJ$, the first term does not depend on $P, Q$, and the second term is equal to $rp(1-p)(\text{trace}(P)\text{trace}(Q) + \text{trace}(PQ) - 2P \circ Q)$, where “$\circ$” denotes the Hadamard product which here quantifies the number of common fixed points between $P$ and $Q$. In the heterogeneous case, the term $\text{trace}(\Lambda P \Lambda Q^T)$ will depend on the structure of $\Lambda$ and can possibly decrease as $\text{trace}(Q)$ increases. On the other hand, the second term will again vary with $P$ and $Q$ approximately as the product of their traces. Control of these two terms is key in the heterogeneous setting, as we see in the following theorem.
Theorem 4. Suppose \( A, B \sim \text{CorrER}(\Lambda, R) \). Let \( \epsilon = \max_{i,j} 3A_{ij}(1 - \Lambda_{ij} + 2R_{ij}) \). Let \( \delta, C > 0 \) satisfy \( \delta < 1/2 \), and \( C < \min_{i,j} R_{ij}A_{ij}(1 - \Lambda_{ij}) \).

Set \( \ell = 2\sqrt{n^{1+2\delta}/C^2} \) and \( m = C^2 n^{1-\delta} \log n/\epsilon \).

Suppose that

\[
E[\text{trace}(APB(Q - Q'))] \geq C \text{trace}(P) \text{trace}(Q - Q') \quad (7)
\]

for all permutation matrices \( P, Q, Q' \) with \( \text{trace}(P) \geq \ell \) and \( \text{trace}(Q) > n - m \) and \( \text{trace}(Q') > \text{trace}(Q) \).

Let \( \mathcal{P}_{n,\ell} \) be the set of permutation matrices with trace at least \( \ell \). With probability at least \( 1 - 2 \exp\{ -\Theta(C^4 \epsilon^2 n^{-2} - \delta \log n) \} \), the FAQ procedure will converge in at most two steps to the identity matrix when started at any doubly stochastic matrix which is a convex combination of permutation matrices in \( \mathcal{P}_{n,\ell} \).

Note that in the homogeneous setting, the condition in Eq. (7) below is automatically satisfied for \( C \preceq rp(1 - p) \) (see the discussion below for a precise form). In general, Eq. (7) is difficult to verify, but we suspect (and have found empirically) it should hold quite widely. Note that it may not necessarily hold that \( \text{trace}(Q) > \text{trace}(Q') \) implies \( \text{trace}(\Lambda^i P \Lambda Q - Q') > 0 \). However, this implies that there is latent structure in \( \Lambda \) which for which \( Q' \) provides a better alignment than \( Q \). In the present setting, we may not be able to overcome this, as this represents the case where there are potential symmetries in the model which occur with non-trivial probability.

Note that, as argued in [20], by centering the matrices \( A \) and \( B \) according to an estimate of \( \Lambda \), the term in Eqs. (5) can be made sufficiently small so that the expectation is dominated by Eq. (6). Additionally, it can frequently hold that Eq. (5) will increase with the trace of \( P \) and \( Q \), when the structure of \( \Lambda \) itself is informative about the alignment.

Provided \( E[\text{trace}(\Lambda^i P \Lambda(Q - Q'))] \) is non-negative or a sufficiently small negative value for the relevant permutations, Eq. (7) will hold provided we can lower bound

\[
\sum_{i,j} \sum_{i \neq j} S_{ij}(P_{ii}(Q_{jj} - Q'_{jj}) + P_{ji}(Q_{ij} - Q'_{ij})) \quad (8)
\]

based on Eq. (6). Returning again to the homogeneous Erdős-Rényi case (or in the heterogeneous case where \( S \) is a constant matrix), a lower bound on this will hold provided that for all \( P \) and all \( i, j \) with \( i \neq j \), it holds that \( \sum_{k \neq i} P_{kk} - P_{ij} \geq C' \text{trace}(P) \), for some \( C' > 0 \). For any \( P \), in the homogeneous setting this inequality holds with \( C' = 1 - \frac{1}{\text{trace}(P)} > 1 - \frac{1}{\ell} \).

Hence, we can take \( C \) to satisfy \( C = (1 - \frac{1}{2}) pr(1 - p) \).

In the more general case, it may not be the case that a lower bound on Eq. (8) will hold for all \( Q, Q' \). Indeed, \( Q' \) could have slightly lower trace but align more highly correlated parts of the graph pair than \( Q \) which would lead to Eq. (8) being negative. To alleviate this, we note that we state Theorem 4 with these relatively strong assumptions but our proof.
technique can apply for a smaller subset of permutation matrices $P, Q, Q'$ and our proof technique will apply to this subset.

We will now outline our proof technique. Our proofs proceed in three main stages. First, we prove a technical Lemma showing that $\text{trace}(APB(Q - Q'))$ will concentrate around its expectation and hence have the correct sign with high probability. As another stepping stone, a pointwise result indicates that, with high probability, FAQ will converge in one step to the identity for a fixed $D^0 \in \mathcal{D}$ with $\text{trace}(D^0)$ big enough.

Building on the pointwise result, we show that, with high probability, the FAQ algorithm will converge in one step for all $D^0$ with $\text{trace}(D^0) = n - o(n)$. The final stage of our proof is to show that, with high probability, the FAQ algorithm will take its first step to a matrix with trace $n - m = n - o(n)$ for all $D^0$ with $\text{trace}(D^0)$ large but less than $n - m$. This stage we divide into two propositions. In Proposition 11, we show that the search direction for the first step is towards a matrix with large trace, and in Proposition 12, we show that a maximal step size is used. As the one-step result is uniform as well, we conclude the two-step result.

We remark that Theorem 9, Corollary 10, and Proposition 11, all depend on the assumption in Eq. (7) only with $Q = I$. Hence, in Eq. (8), $P_{ii}(Q_{jj} - Q'_{jj})$ is always nonnegative, so the assumptions for these results will more easily hold.

As a final note regarding our assumptions, it is certainly possible that Eq. (7) will hold only for a subset of the relevant matrices. In this case, our proof technique as outlined would still function but the two step result would hold only for the corresponding subset of $\mathcal{D}$.

Remark 5. In the appendix we prove results for the case that $D^0$ is a permutation matrix with sufficiently large trace. We do this for ease of notation and in order to employ a union over finite sets of permutations. While the theorems above are stated in terms of any convex combination of permutation matrices with sufficiently large trace, the theory in the appendix extends to this convex set as the theorems in the appendix provide probabilistic bounds for all permutations matrices simultaneously, and hence for all convex combinations thereof as $\text{trace}(APBQ^T)$ is linear in $P$.

Before discussing the implications of the above theorems on the existence of bad (i.e., with a large trace) local maxima to the graph matching objective function, note the algorithmic implications of the results in the FAQ framework. Recall that the final step of the FAQ algorithm, Algorithm 1, is to project the final doubly stochastic matrix to the nearest permutation matrix. The above results indicate that frequently this step will not be needed since the final doubly stochastic matrix will itself be a permutation matrix.

4.1 Implications of the soft-seeding theory

In this section, we consider some of the algorithmic implications of the soft seeding theory, Theorems 3 and 4.
4.1.1 Local maxima

Theorems 3 and 4 both have strong implications on the local maxima of the relaxation in Eq. (3). Recall, that this problem is non-convex and in general can have many local maxima, which is the main motivation for our soft seeding approach.

In the correlated Erdős-Rényi setting, if the event described in Theorem 4 holds then this implies that there will be no local maxima $D$ with $\text{trace}(D) > \ell = 2\sqrt{n^{1+\delta}}\epsilon/C^2$. Furthermore, if $E[\text{trace}(ADB^TD)]$ scales with $\text{trace}(D)^2$, local maximum with trace($D$) < $\ell$ will have an objective function significantly less than the objective function for the global maximum. This observation can be used to develop heuristics to verify whether the found match is believed to be accurate or not. When random restarts (i.e., randomized initializations $D^0$) are applied, we can explore the set of local maximum and ideally seek out the single local maximum with much larger objective function, as this will correspond to the global maximum and the true correspondence.

4.1.2 The good and the bad of hard seeds

If there are $s$ hard seeds, with $b < s$ of these seeds misspecified, then these label errors will cascade throughout the hard-seeded FAQ procedure. If however, we treat all $s$ seeds as soft seeds with one-to-one correspondences, then provided $s - b > \ell = 2\sqrt{n^{1+\delta}}\epsilon/C^2$ in the correlated Erdős-Rényi setting, with high probability FAQ will converge to the identity in at most two steps. While $\sqrt{n^{1+\delta}} \gg \log(n)$ (recalling $\Theta(\log n)$ hard seeds are needed for almost sure perfect recovery in the restricted seeded FAQ formulation in [18]), soft seeding is able to leverage this additional information contained in the good seeds to mitigate the effect of the badly specified seeds. This further suggests soft seeding as a practical alternative to hard seeding when the veracity of some of the hard seeds is in question.

5 Simulations

To illustrate the utility of soft seeding and its impact on performance, we will investigate a variety of simulated settings. The theoretical results indicate that if started at a matrix $D^0$ with sufficiently large trace, after two steps the FAQ algorithm will converge at the identity with high probability. In the following we will investigate this as well as performance beyond two iterations. In the Erdős-Rényi setting, we measure matching accuracy via the number of vertices mapped correctly to their corresponding vertices. If the output of an algorithm is $P$, our accuracy measure is $\text{trace}(P)/n$. For an intermediate doubly stochastic matrix output, we will use the same measure of accuracy, $\text{trace}(D)/n$ which can be measured at each iteration of the FAQ procedure.

We will consider three different instances of the CorrER model to investigate the impact of $\Lambda$ on overall performance.
HOM The Homogeneous Erdős-Rényi setting where
\[ A, B \sim \text{CorrER}(0.5J_{300}, 0.5J_{300}). \]

SBM The stochastic blockmodel setting where
\[ A, B \sim \text{CorrER}(0.4I_6 + 0.1J_6) \otimes J_{50}, 0.5J_{300}), \]
so that marginally \( A, B \) are from a stochastic blockmodel with 6 blocks with 50 vertices each. The probability of an edge between two vertices in the same block is 0.5 and for two nodes in different blocks is 0.1.

RDPG The random dot product graph setting with
\[ A, B \sim \text{CorrER}(XX^T, 0.5J_{300}), \]
where \( X = [X_1, \ldots, X_{300}]^T \in \mathbb{R}^{300 \times d} \) and
\[ X_1, \ldots, X_{300} \sim \text{Dirichlet}(1, 1, 1) \]
the first two coordinates of a uniform distribution on the 3-simplex. This is analogous to a degree-corrected mixed-membership stochastic block model with 2 blocks.

5.1 Accuracy over Iterations
First, we will illustrate the performance as the trace of the initial matrix \( D^0 = s/n \) given by \( s \in \{1, 5, 6, 8, 13, 35, 83\} \). If \( s \) divides \( n \), we construct \( D^0 \) as \( I_s \otimes J_{n/s} \). Hence, \( D^0 \) will be a block diagonal block, with constant blocks with entries \( s/n \) of size \( n/s \); this yields \( \text{trace}(D^0) = s \). If \( s \) does not divide \( n \), the first \( s - 1 \) blocks have size \( \lfloor s/n \rfloor \) and the final block has size \( n - (s - 1)\lfloor s/n \rfloor \). Each diagonal block of \( D^0 \) is itself a constant doubly stochastic matrix, the barycenter for the set of doubly stochastic matrices of the given size. When \( s = 1 \), \( D^0 \) is simply the barycenter of \( D_n \).

In the left panels of Figure 1, we plot the matching accuracy (averaged across \( m = 30 \) Monte Carlo replicates) across each iteration of the FAQ algorithm as \( s \) varies for the three random graph settings. The accuracy is plotted from iterations 0 to 20, with the accuracy at iteration 0 simply given by \( s/n \). Figure 1a top, Figure 1b middle, and Figure 1c bottom, shows the average accuracy for the HOM, SBM, and RDPG settings respectively.

In all settings, the performance clearly increases as \( s \) increases. For the homogeneous Erdős-Rényi case, there is a clear distinction between the performance at 8, 13, and 35 seeds. For 8 and fewer seeds, FAQ fails to perform well, maintaining accuracy nearly equal to the initial accuracy. In these cases, FAQ is terminating at a local maxima far from the identity. For 35 and greater seeds, FAQ almost immediately converges to perfect accuracy as suggested by the theory. At 13 seeds we see intermediate performance, taking more iterations until an intermediate doubly stochastic matrix with sufficiently large trace is reached, and good performance is achieved. For the SBM and RDPG cases, we see somewhat
Figure 1: The left column shows the average matching accuracy across iterations for the three settings with \(D^0 \in \{1, 5, 6, 8, 13, 35, 83\}\) for 30 Monte Carlo replicates. The right columns shows how the accuracy of each of these thirty replicates behaves for \(s = 13\) for the HER setting and \(s = 5\) for the SBM and RDPG settings.
similar behavior but even with only 5 seeds, FAQ achieves excellent but not perfect performance after 10 iterations. Overall, the SBM setting is somewhat easier than the RDPG setting, which is somewhat easier than the HOM setting. This is likely due to the case that for these settings \( \text{trace}(AD^0\Lambda P) \) will typically increase with \( \text{trace}(P) \) so that the structure \( \Lambda \) is actually making the matching easier.

In the SBM and RDPG settings, the average accuracy with a small number of seeds settles between 0.6 and 1. The right panels of Figure 1 shows the accuracy at each iteration for the 30 different Monte Carlo replicates. FAQ starts with \( s = 13 \) for the HOM setting and \( s = 5 \) for the SBM and RDPG settings. In the HOM setting, all 30 replicates eventually achieve perfect performance, with most stopping after 4–7 iterations. However, in the SBM case 2 of the 30 replicates end with less than 0.18 accuracy and in the RDPG case, 13 of the 30 replicates end with less than 0.2 accuracy (see Table 1). This matches very well with our theoretical results. In particular, we see that under some scenarios it may take a while to get above the threshold accuracy (given by the trace constraints in Theorems 3 and 4), but once it does, the algorithm will rapidly converge to perfect performance in one or two steps. Additionally, in the RDPG and SBM settings, the replicates that terminate at a local maximum all have markedly lower accuracy; this confirms the findings discussed in Section 4.1.1.

In addition to investigating the performance for a fixed number of nodes, we also wanted to investigate performance as the number of nodes in the graph grows. In Figure 2, we plot the accuracy in the HOM setting as a function of the number of seeds and the number of nodes. The initial matrix \( D^0 \) is constructed as described above with \( s \in \{2, 3, \ldots, 50\} \). The total number of nodes in the network varies from \( n = 100 \) to 700, and \( A, B \sim \text{CorrER}(0.5J_n, 0.5J_n) \). For each \( n \), we sample 500 graphs and computed the accuracy using the varying number of seeds. From left to right, the color of each pixel indicates the average accuracies after iteration 1, iteration 2 and after the final iteration respectively. Note, the scale of the y-axis (i.e., the number of seeds) changes in each panel.

While our theoretical results do not directly imply that below a certain trace threshold the FAQ algorithm will not perform well, Figure 2 provides empirical evidence for the validity of this assertion. Performance after the first iteration varies relatively smoothly with the number of seeds, but performance after the second iteration, and especially after the final iteration, has a somewhat sharp phase transition. Below the phase transition, performance is effectively chance, while above the phase transition the true correspondence is perfectly recovered. The number of seeds re-
Figure 2: Matching accuracy as a function of the number of seeds and the number of nodes for the homogeneous Erdős-Rényi setting with $A, B \sim \text{CorrER}(0.5J_n, 0.5J_n)$. The color of each pixel denotes the average accuracy across 500 replicates after the first, second, and last iteration, from left to right, respectively.

required before perfect performance is achieved also grows slowly, with the transition rate possibly growing slower than the $\sqrt{n}$-rate for which our theory applies.

5.2 Block alignment for $D^0$ and SBM

As a final investigation, in the SBM model we will study the impact of differences between the partition of the vertex sets provided by $D^0$ and the partition of the vertices by SBM block membership. As we noted above, matching in the SBM setting appears to be computationally easier than in the HOM setting, partially due to the fact that there is information about the true correspondence in the structure of $\Lambda$. In the $K$-block SBM model, we consider the case that $D^0$ is formed by a $K$-part partition of the vertices that is consistent across graphs: Specifically, for a partition $[n] = \eta_1 \sqcup \eta_2 \cdots \sqcup \eta_K$, we set $D^0_{ij} = 1/|\eta_k|$ if $i, j$ are both in $\eta_k$ for some $k$ and 0 otherwise. This makes $\text{trace}(D^0) = K$. Suppose the blocks of the SBM are given by a different partition $\beta_1 \sqcup \beta_2 \sqcup \cdots \sqcup \beta_K$.

We can characterize the disagreement between a $D^0$ constructed in this way and the block memberships of the vertices according to the SBM by computing the confusion matrix. The confusion matrix for the two partitions is $C \in \mathbb{N}^{K \times K}$ with $C_{ij} = |\eta_i \cap \beta_j|$. We define the disagreement between the two partitions as $d(\eta, \beta) = n - \arg\max_{P \in \mathcal{P}} \text{trace}(CP)$, the number of nodes in “different” partitions after relabeling the partitions to align as well as possible. To study the impact of disagreement between $D^0$ and the SBM, we sampled partitions $\eta_1, \ldots, \eta_m$ of $[n]$ which had confusion matrices fixed at $n - \delta I_K + \delta J_K - I_K$ for various choices of $\delta$. Given $\delta \leq n - n/K$, the disagreement will be exactly $\delta/k$ for each part.

We explored the impact of this disagreement for the case of $A, B \sim \text{CorrER} ((0.5I_K + 0.1(J_K - I_K)) \otimes J_{n/K}, 0.5J_n)$.

For $K = 5$, Figure 3 shows the average matching accuracy, after the final
Figure 3: Final matching accuracy for 5 soft seeds, 5 blocks of SBM. The disagreements between SBM and $D^0$ within each blocks are (0, 4, 8, ..., 48), i.e., with total disagreements (0, 20, 40, 60, 100, 120, 140, 160, 180, 200, 220, 240).

iteration of FAQ, as a function of the number of disagreements, with $\delta \in \{0, 20, \ldots, 240\}$. The average is based on 100 Monte Carlo replicates. The number of disagreements within each block of $D^0$ ranged as 0, 4, 8, ..., 48, with 0, 1, 2, ..., 12 vertices being mapped to each disagreeing block in the SBM. Between $\delta = 0$ to 60, the matching accuracy improves slightly as more disagreements are introduced between the partitions, before leveling off. However, for $\delta > 150$, the accuracy starts to drop and drops rapidly for $\delta > 200$.

We postulate that as the number of disagreements increase initially, the vertices which disagree become easily matchable. For disagreeing blocks, there are few nodes within each intersection of $D^0$ and SBM blocks. These nodes can rapidly add to the trace in the first few iterations, making the problem easier. When there are many disagreements, we can view $D^0$ as effectively reducing the matching problem to matching 5 smaller graphs with nearly the same structure for $\Lambda$. From this perspective, the four other $D^0$ do not provide enough information to help align within each block.

Table 2 shows a more detailed breakdown of the errors that occur for $\delta = 0, 60, 200, \text{ and } 220$. The second column breaks down the accuracy according to the percentage of replicates where perfect performance was achieved, along with the conditional accuracy given that perfect performance was not achieved. The rate of perfect matchings at $\delta = 60$ (93.5%) is substantially better than when $\delta = 0$ (84%) but when the matching fails it tends to produce slightly more errors. These results reinforce those from Figure 1d.

The remaining columns show, conditioned on an imperfect alignment, whether the errors occur within or between blocks for both $D^0$ and the SBM. An error is within a block if the vertex gets matched to another
Table 2: Average matching and mismatching accuracy over mismatched replicates. The first column indicates the number of disagreements and the second column shows both the percentage of perfect and imperfect alignments, along with the conditional mean of the accuracy given the alignment was imperfect. The remaining columns show how errors distribute within versus between blocks for $D^0$ and the SBM.

| $\delta$ | correct alignment | $D^0$ errors | SBM errors |
|----------|------------------|-------------|-----------|
|          |                  | within      | between   |
| 0        | 16% 37.5 vertices 84% perfect | 262 0       | 262 0     |
| 60       | 6.5% 41.6 vertices 93.5% perfect | 169 89      | 258 0     |
| 200      | 42.5% 32.7 vertices 57.5% perfect | 61 206      | 267 0     |
| 220      | 73% 22.3 vertices 27% perfect    | 59 219      | 242 35    |

vertex in the same block and otherwise it is between blocks. As the number of disagreements increase, the errors for $D^0$ tends to be more between blocks while the errors for the SBM are all within block, until $\delta = 220$. This indicates that for $\delta \leq 200$, even if the alignment is incorrect the alignment of vertices to the correct SBM block remains perfect. At $\delta = 220$, accuracy is even lower. Furthermore, even though the majority of errors for SBM remain within the blocks, errors between SBM blocks begin to appear. Note the errors for $D^0$ between blocks are large also. Note that for blocks of this size, a random alignment would produce on average 299 errors of which $\approx 59$ would be within block and $\approx 240$ would be between blocks. Hence, for $\delta = 200$ and 220, the number of disagreements for $D^0$ is close to chance.

6 Discussion

By initializing the FAQ algorithm at a doubly stochastic matrix based on possibly noisy prior information, the algorithm can be shown to perform well provided there is enough information. Indeed, we show that under a broad set of regimes, with high probability the algorithm will converge in two steps to the true correspondence under the correlated Erdős-Rényi model. The quantity of sufficient prior information is directly related to the trace of the initial matrix as well as how that initial matrix relates to the structure of the model parameters. Our simulations illustrate various aspects of the theory and explore how the structure of the model and the initial matrix impact performance.

One important implication of our work is that if the assumptions of our
theorems hold, there will be no local optima near the true correspondence. Furthermore, it is likely that the non-global local optima will have a graph matching objective function Eq. (1), which is much larger than that of the global optimum. Exploiting this fact, it may be possible to construct a test to determine whether the global optimum has been reached by using random restarts.

In Section 3.2.1, we propose the use a similarity matrix comparing nodes to construct the initial matrix. Note that such a similarity matrix $S$ could also be directly incorporated into the objective function by modifying Eq. (3) as

$$\arg\max_{D \in D_n} \text{trace}(ABD^2) + \text{trace}(SD)$$

which has gradient $ADB + S$. Note that the hard seeding objective function, Eq. (1) is precisely of this form, with $S = B_{12} A_{12}$. Whether $S$ is random or fixed, the proofs of our theorems can likely be modified by incorporating the relative magnitudes of the diagonal of $S$ as compared to its off-diagonal.

We do not consider non-identically distributed graphs or graphs of different sizes. These pathologies do present substantial additional challenges but we refer the reader to other work on adapting FAQ to these setting using centering [20] and padding [24]. These techniques are easily combined with soft seeding. A more challenging future direction is to understand what prior information should and should not be used in constructing the matrix $D^0$. This may be viewed as trying to learn the kernel to construct the similarity matrix $S$. Using known hard seeds, we may be able to determine which features of the covariates are most useful for determining the true correspondence. Techniques from entity resolution [10] can be exploited for this task. A deeper understanding of how the relationship between $D^0$, $\Lambda$ and $R$ impacts performance is also currently elusive but would likely aid in determining what resources to use to construct $D^0$ when estimating $\Lambda$ may be possible.
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A Propositions

We first supplement two important propositions which will be used in the following sections.

The first is a strong concentration inequality for functions of independent Bernoulli random variables.

**Proposition 6** ([13]). Let \( X_1, X_2, ..., X_m \) be a sequence of independent Bernoulli random variables with parameters \( p_1, p_2, ..., p_m \). Let \( f : \{0, 1\}^m \rightarrow \mathbb{R} \) be a function of \( X_1, X_2, ..., X_m \) and by changing any \( X_i \) to \( 1 - X_i \), \( f \) at most change

\[
M = \sup_{i \in [m]} \sup_{(X_1, X_2, ..., X_m)} |f(X_1, ..., 1 - X_i, ..., X_m) - f(X_1, ..., X_i, ..., X_m)|
\]
Let $\gamma^2 = M^2 \sum_{i=1}^{n} p_i (1 - p_i)$. Then $P \left[ |f - \mathbb{E}(f)| \geq t \gamma \right] \leq 2e^{-\frac{t^2}{4}}$ for all $0 < t < \frac{2}{M}$.

To employ Proposition 6, we supplement with this result which states that a pair of dependent Bernoulli random variables can always be written as a function of three independent Bernoulli random variables. We also provide a relatively loose but convenient upper bound on the variance of these independent Bernoullis.

**Proposition 7.** If $X, Y$ are marginally Bernoulli random variables with parameter $\Lambda$ and correlation $\rho$, then the bivariate Bernoulli distribution of $(X, Y)$ is as following

| $(X, Y)$ | $X = 1$ | $X = 0$ | Total |
|----------|---------|---------|-------|
| $Y = 1$  | $\Lambda[\Lambda + \rho(1 - \Lambda)]$ | $(1 - \Lambda)\Lambda(1 - \rho)$ | $\Lambda$ |
| $Y = 0$  | $\Lambda(1 - \rho)(1 - \Lambda)$ | $(1 - \Lambda + \Lambda\rho)(1 - \Lambda)$ | $1 - \Lambda$ |
| Total    | $\Lambda$ | $1 - \Lambda$ | $1$ |

Let $Z_0, Z_1$ and $Z_2$ be independent Bernoulli random variables with $Z_0 \sim \text{Bern} (\Lambda)$, $Z_1 \sim \text{Bern} (\Lambda(1 - \rho))$ and $Z_2 \sim \text{Bern} (\Lambda + \rho(1 - \Lambda))$. Then

$$(X, Y) \overset{d}{=} (Z_0, (1 - Z_0)Z_1 + Z_0Z_2)$$

Moreover, an upper bound for the variance of the sum of $Z_0, Z_1$ and $Z_2$ is

$$\text{Var}(Z_0) + \text{Var}(Z_1) + \text{Var}(Z_2) \leq 3\Lambda(1 - \Lambda) + 2\rho.$$

**B Main Lemma**

In this section we prove a generic lemma bounding the probability that a given permutation will have larger directional derivative than another with larger trace. This Lemma has a number of assumptions that we will later argue are reasonable in a number of situations.

**Lemma 8.** Let $D$ be a doubly stochastic matrix with trace$(D) = m$, $P$ and $Q$ be permutation matrices with $n - k = \text{trace}(P) \leq \text{trace}(Q) = n - l$. Let $d = \|P - Q\|_1$.

For $A, B \sim \text{CorrER}(\Lambda, R)$, let $\epsilon = \max_{i,j} 3\Lambda_{ij}(1 - \Lambda_{ij}) + 2R_{ij}$. Suppose that $\mathbb{E}[\text{trace}(ADB(Q - P))] > C(k - l)m$ for some $0 < C \leq \min_{i,j} R_{ij}\Lambda_{ij}(1 - \Lambda_{ij})$. It holds that

$$P[\text{trace}(ADB(Q - P)) \leq 0] \leq 2 \exp \left\{ -\frac{C^2 (k - l)^2 m^2}{48\epsilon nd} \right\}. \quad (10)$$

For the case of $Q = I$, we have

$$P[\text{trace}(ADB(I - P)) < 0] \leq 2 \exp \left\{ -\frac{C^2 knm^2}{4\epsilon n} \right\}. \quad (11)$$

**Proof.** First, we will establish bounds on the variance of

$$X = \text{trace}(ADB(Q - P)) = \sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{k=1}^{n} A_{ij} D_{jk} (B_{kr}(i) - B_{kr}(j)).$$
where $\sigma, \tau : [n] \rightarrow [n]$ are the permutation functions corresponding to $Q$ and $P$, respectively.

By Proposition 7, we have that $X$ is a function of independent Bernoulli random variables. Indeed, for each $i, j \in [n]$, 

$$(A_{ij}, B_{ij}) \overset{d}{=} (Z_{0ij}, (1 - Z_{0ij})Z_{1ij} + Z_{0ij}Z_{2ij})$$

where

$$Z_{0ij} \sim \text{Bern}(\Lambda_{ij}), Z_{1ij} \sim \text{Bern}(\Lambda_{ij}(1 - \rho_{ij})), \quad \text{and} \quad Z_{2ij} \sim \text{Bern}(\Lambda_{ij} + \rho_{ij}(1 - \Lambda_{ij})).$$

Note that $\text{Var}(Z_{0ij} + Z_{1ij} + Z_{2ij}) \leq \epsilon$ and $\text{Var}(A_{ij}) = \text{Var}(B_{ij}) > C$ for all $i, j \in [n]$. 

$X$ depends on depends entries of $A$ and $B$ with indices in the set

$$\left\{ \{i, j\}, \{\tau(i), k\}, \{\sigma(i), k\} : i, j, k \in [n], \tau(i) \neq \sigma(i) \right\} \quad (12)$$

which has cardinality upper bounded by $3(nd - \left(\begin{array}{c}d \\ 2 \end{array}\right))$. In the case that $\tau(i) = i$, this sets cardinality is bounded by $nd - \left(\begin{array}{c}d \\ 2 \end{array}\right) = nk - \left(\begin{array}{c}k \\ 2 \end{array}\right)$, as $\{\{i, j\} \text{ s.t. } \sigma(i) \neq i\} = \{\{\sigma(i), j\} \text{ s.t. } \sigma(i) \neq i\}$. Let $\gamma^2$ denote the sum of the variances of these independent random variables which $X$ depends on. To upper bound the variance for Proposition 6 using Proposition 7 we have

$$\gamma^2 \leq 3M^2 \left[ \frac{nd - \left(\begin{array}{c}d \\ 2 \end{array}\right)}{2} \right] \epsilon = \gamma'^2,$$

where $M = 4$ is the largest possible absolute change of trace$(ADB(Q - P))$ by changing the value of any one of the independent Bernoulli random variables as described in Proposition 7. Again, when $Q = I$ we can take $M = 2$ instead.

We will also use that $\gamma > C(nd - \left(\begin{array}{c}d \\ 2 \end{array}\right))$, since $X$ will depend on at least $nd - \left(\begin{array}{c}d \\ 2 \end{array}\right)$ distinct $A_{ij}, B_{ij}$. Applying Proposition 6 yields

$$P[X \leq 0] \leq P \left[ X - \mathbb{E}X \geq \frac{\mathbb{E}X}{\gamma} \right] \leq P \left[ |X - \mathbb{E}X| \geq \frac{C(k - l)m}{\gamma'} \right]$$

$$\leq 2 \exp \left[ -\frac{(k - l)^2m^2}{48\epsilon (nd - \left(\begin{array}{c}d \\ 2 \end{array}\right))C^2} \right]$$

as long as $(k - l)mC/\gamma' \leq 2\gamma$. This last condition is equivalent to $m \leq \frac{2\gamma\gamma'}{(k - l)C}$ which must hold since

$$m \leq n \leq \frac{2C}{C} \left( n - \frac{d - 1}{2} \right) = \frac{2(nd - \left(\begin{array}{c}d \\ 2 \end{array}\right))C}{dC} \leq \frac{2\gamma^2}{(k - l)C} \leq \frac{2\gamma\gamma'}{(k - l)C}.$$

$\square$
In this section the goal is to prove Theorems 3 and 4 which state that under certain conditions, with high probability the FAQ algorithms will converge in two steps to the identity permutations. We will prove this over four separate stages.

The first stage shows that for any fixed $D^0$ with large trace, the FAQ algorithm will converge in one step with high probability. The second stage shows that this will happen uniformly for all $D^0$ with trace on the order of $n - o(n)$. The last two stages state that uniformly, for $D^0$ with smaller trace, the first step of the algorithm will be in the direction of a permutation with trace at least $n - o(n)$, and that the line search will take the largest possible step. By taking a union bound over the events in these last three results, we arrive at a proof Theorem 4.

C.1 In one step

Our first result is for fixed $D^0$ with sufficiently large trace.

**Theorem 9.** For $A, B \sim \text{CorrER}(\Lambda, R)$, let $\epsilon = \max_{i,j} 3\Lambda_{ij}(1 - \Lambda_{ij}) + 2R_{ij}$. Let $D^0$ be a permutation matrix. Suppose that for all permutation matrices $P$, $E[\text{trace}(AD^0B(I - P))] > C\text{trace}(D^0)\text{trace}(I - P)$ for some $0 < C \leq \min_{i,j} R_{ij}\Lambda_{ij}(1 - \Lambda_{ij})$. Suppose also that $\text{trace}(D^0) > \frac{8}{\sqrt{\epsilon n}}\frac{\log(n)}{4\epsilon m}$. Then the first step of Frank-Wolfe procedure starting at $D^0$ will yield the identity matrix with probability at least $1 - 4\exp\left(-\frac{C^2m^2}{4\epsilon n}\right)$.

**Proof.** Let $m = \text{trace}(D^0)$. By Lemma 8, $\mathbb{P}[\text{trace}(AD^0B(I - P)) \leq 0] < 2\exp\left(-\frac{C^2m^2}{4\epsilon n}\right)$ for each $P$ with $\text{trace}(P) = n - k$. Note that for each $k$ the number of such $P$ is bounded by $n^k$. Using a union bound we have

$$\mathbb{P}[\min_{P \neq I} \text{trace}(AD^0B(I - P)) \leq 0]$$

$$= \mathbb{P}[\min_{k > 0, \text{trace}(P) = n - k} \min_{P : \text{trace}(P) = n - k} \text{trace}(AD^0B(I - P)) \leq 0]$$

$$\leq \sum_{k=2}^{n} \frac{n^k}{n^k} \mathbb{P}[\text{trace}(AD^0B(I - P)) \leq 0]$$

$$\leq 2\sum_{k=2}^{n} \exp\left\{ -k \left( \log(n) - \frac{C^2m^2}{4\epsilon n} \right) \right\}$$

$$\leq 2\sum_{k=2}^{n} \exp\left\{ -\frac{C^2m^2}{4\epsilon n} \right\} \leq n \exp\left\{ -\frac{C^2m^2}{4\epsilon n} \right\}. $$

The penultimate inequality is true by the assumption on $\text{trace}(D^0)$ being sufficiently large, and the final inequality is due to the exponent being maximized at $k = 2$.

This establishes that the direction for the line search will be towards the identity matrix with high probability. Provided this is the line search direction, the Frank-Wolfe iteration is given by maximizing the quadratic

$$\text{trace}(A(\alpha I + (1 - \alpha)D^0)B(\alpha I + (1 - \alpha)D^0)^T)$$
as a function of $\alpha$ in $[0, 1]$. The derivative of the above with respect to $\alpha$ is

$$2\text{trace}(AB - AD^0B - ABD^0T + AD^0BD^0T) + \text{trace}(AD^0B + ABD^0T - 2AD^0BD^0T).$$

To show that this function is increasing in $\alpha$ we will show that the derivative is positive at $\alpha = 0$ and $\alpha = 1$.

At $\alpha = 0$ the derivative is

$$\text{trace}(AD^0B + ABD^0T - 2AD^0BD^0T) = \text{trace}(AD^0B(I - D^0)^T) + \text{trace}(A(I - D^0)BD^0T),$$

which is positive by the above arguments since $D^0$ is a permutation matrix not equal to the identity. Note this is the derivative of the objective function at the current point and, as shown above, $I$ is an ascent direction.

Similarly, when $\alpha = 1$, the derivative is

$$\text{trace}(2AB - AD^0B - ABD^0T) = 2\text{trace}(AIB(I - D^0)^T).$$

Employing Lemma 8 again, this can be shown to be non-negative with the same (or higher) probability. A union bound over the events that $I$ is the optimal ascent direction, and that the optimal step size takes $\alpha = 1$ completes the results.

The following corollary is a straightforward consequence of Theorem 9 using a union bound over all permutations with trace of order $n - o(n)$.

**Corollary 10.** For $A, B \sim \text{CorrER}(\Lambda, R)$, let $\epsilon = \max_{i,j} 3\Lambda_{ij}(1 - \Lambda_{ij}) + 2R_{ij}$. Let $t > 0$ and $C \in (0, \min_{i,j} R_{ij}\Lambda_{ij}(1 - \Lambda_{ij})$, and set $m = \frac{tC^2}{\log n}$.

1. Suppose that for all permutation matrices $D^0, P$ with trace($D^0$) > $n - m$, $E[\text{trace}(AD^0B(I - P))] > C\text{trace}(D^0)\text{trace}(I - P)$.

With probability at least $1 - 2\exp\left\{-\frac{tC^2(1-t)}{2}\right\}$, for all permutation matrices $D^0$ such that $n - \text{trace}(D^0) < m$, the first step of Frank-Wolfe procedure started at $D^0$ will yield the identity matrix.

**Proof.** Apply Theorem 9 along with a union bound to all permutation matrices with less than $n - \text{trace}(D^0) < m$, non-fixed points. The number of such $P$ is less than $n^m < n^{2m}$ which yields the result.

**C.2 In two steps**

In this section, we prove that uniformly over all initial matrices with sufficiently large trace, the FAQ algorithm will converge to the truth in two steps.

**C.2.1 Step Direction**

**Proposition 11 (Step Direction).** Suppose $A, B \sim \text{CorrER}(\Lambda, R)$. Let $\epsilon = \max_{i,j} 3\Lambda_{ij}(1 - \Lambda_{ij}) + 2R_{ij}$. Let $\delta \in (0, 1/2)$, and $C \in (0, \min_{i,j} R_{ij}\Lambda_{ij}(1 - \Lambda_{ij})$ and set $m = \frac{10C^2}{\log n}$.

$$\ell = 2\sqrt{n^{1+2\delta}/C^2}$$

and $m = C^2n^{1-\delta}\log(n)/\epsilon$. 
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Suppose that $\mathbb{E}[\text{trace}(APB(I - Q))] \geq C\text{trace}(P)(n - \text{trace}(Q))$ for all permutation matrices $P,Q$ with trace($P$) $\geq \ell$ and trace($Q$) $\leq n - m$. Suppose also that $n^2\epsilon/C^2 \geq 2\log n$. With probability at least

$$1 - \exp\left\{-n^{1+\delta}\log n\right\},$$

for every permutation $P$ with trace($P$) $> \ell$, the first step of Frank-Wolfe procedure will be in the direction of a permutation matrix $P'$ with trace($P'$) $> n - m$.

Proof. Let $P_k$ denote the set of permutation matrices trace $= n - k$. Similarly, let $P_{\leq k}, P_{\geq k}, \ldots$, denote the set of permutations with at least, at most, $\ldots$, trace $k$. To show that the step direction is towards a matrix with trace $> n - m$, we bound

$$\mathbb{P}\left[\bigcup_{P \in P_{\leq k}} \bigcup_{Q \in P_{\geq n-m}} \bigcap_{P' \in P_{n-m}} \{\text{trace}(APB(P' - Q)^T) \leq 0\}\right]\leq \mathbb{P}\left[\min_{T \geq \ell} \min_{P \in P_{n-T}} \min_{k \geq m} \max_{Q \in P_k} \max_{P' \in P_{n-k}} \text{trace}(APB(P' - Q)) \leq 0\right]\leq \sum_{T = \ell}^{n} \sum_{k = m}^{n} \sum_{Q \in P_k} \mathbb{P}[\text{trace}(APB(I - Q)) \leq 0] \leq \sum_{T = \ell}^{n} \sum_{k = m}^{n} \exp\left\{(n - T + k)\log n - kC^2T^24\epsilon n\right\}.$$  

The last step uses Lemma 8, the fact that $|P_{n,k}| \leq n^k$, and a union bound. Since $\frac{n^2\epsilon}{2\epsilon n} = n^2\epsilon/C^2 \geq 2\log n$, we have

$$\sum_{T = \ell}^{n} \sum_{k = m}^{n} \exp\left\{(n - T)\log n + k\left(\log n - \frac{C^2T^2}{\epsilon n}\right)\right\} \leq \sum_{T = \ell}^{n/2} \sum_{k = m}^{n/2} \exp\left\{(n - T)\log n - \frac{kC^2T^2}{8\epsilon n}\right\} \leq \exp\left\{n\log n - \frac{mC^2\ell^2}{2\epsilon n}\right\},$$

where we use that $n - T + 2 < n$ for each $T$. Finally, $mC^2\ell^2/(2\epsilon n) = 2n^{1+\delta}\log n$ which gives the desired bound.

C.2.2 Step Size

Proposition 12. Suppose $A,B \sim \text{CorrER}(\Lambda,R)$. Let $\epsilon = \max_{i,j} 3\Lambda_{ij}(1 - \Lambda_{ij}) + 2R_{ij}$. Let $\delta \in (0,1/2)$, and $C \in (0,\min_{i,j} R_{ij}\Lambda_{ij}(1 - \Lambda_{ij}))$ and set $\ell = 2\sqrt{n^{1+2\delta}\epsilon/C^2}$ and $m = C^2n^{1-\delta}\log(n)/\epsilon$. 


Suppose that $\mathbb{E}[\text{trace}(AQB(Q - P))] \geq C \text{trace}(P)(n - \text{trace}(Q))$ for all permutation matrices $P,Q$ with $\text{trace}(P) \geq \ell$ and $\text{trace}(Q) \leq n - m$. Suppose also that $C^2 n/\epsilon > 1800 \log n$ and $n - m > n/\sqrt{2}$.

With probability at least

$$1 - n^2 \exp \left\{ -\frac{C^4}{576\epsilon^2} n^{2-\delta} \log n \right\} - \exp \left\{ -n^{1+\delta} \log n \right\},$$

the step is maximal for all starting $P$ with $\ell \leq \text{trace}(P) \leq n - 2m$ so that the next iteration of the Frank-Wolfe algorithm will start at a permutation $Q$ with $\text{trace}(Q) > n - m$.

Proof. By Proposition 11, as a function of $Q$, $\text{trace}(AQB)$ is maximized at some $Q$ with $\text{trace}(Q) > n - T - k$ with probability at least $1 - \exp \left\{ -n^{1+\delta} \log n \right\}$. The Frank-Wolfe iteration is given by maximizing

$$\text{trace}(A(\alpha Q + (1 - \alpha)D^0)B(\alpha Q + (1 - \alpha)D^0)^T)$$

as a function of $\alpha$ in $[0, 1]$. We will bound the probability that, regardless of $P,Q$, as long as $Q$ is a gradient ascent direction from $P$ and $Q$ has sufficiently large trace, the step will be maximal with $\alpha = 1$.

The derivative of the above with respect to $\alpha$ is

$$2 \alpha \text{trace}(AQBQ^T - APBQ^T - AQB^T + APB^T) + \text{trace}(APBQ^T + AQB^T - 2APB^T)$$

which is linear in $\alpha$. To show that this function is increasing in $\alpha$ we need only check that the derivative is positive at $\alpha = 0$ and $\alpha = 1$. Since $Q$ is the direction for the line search starting at $P$, the gradient for the original objective function is simply the derivative with respect to $\alpha$ at $\alpha = 0$, and so must be positive.

When $\alpha = 1$ the derivative is

$$\text{trace}(2AQBQ^T - APBQ^T - AQB^T) = 2 \text{trace}(AQB(Q - P)^T),$$

and we have

$$\mathbb{P} \left[ \min_{T \leq T \leq n - 2m} \min_{P \in P_{n - T}} \min_{k < m} \min_{Q \in P_k} \text{trace}(AQB(Q - P)^T) \leq 0 \right] \leq \sum_{T = \ell}^{n - 2m} \sum_{k = 1}^{m - 1} n^{n - T + k} \max_{P,Q} \mathbb{P}[\text{trace}(AQB(Q - P)^T) \leq 0].$$

By Lemma 8 and our assumptions, this can be bounded by

$$\sum_{T = \ell}^{n - 2m} \sum_{k = 1}^{m - 1} 2n^{n - T + k} \max_{P,Q} \mathbb{P}[\text{trace}(AQB(Q - P)^T) \leq 0] \leq \frac{C^2(n - T - k)^2(n - k)^2}{48\epsilon n \|Q - P\|_F^2}.$$  

(13)

Note that $\|Q - P\|_F^2 \leq n - T + k \leq n$, which occurs when all non-fixed points are different in $P$ and $Q$. 
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Hence, using that $n/\sqrt{2} < n - m < n - k$ for sufficiently large $n$, Eq. (13) is bounded by

$$\leq \sum_{T=t}^{n-2m} \sum_{k=1}^{m-1} 2^{n-T+k} \exp \left\{ - \frac{C^2(n - T - k)^2(n - k)^2}{48\epsilon n(n - T + k)} \right\}$$

$$\leq \sum_{T=t}^{n-2m} \sum_{k=1}^{m-1} 2 \exp \left\{ (n - T + k) \log n - \frac{C^2(n - T - k)^2 n^2}{96\epsilon n(n - T + k)} \right\}$$

(14)

Note that $n - T + k < 3(n - T - k)$ for every summand and hence Eq. (14) is bounded by

$$\leq \sum_{T=t}^{n-2m} \sum_{k=1}^{m-1} 2 \exp \left\{ (n - T - k) \left( 3 \log n - \frac{C^2(n - T - k)n^2}{288\epsilon n(n - T - k)} \right) \right\}$$

$$\leq \sum_{T=t}^{n-2m} \sum_{k=1}^{m-1} 2 \exp \left\{ - \frac{m C^2 n}{576\epsilon} \right\}$$

where we use that $n - m > n/\sqrt{2}$, $C^2 n/(288\epsilon) > 6 \log n$, and $n - T - k > m$. \hfill \Box