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Abstract. The six-vertex model is an important toy-model in statistical mechanics for two-dimensional ice with a natural parameter $\Delta$. When $\Delta = 0$, the so-called free-fermion point, the model is in natural correspondence with domino tilings of the Aztec diamond. Although this model is integrable for all $\Delta$, there has been very little progress in understanding its statistics in the scaling limit for other values. In this work, we focus on the six-vertex model with domain wall boundary conditions at $\Delta = \frac{1}{2}$, where it corresponds to alternating sign matrices (ASMs). We consider the level lines in a height function representation of ASMs. We show that the maximum of the topmost level line for a uniformly random ASMs has the GOE Tracy–Widom distribution after appropriate rescaling. A key ingredient in our proof is Zeilberger’s proof of the ASM conjecture. As far as we know, this is the first edge fluctuation result away from the tangency points for the domain-wall six-vertex model when we are not in the free fermion case.

1. Introduction

The six-vertex model (also known as the square ice model) can be thought of as a random assignment of arrows to the edges in $\mathbb{Z}^2$ such that the number of incoming arrows equals the number of outgoing arrows at every vertex. Each such configuration is given a Boltzmann weight which is the product of local weights at every vertex. Homogeneity and symmetry impose conditions on the nature of these local weights and there are three independent parameters, commonly denoted $a, b, c$. The dependent parameter $\Delta = \frac{(a^2 + b^2 - c^2)}{2ab}$ plays an important role in the phase diagram. See the book by Baxter [Bax89] for more details. One of the most important finite versions of the six-vertex model is on an $n \times n$ subset of $\mathbb{Z}^2$ with extra half-edges on the boundaries where vertical half-edges point outwards and horizontal ones point inwards. This is known as the six-vertex model with domain wall boundary conditions (DWBC). In this paper, we focus on the edge fluctuations for this model of size $n$ with $a = b = c$ when $n$ tends to infinity.
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Random tiling models, and in particular random domino tilings of the Aztec diamond, give a good blueprint for the possible asymptotic behavior seen in the six vertex model with domain wall boundary conditions. Over the past couple of decades, there has been much progress in understanding this particular random tiling model as well as other random tiling models. In general, a limiting curve emerges which separates the random tiling into three possible macroscopic regions: \textit{frozen}, where the tiling is deterministic; \textit{rough}, where the correlations between tiles decay polynomially; and \textit{smooth}, where the correlations decay exponentially. The limiting curve, known as the \textit{arctic curve} can be obtained from the limiting height function, which is the solution of a variational principle \cite{CKP01}. There are general methods to quantify this solution depending on the type of random tiling model and its boundary conditions \cite{KO07, ADPZ20}.

Edge fluctuation results for random tilings of Aztec diamonds at the interface between the frozen and rough regions, where the Airy-2 process governs the fluctuations of the interface after rescaling, have been obtained in \cite{Joh05}. The interface between the rough-smooth regions has been investigated in the two-periodic Aztec diamond where it is expected that the Airy-2 process governs the interface after rescaling, see \cite{CJ16, DK21, BCJ20, BD19}. These results are not unique to domino tilings of the Aztec diamond and, except the fluctuations at the rough-smooth boundary, have been established for lozenge tilings beginning with \cite{OR03, FS03}. See the book \cite{Gor20} for more information and references.

It is expected that the six-vertex model with domain wall boundary conditions shares similar asymptotic behaviors as random domino tilings of the Aztec diamond as well as other random tiling models. Indeed, when $\Delta = 0$, the free-fermion point, the six vertex model with domain wall boundary conditions is equivalent to uniformly random domino tilings of the Aztec diamond \cite{EKLP92, FS06}. Away from the free-fermion point, the situation is much less well understood unless at the so-called stochastic point where symmetric functions play an important role; see for example \cite{BCG16, OP17, Bor18, RS18, Agg20b, IMS20, Dim20a} for results on the stochastic six vertex model. Nevertheless, for six vertex models with domain wall boundary conditions, a limit shape has been predicted using either the emptiness formulation probability \cite{CP10, CPS16} or the tangent method \cite{CS16}. From these predictions, it is expected that the six vertex model with domain wall boundary conditions should contain the equivalent of the frozen and rough regions when $|\Delta| < 1$. Simulations suggest that the six vertex model with domain wall boundary conditions contain three types of macroscopic regions when $\Delta < -1$, which is similar to the two-periodic Aztec diamond considered in \cite{CJ16, DK21}.

Configurations of this model are in natural bijection with important combinatorial objects called \textit{alternating sign matrices} (ASMs). ASMs are $n \times n$ matrices with entries in $\{0, \pm 1\}$ whose rows and columns sum to 1 and whose nonzero entries alternate in sign along every row and column. From
the point of view of the six-vertex model, studying ASMs corresponds to setting $a = b = c$ and hence $\Delta = 1/2$. There has been some recent mathematical progress in the study of large random ASMs. Aggarwal, in [Agg20a] has given a rigorous proof of the tangent method thus confirming Colomo and Pronko’s prediction. Gorin established the first fluctuation type result for ASMs by showing that the GUE corner process is the limit at the tangency points [Gor14], which has been generalized to other six vertex models [Dim20b]. The analogous result for Aztec diamonds was proved in [JN06]. Universality of the GUE corner process has very recently been established for uniformly random lozenge tilings at the tangency points [AG21].

In this paper, we consider a different type of limit for alternating sign matrices where the discrete process is no longer visible by moving away from the tangency points. We introduce a directed path picture for the alternating sign matrices and show that the fluctuations of the maximum of the top path, which separates the ordered and disordered regions, converges to the GOE Tracy–Widom distribution after suitable centering and rescaling. This gives strong evidence that the top path should converge to the Airy-2 process after suitable centering and rescaling. The reason for this is the fact that the distribution of the maximum of an Airy process minus a parabola has the GOE Tracy–Widom distribution, see [Joh03, CQR13]. To our knowledge this is the first edge fluctuation result away from the tangency points in a domain-wall six-vertex model when we are not in the free fermion case.

Alternating sign matrices arose naturally in the computation of the $\lambda$-determinant [RR86], a generalization of Dodgson’s condensation method for computing determinants. Mills–Robbins–Rumsey [MRR83] conjectured that the number of ASMs of size $n$ is given by the explicit product formula,

$$\prod_{i=0}^{n-1} \frac{(3i + 1)!}{(n + i)!}.$$  

Surprisingly, this formula was already known in the literature as the number of totally symmetric self-complementary plane partitions (TSSCPPs) inside a $2n \times 2n \times 2n$ box, proved earlier by Andrews [And94]. This became known as the alternating sign matrix (ASM) conjecture and was eventually settled first by Zeilberger [Zei96] and then by Kuperberg [Kup96] using very different methods. In the same paper, Mills–Robbins–Rumsey conjectured something more general. They first realized both ASMs and TSSCPPs equivalently in terms of triangular arrays of size $n$, which Zeilberger called gog and magog triangles respectively. Then the ASM conjecture was equivalently a statement about these two families of triangular arrays being enumerated by (1.1). See (3.4) and (3.5) for examples of gog and magog triangles of size 3. Although the rules defining these are very similar, no bijective proof between these two objects has been found to this day. This is despite the proof that these families have the same enumeration under two
refined statistics \cite{FZJ08} and an explicit partial bijection between ‘large’ subsets \cite{ACGB11}.

Mills–Robbins–Rumsey then generalized these triangular arrays to trapezoidal arrays for both families. Zeilberger \cite{Zei96} proved the ASM conjecture by showing that these two families of trapezoidal arrays, called gog and magog trapezoids, are equinumerous, using the method of constant-term identities. A simplified version of his original proof is given in \cite{Fis16}. We note that Krattenthaler defined more general families of gog and magog trapezoids and conjectured that they are equinumerous \cite{Kra96, Kra16}. As of this writing, his conjecture is still open. Fischer \cite{Fis18} has made some progress in proving Krattenthaler’s conjecture.

Our results rely exclusively on Zeilberger’s proof \cite{Zei96} for the number of gog and magog trapezoids being equal in cardinality. Although Kuperberg’s proof exploited the link between ASMs and the six-vertex model with domain wall boundary conditions, his proof does not generalize in any easy way to the result we need. We then study the fluctuations at the ‘free’ boundary of the totally symmetric self-complementary plane partitions using formulas from \cite{AC20}. These fluctuations turn out to have GOE Tracy–Widom distribution after suitable centering and rescaling. We remark that the idea of expressing an observable for a non-free-fermionic model in terms of some other observable of a related free-fermionic model has appeared before in other contexts \cite{Bor18, IMS20}.

In Section 2, we formulate our main result and provide an overview of the rest of the paper.
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### 2. Formulations and the main result

To state our main result precisely, we first introduce a directed path variant of alternating sign matrices which we call path corner sum matrices in Section 2.1. We then define the limiting object, the GOE Tracy–Widom distribution in Section 2.2. Finally, we state our main result in Section 2.3.

#### 2.1. Directed Paths in the ASMs.

**Definition 2.1.** An alternating sign matrix (ASM) of order $n$ is an $n \times n$ matrix with entries in \{0, 1, −1\} such that

- the sum of the entries in each row and column equals 1,
- non-zero entries in each row and column alternate in sign.
We denote $A_n$ to be all the alternating sign matrices of order $n$. As an example, the seven alternating sign matrices of order 3 are
\[
\begin{pmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{pmatrix}
\begin{pmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 1 & 0
\end{pmatrix}
\begin{pmatrix}
0 & 1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 1
\end{pmatrix}
\begin{pmatrix}
0 & 1 & 0 \\
1 & -1 & 1 \\
0 & 1 & 0
\end{pmatrix}
\begin{pmatrix}
0 & 1 & 0 \\
0 & 0 & 1 \\
1 & 0 & 0
\end{pmatrix}
\begin{pmatrix}
0 & 0 & 1 \\
1 & 0 & 0 \\
0 & 1 & 0
\end{pmatrix}
\begin{pmatrix}
0 & 0 & 1 \\
0 & 1 & 0 \\
1 & 0 & 0
\end{pmatrix}.
\]

**Definition 2.2.** A path corner sum matrix (PCSM) of size $n$ is an $n \times n$ matrix $C = (c_{i,j})$ with
- $c_{1,i} \in \{n-1, n\}$ and $c_{i,n} \in \{n-1, n\}$ for $1 \leq i \leq n$,
- $c_{i,j+1} - c_{i,j} \in \{0, 1\}$ for $1 \leq i \leq n$, $1 \leq j \leq n-1$, and $c_{i,j} - c_{i+1,j} \in \{0, 1\}$ for $1 \leq i \leq n-1$ and $1 \leq j \leq n$.

We denote the set of these matrices of size $n$ by $C_n$ and call them path corner sum matrices. These matrices are closely related to the corner sum matrices introduced in [RR86, Lemma 1]; see also [Pro01]. The shift of $n+1 \mapsto n$ is natural from our point of view, and it also fits in with our conventions for totally symmetric self-complementary plane partitions introduced in the next section.

**Proposition 2.3.** PCSMs of size $n$ are in natural bijection with ASMs of size $n+1$ via an affine transformation.

**Proof.** Given $A = (a_{i,j})_{1 \leq i,j \leq n+1} \in A_{n+1}$, construct a matrix $C = (c_{i,j})_{1 \leq i,j \leq n}$ by
\[
c_{i,j} = n - \sum_{\substack{1 \leq r \leq i \\ 1 \leq s \leq n+1-j}} a_{r,s}, \quad 1 \leq i,j \leq n.
\]
It is routine to check that $C \in C_n$. It is also easy to verify that the inverse map is given by
\[
a_{i,j} = c_{i-1,j+n+1-j} - c_{i,n+1-j} - c_{i-1,n+2-j} + c_{i,n+2-j}, \quad 1 \leq i,j \leq n+1,
\]
where we assume $c_{i,n+1} = c_{0,i} = n$ and $c_{i,0} = c_{n+1,n+1-i} = n - i$ for $0 \leq i \leq n+1$; see Figure 1.

The seven path corner sum matrices of size 2, $C_2$, are given in the same order as the corresponding ASMs in (2.1) by
\[
\begin{pmatrix}
1 & 1 \\
0 & 1
\end{pmatrix}
\begin{pmatrix}
1 & 1 \\
1 & 1
\end{pmatrix}
\begin{pmatrix}
1 & 2 \\
0 & 1
\end{pmatrix}
\begin{pmatrix}
1 & 2 \\
1 & 1
\end{pmatrix}
\begin{pmatrix}
1 & 2 \\
2 & 1
\end{pmatrix}
\begin{pmatrix}
1 & 2 \\
2 & 1
\end{pmatrix}
\begin{pmatrix}
1 & 2 \\
2 & 1
\end{pmatrix}.
\]

We think of the matrix entries of the PCSMs as heights. For each PCSM, we consider a family of directed paths starting from the leftmost column
and ending on the bottom row using north-east and south-east paths. The paths separate entries which differ by one. See Figure 3 for an example. In our description, the top-rightmost path in this family gives a full description of the boundary of the disordered region in the top-left quadrant of ASMs. We are interested in precisely this path. This path is not easily seen from an ASM configuration and it can be thought of as an analogue of the DR-paths used to investigate the asymptotics of uniformly random domino tilings of the Aztec diamond [Joh05].

For ease of notation, let \([i]_2 = i \mod 2\) for an integer \(i\). To describe these directed paths precisely, we introduce the graph, \(G^g_n\), whose vertex set is given by

\[
V^g_n = V^g_n.1 \cup V^g_n.2,
\]

where

\[
V^g_n.1 = \left\{ (i,j) \left| \begin{array}{c}
[i]_2 = 1, [j]_2 = 0, -1 \leq i \leq 2n - 1, \\
0 \leq j \leq 2n, (i,j) \neq (-1,0)
\end{array} \right. \right\},
\]

and

\[
V^g_n.2 = \left\{ (i,j) \left| \begin{array}{c}
[i]_2 = 0, [j]_2 = 1, 0 \leq i \leq 2n, \\
1 \leq j \leq 2n + 1, (i,j) \neq (2n,2n + 1)
\end{array} \right. \right\}.
\]

The edge set of \(G^g_n\) is described as follows:

- for each \(v \in V^g_n.1 \setminus \{(2n - 1, 2n)\}\), there is an edge \((v,v+(1,1))\),
- for each \(v \in V^g_n.1 \setminus \{(-1,2j) : 1 \leq j \leq n\}\) there is an edge \((v,v+(-1,1))\),
- for each \(v \in V^g_n.1 \setminus \{(2i - 1, 0) : 1 \leq i \leq n\}\) there is an edge \((v,v+(1,-1))\).

Figure 1(a) shows \(G^g_3\).

The directed paths travel on the edges of this graph in the following way: paths can travel in the direction \((1,-1)\) on edges parallel to \((1,-1)\) and can travel in either direction on edges parallel to \((1,1)\). The paths
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start at the vertices \{(-1, 2i) : 1 \leq i \leq n\} and terminate at the vertices \{(2i - 1, 0) : 1 \leq i \leq n\}. Paths cannot meet at vertices. We superimpose the entries of \(C_n\) onto the faces of \(G^n_g\) so that for \((c_{i,j})_{1\leq i,j\leq n} \in C_n\), \(c_{i,j}\) is assigned to the face whose center is \((2j - \frac{3}{2}, 2n - 2i + \frac{3}{2})\). These superimposed numbers represent the height of that face. The heights of the faces external to \(G^n_g\) but sharing an edge with it are given by

- height \(i - 1\) for the faces centered at \((2i - \frac{3}{2}, -\frac{1}{2})\) with \(1 \leq i \leq n + 1\),
- height \(j - 1\) for the faces centered at \((-\frac{3}{2}, 2j - \frac{1}{2})\) with \(1 \leq j \leq n + 1\),

and

- height \(n\) otherwise.

The top directed path is the path starting from \((-1, 2n)\) and ending at \((2n - 1, 0)\).

Figure 1(b) shows heights on the external bordering faces to \(G^n_g\). The level lines of the height function on \(G^n_g\), i.e. the height differences between faces, represent the directed paths on \(G^n_g\). The directed paths for \(C_2\) are shown in Figure 2 while the directed paths for a PCSM configuration of size 9 is given in Figure 3.
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**Figure 2.** The directed paths for \(C_2\) with the same ordering as used for depicting \(A_3\), \(C_3\) and \(C_2\). Paths are oriented from the left side.

We define an alternate coordinate system for vertices in \(V^n_g\). If \((x, y)\) is a vertex, let \(t = (x - y + 1)/2\) and \(h = ((y - 2n) + (x + 1))/2 - 1\). Thus, every vertex can be expressed using \((t, h)\) coordinates. We will be interested in the vertices of the top directed path which starts at \((-1, 2n)\) and ends at \((2n - 1, 0)\). Note that the vertices \((x, y)\) and \((x - 1, y - 1)\) have the same \(t\)-coordinate, so if the directed path passes through both of these vertices, we omit the \(t\)-coordinate for the \((x - 1, y - 1)\) vertex and retain the \(t\)-coordinate for \((x, y)\). Then, reading from top-left to bottom right, the
$t$-coordinates for such vertices are $(-n, \ldots, -1, 0, 1, \ldots, n)$. We then define the random vector $T_n$ as the $h$-coordinates for the top directed path indexed by the $t$-coordinates,

$$T_n = (T_n(-n), \ldots, T_n(-1), T_n(0), T_n(1), \ldots, T_n(n)).$$  \hfill (2.8)

For the example in Figure 3

$$T_9 = (0, 1, 2, 3, 4, 4, 4, 4, 5, 5, 5, 4, 4, 3, 2, 1, 0).$$

Our main result, Theorem 2.4, is a statement about $\max(T_n)$ and our conjecture, Conjecture 2.5 is a statement about $T_n(0)$ as well as the rest of the path.

![Figure 3](image.png)

**Figure 3.** (a) A path corner sum matrix of size 9 along with its directed path representation. Paths are oriented from the left side. Here, we have $\max T_9 = 5$ and is overlaid in blue and bold. (b) The corresponding ASM is on the right. The 1 closest to the top-left corner is marked in blue and corresponds to the intersection of the blue diagonal and the top path in (a).

2.2. GOE Tracy–Widom distribution. We define the GOE Tracy–Widom distribution \[TW96\] through a Fredholm Pfaffian \[Rai00, Fer04, OQR17, BBCS18, BBNV18\].

The Pfaffian of an even anti-symmetric matrix $A = (a_{i,j})_{1 \leq i,j \leq 2k}$ is given by

$$\text{Pf}(A) = \frac{1}{2^k k!} \sum_{\sigma \in S_{2k}} \text{sgn}(\sigma) a_{\sigma(1), \sigma(2)} \cdots a_{\sigma(2k-1), \sigma(2k)},$$  \hfill (2.9)
where $S_{2k}$ is the set of permutations of $\{1, \ldots, 2k\}$. Let $\text{Ai}(x)$ denote the Airy function, that is,

$$\text{Ai}(x) = \frac{1}{2\pi i} \int_{\Gamma_{\text{Ai}}} \, dz \, e^{\frac{3}{2}z^2 - xz},$$

where $\Gamma_{\text{Ai}}$ is the union of two semi-infinite rays starting from the origin in directions $e^{\frac{i\pi}{3}}$ and $e^{-\frac{i\pi}{3}}$, with the contour being oriented from $\infty e^{-\frac{i\pi}{3}}$ to $\infty e^{\frac{i\pi}{3}}$ with $i = \sqrt{-1}$.

Introduce the following 2 by 2 block kernel

$$K_{\text{GOE}}(x, y) = \begin{pmatrix} K_{\text{GOE}}^{11}(x, y) & K_{\text{GOE}}^{12}(x, y) \\ K_{\text{GOE}}^{21}(x, y) & K_{\text{GOE}}^{22}(x, y) \end{pmatrix},$$

where

$$K_{\text{GOE}}^{11}(x, y) = \frac{1}{4} \int_0^\infty \, d\lambda \, (\text{Ai}(x + \lambda)\text{Ai}'(y + \lambda) - \text{Ai}'(x + \lambda)\text{Ai}(y + \lambda)), $$

$$K_{\text{GOE}}^{12}(x, y) = \int_0^\infty \, d\lambda \, \text{Ai}(x + \lambda)\text{Ai}(y + \lambda) + \frac{1}{2} \text{Ai}(x) \int_0^\infty \, d\lambda \, \text{Ai}(y - \lambda),$$

$$K_{\text{GOE}}^{21}(x, y) = -K_{\text{GOE}}^{12}(y, x),$$

$$K_{\text{GOE}}^{22}(x, y) = \int_0^\infty \, d\lambda \int_0^\infty \, d\mu \, \text{Ai}(x + \lambda)\text{Ai}(y + \mu) - \text{Ai}(x + \mu)\text{Ai}(y + \lambda)$$

$$- \int_0^\infty \, d\mu \, \text{Ai}(x + \mu) + \int_0^\infty \, d\mu \, \text{Ai}(y + \mu) - \text{sgn}(x - y),$$

where $\text{sgn}$ is the standard signum function.

The GOE Tracy–Widom distribution is defined through a Fredholm Pfaffian by

$$F_1(s) = \text{Pf}(\mathcal{J} - K_{\text{GOE}})_{L^2(s, \infty)}$$

$$= 1 + \sum_{k=1}^{\infty} \frac{(-1)^k}{k!} \int_{s}^{\infty} \, dx_1 \cdots \int_{s}^{\infty} \, dx_k \, \text{Pf}(K_{\text{GOE}}(x_i, x_j))_{1 \leq i, j \leq k},$$

where

$$\mathcal{J}(x, y) = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} \mathbb{1}_{x=y}.$$
2.3. **Statement of the main result.** We are now ready to give our main result. Let $Z_n$ denote $|C_n|$, that is the number of path corner sum matrices of size $n$. Introduce the following probability measure for $C \in C_n$

$$P_{C_n}^g[C] = \frac{1}{Z_n}.$$  

We only consider the behavior in the top right quadrant of $G_n^g$, that is the behavior in the region $[n, 2n] \times [n, 2n]$. The behavior in the other four quadrants is similar. Above the top path in $G_n^g$ described above, the configuration is frozen. These correspond to entries equal to $n$ in PCSMs and a connected region of zeros in the ASMs which is also connected to the boundary (that is the first row and column of the ASMs). Rescaling the $G_n^g$ by $n \times n$ so that it fits into $[0, 2] \times [0, 2]$, the equation of the top path converges to

$$x(2-x) + y(2-y) + (2-x)(2-y) = 1$$

for $x, y \in [1, 2]$. As mentioned in Section 1, this limiting curve, under an affine transformation, was predicted in [CP10, CS16] and proved in [Agg20a].

Introduce the constants

$$\alpha = 2 - \sqrt{3}, \quad c_1 = \frac{2}{3\sqrt{3}}, \quad \text{and} \quad c_0 = \frac{1}{3\sqrt{3}c_1} = \frac{1}{2 \cdot 3^{1/6}},$$

which will be used throughout the paper. Our main theorem is the following.

**Theorem 2.4.** We have that

$$\lim_{n \to \infty} P_{C_n}^g \left[ \max(T_n) - \frac{(1-\alpha)n}{c_0n^{1/3}} \leq s \right] = F_1(s),$$

where $F_1$ is defined in (2.16).

In words, the random variable $\max T_n$ represents the frozen triangle in the top right quadrant of the PCSMs, where the entries are equal to $n$ in this frozen triangle. It also represents the maximum of the top path of $G_n^g$. Our result says that the fluctuations of the maximum of the top path converges weakly to the GOE Tracy–Widom distribution after centering and rescaling. In terms of alternating sign matrices, our result says that the fluctuations of the frozen triangle (that is all entries equal to 0 in this triangle) in one of the four quadrants of the ASMs converges weakly to the GOE Tracy–Widom distribution after centering and rescaling. By symmetry, this occurs for all four quadrants of the ASMs. Figure 4 shows a simulation. Note that our result only recovers the arctic curve at four points and does not recover the full curve.

It is known that the distribution of the maximum of the Airy-2 process minus by a parabola is given by GOE Tracy–Widom distribution [Joh03, CQR13]. As we have established that the maximum of the top path has GOE Tracy–Widom fluctuations, we expect that the original path should be given by the Airy process after suitable centering and rescaling. We

---

1the superscript $g$ refers to gogs defined later; see Remark 3.2 for an explanation
Figure 4. A simulation of the directed paths for $n = 100$ made from Glauber dynamics. The limit shape is overlaid.

expect that the maximum should be obtained close to $t = 0$ and the scale factor to be the same at this point. This leads to the following conjecture.

**Conjecture 2.5.** After appropriate rescaling, $T_n$, defined in (2.8), converges to the Airy-2-process, and in particular,

\[
\lim_{n \to \infty} \mathbb{P}_n \left[ \frac{T_n(0) - (1 - \alpha)n}{\frac{1}{4} c_0 n^{\frac{3}{2}}} \leq s \right] = F_2(s),
\]

where $F_2$ is the GUE Tracy–Widom distribution [TW94].

Note that $T_n(0)$ is very closely related to the emptiness formation probability; see [CPT10, CPS16] for details on the emptiness formation probability.

To prove Theorem 2.4, we first compare $\max(T_n)$ with a specific random variable, which will be denoted by $X^m_n$, in the totally symmetric self-complementary plane partition of size $n$, also defined below. In fact, we will show that these two objects are equal in distribution, using Zeilberger’s deep proof of the ASM conjecture [Zei96]. The strategy of the proof is as follows. We will prove Theorem 2.4 in Section 3 assuming Theorem 3.10 about an asymptotic result on a point process defined through totally symmetric self-complementary plane partitions. In Section 4 we introduce formulas for this point process in Proposition 4.1 and give the proof of Theorem 3.10. We give the proof of Proposition 4.1 in Section 5 using formulas from [AC20].
3. ASMs and TSSCPPs

3.1. TSSCPPs. A totally symmetric self-complementary plane partition (TSSCPP) of order \( n \) is a rhombus tiling of a regular hexagon with side length \( 2n \) with the maximum possible symmetry. All the information about the tiling is contained in \((1/12)\)'th of the hexagon [MRR86, Section 8]. A TSSCPP can be equivalently represented as a perfect matching of a certain graph, which we describe now, following the same conventions as in [AC20].

Define the graph \( G^m_n = (V^m_n, E^m_n) \), for which the vertices are given by

\[
V^m_n = \{(x_1, x_2) \mid 0 \leq x_1 \leq 2n, x_1 \leq x_2 \leq 2n + 1\} \backslash \{(2n, 2n + 1)\}_{n \in 2\mathbb{Z} + 1}
\]

and the edges are given by

\[
E^m_n = \left\{ \left( (x_1, x_2), (x_1 + 1, x_2) \right) \mid 0 \leq x_1 \leq 2n - 1, x_1 \leq x_2 \leq 2n + 1, \frac{x_1 + x_2}{2} = 1 \right\}
\]

\[
\cup \left\{ \left( (x_1, x_2), (x_1, x_2 + 1) \right) \mid 0 \leq x_1 \leq 2n - 1, n \in 2\mathbb{Z} + 1, x_1 \leq x_2 \leq 2n \right\}
\]

\[
\cup \left\{ \left( (x_1, x_1), (x_1 + 1, x_1 + 1) \right) \mid 0 \leq x_1 \leq 2n - 1 \right\};
\]

see Figure 5. We let \( b \) denote the vertex \((2n, 2n + 1 - [n]_2)\).

![Figure 5](https://via.placeholder.com/150)

Figure 5. The left figure shows \( G^m_3 \), while the right figures show \( G^m_4 \). The coordinates are for the top left, rightmost and bottom left vertices. For both, the height function on rectangular faces left of the graph is shown in blue.

A dimer is an edge and a dimer covering is a subset of edges so that each vertex is incident to exactly one edge.

**Proposition 3.1** ([AC20 Proposition 2.2]). Dimer configurations of \( G^m_n \) are in bijection with TSSCPP configurations of size \( n + 1 \)

There is a height function associated to TSSCPPs, even though the graph \( G^m_n \) is not bipartite. This height function is defined on rectangular faces of the graph as follows: the height on the faces to the left of the TSSCPP, i.e. those on faces whose center is given by \((-\frac{1}{2}, 2j + 1)\) for \( 0 \leq j \leq n \) are given by \( n \); see Figure 5. Suppose the height at the face with center \((i + \frac{1}{2}, j)\) is
given by $t$. Then the height at the face whose center is $(i + \frac{3}{2}, j + 1)$ is $t$ if there is a dimer covering the edge $((i+1, j), (i+1, j+1))$ and is $t-1$ if there is no dimer covering the edge $((i+1, j), (i+1, j+1))$. The prescription of the faces to the left of the TSSCPP and the above rule define the heights on all the hexagonal faces of $G^m_n$ for each dimer covering and ensures that the heights are integer-valued in $\{0,1,\ldots,n\}$. See Figure 6 for height functions of all TSSCPPs of size 2.
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**Figure 6.** The 7 TSSCPPs of size 2 along with their height functions.

Each dimer configuration is chosen uniformly from the set of dimer configurations $\mathcal{M}(G^m_n)$, that is, for $M \in \mathcal{M}(G^m_n)$,

$$P^m_n[M] = \frac{1}{Z_n},$$

using the alternating sign matrix theorem [Zei96, Kup96].

**Remark 3.2.** Since we focus on two different objects and their variations, we use the notation that $g$ refers to any objects related to alternating sign matrices and $m$ refers to any objects related to TSSCPPs. These stand for gogs and magogs respectively which are introduced in the next subsection.

### 3.2. Gogs and Magog trapezoids.

**Definition 3.3.** A monotone triangle or gog triangle of order $n$ is a triangular array $(g_{i,j})_{1 \leq j \leq i \leq n}$ of positive integers such that

- $g_{i,j} \leq g_{i-1,j} \leq g_{i,j+1}$ whenever all the entries are defined,
- $g_{i,j} < g_{i,j+1}$ whenever both entries are defined,
- $1 \leq g_{i,j} \leq n + 1$, for $1 \leq j \leq i \leq n$.

It is easy to see that monotone triangles of order $n$ are in natural bijection with $A_{n+1}$. For a matrix $A = (a_{i,j})_{1 \leq i,j \leq n+1} \in A_{n+1}$, consider the $n \times (n+1)$
matrix $b$ defined by

$$b_{i,j} = \sum_{1 \leq i' \leq i} a_{i',j}, \quad i \in [n], j \in [n+1].$$

(3.3)

One can see that $b$ is a $\{0, 1\}$-matrix and in the $i$'th row, $b$ has exactly $i$ 1's. Arranging the column indices $j$ for which $b_{i,j} = 1$ in increasing order for each $i$ gives a triangular array which satisfies all the conditions of a gog triangle. The process is clearly bijective. Our convention to remove the bottom row of the triangular array differs from the literature [Bre99], but makes it easier for our upcoming analysis. In particular, our monotone triangles of order $n$ are in natural bijection with PCSMs of size $n$. In our running example, the monotone triangles in bijection with $\mathcal{A}_3$ are given in the same order as (2.1) by

$$\begin{array}{ccc}
1 & 1 & 2 \\
1 & 3 & 1 & 2 \\
2 & 3 & 1 & 3 & 2 & 3 \\
\end{array}$$

Definition 3.4. An $(n,k)$-gog trapezoid is a trapezoidal array

$(g_{i,j})_{1 \leq i \leq n, 1 \leq j \leq \min(i,k)}$

of positive integers such that

- $g_{i,j} \leq g_{i-1,j} \leq g_{i,j+1}$ whenever all the entries are defined,
- $g_{i,j} < g_{i,j+1}$ whenever both entries are defined,
- $g_{i,j} \leq n+1$ for all valid $i,j$.

In other words, an $(n,k)$-gog trapezoid is a gog triangle with $n$ rows after removing an equilateral triangle of size $n-k$ from the bottom right-most side of the gog triangle. We let $\text{Gog}(n,k)$ to be the set of $(n,k)$-gog trapezoids.

An example of a configuration in $\text{Gog}(6,3)$ is

$$\begin{array}{ccc}
6 & 6 \\
5 & 5 & 7 \\
3 & 4 & 6 \\
2 & 3 & 4 \\
\end{array}$$

We now describe triangular arrays in bijection with TSSCPPs.

Definition 3.5. A magog triangle of order $n$ is a triangular array

$(m_{i,j})_{1 \leq j \leq i \leq n}$

of positive integers such that

- $m_{i,j} \leq m_{i+1,j+1}$ whenever both entries are defined,
- $m_{i,j} \geq m_{i+1,j}$ whenever both entries are defined,
- $m_{i,j} \leq j+1$ for all valid $i,j$.

(3.4)
Again, our convention differs from the literature in that we drop the leftmost column from the standard definition in the literature; e.g. see [Bre99]. Magog triangles of size 2 are given by

\[
\begin{array}{ccc}
2 & 3 & 2 \\
2 & 2 & 1 & 2 & 1 & 2 \\
1 & 1 & 1 & 3 & 1 & 3 \\
\end{array}
\]

**Proposition 3.6.** Magog triangles of order \( n \) are in natural bijection with TSSCPPs of size \( n \).

**Proof.** By Proposition 3.1, it suffices to consider perfect matchings of \( G_m^n \). For such a perfect matching, build the \( k \)'th row, \( 1 \leq k \leq n \), of the magog triangle by considering vertical edges of the form \( \{(i, i + 2(n - k) + 1), (i, i + 2(n - k) + 2) : 0 \leq i \leq 2k - 1\} \) and listing the \( x \)-coordinates of the matched edges in increasing order. From this triangular array, subtract entrywise the triangular array

\[
\begin{array}{ccc}
-1 & 0 \\
-1 & 0 & 1 \\
\vdots & \vdots & \vdots \\
-1 & 0 & \cdots & n - 3 & n - 2. \\
\end{array}
\]

The interlacing property of the vertical edges of the perfect matching ensures that this operation gives a magog triangle. The fact that the vertical edges determine the perfect matching ensures that this operation can be inverted. \( \square \)

The magog triangles in (3.5) are listed in the same order as the perfect matchings in Figure 6 to which they correspond by the bijection in Proposition 3.6.

**Definition 3.7.** An \((n, k)\)-magog trapezoid is a trapezoidal array

\[
(m_{i,j})_{1 \leq i \leq n, \max(1, i - k + 1) \leq j \leq i}
\]

of positive integers such that

- \( m_{i,j} \leq m_{i+1,j+1} \) whenever both entries are defined,
- \( m_{i,j} \geq m_{i+1,j} \) whenever both entries are defined,
- \( m_{i,j} \leq j + 1 \) for all valid \( i, j \).

In other words, an \((n, k)\)-magog trapezoid is a magog triangle with \( n \) rows after removing an equilateral triangle of size \( n - k \) from the bottom left-most side of the magog triangle. We let \( \text{Magog}(n, k) \) to be the set of \((n, k)\)-magog
trapezoids. An example of a configuration in $\text{Magog}(6, 3)$ is

\[
\begin{array}{cccc}
1 & 2 & 3 & 7 \\
1 & 2 & 4 & 5 \\
1 & 2 & 4 & 5 \\
1 & 2 & 4 & 5 \\
1 & 2 & 4 & 5 \\
\end{array}
\]

Zeilberger proved the following result.

**Theorem 3.8 (Zei96, Lemma 1).** For $n \geq 1$ and $0 \leq k \leq n$, $\text{Magog}(n, k) = \text{Gog}(n, k)$.

Setting $k = n$, we see that the number of PCSMs of size $n$ is equal to the number of TSSCPPs of size $n$, which is another formulation of the ASM theorem [Zei96, Kup96]. The number of these trapezoids for different values of $n$ and $k$ for $n \leq 6$ is given in Table 1. When $k = 1$, it is easy to see that the sequence gives the well-known Catalan numbers $\frac{1}{n+1}(\binom{2n}{n})$.

| $n$ | 1 | 2 | 3 | 4 | 5 | 6 |
|-----|---|---|---|---|---|---|
|     | 1 | 4 | 35 | 429 | 132 | 429 |
|     | 2 | 2 | 7 | 42 | 219 | 76505 |
|     | 3 | 14 | 387 | 1594 | 166296 | 7007 |
|     | 4 | 42 | 429 | 4862 | 210912 | 218348 |
|     | 5 | 219 | 7007 | 166296 | 7007 | 218348 |
|     | 6 | 1594 | 76505 | 210912 | 218348 |

**Table 1.** The number of $\text{Magog}(n, k)$ and $\text{Gog}(n, k)$ trapezoids for small values of $n$ and $1 \leq k \leq n$.

We note that our gog and magog trapezoids, while clearly equinumerous with those defined by Mills–Robbins–Rumsey [MRR86], are not exactly the same. However, they are a part of the more general families of such trapezoids defined by Krattenthaler [Kra96, Kra16].

### 3.3. The random variables $X^g_n$ and $X^m_n$

We now introduce the relevant random variables for PCSMs and TSSCPPs. For $C = (c_{i,j})_{1 \leq i, j \leq n} \in C_n$, define

\begin{align}
X^g_n &\equiv X^g_n(C) = \inf \left\{ m \geq 1 \left| \text{there exists } 1 \leq k \leq m \text{ such that } c_{k,n-m+k} \neq n \right. \right\}.
\end{align}

It is easy to see that $X^g_n \leq n + 1$ and that there is only one PCSM $C$ satisfying $X^g_n(C) = n + 1$. By definition, the PCSMs with $\max T_n = m$ are those that have the $n - m - 1$ rightmost northwest-southeast diagonals equal to $n$ and so it follows that $\max T_n = n - X^g_n$.

Similarly, for $M_n \in \mathcal{M}(G^m_n)$, define

\begin{align}
X^m_n &\equiv X^m_n(M_n) = \inf \left\{ m \geq 1 \left| ((m-1,m),(m-1,m+1)) \text{ not covered by a dimer in } M_n \right. \right\}.
\end{align}
See Figure 8 for an illustration. Then under the uniform distributions of
ASMs and TSSCPPs, $X^g_n$ and $X^m_n$ are random variables. Using (2.4) and
Figure 1, the histogram of values of $X^g_2$ and $X^m_2$ are computed to be

| Value of $X^g_2, X^m_2$ | 1 | 2 | 3 |
|--------------------------|---|---|---|
| Count                    | 2 | 4 | 1 |

We now show that both have the same distribution in general. Write

$\{X^m_n = m\} = \{M \in \mathcal{M}(C^m_n) : X^m_n(M) = m\}$

and

$\{X^g_n = m\} = \{C \in C_n : X^g_n(C) = m\}$.

**Proposition 3.9.** For $n \geq 1$ and $1 \leq m \leq n$

(3.8) $P^m_n[X^m_n = m] = P^g_n[X^g_n = m]$.

**Proof.** The proof of this result relies on a reformulation of $X^g_n$ and $X^m_n$ in
terms of gogs and magogs respectively. We begin with PCSMs. For the
purposes of the proof, let

(3.9) $\{Y^g_n = k\} = \bigcup_{j=n+1-k}^{n+1} \{X^g_n = j\} \quad 0 \leq k \leq n,$

and $\{Y^g_n = -1\} = \emptyset$ so that PCSMs $C$ satisfying $Y^g_n(C) = m$ have the $n-m$ rightmost northwest-southeast diagonals equal to $n$. Then, we have

(3.10) $\{X^g_n = m\} = \{Y^g_n = n + 1 - m\} \setminus \{Y^g_n = n - m\}, \quad 1 \leq m \leq n + 1.$

From the bijection in Proposition 2.3, PCSMs $C$ satisfying $Y^g_n(C) = m$
correspond to ASMs $A = (a_{i,j})_{1 \leq i,j \leq n+1} \in \mathcal{A}_{n+1}$ satisfying $a_{i,j} = 0$ for $i + j \leq n - m + 1$. By a rotation by 180 degrees, it is clear that the number
of such ASMs is the same as those satisfying $a_{i,j} = 0$ for $i + j \geq n + m + 1.$

Now, we use the bijection given after Definition 3.3 to convert such an
ASM to a gog triangle. In such a gog triangle, the number $k$ must necessarily appear in the first $m + n - k$ rows, for $m + 1 \leq k \leq n$. Therefore, $n$ has to be the last element in the $(m+1)'th$ row, $n-1$ and $n$ have to be the last
two element in the $(m+2)'th$ row, and so on. Hence, these triangles have a
fixed equilateral triangle of size $n - m$ of the form

\[
\begin{array}{cccccc}
  & & & & & n \\
  & & & & n-1 & \\
  & & & n-2 & n-1 & \\
  & & n & & & \\
  & m+1 & m+2 & \cdots & n-1 & n \\
\end{array}
\]

at the bottom right-most side of the monotone triangle. Since this triangle
at the bottom right-most side of the monotone triangle are the maximal
possible entries (of this part of the monotone triangle), removing this equi-
lateral triangle from the monotone triangle does not change the remaining
entries of the monotone triangle and we are left with an \((n,m)\)-gog trapezoid. Moreover, starting with such a gog-trapezoid, we can reverse the steps to form a PCSM \(C\) satisfying \(Y_n^C(m) = m\). Thus, we have shown that
\[
|\{Y_n^m = m\}| = |\text{Gog}(n,m)|.
\]

We now introduce the corresponding notion for TSSCPPs, that is,
\[
Y_n^m(m) = \left\{ M \in \mathcal{M}(G_n^m) \mid \forall 0 \leq k \leq n - 1 - m \text{ the edges } ((k,k+1),(k,k+2)) \text{ are covered by dimers in the matching } M \right\}
\]
for \(0 \leq m \leq n\) so that \(Y_n^m(n) = \mathcal{M}(G_n^m)\). Then, we have for \(m \geq 1\)
\[
\{X_n^m = m\} = Y_n^m(n + 1 - m) \setminus Y_n^m(n - m).
\]

We next convert magog triangles for the configurations in \(Y_n^m(m)\). First, observe that fixing the edges \(((k,k+1),(k,k+2))\) to be covered by dimers for all \(0 \leq k \leq n - m - 1\) forces the edges
\[
\bigcup_{k=1}^{n-m-1} \bigcup_{r=0}^{n-m-k-1} \{(r,r + 2k + 1), (r,r + 2k + 2)\}
\]
to be covered by dimers; see Figure 7 for an example.

From Proposition 3.1, having dimers covering all these edges in a totally symmetric self-complementary plane partition of size \(n\) corresponds to having an equilateral triangle of size \(n - m\) with all entries equal to one at the bottom left-most side of the magog triangle. Since the remaining entries of the magog triangle are not restricted by this equilateral triangle of size \(m\), such magog triangles correspond exactly to \((n,m)\)-magog trapezoids. Hence,
\[
|Y_n^m(m)| = |\text{Magog}(n,m)|,
\]
completing the proof using Theorem 3.8.

We have the following theorem that will be proved in Section 4; see Figure 8 for a simulation.
Figure 8. A simulation of a uniformly random TSSCPP of size 20. The quantity $X^m_n$ marks the first gap in the red dimers on the bottom diagonal boundary and is equal to 9 here. Due to an alternate description of totally symmetric self-complementary plane partitions using a particular non-intersecting path ensemble [And94], one can think of this quantity as the hitting point of the leftmost path of this ensemble at a free boundary. We have drawn the paths which are determined by the blue dimers.

**Theorem 3.10.** We have that

$$
\lim_{n \to \infty} \mathbb{P}_n \left[ \frac{X^m_n - \alpha \sqrt{n^{1/3}}}{c_0 n^{1/3}} \geq s \right] = F_1(s).
$$

The proof of Theorem 2.4 is now immediate from Theorem 3.10 and Proposition 3.9.

4. GOE Fluctuations for TSSCPPs

In this section, we provide the proof of Theorem 3.10. To do so, we introduce a Pfaffian point process which is determined by certain edges not being covered by dimers on the graph $G^m_n$. We then state two asymptotic results which allow us to prove Theorem 3.10. Finally, we prove these two asymptotic results. Since some of the asymptotic computations considered here are relatively standard, where possible, we keep our exposition brief.

Throughout the remainder of the paper, we will use the following notation. For $a, m \in \mathbb{Z}$ with $m \geq 0$, we denote by $\Gamma_{a,a+1,...,a+m}$ a positively oriented contour containing the integers $a$ through to $a + m$ and no other integers.
In particular, $\Gamma_0$ is a positively oriented circle around the origin with radius less than 1.

4.1. Pfaffian point process and formulas. We define a simple point process on $\mathcal{L}_n = [0, n-1] \cap \mathbb{Z}$ using the dimer model on $\mathcal{G}_n$ in the following way: associate a particle at $k \in \mathcal{L}_n$ if and only if the edge $((k, k+1), (k, k+2))$ in $\mathcal{G}_n$ is not covered by a dimer. Let $\{z_i\}$ denote this point process on $\mathcal{L}_n$. Note that we have not defined the point process on edges $((k, k+1), (k, k+2)) \in \mathcal{G}_n$ for $n \leq k \leq 2n-1$. Figure 9 shows an example.

To describe this point process, we introduce the following formulas: for $x \in \mathcal{L}_n$, let

$$G_n(\ell, x) = \frac{1}{2\pi i} \int_{\Gamma_{\{x\}}} dw \, G_{n,\ell,x}(w)$$

where $\Gamma_{\{x\}} = \Gamma_{0,1,...,\lfloor \frac{x}{2} \rfloor}$,

$$G_{n,\ell,x}(w) = \frac{S(n-\ell, w-\ell, x-2\ell)}{(n-w+1) \prod_{j=\ell}^{n}(w-j)} = G_{n-\ell,0,x-2\ell}(w-\ell)$$

and

$$S(n, w, x) = \frac{\Gamma(n+w+2)\Gamma(2n-w+2)\Gamma(2n-2w+1)(3n-3w+2)}{\Gamma(n+w-x+1)\Gamma(3n-w+3)\Gamma(x-2w+1)}$$
To see the poles and zeros of \( S(n, w, x)/\prod_{j=0}^{n}(w - j) \), notice that

\[
S(n, w, x) = \frac{(3n - 3w + 2) \prod_{j=0}^{x}(n + w + 1 - j) \prod_{j=0}^{2n-x-1}(2n - 2w - j)}{\prod_{j=0}^{n}(3n - w + 2 - j) \prod_{j=0}^{n}(w - j)}
\]

\[
= (3n - 3w + 2) \prod_{j=0}^{n-x-1}(w - j) \prod_{j=0}^{2n-x-1}(2n - 2w - j)
\]

\[
= (3n - 3w + 2)(-1)^{n-x+1}2^{2n-x} \prod_{j=0}^{n-x-1}(w - j) \prod_{j=x+1}^{2n}(w - j) \prod_{j=0}^{n}(w - j).
\]

Further, for \( x, y \in \mathcal{L}_n \), let

\[
\bar{H}(n, \ell, x) = \frac{1}{2\pi i} \int_{\Gamma_{\{x\}}} dw \, G_{n, \ell, x}(w) \frac{n - w + 1}{n + w - x},
\]

and define

\[
f^{1,1}(x, y) = \sum_{\ell=0}^{\kappa} (\bar{G}(n, \ell + 1, x)\bar{G}(n, \ell, y) - \bar{G}(n, \ell, x)\bar{G}(n, \ell + 1, y)),
\]

\[
f^{2,2}(x, y) = \text{sgn}(x - y) + \sum_{\ell=0}^{\kappa} \sum_{m_1=0}^{x} \sum_{m_2=0}^{y} \left( \bar{H}(n, \ell + 1, x - m_1)\bar{H}(n, \ell, y - m_2) - \bar{H}(n, \ell, x - m_1)\bar{H}(n, \ell + 1, y - m_2) \right)
\]

\[
- (-1)^{n} \sum_{m=0}^{x} \bar{H}(n, 0, x - m) + (-1)^{n} \sum_{m=0}^{x} \bar{H}(n, 0, y - m),
\]

\[
f^{1,2}(x, y) = (-1)^{n}\bar{G}(n, 0, x) - \sum_{\ell=0}^{\kappa} \sum_{m=0}^{y} \left( \bar{G}(n, \ell + 1, x)\bar{H}(n, \ell, y - m) - \bar{G}(n, \ell, x)\bar{H}(n, \ell + 1, y - m) \right),
\]

and

\[
f^{2,1}(x, y) = -f^{1,2}(y, x),
\]

with \( \kappa \) taken to be such that

\[
\min\left(\left[\frac{x}{2}\right], \left[\frac{y}{2}\right]\right) < \kappa < \left[\frac{n+1}{2}\right].
\]

The exact value of \( \kappa \) is unimportant since \( \bar{G}(n, \ell, x) = \bar{H}(n, \ell, x) = 0 \) for \( \ell > \left[\frac{x}{2}\right] \), which follows from the fact that there are no poles of \( G_{n, \ell, x}(w) \) inside \( \Gamma'_{\{x\}} \) for \( \ell > \left[\frac{x}{2}\right] \). We now have the following important result.
Proposition 4.1. The point processes \( \{z_i\} \) is a Pfaffian point process with correlation kernel \( f : \mathcal{L}_n \times \mathcal{L}_n \to \mathbb{R} \) given by

\[
f(x, y) = \begin{pmatrix} f^{1,1}(x, y) & f^{1,2}(x, y) \\ f^{2,1}(x, y) & f^{2,2}(x, y) \end{pmatrix}
\]

for \( x, y \in \mathcal{L}_n \) with \( f^{1,1}, f^{2,2}, f^{1,2}, f^{2,1} \) given by (4.6), (4.7), (4.8), and (4.9). In other words, since \( \{z_i\} \) is a discrete simple point process, we have

\[
\mathbb{P}^m_n[X_{1:n} \geq s] = \text{Pf}[f(x_i, x_j)]_{1 \leq i, j \leq m},
\]

where \( x_1, \ldots, x_m \) are distinct points in \( \mathcal{L}_n \).

The proof of Proposition 4.1 is given in Section 5.

4.2. Proof of Theorem 3.10. We have the following asymptotic result.

Proposition 4.2. Uniformly for \( \xi, \eta \) in a compact set and \( 1 \leq i, j \leq 2 \),

\[
\lim_{n \to \infty} \left( c_0 n^{\frac{1}{3}} \right)^{4-i-j} f^{i,j}([\alpha n - c_0 n^{\frac{1}{3}} \xi], [\alpha n - c_0 n^{\frac{1}{3}} \eta]) = K^{ij}_{\text{GOE}}(\xi, \eta),
\]

where \( \alpha \) and \( c_0 \) are defined in (2.18) and the formulas for \( K^{ij}_{\text{GOE}} \) are given in Section 2.2.

We also need the following bounds.

Proposition 4.3. Fix \( M > 0 \). For \( \xi, \eta < -M \), there exist constants \( C, \epsilon > 0 \) that depend on \( M \) such that

\[
(c_0 n^{\frac{1}{3}})^2 f^{1,1}([\alpha n - c_0 n^{\frac{1}{3}} \xi], [\alpha n - c_0 n^{\frac{1}{3}} \eta]) \leq C \epsilon^{\xi+\eta},
\]

\[
c_0 n^{\frac{1}{2}} f^{1,2}([\alpha n - c_0 n^{\frac{1}{3}} \xi], [\alpha n - c_0 n^{\frac{1}{3}} \eta]) \leq C \epsilon^{\xi},
\]

and

\[
f^{2,2}([\alpha n - c_0 n^{\frac{1}{3}} \xi], [\alpha n - c_0 n^{\frac{1}{3}} \eta]) \leq C.
\]

Both results are proved in Section 4.3. We now prove Theorem 3.10.

Proof of Theorem 3.10 We first use inclusion-exclusion to write that

\[
\mathbb{P}^m_n[X_{n}^m \geq s] = \mathbb{P}^m_n[\text{No particles in } [0, s]] = \text{Pf}[\mathcal{J} - f]_{\mathcal{E}(0, s)}
\]

We reverse the coordinates by considering \( x \in \mathcal{L}_n \) to be of the form \( x = \alpha n - c_0 n^{\frac{1}{3}} \xi \) where \( \xi \) is our new variable. The bounds given in Proposition 4.3 are precisely those needed to give an integrable upper bound in the expansion of the Fredholm Pfaffian; see for instance [BBCS18, Lemma 2.5]. This allows us to use the dominated convergence theorem to pass limits through the integrals and use Proposition 4.2 which then shows convergence to the GOE Tracy–Widom distribution. \( \square \)
4.3. **Asymptotics.** In this section, we give the proofs of Proposition 4.2 and Proposition 4.3. Before doing so, we will need some preliminary results. Throughout, we will use that the logarithm takes its branch cut on the negative axis.

For $a \in [0, \alpha], X, \lambda \in \mathbb{R}, r \in \{0, 1\}, w \in \mathbb{C}$, introduce the functions

$$S_1(w, a) = (1 + w) \log(1 + w) + (2 - w) \log(2 - w) + (2 - 2w) \log(2 - 2w) - w \log(-w) - (1 - w) \log(1 - w) - (1 + w - a) \log(1 + w - a) - (3 - w) \log(3 - w) - (a - 2w) \log(a - 2w),$$

(4.15)

$$S_2(w; a, \lambda, X) = -X \log(1 + w - a) + X \log(a - 2w) - 2\lambda \log(1 + w) + 2\lambda \log(3 - w) - \lambda \log(2 - w) + \lambda \log(-w),$$

and

$$S_3(w; a, r) = 2 \log(1 + w) + 2 \log(2 - w) + \log(2 - 2w) - \log(1 + w - a) - 3 \log(3 - w) - \log(a - 2w) - \log(1 - w) - 1 - 2r \log(1 + w) + 2r \log(3 - w) - r \log(2 - w) + r \log(-w).$$

Let

$$A_n(w, a, \lambda, X, r) = n \left[ (1 + w - \frac{an - Xn}{n}) + \frac{1}{n} \right] \left(1 + w - \frac{2(\lambda n + r)}{n} + \frac{2}{n}\right) \left(3 - \frac{2(\lambda n + r)}{n} - w + \frac{3}{n}(\frac{an - Xn}{n} - 2w + \frac{1}{n}(1 + \frac{1}{n} - w))\right)^{\frac{1}{2}} \left(2 - \frac{(\lambda n + r)}{n} - w + \frac{2}{n}(2 - 2w + \frac{1}{n}(\frac{\lambda n + r}{n} - w))\right),$$

(4.18)

and take

$$\tilde{S}_n(w, a, \lambda, X, r) = S_1(w, a) + n^{-\frac{2}{3}} S_2(w, a, \lambda, X) + n^{-1} S_3(w, a, r) - \frac{\log n}{n} + \frac{1}{n}.$$ 

The following lemma heavily simplifies our computations below.

**Lemma 4.4.**

$$G(n, \ell, x) = G(n - \ell, 0, x - 2\ell)$$

(4.20)

and

$$H(n, \ell, x) = H(n - \ell, 0, x - 2\ell)$$

(4.21)

**Proof.** The result follows immediately for both equations by taking the change of variables $w \mapsto w + \ell$ in both (4.2) and (4.5) as $G_{n, \ell, x}(w)$ and the contour $\Gamma'_{\{x\}}$ get mapped to $G_{n-\ell,0,x-2\ell}(w)$ and $\Gamma'_{\{x-2\ell\}}$ respectively under this change of variables. 

The next lemma gives a clearer form for the asymptotics of $\overline{G}$ and $\overline{H}$. 
Lemma 4.5. For \( a \in [0, \alpha], X, \lambda \in \mathbb{R}, r \in \{0, 1\} \)

\[
G(n, [\lambda n^{\frac{1}{3}}] + r, [an - Xn^{\frac{1}{3}}]) = (-1)^{n-[\lambda n^{\frac{1}{3}}]+r+1} \frac{1}{2\pi i} \int dw A_n(w, a, \lambda, X, r) e^{n(\tilde{S}_n(w,a,\lambda,X,r) + O(\frac{1}{n^2}))},
\]

and

\[
H(n, [\lambda n^{\frac{1}{3}}] + r, [an - Xn^{\frac{1}{3}}]) = (-1)^{n-[\lambda n^{\frac{1}{3}}]+r+1} \frac{1}{2\pi i} \times \int dw A_n(w, a, \lambda, X, r) e^{n(\tilde{S}_n(w,a,\lambda,X,r) + O(\frac{1}{n^2}))} \frac{n - nw + 1}{n + nw - an - Xn^{\frac{1}{3}}},
\]

where in both equations the contour is positively oriented surrounding the points \( \{0, \frac{1}{n}, \frac{2}{n}, \ldots, \frac{1}{2}(an - Xn^{\frac{1}{3}})\} \) and no other integer points divided by \( n \), and \( \tilde{S}_n \) and \( A_n \) are defined in (4.15) and (4.18) respectively.

Proof. We only consider the first equation as the second equation is analogous. Write \( \bar{X} = \lfloor an - Xn^{\frac{1}{3}} \rfloor \) and \( \ell = [\lambda n^{\frac{1}{3}}] + r \). We have by (4.2)

\[
G(n, \ell, \bar{X}) = \frac{1}{2\pi i} \int_{C(\bar{X})} dw \frac{\Gamma(n - 2\ell + w + 2)\Gamma(2n - \ell - w + 2)}{\Gamma(n + w - X + 1)\Gamma(3n - 2\ell - w + 3)} \times \frac{\Gamma(2n - 2\ell + 1)(3n - 3w + 2)}{\Gamma(X - 2w + 1)(n - w + 1)\prod_{j=\ell}^{n}(w - j)}. \tag{4.24}
\]

Next, notice that

\[
\prod_{j=\ell}^{n}(w - j) = (-1)^{n-\ell+1} \frac{1}{\prod_{j=0}^{n-\ell}(\ell + j - w)} = (-1)^{n-\ell+1} \frac{\Gamma(\ell - w)}{\Gamma(n + 1 - w)}, \tag{4.25}
\]

which is analytic as we deform the contour to be away from the integer points. We now apply the change of variables \( w \mapsto wn \) which gives

\[
\frac{(-1)^{n-\ell+1}}{2\pi i} \int dw n \frac{\Gamma(n - 2\ell + nw + 2)\Gamma(2n - \ell - nw + 2)\Gamma(2n - 2nw + 1)}{\Gamma(n + nw - X + 1)\Gamma(3n - 2\ell - nw + 3)\Gamma(X - 2nw + 1)} \times \frac{\Gamma(\ell - nw)(3n - 3nw + 2)}{\Gamma(n + 1 - nw)(n - nw + 1)}, \tag{4.26}
\]

where the contour is the same as the one described in the statement of the lemma. We now apply Stirling’s approximation; see [Pet14, Lemma 7.3] for the precise statement. After expanding the exponent into terms of order \( n \), \( n^{\frac{1}{3}} \) and constant order, we arrive at the first equation. The second equation follows in a similar fashion.
Lemma 4.6. We have that $\frac{\partial S_1}{\partial w}(w_\pm(a), a) = 0$ where

\begin{equation}
(4.27)\quad w_\pm(a) = \frac{(4 - 10a + a^2) \pm 2(a - 2)\sqrt{1 - 4a + a^2}}{-8 - 4a + a^2}
\end{equation}

and that $w_+(\alpha) = w_-(\alpha)$ where $\alpha$ is given in (2.18). For $0 \leq a < \alpha$, we have that $w_-(\alpha) \leq w_+(\alpha) \leq w_+(a) \leq 0$ while for $\alpha < a < 2 + \sqrt{3}$, $w_\pm(a) \in \mathbb{C}$.

Proof. We have that

\begin{equation}
(4.28)\quad \frac{\partial S_1}{\partial w}(w, a) = \log \left[ \frac{(1 + w)(1 - w)(3 - w)(a - 2w)^2}{(2 - w)(2 - 2w)^2(-w)(1 + w - a)} \right]
\end{equation}

and so $\frac{\partial S_1}{\partial w}(w, a) = 0$ means that

\[(1 + w)(3 - w)(a - 2w)^2 = 4(2 - w)(1 - w)(-w)(1 + w - a).\]

Solving for $w$ gives the formulas for $w_\pm(a)$. It follows immediately that $w_+(\alpha) = w_-(\alpha)$. To see that $w_+(\alpha) \leq w_+(a) \leq 0$, differentiate the formula for $w_+(a)$ given in the statement of the lemma with respect to $a$ which gives

\begin{equation}
(4.29)\quad \frac{d}{da}w_+(a) = \frac{6(16 - 4a + a^2)\sqrt{1 - 4a + a^2} - 6(16 - 28a + 7a^2)}{(-8 - 4a + a^2)^2\sqrt{1 - 4a + a^2}}.
\end{equation}

Multiplying the numerator by $(16 - 4a + a^2)\sqrt{1 - 4a + a^2} + (16 - 28a + 7a^2) \geq 0$ for $0 < a \leq \alpha$, we see that $\frac{d}{da}w_+(a) \leq 0$ for $0 < a \leq \alpha$. Evaluating $w_+(a)$ at $a = \alpha$ and $a = 0$, we see that $w_+(\alpha) \leq w_+(a) \leq 0$. A similar argument holds for $w_-(a)$. \hfill \Box

Lemma 4.7. We have that

\begin{equation}
(4.30)\quad \frac{\partial^2 S_1}{\partial w^2}(w_\pm(a), a) = \frac{-1}{6(4 - a)^2(2 - a)a^2} \left( -256 + 1296a - 1428a^2 + 616a^3 - 117a^4 
\right.
\end{equation}

\begin{equation*}
\left. + 12a^5 - a^6 \right) \sqrt{1 - 4a + a^2}
\end{equation*}

\begin{equation}
(4.31)\quad \frac{\partial^2 S_1}{\partial w^2}(w_+(a), a) > 0 \quad \text{and} \quad \frac{\partial^2 S_1}{\partial w^2}(w_-(a), a) < 0 \quad \text{for} \quad 0 < a < \alpha.
\end{equation}

We also have that $\frac{\partial^2 S_1}{\partial w^2}(w_+(a), a)$ (resp. $\frac{\partial^2 S_1}{\partial w^2}(w_-(a), a)$) is decreasing (resp. increasing) for $0 < a < \alpha$.

Proof. The formula for $\frac{\partial^2 S_1}{\partial w^2}(w_+(a), a)$ follows from differentiating $S_1$ twice, setting $w = w_\pm(a)$ and simplifying using computer algebra. Since we have an explicit formula for $\frac{\partial^2 S_1}{\partial w^2}(w_+(a), a)$, we can differentiate with respect to $a$ and set to zero, we find no solutions in $0 < a < \alpha$. This means that either
\[ \frac{\partial^2 S_1}{\partial w^2}(w + (a), a) \] is increasing or decreasing for all \( 0 < a < \alpha \). As \( a \) tends to zero, we see that \( \frac{\partial^2 S_1}{\partial w^2}(w^+(a), a) \) tends to \( +\infty \) and as \( a \) tends to \( \alpha \), we see that \( \frac{\partial^2 S_1}{\partial w^2}(w^+(a), a) \) tends to 0. This means that \( \frac{\partial^2 S_1}{\partial w^2}(w^+(a), a) \) is decreasing and \( \frac{\partial^2 S_1}{\partial w^2}(w^+(a), a) > 0 \) for \( 0 < a < \alpha \). An analogous argument holds for \( \frac{\partial^2 S_1}{\partial w^2}(w^-(a), a) \).

**Lemma 4.8.** For \( \alpha \) defined in (2.18), we have

\[ \frac{\partial^3 S_1}{\partial w^3}(w_\pm(\alpha), \alpha) = \frac{81}{4}. \]

**Proof.** This immediately follows from differentiating \( S_1 \) three times and setting \( w = w_+(\alpha) = w_-(\alpha) \). \( \square \)

We can now give the descent contours for \( S_1(w, a) \) which will be used in the asymptotic analysis below. We only need to describe these contours for \( w \in \mathbb{H} \), the upper half plane, since \( S_1(\overline{w}, a) = \overline{S_1(w, a)} \) for \( w \in \mathbb{C} \). Figure 10 shows the steepest descent and ascent contours.

**Lemma 4.9.** For \( 0 < a < \alpha \), the steepest descent contour for \( S_1(w, a) \) leaves \( w_+(a) \in (w_+(\alpha), 0) \) at angle \( \pi/2 \) and ends at \( a \). The steepest descent contour for \( S_1(w, \alpha) \) leaves \( w_+(\alpha) \) at angle \( \pi/3 \) and ends at \( \alpha \).

From the above lemma, the steepest descent contour in the upper and lower half plane forms a closed curve in \( \mathbb{C} \). We label this positively oriented closed curve \( \gamma_a \) for \( 0 < a \leq \alpha \).

**Proof.** A computation shows that \( w_+(a) + 1 - a > 0 \) so \( \text{Im} S_1(w_+(a), a) = 0 \). The steepest descent contour is the level line of \( \text{Im} S_1(w, a) = 0 \) which we
need to describe. From Lemma 4.7 we see that the contour leaving \( w_+ (a) \) at angle \( \pi / 2 \) is the steepest descent contour for \( S_1 (w, a) \) with \( 0 < a < \alpha \) and from Lemma 4.8 we see that the contour leaving \( w_+ (\alpha) \) at angle \( \pi / 3 \) is the steepest descent contour for \( S_1 (w, \alpha) \).

We can also write \( S_1 (w, a) \) as

\[
(4.32) \quad a \pi \text{Im}(w) + (2 - a) \log 2 + \left( \int_{-1}^{a-1} + \int_{2}^{1} - \int_{2}^{3} - \int_{0}^{a} \log(w - t) \right),
\]

which follows by integrating out and noting that we have used the principal branch of the logarithm. From this expression, we see that

\[
(4.33) \quad \text{Re} S_1 (w, a) = (2 - a) \log 2 + \left( \int_{-1}^{a-1} + \int_{2}^{1} - \int_{2}^{3} - \int_{0}^{a} \log |w - t| \right),
\]

and so

\[
(4.34) \quad \text{Re} S_1 (w, a) = a \log |w| + (2 - a) \log 2 + O\left( \frac{1}{|w|} \right),
\]

as \( |w| \to \infty \). This implies that the steepest descent contour is contained in some ball with finite radius, that is, the steepest descent contour will end on the real axis. To find this point, we evaluate \( \text{Im} S_1 (t, a) \) for \( t \in \mathbb{R} \) and find that

\[
(4.35) \quad \text{Im} S_1 (t, a) = \begin{cases} 
  a \pi & t \leq -1, \\
  -(1 + t - a) \pi & -1 < t \leq -1 + a, \\
  0 & -1 + a < t \leq 0, \\
  -t \pi & 0 < t \leq \frac{a}{3}, \\
  (t - a) \pi & \frac{a}{3} < t \leq 1, \\
  (1 - a) \pi & 1 < t \leq 2, \\
  (3 - a - t) \pi & 2 < t \leq 3, \\
  -a \pi & t > 3.
\end{cases}
\]

From the above equation, the only possible ending of the steepest descent contour starting from \( w_+ (a) \) is \( a \) for \( 0 < a \leq \alpha \).

We need the following estimates.

**Lemma 4.10.** Suppose that \( M > 0 \) is fixed and let \( m \in \mathbb{N} \). For \( v < -M \), we have

\[
(4.36) \quad |G (m, 0, \alpha m - vm^{1/3})| \leq Ce^{-cv},
\]

and

\[
(4.37) \quad |H (m, 0, \alpha m - vm^{1/3})| \leq Ce^{-cv},
\]

where \( C, c > 0 \) are constants that only depend on \( M \).
The proof is postponed until after the proof of Proposition 4.2, which we give now.

**Proof of Proposition 4.2.** Fix $\delta > 0$. We first demonstrate

**Claim 4.11.** For $0 \leq \lambda, \xi, \mu \leq n^\delta$, we have

$$G(n, [\lambda n^{\frac{1}{2}}] + r, [\alpha n - \xi c_0 n^{\frac{1}{2}}]) = \frac{(-1)^{n+\lfloor \lambda n^{\frac{1}{2}} \rfloor + r} (1 + O(n^{-\frac{1}{2}}))}{2\pi i} \times \int_{\Gamma_A} d\omega \; c_1 \frac{3\sqrt{3}}{2n^3} (1 - 9c_1 r \omega n^{-\frac{1}{2}}) e^{\frac{\omega^3}{3} - \xi \omega - 9c_1 \lambda \omega},$$

and

$$H(n, [\lambda n^{\frac{1}{2}}] + r, [\alpha n - \xi c_0 n^{\frac{1}{2}} - \mu n^{\frac{1}{2}}]) = \frac{(-1)^{n+\lfloor \lambda n^{\frac{1}{2}} \rfloor + r} (1 + O(n^{-\frac{1}{2}}))}{2\pi i} \times \int_{\Gamma_A} d\omega \; c_1 \frac{3\sqrt{3}}{2n^3} (1 - 9c_1 r \omega n^{-\frac{1}{2}}) e^{\frac{\omega^3}{3} - \xi \omega - 9c_1 \lambda \omega},$$

where $c_0$ and $c_1$ are given in (2.18) and $r \in \{0, 1\}$.

Once we have proved the above claim, we will be able to compute the asymptotics for $f^{1,1}, f^{1,2}$ and $f^{2,2}$ since for any $\lambda, \xi$ or $\mu$ being larger than $n^\delta$, we can apply Lemma 4.4, which together with Lemma 4.10 gives exponential decay seen in Proposition 4.3.

**Proof of Claim 4.11.** We begin with showing (4.38) with our starting point given by the right side of (4.22) in Lemma 4.5, but setting $a = \alpha$ and $X = \xi c_0$. The computation proceeds using a standard saddle point approximation argument so we will only give the main steps. From the formula (4.19) for $\tilde{S}_n(w, \alpha, \lambda, c_0 \xi, r)$, the main asymptotic contribution for the integral on the right side of (4.22) is given by $S_1(w, \alpha)$, which is defined in (4.15). We deform the contour to $\gamma_\alpha$, described just after Lemma 4.9. We split $\gamma_\alpha$ into two parts; for $\varepsilon > 0$, let $G_{w_+(\alpha), \varepsilon} = \gamma_\alpha \cap B(w_+(\alpha), \varepsilon)$ and $G_{w_+(\alpha), \varepsilon}^c = \gamma_\alpha \cap B(w_+(\alpha), \varepsilon)^c$, where $B(a, R)$ represents a ball of radius $R$ with center $a$. This means that we have

$$C(n, [\lambda n^{\frac{1}{2}}] + r, [\alpha n - \xi c_0 n^{\frac{1}{2}}])$$

$$= \frac{(-1)^{n+\lfloor \lambda n^{\frac{1}{2}} \rfloor + r+1}}{2\pi i} \int_{G_{w_+(\alpha), \varepsilon}} dw \; A_n(w, \alpha, \lambda, c_0 \xi, r) e^{\int_{\gamma_\alpha} (\tilde{S}_n(w, \alpha, \lambda, c_0 \xi, r) + O(\frac{1}{n^2}))} + \frac{(-1)^{n+\lfloor \lambda n^{\frac{1}{2}} \rfloor + r+1}}{2\pi i} \int_{G_{w_+(\alpha), \varepsilon}^c} dw \; A_n(w, \alpha, \lambda, c_0 \xi, r) e^{\int_{\gamma_\alpha} (\tilde{S}_n(w, \alpha, \lambda, c_0 \xi, r) + O(\frac{1}{n^2}))}.$$

Since we have established that $\gamma_\alpha$ is the contour of steepest descent, we have that for $t \in \gamma_\alpha$ with $t \neq w_+(\alpha)$

$$Re[S_1(t, \alpha)] < -C \text{dist}_{t \in \gamma_\alpha}(t, w_+(\alpha)),$$

(4.41)
for some constant $C > 0$. Standard saddle point approximations show that
the contribution from the second term in the right side of (4.40) decays
exponentially in $n$ compared to the first term.

To approximate the first term on the right side of (4.40), we apply a
local change of variables $w \mapsto w_+(\alpha) + c_1 n^{-\frac{3}{4}} \omega$ where $c_1$ is defined in (2.18). Using Taylor’s series on each of the terms $S_1, S_2, S_3$ and $A_n$ defined in (4.15), (4.16), (4.17) and (4.18), we obtain after a computation

\[
A_n(w_+(\alpha) + c_1 n^{-\frac{3}{4}} \omega, \alpha, \epsilon, r)e^{n(S_n(w_+(\alpha) + c_1 n^{-\frac{3}{4}} \omega, \alpha, \epsilon, r)) + O(\frac{1}{n})}
\]

where $\text{Err} = n^{-\frac{3}{4}} (O(\omega^4) + O(\omega^2) + O(\omega))$ is the error from applying the Taylor series expansion. Under the change of variables $w \mapsto w_+(\alpha) + c_1 n^{-\frac{3}{4}} \omega$, the contour $G_{w_+(\alpha), \epsilon}$ is mapped to the contour $-\Gamma_{\epsilon, n}$, where $\Gamma_{\epsilon, n} = B(0, n^{\frac{3}{4}} \epsilon) \cap \Gamma$. Here, the negative sign means that the contour is negatively oriented, that is oriented from $n^{\frac{3}{4}} \epsilon e^{i \pi}$ to $n^{\frac{3}{4}} \epsilon e^{-i \pi}$, which is due to the fact that $\gamma_\alpha$ is positively oriented. Reversing the orientation, applying the change of variables $w \mapsto w_+(\alpha) + c_1 n^{-\frac{3}{4}} \omega$ and Taylor approximation to the first integral on the right side of (4.40) gives that (4.40) is equal to

\[
\frac{1}{2\pi i} \int_{\Gamma_{\epsilon, n}} \frac{d\omega}{3n^{\frac{3}{4}}(1 + O(n^{-\frac{1}{2}}))} e^{\frac{3}{\sqrt{n}} - \epsilon \omega - \epsilon g_{1,1} \omega + \text{Err}}.
\]

We choose $\epsilon$ small enough so that the error terms are not significant. Indeed, we can control the error term using the $|e^y - 1| \leq |y|e^y$ where $y$ represents the error term and so we need to bound

\[
\frac{1}{2\pi} \int_{\Gamma_{\epsilon, n}} d\omega \frac{3n^{\frac{3}{4}}}{2n^{\frac{3}{4}}} |\text{Err}| |e^{\frac{3}{\sqrt{n}} - \epsilon \omega - \epsilon g_{1,1} \omega}| |e^{\text{Err}}|.
\]

For $n$ large, the $e^{\omega^{3/3}}$ term dominates the integral at the ends of the contour $\Gamma_{\epsilon, n}^*$, and so the above integral is bounded by $n^{-\frac{3}{2}}$ as $n \to \infty$. Thus, (4.43) is equal to

\[
\frac{(-1)^{n+\lceil\lambda n^{\frac{3}{4}}\rceil} + r + O(n^{-\frac{1}{2}})}{2\pi i} \int_{\Gamma_{\epsilon, n}^*} d\omega \frac{3n^{\frac{3}{4}}}{2n^{\frac{3}{4}}}(1 + O(n^{-\frac{1}{2}})) e^{\frac{3}{\sqrt{n}} - \epsilon \omega - \epsilon g_{1,1} \omega}.
\]

We can extend the contour to $\Gamma$ which introduces an exponentially small error (in terms of $n$). This verifies (4.38). We apply the same steps as given for (4.38) to obtain (4.39) using the mapping $\xi \mapsto \xi + \mu/c_0 = \xi + 3\sqrt{3}/mc_1$ and noticing that

\[
\frac{n - nw + 1}{n + nw - \alpha n - \xi n^{\frac{3}{4}}} = 2(1 + O(n^{-\frac{1}{2}}))
\]

under the change of variables $w = w_+(\alpha) + c_1 n^{-\frac{3}{4}} \omega$. \(\square\)
We are now in the position to evaluate the asymptotics of $f^{1,1}, f^{2,2}$ and $f^{1,2}$. Write

\begin{equation}
(4.47) \quad x = \alpha n - n^{\frac{1}{3}} c_1 \xi, \quad y = \alpha n - n^{\frac{1}{3}} c_1 \eta.
\end{equation}

We start with $f^{1,1}$. From (4.6) we have

\begin{equation}
(4.48) \quad (c_0 n^{\frac{1}{3}})^2 f^{1,1}(x, y) = (c_0 n^{\frac{1}{3}})^2 \sum_{\ell=0}^{\kappa} \left( G(n, \ell + 1, [x]) G(n, \ell, [y]) - G(n, \ell, [x]) G(n, \ell + 1, [y]) \right).
\end{equation}

Lemma 4.10 and Lemma 4.3 means that we can restrict the sum over $\ell$ to $n^{1/3+\delta}$. More precisely, for $\ell > n^{1/3+\delta}$, we have from Lemma 4.4

\begin{equation}
(4.49) \quad G(n, \ell, [x]) = G(n - \ell, 0, [x] - 2\ell)
\end{equation}

and that

\begin{equation}
(4.50) \quad x - 2\ell = \alpha(n - \ell) - (2 - \alpha)\ell - n^{\frac{1}{3}} c_0 \xi.
\end{equation}

This means we can use Lemma 4.10 with $m = n - \ell$ and $v = (2 - \alpha)\ell n^{-\frac{1}{3}} + n^{\frac{1}{2}} m^{-\frac{1}{3}} c_0 \xi \geq C n^\delta$ for some constant $C > 0$ since $\alpha < 2$. Using (4.38) with both $r = 0$ and $r = 1$ and using that the Riemann sum converges to an integral means that the left hand side of (4.48) is equal to

\begin{equation}
(4.51) \quad -\frac{(1 + O(n^{-\frac{1}{3}}))}{(2\pi i)^2} \int_0^\infty \frac{d\lambda}{\Gamma_{\lambda i}} \int_{\Gamma_{\lambda i}} d\omega_1 \int_{\Gamma_{\lambda i}} d\omega_2 \left( \frac{3\sqrt{3} c_0}{2} \right)^2 n^{\frac{1}{3}}
\end{equation}

\begin{equation}
\times \left( (1 - 9c_1 \omega_1 n^{-\frac{1}{3}}) - (1 - 9c_1 \omega_2 n^{-\frac{1}{3}}) \right) e^{\frac{\omega_1^3}{3} + \frac{\omega_2^3}{3} - \xi \omega_1 - 9c_1 \omega_1 - \eta \omega_2 - 9c_1 \omega_2 \lambda}
\end{equation}

\begin{equation}
= \frac{(1 + O(n^{-\frac{1}{3}}))}{(2\pi i)^2} \int_0^\infty \frac{d\lambda}{\Gamma_{\lambda i}} \int_{\Gamma_{\lambda i}} d\omega_1 \int_{\Gamma_{\lambda i}} d\omega_2 \left( \frac{3\sqrt{3} c_0}{2} \right)^2 (9c_1 \omega_1 - 9c_1 \omega_2)
\end{equation}

\begin{equation}
\times e^{\frac{\omega_1^3}{3} + \frac{\omega_2^3}{3} - \xi \omega_1 - 9c_1 \omega_1 - \eta \omega_2 - 9c_1 \omega_2 \lambda}
\end{equation}

\begin{equation}
= \frac{(1 + O(n^{-\frac{1}{3}}))}{4} \int_0^\infty \frac{d\lambda}{\Gamma_{\lambda i}} \int_{\Gamma_{\lambda i}} d\omega_1 \int_{\Gamma_{\lambda i}} d\omega_2 (\omega_1 - \omega_2) e^{\frac{\omega_1^3}{3} + \frac{\omega_2^3}{3} - \xi \omega_1 - \lambda \omega_1 - \eta \omega_2 - \omega_2 \lambda},
\end{equation}

as $c_1 c_0 = 1/(3\sqrt{3})$ and using the change of variables $\lambda \mapsto \frac{\lambda}{\sqrt[3]{c_1}}$. One sees that this is exactly $K_{GOE}^{11}(\xi, \eta)$ as given in (2.12).
Next, we evaluate $f^{2,2}([x], [y])$. We have from (4.7) and (4.47)

$$f^{2,2}([x], [y]) = \text{sgn}([x] - [y]) + \sum_{\ell=0}^{\kappa} \sum_{m_1=0}^{[x]} \sum_{m_2=0}^{[y]} \left( \Pi(n, \ell + 1, [x] - m_1) \times \Pi(n, \ell, [y] - m_2) - \Pi(n, \ell, [x] - m_1)\Pi(n, \ell + 1, [y] - m_2) \right)$$

(4.52)

$$- (-1)^n \sum_{m=0}^{[x]} \Pi(n, 0, [x] - m) + (-1)^n \sum_{m=0}^{[y]} \Pi(n, 0, [y] - m).$$

We have that $\text{sgn}([x] - [y]) = -\text{sgn}(\xi - \eta)$. By Lemma 4.10 and Lemma 4.4 we can restrict each of the sums to $n^{\frac{1}{2} + \delta}$, use the asymptotic formulas for $\Pi$ given in (4.39) and use the Riemann sum convergence. We obtain that (4.52) equals

(4.53)

$$- \text{sgn}(\xi - \eta) - \int_0^{\infty} \int_0^{\infty} \int_0^{\infty} \int_0^{\infty} d\mu_1 \int_0^{\infty} d\mu_2 \frac{(1 + O(n^{-\frac{1}{2}}))}{(2\pi i)^2} \int_{\Gamma_{\text{Ai}}} d\omega_1 \int_{\Gamma_{\text{Ai}}} d\omega_2 \times \frac{27\sqrt{3}}{n^\frac{3}{2}} \left( (1 - 9c_1\omega_1 n^{-\frac{1}{2}}) - (1 - 9c_1\omega_2 n^{-\frac{1}{2}}) \right) \omega_1 \omega_2 \omega_3 - \omega_1 (\xi + 3\sqrt{3}c_1\mu)$$

$$\times e^{-\omega_2(\eta + 3\sqrt{3}c_1 \mu)} - \int_0^{\infty} d\mu \frac{(1 + O(n^{-\frac{1}{2}}))}{2\pi i} \int_{\Gamma_{\text{Ai}}} d\omega_3 \sqrt{3}c_1 e^{\omega_3} - \omega(\xi + 3\sqrt{3}c_1\mu).$$

We change variables $\mu_i \mapsto \frac{\mu_i}{\sqrt{3}c_1}$ for $i \in \{1, 2\}$ (and $\mu \mapsto \frac{\mu}{\sqrt{3}c_1}$) as well as $\lambda \mapsto \frac{\lambda}{9c_1}$. The above equation is then equal to, up to an error of $O(n^{-\frac{1}{2}})$ which we will ignore,

(4.54)

$$- \text{sgn}(\xi - \eta) - \int_0^{\infty} \int_0^{\infty} \int_0^{\infty} d\mu_1 d\mu_2 \frac{1}{(2\pi i)^2} \int_{\Gamma_{\text{Ai}}} d\omega_1 \int_{\Gamma_{\text{Ai}}} d\omega_2 (\omega_1 - \omega_2) \times e^{\frac{\omega_3^2}{3} + \omega_1 (\xi + \lambda + \mu)} - \omega_2 (\eta + \lambda + \mu) - \int_0^{\infty} d\mu \text{Ai}(\xi + \mu) + \int_0^{\infty} d\mu \text{Ai}(\eta + \mu).$$

For the second term in the above equation, we split into two terms and integrate each of these terms with respect to $\mu_1$ and $\mu_2$ respectively. We obtain that the above equation is equal to

(4.55)

$$- \text{sgn}(\xi - \eta) - \int_0^{\infty} d\lambda \int_0^{\infty} d\mu \text{Ai}(\xi + \lambda) \text{Ai}(\eta + \lambda + \mu) - \int_0^{\infty} d\mu \text{Ai}(\xi + \mu) + \int_0^{\infty} d\lambda \int_0^{\infty} d\mu \text{Ai}(\xi + \lambda + \mu) \text{Ai}(\eta + \lambda) + \int_0^{\infty} d\mu \text{Ai}(\eta + \mu).$$
This is exactly $K_{GOE}^{22}(\xi, \eta)$ as given in (2.15) after a change of variables in the second and third terms.

Finally, we consider the $f^{1,2}$ term. From (4.8), we need to consider

$$
c_0 n^{\frac{1}{3}} f^{1,2}([x], [y]) = -c_0 n^{\frac{1}{3}} \sum_{\ell=0}^{\infty} \sum_{m=0}^{\infty} (G(n, \ell + 1, [x])H(n, \ell, [y] - m)
$$

(4.56)

with $x$ and $y$ given in (4.47). By Lemma 4.10 and Lemma 4.4, we can restrict each of the sums to $n^{\frac{2}{3}+\delta}$, use the asymptotic formulas for $G$ and $H$ given in (4.38) and (4.39) and use the Riemann sum convergence. We obtain that (4.56) equals, up to an error of $O(n^{-\frac{1}{3}})$ which we will ignore,

$$
\frac{1}{2\pi^4} \int_{\Gamma_{\Lambda_1}} d\omega \frac{3\sqrt{3}c_1 c_0}{2} e^{\frac{\omega^2}{3}} - \xi \omega + \int_{0}^{\infty} d\mu \int_{0}^{\infty} d\lambda \frac{1}{(2\pi i)^2} \int_{\Gamma_{\Lambda_1}} d\omega_1 \int_{\Gamma_{\Lambda_1}} d\omega_2

\times \left(c_0 3\sqrt{3}\right)^2 c_0 n^{\frac{1}{3}} \left((1 - 9c_1 \omega_1 n^{-\frac{1}{3}}) - (1 - 9c_1 \omega_2 n^{-\frac{1}{3}})\right)

\times e^{\frac{\omega^2}{3} + \frac{\omega^3}{3} - \omega_1 (\xi + 9c_1 \lambda) - \omega_2 (\eta + 9c_1 \lambda + 3\sqrt{3}c_1 \mu)}.
$$

For the first term in the above equation, we use (2.18) to simplify, while for the second term, we use the change of variables $\lambda \mapsto \frac{\lambda}{3c_1}$ and $\mu \mapsto \frac{\mu}{3\sqrt{3}c_1}$. The above equation then becomes

$$
\frac{1}{2} \text{Ai}(\xi) - \int_{0}^{\infty} d\mu \int_{0}^{\infty} d\lambda \frac{1}{(2\pi i)^2} \int_{\Gamma_{\Lambda_1}} d\omega_1 \int_{\Gamma_{\Lambda_1}} d\omega_2

\times (\omega_1 - \omega_2) e^{\frac{\omega^2}{3} + \frac{\omega^3}{3} - \omega_1 (\xi + \lambda) - \omega_2 (\eta + \lambda + \mu)}

= \frac{1}{2} \text{Ai}(\xi) - \int_{0}^{\infty} d\mu \int_{\mu}^{\infty} d\lambda \frac{1}{(2\pi i)^2} \int_{\Gamma_{\Lambda_1}} d\omega_1 \int_{\Gamma_{\Lambda_1}} d\omega_2

\times \omega_1 e^{\frac{\omega^2}{3} + \frac{\omega^3}{3} - \omega_1 (\xi + \lambda - \mu) - \omega_2 (\eta + \lambda)}

+ \int_{0}^{\infty} d\mu \int_{0}^{\infty} d\lambda \frac{1}{(2\pi i)^2} \int_{\Gamma_{\Lambda_1}} d\omega_1 \int_{\Gamma_{\Lambda_1}} d\omega_2 \omega_2 e^{\frac{\omega^2}{3} + \frac{\omega^3}{3} - \omega_1 (\xi + \lambda) - \omega_2 (\eta + \lambda + \mu)},
$$

where we have used the change of variables $\lambda \mapsto \lambda - \mu$ in the second integral. For the second term in the above equation, we swap the integrals with respect to $\mu$ and $\lambda$ and integrate with respect to $\mu$. For the third term, we integrate with respect to $\mu$. The above equation is then equal to

$$
\frac{1}{2} \text{Ai}(\xi) - \frac{1}{2} \text{Ai}(\xi) \int_{0}^{\infty} d\lambda \text{Ai}(\eta + \lambda)

+ \frac{1}{2} \int_{0}^{\infty} d\lambda \text{Ai}(\xi + \lambda)\text{Ai}(\eta + \lambda) + \frac{1}{2} \int_{0}^{\infty} d\lambda \text{Ai}(\xi + \lambda)\text{Ai}(\eta + \lambda).
$$
This is equal to (2.13) since
\[
1 - \int_0^\infty d\lambda \text{Ai}(\eta + \lambda) = \int_{-\infty}^{\infty} d\lambda \text{Ai}(\eta + \lambda) - \int_0^\infty d\lambda \text{Ai}(\eta + \lambda) = \int_0^\infty d\lambda \text{Ai}(\eta - \lambda).
\]

This completes the proof. □

**Proof of Lemma 4.10.** The bounds for \(|v| \leq M\) are a consequence of (4.38) and (4.39). We only need to consider the bounds for \(v > M\) and for \(G\). We set \(a = \alpha - vm^{-\frac{3}{2}}\). From Lemma 4.5, we must bound

\[
\frac{1}{2\pi i} \int_{\gamma_a} dw \ A_m(w, a, 0, 0, 0) e^{m(\tilde{S}_m(w, a, 0, 0, 0) + O(\frac{1}{m^2}))}.
\]

The deformation of the contour given in Lemma 4.5 to \(\gamma_a\) does not pick up any additional contributions since no poles are passed under this deformation. As in the proof of (4.38), we split the contour into two parts, \(\gamma_a \cap B(w_+(a), \varepsilon)\) and \(\gamma_a \cap B(w_+(a), \varepsilon)^c\). The same reasoning as given in the proof of (4.38) means we only need to consider the contribution from \(\gamma_a \cap B(w_+(a), \varepsilon)\).

The local angle of the steepest descent contour at \(w_+(a)\) means that we take the change of variables \(w = w_+(a) + i\omega m^{-\frac{1}{2}}\) with \(\omega \in (-m^{\frac{3}{2}}\varepsilon, m^{\frac{3}{2}}\varepsilon)\) for \(\varepsilon > 0\). Under the change of variables, the main contribution of (4.60) is equal to

\[
\frac{1}{2\pi} \int_{-m^{\frac{3}{2}}\varepsilon}^{m^{\frac{3}{2}}\varepsilon} d\omega \ m^{-\frac{1}{2}} A_m(w_+(a) + m^{-\frac{1}{2}}i\omega, a, 0, 0, 0) 
\times \ e^{m(\tilde{S}_m(w_+(a) + m^{-\frac{1}{2}}i\omega, a, 0, 0, 0) + O(\frac{1}{m^2}))}.
\]

We have that
\[
A_m(w_+(a) + m^{-\frac{1}{2}}i\omega, a, 0, 0, 0) = d(a)m(1 + O(m^{-\frac{1}{2}})),
\]

where \(d(a)\) is explicit with \(0 < d(a) < \infty\) for \(0 < a < \alpha\). We also have that

\[
\tilde{S}_m(w_+(a) + m^{-\frac{1}{2}}i\omega, a, 0, 0, 0) = S_1(w_+(a) + m^{-\frac{1}{2}}i\omega, a)
+ m^{-1}S_3(w_+(a) + m^{-\frac{1}{2}}i\omega, a, 0) - \frac{\log m}{m} + \frac{1}{m}.
\]

From here, we have that

\[
S_1(w_+(a) + m^{-\frac{1}{2}}i\omega, a) = S_1(w_+(a), a) - \frac{1}{2} \sigma'_1(w_+(a), a)\omega^2 + O(m^{-\frac{3}{2}}\omega^3),
\]

and

\[
m^{-1}S_3(w_+(a) + m^{-\frac{1}{2}}i\omega, a, 0) = m^{-1}S_3(w_+(a)i\omega, a, 0) + O(m^{-\frac{3}{2}}\omega).
\]
Note that $S''(w_+(a), a) > 0$ by [Lemma 4.7]. Putting the above together, extending the region of integration and computing the Gaussian integral, we obtain a bound

$$
Cd(a) \sqrt{mS''(w_+(a), a)} e^{mS_1(w_+(a), a)},
$$

where $C > 0$. Now, a computation shows that

$$
Cd(a) \sqrt{mS''(w_+(a), a)}
$$

is of the form

$$
\sqrt{\tilde{d}(a)} \sqrt{\frac{1}{1 + (-4 + a)a} m},
$$

where $0 < \tilde{d}(a) < \infty$ is a rational function in $a$. The function $\tilde{d}(a)$ can be computed explicitly, but its exact form is not important. Since $a \leq \alpha - M/m$, we conclude that $Cd(a) \sqrt{mS''(w_+(a), a)}$ is bounded by a constant that is dependent on $M$. To bound the exponential term in (4.65), introduce

$$
g(a) = S_1(w_+(a), a).
$$

Then, since $S_1(w_+(\alpha), \alpha) = 0$, we can write

$$
g(a) = S_1(w_+(a), a) - S_1(w_+(\alpha), \alpha) = \int_0^{\alpha - a} ds \ g'(\alpha + s)
$$

(4.67)

$$
= -\int_0^{\alpha - a} ds \ g'(\alpha - s).
$$

We also have that

$$
\frac{d}{da} g(a) = \frac{d}{da} S_1(w_+(a), a) = \frac{\partial S_1}{\partial w} (w_+(a), a) w'_+(a) + \frac{\partial S_1}{\partial \alpha} (w_+(a), a).
$$

Notice that the first term on the right side is zero since $w = w_+(a)$ is a critical point for $S_1(w, a)$. Computing $\frac{\partial S_1}{\partial \alpha}$ and evaluating at $(w_+(a), a)$ gives

$$
g'(a) = \log \left[ \frac{1 - a + w_+(a)}{a - 2w_+(a)} \right] = \log \left[ -1 - \frac{2}{\sqrt{1 - 4a + a^2} - 1} \right] > 0
$$

(4.69)

for $a < \alpha$. We can conclude that for $v > M$, there exists some constant $c$ such that

$$
e^{mS_1(w_+(a), a)} \leq e^{-cv}
$$

(4.70)

as required. The bounds for $\overline{H}$ follow from a similar computation. □

Finally, we prove [Proposition 4.3].

Proof of Proposition 4.3. The proof of these estimates follow immediately from applying [Lemma 4.4] and [Lemma 4.10]. Note that $f^{2,2}$ is bounded by a constant due to the sign term. □
5. Point process formula derivation

5.1. Inverse Kasteleyn matrix for $G_m^n$. In this section, we recall the Kasteleyn matrix for TSSCPPs and give a formula for its inverse from [AC20]. To avoid any confusion, we use the same notation used there. The importance of the inverse Kasteleyn matrix is that it gives a way to compute local statistics, which in our case, means that we can establish the correlations for the particle process introduced above. This will be shown in the next subsection.

The entries of the skew-symmetric Kasteleyn matrix $K_n = K_n(x,y)_{x,y \in V_m^n}$ are given by

\[ K_n((x_1, x_2), (y_1, y_2)) = k_n((x_1, x_2), (y_1, y_2)) - k_n((y_1, y_2), (x_1, x_2)), \]

where

\[ k_n((x_1, x_2), (y_1, y_2)) = \begin{cases} 1 & \text{if } [x_1 + x_2]_2 = 0, x_2 = y_2, x_1 - y_1 = 1, \\ 1 & \text{if } [x_1 + x_2]_2 = 0, |y_2 - x_2| = 1, x_1 = y_1, \\ 1 & \text{if } x_1 = x_2, y_1 = y_2 = x_1 - 1, \\ 0 & \text{otherwise}. \end{cases} \]

Here the Kasteleyn orientation is chosen so that the number of counterclockwise arrows around each face is an odd number. The edges along the diagonal are oriented towards the origin. From [Kas61, Kas63], $|\text{Pf}K_n| = Z_n$ is equal to the number of totally symmetric self-complementary plane partitions of size $n + 1$.

To give formulas for $K_n^{-1}$, define

\[ p(n, k, \ell) = \frac{(n + k - 2\ell + 1)!(2n - k - \ell + 1)!}{(k - \ell)!(3n - k + 2 - 2\ell)!}(-1)^k(3n - 3k + 2)C_{n-k}, \]

where $C_n = \frac{1}{n+1}\binom{2n}{n}$ is the $n$'th Catalan number. Introduce the following formulas for $0 \leq i \leq 2n - 1$:

\[ h_n^{0,b}(i) = -[i + 1]_2 + \sum_{k=0}^{n} p(n, k, 0) \frac{1}{2\pi i} \int_{\Gamma_0} dr \frac{(1 + r)^{n-k}}{(1 - r)^{i-2k}}, \]

and

\[ h_n^{1,b}(i) = \sum_{k=0}^{n} p(n, k, 0) \frac{1}{2\pi i} \int_{\Gamma_0} dr \frac{(1 + r)^{n-k}}{r^{i-2k+1}}, \]
as well as the following formulas for $0 \leq i, j \leq 2n - 1$:

\begin{equation}
(5.6) \quad t_{n}^{0,0}(i, j) = \left[ i < j \right] [i + 1][j]2 - \left[ i > j \right] [i][j + 1]2 + [j + 1]2h_{n}^{0,1}(i) - [i + 1]2h_{n}^{0,1}(j) + \sum_{k_1=0}^{n} \sum_{\ell_1=0}^{n} \sum_{k_2=0}^{n} \sum_{\ell_2=0}^{n} p(n, k_1, \ell_1)p(n, k_2, \ell_2) \frac{1}{(2\pi i)^4} \int_{\Gamma_0} dr_1 \\
\times \int_{\Gamma_0} dr_2 \int_{\Gamma_0} ds_1 \int_{\Gamma_0} ds_2 \frac{(1 + r_1)^{n-k_1}(1 + r_2)^{n-k_2}}{(1 - r_1)^{i-2k_1}(1 - r_2)^{j-2k_2}} \frac{s_1 - s_2}{(s_1s_2 - 1)s_1^2 + s_2^2},
\end{equation}

\begin{equation}
(5.7) \quad t_{n}^{1,0}(i, j) = [j + 1]2h_{n}^{1,1}(i) + \sum_{k_1=0}^{n} \sum_{\ell_1=0}^{n} \sum_{k_2=0}^{n} \sum_{\ell_2=0}^{n} p(n, k_1, \ell_1)p(n, k_2, \ell_2) \frac{1}{(2\pi i)^4} \int_{\Gamma_0} dr_1 \int_{\Gamma_0} dr_2 \\
\times \int_{\Gamma_0} ds_1 \int_{\Gamma_0} ds_2 \frac{(1 + r_1)^{n-k_1}(1 + r_2)^{n-k_2}}{r_1^{i-2k_1+1}(1 - r_2)^{j-2k_2+1}} \frac{s_1 - s_2}{(s_1s_2 - 1)s_1^2 + s_2^2},
\end{equation}

\begin{equation}
(5.8) \quad t_{n}^{0,1}(i, j) = -[i + 1]2h_{n}^{1,1}(j) + \sum_{k_1=0}^{n} \sum_{\ell_1=0}^{n} \sum_{k_2=0}^{n} \sum_{\ell_2=0}^{n} p(n, k_1, \ell_1)p(n, k_2, \ell_2) \frac{1}{(2\pi i)^4} \int_{\Gamma_0} dr_1 \int_{\Gamma_0} dr_2 \\
\times \int_{\Gamma_0} ds_1 \int_{\Gamma_0} ds_2 \frac{(1 + r_1)^{n-k_1}(1 + r_2)^{n-k_2}}{(1 - r_1)^{i-2k_1+r_2-2k_2+1}} \frac{s_1 - s_2}{(s_1s_2 - 1)s_1^2 + s_2^2},
\end{equation}

and

\begin{equation}
(5.9) \quad t_{n}^{1,1}(i, j) = \sum_{k_1=0}^{n} \sum_{\ell_1=0}^{n} \sum_{k_2=0}^{n} \sum_{\ell_2=0}^{n} p(n, k_1, \ell_1)p(n, k_2, \ell_2) \frac{1}{(2\pi i)^4} \int_{\Gamma_0} dr_1 \int_{\Gamma_0} dr_2 \\
\times \int_{\Gamma_0} ds_1 \int_{\Gamma_0} ds_2 \frac{(1 + r_1)^{n-k_1}(1 + r_2)^{n-k_2}}{r_1^{i-2k_1+r_2-2k_2+1}} \frac{s_1 - s_2}{(s_1s_2 - 1)s_1^2 + s_2^2}.
\end{equation}

**Theorem 5.1 (AC20, Theorem 3.2).** Suppose that $(x_1, x_2) = (i_1, i_1 + 2i_2 + \epsilon_i), (y_1, y_2) = (j_1, j_1 + 2j_2 + \epsilon_j)$ with $0 \leq i_1, j_1 \leq 2n - 1$ and $\epsilon_i, \epsilon_j \in \{0, 1\}$, where $0 \leq i_2 \leq n - [(i_1 + \epsilon_i)/2]$, and $0 \leq j_2 \leq n - [(j_1 + \epsilon_j)/2]$.

- If $\epsilon_i = \epsilon_j = 1$, then

\begin{equation}
(5.10) \quad K_{n}^{-1}((x_1, x_2), (y_1, y_2)) = \sum_{\ell_1=0}^{i_1} \sum_{\ell_2=0}^{j_1} (-1)^{i_2+j_2}(-1)^{\ell_1+\ell_2} \times \left( i_2 - 1 + \ell_1 \right) \left( j_2 - 1 + \ell_2 \right) t_{n}^{1,1}(i_1 - \ell_1, j_1 - \ell_2).
\end{equation}
Theorem 5.2 (Montroll-Potts-Ward [MPW63], Kenyon [Ken97]). The probability of edges $e_i = (v_1, v_2), \ldots, e_m = (v_{2m-1}, v_{2m})$ on $\mathbb{V}_n$ is given by

$$K_n^{-1}(x_1, x_2, y_1, y_2) = \sum_{\ell_1=0}^{i_1} \sum_{\ell_2=0}^{j_2} (-1)^{i_2+j_2} \binom{i_2}{\ell_1} \binom{j_2}{\ell_2} P_{n,0}^0(i_1 + \ell_1, j_1 + \ell_2).$$

If $\epsilon_i = \epsilon_j = 0$, then

$$K_n^{-1}(x_1, x_2, y_1, y_2) = \sum_{\ell_1=0}^{i_1} \sum_{\ell_2=0}^{j_2} (-1)^{i_2+j_2} \binom{i_2}{\ell_1} \binom{j_2}{\ell_2} P_{n,0}^0(i_1 + \ell_1, j_1 + \ell_2).$$

If $\epsilon_i = 1$ and $\epsilon_j = 0$, then

$$K_n^{-1}(x_1, x_2, y_1, y_2) = \sum_{\ell_1=0}^{i_1} \sum_{\ell_2=0}^{j_2} (-1)^{i_2+j_2} \binom{i_2-1}{\ell_1} \binom{j_2}{\ell_2} \times I_n^{0,0}(i_1 - \ell_1, j_1 + \ell_2) - (-1)^{i_2+j_2} P_{x_1+y_1 < y_1+y_2}^{T}(j_2 - i_2 - 1)\left(\frac{\ell_1}{i_1 - j_1}\right).$$

Having the formula for $K_n^{-1}$ means that we can compute local statistics using this classical result.

Theorem 5.2 (Montroll-Potts-Ward [MPW63], Kenyon [Ken97]). The probability of edges $e_1 = (v_1, v_2), \ldots, e_m = (v_{2m-1}, v_{2m})$ on $\mathbb{V}_n$ is given by

$$P_n[e_1, \ldots, e_m] = \prod_{k=1}^{m} K_n(v_{2k-1}, v_{2k}) \text{Pf}(K_n^{-1}(v_i, v_j))^{T}_{1 \leq i, j \leq 2m}.\tag{5.13}$$

5.2. Proof of Proposition 4.1. In this subsection, we prove Proposition 4.1. We first need to show that the particle process on $\mathcal{L}_n$ is given by a Pfaffian point process.

Lemma 5.3. The point process $\{z_i\}$ on $\mathcal{L}_n$ is a Pfaffian point process with correlation kernel $f : \mathcal{L}_n \times \mathcal{L}_n \to \mathbb{R}$ given by

$$f(x, y) = \begin{pmatrix} f^{1,1}(x, y) & f^{1,2}(x, y) \\ f^{2,1}(x, y) & f^{2,2}(x, y) \end{pmatrix},$$

for $x, y \in \mathcal{L}_n$ with

$$f^{1,1}(x, y) = -K_n^{-1}((x, x+1), (y, y+1)),
$$
$$f^{2,2}(x, y) = -K_n^{-1}((x, x+2), (y, y+2)),
$$
$$f^{1,2}(x, y) = \mathbb{I}_{x=y} - K_n^{-1}((x, x+1), (y, y+2)),
$$
$$f^{2,1}(x, y) = -f^{1,2}(y, x).$$

Proof. For $1 \leq k \leq m$ and $1 \leq i_k \leq n$ with $i_k$’s distinct, let $v_{2k-1} = ((i_k, i_k + 1)), v_{2k} = ((i_k, i_k + 2))$, and $e_k = (v_{2k-1}, v_{2k})$ with $1 \leq k \leq m$. Then, by Theorem 5.2

$$P_n[e_1, \ldots, e_m] = \text{Pf}(K_n^{-1}(v_i, v_j))^{T}_{1 \leq i, j \leq 2m}.\tag{5.16}$$

since $K_n(v_{2k-1}, v_{2k}) = 1$ for $1 \leq k \leq m$. Recall that there is a particle at $k \in \mathcal{L}_n$ if and only if $((k, k+1), (k, k+2))$ is not covered by dimer, so we
want $\mathbb{P}^m_n[e_1^c, \ldots, e_m^c]$ where $e_k^c$ means that the edge $e_k$ is not covered by a dimer. By an inclusion-exclusion argument,

$$\mathbb{P}^m_n[e_1^c, \ldots, e_m^c] = \text{Pf} \left( J_{2m} - \left( (K_n^{-1}(v_i, v_j))_{\ell_1,\ell_2 \leq 2m} \right) \right),$$

where $J_{2m} = (I_{j=i+1} - I_{j=i-1})_{1 \leq i, j \leq 2m}$. The lemma follows by comparing the entries in the correlation kernel and using that $K_n$ and $K_n^{-1}$ are skew-symmetric. \hfill \Box

We will also use the following computation.

**Lemma 5.4.** For $l_1, l_2 \in \mathbb{N}_0$, we have

$$\frac{1}{(2\pi i)^2} \int_{\Gamma_0} ds_1 \int_{\Gamma_0} ds_2 \frac{s_1 - s_2}{(s_1 s_2 - 1)s_1^{l_1+1}s_2^{l_2+1}} = \mathbb{I}_{l_2=1} - \mathbb{I}_{l_2=1-1}$$

**Proof.** We have

$$\frac{1}{(2\pi i)^2} \int_{\Gamma_0} ds_1 \int_{\Gamma_0} ds_2 \frac{s_1 - s_2}{(s_1 s_2 - 1)s_1^{l_1+1}s_2^{l_2+1}} = \frac{1}{(2\pi i)^2} \int_{\Gamma_0} ds_2 \int_{\Gamma_0} ds_1 \frac{s_1 - s_2}{(s_1 - 1/s_2)s_1^{l_1+1}s_2^{l_2+2}} = -\frac{1}{2\pi i} \int_{\Gamma_0} ds \frac{1/s - s}{s^{l_2+1}(l_1+1)}$$

$$= -\frac{1}{2\pi i} \int_{\Gamma_0} ds \left( \frac{1}{s^{l_2-l_1+2}} - \frac{1}{s^{l_2-l_1}} \right) = (\mathbb{I}_{l_2=1}-1 - \mathbb{I}_{l_2=l_1+1})$$

where we have pushed the contour with respect to $s_1$ through infinity to get the second equality. \hfill \Box

**Proof of Proposition 4.1.** Using Lemma 5.3, we need to manipulate the expressions for $f^{1,1}(x, y), f^{1,2}(x, y)$, and $f^{2,2}(x, y)$ to get those given in (4.6), (4.8) and (4.7) respectively. We consider each in turn starting with $f^{1,1}(x, y)$. From Lemma 5.3, Lemma 5.4 and Theorem 5.1

$$f^{1,1}(x, y) = -K_n^{-1}(x, x+1, y, y+1) = -t_n^{1,1}(x, y)$$

$$= -\sum_{k_1, k_2=0}^n \sum_{\ell_1=0}^{k_1} \sum_{\ell_2=0}^{k_2} p(n, k_1, \ell_1)p(n, k_2, \ell_2)$$

$$\times (\mathbb{I}_{l_2=1} - \mathbb{I}_{l_2=l_1+1}) \binom{n-k_1}{x-k_1} \binom{n-k_2}{y-k_2},$$

where we have used

$$\binom{n-k}{x-2k} = \frac{1}{2\pi i} \int_{\Gamma_0} dr \frac{(1+r)^{n-k}}{r^{x-2k+1}}.$$

We can then split the sums in (5.20) to get

$$f^{1,1}(x, y) = \tilde{f}^{1,1}(x, y) - \tilde{f}^{1,1}(y, x)$$
where
\begin{equation}
\tilde{f}^{1,1}(x, y) = \sum_{k_1, k_2=0}^{n} \sum_{\ell=0}^{(k_1-1)/k_2} p(n, k_1, \ell+1)p(n, k_2, \ell) \binom{n-k_1}{x-2k_1} \binom{n-k_2}{y-2k_2}.
\end{equation}

From the definition of \( p(n, k, \ell) \) in (5.3), \( p(n, k, \ell) = 0 \) if \( k < \ell < \frac{n+k+1}{2} \). Hence
\begin{equation}
\binom{n+k-2\ell+1}{k-\ell} = (k-\ell + 1) \cdots (k-\ell + n-\ell + 1).
\end{equation}

Choose \( \tilde{\kappa} \) to be such that
\begin{equation}
\min(k_1, k_2) \leq \tilde{\kappa} \leq \min \left( \frac{n+k_1+1}{2}, \frac{n+k_2+1}{2} \right).
\end{equation}

Then,
\begin{equation}
\tilde{f}^{1,1}(x, y) = \sum_{k_1, k_2=0}^{n} \sum_{\ell=0}^{\tilde{\kappa}} p(n, k_1, \ell+1)p(n, k_2, \ell) \binom{n-k_1}{x-2k_1} \binom{n-k_2}{y-2k_2}.
\end{equation}

Notice that we have that \( p(n, k, \ell) = (-1)\ell p(n - \ell, k - \ell, 0) \). Define
\begin{equation}
P(n, k, x) = p(n, k, 0) \binom{n-k}{x-2k}.
\end{equation}

Then we have
\begin{equation}
(-1)^\ell P(n - \ell, k - \ell, x - 2\ell) = (-1)^\ell p(n - \ell, k - \ell, 0) \binom{(n-\ell) - (k-\ell)}{(x-2\ell) - 2(k-\ell)}
= p(n, k, \ell) \binom{n-k}{x-2k}.
\end{equation}

Notice that the expression is equal to zero if \( k > \lceil \frac{x}{2} \rceil \). Substituting (5.28) back into (5.26) gives
\begin{equation}
\tilde{f}^{1,1}(x, y) = - \sum_{k_1, k_2=0}^{n} \sum_{\ell=0}^{\tilde{\kappa}} P(n - (\ell+1), k_1 - (\ell+1), x - 2(\ell+1)) \times P(n - \ell, k_2 - \ell, y - 2\ell).
\end{equation}

We can choose \( \tilde{\kappa} \) to be equal to \( \kappa \) as constrained in (4.10), which is valid for the point process on \( \mathcal{L}_n \). Then, we can write
\begin{equation}
P(n, k, x) = \frac{(-1)^k S(n, k, x)}{k!(n-k)!} n-k+1,
\end{equation}

where \( S(n, k, x) \) is defined in (4.3). The map \( z \mapsto \frac{1}{\Gamma(z)} \) is an entire function and so \( w \mapsto S(n, w, x) \) is analytic in \( \mathbb{C} \setminus \{-(n+j+2), -(2n+j) \} \).
\[ 2) - (n + \frac{i+1}{2}); j \geq 0. \] Notice that for a function \( F : \mathbb{C} \to \mathbb{R} \) analytic in a neighborhood of \( k \), we have

\[
\frac{1}{2\pi i} \int_{\Gamma_k} dw \frac{F(w)}{\prod_{j=0}^{n}(w-j)} = \frac{(-1)^{n-k}F(k)}{k!(n-k)!}.
\]

Using the above fact, we have that

\[
\int_{\Gamma_k} dw \frac{S(n,w,x)}{(n-w+1)\prod_{j=0}^{n}(w-j)} = \left(\frac{-1}{2\pi i}\right) \int_{\Gamma_k} dw \frac{G_{n,\ell,x}(w)}{\prod_{j=0}^{\ell}(w-j)},
\]

and so

\[
\int_{\Gamma_k} dw \frac{S(n,w,x)}{(n-w+1)\prod_{j=0}^{n}(w-j)} = \left(\frac{-1}{2\pi i}\right) \int_{\Gamma_k} dw G_{n,\ell,x}(w),
\]

where we used the change of variables \( w \mapsto w - \ell \) and \( G_{n,\ell,x}(w) \) is defined in (4.2). From (5.33), we also have

\[
\int_{\Gamma_k} dw \frac{S(n-\ell,w,x-2\ell)}{(n-\ell-w+1)\prod_{j=0}^{n-\ell}(w-j)} = \left(\frac{-1}{2\pi i}\right) \int_{\Gamma_k} dw G_{n,\ell+1,x}(w).
\]

Recall that \( \Gamma'_{\{x\}} = \Gamma_{0,1,\ldots,|\xi|} \) as defined in Section 4. Substituting the above equation and (5.33) into (5.29), we have

\[
\tilde{f}^{1,1}(x,y) = \sum_{k_1,k_2=0}^{n} \sum_{\ell=0}^{\kappa} \left( \frac{1}{2\pi i} \int_{\Gamma_{k_1}} dw \frac{G_{n,\ell+1,x}(w)}{G_{n,\ell+1,y}(w)} \right) \left( \frac{1}{2\pi i} \int_{\Gamma_{k_2}} dw \frac{G_{n,\ell,y}(w)}{G_{n,\ell,y}(w)} \right),
\]

since in the first line, the sum with respect to \( k_1 \) and \( k_2 \) only depend on the residues in the first and second integrals respectively. Note that the contours can be restricted to \( \Gamma'_{\{x\}} \) and \( \Gamma'_{\{y\}} \) due to the poles of the integrands, see (4.4). Substituting the above formula into (5.22) and using (4.1) gives (4.6).

We next consider the term \( f^{2,2}(x,y) \). We will not do the full computation, but highlight the main differences with with the computation of \( f^{1,1}(x,y) \).
given above. We have, using Lemma 5.3, Lemma 5.4 and Theorem 5.1

\begin{equation}
\tag{5.36}
f^{2,2}(x, y) = -K_n^{-1}((x, x + 2), (y, y + 2))
= -(\ell_n^{0,0}(x, y) + \ell_n^{0,0}(x + 1, y) + \ell_n^{0,0}(x, y + 1) + \ell_n^{0,0}(x + 1, y + 1))
= - \sum_{k_1, k_2=0}^{\tilde{n}} \sum_{\ell_1=0}^{1} \sum_{\ell_2=0}^{1} p(n, k_1, \ell_1)p(n, k_2, \ell_2)(\mathbb{I}_{\ell_2=1} - \mathbb{I}_{\ell_2=0})
\times \frac{1}{(2\pi i)^2} \int_{\Gamma_0} \frac{1}{\Gamma_0} dr_1 \int_{\Gamma_0} \frac{1}{\Gamma_0} dr_2 \frac{(1 + r_1)^{n-k_1} (1 + r_2)^{n-k_2}}{(1 - r_1)^{x-2k_1} (1 - r_2)^{y-2k_2}}
- \sum_{k=0}^{\tilde{n}} p(n, k, 0) \frac{1}{2\pi i} \int_{\Gamma_0} \frac{1}{\Gamma_0} dr \frac{(1 + r)^{n-k}}{r^{x-2k}(1 - r)}
+ \sum_{k=0}^{\tilde{n}} p(n, k, 0) \frac{1}{2\pi i} \int_{\Gamma_0} \frac{1}{\Gamma_0} dr \frac{(1 + r)^{n-k}}{r^{y-2k}(1 - r)} - (\mathbb{I}_{x < y} - \mathbb{I}_{x > y}),
\end{equation}

which follows by combining the terms and simplifying. Simplifying and using the definition of $\tilde{\kappa}$ provided in (5.25) and following the steps to get to (5.26), we obtain

\begin{equation}
\tag{5.37}
f^{2,2}(x, y)
= - \sum_{k_1, k_2=0}^{\tilde{n}} \sum_{\ell=0}^{1} p(n, k_1, \ell + 1)p(n, k_2, \ell) - p(n, k_1, \ell + 1)p(n, k_2, \ell + 1))
\times \frac{1}{(2\pi i)^2} \int_{\Gamma_0} \frac{1}{\Gamma_0} dr_1 \int_{\Gamma_0} \frac{1}{\Gamma_0} dr_2 \frac{(1 + r)^{n-k_1} (1 + r_2)^{n-k_2+1}}{(1 - r_1)^{x-2k_1} (1 - r_2)^{y-2k_2+1}}
- \sum_{k=0}^{\tilde{n}} p(n, k, 0) \frac{1}{2\pi i} \int_{\Gamma_0} \frac{1}{\Gamma_0} dr \frac{(1 + r)^{n-k+1}}{r^{x-2k+1}(1 - r)}
+ \sum_{k=0}^{\tilde{n}} p(n, k, 0) \frac{1}{2\pi i} \int_{\Gamma_0} \frac{1}{\Gamma_0} dr \frac{(1 + r)^{n-k+1}}{r^{y-2k+1}(1 - r)} - (\mathbb{I}_{x < y} - \mathbb{I}_{x > y}).
\end{equation}

We now use the following identity:

\begin{equation}
\tag{5.38}
\frac{1}{2\pi i} \int_{\Gamma_0} \frac{1}{\Gamma_0} dr \frac{(1 + r)^{n-k+1}}{r^{x-2k+1}(1 - r)} = \sum_{m=0}^{\tilde{x}} \frac{1}{2\pi i} \int_{\Gamma_0} \frac{1}{\Gamma_0} dr \frac{(1 + r)^{n-k+1}}{r^{x-2k+1-m}}
= \sum_{m=0}^{\tilde{x}} \frac{1}{2\pi i} \int_{\Gamma_0} \frac{1}{\Gamma_0} dr \frac{(1 + r)^{n-k+1}}{r^{x-2k+1-m}},
\end{equation}
where the last equality follows because there is no pole in the integrand when \( m > x - 2k \). With this equation, (5.37) becomes

\[
(5.39) \quad f^{1,2}(x, y) = 
\sum_{k=0}^{n} \sum_{\ell=0}^{\kappa} \sum_{m=0}^{x} \sum_{m_1=0}^{y} \left( \tilde{P}_{\ell+1}(n, k_1, x - m_1) \tilde{P}(n, k_2, y - m_2) - \tilde{P}(n, k_1, x - m_1) \tilde{P}_{\ell+1}(n, k_2, y - m_2) \right) - (-1)^n \sum_{k=0}^{n} \sum_{m=0}^{x} \tilde{P}_0(n, k, x - m)
+ (-1)^n \sum_{k=0}^{n} \sum_{m=0}^{y} \tilde{P}_0(n, k, y - m) + \text{sgn}(x - y),
\]

where

\[
\tilde{P}(n, k, x) = p(n - \ell, k - \ell, x - 2\ell) \left( \frac{n - k + 1}{x - 2k} \right)
\]

\[
(5.40) \quad (5.40) \quad f^{1,2}(x, y) = \left( \frac{-1}{2\pi i} \int_{\Gamma_k} dw \right) G_{n,\ell,x}(w) \left( \frac{n - w + 1}{n - x + w} \right),
\]

which follows using the same steps to obtain (5.33) from (5.28). Note that the factors of \((-1)^n\) in front of the double sums in (5.39) is from (5.38). Substituting the above equation back into (5.39) and using the same step used to obtain (5.35) gives the formula for \( f^{2,2}(x, y) \) found in (4.7).

We finally consider the term \( f^{1,2}(x, y) \). We will again not perform the full computation, but extract the main formula and point to the computations given for \( f^{1,1}(x, y) \) and \( f^{2,2}(x, y) \) above for the key ideas. We have, using Lemma 5.3, Lemma 5.4 and Theorem 5.1

\[
(5.41) \quad f^{1,2}(x, y) = \sum_{k=0}^{n} p(n, k, 0) \left( \frac{1 + r_1}{r_1 - 2k_1 + 1} \right)^{n - k} + \sum_{k_1, k_2=0}^{n} \sum_{\ell_1=0}^{k_1} \sum_{\ell_2=0}^{k_2} p(n, k_1, \ell_1) p(n, k_2, \ell_2)
\times (\mathbb{I}_{\ell_2=\ell_1+1} - \mathbb{I}_{\ell_2=\ell_1-1}) \left( \frac{1}{2\pi i} \right)^2 \int_{\Gamma_0} \int_{\Gamma_0} dr_1 \int_{\Gamma_0} \int_{\Gamma_0} dr_2 \left( \frac{1}{r_1 - 2k_1 + 1} \right)^{n - k - 1} \left( \frac{1}{r_2 - 2k_2 + 1} \right)^{n - k_2 + 1}
\]

\[
= \sum_{k=0}^{n} p(n, k, 0) \left( \frac{1 + r}{r - 2k_1} \right)^{n - k} - \sum_{k_1, k_2=0}^{n} \sum_{\ell=0}^{\kappa} (p(n, k_1, \ell + 1) p(n, k_2, \ell)
- p(n, k_1, \ell) p(n, k_2, \ell + 1)) \left( \frac{1}{2\pi i} \right)^2 \int_{\Gamma_0} dr \left( \frac{1 + r}{r - 2k_2 + 1} \right)^{n - k_2 + 1}.
\]
where $\hat{\kappa}$ is defined in (5.25). We proceed mirroring the computations for $f^{1,1}(x,y)$ and $f^{2,2}(x,y)$ above; we omit this part of the computation. □

REFERENCES

[AC20] Arvind Ayyer and Sunil Chhita. Correlations in totally symmetric self-complementary plane partitions. arXiv preprint arXiv:2012.12623, 2020.

[ACGB11] A. Ayyer, R. Cori, and D. Gouyou-Beauchamps. Monotone triangles and 312 pattern avoidance. Electron. J. Combin., 18(2):Paper 26, 22 pp. (electronic), 2011.

[ADPZ20] K. Astala, E. Duse, I. Prause, and X. Zhong. Dimer models and conformal structures. arXiv preprint arXiv:2004.02599, 2020.

[AG21] Amol Aggarwal and Vadim Gorin. Gaussian unitary ensemble in random lozenge tilings. arXiv:2106.07589, 2021.

[Agg20a] Amol Aggarwal. Arctic boundaries of the ice model on three-bundle domains. Inventiones Math., 220(2):611–671, 2020.

[Agg20b] Amol Aggarwal. Limit shapes and local statistics for the stochastic six-vertex model. Comm. Math. Phys., 376(1):681–746, 2020.

[And94] George E. Andrews. Plane partitions. V. The TSSCPP conjecture. J. Combin. Theory Ser. A, 66(1):28–39, 1994.

[Bax89] R. Baxter. Exactly solved models in statistical mechanics. Academic Press Inc. [Harcourt Brace Jovanovich Publishers], London, 1989. Reprint of the 1982 original.

[BBCS18] Jinho Baik, Guillaume Barraquand, Ivan Corwin, and Toufic Suidan. Pfaffian Schur processes and last passage percolation in a half-quadrant. Ann. Probab., 46(6):3015–3089, 2018.

[BBNV18] Dan Betea, Jérémie Bouttier, Peter Nejjar, and Mirjana Vuletić. The free boundary Schur process and applications I. Ann. Henri Poincaré, 19(12):3663–3742, 2018.

[BCG16] Alexei Borodin, Ivan Corwin, and Vadim Gorin. Stochastic six-vertex model. Duke Math. J., 165(3):563–624, 2016.

[BCJ20] Vincent Beffara, Sunil Chhita, and Kurt Johansson. Local geometry of the rough-smooth interface in the two-periodic aztec diamond. arXiv:2004.14068, 2020.

[BD19] Tomas Berggren and Maurice Duits. Correlation functions for determinantal processes defined by infinite block Toeplitz minors. Adv. Math., 356:106766, 48, 2019.

[Bor18] Alexei Borodin. Stochastic higher spin six vertex model and Macdonald measures. J. Math. Phys., 59(2):023301, 17, 2018.

[Bre99] D. Bressoud. Proofs and confirmations. The story of the alternating sign matrix conjecture. MAA Spectrum. Mathematical Association of America and Cambridge University Press, Washington, DC and Cambridge, 1999.

[CIJ16] S. Chhita and K. Johansson. Domino statistics of the two-periodic Aztec diamond. Adv. Math., 294:37–149, 2016.

[CKP01] H. Cohn, R. Kenyon, and J. Propp. A variational principle for domino tilings. J. Amer. Math. Soc., 14:297–346, 2001.

[CP10] F. Colomo and A. Pronko. The arctic curve of the domain-wall six-vertex model. J. Stat. Phys., 138:662, 2010.

[CPS16] F. Colomo, A. Pronko, and A. Sportiello. Generalized emptiness formation probability in the six-vertex model. arXiv:1605.01700, 2016.

[CQR13] I. Corwin, J. Quastel, and D. Remenik. Continuum statistics of the Airy$_2$ process. Comm. Math. Phys., 317:347–362, 2013.
[CS16] F. Colomo and A. Sportiello. Arctic curves of the six-vertex model on generic
domains: the Tangent Method. arXiv:1605.01388, 2016.

[Dim20a] E. Dimitrov. Two-point convergence of the stochastic six-vertex model to the
airy process. arXiv:2006.15934, 2020.

[Dim20b] Evgeni Dimitrov. Six-vertex models and the GUE-corners process. Int. Math.
Res. Not. IMRN, (6):1794–1881, 2020.

[DK21] Maurice Duits and Arno B. J. Kuijlaars. The two-periodic Aztec diamond
and matrix valued orthogonal polynomials. J. Eur. Math. Soc. (JEMS),
23(4):1075–1131, 2021.

[EKLP92] N. Elkies, G. Kuperberg, M. Larsen, and J. Propp. Alternating-sign matrices
and domino tilings I and II. J. Algebraic Combin., 1:111–132, 219–234, 1992.

[Fer04] P.L. Ferrari. Polynuclear growth on a flat substrate and edge scaling of GOE
eigenvalues. Comm. Math. Phys., 252:77–109, 2004.

[Fis16] Ilse Fischer. Short proof of the ASM theorem avoiding the six-vertex model.
J. Combin. Theory Ser. A, 144:139–156, 2016.

[Fis18] Ilse Fischer. Constant term formulas for refined enumerations of Gog and Mag-
gog trapezoids. J. Combin. Theory Ser. A, 158:560–604, 2018.

[FS03] P.L. Ferrari and H. Spohn. Step fluctuations for a faceted crystal. J. Stat. Phys.,
113:1–46, 2003.

[FS06] P.L. Ferrari and H. Spohn. Domino tilings and the six-vertex model at its free
fermion point. J. Phys. A: Math. Gen., 39:10297–10306, 2006.

[FZJ08] Tiago Fonseca and Paul Zinn-Justin. On the doubly refined enumeration of
alternating sign matrices and totally symmetric self-complementary plane par-
titions. Electron. J. Combin., 15(1):Research Paper 81, 35, 2008.

[Gor14] Vadim Gorin. From alternating sign matrices to the Gaussian unitary ensemble.
Comm. Math. Phys., 332(1):437–447, 2014.

[Gor20] Vadim Gorin. Lectures on random lozenge tilings. Cambridge University Press,
2020.

[IMS20] Takashi Imamura, Matteo Mucciconi, and Tomohiro Sasamoto. Stationary stochas-
tic Higher Spin Six Vertex Model and q-Whittaker measure. Comm. Theory Related Fields, 177(3-4):923–1042, 2020.

[JN06] K. Johansson and E. Nordenstam. Eigenvalues of GUE minors. Electron. J. Probab.,
11:1342–1371, 2006.

[Joh03] K. Johansson. Discrete polynuclear growth and determinantal processes.
Comm. Math. Phys., 242:277–329, 2003.

[Joh05] K. Johansson. The arctic circle boundary and the Airy process. Ann. Probab.,
33:1–30, 2005.

[Kas61] P. W. Kasteleyn. The statistics of dimers on a lattice : I. The number of dimer
arrangements on a quadratic lattice. Physica, 27:1209–1225, 1961.

[Kas63] P.W. Kasteleyn. Dimer statistics and phase transitions. J. Math. Phys., 4:287–293, 1963.

[Ken97] R. Kenyon. Local statistics of lattice dimers. Ann. Inst. H. Poincaré Probab.
Statist., 33(5):591–618, 1997.

[KO07] R. Kenyon and A. Okounkov. Limit shapes and the complex Burgers equation.
Acta Math., 199:263–302, 2007.

[Kra96] Christian Krattenthaler. A gog-magog conjecture. available online at
http://www.mat.univie.ac.at/~kratt/artikel/magog.html, 1996.

[Kra16] C. Krattenthaler. Plane partitions in the work of Richard Stanley and his
school. In The mathematical legacy of Richard P. Stanley, pages 231–261.
Amer. Math. Soc., Providence, RI, 2016.

[Kup96] G. Kuperberg. Another proof of the alternating-sign matrix conjecture. Internat.
Math. Res. Notices, (3):139–150, 1996.
E. W. Montroll, R. B. Potts, and J. C. Ward. Correlations and spontaneous magnetization of the two-dimensional Ising model. *Journal of Mathematical Physics*, 4:308–322, 1963.

W. H. Mills, David P. Robbins, and Howard Rumsey, Jr. Alternating sign matrices and descending plane partitions. *J. Combin. Theory Ser. A*, 34(3):340–359, 1983.

W. H. Mills, David P. Robbins, and Howard Rumsey, Jr. Self-complementary totally symmetric plane partitions. *J. Combin. Theory Ser. A*, 42(2):277–292, 1986.

Daniel Orr and Leonid Petrov. Stochastic higher spin six vertex model and q-TASEPs. *Adv. Math.*, 317:473–525, 2017.

Janosch Ortmann, Jeremy Quastel, and Daniel Remenik. A Pfaffian representation for flat ASEP. *Comm. Pure Appl. Math.*, 70(1):3–89, 2017.

A. Okounkov and N. Reshetikhin. Correlation function of Schur process with application to local geometry of a random 3-dimensional Young diagram. *J. Amer. Math. Soc.*, 16:581–603, 2003.

Leonid Petrov. Asymptotics of random lozenge tilings via Gelfand-Tsetlin schemes. *Probab. Theory Related Fields*, 160(3-4):429–487, 2014.

James Propp. The many faces of alternating-sign matrices. In *Discrete models: combinatorics, computation, and geometry (Paris, 2001)*, Discrete Math. Theor. Comput. Sci. Proc., AA, pages 043–058. Maison Inform. Math. Discrèt. (MIMD), Paris, 2001.

E.M. Rains. Correlation functions for symmetrized increasing subsequences. arXiv:math.CO/0006097, 2000.

David P. Robbins and Howard Rumsey, Jr. Determinants and alternating sign matrices. *Adv. in Math.*, 62(2):169–184, 1986.

Nicolai Reshetikhin and Ananth Sridhar. Limit shapes of the stochastic six vertex model. *Comm. Math. Phys.*, 363(3):741–765, 2018.

C.A. Tracy and H. Widom. Level-spacing distributions and the Airy kernel. *Comm. Math. Phys.*, 159:151–174, 1994.

C.A. Tracy and H. Widom. On orthogonal and symplectic matrix ensembles. *Comm. Math. Phys.*, 177:727–754, 1996.

D. Zeilberger. Proof of the alternating sign matrix conjecture. *Electron. J. Combin.*, 3(2):Research Paper 13, 84 pp. (electronic), 1996. The Foata Festschrift.

**Arvind Ayyer**, Department of Mathematics, Indian Institute of Science, Bangalore 560012, India.

*Email address: arvind@iisc.ac.in*

**Sunil Chhita**, Department of Mathematical Sciences, Durham University, Durham, UK

*Email address: sunil.chhita@durham.ac.uk*

**Kurt Johansson**, Department of Mathematics, KTH Royal Institute of Technology, Stockholm, Sweden.

*Email address: kurtj@kth.se*