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Abstract

In this paper, we study the backward problem for the one-dimensional Vlasov-Poisson system with massless electrons, and we show the Landau damping by fixing the asymptotic behaviour of our solution.
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Introduction

This work concerns the study of plasma physics. Plasma is considered the fourth state of matter, and it consists of an ionised gas in which electrons have separated from atoms due to high temperatures (see, e.g. [10, 33, 36]). Since ions are much larger and heavier than electrons, it is natural to consider different timescales when we want to track the evolution of the two species.

A classical model for the evolution of electrons is the Vlasov-Poisson (VP) system. It is a well-known model in kinetic theory. It describes the motion of electrons in plasma when we neglect collisions and magnetic effects and consider the ions as a stationary background. This last assumption makes sense because the ions are much heavier than the electrons. Therefore, they move slowly compared to the motion of electrons and can be considered fixed. The one-dimensional (VP) system reads as follows:

\[\begin{align*}
\frac{\partial}{\partial t} f(t, x, v) + v \cdot \frac{\partial}{\partial x} f(t, x, v) + E(t, x) \cdot \frac{\partial}{\partial v} f(t, x, v) &= 0, \\
E(t, x) &= -\frac{\partial}{\partial x} U(t, x), \\
\frac{\partial^2}{\partial x^2} U(t, x) &= \rho_i - \rho(t, x), \\
\rho(t, x) &= \int_{\mathbb{R}} f(t, x, v) \, dv.
\end{align*}\]  

(0.1)

The unknown \( f = f(t, x, v) \) represents the distribution function of electrons at time \( t \), position \( x \), and velocity \( v \), where \( (t, x, v) \in \mathbb{R} \times T \times \mathbb{R} \). The density of electrons \( \rho = \rho(t, x) \) is the average in the velocity variable. The density of ions, as said before, is fixed, i.e. \( \rho_i = 1 \). The electric field \( E = E(t, x) \) is generated by the collective behaviour of electrons and by the stationary background of ions. The (VP) system has been extensively studied over the past decades, and a vast literature of results is already available. For global well-posedness of classical solutions on the whole space, we refer to the work of S. V. Iordanskii [24] in dimension one, S. Ukai and T. Okabe [35] in dimension two, and independently by P.-L. Lions and B. Perthame [26], and K. Pfaffelmoser [32] in the three-dimensional case, (see also [3, 34]). For weak solutions on the whole space, we refer to the work of A. A. Arsenev [1], (see also [2, 4, 20]). J. Batt and G. Rein [6] proved the global well-posedness on the torus, (see also [13, 30]). Finally, Loeper [27] made a major improvement to the uniqueness theory, (see also [28]).

On the other hand, if we look at the evolution of ions in the plasma, we cannot consider the electrons as a fixed background. Since electrons move faster than ions, it becomes relevant to consider electron-electron collisions in the model. That is, electrons are modelled by a collisional kinetic model and it is natural to assume that the distribution of electrons rapidly reaches a thermodynamic equilibrium. In summary, in the ion’s timescale, the resulting density of electrons is given by a Maxwell-Boltzmann distribution. Under these assumptions, we can
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derive the Vlasov-Poisson system for massless electrons (VPME), sometimes referred to as ionic Vlasov-Poisson or Vlasov-Poisson equation for ions with massless thermalized electrons. We refer to [5] for a rigorous derivation of (VPME) and [15] for more details on this model. The (VPME) system consists of a Vlasov equation coupled with a nonlinear Poisson equation modelling how the electric potential is generated by the distribution of the ions and the Maxwell-Boltzmann distribution of the electrons.

In this paper, we are interested in the one-dimensional (VPME) on the torus \( \mathbb{T} \), which is given by:

\[
\text{(VPME)} := \begin{cases} 
\partial_t f(t, x, v) + v \cdot \partial_x f(t, x, v) + E(t, x) \cdot \partial_v f(t, x, v) = 0, \\
E(t, x) = -\partial_x U(t, x), \\
\partial_x^2 U(t, x) = e^{U(t, x)} - \rho(t, x), \\
\rho(t, x) = \int f(t, x, v) \, dv.
\end{cases} \tag{0.2}
\]

The unknown \( f = f(t, x, v) \) represents the distribution function of ions at time \( t \), position \( x \), and velocity \( v \), where \( (t, x, v) \in \mathbb{R} \times \mathbb{T} \times \mathbb{R} \). The density of ions \( \rho = \rho(t, x) \) is the average in the velocity variable. The electric field \( E = E(t, x) \) is generated by the collective behaviour of ions and by the thermal equilibrium of electrons.

The (VPME) system has been less studied due to the additional nonlinearity in the Poisson equation. The first work on global weak solutions is from F. Bouchut [9]. He constructed weak solutions globally in time in the whole space in dimension three. In the one-dimensional setting, weak solutions were constructed globally in time by D. Han-Kwan and M. Iacobelli [19]. The global well-posedness has then been proved by M. Griffin-Pickering and M. Iacobelli in the case of the whole space in dimension three [16] and of the torus in dimension two and three [17]. They showed existence of strong solutions for measure initial data with bounded moments and uniqueness with bounded density. Recently, L. Cesbron and M. Iacobelli showed the global well-posedness of (VPME) in bounded domains [12].

This work aims to investigate the backward problem of the system (0.2) by fixing the asymptotic distribution of \( f \). Namely, let \( f^\ast \) be a given distribution function that satisfies some decay and smoothness properties (see Definition 1.5 below), then we assume that for large \( t \), our solution \( f \) is close to the solution of the free transport \( f^\ast(x - vt, v) \), i.e.

\[
\|f(t, x, v) - f^\ast(x - vt, v)\|_{L^\infty(\mathbb{T} \times \mathbb{R})} \rightarrow 0 \quad \text{as} \quad t \rightarrow +\infty. \tag{0.3}
\]

It means that the flow induced by the electric field of the system (0.2) (see Definition 1.2) is asymptotically free. We refer to the backward problem because we replace the usual initial datum \( f^0(x, v) = f(0, x, v) \) by imposing an asymptotic state for our solution \( f \). The idea behind assumption (0.3) is the discovery of L. Landau in [25]. He proved that the electric field of (VP) linearised around a Maxwellian homogeneous equilibrium is damped as time goes to infinity. Therefore, when the electric field of the system (0.1) vanishes, it transforms into a transport equation.

The Landau damping, which refers to the decay of the electric field for large times, is a well-known collisionless relaxation phenomenon in kinetic theory. Several works extend and complete the pioneering result of L. Landau [25]. First, O. Penrose [31] extended the result of L. Landau for general spatially homogeneous equilibria. Then, C. Mouhot and C. Villani proved, in their celebrated work [29], the Landau damping for the nonlinear (VP) system. They treated the perturbative regime for the Cauchy problem with analytic and Gevrey initial data. Their proof was then simplified and extended to Gevrey initial data by J. Bedrossian, N. Masmoudi, and C. Mouhot in [7]. Recently, E. Grenier, T. Nguyen, and I. Rodianski gave a shorter proof for analytic and Gevrey initial condition in [19]. All these results mentioned above concern the forward problem, which provides the solution for the Cauchy problem for a given initial datum \( f^0(x, v) = f(0, x, v) \), in a perturbative regime.

Concerning the backward problem, which provides the solution to the scattering problem for a given \( f^\ast \), E. Caglioti and C. Maiafei [11] proved the damping of the electric field for the nonlinear (VP) in the scattering setting (0.3). Then, H. J. Hwang and J. -L. L. Velázquez [23] gave a more sophisticated proof of the damping and obtained a larger class of possible asymptotic limits for \( f^\ast \). Recently, D. Benedetto, E. Caglioti, and S. Rossi [8] studied the backward and forward Landau damping problem for the Vlasov-HMF equation and compared these two approaches.

Very recently, M. Iacobelli and the author [14] proved the Landau damping for (VPME) on the torus for the Cauchy problem. They showed the decay of the electric field as time goes for analytic and Gevrey initial data in a perturbative regime. Concerning the Landau damping for (VPME) on the whole space, recently, L. Huang, Q.-H. 

\[1\]In this work, we refer to a perturbative regime as a solution of the form \( \mu(v) + f(t, x, v) \), where \( \mu \) is a spatial homogeneous equilibrium and \( f \) is a small perturbation.
Nguyen, Y. Xu [22] proved the decay of the density in dimension three and higher. The same group also treated the two-dimensional case in [21].

In this paper, we extend the method of E. Caglioti and C. Maffei [11] to the case of (VPME). The main ingredients in their work are the study of the flow from a Lagrangian description, the use of an iterative scheme on the Vlasov equation and a fixed point argument on the electric field. We use the same techniques for our proof but with the added difficulty of dealing with a nonlinear coupling for the Poisson equation. To tackle this difficulty, we use a decomposition of the electric field introduced by D. Han-Kwan and M. Iacobelli in [19] (see also [16, 17], where they used the same decomposition). The paper is thus organised as follows. In Section 1 we give some definitions needed for the clarity of the paper, and we state our main theorem. In Section 2 we recall some general facts about the electric field of the system (1.2) and its decomposition. We also show an important result on the potential $U$. In Section 3 we prove the main result of this paper. Finally, in Section 4 we give a class of stationary solutions, which are unstable in the weak topology.

1 Definitions and main theorems

We focus on solutions of the one-dimensional (VPME) on the torus $T$, that is

$$
(VPME) = \begin{cases}
\partial_t f + v \partial_x f + E \cdot \partial_v f = 0, \\
E = -\partial_x U, \\
\partial^2_{xx} U = e^U - \rho, \\
\rho = \int_{\mathbb{R}} f \, dv.
\end{cases}
$$

We assume that $f$ satisfies the asymptotic condition,

$$
\|f(t,x,v) - f^*(x-vt,v)\|_{L^\infty(T\times \mathbb{R})} \to 0 \quad \text{as } t \to +\infty,
$$

for a given asymptotic datum $f^*$ as in Definition 1.1.

We work on the phase space $\Omega = T \times \mathbb{R}$. We identify the torus $T$ to the interval $[-\frac{1}{2}, \frac{1}{2})$ with periodic boundary conditions. If $z = (x,v)$ and $z' = (x',v') \in \Omega$, we define the norm

$$
|z - z'| := |x - x'|_T + |v - v'|,
$$

where $|x - x'|_T$ is understood as

$$
|x - x'|_T := \min_{k \in \mathbb{Z}} |x - x' + k|,
$$

but we will omit the subscript $T$ for simplicity.

As said in the introduction, we use the decomposition of the electric field given in [19].

**Definition 1.1.** We define the two vector fields $\tilde{E}$ and $\bar{E}$ such that $E = E + \tilde{E}$,

$$
\tilde{E} = -\partial_x \bar{U}, \quad \text{and} \quad \bar{E} = -\partial_x \bar{U}.
$$

where $\bar{U}$ and $\bar{U}$ solve

$$
\partial^2_{xx} \bar{U} = 1 - \rho, \quad \text{and} \quad \partial^2_{xx} \bar{U} = e^U - 1.
$$

In the next definition, we recall the concept of the characteristic curves and the flow induced by the electric field.

**Definition 1.2.** We define the characteristic curves $X(t,x,v)$ and $V(t,x,v)$ of the system (1.1) as follows

$$
\begin{cases}
\dot{X}(t,x,v) = V(t,x,v), \\
\dot{V}(t,x,v) = E(t,X(t,x,v), \bar{E}(t,X(t,x,v))], \\
\lim_{t \to +\infty} X(t,x,v) = V(t,x,v) t = x, \\
\lim_{t \to +\infty} V(t,x,v) = v,
\end{cases}
$$

where $\bar{E}$ and $\tilde{E}$ satisfies Definition 1.1. Moreover we define the flow of the characteristic curves (1.3) as $\phi_t(x,v) = (X(t,x,v), V(t,x,v))$. 

3
Remark 1.3. We observe that the characteristic curves are defined with an asymptotic condition instead of an initial condition.

Definition 1.4. We say that a solution \( f \) of (1.1) becomes homogeneous if there exists a function \( h \in L^1_c(\mathbb{R}) \) such that \( f \) converges weakly to \( h \). That is for every test functions \( \varphi \in C_0^\infty(\Omega) \) we have
\[
\lim_{t \to \infty} \int_{\Omega} \varphi(x,v)f(t,x,v) \, dx \, dv = \int_{\Omega} \varphi(x,v)h(v) \, dx \, dv.
\]

In the next definition, we state the necessary assumptions for the asymptotic distribution \( f^* \).

Definition 1.5. Let \( a, a_1, a_2 \) and \( \alpha \) be positive constants, we say that \( f^* \in S_{a,a_1,a_2} \), if \( f^* \geq 0 \),
\[
|\hat{f}^*(k,\eta)| \leq \frac{\epsilon^{-12}}{4} \frac{1}{1+|k|^\alpha} e^{-\alpha|\eta|}, \quad (1.4)
\]
where \( \alpha \in (0,1) \) is a positive constant such that \( \sum_{k=1}^\infty |k|^{-(1+\alpha)} \leq a_1 \) and \( \hat{f}^* \) is the Fourier transform of \( f^* \), i.e.
\[
\hat{f}^*(k,\eta) = \int_{\mathbb{T}} f^*(x,v)e^{-2\pi ikx}e^{-i\eta v} \, dx \, dv,
\]
and
\[
|f^*(x,v)| \leq \frac{a_2}{1+v^4}. \quad (1.5)
\]

Remark 1.6. The property (1.4) requires that \( f^* \) is Hölder continuous with exponent \( \alpha \) in the \( x \)-variable and analytic in the \( v \)-variable. The decay property (1.5) ensures that the density \( \rho \) of our solution will remain in \( L^1 \cap L^\infty(\mathbb{T}) \).

To show the decay of the electric field, we use the following norm which encodes the exponential decay in time if the norm is finite.

Definition 1.7. Let \( t_0 \geq 0 \), \( a \) be the constant given in Definition 1.5, and \( F(t,x) \) be a vector field. We define the norm
\[
\|F\|_{a,t_0} := \sup_{t \geq t_0} e^{at}\|F(t)\|_{L^\infty(\mathbb{T})}.
\]

With these definitions above, we can now state our main Theorem.

Theorem 1.8. Let \( f^* \in S_{a,a_1,a_2} \) be a given asymptotic datum such that \( a^2 \geq (112a_2 + 3)(4e^{12} + 1) \), and let \( t_0 \geq \max(0, \frac{1}{a} \log(8a_1a_2)) \). Then for \( t \geq t_0 \) there exists an electric field \( E \) and a flow \( \phi_t \) solution of (1.3) and there exists a weak solution of (1.1) such that
\[
i) \, f \text{ is given by } f(t,x,v) = f^*(\phi_t^{-1}(x,v)), \quad (1.6)
\]
\[
ii) \, f \text{ satisfies the asymptotic condition (1.2)},
\]
\[
iii) \, f \text{ becomes homogeneous in the sense of Definition 1.4 with weak limit}
\]
\[
h(v) = \int_{\mathbb{T}} f^*(x,v) \, dx.
\]
Moreover the electric field \( E \) vanishes as \( t \) goes to infinity exponentially fast and we have the following bound
\[
\|E\|_{a,t_0} \leq 16a_1.
\]

The solution constructed above is not classical because \( f^* \) is only Hölder continuous with respect to the \( x \)-variable. If we assume additional regularity on \( f^* \) we have a classical solution.
Theorem 1.9. Let us suppose that $f^*$ satisfies the assumptions of Theorem 1.8. Moreover assume that $f^* \in C^1(\Omega)$,

$$|\hat{f}(k, \eta)| \leq e^{-\frac{12}{4} \frac{a_1}{1+k^2}} e^{-\alpha|\eta|},$$

(1.7)

and

$$|\nabla_x f^*(x, v)| \leq \frac{C}{1+v^2},$$

(1.8)

where $C$ is a positive constant. Then the solution $f = f^* \circ \phi_t^{-1}$ is a $C^1$ solution of (1.1).

Remark 1.10. The proof of Theorem 1.9 is similar to the proof of Theorem 3.4 in [11] and will follow once we have proved Theorem 1.8.

Remark 1.11. We note that assumption (1.7) is the condition given in Definition 3.1 in [11]. For Theorem 1.8, it is not necessary to impose assumption (1.7) but it is sufficient to have our condition (1.4).

2 General facts on the electric field

With the splitting of the electric field, $\tilde{E}$ is the electric field in the classical (VP) system and can be written as a convolution between the fundamental solution of the Laplace equation on $\mathbb{T}$ and the density $\rho$. That is, we have the following formula for $\tilde{E}$,

$$\tilde{E}(t, x) = -\int_{\mathbb{T}} W(x-y) \rho(t,y) \, dy,$$

where

$$W(x) = \frac{x^2 - |x|^2}{2}.$$

We observe that $\|W\|_{L^\infty(\mathbb{T})} \leq 1$ and $W$ is 1-Lipschitz. Moreover, if we identify $\mathbb{T}$ to $[0,1)$, we have

$$W'(x) = x - \frac{1}{2}, \quad \text{and} \quad W'(x+1) = W'(x).$$

Note that $W'$ is discontinuous at $x = k$ for $k \in \mathbb{Z}$. In addition,

$$\|W'\|_{L^\infty(\mathbb{T})} \leq 1,$$

(2.1)

and if the interval $[x, x']$ does not contain $k$ for any $k \in \mathbb{Z}$, then

$$|W'(x) - W'(x')| \leq |x - x'|.$$

(2.2)

For $\tilde{E}$ we do not have an explicit formula, but we can show that $\tilde{E}$ is more regular that $E$, see [17, Section 3], for references. In the following, we recall some results about $\tilde{U}$ and $\tilde{U}$. First, $\tilde{U}$ is given by

$$\tilde{U}(t, x) = \int_{\mathbb{T}} W(x-y) \rho(t,y) \, dy.$$

For $\rho \in L^1 \cap L^\infty(\mathbb{T})$, we see that $\|\tilde{U}\|_{L^\infty(\mathbb{T})} \leq 1$ and $\tilde{U}$ is Lipschitz. Concerning $\tilde{U}$, again, we do not have an explicit formula, but we still have existence and unicity of a strong solution $\tilde{U}$ with bounds on the $L^\infty$ norm of $\tilde{U}$ and its derivatives. This result is given by Lemma 2.2 in [19].

**Lemma 2.1.** There exists a unique solution on $\mathbb{T}$ of

$$\partial_{xx}^2 \tilde{U} = e^{\tilde{U}} + \tilde{U} - 1,$$

and this solution satisfies the three following bounds,

$$\|\tilde{U}\|_{L^\infty(\mathbb{T})} \leq 3, \quad \|\partial_x \tilde{U}\|_{L^\infty(\mathbb{T})} \leq 2, \quad \|\partial_{xx}^2 \tilde{U}\|_{L^\infty(\mathbb{T})} \leq 3.$$

---

2 Without loss of generality we can identify $\mathbb{T}$ to $[-\frac{1}{2}, \frac{1}{2})$ or $(0,1)$ by doing a translation. We use $(0,1)$ in this case to simplify the notation of $W'$. 5
By comparison with Proposition 3.1 [17], we observe that in dimension one, we have better regularity result on $\tilde{U}$ than in higher dimension.

The last goal of this section is to show a $L^\infty$ stability estimate between $\partial_x \tilde{U}$ and $\tilde{U}$. Namely, we want to show the following.

**Proposition 2.2.** Let $\tilde{U}_1$ and $\tilde{U}_2$ be two strong solutions of

$$
\partial_{xx}^2 \tilde{U}_i(x) = e^{U_i(x)+\tilde{U}_i(x)} - 1,
$$

for $i = 1, 2$. (2.3)

Then

$$
||\partial_x \tilde{U}_1 - \partial_x \tilde{U}_2||_{L^\infty(\mathbb{T})} \leq 4e^{12}||\tilde{U}_1 - \tilde{U}_2||_{L^\infty(\mathbb{T})}.
$$

(2.4)

**Proof.** The beginning of the proof is analogue to the $L^2$ estimate given by Lemma 3.9 [17] in dimension two and three. We redo it in dimension one for completeness and then we extend the $L^2$ estimate to a $L^\infty$ estimate. We have by (2.3)

$$
\partial_{xx}^2 \tilde{U}_1 - \partial_{xx}^2 \tilde{U}_2 = e^{U_1 + \tilde{U}_1} - e^{U_2 + \tilde{U}_2} = e^{U_1} (e^{\tilde{U}_1} - e^{\tilde{U}_2}) + e^{\tilde{U}_2} (e^{U_1} - e^{U_2}).
$$

We multiply both sides of the last equality by $(\tilde{U}_1 - \tilde{U}_2)$ and we integrate on $\mathbb{T}$,

$$
\int_{\mathbb{T}} (\partial_{xx}^2 \tilde{U}_1 - \partial_{xx}^2 \tilde{U}_2)(\tilde{U}_1 - \tilde{U}_2) \, dx = \int_{\mathbb{T}} e^{U_1} (e^{\tilde{U}_1} - e^{\tilde{U}_2}) (\tilde{U}_1 - \tilde{U}_2) \, dx + \int_{\mathbb{T}} e^{\tilde{U}_2} (e^{U_1} - e^{U_2}) (\tilde{U}_1 - \tilde{U}_2) \, dx.
$$

Next, by integration by parts, we have

$$
-\int_{\mathbb{T}} (\partial_x \tilde{U}_1 - \partial_x \tilde{U}_2)^2 \, dx = \int_{\mathbb{T}} e^{U_1} (e^{\tilde{U}_1} - e^{\tilde{U}_2}) (\tilde{U}_1 - \tilde{U}_2) \, dx + \int_{\mathbb{T}} e^{\tilde{U}_2} (e^{U_1} - e^{U_2}) (\tilde{U}_1 - \tilde{U}_2) \, dx \equiv I_1 + I_2. (2.5)
$$

We observe that $(e^x - e^y)(x - y)$ is always non-negative. Furthermore by the Mean Value Theorem applied to the function $x \mapsto e^x$, we have a lower bound

$$
(e^x - e^y)(x - y) \geq e^{\min\{x,y\}}(x - y)^2.
$$

Moreover, we have $e^x \geq e^{-|x|}$ for every $x$. Therefore, we can bound $I_1$ from below as follow,

$$
I_1 \geq \int_{\mathbb{T}} e^{-|U_1|_{\min\{U_1(x),U_2(x)\}}}(\tilde{U}_1 - \tilde{U}_2)^2 \, dx \geq \int_{\mathbb{T}} e^{-\|U_1\|_{L^\infty}e^{-|U_1(x),U_2(x)|}}(\tilde{U}_1 - \tilde{U}_2)^2 \, dx
$$

$$
\geq \int_{\mathbb{T}} e^{-\|U_1\|_{L^\infty}} e^{-\max\|U_2\|_{L^\infty}}(\tilde{U}_1 - \tilde{U}_2)^2 \, dx \geq e^{-4} \int_{\mathbb{T}} (\tilde{U}_1 - \tilde{U}_2)^2 \, dx,
$$

(2.6)

where we used $\|\tilde{U}\|_{L^\infty(\mathbb{T})} \leq 1$ and $\|\tilde{U}\|_{L^\infty(\mathbb{T})} \leq 3$. For $I_2$ we have again by the Mean Value Theorem,

$$
|e^x - e^y| \leq e^{\max\{x,y\}}|x - y|.
$$

(2.7)

Therefore,

$$
I_2 \leq e^{\|U_2\|_{L^\infty}} \int_{\mathbb{T}} |\tilde{U}_1 - \tilde{U}_2||\tilde{U}_1 - \tilde{U}_2| \, dx \leq e^4 \int_{\mathbb{T}} |\tilde{U}_1 - \tilde{U}_2||\tilde{U}_1 - \tilde{U}_2| \, dx.
$$

(2.8)

Therefore, using (2.6) and (2.8) into (2.5), we get

$$
\int_{\mathbb{T}} (\partial_x \tilde{U}_1 - \partial_x \tilde{U}_2)^2 \, dx \leq -e^{-4} \int_{\mathbb{T}} (\tilde{U}_1 - \tilde{U}_2)^2 \, dx + e^4 \int_{\mathbb{T}} |\tilde{U}_1 - \tilde{U}_2||\tilde{U}_1 - \tilde{U}_2| \, dx
$$

$$
\leq -e^{-4} \int_{\mathbb{T}} (\tilde{U}_1 - \tilde{U}_2)^2 \, dx + e^4 \beta |\tilde{U}_1 - \tilde{U}_2|^2 + \frac{1}{\beta} \tilde{U}_1 - \tilde{U}_2)^2 \, dx,
$$

where we have used $|ab| \leq \beta a^2 + \frac{1}{\beta} b^2$ for any $\beta > 0$. Then if we choose $\beta = 2e^8$ we obtain

$$
\frac{e^{-4}}{2} \int_{\mathbb{T}} (\tilde{U}_1 - \tilde{U}_2)^2 \, dx + \int_{\mathbb{T}} (\partial_x \tilde{U}_1 - \partial_x \tilde{U}_2)^2 \, dx \leq 2e^{12} \int_{\mathbb{T}} |\tilde{U}_1 - \tilde{U}_2|^2 \, dx,
$$

which completes the proof.


because \( e^{-4} = \frac{e^{2}}{2} \). With this last inequality, we have obtained the two following estimates
\[
\| \tilde{U}_1 - \tilde{U}_2 \|_{L^2(T)} \leq 2 e^4 \| \tilde{U}_1 - \tilde{U}_2 \|_{L^2(T)},
\]
and
\[
\| \partial_x \tilde{U}_1 - \partial_x \tilde{U}_2 \|_{L^2(T)} \leq \sqrt{2} e^4 \| \tilde{U}_1 - \tilde{U}_2 \|_{L^2(T)}.
\]

Moreover, if we consider (2.3), we have by (2.7)
\[
\| \partial_{xx} \tilde{U}_1 - \partial_{xx} \tilde{U}_2 \|_{L^2(T)} = \| e^{\rho_0} \tilde{U}_1 - e^{\rho_0} \tilde{U}_2 \|_{L^2(T)} \leq e^2 \| \tilde{U}_1 - \tilde{U}_2 \|_{L^2(T)},
\]
where we used \( \| \tilde{U} \|_{L^\infty(T)} + \| \tilde{U} \|_{L^\infty(T)} \leq 4 \). Therefore, using (2.8), we find
\[
\| \partial_{xx} \tilde{U}_1 - \partial_{xx} \tilde{U}_2 \|_{L^2(T)} \leq e^{4} \| \tilde{U}_1 - \tilde{U}_2 \|_{L^2(T)} + e^{4} \| \tilde{U}_1 - \tilde{U}_2 \|_{L^2(T)} \leq e^{4} \| \tilde{U}_1 - \tilde{U}_2 \|_{L^2(T)} + 2 e^{4} \| \tilde{U}_1 - \tilde{U}_2 \|_{L^2(T)} \leq 3 e^{4} \| \tilde{U}_1 - \tilde{U}_2 \|_{L^2(T)},
\]
where we used (2.10), (2.11) and \( L^\infty \leq L^2 \) for bounded domains.

\[\square\]

### 3 Proof of Theorem 1.8

The idea to show that the Landau damping occurs for the system (1.1) with the condition (1.2) is an iterative scheme. More precisely, let \( f^* \) be the asymptotic datum of Theorem 1.8 and consider the sequence of linear problems
\[
\partial_t f_{n+1} + v \cdot \partial_x f_{n+1} + (\tilde{E}_n + \tilde{E}_n) \cdot \partial_x f_{n+1} = 0,
\]
with the asymptotic condition
\[
\| f_{n+1}(t, x, v) - f^*(x - vt, v) \|_{L^\infty(\mathbb{R} \times \mathbb{R})} \longrightarrow 0 \quad \text{as } t \rightarrow +\infty.
\]

For \( n = 0 \) we define \( \tilde{E}_0 = \tilde{E}_0 = 0 \) and for \( n \geq 1 \),
\[
\begin{cases}
\tilde{E}_n = -\partial_x \tilde{U}_n, & \partial_{xx} \tilde{U}_n = 1 - \rho_n, \\
\tilde{E}_n = -\partial_x \tilde{U}_n, & \partial_{xx} \tilde{U}_n = e^{\rho_0} + \tilde{U}_n - 1, \\
\rho_n = \int_{\mathbb{R}} f_n \, dv.
\end{cases}
\]

The iterative scheme reads as follows
\[
\begin{cases}
0 = \tilde{E}_0 \\
0 = \tilde{E}_0
\end{cases} \quad \text{solve} \quad \frac{3.1}{3.3} \quad \begin{cases}
\tilde{E}_1 \\
\tilde{E}_1
\end{cases} \quad \text{solve} \quad \frac{3.1}{3.3} \quad \begin{cases}
\tilde{E}_2 \\
\tilde{E}_2
\end{cases} \quad \text{solve} \quad \frac{3.1}{3.3} \quad \begin{cases}
\tilde{E}_n \\
\tilde{E}_n
\end{cases}
\]

We show that the problem (3.1) - (3.3) can be solved for all \( n \) and that the pair of solutions \( (f_n, \tilde{E}_n) \) converges as \( n \) goes to infinity to a solution of the system (1.1) with the asymptotic condition (1.2). The key element is to show that the map \( E_n \mapsto E_{n+1} \) is a contraction with the norm given in Definition 1.7.

**Proposition 3.1.** In the setting defined above and with the assumptions of Theorem 1.8 we have
\[
\| E_n \|_{a,t_0} \leq 16 a_1, \quad \text{(3.4)}
\]
\[
| E_n(t, x) - E_n(t, x') | \leq (24 a_2 + 3) | x - x' |, \quad \text{(3.5)}
\]
\[
\| E_{n+1} - E_n \|_{a,t_0} \leq \frac{1}{2^n} 16 a_1, \quad \text{(3.6)}
\]

where \( E_n = \tilde{E}_n + \tilde{E}_n \).

In the next two subsections we prove this proposition by induction.
3.1 Base case $n = 1$

For $n = 0$, $E_0 = \overline{E}_0 = 0$ and $f_1$ solves the free transport equation, i.e.

$$\partial_t f_1 + v \cdot \partial_x f_1 = 0. \quad (3.7)$$

Therefore, $f_1(t, x, v) = f^*(x - vt, v)$ and $\rho_1(t, x) = \int f^*(x - vt, v) \, dv$. Next, we show $\|E_1\|_{a, t_0} \leq 8a_1$. First, we bound $\overline{E}_1$. Using equations (2.3), we have $\partial_x \overline{E}_1 = \rho_1 - 1$. We can transform this on the Fourier side and we get the following relation

$$\begin{cases}
    k \overline{E}_1(t, k) = \hat{\rho}_1(t, k) = \hat{f}^*(k, kt) \\
    \overline{E}_1(t, k) = 0
  \end{cases} \quad \text{for } k \neq 0,
$$

$$\overline{E}_1(t, k) = 0 \quad \text{for } k = 0.$$

Therefore,

$$\|\overline{E}_1\|_{L^\infty(T)} \leq \sum_{k \in \mathbb{Z}} |\overline{E}_1(k)| \leq \sum_{k \in \mathbb{Z} \setminus \{0\}} \frac{1}{|k|} |\hat{f}^*(k, kt)| \leq \sum_{k \in \mathbb{Z} \setminus \{0\}} \frac{e^{-12}}{4} \frac{1}{|k|} \frac{1}{1 + |k|^\alpha} e^{-a|k|}$$

$$\leq e^{-at} \sum_{k \in \mathbb{Z} \setminus \{0\}} \frac{1}{|k|^{1 + \alpha}} \leq 4a_1 e^{-at},$$

where we used (2.3) and $\sum_{k = 1}^{\infty} \frac{1}{k^{1 + \alpha}} \leq a_1$. Therefore, we get $\|\overline{E}_1\|_{a, t_0} \leq 4a_1$. For $\|\overline{E}_1\|_{a, t_0}$ we use the bound (2.3) obtained in Proposition 2.2 to get

$$\|\overline{E}_1\|_{L^\infty(T)} = \|\partial_x \overline{U}_1\|_{L^\infty(T)} \leq 4e^{12} \|\overline{U}_1\|_{L^\infty(T)}.$$

Then, using equation $\partial_{xx} \overline{U}_1 = 1 - \rho_1$, we have a relation between the Fourier transform of $\overline{U}_1$ and $f^*$ as before

$$\begin{cases}
    k^2 \overline{U}_1(t, k) = \hat{\rho}_1(t, k) = \hat{f}^*(k, kt) \\
    \overline{U}_1(t, k) = 0
  \end{cases} \quad \text{for } k \neq 0,
$$

$$\overline{U}_1(t, k) = 0 \quad \text{for } k = 0.$$

Therefore,

$$\|\overline{E}_1\|_{L^\infty(T)} \leq 4e^{12} \|\overline{U}_1\|_{L^\infty(T)} \leq 4e^{12} \sum_{k \in \mathbb{Z}} |\overline{U}_1(k)| \leq 4e^{12} \sum_{k \in \mathbb{Z} \setminus \{0\}} \frac{1}{|k|^2} |\hat{f}^*(k, kt)|$$

$$\leq 4e^{12} \sum_{k \in \mathbb{Z} \setminus \{0\}} \frac{e^{-12}}{4} \frac{1}{|k|^2} \frac{1}{1 + |k|^\alpha} e^{-a|k|} \leq e^{-at} \sum_{k \in \mathbb{Z} \setminus \{0\}} \frac{1}{|k|^{1 + \alpha}} \leq 4a_1 e^{-at},$$

where we used again (2.3) and $\sum_{k = 1}^{\infty} \frac{1}{k^{1 + \alpha}} \leq a_1$. Finally, we get $\|\overline{E}_1\|_{a, t_0} \leq 4a_1$. This shows that

$$\|E_1\|_{a, t_0} \leq \|\overline{E}_1\|_{a, t_0} + \|\overline{E}_1\|_{a, t_0} \leq 8a_1. \quad (3.8)$$

We still need to prove that $E_1$ is Lipschitz. First, we show that $\rho_1 \in L^1(\mathbb{T}) \cap L^\infty(\mathbb{T})$. Indeed, with (1.5)

$$\|\rho_1(t)\|_{L^\infty(\mathbb{T})} = \sup_{x \in \mathbb{T}} \int \mathbb{R} f^*(x - vt, v) \, dv \leq \sup_{x \in \mathbb{T}} \int \mathbb{R} \frac{a_2}{1 + v^4} \, dv \leq 4a_2,$$

and similarly,

$$\|\rho_1(t)\|_{L^1(\mathbb{T})} \leq 4a_2.$$

Let $[x, x']$ be an interval that does not contain $k$ for any $k \in \mathbb{Z}$. Then for $y \in \mathbb{T}$ and $y \notin [x, x']$ we have $[(x - y), (x' - y)]$ does not contain any $k \in \mathbb{Z}$. Therefore,

$$|E_1(t, x) - E_1(t, x')| \leq \int_\mathbb{T} |W'(x - y) - W'(x' - y)| \rho_1(t, y) \, dy$$

$$\leq \int_{\{y \in [x, x']\}} |W'(x - y) - W'(x' - y)| \rho_1(t, y) \, dy$$

$$+ \int_{\{y \notin [x, x']\}} |W'(x - y) - W'(x' - y)| \rho_1(t, y) \, dy.$$
Proof. Since \( \tilde{E}_1(t, x) = \rho_1(t) \| \rho_1(t) \|_{L^\infty(\mathbb{T})} \int_{\{y \in [x', x]\}} 2|W'(y)| dy + |x - x'| \int_{\{y \notin [x', x]\}} \rho_1(t, y) dy \),

\[
|\tilde{E}_1(t, x) - \tilde{E}_1(t, x')| \leq 2\|\rho_1(t)\|_{L^\infty(\mathbb{T})} \int_{x}^{x'} dy + |x - x'| \int_{\mathbb{T}} \rho_1(t, y) dy
\]

\[
\leq 2\|\rho_1(t)\|_{L^\infty(\mathbb{T})} \int_{x}^{x'} dy + |x - x'| \int_{\mathbb{T}} \rho_1(t, y) dy
\]

\[
\leq 2\|\rho_1(t)\|_{L^\infty(\mathbb{T})} |x - x'| + |x - x'| \|\rho_1(t)\|_{L^1(\mathbb{T})} \leq 12a_2 |x - x'|. \quad (3.9)
\]

For \( \tilde{E}_1 \), the bound \( \|\partial_x \tilde{E}_1\|_{L^\infty(\mathbb{T})} \leq 3 \), given in Lemma 2.1 implies that \( \tilde{E}_1 \) is 3-Lipschitz. Hence,

\[
|E_1(t, x) - E_1(t, x')| \leq (12a_2 + 3) |x - x'|. \quad (3.10)
\]

In this section, we have shown that (3.4), (3.5) and (3.6) hold for \( n = 0 \) and \( n = 1 \).

### 3.2 Induction step \( n \Rightarrow n + 1 \)

Here, we prove that \( E_{n+1} \) satisfies (3.1), (3.5) and (3.6) under the assumption that \( E_n \) does.

Given \( E_n \), we can solve (3.1) using the characteristic curves:

\[
\begin{aligned}
\dot{X}_{n+1}(t) &= V_{n+1}(t), \\
\dot{V}_{n+1}(t) &= E_n(t) + \tilde{E}_n(t) = E_n(t), \\
\lim_{t \to \infty} X_{n+1}(t) - V_{n+1}(t) &= t = x, \\
\lim_{t \to \infty} V_{n+1}(t) &= v.
\end{aligned}
\]

Since \( E_n \) is Lipschitz and bounded by assumption, we have the existence and uniqueness of a well defined flow \( \phi_t(x, v) = (X_{n+1}(t, x, v), V_{n+1}(t, x, v)) \). By step 2 in the proof of [11, Lemma 3.1], we have that the flow and its inverse are Hölder continuous. We denote the inverse of the flow \( \phi_t^{-1} \). Since it is Hölder continuous we can define \( f_{n+1} \) as

\[
f_{n+1}(t, x, v) = f^*(\phi_t^{-1}(x, v)).
\]

Moreover, the asymptotic condition (3.2) is satisfied. Indeed, we have using the bijectivity of \( \phi \) and the asymptotic limit of \( X_{n+1} \) and \( V_{n+1} \),

\[
\|f_{n+1}(t, x, v) - f^*(x - vt, v)\|_{L^\infty(\mathbb{T} \times \mathbb{R})} = \|f_{n+1}(t, x + vt, v) - f^*(x, v)\|_{L^\infty(\mathbb{T} \times \mathbb{R})}
\]

\[
= \|f^*(\phi_t^{-1}(x + vt, v)) - f^*(x, v)\|_{L^\infty(\mathbb{T} \times \mathbb{R})}
\]

\[
= \|f^*(x + vt, v) - f^*(\phi_t(x, v))\|_{L^\infty(\mathbb{T} \times \mathbb{R})}
\]

\[
= \|f^*(x + vt, v) - f^*(X_{n+1}(t, x, v), V_{n+1}(t, x, v))\|_{L^\infty(\mathbb{T} \times \mathbb{R})} \xrightarrow{t \to \infty} 0. \quad (3.11)
\]

The next lemma shows that \( \rho_{n+1} \in L^1(\mathbb{T}) \cap L^\infty(\mathbb{T}) \).

**Lemma 3.2.** We have the two following bounds on the density \( \rho_{n+1} \). 

\[
\|\rho_{n+1}\|_{L^1(\mathbb{T})} \leq 4a_2 \quad \text{and} \quad \|\rho_{n+1}\|_{L^\infty(\mathbb{T})} \leq 10a_2. \quad (3.12)
\]

**Proof.** Since \( (V_{n+1}, E_n) \) is divergence free, we have that the flow \( \phi_t \) is measure preserving. Therefore, by the change of variable formula, we obtain

\[
\|\rho_{n+1}\|_{L^1(\mathbb{T})} = \int_{\mathbb{T}} \int_{\mathbb{R}} f_{n+1}(t, x, v) \, dv \, dx = \int_{\mathbb{T}} \int_{\mathbb{R}} f^*(\phi_t^{-1}(x, v)) \, dv \, dx = \int_{\mathbb{T}} \int_{\mathbb{R}} f^*(x, v) \, dv \, dx,
\]

thus, with (3.3), we get

\[
\|\rho_{n+1}\|_{L^1(\mathbb{T})} \leq \int_{\mathbb{T}} \int_{\mathbb{R}} \frac{a_2}{1 + vt^4} \, dv \, dx \leq 4a_2.
\]

Similarly to step 4 in [11, Lemma 3.1], we obtain \( \|\rho_{n+1}\|_{L^\infty(\mathbb{T})} \leq 10a_2. \)

In the next lemma we show the Lipschitz property of the electric field \( E_{n+1} \), i.e. inequality (3.5).
Lemma 3.3. Let $E_{n+1} = \bar{E}_{n+1} + \tilde{E}_{n+1}$. Then we have the following result

$$|E_{n+1}(t, x) - E_{n+1}(t, x')| \leq (24a_2 + 3)|x - x'|.$$ \hfill (3.13)

Proof. First, we can write $\bar{E}_{n+1}$ as a convolution with $W'$ and $\rho_{n+1}$. Then, we proceed in the same way as for $\bar{E}_1$ and we obtain as in \[3.9\]

$$|\bar{E}_{n+1}(t, x) - \bar{E}_{n+1}(t, x')| \leq 2\|\rho_{n+1}(t)\|_{L^\infty(T)}|x - x'| + |x - x'|\|\rho_{n+1}(t)\|_{L^1(T)} \leq 24a_2|x - x'|,$$

where we used the two bounds given by \[3.12\]. For $\tilde{E}_{n+1}$, we use the bound $\|\partial_x \tilde{E}_{n+1}\|_{L^\infty(T)} = \|\partial_x \tilde{U}_{n+1}\|_{L^\infty(T)} \leq 3$, given in Lemma \[2.1\] to have

$$|\tilde{E}_{n+1}(t, x) - \tilde{E}_{n+1}(t, x')| \leq 3|x - x'|.$$

Hence, we proved that $E_{n+1}$ is Lipschitz,

$$|E_{n+1}(t, x) - E_{n+1}(t, x')| \leq (24a_2 + 3)|x - x'|.$$

The following part is devoted to showing that

$$\|E_{n+1} - E_n\|_{a,t_0} \leq \frac{1}{2}\|E_n - E_{n-1}\|_{a,t_0}.$$

Lemma 3.4. Let $X_{n+1}(t)$ and $X_n(t)$ be two solutions of the characteristic curves \[1.15\] with vector fields $E_n$ and $E_{n-1}$ respectively and with the same asymptotic conditions. That is

$$
\begin{align*}
X_{n+1}(t) &= V_{n+1}(t), \\
\dot{V}_{n+1}(t) &= \bar{E}_{n+1}(t) = E_n(t), \\
\lim_{t \to \infty} X_{n+1}(t) - V_{n+1}(t) &= x, \\
\lim_{t \to \infty} V_{n+1}(t) &= v,
\end{align*}
$$

and

$$
\begin{align*}
X_n(t) &= V_n(t), \\
\dot{V}_n(t) &= \bar{E}_{n-1}(t) + \tilde{E}_{n-1}(t) = E_{n-1}(t), \\
\lim_{t \to \infty} X_n(t) - V_n(t) &= x, \\
\lim_{t \to \infty} V_n(t) &= v.
\end{align*}
$$

Then

$$\|X_{n+1} - X_n\|_{a,t_0} \leq \frac{1}{a^2 - (24a_2 + 3)}\|E_n - E_{n-1}\|_{a,t_0}. \hfill (3.14)$$

Proof. This proof follows step 6 in \[1.11\] Lemma 3.1. The integral solutions of $X_{n+1}(t)$ and $X_n(t)$ are given by

$$
X_{n+1}(t, x, v) = x + vt + \int_{t_1}^{t} (s - t)E_n(s, X_{n+1}(s, x, v)) \, ds
$$

and

$$
X_n(t, x, v) = x + vt + \int_{t_1}^{t} (s - t)E_{n-1}(s, X_n(s, x, v)) \, ds.
$$

First, we can show that $|X_{n+1}(t, x, v) - X_n(t, x, v)|$ is bounded. Indeed,

$$
|X_{n+1}(t, x, v) - X_n(t, x, v)| \leq \int_{t_1}^{t} (s - t)|E_n(s, X_{n+1}(s, x, v)) - E_{n-1}(s, X_n(s, x, v))| \, ds
$$

$$
\leq \int_{t_1}^{t} (s - t)e^{-as}(|E_n|_{a,t_0} + |E_{n-1}|_{a,t_0}) \, ds
$$

$$
= \frac{e^{-at}}{a^2}(|E_n|_{a,t_0} + |E_{n-1}|_{a,t_0}), \hfill (3.15)
$$
which is bounded because by assumption $E_n$ and $E_{n-1}$ are bounded by (3.4). Next we have,
\[
|X_{n+1}(t,x,v) - X_n(t,x,v)| \leq \int_t^\infty (s-t)|E_n(s,X_{n+1}(s,x,v)) - E_{n-1}(s,X_{n+1}(s,x,v))| \, ds \\
+ \int_t^\infty (s-t)|E_{n-1}(s,X_{n+1}(s,x,v)) - E_{n-1}(s,X_n(s,x,v))| \, ds \\
\leq \int_t^\infty (s-t)e^{-as}\|E_n - E_{n-1}\|_{a,t_0} \, ds \\
+ \int_t^\infty (s-t)(24a_2 + 3)|X_{n+1}(s,x,v) - X_n(s,x,v)| \, ds \\
\leq \frac{e^{-at}}{a^2}\|E_n - E_{n-1}\|_{a,t_0} + (24a_2 + 3)\int_t^\infty (s-t)|X_{n+1}(s,x,v) - X_n(s,x,v)| \, ds,
\]

where we used the Lipschitz property of the field (3.5) and the definition 1.7 for the norm. We can bootstrap the last inequality as follow,
\[
|X_{n+1}(t,x,v) - X_n(t,x,v)| \leq \frac{e^{-at}}{a^2}\|E_n - E_{n-1}\|_{a,t_0} + (24a_2 + 3)\int_t^\infty (s-t)\left(\frac{e^{-as}}{a^2}\|E_n - E_{n-1}\|_{a,t_0}\right) \, ds \\
+ (24a_2 + 3)^2\int_t^\infty (s-t)\int_s^\infty (s_1-s)|X_{n+1}(s_1,x,v) - X_n(s_1,x,v)| \, ds_1 \, ds \\
\leq \frac{e^{-at}}{a^2}\|E_n - E_{n-1}\|_{a,t_0} \sum_{k=0}^{K} \frac{(24a_2 + 3)^k}{a^{2k}} \\
+ (24a_2 + 3)^{K+1}\int_t^\infty (s-t)\int_{s_1}^\infty \cdots \int_{s_{K-1}}^\infty (s_K - s_{K-1})|X_{n+1}(s_K,x,v) - X_n(s_K,x,v)| \, ds_K \cdots \, ds_1 \, ds \\
\leq \frac{e^{-at}}{a^2}\|E_n - E_{n-1}\|_{a,t_0} \sum_{k=0}^{K} \frac{(24a_2 + 3)^k}{a^{2k}} + (24a_2 + 3)^{K+1}\frac{e^{-at}}{a^2}(\|E_n\|_{a,t_0} + \|E_{n-1}\|_{a,t_0}),
\]

where we applied (3.15) to bound $|X_{n+1}(s_K,x,v) - X_n(s_K,x,v)|$ in the last integral. Recalling that $a^2 \geq (112a_2 + 3)(4e^{12} + 1) > 24a_2 + 3$ we can take the limit $K$ to infinity. Therefore, using the geometric series and the fact that the last term vanishes in the limit, we get
\[
|X_{n+1}(t,x,v) - X_n(t,x,v)| \leq \frac{e^{-at}}{a^2}\|E_n - E_{n-1}\|_{a,t_0} \sum_{k=1}^{\infty} \frac{(24a_2 + 3)^k}{a^{2k}} \\
= \frac{e^{-at}}{a^2}\|E_n - E_{n-1}\|_{a,t_0} \frac{1}{1 - \frac{(24a_2 + 3)}{a^2}} \\
= \frac{e^{-at}}{a^2 - (24a_2 + 3)}\|E_n - E_{n-1}\|_{a,t_0}.
\]

Finally, by definition 3.7 it follows
\[
\|X_{n+1} - X_n\|_{a,t_0} \leq \frac{1}{a^2 - (24a_2 + 3)}\|E_n - E_{n-1}\|_{a,t_0}.
\]

\[\square\]

Using this lemma we can show the following result,

**Lemma 3.5.** Let $E_i = \tilde{E}_i + \tilde{E}_i$ for $i = n$ and $n + 1$. Then
\[
\|E_{n+1} - \tilde{E}_n\|_{a,t_0} \leq \frac{44a_2}{a^2 - (24a_2 + 3)}\|E_n - E_{n-1}\|_{a,t_0}.
\]

**Proof.** This proof follows step 7 in [11 Lemma 3.1]. We use the representation of $\tilde{E}_i$ as a convolution with the,
density $\rho$, and $W'$.

$$E_n(t, x) = -\int_{\mathbb{T} \times \mathbb{R}} W'(x - y)\rho(t, y) \, dy = -\int_{\mathbb{T} \times \mathbb{R}} W'(x - y)f^*(\phi^{-1}_t(y, v)) \, dy \, dv$$

$$= -\int_{\mathbb{T} \times \mathbb{R}} W'(x - X_i(t, y, v))f^*(y, v) \, dy \, dv,$$

where we used (1.5) to bound the density $\rho$, and $W'$ is measure preserving for the change of variable. Next, we define

$$\varepsilon := \|X_{n+1}(t) - X_n(t)\|_{L^\infty(\mathbb{T} \times \mathbb{R})},$$

and the two following sets

$$A_1 = \{(y, v) \in \mathbb{T} \times \mathbb{R} : |x - X_{n+1}(t, y, v)| \geq 2\varepsilon\} \quad \text{and} \quad A_2 = \{(y, v) \in \mathbb{T} \times \mathbb{R} : |x - X_{n+1}(t, y, v)| < 2\varepsilon\}.$$

Therefore, we have

$$|E_{n+1}(t, x) - E_n(t, x)| \leq \int_{\mathbb{T} \times \mathbb{R}} |W'(x - X_{n+1}(t, y, v)) - W'(x - X_n(t, y, v))| f^*(y, v) \, dy \, dv$$

$$\leq \int_{A_1} |W'(x - X_{n+1}(t, y, v)) - W'(x - X_n(t, y, v))| f^*(y, v) \, dy \, dv$$

$$+ \int_{A_2} |W'(x - X_{n+1}(t, y, v)) - W'(x - X_n(t, y, v))| f^*(y, v) \, dy \, dv$$

$$=: I_{A_1} + I_{A_2}.$$

We consider the line segment connecting $x - X_{n+1}(t, y, v)$ and $x - X_n(t, y, v)$. We observe that on $A_1$, we have for all $s \in [0, 1]$

$$|(1 - s)(x - X_{n+1}(t, y, v)) + s(x - X_n(t, y, v))| = |x - X_{n+1}(t, y, v) - s(X_n(t, y, v) - X_{n+1}(t, y, v))|$$

$$\geq |x - X_{n+1}(t, y, v) - s|X_n(t, y, v) - X_{n+1}(t, y, v)|$$

$$\geq |x - X_{n+1}(t, y, v)| - s\varepsilon$$

$$\geq \varepsilon.$$

Therefore, on $A_1$, we can use the Lipschitz condition (2.2) of $W'$. Hence,

$$I_{A_1} \leq \int_{A_1} |X_{n+1}(t, y, v) - X_n(t, y, v)| f^*(y, v) \, dy \, dv$$

$$\leq \|X_{n+1}(t) - X_n(t)\|_{L^\infty(\mathbb{T} \times \mathbb{R})} \int_{\mathbb{T} \times \mathbb{R}} f^*(y, v) \, dy \, dv$$

$$\leq 4a_2\|X_{n+1}(t) - X_n(t)\|_{L^\infty(\mathbb{T} \times \mathbb{R})},$$

where we used (1.5) to bound the $L^1$ norm of $f^*$. For $I_{A_2}$, we use the fact that $W'$ is bounded, i.e. inequality (2.1). Therefore, we obtain

$$I_{A_2} \leq 2\int_{A_2} f^*(y, v) \, dy \, dv = 2\int_{\mathbb{T} \times \mathbb{R}} f^*(y, v)\mathbb{1}_{\{|x - X_{n+1}(t, y, v)| < 2\varepsilon\}} \, dy \, dv.$$

Then, using that the flow is measure preserving we get

$$I_{A_2} \leq 2\int_{\mathbb{T} \times \mathbb{R}} f^*(\phi^{-1}_t(y, v))\mathbb{1}_{\{|x - y| < 2\varepsilon\}} \, dy \, dv$$

$$\leq 2\|\rho_{n+1}\|_{L^\infty(\mathbb{T})} \int_{\mathbb{T}} \mathbb{1}_{\{|x - y| < 2\varepsilon\}} \, dy$$

$$\leq 40a_2\|X_{n+1}(t) - X_n(t)\|_{L^\infty(\mathbb{T} \times \mathbb{R})},$$

where we used the definition of $\varepsilon$ and (3.12) in the last inequality. Summing $I_{A_1}$ and $I_{A_2}$ and by the definition of $\varepsilon$, we get

$$\|E_{n+1} - E_n\|_{a, t_0} \leq 4a_2\|X_{n+1} - X_n\|_{a, t_0} \leq \frac{44a_2}{a^2 - (24a_2 + 3)}\|E_n - E_{n-1}\|_{a, t_0},$$

where we used (3.14) for the last inequality. □
Lemma 3.6. Let $E_i \equiv \bar{E}_i + \tilde{E}_i$ and $U_i \equiv \bar{U}_i + \tilde{U}_i$ for $i = n$ and $n + 1$. Then
\begin{equation}
\|\bar{E}_{n+1} - \tilde{E}_n\|_{a, t_0} \leq 4e^{12}\|\bar{U}_{n+1} - \tilde{U}_n\|_{a, t_0}.
\end{equation}

Proof. This lemma is a direct consequence of inequality (2.4). By definition we have,
\begin{align*}
\|\bar{E}_{n+1} - \tilde{E}_n\|_{a, t_0} &= \sup_{t \geq t_0} e^{at}\|\bar{E}_{n+1}(t) - \tilde{E}_n(t)\|_{L^\infty(\mathbb{T})} = \sup_{t \geq t_0} e^{at}\|\partial_x \bar{U}_{n+1}(t) - \partial_x \tilde{U}_n(t)\|_{L^\infty(\mathbb{T})} \\
&\leq \sup_{t \geq t_0} e^{at} 4e^{12}\|\bar{U}_{n+1}(t) - \tilde{U}_n(t)\|_{L^\infty(\mathbb{T})} = 4e^{12}\|\bar{U}_{n+1} - \tilde{U}_n\|_{a, t_0}.
\end{align*}

We now estimate $\|\bar{U}_{n+1} - \tilde{U}_n\|_{a, t_0}$.

Lemma 3.7. Let $U_i \equiv \bar{U}_i + \tilde{U}_i$ for $i = n$ and $n + 1$. Recall that $\bar{E}_i = -\partial_x \bar{U}_i$ and
\begin{equation}
\bar{U}_i(t, x) = \int_\mathbb{T} W(x - y)\rho_i(t, y) \, dy,
\end{equation}
with
\begin{equation}
W(x) = \frac{x^2 - |x|}{2}.
\end{equation}

Then
\begin{equation}
\|\bar{U}_{n+1} - \tilde{U}_n\|_{a, t_0} \leq \frac{44a_2}{a^2 - (24a_2 + 3)}\|E_n - E_{n-1}\|_{a, t_0}.
\end{equation}

Proof. The proof is similar to the one of Lemma 3.5. We use
\begin{align*}
\bar{U}_i(t, x) &= \int_\mathbb{T} W(x - y)\rho_i(t, y) \, dy = \int_\mathbb{T} W(x - X_i(t, y, v)) f^*(y, v) \, dy \, dv,
\end{align*}
and the facts that $\|W\|_{L^\infty(\mathbb{T})} \leq 1$ and $W$ is 1-Lipschitz. Therefore, we can apply the same estimates as in Lemma 3.5 to have the desired result.

With these lemmas above, we can now state the main result of this section.

Proposition 3.8. The map $E_n \mapsto E_{n+1}$ is a contraction with respect to the norm $\| \cdot \|_{a, t_0}$. That is,
\begin{equation}
\|E_{n+1} - E_n\|_{a, t_0} \leq \frac{1}{2}\|E_n - E_{n-1}\|_{a, t_0}.
\end{equation}

Proof. Using (3.17), (5.17) and (5.18), we have
\begin{align*}
\|E_{n+1} - E_n\|_{a, t_0} &\leq \|\bar{E}_{n+1} - \tilde{E}_n\|_{a, t_0} + \|\bar{E}_{n+1} - \tilde{E}_n\|_{a, t_0} \\
&\leq 4e^{12}\|\bar{U}_{n+1} - \tilde{U}_n\|_{a, t_0} + \frac{44a_2}{a^2 - (24a_2 + 3)}\|E_n - E_{n-1}\|_{a, t_0} \\
&\leq 4e^{12}\frac{44a_2}{a^2 - (24a_2 + 3)}\|E_n - E_{n-1}\|_{a, t_0} + \frac{44a_2}{a^2 - (24a_2 + 3)}\|E_n - E_{n-1}\|_{a, t_0} \\
&\leq \frac{1}{2}\|E_n - E_{n-1}\|_{a, t_0}.
\end{align*}

Indeed, by assumption of Theorem 1.8, we have $a^2 \geq (112a_2 + 3)(4e^{12} + 1)$, therefore
\begin{align*}
(4e^{12} + 1) \frac{44a_2}{a^2 - (24a_2 + 3)} &\leq (4e^{12} + 1) \frac{44a_2}{a^2 - (24a_2 + 3)(4e^{12} + 1)} \\
&\leq (4e^{12} + 1) \frac{112a_2 + 3)(4e^{12} + 1) - (24a_2 + 3)(4e^{12} + 1)}{44a_2} \\
&= (4e^{12} + 1) \frac{88a_2(4e^{12} + 1)}{88a_2} = \frac{1}{2}.
\end{align*}
With inequalities (3.8) and (3.19), we can now prove (3.6),
\[ \| E_{n+1} - E_n \|_{a,t_0} \leq \frac{1}{2^n} \| E_1 - E_0 \|_{a,t_0} = \frac{1}{2^n} \| E_1 \|_{a,t_0} \leq \frac{1}{2^n} 8a_1. \]

To show (3.4) we use
\[ \| E_{n+1} \|_{a,t_0} \leq \| E_{n+1} - E_n \|_{a,t_0} + \| E_n \|_{a,t_0} \leq \frac{1}{2^n} 8a_1 + \| E_n - E_{n-1} \|_{a,t_0} + \| E_{n-1} \|_{a,t_0} \]
\[ \leq \frac{1}{2^n} 8a_1 + \frac{1}{2^{n-1}} 8a_1 + \| E_{n-1} - E_{n-2} \|_{a,t_0} + \| E_{n-2} \|_{a,t_0} \leq \sum_{i=1}^{n} \frac{1}{2^i} 8a_1 + \| E_1 \|_{a,t_0}. \]

Therefore, with (3.8), we get the desired bound
\[ \| E_{n+1} \|_{a,t_0} \leq \sum_{i=1}^{n} \frac{1}{2^i} 8a_1 + 8a_1 \leq 16a_1. \]

### 3.3 Convergence of the iterative scheme

By (3.9), the sequence \( E_n \) converges to a bounded and Lipschitz function \( E \), i.e.
\[ \| E \|_{a,t_0} \leq 16a_1 \quad \text{and} \quad |E(t,x) - E(t,x')| \leq (2a_2 + 3)|x - x'|. \]

Therefore, we have existence and uniqueness of a solution \( f \) given by
\[ f(t,x,v) = f^*(\phi_t^{-1}(x,v)). \]

Moreover, with the same reasoning as in (3.11), the asymptotic condition (1.2) is satisfied. And the solution \( f \) becomes homogeneous. Indeed, for every test functions \( \phi \in C^0_c(\Omega) \) we have
\[ \int_{\Omega} \varphi(x,v) f(t,x,v) \, dx \, dv = \int_{\Omega} \varphi(x,v) (f(t,x,v) - f^*(x - vt,v)) \, dx \, dv + \int_{\Omega} \varphi(x,v) f^*(x - vt,v) \, dx \, dv. \]

The first term vanishes when \( t \) goes to infinity thanks to (1.2). The second term converges weakly to \( h(v) = \int_{\Omega} f^*(x,v) \, dx \), because \( f^*(x - vt,v) \) is a solution of the free transport (see e.g. [13, Theorem 2.1]).

### 4 Instability result for a class of stationary solutions

In this section we show that a certain class of stationary solutions are unstable in a weak topology.

**Proposition 4.1.** Let \( \mu(v) \) be a stationary solution of the system (1.1) such that for some constants \( a \) and \( a_2 \) with \( a^2 \geq (112a_2 + 3)(4e^{12} + 1) \), we have

i) \( \mu \) is analytic, i.e.
\[ |\hat{\mu}(\eta)| \leq \frac{e^{-12}}{4} e^{-a|\eta|}. \] (4.1)

ii) \( \mu \) decays fast enough at infinity, i.e.
\[ |\mu(v)| \leq \frac{a_2}{2(1 + v^4)}. \] (4.2)

iii) \( \mu(v) \geq 0 \).

Then \( \mu(v) \) is an unstable stationary solution in the weak topology.
Proof. Let us define the asymptotic profile \( f^*(x, v) = \mu(v)(1 + \cos(2\pi x)) \). Clearly, \( f^* \geq 0 \) and

\[
\hat{f}^*(k, \eta) = \int_T \int_{\mathbb{R}} f^*(x, v) e^{-2\pi ikx} e^{-i\eta v} \, dx \, dv = \int_T (1 + \cos(2\pi x)) e^{-2\pi ikx} dx \int_{\mathbb{R}} \mu(v) e^{-i\eta v} \, dv
\]

\[
= \delta_{k=0} + \frac{1}{2} (\delta_{k=-1} + \delta_{k=1}) \hat{\mu}(\eta).
\]

Therefore, by (4.1), \( \hat{f}^*(k, \eta) \) satisfies assumption (1.4). Moreover, by (4.2), \( f^* \) satisfies

\[
|f^*(x, v)| \leq (1 + 1) |\mu(v)| \leq \frac{a_2}{1 + v^4}.
\]

Hence, \( f^* \) fulfills all the assumptions of Theorem 1.8. It follows, by Theorem 1.8, the existence of a solution \( f = f(t, x, v) \) of the system (1.1) such that the asymptotic condition (1.2) is satisfied. Moreover, \( f \) converges weakly to \( \mu(v) \). Indeed, by a direct computation, we obtain

\[
\int_T f^*(x, v) \, dx = \int_T \mu(v) (1 + \cos(2\pi x)) \, dx = \mu(v),
\]

where we used \( \int_T \cos(2\pi x) \, dx = 0 \).

We can therefore construct an initial condition for \( f \) as close as we want to \( \mu(-v) \) in the weak topology. Then, by the time reversibility of the system (1.1), we can invert time and velocity. Hence, the solution \( f = f(-t, x, -v) \) will not stay close to \( \mu(-v) \) after a certain time in the weak topology.
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