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A B S T R A C T

Fast and accurate modelling of flood inundation has gained increasing attention in recent years. One approach gaining popularity recently is the development of emulation models using data driven methods, such as artificial neural networks. These emulation models are often developed to model flood depth for each grid cell in the modelling domain in order to maintain accurate spatial representation of the flood inundation surface. This leads to redundancy in modelling, as well as difficulties in achieving good model performance across floodplains where there are limited data available. In this paper, a spatial reduction and reconstruction (SRR) method is developed to (1) identify representative locations within the model domain where water levels can be used to represent flood inundation surface using deep learning models; and (2) reconstruct the flood inundation surface based on water levels simulated at these representative locations. The SRR method is part of the SRR-Deep-Learning framework for flood inundation modelling and therefore, it needs to be used together with data driven models. The SRR method is programmed using the Python programming language and is freely available from https://github.com/yuerongz/SRR-method.

- The SRR method identifies locations which are representative of flood inundation behavior in surrounding areas.
- The representative locations selected following the SRR method have sufficient flood data for developing emulation models.
- Flood inundation surfaces can be reconstructed using the SRR method with a detection rate of above 99%.
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Method details

**SRR Method**

Flood studies are of increasing focus in recent years due to the risk of potential economic and life losses, covering research topics such as global flood hazard simulation [1,5,15,16,23,26] and local ensemble flood forecasting [11–13,27]. Flood inundation models are one of the important tools that are widely applied for the assessment of flood risks. Many fast flood inundation models have been developed [3,4,6,8, 17,21,25,29,30] as the high computational burden of traditional two-dimensional (2D) hydrodynamic models limits their use in large scale or real-time flood modelling applications. Most of the fast models are developed based on a volume-filling strategy to distribute flood water across the modelling domain and assume constant water level in each region/cluster. Thus, they are not well suited to modelling the temporal dynamics of floods. Several studies [7,10,18,28] have found that artificial neural networks (ANNs), including modern deep learning (DL) models, are good at capturing the temporal evolution of floods in simulations, but are still inefficient in representing spatial extent of flood surfaces [31].

This article introduces the spatial reduction and reconstruction (SRR) method developed as part of the spatial reduction and reconstruction - deep learning (SRR-DL) framework for flood inundation modelling introduced in the *Environmental Modelling & Software* paper related to this article by Zhou et al. [31]. The SRR method consists of two major modules: SRR-RL and SRR-Reco. The SRR-RL module is used to identify representative locations (RLs) where water level information can be used to accurately represent flood inundation across the entire model domain. The SRR-Reco module is a flood inundation mapping tool which constructs the flood surface across the modelling domain based on water level information at RLs. The RL water level information needs to be simulated using data driven models such as deep learning (DL) models. Both modules use a function called SRR-Search, which searches for the local thalwegs (drainage paths) from a given starting location. An overview of the SRR method is presented in Fig. 1.

Auxiliary data required in the SRR method include digital elevation models (DEM) and the maximum inundation extent in the modelling domain. The maximum inundation extent can be generated using a two-dimensional (2D) hydrodynamic model or approximated by applying a very high water level over the DEM. The DEM is used to provide the basic topology for searching, and the maximum inundation extent is used to determine the starting locations for the thalwegs using the SRR-Search function. A simple resampling method is used to select starting locations from the maximum inundation extent. The SRR method is validated using a real-world river system - the Burnett River downstream of the Paradise Dam in Queensland, Australia.

1. **SRR-Search function**

The SRR-Search function is designed to search for the thalweg (drainage path) from each given starting point. Although there are several existing stream channel network extraction methods
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available [9,14,20,22,24], these methods delineate the entire stream channel network in a given region, instead of identifying drainage path from a given starting point, which is required for the SRR method. In addition, these stream channel network extraction methods often do not have associated program tools that are freely available online. Therefore, the SRR-Search function is developed as part of the SRR method.

The starting locations for the SRR-Search function are determined from the maximum inundation extent. Each grid cell in the provided inundation extent are first classified into dry (0) or wet (1). Then, the values for each grid cell in the eight surrounding grid cells are summed up and saved in the assessing cell ($N_{wet}$). An example of the assessment of one grid cell is shown in Fig. 2. This process results in a new raster with $N_{wet}$ values. By finding grid cells with $N_{wet}$ smaller than four ($N_{wet} < 4$), the coordinates of the center of these cells are the starting locations which are used by SRR-Searching function.

The SRR-Search function takes the DEM and the identified starting locations where the searches start as inputs, then the thalwegs are delineated by searching for elevation drops. The search terminates in the termination zones; these are either the main river channel or the lower boundary of the model domain. Special termination values need to be used to mark the grid cells of termination

---

**Fig. 1.** Overview of the SRR method.
zones in the DEM. The outputs of the function are lines in *ESRI Shapefile* format, starting from the given starting locations to end points located along the edges of the termination zones.

The computational algorithm of the SRR-Search function consists of three components: thalweg search, error handling and thalwegs selection. The thalweg search algorithm searches for thalwegs from given starting locations. Since the thalwegs found by the thalweg search algorithm can have issues such as early termination and having ‘thalweg knots’ (see section on error handling below), the error handling algorithm is developed to correct these thalwegs. After error handling, the thalwegs are similar to the stream channel networks in the targeted area but are all connected to the given starting locations. Finally, a thalwegs selection algorithm is used to reduce the total number of thalwegs and make sure only the most representative thalwegs are selected. The pseudocode for the SRR-Search function is presented in Fig. 3. The three components of the SRR-search function are presented below.

1.1 Thalweg search

The pseudocode for the thalweg search algorithm is presented in Fig. 4. The manner in which the algorithm works to find the thalwegs is illustrated in Fig. 5. The search algorithm first takes the coordinates of a given starting location and extracts the elevation information from the 9-by-9 grid cell area surrounding this starting location from the DEM. This 9-by-9 DEM block is then turned into a 3-by-3 block using the minimum resampling function. After that, the zonal minimum direction is defined by taking the direction from the center cell to the cell with the minimum value in the 3-by-3 block, as illustrated in step 4 of Fig. 5. Following the zonal minimum direction, three neighboring grid cells next to the starting location are selected. The selection of the three cells based on the zonal minimum direction follows the rule described in Fig. 6. The elevations in these three cells are then extracted from the DEM. The grid cell with the minimum elevation is the next point in the
ththalweg. By marking the current starting cell as ‘searched’ and taking the new point as the next starting location, the above process is repeated until meeting one of the following three stopping criteria: (1) all surrounding grid cells have been searched, (2) there exist at least one surrounding grid cell belonging to one of the termination zones, and (3) there exist at least one surrounding grid cell reaching the boundary of the model domain.

After the above process is applied to all the starting locations, the resulting collection of thalwegs are saved and passed on to the error handling algorithm.

1.2 Error handling

A collection of thalwegs is obtained for all given starting locations using the thalweg search algorithm. However, these thalwegs have two issues, which are illustrated in Fig. 7. The first issue is that some of the thalwegs are terminated due to the first stopping criterion mentioned above, and therefore these thalwegs do not end in any termination zones or at the model domain boundary as shown in Fig. 7(a). These thalwegs need to be corrected so they lead to a termination zone or the model boundary. The second issue is that although some thalwegs terminate in termination zones, there are ‘thalweg knots’ where the thalweg meets itself when the search passes through elevation depressions or flat areas in the model domain, as shown in Fig. 7(d). These thalwegs also need to be corrected.

To solve the two issues with the thalwegs, the error handling algorithm is used. There are two solutions for issue 1 as shown in Fig. 7: (1) if there exists another thalweg which passes at least one point in the current thalweg, the current thalweg is connected to the segment of the other thalweg at the shared point; (2) if the condition mentioned in the first solution is not met, the thalweg search algorithm is used again and the re-starting location is set to be the point in the current thalweg which has the lowest elevation, so a new segment of the thalweg can be identified. For issue 2, the ‘thalweg knot’ is replaced by a segment of corrected thalweg. The corrected thalweg is a shortcut through the points in the current thalweg. Starting from the most downstream point of the ‘thalweg knot’, each point is connected to the most upstream point which appears in the eight surrounding grid cells of the current point. All the points between these two points are deleted from the current thalweg. All identified thalwegs are checked and corrected repeatedly until there are no issues in all thalwegs. The pseudocode for the error handling algorithm is presented in Fig. 8.

1.3 Thalwegs selection

The thalweg selection algorithm is used to finally select the most representative thalwegs out of the corrected thalwegs. The pseudocode for this algorithm is presented in Fig. 9. First, the thalwegs that consist of less than 20 points are eliminated. These thalwegs do not play a significant role in representing the flood inundation because they are too short. Then, thalwegs ending outside of the main river channel are also deleted as they are not considered in the SRR method. The remaining thalwegs are grouped based on their end points. To identify the representative thalwegs from each group, a parameter named SRR thalwegs group selection ratio ($R_{SRR-thalweg}$) is used. The default
Fig. 5. Thalweg search algorithm graphic example.
Fig. 6. Selections of the three cells based on different zonal minimum directions.

selection ratio is 1/200. This ratio determines the total number of representative thalwegs to be selected for each group, as shown in Eq. (1).

\[ N_{\text{thal}} = 1 + \text{ceiling}(R_{\text{SRR-thalweg}} \times (N_{\text{thal-all}} - 1)) \]  

where, \( N_{\text{thal}} \) is the number of representative thalwegs in the current group, \( N_{\text{thal-all}} \) is the total number of thalwegs in the group, \( \text{ceiling()} \) is a function that takes the smallest integral value that is greater than or equal to the number provided.

In each group of thalwegs, the longest thalweg is first selected. Then, starting from the first and last points of the longest thalweg, the DUPLEX method developed by Kennard and Stone [19] is used to select among the starting points of the remaining thalwegs. Then, the thalwegs, the starting points of which are selected using the DUPLEX method, are identified as representative thalwegs in the group, which are saved as lines in ESRI Shapefile format called SRR thalwegs.

1.4 Applying SRR-Search function to define mainstream centroid line

Apart from identifying SRR thalwegs, the SRR-Search function is also used to define the mainstream centroid line. The starting point of the river centroid line needs to be manually selected and used as an input to the function. Usually, the location can be selected from the upstream inflow boundary of the model. The DEM of the model domain can be aggregated to a higher resolution to make the output line smoother. The aggregation rate is decided according a trial-and-error process to delineate a desirable river channel centroid line.

2. SRR-RL module

The SRR-RL module is designed to find the key locations in the model domain where the water levels will be modelled, referred to as the representative locations (RLs) in this paper. The RLs are
Fig. 7. Examples of the two issues in thalwegs constructed using the thalweg search algorithm and the solutions to these issues.
selected within the river channel where there are sufficient data with which to develop data-driven models. The total number of RLs is significantly smaller than the total number of grid cells in the model domain. Therefore, the number of models needed to model the flood inundation for the entire model domain is significantly reduced. This will not only increase model development efficiency, but also simplify the applications of data-driven emulation model to flood inundation modelling.

The pseudocode of the SRR-RL module is presented in Fig. 10. Two types of RLs are selected. The first type is RLs-CL, which are RLs selected along the centroid line of the main river channel at regular intervals. The interval between the points is one of the parameters in the SRR-RL module. This parameter is determined based on the length of sub-reaches of the river channel. Since these sub-reaches are assumed to be straight, the more meandering a river is, the more RLs-CL will be identified.

The second type of RLs is RLs-Side, which are selected on both sides of the main river channel where flood water exits the river and eventually flows to floodplains. These locations are identified using the SRR-Search function. First, the last points of SRR thalwegs are extracted to form the group of thalweg-RLs. Then, the RLs-Side selection is performed among thalweg-RLs using the DUPLEX method developed by Kennard and Stone [19] with a selection ratio. The total number of RLs-Side should be around twice the number of RLs-CL to have a similar density of RLs selected on both sides of the river channel. At last, RLs-CL and RLs-Side are combined and saved as an output of the SRR-RL module.
**Inputs:**  DEM file, water levels at RLs, RLs coordinates, SRR thalwegs, lower boundary water level (if available)

1. Categorize selected SRR thalwegs into:
   a) Thalwegs connected to existing RLs
   b) Thalwegs not connected to any RLs
2. Assign water levels to all points along SRR thalwegs in category (a)
3. Apply 2D linear interpolation to get water levels at the end points of SRR thalwegs in category (b) with
   i. Water levels at RLs
   ii. Water levels along SRR thalwegs of category (a)
   iii. Water level at the lower boundary (at the current time, if provided)
4. Apply 2D linear interpolation to get water levels in the model domain with
   i. Water levels obtained from step 3
   ii. Water levels at RLs
   iii. Water levels along SRR thalwegs in category (a)
   iv. Water level at the downstream boundary (at the current time, if provided)
5. Compare reconstructed flood surface with DEM, and remove areas where water levels being lower than elevations

**Outputs:**  Flood inundation surface

---

*Fig. 11.* Pseudocode of SRR-Reco module.
3. SRR-Reco module

The SRR-Reco module, representing SRR Reconstruction module, is developed to reconstruct the flood inundation water surface from water levels at RLs (e.g. simulated using data-driven models). The pseudocode of the SRR-Reco module is presented in Fig. 11. First, the SRR thalwegs constructed by SRR-Search function are categorized into (a) thalwegs connected to RLs, and (b) thalwegs not connected to any RLs. Then, for thalwegs in category (a), the water levels at locations of all the points along the thalweg are set to be the same as the water level modelled at their RLs. For thalwegs in category (b), the end point of each thalweg is retrieved and the water levels at these points are interpolated using a 2D linear interpolation method [2] based on the water levels at (1) RLs, (2) locations along thalwegs of category (a), and (3) the lower boundary of the modelling domain. In the next step, the water levels obtained from the last step are included in the 2D linear interpolation together with the water levels at the three types of locations mentioned above, to obtain the flood water surface for the entire model domain. The water surface is then compared with the DEM so areas where the water level is lower than the elevation are eliminated. At last, the adjusted water surface is saved as an output from the SRR-Reco module in geo-tiff format. The resolution of the reconstructed flood inundation surfaces is determined by the resolution of the DEM used.

Method validation

The SRR method is validated within the SRR-DL framework for flood inundation modelling in the *Environmental Modelling & Software* paper related to this article. In that work, this Python program of the SRR method is used to parameterize the flood inundation in a real-world river system – the Burnett River reach downstream of the Paradise Dam in Queensland, Australia. Overall, the SRR method is proven to be an efficient tool in the SRR-DL framework for rapid flood inundation modelling. Some limitations of this method include reduced accuracy in locations (1) that are away from the selected RLs and (2) where overbank flood water can create ‘dead storages’ during the flood receding period. For detailed discussion on the performance of the method as part of the SRR-DL framework, please refer to the related study by Zhou et al. [31].
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