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Abstract—Inspired by the feedforward multilayer perceptron (FF-MLP), decision tree (DT) and extreme learning machine (ELM), a new classification model, called the subspace learning machine (SLM), is proposed in this work. SLM first identifies a discriminant subspace, \( S^0 \), by examining the discriminant power of each input feature. Then, it uses probabilistic projections of features in \( S^0 \) to yield \( 1 \)D subspaces and finds the optimal partition for each of them. This is equivalent to partitioning \( S^0 \) with hyperplanes. A criterion is developed to choose the best \( q \) partitions that yield \( 2q \) partitioned subspaces among them. We assign \( S^0 \) to the root node of a decision tree and the intersections of \( 2q \) subspaces to its child nodes of depth one. The partitioning process is recursively applied at each child node to build an SLM tree. When the samples at a child node are sufficiently pure, the partitioning process stops and each leaf node makes a prediction. The idea can be generalized to regression, leading to the subspace learning regressor (SLR). Furthermore, ensembles of SLM/SLR trees can yield a stronger predictor. Extensive experiments are conducted for performance benchmarking among SLM/SLR trees, ensembles and classical classifiers/regressors.
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I. INTRODUCTION

Feature-based classification models have been well studied for many decades. Feature extraction and classification are treated as two separate modules in the classical setting. Attention has been shifted to deep learning (DL) in recent years. Feature learning and classification are handled jointly in DL models. Although the best performance of classification tasks is broadly achieved by DL through back propagation (BP), DL models suffer from lack of interpretability, high computational cost and high model complexity. Under the classical learning paradigm, we propose new high-performance classification and regression models with features as the input in this work.

Examples of classical classifiers/regressors include support vector machine (SVM) \([1]\), decision tree (DT) \([2]\), multilayer perceptron (MLP) \([3]\), feedforward multilayer perceptron (FF-MLP) \([4]\) and extreme learning machine (ELM) \([5]\). SVM, DT and FF-MLP share one common idea, i.e., feature space partitioning. Yet, they achieve this objective by different means. SVM partitions the space by leveraging kernel functions and support vectors. DT partitions one space into two subspaces by selecting the most discriminant feature one at a time recursively. DT tends to overfit the training data when the tree depth is high. To avoid it, one can build multiple DTs, each of which is a weak classifier, and their ensemble yields a strong one, e.g., the random forest (RF) classifier \([6]\). Built upon linear discriminant analysis, FF-MLP uses the Gaussian mixture model (GMM) to capture feature distributions of multiple classes and adopts neuron pairs with weights of opposite signed vectors to represent partitioning hyperplanes.

The complexity of SVM and FF-MLP depends on the sample distribution in the feature space. It is a nontrivial task to determine suitable partitions when the feature dimension is high and/or the sample distribution is complicated. These challenges could limit the effectiveness and efficiency of SVM and FF-MLP. Selecting a partition in DTs is easier since it is conducted on a single feature. Yet, the simplicity is paid by a price. That is, the discriminant power of an individual feature is weak, and a DT results in a weak classifier. As proposed in ELM \([5]\), another idea of subspace partitioning is to randomly project a high-dimensional space to a 1D space and find the optimal split point in the associated 1D space. Although ELM works theoretically, it is not efficient in practice if the feature dimension is high. It takes a large number of trials and errors in finding good projections. A better strategy is needed.

By analyzing pros and cons of SVM, FF-MLP, DT and ELM, we attempt to find a balance between simplicity and effectiveness and propose a new classification-oriented machine learning model in this work. Since it partitions an input feature space into multiple discriminant subspaces in a hierarchical manner, it is named the subspace learning machine (SLM). Its basic idea is sketched below. Let \( X \) be the input feature space. First, SLM identifies subspace \( S^0 \) from \( X \). If the dimension of \( X \) is low, we set \( S^0 = X \). If the dimension of \( X \) is high, we remove less discriminant features from \( X \) so that the dimension of \( S^0 \) is lower than that of \( X \).

Next, SLM uses probabilistic projections of features in \( S^0 \) to yield \( p \) \( 1 \)D subspaces and find the optimal partition for each of them. This is equivalent to partitioning \( S^0 \) with \( 2p \) hyperplanes. A criterion is developed to choose the best \( q \) partitions that yield \( 2q \) partitioned subspaces among them. We assign \( S^0 \) to the root node of a decision tree and the intersections of \( 2q \) subspaces to its child nodes of depth one. The partitioning process is recursively applied at each child node to build an SLM tree until stopping criteria are met, then each leaf node makes a prediction. Generally, an SLM tree is wider and shallower than a DT. The prediction capability of an SLM tree is stronger than that of a single DT since it allows multiple decisions at a decision node.
Its performance can be further improved by ensembles of multiple SLM trees obtained by bagging and boosting. The idea can be generalized to regression, leading to the subspace learning regressor (SLR). Extensive experiments are conducted for performance benchmarking among individual SLM/SLR trees, multi-tree ensembles and several classical classifiers and regressors. They show that SLM and SLR offer light-weight high-performance classifiers and regressors, respectively.

The rest of this paper is organized as follows. The SLM model is introduced in Sec. II. The ensemble design is proposed in Sec. III. Performance evaluation and benchmarking of SLM and popular classifiers are given in Sec. IV. The generalization to SLR is discussed in Sec. V. The relationship between SLM/SLR and other machine learning methods such as classification and regression tree (CART), MLP, ELM, RF and Gradient Boosting Decision Tree (GBDT) [7] is described in Sec. VI. Finally, concluding remarks are given in Sec. VII.

II. SUBSPACE LEARNING MACHINE (SLM)

A. Motivation

Consider an input feature space, \( X \), containing \( L \) samples, where each sample has a \( D \)-dimensional feature vectors. A sample is denoted by

\[
x_l = (x_{l,1}, \cdots x_{l,d}, \cdots, x_{l,D})^T \in \mathbb{R}^D, \quad \text{(1)}
\]

where \( l = 1, \cdots, L \). We use \( F_d \) to represent the \( d \)-th feature set of \( x_l \), i.e.,

\[
F_d = \{ x_{l,d} \mid 1 \leq l \leq L \}. \quad \text{(2)}
\]

For a multi-class classification problem with \( K \) classes, each training feature vector has an associated class label in form of one-hot vector

\[
y_l = (y_{l,1}, \cdots, y_{l,k}, \cdots, y_{l,K})^T \in \mathbb{R}^K, \quad \text{(3)}
\]

where

\[
y_{l,k} = 1 \quad \text{and} \quad y_{l,k'} = 0, k' \neq k, \quad \text{(4)}
\]

if the \( l \)-th sample belongs to class \( k \), where \( 1 \leq k, k' \leq K \). Our goal is to partition the feature space, \( \mathbb{R}^D \), into multiple subspaces hierarchically so that samples at leaf nodes are as pure as possible. It means that the majority of samples at a node is from the same class. Then, we can assign all samples in the leaf node to the majority class. This process is adopted by a DT classifier. The root node is the whole sample space, and an intermediate or leaf node corresponds to a partitioned subspace. We use \( S^0 \) to represent the sample space at the root node and \( S^m, m = 1, \cdots, M \), to denote subspaces of child nodes of depth \( m \) in the tree.

The efficiency of traditional DT methods could be potentially improved by two ideas. They are elaborated below.

1) Partitioning in flexibly chosen 1D subspace:

We may consider a general projected 1D subspace defined by

\[
F_a = \{ f(a) \mid f(a) = a^T x \}, \quad \text{(5)}
\]

where

\[
a = (a_1, \cdots, a_d, \cdots, a_D)^T, \quad ||a|| = 1, \quad \text{(6)}
\]

The DT is a special case of Eq. (5), where \( a \) is set to the \( d \)-th basis vector, \( e_d, 1 \leq d \leq D \). On one hand, this choice simplifies computational complexity, which is particularly attractive if \( D \gg 1 \). On the other hand, if there is no discriminant feature \( F_d \), the decision tree will not be effective. It is desired to find a discriminant direction, \( a \), so that the subspace, \( F_a \), has a more discriminant power at a low computational cost.

2) N-ary split at one node:

One parent node in DT is split into two child nodes. We may allow an n-ary split at the parent. One example is shown in Fig. 1(a) and (b), where space \( S^0 \) is split into four disjoint subspaces. Generally, the n-ary split gives wider and shallower decision trees so that overfitting can be avoided more easily.

The SLM method is motivated by these two ideas. Although the high-level ideas are straightforward, their effective implementations are nontrivial. They will be detailed in the next subsection.

B. Methodology

Subspace partitioning in a high-dimensional space plays a fundamental role in the design of powerful machine learning classifiers. Generally, we can categorize the partitioning strategies into two types: 1) search for an optimal split point in a projected 1D space (e.g., DT) and 2) search for an optimal splitting hyperplane in a high-dimensional space (e.g., SVM...
and FF-MLP). Mathematically, both of them can be expressed in form of

\[ a^T x - b = 0, \]

where \(-b\) is called the bias and

\[ a = (a_1, \cdots, a_d, \cdots, a_D)^T, \quad ||a|| = 1, \]

is a unit normal vector that points to the surface normal direction. It is called the projection vector. Then, the full space, \(S\), is split into two half subspaces:

\[ S_+ : a^T x \geq b, \quad S_- : a^T x < b. \]

The challenge lies in finding good projection vector \(a\) so that samples of different classes are better separated. It is related to the distribution of samples of different classes. For the first type of classifiers, they pre-select a set of candidate projection vectors, try them out one by one, and select the best one based on a certain criterion. For the second type of classifiers, they use some criteria to choose good projection vectors. For example, SVM first identifies support vectors and then finds the hyperplane that yields the largest separation (or margin) between two classes. The complexity of the first type is significantly lower than that of the second type.

In SLM, we attempt to find a mid-ground of the two. That is, we generate a new 1D space as given by

\[ F_a = \{ f(a) \mid f(a) = a^T x \}, \]

where \(a\) is a vector on the unit hypersphere in \(\mathbb{R}^D\) as defined in Eq. \([8]\). By following the first type of classifier, we would like to identify a set of candidate projection vectors. Yet, their selection is done in a probabilistic manner. Generally, it is not effective to draw \(a\) on the unit hypersphere uniformly. The criterion of effective projection vectors and their probabilistic selection will be presented in Secs. II-B1-II-B3. Without loss of generality, we primarily focus on the projection vector selection at the root node in the following discussion. The same idea can be easily generalized to child nodes.

1) Selection Criterion: We use the discriminant feature test (DFT) \([8]\) to evaluate the discriminant quality of the projected 1D subspace as given in Eq. \([10]\). It is summarized below.

For a given projection vector, \(a\), we find the minimum and the maximum of projected values \(f(a) = a^T x\), which are denoted by \(f_{\text{min}}\) and \(f_{\text{max}}\), respectively. We partition interval \([f_{\text{min}}, f_{\text{max}}]\) into \(B\) bins uniformly and use bin boundaries as candidate thresholds. One threshold, \(t_b\), \(b = 1, \cdots, B - 1\), partitions interval \([f_{\text{min}}, f_{\text{max}}]\) into two subintervals that define two sets:

\[ F_{a,t_b,+} = \{ f(a) \mid a^T x \geq t_b \}, \]
\[ F_{a,t_b,-} = \{ f(a) \mid a^T x < t_b \}. \]

The bin number, \(B\), is typically set to 16 \([8]\).

The quality of a split can be evaluated with the weighted sum of loss functions defined on the left and right subintervals:

\[ \mathcal{L}_{a,t_b} = \frac{N_+}{N_+ + N_-} \mathcal{L}_{a,t_b,+} + \frac{N_-}{N_+ + N_-} \mathcal{L}_{a,t_b,-}, \]

where \(N_+ = |F_{a,t_b,+}|\) and \(N_- = |F_{a,t_b,-}|\) are sample numbers in the left and right subintervals, respectively. One convenient choice of the cost function is the entropy value as defined by

\[ \mathcal{L} = -\sum_{c=1}^{C} p_c \log(p_c), \]

where \(p_c\) is the probability of samples in a certain set belonging to class \(c\) and \(C\) is the total number of classes. In practice, the probability is estimated using the histogram. Finally, the discriminant power of a certain projection vector is defined as the minimum cost function across all threshold values:

\[ \mathcal{L}_{a,\text{opt}} = \min_{t_b} \mathcal{L}_{a,t_b}. \]

We search for projection vectors, \(a\) that provide small cost values as give by Eq. \([15]\). The smaller, the better.

2) Probabilistic Selection: We adopt a probabilistic mechanism to select one or multiple good projection vectors. To begin with, we express the project vector as

\[ a = a_1 e_1 + \cdots, a_d e_d + \cdots + a_D e_D, \]

where \(e_d, d = 1, \cdots, D\), is the basis vector. We evaluate the discriminant power of \(e_d\) by setting \(a = e_d\) and following the procedure in Sec. II-B1. Our probabilistic selection scheme is built upon one observation. The discriminability of \(e_d\) plays an important role in choosing a more discriminant \(a\). Thus, we rank \(e_d\) according to their discriminant power measured by the cost function in Eq. \([15]\). The newly ordered basis is denoted by \(e_d’, d = 1, \cdots, D\), which satisfies the following:

\[ \mathcal{L}_{e_d’,\text{opt}} \leq \mathcal{L}_{e_d’,\text{opt}} \leq \cdots \leq \mathcal{L}_{e_d’,\text{opt}}. \]

We can rewrite Eq. \([16]\) as

\[ a = a_1’ e_1’ + \cdots, a_d’ e_d’ + \cdots + a_D’ e_D’. \]

We use three hyper-parameters to control the probabilistic selection procedure.

- \(P_d\): the probability of selecting coefficient \(a_d’\)
  Usually, \(P_d\) is higher for smaller \(d\). In the implementation, we adopt the exponential density function in form of
  \[ P_d = \beta_0 \exp(-\beta d), \]
  where \(\beta > 0\) is a parameter and \(\beta_0\) is the corresponding normalization factor.

- \(A_d\): the dynamic range of coefficient \(a_d’\)
  To save the computation, we limit the values of \(a_d’\) and consider integer values within the dynamic range; namely,
  \[ a_d’ = 0, \pm 1, \pm 2, \cdots, \pm |A_d|, \]
  where \(A_d\) is also known as the envelop parameter. Again, we adopt the exponential density function
  \[ A_d = \alpha_0 \exp(-\alpha d), \]
  where \(\alpha > 0\) is a parameter and \(\alpha_0\) is the corresponding normalization factor in the implementation. When the search space in Eq. \([20]\) is relatively small with chosen hyperparameters, we exhaustively test all the values. Otherwise, we select a partial set of the orientation
vector coefficients probabilistically under the uniform distribution.

- \( R \): the number of selected coefficients, \( a'_d \), in Eq. (18)

If \( D \) is large, we only select a subset of \( R \) coefficients, where \( R << D \) to save computation. The dynamic ranges of the remaining \((D - R)\) coefficients are all set to zero. By fixing parameters \( \beta \), \( \alpha \) and \( R \) in one round of \( a \) generation, the total search space of \( a \) to be tested by DFT lies between

\[
U.B. = \prod_{d=1}^{R} (2A_d + 1), \quad L.B. = \prod_{d=D+1-R}^{D} (2A_d + 1),
\]

where U.B and L.B mean upper and lower bounds, respectively. To increase the diversity of \( a \) furthermore, we may use multiple rounds in the generation process with different \( \beta \), \( \alpha \) and \( R \) parameters.

We use Fig. 2 as an example to illustrate the probabilistic selection process. Suppose input feature dimension \( D = 10 \) and \( R \) is selected as 5, we may apply \( \alpha_0 \) as 10 and \( \alpha \) as 0.5 for bounding the dynamic range of the \( a'_d \) selections. During the probabilistic selection, the \( R = 5 \) coefficients are selected with the candidate integers for the corresponding \( a'_d \) marked as black dots, the unselected \( D - R \) coefficients are marked as gray and the actual coefficients are set to zero. The coefficients of the orientation vector \( a \) are uniformly selected among the candidate integers marked as black dots in Fig. 2.

3) Selection of Multiple Projection Vectors: Based on the search given in Sec. II-B2, we often find multiple effective projection vectors

\[
\tilde{a}_j, j = 1, \cdots, J,
\]

which yield discriminant 1D subspaces. It is desired to leverage them as much as possible. However, many of them are highly correlated in the sense that their cosine similarity measure is close to unity, i.e.,

\[
\tilde{a}_j^T \tilde{a}_{j'} \approx 1.
\]

As a result, the correspondidg two hyperplanes have a small angle between them. To avoid this, we propose an iterative procedure to select multiple projection vectors. To begin with, we choose the projection vector in Eq. (23) that has the smallest cost as the first one. Next, we choose the second one from Eq. (23) that minimizes its absolute cosine similarity value with the first one. We can repeat the same process by minimizing the maximum cosine similarities with the first two, etc. The iterative mini-max optimization process can be terminated by a pre-defined threshold value, \( \theta_{\text{minmax}} \).

4) SLM Tree Construction: We illustrate the SLM tree construction process in Fig. 3. It contains the following steps.

1) Check the discriminant power of \( D \) input dimensions and find discriminant input subspace \( S^0 \) with \( D_0 \) dimensions among \( D \).
2) Generate \( p \) projection vectors that project the selected input subspace to \( p \) 1D subspaces. The projected space is denoted by \( S \).
3) Select the best \( q \) 1D spaces from \( p \) candidate subspaces based on discriminability and correlation and split the node accordingly, which is denoted by \( S^1 \).

The node split process is recursively conducted to build nodes of the SLM tree. The following stopping criteria are adopted to avoid overfitting at a node.

1) The depth of the node is greater than user’s pre-selected threshold (i.e. the hyper-parameter for the maximum depth of an SLM tree).
2) The number of samples at the node is less than user’s pre-selected threshold (i.e. the hyper-parameter for the minimum sample number per node).
3) The loss at the node is less than user’s pre-selection threshold (i.e. the hyper-parameter for the minimum loss function per node).

III. SLM FOREST AND SLM BOOST

Ensemble methods are commonly used in the machine learning field to boost the performance. An ensemble model aims to obtain better performance than each constituent model alone. With DTs as the constituent weak learners, the bootstrap aggregating or bagging method, (e.g., RF) and the boosting method (e.g. GBDT) are the most popular ensemble methods. As compared to other classical machine learning methods, they often achieve better performance when applied to real
world applications. In this section, we show how to apply the ensemble idea to one single SLM tree (i.e., SLM Baseline). Inspired by RF, we present a bagging method for SLM and call it the SLM Forest. Similarly, inspired by XGBoost \[9, 10\], we propose a boosting method and name it SLM Boost. They are detailed in Secs. III-A and III-B respectively.

A. SLM Forest

For traditional DTs, RF is the most popular bagging ensemble algorithm. It consists of a set of tree predictors, where each tree is built based on the values of a random vector sampled independently and with the same distribution for all trees in the forest \[6\]. With the Strong Law of Large Numbers, the performance of RF converges as the tree number increases. As compared to the individual DTs, significant performance improvement is achieved with the combination of many weak decision trees. Motivated by RF, SLM Forest is developed by learning a series of single SLM tree models to enhance the predictive performance of each individual SLM tree. As discussed in Sec. II, SLM is a predictive model stronger than DT. Besides, the probabilistic projection provides diversity between different SLM models. Following RF, SLM Forest takes the majority vote of the individual SLM trees as the ensemble result for classification tasks, and it adopts the mean of each SLM tree prediction as the ensemble result for regression tasks.

It is proved in \[11\] that the predictive performance of RF depends on two key points: 1) the strength of individual trees, and 2) the weak dependence between them. In other words, a high performance RF model can be obtained through the combination of strong and uncorrelated individual trees. The model diversity of RF is achieved through bagging of the training data and feature randomness. For the former, RF takes advantage of the sensitivity of DTs to the data they are trained on, and allows each individual tree to randomly sample from the dataset with replacement, resulting in different trees. For the latter, each tree can select features only from a random subset of the whole input features space, which forces diversity among trees and ultimately results in lower correlation across trees for better performance.

SLM Forest achieves diversity of SLM trees more effectively through probabilistic selection as discussed in Sec. II-B2. For partitioning at a node, we allow a probabilistic selection of \(D_t\) dimensions from the \(D\) input feature dimensions by taking the discriminant ability of each feature into account. In Eq. (19), \(\beta\) is a hyper-parameter used to control the probability distribution among input features. A larger \(\beta\) value has higher preference on more discriminant features. Furthermore, the envelope vector, \(A_d\) in Eq. (21) gives a bound to each element of the orientation vector. It also attributes to the diversity of SLM trees since the search space of projection vectors are determined by hyper-parameter \(\alpha\). Being similar to the replacement idea in RF, all training samples and all feature dimensions are kept as the input at each node splitting to increase the strength of individual SLM trees.

With individual SLM trees stronger than individual DTs and novel design in decorrelating partitioning planes, SLM Forest achieves better performance and faster converge than RF. This claim is supported by experimental results in Sec. IV.

B. SLM Boost

With standard DTs as weak learners, GBDT \[7\] and XGBoost \[9, 10\] can deal with a large amount of data efficiently and achieve the state-of-the-art performance in many machine learning problems. They take the ensemble of standard DTs with boosting, i.e. by defining an objective function and optimizing it with learning a sequence of DTs. By following the gradient boosting process, we propose SLM Boost to ensemble a sequence of SLM trees.

Mathematically, we aim at learning a sequence of SLM trees, where the \(t\)th tree is denoted by \(f_t(x)\). Suppose that we have \(T\) trees at the end. Then, the prediction of the ensemble is the sum of all trees, i.e. each of the \(L\) samples is predicted as

\[
\hat{y}_t = \sum_{i=1}^{T} f_i(x_t) \quad l = 1, 2, \cdots, L.
\]

The objective function for the first \(t\) trees is defined as

\[
\Omega = \sum_{l=1}^{L} \gamma(y_l, \hat{y}_l^{(t)}),
\]

where \(\hat{y}_l^{(t)}\) is the prediction of sample \(l\) with all \(t\) trees and \(\gamma(y_l, \hat{y}_l^{(t)})\) denotes the training loss for the model with a sequence of \(t\) trees. The log loss and the mean squared error are commonly utilized for classification and regression tasks as the training loss, respectively. It is intractable to learn all trees at once. To design SLM Boost, we follow the GBDT process and use the additive strategy. That is, by fixing what has been learned with all previous trees, SLM Boost learns a new tree at each time. Without loss of generality, we initialize the model prediction as 0. Then, the learning process is

\[
\hat{y}_l^{(0)} = 0
\]

\[
\hat{y}_l^{(1)} = f_1(x_l) = \hat{y}_l^{(0)} + f_1(x_l)
\]

\[
\cdots
\]

\[
\hat{y}_l^{(t)} = \sum_{i=1}^{t} f_i(x_l) = \hat{y}_l^{(t-1)} + f_t(x_l)
\]

Then, the objective function to learn the \(t\)th tree can be written as

\[
\Psi(t) = \sum_{l=1}^{L} \gamma(y_l, \hat{y}_l^{(t-1)} + f_t(x_l)).
\]

Furthermore, we follow the XGBoost process and take the Taylor Expansion of the loss function up to the second order to approximate the loss function in general cases. Then, the objective function can be approximated as

\[
\Psi(t) \approx \sum_{l=1}^{L} (\gamma(y_l, \hat{y}_l^{(t-1)}) + g_l f_t(x_l) + \frac{1}{2} h_l f_t^2(x_l)) + C,
\]
where $g_l$ and $h_l$ are defined as

$$
g_l = \partial_y \gamma(y, \hat{y}^{(t-1)})
$$

$$
h_l = \partial^2_y \gamma(y, \hat{y}^{(t-1)})
$$

After removing all constants, the objective function for the $l$th SLM tree becomes

$$
\sum_{l=1}^{L} [g_l f_l(x_i) + \frac{1}{2} h_l f_l^2(x_i)]
$$

With individual SLM trees stronger than individual DTs, SLM Boost achieves better performance and faster convergence than XGBoost as illustrated by experimental results in Sec. IV.

IV. Performance Evaluation of SLM

Datasets. To evaluate the performance of SLM, we conduct experiments on the following nine datasets.

1) Circle-and-Ring. It contains an inner circle as one class and an outer ring as the other class as shown in Fig. 4(a) [12].

2) 2-New-Moons. It contains two interleaving new moons as shown in Fig. 4(b) [12]. Each new moon corresponds to one class.

3) 4-New-Moons. It contains four interleaving new moons as shown in Fig. 4(c) [12], where each moon is a class.

4) Iris Dataset. The Iris plants dataset [12], [13] has 3 classes, 4D features, and 150 samples.

5) Wine Dataset. The Wine recognition dataset [12], [14] has 3 classes, 13D features, and 178 samples.

6) B.C.W. Dataset. The Breast Cancer Wisconsin (B.C.W.) dataset [12], [14] has 2 classes, 30D features and 569 samples.

7) Diabetes Dataset. The Pima Indians diabetes dataset [15] is for diabetes prediction. It has 2 classes, 8D features and 768 samples. By following [4], we removed samples with the physically impossible zero value for glucose, diastolic blood pressure, triceps skin fold thickness, insulin, or BMI and used the remaining 392 samples for consistent experimental settings.

8) Ionosphere Dataset. The Ionosphere binary classification dataset [16], [14] is used to predict whether the radar return is good or bad. It has 2 classes, 34D features and 351 instances. For consistency with [4], we remove the feature dimension that has the zero variance from the data.

9) Banknote Dataset. The banknote authentication dataset [14] classifies whether a banknote is genuine or forged based on the features extracted from the wavelet transform of banknote images. It has 2 classes, 4D features and 1372 samples.

The feature dimension of the first three datasets is two while that of the last six datasets is higher than two. The first three are synthetic ones, where 500 samples per class are generated with 30% noisy samples in the decision boundary for 2-New-Moons and 20% noisy samples in the decision boundary of Circle-and-Ring and 4-New-Moons. The last six are real-world datasets. Samples in all datasets are randomly split into training and test sets with 60% and 40%, respectively.

Benchmarking Classifiers and Their Implementations. We compare the performance of 10 classifiers in Table I. They include seven traditional classifiers and three proposed SLM variants. The seven classifiers are: 1) MLP designed in a feedforward manner (denoted by FF-MLP) [3], 2) MLP trained by backpropagation (denoted by BP-MLP), 3) linear SVM (LSVM), 4) SVM with three radial basis function (SVM/RBF) kernel, and 5) Decision Tree (DT) 6) Random Forest (RF) and 7) XGBoost. The three SLM variants are: 1) SLM Baseline using only one SLM tree, 2) SLM Forest, and 3) SLM Boost.

For the two MLP models, the network architectures of FF-MLP and BP-MLP and their performance results are taken from [4]. FF-MLP has a four-layer network architecture; namely, one input layer, two hidden layers and one output layer. The neuron numbers of its input and output layers are equal to the feature dimension and the class number, respectively. The neuron numbers at each hidden layer are hyper-parameters determined adaptively by a dataset. BP-MLP has the same architecture as FF-MLP against the same dataset. Its model parameters are initialized by those of FF-MLP and trained for 50 epochs. For the two SVM models, we conduct grid search for hyper-parameter $C$ in LSVM and hyper-parameters $C$ and $\gamma$ in SVM/RBF for each of the nine datasets to yield the optimal performance. For the DT model, the weighted entropy is used as the loss function in node splitting. We do not set the maximum depth limit of a tree, the minimum sample number and the minimum loss decrease required as the stopping criteria. Instead, we allow the DT for each dataset to split until the purest nodes are reached in the training. For the ensemble of DT models (i.e., RF and XGBoost), we conduct grid search for the optimal tree depth and the learning rate of XGBoost to ensure that they reach the optimal performance for each dataset. The number of trees is set to 100 to ensure convergence. The hyper-parameters of SLM Baseline (i.e., with one SLM tree) include $D_0$, $p$, $A_int$, $\alpha$, $\beta$ and the minimum number of samples used in the stopping criterion. They are searched to achieve the performance as shown in I. The number of trees in SLM Forest is set to 20 due to the faster convergence of stronger individual SLM trees. The number of trees in SLM Boost is the same as that of XGBoost for fair comparison of learning curves.

Comparison of Classification Performance. The classification accuracy results of 10 classifiers are shown in Table I. We divide the 10 classifiers into two groups. The first group includes 6 basic methods: FF-MLP, BP-MLP, LSVM, SVM/RBF, DT and SLM Baseline. The second group includes 4 ensemble methods: RF, XGBoost, SLM Forest and SLM Boost. The best results for each group are shown in bold. For the first group, SLM Baseline and SVM/RBF often outperform FF-MLP, BP-MLP, LSVM and DT and give the best results. For the three synthetic 2D datasets (i.e. circle-and-ring, 2-new-moons and 4-new-moons), the gain of SLM over MLP is relatively small due to noisy samples. The difference in sample distributions of training and test data plays a role in the performance upper bound. To demonstrate this point, we show sample distributions of their training and testing data in Fig. 4. For the datasets with high dimensional input features, the SLM methods achieve better performance over the classical
\begin{table}[h]
\centering
\caption{Classification accuracy comparison of 10 benchmarking methods on nine datasets.}
\label{tab:classification_accuracy_comparison}
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline
Datasets & circle-and-ring & 2-new-moons & 4-new-moons & Iris & Wine & B.C.W. & Pima & Ionosphere & Banknote \\
\hline
FF-MLP & 87.25 & 91.25 & 95.38 & 98.33 & 94.44 & 94.30 & 73.89 & 89.36 & 98.18 \\
BP-MLP & 88.00 & 91.25 & 87.00 & 64.67 & 79.72 & 97.02 & 75.54 & 84.11 & 88.38 \\
LSVM & 48.50 & 85.25 & 85.00 & 96.67 & 98.61 & 96.49 & 76.43 & 86.52 & 99.09 \\
SVM/RBF & 88.25 & 89.75 & 88.38 & 98.33 & 98.61 & 97.36 & 75.15 & 93.62 & 100.00 \\
DT & 85.00 & 87.25 & 94.63 & 98.33 & 95.83 & 94.74 & 77.07 & 89.36 & 98.00 \\
SLM Baseline & 88.25 & 91.50 & 95.63 & 98.33 & 98.61 & 97.23 & 77.71 & 90.07 & 99.09 \\
RF & 87.00 & 90.50 & 96.00 & 98.33 & 100.00 & 95.61 & 79.00 & 94.33 & 98.91 \\
XGBoost & 87.50 & 91.25 & 96.00 & 98.33 & 100.00 & 98.25 & 75.80 & 91.49 & 99.82 \\
SLM Forest & 88.25 & 91.50 & 96.00 & 98.33 & 100.00 & 95.71 & 79.00 & 95.71 & 100.00 \\
SLM Boost & 88.25 & 91.50 & 96.00 & 98.33 & 100.00 & 98.83 & 77.71 & 94.33 & 100.00 \\
\hline
\end{tabular}
\end{table}

methods with bigger margins. The ensemble methods in the second group have better performance than the basic methods in the first group. The ensembles of SLM are generally more powerful than those of DT. They give the best performance among all benchmarking methods.

\textit{Comparison of Model Sizes.} The model size is defined by the number of model parameters. The model sizes of FF/BP-MLP, LSVM, SVM/RBF, DT and SLM Baseline are compared in Table \ref{tab:classification_accuracy_comparison}. Since FF-MLP and BP-MLP share the same architecture, their model sizes are the same. It is calculated by summing up the weight and bias numbers of all neurons.

The model parameters of LSVM and SVM/RBF can be computed as

\begin{equation}
\text{SVM Parameter \#} = L + 1 + (D + 2)N_{SV},
\end{equation}

where \(L\), \(D\) and \(N_{SV}\) denote the number of training samples, the feature dimension and the number of support vectors, respectively. The first term in Eq. (36) is the slack variable for each training sample. The second term denotes the bias. The last term comes from the fact that each support vector has \(D\) feature dimensions, one Lagrange dual coefficient, and one class label.

The model sizes of DTs depend on the number of splits learned during the training process, and there are two parameters learned during each split for feature selection and split value respectively, the sizes of DTs are calculated as two times of the number of splits.

The size of an SLM baseline model depends on the number of partitioning hyper-planes which are determined by the training stage. For given hyper-parameter \(D_0\), each partitioning hyper-plane involves one weight matrix and a selected splitting threshold, with \(q_i\) decorrelated partitioning learned.

Fig. 4. Visualization of 2D feature datasets: (a) Circle & Ring (b) 2-new-moon, (c) 4-new-moon. One ground truth sample of the training data, the ground truth of the test data and the SLM predicted results are shown in the first, second and third rows, respectively.
TABLE II
MODEL SIZE COMPARISON OF FIVE MACHINE LEARNING MODELS AGAINST 9 DATASETS, WHERE THE SMALLEST MODEL SIZE FOR EACH DATASET IS HIGHLIGHTED IN BOLD.

| Datasets          | FF/BP-MLP | LSVM  | SVM/RBF | DT   | SLM Baseline | DT tree depth | SLM tree depth |
|-------------------|-----------|-------|---------|------|--------------|---------------|---------------|
| Circle-and-Ring   | 125       | 2,965 | 1,125   | 350  | 39           | 14            | 4             |
| 2-new-moons       | 114       | 1,453 | 1,305   | 286  | 42           | 15            | 4             |
| 4-new-moons       | 702       | 2,853 | 2,689   | 298  | 93           | 11            | 5             |
| Iris              | 47        | 235   | 343     | 34   | 20           | 6             | 3             |
| Wine              | 147       | 453   | 963     | 26   | 99           | 4             | 2             |
| B.C.W.            | 74        | 1,462 | 3,254   | 54   | 126          | 7             | 4             |
| Pima              | 2,012     | 1,532 | 1,802   | 130  | 55           | 8             | 3             |
| Ionosphere        | 278       | 1,017 | 2,207   | 50   | 78           | 10            | 2             |
| Banknode          | 22        | 1,160 | 1,322   | 78   | 40           | 7             | 3             |

for partitioning each parent node. Then, the model size of the corresponding SLM can be calculated as

$$\text{SLM Parameter #} = \sum_{i=1}^{M} q_i (D_0 + 1), \quad (37)$$

where $M$ is the number of partitioning hyperplanes.

Details on the model and computation of each method against each dataset are given in the appendix. It is worthwhile to comment on the tradeoff between the classification performance and the model size. For SVM, since its training involves learning the dual coefficients and slack variables for each training sample and memorization of support vectors, the model size is increasing linearly with the number of training samples and the number of support vectors. When achieving similar classification accuracy, the SVM model is heavier for more training samples. For MLPs, with high-dimension classification tasks, SLM methods outperforms the MLP models in all benchmarking datasets. For the datasets with saturated performance such as Iris, Banknote, and Ionosphere, SLM achieves better or comparable performance with less than half of the parameters of MLP. As compared to DTs, the SLM models tend to achieve wider and shallower trees, as shown in Table II. The depth of SLM trees are overall smaller than the DT models, while the number of splittings can be comparable for the small datasets, like Wine. The SLM trees tend to make more splits at each pure leaf node at shallower depth. With outperforming the DTs in all the datasets, the SLM model sizes are generally smaller than the DTs as well with benefiting from the subspace partitioning process.

**Convergence Performance Comparison of DT Ensembles and SLM Ensembles.** We compare the convergence performance of the ensemble and the boosting methods of DT and SLM for Wine, B.C.W. and Pima three data in Figs. 5(a)-(c). For RF and SLM Forest, which are ensembles of DT and SLM, respectively, we set their maximum tree depth and learning rate to the same. We show their accuracy curves as a function of the tree number in the left subfigure. We see that SLM Forest converges faster than RF. For XGBoost and SLM Boost, which are boosting methods of DT and SLM, respectively, we show the logloss value as a function of the tree number in the right subfigure. Again, we see that SLM Boost converges faster than XGBoost.

**V. Subspace Learning Regressor (SLR)**

**A. Method**

A different loss function can be adopted in the subspace partitioning process for a different task. For example, to solve a regression problem, we can follow the same methodology as described in Sec. II but adopt the mean-squared-error (MSE) as the loss function. The resulting method is called subspace learning regression, and the corresponding regressor is the subspace learning regressor (SLR).

Mathematically, each training sample has a pair of input $x$ and output $y$, where $x$ is a $D$-dimensional feature vector and $y$ is a scalar that denotes the the regression target. Then, we build an SLR tree that partitions the $D$-dimensional feature
space hierarchically into a set of leaf nodes. Each of them corresponds to a subspace. The mean of sample targets in a leaf node is set as the predicted regression value of these samples. The partition objective is to reduce the total MSE of sample targets as much as possible. In the partitioning process, the total MSE of all leaf nodes decreases gradually and saturates at a certain level.

The ensemble and boosting methods are applicable to SLR. The SLR Forest consists of multiple SLR trees through ensembles. Its final prediction is the mean of predictions from SLR trees in the forest. To derive SLR Boost, we apply the GBDT process and train a series of additive SLR trees to achieve gradient boosting, leading to further performance improvement. As compared with a decision tree, an SLR tree is wider, shallower and more effective. As a result, SLR Forest and SLR Boost are more powerful than their counter parts as demonstrated in the next subsection.

B. Performance Evaluation

To evaluate the performance of SLR, we compare the root mean squared error (RMSE) performance of eight regressors on six datasets in Table III. The five benchmarking regressors are: linear SVR (LSVR), SVR with RBF kernel, DT, RF and XGBoost. There are three variants of SLR: SLR Baseline (with one SLR tree), SLR Forest and SLR Boost. The first three datasets are synthesized datasets as described in [17]. We generate 1000 samples for each of them. The last three datasets are real world datasets. Samples in all six datasets are randomly split into 60% training samples and 40% test samples.

1) **Make Friedman 1.** Its input vector, \( x \), contains \( P \) (with \( P > 5 \)) elements, which are independent and uniformly distributed on interval \([0, 1]\). Its output, \( y \), is generated by the first five elements of the input. The remaining \((P-5)\) elements are irrelevant features and can be treated as noise. We refer to [17] for details. We choose \( P = 10 \) in the experiment.

2) **Make Friedman 2-3.** Their input vector, \( x \), has 4 elements. They are independent and uniformly distributed on interval \([0, 1]\). Their associated output, \( y \), can be calculated by all four input elements via mathematical formulas as described in [17].

3) **Boston.** It contains 506 samples, each of which has a 13-D feature vector as the input. An element of the feature vector is a real positive number. Its output is a real number within interval \([5, 50]\).

4) **California Housing.** It contains 20640 samples, each of which has an 8-D feature vector. The regression target (or output) is a real number within interval \([0, 15, 5]\).

5) **Diabetes.** It contains 442 samples, each of which has a 10-D feature vector. Its regression target is a real number within interval \([25, 346]\).

As shown in Table III, SLR Baseline outperforms DT in all datasets. Also, SLR Forest and SLR Boosting outperform RF and XGBoost, respectively. For Make Friedman1, Make Friedman3, california-housing, Boston, and diabetes, SLR Boost achieves the best performance. For Make Friedman2, SVR/RBF achieves the best performance benefiting from the RBF on its specific data distribution. However, it is worthwhile to emphasize that, to achieve the optimal performance, SVR/RBF needs to overfit to the training data by finetuning the soft margin with a large regularization parameter (i.e., \( C = 1000 \)). This leads to much higher computational complexity. With stronger individual SLR trees and effective uncorrelated models, the ensemble of SLR can achieve better performance than DTs with efficiency.

VI. COMMENTS ON RELATED WORK

In this section, related prior work is reviewed and the relation between various classifiers/regressors and SLM/SLR are commented.

A. Classification and Regression Tree (CART)

DT has been well studied for decades, and is broadly applied for general classification and regression problems. Classical decision tree algorithms, e.g., ID3 [18] and CART [2], are devised to learn a sequence of binary decisions. One tree is typically a weak classifier, and multiple trees are built to achieve higher performance in practice such as bootstrap aggregation [6] and boosting methods [19]. DT and its ensembles work well most of the time. Yet, they may fail due to poor training and test data splitting and training data overfit. As compared to classic DT, one SLM tree (i.e., SLM Baseline) can exploit discriminant features obtained by probabilistic projections and achieve multiple splits at one node. SLM generally yields wider and shallower trees.

B. Random Forest (RF)

RF consists of multiple decisions trees. It is proved in [11] that the predictive performance of RF depends on the strength of individual trees and a measure of their dependence. For
the latter, the lower the better. To achieve higher diversity, RF training takes only a fraction of training samples and features in building a tree, which trades the strength of each DT for the general ensemble performance. In practice, several effective designs are proposed to achieve uncorrelated individual trees. For example, bagging builds each tree through random selection with replacement in the training set. Random split selection selects a split at a node among the best splits at random. In a random subset of features is selected to grow each tree. Generally speaking, RF uses bagging and feature randomness to create uncorrelated trees in a forest, and their combined prediction is more accurate than that of an individual tree. In contrast, the tree building process in SLM Forest always takes all training samples and the whole feature space into account. Yet, it utilizes feature randomness to achieve the diversity of each SLM tree as described in Sec. III-A. Besides effective diversity of SLM trees, the strength of each SLM tree is not affected in SLM Forest. With stronger individual learners and effective diversity, SLM Forest achieves better predictive performance and faster convergence in terms of the tree number.

C. Gradient Boosting Decision Tree (GBDT)

Gradient boosting is another ensemble method of weak learners. It builds a sequence of weak prediction models. Each new model attempts to compensate the prediction residual left in previous models. The gradient boosting decision tree (GBDT) methods includes [7], which performs the standard gradient boosting, and XGBoost [9], [10], which takes the Taylor series expansion of a general loss function and defines a gain so as to perform more effective node splittings than standard DTs. SLM Boost mimics the boosting process of XGBoost but replaces DTs with SLM trees. As compared with standard GBDT methods, SLM Boost achieves faster convergence and better performance as a consequence of stronger performance of an SLM tree.

D. Multilayer Perceptron (MLP)

Since its introduction in 1958 [3], MLP has been well studied and broadly applied to many classification and regression tasks [23], [24], [25]. Its universal approximation capability is studied in [26], [27], [28], [29]. The design of a practical MLP solution can be categorized into two approaches. First, one can propose an architecture and fine tune parameters at each layer through back propagation. For the MLP architecture, it is often to evaluate different networks through trials and errors. Design strategies include tabu search [30] and simulated annealing [31]. There are quite a few MLP variants. In convolutional neural networks (CNNs) [32], [33], [34], [35], convolutional layers share neurons’ weights and biases across different spatial locations while fully-connected layers are the same as traditional MLPs. MLP also serves as the building blocks in transformer models [36], [37]. Second, one can design an MLP by constructing its model layer after layer, e.g., [38], [39], [40], [41]. To incrementally add new layers, some suggest an optimization method which is similar to the first approach, e.g., [42], [43], [44]. They adjust the parameters of the newly added hidden layer and determine the parameters without back propagation, e.g., [45], [46], [47].

The convolution operation in neural networks changes the input feature space to an output feature space, which serves as the input to the next layer. Nonlinear activation in a neuron serves as a partition of the output feature space and only one half subspace is selected to resolve the sign confusion problem caused by the cascade of convolution operations [48], [4]. In contrast, SLM does not change the feature space at all. The probabilistic projection in SLM is simply used for feature space partitioning without generating new features. Each tree node splitting corresponds to a hyperplane partitioning through weights and bias learning. As a result, both half subspaces can be preserved. SLM learns partitioning parameters in a feedforward and probabilistic approach, which is efficient and transparent.

E. Extreme Learning Machine (ELM)

ELM [5] adopts random weights for the training of feedforward neural networks. Theory of random projection learning models and their properties (e.g., interpolation and universal approximation) have been investigated in [49], [50], [51], [52]. To build MLP with ELM, one can add new layers with randomly generated weights. However, the long training time and the large model size due to a large search space imposes their constraints in practical applications. SLM Baseline does take the efficiency into account. It builds a general decision tree through probabilistic projections, which reduces the search space by leveraging most discriminant features with several hyper-parameters. We use the term “probabilistic projection” rather than “random projection” to emphasize their difference.

VII. CONCLUSION AND FUTURE WORK

In this paper, we proposed a novel machine learning model called the subspace learning machine (SLM). SLM combines feedforward multilayer perceptron design and decision tree to learn discriminate subspace and make predictions. At each subspace learning step, SLM utilizes hyperplane partitioning to evaluate each feature dimension, and probabilistic projection to learn parameters for perceptrons for feature learning, the most discriminant subspace is learned to partition the data into child SLM nodes, and the subspace learning process is conducted iteratively, final predictions are made with pure SLM child nodes. SLM is light-weight, mathematically transparent, adaptive to high dimensional data, and achieves state-of-the-art benchmarking performance. SLM tree can serve as weak classifier in general boosted and bootstrap aggregation methods as a more generalized model.

Recently, research on unsupervised representation learning for images has been intensively studied, e.g., [53], [54], [55], [56], [57]. The features associated with their labels can be fed into a classifier for supervised classification. Such a system adopts the traditional pattern recognition paradigm with feature extraction and classification modules in cascade. The feature dimension for these problems are in the order of hundreds. It will be interesting to investigate the effectiveness of SLM for problems of the high-dimensional input feature space.
**APPENDIX**

The sizes of the classification models in Table 2 are computed below.

- **Circle-and-Ring.**
  FF-MLP has four Gaussian components for the ring and one Gaussian blob for the circle. As a result, there are 8 and 9 neurons in the two hidden layers with 125 parameters in total. SVM has 600 slack variables, 591 support vectors and one bias, resulting in 2,965 parameters. SVM/RBF kernel has 600 slack variables, 206 support vectors and one bias, resulting in 1,425 parameters. DT has 175 splits to generate a tree of depth 14, resulting in 350 parameters. SLM utilizes two input features to build a tree of depth 4. The node numbers at each level are 1, 4, 8, 10 and 8, respectively. It has 13 partitions and 99 parameters.

- **B.C.W. Dataset.**
  FF-MLP assigns two Gaussian components to each class. There are two neurons at each of the two hidden layers. The model has 74 parameters. SVM has 341 slack variables, 35 support vectors and one bias, resulting in 1,462 parameters. SVM with RBF kernel has 341 slack variables, 91 support vectors and 1 bias, resulting in 3,254 parameters. DT has 27 splits with a tree of max depth 7, resulting in 54 parameters. SLM sets $D_0 = 5$ and has a tree of depth 4 with 1, 8, 16, 8 and 32 nodes at each level, respectively. It has 21 partitions and 126 parameters.

- **Diabetes Dataset.**
  FF-MLP has 18 and 88 neurons at two hidden layers, respectively. The model has 2,012 parameters. SVM has 461 slack variables, 107 support vectors and one bias, resulting in 1,532 parameters. SVM/RBF has 461 slack variables, 134 support vectors and one bias, resulting in 1,802 parameters. DT has 65 splits with a tree of max depth 8, results in 130 parameters. SLM sets $D_0 = 4$ and has a tree of depth 3 with 1, 2, 16 and 20 nodes at each level, respectively. It has 11 partitions and 55 parameters.

- **Igosphere Dataset.**
  FF-MLP has 6 and 8 neurons in hidden layers 1 and 2, respectively. It has 278 parameters. SVM has 211 slack variables, 23 support vectors and one bias, resulting in 1,017 parameters. SVM/RBF has 211 slack variables, 57 support vectors and one bias, resulting in 2,207 parameters. DT has 25 splits with a tree of max depth 10, resulting in 50 parameters. SLM sets $D_0 = 5$ and has a tree of depth 2 with 1, 4 and 20 nodes at each level, respectively. It has 13 partitions and 78 parameters.

- **Ilsnote Dataset.**
  FF-MLP has two neurons at each of the two hidden layers. It has 22 parameters. SVM has 823 slack variables, 56 support vectors and one bias, resulting in 1,160 parameters. SVM/RBF has 823 slack variables, 83 support vectors and one bias, resulting in 2,012 parameters. DT has 27 splits with a tree of max depth 7, resulting in 74 parameters. SLM uses all input features and has a tree of depth 3 with 1, 2, 8 and 16 nodes at each level, respectively. It has 8 partitions and 40 parameters.
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