EQUIVARIANT IWASAWA THEORY FOR ELLIPTIC CURVES

TAKENORI KATAOKA

Abstract. We discuss abelian equivariant Iwasawa theory for elliptic curves over Q at good supersingular primes and non-anomalous good ordinary primes. Using Kobayashi’s method, we construct equivariant Coleman maps, which send the Beilinson-Kato element to the equivariant \( p \)-adic \( L \)-functions. Then we propose equivariant main conjectures and, under certain assumptions, prove one divisibility via Euler system machinery. As an application, we prove a case of a conjecture of Mazur-Tate.

1. Introduction

Iwasawa theory began with the study of the behavior of the ideal class groups along \( \mathbb{Z}_p \)-extensions. On the one hand, a variety of equivariant refinements of the study of ideal class groups were developed; for example, see Ritter-Weiss [35] and Greither-Popescu [12]. On the other hand, Iwasawa theory for elliptic curves was also developed; see Greenberg [7] as a basic reference. The purpose of this paper is to propose an equivariant refinement of Iwasawa theory for elliptic curves.

We fix notations as follows. Let \( E \) be an elliptic curve over the rational number field \( \mathbb{Q} \) with good reduction at a fixed odd prime number \( p \). Put \( a_p = (1 + p^{\frac{1}{2}})^{\#\tilde{E}(\mathbb{F}_p)} \), where \( \tilde{E} \) denotes the reduction of \( E \) modulo \( p \). Let \( K \) be a finite abelian extension of \( \mathbb{Q} \) where \( p \) is unramified. Put \( K_n = K(\mu_p^{n+1}) \) for integers \( n \geq -1 \) and put \( K_\infty = K(\mu_\infty) \). Note that \( K_\infty \) is the cyclotomic \( \mathbb{Z}_p \)-extension of \( K_0 \). Put \( \mathcal{R} = \mathbb{Z}_p[[\text{Gal}(K_\infty/Q)]] \) and \( \Lambda = \mathbb{Z}_p[[\text{Gal}(K_\infty/K_0)]] \), the Iwasawa algebras.

This paper concerns the analysis of \( E \) along the extension \( K_\infty/Q \). Roughly speaking, previous works usually study the case where \( K = \mathbb{Q} \). In particular, in that case, the works by Kato [18], Kobayashi [22], and Sprung [42] establish the one divisibility of the main conjecture in the case where \( p \nmid [K:\mathbb{Q}] \), since then \( \mathcal{R} \) is the direct product of the \( \chi \)-parts of \( \mathcal{R} \). Moreover, as an application of that divisibility, C.-H. Kim-Kurihara [19] proves a certain special case of a conjecture of Mazur-Tate [28] (the weak main conjecture). In this paper, we will generalize these works equivariantly, so that specializing \( K = \mathbb{Q} \) recovers them.

Here we recall the general motivation for the equivariant theory. We have a canonical identification \( \mathcal{R} = \Lambda[G_0] \), where \( G_0 = \text{Gal}(K_0/\mathbb{Q}) \). In the “non-equivariant” theory, we decompose modules over \( \mathcal{R} \) into \( \chi \)-parts, where \( \chi \) runs through characters of \( G_0 \). This decomposition is harmless if \( p \nmid [K:\mathbb{Q}] \), since then \( \mathcal{R} \) is the direct product of the \( \chi \)-parts of \( \mathcal{R} \). However, if \( p \mid [K:\mathbb{Q}] \), this decomposition loses certain information about the original modules. Such information should not be lost when we aim at precise results at finite layers, such as the Mazur-Tate conjecture. Therefore we should work with the original \( \mathcal{R} \)-modules directly not taking \( \chi \)-parts. This is the idea of the equivariant theory.
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In this paper, we are particularly interested in the supersingular case. One reason is that several results in the ordinary case are already established in previous works. In fact, the works by Kurihara [24], [25] also study equivariant refinements of Iwasawa theory for elliptic curves in the ordinary case. Those works have certain overlaps with this paper. On the other hand, the supersingular case has more difficulties, and the way to resolve them is particularly innovating in this paper. Nonetheless, in this paper we treat both the ordinary case and the supersingular case simultaneously. In fact, this paper certainly contains new results even in the ordinary case. Moreover, the ordinary case sometimes works as a toy model for the supersingular case.

**Algebraic Side.** Let $S$ be a finite set of prime numbers $\neq p$ such that $S$ contains all prime numbers which are ramified in $K/\mathbb{Q}$. A fundamental algebraic object of study in our context is the $S$-imprimitive $(p$-primary$)$ Selmer group $\text{Sel}_S(E/K_\infty)$, which is naturally a cofinitely generated $\mathcal{R}$-module. See Subsection 2.1 for the precise definitions and properties of various Selmer groups. In the ordinary case (namely $p \mid a_p$), $\text{Sel}_S(E/K_\infty)$ is known to be $\Lambda$-cotorsion. On the other hand, in the supersingular case (namely $p \not| a_p$), $\text{Sel}_S(E/K_\infty)$ is not $\Lambda$-cotorsion. In order to resolve this issue, we need to modify the local conditions of Selmer groups at $p$, as follows.

When $a_p = 0$, such a modification can be done via an idea of Kobayashi [22], further developed by Iovita-Pollack [15], Kitajima-Otsuki [21], and others. The idea is to introduce canonical subgroups $E^\pm(K_\infty \otimes \mathbb{Q}_p)$ of $E(K_\infty \otimes \mathbb{Q}_p)$ and define the corresponding $\pm$-Selmer groups $\text{Sel}_S^\pm(E/K_\infty)$. They are submodules of $\text{Sel}_S(E/K_\infty)$ and known to be $\Lambda$-cotorsion.

Consider general $p \mid a_p$. When $K = \mathbb{Q}$, Sprung [12] developed such a modification and gave rise to $\sharp/b$-Selmer groups. Though the construction is much more complicated than in the $a_p = 0$ case, in this paper we extend the argument by Sprung to general $K$. As a result, we define subgroups $E^\sharp_{S/b}$ of $E(K_\infty \otimes \mathbb{Q}_p) \otimes (\mathbb{Q}_p/\mathbb{Z}_p)$ and the $\sharp/b$-Selmer groups $\text{Sel}_S^{\sharp/b}(E/K_\infty)$. They concern essentially only when $p = 3$.

To treat the various Selmer groups simultaneously, we use the notation $\text{Sel}_S^\bullet(E/K_\infty)$ for $\bullet \in \{0, +, -, \sharp, b\}$ ($0$ means “no sign”). As a promise, when $p \nmid a_p$ (resp. $a_p = 0$, resp. $p \mid a_p$), we must have $\bullet = \emptyset$ (resp. $\bullet \in \{+,-\}$, resp. $\bullet \in \{+,-,\sharp,b\}$). Moreover, when $a_p = 0$, we always keep the convention that $(\sharp,b) = (-,+).$ For example, when $a_p = 0$, we will have $E^\sharp_{\infty} = E^-(K_\infty \otimes \mathbb{Q}_p) \otimes (\mathbb{Q}_p/\mathbb{Z}_p)$ and $E^{\infty} = E^+(K_\infty \otimes \mathbb{Q}_p) \otimes (\mathbb{Q}_p/\mathbb{Z}_p)$ (Corollary 4.28).

In equivariant Iwasawa theory, in addition to being $\Lambda$-cotorsion, the finiteness of the projective dimension over $\mathcal{R}$ (denoted by $\text{pd}_\mathcal{R}$) of the Pontryagin dual is important. This corresponds to [12] Theorem 4.6], [35] Theorem 1] in the study of ideal class groups. If $p \nmid [K : \mathbb{Q}]$, then the finiteness of $\text{pd}_\mathcal{R}$ is trivial since $\mathcal{R}$ is then a product of regular local rings. Hence we are mainly concerned in the case where $p \mid [K : \mathbb{Q}]$. In this paper, we prove the following theorem, under the non-anomalous condition (Assumption 3.7) in the ordinary case. The non-anomalous condition is necessary whenever we treat the ordinary case in this paper, and we assume it throughout this section.

We denote the Pontryagin dual by the superscript $(-)^\vee$. Recall that $\text{Sel}_S^\bullet(E/K_\infty)^\vee$ is known to be (resp. assumed to be) $\Lambda$-torsion for $\bullet \in \{0, +, -\}$ (resp. $\bullet \in \{\sharp,b\}$).

**Theorem 1.1** (Theorem 5.8). For $\bullet \in \{0, +, -, \sharp, b\}$, we have $\text{pd}_\mathcal{R}(\text{Sel}_S^\bullet(E/K_\infty)^\vee) \leq 1.$

The proof is given in Section 5. See Remark 5.9 for several related works. In fact, in the ordinary case, the assertion of Theorem 1.1 follows from a work of Greenberg [9]. However, our proof, especially the construction of the Coleman map below, will play an important role in the rest of this paper.

Put $R_n = \mathbb{Z}_p[\text{Gal}(K_n/\mathbb{Q})]$ for $n \geq -1$. Put $\Delta = \text{Gal}(\mathbb{Q}(\mu_p)/\mathbb{Q})$ and let $N_\Delta$ denote the norm element of $\Delta$, namely $N_\Delta = \sum_{\delta \in \Delta} \delta \in \mathbb{Z}_p[\Delta]$. It is an important observation that, since $\# \Delta = p - 1$, any $\mathbb{Z}_p[\Delta]$-module can be decomposed into $\eta$-parts for characters $\eta$ of $\Delta$. For example, we can decompose $R_0 = R_{0} \times R_{0}^{nt}$ as a ring, where $R_{0}^{\Delta} = N_{\Delta} R_{0} \simeq R_{-1}$ is the trivial character part and $R_{0}^{nt}$ denotes the sum of the non-trivial character parts.

The key ingredient in the proof of Theorem 1.1 is Theorem 1.2 below. It claims the precise $\mathcal{R}$-module structures of the local conditions which define the concerned Selmer groups. They can be regarded as refinements of several previous works as in Remark 4.1.

**Theorem 1.2** ((1) Theorem 4.7, (2) Definition 4.18, (3) Theorem 4.26). As $\mathcal{R}$-modules, the following hold.

1. If $p \nmid a_p$, we have an isomorphism
   $$(E(K_\infty \otimes \mathbb{Q}_p) \otimes (\mathbb{Q}_p/\mathbb{Z}_p))^\vee \simeq \mathcal{R}.$$  

2. If $p | a_p$, we have exact sequences
   $$0 \to (E^b_\infty)^\vee \to \mathcal{R} \to R_0^{nt} \to 0$$
   and
   $$0 \to (E^a_\infty)^\vee \to \mathcal{R} \to R_0^{nt}/(a_p) \to 0.$$  

3. If $a_p = 0$, we have exact sequences
   $$0 \to (E^+(K_\infty \otimes \mathbb{Q}_p) \otimes (\mathbb{Q}_p/\mathbb{Z}_p))^\vee \to \mathcal{R} \oplus R_{-1} \to R_{-1} \to 0,$$
   and
   $$0 \to (E^-(K_\infty \otimes \mathbb{Q}_p) \otimes (\mathbb{Q}_p/\mathbb{Z}_p))^\vee \to \mathcal{R} \to R_0^{nt} \to 0.$$

The proof is given in Section 4 (in fact, in our treatment, the assertion (2) is almost the definition of $E^{\delta,b}$). The basic method relies on Kitajima-Otsuki [21] and Sprung [42], which are in turn based on the preceeding works by Kobayashi [22], Iovita-Pollack [15], etc. More precisely, we construct a system of local points, namely elements of $E(K_n \otimes \mathbb{Q}_p)$, satisfying certain norm compatibilities. The construction is done in Section 3 via Honda theory on formal groups. However, we need more careful construction than in the previous works (see Remark 3.4).

In the proof of Theorem 1.2, we construct the Coleman map

$$\text{Col}^\bullet : (E(K_\infty \otimes \mathbb{Q}_p) \otimes (\mathbb{Q}_p/\mathbb{Z}_p))^\vee \to \mathcal{R}$$

for $\bullet \in \{\emptyset, +, -, \sharp, \flat\}$ (Definitions 4.5, 4.12, and 4.24). When $a_p = 0$, we have $(\text{Col}^\sharp, \text{Col}^\flat) = (\text{Col}^-, \text{Col}^+)$, which is consistent with our convention $(\sharp, \flat) = (-, +)$. Moreover, by composing with a canonical map, $\text{Col}^\bullet$ can be regarded as a map from the local Iwasawa cohomology group,

$$\text{Col}^\bullet : \lim_{\leftarrow n} H^1(K_n \otimes \mathbb{Q}_p, T_p E) \to \mathcal{R}.$$
Here $T_pE$ denotes the $p$-adic Tate module of $E$. These Coleman maps generalize the previous works on the case where $K = \mathbb{Q}$. In that case, such Coleman maps were constructed by Perrin-Riou [33] (see [18, Theorem 16.4]), [22, Definition 8.22], and [42, Definition 5.9].

**Analytic Side.** Let $\alpha \in \overline{\mathbb{Q}}_p$ be a root of $t^2 - a_p t + p = 0$ with $\text{ord}_p(\alpha) < 1$ (often called an allowable root). Here $\text{ord}_p$ denotes the additive $p$-adic valuation map normalized as $\text{ord}_p(p) = 1$. Then by Amice-Velu [11], Višik [41], or Mazur-Tate-Teitelbaum [29], there is a $p$-adic $L$-function $\mathcal{L}_S(E/K_\infty, \alpha)$ which interpolates the $L$-values $L_S(E, \psi, 1)$ for Dirichlet characters $\psi$. See Subsection 2.2 for the precise definitions and properties of various $p$-adic $L$-functions. Note that our interpolation property does not seem to appear explicitly in the literature; see Remarks 2.7 and 2.8 for this issue. The interpolation property is determined for Theorem 1.3 below to hold.

In the ordinary case, we have $\mathcal{L}_S(E/K_\infty, \alpha) \in \mathcal{R} \otimes \mathbb{Q}_p$ for the only one allowable root $\alpha$ (namely, the unit root). In that case, simply put $\mathcal{L}_S(E/K_\infty) = \mathcal{L}_S(E/K_\infty, \alpha) \in \mathcal{R} \otimes \mathbb{Q}_p$. On the other hand, in the supersingular case, $\mathcal{L}_S(E/K_\infty, \alpha)$ is not contained in $\mathcal{R} \otimes \mathbb{Q}_p(\alpha)$. This trouble can be regarded as the analytic counterpart to the failure of the torsionness on the algebraic side. Such a trouble can be resolved by the idea of Pollack [34] ($a_p = 0$ case) and Sprung [42] (general case). As a result, we obtain $p$-adic $L$-functions $\mathcal{L}_S^\pm(E/K_\infty) \in \mathcal{R} \otimes \mathbb{Q}_p$ if $a_p = 0$ and $\mathcal{L}_S^{\#}(E/K_\infty) \in \mathcal{R} \otimes \mathbb{Q}_p$ if $p | a_p$.

We will show that these $p$-adic $L$-functions can be obtained by applying our Coleman maps to the Beilinson-Kato element, as follows. This assertion is a generalization of the results on $K = \mathbb{Q}, S = \emptyset$ by [18, Theorem 16.6], [22, Theorem 6.3], and [42, Theorem 6.12]. Let $\mathbf{z}$ be the Beilinson-Kato element, introduced in Theorem 1.1. This element $\mathbf{z}$ lives in the global Iwasawa cohomology group, and we denote by $\text{loc}(\mathbf{z})$ its image to the local Iwasawa cohomology group. We denote by the superscript $\iota$ the involution of a (completed) group ring induced by inverting each of the elements of the group.

**Theorem 1.3** (Theorems 6.4 and 6.9). For $\bullet \in \{\emptyset, +, -,  \sharp, \flat\}$, we have
\[
\mathcal{L}_S^\bullet(E/K_\infty) = \text{Col}^\bullet(\text{loc}(\mathbf{z}))
\]
in $\mathcal{R} \otimes \mathbb{Q}_p$.

The proof is given in Section 6. The appearance of $\iota$ in the left hand side is explained in Remark 2.8.

**Equivariant Main Conjecture.** By Theorem 1.1 the (initial) Fitting ideal $\text{Fitt}_\mathcal{R}(\text{Sel}_S^\bullet(E/K_\infty)^\vee)$ of the Pontryagin dual of each Selmer group is a principal ideal. Thus it is reasonable to formulate an equivariant main conjecture as a connection between $\text{Fitt}_\mathcal{R}(\text{Sel}_S^\bullet(E/K_\infty)^\vee)$ and $(\mathcal{L}_S^\bullet(E/K_\infty))$.

When $K = \mathbb{Q}$ and $S = \emptyset$, the formulation of ($-\$)-main conjecture in [22, §4] requires an explicit auxiliary factor. Motivated by that, we define auxiliary ideals $W^\bullet$ of $\mathcal{R}$ by
\[
W^\bullet = \begin{cases}
\mathcal{R} & (\bullet \in \{\emptyset, +, \flat\}) \\
\mathcal{R} & (p \mid a_p \neq 0, \bullet = \sharp) \\
(N_{\Delta}, \gamma - 1) & (a_p = 0, \bullet \in \{-, \sharp\}).
\end{cases}
\]

Here, $\gamma$ denotes a fixed generator of $\Gamma$. Recall that we can decompose $\mathcal{R} = \mathcal{R}^\Delta \times \mathcal{R}^\text{nt}$, where $\mathcal{R}^\text{nt}$ denotes the sum of non-trivial character parts with respect to the action of $\Delta$. Then, in the $a_p = 0$ case, we have $W^- = W^\sharp = \mathcal{R}^\Delta \times (\gamma - 1)\mathcal{R}^\text{nt}$, which shows that these are in fact principal ideals.
Hopefully the equivariant main conjecture in our context may be formulated as
\begin{equation}
W^\bullet \operatorname{Fitt}_R(\operatorname{Sel}_E^\bullet(E/K_\infty)^\vee) = (L^\bullet_S(E/K_\infty))
\end{equation}
for $\bullet \in \{\emptyset, +, -, *, b\}$. When $K = \mathbb{Q}$ and $S = \emptyset$, the assertion \[1.1\] is equivalent to the previous formulations of main conjectures ([18, Conjecture 17.6], [22, §4], and [42, Conjecture 7.21]). Nonetheless, the author is not convinced of the formula \[1.1\] in full generality, so we do not propose it as a conjecture. Nonetheless, let us refer \[1.1\] as the equivariant main conjecture in this paper. In Proposition 7.4, we will show that \[1.1\] is independent from the choice of $S$, similarly as in the work by Greenberg-Vatsal [33, Theorem 1.5].

**Remark 1.4.** Consider the situation of Kurihara [25, Theorem 6]. In particular, $E$ is ordinary at $p$ and $K/\mathbb{Q}$ is a $p$-extension. As claimed later in Remark 2.7, the element $\xi_{K_\infty,S}$ in [25] coincides with our $L_S(E/K_\infty)$ up to a unit. Then [25, Theorem 6(2)] shows that the classical main conjecture for $E$ over the cyclotomic $\mathbb{Z}_p$-extension of $\mathbb{Q}$ is equivalent to the equivariant main conjecture \[1.1\]. This provides evidence of our formulation \[1.1\].

When $K = \mathbb{Q}$ and $S = \emptyset$, under certain hypotheses, one divisibility of the (non-equivariant) main conjecture is proved in [18, Theorem 17.4], [22, Theorem 4.1], and [42, Theorem 7.16] via the Euler system machinery. In this paper, as a generalization of them, we prove one divisibility of the equivariant main conjecture as follows. Let $\operatorname{Sel}_0^0(E/K_\infty)$ be the fine Selmer group.

**Theorem 1.5.** Suppose the following conditions hold.
(a) $H^0(K_\infty \otimes \mathbb{Q}_l, E[l]) = 0$ for any prime number $l$ which is ramified in $K/\mathbb{Q}$.
(b) $H^0(K_\infty \otimes \mathbb{Q}_l, E[p^\infty])$ is a divisible $\mathbb{Z}_p$-module for any prime number $l$.
(c) The Galois representation $\operatorname{Gal}(\overline{\mathbb{Q}}/\mathbb{Q}) \to \operatorname{Aut}(E[p^\infty]) \simeq \operatorname{GL}_2(\mathbb{Z}_p)$ is surjective.
(d) $p \geq 5$.
(e) Either $p \nmid [K : \mathbb{Q}]$ or the $\mu$-invariant of $\operatorname{Sel}_0^0(E/K_\infty)^\vee$ as a $\Lambda$-module is 0.
(f) $E$ has good reduction at any prime number $l$ which is ramified in $K/\mathbb{Q}$.

Then we have
\begin{equation}
W^\bullet \operatorname{Fitt}_R(\operatorname{Sel}_E^\bullet(E/K_\infty)^\vee) \supset (L^\bullet_S(E/K_\infty))
\end{equation}
for $\bullet \in \{\emptyset, +, -\}$.

The proof is given in Section 7.

**Remark 1.6.** The conditions (a)–(d) are needed for Euler system argument (Theorem 7.14). The condition (b) is equivalent to $p \nmid \operatorname{Tam}(E/K_0)$, the Tamagawa factor of $E$ over $K_0$ (see [7, p. 74]). By the open image theorem of Serre [10], if $E$ does not admit complex multiplication, the condition (c) holds for all but finitely many $p$. The proof of Theorem 1.5 first show the inclusion where the right hand side is replaced by $(L^\bullet_S(E/K_\infty)^\vee)$, and the condition (f) (together with (a)) is used to show $(L^\bullet_S(E/K_\infty)^\vee) = (L^\bullet_S(E/K_\infty))$.

The condition (e) on $\mu = 0$ is conjectured to be true in general by Coates-Sujatha [5, p.822, Conjecture A]. By [5, Theorem 3.4], the condition (e) is equivalent to the vanishing of the $\mu$-invariant of the unramified Iwasawa module for $K_\infty(E[p])$, which is a very standard conjecture. However, by our condition (c), $K_\infty(E[p])$ is never abelian over $\mathbb{Q}$ and thus the standard conjecture is still unachievable.

It should be remarkable that, if we adopt a “standard” method ([2], [12], [24], etc.) to verify the equivariant main conjecture, we should suppose the stronger hypothesis that $\operatorname{Sel}_E^\bullet(E/K_\infty)^\vee$ satisfies...
\( \mu = 0 \). In particular, the work of Kurihara \([24]\), which treats the ordinary case, is very close to ours, but he assumes the stronger hypothesis. Roughly speaking, under the stronger hypothesis, the equivariant main conjecture can be deduced from the character-wise main conjecture. Our method in this paper to prove one divisibility does not rely on the character-wise one. Instead, we use an equivariant Euler system argument, which is developed recently by Burns, Sano, and Sakamoto (\([3], [4], [39]\); we do not need the higher rank theory, though). The condition (e) is, however, necessary to connect the result from the equivariant Euler system argument and our formulation of the equivariant main conjecture.

In fact, we can remove the condition (e) from Theorem 1.5 by developing a certain refinement of the works by Burns, Sano, and Sakamoto. However, the proof requires detailed discussion on the theory of Euler systems, which is outside the scope of the present paper, so the proof will be given in a forthcoming paper \([17]\).

**Application to a Conjecture of Mazur-Tate.** Mazur-Tate \([28]\) formulated a conjecture which predicts a relation between Selmer groups and \(L\)-values. Let \(M\) be a positive integer. The algebraic object is the (primitive) Selmer group \(\text{Sel}(E/\mathbb{Q}(\mu_M))\), whose definition is given in Subsection 2.1. The analytic object is the Mazur-Tate element \(\theta_M \in \mathbb{Q}[\text{Gal}(\mathbb{Q}(\mu_M)/\mathbb{Q})]\) associated to \(E\), whose definition is given in Section 8. We often have \(\theta_M \in \mathbb{Z}_p[\text{Gal}(\mathbb{Q}(\mu_M)/\mathbb{Q})]\), that is, the coefficients of \(\theta_M\) are \(p\)-adic integers; see Remark 8.2 for a sufficient condition. Then a conjecture of Mazur-Tate \([28]\) Conjecture 3 (weak main conjecture) claims the following (strictly speaking, \([28]\) only considers the real part and also assumes the finiteness of the Tate-Shafarevich group).

**Conjecture 1.7.** For any positive integer \(M\), we have
\[
\theta_M \in \text{Fitt}_{\mathbb{Z}_p[\text{Gal}(\mathbb{Q}(\mu_M)/\mathbb{Q})]}(\text{Sel}(E/\mathbb{Q}(\mu_M))^\vee),
\]
as long as \(\theta_M \in \mathbb{Z}_p[\text{Gal}(\mathbb{Q}(\mu_M)/\mathbb{Q})]\).

When \(M\) is a power of \(p\), using the validity of non-equivariant (\(\pm\))-main conjecture, C.-H. Kim-Kurihara \([19]\) Theorem 1.14] proved certain cases of this conjecture (more precisely, they treated only the number fields contained in the \(\mathbb{Z}_p\)-extension of \(\mathbb{Q}\), namely, the \(\Delta\)-invariant parts). In this paper, we extend that work to general \(M\). Let \(N\) be the conductor of \(E\). For \(l \mid pN\), let \(\tilde{E}_l\) denote the reduction of \(E\) modulo \(l\).

**Theorem 1.8.** Suppose that \(p \nmid a_p\) or \(a_p = 0\) holds. Let \(m\) be a positive integer relatively prime to \(pN\). Suppose the following holds.
\((\ast)\) Let \(l\) be a prime divisor of \(m\) with \(l \equiv 1 \mod p\). If \(a_l \equiv 2 \mod p\), then
\[\sharp\tilde{E}_l(\mathbb{F}_l)[p] \neq p^2.\]
If \(a_l \equiv -2 \mod p\) and the residue degree of \(l\) in \(\mathbb{Q}(\mu_m)/\mathbb{Q}\) is even, then
\[\sharp\tilde{E}_l(\mathbb{F}_{12})[p] \neq p^2.\]
Then, if
\[W^\bullet \text{Fitt}_\mathcal{R}(\text{Sel}_S^\bullet(E/K_\infty)^\vee) \supseteq (\mathcal{L}_S^\bullet(E/K_\infty))\]
holds for \(K = \mathbb{Q}(\mu_m)\) and any possible \(\bullet \in \{0, +, -\}\), then Conjecture 1.7 holds for \(M = mp^{n+1}\) with any \(n \geq -1\).

The proof is given in Section 8. The very basic idea follows \([19]\), but significant difficulties appear. On the algebraic side, we will have to compare the Fitting ideals of \(\text{Sel}_{\text{prime}(m)}^\bullet(E/\mathbb{Q}(\mu_{mp^n}))^\vee\) and \(\text{Sel}^\bullet(E/\mathbb{Q}(\mu_{mp^n}))^\vee\). We shall do the task by applying the author’s work \([16]\) on the Fitting ideals.
The condition (⋆) is necessary in that computation. On the analytic side, we will have to compare 
\( \mathcal{L}_{\text{prime}(m)}(E/\mathbb{Q}(\mu_{mp\infty}), \alpha) \) with the \( \alpha \)-stabilized Mazur-Tate element \( \vartheta_{m,n}^\alpha \) (defined in (8.4)). That 
task is not easy because they have different compatibilities (8.5) and (8.8) in varying \( m \).

The condition (a) in Theorem 1.5 implies (⋆) in Theorem 1.8 (as long as \( (m, pN) = 1 \)). Therefore 
the following is an immediate corollary of Theorems 1.5 and 1.8.

**Corollary 1.9.** Let \( m \) be a positive integer. Suppose that the conditions (a)–(f) in Theorem 1.5 
hold for \( K = \mathbb{Q}(\mu_m) \). Then Conjecture 1.7 holds for \( M = mp^{n+1} \) with any \( n \geq -1 \).

If we are only concerned with Corollary 1.9 by the condition (a), we can avoid the difficulties 
in the proof of Theorem 1.8 explained above. Nonetheless, Theorem 1.8 itself is valuable.

**Remark 1.10.** Mazur-Tate proposed another conjecture [28, Conjecture 1] (weak vanishing conjecture), concerning the vanishing order of the Mazur-Tate element and the Mordell-Weil rank. They also show [28, p. 720, Proposition 3] that the weak vanishing conjecture is implied by Conjecture 1.7 (weak main conjecture). Hence Corollary 1.9 proves the weak vanishing conjecture in that case. On the other hand, Ota [32] proved the weak vanishing conjecture for the trivial character under certain hypotheses. The nature of his hypotheses is very close to ours, but he does not require the condition (a) or (e).

**Outline of this Paper.**

- In Section 2, we recall the definitions of various Selmer groups and \( p \)-adic \( L \)-functions.
- In Section 3, we construct a system of local points which will be used in the next section.
- In Section 4, we construct Coleman maps and prove Theorem 1.2 (the structures of local conditions).
- In Section 5, we prove Theorem 1.1 (algebraic side: the finiteness of the projective dimension).
- In Section 6, we prove Theorem 1.3 (analytic side: our Coleman maps send the Beilinson-Kato element to the \( p \)-adic \( L \)-functions).
- In Section 7, we prove Theorem 1.5 (one divisibility of the equivariant main conjecture).
- In Section 8, we prove Theorem 1.8 (the equivariant main conjecture implies the Mazur-Tate conjecture).
- Section A is devoted to developing auxiliary propositions which are used in Sections 7 and 8.

**Notations.** We fix some notations which are used throughout this paper. Some of them are 
already introduced, but we restate them here.

Fix an odd prime number \( p \). Let \( \overline{\mathbb{Q}} \) and \( \overline{\mathbb{Q}}_p \) be fixed algebraic closures of \( \mathbb{Q} \) and \( \mathbb{Q}_p \), respectively. We fix embeddings of \( \overline{\mathbb{Q}} \) into \( \overline{\mathbb{Q}}_p \) and into \( \mathbb{C} \), the field of complex numbers. For a positive integer \( M \), we denote by \( \mu_M \) the group of \( M \)-th roots of unity in \( \overline{\mathbb{Q}} \). Fix a system \( (\zeta_M)_M \) in \( \overline{\mathbb{Q}} \), indexed by positive integers \( M \), such that \( \zeta_M \) is a primitive \( M \)-th root of unity and \( (\zeta_M)^{M/M'} = \zeta_{M'} \) for \( M' | M \). We denote by \( \text{prime}(M) \) the set of prime divisors of \( M \).

Let \( E \) be an elliptic curve over \( \mathbb{Q} \) with good reduction at \( p \). Let \( N \) be its conductor. Put \( a_p = (1 + p) - \#\tilde{E}(\mathbb{F}_p) \), where \( \tilde{E} \) denotes the reduction of \( E \) modulo \( p \). Similarly, for a prime number \( l \nmid pN \), put \( a_l = (1 + l) - \#\tilde{E}_l(\mathbb{F}_l) \), where \( \tilde{E}_l \) denotes the reduction of \( E \) modulo \( l \).
Moreover, if \( l \mid N \), put \( a_l = +1, -1, \) and 0 when the reduction type at \( l \) is split multiplicative, non-split multiplicative, and additive, respectively.

Let \( K \) be a finite abelian extension of \( \mathbb{Q} \) where \( p \) is unramified. Let \( S \) be a finite set of prime numbers \( \neq p \) which contains all prime numbers which are ramified in \( K/\mathbb{Q} \). For \( n \geq 1 \) or \( n = \infty \), put \( K_n = K(\mu_{p^{n+1}}) \) and \( G_n = \text{Gal}(K_n/\mathbb{Q}) \). Put \( \Delta = \text{Gal}(K_0/K_{-1}) \simeq \text{Gal}(\mathbb{Q}(\mu_p)/\mathbb{Q}) \) and \( \Gamma = \text{Gal}(K_\infty/K_0) \simeq \text{Gal}(\mathbb{Q}(\mu_{p^{\infty}})/\mathbb{Q}(\mu_p)) \), which are independent of \( K \). Put \( \mathcal{R} = \mathbb{Z}_p[[G_\infty]] \) and \( \Lambda = \mathbb{Z}_p[[\Gamma]] \). Fix a topological generator \( \gamma \) of \( \Gamma \), by which we have an isomorphism \( \Lambda \simeq \mathbb{Z}_p[[T]] \), sending \( \gamma \) to \( 1 + T \). Note that we have natural identifications \( G_\infty = G_0 \times \Gamma, G_0 = G_{-1} \times \Delta \), and thus \( \mathcal{R} = \Lambda[G_0] = \Lambda[G_{-1}][\Delta] \).

Put \( k_n = K_n \otimes \mathbb{Q}_p \), which is a product of local fields. Let \( \mathcal{O}_n \) be the ring of integers of \( k_n \), namely the integral closure of \( \mathbb{Z}_p \) in \( k_n \). Let \( \mathfrak{m}_n \) be the Jacobson radical of \( \mathcal{O}_n \).

For a compact or discrete \( \mathbb{Z}_p \)-module \( X \), we denote by \( X^\vee = \text{Hom}_{\mathbb{Z}_p}(X, \mathbb{Q}_p/\mathbb{Z}_p) \) the Pontryagin dual. When \( X \) is finitely generated over \( \mathbb{Z}_p \), we also define the \( \mathbb{Z}_p \)-linear dual by \( X^* = \text{Hom}_{\mathbb{Z}_p}(X, \mathbb{Z}_p) \). If \( X \) has a left action of a group \( G \), then \( X^\vee \) (resp. \( X^* \)) also has a left action of \( G \) defined by \( (gf)(x) = f(g^{-1}x) \) for \( g \in G, x \in X \), and \( f \in X^\vee \) (resp. \( f \in X^* \)).

For a Galois extension \( F'/F \) of fields and a continuous \( \text{Gal}(F'/F) \)-module \( X \), we denote by \( H^i(F'/F, X) \) the continuous Galois cohomology \( H^i(\text{Gal}(F'/F), X) \). In particular, if \( F' = F \) is a separable closure of \( F \), then we simply put \( H^i(F, X) = H^i(F/F, X) \).

Suppose \( F \) is an algebraic extension of \( \mathbb{Q} \) and \( l \) is a prime number which splits into finitely many places in \( F \). Note that we have a natural identification \( F \otimes \mathbb{Q}_l = \prod_v F_v \), where \( v \) runs over the places of \( F \) above \( l \). Here and henceforth, if \( F/\mathbb{Q} \) is an infinite extension, \( F_v \) denotes the union of the completions of number fields contained in \( F \) at the places below \( v \). We put \( E(F \otimes \mathbb{Q}_l) = \bigoplus_v E(F_v) \). Similarly, for a continuous \( \text{Gal}(\overline{\mathbb{Q}}/F) \)-module \( X \), we put \( H^i(F \otimes \mathbb{Q}_l, X) = \bigoplus_v H^i(F_v, X) \).

2. Definitions of Selmer groups and \( p \)-adic L-functions

In this section, we review the definitions and properties of the various Selmer groups and \( p \)-adic L-functions. In the \( a_p = 0 \) case, the basic ideas are due to Kobayashi [22] and Pollack [34], respectively. The definitions of the \( \sharp/b \)-objects generalizing the work by Sprung [42] are postponed to Definitions 5.1 and 6.7 because those are comparatively complicated.

2.1. Selmer groups. For an integer \( n \geq -1 \) or \( n = \infty \), we define the \( S \)-imprimitive Selmer group of \( E \) over \( K_n \) by

\[
\text{Sel}_S(E/K_n) = \text{Ker} \left( H^1(K_n, E[p^{\infty}]) \to \prod_{l \in S} \frac{H^1(K_n \otimes \mathbb{Q}_l, E[p^{\infty}])}{H^1(K_n \otimes \mathbb{Q}_l \otimes (\mathbb{Q}_p/\mathbb{Z}_p)} \right),
\]

where \( l \) runs over all prime numbers not contained in \( S \). Here \( E(K_n \otimes \mathbb{Q}_l \otimes (\mathbb{Q}_p/\mathbb{Z}_p)) \) is embedded in \( H^1(K_n \otimes \mathbb{Q}_l, E[p^{\infty}]) \) via the Kummer map. Note that \( E(K_n \otimes \mathbb{Q}_l \otimes (\mathbb{Q}_p/\mathbb{Z}_p)) = 0 \) unless \( l = p \). We define the primitive Selmer group \( \text{Sel}(E/K_n) \) by the similar formula allowing \( l \) runs over all prime numbers (namely, replacing \( S \) by \( \emptyset \)). We also define the fine Selmer group of \( E \) over \( K_n \) by

\[
\text{Sel}^0(E/K_n) = \text{Ker} \left( H^1(K_n, E[p^{\infty}]) \to \prod_{l} H^1(K_n \otimes \mathbb{Q}_l, E[p^{\infty}]) \right),
\]

where \( l \) runs over all prime numbers.
Remark 2.1. Though Sel$(E/K_\infty)$ is more fundamental than Sel$_S(E/K_\infty)$, the former does not behave well in our equivariant consideration. In particular, Theorem 1.1 does not hold in general if we omit the subscript $S$ (though we may still make $S$ smaller as in Remark 5.9). We will compare them in Subsection 8.1.

Recall that we defined $k_n = K_n \otimes \mathbb{Q}_p$ in Notations in Section 1. For integers $n \geq n' \geq -1$, we denote by $\text{Tr}^n_{n'}$ the map $k_n \to k_{n'}$ induced by the trace map $K_n \to K_{n'}$. By abuse of notation, $\text{Tr}^n_{n'}$ will also denote various trace maps, such as $E(k_n) \to E(k_{n'})$.

Definition 2.2. When $a_p = 0$, the $\pm$-Selmer groups are defined as follows ([22], Definition 2.1; more precisely, [21], Definition 2.1 contains our situation). For $n \geq -1$, define
\[
E^\pm(k_n) = \{ x \in E(k_n) \mid \text{Tr}^n_{n'+1}(x) \in E(k_{n'}), -1 \leq n' < n, (-1)^{n'} = \pm 1 \}.
\]
Put $E^\pm(k_\infty) = \bigcup_n E^\pm(k_n)$. Then, allowing $n = \infty$, we define the $\pm$-Selmer groups by
\[
\text{Sel}_\pm^S(E/K) = \text{Ker} \left( \text{Sel}_S(E/K_n) \to \frac{E(k_n) \otimes (\mathbb{Q}_p/\mathbb{Z}_p)}{E^\pm(k_n) \otimes (\mathbb{Q}_p/\mathbb{Z}_p)} \right).
\]
Note that the same way as in [22], Lemma 8.17] shows that the map $E^\pm(k_n) \otimes (\mathbb{Q}_p/\mathbb{Z}_p) \to E(k_n) \otimes (\mathbb{Q}_p/\mathbb{Z}_p)$ is injective. We define $\text{Sel}^\pm(E/K_n)$ similarly.

Recall our convention that $\bullet = \emptyset$ (resp. $\bullet \in \{+,-\}$) if $p \nmid a_p$ (resp. $a_p = 0$).

Proposition 2.3. For $\bullet \in \{0,+,-\}$, the Selmer group $\text{Sel}^\bullet_\infty(E/K_\infty)$ is $\Lambda$-cotorsion.

Proof. When $K = \mathbb{Q}$ and $S = \emptyset$, the assertion is proved by Kato [18], Theorem 17.4(1)] ($p \nmid a_p$ case) and Kobayashi [22], Theorem 2.2] ($a_p = 0$ case). The general case is also widely known to experts (e.g. [7], Theorem 1.5] if $p \nmid a_p$, [21], Remark 1.4(5)] if $a_p = 0$). In fact, it follows from Proposition 5.6, Theorem 1.3, and Proposition 6.10 in this paper.

2.2. $p$-adic $L$-functions. We first recall the definition of the complex $L$-function associated to the elliptic curve $E$ [11, C.16]. For a prime number $l$, let $a_l$ be the integer for $E$ defined as usual (see Notations in Section 1). Recall that $N$ is the conductor of $E$. We denote by $1_N$ the trivial Dirichlet character modulo $N$, namely, for a prime number $l$ we have $1_N(l) = 1$ if $l \nmid N$ and $1_N(l) = 0$ otherwise.

Let $\Sigma$ be any finite set of prime numbers and $\psi$ a Dirichlet character. As a convention, if $l$ does not divide the conductor of $\psi$, we have $\psi(l) = \psi(\sigma_l)$ for the $l$-th power Frobenius $\sigma_l$. Then the $\Sigma$-imprimitive $L$-function is defined by
\[
L_\Sigma(E, \psi, s) = \prod_{l \in \Sigma} (1 - a_l \psi(l)l^{-s} + 1_N(l)\psi(l)^2l^{1-2s})^{-1}
\]
for complex variable $s$. This product converges for $s$ with real part greater than $3/2$ and, thanks to the modularity theorem, is known to possess an analytic continuation to the entire complex plane. We put $L(E, \psi, s) = L_\emptyset(E, \psi, s)$.

Let $\Omega^+ \in \mathbb{R}_{>0}$ and $\Omega^- \in \sqrt{-1}\mathbb{R}_{>0}$ denote the real and imaginary Néron periods of $E$ so that $\Omega^+ \oplus \Omega^-$ contains the Néron lattice with index 1 or 2 (see e.g. [28], (1.1)]. Then it is known that the complex number
\[
\frac{L_\Sigma(E, \psi, 1)}{\Omega^{\text{sign}(\psi)}}
\]
is an algebraic number, where \( \text{sign}(\psi) \in \{+, -\} \) denotes the sign of \( \psi(-1) \). Therefore we can regard this as an element of \( \overline{\mathbb{Q}}_p \), using the fixed embeddings of \( \overline{\mathbb{Q}} \) into \( \overline{\mathbb{Q}}_p \) and \( \mathbb{C} \).

We shall introduce the Gauss sum of a Dirichlet character and its imprimitive variants. The imprimitive variants will enable us to simplify the interpolation properties (2.6), (2.9), etc. of the \( p \)-adic \( L \)-functions. They were unnecessary in the previous works where \( S = \emptyset \).

**Definition 2.4.** For a Dirichlet character \( \psi \), let \( p \nmid m_\psi \) and \( n_\psi \geq -1 \) be the integers such that \( m_\psi p^{n_\psi+1} \) is the conductor of \( \psi \).

**Definition 2.5.** For a Dirichlet character \( \psi \) of conductor \( M = m_\psi p^{n_\psi+1} \), define the (primitive) Gauss sum of \( \psi \) by

\[
\tau(\psi) = \sum_{\sigma \in \text{Gal}(\mathbb{Q}(\mu_M)/\mathbb{Q})} \psi(\sigma) \zeta_M^\sigma.
\]

Suppose the set \( S \) of prime numbers \( \neq p \) satisfies \( \text{prime}(m_\psi) \subset S \). Take the minimum integer \( m' \) such that \( m_\psi \mid m' \) and \( \text{prime}(m') = S \), and put \( M' = m' p^{n_\psi+1} \). Then define the \( S \)-imprimitive Gauss sum of \( \psi \) by

\[
\tau_S(\psi) = \sum_{\sigma \in \text{Gal}(\mathbb{Q}(\mu_{M'}/\mathbb{Q}))} \psi(\sigma) \zeta_{M'}^\sigma.
\]

For example, we have \( \tau_S(\psi) = \tau(\psi) \) if \( S = \text{prime}(m_\psi) \).

It is well-known and easily verified that

\[
(2.5) \quad \tau_{S'}(\psi) = \prod_{\ell \in S' \setminus S} (-\psi(1)) \tau_S(\psi)
\]

for another finite set \( S' \) of prime numbers \( \neq p \) such that \( S \subset S' \).

Next we introduce the spaces of functions where the classical \( p \)-adic \( L \)-functions live in. Recall that we fixed a topological generator \( \gamma \) of \( \Gamma \) and can identify \( \mathcal{R} \) with \( \mathbb{Z}_p[[T]][G_0] \) by sending \( \gamma \) to \( 1 + T \). For a finite extension \( F \) of \( \mathbb{Q}_p \) and a real number \( h > 0 \), we put

\[
\mathcal{H}_{h,F}(\Gamma) = \left\{ \sum_{n \geq 0} a_n T^n \in F[[T]] \mid a_n \in F, \lim_{n \to \infty} \frac{|a_n|_p}{n^h} = 0 \right\}.
\]

Here \( | \cdot |_p \) denotes the \( p \)-adic absolute value normalized as \( |p|_p = 1/p \). Note that each power series in \( \mathcal{H}_{h,F}(\Gamma) \) is convergent on the open unit disk \( \{ x \in \overline{\mathbb{Q}}_p \mid |x| < 1 \} \). Put \( \mathcal{H}_{h,F}(G_\infty) = \mathcal{H}_{h,F}(\Gamma) \otimes_F F[G_0] \), which contains \( \mathcal{R} \otimes_{\mathbb{Z}_p} F \). For each character \( \psi \) of \( G_\infty \) of finite order, by abuse of notation, we also denote by \( \psi \) the induced map

\[
\psi : \mathcal{H}_{h,F}(G_\infty) \to \overline{\mathbb{Q}}_p
\]
defined by \( \sum_{n \geq 0} a_n T^n \mapsto \sum_{n \geq 0} a_n (\psi(\gamma) - 1)^n \) and \( \sigma \mapsto \psi(\sigma) \) for \( \sigma \in G_0 \). This map is an extension of the homomorphism \( \mathcal{R} \otimes_{\mathbb{Z}_p} F \to \overline{\mathbb{Q}}_p \) induced by \( \psi \).

By the works of Amice-Velu [1], Višik [44] or Mazur-Tate-Teitelbaum [29], we have the classical \( p \)-adic \( L \)-functions as follows.

**Proposition 2.6.** Let \( \alpha \in \overline{\mathbb{Q}}_p \) be an allowable root of \( t^2 - a_0 t + p = 0 \), meaning \( \text{ord}_p(\alpha) < 1 \). Then there is an element \( L_S(E/K_\infty, \alpha) \in \mathcal{H}_{1,\mathbb{Q}_p(\alpha)}(G_\infty) \) satisfying the following interpolation property:
For any character \( \psi \) of \( G_\infty \) of finite order, we have

\[
\psi(\mathcal{L}_S(E/K_\infty, \alpha)) = e_p(\alpha, \psi) \tau_S(\psi^{-1}) \frac{L_S(E, \psi, 1)}{\Omega_{\text{sign}(\psi)}},
\]

where we put

\[
e_p(\alpha, \psi) = \begin{cases} 
\alpha^{-(1+n_\psi)} & (n_\psi \geq 0) \\
(1 - \alpha^{-1}\psi(p))(1 - \alpha^{-1}\psi(p)^{-1}) & (n_\psi = -1).
\end{cases}
\]

**Remark 2.7.** As soon as the property (2.6) is formulated, the construction of the equivariant \( p \)-adic \( L \)-function follows easily from the works [1], [44], [29]. However, this interpolation property does not seem to appear explicitly in the literature. It was determined so that Theorem 1.3 holds true.

After writing out the first version of this paper, the author was informed that our \( p \)-adic \( L \)-function may be related to the element \( \xi_{K_\infty,S} \) in Kurihara [25, p. 336], where the ordinary case is treated. The author thanks Masato Kurihara for giving this information. Although the interpolation property of \( \xi_{K_\infty,S} \) is not written down therein, it can be confirmed that they actually coincide up to a unit, in the situation of [25].

**Remark 2.8.** In many works, the \( p \)-adic \( L \)-functions of elliptic curves are characterized by the interpolation of \( L_S(E, \psi^{-1}, 1) \) rather than \( L_S(E, \psi, 1) \) (for example, [29, Chap I, §14], [18, Theorem 16.2], [22, Theorem 3.1]). Such a variance is not an essential problem, thanks to the functional equation (see Proposition 7.6). Our convention in this paper has the advantage of being suitable for varying \( S \) in the main conjecture as in Proposition 7.4. We are consistent with Greenberg-Vatsal [11, p. 55] (and Kurihara [25] as in Remark 2.7), which also concern varying \( S \).

As in Section 1, if \( p \nmid a_p \), we put \( L_S(E/K_\infty) = \mathcal{L}_S(E/K_\infty, \alpha) \in \mathcal{R} \otimes \mathbb{Q}_p \), where \( \alpha \) is the unit root of \( t^2 - a_p t + p \). Note that \( \alpha \in \mathbb{Z}_p^* \) by the Hensel’s lemma.

If \( a_p = 0 \), we have two \( p \)-adic \( L \)-functions \( \mathcal{L}_S(E/K_\infty, \alpha), \mathcal{L}_S(E/K_\infty, -\alpha) \), which are not contained in \( \mathcal{R} \otimes \mathbb{Q}_p(\alpha) \). The idea of Pollack [34, §4.1] is to introduce the \( \pm \)-logarithm

\[
\log^\pm = \frac{1}{p} \prod_{n' \geq 1, (-1)^n' = \pm} \Phi_{n'}(1 + T) \frac{p}{p} \in \mathcal{H}_{1, \mathbb{Q}_p}(\Gamma),
\]

where

\[
\Phi_n(1 + T) = \frac{(1 + T)^p^n - 1}{(1 + T)^{p^n - 1} - 1}
\]

is the \( p^n \)-th cyclotomic polynomial. Moreover, we define elements of \( \Lambda = \mathbb{Z}_p[[T]] \) as in [22, (8.24)] by

\[
\tilde{\omega}_n^\pm = \prod_{1 \leq n' \leq n, (-1)^{n'} = \pm} \Phi_{n'}(1 + T), \quad \omega_n^\pm = T^{\tilde{\omega}_n^\pm}, \quad \omega_n = (1 + T)^{p^n} - 1.
\]

Note that we have \( \tilde{\omega}_n^\pm \omega_n^\pm = \omega_n \). Our sign convention will follow [22], which is opposite to [34].

**Proposition 2.9.** If \( a_p = 0 \), there are \( \mathcal{L}_S^\pm(E/K_\infty) \in \mathcal{R} \otimes \mathbb{Q}_p \) such that

\[
\mathcal{L}_S(E/K_\infty, \alpha) = \alpha \log^- \mathcal{L}_S^+ (E/K_\infty) + \log^+ \mathcal{L}_S^- (E/K_\infty)
\]
holds for any root $\alpha$ of $t^2 + p$. Moreover, they satisfy the interpolation property

\[
(2.9) \quad \psi(\mathcal{L}_S^+(E/K_\infty)) = \begin{cases} 
\left(\psi(\hat{\omega}_{n\psi})^{-1}(-1)^{(n\psi+2)/2}\tau_S(\psi^{-1})L_S(E,\psi,1)\right)_{\text{sign} (\psi)} & (n\psi \geq 0, (-1)^{n\psi} = \pm 1) \\
0 & (n\psi = 0, \pm = -) \\
(p-1)\tau_S(\psi^{-1})L_S(E,\psi,1) & (n\psi = -1, \pm = +) \\
(p-1)\tau_S(\psi^{-1})L_S(E,\psi,1) & (n\psi = -1, \pm = -)
\end{cases}
\]

for any character $\psi$ of $G_\infty$ of finite order.

Proof. The same proof as in [34, Theorem 5.1] shows the existences of $\mathcal{L}_S^+(E/K_\infty) \in \mathcal{R} \otimes \mathbb{Q}_p$ such that (2.8) holds. Then (2.9) follows from applying $\psi$ to both sides of (2.8), together with an easy (but a bit lengthy) case-by-case computation. When $K = \mathbb{Q}$ and $S = \emptyset$, these formulas are given in [22, p. 7] (with a variance of the involution $\iota$ as in Remark 2.8). □

3. Construction of Local Points

In this section, we construct a system of local points of $E$, namely points in $E(k_n)$. The construction is motivated by the works of Kobayashi [22], Sprung [42], and Kitajima-Otsuki [21]. However, much more delicate argument is necessary than those works.

Let $\hat{E}$ be the formal group law over $\mathbb{Z}_p$ associated to a minimal Weierstrass model of $E$ and $\log \hat{E}$ its logarithm. As in Notations in Section 1, let $\mathcal{O}_n$ be the integer ring of $k_n = K_n \otimes \mathbb{Q}_p$, and let $m_n$ be its Jacobson radical. Then we have an exact sequence

\[
(3.1) \quad 0 \to \hat{E}(m_n) \to E(k_n) \to \hat{E}(\mathcal{O}_n/m_n) \to 0
\]

by [11 Propositions 2.1 and 2.2].

Let $\varphi$ denote the $p$-th power Frobenius. Therefore we have $\psi(\varphi) = \psi(p)$ for a Dirichlet character $\psi$ with $n\psi = -1$. Recall that we denote by $m_n\psi p^{n\psi+1}$ the conductor of $\psi$ (Definition 2.4).

Our goal in this section is to prove the following two results.

**Theorem 3.1.** Suppose $p \nmid a_p$ holds. Then there exists a unique system of elements $d_n \in \hat{E}(m_n)$ ($n \geq -1$) satisfying the following.

1. For $n \geq 0$, we have

\[
\text{Tr}_{n-1}^n(d_n) = \begin{cases} 
(-1)^{n+1}a_p d_n - d_{n-2} & (n \geq 1) \\
(\varphi - \varphi^{-1})d_{-1} & (n = 0).
\end{cases}
\]

2. For $n \geq 0$, $\hat{E}(m_n)$ is generated by $d_n, d_{n-1}$ as an $R_n$-module. Moreover, $\hat{E}(m_{-1})$ is generated by $d_{-1}$ as an $R_{-1}$-module.

3. For a character $\psi$ of $G_\infty$ of finite order, we have

\[
\sum_{\sigma \in G_{\infty}(\psi)} \sigma(\log \hat{E}(d_{n\psi}))\psi(\sigma) = \begin{cases} 
\tau_S(\psi) & (n\psi \geq 0) \\
1 + p^{-1}a_p \psi(p)^{-1} + p^{-1}\psi(p)^{-2} - \tau_S(\psi) & (n\psi = -1).
\end{cases}
\]

**Theorem 3.2.** Suppose $p \nmid a_p$ and Assumption 3.7 below hold. Let $\alpha, \beta \in \mathbb{Z}_p$ be the roots of $t^2 - a_p t + p = 0$ such that $p \nmid \alpha, p \mid \beta$. Then there exists a unique system of elements $d_n \in \hat{E}(m_n)$ ($n \geq -1$) satisfying the following.
(1) For \( n \geq 0 \), we have
\[
\text{Tr}_{n-1}^{n}(d_n) = \begin{cases} 
\alpha d_{n-1} & (n \geq 1) \\
(\alpha - \varphi^{-1})d_{-1} & (n = 0).
\end{cases}
\]

(2) For \( n \geq -1 \), \( \hat{E}(m_n) \) is generated by \( d_n \) as an \( R_n \)-module.

(3) For a character \( \psi \) of \( G_{\infty} \) of finite order, we have
\[
\sum_{\sigma \in G_{\psi}} \sigma(\log_{E}(d_{n_{\psi}}))\psi(\sigma) = \begin{cases} 
\tau_S(\psi) & (n_{\psi} \geq 0) \\
(1 - \beta^{-1}\psi(p)^{-1})^{-1}\tau_S(\psi) & (n_{\psi} = -1).
\end{cases}
\]

Remark 3.3. When \( K = \mathbb{Q} \), \( S = \emptyset \), and \( a_p = 0 \), the assertion of Theorem 3.1 is shown by Kobayashi [22, Definition 8.8, Lemma 8.9, Proposition 8.11, Proposition 8.26]. There are several further works where \( p \mid a_p \), such as [13], [24], and [21], but the proof of Theorem 3.1 still needs new ideas. On the other hand, the author does not know a similar work on the ordinary case as in Theorem 3.2. The proof of Theorem 3.2 is quite similar to that of Theorem 3.1, but a new subtle difficulty will appear in the proof of Proposition 3.30.

Remark 3.4. We will see (in Sections 4 and 5) that we only need the properties (1)(2) in Theorems 3.1 and 3.2 in order to prove Theorems 1.1 and 1.2. This kind of remark is already given in [21, Remark 3.12]. However, we need to impose the property (3) to establish the connection with the analytic side, stated in Theorem 1.3. In fact, in the \( a_p = 0 \) case, [21] actually constructs a system \( (d_n)_n \) satisfying the properties (1)(2). But their construction is not canonical and, in particular, the property (3) is not necessarily satisfied.

First we reduce the proofs of Theorems 3.1 and 3.2 to a special case.

For \( p \nmid m \), we introduce the following notations (meaning that “subscript \( m \) gives corresponding objects for \( K = \mathbb{Q}(\mu_{m}) \)”). For each integer \( n \geq -1 \) or \( n = \infty \), put \( K_{m,n} = \mathbb{Q}(\mu_{mp^{n+1}}) \) and \( G_{m,n} = \text{Gal}(K_{m,n}/\mathbb{Q}) \). Put \( k_{m,n} = K_{m,n} \otimes_{\mathbb{Q}} \mathbb{Q}_p \), let \( O_{m,n} \) be the integer ring of \( k_{m,n} \), and let \( m_{m,n} \) be its Jacobson radical. Put \( R_{m,n} = \mathbb{Z}_p[G_{m,n}] \) for each integer \( n \geq -1 \), and put \( R_{m} = \mathbb{Z}_p[[G_{m,\infty}]] \).

Lemma 3.5. Let \( m \) be the conductor of \( K \). Then Theorems 3.1 and 3.2 follow from the assertions for the case where \( K = \mathbb{Q}(\mu_{m}) \) and \( S = \text{prime}(m) \).

Proof. First note that, in the \( p \nmid a_p \) case, Assumption 3.7 is unchanged if we change \( K \) to \( \mathbb{Q}(\mu_{m}) \). Since \( \log_{E} \) is injective by Proposition 3.6 and Assumption 3.7 below, the property (3) assures the uniqueness assertion. To show the existence, let \( d_{m,n} \in \hat{E}(m_{m,n}) \) be the claimed system of points for \( K = \mathbb{Q}(\mu_{m}), S = \text{prime}(m) \). Define
\[
d_{n} = \left( \prod_{l \in S, l \mid m} (-\sigma_{l}) \right) \text{Tr}_{K_{m,n}/K_{n}}(d_{m,n}) \in \hat{E}(m_{n}),
\]
where \( \text{Tr}_{K_{m,n}/K_{n}} \) denotes the map \( \hat{E}(m_{m,n}) \to \hat{E}(m_{n}) \) induced by the trace map \( K_{m,n} \to K_{n} \). Then the properties (1) – (3) are preserved. In fact, (1) is clear; (2) follows from the surjectivity of \( \text{Tr}_{K_{m,n}/K_{n}} : \hat{E}(m_{m,n}) \to \hat{E}(m_{n}) \); (3) follows from (2.5).

Thus it is enough to prove Theorems 3.1 and 3.2 for \( K = \mathbb{Q}(\mu_{m}), S = \text{prime}(m) \). Those will be done in Subsections 3.3 and 3.4 respectively.
3.1. Non-Anomalous Condition. In this subsection, we discuss the non-anomalous condition in the ordinary case. Before that, we recall the following important observation in the supersingular case.

Proposition 3.6. Suppose $p \mid a_p$ holds. Then $E(k_\infty)$ is $p$-torsion free. Equivalently, $\hat{E}(m_\infty)$ is $p$-torsion free.

Proof. See [21 Proposition 3.1] and [22 Proposition 8.7]. □

In the ordinary case, $E(k_\infty)$ can contain a $p$-torsion in general (we call such a situation anomalous, due to Mazur). Since almost all of the method in this paper cannot be applied to the anomalous case, we assume the following.

Assumption 3.7. When $p \nmid a_p$, for the conductor $m$ of $K/\mathbb{Q}$, $E(k_{m,\infty})$ is $p$-torsion free.

We mention that Assumption 3.7 is stronger than $E(k_\infty)$ being $p$-torsion free, but is necessary since our method uses the corresponding result for $\mathbb{Q}(\mu_m)$; see the proof of Lemma 3.5. An equivalent condition to Assumption 3.7 will be given in Proposition 3.9. Note that, as shown in Lemma 3.8, Assumption 3.7 is equivalent to that $\hat{E}(m_{m,\infty})$ is $p$-torsion free.

Lemma 3.8. Suppose $p \nmid a_p$ holds. Let $F$ be a finite extension of $\mathbb{Q}_p(\mu_p)$ and $\kappa(F)$ its residue field. Then we have $E(F)[p] = 0$ if and only if $\hat{E}(\kappa(F))[p] = 0$.

Proof. Let $\rho$ (resp. $\rho'$) be the 2-dimensional (resp. 1-dimensional) representation of $\text{Gal}(\overline{\mathbb{Q}}_p/F)$ over $\mathbb{F}_p$ defined by the action on $E[p]$ (resp. $\hat{E}[p]$). We denote by $\rho''$ the kernel of the surjective homomorphism $\rho \to \rho'$. By the Weil pairing, the representation $\rho' \otimes \rho'' \simeq \text{det}(\rho)$ is trivial since $F$ contains $\mu_p$.

Therefore $\hat{E}(\kappa(F))[p] \neq 0$ is equivalent to that both $\rho'$ and $\rho''$ are trivial. On the other hand, $E(F)[p] \neq 0$ is equivalent to the existence of trivial representation contained in $\rho$. Now it is easy to see that those are equivalent. □

Proposition 3.9. When $p \nmid a_p$, Assumption 3.7 holds if and only if $a_p h_m \equiv 1 \mod p$, where $h_m$ is the residue degree of $K_{m,-1} = \mathbb{Q}(\mu_m)$ over $\mathbb{Q}$ at $p$.

Proof. By Lemma 3.8, Assumption 3.7 is equivalent to $\hat{E}(\mathcal{O}_m-1(p))[p] = 0$, namely $\hat{E}(\mathbb{Z}_{p^h_m})[p] = 0$. Let $\alpha, \beta$ be the roots of $t^2 - a_p t + p$ such that $p \nmid \alpha$ and $p \mid \beta$. Then $a_p = \alpha + \beta \equiv \alpha \mod p$ and [11 Theorem 2.3.1] implies

$$\#\hat{E}(\mathbb{Z}_{p^h_m}) = (1 + p^{h_m}) - (\alpha^{h_m} + \beta^{h_m}) \equiv 1 - \alpha^{h_m} \mod p.$$ 

This completes the proof. □

In general, if $X$ is a free $\mathbb{Z}_p$-module of finite rank, we have a natural isomorphism

$$X^* \simeq (X \otimes (\mathbb{Q}_p/\mathbb{Z}_p))^\vee$$

sending $f \in X^*$ to $x \otimes p^{-a} \mapsto p^{-a} f(x)$ (recall Notations in Section 1). If a group $G$ acts on $X$, then this isomorphism is $G$-equivariant.

Proposition 3.10. Suppose Assumption 3.7 holds when $p \nmid a_p$. Then for $n \geq -1$, $\hat{E}(m_n)$ is isomorphic to the $p$-part of $E(k_n)$ under the injective map in (3.1). In particular, by (3.2), we obtain isomorphisms

$$\hat{E}(m_n)^* \simeq (\hat{E}(m_n) \otimes (\mathbb{Q}_p/\mathbb{Z}_p))^\vee \simeq (E(k_n) \otimes (\mathbb{Q}_p/\mathbb{Z}_p))^\vee$$
and, by taking the limit,
\[ \lim_{n \to \infty} \hat{E}(m_n)^* \simeq (\hat{E}(m_\infty) \otimes (\mathbb{Q}_p / \mathbb{Z}_p))^\vee \simeq (E(k_\infty) \otimes (\mathbb{Q}_p / \mathbb{Z}_p))^\vee. \]

**Proof.** It is enough to show \( \tilde{E}(O_n / m_n)[p] = 0 \). When \( p \mid a_p \), this is clear. When \( p \nmid a_p \), this follows from Lemma 3.8. \( \square \)

### 3.2. Preliminary Computations

This subsection is a preliminary to the proofs of Theorems 3.1 and 3.2.

**Definition 3.11.** For \( p \nmid m \) and \( n \geq 0 \), we put
\[ \pi_{m,n} = \zeta_{m}^{\varphi^{-(n+1)}}(\zeta_{m}^{\sigma_{m}^{-1}} - 1) \in m_{m,n}. \]
Here \( \sigma_m \) denotes the \( m \)-th power Frobenius map and \( \varphi \) the \( p \)-th power Frobenius map. If \( n \leq -1 \), then we put \( \pi_{m,n} = 0 \in m_{m,-1} \).

**Remark 3.12.** Our \( \pi_{m,n} \) corresponds to \( \zeta_{m}^{\sigma_{m}^{-1}} - 1 \) in [22, Definition 8.8] and is motivated especially by the element \( \pi_{n} = \zeta_{m}^{\varphi^{-(n+1)}}(\zeta_{m}^{\sigma_{m}^{-1}} - 1) \) in [21, p. 9]. Here, \( \zeta \) is a generator of the group of roots of unity in a local field. One of the novel ideas in this paper is to utilize the (global) elements \( \zeta_m \) with various \( m \) instead of the single (local) element \( \zeta \). That is because the Gauss sums in the right hand sides of Theorems 3.1 and 3.2 are defined using various \( \zeta_{mp^{n+1}} \).

In order for this idea to work, we will have to modify several assertions in [21] by using various \( \zeta_m \). Roughly speaking, assertions in [21] on the single element \( \zeta \) will be replaced by assertions on \( \{\zeta_{m'} \mid m' \in A(m)\} \). Here \( A(m) \) is defined in Definition 3.14 below. A typical example is Lemma 3.15 below, which corresponds to [21, Lemma 3.9].

For \( m' \mid m \) with \( p \nmid m \) and \(-1 \leq n' \leq n \), we denote by \( \text{Tr}_{m',n}^{m,n} \) the various maps induced by the trace map \( K_{m,n} \to K_{m',n'} \). We study the behavior of \( \pi_{m,n} \) under the trace maps.

**Lemma 3.13.** (1) For \( p \nmid m \) and \( n \geq 0 \), we have
\[ \text{Tr}_{m,n-1}^{m,n}(\zeta_{m}^{\sigma_{m}^{-1}} - 1) = -p \]
and
\[ \text{Tr}_{m,n-1}^{m,n}(\pi_{m,n}) = -p\zeta_{m}^{\varphi^{-(n+1)}}. \]

(2) Let \( p \nmid m \) and let \( l \) be a prime divisor of \( m \). For \( n \geq -1 \) we have
\[ \text{Tr}_{m/l,n}^{m,n}(\zeta_{m}) = \begin{cases} 0 & (l^2 \mid m) \\ (-\sigma_{l}^{-1})\zeta_{m/l} & (l^2 \nmid m) \end{cases} \]
and
\[ \text{Tr}_{m/l,n}^{m,n}(\pi_{m,n}) = \begin{cases} 0 & (l^2 \mid m) \\ (-\sigma_{l}^{-1})\pi_{m/l,n} & (l^2 \nmid m) \end{cases}. \]

**Proof.** (1) The minimal polynomial of \( \zeta_{m}^{\sigma_{m}^{-1}} - 1 \in K_{m,n} \) over \( K_{m,n-1} \) is \( (1 + x)^n - \zeta_{m}^{n} \) (resp. \( ((1 + x)^n - 1)/x \) if \( n \geq 1 \) (resp. \( n = 0 \)). The coefficient of \( x^{p-1} \) (resp. \( x^{p-2} \)) is \( p \), which implies the first equation. The second equation follows immediately.

(2) Similarly, this assertion follows from the fact that the minimal polynomial of \( \zeta_{m} \in K_{m,n} \) over \( K_{m/l,n} \) is \( x^l - \zeta_{m/l} \) (resp. \( (x^l - \zeta_{m/l}^1)/(x - \zeta_{m/l}^1) \) if \( l^2 \mid m \) (resp. \( l^2 \nmid m \)). \( \square \)
Definition 3.14. For $p \nmid m$, let $\mathcal{A}(m)$ be the set of divisors $m'$ of $m$ such that $\text{prime}(m') = \text{prime}(m)$. For example, $\mathcal{A}(m) = \{m\}$ if and only if $m$ is square-free.

Lemma 3.15. Let $p \nmid m$. For $n \geq 0$, $\mathfrak{m}_{m,n}/\mathfrak{m}_{m,n-1}$ is generated by $\{\pi_{m',n} \mid m' \in \mathcal{A}(m)\}$ as an $\mathbb{R}_{m,n}$-module. Moreover, $\mathfrak{m}_{m,-1}$ is generated by $\{p\mathfrak{m} \mid m' \in \mathcal{A}(m)\}$ as an $\mathbb{R}_{m,-1}$-module.

Proof. As mentioned in Remark 3.12, this lemma corresponds to [21, Lemma 3.9], where the module $\mathfrak{m}_n/\mathfrak{m}_{n-1}$ is generated by the single element $\pi_n$ in their notations. The proof of our lemma is more delicate since we have to utilize various $m'$.

Firstly we show the second statement. Since $\mathfrak{m}_{m,-1} = p(\mathbb{Z}[\mu_m] \otimes \mathbb{Z}_p)$, it is enough to show that $\mathbb{Z}[\mu_m]$ is generated by $\{\zeta_{m'} \mid m' \in \mathcal{A}(m)\}$ as a $\mathbb{Z}[\text{Gal}((\mathbb{Q}(\mu_{m})/\mathbb{Q})]$-module. Take any divisor $m''$ of $m$. Let $m' \in \mathcal{A}(m)$ be the smallest element divisible by $m''$. Then by Lemma 3.13(2), we have

$$\text{Tr}_{m''/m'}(\zeta_{m'}) = \left( \prod_{i|m',i|m''} (-\sigma_i^{-1}) \right) \zeta_{m''}.$$  

This shows that $\zeta_{m''}$ is contained in the module generated by $\zeta_{m'}$. This proves the claim.

Secondly we show the first statement for $m = 1$, namely, that $\mathfrak{m}_{\mathbb{Q}_p(\mu_{p+1})}/\mathfrak{m}_{\mathbb{Q}_p(\mu_{p^n})}$ is generated by $\zeta_{p+1} - 1$ as a $\mathbb{Z}_p[\text{Gal}((\mathbb{Q}(\mu_{p+1})/\mathbb{Q})]$-module. Here, $\mathfrak{m}_{\mathbb{Q}_p(\mu_{p^n})}$ denotes the valuation ideal of $\mathbb{Q}_p(\mu_{p+1})$. It is clear that $\mathfrak{m}_{\mathbb{Q}_p(\mu_{p^n})}$ is generated by $\{\zeta_{p+1} - 1 \mid 1 \leq i < p^{n+1}\}$ over $\mathbb{Z}_p$. If $p \mid i$ then $\zeta_{p+1} - 1 \in \mathfrak{m}_{\mathbb{Q}_p(\mu_{p^n})}$ and if $p \nmid i$ then $\zeta_{p+1} - 1$ is a Galois conjugate of $\zeta_{p+1} - 1$. This proves the claim.

Finally we show the first statement in general. Observe that $\mathfrak{m}_{m,n} \simeq \mathbb{Z}[\mu_m] \otimes \mathbb{Z} \mathfrak{m}_{\mathbb{Q}_p(\mu_{p+1})}$ under which $\pi_{m',n}$ corresponds to $\zeta_{p+1}^{(-1)}(\zeta_{p+1}^{(-1)} - 1)$. Moreover, $R_{m,n}$ acts on the right hand side through the decomposition $R_{m,n} = \mathbb{Z}[\text{Gal}((\mathbb{Q}(\mu_{m})/\mathbb{Q})] \otimes \mathbb{Z}_p[\text{Gal}((\mathbb{Q}(\mu_{p+1})/\mathbb{Q})]$. Hence the assertion follows from the first and the second claims above. This completes the proof.

We shall introduce a set of power series and a topology on it. The topology is necessary because we will consider infinite sums in the proofs of Propositions 3.22 and 3.30. In the previous works such as [22, §8.2], the topology is often neglected, but we give a verification for completeness.

Definition 3.16. For $p \nmid m$, we put

$$\mathcal{F}_m = \{f(T) \in k_{m,-1}[[T]] \mid f(0) = 0, f'(T) \in \mathcal{O}_{m,-1}[[T]]\}.$$  

We have a bijection $\mathcal{F}_m \simeq \prod_{j \geq 1} \frac{1}{j} \mathcal{O}_{m,-1}$ defined by $\sum_{j \geq 1} a_j T^j \mapsto (a_j)_j$. We equip $\mathcal{F}_m$ with the topology such that this bijection is homeomorphic, where the target has the product topology of the $p$-adic topology.

Lemma 3.17. Let $p \nmid m$ and $n \geq 0$. Suppose a sequence $\{f_{\nu}(T)\}_{\nu=1}^{\infty}$ in $\mathcal{F}_m$ converges to $f(T)$. Then for $x \in \mathfrak{m}_{m,n}$, the sequence $\{f_{\nu}(x)\}_{\nu}$ in $\mathfrak{m}_{m,n}$ converges to $f(x)$.

Proof. Take an arbitrary positive integer $A$. Since $x \in \mathfrak{m}_{m,n}$, we have a positive integer $C$ such that $x^j/j \in p^A \mathcal{O}_{m,n}$ holds for any integer $j > C$. We denote the coefficients of $f_{\nu}$ and $f$ by $f_{\nu}(T) = \sum_{j=1}^{\infty} a_j^{(\nu)} T^j$ and $f(T) = \sum_{j=1}^{\infty} a_j T^j$. Since $\lim_{\nu \to \infty} a_j^{(\nu)} = a_j$ for each $j$, for sufficiently large $\nu$, we have $(a_j^{(\nu)} - a_j) x^j \in p^A \mathcal{O}_{m,n}$ for any $1 \leq j \leq C$. Therefore, for sufficiently large $\nu$, we have...
we can compute
\[ f_\nu(x) - f(x) = \sum_{j=1}^{\infty} \left( a^{(\nu)}_j - a_j \right) x^j \equiv \sum_{j=1}^C \left( a^{(\nu)}_j - a_j \right) x^j \equiv 0 \mod p^4\mathcal{O}_{m,-1}. \]
Since \( A \) was taken arbitrarily, this shows \( \lim_{\nu \to \infty} f_\nu(x) = f(x) \).

The following is a generalization of [22, Proposition 8.11]. Though that suffices for the supersingular case, Lemma [3.18] is necessary for the ordinary case.

Lemma 3.18. Let \( p \nmid m \) and take \( f(T) \in \mathcal{F}_m \). For \( n \geq 0 \) and \( x \in \mathfrak{m}_{m,n} \), we have \( f(x) \in \mathfrak{m}_{m,n} + k_{m,n-1} \).

Proof. Without loss of generality, we may suppose \( f(T) = T^j/j \) for some \( j \geq 1 \). Namely, it is enough to show that \( x^j \in jm_{m,n} + k_{m,n-1} \) for \( x \in \mathfrak{m}_{m,n} \). By letting \( v = \text{ord}_p(j) \), it is enough to show that \( x^{p^v} \in p^v \mathfrak{m}_{m,n} + k_{m,n-1} \). By induction, it is enough to show that \( y \in p^{v-1} \mathfrak{m}_{m,n} + \mathfrak{m}_{m,n-1} \) implies \( y^p \in p^v \mathfrak{m}_{m,n} + \mathfrak{m}_{m,n-1} \) for \( v \geq 1 \), which we shall show.

It is easy to see that we may assume \( y \in p^{v-1} \mathfrak{m}_{m,n} \). Then the assertion is trivial if \( v \geq 2 \), so we assume \( v = 1 \). Write \( y = \sum_{i=1}^{p^{n+1}-1} a_i (\zeta_{p^n+1}^i - 1) \) with \( a_i \in \mathbb{Z}[\mu_m] \otimes \mathbb{Z}_p \). Then
\[
y^p \in \sum_i a_i^p (\zeta_{p^n+1}^i - 1)^p + p\mathfrak{m}_{m,n}.
\]
Moreover,
\[
\zeta_{p^n}^i - 1 = ((\zeta_{p^n+1}^i - 1) + 1)^p - 1
= (\zeta_{p^n+1}^i - 1)^p + p \sum_{s=1}^{p-1} \frac{1}{p} (\frac{p}{s}) (\zeta_{p^n+1}^i - 1)^s
\]
shows \( (\zeta_{p^n+1}^i - 1)^p \in p\mathfrak{m}_{m,n} + \mathfrak{m}_{m,n-1} \). This completes the proof.

3.3. Supersingular Case. Suppose \( p \mid a_p \) holds in this subsection. For each \( p \nmid m \), we shall prove Theorem 3.1 for \( K = \mathbb{Q}(\mu_m) \) and \( S = \text{prime}(m) \). The proof can be divided into two steps. As the first step, by an appropriate use of Honda theory, we construct auxiliary elements \( \tilde{d}_{m,n} \in \hat{E}(\mathfrak{m}_{m,n}) \).

Second we modify \( d_{m,n} \) to define
\[
d_{m,n} = \sum_{m' \in A(m)} \frac{m'}{m} \tilde{d}_{m',n}
\]
and check that the properties (1) - (3) holds. Note that the second step particularly accords with the idea explained in Remark 3.12.

3.3.1. First Step. Fix \( p \nmid m \). We shall construct elements \( \tilde{d}_{m,n} \in \hat{E}(\mathfrak{m}_{m,n}) \) in Proposition 3.22. They give an extension of the elements \( c_n \) in [22, Definition 8.8], \( c_n \) in [42, Theorem 2.2], and \( d_n \) in [21, Definition 3.3]. More precisely, [22] (resp. [42]) deals with the case where \( m = 1, a_p = 0 \) (resp. \( m = 1, p \mid a_p \)). On the other hand, the argument in [21] can deal with \( a_p = 0 \) and general \( m \), though it is not written explicitly [21] only treats \( \zeta \) instead of \( \zeta_m \) as in Remark 3.12.
Definition 3.19. For \( n \geq -1 \), since \( \varphi^2 - ap\varphi + p \) acts on \( \mathcal{O}_{m,-1} \) isomorphically by Nakayama’s lemma, let \( \eta_{m,n} \in \mathfrak{m}_{m,-1} \) be the unique element such that
\[
\eta_{m,n}^{\varphi^2} - ap\eta_{m,n} + p\eta_{m,n} = p\zeta_m^{-(n+1)}.
\]
Note that \( \eta_{m,n} = \eta_{m,-1}^{\varphi^-(n+1)} \). Our \( \eta_{m,n} \) corresponds to \( p/(p+1) \) in [22], \( p/(p+1 - ap) \) in [42], and \( \varepsilon_n \) in [21]. We do not have a direct expression of \( \eta_{m,n} \) as in the previous works, but the above characterization suffices for computations.

Lemma 3.20. Let \( l \) be a prime divisor of \( m \). For \( n \geq -1 \), we have
\[
\text{Tr}_{m/l,n}^{m,n}(\eta_{m,n}) = \begin{cases} 0 & (l^2 \mid m) \\ (-\sigma l^{-1})\eta_{m/l,n} & (l^2 \nmid m). \end{cases}
\]

Proof. This follows from Lemma 3.13(2).

Definition 3.21. For \( j \geq -1 \), define \( c_j \in \mathbb{Q}_p \) inductively by \( c_{-1} = 0 \), \( c_0 = 1 \), and \( c_j = p^{-1}(apc_{j-1} - c_{j-2}) \) for \( j \geq 1 \). Our \( c_j \) is denoted by \( x_k \) in [42].

Recall \( \pi_{m,n} \) in Definition 3.11

Proposition 3.22. For \( n \geq -1 \), there exists a unique element \( \tilde{d}_{m,n} \in \hat{E}(\mathfrak{m}_{m,n}) \) such that
\[
\log_{\hat{E}}(\tilde{d}_{m,n}) = \eta_{m,n} + \sum_{j \geq 0} c_j \pi_{m,n-j}.
\]

Proof. The uniqueness follows from the injectivity of \( \log_{\hat{E}} \). The existence can be shown by combining the ideas of [21] (\( a_p = 0 \) case) and [42] (\( m = 1 \) case) as follows.

Recall Definition 3.16 and put
\[
f_m(T) = \sum_{j \geq 0} c_j ((T + \zeta_m)^{p^j} - (\zeta_m)^{p^j}) \in \mathcal{F}_m.
\]
Namely, \( f_m(T) \) is the element of \( \mathcal{F}_m \) characterized by
\[
f'_m(T) = \sum_{j \geq 0} p^j c_j (T + \zeta_m)^{p^j-1}.
\]
The convergence follows from \( p^i c_j \to 0 \), since \( c_j \in p^{-[j/2]}\mathbb{Z}_p \). We also see that \( f'_m(0) \) is a \( p \)-adic unit.

For \( n \geq -1 \), we have
\[
(f_m^{\varphi=(n+1)})^{\varphi^2}(T^{p^2}) - ap(f_m^{\varphi=(n+1)})^{\varphi}(T^p) + p(f_m^{\varphi=(n+1)})(T) \equiv 0 \mod \mathfrak{m}_{m,-1}[[T]].
\]
In fact, we can assume $n = -1$ and then, by [13 Lemma 4], the left hand side is congruent to
\[
f_m^{\sigma^2}(T + \zeta_m)^{2^2} - (\zeta_m)^{2^2} - a_p f_m^{\sigma}(T + \zeta_m)^{p^2} - (\zeta_m)^{p^2} + pf_m(T)
\]
\[
= \sum_{j \geq 0} c_j((T + \zeta_m)^{p^{j+2}} - (\zeta_m)^{p^{j+2}}) - a_p \sum_{j \geq 0} c_j((T + \zeta_m)^{p^{j+1}} - (\zeta_m)^{p^{j+1}}) + p \sum_{j \geq 0} c_j((T + \zeta_m)^{p^j} - (\zeta_m)^{p^j})
\]
\[
= \sum_{j \geq -1} (c_j - a_pc_{j+1} + pc_{j+2})(T + \zeta_m)^{p^{j+2}} - (\zeta_m)^{p^{j+2}}) + pT
\]
\[
= pT.
\]
Thus $f_m^{\sigma^{-(n+1)}}$ has Honda type $t^2 - a_pt + p$. Therefore by Honda theory [14], there is a unique formal group $\mathcal{G}_{m,n}$ over $\mathcal{O}_{m,-1}$ with logarithm $\log_{\mathcal{G}_{m,n}} = f_m^{\sigma^{-(n+1)}}$. Moreover, $\exp_E \circ \log_{\mathcal{G}_{m,n}} : \mathcal{G}_{m,n} \to \hat{E}$ is an isomorphism over $\mathcal{O}_{m,-1}$.

Since $\log_{\mathcal{G}_{m,n}} : \mathcal{G}_{m,n}(\mathcal{O}_{m,-1}) \to \mathcal{O}_{m,-1}$ is an isomorphism, we can define $\varepsilon_{m,n} \in \mathcal{G}_{m,n}(\mathcal{O}_{m,-1})$ as the unique element such that $\log_{\mathcal{G}_{m,n}}(\varepsilon_{m,n}) = \eta_{m,n}$. We shall show that
\[
\tilde{d}_{m,n} = \exp_E \circ \log_{\mathcal{G}_{m,n}}(\varepsilon_{m,n}[+\mathcal{G}_{m,n}]) \in \hat{E}(\mathcal{O}_{m,n})
\]
is the element we want. In fact, we have
\[
(\pi_{m,n} + \zeta_m^{\sigma^{-(n+1)}})^{p^j} - (\zeta_m^{\sigma^{-(n+1)}})^{p^j} = (\zeta_m^{\sigma^{-(n+1)}})^{p^j}((\zeta_m^{\sigma^{-1}})^{p^j} - 1) = \pi_{m,n-j}.
\]
Then Lemma 3.17 implies the final equality of
\[
\log_E(\tilde{d}_{m,n}) = \log_{\mathcal{G}_{m,n}}(\varepsilon_{m,n}[+\mathcal{G}_{m,n}]) = \eta_{m,n} + f_m^{\sigma^{-(n+1)}}(\pi_{m,n}) = \eta_{m,n} + \sum_{j \geq 0} c_j \pi_{m,n-j}.
\]
This completes the proof.

The element $\tilde{d}_{m,n}$ satisfies the following compatibilities. The assertion (1) is an extension of [22 Lemma 8.9], [42 Theorem 2.2], and [21 Proposition 3.4].

**Proposition 3.23.** (1) For $n \geq 0$, we have
\[
\text{Tr}^{m,n}_{m,-1}(d_{m,n}) = \begin{cases} a_p \tilde{d}_{m,n-1} - \tilde{d}_{m,n-2} & (n \geq 1) \\ (a_p - \sigma - \sigma^{-1})\tilde{d}_{m,-1} & (n = 0). \end{cases}
\]

(2) Let $l$ be a prime divisor of $m$. For $n \geq -1$ we have
\[
\text{Tr}^{m,n}_{m/l,n}(\tilde{d}_{m,n}) = \begin{cases} 0 & (l^2 \mid m) \\ (-\sigma_l^{-1})\tilde{d}_{m/l,n} & (l^2 \not\mid m). \end{cases}
\]

**Proof.** We may apply the injective homomorphism $\log_E$ to confirm these equations.
(1) When \( n \geq 1 \), we shall compute
\[
\Tr_{m,n-1}^m \left( \log \tilde{E}(d_{m,n}) \right) = \Tr_{m,n-1}^m (\eta_{m,n}) + \sum_{j \geq 0} c_j \Tr_{m,n-1}^m (\pi_{m,n-j})
\]
\[
= p\eta_{m,n} - p\zeta_m^{\varphi^{-(n+1)}} + \sum_{j \geq 1} c_j p\pi_{m,n-j}
\]
\[
= (a_p \eta_{m,n} - \eta_{m,n}^2) + \sum_{j \geq 1} (a_pc_{j-1} - c_{j-2})\pi_{m,n-j}
\]
\[
= a_p \left( \eta_{m,n-1} + \sum_{j \geq 0} c_j \pi_{m,n-1-j} \right) - \left( \eta_{m,n-2} + \sum_{j \geq 0} c_j \pi_{m,n-2-j} \right)
\]
\[
= a_p \log_\tilde{E}(\tilde{d}_{m,n-1}) - \log_\tilde{E}(\tilde{d}_{m,n-2}).
\]
Here, the second equality follows from Lemma 3.13(1); the third follows from Definitions 3.19 and 3.21 and the fourth follows from the formula in Definition 3.21. Similarly, when \( n = 0 \), we have
\[
\Tr_{m-1}^m (\log \tilde{E}(\tilde{d}_{m,0})) = \Tr_{m-1}^m (\eta_{m,0}) + \Tr_{m-1}^m (\pi_{m,0})
\]
\[
= (p - 1)\eta_{m,0} - p\zeta_m^{\varphi^{-1}}
\]
\[
= (a_p \eta_{m,0} - \eta_{m,0}^2) - \eta_{m,0}
\]
\[
= (a_p - \varphi - \varphi^{-1})\eta_{m-1}
\]
\[
= (a_p - \varphi - \varphi^{-1}) \log_\tilde{E}(\tilde{d}_{m-1}).
\]
(2) The assertion follows from Lemmas 3.13(2) and 3.20 immediately. \( \square \)

The following is an extension of [22, Proposition 8.11].

**Proposition 3.24.** For \( n \geq 0 \), \( \hat{E}(m_{m,n})/\hat{E}(m_{m,n-1}) \) is generated by \( \{ \tilde{d}_{m',n} | m' \in A(m) \} \) over \( R_{m,n} \). Moreover, \( \hat{E}(m_{m,n}) \) is generated by \( \{ \tilde{d}_{m',-1} | m' \in A(m) \} \) over \( R_{m,-1} \).

**Proof.** When \( n = -1 \), it is known that \( \log \hat{E} : \hat{E}(m_{m,-1}) \to m_{m,-1} \) is an isomorphism. Since it sends \( \tilde{d}_{m',-1} \) to \( \eta_{m',-1} \), the assertion follows from Lemma 3.15.

When \( n \geq 0 \), we use the argument in [22, Proposition 8.11]. Consider the injective homomorphism \( \log \hat{E} : \hat{E}(m_{m,n}) \to m_{m,n} + k_{m,n-1} \) (Lemma 3.18). We obtain the following composite map
\[
\hat{E}(m_{m,n}) \to \hat{E}(m_{m,n-1}) \xrightarrow{\log \hat{E}} (m_{m,n} + k_{m,n-1})/k_{m,n-1} \xrightarrow{\sim} m_{m,n}/m_{m,n-1}
\]
where the second map is the isomorphism induced by the inclusion map. Then the class of \( \tilde{d}_{m',n} \) is sent to the class of \( \pi_{m',n} \). Therefore by Lemma 3.15, the above injective map has to be an isomorphism and \( \hat{E}(m_{m,n})/\hat{E}(m_{m,n-1}) \) is generated by \( \{ \tilde{d}_{m',n} | m' \in A(m) \} \) as an \( R_{m,n} \)-module. This completes the proof. \( \square \)

3.3.2. **Second Step.** Fix \( p \nmid m \), and define \( d_{m,n} \in \hat{E}(m_{m,n}) \) by the formula (3.3). We shall show that this system of elements satisfies the conditions in Theorem 3.1.
Proposition 3.25. (1) For \( n \geq 0 \), we have
\[
\text{Tr}_{m,n}^{m,n}(d_{m,n}) = \begin{cases} 
  a_p d_{m,n-1} - d_{m,n-2} & (n \geq 1) \\
  (a_p - \varphi - \varphi^{-1})d_{m,-1} & (n = 0).
\end{cases}
\]

(2) Let \( l \) be a prime divisor of \( m \). For \( n \geq -1 \), we have
\[
\text{Tr}_{m/l,n}^{m,n}(d_{m,n}) = \begin{cases} 
  d_{m/l,n} & (l^2 \mid m) \\
  (-\sigma^{-1})d_{m/l,n} & (l^2 \nmid m).
\end{cases}
\]

Proof. (1) Immediate from Proposition 3.23(1).

(2) First we compute \( \text{Tr}_{m/l,n}^{m,n}(\tilde{d}_{m',n}) \) for each \( m' \in A(m) \). If \( m' \) divides \( m/l \), then \( l^2 \mid m \) and
\[
\text{Tr}_{m/l,n}^{m,n}(\tilde{d}_{m',n}) = [K_m : K_{m/l,n}]\tilde{d}_{m',n} = l\tilde{d}_{m',n}.
\]
If \( m' \) does not divide \( m/l \), then
\[
\text{Tr}_{m/l,n}^{m,n}(\tilde{d}_{m',n}) = \text{Tr}_{m',l/n}^{m',n}(\tilde{d}_{m',n}) = \begin{cases} 
  0 & (l^2 \mid m') \\
  (-\sigma^{-1})\tilde{d}_{m',l,n} & (l^2 \nmid m')
\end{cases}
\]
by Proposition 3.23(2). Using these formulas, if \( l^2 \mid m \) then
\[
\text{Tr}_{m/l,n}^{m,n}(d_{m,n}) = \sum_{m' \in A(m)} \frac{m'}{m} \text{Tr}_{m'/l,n}^{m',n}(\tilde{d}_{m',n}) = \sum_{m' \in A(m), m' \mid \frac{m}{l}} \frac{m'}{m} l\tilde{d}_{m',n} = \frac{m'}{m} \tilde{d}_{m',n} = d_{m/l,n}.
\]
If \( l^2 \nmid m \) then
\[
\text{Tr}_{m/l,n}^{m,n}(d_{m,n}) = \sum_{m' \in A(m)} \frac{m'}{m} \text{Tr}_{m'/l,n}^{m',n}(\tilde{d}_{m',n}) = \sum_{m' \in A(m)} \frac{m'}{m} (-\sigma^{-1})\tilde{d}_{m',l/n} = (-\sigma^{-1}) \sum_{m'' \in A(m/l)} \frac{m''}{m/l} \tilde{d}_{m'',n} = (-\sigma^{-1})d_{m/l,n}.
\]
This completes the proof. \( \Box \)

Proposition 3.26. For \( n \geq 0 \), \( \hat{E}(m_{m,n}) \) is generated by \( d_{m,n}, d_{m,n-1} \) as an \( R_{m,n} \)-module. Moreover, \( \hat{E}(m_{m,-1}) \) is generated by \( d_{m,-1} \) as an \( R_{m,-1} \)-module.

Proof. By Proposition 3.24 it is enough to show that, for \( n \geq -1 \),
\[
\sum_{m' \in A(m)} (\tilde{d}_{m',n})_{R_{m',n}} = (d_{m,n})_{R_{m,n}}
\]
as submodules of \( \hat{E}(m_{m,n}) \). The inclusion \( \supset \) is clear from the definition (3.3). For any \( m' \in A(m) \), by Proposition 3.25(2),
\[
\text{Tr}_{m',n}^{m,n}(d_{m,n}) - \tilde{d}_{m',n} = d_{m',n} - \tilde{d}_{m',n} = \sum_{m'' \in A(m'), m'' \neq m'} \frac{m''}{m'} \tilde{d}_{m'',n}.
\]
Using induction on \(m'\), we obtain \(\tilde{d}_{m',n} \in (d_{m,n})_{R_{m,n}}\). This completes the proof. \(\square\)

**Proposition 3.27.** For a character \(\psi\) of \(G_{m,\infty}\) of finite order, we have

\[
\sum_{\sigma \in G_{m,n}} \sigma(\log_E(d_{m,n}))\psi(\sigma) = \begin{cases} \tau_{\text{prime}(m)}(\psi), & (n_{\psi} \geq 0) \\ (1 - p^{-1}a_{p}\psi(p)^{-1} + p^{-1}\psi(p)^{-2})^{-1} \tau_{\text{prime}(m)}(\psi), & (n_{\psi} = -1). \end{cases}
\]

**Proof.** Take \(m'\) as in Definition 2.5, which depends on \(\psi\) and \(S = \text{prime}(m)\). Then we have

\[
\sum_{\sigma \in G_{m,n}} \sigma(\log_E(d_{m,n}))\psi(\sigma) = \sum_{\sigma \in G_{m,n}} \sigma(\log_E(\tilde{d}_{m',n}))\psi(\sigma) = \sum_{\sigma \in G_{m,n}} \sigma(\log_E(d_{m',n}))\psi(\sigma),
\]

where the first equality follows from Proposition 3.25(2), and the second follows from (3.3).

If \(n_{\psi} \geq 0\), then we can compute

\[
\sum_{\sigma \in G_{m',n}} \sigma(\log_E(\tilde{d}_{m',n}))\psi(\sigma) = \sum_{\sigma \in G_{m',n}} \sigma(\pi_{m',n})\psi(\sigma) \sum_{\sigma \in G_{m',n}} \sigma(\zeta_{m'}p^{n+1})\psi(\sigma) = \tau_{\text{prime}(m)}(\psi).
\]

Here, in the second equality, we used the fact \(\zeta_{m}^{-n(n+1)}\zeta_{m'}^{p^{n+1}} = \zeta_{m'p^{n+1}}\) in general, which can be shown by taking \(p^{n+1}\)-th power and \(m\)-th power of both sides.

If \(n_{\psi} = -1\), the definition of \(\eta_{m',-1}\) implies

\[
(\psi(p)^{-2} - a_{p}\psi(p)^{-1} + p) \sum_{\sigma \in G_{m',-1}} \sigma(\eta_{m',-1})\psi(\sigma) = p\tau_{\text{prime}(m)}(\psi).
\]

Thus we obtain

\[
\sum_{\sigma \in G_{m',-1}} \sigma(\log_E(\tilde{d}_{m',-1}))\psi(\sigma) = \sum_{\sigma \in G_{m',-1}} \sigma(\eta_{m',-1})\psi(\sigma) = (1 - p^{-1}a_{p}\psi(p)^{-1} + p^{-1}\psi(p)^{-2})^{-1} \tau_{\text{prime}(m)}(\psi).
\]

This completes the proof. \(\square\)

Now Theorem 3.1 for \(K = \mathbb{Q}(\mu_{m}), S = \text{prime}(m)\) is true by Propositions 3.25(1), 3.26, and 3.27. By Lemma 3.5, this completes the proof of Theorem 3.1.

### 3.4. Ordinary Case

We shall prove Theorem 3.2 in a similar way as in Subsection 3.3. Suppose \(p \nmid a_{p}\) holds and let \(\alpha, \beta \in \mathbb{Z}_{p}\) be the roots of \(t^2 - a_{p}t + p = 0\) such that \(p \nmid \alpha\) and \(p \mid \beta\). Fix \(p \nmid m\) such that Assumption 3.7 holds for \(K = \mathbb{Q}(\mu_{m})\).

**Lemma 3.28.** \(\varphi - \alpha^{-1}\) and \(\varphi - \alpha\) are unit elements of \(R_{m,-1}\).

**Proof.** By Nakayama’s lemma, it is enough to show that they are unit elements after projection to \(R_{m,-1}/(p) = \mathbb{F}_{p}[\text{Gal}(\mathbb{Q}(\mu_{m})/\mathbb{Q})]\). As in Proposition 3.9, let \(h_{m}\) be the residue degree of \(K_{m,-1}\) over \(\mathbb{Q}\) at \(p\). We have \(\alpha h_{m} \equiv 1 \mod p\) as shown in Proposition 3.9. Then the assertion follows, since \(\varphi^{h_{m}} = 1\). \(\square\)

**Definition 3.29.** As in Definition 3.19, for \(n \geq -1\), let \(\eta_{m,n}\) be the unique element of \(m_{m,-1}\) such that

\[
\eta_{m,n}^{\varphi} - \beta \eta_{m,n} = -\beta \zeta_{m}^{-(n+1)}.
\]

As an analogue of Proposition 3.22, we show the following.
Proposition 3.30. For $n \geq -1$, there exists a unique element $\tilde{d}_{m,n} \in \hat{E}(m_{m,n})$ such that
\[
\log_{\hat{E}}(\tilde{d}_{m,n}) = \eta_{m,n} + \sum_{j \geq 0} \beta^{-j} \pi_{m,n-j}.
\]

Proof. The uniqueness follows from Assumption 3.7.
To prove the existence, we wish to define $f_m(T) \in \mathcal{F}_m$ by
\[
\sum_{j \geq 0} \beta^{-j}((T + \zeta_m)^p - (\zeta_m)^p).
\]

However, this infinite sum does not converge since the coefficient of $T$ in each term, $p^j \beta^{-j} \zeta_m^{p-1} = \alpha^j \zeta_m^{p-1}$, is a $p$-adic unit. To avoid this trouble, we modify this formula as follows.

By Lemma 3.28, there exists a unique element $u_m \in \mathcal{O}_{m,-1}$ satisfying $u_m^p - \alpha u_m = -\alpha^{-1} \zeta_m$. Put
\[
f_m(T) = \sum_{j \geq 0} \beta^{-j} \left[ (T + \zeta_m)^p - (\zeta_m)^p - p^j (\zeta_m)^p \log(1 + \zeta_m^{-1}T) \right] + u_m \log(1 + \zeta_m^{-1}T) \in \mathcal{F}_m.
\]

This is well-defined since
\[
f'_m(T) = \sum_{j \geq 0} \beta^{-j} \left[ p^j (T + \zeta_m)^{p-1} - p^j (\zeta_m)^p (T + \zeta_m)^{-1} \right] + u_m (T + \zeta_m)^{-1}
\]
\[
= (T + \zeta_m)^{-1} \left[ \sum_{j \geq 0} \alpha^j \left[ (T + \zeta_m)^p - (\zeta_m)^p \right] + u_m \right]
\]
certainly converges in $\mathcal{O}_{m,-1}[T]$. We also have $f'_m(0) = \zeta_m^{-1} u_m \in \mathcal{O}_{m,-1}$. We remark that a formal computation shows that the (divergent) formal sum $\sum_{j \geq 0} \alpha^j \zeta_m^p$ satisfies the defining equation of $u_m$. This is the motivation to introduce $u_m$.

As in the supersingular case, we can compute
\[
(f_m^{-\varphi(n+1)}(T^p) - \beta f_m^{-\varphi(n+1)}(T) \equiv 0 \mod m_{m,-1}[T])
\]
for each integer $n$. This means that $f_m^{-\varphi(n+1)}$ has Honda type $t - \beta$. By Honda theory, there is a unique formal group $\mathcal{G}_{m,n}$ over $\mathcal{O}_{m,-1}$ such that $\log_{\mathcal{G}_{m,n}} = f_{m}^{-\varphi(n+1)}$. Moreover, $\exp_{\hat{E}} \circ \log_{\mathcal{G}_{m,n}} : \mathcal{G}_{m,n} \to \hat{E}$ is an isomorphism over $\mathcal{O}_{m,-1}$. Let $\epsilon_{m,n} \in \mathcal{G}_{m,n}(m_{m,-1})$ be the unique element such that $\log_{\mathcal{G}_{m,n}}(\epsilon_{m,n}) = \eta_{m,n}$. Then, as in the supersingular case,
\[
\tilde{d}_{m,n} = \exp_{\hat{E}} \circ \log_{\mathcal{G}_{m,n}}(\epsilon_{m,n}[+]g_{m,n}\pi_{m,n}) \in \hat{E}(m_{m,n})
\]
satisfies the desired property. This completes the proof of Proposition 3.30. \qed

The rest of the argument in Subsection 3.3 is valid without serious changes (we omit the detail). Consequently, defining $d_{m,n}$ by the formula (3.3), we obtain the following variants of Propositions 3.25, 3.26, 3.27.

Proposition 3.31. (1) For $n \geq 0$, we have
\[
\text{Tr}^m_{m-1}(d_{m,n}) = \begin{cases} 
\alpha d_{m,n-1} & (n \geq 1) \\
(\alpha - \varphi^{-1})d_{m,n-1} & (n = 0).
\end{cases}
\]
(2) Let \( l \) be a prime divisor of \( m \). For \( n \geq -1 \), we have

\[
\mathcal{T}_{m/l,n}(d_{m,n}) = \begin{cases} 
\frac{d_{m/l,n}}{(l^2 | m)} & \text{if } l^2 | m \\
(- \sigma_l^{-1})d_{m/l,n} & \text{if } l^2 \nmid m.
\end{cases}
\]

Proposition 3.32. For \( n \geq -1 \), \( \hat{E}(m_{m,n}) \) is generated by \( d_{m,n} \) over \( R_{m,n} \).

Proof. The same proof as in Proposition 3.26 shows \( \hat{E}(m_{m,n}) = \hat{E}(m_{m,n-1}) + (d_{m,n})_{R_{m,n}} \) for \( n \geq 0 \) and \( \hat{E}(m_{m,-1}) = (d_{m,-1})_{R_{m,-1}} \). For \( n \geq 0 \), we have \( d_{m,n-1} \in (d_{m,n})_{R_{m,n}} \) by Proposition 3.31(1) and Lemma 3.28. Therefore

\[
\hat{E}(m_{m,n}) = (d_{m,n}, d_{m,n-1}, \ldots, d_{m,-1})_{R_{m,n}} = (d_{m,n})_{R_{m,n}}.
\]

This completes the proof. \( \square \)

Proposition 3.33. For a character \( \psi \) of \( G_{m,\infty} \) of finite order, we have

\[
\sum_{\sigma \in G_{m,n}} \sigma(\log \hat{E}(d_{m,n})_{\psi}(\sigma)) = \begin{cases} 
\tau_{\text{prime}(m)}(\psi) & \text{if } n_{\psi} \geq 0 \\
(1 - \beta^{-1} \psi(p)^{-1})^{-1} \tau_{\text{prime}(m)}(\psi) & \text{if } n_{\psi} = -1
\end{cases}
\]

Now Propositions 3.31(1), 3.32 and 3.33 complete the proof of Theorem 3.2 by Lemma 3.5.

4. Construction of Coleman Maps

In this section, we construct Coleman maps and prove Theorem 1.2. The construction uses the systems of elements in Theorems 3.1 and 3.2 similarly as in [22, §8.5] and [42, §5], which treat \( K = \mathbb{Q}, S = \emptyset \), and \( p \mid a_p \). However, our discussion will be apparently different from [22] and [42]. That is because, while those works define the Coleman maps as maps from \( H^1(k_n, T_p E) \), we will firstly construct the Coleman maps as maps from \( \hat{E}(m_n)^* \) (later in Definition 6.3 we will compose them with the natural map \( H^1(k_n, T_p E) \rightarrow \hat{E}(m_n)^* \)). Our treatment will enable us to determine the precise structure of \( \hat{E}(m_n)^* \), and consequently to prove Theorem 1.2. Note also that, as mentioned in Remark 3.4, we only need the properties (1) and (2) of Theorems 3.1 and 3.2 in this section.

Remark 4.1. We mention here that our results will reprove and refine several previous works (especially in the supersingular case).

(1) For example, Theorem 1.2(3) in the case where \( K = \mathbb{Q} \) is shown in [22, Theorem 6.2]. In fact, in that case, the assertion of Theorem 1.2(3) is equivalent to that the \( \pm \)-Coleman map is an isomorphism

\[
(E^\pm(K_{\infty} \otimes \mathbb{Q}_p) \otimes (\mathbb{Q}_p/\mathbb{Z}_p))^\vee \cong W^\pm.
\]

Here \( W^\pm \) is the ideal of \( R \) defined in Section 1. However, the proof of [22] cannot be directly extended to general \( K \). That is because, as in Remark 4.27, the \( (+) \)-Coleman map does not give an isomorphism in general.

(2) Similarly, Theorem 1.2(2) in the case where \( K = \mathbb{Q} \) is shown in [42, Propositions 7.3 and 7.6], but the proof cannot be directly generalized.
(3) Another work is [21, Theorem 1.8], which determines the abstract structure of \((E^\pm(k_\infty) \otimes (\mathbb{Q}_p/\mathbb{Z}_p))^\vee\) as a \(\Lambda[\Delta]\)-module (not as an \(\mathcal{R}\)-module). Our Theorem 1.2(3) refines that result since we give the \(\mathcal{R}\)-module structure and moreover give an explicit exact sequence which determines the module structure (the proof in [21] relies on the structure theorem of \(\Lambda\)-modules). We note here that several other results in [21] will be similarly refined in this paper, for example, Lemma 5.5(2) below refines [21, Proposition 1.6] in our case.

We prepare some general notations. For a finite abelian group \(G\), we have a natural isomorphism

\[
\mathbb{Z}_p[G]^* \simeq \mathbb{Z}_p[G]
\]

as left \(\mathbb{Z}_p[G]\)-modules, given by \(f \mapsto \sum_{g \in G} f(g)g\).

For an \(r \times r\) matrix \(A \in M_r(\mathbb{Z}_p[G])\), we denote by \(\times A : \mathbb{Z}_p[G]^{\oplus r} \rightarrow \mathbb{Z}_p[G]^{\oplus r}\) the homomorphism given by the right multiplication by \(A\). Here and henceforth, we always treat vectors as row vectors. We denote the kernel and the cokernel of the map \(\times A\) by \((\mathbb{Z}_p[G]^{\oplus r})[A]\) and \((\mathbb{Z}_p[G]^{\oplus r})/A\), respectively. Recall that \(\iota\) denotes the involution of a group ring.

**Lemma 4.2.** Let \(G\) be a finite abelian group.

1. For \(a \in \mathbb{Z}_p[G]\) and \(f \in \mathbb{Z}_p[G]^*\), we have

\[
\sum_{g \in G} f(ga)g = \left( \sum_{g \in G} f(g)g \right) a^\iota.
\]

2. For \(A \in M_r(\mathbb{Z}_p[G])\), the following diagram is commutative.

\[
\begin{array}{ccc}
\mathbb{Z}_p[G]^{\oplus r} & \xrightarrow{\iota} & \mathbb{Z}_p[G]^{\oplus r} \\
\downarrow & & \downarrow \\
\mathbb{Z}_p[G]^* & \xrightarrow{(\times A)^*} & \mathbb{Z}_p[G]^*
\end{array}
\]

Here, the vertical isomorphisms are obtained by (4.1) and the superscript \(T\) denotes the transpose.

**Proof.** (1) When \(a = h\) for some element \(h \in G\), the assertion is easy. Then by \(\mathbb{Z}_p\)-linearity on \(a\), the whole assertion follows.

(2) The assertion for \(r = 1\) is nothing but the assertion (1), and the general case also follows from (1). \(\square\)

Let \(X\) be a \(\mathbb{Z}_p[G]\)-module and \(x_1, \ldots, x_r\) elements of \(X\). We denote by \(\Phi_{x_1,\ldots,x_r} : \mathbb{Z}_p[G]^{\oplus r} \rightarrow X\) the \(\mathbb{Z}_p[G]\)-homomorphism given by \(\Phi_{x_1,\ldots,x_r}( (a_i) ) = \sum_{i=1}^r a_i x_i\). We also denote by \(\Psi_{x_1,\ldots,x_r} : X^* \rightarrow \mathbb{Z}_p[G]^{\oplus r}\) the \(\mathbb{Z}_p[G]\)-homomorphism given by \(\Psi_{x_1,\ldots,x_r}(f) = \left( \sum_{g \in G} f(g x_i) \right)\). Then \(\Psi_{x_1,\ldots,x_r}\) is the \(\mathbb{Z}_p\)-linear dual of \(\Phi_{x_1,\ldots,x_r}\) under the identification (4.1).

4.1. **Ordinary Case.** In this subsection, we prove Theorem 1.2(1). Suppose \(p \nmid a_p\) and Assumption 3.7 hold.

**Definition 4.3.** Using \(d_n\) in Theorem 3.2 put \(d'_n = \alpha^{-(n+1)} d_n\) for \(n \geq -1\). Define the Coleman map \(\text{Col}_n : E(m_n)^* \rightarrow R_n\) by

\[
\text{Col}_n(f) = \sum_{\sigma \in G_n} f(\sigma(d'_n)) \sigma.
\]
Thus we have $Col_n = \Psi_{d_n}$.

**Lemma 4.4.** The diagram

$$
\begin{array}{ccc}
\hat{E}(m_n)^* & \xrightarrow{Col_n} & R_n \\
\downarrow & & \downarrow \\
\hat{E}(m_{n-1})^* & \xrightarrow{Col_{n-1}} & R_{n-1}
\end{array}
$$

is commutative for $n \geq 1$, where the vertical arrows are the natural maps.

**Proof.** Theorem 3.2(1) implies $\text{Tr}_{n-1}^n(d'_n) = d'_{n-1}$ for $n \geq 1$. For $\sigma \in G_n$, we denote the projection of $\sigma$ by $\sigma_G \in G_{n-1}$. Then for $f \in \hat{E}(m_n)^*$, by (4.2), the projection of $Col_n(f) \in R_n$ to $R_{n-1}$ is

$$
\sum_{\sigma \in G_n} f(\sigma(d'_n))\sigma = \sum_{\tau \in G_{n-1}} \sum_{\sigma \in G_n, \sigma = \tau} f(\sigma(d'_n))\tau = \sum_{\tau \in G_{n-1}} f(\text{Tr}_{n-1}^n(d'_n))\tau = \sum_{\tau \in G_{n-1}} f(d'_{n-1})\tau = Col_{n-1}(f).
$$

This completes the proof. □

**Definition 4.5.** Define $Col : \varprojlim_n \hat{E}(m_n)^* \to \mathcal{R}$ as the limit of $Col_n$, which is possible by Lemma 4.4.

**Lemma 4.6.** For $n \geq -1$, the map $Col_n : \hat{E}(m_n)^* \to R_n$ is an isomorphism. Therefore $Col : \varprojlim_n \hat{E}(m_n)^* \to \mathcal{R}$ is also an isomorphism.

**Proof.** By Theorem 3.2(2), $\Phi_{d_n} : R_n \to \hat{E}(m_n)$ is an isomorphism. Thus the $\mathbb{Z}_p$-linear dual $Col_n = \Psi_{d_n}'$ is also an isomorphism. □

Using the natural identification in Proposition 3.10, we thus obtain Theorem 1.2(1). We restate it here.

**Theorem 4.7.** Suppose $p \nmid a_p$ and Assumption 3.7 hold. Then $Col$ gives an isomorphism

$$(E(k_\infty) \otimes (\mathbb{Q}_p/\mathbb{Z}_p))^\vee \sim \mathcal{R}.$$  

4.2. Supersingular Case. In this subsection, we suppose $p \nmid a_p$ holds and prove Theorem 1.2(2). Letting $K = \mathbb{Q}$ and $S = \emptyset$ in our discussion will recover the results by Sprung [42]. The particular case where $a_p = 0$, which will similarly recover the results by Kobayashi [22], will be studied more closely in the next subsection. The basic idea in this subsection is the same as in the ordinary case, but there are more complications. Note also that, as remarked in the beginning of this section, our discussion appears different from [22] and [42], because we stick to $\hat{E}(m_n)^*$ instead of $H^1(k_n, T_pE)$.

Recall that we fixed a topological generator $\gamma \in \Gamma$, by which $\Lambda = \mathbb{Z}_p[[\Gamma]] \simeq \mathbb{Z}_p[[T]]$. For $n \geq 1$, put

$$N_n = 1 + \gamma + \cdots + \gamma^{(p-1)p^{n-1}} = \frac{\gamma^{p^n} - 1}{\gamma - 1} \in \Lambda,$$

which should be regarded as a lift of the norm element of $\mathbb{Z}_p[\Gamma p^{n-1}/\Gamma p^n]$. Then $N_n$ is identified with the cyclotomic polynomial $\Phi_n(1 + T)$ defined in (2.7).
Definition 4.8. Put $A_n = \begin{pmatrix} 0 & -N_n \\ 1 & a_p \end{pmatrix} \in M_2(\Lambda)$ as in [42, Proposition 3.3]. In general, we denote by $\tilde{A}$ the adjugate matrix of a square matrix $A$, so that $\tilde{A}_n = \begin{pmatrix} a_p & N_n \\ -1 & 0 \end{pmatrix}$. Put $B_n = A_n \ldots A_1 \in M_2(\Lambda)$.

We have
\[(4.3) (\gamma - 1)B_n \tilde{B}_n = (\gamma - 1)N_1 \ldots N_n = \gamma^{p^n} - 1.\]

Recall that we always treat vectors as row vectors and that $R_n^{\oplus 2}/(\gamma - 1)B_n$ and $R_n^{\oplus 2}/(\gamma - 1)B_n$ denote the kernel and the cokernel of $\times(\gamma - 1)B_n : R_n^{\oplus 2} \to R_n^{\oplus 2}$.

Lemma 4.9. (1) The module $R_n^{\oplus 2}/(\gamma - 1)B_n$ is a free $\mathbb{Z}_p$-module of rank $[K_0 : \mathbb{Q}](p^n + 1)$.

(2) The map $\times \tilde{B}_n$ induces an isomorphism
\[R_n^{\oplus 2}/(\gamma - 1)B_n \sim R_n^{\oplus 2}/(\gamma - 1)B_n.\]

Proof. (1) We can define $\Lambda^{\oplus 2}/(\gamma - 1)B_n$ and $\mathcal{R}^{\oplus 2}/(\gamma - 1)B_n$ similarly. By (4.3), we have $\det((\gamma - 1)B_n) = (\gamma - 1)(\gamma^{p^n} - 1) \in \Lambda$, which is a distinguished polynomial of degree $p^n + 1$. Thus $\Lambda^{\oplus 2}/(\gamma - 1)B_n$ is a free $\mathbb{Z}_p$-module of rank $p^n + 1$. Since $\mathcal{R}$ is a free $\Lambda$-module of rank $[K_0 : \mathbb{Q}]$, we deduce that $\mathcal{R}^{\oplus 2}/(\gamma - 1)B_n$ is a free $\mathbb{Z}_p$-module of rank $[K_0 : \mathbb{Q}](p^n + 1)$. By (4.3), the natural map $\mathcal{R}^{\oplus 2}/(\gamma - 1)B_n \to R_n^{\oplus 2}/(\gamma - 1)B_n$ is an isomorphism. These prove (1).

(2) This is an abstract algebraic assertion behind [42, Proposition 3.3]. We show the surjectivity. Take any $(x,y) \in R_n^{\oplus 2}$ such that $(x,y)(\gamma - 1)B_n = 0$. Then for a lift $(x',y') \in \mathcal{R}^{\oplus 2}$ of $(x,y)$, there is $(x',y') \in \mathcal{R}^{\oplus 2}$ such that $(x,y)(\gamma - 1)B_n = (x',y')(\gamma^{p^n} - 1)$. Applying $\times \tilde{B}_n$ and using (4.3), we obtain $(x,y) = (x',y')\tilde{B}_n$. The injectivity can be shown similarly, or alternatively follows from the surjectivity. \qed

Now we construct the Coleman map. Let $d_n$ be as in Theorem 3.1. Then Theorem 3.1(1) implies
\[(4.4) \Lambda_n^T \begin{pmatrix} d_n \\ d_{n-1} \end{pmatrix} = \begin{pmatrix} d_{n-1} \\ d_{n-2} \end{pmatrix} \text{ for } n \geq 1, \text{ where the superscript } T \text{ denotes the transpose. It also follows that}\]
\[(5.5) (\gamma - 1)B_n^T \begin{pmatrix} d_n \\ d_{n-1} \end{pmatrix} = (\gamma - 1) \begin{pmatrix} d_0 \\ d_{-1} \end{pmatrix} = 0.\]

Therefore the homomorphism $\Phi_{d_n,d_{n-1}} : R_n^{\oplus 2}/(\gamma - 1)B_n^T \to \tilde{E}(m_n)$ is well-defined.

Consider the exact sequence
\[R_n^{\oplus 2}/(\gamma - 1)B_n^T \to R_n^{\oplus 2}/(\gamma - 1)B_n^T \to 0.\]

By Lemma 4.9(1), taking the $\mathbb{Z}_p$-linear dual gives the upper exact row of the following diagram
\[
\begin{array}{cccccc}
0 & \to & (R_n^{\oplus 2}/(\gamma - 1)B_n^T)^* & \to & (R_n^{\oplus 2}/(\gamma - 1)B_n^T)^* & \to & (R_n^{\oplus 2}/(\gamma - 1)B_n^T)^* \\
& & \downarrow & & \downarrow & & \downarrow \\
& & R_n^{\oplus 2}/(\gamma - 1)B_n^T & \to & R_n^{\oplus 2}/(\gamma - 1)B_n^T & \to & 0.
\end{array}
\]
By Lemma 4.2(2), this diagram is commutative when the vertical arrows are defined by (4.1). Therefore we have an isomorphism

$$(R_n^\oplus 2 / (\gamma - 1)B_n^T)^* \xrightarrow{Col} R_n^\oplus 2[((\gamma - 1)B_n)^t].$$

Hence we can construct the composite map

$$(4.6) \quad \hat{E}(m_n)^* \xrightarrow{(\Phi d_n,d_n^{-1})^*} (R_n^\oplus 2 / (\gamma - 1)B_n^T)^* \xrightarrow{Col} R_n^\oplus 2[((\gamma - 1)B_n)^t] \xrightarrow{\sim} R_n^\oplus 2 / ((\gamma - 1)B_n)^t$$

where the final arrow is $\times B_n^{-1}$ as in Lemma 4.9(2). The composite of the first two maps in (4.6) coincides with $\Psi_{d_n,d_n^{-1}}$. Thus we obtain the following.

**Definition 4.10.** Define $Col_n'$ : $\hat{E}(m_n)^* \rightarrow R_n^\oplus 2 / ((\gamma - 1)B_n)^t$ as the composite map (4.6). Therefore, $Col_n'$ is characterized by

$$(4.7) \quad Col_n'(f) \xrightarrow{\sim} \left( \sum_{\sigma \in G_n} f(\sigma(d_n))\sigma \sum_{\sigma \in G_n} f(\sigma(d_n^{-1}))\sigma \right)$$

for $f \in \hat{E}(m_n)^*$. This is a generalization of [42, Proposition 5.3]. See Remark 4.13 for the reason of the prime symbol.

**Lemma 4.11.** The diagram

$$\begin{array}{c}
\hat{E}(m_n)^* \xrightarrow{Col_n'} R_n^\oplus 2 / ((\gamma - 1)B_n)^t \\
\downarrow \\
\hat{E}(m_{n-1})^* \xrightarrow{Col_n'^{-1}} R_{n-1}^\oplus 2 / ((\gamma - 1)B_{n-1})^t
\end{array}$$

is commutative for $n \geq 1$, where the vertical arrows are the natural maps.

**Proof.** This is a generalization of [42, Corollary 5.6]. We can directly compute with the expression (4.7), but here we give an alternative proof depending on the more conceptual definition (4.6). By (4.4), the following diagram is commutative.

$$R_{n-1}^\oplus 2 / (\gamma - 1)B_{n-1}^T \xrightarrow{\Phi d_{n-1},d_{n-2}} \hat{E}(m_{n-1})$$

$$\times A_n^T \downarrow$$

$$\downarrow$$

$$R_n^\oplus 2 / (\gamma - 1)B_n^T \xrightarrow{\Phi d_n,d_{n-1}} \hat{E}(m_n)$$

Thus the left square of the following diagram is commutative.

$$\begin{array}{c}
\hat{E}(m_n)^* \xrightarrow{(\Phi d_n,d_n^{-1})^*} (R_n^\oplus 2 / (\gamma - 1)B_n^T)^* \xrightarrow{\sim} R_n^\oplus 2[((\gamma - 1)B_n)^t] \xrightarrow{\sim} R_n^\oplus 2 / ((\gamma - 1)B_n)^t \\
\downarrow \times A_n^T \downarrow \times A_n^T \\
\downarrow \\
R_n^\oplus 2 / (\gamma - 1)B_n^T \xrightarrow{\sim} R_n^\oplus 2[((\gamma - 1)B_n)^t] \\
\downarrow \times N_n \downarrow \times N_n \\
R_n^\oplus 2 / (\gamma - 1)B_n^T \xrightarrow{\sim} R_n^\oplus 2[((\gamma - 1)B_n)^t] \\
\downarrow \\
\hat{E}(m_{n-1})^* \xrightarrow{(\Phi d_{n-1},d_{n-2})^*} (R_{n-1}^\oplus 2 / (\gamma - 1)B_{n-1}^T)^* \xrightarrow{\sim} R_{n-1}^\oplus 2[((\gamma - 1)B_{n-1})^t] \xrightarrow{\sim} R_{n-1}^\oplus 2 / ((\gamma - 1)B_{n-1})^t
\end{array}$$
Moreover, the other squares in this diagram are also commutative (the middle upper one is by Lemma 4.2(2)). This completes the proof. □

**Definition 4.12.** We define

\[ \text{Col'} : \lim_{\leftarrow n} \hat{E}(m_n)^* \to \lim_{\leftarrow n} R_n^{\oplus 2}/((\gamma - 1)B_n)^t \simeq R^{\oplus 2} \]

as the limit of Col'_{n}, which is possible by Lemma 4.11 (see [42, Proposition 5.7] for the last isomorphism). Moreover, define the Coleman map \( \text{Col} = (\text{Col}^\sharp, \text{Col}^\flat) : \lim_{\leftarrow n} \hat{E}(m_n)^* \to R^{\oplus 2} \) by

\[ \text{Col}(f) = \text{Col}'(f) \begin{pmatrix} -a_p & -1 \\ 1 & 0 \end{pmatrix}. \]

This is a generalization of [42, Definition 5.9].

**Remark 4.13.** The modification from Col' to Col is necessary to be consistent with the work of Sprung [42, Definition 3.8]. However, the author thinks that it is also possible to deal with Col' itself throughout this paper.

Next we study the precise structure of \( \hat{E}(m_n) \). The following discussion, which reproves and refines the previous works as in Remark 4.1, is one of the novel parts in this paper.

For \( n \geq 0 \), we define a sequence

\[ 0 \to R_0 \oplus R_{-1} \xrightarrow{s_n} R_n^{\oplus 2}/(\gamma - 1)B_n^{T} \oplus R_{-1} \xrightarrow{t_n} \hat{E}(m_n) \to 0 \]

as follows (the exactness will be claimed in Proposition 4.14 below). First \( t_n \) is induced by \( \Phi_{d_n,a_{n-1},d_{-1}} \), which is well-defined by (4.5). We define \( s_0 : R_0 \oplus R_{-1} \to R_0^{\oplus 2} \oplus R_{-1} \) by the matrix

\[ \begin{pmatrix} 0 & 1 & -1 \\ N_\Delta & 0 & \phi + \phi^{-1} - a_p \end{pmatrix}. \]

Here recall that \( \Delta = \text{Gal}(\mathbb{Q}(\mu_p)/\mathbb{Q}) \) and \( N_\Delta \) is the norm element of \( \mathbb{Z}_p[\Delta] \). Then \( s_n \) is defined inductively by the following commutative diagram

\[ \begin{array}{c}
0 \to R_0 \oplus R_{-1} \xrightarrow{s_{n-1}} R_{n-1}^{\oplus 2}/(\gamma - 1)B_{n-1}^{T} \oplus R_{-1} \xrightarrow{t_{n-1}} \hat{E}(m_{n-1}) \to 0 \\
0 \to R_0 \oplus R_{-1} \xrightarrow{s_n} R_n^{\oplus 2}/(\gamma - 1)B_n^{T} \oplus R_{-1} \xrightarrow{t_n} \hat{E}(m_n) \to 0
\end{array} \]

for \( n \geq 1 \), where the right square is commutative by (4.4).

**Proposition 4.14.** The sequence (4.8) is exact.

To prove this proposition, we use the following simple lemma.

**Lemma 4.15.** Let \( 0 \to X' \xrightarrow{s} X \xrightarrow{t} X'' \to 0 \) be a sequence (not known to be exact) of free \( \mathbb{Z}_p \)-modules of finite ranks. Suppose that \( s \) is injective with torsion-free cokernel, \( t \) is surjective, \( ts = 0 \), and \( \text{rank}(X) = \text{rank}(X') + \text{rank}(X'') \). Then this sequence is exact.

**Proof.** There is an induced surjective map from the cokernel of \( s \) to \( X'' \). Since those are free \( \mathbb{Z}_p \)-modules of the same rank, the surjective map must be isomorphic. □
Proof of Proposition 4.14. We have $t_ns_n = t_0s_0 = 0$ by Theorem 3.1(1) and $t_n$ is surjective by Theorem 3.1(2). By Lemma 4.9(1), we have
\[
\text{rank}_p(R_n^\oplus/(\gamma - 1)B_n) = [K_0 : \mathbb{Q}](p^n + 1) = \text{rank}_p(\hat{E}(m_n)) + \text{rank}_p(R_0).
\]
We shall show that $s_n$ is injective with torsion-free cokernel, which will conclude the proof by Lemma 4.15.

We use induction on $n$. When $n = 0$, consider the composition of $s_0$ with the projection $R_0^\oplus \oplus R_{-1} \rightarrow R_0^\oplus$ to the first factor. Since it is presented by \( \begin{pmatrix} 0 & 1 \\ N_\Delta & 0 \end{pmatrix} \), it is injective and its cokernel is torsion-free. Hence $s_0$ itself is injective and its cokernel is torsion-free, as claimed.

When $n \geq 1$, by induction we may suppose that $s_{n-1}$ is injective with torsion-free cokernel. A similar proof as in Lemma 4.9(1) shows that $R_n^\oplus/A_n^T$ is a free $\mathbb{Z}_p$-module. Therefore the commutative left square of (4.9) shows that $s_n$ is injective with torsion-free cokernel. This completes the proof of Proposition 4.14.

□

Theorem 4.16. The following sequences are exact.
\begin{enumerate}
\item \( 0 \rightarrow \lim_{\leftarrow n} \hat{E}(m_n)^* \rightarrow R_n^\oplus \oplus R_{-1} \rightarrow R_0 \oplus R_{-1} \rightarrow 0 \),
\end{enumerate}
where the first map is $(\text{Col}', \Psi_{d-1})$ and the second map is presented by
\[
\begin{pmatrix}
0 & 1 \\
1 & 0 \\
-N_\Delta & \varphi + \varphi^{-1} - a_p
\end{pmatrix}.
\]
\begin{enumerate}
\item \( 0 \rightarrow \lim_{\leftarrow n} \hat{E}(m_n)^* \rightarrow R_n^\oplus \oplus R_{-1} \rightarrow R_0 \oplus R_{-1} \rightarrow 0 \),
\end{enumerate}
where the first map is $(\text{Col}, \Psi_{d-1}) = (\text{Col}^\sharp, \text{Col}^\flat, \Psi_{d-1})$ and the second map is presented by
\[
\begin{pmatrix}
1 & 0 \\
-a_p & -1 \\
-N_\Delta & \varphi + \varphi^{-1} - a_p
\end{pmatrix}.
\]

Proof. (1) By Proposition 4.14, the $\mathbb{Z}_p$-linear dual of (4.9) yields the commutative diagram with exact rows
\[
\begin{array}{ccccccc}
0 & \longrightarrow & \hat{E}(m_n)^* & \xrightarrow{t_n} & (R_n^\oplus/(\gamma - 1)B_n^T \oplus R_{-1})^* & \xrightarrow{s_n} & (R_0 \oplus R_{-1})^* & \longrightarrow & 0 \\
& & \downarrow & & \downarrow & & \downarrow & & \\
0 & \longrightarrow & \hat{E}(m_{n-1})^* & \xrightarrow{t_{n-1}} & (R_{n-1}^\oplus/(\gamma - 1)B_{n-1}^T \oplus R_{-1})^* & \xrightarrow{s_{n-1}} & (R_0 \oplus R_{-1})^* & \longrightarrow & 0.
\end{array}
\]
Using the identifications in (4.6) and (4.1), this diagram can be rewritten as

\[
\begin{array}{c}
\begin{array}{cc}
0 & \hat{E}(m_n) \\
& \downarrow \\
0 & \hat{E}(m_{n-1})
\end{array}
\end{array}
\rightarrow
\begin{array}{c}
\begin{array}{cc}
(Col', \Psi_{d-1}) & R_n^{\oplus 2}/(\gamma - 1)B_n^* \oplus R_{-1} \\
& \downarrow \\
(Col'_{n-1}, \Psi_{d-1}) & R_{n-1}^{\oplus 2}/(\gamma - 1)B_{n-1}^* \oplus R_{-1}
\end{array}
\end{array}
\rightarrow
\begin{array}{c}
\begin{array}{cc}
R_0 \oplus R_{-1} & 0
\end{array}
\end{array}
\]

where the middle vertical arrow is the natural projection by the proof of Lemma 4.11. Moreover, the following diagram is commutative (see Lemma 4.2(2)).

\[
\begin{array}{c}
\begin{array}{cc}
(R_0^{\oplus 2} \oplus R_{-1})^* & (R_0 \oplus R_{-1})^*
\end{array}
\end{array}
\rightarrow
\begin{array}{c}
\begin{array}{cc}
? & ?
\end{array}
\end{array}
\rightarrow
\begin{array}{c}
\begin{array}{cc}
R_0^{\oplus 2} \oplus R_{-1} & R_0 \oplus R_{-1}
\end{array}
\end{array}
\]

where the vertical arrows are given by (4.1) and the lower horizontal arrow has the presentation (4.10). Therefore taking the limit of (4.13) shows the assertion.

(2) Consider the diagram

\[
\begin{array}{c}
\begin{array}{cc}
0 & \lim_{\to n} \hat{E}(m_n)^*
\end{array}
\end{array}
\rightarrow
\begin{array}{c}
\begin{array}{cc}
\mathcal{R}^{\oplus 2} \oplus R_{-1} & R_0 \oplus R_{-1}
\end{array}
\end{array}
\rightarrow
\begin{array}{c}
\begin{array}{cc}
R_0 \oplus R_{-1} & 0
\end{array}
\end{array}
\]

where the upper row is that in (1) and the lower row is that in (2). The presentation (4.12) is defined so that this diagram is commutative. Thus the exactness of the upper row implies that of the lower row.

Corollary 4.17. The following sequences are exact.

(1)

\[
\lim_{\to n} \hat{E}(m_n)^* \rightarrow \mathcal{R} \oplus R_{-1} \rightarrow R_{-1} \rightarrow 0,
\]

where the first map is \((\text{Col}'', \Psi_{d-1})\) and the second map is \(\begin{pmatrix} -1 \\ \varphi + \varphi^{-1} - a_p \end{pmatrix}\).

(2)

\[
\lim_{\to n} \hat{E}(m_n)^* \rightarrow \mathcal{R} \rightarrow R_0^{\text{nt}}/(a_p) \rightarrow 0,
\]

where the first map is \(\text{Col}''\) and the second map is the natural projection.

Proof. (1) This follows from Theorem 4.16(2) and the observation that the image of \(\mathcal{R} \oplus 0 \oplus 0\) under the second map of (4.11) is \(R_0 \oplus 0\).

(2) Similarly, it is enough to show that the image of \(0 \oplus \mathcal{R} \oplus R_{-1}\) under the second map of (4.11) is \((N_\Delta, a_p)R_0 \oplus R_{-1}\). The image is equal to the image of the map \(R_0 \oplus R_{-1} \rightarrow R_0 \oplus R_{-1}\) given by the matrix \(\begin{pmatrix} -a_p & -1 \\ -N_\Delta & \varphi + \varphi^{-1} - a_p \end{pmatrix}\). Recall the decomposition \(R_0 = R_0^\Delta \times R_0^{\text{nt}}\).
Proof. It is easy to see that \( \text{pd} \) where the first map is the diagonal inclusion and the second map sends given by the matrix \( \left( \begin{array}{cc} -a_p & -1 \\ -(p-1) & \varphi + \varphi^{-1} - a_p \end{array} \right) \) is surjective. This is true since, by Nakayama’s lemma, the determinant is a unit in \( R \). □

By the isomorphism in Proposition \([10, \text{Proposition 3.16}]\), we can consider \( \text{Col} \) as the map from \((E(k_\infty) \otimes (\mathbb{Q}_p/\mathbb{Z}_p))^\vee \). Thus the first terms in the sequences of Corollary \([17, \text{Corollary 4.17}(1)(2)]\) can be replaced by \( E(k_\infty) \otimes (\mathbb{Q}_p/\mathbb{Z}_p)^\vee \).

**Definition 4.18.** Define the submodules \( E^\vee_\infty \) of \( E(k_\infty) \otimes (\mathbb{Q}_p/\mathbb{Z}_p) \) to fit into the exact sequences

\[
0 \to (E^\vee_\infty) \to \mathcal{R} \oplus R_{-1} \to R_{-1} \to 0 \tag{4.14}
\]

and

\[
0 \to (E^\vee_\infty) \to \mathcal{R} \to R^\text{nt}_0/(a_p) \to 0 \tag{4.15}
\]

induced by Corollary \([17, \text{Corollary 4.17}(1)(2)]\). These generalize \([2, \text{Definition 7.9}]\).

**Corollary 4.19.** We have \( \text{pd}_\mathcal{R}((E^\vee_\infty)^\vee) \leq 1 \) and \( \text{rank}_\mathcal{R}((E^\vee_\infty)^\vee) = [K_0 : \mathbb{Q}] \).

**Proof.** It is easy to see that \( \text{pd}_\mathcal{R}(R_{-1}) = 1 \) and \( \text{pd}_\mathcal{R}(R^\text{nt}_0/(a_p)) = 1 \) (resp. 2) if \( a_p = 0 \) (resp. \( a_p \neq 0 \)). Hence the claim follows from the exact sequences \((4.14)\) and \((4.15)\). □

4.3. \( a_p = 0 \) Case. In this subsection, we assume \( a_p = 0 \) and consider the ±-theory.

**Definition 4.20.** As a counterpart to \([2, \text{Definition 8.16}]\), we introduce the ±-parts of \( \hat{E}(m_n) \) as follows \([2, \text{Definition 8.16}]\). For \( n \geq -1 \), define

\[
\hat{E}^\pm(m_n) = \{ x \in \hat{E}(m_n) \mid \text{Tr}^n_{n+1}(x) \in \hat{E}(m_{n'}) \text{, } -1 \leq n' < n, (-1)^n' = \pm 1 \}
\]

Then \( \hat{E}^\pm(m_n) \) is precisely the \( p \)-part of \( E^\pm(k_n) \) by Proposition \([10, \text{Proposition 3.10}]\).

Let \( d_n \) be as in Theorem \([3, \text{Theorem 3.1}]\). For \( n \geq 0 \), put

\[
d_n^+ = \begin{cases} (-1)^{\frac{n+2}{2}} d_n & \text{if } n \text{ is even} \\ (-1)^{\frac{n+1}{2}} d_{n-1} & \text{if } n \text{ is odd} \end{cases}
\]

and

\[
d_n^- = \begin{cases} (-1)^{\frac{n+1}{2}} d_n & \text{if } n \text{ is odd} \\ (-1)^{\frac{n}{2}} d_{n-1} & \text{if } n \text{ is even} \end{cases}
\]

**Proposition 4.21.** For \( n \geq 0 \), the following are true.

1. We have \( \hat{E}^+(m_n) = (d_n^+, d_{-1})_{R_n} \) and \( \hat{E}^-(m_n) = (d_n^-)_{R_n} \).
2. We have an exact sequence

\[
0 \to \hat{E}(m_{-1}) \to \hat{E}^+(m_n) \oplus \hat{E}^-(m_n) \to \hat{E}(m_n) \to 0
\]

where the first map is the diagonal inclusion and the second map sends \( (x, y) \) to \( x - y \).

**Proof.** This can be shown by the same proof as in \([21, \text{Proposition 3.16}]\) and \([22, \text{Proposition 8.12}]\). □
Recall the elements $\tilde{\omega}_n^\pm$ and $\omega_n^\pm$ defined in Subsection 2.2. Then $\Phi_{d_n^\pm}$ factors through $R_n/\omega_n^\pm$; since $\omega_n^\pm d_n^\pm = 0$. Therefore, similarly as (4.6), we can consider the composite

$$\hat{E}_n^\pm(v_n)^* \xrightarrow{\Phi_{d_n^\pm}^*} (R_n/\omega_n^\pm)^* \xrightarrow{\sim} R_n[\omega_n^\pm]^* \sim R_n/(\omega_n^\pm)^*,$$

where the final arrow is the multiplication by $(\tilde{\omega}_n^\pm)^*$. Thus we obtain the following.

**Definition 4.22.** For $n \geq 0$, define the $\pm$-Coleman maps $\text{Col}_n^\pm : \hat{E}_n^\pm(v_n)^* \to R_n/(\omega_n^\pm)^*$ characterized by

$$\text{Col}_n^\pm(f)(\tilde{\omega}_n^\pm)^i = \sum_{\sigma \in G_n} f(\sigma(d_n^\pm)) \sigma$$

for $f \in \hat{E}_n^\pm(v_n)^*$. This is a generalization of [22, Corollary 8.20].

The relation with Definition 4.10 is given by the following.

**Lemma 4.23.** For $n \geq 0$, we have $\text{Col}_n' = (\text{Col}_n^+, \text{Col}_n^-)$.

**Proof.** Suppose $n$ is even. By Definition 4.8, we have

$$\tilde{B}_n = \begin{pmatrix} (-1)^{n/2} \tilde{\omega}_n^- & 0 \\ 0 & (-1)^{n/2} \tilde{\omega}_n^+ \end{pmatrix}.$$

Then for any $f \in \hat{E}(v_n)^*$, we have

$$(-\text{Col}_n^+(f), \text{Col}_n^-(f))\tilde{B}_n \lambda = \left((-1)^{(n+2)/2} \text{Col}_n^+(f)(\tilde{\omega}_n^-)^i, (-1)^{n/2} \text{Col}_n^-(f)(\tilde{\omega}_n^+)^i\right)$$

$$= \left(\sum_{\sigma \in G_n} f(\sigma(d_n)) \sigma, \sum_{\sigma \in G_n} f(\sigma(d_{n-1})) \sigma\right)$$

$$= \text{Col}_n'(f)\tilde{B}_n^{-\lambda}.$$

The case where $n$ is odd can be shown similarly. □

**Definition 4.24.** Observe that $\text{Col}_n^\pm$ are compatible along $n$ by Lemmas 4.11 and 4.23 (alternatively we can check this property by a direct computation with (4.16)). Define

$$\text{Col}^\pm : \lim_n \hat{E}_n^\pm(v_n)^* \to \lim_n R_n/(\omega_n^\pm)^* \sim \mathcal{R}$$

as the induced map. This is a generalization of [22, Definition 8.22]. Therefore we have $\text{Col}' = (\text{Col}^+, \text{Col}^-)$ and

$$\text{Col} = (\text{Col}^\sharp, \text{Col}^\flat) = (\text{Col}^-, \text{Col}^+)$$

Next we investigate the structures of $\hat{E}_n^\pm(v_n)$ similarly as in the previous subsection. For $n \geq 0$, we define sequences

$$0 \to R_{n-1}^i \xrightarrow{s_n^+} R_n/\omega_n^+ \xrightarrow{t_n^+} \hat{E}_n^+(v_n) \to 0$$

and

$$0 \to R_{0n}^i \xrightarrow{s_n^-} R_n/\omega_n^- \xrightarrow{t_n^-} \hat{E}_n^-(v_n) \to 0$$

as follows. Let $s_n^+$ be the map presented by $(-N_n \tilde{\omega}_n^+, \varphi \mp \varphi^{-1})$. Let $t_n^+$ be induced by $\Phi_{d_n^+, 0}$. Let $s_n^-$ be the multiplication by $\tilde{\omega}_n^-$. Let $t_n^-$ be induced by $\Phi_{d_n^-}$.
Proposition 4.25. For \( n \geq 0 \), the sequences (4.17) and (4.18) are exact.

Proof. This can be shown by the same argument as in Proposition 4.14. The surjectivities come from Proposition 4.21(1). The rank computation can be done via Proposition 4.21(2) as in [22, Corollary 8.13]. \( \square \)

Now we obtain the following (Theorem 1.2(3)).

Theorem 4.26. The following sequences are exact.

(1) \[
0 \rightarrow (E^+(k_\infty) \otimes (\mathbb{Q}_p/\mathbb{Z}_p))^\vee \rightarrow \mathcal{R} \oplus R_{-1} \rightarrow R_{-1} \rightarrow 0,
\]
where the first map is \((\text{Col}^+, \Psi_{d-1})\) and the second map is presented by \((-1)\).

(2) \[
0 \rightarrow (E^-(k_\infty) \otimes (\mathbb{Q}_p/\mathbb{Z}_p))^\vee \rightarrow \mathcal{R} \rightarrow R_{0}^{\text{nt}} \rightarrow 0,
\]
where the first map is \(\text{Col}^-\) and the second map is the natural projection.

Proof. This theorem can be shown as in Theorem 4.16. More concretely, it follows from taking the \(\mathbb{Z}_p\)-linear dual of the sequences (4.17) and (4.18) and taking the limit (the identification as in Proposition 3.10 is also used). \( \square \)

Remark 4.27. Theorem 4.26(2) claims that \(\text{Col}^- : (E^-(k_\infty) \otimes (\mathbb{Q}_p/\mathbb{Z}_p))^\vee \rightarrow W^-\) is isomorphic. On the other hand, by Theorem 4.26(1), we have equivalences

\[
\text{Col}^+ : (E^+(k_\infty) \otimes (\mathbb{Q}_p/\mathbb{Z}_p))^\vee \rightarrow \mathcal{R} \quad \text{is isomorphic}
\]
\[
\iff \varphi + \varphi^{-1} \text{ is a unit of } R_{-1}
\]
\[
\iff \text{the residue degree of } p \text{ in } K/\mathbb{Q} \text{ is not divisible by } 4
\]
(see [21 Lemma 3.6] for the final equivalence). Therefore, \(\text{Col}^+\) often fails to be isomorphic. Such an obstruction is observed in [21 Remark 3.5]. M. Kim [20] overlooked this obstruction, as pointed out in [21].

The following is a consequence of comparing Definition 4.18 and Theorem 4.26.

Corollary 4.28. We have \(E^\pm_{\infty} = E^+(k_\infty) \otimes (\mathbb{Q}_p/\mathbb{Z}_p)\) and \(E^\pm_{\infty} = E^-(k_\infty) \otimes (\mathbb{Q}_p/\mathbb{Z}_p)\) as submodules of \(E(k_\infty) \otimes (\mathbb{Q}_p/\mathbb{Z}_p)\).

Here we record a lemma which will be useful in Section 8. It is a generalization of the computation in [19, §4]. Recall the definition of \(W^\pm\) in Section 1.

Lemma 4.29. For \( n \geq 0 \), we have

\[
\left( \frac{E(k_n) \otimes (\mathbb{Q}_p/\mathbb{Z}_p)}{E^\mp(k_n) \otimes (\mathbb{Q}_p/\mathbb{Z}_p)} \right)^\vee \simeq R_n/W^\pm\tilde{\omega}^\mp_n.
\]

Proof. We have

\[
\left( \frac{\hat{E}(m_n) \otimes (\mathbb{Q}_p/\mathbb{Z}_p)}{\hat{E}^\pm(m_n) \otimes (\mathbb{Q}_p/\mathbb{Z}_p)} \right)^\vee \simeq \text{Ker} \left( \hat{E}(m_n)^* \rightarrow \hat{E}^\pm(m_n)^* \right)
\]
\[
\simeq \text{Ker} \left( \hat{E}^\mp(m_n)^* \rightarrow \hat{E}(m_{-1})^* \right),
\]
where the last isomorphism follows from Proposition 4.21[2]. By Proposition 4.25 and the fact that $\Phi_{d-1}: R_{-1} \to \hat{E}(m_{-1})$ is an isomorphism by Theorem 3.1(2), we can see that

$$\text{Cok} \left( \hat{E}(m_{-1}) \to \hat{E}^-(m_n) \right) \simeq R_n/\tilde{\omega}_n^- = R_n/W^+\tilde{\omega}_n^-$$

and

$$\text{Cok} \left( \hat{E}(m_{-1}) \to \hat{E}^+(m_n) \right) \simeq R_n/(N_\Delta, \gamma - 1)\tilde{\omega}_n^+ = R_n/W^-\tilde{\omega}_n^+.$$  

Since $(R_n/W^\pm\tilde{\omega}_n^\mp\pm)\ast \simeq R_n/W^\pm\tilde{\omega}_n^\mp\pm, we obtain the result. □$

5. Structures of Selmer Groups

In this section, we prove Theorem 1.1 using Theorem 1.2. We always assume Assumption 3.7 in the ordinary case.

First we give the definition of $\sharp/\flat$-Selmer groups, generalizing [42, Definition 7.11].

**Definition 5.1.** When $p | a_p$, we define the $S$-imprimitive $\sharp/\flat$-Selmer groups by

$$\text{Sel}_{\sharp/\flat}^S(E/K_\infty) = \text{Ker} \left( \text{Sel}_S(E/K_\infty) \to E(k_\infty) \otimes (\mathbb{Q}_p/\mathbb{Z}_p) \right),$$

where $E_\infty^\sharp/\flat$ is defined in Definition 4.18. By Corollary 4.28 when $a_p = 0$, this definition is consistent with (2.3) and the convention $(\sharp, \flat) = (-,+)$

We recall here that $\sharp/\flat$-Selmer groups are not known to be $\Lambda$-cotorsion, though they are when $a_p = 0$ by Proposition 2.3.

Take a finite set $\Sigma$ of prime numbers containing $S \cup \text{prime}(pN)$. Let $\mathbb{Q}_\Sigma$ denote the maximal algebraic extension of $\mathbb{Q}$ which is unramified outside $\Sigma$. Then the definition (2.1) of $\text{Sel}_S(E/K_\infty)$ can be rewritten as

$$\text{(5.1) Sel}_S(E/K_\infty) = \text{Ker} \left( H^1(\mathbb{Q}_\Sigma/K_\infty, E[p^\infty]) \to \prod_{l \in S \setminus S} H^1(K_\infty \otimes \mathbb{Q}_l, E[p^\infty] \otimes (\mathbb{Q}_p/\mathbb{Z}_p) \right),$$

Similar formulas for $\text{Sel}_S^\ast(E/K_\infty)$, etc., also hold.

Let $\kappa: \text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q}) \to G_\infty \hookrightarrow \mathcal{R}^\times$ be the natural group homomorphism. Put $\mathbb{T} = T_pE \otimes_{\mathbb{Z}_p} \mathcal{R}$, which is a free $\mathcal{R}$-module of rank two. We equip $\mathbb{T}$ with the action of $\text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q})$, defined by the natural action on the first component and $\kappa^{-1}$ on the second component. Then Shapiro’s lemma gives natural identifications

$$H^1(\mathbb{Q}_\Sigma/\mathbb{Q}, \mathbb{T}) = \lim_{\leftarrow n} H^1(\mathbb{Q}_\Sigma/K_n, T_pE)$$

and

$$H^1(\mathbb{Q}_l, \mathbb{T}) = \lim_{\leftarrow n} H^1(K_n \otimes \mathbb{Q}_l, T_pE)$$

for any prime number $l$, where the transition maps are the corestriction maps. Namely, these can be regarded as the global and local Iwasawa cohomology groups, respectively. Moreover, we have $H^1(\mathbb{Q}_\Sigma/\mathbb{Q}, \mathbb{T}) = H^1(\mathbb{Q}, \mathbb{T})$ by [38, Corollary B.3.6], so we prefer to adopt the simpler notation $H^1(\mathbb{Q}, \mathbb{T})$. 


By the Tate duality and the Weil pairing, for any prime number $l$, we have natural perfect pairings

$$H^1(K_{\infty} \otimes \mathbb{Q}_l, E[p^{\infty}]) \times H^1(\mathbb{Q}_l, \mathbb{T}) \to \mathbb{Q}_p/\mathbb{Z}_p$$

and in particular

$$H^1(k_{\infty}, E[p^{\infty}]) \times H^1(Q_p, \mathbb{T}) \to \mathbb{Q}_p/\mathbb{Z}_p. \tag{5.2}$$

The following proposition is a collection of several facts which are more or less known to experts.

**Proposition 5.2.** We have a natural exact sequence

$$0 \to H^1(\mathbb{Q}, \mathbb{T}) \to \bigoplus_{l \in \Sigma} H^1(\mathbb{Q}_l, \mathbb{T}) \to H^1(Q_{\Sigma}/K_{\infty}, E[p^{\infty}])^\vee \to \text{Sel}^0(E/K_{\infty})^\vee \to 0. \tag{5.3}$$

Each module which appears in this sequence satisfies the following.

1. $H^1(\mathbb{Q}, \mathbb{T})$ is a free $\Lambda$-module of rank $[K_0 : \mathbb{Q}]$.
2. $H^1(\mathbb{Q}_l, \mathbb{T})$ satisfies $\text{pd}_{\Lambda} \leq 1$ and is $\Lambda$-torsion for $l \neq p$.
3. $H^1(\mathbb{Q}_p, \mathbb{T})$ satisfies $\text{pd}_{\mathcal{R}} \leq 0$ and the $\Lambda$-rank is $2[K_0 : \mathbb{Q}]$ (see Remark 6.5 below).
4. $H^1(Q_{\Sigma}/K_{\infty}, E[p^{\infty}])^\vee$ satisfies $\text{pd}_{\mathcal{R}} \leq 1$ and the $\Lambda$-rank is $[K_0 : \mathbb{Q}]$.
5. $\text{Sel}^0(E/K_{\infty})$ is $\Lambda$-cotorion.

**Proof.** By [13, Theorem 12.4(1)] and [8, Proposition 4.4], the weak Leopoldt conjecture (i.e. $H^2(Q_{\Sigma}/K_{\infty}, E[p^{\infty}]) = 0$) and the assertion (5) are true. Then the exact sequence [5.3] is a consequence of the Poitou-Tate long exact sequence and the definition of $\text{Sel}^0(E/K_{\infty})$.

We show the statements on the ranks. For any prime number $l$, we have $H^2(K_{\infty} \otimes \mathbb{Q}_l, E[p^{\infty}]) = 0$ and $H^0(K_{\infty} \otimes \mathbb{Q}_l, E[p^{\infty}])$ is cofinitely generated over $\mathbb{Z}_p$. Then the local Euler-Poincare characteristic formula [8, Proposition 4.2] shows that

$$\text{corank}_{\Lambda} H^1(K_{\infty} \otimes \mathbb{Q}_l, E[p^{\infty}]) = \begin{cases} 0 & (l \neq p) \\ 2[K_0 : \mathbb{Q}] & (l = p). \end{cases}$$

Thus we obtain the rank parts of (2) and (3). We can similarly obtain the rank part of (4), using the weak Leopoldt conjecture above and the global Euler-Poincare characteristic formula [8, Proposition 4.1]. Now the rank part of (1) also follows.

We show the other parts of the statements. The freeness part of (1) can be proved as in [31, Remark 6.5] by $E(K_{\infty})[p] = 0$. The same argument also show that $H^1(Q_p, \mathbb{T})$ is a free $\Lambda$-module. By the local and global “Tate sequence” (see [31, Lemma 4.5]), we have

$$\text{pd}_{\Lambda} H^1(Q_l, \mathbb{T}) \leq 1, \quad \text{pd}_{\mathcal{R}} H^1(Q_p, \mathbb{T}) \leq 1, \quad \text{pd}_{\mathcal{R}} H^1(Q_{\Sigma}/K_{\infty}, E[p^{\infty}])^\vee \leq 1.$$ 

Here, for the second and the third inequalities, we used our assumptions $H^0(k_{\infty}, E[p^{\infty}]) = 0$ and $H^0(Q_{\Sigma}/K_{\infty}, E[p^{\infty}]) = 0$, respectively. Finally for (3), we use the following general fact. For a finitely generated $\mathcal{R}$-module $X$, we have $\text{pd}_{\mathcal{R}}(X) \leq 0$ if and only if $X$ is free over $\Lambda$ and $\text{pd}_{\mathcal{R}}(X) \leq 1$. Thus we have $\text{pd}_{\mathcal{R}} H^1(Q_p, \mathbb{T}) \leq 0$ by the above results. This completes the proof. \qed

**Remark 5.3.** In general, a finitely generated $\mathcal{R}$-module $X$ with $\text{pd}_{\mathcal{R}}(X) \leq 0$ is not necessarily free over $\mathcal{R}$. This is simply because $\mathcal{R}$ is a product of local rings (associated to characters of $G_0$ of order prime to $p$) and the ranks of $X$ of each components may be different. However, $H^1(Q_p, \mathbb{T})$ in Proposition 5.2 (3) is in fact a free $\mathcal{R}$-module of rank 2. This is shown by decomposing the result from the local Euler-Poincare characteristic formula into character-wise statement.
Recall the convention that $\bullet = \emptyset$ (resp. $\bullet \in \{+, -, \sharp, b\}$) when $p \nmid a_p$ (resp. $a_p = 0$, resp. $p | a_p$).

**Definition 5.4.** For $\bullet \in \{0, +, -, \sharp, b\}$, define the submodule $H^1_f(J_{1, p}, T)^\bullet$ of $H^1(J_{1, p}, T)$ as the orthogonal of

\[
\begin{cases}
E(k_\infty) \otimes (Q_p/Z_p) & (\bullet = \emptyset) \\
E^*_{k_\infty} \otimes (Q_p/Z_p) & (\bullet \in \{+, -\}) \\
E^*_{k_\infty} & (\bullet \in \{\sharp, b\})
\end{cases}
\]

under the paring $[5.2]$. Moreover, put

$$H^1_f(J_{1, p}, T)^\bullet = H^1(J_{1, p}, T)/H^1_f(J_{1, p}, T)^\bullet.$$ 

**Lemma 5.5.** Let $\bullet \in \{0, +, -, \sharp, b\}$.

1. We have an isomorphism

$$H^1_f(J_{1, p}, T)^\bullet \simeq \begin{cases}
(E(k_\infty) \otimes (Q_p/Z_p))^\vee & (\bullet = \emptyset) \\
(E^*_{k_\infty} \otimes (Q_p/Z_p))^\vee & (\bullet \in \{+, -\}) \\
(E^*_{k_\infty})^\vee & (\bullet \in \{\sharp, b\})
\end{cases} \quad (\bullet \in \{+, -, \sharp, b\}).$$

2. We have $\text{pd}_R(H^1_f(J_{1, p}, T)^\bullet) \leq 1$ and $\text{pd}_R(H^1_f(J_{1, p}, T)^\bullet) \leq 0$. Moreover, both have the same $\Lambda$-rank $[K_0 : Q]$.

**Proof.** (1) Clear from definition.

(2) The assertions on $H^1_f(J_{1, p}, T)^\bullet$ follows from (1) and Theorem $[1.2]$ (see Corollary $4.19$ for the $p \nmid a_p$ case). Then the assertions on $H^1_f(J_{1, p}, T)^\bullet$ also follows from Proposition $[5.2](3)$. \qed

For $\bullet \in \{0, +, -, \sharp, b\}$, we can consider the composite map

$$(5.4) \quad H^1(J_{1}, T) \xrightarrow{\text{loc}^f} H^1(J_{1, p}, T) \xrightarrow{\text{Col}^*} \mathcal{R}.$$ 

Here, the final map $\text{Col}^*$ is defined using the isomorphism in Lemma $5.5(1)$. We denote the composite of the first two maps by $\text{loc}^f : H^1(J_{1}, T) \to H^1_f(J_{1, p}, T)$. The following is a consequence of Proposition $[5.2]$ (such kinds of results are standard in Iwasawa theory; for example, $[5.5]$) is a generalization of $[22]$ Theorem 7.3(i)].

**Proposition 5.6.** For $\bullet \in \{0, +, -, \sharp, b\}$, $\text{Sel}_S^*(E/K_{\infty})$ is cotorsion if and only if the map $\text{Col}^* \circ \text{loc}^f$, $\text{Sel}_S^*(E/K_{\infty}) \to \text{Sel}_S^*(E/K_{\infty})^\vee$ injective. In that case, we have exact sequences

$$(5.5) \quad 0 \to H^1(J_{1}, T) \to H^1_f(J_{1, p}, T)^\bullet \oplus \bigoplus_{l \in S} H^1(J_{l}, T) \to \text{Sel}_S^*(E/K_{\infty})^\vee \to \text{Sel}_S^0(E/K_{\infty})^\vee \to 0,$$

$$(5.6) \quad 0 \to H^1_f(J_{1, p}, T)^\bullet \oplus \bigoplus_{l \in S, l \nmid p} H^1(J_{l}, T) \to H^1(J_{\Sigma}, E[p^\infty])^\vee \to \text{Sel}_S^*(E/K_{\infty})^\vee \to 0,$$

and

$$(5.7) \quad 0 \to \bigoplus_{l \in S} H^1(J_{l}, T) \to \text{Sel}_S^*(E/K_{\infty})^\vee \to \text{Sel}_S^*(E/K_{\infty})^\vee \to 0.$$
Proof. The definition of $\text{Sel}^\bullet_S(E/K_\infty)$ (see (5.1)) yields the exact sequence (5.6) without the first injectivity. We shall observe the following equivalences.

$\text{Sel}^\bullet_S(E/K_\infty)$ is $\Lambda$-cotorsion $\iff$ the map $H_1^f(\mathbb{Q}_p, \mathbb{T})^\bullet \to H_1^1(\mathbb{Q}_\Sigma/K_\infty, E[p^\infty])^\vee$ is injective

$\iff$ the map $H_1^1(\mathbb{Q}, \mathbb{T}) \to H_1^f(\mathbb{Q}_p, \mathbb{T})^\bullet \oplus \bigoplus_{t \in \Sigma\setminus\{p\}} H_1^1(\mathcal{Q}_t, \mathbb{T})$ is injective

$\iff$ the map $H_1^1(\mathbb{Q}, \mathbb{T}) \to H_1^f(\mathbb{Q}_p, \mathbb{T})^\bullet$ is injective

$\iff$ the map (5.4) is injective

Here, the first equivalence follows from (5.6) (except for the first injectivity), the rank parts of Proposition 5.2(2)(4), and Lemma 5.5(2); the second follows from the exact sequence (5.3); the third follows from the facts by Proposition 5.2(1)(2) that $H_1^1(\mathbb{Q}, \mathbb{T})$ is torsion-free over $\Lambda$ and $H_1^1(\mathbb{Q}_t, \mathbb{T})$ is torsion over $\Lambda$; the fourth follows from the facts that $H_1^1(\mathbb{Q}, \mathbb{T})$ is torsion-free over $\Lambda$ and the kernel of $\text{Col}^\bullet : H_1^f(\mathbb{Q}_p, \mathbb{T})^\bullet \to \mathcal{R}$ is $\Lambda$-torsion (Theorem 1.2).

Under the above equivalent conditions, it is easy to deduce the exact sequences (5.5), (5.6), (5.7) from the exact sequence (5.3) and the definitions of Selmer groups.

Recall that, for a finitely generated $\Lambda$-module $X$, we have $\text{pd}_\Lambda(X) \leq 1$ if and only if $X$ does not contain a non-trivial finite submodule (e.g., [30, Proposition (5.3.19)(i)]).

Proposition 5.7. Let $\bullet \in \{\emptyset, +, -, \sharp, \flat\}$ and suppose that $\text{Sel}^\bullet_S(E/K_\infty)$ is $\Lambda$-cotorsion. Then $\text{Sel}^\bullet_S(E/K_\infty)^\vee$ does not contain a non-trivial finite submodule.

Proof. There is a lot of literature on the non-existence of a non-trivial finite submodules. In fact, [7, Proposition 4.14] and [21, Theorem 1.3] show our assertion in the case where $p \nmid a_p$ and $a_p = 0$, respectively.

In order to prove the whole case simultaneously, we utilize a quite general work of Greenberg [10, Proposition 4.1.1]. We apply that proposition to the situation where the base field is $K_0$, the coefficient ring is $\Lambda$, the representation is the cyclotomic deformation $\mathcal{D} = \text{Hom}(\Lambda, E[p^\infty])$ (as in [10, §4.4]). Take the local conditions $\mathcal{L}$ for $\mathcal{D}$ so that the Selmer group coincides with $\text{Sel}^\bullet_S(E/K_\infty)$. We check the hypotheses of [10, Proposition 4.1.1].

- As written in [10, §4.4], the conditions on $\text{RFX}(\mathcal{D})$, $\text{LOC}^{(1)}(\mathcal{D})$, and $\text{LOC}^{(2)}(\mathcal{D})$ are automatically satisfied.
- $\text{LEO}(\mathcal{D})$ is equivalent to the weak Leopoldt conjecture $H^2(\mathbb{Q}_\Sigma/K_\infty, E[p^\infty]) = 0$, which holds in our case (already remarked in the proof of Proposition 5.2).
- By Proposition 5.2, $\text{CRK}(\mathcal{D}, \mathcal{L})$ is equivalent to that $\text{Sel}^\bullet_S(E/K_\infty)^\vee$ is $\Lambda$-cotorsion, which holds by assumption.
- We show that the local condition $\mathcal{L}$ is almost divisible. For a prime number $l \notin \{p\} \cup S$, the local condition at $l$ is 0 and we have nothing to do. For a prime number $l \in S$, by Proposition 5.2(2), the $\Lambda$-module $H_1^1(\mathbb{Q}_l, \mathbb{T})$ does not contain a non-trivial finite submodule. Finally $H_1^f(\mathbb{Q}_p, \mathbb{T})^\bullet$ does not contain a non-trivial finite submodule by Lemma 5.5.
- There is no surjective, $\text{Gal}(\overline{\mathbb{Q}}/K_0)$-equivariant map $E[p] \to \mu_p$, by $E(K_0)[p] = 0$ and the Weil pairing.

This completes the proof. \qed

Now we can prove Theorem 1.1. We restate it here.
Proof. First we recall that, for any finitely generated torsion \(\text{pd}_R\) and only if both \(\text{pd}_R\) hold (see e.g. the text after Proposition 5.7]). Therefore, by Proposition 5.7, we only have to show \(\text{pd}_R(\text{Sel}_s^*(E/K)\Sigma) \leq 2\).

We study the first and the second terms in the exact sequence (5.6). We know \(\text{pd}_R(H^1(Q_{\Sigma}/K, E[\p^{\infty}])\Sigma) \leq 1\) by Lemma 5.5(2) and Proposition 5.2(4), respectively. Thus we only have to show that \(\text{pd}_R(H^1(Q_{\Sigma}/K, E[\p^{\infty}])\Sigma) \leq 2\) for any \(l \not\in S \cup \{p\}\) (actually we will conclude \(\text{pd}_R \leq 1\) by Proposition 5.2(2) and the above fact). Since \(l\) is unramified in the extension \(K_{\infty}/Q\), if we denote by \(M_l\) the decomposition field, then \(\text{Gal}(K_{\infty}/M_l)\) is pro-cyclic with its \(p\)-part isomorphic to \(Z_p\). Therefore \(Z_p[[\text{Gal}(K_{\infty}/M_l)]]\) is a product of regular local ring of dimension 2. Since the \(R\)-module \(H^1(Q_{\Sigma}/K, T)\) is the induced module of a \(Z_p[[\text{Gal}(K_{\infty}/M_l)]]\)-module, we obtain the claim. This completes the proof.

Remark 5.9. We can make the set \(S\) smaller. Let \(\Phi_{K/Q}\) be the set of prime numbers \(l \not\equiv p\) such that \(p\) divides the ramification index of \(l\) in \(K/Q\). Let \(S_0\) be any finite set of prime numbers \(l \not\equiv p\) such that \(S_0 \supset \Phi_{K/Q}\). Then in the situation of Theorem 5.8 we have \(\text{pd}_R(\text{Sel}_{s_0}^*(E/K_{\infty})\Sigma) \leq 1\), where the definition of \(\text{Sel}_{s_0}^*(E/K_{\infty})\) is obvious. This fact can be easily shown from the proof of Theorem 5.8.

We mention here about some previous works. In the ordinary case, the results by Greenberg [9, Proposition 2.4.1, Proposition 3.1.1] show Theorem 5.8 and moreover the refined assertion above (a proof is also sketched in [25, Theorem 5]). The thesis of M. Kim [20] extended the work [9] to the \(a_p = 0\) case (the author thanks Chan-Ho Kim for providing this information). However, [20] contains an important flaw as noted in Remark 4.27.

However, we again stress that, while the previous method only concerns the finiteness of the projective dimension, our argument so far is necessary in the rest of this paper to discuss the main conjecture.

Finally note that those two works [9] and [20] deal with elliptic curves over more general base field and its (not necessarily abelian) finite Galois extension. In fact, using our argument in this paper, we can reprove the variant of Theorem 5.8 in such a general situation. Namely, as mentioned in Remark 3.4, a completely local argument can yield a system of points satisfying the properties (1)(2) in Theorems 3.1 and 3.2. Then we can construct Coleman maps as in Section 4 and prove the variant of Theorem 5.8. We omit the detail because, at this time, the contents of the following sections cannot be extended to such a general situation at all.

6. Relation with \(p\)-adic \(L\)-functions

In this section, we prove Theorem 1.3. First we introduce the Beilinson-Kato element, using the results in the seminal paper by Kato [18]. Let

\[
\exp_{\omega_E}^*: H^1(k_n, T_pE) \otimes Q_p \to k_n
\]

be the dual exponential map defined using the Néron differential \(\omega_E\) as in [37, §5] and [22, §8.7]. Recall that \(T = T_pE \otimes R\) is a Galois representation over \(R\). For an element of \(H^1(Q_p, T) \otimes Q_p\), by attaching the subscript \(n\), we denote its natural image to \(H^1(Q_p, T_pE \otimes R_n) \otimes Q_p \simeq H^1(k_n, T_pE) \otimes Q_p\). In the next theorem, we do not need Assumption 3.7.
Theorem 6.1. There is an element \( z \in H^1(\mathbb{Q}, T) \otimes \mathbb{Q}_p \) such that, for any character \( \psi \) of \( G_n \),
\[
\sum_{\tau \in G_n} \tau(\exp^*_{\omega_\mathbb{Q}}(\text{loc}(z)_n))\psi(\tau) = \frac{L_{S \cup \{p\}}(E, \psi, 1)}{\Omega^{\text{sign}(\psi)}}
\]
holds as elements of \( \overline{\mathbb{Q}}_p \). Here the left hand side is regarded as an element of \( \overline{\mathbb{Q}}_p \) via the fixed embedding of \( \overline{\mathbb{Q}} \) into \( \overline{\mathbb{Q}}_p \). Moreover, if \( E[p] \) is irreducible as a Gal(\( \overline{\mathbb{Q}} / \mathbb{Q} \))-module and \( H^0(K_0, E[p]) = 0 \), then we have \( z \in H^1(\mathbb{Q}, T) \).

In the case where \( K = \mathbb{Q} \) and \( S = \emptyset \), \([18, (12.5)]\) constructed elements satisfying (6.3) below. Moreover, the formula (6.1) is asserted in \([22, \text{Theorem 5.2}]\). However, \([22]\) only gives a few words on the deduction of (6.1) from (6.3). In the following proof, we not only extend the result in \([18, (12.5)]\) to general \( K, S \) but also discuss the deduction of (6.1) from (6.3). There is also a work by Delbourgo \([6, \text{Appendix A}]\) which generalize \([18, (12.5)]\) to \( K = \mathbb{Q}(\mu_m) \). The method of \([6]\) is similar to (the first half of) the following proof, but the integrality is not asserted in \([6]\).

Proof of Theorem 6.1. We denote by \( f_E \) the newform of weight 2 associated to \( E \) by the modularity theorem. Let \( V_{\mathbb{Q}_p}(f_E), V_{\mathbb{C}}(f_E) \) be as in \([18, (6.3)]\) and \( V_{\mathbb{Z}_p}(f_E) \) as in \([18, (8.3)]\). Then a modular parametrization \( \pi : X_1(N) \to E \) induces an isomorphism \( T_pE(-1) \otimes \mathbb{Q}_p \simeq V_{\mathbb{Q}_p}(f_E) \). If \( E[p] \) is irreducible, then we may assume that this isomorphism restricts to \( T_pE(-1) \otimes \mathbb{Z}_p(f_E) \) as in \([45, \text{Proposition 8}]\).

Let \( m \) be the conductor of \( K/\mathbb{Q} \). Let \( c, d \) be integers satisfying \( \text{prime}(cd) \cap (S \cup \text{prime}(6pN)) = \emptyset \), \( c \equiv d \equiv 1 \mod N \), and \( c^2 \neq 1, d^2 \neq 1 \). For an integer \( n \geq -1 \) and an element \( \alpha \in \text{SL}_2(\mathbb{Z}) \), we have the \( p \)-adic zeta element
\[
c, d z_{mp^{n+1}}^{(p)}(f_E, 1, 1, \alpha, S \cup \text{prime}(pN)) \in H^1(K_{m,n}, V_{\mathbb{Z}_p}(f_E)(1))
\]
as in \([18, (8.1.3)]\). We denote this element simply by \( c, d z_{m,n}^{(p)}(\alpha) \).

These elements are related to the \( L \)-values as follows. Let \( S(f_E) \), \( \text{per}_{f_E} : S(f_E) \to V_{\mathbb{C}}(f_E) \), and \( \delta(\alpha) = \delta(f_E, 1, \alpha) \in V_{\mathbb{Q}}(f_E) \) be as in \([18, (6.3)]\), and \( \exp^*_{f_E} : H^1(K_{m,n}, V_{\mathbb{Z}_p}(f_E)(1)) \to S(f_E) \otimes_{\mathbb{Q}} K_{m,n} \) as in \([18, (9.4)]\). Then by \([18, (6.6) \text{and (9.7)}]\), we have \( \exp^*_{f_E}(\text{loc}(c, d z_{m,n}^{(p)}(\alpha))) \in S(f_E) \otimes_{\mathbb{Q}} K_{m,n} \).

\[
\sum_{\tau \in G_{m,n}} \text{per}_{f_E}(\tau(\exp^*_{f_E}(\text{loc}(c, d z_{m,n}^{(p)}(\alpha))))\psi(\tau) = (c^2 - c \psi^{-1}(c))(d^2 - d \psi^{-1}(d))L_{S \cup \text{prime}(pN)}(E, \psi, 1)\delta(\alpha)^{\text{sign}(\psi)}.
\]

By \([18, (8.12)]\), these elements are compatible with respect to the corestriction maps, yielding
\[
(c, d z_{m,n}^{(p)}(\alpha)) \in \lim_{\longleftarrow n} H^1(K_{m,n}, V_{\mathbb{Z}_p}(f_E)(1)).
\]
We denote the image of this element under the corestriction maps \( K_{m,n} \to K_n \) by
\[
c, d z_{(p)}(\alpha) \in \lim_{\longleftarrow n} H^1(K_n, V_{\mathbb{Z}_p}(f_E)(1)) \simeq H^1(\mathbb{Q}, V_{\mathbb{Z}_p}(f_E)(1) \otimes \mathcal{R}).
\]

Let \( Q(\mathcal{R}) \) denote the fraction ring of \( \mathcal{R} \). For \( \gamma \in V_{\mathbb{Q}_p}(f_E) \), similarly as in \([18, (13.9)]\) and \([6, \text{Definition A.1}]\), define
\[
z_{\gamma}^{(p)} \in H^1(\mathbb{Q}, V_{\mathbb{Z}_p}(f_E)(1) \otimes \mathcal{R}) \otimes_{\mathcal{R}} Q(\mathcal{R})
\]
as follows. Choose elements $\alpha_1, \alpha_2 \in SL_2(\mathbb{Z})$ such that $\delta(\alpha_1)\neq 0, \delta(\alpha_2)\neq 0$. Then there are unique elements $b_1, b_2 \in \mathbb{Q}_p$ such that $\gamma = b_1\delta(\alpha_1) + b_2\delta(\alpha_2)$. Define

$$z_{\gamma}^{(p)} = \left( (c^2 - c\sigma_c)(d^2 - d\sigma_d) \prod_{l\mid N, l \notin S \cup \{ p \}} (1 - a_l l^{-1}\sigma_l^{-1}) \right)^{-1} \left( b_1 \cdot c, d z_{\gamma}^{(p)}(\alpha_1) + b_2 \cdot c, d z_{\gamma}^{(p)}(\alpha_2) \right).$$

Here the inverted factor is certainly a non-zero-divisor of $\mathcal{R}$. By (2.4) and (6.2), for any character $\psi$ of $G_n$, we have

$$\sum_{\tau \in G_n} \text{per}_E(\tau(\exp_{f_E}^*(\text{loc}(z_{\gamma}^{(p)}))))^{\text{sign}(\psi)}\psi(\tau) = L_{S \cup \{ p \}}(E, \psi, 1) \gamma^{\text{sign}(\psi)}.
$$

It follows that $z_{\gamma}^{(p)}$ is independent of the choices of $\alpha_1, \alpha_2, c, d$.

We consider the integrality of $z_{\gamma}^{(p)}$. The key tool is [13, (12.6)], generalized in [6, p.255, Key Claim]. The former treats $K = \mathbb{Q}$ and the latter treats $K = \mathbb{Q}(\mu_m)$, but the following assertion for general $K$ can be deduced from the latter. Using similar notations as in [6], let

$$\mathcal{Z}_{\text{prim}} \subset H^1(Q, V_{Z_p}(f_E)(1) \otimes \mathcal{R}) \otimes \mathcal{R} \mathbb{Q}(\mathcal{R})$$

be the submodule generated by $z_{\gamma}^{(p)}$ for $\gamma \in V_{Z_p}(f_E)$. A submodule $\mathcal{Z}_{\text{imp}} \subset H^1(Q, V_{Z_p}(f_E)(1) \otimes \mathcal{R})$ can be also defined as in [6]. We have $\mathcal{Z}_{\text{imp}} \subset \mathcal{Z}_{\text{prim}}$ and, moreover, [6, Key Claim] shows that the quotient $\mathcal{Z}_{\text{prim}}/\mathcal{Z}_{\text{imp}}$ is finite. In particular, this implies

$$z_{\gamma}^{(p)} \in \mathcal{Z}_{\text{prim}} \subset H^1(Q, V_{Z_p}(f_E)(1) \otimes \mathcal{R}) \otimes \mathbb{Q}_p \mathbb{Q}_p 
\simeq H^1(Q, \mathbb{T}) \otimes \mathbb{Q}_p \mathbb{Q}_p$$

for $\gamma \in V_{Z_p}(f_E)$.

In addition, suppose that $H^1(Q, V_{Z_p}(f_E)(1) \otimes \mathcal{R})$ is free over $\Lambda$. Then similarly as in [13, (13.14)], the finiteness of $\mathcal{Z}_{\text{prim}}/\mathcal{Z}_{\text{imp}}$ implies

$$z_{\gamma}^{(p)} \in \mathcal{Z}_{\text{prim}} \subset H^1(Q, V_{Z_p}(f_E)(1) \otimes \mathcal{R})$$

for $\gamma \in V_{Z_p}(f_E)$. Recall that $H^0(K_0, E[2]) = 0$ implies that $H^1(Q, \mathbb{T})$ is free over $\Lambda$ as in Proposition 5.2(1). Hence, if $E[2]$ is irreducible and $H^0(K_0, E[2]) = 0$, then we have $z_{\gamma}^{(p)} \in H^1(Q, \mathbb{T})$.

Therefore it remains to show that $z_{\gamma}^{(p)}$ satisfies (6.1) for some $\gamma \in V_{Z_p}(f_E)$. Consider the commutative diagram of parings

$$\begin{array}{ccc}
H^1(E(\mathbb{C}), \mathbb{C}) & \times & H_1(E(\mathbb{C}), \mathbb{Z}) \\
\pi^* & & \pi_* \\
H^1(X_1(N)(\mathbb{C}), \mathbb{C}) & \times & H_1(X_1(N)(\mathbb{C}), \mathbb{Z})
\end{array}$$

as used in [11, p.52]. Let $\text{per}_E(\omega_E) \in H^1(E(\mathbb{C}), \mathbb{C})$ be the image of $\omega_E$ under the period map. By the definition of the Néron periods $\Omega^\pm$, the image of $\text{per}_E(\omega_E)$ as a map $H_1(E(\mathbb{C}), \mathbb{Z})^\pm \to \mathbb{C}$ is $\Omega^\pm \mathbb{Z}$. Then the above diagram implies that there are elements $\tilde{\gamma}^\pm \in H^1(X_1(N)(\mathbb{C}), \mathbb{Z})^\pm$ such that $\pi^*(\text{per}_E(\omega_E)) = \Omega^+ \tilde{\gamma}^+ + \Omega^- \tilde{\gamma}^-$. Let $\gamma^\pm \in V_{Z_p}(f_E)^\pm$ be their images. Put $z = z_{\gamma}^{(p)}$ with $\gamma = \gamma^+ + \gamma^-$. Then, by the compatibilities of the period maps and the dual exponential maps, (6.3) implies

$$\sum_{\tau \in G_n} \text{per}_E(\tau(\exp_{f_E}^*(\text{loc}(z))))^{\text{sign}(\psi)}\psi(\tau) = \frac{L_{S \cup \{ p \}}(E, \psi, 1)}{Q^{\text{sign}(\psi)}} \text{per}_E(\omega_E)^{\text{sign}(\psi)}.$$
namely

\[
\sum_{\tau \in G_n} \tau(\exp_E(\text{loc}(z)_n))\psi(\tau) = \frac{L_{S,\iota_p}(E, \psi, 1)}{\Omega_{\text{sign}(\psi)}}\omega_E.
\]

By the definition of \(\exp_E^*\), this is equivalent to (6.1). \(\square\)

**Remark 6.2.** Here are a couple of remarks about the final assertion of Theorem 6.1.

1. It is known that \(E[p]\) is necessarily irreducible in the supersingular case as in [22, Remark 5.3(i)].

2. Thanks to the weaker assumption \(H^0(K_0, E[p]) = 0\) than Assumption 3.7, the Beilinson-Kato elements sit in the integral Iwasawa cohomology groups for various \(K\). This remark will be necessary when we make use of the Euler system argument in the proof of Theorem 7.14.

**Definition 6.3.** Let \((-,-)_n : \hat{E}(m_n) \times H^1(k_n, T_p E) \to \mathbb{Z}_p\) be the (sum of) local Tate pairing. This induces a natural surjective map \(\hat{E}(m_n)^* \to H^1(k_n, T_p E)\). Therefore we obtain a map \(\text{Col}^* : H^1(\mathbb{Q}_p, T) \to \mathcal{R}\) for \(\bullet \in \{\emptyset, +, -, \sharp, \flat\}\) (here we suppose Assumption 3.7 in the ordinary case). This is consistent with \(\text{Col}^*\) in (5.4).

For \(x \in \hat{E}(m_n)\), we define \(P_{n,x} : H^1(k_n, T_p E) \to R_n\) by

\[
P_{n,x}(z) = \sum_{\sigma \in G_n} (\sigma(x), z)n\sigma
\]

as in [22, §8.5]. Then we have

\[
P_{n,x}(z) = \left(\sum_{\sigma \in G_n} \sigma(\log_E(x))\sigma\right)\left(\sum_{\tau \in G_n} \tau(\exp_{\omega_E}(z))\tau^{-1}\right)
\]

by the same proof as in [22, Proposition 8.25].

Now we prove Theorem 1.3 in the ordinary case.

**Theorem 6.4.** Suppose \(p \nmid a_p\) and Assumption 3.7 hold. Then we have \(\mathcal{L}_S(E/K_{\infty})^\bullet = \text{Col}(\text{loc}(z))\).

**Proof.** Let \(\alpha, \beta\) be the roots of \(t^2 - a_p t + p = 0\) with \(p \nmid \alpha\). Recall that \(\mathcal{L}_S(E/K_{\infty}) = \mathcal{L}_S(E/K_{\infty}, \alpha)\) by the very definition. By (2.6), it is enough to show that

\[
\psi(\text{Col}(\text{loc}(z))) = \epsilon_p(\alpha, \psi)\tau_S(\psi)\frac{L_{S}(E, \psi^{-1}, 1)}{\Omega_{\text{sign}(\psi)}}
\]

for any character \(\psi\) of \(G_{\infty}\) of finite order. For any \(n \geq \max\{0, n_p\}\), by (4.2) we have

\[
\text{Col}_n(\text{loc}(z)_n) = \sum_{\sigma \in G_n} (\sigma(d'_n), \text{loc}(z)_n)n\sigma = P_{n,d'_n}(\text{loc}(z)_n).
\]
Therefore (6.1) and (6.4) show

\begin{equation}
\psi(\text{Col}(\text{loc}(z))) = \left( \sum_{\sigma \in G_{\infty}} \sigma(\log_E(d'_n))\psi(\sigma) \right) \frac{L_{S,\psi}(E,\psi^{-1},1)}{\Omega^{\text{sign}(\psi)}}.
\end{equation}

If \( n_\psi \geq 0 \), then letting \( n = n_\psi \) in (6.6) gives (6.5) by Theorem 3.2(3). When \( n_\psi = -1 \), let \( n = 0 \) in (6.6). We have by Theorem 3.2(1)(3)

\[ \sum_{\sigma \in G_0} \sigma(\log_E(d'_0))\psi(\sigma) = \sum_{\sigma \in G_{-1}} \sigma(\log_E(\text{Tr}_{-1}^0(d'_0)))\psi(\sigma) \]

\[ = (1 - \alpha^{-1}\psi(p)) \sum_{\sigma \in G_{-1}} \sigma(\log_E(d_{-1}))\psi(\sigma) \]

\[ = (1 - \alpha^{-1}\psi(p))(1 - \beta^{-1}\psi(p)^{-1})^{-1}\tau_S(\psi). \]

Moreover, by (2.4)

\[ L_{S,\psi}(E,\psi^{-1},1) = (1 - a_p\psi^{-1}(p)^{-1} + p^{-1}\psi(p)^{-2})L_S(E,\psi^{-1},1) \]

\[ = (1 - \alpha^{-1}\psi(p)^{-1})(1 - \beta^{-1}\psi(p)^{-1})L_S(E,\psi^{-1},1). \]

These prove (6.5). \( \square \)

In the rest of this section, we consider the case where \( p \mid a_p \). The discussion in the following will generalize the results in [42], where \( K = Q \) and \( S = \emptyset \). Recall \( B_n \in M_2(\Lambda) \) in Definition 4.8. A similar computation as in Theorem 6.4 yields the following.

**Theorem 6.5.** Suppose \( p \mid a_p \) holds. For any character \( \psi \) of \( G_\infty \) of finite order, we have

\[ \psi(\text{Col}'(\text{loc}(z))) = \begin{cases} \tau_S(\psi) \frac{L_S(E,\psi^{-1},1)}{\Omega^{\text{sign}(\psi)}}(1,0)\psi(\tilde{B}_{n_\psi})^{-1} & (n_\psi \geq 0) \\ \tau_S(\psi) \frac{L_S(E,\psi^{-1},1)}{\Omega^{\text{sign}(\psi)}}(a_p - (\psi(p) + \psi(p)^{-1}), p-1) & (n_\psi = -1) \end{cases} \]

in \( \overline{Q}_p^{\text{alg}} \).

**Proof.** This is a generalization of [42] Proposition 6.5]. Note that, if \( n_\psi \geq 0 \), then \( \psi(\gamma)^{p^\psi} \neq 1 \) and (4.3) show that \( \psi(\tilde{B}_{n_\psi})^{-1} \) is certainly invertible. For any \( n \geq \text{max}\{0, n_\psi\} \), we have by (4.7)

\[ \text{Col}'_n(\text{loc}(z)_n)\tilde{B}_n = (P_{n,d_n}(\text{loc}(z)_n), P_{n,d_{n-1}}(\text{loc}(z)_n)). \]

Therefore, by (6.1) and (6.4),

\begin{equation}
\psi(\text{Col}'(\text{loc}(z)))\psi(\tilde{B}_n) = \left( \sum_{\sigma \in G_n} \sigma(\log_E(d_n))\psi(\sigma), \sum_{\sigma \in G_n} \sigma(\log_E(d_{n-1}))\psi(\sigma) \right) \frac{L_{S,\psi}(E,\psi^{-1},1)}{\Omega^{\text{sign}(\psi)}}.
\end{equation}
When $n_\psi \geq 0$, letting $n = n_\psi$ in (6.7) gives the assertion by Theorem 3.1(3). When $n_\psi = -1$, let $n = 0$ in (6.7). By Theorem 3.1(1)(3), we compute

$$
\left( \sum_{\sigma \in G_0} \sigma(\log E(d_0)) \psi(\sigma), \sum_{\sigma \in G_0} \sigma(\log E(d_{-1})) \psi(\sigma) \right) = \\
\left( \sum_{\tau \in G_{-1}} \sigma(\log E(\tau_0(d_0))) \psi(\sigma), \sum_{\tau \in G_{-1}} \sigma(\log E(\tau_0(d_{-1}))) \psi(\sigma) \right) = \\
\left( \sum_{\tau \in G_{-1}} \sigma(\log E(d_{-1})) \psi(\sigma) \right) (a_p - (\psi(p) + \psi(p)^{-1}), p - 1) = \\
(1 - p^{-1}a_p\psi(p)^{-1} + p^{-1}\psi(p)^{-2})^{-1}\tau_S(\psi)(a_p - (\psi(p) + \psi(p)^{-1}), p - 1).
$$

Now

$$
L_{S_{\cup(p)}}(E, \psi^{-1}, 1) = (1 - p^{-1}a_p\psi(p)^{-1} + p^{-1}\psi(p)^{-2})L_S(E, \psi^{-1}, 1)
$$

by (2.4) implies the result.

By comparing the result in Theorem 6.5 and the characterization (2.9) of the $\pm p$-adic $L$-functions, we can now prove Theorem 1.3 for $\bullet \in \{\pm, -\}$. However, we omit the detail since we will prove the more general $p \mid a_p$ case in Theorem 6.9.

We continue to suppose $p \mid a_p$. Let $\alpha, \beta$ be the roots of $t^2 - a_p t + p = 0$. The following is introduced by [42, Definition 6.8].

**Definition 6.6.** We put

$$
\log_{\alpha, \beta}^t = \lim_{n \to \infty} \left[ \begin{array}{c} \alpha \\ \beta \\ \end{array} \right] = \left[ \begin{array}{r} a_p \\ -1 \\ 0 \\ \end{array} \right] \left( \begin{array}{c} 0 \\ -1 \\ -a_p \\ \end{array} \right)
$$

and

$$
\log_{\alpha, \beta} = \left( \log_{\alpha}^t, \log_{\beta}^t \right) = \left( \begin{array}{cc} 0 & 1 \\ -1 & -a_p \\ \end{array} \right) \log_{\alpha, \beta}^t
$$

(see Remark 4.13 for this modification). These are matrices in $M_2(\mathcal{H}_1, \mathbb{Q}_p(\alpha)(\Gamma))$. Equivalently, we may define

$$
\log_{\alpha, \beta} = \lim_{n \to \infty} \left[ \begin{array}{cccc} a_p & 1 & \cdots & a_p \\ -N_1 & 0 & \cdots & -N_n \\ \end{array} \right] \left( \begin{array}{cccc} a_p & 1 & \cdots & a_p \\ -N_1 & 0 & \cdots & -N_n \\ \end{array} \right) \left( \begin{array}{c} -1 \\ \beta \\ \alpha \\ \end{array} \right)
$$

as in (43).

The following is a generalization of [42, Theorem 6.12].

**Definition 6.7.** Define the $\mathfrak{L}_{\beta(\mathfrak{L})}$-adic $L$-functions $L_{\beta(\mathfrak{L})}^{\mathfrak{L}}(E/K\infty) \in \mathcal{R} \otimes \mathbb{Q}_p$ by the formula

$$
(L_{\beta(\mathfrak{L})}(E/K\infty, \alpha), L_{\beta(\mathfrak{L})}(E/K\infty, \beta)) = (L_{\beta(\mathfrak{L})}^{\mathfrak{L}}(E/K\infty, \alpha), L_{\beta(\mathfrak{L})}^{\mathfrak{L}}(E/K\infty, \beta)) \log_{\alpha, \beta}.
$$

Namely, we have

$$
\begin{align*}
L_{\beta(\mathfrak{L})}(E/K\infty, \alpha) &= \log_{\alpha}^t L_{\beta(\mathfrak{L})}^{\mathfrak{L}}(E/K\infty) + \log_{\alpha}^t L_{\beta(\mathfrak{L})}^{\mathfrak{L}}(E/K\infty) \\
L_{\beta(\mathfrak{L})}(E/K\infty, \beta) &= \log_{\beta}^t L_{\beta(\mathfrak{L})}^{\mathfrak{L}}(E/K\infty) + \log_{\beta}^t L_{\beta(\mathfrak{L})}^{\mathfrak{L}}(E/K\infty).
\end{align*}
$$
The existence will be shown in Theorem 6.9.

**Remark 6.8.** Suppose \( a_p = 0 \) holds. We show that this definition is compatible with our convention \((\sharp, \flat) = (-, +)\). In fact, we have

\[
\lim_{n \to \infty} \begin{pmatrix}
-1 & p \\
0 & 1
\end{pmatrix}^{-(n+2)} = \begin{pmatrix}
-\log^- & 0 \\
0 & -\log^+
\end{pmatrix}.
\]

Therefore

\[
(L_S^-(E/K_\infty), L_S^+(E/K_\infty)) \text{Log}_{\alpha, -\alpha} = (L_S^-(E/K_\infty), L_S^+(E/K_\infty)) \begin{pmatrix}
0 & 1 \\
-1 & 0
\end{pmatrix} \begin{pmatrix}
-\log^- & 0 \\
0 & -\log^+
\end{pmatrix} \begin{pmatrix}
\alpha & -\alpha \\
-\alpha & \alpha
\end{pmatrix}
\]

\[
= (L_S^+(E/K_\infty, \alpha), L_S(E/K_\infty, -\alpha)),
\]

where the final equality follows from (2.8).

The following (cf. [42, Definition 6.1]) is Theorem 1.3 in the supersingular case.

**Theorem 6.9.** Suppose \( p \mid a_p \) holds. We have \( \text{Col}^{\beta/\psi}((\text{loc}(z)) = L_S^{\beta/\psi}(E/K_\infty)^t\)."

**Proof.** Definitions 4.12 and 6.6 imply \( \text{Col}(\text{loc}(z)) \text{Log}_{\alpha, \beta} = \text{Col}'(\text{loc}(z)) \text{Log}'_{\alpha, \beta} \). Thus the assertion is equivalent to

\[
(L_S(E/K_\infty, \alpha)^t, L_S(E/K_\infty, \beta)^t) = \text{Col}'(\text{loc}(z)) (\text{Log}'_{\alpha, \beta})^t,
\]

which we shall prove. Let \( \psi \) be a character of \( G_\infty \) of finite order and we shall compare the evaluation by \( \psi \) with (2.6) (this suffices by [42, Lemma 6.11]). If \( n_\psi \geq 0 \), we have

\[
\psi(B_{n_\psi})^{-1} \psi(\text{Log}'_{\alpha, \beta}) = \begin{pmatrix}
a_p & p \\
-1 & 0
\end{pmatrix}^{-(n_\psi+2)} \begin{pmatrix}
\alpha & \beta \\
-1 & -1
\end{pmatrix} = \begin{pmatrix}
\alpha^{-1+n_\psi} & \beta^{-1+n_\psi} \\
-\alpha^{-1+n_\psi} & -\beta^{-1+n_\psi}
\end{pmatrix}
\]

(see [42, Lemma 6.7] for the second equality). Thus by Theorem 6.5 we have

\[
\psi (\text{Col}'(\text{loc}(z)) (\text{Log}'_{\alpha, \beta})^t) = \tau_S(\psi) \frac{L_S(E, \psi^{-1}, 1)}{\Omega_{\text{sign}(\psi)}} (\alpha^{-1+n_\psi}, \beta^{-1+n_\psi}).
\]

If \( n_\psi = -1 \), similarly we have

\[
\psi(\text{Log}'_{\alpha, \beta}) = \begin{pmatrix}
a_p & p \\
-1 & 0
\end{pmatrix}^{-2} \begin{pmatrix}
\alpha & \beta \\
-1 & -1
\end{pmatrix} = \begin{pmatrix}
\alpha^{-1} & \beta^{-1} \\
-\alpha^{-2} & -\beta^{-2}
\end{pmatrix}
\]

and thus, by Theorem 6.5

\[
\psi (\text{Col}'(\text{loc}(z)) (\text{Log}'_{\alpha, \beta})^t) = \tau_S(\psi) \frac{L_S(E, \psi^{-1}, 1)}{\Omega_{\text{sign}(\psi)}} (a_p - (\psi(p) + \psi(p)^{-1}), p - 1) \begin{pmatrix}
\alpha^{-1} & \beta^{-1} \\
-\alpha^{-2} & -\beta^{-2}
\end{pmatrix}.
\]

An easy computation shows

\[
(a_p - (\psi(p) + \psi(p)^{-1}), p - 1) \begin{pmatrix}
\alpha^{-1} \\
-\alpha^{-2}
\end{pmatrix} = (1 - \alpha^{-1}\psi(p))(1 - \alpha^{-1}\psi(p)^{-1}) = \epsilon_p(\alpha, \psi)
\]

and a similar formula for \( \beta \). This completes the proof. \( \square \)
Before closing this section, we state a non-vanishing results of the \( p \)-adic \( L \)-functions. Recall that we have a decomposition \( \mathcal{R} \otimes \mathbb{Q}_p \simeq \bigoplus \chi (\mathcal{R} \otimes \mathbb{Q}_p)\chi \) where \( \chi \) runs over the characters of \( G_0 \) and each \( (\mathcal{R} \otimes \mathbb{Q}_p)\chi \) is an integral domain. An element \( \xi \) of \( \mathcal{R} \otimes \mathbb{Q}_p \) is a non-zero-divisor if and only if \( \xi \chi \in (\mathcal{R} \otimes \mathbb{Q}_p)\chi \) is nonzero for any \( \chi \).

**Proposition 6.10.** If \( p \nmid a_p \), then \( L_S(E/K, \infty) \) is a non-zero-divisor of \( \mathcal{R} \otimes \mathbb{Q}_p \). If \( p \mid a_p \), for each character \( \chi \) of \( G_0 \), at least one of \( L^\sharp_S(E/K, \infty) \chi \), \( L^\flat_S(E/K, \infty) \chi \) is nonzero. If \( a_p = 0 \), then both \( L^\pm_S(E/K, \infty) \) are non-zero-divisors of \( \mathcal{R} \otimes \mathbb{Q}_p \).

**Proof.** This proposition is shown by the result of Rohrlich \[36\] on non-vanishing of \( L \)-values. See \[42, Proposition 6.14\] (resp. \[34, Corollary 5.11\]) for the \( p \mid a_p \) (resp. \( a_p = 0 \)) case.

7. Equivariant Main Conjecture

The goal of this section is to prove Theorem 1.5 by applying the Euler system argument to the Beilinson-Kato elements. As usual, suppose Assumption 3.7 holds in the ordinary case.

7.1. Remarks on Equivariant Main Conjecture.

In this subsection, we collect several remarks around the equivariant main conjecture (1.1).

7.1.1. Independence from \( S \). In Proposition 7.4 below, we shall show that the equivariant main conjecture (1.1) is independent from \( S \). This is a generalization of Greenberg-Vatsal \[11\] Theorem (1.5)], where the non-equivariant, ordinary case is treated. The proof of Proposition 7.4 traces that of \[11\]. More concretely, Lemma 7.2 below, the exact sequence (5.7), and Lemma 7.3 below, respectively, correspond to \[11\, the formula in p. 25], \[11\ Proposition (2.1)], and \[11\ Proposition (2.4)].

**Definition 7.1.** For a prime number \( l \neq p \) which is unramified in \( K/\mathbb{Q} \), put

\[
P_l = 1 - a_l l^{-1} \sigma_l + 1_N(l) l^{-1} \sigma_l^2 \in \mathcal{R},
\]

where \( \sigma_l \) is the \( l \)-th power Frobenius map.

**Lemma 7.2.** Let \( S' \supset S \) be a finite set of prime numbers \( \neq p \). We have

\[
L_{S'}(E/K, \infty, \alpha) = \left( \prod_{l \in S' \setminus S} (-\sigma_l^{-1} P_l) \right) L_S(E/K, \infty, \alpha)
\]

for any allowable root \( \alpha \), and

\[
L_{S'}^\bullet(E/K, \infty) = \left( \prod_{l \in S' \setminus S} (-\sigma_l^{-1} P_l) \right) L_S^\bullet(E/K, \infty)
\]

for \( \bullet \in \{0, +, -, \#, b\} \).

**Proof.** The first formula follows from \[2.4\], \( 2.5 \), and \( 2.6 \). Then, by Definition 6.7 in the \( p \mid a_p \) case, the second formula follows.

For a finitely generated \( \mathcal{R} \)-module \( X \), let \( \mathcal{F}(X) = \text{Fitt}_\mathcal{R}(X) \) be the initial Fitting ideal of \( X \). See Section A for properties of \( \mathcal{F} \).
Lemma 7.3. Let \( l \neq p \) be a prime number.

1. We have an isomorphism
\[
H^1(Q_l, \mathbb{T}) \simeq H^0(K_\infty \otimes \mathbb{Q}_l, T_p E)
\]
of \( \mathcal{R} \)-modules.

2. Suppose \( l \) is unramified in \( K/\mathbb{Q} \). Then we have \( \mathcal{F}(H^0(K_\infty \otimes \mathbb{Q}_l, T_p E)) = (P_l) \).

Proof. (1) This is shown by the argument in the proof of \([11], \text{Proposition (2.4)}\).

(2) Let \( \lambda \) be a place of \( K_\infty \) above \( l \), and let \( L^u \) be the maximal unramified extension of \( K_\infty, \lambda \).

First suppose \( l \) is a good prime for \( E \). Let \( \left( \begin{array}{cccc} x_1 & x_2 & x_3 & x_4 \\ 1 & 2 & 3 & 4 \\ \end{array} \right) \in \text{GL}_2(\mathbb{Z}_p) \) be the presentation matrix of the action of the Frobenius \( \sigma_l \) on \( T_p E \) with respect to a basis of \( T_p E \) over \( \mathbb{Z}_p \). Then we have an exact sequence
\[
0 \to \mathbb{Z}_p[[\text{Gal}(L^u/\mathbb{Q}_l)]]^\oplus \xrightarrow{D} \mathbb{Z}_p[[\text{Gal}(L^u/\mathbb{Q}_l)]]^\oplus \to T_p E \to 0
\]
where \( D \) is the matrix \( \left( \begin{array}{cc} \sigma_l - x_1 & -x_2 \\ -x_3 & \sigma_l - x_4 \end{array} \right) \). Since the degree of the infinite extension \( L^u/K_\infty, \lambda \) is relatively prime to \( p \), taking \( \text{Gal}(L^u/K_\infty, \lambda) \)-coinvariant yields an exact sequence
\[
0 \to \mathbb{Z}_p[[\text{Gal}(K_\infty, \lambda/\mathbb{Q}_l)]]^\oplus \xrightarrow{D} \mathbb{Z}_p[[\text{Gal}(K_\infty, \lambda/\mathbb{Q}_l)]]^\oplus \to H_0(K_\infty, \lambda, T_p E) \to 0.
\]
We also have \( H^0(K_\infty, \lambda, T_p E) \simeq H_0(K_\infty, \lambda, T_p E) \). Thus we obtain an exact sequence
\[
0 \to \mathcal{R}^\oplus \xrightarrow{D} \mathcal{R}^\oplus \to H^0(K_\infty \otimes \mathbb{Q}_l, T_p E) \to 0.
\]
Therefore \( \mathcal{F}(H^0(K_\infty \otimes \mathbb{Q}_l, T_p E)) = (\det(D)) = (P_l) \).

If \( l \) is additive for \( E \), then the assertion is trivial since \( H^0(L^u, T_p E) = 0 \) and \( P_l = 1 \). Suppose that \( l \) is multiplicative for \( E \). Then \( H^0(L^u, T_p E) \) is a free \( \mathbb{Z}_p \)-module of rank one, on which \( \sigma_l \) acts as \( a l \). Thus a similar (but simpler) computation as in the good case shows the assertion. \( \square \)

Proposition 7.4. For \( \bullet \in \{0, +, -, \sharp, \flat\} \), the cotorsionness of \( \text{Sel}^\bullet_s(E/K_\infty) \) and the equality \( (1.1) \) are independent from \( S \).

Proof. By Proposition \( \text{5.6} \) the cotorsionness is independent from \( S \). Under the cotorsionness, Proposition \( \text{5.6} \) yields an exact sequence
\[
0 \to \bigoplus_{l \in S \setminus S} H^1(Q_l, \mathbb{T}) \to \text{Sel}^\bullet_s(E/K_\infty)^\vee \to \text{Sel}^\bullet_s(E/K_\infty)^\vee \to 0.
\]
Then by Theorem \( \text{1.1} \) and Proposition \( \text{A.2} \) we have
\[
\mathcal{F}(\text{Sel}^\bullet_s(E/K_\infty)^\vee) = \left( \prod_{l \in S \setminus S} \mathcal{F}(H^1(Q_l, \mathbb{T})) \right) \mathcal{F}(\text{Sel}^\bullet_s(E/K_\infty)^\vee).
\]
For any \( l \notin S \), by Lemma \( \text{7.3} \) we obtain \( \mathcal{F}(H^1(Q_l, \mathbb{T})) = (P_l) \). By Lemma \( \text{7.2} \) this completes the proof. \( \square \)
7.1.2. Behavior of $p$-adic $L$-functions under $\iota$. We study the behavior of our $p$-adic $L$-function when we apply the involution $\iota$, using the functional equations. The behavior is well-known when $K = \mathbb{Q}$, $S = \emptyset$, and $p \nmid a_p$. Moreover, when $a_p = 0$, an analogue of that for the $\pm p$-adic $L$-function is given by Pollack [34, Theorem 5.13]. The following generalizations of them require harder computations.

**Definition 7.5.** For a prime number $l \neq p$, let $K_{(l)}$ be the inertia field of $l$ in $K/\mathbb{Q}$. Put $K_{(l),\infty} = (K_{(l)})_\infty$, which is the inertia field of $l$ in $K_\infty/\mathbb{Q}$. Let $\nu_{K_{(l)}} \in \mathcal{R}$ denote the norm element of $\text{Gal}(K_\infty/K_{(l),\infty})$. We also put $\mathcal{R}_{(l)} = \mathbb{Z}_p[[\text{Gal}(K_{(l),\infty}/\mathbb{Q})]]$, which is a quotient of $\mathcal{R}$.

For a (possibly empty) subset $T$ of $S$, put $\nu_{K_{(T)}} = \prod_{l \in T} \nu_{K_{(l)}} \in \mathcal{R}$. Let $K_{(T)}$ be the intersection of $K_{(l)}$ for $l \in T$. Put $K_{(T),\infty} = (K_{(T)})_\infty$ and $\mathcal{R}_{(T)} = \mathbb{Z}_p[[\text{Gal}(K_{(T),\infty}/\mathbb{Q})]]$, which is a quotient of $\mathcal{R}$. Since $\nu_{K_{(T)}}$ is a multiple of the norm element of $\text{Gal}(K_\infty/K_{(T),\infty})$, multiplying $\nu_{K_{(T)}}$ defines a map $\mathcal{R}_{(T)} \to \mathcal{R}$.

Since the rational number $(1 - l^{-1})/[K : K_{(l)}]$ is a $p$-adic integer, the coefficients in the next formula are $p$-adically integral.

**Proposition 7.6.** Suppose $S \cap \text{prime}(N) = \emptyset$ holds. Then, for $\bullet \in \{\emptyset, +, -, \sharp, ♭\}$, we have an equality

$$
\mathcal{L}^\bullet_S(E/K_\infty) = w_E \sigma_{-N} \sum_{T \subset S} \nu_{K_{(T)}} \left( \prod_{l \in T} \frac{1 - l^{-1}}{[K : K_{(l)}]} (\sigma_l^{-1} - \sigma_l) \right) \mathcal{L}^\bullet_{S\setminus T}(E/K_{(T),\infty}),
$$

where $w_E \in \{\pm 1\}$ is the sign of the functional equation.

**Proof.** By Definition 6.7 in the $p \mid a_p$ case, it is enough to show the same relation for $\mathcal{L}_S(E/K_\infty, \alpha)$ for any allowable root $\alpha$. We evaluate at arbitrary character $\psi$ of $G_\infty$ of finite order. Recall that, for any Dirichlet character $\psi$ of conductor relatively prime to $N$, the functional equation says

$$
(7.1) \quad \tau(\psi)L(E, \psi^{-1}, 1) = w_E \psi(-N) \tau(\psi^{-1})L(E, \psi, 1).
$$

By $S \cap \text{prime}(N) = \emptyset$, for $l \in S$, we can directly check that

$$
(7.2) \quad -\sigma_l P_l^\nu = (1 - l^{-1})(\sigma_l^{-1} - \sigma_l) + (-\sigma_l^{-1} P_l)
$$

in $\mathcal{R}_{(l)}$. 
We shall compute
\[
\psi(\mathcal{L}_S(E/K_\infty, \alpha)^t) = \left( \prod_{l \in S, l \mid m_\psi} \psi(-\sigma_l P_l^t) \right) e_p(\alpha, \psi^{-1}) \tau(\psi) \frac{L(E, \psi^{-1}, 1)}{\Omega_{\text{sign}(\psi)}}
\]
\[
= w_E \psi(-N) \left( \prod_{l \in S, l \mid m_\psi} \left[ (1 - l^{-1})\psi(\sigma_l^{-1} - \sigma_l) + \psi(-\sigma_l^{-1} P_l) \right] \right) e_p(\alpha, \psi) \tau(\psi^{-1}) \frac{L(E, \psi, 1)}{\Omega_{\text{sign}(\psi)}}
\]
\[
= w_E \psi(-N) \sum_{T \subset S, \text{prime}(m_\psi)} \left( \prod_{l \mid T} \left[ (1 - l^{-1})\psi(\sigma_l^{-1} - \sigma_l) \right] \right) \left( \prod_{l \in S \setminus T, l \mid m_\psi} \psi(-\sigma_l^{-1} P_l) \right) e_p(\alpha, \psi) \tau(\psi^{-1}) \frac{L(E, \psi, 1)}{\Omega_{\text{sign}(\psi)}}
\]
\[
= w_E \psi(-N) \sum_{T \subset S, \text{prime}(m_\psi)} \psi \left( \prod_{l \mid T} \nu_{K, (l)} \frac{1 - l^{-1}}{[K : K_1]}(\sigma_l^{-1} - \sigma_l) \right) \psi(\mathcal{L}_{S \setminus T}(E/K_{(T), \infty}, \alpha))
\]
\[
= \psi \left[ w_E \sigma_{-N} \sum_{T \subset S, \text{prime}(m_\psi)} \nu_{K, (T)} \left( \prod_{l \mid T} \frac{1 - l^{-1}}{[K : K_1]}(\sigma_l^{-1} - \sigma_l) \right) \mathcal{L}_{S \setminus T}(E/K_{(T), \infty}, \alpha) \right].
\]

Here, the first equality follows from Lemma \[7.2\]; the second follows from \[7.2\] and \[7.1\]; the third is an expansion of the product; the fourth follows from Lemma \[7.2\] and \(\psi(\nu_{K, (l)}) = [K : K_1] \) for \(l \nmid m_\psi\).

In the final formula, we can replace the range of \(T\) by \(T \subset S\). This is because, if \(T \subset S\) and \(T \cap \text{prime}(m_\psi) \neq \emptyset\), then \(\psi(\nu_{K, (T)}) = 0\). This completes the proof. \(\square\)

**Corollary 7.7.** Suppose the conditions (a) and (f) in Theorem \[1.3\] hold. Suppose that \(S\) is the set of prime numbers which are ramified in \(K/\mathbb{Q}\). Then, for \(\bullet \in \{\emptyset, +, -, \; \sharp, \; \flat\}\), the elements \(\mathcal{L}_S^\bullet(E/K_\infty)^{\dagger}\) and \(\mathcal{L}_S^\bullet(E/K_\infty)\) coincide up to a unit of \(\mathcal{R}\).

**Proof.** For any \(T \subset S\), Lemma \[7.2\] shows
\[
\nu_{K, (T)} \left( \prod_{l \mid T} (-\sigma_l^{-1} P_l) \right) \mathcal{L}_{S \setminus T}(E/K_{(T), \infty}) = \nu_{K, (T)} \mathcal{L}_S^\bullet(E/K_\infty).
\]

Under the condition (a), by Lemma \[7.3\] \(P_l\) is a unit of \(\mathcal{R}_{(T)}\) for any \(l \in T\). Therefore the above equality shows that \(\nu_{K, (T)} \mathcal{L}_{S \setminus T}(E/K_{(T), \infty}) \in (\mathcal{L}_S^\bullet(E/K_\infty))_{\mathcal{R}}\). Then we can apply Proposition \[7.6\] by (f) and obtain \(\mathcal{L}_S^\bullet(E/K_\infty)^{\dagger} \in (\mathcal{L}_S^\bullet(E/K_\infty))_{\mathcal{R}}\). By taking the involution, the inverse divisibility also holds. \(\square\)

### 7.1.3. equivariant main conjecture without \(p\)-adic \(L\)-functions

It is a common phenomenon in Iwasawa theory that we can formulate both the main conjecture with \(p\)-adic \(L\)-functions and the main conjecture without \(p\)-adic \(L\)-functions. In the non-equivariant theory, the two formulations...
are often known to be equivalent. In the situation of this paper, when $K = \mathbb{Q}$ and $S = \emptyset$, such equivalences are established in [18 Theorem 17.4], [22 Theorem 7.4], and [42 Conjecture 7.21].

The equivariant main conjecture (1.1) in this paper is a conjecture with $p$-adic $L$-functions. In Proposition 7.10 below, under certain conditions, we shall formulate a variant (7.3) without $p$-adic $L$-functions, and show that (1.1) and (7.3) are equivalent.

Let $\mathcal{F}(X) = \text{Fitt}_R(X)$ be the Fitting ideal and recall the definition of $\mathcal{F}^{[n]}$ in Theorem A.3. The following lemma explains the definition of $W^\sharp$ in Theorem 1.2.

Lemma 7.8. When $p \mid a_p$, we have $(W^\sharp)^{-1} = \mathcal{F}^{[1]}(R_0^\text{nt}/(a_p))$.

Proof. We have $\text{pd}_R(R_0^\text{nt}) \leq 1$. If $a_p = 0$, Theorem A.3 (applied to $Y = 0, P_1 = X$) shows
\[
\mathcal{F}^{[1]}(R_0^\text{nt}) = \mathcal{F}(R_0^\text{nt})^{-1} = (W^\sharp)^{-1}.
\]
Suppose $a_p \neq 0$ holds. Then applying Theorem A.3 to the sequence $0 \to R_0^\text{nt} \to R_0^\text{nt}/(a_p) \to 0$ shows $\mathcal{F}^{[1]}(R_0^\text{nt}/(a_p)) = (1) = (W^\sharp)^{-1}$. This completes the proof. □

Recall the Beilinson–Kato element $z$ in Theorem 6.1. In this section we write $z = z_S$ to clarify the choice of $S$. We have $z_S \in H^1(Q, \mathbb{T})$ if $E[p]$ is irreducible as a $\text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q})$-module.

Proposition 7.9. Suppose $z_S \in H^1(Q, \mathbb{T})$ holds. Let $\bullet \in \{0, +, -, \sharp, \flat\}$ and suppose $\mathcal{L}_S^\bullet(E/K_\infty)$ is a non-zero-divisor of $\mathcal{R}$. Then we have
\[
W^\ast \mathcal{F} \left( H^1_{/f}(Q_p, \mathbb{T})^\bullet/(\text{loc}^\bullet_{/f}(z_S))_{\mathcal{R}} \right) = (\mathcal{L}_S^\bullet(E/K_\infty)^\ast)
\]
as ideals of $\mathcal{R}$.

Proof. Recall the identification in Lemma 5.5(1) and that we have $\text{Col}^\bullet : H^1_{/f}(Q_p, \mathbb{T})^\bullet \to \mathcal{R}$ as in (5.4). Then, by Theorem 1.3 and the assumption on $\mathcal{L}_S^\bullet(E/K_\infty)$, the $\mathcal{R}$-submodule $(\text{loc}_{/f}^\bullet(z_S))_{\mathcal{R}}$ of $H^1_{/f}(Q_p, \mathbb{T})^\bullet$ is a free $\mathcal{R}$-module of rank one. Hence, combining with Lemma 5.5(2), we see that $\text{pd}_\mathcal{R} \left( H^1_{/f}(Q_p, \mathbb{T})^\bullet/(\text{loc}^\bullet_{/f}(z_S))_{\mathcal{R}} \right) \leq 1$ and this module is torsion over $\Lambda$.

If $p \nmid a_p$, the assertion follows from Theorems 1.2(1) and 1.3. If $p \mid a_p$ holds. By Theorems 1.2(2) and 1.3, we obtain a diagram with exact row and column
\[
\begin{array}{ccccccccc}
 & & & & R_{-1} & \\
0 & \to & H^1_{/f}(Q_p, \mathbb{T})^\flat/(\text{loc}^\flat_{/f}(z_S))_{\mathcal{R}} & \to & (\mathcal{R} \oplus R_{-1})/((\mathcal{L}_S^\bullet(E/K_\infty)^\ast, *))_{\mathcal{R}} & \to & R_{-1} & \to & 0 \\
\end{array}
\]
where $\ast$ denotes an unspecified element of $R_{-1}$. Hence, by Proposition A.2, we obtain
\[
\mathcal{F} \left( H^1_{/f}(Q_p, \mathbb{T})^\flat/(\text{loc}^\flat_{/f}(z_S))_{\mathcal{R}} \right) = \mathcal{F} \left( \mathcal{R}/((\mathcal{L}_S^\bullet(E/K_\infty)^\ast)) \right) = (\mathcal{L}_S^\flat(E/K_\infty)^\ast).
\]
Similarly, Theorems 1.2(2) and 1.3 yield an exact sequence
\[
0 \to H^1_{/f}(Q_p, \mathbb{T})^\flat/(\text{loc}^\flat_{/f}(z_S))_{\mathcal{R}} \to \mathcal{R}/((\mathcal{L}_S^\flat(E/K_\infty)^\ast)) \to R_0^\text{nt}/(a_p) \to 0.
\]
By Theorem A.3 and Lemma 7.8, we obtain
\[ \mathcal{F} \left( H_{j}^{1}(\mathbb{Q}_{p}, \mathbb{T}) / (\text{loc}_{j}^{\sharp}(z_{S}))_{\mathbb{R}} \right) = \mathcal{F} \left( \mathcal{R} / (\mathcal{L}_{S}^{\sharp}(E/K_{\infty})^{\dagger}) \right) \mathcal{F}^{[1]} \left( R_{0}^{\text{nt}} / (a_{p}) \right) = (W^{\sharp})^{-1}(\mathcal{L}_{S}^{\sharp}(E/K_{\infty})^{\dagger}). \]

This completes the proof. Note that, when \( a_{p} = 0 \), we do not have to invoke Theorem A.3 but just Proposition A.2 works enough. \( \square \)

See Definitions A.5 and A.9 for the definitions of \( \subset_{\text{fin}} \) and \( \sim_{\text{fin}} \), and Definition A.7 for the definition of \( E^{\dagger}(X) \).

**Proposition 7.10.** Suppose the conditions (a) and (f) in Theorem 1.5 hold. Suppose that \( S \) is the set of prime numbers which are ramified in \( K/\mathbb{Q} \) and that \( z_{S} \in H^{1}(\mathbb{Q}, \mathbb{T}) \). Let \( \bullet \in \{ 0, +, -, \dagger, b \} \) and suppose \( \text{Sel}_{S}^{*}(E/K_{\infty}) = \Lambda \)-cotorsion. Then the equality (1.1) implies
\[ (7.3) \quad \mathcal{F} \left( \text{Sel}_{S}^{0}(E/K_{\infty})^{\dagger} \right) \subset_{\text{fin}} \mathcal{F} \left( E^{1}(H^{1}(\mathbb{Q}, \mathbb{T}) / (z_{S})_{\mathbb{R}}) \right). \]

The converse is also true under the condition (e) in Theorem 1.5.

**Proof.** Since \( H^{1}(\mathbb{Q}, \mathbb{T}) = 0 \) for \( l \in S \) by (a), the exact sequence (3.5) yields an exact sequence
\[ 0 \to H^{1}(\mathbb{Q}, \mathbb{T}) / (z_{S})_{\mathbb{R}} \to H_{j}^{1}(\mathbb{Q}, \mathbb{T}) / (\text{loc}_{j}^{\sharp}(z_{S}))_{\mathbb{R}} \to \text{Sel}_{S}^{*}(E/K_{\infty})^{\dagger} \to \text{Sel}_{S}^{0}(E/K_{\infty})^{\dagger} \to 0. \]

Put \( \mathcal{I} = \mathcal{F} \left( \text{Sel}_{S}^{0}(E/K_{\infty})^{\dagger} \right) \) and \( \mathcal{J} = \mathcal{F} \left( E^{1}(H^{1}(\mathbb{Q}, \mathbb{T}) / (z_{S})_{\mathbb{R}}) \right) \). Then Proposition A.8 implies
\[ \mathcal{F} \left( H_{j}^{1}(\mathbb{Q}_{p}, \mathbb{T}) / (\text{loc}_{j}^{\sharp}(z_{S}))_{\mathbb{R}} \right) \mathcal{I} \subset_{\text{fin}} \mathcal{F}(\text{Sel}_{S}^{*}(E/K_{\infty})^{\dagger}) \mathcal{J}. \]

By Corollary 7.7 and Proposition 7.9, it follows that
\[ (7.4) \quad \mathcal{L}_{S}^{\star}(E/K_{\infty}) \mathcal{I} \subset_{\text{fin}} W^{\star} \mathcal{F}(\text{Sel}_{S}^{*}(E/K_{\infty})^{\dagger}) \mathcal{J}. \]

If the equality (1.1) holds, then (7.4) implies \( \mathcal{I} \subset_{\text{fin}} \mathcal{J} \). Conversely, suppose that \( \mathcal{I} \subset_{\text{fin}} \mathcal{J} \) holds and the condition (e) is true. Then (7.4) implies
\[ W^{\star} \mathcal{F}(\text{Sel}_{S}^{*}(E/K_{\infty})^{\dagger}) \mathcal{I} \subset_{\text{fin}} W^{\star} \mathcal{F}(\text{Sel}_{S}^{*}(E/K_{\infty})^{\dagger}) \mathcal{J} \subset_{\text{fin}} \mathcal{L}_{S}^{\star}(E/K_{\infty}) \mathcal{I}. \]

Since the condition (e) implies \( \mathcal{I} \mathcal{R}_{p\Lambda} = \mathcal{R}_{p\Lambda} \) if \( p \mid [K : \mathbb{Q}] \), the equality (1.1) follows from Lemma A.10. \( \square \)

**7.2. One Divisibility of Equivariant Main Conjecture.** The goal of this subsection is to prove Theorem 1.5. Using a similar proof as in Proposition 7.10 in the final paragraph of this subsection, we will deduce Theorem 1.5 from the following.

**Theorem 7.11.** Suppose the conditions (a) – (d) in Theorem 1.5 hold. Suppose that \( S \) is the set of prime numbers which are ramified in \( K/\mathbb{Q} \). Then there is a non-zero-divisor \( u \in \mathcal{R} \) such that
\[ u \mathcal{F}(\text{Sel}_{S}^{0}(E/K_{\infty})^{\dagger}) \subset_{\text{fin}} \mathcal{F} \left( E^{1}(H^{1}(\mathbb{Q}, \mathbb{T}) / (z_{S})_{\mathbb{R}}) \right). \]

To prove Theorem 7.11, we first prove Theorem 7.14 below. The proof of Theorem 7.14 is a (nearly direct) application of the theory of Euler, Kolyvagin, and Stark systems developed in [3], [4], [39], though we have the task to check various hypotheses. On the other hand, the assertion of Theorem 7.11 does not appear in those previous works. Thus the deduction of Theorem 7.11 from Theorem 7.14 is a novel part of this paper.
Let $k$ be the quotient of $R$ by its Jacobson radical. Then $k$ is the group ring over $\mathbb{F}_p$ of the Galois group of the maximal extension of $\mathbb{Q}$ contained in $K_0$ with degree prime to $p$. We remark here that, precisely speaking, the results in [3] §§3–5 and [39] are stated only for local coefficient ring, while we will apply them to our semilocal ring $R$ (and its quotients). This is harmless as we can decompose our ring $R$ into the product of local rings associated to characters of order prime to $p$. We do not try to explain the precise formulations because the notation would be cumbersome.

Let $F_\lambda$ be the Selmer structure on $T$ defined by $H^1_{F_\lambda}(Q_l, T) = H^1(Q_l, T)$ for all prime numbers $l$ including $l = p$ (see [39] §6; our case is mentioned in [39] Example 6.3]). For each integer $n \geq 0$, put $J_n = (p^n, \gamma p^n - 1) \subset R$, where $\gamma$ is the fixed generator of $\Gamma$, and put

$$T_n = \mathbb{T} \otimes_R R/J_n = T_p E \otimes_{Z_p} (Z_p/p^n)[\text{Gal}(K_n/Q)],$$

which is a representation of $\text{Gal}(\overline{Q}/Q)$ over $R/J_n$. We also put $\mathbb{T} = \mathbb{T} \otimes_R k$. By abuse of notation, let $F_\lambda$ also denote the propagated Selmer structure on $T_n$ in the sense of [27] Example 1.1.2]. Furthermore, $F_\lambda$ also denotes the dual Selmer structure on $T_n(1)$ as in [27] Definition 1.3.1.

For a prime number $l \neq p$, let $Q_l^{ur}$ be the maximal unramified extension of $Q_l$. If $X$ is a continuous $\text{Gal}(\overline{Q}_l/Q_l)$-module, we define

$$H^1_{ur}(Q_l, X) = \text{Ker}(H^1(Q_l, X) \rightarrow H^1(Q_l^{ur}, X)).$$

**Lemma 7.12.** The following are true.

1. The four natural maps

$$H^1(Q_p, \mathbb{T}) \rightarrow H^1(Q_p, T_p E \otimes R_n) \rightarrow H^1(Q_p, T_n) \rightarrow H^1(Q_p, T_n/p) \rightarrow H^1(Q_p, \mathbb{T})$$

are all surjective.

2. Suppose the condition (b) in Theorem [1.3] holds. For a prime number $l \neq p$ which is unramified in $K/Q$, the four natural maps

$$H^1_{ur}(Q_l, \mathbb{T}) \rightarrow H^1_{ur}(Q_l, T_p E \otimes R_n) \rightarrow H^1_{ur}(Q_l, T_n) \rightarrow H^1_{ur}(Q_l, T_n/p) \rightarrow H^1_{ur}(Q_l, \mathbb{T})$$

are all surjective.

**Proof.** (1) The assumption $H^0(K_0 \otimes Q_p, E[p]) = 0$ and the Tate duality show $H^2(Q_p, T_n) = 0$. Taking the limit, we obtain $H^2(Q_p, \mathbb{T}) = 0$. Therefore, for any finitely generated $R$-module $X$, we have $H^2(Q_p, T_p E \otimes X) = 0$. This implies the claim.

(2) First we show that the four natural maps

$$H^0(Q_l \otimes K_\infty, \mathbb{T}) \rightarrow H^0(Q_l \otimes K_\infty, T_p E \otimes R_n) \rightarrow H^0(Q_l \otimes K_\infty, T_n) \rightarrow H^0(Q_l \otimes K_\infty, T_n/p) \rightarrow H^0(Q_l \otimes K_\infty, \mathbb{T})$$

are all surjective. Observe that we have $H^0(Q_l \otimes K_\infty, \mathbb{T}) = H^0(Q_l \otimes K_\infty, T_p E) \otimes R$, etc. Hence the first and the fourth maps are surjective and, for the second and the third map, it is enough to show that the two maps

$$H^0(Q_l \otimes K_\infty, T_p E) \rightarrow H^0(Q_l \otimes K_\infty, T_p E/p^n) \rightarrow H^0(Q_l \otimes K_\infty, T_p E/p)$$

are surjective. This follows from (b).

Take a place $\lambda$ of $K_\infty$ above $l$. Then we have

$$H^1_{ur}(Q_l, \mathbb{T}) = \text{Ker}(H^1(Q_l, \mathbb{T}) \rightarrow H^1(K_\infty, \mathbb{T})) \simeq H^1(K_\infty, \mathbb{T}),$$

etc., where the last isomorphism is obtained by the inflation-restriction exact sequence. Since $\text{Gal}(K_\infty, \mathbb{T})$ has $p$-cohomological dimension one, the above claim proves the lemma. \qed

Lemma 7.13. Suppose $S$ is the set of prime numbers which are ramified in $K/Q$. Suppose the
conditions (a) and (b) in Theorem 1.5 hold.

(1) We have

\[
H^1_{\mathcal{F}_\lambda}(Q_l, T_n) = \begin{cases} 
H^1(Q_p, T_n) & (l = p) \\
H^1_{ur}(Q_l, T_n) & (l \not\in S \cup \{p\}) \\
0 & (l \in S)
\end{cases}
\]

Moreover, it coincides with the Selmer structure propagated by the canonical Selmer structure $\mathcal{F}_{can}$
on $T_p E \otimes \mathbb{Z}_p R_n$ (see [39, §6.2] or [39] Example 3.4) for the definition of $\mathcal{F}_{can}$).

(2) This Selmer structure $\mathcal{F}_\lambda$ on $T_n$ is cartesian (in the sense of [39, Definition 3.8]).

(3) This Selmer structure $\mathcal{F}_\lambda$ on $T_n$ has core rank one (in the sense of [39, Definition 3.19]).

Proof. The statements (1)(2) are more or less explained in [39] Example 5.3], but we give a detailed
proof for convenience (the author thanks Ryotaro Sakamoto for providing the detail).

(1) For $l \in S$, the condition (a) is equivalent to $H^0(Q_l, T_n) = 0$. Then the Tate duality shows
$H^2(Q_l, T_n) = 0$ and, in turn, the local Euler-Poincare characteristic formula shows $H^1(Q_l, T_n) = 0$.
Thus the assertions for $l \in S$ are trivial.

For $l = p$, Lemma 7.12(1) shows $H^1_{\mathcal{F}_\lambda}(Q_p, T_n) = H^1(Q_p, T_n) = H^1_{\mathcal{F}_{can}}(Q_p, T_n)$.

Let $l \not\in S \cup \{p\}$. By Lemma 7.12(2) and $H^1_{ur}(Q_l, T) = H^1(Q_l, T)$ [39] Proposition B.3.4], we
have $H^1_{\mathcal{F}_\lambda}(Q_l, T_n) = H^1_{ur}(Q_l, T_n)$. Take a $\lambda$ of $K_\infty$ above $l$. Then the definitions of the local
conditions yield the following diagram

\[
\begin{array}{cccc}
0 & \longrightarrow & H^1_{ur}(Q_l, T_p E \otimes R_n) & \longrightarrow & H^1(Q_l, T_p E \otimes R_n) & \longrightarrow & H^1(K_\infty, T_p E \otimes R_n) \\
& & \downarrow & & \downarrow & & \\
0 & \longrightarrow & H^1_{\mathcal{F}_{can}}(Q_l, T_p E \otimes R_n) & \longrightarrow & H^1(Q_l, T_p E \otimes R_n) & \longrightarrow & H^1(K_\infty, T_p E \otimes R_n \otimes Q_p).
\end{array}
\]

with exact rows. Since (b) implies that $H^1(Q_l \otimes K_\infty, T_p E) \to H^1(Q_l \otimes K_\infty, T_p E \otimes Q_p)$ is injective,
the right vertical arrow is injective. Therefore the left vertical arrow is an equality.

(2) For $l \in S$, we have nothing to say more. For $l = p$, Lemma 7.12(1) shows that $H^1(Q_p, T) \to H^1(Q_p, \bar{T})$ is surjective.
Thus the cartesian condition at $p$ is trivial.

Let $l \not\in S \cup \{p\}$. Take injective homomorphisms $k \to R_n/p \to R/J_n$, which induces $\bar{T} \to T_n/p \to T_n$. By Lemma 7.12(2),
the cartesian condition is equivalent to the injectivity of the induced map $H^1_{ur}(Q_l, \bar{T}) \to H^1_{ur}(Q_l, T_n)$. Thus it is enough to show that the map $H^1(Q_l \otimes K_\infty, \bar{T}) \to H^1(Q_l \otimes K_\infty, T_n)$ is injective. The map $H^1(Q_l \otimes K_\infty, \bar{T}) \to H^1(Q_l \otimes K_\infty, T_n/p)$ is clearly injective,
and the map $H^1(Q_l \otimes K_\infty, T_n/p) \to H^1(Q_l \otimes K_\infty, T_n)$ is injective by (b).

(3) The definition of the core rank $\chi(\mathcal{F}_\lambda)$ of $\mathcal{F}_\lambda$ on $T_n$ is given by

\[
\chi(\mathcal{F}_\lambda) = \dim_k H^1_{\mathcal{F}_\lambda}(Q, \bar{T}) - \dim_k H^1_{\mathcal{F}_\lambda}(Q, \bar{T}^\vee(1)).
\]

Here, since $k$ is not necessarily a field but instead a product of fields, we understand dim$_k$ as the
vector of the ranks after decomposing into components. The assertion means that $\chi(\mathcal{F}_\lambda) = 1$, the
Finally, since \( \dim H^0(\mathbb{Q}, T) = 1 \) and also the vector consisting of 1 in every component. By [27, Proposition 2.3.5] applied to \( T \), we have

\[
\chi(\mathcal{F}_\lambda) = \dim_k H^0(\mathbb{Q}, T) - \dim_k H^0(\mathbb{Q}, T^\vee(1)) + \sum_l \left( \dim_k H^0(\mathbb{Q}_l, T^\vee(1)) - \dim_k H^1_{\mathcal{F}_\lambda}(\mathbb{Q}_l, T^\vee(1)) \right) + \dim_k H^0(\mathbb{R}, T^\vee(1)),
\]

where \( l \) runs over all prime numbers.

We know \( H^0(\mathbb{Q}, T) = 0 \) and also \( H^0(\mathbb{Q}_p, T^\vee(1)) = 0 \) by assumption. For \( l = p \), we have \( H^0(\mathbb{Q}_p, T^\vee(1)) = 0 \) and also \( H^1_{\mathcal{F}_\lambda}(\mathbb{Q}_p, T^\vee(1)) = 0 \) since \( H^1_{\mathcal{F}_\lambda}(\mathbb{Q}_p, T) = H^1(\mathbb{Q}_p, T) \). For \( l \not\in S \cup \{ p \} \), since \( H^1_{\mathcal{F}_\lambda}(\mathbb{Q}_l, T) = H^1_{ur}(\mathbb{Q}_l, T) \), we have \( H^1_{\mathcal{F}_\lambda}(\mathbb{Q}_p, T^\vee(1)) = H^1_{ur}(\mathbb{Q}_l, T^\vee(1)) \). Since \( \mathbb{Q}_p^{ur}/\mathbb{Q}_l \) is a pro-cyclic extension, we have an exact sequence

\[
0 \to H^0(\mathbb{Q}_l, T^\vee(1)) \to H^0(\mathbb{Q}_l^{ur}, T^\vee(1)) \to H^0(\mathbb{Q}_l^{ur}, T^\vee(1)) \to H^1_{ur}(\mathbb{Q}_l, T^\vee(1)) \to 0,
\]

where the middle map is defined as “the Frobenius minus 1”. This shows

\[
\dim_k H^0(\mathbb{Q}_l, T^\vee(1)) - \dim_k H^1_{\mathcal{F}_\lambda}(\mathbb{Q}_l, T^\vee(1)) = 0.
\]

Finally, since \( \dim_{p^\infty} H^0(\mathbb{R}, E[p]) = 1 \) while \( \dim_{p^\infty} E[p] = 2 \), we have \( \dim_k H^0(\mathbb{R}, T^\vee(1)) = 1 \). This completes the proof of \( \chi(\mathcal{F}_\lambda) = 1 \). \( \square \)

In general, if \( X \) is a module over a commutative ring \( R \) and \( x \in X \), then \( ev^R_{x \in X} : \text{Hom}_R(X, R) \to R \) denotes the evaluation map at \( x \), and \( \text{Im}(ev^R_{x \in X}) \) its image.

**Theorem 7.14.** Suppose the conditions (a) – (d) in Theorem 7.3 hold. Suppose that \( S \) is the set of prime numbers which are ramified in \( K/\mathbb{Q} \). Then there is an element \( u \in R \) such that

\[
(u \text{Fitt}_{R, \mathbb{C}_p} H^1_{\mathcal{F}_\lambda}(\mathbb{Q}, T^\vee(1))) = \text{Im}
\]

\[
(\text{ev}^R_{x \in X} : \text{Hom}_R(X, R) \to R)\bigg|_{x \in \mathbb{C}_p}
\]

for any \( n \geq 0 \) (we do not claim here that \( u \) is a non-zero-divisor). Here, \( \bar{z}_S \in H^1(\mathbb{Q}, T_n) \) denotes the image of \( z_S \in H^1(\mathbb{Q}, T) \).

**Proof.** We apply the results in [3], where very general Galois representations are treated, to our case. To ease the notation, we write \( z = z_S \).

**Step 1.** Euler system of the Beilinson-Kato elements.

Let \( K, R, T \) in [3, §6] correspond to our \( K, R_0, T_0 \mathbb{C}_p \otimes R_0 \), respectively. Let \( \mathcal{P} \) be the set of prime numbers \( l \) such that \( l \nmid pN, l \not\in S \), and \( l \equiv 1 \pmod{p} \). Let \( \mathcal{N}(\mathcal{P}) \) be the set of square-free products of \( l \in \mathcal{P} \) (by convention, 1 \( \in \mathcal{N}(\mathcal{P}) \)). For each \( \sqrt{v} \in \mathcal{N}(\mathcal{P}) \), let \( \mathbb{Q}(v) \) be the maximal \( p \)-extension of \( \mathbb{Q} \) contained in \( \mathbb{Q}(\mu_v) \). Now we take \( K \) in [3, §6] as the composite of \( \mathbb{Q}(v) \) for \( v \in \mathcal{N}(\mathcal{P}) \) and the cyclotomic \( \mathbb{Z}_p \)-extension of \( \mathbb{Q} \). Then [3, Hypothesis 6.1] holds by our assumption \( H^0(K, E[p]) = 0 \). Also [3, Hypothesis 6.7] holds (by an appropriate choice of \( S \)).

For \( \sqrt{v} \in \mathcal{N}(\mathcal{P}) \), we have \( H^0(\mathbb{Q}(v) K_0, E[p]) = H^0(K_0, E[p]) = 0 \). Thus by Theorem 6.1 we have an element

\[
z_{\sqrt{v}} \in H^1(\mathbb{Q}, T \otimes_{\mathbb{Z}_p} \mathbb{Z}_p[\text{Gal}(\mathbb{Q}(v)/\mathbb{Q})]) = H^1(\mathbb{Q}(v), T).
\]

Note that \( z = z_1 \) by definition. By the norm relation of the Beilinson-Kato elements [18, Proposition 8.12], this system \( (z_{\sqrt{v}})_{\sqrt{v}} \) constitutes an Euler system of rank one, in the sense of [3, Definition 6.4]. We denote by \( ES(T) \) the module of Euler systems for \( T \); we have \( (z_{\sqrt{v}})_{\sqrt{v}} \in ES(T) \).

**Step 2.** From Euler system to Kolyvagin system.
Let $KS(T) = \lim_n KS(T_n)$ denote the module of Kolyvagin systems for $T$ of rank one ([3, §5.1]). Here we always equip $T_n$ with the Selmer structure $F_\Lambda$, which coincides with $F_{\text{can}}$ due to Lemma 7.13(1). Since [3, Hypothesis 6.11] holds, by [3, Theorem 6.12] (see also Corollaries 6.13 and 6.18(ii) therein), we have the Kolyvagin derivative homomorphism

$$D : ES(T) \to KS(T).$$

**Step 3.** From Kolyvagin system to Stark system.

Observe that, since the Galois representation $\text{Gal}(\overline{Q}/Q) \to \text{Aut}(E[p^{\infty}]) \simeq \text{GL}_2(\mathbb{Z}_p)$ is surjective by (c), the restriction $\text{Gal}(\overline{Q}/Q(\mu_{p^{\infty}})) \to \text{SL}_2(\mathbb{Z}_p)$ is also surjective. Because $K/\mathbb{Q}$ is abelian and the group $\text{SL}_2(\mathbb{Z}_p)$ is perfect under $p \geq 5$, it follows that the restriction $\text{Gal}(\overline{Q}/K_\infty) \to \text{SL}_2(\mathbb{Z}_p)$ is also surjective.

In order to apply [3, Theorem 5.25], we check the assumptions. By the above observation, [3, Hypothesis 4.7] (and simultaneously [39, Hypothesis 3.12]) is true. Then [39, Proposition 3.22] gives us a core vertex (in the sense of [39, Definition 4.3]; see [39, Proposition 4.4]). Also we know that the Selmer structure $F_\Lambda$ on $T_n$ is cartesian by Lemma 7.13(2). Therefore [39, Lemma 4.6] implies that [3, Hypothesis 4.2] is true in our setting.

Let $SS(T) = \lim_n SS(T_n)$ be the module of Stark systems for $T$. This is a free $R$-module of rank one by [3, Theorem 4.6(i)] or [39, Theorem 5.4(1)]. Now by [3, Theorem 5.25], we have the regulator map

$$\text{Reg} : SS(T) \to KS(T),$$

which is isomorphic.

**Step 4.** Application of the theory of Stark systems.

Define the Stark system $\varepsilon = (\varepsilon_n)_n \in SS(T)$ arising from the Beilinson-Kato Euler system by $\text{Reg}(\varepsilon) = D((z_r)_r)$. By the definition of a Stark system, in particular this element involves

$$(\varepsilon_n)_1 \in H^1(Q, T_n).$$

(Here the subscript 1 is in the place of the index $r$.) By the constructions of $D$ and Reg, this element $(\varepsilon_n)_1$ coincides with $z \in H^1(Q, T_n)$.

Let $\varepsilon^0 = (\varepsilon^0_n)_n$ be any basis of $SS(T)$ as an $R$-module. Then $\varepsilon^0_n$ is a basis of $SS(T_n)$ as an $R/J_n$-module. Similarly as $\varepsilon$, we have an element $(\varepsilon^0_n)_1 \in H^1(Q, T_n)$, and the main theorem of the theory of Stark systems [3, Theorem 4.6(ii)] implies

$$\text{Fitt}_{R/J_n}(H^1_{F_\Lambda}(Q, T_n^\vee(1))^\vee) = \text{Im} \left( ev_{(\varepsilon^0_n)_1 \in H^1(Q, T_n)} \right).$$

Let $u \in R$ be the element such that $\varepsilon = u \varepsilon^0$. Then (7.5) follows, which completes the proof of Theorem 7.14. □

**Lemma 7.15.** Let $X$ be a finitely generated $R$-module which is free over $\Lambda$. Then the natural map

$$\text{Hom}_R(X, R) \to \text{Hom}_{R/J_n}(X/J_n, R/J_n)$$

is surjective.

**Proof.** Put $I_n = (p^n, \gamma p^n - 1) \subset \Lambda$ so that $R/J_n \simeq R \otimes_{\Lambda} \Lambda/I_n$. Since $R = \Lambda[G_0]$, we can construct an isomorphism $\text{Hom}_\Lambda(R, \Lambda) \simeq R$ similarly as (4.1). Applying $(-) \otimes_\Lambda \Lambda/I_n$ to this isomorphism...
Since $H^1_{/\Lambda}(R/J_n, \Lambda/I_n)$ is surjective, it follows that $H^1_{/\Lambda}(R/J_n, \Lambda/I_n)$ is surjective. Therefore the top horizontal arrow is also surjective. 

Proof of Theorem 7.11. We compute the both sides of (7.5), applying several arguments of [39, §5, 6] (in particular [39, Proposition 6.11], where a non-equivariant situation is treated). We continue to write $z = z_S$.

For the left hand side of (7.5), recall that $H^1_{/\Lambda}(Q, T_n(1)) = H^1_{/\Lambda}(Q, T_n(1))[J_n]$ (39 Lemma 3.14]) and $H^1_{/\Lambda}(Q, T_n(1)) = \text{Sel}^0(E/K)$. Therefore we have

\begin{equation}
\text{Fitt}_{/J_n}(H^1_{/\Lambda}(Q, T_n(1))) = \mathcal{I}(R/J_n),
\end{equation}

where we put $\mathcal{I} = \mathcal{F}(\text{Sel}^0(E/K))$.

We compute the right hand side of (7.5). We use the exact sequence

\begin{equation}
0 \to H^2(Q_S/Q, \mathbb{T})[J_n] \to H^1(Q, \mathbb{T})/J_n \to H^1_{/\Lambda}(Q, T_n)
\end{equation}

([39, Lemma 6.9]). When $n$ is enough large (which we assume in the following), the first term coincides with $H^2(Q_S/Q, \mathbb{T})_{\text{fin}}$, the maximal finite submodule of $H^2(Q_S/Q, \mathbb{T})$. In the sequence (7.7), the element $z \mod J_n \in H^1(Q, \mathbb{T})/J_n$ goes to $z$ in the final module. Since $R/J_n$ is a zero-dimensional Gorenstein ring, we thus have

\[
\text{Im} \left( \text{ev}_{z \in H^1(Q, \mathbb{T})}^{R/J_n} \right) = \{ h(z \mod J_n) \in R/J_n \mid h \in \text{Hom}_{R/J_n}(H^1(Q, \mathbb{T})/J_n, R/J_n), h|_{H^2(Q_S/Q, \mathbb{T})_{\text{fin}}} = 0 \}.
\]

Let $\mathcal{Z} \subset R$ be the annihilator ideal of $H^2(Q_S/Q, \mathbb{T})_{\text{fin}}$. Then it follows that

\begin{equation}
\mathcal{Z} \text{Im} \left( \text{ev}_{z \in H^1(Q, \mathbb{T})}^{R/J_n} \right) \subset \text{Im} \left( \text{ev}_{z \in H^1(Q, \mathbb{T})}^{R/J_n} \right) \subset \text{Im} \left( \text{ev}_{z \in H^1(Q, \mathbb{T})}^{R/J_n} \right).
\end{equation}

Since $H^1(Q, \mathbb{T})$ is free over $\Lambda$ (Proposition 5.2(1)), Lemma 7.15 shows that the natural map

\[
\text{Hom}_{R}(H^1(Q, \mathbb{T}), R) \to \text{Hom}_{R/J_n}(H^1(Q, \mathbb{T})/J_n, R/J_n)
\]

is surjective. It follows that

\begin{equation}
\text{Im} \left( \text{ev}_{z \in H^1(Q, \mathbb{T})}^{R/J_n} \right) = \mathcal{J}(R/J_n),
\end{equation}

where we put $\mathcal{J} = \text{Im} \left( \text{ev}_{z \in H^1(Q, \mathbb{T})}^{R/J_n} \right)$.
Now (7.5), (7.6), (7.8), and (7.9) imply
\[ ZJ(R/J_n) \subset uI(R/J_n) \subset J(R/J_n), \]
namely
\[ ZJ + J_n \subset uI + J_n \subset J + J_n \]
as ideals of \( R \). Since \( n \) is arbitrarily large, we obtain
\[ ZJ \subset uI \subset J \]
and in particular
\[ uI \subset \text{fin} J \]
By Theorem 1.3 and Proposition 6.10, \( J \) contains a non-zero-divisor. It follows that \( u \) is a non-zero-divisor. The trivial exact sequence \( 0 \to (z)R \to H^1(Q, T) \to H^1(Q, T)/(z)R \to 0 \) induces an exact sequence
\[ 0 \to \text{Hom}_R(H^1(Q, T), R) \to \text{Hom}_R((z)R, R) \to E^1(R/J(R/J_n)) \to 0. \]
Since the evaluation map \( ev_z : \text{Hom}_R((z)R, R) \to R \) is an isomorphism, the definition of Fitting ideals yields
\[ J = F(E^1(R/J(R/J_n))). \]
This completes the proof of Theorem 7.11. \( \square \)

8. Application to Mazur-Tate Conjecture

In this section, we prove Theorem 1.8, which roughly states that one divisibility of the equivariant main conjecture implies Mazur-Tate conjecture. This is a vast generalization of the work of C.-H. Kim-Kurihara [19, Theorem 1.14], where \( m = 1 \) (and the \( \Delta \)-invariant part) is treated.

First we give the definition of the Mazur-Tate elements [28, (1.1)–(1.2)]. Let \( f_E \) be the newform of weight 2 associated to \( E \) by the modularity theorem. Recall that \( \Omega^\pm \) are the real and imaginary Néron periods of \( E \). For \( r \in \mathbb{Q} \), define \([r]^\pm \in \mathbb{Q} \) called the modular symbols by
\[ 2\pi \int_0^\infty f_E(r + iy)dy = [r]^+\Omega^+ + [r]^-\Omega^- . \]
For a positive integer \( M \), the Mazur-Tate element \( \theta_M \) is defined by
\[ \theta_M = \sum_{a \in (\mathbb{Z}/M\mathbb{Z})^\times} (\lfloor a/M \rfloor^+ + \lfloor a/M \rfloor^-) \sigma_a^{-1} \in \mathbb{Q}[\text{Gal}(\mathbb{Q}(\mu_M)/\mathbb{Q})] . \]

Remark 8.1. As in Remark 2.8, the convention of the Mazur-Tate elements in this paper and that in [28] differ by the involution \( \iota \). However, this difference does not affect Conjecture 1.7 thanks to the functional equation [28, (1.6.2)] (which follows from (7.1)).
Remark 8.2. Suppose \( l^2 \nmid N \) holds for any prime divisor \( l \) of \( M \) (for example, \((M, N) = 1 \) suffices). Suppose also that \( \tilde{E}(F_p)[p] = 0 \) holds and \( E[p] \) is irreducible as a \( \text{Gal} (\mathbb{Q}/\mathbb{Q}) \)-module. Then we have \( \theta_M \in \mathbb{Z}_p[\text{Gal}(\mathbb{Q}(\mu_M)/\mathbb{Q})] \). This follows from [26, Theorem 3.5], but this fact is unnecessary in this paper.

We review the properties of Mazur-Tate elements [28, (1.3)–(1.4)]. For a primitive Dirichlet character \( \psi \) modulo \( M \), we have

\[
\psi(\theta_M) = \frac{\tau(\psi^{-1}) L(E, \psi, 1)}{\Omega_{\text{sign}(\psi)}}.
\]

For a prime divisor \( l \) of \( M \), let \( z_{M/l}^M \) be the projection map \( \mathbb{Q}[\text{Gal}(\mathbb{Q}(\mu_M)/\mathbb{Q})] \to \mathbb{Q}[\text{Gal}(\mathbb{Q}(\mu_{M/l})/\mathbb{Q})] \). Let \( \nu_{M/l}^M \) be the map \( \mathbb{Q}[\text{Gal}(\mathbb{Q}(\mu_{M/l})/\mathbb{Q})] \to \mathbb{Q}[\text{Gal}(\mathbb{Q}(\mu_M)/\mathbb{Q})] \) induced by the multiplication by the norm element of \( \mathbb{Q}(\mu_M)/\mathbb{Q}(\mu_{M/l}) \). Then we have

\[
z_{M/l}^M(\theta_M) = \begin{cases} (a_l - \sigma_l^{-1} - 1_{N(l)} \sigma_l) \theta_{M/l} & (l^2 \nmid M) \\ a_l \theta_{M/l} - 1_{N(l)} \nu_{M/l}^{M/l}(\theta_{M/l}) & (l^2 \mid M). \end{cases}
\]

In the rest of this section, we fix a positive integer \( m \) which is relatively prime to \( pN \). Also suppose Assumption 3.7 holds for \( K = \mathbb{Q}(\mu_m) \) in the ordinary case. Recall the notations introduced just before Lemma 3.5: \( K_{m,n} = \mathbb{Q}(\mu_{mp^{n+1}}) \), \( R_{m,n} = \mathbb{Z}_p[\text{Gal}(K_{m,n}/\mathbb{Q})] \), and \( \mathcal{R}_m = \mathbb{Z}_p[\text{Gal}(K_{m,\infty}/\mathbb{Q})] \). Also put \( \theta_{m,n} = \theta_{mp^{n+1}} \).

The rough idea to prove Theorem 1.8 can be illustrated by the following diagram (the dotted lines represent certain connections).

\[
\begin{array}{c}
\text{Sel}^\bullet(E/K_{m,\infty}) \xrightarrow{\text{EMC}} \mathcal{L}^\bullet(E/K_{m,\infty}) \\
\text{Sel}(E/K_{m,n}) \xrightarrow{\text{MTC}} \theta_{m,n}
\end{array}
\]

Here, EMC and MTC stand for, respectively, the equivariant main conjecture (1.1) and the Mazur-Tate conjecture (Conjecture 1.7). We will establish the left side (algebraic) connection in Subsection 8.1 and the right side (analytic) connection in Subsection 8.2. As mentioned in Section 1, both sides have difficulties. Those results will prove Theorem 1.8 in Subsection 8.3.

8.1. Algebraic Side. We begin with an elementary lemma.

Lemma 8.3. Let \( G \) be a finite abelian group and \( \sigma \in G \) be an element. Then \( \sigma + 1 \) is a unit as an element of \( \mathbb{F}_p[G] \) if and only if the order of \( \sigma \) is odd.

Proof. Let \( G' \) be the cyclic subgroup of \( G \) generated by \( \sigma \). By the isomorphism \( \mathbb{F}_p[G]/(\sigma + 1) \cong \mathbb{F}_p[G] \otimes_{\mathbb{F}_p[G]} \mathbb{F}_p[G']/(\sigma + 1) \), we may assume that \( G = G' \). If we denote by \( h \) the order of \( \sigma \), we have isomorphisms

\[
\mathbb{F}_p[G]/(\sigma + 1) \cong \mathbb{F}_p[x]/(x^h - 1, x + 1) \cong \mathbb{F}_p/((-1)^h - 1)
\]

where \( x \) denotes an indeterminate corresponding to \( \sigma \) and the last isomorphism sends \( x \) to \(-1\). The final term vanishes if and only if \( h \) is odd. \( \square \)
**Definition 8.4.** As a special case of Definition 7.5, we introduce the following notation. For a prime divisor \( l \) of \( m \) and an integer \( n \geq -1 \) or \( n = \infty \), let \( K_{m,l,n} \) be the inertia field of \( l \) in \( K_{m,n}/\mathbb{Q} \). More concretely, we have \( K_{m,l,n} = K_{m/l^{\epsilon_{l}},n} \) with \( \epsilon_{l} = \text{ord}_{l}(m) \geq 1 \). Let \( \nu_{m,l} = \nu_{\mathbb{Q}(\mu_{m}),l} \in \mathcal{R}_{m} \) be the norm element of \( \text{Gal}(K_{m,\infty}/K_{m,l,\infty}) \). Put \( \mathcal{R}_{m,l} = \mathbb{Z}[\text{Gal}(K_{m,\infty}/\mathbb{Q})] \), which is a quotient ring of \( \mathcal{R}_{m} \).

For a (possibly empty) subset \( T \) of \( \text{prime}(m) \), put \( \nu_{m,T} = \prod_{l \in T} \nu_{m,l} \in \mathcal{R}_{m} \). Let \( m_{T} \) be the maximal divisor of \( m \) such that \( \text{prime}(m_{T}) = \text{prime}(m) \setminus T \). Then \( \mathbb{Q}(\mu_{m_{T}}) = \mathbb{Q}(\mu_{m_{T}}) \) and \( (\mathcal{R}_{m,T}) = \mathcal{R}_{m,T} \) in the notation in Definition 7.5. Moreover, \( \nu_{m,T} \) is precisely the norm element of \( \text{Gal}(K_{m,\infty}/K_{m,l,\infty}) \).

Let \( \mathcal{F} \) be the (quasi-)Fitting invariant defined by \( \mathcal{F}(X) = \text{Fitt}_{\mathcal{R}_{m}}(X) \). Then we have the shift \( \mathcal{F}^(-1) \) by Theorem A.4. This \( \mathcal{F}^(-1) \) is already used in [16, §5.4] in the study of ideal class groups, namely the Galois representation \( \mathbb{Z}_{p}(1) \). In the following Proposition 8.5, we operate a similar computation on \( T_{p}E \). This corresponds to [16, Lemma 5.13], but inevitably, the computation becomes harder. Recall the element \( P_{l} \in \mathcal{R}_{m,l} \) defined in Definition 7.1.

**Proposition 8.5.** Let \( l \) be a prime divisor of \( m \). Let \( \left( \begin{array}{c} x_{1} \\ x_{3} \\ x_{2} \\ x_{4} \end{array} \right) \in \text{GL}_{2}(\mathbb{Z}_{p}) \) be the presentation matrix of the action of the Frobenius \( \sigma_{l} \) on \( T_{p}E \) with respect to a basis of \( T_{p}E \) over \( \mathbb{Z}_{p} \).

1. We have \( \mathcal{F}^(-1)(H^{0}(K_{m,\infty} \otimes \mathbb{Q}_{l}, T_{p}E)) = (1, \nu_{m,l})P_{l}^{-1}(\sigma_{l} - x_{1}, x_{2} = x_{3}, \sigma_{l} - x_{4}, l - 1) \).

2. Suppose \( l \equiv 1 \mod p \) holds. We have \( (\sigma_{l} - x_{1}, x_{2}, x_{3}, \sigma_{l} - x_{4}) \neq \mathcal{R}_{m,l} \) as an ideal of \( \mathcal{R}_{m,l} \) if and only if one of the following holds.
   (i) \( a_{l} \equiv 2 \mod p \) and \( \zeta \tilde{E}_{l}([\mathbb{F}_{l}]) = p^{2} \).
   (ii) \( a_{l} \equiv -2 \mod p \), the residue degree of \( l \) in \( \mathbb{Q}(\mu_{m})/\mathbb{Q} \) is even, and \( \zeta \tilde{E}_{l}([\mathbb{F}_{l}]) = p^{2} \).

**Proof.** (1) Similarly as in the proof of Lemma 7.3(2), we obtain an exact sequence
   \[ 0 \to \mathcal{R}_{m,l}^{\otimes 2} \xrightarrow{D} \mathcal{R}_{m,l}^{\otimes 2} \to H^{0}(K_{m,\infty} \otimes \mathbb{Q}_{l}, T_{p}E) \to 0, \]
   where \( D = \left( \begin{array}{cc} \sigma_{l} - x_{1} & -x_{2} \\ -x_{3} & \sigma_{l} - x_{4} \end{array} \right) \). By snake lemma, this sequence induces the upper exact sequence of the following diagram
   \[ (8.3) \quad 0 \to H^{0}(K_{m,\infty} \otimes \mathbb{Q}_{l}, T_{p}E) \xrightarrow{\nu_{m,l}} (\mathcal{R}_{m,l}/P_{l})^{\otimes 2} \xrightarrow{\nu_{m,l}^{-1}} (\mathcal{R}_{m,l}/P_{l})^{\otimes 2} \to Y \to 0. \]
   We shall construct the other parts of this diagram. The left vertical equality of (8.3) follows from the assumption that \( l \) is good for \( E \). The upper row can be regarded as a sequence of \( \mathcal{R}_{m} \)-modules on which \( \text{Gal}(K_{m,\infty}/K_{m,l,\infty}) \) acts trivially. Then \( \nu_{m,l} : \mathcal{R}_{m,l} \to \mathcal{R}_{m} \) is a homomorphism of \( \mathcal{R}_{m} \)-modules. Take a lift \( \sigma_{l} \in \mathcal{R}_{m} \) of \( \sigma_{l} \) and put \( P_{l} = 1 - a_{l}l^{-1}\sigma_{l} + l^{-1}\sigma_{l}^{2} \in \mathcal{R}_{m} \), which is a lift of \( P_{l} \). Then \( \nu_{m,l} : \mathcal{R}_{m,l}/P_{l} \to \mathcal{R}_{m}/P_{l} \) is well-defined and injective. Now we can define \( Y \) so that (8.3) is a commutative diagram of \( \mathcal{R}_{m} \)-modules with exact rows.
It is easy to see that $Y$ does not contain a non-trivial finite submodule. Therefore Theorem \[A.4\] and the lower sequence of (8.3) imply
\[
\mathcal{F}^{(-1)}(H^0(K_{m,\infty} \otimes Q_l, T_p E)) = \overline{P}_l^{-2} \mathcal{F}(Y).
\]
It remains to compute $\mathcal{F}(Y)$. By $(\det(D)) = (P_l)$, a similar proof as in Lemma \[4.9\] shows that the sequence
\[
(R_{m,(l)}/P_l) \cong 2 \times (R_{m,(l)}/P_l) \to (R_{m,(l)}/P_l) \cong 2
\]
is exact, where $\overline{D}$ is the adjugate matrix of $D$. Therefore the diagram (8.3) shows that $Y$ fits into an exact sequence
\[
(R_m/\overline{P}_l) \cong 2 \times \nu_{m,(l)} \overline{D} \to (R_m/\overline{P}_l) \cong 2 \to Y \to 0.
\]
Hence $Y$ admits a presentation
\[
R_m^4 \times \mathbb{D} \to R_m^2 \to Y \to 0
\]
over $R_m$, where $\mathbb{D}$ denotes the $4 \times 2$ matrix with the scalar matrix $\overline{P}_l$ in the upper $2 \times 2$ and $\nu_{m,(l)} \overline{D}$ in the lower $2 \times 2$. Consequently we have
\[
\mathcal{F}(Y) = (\overline{P}_l^2, \nu_{m,(l)} \overline{P}_l)(\sigma_l - x_1, x_2, x_3, x_4), \nu_{m,(l)}^2 \overline{P}_l
\]
\[
= (\overline{P}_l^2, \nu_{m,(l)} \overline{P}_l)(\sigma_l - x_1, x_2, x_3, x_4, l - 1),
\]
where the last equality follows from $\nu_{m,(l)}^2 = l^{\varepsilon_l - 1}(l - 1)\nu_{m,(l)}$ with $\varepsilon_l = \text{ord}_l(m)$ (if $l \geq 3$; in the $l = 2$ case, the verification is slightly different, but the result is unchanged). This completes the proof of (1).

(2) First we claim that $(\sigma_l + 1) \notin R_{m,(l)}$ if and only if the residue degree of $l$ in $\mathbb{Q}(\mu_m)/\mathbb{Q}$ is even. By Nakayama’s lemma, $(\sigma_l + 1) \notin R_{m,(l)}$ is equivalent to $(\sigma_l + 1) \notin \mathbb{F}_p[\text{Gal}(K_{m,(l),0}/\mathbb{Q})]$. Thus by Lemma \[8.3\] this is equivalent to that the residue degree of $l$ in $K_{m,(l),0}/\mathbb{Q}$ is even. Since $l$ splits completely in $K_{m,0}/K_{m,-1}$ and is totally ramified in $K_{m,0}/K_{m,(l),0}$, we obtain the claim.

In the following, the congruences are considered modulo $p$. First suppose $(\sigma_l - x_1, x_2, x_3, x_4) \notin R_{m,(l)}$. Then $x_1 - x_4 \equiv x_2 \equiv x_3 \equiv 0$. Since $x_1x_4 - x_2x_3 = l \equiv 1$ and $x_1 + x_4 = a_l$, we obtain $x_1 \equiv x_4 \equiv \pm 1$ and $a_l \equiv \pm 2$. If $a_l \equiv 2$, then $\sigma_l$ acts on $E[p]$ trivially and we get (i). Suppose $a_l \equiv -2$ holds. Then $\sigma_l^2$ acts on $E[p]$ trivially. Also by the assumption $(\sigma_l + 1) \notin R_{m,(l)}$, the above claim shows (ii).

Conversely, suppose either (i) or (ii) holds. If (i) holds, then the second condition means $x_1 \equiv x_4 \equiv 1$ and $x_2 \equiv x_3 \equiv 0$. Thus $(\sigma_l - x_1, x_2, x_3, x_4 - p) = (\sigma_l - 1, p) \notin \mathcal{R}_{m,(l)}$. Suppose (ii) holds. Then
\[
\begin{pmatrix} x_1 & x_2 \\ x_3 & x_4 \end{pmatrix}^2 \equiv \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}
\]
and $x_1 + x_4 = a_l \equiv -2$ easily imply $x_1 \equiv x_4 \equiv -1$ and $x_2 \equiv x_3 \equiv 0$. Thus $(\sigma_l - x_1, x_2, x_3, x_4 - p) = (\sigma_l + 1, p) \notin \mathcal{R}_{m,(l)}$ by the second condition of (ii) and the above claim.

\[\square\]

**Corollary 8.6.** Let $\bullet \in \{\emptyset, +, -, \sharp, \}$ Suppose that $\text{Sel}_{\text{prime}(m)}^\bullet (E/K_{m,\infty})$ is $\Lambda$-cotorsion. Under the condition $(\star)$ in Theorem \[1.8\] we have
\[
\mathcal{F}(\text{Sel}^\bullet (E/K_{m,\infty})^\vee) = \prod_{l|m} (1,\nu_{m,(l)} P_l^{-1}) \mathcal{F}(\text{Sel}_{\text{prime}(m)}^\bullet (E/K_{m,\infty})^\vee).
\]
Proof. By Theorem 1.1, we can apply Theorem A.4 to the exact sequence (5.7) and thus
\[ \mathcal{F}(Sel^\bullet(E/K_{m,\infty})^\vee) = \left( \prod_{l | m} \mathcal{F}^{-1}(H^1(Q_l, T_m)) \right) \mathcal{F}(Sel^\bullet_{prime(m)}(E/K_{m,\infty})^\vee), \]
where \( T_m = T_p E \otimes \mathcal{R}_m \) is a representation of \( \text{Gal}(\overline{Q}/Q) \) over \( \mathcal{R}_m \). By Lemma 7.3(1) and Proposition 8.5, the assumption (*) implies \( \mathcal{F}^{-1}(H^1(Q_l, T_m)) = (1, \nu_m(l) P_l^{-1}) \) for each \( l | m \). This completes the proof.

\[ \square \]

The following is the main result of this subsection.

Proposition 8.7. Under the condition (*) in Theorem 1.8, we have the following.

(1) Suppose \( p \nmid a_p \) holds. For an element \( \xi \in \mathcal{R} \), if \( \mathcal{F}(Sel_{prime(m)}(E/K_{m,\infty})^\vee) \supset (\xi) \), then
\[ \text{Fitt}_{R_{m,n}}(Sel(E/K_{m,n})^\vee) \supset \left( \prod_{l | m} (1, \nu_m(l) P_l^{-1}) \right) (\xi \mod \omega_n) \]
holds for any \( n \geq 0 \).

(2) Suppose \( a_p = 0 \) holds. For an element \( \xi^\pm \in \mathcal{R} \), if \( W^\pm \mathcal{F}(Sel^\pm_{prime(m)}(E/K_{m,\infty})^\vee) \supset (\xi^\pm) \), then
\[ \text{Fitt}_{R_{m,n}}(Sel(E/K_{m,n})^\vee) \supset \left( \prod_{l | m} (1, \nu_m(l) P_l^{-1}) \right) \left( \overline{\omega_n}^\pm \xi^\pm \mod \omega_n \right) \]
holds for any \( n \geq 0 \).

Proof. We follow the proof of [19, Theorem 1.14].

(1) The restriction map \( H^1(K_{m,n}, E[p^\infty]) \to H^1(K_{m,\infty}, E[p^\infty]) \) is injective by \( H^0(K_{m,\infty}, E[p^\infty]) = 0 \). Hence \( Sel(E/K_{m,n}) \to Sel(E/K_{m,\infty})[\omega_n] \) is also injective. By the functoriality of Fitting ideals, we obtain
\[ \text{Fitt}_{R_{m,n}}(Sel(E/K_{m,n})^\vee) \supset \mathcal{F}(Sel(E/K_{m,\infty})^\vee) R_{m,n}. \]

By Corollary 8.6, we have
\[ \mathcal{F}(Sel(E/K_{m,\infty})^\vee) = \left( \prod_{l | m} (1, \nu_m(l) P_l^{-1}) \right) \mathcal{F}(Sel_{prime(m)}(E/K_{m,\infty})^\vee) \supset \left( \prod_{l | m} (1, \nu_m(l) P_l^{-1}) \right) \xi. \]

These prove the assertion.

(2) We make use of the exact sequence
\[ 0 \to Sel^\pm(E/K_{m,n}) \to Sel(E/K_{m,n}) \xrightarrow{\partial} \frac{E(k_{m,n}) \otimes (Q_p/Z_p)}{E^\pm(k_{m,n}) \otimes (Q_p/Z_p)} \]
by (2.3). By a basic property of Fitting ideals, the Pontryagin dual of this sequence implies
\[ \text{Fitt}_{R_{m,n}}(Sel(E/K_{m,n})^\vee) \supset \text{Fitt}_{R_{m,n}} \left( \left( \frac{E(k_{m,n}) \otimes (Q_p/Z_p)}{E^\pm(k_{m,n}) \otimes (Q_p/Z_p)} \right)^\vee \right) \text{Fitt}_{R_{m,n}}(Sel^\pm(E/K_{m,n})^\vee). \]
Moreover, the first factor in the right hand side is equal to \((W^\pm \tilde{\omega}_n)\) by Lemma 4.29. On the other hand, similarly as in (1), the injectivity of the restriction map \(\text{Sel}^\pm(E/K_{m,n}) \to \text{Sel}^\pm(E/K_{m,\infty})\) and Corollary 8.6 imply

\[
W^\pm \text{Fitt}_{m,n}(\text{Sel}^\pm(E/K_{m,n})^\vee) \supset \left( \prod_{l|m} (1, \nu_{m,l}(P_l^{-1})) \right) (\xi^\pm \mod \omega_n).
\]

This completes the proof. \(\square\)

8.2. Analytic Side. Recall that \(m\) denotes an integer such that \((m,pN) = 1\). For \(m' \mid m\) and \(n \geq n' \geq -1\), we put \(\nu_{m,n}^{m',n'} = \nu_{m'p^{n'+1}}^{m,n} \) and \(z_{m,n}^{m',n'} = z_{m'p^{n'+1}}^{m,n}\). For an allowable root \(\alpha\) of \(t^2 - a_p t + p\), we define the \(\alpha\)-stabilized Mazur-Tate element in \(R_{m,n} \otimes \mathbb{Q}_p(\alpha)\) by

\[
\vartheta^\alpha_{m,n} = \begin{cases} 
\alpha^{-(1+n)}(\theta_{m,n} - \alpha^{1-n}\nu_{m,n-1}(\theta_{m,n-1})) & (n \geq 0) \\
(1 - \alpha^{-1}\varphi)(1 - \alpha^{-1}\varphi^{-1})\theta_{m,-1} & (n = -1).
\end{cases}
\]

By (8.2), these elements satisfy \(z_{m,n-1}^{m,n}(\vartheta^\alpha_{m,n}) = \vartheta^\alpha_{m,n-1}\) for \(n \geq 0\) and, for a prime divisor \(l\) of \(m\),

\[
z_{m,l,n}(\vartheta^\alpha_{m,n}) = \begin{cases} 
(a_l - \sigma_l^{-1} - \sigma_l)\vartheta^\alpha_{m/l,n} & (l^2 \not| m) \\
a_l\vartheta^\alpha_{m/l,n} - \nu_{m/l,n}^{m/n}(\vartheta^\alpha_{m/l^2,n}) & (l^2 \mid m).
\end{cases}
\]

Moreover, by (8.1), we have

\[
\psi(\vartheta^\alpha_{m,n}) = \epsilon_p(\alpha, \psi)\tau(\psi^{-1})\frac{L(E,\psi,1)}{\Omega_{\text{sign}(\psi)}}
\]

for a character \(\psi\) modulo \(mp^{n+1}\) with \(m_p = m\) (not necessarily \(n_p = n\)).

Put \(\mathcal{L}_{m,n}^\alpha = \mathcal{L}_{\text{prime}(m)}(E/K_{\infty,\alpha}) \mod \omega_n \in R_{m,n} \otimes \mathbb{Q}_p(\alpha)\). By (2.6), this element can be characterized by

\[
\psi(\mathcal{L}_{m,n}^\alpha) = \epsilon_p(\alpha, \psi)\tau_{\text{prime}(m)}(\psi^{-1})\frac{L_{\text{prime}(m)}(E,\psi,1)}{\Omega_{\text{sign}(\psi)}}
\]

for any character \(\psi\) modulo \(mp^{n+1}\). This characterization (or Lemma 7.2) implies

\[
z_{m/n}(\mathcal{L}_{m,n}^\alpha) = \begin{cases} 
(-\sigma_l^{-1}P_l)\mathcal{L}_{m/n}^\alpha & (l^2 \not| m) \\
\mathcal{L}_{m/l,n}^\alpha & (l^2 \mid m).
\end{cases}
\]

We shall compare \(\vartheta^\alpha_{m,n}\) with \(\mathcal{L}_{m,n}^\alpha\). The difference of the compatible properties (8.5) and (8.8) makes it difficult to compare these two elements (such a difficulty does not appear in [19]). We shall show the following incomplete comparison, which suffices for us. Let \(\text{prime}_1(m)\) denote the set of prime divisors \(l\) of \(m\) such that \(l^2 \not| m\). Recall the element \(\nu_{m,(T)}\) defined in Definition 8.4.

**Proposition 8.8.** We have equalities

\[
\prod_{l^2 \mid m} (1 - l^{-1}\nu_{m/l,n}^{m,n}) \left[ \vartheta^\alpha_{m,n} - \sum_{T \subset \text{prime}_1(m)} \nu_{m,(T)} \left( \prod_{l \in T} l^{-1}(a_l - \sigma_l) \right) \mathcal{L}_{m,(T),n}^\alpha \right] = 0
\]
and
\[
\prod_{l^2|m} \left( 1 - l^{-1} \nu_{m,l,n}^{m,n} \right) \left[ L_{m,n}^\alpha - \sum_{\nu_{m,(T)} \in \text{prime}_1(m)} \nu_{m,(T)} \left( \prod_{l \in T} l^{-1}(\sigma_l - a_l) \right) \varphi_{m,(T),n}^\alpha \right] = 0.
\]

Here, in the first product, \( l \) runs over the prime divisors of \( m \) such that \( l^2 \mid m \).

**Proof.** We compute in a similar manner as in Proposition 7.6. We show only the first equality since the second can be shown similarly.

It is enough to show that \( \psi \) (left hand side) = 0 for any character \( \psi \) of \( G_{m,n} \). If there exists a prime divisor \( l \) of \( m \) such that \( l^2 \mid m \) and \( \psi \mid m \), then this assertion is clear from \( \psi(1 - l^{-1} \nu_{m,l,n}^{m,n}) = 0 \). Suppose such a divisor \( l \) does not exist, namely, \( \text{prime}(m) \setminus \text{prime}(m_\psi) \subset \text{prime}_1(m) \). We can compute
\[
\psi(\varphi_{m,n}^\alpha) = \prod_{l \mid m, l \mid m_\psi} (a_l - \psi(l)^{-1} - \psi(l)) \psi(\varphi_{m_\psi,n}^\alpha)
\]
\[
= \prod_{l \mid m, l \mid m_\psi} \left[ (1 - l^{-1})(a_l - \psi(l)) + \psi(-\sigma_l^{-1} P_l) \right] \psi(L_{m,n}^\alpha)
\]
\[
= \sum_{T \subset \text{prime}(m) \setminus \text{prime}(m_\psi)} \left( \prod_{l \in T} (1 - l^{-1})(a_l - \psi(l)) \right) \psi(-\sigma_l^{-1} P_l) \psi(L_{m_\psi,n}^\alpha)
\]
\[
= \psi \left[ \sum_{T \subset \text{prime}(m) \setminus \text{prime}(m_\psi)} \nu_{m,(T)} \left( \prod_{l \in T} l^{-1}(a_l - \sigma_l) \right) L_{m,(T),n}^\alpha \right].
\]

Here, the first equality follows from (8.5); the second follows from an easy computation and (8.6) and (8.7); the third is an expansion of the product; the fourth follows from (8.8). By the same reasoning as the final step in the proof of Proposition 7.6, we can replace the range of \( T \) by \( T \subset \text{prime}_1(m) \) in the final formula. This completes the proof of \( \psi \) (left hand side) = 0. \( \square \)

**Corollary 8.9.** (1) We have
\[
\varphi_{m,n}^\alpha \in \sum_{m' \mid m} (\nu_{m',m}^{m,n} L_{m',n}^\alpha)_{R_{m,n}},
\]
where \( m' \) runs over all divisors of \( m \). Moreover, if \( a_p = 0 \), the coefficients of \( \nu_{m',m}^{m,n} L_{m',n}^\alpha \) to express \( \varphi_{m,n}^\alpha \) can be given independent of \( \alpha \).

(2) We have the equality
\[
\sum_{m' \mid m} (\nu_{m',m}^{m,n} \varphi_{m',n}^\alpha)_{R_{m,n}} = \sum_{m' \mid m} (\nu_{m',m}^{m,n} L_{m',n}^\alpha)_{R_{m,n}}.
\]

Here, the subscripts \( R_{m,n} \) are attached to emphasize that we consider the generated \( R_{m,n} \)-submodules. But in the following, we will often omit the subscripts when no confusion occurs.
Proposition 8.10. (1) Suppose \( p \nmid a_p \) holds. Then, for \( n \geq 0 \), we have

\[
(q^\alpha_{m,n} = (\theta_{m,n}, \nu_{m,n-1}^{m,n}(\theta_{m,n-1})).
\]

(2) Suppose \( a_p = 0 \) holds. Then, for \( n \geq 0 \), we have

\[
\frac{1}{2^p}q_{m,n}^{(n+2)/2}(q^\alpha_{m,n} + q^{-\alpha}_{m,n}) = \begin{cases} 
-1)^{n/2}\nu_{m,n-1}^{m,n}(\theta_{m,n-1}) & (n \text{ is even}) \\
-1)^{(n+1)/2}\theta_{m,n} & (n \text{ is odd})
\end{cases}
\]

and

\[
\frac{1}{2^p}q_{m,n}^{(n+2)/2}(q^{-\alpha}_{m,n} - q^\alpha_{m,n}) = \begin{cases} 
-1)^{(n+1)/2}\nu_{m,n-1}^{m,n}(\theta_{m,n-1}) & (n \text{ is odd}) \\
-1)^{(n+2)/2}\theta_{m,n} & (n \text{ is even})
\end{cases}
\]

Proof. (1) This is asserted in [19, §2.2] for \( m = 1 \) (and the \( \Delta \)-invariant part). First we show the assertion for \( n = 0 \), namely

\[
(\theta_{m,0} - \alpha^{-1}\nu_{m,0}^{m,0}(\theta_{m,-1})) = (\theta_{m,0}, \nu_{m,-1}^{m,0}(\theta_{m,-1})).
\]

We can divide this assertion with respect to the decomposition \( R_0 = R_0^\Delta \times R_0^\text{nt} \). The \( R_0^\text{nt} \)-part of \( (8.9) \) is clear, since \( \nu_{m,-1}^{m,0}(\theta_{m,-1}) \) does not contribute. To verify the \( R_0^\Delta \)-part of \( (8.9) \), we can apply \( z_{m,-1} \) and thus it is enough to show

\[
((a_p - \varphi - \varphi^{-1})\theta_{m,-1} - \alpha^{-1}(p-1)\theta_{m,-1}) = ((a_p - \varphi - \varphi^{-1})\theta_{m,-1}, (p-1)\theta_{m,-1}.
\]

The right hand side of \( (8.10) \) is generated by \( \theta_{m,-1} \) (by the second element). Since \( a_p \equiv \alpha \) modulo \( p \), we can compute

\[
a_p - \varphi - \varphi^{-1} - \alpha^{-1}(p-1) \equiv \alpha^{-1}(\alpha - \varphi)(\alpha - \varphi^{-1}).
\]

This element is a unit in \( R_{m,-1} \) by Lemma 3.28, which proves \( (8.10) \). This proves the assertion for \( n = 0 \).

Secondly, we claim \( \theta_{m,n-1} \in (z_{m,n-1}(\theta_{m,-1})) \) for \( n \geq 1 \). If \( n = 1 \), this claim \( \theta_{m,0} \in (a_p \theta_{m,0} - \nu_{m,-1}^{m,0}(\theta_{m,-1})) \) can again be divided into \( R_0^\Delta \) and \( R_0^\text{nt} \), and the assertion on \( R_0^\text{nt} \) is clear. For the \( R_0^\Delta \)-part, by applying \( z_{m,-1} \), it is enough to show

\[
(a_p - \varphi - \varphi^{-1})\theta_{m,-1} \in (a_p(a_p - \varphi - \varphi^{-1})\theta_{m,-1} - (p-1)\theta_{m,-1}.
\]

By a similar computation as the proof of \( (8.10) \), we can show that the right hand side of \( (8.11) \) is generated by \( \theta_{m,-1} \). Therefore \( (8.11) \) holds. If \( n \geq 2 \), by induction we may suppose that \( \theta_{m,n-2} \in
Proof. The second equality follows from Lemma 7.2 (cf. (8.8)). The inclusion
\( \nu_{m,n-2}^{m,n-1}(\theta_{m,n-1}) \in (\nu_{m,n-2}^{m,n-1}\theta_{m,n-1}) \). Since \( \nu_{m,n-2}^{m,n-1} \) is contained in the
Jacobson radical of \( R_{m,n-1} \), the element \( \nu_{m,n}^{m,n}(\theta_{m,n}) = a_p\theta_{m,n-1} - \nu_{m,n-2}^{m,n-1}(\theta_{m,n-1}) \) should be equal
to \( \theta_{m,n-1} \) up to a unit of \( R_{m,n-1} \). Thus we have \( \nu_{m,n}^{m,n}(\theta_{m,n}) = (\theta_{m,n-1}) \).

Finally, for any \( n \geq 1 \), the second claim above implies \( \nu_{m,n}^{m,n}(\theta_{m,n}^{-1}) \in (\nu_{m,n}^{m,n}(\theta_{m,n})) \). Then,
again using the fact that \( \nu_{m,n-1}^{m,n} \) is contained in the Jacobson radical of \( R_{m,n} \), we see that the
element \( \vartheta_{m,n}^{m,n} = \alpha^{-1+n}(\theta_{m,n} - \alpha^{-1}\nu_{m,n}^{m,n}(\theta_{m,n})) \) is equal to \( \theta_{m,n} \) up to a unit of \( R_{m,n} \). Therefore
\[
(\vartheta_{m,n}^{m,n}) = (\theta_{m,n}) = (\theta_{m,n}, \nu_{m,n}^{m,n}(\theta_{m,n}^{-1})),
\]
where the second equality again follows from the second claim above.

(2) This is shown by a direct computation, using the definition \([8.4]\).

For \( \bullet \in \{0, +, -\} \), put \( L_\bullet^{m,n} = L^{\bullet}_{\text{prime}(m)}(E/K_{m,\infty}) \mod \omega_n \in R_{m,n} \otimes \mathbb{Q}_p \).

Lemma 8.11. Suppose \( a_p = 0 \) holds. Then we have
\[
\frac{1}{2} p^{[(n+2)/2]}(L_\alpha^{\bullet} - L_{-\alpha}^{\bullet}) = \omega_n^+ L_{m,n}^-
\]
and
\[
\frac{1}{2} p^{[(n+2)/2]}(L_\alpha^{\bullet} - L_{-\alpha}^{\bullet}) = \omega_n^- L_{m,n}^+
\]
for \( n \geq 0 \).

Proof. This follows from \([2.8]\) and the observations \( \log^- \equiv p^{-[(n+3)/2]} \omega_n^- \mod \omega_n \) and \( \log^+ \equiv p^{-[(n+2)/2]} \omega_n^+ \mod \omega_n \).

Lemma 8.12. For \( \bullet \in \{0, +, -\} \), we have
\[
\sum_{m'|m} (\nu_{m',n}^{m,n} L_{m',n}^\bullet) = \sum_{T \in \text{prime}(m)} (\nu_{m(T)}^{m(T),n} L_{m(T),n}^\bullet) = \left( \prod_{l|m} (1, \nu_{m(l)} P_l^{-1}) \right) L_{m,n}^\bullet
\]

Proof. The second equality follows from Lemma 7.2 (cf. \([8.8]\)). The inclusion \( \supset \) of the first equality
is trivial. For the inverse inclusion, take any \( m' | m \) and let \( T = \text{prime}(m) \setminus \text{prime}(m') \). Then we have
\[
\nu_{m',n}^{m,n} L_{m',n}^\bullet = \nu_{m(T)}^{m(T),n} L_{m(T),n}^\bullet = \nu_{m(T)}^{m(T),n} L_{m(T),n}^\bullet \in (\nu_{m(T)} L_{m(T),n}^\bullet).
\]

The following is the main result of this subsection.

Proposition 8.13. (1) Suppose \( p \nmid a_p \) holds. Then, for \( n \geq 0 \), we have
\[
(\theta_{m,n}, \nu_{m,n-1}^{m,n}(\theta_{m,n-1})) \subset \left( \prod_{l|m} (1, \nu_{m(l)} P_l^{-1}) \right) L_{m,n}.
\]

(2) Suppose \( a_p = 0 \) holds. Then, for \( n \geq 0 \), we have
\[
(\theta_{m,n}, \nu_{m,n-1}^{m,n}(\theta_{m,n-1})) \subset \left( \prod_{l|m} (1, \nu_{m(l)} P_l^{-1}) \right) (\omega_n^+ L_{m,n}^-, \omega_n^- L_{m,n}^+).
\]
Proof. (1) We have

\[ (\theta_{m,n}, \nu_{m,n-1}(\theta_{m,n-1})) = (\vartheta_{m,n}^{\alpha}) \subset \sum_{m'|m} (\vartheta_{m',n}^{m,n}) = \left( \prod_{l|m} \left( 1, \nu_{m,l} P_{l}^{-1} \right) \right) \mathcal{L}_{m,n} \]

by Proposition 8.10(1), Corollary 8.9(1), and Lemma 8.12, respectively.

This follows from Propositions 8.7 and 8.13.

Proof. 

(2) This corresponds to \[19\] Proposition 1.11. Similarly as in (1), we have

\[ (\theta_{m,n}, \nu_{m,n-1}(\theta_{m,n-1})) = \left( \frac{1}{2} p^{[(n+2)/2]} (\vartheta_{m,n}^{\alpha} + \vartheta_{m,n}^{-\alpha}), \frac{1}{2} p^{[(n+3)/2]} (\vartheta_{m,n}^{\alpha} - \vartheta_{m,n}^{-\alpha}) \right) \]

\[ \subset \sum_{m'|m} \nu_{m',n}^{m,n} \left( \frac{1}{2} p^{[(n+2)/2]} (\mathcal{L}_{m',n}^{\alpha} + \mathcal{L}_{m',n}^{-\alpha}), \frac{1}{2} p^{[(n+3)/2]} (\mathcal{L}_{m',n}^{\alpha} - \mathcal{L}_{m',n}^{-\alpha}) \right) \]

\[ = \sum_{m'|m} \nu_{m',n}^{m,n} \left( \tilde{\omega}_n^{m,n} \tilde{\mathcal{L}}_{m',n}^{+}, \tilde{\omega}_n^{m,n} \tilde{\mathcal{L}}_{m',n}^{-} \right) \]

\[ = \left( \prod_{l|m} \left( 1, \nu_{m,l} P_{l}^{-1} \right) \right) \left( \tilde{\omega}_n^{m,n} \tilde{\mathcal{L}}_{m',n}^{+}, \tilde{\omega}_n^{m,n} \tilde{\mathcal{L}}_{m',n}^{-} \right) \]

by Proposition 8.10(2), Corollary 8.9(1), Lemma 8.11 and Lemma 8.12, respectively.

8.3. Conclusion of Proof. The following is our generalization of \[19\] Theorem 1.14.

Theorem 8.14. Suppose \( p \nmid a_p \) or \( a_p = 0 \) holds. Let \( m \) be a positive integer relatively prime to \( pN \) such that Assumption \[3.7\] holds for \( K = \mathbb{Q}(\mu_m) \) in the ordinary case. Suppose the condition (\( \ast \)) in Theorem 1.8 holds. Then, if

\[ W^* \text{Fitt}_{\mathcal{R}}(\text{Sel}_{\text{prime}(m)}(E/K_{m,\infty})^\vee) \supset (\mathcal{L}_{\text{prime}(m)}^*(E/K_{m,\infty})) \]

holds for any possible \( \bullet \in \{\emptyset, +, -\} \), then we have

\[ \left( \theta_{m,n}, \nu_{m,n-1}(\theta_{m,n-1}) \right) \subset \text{Fitt}_{R_{m,n}}(\text{Sel}(E/K_{m,n})^\vee) \]

for any \( n \geq 0 \).

Proof. This follows from Propositions 8.7 and 8.13.

Note that the appearance of \( \nu_{m,n-1}(\theta_{m,n-1}) \) is observed by Kurihara \[23\] Conjecture 0.3, at least when we are concerned with \( m = 1 \) (and the \( \Delta \)-invariant part).

Proof of Theorem 1.8. Theorem 8.14 already implies the assertion for \( M = mp^{n+1} \) with \( n \geq 0 \). Also Theorem 8.14 for \( n = 0 \) implies \( \nu_{m,-1}(\theta_{m,-1}) \in \text{Fitt}_{R_{m,0}}(\text{Sel}(E/K_{m,0})^\vee) \). Then applying \( z_{m,-1} \) to it yields the assertion for \( M = m \). This completes the proof of Theorem 1.8.

8.4. A Conjecture of Kurihara. We continue to consider an integer \( m \) with \( (m, pN) = 1 \). In the ordinary case, Kurihara proposed a conjecture \[24\] Conjecture 10.1 that

\[ \mathcal{F}(\text{Sel}(E/K_{m,\infty})^\vee) = \sum_{m'|m} (\nu_{m',\infty}^{m,n}) \alpha_{m',\infty} \]

where \( \alpha \) is the unit root, \( \rho_{m',\infty} = (\varrho_{m',n})_n \in \mathcal{R}_{m'} \), and \( \nu_{m',\infty}^{m,n} \) has the obvious meaning. This is a kind of equivariant conjecture. Under certain hypotheses, \[24\] Theorem 10.2 proves the inclusion
of this conjecture. Our method also reproves that assertion under our running hypotheses, as follows.

**Theorem 8.15.** Suppose the hypotheses in Theorem 1.8 hold. For $\bullet \in \{\emptyset, +, -\}$, we have

$$\sum_{T \subset \text{prime}(m)} \left( \nu_{m,(T)} \mathcal{L}_{\text{prime}(m(T))}^\bullet (E/K_{m(T)}, \infty) \right) \subset \mathcal{F}(\text{Sel}^\bullet(E/K_{m,\infty})^\vee).$$

This is an equality if the equality (1.1) holds.

**Proof.** By Corollary 8.6, we have

$$\mathcal{F}(\text{Sel}^\bullet(E/K_{m,\infty})^\vee) \supset \prod_{l|m} \left( 1, \nu_{m,(l)} P_l^{-1} \right) \mathcal{L}_{\text{prime}(m)}^\bullet (E/K_{m,\infty})$$

$$= \sum_{T \subset \text{prime}(m)} \left( \nu_{m,(T)} \mathcal{L}_{\text{prime}(m(T))}^\bullet (E/K_{m(T)}, \infty) \right),$$

which is an equality if (1.1) holds. □

If $p \nmid a_p$, then Corollary 8.9(2) and Lemma 8.12 imply

$$\sum_{m'|m} \left( \nu_{m',\infty} \varphi_{m',\infty} \right) = \sum_{T \subset \text{prime}(m)} \left( \nu_{m,(T)} \mathcal{L}_{\text{prime}(m(T))}^\bullet (E/K_{m(T)}, \infty) \right).$$

Therefore, in the ordinary case, Theorem 8.15 proves the one inclusion $\supset$ of (8.12) in the situation of Theorem 1.8 (moreover, the equality (8.12) is implied by the equality (1.1)). In particular, in the situation of Corollary 1.9, the one inclusion $\supset$ of (8.12) is confirmed.

Note that the hypotheses of [24, Theorem 10.2] are slightly different from ours in Corollary 1.9. On the one hand, the conditions (b) and (c) are weakened in [24]. On the other hand, [24] assumes that the $\mu$-invariant of $\text{Sel}(E/K_{\infty})^\vee$ is zero, which is stronger than condition (e) as in Remark 1.6.

### A. Appendix: Properties of Fitting Ideals

In this appendix, we collect auxiliary propositions about Fitting ideals, using the results in [10].

Let $G$ be a finite abelian group and put $\Lambda = \mathbb{Z}_p[[T]], \mathcal{R} = \mathbb{Z}_p[G][[T]]$. We denote by $\mathcal{M}$ the category of finitely generated torsion $\mathcal{R}$-modules, where torsionness means being torsion as a $\Lambda$-module. Let $\mathcal{P}$ be the subcategory of $\mathcal{M}$ consisting of module with $\text{pd}_{\mathcal{R}} \leq 1$. Let $\mathcal{C}$ be the subcategory of $\mathcal{M}$ consisting of modules which does not have nonzero finite submodules. It is well-known (e.g. [30, Proposition (5.3.19)(i)]) that a finitely generated $\mathcal{R}$-module $X$ does not contain a non-trivial finite submodule if and only if $\text{pd}_{\Lambda}(X) \leq 1$. Therefore $\mathcal{P} \subset \mathcal{C}$, meaning that any object of $\mathcal{P}$ is an object of $\mathcal{C}$.

**Definition A.1.** Let $\Omega$ be a commutative monoid.

(1) A map $\mathcal{F} : \mathcal{M} \to \Omega$ is called a **Fitting invariant** if the following conditions hold:

- If $P \in \mathcal{P}$, then $\mathcal{F}(P) \in \Omega$ is invertible.
- If $P \in \mathcal{P}$ and $X, X' \in \mathcal{M}$ fit into an exact sequence $0 \to X' \to X \to P \to 0$, then $\mathcal{F}(X) = \mathcal{F}(P) \mathcal{F}(X')$.

(2) A map $\mathcal{F} : \mathcal{C} \to \Omega$ is called a **quasi-Fitting invariant** if the following conditions hold:

- If $P \in \mathcal{P}$, then $\mathcal{F}(P) \in \Omega$ is invertible.
• If \( P \in \mathcal{P} \) and \( X, X' \in \mathcal{C} \) fit into an exact sequence \( 0 \to X' \to X \to P \to 0 \), then \( \mathcal{F}(X) = \mathcal{F}(P) \mathcal{F}(X') \).
• If \( P \in \mathcal{P} \) and \( X, X' \in \mathcal{C} \) fit into an exact sequence \( 0 \to P \to X \to X' \to 0 \), then \( \mathcal{F}(X) = \mathcal{F}(P) \mathcal{F}(X') \).

This definition of Fitting invariants (resp. quasi-Fitting invariants) is given in [16] Definition 2.4 (resp. [16] Definition 3.16). A fundamental example is the following.

**Proposition A.2.** Let \( \Omega \) be the monoid of fractional ideals of \( \mathcal{R} \) and we put \( \mathcal{F}(X) = \text{Fitt}_\mathcal{R}(X) \), the Fitting ideal of \( X \). Then \( \mathcal{F} : \mathcal{M} \to \Omega \) is a Fitting invariant. Moreover, the restriction \( \mathcal{F}|_\mathcal{C} : \mathcal{C} \to \Omega \) is a quasi-Fitting invariant.

**Proof.** The first assertion is proved in [16] Proposition 2.7. Then the second follows, since [16] Proposition 3.17 proves that, in our present situation, any Fitting invariant gives rise to a quasi-Fitting invariant by restriction to \( \mathcal{C} \). \( \square \)

Next we state the definition of shifts of (quasi-)Fitting invariants, introduced in [16].

**Theorem A.3 ([16] Theorem 2.6]).** Let \( \mathcal{F} : \mathcal{M} \to \Omega \) be a Fitting invariant. For \( X \in \mathcal{M} \) and \( n \geq 0 \), the following \( \mathcal{F}^{[n]}(X) \in \Omega \) is well-defined. Take an exact sequence \( 0 \to Y \to P_1 \to \cdots \to P_n \to X \to 0 \) in \( \mathcal{M} \) with \( P_i \in \mathcal{P} \) for \( 1 \leq i \leq n \). Then define

\[
\mathcal{F}^{[n]}(X) = \left( \prod_{i=1}^{n} \mathcal{F}(P_i)^{-i} \right) \mathcal{F}(Y).
\]

**Theorem A.4 ([16] Corollary 3.21]).** Let \( \mathcal{F} : \mathcal{C} \to \Omega \) be a quasi-Fitting invariant. Then there exists a unique family \( \{ \mathcal{F}^{(n)} : \mathcal{M} \to \Omega \}_{n \in \mathbb{Z}} \) of maps satisfying the following. Firstly, \( \mathcal{F}^{(0)} : \mathcal{M} \to \Omega \) is an extension of \( \mathcal{F} : \mathcal{C} \to \Omega \). Secondly, if \( 0 \to Y \to P_1 \to \cdots \to P_d \to X \to 0 \) is an exact sequence in \( \mathcal{M} \) with \( P_i \in \mathcal{P} \) for \( 1 \leq i \leq d \), then

\[
\mathcal{F}^{(n)}(X) = \left( \prod_{i=1}^{d} \mathcal{F}(P_i)^{-1}^{n-d+i} \right) \mathcal{F}^{(n-d)}(Y).
\]

The rest of this section is devoted to algebraic propositions which we use in Section 7.

**Definition A.5.** Let \( \mathcal{I}, \mathcal{J} \) be fractional ideals of \( \mathcal{R} \). If \( \mathcal{I} \subset \mathcal{J} \) and moreover the quotient \( \mathcal{J}/\mathcal{I} \) is finite, then we write \( \mathcal{I} \subset_{\text{fin}} \mathcal{J} \) and \( \mathcal{J} \supset_{\text{fin}} \mathcal{I} \).

**Lemma A.6.** Put \( \mathcal{F} = \text{Fitt}_\mathcal{R} \). For \( X \in \mathcal{M} \) and a finite submodule \( X' \) of \( X \), we have \( \mathcal{F}(X) \subset_{\text{fin}} \mathcal{F}(X/X') \).

**Proof.** It is well-known that

\[
\mathcal{F}(X/X') \mathcal{F}(X') \subset \mathcal{F}(X) \subset \mathcal{F}(X/X')
\]
in this case. Since \( \mathcal{F}(X') \subset_{\text{fin}} \mathcal{R} \), the lemma follows. \( \square \)

**Definition A.7.** For an \( \mathcal{R} \)-module \( X \), we define \( E^i(X) = \text{Ext}^i_\mathcal{R}(X, \mathcal{R}) \) for \( i \geq 0 \). Since \( \text{Hom}_\mathcal{R}(X, \mathcal{R}) \) is an \( \mathcal{R} \)-module by \( (af)(x) = af(x) \) for \( a \in \mathcal{R}, f \in \text{Hom}_\mathcal{R}(X, \mathcal{R}) \), and \( x \in \mathcal{R} \), the derived functor \( E^i(X) \) also admits an \( \mathcal{R} \)-module structure.
Proposition A.8. Put $F = \text{Fitt}_R$. Let $0 \rightarrow X \rightarrow P_1 \rightarrow P_2 \rightarrow Y \rightarrow 0$ be an exact sequence in $\mathcal{M}$. Suppose that $P_i \in \mathcal{P}$ holds for $i = 1, 2$. Then

$$F(P_1)F(Y) \subset_{\text{fin}} F(P_2)F(E^1(X)).$$

Proof. Note that this is an equality if $Y \in \mathcal{C}$ (see [2, Lemma 5] or [16, Proposition 4.7]). To treat the case where $Y \notin \mathcal{C}$, we modify the argument of [16].

Define $F^* : \mathcal{C} \rightarrow \Omega$ by $F^*(X) = F(E^1(X))$ for $X \in \mathcal{C}$. Then $F^*$ is again a quasi-Fitting invariant by the duality properties of $E^1$ on $\mathcal{C}$ (see [16, Proposition 3.11]). Hence Theorem A.4 yields maps $(F^*)^{(n)} : \mathcal{M} \rightarrow \Omega$, which satisfies

$$(F^*)^{(2)}(Y) = F^*(P_2)F^*(P_1)^{-1}(F^*)^{(0)}(X).$$

Observe that $F^*(P_i) = F(E^1(P_i)) = F(P_i)$ by [16, Lemma 4.6] and $(F^*)^{(0)}(X) = F^*(X) = F(E^1(X))$ by $X \in \mathcal{C}$. Therefore we have

$$(A.1) \quad (F^*)^{(2)}(Y) = F(P_2)F(P_1)^{-1}F(E^1(X)).$$

Thus our goal is to show $F(Y) \subset_{\text{fin}} (F^*)^{(2)}(Y)$ for $Y \in \mathcal{M}$.

Take an element $f \in \Lambda \setminus \{0\}$ which annihilates $Y$. By a presentation $R^b \xrightarrow{h} R^a \rightarrow Y \rightarrow 0$ of $Y$, construct an exact sequence

$$(A.2) \quad 0 \rightarrow X' \rightarrow ((R/f)^b) \xrightarrow{\pi} (R/f)^a \rightarrow Y \rightarrow 0.$$

Then by $(A.1)$, we have $(F^*)^{(2)}(Y) = f^{a-b}F(E^1(X'))$. Let $Z$ be the image of $\bar{h}$ in the sequence $(A.2)$, which is contained in $\mathcal{C}$. Then the two short exact sequences obtained by splitting $(A.2)$ induce the following commutative diagram with exact row and column.

$$
\begin{array}{ccc}
0 & \rightarrow & E^1(Y) \rightarrow E^1((R/f)^a) \rightarrow E^1(Z) \rightarrow E^2(Y) \rightarrow 0 \\
& & \pi^\dagger \downarrow \downarrow \downarrow \downarrow \downarrow \\
& & E^1((R/f)^b) \\
& & \downarrow \\
& & E^1(X')
\end{array}
$$

Here, we identify $E^1(R/f) \simeq R/f$ naturally and the superscript $T$ denotes the transpose. This diagram induces an exact sequence

$$0 \rightarrow E^2(Y) \rightarrow \text{Cok}(\bar{h}^T) \rightarrow E^1(X') \rightarrow 0.$$

Since $E^2(Y)$ is a finite module, Lemma A.6 implies that $F(\text{Cok}(\bar{h}^T)) \subset_{\text{fin}} F(E^1(X'))$. Therefore

$$(F^*)^{(2)}(Y) = f^{a-b}F(E^1(X')) \supset_{\text{fin}} f^{a-b}F(\text{Cok}(\bar{h}^T)) = F(\text{Cok}(\bar{h})) = F(Y),$$

which completes the proof. \qed

For a prime ideal $\mathfrak{q}$ of $\Lambda$ of height one, let $\Lambda_\mathfrak{q}$ be the localization of $\Lambda$ at $\mathfrak{q}$ and put $R_\mathfrak{q} = \Lambda_\mathfrak{q} \otimes_\Lambda R$.

Definition A.9. For fractional ideals $I, J$ of $R$, we say $I$ and $J$ are commensurable if both $I \cap J \subset_{\text{fin}} I$ and $I \cap J \subset_{\text{fin}} J$ hold. In that case we write $I \sim_{\text{fin}} J$. Equivalently, $I \sim_{\text{fin}} J$ if and only if $IR_\mathfrak{q} = JR_\mathfrak{q}$ for any prime ideal $\mathfrak{q}$ of $\Lambda$ of height 1. It follows that $\sim_{\text{fin}}$ is an equivalence relation.
Lemma A.10. Let \( f, g \in \mathcal{R} \) be non-zero-divisors and \( \mathcal{I} \subset \mathcal{R} \) be an ideal containing a non-zero-divisor. Suppose that either \( \mathcal{I} \mathcal{R}_{p\Lambda} = \mathcal{R}_{p\Lambda} \) or the order of \( G \) is relatively prime to \( p \) holds. Then \( f \mathcal{I} \sim_{\text{fin}} g \mathcal{I} \) implies \( f \mathcal{R} = g \mathcal{R} \).

Proof. At first we suppose \( \mathcal{I} = \mathcal{R} \) holds. Consider the natural injective map \( f \mathcal{R} / (f \mathcal{R} \cap g \mathcal{R}) \hookrightarrow \mathcal{R} / g \mathcal{R} \). On the one hand, the assumption \( f \mathcal{R} \sim_{\text{fin}} g \mathcal{R} \) implies that \( f \mathcal{R} / (f \mathcal{R} \cap g \mathcal{R}) \) is finite. On the other hand, \( \mathcal{R} / g \mathcal{R} \) does not contain non-trivial finite submodules since \( \mathcal{R} / g \mathcal{R} \in \mathcal{P} \subset \mathcal{C} \). Therefore we obtain \( f \mathcal{R} \subset g \mathcal{R} \). By symmetry we conclude \( f \mathcal{R} = g \mathcal{R} \), which proves the lemma when \( \mathcal{I} = \mathcal{R} \).

In general, for any prime ideal \( q \) of \( \Lambda \) of height 1, we claim that the ideal \( \mathcal{I} \mathcal{R}_q \) is invertible. If \( q \neq p \Lambda \) or the order of \( G \) is relatively prime to \( p \), then this is clear since \( \mathcal{R}_q \) is a product of principal ideal domains (and \( \mathcal{I} \) contains a non-zero-divisor). Otherwise, our assumption \( \mathcal{I} \mathcal{R}_{p\Lambda} = \mathcal{R}_{p\Lambda} \) implies the claim. Now suppose \( f \mathcal{I} \sim_{\text{fin}} g \mathcal{I} \) holds. Then, for any \( q \), we have \( f \mathcal{I} \mathcal{R}_q = g \mathcal{I} \mathcal{R}_q \), which implies \( f \mathcal{R}_q = g \mathcal{R}_q \) by the above claim. Therefore \( f \mathcal{R} \sim_{\text{fin}} g \mathcal{R} \) and we conclude \( f \mathcal{R} = g \mathcal{R} \) by the case \( \mathcal{I} = \mathcal{R} \), which is already established. This completes the proof. \( \square \)

Remark A.11. The assumption \( \mathcal{I} \mathcal{R}_{p\Lambda} = \mathcal{R}_{p\Lambda} \) is necessary when the order of \( G \) is divisible by \( p \).
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