Diagnosis of Lung Cancer Based on CT Scans Using CNN

Hamdalla F. Al-Yasriy, Muayed S. AL-Husieny, Furat Y. Mohsen, Enam A. Khalil, Zainab S. Hassan

1, 2 Department of Electrical Engineering, College of Engineering, Wasit University, Wasit, Iraq.
3, 4 The Oncology Teaching Hospital, The Medical City, Baghdad, Iraq.
hamdallak@uowasit.edu.iq

ABSTRACT
Lung cancer is one of the most lethal cancer types; thousands of peoples are infected with this type of cancer, and if they do not discover it in the early stages of the disease, then the chance of surviving of the patient will be very poor. For the suggested reasons above and to help in overcoming this terrible, early diagnosis with the assistance of artificial intelligence procedures most needed. Through this research, a Computer-aided system introduced for detecting lung cancer in a dataset collected from the Iraqi hospitals by using a convolutional neural network technique with AlexNet architecture for helping with the diagnosis of the patient's cases: normal, benign, or malignant. The proposed model gives high accuracy up to 93.548%. The other performance metrics comes with high values such as 95.714% for sensitivity and 95% for Specificity.
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1. INTRODUCTION
Lung cancer is one of the most well-known life-threatening illnesses in the globe. The up-to-date estimations are given by the "World Health Organization" (WHO) say that approximately 7.6 million mortality worldwide every year because of lung cancer. Furthermore, mortality due to this type of cancer is assumed to continue growing, to become almost 17 million worldwide in 2030.

According to the statistics of "The American cancer society", lung cancer is the head cancer killer in people in the United States. The overall number of the estimated new cases of all types of cancer in 2013 was 1660290 (854790 for men and 805500 for women), the number of lung cancer was 228199 incidences (118080 for men and 110110 for women), in the case of the lung cancer the number of death cases was 159480 (87260 for men and 732220 for women).

According to the Iraqi ministry of health in 2016, lung cancer is the second most widespread cancer type in Iraq. There are 2123 people who have lung cancer from two genders. This number represents about 8.31% of the total infections in the country. This portion indicates a small increase as compared to the ratio of the past year, which is about 8.1%. The rate of lung cancer represents approximately 13.27% of the total cancer cases, and this shows that lung cancer is the leading type in males. Also, there is a rise when compares to the ratio recorded in 2015, which approximately reaches 12.7%.

For females, lung cancer not the leading cancer type, it ranked fifth between
other cancer types, in 2016 there is only 638 woman who has this disease, there are 638 women who diagnosed with lung cancer at 2016, this represents about 4.44% from the total cancer types infections. There is a slight rise if compared with the previous year, which represents approximately about 4.2%. (6, 7)

Cancer is the fourth cause of death in the eastern Mediterranean region and is the third cause of mortality in Iraq, and this rate is growing continuously. The chief and most notable of this raise is smoking. Other factors include pollution, unhealthy diet, endless exposure to manufacturing and agricultural carcinogens, and lowered physical motion (6). Total cancer mortality in Iraq in 2014 is (8211), approximately (4525) in males and (3959) in females. The most cancer sort deaths were the lung cancer with a total number of estimated deaths about (1339), (918) of them was for men and (421) of the total calculated estimate was for women, the entire portion of lung cancer mortality amongst all other kinds of malignancy was 16.31%. During 2016, the whole number of cancer losses fell to 7568 cases, where the most significant portion of them was lung cancer, approximately 1257, which implies a total percentage of 16.61% from the total predicted mortality (6, 7).

So for the reasons explained above, there is a necessity for implementing a CAD system for helping doctors in diagnosing lung cancer as possible as when in it is early stage, not only detecting the nodule but with high accuracy.

Several studies applied artificial intelligence techniques for this purpose, for examples: using artificial neural network for detecting lung cancer as in (8, 9), or using support vector machine technique as in (10-12), or applying K-nearest neighbor as in (13), or using genetic algorithm for this operation as in (14, 15), also, fuzzy techniques are efficient when using to detect lung cancer as in (16-18), convolutional neural network can be used for this purpose as in (19-21). Artificial intelligence not only used in the area of lung cancer diagnosing, but it applied in all fields of biomedical engineering such as: diagnosis of breast cancer in (22-24), diagnosis of Heart disease in (25-27), also diagnosing and classification of diabetes in (28).

In order to apply the above machine learning techniques, there is a need for using data as input to the algorithms which have been applied. Various methods are convenient for diagnosing lung cancer, particularly MRI, isotope, X-ray, and CT. X-ray chest radiography and Computer Tomography (CT) are the two well-known imaging modalities that are commonly utilized in the identification of different lung diseases (2, 29). In addition, there are many publicly databases used for the purposes of scientific research such as: ELCAP Public Lung Image Database, LIDC Database, and Data Science Bowl 2017.

The aim of our study is to implement a CAD system used as an assistant to doctors while deciding and diagnosing lung cancer, this system used for detecting and classifying the lung cancer cases if it normal, benign, or malignant with high accuracy. This done by applying convolutional neural network technique to a data set of lung cancer CT scans collected and diagnosed at the Iraqi hospitals.

2. The IQ-OTH/NCCD lung cancer dataset

The Iraq-Oncology Teaching Hospital/National Center for Cancer Diseases (IQ-OTH/NCCD) lung cancer dataset was collected in the above-mentioned specialist hospitals over a period of three months in fall 2019. It includes CT scans of patients diagnosed with lung cancer in different stages, as well as healthy subjects. IQ-OTH/NCCD slide were annotated by oncologists and radiologists in the two centers. The dataset contains a total of 1190 images representing CT scans slices of 110 cases (see Figure 1). These cases are grouped into three classes: normal, benign, and malignant. of these, 40 cases are diagnosed as malignant; 15 cases diagnosed with benign; and 55 cases classified as normal cases. The CT scans are originally collected in DICOM format, each scan contains several slices. The number of these slices range from 80 to 200 slices, each of them represents an image of the human chest with different sides and angles. The 110 cases vary in gender, age, educational attainment, area of residence and living status. Some of them are employees of the Iraqi ministries of Transport and Oil, others are farmers and gainers. Most of them come from places in the middle region of Iraq, particularly, the provinces of Baghdad, Wasit, Diyala, Salahuddin, and Babylon. The dataset can be accessed online on Kaggle at (30)
3. METHODOLOGY

In the proposed procedure, CNNs are applied to detect and classify lung cancer CT scans of the patients collected from hospitals. **Convolutional Neural Networks** is a sort of deep learning paradigm applied for processing data which has a grid pattern like images (31), it is all about using Deep Learning with Computer Vision. A good way to gain foreknowledge about this technique is to imagine a Neural Network Architecture also how it is practiced to visual tasks i.e. Video and Images. Furthermore, the Convolutional Neural Networks is an important technique used for Object Recognition, create Facial Recognition, Self-Driving Cars. A **Convolutional Neural Network** is a Deep Learning algorithm that can take in image as input, with assigning importance learnable weights and biases to various objects inside this image and be capable of differentiating one from the other. In addition, the pre-processing required for this technique is much lower if comparing with other classification algorithms. The role of the CNN is for reducing the images to a form that is easier to process but without losing features that are important for getting a good prediction (32). A typical CNN consists of three types of operation layers: the convolutional layer (CONV), the pooling layer (POOL), and finally the classifier layer (FC), as exemplified in the figure below.
The CONV layer performs the reading input feature maps or images from the previous layer when it used more than once, or from data input ports, then it transforms these inputs by many groups of kernels to a set of output feature maps. Generally, any CONV layer is usually following by a POOL layer which samples the features from the previous CONV layer. Finally, the classifier layer (FC) generates the possibility of each class implied at the initial input data(33). The convolution layer is an essential part in the structure of CNN, which responsible for extracting the features that typically consist of a mixture of linear "convolution operation" and nonlinear processes "activation function".

For the purpose of feature extraction operation in CNN, a convolution operation is a specific kind of the linear operations is responsible for doing this job, this done by applying a kernel, which a small-size array, crossed the tensor, which is also an array represents the input(34). The figure below shows how the computer sees an image by transforming it to an array of numbers:

![Figure 4: A computer sees an image as an array of numbers](image)

Then performing a calculation operation of element-wise product, at all locations, between all kernel elements and the tensor array, the resulting array from this operation represents the value of the output, named a feature map. The resulting feature map is reduced in width and height if compared to the input tensor, so there is a need for adding zeros at each tensor sides in order to keep the size of the input and the output the same, the mentioned above operation named Padding.

In contrast to padding operation, a process of reducing the dimensions of feature map known as stride, which represents interval separating every two consecutive kernel positions. Another procedure that achieves the same objective called a pooling operation. After convolution operation ends, the output from it passed into an activation function, like sigmoid, tangent, and ReLU, which is the typical popular nonlinear function(34).

![Figure 5: Activation functions commonly applied to neural networks](image)

The convolution layer, followed by another layer named pooling layer, used in order to downsampling the size of the feature and minimizing the computational cost by choosing the maximum value of the feature map at a small area known as the pooling window(35).

An example describes the above explanation shown in the figure below, where a max-pooling operation is done:

![Figure 6: A max pooling operation](image)

The operation of transforming the resulting feature map to a one-dimensional array known as flattening, then this array will be connected to a dense layer, which is a fully connected layer. At the last layer, a particular activation
function was applied, which is differs from the other layers in the CNN; the commonly used type is softmax function(34).

3.1 The architecture of AlexNet
For the purpose of detecting lung cancer in CT scan we used in our study AlexNet(36) convolutional neural network:

1. Firstly, at the layer zero, which represents here the input image the size is 227 x 277 x 3, which are respectively relates to height, width and depth.
2. Then a convolution process is done at the first layer with 96 filters and a size of 11 x11, and the amount of stride is four, without padding, it mean the padding equals zero. Therefore, the result from this layer is an image with size of 55 x 55 x 96.
3. At the second layer, a max-pooling operation follows the convolution process, this operation with a size of 3 x 3 and a stride equals two, this gives a same depth filter that equals 96 with a size of 27 x 27, the depths being the same since this operation is performed on every layer independently.
4. At layer three, a convolution process with 256 filters and size of 5 x 5 and stride equals 1 and padding equals 2 for the purpose of restoring the original size of 27 x 27 but with a depth of 256 the filter size.
5. Again, Max pooling with a filter with a size of 3 x 3 and stride 2 is performed, to downsampling the image size to 13 x 13 x 256, also the depth is remain the same reason mentioned above.
6. At the layer five, the convolution operation is employed with a size of 3 x 3, and 384 filters, and here the stride and padding equals one, so the depth is increased to 384 and the size is remain the same.
7. Again, at the next layer, a convolution operation is done with the same size as the last convolution operation, and same stride and padding amount used, so the results are not changed.
8. At the seventh layer, a convolution operation is performed too. But with 256 filter and a size of 3 x 3, stride equals 1 and the same amount for the padding, therefore the results is as the same as the previous layer, but with a depth size of 256.
9. At layer 8, max pooling with a size of 3 x 3, and a stride equal 2, this yields an image with a size of 6 x 6, and a depth of 256.
10. The ninth layer, which is the fully connected layer, in this stage the previous resulted size 6 x 6 x 256 is multiplied for getting a 9216 pixels, this pixels will be fed into all 4096 neurons of AlexNet,
11. At the next layer the previous steps is repeated,
12. At last layer which is also a fully connected layer but with 1000 neurons.

The summary of the above network is described in the table below

| Table 1- Summary of AlexNet CNN |
|---------------------------------|
| 1. Firstly, at the layer zero, which represents here the input image the size is 227 x 277 x 3, which are respectively relates to height, width and depth. |
| 2. Then a convolution process is done at the first layer with 96 filters and a size of 11 x11, and the amount of stride is four, without padding, it mean the padding equals zero. Therefore, the result from this layer is an image with size of 55 x 55 x 96. |
| 3. At the second layer, a max-pooling operation follows the convolution process, this operation with a size of 3 x 3 and a stride equals two, this gives a same depth filter that equals 96 with a size of 27 x 27, the depths being the same since this operation is performed on every layer independently. |
| 4. At layer three, a convolution process with 256 filters and size of 5 x 5 and stride equals 1 and padding equals 2 for the purpose of restoring the original size of 27 x 27 but with a depth of 256 the filter size. |
| 5. Again, Max pooling with a filter with a size of 3 x 3 and stride 2 is performed, to downsampling the image size to 13 x 13 x 256, also the depth is remain the same reason mentioned above. |
| 6. At the layer five, the convolution operation is employed with a size of 3 x 3, and 384 filters, and here the stride and padding equals one, so the depth is increased to 384 and the size is remain the same. |
| 7. Again, at the next layer, a convolution operation is done with the same size as the last convolution operation, and same stride and padding amount used, so the results are not changed. |
| 8. At the seventh layer, a convolution operation is performed too. But with 256 filter and a size of 3 x 3, stride equals 1 and the same amount for the padding, therefore the results is as the same as the previous layer, but with a depth size of 256. |
| 9. At layer 8, max pooling with a size of 3 x 3, and a stride equal 2, this yields an image with a size of 6 x 6, and a depth of 256. |
| 10. The ninth layer, which is the fully connected layer, in this stage the previous resulted size 6 x 6 x 256 is multiplied for getting a 9216 pixels, this pixels will be fed into all 4096 neurons of AlexNet, |
| 11. At the next layer the previous steps is repeated, |
| 12. At last layer which is also a fully connected layer but with 1000 neurons. |
4. RESULTS AND DISCUSSION

During this study, an AI model by using a convolutional neural network with the described AlexNet architecture is built by using the Matlab libraries to form the proposed model. The dataset consists of 110 CT scans of lung cancer cases classified into three classes: normal cases, benign cases, and malignant cases. In the training process, the dataset split into 2 groups, 70% for the training phase, 30% for the testing phase. After the end of the training which done randomly, this model gives after 86 epoch of the 100 epochs of the training, an overall accuracy of 93.548%.

The accuracy of the model are shown in the following figure:

![Figure 8: Accuracy of the training](image)

The confusion matrix of the proposed model are as shown below:

| Actual class | Non-malignant (TP) | Malignant (FN) |
|--------------|---------------------|----------------|
| Non-malignant| 67                  | 3              |
| Malignant    | 2                   | 38             |

The performance metrics of the proposed model based on the above confusion matrix, such as Sensitivity (Recall) that describes the rate of true positives which accurately classified by the test (38). Specificity is the rate of true negatives that are perfectly classified by the test (38). Precision or the positive predictive value that indicates to
the portion of related cases among the total cases and F score that represents a combination between Precision and Recall (39). All of these rates are estimated for the whole classes in the table below:

| Performance metrics | Sensitivity       | Specificity | Precision       | F1 Score       |
|---------------------|-------------------|-------------|-----------------|----------------|
| values              | 95.714%           | 95%         | 97.1015%        | 96.403%        |

5. CONCLUSION AND FUTURE SCOPES.

This proposed study strives to defeat the problems faced in the early detection of lung cancer nodules before it gets worse. For this purpose, this study develops an effective computer-aided diagnosis scheme for early detecting of this lethal cancer. Chest tomography scans have been employed here as data input to the proposed model. This study’s goal was to improve a CNN deep learning model able to detecting and classifying lung cancer nodules successfully. The obtained model gives high accuracy reaches 93.548% while applying on the dataset collected, also gives precision up to 97.1015%, sensitivity up to 95.714% and a specificity reaches to 95% approximately.

In the future, this study can be improved by includes regularly enhancing the accuracy of the model by training it on bigger and more extensive datasets. Besides, various machine learning models can be combined to compare

REFERENCES

1. Welch HG, Schwartz LM, Woloshin S. Are increasing 5-year survival rates evidence of success against cancer? Jama. 2000;283(22):2975-8.
2. Asuntha A, Srinivasan A. Deep learning for lung Cancer detection and classification. Multimedia Tools Applications. 2020:1-32.
3. Nie L, Zhang L, Yang Y, Wang M, Hong R, Chua T-S, editors. Beyond doctors: Future health prediction from multimedia and multimodal observations. Proceedings of the 23rd ACM international conference on Multimedia; 2015.
4. American Lung Association, URL www.lung.org.
5. Siegel, Rebecca, Naishadham, Deepa, Jemal, Ahmedin. Cancer statistics, 2013. a cancer journal for clinicians. 2013;63(1):11-30.
6. Republic of Iraq, Ministry of Health\Environment, Board. IC. Annual Report Iraqi Cancer Registry 2016.
7. Republic of Iraq, Ministry of Health\Environment, Board. IC. Annual Report Iraqi Cancer Registry 2015. 2015.
8. Nasser, Ibrahim M Abu-Naser, S. S. Lung Cancer Detection Using Artificial Neural Network. International Journal of Engineering Information Systems. 2019;3(3):17-23.
9. Taher, Fatma Sammouda, Rachid., editors. Lung cancer detection by using artificial neural network and fuzzy clustering methods. 2011 IEEE GCC Conference and Exhibition (GCC); 2011: IEEE.
10. Eskandarian P, Bagherzadeh J, editors. Computer-aided detection of Pulmonary Nodules based on SVM in thoracic CT images. 2015 7th Conference on Information and Knowledge Technology (IKT); 2015: IEEE.
11. Ganesan S, Subashini T, Jayalakshmi K, editors. Classification of X-rays using statistical moments and SVM. 2014 International Conference on Communication and Signal Processing; 2014: IEEE.
12. Parveen SS, Kavitha CIJJoCA. Classification of lung cancer nodules using SVM Kernels. 2014;95(25).
13. Thamilselvan P, Sathiaselvan J. Detection and classification of lung cancer MRI images by using enhanced k nearest neighbor algorithm. Indian Journal of Science Technology. 2016;9(43):1-7.
14. Kurkure M, Thakare A, editors. Lung cancer detection using genetic approach. 2016 International Conference on Computing Communication Control and automation (ICCUBEA); 2016: IEEE.
15. Diaz, Joey Mark Pinon, Raymond Christopher Solano, Geoffrey., editors. Lung cancer classification using genetic algorithm to optimize prediction models. IISA 2014, The 5th International Conference on Information, Intelligence, Systems and Applications; 2014: IEEE.

16. Hamad AM. Lung cancer diagnosis by using fuzzy logic. IJCSMC. 2016;5(3):32-41.

17. Samuel CC, Saravanan V, Devi MV, editors. Lung nodule diagnosis from CT images using fuzzy logic. International Conference on Computational Intelligence and Multimedia Applications (ICCIMA 2007); 2007: IEEE.

18. Durai MS, Iyengar NCS. Effective analysis and diagnosis of lung cancer using fuzzy rules. International Journal of Engineering Science Technology. 2010;2(6):2102-8.

19. Alakwaa W, Nassef M, Badr AJLC. Lung cancer detection and classification with 3D convolutional neural network (3D-CNN). 2017;8(8):409.

20. Huang X, Shan J, Vaidya V, editors. Lung nodule detection in CT using 3D convolutional neural networks. 2017 IEEE 14th International Symposium on Biomedical Imaging (ISBI 2017); 2017: IEEE.

21. Chon A, Balachandar N, Lu P. Deep convolutional neural networks for lung cancer detection. Stanford University. 2017.

22. Akay, Fatih. M. Support vector machines combined with feature selection for breast cancer diagnosis. Expert systems with applications. 2009;36(2):3240-7.

23. Ahmad, L Gh Eshlaghy, AT Poorebrahimi, A Ebrahimi, M Razavi HMI. Using three machine learning techniques for predicting breast cancer recurrence. Health Med Inform. 2013;4(124):3.

24. Asri, Hiba Mousannif, Hajar Al Moattassime, Hassan Noel, Thomas. Using machine learning algorithms for breast cancer risk prediction and diagnosis. Procedia Computer Science. 2016;83:1064-9.

25. Muayed S. AL-Huseiny, Noor K. Abbas, Sajit. AS. Diagnosis of Arrhythmia Based on ECG Analysis Using CNN. Bulletin of Electrical Engineering and Informatics.9(3).

26. Fei, Sheng-wei. Diagnostic study on arrhythmia cordis based on particle swarm optimization-based support vector machine. Expert Systems with Applications. 2010;37(10):6748-52.

27. Acharya, U Rajendra Fujita, Hamido Oh, Shu Lih Hagiwara, Yuki Tan, Jen Hong Adam, et al. Deep convolutional neural network for the automated diagnosis of congestive heart failure using ECG signals. Applied Intelligence. 2019;49(1):16-27.

28. Kumari, V Anuja Chitra. Classification of diabetes disease using support vector machine. International Journal of Engineering Research Applications. 2013;3(2):1797-801.

29. Song Q, Zhao L, Luo X, Dou X. Using deep learning for classification of lung nodules on computed tomography images. Journal of healthcare engineering. 2017;2017.

30. kaggle.com. The IQ-OTH/NCCD lung cancer dataset URL https://www.kaggle.com/hamdallak/the-iqothnccd-lung-cancer-dataset.

31. Fukushima K. Neocognitron: A self-organizing neural network model for a mechanism of pattern recognition unaffected by shift in position. Biological cybernetics. 1980;36(4):193-202.

32. Saha S. A comprehensive guide to convolutional neural networks—the EL15 way. Medium; 2018.

33. Lu W, Yan G, Li J, Gong S, Han Y, Li X, editors. Flexflow: A flexible dataflow accelerator architecture for convolutional neural networks. 2017 IEEE International Symposium on High Performance Computer Architecture (HPCA); 2017: IEEE.

34. Yamashita R, Nishio M, Do RKG, Togashi K. Convolutional neural networks: an overview and application in radiology. Insights into imaging. 2018;9(4):611-29.

35. Ahmadi M, Vakili S, Langlois JP, Gross W, editors. Power reduction in cnn pooling layers with a preliminary partial computation strategy. 2018 16th IEEE International New Circuits and Systems Conference (NEWCAS); 2018: IEEE.

36. Krizhevsky A, Sutskever I, Hinton GE, editors. Imagenet classification with deep convolutional neural networks. Advances in neural information processing systems; 2012.
37. Jain A. Deep Learning for Computer Vision – Introduction to Convolution Neural Networks. Analytics vidhya.
38. Altman DG, Bland JM. Diagnostic tests. 1: Sensitivity and specificity. British Medical Journal. 1994;308(6943):1552.
39. Davis J, Goadrich M, editors. The relationship between Precision-Recall and ROC curves. Proceedings of the 23rd international conference on Machine learning; 2006.

About authors

| Author                              | Bibliography                                                                                     |
|-------------------------------------|-------------------------------------------------------------------------------------------------|
| Hamdalla F. Kareem                  | He born in Wasit in 1993, at 2016 receives his BSc degree in electrical engineering from Wasit University, and at 2018, he starts studying MSc in the college of engineering in Wasit University. |
| Muayed S AL-Huseiny                 | Received his BSc and MSc degrees in Computer and Software Engineering form AL-Mustansiriya University in 2002 and 2005 respectively. He received PhD in Electronics and Computer Science from the University of Southampton in 2012. He received several research grants as well as study scholarship. He is an alumnus of the Fulbright Visiting Scholars program in the University of Central Oklahoma in 2014. Dr. AL-Huseiny is currently a faculty member and Dean of College of Computer Science and Information Technology in Wasit University. His research interests include computer vision, machine learning, biomedical engineering, IoT, and cryptography. He published several research papers in these fields and authored a book in cryptography. His current focus is on developing wearables for medical diagnosis by using machine learning. |
| Furat Yehea Mohsen                  | MBCHB-FIB-MS, born in Iraq in 1984, he graduated from the college of medicine at AL-Mustansiriya University. Clinical oncologist specialist, Fellow of the Iraqi Board for Medical Specialization, the head of the technical department at the oncology teaching hospital, in the medical city. |
| Enam Azez Khalel                    | MBCHB-DMRD, Sonar specialist and radiologist, she was born in Iraq, in 1986 she graduated from the college of medicine at the University of Baghdad. Now she is the Head of the Radiology department at the oncology teaching hospital. She has been working in the field of early detection of breast cancer since 2003. Vice President of the Iraqi Society of Radiologists. |
| Zainab Salih Hassan                 | Medical physiologist, she received her BCs degree college of science at Baghdad University. Works in the Radiology department at The oncology teaching hospital for 14 years, she has experience working in MRI, X-Ray, Mammography, and CT scan. |