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Abstract. Kobayashi [21] introduced a uniform notion of compressibility of infinite binary sequences $X$ in terms of relative Turing computations with sub-identity use of the oracle. Given $f : \mathbb{N} \to \mathbb{N}$ we say that $X$ is $f$-compressible if there exists $Y$ such that for each $n$ we compute $X \upharpoonright_n$ using at most the first $f(n)$ bits of the oracle $Y$. Kobayashi compressibility has remained a relatively obscure notion, with the exception of some work on resource bounded Kolmogorov complexity. The main goal of this note is to show that it is relevant to a number of topics in current research on algorithmic randomness.

We prove that Kobayashi compressibility can be used in order to define Martin-Löf randomness, a strong version of finite randomness and Kurtz randomness, strictly in terms of Turing reductions. Moreover these randomness notions naturally correspond to Turing reducibility, weak truth-table reducibility and truth-table reducibility respectively. Finally we discuss Kobayashi’s main result from [21] regarding the compressibility of computably enumerable sets, and provide additional related original results.
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1 Introduction

The compressibility of a finite binary program $\sigma$ is defined in terms of the shortest program that can generate $\sigma$. This is the idea behind the theory of Kolmogorov complexity $C$ of strings. For example, if $c \in \mathbb{N}$ then $\sigma$ is $c$-incompressible if $C(\sigma) \geq |\sigma| - c$, and similar definitions are used with respect to the prefix-free complexity $K$, where the underlying universal machine is prefix-free. This notion of incompressibility has a well-known extension to infinite binary streams $X$, where we say that $X$ is $c$-incompressible if $K(X \upharpoonright n) \geq n - c$ for all $n$. Then the algorithmic randomness of $X$ is often identified with the property that $X$ is $c$-incompressible for some $c$, and coincides with the notion of Martin-Löf randomness\(^1\). These concepts are basic in Kolmogorov complexity, and the reader is referred to the standard textbooks \([29, 15]\) for the relevant background.

1.1 Kobayashi compressibility and incompressibility

The reader may observe that the above extension of the definition of compressibility from finite to infinite sequences is nonuniform, in the sense that the compression of the various initial segments of $X$ could be done by different, possibly unrelated short programs. A uniform extension of compressibility from strings to infinite streams would require the individual short programs to be part of a single stream. Kobayashi \([21]\) considered exactly that approach.

**Definition 1.1 (Kobayashi \([21]\)).** Given $f : \mathbb{N} \to \mathbb{N}$ we say that $X$ is $f$-compressible if there exists $Y$ which computes $X$ via an oracle Turing machine which queries, for each $n$, at most the first $f(n)$ digits of $Y$ for the computation of $X \upharpoonright n$.\(^2\)

Note that, since every real is computable from itself with identity use, Definition 1.1 only makes sense if $f(n)$ occasionally dips well below $n$. This feature contrasts a standard caveat that is often assumed in computability theory for convenience, that the oracle-use in relative computations is strictly increasing. Kobayashi did not necessarily require that $f$ is computable in this definition, but added effectiveness requirements in the statements of his results. We formulate the corresponding notion of incompressibility of a real $X$ based on Definition 1.1 as follows.

**Definition 1.2 (Kobayashi incompressibility).** We say that a real $X$ is Kobayashi incompressible if it is not $f$-compressible for any function $f$ such that $n - f(n)$ is unbounded.

Note that every set $X$ is $(n - c)$-compressible for every constant $c$. Indeed, given $c$ one can consider $Y$ such that $X = X \upharpoonright c \ast Y$, and by hardwiring $X \upharpoonright c$ into a Turing machine we can compute $X$ from $Y$ with oracle-use $n - c$.

Kobayashi showed that the class of the incompressible streams $X$ of Definition 1.2 has measure 1. We will see in the following that, in fact, this definition is equivalent to Martin-Löf randomness. Furthermore, if Turing computability in this definition is replaced with stronger reducibilities, then we get

\(^1\)This is the first robust and most accepted definition of algorithmic randomness and was originally introduced by Martin-Löf \([31]\) based on effective statistical tests.

\(^2\)The reader who is familiar with monotone complexity from Levin in \([26, 27]\) (also discussed in \([15, Section 3.15]\)) will note that if $X$ is $f$-compressible for a computable function $f$, then $f$ is an upper bound on the monotone complexity of $X$.\[2\]
alternative definitions of Kurtz randomness\(^3\) and a strong version of computably bounded randomness\(^4\) which we call granular randomness, respectively. We state these results in Section 1.4, deferring their proofs in latter sections. It is interesting to note that these alternative definitions do not involve measure or prefix-free machines, so they are unique in that they only use notions from classical computability theory. It is curious that Kobayashi’s simple and natural notion of compressibility has remained rather obscure, and does not even feature in the encyclopedic books on Kolmogorov complexity and computability [29, 15, 32].\(^5\)

### 1.2 Oracle-use in computations

Note that if \(f\) is non-computable, then the condition in Definition 1.1 does not necessarily mean that \(X\) is computable from \(Y\) with oracle use \(f\). The results we present often hide a non-standard notion of oracle-use in computations, and for this reason we introduce some basic terminology. We define oracle-use in a computation of \(X\) from \(Y\) through an oracle Turing machine in the standard way, as the function \(n \mapsto f(n)\) which indicates, for each \(n\), the largest position in \(Y\) which was queried during the computation of \(X(n)\). Note that this oracle use is computable in the oracle \(Y\) (but in general non-computable), and it is adaptive, in the sense that it depends on the oracle \(Y\). Another standard notion is the oracle-use of a truth-table reduction \(X \leq_{tt} Y\). In this case the oracle-use of the truth-table reduction is the function \(n \mapsto g(n)\) which indicates, for each \(n\), the the largest position in \(Y\) which occurs in the truth-table corresponding to the computation of \(X(n)\). Note that the oracle-use of a truth-table reduction is computable and oblivious in the sense that it does not depend on the oracle \(Y\). Finally a weak-truth-table reduction \(X \leq_{wtt} Y\) is exhibited by a Turing machine \(M\) and a computable function \(h\) such that the oracle-use of \(M(n)\) is bounded above by \(h(n)\) for all oracles \(Z\) and all numbers \(n\) such that \(M_Z(n) \downarrow\). In this case \(h\) is called the oracle-use of the weak-truth-table reduction, and it is oblivious and computable by definition.

We now introduce a non-standard definition. Day [13] used the following notion in order to characterize various notions of algorithmic randomness (see Section 1.3). We say that \(X\) is totally Turing reducible to \(Y\) with oracle-use \(f\) if there is a total Turing machine \(M\) which computes \(X\) with oracle \(Y\) and oracle-use \(f\). Recall that \(X \leq_{tt} Y\) if and only if there is a total Turing machine \(M\) (i.e. such that \(n \mapsto M^{Z}(n)\) is total for all \(Z\)) which computes \(X\) with oracle \(Y\). The truth-table oracle-use is oblivious and computable while the oracle-use of total reductions is adaptive and could be incomputable. However the oracle-use of a total reduction has a computable upper bound, and it is computable in the oracle \(Y\). Day [13] provided characterizations of various notions of algorithmic randomness based on the oracle-use in total reductions. We briefly discuss these contributions in Section 1.3, in the context of the present paper.

---

\(^3\)originally from Kurtz [25] and further studied by Wang [36] and Downey Griffiths and Reid [14].

\(^4\)introduced and studied by Brodhead, Downey and Ng [10].

\(^5\)Of the two citations to Kobayashi’s work in [29] one is about a somewhat known result regarding the structure of one-tape nondeterministic Turing machine time hierarchy and the other is [22]. Incidentally, the results in the latter paper were independently reproved by Becher, Figueira, Grigorieff and Miller [9] (along with other original results).
1.3 Previous work on Kobayashi compressibility

An adaptation Kobayashi’s compressibility notion for resource-bounded computations was considered in Balcázar, Gavaldà, and Hermo [1, 2], where it was shown that for logarithmic initial segment complexity (i.e., when the plain or prefix-free Kolmogorov complexity of the sequence is $O(\log n)$), the uniform and nonuniform approaches coincide, both in the resource bounded and resource unbounded case. In particular, they showed that\(^6\)

\[
\text{if } X \text{ has has initial segment complexity } O(\log n) \text{ then there exists some } Y \text{ that computes } X \text{ with oracle-use } O(\log n).
\]

Another observation from [1, 2] is that for constant oracle-use bounds and polynomial time, Kobayashi’s notion coincides with the polynomial computable functions and also with the corresponding resource-bounded version in terms of initial segment complexity relative to the length of the initial segment, which was studied by Loveland [30].

Such uniform notions of compressibility for infinite streams based on Kobayashi’s report were later used by Balcázar, Gavaldà and Siegelmann in [3] in order to give a characterization of the computational power of recurrent neural networks in terms of the Kolmogorov complexity of their weights. A hierarchy theorem regarding resource-bounded compressibility notions based on functions $f$ of increasing growth rates is also included in [3].

The notion of relative computations with occasionally sub-linear oracle-use that is behind Kobayashi’s notion of compressibility also initiated a study of strong reducibilities in a series of three never-before-cited papers by Habart [18, 19, 20]. From these papers, [18] is directly related to algorithmic randomness notions. Given a computable $f : \mathbb{N} \to \mathbb{N}$ let $S(f)$ be the class of reals $X$ which are $f$-compressible according to Definition 1.1. Given a subclass $C$ of the class $\omega^\omega$ of functions from the natural numbers to the natural numbers, Habart defined $X$ to be $C$-incompressible (or incompressible with respect to $C$) if

\[
\forall f \in C, \ [X \in S(f) \Rightarrow S(f) = 2^\omega]
\]

where $2^\omega$ is the class of all infinite binary sequences. Similarly, $X$ is $C$-compressible if it is not $C$-incompressible, i.e., if there exists $f \in C$ such that $X \in S(f)$ and there are $f$-incompressible reals. Habart then shows that

Martin-Löf randomness is equivalent to incompressibility with respect to all non-decreasing functions in $\omega^\omega$.

Moreover Habart shows that the following conditions are equivalent for any real $X$:

(a) $X$ is compressible with respect to the computable functions in $\omega^\omega$;

(b) $X$ is compressible with respect to the nondecreasing computable functions in $\omega^\omega$;

(c) there exists a computable function $g$ such that $K(X \upharpoonright g(n)) \leq g(n) - n$ for all $n$.

---

\(^6\)The reader may recall that $O(\log n)$ initial segment complexity means the same (modulo additive constants) for plain or prefix-free Kolmogorov complexity, since the latter is at most two times the plain complexity.
The follow-up papers [19, 20] explore variations of the above notion of compressibility and, amongst other results, give a characterization of bi-immunity in terms of compressibility.

Day [13], unaware of of the above developments, gave characterizations of computable randomness, Schnorr randomness and Kurtz randomness in Kobayashi’s spirit of compressibility, based on the concept of oracle-use in total reductions as we discussed in Section 1.2, and effective martingales. His results are in the same spirit as our Section 1.4, but different due to the fact that he considers total reductions. For example, he shows that a real $X$ is computably random if for every $Y$ which computes $X$ through a total reduction, the oracle use on $n$ is bounded above by $n - c$ for some constant $c$ and all $n$. His characterizations of Kurtz randomness and Schnorr randomness are slightly different but in the same spirit. Franklin, Greenberg, Stephan and Wu [17] showed that a reals $X$ is $f$-compressible (recall Definition 1.1) for all computable non-decreasing unbounded functions $f$ if and only if for all such functions $f$ we have $K(X \uparrow_{f(n)}) \leq n$ for almost all $n$. Moreover they gave characterizations of this class of reals in terms of notions from classical computability theory, such as c.e. traceability.\footnote{The authors of [17] use their own terminology, although many of their results concern Kobayashi’s notion of compressibility.}

The main result from [21] is the following characterization of the compressibility of computably enumerable (c.e. from now on) sets in terms of asymptotic bounds on the oracle use in relative computations.

**Theorem 1.3 (Kobayashi [21]).** If $f$ is a non-decreasing computable function then the following are equivalent:

(a) $\sum_n 2^{-f(n)}$ is finite;

(b) every c.e. set $X$ is computable by some set $Y$ with oracle-use bounded above by $f$.

This is an elegant characterization of the compressibility of c.e. sets. Other results on this topic, such as the work in [8, 24, 7, 5], tend to focus on the Kolmogorov complexity of the initial segments of c.e. sets. In fact, Theorem 1.3 remains true if we add a third clause saying ‘every c.e. set $X$ is computable by $\Omega$ with oracle-use bounded above by $f^*$’ where $\Omega$ is Chaitin’s halting probability. We give a short proof of this slightly enhanced result in Section 3.1.

In the last decade, a number of vaguely related results in the spirit of Theorem 1.3 have emerged in the literature. Solovay [34] (also see [15, Section 3.13]) and Tadaki [35] considered the problem of how many bits of $\Omega$ are needed in order to compute the domain of the universal prefix-free machine $U$ up to the strings of length $n$. Tadaki showed that, if we restrict the question to computable use-functions, then the answer is given by the computable functions of the type $n - f(n)$ such that $\sum_n 2^{-f(n)}$ is finite. Similar asymptotic conditions on the oracle use in relative computations between c.e. reals were obtained in [4].

A typical case in Theorem 1.3 is for logarithmic bounds. We get that if $\epsilon > 1$ then every c.e. set is $(\epsilon \cdot \log n)$-compressible while there are c.e. sets that are not $(\log n)$-compressible. A result with the same flavor was recently presented in [6], where it was shown that halting probabilities of universal prefix-free machines are computable from eachother with use $n + \epsilon \cdot \log n$ for any $\epsilon > 1$, but this statement is no longer true for $\epsilon = 1$.\footnote{The authors of [17] use their own terminology, although many of their results concern Kobayashi’s notion of compressibility.}
1.4 Our results

There are two types of results that we present, both of which are related to Kobayashi’s report [21]. First, in Section 1.4.1 we consider versions of Kobayashi incompressibility and relate them to known randomness notions. Second, in Section 1.4.2 we consider some results related to the initial segment complexity of c.e. sets and Theorem 1.3.

1.4.1 Kobayashi incompressibility and reductions

Our first result is that Kobayashi incompressibility coincides with Martin-Löf randomness. This fact has also been noticed by Laurent Bienvenu (personal communication—unpublished). Recall that a set of strings $U$ can be viewed as the set of reals that have a prefix in $U$. In this way, the measure $\mu(U)$ is the Lebesgue measure of the corresponding open set of reals. Also recall that a Martin-Löf test is a uniformly c.e. sequence of sets $(U_i)$ with $\mu(U_i) < 2^{-i}$ for all $i$, and a real $X$ is Martin-Löf random if it is not in $\cap_i U_i$ for any Martin-Löf test $(U_i)$.

**Theorem 1.4** (Kobayashi incompressibility and Turing reductions). The following are equivalent:

(a) $X$ is Martin-Löf random;

(b) for every $Y$ with $X \leq_T Y$ the $Y$-use in any such computation of $X \upharpoonright n$ is bounded below by $n - c$ for some constant $c$ and all $n$.

Next, we consider the notion of Kobayashi compressibility, as it was discussed in Section 1.1, but with respect to strong reducibilities like truth-table and weak truth-table reducibility. For example, given a computable $f : \mathbb{N} \rightarrow \mathbb{N}$ we can say that $X$ is truth-table $f$-compressible if there exists $Y$ which truth-table computes $X$ with oracle-use bounded above by $f$. Similar definitions apply with respect to weak truth-table reducibility. It is now natural to ask whether these restricted notions of incompressibility characterize known variants of algorithmic randomness. It turns out that this is indeed the case, and for the truth-table variant the corresponding notion is Kurtz randomness, which was originally introduced in [25]. A Martin-Löf test $(U_i)$ is a Kurtz test if $U_i$ is finite for each $i$. A real is Kurtz random if it is not in $\cap_i U_i$ for any Kurtz test $(U_i)$.

**Theorem 1.5** (Kobayashi incompressibility and truth-table reductions). The following are equivalent:

(a) $X$ is Kurtz random;

(b) for every $Y$ such that $X \leq_{tt} Y$ the $Y$-use in any such computation of $X \upharpoonright n$ is bounded below by $n - c$ for some constant $c$ and all $n$.

Downey, Griffiths and Reid [14] gave alternative characterizations of Kurtz randomness in terms of tests and initial segment complexity. These characterizations can be used to give an alternative proof of Theorem 1.5, as we note in the following.

If we consider Theorem 1.4 with respect to weak truth-table reducibility, the corresponding randomness notion is what we call granular randomness in Theorem 1.6, which expresses it as a restricted version.

---

8This formulation is due to Wang [36].
of Martin-Löf randomness in terms of tests, martingales, or prefix-free complexity. Given a function $g$, we say that a Martin-Löf test $(V_i)$ is $g$-granular if for each $i$ each string in $V_i$ has length at most $g(i)$. Moreover we say that a Martin-Löf test is computably granular if it is $g$-granular for some computable increasing function $g$.

**Theorem 1.6** (Granular randomness). The following are equivalent for a real $X$:

(a) $X \in \cap_i V_i$ for a computably granular Martin-Löf test $(V_i)$;

(b) there exist a c.e. (super)martingale $M$ and a computable function $g$ such that $\forall i \, M(X \upharpoonright_{g(i)}) \geq i$;

(c) there exists a computable function $g$ such that $\forall i \, K(X \upharpoonright_{g(i)}) \leq g(i) - i$.

A real which does not have these properties is called granularly random.

Note that, given a granular test $(V_i)$, without loss of generality we may assume that for each $i$, all strings in $V_i$ have length $g(i)$. Moreover since $\mu(V_i) \leq 2^{-i}$ for each $i$, we may also assume that $|V_i| \leq 2^{g(i)-i}$ for each $i$. This means that granular randomness is weaker than all versions of finite randomness that was introduced and studied by Brodhead, Downey and Ng in [10]. On the other hand, granular randomness is stronger than Kurtz randomness.

**Theorem 1.7** (Kobayashi incompressibility and bounded oracle-use). The following are equivalent:

(a) $X$ is granularly random;

(b) for every $Y$ such that $X \leq_{wtt} Y$ the $Y$-use in any such computation of $X \upharpoonright_n$ is bounded below by $n - c$ for some constant $c$ and all $n$.

This last result is related to a result from Habart [18], which asserts that for each real $X$, property (c) of Theorem 1.6 is equivalent to $X$ being $R$-compressible in the sense of definition (1.3.1), where $R$ here denotes the class of computable functions.

### 1.4.2 Oracle-use and initial segment complexity of c.e. sets and c.e. reals

The number $\Omega$ was introduced by Chaitin in [12] as the halting probability of a universal prefix-free machine, who also showed that it is Martin-Löf random. Clearly $\Omega$ depends on the underlying universal prefix-free machine, but the cumulative work of Solovay [34], Calude, Hertling, Khoussainov and Wang [11] and Kučera and Slaman [23] showed that these numbers are exactly the left-c.e. Martin-Löf random numbers. Finally we point out the following fact regarding left-c.e. reals with highly complex initial segment. As the universal halting probability, $\Omega$ computes all left-c.e. reals including the halting problem itself. The following theorem qualifies the latter completeness property and relates to the main result of Kobayashi [21], Theorem 1.3.

**Theorem 1.8.** Every left-c.e. real $X$ can be computed from $\Omega$ with oracle-use $g(n) = \min_{i \geq n} K(X \upharpoonright_n)$.

---

9 The referee has pointed out that this clause remains valid if stated in terms of plain Kolmogorov complexity.

10 in fact, strictly weaker. By diagonalizing against all granular Martin-Löf tests it is a simple exercise to construct a granularly random real which is not random with respect to any of the finite randomness notions of [10].

11 in fact, strictly stronger. By diagonalizing against all Kurtz tests it is a simple exercise to show that there are Kurtz random reals which are not granularly random.
Recall that $K(\sigma) \leq |\sigma| + K(|\sigma|)$ for all strings $\sigma$, and that if $f$ is a computable function such that $\sum_n 2^{-f(n)}$ is finite, then $K(n) \leq f(n) + O(1)$ for all $n$. Hence Theorem 1.8 implies that any left-c.e. real is computable from $\Omega$ with oracle-use $n + f(n)$, where $f$ is any computable non-decreasing function such that $\sum_n 2^{-f(n)}$ is finite. The latter fact was shown in [4], where it was also shown to be optimal in the sense that if $\sum_n 2^{-f(n)}$ is infinite then there exists a left-c.e. real which is not computable from $\Omega$ with oracle-use $n + f(n)$.

It would be interesting to find in which sense the upper bound of Theorem 1.8 for individual left-c.e. reals $X$ is optimal. This might not be straightforward as computable left-c.e. reals are computable from any $\Omega$ with zero oracle-use and Martin-Löf random left-c.e. reals are versions of $\Omega$ and are computed from themselves with identity oracle-use. With regard to the latter case, we do know from [6] that given any version of $\Omega$ we can find a random left-c.e. real which is not computable from $\Omega$ with use $n + \log n + O(1)$.

Barzdins [8] showed that the plain complexity of (the characteristic sequence of) every c.e. set is bounded above by $2 \log n + O(1)$. Then Kummer [24] showed that this upper bound is optimal, in the sense that there exist c.e. sets $A$ such that for some constant $c$ we have $C(A \upharpoonright_n) > 2 \log n - c$ for infinitely many $n$. Here we present a corresponding optimal monotone upper bound for the prefix-free complexity of c.e. sets.

**Theorem 1.9.** If $h$ is a computable non-decreasing function then the following are equivalent:

(a) the prefix-free complexity of every c.e. set is bounded above by $h(n) + \log n + O(1)$;

(b) $\sum_n 2^{-h(n)}$ is finite.

Recall from [16] that a Turing degree $a$ is array computable if there exists a function which is truth-table reducible to the halting problem, which dominates all functions computable from $a$. Kummer [24] showed that array non-computable c.e. degrees contain c.e. sets $A$ such that for some constant $c$ we have $C(A \upharpoonright_n) > 2 \log n - c$ for infinitely many $n$, while the plain complexity of the c.e. sets of an array computable degree is bounded above by $\log n + g(n) + O(1)$ for any given non-decreasing unbounded computable function $g$. This is sometimes known as the Kummer gap theorem (see [15, Section 16.1]).

The prefix-free version of the Kummer gap theorem says that the upper bound $f(n) + \log n$ of Theorem 1.9 is tight for array non-computable c.e. degrees (in the same sense that $2 \log n$ was tight in the plain complexity case) and that $f(n) + g(n) + O(1)$ is an upper bound for the prefix-free complexity of array computable c.e. sets (where again, $g$ is any fixed computable unbounded non-decreasing function). We state a representative case of this result, while the interested reader can verify that the proof that we give in Section 3.4 applies to the general case.

**Theorem 1.10** (Kummer gap for prefix-free complexity of c.e. sets). If $a$ is a c.e. degree then

(a) if $a$ is array non-computable then it contains a c.e. set whose prefix-free complexity is not bounded above by $2 \log n + \log \log n$;

(b) if $a$ is array computable then the prefix-free complexity of all of its c.e. members is bounded above by $\log n + 2 \log \log n + O(1)$.

Note that the upper bound for the case of array non-computable degrees is slightly higher than Kum-
mer’s $2 \log n$, as it follows from Theorems 1.10 and 1.9. The same is true for the case of array computable degrees, where Kummer’s bound was $\log n + g(n)$ for an arbitrary unbounded computable non-decreasing function $g$.

2 Characterizations of randomness notions

The arguments we give for Theorems 1.4, 1.5 and 1.7, are based on proving $\neg(a) \leftrightarrow \neg(b)$ in each case. We see two different ways of proving $\neg(a) \leftrightarrow \neg(b)$ in each of these cases. One is to construct $Y$ and the required reduction of $X$ to $Y$ based on the definition of the randomness notion at hand, in terms of tests. The second way is to use the Kolmogorov complexity definition of the corresponding randomness notion. We demonstrate the first methodology in the proof of Theorem 1.4 and demonstrate the second methodology in the proofs of Theorems 1.5 and 1.7.

2.1 Proof of Theorem 1.4

We need to show that the following are equivalent:

(a) $X$ is Martin-Löf random;

(b) for every $Y$ such that $X \leq_T Y$ the $Y$-use in any such computation of $X \upharpoonright n$ is bounded below by

\[n - c\]

for some constant $c$ and all $n$.

It suffices to prove $\neg(a) \leftrightarrow \neg(b)$. First, assume that $X$ is not Martin-Löf random. Then for every constant $c$ there exists some $n$ such that $K(X \upharpoonright n) \leq n - c$. Hence for every $c$ there exists some $n$ and a description of $X \upharpoonright n$ of length at most $n - c$. We can use this fact in order to define a stream $Y$ which computes $X$ with oracle-use some function $g$ such that $\limsup_n (n - g(n)) = \infty$. We define $Y$ by induction, as the concatenation of a suitably crafted sequence of strings ($\sigma_i$). Let $\sigma_0$ be the empty sequence and let $n_0 = c_0 = 0$. Inductively assume that for some $k > 0$ all $\sigma_{i_0}, i < k$ have been defined and belong to the domain of the universal prefix-free machine $U$. Let $c_k$ be the sum of all $|\sigma_i|, i \leq k$. Let $n_k > n_{k-1}$ be a number such that $K(X \upharpoonright n_k) \leq n_k - c_{k-1} - k$ and let $\sigma_k$ be the shortest description of $X \upharpoonright n_k$. This concludes the definition of ($\sigma_i$).

Let $Y = \sigma_0 * \sigma_1 * \cdots$ and note that, since all $\sigma_i$ are in the domain of $U$ and $U$ is a prefix-free machine, for each $k$ we can uniformly compute $X \upharpoonright n_i$ from $Y \upharpoonright c_k$. We now show by induction that for each $k$ we also have $c_k + k \leq n_k$. Clearly this holds for $k = 0$. Inductively assume that $k > 0$ and $c_{k-1} + k - 1 \leq n_{k-1}$. Then $c_k = c_{k-1} + K(X \upharpoonright n_i) \leq c_{k-1} + n_k - c_{k-1} - k = n_k - k$ which concludes the induction step. Note that since $U$ is prefix-free the oracle $Y$ can compute the sequence ($\sigma_i$). Therefore for each $n$ the string $X \upharpoonright n$ can be uniformly computed by $Y$ with use $c_k$, where $k$ is the least number such that $n \leq n_k$. So assuming that $\neg(a)$ we have proved that $\neg(b)$.

For the other direction\footnote{The referee has pointed out that this direction also follows directly from the characterization of Martin-Löf randomness in terms of monotone complexity from Levin [28] and Schnorr [33]. See [15, Theorem 6.3.10].} assume that $\neg(b)$ and let $Y$ be an oracle such that $X = \Phi(Y)$ for a Turing functional $\Phi$ such for each $c$ there exists $n$ such that the $Y$-use $\phi(X \upharpoonright n)$ for the computation of $X \upharpoonright n$ is...
less than \( n - c \). We can view \( \Phi \) as a c.e. set of tuples \( \langle \sigma, \tau \rangle \) which indicate that any stream with prefix \( \sigma \) is \( \Phi \)-mapped to a string or stream with prefix \( \tau \). We enumerate a Martin-Löf test \( (V_j) \) as follows. Given \( k \), for each \( \langle \sigma, \tau \rangle \) in \( \Phi \) such that \( |\tau| > k + |\sigma| \) we enumerate \( \tau \) into \( V_k \). By our assumption we have \( X \in \cap_i V_i \), so it remains to show that \( \mu(V_k) \leq 2^{-k} \) for each \( k \). For a contradiction, suppose that \( \mu(V_k) > 2^{-k} \) for some \( k \). Then there exists a finite prefix-free set of strings \( \{ \tau_j | i < t \} \subseteq V_k \) such that

\[
\sum_{i < t} 2^{-|\tau_i|} > 2^{-k}.
\]

By the way we enumerate \( V_k \) and since \( \Phi \) is a Turing functional, for each \( \tau_i, i < t \) there exists some \( \sigma_i \) such that \( \langle \sigma_i, \tau_i \rangle \in \Phi, |\sigma_i| < |\tau_i| - k \) and the set \( \{ \sigma_i | i < t \} \) is prefix-free. So

\[
\sum_{i < t} 2^{-|\tau_i|} < \sum_{i < t} 2^{-|\sigma_i| - k} \leq 2^{-k} \cdot \sum_{i < t} 2^{-|\sigma_i|} \leq 2^{-k}
\]

which contradicts the previous inequality. We can conclude that \( \mu(V_k) \leq 2^{-k} \) for each \( k \), which completes the proof that \( X \) is not Martin-Löf random.

### 2.2 Proof of Theorem 1.5

We need to show that the following are equivalent:

(a) \( X \) is Kurtz random;

(b) for every \( Y \) such that \( X \leq_T Y \) the \( Y \)-use in any such computation of \( X \rceil_n \) is bounded below by \( n - c \) for some constant \( c \) and all \( n \).

We show \( \neg(a) \iff \neg(b) \). Note that for \( \neg(a) \to \neg(b) \) one can use the characterization of Kurtz randomness in terms of a restricted version of prefix-free complexity from Downey, Griffiths and Reid [14] (just as we used such a characterization of Martin-Löf randomness in Section 2.1). Instead, here we use the formulation of Kurtz randomness in terms of tests, originally by Wang [36].

\[ \blacktriangleleft \text{Proof that } \neg(a) \text{ implies } \neg(b). \]

Assuming that \( X \) is not Kurtz random, there exists a computable sequence \( (D_i) \) of finite sets of strings (also known as a strong array) such that \( \mu(D_i) \leq 2^{-i} \) and \( X \in D_i \) for each \( i \). Moreover, without loss of generality we may assume that for each \( i \), the strings in \( D_i \) have the same length \( d_i \). For each \( i \), the number of strings in \( D_i \) is at most \( 2^{d_i - i} \). Without loss of generality we may assume that for each \( i \) we have \( d_i < d_{i+1} \), \( |D_i| = 2^{d_i - i} \), \( d_0 > 1 \) and every string in \( D_{i+1} \) has a prefix in \( D_i \). It suffices to construct a total Turing functional \( \Phi \) such that for each \( X \in \cap_i D_i \) there exists some \( Y \) such that \( X = \Phi^Y \). As a basis for this functional, we define a partial computable tree \( T \) as a partial computable function from strings to strings, and an increasing sequence \( (q_s) \) of indices of the array \( (D_i) \), such that

(a) for each \( s \) and each \( \rho \in D_{q_s} \) we have \( T(\rho) \downarrow \) and \( |T(\rho)| = |\rho| - s \);

(b) if \( T(\rho) \downarrow \) then \( \rho \in D_{q_s} \) for some \( s \).
Let $\lambda$ be the empty string. We define the sequence $(q_s)$ along with $T$ and an auxiliary increasing computable sequence $(p_s)$ by simultaneous recursion, and use $p_s$ as the length of $T(\rho)$ for each $\rho \in D_{q_s}$. In this construction we view the image $T(\rho)$ of $\rho$ as a code for $\rho$.

At stage 0, let $q_0 = p_0 = 0$ and let $T(\lambda) = \lambda$. At stage $s + 1$ assume inductively that $q_j, p_j, j \leq s$ have been defined. Then let $q_{s+1} = p_s + s + 1$ and $p_{s+1} = d_{q_{s+1}} - s - 1$. Next, for each string $\rho \in D_{q_s}$ map the extensions of $\rho$ in $D_{q_{s+1}}$ in lexicographical order onto the extensions of $T(\rho)$ of length $p_{s+1}$. Formally, let $\eta, t < k$ be a lexicographical list of all the strings in $D_{q_{s+1}}$ which extend $\rho$. Moreover let $\theta_t, t < k$ be a lexicographical list of the first $k$ extensions of $T(\rho)$ of length $p_{s+1}$ and define $T(\eta_i) = \theta_i$ for each $t < k$. This completes stage $s + 1$ and the inductive definition of $T$.

It is straightforward to verify that $T$ is well defined, i.e. that at step $s + 1$ the required assignment of strings is possible. Moreover the tree $T$ is clearly a computable map from strings of length $d_{q_{s+1}}$ to strings of length $p_{s+1} = d_{q_{s+1}} - s - 1$. So the properties (a), (b) above hold. Since step $s + 1$ always maps distinct extensions of $\rho$ of a certain length to distinct extensions of $T(\rho)$ of a certain length, the map $T$ is a tree in the sense that for $\eta, \theta$ such that $T(\eta) \downarrow, T(\theta) \downarrow$ we have $\eta \subseteq \theta$ if and only if $T(\eta) \subseteq T(\theta)$. Since $T$ is a tree and the mapping in step $s + 1$ was done in lexicographical order, we have that for each $s$ and each real $X \in \cap_{j \leq s, t} D_j$ the code $T(X \downarrow d_{q_s})$ is defined and for all $s$ the string $X \downarrow d_{q_s}$ is uniformly computable from $T(X \downarrow d_{q_s})$ which has length $d_{q_s} - s$. For each real $X \in \cap_{s} (\cap_{d_{q_s}} D_s)$ let $T(X)$ be the limit of all $T(X \downarrow d_{q_s})$ as $s$ goes to infinity. Consider the intervals $I_s = [d_{q_s}, d_{q_{s+1}})$. Moreover let $\Phi$ be the total Turing functional such that for each $X, s$ and $n \in I_s$ the oracle-use for the first $n$ bits of $X$ is $d_{q_s} - s$ and

$$\Phi^X(n) = \begin{cases} T(X)(n), & \text{if } X \in \cap_{j \leq s, t} D_j; \\ 0, & \text{otherwise.} \end{cases}$$

Then we can conclude that each $X \in \cap D_s$ is truth-table reducible to $T(X)$ and for each $s$ the oracle-use for the computation of the first $d_{q_s}$ bits of $X$ is $d_{q_s} - s$. This concludes the proof of $\neg(b)$ given $\neg(a)$.

- **Proof that $\neg(b)$ implies $\neg(a)$.**

Assume that there exists some $Y$ such that $X \leq_T Y$ and for each $c$ there exists $n$ such that the oracle-use in this reduction for the computation of $n$-bit strings is bounded above by $n - c$. Let $\Phi$ denote a total Turing functional corresponding to the given truth-table reduction $X \leq_T Y$. Also, let $(n_i)$ be a computable increasing sequence of numbers such that for each $i$ the oracle-use with respect to $\Phi$ for the computation of $n_i$-bit strings is bounded above by $n_i - i$. Then we may assume that the oracle-use in computations with respect to $\Phi$ is a non-decreasing computable function $f$ such that $f(n_i) \leq n_i - i$ for each $i$, which is the same for all oracles. The functional $\Phi$ can be seen as a computable set of tuples $\langle \sigma, \tau \rangle$ indicating the fact that any real $Y$ with prefix $\sigma$ is $\Phi$-mapped to an extension of $\tau$. Moreover we can assume that if $\langle \sigma, \tau \rangle \in \Phi$ then for each $\rho \subseteq \tau$ there exists $\eta \subseteq \sigma$ such that $\langle \eta, \rho \rangle \in \Phi$. Using the fact that $f$ is the oracle use in $\Phi$, we may also assume that if $\langle \sigma, \tau \rangle \in \Phi$ then $|\sigma| = f(\tau)$.

For each $i$ consider the set $D_i$ of strings $\tau$ of length $n_i$ such that $\langle \sigma, \tau \rangle \in \Phi$ for some $\sigma$. Then $(D_i)$ is uniformly computable, since $\Phi$ is a total Turing functional. By the choice of $(n_i)$ we have $|\sigma| + i \leq |\tau|$ for each such pair $(\sigma, \tau)$. For each $i$ let $M_i$ be the set of strings $\sigma$ such that $\langle \sigma, \tau \rangle \in \Phi$ for some $\tau \in D_i$. According to our hypothesis about $\Phi$, all strings in $M_i$ have the same length $f(n_i)$, so $M_i$ is prefix-free.
So

\[ \mu(D_i) = \sum_{\tau \in D_i} 2^{-|\tau|} \leq \sum_{\sigma \in M_i} 2^{-|\sigma|-i} = 2^{-i} \cdot \sum_{\sigma \in M_i} 2^{-|\sigma|} \leq 2^{-i}. \]

Since the sets \( D_i \) are also finite and uniformly computable, \( (D_i) \) is a Kurtz test. By our hypothesis we have \( \Phi^Y = X \) for some \( Y \). Hence \( X \in \cap_i D_i \) and this concludes the proof that \( X \) is not Kurtz random.

### 2.3 Proof of Theorems 1.6 and 1.7

The proof of Theorem 1.6 is a direct adaptation of the classic argument that shows the equivalence of the expressions of Martin-Löf randomness in terms of tests, martingales and prefix-free complexity. We need to show that the following are equivalent for a real \( X \):

(a) \( X \in \cap_i V_i \) for a computably granular Martin-Löf test \( (V_i) \);

(b) \( M(X \uparrow_{g(i)}) \geq n \) for all \( n \), a c.e. (super)martingale \( M \) and a computable function \( g \);

(c) \( K(X \uparrow_{g(i)}) \leq g(i) - i \) for a computable function \( g \).

Suppose that (a) holds. Then without loss of generality we may assume that there exists a computable nondecreasing function \( g \) such that for each \( i \), all strings in \( V_i \) have length \( g(i) \). Then we can define \( M(\sigma) = \sum_i \mu(\sigma(V_i)) \).

It can be easily verified that \( M \) is a c.e. martingale which meets (b) for any \( X \in \cap_i V_i \). Conversely, assume that (b) holds and define \( U_i \) to be the set of strings of length \( g(i) \) such that \( M(X \uparrow_{g(i)}) = i \). Also let \( V_i = U_{g(i)} \) for each \( i \). Then \( \mu(V_i) \leq 2^{-i} \) and \( V_i \) is granular with respect to the function \( i \mapsto g(2^i) \). Now assume that (c) holds. Then define \( V_i \) be the set of strings \( \sigma \) of length \( g(i) \) such that \( K(\sigma) \leq |\sigma| - i \). Then \( \mu(V_i) \leq 2^{-i} \) for each \( i \) and any \( X \) such that \( K(X \uparrow_{g(i)}) \leq g(i) - i \) is in \( V_i \). Hence we can deduce (a). Conversely, suppose that \( X \in \cap_i V_i \), \( \mu(V_i) \leq 2^{-i} \) and all strings in \( V_i \) have length \( g(i) \). Then using the Kraft-Chaitin theorem we can build a prefix-free machine \( M \) such that \( K(\sigma) \leq |\sigma| - i \) for all \( i \) and for all \( \sigma \in V_i \). This means that (a) implies (c).

Next, we turn to the proof of Theorem 1.7. We need to show that the following are equivalent:

(a) \( X \) is granularly random;

(b) for every \( Y \) such that \( X \preceq_{\text{wtt}} Y \) the \( Y \)-use in any such computation of \( X \uparrow_n \) is bounded below by \( n - c \) for some constant \( c \) and all \( n \).

This proof is very similar to the argument we discussed in Section 2.2.

**Proof that \( \neg(b) \) implies \( \neg(a) \).**

Assume that (b) does not hold. Then \( \Phi(Y) = X \) for some \( Y \) and a Turing functional \( \Phi \) with computable non-decreasing oracle-use \( f \) on all oracles such that for each \( c \) there exists some \( n \) such that \( f(n) < n - c \). Let \( (n_i) \) be a computable increasing sequence such that \( f(n_i) < n_i - i \) for each \( i \). The functional \( \Phi \) can be seen as a c.e. set of tuples \( \langle \sigma, \tau \rangle \) indicating that for every oracle \( Y \) such that \( \Phi(Y) \) is total, if \( Y \) is prefixed by \( \sigma \) then \( \Phi(Y) \) is prefixed by \( \tau \). We may also assume that for each \( \langle \sigma, \tau \rangle \) in \( \Phi \) we have \( f(|\tau|) = |\sigma| \).

Hence for every \( i \), every \( \tau \) of length \( n_i \) and every \( \sigma \) such that \( \langle \sigma, \tau \rangle \in \Phi \) the length of \( \sigma \) is at most

\[ \mu(\sigma(V_i)) = \mu(\sigma(V_i \uparrow_{|\sigma|})). \]

\[ 2^{n_i}. \]

\[ \text{Here } \mu(\sigma(V_i)) \text{ denotes the measure of } V_i \text{ relative to the set } \{\sigma\} \text{ of reals that have } \sigma \text{ as a prefix: } \mu(\sigma(V_i)) = \mu(\sigma(V_i \uparrow_{|\sigma|})). \]
Let $V_i$ be the set of all $\tau$ of length $n_i$ such that $\langle \sigma, \tau \rangle \in \Phi$ for some $\sigma$. Then by the choice of $n_i$, there can be at most $2^{n_i-i}$ many distinct strings in $V_i$. So $\mu(V_i) \leq 2^{-i}$ and $(V_i)$ is a computably bounded Martin-Löf test. Moreover $X \in \bigcap_i V_i$ so $X$ is not computably bounded random.

Proof that $\neg(a)$ implies $\neg(b)$.

Conversely, assume that $X \in \bigcap_i V_i$ where $(V_i)$ is a Martin-Löf test such that for each $i$ the set $V_i$ contains strings of length $v_i$, such that $v_0 > 1$ and $v_j < v_{j+1}$ for all $j$. Also, without loss of generality we may assume that for each $i$ we have $|V_i| \leq 2^{v_i-i}$ and every string in $V_{i+1}$ has a prefix in $V_i$. It suffices to construct a Turing functional $\Phi$ with computable oblivious oracle-use, such that for each $X \in \bigcap_i V_i$ there exists some $Y$ such that $X = \Phi^Y$.

Consider the tree $T$ constructed in Section 2.2 in terms of the Kurtz test $(D_i)$, and replace $(D_i)$ with $(V_i)$ and $(d_i)$ with $(v_i)$ in this construction. The only difference in the properties of $T$ is that $T$ is now merely a c.e. tree and not necessarily computable. Similarly to the construction of $T$ in Section 2.2, consider the intervals $I_s = [v_{q_s}, v_{q_s+1})$. Define $\Phi$ be the Turing functional such that for each $X, s$ and $n \in I_s$ the oracle-use for the first $n$ bits of $X$ is $v_{q_s} - s$ and

$$\Phi^X(n) = \begin{cases} T(X)(n), & \text{if } X \in \bigcap_{j \leq q_s+1} V_j; \\ \uparrow & \text{otherwise.} \end{cases}$$

Then we can conclude that each $X \in \bigcap_i V_i$ is truth-table reducible to $T(X)$ and for each $s$ the oracle-use for the computation of the first $v_{q_s}$ bits of $X$ is $v_{q_s} - s$. This concludes the proof of $\neg(b)$ given $\neg(a)$.

3 Computing and compressing c.e. sets and c.e. reals

3.1 Proof of Theorem 1.3

We wish to prove a slightly stronger version of Theorem 1.3. We show that given a non-decreasing computable function $f$, the following are equivalent:

(a) $\sum_n 2^{-f(n)}$ is finite;

(b) every c.e. set $X$ is computable by $\Omega$ with oracle-use bounded above by $f$;

(c) every c.e. set $X$ is computable by some set $Y$ with oracle-use bounded above by $f$.

The implication (a)→(b) is from [4] and (b)→(c) is trivial. It remains to show −(a)→−(c). So suppose that the sum in (a) is infinite and let $(\Phi_e)$ be an effective enumeration of all Turing functionals with oblivious oracle-use $f$. It suffices to construct a c.e. set $X$ such that $X \neq \Phi_e^Y$ for all reals $Y$. Let $(m_e)$ be a computable increasing sequence such that

$$\sum_{i \in (m_e, m_{e+1})} 2^{-f(i)} > 2 \quad \text{for all } e$$
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and let $I_e = [m_e, m_{e+1})$. The enumeration $(X_s)$ of $X$ is based on the effective enumeration of $(\Phi_e)$. At stage $s + 1$, consider the least $e \leq s$ such that $X_s \upharpoonright t+1$ is a prefix of $\Phi_e^s[t]$ for some $t \in I_e - X_s$ and some $\tau$ of length $f(t)$. If such $e$ exists, enumerate the least such $t$ into $X$.

Clearly $X$ is a c.e. set. For a contradiction, suppose that $\Phi_e^Y = X$ for some $Y$ and some $e$. This means that every number in $I_e$ will be enumerated into $X$ at some stage. Let $s_i, i \leq |I_e|$ be an increasing enumeration of the stages where these enumerations occurred. Moreover let $t_i, i < |I_e|$ be the enumerations that occurred in stages $s_i, i < |I_e|$. By standard assumptions about the functionals $(\Phi_j)$ and the construction, it follows that the sequence $(t_i)$ is increasing. For each $i < |I_e|$, at stage $s_i$ some number $t_i \in I_e$ was enumerated into $X_{s_i} - X_{s_i-1}$ so there exists a string $\tau_i$ of length $f(t_i)$ such that $X_{s_i-1} \upharpoonright t_i+1$ is a prefix of $\Phi_e^s[s_i - 1]$ but $X_s \upharpoonright t_i+1$ is not a prefix of $\Phi_e^s[s_i - 1]$ for any $s \geq s_i$. Since $(t_i)$ is increasing and $f$ is non-decreasing, it follows that the sequence $(|\tau_i|)$ is non-decreasing and $\tau_i, i < |I_e|$ is a prefix-free set of strings. Hence by Kraft’s inequality we have

$$\sum_{i<|I_e|} 2^{-|\tau_i|} \leq 1.$$  

On the other hand by the choice of $I_e$ we have

$$\sum_{i<|I_e|} 2^{-|\tau_i|} = \sum_{j \in I_e} 2^{-f(j)} > 2$$

which is a contradiction. Hence we may conclude that there does not exist any real $Y$ such that $\Phi_e^Y = X$ which completes the proof of $\neg(a) \rightarrow \neg(c)$.

### 3.2 Proof of Theorem 1.8

Recall the statement of Theorem 1.8:

Every left-c.e. real $X$ can be computed from $\Omega$ with oracle-use $g(n) = \min_{i \geq n} K(X \upharpoonright n)$.

Let $g, \Omega, X$ be as above and let $(X_s), (\Omega_s)$ be computable nondecreasing dyadic rational approximations that converge to $X, \Omega$ respectively. We construct a Solovay $J$ test as follows.

At stage $s + 1$, consider the set $I_s$ of $n \leq s$ such that one of the following holds:

(a) $X_{s+1} \upharpoonright n = X_s \upharpoonright n$ and $K(X \upharpoonright n)[s + 1] < K(X \upharpoonright n)[s]$;

(b) $X_{s+1} \upharpoonright n \neq X_s \upharpoonright n$ and $K(X \upharpoonright n)[s + 1] < \infty$.

For each $n \in I_s$ enumerate $\Omega \upharpoonright_{K(X \upharpoonright n)} [s + 1]$ into $J$.

First we verify that $J$ is a Solovay test. According to the construction, every string $\sigma$ enumerated in $J$ at stage $s + 1$ corresponds to clause (a) or clause (b). In either case, any such $\sigma$ has the length of a corresponding currently shortest description of $X_{s+1} \upharpoonright n$ for some $n$. Hence any string $\sigma \in J$ is uniquely associated with a string of the same length, in the domain of the underlying universal machine $U$. Since the weight of $U$ is bounded by 1, the same will be true of the weight of $J$. Since $J$ is also a c.e. set, it is a Solovay test.
It remains to show how to compute \( X \upharpoonright n \) from \( \Omega \), by a Turing reduction that uses only the first \( g(n) \) bits of \( \Omega \). Since \( \Omega \) is Martin-Löf random there must be a stage \( t_0 \) in the construction after which no initial segment of \( \Omega \) is ever enumerated into \( J \) after \( t_0 \). From now on we work in the stages \( s > t_0 \). Note that \( g \) is a \( \Delta^0_2 \) function so it has a computable approximation \( (g_s) \).

The first thing to note is that, by construction,

\[
\text{the settling time of the first } g(n) \text{ bits of } \Omega, \text{ is larger than the settling time of } g_s(n) \tag{3.2.1}
\]

assuming that these settling times are larger than \( t_0 \), which is true for all but finitely many \( n \). This is because every time the approximation to \( g(n) \) changes at some stage \( s + 1 \), the initial segment of \( \Omega \) of length \( g_s(n) \) is enumerated into \( J \), and the fact that after stage \( t_0 \) no correct approximation to \( \Omega \) is ever enumerated into \( J \).

Let \( m_t \) be the settling time of \( \Omega \upharpoonright t \). In order to compute \( X \upharpoonright n \) we look for the first \( t \) such that \( m_t \geq g_{m_t}(n) \) and \( m_t > t_0 \). Then we decide that \( X_{m_t} \upharpoonright n \) is the correct approximation to \( X \upharpoonright n \).

First note that by (3.2.1) we have \( t \leq g(n) \), so this computation requires at most the first \( g(n) \) bits of \( \Omega \). Second, this computation is correct since if \( X_{m_t} \upharpoonright n \) was not the correct approximation to \( X \upharpoonright n \), the construction would enumerate \( \Omega_{g(m_t)}(n) \upharpoonright n \) into \( J \), which means that either \( m_t \geq g_{m_t}(n) \) is not true or \( m_t \) is not the settling time of \( \Omega \upharpoonright t \) (either of which is clearly a contradiction).

### 3.3 Proof of Theorem 1.9

Given a computable non-decreasing function \( f \) we need to show that the following are equivalent:

- (a) the prefix-free complexity of every c.e. set is bounded by \( f + O(1) \);
- (b) \( \sum_n n \cdot 2^{-f(n)} \) is finite.

Note that (b) implies that \( f(n) - \log n \) is an upper bound for \( K(n) \). On the other hand, in order to describe the first \( n \) bits of a c.e. set we merely need the shortest prefix-free description of \( n \) concatenated by a code of the number of elements in \( A \upharpoonright n \). Since the latter has length at most \( \log n \), we see that (b) implies (a) (given the first \( K(n) \) bits we can recover \( n \), then calculated \( \log n \) and read the next \( \log n \), thus executing a self-delimiting code).

Next, we show that \( \neg \text{(b)} \) implies \( \neg \text{(a)} \). Assuming that the sum in (b) is infinite we wish to construct a c.e. set \( A \) whose initial segment prefix-free complexity is not \( f + O(1) \). In the construction of \( A \) we will use the following fact.

**Lemma 3.1.** If \( \sum_n n \cdot 2^{-f(n)} \) is infinite then for every \( c \in \mathbb{N} \) the sum \( \sum_{n > c} (n - c) \cdot 2^{-f(n)} \) is infinite.

**Proof.** For a contradiction suppose that this does not hold for some \( c \). Then

\[
\sum_n n \cdot 2^{-f(n)} - \sum_{n > c} (n - c) \cdot 2^{-f(n)} = \sum_{n \leq c} n \cdot 2^{-f(n)} + \sum_{n > c} c \cdot 2^{-f(n)}
\]

\(^{14}\) The assumption that \( f \) is non-decreasing is stronger than the assumption of the original statement of Theorem 1.9 that \( h(n) = f(n) + \log n \) is nondecreasing. However the reader can verify that the argument we give is insensitive to this discrepancy.
is infinite, which means that
\[
\sum_{n>c} 2^{-f(n)} = \infty \quad \text{and} \quad \sum_{n>c} (n - c) \cdot 2^{-f(n)} = \infty
\]
which contradicts our assumption.

We need to construct a c.e. set \( A \) which satisfies the following requirements:

\[
R_e : \ \exists n \quad K(A \upharpoonright n) > f(n) + e.
\]

By Lemma 3.1 there exists a computable increasing sequence \((n_i)\) such that

\[
\sum_{s \in \langle n_e, n_{e+1} \rangle} (s - n_e) \cdot 2^{-f(s)} > 2^e \quad \text{for all } e.
\] (3.3.1)

Let us say that \( R_e \) requires attention at stage \( s + 1 \) if \( K(A \upharpoonright n)[s + 1] \leq f(n) + e \) for all \( n \leq n_{e+1} \) and \( [n_e, n_{e+1}) - A_s \neq \emptyset \). Note that the numbers we are going to enumerate into \( A \) for the satisfaction of \( R_e \) are from the interval \([n_e, n_{e+1})\) while in (3.3.1) we use interval \([n_e, n_{e+1}]\). This is because for each \( e \), a change in the approximation to \( A \upharpoonright n_{e+1} \) can only be achieved with the enumeration into \( A \) of one of the numbers in \([0, n_{e+1})\).

We can now define a computable enumeration \((A_s)\) of \( A \). At stage \( s + 1 \) consider the least \( e \leq s \) such that \( R_e \) requires attention. If such \( e \) exists, enumerate the least number of \([n_e, n_{e+1}) - A_s\) into \( A \). This completes the construction of \( A \).

We verify that \( A \) meets requirement \( R_e \) for all \( e \). Since for each \( e \) the interval \([n_e, n_{e+1})\) contains finitely many numbers, by definition each requirement can only require attention at finitely many stages. This is because when \( e \) is the least number such that \( R_e \) requires attention at stage \( s + 1 \), then a number from \([n_e, n_{e+1}) - A_s\) enters \( A \). If \( R_e \) was not satisfied for some \( e \), then it follows that \([n_e, n_{e+1}) \subseteq A \). But at each stage \( s + 1 \) where a number \( n \in [n_e, n_{e+1}) \) enters \( A \) we have \( K(A \upharpoonright t)[s] \leq f(t) + e \) for all \( t \in (n_e, n_{e+1}) \). So if such an enumeration of \( n \in [n_e, n_{e+1}) \) occurs at some stage \( s + 1 \), we can count an additional description of \( A_s \upharpoonright t \) of length at most \( f(t) + e \) for each \( t \in (n, n_{e+1}) \) in the domain of the underlying universal prefix-free machine. Indeed, this is because if \( n \in [n_e, n_{e+1}) \) was enumerated into \( A \) at some stage \( s + 1 \), the previous such enumeration was of the number \( n + 1 \) at some stage \( t + 1 < s + 1 \) and for each \( m \in (n + 2, n_{e+1}) \) we have \( A_s \upharpoonright m \neq A_t \upharpoonright m \). Of course if \( n \in [n_e, n_{e+1}) \) was the first number in this interval to be enumerated into \( A \), then \( n = n_{e+1} - 1 \) and we count the description \( A_s \upharpoonright n_{e+1}-1 \) of length at most \( f(n_{e+1}) + e \) for the first time. This means that by the stage where all of the numbers in \([n_e, n_{e+1})\) are enumerated into \( A \), we can count descriptions in the domain of the universal machine of weight at least

\[
\sum_{s \in \langle n_e, n_{e+1} \rangle} (s - n_e) \cdot 2^{-f(s) - e}.
\]

This contradicts (3.3.1) and the fact that the weight of the domain of a prefix-free machine is bounded above by 1. Hence we can conclude that the c.e. set \( A \) that we enumerated satisfies \( R_e \) for each \( e \).
3.4 Proof of Theorem 1.10

We need to show that:

(a) if \( a \) is array non-computable then it contains a c.e. set whose prefix-free complexity is not bounded above by \( 2 \log n + \log \log n \);

(b) if \( a \) is array computable then the prefix-free complexity of all of its c.e. members is bounded above by \( \log n + 2 \log \log n + O(1) \).

For (a), note that \( \sum_i 2^{-\log i - \log \log i} = \infty \), so we only need to adapt the construction for the proof of Theorem 1.9 in Section 3.3, inside any c.e. array non-computable c.e. degree. In the following we fix \( f(n) = \log n \) in Theorem 1.9 and the construction of Section 3.3. Note that it suffices to only satisfy infinitely many requirements \( R_e \) from Section 3.3. Recall from [16] that if \( (I_n) \) is a computable sequence of intervals such that

\[
I_n < I_m \quad \text{whenever } n < m
\]

then every c.e. array non-computable degree \( a \) contains a c.e. set \( A \) such that for each c.e. set \( W \) we have \( A \cap I_n = W \cap I_n \) for infinitely many \( n \).

By (3.4.1) we have \( A \cap I_e = W \cap I_e \) for infinitely many \( n \). Given \( e \) such that \( A \cap I_e = W \cap I_e \), the assumption that \( R_e \) is not satisfied leads to a contradiction by the same argument that we used in Section 3.3. Hence we can conclude that there are infinitely many \( e \) such that \( A \) satisfies \( R_e \), which means that the prefix-free complexity of \( A \) is not bounded above by \( \log n + f(n) + O(1) \) which is \( 2 \log n + O(1) \) by our choice of \( f \).

For (b), following Kummer’s argument from [24] and replacing plain for prefix-free complexity, we get that if \( A \) is a c.e. set of array computable degree, \( f(n) \) is a computable upper bound of \( K(n) \) and \( g \) is a computable unbounded non-decreasing function, then \( K(A \upharpoonright_n) \) is bounded above by \( f(n) + g(n) + O(1) \).

Note that \( \sum_i 2^{-\log i - 1.5 \log \log i} < \infty \) so if we take \( g(n) = 0.5 \cdot \log \log n \), the above fact shows that the prefix-free complexity of \( A \) is bounded above by \( \log n + 2 \log \log n \).

References

[1] Balcázar, J., Gavaldà, R., and Hermo, M. (1994). On Infinite Sequences (almost) as Easy as \( \pi \). Report de recerca. Departament de Llenguatges i Sistemes Informàtics. Universitat Politècnica de Catalunya.

[2] Balcázar, J., Gavaldà, R., and Hermo, M. (1996). Compressibility of Infinite Binary Sequences. Report de recerca. Departament de Llenguatges i Sistemes Informàtics. Universitat Politècnica de Catalunya.
[3] Balcázar, J., Gavaldà, R., and Siegelmann, H. (2006). Computational power of neural networks: A characterization in terms of Kolmogorov complexity. *IEEE Trans. Inf. Theor.*, 43(4):1175–1183.

[4] Barmpalias, G., Fang, N., and Lewis-Pye, A. (2016). Optimal asymptotic bounds on the oracle use in computations from Chaitin’s Omega. *J. Comput. System Sci.*, 82(8):1283–1299.

[5] Barmpalias, G., Hölzl, R., Lewis, A. E., and Merkle, W. (2013). Analogues of Chaitin’s Omega in the computably enumerable sets. *Inf. Process. Lett.*, 113(5-6):171–178.

[6] Barmpalias, G. and Lewis-Pye, A. (2017). Computing halting probabilities from other halting probabilities. *Theoret. Comput. Sci.*, 660:16–22.

[7] Barmpalias, G. and Li, A. (2013). Kolmogorov complexity and computably enumerable sets. *Ann. Pure Appl. Logic*, 164(12):1187–1200.

[8] Barzdins, J. (1968). Complexity of programs to determine whether natural numbers not greater than $n$ belong to a recursively enumerable set. *Soviet Mathematics Doklady*, 9:1251–1254.

[9] Becher, V., Figueira, S., Grigorieff, S., and Miller, J. S. (2006). Randomness and halting probabilities. *J. Symb. Log.*, 71(4):1411–1430.

[10] Brodhead, P., Downey, R., and Ng, K. M. (2012). Bounded randomness. In Dinneen, M. J., Khoussainov, B., and Nies, A., editors, *Computation, Physics and Beyond - International Workshop on Theoretical Computer Science, WTCS 2012, Dedicated to Cristian S. Calude on the Occasion of His 60th Birthday, Auckland, New Zealand, February 21-24, 2012, Revised Selected and Invited Papers*, volume 7160 of *Lecture Notes in Computer Science*, pages 59–70. Springer.

[11] Calude, C., Hertling, P., Khoussainov, B., and Wang, Y. (2001). Recursively enumerable reals and Chaitin Ω numbers. *Theoret. Comput. Sci.*, 255(1-2):125–149.

[12] Chaitin, G. J. (1975). A theory of program size formally identical to information theory. *J. Assoc. Comput. Mach.*, 22:329–340.

[13] Day, A. R. (2012). Process and truth-table characterisations of randomness. *Theoret. Comput. Sci.*, 452:47–55.

[14] Downey, R. G., Griffiths, E. J., and Reid, S. (2004). On Kurtz randomness. *Theoretical Computer Science*, 321(2-3):249–270.

[15] Downey, R. G. and Hirshfeldt, D. (2010). *Algorithmic Randomness and Complexity*. Springer.

[16] Downey, R. G., Jockusch, Jr., C. G., and Stob, M. (1996). Array nonrecursive sets and genericity. In *Computability, Enumerability, Unsolvability: Directions in Recursion Theory*, volume 224 of *London Mathematical Society Lecture Notes Series*, pages 93–104. Cambridge University Press.

[17] Franklin, J. N. Y., Greenberg, N., Stephan, F., and Wu, G. (2013). Anti-complex sets and reducibilities with tiny use. *J. Symbolic Logic*, 78(4):1307–1327.
[18] Habart, K. (1990). Randomness and Turing reducibility restraints. In Börger, E., Bünning, H. K., Richter, M. M., and Schönfeld, W., editors, Computer Science Logic, 4th Workshop, CSL ’90, Heidelberg, Germany, October 1-5, 1990, Proceedings, volume 533 of Lecture Notes in Computer Science, pages 234–247. Springer.

[19] Habart, K. (1991). Bounds in weak truth-table reducibility. Notre Dame Journal of Formal Logic, 32(2):233–242.

[20] Habart, K. (1992). Bounds in the Turing reducibility of functions. Math. Log. Q., 38(1):423–430.

[21] Kobayashi, K. (1981). On compressibility of infinite sequences. Technical Report C-34, Department of information sciences, Tokyo Institute of Technology. Series C: Computer Science.

[22] Kobayashi, K. (1993). $\Sigma^0_n$-complete properties of programs and Martin-Löf randomness. Inf. Process. Lett., 46(1):37–42.

[23] Kučera, A. and Slaman, T. (2001). Randomness and recursive enumerability. SIAM J. Comput., 31(1):199–211.

[24] Kummer, M. (1996). Kolmogorov complexity and instance complexity of recursively enumerable sets. SIAM J. Comput., 25(6):1123–1143.

[25] Kurtz, S. A. (1981). Randomness and genericity in the degrees of unsolvability. Ph.D. Dissertation, University of Illinois, Urbana.

[26] Levin, L. A. (1971). Some Theorems on the Algorithmic Approach to Probability Theory and Information Theory. Dissertation in mathematics, Moscow University. In Russian.

[27] Levin, L. A. (1973a). The concept of a random sequence. Dokl. Akad. Nauk SSSR, 212:548–550.

[28] Levin, L. A. (1973b). The concept of a random sequence. Dokl. Akad. Nauk SSSR, 212:548–550.

[29] Li, M. and Vitányi, P. (1997). An introduction to Kolmogorov complexity and its applications. Graduate Texts in Computer Science. Springer-Verlag, New York, second edition.

[30] Loveland, D. W. (1969). A variant of the Kolmogorov concept of complexity. Information and Control, 15:510–526.

[31] Martin-Löf, P. (1966). The definition of random sequences. Information and Control, 9:602–619.

[32] Nies, A. (2009). Computability and Randomness. Oxford University Press, 444 pp.

[33] Schnorr, C. (1973). Process complexity and effective random tests. J. Comput. System Sci., 7:376–388. Fourth Annual ACM Symposium on the Theory of Computing (Denver, Colo., 1972).

[34] Solovay, R. (1975). Handwritten manuscript related to Chaitin’s work. IBM Thomas J. Watson Research Center, Yorktown Heights, NY, USA, 215 pages.

[35] Tadaki, K. (2009). Chaitin $\Omega$ numbers and halting problems. In Proceedings of the 5th Conference on Computability in Europe: Mathematical Theory and Computational Practice, CiE ’09, pages 447–456, Berlin, Heidelberg. Springer-Verlag.
[36] Wang, Y. (1996). *Randomness and Complexity*. Ph.D. dissertation, University of Heidelberg.