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Abstract

In the inference for systems of interacting particles or agents, a coercivity condition ensures identifiability of the interaction kernels, providing the foundation of learning. We prove the coercivity condition for stochastic systems with an arbitrary number of particles and a class of kernels such that the systems of relative positions are ergodic. When the system of relative positions is stationary, we prove the coercivity condition by showing the strictly positive definiteness of an integral kernel arising in the learning; and for non-stationary case, we show that the coercivity condition holds true when the time is large based on a perturbation argument.
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1 Introduction

Consider the inference of $\phi$ in the stochastic system of interacting particles

$$dX_i^t = \frac{1}{N} \sum_{1 \leq j \leq N, j \neq i} \phi(||X_j^t - X_i^t||)(X_j^t - X_i^t)dt + dB_i^t, \quad \text{for } i = 1, \ldots, N, \quad (1.1)$$

where $X^t := (X_1^t, \ldots, X_N^t) \in \mathbb{R}^{dN}$ represents the positions of particles at time $t$, and $B^t = (B_1^t, \ldots, B_N^t)$ is a standard Brownian motion on $\mathbb{R}^{dN}$ representing the environmental noise. Here $|| \cdot ||$
denotes the Euclidean norm of vectors and $\phi : \mathbb{R}^+ \to \mathbb{R}$ is referred as interaction kernel. Examples of such systems range from particles system in physics and chemistry to opinion dynamics in social science (see [13, 11, 9, 10] and the reference therein). In applications of such systems, the first task is to learn the interaction kernel $\phi$ from data. Parametric inference of the interaction kernel has been studied in [4] when the kernel $\phi$ is a constant and in [16] for McKean-Vlasov (mean-field) SDEs. Nonparametric inference of general interacting kernel has been studied in [9, 10, 12] for deterministic first- and second-order systems, in [8] for stochastic first-order systems, and in [2, 6] for mean-field equations. A fundamental issue is the identifiability of the interaction kernel because its values are undetermined from data.

A coercivity condition is found to be sufficient for the identifiability, making the inverse problem of estimating $\phi$ well-defined and well-posed on finite hypothesis spaces [7, 8, 9, 10]. Note that the variable of $\phi$ is the pairwise distances $|r_{ij}^t|$

\[
|r_{ij}^t| := X_i^t - X_j^t.
\]

**Definition 1.1** (Coercivity condition). The system (1.1) on $[0,T]$ is said to satisfy a coercivity condition on a finite dimensional linear space $\mathcal{H}$ if there is a constant $c_{\mathcal{H},T} > 0$ such that

\[
\bar{I}_T(h) := \frac{1}{T} \int_0^T \mathbb{E} \left[ h(|r_{12}^t|)h(|r_{13}^t|) \left( \frac{r_{12}^t, r_{13}^t}{|r_{12}^t||r_{13}^t|} \right) \right] dt \geq c_{\mathcal{H},T} \frac{1}{T} \int_0^T \mathbb{E}[h(|r_{12}^t|)]^2 dt
\]

for any $h \in \mathcal{H}$ such that $\int_0^T \mathbb{E}[h(|r_{12}^t|)]^2 dt < \infty$. When $\mathcal{H}$ is infinite dimensional, we say that the coercivity condition holds on $\mathcal{H}$ if it holds on any finite dimensional linear subspace of $\mathcal{H}$.

This coercivity condition is conjectured with intuition from Gaussian initial distributions and is numerically verified in [8, 9, 10]. It is partially proved in [7] when $N = 3$ or when the system is linear and $\{r_{ji}^t\}$ are stationary. Since the coercivity condition plays a crucial role in the inverse problem with a wide range of applications, it is of paramount importance to further understand the coercivity condition for systems that are nonlinear and with $N > 3$.

In this study, we prove the coercivity condition for systems with an arbitrary number of particles and any interaction kernel $\phi(r) = \frac{\Phi_0(r)}{r}$ with $\Phi_0$ in the form:

\[
\Phi_0(r) = (a + r^\theta)^\gamma \text{ with } a \geq 0, \theta \in (1, 2], \gamma \in (0, 1] \text{ such that } \gamma \theta > 1,
\]

and when $T$ is large. Our result completes those in [7], where the coercivity condition is proved either for $(\theta, \gamma) = (2, 1)$ (i.e., linear systems) or for systems with $N = 3$ particles, and only when $\{r_{ji}^t\}$ are stationary. We achieve it in two steps: (i) we first show that the system of relative positions $(r_{12}^t, r_{13}^t, \ldots, r_{1N}^t)$ converges to an explicit stationary density at a polynomial rate in time, based on a convergence result for systems with non-uniformly convex potentials in [17] (see Section 2–3); (ii) we then prove the coercivity condition for the system with an arbitrary $N$ at the stationary density; and for the non-stationary case when $T$ is large based on a perturbation argument.

The coercivity condition is intrinsically connected to strictly positive definiteness of integral kernels. More specifically, we write $\bar{I}_T(h)$ in (1.2) as

\[
\bar{I}_T(h) = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} h(|u|)h(|v|)K_T(u, v)du dv, \quad \text{where } K_T(u, v) = \frac{\langle u, v \rangle}{|u||v|} \bar{p}_T(u, v)
\]

with $\bar{p}_T(u, v) = \frac{1}{T} \int_0^T p_t(u, v) dt$, where $p_t(u, v)$ is the probability density of $(r_{12}^t, r_{13}^t)$. Then, equation (1.2) holds on any finite dimensional space $\mathcal{H}$ as long as $K_T$ is a strictly positive definite. We will
prove that $K_T(u,v)$ and $\tilde{p}_T(u,v)$, among a class integral kernels related to the interacting particle system, are strictly positive definite based on Müntz type theorems.

Positive definite kernels play an increasingly prominent role in many applications, in particular in statistical learning with reproducing kernel Hilbert space (RKHS) [5, 18]. Our results provides a new class of strictly positive definite integral kernels, which have a potential use in sampling and kernel-based learning. Also, our technique can be used to establish strict positive definiteness of general integral kernels in learning problems.

The organization of the paper is as follows: in Section 2, we prove that the system of relative positions $(r_{12}^t, r_{13}^t, \ldots, r_{1N}^t) \in \mathbb{R}^{d(N-1)}$ has a stationary density, and we prove in Section 3 that the system converges to the stationary density at a polynomial rate in time. In Section 4 we show that the coercivity condition holds true at the stationary density by showing that the related integral kernels are strictly positive definite. In Section 5 we show that the coercivity condition holds true for non-equilibrium systems, under additional restriction on the hypothesis space. We list in Appendix A the preliminary theory on positive definite kernels.

2 Existence of a stationary density

We show that the system of relative positions $(r_{12}^t, r_{13}^t, \ldots, r_{1N}^t)$ with $r_{ij} = X_i^t - X_j^t$ has a stationary density. Note that the original system does not have a stationary distribution on $\mathbb{R}^{dN}$, because the center position of the particles, $X_c(t) = \frac{1}{N} \sum_{i=1}^N X_i^t$, satisfies $dX_c = \frac{1}{N} \sum_{i=1}^N dB_i^t$, which follows from $\frac{1}{N} \sum_{i=1}^N \nabla X_i^t J_\Phi(x) = 0$ due to the symmetry of the interaction between the particles.

We rewrite the system (1.1) in the form of a gradient system

$$dX^t = -\nabla J_\Phi(X^t)dt + dB^t,$$

where the energy potential $J_\Phi : \mathbb{R}^{dN} \to \mathbb{R}$ depends on the pairwise distances:

$$J_\Phi(X) = \frac{1}{2N} \sum_{i,j=1}^N \Phi(|X_i - X_j|), \ X \in \mathbb{R}^{dN},$$

with $\Phi : [0, \infty) \to \mathbb{R}$ satisfying $\phi(r) = \Phi'(r)$ and without lost of generality, we set $\Phi(0) = 0$.

Our study for the system of relative positions is similar to the macro–micro decomposition of the system in [11]. But the relative positions are directly relevant to inference: the joint distribution of $(r_{12}^t, r_{13}^t)$ is what we need for the coercivity condition. In the following, we will first show that the system of relative positions is a gradient system with an additive noise, thus, its stationary density is explicit, so is the marginal distribution of $(r_{12}^t, r_{13}^t)$.

Theorem 2.1. For $1 \leq i < j \leq N$ and the process $X^t$ satisfying the system (2.1), denote

$$r_{ij}^t = X_i^t - X_j^t, \text{ and } r_{ij}^t = |r_{ij}^t|.$$ 

Suppose that the function $H : \mathbb{R}^{d(N-1)} \to \mathbb{R}$

$$H(r) = J_\Phi(X) = \frac{1}{N} \sum_{2 \leq j \leq N} \Phi(|r_{1j}|) + \frac{1}{N} \sum_{2 \leq i < j \leq N} \Phi(|r_{ij} - r_{1j}|)$$

(2.2)
satisfies $\int_{\mathbb{R}^{d(N-1)}} e^{H(r)} dr < \infty$. Then, the process $r^t = (r_{12}^t, r_{13}^t, \ldots, r_{1N}^t)^T$ has a stationary density, and the process

$$Y^t = S^{-1} r^t$$

(2.3)

satisfies a gradient system:

$$dY^t = -\nabla_{Y^t} H(SY^t) + dW^t,$$

(2.4)

where $W^t$ is a standard Brownian motion on $\mathbb{R}^{(N-1)d}$, the matrix $S \in \mathbb{R}^{(N-1)d \times(N-1)d}$ is an invertible matrix satisfying

$$SS^T = A := \begin{pmatrix}
2I_d & I_d & \cdots & I_d \\
I_d & 2I_d & \cdots & I_d \\
\vdots & \vdots & \ddots & \vdots \\
I_d & I_d & \cdots & 2I_d
\end{pmatrix}.$$  \hspace{1cm} (2.5)

**Remark 2.2.** The matrix $A$ in (2.5) has an eigenvalue $\lambda = N$ with multiplicity $d$ and an eigenvalue $\lambda = 1$ with multiplicity $(N - 2)d$. Since $A$ is symmetric positive definite, we can find an invertible matrix $S$ satisfying (2.5), for example,

$$S = \begin{pmatrix}
\sqrt{2}I_d & 0 & 0 & \cdots & 0 & 0 \\
\frac{\sqrt{2}}{2}I_d & \frac{\sqrt{6}}{3}I_d & 0 & \cdots & 0 & 0 \\
\frac{\sqrt{2}}{2}I_d & \frac{\sqrt{6}}{6}I_d & \frac{2\sqrt{3}}{3}I_d & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
\frac{1}{\sqrt{2}}I_d & \sqrt{\frac{1}{23}}I_d & \sqrt{\frac{1}{34}}I_d & \cdots & \sqrt{\frac{1}{(N-2)(N-1)}}I_d & \sqrt{\frac{N}{N-1}}I_d
\end{pmatrix}.$$  \hspace{1cm} (2.6)

Before proving Theorem 2.1, we first apply it to obtain the invariant density of $(r_{12}^t, r_{13}^t)$.

**Proposition 2.3.** Let $X^t \in \mathbb{R}^{dN}$ be the solution of (2.1). The invariant density for $(r_{12}^t, r_{13}^t)$ has the following form

$$p_X(u, v) = \frac{1}{Z} f(u, v) e^{-\frac{1}{2} \sum_{i < j} \Phi(|u_i| + \Phi(|v_i|) + \Phi(|u_j| + \Phi(|v_j|))},$$

(2.7)

where

$$f(u, v) = \int e^{-\frac{1}{2} \sum_{i<j} \Phi(|r_{i1} - r_{j1}|) + \sum_{i=1}^N \Phi(|r_{1i}|) + \Phi(|u_i| + \Phi(|v_i|))} dr_{14} \ldots r_{1N},$$

(2.8)

and $Z$ is a normalizing constant given by

$$Z = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} f(u, v) e^{-\frac{1}{2} \sum_{i<j} \Phi(|u_i| + \Phi(|v_i|) + \Phi(|u_j| + \Phi(|v_j|))} du dv.$$

**Proof.** By Lemma 2.4 below, the probability density

$$p_Y(y) = \frac{1}{Z_N} e^{-2H(Sy)}$$

(2.9)

with $Z_N := \int_{\mathbb{R}^d} \ldots \int_{\mathbb{R}^d} e^{-2H(Sy)} dy_{1} \ldots dy_{N-1}$, is an invariant density for (2.4). Since $r = Sy$, by integrating $p_Y(y)$ with respect to $r_{14}, \ldots, r_{1N}$, we obtain the invariant density for $(r_{12}^t, r_{13}^t)$. □
Proof of Theorem 2.1. Note that with the notation \( r_{ij}^t = X_i^t - X_j^t \) and \( r_{ij}^t = |r_{ij}^t| \), the system (2.1) is equivalent to

\[
dr_{ii}^t = -\frac{1}{N} \left[ 2\phi(r_{1i}^t) r_{1i}^t + \sum_{2 \leq j \leq N, j \neq i} \phi(r_{ij}^t) r_{ij}^t + \phi(r_{ji}^t) r_{ji}^t \right] dt + d(B_1^t - B_i^t),
\]

(2.10)

for \( 2 \leq i \leq N \).

The process \((B_1^t - B_2^t, B_1^t - B_3^t, \ldots, B_1^t - B_N^t)^T\) (where \( T \) means transpose) is a \(d(N - 1)\)-dimensional Brownian motion with mean 0 and covariance \( A \). Then, it can be written as \( SW^t \), with \((W^t, t \geq 0)\) being a standard Brownian motion on \( \mathbb{R}^{d(N - 1)} \).

Note that for any \( 2 \leq j \leq N \) and \( j \neq i \), we have \( r_{ji}^t = r_{ij}^t - r_{1j}^t \). Then, with \( b(r^t) = (b_2(r^t), \ldots, b_N(r^t))^T \), where for \( 2 \leq i \leq N \) we denote

\[
b_i(r^t) = \frac{1}{N} \left[ 2\phi(r_{1i}^t) r_{1i}^t + \sum_{2 \leq j \leq N, j \neq i} \phi(r_{ij}^t) r_{ij}^t + \phi(r_{ji}^t) r_{ji}^t \right],
\]

we may write the system (2.10) as follows:

\[
dx^t = -b(r, t)dt + SdW^t.
\]

(2.11)

Multiplying both sides of (2.11) by \( S^{-1} \), we obtain

\[
dY^t = -S^{-1}b(r^t)dt + dW^t \tag{2.12}
\]

To write it as a gradient system, note that for \( 2 \leq i \leq N \), we have

\[
b_i(r) = 2\nabla_{r_i} H(r) + \sum_{2 \leq j \leq N, j \neq i} \nabla_{r_{ij}} H(r)
\]

Hence,

\[
b(r) = b(SY) = A\nabla_r H(r^t) = A[S^{-1}]^T \nabla_Y H(SY). \tag{2.13}
\]

Plugging (2.13) to (2.12), and using the equation (2.5), we obtain the gradient system (2.4).

Then, by Lemma 2.4 below, the process \((Y^t)\) defined by the system (2.4) has a stationary density, and so does the process \((r^t)\), which is a linear transformation of \( Y^t \).

Lemma 2.4. Suppose that \( \nabla H : \mathbb{R}^n \to \mathbb{R}^n \) is locally Lipschitz and that \( Z = \int_{\mathbb{R}^n} e^{-\frac{x^2}{2\sigma^2}} H(x) dx < \infty \) with \( \sigma > 0 \). Then \( p(x) = \frac{1}{Z} e^{-\frac{x^2}{2\sigma^2}} H(x) \) is an invariant density to gradient system

\[
dx_t = -\nabla H(X_t) dt + \sigma dB_t,
\]

where \((B_t)\) is an \( n \)-dimensional standard Brownian motion.

Proof. It follows directly by showing that \( p(x) \) is a stationary solution to the backward Kolmogorov equation, i.e.

\[
\frac{\sigma^2}{2} \Delta p + \nabla \cdot (p \nabla H) = 0.
\]

\[\square\]
3 Convergence to the stationary density

We show in this section that for a class of potentials \( \Phi \), the gradient system (2.4) is ergodic, converging to the stationary density at a polynomial rate in time.

**Theorem 3.1.** With potential \( \Phi = \Phi_0 \) given by (1.3), the system (2.4) is ergodic, converging polynomial in time to the stationary density. More precisely, if the initial condition \( Y^0 \) has a probability density \( p_0(y) \) satisfying

\[
\begin{align*}
\E[H(SY^0) \log p_0(Y^0)] &< \infty, \\
\E[(1 + |Y^0|^2)^{\frac{s}{2}}] &< \infty
\end{align*}
\]  

(3.1)

for some \( s \geq 2 \). Then, the density \( p_{Y^t}(y) \) of \( Y^t \) converges to \( p_Y(y) \) defined in (2.9):

\[
\|p_{Y^t}(y) - p_Y(y)\|_{L^1}^2 \leq \frac{C}{t^\kappa}
\]  

(3.2)

for a constant \( C \) independent of \( t \), and

\[
\kappa = \frac{s - 2}{2 - \theta \gamma}.
\]  

(3.3)

**Proof of Theorem 3.1.** The theorem follows directly from Theorem 3.3, Proposition 3.4 and Example 3.7-3.8, which are proved below. \( \square \)

When \( \theta = 2 \) and \( \gamma = 1 \), the potential \( \Phi(r) = a + r^2 \) lead to a linear system and \( (Y^t) \) is an Ornstein-Uhlenbeck process, and we have exponential convergence. In general, when \( \Phi \) is uniformly convex, i.e. \( \text{Hess}_x \Phi(|x|) \geq \lambda I_d \), one has exponential convergence to the equilibrium for the entropy from \( p_{Y^t} \) to \( p_Y \) as in [3, 11]. Here we focus on the \( L^1 \) distance, which will be needed in proving the coercivity condition in Section 5. In particular, the following convergence in \( L^1 \) of the marginal density of \( (X^t_1 - X^t_2, X^t_1 - X^t_3, \ldots, X^t_1 - X^t_N) \) is needed.

**Proposition 3.2.** Let \( X^t \) be a solution to the system (2.1) with potential \( \Phi = \Phi_0 \) given by (1.3), and with initial condition satisfying (3.1). Denote by \( p_t(u,v) \) the density of \( (X^t_1 - X^t_2, X^t_1 - X^t_3, \ldots, X^t_1 - X^t_N) \). Then \( p_t(u,v) \) converges to the stationary density \( p_{\infty}(u,v) \) in (2.7) at a polynomial rate in \( t \):

\[
\|p_t - p_\infty\|_{L^1} = \int_{\mathbb{R}^{2d}} |p_t(u,v) - p(u,v)|dudv \leq C t^{-\kappa/2},
\]

where \( C \) is a constant independent of \( t \) and \( \kappa \) is given in (3.3).

**Proof.** By Theorem 2.1, the process \( Y^t = S^{-1} r^t \) with \( r^t = (X^t_1 - X^t_2, X^t_1 - X^t_3, \ldots, X^t_1 - X^t_N) \) satisfies the system (2.4). Let \( p_r \) be the density of \( r^t \), and let \( p_{\infty} \) be the corresponding stationary density. Then,

\[
\int_{\mathbb{R}^{2d}} |p_t(u,v) - p_\infty(u,v)|dudv
\]

\[
= \int_{\mathbb{R}^{2d}} \left| \int_{\mathbb{R}^{d(N-3)}} p_{r^t}(u,v,r_{14}, \ldots, r_{1N}) - p_r(u,v,r_{14}, \ldots, r_{1N}) dr_{14} \ldots dr_{1N} \right|dudv
\]

\[
\leq \int_{\mathbb{R}^{d(N-1)}} |p_{r^t}(u,v,r_{14}, \ldots, r_{1N}) - p_r(u,v,r_{14}, \ldots, r_{1N})| dr_{14} \ldots dr_{1N} dudv
\]

\[
= \int_{\mathbb{R}^{d(N-1)}} |p_{Y^t}(y) - p_Y(y)| dy \leq |\det S^{-1}| \sqrt{C} t^{-\kappa/2},
\]

where the last equation follows from (3.2) of Theorem 3.1. \( \square \)
The proof of Theorem 3.1 is based on the following theorem in [17].

**Theorem 3.3 ([17, Theorem 3]).** Let \( x \in \mathbb{R}^n \). Assume \( W \in W_{loc}^{2,\infty} \) satisfies:

1. \( \int_{\mathbb{R}^n} e^{-W(x)} \, dx = 1 \); and

2. there exist \( U : \mathbb{R}^n \rightarrow \mathbb{R} \) and constant \( a, b > 0 \) such that for all \( x \in \mathbb{R}^n \),
   \[
   U(x) - a \leq W(x) \leq U(x) + b,
   \]
   and there exist \( c > 0 \) and \( \alpha \in (0, 2) \), such that the matrix
   \[
   \text{Hess}[U(x)] - c(1 + |x|)^{\alpha-2}I_n
   \]
   is positive semi-definite, in which \( \text{Hess}[U(x)] \) is the Hessian matrix for \( U(x) \); and

3. there exist \( \beta > 0, C_0, C_1 > 0 \) and \( x \in \mathbb{R}^n \) satisfying
   \[
   \nabla W(x) \cdot x \geq C_1|x|^\beta - C_0.
   \]

Let \( f_0 \) be a probability density such that

\[
\int_{\mathbb{R}^n} f_0(x)[\log f_0(x) + W(x)] \, dx < \infty; \quad \text{and} \quad \int_{\mathbb{R}^n} f_0(x)(1 + |x|^2)^s \, dx < \infty; \quad \text{for some} \ s > 2.
\]

Let \( f(t, \cdot) \) be a smooth solution of the Fokker-Planck equation

\[
\frac{\partial f}{\partial t} = \nabla_x \cdot (\nabla_x f + f \nabla_x W)
\]

with initial condition \( f(0, \cdot) = f_0 \). Then, there is a constant \( C \) depending on (3.4)-(3.5) and \( s \), such that for all \( t > 0 \),

\[
\frac{1}{2} \left\| f(t, x) - e^{-W(x)} \right\|_{L^1}^2 \leq \int_{\mathbb{R}^n} f(t, x)[\log f(t, x) + W(x)] \, dx \leq \frac{C}{t^\kappa},
\]

with \( \kappa = \frac{4-2s}{2s} \).

If the \( W(x) \) uniformly convex, i.e. \( \text{Hess}[W(x)] > cI_d \) for some \( c > 0 \), the convergence will be exponential in time (see [11]). Here \( W(y) = H(Sy) \) in (2.4) is not uniformly convex, and we will derive conditions on \( \phi \) for \( W \) to satisfy Condition (1)-(3) in the above theorem.

**Proposition 3.4.** For \( H : \mathbb{R}^{(N-1)d} \rightarrow \mathbb{R} \) and \( S \in \mathbb{R}^{(N-1)d \times (N-1)d} \) in Eq.(2.2) and (2.6), let

\[
W(y) = H(Sy), \quad \forall y \in \mathbb{R}^{(N-1)d}.
\]

Then, \( W \) satisfies Condition (1)-(3) in Theorem 3.3 if the interaction potential \( \Phi \) satisfies

1. there exists \( C_0, C_1, \beta > 0 \) such that for all \( r \in \mathbb{R}^{d(N-1)} \) (recall that \( \phi(r) = \frac{\Phi'(r)}{r} \))
   \[
   \frac{1}{N} \left[ \sum_{2 \leq j \leq N} \phi(|r_{1j}|)|r_{1j}|^2 + \sum_{2 \leq i < j \leq N} \phi(|r_{ij}|)|r_{ij}|^2 \right] \geq C_1 r^\beta - C_0;
   \]
2. there exist $c > 0$ and $\alpha \in (0, 2)$ such that for all $x \in \mathbb{R}^d$,
\[
\text{Hess}_x [\Phi(|x|)] - c(1 + |x|)^{\alpha - 2} I_d \succeq 0,
\]  
\[ (3.7) \]
i.e., the matrix is positive definite, for all $x \in \mathbb{R}^d$.

**Proof.** We only need to verify Condition (2)-(3).

For Condition (3), note that $r^t = (r_{12}^t, r_{13}^t, \ldots, r_{1N}^t) = SY^t$, when both $r^t$ and $Y^t$ are considered as $d(N-1) \times 1$ column vectors. Then we have
\[
\nabla_Y H(SY) \cdot Y = [\nabla_r H(r)]^T S S^{-1} r = \nabla_r H(r) \cdot r.
\]
Note that with $\phi(r) := \frac{\phi(r)}{r}$ and with $r_{ik} = r_i - r_k$, we can write the gradient of $H(r)$ in Eq.(2.2) as
\[
\nabla_{r_{1j}} H(r) = \frac{1}{N} \phi(|r_{1j}|)r_{1j} + \frac{1}{N} \sum_{k=2}^{N} \phi(|r_{jk}|)r_{kj}, \quad \text{for } j = 2, \ldots, N.
\]  
\[ (3.8) \]
Hence we have
\[
\nabla_r H(r) \cdot r = \frac{1}{N} \left[ \sum_{2 \leq j < N} \phi(|r_{1j}|) |r_{1j}|^2 + \sum_{2 \leq i < j < N} \phi(|r_{ij}|) |r_{ij}|^2 \right].
\]
Then Condition (3) follows from (3.6).

To prove Condition (2), note that
\[
\text{Hess}_Y H(SY) = S^T \text{Hess}_r H(r) S,
\]
and recall that $S^T S = A$ so $S^{-T} S^{-1} = A^{-1}$ with
\[
A^{-1} = \frac{1}{N} \begin{pmatrix}
(N-1)I_d & -I_d & \cdots & -I_d \\
-I_d & (N-1)I_d & \cdots & -I_d \\
\vdots & \vdots & \ddots & \vdots \\
-I_d & -I_d & \cdots & (N-1)I_d
\end{pmatrix} \in \mathbb{R}^{(N-1)d \times (N-1)d}.
\]
Then, to show that $\text{Hess}_Y H(SY) - c(1 + |Y|)^{\alpha - 2} I_{(N-1)d}$ is positive semi-definite, it suffices to show that
\[
M = \text{Hess}_r H(r) - c(1 + |S^{-1} r|)^{\alpha - 2} A^{-1} \succeq 0.
\]  
\[ (3.9) \]
Continuing from (3.8), we have
\[
\nabla_{r_{1i}} \nabla_{r_{1j}} H(r) = \frac{1}{N} \left[ \delta_{ij} B_i - \delta_{i \neq j} A_{ij} + \delta_{ij} \sum_{k=2, k \neq i}^{N} A_{ik} \right],
\]
where $B_i$ and $A_{ij}$ are $d \times d$ matrices (recalling that $r_{ik} = r_i - r_k$) given by
\[
B_i = \nabla_{r_{1i}} [\phi(|r_{1i}|) r_{1i}] = \phi(|r_{1i}|) I_d + \frac{\phi'(|r_{1i}|)}{|r_{1i}|} r_{1i} \otimes r_{1i} = \text{Hess}_{r_{1i}} \Phi(|r_{1i}|),
\]
\[
A_{ik} = \nabla_{r_{1i}} [\phi(|r_{ik}|) r_{ik}] = \phi(|r_{ik}|) I_d + \frac{\phi'(|r_{ik}|)}{|r_{ik}|} r_{ik} \otimes r_{ik} = \text{Hess}_{r_{1i}} \Phi(|r_{ik}|)
\]
Continuing from (3.8), we have
for \( i \neq k \), and where we have used the fact that \( A_{ik} = -\nabla_{r_{ik}} [\phi(|r_{ik}|)r_{ik}] \) to obtain the term \(-\delta_{i\neq j} A_{ij} \). Hence, the diagonal and off-diagonal entries of the \((N - 1)d \times (N - 1)d\) matrix \( M \) in (3.9) can be written as

\[
M = \frac{1}{N} \begin{pmatrix}
B_2 - C + \sum_{j \neq 2} D_{2j} & -D_{23} & \ldots & -D_{2N} \\
-D_{23} & B_3 - C + \sum_{j \neq 3} D_{3j} & \ldots & -D_{3N} \\
\vdots & \vdots & \ddots & \vdots \\
-D_{N2} & -D_{N3} & \ldots & B_N - C + \sum_{j \neq N} D_{Nj}
\end{pmatrix}
\]

with \( C = c(1 + |S^{-1}r|)^{\alpha-2} I_d \), \( D_{ij} = A_{ij} - C \).

Since \( D_{ij} = D_{ji} \) for all \( 2 \leq i < j \leq N \), for any \( \eta = (\eta_2, \eta_3, \ldots, \eta_N) \in \mathbb{R}^{(N-1)d} \), we have

\[
N\eta^T M \eta = \sum_{i=2}^{N} \langle (B_i - C)\eta_i, \eta_i \rangle + \sum_{2 \leq i < j \leq N} \langle D_{ij}\eta_i, \eta_j \rangle - \langle D_{ij}\eta_i, \eta_j \rangle
= \sum_{i=2}^{N} \langle (B_i - C)\eta_i, \eta_i \rangle + \sum_{2 \leq i < j \leq N} \langle D_{ij}(\eta_i - \eta_j), (\eta_i - \eta_j) \rangle,
\]

(3.10)

where the second equality follows from the fact that \( D_{ij} \) is symmetric. Note that the eigenvalues of \( S \) are \( \left\{ \sqrt{\frac{k}{k-1}} \right\}_{k=2}^{N} \), so \( |S^{-1}r| \geq \frac{1}{\sqrt{2}} |r| \). Since \( \alpha \in (0, 2) \), we have

\[
(1 + |S^{-1}r|)^{\alpha-2} \leq \left( 1 + \frac{1}{\sqrt{2}} |r| \right)^{\alpha-2} \leq \frac{2^{\alpha}}{\sqrt{2}} (\sqrt{2} + |r|)^{\alpha-2}.
\]

Noticing that \( \alpha > 0 \), we have

\[
C = c(1 + |S^{-1}r|)^{\alpha-2} I_d \leq 2c(1 + |r_{1i}|)^{\alpha-2} I_d
\]

for each \( i \in \{2, 3, \ldots, N\} \). Hence, we have, for each \( i, j \in \{2, \ldots, N\} \),

\[
B_i - C \geq \text{Hess}_{r_{ii}} \Phi(|r_{1i}|) - 2c(1 + |r_{1i}|)^{\alpha-2} I_d \geq 0,
\]

\[
D_{ij} \geq \text{Hess}_{r_{ij}} \Phi(|r_{ij}|) - 2c(1 + |r_{ij}|)^{\alpha-2} I_d \geq 0
\]

Plugging them into Eq.(3.10), we obtain that \( M \) is positive definite.

\[\square\]

**Lemma 3.5.** Let \( \phi(r) := \frac{\phi'(r)}{r} \). Then, Condition (3.6) holds if

(i) there exists \( c_1, c_2 > 0 \) such that \( \phi(r) \geq 0 \) and \( \phi(r)r^2 \geq c_1 r^\beta - c_2 \) for all \( r > 0 \);

and Condition (3.7) holds if either (ii) or (iii) is true:

(ii) \( \phi'(r) \geq 0 \) and there exists \( c_3 > 0 \) such that \( \phi(r) \geq c_3 (1 + r)^{\alpha-2} \) for all \( r > 0 \);

(iii) \( \phi'(r) \leq 0 \) and there exists \( c_3 > 0 \) such that \( \phi(r) + \phi'(r)r \geq c_3 (1 + r)^{\alpha-2} \) for all \( r > 0 \).
Proof. Suppose (i) is true, then Condition (3.6) follows from
\[
\frac{1}{N} \left( \sum_{2 \leq j \leq N} \phi(|r_{1j}|)|r_{1j}|^2 + \sum_{2 \leq i < j \leq N} \phi(|r_{ij}|)|r_{ij}|^2 \right) \geq \frac{1}{N} \sum_{2 \leq j \leq N} \phi(|r_{1j}|)|r_{1j}|^2
\]
\[
\geq c_1 \sum_{2 \leq j \leq N} |r_{1j}|^\beta - c_2 \geq \frac{1}{N} c_1 c_\beta |r|^\beta - c_2,
\]
where \( c_\beta \) is the minimum of \( f(r) := \sum_{2 \leq j \leq N} |r_{1j}|^\beta \) on the unit sphere \( \{r = (r_{12}, \ldots, r_{1N}) : \sum_{2 \leq j \leq N} |r_{1j}|^2 = 1\} \).

To prove Condition (3.7), note that
\[
\text{Hess}_x \Phi(|x|) = \nabla (\phi(|x|)|x|) = \phi'(|x|) \frac{x \otimes x}{|x|} + \phi(|x|) I_d.
\]
Then, if (ii) is true, Condition (3.7) follows directly, since \( \frac{\phi'(|x|)}{|x|} \) is positive definite. If (iii) is true, using the fact that \( I_d - \frac{\phi'(|x|)}{|x|^2} \) is positive definite, we obtain Condition (3.7):
\[
\text{Hess}_x \Phi(|x|) = \left[ \phi(|x|) + \phi'(|x|)|x| \right] I_d - \phi'(|x|)|x| \left( I_d - \frac{x \otimes x}{|x|^2} \right)
\]
\[
\geq \left[ \phi(|x|) + \phi'(|x|)|x| \right] I_d
\]
\[
\geq c_3 (1 + |x|)^\alpha - 1 I_d.
\]

Example 3.6. The function \( \Phi(r) = (a + r^2)\gamma \) with \( a > 0 \) and \( \gamma \geq 1 \) satisfies Condition (3.6)-(3.7). To see this, note that
\[
\phi(r) = \frac{\Phi'(r)}{r} = 2\gamma (a + r^2)\gamma - 1 \geq 2\gamma a\gamma - 1,
\]
and \( \phi(r)r^2 \geq c_1 r^2 - c_2 \) with \( c_1 = 2\gamma a\gamma - 1 \) and \( c_2 = 0 \). Therefore, Condition (3.6) holds by Lemma 3.5 (i) with \( \beta = 2 \). Note also that
\[
\phi'(r) = 4\gamma (\gamma - 1)(a + r^2)\gamma - 2 r > 0
\]
and \( \phi(r) \geq 2\gamma a\gamma - 1 \geq c_3 (1 + r)^\alpha - 2 \) with \( c_3 = 2\gamma a\gamma - 1 \) for any \( \alpha \in (0, 2) \), i.e. Lemma 3.5 (ii) holds, and so does Condition (3.7).

Example 3.7. The function \( \Phi(r) = (a + r^\theta)\gamma \) with \( a > 0 \), \( \gamma \in (0, 1] \), \( \theta \in (1, 2] \) and \( \theta \gamma > 1 \) satisfies Condition (3.6)-(3.7). To see this, note that \( \phi(r) = \theta \gamma (a + r^\theta)\gamma - 1 r^\theta - 2 \geq 0 \) and
\[
\phi(r)r^2 = \theta \gamma (a + r^\theta)\gamma - 1 r^\theta = \theta \gamma \left( \frac{a + r^\theta}{r^\theta} \right)^\gamma - 1 r^\theta
\]
\[
= c_1 r^\theta \gamma + \left[ \theta \gamma \left( \frac{r^\theta}{a + r^\theta} \right)^{1 - \gamma} - c_1 \right] r^\theta \gamma \geq c_1 r^\theta \gamma - c_0
\]
with \( c_1 = \theta \gamma /2 \) and with \(-c_0\) being the minimum of \( f(r) = \gamma [\theta \left( \frac{r^\theta}{\alpha + r^\theta} \right)^{1-\gamma} - 1/2] r^{\theta \gamma} \) (whose maximum exists and is positive because \( f(r) < 0 \) for small \( r \) and \( \lim_{r \to \infty} f(r) = +\infty \)). Then, Condition (3.6) holds by Lemma 3.5 (i) with \( \beta = \theta \gamma \). For Condition (3.7), note that

\[
\phi'(r) = \theta \gamma (a + r^\theta) \gamma^{-1} r^\theta - 3 \theta - 2 + \theta (\gamma - 1) r^\theta (a + r^\theta)^{\gamma-2} \leq 0,
\]

because \( \theta \leq 2 \) and \( \gamma < 1 \). Noting that \( \theta - 1 + \theta (\gamma - 1) r^\theta (a + r^\theta)^{-1} \geq \theta - 1 + \theta (\gamma - 1) = \theta \gamma - 1 > 0 \), we have

\[
\phi(r) + \phi'(r)r = \theta \gamma (a + r^\theta) \gamma^{-1} r^\theta - 2 + \theta (\gamma - 1) r^\theta (a + r^\theta)^{-1} \geq \theta \gamma (\theta \gamma - 1) (a + r^\theta)^{\gamma-2}
\]

\[
= \theta \gamma (\theta \gamma - 1) \left( \frac{r^\theta}{a + r^\theta} \right)^{1-\gamma} \left( \frac{r}{1 + r} \right)^{\theta \gamma - 2} (1 + r)^{\theta \gamma - 2}
\]

\[
\geq c_3 (1 + r)^{\theta \gamma - 2},
\]

where \( c_3 \) is the minimum of the function \( f(r) = \theta \gamma (\theta \gamma - 1) \left( \frac{r^\theta}{a + r^\theta} \right)^{1-\gamma} \left( \frac{r}{1 + r} \right)^{\theta \gamma - 2} \) (whose minimum exists and is positive because \( \theta \gamma > 1 \) and \( \theta \leq 2 \)). Thus, Lemma 3.5 (iii) holds with \( \alpha = 2 \gamma \).

**Example 3.8.** The function \( \Phi(r) = r^\gamma \) satisfies Condition (3.6) - (3.7) only when \( \gamma \in (1, 2] \). To see this, note that \( \phi(r) = \gamma r^{\gamma-2} \) and \( \phi(r)r^2 = \gamma r^\gamma \). Then, Lemma 3.5 (i) holds with \( \beta = \gamma \), \( c_1 = \gamma \) and \( c_2 = 0 \). Thus, Condition (3.6) holds for any \( \gamma > 0 \). For Condition (3.7), note that \( \phi'(r) = (\gamma - 2)r^{\gamma-3} \leq 0 \) when \( \gamma \leq 2 \). Also, note that

\[
\phi(r) + \phi'(r)r = \gamma r^{\gamma-2}(\gamma - 1) \geq \gamma (\gamma - 1)(1 + r)^{\gamma-2}.
\]

Thus, Lemma 3.5 (iii) holds with \( \alpha = \gamma \) and with \( c_3 = \gamma (\gamma - 1) > 0 \) when \( \gamma \in (1, 2] \). When \( \gamma > 2 \), we have \( \phi'(r) \geq 0 \), but \( \phi(r)/(1 + r)^{\alpha-2} = \gamma r^{\gamma}(1 + r)^{2-\alpha} \) has a minimum 0 over \( r \in (0, \inf \gamma) \) for any \( 0 < \alpha < 2 \). Thus, Lemma 3.5 (ii) does not hold. Then, Condition (3.7) holds only when \( \gamma \in (1, 2] \).

## 4 Coercivity for stationary processes

We show that the coercivity conditions holds when the system of relative positions is stationary and has a potential in the form of \( \Phi_0 \) in (1.3), or more generally, the potential

\[
\Phi(r) = c_1 \Phi_0(r) + c_2 \Psi(r),
\]

where \( c_1 > 0, c_2 \geq 0 \) and \( \Psi: [0, \infty) \to \mathbb{R} \) is a function such that \( \Psi(|u - v|) \) is negative definite.

Note that when the system of relative positions (2.4) is stationary, the functional \( T_h \) in (1.2) in the coercivity condition becomes

\[
T_h = \mathcal{I}_x(h) := \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} h(|u|) h(|v|) \langle u, v \rangle \frac{p_x(u,v)}{|u||v|} du dv
\]

with \( p_x(u,v) \) being the stationary density in (2.7). Also, the integral kernel \( K_T(u,v) \) in (1.4) becomes \( K_T(u,v) = \frac{\langle u, v \rangle}{|u||v|} p_x(u,v) \). Furthermore, abusing the notation \( \|h\|_{L^2(\rho)}^2 \) for \( \|h(|\cdot|)\|_{L^2(\rho)}^2 \), we have

\[
\int_0^T \mathbb{E}[h(|r_{12}^T|)^2] dt = \|h\|_{L^2(\rho)}^2 < \infty
\]
if and only if \( h(\cdot, \cdot) \in L^2(\rho) \) with \( \rho \) being the marginal density of \( p_x(u, v) \):

\[
\rho(u) = \int p_x(u, v)dv. \tag{4.3}
\]

Hence, Equation (1.2) in the coercivity condition is equivalent to

\[
I_x(h) = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} h(|u|) h(|v|) \frac{\langle u, v \rangle}{|u||v|} p_x(u, v) dvdu \geq c_h \|h\|_{L^2(\rho)}^2. \tag{4.4}
\]

**Theorem 4.1** (Coercivity). The coercivity condition in Definition 1.1 holds true on \( L^2(\rho) \) for the system (2.4) with the potential \( \Phi \) in (4.1) if the system starts from the stationary density \( p_x(u, v) \) in (2.7). That is, for any finite dimensional linear subspace \( H \subset L^2(\rho) \) with \( \rho \) in (4.3), there exists a constant \( c_H > 0 \) such that for all \( h \in H \), Equation (4.4) holds.

**Proof.** By Theorem 4.2 below, \( I_x(h) \geq 0 \) and the equality holds only when \( h = 0 \) everywhere. Note also that \( I_x(h) \) is a continuous functional on \( L^2(\rho) \) since by Hölder’s inequality,

\[
I_x(h) \leq \|h\|_{L^2(\rho)}^2.
\]

Thus, (4.4) holds true with

\[
c_H = \min_{h \in H, \|h\|_{L^2(\rho)} = 1} I_x(h),
\]

when \( H \in L^2(\rho) \) is a finite dimensional linear subspace.

The coercivity condition holds for non-radial functions, because the above proof is for general function in \( L^2(\rho) \). It is based on the following theorem:

**Theorem 4.2.** Let \( p_x(u, v) \) be the density function in (2.7) with \( \Phi \) defined as (4.1). Let \( I_x(h) \) be the functional defined in (4.2). Then,

\[
I_x(h) = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} h(u) h(v) \frac{\langle u, v \rangle}{|u||v|} p_x(u, v) dvdu \geq 0
\]

for any \( h \in L^2(\mathbb{R}^d, \rho) \) with \( \rho \) defined in (4.3), and \( I_x(h) = 0 \) only when \( h = 0 \) almost everywhere.

Theorem 4.2 is equivalent to that the integral kernel \( K_x(u, v) = \frac{\langle u, v \rangle}{|u||v|} p_x(u, v) \) in the definition of \( I_x(h) \) is strictly positive definite. To prove this, we start with a few technical results about positive definite integral kernels.

We introduce the following notation to simplify the expression of the marginalization in \( I_x(h) \). For any function \( \Phi : \mathbb{R}^+ \to \mathbb{R} \), we denote

\[
D_\Phi^\Delta(u, v) = \Phi(|u|) + \Phi(|v|) - \Phi(|u - v|);
\]

\[
D_\Phi^{\square}(u, v) = \Phi(|u|) + \Phi(|v|) - \Phi(|u - v|) - \Phi(0). \tag{4.5}
\]

Then, for the function \( \Phi \) in (4.1), we have

\[
\Phi(|u|) + \Phi(|v|) + \Phi(|u - v|)
\]

\[
= - \left[ \Phi(|u|) + \Phi(|v|) - \Phi(|u - v|) \right] + \Phi(|u|) + \Phi(|v|)
\]

\[
= - c_1 D_{\Phi_0}^\Delta(u, v) - c_2 D_{\Phi}^{\square}(u, v) + c_2 \Phi(0) + \Phi(|u|) + \Phi(|v|). \tag{4.6}
\]
Recall that $p_x(u, v)$ in (2.7) is

$$p_x(u, v) = \frac{1}{Z} f(u, v) e^{-\frac{1}{N} [\Phi(|u|) + \Phi(|v|) + \Phi(|u - v|)]},$$

where

$$f(u, v) = \int e^{-\frac{2}{N} \sum_{4 \leq j < N} \Phi(|r_{1j} - r_{1j}|) + \sum_{4 \leq j < N} \Phi(|r_{1j}|) + \Phi(|u - r_{1j}|) + \Phi(|v - r_{1j}|)]} dr_{14} \ldots dr_{1N}.$$ 

For any fixed $r_{14}, r_{15}, \ldots, r_{1N}$, let

$$\overline{h}\psi(u) = h(u)e^{-\frac{1}{N} \sum_{4 \leq j < N} \Phi(|u - r_{1j}|) - \sum_{4 \leq j < N} \Phi(|r_{1j}|) - \frac{1}{N} \sum_{4 \leq j < N} \Phi(|r_{1j}|)}.$$ 

(4.7)

Then, combining (4.6) and (4.7), we have

$$I_x(h) = \frac{1}{Z} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \int_{(\mathbb{R}^{N-3}d) / \mathbb{R}d} \overline{h}\psi(u) \psi(v) \frac{u, v}{|u||v|} e^{\frac{2}{N} \Phi(|u|) + \Phi(|v|) - \Phi(|u - v|)} dr_{14} \ldots dr_{1N} du dv$$

$$= \frac{1}{Z} e^{\frac{2}{N} \Phi(0)} \int_{(\mathbb{R}^{-1}d) / \mathbb{R}d} \overline{h}\psi(u) \psi(v) \frac{u, v}{|u||v|} e^{\frac{2}{N} [c_1 D_{\Phi}_0(u, v) + c_2 D_{\Phi}(u, v)]} dr_{14} \ldots dr_{1N} du dv.$$ 

(4.8)

The following lemma shows that $D_{\Phi_0}(u, v)$ and $D_{\Phi}(u, v)$ are positive definite.

**Lemma 4.3.** Let $\Phi : \mathbb{R}^+ \to \mathbb{R}$ be a function and consider the functions $D_{\Phi}(u, v)$ and $D_{\Phi}(u, v)$ defined in (4.5).

(i) If $\Phi(|u - v|)$ is negative definite, then $D_{\Phi}(u, v)$ is positive definite.

(ii) If in addition that $\Phi(0) \geq 0$, then $D_{\Phi}(u, v)$ is positive definite.

In particular, $\Phi_0$ defined in (1.3) is negative definite and $\Phi_0(0) \geq 0$, so $D_{\Phi_0}(u, v)$ is positive definite.

**Proof.** Applying Theorem A.4 to the function $\psi(u, v) = \Phi(|u - v|)$, we obtain that both $D_{\Phi}(u, v)$ and $D_{\Phi}(u, v)$ are positive definite.

To show that $D_{\Phi_0}(u, v)$ is positive definite, we need to show that $\Phi_0(u - v)$ is negative definite. By Theorem A.6, it suffices to show that $\psi(u, v) = a + |u - v|^2$ is negative definite. Note that $\psi(u, v)$ is symmetric and for any \(\{c_1, c_2, \ldots, c_n\} \in \mathbb{R} \) with $\sum_{j=1}^n c_j = 0$,

$$\sum_{j, k=1}^n c_j c_k \psi(u_j, u_k) = \sum_{j, k=1}^n c_j c_k \left[ a + |u_j|^2 + |u_k|^2 - 2\langle u_j, u_k \rangle \right]$$

$$= -2 \sum_{j, k=1}^n c_j c_k \langle u_j, u_k \rangle = -2 \sum_{j=1}^n c_j |u_j|^2 \leq 0,$$

for any $\{u_1, u_2, \ldots, u_n\} \in \mathbb{R}^d$. Thus, $\psi(u, v) = a + |u - v|^2$ is negative definite. \(\square\)

The proof of Theorem 4.2 relies on the fact that the polynomials are dense in a class of weighted $L^2(\mu)$ spaces, as in the following lemma.
Lemma 4.4. [15, Lemma 1.1] Let $\mu$ be a measure on $\mathbb{R}^d$ satisfying

$$
\int e^{c|x|} d\mu(x) < \infty
$$

for some $c > 0$, where $|x| = \sum_{j=1}^{d} |x_j|$. Then the polynomials are dense in $L^2(\mu)$.

**Proposition 4.5.** For $\Phi_0$ in (1.3) with $\gamma \in (0, 1)$ and $h_r : \mathbb{R}^d \to \mathbb{R}$ defined in (4.7), let

$$
I_r := \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} h_r(u)h_r(v) \frac{\langle u, v \rangle}{|u||v|} \left[ \Phi_0(|u|) + \Phi_0(|v|) - \Phi_0(|u - v|) \right] dudv.
$$

Then, $I_r \geq 0$ and $I_r = 0$ if and only if $h = 0$ almost everywhere.

**Proof.** From the expression (1.3), we obtain

$$
I_r = I_1 + I_2
$$

with

$$
I_1 := \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} h_r(u)h_r(v) \frac{\langle u, v \rangle}{|u||v|} \left[ (a + |u|^\theta)^\gamma + (a + |v|^\theta)^\gamma - (2a + |u|^\theta + |v|^\theta)^\gamma \right] dudv;
$$

$$
I_2 := \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} h_r(u)h_r(v) \frac{\langle u, v \rangle}{|u||v|} \left[ 2(a + |u|^\theta + |v|^\theta)^\gamma - (a + |u - v|^\theta)^\gamma \right] dudv.
$$

By Lemma A.8 and Lemma A.9, $(a + |u|^\theta)^\gamma + (a + |v|^\theta)^\gamma - (2a + |u|^\theta + |v|^\theta)^\gamma$ is positive definite as a function of $(u, v)$, therefore $I_1 \geq 0$.

Note also that for $0 < \gamma < 1$,

$$
z^\gamma = \frac{\gamma}{\Gamma(1 - \gamma)} \int_0^\infty (1 - e^{-\lambda z}) \frac{d\lambda}{\lambda^{\gamma+1}},
$$

where $\Gamma(1 - \gamma) = \int_0^\infty x^{-\gamma} e^{-x} dx$ is the Gamma function. Then, with $C_\gamma := \frac{\gamma}{\Gamma(1 - \gamma)}$, and with the notation

$$D_\psi^\Delta(u, v) = |u|^\theta + |v|^\theta - |u - v|^\theta$$

for the function $\psi(u) = |u|^\theta$ as in (4.5), we have

$$
I_2 = C_\gamma \int_0^\infty \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} h_r(u)h_r(v) \frac{\langle u, v \rangle}{|u||v|} \left[ e^{-\lambda(|u|+|u-v|)^\theta} - e^{-\lambda(2a+|u|^\theta+|v|^\theta)} \right] dudv \frac{d\lambda}{\lambda^{\gamma+1}}
$$

$$
= C_\gamma \int_0^\infty \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} h_r(u)h_r(v) \frac{\langle u, v \rangle}{|u||v|} e^{-\lambda(|u|^\theta+|v|^\theta+a)} [e^{2\lambda D_\psi^\Delta(u, v)} - e^{-\lambda a}] dudv \frac{d\lambda}{\lambda^{\gamma+1}}
$$

$$
= C_\gamma \int_0^\infty \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} h_r(u)h_r(v) \frac{\langle u, v \rangle}{|u||v|} e^{-\lambda(|u|^\theta+|v|^\theta+a)} e^{2\lambda D_\psi^\Delta(u, v)} dudv \frac{d\lambda}{\lambda^{\gamma+1}},
$$

where the last equality follows from the fact that

$$
\int_{\mathbb{R}^d} \int_{\mathbb{R}^d} h_r(u)h_r(v) \frac{\langle u, v \rangle}{|u||v|} e^{-\lambda(|u|^2+|v|^2+a)} e^{-\lambda a} dudv = 0
$$

due to symmetry.
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Consider first the case when $\theta = 2$. Note that $D_{\psi}^\Delta(u,v) = \langle u,v \rangle$. We have, by the Taylor expansion of $e^{2\lambda D_{\psi}^\Delta(u,v)}$,

\[
I_2 = C\sum_{k=0}^{\infty} \int_0^{\infty} e^{-\lambda a} d\lambda = C_\gamma \sum_{i_1,\ldots,i_d \geq 0, k \geq 1} \int_0^{\infty} e^{-\lambda a} \frac{2\lambda^{k-1}i_1^{i_1} \cdots i_d^{i_d}}{i_1! \cdots i_d!} d\lambda \int_{\mathbb{R}^d} h_\gamma(u) e^{-\lambda |u|^2} |u|^{i_1+i_d} d\lambda.
\]

Hence we have $I_r \geq 0$, and $I_r = 0$ only when for all the $i_1, \ldots, i_d \geq 0, i_1 + \ldots + i_d \geq 1$, and almost every $\lambda \geq 0$,

\[
\int_{\mathbb{R}^d} h_\gamma(u) e^{-\lambda |u|^2} u_1^{i_1} \cdots u_d^{i_d} du = 0.
\]

Then, by Lemma 4.4, $I_r = 0$ if and only if $h = 0$ almost everywhere in $\mathbb{R}^d$.

Next, consider the case when $\theta \in (1, 2)$. Note first that $D_{\psi}^\Delta(u,v)$ with $\psi(u) = |u|^{\theta}$ is positive definite by Lemma 4.3, so is its powers. Then, continuing from (4.10), we have

\[
I_2 \geq C_\gamma \sum_{k=0}^{\infty} \int_0^{\infty} e^{-\lambda a} d\lambda = C_\gamma \sum_{i_1,\ldots,i_d \geq 0, k \geq 1} \int_0^{\infty} e^{-\lambda a} \frac{2\lambda^{k-1}i_1^{i_1} \cdots i_d^{i_d}}{i_1! \cdots i_d!} d\lambda \int_{\mathbb{R}^d} \bar{h}_\gamma(u) \bar{h}_\gamma(v) \frac{\langle u,v \rangle}{|u||v|} e^{-\lambda (|u|^2 + |v|^2 + a)} D(u,v) du dv d\lambda.
\]

where $\bar{h}_\gamma(u) := h_\gamma(u) e^{-\lambda |u|^2}$ and in the equality, we rewrite $D_{\psi}^\Delta(u,v) = |u|^{2\gamma} + |v|^{2\gamma} - |u-v|^{2\gamma}$ with $\gamma = \theta/2$. This returns to the above case when $\theta = 2$. \hfill $\square$

**Proof of Theorem 4.2.** Note first that $D_{\psi_0}^\Delta(u,v)$ and $D_{\psi}^\Box(u,v)$ are positive definite by Lemma 4.3. We prove the theorem by separating it into the following cases:

- Case I: $\gamma = 1$ and $\theta \in (0, 2]$;
- Case II: $\gamma \in (0, 1)$ and $\theta \in (1, 2]$.

**Case I: when $\gamma = 1$ and $\theta = (1,2)$.** We detail only the case $\theta = 2$, and the proof for case when $\theta \in (1, 2)$ is similar to those in Proposition 4.5 by using Gamma function. Note that $D_{\psi_0}^\Delta(u,v) = 2 \langle u,v \rangle$. With $Z_1 = \int e^{2\gamma u|v|} \frac{2\gamma}{\lambda} |u||v| e^{2\gamma |u||v|} d\lambda$ we have

\[
I_x(h) = Z_1 \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \int_{\mathbb{R}^{(N-3)d}} \bar{h}_\gamma(u) \bar{h}_\gamma(v) \frac{\langle u,v \rangle}{|u||v|} e^{2\gamma |u||v|} D_{\psi}^\Box(u,v) dr_1 \cdots dr_N du dv.
\]

Since $D_{\psi}^\Box(u,v)$ is positive definite, and so is any power of it by Theorem A.2(2). Thus,

\[
I_x(h) = Z_1 \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \int_{\mathbb{R}^{(N-3)d}} \bar{h}_\gamma(u) \bar{h}_\gamma(v) \frac{\langle u,v \rangle}{|u||v|} e^{2\gamma |u||v|} \sum_{k=0}^{\infty} \frac{1}{k!} \left( \frac{2\gamma}{\lambda} D_{\psi}^\Box(u,v) \right)^k dr_1 \cdots dr_N du dv \geq Z_1 \int_{\mathbb{R}^d} \int_{\mathbb{R}^{(N-3)d}} \bar{h}_\gamma(u) \bar{h}_\gamma(v) \frac{\langle u,v \rangle}{|u||v|} e^{2\gamma |u||v|} \int_{\mathbb{R}^{(N-3)d}} dr_1 \cdots dr_N du dv.
\]
Expanding the term $e^{\frac{4c_1(u,v)}{N}}$ into polynomials, we have

$$I_X(h) \geq Z_1 \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \int_{\mathbb{R}^{(N-3)d}} \tilde{h}_T(u)\tilde{h}_T(v) \frac{1}{|u||v|} \sum_{k=0}^{\infty} \frac{(4c_1)^k}{k!N^k} dr_{14} \cdots dr_{1N}dudv$$

$$= Z_1 \int_{\mathbb{R}^{(N-3)d}} \sum_{i_1, \ldots, i_d \geq 0, \sum i_1 + \cdots + i_d = 1} \frac{(4c_1/N)^{k-1}k}{i_1! \cdots i_d!} \int_{\mathbb{R}^d} \tilde{h}_T(u)u_i^1 \cdots u_i^d \frac{du}{|u|} dr_{14} \cdots dr_{1N}. \quad (4.12)$$

Hence $I_X(h) \geq 0$ and $I_X(h) = 0$ if and only if for every $i_1 + \cdots + i_d \geq 1$, $i_1, \ldots, i_d \geq 0$, and almost every $(r_{14}, \ldots, r_{1N}) \in \mathbb{R}^{(N-3)d}$

$$\int_{\mathbb{R}^d} \tilde{h}_T(u)u_i^1 \cdots u_i^d \frac{du}{|u|} = 0.$$

From the expression (4.7) and Lemma 4.4, we obtain that $I_X(h) = 0$ if and only if $h = 0$ almost everywhere.

**Case II: when $\gamma \in (0, 1)$ and $\theta \in (1, 2]$.** Noticing that

$$\Phi(|u|) + \Phi(|v|) - \Phi(|u - v|) = c_1 D^\Delta_{\Phi_0}(u, v) + c_2 D^\Box_{\Psi}(u, v)$$

is positive definite and so are its powers, we have

$$I \geq e^{\frac{2c_1}{N}\Phi(0)} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \int_{\mathbb{R}^{(N-3)d}} \tilde{h}_T(u)\tilde{h}_T(v) \frac{\langle u, v \rangle}{|u||v|} \int_{\mathbb{R}^d} \frac{2c_1}{N} D^\Delta_{\Phi_0}(u, v)dr_{14} \cdots dr_{1N}dudv$$

$$= e^{\frac{2c_1}{N}\Phi(0)}(I_3 + I_4),$$

where

$$I_3 = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \int_{\mathbb{R}^{(N-3)d}} \tilde{h}_T(u)\tilde{h}_T(v) \frac{\langle u, v \rangle}{|u||v|} \frac{2c_1}{N} D^\Delta_{\Phi_0}(u, v)dr_{14} \cdots dr_{1N}dudv,$$

$$I_4 = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \int_{\mathbb{R}^{(N-3)d}} \tilde{h}_T(u)\tilde{h}_T(v) \frac{\langle u, v \rangle}{|u||v|} \frac{2c_2}{N} D^\Box_{\Psi}(u, v)dr_{14} \cdots dr_{1N}dudv.$$

Note that $I_4 \geq 0$ by the positive definiteness of $D^\Box_{\Psi}(u, v)$. We may write

$$I_3 = e^{\frac{2c_1}{N}\Phi(0)} \int_{\mathbb{R}^{(N-3)d}} I_r dr_{14} \cdots dr_{1N},$$

where

$$I_r = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \tilde{h}_T(u)\tilde{h}_T(v) \frac{\langle u, v \rangle}{|u||v|} \frac{2c_1}{N} D^\Delta_{\Phi_0}(u, v)dudv.$$

By Proposition 4.5, we obtain that $I_r \geq 0$, and $I_r = 0$ if and only if $h_r = 0$ almost everywhere on $\mathbb{R}^d$. Hence we have $I_3 \geq 0$, and $I_3 > 0$ for all $h \neq 0$. Then the theorem follows. \hfill \square
The major effort in the above proof of Theorem 4.2 is to deal with the inner product term in the definition of $I_\varepsilon(h)$. When the inner product is removed, the above proof directly implies that $p_\varepsilon(u,v)$ is strictly positive definite. The following lemma shows that the function $f(u,v)$ in (2.8), which is part of $p_\varepsilon(u,v)$, is also strictly positive definite.

**Lemma 4.6.** Let $\Phi : \mathbb{R}^d \to \mathbb{R}$ be a continuous function.

1. For any fixed $r_{14}, r_{15}, \ldots, r_{1N} \in \mathbb{R}^d$,

$$
g_r(u,v) := \sum_{4 \leq i < j \leq N} \Phi(|r_{ij} - r_{1j}|) + \sum_{1 \leq l \leq N} \left[ \Phi(|r_{1l}|) + \Phi(|u - r_{1l}|) + \Phi(|v - r_{1l}|) \right],
$$

as a function of $(u,v)$ is negative definite.

2. The function $f(u,v) : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}$, as defined in (2.8), is strictly positive definite.

**Proof.** We first prove Part (1). First note that $g_r(u,v) = g_r(v,u)$. Moreover, for any real numbers $\{c_i\}_{i=1}^k$ satisfying $\sum_{i=1}^k c_i = 0$, we have $\sum_{i=1}^k \sum_{j=1}^k c_i c_j g_r(u_i, u_j) = 0$. Then, following from Definition A.1, the function $g_r(u,v)$ is negative definite.

The strict positive definiteness of $f(u,v)$ follows from the fact that for any fixed $(r_{14}, r_{15}, \ldots, r_{1N})$, the integrand $e^{-\frac{1}{2}g_r(u,v)}$ is strictly positive definite as a function of $(u,v)$ since by Part (1), $g_r(u,v)$ is negative definite.

## 5 Coercivity for non-stationary processes

We show in this section that the coercivity condition holds true for the system of relative positions starting from a non-stationary distribution, provided that $T$ is large enough.

We start by introducing the following integrals for the expectations in (1.2). Let $p_t(u,v)$ be the density function for $(r_{12}', r_{13}')$, and correspondingly, with $p_\varepsilon(u,v)$ being the stationary density in (2.7). Let

$$
I_t(h) := \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} h(|u|)h(|v|) \frac{\langle u,v \rangle}{|u||v|} p_t(u,v) du dv \tag{5.1}
$$

for $t \in [0, \infty)$. Then, Equation (1.2) in the coercivity condition can be written as

$$
T_T(h) = \frac{1}{T} \int_0^T I_t(h) dt = \frac{1}{T} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} h(|u|)h(|v|) \frac{\langle u,v \rangle}{|u||v|} \bar{p}_T(u,v) du dv \tag{5.2}
$$

$$
\geq c_{\mathcal{H},T} \int_0^T \mathbb{E}[h(|r_{12}^t|)^2] dt = \|h\|^2_{L^2(\rho_T)},
$$

where $\bar{p}_T$ and $\bar{p}_T$ are defined by

$$
\bar{p}_T(u,v) = \frac{1}{T} \int_0^T p_t(u,v) dt, \quad \bar{p}_T(u) = \int_{\mathbb{R}^d} \bar{p}_T(u,v) dv. \tag{5.3}
$$

Here we abuse the notation $\|h\|^2_{L^2(\rho)}$ for $\|h(\cdot)\|^2_{L^2(\rho)}$. 
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Theorem 5.1 (Coercivity). Consider the system (2.4) with the potential $\Phi$ given by (4.1) and with initial condition satisfying (3.1). Let $\tilde{\rho}_T$ and $I_\infty(h)$ be defined as in (5.3) and (4.2), respectively. Then, the coercivity condition holds true on any finite-dimensional linear space $\mathcal{H} \subset L^2(\tilde{\rho}_T)$ s.t.

$$S_\mathcal{H} := \sup_{0 \neq h \in \mathcal{H}} \frac{\|h\|^2_\infty}{I_\infty(h)} < \infty,$$

when $T > (1 + 4S_\mathcal{H})T_{c,\mathcal{H}}$ with $T_{c,\mathcal{H}} := (2CS_\mathcal{H})^{2/\kappa}$, where $\kappa$ and $C$ are given in Proposition 3.2 and $\|h\| = \sup_{u \in \mathbb{R}^d} |h(u)|$. That is, there exists $c_{H,T} > 0$ such that Equation (4.2) holds for all $h \in \mathcal{H}$.

Remark 5.2. (i) Condition (5.4) is in fact a strong version of the coercivity condition with respect to the uniform norm at the stationary density: it is equivalent to

$$I_\infty(h) \geq S_\mathcal{H}^{-1} \|h\|^2_\infty, \quad \text{for all } h \in \mathcal{H}.$$

By requiring more regularity (uniform norm versus $L^2(\rho)$) at the stationary density, we gain coercivity in time. (ii) An analytical verification of Condition (5.4) is often out of reach except the Gaussian case, since the stationary measure $p_\infty$ involves a marginalization of a non-Gaussian distribution. One may obtain a glimpse of the condition on $h$ from (4.12) and (4.11), and may require that

$$S_\mathcal{H} := \sup_{0 \neq h \in \mathcal{H}} \frac{\|h\|^2_\ast}{\|h\|_\ast} < \infty,$$

using that $I_\infty(h)$ may be bounded from below by $\|h\|_\ast^2$ given by

$$\|h\|_\ast^2 := \sum_{k=0}^{\infty} \int_0^\infty e^{-\lambda k} \left( \int_{\mathbb{R}^d} h(u) e^{-\lambda |u|^2} \frac{d\lambda}{\lambda^{\gamma+1}} \right)^2 \frac{d\lambda}{\lambda^{\gamma+1}}.$$

(iii) On the other hand, in computational practice, this condition can be easily verified because

$$I_\infty(h) = \mathbb{E}_\infty \left[ h(r_{12})h(r_{13}) \frac{\langle r_{12}, r_{13} \rangle}{|r_{12}| |r_{13}|} \right]$$

and the expectation can be approximated by samples from data.

The proof of Theorem 5.1 is based on the following lemma, which shows that $I_t(h)$ is close to $I_\infty(h)$ when $t$ is large, hence $\mathcal{T}_T(h)$ can be bounded below by a factor of $I_\infty(h)$ when $T$ is large.

Lemma 5.3. For each nonzero $h \in L^2(\tilde{\rho})$, recall $\mathcal{T}_T(h)$ and $I_t(h)$ in (5.1) and (5.2). Let

$$T_{c,h} := \left( \frac{2C \|h\|^2_\infty}{I_\infty(h)} \right)^{2/\gamma} < \infty,$$

where $\kappa$ and $C$ are given in Proposition 3.2. We have

1. $I_t(h) \geq \frac{1}{2} I_\infty(h)$ if $t > T_{c,h}$;

2. $\mathcal{T}_T(h) \geq \frac{|h|^2_\ast}{I_\infty(h) + 4|h|_\ast^2} I_\infty(h)$ if $T \geq \left( 1 + \frac{4|h|_\ast^2}{I_\infty(h)} \right) T_{c,h}$. 
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Proof. We first prove Part (1). Note that Proposition 3.2 implies \( \|p_t - p_x\|_\infty \leq Ct^{-\kappa/2} \). Then,

\[
|I_t(h) - I_x(h)| = \left| \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} h(u) \left( \frac{u}{|u|} \right) (p_t(u,v) - p_x(u,v))h(v)dudv \right|
\leq \|h\|_\infty^2 \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} |p_t(u,v) - p_x(u,v)| dudv \leq \|h\|_\infty^2 Ct^{-\kappa/2}.
\]

Hence, \( I_t(h) \geq I_x(h) - |I_x(h) - I_t(h)| \geq I_x(h) - \|h\|_\infty^2 Ct^{-\kappa/2} \). Meanwhile, note that \( t > T_{c,h} := \left( \frac{2\|h\|_\infty^2}{I_x(h)} \right)^{\frac{2}{\kappa}} \) implies \( I_x(h) \geq 2\|h\|_\infty^2 Ct^{-\kappa/2} \). Then Part (1) follows.

Now we prove Part (2). Note that by Part (1),

\[
\bar{I}_T(h) = \frac{1}{T} \left[ \int_0^{T_{c,h}} \int_{\mathbb{R}^d} h(u) \left( \frac{u}{|u|} \right) p_t(u,v)h(v)dudv + \int_{T_{c,h}}^T \int_{\mathbb{R}^d} h(u) \left( \frac{u}{|u|} \right) p_t(u,v)h(v)dudv \right]
\geq \frac{1}{T} \left[ \frac{1}{2} I_x(h)(T - T_{c,h}) - \|h\|_\infty^2 T_{c,h} \right].
\]

Note that \( T \geq \left( 1 + \frac{4\|h\|_\infty^2}{I_x(h)} \right) T_{c,h} \) implies both \( \frac{1}{2} I_x(h)(T - T_c) \geq 2\|h\|_\infty^2 T_{c,h} \) and \( T - T_{c,h} \geq \frac{4\|h\|_\infty^2}{I_x(h) + 4\|h\|_\infty^2} T \).

Then,

\[
\bar{I}_T(h) \geq I_x(h) \frac{1}{4T}(T - T_{c,h}) \geq \frac{\|h\|_\infty^2}{I_x(h) + 4\|h\|_\infty^2} I_x(h)
\]  

(5.6)

and Part (2) follows. \( \square \)

Proof of Theorem 5.1. We show first that \( \bar{I}_T(h) > 0 \) when \( h \neq 0 \) in \( L^2(\tilde{\rho}_T) \). Note first that \( T_{c,H} = (2CS_H)^{2/\kappa} \geq T_{c,h} \) with \( T_{c,h} \) defined in (5.5). Then, \( T > (1 + 4S_H)T_{c,H} \geq \left( 1 + \frac{4\|h\|_\infty^2}{I_x(h)} \right) T_{c,h} \), and we can apply the first inequality in (5.6) in the proof of Lemma 5.3 to obtain

\[
\bar{I}_T(h) \geq I_x(h) \frac{1}{4T}(T - T_{c,h}) \geq I_x(h) \frac{1}{4T}(T - T_{c,H}) \geq I_x(h) \frac{S_H}{1 + 4S_H},
\]

where the last inequality follows from \( T > (1 + 4S_H)T_{c,H} \). By Theorem 4.2, \( I_x(h) = 0 \) only if \( h = 0 \) almost everywhere. Thus, \( \bar{I}_T(h) > 0 \) when \( h \neq 0 \) in \( L^2(\tilde{\rho}_T) \).

Next, to prove the coercivity condition, suppose on the contrary it does not hold, that is, there exists a sequence of nonzero functions \( \{h_n\} \subset \mathcal{H} \) such that \( \frac{\bar{I}_T(h_n)}{\|h_n\|_{L^2(\tilde{\rho}_T)}} \rightarrow 0 \). Since \( \mathcal{H} \) is finite dimensional, the normalized sequence \( \tilde{h}_n = \frac{h_n}{\|h_n\|_{L^2(\tilde{\rho}_T)}} \) has a convergence subsequence. Denote the limit by \( \tilde{h} \). Then, we have \( \bar{I}_T(\tilde{h}) = 0 \) and \( \|\tilde{h}\|_{L^2(\tilde{\rho}_T)} = 1 \), a contradiction. \( \square \)

A Positive definite kernels

In this section, we review the definitions of positive and negative definite kernels, as well as their basic properties. The following definition is a real version of the definition in [1, p.67].
**Definition A.1.** Let $X$ be a nonempty set. A function $\phi : X \times X \to \mathbb{R}$ is called a (real) positive definite kernel if and only if it is symmetric (i.e. $\phi(x,y) = \phi(y,x)$) and
\[
\sum_{j,k=1}^{n} c_j c_k \phi(x_j,x_k) \geq 0
\]
for all $n \in \mathbb{N}$, $\{x_1, \ldots, x_n\} \subset X$ and $c = (c_1, \ldots, c_n) \in \mathbb{R}^n$. The function $\phi$ is called strictly positive definite if the equality holds only when $c = 0 \in \mathbb{R}^n$. We call the function $\phi$ a (real) negative definite kernel if and only if it is symmetric and
\[
\sum_{j,k=1}^{n} c_j c_k \phi(x_j,x_k) \leq 0
\]
for all $n \geq 2$, $\{x_1, \ldots, x_n\} \subset X$ and $\{c_1, \ldots, c_n\} \in \mathbb{R}$ with $\sum_{j=1}^{n} c_j = 0$.

**Remark.** In the definition of positive definiteness in [1, p.67], a function $\phi : X \times X \to \mathbb{C}$ is positive definite if and only if $\sum_{j,k=1}^{n} \bar{c_j} \phi(x_j,x_k) \geq 0$ for all $n \in \mathbb{N}$, $\{x_1, \ldots, x_n\} \subset X$ and $\{c_1, \ldots, c_n\} \in \mathbb{C}$, where $\bar{c}$ denotes the complex conjugate of a complex number $c$. It is straightforward to check that when $\phi$ is real-valued and symmetric, this definition is equivalent to the definition (A.1).

Similarly, In the definition of negative definiteness in [1, p.67], a function $\phi : X \times X \to \mathbb{C}$ is negative definite if and only if it is Hermitian (i.e. $\phi(x,y) = \overline{\phi(y,x)}$) and $\sum_{j,k=1}^{n} \bar{c_j} \phi(x_j,x_k) \leq 0$ for all $n \geq 2$, $\{x_1, \ldots, x_n\} \subset X$ and $\{c_1, \ldots, c_n\} \in \mathbb{C}$ with $\sum_{j=1}^{n} c_j = 0$. We can again check that when $\phi$ is real-valued, this definition is equivalent to the definition (A.2). In this paper, we only consider real-valued, symmetric kernels.

**Theorem A.2 (Properties of positive definite kernels).** Suppose that $k, k_1, k_2 : \mathcal{X} \times \mathcal{X} \subset \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}$ are positive definite kernels. Then

1. $c_1 k_1 + c_2 k_2$ is positive definite, for $c_1, c_2 \geq 0$
2. $k_1 k_2$ is positive definite. ([1, p.69])
3. $\exp(k)$ is positive definite. ([1, p.70])
4. $k(f(u), f(v))$ is positive definite for any map $f : \mathbb{R}^d \to \mathbb{R}^d$
5. Inner product $\langle u, v \rangle = \sum_{j=1}^{d} u_j v_j$ is positive definite ([1, p.73])
6. $f(u) f(v)$ is positive definite for any function $f : \mathcal{X} \to \mathbb{R}$ ([1, p.69]).
7. If $k(u,v)$ is measurable and integrable, then $\int k(u,v) du dv \geq 0$ ([14, p.524])

**Theorem A.3.** [1, Theorem 3.1.17] Let $\phi : X \times X \to \mathbb{R}$ be symmetric. Then $\phi$ is positive definite if and only if $\det(\phi(x_j,x_k))_{j,k \leq n} \geq 0$ for all $n \in \mathbb{N}$ and all $\{x_1, \ldots, x_n\} \subset X$.

**Theorem A.4.** [1, Lemma 3.2.1] Let $X$ be a nonempty set, $x_0 \in X$ and let $\psi : X \times X \to \mathbb{R}$ be a symmetric kernel. Put $\phi(x,y) := \psi(x,x_0) + \psi(y,x_0) - \psi(x,y) - \psi(x_0,x_0)$. Then $\phi$ is positive definite if and only if $\psi$ is negative definite. If $\psi(x_0,x_0) \geq 0$, then $\phi_0(x,y) = \psi(x,x_0) + \psi(y,x_0) - \psi(x,y)$ is positive definite if and only if $\psi$ is negative definite.

**Theorem A.5.** Let $X$ be a nonempty set and let $\psi : X \times X \to \mathbb{R}$ be a kernel. Then $\psi$ is negative definite if and only if $\exp(-t\psi)$ is positive definite for all $t > 0$. 
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Proof. The complex version of this theorem is proved in Theorem 3.2.2 of [1]. The real version can be proved in a similar way.

**Theorem A.6.** If $\psi : X \times X \to \mathbb{R}$ is negative definite and $\psi(x, x) \geq 0$, then so are $\psi^{\alpha}$ for $0 < \alpha < 1$ and $\log(1 + \psi)$.

Proof. The complex version of this theorem is proved in Theorem 3.2.10 of [1]. The real version can be proved in a similar way.

**Theorem A.7.** [1, Proposition 3.3.2] Let $X$ be nonempty and $\psi : X \times X \to \mathbb{C}$ be negative definite. Assume $\{(x, y) \in X \times X, \psi(x, y) = 0\} = \{(x, x) : x \in X\}$, then $\sqrt{\psi}$ is a metric on $X$.

**Lemma A.8.** Let
\[
\phi(x, y) = x^\gamma + y^\gamma - (x + y)^\gamma.
\]
When $\gamma \in (0, 1)$, $\phi(x, y)$ is positive definite on $[0, \infty) \times [0, \infty)$.

Proof. Let $\psi_\gamma(x, y) = (x + y)^\gamma$. Then $\psi_1(x, y) = x + y$ is negative definite. By Theorem A.6, for $\gamma \in (0, 1)$, $\psi_\gamma(x, y)$ is negative definite since $\psi_1(x, x) \geq 0$, when $x \geq 0$. Then
\[
\phi(x, y) = \psi_\gamma(x, 0) + \psi_\gamma(0, y) - \psi_\gamma(x, y)
\]
is positive definite by Theorem A.4.

**Lemma A.9.** Let $\phi(x, y)$ be defined as in (A.3). Let $g : \mathbb{R}^d \to [0, \infty)$ be a function. Then
\[
\tilde{\phi}(u, v) = \phi(g(u), g(v))
\]
is positive definite on $\mathbb{R}^d \times \mathbb{R}^d$.

Proof. For any $c_1, \ldots, c_n \in \mathbb{R}$ and $u_1, \ldots, u_n \in \mathbb{R}^d$, let $x_i = g(u_i)$. Then we have
\[
\sum_{i,j=1}^n c_i c_j \tilde{\phi}(u_i, u_j) = \sum_{i,j=1}^n c_i c_j \phi(g(u_i), g(u_j)) = \sum_{i,j=1}^n c_i c_j \phi(x_i, x_j) \geq 0,
\]
by the positive definiteness of $\phi$ in Lemma A.8. Then the lemma follows.
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