AN ESTIMATE OF SIDON CONSTANT FOR COMPLEX POLYNOMIALS WITH UNIMODULAR COEFFICIENTS

ALEXANDER VOLBERG

Abstract. In this paper we are concerned with the Bohnenblust–Hille type inequalities for certain polynomials of bounded degree but of very large number of variables. As the polynomials will be defined on groups, one can think about the problem as the estimate of Sidon constants. In most cases the sharp constants are unknown. We estimate the universal constant concerning the Sidon type estimates of degree \( d \) polynomials of \( n \) variables \( z_1, \ldots, z_n \) with unimodular coefficients. For polynomials that have constant absolute value of coefficients, this allows us to improve slightly the estimate from [BPS], see also [DGMS]. The main result is Theorem 1.7 below.

1. Preliminaries and notations

Given a \( d \)-linear form on \( \mathbb{C}^n \times \cdots \times \mathbb{C}^n = \mathbb{C}^{nd} \)

\[
B(z^1, \ldots, z^d) = \sum_{i_1, \ldots, i_d=1}^{n} b_{i_1} \cdots i_d z^1_{i_1} \cdots z^d_{i_d}
\]

a famous inequality (Bohnenblust–Hille inequality in modern form) for forms claims

\[
\left( \sum_i |b_i|^{\frac{2d}{d+1}} \right)^{\frac{d+1}{2d}} \lesssim d^a \max_{z^s \in \mathbb{T}^n, s=1, \ldots, d} |B(z^1, \ldots, z^d)|, \tag{1.1}
\]

where \( a \) is an absolute constant \( a \leq 0.39 \). Let

\[
\mathcal{M}(d, n) = \{ i = (i_1, \ldots, i_d) : 1 \leq i_k \leq n \}.
\]

There is a vast literature devoted to the estimate of homogeneous multilinear polynomials on \( \mathbb{C}^n \), of degree \( d \):

\[
P(z) = P(z_1, \ldots, z_n) = \sum a_i z_i,
\]

where \( i = (i(1), \ldots, i(d)) \) is a non-decreasing function from \( [d] = \{1, 2, \ldots, d\} \) into \( [n] = \{1, 2, \ldots, n\} \): \( i : [d] \to [n] \). A map \( i \) can be viewed as:

\[
J(d, n) = \{ 1 \leq i_1 \leq \cdots \leq i_d \leq n \}.
\]

The cardinality of pre-images \( \alpha_k = |i^{-1}(k)| = \# \{ s : i_s = k \} \), \( k = 1, \ldots, n \), \( s = 1, \ldots, m \), \( 0 \leq \alpha_k \leq m \), \( \alpha_1 + \cdots + \alpha_n = m \).

This estimate enjoyed a lot of attention with and without extra condition on coefficients, see, for example, the following papers and the literature cited therein: [CDS], [DS], [DGMS] and [DMP]. The latter work is concerned with polynomials on group \( \{-1, 1\}^n \) (Hamming cube) rather than on \( \mathbb{T}^n \).

It is easy to calculate the cardinality of \( J(d, n) \). It is

\[
\# J(d, n) = \binom{n + d - 1}{d}.
\]

One can see it in [DGMS] formula (2.71).

Notice that \( \mathcal{M}(d, n) \) can be associated with all maps \([d]\) to \([n]\). Every \( j \in \mathcal{M}(d, n) \) lies in equivalent class of a certain \( i \in J(d, n) \) by permutation, \( j \in [i] \), and the number
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of elements in the equivalence class is (it is easy to see, but also see [DGMS], page 72)

\[ ||[i]|| = \frac{d!}{|\{k : i_k = 1\}| \cdots |\{k : i_k = n\}|} \]

In other words, for the map \( \mathbf{i} = (i_1, i_2 \ldots i_m) \), \( 1 \leq i_1 \leq i_2 \leq \cdots \leq i_m \leq n \), we can consider such \( j = (j_1, \ldots, j_m) \) that are equivalent to \( \mathbf{i} \), meaning that there exists a permutation 

\( \sigma : [d] \rightarrow [d], \)

such that \( i_1 = j_{\sigma(1)} \), \ldots, \( i_d = j_{\sigma(d)} \).

We want to list some form(s) such that 

\[ B_P(z, z, \ldots, z) = P(z), z = (z_1, \ldots, z_n). \]

There are many of them. Of course we can think that \( \{a_i\} \) themselves are coefficients of the form, meaning

\[ a_i = a_i, \text{ if } i = i(1), \ldots, i_d = i(d), \ i \in J(d,n); \ a_i = 0 \text{ otherwise}. \quad (1.3) \]

In other words, if the reader sees the symbol \( a_i \), this means that \( i \in J(d,n) \) (or this coefficients is zero). We get a form \( B_P \) with relatively few non-zero coefficients and we can write

\[ P(z) = B_P(z, z, \ldots, z). \]

Another option is to consider the symmetric form \( B_P^s \) with coefficients \( b_i \), then

\[ ||[i]||b_j = a_i, \text{ if } j \in [i], i \in J(d,n). \quad (1.4) \]

Instead of estimate (1.1) one then is interested in the following considerably more involved estimate

\[ \left( \sum_{i \in J(d,n)} |a_i|^{\frac{2d}{d+1}} \right)^{\frac{d+1}{2d}} \lesssim C(d) \max_{x \in \mathbb{T}^n} |B_P(z, \ldots, z)| = C(d) \max_{x \in \mathbb{T}^n} |P(z)|, \quad (1.5) \]

The right hand side of (1.5) is considerably smaller than the right hand side of (1.1). In fact we take maximum of the form only on the diagonal in (1.5), hence the constant \( C(d) \) might not be of polynomial type \( d^C \). However, this is unknown. The best known constant, which is denoted by \( BH = d \), see [DGMS], Chapter 10, is

\[ BH = d \leq C_1 e^{\frac{4}{\sqrt{3}} \sqrt{d \log d}}. \quad (1.6) \]

Even in the case when all \( a_i \) have the same absolute value it was not known whether one can give a better estimate (to the best of our knowledge).

Next we consider the case of unimodular coefficients:

\[ |a_i| = 1, \ i \in J(d,n), \]

and of course all other \( a \) vanish.

**Theorem 1.7.** For degree \( d \) polynomials with unimodular coefficients we have a slightly better estimate:

\[ BH = d \leq C_\tau e^{\left(\frac{\sqrt{2\tau}}{\sqrt{3}} + \tau \right) \sqrt{d \log d}} \|P\|_{L^\infty(\mathbb{T}^n)}, \quad \forall \tau > 0. \]

This is slightly better than the estimate that one can derive from [BPS] or [DGMS], which is

\[ BH = d \leq C e^{\frac{4}{\sqrt{3}} \sqrt{d \log d} + \frac{8}{\sqrt{3}} \sqrt{\frac{d}{\log d}}} \|P\|_{L^\infty(\mathbb{T}^n)}, \]

but of course a slightly better estimate is only for polynomials with unimodular coefficients.
2. Proof of Theorem 1.7

Let

$$A := \left( \sum_{i \in \mathcal{J}(d,n)} |a_i|^{2d} \right)^{d+1 \over 2d+1}.$$

In our case of unimodular coefficients we have from (1.2) that

$$A = \left( n + d - 1 \right)^{1 \over 2} \left( n + k - 1 \right)^{1 \over k}.$$

We will need the following easy (and basically sharp) estimate

$$1 \leq k \leq d \leq n, \quad \left( n + d - 1 \right)^{d+1 \over 2d+1} \leq \left( n + d - 1 \right)^{1 \over 2} \left( n + k - 1 \right)^{1 \over k}.$$  (2.1)

Hence

$$1 \leq k \leq d \leq n, \quad \left( n + d - 1 \right)^{d+1 \over 2d+1} \leq \left( n + d - 1 \right)^{1 \over 2} \left( n + k - 1 \right)^{1 \over k}. \quad (2.2)$$

It can be proved by hand, but below we give another proof.

We use first Blei’s estimate [Blei], [DNP] for the form whose non-zero coefficients sits only on $i \in \mathcal{J}(d,n)$, and those coefficients are $a_i$, $i \in \mathcal{J}(d,n)$, and zero otherwise. Arithmetic mean/geometric mean inequality and Hölder’s inequality give

$$A = \left( \sum_{i \in \mathcal{J}(d,n)} |a_i|^{2d} \right)^{d+1 \over 2d+1} \leq \left( \sum_{i \in \mathcal{J}(d,n)} |a_i|^2 \right)^{1 \over 2} \left( \sum_{i \in \mathcal{J}(d,n)} |a_i|^{2d} \right)^{d+1 \over 2d+1} \leq \left( |\mathcal{J}(k,n)| \right)^{1 \over \left( d+1 \right)} \times \left( d+1 \right)^{d \over d+1} \left( d+1 \right)^{1 \over d}.$$  

Now we need to see what is the expectation of number of non-decreasing extension of non-decreasing random $j : \hat{S} \to [n]$.

**Lemma 2.4.** Let $S \subset [d], |S| = d - k$. Then

$$\mathbb{E}_{\hat{S}}(\# \text{ non-decreasing extensions of } j) = \left( n + k - 1 \right)^{-1} \left( n + d - 1 \right).$$

**Proof.** Let us denote temporarily randomly chosen non-decreasing function on $\hat{S}$ by $\varphi$ and non-decreasing functions on $[d]$ by $\Phi$. Fix $S$ that is $S \subset [d], |S| = d - k$. Then we want to see what is

$$\mathbb{E}_{\hat{S}}(\# \text{ non-decreasing extensions of } j) = \left( n + k - 1 \right)^{-1} \sum_{\varphi} \# \text{non-decreasing extensions of } \varphi = \left( n + k - 1 \right)^{-1} \sum_{\varphi} \sum_{\Phi : \Phi|S = \varphi} 1 = \left( n + k - 1 \right)^{-1} \sum_{\Phi} \sum_{\varphi : \varphi = \Phi|\hat{S}} 1 = \left( n + k - 1 \right)^{-1} \sum_{\Phi} 1 = \left( n + k - 1 \right)^{-1} \left( n + d - 1 \right).$$

The fourth equality is because there is only one such $\varphi$ for every given $\Phi$. \qed
Hence
\[
\left(\frac{n+k-1}{k}\right)^{k+1}\frac{1}{2k}\mathbb{E}_S\left(\mathbb{E}_{S\left(\text{\# non-decreasing extensions of } i|S\right)}\right)^{1/2} = \left(\frac{n+k-1}{k}\right)^{k+1}\frac{1}{2k}\left((n+k-1)^{-1}(n+d-1)^{-1}\right)^{1/2} = \left(\frac{n+k-1}{k}\right)^{k+1}\frac{1}{2k}\left((n+d-1)^{1/2}\right).
\] (2.5)

Together (2.3) and (2.5) give
\[
A := \left(\sum_{i \in \mathcal{J}(d,n)} |a_i|^{2d_{d+n}}\right)^{d+1}\frac{1}{2k} \leq \left(\frac{n+k-1}{k}\right)^{k+1}\frac{1}{2k}\left((n+d-1)^{1/2}\right).
\] (2.6)

This is (2.2), by the way.

2.1. **The estimate of expression B.** Below we write expression that imitates the expression on page 264 of [DGMS] (that follows [BPS]). We will estimate it from above and from below. Then we will compare it with expression A from (2.6).

Remind that \(b_i\) are coefficients of symmetric form \(B^*_P\) such that \(B^*_P(z, \ldots, z) = P(z)\).

\[
B := \left\{\Pi_{S \in [d], |S| = k} \left[ \sum_{i \in \mathcal{M}(S,n)} \left( \sum_{j \in \mathcal{M}(S,n)} |[i \oplus j]| ||b_i||_2 \right)^{1/2} \right]^{k+1}\frac{1}{2k} \right\}^{1/\binom{d}{k}}
\] (2.7)

To estimate from above we imitate [DGMS]. One first notice a simple inequality
\[
\frac{|[i \oplus j]|}{||j||} \leq d(d-1) \ldots (d-k+1), \quad \hat{S} = d - k,
\] (2.8)

then, using the calculation on page 265 of [DGMS], one gets
\[
B \leq \left[ d(d-1) \ldots (d-k+1) \right]^{1/2} \times \left\{ \Pi_{S \in [d], |S| = k} \left[ \sum_{i \in \mathcal{M}(S,n)} \left( \sum_{j \in \mathcal{M}(S,n)} |[j]| ||b_i||_2 \right)^{1/2} \right]^{k+1}\frac{1}{2k} \right\}^{1/\binom{d}{k}} \leq \left[ d(d-1) \ldots (d-k+1) \right]^{1/2} \cdot HC_{d-k}^{d-k} \cdot BH_{\text{form}}^{d-k} \cdot \frac{(d-k)^{d-k}}{(d-k)^{d-k}} \cdot \|P\|_\infty = \left[ d(d-1) \ldots (d-k+1) \right]^{-1/2} \cdot HC_{d-k}^{d-k} \cdot BH_{\text{form}}^{d-k} \cdot \frac{d^{d-k}}{(d-k)^{d-k}} \cdot \|P\|_\infty
\] (2.9)

Here \(BH_{\text{form}}^{d-k} \leq k^c_0, c_0 < 0.4\), is the known estimate of the Bohnenblust–Hille type for \(k\)-forms, see Theorem 6.13 of [DGMS]. The constant \(HC_{d-k}^{d-k} \) is the \(L^2/L^{d-k}\) hypercontractivity constant for homogeneous polynomials of degree \(d-k\). It can be estimated as follows (see [DGMS], Remark 8.16):
\[
HC_{d-k}^{d-k} \leq e^{\frac{4(d-k)}{d-k+1}}.
\] (2.10)

Now we give the estimate of \(B\) from below. We will use that \(|[k]| ||b_k|| = |a_{r(k)}| = 1\), where \(r(k)\) means the non-decreasing rearrangement of any given (not necessarily
non-decreasing) \( k : [d] \to [n] \).

\[
B = \left\{ \Pi_{S \subseteq [d], |S| = k} \left[ \sum_{i \in \mathcal{M}(S, n)} \left( \sum_{j \in \mathcal{J}(S, n)} |i \oplus j||j||b_{i \oplus j}||b_{i \oplus j}|^2 \right) \frac{1}{2} \frac{2k}{d+k} \right] \right\}^{1/\left(\binom{d}{k}\right)} \geq (2.8)
\]

\[
\frac{1}{|[d(d-1) \ldots (d-k+1)]^{1/2}}} \left\{ \Pi_{S \subseteq [d], |S| = k} \left[ \sum_{i \in \mathcal{M}(S, n)} \left( \sum_{j \in \mathcal{J}(S, n)} |i \oplus j||j||b_{i \oplus j}|^2 \right) \frac{1}{2} \frac{2k}{d+k} \right] \right\}^{1/\left(\binom{d}{k}\right)} = \]

\[
\frac{1}{|[d(d-1) \ldots (d-k+1)]^{1/2}}} \left\{ \Pi_{S \subseteq [d], |S| = k} \left[ \sum_{i \in \mathcal{M}(S, n)} \left( \sum_{j \in \mathcal{J}(S, n)} 1 \right) \frac{1}{2} \frac{2k}{d+k} \right] \right\}^{1/\left(\binom{d}{k}\right)} = \]

\[
\frac{1}{|[d(d-1) \ldots (d-k+1)]^{1/2}}} \left\{ \Pi_{S \subseteq [d], |S| = k} \mathcal{J}(S, n) \frac{1}{2} \left| \mathcal{M}(S, n) \right| \frac{k+1}{2k} \right\}^{1/\left(\binom{d}{k}\right)} = \]

\[
\frac{1}{|[d(d-1) \ldots (d-k+1)]^{1/2}}} \left\{ \mathcal{J}(d - k, n) \frac{1}{2} \left| \mathcal{M}(k, n) \right| \frac{k+1}{2k} = \left( n + d - k - 1 \right) \frac{1}{2} \cdot (n + k) \frac{k+1}{2k} \geq \right. \]

\[
\frac{1}{|[d(d-1) \ldots (d-k+1)]^{1/2}}} \left( n + d - k - 1 \right) \frac{1}{2} \cdot (k!) \frac{k+1}{2k} \cdot (n + k) \frac{k+1}{2k} \]  (2.11)

We need also to exchange here \( \binom{n}{k} \) by \( \binom{n + k - 1}{k} \). We promise that everywhere in what follows

\[
k \leq C \sqrt{d}. \]  (2.12)

Under this condition (and of course \( d \leq \sqrt{n} \), see (2.16))

\[
\frac{(n + k - 1)}{k} = \frac{(n + k - 1)! \cdot (n - k)!}{(n - 1)! \cdot n!} \leq \frac{\alpha k}{(n - k)^k} \leq \frac{\alpha k}{(n - k)^k} \leq C. \]  (2.13)

The last inequality is by our promise (2.12).

Using (2.13) we can extend (2.11) to \( (c = C^{-1}) \):

\[
B = \left\{ \Pi_{S \subseteq [d], |S| = k} \left[ \sum_{i \in \mathcal{M}(S, n)} \left( \sum_{j \in \mathcal{J}(S, n)} |i \oplus j||j||b_{i \oplus j}|^2 \right) \frac{1}{2} \frac{2k}{d+k} \right] \right\}^{1/\left(\binom{d}{k}\right)} \geq \]

\[
c \frac{1}{|[d(d-1) \ldots (d-k+1)]^{1/2}}} \left( n + d - k - 1 \right) \frac{1}{2} \cdot (k!) \frac{k+1}{2k} \cdot (n + k) \frac{k+1}{2k} \]  (2.14)

2.2. Estimate of \( \frac{A}{B} \).

\[
\frac{A}{B} \leq \frac{C}{(n + d - k - 1) \frac{1}{2} \cdot (k!) \frac{k+1}{2k} \cdot (n + k) \frac{k+1}{2k}} \leq \]

\[
\frac{1}{(\binom{d}{k})^{1/2}} \frac{C}{(k!)^{1/2}} \left( \frac{n}{n + k + 1} \right) \ldots \left( \frac{n + d - k - 1}{n + d - k - 1} \right) \leq \frac{1}{(\binom{d}{k})^{1/2}} \frac{C}{(k!)^{1/2}} \frac{1}{(n + d - k - 1)} \frac{1}{(n + d - k - 1)} = \]

\[
\frac{1}{(\binom{d}{k})^{1/2}} \frac{C}{(k!)^{1/2}} \left( \frac{n + d - k - 1}{n + d - k - 1} \right) \ldots \left( \frac{n + d - k - 1}{n + d - k - 1} \right) \leq \frac{1}{(\binom{d}{k})^{1/2}} \frac{C}{(k!)^{1/2}} \frac{1}{(n + d - k - 1)} \frac{1}{(n + d - k - 1)}.
\]

So,

\[
\frac{A}{B} \leq \frac{[d(d-1) \ldots (d-k+1)]^{1/2}}{C'} \frac{1}{(\binom{d}{k})^{1/2}} \frac{1}{(k!)^{1/2}} \frac{C'}{C}. \]  (2.15)

if we consider the case of large \( n \):

\[
d^2 \leq c n. \]  (2.16)

This is the only interesting regime, if (2.16) does not occur, then the estimate we wish to get is very simple. This last statement can be checked easily. Suppose \( n \leq d^2 \). Let \( \mathcal{P}_u(d, n) \) be the family of homogeneous polynomials of degree \( d \) in \( n \) variables with all coefficients being \( 1 \) by absolute value. Let \( P \in \mathcal{P}_u(d, n) \). Then

\[
\frac{(n + d - 1)}{d} \leq \|P\|_{L^2(T^n)} \leq \|P\|_{L^\infty(T^n)}, \]

and we conclude that

\[
\left( \frac{n + d - 1}{d} \right)^{1/2} \leq \inf_{P \in \mathcal{P}_u(d, n)} \|P\|_{L^\infty(T^n)}.
\]
But then
\[ (\sum |a_i| \frac{2d}{d+1} \frac{d+1}{d}) \leq \left( \frac{n + d - 1}{d} \right)^{\frac{1}{2}} \inf_{P \in P_u(d,n)} \|P\|_{L^\infty(\mathbb{T}^n)} . \]

As \( n \leq d^2 \) we are left to notice an easy inequality \( (d^2 + d - 1) \leq e^{d(d+1)} d^2 \), which finally gives
\[ (\sum |a_i| \frac{2d}{d+1} \frac{d+1}{d}) \leq \left( \frac{n + d - 1}{d} \right)^{\frac{1}{2}} \inf_{P \in P_u(d,n)} \|P\|_{L^\infty(\mathbb{T}^n)} \leq \sqrt{e(d+1)} \inf_{P \in P_u(d,n)} \|P\|_{L^\infty(\mathbb{T}^n)} . \]

This is a polynomial in \( d \) estimate, and we proved Theorem 1.7 in the non-interesting regime \( n \leq d^2 \). Only (2.16) regime is interesting (as it was expected). For this regime we finish the proof now.

3. THE END OF THE PROOF OF THE MAIN THEOREM

Now we can estimate \( A \). Gathering (2.15) and (2.9), we get
\[ A = \frac{4}{B} \cdot B \leq \frac{C}{(k!)^2} \frac{[d(d-1)\ldots(d-k+1)]^{\frac{3}{2}}}{d^d} \cdot B \leq \frac{C}{(k!)^2} \frac{H C d^{-k} k!}{(d-k)^{d-k}} \cdot BH_{d}^{k} \cdot \frac{d^{d}}{(d-k)^{d-k}} \cdot \|P\|_{\infty} \leq \frac{C d^{d}}{(k!)^2} \frac{H C d^{-k} k!}{(d-k)^{d-k}} \cdot BH_{d}^{k} \cdot (1 + \frac{k}{d-k}) \cdot \|P\|_{\infty} \leq C \left( 1 - \frac{1}{d} \right)^{\frac{1}{2}} \frac{1}{k!} \frac{1}{\frac{k}{d}} \cdot e^{4(d-k)} \cdot k^{c o} \cdot e^{k} \cdot d^k \cdot \|P\|_{\infty} \leq e^{\frac{1}{2} \frac{1}{d} \cdot 4(d-k) \log d + 2k log k} \cdot d^k \cdot \|P\|_{\infty} \leq k^{c o} e^{\frac{1}{2} \frac{1}{d} \cdot 4(d-k) \log d + 2k log k} \cdot \|P\|_{\infty} . \]

We used \( 1 - x \geq e^{-2x} \) for sufficiently small positive \( x \) and (2.12).

Integer \( k \) was free to choose with the promise (2.12). So let us choose \( k = \frac{2n}{\sqrt{3}} \sqrt{\frac{d}{\log d}} \). Then we get a final estimate that follows and we prove Theorem 1.7:
\[ \left( \sum_{i \in I} |a_i| \frac{2d}{d+1} \right) \leq C e^{\frac{4}{\sqrt{3}} \sqrt{d \log d} + \frac{8}{\sqrt{3}} \sqrt{\frac{d}{\log d}}} \|P\|_{L^\infty(\mathbb{T}^n)} , \ \forall \tau > 0 , \] (3.2)

which is slightly better than the estimate that would follow from [BPS]:
\[ \left( \sum_{i \in I} |a_i| \frac{2d}{d+1} \right) \leq C e^{\frac{4}{\sqrt{3}} \sqrt{d \log d} + \frac{8}{\sqrt{3}} \sqrt{\frac{d}{\log d}}} \|P\|_{L^\infty(\mathbb{T}^n)} . \]

But of course we have only polynomials with unimodular coefficients in (3.2).

So far our polynomials were homogeneous. Consider now non-homogeneous case. Let \( P(z) = \sum_{|\alpha| \leq d} c_{\alpha} z^{\alpha} \) is any polynomial of \( n \) variables of degree \( d \) (not necessarily homogeneous) such that \( |c_{\alpha}| = 1 \) for all \( \alpha \). Then
\[ \left( \sum_{|\alpha| \leq d} |c_{\alpha}| \frac{2d}{d+1} \right) \leq C e^{\frac{2n}{\sqrt{3}} \sqrt{d \log d} + \frac{1}{\sqrt{3}} \sqrt{\frac{d}{\log d}}} \|P\|_{L^\infty(\mathbb{T}^n)} . \]

One uses [DGMS], page 132: consider \( Q(z, w) := \sum_{|\alpha| \leq d} c_{\alpha} z^{\alpha} w^{d-|\alpha|} \), where \( w \in \mathbb{C} \). Applying Theorem 1.7 to this polynomial of \( n + 1 \) variables we prove the corollary because
\[ \|P\|_{L^\infty(\mathbb{T}^n)} = \|Q\|_{L^\infty(\mathbb{T}^{n+1})} . \]
4. Modifying [DMP]. Strengthening Blei’s Inequality for Unimodular Coefficients

Now we wish to make the same improvement of the constant $BH_{poly}^d$ not for degree $d$ homogeneous polynomials of $z = (z_1, \ldots, z_n)$ but for degree $d$ homogeneous polynomials of $x = (x_1, \ldots, x_n)$, where $x_k = \pm 1$ (boolean case).

The approach is the same as above.

We follow [DMP] and in one place we use

$$|a_i| \equiv |a_j|, \forall i, j.$$  \hfill (4.1)

First one uses Blei’s inequality, which follows by careful use of complex interpolation. It holds for any $d$-linear form, so, in particular for forms with coefficients $\{a_i\}$ which have many zero coefficients.

$$(\sum_{i \in J(d,n)} |a_i|_{\frac{2d}{d+1}} \frac{d+1}{2d})^\frac{d+1}{2d} \leq \left[ \prod_{S \subset [d], |S| = d-k} \left( \sum_{j \in J(S,n)} \left\{ \sum_{i \in J(S,n)} |a_i^{\oplus j}|^2 \right\} \frac{k+1}{k+2} \right)^\frac{k+1}{k+2} \right]^{\frac{d-k}{k+1}}$$

In this formula $\hat{S} = [d] \setminus S$. It is true for any $1 \leq k \leq d$, see [Blei].

To explain what we just wrote, one needs a couple of notations: symbol $J(S,n)$ denotes all strictly increasing maps $i : S \to [n]$, where $S \subset [d]$. Symbol $J(d,n)$ is used if $S = [d]$.

Map $i \oplus j$ is defined naturally. But might very well be not a strictly increasing map from $S_1 \cup S_2$ into $[n]$. So what coefficient $a_{i \oplus j}$ should be prescribed to it? For $i \in J(S,n), j \in J(\hat{S},n), \hat{S} = [d] \setminus S$ we define the strictly increasing rearrangement $r(i \oplus j) : [d] \to [n]$ of $i \oplus j$, if it exists. We put:

$$a_{i \oplus j}^\bullet := \begin{cases} a_{r(i \oplus j)}, & \text{if } i \oplus j \text{ is injective}, \\ 0 & \text{otherwise}. \end{cases}$$  \hfill (4.3)

So this coefficients is zero if a strictly increasing rearrangement does not exist.

Thus we get one of the possible extensions of function $a$ from its support $J(d,n)$ to $J(S,n) \times J(\hat{S},n)$, which works simultaneously for all $S$.

For unimodular coefficients Blei’s (4.2) inequality can be strengthened as follows.

$$(\sum_{i \in J(d,n)} |a_i|_{\frac{2d}{d+1}} \frac{d+1}{2d})^\frac{d+1}{2d} \leq \left[ \prod_{S \subset [d], |S| = d-k} \left( \sum_{j \in J(S,n)} \left\{ \sum_{i \in J(S,n)} |a_i^{\oplus j}|^2 \right\} \frac{1}{2} \frac{2k}{k+1} \right)^\frac{k+1}{k+2} \right]^{\frac{d-k}{k+1}}$$

Following [DMP] we write using the $e^{(d-k)(\frac{k+1}{2k}-\frac{1}{2})}$ hypercontractivity constant for polynomials of degree $d - k$ of $n$ boolean variables:

$$(\sum_{j \in J(S,n)} \left\{ \sum_{i \in J(S,n)} |a_i^{\oplus j}|^2 \right\} \frac{1}{2} \frac{2k}{k+1})^\frac{k+1}{k+2} = \left( \sum_{j \in J(S,n)} \left\{ \sum_{i \in J(S,n)} a_{i \oplus j}^\bullet \chi_i(S) \right\}^2 \frac{2k}{k+1} \right)^\frac{k+1}{k+2} \leq e^{(d-k)(\frac{k+1}{2k}-\frac{1}{2})} \left( \sum_{j \in J(S,n)} \sum_{i \in J(S,n)} a_{i \oplus j}^\bullet \chi_i(S) \frac{2k}{k+1} \right)^\frac{k+1}{2k}$$

$$e^{d-k} \left( \sum_{j \in J(S,n)} \sum_{i \in J(S,n)} a_{i \oplus j}^\bullet \chi_i(S) \frac{2k}{k+1} \right)^\frac{k+1}{2k} \leq e^{d-k} \left( \sum_{y \in \Omega_n} \sum_{j \in J(S,n)} a_{i \oplus j}^\bullet \chi_i(S) \frac{2k}{k+1} \right)^\frac{k+1}{2k} \leq$$

$$e^{d-k} \left( \max_{y \in \Omega_n} \sum_{j \in J(S,n)} a_{i \oplus j}^\bullet \chi_i(S) \frac{2k}{k+1} \right)^\frac{k+1}{2k} \leq e^{d-k} BH_{poly}^d \left( \max_{y \in \Omega_n} \sum_{y \in \Omega_n} a_{i \oplus j}^\bullet \chi_i(S) x_j(\hat{S}) \right)$$  \hfill (4.5)
Below \([i]\) means strictly increasing rearrangement of injective map \(i\). We can rewrite the last sum as follows by introducing one more extension of function \(a\) originally defined only on \(J(d,n)\):

\[
\hat{a}_{ij} := a_{[i] \oplus [j]} = \begin{cases} 
  a_{i[j]} & \text{if } [i] \oplus [j] \text{ is injective.} \\
  0, & \text{otherwise}
\end{cases}
\]

(4.6)

\[
\left( \max_{y \in \Omega_n} \max_{x \in \Omega_n} \left| \sum_{j \in J(S,n)} \sum_{i \in J(S,n)} a_{i[j]} y_i(x_j) \right| \right) = \\
\frac{1}{k!(d-k)!} \left( \max_{y \in \Omega_n} \max_{x \in \Omega_n} \left| \sum_{j \in J(S,n)} \sum_{i \in J(S,n)} \hat{a}_{ij} y_i x_j \right| \right) = \\
\frac{d!}{k!(d-k)!} \left( \max_{y \in \Omega_n} \max_{x \in \Omega_n} \left| \sum_{j \in J(S,n)} \sum_{i \in J(S,n)} c_{ij} y_i x_j \right| \right),
\]

(4.7)

where

\[
c_{ij} := \frac{\hat{a}_{ij}}{d!}. 
\]

(4.8)

Let, following \([\text{DMP}]\), put

\[
L(x^1, \ldots, x^d) = \sum_{i \in J(d,n)} c_{i} x_{i_1} \cdots x_{i_d}.
\]

Then

\[
P(x) = L(x, \ldots, x)
\]

and for any \(S\), \(|S| = d - k\),

\[
\sum_{j \in J(S,n)} \sum_{i \in J(S,n)} c_{ij} y_i x_j = L(x, \ldots, x, y, \ldots y) =: L_k(x,y),
\]

(4.9)

where \(x\) repeats \(k\) times and \(y\) repeats \(d - k\) times.

In \([\text{DMP}]\) one considers

\[
p(t) := P(ktx+(d-k)y) = L(ktx+(d-k)y, \ldots, ktx+(d-k)y) = (k)^d t^d L(x, \ldots, x) + \cdots + (d!)^k (d-k)^{d-k} L_k(x,y) + \cdots .
\]

One is required now to estimate \(L_k(x,y)\) (see (4.7), (4.9)) by the \(\max_{t \in [-1,1]} |p(t)|\). If this is done, linearity of the form \(L\) implies

\[
\max_{t \in [-1,1]} |p(t)| \le d^d \max_{t \in [-1,1]} |P \left( \frac{(d-k)t x + k y}{d} \right)| = d^d \max_{x \in \Omega_n} |P(x)|,
\]

the last inequality follows from the convexity of \(|P|\) for multilinear \(P\).

Using a famous estimate of \(k\)-th coefficient of degree \(d\) polynomial bounded by 1 on \([-1,1]\) we get

\[
|L_k| \le \left( \frac{d}{k} \right)^{1-k} (d-k)^{-(d-k)} L(d,k) \max_{t \in [-1,1]} |p(t)| \le \\
L(d,k) \cdot \frac{(d-k)!}{d!} \frac{d^d}{(d-k)^{d-k}} \max_{x \in \Omega_n} |P(x)|.
\]

(4.10)

where \(L(d,k)\) is the absolute value of \(k\)-th coefficient of degree \(d\) of Chebyshov polynomial \(T_d\).

For \(k \ll d\) this Markov constant \(L(d,k)\) is of order \(\left( \frac{d}{k} \right)^{k}\).

Gathering all together we get using the strengthening of Blei’s inequality (4.4)

\[
BH^d / BH^k \lesssim \left( \frac{d}{k} \right)^{-\frac{1}{2}} e^{\frac{d-k}{2k}} \frac{d^d}{k^k (d-k)^{d-k}} \left( \frac{d}{k} \right)^k = \\
\left( \frac{d}{k} \right)^{-\frac{1}{2}} e^{\frac{d-k}{2k}} \left( 1 + \frac{k}{d-k} \right)^{d-k} \left( \frac{d}{k} \right)^{2k}.
\]
For \( k \ll d \) (which is actually where the optimal \( k \) is located) this expression is essentially

\[
\times \min_{k \leq d} \left( \frac{d}{k} \right)^{2k} e^{d \frac{d}{2k}} \times \min_{k \leq d} e^{d \frac{d}{2k} + \frac{3}{2} k \log d - \frac{3}{2} k \log k} \lesssim e^{C_0 \sqrt{d \log d}}
\]

Of course it is the same estimate as in [DMP], only constant \( C_0 \) became smaller as in [DMP] one gets

\[
\times \min_{k \leq d} \left( \frac{d}{k} \right)^{2k} e^{d \frac{d}{2k}} \times \min_{k \leq d} e^{d \frac{d}{2k} + 2k \log d - 2k \log k} \lesssim e^{C_1 \sqrt{d \log d}}
\]

with \( C_1 > C_0 \).

Remark 4.11. The constant \( e^{\frac{d}{2k}} \) comes from hypercontractivity and cannot be improved much. Even the assumption that \( |a_i| = \text{const} \) cannot diminish it essentially. In fact consider

\[
f = \frac{k!}{n^{k/2}} \sum_{|S|=k, S \subset [n]} x^S
\]

then this polynomial has the limit distribution \( n \to \infty \) that converges to the distribution of Hermite polynomial \( H_k \), and this shows that the hypercontractivity constant cannot be improved. I am grateful to P. Ivanisvili for this remark. The constant \( \left( \frac{d}{k} \right)^{A_k} \) comes from Markov constant. We managed to diminish \( A \) for the case \( |a_i| = \text{const} \) by noticing that one can work with a smaller intermediary sum. But it is hard to imagine that by this method one can replace this term by something much smaller, like e.g. by \( \left( \frac{d}{k} \right)^{A \sqrt{k}} \).

5. Strengthening of Blei’s inequality for unimodular coefficients

We want to explain (4.4).

We will compare the left hand side and the right hand side of Blei’s inequality for the case when coefficients are unimodular.

\[
\left( \sum_{i \in J(d,n)} |a_i|^{\frac{2d}{d+1}} \right)^{d+1} \leq \left[ \prod_{S \subset [d], |S|=d-k} \left( \sum_{i \in J(S,n)} \left( \sum_{i \in J(S,n)} |a_i|^2 \right)^{\frac{1}{2}} \right)^2 \right] \left( \frac{d}{d+1} \right)^{\frac{k+1}{k}} \left( \frac{d}{d+1} \right)^{\frac{d}{k}}
\]

When the unimodular property is present, we can notice that the right hand side of (4.2) is considerably smaller than the right hand side of (5.1). Let us estimate their ratio. All \( |a_i| \) are 1 so we need to compare the cardinality in sums. We will use the analog of (2.2). Of course the left hand side is just \( \left( \frac{n}{d} \right)^{\frac{1}{2} + \frac{k}{d+1}} \). It is easy to verify

\[
1 \leq k \leq d \leq n \Rightarrow \left( \frac{n}{d} \right)^{\frac{1}{k}} \leq \left( n \right)^{\frac{1}{k}}
\]

Hence,

\[
\left( \sum_{i \in J(d,n)} |a_i|^{\frac{2d}{d+1}} \right)^{d+1} \leq \left( \frac{n}{d} \right)^{\frac{1}{k}} \left( n \right)^{\frac{2}{k}} \left( \frac{d}{d+1} \right)^{\frac{k+1}{k}} \left( \frac{d}{d+1} \right)^{\frac{d}{k}} \quad (5.2)
\]

On the other hand, if all \( |a_i| = 1 \), then not all but most of \( |a_{r(i|\bar{J}|)}| = 1 \) (some are 0 but we will take this into consideration now) the right hand side of (5.1), is the expression

\[
\left[ \prod_{S \subset [d], |S|=d-k} \left( \sum_{j \in J(S,n)} \left( \sum_{i \in J(S,n)} |a_{r(i|\bar{J}|)}|^2 \right)^{\frac{1}{2}} \right)^{\frac{1}{2}} \right] \left( \frac{d}{d+1} \right)^{\frac{k+1}{k}} \left( \frac{d}{d+1} \right)^{\frac{d}{k}}
\]
Now let us reformulate this for

In other words, (6.1) becomes the following estimate on

Suppose we have for

Obviously the trivial estimate (6.2) entails the latter estimate for this regime of

What about the opposite regime? Let us write a non-trivial Sidon type estimate.

Now we need to divide the expression in (5.2) by the expression in (5.3), and to see how much we won.

This is what we win in comparison with [DMP] if coefficients are unimodular.

6. What about Aaronson–Ambainis conjecture for homogeneous polynomials with constant modulus of coefficients on hypercube \{-1, 1\}^n?

The conjecture is that there are universal constants \(C, K\) such that independently of the number of variables \(n\) for every (homogeneous) polynomial of degree \(d\) the following holds:

\[
\left( \frac{\text{Var}[f]}{d} \right)^K \leq C \max_{1 \leq i \leq n} \text{Inf}_i[f] \cdot ||f||^{2K-2}_\infty. \tag{6.1}
\]

Now let us reformulate this for \(f\) having \(|\hat{f}(S)| = 1\) for all \(S, |S| = d\).

Denote

**Trivial estimate** of \(T_{n,d}(1)\) follows from \(f \in \mathcal{P}_d(1) \Rightarrow ||f||_2 = \left(1 + \frac{1}{d}\right)^{1/2}, ||f||_2 \leq T_{n,d}\), so,

\[
\left( \frac{n}{d} \right)^{1/2} \leq T_{n,d}. \tag{6.2}
\]

But (6.1) for \(f \in \mathcal{P}_d(1)\) immediately reduces to

\[
\left( \frac{n}{d} \right)^K \leq C^d_{\frac{dK+1}{n}} \left( \frac{n}{d} \right)^{2K-2} \tag{6.3}
\]

In other words, (6.1) becomes the following estimate on \(T_{n,d}\):

\[
\exists K : \left( \frac{n}{d} \right)^{1/2} \leq C^d_{\frac{dK+1}{n}} T_{n,d}^{2K-2}. \tag{6.3}
\]

Obviously the trivial estimate (6.2) entails the latter estimate for this regime of \((d, n)\):

\[
d^{K+1} \geq n, \text{ or } d \geq n^\epsilon, \quad K = \frac{1}{\epsilon} - 1. \tag{6.4}
\]

What about the opposite regime? Let us write a non-trivial Sidon type estimate. Suppose we have for \(f \in \mathcal{P}_d(1)\)

\[
||\hat{f}||_{\frac{2d}{d+1}} \leq S(d)||f||_\infty. \tag{6.5}
\]

Then for \(f \in \mathcal{P}_d(1)\) we obtain another estimate on \(T_{n,d}\) from below—this time a non-trivial one:

\[
\left( \frac{n}{d} \right)^{1/2 + \frac{1}{2d}} \leq S(d)T_{n,d}. \tag{6.6}
\]
We first notice that for \(d \leq n^{1/2}\) (and we only interested in \(d \leq n^{1/2}\) as for the opposite case we are in the trivial regime (6.4) with \(\varepsilon = 1/2\)) one has
\[
\binom{n}{d} \geq Cn^dd^{-d-1/2} \Rightarrow \binom{n}{d}^{1/2d} \geq \frac{c}{d^{1/2}}n^{1/2}.
\]
If we assume that \(S(d) \leq d^A\) with some universal \(A\), then using the last display and (6.6) we conclude that we would have
\[
\frac{n^{1/2}}{d^{1/2}}\left(\frac{n}{d}\right)^{1/2} \leq C d^A T_{n,d}.
\]
But this implies (6.3) for the regime \(d \leq n^{\varepsilon_0}\), where \(\varepsilon_0\) can be seen from inequality
\[
d^{\frac{\kappa+1}{2\kappa-2}} \leq n^{\frac{1}{2\kappa-2}},
\]
where \(K\) is, say, \(3\).

However, at this moment we do not have \(S(d) \leq d^A\). What is known is
\[
S(d) \leq e^{C_0 \sqrt{d \log d}}.
\]
Then we have
\[
d \leq n^{1/2} \Rightarrow n^{1/2}e^{-C_0 \sqrt{d \log d}}\left(\frac{n}{d}\right)^{1/2} \leq T_{n,d}.
\]
This estimate beats the trivial (6.2) in the regime
\[
d \leq \frac{\log^2 n}{\log \log n},
\]
which far short of \(d \leq n^{\varepsilon_0}\). In other words, to get to (6.3), which we need, we start with (6.7), plug \(T_{n,d}\) estimate from it and conclude that \(\left(\frac{n}{d}\right)^{1/2} \leq C \frac{d^{K+1}}{n^{2\kappa-2}} T_{n,d}\) holds we need to conclude the following:
\[
\left(\frac{n}{k}\right)^{1/2} \leq \frac{\frac{d^{K+1}}{n^{2\kappa-2}} n^{1/2} e^{-C_0 \sqrt{d \log d}}\left(\frac{n}{k}\right)^{1/2}} {\frac{d^{K+1}}{n^{2\kappa-2}} n^{1/2} e^{-C_0 \sqrt{d \log d}}\left(\frac{n}{k}\right)^{1/2}}
\]
for some \(K\). But this conclusion can be done only in the regime
\[
d \leq \frac{\log^2 n}{\log \log n}.
\]
We have a big gap in regimes, where nothing is known:
\[
\frac{\log^2 n}{\log \log n} \ll d \leq n^{\varepsilon}.
\]

7. Discussion

Why the complex case turned out to be slightly better (in this approach) than the Hamming case? The reason is as follows. Consider complex polynomials \(P(z_1, z_2)\) and real polynomials \(p(x, y)\). In both cases these are homogenous polynomials of degree \(d\). And we assume \(\|P\|_{L^\infty(T_2)} \leq 1\) and \(\|p\|_{L^\infty([-1,1]^2)} \leq 1\). Now the estimate of the absolute values coefficient \(A(k, d)\) in front of \(z_1^k z_2^{d-k}\) is obviously: \(|A(k, d)| \leq 1\).

At the same time, the estimates of of the absolute values coefficient \(a(k, d)\) in front of \(x^k y^{d-k}\) is related to the \(k\)-th coefficient of Chebyshov polynomial \(T_d\), which was called \(L(d, k)\) above, and which is of order \(\left(\frac{d}{k}\right)^k\) when \(k << d\).
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