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Abstract: This manuscript develops a workflow, driven by data analytics algorithms, to support the optimization of the economic performance of an Integrated Energy System. The goal is to determine the optimum mix of capacities from a set of different energy producers (e.g., nuclear, gas, wind and solar). A stochastic-based optimizer is employed, based on Gaussian Process Modeling, which requires numerous samples for its training. Each sample represents a time series describing the demand, load, or other operational and economic profiles for various types of energy producers. These samples are synthetically generated using a reduced order modeling algorithm that reads a limited set of historical data, such as demand and load data from past years. Numerous data analysis methods are employed to construct the reduced order models, including, for example, the Auto Regressive Moving Average, Fourier series decomposition, and the peak detection algorithm. All these algorithms are designed to detrend the data and extract features that can be employed to generate synthetic time histories that preserve the statistical properties of the original limited historical data. The optimization cost function is based on an economic model that assesses the effective cost of energy based on two figures of merit: the specific cash flow stream for each energy producer and the total Net Present Value. An initial guess for the optimal capacities is obtained using the screening curve method. The results of the Gaussian Process model-based optimization are assessed using an exhaustive Monte Carlo search, with the results indicating reasonable optimization results. The workflow has been implemented inside the Idaho National Laboratory’s Risk Analysis and Virtual Environment (RAVEN) framework. The main contribution of this study addresses several challenges in the current optimization methods of the energy portfolios in IES: First, the feasibility of generating the synthetic time series of the periodic peak data; Second, the computational burden of the conventional stochastic optimization of the energy portfolio, associated with the need for repeated executions of system models; Third, the inadequacies of previous studies in terms of the comparisons of the impact of the economic parameters. The proposed workflow can provide a scientifically defendable strategy to support decision-making in the electricity market and to help energy distributors develop a better understanding of the performance of integrated energy systems.
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1. Introduction

To optimize energy and utilization configurations, the U.S. Department of Energy (DOE) Office of Nuclear Energy (NE) established the Integrated Energy Systems (IES) program. This program’s aim is to adopt innovative solutions to system integration and process design [1] by increasing the use of resources, energy efficiency, and system reliability. The IES model also takes into account all available energy sources to optimize its benefits while minimizing its less desirable qualities [2]. In 2016, natural gas replaced coal as the...
most commonly used fuel in the United States to generate electricity, and it is projected to remain the leading source of electricity [3].

On the other hand, traditional baseload production has experienced a dramatic downturn in the energy market as Variable Renewable Energy (VRE) sources are benefiting from their low marginal cost. According to [4], in 2017, U.S. wind capacity increased by more than 8.3%, while solar capacity increased by 26% compared to 2016, accounting for more than 54% of newly installed renewable electricity capacity in 2017. This growing penetration of renewable energies will have unexpected impacts on the economic feasibility of traditional baseload technologies in the U.S. and around the world.

The first impact is on the price of electricity. When renewable energy production is higher than demand, the price could be negative [5]. This creates another impact on the traditional baseload energy producers—currently, they must either limit their production or waste power. To maintain economic competitiveness in this changing market, many U.S. nuclear power plants are now beginning to assess the technical and economic feasibility of redirecting surplus energy to other services [6]. Several studies show that supporting current nuclear plants is cost effective in minimizing CO₂ pollution; however, nuclear zero-emission combustion is not respected by deregulated markets. It is also reported that the energy market has decreased nuclear plant income from energy purchases while also raising operational and maintenance costs [7]. Another study also highlights that two-thirds of the U.S. nuclear capability is unprofitable and one-fifth of nuclear power plants are likely to retire early, with inexpensive gas as a key catalyst for nuclear productivity failure. The premature closure of some nuclear power plants is motivated by these economic difficulties, driven by both the growing renewable and low-cost natural gas in the U.S. [8]. Moreover, the increasing penetration of renewable energies increases net load volatility, where the net load is the difference between the total electric demand and the renewable portion. That volatility must be balanced by other sources. Traditional energy producers have started to meet the evolving grid conditions by varying their production. Growing fluctuations in net load have been shown to require generator flexibility on all time scales and various spatial scales [9].

On the other hand, energy storage and the fuel cell industry [10] are critical to reducing the size and operating cost of hybrid energy systems [11].

A new type of energy system is needed to minimize the overall system cost and maximize the usage of different resources to increase the system’s reliability. It has become increasingly complex to select an appropriate energy portfolio for a particular market. It is not a straightforward choice because utilizing one energy option may affect the selection of other energy options. Decision-makers need methods and tools for evaluating whether an energy portfolio will lead to reliable service at reasonable rates and follow the CO₂ emission regulations. Besides, there are new problems that arise in determining the value of different components in an energy portfolio. For instance, the cost of building and operating VRE sources is relatively low. However, the availability of VRE is highly time-dependent, and the available hour-to-hour or day-to-day VRE quantity is rather difficult to predict, given its sensitivity to climate conditions. The unreliable VRE supply will decrease the reliability of the electricity grid and end up adding the cost of the installation of flexible energy producers. This implies the need to obtain a holistic understanding of the value of various components in an energy portfolio. Thus, an optimization framework for the mixed-energy production portfolio is required.

Some commercial software can be used to optimize a mixed-energy production portfolio. However, the large volume of data input and long computing times add complexity to end-users. To combat this challenge, the Idaho National Laboratory’s (INL) RAVEN framework has been employed to develop and implement a theoretical basis for the IES techno-economic analysis [12]. This analysis evaluates the technological and economic efficiencies of a process, product, or service. It typically incorporates process modeling, engineering design and economic assessment [13]. An economic analysis of the viability of nuclear power plant retrofitting has been conducted in [14]. The application of RAVEN in a case study that maps physical performance onto economic performance is reported in [15]. The financial performance of the RAVEN framework is further evaluated
by Reference [16]; the results show that economic benefits can be achieved by adding a suitable industrial process to the base-load generator. These past works, however, have relied on restrictive workflows, requiring complex operations that are not easily accessible to end-users, limiting their use to the advanced RAVEN users. To overcome these challenges, the HERON (Holistic Energy Resource Optimization Network) plugin was recently developed for energy dispatch optimization for energy system analysts [17]. HERON automates the construction of RAVEN-input templates suitable for solving the energy dispatch optimization problem. In tandem with HERON, another plugin TEAL (Tool for Economic AnaLysis) is used to perform the economic analysis.

This work develops a new optimization workflow integrated under HERON to optimize the size of installed capacities for different energy-producing units, including both renewable and conventional baseload energy producers. The goal of the optimization is to minimize the overall cost of energy production required to meet the energy demand, taking into account the seasonal demand variations and associated uncertainties, the construction and operational costs of the various energy units, as well as techno-economic factors such as discount rate, depreciation rate, inflation and taxes, and so forth. The next section discusses the various components of the new workflow.

2. Calculation Flow

The overall calculation flow of the optimization process is shown in Figure 1. It may be divided into three steps:

- The first step, depicted in a flowchart in Figure 2, reads the available historical data and builds the energy demand and generation models; details are given in Section 3.
- The second step, representing the bulk of the work automated by HERON, generates synthetic time histories using reduced order modeling (ROM), to be evaluated by HERON and TEAL; details are given in Section 4.
- The last step employs a Gaussian-Process-based model to optimize the overall cost of energy production; details are given in Section 5.

Synthetic time history generation is employed to expand the samples in our system with several sub-steps, including segmentation and clustering, Fourier detrending, Autoregressive Moving Average (ARMA) and peak detection. The synthetic time histories trained from this step are shown in a blue dashed-line box in Figure 1.

![Figure 1. Calculation flow.](image-url)
Figure 2. Step 1 is data collection and model construction.

3. Model Construction

This section discusses two models—the energy demand model and the energy generation model. These models represent the basis for generating synthetic time histories for HERON economic evaluation.

3.1. Energy Demand Model

The electricity load data are collected from the Electric Reliability Council of Texas (ERCOT). Historically, from 2010 to 2019, summer peak demand has risen at a 1.4% average annual growth rate (AAGR), and total energy for each year has increased by 2.1%. Reference [18] indicates that the peak demand will be rising at 1.6%, and annual energy will be increased by 2.3% from 2020 to 2029. There are six main factors of forecast uncertainty: weather, economics, energy efficiency, demand response, on-site distributed generation and electric vehicles.

Total load data from the year 2007 to 2013 for seven years from 13 weather zones of Texas are collected as a training set. The price of the electricity data is also collected as an optional correlation variable for the load. The training set is used for feature extraction to generate the ROMs. Several features are extracted, such as the mean and standard deviation of the demand, the Fourier parameters, and so forth. Details on the synthetic time history generation algorithms are discussed in Section 5.

For stochastic optimization calculations, the 1-year ROM is used to generate the synthetic load samples for 120 years, assumed to represent the projected time horizon for the optimization calculations. The samples represent 120 years of operation, with each year emulating the behavior of a single year as obtained from the historical data. HERON allows for capacity expansion over time (i.e., to accommodate projected yearly energy demand increase). For Net Present Value (NPV) calculations, it is common practice to perform the initial scoping analysis with no expansion. The projected period of 120 years allows one to take into account for the impact on the time value of money and the depreciation costs in the NPV calculations.
3.2. Energy Generation Model

This section discusses the various models employed as a basis for the synthetic histories for the different types of energy units.

3.2.1. Wind Energy Generation Model

The wind energy generation model uses the wind speed and the wind capacity to calculate the wind energy generation. According to a study on wind generation forecasts, core relevant variables are wind speed and direction [19]. The measurement taken at heights nearest to the wind turbines is significantly more relevant than those at other heights.

The Highly Scalable Data Service (HSDS) of the National Renewable Energy Laboratory (NREL) provides wind speed in the Wind Integration National Dataset (WIND) Toolkit [20]. It is the largest publicly accessible meteorological dataset for grid integration. Wind speed at the wanted location has measurements at different heights, including 10 m up to 200 m. However, it only contains seven years of data from the years 2007 to 2013. The time frame covered by these datasets is reasonably recent. The corresponding historical load profile needs to be in the same selected years, so that the wind power and load profile can represent the same weather trends. Both load profile and weather data are highly affected by local weather conditions. Therefore, it is important to prepare the data in the same spatial and temporal resolutions to ensure the consistency of the raw data.

Figure 3 shows three histograms that represent wind-speed hourly measurements taken at three different heights in 2007 in Houston. The graph shows that measurements taken at 160 m have a wider distribution, occurring at a maximum wind speed of 16 m/s, while the measurements at 80 m have a maximum wind speed of 14 m/s.

![Figure 3. Histogram of wind speed at different heights for year 2007.](image)

In support of synthetic time histories generation, a power curve model is used to correlate the wind speed to the generated energy. The wind power curve is adapted from [21]. It is a cubic power model with turbine height at 80 m:

\[
P_{\text{wind}} = \begin{cases} 
0 & U \leq 2 \text{ m/s or } U \geq 18 \text{ m/s} \\
c \cdot U^3 & 2 \text{ m/s} < U \leq 8 \text{ m/s} \\
P_r & 8 \text{ m/s} \leq U < 18 \text{ m/s} 
\end{cases}
\]  \hspace{1cm} (1)

\[
c = \frac{1}{2} \eta_{\text{max}} \rho \pi R^2,
\]  \hspace{1cm} (2)
where the power curve coefficient \( c \) is 39.06 kg/m, calculated in Equation (2). The \( \eta_{\text{max}} \), \( \rho \) and \( R \) are the conversion efficiency (0.5926), density of the air (1.17682 g/m\(^3\)) and the radius of the rotor, respectively. The turbine capacity is \( Pr = 20 \) kW, the cut in speed is \( u_c = 2 \) m/s, the rated speed is \( u_r = 8 \) m/s, and the cut out speed is \( u_s = 18 \) m/s.

Figure 4 shows the chosen power curve and the frequency distribution of wind speed for 2007. The figure shows that the turbine runs at its capacity around 11% of the time, representing the area under the tail part of the distribution above a wind speed of 8 m/s. Also, the figure shows that the turbine is inactive at low wind speed around 12% of the time, representing the area under the distribution below a wind speed of 2 m/s. This illustrates the fact that, alongside the complexities of wind forecasting, physical operating characteristics also add another source of uncertainty to wind energy production. Note that the wind speed is not steady over the one-hour period, and that the speed changes rapidly with high frequency. The hourly measurement of the speed is used as the average speed over this period. One could even argue that the hourly wind speed may not be the average for that hour at all; however, these short-term fluctuations will not be considered in the current work. This is because our main focus is on the total cost of a combined IES portfolio rather than on the reliability of energy production.

![Power curve and wind speed distribution at 80m for year 2007](image)

**Figure 4.** Power curve and the frequency distribution for the year 2007.

With the wind capacity \( C_{\text{wind}} \) fixed, \( \frac{C_{\text{wind}}}{Pr} \) is the effective number of turbines, and the corresponding total energy is given by:

\[
E_{\text{wind}} = P_{\text{wind}} \cdot \frac{C_{\text{wind}}}{Pr}.
\]

### 3.2.2. Solar Energy Generation Model

Solar photovoltaic devices turn sunlight into electricity. They are employed as the basis for modeling solar energy generation. Solar power performance depends on the incoming radiation and the properties of the solar panel. For productive usage, the maintenance of the energy grid and solar power trading, the prediction of solar energy is very important. Because solar energy generation is related to temperature and solar irradiation, and solar irradiation greatly influences the air temperature, the problem of solar energy prediction is closely related to the problem of weather forecasting. The raw data on Global Horizontal Irradiation and Air Temperature have been obtained from the National Solar Radiation Database (NSRDB) and the WIND toolkit; a scaling of the data was performed to ensure consistency among the collected multi-year data from 2007 to 2013.
Figure 5 shows a merged plot for the air temperature and solar GHI in 2013, followed by two typical zoom-in views over the summer and winter. Analysis of the correlations between these two variables provides insight into the amount of energy generation. For example, in the summer (Figure 5b), when there is a peak in the GHI value, there is a corresponding close-by peak in the air temperature which has a negative impact on the energy generation model (Equation (4)). In the winter, however, this correlation is not as strong, resulting in different amounts of energy generation. Compare the differences between GHI peaks and the air-temperature peak in Figure 5c. Another observation is captured by Figure 6 which logs, in the form of a histogram, the number of hours/day with non-zero GHI values. Results indicate that in 2013, for more than 350 days, the GHI value was non-zero from 9:00 to 18:00, confirming that solar energy provides consistent generation throughout the year.

Figure 5. (a) Temperature and solar GHI for year 2013 over the whole year. (b) Zoom-in views over the summer. (c) Zoom-in views over the winter.
In support of synthetic time history generation, a photovoltaic cell model is employed, which correlates the solar irradiation and the air temperature to generate energy. Solar power generation is adapted from \[11,22\], with minor improvements from \[23\]:

$$P_{solar} = \eta \cdot S \cdot \Phi \cdot (1 - 0.005(T - 25)).$$  \hspace{1cm} (4)

The $\eta$ and $\Phi$ are the conversion coefficient (%) and the solar GHI value (kW/m$^2$), respectively. The $S$ is the exposure area, and $T$ is the air temperature in Celsius. Notice the negative coefficient for the air temperature which, as discussed earlier, has a negative impact on the energy generation.

With the solar capacity $C_{solar}$ fixed, $\frac{C_{solar}}{\max(P_{solar})}$ is the total number of photovoltaic cells, and the total solar energy is calculated by:

$$E_{solar} = P_{solar} \cdot \frac{C_{solar}}{\max(P_{solar})}. \hspace{1cm} (5)$$

3.2.3. Conventional Baseload Energies Generation Model

The conventional baseload energy producers considered in our study are natural gas combustion turbines (NGCT), natural gas combined cycle (NGCC), and nuclear energy. They are modeled using two GE LM6000 combustion turbines, model H dual fuel CT in a single-shaft, and two AP1000-type nuclear reactors, as shown in Table 1.

Table 1. Plant characteristics.

| Energy Unit | Plant Characteristics                     |
|-------------|------------------------------------------|
| Wind        | Onshore Wind (WN)                        |
| Solar       | Utility-Scale Photo-voltaic (PV)          |
| Natural Gas | Combustion Turbine (NGCT)                |
|             | Combined-Cycle (NGCC)                    |
| Nuclear     | Conventional Nuclear                     |
|             | Advanced Nuclear (AN)                    |
|             | Small Modular Reactors (SMR)             |

The NGCT model is adopted from \[24\] with a nominal output of 100 MW electricity in a simple-cycle configuration. Each turbine is fitted with an evaporative inlet cooler to lower
the inlet air temperature, which is necessary for improving performance in the summer. This NGCT model is based on two aeroderivative dual fuel combustion turbines, each with 53.7 MW power, resulting in a net output of 105.1 MW after deducing the internal auxiliary power.

The NGCC is also adopted from [24]; it includes one combustion turbine, one steam turbine generator and one electric generator. The nominal output for the plant is 430.4 MW.

For nuclear, an advanced nuclear technology is adapted from [25], which is based on the cost estimation of eight companies that have advanced nuclear power plant technology with a capacity greater than 250 MW. Advanced nuclear technologies reflect an evolutionary transition from traditional reactors in terms of safety and non-proliferation, and have a significant role in utility-scale power generation. The cost estimations from some advanced reactor companies all suggest a cost that is lower than the conventional capital cost of nuclear plants.

All conventional baseload producers are assumed to operate at full capacity.

\[ E_{\text{baseload}} = E_{\text{capacity}} \]  

(6)

4. HERON Automated Functionalities

This section discusses the second step of the workflow as pointed out in Section 2. Specifically discussed are three key functionalities that are automated by HERON and RAVEN; first, the generation of synthetic data; second, the construction of the energy dispatch model; and last, the cost evaluation of a given mixed-energy production portfolio, respectively discussed in the next three subsections.

4.1. Synthetic Time History Generation

Any techno-economic analysis requires access to representative time history data for the load, demand, and other operational and economic indicators (e.g., pricing data and weather data). If there were infinite records of these historical data, they would be directly used to guide the optimization search. However, in reality, the data are often scarce and only limited to the past few years. The data also exhibit variations on short (i.e., hourly, intermediate, daily and weekly) and longer time scales (i.e., monthly and quarterly), a direct result of the seasonal usage changes. Therefore, it is important to have many representative samples of these time histories to ensure the robustness of the optimization results. To achieve this, the developed workflow relies on the concept of synthetic time history generation. The idea is to construct an ROM, which duplicates the trends (via a process called detrending) and respects the statistical properties identified in the available historical records (via a process called segmentation and clustering). The historical data are, in effect, employed as training data for the ROM model to produce the synthetic time series data. The historical data will be referred to as the training data for the remainder of this report, to distinguish them from the synthetic data generated by the ROM model.

The subsections below provide a brief description of the key ROM algorithms used for generating the synthetic data, as implemented in RAVEN [26,27], also shown as a flow chart in Figure 7. Depending on the type of time series, different ROM algorithms are employed to construct the synthetic time history data (e.g., an ARMA Fourier ROM is used for load profile synthesis, an ARMA Fourier Peak-based model is used for the price profile) as explained in Section 4.1.4. For different historical data, the training process to construct ROM varies. The training process may contain several sub-steps, including segmentation and clustering, Fourier detrending, Auto Regressive Moving Average (ARMA) and peak detection. Fourier detrending is used to capture the seasonal trend, and the ARMA model is employed to describe the stationary residual of the detrended time series.
4.1.1. Segmentation and Clustering

Segmentation and clustering are used to define the structure of the time histories in the training data. They can also work as pre-processing steps for other detrending algorithms, and contribute to the detection of significant trends in the training data.

Time series segmentation refers to the process of splitting a time series into segments, defined by $t_m$. A time series can be interpreted as a sequence of independent segments of equal length, $t_m$, each with its own statistical properties. The objective is to evaluate the time series segment boundaries and describe the complex properties associated with each segment. Different theories exist in the literature regarding the criteria that can be used to decide if the time series can be segmented into regions [28].

Time-series clustering is a common task that seeks to find patterns in the training data to help classify them into distinct groups, based on which synthetic data are generated that respect the statistical features of each group. This work relies on the so-called unsupervised learning algorithm, which does not require labels (i.e., supervision) to identify the best grouping of the data. For more details on the difference between supervised and unsupervised learning, the reader may consult any standard machine-learning textbook [29].

The workflow has tested several potential segmentation and clustering settings, all focused on comparing the performance using different segment lengths (e.g., day, week, month, quarter, and other fractions or multiples thereof). Taking the electricity demand in 2012 in the Texas North Central Hub as an example, the historical load data are shown in Figure 8. A segmentation process employing a one day segment produces 365 segments. These sets are then clustered into 15 smaller sets via a K-means clustering algorithm. A representative result using this segmentation and clustering process is shown in the subplots, with different colors denoting different clusters.
Figure 8. (a) 2012 North Central hub load colored by 15 clusters; (b) Separate plots for each cluster.

4.1.2. Fourier

A Fourier detrending algorithm is used to capture the seasonality in the training data. The segmented time histories are decomposed as follows:

$$F_t = \sum_{i=1}^{k} [a_k \sin(2\pi t_k) + b_k \cos(2\pi t_k)],$$  \hspace{1cm} (7)

where $t_k$ are user-defined time periods and the coefficients $a_k$ and $b_k$ are estimated using least-squares linear regression. Note that the time periods $t_k$ could in general be longer or shorter than the segment’s length, defined by $t_m$. Next, the fitted Fourier trend is removed from the training time series data, and the residual part is converted into a stationary time series, suitable for ARMA modeling. This is achieved by first converting the residual into a standard normal distribution using a nonlinear transformation, as follows:

$$y_t = \Phi^{-1}_{\text{normal}}[f(x_t - F_t)],$$  \hspace{1cm} (8)

where $f$ is a general non-parametric transformation of the residual $x_t - F_t$, $\Phi$ is a standard normal distribution CDF, and $y_t$ is the transformed residual time series, to be fitted to an ARMA model.
4.1.3. ARMA

An ARMA model is employed to analyze the transformed time series residuals. This model is used to describe weakly stationary stochastic time series in terms of two polynomials. The first one is the Auto-Regressive (AR) model given as:

$$ y_t = \sum_{i=1}^{p} \phi_i y_{t-i} + \epsilon_t, $$

where $y$ is obtained from the Fourier detrending and transformation as described above, $p$ is the number of AR lag terms, $\phi$ are the ARMA parameters, and $\epsilon$ is assumed to be random Gaussian noise.

After adding the Moving Average (MA), the ARMA model can be described as:

$$ x_t = \sum_{i=1}^{p} \phi_i x_{t-i} + \epsilon_t + \sum_{j=1}^{q} \theta_j \epsilon_{t-j}, $$

where $q$ is the number of terms in the moving average and $\theta$ are the weight parameters of the moving average lag term. Next, a least-squares minimization procedure is used to estimate the best values for the $\phi$ and $\theta$ parameters.

4.1.4. Peak Detection

The proposed Fourier-based detrending process assumes seasonality that exhibits periodic patterns, with low amplitude and wide peaks. For sharp peaks with high amplitude, a different detrending process is needed, such as the case with daily market price data. To address this need, a new peak detection algorithm is developed to identify and remove the peak, ensuring they are not distorted by the Fourier detrending process. The peak detection algorithm may be abstracted as follows:

1. Let $x_t$ represent the given training time series data that contains the periodic peak signal. Save the CDF of the training data $x_t$ as $\Phi_{x_t}$.
2. Perform Fourier detrending while limiting the choice of the time periods $\{t_i\}_{i=1}^{k}$ to those longer than segmentation length $t_m$. This is done to ensure the peak is not distorted by the high-frequency Fourier modes, corresponding to the time periods that are shorter than the segment length. Subtract the fitted Fourier modes to obtain the residual $\{x_t - F_t^{longer}\}$, with the superscript denoting that only the longer time periods are used in the detrending process.
3. Divide the residual term $\{x_t - F_t^{longer}\}$ into $M$ discrete segments of length $t_m$, $\{x_{t_i}\}_{i=1}^{M}$. For each $x_{t_i}$, collect the peaks’ features: peaks’ amplitudes, relative location inside the user assigned windows and the probability of each peak’s existence, and remove the identified peaks from the residual term. If a peak is found inside a window in the segment, remove the corresponding window from the data.
4. Perform Fourier detrending using the shorter time periods (i.e., those shorter than $t_m$). Save the Fourier coefficients for all the segments.
5. Subtract the fitted Fourier trend from the residual calculated in step 2, to obtain a new residual $\{x_t - F_t^{longer}\}_{i=1}^{M}$.
6. Save the CDF of $\{x_t - F_t^{longer}\}_{i=1}^{M}$ as $\Phi_{x_t}$ and convert it into a normal distribution (i.e., $y_t = \Phi_{normal}[\Phi_{x_t}]$).
7. Fit the ARMA model for each segment $\{y_{t_i}\}_{i=1}^{M}$, save the ARMA parameters for each segment, $p$, $q$, $\phi$, for $i = 1, ..., p$ and $\theta_j$ for $j = 1, ..., q$, to serve as features for the unsupervised clustering algorithm.
8. Generate $N$ samples of the random Gaussian noise $\{\epsilon_{t,i,j}\}_{i=1}^{M}$.
9. Employ the fitted ARMA model to get the $N$ transformed normal dataset $\{y_{t_i}\}_{i=1}^{M}$ and use the inverse distribution function to generate the residuals $\{x_t - F_t^{longer}\}_{i=1}^{M}$.
10. Reconstruct the segments into full-length data, and add the Fourier signal.
11. Add the peaks’ signal to the reconstructed data.
All the steps above are automated, except for step 3, which requires a trial and error approach to determine the optimum size window for identifying the peaks. If a small window size is employed, it may not be able to detect the peak and if a wide window is used, the Fourier detrending is expected to distort the shape of the peak, also not allowing its detection.

4.2. Energy Dispatch Model

An energy dispatch model is designed to ensure that the total energy generated by the various types of energy producers meets the demand at the lowest possible cost. This means a strategy that dispatches the maximum amount of energy from the unit with the lowest marginal cost first, before dispatching energy from other units with a higher marginal cost. For example, as shown in the next subsection, nuclear is always dispatched first, followed by NGCC, then NGCT, based on the marginal cost for energy production.

The dispatching decisions are updated every hour and are based on the net load (i.e., the full load minus the load that can be assigned to renewable sources, such as wind and solar, since their marginal cost is assumed to be zero). This assumes that all renewable energy will be dispatched first to the grid before the baseload units. This assumes that there are no penalties for overproduction by renewable sources.

To calculate the net load, the following process is adopted: starting with a synthetic time history for the load, wind speed, solar GHI and air temperature are used to generate synthetic energy generation models for the wind and solar units, which are subtracted from the synthetic load. This results in the net load, given by:

\[
\text{Netload} = \text{Load} - E_w - E_s
\]

\[
\text{scale}_{\text{Cap}} = \frac{C_n + C_c + C_g}{\text{Max(Net load)}}
\]

\[
c_{n,c,g}^{\text{new}} = c_{n,c,g}^{\text{old}} \cdot \text{scale}_{\text{Cap}}
\]

\[
E_n = \min_{\sim} (\text{Net load}, C_n)
\]

\[
E_c = \min_{\sim} (\text{Net load} - E_n, C_c)
\]

\[
E_g = \min_{\sim} (\text{Net load} - E_n - E_c, C_g)
\]

Subscript \(n, c, g\) means the nuclear, NGCC, and NGCT respectively. The first equation above calculates the net load over the operational horizon, assumed in our model to be 120 years. The scale factor adjusts the initial estimates of the baseload capacities to ensure that the maximum load can be met at any time during the operational horizon. The \(\min_{\sim}\) operator is applied on an hourly basis. This implies that, for each hour, the nuclear unit will be dispatched first since it has the lowest marginal cost for electricity generation. If the nuclear unit produces more energy than the net load at any time, the dispatched nuclear energy will be equal to the net load. If the net load is higher than the nuclear capacity, following the same logic, the NGCC unit is dispatched next. If the net load exceeds both the nuclear and NGCC capacities, the NGCT unit is dispatched. It is worth mentioning that dispatch models often allow for some failure probability, that is, the Loss of Load Probability (LOLP); however, this is not explored in the current study.

4.3. Economic Model

This subsection discusses the cash-flow models used to calculate the NPV for the IES model, describing the installed capacities of the various energy producing units. The TEAL plugin (implemented under RAVEN) is employed to automate the cash-flow model calculations for the given IES model. It uses a discounted cash-flow technique [30] to estimate the present worth [31] via:

\[
P = \frac{F_i}{(1 + r)^t},
\]

(12)
where $P$ denotes the present worth, $F$ the future worth, $r$ the annual discount rate, and $t$ the number of years. Cash flows for the targeted year are called ‘future cash flows’. The NPV is defined as:

$$NPV = \sum_{t=0}^{N} \frac{CF_t}{(1 + r)^t}$$  \hspace{1cm} (13)$$

The sum runs over the years from 0 to $N$. The net cash flows $CF_t$ are the sum of all cash flows in year $t$. The $N$ is set to 120 years in the current study. Table 2 shows the NPV calculations for each year. It is assumed that the lifetime of the nuclear unit is 60 years, 40 years for NGCT, 30 years for solar and NGCC, and 20 years for wind. The economic model assumes the current grid architecture has no existing generators in place, so for year 0, all plants will be constructed overnight. For the following years, the cash flow will be based on each plant’s fixed operation and maintenance cost (FOM) and variable operation and maintenance cost (VOM). For every ‘building year’ of each energy unit, the cash flow contains the annualized overnight capital cost (Capex) cash flow of the newly built cost and the recurring cash flow for operation and maintenance at the end of the lifetime of this energy unit [16].

**Table 2. Example cash flows for NPV calculation.**

| Year | Nuclear 60 | NGCC 30 | NGCT 40 | Wind 20 | Solar 30 |
|------|------------|---------|---------|---------|---------|
| 0    | $CF_N^0$  | $CF_C^0$| $CF_G^0$| $CF_W^0$| $CF_S^0$|
| 1    | $CF_N^1$  | $CF_C^1$| $CF_G^1$| $CF_W^1$| $CF_S^1$|
| ...   | $CF_N^{20}$| $CF_C^{20}$| $CF_G^{20}$| $CF_W^{20}$+CF_W^0 | $CF_S^{20}$|
| 21   | $CF_N^{21}$| $CF_C^{21}$| $CF_G^{21}$| $CF_W^{21}$| $CF_S^{21}$|
| 22   | $CF_N^{22}$| $CF_C^{22}$| $CF_G^{22}$| $CF_W^{22}$| $CF_S^{22}$|
| ...   | $CF_N^{29}$| $CF_C^{29}$| $CF_G^{29}$| $CF_W^{29}$| $CF_S^{29}$|
| 30   | $CF_N^{30}$| $CF_C^{30}$| $CF_G^{30}$| $CF_W^{30}$| $CF_S^{30}$+CF_S^0 |
| 31   | $CF_N^{31}$| $CF_C^{31}$| $CF_G^{31}$| $CF_W^{31}$| $CF_S^{31}$|
| 32   | $CF_N^{32}$| $CF_C^{32}$| $CF_G^{32}$| $CF_W^{32}$| $CF_S^{32}$|
| ...   | $CF_N^{39}$| $CF_C^{39}$| $CF_G^{39}$| $CF_W^{39}$| $CF_S^{39}$|
| 40   | $CF_N^{40}$| $CF_C^{40}$| $CF_G^{40}$+CF_G^0 | $CF_W^{40}$+CF_W^0 | $CF_S^{40}$+CF_S^0 |
| 41   | $CF_N^{41}$| $CF_C^{41}$| $CF_G^{41}$| $CF_W^{41}$| $CF_S^{41}$|
| 42   | $CF_N^{42}$| $CF_C^{42}$| $CF_G^{42}$| $CF_W^{42}$| $CF_S^{42}$|
| ...   | $CF_N^{59}$| $CF_C^{59}$| $CF_G^{59}$| $CF_W^{59}$| $CF_S^{59}$|
| 60   | $CF_N^{60}$| $CF_C^{60}$| $CF_G^{60}$+CF_G^0 | $CF_W^{60}$+CF_W^0 | $CF_S^{60}$|
| ...   | $CF_N^{119}$| $CF_C^{119}$| $CF_G^{119}$| $CF_W^{119}$| $CF_S^{119}$|
| 120  | $CF_N^{120}$| $CF_C^{120}$| $CF_G^{120}$| $CF_W^{120}$| $CF_S^{120}$|

With regard to the discount rate $r$, energy projects are commonly assessed using discount rates of 3% (cost of capital), 7% (deregulated market rate), and 10% (high-risk investment) [32]. It is known that the social discount rate (SDR) that declines over time is needed. SDRs are used to put a present the value of the costs and benefits that will occur at a later date; a survey of economists indicates that a median SDR of 3% to 7.5% is favorable [33]. Discount rates of 0% to 3% are used in this study for advanced and
conventional nuclear and 3% to 6% discount rates are used for SMR nuclear studies, because our goal is focused on comparing the relative costs of different portfolios with different mixes of renewable and baseload units.

The economic model data sources of the costs are collected from [24,34]. The cost estimates for the FOM and VOM are listed in Table 3.

| Unit     | Capacity [MW] | Capital [$/kW-yr] | FOM [$/kW-yr] | Heat Rate [(Btu/kWh)] | Fuel [$/MMBtu] | VOM [$/MWh] | Marginal [$/MWh] |
|----------|---------------|-------------------|---------------|-----------------------|----------------|-------------|-----------------|
| NGCC     | 418           | 1084              | 14.10         | 6431                  | 4.50           | 28.94       | 2.55            |
| NGCT     | 237           | 713               | 7.00          | 9905                  | 4.50           | 44.57       | 4.50            |
| Wind     | 200           | 1265              | 26.34         | /                     | 0              | 0           | 0               |
| Solar    | 150           | 1313              | 15.25         | /                     | 0              | 0           | 0               |
| Nuclear  |               |                   |               |                       |                |             |                 |
| Conventional | 1000     | 6755              | 121.64        | 10,608                | 0.73           | 7.61        | 2.37            |
| Advanced | 250~1000      | 3782              | 121.64        | /                     | /              | 7.00        | /               |
| SMR      | 300           | 2600              | 131.40        | /                     | /              | 8.00        | /               |

It is worth mentioning here that existing nuclear power plants are known to have a very high capital cost as compared to NGCC and NGCT plants. Given the renewed interest in nuclear power, studies have been conducted to compare their cost estimates to existing nuclear plants. A survey of these studies indicates that the cost estimate of advanced nuclear plants is almost half that of existing plants. The average capital cost of advanced nuclear [25] is 3782 $/kW-yr, which is much lower than the corresponding value for an existing plant of 6755 $/kW-yr. Recently, BWRX-300 SMR was designed by GE, which is estimated to have an overnight cost of less than 3000 $/kW-yr, for NOAK (nth of a kind) implementations [35]. Another important factor when comparing various energy units is the cost of fuel, calculated based on the heat rate and thermal energy, as listed in Table 3. For nuclear, fuel price is a relatively small percentage of the overall cost. The VOM cost can include fuel storage, plant decommissioning and waste disposal. The marginal cost is the sum of fuel cost and VOM cost. This study only includes property taxes, which do not change by profit, but only based on the value of the property; it is assumed to be 25.5%. The Modified Accelerated Cost Recovery System (MACRS) is the tax depreciation system in the study [36], which sets the recovery times for depreciation, dependent on life expectancy.

5. Optimization Scheme

This section discusses how the values for the installed capacities for the various energy units are optimized to obtain the best NPV for the IES. In principle, one can generate many synthetic samples, as shown earlier for a range of assumed capacities as described by the dispatch model (see Equation (11)), generating a dense cloud of NPVs and picking the set of capacities that provide the best one. This approach, however, is computationally infeasible. Instead, strategies are needed to enable a computationally-efficient search for the optimized capacities. This work proposes an optimization workflow that combines two different methods, the screening curve method and the Gaussian Process regression. The screening curve method provides initial estimates of the optimal capacities assuming a one year operational horizon, and the Gaussian Process model allows one to estimate NPV for a given set of capacities without redoing the synthetic time histories generation and the TEAL calculations. Each of these two methods is described in a sub-section below. The overall optimization workflow may be described as follows:

1. Generate an $n$ ordered pair of wind and solar capacities $C_{\text{renew}} = [C_s, C_w]$ using a regular grid structure over a range of their possible/expected values.
2. Use the screening curve method to calculate the optimal baseload capacities $C_{\text{baseload}} = [C_n, C_c, C_g]$ for the given $n$ samples of wind and solar capacities in step 1.
3. Define the *i*th sample $x_i = [C_n, C_c, C_g, C_s, C_w]$ of the capacities.
4. For each sample $x_i$, calculate the NPV cost $f(x_i)$ by invoking the whole calculation process described before, including synthetic time histories generation, the energy generation model, the energy demand model, the energy dispatch model, and the economic model as automated by HERON and TEAL.
5. Define the matrix of input capacities for all $n$ samples $X = [x_1, x_2, ..., x_n]^T$, and a vector of the corresponding NPV values $f(X) = [f(x_1), f(x_2), ..., f(x_n)]^T$.
6. Train the Gaussian Process model based on the input/output data in step 5.
7. Use the Gaussian Process model to find the capacities corresponding to the best NPV value.
8. To assess the accuracy of the optimal values, generate random $m$ samples for the capacities, representing random perturbations within the range defined in step 1, denoted by: $x^*_j = [C^*_n, C^*_c, C^*_g, C^*_s, C^*_w]$.
9. Calculate the exact NPV values as done in step 4, and find the optimal capacities corresponding to the best NPV value.
10. Compare the optimal capacities from step 7 and step 9.

5.1. Screening Curve Method

The screening Curve Method (SCM) is employed to find an estimate of the optimal capacity values, serving as a starting point for the Gaussian Process guided search. The SCM was historically developed to choose an optimal energy portfolio to satisfy the electricity demand [37]. It is based on a single-year operational horizon which limits its value for an IES. For example, SCM cannot optimize the installed capacity of renewable energy because the marginal cost of renewable energy is so low (i.e., renewable energy must be dispatched whenever available). SCM also cannot be easily fitted in multiple energy markets, such as the hydrogen market, which is required in some IESs. Despite these limitations, SCM provides a simple and convenient approach to finding an initial set of estimates for the baseload capacities, which can be used as a starting point for a more elaborate search using the developed Gaussian Process model.

In SCM, the total annual cost for each unit is represented as a function of the firing hour (i.e., the number of hours in which the energy needs to be dispatched by the unit). It combines two curves; the first is called the load duration curve (LDC), representing the dispatched load as a function of the firing hours. It may be thought of as a cumulative density function with the axes reversing their roles. This implies that the $y$-axis assumes the role of the independent variable for which the PDF is constructed, and the $x$-axis represents the frequency, that is, the number of hours the load is dispatched. For very high loads, the corresponding frequency is very low, denoting peak times for the load, which do not happen often. However, for very low values of the dispatched load, the frequency is very high, denoting the baseload required throughout the year.

The second curve is the generation cost curve, relating the total annual cost and the firing hour. The $y$-axis is the total annual cost of the power plant, the intercept of this curve implies the fixed cost of operating the plant and the slope represents the variable cost. This curve determines the total cost if the plant is operated at a fixed dispatched value. The maximum value is reached if the dispatch occurs for all the hours in the year.

A typical SCM curve and its two combined curves are shown in Figure 9. The top red curve represents the nominal LDC curve based on the 2012 historical load data. Given the assumed zero marginal cost for wind and solar, the LDC is adjusted to produce the net LDC curve, which subtracts the load dispatched by wind and solar units. The remaining calculations are based on the net LDC curve, shown in brown.
Figure 9. Screening curve for the year 2012 with 8GW solar and 8GW wind capacity with SMR nuclear.
The generation cost curves for the three conventional baseload units are shown in the middle graph. For each unit, the cost includes Capex, FOM per MW capacity per year, VOM cost, and fuel cost (VFOM) per MW of electricity generated per hour. Thus, the total annualized cost of the energy producer can be written as:

$$Cost = Capex + FOM + (VOM + VFOM) \cdot T,$$

where $T$ counts the firing hours for the given unit. Note that the conventional SCM is based on 1-year data. It is necessary to consider the rebuild and the discount rate. Thus, Equation (14) is replaced by Equation (15). A relatively small discount rate is considered (0~3%) in this study. The annualized capital and operating costs are shown in Table 4.

$$T = Fixed_{Annualized} + Marginal_{Annualized} \cdot T.$$  

The middle graph of Figure 9 demonstrates the case without the discount rate, whereby the cost of nuclear is $177,901 + 8.00 \cdot T$, the cost of NGCC $56,173 + 31.49 \cdot T$, and the cost of NGCT $27,429 + 49.07 \cdot T$. The lower envelope curve (tracing the lowest intercept of any vertical line) represents the least-cost solution for a constant number of firing hours. The points on the horizontal axis at which the three curves intersect can be used to determine the best unit for a given number of firing hours. For example, the point of intersection between the cost of NGCT and NGCC is 1635 firing hours, and 5182 firing hours between NGCC and nuclear. This means if the firing hours are less than 4952, the least-cost technology is NGCT, and if the firing hours are between 1635 and 5182, the least-cost technology is NGCC. Nuclear costs the least if the firing hour is more than 5182.

Finally, the bottom graph shows the SCM curve, which is used to determine the optimal mix of capacities considering the variations in the load-firing-hours relationship. Similar to the previous figure, the lower envelope curve determines the best mix of capacities. The first 29.0 GW of the load is best dispatched by the nuclear unit, since they are dispatched for more than 5210 firing hours. The next 12 GW is best dispatched by NGCC, and the last 24 GW is best dispatched by NGCT.

| Unit    | Discount Rate | $Fixed_{Annualized}$ [$/MW]$ | $Marginal_{Annualized}$ [$/MW]$ |
|---------|---------------|-------------------------------|-------------------------------|
| Nuclear | 0             | 177,901                      | 8.00                          |
| NGCC    | 0             | 56,173                       | 31.49                         |
| NGCT    | 0             | 27,429                       | 49.07                         |
| Nuclear | 3             | 60,638                       | 2.16                          |
| NGCC    | 3             | 23,251                       | 8.50                          |
| NGCT    | 3             | 13,240                       | 13.24                         |
| Nuclear | 6             | 39,844                       | 1.11                          |
| NGCC    | 6             | 14,964                       | 4.37                          |
| NGCT    | 6             | 8,976                        | 6.81                          |
| Nuclear | 9             | 33,145                       | 0.74                          |
| NGCC    | 9             | 12,347                       | 2.92                          |
| NGCT    | 9             | 7,688                        | 4.54                          |

5.2. Gaussian Process

Gaussian Process modeling is a well-established area in statistics; it represents a disciplined mathematical approach to build approximations for a process that is statistical in nature. Similar to surrogate modeling techniques, it allows one to train a model based on an available set of input/output data, which can be used later to make predictions. It may be described as a supervised non-parametric regression technique. In our context, this entails an initial training that uses the set of inputs $[x_1, x_2, \ldots, x_n]^T$, and outputs, $[f(x_1),$
where 2012 training data, representing the first seven years of one synthetic sample. The samples data. Figure 11a collects seven years of synthetic time histories for the load based on the 2007 to 2013.

6.1. Synthetic Time History Generation

A key assumption in Gaussian Process modeling is that the outputs exhibit randomness that is described by a Gaussian distribution with mean values of $[\mu(x_1), \mu(x_2), \ldots, \mu(x_n)]^T$. Being a non-parametric approach, Gaussian Process relies on a distance metric, which measures the distance between the input samples, assembled in a covariance matrix $K_{xx}$ of the form:

$$
K_{xx} = \begin{bmatrix}
k(x_1, x_1) & k(x_1, x_2) & \cdots & k(x_1, x_n) \\
k(x_2, x_1) & k(x_2, x_2) & \cdots & k(x_2, x_n) \\
\vdots & \vdots & \ddots & \vdots \\
k(x_n, x_1) & k(x_n, x_2) & \cdots & k(x_n, x_n).
\end{bmatrix}
$$

(16)

For a new point $x^*$, the prediction of $f(x^*)$ is jointly correlated with the training samples via a joint Gaussian distribution given by:

$$
\begin{bmatrix}
f(x^*) \\
f(x_1) \\
\vdots \\
f(x_n)
\end{bmatrix}
\sim N\left(\begin{bmatrix}
0 \\
0 \\
\vdots \\
0
\end{bmatrix}
, \begin{bmatrix}
k(x^*, x^*) & k(x^*, x_1) & \cdots & k(x^*, x_n) \\
k(x_1, x^*) & k(x_1, x_1) & \cdots & k(x_1, x_n) \\
\vdots & \vdots & \ddots & \vdots \\
k(x_n, x^*) & k(x_n, x_1) & \cdots & k(x_n, x_n)
\end{bmatrix}
\right)
$$

(17)

where

$$
k(x^*, x) = \begin{bmatrix}
k(x^*, x_1) \\
k(x^*, x_2) \\
\vdots \\
k(x^*, x_n)
\end{bmatrix}
$$

By marginalizing this joint PDF, the predicted value for the output $f(x^*)$ is described by a posterior Gaussian PDF:

$$
p(f(x^*)|f(x)) \sim N(k(x^*, x)^TK_{xx}^{-1}f(x),
\quad k(x^*, x^*) + k(x^*, x)^TK_{xx}^{-1}k(x^*, x)).
$$

(18)

The mean $\mathbb{E}(f(x^*)|f(x))$ of the posterior can be represented as a linear combination of the kernel function values or the training values:

$$
\mathbb{E}(f(x^*)|f(x)) = k(x^*, x)^TK_{xx}^{-1}f(x)
= \sum_{i=1}^{n} a_i k(x^*, x_i)
$$

(19)

The kernel function is the most important part of the Gaussian process, as it controls the smoothness of the process. It is usually a function of the distance between $x_i$ and $x_j$. Chapter 4 of Ref. [38] provides a detailed example of how to choose the kernel parameter.

6. Results

This section demonstrates the applicability of the developed optimization workflow going through all the various steps discussed earlier, including the development of generation models, synthetic time history generation, construction of the SCM curve, and finally the training of the Gaussian Process model.

6.1. Synthetic Time History Generation

Figure 10 shows the histograms of the load for all the historical (training) data from 2007 to 2013.

Figure 11 shows the histograms of the synthetic time histories with different training data. Figure 11a collects seven years of synthetic time histories for the load based on the 2012 training data, representing the first seven years of one synthetic sample. The samples
are generated from a trained ROM with each sample synthesizing 120 years’ worth of data. Figure 11b shows a similar histogram using 2013 training data. Closer inspection of the synthetic data generated from a single year of training data shows a little volatility from year to year. The distributions, however, are different when the training is based on different years (i.e., 2012 vs. 2013) as shown in the marked differences between Figure 11a,b. For example, comparing to the samples trained from 2013, the samples trained from 2012 have more values from 25 GW to 30 GW, and fewer values from 35 GW to 40 GW. The current study will not explore the impact of these variations on the resulting energy portfolio, but this will be studied in future work.

6.2. Training Data Results

Figures 12 and 13 show the best cost results for the training data using the SCM with no discount rate with conventional nuclear cost. These results are the initial estimates for the best energy portfolio. Each plot is a heat map on a regular grid of ordered pairs of solar and wind capacities, showing the best NPV results for the combined IES system. The x axis is the solar capacity and the y axis is the wind capacity with a coarse mesh of 500 MW, ranging from 0 to 30 GW.

In 2008, the lowest cost was 12.7 billion dollars, with solar and wind capacities at 10.5 GW and 23 GW. This is the overall lowest cost for all seven years. What stands out in the figures is that the total cost is growing during those years, which is a result of the growing load. It is also apparent from these graphs that, except for an outlier in 2009, the best capacity for solar is in the range of 8 to 12.5 GW, which is around 10% of the overall IES portfolio. However, the best wind capacity ranges from 3.5 GW to 29 GW, which exhibits high volatility. The reason for this is discussed in the following subsection.
The differences between the best wind and solar capacity provide initial estimates about the capacity effectiveness of renewable energy generation.

Figure 12. Heat map of cost estimate for (a) 2007 (b) 2008 (c) 2009 (d) 2010 (e) 2011 (f) 2012.
6.3. Effective Renewable Relief for Baseload Generation

When combining renewable units with baseload units, it is always important to determine whether the increased penetration may have a positive impact on reducing the capital cost for the baseload units (i.e., by providing some relief on their installed capacities). Figure 14 is showing two examples of how much relief on the installed baseload capacities is possible with different capacities of the solar units. The solid blue line shows the original load histories in 2007 as a function of time. The orange line is the solar energy produced, and the green line is then the net load, which is the \( \text{Load} - E_{\text{solar}} \).

![Figure 13. Heat map of cost estimate for year 2013.](image1)

Figure 14a installs 7GW of solar capacity, and Figure 14b installs 20GW. The dotted horizontal line in each graph is the maximum load and the maximum net load. The difference between the horizontal lines shows the possible reduction in the maximum load to be generated by the baseload units. This reduction (i.e., relief) can be potentially translated into reduced capacities for the baseload units, resulting in capital cost reduction. Recall that in the dispatched model, a scaling factor has been employed to ensure that the maximum load can be met at any time during the operational horizon. So the maximum of the net load determines the total capacity of the baseload units, implying that any reduction in the maximum net load will have a positive economic impact on the IES.

Results indicate that the 7 GW solar installation produces a maximum load relief of approximately 3 GW, while the 20 GW installation provides a relief of 6 GW, implying the law of diminished returns on the investment.

The above results are further detailed in the two subplots of Figure 15, which shows the calculated relief for various combinations of solar and wind capacities. Subplot (a) fixes the wind capacity and varies the solar, and subplot (b) does the opposite. Results indicate that the solar units provide more relief compared to the wind. A 10 GW solar installation can lead to an average of 3 GW effective relief of the load, while wind installation gives an average of 1 GW relief. This is because the energy generation model for the solar unit has a higher correlation with the demand profile, whereas the wind shows more volatility, implying that the peak demand times may not line up with peak production by the wind units, and the production of solar energy provides consistent generation throughout the year.

Furthermore, analysis of the subplots in Figure 15 indicate that the initial relief obtained with renewable penetration subsides with their increased capacities. The implication is that wide penetration by renewable is expected to be very taxing in terms of the overall capital cost for the IES.
In Figure 15a, the green line, which represents 2009, is an outlier from other lines and the growing rate reduces dramatically at around 2 to 3 GW installation. This result matches the observation from Figure 12c, which is the heat map of the least cost using SCM in 2009. Because the effective relief of load for solar is low in 2009, the suggested best capacity for solar is 2.5 GW, this value is relatively low as well.

These trends confirm the optimization results displayed in Figure 12, where it is shown that the wind portion is smaller in 2012 compared to other years, which is confirmed by the low relief obtained for that year as shown in Figure 15b.
6.4. Impact of Economic Model Parameters

This subsection discusses the impact of changing one of the economic parameters—the discount rate—on the optimized capacities. Sample results are shown in Table 5. The goal here is to compare the results for two scenarios, one with conventional nuclear reactors, and one with advanced nuclear reactors.

Table 5. Portfolio calculation.

| Cost Type   | Nuclear | NGCC | NGCT | Wind | Solar |
|-------------|---------|------|------|------|-------|
| Gaussian Process | 37.6    | 9.8  | 45.1 | 1.5  | 6.0   |
| r = 0%     | 32.0    | 8.7  | 47.5 | 2.6  | 9.2   |
| r = 1%     | 0.0     | 40.0 | 42.7 | 8.9  | 8.3   |
| Advanced cost | Nuclear | NGCC | NGCT | Wind | Solar |
| Gaussian Process | 38.5    | 2.1  | 45.8 | 8.5  | 5.1   |
| r = 0%     | 38.0    | 1.7  | 43.0 | 9.0  | 8.3   |
| r = 1%     | 35.3    | 2.7  | 44.1 | 8.9  | 8.9   |
| r = 2%     | 31.7    | 4.5  | 46.6 | 6.4  | 10.8  |
| r = 3%     | 20.8    | 8.8  | 50.8 | 1.8  | 17.7  |
| SMR cost   | Nuclear | NGCC | NGCT | Wind | Solar |
| Gaussian Process | 30.4    | 16.3 | 29.3 | 1.9  | 22.2  |
| r = 3%     | 34.0    | 18.0 | 30.3 | 3.4  | 14.4  |
| r = 6%     | 16.1    | 31.1 | 32.6 | 3.5  | 16.7  |
| r = 9%     | 0.0     | 53.4 | 37.7 | 5.0  | 3.9   |

If the conventional cost of nuclear 6755 $/kW-yr is assumed, with a discount rate of 0, the Gaussian Process regression result is consistent with the results of 300 synthetic history samples of 120 years. However, nuclear power’s expense grows dramatically as the discount rate rises. The portion of nuclear will be 0 if the discount rate is 1%. This is because the cost of building nuclear overnight is front-loaded and will not be discounted during the 120 year time horizon. However, the rebuild cost for other energy producers will be discounted (see Equation (12)), with the increase in the discount rate (r) and rebuild year (t), the rebuild cost will decrease exponentially.

If 3782 $/kW-yr from [25] is used as the cost of nuclear, with a discount rate of 0, RAVEN runs are still consistent with the Gaussian Process results since the changes of the best energy portfolios are within 5%. With the increasing discount rate, the capacity for nuclear capacity reduces, and the solar capacity increases.
If 2600 $/kW-yr from [35] is used as the cost of nuclear, with the increase of the discount rate from 3% to 9%, wind and gas capacities grow, solar and nuclear capacities reduce. A 9% discount rate result suggests that there should be no nuclear installation.

Based on the December 2020 CDR report [39], wind penetration set a new all-time record for ERCOT, and in 2021 the operational installed capacity in Texas will have 51.0% natural gas, 24.8% wind, 13.4% coal, 4.9% nuclear, 3.8% solar, and 2.1% other energy and storage. There was a significant difference between the 2021 installed capacity and our results. Our study suggests more solar and nuclear capacity, but less wind capacity, because substantial growth in wind capacity might lead to the growth of the total cost or to electricity outages.

7. Conclusions

The objective supports one of the key goals for integrated energy systems focused on optimizing the capacities in hybrid energy generation scenarios, and is carried out in a computationally efficient manner. The workflow integrates various key elements to ensure results that are consistent with historical demand data and energy generation, as well as the economic models for the various energy units. Recognizing that a brute force optimization that relies on the analysis of numerous generation scenarios is infeasible, this work builds a workflow that employs a limited set of samples to train a Gaussian Process model, which is more amenable for optimization. The construction of the Gaussian Process model is guided by the Screening Curve Method, a well-proven methodology for portfolio optimization that was developed for the electricity energy market in the 1960s.

The workflow utilized two key plugins in the RAVEN framework, namely HERON and TEAL. HERON automates the energy dispatch calculations based on the given generation model and demand profile, and TEAL is responsible for the economic calculations. Our workflow has employed ROM models to generate synthetic profiles for the load and the renewable energy generation models over a 120 year operational horizon. Different features and detrending algorithms were employed in the construction of the ROM model to ensure all synthetic profiles are consistent with the historical data, including Fourier, ARMA and peak detection-based techniques.

The optimization workflow has been employed to analyze a mixed energy generation portfolio based on the 2007–2013 historical load data in the state of Texas. The IES portfolio includes renewables (e.g., solar and wind units) as well as baseload generators (e.g., nuclear, NGCC, and NGCT units). The results indicate that the solar portion is in the order of 10%, the wind portion shows more volatility from 1% to 10%, nuclear is responsible for approximately one-third of the portfolio, NGCC is in the order of 10%, and NGCT makes up the rest.

Results also indicate that the increased penetration of renewable units is not expected to produce a linear reduction in the IES cost, simply because the solar and wind energy profiles do not correlate well with the demand profile, with solar showing better correlation than wind. The overall implication, however, is that while the increased penetration of renewable sources does indeed reduce the dispatching requirements on the baseload units, it does not reduce the requirements on their capacities, implying that baseload units will have to operate at lower capacity factors; often an undesirable mode of operation for baseload units. Texas experienced blackouts in February 2021, since electricity demands during the extreme cold weather exceeded the prediction, and forced more power sources offline than expected. This is because the natural gas power plants, which generate most of the power in Texas, do not have enough fuel storage on site and rely heavily on the fuel transportation without cold insulation. Although the blackout has been primarily due to issues in the natural gas pipeline system, it is also a result of the fact that the renewable energies, mostly wind generation, were offline.

Finally, future work will focus on developing energy generation models that account for increased energy demand, as well as training using multi-year data, and expand the market analysis to include price and secondary products. Other IES scenarios will also be considered, including energy storage, energy management and process heat applications. Additional studies will also be conducted to study the impact of the clustering parameters.
on the quality of the synthesized histories. Some of this work has already been done by the author in support of her PhD [40], but it will be published in a separate article.
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