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Abstract
Fulfilling needs and organisational resources with the least cost and highest quality is the main reason to achieve the optimal value chain. Application of most of the current techniques has merely been intended to choose the best scenario. However, industrial units need to build an ideal scenario as a value chain which focuses on intangible interstitial and hidden factors: good (good nature), bad (bad nature), fixed (obligatory nature) and free (not identifying their nature) and creates value. Therefore the model presented in this article answers this issue. First of all, we present a model based on the network approach of data envelopment analysis; then assess and rank the stages based on the scenarios for the stages forming the value chain, and finally the ideal decision unit is presented. For this reason, the general efficiency is designed with two natures: 1. input-centered (concentration on the costs) and 2. output-centered (concentration on the incomes).
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Introduction
Meeting needs and organisational resources optimally is the main reason for forming a value chain in which the manager is able to guarantee the survival of the organisation, obtain profit and improve it gradually. In organisations, one of the most important issues of decision makers is to select the optimal value chain. Even organisations which are separated legally are considered connected from the viewpoint of material, information and financial flow, forming the value chain. However, a flexible supplier-manufacturer relationship is the key enabler in supply chain management as without flexibility from the vendor’s side the supply chain cannot respond fast. Therefore the relationship with the supplier should be flexible enough to meet the changing market needs [4]. In many techniques used for evaluating the value chain, organisations are evaluated separately. Then, based on this approach, the value chain is ranked. There are different techniques available to identify and select the best unit and value chain. In this matter, different articles explain suitable techniques, of which the ANP fuzzy technique can be highlighted to select the best value chain through pair comparison [28]. Also by means of ANP we may evaluate decision making concerning the selection of the best value from different aspects. TOPSIS (technique of packaging selection in multi-criterion decision making issues) is one of the super-efficient evaluation techniques for selecting the best supplier (the optimal value chain) [9]. Data envelopment analysis (DEA) is one of the techniques which is used for selecting the optimal value chain, comparing the units in order to compute their proportional efficiency. In comparison to other techniques, DEA has different advantages, one of which is the ability to compare the input weights and outputs in the pair comparison processes based on their importance for each decision unit [10]. Nevertheless there are different criticisms of DEA Classic models. Generally in DEA Classic models the units are considered as Black Boxes and the internal processes of units are not taken into account in computing their proportional efficiency. To compensate for this weak point, different approaches are suggested which are able to cover the weak points of the classic model and to develop them. Liang (2005)[18], in their thesis, presented a two-stage level via a non-linear method based on an exploratory search to compute the efficiency of unit networks. In the present article, by means of the network approach, the goal programming—data envelopment analysis model is improved and developed. Any value chain includes separated units forming a chain. In the network approach, each of the units is considered as one stage. Therefore in the efficiency approach, any value chain will form the total efficiency of the forming units of the chain. This network and careful viewpoint will give the ability to compute the efficiency of the value chain for decision makers in the best way. Consequently decision makers are able to compare different value chains and select the best. The techniques presented in this article have a special notion among the different stages. It should be mentioned that the final decision maker will be able to make more decisions with a broader view and more information by means of this technique, since, while they are making a decision concerning the factors, they are evaluating the efficiency of the value chain in total based on the effects of each stage on each other. Therefore in the model presented in this article, all important and efficient dimensions in the decision making stages are noted. The changes in the global economic scenario have posed considerable
threats to many companies, especially SMEs as they strive to stay competitive in world markets. This change in paradigms demands more flexibility in product designs. These challenges combined with increased variety and very short lead times have a great impact on the business of small to medium companies in securing a significant proportion of the markets in which they operate [5].

In the present article, firstly data envelopment analysis is described. The greatest attention is paid to the communication between stages. In the case study part, the efficiency of different scenarios is computed. Then, based on the output of the models presented, a new ranking is proposed for chain values. Finally, based on the evaluation of the value chain, the best one (best scenario) is analysed. This value chain is formed by the combination of different value chains.

**Literature review**

The first model of DEA was proposed in [10], which works under constant returns to scale (CRS). Then the CCR model was adjusted in [6] by adding a convexity constraint to calculate variable returns to scale (VRS). The DEA has been applied in many different settings such as agricultural economics [3], supply chain management [13], sports [22], universities [1], healthcare [8], banking [21], [23], etc.

Network DEA (NDEA) was developed to fill the void of Total Data Envelopment Analysis (TDEA) models when considering the internal structure of DMUs. In other words, TDEA models consider the whole production process as a black box. TDEA takes into account only internal inputs and final outputs. NDEA has been employed in many settings such as banking [7, 12, 26, 2], sport [19], and transportation [27, 29]. [27] employed NDEA to measure passenger and freight technical efficiency, service effectiveness, and the technical effectiveness of 20 railways. [19] used the NDEA approach to measure the efficiency scores of baseball teams. [17] created a NDEA model which distributes the system inefficiency into its components. [11] studied the open multistage process to estimate the overall performance of the network. [20] (in press) proposed a novel NDEA model to evaluate green supply chain management in the presence of flexible factors, bad outputs, and fuzzy data. [25] created an interval DEA model in which efficiency was calculated within the range of an interval. The upper limit of the interval was set to one and the lower established by introducing a virtual ideal DMU whose
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in securing a significant proportion of the markets in which they operate [5].

In the present article, firstly data envelopment analysis is described. The greatest attention is paid to the communication between stages. In the case study part, the efficiency of different scenarios is computed. Then, based on the output of the models presented, a new ranking is proposed for chain values. Finally, based on the evaluation of the value chain, the best one (best scenario) is analysed. This value chain is formed by the combination of different value chains.

**Proposed methodology**

To evaluate scenarios based on the communication between stages. In this part, firstly a model based on data the envelopment analysis approach network is analysed, and then the ideal decision unit is presented. In this model, it has been attempted to present a combination of a network model and ranking model (network-ranking model); what action is then required, and then a solution analysis and discussion of a real problem related to the textile industry based on the original model designed using Lingo software are conducted. The model is described via the following diagram Figure 1:

![Figure 1. Network model.](image-url)

Referring to Figure 1, we describe the production ability collection n as the decision unit n (or n scenarios) in which n = 1, 2, 3, ... and then a solution analysis and discussion of a real problem related to the textile industry based on the original model designed using Lingo software are conducted. The model is described via the following diagram Figure 1:
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Diate factors of good, bad, free and fixed, which are described as follows, the model evaluates n stages of the value chain.

- \( z_{ij}^{good} \) = intermediate factors of good nature, trying to maximise the factors such as high-quality thread which is produced at the t stage and entered at the weaving stage (t + 1 stage), which is a good and valuable factor
- \( z_{ij}^{bad} \) = intermediate factors of bad nature which are going to minimise themselves, such as low-quality thread in the sample above
- \( z_{ij}^{fix} \) = intermediate factors of fixed nature and fixed input and outputs which are necessary for different stages. For example, it is necessary to send 1000 kg of thread as an output of the weaving unit to the weaving stage.
- \( z_{ij}^{free} \) = intermediate factors of no nature which are not recognizable, such as the types of abrasions which are made on fabric at the weaving stage, and shall be studied whether or not the investment in them is suitable for improving them at the completion and dying stages, and or they shall be sold at lower prices on the market as grade 2 materials.

Therefore the production ability collection is described (a set of constraints) as follows, and a complete model including sub-collections is registered and repeated according to the number of scenarios we have had:

- \( x_{ij} = \sum_{p=1}^{n} x_{ijt} \quad (i = 1, ..., m; t = 1, ..., T) \) (1)
- \( \lambda_{j}^{t} = \text{Benchmark of jth scenario at t stage} \) (2)
- \( x_{ij}^{fix} = \sum_{p=1}^{n} x_{ijt}^{fix} \quad (i = 1, ..., p; t = 1, ..., T) \) (3)
- \( y_{it} = \sum_{s=1}^{n} y_{ijt} \quad (i = 1, ..., s; t = 1, ..., T) \) (4)
- \( y_{ij}^{fix} = \sum_{r=1}^{n} y_{ijt}^{fix} \quad (i = 1, ..., r; t = 1, ..., T) \) (5)
- \( z_{ij}^{good} \leq \sum_{r=1}^{n} z_{ijt}^{good} \lambda_{j}^{r} \quad (i = 1, ..., n, good; t = 1, ..., T) \) (6)
- \( z_{ij}^{bad} \geq \sum_{r=1}^{n} z_{ijt}^{bad} \lambda_{j}^{r} \quad (i = 1, ..., n, bad; t = 1, ..., T) \) (7)
- \( z_{ij}^{free} \geq 0 \quad (i = 1, ..., m; n = 1, ..., T) \) (8)
- \( \lambda_{j}^{t} \geq 0 \quad (j = 1, ..., m; t = 1, ..., T) \) (9)

- Relation (9): Benchmark of jth scenario related to tth stage
- \( \sum_{i=1}^{n} x_{ijt} \lambda_{j}^{t} = \sum_{i=1}^{n} z_{ijt}^{good} \lambda_{j}^{t} \quad (t = 1, ..., T) \) (10)
- The final equation is the weighted average, which is equal to 1. This limitation shows the output which is changeable based on the scale. If the limitation is omitted, a model with an outcome in proportion to the fixed scale is obtained.

This formula uses good, free, bad and intermediate factors suitable for improving them at the completion and dying stages, and or they shall be sold.

\( \lambda_{j} \) shows inefficient unit benchmarks; benchmarks (scenarios) are repeated in line with the number of stages in which \( \lambda_{j}^{t} \in \{1, ..., T\} \).

For the scenarios under study

- \( \sum_{j=1}^{m} \text{Benchmark of jth scenario at tth stage} \)
- \( \sum_{j=1}^{m} \text{the number of scenarios we have had:} \)
- \( \sum_{j=1}^{m} \text{good connections} \)
- \( \sum_{j=1}^{m} \text{bad connections} \)
- \( \sum_{j=1}^{m} \text{free connections} \)

If the limitation is omitted, a model of fixed scale proportion is obtained. Note that the right sides of the formulas listed above (\( x_{ij} \), \( y_{ij} \), \( y_{ij}^{fix} \), \( z_{ij}^{good} \), \( z_{ij}^{bad} \), \( z_{ij}^{fix} \), \( z_{ij}^{free} \)) are positive. The left sides of the formula (\( x_{ij} \), \( y_{ij} \), \( y_{ij}^{fix} \), \( z_{ij}^{good} \) or \( z_{ij}^{fix} \)) are connected to each other by \( \lambda_{j} \).

The continuity of the connection flow between the \( \lambda_{j} \) and \( t + 1 \) stages is guaranteed under the following conditions:

- \( \sum_{i=1}^{n} \text{Benchmark of jth scenario at tth stage} \)
- \( \sum_{j=1}^{m} \text{good connections} \)
- \( \sum_{j=1}^{m} \text{bad connections} \)
- \( \sum_{j=1}^{m} \text{free connections} \)

Relation (20) is limitation (10), which is repeated.

- \( s_{good} \geq 0, s_{bad} \geq 0, s_{free} \geq 0 \)

Here, \( s \) is the variant that results in standardisation of the limitations. In addition, \( s_{good} \), \( s_{bad} \), \( s_{free} \) are the side variants that show extra input, output shortage, ideal connection shortage, undesirable extra connections and connection deviation. More concisely, \( s_{free} \) is related to relation (18), which describes the variant. If relation (16) is negative, the factor is changed to good. If positive, extra factor \( s_{bad} \) is the bad factor of relation (17); if it is (0), it is the fixed factor located in relation (19) (it is the undesirable connection in relation (17) and its selection as a negative larger or equal item will neutralize the (+) sign.)

\( s_{good} \) = desirable connection shortage

\( s_{bad} \) = output shortage (income shortage)

\( s_{free} \) = output extra (cost excessiveness)

All five items mentioned above are undesirable and should be minimised in the global function:

- \( \lambda_{j}^{t} \) = repetition of relation (9)

**Goal and efficiency function**

Total efficiency has two forms: efficiency of an input-based nature (stress cost), and efficiency of an output-based nature (stress income). Models of input-based natures maintain the current output while decreasing inputs. Dynamic SBM
(DSBM) is a side variant for the inputs; side variants for the bad connections are maximised. Models with output-based natures maintain the current input while maximising outputs. In the DSBM model, the variants for output increase simultaneously. The difference in the two models is their effective goal function.

**Model with input-based nature**

Total efficiency in a model of an input-based nature of is represented by relation (22):

$$\theta_0 = \min \left\{ 1 - \frac{1}{m+n_{bad}} \left( \sum_{i=1}^{m} \frac{w_{i}^{*}}{x_{iol}} + \sum_{n_{bad}} \frac{w_{i}^{*}}{x_{iol}} \right) \right\}$$

in which:

- $\theta_0$ determines efficiency of the $p$th scenario (scenario under study)
- $m$ = number of inputs in the scenario under study
- $n_{bad}$ = number of bad connections of the stage under study
- $w_{i}^{*}$ = weight of $i$th input
- $w^{*}$ = weight of $p$th stage

The goal function is based on a non-radius model of an input-based nature that contains undesirable connections in addition to extra inputs. The limitations of (1-10) and (12-21) in this goal function are $w_{i}^{*}$ and $w^{*}$, variants that indicate the $i$th input weight and $p$th stage. If all weights are equal, $w_{i}^{*}$ and $w^{*}$ can be considered equal to 1. In model (22), the amount of efficiency is 0 to 1 ($0 \leq \theta_0 \leq 1$). For example, if the efficiency of the production stages of four textile industries equal 0.5, 0.4, 0.9 and 1, the total efficiency of the network will be the sum of the weights by the efficiency of each stage:

**Total network efficiency**

$$W = w_{init} + w_{output} + w_{all}$$

It is clear that the only scenario that can obtain a total network efficiency of 1 is that which has an efficiency of 1 at all forming stages. The result of bad $n$ in the denominator of relation (22) is that the model will possess an input-based nature. The goal is for the inside to present items inclined toward zero ($s_{it}^{bad}$) and $s_{it}^{bad}$ inclined to 0. Here the efficiency of the stage will incline toward 1 and the same goal will be obtained. The only scenario to obtain an efficiency of 1 for the total network is that which obtains an efficiency of 1 at all forming stages.

Note that the simultaneous presence of variants $s_{it}^{bad}$ and $s_{it}^{bad}$ in the goal function results from the common specifics of these two items, i.e., the lower the value of these two variants, the better. Undesirable connections are mediators between courses and are not inputs. Each course inside the bracket of model (22) indicates the efficiency of the $p$th stage; if all side variants incline toward 0, the inside bracket will equal 1. Therefore model (22) is the average symmetric efficiency of the time period for all courses and varies from 0 to 1 ($0 \leq \theta_0 \leq 1$). The optimum amount (*) is the efficiency of the $p$th stage of an output-based nature as follows:

$$\theta_{ol} = \frac{1}{m+n_{bad}} \left( \sum_{i=1}^{m} \frac{w_{i}^{*}}{x_{iol}} + \sum_{n_{bad}} \frac{w_{i}^{*}}{x_{iol}} \right) (t = 1, ..., T)$$

Relation (23) is the amount of the inside bracket of relation (22) and identifies the efficiency of the $p$th stage of the $j$th scenario.

A model is presented based on the importance of each scenario to achieve a suitable weight based on its importance. The weights are selected for managers, but to eliminate the effect of the human factor of the results, model (24) uses the input-based approach to select weights. Note that the $W_{p}$ weights show proportional importance at each stage in comparison to all stages. The method of determining $W_{p}$ is to calculate the total mass of the resources allocated to the $p$th stage of all stages. This shows the proportional importance of that stage, i.e., the $p$th stage input/total inputs that enter the stages of the scenario.

At other stages, different connections are available besides the inputs for each stage; this means that the inputs of the stage may include bad, fixed or free connections. Relation (24) is used to compute the weights for each stage of the $W_{p}$ model. If formula $\sum_{j=1}^{m} x_{iol} \theta_{j}^{*} + \sum_{s_{it}^{bad}} x_{iol} \theta_{j}^{*}$ is a fraction, it will represent the symmetric total unit inputs (scenarios) at the stage under study. The weights of other stages for each decision unit (scenario) are denoted as $W_{p}$, in the input-based approach:

$$W_{p} = \frac{\sum_{j=1}^{m} x_{iol} \theta_{j}^{*} + \sum_{s_{it}^{bad}} x_{iol} \theta_{j}^{*}}{\sum_{j=1}^{m} x_{iol} \theta_{j}^{*} + \sum_{s_{it}^{bad}} x_{iol} \theta_{j}^{*}}$$

The first stage of the $W_{p}$ formula for computing the weights in special cases is:

$$W1 = \frac{\sum_{j=1}^{m} x_{iol} \theta_{j}^{*} + \sum_{s_{it}^{bad}} x_{iol} \theta_{j}^{*}}{\sum_{j=1}^{m} x_{iol} \theta_{j}^{*} + \sum_{s_{it}^{bad}} x_{iol} \theta_{j}^{*}}$$

Note that the difference between stage (1) and the other stages is that no intermediate factor enters the first stage. At other stages, at least one of the following factors is available:

$$\sum_{j=1}^{m} x_{iol} \theta_{j}^{*} + \sum_{s_{it}^{bad}} x_{iol} \theta_{j}^{*} + \sum_{s_{it}^{bad}} \theta_{j}^{*} + 1$$

$$(t = 1, ..., T - 1)$$

Formula (26) is the denominator of fraction (25), which includes all inputs studied in the different scenarios. But the numerator of fraction (25) will include only the inputs of stage (1) which are in proportion. In this case, $\alpha$ denotes the bad, fixed or free relations. Based on the nature of the connection of inputs, $\alpha$ may denote controllable and uncontrollable inputs. If the expression $\sum_{s_{it}^{bad}} x_{iol} \theta_{j}^{*}$ is a fraction, it will show the total input weights used for the decision unit (scenario) at the related stage. Note that no connection will enter the model in the first course and the model will only have controllable and uncontrollable inputs.

The total efficiency of each scenario is computed based on the total symmetric efficiency at different stages using the weights exploited. In this sample, the total efficiency denotes that for the input-based nature at the $p$th stage. Total efficiency denotes the total symmetric efficiency of courses, as mentioned in formula (27):

$$\theta_{ol} = \sum_{t=1}^{T} W_{p} \theta_{ol}$$

in which:

- $\theta_{ol}$ = total efficiency
- $W_{p}$ = weight at the $p$th stage
- $\theta_{ol}$ = efficiency of the $p$th stage of the $j$th scenario

Right side of relation (27) = relation (24) × relation (23)

If the optimal answers for model (22) are applied as $\theta_{ol}^{*} = 1$, the related (decision) unit scenario for the input-based nature at the $p$th stage is an efficient scenario. It means that side variants of $s_{it}^{bad}$ and $s_{it}^{bad}$ at the $p$th stage in model (23) all equal zero, i.e., their undesirable connections equal zero. If $\theta_{ol}^{*} = 1$, the input-based (decision unit) scenario is efficient and $s_{iol}$ and $s_{iol}$ variants equal zero at all stages.

**Model with output-based nature**

The total efficiency for the output-based nature is as follows:

$$\frac{1}{1+n_{good}} \left( \frac{\sum_{j=1}^{m} w_{i}^{*} x_{iol}^{*} + \sum_{s_{it}^{good}} w_{i}^{*} x_{iol}^{*}}{\sum_{j=1}^{m} w_{i}^{*} x_{iol}^{*} + \sum_{s_{it}^{good}} w_{i}^{*} x_{iol}^{*}} \right)$$

Note that the difference between stage (1) and the other stages is that no inter-
The portion inside the bracket shows the income shortage (bad). Based on the limitations of relations (1-10) and (12-21), \( w_i \) is the \( i \)th output, as in condition (29):

\[
\sum_{i=1}^{n} w_i = s \quad (29)
\]

In the fraction denominator, the goal function of (28) is to deal with output shortage and desirable connections as the variants. Please note that in this goal function there is a variant for shortage of good connections and one for shortage of output. Since these are naturally similar to the output and have common specifics, as they increase, they become ideal. This is shown in relation (5).

The good connections are not outputs, but they play the role of connectors of two stages. Any expression inside the brackets corresponds to the goal function of (28) with the efficiency of the \( j \)th stage. If the side variants inside the expression equal zero, the amount inside the bracket will equal 1. The goal function is steady in relation to the measuring unit and is ≥ 1. Therefore the average symmetry efficiency of the \( j \)th stage of an output-based nature for \( \theta^{\text{jo}} \) is shown as (30)

\[
\theta^o_j = \frac{1}{t-1} \frac{\sum_{i=1}^{n} y_{ij} \lambda^j - \sum_{i=1}^{n} z_{ij} \lambda^{j+1}}{\sum_{i=1}^{n} w_i + \sum_{i=1}^{n} y_{ij} \lambda^j} \quad (t = 1, \ldots, T) \quad (30)
\]

A model is next presented based on the importance of each stage to obtain suitable weights for each stage:

\[
W^o_j = \frac{\sum_{i=1}^{n} y_{ij} \lambda^j + \sum_{i=1}^{n} z_{ij} \lambda^{j+1}}{\sum_{i=1}^{n} w_i - \sum_{i=1}^{n} y_{ij} \lambda^j} \quad (31)
\]

in which:

- Nominator: output of related \( j \)th stage of related scenario
- Denominator: All outputs which quit all related scenario stages

The \( W^o_j \) weights denote the proportional importance of each stage in comparison with all stages. Based on the output-centered model, the proportional criteria of the stage is to select the \( W^o_j \) amount of decision units (scenario) in the output of each stage to the total outputs at the levels studied. In the \( W^o_j \) model, the nominator of (31) – \( \sum_{i=1}^{n} y_{ij} \lambda^j + \sum_{i=1}^{n} z_{ij} \lambda^{j+1} \) denotes the total output weight of each stage and includes outputs, good connections, and free and fixed connections. The denominator of the fraction of \( \sum_{i=1}^{n} w_i - \sum_{i=1}^{n} y_{ij} \lambda^j \) shows the total output weight and includes the total output as well as the good, fixed and free connections that exit the stages. The amount of controllable and non-controllable output used instead of \( a \) is based on the nature of the connection. The total efficiency of each scenario (decision unit) is based on the symmetric average efficiency at different stages from the weights. To compute \( t^o_j \) in formula (30), it is repeated \( T \) times. The total efficiency for the output-based nature for the \( t^o_j \) stage is the symmetric total efficiency, defined as:

\[
t^o_j = \sum_{i=1}^{n} W^o_j \theta^o_j \quad (32)
\]

Relation (32) = relation (31) \( \times \) relation (30)

Since there is no intermediate factor sent for the next stage, to compute the weight of the final stage weight (T stage), the only outputs used are those that can quit the scenario, i.e., formula \( \sum_{i=1}^{n} y_{ij} \lambda^j \) is omitted from the nominator of formula (31).

**Case study**

In this part, a textile industry value chain is evaluated. This value chain is formed of 4 stages which are located in different directions from each other. The forming stages are shown in **Figure 2** and also 10

**Table 1. Number of connections, inputs and outputs for 4 stages of the value chain (costs and prices in US $ – weight in grams).**

| Scenarios          | Inputs          |        |        |        |        |        |        |        |        |
|--------------------|-----------------|--------|--------|--------|--------|--------|--------|--------|--------|
|                    | Worker’s cost   | 1.6    | 1.6    | 1.6    | 1.6    | 1.6    | 1.6    | 1.6    | 1.6    |
|                    | Energy cost     | 0.9    | 0.9    | 0.9    | 0.9    | 0.9    | 0.9    | 0.9    | 0.9    |
|                    | Maintenance cost| 0.5    | 0.5    | 0.5    | 0.5    | 0.5    | 0.5    | 0.5    | 0.5    |
| Spinning           | Thread quality  | 14     | 16     | 16     | 16     | 16     | 16     | 16     | 16     |
|                    | Quality         | 35     | 35     | 40     | 40     | 40     | 40     | 40     | 40     |
|                    | Thread swinging  | 11.3   | 11.3   | 12.6   | 14.1   | 14.1   | 4.5    | 4.5    | 7.4    |
| Weaving            | Price           | 16.2   | 16.2   | 16.2   | 16.2   | 16.2   | 16.2   | 16.2   | 16.2   |
|                    | Worker’s cost   | 1.1    | 0.9    | 1.1    | 1.1    | 1.1    | 1.1    | 1.1    | 1.1    |
|                    | Energy cost     | 0.8    | 0.5    | 0.6    | 0.6    | 0.6    | 0.6    | 0.6    | 0.6    |
|                    | Maintenance cost| 0.3    | 0.2    | 0.3    | 0.3    | 0.3    | 0.3    | 0.3    | 0.3    |
|                    | One meter weight| 400    | 330    | 330    | 280    | 400    | 330    | 330    | 320    |
|                    | Quality         | 60     | 65     | 70     | 75     | 80     | 50     | 55     | 60     |
| Competition and Dying | Price of each meter | 15   | 12.3   | 16    | 17.4   | 14.9   | 5.4    | 4.4    | 5.6    |
|                    | Worker’s cost   | 7.4    | 7.4    | 7.4    | 7.4    | 7.4    | 7.4    | 7.4    | 7.4    |
|                    | Raw material cost| 1.5    | 1.2    | 1.6    | 1.7    | 1.5    | 0.5    | 0.4    | 0.6    |
|                    | Energy cost     | 1      | 0.9    | 1.1    | 1.2    | 1      | 0.4    | 0.3    | 0.4    |
|                    | Color and side material cost| 0.4 | 0.3 | 0.5 | 0.5 | 0.4 | 0.2 | 0.1 | 0.2 | 0.2 |
|                    | Quality         | 60     | 65     | 70     | 75     | 80     | 50     | 55     | 60     |
|                    | Price of each meter | 15 | 12.3 | 16 | 17.4 | 14.9 | 5.4 | 4.4 | 5.6 | 6.2 |
| Garment            | Tweedy fabric cost| 45    | 36.9   | 48    | 52.2   | 44.7   | 16.2   | 13.2   | 16.8   |
|                    | Worker’s cost   | 63     | 51.6   | 67.2   | 72.9   | 62.6   | 22.7   | 18.4   | 23.5   |
|                    | Control Cost    | 9      | 7.4    | 9.6    | 10.4   | 8.9    | 3.2    | 2.6    | 3.4    |
|                    | Energy Cost     | 4.2    | 3.4    | 4.5    | 4.8    | 4.2    | 1.5    | 1.2    | 1.5    |
|                    | Quality         | 60     | 65     | 70     | 75     | 80     | 50     | 55     | 60     |
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scenarios (decision unit) suggested by scientific-experimental experts are evaluated. In Table 1, the amount of each factor for 10 scenarios is observed in the value chain.

**Finding (ideal decision making unit)**

As shown in Table 2, the tenth scenario is introduced as an optimal scenario at the stages of completion and dying (third stage) and garment (forth stage); nevertheless, in the symmetric average, the proportional efficiency ranks slower than for the 7th scenario. In this ranking, scenario (7) obtains the rank of the best scenario, followed by scenarios (8), (9) and (6). The evaluation is presented in Table 2, indicating that the ideal scenario for the value chain is based on a combination of the 10 scenarios that it is shown in Table 3. If the two ideal chain value scenarios are solved with the previous 10 scenarios using the model by Lingo software, they will prove to be strictly efficient.

If these two ideal chain value scenarios are solved with 10 previous scenarios by means of model (1), these two ideal scenarios are highly efficient. In the present article, in addition to ranking of the available scenarios, and since no scenario was able to be introduced as an efficient value chain based on the establishment of an ideal decision making unit with a network approach, the ideal scenario is established. The scenario established that is not available between scenarios is introduced as an artificial scenario; but on the other hand, this scenario is formed of different stages which are among the main scenarios, and therefore it is real.

### Conclusions

- This model is formulated as a network-ranking through linear programming in a way that net profit management strategy is assessed and evaluated through efficiency according to the connections between stages and interstitial factors.
- In designing this model, n factory types (in the case study: 4 types: spinning, weaving, finishing & dyeing and clothing) that usually operate separately are considered both in discretion as well as in combination and integration.
This model is focused mostly on the connections between the stages constituting the intended value chain. In this mode, 4 connection types (good, bad, fixed and free) are introduced for the stages of the value chain and the scenarios presented are assessed and ranked based on this. At the end of this part an ideal scenario is introduced for the value chain that is created with a general outlook and attention towards the constituting stages and connections between stages. In fact the model evaluates different scenarios based on process-oriented management according to the connection between different stages of production (4 stages in textile industries).

In n-stage production industries, the formulation of competitive strategies are getting more critical for survival, profit and growth therein, and major decision-makers and planners in production units have urged these industries towards rational management of costs and incomes as well as inter-stitial factors, and finally towards effective efficiency, this model being a tool for achieving this goal.

Data envelopment analysis (DEA) was used to determine the relative efficiency of the decision making units (DMUs). One application of DEA is to set benchmarks for inefficient DMUs, helping inefficient DMUs to find improvement strategies. This paper introduces a new approach for ranking efficient DMUs using a network structure. The ideal decision making unit (DMU) constructed offers real and practical solutions for improvement in efficiency.

With respect to the results of this paper, the following research topics are proposed for the future:

- Using goal programming, the goals of managers and experts can be incorporated into the ideal DMU constructed.
- The same approach can be repeated to determine ideal networks in sustainable supply chain management.
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