Exploring the Implementation of a Legal AI Bot for Sustainable Development in Legal Advisory Institutions
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Abstract: This study explores the implementation of legal artificial intelligence (AI) robot issues for sustainable development related to legal advisory institutions. While a legal advisory AI Bot using the unique arithmetic method of AI offers rules of convenient legal definitions, it has not been established whether users are ready to use one at legal advisory institutions. This study applies the MCDM (multicriteria decision-making) model DEMATEL (decision-making trial and evaluation laboratory)-based Analytical Network Process (ANP) with a modified VIKOR, to explore user behavior on the implementation of a legal AI bot. We first apply DEMATEL-based ANP, called influence weightings of DANP (DEMATEL-based ANP), to set up the complex adoption strategies via systematics and then to employ an M-VIKOR method to determine how to reduce any performance gaps between the ideal values and the existing situation. Lastly, we conduct an empirical case to show the efficacy and usefulness of this recommended integrated MCDM model. The findings are useful for identifying the priorities to be considered in the implementation of a legal AI bot and the issues related to enhancing its implementation process. Moreover, this research offers an understanding of users’ behaviors and their actual needs regarding a legal AI bot at legal advisory institutions.
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1. Introduction

Artificial intelligence (AI)-based legal bots have attracted extensive consideration and have appeared as one of the most promising innovations of technology. Robotics, the replacement of human labor, is becoming a crucial issue, as AI basically functions as an intelligence robot. The development of AI as a root for resolutions to various questions in life, including law, is getting more important. However, experts or human workers are still needed to apply those legal expert systems. Hence, in 2017 an online AI platform, DoNotPay, which provides free legal advice, was released in the U.S. It is called by Joshua Browder, its creator, the “first legal robot”, and it could deal with up to 1000 kinds of civil events [1]. The legal AI bot can also help institutions that offer legal advice services, such as advice bureaus and community legal service centers for sustainable development.
Institutions often have a lot of part-time interns and volunteers offering legal assistance and advice, sometimes relatively early in their legal careers. Nevertheless, they are being requested to offer legal advice on a very wide range of legal problems, often with huge customer case-loads and occasionally with various cases of heterogeneous issues (such as immigration law or consumer law). They usually have limited finance resources to be capable of engaging outside legal advisors or just to employ more personnel. Therefore, if there are legal AI bots, they can solve many issues and can save on human resources and related costs for sustainable development.

A significant issue in this area is realizing what aspects/factors contribute to users’ intention to apply for legal AI bot services for sustainable development. Current research studies have presented an interest in exploring the intention stage (want and plan to use)/adoption stage (will to use) of a legal AI bot. Nevertheless, most legal AI bot studies have used various kinds of methods and frameworks, making it challenging to associate the consequences of diverse studies and to develop a concrete user behavior intention and adoption in the service area. Compared with a physical legal advisory institution, the rapid growth of legal AI bots could bring legal advisory institutions administrators great benefit and efficiency. For legal advisory institutions, it is of great importance to know the strategies for legal AI bot implementation and the basis for users to use legal AI bots. Thus, this study aimed to address the following research problems: (1) in implementing legal AI bots, users should give priority to the influence factors that will improve user’s intentions to use legal AI bot; (2) in using legal AI bots, which influence factors will be prioritized by users to decide whether to continue to use the legal AI bot? (3) What are the differences in the influence factors considered by the intention stage and adoption stage?

This purpose of the research is to offer an understanding about the aspects affecting legal AI bots and their implementation at improving legal advisory institutions in order to decrease the gaps in performance among each factor and aspect for sustainable development. The estimation of legal AI bot implementation is a decision analysis issue with multiple attributes, which are often categorized via interdependent factors and may even display similar feedback results. Therefore, one needs to stress that these factors exhibit various associations between lower- or higher-level elements. In addition, most common strategic models cannot take the interrelationships and dependences among dissimilar levels of factors into consideration.

Our research looks to determine the scope to which a variety of factors can affect the results in the definite factors of legal AI bot implementation. The research herein is distinguishable partly owing to its applications of various inner sources for dependent and independent information. Hence, the research objective is to set up an integrated MCDM (multicriteria decision-making) model so as to determine ways to resolve problems in legal AI bot applications.

Conventional multiple attribute decision analysis models cannot deal with the complex relationships among dissimilar factors’ hierarchical stages. Nevertheless, decision makers involved in the implementation of a legal AI bot need such a model to aid their decisions. The objective of the existing study is to solve such a problem. We use an integrated MCDM model that aggregates together decision-making trial and evaluation laboratory (DEMATEL), DANP (DEMATEL-based ANP), and a modified VIKOR (M-VIKOR). Its purpose is to explore a legal advisory AI bot and to establish and enhance implementation strategies. This hybrid MCDM method can deal with the limitations of current assessment models and can assist in investigating how best to apply legal AI bots to enhance service performance for sustainable development. In this study, we investigate the interdependence of user behavior and legal AI bots and consider alternative behaviors to achieve values associated with enhanced performance.

This study makes three contributions. First, it considers four significant perspectives which those in legal advisory institutions must take into account before implementing a legal AI bot: attitudes toward legal AI bots, trust-related behavior, perceived behavioral control, and resistance to innovation for sustainable development. Second, this research demonstrates trust-related behavior; that is, it determines perceptions of external and internal limitations on user behavior and uses the relative
importance of these to implement a legal AI bot. For users to be assured that a legal AI bot can be applied for legal advisory, legal advisory institutions must offer them training with the tools required for fundamental applications and functions of a legal AI bot. Third and finally, the results of this research indicate to what extent practicality and ease of use will affect users’ attitude toward ongoing applications of legal AI bots. If users are to accept a legal AI bot, then they need an environment in which they perceive that the methods are easy and useful to apply. A better understanding of how to implement a legal AI bot will assist administrators in adopting suitable schemes for creating such an environment for sustainable development.

This study has five sections. Section 1 (given above) introduces the research. Section 2 reviews the existing literature with regard to aspects of service and legal AI bots and how to structure a model for their implementation so that our conceptual model can be developed. Section 3 defines this integrated MCDM model. Section 4 offers a case study of implementation and investigates and discusses the outcomes. Section 5 concludes.

2. Literature Review

Informatics in the legal field is growing, bringing together law and AIs at its most important parts. We thus conduct an interdisciplinary investigation in the areas of intelligent technology, law, logic, informatics, and so on [2]. This fast development of AI will influence the marketplace for legal services, the structural transformation in the legal profession, and the reorganization of resources for legal bots [3,4]. AI will improve the agility of legal services and will upgrade the standard of legal services by attaining broader justice of the judiciary and by removing the asymmetry of legal service resources in the future [5,6]. However, legal AI bots are not actual specialists, and human lawyers need to observe whenever necessary [4,7]. How to change human thinking and procedures is a significant issue in this area of AI, and it is also a mission that law people need to confront [8,9].

Legal AI bots could deal with the question of disproportion in legal service resources [4,10]. In the 1970s, researchers started to study the combination of law and AI by investigating the application of robot judgements to replace human judgements by removing legal vagueness [4,11,12]. However, this primary legal AI is to serve and assist bots or judges in dealing with events and not to replace them [4,10,13].

Academic studies on the combination of AI and law are up until now in the developing stage and are insufficient at thinking about and at realizing the applications of AI into different areas, much less investigating the pertinence of legal AI knowledge from the perception of customers or users. Thus, based on the technology acceptance model (TAM), trust, and innovation issues, our research investigates the crucial factors of the acceptance of society and how AI robots got into the legal field and interviews clients, lawyers, experts, and judges. The outcomes of the research will contribute to the combination of AI and law and to practical applications, thus filling in the research gaps.

TAM considers real users’ behavior to understand novel technology based on their intention to apply it. Two main factors, i.e., perceived ease of use and perceived usefulness, influence intention, and adoption [14–16]. Numerous researchers have introduced user trust as a main factor in the investigation of TAM [17,18]. They found that user trust exerts an important influence on perceived usefulness [19]. On this foundation of TAM, investigations argue over the influences of attitude-related behaviors, perceived behavioral control, and user trust on the readiness of users to accept legal AI bots via trust factors. In addition, effective regulations and laws create trust, and a significant issue includes a legal AI bot developing and growing trust: trust in privacy, trust in functions, and trust in design. Though existing legal structures are healthy enough to deal with a few challenges that autonomous and robotic goods and services can offer, they still must develop or adapt in reply to the novel extents of applications, personal choices, and government actions [20].

According to previous research, a legal bot may offer an attractive technology of AI as users will find it an interesting and innovative approach. Various factors might have an impact on users’ behavior and their willingness to use legal AI bots [4]. Xu and Wang [4] studied how individuals’ willingness to
be innovative and their perception of the usefulness of a method affect the adoption of a legal AI bot. Other research has applied TAM to investigate how users accept novel ideas and implement a legal AI bot [4,21]. Investigations mostly focused on the acceptance of a legal AI bot using users’ application or intention as the dependent variable. Most previous research has focused on users’ comments regarding how they use a legal AI bot, in terms of their acceptance of the technology (how useful the legal AI bot is and this ease of using a legal AI bot) and their attitudes to or interest in legal AI bots [4,21].

While the provision of tools or approaches to enhance users’ application efforts remain a challenging and significant topic [4,21], there has been little research into how and why users accept legal AI bots [4]. Therefore, this study focuses on user behavior and how to solve various related issues. To do this, we analyze users who use a legal AI bot at legal advisory institutions and their various behaviors: plan-related (attitude-related behavior and perceived behavior control) and trust-related in terms of resistance to innovation. We do this to interpret and predict their attitudes to legal AI bots and their intention to implement them at the legal advisory institutions. This MCDM model is used for an evaluation of users’ behavior. To provide a framework for their behavior, we developed the following evaluation system, which refers to fourteen factors related to four aspects: attitude-related behaviors (ARB); perceived behavioral control (PBC); trust-related behaviors (TRB); and innovation resistance (IR). These features correspond to legal AI bot implementation within each aspect, as shown in Table 1.

| Table 1. Explanation of aspects and factors. |
|---------------------------------------------|
| **Aspect/Factors** | **Description** | **Source** |
| **A1** Attitude-related behaviors (ARB) | | |
| $f_1$ Perceived usefulness (PU) | The degree to which a person believes that using a particular legal AI bot would enhance his or her performance. | [16,22,23] |
| $f_2$ Perceived ease of use (PEOU) | The degree to which a user believes that applying a legal AI bot is clear and understandable for the average person. | [16,22,23] |
| $f_3$ Complexity | Users’ perceptions about how difficult the legal AI bot will be to use, operate, or understand. The easier it is to use and realize, the more likely it is to be implemented. Therefore, complexity is expected to be negatively related to attitude. | [22–25] |
| **A2** Perceived behavioral control (PBC) | | |
| $f_4$ Self-efficacy (SE) | Specific decisions that individuals make about their ability to do something. With reference to legal advisory legal AI bots, self-efficacy refers to users’ assessment of the ability to achieve services and legal information through them. | [23,26] |
| $f_5$ Resource facilitating conditions (RFC) | Resources, such as time or precedents, related to resource compatibility and matters that may constrain usage. | [23,27] |
| $f_6$ Technology facilitating conditions (TFC) | Technology, such as software and hardware, related to technology compatibility and issues that may constrain practice. | [23,27] |
| **A3** Trust-related behaviors (TRB) | | |
| $f_7$ Disposition to trust (DTC) | A person’s general tendency to trust others; it could be considered a personality trait. | [28,29] |
| $f_8$ Structural assurance (SA) | The perception that the necessary legal and technical structures are in place: guarantees/promises, encryption, regulations, and other processes. | [16,23] |
| $f_9$ Trust belief (TB) | The belief in the trustworthiness of the legal AI bot, consisting of a set of particular beliefs about competence and integrity. | [18,23,28,29] |
| **A4** Innovation resistances (IR) | | |
| $f_{10}$ Usage barrier (UB) | For using the legal AI bot, the usage barriers include users’ perceptions on what is required for legal advice, e.g., clarity. | [30–33] |
| $f_{11}$ Value barrier (VB) | The perception of some users that a legal AI bot has few advantages: such as if the advisory legal AI bot connection generates more time than benefits. | [30,31] |
| $f_{12}$ Risk barrier (RB) | Users’ perception rather than a characteristic of the robots. Hence, at legal advisory institutions for a legal AI bot, it is not always a problem of actual risks but has to do more with users’ perception that, for a number of reasons, the service entails risks. | [30,31] |
| $f_{13}$ Tradition barrier (TB) | The impact of the innovation on routines. If these routines are significant to a user, resistance will be high. The image barrier is related to the origin of an innovation, such as advisory class. | [30,31] |
| $f_{14}$ Image barrier (IB) | The negative “danger to use” perception to AI in general and to robots in particular. Users who already perceive that technology is too difficult to apply may instantly form a negative image of these service associated with the robots. | [30,31] |
3. Developing a Map Based on an Integrated MCDM Model

In the section, we briefly define the proposed integrated MCDM model. One of the critical issues in MCDM is ranking a series of alternatives according to a series of factors. In this field, there exist numerous MCDM approaches that rank the alternatives in dissimilar ways [34]. This model is based on previous practice and is considered a suitable method for exploring a strategy to ensure the implementation of a legal AI bot. The functions that the integrated model offers include selection and ranking as well as performance enhancement. In this study, there are two alternative performances: one is intention stage which means that users want and plan to use a legal AI bot, and another alternative is adoption stage, which means that users will to use legal AI bot. The latter is required to reduce any gaps in achieving the ideal outcomes. Ultimately, the major advantage of our hybrid model is its decision-making function of selection extending to enhancement. Thus, it can help administrators develop the best strategies for alternative selection and enhancement problems.

The hybrid model is divided into three parts after the number of factors/aspects to be included in the framework for the legal AI bot implementation has been confirmed. (1) DEMATEL is applied to set up a structure showing the network of influencing relationships (i.e., INRM, referring to the influential network relationships map) on the factors/aspects within the framework. (2) DANP (DEMATEL-based ANP) is applied to the concepts and procedures of ANP to derive the influential weights of each factor/aspect. (3) The modified VIKOR technique applying influential weights is then used to synthesize these gaps between current and ideal performances. Hence, this hybrid model with the integration of three parts is able to support decision-makers in determining how to decrease the gaps of performance to attain the ideal outcome. The hybrid model is shown in Figure 1.

![Figure 1. Modeling procedures of our proposed hybrid multicriteria decision-making (MCDM) model.](image)

3.1. DEMATEL for Constructing an Evaluation Framework with INRM

DEMATEL is a method for establishing interdependent relationships among factors in a complex structure. The method applies mathematical theories to compute the degree of direct and indirect effects on each factor/aspect [23,35–37]. This method has four phases as follows.

3.1.1. Phase 1: Building Domain Knowledge Based on a Direct-Relation Matrix

When the number of elements (a) in an evaluation framework has been confirmed, the standard scale of degree of influence is developed (e.g., ranging from “extremely high effect (4)” to “lack of effect (0)”). This measures the degree of influence between factors or aspects by using normal language. The average of n domain experts uses a standard scale to show this direct degree of influence of the factor/aspect x on each other factor/aspect y in the matrix $D = [d_{xy}]_{n \times a} = \left[\frac{\sum_{n=1}^{n} d_{xy}}{n}\right]_{a \times a}$ (in which $d_{xy} \neq 0$; otherwise, $d_{xy} = 0$, and n is the number of domain experts). Finally, the mean is used to
integrate a primary direct relation matrix called \( E = [e_{xy}]_{a \times a} \) that represents the actual experience among all the domain experts.

### 3.1.2. Phase 2: Obtaining a Normalized Direct Relation Matrix

A normalized primary direct relation matrix \( B \) is achieved via normalizing this primary direct relation matrix \( E \). We use Equations (1) and (2), where the maximum sum of each row and column is 1 and all the diagonal terms of the matrix \( B \) are 0:

\[
\eta = \max_{x,y} \left( \sum_{y=1}^{a} |e_{xy}| \right), \quad \max_{x=1}^{a} |e_{xy}| \\
B = \frac{E}{\eta}
\]  

### 3.1.3. Phase 3: Deriving a Matrix of Full-Influential Relations

The matrix of full-influential relations \( F \) can be derived by using Equation (3). It can offer assurances of convergent resolutions to this matrix inversion in the same way as capturing a Markov chain matrix. Thus, the matrix of the full-influence relation \( F \) can be achieved from these values in the normalized direct-relation matrix \( B \), where \( I \) is the identity matrix.

\[
F = B + B_2 + \cdots + B_h = B \times (I - B) - 1, \text{ when } \lim_{h \to \infty} B^h = [0]_{a \times a}
\]

The full-influence relation matrix \( F \) can be divided into \( F_C \) (by factors) and \( F_D \) (by aspects) according to a hierarchical structure in Equations (4) and (5), respectively.

\[
F_C = \begin{bmatrix}
F_{c_1}^{e_{11}} & \cdots & F_{c_1}^{e_{1m}} \\
\vdots & \ddots & \vdots \\
F_{c_b}^{e_{b1}} & \cdots & F_{c_b}^{e_{bm}}
\end{bmatrix}, \quad F_D = \begin{bmatrix}
f_{11} & \cdots & f_{1y} & \cdots & f_{1m} \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
f_{y1} & \cdots & f_{xy} & \cdots & f_{ym} \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
f_{m1} & \cdots & f_{my} & \cdots & f_{mm}
\end{bmatrix}_{a \times m, a \times m}
\]

### 3.1.4. Phase 4: Establishing an Influential Network Relations Map

By summing the individual columns and rows of the full-influence relations matrix \( F \), we acquire the sum of vectors with all columns and rows, as shown by the following Equations (6) and (7):

\[
p_x = \sum_{y=1}^{a} f_{xy}, \quad x \in \{1, 2, \ldots, a\} \text{ (Factor } x \text{ influences all other factors)}
\]

\[
q_y = \sum_{x=1}^{a} f_{xy}, \quad y \in \{1, 2, \ldots, a\} \text{ (Factor is affected by all other factors)}
\]

When \( y = x \) (the sum of column and row aggregations means that any factor \( x \) influences all other factors, called \( p_x \), and \( x \) is affected by all other factors, called \( q_x \). The value \( p_x + q_x \) shows the
total influence affects received and given by enabler factor \( x \) (i.e., representing the degree of effect that this enabler factor \( x \) plays in the entire structure, also called “prominence”). In addition, the value \((p_{x} - q_{x})\) states the clear influence of enabler \( x \) on this entire method. When \((p_{x} - q_{x})\) has a positive value, then \( x \) fits the net cause set. When \((p_{x} - q_{x})\) has a negative value, then \( x \) fits the net effect set. Thus, by mapping the dataset of \((p_{x} + q_{x}, p_{x} - q_{x})\), we can get the INRM of aspects and factors.

3.2. The DANP Method for Deriving Influential Weights on Aspects and Factors

DANP is applied to the full-influence relations matrix to derive the weight of interdependent relations among aspects/factors by using the concepts and procedures of ANP [23,35,36]. Thus, the value of the weight represents the ratio of factors/aspects and their degree of influence on the whole model that is simultaneously based on a consideration of given and received degrees of influence in a situation. The DANP method includes three major steps, as follows.

3.2.1. Phase 1: Developing an Unweighted Super-Matrix

Developing this unweighted super-matrix \( W = (F^{p}_{C})' \) can be divided into two steps. The first action normalizes the full-influence relations matrix \( F_{C} \) (i.e., factor value) to obtain the normalized full-influence relations matrix \( F^{p}_{C} \). The second action transposes the normalized full-influence relations matrix \( F^{p}_{C} \) to obtain \( W = (F^{p}_{C})' \).

The normalized full-influence relations matrix \( F^{p}_{C} \) (Equation (9)) is obtained by normalizing each row of aspects in the full-relation matrix \( F_{C} \) (Equation (8)), where the sum of each row equals the number of aspects:

\[
F^{p}_{C} = \begin{bmatrix}
F_{c}^{p_{11}} & \cdots & F_{c}^{p_{1y}} & \cdots & F_{c}^{p_{1m}} \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
F_{c}^{p_{x1}} & \cdots & F_{c}^{p_{xy}} & \cdots & F_{c}^{p_{xm}} \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
F_{c}^{p_{m1}} & \cdots & F_{c}^{p_{mx}} & \cdots & F_{c}^{p_{mm}}
\end{bmatrix}_{x \times m}
\]

where \( F_{c}^{p_{11}} \), as a normalized example, demonstrates the basic concept of how to normalize actions, as shown in Equations (9) and (10):

\[
d_{x}^{11} = \sum_{y=1}^{m_{1}} f_{xy}^{11}, x = 1, 2, \ldots, m_{1}
\]

\[
F_{c}^{p_{11}} = \begin{bmatrix}
f_{11}^{11}/d_{1}^{11} & \cdots & f_{1y}^{11}/d_{1}^{11} & \cdots & f_{1m_{1}}^{11}/d_{1}^{11} \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
f_{x1}^{11}/d_{1}^{11} & \cdots & f_{xy}^{11}/d_{1}^{11} & \cdots & f_{xm_{1}}^{11}/d_{1}^{11} \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
f_{m_{1}1}^{11}/d_{1}^{11} & \cdots & f_{m_{1}y}^{11}/d_{1}^{11} & \cdots & f_{m_{1}m_{1}}^{11}/d_{1}^{11}
\end{bmatrix}
\]
Then, the normalized full-influence relations matrix \( F_D^b \) is transposed to acquire the super-matrix with unweighted \( W = (F_D^b)' \), as expressed in Equation (11):

\[
W = (F_D^b)' = \begin{pmatrix}
D_1 \times \rho & \cdots & D_1 \times \rho \\
D_2 \times \rho & \cdots & D_2 \times \rho \\
\vdots & \ddots & \vdots \\
D_m \times \rho & \cdots & D_m \times \rho
\end{pmatrix}
\]

(11)

3.2.2. Phase 2: Synthesizing a Weighted Super-Matrix

This synthesizing stage of the super-matrix with a weighted \( W^* \) can also be divided into two steps. The first action normalizes the full-influence relation matrix \( F_D \) (i.e., aspect level) (Equation (5)) and transposes it to achieve the normalized full-influence relation matrix \( F_D^b \), as shown in Equations (12) and (13). The second action is the normalized full-influence relation matrix \( F_D^b \) multiplied by this super-matrix with unweighted \( W \); it is able to present a super-matrix with weighted \( W^* \), as expressed in Equation (14).

\[
d_x = \sum_{y=1}^{m} f_D^{xy}, x = 1, 2, \ldots, m \quad \text{and} \quad f_D^{xy} = f_D^{xy} / d_x, y = 1, 2, \ldots, m
\]

(12)

\[
F_D^b = \begin{pmatrix}
f_D^{1y} / d_1 & \cdots & f_D^{1y} / d_1 \\
f_D^{xy} / d_x & \cdots & f_D^{xy} / d_x \\
\vdots & \ddots & \vdots \\
f_D^{my} / d_m & \cdots & f_D^{my} / d_m
\end{pmatrix}
\]

(13)

\[
W^* = F_D^b \times W = \begin{pmatrix}
f_D^{11} \times W^{11} & \cdots & f_D^{11} \times W^{1m} \\
f_D^{1y} \times W^{1y} & \cdots & f_D^{1y} \times W^{ym} \\
\vdots & \ddots & \vdots \\
f_D^{ym} \times W^{ym} & \cdots & f_D^{ym} \times W^{mm}
\end{pmatrix}
\]

(14)

3.2.3. Phase 3: Agglomerating the Weighted Super-Matrix

We can use the Markov chain process of ANP to agglomerate the super-matrix with weighted \( W^* \) by means of itself numerous times until this super-matrix has become a stable super-matrix to have a sufficiently large power \( \Theta \). Hence, the influential ratio values of factors are obtained by \( \lim_{\Theta \rightarrow \infty} (W^*)^\Theta \). Finally, we obtain a set of influential weights on factors \((w_1, \ldots, w_j, \ldots, w_n)\) and aspects \((w_1^f, \ldots, w_j^f, \ldots, w_m^f)\).

3.3. M-VIKOR for Evaluating and Improving Alternative Performance

M-VIKOR is an evaluation technique following the conception of compromise in reaching the best possible outcomes in multicriteria situations. It can be applied to assist decision makers in selecting and ranking options as well as for performance enhancement [23,35,36]. We define the “ideal value” in terms of the “worst value” as the standard and change the normal “max-min” to determine the benchmark. However, VIKOR’s negative-ideal and positive-ideal points are determined by the
best score and the worst performance score according to “max-min” factors in real-world situations. Because VIKOR cannot show gaps in the enhancement of alternatives, we modified it so that the normal maximum and minimum are the negative ideal points, with the points being an ideal value as well as the worst value for alternative selection and enhancement. Thus, by using the M-VIKOR “ideal-word” for the normalized class distance utility, being near the ideal value and far from the worst value is a good outcome in these real-world situations [23,35,36,38–42].

3.3.1. Phase 1: Determining the Negative/Positive Ideal Point Based on Ideal Values and Worst Values

The normal VIKOR method sets the positive-ideal point $u^* = \max_k \{u_{kx} | k = 1, 2, \ldots, m\}$ and the negative ideal point $u^- = \min_k \{u_{kx} | k = 1, 2, \ldots, m\}$ in $k$ alternatives. The positive-ideal point $u^*_x = \max_k \{u_{kx} | k = 1, 2, \ldots, m\}$ and the negative ideal point $u^-_x = \min_k \{u_{kx} | k = 1, 2, \ldots, m\}$ are set as follows (Equations (15) and (16)):

$$u^*_x = \begin{cases} \max_k \{u_{kx} | k = 1, 2, \ldots, m\}, & \text{for benefit attributes} \\ \min_k \{u_{kx} | k = 1, 2, \ldots, m\}, & \text{for cost attributes} \end{cases}, \quad x = 1, 2, \ldots, a$$

$$u^-_x = \begin{cases} \min_k \{u_{kx} | k = 1, 2, \ldots, m\}, & \text{for benefit attributes} \\ \max_k \{u_{kx} | k = 1, 2, \ldots, m\}, & \text{for cost attributes} \end{cases}, \quad x = 1, 2, \ldots, a$$

In this study, we used questionnaires in which the scored responses range from 0 to 10: totally dissatisfied (0) to extremely satisfied (10). We set the ideal value at 10 (i.e., $u^*_x = 10$ as positive-ideal point) and the worst value at 0 (i.e., $u^-_x = 0$ as positive-ideal point) in each factor $x$, respectively. The basic concept differs from the traditional method as follows:

The vector of ideal value (Equation (17)):

$$u^\text{aspired} = (u^\text{aspired}_1, \ldots, u^\text{aspired}_x, \ldots, u^\text{aspired}_a) = (10, \ldots, 10, \ldots, 10)$$

The vector of worst value (Equation (18)):

$$u^\text{worst} = (u^\text{worst}_1, \ldots, u^\text{worst}_x, \ldots, u^\text{worst}_a) = (0, \ldots, 0, \ldots, 0)$$

3.3.2. Phase 2: Obtaining the Mean of the Minimal Gap of the Maximal Regret and Group Utility on Each Alternative

The purpose of this phase is to compute the minimal average gap of the group utility $S_k$ and the maximal gap for all factors or aspects in order to give the highest priority to the enhancement sequence $T_k$ (Equations (19) and (20)):

$$L_k^S = S_k = \frac{1}{a} \sum_{x=1}^{a} w_x r_k x = \frac{1}{a} \sum_{x=1}^{a} w_x \left( \frac{u_x^\text{aspired} - u_x}{u_x^\text{aspired} - u_x^\text{worst}} \right)$$

$$L_k^S = T_k = \max_x [r_k x = 1, 2, \ldots, a]$$

where $r_k x = \left( \frac{u_x^\text{aspired} - u_x}{u_x^\text{aspired} - u_x^\text{worst}} \right)$ represents the gap ratio of performance; $S_k$ indicates the average gap ratios of the ideal value $u_x^\text{aspired}$ to the value of performance $u_x$ in factor $x$ of alternative $k$; $w_x$ indicates the relative influential weight of factor $x$ (or aspect $x$), where $w_x$ is obtained via the DANP method; and $T_k$ represents the maximal performance gap in all the factors or aspects for prioritizing enhancement within alternative $k$. It is possible that the M-VIKOR method can also be used to solve only one alternative in terms of the gap in performance enhancement: closing the gap between zero and the ideal value.
3.3.3. Phase 3: Providing a Comprehensive Indicator of Each Alternative

The comprehensive score of each alternative $H_k$ is finally integrated by Equation (21). When the value is combined in the influential network relations map (INRM), we can observe how each alternative is enhanced to decrease the gaps in factors in order to achieve the ideal value:

$$H_k = vS_k - S_{\text{worst}} + (1 - v)T_k - T_{\text{worst}}$$  \hspace{1cm} (21)

where $S_{\text{aspired}} = 0$ (i.e., achieving the ideal value of group utility $S_k$), $S_{\text{worst}} = 1$ (i.e., the worst situation of $S_k$), $T_{\text{aspired}} = 0$ (i.e., achieving the ideal value of maximal regret $T_k$), and $T_{\text{worst}} = 1$ (i.e., the worst situation of $T_k$). Thus, Equation (21) can be rewritten as Equation (22):

$$H_k = vS_k + (1 - v)T_k$$  \hspace{1cm} (22)

where $v$ is the weight for the decision-making perspective (i.e., $v = 1$ is only considered in how to minimize the group utility $S_k$; $v = 0$ is only considered in how to choose the maximum gap for previous enhancement $T_k$; and $v = 0.5$ is considered for both the group utility $S_k$ and the maximum gap $T_k$).

4. Research Methods

In this section, our proposed hybrid MCDM model was applied in a case study on the implementation of a legal AI bot in Taiwan. The case study illustrates how the hybrid MCDM model can be used to assist administrators in understanding and enhancing their own attitude toward this type of legal AI bot and in realizing users’ behavior and attitudes toward it.

4.1. Data Collection

Between April and May, 2020, interviews and questionnaires were applied to collect data from 36 experts (10 AI judges, 12 lawyers, and 14 AI experts) who understand and have an interest in the development of AI, law, or AI robots and who had worked at least 10 years for related work experiences. In order to ensure the smooth progress of data collection, this study firstly applied a matrix filling technique to conduct the pre-investigation and trial filling. The response from filling in the matrix was that it was not easy for experts to compare the name and code of individual factors, such as filling in the matrix. Hence, this study enhances this procedure of fulfilling the study via designing a survey like a Likert scale and clarifying the corresponding instructions and conceptions in detail so the experts can seriously and easily fill in the survey. In the analysis, we use the tool “Microsoft Office Excel 2016” for computations. The significance confidence is 99.05%, and the gap error is only 0.95%, which is less than 1% and greater than 95% consensus. Each survey needed between 40 and 50 minutes to complete.

4.2. Using DEMATEL to Develop INRM

This study used DEMATEL to investigate how to adopt a legal AI bot according to the 14 factors referring to four aspects, as discussed above. From the surveys, we obtained matrix $F$, giving the total influence for the four aspects and 14 factors. These are shown in Tables 2 and 3, respectively. We developed the ideas and estimations of the users in the four aspects and found how the extent of the influence is associated with other aspects in Table 2. Based on the degree of total influence $(p_x + q_x)$, $\text{TRB}(A_3)$ has the strongest effect on the strength of the relationship; this was the most significant effect. On the contrary, $\text{IR}(A_4)$ has the least influence. Based on the relationship of influence $(p_x - q_x)$, we also determine that $\text{IR}(A_4)$ has the strongest direct influence on other aspects and that $\text{TRB}(A_3)$ is the worst direct influence.
4.3. Using the DANP Model for Analyzing the Influential Weights

The DANP model can be used to evaluate the significance of problem-solving according to the gaps recognized by applying the DEMATEL method according to the concepts of ANP, so that the DANP could interdependence and interrelationships among factors. Hence, we developed this quality estimation method to evaluate the significance of problem-solving according to the gaps recognized by using the M-VIKOR technique and INRM (shown as Figure 2).

Table 2. The sum of effects on aspects and total effect matrix of \( F_D \).

| Aspects | \( A_1 \) | \( A_2 \) | \( A_3 \) | \( A_4 \) | \( p_x \) | \( q_x \) | \( p_x \cdot q_x \) | \( p_x - q_x \) |
|---------|---------|---------|---------|---------|---------|---------|-----------------|-----------------|
| ARBA\(_1\) | 0.458   | 0.431   | 0.492   | 0.373   | 1.755   | 1.796   | 3.551           | −0.042          |
| PBCA\(_2\) | 0.435   | 0.376   | 0.451   | 0.338   | 1.600   | 1.620   | 3.220           | −0.020          |
| TRBA\(_3\) | 0.473   | 0.428   | 0.462   | 0.350   | 1.713   | 1.841   | 3.553           | −0.128          |
| IR \( A_4 \) | 0.431   | 0.385   | 0.436   | 0.336   | 1.588   | 1.398   | 2.987           | 0.190           |

Table 3. The total effect matrix of \( F_C \) for factors.

| Factors | \( f_1 \) | \( f_2 \) | \( f_3 \) | \( f_4 \) | \( f_5 \) | \( f_6 \) | \( f_7 \) | \( f_8 \) | \( f_9 \) | \( f_{10} \) | \( f_{11} \) | \( f_{12} \) | \( f_{13} \) | \( f_{14} \) |
|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|
| \( f_1 \) | 0.442   | 0.496   | 0.486   | 0.448   | 0.457   | 0.454   | 0.495   | 0.530   | 0.501   | 0.418   | 0.399   | 0.386   | 0.366   | 0.373   |
| \( f_2 \) | 0.499   | 0.399   | 0.466   | 0.426   | 0.427   | 0.436   | 0.469   | 0.510   | 0.477   | 0.403   | 0.383   | 0.372   | 0.348   | 0.355   |
| \( f_3 \) | 0.489   | 0.456   | 0.386   | 0.414   | 0.408   | 0.414   | 0.471   | 0.500   | 0.476   | 0.392   | 0.374   | 0.354   | 0.335   | 0.345   |
| \( f_4 \) | 0.449   | 0.422   | 0.418   | 0.327   | 0.381   | 0.387   | 0.432   | 0.457   | 0.428   | 0.358   | 0.352   | 0.340   | 0.310   | 0.322   |
| \( f_5 \) | 0.486   | 0.454   | 0.444   | 0.411   | 0.360   | 0.437   | 0.475   | 0.497   | 0.476   | 0.379   | 0.366   | 0.354   | 0.339   | 0.353   |
| \( f_6 \) | 0.430   | 0.411   | 0.397   | 0.370   | 0.391   | 0.321   | 0.418   | 0.452   | 0.422   | 0.346   | 0.339   | 0.311   | 0.304   | 0.305   |
| \( f_7 \) | 0.480   | 0.459   | 0.461   | 0.417   | 0.432   | 0.424   | 0.392   | 0.502   | 0.477   | 0.369   | 0.356   | 0.345   | 0.325   | 0.332   |
| \( f_8 \) | 0.496   | 0.473   | 0.466   | 0.428   | 0.441   | 0.436   | 0.483   | 0.427   | 0.486   | 0.378   | 0.361   | 0.348   | 0.319   | 0.336   |
| \( f_9 \) | 0.493   | 0.463   | 0.462   | 0.417   | 0.435   | 0.435   | 0.423   | 0.480   | 0.505   | 0.403   | 0.387   | 0.374   | 0.350   | 0.336   |
| \( f_{10} \) | 0.481   | 0.459   | 0.465   | 0.429   | 0.419   | 0.410   | 0.448   | 0.480   | 0.455   | 0.333   | 0.373   | 0.376   | 0.361   | 0.351   |
| \( f_{11} \) | 0.493   | 0.469   | 0.465   | 0.420   | 0.416   | 0.420   | 0.458   | 0.497   | 0.474   | 0.394   | 0.323   | 0.381   | 0.353   | 0.355   |
| \( f_{12} \) | 0.499   | 0.474   | 0.471   | 0.423   | 0.431   | 0.422   | 0.488   | 0.519   | 0.495   | 0.490   | 0.396   | 0.320   | 0.362   | 0.359   |
| \( f_{13} \) | 0.387   | 0.359   | 0.359   | 0.333   | 0.333   | 0.332   | 0.359   | 0.392   | 0.384   | 0.341   | 0.317   | 0.317   | 0.236   | 0.294   |
| \( f_{14} \) | 0.384   | 0.354   | 0.354   | 0.324   | 0.329   | 0.328   | 0.352   | 0.386   | 0.358   | 0.321   | 0.310   | 0.296   | 0.281   | 0.233   |

Note: \( z = 36 \) denotes the number of users, \( f_y^x \) is the average influence of \( x \) factor on \( y \), and \( \theta \) denotes the number of factors; here, \( a = 14 \) and \( a \times a \) is a matrix: \( \frac{1}{2} \sum_{x=1}^{a} \sum_{y=1}^{a} \left| \frac{f_y^x - f_x^y}{f_y^x} \right| \times 100\% = 0.95\% < 5\%; \) the significant confidence is 99.05%.

According to the total effect matrix, we assess how each of the influencing factors is related to individual factors (see Table 3). This illustrates the extent of indirect or direct effects and contrasts them with the other factors in Table 4. \( \text{PU}(f_1) \) is the most significant factor for consideration; moreover, \( \text{IB}(f_{14}) \) has the smallest effect on the other factors. Table 4 also shows that \( \text{UB}(f_{10}) \) has the strongest effect on the other factors and that \( \text{TFC}(f_6) \) is the most strongly affected by other factors.

4.3. Using the DANP Model for Analyzing the Influential Weights

We applied DEMATEL to determine the most influential relationships among the factors and to acquire the most accurate weightings. The objective of DANP is to explain the feedback regarding the interdependence and interrelationships among factors. Hence, we developed this quality estimation model by applying the DEMATEL method according to the concepts of ANP, so that our DANP could determine the weight of influence of each factor (see Tables 4 and 5).

We also considered whether these important factors in user behavior are compatible with legal AI bot \( \text{SA}(f_2) \), \( \text{PU}(f_1) \), and \( \text{TB}(f_6) \). In addition, the weights of influence are integrated with the DEMATEL method to evaluate the significance of problem-solving according to the gaps recognized by using the M-VIKOR technique and INRM (shown as Figure 2).
The weights, the sum of effects, and ranking per factor.

| Aspects/Factors | $p_i$ | $q_i$ | $p_i+q_i$ | $p_i-q_i$ | Influential Weights (Global Weights) |
|-----------------|------|------|---------|---------|-------------------------------------|
| ARB $A_1$       | 1.70 | 1.43 | 2.55    | 0.04    | 0.094                               |
| PU $f_1$        | 1.265 | 1.351 | 2.616 | 0.014 | 0.089                               |
| Complexity $f_2$ | 1.331 | 1.338 | 2.669 | 0.007 | 0.088                               |
| PBC $A_2$       | 0.244 | 0.244 | 0.488 | -0.001 | 0.098                               |
| SE $f_4$        | 1.095 | 1.108 | 2.203 | 0.012 | 0.080                               |
| RFC $f_5$       | 1.207 | 1.132 | 2.339 | 0.075 | 0.082                               |
| TFC $f_6$       | 1.082 | 1.145 | 2.227 | 0.063 | 0.081                               |
| TRB $A_3$       | 0.277 | 0.277 | 0.554 | -0.003 | 0.096                               |
| DT $f_7$        | 1.371 | 1.355 | 2.726 | 0.017 | 0.090                               |
| SA $f_8$        | 1.395 | 1.434 | 2.829 | 0.038 | 0.096                               |
| TB $f_9$        | 1.388 | 1.367 | 2.755 | 0.022 | 0.091                               |
| IR $A_4$        | 0.210 | 0.210 | 0.420 | -0.007 | 0.094                               |
| UB $f_{10}$     | 1.809 | 3.603 | -0.167 | 1.809 | 0.045                               |
| VB $f_{11}$     | 1.719 | 3.526 | 0.089 | 1.719 | 0.043                               |
| RB $f_{12}$     | 1.690 | 3.547 | 0.166 | 1.690 | 0.042                               |
| TB $f_{13}$     | 1.593 | 3.099 | -0.105 | 1.593 | 0.039                               |
| IB $f_{14}$     | 1.593 | 3.034 | -0.151 | 1.593 | 0.040                               |

### 4.4. Using M-VIKOR for Assessing the Total Gaps

We used M-VIKOR to enhance legal AI bot services and to estimate the total accreditation gaps in users’ behavior at the intention and adoption stages, as shown in Table 5. Administrators can classify problem-solving topics followed by the integrated index from this aspect of the factors as individual aspects.

Applying these indices to the four aspects and 14 factors, gaps in values can be evaluated by means of the priority sequence enhancement for attaining the ideal values. TB($f_{13}$) with a larger gap (0.750) at the intention stage is the primary factor to be enhanced, followed by IB($f_{14}$) and UB($f_{10}$). Of all the factors, administrators of legal advisory institutions are the most focused on TB($f_{13}$)(tradition barrier) at the intention step; TB($f_{13}$) with a larger gap (0.625) is the primary factor to be enhanced in the adoption step, followed by IB($f_{14}$) and TFC($f_6$). Supervisors pay the most attention to TB($f_{13}$)(tradition barrier) in the adoption stage. The findings show the enhancement priority sequence required for the overall factors to achieve the ideal value, from the most to the least significant factors.

Priorities for enhancement can also be used for individual aspects. In ARB($A_1$), for example, the sequence of values of the priority gap is complexity ($f_3$), PEOU($f_2$), and PU($f_1$). In PBC($A_2$) of the intention stage, the sequence of values of the priority gap is TFC($f_6$), SE($f_4$), and RFC($f_5$). In TRB($A_3$) of the intention stage, the sequence of the enhancement priorities is SA($f_8$), DOT($f_1$), and TB($f_9$). In IR($A_4$) of the intention stage, the sequence of the enhancement priorities is TB($f_{13}$), IB($f_{14}$), UB($f_{10}$), VB($f_{11}$), and RB($f_{12}$). In the adoption stage, the sequence of the enhancement priorities is ($f_2$), ($f_3$), and ($f_1$) in ARB($A_1$); ($f_6$), ($f_4$), and ($f_5$) in PBC($A_2$); ($f_6$), ($f_7$), and ($f_8$) in TRB($A_3$); and ($f_{13}$), ($f_{14}$), ($f_{10}$), ($f_{11}$), and ($f_{12}$) in IR($A_4$). Applying the values of gaps offered by the sample of users, these enhancement primacy schemes are comprehensive and unique, both in terms of their separate aspects and overall (see Table 5). Administrators will be able to understand users’ behavior in adopting legal AI bots and to recognize the gaps in the stages (of multiple intention and adoption).
Table 5. The evaluation of legal artificial intelligence (AI) bot for multiple stages by M-VIKOR.

| Aspects/Factors | Local Weight | Global Weight (DANP) | Legal AI Bot Gap ($h_k$) |
|----------------|--------------|-----------------------|--------------------------|
|                |              | Intention ($H_1$)     | Adoption ($H_2$)         |
| ARB $A_1$      | 0.270        | 0.314                 | 0.206                    |
| PU $f_1$       | 0.347        | 0.094                 | 0.175                    | 0.100                    |
| PEOU $f_2$     | 0.328        | 0.089                 | 0.375                    | 0.275                    |
| Complexity     | 0.325        | 0.088                 | 0.400                    | 0.250                    |
| PBC $A_2$      | 0.244        | 0.508                 | 0.410                    |
| SE $f_4$       | 0.330        | 0.080                 | 0.500                    | 0.379                    |
| RFC $f_5$      | 0.336        | 0.082                 | 0.400                    | 0.375                    |
| TFC $f_6$      | 0.334        | 0.081                 | 0.625                    | 0.475                    |
| TRB $A_3$      | 0.277        | 0.413                 | 0.209                    |
| DOT $f_7$      | 0.325        | 0.090                 | 0.413                    | 0.225                    |
| SA $f_8$       | 0.347        | 0.096                 | 0.425                    | 0.175                    |
| TB $f_9$       | 0.329        | 0.091                 | 0.400                    | 0.229                    |
| IR $A_4$       | 0.210        | 0.608                 | 0.419                    |
| UB $f_{10}$    | 0.215        | 0.045                 | 0.700                    | 0.350                    |
| VB $f_{11}$    | 0.207        | 0.043                 | 0.500                    | 0.325                    |
| RB $f_{12}$    | 0.199        | 0.042                 | 0.375                    | 0.225                    |
| TB $f_{13}$    | 0.188        | 0.039                 | 0.750                    | 0.625                    |
| IB $f_{14}$    | 0.191        | 0.040                 | 0.725                    | 0.600                    |
| SA             | Total gaps   | 0.450                 | 0.301                    |

4.5. Results and Discussion

From our DEMATEL method, we have identified the interrelationships between factors or aspects by applying IRNM (as shown in Figure 2). As shown in Figure 2, IR($A_4$) affects other aspects like PBC($A_2$), ARB($A_1$), and TRB($A_3$). It can be seen that IR($A_4$) plays a significant role and has the strongest effect on the other aspects. Hence, administrators need to focus on enhancing this aspect, followed by PBC($A_2$), ARB($A_1$), and TRB($A_3$) sequentially, when evaluating the behavior of users and improving their implementation of legal AI bots.

After investigating the aspects, we next identified the factors considered in all aspects. Based on these outcomes, we show IRNM of the factors in Figure 2. When considering the relationships of influence among the factors, in the ARB aspect, it was shown that PEOU($f_2$) was the most influential factor and should be the first to be enhanced, followed by PU($f_1$) and complexity ($f_3$) (see Figure 2: the causal relationship $A_1$). In the PBC aspect, RFC($f_5$) was the most influential factor and is the most important to be enhanced, followed by SE($f_4$) and TFC($f_6$) (see Figure 2: causal relationships in $A_2$). In the TRB aspect, TB($f_9$) was the most influential factor and is the most important to enhance, followed by DOT($f_7$) and SA($f_8$) (see Figure 2 causal relationships in $A_3$); in the IR aspect, RB($f_{12}$) was the most influential factor and is the most important to enhance, followed by VB($f_{11}$), UB($f_{10}$), TB($f_{13}$), and IB($f_{14}$) (see Figure 2: causal relationships in $A_4$).

The findings of the aspects and factors offer crucial information for understanding user behavior and what will affect their use of legal AI bots for sustainable development at institutions of legal advisory. Administrators need to consider all the aspects and factors presented in Figure 2. Although the estimation technique can be applied at legal advisory institutions and nonacademic real-life situations, administrators of the former will need to bear in mind that some modifications of the model will need to be applied at individual institutions. Because the value of significance for the 14 factors can change according to the particular situation and user behavior, supervisors will need to consider the typical behavior of their users before determining the ideal implementation technique.
When various criteria are to be considered, integrated MCDM is one of the most widespread methods. 14 factors may vary according to the situation. Supervisors need to associate the legal AI bot with users’ behavior. We used an integrated MCDM model, which is an important influence issue [4,16]. “Structural assurance” and “perceived usefulness” are weighted at 0.096 and 0.094 in the factors (see Table 5). Trust is a significant element that determines previous research and the opinion of experts, we established four aspects with 14 factors that align personnel performance, can enhance operational efficiency, and can reduce costs. These experts contended that a legal AI bot is helpful and efficient. They agreed that resolving the legal issues of users quickly, conveniently, and at a lower cost establishes the fundamental facet of perceived usefulness, which is an important influence issue [4,16]. “Structural assurance” and “perceived usefulness” are therefore the most significant factors when evaluating legal AI bot implementation.

The overall gap values in Table 5 that show room for enhancement are 0.450 in the intention stage and 0.301 in the adoption stage. From the stages, IR(A4) featured the largest gap (0.608) in the intention stage while IR(A4) featured the largest gap value (0.419) in the adoption stage; clearly, it needs to be a priority for enhancement if administrators wish to attain an ideal value. In terms of long-term improvement, administrators should carefully consider their intentions regarding introducing legal AI bots for the reasons given above. Assessing legal AI bots according to users’ behavior by means of a multiple-stage pattern, as o...

5. Conclusions

Legal AI bots have a significant role to play at legal advisory institutions, but the strategies for their use are complex and there is not always overall clarity on how they should be implemented for sustainable development. Different situations may require different conditions for their use. Based on previous research and the opinion of experts, we established four aspects with 14 factors that align with legal AI bot implementation according to user behavior. We used an integrated MCDM model, DDANPV, which is very powerful technique, and a combination of DEMATEL, DANP, and M-VIKOR in a case study. The key motivations among these various methods are available for conflict resolution. When various criteria are to be considered, integrated MCDM is one of the most widespread methods.
M-VIKOR is an MCDM technique that is based on assessing established criteria and on reaching a compromise for generating the best solution. VIKOR ranks the criteria to establish the solution that is closest to the ideal for sustainable development.

In our decision-making procedure, we applied weightings to local and global alternatives to allow the leaders of legal advisory institutions to choose the features that would best assist them in implementing legal AI bots for sustainable development. We have not only chosen the best elements but also have established how to narrow gaps to attain the ideal values for legal AI bots. It is argued that the methodology used in this research is capable of handling intricate problems related to the sustainable development of legal AI bots. This study not only has deep significance for related specialists but also offers an adequate and feasible approach to the sustainable development of legal AI bots under an approach that offers management support when targeting enhancement of legal AI bot usage.

The limitations of this paper offer direction for future research. The primary data were obtained from a limited number of users in the field of legal AI bots. Though adjusted, there were some dissimilar estimations in the assembly of the data of the primary matrix of influence due to variances in specialized viewpoints. Further research will be able to expand the channels and scope to obtain more extensive primary data, which will increase the accuracy of the final results. Following further developments in the implementation of legal AI bots, it will be necessary to undertake more studies in the field. Research should investigate the core reasons for variances in order to fully understand the interrelationships among a wide range of factors.
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