Introduction of electronic devices and the way they have changed our life and perceptions is a revolution by all means. But the second wave of this revolution, cyber space, and introduction of web2 and cloud computing, are just the vanguard for next generation of change resulting in the need for developing new techniques and models for assessing the situations we would be dealing with.

Electronic finance is the transition of traditionally physical services into electronic devices. From the introduction of NASDAQ in 1979, the electronics has rocked the financial world non-stop [3]. Now a day all kind of financial transaction and operations are dealt with help of electronic devices. People are using cell phones as a replacement of plastic cards, even though plastic payment card themselves were electronically enhanced services provided by financial sector. But it is not just the payment which is becoming online worldwide.

With the help of E-finance, financial industry became capable of cutting service costs, providing more flexible time horizons, and less paperwork for its customers. But all these achievements made its business even more risky. Finance for most people is a black box. They do not understand what is happening although they are using it, they usually are not that well prepared for the risk associated with it. Even people working in the investment areas are not usually aware of what is waiting for them in the next phase of their behavior.

One famous case of people going directly into such a very visible but noisy destructive storms is the 2008 financial market problems, resulting in the whole global economy to face stagnation problems and financial sector to lose most of its credibility and very restrictive governmental regulation to be passed in most countries for financial sector [4], [5].

But what went wrong? How come nobody saw what was coming their way? Many more whys and how’s are to be asked and for many more years to come scholars would be studying this phenomenon and the effect it has on our life and particularly on banking financial markets. Yet one thing is accepted within the context of study related to such phenomenon, we failed to predict the outcome correctly and thus the whole system went down to its crash margin. Thus, there is real need for reform in our prediction techniques regarding the risk associated with financial institution.

E-finance especially web-based finances including E-markets for financial trades, such as E-banking, E-insurance, options, and securities, is subject to many scrutiny regarding its security, reliability, and sustainability. People especially in the lesser developed countries are suspicious of how reliable these new systems are. But customers are not the only one concerned with this kind of issues, regulatory offices...
of governments worldwide are providing new guidelines and standards day in day out.

Still people with the most concern on risk regarding the E-finances are not the aforementioned customers and regulators; E-financers are the most concerned of all. First because they are dealing with these issues on daily routine and second because of the effect the loss of trust could have on the existence of their professional and corporate life.

Searching the net one can see a large number of firms and or people who lost their business and were ultimately omitted from market.[6] All these sorrowful failure stories are resulted from loss of trust. What all these people are searching for is a reliable prediction of the most probable futures, better stated a very reliable predictive risk assessment tool.[7] All kind of E-businesses and ultimately E-businesses such as E-finances are subject to very big trust ability question marks for the current and potential customers. Even a very small failure experience in monetary transaction due to some router malfunction might result in loss of business for a firm. Thus, anything that might go wrong is part of the total risk assessment E-finance provider should consider.

When dealing with risks we are either preventing or controlling it. In prevention we aim to stop preventable losses by the means of standardization, this is an area of interest especially for regulatory officials. Control is minimizing the undesired effect in the worst-case scenario. Risk management is prevention and control done in a simultaneous way. Assessing a risk, we aim at both preventive and controlling tasks so there is a greater need of prediction of what might go wrong and how.

Neural network has been found to be not just a soft computation methodology but as a matter of fact a new approach for handling problems that are not as formulate-able as we used to believe.

This new generation of computational method has proven to be able to handle problems in large scale while being able to undergo lesser amount of simplicity and maintaining its accuracy despite its youth and absence of a unified widely accepted convention system.

Neural networks are wide growing computational method and as a matter of fact they found their way into world of finance far sooner than expected due to the facts mentioned previously and their flexibility.

Here by flexibility, we mean that the network proposed for one application may find its way into applications that its creator may not have even imagined.

Marketing and finance Behavioral forecasting have been of interest since many years ago and recently it has grown to such large scale problem in which it may even be considered as one of the problems of modern societies, widely growing private business and etc. which requires a definite answer so they may attract larger amount of founding and so on.

II. MULTILAYER NETWORK

The multilayer feedforward neural network is the backbone of the Neural Network, and it has found its application for both function fitting and pattern recognition problems and with the addition of a tapped delay line, it can also be used for prediction problems. In this section we have tried to demonstrate how multilayer networks are a must for implementation of such network [8], [9]. The workflow for the general neural network design process has seven primary steps:

Collect data, Create the network, Configure the network, Initialize the weights and biases, Train the network, Validate the network (post-training analysis), Use the network.

Organization Objects, Data, and Training Styles presents stages 2 &3, and reveal the basics of steps 5 and 7. The forthcoming segments intend to exhibit stages 2–7 of the plan interaction for multi-facet organizations [10].

III. COLLECT AND PREPARE THE DATA

Prior to starting the organization configuration measure, you first gather and get ready example information. It is generally hard to join earlier information into a neural organization. Thusly the organization can only be pretty much as precise as the information that are utilized to prepare the organization.

It is significant that the information covers the scope of contributions for which the organization will be utilized. Multi-facet networks can be prepared to sum up well inside the scope of contributions for which they have been trained [3], [8]. Nonetheless, they cannot precisely extrapolate past this range. Therefore, it’s important that the preparation and training data cover the full scope of the info space.

There are two steps that need to be performed before the data are used to train the network. First the data need to be preprocessed and divided into subsets. The next two sections describe these two steps [4], [12].

A. Preprocessing and Post-processing

Neural organization train can be done more productive in the specific way if they pay attention more to input and targets. (The most well-known of these are given automatically when you make a network, and they become some portion of the network object, so when data going to be used, the data will come to the network) [13]. In multi-facet organizations, sigmoid exchange functions are utilized in the secret layers [14], [5]. These capacities become basically immersed when the net information is more prominent than three (exp (~3) ≈ 0.05). On the off chance that this occurs toward the start of the preparation interaction, the slopes will be little, and the organization training will be moderate [20]. The net input is a product of the input times the weight plus the bias in the first layer of the network. If the input is enormous, the weight should be very small to prevent the transfer function from becoming saturated. It is standard practice to normalize the contributions prior to applying them to the network. By and large, the standardization step is applied to both the info vectors and the objective vectors in the data set. Along these lines, the organization yield consistently falls into a standardized reach [2], [12]. It is most straightforward to consider the neural organization having a preprocessing block that shows up between the input and the principal layer of the organization and a post-handling block that shows up between the last layer of the organization and the yield [32].
B. Dividing the Data

When training multilayer networks, the general practice is to first divide the data into three subsets. The first subset is the training set, then the validation set, and create the network object.

IV. REPRESENTING UNKNOWN OR DON’T CARE TARGETS

If a network has several outputs, some elements of any target vector may be known while others are unknown, but we do not want to have these targets to have an impact on training which can be represented with neural network values, but [10]. One solution is to remove the partially unknown target vector and its associated input vector from the training set. A better solution is to represent those unknown targets with neural network values [9], [14].

V. CREATE, CONFIGURE, AND INITIALIZE THE NETWORK

The multilayer feedforward network can be trained for function (nonlinear regression) or pattern recognition. There are two distinct ways in which preparing can be carried out: steady mode and group mode. Incremental mode and batch mode [24]. In incremental mode, the gradient is figured, and the loads are refreshed after each information is applied to the organization. In batch mode, every one of the contributions to the preparation set are applied to the organization before the loads are updated. For preparing multi-facet feedforward networks, any standard mathematical advancement calculation can be used to streamline the presentation work, yet there are a couple of key ones that have shown brilliant performance for neural organization preparation. These improvement techniques utilize either the Jacobian of the organization mistakes or the Jacobian of the function. These techniques can be applied to various organization models. Appropriately prepared multi-facet networks will in general offer sensible responses when given sources of info that they have never seen. Commonly, another information prompts a precise yield, if the new info is similar to inputs utilized in the preparation set. This specification property makes it conceivable to prepare a network on an agent set of information/target combines and get great outcomes without preparing the network on all conceivable targets.

That phrasing isn't utilized here, since the way toward processing the slope and Jacobian by performing calculations in reverse through the organization is applied in the entirety of the training functions recorded previously. It is clearer to utilize the name of the particular improvement calculation that is being utilized, as opposed to utilize the term backpropagation alone [5]. Additionally, the multi-facet network is in some cases alluded to as a backpropagation network. In any case, the backpropagation method that is utilized to figure inclinations and Jacobians in a multi-facet network can additionally be applied to various organization models.

VII. PREDICTIVE NEURAL NETWORK TOPOLOGY

The multi-layer nonlinear predictive controller has the ability to look ahead if we are able to provide the network with just data so the data accusation and evaluation takes place with every epoch of calculation but in this network as the existence of transfer function in necessary and there for this network may not be implemented for cases where direct calculation is not possible but as we double the size of our network we gain the ability to calculate the input of our function side by side of the networks output there for by the use of this network we are able to regenerate another input function that yields wrong results or better to say unfit results [7], [10]. Out of the results obtained from the regeneration of input function we are able to compute the error in our assessment and predict the time in which our system shall experience failure and the frequently of reoccurrence of this failure [24], [10]. The error is the difference between the fake input function and the actual output function that is resulted from direct calculation and obtained just after the weight function is tuned as best as possible. So, the fake new input function yields the fact that how much we are off the facts. This means that the market behavior is far off our prediction so we are to re-justify our weight function for which they may not be the optimal values, but they are values that prevent the crossover of the fake input function [22].

The number of times that such cross over happens yields the number of times we are going to experience failure i.e., after 20 years we shall experience failure three times in Fig. 1.

Fig. 2 represents the final stages of training the network and represents the behavior of the network when feed with statics and data that is proportional to the number of expected variables, and they may be approximated by gaps of behavior.
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VIII. CONCLUSION

Regardless of the type of risks we are dealing with, from risk of malfunctions to insider’s threat, we are dealing with risks which are multilayered in nature and usually we cannot approximate them by linear models. Our understanding of risks is evolving and developing every day [22]. Thus, the need for a new model of prediction is of importance.

This network has the ability to predict the outcome of certain policy makings before they see action by comparing the error that shall occur due to those policies that is the fake input function that has been mentioned and comparing these results to the actual behavior of the systems input. This process for our simple model is shown in Fig. 3.

Future studies could be done using this predictive neural network model for any kind of risk assessment, but this predictive model is not limited to risk assessment, and it might be used for any kind of control in uncertain situation – risk – in future we aim to apply this model to different aspect of financial risk not just E-finance.
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