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Abstract

Real-world Evidence (RWE), the understanding of treatment effectiveness in clinical practice generated from longitudinal patient-level data from the routine operation of the healthcare system, is thought to complement evidence on the efficacy of medications from RCTs.

RWE studies follow a structured approach: (1) A design layer decides on the study design, which is driven by the study question and refined by a medically informed target population, patient-informed outcomes, and biologically informed effect windows. Imagining the randomized trial we would ideally perform before designing an RWE study in its likeness reduces bias; the new-user active comparator cohort design has proven useful in many RWE studies of diabetes treatments. (2) A measurement layer transforms the longitudinal patient-level data stream into variables that identify the study population, the pre-exposure patient characteristics, the treatment, and the treatment-emergent outcomes. Working with secondary data increases the measurement complexity compared to primary data collection that we find in most RCTs. (3) An analysis layer focuses on the causal treatment effect estimation. Propensity score analyses have gained in popularity to minimize confounding in healthcare database analyses. Well-understood investigator errors, like immortal time bias, adjustment for causal intermediates, or reverse causation, should be avoided. To increase reproducibility of RWE findings, studies require full implementation transparency.

This article integrates state-of-the-art knowledge on how to conduct and review RWE studies on diabetes treatments to maximize study validity and ultimately increased confidence in RWE-based decision making.
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Real World Evidence studies

A transactional database records a stream of healthcare records in calendar time for all enrolled patients:

All patient-level encounters are arranged longitudinally

A causal study design is implemented in event time anchored at the cohort entry date

Validated software ensures transparency and reproducibility of study implementation

Causal effect estimates are derived after propensity score matching and other techniques of balancing treatment groups
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I. Hopes for and barriers to Real-World Evidence in diabetes care

I.a. Real-world evidence complements RCT evidence: “and” not “versus”

Real World Evidence (RWE), the understanding of causal treatment effects from electronic data generated by the routine operation of the healthcare system, has gained much attention from regulators, payers, and physician groups. RWE is thought to complement essential evidence on the efficacy of medications that we gain from randomized controlled trials (RCTs), by providing information on their effectiveness in clinical practice. Instead of a dichotomy of RCT versus RWE, there is a gradient of increasingly pragmatic aspects in randomized trial designs that gradually approximate RWE studies and vice versa.

The excitement about RWE stems from the limitations of RCTs: They are costly, take time to plan and execute, expose patients to experimentation, and are usually designed to answer a narrow hypothesis in a highly targeted population. Clinicians, however, have an abundance of questions arising from their daily practice that a given RCT may not answer. A specific population may have been excluded from the trial, an outcome not measured, a dose or a combination of drugs not considered, a relevant comparator agent not studied, etc. The hope is that given the variation of care for patients with diabetes in clinical practice, RWE using healthcare databases will address some of those knowledge gaps expeditiously and at low cost without unnecessarily exposing patients to experimentation.

Modern-day healthcare systems produce an enormous amount of longitudinal patient-level electronic data that can be used to correlate medication use with health outcomes in clinical practice. Data sources include (but are not limited to) insurance companies that process claims with coded diagnostic and procedure information, electronic health records with substantial clinical details, patient-reported outcomes from wearable devices that provide information from outside the professional medical system, etc. These data are linked together creating powerful databases that are used by researchers. It is easy to agree that such data should not go unused; rather they should be used to support our learning about drug effects in the very patients we treat.

Recent cardiovascular outcome trials of sodium-glucose cotransporter-2 (SGLT-2) inhibitors to treat type-2 diabetes have demonstrated substantial reduction in hospitalization for heart failure(1-3) and major adverse cardiovascular events.(1,2) These findings have been replicated in non-interventional database studies that make use of ‘real-world’ data to generate ‘real-world’ evidence.(4-7) However, would we have believed the RWE studies in the absence of the findings from randomized controlled trials? Why is it that we have so much more confidence in RCTs than in RWE studies? Skepticism of RWE is justified. There are plenty of examples where RWE studies were in stark contradiction of RCTs. Think of hormone replacement therapy (HRT) in post-menopausal women, for which a postulated reduction in the risk of coronary heart disease was later found to actually increase the risk(8,9); vitamin E supplementation was thought to be protective against coronary heart disease(10,11), but the effects could not be reproduced in a large outcomes trial (12); and the substantial reduction in fractures and dementia associated with statin use in RWE studies were not borne out in RCTs.(13,14)

No matter how evidence is generated, it needs to be internally valid and generalizable to an identifiable target population in order to be actionable. As we care for patients with diabetes,
treatment recommendations must be based on our knowledge of causal treatment effects instead of associations that may be spurious; there are no shortcuts to such medical insights. Our need to understand causal effects, which we usually gain from RCTs, is at the center of this article. We will discuss design, measurement, and analytic strategies that guide investigators and reviewers of RWE to come as close as possible to causal conclusions on treatment effectiveness in patients with diabetes.

I.b. Why is RWE well-suited to diabetes research to complement RCTs?

The suitability of RWE is mostly determined by whether the underlying data sources are appropriate for completing a specific study. Data that can be turned into RWE are those collected through the routine operation of a healthcare system.[15] Most RCTs collect data primarily, which means the researcher is in charge of what to measure, how to measure, and when to measure critical study observations, ensuring high data quality and completeness. Non-interventional studies can also collect primary data, as in well-defined cohort studies where researchers seek to test a specific hypothesis, like the Framingham Heart Study and the Nurses’ Health Study, which have clarified many important aspects of diabetes, its prevention, and its treatment (Figure 1).

Most RWE studies of medical products including antidiabetic medications, however, are conducted with data electronically generated by the healthcare system. This is in essence automatic prospective recording of dispensed and administered medications without relying on patient recall. Every encounter with the professional healthcare system is recorded by insurance claims data and includes diagnostic and procedural information. These are not perfect measurements of health and health outcomes, and such information needs to be recognized as reflecting the recording practices of providers/organizations under economic constraints. This insight is critical in understanding that health care claims data are very useful for some research applications and less useful for others.[16] Many other secondary data sources can be added, including geocoding information, patient sensors, lab test results data, and electronic health records. Registry studies rely on systematic data collection mechanisms that are often investigator designed and operated. They may be based on primary data collection, or can be abstractions from electronic health records, or may contain patient-reported information, or a mix of various data sources. Researchers then embed studies within those longitudinal data collections.

For RWE studies of diabetes, a range of clinical information is critical. Specifically, whether key measurements of exposure, outcomes, and confounding factors are recorded with sufficient precision and completeness in a given real-world data source. Exposure to typical anti-diabetic prescription drugs, either prescribed or dispensed, are well recorded longitudinally and in large numbers of patients. While tablet strength is well recorded, some dosing details may be unreliable or lacking, for example insulin units or dosing by body weight. Key clinical endpoints, for example major cardiovascular events, hypoglycemia, ketoacidosis, etc., are recorded as hospitalizations or emergency room visits with specific diagnostic and procedural codes. Microvascular disease is recorded either by diagnostic codes or by its treatment. HbA1c, fasting glucose levels etc. are recorded well in laboratory test results databases. Confounding factors including duration of diabetes, disease status, and level of disease control can be assessed reasonably well through direct measurement of HbA1c or proxy measurement, for example glucose-lowering treatment patterns, including type and intensity, and diabetes complications.[17] Consequently, RWE studies have been frequent in diabetes care research, although some lack of methodological rigor has been noted.[18-21] The fact that RWE has both successfully replicated and predicted findings of RCTs[4,22] instills confidence that causal conclusions can be reached from RWE in diabetes if implemented correctly.
I.c. Perceived barriers to using RWE for decision making

In addition to obvious criticisms of RWE, like lack of randomized treatment assignment at baseline and the secondary use of data that were not generated for research, which will be addressed throughout this article, a range of additional reservations hinder the use of RWE findings for high-stakes decisions, including drug approval decisions, label expansion, coverage decisions, clinical guideline writing, and prescribing decisions in clinical practice. Surveys show that stakeholders are worried about the complexity of modern-day RWE studies and that they do not understand the methodology and, therefore, cannot interpret the validity of a given study. (23,24)

The reason that decision makers love RCTs is not only the random treatment assignment and study specific primary data collection, but also the logical clarity of typical parallel group RCTs that make them easy to understand and assess their validity. Substantial efforts are under way to improve transparency, pre-specification, and reproducibility of RWE as pre-requisites to allow reviewers to fully assess a RWE study. (25-28) Increasingly sophisticated and integrated RWE software platforms become available that reduce human error, (29) have built-in 100% transparency including audit trails, and allow sharing of study data and analysis with third parties without violating data privacy. (30)

II. RWE and regulatory decision making

II.a. Post-approval safety studies

FDA and other regulatory agencies have a long history of using RWE to assess the safety of regulated medications. For example, RWE played a role in raising the alarm of increased cardiovascular risk with rofecoxib (31) and in alleviating concerns about bleeding risk with dabigatran. (32,33) The Sentinel Initiative, launched in 2008, created a national system of health insurance claims databases that can be used for rapid safety assessment. (34) In general, RWE safety studies such as post-marketing requirements in the US or imposed post-authorization safety studies in the EU can arise as risk management planning at the time of approval, or as part of a rapid regulatory response to a new safety signal that arises at any time after marketing.

Some post-marketing assessment of safety continues to rely on randomized trials. The mandate for studies of cardiovascular safety for newly approved antidiabetic drugs has resulted in more than 20 complete or ongoing cardiovascular outcome trials, although many of them have been initiated with the secondary aim of demonstrating efficacy in preventing cardiovascular events in order to receive supplemental approval for that indication. (35,36)

A key reason that regulators are comfortable with RWE to answer questions about adverse events is that, because most such events are not anticipated by the prescriber, there is little risk-selection at the point of starting the medication, which reduces the risk of confounding bias. (16) Some adverse events are so rare that randomized trials cannot provide conclusive answers, as in the case of diabetic ketoacidosis among users of SGLT-2 inhibitors, where large database studies characterized the signal. (36,37)
II.b. Effectiveness claims based on RWE studies

More recently, regulatory agencies have developed interest in reexamining the value of RWE for substantiating effectiveness claims for approvals, supplemental approvals, or label expansions. The FDA's requirement of “substantial evidence” of effectiveness refers to both the quality and the quantity of the evidence. It provides that all clinical investigations supporting effectiveness should be of appropriate design and of high quality. The quantity of evidence needed may vary in given circumstances, e.g., two adequate and well-controlled studies, one adequate and well-controlled study plus confirmatory evidence, or reliance on a previous finding of effectiveness of an approved drug when scientifically justified. Although randomized superiority trials with placebo- or active-control designs generally provide the strongest evidence of effectiveness, there are circumstances under which studies not using a placebo control or randomization may be acceptable. RWE is thought to fill these gaps.

Figure 2 provides an overview of potential use cases for RWE in regulatory and coverage decision making. As has been done in rare diseases for decades, increasingly highly targeted treatments seek approval with single-arm trials that are matched to external control arms without baseline randomization. The most promising regulatory use case for RWE beyond safety studies in diabetes is secondary or supplemental indications or labeled expansions for agents that are well understood based on RCT evidence. The sponsor wishes to expand the indicated patient population or broaden the labeled benefits, often from a surrogate endpoint to a clinical endpoint. A frequent use case for payer organizations is establishing the comparative effectiveness in clinical practice of multiple alternative treatment options.

Regulators increasingly consider accelerated pathways or conditional approvals acknowledging the evolving nature of the evidence base by requiring RWE studies to better understand the safety and effectiveness of the accelerated-approved drug.

II.c. Regulatory decision making with RWE

Regulatory decision makers understand the complementary nature of RWE and RCT evidence. Among the New Drug Applications received by the FDA in 2019, 60% submitted RWE study findings either as supplemental evidence or as essential evidence. In 10% of those the FDA considered the evidence both sufficient and actionable.

In order for a reviewer to evaluate the validity of a given study he/she needs to first understand exactly how the study was implemented. Particularly because RCTs have a logical causal study design and clear analytic strategy, decision makers report that they can review RCTs and have confidence they understand exactly what was done. They often miss such clear logic in RWE studies buried under analytic complexities. It is thus of great help to think of an ideal target trial to mimic when planning and describing a RWE study (section IVb). That reduces investigator errors and enables reviewers to gain confidence in understanding the study design and being able to review its validity. Complexity in RWE studies is not a strength per se unless it is a necessity. Simplicity in design — for example, a new-user-active comparator cohort design (section IV.b.i) — is often superior to other design variants and easier to explain, analogous to an RCT but without baseline randomization.

Professional societies have agreed on the RWE study parameters that need to be disclosed in detail in order to make a study reproducible and as such fully reviewable. In order to further facilitate the reviewing of RWE studies, a consortium of academics, regulators, and industry
representatives have agreed on a structured reporting template that helps investigators to implement and then report to others exactly how a study was conducted. Another work group determined necessary steps to make the process of conducting RWE studies transparent for regulatory submissions. These activities have evolved into a push to preregister RWE studies on specialized sites (encepp.eu) or generic study registration sites (clinical trials.gov; cos.io) including depositing the structured reporting template or a study protocol. Regulators often wish to see audit trails that enable them to inspect all adjustments to the study design and analysis made since the protocol was registered and deposited, and particularly to determine whether such changes were informed by inspection of preliminary study results. The latter is of course a matter of concern.

Ultimately, regulators are interested in whether a given RWE study lends itself to causal conclusions about the studied treatment effect. While it has been shown in double randomized experiments that RWE studies indeed come to the same finding as RCTs if measurements are accurate and complete demonstrating the validity of modern analytic techniques and causal study designs, the validity of RWE in healthcare still needs to be fully established. Reviews comparing pairs of previously published non-experimental studies with RCT findings often compare studies that analyzed slightly different questions and can establish a lower bound of what agreement to expect. In contrast, ongoing prospectively planned RCT replication projects will establish a more realistic expectation of achievable agreement by reducing emulation differences, and if RWE does not calibrate well against RCTs, we would learn why not.

III. **Real-world data, how they were generated, and their use for research**

### III.a. Longitudinal healthcare data

Modern healthcare systems generate a wealth of electronically stored information on individual patients, producing ongoing data streams that can be connected longitudinally through patient identifiers. Today most pharmacoepidemiology studies use such electronic longitudinal data on medications and health events captured during the routine operation of a healthcare system. These data include insurance claims data, electronic health records, registries, among others. There are several reasons that such data have gained popularity in RWE research. First, they cover populations more representatively than most experimental studies. Second, they include prospective recording of prescribing or prescription-filling in great detail and do not rely on patient consent and patient recall. Third, they do not require experimentation in humans, and are quicker and less expensive than most trials or other studies based on primary data collection. Fourth, the prospective longitudinal recording of healthcare encounters with well-recorded service dates provides clarity on temporality, which is a prerequisite for causal inference of treatment effectiveness.

Healthcare databases are transactional databases that collect clinical and administrative information related to the delivery and administration of healthcare. As encounters occur and services are provided, records are generated and added. Each service provided comes with a date stamp and patient identifier, generating longitudinal patient records of increasing duration (Figure 3A). As a first step in the implementation of a study, one identifies and sets aside a section of the dynamic data stream that covers the calendar time period of interest (Figure 3B). This data snapshot is a prerequisite for making results from a study replicable. It produces an
enumerable set of longitudinal patient records, each with a start and end date in calendar time. Encounters and services are recorded with diagnostic and procedural information on each patient’s timeline (Figure 3C). The rules and algorithms that define a specific study design implementation are applied to each patient’s longitudinal data stream (Figure 3D).

III.a.i. Dates and time windows

Certain principles guide the design and implementation of studies in healthcare data streams. One of the most important is the longitudinality of measurement. Many measurements in healthcare databases are made by reviewing the information recorded during multiple healthcare encounters over time. In contrast, studies with primary data collection establish a study subject’s health state at a point in time when the patient is thoroughly interviewed or examined during a study visit. In healthcare databases, there is no defined interview date with the investigator team, only observation of actual care patterns. Studies rely on the occurrence of visits and other healthcare encounters to collect information that was recorded while providing care. Thus, information that we often conceptualize as being captured at a particular point in time, such as baseline patient characteristics before exposure, is recorded during a defined time window through a series of encounters. (47)

III.a.ii. Anchors in patient event time

When implementing a study of the effectiveness or safety of medications, the time scale shifts from calendar time to patient event time in which specific algorithms define events. As in RCTs, where the randomization date is the most critical anchor date for subsequent analyses, the Cohort Entry Date (CED, also referred to as the index date) is the primary anchor in a non-interventional database study (Figure 3D). The CED is the date when subjects enter the analytic study population.

Secondary temporal anchors are defined relative to the first-order anchor, the CED. Similar to temporal ordering in a randomized trial, we wish to assess all patient characteristics before the start of exposure to avoid adjusting for causal intermediates. (48) Therefore we define an exclusion assessment window and a covariate assessment window (Figure 4). In many applications, we want to make sure that the outcome of interest has not yet occurred at study entry and the beginning of medication exposure. To study such newly occurring events, investigators can require an outcome washout window. Similarly, an exposure washout window of defined duration determines the new use of a drug or other treatment. For example, to identify new users of direct oral anticoagulants, we can require the index dispensing to be preceded by 6 or 12 months during which there was no evidence of anticoagulant use.

The follow-up window, during which the study population is at risk for developing the outcome of interest, begins after study entry. It may begin on the CED, or after an assumed induction window before which there is no biologically plausible effect of exposure on the outcome. The maximum duration of the follow-up window is defined by one or more censoring criteria, e.g., end of enrollment, death, maximum causal time window, or end of data stream. In case-based sampling designs nested in cohorts of patients, like case-control and case-crossover sampling, the study entry can be additionally defined by an event date. Figure 4 exemplifies the longitudinal design choices in a cohort study and a case-control sampling of the same cohort.
III.b. Typical real-world data sources

Much has been written about real-world data sources in healthcare describing in great details the opportunities and limitations of various data types. (16, 49) Here we provide a summary of key aspects.

III.b.i. Claims data

Healthcare claims databases provide a patient-level longitudinal data stream of all encounters with the professional healthcare system, including physician services and hospitalizations, accompanying diagnoses and procedures, and all filled outpatient medication prescriptions, in addition to basic demographic and insurance enrollment information. They contain the billing codes that healthcare providers submit to payers, e.g., private insurances, Medicare, and Medicaid. While they provide a complete longitudinal record of all encounters, unlike electronic health records, which struggle with data leakage from out-of-network services, some databases from insurers with high membership turnover contain limited longitudinal follow-up, making them less suitable for the study of long-term outcomes. Health insurance data vary throughout the world regarding representativeness of the general population, the scope and depth of the included information, data quality and completeness, and linkability with data from other sources, e.g., vital statistics, cancer registries, electronic medical records, and laboratory results. (16) Several national healthcare systems like those in Scandinavian countries have universal life-long healthcare coverage. The use of all health services is documented in national health registries; every person is assigned a unique personal identifier at birth or upon immigration, allowing linkage to a range of clinical registries. (50) Such a special setup ensures immediate generalizability of study findings and allows long-term follow-up studies; given the limited population size and homogenous ethnicity of most Scandinavian countries, may not be able to answer some questions.

The fact that claims data are transaction data collected for administrative rather than research purposes requires researchers to closely examine whether the measurement of key variables is sufficient for a specific study question, i.e., whether the data are fit for purpose. For example, information about clinically relevant parameters like BMI, dietary habits, family history, and certain lifestyle factors like smoking and alcohol use are not reliably recorded in claims or require additional linkage to other data sources like laboratory test results.

III.b.ii. Electronic health records

Much hope has been pinned on electronic health records (EHRs) to supplement the shortcomings of claims data. EHRs are intended for clinical documentation and contain a wide range of patient health-related information, from symptoms, results of physical examinations, laboratory tests and procedures, diagnoses and treatment plans to medical and social history. (51) Data are obtained from multiple clinicians involved in a patient’s care, and are composed of both structured and free text data. EHRs are increasingly used in research as a source for the type of detailed clinical information that tends to be missing from claims databases; for example, Hb\textsubscript{A1c} levels can be extracted from EHR data, and the onset of diabetes is often recorded in physician notes.

A key limitation of most EHR data is that only patient health information generated within the network of the providers that maintain the system will be documented. The resulting “data leakage” yields an incomplete picture if the patient’s care is fragmented and the pertinent information is not electronically shared between providers. Because the original intention of EHRs was not research but support of clinical care, incompleteness is a common challenge to assuring data quality. In addition, there is no universally adopted standard for the types of data that should constitute EHRs,
resulting in heterogeneity between EHR systems. Missing data and between-system heterogeneity in the scope of records need to be accounted for when designing RWE studies based on EHR data.

The emergence of personal health records (PHR) promises to overcome EHR limitations in terms of completeness and heterogeneity. The purpose and components of PHRs closely resemble those of EHRs, the key difference being that patients control and manage access to their own health information with PHRs. Patients can choose to share their health data with providers, for example in cases where patients use home monitoring systems or wearable devices to track the progress of their chronic disease management and activity or document patient-reported outcomes. This flexibility provides physicians with more information to help care for their patients and researchers with more data across the patients’ care continuum.

III.b.iii. Disease and treatment registries

A patient registry uses non-interventional study methods to systematically collect longitudinal information on patients with a particular disease or treatment type from multiple data sources such as EHRs, patient self-report, laboratory results, and surveys. However, because there are no standard definitions, a reviewer must always examine how exactly data were generated and should have reach-through capability to the raw data, as journals like The Lancet now require. Unlike claims and EHR databases, registries may collect very specific clinical information necessary for some RWE studies. Nevertheless, depending on the registry it may not reflect routine practice, and the longitudinal record of medication use is often compiled via patient recall, which carries its own limitations.

A disease registry captures condition-specific information for a cohort of patients, including information on diagnostic testing, prognostic testing, therapies offered and received, family history of disease, behavioral and environmental risk factors, symptoms, and disease progression as well as basic demographic information such as age and gender. The specific data collected as well as the length of patient follow-up – which may range from one episode of care to the entirety of the disease progression – are registry-specific, dependent on the main purpose of the registry. While data granularity is a strength, the size of a registry often does not allow meaningful RWE studies of treatment effects on clinical endpoints.

A treatment registry is in principle similar to a disease registry; however, it includes only patients who receive a specific treatment. Though such registries were frequently mandated by regulators for newly approve medications, it is now widely accepted that their utility is limited, as no information is collected on reasonable comparator patients.

III.b.iv. Vital records

In diabetes research, information on the date and cause of death are important. In the US, these data are available in the National Death Index (NDI) from the Centers for Disease Control and Prevention. They can be linked with claims or EHR databases using patient identifiers. The linkage accuracy is in the high 90 percent range, and the immediate and underlying causes of death are generally considered well recorded if one is interested in larger disease areas, e.g. cardiovascular death, cancer death, or accident, but less accurate for more specific causes.
III.c Turning real-world data into real-world evidence

It is critical to fully understand a data source before attempting to generate evidence on causal treatment effects. The process of planning, implementing, and reviewing a RWE study always comprises three interdependent layers that establish a linear workflow (Figure 5):

(1) A design layer clarifies the basic study design choice, which is best informed by imagining the randomized trial we would ideally perform and want to emulate in real-world data, the target trial. It often guides us toward the new-user active-comparator cohort design (66–68) that has been proven to predict and replicate RCT findings of several diabetes treatments (4,22,59).

(2) The measurement layer transforms the longitudinal patient-level electronic data stream into variables that identify the study population, the pre-exposure health state for confounding control in the absence of baseline randomization, the treatment status, and the treatment-emergent outcomes. Working with secondary data increases the measurement complexity compared to the primary data collection we see in most RCTs.

(3) An analysis layer focuses on the causal treatment effect estimation, considering the data collection mechanism. Propensity score analyses to achieve balance in patient characteristics between treatment groups have gained popularity because of their specific suitability to large secondary databases. Confounding bias and differential follow-up can be further reduced with additional techniques, and well-known biases, like immortal time bias, adjustment for causal intermediates, or reverse causation, can be avoided.

The following chapters will address the three layers.

IV. Study design choice

IV.a. Fundamental consideration in selecting study designs

The clinical study question informs study design choices. In most RWE studies, the design choice is further influenced by the content and limitations of the underlying data sources. When studying the effect of a medication treatment, considerations about the sources for treatment variation, i.e., whether the drug exposure varies within a patient, between patients, or between providers who treat groups of patients, influence fundamental decisions on the appropriate study design, whether it is a non-experimental study or a randomized trial.

In a hypothetical counterfactual experiment, one would treat a patient and observe the occurrence or non-occurrence of the health outcome. Then, counterfactually, one would rewind time, and repeat while leaving the patient untreated, keeping all other factors constant to establish a counterfactual experience. This hypothetical experiment would establish causality in that patient. To approximate this thought experiment, we introduce or observe exposure variation within the same patient at different times, between different patients at the same time, or between providers caring for groups of patients (Figure 6).

If we observe fluctuations of exposure status within a patient over time, e.g., a headache medication, and if that drug has a short hypothesized duration of action, and if the event of interest has a rapid onset (e.g., liver toxicity), then we may consider a case-crossover design or self-controlled case series. Such designs inherently control for time-invariant risk factors by comparing a patient’s experience with himself or herself at different times. While these designs are powerful to study triggers of rapid-onset events, (60) they are less popular in chronic disease
like diabetes as the disease state may worsen with time and with it the treatment may change, which leads to within-person confounding.\(^{(61)}\)

Most RWE studies exploit naturally occurring treatment variation between patients, and therefore use a cohort study design with concurrent controls. Historical control groups have seen a renaissance, mainly because highly targeted treatments reduce the size of the available study population, and investigators resort to observing past experiences to increase the usable data space. Within cohorts, efficient sampling designs like case-control, case-cohort, or two-stage sampling can be used when information gathering is time-consuming or expensive.\(^{(57)}\)

Medication exposure variation between groups of patients through higher-level entities, i.e., between physicians, hospitals, health plans, regions, etc., can be exploited using instrumental variable analyses. The instrument, which corresponds to the reason for the group-level exposure variation, must be unrelated (directly or indirectly) to patient characteristics.\(^{(62)}\)

Selecting a comparator group is a fundamental design choice and substantially influences clinical interpretation and may strongly alter the effect size. The comparator needs to be relevant in the clinical context and a viable alternative to the study drug. Ideally, we want to restrict the comparison population to patients who, in clinical practice, have the same indication as the users of the study agent. The oral antidiabetic drugs rosiglitazone and pioglitazone are an example of such a medication pair. They were marketed around the same time, were both indicated for second-line treatment of diabetes, come from the same class of compound, and in the early marketing phase were thought to have similar effectiveness and safety profiles. This should make treatment choice largely random with regard to patient characteristics and should therefore make treatment groups comparable by design, resulting in little confounding.\(^{(63)}\)

IV.b. Cohort studies and target trial thinking to avoid bias

There are many ways in which RWE studies are different from RCTs. RWE studies aim to include a wider range of patients and are embedded in healthcare delivery systems, reflecting clinical care as part of routine operation. However, RWE and RCTs are more similar than different, as both try to establish causal relationships between medical products or interventions and health outcomes. Before intervening on patients, we want to ensure that we are treating with medical products that improve health outcomes.

It has therefore been proposed multiple times over decades, and most specifically by Hernan and Robins,\(^{(64)}\) that by envisioning a target randomized trial that one would wish to conduct if it were logistically and ethically possible, and emulating that target trial in the design of a RWE study, then, even in the absence of baseline randomization avoidable design biases will be reduced and clarity about study design increased. Thinking about emulating a target trial encourages clarity in the temporality of when patient characteristics, exposure, and outcomes are measured relative to study entry, which is critical to enable causal conclusions. It clarifies the analytic strategy of an ‘as-started’ (aka intention-to-treat analysis) or an ‘as-treated’ analysis. Once a target trial is conceptualized, the design of the trial-emulating RWE study and potential diversion from the trial reveals potential weaknesses in data quality, data completeness, and in causal inference. It is hoped that such clarity will lead to adjustments in the RWE study that improve validity.\(^{(65)}\) However, trial-emulating RWE study design often exposes a tension between the objective of highly generalizable findings and necessary restrictions imposed to ensure high validity of findings and causal conclusions.
Target trial conceptualization helps identify and avoid design flaws like immortal time bias, adjustment for causal intermediates, reverse causation, and dealing with time-varying hazards and depletion of susceptibles. In a cohort study setting, target trial conceptualization guides users to the new-user study design, as that is what occurs in a typical randomized clinical trial. Studying ongoing users who have “survived” on the drug of interest until cohort entry is known to produce misleading findings.

IV.b.i New user cohort

The most frequent study design by far to evaluate the effectiveness of drugs in diabetes is a parallel group randomized trial. Grossly simplified, patients of interest are identified (e.g., patients with type-2-DM and within a certain range of HbA1c value), there is a washout period during which patients reduce their current drug use to what the trial prescribes, and after that patients are randomized to a treatment group and followed for the occurrence of an event (Figure 7). An emulation of this trial with real-world data would similarly focus on new users and require some non-use period to mimic washout, before patients start treatment (Figure 7). Of course, in a RWE study randomization (R) is replaced with selection (S), which needs attention in the statistical analysis.

There are several advantages to studying new users of a study drug in RWE studies, particularly when comparing them to new users of a viable alternative treatment. As patients in both treatment groups are newly started on medications, they have been evaluated by a physician who concluded they would benefit from starting or escalating therapy with a newly prescribed drug. This process produces comparable treatment groups that are similar with respect to characteristics that are both observable and unobservable in a given data source. The clear temporal sequence of measuring confounders before treatment begins avoids the mistake of adjusting for the consequences of treatment, i.e. causal intermediates. Because of the well-defined starting point of new-user cohorts, it is possible to assess how hazards vary with duration of treatment. Because the new user cohort study design closely emulates the standard parallel-group randomized trial, it is more easily understood by general readers. This cogency should not be underestimated in an era where decision-makers ignore non-interventional studies because they seem too complicated and the validity of the study seems obscure. Examples of such new user cohort studies are the risk of psychosis in children and adolescents starting stimulant medications or the effects of statin use on a range of health outcomes.

The epidemiologic studies on hormone replacement therapy (HRT) and coronary heart disease (CHD) exemplify the issues arising when not matching a precise study question with the right study design. Such studies showed a strong association between ongoing HRT use and a reduced risk of CHD after extensive confounding adjustment. This result was famously refuted by a subsequent randomized trial, the Women’s Health Initiative, showing cardiovascular harm. But a landmark re-analysis of the Nurses’ Health Study data conformed with the RCT result. The authors did this by structuring the observational analysis to mirror the clinical question asked in the trial, i.e. how does starting HRT in a post-menopausal woman affect her cardiovascular risk? The earlier observational studies studied ongoing users of HRT which implied effectively excluded women with CHD events that occurred shortly after initiation of HRT, a remediable design bias known in pharmacoepidemiology as “depletion of susceptibles” or in other fields as “survivorship bias.” No amount of adjustment for baseline factors in elaborate regression analyses between ongoing users and non-users can overcome that, but refining the question, and tuning the design and analysis to the question can.
The new user design also has clear benefits when studying newly marketed medications: it avoids comparing populations composed of first-time users of a newly marketed drug with a population comprising mainly prevalent users of an existing comparator drug.(58) Such a comparison would be prone to bias, because patients who stay on treatment tend to be those who tolerate it, experience its benefits, and may be less susceptible to the event of interest. The same phenomenon plays out when comparing patients who switch medications versus those who stay on their medication. This is an essential clinical question in most chronic conditions, but because patients who experience treatment failure are more likely to switch to an alternative treatment, confounding may be substantial. In the setting of studying newly marketed medication to treat chronic conditions, most patients starting on the new medication have already been using an alternative medication, often one of the comparator drugs. Given the temporal sequence -- that patients first were new users of the comparison drug and subsequently switch treatment to become a new user of the study drug -- the standard new-user design that excludes drug switchers would yield a smaller cohort of study drug users. To accommodate this setting, an alternative to the new user design is the prevalent new user design, which allows study drug users to have previously used the comparison agent.(71) Although this design increases the number of study drug users, which is frequently the factor limiting study size, it increases the risk of confounding by allowing drug switchers to be included in the analysis.

IV.b.ii  Active comparator

Non-user comparisons that are conducted in an attempt to emulate placebo-controlled trials often suffer from strong treatment selection. Persons prescribed the drug differ from those not prescribed the drug in ways that are difficult to completely measure and control analytically. Such strong confounding also occurs when comparing two different treatment modalities, e.g., oral antidiabetic medications versus injectable insulin, or medical treatment versus dietary control. An extreme example of such uncontrollable confounding is the comparison of medication treatment versus implantable cardioverter-defibrillators in patients with heart failure and the risk of sudden cardiac death.(72) The frailest patients will not undergo surgery because of its risks, and yet these patients are at the highest risk for the outcome of interest, biasing the comparison. An example of a successful new-user active-comparator design was the RWE study predicting the findings of the CAROLINA trial months before it was released (Figure 8). New users of linagliptin were compared to new users of glimepiride among patients with type-2-diabetes, mimicking the RCT exclusion criteria as best as possible. Like the trial, the RWE predicted no difference in the cardiovascular composite endpoint but a substantial clinical benefit in reducing the number of hypoglycemic events that lead to emergency room visits or hospitalizations.(22)

IV.b.iii  Immortal time bias

Comparing new users in two active treatment groups not only leads to more comparable patient groups, but also further reduces the chance of immortal time bias, a problem that emerges if future information is used to define earlier exposure status in healthcare databases. A typical example of immortal time bias is to define the group of non-users as patients who do not use the study medication during follow-up for, say, 12 months. By definition, these non-user patients cannot die during the first 12 months of follow-up, or else they could not be included. As their mortality rate must be zero during the first 12 months of follow-up, the inclusion of those 12 months (needed to establish the exposure definition) will bias findings when studying mortality or endpoints with a high risk of dying.(73)
Another example of immortal time bias is found in recent studies of SGLT-2 inhibitors and their mortality benefit. Mimicking a randomized trial, the investigators focused on new users of SGLT-2is and compared them against starters of other glucose-lowering drugs (oGLD) (Figure 9). These patients were then followed for the occurrence of death. So far a straight-forward design. In order to enrich the study, investigators opted to re-categorize people who started on an oGLD and then switched to an SGLT-2 as new SGLT-2 users. Though this would not be problematic in itself, the investigators chose to disregard the prior exposure to an oGLD but still used the accrued person time (see the second hypothetical patient in Figure 9). That meant, as Suissa pointed out, (21) that if patients died on an oGLD they never had the chance to move on to an SGLT2 and were never categorized as such; in turn all oGLD users who switched to SGLT-2s did by definition survive their oGLD use. Attributing the latter immortal person-time to the SGLT-2 experience makes SGLTs appear falsely superior regarding mortality.

IV.c. Cohort sampling designs

Several sampling designs within study cohorts are applied to increase the statistical efficiency of an effectiveness analysis (see Figure 6). Such sampling designs are often relevant when additional information unavailable in the study data source needs to be acquired through great effort or by expending substantial resources. (76)

IV.c.i. Case-control sampling

The odds ratio computed from a case-control study using a sampled risk-set or a random sample of person-moments estimates the rate ratio of the underlying cohort study (see Figure 4). (77,78) An inherent property of the case-control sampling design is that one will obtain the same rate ratio estimate as that from an analysis of the underlying cohort that gave rise to the cases and controls, as also illustrated in empirical examples. (79) When conducting case-control sampling in healthcare database studies the underlying cohort that gave rise to cases and controls is identifiable and enumerable. This is not the case in many community-based or hospital-based case-control studies, where the true underlying source population remains unknown.

There are several good reasons, even in database studies working with previously collected information, to apply case-control sampling. (80) First, it is at times necessary to collect data on a confounder not available in the database by reviewing source data, like duration of diabetes, diet control, BMI, family history, etc. This may be costly and time consuming, so that the greater efficiency of case-control sampling is welcome in such settings. (81) Second, there are drug safety surveillance programs that focus on specific endpoints, particularly if such endpoints require adjudication or special expertise in their assessment and classification, for example a system focused on severe liver injury due to drug exposure. Such systems have established an elaborate system to identify and validate the outcomes of interest and screen a wide range of medications for the incidence of liver injury. (82) Finally, a subtler point of case-control sampling designs is that they make it convenient to study the triggers of an acute event by flexibly modeling the exposure window at varying proximities to the event of interest. (83,84)

A well-described limitation of case-control designs is the inability to directly estimate incidence rates. While that is still the case, in database studies we are usually able to enumerate the underlying cohort in such data and therefore can determine the sampling fractions of cases (often 100%) and of controls, and indirectly establish incidence rates. (85)

IV.c.ii. Case-cohort and 2-stage sampling

Biomarkers observed before cohort entry are often used to stratify a study population of patients with diabetes, e.g. HbA1c values, genetic markers, or retina scan readouts. Here again, such
information is costly to retrieve and therefore a variation of case-control sampling, namely case-cohort sampling, is applied.\(80\) In contrast to simultaneously identifying cases of the study endpoint and sampling controls, in a case-cohort analysis investigators identify a random subset of patients upon entering the underlying cohort and collect the biomarker information. These controls can be repeatedly reused during follow-up.\(86,87\) The design improves upfront planning of biomarker collection, e.g., if frozen specimens need to be thawed, and unlike a case-control sampling, it enables studying multiple endpoints simultaneously like a full cohort study.\(80\)

The two-stage sampling is a combination of both with known sampling fractions at cohort entry and at the study endpoint, thus further improving study efficiency.\(88\) The planning and analysis is more complex and requires the implementation of an elaborate sampling system.\(89\)

V. Measurement considerations when working with secondary healthcare data

Much has been written about data standardization and how to improve data quality. In the end, all discussions of data quality culminate in the same question: Are the data appropriate for this specific study question? It has been shown in a double randomized experiment that if measurements are sufficient, then non-randomized studies can produce unbiased estimates like an RCT.\(43\) Even in a narrow therapeutic area like diabetes research, no single data source or standardization method can answer all questions. It comes down to how the exposures, outcomes, and confounding factors, as listed in Figure 5, are measured. We know which measurement characteristics we should look for; however, they are almost never directly observed in real-world data, and there is little agreement on what measurement performance is sufficient (Table 1). RCTs deal with similar issues and spend much time and money on improving measurements. It may be impossible to certify entire databases as fit for RWE, but we can illuminate the process of data generation and curating up to the point when the data are used for a specific analysis. This allows for an assessment of measurement characteristics, which then informs quantitative bias analyses.\(90\)

The remarks in this section are largely generic or may apply to frequently encountered situations in the U.S. As measurement issues vary highly between specific data sources this section is meant to illustrate principles but cannot replace a detailed understanding of the study data source. This often involves many conversations with the chain of people involved in generating the data, e.g. physicians, coders, insurance companies, or data vendors. It often takes months to fully understand how all information in a given database is to be interpreted.

V.a. Identifying the study population

Clear identification of the study population is of importance to assess the generalizability of findings. In RWE on the treatment of diabetes, most cohort inclusions start with the treatment of interest or a comparator. Exclusions follow based on the desired age range, the absence or presence of certain diagnoses, and the presence of markers of the status of the diabetes and its control. Typical markers of interest are an Hb\textsubscript{A1c}, measurement, duration of diabetes, and BMI, to name three recurrent themes. Now, if those markers were really vital to the interpretation of findings, one would identify a data source that captures these parameters. However, often data sources large enough to support meaningful inferences regarding treatment effects will not contain those measurements. The investigator must then decide whether the fact that some patients got started on certain treatments
is sufficient to correctly categorize the patient population according to their diabetes severity or whether one should spend time and resources to collect the missing information. As is so often the case in RWE studies, investigators face the challenge of deciding between two suboptimal choices, and yet one may be more suitable for the purpose of a specific study.

V.b. Treatment exposure

For RWE studies it is fundamental to measure the start and end of a treatment of interest. Electronic pharmacy dispensing records are considered largely accurate in recording the start of a drug exposure, because pharmacists fill prescriptions with little room for interpretation and are reimbursed by insurers based on detailed, complete, and accurate electronically submitted claims.

Drug dispensing claims contain a field for the number of days supply, representing the number of days a dispensing is intended to cover. Alternatively, one can multiply the number of dispensed pills by their strength and divide by a typical dosing like that described by defined daily doses (DDD) or other estimates. To assess the overall duration of medication use, individual dispensings need to be strung together. While this is a reasonable approach, it may cause exposure misclassification in two ways. If the calculated or pharmacist-recorded days supply is too short or if patients decide to stretch a prescription by using a lower dose, e.g., by tablet splitting, some person-time will be classified as unexposed when it is actually exposed. Most drugs treating chronic conditions are used for extended periods, necessitating multiple refills. A patient can thus be classified as being unexposed intermittently despite continuous exposure. Many investigators, therefore, extend the calculated days supply by some fraction called a grace period, e.g., 10 days per prescription, to avoid this misclassification. However, this strategy can also lead to unexposed time being classified as exposed if a patient discontinues drug use without finishing the supply. The right balance between improved sensitivity versus specificity of drug exposure assessment depends on how well the days supply is calculated, which in turn depends on the type of drug, the underlying disease, and eventually how regularly it is taken.(16)

The addition of a grace period is intended to improve the measure of patient time on treatment. This issue is conceptually different from the exposure risk window, the time period during which an event might be causally attributed to the study drugs. The latter is defined by pharmacokinetic parameters and the underlying biology of the condition.

Electronic dispensing data in most systems accurately record the strength in mg per unit of the dispensed drug in mg per unit. Combined with prescribing information on the frequency of tablets per day dose-stratified effects can be studied. However, some dosing is weight-dependent and requires recently recorded body weight.

In summary, there rarely is a perfect algorithm to classify longitudinal medication exposure 100% accurately in healthcare databases, although data quality is still considered better than self-report and physician notes.(91,92) The choice of measurement strategy depends not only on whether one needs to be more concerned about falsely classifying person-time as exposed or unexposed, but also on the pharmacology of the hypothesized drug effect.

V.c. Diabetes-relevant outcomes

Because utilization databases often lack detailed clinical information, researchers must consider the possible effect of outcome misclassification. Generally, a lack of specificity of the outcome measurement is worse than a lack of sensitivity. A relative risk estimate is unbiased by outcome misclassification if the specificity of the outcome assessment is 100%, even if the sensitivity is substantially less than 100%, as long as the misclassification is non-differential.(93) Studies on the
misclassification of claims data diagnoses, using medical records review as the gold standard, revealed that the sensitivity of claims diagnoses is often less than moderate, while their specificity is often high. This pattern arises because if a diagnosis was recorded, coded, and submitted, it is highly likely that this diagnosis was actually made, particularly in hospital discharge summaries.

Relevant cardiovascular outcomes that lead to hospitalizations, like myocardial infarction, coronary revascularization, acute coronary syndrome, cardiac death, heart failure, and stroke are well captured. Other, microvascular endpoints or adverse events like hypoglycemia, diabetic ketoacidosis etc. often lead to emergency department visits followed by procedures or medications specific to the event. While all these events are well recorded the definitions miss less serious events that are managed successfully by a primary care physician. Those events can be identified by lab test results during follow-up; however, in practice such efforts struggle with non-uniform timing of lab tests in clinical practice that are subject to scheduling and emergency encounters. Many systems that capture lab test results are confined to a specific provider network and once a patient seeks care by a physician outside the network such test results are not available.

Diagnoses for ambulatory services may include diagnostic codes for services to rule out a condition, e.g., a blood glucose test to rule out diabetes. Requiring two or more recordings of a diagnosis made in an ambulatory setting, possibly combined with a procedure claim specific to a confirmed diagnosis, can help to increase specificity.

V.d. Confounding factors

Baseline confounding factors will be measured before the treatment of interest starts to avoid adjusting for causal intermediates. Some challenges in healthcare databases are the complete and accurate measurements of important predictor variables like duration of diabetes, BMI, HbA1c, LDL cholesterol level, creatinine level, etc. Misclassified or unobserved confounder information leads to residual confounding, which is addressed in depth in the section on data analysis.

V.e. Missing data

Missing data is an issue that cuts across all aspects of measurement discussed in the previous sections and is often a reason why specific studies cannot be conducted in a given data source. If critical data items were not recorded or recorded with substantial missingness or misclassification then the data will not be fit for purpose. It is critical to accept that some studies cannot be done with RWD and that other data sources or primary data collection may be necessary to achieve the required measurement characteristics. The question in specific settings is often whether a precise measurement is required for valid inference or whether a proxy measurement or some value imputation is adequate.

Generally speaking, claims data that contain information on diagnoses and procedures lead to misclassification of information not missing data. We usually equate the absence of a code with the absence of the disease. If this is not true then the variable is misclassified but it has a value. Validation studies such as those quoted above will quantify the amount of misclassification and on can make an assessment of whether a study can still be validly performed and effect estimates can be corrected modeling the potential bias.

In electronic medical records, however, we observe many test results values etc. that cannot simply be set to a fixed value. The fact that a certain test was not ordered by the treating physician is in
itself much information and the resulting strategy of including a missing value indicator in the analysis has been shown to be useful except for extreme circumstances.(106,107) Other ad hoc strategies include imputing the mean of all observed values or carrying the last observed value forward, neither of which are satisfying but are often applied.(108)

Missing data issues are addressed in different ways depending on their use. To identify the relevant study population, one prefers a population definition that assures that only patients of interest are included, for example patients with Type-2 diabetes and not type-1 diabetes. With many database studies one has the luxury of large numbers and may want to exclude patients where the recorded data provide no certainty of the disease state.

Missing data in pre-exposure patient characteristics that may be used for confounding adjustment, for example the percent HbA1c or duration of diabetes, may be missing for some patients in a medical records database and in most claims databases are not recorded at all. It can be assumed that the missingness of HbA1c values is not random as the ordering of the test or recording of the disease duration depends on the disease state, on the frequency of office visits, on the treatment, and the progression of the underlying diabetes.(108) The new-user active comparator design, high-dimensional proxy adjustment, and multiple imputation are strategies to mitigate residual confounding caused by such risk factors.(57,109,110) This is addressed in the section on data analysis.

VI. Data Analysis

There is a range of causal parameters that can be estimated in longitudinal studies. Here we focus on those most relevant in pharmacoepidemiology. Deciding on which approach to use is inevitably a tradeoff between the clinical relevance of the different target parameters for the given question and feasibility in being able to obtain unbiased estimates of the targeted parameter.

VI.a. Causal effect of interest

VI.a.i. The as-treated effect

The as-treated effect is the effect of initiating the study treatment and continuing to receive it. Patients’ follow-up time is censored at discontinuation of the initial treatment. The numerical value of the as-treated effect from a given study takes into account the duration of treatment persistence.

The as-treated effect is in most situations of great interest to patients and physicians, because it is informative about the expected treatment effect while the patient is actually using the medication. As-treated analyses need to take informative censoring into account, as discontinuation of the initial treatment may be informed by early signs of the outcome of interest or be otherwise associated with the study endpoint. In many situations, treatment discontinuation is a quasi-random process, and predictors of discontinuation are not obvious. In other situations, discontinuation and switching to another treatment or dose is part of a clinical strategy.

VI.a.ii. The effect of complex treatment strategies

In many chronic conditions, it is recommended to start, stop, switch therapy, or change dose depending on clinical markers. One may therefore be interested in estimating the effect of a treatment strategy instead of analyzing the effect of treatment with a single drug. The as-treated effect in such situations is defined as following a specific strategy, and censoring occurs if a patient
deviates from that strategy. These analyses can become complex and require dynamic control for confounding beyond baseline factors, because future treatment choices depend on clinical markers and health states that change over time. Such time-varying confounding can be addressed with time-varying propensity score weighting approaches embedded in marginal structural models or G-estimation. In diabetes care, consider studying the effect of the clinical strategy to treat to an HbA1c target between 7 and 8% versus not.(111) Treatment choice therefore will vary over time as a function of HbA1c, a marker of disease activity.(112,113) Other examples are the treatment of HIV infection with antiretroviral therapy that may be intensified based on CD4 counts or viral load, which are blood markers for disease activity.(114) Data sources for such studies need to contain frequent measurements of the clinical markers determining treatment choice over time, something that we rarely observe in primary care databases.

VI.a.iii. The as-started effect

The as-started effect is the effect of the initial treatment choice, regardless of whether that treatment continued over a given period of time. It is similar to the intention-to-treat effect in RCTs. The magnitude of the as-started effect from a given pharmacoepidemiology study depends on the specific patterns of deviation from the initial treatment choice during the follow-up time. As patients discontinue treatment, their exposure status will still be categorized according to the initial treatment. This handling avoids issues arising from informative censoring but leads to exposure-misclassified person-time. Two studies of the same treatment strategy, conducted in the same population, could have as-started effects different from the as-treated effect if persistence patterns differ between the studies, but would have the same as-treated effect in the absence of time-varying hazards. If discontinuation is non-differential between compared groups, it will lead to increasingly smaller effect sizes with decreasing as-treated durations and resulting increasing exposure mischaracterization. The more person-time that is mischaracterized, the more the as-started effect estimate will differ from the as-treated estimate. Given that persistence patterns are often less than optimal in clinical practice even for life-extending medications(115), this mischaracterization can be a major concern, particularly if the intended estimate of interest is really the as-started effect.

The as-treated and as-started effects are the same for one-time exposures, like some vaccines, medical device implementation, or very long-lasting drugs like some osteoporosis medications administered once a year. In these settings, adherence beyond the first exposure is much less or not at all relevant. Depending on the medication of interest and the biologic disease model, the as-started effect may be more informative than an as-treated effect. For example, there was a concern that TNF-alpha blocking agents in the treatment of rheumatic diseases could be associated with increased risk of B-cell lymphoma. The postulated disease model was that even fairly short-term exposure to the agents could induce damage, and it would take years for the lymphoma to become apparent. An as-treated effect estimate would not fit this disease model well.(116)

In summary, the as-treated effect is often the clinically most relevant effect, while the as-started analysis requires the fewest assumptions to obtain an unbiased causal estimate.

VI.b. Channeling of treatment to patients and confounding of causal treatment effects

Physicians prescribe drugs in light of disease severity and prognostic information available at the time of prescribing, like duration of diabetes, HbA1c status, microvascular status, prior diabetes complications, renal function, cardiovascular comorbidity etc. The factors influencing this decision vary by physician and with time and frequently involve clinical, functional, or behavioral characteristics of patients that may not be completely recorded in healthcare databases. If such
prognostic factors are not balanced between drug users and comparator patients, then failing to control for such factors may lead to confounding bias. The same mechanism applies to treatments other than drugs, like surgical interventions and medical devices. Because treatment selection according to disease severity and prognosis is an integral part of practicing medicine, the resulting bias can be strong. The confounding arising through selective treatment decisions in medicine is sometimes more specifically called confounding by indication, confounding by contraindication, channeling, healthy-user bias, or sick-stopper bias, all of which address the same underlying challenge.

A first step in resolving potential confounding is understanding the channeling process. This is done by consulting physicians in order to understand the factors practitioners consider when making treatment decisions for a specific disease state, by reviewing treatment guidelines, and by empirically describing the actual prescribing behavior in the study population. The latter often results in tables listing observable pre-exposure patient characteristics by the treatment groups of interest. If meaningful imbalances in key prognostic factors raise concerns, investigators may limit the study to more homogeneous patient subgroups or consider alternative comparison groups. Both strategies may result in more balanced patient characteristics, indicative of equipoise in the clinical decision. If extreme imbalances persist, one should reconsider the feasibility of the study with non-interventional designs.

IV.c. Analyzing comparable patients

VI.c.i. Restriction to similar patients

Restriction is a common and effective analytic tool to make treatment groups more comparable and therefore to reduce residual confounding. Some restrictions are obvious since they are made by explicit criteria, such as for example, limiting the study population to patients 65 years or older and with dementia to study the safety of antipsychotic medications used to control behavioral disturbances in this population. Other restrictions, like matching on a confounder summary score, either a propensity score or a disease risk score, are frequently used in pharmacoepidemiology. It is important to understand the specific reasons for restrictions to reduce bias and their implications for the generalizability of findings.\(117\)

Restricting the study population to new users of the study agent or a comparator agent implicitly requires that both groups have recently been evaluated by a physician. Based on this evaluation, the physician has decided that the indicating condition has reached a state where a treatment should be initiated. Therefore, such patients are likely to be more similar in observable and unobservable characteristics than nonusers or ongoing users of another treatment.

Matching by a summary confounder score, like an exposure propensity score or a disease risk score, has become commonplace in pharmacoepidemiology studies that use secondary healthcare data. Most matching strategies produce a group of exposed patients that have been paired with comparator patients who are similar with regard to the matching variable or score and a remainder group for whom there were no good matches in the comparison group. The latter group, lacking comparators, will not contribute to the analysis.

While restriction is an important tool to improve internal validity, it will reduce generalizability of findings to the patient groups excluded from the analysis. Given that pharmacoepidemiology studies inform decisions that will affect patient care, we place high value on internal validity, even if that comes at the price of reduced external validity. Investigators need to be aware of this trade-off and justify their choices accordingly.
VI.c.ii. Propensity score analyses

Propensity scores (PS) are multivariable balancing tools that can efficiently balance large numbers of covariates, even if the study outcome is rare, which is frequently the case in pharmacoepidemiology. PS analyses have therefore emerged as a convenient and effective means for adjusting large numbers of potential confounders in pharmacoepidemiology studies. They fit the target trial paradigm (alluded to earlier), as the PS emulates the randomization process based on observed data. In a new user cohort design, a PS is the estimated probability of starting treatment A versus starting treatment B, conditional on all observed pretreatment patient characteristics. Estimating the PS using logistic regression is uncomplicated, and strategies for variable selection are well described.(118) Once a PS is estimated based on observed covariates, there are several options to use it in a second step to reduce confounding. Typical strategies include adjustment for quintiles or deciles of the score with or without trimming, matching, fine-stratification, or weighting by PS.

Matching on PS in a cohort study has several advantages that may outweigh its drawback of not using the full dataset in situations where not all eligible patients match. Matching excludes patients in the extreme PS ranges, where there is little clinical ambivalence in treatment choice. Dropping such patients from the analysis reduces residual confounding and may lead to more clinically relevant findings.(119) In contrast to traditional outcome models, PS-matched analyses, particularly fixed-ratio matching, allow the investigator to demonstrate the covariate balance achieved in the final study sample. Table 2 serves as an example of select pre-exposure patient characteristics from a new-user active-comparator cohort study of linagliptin and glimepiride.(22) It shows that while some pre-matching imbalances exist (in green highlight) these differences are balanced after 1:1 propensity score matching with a caliper of 0.05. Post-matching c-statistics or standardized differences of covariates have gained popularity in PS matching analyses.(120) Fixed-ratio matching in cohort studies, such as the frequently used 1:1 matching on PS, does not require matched analyses to obtain an unbiased result. In settings with very few events, 1:many matching or fine stratification may be preferred.(121)

VI.c.iii. Reducing unmeasured confounding: High-dimensional proxy adjustment

Any pre-exposure patient information recorded can be considered potential confounding factors. If the optimal measurement of these factors is not in the investigator’s control, confounding from unobserved factors can be reduced by measuring and adjusting observable proxies of the underlying confounders. To the extent proxy measurements are correlated with the underlying confounders, the unobserved confounders are adjusted.(122,123) Examples of well-measured proxies are the use of oxygen canisters (correlated with frail health), regular use of preventative services (correlated with health-seeking behavior), or glucose-lowering medication use (correlated with HbA1c measurements) etc.

Proxies can be efficiently generated by turning codes/features that were recorded before the start of the exposure into variables like inpatient diagnoses, outpatient diagnoses, procedures, word stems from free text notes etc. For each such generated variable, additional attributes can be assigned, including how frequently the code is recorded and the time elapsed between the code and the initiation of treatment.(124) This results in high-dimensional covariate spaces with several thousand covariates, some of which are true confounders. Principled variable reduction techniques reduce these thousands of covariates that may be confounders to few hundred that are highly likely confounders before entering them into a propensity score model.(109,125,126)

The resulting high-dimensional propensity score is often superior in terms of bias reduction across a range of research questions and versatile in a variety of data sources and coding systems, like the FDA Sentinel analysis showing an increased hypoglycemic event risk among users of the oral anti-diabetic drugs glyburide versus glipizide as observed in randomized trials.(127,128) Its properties are
well understood based on empirical studies and statistical simulation experiments. In diabetes research such data-adaptive proxy adjustment has resulted in well-balanced characteristics that were unobserved in claims data, like duration of diabetes, BMI, HbA1c, LDL cholesterol level, creatinine level, but could be verified in medical records.

VI.c.iv. Reducing unmeasured confounding: Instrumental variable analyses

An instrumental variable (IV) is an observed variable that causes, or is a marker of, variation in the treatment that is unrelated to any risk factors for the outcome and therefore correspondent to random treatment choice. The prototype IV is the coin toss in a randomized experiment: It is closely, often perfectly, related to the exposure status and it is unrelated to patient factors and the outcome.

In non-interventional research, identifying valid instruments is difficult and valid IV analyses of drug effects are infrequent. An example of an IV is a hospital drug formulary, a preference-based IV. Some hospitals use only drug A for a given indication, and other hospitals that are comparable in their patient case mix use only drug B. It is a reasonable assumption that patients do not choose their hospital based on its formulary preference but instead on location and recommendation. Therefore, the choice of drug A versus drug B should be independent of patient characteristics in the hospitals with these restricted formularies. If no disease state-related factors lead to preferential admission to one of the hospitals, comparing patient outcomes from drug A hospitals with patient outcomes from drug B hospitals should result in an unbiased estimate of the effects of drug A versus drug B.

In principle, treatment preference can be influenced by time if treatment guidelines change rapidly and substantially as observed with the introduction of DPP-4 inhibitors as second-line treatment in the US. A comparison of patient outcome rates before versus after a sudden change in treatment patterns may then be a reasonable approach. More commonly, IV analyses utilize individual, clinic/hospital, or regional treatment preferences. For example, one may use physician-prescribing preference to study the effect of analgesic treatment with COX-2 selective inhibitors versus non-selective NSAIDs on the risk of upper gastrointestinal bleed. A study demonstrated that such preference is a fairly strong and valid instrument. Others used regional variation in the rate of cardiac catheterization to estimate its effect on mortality after myocardial infarction. While this regional preference instrument was weaker than the physician prescribing preference, it was argued that the instrument was more valid, as it is less likely that patients would move to another region to receive the preferred care, but they may more readily switch their physician.

The price of potentially unbiased estimation in IV analyses is the ultimately untestable assumptions that the authors need to argue based on substantive knowledge and some empirical data. Because of the two-stage estimation, IV analyses are generally less precise, which may limit their utility for decision-making. Practical guidance exists for conducting IV analysis in RWE.

VI.c.v. Reducing unmeasured confounding: Utilizing data-rich sub-samples for improving inference

If unmeasured patient characteristics that are deemed important confounders remain unobserved, then additional information can be collected in a subset of patients. A common version thereof is case-control sampling or case-cohort sampling, where only a sample of controls or a sample of exposed and unexposed subjects will be used to collect detailed confounder information (see section above).

It is increasingly possible to link information-rich electronic health records or registry data to large subsets of population-based claims data studies. Such linkage can be used to demonstrate the balance achieved in patient characteristics that were unobserved in the claims data of the main study. In a new-user active-comparator cohort study comparing linagliptin versus pioglitazone...
regarding cardiovascular outcomes investigators used 1:1 PS matching on more than 100 pre-exposure baseline characteristics that were observable in claims data to achieve comparable treatment groups.(17) In the linked EHR data it was then demonstrated that laboratory test results, BMI, and duration of diabetes were well balanced between treatment groups, although these parameters were not part of the claims data analysis and only observable in the subset of EHR-linked patients (Figure 10).(17) In the right data environment, such data linkage is possible, and one can routinely check the achieved balance of baseline factors unmeasured in the main study.

There are multiple strategies to incorporate additional detailed information on confounding factors that is available in a subset of subjects into the main study and adjust the initial observed effect estimate for any residual confounding. Simple algebraic solutions are available to adjust for individual binary factors, as was demonstrated in a study of older adults and missing quantifications of the limitations in activities of daily living, cognitive impairment, and physical impairments.(105) PS calibration extends this simple adjustment to multiple confounders on any scale.(138)

VI.d. Differential surveillance and follow-up time

In the previous sections we discussed how patients enter a new-user study cohort and how we ensure that patient pre-exposure characteristics are balanced between groups in the absence of baseline randomization. We now need to consider how patients exit a study cohort, an issue that is similarly encountered in RCTs as in RWE studies.(139) While highly-controlled efficacy RCTs spend much effort to keep patients enrolled until the planned study end, in RWE studies we rely on the healthcare system to track patients which is often less than optimal. It is well known that if duration of follow-up differs between treatment groups and if treatment effects vary with duration of use this can lead to meaningful bias.(140)

Three key issues need to be considered to ensure balanced follow-up time. First, in RWE studies with secondary data we need to ensure that the events of interest are captured with the same likelihood in both treatment groups. Patients with better access to care and who see their physician more often are more likely to have diagnoses recorded and medications filled. To improve the odds of balanced outcome surveillance it is common practice to include measures of health service intensity during the pre-exposure phase in the adjustment.(141) Making the reasonable assumption that pre-exposure utilization is predictive of post-exposure utilization this approach will help.

Second, in an as-treated analysis follow-up time is censored at the time the treatment stops plus some exposure effect window. Adherence to treatment is surprisingly bad in clinical practice and one of the contributing factors is affordability of medication, including the level of patient co-payment.(142,143) This is likely the reason why we often see shorter adherence to newer, more costly medications compared with established, often generically available drugs.(4) As above, if treatment effects do not vary with duration of use this is less of an issue. Another pragmatic approach is to limit the follow-up time in both arms to a duration that is well observed among the new drug users with the shorter duration of use.

Third, competing risks, usually death from an unrelated cause, is an issue encountered in all therapeutic studies with time-to-event data, including RCTs.(144,145) Patients treated with an anti-diabetic medication may die of CV complications before experiencing hypoglycemia. A pragmatic solution is the bundle endpoints into a composite that includes death. Statistical modelling techniques are available for time-to-event data that consider competing risks.(146,147)
VI.e. Subgroup analyses and treatment effect modification

When baseline risk of an outcome varies within a population, e.g. the risk of CV events is higher in patients with longer duration of diabetes, the effect of a treatment on that outcome will vary; it will vary either on the additive scale (risk differences) or on the multiplicative scale (risk/hazard ratios). Identifying patient subgroups with increased effectiveness helps personalize treatment plans, e.g. SGLT-2i’s and their CV benefits are more pronounced among patients with pre-existing CV conditions. Conversely, identifying patient segments with increased risk of adverse events will be useful to effectively manage such harms, e.g. the relative risk of lower-limb amputations for canagliflozin compared to other second-line treatments may be highest among older patients with existing CV disease.(148)

Large real-world data sources provide the opportunity to stratify an analysis by many factors that are relevant to prescribers and their patients. Measurement issues are sometimes in the way of identifying mutually exclusive subgroups. General recommendations for studying heterogeneous treatment effects apply to RWE as to RCTs.(149) A particular concern remains post-hoc screening for effect modification that may produce false positive findings despite fairly conservative statistical test for interaction. It can be remedied with Bayesian shrinkage estimation that imposes a less or more strong prior probability of no effect modification.(150) Signals of effect modification should be confirmed in subsequent studies using other data sources and require close collaboration between clinical science and statistical modeling.(151)

VI.f Sensitivity analyses

A series of sensitivity analyses can help investigators better determine how robust a study’s findings are. In Table 3 we list several frequently used sensitivity analyses in pharmacoepidemiology. Some of those are variations of key study design parameters that can be incorporated in the planning and implementation of the study, and others are “back-end” analyses that are based on the actual study finding.(16)

An important yet underutilized tool for detecting the impact of unobserved confounding on the validity of findings in non-interventional studies is quantitative bias analysis. Basic bias analyses of residual confounding seek to determine how strong and how imbalanced an unobserved confounder would have to be among exposure groups to explain the observed effect.(17,105) Lash and Fox proposed a comprehensive approach that considers several systematic errors simultaneously, allowing sensitivity analyses for confounding, misclassification, and selection bias in one process.(90)

In most pharmacoepidemiology studies based on large patient databases, new users of the drugs of interest are identified empirically by a drug dispensing that was not preceded by an earlier use of the same drug. A typical choice of the washout window duration in U.S. claims data is six months; a sensitivity analyses could extend the window to nine or twelve months. Although increasing the length of the washout window increases the likelihood that patients are truly new users, it may also reduce the number of patients eligible for the study in left-censored data, because the longer eligibility requirement excludes some patients.(152) This trade-off is particularly worth noting in health plans or provider networks with high enrollee turnover. Analogously, the covariate assessment window could be extended in sensitivity analyses in order to capture more information that defines the study patients’ health state.

There is often uncertainty about the correct definition of the exposure risk window based on the clinical pharmacology of the study agent and the current understanding of the biology and physiology. When studying the effect of pioglitazone there was a debate whether pioglitazone was a
tumor inducer, which would require a very long exposure risk window until the cancer may become clinically apparent versus a tumor promoter which could have a shorter risk window.(153) Varying the exposure risk window is therefore insightful and easy to accomplish in cohort studies.(116)

Another sensitivity analysis concerns the potential for informative censoring. Patients change and discontinue treatment because there was a disappointing effect or they experience early signs of a side effect. The more strongly such non-persistence is associated with the outcome, the more strongly biased an as-treated analysis, which censors at the point of discontinuation. Alternatively, the as-started analysis follows all patients for a fixed time period, disregarding any changes in treatment status over time. It will avoid informative censoring but suffers bias as a consequence of increasing exposure mischaracterization with time. In most but not all cases, such mischaracterization will bias effects towards the null, similar to intention-to-treat analyses in randomized trials. Viewed separately, these two analysis types trade different biases, and together, they bound a range of plausible effect estimates.

VII. Study transparency

For RWE to have maximum impact on how we treat patients with diabetes, it must not only be valid but also accepted as valid by decision makers. However, a blanket acceptance of all RWE that reaches decision makers is unlikely. As with randomized controlled trials, we need to provide decision makers with unambiguous reporting of RWE study conduct, tools to facilitate efficient review, and guidance on how to assess the validity of results. Decision-makers need to be able to fully understand—and in some cases, reproduce and robustness-check—RWE studies, to build the necessary confidence in using such evidence to inform high-stakes decisions.(44)

VII.a. Study registration

It is a clear advantage that RWE studies are conducted with previously collected information that the healthcare system has produced during the provision of care. The fact that all information is already collected, including information on the study endpoints raises concerns regarding the unbiased conduct of RWE research. Financial and other incentives may tempt investigators to cherry-pick results or adjust their analysis plan if results are not what they had expected them to be.(154) In prospective RCTs this is less of an issue as detailed protocols and statistical analysis plans are deposited before the first patient is recruited. Registration of hypothesis-evaluating treatment-effectiveness studies, providing the specifications for a priori planned analyses along with an audit trail of revisions to the plan, has been proposed as an important step toward improving transparency and confidence in RWE studies of effectiveness.(26) Several options are available for registration of non-interventional studies, including the EU Post-authorizations study register, hosted by the European Network of Centres for Pharmacoepidemiology and Pharmacovigilance (ENCePP.eu), and ClinicalTrials.gov hosted by the National Library of Medicine.(155)

VII.b. Transparent reporting and reproducibility

The first step to understanding the validity of RWE studies is to learn what exactly was done in a given study. How were the data curated, and what transformations were performed upon the longitudinal streams of healthcare encounters contained in the source data to identify the study population, to define drug exposure, to ascertain outcomes, and to balance treatment groups in the absence of randomization? We appreciate RCTs not only because of the power of baseline randomization but also because they can provide clear, simple answers to all of the above. Decision makers see the complexity of RWE and the lack of transparency in reporting as a major barrier to using RWE study findings for decision making.(23)
A joint task force between the *International Society of Pharmacoepidemiology* (ISPE) and the *International Society of Pharmacoeconomics and Outcomes Research* (ISPOR), two professional societies that focus on RWE analyses, defined a catalogue of specific design and implementation parameters. Unambiguous reporting of these parameters was deemed by the large, international group of stakeholders as important to enable reproducible study findings and facilitate validity assessment. Similar items are also reflected in the RECORD-PE reporting guideline.

Once study parameters are accurately recorded, studies become reproducible, enabling the evaluation of their validity before decisions are made. Wang et al. demonstrated the reproducibility of 32 database studies and, in a follow-on study, reasonable reproducibility of 150 published database studies if study parameters are fully and accurately recorded. What is customary in the world of RCTs still needs improvement in RWE.

### VII.c. Software tools

The field of RWE has made tremendous progress. RWE analyses, particularly the arranging of the data stream and the longitudinal measurements, can be complex and the statistical programming code in any line programming language can become unreadable for anybody but the original programmer. This makes it difficult and often impossible to check whether the study plan that may have been described in great detail in a protocol was implemented as intended. Investigators have resorted to double programming, that is, two programmers work off the identical protocol. In most cases we find different results, not often meaningfully different but always numerically different results. A key reason for these discrepancies is that any protocol leaves minor ambiguities and well-intentioned and well-trained programmers may differ in how they interpret a specific instruction and make decisions on the go in order for the program to run. Some of these decisions can substantially impact findings.

Software platforms that are validated procedures to intake raw healthcare data, line them up longitudinally, allow transparent implementations of measurements, study designs, and statistical analyses have proven to reduce such ambiguity and providing the highest transparency possible in the study conduct. Software tools can support causal study designs by incorporating target trial thinking and provide guard rails to investigators so to avoid known design biases. Such commercially and publicly available software platforms are increasingly used and will contribute to high-quality RWE.

### VIII. Putting it all together: A didactic flow diagram

There is an abundance of high-level guidance documents from professional societies and regulators that try to help researchers in the planning and conduct of RWE studies. The development of robust RWE studies based on the target trial paradigm is a logical and linear process (see Figure 5) that should provide needed clarity in planning and evaluating studies. Tools were developed to help investigators design studies in transparent and logical ways, and there are comprehensive software platforms available that provide guardrails in the RWE study design process and provide complete transparency, including audit trails and reporting functions.

In Figure 11 we provide a didactic flow diagram that presents a range of considerations in conducting a typical comparative effectiveness study. Clearly not all aspects of a study implementation can be condensed into such a diagram; however, it provides a sense of the topic areas that need to be addressed in a sequential way. In this example we illustrate a propensity score analysis to achieve balance in pre-exposure patient characteristics between treatment groups,
because that technique is most frequently used. It can of course be replaced by a range of other methods.(163) Specifically, the measurement layer described in Table 5 is abbreviated in the flow diagram. This is because it is highly dependent on the medical context and the data source in question, as explained in earlier sections. We therefore simplify and assume acceptable measurement characteristics for all relevant variables.

The next, more-detailed, level of help in conducting studies would be to consult the recommendations of the ISPE/ISPOR task force on the parameters that need to be defined to implement a study in a reproducible way.(25) It provides a detailed list of study parameters that need to be considered with synonyms, explanations, and examples, all in a logical order similar to the three layers in Figure 5 or the flow diagram in Figure 11. Graphical illustrations of longitudinal study designs complement it.(47)

While didactically helpful, none of this can replace a formal educational curriculum in causal inference, epidemiologic study designs, and biostatistical methods. And blessed are those who have a wise mentor who keeps them from straying off the narrow path to causal scientific insights and provides them with the support needed to move the field forward.

IX. Concluding remarks

RWE has developed rapidly over the past two decades and has made many breakthroughs in recent years, particularly in understanding treatment options in diabetes care. It is here to stay as an integral part of a comprehensive evidence-development framework complementing RCTs, basic science, and many other elements of scientific discovery.

For a chronic disease like diabetes with many treatment options that are combined and staged in complex ways during disease progression, there will never be enough randomized trials to answer all relevant treatment-related questions and RWE will increasingly complement RCTs to inform physicians, regulators, guideline writers, payers, and ultimately patients in their therapeutic decision-making process. The ever larger, more detailed, and complete digital data resources that become available to researchers will push RWE into areas that we currently avoid because of imprecise measurement of outcome or confounding factors.

Any implementation of RWE studies needs to be driven by the desire to come to causal conclusions of the treatments under study. The target trial thinking provides clarity in the planning and interpretation of RWE studies and paired with the many new tools that epidemiology and biostatistics offer will guide investigators towards that goal. However we should conclude with words of caution. “[The] complexity of actual context [in medicine] prohibits anything approaching complete causal modeling; the models actually used are never entirely coherent with that context, and formal analyses can only serve as thought experiments within informal guidelines. A cautious scientists will thus reserve judgement and treat no methodology as correct or absolute, but will instead examine data from multiple perspectives, taking statistical models for what they are: semi-automated algorithms which are error-prone without sophisticated human input from both methodologists and content experts.”(164)
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Figure 1: Data sources used by RWE studies

EHR = Electronic health records; NDI = National Death Index; PRO = Patient-reported outcomes;
Adapted from: Franklin JM, Glynn RJ, Martin D, Schneeweiss S. Evaluating the use of nonrandomized real world data analyses for regulatory decision making. Clin Pharm Ther 2019;105:867-77.

Figure 2: Contributions of RWE for regulatory and coverage decision making
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Figure 3: From longitudinal electronic healthcare data to a causal cohort study design

Adapted from: Schneeweiss S. Automated data-adaptive analytics for electronic healthcare data to study causal treatment effects. Clin Epidemiol, 2018;10;771-88.

Figure 4: Illustration of typical longitudinal study design choices in pharmacoepidemiology*

* The diagrams use a comparative analysis of new users of pioglitazone versus new users of rosiglitazone on some health outcomes to illustrate how time windows are used to identify key markers and variables.

Figure 5: From real-world data to real-world evidence

Figure 6: The study question and sources of treatment exposure variation guide design choices

Adapted from: Schneeweiss S. A basic study design for expedited safety signal evaluation based on electronic healthcare data. Pharmacoepidemiol Drug Safety 2010;19:858-68.

Figure 7: Schematic of a parallel group RCT and the corresponding cohort design

Figure 8: The prediction of the CAROLINA RCT by a RWE study

Figure 9: Immortal time bias in diabetes RWE studies illustrated in three hypothetical patients*

T2DM = type-2 diabetes mellites; SGLT-2i = Sodium-glucose transporter-2 inhibitors; oGLD = other glucose-lowering drugs

Figure 10: Checking balance of unmeasured pre-exposure covariates in a subsample of patients with enriched clinical data

EHR = electronic health records

Figure 11: A flow diagram of considerations for a typical RWE study using healthcare databases*

*Modified after Schneeweiss S. A basic study design for expedited safety signal evaluation based on electronic healthcare data. Pharmacoepidemiol Drug Safety 2010;19:858-68.
Table 1: Measurement characteristics that inform RWE study validity and often-quoted proxies

| Study features: | Examples of ways to improve measurement characteristics | Typical proxies for data quality in secondary data | Actual measurement characteristics* |
|----------------|----------------------------------------------------------|-------------------------------------------------|-----------------------------------|
| 1) Study population, subgroups | Require two diagnosis codes to increase specificity of underlying condition | Prior experience with a data source, publications | Binary data, e.g. diagnostic codes present: |
| 2) Exposure measurement | Use dispensing information instead of prescribing data to increase completeness | Availability of validation studies | • Sensitivity |
| 3) Outcome measurement | Use serious events, e.g. that require hospitalizations to increase specificity of outcome measurement | Detailed documentation of data generation mechanism | • Specificity |
| 4) Confounder measurement | Screen a wide range of potential confounders and their proxies to limit unobserved confounding | Detailed description of data curating process | • PPV |
| | | Detailed description of mapping to medical constructs (if any) | Continuous data, e.g. lab test values: |
| | | Documentation of coding shift over time | • % missing |
| | | | Mean squared deviation |
| | | | Time-to-event: |
| | | | • Accuracy of onset |

Adapted from: Franklin JM, Glynn RI, Martin D, Schneeweiss S. Evaluating the use of nonrandomized real world data analyses for regulatory decision making. Clin Pharm Ther 2019;105:867-77.
Table 2: Balance in relevant pre-exposure patient characteristics before and after PS matching in a typical new-user, active-comparator cohort study

| Baseline characteristics | Linagliptin (N = 24,842) | Glimepiride (N = 139,334) | St. diff. | Linagliptin (N = 24,131) | Glimepiride (N = 24,131) | St. diff. |
|--------------------------|--------------------------|---------------------------|-----------|--------------------------|--------------------------|-----------|
| Age; mean (s.d.)         | 70.32 (7.76)             | 71.18 (7.72)              | -0.11     | 70.40 (7.76)             | 70.42 (7.71)             | 0.00      |
| Male; n (%)              | (47.8%)                  | (68,926 (49.5%)           | -0.03     | (47.7%)                  | (11,519)                 | 0.00      |
| White race; n (%)        | (72.0%)                  | (71,226 (79.8%)           | -0.21     | (71.8%)                  | (11,485)                 | -0.01     |
| **Burden of comorbidities** |                          |                           |           |                          |                           |           |
| Combined comorbidity score; mean (s.d.) | 1.49 (1.27)       | 1.21 (1.21)               | 0.23      | 1.48 (1.26)              | 1.47 (1.26)              | 0.01      |
| **Diabetes-related complications** |                          |                           |           |                          |                           |           |
| Diabetic nephropathy; n (%) | 1,771 (7.1%)          | 6,350 (4.6%)              | 0.11      | 1,655 (6.9%)             | 1,646 (6.8%)             | 0.00      |
| Diabetic retinopathy; n (%) | 1,172 (4.7%)         | 5,754 (4.1%)              | 0.03      | 1,132 (4.7%)             | 1,103 (4.6%)             | 0.00      |
| Diabetes with ophthalmic conditions; n (%) | 656 (2.6%)          | 3,363 (2.4%)              | 0.01      | 632 (2.6%)               | 625 (2.6%)               | 0.00      |
| Diabetic neuropathy; n (%) | 2,765 (11.1%)         | 14,093 (10.1%)            | 0.03      | 2,663 (11.0%)            | 2,656 (11.0%)            | 0.00      |
| Diabetes with peripheral circ. disorders; n (%) | 1,099 (4.4%)         | 5,309 (3.8%)              | 0.03      | 1,050 (4.4%)             | 1,039 (4.3%)             | 0.00      |
| Hypoglycemia; n (%)      | 708 (2.9%)              | 3,212 (2.3%)              | 0.04      | 684 (2.8%)               | 695 (2.9%)               | -0.01     |
| Hyperglycemia; n (%)     | 997 (4.0%)              | 3,856 (2.8%)              | 0.07      | 961 (4.0%)               | 968 (4.0%)               | 0.00      |
| Disorders of fluid electrolyte balance; n (%) | 1,114 (4.5%)         | 5,333 (3.8%)              | 0.04      | 1,083 (4.5%)             | 1,097 (4.5%)             | 0.00      |
| **Pre-exposure diabetes therapy** |                          |                           |           |                          |                           |           |
| Any use of metformin; n (%) | 16,477 (66.3%)        | 88,730 (63.7%)            | 0.05      | 16,009 (66.9%)           | 16,136 (66.9%)           | -0.01     |
| Any use of sulfonylureas; n (%) | 8,043 (32.4%)         | 21,751 (15.6%)            | 0.40      | 7,458 (30.9%)            | 7,341 (30.4%)            | 0.01      |
| Any use of meglitinides; n (%) | 358 (1.4%)           | 774 (0.6%)                | 0.08      | 341 (1.4%)               | 293 (1.2%)               | 0.02      |
| Any use of alpha-glucosidase inhibitors; n (%) | 84 (0.3%)            | 240 (0.2%)                | 0.02      | 74 (0.3%)                | 92 (0.4%)                | -0.02     |
| **Comorbidities at baseline** |                          |                           |           |                          |                           |           |
| Ischemic heart disease; n (%) | 6,194 (24.9%)         | 33,882 (24.3%)            | 0.01      | 6,016 (24.9%)            | 6,042 (25.0%)            | 0.00      |
| Heart failure; n (%)     | 915 (3.7%)              | 5,144 (3.7%)              | 0.00      | 896 (3.7%)               | 865 (3.6%)               | 0.01      |
| Hypertension; n (%)      | 21,592 (86.9%)          | 114,186 (82.0%)           | 0.14      | 20,940 (86.8%)           | 20,985 (87.0%)           | -0.01     |
| Hyperlipidemia; n (%)    | 19,154 (77.1%)          | 100,099 (71.8%)           | 0.12      | 18,581 (77.0%)           | 18,583 (77.0%)           | 0.00      |
| **Measures of healthcare utilization** |                          |                           |           |                          |                           |           |
| Hospitalization within prior 30 days; n (%) | 260 (1.0%)           | 1,774 (1.3%)              | -0.03     | 255 (1.1%)               | 284 (1.2%)               | -0.01     |
| No. office visits; mean (s.d.) | 4.83 (3.62)        | 4.09 (3.34)               | 0.21      | 4.77 (3.56)              | 4.81 (3.78)              | -0.01     |

PS = propensity score; St. diff. = standardized difference; s.d. = standard deviation

Data from Patorno E, Schneeweiss S, Gopalakrishnan C, Martin D, Franklin JM. Using Real-World Data to Predict Findings of an Ongoing Phase IV Cardiovascular Outcome Trial: Cardiovascular Safety of Linagliptin Versus Glimepiride. Diabetes Care. 2019;42:2204-10.
| **“Front end”: Design choices** | **Some sensitivity analyses:** |
|---------------------------------|-------------------------------|
| 1) Incomplete covariate assessment | Extend covariate assessment window further to the past |
| 2) Reverse causation | Include induction (lag) time |
| 3) Mis-specified follow-up model (handling right censoring) | “As-treated” vs. “As-started” effects |
| 4) Mis-specified exposure-risk-window (ERW) | Vary length of the exposure effect window |
| 5) Differential surveillance bias | Adjust for healthcare utilization intensity |

| **“Back end”: Quantitative bias analysis** | **Some sensitivity analyses:** |
|-------------------------------------------|-------------------------------|
| 6) Imperfect outcome measurement | Quantitative bias analysis |
| 7) Imperfect exposure measurement (see #4) | Quantitative bias analysis |
| 8) Residual confounding due to imperfect measurement | Quantitative bias analysis |
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Essential points

1) Real-world evidence (RWE) uses electronic data generated by the routine operation of the healthcare system to estimate the effectiveness of medical products in clinical practice.

2) RWE is increasingly considered in medical decision making and complements the findings of treatment efficacy that we derive from randomized trials.

3) Contemplating the target trial that we would like to do and then emulating this trial with real-world data (RWD) provides in study design clarity and helps avoid biases.

4) The underlying data need to be fit-for-purpose to answer the specific question at hand

5) The new-user, active-comparator cohort design has demonstrated its usefulness in RWE studies in diabetes, including the reproduction and prediction of randomized trial findings

6) Propensity score matching is a useful analytic approach to adjust for patient characteristics in the absence of baseline randomization

7) Transparency in the conduct and presentation of RWE studies is critical to allow reviewer to evaluate the study validity and have confidence in their decision making
Research data
- Data collected PRIMARILY for research
  - For purpose: Data specifically for study purpose
    - Examples: Framingham Study, Nurses’ Health Study, Cardiovasc Health Study, Slone Birth Defects Study, Some registries
  - Other purpose: Data intended for other studies
    - Examples: Framingham Study, Nurses’ Health Study, Some registries

Non-interventional data
- Data used SECONDARILY for research
  - Other purpose
    - Clinical documentation: EHR-based studies, NDI linkage, Lab test databases, Some registries
    - Administrative: Claims data studies, Geocoding/census, Vital statistics
    - Digital health devices: Fitness monitors, Glucose monitors, PRO apps, Some registries

Transaction data
- Other purpose

Typical RWE database studies
Accelerated Pathways

Initial Approval

Examples:
- Biomarker to clinical endpoint,
- efficacy claim expansion,
- broadened population

2nd Indication

Examples:
- a) Post-market requirements (PMR) or commitment (PMC),
- b) Rapid regulatory response to a safety signal

Primary approval

Examples:
- External control arms for single arm trials, RCT enrichment, RCT long-term follow-up

Secondary indications

Examples:
- Indication expansion, population expansion (pediatrics, stage), surrogate to clinical endpoint claim expansion

Accelerated Pathways

Initial Approval

Full Approval

Examples:
- Biomarker to clinical endpoint, efficacy claim expansion, broadened population

Secondary approval

Examples:
- External control arms for single arm trials, RCT enrichment, RCT long-term follow-up

Safety (a) and (b)
A transactional database records a stream of healthcare records in calendar time for all enrolled patients:

Stabilized data snapshot for research purposes and ensure reproducibility of findings

Individual patient-level data has arrived in batches from various sources and is arranged longitudinally

A causal study design is implemented in event time anchored at the cohort entry date
New-user active-comparator cohort study

Case-control sampling in the same cohort
**Achieve causal study design**
- Controlled or self-controlled
- Medically informed target population
- Patient-informed outcomes
- Biologically informed effect window

**Achieve fit-for-purpose measurement**
- Filling Rx
  - Prescribing Rx, self-report, infusers, pill caps, UDI from OR notes
- Dx, Px codes
  - Labs, imaging, digital health dev, physician notes, patient reports
- Dx, Px, Rx codes
  - Labs, stage, imaging, BMI, genomics, physician notes

**Achieve causal analysis**
- Achieve balance between groups:
  - Regression, PS analysis
  - Proxy adjustment: HDPS, CTMLE
  - Time-varying exposure: MSM
- Check balance:
  - Stand. difference, residuals, c-statistic

**BIAS REDUCTION**
- New users, active comparators
- Causal temporality
  - Exposure before outcome
  - Confounder before exposure

**DESIGN CHOICE**
- Controlled or self-controlled
- Medically informed target population
- Patient-informed outcomes
- Biologically informed effect window

**EXPOSURE**
- Sensitivity
- Specificity
- Completeness
- Mean sqr. diff.

**OUTCOME**
- Sensitivity
- Specificity
- Completeness
- Mean sqr. diff.

**CONFOUNDERS**
- Bio-monitors, physician notes, biomarker, omics, behavior, socioeconomic

**STUDY POPULATION**
- Bio-monitors, physician notes, biomarker, omics, behavior, socioeconomic
Does drug exposure vary within patients? no

Consider ...

Case-crossover study, SCCS
Randomized crossover trial

Does drug exposure vary between patients? no

Consider ...

Cohort study, CCS, CCoh, 2-SS
Randomized controlled trial

Does drug exposure vary between provider groups?

Consider ...

Instrumental variable analysis
Cluster randomized trial

SCCS: Self-Controlled Case Series
CCS: Case-Control Sampling
CCoh: Case-Cohort Sampling
2-SS: Two-Stage Sampling
Parallel group RCT

Washout period w/o study drug use

Exposed

Comparator (or placebo)

New-user, active-comparator cohort study

Washout period w/o study drug use

Exposed

Comparator

R = randomization; S = selection
Real-World Evidence Study

December 2018

Using Real-World Data to Predict Findings of an Ongoing Phase IV Cardiovascular Outcome Trial: Cardiovascular Safety of Linagliptin Versus Glimepiride

Randomized Controlled Trial

June 2019

Effect of Linagliptin vs Glimepiride on Major Adverse Cardiovascular Outcomes in Patients With Type 2 Diabetes

Risk of CV events (3P-MACE)

HR = 0.98 (0.84 – 1.14)

Risk of CV events (3P-MACE)

HR = 0.91 (0.79 – 1.05)
Diagnosis of T2DM

First drug exposure

Subsequent switch

Exposure classified as

SGLT-2i

SGLT-2i

If the oGLD user does not die before SGLT-2i
the oGLD person-time will not be counted

If the oGLD user does die before SGLT-2i
the oGLD person-time will be counted

Downloaded from https://academic.oup.com/endrv/advance-article/doi/10.1210/endrev/bnab007/6169054 by guest on 10 April 2021
Claims-defined patient characteristics:
120 pre-exposure variables in propensity score model:

| Claims-based patient characteristics | Other chronic ischemic heart disease, % | Coronary procedure (CABG or PTCA), % | History of PTCA or CABG, % | Ischemic stroke, % | Congestive heart failure, % | Renal dysfunction, % | Oedema, % | Use of medications, % | Past use of metformin | Past use of other antidiabetic agents | Past use of insulin | ACE inhibitor | ARBs | β-blockers | Thiazides | Loop diuretics | Calcium channel blockers | Statins | Other blood-lowering drugs | Oral anticoagulants | Antiplatelet | Healthcare utilization | Any hospitalization, % | Any hospitalization within prior 30 days, % | Mean (SD) hospital days | Mean (SD) number of physician visits | Mean (SD) distinct non-insulin antidiabetic prescriptions | Mean (SD) distinct prescriptions | Mean (SD) number of laboratory tests ordered |
|-------------------------------------|----------------------------------------|-------------------------------------|-----------------------------|----------------------|-------------------------|-------------------------|----------------|---------------------|------------------------|-----------------------------|--------------------------|----------------|------|--------|--------|----------------|--------------------------|----------------|----------------------|------------------------|----------------|----------------------|------------------------|------------------|-----------------|------------------|
| Demographics                        | Mean (SD) age                          | Female, %                           | Features of medication initiation, % | Monotherapy          | Dual therapy            | Therapy with >2 agents | Dual therapy with metformin | Concomitant initiation of other antidiabetic agents, % | Concomitant initiation of insulin | Current use of other antidiabetic agents, % | Current use of metformin | Current use of insulin |
|                                      |                                        |                                     |                             |                      |                        |                          |                            |                                  |                          |                            |                          |                          |
| Comorbidities at baseline, %        | Mean (SD) Charlson comorbidity score   | Diabetic nephropathy, %             | Diabetic retinopathy, %     | Diabetic neuropathy, % | Peripheral vascular disease, % | Extrinsic dyspnoea, % | Diabetic foot, % | Skin infections, % | Hypoglycemia, % | Hyperparathyroidism, % | Hyperlipidaemia, % | Coronary atherosclerosis, % | Acute myocardial infarction, % | Old myocardial infarction, % | Unstable angina, % | Stable angina, % |
|                                      |                                        |                                     |                             |                      |                        |                          |                            |                                  |                          |                            |                          |                          |

EHR-defined patient characteristics:
Balance of 6 characteristics of specific concern for causal inference:

- Smoking status
- BMI
- Duration of DM
- HbA1c level
- GFR value
- LDL cholesterol level

RWE study of linagliptin vs. pioglitazone and cardiovascular endpoints (MACE)

- 18,804 T2DM patients in claims data initiating linagliptin vs. pioglitazone
- 7,926 T2DM patients after 1:1 propensity score matching
- 7,219 patients had linkable EHR data available
- 1,159 patients with EHR data after 1:1 propensity score matching

| Characteristics                | Linagliptin | Pioglitazone |
|---------------------------------|-------------|--------------|
| Never smoking                   | 32.4%       | 33.9%        |
| Obese                           | 49.4%       | 46.1%        |
| >3 years DM duration            | 17.7%       | 20.1%        |
| HbA1C, %                        | 8.0 (7.1-9.1) | 8.2 (7.1-9.9) |
| eGFR, ml/min/1.73m²             | 102 (93-116) | 104 (96-118) |
| LDL, mg/dl                      | 97 (73-116)  | 97 (79-115)  |
Balancing patient characteristics

- Define pre-exposure covariates based on clinical knowledge
- Define additional covariates empirically (high-dimensional proxy adjustment)
- Demonstrate covariate balance by treatment group: RDs and standardized differences
- Supplemental covariate information required that is not available in primary data source?
  - Yes
  - Collect additional information in sub-population
    - 2-stage sampling
    - External data source (PS Calibration)
    - Multiple imputation

Propensity score analysis

- Missing covariate values in EHRs?
  - Yes
  - Consider multiple imputation
  - Consider continuity cohorts
- Estimate propensity score (PS)
- Graphically explore PS distribution by treatment group
- Explore effect measure modification by PS: tabulate RR, RD for each PS stratum
- Effect measure modification by PS?
  - Yes
  - Match on PS (1:1, 1:n, n:m)
  - Stratify by PS deciles
- Demonstrate covariate balance by treatment group: RDs and standardized differences

Trim 5% of patients on each end of PS distribution or match by PS
Repeat analyses after changes in:
• Definition of "new users"
• Definition of exposure risk window
• Outcome definition if appropriate

Explore changes in effect estimates after making structural assumptions about unmeasured confounders

Calculate risk difference (RD) and risk ratio (RR) with 95% confidence intervals (CIs);
Person-time (p-t), number of events

Subgroup analysis
Calculate RR, RD for each subgroup

Dose-response analysis

Statistical analysis

Sensitivity analyses

Report