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Abstract

We study budget constrained network upgradeable problems. We are given an undirected edge weighted graph \( G = (V, E) \) where the weight an edge \( e \in E \) can be upgraded for a cost \( c(e) \). Given a budget \( B \) for improvement, the goal is to find a subset of edges to be upgraded so that the resulting network is optimum for \( B \). The results obtained in this paper include the following.

1. Maximum Weight Constrained Spanning Tree
   We present a randomized algorithm for the problem of weight upgradeable budget constrained maximum spanning tree on a general graph. This returns a spanning tree \( T' \) which is feasible within the budget \( B \), such that \( \Pr[l(T') \geq (1 - \epsilon)OPT, c(T') \leq B] \geq 1 - \frac{1}{n} \) (where \( l \) and \( c \) denote the length and cost of the tree respectively), for any fixed \( \epsilon > 0 \), in time polynomial in \( |V| = n, |E| = m \). Our results extend to the minimization version also. Previously Krumke et. al. [KNM97+] presented a \((1 + \frac{1}{\gamma}, 1 + \gamma)\) bicriteria approximation algorithm for any fixed \( \gamma > 0 \) for this problem in general graphs for a more general cost upgrade function. The result in this paper improves their 0/1 cost upgrade model.

2. Longest Path in a DAG
   We consider the problem of weight improvable longest path in a \( n \) vertex DAG and give a \( O(n^3) \) algorithm for the problem when there is a bound on the number of improvements allowed. We also give a \((1 - \epsilon)\)-approximation which runs in \( O(n^4 \epsilon) \) time for the budget constrained version. Similar results can be achieved also for the problem of shortest paths in a DAG.

1 Introduction

We consider optimization problems in budget constrained network upgradeable model, where the exact cost-benefit trade-offs are known[a] a priori. In such optimization problems, there are two kinds of problem data: First, the nominal or unimproved data, and second, improved data of several stages that would allow solutions with better performance. We are allowed to use the improved data by incurring a cost within an overall budget for all the improvement cost. Several computational problems fall in this category. For example, consider the problem of upgrading arcs in a network to minimize travel time [CLZ06]. Another example would be a variant of min cost flow problem.
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[which may not hold for an online model]
Here we are allowed to lower the flow cost of each arc, and given a flow value and a bound on the total budget which can be used for lowering the flow costs, the goal is to find an upgrade strategy and a flow of minimum cost. This problem is considered by [DNW02]. In [KNW+99] Krumke et. al. consider the problem of improving spanning trees by upgrading nodes. In communication networks upgrading could mean installing faster communication device at a node. Typically, such an upgradeable extension increases the complexity of an otherwise polynomially solvable problem to being NP-hard. The constrained minimum spanning tree problem subject to an additional linear constraint was shown to weakly NP Hard in [AAN82].

Remark In the remaining paper, we will use the term improvable instead of upgradeable as a common term to address both increase or decrease in the parameter value, (as the case may be), to obtain a superior or improved objective value.

The improvable version of a problem is distinct from optimization version that may have limited choices for certain kinds of objects. For example, we may have multiple (parallel) edges for the network problems offering trade-offs between cost and weight. This can be captured within the framework of the original problem, using additional constraints, and keeping the objective function unchanged. The improvable version works on a budget constraint that is distinct from the original constraints and there may not be any well-defined conversion between the budget constraint and the original constraints. For example, in the constrained spanning tree problem in [AAN82], the lengths and the weights are distinct parameters.

Computing a minimum or maximum weight spanning tree for a network is a well studied problem in computer science. Here we consider a variant of the maximization version of the problem, where the goal is to increase the edge lengths of a given network so that the length of a maximum spanning tree in resulting network is as large as possible. The problem is considered in a context where there is a cost associated with improving an edge and there is a budget constraint on the total cost of improving the edges. We denote the problem as IMST for Improvable Maximum Spanning Tree, the optimum tree as $T^*$, its length as $l(T^*)$ and the total cost of the higher length valued edges as $c(T^*)$. A precise definition of the problem is given in section 2. Since the maximum weight base problem on a matroid is equivalent to minimum cost base problem (by applying suitable transformations on weights) so our results and analysis hold even for weight improvable budget constrained minimum spanning tree on general graphs.

The second problem that we consider is the budget constrained network improvable longest or shortest path in a directed acyclic graph. Since the longest and shortest path problems in a DAG are related, we consider the former but similar results and analysis would hold for the later as well. The longest path problem is the problem of finding a simple path of maximum length in a graph. The longest path problem is NP-Hard and there is no polynomial time constant-factor approximation algorithm unless P=NP ([KMR97]). However, the problem becomes polynomial time solvable on directed acyclic graphs. We investigate this problem in budget constrained network improvable setting. We refer to the problem as WILDAG for Weight-Improvable-Longest-Path-in-DAG. Longest path algorithms have applications in diverse fields. The well known Travelling Salesman Problem is a special case of the Longest Path Problem ([HN62]). The longest path in a program activity graph is known as the critical path which represents the sequence of program activities that take the longest time to execute. Longest path algorithms are required to calculate critical paths.

1.1 Other Related Work

More examples and applications of computational problems in the improvable framework can be found in [GSSS14]. Goerigk, Sabharwal, Schöbel and Sen [GSSS14] considered the weight-reducible knapsack problem, for which they gave a polynomial-time 3-approximation and an FPTAS for the
special case of uniform improvement costs. The problem of budget constrained network improvable
spanning tree has been proved to be NP-hard, even for series-parallel graphs, by Krumke et. al. [KNM97], which also cite several practical applications. Frederickson and Solis-Oba [FSO96] considered the problem of increasing the weight of the minimum spanning tree in a graph subject to a budget constraint where the cost functions increase linearly with weights. Berman et. al. [BIO92] consider the problem of shortening edges in a given tree to minimize its shortest path tree weight. In contrast to most problems in the network upgradation model, this problem was shown to be solvable in strongly polynomial time. Phillips [Phi93] studied the problem of finding an optimal strategy for reducing the capacity of the network so that the residual capacity in the modified network is minimized.

Most of the network modification results can be broadly classified as bi-criteria problems which are characterized as \((\alpha, \beta)\) approximation if the algorithm achieves factor \(\alpha\) (respective \(\beta\)) approximation w.r.t. to the first (second) parameter. If \(\alpha\) (or \(\beta\)) equals 1, then it is at least as good as the optimal solution w.r.t. to the first (respectively second) parameter. For the improvable spanning tree problem, the two parameters are the total weight of the spanning tree and the budget available for improving the spanning tree edges. Krumke et al. [KNM97] show that Tree-width bounded graphs with linear reduction costs are \((1 + \epsilon, 1 + \xi)\)-approximable for any fixed \(\epsilon, \xi > 0\). They also show general graphs are \((1 + \frac{1}{5}, 1 + \gamma)\)-approximable for any fixed \(\gamma > 0\) which implies a trade-off between the two approximation factors (note that the balance occurs for \(\gamma = 1\)). In the more elaborate journal version, the authors [DKNMR98] actually consider three distinct models of improvements where the 0/1 reduction comes closest to this paper. Ravi and Goemans [RG96] have studied the constrained minimum spanning tree problem with two independent weight function on the edges and gave a \((1, 1 + \epsilon)\) approximation for the constrained minimum spanning tree problem that runs in pseudo-polynomial time ([MRS98]).

1.2 Our Contributions

For the problem of IMST which allows multistage improvements, we present a randomized algorithm that returns a spanning tree \(T'\) which is feasible within the budget \(B\) and has length at least \((1 - \epsilon)\) times the \(OPT^2\) with high probability, i.e. \(\Pr[l(T') \geq (1 - \epsilon)OPT, c(T') \leq B] \geq 1 - \frac{1}{n}\), for any fixed \(\epsilon > 0\), in time polynomial in \(|V| = n, |E| = m\). Our algorithm does not make any assumptions on the structure of the graph and works for general graphs.

For the problem of WILDAG we give an \(O(n^3)\) algorithm for the special case of uniform improvement cost for each edge. We also consider the more general version with arbitrary improvement costs and a budget constraint on the total improvements and give a fully polynomial time approximation scheme for this problem.

The primary observation that we exploit is that the optimal solution comprises of the improved and unimproved versions in some ratio which is not known but can be approximated in some way. For example, if we restrict ourselves to the unweighted version (of the maximization problem), we can say that at least half of the objective value is due to the improved or the unimproved elements. If we know how to solve each version separately, even approximately, we can combine them to obtain a constant factor approximation overall. This idea extends to the weighted version also. We also make use of dynamic programming and scaling to obtain our results. Our techniques are quite general and likely to be useful for other improvable problems.

\[^2\]The value of the optimum spanning tree among those trees that use up a total improvement budget \(B\)
1.3 Organization of the paper

In section 2, we investigate the problem IMST. Beginning with a simple $\frac{1}{2}$-approximation for the special case of uniform improvement costs in section 2.1, we consider more general improvement costs in section 2.2 and give a randomized bi-criteria $(1 - \epsilon, 1)$-approximation. We extend the algorithm in 2.2 to handle multistage improvements in 2.3.

In section 3, we consider the problem of longest path in DAG [3] in the improvable framework. For a gentle exposition of the ideas and techniques, we first deal with the WILDAG problem for the special case of equal improvement cost for each edge and give an $O(n^3)$ algorithm. In section 3.1, we consider the general version with non-uniform improvement costs and a budget constraint and present a fully polynomial time approximation scheme in section 3.2.

2 Randomized $(1 - \epsilon)$-approximation for IMST

Given an undirected graph $G = (V, E)$, and nonnegative integers $l_e$ and $h_e$ (i.e., each edge can be thought to have two copies with length $l_e$ and $h_e$), an improvement cost $c_e$, for each edge $e \in E$, and a budget $B$, we consider the problem of finding a spanning tree with maximum total edge length under the restriction that each time a higher valued edge is used, the associated improvement cost is incurred and the total improvement cost can be at most $B$. Similar to the constrained MST problem, this variation is also computationally intractable. For completeness, we present a simple proof along the lines of [DKNMR98, AAN82].

**Theorem 1** The Improvable MST (IMST) problem is NP hard even when the graph is a tree.

**Proof:** We can reduce the knapsack problem using a construction similar to [AAN82] - see Figure 1. The knapsack profit function is $\max \sum_e p_e x_e$ and the constraint is $\sum_e c_e \cdot x_e \leq B$ where $B$ is also the budget constraint of the IMST problem. Wlog, we have shown the two different versions of the edges as parallel edges, since any spanning tree will include exactly one of the two edges. Note that $l_e = 0$ and $h_e = p_e$. The IMST solution will directly yield a solution to the knapsack problem. □

2.1 Uniform improvement

If the improvement costs are uniform, i.e., $c_e = 1$, then the problem reduces to finding a spanning tree with maximum length subject to a cardinality constraint (say $k$) on the number of higher length valued edge used. Let us denote the problem as UIMST for Uniform Improvable Maximum Spanning Tree, the optimum tree as $T^*$, and its length as $l(T^*)$.

2.1.1 The Algorithm

Note that the optimum tree is composed of two spanning forests one with edges having lengths $l_e$ and the other with lengths $h_e$ (at most $k$ of them). We denote the two forests as $F_1^*$ and $F_2^*$ and
their respective lengths as \( l(F_1^*) \) and \( l(F_2^*) \). Our algorithm is based on finding two spanning trees \( T_1 \) and \( T_2 \) such that
\[
l(T_1) + l(T_2) \geq l(F_1^*) + l(F_2^*) = l(T^*)
\]
So that \( \max \{l(T_1), l(T_2)\} \geq \frac{1}{2}l(T^*) \). Thus the better of the two trees \( T_1, T_2 \) is a \( \frac{1}{2} \)-approximate solution of \( \text{UMST} \). We can obtain \( T_1 \) by invoking Kruskal’s algorithm for maximum spanning tree \( \text{[Kru56]} \) on the lower length valued edges, i.e \( l_e \) for each \( e \in E \). Clearly \( l(T_1) \geq l(F_1^*) \). To find the tree \( T_2 \) we first invoke Kruskal’s algorithm \( \text{[Kru56]} \) on the high valued edges, i.e \( h_e \) for each \( h_e \in E \), to obtain the maximum spanning forest in \( G \) with at most \( k \) edges where \( k \) is the maximum number of improvements allowed (we terminate the greedy algorithm after \( k \) edges have been chosen). This forest can be extended to a tree \( T_2 \) as spanning trees form the bases of a Graphic Matroid. Again, we have \( l(T_2) \geq l(F_2^*) \). This completes the algorithm of section 2.1.1.

2.2 Arbitrary improvement: An approximation algorithm

We now address the general case where \( c_e \)'s can be arbitrary. Let us denote the the maximal tree by \( T^* \), its length as \( l(T^*) \) and the total cost of the higher length valued edges as \( c(T^*) \).

Before we formally present the algorithm, we will need the following definition and a related result.

**Definition 2** Two Cost Spanning Tree Problem: Given a connected undirected graph \( G = (V, E) \), two edge weight functions, \( c() \) and \( l() \), and a bound \( B \), find a spanning tree \( T^* \) of \( G \) such that the total cost \( c(T^*) \) is at most \( B \) and the total cost \( l(T^*) \) is maximum among all spanning trees that stay within the budget constraint.

Observe that the definition is not completely symmetric in the two weight functions; only the budget \( B \) is specified. This problem has been addressed earlier and the following bi-criteria approximation result was presented.

**Theorem 3** ([RG96]) For all \( \epsilon \geq 0 \), there is a polynomial time approximation algorithm for the Two Cost Spanning Tree problem with a performance of \((1, 1 + \epsilon)\).

The result of Theorem 3 holds even if the set of spanning trees are replaced by the bases of any matroid. The reader may note that since the definition of the Two Cost Spanning Tree is not symmetric in the two weight functions, the \((1, 1 + \epsilon)\) approximation does not imply a \((1 + \epsilon, 1)\) approximation for the constrained minimum spanning tree problem. Indeed the the running time becomes pseudo polynomial ([MRSG98]).

Let \( G' = (V, E') \) be a multi-graph obtained from \( G \), where \( E' \) is the set of edges that two copies of an edge \( e \in G \) with weights \( h_e \) and \( l_e \) respectively. The edges \( h_e \) have cost \( c_e \) and edges \( l_e \) have costs 0, for each \( e \in E' \). It is easy to see that multi-graph \( G' \) retains the properties of a graphic matroid. So we run the algorithm by [RG96] on the multi-graph \( G' \) with the budget constraint \( B \). The output of [RG96] is a tree \( T \) such that \( l(T) \geq l(T^*) \). Note that \( T \) is composed of of a forest of high valued edges \( h_e, F_1 \), and a forest of low valued edges \( l_e, F_2 \). We must have \( c(F_1) \leq (1 + \epsilon)B \) and \( c(F_2) = 0 \). To make the forest \( F_1 \) feasible within the budget \( B \), we sample the edges in \( F_1 \) randomly with probability \( \frac{1}{1+\epsilon^2} \). That is, with probability \( \frac{1}{1+\epsilon^2} \) we retain the high valued edge \( h_e \in F_1 \) otherwise we pick the low valued copy of the edge i.e \( l_e \). We denote this randomly sampled subset of edges (which is a forest) \( F_1' \). As \( \mathbb{E}(l(F_1')) = \frac{1}{1+\epsilon^2}l(F_1) \) and \( \mathbb{E}(c(F_1')) \leq \frac{1}{1+\epsilon}B \), we take the union of the two forests \( F_1' \) and \( F_2 \) that forms a tree \( T' \), since the edges are in 1-1 correspondence.
with $T$. Then

$$
\mathbb{E}(l(T')) = \mathbb{E}(l(F_1')) + l(F_2) = \frac{1}{(1+\epsilon)^2}l(F_1) + l(F_2) \geq \frac{1}{(1+\epsilon)^2}(l(F_1) + l(F_2)) = \frac{1}{(1+\epsilon)^2}l(T)
$$

Hence, we have

$$
\mathbb{E}(l(T')) \geq \frac{1}{(1+\epsilon)^2}l(T^*) \quad (1)
$$

$$
\mathbb{E}(c(T')) \leq \frac{1}{(1+\epsilon)}B \quad (2)
$$

We have shown that our algorithm returns a spanning tree whose expected cost is feasible and has expected length at least $\frac{1}{(1+\epsilon)^2}$ times the optimum. We shall claim the following result.

**Theorem 4** Given an undirected graph $G = (V,E)$, an error parameter $\epsilon$ and a confidence parameter $\delta$, the algorithm of section 2.2 returns a spanning tree $T'$ which is feasible within the budget $B$, such that

$$
\mathbb{P}[l(T') \geq (1-\epsilon)l(T^*) , c(T') \leq B] \geq 1 - \delta,
$$

in time polynomial in $|V| = n$, $|E| = m$, $\frac{1}{\epsilon}$ and $\log(\frac{1}{\delta})$.

**Proof:** It suffices to achieve the above with $\delta = c$, where $c < 1$ is any arbitrary constant. The error probability can be later boosted to the given $\delta$ by performing $O(\log \frac{1}{\delta})$ trials with error probability $c$ and taking the median.

Now to run the algorithm in section 2.2 let us choose $\epsilon'$ (note that $\epsilon'$ is the parameter of the algorithm in [RG96] and $\epsilon$ is the desired error guarantee) such that $1 - \epsilon = (1 - \epsilon')^2$. Therefore,

$$
l(T') \leq (1 - \epsilon)l(T^*)
$$

$$
\Leftrightarrow l(T') \leq (1 - \epsilon')^2\mu(1 + \epsilon')^2\text{(where } \mu = \mathbb{E}(l(T'))\text{)}
$$

$$
\Leftrightarrow l(T') \leq (1 - \epsilon^2)\mu \leq (1 - \epsilon^2)\mu
$$

The first implication follows from Equation 1 in section 2.2. Therefore,

$$
\mathbb{P}[l(T') \leq (1-\epsilon)l(T^*)] \leq \mathbb{P}[l(T') \leq (1-\epsilon^2)\mu] \leq \exp(-\frac{\epsilon^4\mu}{3}) \leq \exp(-\frac{\epsilon^4\frac{1}{(1+\epsilon)^2}l(T^*)}{3})
$$

The second inequality follows from Chernoff bounds and the third inequality from Equation 1. If $\exp(-\frac{\epsilon^4\frac{1}{(1+\epsilon)^2}l(T^*)}{3}) < \exp(-1)$ then $\mathbb{P}[l(T') \leq (1-\epsilon)l(T^*)] < \frac{1}{e}$. If $l(T^*) > \frac{3(1+\epsilon)^2}{\epsilon^2} = s$, we are done, otherwise, we can scale the edge lengths according to the following technical Lemma.

**Lemma 5** The edge lengths of the graph can be additively scaled by $\frac{s}{n}$ while preserving the $(1-\epsilon)$ approximation guarantee.
2.2 returns a spanning tree $l(T^*)$ to be at least $\frac{3(1+\epsilon')^2}{\epsilon'^4} = s$. So we add $\frac{s}{n}$ to each edge (both $l_e$ and $h_e$) of the graph. This ensures that $l(T^*)$ is at least $s$. Therefore, for the desired error guarantee $\epsilon$, we have,

$$l(T') + (s/n)n \geq (1-\epsilon)[l(T^*) + (s/n)n]$$

$\iff l(T') + s \geq (1-\epsilon)(l(T^*) + s)$

$\iff l(T') \geq (1-\epsilon)l(T^*) - s\epsilon \geq (1-\epsilon)l(T^*) - \epsilon l(T^*) = (1-2\epsilon)l(T^*)$

The last inequality follows from $l(T^*) \geq s$. By choosing $\epsilon' = \epsilon/2$ we obtain the desired error bound, i.e.,

$$\Pr[l(T') \leq (1-\epsilon')l(T^*)] = c_1 < \frac{1}{\epsilon} \quad (3)$$

Using $\mu = \mathbb{E}[c(T')]$ and Equation 2

$$\Pr[c(T') \geq B] \leq \Pr[c(T') \geq (1+\epsilon')\mu] \leq \exp(-\frac{\epsilon'^2\mu}{3})$$

The second inequality follows from Chernoff bounds. Again if $\exp(-\frac{\epsilon'^2\mu}{3}) < \exp(-1)$, then $\Pr[c(T') \geq B] < \frac{1}{2}$. Since $\mathbb{E}(c(T')) = \mu > \frac{3}{2^2}$ can be achieved by scaling the edge costs $c_e$ for each $h_e \in E$ along with the budget $B$. Note that $l_e$’s continue to have 0 weights unlike the construction in Lemma 5. However, the basic argument can be extended by considering only the edge set of $h_e$.

$$\Pr[c(T') \geq B] = c_2 < \frac{1}{\epsilon}. \quad (4)$$

The polynomial running time follow from the PTAS for bi-criterion spanning tree given by [RG96]. From Equations 3 and 4

$$\Pr[l(T') \geq (1-\epsilon)l(T^*) , c(T') \leq B] \geq 1 - c, \quad (c = c_1 + c_2).$$

This concludes the proof of Theorem 4.

**Corollary 6** Given an undirected graph $G = (V, E)$ an error parameter $\epsilon$ the algorithm of section 2.2 returns a spanning tree $T'$ which is feasible within the budget $B$, such that

$$\Pr[l(T') \geq (1-\epsilon)l(T^*) , c(T') \leq B] \geq 1 - \frac{1}{n},$$

in time polynomial in $|V| = n$, $|E| = m$ and $\frac{1}{\epsilon}$.

### 2.3 Further extensions

We now consider a more general version of the problem, where the edge lengths $l_e$ instead of admitting only a single improvement $h_e$, can have multiple stages of improvement. That is for each $i \in [m]$, where $m$ is the number of edges, we are given improved lengths $l_{i,1} \leq \cdots \leq l_{i,j(i)}$ with increasing improvement costs $c_{i,1} \leq \cdots \leq c_{i,j(i)}$. The lengths $l_{i,0}$ has cost $c_{i,0} = 0$ for each $i \in [m]$. The algorithm in section 2.2 can be extended to accommodate the multiple improvements in edge lengths. This is possible as each edge $i \in [m]$ in the multi-graph, that we constructed in section 2.2, can have $j(i)$ copies with respective costs $c_{i,1}, \cdots, c_{i,j(i)}$. Again, [RG96] would build a tree composing of two forests of improved and non-improved edge lengths. And then the improved
edge length forest can be sampled as in section 2.2 to ensure feasibility within the budget \( B \). Approximation guarantees similar to the single stage improvement can be proved along similar lines.

**Remark** Our multistage improvement extend beyond the 0/1 upgradation model of \( \text{KNM}+97 \) but it doesn’t directly yield results for the integral or the rational upgrade model of \( \text{KNM}+97 \). However, we can approximate the rational model to within any inverse polynomial by choosing a polynomial number of parallel edges.

Due to the equivalence of maximum weight base and minimum cost base over a matroid, the results and analysis done in this section would also hold for the minimization version.

3 FPTAS for WILDAG

Given a DAG, \( G = (V,E) \), having \( n \) vertices and \( m \) edges with edge lengths \( l_i, i \in [m] \) where \( [m] := \{1, ..., m\} \). Let \( \text{LDAG}(l,s,t) \) denote the problem of finding the longest \( s-t \) path in \( G \), for a given source \( s \) and a sink \( t \). An instance of the Weight-Improvable-Longest-Path-in-DAG is given by the same set of vertices \( [n] \), and edges \( [m] \) with edge-lengths \( l_i, i \in [m] \), source \( s \) and sink \( t \). Additionally, we are given the improved edge weights \( h_i \) for all \( i \in [m] \), along with corresponding improvement costs \( q_i \) and an improvement budget \( B \). A problem instance of Weight-Improvable-Longest-Path-in-DAG is denoted by \( \text{WILDAG}(l,h,q,B,s,t) \). The optimum solution is denoted by \( \text{WILDAG}^*(l,h,q,B,s,t) \).

**Theorem 7** The Weight Improvable Longest path problem in DAG is NP-hard.

**Proof:** The Knapsack problem is also polynomial time reducible to the WILDAG problem using a construction similar to Figure 1. The two directed edges have associated tuples \((\text{weight, cost})\) as \((0,0)\) and \((p_e, c_e)\) respectively where the knapsack problem is given by

\[
\max \sum_e p_e x_e \quad \text{s.t.} \quad \sum_e c_e \leq B
\]

Here \( B \) is the budget for improvement. \( \square \)

3.1 A pseudo-polynomial algorithm for WILDAG

We can observe that if the query costs \( q_i \) for all \( i \in [m] \) are uniform, say \( q \), then the query costs and improvement budget \( B \) can be accordingly scaled, so that the improvement budget is basically the number of improvements allowed, say \( b \). Also note that since \( G \) is a DAG, the longest \( s-t \) path can have at most \( n-1 \) edges. Therefore \( b \geq n-1 \) is as good as infinite budget, so the interesting case is only when \( b < n-1 \).

We now give a dynamic programming formulation for WILDAG with uniform query costs. Let \( T = \langle v_1, ..., v_n \rangle \) be a topological ordering of the vertices of the DAG \( G \). Without loss of generality let us assume \( v_1 = s \) and \( v_n = t \). Let \( L(v_i, q) \) denote the length of the longest \( v_i-t \) path using the vertices \( \{v_i, v_{i+1}, ..., t\} \) and at most \( q \) improved edge-weights.

\[
L(v_i, q) = \max_{j:(i,j) \in E} \text{max} \{L(v_j, q + l_{e=(i,j)}), L(v_j, q - 1) + h_{e=(i,j)}\}
\]

This can be seen as follows. Let \( S \subseteq T \) denote the set of vertices from which the longest path to \( t \) using at most \( q \) improved edges is known. The invariant for Equation 5 is that for each vertex \( v \in S \), the length of the longest path from \( v \) to \( t \) using at most \( q \) improved edges is known. Thus the proof of correctness of 5 follows from the induction on size of \( S \). Hence the longest path from \( s \) to \( t \)
The correctness of the algorithm in Figure 2 follows from the correctness of recurrence Equation 6.

The algorithm is presented below in Figure 2, and we prove the correctness in 3.1.1.

Let \( S \) denote the set of vertices, such that the minimum improvement cost incurred on paths of length \( w \) from each vertex in \( S \) to \( t \) is known. Maintaining this invariant and inducting over the size of \( S \) gives the correctness of the minimum improvement budget used such that the path

**Lemma 8** The dynamic programming algorithm takes \( O(n^3) \) time.

**Proof:** Each entry in the table can be computed in \( O(n) \) time. The number of vertices in the DAG \( G \) is \( n \) and the number of improvements allowed is at most \( n - 2 \). Hence the result follows.

Now let us consider that the improvement costs \( q_e \) for all \( e \in E \) that may not be uniform, and the improvement budget is \( B \). We propose the following dynamic programming formulation. Let \( L(v_i, w) \) denote the minimum improvement budget used such that the path from \( v_i \) to \( t \) using only the vertices \( \{v_i, v_{i+1}, \ldots, t\} \) has length \( w \). Let \( W = \max_h \), then \( nW \) is a trivial upper bound on the length of the longest \( s - t \) path in the DAG \( G \). The dynamic programming recurrence follows along the lines of Equation 5:

\[
L(v_i, w) = \min_{j \in \{i, j\}} \min_{(i, j) \in E} \{L(v_j, w - h_{e=(i, j)}) + q_{e, L(v_j, w - l_{e=(i, j)})}\}
\]

Use the base cases as \( L(t, w) = \infty \) for all \( w > 0 \), \( L(v_i, x) = \infty \) for all \( i \in [n] \) and \( x < 0 \), and \( L(t, 0) = 0 \).

The algorithm is presented below in Figure 2, and we prove the correctness in 3.1.1.

**Algorithm NonUni-Cost-Imp-DAG**

- **Input:** DAG \( G \),
  - the topological ordering of the DAG \( G \) i.e., \( T = < v_1, \ldots, v_n > \)
  - the improvement budget \( B \)
  - the matrix of the improvement costs \( \bar{q} = [q_1, \ldots, q_m]^T \)
  - the matrix of original edge weights \( \bar{l} = [l_1, \ldots, l_m]^T \)
  - the matrix of improved edge weights \( \bar{h} = [h_1, \ldots, h_m]^T \)

- **Output:** the length of the longest \( s - t \) path spending at most budget \( B \) on improved edge-weights

Create the table \( L = n \times nW \); \( L(t, w) = \infty \) for all \( w > 0 \), \( L(v_i, x) = \infty \) for all \( i \in [n] \) and \( x < 0 \), and \( L(t, 0) = 0 \);

for \( v_i = v_1, \ldots, v_n \) do
  for \( w = 0, \ldots, nW \) do
    \( L(v_i, w) \) = according to Equation 6
  end for
end for

return \( \arg \max_{w} \{L(s, w) \leq B\} \);

Figure 2: A pseudo polynomial time algorithm for WILDAG with non uniform query costs

3.1.1 Correctness and Running Time

The correctness of the algorithm in Figure 2 follows from the correctness of recurrence Equation 6. Let \( S \subseteq T \) denote the set of vertices, such that the minimum improvement cost incurred on paths of length \( w \) from each vertex in \( S \) to \( t \) is known. Maintaining this invariant and inducting over the size of \( S \) gives the correctness of the minimum improvement budget used such that the path
from $s$ to $t$ has length $w$ is either incurring a cost $q_e$ by taking the higher valued edge $h_e$ to $v_i$ and then incurring the minimum improvement budget such that the path from $v_i$ to $t$ (using vertices \{v_i, \cdots, t\} in the topological ordering $T$) has length $w - h_e$, or not incurring any cost by taking the lower valued edge $l_e$ to $v_i$ and then incurring the minimum improvement budget such that the path from $v_i$ to $t$ has length $w - l_e$, and minimizing over all neighbors $v_i$ of $s$. So, the length of the longest path form $s$ to $t$ is the largest $w$ over all $s-t$ paths of length $w$ such that the minimum improvement budget for the path is at most $B$.

**Lemma 9** The algorithm in Figure 2 takes $O(n^3W)$ time.

**Proof:** Each entry in the table can be computed in $O(n)$ time. The number of vertices in the DAG $G$ is $n$ and the upper bound on the length of the longest $s-t$ path is $nW$. Hence the result follows.

**Remark** For uniform cost, i.e., $q_e = 1$, we can rewrite the dynamic programming in terms of budget to obtain a polynomial time algorithm.

### 3.2 A FPTAS for WILDAG

Next, by scaling the lengths, we convert the previous pseudo polynomial time algorithm (in Figure 2) into an efficient version by compromising with an approximation factor in the objective of attaining the longest length $s-t$ path. Using $W = O(n/\epsilon)$, the running time of the algorithm in Figure 2 is $O(n^3 \frac{n}{\epsilon})$, which is similar to the classic FPTAS for Knapsack [Vaz01]. Thus the theorem follows.

**Theorem 10** The dynamic programming algorithm for WILDAG (Figure 3) with non uniform improvement costs returns a solution with objective value at least $(1 - \epsilon) \text{WILDAG}^*$ in $O(n^4 \frac{n}{\epsilon})$ time.

**Remark** In this section we have considered the problem of Weight Improvable Longest Path in a DAG but similar dynamic programming formulation extends to the problem of Weight Improvable Shortest Path in a DAG.

### 4 Concluding Remarks

It remains an open question if we can design a polynomial time algorithm for the uniform cost improvement version of the constrained MST. Further, it would be interesting to extend our techniques so that we can handle even continuous improvements on edge weights, more specifically, like the rational update model in [KNM+97].
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