Automatic segmentation of the musculoskeletal system in pediatric magnetic resonance (MR) images is a challenging but crucial task for morphological evaluation in clinical practice. We propose a deep learning-based regularized segmentation method for multi-structure bone delineation in MR images, designed to overcome the inherent scarcity and heterogeneity of pediatric data. Based on a newly devised shape code discriminator, our adversarial regularization scheme enforces the deep network to follow a learnt shape representation of the anatomy. The novel shape priors based adversarial regularization (SPAR) exploits latent shape codes arising from ground truth and predicted masks to guide the segmentation network towards more consistent and plausible predictions. Our contribution is compared to state-of-the-art regularization methods on two pediatric musculoskeletal imaging datasets from ankle and shoulder joints.
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1. INTRODUCTION

Semantic segmentation aims at partitioning an image into meaningful objects by localizing and extracting their boundaries. In the context of medical imaging, segmentation allows the generation of 3D models of anatomical structures which are then used to guide clinical decisions. For musculoskeletal analysis, it is essential to obtain the 3D shape of bones and muscles from MR images, as this information helps clinicians to diagnose pathologies, assess disease progression, monitor the effects of treatment or plan therapeutic interventions. While being the current standard for pediatric MR image delineation, manual segmentation poses limitations as it is laborious, tedious and subject to intra- and inter-observer variability. Thus, the use of 3D shape of bones and muscles as biomarkers is currently limited. Therefore, the development of robust and fully-automated segmentation techniques could benefit clinicians by reducing the analysis time and improving the reliability of morphological evaluation [1].

Due to its promising performance, deep learning has recently become the predominant methodology for medical image analysis. The U-Net architecture [2] is now considered as the baseline approach in the medical image segmentation community. Thus, U-Net has already been applied for segmenting pediatric musculoskeletal structures such as shoulder muscles [3] or ankle and shoulder bones [4]. However, the development of automatic and reliable segmentation methods is hindered by the scarcity of medical imaging databases which is even more challenging for pediatric data. In the context of pathological pediatric examinations, the accuracy of multi-structure delineations is primordial in order to assess morphological changes which have a debilitating impact on child’s growth [5]. Hence, developing segmentation techniques with enhanced accuracy and generalization abilities on small pediatric datasets is highly desirable.

Recent works focus on integrating regularization within neural networks through additional terms to the loss function to achieve higher generalizability. In the context of deep learning-based segmentation, regularization strategies can arise from different prior information: adversarial scheme [6], shape priors [7] or topological information [8]. Inspired by image-to-image translation, adversarial regularization aims at improving the plausibility of predicted segmentation masks. Alternatively, shape priors based regularization enforces the segmentation outputs to follow a learnt shape representation of the anatomy whereas topological regularization imposes output masks to comply with specified topological features.

We proposed a new regularization scheme based on a non-linear shape representation learnt by an auto-encoder and a newly designed shape code discriminator trained in an adversarial fashion against the segmentation network. Our shape priors based adversarial contribution encouraged the segmentation network to follow global anatomical properties of the shape representation by guiding prediction masks closer to ground truth segmentation in latent shape space. We illustrated the effectiveness of our proposed approach for multi-bone segmentation on two scarce and heterogeneous pediatric musculoskeletal MR imaging datasets.
whose weights are learnt by optimizing the loss function $\ell$ entropy loss. The segmentation network exploits cross-entropy loss $\ell_{CE}$ and shape priors based adversarial regularization $\ell_{SPAR}$.

2. METHOD

2.1. Baseline segmentation model

Let $x$ be a greyscale image and $y$ the corresponding image of class labels. The mapping between intensities and class label images is approximated by a neural network $S : x \mapsto S(x)$ whose weights are learnt by optimizing the loss function $\ell_S$. Let $\hat{y} = S(x)$ be the estimate of $y$ having observed $x$ and $C$ the number of segmentation classes. We employed a categorical cross-entropy loss $\ell_{CE}(\hat{y}, y) = -\sum_{c=1}^{C} y_c \log(\hat{y}_c)$ to train the segmentation model through back-propagation.

The architecture of $S$ was based on UNet [2]: a convolutional encoder-decoder with skip connections. Network layers were composed of a set of convolutional filters, batch normalization (BN), ReLU activation function, max-pooling and deconvolutional filters. A final softmax activation layer provided the predicted segmentation mask.

2.2. Learning shape priors

Due to the constrained nature of anatomical structures in medical images, one can learn a compact representation of the anatomy arising from ground truth segmentation masks using an auto-encoder [7]. An auto-encoder is composed of two sub-networks: an encoder $F : y \mapsto F(y)$ which produces a latent representation of the input, and a decoder $G : F(y) \mapsto G(F(y))$ which reconstructs the original data. The training procedure encourages the auto-encoder to reconstruct its input by optimizing the categorical cross-entropy between input and output $\ell_{CE}(G(F(y)), y)$. Consequently, the auto-encoder learned a non-linear compact representation of the shape, as the latent space was of lower dimensionality than the data space. Following the auto-encoder optimization, we employed the encoder $F$ with fixed weights to obtain the latent representation of both ground truth $y$ and predicted $\hat{y}$ masks. The shape encoder $F$ was composed of a set of convolutional layers, BN, ReLU activation and max-pooling layers. In the following, we note $z = F(y)$ and $\hat{z} = F(\hat{y})$ the latent shape codes arising from ground truth and estimated masks.

2.3. Shape priors based adversarial regularization (SPAR)

In the context of medical image segmentation, a discriminator typically assesses the plausibility of a given segmentation mask. Thus, incorporating an adversarial regularization in the segmentation network optimization step, the shape code arising from segmentation masks itself as usually done [4]. Specifically, we proposed to adopt an adversarial training procedure similar to [9], which encourages the predicted latent codes to be close to ground truth ones in the low dimensional shape space. Hence, the network learns to produce segmentation masks that match the learnt non-linear shape representation. Our approach is akin to [7] which minimizes the Euclidean distance between predicted and ground truth latent codes.

We designed a novel shape code discriminator $D : z \mapsto \{0, 1\}$ which assess if an input latent shape code $z$ corresponds to a synthetic or real delineation mask. The architecture of such discriminator consisted of a succession of convolutional filters with $1 \times 1$ kernel to reduce the feature dimensionality, followed by BN, max-pooling and ReLU (Fig 1). The number of features as well as the spatial dimensions were halved by two after each layer and a final sigmoid activation layer computed the likelihood of $z$ being fake (0) or real (1).

The training scheme optimized the shape code discriminator and segmentation network alternatively. The shape code discriminator was trained to differentiate latent codes using binary cross-entropy $\ell_D = -\log(1 - D(z)) - \log(D(z))$. At the segmentation network optimization step, the shape code discriminator computed the shape priors based adversarial regularization term $\ell_{SPAR}(\hat{y}) = -\log(D(F(\hat{y})))$ which represented the probability that the network considered the generated shape codes to be ground truth latent codes. Thus, the segmentation training strategy was modified as follows: $\ell_S = \ell_{CE}(\hat{y}, y) + \lambda \ell_{SPAR}(\hat{y})$ with $\lambda$ a weighting hyperparameter. The optimization of $\ell_{SPAR}$ enforced $S$ to fool the discriminator and generate delineations whose latent representation was close to the ground truth shape representation.

3. EXPERIMENTS

3.1. Imaging datasets

Experiments were conducted on two pediatric datasets previously acquired using a 3T Philips scanner [4]. The two MR
images datasets were independently acquired on two musculoskeletal joints (ankle, shoulder) from a cohort of 17 and 15 pediatric patients. An expert (12 years of experience) annotated images to get ground truth contours of calcaneus, talus and tibia for ankle, as well as scapula and humerus for shoulder. All axial slices were downsampled to 256 × 256 pixels.

3.2. Implementation details

We compared the proposed shape priors based adversarial regularization method (SPAR in Fig[1]) with baseline UNet (Base. UNet) [2], adversarial regularization (Adv. Reg.) [6] and shape priors based regularization (Sh. Reg.) [7]. For all methods, the backbone UNet architecture and all training hyper-parameters remained the same. All networks were trained from scratch with randomly initialized weights.

In the first stage of our training scheme, an auto-encoder was trained using an Adam optimizer with 1e-2 as learning rate. As a second step, both UNet and shape code discriminator were optimized alternatively at each batch. We used Adam optimizer with 1e-4 as learning rate and a regularization weighting factor of $\lambda = 1e-2$. All networks were trained on 2D slices for 10 epochs with a batch size of 32 and extensive data augmentation including random scaling, rotation and shifting. We implemented deep learning models in Keras using a Nvidia RTX 2080 Ti GPU with 12 GB of RAM.

After inference, the predicted 2D masks were stacked into a 3D volume. For each bone, we used connected component analysis to eliminate some of the model outputs and applied 3D morphological closing to smooth the contours.

The performance of each method was evaluated based on the similarity between 3D predicted and ground truth masks. We computed Dice coefficient, relative absolute volume difference (RAVD), average symmetric surface distance (ASSD) and maximum symmetric surface distance (MSSD) metrics for each bone and reported the average scores. All the metrics were determined in a leave-one-out manner.

Table 1: Quantitative assessment of UNet regularization methods: baseline UNet [2], adversarial regularization [6], shape priors based regularization [7] and the proposed shape priors based adversarial regularization on ankle and shoulder datasets. Metrics include Dice, RAVD (%), ASSD and MSSD (mm). Best results are in bold.

3.3. Results

From the quantitative results (Tab[1]), our method achieved competitive results compared to state-of-the-art on both datasets. On ankle dataset, our approach ranked best in Dice (92.7%), RAVD (8.0%), ASSD (0.8mm) and MSSD (8.1mm) metrics. For shoulder dataset, our method outperformed other approaches in RAVD (13.6%) while remaining second best in Dice (0.3% lower than the best) and ASSD (0.3mm higher than the best). We suspected that the high variability observed in shoulder results was due to the poor quality of two outlier examinations. The visual comparisons (Fig[2]) provided the evidence of gradual improvements in segmentation quality of the regularized methods over baseline UNet. We wanted to report statistical significance tests to compare the performance of the employed methods but the required sample size determined using a power analysis (with typical statistical power $\beta = 0.8$) was larger than our available datasets.

3.4. Convergence in latent shape space

We compared the convergence in latent shape space of the shape priors based regularization [7] and our proposed shape priors based adversarial regularization. The latent representa-
Fig. 3: Visualization of the convergence in latent space of the shape priors based regularization and the proposed shape priors based adversarial regularization methods on the ankle dataset. This visualization was obtained using the t-SNE algorithm in which each colored dot corresponds to a 2D binary mask (ground truth or prediction) of one of the three structures of interest (calcaneus, talus and tibia).

4. CONCLUSION

This study presented a deep-learning based regularization scheme with promising results for the task of multi-structure bone segmentation in MR images. Based on a non-linear representation of the shape, the proposed strategy exploited a shape code discriminator to enforce globally consistent shape predictions. Future work is aimed at integrating muscles into the segmentation framework, which could help better analyse bone-muscle interactions during child development.
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