Size matters? Or not: A/B testing with limited sample in automotive embedded software
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Abstract—A/B testing is gaining attention in the automotive sector as a promising tool to measure causal effects from software changes. Different from the web-facing businesses, where A/B testing has been well-established, the automotive domain often suffers from limited eligible users to participate in online experiments. To address this shortcoming, we present a method for designing balanced control and treatment groups so that sound conclusions can be drawn from experiments with considerably small sample sizes. While the Balance Match Weighted method has been used in other domains such as medicine, this is the first paper to apply and evaluate it in the context of software development. Furthermore, we describe the Balance Match Weighted method in detail and we conduct a case study together with an automotive manufacturer to apply the group design method in a fleet of vehicles. Finally, we present our case study in the automotive software engineering domain, as well as a discussion on the benefits and limitations of the A/B group design method.

Index Terms—A/B Testing, Automotive Software, Data-Driven Software Development, Experiment Design

I. INTRODUCTION

A/B testing, or A/B experimentation, is an online experimentation technique for evaluating causal effects from software changes [1], [2]. In recent years, there is an increasing interest in adopting A/B testing in the automotive software businesses as it is considered an important tool for product development [3], [4].

As an online experimentation method, A/B testing relies on large sample sizes that are not always available in the automotive business. With hundreds of millions of users, challenges in increasing sample size were experienced in the web domain as reported by [1] and [2]. In the automotive domain, the available users to experiment with are notably more limited by orders of magnitude comparing to the web domain. Since the most popular vehicles are sold in the ballpark of one hundred thousand units annually, with an average model sold in the range of tens of thousand units, and almost all vehicle models have local versions in their perspective sales markets. Moreover, we would want to experiment with a fraction of the total population of vehicles. For instance, our experiments often only involve a particular model of a sedan with a specific electrical machine in Northern Europe, which further reduces the available sample sizes. Thus, obtaining larger samples in automotive A/B testing is often unrealistic.

Two problems that occur from the use of experimentation with limited and small samples is the presence of random imbalance, i.e., the experimental groups are not compared prior to the experiment, and metric sensitiveness due to limited experimental power. Methods such as the CUPED (Controlled-experiment Using Pre-Experiment Data) and stratification [1], [2] are used in the web domain to increase the detection of changes within low sensitive metrics, i.e. metrics with high variance, however, they still require large sample sizes. Moreover, these methods are commonly used only with a single covariate and cannot be used interchangeably with numerical and discrete covariates. Re-randomisation and seed selection are often a potential solution to random imbalance, but it can increase the time to conduct an experiment and they are not guaranteed to provide balanced groups if there are changes in the design of different experiments. Research literature on A/B testing, experimentation in the software domain and in the automotive software development does not provide clear guidance on how to conduct experiments with low sample size and potentially imbalanced groups. Inspired by recent developments in the area of medicine and clinical trials, in this paper, we present a case study in automotive software utilising the Balance Match Weighted method [5] to create an experimental design that minimises group variance by balancing the control and the treatment groups with similar observed features (or, covariates). The design is guaranteed to provide maximum balance among the covariates and the analysis takes into account the covariates to reduce metric
reduce variance on experiments such as stratified sampling lead to an increase in the variance of the metrics. This increase the best seeds to find the best-balanced groups [8].

The contribution of this paper is three-fold. First, we present the Balance Match Weighted method to design experiments in detail. While this design has been used in other areas of science, this is the first paper to apply it to experimental design in software development and in A/B testing. Second, we provide a case study, in the automotive domain, of the Balance Match Weighted design. With this design, we are able to draw valid conclusions from the experiment with significantly lower sample sizes compared to the randomised field experiments usually conducted in the web domain. Third, we discuss the advantages and limitations of the Balance Match Weighted in the design of experiments in the automotive domain.

The rest of this paper is arranged as follows. In Section II we present background and related work. Our research method is reported in Section III. We describe the Balance Match Weighted design in detail in Section IV. The results from our empirical validation case study are presented in Section V. The discussion and conclusion are shown in Sections VI and VII respectively.

II. BACKGROUND

The two-group design, also called A/B testing, is an experimental design method [6], [7]. In this design, users are randomly assigned to different variants of the product, the control variant (the current system) and the treatment variant (the system with a modification). The users are randomly assigned to different variants, and, after a period, the instrumented metrics for each variation are statistically compared. One of the assumptions of this design is that if the users of each variant group are equally comparable, i.e., the only systematic difference between them is the introduced software variant. If this assumption holds, the research and development organisation can establish a causal relationship between the software modification and the differences observed in the metrics. Kohavi et al. [7] provide an in-depth discussion of common experimental design techniques used in online experiments.

Web-facing companies rely on randomisation and on a large number of users to ensure that the groups are comparable. However, due to the presence of random imbalance, even with large numbers randomisation is not guaranteed to produce comparable groups [8]. For instance, Bing used to re-randomise one out of four experiments due to random imbalance. Besides re-randomisation, Microsoft also utilises historical data to perform multiple A/A tests in order to find the best seeds to find the best-balanced groups [8].

A large number of diverse users in each experimental group lead to an increase in the variance of the metrics. This increase in the variance leads to less sensitive metrics [9]. Research on A/B testing has provided different statistical methods to reduce variance on experiments such as stratified sampling and the CUPED method (Controlled experiment Using Pre-Experiment Data) [1], [2]. The CUPED method is similar to using control covariates in a regression. This method utilises pre-experiment data to identify covariates that can reduce the variance in the estimation and compensates for it in the average treatment effect.

Our proposed approach using the Balanced Matched Weight method addresses both the balance of the groups in small samples as well as reduces the variance in the metrics. It requires pre-experiment data to identify the features (or covariates) to balance the groups and utilises these features in a regression framework to reduce the variance of the metrics similarly to the CUPED method.

III. RESEARCH METHOD

The objective of this study is to explore and validate A/B group design with the Balance Match Weighted method, in order to effectively A/B test with limited samples in the automotive domain. We employ a case study method to empirically explore the A/B group design method in an automotive company, following guidelines from [10] and [11].

This study is part of a larger research collaboration between several automotive companies aiming to introduce A/B testing at scale. As a first step to adopt A/B testing, the study company has deployed fleets of vehicles driven by internal users as testbeds for developing software architectural solutions, data analytic tools, and so on. Furthermore, as already identified in previous research [4], [12], [13] one of the limitations of A/B testing in automotive companies is the smaller sample size. In this context, the goal of this research is to identify techniques and experimental design methods aimed at inference with small samples.

Within medicine, experimental design minimisation techniques are widely used for small samples experiments [5], [14], and for experimental designs where there is prior information regarding the user characteristics and large variances between the users [15]. the Balance Match Weighted yields good variance reduction by balancing the groups compared to full randomised experiments.

This paper investigates the use of the Balance Match Weighted for experimental design in the automotive domain. This is captured by the following research questions:

**RQ1:** How can we apply Balance Match Weighted design for the partition of A/B groups in the automotive domain?

**RQ2:** What are the advantages and limitations of the Balance Match Weighted design in the automotive domain?

To address these research questions, we conduct a case study with an automotive company. The case study company is an automotive manufacturer. Their business includes the design, development, and manufacturing of passenger vehicles. We chose to utilise a case study method for the following reasons. First, A/B testing is not yet an adopted practice in the embedded system domain to the best of our knowledge, thus there is a lack of literature and empirical data. Second, a well-designed case study allows us to empirically validate the
method in an automotive context, and it allows us to analyse the advantages of the design in its intended applications.

A. Data collection

In our research, we take advantage of the resources in the case study company and utilise two main sources of data collection. First, we actively worked with a software development team in situ for a period of six months. This development team consists of 34 members, their roles include software engineer, product owner, data scientist, etc. The team focuses on software solutions for vehicle energy management and optimisation. At least one of the authors participated in every project meeting, workshop, and discussions during the entire period, and provided inputs in relation to A/B testing. We collected meeting notes and design documentation.

The second source of our data collection is quantitative. From October 2020 to March 2021, we collect measurements from a fleet of 28 cars leased to employees of the case study company. The vehicles are commissioned for acquiring immediate user feedback of novel functionalities and they are driven as regular private vehicles. We instrument the vehicles with software that actively measures 51 signals through vehicle on-board sensors. The raw measurements are sent off-board and are permanently stored, and the research group is granted full access to the database.

B. Validity considerations

In this subsection, we present the threats to validity in our case study and how the threats are mitigated.

1) Internal validity: The propensity score model in the design method makes a strong ignobility assumption, which assumes that the effect on the target variable from the unobserved variables is minimum. Since our case study is designed around existing software, the observed variables are defined prior to the study. This implies that some co-creating variables might not be observed. No special action is taken to mitigate this risk as the ignobility assumption should be considered as an inherent limitation of the design method.

The quantitative trip data collection was done during a twenty-week period. We raised concerns on if an usage pattern can be established during a relativity short period. We mitigate this risk in two ways. First, after analysing the data, we have discovered that on the aggregated level, data from over 13,000 valid trips were collected and they are collected from a total of 205,000 kilometres driven distance. On average, each vehicle has made more than 250 trips during the period. Second, we have observed that the usage pattern of each individual vehicle does not differ drastically from week to week. Therefore, we consider the number of trip samples sufficient and we assume the seasonality effects in this fleet are low.

2) External validity: In this case study, we have applied the experiment design method to one software developed by one automotive company. We recognise the limitations of the approach and our findings might not be applicable to the entire automotive domain. However, we believe the design method can be adapted to run A/B experiments on similar software developed by other automotive manufacturers, as we demonstrated the design method using quantitative usage data that is arguably independent of the vehicle manufacturer.

IV. THE BALANCE MATCH WEIGHTED DESIGN

This section provides a detailed description of the theoretical background of the Balance Match Weighted design method.

The Balance Match Weighted design is an extension to the propensity score matching method [16], proposed by Xu and Kalbfleisch [5]. In the original literature, the Balance Match Weighted design was used to select balanced groups for controlled experiments for medical research. Similar to some medical applications, A/B experimentation in software testing is not a traditionally controlled experiment, i.e., we cannot manipulate the boundary conditions of when and how the software is used. As a result, the measured treatment effects could be caused by other variables rather than the treatment itself. These variables could also result in a large variation in the measured treatment response, thus making treatment effects undetectable.

Prior to the experiment, when treatment has not been applied and the outcome is not known, Balance Match Weighted can be used in pre-experiment data to select the participants for each experimental group [5], [15], [17]. After the experiments have been conducted, the covariates used in the Balance Match Weighted are used to reduce the variance in estimating the average treatment effect [14].

A. The Balance Match Weighted design

Consider an A/B experiment, where the sample size N is small. If the groups are partitioned at random, it is likely we produce unbalanced groups. As a result, the response measured in the target variable Y could have high variance and we risk inconclusive experiments.

Algorithm 1 The Balance Match Weighted method

Inputs: M repetitions, N total number of users participating in the experiment

1: Identify the relevant features X.
2: Randomise N/2 subjects in control (τ = 0) and another N/2 subjects in treatment (τ = 1) group.
3: while m < M do
4: From the identified features X, compute estimated propensity score distance δkm.
5: Perform greedy full matching based on the propensity score distance by minimizing Δkm = ∑n=0 δkm.
6: Record the triplet {Δkm, n|τ = 1, n|τ = 0}
7: end while
8: Select the control and treatment where Δkm is minimum.

The Balance Match Weighed design was formulated by Xu and Kalbfleisch, the purpose is to reduce the imbalance and to increase the precision of the estimated treatment effect [5]. Comparing to the literature, we make a slight modification to the matching process to satisfy our constraints. It is an iterative
process, described as the algorithm in Algorithm 1. In the following subsections, we discuss each step of the algorithm.

B. Feature selection

We use a network diagram to illustrate relationships in features, the target variable, and the treatment, as shown in Fig. 1. The shaded nodes are observed variables, the transparent node indicates if the sample is in the control or treatment group, and arrows indicate dependency.

Consider a set of \( i \) features, \( X = \{X_0, X_1, ..., X_i\} \), which are observed prior to the experiments. The observation is done for each individual subject sample \( n \) in the entire sample set \( N \in \{0, 1, ..., n\} \), and believed to be predictors to the target variable \( Y \). The changes in \( Y \) are dependent on \( X \). The target variable \( Y \) is also what the treatment \( \tau \) aims to influence. We use \( \tau \) as an indicator on whether the treatment is applied, \( \tau \in \{0, 1\} \). \( X \) is independent from \( \tau \). We consider cases when control and treatment groups are even. Treatment will be applied to \( N/2 \) samples, with another \( N/2 \) in the control group.

In a successful A/B experiment, the treatment effect is sufficient to detect and therefore the expectation of the target variable \( Y \) is, \( E(Y|X, \tau = 1) - E(Y|X, \tau = 0) \neq 0 \).

An important assumption made in the model is ignobility \([14],[16]\). That is, we assume unobserved features do not affect the target variable \( Y \). To satisfy this assumption, an optimal model includes all known features which correlate to the target variable only and not to the treatment \([13],[19]\). As shown in Fig. 1, there is no dependency in between features \( X \) and treatment \( \tau \). When the sample size \( N \) is small, including a large number of \( i \) features, might not be feasible \([14]\). In this case, a recommendation made by Rubin \([15]\) suggests to first include a small set of features known to be related to the target variable, perform the matching and experiments, then include more features if bias is high in the outcome. One should not include the target variable \( Y \) in the propensity score model.

C. Propensity score distance

After selecting features that are highly informative of the target variable, the next step is to calculate the propensity score. To compute the propensity score \( \rho \), we fit the input features \( X \) to a logistic regression, with indicating variable \( \tau = 0 \) for the control group and \( \tau = 1 \) for the treatment group.

We obtained the propensity score from the outcome of the logistic regression. The propensity score is a probability value that falls between 0 and 1. The individual propensity score distance for each subject \( n \) is defined as the absolute difference of propensity score in the control \((X|\tau = 0)\) and treatment \((X|\tau = 1)\) group,

\[
\delta_{kn} = |\rho_{n,\tau=0} - \rho_{n,\tau=1}|
\]

where,

\[
\rho_{\tau=1} = P(Z = 1|X_n) = \frac{e^{\beta_0 + \beta X}}{1 + e^{\beta_0 + \beta X}}
\]

and \( \beta \) are fitted coefficients for the linear logistic regression model, \( \beta_0 \) is the fitted intercept. The total propensity score distance for all subjects in the control and treatment group is defined as:

\[
\Delta k = \sum_{n=0}^{N/2} \delta_{kn}
\]

Prior to an A/B experiment, the treatment indicator \( \tau \) is unknown. Therefore, in the scenario of calculating propensity scores to design experiment groups before the treatment is applied, we randomise the control and the treatment groups as step 2 of the Balance Match Weighted method.

D. Greedy full matching

After computing the propensity scores, one should perform a matching of control and treatment groups. There are some commonly applied matching methods, including caliper matching, 1:1 nearest neighbour \([17]\) matching, and full matching \([5],[20]\).

In the existing literature proposing the Balance Match Weighted design, matching is achieved through the optimal full match \([20]\). Optimal full match makes replacement, meaning that one subject in the control group can be matched to multiple subjects in the treatment group. Furthermore, optimal full match allows discarding of subjects from the sample group, which is considered as a hard constraint in our case study for the following two reasons. First, our experiment subjects, the vehicles are costly to run without being included in the experiments. Second, since the matching is done prior to the experiment with an unknown treatment effect, we do not yet know the target variable but an expected outcome. Therefore, in the scenario of calculating propensity scores to design experiment groups before the treatment is applied, we randomise the control and the treatment groups as step 2 of the Balance Match Weighted method.
treatment groups. We perform the greedy matching without replacement as we assume all subjects are independent. This means that each subject in the control group can have only one corresponding subject in the treatment group.

E. The repetition parameter $M$

In the literature, Xu and Kalbfleisch [5] suggest the larger $M$ is, the better the results this design will obtain. We decide on the number of repetitions by running the design with increasing repetitions of resolution 10, that is $M \in \{1, 10, \ldots, 1000\}$, and analysing the trend of minimum total distance $\Delta k$ as $M$ increases. We illustrate an example in Fig. 2 for $N = 28$ with six features, the improvement for $\Delta k$ becomes negligible after $M \approx 500$ repetitions. An elbow effect is reached when the improvement of $\Delta k$ becomes minimum and the improvement no longer justifies the computational cost.

V. CASE STUDY

We carried out our case study from October 2020 to March 2021, with a fleet of 28 passenger vehicles. These vehicles belong to a large project of collaborative development with company car users from the case study company. All vehicles from the fleet are driven by corporate users as their primary family cars. In our case study, we select vehicles of the same model with the same electrified propulsion, and the selected vehicle model is commercially available. The vehicles are in the possession of users since December 2019, and all users reside in Västra Götaland County, Sweden.

We aim to test the vehicle energy management (VEM) software, that can help reduce energy consumption through the prediction of vehicle routing. From the confidential consideration of the software, we will not further discuss the functionality itself in this paper. We introduce a variant A of the software to the fleet for a continuous period to collect pre-experiment data. Utilising this data, we design the partitioning of control and treatment groups with the Balance Match Weighted method. The B software variant is then shipped to the treatment group accordingly to the group partition. The results of our group design with pre-experimental data, and the experiment design and outcome are presented in this section.

A. Case study fleet

This case study is done in two distinct periods. First, we have a twenty-week interval that is the observation period prior to applying treatment. Data generated from this period are used to partition the A/B groups. After that, there is an experiment period for two weeks during which the treatment is applied. Data collected during the experiment period are for analysing the group design and the actual treatment effects.

Aiming to simulate the real usage of cars in the case study, we do not dictate how the vehicles are driven. All the measurements and testing are done single-blinded, i.e., we do not interact with the users at all and they are not informed of the details of the A/B experiment. Measurements are done through the on-board sensors of the vehicle. We trust the measurements to a very large extent as the same sensors are used for calibration and diagnostic of all other functions in any commercially available vehicle. The measurements are done continuously during all trips, and transmitted to a cloud storage through the telematics system of the vehicles via 4G.

The data generated are in time series at 10 Hertz, marked by an anonymous version of the vehicle identification number (VIN) for each vehicle and a unique ID for each trip. We measure 51 signals from each vehicle, including but not limited to velocity, engine usage, climate system usage, GPS position, and so on. In the data collection, we discard measured trips that are less than one minute in duration, or one hundred meters in distance. In post-processing, we generate a number of observed features from the raw measurements.

The VEM software tested in this paper was developed internally and shipped by the function development team. The software was tested and validated through the standard processes in the case study company. To enable full flexibility of an online A/B experiment, we adopt a hybrid architecture for this software. The architecture determines that the software has two sets of parameters, local (A) and cloud (B). The local set of parameters are defaults for all vehicles with the same configuration. While the cloud set of parameters are blank onboard but can receive external values from a cloud. Since the VEM function is fully parameterised, this setup allows us to configure the function behaviour remotely. During the observation period, all 28 vehicles are set on the A variant of parameters. After the data is collected and analysed from the observation period, we partition the A and B groups and switch to the cloud parameters for group B.

B. Selected features

We approach our feature selection both quantitatively and qualitatively. As the vehicles were generating data from over 51 signals at 10 Hertz, on the weekly average, the dataset size is around one gigabyte when exported in the CSV format.

In the quantitative selection process, we first aggregate all raw signals measured from the time series and compute the target variable $Y$ and all potential features from a few of these signals. We do this on both the trip level and car level. We generate descriptive statistics to explore the correlation of target variables and all potential features. In the end, we
select six of the variables to be included in our features. We examine the change of target variable over time, as well as its correlation to the features. These variables are expected to be informative to the target variable. The features are strongly correlated with the target variable and such correlation is consistent over time for the same vehicle. Feature 0 and 1 have a negative correlation with the target variable, at -0.32 and -0.37 respectively. Feature 2 through 5 are positively correlated with the target variable. The minimum correlation is at 0.26 in between feature 4 and the target variable, and the maximum correlation is 0.47 in between feature 5 and the target variable.

To ensure all known covariates which affect the target variable are included in the input features, we validate our features selected quantitatively with expert workshops. We present our feature selection method and outcomes to a group of experts who actively developed the VEM software. Our proposal derived from data aligns with expert knowledge. With that being said, we are testing a novel function which implies that we do not have more experience or data to rely on. We are aware there could be unobserved covariates that can affect the target variable. Such shortcomings should be considered as an inherent limitation of the Balance Match Weighted design method for A/B experiments.

C. Matched A/B groups

At the end of the observation period, we collected the data from all vehicles. We extract the features \( X \) and the target variable \( Y \) from the raw measurements. The Balance Match Weighted design is applied to the dataset following the steps prescribed in Section [V]

For each of the 28 subjects, the six features included in the model are aggregated on the vehicle level and stored in a \( 28 \times 6 \) matrix. That is, each vehicle has six features that represent its usage pattern, all of which strongly correlate to the target variable. The target variable \( Y \) is not included when estimating the propensity scores. Before calculating the propensity score, the observed features are scaled with their perspective minimum and maximum values to minimise bias from extreme values in the observation. We run the design with a high number of repetitions, \( M = 1000 \), and obtain the A/B group partition with \( N/2 = 14 \) subjects in each group. We show the kernel density estimation of the target variable measured during the observation period. The distribution is shown for when the groups are partitioned are random, and when the groups are partitioned using the Balance Match Weighted design, see Fig. 3 Comparing to random split, the matched A/B groups have a more balanced distribution of the target variable when the groups are running the same software.

The goal of matching is to achieve feature balancing, namely features in the control and treatment groups are from the same empirical distribution, \( p(X|\tau = 0) = p(X|\tau = 1) \). Following advice from literature [14], [18], we further diagnose the validity of the matched groups by comparing their scaled mean and variance of the features. We present the results in Table[II] as can be seen, the means are demonstrated to be similar in the matched groups as well as the variance in the two groups. The average propensity score for the matched control and treatment group is 0.49 and 0.50, respectively, while the minimum values are 0.46 and 0.45, and the maximum values are 0.54 and 0.56, respectively. The resulting group partition exhibits high similarities in the empirical distributions with merely 14 subjects in each group. A higher level of similarity in the empirical distributions would be expected, if the number of subjects \( N \) increase [5].

D. Experiment outcome

We conduct the A/B experimentation by introducing the B version of the software through a set of cloud-based parameters to the matched B group. This A/B experiment serves as a demonstration of the Balance Match Weighted design method. The experiment was run for a continuous two-week period, we measure the target variable \( Y \) which is expected to reduce with using the new software.

We include an analysis of a paired test. A paired test is when we compare the target variable \( Y \) from the same group of users, measured before and after the treatment is applied. This type of paired analysis can eliminate variation caused by the individual subject’s preferences, however it is limited in quantifying external seasonality effects. We include this analysis to illustrate the benefit of an A/B test with matched groups in comparison to a pseudo-random experiment. In the matched A/B test, the mean squared error (MSE) shows an 17.9% improvement from the paired test, similarly to what is reported by [5] at \( N = 30 \) with eight input features.

In terms of the expected treatment effect \( E(Y) \), We found that, comparing to a paired test, a matched group A/B test returns 37.87% less standard deviation in the target variable. The min-max scaled average treatment effect, \( (Y[X, \tau = 1] - Y[X, \tau = 0]) \), is -0.134 and -0.180 for the paired test and matched A/B test, respectively. The matched group A/B test yield lower variance in the target variable measured, at the same time returning a larger average treatment effect.

E. Recommended procedure

We summarise the procedure of our experiment design and list them here in a step-wise manner.

1) Determine eligible subjects and observe for a period:
   The eligibility of the subjects shall be determined based on the purpose of the A/B tests. It is ideal if the subjects themselves are directly comparable. For example, in the same A/B test,
only the same vehicle model or engine types are included. Or, if deemed necessary, the categorical variables or dummy variables which determine such vehicle properties can be included in the input features. Moreover, decisions on the duration of data collection should take probable seasonality effects into consideration. The seasonality effects could either be well-known before the observation starts or discovered during the observation. In the second case, the observation period should be reasonably extended to measure such effects.

2) Select input features: The input feature selection shall be done both quantitatively and qualitatively. As the data from the potential experiment subjects are collected through observations, selecting features based on pure statistical correlation might lead to spurious correlations and other problems alike. We strongly recommend a more comprehensive approach that combines expert inputs with data, to ensure that all known covariates are taken into account in the model.

3) Run the Balance Match Weighted design: For the case study, we have implemented the Balance Match Weighted design algorithm in Python. The code takes the features $\mathbf{X}$, repetition number $M$ and total sample size $N$ as input, returns the ideal partition of A and B groups, the total propensity score distance $\Delta k$, and propensity score $\delta k_n$ for each pair of subjects. The code will not be shared at this stage due to our confidentiality agreement with the case study company. However, there are similar and publicly available R packages [7] for performing the matching design [5], [20].

4) Apply treatment and collect data: After the groups are designed and the treatment applied to the B group, the A/B experimentation shall run for a continuous period of time. In our case study, we have predetermined the length of the experiment as we observed our subjects to have a consistent travel pattern from previous data. To avoid false positive or false negative conclusions, if or when there is a high variance of the features and the target variables over time, the experimentation shall not have a predetermined duration but terminate only when a conclusion is reached.

5) Analyse experiment outcome: When analysing the experimentation outcome, instead of directly computing the treatment response, one should also analyse if there is a significant difference in the input features before and after applying the treatment to validate the group partitioning. This is to ensure the balanced group portioning modeled from pre-experimental data still holds, and the A/B groups are still directly comparable. If there are discrepancies between the features measured prior and during the experimentation, one may perform a propensity score matching to only select subjects that are comparable. Instead of comparing the point estimates, we suggest to visualise and compare the total distribution of the target variable measured in the A and the B groups.

### VI. Discussion

In this section, we discuss the use, advantages, and limitations of the Balance Match Weighted design method applied in automotive software engineering. This design method allows us to conduct A/B testing on limited samples, which is considered a major challenge in adopting A/B testing in the automotive domain [4]. While our case study is an extreme example of limited sample size, through the study, we have demonstrated the intuitiveness of the group design method and the simplicity in adopting such method. Small sample A/B testing can also be beneficial when applied in an agile development process, where the sample size can be gradually increased at each development iteration if the experiments are conclusive. With that been said, we have discussed and experienced some limitations in applying the Balance Match Weighted design method in the automotive domain. They are listed in the subsections below.

#### A. Existing data and unobserved variables

Similar to the CUPED method [1], [2], performing the Balance Match Weighted design requires pre-experimental data. When the software in a novel product (e.g., a new model of vehicle) is the subject of interest, there might not be relevant existing data nor existing users. The Balance Match Weighted design can only achieve balance in the features that are observed [15]. But when a novel software is being tested, we do not always have a comprehensive picture of which features should be included in the observation. An incremental approach can be taken. To start, the development teams hypothesise the appropriate features and target variable prior, then gradually increase the number of features and sample size if the treatment effects are positive. This development activity can be planned accordingly to agile methods. As an alternative, an experiment group design method called Minimisation can be applied. Minimisation matches users as they enter the experiments [21]. Because it is reasonable to expect the number of eligible users to gradually increase.

![https://github.com/markmfredrickson/optmatch](https://github.com/markmfredrickson/optmatch)
B. Multiple driver households and car sharing

During the case study, we did not have any reliable method to define if/when the vehicle is driven by different people. Technology and privacy agreements limit the identification to individual vehicles only. This means that if there is more than one driver sharing a vehicle, we will not be able to capture the variation in the measurements caused by the driver change. However, we do not believe that this affects the case study outcome greatly as the VEM function does not interact directly with the drivers, therefore the function behaviour does not strongly depend on the preferences of individual drivers.

In the automotive setting in general, we recognise the benefits of distinguishing multiple drivers sharing the same vehicle. To capture the actual preferences of the drivers, user matching, partitioning of groups, and A/B testing should be done on the driver level instead of vehicles. As driver distinction would generate more informative features, and an understanding of driver preferences is arguably necessary when user-facing software is tested.

VII. CONCLUSION

A/B testing with limited samples is a challenge in the automotive sector. To address this challenge, we evaluate and report an experiment group design method, Balance Weight Matched design, that can effectively increase the experiment power with small samples. In this paper, we provide a detailed presentation of the design method and a step-by-step implementation procedure. In collaboration with an automotive company, we conduct a case study to apply, demonstrate and evaluate the design method in a fleet of 28 vehicles with two versions of an energy optimisation software. In the case study, we worked within a development team in situ. From pre-experimental data, we found that feature balance can be achieved with merely 14 subjects in each group. After introducing the software treatment to the matched B group, compared to a paired test, the matched A/B test returns 37% less standard deviations in the target variable while improving the MSE by 17%. We conclude that this design method is advantageous for conducting A/B testing in the automotive embedded software domain. As shown in our case study, balanced groups can be produced when the sample sizes are considerably small and it improves the power of small sample experiments. Finally, we discuss some potential challenges and limitations in applying the Balance Weight Matched design in the automotive domain, including the ignorability assumption, conducting experiments with no prior data and we highlight the importance of differentiating drivers when a vehicle is shared.

In our future work, we plan to further investigate the Balance Weight Matched design method with more datasets and software, as well as develop tools for experiment analysis.
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