Abstract

Most recent studies for relation extraction (RE) leverage the dependency tree of the input sentence to incorporate syntax-driven contextual information to improve model performance, with little attention paid to the limitation where high-quality dependency parsers in most cases unavailable, especially for in-domain scenarios. To address this limitation, in this paper, we propose attentive graph convolutional networks (A-GCN) to improve neural RE methods with an unsupervised manner to build the context graph, without relying on the existence of a dependency parser. Specifically, we construct the graph from n-grams extracted from a lexicon built from pointwise mutual information (PMI) and apply attention over the graph. Therefore, different word pairs from the contexts within and across n-grams are weighted in the model and facilitate RE accordingly. Experimental results with further analyses on two English benchmark datasets for RE demonstrate the effectiveness of our approach, where state-of-the-art performance is observed on both datasets.1

1 Introduction

Recently, neural models (Zeng et al., 2014; Zhang and Wang, 2015; Xu et al., 2015; dos Santos et al., 2015; Zhang et al., 2015; Wang et al., 2016; Zhou et al., 2016; Zhang et al., 2017; Soares et al., 2019) with powerful encoders (e.g., Transformers) have achieved promising performance for relation extraction (RE), for the reason that the encoders are superior in capturing contextual information and thus allow RE systems to better understand the text and correctly identify the relations between entities in the given text. To further improve the ability of RE models to understand the context, many studies (Xu et al., 2016; Zhang et al., 2018; Guo et al., 2019; Sun et al., 2020; Yu et al., 2020; Mandya et al., 2020; Tian et al., 2021d; Chen et al., 2021) leverage extra resources, such as auto-parsed word dependency, through graph-based approaches, e.g., graph convolutional networks (GCN). In doing so, such studies learn the long-distance connections among useful words from the dependency tree and extract relations between entity pairs accordingly. However, in doing so, dependency parsers required by their approaches are not always available. In this dilemma, one needs another way to extract useful word connections to build the graph for GCN-based models, whereas limited attentions from previous studies have been paid to this alternative.

In this paper, we propose attentive GCN (A-GCN) for relation extraction, where its input graph is built based on n-grams extracted with unsupervised methods i.e., pointwise mutual information (PMI), rather than an existing dependency parser. Specifically, two types of edges in the graph are introduced to model word connections within and across n-grams and an attention mechanism is applied to GCN to weight these edges. In doing so, different contextual information are discriminatively learned to facilitate RE without requiring any external resources. We evaluate our approach on two English benchmark datasets, i.e., ACE2005EN and SemEval 2010 Task 8, where the results demonstrate the effectiveness of our approach with state-of-the-art performance observed on both datasets.

2 The Approach

RE is often treated as a classification task, where the input is a sentence \( \mathcal{X} = x_1, \ldots, x_n \) with two given entities (denoted by \( E_1 \) and \( E_2 \)) in it. Our approach follows this paradigm and uses a variant of graph neural model, i.e., attentive GCN (A-GCN), to incorporate word pair information and predicts the relation \( \hat{r} \) between \( E_1 \) and \( E_2 \) by

\[
\hat{r} = \arg \max_{r \in R} p(r | A\text{-GCN}(\mathcal{X}, \mathcal{G}_X, E_1, E_2))
\]
where $G_X$ is the graph built based on n-grams in $X$, $R$ is the relation type set; $p$ computes the probability of a particular relation type $r \in R$ with the given input (i.e., $X$, $G_X$, $E_1$, and $E_2$), and $\hat{r}$ is the prediction of our A-GCN model. In the following text, we firstly elaborate how we construct the graph based on n-grams, and then illustrate the architecture of the A-GCN model for RE.

2.1 Graph Construction from N-grams

Conventionally, the graph used in GCN-based models for natural language understanding tasks (including RE) is constructed by the dependency tree of each input sentence. However, high-quality dependency parsers are not always available. Therefore, we do not want our model to rely on the existence of dependency parsers and hence we need an alternative to build the graph. Given that n-grams are widely used as effective features that carry contextual information to enhance the model performance in many previous studies (Song et al., 2009; Song and Xia, 2012; Ishiwatari et al., 2017; Yoon et al., 2018; Tian et al., 2020a,b,c, 2021a), we propose to construct the graph for GCN-based models based on n-grams in $X$ which are extracted from a pre-constructed n-gram lexicon $N$.

### N-gram Lexicon Construction

Before we segment appropriate n-grams for each input sentence, an n-gram lexicon $N$ is built over the entire corpus based on pointwise mutual information (PMI). Specifically, we firstly compute the PMI of any two adjacent words $x_{i-1}$, $x_i$ for all data by

$$PMI(x_{i-1}, x_i) = \log \frac{p(x_{i-1}x_i)}{p(x_{i-1})p(x_i)}$$

where $p$ is the probability of an n-gram (i.e., $x'$, $x''$ and $x'x''$) in the training set; thus a higher PMI score suggests a greater chance of forming an n-gram. Therefore, for each pair of adjacent words $x_{i-1}$, $x_i$, we use a predefined threshold to determine whether the two words should be combined or split. Through this process, we segment all sen-
In the training set, we extract n-grams and collect them to construct the n-gram lexicon $\mathcal{N}$.

**N-gram Extraction for Each Sentence** Based on the given entities (i.e., $E_1$ and $E_2$) and the n-gram lexicon $\mathcal{N}$, n-grams in a sentence are extracted as follows. First, each entity itself is considered to be an n-gram. Then, we extract n-grams appearing in $\mathcal{N}$ from the sentence, where if there are overlaps between n-grams, we merge them into a larger n-gram. For example, we extract four n-grams (i.e., “message”, “was delivered to”, “mail application”, and “two days ago” illustrated in blue boxes) from the example sentence shown in Figure 2. In these n-grams, “two days ago” is a non-overlapping n-gram included in the lexicon; “was delivered to” is the merger of two overlapping n-grams “was delivered” and “delivered to”; “message” and “mail application”, highlighted in red and blue respectively, are the n-grams for given entities. In general, word-word connections of adjacent words in the same n-gram is strong in terms of co-occurrence, as well as some connections from words among co-occurred n-grams, which motivates us to treat such connections as important edges in the graph for GCN-based models.

**Graph Construction** Given an input sentence $X$ with extracted n-grams, we construct the graph for GCN-based model via two types of undirected edges, i.e., the “IN” and “CROSS” edges. The first type is to model the local word pairs while the second type is to model the word pairs cross n-grams. For the first type, any two adjacent words within the same n-gram are connected. For the second type, inspired by that English phrases tend to be either head-initial or head-final (e.g., phrase “read some books” and “green apples” respectively) in many cases, we connect the starting and ending words of any two n-grams under the condition that to no more than two n-grams between them. As an illustration, Figure 2 shows all IN edges (highlighted in yellow) and some CROSS edges (highlighted in green) for an example sentence.

![Figure 2: Examples of IN and CROSS edges for building the graph in an example input sentence. Herein, n-grams extracted from the lexicon $\mathcal{N}$ are shown in the bottom gray box; the two entities (i.e., “message” and “mail application”) are highlighted in red and blue colors; example IN and CROSS edges are marked in yellow and green colors, respectively (for simplicity, we only show CROSS edges associated with “message”).](image)

### 2.2 Attentive Graph Convolutional Networks

Standard GCN models treat all word pairs from the graph equally and hence are not able to handle the possibility that different $x_i$ may contribute separately to $x_j$. Especially for n-gram based graph construction, it is of vital significance that the proposed model distinguish different word pairs since all n-grams and the graph are constructed automatically without any supervised guidance. Therefore, we apply an attention mechanism to the adjacent matrix $A = (a_{i,j})_{n \times n}$ of the graph ($a_{i,j} = 1$ if $i = j$ or there is an IN or CROSS edge between $x_i$ and $x_j$ in the graph; $a_{i,j} = 0$, otherwise), where a weight $p_{i,j}^{(l)}$ is attached to each $x_i$ and its associated $x_j$ in the $l$-th A-GCN layer. Formally, this process to compute $p_{i,j}^{(l)}$ can be presented by

$$p_{i,j}^{(l)} = \frac{a_{i,j} \cdot \exp(h_i^{(l-1)} \cdot h_j^{(l-1)})}{\sum_{j=1}^{n} a_{i,j} \cdot \exp(h_i^{(l-1)} \cdot h_j^{(l-1)})}$$

where $h_i^{(l-1)}$ refers to the output vector for $x_i$ from the previous GCN layer and $\cdot$ denotes the inner product.

---

2 We only show the CROSS edges associated with “message” for simplicity. There are other CROSS edges (e.g., the edges between word pairs (“was”, “two”), (“was”, “ago”), and (“to”, “two”), etc.) that are not shown in the figure.
production. Afterwards, we weight $p_{i,j}^{(l)}$ to the connection between $x_i$ and $x_j$ and obtain the output representation $h_i^{(l)}$ by

$$h_i^{(l)} = \sigma \left( \sum_{j=1}^{n} p_{i,j}^{(l)} \left( W_i^{(l)} \cdot h_j^{(l-1)} + b_i^{(l)} \right) \right)$$

(4) where $\sigma$ denotes the ReLU activation function. In addition, $W_{u_{i,j}}^{(l)}$ and $b_{u_{i,j}}^{(l)}$ have three choices (i.e., $W_i^{(l)}$, $W_{cross}^{(l)}$, and $W_{self}^{(l)}$ for $W_{u_{i,j}}^{(l)}$ and $b_i^{(l)}$, $b_{cross}^{(l)}$, and $b_{self}^{(l)}$ for $b_{u_{i,j}}^{(l)}$) depending on the edge type (i.e., IN, CROSS, and self-connected edges) between $x_i$ and $x_j$.\(^3\) Compared with standard GCN, our approach is able to attach different numerical weights to word pairs and distinguish the importance of them so as to better leverage contextual information accordingly. Moreover, we integrate the edge type information into the output representation of $x_i$ (i.e., $h_i^{(l)}$), so that different types of contextual information are separately modeled.

2.3 Relation Extraction with A-GCN

To conduct relation extraction with A-GCN, we obtain the hidden vector $h_i^{(0)}$ for $x_i$ from BERT (Devlin et al., 2019) to feed into the first A-GCN layer. Next, we apply the forward function (i.e., Eq. (3)-(4)) in each A-GCN layer and obtain the output (i.e., $h_i^k$) from the last A-GCN layer (i.e. the $L$-th layer). Then, we apply max pooling to all words as well as the words belong to an entity so as to obtain the representation of the entire sentence $h_X$ and the two entities $h_{E_k}$ (i.e. $k = 1, 2$), respectively. This process is thus formalized by

$$h_X = \text{MaxPooling}\{h_1^{(L)}, \ldots, h_{n}^{(L)}\}$$

(5) and

$$h_{E_k} = \text{MaxPooling}\{h_i^{(L)} | x_i \in E_k\}$$

(6)

Afterwards, we concatenate the representations of the sentence (i.e., $h_X$) and the two entities (i.e., $h_{E_1}$ and $h_{E_2}$) and apply a trainable matrix $W_R$ to the resulting vector to map it to the output space by

$$o = W_R \cdot (h_X \oplus h_{E_1} \oplus h_{E_2})$$

(7) where $o$ is a $|\mathcal{R}|$-dimensional vector with each of its value referring to a relation type from the label set $\mathcal{R}$. Finally, we apply a softmax function to $o$ to predict the relation $\hat{r}$ between $E_1$ and $E_2$.

3 Experiments

3.1 Settings

We run experiments on two English benchmark datasets for RE, namely, ACE2005EN (ACE05)\(^4\) and SemEval 2010 Task 8 (SemEval)\(^5\) (Hendrickx et al., 2010). For both datasets, we follow previous studies (Miwa and Bansal, 2016; Christopoulou et al., 2018; Ye et al., 2019) to pre-process them and split them into train/dev/test splits.\(^6\) To build the n-gram lexicon for graph construction, we perform PMI on the training set to extract n-grams whose lengths are within [1,5], with the threshold of the PMI score set to 0. For textual encoder, since the high-quality text representations are proved to be effective in enhancing the model performance (Mikolov et al., 2013; Song et al., 2018a,b; Song and Shi, 2018; Devlin et al., 2019; Yang et al., 2019; Song et al., 2021) and BERT is be able to provide high-quality text representations for natural language processing downstream tasks (Wu and He, 2019; Soares et al., 2019; Chen et al., 2020; Nie et al., 2020; Tian et al., 2021b,c; Qin et al., 2021a,b), we use BERT-large encoder\(^7\) as our textual encoder. Moreover, we run standard GCN and our A-GCN models with two layers in the experiments. In addition to the proposed n-gram based graph construction, we also try fully connected graph (where every two words are connected through an edge) for both GCN and A-GCN.

For evaluation, we follow previous studies to assess all models with F1 scores on the test sets.\(^8\)

3.2 Results

Table 1 reports the F1 scores of different models on the test set of ACE05 and SemEval, where the results from BERT-large baseline (ID: 1) without using GCN are also reported for reference.\(^9\) There are several observations. First, although the baseline (ID: 1) has achieved outstanding performance, our models with A-GCN (ID: 3, 5) still further im-

\(^4\)We obtained the official data (LDC2006T06) from https://catalog.ldc.upenn.edu/LDC2006T06.

\(^5\)The data is downloaded from http://docs.google.com/View?docid=dfvxd49a_36c28v9pmw.

\(^6\)Detailed information for both datasets is in Appendix A.

\(^7\)We download the uncased BERT-large from https://github.com/huggingface/transformers and use its default settings shown in Appendix B.

\(^8\)We report the number of trainable parameters of different models as well as their inference speed in Appendix C.

\(^9\)For the same group of models, we report the F1 scores on the development sets in Appendix D and the mean and standard deviation of their test set results in Appendix E.
Table 1: F1 scores of our A-GCN models and the baselines (i.e., BERT-only and standard GCN). “Full” and “N-gram” represent the graph constructed based on all word connections and our approach, respectively.

Table 2: The comparison (F1 scores) between previous studies and our best models (i.e., BERT-large + A-GCN (N-gram)) on ACE05 and SemEval. Previous studies that leverage word dependencies are marked by “*”.

4 Conclusion

In this paper, we propose A-GCN to leverage information of word pairs for RE, where the graph for A-GCN is built from n-grams without relying on syntactic parsing. Particularly, we use PMI to extract n-grams from all training data and apply different connections among n-grams for graph networks, where attention is equipped to further enhance model performance. In doing so, A-GCN is able to dynamically learn from different word pairs so that less-informative relations are smartly pruned. Experimental results and analyses on two English benchmark datasets for RE demonstrate the effectiveness of our approach, where state-of-the-art performance is obtained on both datasets.
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Appendix A. Dataset Statistics

In the experiments, we use two English benchmark datasets for RE, namely, ACE2005EN (ACE05) and SemEval 2010 Task 8 (SemEval) (Hendrickx et al., 2010). For ACE05, we use its English section and follow previous studies (Miwa and Bansal, 2016; Christopoulou et al., 2018; Ye et al., 2019) to pre-process it, where two small subsets cts and un are removed. Then, we split the dataset into training, development, and test sets\footnote{We use the train/dev/test splits specified by Miwa and Bansal (2016) at https://github.com/tticoin/LSTM-ER/tree/master/data/ace2005/split}. For SemEval, we use its official train/test split\footnote{SemEval has only the training and test sets.}. The numbers of unique instances are reported in Table 3.

|        | ACE05 | SemEval |
|--------|-------|----------|
| # Instances |       |          |
| Train   | 48,198 | 8,000    |
| Dev     | 11,854 |          |
| Test    | 10,997 | 2,717    |

Table 3: The number of unique instances (i.e., entity pairs) of ACE05 and SemEval benchmark datasets.

Appendix B. BERT Settings

In our experiments, we use BERT-large with its default settings, i.e., 24 layers with 1024 dimensional hidden-vector and 16 attention heads. For other hyper-parameter settings to train the models, we report them in Table 4. We test all combinations of them for each model and use the one achieving the highest accuracy score in our final experiments.

| Hyper-parameters | Values               |
|------------------|----------------------|
| Learning Rate    | $10^{-5}, 3 \times 10^{-5}, 5 \times 10^{-5}$ |
| Warmup Rate      | 0.06, 0.1            |
| Dropout Rate     | 0.1                  |
| Batch Size       | 2, 4, 8              |

Table 4: The hyper-parameters tested in tuning our models and the best one used in our final experiments are highlighted in bold.

Appendix C. Model Size and Performance

Table 5 reports the number of trainable parameters and the inference speed (sentences per second) of different models on both ACE05 and SemEval datasets. All models are performed on an NVidia Tesla V100 GPU for training and test.

| Models                  | Para. | ACE05 Speed | SemEval Speed |
|-------------------------|-------|-------------|---------------|
| BERT-large              | 335,176K | 72.18       | 115.65        |
| + GCN(Full)             | 338,333K | 55.32       | 135.85        |
| + A-GCN(Full)           | 338,953K | 49.23       | 130.42        |
| + GCN(N-gram)           | 344,631K | 51.62       | 155.21        |
| + A-GCN(N-gram)         | 345,251K | 60.85       | 147.38        |

Table 5: The number of trainable parameters (Para.) and inference speed (sentences per second) of the experimented models on the test set of both ACE05 and SemEval datasets. “GCN” is the baseline; “A-GCN” refers to our approach. “Full” and “N-gram” are the graph construction methods based on all word connections and our approach, respectively.

Appendix D. Experimental Results on the Development Set

Table 6 reports F1 scores of different models on the development set of ACE05.\footnote{SemEval does not have an official dev set.}

Appendix E. Mean and Deviation of the Test Results on ACE05 and SemEval

In our experiments, we test models with different configurations. For each model, we train it with the best hyper-parameter setting five times on different random seeds. We report the mean ($\mu$) and standard deviation ($\sigma$) of F1 scores on the test sets of both ACE05 and SemEval datasets in Table 7.
| ID | Models                  | ACE05 |
|----|-------------------------|-------|
| 1  | BERT-large              | 77.93 |
| 2  | + GCN (Full)            | 78.01 |
| 3  | + A-GCN (Full)          | 78.22 |
| 4  | + GCN (N-gram)          | 78.15 |
| 5  | + A-GCN (N-gram)        | 78.42 |

Table 6: F1 scores of models with different configurations evaluated on the development set of ACE05, where “Full” and “N-gram” stand for the graph constructed based on all word connections and our approach, respectively. “GCN” is the baseline and “A-GCN” refers to our approach.

|          | ACE05 |          | SemEval |          |
|----------|-------|----------|----------|----------|
|          | μ     | σ        | μ        | σ        |
| BERT-large| 75.96 | 0.11     | 88.84    | 0.13     |
| + GCN(FULL) | 76.73 | 0.16     | 88.96    | 0.12     |
| + A-GCN(FULL) | 77.22 | 0.14     | 89.08    | 0.10     |
| + GCN(N-gram) | 77.13 | 0.09     | 89.01    | 0.08     |
| + A-GCN (N-gran) | **77.55** | **0.16** | **89.52** | **0.10** |

Table 7: The mean (μ) and standard deviation (σ) of F1 scores from different models on both ACE05 and SemEval datasets, where “Full” and “N-gram” stand for the graph constructed based on all word connections and our approach, respectively.