A Local Semi-Fixed Ghost Particles Boundary Method for WCSPH
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Abstract: Due to the convenience and flexibility in modeling complex geometries and deformable objects, local ghost particles methods are becoming more and more popular. In the present study, a novel local semi-fixed ghost particles method is proposed for weakly compressible smoothed particle hydrodynamics (WCSPH). In comparison with the previous local ghost particles methods, the new boundary method can effectively reduce spurious pressure oscillations and smooth the flow field. Besides, the new generation mechanism of fictitious particles is simple and robust, which is suitable for all kinds of kernel functions with different sizes of the support domain. The numerical accuracy and stability of the new smoothed particle hydrodynamics (SPH) scheme are validated for several typical benchmark cases. A detailed investigation into the pressure on solid walls and the surface elevation in dynamic simulations is also conducted. A comparison of numerical results shows that the new boundary method helps reduce the oscillations in the numerical solutions and improves the numerical accuracy of the pressure field.
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1. Introduction

Smoothed Particle Hydrodynamics (SPH) is a fully Lagrangian numerical method, that has been successfully applied in many areas, including astronomy, biomedicine and computational fluid dynamics. Due to its Lagrangian nature, SPH has the advantage over grid-based approaches in simulating strongly nonlinear and discontinuous phenomena. For this reason, SPH methods are adopted by many researchers to simulate strongly nonlinear free-surface flows, and a good agreement with experiments has been obtained [1,2]. Despite these encouraging achievements by the SPH community, problems such as boundary treatments and pressure oscillations still exist in hydrodynamic simulations, and prevail in weakly compressible SPH (WCSPH) [3]. Further research is needed to improve the numerical stability and accuracy.

The foundation of SPH is the kernel-based interpolation theory. The physical system of concern is discretized into a set of particles. These particles possess material properties and interact with each other within the support domain governed by a weight function or smoothing function [4,5]. The physical quantities of particles, such as density, velocity and acceleration, are obtained by solving the governing equations discretized according to the SPH algorithm. In order to satisfy the boundary conditions on the solid walls and on the free surface, the kernel of fluid particles near boundaries is truncated, which, however, would introduce numerical errors and deteriorate the calculation of fluid particles’ properties. In addition, fluid particles may also cross the wall if a coarse discretization is used around the boundaries. Thus, imposing boundary conditions is still one of the major challenges in the SPH community [1].
There exist many different wall boundary models of SPH, among which the repulsive function approach and the fictitious particle approach are probably the most popular ones. The repulsive function approach was initially devised by Monaghan [6] based on the Leonard–Jones potential force. A repulsive short-range force is exerted by the wall boundary on the fluid particles so as to impose boundary conditions. This method was improved by Monaghan and Kos [7] and soon widely used due to its simplicity and applicability to complex geometries and deformable objects [8]. However, an empirical relationship is required to evaluate the repulsive forces, and the kernel truncation near the boundary is improperly treated. For this reason, the numerical stability and accuracy are not guaranteed.

In recent years, the fictitious particle approach is widely used to impose boundary conditions in SPH. The foundation of the method is the use of additional fictitious particles that are placed outside the fluid domain and adjacent to the wall boundary to complete the support domain and ensure the consistency of the kernel of fluid particles. Based on the means of generation of fictitious particles, methods of this kind can be sub-divided into three main types: fixed ghost particles method, mirror particles method and local ghost particles method.

The Fixed Ghost Particles (FGPs) method was devised from the Dynamic Boundary Particles (DBPs) method [9] and improved by Crespo et al. [10]. In the DBPs method, the boundary particles representing the wall are pre-generated at the initial state, and their locations are fixed to the boundaries throughout the entire simulation. The physical properties of boundary particles are treated as fluid particles to satisfy the same governing equations. Fluid particles approaching the boundary will create a rise in density of the boundary particles and result in a repulsive force acting on the fluid particles to satisfy the non-penetration condition. Marrone et al. [11] and Adami et al. [12] improved the DBPs method and proposed the FGP method. New calculation methods are applied to compute the properties of boundary particles in order to prevent spurious pressure oscillations and improve numerical stability. Marrone et al. [11] introduced an interpolation point, which is obtained by mirroring the position of a fixed ghost particle into the fluid domain along the solid boundary, to compute the physical quantities of each fixed ghost particle. Adami et al. [12] greatly simplified the computation where a local force balance between the wall and fluid particles is adopted to compute the pressure of fixed ghost particles. The FGP method is simple, numerically stable and accurate, and can be applied to complex geometries, but it cannot deal with deformable boundaries because the varying distance between ghost particles could result in particle penetration and numerical instability.

The mirror particles method was introduced by Randles and Libersky [13]. Unlike FGP, mirror particles are generated by mirroring or reflecting the fluid particles into the boundary domain at every time step. The physical quantities of mirror particles share the same properties with the fluid particles except for the velocity. An anti-symmetric velocity is given to the mirror particle to satisfy the non-slip boundary condition. It is obvious that the mirror particles method can handle deformable boundaries and Fluid Structure Interaction (FSI) problems. But a problem with the method is that it is difficult to mirror fluid particles on geometrically complex surfaces, especially in corners and curved surfaces, where the mirror particles are non-uniformly distributed or even piled up. In such a case, there will be too many or too few mirror particles interacting with fluid particles at the boundary, which will cause large pressure oscillations if not treated properly. Sophisticated algorithms have been proposed to improve the method [14], but the problem is still present.

The local ghost particles method has become popular in recent years. As implied by its name, the fluid particles near the boundary are treated separately and locally, which avoids the problem of fictitious particles piling up around corners. Therefore, the restrictions on the boundary geometries are largely removed. Ferrari et al. [15] proposed a local mirror image method based on a local point symmetry technique. Unlike the plane-symmetry technique used in the mirror particles method, where the mirror particles are generated by directly mirroring all the fluid particles near the boundary, the local point symmetry
technique mirrors the fluid particles separately. At every time step, each fluid particle near the boundary possesses a unique set of uniformly distributed fictitious particles that are generated in the boundary domain and used to complete the support domain of the fluid particle. The physical quantities of the fictitious particles are calculated by extrapolating the fluid particle’s properties to satisfy the boundary conditions. The local mirror image method was improved by Vacondio et al. [16] and Fourtakas et al. [17], who optimized the distribution of fictitious particles in the truncated support domain by modifying the generation mechanism. Fourtakas et al. [18] used a local uniform stencil of fictitious particles around the fluid particles that move with the fluid particle and are only activated when they are located inside the boundary domain. The local ghost particles method has not only the capability of dealing with complex geometries and deformable objects, but also approximate zero and first-order consistency in the moments of the kernel. However, the numerical behavior of pressure on the wall boundaries in dynamic scenarios is still unclear, and a systematic investigation is to be carried out.

As can be seen from the above, none of these methods is superior to others in all the aspects. The fixed ghost particles method is the most robust and produces the smoothest fluid pressure field, while the local ghost particles method is probably the best for complex geometries. Combining the merits of the two methods, this paper presents a new boundary treatment technique which is applicable to 2-D complex geometries and deformable objects and produces much smoother solutions for the pressure. The stability and accuracy of the method is validated for several benchmark cases including a still water test, a dam break case and some sloshing cases in water tanks. A thorough investigation into the pressure on solid walls is also conducted for dynamic scenarios.

2. The SPH Scheme

The governing equations following the Navier–Stokes equations can be expressed in Lagrangian form as:

\[
\begin{align*}
\frac{d\rho}{dt} &= -\rho \nabla \cdot \vec{v} \\
\frac{d\vec{v}}{dt} &= -\frac{1}{\rho} \nabla P + \vec{F} + \vec{\Theta}
\end{align*}
\]

(1)

where \(\rho\), \(\vec{v}\), \(P\), \(\vec{F}\) and \(\vec{\Theta}\) denote the density, the velocity, the pressure, the external body force and the diffusion terms, respectively.

Based on the assumption that the fluid is weakly compressible, the continuity and momentum equations are coupled by means of the Tait’s equation of state:

\[
P = \frac{\rho_0 c_s^2}{\gamma} \left( \left( \frac{\rho}{\rho_0} \right)^{\gamma} - 1 \right)
\]

(2)

where \(\rho_0\) is the nominal density of the fluid (1000 kg/m\(^3\)), \(c_s\) is the numerical speed of sound, which is set to a value more than 10 times the maximum speed of the fluid, and \(\gamma\) is an empirical parameter set to 7 [19]. \(P\) is set to a non-negative value to guarantee numerical stability.

The foundation of the SPH method lies on two important approximations: the kernel approximation and the particle approximation. The kernel approximation introduces a smoothing function \(f\) that can transform differential equations into integral equations. The kernel approximations of \(f\) and its derivative in a continuum domain are:

\[
\begin{align*}
f(\vec{r}) &= \int f(\vec{r}') W(\vec{r} - \vec{r}', h) d\vec{r}' \\
\nabla f(\vec{r}) &= \int f(\vec{r}') \nabla W(\vec{r} - \vec{r}', h) d\vec{r}'
\end{align*}
\]

(3)
where $W$ is the kernel function defined over the support domain, $\vec{r}$ the position vector, and $h$ the smoothing length. The particle approximation discretizes the support domain into particles that possess physical properties. Thus, Equation (3) becomes:

$$
\begin{align*}
\left\{ \begin{array}{l}
  f(\vec{r}) & \approx \sum_j \frac{m_j f(\vec{r}_j)}{\rho_j} W(\vec{r} - \vec{r}_j, h) \\
  \nabla f(\vec{r}) & \approx \sum_j \frac{m_j f(\vec{r}_j)}{\rho_j} \nabla W(\vec{r} - \vec{r}_j, h)
\end{array} \right.
\end{align*}
$$

where the subscript $j$ denotes the neighboring particles in the support domain, and $m_j$ and $\rho_j$ represent the mass and the density of particle $j$, respectively. In the present study, the Wendland kernel is adopted due to its simplicity and low computational requirements [20]:

$$
W(r, h) = \begin{cases} 
  a_d \left( 1 - \frac{q^2}{4} \right)^4 (2q + 1) & 0 \leq q \leq 2 \\
  0 & q > 2
\end{cases}
$$

where $a_d = \frac{7}{4\pi}$ for 2D formulations, and $q = \frac{|\vec{r} - \vec{r}'|}{h}$.

According to the SPH methodology, the continuity and momentum equations (Equation (1)) can be expressed in a discrete form:

$$
\begin{align*}
\frac{d\rho_i}{dt} &= \sum_j m_j \left( \frac{\vec{v}_i - \vec{v}_j}{\rho_j} \right) \cdot \nabla W_{ij} \\
\frac{d\vec{v}_i}{dt} &= -\sum_j m_j \left( \frac{\vec{p}_i + \vec{p}_j}{\rho_i + \rho_j} + \Pi_{ij} \right) \cdot \nabla W_{ij} + \vec{F}
\end{align*}
$$

where the subscript $i$ and $j$ denote the particle of concern and a neighboring particle of particle $i$ in the support domain, respectively, and $\Pi_{ij}$ is the viscosity term. The spurious pressure oscillations can be damped effectively by introducing the viscosity terms, especially in dynamic problems. In the present study, the artificial viscosity proposed by Monaghan [4] is applied to the momentum equation:

$$
\Pi_{ij} = \begin{cases} 
  - \frac{\alpha \sigma_{ij} \mu_{ij}}{\rho_{ij}} & \vec{v}_{ij} \cdot \vec{r}_{ij} < 0 \\
  0 & \vec{v}_{ij} \cdot \vec{r}_{ij} > 0
\end{cases}
$$

$$
\mu_{ij} = \frac{h v_{ij} \vec{r}_{ij}}{|\vec{r}_{ij}|^2 + \eta^2}
$$

where $\vec{r}_{ij} = \vec{r}_i - \vec{r}_j$, $\vec{v}_{ij} = \vec{v}_i - \vec{v}_j$, $\eta^2 = 0.01h^2$, $v_{ij}$ and $\rho_{ij}$ are the average values of the numerical sound velocities and densities of particles $i$ and $j$, and $\alpha$ is the artificial viscosity coefficient, which is a tuning parameter determined according to the characteristics of the specific problem of concern.

The fluid particles can move freely due to their Lagrangian nature, which makes it convenient to simulate strongly discontinuous phenomena. However, during the free movement of the particles, the number of neighboring particles in the support domain can become either too low or too high, which causes severe oscillations in density and pressure [3]. In order to obtain a smooth and stable pressure field, a density re-initialization technique [21] was introduced in the WCSPH to solve the problem. In this study, the first-order Moving Least Squares (MLS) method is also applied to re-initialize the density field of fluid particles at every time step, and the predictor-corrector scheme is adopted for the time integration [19]. The time step in this paper is dependent on the Courant condition [22] and the forcing term condition [23].
3. Wall Boundary Conditions Methodology

The new method proposed is hereafter referred to as the local semi-fixed ghost particles method to distinguish from the local mirror image method [15] and the local uniform stencil method [18]. Although all these methods are based on the same idea of generating fictitious particles, separately and locally, in the boundary domain, to complete the truncated support domain of fluid particles, there are some differences between them in the mechanism of fictitious particles generation that will eventually lead to different numerical results.

The local mirror image method [15] was improved by Fourtakas et al. [17], who introduced a new mechanism of generating fictitious particles. As shown in Figure 1, the strategy for generating the fictitious particles depends on $r_{iw}$, which is the distance between the fluid particle $i$ and the solid boundary $r_{iw} = \vec{r}_{iw} \cdot \vec{n}_w$, where $\vec{n}_w$ is the normal to the surface pointing into the fluid. If $r_{iw} < \Delta x$, where $\Delta x$ is the initial uniform particle spacing, then the fictitious particles are generated by mirroring the fluid particles about the solid boundary. If $\Delta x < r_{iw} < 2h$, the fictitious particles are generated from the natural uniform extension based on the fluid particle’s position in the boundary domain. The positions $r_{fN}$ of fictitious particles in the boundary domain are given by Equation (9):

$$
\begin{align*}
    r_{fN} &= r_i + N\Delta x & \Delta x < r_{iw} < 2h, N = 2, 3, \ldots \leq n_{smt} \\
    r_{fN} &= r_i + 2N\Delta x & r_{iw} \leq \Delta x, N = 1, 2, \ldots \leq n_{smt}
\end{align*}
$$

where the subscripts $i, f$ denote the fluid particle and the fictitious particles, respectively, the subscript $w$ represents the wall boundary, and $n_{smt} = \text{int}(2h/\Delta x)$ (the Wendland kernel is adopted herein with $h = 1.33\Delta x$ and $n_{smt} = 2$). As shown in Figure 1b, the spacing between fictitious particles of different layers varies with the distance $r_{iw}$, which will cause clumps of fictitious particles for a small $r_{iw}$. Given the fact that the repulsive force of the wall boundary acting on the fluid particles is mainly produced by these fictitious particles, that are generated when $r_{iw} \leq \Delta x$, it is clear that the wall boundary mainly influences the fluid particles within the distance of $\Delta x$ from the solid wall. Because when $r_{iw} > \Delta x$, the fictitious particles mainly contribute to complete the truncated kernel of the fluid particles, and the repulsive force produced from the boundary domain is small, the range of influence from the wall boundary is relatively small in comparison with the radius of the support domain. In Fourtakas et al. [17], only the smooth velocity and pressure fields were obtained, while the detailed comparison and analysis of the pressure values on the solid boundaries were not presented.

![Figure 1. Fictitious particles generation mechanism of the local mirror image method for a fluid particle near the wall boundary.](image)

For the local uniform stencil method [18], a local uniform stencil of fictitious particles is generated around the fluid particle at the initial state, which moves with the fluid particle during the simulation. The distance between the neighboring particles is always equal to the uniform particles spacing $\Delta x$. When the support domain of the fluid particle is truncated by the solid wall, the fictitious particles within the fluid domain are discarded,
and only those located outside the solid wall actually contribute to the calculation of the fluid particle’s properties. Thus, a uniform distribution of fictitious particles near the boundary is maintained, as shown in Figure 2. The pressure of fictitious particles is given by:

\[ P_f = P_i + \rho_0 g \cdot \vec{r}_{if} \left[ \frac{r_{wf}^2}{r_{iw}} \right] \]

(10)

where \( r_{wf} = \vec{r}_{wf} \cdot \vec{n}_{w} \) is the distance between the fictitious particle \( i \) and the wall boundary. Equation (10) ensures that \( \partial P/\partial n \rightarrow \infty \) when \( r_{iw} \rightarrow 0 \). The non-penetration boundary condition is satisfied by the repulsive pressure. However, due to the extremely unstable pressure value \( P_f \), numerical errors may be introduced in the meantime.

Figure 2. Fictitious particles generation mechanism of the local uniform stencil method for a fluid particle near the wall boundary.

For the local semi-fixed ghost particles method, fictitious particles associated with the fluid particle near the boundary are generated along the solid boundary. As shown in Figure 3, a central fictitious particle \( f_p \) is firstly generated by projecting the fluid particle onto the solid boundary if the fluid particle’s support domain is truncated by the wall boundary. And then, around the central fictitious particle \( f_p \), a set of uniformly distributed fictitious particles \( f \) associated with the fluid particle is generated in the normal and tangent directions of the solid boundary, with the uniform particle spacing \( \Delta x \) being the distance between neighboring fictitious particles, which is the same as the local uniform stencil method. At the next instant, a new set of fictitious particles are generated for the fluid particle under the same mechanism. Such a process looks as if the set of fictitious particles are moving in the tangential direction of the boundary profile. Since fictitious particles are fixed to the solid boundary in the normal boundary, “semi-fixed” is used to refer to the present method and also to distinguish from the existing methods. In this method, special treatments are needed for generating fictitious particles in the corners and curved surfaces. For fluid particles located around the corner, the central fictitious particle \( f_P \) is set at the corner point if \( r < 2\Delta x \). Other fictitious particles are generated based on the central fictitious particle \( f_P \) and the solid boundary, as shown in Figure 4b. In this case, the method for generating fictitious particles approximately degenerates to the fixed ghost particles method, and a detailed description can be found in Marrone et al. [11]. If \( r > 2\Delta x \), two central fictitious particles \( f_p \) are generated, respectively, at the different boundaries, as shown in Figure 4a. In the case of a curved surface, the treatment depends on the curvature. It can be treated approximately as a plane surface if the radius of the curvature is large enough. Otherwise, it will be treated as a corner, and the position of the central fictitious particle \( f_p \) is regarded as the corner point.
The new generation mechanism of fictitious particles is simple and robust, which suits all kinds of kernel functions with different sizes of support domains. It is obvious that the repulsive force of the wall boundary can act on any fluid particle whose support domain is truncated by the solid boundary. Thus, the influence range of the repulsive force from the wall boundary is equal to the radius of the support domain, which is different from the local mirror image method mentioned above. The size of the support domain plays an important role in the numerical stability of the pressure field, which will be discussed in the next section.

In order to impose boundary conditions for the fluid at the boundary, physical quantities of the fictitious particles should be properly assigned. The mass of the fictitious particles is set equal to the mass of the fluid particle to ensure mass conservation,

\[ m_f = m_i \]  \hspace{1cm} (11)

the pressure of the fictitious particles is given by a hydrostatic pressure correction:

\[ P_f = P_i + \rho_0 g \cdot r_{if} \] \hspace{1cm} (12)

and the density of the fictitious particles is calculated according to the equation of state (Equation (2))

\[ \rho_f = \rho_0 \sqrt{\frac{\gamma P_f}{\rho_0 c_s^2} + 1} \] \hspace{1cm} (13)

To impose the non-slip boundary condition, the assigned velocity of the fictitious particles \( \vec{u}_f \) located at the boundary is equal to the wall boundary velocity \( \vec{u}_w \)

\[ \vec{u}_f = \vec{u}_w \] \hspace{1cm} (14)
and the velocity of other fictitious particles is assigned according to the Takeda method [24]

\[ \vec{u}_f = \left( \vec{u}_i - \vec{u}_w \right) \frac{r_{wf}}{r_{iw}} \]

where \( \vec{u}_f \) is the fluid particle’s velocity.

To approximate a free-slip condition, the viscosity term in the momentum equation is ignored in the interaction of the fluid particle with the fictitious particles, and it is not necessary to calculate the fictitious particles velocities [25]. The velocity in the continuity equation is set to the wall velocity regardless of the slip condition, and the non-penetration boundary condition is satisfied naturally by the repulsive force of the fictitious particles, especially by the central fictitious particle that is generated by projecting the fluid particle onto the solid boundary in the normal direction of the solid boundary.

As for the pressure measurement on solid walls, the physical pressure of the pressure sensor point is computed by the pressure of the closest fluid particle and a hydrostatic pressure correction (Equation (12)).

4. Numerical Results

To verify the new SPH scheme proposed in this study, several representative test cases are simulated by SPH with two different smoothing lengths: \( h = 1.33 \Delta x \) and \( h = 2.00 \Delta x \). The radius of the support domain has a great influence on the computation efficiency and the stability of the pressure field. The numerical accuracy and stability of the new SPH scheme is validated by comparing the SPH results with experimental ones as well as with numerical results available in the literature.

4.1. Still Water Case

The investigation of hydrostatic pressure and particles distribution in a tank partially filled with still water is a classical benchmark problem in SPH. In this section, a 2D hydrostatic simulation of the water tank with a wedge is conducted. As shown in Figure 5, the breadth of the tank is \( B_{sw} = 4.0 \) m, and the initial water depth is \( d = 2.0 \) m. The height and breadth of the wedge are \( WB = 1.0 \) m and \( WH = 1.0 \) m, respectively. A pressure sensor is placed on the left wall and 1.0 m above the bottom. As in Fourtakas et al. [17], the density of the water is \( \rho = 1000 \) kg/m\(^3\), the numerical speed of sound is \( c_s = 80 \) m/s, and the artificial viscosity coefficient is \( \alpha = 0.1 \). The particle spacing is set to \( \Delta x = 0.05 \) m, and the total numbers of fluid particles is 2962. The time step is 0.00005 s. The free-slip boundary condition is applied near the boundary.

Figure 5. Configuration of the water tank.

Figure 6 shows the pressure field and particle distribution snapshots 15 s after the initial disturbance, and the value of the pressure sensor has become stable, as shown in Figure 7. It can be seen in Figure 6 that both pressure fields are smooth. No unphysical gaps exist between the particles adjacent to the boundary. The fluid particle distribution in Figure 6a, with smaller smoothing length, is more uniform than that in Figure 6b. The fluid
particles in Figure 6a have reached their balance position, while the fluid particles in Figure 6b are still moving slightly. This is because more fictitious particles will be generated for the fluid particle near the boundary if a larger smoothing length is used, and the pressure of fictitious particles is computed by a hydrostatic pressure correction based on the pressure and position of the fluid particle. This means that the fluid particle with larger smoothing length is more sensitive to the boundary and takes more time to reach a stable position in the hydrostatic simulation. This can also be seen in Figure 7.

![Pressure field and particle distribution snapshots at 15 s for different smoothing lengths](image)

**Figure 6.** Pressure field and particle distribution snapshots at 15 s for different smoothing lengths (a) $h = 1.33\Delta x$ and (b) $h = 2.00\Delta x$.

![Pressure histories at the pressure sensor](image)

**Figure 7.** Pressure histories at the pressure sensor.

Figure 7 shows the pressure histories of the pressure sensor in SPH simulations and gives relatively stable numerical results for this still water tank with hydrostatic pressure. In the simulation with the smaller smoothing length, the relative error from the analytical value is below 2.7%, and the pressure history of the pressure sensor keeps descending slowly with time because of the small numerical diffusion. The pressure curve is close to the analytical solution. For the other simulation with a larger smoothing length, although the relative error is about 4.0% and the pressure curve has small fluctuations, the error is still in a reasonable and acceptable range. The pressure fluctuations mainly come from the subtle movement of fluid particles near the pressure sensor.

Figure 8 shows the hydrostatic pressure of all fluid particles in the fluid field at 15 s. It can be observed that the pressure profiles nearly coincide with the analytical values. This is an important improvement in numerical accuracy over the results obtained by Fourtakas et al. [17] with the local mirror image method, as shown in Figure 8.
is 0.001 s.

To investigate the numerical accuracy of the new boundary method, the dam break case, which is a typical benchmark case for the simulation of free surface flows with many complex nonlinear phenomena, is simulated using the new SPH scheme and also the commercial code STAR-CCM+, which is based on the Finite Volume Method (FVM). For the dam break case [17,26], a water column is at the left boundary of the water tank, which is 4.0 m wide and 10.0 m high. The height and the breadth of the water column at the initial state are \( H_0 = 2.0 \) m and \( B_0 = 1.0 \) m, respectively, as shown with the black shadow in Figure 9. The distance from the leading edge to the right wall is \( X \). A pressure sensor is placed 0.2 m above the bottom on the right wall. Two SPH simulations with two different particle spacings, namely, \( \Delta x = 0.025 \) m and \( \Delta x = 0.0125 \) m, are conducted. The time steps \( dt \) are 0.000025 s and 0.00001 s, respectively. Other parameters used in the SPH simulation are: \( \rho = 1000 \) kg/m\(^3\), \( c_s = 80 \) m/s and \( \alpha = 0.1 \), which are the same as in the SPH simulations in Fourtakas et al. [17]. The free-slip boundary condition is applied on the fluid particles near the boundary. In the FVM simulations, the Euler two-phase flow model is used [27]. The grid sizes of the two FVM simulations are the same as the particle spacing used in the SPH simulations, and the time step \( dt \) is 0.001 s.

![Figure 8. Comparison of the hydrostatic pressure of all fluid particles with the analytical results.](image)

4.2. Dam Break Case

Figures 10–13 show the comparisons of the pressure and velocity field snapshots at 0.9 s in the STAR-CCM+ and SPH simulations. Since the kernel size does not have an obvious influence on the numerical results of the pressure and velocity fields, only the results of the SPH simulation with \( h = 1.33\Delta x \) are presented. It is clear that both the pressure and velocity fields in the SPH simulation are very smooth and in good agreement with the STAR-CCM+ results. No particle penetration has occurred. Besides, the fluid particles distribution near the boundary is relatively uniform, and no unphysical gaps are present, which is a distinct advantage of the local semi-fixed ghost particles method over the local uniform stencil method. In the SPH simulation of the dam break case...
using the local uniform stencil method [18], obvious unphysical gaps are caused by the extremely unstable pressure value \( P_f \) of fictitious particles, which will inevitably introduce numerical errors.

![Pressure field in the STAR-CCM+ simulation](image1)

**Figure 10.** Pressure field in the STAR-CCM+ simulation \((\Delta x = 0.0125 \text{ m}, t = 0.9 \text{ s})\).

![Velocity field in the STAR-CCM+ simulation](image2)

**Figure 11.** Velocity field in the STAR-CCM+ simulation \((\Delta x = 0.0125 \text{ m}, t = 0.9 \text{ s})\).

![Pressure field in the smoothed particle hydrodynamics (SPH simulation)](image3)

**Figure 12.** Pressure field in the smoothed particle hydrodynamics (SPH simulation) \( (h = 1.33\Delta x, \Delta x = 0.0125 \text{ m}, t = 0.9 \text{ s}) \).
In the same SPH simulation, with the local mirror image method by Fourtakas et al. [17], although the profiles of the flow fields are in good agreement with the STAR-CCM+ results in Figures 10 and 11, there are distinct differences in the maximum values of the pressure and velocity magnitude; the maxima in Fourtakas et al. [17] are approximately 10,000 Pa in the pressure field and 6.74 m/s in the velocity field, respectively. In comparison, the maximum values in the SPH simulations with the local semi-fixed ghost particles method are approximately 19,000 Pa in the pressure field and 11 m/s in the velocity field. This is closer to those of the FVM simulation, as shown in Figures 10–13.

A qualitative analysis of the height of the water column and the position of the water toe during the simulations is presented in Figures 14 and 15. As shown in Figure 15, the motion of the wave front in the simulations with the local semi-fixed ghost particles method is in good agreement with that of the FVM simulation and of the SPH simulation with the local mirror image method, although there are still some discrepancies with the experimental results [26]. For the height of the water column, as shown in Figure 14, the results of the SPH simulations using the new boundary method agree better with the experimental results and the STAR-CCM+ results, compared with the numerical results using the local mirror image method [17]. The detailed investigation of the pressure value on solid boundaries is not conducted in the simulation with the local mirror image method by Fourtakas et al. [17]. In this study, the impact pressure around the corner is investigated. As shown in Figure 16, the pressure values in the SPH simulations using the new boundary method are in good agreement with the STAR-CCM+ results. In the hydrostatic simulation, on the other hand, the pressure histories of the simulation with the smoothing length \( h = 1.33\Delta x \) have more spurious oscillations in the dynamic simulation, while the pressure histories of the simulation with larger smoothing length \( h = 2.00\Delta x \) are more stable and accurate.

![Figure 13. Velocity field in the SPH simulation (\( h = 1.33\Delta x, \Delta x = 0.0125 \text{ m}, t = 0.9 \text{ s} \)).](image)

![Figure 14. Comparison of the dimensionless height of the water column near the left wall (\( \Delta x = 0.025 \text{ m} \)).](image)
Figure 15. Comparison of the dimensionless distance from the leading edge to the right wall ($\Delta x = 0.025$ m).

Figure 16. Comparison of the dimensionless impact pressure value at the pressure sensor ($\Delta x = 0.025$ m).

4.3. Sloshing Case

To verify the new method, SPH simulations of sloshing cases are compared with experiments and grid-based CFD simulations that are conducted with the commercial code STAR-CCM+. The flow pattern, wave height and pressure value on the solid boundaries are compared. Sloshing in tanks with a baffle, as in a case used to investigate the ability of the SPH method to deal with thin plate problems, is also simulated.

4.3.1. Sloshing Case 1

In order to validate the accuracy of the SPH method, the sloshing case in Chen et al. [3] is simulated and compared with their experimental data and numerical computations. The SPH simulations using the local semi-fixed ghost particles method are performed in a fixed frame of reference. The dimensions of the 2D water tank are: breadth $B_{S1} = 1.0$ m, height $H_{S1} = 1.0$ m and depth $d = 0.3$ m. A pressure probe is placed 0.1 m below the initial free surface on the left wall. The tank rolls around the axis at the center of its bottom following a sinusoidal movement. The roll angle is $\theta(t) = A \sin(\omega t)$. In the SPH simulations, the roll amplitude $A$ is $5^\circ$, and two external excitation frequencies of $\omega_1 = 0.95$ and $\omega_2 = 3.09$ are explored. The sloshing system of a rectangular tank partially filled with water has a natural frequency of $\omega_0^2 = g (n \pi / B_{S1}) \tanh(n \pi (d / B_{S1}))$, and the first order natural frequency is $\omega_0 = 4.76$. As in the SPH simulations in Chen et al. [3], the SPH simulation parameters of the fluid particles are $\rho = 1000$ kg/m$^3$ and $c_s = 20$ m/s. The artificial viscosity is $\alpha = 0.02$. The particle spacing is set to $\Delta x = 0.01$ m, resulting in approximately 2970 fluid particles. The time step is $0.00005$ s. The no-slip boundary condition is imposed on the fluid particles near the boundary.
The flow patterns in the experiments [3] and in the SPH simulations are compared. Figures 17–20 show two particular instants of the cases with two different excitation frequencies. Since the influence of the kernel size on the flow patterns is not obvious, only the flow patterns of the SPH simulation with \( h = 1.33\Delta x \) are presented. They are in good agreement with the experimental ones, and both pressure fields of fluid particles are smooth. The distribution of the fluid particles near the wall boundary is uniform in these SPH simulations.

Figure 17. Flow pattern reproduced from the experiment of Chen et al. [3] \((\omega = 0.95 \text{ rad/s, } t = 11.57 \text{ s})\).

Figure 18. Flow pattern reproduced from the experiment of Chen et al. [3] \((\omega = 3.09 \text{ rad/s, } t = 3.55 \text{ s})\).

Figure 19. Flow pattern and pressure distribution in the SPH simulation \((h = 1.33\Delta x, \omega = 0.95 \text{ rad/s, } t = 11.57 \text{ s})\).
To qualitatively analyze the pressure field in the SPH simulations, the pressure value at a specific point is investigated. The pressure histories on the solid boundary are compared with the experimental and numerical results of Chen et al. [3] in Figures 21 and 22. It can be seen that the pressure histories have small oscillations, and the numerical accuracy and stability is difficult to obtain with other boundary methods, except for the local semi-fixed and the fixed ghost particles methods. The amplitude and the phase of the pressure obtained with the local semi-fixed ghost particles method are in good agreement with the experimental and numerical results by Chen et al. [3].

As shown in Figure 21, the curve of the SPH results with $h = 2.00\Delta x$, $\omega = 3.09$ rad/s, $t = 3.55$ s).
influence of the boundary condition on the sloshing system is more obvious—especially for the simulation with \( h = 2.00\Delta x \), where more fictitious particles are generated around the fluid particle near the wall. Because the pressure of the fictitious particles is computed by the pressure of the closest fluid particles and a hydrostatic pressure correction, the numerical diffusion in the SPH simulation with \( h = 2.00\Delta x \) appears in this case. Compared to 0.95 rad/s, the excitation frequency 3.09 rad/s is closer to the first-order natural frequency 4.76 rad/s, and the motion of the fluid particles is more violent, as shown in Figure 22, where small spurious pressure oscillations are present in the blue curve (\( h = 1.33\Delta x \)).

Another important influence factor of the stability of the pressure value is the size of the smoothing length. It is obvious that the pressure histories obtained with the larger smoothing length \( h = 2.00\Delta x \) are more stable and free of oscillations. However, the larger smoothing length will result in more fictitious particles generated in the boundary domain. As a result, more computation time and higher requirements of the boundary geometry will be needed. Generally, for this case, the computation time of the 2D SPH simulations with the larger smoothing length is about eight times the one with the smaller smoothing length. Apparently, the new method has a much higher computational cost than the fixed ghost particles method, and theoretically does not have obvious advantages over previous local ghost boundary methods in the computational cost.

4.3.2. Sloshing Case 2

To investigate the numerical stability of the local semi-fixed ghost particles method in simulating violent sloshing and the ability to deal with complicated flow problems, simulations of sloshing in tanks with and without baffles are conducted. The sloshing water tank with a baffle is shown in Figure 23. The tank’s height, breadth and initial water depth are \( H_{S2} = 1.15 \text{ m}, B_{S2} = 1.73 \text{ m} \) and \( d = 0.6 \text{ m} \), respectively. The baffle breadth and height are \( BB = 0.3 \text{ m} \) and \( BH = 0.02 \text{ m} \). The rigid baffle is fixed at the center of the tank bottom. If the baffle breadth is less than the diameter of the support domain, it becomes a thin plate problem, which is quite a challenge for traditional SPH methods including the fixed ghost particles method and the mirror particles method. A sloshing simulation in the tank without baffle is also conducted for the purpose of comparison. A pressure probe point is placed 0.2 m below the initial free surface on the right wall. In addition, in order to visualize the sloshing wave profile numerically, a wave gauge is placed 0.05 m from the left wall in the numerical simulations. The tank is subject to a sinusoidal excitation in the \( x \)-axis direction that is imposed in a moving frame of reference through a forcing term in the continuum equation,

\[
\vec{F} = (a(t), -g)
\]  

(16)

where \( a(t) \) is the lateral acceleration, \( a(t) = A\omega^2 \sin(\omega t) \) and \( A = 0.032 \text{ m} \) is the amplitude of displacement. The excitation frequency \( \omega \) is 4.19 rad/s.

![Figure 23. Configuration of the sloshing water tank.](image-url)
In the SPH simulation, the density of the water is $\rho = 1000 \text{ kg/m}^3$, the numerical speed of sound is $c_s = 28 \text{ m/s}$, and the artificial viscosity coefficient is $\alpha = 0.02$. To examine the convergence behavior using the boundary model, two different particle spacings are used in the sloshing simulations in tanks without the baffle, $\Delta x = 0.01 \text{ m}$ and $\Delta x = 0.02 \text{ m}$, corresponding to 10,381 and 2552 fluid particles in the computation domain. The time step is set to 0.00005 s for all SPH simulations. The FVM simulations are based on a Euler two-phase flow model and conducted using the commercial code STAR-CCM+, in which the computation domain is discretized into a uniform grid with $\Delta x = 0.01 \text{ m}$. The interface is captured by a volume of fluid (VOF) technique [27]. STAR-CCM+ is a reliable numerical tool, which has been widely used by many researchers for sloshing simulations [28].

Figures 24–27 show the comparisons of the flow pattern and pressure distribution at 6 s in the STAR-CCM+ simulation and the SPH simulations with different particle spacings. Only the results of the SPH simulation with $h = 1.33\Delta x$ are presented. The motion of the sloshing wave in the tank without the baffle is violent. It is clear that the pressure fields in Figure 26, where more particles are used, are smoother than the pressure fields in Figure 27.

![Figure 24. Pressure distribution in the STAR-CCM+ simulation without the baffle.](image)

![Figure 25. Flow pattern in the STAR-CCM+ simulation without the baffle.](image)

![Figure 26. Flow pattern and pressure distribution in the SPH simulation without the baffle ($h = 1.33\Delta x, \Delta x = 0.01 \text{ m}$).](image)
Figure 27. Flow pattern and pressure distribution in the SPH simulation without the baffle \((h = 1.33\Delta x, \Delta x = 0.02 \text{ m})\).

The curves of the sloshing wave’s height and pressure values at the probes in these numerical simulations are shown in Figures 28–31. The pattern of the SPH results are in good agreement with the STAR-CCM+ results. Both the wave height and the amplitude of pressure of the simulations obtained with the small particle spacing are closer to the STAR-CCM+ results. The convergence of SPH results is well verified. Spurious pressure oscillations are present in Figure 30; in contrast, the pressure histories in Figure 31 are very stable and smooth. A comparison of Figures 30 and 31 shows the effect of the smoothing length on the numerical results for the pressure field. For the larger smoothing length, more fictitious particles are generated for the fluid particle near the boundary and involved in the calculation of the physical quantities of the fluid particle, which can make the pressure field near the boundary smoother and more stable.

Figure 28. Comparison of the SPH results obtained with \(h = 1.33\Delta x\) for the wave elevation at the wave gauge with those of STAR-CCM+.

Figure 29. Comparison of the SPH results obtained with \(h = 2.00\Delta x\) for the wave elevation at the wave gauge with those of STAR-CCM+.
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Figures 32–34 show the flow pattern and pressure distribution in the sloshing model
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Figure 32. Pressure distribution in the STAR-CCM+ simulation with the baffle.
Figure 33. Flow pattern in the STAR-CCM+ simulation with the baffle.

Figure 34. Flow pattern and pressure distribution in the SPH simulation with the baffle \((h = 1.33\Delta x, \Delta x = 0.02 \text{ m})\).

Figure 35. Comparison of the wave elevation at the wave gauge obtained by the SPH and STAR-CCM+ simulations.

Figure 36. Comparison of the pressure on the solid boundary obtained by the SPH and STAR-CCM+ simulations.

It is clear that the smoothing length plays a major role in the numerical stability and accuracy of these SPH simulations. In the sloshing SPH simulations of violent sloshing or complicated flows, pressure histories on the solid boundary with larger smoothing lengths are more stable and smoother. It is also demonstrated that the present SPH method is able to deal with thin plate problems.
5. Conclusions

In this study, a novel local semi-fixed ghost particles method is proposed for Weakly Compressible Smoothed Particle Hydrodynamics (WCSPH). Compared to the previous local ghost particles methods, the new boundary method improves the generation mechanism of fictitious particles and extends the influence range of the wall boundary. The stability and accuracy of the new boundary method is validated for a still water case, a dam break case and some liquid sloshing cases, and the ability of the local semi-fixed ghost particles method to deal with complex geometries and violent flows is demonstrated. A detailed investigation into the pressure on solid walls and wave elevation in dynamic simulations is conducted. The good agreement between the SPH results and the benchmark results shows that the local semi-fixed ghost particles method can effectively reduce spurious pressure oscillations and significantly improve the numerical accuracy and stability, especially for the kernel with a large radius of the support domain.

In general, besides the unique merits of the local ghost particles methods, namely, the ability to avoid particle penetration and to deal with complex geometries and deformable objects, the local semi-fixed ghost particles method has a high numerical accuracy and stability and possesses promising and wide application prospects.
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