Learning Based Joint Coding-Modulation for Digital Semantic Communication Systems
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Abstract—In learning-based semantic communications, neural networks have replaced different building blocks in traditional communication systems. However, the digital modulation still remains a challenge for neural networks. The intrinsic mechanism of neural network based digital modulation is mapping continuous output of the neural network encoder into discrete constellation symbols, which is a non-differentiable function that cannot be trained with existing gradient descend algorithms. To overcome this challenge, in this paper we develop a joint coding modulation scheme for digital semantic communications with BPSK modulation. In our method, the neural network outputs the likelihood of each constellation point, instead of having a concrete mapping. A random code rather than a deterministic code is hence used, which preserves more information for the symbols with a close likelihood on each constellation point. The joint coding-modulation design can match the modulation process with channel states, and hence improve the performance of digital semantic communications. Experiment results show that our method outperforms existing digital modulation methods in a wide range of SNR, and outperforms neural network based analog modulation method in low SNR regime.
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I. INTRODUCTION

Recently, semantic communications are envisioned to be a key enabling technique for future 6G communication networks [1]. As a paradigm shift beyond Shannon, semantic communications only transmit necessary information relevant to the specific task at the receiver, known as “semantic information”, and therefore can significantly improve transmission efficiency. Semantic communications are regarded as a truly intelligent communication framework. They can find a wide range of applications such as smart transportation, video conference, augmented reality (AR), interactive hologram, and intelligent humanoid robots.

This work is supported by the NSF of China under grant 62125108, 61901261, 12031011.

Thanks to the rapid development of machine learning, neural networks (NNs) are powerful tools to learn and extract the hidden semantic information and have been successfully applied in the design of various semantic communication systems. Specifically, neural networks are most widely used to replace the classic coding and decoding blocks. For example, the neural network is used as source coding in the semantic communication system developed by Dai et al. in [2]. Neural networks are also used as joint source channel coding (JSCC) in [3], [4]. Meanwhile, neural networks can also achieve other functions such as repeated requesting. For instance, Jiang et al. [5] integrate neural network based Hybrid Automatic Repeat Request (HARQ) mechanism into semantic communication systems.

Among different building blocks in modern wireless communications, digital modulation remains a difficult component to be modeled by neural networks. Analog modulation is used in most previous works on NN-based semantic communication systems [4], [6]–[8], which does not match up with the real-world digital systems. The difficulty of realizing NN-based digital modulation comes from its intrinsic mechanism. The output of NN-based encoders is often real numbers, and the modulator needs to establish a mapping from these real numbers to discrete constellation symbols, which is equivalent to a non-differentiable function. Hence this modulator cannot be achieved by neural networks directly, since all the existing gradient descend algorithms will fail with the non-differentiable mapping function.

To the best of our knowledge, there are two different methods to achieve digital modulation in semantic communications. One straightforward idea is to use a non-neural-network-based method for digital modulation. For example, an 8-bit quantizer is used in [3] to convert the continuous output of the JSCC encoder to discrete symbol sequences, which can be transmitted through digital communication systems. Another approach is to use an extra neural network to generate the likelihood of
constellations instead of a concrete one. For example, Jiang et al. [5] use an MLP network with Sigmoid function to train a non-uniform quantizer that has the minimum quantization error, and further associate the quantized bits sequence with the constellation \{+1, −1\} for BPSK modulation. However, in both quantization-based modulation methods, the modulator block works separately with the coding block, which will decrease the transmission performance especially when the channel noise situation is poor.

In this paper, we propose an NN-based joint coding-modulation scheme for semantic communication systems with BPSK modulation. Specifically, the joint coding-modulation (JCM) is modeled by an NN-based stochastic encoder in conjunction with a random coding-based modulator. The NN learns the transfer probability from source data, while the random coding generates the actual modulated symbols for channel transmission based on the learned transfer probability. Without intermediate steps and jointly trained in one unique neural network, our method can better match up the coding and modulation process with channel states. In addition, the capacity-approaching property of random coding can preserve more information for those symbols who has a marginal probability around 0.5. Moreover, the Gumbel-max reparameterization method [9] is used in random code generation to alleviate the computation complexity of training the JCM network. Accordingly, at the receiver side, two separate NNs are used to reconstruct the source data and the semantic information, respectively, and they are trained jointly with the neural network at the transmitter end.

Based on the proposed JCM scheme, we develop an end-to-end semantic communication system using the Variational Autoencoder (VAE) architecture [10]. To this end, two theoretic contributions have been made on the loss function design for the VAE network. First, we derive a variational inference lower bound for the mutual information based neural network optimization objective function. This lower bound is much easier to estimate and optimize than the mutual information function when data are high dimensional variables, and can be used in VAE networks. Second, we further extend the established lower bound to the scenario of image semantic communications, and derive a loss function that consists of cross entropy and mean square error distortion function. We would like to point out that the meaning of these two theoretic results are beyond the engineering target in this paper. Both the mutual information based [11] and data distortion based [4] loss functions are widely used in semantic communications, but existing semantic rate distortion model [12] only tells us that they are strongly related without telling us how exactly they are related. Our results reveal a more concrete insight that this relationship should be that one can lower bound the other in image semantic communications.

Experiment results on real-world datasets show that our method can inherit the performance advantage of VAE in neural network based JSCC problems [7]. Specifically, our method outperforms existing methods for digital semantic communications, namely the uniform quantizer [3] and the neural network based quantizer [5]. Moreover, experiments also show that our method can have a close performance with neural network based semantic communication systems with analog modulation when the Signal-to-Noise-Ratio (SNR) is high, and a better performance when SNR is low.

II. PROBLEM FORMULATION

Fig. 1 shows the semantic communication system we focus on in this paper. There is a source data \( \mathbf{X} \), associated with its unknown semantic information \( \mathbf{S} \), to be communicated through a noisy channel for both data recovery and semantic processing. There is also a knowledge base which stores a sufficient number of empirical data tuples of \((\mathbf{x}, \mathbf{s})\), and is available to both the transmitter and the receiver. Unlike the classic approach of separately designing coding and modulation, the proposed joint coding-modulation is designed as a neural network followed by a random coding. The NN is to map source data \( \mathbf{X} \) to the transfer probability while the random coding generates discretely modulated symbol \( \mathbf{Z} \) based on this transfer probability. Accordingly, the receiver consists of two neural networks to map from channel output \( \hat{\mathbf{Z}} \) to the reconstructed source data \( \hat{\mathbf{X}} \) and reconstructed semantic information \( \hat{\mathbf{S}} \), respectively.

We consider a mandatory requirement for digital communication in our system, where BPSK modulation is used for simplicity. High-order modulation shall be considered in the future work. That is to say, the channel input, denoted as \( \mathbf{Z} = (Z_1, Z_2, ..., Z_n) \), is an \( n \)-length sequence taking values from \{-1, +1\}^n. Hence the channel output can be written as \( \hat{\mathbf{Z}} = \mathbf{Z} + \mathbf{\varepsilon} \), where \( \mathbf{\varepsilon} \sim N(0, \sigma^2 \mathbf{I}_n) \) is the channel noise.

Therefore, a Markov chain can be established as \( \mathbf{S} \rightarrow \mathbf{X} \rightarrow \mathbf{Z} \rightarrow \hat{\mathbf{Z}} \rightarrow (\hat{\mathbf{S}}, \hat{\mathbf{X}}) \). As shown in Fig. 1, the transition
between the observable source data \( X \) and the channel input \( Z \) includes coding and modulation, which are jointly realized by a neural network. This transition is modeled as a stochastic joint encoder-modulator \( p_{cn}(z|x, \theta) \) in our paper, where \( \theta \) is the parameter of the neural network. As a remark, a functional encoder or modulator can be regarded as a special case of the stochastic ones. At the receiver end, we use two stochastic demodulator-decoders, namely \( p_{de,o}(\hat{x}|\hat{z}, \psi) \) and \( p_{de,s}(\hat{s}|\hat{z}, \phi) \) for the reconstruction of the observable source data and the semantic information respectively, where the parameters of these two networks are denoted as \( \psi \) and \( \phi \).

Our goal is to find a JCM network which can preserve as much information about the semantic information and the source data as possible in the channel output \( \hat{Z} \), and the corresponding receiver networks which can best recover the semantic information and source data. Therefore, a mutual information based theoretic objective function (shorted as “MI-OBJ”) can be established as follows:

\[
I(S; \hat{Z}) + \lambda \cdot I(X; \hat{Z}),
\]

where \( \lambda \) is a trade-off hyperparameter. The MI-OBJ function is also used in many previous works of semantic communications [7], [11]. By taking the channel output \( \hat{Z} \) into consideration, the joint encoder-modulator can have a better fitting with the channel states. However, this function is sometimes not easy to directly optimize in practical scenarios, and does not take the receiver into consideration. Hence a solution is given in our Section III, which gives an alternative approximation of MI-OBJ with the receiver design also merged in.

III. VARIATIONAL LEARNING FOR JOINT CODING-MODULATION

As mentioned, in some circumstances optimizing (1) is not "operational". As pointed out by Alemi et al. in [13], it is difficult to estimate the joint distribution \( p(x, \hat{z}) \) and \( p(s, \hat{s}) \) when \( X, Z \) and \( \hat{Z} \) are high dimensional variables, making MI-OBJ in (1) intractable. Therefore, we hereby use the technique of variational inference [14] to establish its lower bound and maximize this lower bound instead, which is stated as our main theorem in Section III-A. Based on this lower bound, we further derive a loss function for image transmission, as a corollary in Section III-B. Moreover, we apply Gumbel-max method for generating random coding based modulation to fit with neural network training, which is discussed in Section III-C.

A. Variational Inference Lower Bound

Theorem 1 (VILB): A variational inference lower bound of MI-OBJ in (1) is given by (2), where \( K = H(S) + \lambda \cdot H(X) \) is a constant, \( \lambda \) is a trade-off hyperparameter and \( CE[\cdot] \) is the Cross Entropy between two probability distributions.

Theorem 1 gives an operational lower bound of (1), where the neural networks, namely the parameters of \( \theta, \phi \), and \( \psi \), can be trained over the optimization process of this lower bound. According to [13], the cross entropy on conditional distributions is much easier to be sampled and estimated than the joint distribution and the mutual information function.

To prove Theorem 1, first we need to prove the following lemma, which is an intermediate result that merges the receiver design into MI-OBJ.

Lemma 1: A simpler lower bound of MI-OBJ is given by (3), where \( K = H(S) + \lambda \cdot H(X) \).

Proof: First, considering the term \( I(S; \hat{Z}) \), we have:

\[
I(S; \hat{Z}) = -H(S|\hat{Z}) + H(S)
\]

\[
= E_{p(s, \hat{z})} \log \left[ p(s|\hat{z}) \frac{p_{de,s}(\hat{s}|\hat{z}, \phi)}{p_{de,s}(\hat{s}|\hat{z}, \phi)} \right] + H(S)
\]

\[
\geq KL[p(s|\hat{z})||p_{de,s}(\hat{s}|\hat{z}, \phi)] + H(S)
\]

Theorem 1 (VILB): A variational inference lower bound of MI-OBJ in (1) is given by (2), where \( K = H(S) + \lambda \cdot H(X) \) is a constant, \( \lambda \) is a trade-off hyperparameter and \( CE[\cdot] \) is the Cross Entropy between two probability distributions.

Theorem 1 gives an operational lower bound of (1), where the neural networks, namely the parameters of \( \theta, \phi \), and \( \psi \), can be trained over the optimization process of this lower bound. According to [13], the cross entropy on conditional distributions is much easier to be sampled and estimated than the joint distribution and the mutual information function.

To prove Theorem 1, first we need to prove the following lemma, which is an intermediate result that merges the receiver design into MI-OBJ.

Lemma 1: A simpler lower bound of MI-OBJ is given by (3), where \( K = H(S) + \lambda \cdot H(X) \).

Proof: First, considering the term \( I(S; \hat{Z}) \), we have:

\[
I(S; \hat{Z}) = -H(S|\hat{Z}) + H(S)
\]

\[
= E_{p(s, \hat{z})} \log \left[ p(s|\hat{z}) \frac{p_{de,s}(\hat{s}|\hat{z}, \phi)}{p_{de,s}(\hat{s}|\hat{z}, \phi)} \right] + H(S)
\]

\[
\geq KL[p(s|\hat{z})||p_{de,s}(\hat{s}|\hat{z}, \phi)] + H(S)
\]

\[
= -E_{p(\hat{z})} CE[p(s|\hat{z})||p_{de,s}(\hat{s}|\hat{z}, \phi)] + H(S)
\]

where (a) follows the definition of KL divergence, and the semantic decoder \( p_{de,s}(\hat{s}|\hat{z}, \phi) \) is expanded as a variational approximation to the true posterior \( p(s|\hat{z}) \); (b) follows the non-negative property of KL divergence; (c) follows the definition of Cross Entropy.

Similarly, we have:

\[
I(X; \hat{Z}) \geq -E_{p(\hat{z})} CE[p(x|\hat{z})||p_{de,o}(\hat{x}|\hat{z}, \psi)] + H(X).
\]

Putting (6) and (7) together finishes the proof of Lemma 1.

To further prove Theorem 1, we consider the probability of \( \hat{z} \), which is determined by the stochastic encoder:

\[
p(\hat{z}) = \int p(s, x, z, \hat{z}) dsdxdz
\]

\[
= \int p(s, x) p_{cn}(z|x, \theta) p(\hat{z}|s, x) dsdxdz.
\]

For channel input symbols \( z = (z_1, z_2, ..., z_n) \), we model them as mutually conditionally independent Bernoulli variables like in [11] with \( z_i \sim B(p_i^e(x, \theta)) \), where \( p_i(x, \theta) \) is the probability of \( z_i = 1 \). Due to the assumed independency among the components in \( z \), their joint probability mass function (PMF) can be express as:

\[
p_{cn}(z|x, \theta) = \prod_{i=1}^{n} [p_i^e(x, \theta)]^{z_i} [1 - p_i^e(x, \theta)]^{1-z_i}.
\]
By introducing (8) and the transition probability (9) into Lemma 1, we can finish the proof of Theorem 1.

B. Loss Function Design for Image Semantic Communications

Based on Theorem 1, a corresponding loss function for image semantic communication can be further derived.

Corollary 1 (Loss function for image source data): Consider image semantic communication scenarios with image classification as semantics, the loss function can be written as (4), where \((X^N, S^N) = \{(x_j, s_j)\}_{j=1}^N\) denotes the batch of training data; \(M\) is the total number of classes; \(f_\psi(\hat{z})\) is the mean of the Gaussian-parameterized stochastic decoder for the observable source data reconstruction, which comes from a special assumption for image source data that we will later elaborate; \(|\cdot||\) denotes the \(l_2\) norm; \(x_j = y_\theta(x_j, g_j)\) is the constellation symbol randomly generated by source data \(x_j\) and auxiliary random variable \(g_j\), which will be introduced later in Subsection III-C.

Proof: We first introduce some widely recognized assumptions of image source data, and then we further derive the loss function by applying these assumptions to (2) and replacing the probability function with the empirical distribution.

As pointed out in [11], the source data \(X\) and its reconstruction \(\hat{X}\) can be modeled as multivariate factorized Gaussian distributions with isotropic covariance. Thus, we can assume that

\[
p(x|\hat{x}) = \mathcal{N}(\mu, \sigma_1^2 I_{m \times m}), \quad p_{dc,o}(\hat{x}|\hat{z}, \psi) = \mathcal{N}(f_\psi(\hat{z}), \sigma_2^2 I_{m \times m}),
\]

where \(\mu\) is the true pixel value of the source data (usually normalized between 0 and 1), \(\sigma_1\) and \(\sigma_2\) are precision parameters treated as constants, and \(f_\psi(\hat{z})\) is the output of the stochastic decoder for the reconstruction of the source data.

By taking (10) and (11) into Theorem 1, (15) can be further proven true for using Gumbel-max method [15]. Specifically, in Gumbel-max we denote the sampling process as \(z = y_\theta(x, g)\), where each symbol \(z_i\) is generated by the following rule:

\[
z_i = \text{argmax} \{ \log p^i(x, \theta) + g_1, \log [1 - p^i(x, \theta)] + g_2 \},
\]

(14)

where \(g_1^i\) and \(g_2^i\) are independent Gumbel variables with distribution

\[g_1^i, g_2^i \sim \text{Gumbel}(0, 1),\]

In operation, we first draw a sample from \(u \sim \text{Uniform}(0, 1)\), then use the inverse transform and generate the Gumbel-distributed variable as \(g = -\log(-\log(u))\) [9].

- **Random code generation**

To get a codeword \(z\), we need to sample from the stochastic encoder \(p_{en}(z|x, \theta)\), so that the empirical distribution of the random code matches its probability distribution. It has been proven true for using Gumbel-max method [15]. Specifically, in Gumbel-max we denote the sampling process as \(z = y_\theta(x, g)\), where each symbol \(z_i\) is generated by the following rule:

\[
z_i = \text{argmax} \{ \log p^i(x, \theta) + g_1, \log [1 - p^i(x, \theta)] + g_2 \},
\]

where \(g_1^i\) and \(g_2^i\) are independent Gumbel variables with distribution

\[g_1^i, g_2^i \sim \text{Gumbel}(0, 1),\]

In practice, we first draw a sample from \(u \sim \text{Uniform}(0, 1)\), then use the inverse transform and generate the Gumbel-distributed variable as \(g = -\log(-\log(u))\) [9].

- **Gradient estimation**

Estimating the gradient of the lower bound (2) w.r.t. the encoder parameters \(\theta\) is tricky, since for one thing, the sampling process is non-differentiable; for another, the usual Monte Carlo gradient estimator exhibits high variance [10].

To solve the first problem, the non-differentiable argmax operation in (14) will be approximated by the Softmax function [9]. The reparameterization trick widely applied in VAE [10] solves the second problem. Through the additional Gumbel noise \(g\) and the transformation \(z = y_\theta(x, g)\), the Monte Carlo gradient estimator of \(\theta\) w.r.t. the expectation of an arbitrary function \(h(z)\) now becomes:

\[
\nabla_\theta \mathbb{E}_{p_{en}(z|x, \theta)}[h(z)] = \nabla_\theta \mathbb{E}_{p(g)}[h(y_\theta(x, g))] = \mathbb{E}_{p(g)}[\nabla_\theta h(y_\theta(x, g))] 
\simeq \frac{1}{N} \sum_{m=1}^N \nabla_\theta h(y_\theta(x, g_m)).
\]
\[ I(X; \hat{Z}) = -H(X|\hat{Z}) + H(X) \]
\[
\geq (a \cdot \mathbb{E}_{p(\hat{z})} \mathbb{E}_{p(x|\hat{z})} \log p_{de,o}(\tilde{x}|\hat{z}, \psi) + H(X) \\
(b \cdot \int_{\mathbb{Z}} p(\hat{z}) d\hat{z} \int_{\mathbb{X}} \frac{1}{(2\pi)^{\frac{d}{2}} \sigma_1} e^{-\frac{1}{2}(x-\mu)^T \frac{1}{2} I(x-\mu)} \log \frac{1}{(2\pi)^{\frac{d}{2}} \sigma_2} e^{-\frac{1}{2}(\tilde{x}-f_{\psi}(\hat{z}))^T \frac{1}{2} I(\tilde{x}-f_{\psi}(\hat{z}))} d\tilde{x} + H(X) \\
(c \cdot \int_{\mathbb{Z}} p(\hat{z})(b - a [\mu_1 - f_{\psi}(\hat{z})]^T (\mu_1 - f_{\psi}(\hat{z}))] d\hat{z} + H(X) \\
= d \cdot -a \cdot \mathbb{E}_{p(\hat{z})} ||\mu_1 - f_{\psi}(\hat{z})||_2^2 + b + H(X) \] (15)

The expectation is no longer with respect to the encoder parameters \( \theta \) but the Gumbel noise, resulting a low-variance gradient estimator [10].

IV. EXPERIMENT RESULTS

In this section, we use simulations to test the performance of our proposed method. The experiments are conducted on CIFAR10 dataset, where the class of the images is set as the semantic information. Three conventional methods are used as the benchmarks, including two digital modulation methods and one analog modulation method.

A. Experiment Settings

1) Datasets: Our experiments are performed on the CIFAR10 dataset which includes 10 classes of 32 × 32 color images with a training set of 50000 examples and a test set of 10000 examples.

2) Benchmarks: We compare the performance of our proposed joint coding-modulation scheme with BPSK modulation with three benchmarks: the neural network based analog modulation (abbreviated as “Analog”), the 8-bit quantizer for BPSK modulation (abbreviated as “8-bit Uniform”) and learning-based quantization for BPSK modulation (abbreviated as “1-bit NN”). The details of the baseline methods are listed as follows.

- “Analog” method: This method uses a neural network with four Resnet blocks [16] for encoding, a 4-layer Spinal [17] architecture for semantic information decoding and a 3-layer trans-convolution architecture for source data decoding. The output of the encoding network is a sequence of real numbers, and then is sent into AWGN channel directly. As a remark, this method does not obey the digital communication requirement of our system model.

- “8-bit Uniform” method: A same neural network architecture as Analog method is used here. However, the output of the encoding network is sent to an 8-bit uniform quantizer to convert into bit sequence. Then the “0” bits are associated with “-1”, and the “1” bits are associated with “+1” in BPSK modulation.

- “1-bit NN” method: A same neural network architecture as Analog method is used for joint source-channel coding. Then an one-layer MLP with a Sigmoid nonlinearity is applied as the 1-bit quantizer, which outputs the probability of \( b_i = 1 \) for each bit. A hard decision is then applied to the output (if the probability is over 0.5, then this bit is decided as 1) so as to attain a bit sequence. An association from bit sequence to BPSK constellations are also made, which is similar to the 8-bit method.

3) Neural Network of Our Method: The neural network architecture of our method is the same as the analog method. All details of loss function design, training methods and gradient estimation follows Section III.

B. Performance Comparison

Fig. 2 and Fig. 3 plot the performance of all four methods against SNR, with channel input sequence length \( n=1536 \). As a general trend, our method outperforms baseline methods when SNR is low. Meanwhile, when SNR is high, the performance of all methods will converge, but our method still remains competitive, only slightly less than the Analog method.

Fig. 2 shows the semantic information accuracy performance against SNR. It can be seen that our method has stable performance with SNR changing, while the performance of all
other methods will be largely affected if SNR is low. Therefore our method has an obvious performance advantage in low SNR regime. For example, when SNR=-10 dB, the accuracy of our method can reach 81.32% while the second place Analog method can only achieves 73.63%.

Fig. 3 shows the PSNR of observable source data reconstruction against SNR. Similar with the accuracy performance, our method keeps a performance advantage in most cases. Only when SNR=14 dB and SNR=18 dB, the PSNR performance of our method is slightly worse than the Analog method. When SNR=14 dB, the PSNR of our method is 22.13 dB while 22.74 dB for Analog method; when SNR=18 dB, the PSNR of our method is 22.23 dB while 23.34 dB for Analog method.

Fig. 4 and Fig. 5 plot the performance of all four methods against channel input sequence length $n$ where the channel SNR is set to be -2 dB. Generally, for both semantic information reconstruction and observable source data reconstruction, our method always outperforms three baseline methods.

Fig. 4 shows the semantic information accuracy performance against sequence length. It can be seen that when SNR=-2 dB, the accuracy performance of our method is close to that of Analog method, and greatly exceeds the other two methods. When $n=512$, our proposed method reaches a accuracy performance of 74.67% while the 1-bit NN method and 8-bit Uniform method respectively have a performance of 68.49% and 34.49%.

Fig. 5 shows the PSNR performance of reconstructing observable source data against sequence length, for all four methods. As we can see, our method outperforms all three benchmarks in all code length. When SNR=-2 dB and $n=512$, the gap between our proposed method and the second place 1-bit NN method is about 0.8 dB.

**V. CONCLUSION**

In this paper, we propose a learning-based joint coding-modulation scheme for semantic communications with digital modulation. Experiment results show that our method can outperform all existing methods for digital semantic communications. Meanwhile, new loss functions are proposed, which are more operational for high dimensional data and reveal the relationship between mutual information based loss function and data distortion function based loss function.

**REFERENCES**

[1] P. Zhang, W. Xu, H. Gao, K. Niu, X. Xu, X. Qin, C. Yuan, Z. Qin, H. Zhao, J. Wei et al., “Toward wisdom-evolutionary and primitive-concise 6g: A new paradigm of semantic communication networks,” *Engineering*, vol. 8, pp. 60–73, 2022.

[2] J. Dai, P. Zhang, K. Niu, S. Wang, Z. Si, and X. Qin, “Semantic coded transmission: Architecture, methodology, and challenges,” *arXiv preprint arXiv:2112.0393*, 2022.

[3] H. Zhang, S. Shao, M. Tao, X. Bi, and K. B. Letaief, “Deep learning-enabled semantic communication systems with task-unaware transmitter and dynamic data,” *arXiv preprint arXiv:2205.00271*, 2022.

[4] E. Bourtsoulatze, D. B. Kurka, and D. Gündüz, “Deep joint source-channel coding for wireless image transmission,” *IEEE Transactions on Cognitive Communications and Networking*, vol. 5, no. 3, pp. 567–579, 2019.

[5] P. Jiang, C.-K. Wen, S. Jin, and G. Y. Li, “Deep source-channel coding for sentence semantic transmission with harq,” *IEEE Transactions on Communications*, 2022.

[6] Z. Weng and Z. Qin, “Semantic communication systems for speech transmission,” *IEEE Journal on Selected Areas in Communications*, vol. 39, no. 8, pp. 2434–2444, 2021.

[7] J. Shao, Y. Mao, and J. Zhang, “Learning task-oriented communication for edge inference: An information bottleneck approach,” *IEEE Journal on Selected Areas in Communications*, vol. 40, no. 1, pp. 197–211, 2021.

[8] H. Xie, Z. Qin, and G. Y. Li, “Task-oriented multi-user semantic communications for vqa,” *IEEE Wireless Communications Letters*, vol. 11, no. 3, pp. 553–557, 2021.

[9] E. Jang, S. Gu, and B. Poole, “Categorical reparameterization with gumbel-softmax,” *arXiv preprint arXiv:1611.01144*, 2016.

[10] D. P. Kingma and M. Welling, “Auto-encoding variational bayes,” *arXiv preprint arXiv:1312.6114*, 2013.

[11] K. Choi, K. Tatwawadi, T. Weissman, and S. Ermon, “Necst: neural joint source-channel coding,” 2018.

[12] Z. Qin, X. Tao, J. Lu, and G. Y. Li, “Semantic communications: Principles and challenges,” *arXiv preprint arXiv:2201.01389*, 2021.

[13] A. A. Alemi, I. Fischer, J. V. Dillon, and K. Murphy, “Deep variational information bottleneck,” *arXiv preprint arXiv:1612.00410*, 2016.

[14] C. M. Bishop and N. M. Nasrabadi, *Pattern recognition and machine learning*. Springer, 2006, vol. 4, no. 4.

[15] E. J. Gumbel, *Statistical theory of extreme values and some practical applications: a series of lectures*. US Government Printing Office, 1954, vol. 33.

[16] K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning for image recognition,” in *Proceedings of the IEEE conference on computer vision and pattern recognition*, 2016, pp. 770–778.

[17] H. D. Kabir, M. Abdar, A. Khosravi, S. M. J. Jalali, A. F. Aitay, S. Nahavandi, and D. Srivinasan, “Spinhalnet: Deep neural network with gradual input,” *IEEE Transactions on Artificial Intelligence*, 2022.