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ABSTRACT
As the data and number of information sources keeps on mounting, the mining of necessary information and their presentation in a human delicate form becomes a great challenge. Visualization helps us to pictorially represent, evaluate and uncover the knowledge from the data under consideration. Data visualization offers its immense opportunity in the fields of trade, banking, finance, insurance, energy etc. With the data explosion in various fields, there is a large importance for visualization techniques. But when the quantity of data becomes elevated, the visualization methods may take away the competency. Parallel coordinates is an eminent and often used method for data visualization. However the efficiency of this method will be abridged if there are large amount of instances in the dataset, thereby making the visualization clumsier and the data retrieval very inefficient. Here we introduced a data summarization approach as a preprocessing step to the existing parallel coordinate method to make the visualization more proficient.

1. INTRODUCTION
Data visualization techniques often play a vital role while representing large quantities of data, help analysing these data and landing at convincing conclusions [3]. Data visualization, when done faultlessly, proves to be an efficient means to comprehend the data that are buried in large datasets to discover the relationships, correlations, outliers and hidden patterns. It is accepted as the most efficient method for conveying the information in the dataset to the intended users with the help of graphical aids such as tables and charts. Processing, analyzing and communicating the data residing in large data sets present a variety of ethical and analytical challenges for data visualization.

Data visualization finds its applicability in different spheres such as chemical imaging, crime mapping, biological data visualization, medical imaging and so on. Chemical imaging is an analytical capability of creating a visual images of components distribution from concurrent measurement of spectral, spatial and time information. Medical imaging is the practice of creating visual illustration of the interior of a body for clinical study and medical interferences. Understanding the raw data which is residing in the large dataset is an important, yet challenging dilemma in the current situations where a large amount data gets accumulated everywhere. As the quantity of records increases, the effectiveness with which the data can be interpreted reduces. There are many visualization techniques that can be used to visualize high dimensional data such as scatter plot, glyphs, parallel coordinates, hierarchical Techniques [3].
Scatter plots are the elderly and generally used method to project high dimensional data into a two dimensional space. In this, the parallel projections are positioned in grid structure to aid the user to memorize the dimensions related with each projection. Glyphs are graphical objects that are designed to convey multiple data values. This technique can be used only when there is a limited number of a data element to be displayed simultaneously, as it may require a large amount of screen space to be viewed. Parallel coordinates are principally popular today due to its theoretical simplicity and solid appearance.

Parallel coordinates are high-dimensional data visualization technique which was invented in 1980’s that represents N-dimensional data in a 2-dimensional space with mathematical rigorousness [2], [20]. It finds its applicability in diverse sets of multidimensional problems in many domains, such as WinViz, XmdvTool, and SPSS Diamond [12], [17]. It uses parallel axis for dimensions and represents N dimensional data in two dimensional spaces. Identifying the clusters in the plots is an important part of understanding and interpreting the data [4], [8]. Figure 1 represents the parallel coordinate plot of a data set which consists of 5 attributes and 4 data objects.

In the recent years many research efforts have been directed at the display of large data sets as well as in the area of parallel coordinates. Different enhancement techniques can be in-cooperated with the parallel coordinate for better and improved data visualization. Use of colors, animation, 3D viewing, and brushes, all can help us in the better understanding of the data [2], [11]. Parallel coordinate plot, accompanied by scatter plot and the radar chart has been extensively worn for visualizing multivariate datasets [1]. The use of colors and opacity can enhance the visualization. Highlighting the specific data can improve the visual understanding and thereby increase the visual clarity. Allen R Martin studied the high dimensional brushing of multivariate data, it is an operation established in the visualization systems to interactively select the subsets from the original dataset. He described N-dimensional brushes which are defined on data space. It provides advancement to the Xmdv Tool which can be used for data visualization by providing a highlighting operation to the user by using a single brush [18]. It also provided Xmdv tool with a range of methods of brush specification as well as manipulation. Jimmy Johansson studied different methods in which a data tuple with n dimension can be represented as polylines connecting n points [20]. It is a space efficient as well as an interactive method to represent a large data set [9]. Here clustering algorithm is used in combination with the parallel coordinate’s methodology to represent the data. High precision textures are used for better visualization and the clusters are highlighted in different colors.

Parallel coordinates have been proved to be an efficient tool due to its efficiency in pointing out the similarity between each attributes, but efficiency reduces due to polylines and over plotting [7]. Due to the clutter impression and interference with crossing lines, the operation such as selection as well as data clustering becomes a challenging problem with respect to large dataset. The presence of polylines reduces the visibility of hidden patterns in large data set. Data reduction techniques improve the visualization and decision making by retaining the pair wise correlation between each attribute values [13]. Here we are proposing a data centric approach for data summarization to reduce the effect of clutters where the grouping is done ahead of pattern generation. This improves the comparison of individual characteristics of each data object with respect to the complete data set.

2. RESEARCH METHOD

In the proposed methodology we attempt to reduce the shortcomings of parallel coordinate primarily over plotting, by combining binning methods with parallel coordinates to boost the efficiency of data interpretation. This is achieved by adding binning as a preprocessing step to the normal parallel coordinate approach. Figure 2 depicts the work flow of the proposed system.
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The following steps are involved in the proposed system
1) Data Normalization
2) Binning using parametric models
3) Visualization using parallel coordinates

2.1. Data Normalization
To avoid dependence on the selection of measurement unit, the data should be normalized. It involves the linear transformation of data to fall within a common range. Through normalization, all attributes will be given an equal weight. Many normalization methods are available such as min max normalization, Z-score normalization, decimal scaling etc. Here min–max normalization method is being used to get a positive range of values within a limit to observe the variances of each attribute clearly. The minimum and maximum values are set as 0 and 1. So this makes it into a non-negative range.

Z-score normalization is formulated as:

$$Z' = \frac{x - \mu}{\sigma}$$

Min max normalization is formulated as given below.

$$X' = \frac{x - \text{min}}{\text{max} - \text{min}}$$

2.2. Binning using Parametric Approaches
By reducing the size of the dataset, the cluttering effect can be reduced. One approach is to use data discretization by grouping data objects into intervals. Binning is a top-down tearing technique based on precise number of bins. There are different types of binning approaches: equal width binning, equal frequency binning. The proposed system uses equal width binning technique. The main challenge here is to identify the optimum bin width and bin number. Sturges' formula for normal distribution is a statistical procedure for deciding the optimum bin size which is more efficient when compared to other methods like risk minimization technique and Bayesian optimal binning [22]. According to Sturges' theory, the optimal bin size k is derived using the formula.

$$k = \lceil \log_2 n + 1 \rceil$$

Where 'n' is the size of data.
The number of bins, \( k \) is decided based on the size of the database. The existing dataset is replaced by smoothing using bin boundaries and the newly generated dataset is given as input for visualization using parallel coordinates. The binning approach partitions the dataset into suitable bin size to avoid cluttering and simplifies the dataset. The bins thus created are plotted which brings more clarity for further process.

2.3. Visualization using Parallel Coordinates

The input dataset can be simplified and executed very fast after the binning process. Binned parallel coordinates provides context views of the dataset rather than the focus views. The clutters can be effectively reduced through which we can easily distinguish the patterns. Each attribute is represented using a vertical line and the bin samples are highlighted as horizontal lines. The user receives immediate feedback about the characteristics of the data objects and the correlation between each attributes. The pair wise comparison of each data and comparison of variables associated with each data item is clearly differentiated using this process. Data clusters appear as dense regions which show the similarity of features associated with each data item.

3. RESULT AND DISCUSSION

We examined the effectiveness of the proposed approach through experiments on different databases such as Data_User_Modeling_Dataset_Hamdi_Tolga KAHRAMAN having 258 instances and 6 attributes, Sitka89 having 632 instances and 4 attribute, IRIS having 150 instances and 5 attributes. The number of bins depends on the number of instances in the database. Number of bins are calculated based on Sturges' formula. The simulation was done using R programming language.

The proposed method provides more clarity and understanding of the dataset. The convergences are more accurate and clear to study the influence of each attribute on the outcome. The parallel coordinate representation of each dataset before and after applying the binning approach is shown in Figure 3, 4 and 5. The left image represents the traditional line based parallel coordinates and right image shows binning based parallel coordinates with 9,10 and 8 bins per data dimension based on the data size.

![Figure 3. Comparison of two Parallel coordinate renderings in the same dataset Data_User_Modeling_Dataset_Hamdi_Tolga KAHRAMAN](image1)

![Figure 4. Demonstrate the appearance of data set, sitka89 using traditional (left) and binned parallel coordinate system](image2)

![Figure 5. Illustrating the patterns available in IRIS dataset](image3)
Display of the data values using binning approach improves pattern optimization. By combining binning and parallel coordinates, the clutters are reduced drastically. This improves the performance and the effectiveness of decision making from the large datasets.

4. CONCLUSION

This paper focused on reducing the over plotting in parallel coordinates by reducing the clutters using binning approach. The incorporation of binning methodology into the parallel coordinate plot assists bundling of binned data, which improves the perceptibility of data when compared to the original plot. The plots obtained after incorporating the proposed methodology support its users to arrive at valid conclusions from the large datasets. The visualization becomes more valuable and patterns become more detectable, thereby improving the effectiveness of visualization.
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