Formation of singularities in plasma ion dynamics
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Abstract
We study the formation of singularity for the Euler–Poisson system equipped with the Boltzmann relation, which describes the dynamics of ions in an electrostatic plasma. In general, it is known that smooth solutions to nonlinear hyperbolic equations fail to exist globally in time. We establish criteria for $C^1$ blow-up of the Euler–Poisson system, both for the isothermal and pressureless cases. In particular, our blow-up condition for the pressureless model does not require that the gradient of velocity is negatively large. In fact, our result particularly implies that the smooth solutions can break down even if the gradient of initial velocity is trivial. For the isothermal case, we prove that smooth solutions leave $C^1$ class in a finite time when the gradients of the Riemann functions are initially large.
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1. Introduction

We consider the one-dimensional Euler–Poisson system in a non-dimensional form:

\[
\begin{align*}
\rho_t + (\rho u)_x &= 0, \\
\rho (u_t + uu_x) + K \rho_x &= -\rho \phi_x, \\
-\phi_{xx} &= \rho_e e^{\phi}.
\end{align*}
\]

(1.1a) (1.1b) (1.1c)

Here \( \rho > 0, u \) and \( \phi \) are the unknown functions of \((x,t) \in \mathbb{R} \times \mathbb{R}^+ \) representing the ion density, the fluid velocity for ions, and the electric potential, respectively. \( K = T_i / T_e \geq 0 \) is a constant of the ratio of the ion temperature \( T_i \) to the electron temperature \( T_e \). The system (1.1) is referred to as the isothermal model when \( K > 0 \), and the pressureless model when \( K = 0 \), respectively.

The Euler–Poisson system (1.1) is a fundamental fluid model describing the dynamics of ions in an electrostatic plasma [5, 11, 31], and it is often employed to study various phenomena of plasma such as plasma sheaths [14, 29] and plasma solitons [2, 3, 19]. Especially, to study plasma waves, the limit problems seeking the connections with some well-known dispersive models have been investigated, for instance, KdV limit [2, 17, 18, 24], KP-II and Zakharov–Kuznetsov limits [22, 32], and NLS limit [28].

The Euler–Poisson system (1.1) is the one-fluid model of ions, where the electron density \( \rho_e \) is assumed to satisfy the Boltzmann relation

\[ \rho_e = e^{\phi}. \]

Based on the physical fact that the electron mass \( m_e \) is much lighter than the ion mass \( m_i \), i.e., \( m_e / m_i \ll 1 \), the relation can be formally derived from the two-fluid model of ions and electrons by suppressing the constant of electron mass \( (m_e = 0) \), referred to as the massless electron assumption. We refer to [5] for more details of physicality and derivation, and also to [15] for a mathematical justification of the massless electron limit.

Due to the nature of electrically reactive fluids, plasmas exhibit unique phenomena different from the usual gas. Correspondingly, the Euler–Poisson system (1.1), where electrical effect is described by the Poisson equation with the Boltzmann relation, exhibits interesting and rich dynamics, significantly different from that of the compressible Euler equations. One of the most interesting features is that (1.1) admits special types of solutions such as traveling solitary waves, [7, 24, 34], whose linear stability has been studied in [3, 19] for the pressureless case and for the isothermal case, respectively. As far as existence of smooth solutions is concerned, while in general smooth solutions to nonlinear hyperbolic equations fail to exist globally in time, it is interesting that this special solution can persist globally. A question of global existence or finite time blow-up of smooth solutions naturally arises in the study of large-time dynamics of the Euler–Poisson system (1.1), including nonlinear stability of the solitary waves.

In the present paper, we investigate formation of singularities for the 1D Euler–Poisson system (1.1). For the isothermal case, i.e. \( K > 0 \), we show that smooth solutions to (1.1) develop \( C^1 \) blow-up in a finite time when the gradients of Riemann functions are initially large. When the blow-up occurs, we find that the density and velocity stay bounded, while their derivatives blow up. Together with the numerical illustration of blow-up phenomena in section 3, our result poses the question of whether the singularities are shock waves (jump discontinuities) or not. In fact, the authors have recently constructed (asymptotically self-similar) blow-up solutions for the isothermal case exhibiting \( C^{1/4} \) regularity in the space variable at the blow-up time,
i.e. they are of cusp-type, see [1]. While it is believed that such regularities are generic, it is not sufficient to conclude that every $C^1$ blow-up solution to the isothermal model has $C^{1/3}$ regularity at the moment of blow-up. What we have shown in [1] are generic behaviors of solutions before the formation of shocks. We conjecture that they indeed evolve into shock waves after experiencing $C^1$ blow-up. Now an interesting question arises: can the singular solution be continued in a unique way, satisfying both the Rankine–Hugoniot jump condition and the entropy condition?

For the pressureless case, i.e. $K = 0$, we propose a condition for formation of singularities, requiring no largeness of the gradient of velocity. It is known that if the initial velocity has negatively large gradient at some point, the smooth solution to the pressureless system (1.1) leaves $C^1$ class in a finite time, [25]. In contrast, our condition does not require the large gradient of the initial velocity. In particular, our result demonstrates that the density and the derivative of velocity blow up even if the initial velocity is identically zero. In fact, it is the electric potential that induces development of singularities. For instance, when the initial local density is sufficiently lower than the background density, i.e. ion density is sufficiently rarefied, the electrostatic potential is determined by the distribution of ions in a way that the fluid momentum with negative gradient is generated at later times, resulting in the finite-time singularity formation.

We refer to [30] for a relevant numerical study for the pressureless Euler–Poisson system. We present several numerical experiments supporting our results in section 3, where we also provide numerical examples showing that the pressureless model and the isothermal model exhibit the radically different behaviors in the solutions, see table 2.

In the literature of plasma physics, the isothermal Euler–Poisson system is the most common and important. Yet the pressureless Euler–Poisson system, i.e. (1.1) with $K = 0$, is often considered as a simplified model for ions in a certain physical situation where the ion temperature $T_i$ is much smaller than the electron temperature $T_e$. In other words, the pressureless Euler–Poisson system is an ideal model for cold ions (a plasma with $T_i/T_e \ll 1$). From a mathematical point of view, the pressureless model is weakly coupled (the hyperbolic part is decoupled) so that one can exploit its simpler structure in the analysis. However, the presence of the pressure makes the hyperbolic part of (1.1) strongly coupled, which makes it harder to mathematically analyze. Not surprisingly, properties of solutions to the isothermal model are significantly different from those to the pressureless model in certain regimes. We shall discuss these issues in detail, in particular, in terms of examples of the blow-up solutions and solitary waves in section 3.

To the best of our knowledge, there is no result on the global well-posedness of smooth solutions to the Euler–Poisson system with the Boltzmann relation (the system for ion dynamics) for the 1D and 2D cases. In fact, global existence of weak entropy solutions for the 1D isothermal case is proved in [6]. For the 3D isothermal case, smooth irrotational flows can exists globally in time, [16]. We remark that our numerical experiments demonstrate that some smooth solutions converge to a background constant state $(\rho, u, \phi) = (1, 0, 0)$ as time goes by, see figure 6. If the smooth solution exists globally in time, one can further ask whether the solution scatters to the constant state. This can be conjectured by the dispersion relation of the associated linear system,

$$\omega(\xi) = \pm i \xi \sqrt{K + \frac{1}{1 + \xi^2}}.$$  

The questions of global existence of smooth solutions and their long time behavior are intriguing and challenging since the system is weakly dispersive.
1.1. Main results

We consider the Euler–Poisson system (1.1) around a constant state, i.e.

\[(ρ, u, φ) (x, t) \to (1, 0, 0) \quad \text{as } |x| \to \infty.\]  (1.2)

We remark that any constant state \((ρ^*, u^*, φ^*)\) can be normalized into \((ρ^*, u^*, φ^*) = (1, 0, 0)\) due to the Galilean transformation for the velocity, normalization of density, and electrostatic potential reference determined by the density \(φ^* = \ln ρ^*\) with \(ρ^* \neq 0\).

The system (1.1) and (1.2) admits a unique smooth solution locally in time for sufficiently smooth initial data, see [22]3. Furthermore, as long as the smooth solution exists, the energy

\[H(t) := \int_\mathbb{R} \frac{1}{2} \rho u^2 + P(ρ) + \frac{1}{2} |\partial_x φ|^2 + (φ - 1)e^φ + 1 \, dx,\]  (1.3)

is conserved, that is,

\[H(t) = H(0).\]  (1.4)

Here we note that when \(K > 0\), the relative pressure \(P(ρ)\) verifies that

\[P(ρ) > 0 \text{ for } ρ \in (0, 1) \cup (1, \infty),\]  (1.5)

and that \(P(1) = P'(1) = 0\) and \(P''(ρ) = Kρ^{-1} > 0\).

1.1.1. Isothermal case. To state our first theorem, we introduce the Riemann functions [33] associated with the isothermal Euler equations:

\[r = r(ρ, u) := u + \int_1^ρ \frac{\sqrt{p''(ξ)}}{ξ} \, dξ = u + \sqrt{K} \ln ρ,\]  (1.6a)

\[s = s(ρ, u) := u - \int_1^ρ \frac{\sqrt{p''(ξ)}}{ξ} \, dξ = u - \sqrt{K} \ln ρ,\]  (1.6b)

where \(p(ρ)\) be the pressure term in (1.1), i.e. \(p(ρ) := Kρ\). We note that the solution to (1.1)–(1.2) satisfies that

\[(r, s)(x, t) \to (0, 0) \quad \text{as } |x| \to \infty.\]  (1.7)

In what follows, let \((r_0, s_0)(x) := (r, s)(x, 0)\).

---

3 For instance, \((ρ_0 - 1, u_0) \in H^2(\mathbb{R}) \times H^1(\mathbb{R})\) when \(K = 0\), and \((ρ_0 - 1, u_0) \in H^2(\mathbb{R}) \times H^3(\mathbb{R})\) when \(K > 0\).
Theorem 1.1 (Isothermal case, $K > 0$). For any given positive numbers $T_0$ and $\varepsilon$, there exist $\delta_0(T_0, \varepsilon) = \delta_0 \in (0, \varepsilon)$ and $M(T_0, \delta_0) = M > 0$ such that for all $\delta \in (0, \delta_0)$, the following statement holds: if

$$\sup_{x \in \mathbb{R}} |\rho_0(x) - 1| \leq \delta, \quad (1.8a)$$

$$\sup_{x \in \mathbb{R}} |u_0(x)| \leq \delta, \quad (1.8b)$$

$$H(0) \leq \delta, \quad (1.8c)$$

$$-\rho_0^{-1/2}(x) \partial_s r_0(x) \geq Mor - \rho_0^{-1/2}(x) \partial_s s_0(x) \geq M \text{ for some } x \in \mathbb{R}, \quad (1.8d)$$

then the maximal existence time $T_*$ of the classical solution to the isothermal Euler–Poisson system (1.1) satisfying (1.2) does not exceed $T_0$. Moreover, it holds that

$$\| (\partial_s \rho, \partial_s u)(:, t) \|_{L^\infty(\mathbb{R})} \not\to \infty \text{ as } t \not\to T_* \quad (1.9)$$

while

$$\sup_{t \in [0, T_*)} \| (\rho, u, \phi, \partial_x \phi, \partial^2_x \phi)(:, t) \|_{L^\infty(\mathbb{R})} < \infty. \quad (1.10)$$

Theorem 1.1 indicates that smooth solutions to the isothermal model (1.1) develop $C^1$ blow-up in a finite time when the initial state $(\rho_0, u_0)$ near the electrically neutral regime has relatively large gradient. In fact, the condition (1.8c) with small $\delta > 0$, i.e. $H(0)$ being small, implies $\phi \approx 0$ initially (see lemma 2.1). We note that $H(0)$ is controlled by $\| (\rho_0 - 1, u_0) \|_{L^2}$ due to the elliptic estimates for the Poisson equation (1.1c) (see appendix A.2):

$$0 \leq H(0) \leq \frac{\sup_{x \in \mathbb{R}} \rho_0}{2} \int_\mathbb{R} |u_0|^2 \, dx + \left( \frac{1}{\kappa_0} + C\delta \right) \int_\mathbb{R} |\rho_0 - 1|^2 \, dx, \quad (1.11)$$

where $\kappa_0 := (1 - \inf \rho_0)/(-\log \inf \rho_0)$. When the singularity occurs, we find that the density and velocity stay bounded, while their derivatives blow up. This is one of the interesting features when the pressure is present, while the pressureless case exhibits the blow-up of $L^\infty$ norm of the density. We present some numerical experiments supporting our result in section 3, see figures 5 and 7.

Along the characteristics associated with the distinct eigenvalues of the hyperbolic part of (1.1),

$$\lambda^+ = \lambda^+ (\rho, u) := u + \sqrt{K}, \quad \lambda^- = \lambda^- (\rho, u) := u - \sqrt{K}. \quad (1.12)$$

The corresponding Riemann functions (1.6) satisfy

$$r' = -\phi_x, \quad s' = -\phi_x, \quad (1.13)$$

where

$$' := \partial_t + \lambda^+ \partial_x, \quad \;' := \partial_t + \lambda^- \partial_x,$$
respectively. Following the elegant calculation of Lax [23], we obtain that

\[
\begin{align*}
\left(-\rho^{-1/2}r_x\right)' - \rho^{1/2}\left(\rho^{-1/2}r_x\right)^2 &= \rho^{-1/2}\phi_{xx} = \rho^{-1/2}(e^\phi - \rho), \\
\left(-\rho^{-1/2}s_x\right)' - \rho^{1/2}\left(-\rho^{-1/2}r_x\right)^2 &= \rho^{-1/2}\phi_{xx} = \rho^{-1/2}(e^\phi - \rho).
\end{align*}
\]  

(1.14a)

(1.14b)

For the Euler equations, it is a well known result of [23] that if \(r_x\) or \(s_x\) is initially negative at some point, \(\rho\) and \(u_x\) will blow up in a finite time. However, for the case of (1.1), where the non-local effect due to the Poisson equation comes into play, the Riemann functions are not conserved along the characteristics so that the aforementioned blow-up analysis for the Euler equations is no longer applicable. To resolve this issue, we borrow the idea developed in [8] to keep track of the time-evolution of the \(C^1\) norms of the Riemann functions along the characteristics. A similar approach is also adopted in [9, 10, 35], and we refer to [35] for the Euler–Poisson system with heat diffusion and damping relaxation, which governs electron dynamics with a fixed background ion.

In our analysis, we obtain the uniform bounds for \(\phi\) and \(\phi_t\) by making use of the energy conservation. More precisely, we first show that the amplitude of \(\phi\) is bounded uniformly in \(x\) and \(t\) as long as the smooth solution exists (lemma 2.1) and that this uniform bound can be controlled only by the size of initial energy \(H(0)\). With the aid of the convexity of \(P(\rho)\), this fact further implies that the uniform bound for \(\phi_t\) is also controlled by the initial energy \(H(0)\) (lemma 2.2). We remark that in contrast to the proof of lemma 2.1, the proof of lemma 2.2 relies on the fact that \(K > 0\).

1.1.2. Pressureless case. To state our second theorem, let us define a function \(V_- : (-\infty, 0] \rightarrow [0, \infty)\) by

\[V_-(z) := \int_z^0 \sqrt{2[(\tau - 1)e^\tau + 1]} \, d\tau \text{ for } z \in (-\infty, 0].\]

By inspection, we see that \(V_-\) is well-defined since \((\tau - 1)e^\tau + 1\) is nonnegative, it is strictly decreasing in \((-\infty, 0]\), and it has the inverse function \(V_-^{-1} : [0, +\infty) \rightarrow (-\infty, 0]\).

**Theorem 1.2 (Pressureless case, \(K = 0\)).** For the initial data satisfying

\[
\exp\left(V_-^{-1}(H(0))\right) > 2\rho_0(\alpha) \text{ for some } \alpha \in \mathbb{R},
\]

the maximal existence time \(T_*\) of the classical solution to the pressureless Euler–Poisson system (1.1) satisfying (1.2) is finite. In particular, it holds that

\[
\lim_{t \uparrow T_*} \sup_{x \in \mathbb{R}} \rho(x, t) = +\infty \quad \text{and} \quad \inf_{x \in \mathbb{R}} u_x(x, t) \approx \frac{1}{t - T_*}
\]

for all \(t < T_*\) sufficiently close to \(T_*\).

Theorem 1.2 demonstrates that singularities in solutions to the pressureless model (1.1) can occur in a finite time if the initial density at some point is small compared to the initial energy. In fact, the negativity of the initial velocity gradient is not required.
We remark that there is a fairly wide class of the initial data satisfying the condition (1.15). From the elliptic estimates for the Poisson equation (1.1e), we have (see appendix A.2)

$$0 \leq H(0) \leq \sup_{x \in \mathbb{R}} \rho_0 \frac{1}{2} \int_{\mathbb{R}} |u_0|^2 \, dx + \frac{1}{K_0} \int_{\mathbb{R}} (\rho_0 - 1)^2 \, dx := C(\rho_0, u_0),$$

(1.16)

where $K_0 := (1 - \inf \rho_0) / (1 - \log \inf \rho_0)$. On the other hand, since $\lim_{\zeta \to 0} V^{-1}(\zeta) = 0$, for any given constant $0 < c < 1/2$, there is $\delta_0 > 0$ such that $\zeta < \delta_0$ implies $\exp(V^{-1}(\zeta)) > 2c$. Thus, (1.15) holds for all initial data satisfying $\inf \rho_0 = c \in (0, 1/2)$ and $C(\rho_0, u_0) < \delta_0 < 1$. In particular, one can take $u_0 \equiv 0$ and $\rho_0(\alpha) = 1 - \rho_0^2(\alpha)$, where $\delta > 0$ is sufficiently small, $\eta_\delta$ is a standard nonnegative bump function with support in $[-\delta, \delta]$, and $\rho > 0$ is some amplitude such that $0 < \inf \rho_0 < 1/2$ holds.

For the pressureless case, along the characteristic curve $x(\alpha, t)$ associated with the fluid velocity $u$, issuing from an initial point $\alpha \in \mathbb{R}$ (see (2.33)), one can easily obtain from (1.1) that

$$D\rho/Dt = -u_\alpha \rho, \quad Du_\alpha/Dt = -u_\alpha^2 + \rho - e^\phi, \quad (D/\alpha) := \partial_\alpha + u \partial_\alpha.$$  

(1.17)

The behavior of $\rho$ and $u_\alpha$ depends not only on the initial data, but the potential $\phi$ along the characteristic curve due to the nonlocal nature of the system (1.1).

In [25], one sufficient condition for blow-up was obtained by discarding $e^\phi$ in (1.17) and solving the resulting (closed) system of differential inequalities for $\rho$ and $u_\alpha$. The solution blow up if the initial data satisfies $\partial_\alpha u_0 \leq -\sqrt{\rho_0}$ at some point, i.e. the gradient of velocity is large negatively compared to the density. On the other hand, our analysis takes account of the non-local effect, and as such, the blow up criterion (1.15) involves the non-local quantity.

As in the isothermal case, one can invoke the energy conservation to show that $\phi$ is uniformly bounded in $x$ and $t$ (lemma 2.1). Next, we define (see (2.33) and (2.34))

$$w(\alpha, t) := \frac{\partial}{\partial \alpha} (\alpha, t)$$

and derive a second-order ODE (2.39) for $w$. Using lemma 2.1, we find that $w$ vanishes at a finite time $T_*$ if and only if the solution blows up in the $C^1$ topology, i.e. $u_\alpha \searrow -\infty$ as $t \nearrow T_*$ at a non-integrable order in time $t$ (lemma 2.3). Our goal is then to find some sufficient conditions guaranteeing $w$ vanishes in a finite time. By applying lemma 2.1, we employ a comparison argument for the differential inequality to study the behavior of $w$.

The derivation of (2.39) is related to the well-known fact that the Riccati equation can be reduced to a second-order linear ODE ([21], pp23–25). The Lagrangian formulation is also adopted for some simplified Euler–Poisson systems, for instance, the ones with zero background [20] and constant background [12]. Due to the absence of the Boltzmann relation, the ODE systems for these models corresponding to (1.17) do not involve the nonlocal term, and one obtains exact solutions of the associated ODEs. (See also chapter 3 in [11] or p301 in [31].) The works of [4, 13, 26, 27] study the so-called critical threshold for some types of the pressureless Euler–Poisson systems. An interesting open question is whether such critical threshold exists for the pressureless Euler–Poisson system with the Boltzmann relation.

The paper is organized as follows. In section 2.1, we prove the uniform bounds of $\phi$ and $\phi_\alpha$ in $x$ and $t$. Theorems 1.1 and 1.2 are proved in sections 2.2 and 2.3, respectively. In section 3, we present several numerical experiments supporting our results as well as numerical examples in which the solutions to the pressureless model and the isothermal model behave differently.
2. Proof of main theorems

This section is devoted to the proof of our main theorems. We first present some preliminary lemmas that will be crucially used later. We establish the uniform bounds of $\phi$ and $\phi_x$ in $x$ and $t$.

2.1. Uniform bounds of $\phi$ and $\phi_x$

Let us define the functions

$$V(z) := \begin{cases} V_+(z) := \int_z^\infty \sqrt{2U(\tau)} \, d\tau & \text{for } z \geq 0, \\ V_-(z) := \int_0^z \sqrt{2U(\tau)} \, d\tau & \text{for } z \leq 0, \end{cases}$$

where $U(\tau) := (\tau - 1)e^\tau + 1$ is nonnegative for all $\tau \in \mathbb{R}$ and satisfies $U(\tau) \to +\infty$ as $\tau \to +\infty$, $U(\tau) \to 1$ as $\tau \to -\infty$ (see figure 1). Hence, $V_+$ and $V_-$ have the inverse functions $V_+^{-1} : [0, +\infty) \to [0, +\infty)$ and $V_-^{-1} : [0, +\infty) \to (-\infty, 0]$, respectively. Furthermore, $V$ is of $C^2(\mathbb{R})$.

**Lemma 2.1.** As long as the smooth solution to (1.1) and (1.2) exists for $t \in [0, T]$, it holds that

$$V_+^{-1}(H(0)) \leq \phi(x,t) \leq V_-^{-1}(H(0)) \quad \text{for all } (x,t) \in \mathbb{R} \times [0,T].$$

**Proof.** Since $V \in C^1(\mathbb{R})$ and $V \geq 0$, we have that for all $t \geq 0$ and $x \in \mathbb{R}$,

$$0 \leq V(\phi(x,t)) = \int_{-\infty}^\infty \frac{dV}{dz}(\phi(y,t)) \phi, \, dy \\ \leq \int_{-\infty}^\infty \left| \frac{dV}{dz}(\phi(y,t)) \right| |\phi|, \, dy \\ \leq \int_{-\infty}^\infty U(\phi) \, dy + \frac{1}{2} \int_{-\infty}^\infty |\phi|^2 \, dy \\ \leq \int_{\mathbb{R}} \left[ \frac{1}{2} \rho u^2 + K(\rho \ln \rho - \rho + 1) + \frac{1}{2} |\partial_x \phi|^2 + (\phi - 1) e^\phi + 1 \right] \, dx \\ = H(t) = H(0),$$

where the last equality holds due to the energy conservation (1.4) and the second to the last inequality holds due to (1.5). This completes the proof.

**Lemma 2.2.** Let $K > 0$. Assume that $|\rho(x,t) - 1| < 1$ for all $(x,t) \in \mathbb{R} \times [0,T]$. Then there is a constant $C_0(K) > 0$ such that

$$|\phi_x(x,t)|^2 \leq C_0(K) \cdot O(|H(0)|) \quad \text{as } |H(0)| \to 0 \quad (2.1)$$

for all $(x,t) \in \mathbb{R} \times [0,T]$. 


Figure 1. (a): The graph of $U(\tau) = (\tau - 1)e^\tau + 1$. (b): The graph of $V(z)$. By lemma 2.1, $\phi$ is confined in the interval $[V_-(H(0)), V_+^{-1}(H(0))]$.

### Proof.

Multiplying the Poisson equation by $-\phi_x$, and then integrating in $x$, we have

$$\frac{\phi_x^2}{2} = \int_{-\infty}^{\infty} (\rho - 1) (-\phi_x) \, dx + \int_{-\infty}^{\infty} (e^\phi - 1) \phi_x \, dx$$

$$\leq \frac{1}{2} \int_{\mathbb{R}} |\rho - 1|^2 \, dx + \frac{1}{2} \int_{\mathbb{R}} |\phi_x|^2 \, dx + e^\phi - \phi - 1$$

$$\leq \frac{1}{2} \int_{\mathbb{R}} |\rho - 1|^2 \, dx + O(|H(0)|) \quad \text{as} \quad |H(0)| \to 0.$$

(2.2)

Here we have used the fact that

$$\frac{1}{2} \int_{\mathbb{R}} |\phi_x|^2 \, dx \leq H(t) = H(0)$$

and, by the Taylor expansion with lemma 2.1, that

$$e^\phi - 1 - \phi \leq O(|H(0)|) \quad \text{as} \quad |H(0)| \to 0.$$

As long as $|\rho(x,t) - 1| < 1$ for all $(x,t) \in \mathbb{R} \times [0, T]$, it holds that

$$\int_{-\infty}^{\infty} \frac{1}{4} |\rho - 1|^2 \, dx \leq \int_{-\infty}^{\infty} \rho \ln \rho - \rho + 1 \, dx \leq \frac{H(t)}{K} = \frac{H(0)}{K}$$

(2.3)

for all $t \in [0, T]$. The first inequality in (2.3) holds thanks to the Taylor expansion, and the second inequality in (2.3) holds due to (1.3). Combining (2.2) and (2.3), we obtain (2.1). We are done.

Now we are ready to prove the main theorems.
2.2. Proof of theorem 1.1

We split the proof into several steps. 

*Step 1:* we introduce new unknowns 

\[ f := -\rho^{-1/2} r, \quad g := -\rho^{-1/2} s, \]

and derive the equations they satisfy. By taking \( \partial_t \) of (1.6), we have 

\[ u_t = \frac{r_t + s_t}{2}, \quad \rho_t = \frac{\rho(r_t - s_t)}{2\sqrt{K}}. \quad (2.4) \]

Taking \( \partial_t \) of (1.13), and then using (1.12) and (2.4), we get 

\[ -\phi_{xx} = (r_t)^2 + \lambda^+_\rho \rho r_t + \lambda^{+}_u u r_t 
\]

\[ = (r_t)^2 + \frac{(r_t)^2}{2} + s_t s_t, \]

\[ -\phi_{xx} = (s_t)^2 + \lambda^+_{\rho} \rho s_t + \lambda^+_\rho u s_t 
\]

\[ = (s_t)^2 + \frac{(s_t)^2}{2} + s_t s_t. \quad (2.5) \]

On the other hand, from (1.1a) and (2.4), we have 

\[ \rho' = -\rho s_t, \quad \rho' = -\rho r_t. \quad (2.6) \]

Multiplying (2.5) by the integrating factor \( \rho^{-1/2} \), and then using (2.6) and the Poisson equation (1.1a), we obtain 

\[ f' = \rho^{1/2} f^2 + \rho^{-1/2} \left( e^\phi - \rho \right), \quad (2.7a) \]

\[ g' = \rho^{1/2} g^2 + \rho^{-1/2} \left( e^\phi - \rho \right). \quad (2.7b) \]

*Step 2:* we obtain some estimates as long as \( |\rho - 1| \) is small. We define the Lipschitz functions \( R(t) \) and \( S(t) \) on \([0, T]\) by 

\[ R(t) := \max_{x \in \mathbb{R}} |r(x, t)|, \quad S(t) := \max_{x \in \mathbb{R}} |s(x, t)|. \quad (2.8) \]

Here \( R(t) \) and \( S(t) \) exist as long as the smooth solution to (1.1) satisfies (1.7). 

Let \( \varepsilon \in (0, \frac{1}{4}) \) be a given number. There is \( T_1 > 0 \) such that the solution to (1.1) with the initial data satisfying (1.8a)–(1.8c) (with \( \delta < \varepsilon \)) satisfies that for all \( (x, t) \in \mathbb{R} \times [0, T_1], \)

\[ |\rho(x, t) - 1| \leq 2\varepsilon. \quad (2.9) \]

We fix \( t \in [0, T_1) \) and choose points \( \hat{x}, \tilde{x} \in \mathbb{R} \) such that 

\[ R(t) = |r(\hat{x}, t)|, \quad S(t) = |s(\hat{x}, t)|. \]

For any \( h \in (0, t) \), we have from (2.8) that 

\[ R(t - h) \geq |r(\hat{x} - h\lambda^+(\rho(\hat{x}, t), u(\hat{x}, t)), t - h)|, \]

\[ S(t - h) \geq |s(\hat{x} - h\lambda^-(\rho(\hat{x}, t), u(\hat{x}, t)), t - h)|. \]
Then, it is straightforward to check that
\[
\lim_{h \to 0^+} \frac{R(t - h) - R(t)}{-h} \leq |r'|(x, t),
\]
provided that the limit on the LHS of (2.10) exists. Indeed, if \(r(x, t) \neq 0\), then
\[
\lim_{h \to 0^+} \frac{R(t - h) - R(t)}{-h} = \frac{r(x, t)}{|r|} r'(x, t) \leq |r'|(x, t),
\]
and if \(r(x, t) = 0\), then
\[
\lim_{h \to 0^+} \frac{R(t - h) - R(t)}{-h} = \lim_{h \to 0^+} \frac{R(t - h)}{-h} = 0 \leq |r'|(x, t).
\]
In a similar fashion, we have that
\[
\lim_{h \to 0^+} \frac{S(t - h) - S(t)}{-h} \leq |s'|(x, t),
\]
provided that the limit on the LHS of (2.11) exists. Using (1.13), lemma 2.2 (see also (2.9)) and (1.8c), we obtain from (2.10) and (2.11) that there is a constant \(C_1 > 0\) such that
\[
\frac{d}{dt} (R(t) + S(t)) \leq |r'(x, t) + S'(x, t)| \leq 2 \max_x |\phi_x(x, t)| \leq C_1 \delta^{1/2}
\]
for almost all \(t \in [0, T_1]\). Integrating (2.12) in \(t\), we get
\[
R(t) + S(t) \leq R(0) + S(0) + tC_1 \delta^{1/2}
\]
for all \(t \in [0, T_1]\). Then, from (1.6), (2.8) and (2.13), we notice that
\[
|r - 1| = \exp \left( \frac{r - s}{2\sqrt{K}} \right) - 1
\]
\[
\leq \exp \left( \frac{r - s}{2\sqrt{K}} \right) - 1
\]
\[
\leq \exp \left( \frac{R(0) + S(0) + tC_1 \delta^{1/2}}{2\sqrt{K}} \right) - 1
\]
\[
\leq \exp \left( \frac{2 \max |n_0| + 2\sqrt{K} \max |\ln \rho_0| + tC_1 \delta^{1/2}}{2\sqrt{K}} \right) - 1.
\]
Step 3: the goal of this step is to show that for any given $T_0 > 0$, $|\rho - 1|$ is small.

For any given $T_0 > 0$, we choose $\delta_0 = \delta_0(T_0, \varepsilon) \in (0, \varepsilon)$ sufficiently small such that for all $\delta \in (0, \delta_0)$, it holds that

\[
\exp \left( \frac{2 \max |u_0| + 2\sqrt{K} \max |\ln \rho_0| + T_0C_1\delta^{1/2}}{2\sqrt{K}} \right) - 1 < \varepsilon, \tag{2.15}
\]

provided that $\max |u_0| < \delta$ and $\max |\rho_0 - 1| < \delta$. Let $\alpha$ and $\beta$ be the numbers such that

\[
2\beta \geq \rho^{1/2} > 2\alpha > 0 \quad \text{for all } \rho \in [1 - \varepsilon, 1 + \varepsilon] \tag{2.16}
\]

holds.

Now, with $\delta \in (0, \delta_0)$, we solve (1.1) with the initial data satisfying (1.8a)–(1.8c). Let $T_*$ be the maximal existence time for the classical solution. We suppose to the contrary that $T_0 < T_*$.

Using the continuity argument, we claim that

\[
|\rho(x, t) - 1| \leq 2\varepsilon \quad \text{for all } (x, t) \in \mathbb{R} \times [0, T_0]. \tag{2.17}
\]

We define the continuous function $Y(t) := \sup_{0 \leq s \leq t} \sup_{x \in \mathbb{R}} |\rho(x, s) - 1|$. Then, $Y(0) \leq \delta < \varepsilon$. Suppose to the contrary that $Y(t) > 2\varepsilon$ for some $t \in [0, T_0]$. Then by continuity, there is $t_0 \in [0, T_0]$ such that $Y(t_0) = 2\varepsilon$ and

\[
|\rho(x, t) - 1| \leq 2\varepsilon \quad \text{for all } (x, t) \in \mathbb{R} \times [0, t_0].
\]

Then, from the previous calculation, (2.14) and (2.15), we have that

\[
|\rho(x, t) - 1| \leq \varepsilon \quad \text{for all } (x, t) \in \mathbb{R} \times [0, t_0].
\]

Hence we obtain that $2\varepsilon = Y(t_0) \leq \varepsilon$, which is a contradiction. This proves (2.17).

Step 4: we derive some differential inequalities and show that the solution blows up before the time $T_0$, which contradicts to $T_0 < T_*$.

Let $C_2 = C_2(\delta_0) := \max \{e^{V^-_{\rho}(-\delta_0)} - 1, 1 - e^{V^-_{\rho}(-\delta_0)}\} > 0$. Note that $C_2(\delta_0) \to 0$ as $\delta_0 \to 0$. Let $\gamma = \gamma(\varepsilon) := (2\beta)^{-1}(C_2 + 2\varepsilon)$. Then, we get that

\[
|\rho^{-1/2}(e^\rho - \rho)| \leq \rho^{-1/2}(|e^\rho - 1| + |1 - \rho|)
\leq (2\beta)^{-1}(C_2 + 2\varepsilon)
= \gamma \tag{2.18}
\]

for all $(x, t) \in \mathbb{R} \times [0, T_0]$. Now we choose $M(T_0, \varepsilon) > 0$ sufficiently large such that

\[
M \geq \gamma T_0 + \frac{1}{\alpha T_0}. \tag{2.19}
\]

We define the Lipschitz functions

\[
F^+(t) := \max_{y \in \mathbb{R}} f(y, t), \quad G^+(t) := \max_{y \in \mathbb{R}} g(y, t). \tag{2.20}
\]

Notice that $F^+(t)$ and $G^+(t)$ exist as long as the smooth solution to (1.1) satisfies the end-state condition (1.7). In fact, if $f(x, \cdot) < 0$ for all $x \in \mathbb{R}$, then $\partial_x r(x, \cdot) > 0$ for all $x \in \mathbb{R}$, which
contradicts to (1.7). Hence, \( f(x_0, \cdot) \geq 0 \) for some \( x_0 \in \mathbb{R} \), and it follows from (1.7) that \( F^+(t) \) exists.

We fix \( t \in [0, T_0] \) and choose points \( \hat{y}, \check{y} \in \mathbb{R} \) such that
\[
F^+(t) = f(\hat{y}, t), \quad G^+(t) = g(\check{y}, t).
\]
(2.21)

For any \( h \in (0, T_0 - t) \), we have
\[
F^+(t + h) \geq f(\hat{y} + h\lambda_+ (\rho(\hat{y}, t), u(\hat{y}, t)), t + h),
\]
\[
G^+(t + h) \geq g(\check{y} + h\lambda_- (\rho(\check{y}, t), u(\check{y}, t)), t + h).
\]
(2.22)

Then, it holds that
\[
\lim_{h \to 0^+} \frac{F^+(t + h) - F^+(t)}{h} \geq f'(\hat{y}, t),
\]
\[
\lim_{h \to 0^+} \frac{G^+(t + h) - G^+(t)}{h} \geq g'(\check{y}, t),
\]
(2.23)

provided that the limit on the LHS of (2.23) exists. Using (2.7), (2.16), and (2.18), we get
\[
f'(\hat{y}, t) \geq \alpha f^2(\hat{y}, t) - \gamma = \alpha (F^+(t))^2 - \gamma,
\]
\[
g'(\check{y}, t) \geq \alpha g^2(\check{y}, t) - \gamma = \alpha (G^+(t))^2 - \gamma.
\]
(2.24)

By (2.23) and (2.24), it holds that for almost all \( t \in [0, T_0] \),
\[
\frac{d}{dt} F^+(t) \geq \alpha (F^+(t))^2 - \gamma,
\]
\[
\frac{d}{dt} G^+(t) \geq \alpha (G^+(t))^2 - \gamma.
\]
(2.25)

We assume that \( f(x, 0) \geq M \) for some \( x \in \mathbb{R} \); see (1.8d). The other case can be treated similarly.

Let us define the function
\[
X(t) := F^+(t) - \gamma (T_0 - t), \quad t \in [0, T_0].
\]
(2.26)

By (2.25) and (2.26), we see that
\[
\frac{dX}{dt} \geq \alpha (X(t) + \gamma (T_0 - t))^2
\]
(2.27)

for almost all \( t \in [0, T_0] \). From (2.26), (2.19), (1.8d), we have
\[
X(0) \geq M - \gamma T_0 \geq \frac{1}{\alpha T_0}.
\]
(2.28)

Since \( X'(t) \geq 0 \) from (2.27), it follows from (2.28) that \( X(t) > 0 \) for all \( t \in [0, T_0] \), and hence we obtain from (2.27) that
\[
\frac{dX}{dt} \geq \alpha X^2(t)
\]
(2.29)
for almost all \( t \in [0, T_0] \). Integrating (2.29), we have
\[
X(t) \geq \frac{X(0)}{1 - \alpha X(0)t} \quad \text{for all } t \in [0, T_0].
\] (2.30)

From (2.28) and (2.30), we conclude that \( X(t) \) blows up for some \( t \in [0, T_0] \). This contradicts the hypothesis that \( T_0 < T_* \). Therefore, \( T_* \leq T_0 \).

**Step 5:** we prove the boundedness of the solution. Let \( x^+ (t) \) be the characteristic curve associated with \( \lambda^+ \) issuing from \( x_0 \), i.e.
\[
\dot{x}^+ (t) = \lambda^+ \left( r \left( x^+ (t), t \right), s \left( x^+ (t), t \right) \right), \quad x^+(0) = x_0.
\]

Then by (1.13), one has
\[
\frac{d}{dt} r \left( x^+ (t), t \right) = -\phi_\lambda \left( x^+ (t), t \right),
\]
and upon integration, we have
\[
r \left( x^+ (t), t \right) = r_0 (x_0) - \int_0^t \phi_\lambda \left( x^+(\tau), \tau \right) d\tau.
\]

Now using lemma 2.2, we obtain
\[
\| r(\cdot, t) \|_{L^\infty (\mathbb{R})} \leq \| r_0 \|_{L^\infty (\mathbb{R})} + CT_* \delta^{1/2}.
\]

The estimate for \( s, \)
\[
\| s(\cdot, t) \|_{L^\infty (\mathbb{R})} \leq \| s_0 \|_{L^\infty (\mathbb{R})} + CT_* \delta^{1/2},
\]

can be obtained in a similar way from (1.13). These together with (1.6) imply
\[
\sup_{t \in [0, T_*)} \| (\rho, u)(\cdot, t) \|_{L^\infty (\mathbb{R})} < \infty,
\]
and thanks to lemmas 2.1 and 2.2,
\[
\sup_{t \in [0, T_*)} \| \beta_k \partial^k \phi \|_{L^\infty (\mathbb{R})} < \infty, \quad k = 0, 1, 2.
\]

This proves (1.10). This completes the proof of theorem 1.1.

**Remark 1 (Lower bound of the existence time).** Let us define the Lipschitz functions
\[
F(t) := \max_{x \in \mathbb{R}} |f(x, t)|, \quad G(t) := \max_{x \in \mathbb{R}} |g(x, t)| \quad (2.31)
\]
on \([0, T] \). In a similar fashion as the previous calculation, we obtain that
\[
\frac{d}{dt} F(t) \leq \beta F^2(t) + \gamma \leq \beta \left( F(t) + \frac{\sqrt{\gamma}}{\sqrt{\beta}} \right)^2. \quad (2.32)
\]
Letting \( Y(t) = F(t) + \sqrt[\beta]{\gamma} \), then solving the resulting differential inequality for \( Y \), we obtain
\[
Y(t) \leq \frac{Y(0)}{1 - \beta Y(0) t}.
\]
Hence, the solution exists at least on \([0, T_m)\), where
\[
T_m := \min \left\{ \left[ \beta \left( \max_{x \in \mathbb{R}} |g_0| + \sqrt[\beta]{\gamma} \right) \right]^{-1}, \left[ \beta \left( \max_{x \in \mathbb{R}} |g_0| + \sqrt[\beta]{\gamma} \right) \right]^{-1} \right\}.
\]

2.3. Proof of theorem 1.2

This subsection is devoted to the proof of theorem 1.2.

For \( u \in C^1 \), the characteristic curves \( x(\alpha, t) \) are defined as the solution to the ODE
\[
\dot{x} = u(x(\alpha, t), t), \quad x(\alpha, 0) = \alpha \in \mathbb{R}, \quad t \geq 0,
\]
where \( \dot{\cdot} := d/\dot{t} \) and the initial position \( \alpha \) is considered as a parameter. Since \( x(\alpha, t) \) is differentiable in \( \alpha \), we obtain from (2.33) that
\[
\dot{w} = u(x(\alpha, t), t) w, \quad w(\alpha, 0) = 1, \quad t \geq 0,
\]
where
\[
w = w(\alpha, t) := \frac{\partial x}{\partial \alpha}(\alpha, t).
\]

We show that \( w \) satisfies a certain second-order ordinary differential equation. By integrating (1.1b) along \( x(\alpha, t) \), we obtain that
\[
\dot{x} = u(x(\alpha, t), t) = u_0(\alpha) = \int_0^t \phi_x(x(\alpha, s), s) \, ds.
\]
Differentiating (2.35) in \( \alpha \),
\[
\dot{w} = \partial_{\alpha} u_0(\alpha) - \int_0^t \phi_{x\alpha}(x(\alpha, s), s) w(\alpha, s) \, ds.
\]
Since the RHS of (2.36) is differentiable in \( t \), so is the LHS. Hence, we get
\[
\ddot{w} = \left( \rho - \epsilon^\rho \right) |_{(x, t) = (x(\alpha, t), t)} w,
\]
where we have used (1.1c). On the other hand, using (1.1a) and (2.34), we obtain that
\[
\frac{d}{dt} \left( \rho(x(\alpha, t), t) w(\alpha, t) \right) = (-\rho u_x + \rho u_x) |_{(x, t) = (x(\alpha, t), t)} w = 0,
\]
which yields
\[
\rho(x(\alpha, t), t) w(\alpha, t) = \rho_0(\alpha).
\]
Finally, combining (2.34), (2.37), (2.38), we see that \( w(\alpha, t) \) satisfies the second-order non-homogeneous equation

\[
\ddot{w} + e^{\tilde{\phi}(x(\alpha,t), t)} w = \rho_0(\alpha), \quad w(\alpha, 0) = 1, \quad \dot{w}(\alpha, 0) = u_0(\alpha). \tag{2.39}
\]

From (2.38), it is obvious that for each \( \alpha \in \mathbb{R} \),

\[
0 < w(\alpha, t) < +\infty \quad \iff \quad 0 < \rho(x(\alpha,t), t) < +\infty,
\]

\[
\lim_{t \to T_0} w(\alpha, t) = 0 \quad \iff \quad \lim_{t \to T_0} \rho(x(\alpha,t), t) = +\infty.
\]

Using lemma 2.1, we show that \( \sup_{x \in \mathbb{R}} |\rho(x,t)| \) and \( \sup_{x \in \mathbb{R}} |u(x, t)| \) blow up at the same time, if one of them blows up at a finite time \( T_0 \).

**Lemma 2.3.** Suppose that the classical solution to (1.1) with \( K = 0 \) exists for all \( 0 < t < T_* < +\infty \). Then the following statements hold.

1. For each \( \alpha \in \mathbb{R} \), the following holds true:

\[
\lim_{t \to T_*} w(\alpha, t) = 0 \tag{2.40}
\]

if and only if

\[
\liminf_{t \to T_*} u_\alpha(x(\alpha,t), t) = -\infty. \tag{2.41}
\]

2. If one of (2.40)–(2.41) holds for some \( \tilde{\alpha} \in \mathbb{R} \), then there are uniform constants \( c_0, c_1 > 0 \) such that

\[
\frac{c_0}{t - T_*} < u_\alpha(x(\tilde{\alpha}, t), t) < \frac{c_1}{t - T_*} \tag{2.42}
\]

for all \( t < T_* \) sufficiently close to \( T_* \).

**Remark 2.**

1. By integrating (2.34), we obtain

\[
w(\alpha, t) = \exp \left( \int_0^t u_\alpha(x(\alpha,s), s) \, ds \right). \tag{2.43}
\]

While it is easy by (2.43) to see that (2.40) implies (2.41), the converse is not obvious since one cannot exclude the possibility that \( u_\alpha \) diverge in some other earlier time, say \( T_0 < T_* \) with an integrable order in \( t \), for which we still have \( w(\alpha, T_0) > 0 \). For the proof of the converse and obtaining the blow-up rate (2.42), lemma 2.1, the uniform boundedness of \( \phi \), will be crucially used.

2. From (2.47) and (2.48), we see that if \( \dot{w}(T_\ast) < 0 \), the vanishing (or blow-up) order of \( w \) (or \( \rho \)) is \( (t - T_\ast) \) (or \( (t - T_\ast)^{-1} \)) and if \( \dot{w}(T_\ast) = 0 \), the vanishing (or blow-up) order of \( w \) (or \( \rho \)) is \( (t - T_\ast)^2 \) (or \( (t - T_\ast)^{-2} \)).

**Proof of lemma 2.3.** We suppress the parameter \( \alpha \) for notational simplicity. By the assumption, we have that \( w(t) > 0 \) for all \( t \in [0, T_*] \). From (2.39) and the fact that \( e^{\tilde{\phi} w(t)} > 0 \), we obtain that

\[
\dot{w}(t) < \ddot{w}(t) + e^{\tilde{\phi}(x(t), t)} w(t) = \rho_0. \tag{2.44}
\]
for which we integrate (2.44) in $t$ twice to deduce that $w(t)$ is bounded above on $[0, T_\ast)$. This together with (2.39) and lemma 2.1 implies that $|\dot{w}(t)|$ is bounded on the interval $[0, T_\ast)$. Using this for

$$
\dot{w}(t) - \dot{w}(s) = \int_s^t \ddot{w}(\tau) \, d\tau,
$$

we see that $\dot{w}(t)$ is uniformly continuous on $[0, T_\ast)$. Hence, we see that the following limit

$$
\dot{w}(T_\ast) := \lim_{t \to T_\ast} \dot{w}(t) \in (-\infty, +\infty)
$$

exists. In a similar fashion, one can check that

$$
w(T_\ast) := \lim_{t \to T_\ast} w(t) \in [0, +\infty).
$$

We prove the first statement. It is obvious from (2.43) that (2.40) implies (2.41). To show that (2.41) implies (2.40), we suppose $\lim_{t \not\to T_\ast} w(t) > 0$. Then, since $w(0) = 1$, $w(t)$ has a strictly positive lower bound on $[0, T_\ast)$. From (2.41), we may choose a sequence $t_k$ such that $u_\ast(t_k) \to -\infty$ as $t_k \not\to T_\ast$. Now using (2.34), we obtain that

$$
u_\ast(t_k) w(t_k) - \nu_\ast(s) w(s) = \dot{w}(t_k) - \dot{w}(s) = \int_s^{t_k} \ddot{w}(\tau) \, d\tau,
$$

which leads a contradiction by letting $t_k \not\to T_\ast$. Hence, (2.40) holds.

Now we prove the second statement. Due to the first statement, it is enough to assume that (2.40) holds for some $\dot{a} \in \mathbb{R}$. From (2.39) and lemma 2.1, we see that (2.40) implies

$$
\lim_{t \not\to T_\ast} \ddot{w}(t) = \rho_0 > 0.
$$

Since $w(t) > 0$ on $[0, T_\ast)$, (2.40) also implies that

$$
\dot{w}(T_\ast) = \lim_{t \not\to T_\ast} \dot{w}(t) \leq 0.
$$

By the fundamental theorem of calculus, one has $\dot{w}(t) = \dot{w}(\tau) + \int_t^\tau \ddot{w}(s) \, ds$ for all $t, \tau \in [0, T_\ast)$. Then taking the limit $t \not\to T_\ast$ and integrating once more, we obtain that for $t < T_\ast$,

$$
\dot{w}(t) = \dot{w}(T_\ast) - \int_t^{T_\ast} \ddot{w}(s) \, ds,
$$

$$
w(t) = \dot{w}(T_\ast) (t - T_\ast) - \int_t^{T_\ast} \ddot{w}(s) (t - s) \, ds.
$$

(2.47)

Thanks to (2.46), we note that either $\dot{w}(T_\ast) < 0$ or $\dot{w}(T_\ast) = 0$ holds. If $\dot{w}(T_\ast) < 0$, then from (2.47), we have

$$
\lim_{t \not\to T_\ast} \frac{\dot{w}(t)}{w(t)} = \lim_{t \not\to T_\ast} \frac{\dot{w}(T_\ast) + \int_t^{T_\ast} \ddot{w}(s) \, ds}{\dot{w}(T_\ast) + \int_{t - T_\ast}^{\hat{t} - T_\ast} \ddot{w}(s)(t - s) \, ds} = 1.
$$

(2.47)
Since by l’Hospital’s rule and (2.45), it holds that
\[
\lim_{t \to T_+} \int_{t'}^{t} w(s)(t-s) \, ds = \lim_{t \to T_+} \int_{t'}^{t} \tilde{w}(s) \, ds = \frac{\rho_0}{2}.
\] (2.48)

If \(\tilde{w}(T_+) = 0\), then using (2.48), we get
\[
\lim_{t \to T_+} \left( t - T_+ \right) \frac{\dot{w}(t)}{w(t)} = \lim_{t \to T_+} \frac{\int_{t'}^{t} \tilde{w}(s) \, ds}{\int_{t'}^{t} w(s)(t-s) \, ds} = 2.
\]

These, together with (2.34), complete the proof of (2.42). \( \square \)

Now we are ready to prove theorem 1.2.

**Proof of theorem 1.2.** We consider the equation (2.39) with \(\alpha \in \mathbb{R}\), for which (1.15) holds. Suppose that the smooth solution to (1.1) with \(K = 0\) exists for all \(t \in [0, +\infty)\). Then, thanks to lemma 2.3, we must have
\[
w(\alpha, t) > 0 \quad \text{for all} \quad t \in [0, +\infty).
\] (2.49)

Combining (2.39) and lemma 2.1, we have that for all \(t \in [0, +\infty)\),
\[
\dot{w}(t) + aw(t) \leq b, \quad w(0) \geq 1,
\] (2.50)
where we let
\[
w(t) = w(\alpha, t), \quad a := \exp \left( V^{-1}_- (H(0)) \right), \quad b := \rho_0(\alpha)
\]
for notational simplicity. We notice that the condition (1.15) can be restated as \(a > 2b\) and that the inequality \(w(0) \geq 1\) is allowed in (2.50). In what follows, we show that there exists a finite time \(T_+ > 0\) such that \(\lim_{t \to T_+} w(\alpha, t) = 0\). This contradicts to (2.49), and hence finishes the proof of theorem 1.2.

We consider two disjoint cases, call them **Case A** and **Case B** for \(\dot{w}(0) \leq 0\) and \(\dot{w}(0) > 0\), respectively.

**Case A:** we first consider the case \(\dot{w}(0) \leq 0\). We claim that \(b - aw(t) = 0\) for some \(t\). Suppose to the contrary that \(b - aw(t) \neq 0\) for all \(t \geq 0\). Since \(b - aw(0) < 0\) from (1.15) \((a > 2b)\) and \(w(0) \geq 1\), we have
\[
b - aw(t) < 0 \quad \text{for all} \quad t \in [0, +\infty).
\] (2.51)

Combining (2.50) and (2.51), we see that \(\dot{w}(t) < 0\) for all \(t\). From this and \(\dot{w}(0) \leq 0\), we have that \(\dot{w}(t) \to c \in [-\infty, 0)\) as \(t \to +\infty\), which implies that \(w(t) \to -\infty\) as \(t \to +\infty\). This is a contradiction to (2.51). This proves the claim.

Then, by the continuity of \(w\), we can choose the minimal \(T_1 > 0\) such that
\[
b = aw(T_1).
\] (2.52)

Hence it holds \(\dot{w}(t) \leq b - aw(t) < 0\) for all \(t \in (0, T_1]\), which in turn implies
\[
\dot{w}(t) = \int_0^t \ddot{w}(s) \, ds + \dot{w}(0) < 0 \quad \text{for all} \quad t \in (0, T_1] .
\]
Now we split the proof further into two cases:

(i) \( \dot{w}(t) < 0 \) on \((0, T_1]\) and \( \dot{w}(t) \) has a zero on \((T_1, +\infty)\), \hspace{1cm} (2.53a)

(ii) \( \dot{w}(t) < 0 \) for all \( t > 0 \). \hspace{1cm} (2.53b)

**Case A-(i)**: We choose the minimal \( T_2 > T_1 \) satisfying

\[
\dot{w}(T_2) = 0. \hspace{1cm} (2.54)
\]

Then, \( \dot{w}(t) < 0 \) for \( t \in (0, T_2) \). It suffices to show that \( w(T_2) \leq 0 \) since this implies that \( w(t) = 0 \) for some \( t \in (0, T_2] \) as desired.

We shall show that \( w(T_2) \leq 0 \) by contradiction. Suppose not, i.e. \( w(T_2) > 0 \). Then since \( w \) decreases on \([T_1, T_2] \), we have

\[
0 < w(T_2) < w(T_1) = b/a, \hspace{1cm} (2.55)
\]

where the equality is from (2.52). Multiplying (2.50) by \( \dot{w} \leq 0 \), and then integrating over \([0, t]\), we obtain that for \( t \in [0, T_2] \),

\[
|\dot{w}(t)|^2/2 \geq -a \left( \frac{w(t)^2 - |w(0)|^2}{2} \right) + b(w(t) - w(0)) + \frac{|\dot{w}(0)|^2}{2}. \hspace{1cm} (2.56)
\]

Here we define a function \( \tilde{g}(w) := -a \left( \frac{w^2 - |w(0)|^2}{2} \right) + b(w - w(0)) + \frac{|\dot{w}(0)|^2}{2} \). We see that

\[
\tilde{g}(0) = \frac{a|w(0)|^2}{2} - w(0)b + \frac{|\dot{w}(0)|^2}{2} \geq \frac{a}{2} - b + \frac{|\dot{w}(0)|^2}{2} > 0, \hspace{1cm} (2.57)
\]

where we have used the assumptions \( w(0) \geq 1 \) and (1.15) \( (a > 2b) \) for the last two inequalities, respectively. By inspection, one can check that the function \( \tilde{g}(w) \) is strictly increasing on \([0, b/a]\). Using this together with (2.57), we have

\[
\tilde{g}(w) \geq \tilde{g}(0) > 0 \quad \text{for all} \quad w \in [0, b/a]. \hspace{1cm} (2.58)
\]

Combining (2.54)–(2.58), we have

\[
0 = \frac{\dot{w}(T_2)^2}{2} \geq \tilde{g}(w(T_2)) > 0,
\]

which is a contradiction.

**Case A-(ii)**: We first claim that \( \limsup_{t \to \infty} \dot{w}(t) = 0 \). If not, i.e. \( \limsup_{t \to \infty} \dot{w}(t) \neq 0 \), then thanks to (2.53b), we have \( \limsup_{t \to \infty} \dot{w}(t) < 0 \). This implies \( w(t) = 0 \) for some \( t > 0 \), which is a contradiction to (2.49).

On the other hand, since \( w \) is monotonically decreasing on \((0, \infty)\) thanks to (2.53b), we see that \( w_\infty := \lim_{t \to \infty} w(t) \) exists and \( w_\infty \in [0, b/a] \) by (2.52). Similarly as in obtaining (2.56), we multiply (2.50) by \( \dot{w}(t) \leq 0, t \in [0, \infty) \), and then integrate the resultant over \([0, t]\) to obtain that (2.56) holds for \( t \in [0, \infty) \). Since \( 0 = \limsup_{t \to \infty} \dot{w}(t) = \liminf_{t \to \infty} |\dot{w}(t)| \), we arrive at

\[
0 = \liminf_{t \to \infty} |\dot{w}(t)|^2/2 \geq \liminf_{t \to \infty} \tilde{g}(w(t)) = \tilde{g}(w_\infty) \geq \tilde{g}(0) > 0,
\]

where we have used (2.58) for the last inequality. This is absurd, which completes the proof for **Case A**.
Case B: now we consider the case $\dot{w}(0) > 0$. We claim that $\dot{w}(t) = 0$ for some $t > 0$. If not, i.e. $\dot{w}(t) > 0$ for all $t \geq 0$, we have
$$\dot{w}(t) \leq b - aw(t) \leq b - aw(0) < 0.$$ This implies that $\dot{w}(t) \to -\infty$ as $t \to +\infty$, which is a contradiction to the assumption that $\dot{w}(t) > 0$ for all $t \geq 0$.

By the continuity of $\dot{w}(t)$, there is a minimal number $T_0 > 0$ such that $\dot{w}(T_0) = 0$. Since $\dot{w}(t) > 0$ for $t \in [0, T_0)$, we see that $w(T_0) > w(0) > 1$. Now one can apply the same argument as Case A to conclude that $w(t)$ has a zero on the interval $[T_0, +\infty)$. This completes the proof of theorem 1.2.

We remark that, following the proof of theorem 1.2, one obtains an interesting lemma concerning the existence of zeros of second-order linear differential inequality (see lemma A.1 in appendix A.1).

3. Numerical experiments and discussions

In this section, we present numerical simulations concerning our blow-up results presented in theorems 1.1 and 1.2. Based on our numerical observations, we also discuss quantitative and qualitative differences between the two models, i.e. $K = 0$ and $K > 0$, in the behaviors of their solutions. Referring to [24], the implicit pseudo-spectral scheme with $\Delta x = 10/2^{10}$ is employed to solve (1.1) numerically on periodic domains for numerical convenience. The Crank–Nicolson method with $\Delta t = 0.01$ is applied for time marching.

We first numerically solve the pressureless model, i.e. (1.1) with $K = 0$, for which we consider three cases (see table 1). In case (a), where condition (1.15) holds, we observe that $\rho$ and $u$ blow up after $t = 2.3$ in figure 2. This supports our result in theorem 1.2. In case (b), we find that the solutions are bound to break down after $t = 2.7$ in figure 3 while condition (1.15) is not satisfied. This indicates that the blow-up condition (1.15) has a room to be improved. Lastly, in case (c), where condition (1.15) is not satisfied, the smooth solutions seem to persist for $t \in [0, 20]$ in figure 4.

Now we consider the isothermal model, i.e. (1.1) with $K > 0$. Figure 5 shows the numerical solution to the isothermal ($K = 0.5$) Euler–Poisson system. The same initial data are taken as those for case (a) of the pressureless model (figure 2). We observe that the solution blows up in a short time, but it occurs in a different way from the pressureless case; $\rho$ and $u$ stay bounded while their gradients blow up. In fact, this feature is asserted and proved in theorem 1.2. We remark that unlike the pressureless case, the gradient blow-up occur near the origin, not at the origin. This makes sense since the models have different nature in terms of characteristic curves. In fact, the ion waves propagate very differently as illustrated in figure 6. In the pressureless case, $\rho$ oscillates at $x = 0$ and the resulting oscillatory waves propagate. In the isothermal case, in contrast, such an oscillatory behaviors does not appear around $x = 0$. Instead, some localized waves propagate with some oscillatory waves. This difference is caused by their different ‘characteristic curves’. Hence, the following question is naturally posed: does the blow-up occur due to the collision of the dominant characteristics associated with $u \pm \sqrt{\rho}$? For both models, the analytical study on the mechanism of ion-wave propagation and blow-up would be very interesting and challenging due to the coupled electric potential term, which gives rise to a dispersive effect.
Table 1. The pressureless case. \( \rho_0 \) is the initial density function. The initial velocity \( u_0 \) are given as identically zero function for all cases. \( H(0) \) is the energy defined in (1.4) for the initial data.

|        | (a)  | (b)  | (c)  |
|--------|------|------|------|
| \( \rho_0(x) \) | \( 1 - 0.7 \text{ sech}(3x) \) | \( 1 - 0.7 \text{ sech}(2x) \) | \( 1 - 0.3 \text{ sech}(2x) \) |
| \( H(0) \) | 0.0875 | 0.1671 | 0.0036 |
| \( \exp(\int_0^1(H(0))) \) | 0.6448 | 0.5390 | 0.7585 |
| Blow-up condition (1.15) | Hold | Not hold | Not hold |
| Numerical results | figure 2 | figure 3 | figure 4 |

Figure 2. Numerical solution to the pressureless Euler–Poisson system for the case (a) in table 1. The initial data are \( \rho_0 = 1 - 0.7 \text{ sech}(3x) \) and \( u_0 \equiv 0 \). \( \rho_0(t) \) and \( -u_x(0,t) \) are getting larger as \( t \) increases, and they blow up in a finite time.

We shall discuss how \( \partial_x \rho_0 \) affect on the blow-up. In figures 7, we present numerical solutions to the Euler–Poisson system both for the pressureless and the isothermal cases with the same initial data. For the pressureless case (figure 7(a)), the initially localized (compressed) wave travels to the right, and it persists for a long time while the numerical solution of the isothermal case (figure 7(b)) blows up in a short time. We conjecture for the pressureless case that \( \partial_x \rho_0 \) itself is not a critical component which makes the finite time blow-up occur. It becomes more plausible by the fact that for any given constant \( M > 0 \), there is a smooth traveling solitary wave solution satisfying \( \sup_{x \in \mathbb{R}} |\partial_x \rho(\cdot, t)| > M \) for all \( t \geq 0 \). In fact, as the speed \( c > c_0 \), where \( c_0 > 1 \) is some critical speed, the maximum value of the traveling solitary wave \( \rho_c \) tends to infinity. (See section 8.2 of [3] and figure 6 of [3]). For the isothermal case, however, there is
Figure 3. Numerical solution to the pressureless Euler–Poisson system for the case (b) in table 1. The initial data are $\rho_0 = 1 - 0.7 \text{sech}(2x)$ and $u_0 \equiv 0$. Although the condition (1.15) does not hold, $\rho(0,t)$ and $-u_x(0,t)$ are expected to eventually blow up at a finite time.

Figure 4. Numerical solution to the pressureless Euler–Poisson system for the case (c) in table 1 when the initial conditions does not hold (1.15). The solutions keep oscillating and decreasing as times $t$ goes by.

We also remark that the numerical solution in figure 6 seems to converge to a background constant state $(\rho, u, \phi) = (1, 0, 0)$. In the study of long time dynamics, a question of whether smooth solutions globally exist or blow up in finite time arises naturally. As mentioned in the introduction, the question if the global smooth solutions scatter to the constant state is conjectured by the dispersion relation of the linearized Euler-Poisson system. The questions of global existence of smooth solutions and their long time behavior are intriguing and challenging.

an upper bound (depending only on $K$) for $\sup_t \| \partial_x \rho_c(\cdot, t) \|_{L^\infty}$. Based on our numerical experiments, we find that the larger $K$ is, we get the smaller this upper bound, see figure 6 of [3].
Figure 5. Numerical solution to the isothermal \((K = 0.5)\) Euler–Poisson system. The initial data are \(\rho_0 = 1 - 0.7 \text{sech}(3x)\) and \(u_0 \equiv 0\). \(\| \partial_x (\rho, u) (\cdot, t) \|_{L^\infty} \) blows up in a finite time while \(\| (\rho, u) (\cdot, t) \|_{L^\infty} \) is bounded.

Figure 6. Numerical solution to the pressureless (above) and the isothermal (below, \(K = 0.5)\) Euler–Poisson systems. The initial data are taken as \(\rho_0 = 1 - (0.2) \text{sech}(x)\) and \(u_0 \equiv 0\).
Figure 7. Numerical solutions to the pressureless (above) and the isothermal (below) Euler–Poisson systems. The initial data are taken as \( \rho_0 = 1 + \text{sech}(x) \) and \( u_0 = \text{sech}(x) \). The numerical solution of the pressureless case persists for a long time while that of the isothermal case blows up in a short time.

**Table 2.** Comparisons between the pressureless model and the isothermal model.

| Comparison     | \( K = 0 \) | \( K = 0.5 \) |
|----------------|-------------|--------------|
| \( \rho_0(x) \) | 1 – 0.7 sech(3x) | O            |
| \( u_0(x) \)   | 0           | O            |
| Blow-up        | O           | X            |
| Numerical results | figure 2    | figure 5     |
| Comparison 2   |             |              |
| \( \rho_0(x) \) | 1 – 0.2 sech(x) | X            |
| \( u_0(x) \)   | 0           | X            |
| Blow-up        | X           | O            |
| Numerical results | figure 6(a) | figure 6(b)  |
| Comparison 3   |             |              |
| \( \rho_0(x) \) | 1 + sech(x) | X            |
| \( u_0(x) \)   | sech(x)     | O            |
| Blow-up        | X           | O            |
| Numerical results | figure 7(a) | figure 7(b)  |
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Appendix

A.1. Zeros of second-order differential inequality

Following the proof of theorem 1.2, one obtains the following lemma:

Lemma A.1. Let $a$ and $b$ be positive constants. Suppose $w(t)$ satisfies

$$\ddot{w} + aw \leq b$$

for all $t \geq T_0$. If

$$w(T_0) \geq 1 \quad \text{and} \quad a/2 > b,$$

then $w(t)$ has a zero on the interval $(T_0, +\infty)$.

The authors are not aware of any literature addressing the existence of zeros of second-order linear differential inequality with the coefficient $a > 0$ and constant nonhomogeneous term $b$.

We finish this subsection with some remarks regarding lemma A.1.

Remark 3. (1) We present a much simpler proof of lemma A.1 suggested by one of the anonymous reviewers. Suppose that $h(t) := \ddot{w}(t) + aw(t) - b \leq 0$. Then, by applying the Laplace transform, one has

$$w(t) = \left( w(0) - \frac{b}{a} \right) \cos \left( \sqrt{\frac{a}{b}} t \right) + \frac{w(0)}{\sqrt{\frac{a}{b}}} \frac{\sin \left( \sqrt{\frac{a}{b}} t \right)}{\sqrt{\frac{a}{b}}} + \frac{1}{\sqrt{\frac{a}{b}}} \int_0^t \sin \left( \sqrt{\frac{a}{b}} t' \right) h(t-t') \, dt'.$$

At $t = \pi/\sqrt{a}$, the integral above involving $h$ is nonpositive since $\sin(\sqrt{\frac{a}{b}} t') \geq 0$ for all $t' \in [0, \pi/\sqrt{a}]$. Hence, $w(\pi/\sqrt{a}) < 0$ if

$$\frac{2b}{a} < w(0).$$

By the intermediate value theorem, $w$ must vanish at some point between 0 and $\pi/\sqrt{a}$. In fact, (A.1) and (A.2) are equivalent conditions under the change of variables $\tilde{w} := w/w(0)$ and $\tilde{b} := b/w(0)$.
For the case of the differential equation \( \ddot{w} + aw = b \),

\[
\frac{a|w(0)|^2}{2} - w(0)b + \frac{\dot{w}(0)|^2}{2} \geq 0
\]  

(A.3)

is a necessary and sufficient condition in order for \( w \) to have a zero on \([0, +\infty)\). We notice that (A.1) implies (A.3) (with >).

(3) One needs the restriction \( \frac{a}{2} > b \) (or \( \frac{a}{2} \geq b \)) in lemma A.1. If \( \frac{a}{2} < b \), then the solution to \( \ddot{w} + aw = b \) with \( w(0) = 1 \) and \( \dot{w}(0) = 0 \) has no zero since (A.3) is not satisfied. For another example, we consider the equation

\[
\ddot{w} + aw = b e^{-t}, \quad t \in [0, +\infty),
\]  

(A.4)

where \( a, b > 0 \) are constants. Since the general solution of (A.4) is

\[
w(t) = \alpha \cos \sqrt{a}t + \beta \sin \sqrt{a}t + \frac{b}{a} \frac{e^{-t}}{a+1},
\]

we have

\[
w(0) = \alpha + \frac{b}{a} - \frac{1}{a+1}, \quad \dot{w}(0) = \sqrt{a}\beta + \frac{1}{a+1}.
\]

Since

\[
\min_{t \geq 0} w(t) \geq \min_{t \geq 0} (\alpha \cos \sqrt{a}t + \beta \sin \sqrt{a}t) + \min_{t \geq 0} \left( \frac{b}{a} \frac{e^{-t}}{a+1} \right) = -\sqrt{a^2 + \beta^2} + \frac{b}{a} - \frac{1}{a+1},
\]

the solution \( w(t) \) has no zero on \([0, +\infty)\) provided that

\[
-\sqrt{a^2 + \beta^2} + \frac{b}{a} - \frac{1}{a+1} > 0.
\]  

(A.5)

We choose \( b = \frac{1}{3} \) and \( a > 0 \) sufficiently small such that

\[
-\sqrt{a^2 + \beta^2} + \frac{b}{a} - \frac{1}{a+1} > 0.
\]  

(A.6)

For \( w(0) = 1 \) and \( \dot{w}(0) = \frac{1}{a+1} \), (A.6) is equivalent to (A.5). On the other hand, \( b > a/2 \) holds.

A.2. Proof of inequality (1.16)

Lemma A.2 is derived from some elliptic estimates (see [22]). The inequality (1.16) follows from (A.8b) and the definition of \( H(t) \).

Lemma A.2. For \( \rho \in L^\infty(\mathbb{R}) \cap L^2(\mathbb{R}) \) satisfying \( \inf_{x \in \mathbb{R}} \rho > 0 \) and \( \lim_{|x| \to \infty} \rho = 1 \), let \( \phi \) be the solution to the Poisson equation (1.1c). Then, the following hold:

(1)

\[
k_- := \inf_{x \in \mathbb{R}} \rho \leq e^{\phi} \leq \sup_{x \in \mathbb{R}} \rho \quad \text{for all} \quad x \in \mathbb{R},
\]  

(A.7)
if \( \kappa > 0 \), then
\[
\hat{R}_j \phi x_j^2 + \kappa_0 \int |\rho - 1|^2 dx, \quad (A.8a)
\]
\[
\hat{R}_j \phi x_j^2 + (\phi - 1) e^\phi + 1 dx \leq \frac{1}{2\kappa_0} \int |\rho - 1|^2 dx, \quad (A.8b)
\]
where \( \kappa_0 := \frac{1 - \kappa - \log \kappa}{1 - 2\kappa} \).

(3) if \( \kappa \geq 1 \), then \( (A.8a) \) and \( (A.8b) \) hold with \( \kappa_0 = 1 \).

**Proof.** The maximum principle \( (A.7) \) can be proved by Stampacchia’s truncation method. Referring to [22], we omit the details. Multiplying the Poisson equation \( (1.1c) \) by \( \phi \) and integrating by parts, we have
\[
\int (\rho - 1) \phi dx = \int |\phi_x|^2 + (e^\phi - 1) \phi dx. \quad (A.9)
\]

We prove the second statement. We first prove \( (A.8a) \). Letting \( \kappa := -\log \kappa > 0 \), we claim that
\[
(e^\phi - 1) \phi \geq \frac{1 - e^{-\kappa}}{\kappa} \phi^2 \quad \text{for} \quad \phi \geq -\kappa. \quad (A.10)
\]
For \( 0 > \phi \geq -\kappa \), we have
\[
\frac{1 - e^\phi}{-\phi} \geq \frac{1 - e^{-\kappa}}{\kappa} > 0 \quad (A.11)
\]

since the mapping \( x \mapsto \frac{1 - e^{-x}}{x} \) strictly decreases on \( x > 0 \). Multiplying \( (A.11) \) by \( \phi^2 \), we get \( (A.10) \) for \( 0 > \phi \geq -\kappa \). On the other hand, since \( e^\phi - 1 \geq \phi \) and \( 1 > \frac{1 - e^{-\kappa}}{x} \) for \( x > 0 \), we obtain \( (A.10) \) for \( \phi \geq 0 \). This proves the claim. Then \( (A.8a) \) follows from \( (A.9) \) and \( (A.10) \) by applying Young’s inequality.

Next we prove \( (A.8b) \). From \( (A.9) \) and the fact that \( e^\phi - 1 - \phi \geq 0 \), we have
\[
\int (\rho - 1) \phi dx = \int |\phi_x|^2 + (\phi - 1) e^\phi + 1 + (e^\phi - 1 - \phi) dx \geq \int |\phi_x|^2 + (\phi - 1) e^\phi + 1 dx. \quad (A.12)
\]

Using Young’s inequality, we obtain from \( (A.8a) \) that
\[
\int (\rho - 1) \phi dx \leq \frac{\kappa_0}{2} \int |\phi|^2 dx + \frac{1}{2\kappa_0} \int |\rho - 1|^2 dx \leq \frac{1}{\kappa_0} \int |\rho - 1|^2 dx. \quad (A.13)
\]

Now \( (A.8b) \) follows from \( (A.12) \) and \( (A.13) \). The last statement can be easily checked since \( \phi \geq 0 \) if \( \kappa \geq 1 \).
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