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Abstract: This paper presents a new genetic algorithm for the minimum vertex cover problem. It uses interval-valued fitness and greedy error correction to obtain phenotypes (candidate solutions). By the interval-valued fitness the fitness of the candidate solution is measured not only for the whole graph, but for some of its disjoint subgraphs. A new candidate solution is obtained from those subgraphs that have the best performance among the subgraphs of the candidates with the same set of vertices. The interval-valued fitness accelerates the search effectively for graphs with a great deal of nodes and relatively small numbers of edges. In the presented algorithm we prefer to distinguish genotypes and phenotypes and do not use Lamarckian inheritance. Phenotypes are easily generated by greedy error correction from the genotypes and, in this way, a larger variety of genomes can be used during the process.
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1 Introduction

A vertex cover of a graph is a set of vertices, such that each edge of the graph is incident to at least one vertex of the set. Minimum vertex cover means that the size of the vertex cover set is minimal. Finding the minimum vertex cover is a classical NP-complete problem. As such, genetic algorithm (GA) seems an ideal method for the minimum vertex cover problem to obtain reasonable solution in reasonable time. Genetic algorithms are based on the idea of Charles Darwin's evolution. GA is a heuristic search algorithm, it finds a relatively good solution in a short amount of time, and it can be stopped any time, it will always have a, relatively, good solution [1, 2, 3].
Every GA has a population of candidate solutions. For the sake of simplicity, from now on, we call them solutions, instead of candidate solutions. Each of these solutions have a genome, the entirety of their hereditary information. The algorithm must calculate the fitness of the solutions and the next generation can inherit the genomes of the best solutions. A child can inherit genes from one or more parents. There is also a small chance for mutation. The algorithm measures the fitness of each solution of the new generation again, and the cycle continues until a given condition is met.

In the literature there are various approaches to use GA and related methods for obtaining reasonable solutions for the minimum vertex cover problem. Heuristic approximation is used based on the share degree distribution of the vertices [4]. The performances of random local search algorithm and the basic (1+1) evolutionary algorithm are compared in various subclasses of graphs in [5]. Various heuristic algorithms for minimum vertex cover are compared in [6], including hierarchical Bayesian optimization algorithm, branch-and-bound problem solver, simple genetic algorithm and the parallel simulated annealing to show that evolutionary, and so, genetic algorithms are reasonable choices to solve the problem. In [7], the initial population of the GA is created in mathematical manner (uniformly distributed initial population) instead of a random population; moreover, the minimum vertex-cover problem is converted into constrained combinatorial optimization problem. Local optimization technique, in fact, hill climbing was used as Lamarckian evolution in [8] to obtain a hybrid GA. The genetic algorithms in these papers used mutation to avoid falling into a local optimum of the problem. The ideas mentioned in them inspired also us to make experiments with our algorithm and improve it. Our novel idea is to use interval-valued fitness, however, we have combined it with various other well-known GA methods, such as, e.g., with elitism and local (error) correction.

GAs give a lot of freedom to the programmer. Creating the structure of the genome is the first step. The most obvious way to do this for the minimum vertex cover problem, is to create a gene for every node. The gene can have two values: true or false. True means that the corresponding node is in the vertex cover set, false means that the node is not in the vertex cover set. We distinguish genotypes and phenotypes [9]. It results a better variety of the gene pool. It is possible that a vertex cover candidate set is not covering the graph. In this case, the genotype would not be a vertex cover, but the algorithm can add nodes to the candidate vertex cover, and thus, the phenotype becomes one. With the fast, and effective greedy algorithm, the phenotype improves significantly. Creating the phenotype can be viewed as a part of the fitness function. The fitness function assigns fitness values to the genomes. Fitness value indicates how good the solution is, i.e., how close it is to an ideal or optimal solution. Inheritance is another main part of GAs, and there are lots of opportunities here as well. We present a new idea, the interval-valued fitness method. We apply to the GAs the concept of intervals. It means that the child inherits gene sequences from one or more parents. Interval-
values are finite unions of components over the unit interval. They are used to represent various fuzzy and many-valued logics [10, 11] and they are also used to introduce a new computing paradigm [12, 13] that is applied to solve various computationally hard problems [14, 15, 16] and classes of problems [14, 17], theoretically, based on its inner parallelism. Here we use this concept at the fitness function of the GA. If a parent phenotype has a good fitness value on a component of the interval, then the genes of the parent on this component will be added to the child's genome. This process is very useful if it is easy to distinguish various characteristics of a solution, and these characteristics are independent, or weakly dependent on each other. For the vertex cover problem, to find and distinguish various characteristics of a graph is not very straightforward, but we present some valuable ideas. It is expected that for graphs where there are partitions such that most of the edges are inside partitions the algorithm could efficiently use its interval-valued fitness to compose reasonable solutions on the partitions to a general solution for the whole graph.

The rest of the paper is organized as follows: First we introduce the problem, its mathematical representation, and the structure of a genome in Section 2. In Section 3, we describe four ideas for determining the partitions of a graph. We present a GA for determining the partitions of a graph in Section 4 and in Section 5, we explain the greedy error correction, a method to repair invalid vertex covers, obtaining the phenotypes from genotypes. Next, we describe our genetic algorithm for the minimum vertex cover in Section 6. Section 7 provides an example, Section 8 shows the Experimental Results and finally, Section 9 discusses the Conclusions.

## 2 Minimum Vertex Cover, the Genome of the GA and the Model of the Problem

In this section the minimum vertex cover problem and the structure of the genome for our GA is presented. Let a simple graph $G$ be given with $n$ vertices consisting of a set of vertices $V$. (The order of the vertices in $V$ is arbitrarily fixed.) The aim is to find the minimum vertex cover $C$, a set of vertices, where $C$ is a subset of $V$ such that each edge of $G$ is incident to at least one vertex in $C$ (that is $C$ is a so-called vertex cover of $G$) and the size of $C$ is minimal (among all vertex covers of $G$). $G$ can be connected or disconnected, and $G$ may have isolated vertices. An isolated vertex is not an endpoint of any edge, therefore the isolated vertex is not in any minimal vertex cover $C$. For an example of a simple graph and its minimum vertex cover see Figure 1. This graph $G$ has 6 vertices, two of those are indicated by circle, they form a vertex cover $C$ for this graph. It is also easy to see that there is no sole vertex in $G$ which forms a vertex cover alone. Thus, $C$ is, in fact, a minimum vertex cover. The minimum vertex cover problem is a classical
optimization problem, and it is one of the 21 NP-complete problems listed by Karp [18]. Since this is one of the most known NP-complete problems, it plays an important role in computational complexity theory. On the other hand, since generally it is intractable, it is a good target for evolutionary computing and GA to find approximate solutions.

Now, let us turn to our approach. In the rest of this section, some details are shown how this problem can be modeled and represented by genes such that evolutionary steps can reasonably solve it. Also some essential details of our approach are described. In our approach the vertex covers are computed by greedy error corrections from the genome in deterministic manner (see Section 5), in this way, the vertex cover is, in fact, the phenotype corresponding to the given genome. The population of the GA consists of a set of genomes \( \langle F, I, K \rangle \), where:

- \( F \) is the fitness value of the genome is in fact computed for the phenotype, the vertex cover \( C \) implied by the genome. It is calculated by the fitness function, and it represents the overall fitness of the solution. \( F \) represents the fitness of the phenotype, meaning that first we use the greedy error correction on the solution of a genome, then we compute the fitness function on this modified solution. The greedy error correction guarantees that the phenotype is a vertex cover. \( F = |C| \) (the size of the vertex cover).

Note that \( F \) is not a fitness function in the strict sense, since larger value of \( F \) means weaker solutions; in this sense \( F \) is more related to error-measures.

- \( I = (I_1, I_2, \ldots, I_m) \) is an ordered list (set) of interval fitness values of the phenotype solution \( C \). Let \( P = (P_1, P_2, \ldots, P_m) \) denote the partitions of \( V \). \( P \) is the same for every genome, and every generation. If \( P_j = \{a_1, a_2, \ldots, a_k\} \), then \( I_j \) is the component fitness of the solution on the subgraph of \( G \) containing only vertices of \( P_j \) and all the edges of \( G \) which contain only such vertices. The component fitness on a subgraph means the number of vertices \( E \) of the subgraph in the vertex cover phenotype, where \( E \) is also a member of \( C \), e.g., \( I_j = |P_j \cap C| \).
• \( K = (K_1, K_2, \ldots, K_n) \) is a binary vector of the vertices in the genome. If \( K_i = 1 \) (i.e., true), then vertex \( V_i \) is in the genome for the cover set \( C \) proposed by the phenotype of this genome.

For an example, see Figure 2. As it is shown, the partitions of the graph are also described by our data: there are three partitions in this example. The set of circled vertices is a vertex cover \( C \), and its size is 8. The interval fitness is assigned to the partitions, and actually, the sum \( 2 + 3 + 3 = 8 \) gives the fitness of the vertex cover. Since the genotype, in this example, for simplicity and luckily, is the same as the phenotype, we do not need to apply the error correction, thus, in this case, \( K \) and \( C \) are identical. The binary genome vector \( K \) has 1’s in exactly those 8 positions.

Figure 2

A graph where \( P = ([a, b, c, d], \{e, f, g, h, i\}, \{j, k, l, m\}) \), and one of the possible solutions, where \( F = 8 \) (\( = |C| \)), \( I = (2, 3, 3) \), and \( K = (1, 0, 0, 1, 1, 0, 1, 1, 0, 1, 0, 1) \).

3 Initialization: Determining the Partitions

We use fitness values on interval components and it is a crucial point to divide the graph to partitions. The interval fitness function works more efficiently if every \( P_j \) contains closely related vertices and the partitions are not connected so strongly. There are several methods to determine a feasible \( P \).

• Random partitions
• Divide by the time of creation of the vertices
• Manually determine the partition of each vertex
• Spectral partitioning [19]
• GA, with a fitness function that calculates fitness by the dissimilarity of the neighbors of each vertex

The partitioning does not have to be optimal. But it has to be fast. It can help even if the partitioning is random, since as it will be detailed later, for every generation, only one genome will be created with the interval fitness method. For example, if
the population size is constantly 200, then 199 children will evolve normally, only 1 child (super-child) will be created from the best intervals. Even if the partitioning is random, there is a good chance that the super-child will be successful. If that happens, the quality of the gene pool will significantly increase. Dividing by the time of creation is an idea only slightly better than the random partitioning. It is based on the assumption that there is a connection between the vertex structure and the time of creation of the vertices. According to our tests, spectral partitioning [19] takes much time. Even with a simple graph of 500 vertices, only finding the eigenvalues took 3 seconds. Creating the partitions takes precious time from the actual work, so it has to be fast. GA, combined with an idea similar to the k-means algorithm [20], seems to be the best choice, since this sub-problem is hard, but the solution does not have to be optimal, only close to optimal. The GA can stop after 1 second, and it still gives a relatively good solution.

4 Genetic Algorithm for Partitioning

The first step for both the genetic algorithm and the random method is to determine the number of partitions. 10 partitions for a graph with 10 vertices would result the same as there would not be groups at all, but little number of partitions for a big graph is not ideal either. After experimenting with various functions to determine the optimal number of partitions, we found the following function to work the best:

\[ |P| = \frac{|V|^{0.6}}{3} \]

The GA for partitioning has to be fast, so the genome structure is not as straightforward as the genome structure of the main GA.

Let \( R = \{ R_1, \ldots, R_k \} \) be the genome of an individual, where \( k = |P| \), it is the number of partitions we plan to create. Every gene \( R_i \) denotes a randomly chosen vertex from the vertices of the graph, it is the starting vertex of the partition.

The fitness function first simulates a deterministic vertex-conqueror game for every individual. The rules of the game are:

Every partition \( P_i \) has a set of conquered vertices (CV), initially they contain only the randomly chosen starting vertex \( R_i \). (If a partition has a starting vertex that is already taken by another partition, i.e., the same vertex is chosen for two different partitions, then the new partition conquers the previous partition, and the previous partition leaves the game with no conquered vertices, thus we obtain one less partition).
In every round, each vertex of the \( CV \) of each partition expands, meaning that they conquer every neighbor vertices, except those already conquered by any partition.

When no partition can expand any more, the first partition conquers every non-conquered vertices if there are any left (may happen in case of not connected graph). The game ends here.

The fitness value is as follows:

Let \( g \) be the number of edges of the graph that connect vertices belonging to the same partition, and let \( w \) be the number of edges that connect vertices belonging to different partitions.

Let \( a = \frac{g}{g+w} \), this is a number between 0 and 1, as \( g \) and \( w \) are both positive numbers.

Let,

\[
cmax = \max_{i=1,|P|} \{CV_i\}
\]

Let,

\[
cmin = \min_{i=1,|P|} \{CV_i\}
\]

Let,

\[
b = \frac{cmin}{cmax}
\]

a number between 0 and 1, as \( cmin \leq cmax \), and both are positive numbers

The fitness value is: \((ab^2)\). The aim is to have (almost) equal size partitions and it is better if the most of the edges are inside partitions.

For every new generation, the GA for partitioning uses elitism, roulette wheel selection, one-point crossover, and mutation. This algorithm stops after one second, meaning that using the intervals adds only one second penalty (i.e., cost) to the main algorithm.

5 Greedy Error Correction

In this paper, we explain how phenotypes are produced from genotypes with a deterministic greedy algorithm.

There is a problem with the simple GA approach: most of the time, the genotypes of the solutions are not even covering the graph. Finding only a cover set with pure natural selection and random mutations is difficult for a simple GA, but the aim is to find the minimal cover set, so the task is even more complicated.
Fortunately, there are easy methods to create a cover set from an imperfect cover set.

The simplest and fastest method is to check every edge. If an edge is not incident to any vertex in $C$ (unstable edges), then add one of the vertices of this edge to $C$. Some nodes may be redundant; these unnecessary nodes can be removed [6].

We analyze the usage of a greedy method, first it checks every vertex that is not in $C$ (unselected vertices), but adds them to $C$ only if they have the highest number of unstable edges incident to them. In the next cycle, it checks every unselected vertices again, until there are no more unstable edges. This method is slower, because it runs for every genome in every generation, but our tests showed that the algorithm gets significantly better with the greedy error correction.

![Figure 3](image)

A subgraph with the last cycle of the greedy algorithm where each vertex has a maximum of one unstable edge

This correction works if the genome selects too few vertices. It is possible to correct those genomes that selects too many. Invert correction: if the neighbors of a selected vertex $X$ are all selected vertices, then $X$ can be removed from $C$.

Combining these ideas, it is possible to further improve these methods. At the last cycle of the greedy correction, there are no unselected vertices with multiple unstable edges. In this cycle, the choice of which vertex of an unstable edge should be selected is arbitrary. In some case however, this choice has an impact on the final solution, because of the final invert correction.

Consider the subgraph shown in Figure 3.

Between vertices A and B, there is an unstable edge. Since the greedy correction is at its last cycle, the algorithm can be sure that there are no vertices with more than one unstable edges. Suppose the algorithm first discovers vertex A. Vertex A has one unstable edge. The other vertex of this unstable edge is vertex B. It is granted that B has no other unstable edges, only this one.

Let us introduce a new concept, the compatible neighbor.
**Definition 1 (Compatible neighbor)** At the last cycle of the greedy correction, if B and A are neighbor vertices in a graph, A is selected, and beyond B, A has only selected neighbors, then A is a compatible neighbor of B.

The algorithm will decide as follows.

If B has more compatible neighbors than A, then select B, else select A.

Compatible neighbors are important, because the invert correction will deselect them if all their neighbors are selected. Since A has two compatible neighbors (A₁ and A₂), and B has one compatible neighbor (B₂), the algorithm will select A, in our example.

Lamarckian inheritance is the idea that characteristics developed during an organism's lifetime (the greedy error correction, in our case), can be inherited [21]. The question is if the algorithm should follow this idea, and pass through the genes reflecting the solution after the correction, or not.

Since the greedy error correction is not a stochastic method, it creates the same phenotypes for a given genotype. If the child inherits every gene of a parent's genotype perfectly, it will develop the same phenotype as the parent did. Furthermore, it is possible that the algorithm creates the same phenotype for different genotypes. That is why, using the Lamarckian inheritance could lead to a less varied gene pool, which is not desirable. By inheriting the original genes instead of the information in the phenotype, we increase the speed of converging to a near-optimal solution and increase the population diversity. Both of these features are important for a good GA [22]. On the other hand, the greedy error correction usually increases the number of vertices in C, therefore we expect better results in the new generation if these vertices in the genotype will be selected only if necessary.

In memetic algorithms some local search is done at the new individuals after the genetic operations [23, 24]. Our greedy error correction has a similar feature, but there is an important difference: we do not modify the genome (allowing to inherit its original version), only the phenotypes are vertex covers surely.

### 6 The Minimum Vertex Cover Algorithm

In this section, we describe how the new generation is computed in our GA.

The first 3 genomes of the next generation are 3 genomes of the previous population with the best $F$ values. This is called elitism, it ensures that the best solutions will always stay in the population, with elitism, there is no chance of losing quality due to mutation.
The next genome of the next population is the super-child \( S \). For every \( i = 1, 2, \ldots, m \), where \( m = |P| \), let genome \( B_i \) be the genome of the previous generation with the best value \( I_i \). \( K^S_j = K_j^{B_i} \) for every \( j = P_{i_1}, P_{i_2}, \ldots, P_{i_q} \), where \( K^S \) is the vector \( K \) of the super-child, \( K_j^{B_i} \) is the vector (list) \( K \) of \( B_i \), \( P_{i_x} \) is the \( x \)-th member of \( P_i \), and \( q = |P_i| \).

In other words, the super-child inherits the best genes of the population for every interval, from one, two, or more parents.

For the rest of the population, our GA uses roulette wheel selection to select two parents, then one-point crossover to create two children from the two parents. Each gene of each child created with the one-point crossover, has a chance to mutate. By default, this chance is \( 1/|V| \) (where \( |V| \) is the number of vertices), but it can be changed. If a gene in \( K \) mutates, then its value changes from false to true, or from true to false. For example: \( K = (0,0,0,1,1) \). If the second and fourth values mutate, the new value of \( K \) is: \( K = (0,1,0,0,1) \).

The new generation has the same size of population as the previous one had. The old generation is completely replaced by the new one (created in these steps).

Naturally, after the next generation is ready, the algorithm updates the values \( F \) and \( I \) of each genome. The algorithm stops after a given time.

7 Example

In this section, we illustrate the work of our algorithm in a small example. There is a population of 3 solutions for a graph, and the partitions of the graph is known \((\{1,2,3,4\},\{5,6,7\})\). The order of the vertices of the graph is shown in Figure 4. The first generation is also known. We use black and grey color for the partitions (intervals).
To repair the first solution, the algorithm has to complete the graph cover. The algorithm is greedy, but there is only one edge without cover vertices. The edge is between vertex 3 and 4. Selecting vertex 3 would result one unnecessary cover vertex, selecting vertex 4 would result one unnecessary cover vertex too, the algorithm selects vertex 3. Vertex 1 becomes unnecessary. Therefore, this cover has 4 vertices.

Solution 2 has edges without cover vertices too. Since the algorithm is greedy, vertex 4 is selected, because it will cover 2 uncovered edges. Solution 3 is a cover set, but it has one unnecessary vertex.

The size of the final cover set of each solution in the first generation is 4. But on the black interval solution 1 and 3 are better, and on the grey interval solution 2 is better.

The first solution of the new generation is the first best solution of the previous generation. Since they all had the same fitness value, solution 1 is now chosen as the elite.

The second solution is the super child, with the best intervals. It inherits the genes of the black interval of solution 1, and the genes of the grey interval of solution 2. Vertex 4 is selected because it will cover 3 uncovered edges. Vertex 2 is unnecessary. Therefore, this cover has 3 vertices.

The third solution inherits genes from two parents randomly, then mutates. It has one edge without cover vertices. The algorithm selects vertex 4, because it will result 3 unnecessary vertices. This cover has 3 vertices too.

We have tested our algorithm on large graphs as we describe it in the next section.
8 Experimental Results

We compare our algorithm with a fast greedy algorithm, a normal GA with simple error correction, "TVCA", "Darwin" and “NOVCA”.

TVCA of Ashay Dharwadker is a great algorithm for the vertex cover problem [25]. It always finds the cover set with size of a given number \( k \), if there is any, but it may take a long time. TVCA first fills \( C \) (the cover set) with the members of \( V \) (vertices of the graph). The algorithm then finds the elements it can take out from \( C \). But this is not the only difference between the two algorithms: TVCA is a deterministic algorithm. We used the original TVCA demonstration program, however, in this way, we could not manage to make tests in an automatic way. Thus, we tested manually some of our graphs (and not all of them).

Darwin is a programming environment developed for ETH Zurich [26]. Amongst many functions, Darwin is able to find vertex covers of a graph. This function is implemented by Gaston H. Gonnet, and it is based on another very good approach, the fixed-parameter algorithm [27]. Unfortunately, Darwin is designed for small graphs, so we could not test all our graphs with it. Actually, with Darwin, we could only test graphs where MGA, Darwin and NOVCA all found the same result almost immediately.

NOVCA is a deterministic polynomial time algorithm that we implemented based on the pseudo code described in its paper [28].

Our algorithm (MGA) is fast and accurate in almost any cases, except with near-complete graphs, where almost every node is connected to almost every node, like the Witzel Graph [25].

We have randomly generated 100 graphs with 500 vertices and 2500 edges, then tested GA, greedy, NOVCA, and MGA on each graph. For the results, see Figure 5 and Table 1. For 10 graphs, we tested TVCA as well, it found the vertex cover size of the MGA algorithm in 9 seconds on average.

| Algorithm | 1 second | 2 seconds | 5 seconds | 9 seconds |
|-----------|----------|-----------|-----------|-----------|
| TVCA      | n/a      | n/a       | n/a       | same as MGA* |
| Greedy    | 360.24   | n/a       | n/a       | n/a       |
| GA        | 361.86   | 359.82    | 357.91    | n/a       |
| NOVCA     | 351.63   | n/a       | n/a       | n/a       |
| MGA       | 356.69   | 352.11    | 350.52    | n/a       |

* TVCA was manually ran on 10 graphs and compared to MGA.
We also created an algorithm to generate “clustered graphs”, where we assigned each vertex to a cluster, and increased the chance of edges between vertices from the same cluster. The reason for this is that many graphs in nature are clustered, and also we expected that our algorithm would have an advantage with these. However, for more realistic results, the number of clusters is not the same as the number the partitioning algorithm in MGA uses.

We have repeated the above test with the same parameters on randomly generated clustered graphs. We tested TVCA too, and this is where we reached its limit, because 8 out of 10 cases, in 2 minutes TVCA was not able to find the same result that MGA found in 5 seconds. For detailed results, see Figure 6 and Table 2.

Table 2
Test data for clustered graphs: Vertices: 500, Edges: 2500 (average of 100 random graphs)

| Algorithm | 1 second | 2 seconds | 5 seconds | 120 seconds |
|-----------|----------|-----------|-----------|-------------|
| TVCA      | n/a      | n/a       | n/a       | found MGA in 2 out of 10 cases |
| Greedy    | 562.80   | n/a       | n/a       | n/a         |
| GA        | 364.40   | 362.11    | 360.16    | n/a         |
| NOVCA     | 356.93   | n/a       | n/a       | n/a         |
| MGA       | 360.66   | 354.33    | 353.04    | n/a         |
We repeated the test on 100 random (not clustered) graphs with 2000 vertices and 10000 edges. For the results, see Figure 7 and Table 3. For 10 of the graph, we have tested TVCA as well, but it never found the result of MGA/NOVCA in 10 minutes.
Table 3
Test data for large random graphs: Vertices: 2000, Edges: 10000 (average of 100 random graphs)

| Algorithm | 1 second | 12 seconds | 42 seconds | 60 seconds | 600 sec |
|-----------|----------|------------|------------|------------|---------|
| TVCA      | n/a      | n/a        | n/a        | n/a        | n/a     |
| Greedy    | 1437.74  | n/a        | n/a        | n/a        | n/a     |
| GA        | n/a      | 1454.99    | 1442.91    | n/a        | n/a     |
| NOVCA     | n/a      | n/a        | 1404.02    | n/a        | n/a     |
| MGA       | n/a      | 1415.51    | 1407.52    | 1405.95    | n/a     |

Further, 100 random clustered graphs with 2000 vertices and 10000 edges were also tested. For the results, see Figure 8 and Table 4. For 10 of the graph, we tested TVCA as well, but it did not manage to find the result of MGA/NOVCA in 10 minutes.

Figure 8
The average results of 100 random clustered graphs with 2000 vertices and 10000 edges

Table 4
Test data for large clustered graphs: Vertices: 2000, Edges: 10000 (average of 100 random graphs)

| Algorithm | 1 second | 12 seconds | 39 seconds | 60 seconds |
|-----------|----------|------------|------------|------------|
| TVCA      | n/a      | n/a        | n/a        | n/a        |
| Greedy    | 1450.57  | n/a        | n/a        | n/a        |
| GA        | n/a      | 1447.74    | 1437.86    | 1434.89    |
| NOVCA     | n/a      | n/a        | 1423.03    | n/a        |
| MGA       | n/a      | 1421.52    | 1413.79    | 1412.27    |
On the Witzel Graph with 450 vertices and 17827 edges, TVCA finds the minimum vertex cover of 420 vertices in 43 seconds. MGA finds a vertex cover of 426 vertices in the same amount of time. NOVCA almost immediately finds a vertex cover of 424 vertices (see Table 5).

## Conclusions

Our modified GA yielded, minimally, the same solution as a greedy algorithm, but more often, our algorithm was better. The reason is, that the first generation has a blank genome and the greedy error correction works in a similar way, as a greedy algorithm. The modified GA is a big improvement for the GA. In case of large graphs, it converges much faster with the interval fitness method, which can be viewed as a problem reduction approach. At the same time, the algorithm focuses on the whole problem. With the error correction, almost all members of the population had a better fitness and the genetic variation is much better too. But the biggest advantage of the error correction, is obviously the fact that it mixes the fast and efficient greedy method, with the heuristic GA, taking advantage of both approaches. Distinguishing of genotypes and phenotypes, combined with the intervals also leads to good efficiency. By inheriting only, the backbone (genotype) of the covering sets, it is easy to create efficient hybrids of solutions.

In the case of a difficult graph, the basic GA is not as efficient as a simple greedy algorithm, not even with more time given. As Figure 7 shows, even after 60 seconds, the GA did not find the solution that greedy found almost immediately. With greedy error correction, it is possible that the genome of a solution is blank, meaning every element of set $K$ has a false value. Since the greedy error correction step itself is a good method for the problem as well, it is a good thing if the GA cooperates with the greedy method, by only selecting genes that improve the fitness. For this, the GA has to start with at least one blank genome in the population.

GAs tend to converge towards local optimum. To avoid this, it is worth to make experiments with multiple populations. Since members of different populations have no chance to mix their genetic information, multiple populations develop independently, and it is possible that each population converges towards different local optima. It also means that the different populations can use different processors. Another idea to solve the problem of local optimum is to restart the
algorithm after a given time or generation. Obviously, the algorithm has to save the best solution, but the new population must not remember that genome, it has to start with random genomes again.

In the Experimental Results section, we see that the Greedy algorithm is the fastest, but it is also, the most inaccurate and it has no chance to improve with more time. TVCA [25] and Darwin [26] are very good in finding a small vertex cover, but is very slow and is not usable with large graphs. As Table 2 shows, TVCA needed 2 minutes to have a chance of finding a result MGA found in 5 seconds. NOVCA [28] is similar to Greedy, but it yields much better results at the cost of being a bit slower. Our algorithm, MGA, yields similar results to NOVCA, but has several advantages. In some graphs (Witzel, and fully random graphs) it may underperform a bit, but on other graphs (especially in clustered graphs) – MGA outperforms NOVCA. MGA also has the advantage of providing early results, and can run longer to find even smaller vertex covers. See Figure 8, where MGA found a better result in 12 seconds than NOVCA in 39, and then continued to improve.

Thus, it seems that the idea to using interval-valued fitness is a worthwhile consideration. We note that another type of combination of GA, with interval-values is found in [29].
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