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In multi-agent reinforcement learning (MARL), it is challenging for a collection of agents to learn complex temporally extended tasks. The difficulties lie in computational complexity and how to learn the high-level ideas behind reward functions. We study the graph-based Markov Decision Process (MDP) where the dynamics of neighboring agents are coupled. To learn complex temporally extended tasks, we use a reward machine (RM) to encode each agent’s task and expose reward function internal structures. RM has the capacity to describe high-level knowledge and encode non-Markovian reward functions. We propose a decentralized learning algorithm to tackle computational complexity, called decentralized graph-based reinforcement learning using reward machines (DGRM), that equips each agent with a localized policy, allowing agents to make decisions independently, based on the information available to the agents. DGRM uses the actor-critic structure, and we introduce the tabular Q-function for discrete state problems. We show that the dependency of Q-function on other agents decreases exponentially as the distance between them increases. Furthermore, the complexity of DGRM is related to the local information size of the largest \( k \)-hop neighborhood, and DGRM can find an \( O(\rho^{k+1}) \)-approximation of a stationary point of the objective function. To further improve efficiency, we also propose the deep DGRM algorithm, using deep neural networks to approximate the Q-function and policy function to solve large-scale or continuous state problems. The effectiveness of the proposed DGRM algorithm is evaluated by two case studies, UAV package delivery and COVID-19 pandemic mitigation. Experimental results show that local information is sufficient for DGRM and agents can accomplish complex tasks with the help of RM. DGRM improves the global accumulated reward by 119% compared to the baseline in the case of COVID-19 pandemic mitigation.

I. Introduction

In multi-agent reinforcement learning (MARL), a collection of agents interact within a common environment and learn to jointly maximize a long-term reward. We study MARL in a graph-based Markov Decision Process (MDP) setting, where for each agent, the transition model is represented by a dynamic Bayesian network [1, 2]. In graph-based MDPs, the transition function between an agent’s states may depend on its current state and action and the neighboring agents [3, 4]. In this work, the agents are allowed to have different reward functions from different tasks, and they can perceive their own rewards.

The key challenge in MARL is the combinatorial nature, which results in high computational complexity. The combinatorial nature refers to the exponentially increased size of the joint state and action space in the multi-agent system [5, 6]. Since all agents are learning simultaneously, the behavior of each individual agent relies on what has been learned by the respective other agents. Thus, the learning problem is non-stationary from each agent’s perspective. To tackle non-stationarity, each individual agent has to consider the joint state and action space, whose dimension increases exponentially with the number of agents.

RL becomes more challenging when solving complex temporally extended tasks. In many complex tasks, agents only receive sparse rewards for complex behaviors over a long time. However, agents do not have access to the high-level ideas behind the sparse rewards. Moreover, in a sparse-reward formulation, if it is improbable that the agent achieves the task by chance when exploring the environment, the learning agent will rarely obtain rewards.

In this paper, we provide a decentralized framework that enables a collection of agents to solve complex temporally extended tasks under coupled dynamics with enhanced computational efficiency. Specifically, we use reward machines (RMs) to describe the environment, track the progress through the task, and encode a sparse or non-Markovian reward function for each agent. The proposed algorithm, called decentralized graph-based reinforcement learning using reward
machines (DGRM), uses the actor-critic structure, specifically adopting temporal difference (TD) learning to train the truncated Q-function and policy gradient for the localized policy. To tackle computational efficiency, we propose a truncated Q-function considering only the information of the \( \kappa \)-hop neighborhood. The RM state is augmented with the \( \kappa \)-hop neighborhood. The RM state is augmented with the RM state and information exchange among agents when implementing the learned policies is not required. We provide proofs that the truncated Q-function can approximate Q-function with high accuracy and the error of policy gradient approximation is bounded. Also, DGRM can find an \( O(\rho^{k+1}) \)-approximation of a stationary point of the objective function. To further improve efficiency, we develop deep DGRM which uses deep neural networks for function approximation to improve scalability. We demonstrate the effectiveness of DGRM and deep DGRM on a discrete state problem of UAV package delivery and a continuous state problem of COVID-19 pandemic mitigation, respectively. In the experiments, agents can accomplish complex tasks under the guidance of RMs.

II. Related Work

Recent years have witnessed the rapid development in MARL [7–10]. An MARL system can be categorized into centralized and decentralized control. The central controller decides the actions for all agents [11,12], while within the decentralized control, agents make their own decisions based on their observations [13]. The central controller needs to collect information of all agents and communicate with all agents, which mitigates the non-stationarity but may decrease the scalability of the multi-agent system. Therefore, we consider a decentralized learning algorithm to solve typically graph-based MDP, where the dynamics of agents are coupled. Graph-based MDP can be also referred to as networked multi-agent MDP [14], factored MDP [2,15,16].

The most relevant studies to our proposed DGRM algorithm are the methods utilizing the actor-critic structure for MARL. The authors in [17,18] develop decentralized actor-centralized critic models for MARL. The centralized critic has access to the joint action and all available state information. The decentralized actor considers the local information of each agent. Additionally, the proposed algorithms in [17,18] adopt the framework of centralized training with decentralized execution. After training is completed, only the local actors are used at the execution phase. The communication requirement in our proposed DGRM algorithm is weaker than that in [17,18], where the localized policy only requires its own MDP state and RM state, and observations of other agents are not necessary. A decentralized actor-critic algorithm with provable convergence guarantees is proposed in [14]. They use linear approximation for the Q-function, but it is unclear whether the loss caused by the function approximation is small. The proposed DGRM algorithm is inspired by the Scalable Actor Critic (SAC) algorithm in [19] and we further propose the DGRM algorithm to solve complex temporally extended tasks and the deep DGRM algorithm for large-scale or continuous state problems.

Recently, reward machines (RMs) have received much attention for task specification. The authors in [20] propose reward machines, i.e., a type of Mealy machines, to encode structures or high-level knowledge behind the tasks. They develop the Q-learning for Reward Machines (QRM) algorithm in the single-agent setting and show that QRM can converge to an optimal policy in the tabular case. Later, they extend their work and develop counterfactual experiences for reward machines (CRM) and hierarchical RL for reward machines (HRM).

In the multi-agent setting, the authors in [21] use RMs to describe cooperative tasks and introduce how to decompose the cooperative task into a collection of new RMs, each encoding a sub-task for an individual agent. They assume agents only observe their local state and abstracted representations of their teammates [21]. Agents in our work have access to the information of neighboring agents, since we consider the graph-based MDP, where the dynamics of neighboring agents are coupled. Thus, the dimension of Q-function in our work is larger than that in [21] and needs complexity reduction for better scalability. RMs have also been applied to robotics, such as quadraped locomotion learning [22] and planning [23]. There are also studies focusing on learning RMs from experience instead of giving as a priori to the learning agent [24,29]. Hierarchical reinforcement learning (HRL) is another classical approach to solve complex tasks, which decomposes an RL problem into a hierarchy of subtasks, including methods such as HAMs [30], Options [31], and MAXQ [32]. However, these HRL approaches cannot guarantee convergence to the optimal policy.

III. Preliminaries

A. Markov Decision Processes and Reward Machines

A labeled MDP is defined by a tuple, \( M = (S, s_I, A, R, \gamma, P, L) \), where \( S \) is a finite set of states; \( s_I \in S \) is an initial state; \( A \) is a finite set of actions; \( R : S \times A \to \mathbb{R} \) is the reward function, \( R(s,a) \) represents the reward
We say that a reward machine \( \mathcal{R} \) is a tuple, \( \mathcal{R} = (U, u_1, \mathcal{P}, \delta, \sigma) \), where \( U \) is a finite set of states, \( u_1 \in U \) is an initial state, \( \mathcal{P} \) is a finite set of events, \( \delta \) is the transition function: \( U \times 2^{\mathcal{P}} \rightarrow U \), and \( \sigma \) is a reward function: \( U \times 2^{\mathcal{P}} \rightarrow \mathbb{R} \).

**Definition 1.** A reward machine (RM) is a tuple, \( \mathcal{R} = (U, u_1, \mathcal{P}, \delta, \sigma) \), where \( U \) is a finite set of RM states, \( u_1 \in U \) is an initial state, \( \mathcal{P} \) is a finite set of events, \( \delta \) is the transition function: \( U \times 2^{\mathcal{P}} \rightarrow U \), and \( \sigma \) is a reward function: \( U \times 2^{\mathcal{P}} \rightarrow \mathbb{R} \).

Reward machines are a way to encode a non-Markovian reward function. A run of a reward machine \( \mathcal{R} \) on the sequence of labels \( \ell_1 \ell_2 \ldots \ell_k \in (2^P)^* \) is a sequence \( u_0(\ell_1, r_1) u_1(\ell_2, r_2) \ldots u_{k-1}(\ell_k, r_k) u_k \) of states and label-reward pairs such that \( u_0 = u_1 \). For all \( i \in \{0, \ldots, k-1\} \), we have \( \delta(\ell_i, u_{i+1}) = u_{i+1} \) and \( \sigma(\ell_i, u_{i+1}) = r_{i+1} \). We write \( \mathcal{R}(\ell_1 \ell_2 \ldots \ell_k) = r_1 r_2 \ldots r_k \) to connect the input label sequence to the sequence of rewards produced by the machine \( \mathcal{R} \). We say that a reward machine \( \mathcal{R} \) encodes the reward function \( R \) of an MDP if for every trajectory \( s_0 a_1 s_1 \ldots a_k s_k \) and the corresponding label sequence \( \ell_1 \ell_2 \ldots \ell_k \), the reward sequence equals \( \mathcal{R}(\ell_1 \ell_2 \ldots \ell_k) \).

Given a labeled MDP \( M = (S, s_I, A, R, P, \gamma, \mathcal{P}, L) \) with a non-Markovian reward function and a reward machine \( \mathcal{R} = (U, u_1, \mathcal{P}, \delta, \sigma) \) which encodes the reward function \( R \) of \( M \), we can obtain a product MDP \( M_R \), whose reward function is Markovian such that every attainable label sequence of \( M_R \) gets the same reward as in \( M \). Furthermore, any policy for \( M_R \) achieves the same expected reward in \( M \).

**B. Graph-Based Multi-Agent MDP with Reward Machines**

We denote \( G = (V, E) \) as an undirected graph, where \( V = \{1, \ldots, n\} \) is a finite set of nodes that represents the agents and \( E \) is a finite set of edges. For agents \( i, j \), we call \( j \) a neighboring agent of \( i \), if there is an edge that connects \( i \) and \( j \). Let \( N(i) \subseteq V \) be the set including agent \( i \) and the neighboring agents of the agent \( i \).

We consider a multi-agent system, including \( n \) agents and formulate the system as a labeled graph-based MDP \( M_G = (S_G, s_{I_G}, A_G, R_G, P_G, \gamma, \mathcal{P}_G, L_G) = ((S_1)_i^{P_1}, (s_1)_i^{P_1}, (A_1)_i^{P_1}, (R_1)_i^{P_1}, (P_1)_i^{P_1}, \gamma, (\mathcal{P}_1)_i^{P_1}, (L_1)_i^{P_1}) \). We consider a factored form for \( M_G \), i.e., \( S_G = S_1 \times \cdots \times S_n \). Similarly, \( s_{I_G} = s_1 \times \cdots \times s_n \); \( A_G = A_1 \times \cdots \times A_n \); \( R_G = R_1 \times \cdots \times R_n \); \( P_G = P_1 \times \cdots \times P_n \); \( \mathcal{P}_G = \mathcal{P}_1 \times \cdots \times \mathcal{P}_n \); and \( L_G = L_1 \times \cdots \times L_n \). For each agent \( i \), \( P_i : S_{N(i)} \times A_{N(i)} \times S_i \rightarrow [0, 1] \), meaning \( s_i(t + 1) \) depends on \( s_{N(i)}(t) \) in \( S_{N(i)} \) and \( a_{N(i)}(t) \) in \( A_{N(i)} \), where \( S_{N(i)} \) and \( A_{N(i)} \) denote the Cartesian product of the sets of states and actions of the agents in \( N(i) \) respectively. \( R_i \) and \( L_i \) only depend on the information of agent \( i \) itself, \( R_i : S_i \times A_i \rightarrow \mathbb{R} \) and \( L_i : S_i \times A_i \times S_i \rightarrow 2^P_i \).

We design a reward machine \( \mathcal{R}_i \) for each agent \( i \). \( \mathcal{R}_i = (U_i, u_i, \mathcal{P}_i, \delta_i, \sigma_i) \) encodes the reward function \( R_i \) of \( M_G \) individually. \( \mathcal{R}_i \) defines the task of agent \( i \) in terms of high-level events from \( \mathcal{P}_i \). Given a labeled graph-based MDP \( M_G = (S_G, s_{I_G}, A_G, R_G, P_G, \gamma, \mathcal{P}_G, L_G) \) with a non-Markovian reward function collectively defined by Reward Machines \( \mathcal{R}_i \), we can obtain a product MDP \( M_{GR} = (S_{GR}, s_{I_{GR}}, A_{GR}, R_{GR}, P_{GR}, \gamma_{GR}, \mathcal{P}_{GR}, L_{GR}) \) whose reward function is Markovian such that every attainable label sequence of \( M_{GR} \) gets the same reward as in \( M \).
function is Markovian,

\[ S_{GR} = S_G \times U_1 \times \cdots \times U_n \]

\[ s_{IGR} = (s_{IG}, u^1_1 \times \cdots \times u^a_I) \]

\[ A_{GR} = A_G \]

\[ R_{GR_i}(s_i, u_i, a_i) = \sigma_i(u_i, L_i(s_i, a_i, s'_i)) \]

\[ P_{GR_i}(s, u, a, s', u') = P_{GR_1} \times \cdots \times P_{GR_n} \]

\[ P_{GR_i}(s_{N(i)}, a_{N(i)}, s'_{N(i)}', u_i') = \begin{cases} 
P_I(s_{N(i)}, a_{N(i)}, s'_i) & \text{if } u'_i = \delta(u_i, L_i(s_i, a_i, s'_i)) \\
0 & \text{otherwise}
\end{cases} \]

\[ \gamma_{GR} = \gamma_{P_{GR}} = P_G; L_{GR} = L_G \]

For simplicity of notation, we define the global state \( s = (s_1, \ldots, s_n) \in S_G \), global RM state \( u = (u_1, \ldots, u_n) \in U_G := U_1 \times \cdots \times U_n \), global action \( a = (a_1, \ldots, a_n) \in A_G \), and global reward \( R(s, a) = \frac{1}{n} \sum_{i=1}^{n} R_i(s_i, a_i) \).

\( M_{GR} \) augments RM state and MDP state, which tracks the progress through the task for each agent. The goal in an \( M_{GR} \) is to find the optimal joint policy \( \pi^\theta : S_{GR} \rightarrow \text{Distr}(A_{GR}) \), which is parameterized by \( \theta \). \( \pi^\theta(u|s, a) \) is expected to maximize the discounted global reward, \( J(\theta) \) starting from the initial state distribution \( s_I \) and \( u_I \),

\[ \max \ J(\theta) = \mathbb{E}_{(s, u) \sim s_I, u_I, \mathbb{E}_{(t) \sim \pi^\theta(-|s(t), u(t))} \sum_{t=0}^{\infty} \gamma^t R(s(t), u(t), a(t)|s(0) = s_I, u(0) = u_I) \] (3)

The Q-function under the policy \( \pi^\theta \), \( Q^\theta(s, u, a) \), is defined as the expected discounted future reward of taking action \( a \) given a pair \( (s, u) \) and then following the policy \( \pi^\theta ",

\[ Q^\theta(s, u, a) = \mathbb{E}_{(t) \sim \pi^\theta(-|s(t), u(t))} \sum_{t=0}^{\infty} \gamma^t R(s(t), u(t), a(t)|s(0) = s_I, u(0) = u_I, a(0) = a) \]

\[ = \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}_{(t) \sim \pi^\theta(-|s(t), u(t))} \sum_{t=0}^{\infty} \gamma^t R_i(s_i(t), u_i(t), a_i(t)|s(0) = s, u(0) = u, a(0) = a) \] (4)

where \( Q^\theta_i(s, u, a) \) is the Q-function for the individual reward \( R_i \). Compared to standard Q-learning, \( Q^\theta(s, u, a) \) also keeps track of RM states, allowing agents to take the high-level stages into consideration when selecting actions.

A commonly used RL algorithm is policy gradient [34]. Let \( d^\theta \) be a distribution on the \( S_{GR} \) given by \( d^\theta(s, u) = (1 - \gamma) \sum_{i=0}^{\infty} \gamma^i d_i^\theta(s, u) \), where \( d_i^\theta(s, u) \) is the distribution of \( (s(t), u(t)) \) under fixed policy \( \theta \) when \( (s(0), u(0)) \) is drawn from \( d_0 \). Then,

\[ \nabla J(\theta) = \frac{1}{1 - \gamma} \mathbb{E}_{(s, u) \sim d^\theta, a \sim \pi^\theta(-|s, u)} Q^\theta(s, u, a) \nabla \log \pi^\theta(a|s, u) \] (5)

Since the sizes of the joint state and action spaces, \( S_{GR} \) and \( A_{GR} \), grow exponentially with the number of agents, the corresponding Q-functions \( Q^\theta \) and \( Q^\theta_i \) can be large tables and therefore, are intractable to compute and store.

**IV. Decentralized Graph-Based Reinforcement Learning Using Reward Machines (DGRM)**

We propose the truncated Q-function \( \tilde{Q}^\theta_i \), which takes local information of each agent as the input, and thus, the dimension of \( \tilde{Q}^\theta_i \) is much smaller than \( Q^\theta_i \). We present that \( \tilde{Q}^\theta_i \) is able to approximate \( Q^\theta_i \) with high accuracy. Then, we propose the truncated policy gradient based on \( \tilde{Q}^\theta_i \) and the error of policy gradient approximation is bounded. Moreover, the DGRM algorithm can find an \( O(\rho^{i+1}) \)-approximation of a stationary point of \( J(\theta) \). To further improve efficiency, we also develop the deep DGRM algorithm, using deep neural networks to approximate the Q-function and policy function to solve large-scale or continuous state problems.
A. DGRM algorithm

To reduce complexity, we propose a decentralized learning algorithm that equips each agent a localized policy $\pi_i^\theta$, parameterized by $\theta_i$. The localized policy for agent $i$, $\pi_i^\theta(a_i|s_i, u_i)$, is a distribution on the local action $a_i$, depending on the local state $s_i$ and the RM state $u_i$. Thus, each agent acts independently and information exchange is not required with learned policies. Moreover, the RM state is augmented with low-level MDP state for the policy, which helps provide guidance to the agent in the task level. The joint policy, $\pi(\cdot|s, u)$, is defined as $\prod_{i=1}^n \pi_i^\theta(a_i|s_i, u_i) = (\theta_1, \ldots, \theta_n)$. $\pi_i^\theta$ is similar to the policy defined in the Scalable Actor Critic (SAC) algorithm [19], which is conditioned only on the local state $s_i$. $\pi_i(\cdot|s_i, u_i)$ differs from the policy in graph-based MDP [4] in that their policy is conditioned on the agent’s neighborhood.

Further, DGRM algorithm uses local information of each agent $i$ to approximate $Q_i^\theta$, inspired by [19]. We assume that the agent $i$ has access to the neighborhood of radius $k$ (or $k$-hop neighborhood) of agent $i$, denoted by $N_k^i$, $k \geq 0$. $k$-hop neighborhood of $i$ includes the agents whose shortest graph distance to agent $i$ is less than or equal to $k$, including agent $i$ itself. We define $N_k^i = V/N_k^i$, meaning the set of agents that are outside of agent $i$’s $k$-hop neighborhood. The global state $s$ can also be written as $(s_{N_k^i}, s_{N_k^i})$, which are the states of agents that are inside and outside agent $i$’s $k$-hop neighborhood respectively, similarly, the global RM state $u = (u_{N_k^i}, u_{N_k^i})$ and the global action $a = (a_{N_k^i}, a_{N_k^i})$. We first define the exponential decay property of Q-function.

Definition 2. Q-function has the $(\lambda, \rho)$-exponential decay property if, for any localized policy $\theta_i$, any localized policy $\theta_j$, any state in the environment $s_{N_k^i}$, any state in the environment $s_{N_k^j}$, $s_{N_k^i} \in S_{G_{N_k^i}}, s_{N_k^j} \in S_{G_{N_k^j}}, u_{N_k^i} \in U_{G_{N_k^i}}, u_{N_k^j} \in U_{G_{N_k^j}}, a_{N_k^i} \in A_{G_{N_k^i}}, a_{N_k^j} \in A_{G_{N_k^j}}, Q_i^\theta$ satisfies,

$$|Q_i^\theta(s_{N_k^i}, s_{N_k^j}, u_{N_k^i}, u_{N_k^j}, a_{N_k^i}, a_{N_k^j}) - Q_j^\theta(s_{N_k^j}, s_{N_k^i}, u_{N_k^i}, u_{N_k^j}, a_{N_k^i}, a_{N_k^j})| \leq \lambda \rho^{k+1}$$

Theorem 1. Assume $\forall i, R_i$ is upper bounded by $\overline{R}$, the $(\overline{R}, \gamma)$-exponential decay property of $Q_i^\theta$ holds.

The proof of Theorem 1 can be found in the supplementary material. Theorem 1 indicates that the dependency of $Q_i^\theta$ on other agents decreases exponentially as the distance between them grows. Then, we propose the following truncated Q-functions for state-(RM state)-action triples, 

$$\tilde{Q}_i^\theta(s_{N_k^i}, u_{N_k^i}, a_{N_k^i}) = \sum_{s_{N_k^j} \in S_{G_{N_k^j}}, u_{N_k^j} \in U_{G_{N_k^j}}, a_{N_k^j} \in A_{G_{N_k^j}}} c_i(s_{N_k^j}, u_{N_k^j}, a_{N_k^j}; s_{N_k^i}, u_{N_k^i}, a_{N_k^i}) \cdot Q_i^\theta(s_{N_k^j}, s_{N_k^i}, u_{N_k^i}, u_{N_k^j}, a_{N_k^i}, a_{N_k^j})$$

where $c_i(s_{N_k^j}, u_{N_k^j}, a_{N_k^j}; s_{N_k^i}, u_{N_k^i}, a_{N_k^i})$ is any non-negative weight and satisfies,

$$\sum_{s_{N_k^j} \in S_{G_{N_k^j}}, u_{N_k^j} \in U_{G_{N_k^j}}, a_{N_k^j} \in A_{G_{N_k^j}}} c_i(s_{N_k^j}, u_{N_k^j}, a_{N_k^j}; s_{N_k^i}, u_{N_k^i}, a_{N_k^i}) = 1.$$ 

Theorem 2. Under the $(\lambda, \rho)$-exponential decay property, $\tilde{Q}_i^\theta$ satisfies,

$$\sup_{(s, a, u) \in S_G \times U_G \times A_G} |\tilde{Q}_i^\theta(s_{N_k^i}, u_{N_k^i}, a_{N_k^i}) - Q_i^\theta(s, u, a)| \leq \lambda \rho^{k+1}$$

The proof of Theorem 2 can be found in the supplementary material. Theorem 2 shows that $\tilde{Q}_i^\theta$ approximates $Q_i^\theta$ with high accuracy, and next, we use $\tilde{Q}_i^\theta$ to approximate the policy gradient. The truncated policy gradient for agent $i$, $\tilde{J}_i(\theta) = \frac{1}{\lambda \rho^{k+1}} \sum_{(s, a, u) \in S_G \times U_G \times A_G} \nabla \theta \log \pi_i^\theta(a_i|s_i, u_i) \tilde{Q}_i^\theta(s_{N_k^i}, u_{N_k^i}, a_{N_k^i}) \nabla \theta \log \pi_i^\theta(a_i|s_i, u_i)$, where $\tilde{Q}_i^\theta$ is any truncated Q-function in the form of Eq. (7).

Theorem 3. If $||\nabla \theta \log \pi_i^\theta(a_i|s_i, u_i)||$ is bounded by $B_i$, $\forall a_i, s_i, u_i$, $||\tilde{J}_i(\theta) - \nabla \theta \log \pi_i^\theta(a_i|s_i, u_i)|| \leq \frac{B_i}{\lambda \rho^{k+1}}$.

The proof of Theorem 3 can be found in the supplementary material. Theorem 3 indicates that the error of the truncated policy gradient is bounded and thus, it is safe to use the truncated Q-function to approximate the policy gradient, which has a much smaller dimension.

The DGRM algorithm adopts the actor-critic framework, specifically using temporal difference (TD) learning to train the truncated Q-function and policy gradient for the local policy. The pseudocode of DGRM is given in Algorithm[11]. The truncated Q-function is updated at every time step, and the policy parameters are updated in every episode. DGRM reduces the computational complexity as the truncated Q-function is conditioned on the state-(RM state)-action triple of...
Algorithm 1 DGRM Algorithm

Input: initial policy $\pi^0_i(0)$, initial Q-function, $s(0), u(0), \kappa, T, \gamma, \alpha_{\theta}, \alpha_\pi$.

1: for each Episode $\hat{e}$ do
2:   Take action $a_i(t) \sim \pi^0_i(\cdot \mid s_i(0), u_i(0))$ for all $i$.
3:   Get reward $R_i(0)$ for all $i$.
4:   while exist agent not finish the task and $t \leq T$ do
5:     Get state $s_i(t)$, RM state $u_i(t)$ for all $i$.
6:     Take action $a_i(t) \sim \pi^0_i(\cdot \mid s_i(t), u_i(t))$ for all $i$.
7:     Get reward $R_i(t)$ for all $i$.
8:     Calculate TD error for all $i$.
9:     $TD_i(t) \leftarrow R_i(t - 1) + \gamma \tilde{Q}_i^{-1}(s_{N_i^k}(t), u_{N_i^k}(t), a_{N_i^k}(t)) - \tilde{Q}_i^{-1}(s_{N_i^k}(t - 1), u_{N_i^k}(t - 1), a_{N_i^k}(t - 1))$.
10:    Update the truncated Q-function for all $i$.
11:   $\tilde{Q}_i^{-1}(s_{N_i^k}(t - 1), u_{N_i^k}(t - 1), a_{N_i^k}(t - 1)) \leftarrow \tilde{Q}_i^{-1}(s_{N_i^k}(t - 1), u_{N_i^k}(t - 1), a_{N_i^k}(t - 1)) + \alpha_\theta_i TD_i$.
12: end while
13: Calculate the approximated gradient for all $i$.
14: $\tilde{\theta}_i(\hat{e}) \leftarrow \sum_{t=0}^{T} \frac{1}{N} \sum_{j \in N_i^k} \tilde{Q}_i^{-1}(s_{N_j^k}(t'), u_{N_j^k}(t'), a_{N_j^k}(t')) \nabla_{\theta_i} \log \pi^0_i(a_i(t') \mid s_i(t'), u_i(t'))$.
15: Update the policy parameters for all agents.
16: $\theta_i(\hat{e} + 1) \leftarrow \theta_i(\hat{e}) + \alpha_{\theta_i} \tilde{\theta}_i(\hat{e})$.
17: end for

By further improving efficiency, we approximate both the policy and truncated Q-functions by deep neural networks. The pseudocode of deep DGRM is given in Algorithm 1. In every episode from line 2 to line 7, all the agents first interact with the environment. Then in line 8, each agent collects the necessary information during the episode for later actor and critic updating. Both the Q-network and policy-network are updated in every episode. In line 11, the TD error is the averaged error over one episode. In line 15, the gradient of policy is conditioned on the averaged TD error of the $\kappa$-hop neighborhood, which indicates communication is required for policy improvement during training. When implementing the learned policy after training, communication is not required since the policy is only conditioned on each agent’s own state-(RM state) pair.

V. Case Studies

In this section, we implement DGRM on two case studies: (1) a multi-UAV package delivery case and (2) COVID-19 pandemic mitigation adapted from [35].
Algorithm 2 Deep DGRM Algorithm

Input: initialized policy $\theta_i(0)$, initialized Q-network $\beta_i(0)$, $s(0)$, $u(0)$, $\kappa$, $T$, $\gamma$, $\alpha_Q$, $\alpha_\pi$

1: for each Episode $\tilde{e}$ do
2:   Take action $a_i(t) \sim \pi_i^{\theta_i} (|s_i(t), u_i(t)|)$ for all $i$.
3:   Get reward $R_i(t)$ for all $i$.
4:   while exist agent not finish the task and $t \leq T$ do
5:      Get state $s_i(t)$, RM state $u_i(t)$ for all $i$.
6:      Take action $a_i(t) \sim \pi_i^{\beta_i} (|s_i(t), u_i(t)|)$ for all $i$.
7:      Get reward $R_i(t)$ for all $i$.
8:      Store transition $(s_{N_i}^e(t-1), u_{N_i}^e(t-1), a_{N_i}^e(t-1), R_i(t-1), s_{N_i}^e(t), u_{N_i}^e(t), a_{N_i}^e(t))$ for all $i$.
9:   end while
10: Calculate the TD error for all $i$,
11: $TD_i \leftarrow \frac{1}{\gamma} \sum_{t'=1}^{R(t-1)} \left( R_i(t') + \gamma \tilde{Q}_i^\beta(s_{N_i}^e(t'), u_{N_i}^e(t'), a_{N_i}^e(t')) - \tilde{Q}_i^\beta(s_{N_i}^e(t-1), u_{N_i}^e(t-1), a_{N_i}^e(t'-1)) \right)$.
12: Update Q-network parameters for all $i$,
13: $\beta_i(\tilde{e} + 1) \leftarrow \beta_i(\tilde{e}) + \alpha_Q TD_i \nabla_\beta \tilde{Q}_i^\beta$.
14: Update the policy-network parameters for all $i$,
15: $\theta_i(\tilde{e} + 1) \leftarrow \theta_i(\tilde{e}) + \alpha_\pi \frac{1}{|N_i|} \sum_{j \in N_i} TD_j \nabla_\theta \ln \pi_j$.
16: end for

A. Case Study I: Multi-UAV Package Delivery

We consider a total of six UAVs in the $4 \times 5$ grid-world with two warehouses. The task for each agent is to obtain one package in a warehouse and deliver it to the corresponding destination. Further details of the grid-world environment are illustrated in the supplementary material.

The local state of UAV $i$ at time $t$, $s_i(t)$, includes UAV $i$’s current position, the remaining battery percentage and a binary variable with value of 1 indicating UAV $i$ has a package. UAVs start with a fully charged battery. UAVs have four possible actions at all grids: move north, move south, move east, and move west. At warehouses, UAVs have two additional possible actions: wait and pick up. When waiting, the agent remains where it was. The agent obtains the package with a probability of 0.9 if it selects to pick up and no other agents also pick up at the same warehouse. We define two UAVs are neighbors if they have access to the same warehouse.

UAV $i \in \{1, 2, 5, 6\}$ has access to one specific warehouse and UAV $i \in \{3, 4\}$ has access to two warehouses. The reward machine for UAV $i$ is shown in Fig. 1. Each edge is labeled by a tuple $(\hat{\phi}, \hat{\epsilon})$, where $\hat{\phi}$ is a propositional logic formula over $\mathcal{P}$ and $\hat{\epsilon} \in \mathbb{R}$ is a real number, defining the reward of the corresponding transition. For instance, transition from $u_0$ to $u_1$ in Fig. 1(a), the proposition $\hat{\phi}$ has to be true, and the transition outputs a reward of 5. Regarding UAV $i \in \{1, 2, 5, 6\}$, the labeled events are $\mathcal{P}_i = \{A_i, \hat{\phi}, \hat{\epsilon}, \hat{\lambda}\}$, where $A_i$ means UAV $i$ reaches the accessible warehouse, $\hat{\phi}$ indicates that UAV $i$ obtains the package, $\hat{\epsilon}$ means UAV $i$ is running out of battery, $\hat{\lambda}$ indicates that UAV $i$ has a package, $\hat{\phi}$ means UAV $i$ is arriving at the destination, and $\hat{\lambda}$ indicates that UAV $i$ is running out of battery. When the agent has low battery, it transitions to the sink state $u_4$. Once the agent reaches a sink state, it cannot get out of the sink state and fails the task. $u_1$ is the goal state, expressing task accomplishment. Since UAV $i \in \{3, 4\}$ has access to two warehouses, UAV 3 and UAV 4 have two possible routes to accomplish the task. Further details of the reward machine of UAV 3 and UAV 4 are illustrated in the supplementary material.

In the experiment, we set $\gamma = 0.9$. The softmax policy is utilized for the localized policy, which forms parameterized numerical probabilities for each state–action pair $\langle s, a \rangle$. We run the DRGM algorithm with $\kappa \in \{0, 1, 2\}$ and plot the global discounted reward during the training process in Fig. 2. The optimal solution is in closed form for this experiment. DRGM with $\kappa = 0$ has the best performance and is close to the optimal solution. Also, DRGM with $\kappa = 0$ converges the fastest. Fig. 2 indicates that more information of neighboring agents does not help improve the performance in this example. The possible reason is that we use the tabular Q-function for this discrete state problem and a larger $k$-hop neighborhood introduces large state, RM state, and action space for the tabular Q-function, which may cause poor performance. Additionally, the result in Fig. 2 indicates that DRGM has the potential to determine the necessary information for the truncated Q-function and help understand the connections among the agents.

B. Case Study II: COVID-19 Pandemic Mitigation

To the best of our knowledge, this case study provides the first attempt to use reward machines as specifications to mitigate epidemics and pandemics such as COVID-19.
We consider a network model of Italy [35], where Italy is modeled as a network of 20 regions and the parameters of each region’s model are calculated from real data. The total population is divided into five subgroups for each region $i$: susceptible ($S_i$), infected ($I_i$), quarantined ($Q_i$), hospitalized ($H_i$), recovered ($C_i$), and deceased ($D_i$). The detailed analysis of real data and the estimation of parameters of the pandemic model can be referred to [35].

The authors in [35] propose a bang-bang control strategy for each region according to the relative saturation level of its health system. The regional lockdown is enforced when the relative saturation level is high. During the lockdown, the region implements strict social distancing rules, and control all fluxes in or out of the region. Further details of the bang-bang control and mathematical derivations are illustrated in the supplementary material. We take the above bang-bang control as a baseline method for comparison with our proposed method.

In this case study, we aim to control the spread of COVID-19 among the 20 regions of Italy in a period of 4 weeks. A region is defined to be in a severe situation when the total hospital capacity is saturated, denoted by $0.1 H_i / T_i \geq 0.5$, which is the same as the saturation level when a lockdown is adopted in the bang-bang control. $0.1 H_i$ estimates the number of the hospitalized requiring care in ICU and $T_i$ is the number of available ICU beds in the region $i$. The control objective is that each region would not be in a severe situation for 2 consecutive weeks and avoid long time lockdown of 2 consecutive weeks, since costs of continuing severe restrictions could be great relative to likely benefits in lives saved [37].

To conduct our experiment, we establish a labeled graph-based multi-agent MDP for the network model of Italy and...
a reward machine as task specification for each region. We define that region $j$ is region $i$’s neighbor if there are fluxes of people traveling between two regions. The simulation is conducted with a discretization step of 1 day and starts on a Monday. At the first step of the simulation, each region is set to be in a severe situation, $\mathcal{H}_i(0) = 6T_i^{\text{H}}$, the values of $L_i(0)$, $Q_i(0)$, $C_i(0)$, and $D_i(0)$ are the same as the experiment in [35]. Each region has four possible actions at each time step: no restrictions, implementing social distancing, controlling fluxes between neighboring regions, and adopting a lockdown. The local state of region $i$ at day $t$, $s_i(t)$, includes the characterization of its population, high-level features of this week’s situation, and the simulated time step,

$$s_i(t) = (S_i(t), I_i(t), R_i(t), H_i(t), Q_i(t), D_i(t), \tilde{v}_i, \tilde{I}_i, t)$$

where $\tilde{v}_i$ and $\tilde{I}_i$ are the number of days when the region is in a severe situation and the number of days when the region adopts a lockdown since this Monday, respectively. The transitions of $S_i(t)$, $I_i(t)$, $R_i(t)$, $H_i(t)$, $Q_i(t)$, $D_i(t)$ follow the pandemic model’s dynamics in [35]. The set of events is $\mathcal{P}_t = \{e_0, e_1, v^010^0, v^010^5, v^110^0, v^110^5, v^010^5, v^110^5, v^011, v^015, v^111\}$, where $e_0$ is an empty event when the current day is not Monday; $e_1$ is the event leading to the goal state and indicates the current day is the last time step of the entire simulation; the superscript of $v$ and $l$ describe the level of the situation’s severity and the frequency of lockdown implementation during the previous seven days (from Monday to Sunday), respectively. Further details of $v$ and $l$ are illustrated in the supplementary material.

We note that the reward machine for each region is the same for simplicity. The initial RM state assumes that during the previous week, the region was in a severe situation at least 1 day but less than 7 days and did not implement a lockdown. We define sink states to indicate that the region has been in a severe situation or has implemented a lockdown for two consecutive weeks, which are not encouraged. Further details of the reward machine and the reward function are illustrated in the supplementary material.

In the experiment, we set $\gamma = 0.9$. We use two fully connected layers with [256, 128] units and ReLU activations for actor and two fully connected layers with [256, 128] units and Tanh activation for critic. We run the deep DGRM algorithm with $\kappa = 0$ up to $\kappa = 5$ and plot the global discounted rewards during the training process in Fig. 3. With the increase in $\kappa$, the global discounted reward increases when $\kappa \leq 2$. This is also demonstrated in Fig. 3 which shows the performance of the baseline (bang-bang control policy in [35]) and the results of deep DGRM obtained by 20 independent simulation runs using the converged policy for each $\kappa$. The deep DGRM algorithm with $\kappa > 0$ outperforms $\kappa = 0$, which is the independent learner method in [33]. The deep DGRM algorithm with $\kappa = 1$ improves the global discounted reward by 218% compared to $\kappa = 0$. The deep DGRM with $\kappa = 2$ has limited improvement (4%) on the performance compared to $\kappa = 1$. When $\kappa > 2$, the global discounted reward stops growing due to the noise. This is also consistent with Theorem 4 that the proposed algorithm can reach a stationary point. We note that with the deep DGRM algorithm, information of 1-hop neighborhood is sufficient for this experiment and the global information is unnecessary for good performance. Moreover, the deep DGRM with $\kappa = 1$ improves the global accumulated reward by 119% compared to the baseline. Further details of the result with $\kappa = 1$, including the local discounted rewards and the actions selected by each region are illustrated in the supplementary material.

**Fig. 3** Global discounted rewards during the training process in case study II (denoised using B-spline interpolation).
VI. Conclusion

In this work, reward machines are leveraged to express complex temporally extended tasks. A decentralized learning algorithm for graph-based MDP is introduced. During training, we use the local information of the $\kappa$-hop neighborhood for a truncated Q-function. The truncated Q-function can be computed efficiently, and we prove that the approximation error is bounded. After training, agents can implement the policies independently. We also combine the decentralized architecture and function approximation by deep neural networks to enable the application to large-scale MARL or continuous state problems. Moreover, this is the first work to use reward machines to mitigate the COVID-19 pandemic through task specification, and we show the performance improvement over the baseline method.

The current work assumes each agent has an individual reward machine and the reward machine is known, but it would be possible to learn reward machines from experience \cite{reward_learning} and decompose a team-level task to a collection of reward machines \cite{team_task_decomposition}. We use a standard actor-critic algorithm, one possible research direction is to use more advanced RL algorithms such as Proximal Policy Optimization (PPO) \cite{ppo} to allow for solving continuous action problems. Leveraging strategies such as Hindsight Experience Replay \cite{hindsight_replay} to learn policies faster is also worth investigating.
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A. Proof of theorem 1

Recall \( s = (s_{N_i}, s_{N_i}'), u = (u_{N_i}, u_{N_i}'), a = (a_{N_i}, a_{N_i}') \). We denote \( s' = (s_{N_i}, s_{N_i}'), u' = (u_{N_i}, u_{N_i}'), a' = (a_{N_i}, a_{N_i}'). \) \( d_{t,i} \) is the distribution of \( (s_i(t), u_i(t), a_i(t)) \) conditioned on \( (s(0), u(0), a(0)) = (s, u, a) \) under policy \( \theta \), and \( d'_{t,i} \) is the distribution of \( (s_i(t), u_i(t), a_i(t)) \) conditioned on \( (s(0), u(0), a(0)) = (s', u', a') \) under policy \( \theta \). Since the system transition model \( P_{GR} \) is local dependent and the policy \( \pi_i^0 \) is localized, \( d_{t,i} \) only depends on the initial information of agent \( i \)'s \( t \)-hop neighborhood, \( (s_{N_i}, u_{N_i}, a_{N_i}) \). Thus, \( d'_{t,i} = d_{t,i} \), for all \( t \leq \kappa \). Expanding \( Q_i^0 \) using Eq. 4, we can get

\[
|Q_i^0(s, u, a) - Q_i^0(s', u', a')| \\
\leq \sum_{t=0}^{\infty} \mathbb{E}
\left[\gamma^t R_i(s_i(t), u_i(t), a_i(t))|(s(0), u(0), a(0)) = (s, u, a)|
\right]
- \mathbb{E}
\left[\gamma^t R_i(s_i(t), u_i(t), a_i(t))|(s(0), u(0), a(0)) = (s', u', a')|\right]
\leq \sum_{t=0}^{\infty} \gamma^t \mathbb{E}
\left[(s_i, u_i, a_i)-d_{t,i}R_i(s_i, u_i, a_i) - \gamma^t \mathbb{E}
\left[(s_i, u_i, a_i)-d'_{t,i}R_i(s_i, u_i, a_i)\right]\right]
\leq \sum_{t=0}^{\infty} \gamma^t \mathbb{E}
\left[(s_i, u_i, a_i)-d_{t,i}R_i(s_i, u_i, a_i) - \gamma^t \mathbb{E}
\left[(s_i, u_i, a_i)-d'_{t,i}R_i(s_i, u_i, a_i)\right]\right]
\leq \frac{\bar{R}}{1-\gamma} \gamma^{k+1}
\]

where \( TV(d_{t,i}, d'_{t,i}) \) is the total variation distance between \( d_{t,i} \) and \( d'_{t,i} \), which is no larger than 1.

B. Proof of theorem 2

For any \( (s, u, a) \in S_G \times U_G \times A_G \),

\[
|\tilde{Q}_i^0(s_{N_i}, u_{N_i}, a_{N_i}) - Q_i^0(s, u, a)| \\
\leq \sum_{s'_{N_i}, u'_{N_i}, a'_{N_i}} c_i(s'_{N_i}, u'_{N_i}, a'_{N_i}; s_{N_i}, u_{N_i}, a_{N_i})Q_i^0(s_{N_i}, s'_{N_i}, u_{N_i}, u'_{N_i}, a_{N_i}, a'_{N_i}) \\
-Q_i^0(s_{N_i}, s'_{N_i}, u_{N_i}, u'_{N_i}, a_{N_i}, a'_{N_i})| \\
\leq \sum_{s'_{N_i}, u'_{N_i}, a'_{N_i}} c_i(s'_{N_i}, u'_{N_i}, a'_{N_i}; s_{N_i}, u_{N_i}, a_{N_i})|Q_i^0(s_{N_i}, s'_{N_i}, u_{N_i}, u'_{N_i}, a_{N_i}, a'_{N_i}) - Q_i^0(s_{N_i}, s'_{N_i}, u_{N_i}, u'_{N_i}, a_{N_i}, a'_{N_i})|
\leq A \rho^{k+1}
\]

C. Proof of theorem 3

Since \( \pi_i^0(a|s, u) = \prod_{i=1}^{N} \pi_i^0(a_i|s_i, u_i) \), we have \( \nabla_\theta \log \pi_i^0(a|s, u) = \nabla_\theta \sum_{j \in V} \log \pi_j^0(a_j|s_j, u_j) = \nabla_\theta \log \pi_i^0(a_i|s_i, u_i) \).

Therefore,

\[
\nabla_\theta J(\theta) = \frac{1}{1-\gamma} \mathbb{E}(s, u)(-d^{\theta, a, \pi_i^0(s, u)}Q_i^0(s, u, a)\nabla_\theta \log \pi_i^0(a|s, u)
\]

\[
= \frac{1}{1-\gamma} \mathbb{E}(s, u)(-d^{\theta, a, \pi_i^0(s, u)}Q_i^0(s, u, a)\nabla_\theta \log \pi_i^0(a_i|s_i, u_i)
\]

\[
= \frac{1}{1-\gamma} \mathbb{E}(s, u)(-d^{\theta, a, \pi_i^0(s, u)}Q_i^0(s, u, a)\nabla_\theta \log \pi_i^0(a_i|s_i, u_i)
\]
Recall \( J_i(\theta) = \frac{1}{1 - \gamma} \mathbb{E}_{(s, u) \sim d^{\pi, \pi_0, \pi_0}} \left[ \frac{1}{n} \sum_{j \in N_i^*} \tilde{Q}_j^\theta(s_{N_i^*}, u_{N_i^*}, a_{N_i^*}) \right] \nabla \theta_i \log \pi_i^{\theta_0}(a_i|s_i, u_i) \). Then, we compute \( \tilde{J}_i(\theta) - \nabla \theta_i J(\theta) \),

\[
\tilde{J}_i(\theta) - \nabla \theta_i J(\theta) = \frac{1}{1 - \gamma} \mathbb{E}_{(s, u) \sim d^{\pi, \pi_0, \pi_0}} \left[ \frac{1}{n} \sum_{j \in N_i^*} \tilde{Q}_j^\theta(s_{N_i^*}, u_{N_i^*}, a_{N_i^*}) - Q_j^\theta(s, u, a) \right] \nabla \theta_i \log \pi_i^{\theta_0}(a_i|s_i, u_i)
\]

\[
= \frac{1}{1 - \gamma} \mathbb{E}_{(s, u) \sim d^{\pi, \pi_0, \pi_0}} \left[ \frac{1}{n} \sum_{j \in N_i^*} \tilde{Q}_j^\theta(s_{N_i^*}, u_{N_i^*}, a_{N_i^*}) - \frac{1}{n} \sum_{j \in V} Q_j^\theta(s, u, a) \right] \nabla \theta_i \log \pi_i^{\theta_0}(a_i|s_i, u_i)
\]

\[
= \frac{1}{1 - \gamma} \mathbb{E}_{(s, u) \sim d^{\pi, \pi_0, \pi_0}} \frac{1}{n} \sum_{j \in N_i^*} \tilde{Q}_j^\theta(s_{N_i^*}, u_{N_i^*}, a_{N_i^*}) \nabla \theta_i \log \pi_i^{\theta_0}(a_i|s_i, u_i)
\]

\[
= e_1 - e_2
\]

We first show \( e_2 = 0 \). Let \( e_3 = \mathbb{E}_{(s, u) \sim d^{\pi, \pi_0, \pi_0}} \nabla \theta_i \log \pi_i^{\theta_0}(a_i|s_i, u_i) \tilde{Q}_j^\theta(s_{N_i^*}, u_{N_i^*}, a_{N_i^*}) \), for any \( j \in N_i^* \),

\[
e_3 = \sum_{s,u,a} d^\theta(s,u) \prod_{t=1}^n \pi_i^\theta_t(a_t|s_t, u_t) \nabla \theta_i \log \pi_i^{\theta_0}(a_i|s_i, u_i) \tilde{Q}_j^\theta(s_{N_i^*}, u_{N_i^*}, a_{N_i^*})
\]

\[
= \sum_{s,u,a} d^\theta(s,u) \prod_{t \neq i} \pi_i^\theta_t(a_t|s_t, u_t) \nabla \theta_i \log \pi_i^{\theta_0}(a_i|s_i, u_i) \tilde{Q}_j^\theta(s_{N_i^*}, u_{N_i^*}, a_{N_i^*})
\]

\[
= \sum_{s,u,a_1, \ldots, a_{i-1}, a_{i+1}, \ldots, a_n} d^\theta(s,u) \prod_{t \neq i} \pi_i^\theta_t(a_t|s_t, u_t) \tilde{Q}_j^\theta(s_{N_i^*}, u_{N_i^*}, a_{N_i^*}) \nabla \theta_i \log \pi_i^{\theta_0}(a_i|s_i, u_i)
\]

Because \( \tilde{Q}_j^\theta(s_{N_i^*}, u_{N_i^*}, a_{N_i^*}) \) does not rely on \( a_i \), as \( i \notin N_i^* \), and \( \sum_{a_i} \nabla \theta_i \log \pi_i^{\theta_0}(a_i|s_i, u_i) = \nabla \theta_i \log \pi_i^{\theta_0}(a_i|s_i, u_i) = \nabla \theta_i \log \pi_i^{\theta_0}(a_i|s_i, u_i) = \nabla \theta_i \log \pi_i^{\theta_0}(a_i|s_i, u_i) = 0 \), we can get \( e_3 = 0 \), \( e_2 = 0 \). Then we can have,

\[
||\tilde{J}_i(\theta) - \nabla \theta_i J(\theta)|| = ||e_1||
\]

\[
\leq \frac{1}{1 - \gamma} \mathbb{E}_{(s, u) \sim d^{\pi, \pi_0, \pi_0}} \frac{1}{n} \sum_{j \in V} |\tilde{Q}_j^\theta(s_{N_i^*}, u_{N_i^*}, a_{N_i^*}) - Q_j^\theta(s, a)|| \nabla \theta_i \log \pi_i^{\theta_0}(a_i|s_i, u_i)||
\]

\[
\leq \frac{1}{1 - \gamma} d^{\theta, \theta_0} B_i
\]

D. Details of Case study I: UAV Package Delivery

The 4x5 grid-world for this experiment is shown in Fig. [5]. Packages in warehouse A need to be transported to destination C, and packages in warehouse B need to be transported to destination D. UAV 1 and 2 only have access to warehouse A, UAV 5 and 6 only have access to warehouse B, and UAV 3 and 4 can go to either warehouse A or B. UAVs start from the positions as indicated in Fig. [5] with a fully charged battery. The battery consumption is 0.01% when waiting and 2% otherwise. We define a UAV runs out of battery if the remaining battery percentage is less than 7.5%.
Regarding the reward machine for UAV $i \in \{3, 4\}$ as shown in Fig. 1b of the full paper, the labeled events for UAV $i \in \{3, 4\}$ are $\mathcal{P}_i = \{\hat{A}_{i1}, \hat{A}_{i2}, \hat{P}_i, \hat{G}_i, \hat{\tilde{G}}_i, \hat{L}_i\}$, where the subscripts including 1 and 2 are related to the two accessible warehouses and the corresponding destinations. For instance, we let $\hat{A}_{i1}$ mean UAV $i \in \{3, 4\}$ reaches warehouse A and $\hat{A}_{i2}$ means arriving at warehouse B. Both $u_3$ and $u_6$ are goal states, and transitioning to either one indicates task completion.

The trajectories of UAVs with $\kappa = 0$ are shown in Fig. 5. It can be seen that all the UAVs finish the task.

**E. Details of Case study II: COVID-19 Pandemic Mitigation**

The bang-bang control of the baseline method is based on the relative saturation level of a region’s health system, mathematically the ratio, $\bar{r}_i$, between the number of the hospitalized requiring care in ICU (estimated as $0.1\mathcal{H}_i$) over the number of available ICU beds ($\mathcal{T}_i^{\mathcal{H}}$) in the region. The regional lockdown is enforced when $\bar{r}_i$ is larger than 0.5.
and relaxed when ̅ is smaller than 0.2. During the lockdown, the region implements strict social distancing rules, and all fluxes in or out of the region are reduced to 70% of their original values. Mathematically, the social distancing parameter and fluxes are set as follows.

\[ \rho_i = \begin{cases} \frac{0.19\rho_i}{\gamma} \geq 0.5 \\ \min(1, 3\rho_i) \frac{0.19\rho_i}{\gamma} \leq 0.2 \end{cases} \]  

(17)

where \( \rho_i \) is the minimum estimated value during the national lockdown and \( \min(1, 3\rho_i) \) simulates the relaxation of social distancing rules.

\[ \phi_{ij} = \begin{cases} 0.7\phi_{ij} \frac{0.19\rho_i}{\gamma} \geq 0.5 \\ \phi_{ij} \frac{0.19\rho_i}{\gamma} \leq 0.2 \end{cases} \quad \forall i \neq j \]

(18)

\[ \phi_{ii} = 1 - \sum_{i \neq j} \phi_{ij} \]

where \( \phi_{ij} \) is the original value of the flux from region \( i \) to region \( j \) before the pandemic, and 0.7\( \phi_{ij} \) simulates the feedback flux control during a lockdown.

Recall ̅ is the number of days when the region is in a severe situation since this Monday, ̅ is the number of days when the region adopts a lockdown since this Monday, and the set of events is \( P = \{ \epsilon_0, \epsilon_1, v_0^0, v_0^0, v_1^0, v_0^{0.5}, v_0^{0.5}, v_1^{0.5}, v_0^{1}, v_0^{0.5}, v_1^{1} \} \). Mathematically,

\[ v^k = \begin{cases} v^0 & \bar{v} = 0 \\ v^1 & \bar{v} = 7 \\ v^{0.5} & 0 < \bar{v} < 7 \end{cases} \quad l^k = \begin{cases} l^0 & \bar{l} = 0 \\ l^1 & \bar{l} = 7 \\ l^{0.5} & 0 < \bar{l} < 7 \end{cases} \]  

(19)

The reward machine for task specification of each region is shown in Fig. 7. The agent starts at \( u^0 \), assuming during the previous week, the region was in a severe situation at least 1 day but less than 7 days and did not implement a lockdown. The RM states in purple (\( u^4, u^8, u^9, u^{10}, u^{11}, u^{12}, u^{15} \)) are sink states, indicating that the region has been in a severe situation or has implemented a lockdown for two consecutive weeks. \( u^{16} \) is the goal state and can be reached from all the states except the sink states (arrows pointing to \( u^{16} \) are omitted). Arrows with the same color point from the same RM state. Due to the limited space in Fig. 7, the required events for RM state transitions which should be marked on the edges in Fig. 7 are listed in Table 1. For instance, during the first week, if the region was in a severe situation and implemented a lockdown for seven consecutive days, denoted by \( v_1^1 \), the region is directed to \( u^5 \) on the second week’s Monday. From Tuesday to Sunday, the agent would remain at the same RM state due to the empty event \( \epsilon_0 \). The reward function \( \sigma_i \) is defined as follows.

\[ \sigma_i(u_i, L_i(s_i, a_i, s'_i)) = \begin{cases} -600 & u_i = u^4, u^8, u^9, u^{10}, u^{11}, u^{12}, u^{15} \\ -250v - 50l + 400 & u'_i = u^5 \\ -250v - 50l - 300 & u'_i = u^4, u^8, u^9, u^{10}, u^{11}, u^{12}, u^{15} \\ -250v - 50l + 250 & L_i(s_i, a_i, s'_i) = \epsilon_1 \\ 0 & L_i(s_i, a_i, s'_i) = \epsilon_0 \\ -250v - 50l + 200 & \text{otherwise} \end{cases} \]  

(20)

where \( u'_i = \delta_i(u_i, L_i(s_i, a_i, s'_i)) \).

Fig. 8 shows the local discounted rewards of each region using the deep DRGM algorithm and the baseline method, with the reward function determined by the reward machine. From Fig. 8 it can be seen that only region 5 receives a large penalty and fails the task with the deep DRGM algorithm, while a total of 13 regions fail the task utilizing the baseline. We also plot the result of \( \frac{0.19\rho_i}{\gamma} \) during the entire simulation for each region with \( k = 1 \) in Fig. 9. The result indicates our proposed deep DGRM algorithm can guide 19 among 20 regions to avoid being in a severe situation.
and adopting a lockdown for 2 consecutive weeks in a period of 4 weeks, which reduces the spread of disease while considering the economic factors.

Fig. 7  Reward Machine for each agent in case study II. Purple: sink state; Red: goal state.

Fig. 8  Comparison of local discounted rewards of each region in case study II.
Table 1  Events for reward machine state transition in case study II.

| $u$ transition | event | $u$ transition | event | $u$ transition | event | $u$ transition | event | $u$ transition | event | $u$ transition | event |
|----------------|-------|----------------|-------|----------------|-------|----------------|-------|----------------|-------|----------------|-------|
| $u_0 \rightarrow u_0$ | $e_0 \sqrt{\nu/0.5}$ | $u_0 \rightarrow u_1$ | $\nu_0^{0.5}$ | $u_0 \rightarrow u_2$ | $\nu_0^{0.5}$ | $u_0 \rightarrow u_3$ | $\nu_0^{0.5}$ | $u_0 \rightarrow u_5$ | $\nu_0^{1}$ |
| $u_0 \rightarrow u_6$ | $\nu_1^{0.5}$ | $u_0 \rightarrow u_7$ | $\nu_1^{0.5}$ | $u_0 \rightarrow u_13$ | $\nu_0^{0.5}$ | $u_0 \rightarrow u_14$ | $\nu_0^{0.5}$ | $u_0 \rightarrow u_16$ | $\nu_0^{0.5}$ |
| $u_1 \rightarrow u_1$ | $e_1 \nu \nu_0^{0.5}$ | $u_1 \rightarrow u_2$ | $\nu_1^{0.5}$ | $u_1 \rightarrow u_3$ | $\nu_1^{0.5}$ | $u_1 \rightarrow u_4$ | $\nu_1^{0.5}$ | $u_1 \rightarrow u_5$ | $\nu_1^{1}$ |
| $u_1 \rightarrow u_6$ | $\nu_1^{1}$ | $u_1 \rightarrow u_7$ | $\nu_1^{1}$ | $u_1 \rightarrow u_8$ | $\nu_1^{1}$ | $u_1 \rightarrow u_14$ | $\nu_0^{0.5}$ | $u_1 \rightarrow u_15$ | $\nu_0^{0.5}$ |
| $u_1 \rightarrow u_16$ | $e_1$ | $u_2 \rightarrow u_2$ | $\nu_0^{0.5}$ | $u_2 \rightarrow u_1$ | $\nu_0^{0.5}$ | $u_2 \rightarrow u_0$ | $\nu_0^{0.5}$ | $u_2 \rightarrow u_3$ | $\nu_0^{0.5}$ |
| $u_2 \rightarrow u_5$ | $\nu_1^{1}$ | $u_2 \rightarrow u_6$ | $\nu_1^{0.5}$ | $u_2 \rightarrow u_7$ | $\nu_1^{0.5}$ | $u_2 \rightarrow u_13$ | $\nu_0^{0.5}$ | $u_2 \rightarrow u_14$ | $\nu_0^{0.5}$ |
| $u_2 \rightarrow u_16$ | $e_1$ | $u_3 \rightarrow u_3$ | $\nu_0^{0.5}$ | $u_3 \rightarrow u_1$ | $\nu_0^{0.5}$ | $u_3 \rightarrow u_2$ | $\nu_0^{0.5}$ | $u_3 \rightarrow u_3$ | $\nu_0^{0.5}$ |
| $u_3 \rightarrow u_5$ | $\nu_1^{1}$ | $u_3 \rightarrow u_6$ | $\nu_1^{0.5}$ | $u_3 \rightarrow u_7$ | $\nu_1^{0.5}$ | $u_3 \rightarrow u_13$ | $\nu_0^{0.5}$ | $u_3 \rightarrow u_14$ | $\nu_0^{0.5}$ |
| $u_3 \rightarrow u_16$ | $e_1$ | $u_5 \rightarrow u_5$ | $\nu_0^{0.5}$ | $u_5 \rightarrow u_0$ | $\nu_0^{0.5}$ | $u_5 \rightarrow u_1$ | $\nu_0^{0.5}$ | $u_5 \rightarrow u_3$ | $\nu_0^{0.5}$ |
| $u_5 \rightarrow u_4$ | $\nu_0^{1}$ | $u_5 \rightarrow u_{10}$ | $\nu_0^{0.5}$ | $u_5 \rightarrow u_{11}$ | $\nu_0^{0.5}$ | $u_5 \rightarrow u_{12}$ | $\nu_0^{0.5}$ | $u_5 \rightarrow u_{14}$ | $\nu_0^{0.5}$ |
| $u_5 \rightarrow u_{15}$ | $\nu_0^{0.5}$ | $u_5 \rightarrow u_{16}$ | $\nu_0^{0.5}$ | $u_6 \rightarrow u_0$ | $\nu_0^{0.5}$ | $u_6 \rightarrow u_2$ | $\nu_0^{0.5}$ | $u_6 \rightarrow u_3$ | $\nu_0^{0.5}$ |
| $u_6 \rightarrow u_6$ | $\nu_0^{0.5}$ | $u_6 \rightarrow u_{10}$ | $\nu_0^{0.5}$ | $u_6 \rightarrow u_{11}$ | $\nu_0^{0.5}$ | $u_6 \rightarrow u_{13}$ | $\nu_0^{0.5}$ | $u_6 \rightarrow u_{14}$ | $\nu_0^{0.5}$ |
| $u_6 \rightarrow u_1$ | $\nu_0^{1}$ | $u_6 \rightarrow u_9$ | $\nu_1^{0.5}$ | $u_6 \rightarrow u_{16}$ | $\nu_0^{0.5}$ | $u_7 \rightarrow u_7$ | $\nu_0^{0.5}$ | $u_7 \rightarrow u_{10}$ | $\nu_0^{0.5}$ |
| $u_7 \rightarrow u_2$ | $\nu_0^{0.5}$ | $u_7 \rightarrow u_3$ | $\nu_0^{0.5}$ | $u_7 \rightarrow u_0$ | $\nu_0^{0.5}$ | $u_7 \rightarrow u_{0}$ | $\nu_0^{0.5}$ | $u_7 \rightarrow u_{10}$ | $\nu_0^{0.5}$ |
| $u_7 \rightarrow u_{11}$ | $\nu_0^{1}$ | $u_7 \rightarrow u_{13}$ | $\nu_0^{0.5}$ | $u_7 \rightarrow u_{14}$ | $\nu_0^{0.5}$ | $u_7 \rightarrow u_6$ | $\nu_0^{0.5}$ | $u_7 \rightarrow u_{13}$ | $\nu_0^{0.5}$ |
| $u_{13} \rightarrow u_0$ | $\nu_0^{0.5}$ | $u_{13} \rightarrow u_2$ | $\nu_0^{0.5}$ | $u_{13} \rightarrow u_3$ | $\nu_0^{0.5}$ | $u_{13} \rightarrow u_4$ | $\nu_0^{0.5}$ | $u_{13} \rightarrow u_6$ | $\nu_0^{0.5}$ |
| $u_{13} \rightarrow u_7$ | $\nu_0^{1}$ | $u_{13} \rightarrow u_8$ | $\nu_0^{1}$ | $u_{13} \rightarrow u_{14}$ | $\nu_0^{0.5}$ | $u_{13} \rightarrow u_{15}$ | $\nu_0^{0.5}$ | $u_{13} \rightarrow u_{16}$ | $\nu_0^{0.5}$ |
| $u_{14} \rightarrow u_{14}$ | $\nu_0^{0.5}$ | $u_{14} \rightarrow u_{13}$ | $\nu_0^{0.5}$ | $u_{14} \rightarrow u_0$ | $\nu_0^{0.5}$ | $u_{14} \rightarrow u_1$ | $\nu_0^{0.5}$ | $u_{14} \rightarrow u_2$ | $\nu_0^{0.5}$ |
| $u_{14} \rightarrow u_3$ | $\nu_0^{1}$ | $u_{14} \rightarrow u_5$ | $\nu_0^{1}$ | $u_{14} \rightarrow u_6$ | $\nu_0^{1}$ | $u_{14} \rightarrow u_7$ | $\nu_0^{1}$ | $u_{14} \rightarrow u_16$ | $\nu_0^{1}$ |

Fig. 9  Result of $\frac{0.1H}{T^H}$ of each region with $\kappa = 1$ in case study II. Red dashed line: the threshold of 0.5 for $\frac{0.1H}{T^H}$ when the region is in a severe condition. Background: blue: select to lockdown; yellow: select to practice social distancing; orange: select to control the flux.