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Abstract

We study the problem of identifying the source of a diffusion spreading over a regular tree. When the degree of each node is at least three, we show that it is possible to construct confidence sets for the diffusion source with size independent of the number of infected nodes. Our estimators are motivated by analogous results in the literature concerning identification of the root node in preferential attachment and uniform attachment trees. At the core of our proofs is a probabilistic analysis of Pólya urns corresponding to the number of uninfected neighbors in specific subtrees of the infection tree. We also provide an example illustrating the shortcomings of source estimation techniques in settings where the underlying graph is asymmetric.

1 Introduction

With the increasing availability of social network data, developing new mathematical tools to analyze the dynamics of information propagation over a network has become an extremely relevant research area. Diffusion models have long been studied in the sciences to model the spread of an epidemic over a large population (e.g., see [12, 18, 3, 1], and the references cited in Morris [14]). More recently, the network structure of individuals in the population was introduced in the analysis [17, 21, 15].

Given a particular network structure and the identities of the infected individuals, one problem of interest is to determine the original source of the diffusion process [19, 8, 22, 7]. In practice, this could indicate the source of information regarding a natural disaster, leaked classified documents, or a pernicious lie. Shah and Zaman [19, 20] considered the problem of diffusion over the nodes of a tree, where the time interval between infections of adjacent nodes was modeled by an exponential random variable. They consequently defined a notion of rumor centrality, which was shown to be equivalent to maximum likelihood estimation in the case of regular trees. Follow-up papers [9, 11, 22] include generalizations to recursive trees and scenarios where only incomplete information is provided about the subgraph of infected nodes.

Rather than pinpointing a single node as the possible diffusion source, however, a related goal is to construct a confidence set of nodes with a particular probabilistic guarantee of including the root. This set could then be scrutinized more closely by the investigator. Bubeck et al. [7] studied this problem in the case of random trees generated according to uniform and preferential attachment models [4]. They showed that confidence sets of a fixed size could be constructed for the root node in each of these cases, regardless of the size of the diffusion. Another related line of work, beginning with Brautbar and Kearns [6], examined the capabilities of local algorithms to identify significant nodes in the graph. Borgs et al. [5] and Frieze and Pegden [8] consequently
suggested efficient algorithms used to compute the root node of a preferential attachment graph with high probability, assuming that the algorithm recognizes the root upon encountering it.

Our main contribution is to show that in regular trees, confidence sets of fixed size are also sufficient to identify the source of a diffusion. Our work borrows and extends techniques of Bubeck et al. [7], leveraging the fact that the analysis of trees and diffusions, which may be viewed as growing trees subject to a constrained structure, are fundamentally quite similar. We also provide a cautionary example showing that regularity (i.e., symmetry) is crucial to the success of the diffusion source estimators proposed in these papers.

The remainder of the paper is organized as follows: In Section 2, we establish notation and describe the estimators to be used in the paper. Section 3 presents our main results on source estimators that lead to confidence sets. In Section 4, we provide an example illustrating the shortcomings of the source estimators when the underlying graph is not regular. Section 5 contains proofs of our main results, and Section 6 concludes the paper with several interesting directions for future work.

2 Background and Estimators

Let \( \{T_n\}_{n=1}^{\infty} \) denote the sequence of subtrees obtained from a diffusion process on a regular tree \( G \), where the number of neighbors of each node is denoted by \( d \). The vertices of \( T_n \) are labeled \( \{1, 2, \ldots, n\} \), according to their order of arrival, and vertex \( n + 1 \) is chosen uniformly at random from the neighbors of \( V(T_n) \) in \( V(G) \setminus V(T_n) \). As noted by Shah and Zaman [19], this model of diffusion may also be viewed as a contagion process over the tree, where the amount of time for the disease to propagate across each edge is exponentially distributed with a certain fixed parameter.

We write \((T, u)\) to denote the tree \( T \) rooted at vertex \( u \), and we write \((T, u)_{v\downarrow}\) to denote the subtree rooted at \( v \) of the rooted tree \((T, u)\). We also denote unlabeled trees using \( \circ \); i.e., \( T^\circ \) is a tree with the same topology as \( T \), but with unlabeled vertices. The degree of vertex \( v \) is denoted by \( d_G(v) \). We will often abuse notation and write \(|T|\) to refer to \(|V(T)|\), the number of vertices in \( T \).

One special property of regular trees is that, given a source node 1, each realization of \( T_n \) has the same probability. Thus, the likelihood function is proportional to the number of ways in which the diffusion can occur. This is exactly the quantity

\[
R_{T_n}(u) = n! \prod_{v \in T_n} \frac{1}{|(T_n, u)_{v\downarrow}|}. \tag{1}
\]

The vertex \( v \) which maximizes \( R_{T_n} \) is called the rumor center of \( T_n \), and it is the maximum likelihood estimate of the source of the diffusion. Conveniently, the rumor center may be calculated in \( O(n) \) time via a message-passing algorithm, as detailed in Shah and Zaman [19]. We also define the function

\[
\varphi_T(u) = \prod_{v \in V(T) \setminus \{u\}} |(T, u)_{v\downarrow}|. \tag{2}
\]

Clearly, minimizing \( \varphi_{T_n} \) is equivalent to maximum likelihood estimation. Notably, the estimator (2) was also studied in Bubeck et al. [7] and shown to generate a confidence set of constant size in the uniform attachment model, even though it does not represent a maximum likelihood estimator in that case. As shown in Shah and Zaman [19], maximizing the function (1) is also equivalent to maximizing the distance or closeness centrality of a node in the graph, a notion that may be extended beyond trees [10]. We will also refer to \( \varphi_T \) as the subtree product estimator.
We will also analyze the following alternative estimator:
\[
\psi_T(u) = \max_{v \in V(T) \setminus \{u\}} |(T, u)_v|,
\]
which may be viewed as a relaxation of \( \varphi_T(u) \). Note that \( \psi_T \) may also be computed in \( O(n) \) time. However, the proofs for \( \psi_T \) tend to be much easier, as demonstrated in Bubeck et al. [7]. We will refer to \( \psi_T \) as the maximum subtree estimator. The minimizer of \( \psi_T \) is also known in the graph theory literature as the centroid of the tree [16].

Our overall goal is to understand how the size of the required confidence set evolves as a function of the error tolerance and the number of infected nodes. In the results that follow, we will use \( H_{\varphi,K} \) and \( H_{\psi,K} \) to denote the sets obtained by selecting the \( K \) nodes with smallest values of \( \varphi_T \) and \( \psi_T \), respectively. Thus, we wish to determine the size of \( K \) required to ensure that node 1 is contained in \( H \) with sufficiently high probability.

3 Main Results

In this section, we present theoretical guarantees for the two estimators discussed in the previous section. The proofs of the theorems may be found in Section 5.

The results in this section assume \( d \geq 3 \). When \( d = 2 \), the underlying network is a line graph, and the source estimators \( \psi_T \) and \( \varphi_T \) are both minimized by selecting the set of nodes at the center of the infection tree. However, it can easily be seen by considering a simple random walk that constructing a confidence set of a fixed size is impossible in this case.

3.1 Maximum Subtree Analysis

Let \( H_{\psi,K} \) be the function which takes a tree \( T \) and returns the set of \( K \) vertices in the tree with the smallest \( \psi_T \) values. This is the maximum subtree estimator, and it yields a confidence set for the source, as stated in the following theorem:

**Theorem 1.** Let \( \{T_n\} \) be a diffusion on a \( d \)-regular tree \( G \) with \( d \geq 3 \). Then for any \( \eta \in (0,1) \) and \( K > 3 \), we have
\[
\limsup_{n \to \infty} \mathbb{P}\{1 \notin H_{\psi,K}(T_n)\} \leq C_1 \eta^{1 + \frac{1}{d-2}} + C_2 K^{2 + \frac{2}{d-2}} (1 - \eta)^{K-1 + \frac{1}{d-2}},
\]
for some constants \( C_1 \) and \( C_2 \), depending on \( d \) but not \( K \).

The proof of Theorem 1 is contained in Section 5.1.

As \( d \to \infty \), the bound obtained in Theorem 1 converges to the analogous bound for uniform attachment attachment trees derived in Bubeck et al. [7]. Intuitively, this is due to the fact that as far as the estimator \( \psi \) is concerned, regular trees of high degree behave like diffusions on uniform attachment trees.

The result of Theorem 1, along with some algebra, implies a sufficient condition on the size of a \( 1 - \epsilon \) confidence set. The proof of the following corollary is provided in Appendix C.1.

**Corollary 1.** For sufficiently small \( \epsilon > 0 \), we have
\[
\limsup_{n \to \infty} \mathbb{P}\{1 \notin H_{\psi,K}(T_n)\} \leq \epsilon,
\]
provided \( K \geq C_0 \), where \( C > 0 \) is a constant depending on \( d \) but not \( \epsilon \).

In particular, the required size \( K \) of a \( 1 - \epsilon \) confidence set is bounded by a function of \( \epsilon \) that does not depend on \( n \), the number of infected nodes.
3.2 Subtree Product Analysis

For the function $\varphi_T$, we first find a bound on the probability that the rumor center is far from the source of the diffusion. This could be applied directly in cases where we wish to find a starting point to query nodes in search of the source. Furthermore, the fact that we may obtain a confidence set of bounded size for the source follows as an immediate corollary. The proof of the following theorem is provided in Section 5.2.

**Theorem 2.** Let $\{T_n\}$ be a diffusion on a $d$-regular tree $G$ with $d \geq 3$, and let $v$ be a vertex in $G$. Define $\ell(v)$ to be the length of the path between 1 and $v$. Then for $\ell(v) > 1$, we have

$$
\limsup_{n \to \infty} P\{\varphi_{T_n}(v) \leq \varphi_{T_n}(1)\} \leq 7 \exp\left(-\frac{\ell(v)}{2} \log\left(\min\left\{\frac{\ell(v)(d-2)}{4e\log(\ell(v))}, \frac{\ell(v)}{2}\right\}\right)\right).
$$

From here, we can obtain a confidence set for the source by selecting all nodes sufficiently close to the rumor center. This is captured in the following corollary, proved in Appendix C.2:

**Corollary 2.** Let $\{T_n\}$ be a diffusion on a $d$-regular tree $G$ with $d \geq 3$. Define $H_{\varphi,L}(T)$ to be the set of all vertices $u$ in $T$ such that the distance between $u$ and the rumor center of $T$ is less than or equal to $L$. Then for $L \geq 2$, we have

$$
\limsup_{n \to \infty} P\{1 \not\in H_{\varphi,L}(T_n)\} \leq 7 \exp\left(-\frac{L}{2} \log\left(\min\left\{\frac{L(d-2)}{4ed^2\log(L)}, \frac{L}{2d^2}\right\}\right)\right).
$$

In particular, for $\epsilon > 0$ sufficiently small, we have

$$
\limsup_{n \to \infty} P\{1 \not\in H_{\varphi,L}(T_n)\} \leq \epsilon,
$$

provided $L \geq \frac{a \log(n)}{\log(b \log(n))}$, where $a$ and $b$ are constants depending only on $d$.

Note that Corollary 2 implies the existence of a $1 - \epsilon$ confidence set that is sublinear in $\frac{1}{\epsilon}$, since $K = \frac{d(d-1)b^2 - 2}{d^2}$ for the set consisting of all nodes at a distance of at most $L$ from the rumor center, and we may check that $a > 1$. This is a strictly better result than the guarantee provided by Corollary 1, which makes sense, since $\varphi$ corresponds to a maximum likelihood calculation.

4 An Example of Asymmetry

In this section, we provide an example of a graph $G^*$ where the estimators $\psi$ and $\varphi$ fail to select the source of the diffusion. Let $d$ and $D$ be constants such that $3 \leq d < D$, and consider a $d$-regular tree $G_d$ and a $D$-regular tree $G_D$. Pick a vertex $v_*$ from $G_d$ and vertex $v^*$ from $G_D$, and let $G^*$ denote the graph obtained by connecting $v_*$ and $v^*$ with an edge. We will henceforth think of $G_d$ and $G_D$ as subgraphs of $G^*$. Furthermore, we will say that a diffusion $\{T_n\}$ on $G^*$ has reached a vertex $u$ if $u \in V(T_n)$ for some $n$.

Note that the tree $G^*$ lacks the symmetry of the regular graphs we have considered before. The first consequence is that given a diffusion in $G^*$, the different sample paths do not necessarily have the same probability. Therefore, counting sample paths will not lead to a maximum likelihood estimator. The more important fact is that $\psi$ and $\varphi$ may supply estimates for the source node that are arbitrarily far away from the actual source as $n$ goes to infinity. This is in stark contrast to the uniform and preferential attachment trees of Bubeck et al. [7] and the geometric trees of Shah and Zaman [19], for which neither $\psi$ nor $\varphi$ is a maximum likelihood estimator, but both estimators still perform well. The proof of the following proposition is provided in Appendix D.1.
Proposition 1. Let \( \{T_n\} \) be a diffusion on \( G^* \), and suppose the source vertex 1 is in \( G_d \). Then \( \varphi \) and \( \psi \) satisfy
\[
\limsup_{n \to \infty} \mathbb{P}\{\varphi_{T_n}(v^*) < \varphi_{T_n}(1)\} = \limsup_{n \to \infty} \mathbb{P}\{\psi_{T_n}(v^*) < \psi_{T_n}(1)\} = 1.
\]

While the important observation is that the graph \( G^* \) provides an example of where asymmetry causes our subtree-based estimators to fail, we can actually still produce a confidence set for the source. We make the obvious modification of breaking \( G^* \) into \( G_d \) and \( G_D \) and then evaluating \( \varphi \) or \( \psi \) on each part of the graph separately. We then output the vertices within a distance \( L + 1 \) of the rumor center on our two subtrees as our confidence set for the source. The proof of the following proposition is provided in Appendix D.2.

Proposition 2. Let \( \{T_n\} \) be a diffusion on \( G^* \). Let \( T_{n,d} \) and \( T_{n,D} \) denote the subtrees of the diffusion on \( G_d \) and \( G_D \), respectively. Define \( H_{\varphi, L}(T_n) \) to be the union \( H_{\varphi, L}(T_{n,d}) \cup H_{\varphi, L}(T_{n,D}) \). Then we have
\[
\limsup_{n \to \infty} \mathbb{P}\{1 \notin H_{\varphi, L}(T_n)\} \leq 7 \exp\left(-\frac{L}{2} \log\left(\min\left\{\frac{L(D-2)}{4eD^2 \log(L)} \cdot \frac{L}{2D^2}\right\}\right)\right).
\]

Note that we could prove a similar theorem quite easily for the estimator \( \psi \).

However, the result of Proposition 2 is still somewhat unsatisfying, since we require outputting more vertices in order to obtain the same level of confidence, and it does not readily generalize to other trees or graphs. An important future avenue of research is to devise a better estimating procedure for the graph \( G^* \) as another step toward dealing with more general graphs.

5 Proofs of Theorems

In this section, we provide proof outlines for the theorems stated in Section 3.

5.1 Proof of Theorem 1

Our proof mostly follows the analysis of Theorem 3 in Bubeck et al. [7].

Recall that we label vertices by the order of their appearance in \( T_n \). Let \( T_{i,K}^n \) denote the tree that contains vertex \( i \) in the forest obtained from \( T_n \) by removing all edges between the vertices \( \{1, \ldots, K\} \). We have the following lemma, proved in Appendix A.1:

Lemma 1. The vector of subtree proportions converges in distribution:
\[
\left(\frac{|T_{1,K}^n|}{n}, \ldots, \frac{|T_{K,K}^n|}{n}\right) \overset{d}{\rightarrow} \text{Dirichlet}\left(\frac{dG(1) - dT_K(K)}{d - 2}, \ldots, \frac{dG(K) - dT_K(K)}{d - 2}\right).
\]

Let \( \eta \in (0, 1) \), and note that
\[
\mathbb{P}\{1 \notin H_{\psi, K}(T_n)\} \leq \mathbb{P}\{\exists i > K : \psi_{T_n}(i) \leq \psi_{T_n}(1)\} \leq \mathbb{P}\{(1 - \eta)n \leq \psi_{T_n}(1)\} + \mathbb{P}\{\exists i > K : \psi_{T_n}(i) \leq (1 - \eta)n\}. \tag{5}
\]
We now bound each of these terms. For the first term, note that $ψ_{T_n}(1) ≤ \max(|T_{1,2}^n|, |T_{2,2}^n|)$. By Lemma 1, we know that $|T_{1,2}^n|/n$ and $|T_{2,2}^n|/n$ are identically distributed and converge to a Beta($\frac{d-1}{d-2}, \frac{d-1}{d-2}$) random variable. Thus, we obtain

$$\limsup_{n \to \infty} \mathbb{P}\{(1-\eta)n ≤ ψ_{T_n}(1)\} ≤ 2 \limsup_{n \to \infty} \mathbb{P}\{(1-\eta)n ≤ |T_{1,2}^n|\}$$

$$= 2 \frac{1}{β(\frac{d-1}{d-2}, \frac{d-1}{d-2})} \int_{1-\eta}^1 x^{\frac{1}{d-2}} (1-x)^{\frac{1}{d-2}} \, dx$$

$$≤ \frac{2}{β(\frac{d-1}{d-2}, \frac{d-1}{d-2})} \int_0^\eta x^{\frac{1}{d-2}} \, dx$$

$$= C_1 \eta^{1+\frac{1}{d-2}}$$

where $C_1 = \frac{2(d-2)}{(d-1)β(\frac{d-1}{d-2}, \frac{d-1}{d-2})}$.

To bound the second term, note that for $i > K$, we have $ψ_{T_n}(i) ≥ \min_{1≤k≤K} \sum_{j=1,j≠k}^K |T_{j,K}^n|$. For ease of exposition, let $W_{k,K}^n = \sum_{j=1,j≠k}^K |T_{j,K}^n|$. We then have

$$\limsup_{n \to \infty} \mathbb{P}\{∃i > K : ψ_{T_n}(i) ≤ (1-\eta)n\} ≤ \lim_{n \to \infty} \mathbb{P}\{∃k : W_{k,K}^n ≤ (1-\eta)n\}$$

$$≤ \lim_{n \to \infty} \sum_{k=1}^K \mathbb{P}\{W_{k,K}^n ≤ (1-\eta)n\}.$$

The next lemma follows by integrating the appropriate probability density functions obtained from the convergence result in Lemma 1. The proof is provided in Appendix A.2.

**Lemma 2.** For each $1 ≤ k ≤ K$, we have the inequality

$$\lim_{n \to \infty} \mathbb{P}\{W_{k,K}^n ≤ (1-\eta)n\} ≤ C_2 K^{1+\frac{1}{d-2}} (1-\eta)^{K-1+\frac{1}{d-2}}.$$

Substituting the bounds into inequality (5), we arrive at the desired result.

### 5.2 Proof of Theorem 2

Our proof is largely inspired by the proof of Theorem 5 in Bubeck et al. [7].

Let $v$ be a vertex in $V(G)$. We also write $v = (j_1, \ldots, j_{ℓ(v)})$, where $(j_1, \ldots, j_i)$ is the $j_i$th child of $(j_1, \ldots, j_{i-1})$ when viewing 1 as the root of the tree. Note that $φ_{T_n}(v) ≤ φ_{T_n}(1)$ if and only if

$$ℓ(v) \prod_{i=1}^{ℓ(v)} (n - (T_n, 1)_{(j_1, \ldots, j_i)}) = \prod_{i=0}^{ℓ(v)-1} |(T_n, v)_{(j_1, \ldots, j_i)}| ≤ \prod_{i=1}^{ℓ(v)} |(T_n, 1)_{(j_1, \ldots, j_i)}|.$$  (6)

Dividing each term in the product by $n$, this is equivalent to

$$\prod_{i=1}^{ℓ(v)} \left(1 - \frac{1}{n} |(T_n, 1)_{(j_1, \ldots, j_i)}|\right) ≤ \prod_{i=1}^{ℓ(v)} \frac{1}{n} |(T_n, 1)_{(j_1, \ldots, j_i)}|.$$

Since we are interested in the limiting probability $\limsup_{n \to \infty} \mathbb{P}\{φ_{T_n}(v) ≤ φ_{T_n}(1)\}$, we would like to understand the random variables $|(T_n, 1)_{(j_1, \ldots, j_i)}|/n$. The following lemma provides the required convergence result, and is proved via a Pólya urn analysis. The proof is contained in Appendix B.1.
Lemma 3. We have the convergence in distribution
\[
\left( \frac{|(T_n, 1)_{(j_1)}|}{n}, \frac{|(T_n, 1)_{(j_1,j_2)}|}{n}, \ldots, \frac{|(T_n, 1)_{(j_1,\ldots,j_{(v)})}|}{n} \right) \xrightarrow{d} \left( B_{(j_1)}, B_{(j_1,j_2)}, \ldots, \prod_{i=1}^{\ell(v)} B_{(j_1,\ldots,j_{(v)})} \right),
\]
where the \( B_{(j_1,\ldots,j_i)} \)'s are independent Beta\( \left( \frac{1}{d-2}, \frac{1}{d-2} \right) \) random variables for \( i = 1 \), and Beta\( \left( \frac{1}{d-2}, 1 \right) \) random variables for \( i > 1 \).

By Lemma 3, it therefore follows that
\[
\limsup_{n \to \infty} \Pr \{ \varphi_{T_n}(v) \leq \varphi_{T_n}(1) \} = \Pr \left\{ \prod_{i=1}^{\ell(v)} \left( 1 - \prod_{k=1}^{i} B_{(j_1,\ldots,j_{k})} \right) \leq \prod_{i=1}^{\ell(v)} \prod_{k=1}^{i} B_{(j_1,\ldots,j_{k})} \right\}. \tag{7}
\]

Now, it would simplify the analysis if all of the \( B_{(j_1,\ldots,j_i)} \) were Beta\( \left( \frac{1}{d-2}, 1 \right) \) random variables. By the stochastic domination result proved in Lemma 11 of Appendix E, we may substitute the \( B_{(j_1,\ldots,j_k)} \) for \( B_{(j_1,\ldots,j_k)}'s \), where the latter set consists only of Beta\( \left( \frac{1}{d-2}, 1 \right) \) random variables. For a value of \( t \) to be chosen later, we then have
\[
\limsup_{n \to \infty} \Pr \{ \varphi_{T_n}(v) \leq \varphi_{T_n}(1) \} \leq \Pr \left\{ \prod_{i=1}^{\ell(v)} \left( 1 - \prod_{k=1}^{i} B_{(j_1,\ldots,j_{k})}' \right) \leq \prod_{i=1}^{\ell(v)} \prod_{k=1}^{i} B_{(j_1,\ldots,j_{k})}' \right\}
\leq \Pr \left\{ \prod_{i=1}^{\ell(v)} \left( 1 - \prod_{k=1}^{i} B_{(j_1,\ldots,j_{k})}' \right) \leq \exp(-t) \right\} + \Pr \left\{ \exp(-t) \leq \prod_{i=1}^{\ell(v)} \prod_{k=1}^{i} B_{(j_1,\ldots,j_{k})}' \right\}. \tag{8}
\]

We now bound each term on the right-hand side of inequality (8) separately. We have the following lemmas, proved in Appendices B.2 and B.3:

**Lemma 4.** For any \( t \in \mathbb{R} \), we have
\[
\Pr \left\{ \prod_{i=1}^{\ell(v)} \left( 1 - \prod_{k=1}^{i} B_{(j_1,\ldots,j_{k})}' \right) \leq \exp(-t) \right\} \leq 6 \cdot 2^{\frac{\ell(v)}{4}} \exp \left( -\frac{t}{4} \right). \tag{9}
\]

**Lemma 5.** For any \( t > 0 \), we have
\[
\Pr \left\{ \exp(-t) \leq \prod_{i=1}^{\ell(v)} \prod_{k=1}^{i} B_{(j_1,\ldots,j_{k})}' \right\} \leq \exp \left( \frac{\ell(v)}{2} - \frac{t}{\ell(v)(d-2)} \right) \exp \left( -\frac{\ell(v)}{2} \log \left( \frac{\ell(v)^2 (d-2)}{2t} \right) \right). \tag{10}
\]

Plugging inequalities (9) and (10) into inequality (8), we then obtain
\[
\limsup_{n \to \infty} \Pr \{ \varphi_{T_n}(v) \leq \varphi_{T_n}(1) \} \leq 6 \cdot 2^{\frac{\ell(v)}{4}} \exp \left( -\frac{t}{4} \right) + \exp \left( \frac{\ell(v)}{2} - \frac{t}{\ell(v)(d-2)} \right) \exp \left( -\frac{\ell(v)}{2} \log \left( \frac{\ell(v)^2 (d-2)}{2t} \right) \right). \]
Taking $t = 2\ell(v) \log(\ell(v))$, we have
\[
\limsup_{n \to \infty} \mathbb{P}\{\phi_{T_n}(v) \leq \phi_{T_n}(1)\} \leq 6 \exp \left( -\frac{\ell(v)}{2} \left( \log(\ell(v)) - \frac{\log(2)}{2} \right) \right) \\
+ \exp \left( -\frac{\ell(v)}{2} \log \left( \frac{\ell(v)}{2} \right) \right) \\
\leq 6 \exp \left( -\frac{\ell(v)}{2} \log \left( \frac{\ell(v)}{2} \right) \right) \\
+ \exp \left( -\frac{\ell(v)}{2} \log \left( \frac{\ell(v)(d-2)}{4e \log(\ell(v))} \right) \right),
\]
which completes the proof.

6 Conclusion and Future Directions

In this paper, we have provided confidence sets for diffusions on regular trees. In particular, we have provided bounds on the probability of error as a function of the size of the estimating sets selected by two diffusion source estimators, leading to upper bounds on the number of nodes required to guarantee that the source node lies in the resulting confidence sets. The main future research direction is to find confidence sets and corresponding bounds on error probabilities for more general trees and graphs, which would be more representative of the complicated topologies arising in real-world networks. Our example of asymmetry shows that a better estimator should take into account more aspects of the underlying graph structure, including degree inhomogeneity.

Another avenue of research is to find fast, local algorithms for obtaining confidence sets for the source of a diffusion, similar to the works of Borgs et al. [5] and Frieze and Pegden [8]. In practice, one might not have access to the entire set of infected nodes and/or the entire topology of the underlying network. In cases where the number of nodes $n$ in the diffusion is very large, an $O(n)$ algorithm for estimating the diffusion source could be prohibitively slow, and a faster algorithm would be preferable.
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Appendices

A Supporting Lemmas for Theorem 1

In this appendix, we provide the proofs of the lemmas used to prove Theorem 1.

A.1 Proof of Lemma 1

Let $E_{n,K}^{1}$ denote the number of edges between $T_{n,K}^{i}$ and $G \setminus T_{n}$. The key observation is that $(E_{n,K}^{1}, \ldots, E_{n,K}^{K})$ evolves according to a Pólya urn with replacement matrix $(d - 2)I_{K}$. Thus, we have the convergence in distribution

\[
\frac{1}{n(d - 2) + 2}(|E_{1,K}^{1}|, \ldots, |E_{n,K}^{K}|) \rightarrow \text{Dirichlet}\left(\frac{d_{G}(1) - d_{T_{K}}(1)}{d - 2}, \ldots, \frac{d_{G}(K) - d_{T_{K}}(K)}{d - 2}\right),
\]

as $n \rightarrow \infty$, where we exclude component $i$ from the above vectors if $d_{G}(i) - d_{T_{K}}(i) = 0$. Also note that we may write $E_{n,K}^{i} = (d - 2)|T_{n,K}^{i}| - d_{T_{K}}(i) + 2$, which implies that

\[
\lim_{n \rightarrow \infty} \frac{1}{n} |T_{n,K}^{i}| = \lim_{n \rightarrow \infty} \frac{1}{n(d - 2) + 2} E_{n,K}^{i}.
\]

Thus, the limit of $\frac{1}{n}(|T_{1,K}^{n}|, \ldots, |T_{n,K}^{n}|)$ is the same Dirichlet random variable as in equation (11).

A.2 Proof of Lemma 2

From Lemma 1, we see that $\frac{1}{n}(W_{k,K}^{n},|T_{k,K}^{n}|) \rightarrow \text{Dirichlet}\left(\frac{K(d - 2) + 2 - (d_{G}(k) - d_{T_{K}}(k))}{d - 2}, \frac{d_{G}(k) - d_{T_{K}}(k)}{d - 2}\right)\).$

For simplicity, denote the parameters of the Dirichlet distribution by $c_{1,k}$ and $c_{2,k}$. Of course, this simply means that $W_{k,K}^{n}/n$ has a beta distribution unless $d_{G}(k) = d_{T_{K}}(k)$. In this case, we see that $W_{k,K}^{n} = n - 1$, so $W_{k,K}^{n} > (1 - \eta)n$ when $n > 1/\eta$. In the general case, we may write

\[
\lim_{n \rightarrow \infty} \mathbb{P}\{W_{k,K}^{n} \leq (1 - \eta)n\} = \frac{1}{\beta(c_{1,k}, c_{2,k})} \int_{0}^{1 - \eta} x^{c_{1,k} - 1}(1 - x)^{c_{2,k} - 1} dx
\]

\[
\leq \frac{1}{\beta(c_{1,k}, c_{2,k})} \int_{0}^{1 - \eta} x^{c_{1,k} - 1} dx
\]

\[
= \frac{1}{c_{1,k}\beta(c_{1,k}, c_{2,k})}(1 - \eta)^{c_{1,k}}
\]

\[
\leq \frac{1}{(K - 1)\beta(c_{1,k}, c_{2,k})}(1 - \eta)^{K - 1 + \frac{1}{d - 2}}.
\]

We now find a lower bound for $\beta(c_{1,k}, c_{2,k})$. By Stirling’s approximation,

\[
\sqrt{\frac{2\pi}{x}}\left(\frac{x}{e}\right)^{x} \leq \Gamma(x) \leq \sqrt{\frac{2\pi}{x}}\left(\frac{x}{e}\right)^{x} e^{\frac{1}{12x}},
\]
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Furthermore, the gamma function is bounded below by $\frac{7}{8}$ on the positive real numbers. Hence,

$$
\beta(c_{1,k}, c_{2,k})^{-1} = \frac{\Gamma(K - 1 + \frac{d}{d-2})}{\Gamma(K - 1 + \frac{d\tau_k(k)}{d-2}) \Gamma\left(\frac{d - d\tau_k(k)}{d-2}\right)}
$$

$$
\leq \sqrt{\frac{2\pi}{K-1+\frac{d}{d-2}}} (K-1 + \frac{d\tau_k(k)}{e})^{K-1+\frac{d}{d-2}} e^{12(K-1+\frac{1}{d-2})}
$$

$$
= \frac{7}{8} \sqrt{\frac{2\pi}{K-1+\frac{d\tau_k(k)}{d-2}}} (K-1 + \frac{d\tau_k(k)}{d-2})^{K-1+\frac{d\tau_k(k)}{d-2}} e^{12(K-1+\frac{1}{d-2})}
$$

$$
\leq \frac{7}{8} e^{12(K-1)} (K-1 + \frac{d}{d-2})^{K-1+\frac{1}{d-2}} / (K-1)^{K-1+\frac{1}{d-2}}.
$$

We now examine the fraction in the last expression. Denoting it by $A$, we have

$$
A = \left(1 + \frac{d}{K-1}\right)^{-1} (K+1) K^{-1 + \frac{d}{d-2}}
$$

$$
\leq e^{\frac{d}{d-2}} (K+1)^{1 + \frac{2}{d-2}} (K-1)^{-1 + \frac{1}{d-2}}.
$$

In particular, we have

$$
\beta(c_{1,k}, c_{2,k})^{-1} \leq CK^{1 + \frac{1}{d-2}},
$$

for an appropriate constant $C$. Plugging this result back into the bound (12), we therefore obtain

$$
\lim_{n \to \infty} \mathbb{P}\{W_n^{k,K} \leq (1 - \eta)n\} \leq \frac{CK^{1 + \frac{1}{d-2}}}{K-1} (1 - \eta) K^{-1 + \frac{1}{d-2}}
$$

$$
\leq CK^{1 + \frac{1}{d-2}} (1 - \eta) K^{-1 + \frac{1}{d-2}},
$$

which completes the proof.

B Supporting Lemmas for Theorem 2

In this appendix, we provide the proofs of the lemmas used to establish Theorem 2.

B.1 Proof of Lemma 3

Let $E_v^n$ denote the number of edges in $G \setminus (T_n, v_i)$. We may write

$$
E_v^n = (d - 2)|T_n| + 1,
$$

for $v > 1$, and

$$
E_1^n = (d - 2)|T_n| + 2.
$$
Furthermore, note that \( E_n^{(1)}, \ldots, E_n^{(d-1)} \) evolves according to a Pólya urn with replacement matrix \((d-2)I_d\). This means that

\[
\left( \frac{E_n^{(1)}}{(d-2)n+2}, \ldots, \frac{E_n^{(d-1)}}{(d-2)n+2} \right) \to \text{Dirichlet} \left( \frac{1}{d-2}, \ldots, \frac{1}{d-2} \right).
\]

Moreover, we may modify the analysis slightly to deduce the behavior of \( |E_n^{(j_1,\ldots,j_k)}| \). Let \( N_n^{(j_1,\ldots,j_k)} \) denote the number of descendants of \((j_1,\ldots,j_k)\) in the diffusion subtree \( T_n \). Note that

\[
(d-1) + (d-2)N_n^{(j_1,\ldots,j_k)} = \sum_{i=1}^{d-1} E_n^{(j_1,\ldots,j_k,i)} = E_n^{(j_1,\ldots,j_k)}.
\]

Furthermore, \( (E_n^{(j_1,\ldots,j_k,1)}, \ldots, E_n^{(j_1,\ldots,j_k,d-1)}) \) evolves according to a Pólya urn with replacement matrix \((d-2)I_{d-1}\), implying that

\[
\left( \frac{E_n^{(j_1,\ldots,j_k,1)}}{(d-2)N_n^{(j_1,\ldots,j_k)} + (d-1)}, \ldots, \frac{E_n^{(j_1,\ldots,j_k,d-1)}}{(d-2)N_n^{(j_1,\ldots,j_k)} + (d-1)} \right) \to \text{Dirichlet} \left( \frac{1}{d-2}, \ldots, \frac{1}{d-2} \right),
\]

as \( N_n^{(j_1,\ldots,j_k)} \to \infty \). From this, we see that

\[
\lim_{n \to \infty} \frac{E_n^{(j_1,\ldots,j_{\ell(v)})}}{(d-2)n} = \lim_{n \to \infty} \left( \frac{E_n^{(j_1)}}{E_n^{(j_1,j_2)}} \right) \cdots \left( \frac{E_n^{(j_1,\ldots,j_{\ell(v)-1})}}{E_n^{(j_1,\ldots,j_{\ell(v)-1})}} \right) \cdot B_{(j_1,\ldots,j_{\ell(v)})}.
\]

This does not establish the independence of the random variables appearing in the product. The independence is intuitively obvious, since the proportion of nodes in \( E_n^{(j_1)} \) relative to the rest of the diffusion does not affect the proportion of nodes in \( E_n^{(j_1,j_2)} \) relative to \( E_n^{(j_1)} \). A similar result is proved in Mauldin et al. [13], but the proof uses a theorem of de Finetti. We provide a more direct proof here. To minimize notation, we consider the case \( \ell(v) = 2 \), since the result may easily be extended by induction to products of arbitrary length.

We want to show that

\[
\mathbb{P}\{B_{(j_1)} \leq x, B_{(j_1,j_2)} \leq y\} = \mathbb{P}\{B_{(j_1)} \leq x\}\mathbb{P}\{B_{(j_1,j_2)} \leq y\}.
\]

First, define the stopping times \( \tau_i \) by setting \( \tau_0 = \min\{n : E_n^{(j_1)} = d-1\} \) and

\[
\tau_i = \min\left\{ n > \tau_{i-1} : E_n^{(j_1)} > E_n^{(j_1)} \right\}.
\]

Thus, the \( \tau_i \) are the times at which nodes are added to the subtree \((T_n,1)_{(j_1)}\).
Define the random vector
\[ R_n = \left\{ E_{(j_1, \ldots, j_m)}^n : m \geq 0, \text{ and } (j_1', j_2') \neq (j_1, j), \text{ for any } j = 1, \ldots, d - 1 \right\}. \]
In words, \( R_n \) captures the state of the tree at time \( n \), excluding knowledge of the subtrees of \((T_n, 1)_{(j_1)\downarrow}\). We can now define the \( \sigma \)-field
\[ \mathcal{F}_{R,n} = \sigma(R_1, \ldots, R_n). \]
We will be interested in \( \mathcal{F}_{R,R_k} \). Note that the events which are measurable with respect to \( \mathcal{F}_{R,R_k} \) are those in which \( k \) nodes have been added to the subtree of \((T_n, 1)_{(j_1)\downarrow}\), so that \(|(T_n, 1)_{(j_1)\downarrow}| = k + 1\), and the growth of the diffusion subtree \( T_n \) may be specified in any arbitrary manner outside of \((T_n, 1)_{(j_1)\downarrow}\).

Now define the random variable
\[ Y_n = \frac{E_{(j_1,j_2)}^n}{E_{(j_1)}^n}, \]
and define the \( \sigma \)-field
\[ \mathcal{F}_{Y,R_k} = \sigma(Y_1, \ldots, Y_n). \]
The events that are measurable with respect to \( \mathcal{F}_{Y,R_k} \) are exactly the events which specify the values of \( Y_i \), for \( i \leq k \).

Hence, we have defined \( \sigma \)-fields for events concerning the growth of \( T_n \) outside the subtrees \((T_n, 1)_{(j_1,j_2)\downarrow}\), for \( j = 1, \ldots, d - 1 \), and events concerning the growth of \((T_n, 1)_{(j_1,j_2)\downarrow}\) relative to \((T_n, 1)_{(j_1)\downarrow}\). Now consider \( A \in \mathcal{F}_{R,R_k} \) and \( B \in \mathcal{F}_{Y,R_k} \). We want to show that \( \mathbb{P}(A \cap B) = \mathbb{P}(A)\mathbb{P}(B) \), since equation (15) then follows easily.

Suppose \( A \) and \( B \) are nonempty. We can view elements of \( A \) and \( B \) as tree histories \( H \) in the sample space \( \Omega \) in the following sense: Let
\[ H_n = (E_0^n, E_1^n, \ldots, E_{d-1}^n, E_1^n, \ldots) \]
be the state of the tree at time \( n \). A history \( H \) is a sequence \( H = (H_1, H_2, \ldots) \) such that it is possible to obtain the tree \( T_{n+1}(H) \) from \( T_n(H) \), if we consider \( T_{n+1} \) and \( T_n \) as functions of histories, by adding the appropriate vertex to the diffusion. Thus, the measure \( \mathbb{P} \) assigns to sets of histories some probability according to the evolution of the diffusion process.

Now suppose \( H \) is a history in \( A \). Since \( A \in \mathcal{F}_{R,R_k} \), there exist \( k \) times \( \nu_1, \ldots, \nu_k \) at which a node is added to \((T_n, 1)_{(j_1)\downarrow}\). First, note that \( A \) contains all histories \( H' \) such that \( H'_i = H_i \), for \( i = 1, \ldots, \nu_k \), since the growth of the tree after the addition of the \( k \)th node is non-measurable with respect to \( \mathcal{F}_{R,R_k} \). Consequently, we define
\[ C_H = \{H': H'_i = H_i, \ i = 1, \ldots, \nu_k\}, \]
the set of histories which may differ from \( H \) only after time \( \nu_k \).

Second, observe that \( A \) must also contain every history \( H'' \) such that
\[ R(H''_i) = R(H_i), \tag{16} \]
for \( i = 1, \ldots, \nu_k \), where we view the vector \( R \) of subtree counts defined above as a function of histories. In other words, \( H'' \) agrees with \( H' \) except possibly on the subtrees of \((T_n, 1)_{(j_1)\downarrow}\). Note that equation (16) defines an equivalence relation between histories. In particular, we may partition
the set $A$ into equivalence classes. Let $\mathcal{P}$ denote the partition and $\mathcal{C}$ denote an equivalence class, so that

$$ A = \bigsqcup_{C \in \mathcal{P}} C. $$

We may similarly partition $B$ into sets of histories. Let $H$ be a history in $B$. Again, using $\nu_1, \ldots, \nu_k$ to denote the times when nodes are added to subtrees of $(T_n, 1)_{(j_1)_1}$, we see that the set $B$ must contain $C_H$. Furthermore, $B$ must contain any history $H'$ with the following property: Let $\nu'_1, \ldots, \nu'_k$ denote the times when nodes are added to subtrees of $(T_n, 1)_{(j_1)_1}$ in $H'$. Then $H'$ is in $B$ if

$$ Y_{\nu'_i}(H') = Y_{\nu_i}(H), $$

for $i = 1, \ldots, k$. It is easy to see that equation (17) also defines an equivalence relation and partitions $B$ into equivalence classes. Hence, we may write

$$ B = \bigsqcup_{D \in \mathcal{Q}} D. $$

In particular, we have

$$ A \cap B = \left( \bigcup_{C \in \mathcal{P}} C \right) \cap \left( \bigcup_{D \in \mathcal{Q}} D \right) = \bigcup_{C \in \mathcal{P}} \bigcup_{D \in \mathcal{Q}} (C \cap D). $$

It now suffices to show that $\mathbb{P}(C \cap D) = \mathbb{P}(C)\mathbb{P}(D)$, since additivity then implies that we can obtain $\mathbb{P}(A \cap B) = \mathbb{P}(A)\mathbb{P}(B)$. Pick some set $\mathcal{C} \cap \mathcal{D}$ and some $H$ in $\mathcal{C} \cap \mathcal{D}$, and let $\nu_1, \ldots, \nu_k$ denote the times when a node is added to the subtree $(T_n, 1)_{(j_1)_1}$ in $H$.

The value of $Y_{\nu_i}(H)$ must be fixed for each $i \leq k$, and all histories $H'$ with $\nu'_i = \nu_i$ and $Y_{\nu'_i}(H') = Y_{\nu_i}(H)$ must also lie in $\mathcal{C} \cap \mathcal{D}$. In fact, $H$ is only permitted to vary after $\nu_k$, on the subtrees $(T_n, 1)_{(j_1,j'_2,...,j'_m)_1}$, for $m \geq 2$ and $j'_2 \neq j_2$, and on the subtrees $(T_n, 1)_{(j_1,j_2,j'_3,...,j'_m)_1}$, for $m \geq 3$.

Now, we simply realize that $\mathcal{C} \cap \mathcal{D}$ specifies $(R_i, Y_i)$, $\mathcal{C}$ specifies $R_i$, and $\mathcal{D}$ specifies $Y_i$. Furthermore, $R_i$ depends only on $R_{i-1}$ and $Y_{\tau_i}$ depends only on $Y_{\tau_{i-1}}$. It follows that $\mathbb{P}(C \cap D) = \mathbb{P}(C)\mathbb{P}(D)$, implying that $\mathbb{P}(A \cap B) = \mathbb{P}(A)\mathbb{P}(B)$, as well. Hence, $\mathcal{F}_{R,\tau_i}$ and $\mathcal{F}_{Y,\tau_i}$ are independent.

In particular, if we let $B_{(j_1)}$ and $B_{(j_1,j_2)}$ denote the limiting beta-distributed random variables, we have

$$ \mathbb{P}\{B_{(j_1)} \leq x, B_{(j_1,j_2)} \leq y\} = \lim_{k \to \infty} \mathbb{P}\left\{ \frac{E^\tau_k}{(d-2)n+2} \leq x, Y_{\tau_k} \leq y \right\} $$

$$ = \lim_{k \to \infty} \mathbb{P}\left\{ \frac{E^\tau_k}{(d-2)n+2} \leq x \right\} \mathbb{P}\{Y_{\tau_k} \leq y\} $$

$$ = \mathbb{P}\{B_{(j_1)} \leq x\} \mathbb{P}\{B_{(j_1,j_2)} \leq y\}. $$

Thus, the two random variables are independent, which is what we wanted to show.

### B.2 Proof of Lemma 4

We use the fact that $\frac{1}{2} \min(x, 1) \leq 1 - \exp(-x)$, for $x \geq 0$. This gives

$$ \frac{1}{2^{\ell(v)}} \prod_{i=1}^{\ell(v)} \min \left( - \sum_{k=1}^{i} \log(B'_{(j_1,...,j_k)}), 1 \right) \leq \prod_{i=1}^{\ell(v)} \left( 1 - \prod_{k=1}^{i} B'_{(j_1,...,j_k)} \right). $$
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from which we obtain
\[ \frac{1}{2^{\ell(v)}} B \leq \prod_{i=1}^{\ell(v)} \left( 1 - \prod_{k=1}^{i} B'_{(j_1, \ldots, j_k)} \right), \]
where \( B = \prod_{i=1}^{\infty} \min \left( -\sum_{k=1}^{i} \log(B'_{(j_1, \ldots, j_k)}), 1 \right) \).

Combining this bound with Lemma 12 in Appendix E, we then have
\[
\Pr \left\{ \prod_{i=1}^{\ell(v)} \left( 1 - \prod_{k=1}^{i} B'_{(j_1, \ldots, j_k)} \right) \leq \exp(-t) \right\} \leq \Pr \left\{ \frac{1}{2^{\ell(v)}} B \leq \exp(-t) \right\}
\]
\[ \leq 6 \cdot 2^{\ell(v)/4} \exp \left( -\frac{t}{4} \right), \]
as desired.

B.3 Proof of Lemma 5

Observe that
\[
\Pr \left\{ \exp(-t) \leq \prod_{i=1}^{\ell(v)} \prod_{k=1}^{i} B'_{(j_1, \ldots, j_k)} \right\} = \Pr \left\{ -\sum_{k=1}^{i} \log(B'_{(j_1, \ldots, j_k)}) \leq \frac{-t}{\ell(v)} \right\}
\]
\[ = \Pr \left\{ -\sum_{i=1}^{\ell(v)} \left[ 1 + \ell(v) - i \right] \log(B'_{(j_1, \ldots, j_1)}) \leq \frac{-t}{\ell(v)} \right\}. \tag{18} \]

We now use a Chernoff bound. Let \( P \) denote the expression on the right-hand side of inequality (18), and let \( \ell = \ell(v) \). For \( \lambda > 0 \), we have
\[
P \leq \mathbb{E} \exp \left( \lambda t - \left( -\sum_{i=1}^{\ell} \lambda \left[ 1 + \ell - i \right] \log(B_i) \right) \right)
\]
\[ = \exp(\lambda t) \prod_{i=1}^{\ell} \mathbb{E} \exp(\lambda \left[ 1 + \ell - i \right] \log(B_i))
\]
\[ = \exp(\lambda t) \prod_{i=1}^{\ell} \mathbb{E} \left[ B_i^{\lambda \left[ 1 + \ell - i \right]} \right]. \]

Now, we compute the moments as
\[
\mathbb{E} \left[ B_i^{\lambda \left[ 1 + \ell - i \right]} \right] = \frac{1}{\beta(1/2, 1)} \int_{0}^{1} x^{\lambda \left[ 1 + \ell - i \right] + \frac{1}{d-2} - 1} dx
\]
\[ = \frac{1}{d-2} \left( \frac{1}{\lambda \left[ 1 + \ell - i \right] + \frac{1}{d-2}} \right)
\]
\[ = \frac{1}{\lambda \left[ 1 + \ell - i \right] (d-2) + 1}. \]
Thus, we have
\[ P \leq \exp\left(\lambda t - \sum_{i=1}^{\ell} \log(\lambda[1 + \ell - i](d - 2) + 1)\right). \]

Using the fact that \( \log(x + 1)/x \) is nonincreasing when \( x \geq 0 \), we may further write
\[
\begin{align*}
P &\leq \exp\left(\lambda t - \sum_{i=1}^{\ell} \lambda[1 + \ell - i](d - 2) \frac{\log(\lambda[1 + \ell - i](d - 2) + 1)}{\lambda[1 + \ell - i](d - 2)}\right) \\
&\leq \exp\left(\lambda t - \sum_{i=1}^{\ell} \lambda[1 + \ell - i](d - 2) \frac{\log(\lambda\ell(d - 2) + 1)}{\lambda\ell(d - 2)}\right) \\
&\leq \exp\left(\lambda t - \frac{1}{\ell + 1} \log(\lambda\ell(d - 2) + 1) \sum_{i=1}^{\ell} [1 + \ell - i]\right) \\
&= \exp\left(\lambda t - \frac{\ell}{2} \log(\lambda\ell(d - 2) + 1)\right).
\end{align*}
\]

Let \( g(\lambda) \) denote the logarithm of the last expression as a function of \( \lambda \). We now find \( \lambda > 0 \) to minimize \( g(\lambda) \). Setting \( g'(\lambda^*) = 0 \) and solving, we obtain
\[ \lambda^* = \frac{\ell}{2t} - \frac{1}{\ell(d - 2)}. \]

Since \( g''(\lambda) > 0 \) for all \( \lambda > 0 \), we see that \( \lambda^* \) minimizes \( g \). Substituting this into our bound on \( P \), we then have
\[ P \leq \exp\left(\frac{\ell}{2} - \frac{t}{\ell(d - 2)} - \frac{\ell}{2} \log\left(\frac{\ell^2(d - 2)}{2t}\right)\right), \]
which completes the proof of the lemma.

C Proofs of Corollaries

In this appendix, we provide the proofs of Corollaries 1 and 2.

C.1 Proof of Corollary 1

From the bound of Theorem 1, it suffices to choose \( \eta \in (0, 1) \) and \( K \) large enough such that
\[ C_1 \eta^{1 + \frac{1}{d-2}} + C_2 K^{2 + \frac{1}{d-2}}(1 - \eta)^{K-1 + \frac{1}{d-2}} \leq \epsilon. \]

Suppose \( \epsilon < 2C_1 \). We will take \( \eta = \left(\frac{\epsilon}{2C_1}\right)^{\frac{d-2}{d+2}} \), so \( C_1 \eta^{1 + \frac{1}{d-2}} \leq \frac{\epsilon}{2} \). Taking logarithms, it now suffices to show that
\[ \left(2 + \frac{1}{d - 2}\right) \log K + \left(K - 1 + \frac{1}{d - 2}\right) \log\left(1 - \left(\frac{\epsilon}{2C_1}\right)^{\frac{d-2}{d+2}}\right) \leq \log\left(\frac{\epsilon}{2C_2}\right). \]

Clearly, this holds provided
\[
3 \log K - \frac{K}{2} \left(\frac{\epsilon}{2C_1}\right)^{\frac{d-2}{d+2}} \leq \log\left(\frac{\epsilon}{2C_2}\right), \tag{19}
\]
since \( d \geq 3 \) and \( \log(1 - x) \leq -x \) for \( x \in (0, 1) \). We will now show how to choose \( K \) such that

\[
3 \log K \leq \frac{K}{4} \left( \frac{e}{2C_1} \right)^{\frac{d-2}{d-1}}, \quad (20a)
\]

and

\[
\log \left( \frac{2C_2}{\epsilon} \right) \leq \frac{K}{4} \left( \frac{e}{2C_1} \right)^{\frac{d-2}{d-1}}. \quad (20b)
\]

Clearly, inequality (19) will follow from combining the bounds (20a) and (20b). Using the fact that \( \log K \leq K^{\frac{1}{d-1}} \) for sufficiently large \( K \), it is easy to see that inequality (20a) holds provided

\[
K \geq 2C_1 \cdot 12^{\frac{d-2}{d-1}}. 
\]

Furthermore, using the fact that \( \log \left( \frac{2C_2}{\epsilon} \right) \leq (\frac{2C_2}{\epsilon})^{\frac{1}{d-1}} \) for sufficiently small \( \epsilon \), inequality (20b) holds provided \( K \geq \frac{4}{\epsilon} \cdot (2C_1)^{\frac{d-2}{d-1}}(2C_2)^{\frac{1}{d-1}} \). We thus arrive at the desired result.

### C.2 Proof of Corollary 2

Suppose there is a vertex \( v \) such that \( \ell(v) > L \) and \( \varphi_{T_n}(v) \leq \varphi_{T_n}(1) \). It suffices to bound the probability that \( \varphi_{T_n}(v) \leq \varphi_{T_n}(1) \), since if this happens with low probability, then the probability that \( v \) is the rumor center is also low. Our plan is to use a sort of monotonicity to consider vertices far from the source at some fixed distance, rather than every distant vertex. We begin with the following lemma:

**Lemma 6.** Let \( u \) and \( v \) be vertices such that \( u \neq 1 \) and \( v \) is in the subtree \((T, 1)_{u_\downarrow} \). If \( \varphi_T(v) \leq \varphi_T(1) \), we also have \( \varphi_T(u) \leq \varphi_T(1) \).

**Proof.** Using our alternative notation, let \( v = (j_1, \ldots, j_{\ell(v)}) \). We will show that

\[
\varphi_T(j_1, \ldots, j_k) \leq \varphi_T(1), \quad \forall k \leq \ell(v). \tag{21}
\]

We proceed by induction. Note that the claim holds for \( k = \ell(v) \) by assumption. Now suppose the claim holds for \( k = K \), where \( K = \ell(v) \). By equation (6), this implies

\[
\prod_{i=1}^{k} n - |(T, 1)_{(j_1, \ldots, j_k)_\downarrow}| \leq |(T, 1)_{(j_1, \ldots, j_k)_\downarrow}| \leq 1.
\]

For simplicity, call these multiplicands \( f(i) \). The key observation is that as \( i \) increases, the subtree size \( |(T, 1)_{(j_1, \ldots, j_k)_\downarrow}| \) decreases. Thus, the function \( f(i) \) is strictly increasing.

First suppose \( f(K - 1) \leq 1 \). Then \( \prod_{i=1}^{K-1} f(i) \leq 1 \), implying that \( \varphi_T(j_1, \ldots, j_{K-1}) \leq \varphi_T(1) \). On the other hand, if \( f(K - 1) \geq 1 \), then \( f(K) \geq 1 \), also implying that

\[
\prod_{i=1}^{K-1} f(i) \leq \prod_{i=1}^{K} f(i) \leq 1.
\]

This implies the claim (21) and completes the induction.

By Lemma 6, there is a vertex \( u \) such that \( \ell(u) = L \), the vertex \( v \) is contained in \((T, 1)_{u_\downarrow} \), and \( \varphi_{T_n}(u) \leq \varphi_{T_n}(1) \). Hence,

\[
\limsup_{n \to \infty} \mathbb{P}\{\exists v : \ell(v) > L \text{ and } \varphi(v) \leq \varphi(1)\} \leq \mathbb{P}\{\exists u : \ell(u) = L \text{ and } \varphi(u) \leq \varphi(1)\}
\]

\[
\leq 7|u : \ell(u) = L| \exp\left(- \frac{L}{2} \log\left( \min\left\{ \frac{L(d - 2)}{4e \log(L)^2} : \frac{L}{2} \right\} \right)\right),
\]
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where the second inequality follows from Theorem 2. Observing that \(|u : \ell(u) = L| \leq d^L\) and using some simple algebra completes the proof of inequality (4).

Now, we derive our bound on the size of a \(1 - \epsilon\) confidence set. Clearly, it suffices to find \(L\) sufficiently large such that the following two inequalities hold:

\[
7 \exp\left(-\frac{L}{2} \log\left(\frac{L}{4ed^2 \log(L)}\right)\right) \leq \epsilon, \tag{22a}
\]

\[
7 \exp\left(-\frac{L}{2} \log\left(\frac{L}{2d^2}\right)\right) \leq \epsilon. \tag{22b}
\]

We first consider inequality (22a), which is equivalent to

\[
L \log\left(\frac{L}{4ed^2 \log(L)}\right) \geq 2 \log\left(\frac{7}{\epsilon}\right), \tag{23}
\]

Using the fact that \(\log L \leq \sqrt{L}\), inequality (23) is true provided \(L \geq 4 \frac{\log(\frac{7}{\epsilon})}{\log(4 \log(\frac{7}{\epsilon}))}\), or

\[
\frac{L}{C} \log\left(\frac{L}{C}\right) \geq 4 \log\left(\frac{7}{\epsilon}\right),
\]

where \(C = 16e^2 d^4\). We claim that this holds if

\[
\frac{L}{C} \geq \frac{8 \log\left(\frac{7}{\epsilon}\right)}{\log\left(4 \log\left(\frac{7}{\epsilon}\right)\right)}.
\]

Indeed, under inequality (24), we have

\[
\frac{L}{C} \log\left(\frac{L}{C}\right) \geq \frac{8 \log\left(\frac{7}{\epsilon}\right)}{\log\left(4 \log\left(\frac{7}{\epsilon}\right)\right)} \cdot \frac{8 \log\left(\frac{7}{\epsilon}\right)}{\log\left(4 \log\left(\frac{7}{\epsilon}\right)\right)} \cdot \frac{8 \log\left(\frac{7}{\epsilon}\right)}{\log\left(4 \log\left(\frac{7}{\epsilon}\right)\right)}.
\]

Using the bound \(\log x \leq 2 \sqrt{x}\), with \(x = 4 \log\left(\frac{7}{\epsilon}\right)\), we then have

\[
\frac{L}{C} \log\left(\frac{L}{C}\right) \geq \frac{8 \log\left(\frac{7}{\epsilon}\right)}{\log\left(4 \log\left(\frac{7}{\epsilon}\right)\right)} \cdot \frac{1}{2} \log\left(4 \log\left(\frac{7}{\epsilon}\right)\right) = 4 \log\left(\frac{7}{\epsilon}\right),
\]

as wanted. To establish inequality (22b), we need to show that

\[
\frac{L}{d^2} \log\left(\frac{L}{2d^2}\right) \geq \frac{1}{d^2} \log\left(\frac{7}{\epsilon}\right).
\]

By a similar argument as before, this holds provided

\[
\frac{L}{d^2} \geq \frac{2 \log\left(\frac{7}{\epsilon}\right)}{\log\left(\frac{1}{d^2} \log\left(\frac{7}{\epsilon}\right)\right)}.
\]

The desired result then follows.

D Proofs of Propositions in Section 4

In this appendix, we prove the propositions stated in Section 4, concerning the behavior of the diffusion estimators on asymmetric graphs. Several supporting results are stated and proved in Appendix D.3.
D.1 Proof of Proposition 1

Let \( v = (j_1, \ldots, j_{\ell(v)}) \) under the alternative labeling scheme. From the argument in the proof of
Theorem 2, we know that

\[
\mathbb{P}\{\varphi_{T_n}(v^*) < \varphi_{T_n}(1)\} = \mathbb{P}\left\{ \frac{\ell(v)}{n} \left( 1 - \frac{1}{n} |(T_n, 1)_{\{j_1, \ldots, j_{\ell(v)}\}}| \right) < \frac{\ell(v)}{n} |(T_n, 1)_{\{j_1, \ldots, j_{\ell(v)}\}}| \right\}.
\]

If we take the limit superior as \( n \) goes to infinity on each side, each of the \(|(T_n, 1)_{\{j_1, \ldots, j_{\ell(v)}\}}| / n\) terms tends to 1 almost surely, by Lemma 9. Thus,

\[
\limsup_{n \to \infty} \mathbb{P}\{\varphi_{T_n}(v^*) < \varphi_{T_n}(1)\} = \mathbb{P}\left\{ \frac{\ell(v)}{n} \frac{1}{(\ell(v))} < \frac{n}{\ell(v)} \right\} = 1,
\]

establishing the first assertion.

To prove the inequality for \( \psi \), consider \( \frac{\psi_{T_n}(1)}{n} \) and \( \frac{\psi_{T_n}(v^*)}{n} \). Again using Lemma 9, we have

\[
1 = \lim_{n \to \infty} \frac{1}{n} |(T_n, 1)_{v^*}| \leq \lim_{n \to \infty} \frac{1}{n} \max_{v \in \mathcal{V}(T_n) \setminus \{1\}} |(T_n, 1)_{v}| = \frac{\psi_{T_n}(1)}{n}.
\]

On the other hand, note that

\[
\frac{\psi_{T_n}(v^*)}{n} = \lim_{n \to \infty} \frac{1}{n} \max_{v \in \mathcal{V}(T_n) \setminus \{v^*\}} |(T_n, v^*)_{v^*}| = \max\{B_1, \ldots, B_{D-1}\},
\]

where \( \{B_1, \ldots, B_{D-1}\} \) has a Dirichlet \( \left( \frac{1}{D-2}, \ldots, \frac{1}{D-2} \right) \) distribution. Since the maximum of the \( B_i \)'s is almost surely less than 1, we see that

\[
\limsup_{n \to \infty} \mathbb{P}\left\{ \frac{\psi_{T_n}(v^*)}{n} < \frac{\psi_{T_n}(1)}{n} \right\} = 1,
\]

which completes the proof.

D.2 Proof of Proposition 2

Note that when we examine the diffusion separately on either \( \mathcal{G}_d \) or \( \mathcal{G}_D \), it behaves exactly as it would on a \( d \)-regular or \( D \)-regular tree. Additionally, we do not have to worry that the diffusion will be finite on either subtree, by Lemma 10. Hence,

\[
\limsup_{n \to \infty} \mathbb{P}\{1 \notin H_{\varphi,L}(T_{n,d}^o) \mid 1 \in T_{n,d}\} \leq 7 \exp\left( -\frac{L}{2} \log \left( \min \left\{ \frac{L(d-2)}{4ed^2 \log(L)}, \frac{L}{2d^2} \right\} \right) \right), \tag{25}
\]

as in Corollary 2, and the analogous statement holds for a diffusion starting in \( T_{n,D} \). Using basic conditional probability, we then obtain

\[
\limsup_{n \to \infty} \mathbb{P}\{1 \notin H_{\varphi,L}\} = \limsup_{n \to \infty} \mathbb{P}\{1 \notin H_{\varphi,L}(T_{n,d}^o) \mid 1 \in T_{n,d}\} \mathbb{P}\{1 \in T_{n,d}\} \nonumber
\]

\[
+ \limsup_{n \to \infty} \mathbb{P}\{1 \notin H_{\varphi,L}(T_{n,D}^o) \mid 1 \in T_{n,D}\} \mathbb{P}\{1 \in T_{n,D}\} \nonumber
\]

\[
\leq 7 \exp\left( -\frac{L}{2} \log \left( \min \left\{ \frac{L(D-2)}{4eD^2 \log(L)}, \frac{L}{2D^2} \right\} \right) \right),
\]

where the inequality comes from the fact that \( \mathbb{P}\{1 \in T_{n,d}\} + \mathbb{P}\{1 \in T_{n,D}\} = 1 \) and the bound (25) is larger for \( D \) than for \( d \). This completes the proof.
D.3 Supporting Lemmas

This subsection contains additional results employed in the proofs derived earlier in this appendix.

Lemma 7. Let \( \{T_n\} \) be a diffusion on \( G^* \), and suppose the diffusion reaches vertex \( u \) at time \( n \). Let \( v \) be a neighbor of \( u \) such that \( v \not\in V(T_n) \). Then the diffusion reaches vertex \( v \) almost surely.

Proof. Let \( E_k \) denote the number of edges between \( V(T_k) \) and \( V(G^* \setminus T_k) \), and let \( A \) denote the event that \( v \) is not in \( V(T_k) \), for any \( k \). Then we have

\[
\mathbb{P}(A) = \prod_{k=n+1}^{\infty} \frac{E_k - 1}{E_k} \\
\leq \prod_{k=n+1}^{\infty} \left( 1 - \frac{1}{(D+1)k} \right) \\
= \exp \left( \sum_{k=n+1}^{\infty} \log \left( 1 - \frac{1}{(D+1)k} \right) \right) \\
\leq \exp \left( \sum_{k=n+1}^{\infty} - \frac{1}{(D+1)k} \right) \\
= 0.
\]

Note that the first inequality comes from the fact that the degree of every vertex is at most \( D+1 \), so \( E_k \leq (D+1)k \). This proves the lemma.

Lemma 8. Let \( \{T_n\} \) be a diffusion on \( G^* \), and let \( v \) be any vertex. Then the diffusion reaches \( v \) almost surely.

Proof. If \( v \) is the source, we are done. So suppose that \( v \) is not the source, and let \( (v_0, v_1, \ldots, v_{k-1}, v_k) \) denote a path from the source to \( v \). Let \( R_i \) be the event that the diffusion reaches \( v_i \). Then we have

\[
\mathbb{P}(R_k) = \mathbb{P}(R_k| R_{k-1}) \mathbb{P}(R_{k-1}) = \prod_{i=1}^{k} \mathbb{P}(R_i| R_{i-1}).
\]

By Lemma 7, each of the terms in the product is 1. Thus, the diffusion reaches \( v \) almost surely.

Lemma 9. Let \( \{T_n\} \) be a diffusion on \( G^* \). Let \( u \) be a vertex in \( G_d \), and suppose the diffusion has reached \( u \). If \( v \) lies on the path between \( u \) and \( v^* \), then \( \lim_{n \to \infty} \frac{|(T_n,u,v)|}{n} = 1 \). If \( v \) is in \( G_d \) but does not lie on the path between \( u \) and \( v^* \), then \( \lim_{n \to \infty} \frac{|(T_n,u,v)|}{n} = 0 \).

Proof. By hypothesis, there exists \( j \) such that \( u \) is in \( T_j \). By Lemma 8, there exists \( k \) such that \( v^* \) is in \( T_k \). Let \( N = \max(j, k) \).

At time \( N \), define \( E^d_n \) to be the number of edges between \( T_n \) and \( G_d \setminus T_n \), and define \( E^D_n \) to be the number of edges between \( T_n \) and \( G_D \setminus T_n \). Starting with \( n = N \), the pair \( (E^d_n, E^D_n) \) evolves according to a Pólya urn. However, the replacement matrix in this case is diagonal with entries \( d-2 \) and \( D-2 \), respectively. By Corollary 1 of Athreya [2], the random variables \( \frac{E^D_n}{E^d_n + E^D_n} \) and \( \frac{E^d_n}{E^d_n + E^D_n} \) converge to 1 and 0, respectively. Furthermore, note that

\[
E^D_n = (D-2)|\langle T_n, u \rangle_{v^*}^\perp| + 2,
\]
\[ E_n^d = (d - 2)(n - |(T_n, u)_{v^*\downarrow}|) + 2. \]

In particular, \( \frac{E_n^D - E_n^d}{E_n^D + E_n^d} \rightarrow 1 \) implies that
\[
\frac{(D + d - 4)\frac{|(T_n, u)_{v^*\downarrow}|}{n} - (d - 2)}{(D - d)\frac{|(T_n, u)_{v^*\downarrow}|}{n} + (d - 2) + \frac{4}{n}} \rightarrow 1,
\]
from which we may conclude that \( \lim_{n \to \infty} \frac{|(T_n, u)_{v^*\downarrow}|}{n} = 1 \). For \( v \) on the path between \( u \) and \( v^* \), we see that \( |(T_n, u)_{v^*\downarrow}| \leq |(T_n, u)_{v\downarrow}| \), since the subtree rooted at \( v \) contains the subtree rooted at \( v^* \). If \( v \) is not on the path between \( u \) and \( v^* \), we have
\[
\lim_{n \to \infty} \frac{|(T_n, u)_{v\downarrow}|}{n} \leq \lim_{n \to \infty} \frac{n - |(T_n, u)_{v^*\downarrow}|}{n} = 0,
\]
which completes the proof.

**Lemma 10.** Let \( \{T_n\} \) be a diffusion on \( G^* \). Let \( T_{n,d} \) and \( T_{n,D} \) be the diffusion subtrees on \( G_d \) and \( G_D \), respectively. Then
\[
\lim_{n \to \infty} |T_{n,d}| = \lim_{n \to \infty} |T_{n,D}| = \infty,
\]
onlyx{almost surely.}

Proof. We prove the claim for \( |T_{n,d}| \), since the proof for \( |T_{n,D}| \) is identical. Let \( M \) be a positive integer. Pick a set of vertices \( S_M^d = \{v_1, \ldots, v_M\} \) in \( G_d \) of size \( M \). If we let \( A_i \) be the event that the diffusion fails to reach \( v_i \), we have
\[
\mathbb{P} \left( \bigcup_{i=1}^M A_i \right) \leq \sum_{i=1}^M \mathbb{P}(A_i) = 0,
\]
by Lemma 8. Thus, there exists an \( N \) such that \( |T_{N,d}| \geq M \), almost surely.

**E Auxiliary Lemmas**

This appendix contains further technical results used in the proofs of the paper.

The following lemma is a stochastic domination result for beta random variables:

**Lemma 11.** Let \( B \) and \( B' \) be Beta \( \left( \frac{d-1}{d-2}, \frac{d-1}{d-2} \right) \) and Beta \( \left( \frac{1}{d-2}, 1 \right) \) random variables, respectively. Then \( B' \) stochastically dominates \( B \); i.e.,
\[
\mathbb{P}\{B \geq t\} \leq \mathbb{P}\{B' \geq t\},
\]
for any \( t \).

Proof. Consider two Pólya urns. Let the contents of the first and second urns be \( (C_n^{(d-1)}, D_n^{(d-1)}) \) and \( (C_n^{(d-2)}, D_n^{(d-2)}) \), respectively, after the \( n \)th draw. The initial conditions are \( (1, d - 1) \) and \( (1, d - 2) \), respectively, and the replacement matrix is \( (d - 2)I_2 \) for both urns.

We only need to show that
\[
\mathbb{P}\left\{ \frac{1}{d + n(d - 2)} C_n^{(d-1)} \geq t \right\} \leq \mathbb{P}\left\{ \frac{1}{d - 1 + n(d - 2)} C_n^{(d-2)} \geq t \right\},
\]
(26)
since taking the limit as \( n \to \infty \) would give
\[
P\{B \geq t\} \leq P\{B' \geq t\}.
\]

We can prove equation (26) by a coupling argument over a suitable probability space. Let \( U_1, \ldots, U_n \) be i.i.d. Uniform\([0, 1]\) random variables. Define \( F_0^{(d-1)} = F_0^{(d-2)} = 1 \), and \( F_i^{(d-1)} \) and \( F_i^{(d-2)} \), for \( i > 0 \), to be
\[
F_i^{(j)} = \begin{cases} 
F_{i-1}^{(j)} + d - 2, & \text{if } U_i \leq \frac{F_{i-1}^{(j)}}{1 + j + (i-1)(d-2)}; \\
F_{i-1}^{(j)}, & \text{if } U_i > \frac{F_{i-1}^{(j)}}{1 + j + (i-1)(d-2)}. 
\end{cases}
\]

By design, we have
\[
P\{F_i^{(j)} \geq t\} = P\{B_i^{(j)} \geq t\}
\]
for both \( j = d - 1 \) and \( j = d - 2 \), so it suffices to show that \( F_n^{(d-1)} \leq F_n^{(d-2)} \), for all \( n \). This is simple to show by induction. The inequality is true for \( n = 0 \). Now suppose \( F_i^{(d-1)} \leq F_i^{(d-2)} \) for all \( i < I \), where \( I \geq 1 \). Then \( U_I \) is in either
\[
\left[0, \frac{F_{I-1}^{(d-1)}}{d + (I-1)(d-2)}\right], \text{ in } \left(\frac{F_{I-1}^{(d-1)}}{d + (I-1)(d-2)}, \frac{F_{I-1}^{(d-2)}}{d + (I-1)(d-2)}\right], \text{ or in } \left(\frac{F_{I-1}^{(d-2)}}{d + (I-1)(d-2)}, 1\right].
\]
In the first case, we have
\[
F_I^{(d-1)} = F_{I-1}^{(d-1)} + d - 2 \leq F_{I-1}^{(d-2)} + d - 2 = F_I^{(d-2)}.
\]
In the second case, we have
\[
F_I^{(d-1)} = F_{I-1}^{(d-1)} < F_{I-1}^{(d-2)} + d - 2 = F_I^{(d-2)}.
\]
In the third case, we have
\[
F_I^{(d-1)} = F_{I-1}^{(d-1)} \leq F_{I-1}^{(d-2)} = F_I^{(d-2)}.
\]
This proves that \( F_n^{(d-1)} \leq F_n^{(d-2)} \) for all \( n \), which completes the proof of the lemma.

We also have the following lemma concerning concentration of a function of beta random variables:

**Lemma 12.** Let \( B = \prod_{i=1}^{\infty} \min\left(-\sum_{k=1}^{i} \log(B_k), 1\right) \), where the \( B_k \)'s are i.i.d. Beta\(\left(\frac{1}{d-2}, 1\right)\) random variables. Then
\[
P\{B \leq s\} \leq 6s^\frac{d}{2},
\]
for all \( s > 0 \).

**Proof.** The proof is essentially the same as the proof of Lemma 2 in Bubeck et al. [7], but we include it here for completeness. For brevity, let \( P \) denote the probability we wish to bound. First note that \( -\log(B_k) \) is an exponential random variable with parameter \( \frac{1}{d-2} \). This can be seen easily by computing
\[
P\{-\log(B_k) \leq s\} = P\{B_k \geq e^{-s}\}
\]
\[
= \frac{1}{d-2} \int_{e^{-s}}^{1} x^{\frac{1}{d-2} - 1} dx
\]
\[
= 1 - e^{-\frac{s}{d-2}}.
\]
Also observe that $- \sum_{k=1}^{\infty} \log(B_k) > 1$, almost surely. Thus, for some $j$, we see that we have $- \sum_{k=1}^{j} \log(B_k) \leq 1$ and $- \sum_{k=1}^{j+1} \log(B_k) > 1$. Hence,

$$P = \mathbb{P}\left\{ \exists j : - \sum_{k=1}^{j} \log(B_k) \leq 1, \text{ and } - \sum_{k=1}^{j+1} \log(B_k) > 1, \text{ and } \prod_{i=1}^{j} \left( - \sum_{k=1}^{i} \log(B_k) \right) \leq s \right\} \leq \sum_{j=1}^{\infty} \min\left( \mathbb{P}\left\{ - \sum_{k=1}^{j} \log(B_k) \leq 1 \right\}, \mathbb{P}\left\{ - \sum_{k=1}^{j+1} \log(B_k) > 1 \text{ and } \prod_{i=1}^{j} \left( - \sum_{k=1}^{i} \log(B_k) \right) \leq s \right\} \right). \quad (27)$$

We now analyze the probability of each event appearing in inequality (27). It is easy to see that $- \sum_{k=1}^{j} \log(B_k)$ has a Gamma $\left( j, \frac{1}{d-2} \right)$ distribution, by considering characteristic functions. Thus,

$$\mathbb{P}\left\{ - \sum_{k=1}^{j} \log(B_k) \leq 1 \right\} = \frac{(d-2)^{-j}}{j!} \int_{0}^{1} x^{j-1} e^{- \frac{x}{d-2}} dx \leq \frac{(d-2)^{-j}}{(j-1)!} \int_{0}^{1} x^{j-1} dx = \frac{(d-2)^{-j}}{j!}. \quad (28)$$

To analyze the second quantity in inequality (27), we write

$$\prod_{i=1}^{j} \left( - \sum_{k=1}^{i} \log(B_k) \right) = - \sum_{i=1}^{j+1} \log(B_k) \prod_{i=1}^{j} \left( - \sum_{k=1}^{i} \log(B_k) \right).$$

By properties of exponential random variables, the vector $\left( - \sum_{k=1}^{i} \log(B_k) / (- \sum_{i=1}^{j+1} \log(B_k)) \right)_{i=1,...,j}$ is equal in distribution to the vector $(U_{(i)})_{i=1,...,j}$ where $U_1, \ldots, U_j$ are i.i.d. Uniform$[0,1]$ random variables. Thus, we have

$$\mathbb{P}\left\{ - \sum_{k=1}^{j+1} \log(B_k) > 1 \text{ and } \prod_{i=1}^{j} \left( - \sum_{k=1}^{i} \log(B_k) \right) \leq s \right\} \leq \mathbb{P}\left\{ \prod_{i=1}^{j} U_i \leq s \right\} \leq \mathbb{E} \left[ \frac{\sqrt{s}}{\prod_{i=1}^{j} \sqrt{U_i}} \right] \leq 2^{j} \sqrt{s}, \quad (29)$$

where the second inequality follows from Markov’s inequality. Applying the fact $\min(a, b) \leq \sqrt{ab}$ to inequality (27) and using the bounds (28) and (29), we then obtain

$$P \leq \sum_{j=1}^{\infty} \sqrt{ \left( \frac{2}{d-2} \right)^{j} \frac{\sqrt{s}}{j!} } \leq 6s^\frac{1}{2},$$

which completes the proof of the lemma. \qed