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Abstract—In recent years, several progressive works [1]–[5] promote the development of aerial tracking. One of the representative works is our previous work Fast-tracker [5] which is applicable to various challenging tracking scenarios. However, it suffers from two main drawbacks: 1) the over simplification in target detection by using artificial markers and 2) the contradiction between simultaneous target and environment perception with limited onboard vision. In this paper, we upgrade the target detection in Fast-tracker [5] to detect and localize a human target based on deep learning and non-linear regression to solve the former problem. For the latter one, we equip the quadrotor system with 360° active vision on a customized gimbal camera. Furthermore, we improve the tracking trajectory planning in Fast-tracker [5] by incorporating an occlusion-aware mechanism that generates observable tracking trajectories. Comprehensive real-world tests confirm the proposed system’s robustness and real-time capability. Benchmark comparisons with Fast-tracker [5] validate that the proposed system presents better tracking performance even when performing more difficult tracking tasks.

I. INTRODUCTION

Tracking a moving target with flying robots blooms in both industry and academia in recent years. Thanks to the advancement of vision and navigation technology, aerial tracking has shown significant robustness and impressive agility. In our previous work, we present a complete aerial tracking system Fast-Tracker [5], which enables a quadrotor to autonomously track an agile target with uncertain intention in unknown cluttered environments, and has been successfully applied in versatile scenarios.

However, Fast-Tracker [5] still has severe drawbacks. Chiefly, the artificial marker-based target detection module hinders the wider application of our system. In this paper, we upgrade the target perception as a marker-less one, which detects a human target based on deep learning and estimates its location with pre-trained non-linear regression. Besides, as pointed out in Fast-Tracker [5], it is contradictory to simultaneously detect the target and surrounding obstacles with the limited field of view (FoV). To resolve this, we replace the camera array mechanism in Fast-Tracker [5] with a lightweight gimbal onboard the quadrotor (as shown in Fig.1b) to separate the vision for tracking and for environment sensing. The conflict between the target and environment has been resolved with the actively controllable gimbal camera, and the quadrotor itself focuses more on safe navigation. In addition, we incorporate an occlusion penalty in our path searching method that encourages the quadrotor to find observable paths while tracking.

On the whole, our systematic solution consists of five steps in a cascaded way: 1) the detection and location estimation of a human target (Sect. IV); 2) the prediction of target future motion without its motion intention (Sect. V-A); 3) the tracking path searching (Sect. V-B) with an occlusion-aware mechanism; 4) the generation of safe and dynamically feasi-
ble tracking trajectories (Sect. V-C); 5) the construction of an onboard system (Sect. VI) with omnidirectional vision. The proposed solution addresses most of the major challenges in aerial tracking.

The proposed methods are integrated into a quadrotor system (as shown in Fig.2). Sufficient experiments in difficult real-world environments validate that the system can accurately detect and localize a human target, then aggressively and safely track it. We also compare this work with Fast-Tracker [5]. The results show that even the target detection and localization task becomes more challenging, the proposed system still achieves better tracking performance.

Contributions of this paper are:

1) A lightweight and intention-free human target detection and localization method based on deep learning and non-linear regression.
2) Improvement of the integrated online tracking planning module in Fast-Tracker [5] by incorporating an occlusion-aware mechanism.
3) An onboard quadrotor system that integrates the proposed methods and the presentation of the systematic solution with extensive tests and evaluations.

II. RELATED WORK

A. Aerial Tracking Systems

Some previous works [6]–[8] develop aerial tracking systems based on vision-based controllers that take the distance error from the quadrotor to the target obtained from the image space as the feedback. These methods fail to consider safety constraints, thus limiting the tracking scenarios only in wide-open areas. In recent years, several works [1]–[5] present more complete aerial tracking systems that consider obstacle avoidance, dynamical feasibility, and tracking efficiency. Nügeli et al. [1] rely on ground truth of the target’s location and set a strong assumption on the obstacle’s shape, limiting the application scenarios to artificial environments. Bonatti et al. [2] use a long range LiDAR sensor for mapping and use GPS for localization. However, bulky LiDAR sensors and GPS-based sensors can only be deployed on large outdoor platforms. Such system settings cannot work properly in indoor or cluttered environments like Fast-Tracker [5] does. Jeon et al. [3] require a prebuilt environmental map and assume that the target moves through a set of given via-points, making the system hard to be applied out of laboratories. Chen et al. [4] and Fast-Tracker [5] are able to handle unknown obstacle information and free moving target. Nevertheless, the two systems both depend on handcrafted marker-based target detection which oversimplifies the detection task. In short, the above aerial tracking systems are not applicable to challenging field applications.

B. Target Prediction and Tracking Trajectory Planning

The prediction module estimates the target’s future motion as a guidance for trajectory planning. Similar schemes are proposed in [1, 2, 7] that adopt Kalman Filter with a specific motion model which is not accurate enough to precisely predict the future motion of a target with uncertain intention. Jeon et al. [3] utilize covariant optimization that incorporates collision avoidance for target motion prediction. However, the collision term in the objective is computed from the Euclidean signed distance field (ESDF), consuming substantial computing resources. To estimate the target’s future motion, Chen et al. [4] adopt polynomial regression which is
formulated as quadratic programming (QP). Fast-Tracker [5] improves this method by adding dynamic constraints and time-variant confidence in the target predicted trajectory optimization.

As for tracking trajectory planning, Nägeli et al. [1] propose a receding horizon Model Predictive Control (MPC) planner that considers visibility to targets, collision avoidance, and occlusion minimization. Similarly, the planning module in [2] optimizes a set of cost functions based on covariant gradient descent. However, the optimization formulations both contain multiple non-convex terms, and the solution might fall into a local minimum. Jeon et al. [3] propose a bi-level approach composed of a graph-search based path planner and a hard-constrained trajectory optimizer. Because a dense local graph has to be built and traversed in every search process, the graph-search method is highly time-consuming. Chen et al. [4] optimize the tracking error and high-order derivatives of the trajectory within a flight corridor. Nevertheless, this work fails to account for occlusion against obstacles.

C. Human Detection and Localization

Several previous works [2, 8, 9] focus on detecting 2D targets utilizing monocular images and recovering their 3D location. Bonatti et al. [2] combine MobileNet [10] and Faster-RCNN [11] for target detection. A ray-casting module is then proposed to project the 2D bounding box onto a height map provided by an onboard LiDAR sensor. As stated above, the LiDAR sensor is a heavy load in target tracking scenarios. Cheng et al. [8] set a tracking scenario that the quadrotor flies at a high altitude and subsequently considers the human target as a point. The quadrotor’s altitude is then approximated as the target’s depth in the images and utilized for 3D location estimation. However, the high-altitude flight prevents the method from applying to indoor or narrow environments. Huang et al. [9] use a sequence-to-sequence network to estimate 3D pose from a sequence of 2D joints obtained from skeleton detection and then define an optimization function to estimate the target’s location. The above methods are mainly used in aerial cinematography, where target pose estimation is required for planning the shooting angle. As for aerial tracking, there is no pressing need for target pose estimation. Compared with [9], although we use skeleton detection method as well, we directly estimate the location of the target without pose estimation to save computing resources.

To enable active vision and improve noisy target observations, previous works [1, 2, 8, 9, 12, 13] equip an onboard 3-DOF gimbal camera. The target can be kept at the desired position within the camera plane by adopting closed-loop controllers or optimization methods. In fact, due to the fact that target does not move drastically in the vertical direction in most tracking scenarios, controlling its horizontal position in the camera plane is sufficient to avoid target loss. We thus customize a lightweight 1-DOF gimbal instead, ensuring the agility of the proposed quadrotor system. We also equip an electrical slip ring structure to enable free rotation of the gimbal to enhance target perception capability.

III. OVERVIEW

A. Problem Formulation

The overall task is to control a quadrotor to detect, localize, and track a human target with uncertain intention in unknown environments. Let \( \hat{p}_t^w = \{x_t^w, y_t^w, z_t^w\} \in \mathbb{R}^3 \) be the the estimated 3D position of the target in the world frame (Sect. IV), and \( \hat{P}_t(t) : (t_c, t_p) \to \mathbb{R}^3 \) be the target predicted trajectory from the current time \( t_c \) to \( t_p \) (Sect. V-A). For the quadrotor planning module, we use voxel occupancy grids denoted as \( G : \mathbb{R}^3 \to [0, 1] \) to represent the environment. Using \( \hat{P}_t \) as a guidance, the front-end path searching method generates a grid path with kinodynamic information (Sect. V-B). Utilizing the end-derivatives and the flight corridor \( F \) obtained from the grid path, the back-end optimizer generates a piecewise-polynomial trajectory \( P_q(t) \in \mathbb{R}^3 \) for the quadrotor to track the target (Sect. V-C).

For the tracking scenarios, we make a set of simplifying assumptions:

1) The target’s motion in the vertical direction is negligible during the tracking process.
2) The upper body length of the target remains roughly the same.
3) The target moves smoothly with bounded velocity and acceleration.

B. Active Vision Design

According to assumption 1, we focus on controlling the target’s horizontal position in the camera plane. An 1-DOF gimbal is thus deployed to control the camera’s yaw angle so that the target is positioned in the middle of the frame in the horizontal direction. We use a PI controller to control the camera independently of the quadrotor’s motion planning.

Since the camera and the gimbal are fixed, the camera’s connection cable will limit its rotation. To enable the gimbal motor’s free rotation, we replace the connection cable with a customized electrical slip ring. A slip ring’s primary
components are a rotating ring and stationary brushes that rub with the ring, as illustrated in Fig. 3. Data transmission between the spinning and stationary cables is realized for they are connected with the rotating ring and the brushes, respectively. Therefore, the camera can rotate freely while remaining connected with the onboard computer.

Credit to the active vision, we now keep the quadrotor facing the direction of its linear velocity rather than facing the target. As a result, the target and the surrounding obstacles can be well observed at the same time.

IV. HUMAN DETECTION WITH LOCATION REGRESSION

This section elaborates on the human target detection and localization methods. Utilizing monocular images obtained from the gimbal camera, this module outputs \( \hat{p}_w^t = \{x_w^t, y_w^t, z_w^t\} \). The entire module is shown in Fig. 4.

A. Human Target Detection

For human detection, we apply OpenPose [14], a deep learning based 2D pose estimation method which detects 2D joints, namely the head, shoulders, knees, etc.. OpenPose adopts a bottom-up parsing architecture that jointly learn part locations and their association via Part Affinity Fields (PAFs) and presents remarkable performance and efficiency. We equip OpenPose with TensorRT\(^1\) inference optimizer to ensure real-time capability on the onboard platform.

Due to assumption 2, the target’s upper body length can be utilized as an invariant feature. We take the the distance from the hip to the neck in the camera plane as the upper body length and utilizes it for target localization.

B. Non-linear Regression Based Target Localization

Let \( L_t \) be the detected upper body length in the camera plane. We also utilize the \( u \) coordinate value of the target’s center in the camera plane denoted as \( u^t \). Non-linear functions are used to establish the mapping from \( L_t \) and \( u^t \) to the estimated target location in the camera frame denoted as \( \hat{p}_c^t = \{x_c^t, y_c^t, z_c^t\} \). Especially, \( z_c^t \) is set to be a constant because of assumption 1. We then define the following functions with a set of undetermined parameters:

\[
\begin{align*}
    x_c^t &= \lambda_1 e^{k_1 L_t} + \lambda_2 e^{k_2 L_t}, \\
    y_c^t &= (\lambda_3 e^{k_3 u^t} + \lambda_4 e^{k_4 u^t})(a x_c^t + b).
\end{align*}
\]  

(1)

In practice, we make a dataset under the ground truth obtained from a motion capture system (mocap) to train these parameters. \( \hat{p}_c^t \) is converted to \( \hat{p}_w^t \) through coordinate transformation in the end.

We test the performance of the location regression method, as shown in Fig. 5. The average distance error is about 20cm, which is acceptable for the tracking scenarios. The results (Sect. VI) also confirm that this method is practical and effective.

V. ONLINE TRACKING PLANNING

In this section, we introduce the tracking planning module of Fast-Tracker [5] shown in Fig. 6 and the proposed improvements on it.

A. Target Motion Prediction

This method updates the target predicted trajectory \( \hat{P}_t(t) : (t_c, t_p) \) utilizing the past target estimations acquired from Sect. IV. Polynomial regression is adopted to fit the target motion estimations. We specially use Bernstein basis polynomial (Bézier curve) to enforce dynamical constraints due to its convex hull property and hodograph property (described in [15]). The target predicted trajectory is presented as:

\[
\hat{P}_t(t) = \sum_{i=0}^{n} c_i b_i^n(t),
\]

(2)

\(^1\)https://github.com/NVIDIA/TensorRT
where each $b^n_i(t) = \binom{n}{i} t^i (1 - t)^{n-i}$ is an n-degree Bernstein polynomial basis, and $[c_0, c_1, ..., c_n]$ is the set of control points of the Bézier curve.

The objective function $J_{pre}$ is formulated as QP that includes the residual term $J_d$ and regularization term $J_r$:

$$ J_{pre} = J_d + J_r, $$

where $J_d$ minimizes the distance residual between $\hat{P}_t$ and the past target location estimations. $J_r$ is an acceleration regulator for avoiding over-fitting.

Based on assumption 3, the predicted velocity and acceleration are constrained in pre-defined ranges to ensure the dynamical feasibility. Time-variant weights are also added to decrease the confidence of old target location estimations. The obtained trajectory is then extrapolated to $(t_c, t_g)$ for target motion prediction. The detailed formulations are described in [5].

A target-relocating strategy is proposed in Fast-Tracker [5] to make the quadrotor actively explore and rediscover the target after losing it. With the active vision, we keep the gimbal rotating to search for the target during the relocating process. This mechanism improves the target-relocating strategy’s effectiveness and is presented in the results (Sect. VI).

### B. Occlusion-aware Tracking Path Searching

The path searching method is originated from hybrid A* algorithm [16]. Let the position and velocity vector $x = (p_x, p_y, p_z, v_x, v_y, v_z)^T$ be the state of the quadrotor. The quadrotor’s acceleration is taken as the control input $u$ and discretized to generate motion primitives, namely the nodes in hybrid A* algorithm.

The cost function of each node is written as $f_c = g_c + h_c$, where $g_c$ represents the actual cost from the initial state $x_0$ to the current expanded state $x_c$ and $h_c$ means the heuristic cost. $g_c$ balances the control-effort $u$ and the time $T$ of a trajectory by minimizing a energy-time cost defined as:

$$ J_t = \int_0^T ||u(\tau)||^2 d\tau + \rho T, $$

where $\rho$ is the weight term. In practice, this cost function is discretized to be the sum of the expanded nodes’ cost.

$h_c$ considers the heuristic cost from $x_c$ to the goal state $x_g$. We denote the dynamic cost from $x_c$ to $x_g$ as $D(x_c, x_g)$. It is obtained from solving an optimal boundary value problem (OBVP) proposed in [17]. To make the path search both reliable and forward-looking, we use the weighted value of the target’s current state $x_{tc}$ and predicted state $x_{tp}$ obtained from $\hat{P}_t$ as the goal state $x_g$. Moreover, a time penalty $P_{time}$ is added to $h_c$ speed up searching.

In this paper, occlusion check is conducted between $x_c$ and $x_{tp}$ in each expanding process. We claim that occlusion will happen if the line from $x_c$ to $x_{tp}$ collides with obstacles, and this node cannot pass the occlusion check. An additional term $P_{occ}$ is then added to $h_c$ to penalize such nodes. This mechanism is illustrated in Fig.7. In general, $h_c$ is formulated as follows:

$$ h_c = D(x_c, x_g) + P_{time} + P_{occ}. $$
C. Safe Tracking Trajectory Generation

We use the efficient spatial-temporal piece-wise polynomial trajectory generator [18] for back-end optimization. This method derives an analytic gradient for the waypoints \( q_w \) and piece times \( T \) of with linear complexity. Leveraging the exact gradient, the decision variables are reduced into \( q_w \) and \( T \).

Chiefly, a flight corridor \( F \) is generated based the grid path obtained from the path searching method, defined as:

\[
F = \bigcup_{i=1}^{M} C_i, \tag{6}
\]

where each \( C_i \) is a finite cube:

\[
C_i = \{ x \in \mathbb{R}^3 | A_{c_i} x \leq b_{c_i} \}. \tag{7}
\]

For such a \( F \), the start and goal position is located in \( C_1 \) and \( C_M \), respectively. This method assign each intermediate waypoint \( q_{w_i} \) in the intersection \( C_i \cap C_{i+1} \) to ensure safety.

The optimization formulation trades off between the smoothness \( J_S \), the corridor constraint \( J_F \), and the aggressiveness penalty \( J_D \):

\[
J_{\Sigma}(q,T) = J_S(q,T) + J_F(q) + J_D(q,T). \tag{8}
\]

\( J_S \) minimizes the magnitude of jerk along the piecewise trajectory in 3 dimensions to improve smoothness. \( J_F \) is a logarithmic barrier term to ensure that each \( q_{w_i} \) is constrained in \( C_i \cap C_{i+1} \), defined as:

\[
J_F(q_w) = -\kappa \sum_{i=1}^{M-1} \sum_{j=i}^{i+1} 1^T \ln \left[ b_{c_j} - A_{c_j} q_{w_i} \right]. \tag{9}
\]

where \( \kappa \) is a constant coefficient, \( 1 \) an all-ones vector and \( \ln \left[ \cdot \right] \) the entry-wise natural logarithm.

The last term \( J_D \) adjusts the aggressiveness of the whole trajectory. It is defined as:

\[
J_D(q_w,T) = \rho_v \sum_{i=1}^{M} T_i + \rho_v \sum_{i=1}^{M-1} \left[ \left( \frac{q_{w_{i+1}} - q_{w_{i-1}}}{T_i} \right)^2 - v_m^2 \right] + \rho_a \sum_{i=1}^{M-1} \left[ \left( \frac{(q_{w_{i+1}} - q_{w_i})/(T_i - T_{i+1})}{T_i + T_{i+1}/2} \right)^2 - a_m^2 \right], \tag{10}
\]

where \( l(x) = \max(x,0)^3 \), \( v_m \) is the maximum velocity and \( a_m \) is the maximum acceleration. \( \rho_v \) prevents the entire duration from growing too large. \( \rho_v \) and \( \rho_a \) limit the velocity and acceleration to prevent the tracking trajectory from being too aggressive.

VI. RESULTS

A. Implementation Details

The quadrotor system built for real-world experiments is shown in Fig.8. It is equipped with Intel RealSense D435 depth camera\(^2\) for self localization [19] and mapping. The localization, mapping, and motion planning algorithms run on Manifold\(^3\) with i7-8550U CPU, while the target detection algorithm runs on Jetson Xavier NX\(^4\) with GPU performance of 21 TOPS. The horizontal gimbal camera is driven by a brushless motor. The quadrotor is 300 × 300 mm in size and only weighs 1.4 kg including a 4s battery, which is dexterous enough for most tracking scenarios. The average computing times are 40ms and 20ms, respectively for the target detection and motion planning modules. The re-planning frequency of the whole pipeline is set to be 13Hz.

B. Real-world Experiments

This section presents extensive experiments in several unknown cluttered environments to test the proposed approach’s robustness and tracking performance.

The first experiment is carried out in a narrow and cluttered corridor, as shown in Fig.11a. The target drives a balance car to move agilely in the corridor. The cramped environment requires the quadrotor to respond quickly and re-plan the tracking trajectory in case of an emergency. As a result, the quadrotor flies safely in this narrow environment and closely follows the target.

Another experiment demonstrates the improved target-relocating strategy, as shown in Fig.9. In this experiment,
Fig. 9: The schematic diagram of the target relocation strategy. In the bottom visualization diagrams, the black curves represent the target predicted trajectory, and the cyan curves represent the quadrotor’s tracking trajectory. 1) The quadrotor tracks the target based on target location estimation and motion prediction. 2) After the obstacles occlude the target, the quadrotor flies along the re-locating trajectory (grey curve). Meanwhile, the gimbal camera keeps rotating to search for the target 3) The target is re-located by the gimbal camera. 4) A new trajectory is generated for the quadrotor to carry on tracking the target.

TABLE I: Comparison in the Sharp-Turning scenario.

| Scenario  | Method         | Success Rate |
|-----------|----------------|--------------|
| Low Speed | Proposed       | 10/10        |
|           | Fast-Tracker [5] | 8/10         |
| High Speed| Proposed       | 9/10         |
|           | Fast-Tracker [5] | 3/10         |

the quadrotor loses the target due to the its sudden turn. Moreover, the target turns again and moves fast in another direction, making it hard to be rediscovered. As a result, the target is still relocated because the gimbal camera keeps searching for the target in all directions when the quadrotor flies along the relocating trajectory.

We also conduct an outdoor experiment in a dense forest, as illustrated in Fig.1a. The target zooms through the massive trees. Strong winds throw up leaves and dust, making the self localization and map less credible. In spite of this, it turns out that the quadrotor still reaches 3m/s and closely follows the target in such a challenging environment.

From the experiments, we conclude that the proposed system maintains robustness in challenging tasks and present satisfactory tracking performance as well. More details are available in the attached video.

Fig. 10: Visualization of the experimental scenario in benchmark comparisons. The sharp turning and massive obstacles are likely to cause occlusion, making this scenario challenging.

C. Benchmark Comparisons

We compare the proposed system with Fast-Tracker [5]. We set a tracking scenario with sharp turnings, as illustrated in Fig.10. When the target suddenly turns, the surrounding obstacles are likely to cause occlusion. 10 tests are conducted when the target moves in low speed (0.85m/s) and high speed (1.5m/s), respectively. A test fails when the quadrotor cannot follow the target all the way. Tab.I reveals that even if the proposed system faces more difficult detection tasks than Fast-Tracker [5], it still surpasses [5] in the tracking
performance. With active vision, the target is kept to be detected even when performing jerky motions. Furthermore, the occlusion-aware path searching method tends to search for grid paths with better visibility.

VII. CONCLUSION

In this paper, we improve our previous work Fast-Tracker [5] to apply it in human target tracking scenarios. We propose a lightweight and practical target detection and localization method utilizing monocular images. To avoid occlusion against obstacles, we implement active vision on a customized gimbal camera, together with an occlusion-aware mechanism in the motion planning module. Extensive real-world experiments confirm that the proposed approach can demonstrate real-time performance on an onboard platform and maintain robustness in complex environments. Furthermore, comparisons with Fast-Tracker reveal that the proposed active vision and occlusion-aware mechanism reinforce target perception capability and make the proposed system applicable to more challenging tracking scenarios.

In the future, we will focus on the artistic decision-making in aerial tracking, such as the autonomous selection of shooting angles and relative motion patterns under different scene contexts. Moreover, we will try to apply the proposed approach to other types of UAVs so as to handle more challenging tracking scenarios.
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