Analytical and Numerical Analysis of the Dynamics of a Moonpool Platform–Wave Energy Buoy (MP–WEB)
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Abstract: In this work the hydrodynamic performance of a novel wave energy converter configuration was analytically and numerically studied by combining a moonpool and a wave energy buoy, called the moonpool platform–wave energy buoy (MP–WEB). A potential flow, semi-analytical approach was adopted to assess the total (incident, diffraction, radiation) wave forces acting on the device, and the wave capture and energy efficiency performance of this configuration was assessed, both in the time and frequency domain. The performance of the two configurations, single float and double float, were analyzed and compared in terms of diffraction force, added mass radiation force, motion, and power in the frequency domain. Using an impulse response function-based (IRF) method, the frequency domain results were converted in the time domain. The same parameters in the time domain were derived and the main results were confirmed. Wave energy conversion efficiency was significantly increased due to the resonance phenomenon inside the moonpool.
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1. Introduction

The interest in exploring marine renewable energy resources, including wind energy, tidal energy, and wave energy for power generation has steadily increased in the last ten years. Among the different kinds of marine energies, wave energy has become one of the most promising options. In recent years, the development and utilization of wind energy have been more extensive and the dynamic characteristics of wind turbines have become more mature. Current research is mainly focused on the signal control between wind farms and power grids. For example, Salah [1,2] used artificial neural network and multi-objective genetic algorithm to improve the performance of wind farm. Compared to the utilization of wind energy, the utilization of wave energy is still in the primary stage, and there is no corresponding research on the mechanism of hydrodynamic characteristics. Wave energy utilization technology is mainly through various forms of wave energy converter (WEC), to convert wave energy in sea water into electrical energy. The specific process is to convert wave energy into mechanical energy through conversion devices or equipment, and then convert mechanical energy into electrical energy, which is transmitted to the land through cables, and connected with the large power grid for users to use. As an energy conversion device, it can adapt to the wave conditions of the selected sea area, absorb wave energy in a stable and reliable manner, and realize energy conversion to the maximum extent. Wave energy converters (WECs) can be used to extract wave energy through the periodic resonance caused by slow-speed periodic waves. The oscillating bodies utilizing the heave motion can have small horizontal dimensions, compared to the incident wavelength. At the same time,
this power generation principle can also be applied to single or multi-body point absorption WECS. Based on the same wave conversion principle, the typical single OBWEC (Oscillating Buoy WEC) is sea-based [3] developed by the Uppsala University in Sweden. The buoy is a relatively flat cylindrical type. The power take-off (PTO) is a linear motor, which is fixed on the seafloor by the gravity of the concrete pan. The float and PTO are connected by a flexible rope. A similar point suction wave energy device with a single buoy and a motion reference to the seafloor or other fixed structures is the fully submerged AWS (Archimedes wave swing) [4] in Portugal. The “CETO” [5] device developed by Carnege Australia and the Waveroller [6] swing device in Finland are arranged in a single array of OBWEC arrays, simultaneously interpreting the electrical energy between the devices.

The hydrodynamic characteristics of the absorber around it have a direct influence on the wave energy conversion efficiency. Several conceptual designs and studies of the absorber were carried out to improve the efficiency for extracting energy, theoretically and experimentally. Mavrakos and Katsaounis [7] investigated the different effects of floaters’ geometries by analyzing the performance of tight-moored, vertical axisymmetric WECs. The results showed the parametric effect of the varying hydrodynamic characteristics of each particular floater’s geometry on the investigated WECs’ performance characteristics. This kind of device was examined and comparatively assessed. Zang et al. [8] studied the power performance of a WEC with a heaving buoy and a power take-off (PTO) damping under regular and irregular waves. The capture width ratio in irregular waves was found to be approximately 5–40% higher than that in regular waves for the same wave parameters, although the absolute incident and absorbed wave power in irregular waves were only half of those in regular waves. Li and Yu [9] studied the hydrodynamic characteristics of the catamaran heave wave energy converter by using the RANS (Reynolds Average Navier-Stokes) method. The calculation result showed that the maximum wave absorbing efficiency of the device could reach 30% under the condition of buoy resonance. Falcão and Henriques [10] proposed a method of achieving sub-optimal phase-control. The method was based on the theoretical time domain modeling of a single-degree oscillating absorber in regular and irregular waves, by adequately delaying the release of the body. It was generally acknowledged that real sea conditions were irregular and random. However, there were fewer investigations about the hydrodynamic characteristics of oscillating wave energy converters in irregular waves. For example, Milani and Moghaddam [11] studied the process of controlling and maximizing the absorbed power of WECs under irregular waves; Bachynski et al. [12] promoted the superposition approach to calculate the response in irregular waves; and Yeung et al. [13] derived the hydrodynamic coefficient of a cylindrical float, and obtained the energy conversion efficiency of a power generation system by a model test. Compared to a single float converter, two-body wave energy converters could be applied into deeper ocean, which were not affected by the ocean depth and tide. Liang Changwei and Zuo lei [14] studied a two-body wave energy converter oscillating in heave, the dynamic of which was adopted by a linearized model in the frequency domain, with consideration of both the linear viscous damping and the hydrodynamic damping. Dai et al. [15] proposed a novel two-body floating wave energy converter (WEC), which was tested in the frequency domain to optimize the geometric and mechanical parameters, and subsequently, a time domain model was built for simulation of a multi- DOF (degree of freedom) motion system. This study developed a mathematical methodology to analyze the performance of a novel two-body WEC, composed of an inner cylindrical buoy and an outer toroidal-cylinder buoy. Wave power could be extracted by the relative heave motions between the inner and outer buoys. In order to solve the hydrodynamic problem of the two buoys, Cho and Kim [16] investigated the hydrodynamic performance of a two-body WEC through a systematic parametric study by using analytical solutions. Chen et al. [17] applied a semi-analytical method based on eigenfunction matching, in order to study the wave diffraction of cylindrical structures with a moonpool.

The traditional method can hardly explore the double floating body coupling resonance from the mechanism, and optimize the PTO damping to improve power efficient. Few research work has been done to analyze the motions of a system and the power absorbed by a converter under irregular
waves. In this study, a semi-analytical method is applied to obtain the solution under the eigenfunction Expansion-Matching, highlighting the underpinning physics of the coupling resonance between two bodies, to maximize the energy extraction. The PTO damping was optimized to obtain a higher efficiency of wave energy conversion in the frequency domain research. By applying the IRF method, the coupled motion responses of the two floating bodies, such as MP–WEB used in this study, were also determined in the time domain. Finally, based on the ISSC (International Ship Structure Conference) wave spectrum and the irregular wave simulation, the motion response and capture width ratio of the MP–WEB were investigated in irregular wave conditions.

2. Analytical Solution of MP–WEB in the Frequency Domain

Figure 1 shows the main fluid domain areas for the problem considered, where $E$ represents the external fluid domain, $B$ represents the fluid domain under the external body, $M$ represents the moonpool fluid domain, and $I$ represent the fluid domain under the central body. The radius and draft of the central body are $R_B, d_B$, respectively; the inner and outer radius and draft of the external boy are $R_M, R_E, d_M$, respectively, the depth of water is $h$. The rectangular coordinate system $o-xyz$ and cylindrical coordinate system $o-r\theta z$ are used, the origin and $z$-axis of the cylindrical coordinate system coincide with the rectangular coordinate system's, $\theta = 0^\circ$ in the $x$-axis direction, the $r\theta$ plane coincides with the undisturbed mean sea water level, the vertical $z$-axis is positive upward and passes through the barycenter of the MP and the WEB. The following relations (see Equation (1)) can be used to convert the coordinates from the cylindrical to the orthogonal axis system.

\[
\begin{cases}
  x = r \cos \theta \\
  y = r \sin \theta \\
  z = z
\end{cases}
\]  

(1)

Figure 1. Moonpool platform–wave energy buoy (MP–WEB).

2.1. Boundary Condition

To analyze the hydrodynamic characteristics of MP–WEB in the frequency domain, the analytical solution based on the series expansion of eigenfunctions is used to evaluate the velocity potentials. The velocity potential should be the solution of the Laplace equation (see Equation (2)) and should satisfy the following boundary conditions (see Equations (3)–(5)). In addition, a radiation condition must be satisfied (Equation (6))

Laplace’s equation:

\[
\nabla^2 \Phi = 0
\]  

(2)

Free surface condition:

\[
\omega^2 \Phi - g \partial_z \Phi = 0 \quad z = 0.
\]  

(3)

Seabed condition:

\[
\partial_z \Phi = 0 \quad z = -h.
\]  

(4)

Hull boundary condition:

\[
\partial_n \Phi_j = V_n, \partial_n \Phi_D = 0.
\]  

(5)
Radiation condition:
\[
\lim_{r \to \infty} \sqrt{kr} (\partial_r \Phi - i k \Phi) = 0,
\]
where, \( g \) is the acceleration of gravity, \( i \) is the imaginary unit, and \( k \) is the wave number obtained from the dispersion relation, and the symbol \( \partial_n() \) indicates that the derivation in the normal vector always points outwards from the wetted surface of the device.

2.2. Wave Force

The whole wet surface can be divided into four fluid subdomains (Figure 1); they are listed as follows:

- Fluid subdomain \( E(R_e \leq r \leq -h \leq z \leq 0) \), whose diffraction and radiation velocity potential are \( \Phi_{D(E)} \) and \( \Phi_{R(E)} \) respectively;
- Fluid subdomain \( B(R_M \leq r \leq R_e, -h \leq z \leq -d_M) \), whose diffraction and radiation velocity potential are \( \Phi_{D(B)} \) and \( \Phi_{R(B)} \) respectively;
- Fluid subdomain \( M(R_B \leq r \leq R_M, -h \leq z \leq 0) \), whose diffraction and radiation velocity potential are \( \Phi_{D(M)} \) and \( \Phi_{R(M)} \) respectively;
- Fluid subdomain \( I(0 \leq r \leq R_B, -h \leq z \leq -d_B) \), whose diffraction and radiation velocity potential are \( \Phi_{D(I)} \) and \( \Phi_{R(I)} \) respectively.

The velocity potential of di-fraction and radiation velocity potential in each subdomain can be obtained based on the boundary conditions, as follows:

\[
\Phi_{D(E,B,M,I)}(r, \theta, z) = -\frac{A_g}{\omega} \sum_{\ell=0}^{\infty} q_{\ell B}^f (r, \theta, z) \cos \ell \theta
\]

According to the analytical-numerical method based on potential flow theory, using variables separation, the diffraction velocity potential in each subdomain can be obtained based on the boundary conditions, as follows:

\[
q_{D(E)}^f (r, z) = \sum_{n=1}^{\infty} \alpha_{\ell n}^{E} Z_{\ell}^{E} H_\ell(k_0 r) / H_\ell(k_0 E) + \sum_{n=1}^{\infty} \alpha_{\ell n}^{M} Z_{\ell}^{M} K_\ell(k_0 r) / K_\ell(k_0 E)
\]

where \( H_\ell(\cdot) \) is the Bessel function of the third kind, which can be indicated as \( H_\ell(\cdot) = J_\ell(\cdot) + i Y_\ell(\cdot) \), \( Y_\ell(\cdot) \) and \( K_\ell(\cdot) \) are the second and third kind of Bessel function, respectively, \( I_\ell(\cdot) \) is the first kind of Bessel function, both \( (\alpha_{\ell 0}^{E}, \alpha_{\ell 0}^{M}, \alpha_{\ell 0}^{0}, \alpha_{\ell 0}^{0}, \alpha_{\ell 0}^{0}, \alpha_{\ell 0}^{0}) \) and \( (\alpha_{\ell n}^{E}, \alpha_{\ell n}^{M}, \alpha_{\ell n}^{M}, \alpha_{\ell n}^{M}, \alpha_{\ell n}^{M}, \alpha_{\ell n}^{M}) \) are unknown Fourier coefficients, which can be gained by boundary continuity conditions of an adjacent watershed; in addition

\[
Q_\ell^0(r) = \left\{ \begin{array}{ll}
\ln(r_1/R_B)/\ln(R_1/R_B)(\ell = 0) \\
[(r_1/R_B)^\ell - (R_1/r_1)^\ell]/[(R_1/E)^\ell - (R_1/E)^\ell](\ell \geq 1)
\end{array} \right.
\]

\[
\tilde{Q}_\ell^0(r) = \left\{ \begin{array}{ll}
\ln(r_1/R_B)/\ln(R_1/R_B)(\ell = 0) \\
[(R_1/E)^\ell - (r_1/E)^\ell]/[(R_1/E)^\ell - (R_1/E)^\ell](\ell \geq 1)
\end{array} \right.
\]

\[
Q_\ell^0(r) = K_\ell^0 I_\ell(\lambda_n r) - \lambda_\ell^0 K_\ell(\lambda_n r) = K_\ell^0 I_\ell(\lambda_n r) - \lambda_\ell^0 K_\ell(\lambda_n r)
\]

\[
\tilde{Q}_\ell^0(r) = \lambda_\ell^0 K_\ell(\lambda_n r) - K_\ell^0 I_\ell(\lambda_n r)
\]
\[ K^u, I^u, K^v, I^v = \begin{cases} K(e^u_R B), I(e^u_R B), K(e^u_R B), I(e^u_R B) \\ -K(e^u_R B) I(e^u_R B) - K(e^u_R B) I(e^u_R B) \end{cases} \]  

(15)

\[ Z^E_1(z) = \cos k^E_N a \frac{\cosh k^E_N (z + h)}{2k^E_N a + \sinh 2k^E_N h} \]  

(16)

\[ Z^M_1(z) = \cos k^M_N a \frac{\cosh k^M_N (z + h)}{2k^M_N a + \sinh 2k^M_N h} \]  

(17)

\[ \begin{cases} k^E_N \tan k^E_N a = a^2 / g, k^E_N \tan k^E_N a = -a^2 / g \\ k^M_N \tan k^M_N a = a^2 / g, k^M_N \tan k^M_N a = -a^2 / g \end{cases} \]  

(18)

\[ \begin{cases} \frac{\lambda^E_N}{n} = \pi / (h - d) \\ \frac{\lambda^M_N}{n} = \pi / (h - d) \end{cases} \]  

(19)

Apart from the series expression of diﬀraction velocity potential in each subdomain, the above unknown Fourier coeﬃcients impose the continuity of the velocity potential and its derivative at the interface between two subdomains, as follows:

\[ S_{EB} : \varphi^E_{D(E)}(R_E, z) = \varphi^E_{D(B)}(R_E, z), \partial_z \varphi^E_{D(E)}(R_E, z) = \partial_z \varphi^E_{D(B)}(R_E, z) \]  

(20)

\[ S_{BM} : \varphi^E_{D(B)}(R_B, z) = \varphi^E_{D(M)}(R_B, z), \partial_z \varphi^E_{D(B)}(R_B, z) = \partial_z \varphi^E_{D(M)}(R_B, z) \]  

(21)

\[ S_{MI} : \varphi^E_{D(M)}(R_M, z) = \varphi^E_{D(I)}(R_M, z), \partial_z \varphi^E_{D(M)}(R_M, z) = \partial_z \varphi^E_{D(I)}(R_M, z) \]  

(22)

Additionally, according to the non-penetration conditions, the derivative of velocity potential must satisfy the following conditions:

\[ \partial_z \varphi^E_{D(E)}(R_E, z) = 0 \]  

(23)

\[ \partial_z \varphi^E_{D(M)}(R_B, z) = 0 \]  

(24)

In order to satisfy the velocity potential continuity condition at the coupling interface, the system of integral equations can be obtained by using the Galerkin method and the orthogonality of function

\[ S_{EB} : \int_h^{-d_b} \left\{ \varphi^E_{D(E)}(R_E, z) \right\} dz = \int_h^{-d_b} \left\{ \varphi^E_{D(B)}(R_E, z) \right\} dz \]  

(25)

\[ S_{BM} : \int_h^{-d_b} \left\{ \varphi^E_{D(B)}(R_B, z) \cos k^M_N (z + h) \right\} dz = \int_h^{-d_b} \left\{ \varphi^E_{D(M)}(R_M, z) \cos k^M_N (z + h) \right\} dz \]  

(26)

\[ S_{MI} : \int_h^{-d_b} \left\{ \varphi^E_{D(M)}(R_M, z) \cos k^M_N (z + h) \right\} dz = \int_h^{-d_b} \left\{ \varphi^E_{D(I)}(R_B, z) \cos k^M_N (z + h) \right\} dz \]  

(27)

In order to satisfy the continuity condition of the derivative of velocity potential at the coupling interface, while at the same time considering the surface condition at the cylindrical surface, the integral function can be obtained by using the Galerkin method and the orthogonality of function

\[ \int_h^{-d_b} \partial_z \varphi^E_{D(E)}(R_E, z) \cos k^E_N (z + h) \right\} dz = \int_h^{-d_b} \partial_z \varphi^E_{D(B)}(R_E, z) \cos k^E_N (z + h) \right\} dz \]  

(28)
\[
\int_{-h}^{-d_B} \left\{ \partial_r \varphi_{D(B)}^E (R_{MB}, z) \cosh k_0^B (z + h) \right\} dz = \int_{-h}^{-d_B} \left\{ \partial_r \varphi_{D(M)}^E (R_{MB}, z) \cosh k_0^M (z + h) \right\} dz \\
\int_{-h}^{-d_B} \left\{ \partial_r \varphi_{D(M)}^E (R_{MB}, z) \cosh k_n^M (z + h) \right\} dz = \int_{-h}^{-d_B} \left\{ \partial_r \varphi_{D(M)}^E (R_{MB}, z) \cos k_n^M (z + h) \right\} dz \\
\int_{-h}^{-d_B} \left\{ \partial_r \varphi_{D(M)}^E (R_{MB}, z) \cos k_n^M (z + h) \right\} dz = \int_{-h}^{-d_B} \left\{ \partial_r \varphi_{D(M)}^E (R_{MB}, z) \cos k_n^M (z + h) \right\} dz \\
\text{(29)}
\]

Solving the system of linear equations formed by Equations (25)–(30), the unknown Fourier coefficients could be determined in each subdomain, and therefore, the analytical expression could be obtained in each subdomain. Based on the Bernoulli equation, the wave excitation force in the vertical direction could be obtained by using the top and bottom surface velocity potential

\[
P_B^E = -i 2 \pi \rho g A \left\{ \int_0^{R_B} \varphi_{\ell=0}^I (r, -d) rdr \right\} \\
P_M^E = -i 2 \pi \rho g A \left\{ \int_0^{R_M} \varphi_{\ell=0}^I (r, -d_B) rdr - \int_0^{R_M} \varphi_{\ell=0}^I (r, -d) rdr \right\} \\
\text{(31)}
\]

where subscripts B and M, respectively, represent WEB and MP.

2.3. Added Mass and Damping Coefficients

When a small oscillation occurred, the structure would produce a radiated wave field outwards, acting on the floating bodies. Separating the radiated wave load, velocity, and acceleration, the added mass and radiation damping coefficients were obtained. The velocity potential of the heaving motion could be expressed as follows:

\[
\Phi_{R(E,B,M,I)} (r, \theta, z) = R \Phi_{R(E,B,M,I)} (r, z) \\
\text{(33)}
\]

The radiation velocity potential \( \Phi_{R(E,B,M,I)} \) satisfied the Laplace function, the linear free surface condition, the seabed condition, and the infinite radiation condition. The radiation velocity potential in each subdomain could be expressed as:

\[
\varphi_{R(E)} (r, z) = \alpha_p^{E0} Z_0^E \dot{H}_0 (k_0^E r) / H_0^E (k_0^E r) + \sum_{n=1}^{\infty} \alpha_p^{En} z_n^E K_0 (k_n^E r) / K_0^E (k_n^E r) \\
\varphi_{R(B)} (r, z) = \alpha_p^{B0} Q_0 (r) + \sum_{n=1}^{\infty} \alpha_p^{Bn} \cos \lambda_n^B (z + h) Q_n (r) + \daleth_p^B (r, z) \\
\varphi_{R(M)} (r, z) = \alpha_p^{M0} Z_0 (z) H_{\ell}^M (k_{\ell}^M r) + \sum_{n=1}^{\infty} \alpha_p^{Mn} Z_n (z) K_{\ell} (k_{\ell}^M r) + \daleth_p^M (r, z) \\
\varphi_{R(I)} (r, z) = \alpha_p^{I0} + \sum_{n=1}^{\infty} \alpha_p^{In} \cos \lambda_n^I (z + d_2) \lambda_n^I R_1 (r) + \daleth_p^I (r, z) \\
\text{(34)}
\]

where the specific expression of \( \{ Z_0^E, Z_n^E, Z_0^M, Z_n^M \} \), \( \{ \lambda_n^E, \lambda_n^M \} \), and \( \{ Q_0, Q_n, \overline{Q}_0, \overline{Q}_n \} \) are shown in Equations (12)–(19). The particular solution of radiation velocity in each subdomain could be written as:

\[
\daleth_p^B (r, z) = 0, \quad \daleth_p^B (r, z) = [2(z + h)^2 - r^2] / [4(h - d_B)] \\
\daleth_p^I (r, z) = [2(z + h)^2 - r^2] / [4(h - d_B)], \quad \daleth_p^I (r, z) = 0 \\
\text{(35)}
\]
Similar to the diffraction problem, in order to derive the unknown Fourier coefficients in the series expressions of the radiation velocity potential, the continuity condition of the velocity potential and its derivative in the flow field interface were imposed, as follows:

\[ S_{EB} : \varphi_{R(E)}(R_E, z) = \varphi_{R(B)}(R_E, z), \quad \partial_r \varphi_{R(E)}(R_E, z) = \partial_r \varphi_{R(B)}(R_E, z) \]  
\[ R \]  
\[ S_{BM} : \varphi_{R(B)}(R_M, z) = \varphi_{R(M)}(R_M, z), \quad \partial_r \varphi_{R(B)}(R_M, z) = \partial_r \varphi_{R(M)}(R_M, z) \]  
\[ R \]  
\[ S_{MI} : \varphi_{R(M)}(R_B, z) = \varphi_{R(I)}(R_B, z), \quad \partial_r \varphi_{R(M)}(R_B, z) = \partial_r \varphi_{R(I)}(R_B, z) \]  
\[ R \]  

Furthermore, imposing the non-penetration condition on the wet surfaces, the following expressions were obtained:

\[ \partial_r \varphi_{R(E)}(R_E, z) = 0 \quad (r = R_E, -d_M \leq z \leq -d_B) \]  
\[ R \]  
\[ \partial_r \varphi_{R(M)}(R_M, z) = 0 \quad (r = R_M, -d_M \leq z \leq 0) ; \partial_r \varphi_{R(M)}(R_B, z) = 0 \quad (r = R_B, -d_B \leq z \leq 0) \]

The following integral equation could be obtained by using the Galerkin method and orthogonal property of the function:

\[ S_{EB} : \int_{-d_M}^{d_M} \varphi_{R(E)}(R_E, z) dz = \int_{-d_M}^{d_M} \varphi_{R(B)}(R_E, z) dz \]  
\[ R \]  
\[ S_{BM} : \int_{-d_M}^{d_M} \varphi_{R(B)}(R_M, z) \cos \lambda^M_n(z + h) dz = \int_{-d_M}^{d_M} \varphi_{R(M)}(R_M, z) \cos \lambda^M_n(z + h) dz \]  
\[ R \]  
\[ S_{MI} : \int_{-d_B}^{d_B} \varphi_{R(M)}(R_B, z) \cos \lambda^B_n(z + h) dz = \int_{-d_B}^{d_B} \varphi_{R(I)}(R_B, z) \cos \lambda^B_n(z + h) dz \]

Considering the surface condition on the cylindrical surface, using the Galerkin method and the orthogonal property of the function, we have:

\[ \int_{-d_M}^{d_M} \partial_r \varphi_{R(E)}(R_E, z) \cos k_0^M(z + h) dz = \int_{-d_M}^{d_M} \partial_r \varphi_{R(B)}(R_E, z) \cos k_0^M(z + h) dz \]  
\[ R \]  
\[ \int_{-d_M}^{d_M} \partial_r \varphi_{R(B)}(R_M, z) \cos k_0^M(z + h) dz = \int_{-d_M}^{d_M} \partial_r \varphi_{R(M)}(R_M, z) \cos k_0^M(z + h) dz \]  
\[ R \]  
\[ \int_{-d_B}^{d_B} \partial_r \varphi_{R(M)}(R_B, z) \cos k_0^M(z + h) dz = \int_{-d_B}^{d_B} \partial_r \varphi_{R(I)}(R_B, z) \cos k_0^M(z + h) dz \]  
\[ R \]  

According to the integral Equations (48)–(50), the linear system of equations could be obtained, which could be used to derive the unknown Fourier coefficients resulting from the small amplitude motion in heave of the MP and the WEB in each subdomain, so that the series expression of radiation velocity potential could be obtained. According to the Bernoulli integral function, the radiation force in the vertical direction could be obtained, which could be expressed as:

\[ \mu_{MM} + \frac{i \lambda_{MM}}{\omega} = 2\pi \rho \left\{ \int_0^R \phi^1_1(r, -d)dr \right\} \]  
\[ R \]  
\[ \mu_{MB} + \frac{i \lambda_{MB}}{\omega} = 2\pi \rho \left\{ \int_0^R \phi^2_1(r, -d)dr \right\} \]
\[
\omega_\text{BM} + \frac{i \lambda_\text{BM}}{\omega} = 2\pi \rho \left\{ \int_{R_E}^{R_B} \phi^B(r, -d_B) r dr - \int_{R_M}^{R_B} \phi^T(r, -d_M) r dr \right\}
\]
(53)

\[
\omega_\text{BB} + \frac{i \lambda_\text{BB}}{\omega} = 2\pi \rho \left\{ \int_{R_E}^{R_B} \phi^B_2(r, -d_B) r dr - \int_{R_M}^{R_B} \phi^T_2(r, -d_M) r dr \right\}
\]
(54)

where the \( \mu \) and \( \lambda \) represent added mass and radiation damping, respectively, subscripts \( \text{MM}, \text{MB}, \text{BM}, \text{BB} \) represent the impact of the MP on itself, impact of the MP on the WEB, impact of the WEB on the MP, and impact of the WEB on itself, respectively.

### 2.4. Dynamic Characteristic in The Frequency Domain

Based on the semi-analytical method of the eigenfunction expansion and the boundary conditions, the velocity potential expression around the MP–WEB was derived, so that the wave load and the hydrodynamic coefficient of the internal and external bodies could be obtained. To evaluate the wave energy conversion efficiency, the whole system (representing the WEB, the MP, and the PTO connecting them) was represented as a forced damped vibration system with two degrees of freedom under the wave action, as shown in Figure 2.

![Figure 2. Two degrees of freedom vibration system in the vertical direction.](image)

Assuming that the dual system meets the static balance in calm water, the displacement is expressed as the relative displacement between the instantaneous position and equilibrium position. A linear, small-amplitude wave hypothesis was assumed. According to Newton’s second law, the motion equation of the forced vibration system could be expressed as

\[
M \ddot{Z}_M = F^E_M + F^R_{\text{MM}} + F^R_{\text{MB}} + F^K_M + F^p
\]

\[
M \ddot{Z}_B = F^E_B + F^R_{\text{BB}} + F^R_{\text{BM}} + F^K_B + F^p
\]
(55)

where \( M_M, M_B \) represent the mass of the MP and the WEB, respectively; \( Z_M, Z_B \) represent the displacement related to the hydrostatic equilibrium of the MP and the WEB, respectively; \( F^E_M, F^E_B \) represent the wave load of the MP and the WEB, respectively; \( F^R_{\text{MM}}, F^R_{\text{MB}}, F^R_{\text{BB}}, F^R_{\text{BM}} \) represent the radiation force of the MP on itself, the radiation force of the MP on the WEB, the radiation force of the WEB on itself, respectively, and the radiation force of the WEB on the MP, which could be written as:

\[
F^R_{\text{MM}} = -\mu_{\text{MM}} \ddot{Z}_M - \lambda_{\text{MM}} \dot{Z}_M; F^R_{\text{MB}} = -\mu_{\text{MB}} \ddot{Z}_M - \lambda_{\text{MB}} \dot{Z}_M
\]

\[
F^R_{\text{BM}} = -\mu_{\text{BM}} \ddot{Z}_M - \lambda_{\text{BM}} \dot{Z}_M; F^R_{\text{BB}} = -\mu_{\text{BB}} \ddot{Z}_B - \lambda_{\text{BB}} \dot{Z}_B
\]
(56)

\( F^K_M, F^K_B \) represent the hydrostatic restoring force of the MP and the WEB, respectively, which could be expressed as:

\[
F^K_M = k_M Z_M; F^K_B = k_B Z_B
\]
(57)

where \( k_M, k_B \) represent static water restoring the force stiffness of the MP and the WEB, respectively, when the waterline area of the floating body \( S_j \) is constant, which could be expressed as \( (k_M, k_B) = \rho g S_j \),
where ρ and g are the sea water density and gravitational acceleration, respectively. \( F_p \) is the PTO force, which could be expressed as the damping force associated with the relative velocity between the two bodies, as follows:

\[
F_p = -c(\dot{Z}_M - \dot{Z}_B)
\]

(58)

Assuming that the damping coefficient \( c \) is linear, by substituting Equations (56)–(58) into Equation (55), the equations of motion for the MP–WEB system could be written as:

\[
(M_M + \mu_{MM})\ddot{Z}_M + \mu_{MB}\dot{Z}_B + \lambda_{MM}\dot{Z}_M + \lambda_{MB}\dot{Z}_B + c(\dot{Z}_M - \dot{Z}_B) + k_MZ_M = F_M^E
\]

\[ (M_B + \mu_{BB})\ddot{Z}_B + \mu_{BM}\dot{Z}_M + \lambda_{BM}\dot{Z}_M + \lambda_{BB}\dot{Z}_B + c(\dot{Z}_B - \dot{Z}_M) + k_BZ_B = F_B^E \]

(59)

The equations of motion in the frequency domain could be obtained as follows:

\[
\begin{aligned}
\left[ -\omega^2(M_M + \mu_{MM}) - i\omega(\lambda_{MM} + c) + k_M \right] [Z_M] + \left[ -\omega^2\mu_{MB} - i\omega(\lambda_{MB} - c) \right] [Z_B] &= F_M^E \\
\left[ -\omega^2\mu_{BM} - i\omega(\lambda_{BM} - c) \right] [Z_M] + \left[ -\omega^2(M_B + \mu_{BB}) - i\omega(\lambda_{BB} + c) + k_B \right] [Z_B] &= F_B^E
\end{aligned}
\]

(60)

The MP and the WEB are connected through the PTO system; under the wave loading, the relative motion between the MP and the WEB is damped by the PTO system, producing a power that could be expressed as:

\[
\bar{P} = \frac{1}{2} \text{Re}\{F_p(-i\omega(Z_M - Z_B))\}^*
\]

(61)

Substituting Equation (58) into Equation (61)

\[
\bar{P} = \frac{1}{2} \text{co}^2(\omega)(Z_M - Z_B)^* \]

(62)

where \( \omega \) is incident frequency, \( Z_M, Z_B \) represent the motion amplitude of the MP and the WEB, and \( c \) is the PTO damping coefficient.

On account of the buoy configuration or size on wave energy conversion, it is no longer possible to measure the effect of the buoy configuration by just comparing the converted power, so the capture width ratio could be applied to overlook that of the effect.

The capture width ratio represents the average output power to wave input power within the float width ratio, represented by the letter \( \eta_p \). The incident wave velocity potential, in Cartesian coordinates, with amplitude \( A \), frequency \( \omega \), and phase angle \( \delta \), is:

\[
\Phi_0 = \frac{A\rho g}{\omega} \cosh(k_0(z + h)) \sin(k_0x - \omega t + \delta)
\]

(63)

where the wave number \( k_0 \) satisfies the dispersion relation.

According to the Bernoulli equation, the input energy within one period, over the 2R width could be expressed as

\[
P_0(\omega) = 2R/T \int_0^T \int_{-h}^h -\rho \partial_\gamma \Phi_0 \cdot \partial_x \Phi_0 dzdt
\]

(64)

Substituting Equations (63) in Equation (64):

\[
P_0(\omega) = \frac{\rho g \text{RA}^2 \omega}{\text{sinh}k_0h \cosh k_0h} \int_0^T \cos^2(k_0x - \omega t + \delta) dt \int_{-h}^h \cosh^2(k_0(z + h)) dz
\]

\[
= \rho g \text{RA}^2 \omega / (2k_0) \cdot (1 + 2k_0h / \text{sinh}2k_0h)
\]

(65)

The dispersion relation \( gk_0\text{tanh}k_0h = \omega^2 \) was substituted into the Equation (65)

\[
P_0(\omega) = \rho g \text{RA}^2 \omega / (2k_0) \cdot (1 + 2k_0h / \text{sinh}2k_0h)
\]

(66)
The capture width ratio could be expressed as:

$$ \eta_p = \frac{P}{P_0(\omega)} $$

(67)

2.5. Optimize Power Take Off (OPT)

The design optimization of the converter should be regarded as a preliminary task. As the power performance of the WEC depends on the body geometry and the PTO parameters, the design optimization is a difficult task to complete.

According to the motion response equation in the frequency domain, the PTO coefficient could be defined as a variate. According to Equation (60), \( Z_M \) and \( Z_B \) could be written as

\[
\begin{align*}
Z_M &= \frac{-a^2(M_B + \mu B) - io(\lambda_B + c) + (b_B + k)}{[\lambda_1 + i\omega c][\lambda_2 + i\omega c] - [\lambda_3 + i\omega c][\lambda_4 + i\omega c]} F^E_{\omega} \\
Z_B &= \frac{-a^2(M_B + \mu B) - io(\lambda_B + c) + (b_B + k)}{[\lambda_1 + i\omega c][\lambda_2 + i\omega c] - [\lambda_3 + i\omega c][\lambda_4 + i\omega c]} F^E_{\omega}
\end{align*}
\]

(68)

where

\[
\begin{align*}
\Lambda_1 &= \left[-a^2(m_M + \mu_M) - io(\lambda_M + (b_M + k)\right] \\
\Lambda_2 &= \left[-a^2(m_B + \mu_B) - io(\lambda_B + (b_B + k)\right] \\
\Lambda_3 &= \left[-a^2\mu_{MB} - k - io\lambda_{MB}\right] \\
\Lambda_4 &= \left[-a^2\mu_{BM} - k - io\lambda_{BM}\right]
\end{align*}
\]

\( \Lambda_1, \Lambda_2, \Lambda_3, \) and \( \Lambda_4 \) are all complex variable functions.

\( Z_M \) and \( Z_B \) can be subtracted from the Equation (68)

\[
Z_M - Z_B = \frac{Y}{\left[\Lambda_1 - i\omega c\right][\Lambda_2 - i\omega c] - \left[\Lambda_3 + i\omega c\right][\Lambda_4 + i\omega c]}
\]

(73)

where

\[
Y = \left[a^2(M_M + \mu_M + \mu_{MB}) + io(\lambda_M + \lambda_{MB}) - b_M\right] F^E_{\omega} - \left[a^2(m_B + \mu_B + \mu_{BM}) + io(\lambda_B + \lambda_{BM}) - b_B\right] F^E_{\omega}
\]

(74)

\( Y \) is a plural version.

The formula could be written as

\[
\bar{P}^{\text{pto}} = \frac{1}{2} a^2 YY^* \frac{c}{\Lambda_5 \Lambda_5^* - 2io(c[\text{Re}\{\Lambda_6\}] - \{\Lambda_6\} \text{Re}\{\Lambda_5\}) + \Lambda_6 \Lambda_6^* a^2 \omega^2 c^2}
\]

(75)

In order to know the maximum of \( \bar{P}^{\text{pto}} \) by taking the value of \( c \)

\[
\partial_c \bar{P}^{\text{pto}} = 0
\]

(76)

According to Equations (75) and (76), this could be written as

\[
\partial_c \bar{P}^{\text{pto}} = \frac{1}{2} a^2 YY^* \left( \frac{\Lambda_5 \Lambda_5^* - \Lambda_6 \Lambda_6^* \omega^2 c^2}{\left(\frac{\Lambda_5 \Lambda_5^* - 2io(c[\text{Re}\{\Lambda_6\}] - \{\Lambda_6\} \text{Re}\{\Lambda_5\}) + \Lambda_6 \Lambda_6^* a^2 \omega^2 c^2\right)^2} \right)
\]

(77)

Solving Equation (77), the optimal PTO damping coefficient is

\[
c_0 = \sqrt{\frac{\Lambda_5 \Lambda_5^*}{\Lambda_6 \Lambda_6^* a^2}}
\]

(78)
3. Dynamic Characteristic Analyses of the MP–WEB in Frequency Domain Analysis

3.1. Verification for the Solution Method

In order to verify the present semi-analytical method, comparisons between the present method and the numerical method implemented in HydroStar (a software developed by Bureau Veritas) for fixed design parameters \([R_B, d_B] = [5 \text{ m}, 5 \text{ m}], [R_M, d_m] = [6 \text{ m}, 6 \text{ m}]\) are shown in Table 1. Table 1 shows the comparison between the wave forces and the hydrodynamic coefficients in heave, calculated by the present method and the numerical method. The numerical results show a high agreement, which could be regarded as a validation of the present method. The total results are dimensionless.

| Frequency (rad/s) | Method | Present | Numerical | Present | Numerical | Present | Numerical |
|------------------|--------|---------|-----------|---------|-----------|---------|-----------|
| 0.5              | Wave force | 0.7724  | 0.7834    | 0.3963  | 0.3889    | 0.0219  | 0.0210    |
|                  | Added mass  | 0.8025  | 0.8122    | 0.7726  | 0.7633    | 0.0944  | 0.0967    |
|                  | Damping coefficients | 0.0504  | 0.0503    | 0.0430  | 0.0445    | 0.0034  | 0.0056    |

3.2. Wave Force

For a wave energy buoy with a cylindrical moonpool platform in shallow water, recalling Equation (32), the non-dimensional wave force could be written as:

\[
\bar{F}_M^E = \frac{F_M^E}{\rho g \pi (R_E^2 - R_M^2)}
\]

\[
\bar{F}_B^E = \frac{F_B^E}{\rho g \pi R_B^2}
\]

where the water depth is \(h = 50 \text{ m}\), the sea-water density \(\rho = 1025 \text{ (kg/m}^3)\), the gravitational acceleration \(g = 9.8 \text{ (N/kg)}\), the wave amplitude \(A = 1 \text{ m}\), and the wave frequency range considered is \(\omega = 0 \sim 2.5 \text{ (rad/s)}\). A parametric analysis was conducted by varying the dimensions of the MP, and keeping the geometry of the WEB fixed. The WEB radius was \(R_B = 5 \text{ m}\) and its draft \(d_B = 5 \text{ m}\). Meanwhile, the difference between the outer and the inner diameter of the moon pool \(R_E - R_M = 1 \text{ m}\) was kept fixed to reduce the research variables. The inner radius of the MP varied from \(R_M = 6, 7, 8, 9\) to 10 m, the draft of the MP varied from \(d_M = 6, 7, 8, 9\) to 10 m.

Figures 3 and 4 show the wave force of the MP and the WEB for varying radius and draft. It could be seen that the wave force was reduced at the peak frequency with an increase in the radius of the MP. Furthermore, the peak frequency had a uniform trend at the same time. In contrast, the wave force was increased by increasing the draft. Moreover, for the same MP dimension, the wave load on the WEB was higher than that of the MP because of the different radiation effect, as the moonpool had a more radiated force on the buoy. In such a case, we could conclude that both the MP and the WEB would receive more wave force for the slender MP, but the stubbed MP had the opposite result.
3.3. Added Mass and Damping Coefficients

In this section, the influence of the draft $d_M$ and radius $R_M$ on the added mass and damping coefficients was investigated, using Equations (51)–(54). The dimensionless added mass and damping coefficients could be expressed as:

$$\bar{\mu} + i\bar{\lambda} = \frac{(\mu + i\lambda/\omega)}{\rho \pi R_B^2 d_B}$$

Figures 5 and 6 show the added mass and radiation damping with different radius and draft for the MP. It was found that there were two peaks, i.e., one positive and one negative, for added mass in the frequency range of 1.0 $\sim$ 1.5 rad/s, but only one peak for radiation damping. The absolute peak values of the added mass were reduced with increasing radius, and the radiated damping showed the same trend. In addition, the peak frequency of the added mass was equal to that of the radiated damping.
Figure 5. Added mass and damping coefficients with the frequency for MM (MP to MP), MB (MP to WEB or WEB to MP), and BB (WEB to WEB) with different draft; $R_M = 6, 7, 8, 9, \text{ and } 10 \, \text{m}$. 
(a) $\overline{\mu}_{MM}, d_M = 6 \, \text{m}$; (b) $\overline{\lambda}_{MM}, d_M = 6 \, \text{m}$; (c) $\overline{\mu}_{MB} = \overline{\mu}_{BM}, d_M = m$; (d) $\overline{\lambda}_{MB} = \overline{\lambda}_{BM}, d_M = 6 \, \text{m}$; (e) $\overline{\mu}_{BB}, d_M = 6 \, \text{m}$; and (f) $\overline{\lambda}_{BB}, d_M = 6 \, \text{m}$. 
3.4. Response Amplitude Operator (RAO)

The results of the RAO were given by Equation (60), which could be used to verify the influence of the geometrical parameter of the MP and PTO damping coefficients on the WEB motion.

Figures 7 and 8 depict the motion response for the MP–WEB with different MP dimensions ($R_M$ and $d_M$). Here, we can clearly find three peaks in the figure. The first peak was due to the natural frequency of the WEB itself, the second peak was due to the natural frequency of the water column within the MP, and the third peak was due to the natural frequency of the MP itself. When these natural frequencies were close to the incident wave frequencies, resonance would occur. When the draft of the MP remained unchanged, the motion response of the MP and the WEB decreased as the radius increased. However, the draft of the MP presented an opposite trend. In short, the slender MP had a more pronounced motion response than that of the stubby MP.
Based upon the former calculations, the optimum MP dimension could be obtained, i.e., an MP with a radius $R_M = 6$ m and a draft $d_M = 10$ m, while the dimensions of the WEB and the wave condition remained unchanged. Figure 8 showed the motion response for the MP and the WEB with various PTO damping coefficients $c = 10, 20, 30, 40, \text{and } 50 \text{ (KNs/m)}$, and at various frequencies $\omega = 1.0, 1.1, 1.2, 1.3, \text{and } 1.4 \text{ (rad/s)}$, respectively.

Figures 9 and 10 illustrate the influence of the PTO damping coefficient on the motion response. Clearly, the damping coefficient affected the peak value but not the peak frequency. The first and third peaks had the same trend, but that of the MP was opposite to the WEB’s. The reason was that the motion response of the WEB was greater than the motion response of the MP, and the PTO damping system had a negative effect on the WEB, so that its peak value was reduced with increasing PTO damping coefficients. In contrast, the PTO damping system had a positive effect on the MP, and its peak value was increased with increasing PTO damping. The motion response of the MP was reduced at frequencies $\omega = 1.0$ and 1.1 (rad/s), while it was increased at the frequency $\omega = 1.2, 1.3, \text{and } 1.4 \text{ (rad/s)}$, while the WEB presented an opposite trend.
Figure 9. Response amplitude operator with the frequency for the MP and the WEB with different power take-off (PTO) damping coefficients; \( c = 10, 20, 30, 40, \) and \( 50 \) (KNs/m). (a) \( X_M, R_M = 6 \) m, \( d_M = 6 \) m; and (b) \( X_B, R_M = 6 \) m, \( d_M = 6 \) m.

Figure 10. Response amplitude operator with the PTO damping coefficient for the MP and the WEB with different frequencies; \( \omega = 1.0, 1.1, 1.2, 1.3, \) and \( 1.4 \) (rad/s). (a) \( X_M, R_M = 6 \) m, \( d_M = 6 \) m; and (b) \( X_B, R_M = 6 \) m, \( d_M = 6 \) m.

3.5. Capture Width Ratio

The previous section verified the effect of the MP on the RAO, so the influence on the capture width ratio was also explored and obtained according to Equation (67).

The left figure (a) in Figure 11 depicts the capture width ratios for the MP, parametrized against the PTO damping coefficient, for the following range of values: \( c = 10, 20, 30, 40, \) and \( 50 \) (KNs/m). The capture width ratios for the MP with frequency \( \omega = 1.0, 1.1, 1.2, 1.3, \) and \( 1.4 \) (rad/s) are illustrated, respectively, in the right figure. It can be seen that there were three peaks in the left figure, all of which were caused by the resonant frequency. The first and third peak values increased as the PTO damping coefficient decreased. Furthermore, another important conclusion obtained from the two graphs was that the capture width ratio highly depended on the PTO damping coefficients and first increased and then decreased as the PTO damping coefficients increased. Of most importance was that when the frequency approached 1.2 (rad/s), the optimal PTO damping coefficient was minimal.
where $M_M, M_B$ represent the mass of the MP and WEB, respectively; $k_M, k_B$ represent the hydrostatic stiffness coefficient; $\mu^\infty$ is the added mass at infinite frequency, $K_{ij} (t - \tau)$ is the retardation function, where the subscripts $MM, MB, BM, MM$ represent influence of the MP on itself, influence of the MP on WEB, influence of the WEB on the MP, and influence of the WEB on itself, respectively. $F^P$ represent the instantaneous PTO force acting on the MP and WEB, which could be written as:

$$F^P(t) = c [Z_M(t) - Z_B(t)]$$  \hspace{1cm} (83)

In order to transform the time domain kinematic formula of the MP–WEB, Equation (82) was defined as

$$Y_1(t) = Z_M(t); Y_1(t) = \dot{Z}_M(t)$$  \hspace{1cm} (84)

$$Y_1(t) = Z_B(t); Y_1(t) = \dot{Z}_B(t)$$

The first order differential system could be obtained by substituting Equation (84) into Equation (82)

$$\begin{align*}
\dot{Y}_1(t) &= \dot{Y}_2(t) \\
\dot{Y}_2(t) &= \left( M_M + \mu^\infty_{MM} \right) \ddot{Z}_M(t) + \int_{0}^{t} K_{BM}(t - \tau) \ddot{Z}_M(t - \tau) d\tau + k_M Z_M(t) - F^P_M(t) - \left( M_B + \mu^\infty_{BB} \right) \ddot{Z}_B(t) + \int_{0}^{t} K_{BM}(t - \tau) \ddot{Z}_B(t - \tau) d\tau + k_B Z_B(t)
\end{align*}$$

$$\begin{align*}
\dot{Y}_3(t) &= \dot{Y}_4(t) \\
\dot{Y}_4(t) &= \left( M_M + \mu^\infty_{MM} \right) \ddot{Y}_4(t) + \int_{0}^{t} K_{BM}(t - \tau) \ddot{Y}_4(t - \tau) d\tau + b_M Y_1(t) - F^P_M(t) - \left( M_B + \mu^\infty_{BB} \right) \ddot{Y}_4(t) + \int_{0}^{t} K_{BM}(t - \tau) \ddot{Y}_4(t - \tau) d\tau + b_B Y_1(t) - F^P_B(t)
\end{align*}$$  \hspace{1cm} (85)

![Figure 11. Capture width ratio with the PTO damping coefficient and frequency for the MP–WEB, $c = 10, 20, 30, 40,$ and 50 (KNs/m); $\omega = 1.0, 1.1, 1.2, 1.3,$ and 1.4 (rad/s) (a) Capture width ratio in different PTO damping coefficient; and (b) capture width ratio in different frequencies.](image-url)
Equation (85) was solved using the Runge–Kutta integration method of the fourth order.

4.2. Instantaneous Capture Width Ratio

The instantaneous PTO damping system power $P(t)$ could be expressed as:

$$
P(t) = F^p(t) \left[ \dot{Z}_M(t) - \dot{Z}_B(t) \right]
$$

(86)

substituting Equation (87) into Equation (86),

$$
P(t) = c \left[ Z_M(t) - Z_B(t) \right]^2
$$

(87)

The incident wave velocity potential, with amplitude $A$, frequency $\omega$, and phase angle $\delta$, could be written as in the rectangular coordinate system

$$
\Phi_0 = \frac{Ag}{\omega} \cosh(k_0(z + h)) \sin(k_0x - \omega t + \delta)
$$

(88)

where wave number $k_0$ satisfies the dispersion relations, so according to the Bernoulli function the input energy per period and float width could be expressed as

$$
P_0(\omega) = 2R/T \int_0^T \int_{-h}^0 -\rho \partial_t \Phi_0 \cdot \partial_x \Phi_0 dz dt
$$

(89)

Combining Equations (88) and (89),

$$
P_0(\omega) = \frac{\rho g A^2}{\sinh k_0 \cosh k_0} \int_0^T \cos^2(k_0x - \omega t + \delta) dt \int_{-h}^0 \cosh^2(k_0(z + h)) dz
$$

(90)

The dispersion relation was further substituted into Equation (90)

$$
P_0(\omega) = \rho g R E A^2 \omega / (2k_0) \cdot (1 + 2k_0h / \sinh 2k_0h)
$$

(91)

Thus, we could obtain instantaneous capture width ratio with frequency $\omega$ in the regular wave

$$
\eta_p = P(t) / P_0(\omega)
$$

(92)

4.3. Irregular Wave Simulation

For irregular waves, the diffraction wave force could be written as

$$
F(t) = \sum_{i=1}^{\infty} F_d(\omega_i) A(\omega_i) \sin(\omega_i t + \delta_i)
$$

(93)

where

$$
A(\omega_i) = \sqrt{2S(\omega_i) \Delta \omega}
$$

(94)

Considering the ISSC spectrum,

$$
S(\omega, H_s, T_p) = H_s^2 \cdot (0.7713T_p)^{0.11} \cdot \left( \frac{\omega \cdot (0.7713T_p)}{2\pi} \right)^{-5} \cdot \exp \left[ -0.44 \left( \frac{\omega \cdot (0.7713T_p)}{2\pi} \right)^{-4} \right]
$$

(95)

where $H_s$ expresses significant wave height and $T_p$ expresses the spectral peak period.
Under linear theory, the velocity potential of incident waves could be expressed as the superposition of several velocity potentials in regular waves, which could be specifically expressed as:

$$\Phi_0 = \sum_{j=1}^{N} \frac{A_j g}{\omega_j} \cosh(k_j(z + h)) \sin(k_j x - \omega_j t + \delta_j)$$ \hspace{1cm} (96)

Assuming that the energy spectrum function of irregular waves is $S(\omega)$, the input energy of the incident wave per unit width in this sea condition could be expressed as

$$P_0(H_s, T_p) = \sum_{j=1}^{N} \rho g B j A_j^2 (H_s, T_p) / (4k_j) \cdot (1 + 2k_j h / \sinh 2k_j h)$$ \hspace{1cm} (97)

where $A_j = \left[ 2S(\omega_j, H_s, T_p) \Delta \omega \right]^{1/2} e^{i\delta_j}$ represents the amplitude of incident wave under frequency $\omega_j$ and $\delta_j$ represents the random phase. Thus, what we could obtain is that from the capture width ratio in the irregular waves whose significant wave height is $H_s$ and spectral peak period is $T_p$,

$$\eta_p(H_s, T_p) = \frac{P(H_s, T_p)}{P_0(H_s, T_p)}$$ \hspace{1cm} (98)

5. Dynamics of the MP–WEB in Time Domain Analysis

5.1. Motion Response in Regular Waves

In this section, the MP–WEB is introduced and explored using the same analytical solution method according to Equation (85). The influencing factors of the MP on the WEB could be summarized as submerged depth, radius, height, and thickness for the MP, water depth, as well as the PTO damping coefficients. To eliminate the influences of the MP and the WEB geometry, the radius and draft of the WEB were kept fixed at $[R_B, d_B] = [5 \text{ m}, 5 \text{ m}]$. Meanwhile, the radius and draft of the MP were all the same with $[R_M, d_M] = [6 \text{ m}, 6 \text{ m}]$ and the thickness was $R_E - R_M = 1 \text{ m}$. In addition, the water depth and PTO damping coefficients were all the same with $h = 50 \text{ m}$ and $c = 10 \text{ (KN/m)}$.

Figure 12 illustrates the time domain motion response of the MP–WEB with different frequencies. The frequencies of incident waves are $\omega = 0.5, 1.0, 1.5,$ and $2.0 \text{} (\text{rad/s}),$ respectively. At first, the numerical results for the relative motion between the MP and the WEB appear to show transient variation; the curve changes periodically as time goes on. Furthermore, the steady peaks are highly dependent on the frequency; when the frequencies are $\omega = 0.5, 1.0, 1.5,$ and $2.0 \text{} (\text{rad/s})$ respectively, the amplitude values of the time domain motion response are $1.0, 3.9, 0.045,$ and $0.0042 \text{ m},$ respectively, all of which are close to the results of the frequency domain as shown in Table 2.

| Frequency | Frequency Domain | Time Domain | Percentage Difference |
|-----------|-----------------|-------------|-----------------------|
| $\omega = 0.5 \text{} (\text{rad/s})$ | 0.96 | 1.0 | 4.2% |
| $\omega = 1.0 \text{} (\text{rad/s})$ | 3.7 | 3.9 | 5.4% |
| $\omega = 1.5 \text{} (\text{rad/s})$ | 0.047 | 0.045 | 4.3% |
| $\omega = 2.0 \text{} (\text{rad/s})$ | 0.0046 | 0.0042 | 8.7% |
5.2. Instantaneous Capture Width Ratio in Regular Waves

According to Equation (92), the different frequencies could be applied to obtain the capture width ratio over time. In addition, the equipment parameters were the same as above.

The capture width ratios $\eta$ for the various frequencies $\omega = 0.5, 1.0, 1.5, \text{ and } 2.0 \text{ (rad/s)}$, respectively, are shown in Figure 13. From the figure, it was found that different from the changing curve of motion response, the curve of capture width ratio was above the coordinate axis, but what was same was that the curve changed periodically, as time went on. Furthermore, when the frequencies were $\omega = 0.5, 1.0, 1.5, \text{ and } 2.0 \text{ (rad/s)}$, the amplitude values of the capture width ratios were 0.022, 0.056, 0.0015, and 0.00027 m, respectively, all of which were close to the results of the frequency domain as shown in Table 3.
Table 3. The comparison between the capture width ratio results of the frequency domain and time domain.

| Frequency | Frequency Domain | Time Domain | Percentage Difference |
|-----------|-----------------|-------------|-----------------------|
| $\omega = 0.5$ (rad/s) | 0.021 | 0.022 | 4.8% |
| $\omega = 1.0$ (rad/s) | 0.057 | 0.056 | 1.8% |
| $\omega = 1.5$ (rad/s) | 0.0014 | 0.0015 | 7.1% |
| $\omega = 2.0$ (rad/s) | 0.00027 | 0.00027 | 0% |

5.3. Motion Response and Instantaneous Capture Width Ratio in Irregular Waves

Based on the former Equation (98), we could calculate the time domain motion response and capture width ratio of the MP–WEB in irregular waves. In order to avoid the influence factor, the size of the MP–WEB was the same as that of the above. The whole equipment had the same parameters as above, but the wave parameter could be set at different wave heights and spectrum peak periods according to the ISSC spectrum.

The motion response and capture width ratio of the MP–WEB in irregular waves with significant wave height and spectral peak period $[H_s, T_p] = [1 \text{ m}, 10 \text{ s}; 2 \text{ m}, 9 \text{ s}; 3 \text{ m}, 10 \text{ s}; 3 \text{ m}, 12 \text{ s}]$, respectively, are shown in Figures 14 and 15. For the time domain motion response, it was obviously found that when the period was the same, the curve showed the same trend, but the amplitude values were different and increased with the significant wave height increase. For the capture width ratio, the best instantaneous capture width ratios were 8.837, 12.41, 8.837, and 4.405, respectively, and the average capture width ratios were 0.6116, 0.8558, 0.6116, and 0.3355, respectively for the different significant wave heights and spectral peak periods. Whatever the significant wave height was, the curves changed in exactly the same way as long as the spectral peak period was the same. In general, for the motion response, the significant wave height decided the amplitude value of the curves, and the spectral peak period decided the trend of the curves; for the capture width ratio, the change of curve only depended on the spectral peak period, and had nothing to do with the significant wave height.

Figure 14. Motion response with time for the MP–WEB in the irregular wave; $[H_s, T_p] = [1 \text{ m}, 10 \text{ s}; 2 \text{ m}, 9 \text{ s}; 3 \text{ m}, 10 \text{ s}; 3 \text{ m}, 12 \text{ s}]$. (a) $[H_s, T_p] = [1 \text{ m}, 10 \text{ s}]$; (b) $[H_s, T_p] = [2 \text{ m}, 9 \text{ s}]$; (c) $[H_s, T_p] = [3 \text{ m}, 10 \text{ s}]$; and (d) $[H_s, T_p] = [3 \text{ m}, 12 \text{ s}]$. 
Figure 15. Instantaneous capture width ratio with time for the MP–WEB in the irregular wave; 
\[H_s, T_p\] = [1 m, 10 s; 2 m, 9 s; 3 m, 10 s; 3 m, 12 s]. (a) \[H_s, T_p\] = [1 m, 10 s]; (b) \[H_s, T_p\] = [2 m, 9 s]; (c) \[H_s, T_p\] = [3 m, 10 s]; and (d) \[H_s, T_p\] = [3 m, 12 s].

6. Discussion

In this study, to improve the efficiency of converting energy from ocean waves, a new analytical solution was proposed to study a MP–WEB, allowing the user to design and optimize such devices according to different requirements. A number of case studies were performed by changing the main geometry parameters, and a code-to-code comparison verification was carried out. In particular, the influence of the PTO system characteristics on the system’s performance were parametrically investigated.

(1) Based on the discussion of Reference [18], it could be seen from the comparison of axisymmetric buoy with and without the moonpool platform that the moonpool had an effect on the hydrodynamic coefficient of the central buoy. The hydrodynamic added mass and damping coefficients, as well as the wave force transfer functions, were substantially influenced by the geometry of the MP, and the identification of the trends allowed the derivation of the optimum dimensions according to the local environment conditions and energy requirements.

(2) Compared with the motion characteristics of the buoy in Reference [18] and the moonpool in Reference [19], it could be seen that the wave gathering effect of the moonpool intensified the motion of the buoy, and the motion of the buoy promoted the motion of the moonpool. Considering the relative motion (RAO) between the buoy and the moonpool, it presented a strong dependence on the draft and radius of the MP. For different radius, the peak at radius at \(R_M = 6 \text{ m}\), \(d_M = 6 \text{ m}\) was about twice that at \(R_M = 10 \text{ m}\), \(d_M = 6 \text{ m}\), but the peak frequencies showed little difference. Additionally, for different drafts, the peak at \(R_M = 10 \text{ m}\), \(d_M = 10 \text{ m}\) was about twice that at \(R_M = 10 \text{ m}\), \(d_M = 6 \text{ m}\), and the peak frequencies differed by 0.9 (rad/s). In terms of the PTO damping coefficient, the maximum RAO at \(c = 50 \text{ (KNs/m)}\) was 9% larger.
than that at \( c = 10 \) (KNs/m). The capture width ratio at \( c = 50 \) (KNs/m) was 2.7 times larger than that at \( c = 10 \) (KNs/m).

The difference between the time and frequency domain results was around 3%, demonstrating the correct implementation into the time domain model of the IRF method. When irregular waves were considered, the significant wave height had a moderate impact on the amplitude of the motion of the system, but the spectral peak period was the most important parameter, as it determined how close the energy in the spectrum was to the natural frequencies of the systems, and therefore, how much energy could be absorbed by the device from the waves.
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