Certificates of quantum many-body properties assisted by machine learning
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Computationally intractable tasks are often encountered in physics and optimization. Such tasks often comprise a cost function to be optimized over a so-called feasible set, which is specified by a set of constraints. This may yield, in general, to difficult and non-convex optimization tasks. A number of standard methods are used to tackle such problems: variational approaches focus on parameterizing a subclass of solutions within the feasible set; in contrast, relaxation techniques have been proposed to approximate it from outside, thus complementing the variational approach by providing ultimate bounds to the global optimal solution. In this work, we propose a novel approach combining the power of relaxation techniques with deep reinforcement learning in order to find the best possible bounds within a limited computational budget. We illustrate the viability of the method in the context of finding the ground state energy of many-body quantum systems, a paradigmatic problem in quantum physics. We benchmark our approach against other classical optimization algorithms such as breadth-first search or Monte-Carlo, and we characterize the effect of transfer learning. We find the latter may be indicative of phase transitions, with a completely autonomous approach. Finally, we provide tools to generalize the approach to other common applications in the field of quantum information processing.

I. INTRODUCTION

Computationally intractable tasks naturally appear at the core of physics and optimization. There exist two paradigmatic approaches to address them (see Fig. 1). The first one is based on the variational ansatz: here one parameterizes a family of solutions with the hope that it contains, at least, a good approximation to the optimal one. The more complex the ansatz is, the higher are the chances to approximately represent the optimal solution, but, at the same time, the more computationally expensive the search becomes. Since the parameterized families of solutions are such that they satisfy the problem’s constraints, variational approaches are sub-optimal by construction (they might not even contain the global optimum), thus providing a bound from one side. The second approach is based on relaxation methods. In this case, rather than focusing on finding an example, these methods look for a mathematical proof: by optimizing over a superset of the feasible set, one can write an easier optimization task. For instance, the relaxed set may be obtained by lifting some of the constraints or restrictions that define the feasible set, and that may simplify the optimization. This approach thus yields a bound from the other side. Such a proof is often referred to as a certificate. In order to obtain simpler certificates, the space of solutions is normally extended, e.g. to include non-physical states, with the goal to imbue the feasible set with a desirable property, such as convexity. This process constitutes a so-called relaxation. A good relaxation makes the proof easier to obtain, for instance, by using optimization methods such as semidefinite programming (SDP). The combination of the two approaches yields an upper and lower bound; i.e., an uncertainty interval around the optimal solution, as illustrated in Fig. 1b. In addition, both approaches are typically fine-tunable in terms of the required computational resources: physical insight has motivated many variational approaches that efficiently achieve good bounds in some cases. Similarly, one can also look for shorter, uncomplicated mathematical proofs in order to learn about the structure of the optimization task.

In a quantum context, the variational ansatz has found tremendous success in areas so diverse as quantum chemistry [1–7], condensed matter [8–13], and quantum machine learning [14, 15]. In the so-called noisy, intermediate-scale quantum (NISQ) era [16], the variational ansatz is the main pillar upon which quantum algorithms such as quantum approximate optimization algorithms [17–21] and variational quantum eigensolvers [13, 22–26] rest. However, in all these cases, variational solutions are sub-optimal by construction and, even if they happen to actually represent the optimal one, additional methods are required to prove such a claim. By increasing the size of the parameter space, one can of course represent better solutions, but this comes at the cost of demanding more computational resources. Furthermore, the distance between the best solution found and the optimal one is unknown in general. This information is of paramount practical importance in order to decide whether it is worth to spend more resources in looking for a better solution or stop the search.

On the other hand, relaxation techniques have been widely used in quantum information processing (QIP) since its dawn (see Fig. 1). Perhaps, the most paradigmatic example in the context of entanglement theory is the Peres criterion, which is a relaxation from the set of separable states to the set of states that are positive under partial transposition (PPT) [27]. The membership problem in the separable set was shown to be NP-hard [28], whereas checking whether the PPT criterion is violated is very simple, yielding one of the simplest ways to show a quantum state is entangled. However, not all quantum states in the PPT set are separable; i.e., the relaxed set contains states that are both entangled and PPT [29]. A systematic way to strengthen
the PPT criterion is via symmetric extensions [30, 31], which are families of increasingly better, albeit increasingly costly, SdP-based certificates. In the device-independent version of QIP [32], following a similar philosophy, relaxation techniques have also played a major role. For instance, in cryptographic security proofs, one needs to be safe against all possible quantum attacks, which are very difficult to characterize, therefore motivating research for supraquantum theories that are more tractable analytically [33, 34]. Indeed, in the quest for the characterization of the set of quantum correlations [35], several operationally simple, outer approximations have been proposed [36–43], as well as systematic relaxations via SdP relaxations [44–46]. Many variations over this method have been developed in different scenarios [47–54], e.g., their commutative counterpart [55, 56] has been studied in various contexts related to local hidden variable theories [57, 58] and classical spin models [59].

Not surprisingly, simpler proofs may be easier to obtain, although they may also yield looser bounds. At the same time, some proofs may be more elegant/smart than others of similar complexity, yielding a better bound while using similar computational resources. The latter ones generally exploit useful properties of the system, such as the existence of symmetries. This has been paramount in self-testing protocols based on operator-sums-of-squares (OSOS) decompositions, which are, again, obtained via a SdP. One of the main difficulties encountered in finding OSOS is to find analytical proofs which are simple enough to be manageable [60–64]. In other words, it is paramount to find, among all possible relaxations of the original problem, the best trade-off between accuracy and simplicity. However, a successful search often relies on specific insight about the problem at hand. Conversely, the analysis of an efficient proof is more likely to reveal useful insight about the system’s properties.

In last years, machine learning approaches have shown great success at solving combinatorial optimization problems like the one previously described [65]. Different architectures have been proposed, from supervised learning of neural networks [66] to unsupervised approaches over graphs [67]. Closer to the problem proposed on this paper, the former have been used to ease the solution of SdP relaxations [68]. Another common approach for such problems has been the use of reinforcement learning [69, 70]. While traditional algorithms rely on heuristics and specific insight about the nature of the problem, machine learning approaches are able to solve many of these without any prior knowledge and faster than those. In the same line, machine learning approaches of all kinds have been lately applied to several problems in physics [71].

In this work, we propose a method to systematically search for an optimal relaxation within a given computational budget, using reinforcement learning (RL) techniques. We propose a scheme in which an agent has access to a black box that computes the relaxation of the problem by solving an SdP (see Fig. 3a). The agent can increase or decrease the relaxation level, observing an output that depends on both the computational cost and the quality of the obtained certificate. We illustrate the procedure in the context of finding the ground state energy of local Hamiltonians. Our results show that even for very simple scenarios we find counter-intuitive optimal relaxations. Then, we compare our RL approach to other optimization algorithms and, finally, we show how to use transfer learning in the proposed framework.

Applying RL to obtain useful certificates can be seen as a meta-algorithm with a wide range of applicability. In this work we shall present it through a running case study, without hindering its more general flavor. In Section VI we discuss how the same
principles, as presented here, apply to diverse areas of quantum information processing.

The paper is structured as follows: In Section II we describe the optimization task that we consider as our running example. We discuss the natural ways to build a relaxation out of this task, by imposing a set of constraints. In Section III we introduce the constraint space for the agent and in Section IV we introduce the optimization framework. In the latter, we define the state space, actions and rewards for the agent. We present our main results in Section IV A. In particular, we devote Section IV A 2 to benchmarking the proposed approach and Section IV A 3 to characterizing the possibilities of transfer learning. Then, we discuss some particular cases of interest in Section V and we discuss how our framework naturally applies to various relevant problems in quantum information in Section VI. Finally, we conclude in Section VII.

II. PRELIMINARIES

This section explains the methods to systematically build certificates, which we are going to consider throughout the paper. These certificates are based on the optimal solution of a semidefinite program. The optimality of the SdP solution or, at least, a valid bound for a certificate follows from strong or weak duality properties, respectively (cf. Appendix A). This methodology will be incorporated into the reinforcement learning procedure in Section IV as a black box module. In the interest of simplicity, throughout all the paper we shall consider a running example. While this does not restrict the applicability of our work to other areas in quantum information (see Section VI), it shall certainly ease the exposition.

Let us therefore fix an optimization task, which is to find the ground state energy \( E_0 \) of a quantum local Hamiltonian

\[
H = \sum_{i=1}^{m} H_i, \tag{1}
\]

The Hamiltonian \( H \) acts on \( n \) qubits, and it is a sum of terms \( H_i \), each of which acts on at most \( k = O(1) \) qubits. The sum Eq. (1) has therefore \( m = O(\text{poly}(n)) \) terms. The support of \( H_i \), denoted \( \text{supp}(H_i) \) is the set of qubits where \( H_i \) acts non-trivially. The supports of the different \( H_i \) may overlap; i.e., \( \text{supp}(H_i) \cap \text{supp}(H_j) \) may not be empty.

To find \( E_0 \), a possibility is to directly construct a quantum state that has \( E_0 \) energy with respect to \( H \). Therefore, a first possible approach is to parameterize a family of quantum states \( |\psi(\theta)\rangle \) exploiting some known properties of \( H \). We can safely assume the parameterization yields a valid (i.e., normalized) quantum state for any value of the parameters \( \theta \). Additionally, by construction, \( \langle \psi(\theta)|H|\psi(\theta)\rangle \geq E_0 \) for all \( \theta \). Let us denote

\[
\gamma = \min_{\theta} \langle \psi(\theta)|H|\psi(\theta)\rangle, \tag{2}
\]

which satisfies \( \gamma \geq E_0 \) by construction. An example of such a parameterization would be to describe \( |\psi(\theta)\rangle \) as a tensor network contraction, which exploits the locality properties of \( H \), limiting the entanglement present in its ground state [12, 72–75].

Complexity theory results (in particular, QMA-hardness) strongly suggest that finding, or even approximating, the ground state energy of a local Hamiltonian is a hard task, even for a quantum computer [76–78]. Furthermore, this hardness persists in physically relevant instances [79]. Notice that, even if we found the actual solution \( |\psi(\theta)\rangle \), we cannot prove, solely from that, that it is the global minimum [80].

It is therefore highly desirable to obtain a bound from the other side; i.e., a value \( \beta \) for which one can prove \( E_0 \geq \beta \). This would guarantee \( E_0 \in [\beta, \gamma] \) and, thus, help determine whether it is worth to refine the search depending on \( |\gamma - \beta| < \varepsilon \). However, for a proof of the type \( E_0 \geq \beta \), constructing an example \( |\psi(\theta)\rangle \) is not good enough. We need a proof that is satisfied by all valid quantum states and, possibly, a larger set, as long as it makes the proof simpler. Such a proof is referred to as a certificate, and it is typically obtained by numerical means. SdP is a natural tool to obtain such certificates upon which we capitalize in our work.

A common technique to construct a relaxation for the local Hamiltonian problem is via the triangle inequality [81–84]:

\[
\min_{\rho} \text{Tr}[\rho H] \geq \sum_{i} \min_{\rho_i} \text{Tr}[\rho_i \hat{H}_i], \tag{3}
\]

where \( \rho \) and \( \rho_i \) are density matrices acting on the support of \( H \) and \( H_i \) respectively. Note that \( i \) refers to a Hamiltonian term and it has nothing to do with the \( i \)-th party. Furthermore, in Eq. (3), the \( \hat{H}_i \) are sums of some local terms \( H_i \) of Eq. (1), grouped so that \( \text{supp(} \hat{H}_i \text{)} \) is as large as possible while still allowing for computation of their minimal eigenvalue. This size obviously depends on the available computational resources.

Let us observe that the RHS in Eq. (3) is a sum of minima, where each minimization is carried out independently. Due to this independence, in general, it is not the case that different \( \rho_i \) are mutually compatible; i.e., that there exists a global state \( \rho \) such that each \( \rho_i \) is the corresponding partial trace of \( \rho \). The converse is true, however: every valid quantum state \( \rho \) has an associated set of partial traces \( \rho_i \), but given a set of \( \rho_i \), a global \( \rho \) may not exist. This is what proves the inequality Eq. (3).
The minimization of the RHS of Eq. (3) is equivalent to solving the following Sdp (cf. Appendix A):

\[
\beta_0 := \min_{\{\rho_i\}} \sum_i \text{Tr}[\rho_i \hat{H}_i] \\
\text{s.t.} \quad \rho_i \succeq 0 \\
\text{Tr}[\rho_i] = 1. \tag{4}
\]

Since there is no mutual compatibility enforced among the \(\rho_i\), and each is treated independently, the triangle inequality Eq. (3) constitutes a trivial relaxation. A natural way to strengthen the relaxation is to impose further restrictions on the collection of possible \(\rho_i\), in such a way that any quantum state would also satisfy them. The strongest restriction possible is to directly ask that \(\{\rho_i\}\) come from a global quantum state. Unfortunately, this would be equivalent to finding the value of \(E_0\), which is QMA-complete. Furthermore, it is strongly connected to solving the so-called quantum marginal problem (QMP), which is also QMA-complete \cite{76–78}. The QMP has been solved completely in very rare instances, such as the global state being symmetric \cite{85} or for the case of one-body marginals \cite{86}. Nevertheless, the SdP based formulation Eq. (4) motivates a hierarchy of relaxations based on solving the QMP up to some degree of compatibility.

### A. Constructing tighter certificates

In order to build certificates that yield a tighter bound than that of the triangle inequality, our first observation is that the set \(\{\rho_i\}\) does not need fulfill any mutual compatibility constraint. It would be natural to expect that, at least, the partial traces on different supports’ intersection match. This will reduce the space of solutions, provided that \(\{\rho_i\}\) must fulfill additional conditions. Therefore, since the minimization is over a smaller set, its result can only be a tighter bound.

Hence, the first level of compatibility we might want to ask for is that \(\rho_i\) and \(\rho_j\) yield the same reduced density matrix (RDM) on their common support, which we shall denote \(\rho_{i\cap j}\):

\[
\text{Tr}_{\text{supp}(\rho_j)\,c}[\rho_i] = \text{Tr}_{\text{supp}(\rho_j)\,c}[\rho_j] \equiv \rho_{i\cap j}. \tag{5}
\]

Here, the partial trace \(\text{Tr}_{S}(\cdot)\) denotes that we eliminate subsystem \(S\) and the superindex \(c\) indicates the complementary set. Thus, \(\text{Tr}_{S^c}\) produces the RDM acting on subsystem \(S\). Note that the partial trace condition is linear in \(\rho_i\). Therefore, it can be naturally imported into Eq. (4) and still be formulated in terms of a Sdp:

\[
\beta_1 := \min_{\{\rho_i\}} \sum_i \text{Tr}[\rho_i \hat{H}_i] \\
\text{s.t.} \quad \rho_i \succeq 0 \\
\text{Tr}[\rho_i] = 1 \\
\text{Tr}_{\text{supp}(\rho_j)\,c}[\rho_i] = \rho_{i\cap j}. \tag{6}
\]

Given that the sets of \(\{\rho_i\}\) that satisfy the constraints of Eq. (6) also satisfy the constraints of Eq. (4), we have \(\beta_0 \leq \beta_1 \leq E_0\), by construction.

The certificates obtained from Eq. (6) can be further strengthened by adding virtual RDMs. For instance, even if \(H\) is 2-local, we might want to ask e.g. that the two-body RDMs acting on Alice̶Bob and Bob̶Charlie are such that they both come from a virtual three-body density matrix acting on Alice̶Bob̶Charlie. The latter is not strictly necessary in order to compute the energy, for 2-body density matrices suffice, but this compatibility condition further restricts the set \(\{\rho_i\}\), hence improving the bound. In mathematical jargon, this method is known as representing the feasible set as a projected spectrahedra \cite{36}. Hence, instead of solely asking that \(\rho_i\) and \(\rho_j\) yield the same RDM on their intersection, now we might impose a stronger constraint, which is that \(\rho_i\) and \(\rho_j\) come from a valid density matrix \(\rho_{i\cap j}\) defined on the union of their supports:

\[
\beta_2 := \min_{\{\rho_{i\cap j}\}} \sum_i \text{Tr}[\rho_{i\cap j} \hat{H}_i] \\
\text{s.t.} \quad \rho_{i\cap j} \succeq 0 \\
\text{Tr}[\rho_{i\cap j}] = 1 \\
\text{Tr}_{\text{supp}(\rho_{i\cap j})\,c}[\rho_{i\cap j}] = \rho_i. \tag{7}
\]

We observe that the constraints imposed in Eq. (7) automatically imply those of Eq. (6), so we have omitted their writing, as they became redundant.

We also observe that, although now we have \(\beta_0 \leq \beta_1 \leq \beta_2 \leq E_0\), the cost of solving Eq. (7) is substantially higher than that of Eq. (6), because the Sdp variables \(\rho_{i\cap j}\) act on more qubits than \(\rho_i\) and the cost of representing them grows exponentially in the number of qubits. Similarly, the relaxations Eq. (7) can be strengthened further by considering compatibility with more regions, yielding a chain of inequalities \(\beta_0 \leq \beta_1 \leq \beta_2 \leq \ldots \leq E_0\).

In Eq. (7) the compatibility constraints are enforced on all possible pairs \((i, j)\). However, not all the constraints are equally useful. In an extreme case, when \(\text{supp}(\rho_i) \cap \text{supp}(\rho_j) = \emptyset\), adding the variable \(\rho_{i\cap j}\) with its respective constraints makes no
difference. Indeed, since $\text{Tr}[\rho_i \hat{H}_i + \rho_j \hat{H}_j] = \text{Tr}[(\rho_i \otimes \rho_j) (\hat{H}_i \otimes \mathbf{1}_j + \mathbf{1}_i \otimes \hat{H}_j)]$, the choice $\rho_{ij} = \rho_i \otimes \rho_j$ is always possible, as it satisfies the rest of constraints, therefore not changing $\beta_2$. We remark this tensor product choice is possible because the supports do not intersect. However, if we define $\rho_{ij}$ as a variable in Eq. (7), we increase its computational complexity without improving the bound, thus yielding a worse certificate.

In Appendix A we give details on the basics of SdP and how to obtain mathematical proofs from their solutions.

III. THE CONSTRAINT SPACE

In this section we introduce the space of constraints for the relaxations and study its structure. This constraint space shall induce an underlying structure for the action space of the reinforcement learning agent in Section IV. Following our running example, let us consider a set of $n$ qubits, labelled from 0 to $n - 1$, and denote $[n] = \{0, \ldots, n - 1\}$. Let $\mathcal{P}([n]) = \{\emptyset, \{0\}, \{1\}, \ldots, \{n - 1\}, \{0, 1\}, \{0, 2\}, \ldots, \{n\}\}$ denote the parts of $[n]$; i.e., the set of all subsets of $[n]$, thus containing $2^n$ elements.

Our first observation is that, to every subset $C \subseteq \mathcal{P}([n])$, we can associate a certificate in the following way: for each element $S \in C$, which corresponds to a subset of $[n]$, we consider the RDM acting on the qubits labelled by the elements in $S$, which we denote $\rho_S$. Let us denote $\Xi_C := \{\rho_S\}_{S \in C}$ the collection of RDMs associated to $C$. By enforcing compatibility on their overlapping supports, we can define the SdP

$$\beta_C := \min_{\Xi_C} \sum_{i} \langle H_i \rangle_{\rho_S} \geq 0 \quad \forall S \in C$$

$$\text{Tr}[\rho_S] = 1 \quad \forall R \subseteq S \cap S', \quad S, S' \in C,$$

where the partial trace over the whole system is set to one by convention $\text{Tr}_{[n]}[\rho] = 1$. We have written the objective function as $\sum_{i} \langle H_i \rangle$ for the following reasons: first, $C$ could be small enough so that there is no $S \in C$ such that $\text{supp}(H_i) \subseteq S$. If this is the case, then we substitute $(H_i)$ by the minimal eigenvalue of $H_i$, in the same spirit as the trivial relaxation Eq. (4). Hence, if $C = \emptyset$, the cost function of Eq. (8) amounts to the sum of the minimal eigenvalue of each $H_i$. Otherwise, if $\Xi_C$ contains a density matrix $\rho_i$ whose support contains the support of $H_i$, we simply compute $\langle H_i \rangle = \text{Tr}[\rho_i H_i]$. Note that, in case that multiple density matrices from $\Xi_C$ could be used to compute $\langle H_i \rangle$, the last constraint of Eq. (8) guarantees the result is well-defined; i.e. independent of the choice $\rho_i \in \Xi_C$. In practice, the last constraint of Eq. (8) rarely needs to be imposed over all the subsets of the intersection, and it is enough to take $R = S \cap S'$ for all pairs $S, S' \in C$. In Appendix B we discuss these implications in a detailed way. Regardless of the constraint implementation of Eq. (8), a valid lower bound is yielded by the SdP.

Furthermore, given a set of constraints $C \subseteq \mathcal{P}([n])$, it is not necessary to define Eq. (8) over all the variables contained in $\Xi_C$. If some $S \in C$ is contained in another $S' \in C$, such that $S \subseteq S'$, we can simply use $\rho_S$, as it contains all the information on $\rho_{S'}$. This choice is well-defined due to the constraints in Eq. (8) and it naturally defines a simplification function $s : \Xi_C \mapsto s(\Xi_C)$, which allows to simplify the SdP by removing redundant variables.

One of the main motivations of this work is to optimize the quality of the lower bound within a limited computational budget. The asymptotic complexity of an SdP with $m$ variables of matrix size $n$ depends on the method that it is used to solve it. A rough estimate is $O(m^2 n^2)$, but iteration costs of the algorithm are not factored in [87]. There exist interior-point methods which are faster than the ellipsoid method [88], e.g. Alizadeh’s algorithm runs in $O(\sqrt{m}(m + n^3) L)$ time, where $L$ is an input parameter and the $O$ notation is used to supress polylog($mn/e$) terms, where $e$ is the required precision [89, 90]. In our case, we use the self-dual minimization method SeDuMi [91], which has a complexity $O(m^2 n^{5/2} + n^7/2)$ for large-scale instances, although there are algorithms of $O(nm^3)$, suitable for small matrix sizes [92]. Interestingly, quantum algorithms have been proposed to solve SdP [93], and machine learning methods have been studied to aid the SdP solver [94].

In light of the whole zoo of algorithms for SdP and their various complexities, it is clear the time complexity of an SdP instance is highly dependent on the solver used. Nevertheless, for our case study it is important that a given computational budget will determine a set of maximal $(m, n)$ that are allowed, which we estimate by effectively limiting the size and contents of $\Xi$ (cf. Section IV A 2).

The space of constraints forms a partially ordered set (poset) with respect to the following partial order relation. Given $C, C' \in \mathcal{P}([n])$, we say $C \preceq C'$ if, and only if, for each $S \in C$ there exists a $S' \in C'$ such that $S \subseteq S'$. The motivation of the partial order relation $\preceq$ is that $C \preceq C'$ implies $\beta_C \leq \beta_{C'}$ by construction: every density matrix in $\Xi_C$ can be obtained by tracing out some elements of another density matrix in $\Xi_{C'}$, and the constraints in Eq. (8) enforce mutual compatibility among all the elements in $\Xi_C$ and $\Xi_{C'}$. In Fig. 2 we illustrate such structure, which motivates the agent definition in Section IV.
IV. CONSTRAINT OPTIMIZATION

In this section we discuss a method to achieve the best trade-off between the computational cost and the quality of a certificate by exploring the constraint space described in Section III. Hence, we face a constrained optimization problem over the constraint space, subject to the computational budget. Due to the high amount of structure in this extensive combinatorial space, we propose to use Reinforcement Learning (RL) [69] with function approximation, which, with our proposed framework, naturally prefers lower cost solutions and is able to optimize its exploration strategy based on previous experiences. In such spaces, experience in one region may be useful in others, e.g. in periodic systems, actions in one domain should be identical to actions in another, which further allows for easy transfer of learning without explicit analysis of the model parameters (see Section IV A 3).

To this end, we frame the optimization problem as a Markov decision process (MDP). The MDP is defined through a state space, an action space, a transition function between states given an action and a reward function, which associates a value to each state-action-state tuple. All the parts are detailed below. A learning agent, as the learning program is called in RL terminology, explores the constraint space with the goal to find the set of constraints \( C \) that provides the best possible certificate within a limited computational budget, while using the least amount of resources. In algorithmic terms, we distinguish two main independent parts:

i. A black box, acting as reward function. It takes a set of constraints \( C \) as input, computes \( \beta_C \) by solving the associated SdP (Eq. (8)) and outputs a reward, which depends on the quality of the resulting bound and its computational cost.

ii. A learning agent capable of generating sets of constraints and inputting them into the black box (i). The agent can choose to strengthen or loosen the constraints, effectively exploring the constraint space with its actions. In doing so, the agent obtains different rewards that guide it towards finding the optimal relaxation. Note that the agent is completely agnostic about the actual physical problem at hand.

We aim to understand up to which extent such a fully automated approach may help in studying physical systems. In the following, we connect the MDP components to our running example. See Fig. 3a for a schematic depiction.

**State space** – The state space corresponds to the constraint space introduced in Section III, in which each state is a specification of constraints \( C \subseteq \mathcal{P}(\{1, \ldots, n\}) \) and it is bound by the computational budget, as illustrated in Fig. 2. We represent the states by one-hot encoding of the active constraints \( S \in C \): considering a set of \( 2^n \)-dimensional canonical vectors with only a non-zero unit element, each representing an element \( S \in \mathcal{P}(\{1, \ldots, n\}) \), a state vector is the sum of the vectors that encode the components \( S \in C \). Equivalently, it identifies the set \( \Xi_C = \{ \rho_S \}_{S \in C} \) of RDMs that enter as variables in Eq. (8). As shown in the leftmost part of Fig. 3a, the RDMs \( \rho_S \) are ordered according to their dimension in the state vector. Out of the \( 2^n \) possible variables, we need only consider \( \text{poly}(n) \) of them, effectively reducing the state vector size: we can ignore the 1-body constraints as well as those \( \rho_S \) whose sole contribution to the cost of solving the associated SdP would exceed the computational budget. With a computational
FIG. 3: (a) Schematic representation of the reinforcement learning framework. First, the agent observes the state: a one-hot encoding of the active constraints. Given the observation, it estimates the Q-values associated to the possible actions with the deep Q-network. Then, it decides which action to take according to an ϵ-greedy policy, which results into a new set of constraints, bringing the agent to a new state. Finally, the black box solves the SdP associated to the new state, providing the agent with a reward, whose parts from Eq. (9) are illustrated in (b).

budget B, this leaves \( n^{O\left(\log(B)\right)} \) available RDMs to construct the certificate. If no \( S \subseteq C \) is such that \( i \in S \) the 1-body constraint corresponding to \( \rho_{(i)} \) is added by default. Therefore, the smallest set of constraints that we allow for is \( C' = \{\{0\}, \ldots, \{n-1\}\} \), represented by a state vector of zeros, and we take it as the initial state of the MDP.

**Actions** – An action \( a \) consists of either adding or removing a constraint, driving the agent from one state to another. In practice, actions flip bits in the state vector corresponding to the encoded constraints. The agent is free to add a constraint of any size, as long as the cost associated to the resulting set is within the computational budget. For instance, the agent can start by adding a 4-body constraint, e.g. \( \rho_{0123} \), to the initial state. In contrast, removing a constraint has a different effect. In order to keep the state space exploration consistent, removing a constraint splits it into its most immediate components of a lower degree. For instance, in 1D, removing \( \rho_{0123} \) would result into \( \rho_{012} \) and \( \rho_{123} \). Note that a valid action always corresponds to an arrow (in both directions) in the poset depicted in Fig. 2.

**Transition function** – The transition function is a simple deterministic function implicitly defined above: \( T(C|a, C') \) is a Kronecker delta, attaining unit value if the constraint configuration \( C' \) is reached by adding or removing the constraint specified by the action \( a \) from the set of constraints \( C' \).

**Reward** – The reward function is defined to match the overall optimization goal, provided that the learning agent aims to maximize the obtained reward. The reward associated to a state \( C' \) depends on: 1) the energy bound \( \beta_{C'} \), obtained solving its associated SdP; and 2) its computational cost. In practice, we take the amount of free parameters in the SdP Eq. (8), which we denote by \( p \), as a representation of the computational cost. Note that, given an initial, unconstrained, optimization problem, we have no prior knowledge about the optimal \( \beta \) and \( p \). Therefore, in order to compute the reward associated to a given state, we rely on a set of references that are updated as the constraint space is explored. More precisely, we keep track of the best and worst bounds obtained, \( \beta_{\text{max}} \) and \( \beta_{\text{min}} \) respectively, and the best and worst set of parameters with which the best bound so far \( \beta_{\text{max}} \) has been observed, denoted \( p_{\text{best}} \) and \( p_{\text{worst}} \) respectively. The reward associated to a state is computed by comparing the actual \( \beta \) and \( p \) to the reference values as

\[
R(\beta, p) = \frac{p_{\text{best}}}{p_{\text{worst}}} . \begin{cases} 
\frac{p_{\text{best}}}{\beta_{\text{max}} - \beta_{\text{min}}} & \text{if } \beta = \beta_{\text{max}} \\
\left(\frac{\beta - \beta_{\text{min}}}{\beta_{\text{max}} - \beta_{\text{min}}} \right)^d & \text{otherwise},
\end{cases}
\]

where \( d \) is a fixed exponent that controls the shape of the line \( (\beta - \beta_{\text{min}})/(\beta_{\text{max}} - \beta_{\text{min}}) \). Such exponent is introduced in order to provide better discrimination depending on how close to each other are the different bounds obtained for different \( C \). Notice that \( p_{\text{worst}} \geq p_{\text{best}} \) and, therefore, \( p_{\text{best}}/p_{\text{worst}} \geq 1 \). Thus, the pre-factor \( p_{\text{best}}/p_{\text{worst}} \leq 1 \) ensures that \( R(\beta, p) \in [0, 1], \forall \beta, p \). Fig. 3b shows a schematic of the reward function. In summary, the reward function mainly focuses on the resulting bound \( \beta \), unless various states provide the maximum possible bound \( \beta_{\text{max}} \). In this case, those with higher computational costs are penalized.

**The agent** – Within the proposed framework, the constrained optimization can be solved through various methods. As mentioned before, we propose to use RL with function approximation. The learning program or agent specifies the policy by which actions are taken, with the ultimate goal of maximizing the obtained reward. More precisely, we use double deep Q-
FIG. 4: Illustrative representation of the RDMs, whose support is depicted in different colors, considered in the SdP optimization to obtain the best energy bound of the homogeneous Heisenberg XX model, Eq. (11). Compatibility constraints are imposed over the overlapping areas. The results are obtained with a budget that allows for the allocation of up to half of the 3-body RDMs and $n = 6$. For this case, the RL algorithm finds four different optimal solutions. Interestingly, the entangled phase ($B/J < 2$) shows two intermediate solutions: (c) and (b), before the expected set of constraints (a) at $B/J < 3/4$.

learning [95–97] with an $\epsilon$-greedy policy $\pi$. At each state $C$, the agent estimates the Q-values $Q^\pi(a, C)$ of each possible action $a$, a measure of the expected rewards associated to taking each action and then following the policy $\pi$. The $\epsilon$-greedy policy considers that the actions are taken according to

$$\pi(C) = \begin{cases} \text{arg max}_a Q^\pi(a, C), & \text{with probability } (1 - \epsilon) \\ \text{uniform random } a, & \text{with probability } \epsilon. \end{cases} \quad (10)$$

Fig. 3a shows a schematic representation of the whole process. In Section IV A we show that such approach leads to solutions faster compared to other classical optimization methods and, sometimes, it is even able to find the optimal solution where the other methods fail.

A. Application to the Heisenberg XX model

Following our running example of finding a lower bound to the ground state energy of quantum local Hamiltonians, we focus on a paradigmatic condensed matter model: the anti-ferromagnetic 1D quantum Heisenberg XX model [98], described by the Hamiltonian

$$H = \sum_{i=0}^{n-1} J_i (\sigma_i^x \sigma_{i+1}^x + \sigma_i^y \sigma_{i+1}^y) + \sum_{i=0}^{n-1} B_i \sigma_i^z, \quad (11)$$

where $\sigma^\alpha$, $\alpha = x, y, z$, are the Pauli matrices, $J_i$ is the antiferromagnetic exchange interaction between spins and $B_i$ is the strength of the external magnetic field. We consider periodic boundary conditions, such that $\sigma_n^\alpha = \sigma_0^\alpha$. In the homogeneous case, i.e. $J_i = J, B_i = B \forall i$, the model presents a quantum phase transition at $B = 2J$ [99] between an antiferromagnetic and a paramagnetic phase, in which the entanglement vanishes [100–102]. We will hence refer to these phases as entangled and unentangled, respectively. Although the 1D XX model Eq. (11) is efficiently solvable via the Jordan-Wigner transformation [103], corresponding to a quadratic fermionic Hamiltonian [104–106], the agent is oblivious to such information. We emphasize that the points in the search space have no semantics to the agent, which, moreover, is not provided with any information about the Hamiltonian in any explicit way. This guarantees that our approach is as generally applicable as possible.

1. Results

We present the results on the application of the RL method to the homogeneous version of the aforementioned Hamiltonian. The maximum budget considered for this example allows for the allocation of half of the possible 3-body constraints and all the 2-body ones. Given the budget, we proceed with finding the best approximation to the ground state in the whole phase diagram of the Hamiltonian.

Unentangled phase $B/J \geq 2$ – In the unentangled phase, the ground state can be perfectly described by the set of independent 1-body RDMs. Therefore, we would expect the optimal set of constraints to be the minimum that the agent can consider
$C = \{\{0\}, \ldots, \{n-1\}\}$. Nevertheless, this is only true in the extreme case of $J = 0$. In a general scenario, with $0 < 2J \leq B$, the optimal solution is made out of 2-body constraints, as shown in Fig. 4 diagram (d). This is to provide support for the 2-body terms of the local Hamiltonian. Recall that, in our implementation, whenever a term $H_i$ of the Hamiltonian is not supported by the set of RDMs $\Xi_C = \{\rho_S\}_{S \in C}$, we take $\langle H_i \rangle$ to be its minimal eigenvalue $\min(\sigma(H_i)) = -J$. With 2-body constraints, the resulting RDMs are rank-1 projectors, which correspond to pure states such that $\langle H_i \rangle = 0$ for the 2-body terms, thus yielding a better energy bound. Increasing the size of the constraints any further does not improve the energy bound at all.

Entangled phase $B/J < 2$ – In the case of the entangled ground state, its exact energy can only be obtained by considering the system as a whole, corresponding to $C = \{\{n\}\}$. Therefore, the agent can only provide the best possible approximation to the exact energy within the allowed computational budget. Just like in the previous case, it may seem reasonable to expect the optimal set of constraints to be unique for the whole phase. Nevertheless, the agent finds three separate regimes as depicted in Fig. 4:

- Close to the phase transition, the best certificate is obtained by alternating 2-body and 3-body constraints, as shown in Fig. 4 diagram (c). This solution has a lower complexity than (a) and (b), but it provides a higher energy bound.
- In an intermediate regime, as shown in Fig. 4 diagram (b), the best possible certificate is obtained combining the overlap of some of the largest possible constraints with the inclusion of a smaller constraints.
- Deep into the phase, as shown in Fig. 4 diagram (a), the best possible certificate is obtained by evenly distributing all the largest possible constraints throughout the system. A priori, we would expect this to be the optimal solution throughout the whole phase.

Note that, in the entangled phase, the two intermediate optimal configurations (b) and (c) provide better bounds than the set of constraints (a) in Fig. 4, even with (c) yielding simpler certificates. This simple scenario shows that evaluating the quality of a relaxation beforehand is not a trivial task and it becomes even less straightforward when considering different kinds of Hamiltonians and budgets. Additionally, a budget that allows the allocation of several 3-body RDMs, may also allow for the allocation of some 4-body constraints, which are also taken into account in the optimization. For instance, with $n = 10$, the agent could introduce a single 4-body constraint. However, the solution found by the agent shows that it is better to combine 3-body and 2-body RDMs rather than using such a limited amount of 4-body ones.

In Fig. 4 we show the solution of a small system of $n = 6$ sites for illustrative purposes. In larger systems, we observe that the same optimal patterns remain consistent, suggesting that the qualitative solutions obtained in small systems can be used at larger ones with similar properties. In Appendix C we provide further details about the quality of the obtained certificates throughout the phase space and show that the optimal sets of constraints do remain optimal across different system sizes. While a thorough characterization of the Hamiltonian in terms of its optimal SdP constraints is of great interest, it falls out of the scope of the work. Already in such a simple scenario, the agent is able to find a rich set of intermediate solutions, which may, at first glance, seem counter-intuitive. The solutions are, nevertheless, closely related to the actual entanglement structure of the ground state of the system [101]. This shows that the agent is able to capture physical properties of the system, even when various possible solutions are very close in terms of cost and quality.

As a final remark, see that, the ground state of the unentangled phase is a product state, meaning that the exact solution lies within the budget with which the agent is provided. In contrast, in the entangled one, the ground state can only be exactly described by its full density matrix, meaning that the exact solution falls outside of the budget. With the framework we here present, when the agent is far from using the whole budget, it may be seen as a strong indication that the provided result is exact (cf. Section V).

2. Benchmarking

As briefly introduced at the beginning of Section IV, the proposed framework allows for the straightforward application of several optimization algorithms, besides RL. In this section, in order to evaluate the quality of the RL results, we use two informative points of reference: breadth first search (BFS) [107] and Monte Carlo (MC) optimization [108]. To the best of our knowledge, this is the first time such kind of optimization is performed. Thus, not having a pre-defined benchmark, we establish informative points of reference: breadth first search (BFS) [107] and Monte Carlo (MC) optimization [108]. To the best of our
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We observe that TL in the same phase is quite favorable. Indeed, for this particular problem, the optimal set of constraints is the same across the whole phase, including the critical point (cases (d) and (c), respectively). When applied across phases, the advantage of TL diminishes sharply. Close to the phase transition (case (b)), there appears a local minimum in which some changes (dashed). As shown, the loss of a convergence advantage from TL can be indicative of changes in the ground state of the system. Hence, this approach can thus be used to infer the properties of the physical system in a completely unsupervised way, by exploiting the failure of the method such as in [111, 112].

V. PARTICULAR CASES

Here we analyze some cases where the local Hamiltonian Eq. (1) enjoys desirable properties that make a certificate easier to obtain.

- If $H$ is a frustration-free Hamiltonian, its lowest energy eigenstate coincides with a lowest energy state of each of the individual terms $H_i$. In other words, global ground states correspond to local ground states. In this case, let $|\psi\rangle$ be the ground state of $H$. It is also a ground state of every $H_i$ and it defines a set of RDMs $\rho_i = \text{Tr}_{\text{supp}(H_i)} |\psi\rangle\langle \psi|$. Note that frustration-freeness guarantees that the contribution of each term equals its algebraic minimum $\text{Tr}[\rho_i H_i] = \min \sigma(H_i)$. Hence, the minimal set of constraints $C_0$ (cf. Eq. 4) already reproduces the ground state energy: on the one hand, given a term $H_i$, there is no $\rho_i$ that yields a smaller value than $\min \sigma(H_i)$. On the other hand, the set of RDMs that correspond to the actual ground state satisfy this condition. This implies that strengthening the constraints in Eq. (8) to any $C \succ C_0$ will be of no effect in increasing $\beta_C$.

A couple of comments are in order:

- Obtaining a set of constraints $\Xi_C$ which recovers an exact lower bound $\beta_C = E_0$ does not automatically imply that we can recover the ground state configuration, even if the problem is fully classical. For instance, even if $H$ corresponds to a classical 3-SAT problem: $H$ can be written in the computational basis as a sum of projectors $\Pi_i$ that act non-trivially on 3 variables $x_{i1}$, $x_{i2}$ and $x_{i3}$. Since $\Pi_i \succeq 0$ and there exists a satisfiable instance, we obtain $\beta_C = 0$ for any relaxation. By inspecting the values of the $\rho_i$ that the SdP Eq. (8) outputs, it does not need to be the case that $\rho_i$ is a rank-1 projector onto the solution state $|x_{i1}, x_{i2}, x_{i3}\rangle$ and thus directly interpretable as part of the solution to 3-SAT.

- Frustration-free Hamiltonians constitute an important class of models. All short-range, gapped, Hamiltonians can be well-approximated by frustration-free ones by increasing their locality to be $O(\log(n))$ [113]. Frustration-free
Hamiltonians comprise notable models, both commuting and anticommuting: On the one hand, frustration-free, commuting models include the toric code [114, 115], Levin-Wen models [116] and quantum error correcting codes [117]. Importantly, graph states [118] or, more generally, stabilizer states such as the cluster state [119] are included in this class. Graph states can be approximated as ground states of two-body Hamiltonians [120], although it has been shown for spin-1/2 that this approximation cannot be made exact (ground states of frustration-free 2-local qubit Hamiltonians are unentangled [121, 122]), even if we drop the frustration-freeness condition [123, 124]. On the other hand, frustration-free, noncommuting models include the Affleck-Kennedy-Lieb-Tasaki (AKLT) [125], Rokhsar-Kivelson models [126, 127] and parent Hamiltonians that are defined from injective projected entangled-pair states (PEPS) [73, 128–131]. Sufficient conditions on when a Hamiltonian must be frustration-free have been studied in [132].

- If $H$ is a sum of mutually commuting terms, its eigenstates correspond to eigenstates of each of the $H_i$. Note, however, that the order of the eigenenergies in $H$ needs not correspond to the order of the eigenenergies in $H_i$. For instance, changing $H_i$ to $-H_i$ reverses the order of the eigenstates, but leaves commutativity untouched. The simplest example of a commuting, non-frustration-free Hamiltonian is to consider $H = \sum_{<i,j> \in E} \sigma_z^{(i)} \otimes \sigma_z^{(j)}$, where $E$ are the edges of a triangle. In this case, tightening the constraints in Eq. (8) helps in better capturing the frustration in the model, thus improving $\beta_C$, as a larger number of sites is considered.

VI. GENERALIZATIONS

The framework that is here presented applies to the meta-problem of obtaining the best certificates given a computational budget by finding the most suitable convex relaxation. Although our case of study was centered around lower-bounding the ground state energy of local Hamiltonians, our methodology can be directly applied to many other tasks. The only requirement is to adapt the black box routine from Eq. (8) to the new tasks, and appropriately map the constraint space to the new problem. Once it is done, provided that the presented optimization framework is entirely agnostic to the actual problem, its implementation to other tasks is straightforward.

Convex sets arise naturally in quantum information in many flavors. An efficient way to characterize them is through linear programming, such as finding outer approximations to projections of the set of correlations that satisfy the no-signalling principle. In this work, we have introduced a novel approach to construct optimal relaxations to obtain certificates of quantum many-body properties, given a finite computational budget. Then, we have proposed a machine learning approach, based on deep reinforcement learning, to find such certificates. We have showcased its properties in the context of approximating the ground state energy of quantum local Hamiltonians.

With the proposed framework, the RL agent is able to find the certificate that maximizes the objective function with the lowest complexity and whose cost lies within the computational budget. We have studied the validity of the method in the well-known Heisenberg XX model, showing that the agent is able to correctly characterize the ground state across the phase diagram. Indeed, we have shown how the certificates found by the agent change accordingly to the changes in the ground state.

Already for small systems, the agent is able to capture the complexity of the system of study and go beyond more trivial and simpler solutions, even when these are close in terms of the objective function. We have also shown that the agent is able to solve the opposite case, in which simpler proofs provide better bounds than more complex ones. Besides, we have shown that the qualitative solutions obtained in reduced systems can be used in larger ones, as these remain consistent for any size. Hence, the constraint optimization can be performed in a reduced version of the original problem in order to minimize the computational workload.

Additionally, we have shown that the reinforcement learning approach handles large optimization spaces rather successfully, strongly outperforming other classical optimization algorithms. As final result, we have shown how to leverage transfer learning, positively impacting scalability. Moreover, we have characterized its behaviour, to find that it may be indicative of changes in

VII. CONCLUSION AND OUTLOOK

In this work, we have introduced a novel approach to construct optimal relaxations to obtain certificates of quantum many-body properties, given a finite computational budget. Then, we have proposed a machine learning approach, based on deep reinforcement learning, to find such certificates. We have showcased its properties in the context of approximating the ground state energy of quantum local Hamiltonians.

With the proposed framework, the RL agent is able to find the certificate that maximizes the objective function with the lowest complexity and whose cost lies within the computational budget. We have studied the validity of the method in the well-known Heisenberg XX model, showing that the agent is able to correctly characterize the ground state across the phase diagram. Indeed, we have shown how the certificates found by the agent change accordingly to the changes in the ground state.

Already for small systems, the agent is able to capture the complexity of the system of study and go beyond more trivial and simpler solutions, even when these are close in terms of the objective function. We have also shown that the agent is able to solve the opposite case, in which simpler proofs provide better bounds than more complex ones. Besides, we have shown that the qualitative solutions obtained in reduced systems can be used in larger ones, as these remain consistent for any size. Hence, the constraint optimization can be performed in a reduced version of the original problem in order to minimize the computational workload.

Additionally, we have shown that the reinforcement learning approach handles large optimization spaces rather successfully, strongly outperforming other classical optimization algorithms. As final result, we have shown how to leverage transfer learning, positively impacting scalability. Moreover, we have characterized its behaviour, to find that it may be indicative of changes in
the nature of the ground state of the system of study, some of which are due to phase transitions. The structure of the constraints which suffice for a good approximation correlates with the system’s phase and the entanglement properties of the ground state. Unravelling their precise relation is a matter deserving future investigation.

Finally, we have provided an analysis of some particular cases within the context of ground energy estimation, as well as the tools to generalize the framework to other common tasks such as entanglement witnessing or outer approximations to the quantum set of correlations, to name a few. The presented framework can be readily extended to other tasks in quantum information that are based on finding good outer approximations of convex sets that are hard to describe.

As future work, it remains open the question of which properties of the Hamiltonian have lead to better bounds with cheaper solutions. Furthermore, transfer learning can be used to analyze common patterns between different Hamiltonians. Besides, the architecture of the reinforcement learning agent can be adapted to allow for the transfer learning between problems of different sizes. As an additional step, it would be interesting to study how introducing explicit information about the Hamiltonian may affect the optimization process. For instance, whether a RL agent can help in designing better adiabatic schedules [133] or whether better certificates can be built by combining RL following an adiabatic path.

VIII. CODE AVAILABILITY

The code for the method proposed in this work is accessible in Ref. [134] in form of a Python library, with tools to reproduce the results presented and use the method in various scenarios.
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Appendix A: SdP-based certificates

In this section we discuss the details on how a proof is obtained via a semidefinite program (SdP). To this end, let us recall the (primal) form of a SdP in canonical form:

\[
\begin{align*}
\min_X & \quad \langle C, X \rangle \\
\text{s.t.} & \quad \langle A_i, X \rangle = b_i \\
& \quad X \succeq 0.
\end{align*}
\]  

(A1)

To each primal SdP one can associate a dual SdP, which is the following optimization problem.

\[
\max_y \quad y^T b \\
\text{s.t.} \quad C - \sum_i y_i A_i \succeq 0.
\]

(A2)

Although the primal SdP Eq. (A1) and the dual SdP Eq. (A2) are different optimization problems any two \(X\) and \(y\) that satisfy their respective problem constraints obey the weak duality relation

\[
\langle C, X \rangle \geq y^T b.
\]  

(A3)

This means that a feasible solution \(X\) of Eq. (A1) upper bounds the value of the objective function of Eq. (A2) (in particular, its maximum value). Conversely, any feasible solution \(y\) of Eq. (A2) lower bounds the value of the objective function of Eq. (A1) (in particular, its minimum value). Therefore, one can construct a mathematical proof for a bound \(E_0 \geq \beta\) by transforming the SdP into primal canonical form Eq. (A1), constructing its dual problem and finding a dual feasible solution of the latter Eq. (A2). In practice, this transformation is taken care of automatically with SdP parsers such as cvx [135, 136] or yalmip [137] and an SdP solver (e.g. [91, 138]) numerically finds the values of the optimal \(X\) and \(y\) of both problems. Furthermore, Eq. (A3) typically becomes tight at optimality of both Eq. (A1) and Eq. (A2) under reasonable regularity conditions, such as strict feasibility [56].

Appendix B: Pathological cases

It might appear that a more natural way to define Eq. (8) would be as follows:

\[
\beta_C := \min_{\rho_S} \sum_i \langle H_i \rangle \\
\text{s.t.} \quad \rho_S \succeq 0 \\
& \quad \text{Tr}[\rho_S] = 1 \\
& \quad \text{Tr}_{R^c}[\rho_S] = \text{Tr}_{R^c}[\rho_{S'}], \quad \forall S \subset C.
\]  

(B1)

In other words, Eq. (B1) enforces that reduced states are equal in every pairwise intersection of constraints. Both Eq. (8) and Eq. (B1) yield valid certificates, but Eq. (B1) might not implement all the compatibility conditions that one would naively expect, in some pathological cases. Here we discuss an example (see Fig. 7). Consider a system of 4 qubits in a 1−D geometry on a ring \(i.e.\), with periodic boundary conditions. Consider furthermore that our set of constraints is \(C = \{\{0, 1, 2\}, \{1, 2, 3\}, \{2, 3, 0\}, \{3, 0, 1\}\}\). Eq. (B1) would require that the SdP takes into account the variables \(\rho_{0,1}, \rho_{0,2}, \rho_{0,3}, \rho_{1,2}, \rho_{1,3}\) and \(\rho_{2,3}\). These come from the 6 ways to choose 2 elements from a 4-element set, like \(C\). Note, however, that the SdP does not enforce conditions that one would naturally expect, such as

\[
\rho_3 \equiv \text{Tr}_2[\rho_{23}] = \text{Tr}_0[\rho_{03}] = \text{Tr}_1[\rho_{13}].
\]

In other words, the two-body reduced density matrices stemming from Eq. (B1) do not need, \(a\ priori\), to have compatible supports in their intersections. This caveat is resolved in the formulation of Eq. (8). In practice, however, pathological cases such as the one depicted in Fig. 7 are quite rare. For instance, the same scheme with a three-body constraint centered at each site, but for a number of parties larger than 4 would automatically generate all the single-body terms.

Appendix C: Optimal constraints across system sizes

In Section IV A 1 we presented the result of applying the proposed method to to the XX Heisenberg model Eq. (11) with a computational budget that allowed the agent to allocate up to half of the 3-body constraints. Here, we explore in further detail how the different sets depicted in Fig. 4 vary in energy throughout the phase space. Moreover, we show that even for bigger system sizes the same qualitative solutions remain optimal across the different sizes. In particular, we will study systems of sizes \(n = 6, 12, 24, 36\).
Let us first address what we mean by qualitative solutions and how these are generalized to different sizes. The optimal sets of constraints shown in Fig. 4 can be seen as patterns of reduced density matrices (RDMs) that span the system and can therefore be reproduced at any size. This way, sets of constraints made out of the same RDM pattern may be seen as the same qualitative solution. Let us describe these patterns and provide some examples:

(a): Span the system with evenly distributed 3-body RDMs.
- $n = 6$: $C = \{\{0, 1, 2\}, \{2, 3, 4\}, \{4, 5, 0\}\}$, $C = \{\{1, 2, 3\}, \{3, 4, 5\}, \{5, 0, 1\}\}$.
- $n = 12$: $C = \{\{0, 1, 2\}, \{2, 3, 4\}, \{4, 5, 6\}, \{6, 7, 8\}, \{8, 9, 10\}, \{10, 11, 0\}\}$.

(b): Span the system with 3-body RDMs, including an additional 2-body RDM that shifts one of the 3-body ones. This is the least straightforward pattern to generalize, provided that it can either be interpreted as having only one extra 2-body RDM, or including some additional 2-body RDMs every few sites. We have found that, for the considered system sizes, the optimal set of constraints is found by including these 2-body RDMs every 6 sites, i.e. spanning the system by repetition of the 6-body pattern.
- $n = 6$: $C = \{\{0, 1, 2\}, \{2, 3, 4\}, \{3, 4, 5\}, \{5, 0\}\}$, $C = \{\{0, 1, 2\}, \{2, 3\}, \{3, 4, 5\}, \{4, 5, 0\}\}$.
- $n = 12$: $C = \{\{0, 1, 2\}, \{2, 3, 4\}, \{3, 4, 5\}, \{5, 6\}, \{6, 7, 8\}, \{8, 9, 10\}, \{9, 10, 11\}, \{11, 0\}\}$.

(c): Span the system alternating 3-body and 2-body RDMs.
- $n = 6$: $C = \{\{0, 1, 2\}, \{2, 3\}, \{3, 4, 5\}, \{5, 0\}\}$, $C = \{\{0, 1\}, \{1, 2, 3\}, \{3, 4\}, \{4, 5, 0\}\}$.
- $n = 12$: $C = \{\{0, 1, 2\}, \{2, 3\}, \{3, 4, 5\}, \{5, 6\}, \{6, 7, 8\}, \{8, 9\}, \{9, 10, 11\}, \{11, 0\}\}$.

(d): Span the system with 2-body RDMs.
- $n = 6$: $C = \{\{0, 1\}, \{1, 2\}, \{2, 3\}, \{3, 4\}, \{4, 5\}, \{5, 0\}\}$, $C = \{\{1, 2\}, \{2, 3\}, \{3, 4\}, \{4, 5\}, \{5, 0\}\}$.
- $n = 12$: $C = \{\{0, 1\}, \{1, 2\}, \{2, 3\}, \{3, 4\}, \{4, 5\}, \{5, 6\}, \{6, 7\}, \{7, 8\}, \{8, 9\}, \{9, 10\}, \{10, 11\}, \{11, 0\}\}$.

In Fig. 8 we show the energy bounds obtained by all the sets of constraints that, at some point along the phase diagram, are optimal. Indeed, we find that the optimal sets of constraints at different system sizes represent the same qualitative solutions and the regimes under which these are optimal are all the same. This suggests that a reduced version of the original problem can be used in order to find the optimal set of constraints, significantly reducing the computational cost of the optimization.

Additionally, we see that the qualitative solution (c), in some regions of the phase space, provides the same energy bound as (b) and, even more, yields a better bound than (a), while being a much simpler certificate that involves 20% less SdP variables than (a) and (b). Overall, the relative behaviour of each set of constraints is the same across system sizes and they all converge to the same value at $B/J = 2$, where the phase transition happens.

Appendix D: Optimization details

In this section, we provide a brief description of the RL method, with details about the specific parameters involved in each one to obtain the results shown in Fig. 5. These are the results of finding the optimal set of constraints for various system sizes and two different computational budgets. Moreover, we also present the parameters needed to reproduce the results of the breadth first search (BFS) [107] and Monte Carlo [108] approaches used in the same figure.
The RL optimization has several hyper-parameters that dictate both the deep Q-network architecture [96] and the learning procedure of the RL agent. Given that the size of the state vectors depends on the size of the actual problem (see Section IV), the RL agent must be adapted to each system size. This way, we define many of the parameters as a function of the system size $n$. In small systems, the constraint space is reduced and the exploration is not needed, while a proper exploration is necessary for systems $n > 7$. In contrast, for a high budget, as in Fig. 5b with all the 3-body constraints available, the episode length needs to be slightly higher with the sets of constraints that are optimal in some region of the phase space. The labels (a), (b), (c), (d) refer to the qualitative solutions of Fig. 4, followed by the number of triplets (T) and pairs (P) constituting the RDMs and, in brackets, the cost associated to solving the associated SdP in terms of the number of free variables in the SdP. The shaded background indicates the color of the set of constraints that is optimal within the range.

1. Reinforcement learning parameters

The RL optimization has several hyper-parameters that dictate both the deep Q-network architecture [96] and the learning procedure of the RL agent. Given that the size of the state vectors depends on the size of the actual problem (see Section IV), the RL agent must be adapted to each system size. This way, we define many of the parameters as a function of the system size $n$, the state vector size $s$ and the number of possible actions $a = s + 1$, as the agent is allowed to remain in the same state. The agent architecture has three fully connected hidden layers with rectified linear unit (ReLU) activation function. The input layer has size $s$, the first layer has size $3s$, the second layer has size $2a$, the third layer has size $2a$ and the output layer has size $a$. This network is copied as a target network for double Q-learning [97].

The learning procedure is structured in learning episodes in which the agent performs a trajectory through the state space, always starting from the same initial state, as described at the beginning of Section IV. Throughout the learning episodes, the agent gathers experience in the form of State-Action-New State-Reward tuples that are stored in a memory. At the end of each episode, the agent replays a batch of steps from the memory to learn.

We set an episode length of the order of the system size $n$, modified according to the computational budget. For a low budget, such as in Fig. 5a with half of the 3-body constraints available, the episode length can be slightly lower than $n$, e.g. $0.7n$. In contrast, for a high budget, as in Fig. 5b with all the 3-body constraints available, the episode length needs to be slightly higher than $n$, e.g. $1.2n$. This way, we guarantee that the agent has enough time to allocate all the possible constraints with some margin for errors. We set the batch size for the experience replay to 20 episodes and the agent starts learning once it has visited as many states as a quarter of the batch size. We use a learning rate of $5 \times 10^{-3}$ and we update the target network every 5 episodes.

Finally, in order to enforce the agent to explore, we vary the value of $\epsilon$ in the $\epsilon$-greedy policy throughout the training process. We start with $\epsilon_0 = 0.9$ and we make it decay exponentially after every training episode, labelled by $e$, such that $\epsilon_e = \max \{0.1, \delta^e \epsilon_0 \}$ with $\delta \in (0, 1)$. In the benchmarking from Fig. 5, we have taken $\delta = 0.5$ for systems $n \leq 7$ and $\delta = 0.95$ for systems $n > 7$. In small systems, the constraint space is reduced and the exploration is not needed, while a proper exploration...
is critical in larger problems.

2. Benchmarking optimization methods

Here we describe the methods used to benchmark our results: bread first search (BFS) and Monte Carlo (MC) optimization.

BFS does not have any hyper-parameter. Starting from the initial state, it builds a queue of states to visit by recursively expanding each state. Expanding a state consists on appending, at the end of the queue, all the possible states that can be reached from it through valid actions. We have taken randomized orders in the state expansion and we do not consider states that have already been visited or that are already in the queue.

The MC optimization has only one hyper-parameter, that is, the effective temperature $T$. The algorithm consists on proposing random valid actions to go from one state to another. Then, the movement is accepted or rejected depending on the reward associated to the old and new states, $R_{\text{old}}, R_{\text{new}}$, with acceptance probability $p(R_{\text{new}}, R_{\text{old}}) = \min \{1, e^{(R_{\text{new}}-R_{\text{old}})/T}\}$. We tune the effective temperature to obtain a 50% acceptance ratio in a long, well converged, optimization. The results from Fig. 5a are obtained with $T = 0.084$ and the results from Fig. 5b with $T = 0.007$.

Appendix E: Generalizations

In Section VI, we briefly mention the generalization of the presented method to other common tasks in the field of quantum information processing, beyond the running example of lower bounding the ground state energy of local Hamiltonians. We present, here, a non-exhaustive set of examples explicitly showing how to implement the black box routine from Eq. (8) to such tasks. This allows the straightforward implementation of the RL framework, provided that is entirely agnostic to the actual problem.

1. Entanglement witnesses from local Hamiltonians

The most straightforward adaptation of our case study relates to entanglement detection [139]. In particular, to finding relaxations to the separability bound of entanglement witnesses constructed from local Hamiltonians [140, 141]. In this case, we need ask that the global quantum state $\rho$ is fully separable. Note that the global optimization task is to minimize $\langle H \rangle$ over the set of separable states, which form a convex set. The RDMs of a fully separable $\rho$ are also separable, but the separability condition is hard to impose in a SdP. Actually, deciding membership in the set of separable quantum states has been shown to be NP-hard [28], even in notably simpler instances [31, 142, 143]. However, the set of separable states is contained in the set of states that fulfill the PPT condition, which are easy to characterize via a SdP. Hence, Eq. (8) can be straightforwardly modified to yield a lower bound on the separable bound of a local Hamiltonian $H$, when $H$ is seen as an entanglement witness:

$$\beta_{C}^{\text{full-sep}} := \min_{\Xi_{C}} \sum_{S} \langle H_{S} \rangle$$

s.t.

$$\rho_{S} \succeq 0$$

$$\rho_{S}^{T_A} \succeq 0$$

$$\text{Tr}[[\rho_{S}]] = 1$$

$$\text{Tr}_{R_{S}}[\rho_{S}] = \text{Tr}_{R_{\text{full}}}[\rho_{S}] \quad \forall R \subseteq S \cap S'$$

$$S, S' \in C,$$

(E1)

where the superscript $\Gamma_A$ indicates that the partial transposition ($I_A \otimes T_A$) has been applied to the elements of $S = A \cup A'$. Note that this is a linear operation since it simply permutes elements of $\rho_{S}$. Hence, any quantum state satisfying $\text{Tr}[\rho H] < \beta_{C}^{\text{full-sep}}$ contains some entanglement.

The optimization in Eq. (E1) can be tightened in several directions. First, one can consider symmetric extensions [30] in order to improve the approximation of the PPT set to the separable set, at a cost of increasing the computational demands of Eq. (E1). In some cases, one can furthermore demand that the bound detects a higher degree of entanglement, yielding a $k$-producibility bound. In [50, 51] device-independent witnesses of entanglement depth have been proposed, and their lower bounds are found via a SdP that encodes a relaxation of the quantum marginal problem. In this case, the relaxation can be tightened by imposing compatibility with larger quantum states, as long as these remain within a computational budget.

2. Outer approximations to the set of quantum correlations

The set of correlations that are produced by quantum mechanics is also a convex set [144]. A whole program aiming at its characterization has obtained several operationally-motivated characterizations of it [36–43]. Systematic methods also yield
relaxations, which can be made arbitrarily accurate at a higher computational cost [44–46]. In this case, we note we also have a poset structure that can be exploited to build a similar constraint space.

Let us recall that the so-called Navascués-Pironio-Acin (NPA) hierarchy [44] chooses a set of operators $S = \{ \mathbb{I}, A_0, B_0, \ldots \}$ from which it builds a moment matrix $\Gamma = S^T S$. Non-trivial relationships among the entries of $\Gamma$ are imposed by the algebra generated by the elements of $S$: commutation relations or identities such as $A_i^\dagger A_i = \mathbb{I}$ impose linear constraints among the entries of $\Gamma$. Then, given a Bell inequality that can be formally represented as $I = \text{Tr}[C \Gamma]$, one can find a lower bound to its value over the quantum set by solving

$$
\beta^S_Q := \min_{\Gamma} \text{Tr}[C \Gamma] \\
\text{s.t.} \quad \Gamma \succeq 0 \\
\Gamma_{00} = 1 \\
\text{Tr}[C_i \Gamma] = 0
$$

(E2)

where $C$ and $C_i$ are real matrices, thus obtaining a quantum Bell inequality of the form $I \geq \beta^S_Q$. Note that $C$ picks the coefficients of $I$ and the $C_i$ enforce the conditions arising from the operator algebra. For instance, if the Bell scenario is such that the outcomes of the measurements are $\pm 1$ then $A_i^2 - \mathbb{I} = 0$. Then $C_i$ picks the entries $A_i^2$ and $\mathbb{I}$ in $\Gamma$ with the appropriate coefficients, imposing the equality constraint. Similarly, commutation relations such as $[A_k, B_l] = 0$ are enforced in the same way.

In this case, the poset structure lies in the definition of the set of operators $S$. The partial order relation $\subseteq$ corresponds to the inclusion order relation $\subseteq$ between two different sets of operators and the agent can perform actions in a similar way, by adding and removing operators.

In analogy to Section V, some witnesses for the quantum set admit a proof for a ver low operator degree in $S$. The paradigmatic example is the CHSH Bell inequality [145], which can be shown to be bounded by $2\sqrt{2}$:

$$
2\sqrt{2} \mathbb{I} - (A_0 B_0 + A_0 B_1 + A_1 B_0 - A_1 B_1) = \frac{1}{\sqrt{2}} \sum_{t=0}^{1} \left( A_i - \frac{B_0 + (-1)^i B_1}{\sqrt{2}} \right)^\dagger \left( A_i - \frac{B_0 + (-1)^i B_1}{\sqrt{2}} \right) \geq 0.
$$

(E3)

On the other hand, inequalities such as the so-called $I_{3222}$ inequality [146] do not seem to admit a tight proof for their quantum bound, even in the case that $S$ contains operators up to degree 5 [147, 148]. Having simple certificates such as those of the form of (E3) turns out to be extremely convenient for proofs in device-independent quantum information processing protocols, such as self-testing: When $\beta^S_Q$ is tight, it means that the quantum state and measurements yield exactly zero expectation value on all the sos terms (cf. (E3)). These equations then impose conditions that allow to characterize the states and/or measurements performed to some extent, solely from their statistics [47, 60, 62, 149–153].

3. Improving sum-of-squares representations of non-negative polynomials

Semi-definite programming optimization is essentially equivalent to finding sum-of-squares decompositions [56]. The latter arise naturally when trying to answer the following question: given a real polynomial in $d$ variables, does it take non-negative for all points in $\mathbb{R}^d$? This is precisely Hilbert’s 17th problem [154]. On the one hand, it is a trivial observation that every polynomial that admits a sum-of-squares representation is non-negative by construction, and the latter can be efficiently found via a SdP. Unfortunately, not every non-negative polynomial admits a sum-of-squares decomposition in terms of polynomials [155]. In fact, although Hilbert’s problem was solved by Artin in 1927 [156], who showed that every non-negative polynomial admits a sum-of-squares representation in terms of rational functions, the problem remains NP-hard. By controlling the degree of the denominator in the rational function sos, one also obtains a hierarchy.

Interestingly, non-negative polynomials also appear naturally in physics and optimization. For instance, imagine one wants to find the minimal energy of a classical local Hamiltonian. This task appears naturally in the verification of quantum optimizers [59] or in the context of finding the classical bound of a Bell inequality with few-body correlators [106]. In these cases, there are some geometric properties imprinted in the cost function which one would like that they persist in the sos decomposition. However, sos decompositions are not unique in general. When the underlying graph that connects variables that interact directly is chordal, the sparsity in the objective function percolates to a sparse sos decomposition [157–160]. However, in the case that the underlying graph has a complicated chordal extension, it is significantly harder to obtain good sos decompositions, since there is no systematic method in this case, making the situation amenable to a RL agent. It would be interesting to see to which extent a RL agent recovers a perfect elimination ordering stemming from a chordal graph and whether it can find effective strategies when the graph is approximately chordal.
4. Optimization of nonlocality depth witnesses from few-body Bell inequalities

Here we consider the following multipartite Bell scenario, where \( n \) parties labelled from \([n]\) are space-like separated and each of them can perform \( m \) measurements each yielding \( d \) possible outcomes. At the end of the experiment, parties have collected enough statistics to estimate the conditional probability distribution \( p(a|x) \), where \( x \) is an \( n \)-dimensional vector denoting a collective choice of measurements and \( a \) is also an \( n \)-dimensional vector labelling the corresponding outcomes. Studying Bell nonlocality in such a multipartite scenario easily turns into a highly complex task, even from the point of view of designing or finding relevant Bell inequalities [161–165]. Furthermore, in the multipartite scenario, analogously to entanglement [50, 51, 139, 141, 166], Bell nonlocality can come in many flavors, from fully local models to bilocal models that are only falsified by genuinely nonlocal correlations. In addition, the multipartite Bell scenario poses the extra challenge of a consistent time ordering or finding relevant Bell inequalities [161–165]. Furthermore, in the multipartite scenario, analogously to entanglement [50, 51, 139, 141, 166], Bell nonlocality in such a multipartite scenario easily turns into a highly complex task, even from the point of view of designing or finding relevant Bell inequalities [161–165].

By mixing models of the form Eq. (E4), one constructs \( k \)-local models, in this case, under no-signalling constraints.

In [169, 170] a way to optimize Bell inequalities for \( k \)-nonlocality depth was proposed for large system sizes, leveraging on two factors that simplify the problem: designing Bell inequalities that are (i) permutationally invariant and (ii) composed of two-body correlators only. As can be inferred from Eq. (E4), in order to construct these inequalities or to find their \( k \)-local bound given one, one needs to know a characterization, in terms of extremal points, of the projected no-signalling polytope for \( |S| \) parties in the relevant Bell scenario. This way, one can construct the \( k \)-local polytope [163, 169, 171]. Unfortunately, the polytope of nonsignalling correlations admits an easy description only in terms of inequalities. In terms of vertices, the so-called PR-boxes [36], it has been shown that finding all PR-boxes equivalent to finding all Bell inequalities [172]. Therefore, it seems that such a daunting task [173, 174] could benefit from a relaxation approach, which we here describe: By allowing for a simpler characterization of the projected no-signalling polytope, one can hope to construct \( k \)-local models with less extremal points to be considered.

Let us recall that the no-signalling principle states that the probability distributions \( p(a|x) \), apart from satisfying the relations \( \sum_{a} p(a|x) = 1 \) for all \( x \) and \( p(a|x) \geq 0 \) for every \( a, x \), as does any mathematically sound probability distribution, they also satisfy the so-called no-signalling principle, which reads

\[
p(a_S|x_S \cup x_{S'}) = p(a_S|x_S \cup x_{S'}, \forall a_S, x_S, x_{S'}, S \subseteq [n])
\]

(E5)

where we have split \( x \) into those components labelled in \( S, x_S \) and those in its complementary set, and \( p(a_S|x) \) is defined as the marginal probability distribution

\[
p(a_S|x) = \sum_{a_{S',i} \in S'} p(a|x).
\]

(E6)

Note that, operationally, the NS principle imposes that the marginal probability distribution that a subset \( S \) of parties observe does not depend on the inputs \( x_S \) received by the rest of the parties during the experiment. Hence, the rest of the parties cannot signal information to the parties in \( S \) by choosing a particular sets of inputs. Furthermore, the no-signalling principle tells us that the quantities \( p(a_S|x_S) \) are well defined.

We can now build the relaxation as follows: The projected no-signalling polytope, in terms of 2-body correlations, is given in terms of the marginals \( p(a_S|x_S) \), where \(|S| = 2 \) (we can take particular linear combinations of them to build symmetric correlators). Each of the \( p(a_S|x_S) \) stemmed from a common \( p(a|x) \), but at a first relaxation level, this assumption can be dropped. The relaxation hierarchy is then built by imposing compatibility at larger and larger levels: for instance, given \( S, W \subseteq [n], |S| = |W| = 2, |S \cap W| = 1 \), we can impose that there exists a no-signalling three-partite \( p(a_{SW}|x_{SW}) \) with appropriate marginals. From the set inclusion relation one recovers the same poset structure in the constraint space. Since now the problem is linear, one can build outer approximations to the projected no-signalling polytope by means of a linear programming black box or, equivalently, a diagonal SdP.