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Abstract—Recently, many reactive trajectory planning approaches were suggested in the literature because of their inherent immediate adaption in the ever more demanding cluttered and unpredictable environments of robotic systems. However, typically those approaches are only locally reactive without considering global path planning and no guarantees for simultaneous collision avoidance and goal convergence can be given. In this article, we study a recently developed circular field (CF)-based motion planner that combines local reactive control with global trajectory generation by adapting an artificial magnetic field such that multiple trajectories around obstacles can be evaluated (cf., Becker et al., 2021). In particular, we provide a mathematically rigorous analysis of this planner for static environments in the horizontal plane to ensure safe motion of the controlled robot. Contrary to existing results, the derived collision avoidance analysis covers the entire CF motion planning algorithm including attractive forces for global convergence and is not limited to a specific choice of the rotation field, i.e., our guarantees are not limited to a specific potentially suboptimal trajectory. Our Lyapunov-type collision avoidance analysis is based on the definition of an (equivalent) 2-D auxiliary system, which enables us to provide tight, if and only if conditions for the case of a collision with point obstacles. Furthermore, we show how this analysis naturally extends to multiple obstacles and we specify sufficient conditions for goal convergence. Finally, we provide challenging simulation scenarios with multiple nonconvex point cloud obstacles and demonstrate collision avoidance and goal convergence.
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I. INTRODUCTION

NEW technologies have enabled classical industrial robotics to be increasingly complemented and extended by more sensitive, lighter, and less constrained robotic systems that no longer need to be operated behind safety fences. Therefore, there has been a significant increase in research and application of human–robot collaborations in recent years [2]. As a result, the use of robotic applications is naturally evolving away from structured and clearly delineated areas to unpredictable, cluttered, and complex environments. This development poses new challenges, which place great demands on collision avoidance with obstacles and motion planning in particular [3]. Traditional sense-plan-act approaches are reaching their limits, while reactive algorithms offer great potential due to their fast computing time and inherent immediate adaptation to unforeseen events [3], [4].

Research for mobile robotics and autonomous vehicles already achieved impressive results in those environments using reactive approaches [5], [6], [7]. Nevertheless, motion planning remains to be an active topic in all application areas in particular in terms of safety, where rigorous guarantees for collision avoidance are needed to ensure that a robot is able to perform its tasks safely even in the event of unforeseen situations [8], [9]. Such a rigorous analysis in terms of goal convergence and collision avoidance is often neglected, in particular for reactive approaches, where classical verification methods are not applicable [8], [10].

Related Work: Inevitable collision states (ICS) can be used to guarantee safe collision free motion planning by considering obstacle and robot dynamics to avoid states, where a collision is unavoidable [11]. ICS results in a high computational complexity, which can be relaxed by planning partial ICS-free trajectories over a finite time [12]. Similarly, reachability analysis can be used for online verification of safe motions [13], [14]. Collision avoidance can also be verified using barrier certificates [15], or enforced using control barrier functions, which enable reactive control strategies with low computational complexity [16], [17], [18]. Other reactive algorithms that ensure collision avoidance include, e.g., the biologically inspired approach in [19] and [10], where an avoidance angle of the robots’ velocity vector to the obstacles is used for collision avoidance. The algorithm was exploited and extended in several publications [9], [20], [21].

Artificial potential fields (APFs) are one of the most popular reactive collision avoidance approaches, which suffer from local minima, i.e., goal convergence cannot be guaranteed [22]. Many variants of APFs or related approaches were proposed to overcome the problem with local minima and to enable...
goal convergence in a wider range of applications, e.g., navigation vector fields [23], harmonic fields [24], or gyroscopic forces [25]. Collision avoidance guarantees for the gyroscopic force algorithm are available for planar robots [25], spherical or cylindrical obstacles in 3-D space [26]. In [27], an additional breaking force was added to the definition of the gyroscopic force, ensuring collision avoidance at the expense of losing goal convergence guarantees.

Inspired by the interactions in magnetic fields, the reactive CF algorithm first developed in [28] has been increasingly studied in the last years [29], [30], [31], [32], [33], [34], [35]. Notably, this algorithm does not change the magnitude of the velocity, hence resulting in smooth trajectories without getting stuck in local minima. Nevertheless, these approaches are typically only locally reactive and use a fixed rotation field to avoid obstacles, resulting in globally suboptimal paths. In order to overcome this limitation, we developed the circular field predictions (CFP) planner in [1], which combines local reactive control with global motion planning and provides significantly improved trajectories compared to other reactive planners as it is able to avoid obstacles in multiple directions.

Among these magnetic field inspired collision avoidance algorithms, several analyses were conducted which are, to a certain extent, applicable to the CFP planner [1]. In the seminal work [28], goal convergence is shown in combination with an attractive force, assuming no collision occurs. In addition, collision avoidance is studied under simplified assumptions, where the artificial magnetic field is kept constant (instead of changing with the movement of the robot) and without any attractive forces. In [31], collision avoidance in environments with a single convex obstacle is shown. The approach was recently enhanced in [33], where an additional repulsive force was added that does not disturb the robot’s velocity magnitude so that the collision avoidance guarantees could be extended to single nonconvex obstacles without conflicting with the goal convergence properties. However, the existing approaches and analyses [28], [31], [33] have two major limitations. First, they are locally reactive by design and do not consider global trajectory planning. Thus, the analyses only provide collision avoidance guarantees for one possibly suboptimal trajectory. Additionally, all previous collision avoidance analyses for CF approaches were conducted for isolated CF forces only, i.e., no collision avoidance guarantees could be given when the CF force is combined with an additional attractive force, which is necessary to achieve goal convergence.

**Contribution:** We address these issues by providing a rigorous mathematical analysis of the complete motion planning approach from [1] with CFs for collision avoidance and an attractive potential force for goal convergence in planar environments. In contrast to previous magnetic field inspired motion planners, the considered CFP planner is able to generate multiple trajectories to avoid obstacles in different directions. However, the existing analyses are not applicable to this setting. In order to study this problem, we define auxiliary system dynamics in Section III, which can be used for a Lyapunov-type analysis of the CF forces in the provided planar setting for all avoidance directions. In this context, we show that a collision with a static point obstacle is only possible for initial conditions on a set of measure zero, which we characterize precisely. Then, we show how the results can be naturally extended when the entire planner is used, i.e., CF forces in combination with an additional goal force (see Section IV-D) and that the previous guarantees remain valid under the influence of CF forces from multiple obstacles (see Section IV-B). This is done by intermediating showing robustness with respect to small additional disturbances in Section IV-A. We conclude the collision avoidance analysis with a qualitative argument for collision avoidance of point cloud obstacles (see Section IV-C). Subsequently, we provide sufficient conditions for goal convergence using a potential field type argument (see Section V). Finally, we demonstrate collision avoidance and goal convergence in a 2-D simulation of a critical scenario with multiple nonconvex obstacles to highlight the theoretical results of this article and in a 3-D setting with dynamic obstacles and noisy point cloud data to show the practical capabilities of the CFP planner (see Section VI).

**Notation:** In this article, we use bold symbols to represent vectors, e.g., \( \mathbf{a} \in \mathbb{R}^n \). Let \( \mathbf{a} \times \mathbf{b} \) be the cross product and \( \mathbf{a} \cdot \mathbf{b} \) be the dot product of two vectors \( \mathbf{a}, \mathbf{b} \in \mathbb{R}^n \). We denote the time derivative of a vector \( \mathbf{a} \in \mathbb{R}^n \) by \( \dot{\mathbf{a}} = \frac{d\mathbf{a}}{dt} \) and define \( ||\mathbf{a}||\) to be the Euclidean norm of this vector. We use \( \wedge \) and \( \vee \) to denote the logical conjunction and logical disjunction, respectively.

## II. CIRCULAR FIELD MOTION PLANNER

In the following, we describe the CF motion planner from [1]. We consider point mass dynamics and use a steering force \( \mathbf{F}_s \) for the calculation of the control signal, i.e., \( \ddot{x} = \frac{\mathbf{F}_s}{m} \), where \( \ddot{x} \in \mathbb{R}^3 \) is the robot acceleration and \( m \) the robot mass. Without loss of generality, we consider a unit mass \( m = 1 \). The steering force consists of an attractive potential field force \( \mathbf{F}_{\text{VLC}} \) for goal convergence and CF-based obstacle avoidance forces \( \mathbf{F}_{\text{CF}} \) and is defined as

\[
\mathbf{F}_s = \mathbf{F}_{\text{CF}} + k_{\text{VLC}} \mathbf{F}_{\text{VLC}}
\]  

(1)

where \( k_{\text{VLC}} \geq 0 \) is an additional scaling factor, which is explained in detail in Section IV-D. Throughout this article, we consider \( j = 1, \ldots, n_o \) obstacles which are each characterized by a cloud of points \( j \mathbf{p}_i \in \mathbb{R}^3, i = 1, \ldots, m_j \). In this form, the obstacle data can be obtained from common motion tracking devices like laser scanners or cameras. Moreover, we only consider static obstacles \( \|j \mathbf{p}_i\| = 0 \) and assume to have perfect knowledge of the environment, i.e., the position of each point \( j \mathbf{p}_i \) of each obstacle is known exactly. Extending the collision avoidance and goal convergence guarantees given in this article to settings with dynamic obstacles and imperfectly known obstacle locations is an interesting subject for future work.

### A. Circular Field Force

The CF algorithm is inspired by the forces on moving charges in electromagnetic fields and in our formulation, each point \( i \) on an obstacle \( j \) generates its own artificial electromagnetic field. Toward this end, we define an artificial current on the obstacle points as

\[
j c_i = \frac{j d_i}{\| j d_i \|} \times b_j
\]

(2)

where \( j d_i = x - j \mathbf{p}_i \) is the distance vector between the robot’s position \( x \) and the position of the obstacle point \( j \mathbf{p}_i \) and \( b_j \in \mathbb{R}^3 \) with \( \| b_j \| = 1 \) is the magnetic field vector of the obstacle that defines the rotation of the artificial magnetic field and thus the direction in which this obstacle is evaded. Note that the magnetic field vector \( b_j \) is set equal for all points \( j \mathbf{p}_i \) on the same obstacle \( i \) to prevent oscillations [29]. Then, the artificial magnetic field...
from an obstacle point is defined as

\[ jB_i = \frac{k_{CF}}{\|d_i\|} j \times \frac{j}{\|d_i\|} \]  

(3)

with the scaling factor \( k_{CF} > 0 \). When the robot moves in such a
magnetic field, the CF force (a modified version of the Lorentz
force) is generated, which prevents it from colliding with the
obstacle point. In order to save computational resources, we
only apply the CF force if the robot is in the vicinity \( d_{max} > 0 \)
of this obstacle, i.e.,

\[ jF_{CF,i} = \begin{cases} \frac{j}{\|d_i\|} \times jB_i & \text{if } \|d_i\| \leq d_{max} \\ 0 & \text{if } \|d_i\| > d_{max} \end{cases} \]  

(4)

Finally, the resulting CF force from \( n_o \) obstacles each with \( m_j \)
points is a superposition of the individual forces of each obstacle
point

\[ F_{CF} = \sum_{j=0}^{n_o} \sum_{i=0}^{m_j} jF_{CF,i}. \]  

(5)

B. Virtual Agents Framework

The CF planner, first introduced in [1], uses a virtual agents
framework of predictive software agents to efficiently simulate
different parameter settings in the currently known environment.
Toward this end, virtual agents generate multiple robot trajectories
by using different magnetic field vectors \( b_i \) in (2) for computing the obstacle avoidance force \( F_{CF} \) in (5) for an
obstacle, e.g., one agent evades an obstacle on the left side and
another agent on the right side. New agent simulations are
started after a defined cycle time and whenever a simulated agent
comes close to a new obstacle the respective agent trajectory
can be split by creating additional virtual agents with different
magnetic field vectors. By simulating multiple trajectories, we

can choose the best parameter set according to some specified
cost (e.g., shortest path). The prediction of trajectories is done
in parallel to the calculation of the robot control command to
ensure reactive behavior. This parallelization provides a major
advantage because it allows us to calculate virtual agent trajectories and the next control signal for the real robot independently and asynchronously in separate computation threads. As shown in the later theoretical exposition, obstacle avoidance does not require a specific choice for the magnetic field \( b_i \) and is ensured due to the reactivity, even if the virtual agent framework fails to provide timely feedback on better available parameters in case of unexpected obstacles. For details regarding the virtual agents framework, see [1]. In the context of the following theoretical analysis of the planner’s obstacle avoidance capabilities, it is important to note that the magnetic field vector \( b \) can be adjusted to modify the direction of the CF force to allow for different trajectories around an obstacle. Therefore, we investigate collision avoidance for general magnetic field vectors \( b \) while existing analyses [28], [31], [33] only analyze the case, where \( b \) is chosen such that the CF force guides the robot around obstacles in the direction of its initial velocity (cf., Lemma 3). Note that this implies that the following derived guarantees remain valid independent of the parameters provided by the virtual agents framework, which is an additional feature to improve the performance.

III. COLLISION AVOIDANCE PROOF

In this section, we introduce the preliminaries (see
Section III-A), discuss the standing assumptions for our analysis (see Section III-B), and define an auxiliary system (see Section III-C), which we use for the collision avoidance analysis in Section III-D.

A. Preliminaries

The following lemma shows that the CF force does not affect
the magnitude of the robot velocity.

Lemma 1: The magnitude of the robot velocity \( |\dot{x}| \) is invariant
under the dynamics \( \ddot{x} = F_{CF} \) with \( F_{CF} \) from (4).

Proof: We adapt the idea of [31] for the following proof.
Given that the positions of all obstacle points are constant, i.e.,
\( \frac{d}{dt} p_i = 0 \), the relative velocity between each obstacle and the
robot is equivalent to the velocity of the robot

\[ \frac{d}{dt} j = \frac{d}{dt} x - \frac{d}{dt} p_i = \frac{d}{dt} x. \]

Then, the magnitude of the robot velocity \( |\dot{x}| \) stays constant
since the force \( F_{CF} \) always acts perpendicular, i.e.,

\[ \frac{d}{dt} |\dot{x}|^2 = \dot{x} \cdot \ddot{x} = \dot{x} \cdot F_{CF} \]

\[ = \dot{x} \cdot \sum_{j=0}^{n_o} \sum_{i=0}^{m_j} \left( \frac{j}{\|d_i\|} \times jB_i \right) \]

\[ = \dot{x} \cdot \left( \frac{\dot{x}}{\|\dot{x}\|} \times \sum_{j=0}^{n_o} \sum_{i=0}^{m_j} jB_i \right) = 0. \]  

(6)

B. Assumptions for the Analysis

For the remainder of the article, we consider a point-like robot
with \( \dot{x}(0) \neq 0 \), which according to Lemma 1 ensures \( \dot{x}(t) \neq 0 \)
for all \( t \geq 0 \) for the dynamics \( \ddot{x} = F_{CF} \). For the sake of clarity,
in the current Section III, we first provide a proof without a
goal force in a planar scenario, i.e., \( x_j = 0 \). Additionally, we
only consider a single point-like obstacle in the origin, i.e., \( d = x \)
as shown in Fig. 1. In such a 2D scenario, there exist only
two possible options for a collision free trajectory, to pass the
obstacle on the left or on the right side. Hence, the only choices
for the magnetic field vector are \( b = (0 \ 0 \ 1)^T \) or \( b = (0 \ 0 \ -1)^T \).
Note that in the 2-D scenario, \( b \) is always defined orthogonal to \( x \)
and \( \dot{x} \), i.e., \( b \cdot x = b \cdot \dot{x} = 0 \) and therefore the following holds:

\[ \dot{x} = \frac{k_{CF}}{|x|^2} \ddot{x} \times ((x \times b) \times \dot{x}) \]

\[ = k_{CF} \frac{|x|^2}{|x|^2} \ddot{x} \times (b (\dot{x} \cdot x) - x (b \cdot \dot{x})) \]

Note that if the magnetic field vector \( b \) is orthogonal to the plane that
is spanned by \( x \) and \( \dot{x} \), the resulting CF force only works in this \( x, \dot{x} \) plane, i.e.,
it does not affect the velocity parts of the robot in any other direction. Hence, our following analysis for the 2-D setting also applies to this special case in any 3-D setting, which can always be enforced by choosing \( b \) suitably.
where the second equality follows from the triple product expansion and the third one from the fact that $b \cdot \hat{x} = 0$. The extensions to environments with multiple obstacles, point cloud obstacles, and the combination with an attractive force are discussed in Section IV-B, Section IV-C, and Section IV-D, respectively.

Remark 1: Note that the ensuing theoretical analysis is restricted to point mass robots in the presence of known stationary obstacles within a 2-D setting (or a 3-D setting, provided the magnetic field vector is orthogonal to the plane spanned by $x$ and $\hat{x}$, compare Footnote 1). However, it is worth emphasizing that the planner is purposely designed to function seamlessly within 3-D environments featuring dynamic obstacles, although its efficacy in such situations has only been established empirically thus far (cf., Section VI and [11, 36]). Note that obstacles outside a range $d_{\text{max}}$ are not considered by the planner [cf., (4)]. Hence, only partial knowledge regarding the environment is required for implementation, i.e., the theoretical guarantees remain valid in partially known environments as long as obstacles in the range $d_{\text{max}}$ around the robot are known.

### C. Auxiliary Dynamics

For the following collision avoidance analysis of a robot controlled by the CF force defined in (4), the definition of an auxiliary system will be crucial. To this end, we define the auxiliary system states

\[ R = x \cdot \dot{x} \]

\[ S = (x \times \dot{x}) \cdot b \]

which also imply $R^2 + S^2 = |x|^2 |\dot{x}|^2$. Intuitively, the sign of $R$ describes the moving direction of the robot with respect to the obstacle, i.e., $R > 0$ represents the case when the robot is moving away from the obstacle. Similarly, the sign of $S$ describes if the robot is already moving in the intended avoidance direction described by $b$, e.g., $S < 0$ implies that the robot’s velocity points in the same direction as the circular motion the CF force tries to achieve. Accordingly, the critical case in the collision avoidance analysis corresponds to $R < 0$ and $S > 0$ at the same time because the robot moves toward the obstacle and the avoidance force must first change the direction of the robot’s velocity in order to guide the robot around the obstacle in the intended direction (as shown in Fig. 2). Note that previous analyses in the literature only consider the case $S < 0$ [28, 31, 33].

The derivatives of the auxiliary states $S, R$ are given by

\[
\dot{S} = (x \times \dot{x}) \cdot b
\]

\[
\dot{R} = x \cdot \ddot{x} + \dot{x} \cdot \dot{x}
\]

\[
\dot{R} = \frac{k_{CF}}{|x|^2 |\dot{x}|^2} (x \times b) \cdot (\dot{x} \cdot x) + |\dot{x}|^2
\]

\[
\dot{S} = \frac{k_{CF}}{|x|^2 |\dot{x}|^2} (x \times \dot{x}) \cdot b
\]

\[
\dot{S} = \frac{k_{CF}}{|x|^2 |\dot{x}|^2} ((x \cdot b) \dot{x} - (x \cdot \dot{x}) b) \cdot (\dot{x} \cdot x)
\]

\[
= \frac{k_{CF}}{|x|^2 |\dot{x}|^2} ((x \cdot \dot{x})^2 b - b \cdot b) = -k_{CF} \frac{R^2}{R^2 + S^2} (b \cdot b)
\]

where we use (7) and the properties of the triple product and the vector triple product to transform their derivatives. We use the concept of barrier functions (compare, e.g., [16]) to analyze collision avoidance. To this end, we define the barrier function $V_B$ as

\[
V_B = \frac{1}{|d|^2} = \frac{1}{|x|^2} = \frac{|\dot{x}|^2}{R^2 + S^2}
\]
Lemma 4 investigates initial conditions, where $R(0) < 0$ and $S(0) > 0$ (red). Additionally, the collision ray of all initial conditions that lead to an inevitable collision is depicted in red. The distance in $S$-direction from the collision ray, $|\varepsilon|$ [compare (14)], is shown with a black arrow for exemplary initial conditions at $R(0) = -3$, $S(0) = 3$.

\[
\frac{d}{dt} V_B = -2 \|x\|^{-3} \frac{d}{dt} \|x\| = -2 \frac{x \cdot \dot{x}}{\|x\|^4} = -2 \frac{R \|\dot{x}\|}{(R^2 + S^2)^{\frac{3}{2}}}
\]

and note that $V_B(t) < \infty$ for all $t \geq 0$ implies that there is no collision. One of the main points we would like to emphasize, which is crucial for the following analysis, is that for a given (constant) $|\dot{x}| \neq 0$ (cf., Lemma 1), $R$ and $S$ describe a 2-D nonlinear autonomous system. Furthermore, with (12), we will use this representation to analyze collision avoidance. In particular, a collision occurs if and only if $R = S = 0$. Correspondingly, despite the discontinuity of the dynamics (10) and (11) at $S = R = 0$, this autonomous system is well defined if no collision occurs. Note that given a uniform bound $V_B(t) \leq c_1 < \infty$, $c_1 > 0$ (and $|\dot{x}| \leq c_2 < \infty$, $c_2 > 0$), we get a uniform bound on the steering force $F_x$ and the acceleration $\ddot{x}$ [cf., (1), (3), (4), and (40)].

### D. Collision Avoidance With a Pointlike Obstacle

In the following, we show the collision avoidance properties of the CFs, i.e., that $(R(t), S(t)) \neq (0, 0)$ holds for all $t \geq 0$. An exemplary vector field of the $R$-$S$ dynamics can be seen in Fig. 3. It shows the phase plot of $R$ and $S$ as stated in (10) and (11) for some fixed $|\dot{x}|$, $k_{CF} > 0$. In the following, we show collision avoidance using a case distinction depending on the quadrant of the initial condition $R(0), S(0)$. This case distinction is also illustrated in Fig. 3, where we colored the quadrants according to the corresponding lemmas. Additionally, this figure shows that there exist initial conditions, which inevitably lead to a collision. Note that these conditions are located on a ray in the direction of the origin (shown in red in Fig. 3), which we therefore term collision ray in the remainder of this article. Mathematically, the collision ray is characterized by $S(t) + cR(t) = 0$ with $c = \frac{k_{CF}}{\|\dot{x}\|}$. A rigorous proof and analysis of these conditions are given in Lemma 4. Please note that in the following analysis, we assume initial conditions that are collision free, i.e., $V_B(0) < \infty$, which implies $(R(0), S(0)) \neq (0, 0)$ (the origin in Fig. 3). In particular, Lemmas 2-4 cover all the different possible initial conditions, which together ensures collision avoidance for (almost) all initial conditions, compare Theorem 1. We start the analysis with the simplest case, where the robot is already moving away from the obstacle.

**Lemma 2:** For any $R(0) \geq 0$, the dynamics in (10) and (11) yield $R(t) \geq 0$ and $V_B(t) \leq V_B(0)$ for all $t \geq 0$.

**Proof:** To show that $R(t) \geq 0$ holds recursively it suffices to show that $\dot{R}(t) \geq 0$ if $R(t) = 0$, which holds with $R = \|\dot{x}\|^2 \geq 0$. Furthermore, using $R(t) \geq 0$ in (13), we have $V_B(t) \leq V_B(0)$ for all $t \geq 0$ and hence $V_B(t) \leq V_B(0)$ for all $t \geq 0$.

In the next lemma, we consider initial conditions where the robot is already following the intended direction around the obstacle (by definition of the magnetic field vector).

**Lemma 3:** For any $S(0) < 0$, the dynamics in (10) and (11) yield $S(t)^2 \geq S(0)^2$ and $V_B(t) \leq \frac{|\dot{x}|^2}{S(0)^2} < \infty$ for all $t \geq 0$.

**Proof:** Equation (11) ensures $\dot{S}(t) \leq 0$. Hence, given $S(0) < 0$, we have $S(t)^2 \geq S(0)^2 \geq 0$ for all $t \geq 0$. Therefore, using (12) yields $V_B(t) \leq \frac{|\dot{x}|^2}{S(0)^2}$ for all $t \geq 0$.

The result in Lemma 3 deteriorates for $|S(0)|$ arbitrary small. However, uniform bounds for $V_B(t)$ in the form $V_B(t) \leq k_2V_B(0)$ with $k_2 > 0$ can also be derived, compare Appendix B.

For the analyses of the critical case $(R < 0, S > 0)$, we define

$$
\varepsilon(t) = S(t) + cR(t)
$$

with $c = \frac{k_{CF}}{\|\dot{x}\|}$, which corresponds to the distance to the collision ray in $S$-direction (cf., Fig. 3). Note that $|\dot{x}|$ constant (cf., Lemma 1) implies that $c$ is constant and thus $\dot{\varepsilon} = \dot{S} + cR$. Substituting (10) and (11), the time derivative of (14) is given by

$$
\dot{\varepsilon} = \dot{S} + cR
= -k_{CF} \frac{R^2}{R^2 + S^2} + c k_{CF} \frac{RS}{R^2 + S^2} + c \|\dot{x}\|^2
= k_{CF} \frac{R^2 + cRS}{R^2 + S^2} + k_{CF}
= k_{CF} \frac{S(S + cR)}{R^2 + S^2} = k_{CF} \frac{S}{R^2 + S^2} \varepsilon.
$$

Upon observation of (15), it becomes evident that for $S > 0$, the collision ray, i.e., $\varepsilon = 0$, is nonattractive and hence any initial condition $\varepsilon \neq 0$ ensures collision avoidance. This intuition is formally proved in the following lemma.

**Lemma 4:** For any $R(0) < 0$, $S(0) > 0$ and $\varepsilon(0) \neq 0$, there exists a time $\tau > 0$ such that $R(\tau) = 0$ or $S(\tau) = 0$ and for all $t \in [0, \tau]$: $|\varepsilon(t)| \geq |\varepsilon(0)|$. In addition, we have $|\varepsilon(t)| \geq \frac{|\varepsilon(0)|}{\max(\varepsilon, 1)|\varepsilon|} > 0$, $t \in [0, \tau]$, i.e., no collision occurs. Furthermore, in case $\varepsilon(0) = 0$, there exists a time $\tau > 0$ such that $\varepsilon(t) = 0$ for all $t \in [0, \tau]$ and $\lim_{t \to \tau^-} |\varepsilon(t)| = 0$, i.e., we have a collision.

**Proof:** The following proof is split into three parts. First, we show that we leave the critical quadrant in finite time, i.e., for each $R(t) < 0$ and $S(t) > 0$, there exists a constant $\tau_{\max} > 0$,
such that
\[
\tau_{\text{max}} \geq \tau := \inf_{t \geq 0, \dot{S}(t) = 0, \dot{R}(t) = 0} t. \tag{16}
\]
Then, we show \(|\varepsilon(t)| \geq |\varepsilon(0)|, t \in [0, \tau]\). Finally, we prove a lower bound on \(|\varepsilon|\) for \(\varepsilon(0) \neq 0\).

**Part I:** In the following, we distinguish three cases: \(\varepsilon(0) < 0, \varepsilon(0) > 0, \varepsilon(0) = 0\). We show that for all three cases, there exists a time \(\tau\) such that \(R(\tau) = 0\) or \(S(\tau) = 0\).

We would like to point out that in the following, in case i) and case ii), i.e., \(\varepsilon(0) < 0\) and \(\varepsilon(0) > 0\) we repeatedly use
\[
|\varepsilon(t)| \geq |\varepsilon(0)| > 0 \tag{17}
\]
for all \(t \in [0, \tau]\), which will be recursively established in Part II.

**Case i.** \(\varepsilon(0) < 0\): From (17) and \(\varepsilon(0) < 0\), it follows that \(\varepsilon(t) < 0\) for all \(t \in [0, \tau]\), which implies that \(\tau \) in (16) is such that \(S(\tau) = 0\) and \(\dot{R}(t) < 0\) for all \(t \in [0, \tau]\). Furthermore, by (14) and \(S(t) \geq 0\) it follows that \(\frac{S^2}{R^2} < c^2\) for all \(t \in [0, \tau]\). Correspondingly, using (11), we have
\[
\dot{S} = -k_{\text{CF}} \frac{1}{1 + \frac{S^2}{R^2}} < - \frac{k_{\text{CF}}}{1 + c^2}. \tag{18}
\]
For contradiction, suppose \(\tau > \tau_{\text{max},1}\) with
\[
\tau_{\text{max},1} := \frac{S(0) (1 + c^2)}{k_{\text{CF}}}. \tag{19}
\]
Then, integration of (18) yields
\[
S(\tau_{\text{max},1}) \leq S(0) - \frac{k_{\text{CF}}}{1 + c^2} \tau_{\text{max},1} \\
\leq S(0) - \frac{k_{\text{CF}}}{1 + c^2} S(0) (1 + c^2) = 0
\]
which contradicts \(S(t) > 0, t \in [0, \tau]\). Hence, by contradiction we leave the upper left quadrant with \(\tau \leq \tau_{\text{max},1}\).

**Case ii.** \(\varepsilon(0) > 0\): Note that (17) and \(\varepsilon(0) > 0\) imply \(\varepsilon(t) > 0\) and hence \(S(t) > 0\) for all \(t \in [0, \tau]\).

**Case ii a.** \(c \geq 1\): Applying (45) from Lemma 7 to the first term of (10) yields
\[
\dot{R}(t) \geq -\frac{k_{\text{CF}}}{c^2 + 1} + \frac{k_{\text{CF}}}{c} \frac{c + c^3}{c^3} = \frac{k_{\text{CF}}}{c + c^3} > 0. \tag{20}
\]
For contradiction, suppose \(\tau > \tau_{\text{max},2a}\) with
\[
\tau_{\text{max},2a} := -\frac{R(0) (c + c^3)}{k_{\text{CF}}}. \tag{21}
\]
Then, integration of (20) yields
\[
R(\tau_{\text{max},2a}) \geq R(0) + \frac{k_{\text{CF}}}{c + c^3} \tau_{\text{max},2a} \\
\geq R(0) + \frac{k_{\text{CF}}}{c + c^3} - \frac{R(0)}{c + c^3} k_{\text{CF}} = 0
\]
which contradicts \(R(t) < 0, t \in [0, \tau]\). Hence, by contradiction we leave the upper left quadrant with \(\tau \leq \tau_{\text{max},2a}\).

**Case ii b.** \(c < 1\): Analogously, applying (45) from Lemma 7 to the first term of (10) yields
\[
\dot{R}(t) \geq -\frac{k_{\text{CF}}}{2} + \frac{k_{\text{CF}}}{c} \frac{c}{2c} = \frac{k_{\text{CF}}}{2} - c > 0. \tag{22}
\]
For contradiction, suppose \(\tau > \tau_{\text{max},2b}\) with
\[
\tau_{\text{max},2b} := -\frac{2R(0)}{k_{\text{CF}}}. \tag{23}
\]
Then, integration of (22) yields
\[
R(\tau_{\text{max},2b}) \geq R(0) + \frac{k_{\text{CF}}}{2} \tau_{\text{max},2b} \\
\geq R(0) + \frac{k_{\text{CF}}}{2} - \frac{2R(0)}{k_{\text{CF}}} = 0
\]
i.e., by contradiction we leave the upper left quadrant at some time \(\tau \leq \tau_{\text{max},2b}\).

**Case iii.** \(\varepsilon(0) = 0\): From (15), we know that the linear subspace \(\varepsilon = S + cR = 0\) is positively invariant. Additionally, from \(R^2 = \frac{S^2}{R^2}\) and (11), it follows that \(S\) is linearly decreasing with
\[
\dot{S} = -k_{\text{CF}} \frac{R^2}{R^2 + S^2} = -k_{\text{CF}} \frac{1}{1 + c^2} \tag{24}
\]
for all \(t \in [0, \tau]\). Correspondingly, the integration of (24) in the interval \([0, \tau]\) with
\[
\tau = \frac{S(0) (1 + c^2)}{k_{\text{CF}}} \tag{25}
\]
yields
\[
S(\tau) = S(0) - \frac{k_{\text{CF}}}{1 + c^2} \tau \\
= S(0) - \frac{k_{\text{CF}}}{1 + c^2} S(0) (1 + c^2) = 0
\]
which also implies \(R(\tau) = 0\).

**Part II:** In order to show that \(|\varepsilon(t)| \geq |\varepsilon(0)|\) holds, we use that \(k_{\text{CF}} \frac{S^2}{R^2} \geq 0\) holds for all \(t \in [0, \tau]\). Therefore, from (15), it follows that \(\frac{d}{dt} |\varepsilon(t)| \geq 0\) and thus
\[
|\varepsilon(t)| \geq |\varepsilon(0)| \tag{26}
\]
for all \(t \in [0, \tau]\).

**Part III:** In the following, we show a lower bound for the robot obstacle distance for \(\varepsilon(0) > 0\). Additionally, we show that the initial condition \(\varepsilon(0) = 0\) inevitably leads to a collision with the obstacle.

**Case i.** \(\varepsilon(0) < 0\): Given \(\varepsilon(0) < 0, (26)\) implies \(\varepsilon(t) \leq \varepsilon(0)\) for all \(t \in [0, \tau]\). Then, (14) yields \(R(t) \leq \frac{\varepsilon(0)}{c} - \frac{S(t)}{c}\) and thus \(R(t)^2 \geq \frac{\varepsilon(0)^2}{c^2}\). Combining this inequality with (12) establishes the following bound for the barrier function \(V_B(t) \leq \frac{c^2 \varepsilon(0)^2}{\varepsilon(0)^2 - \varepsilon(0)^2} = \frac{k_{\text{CF}}}{c^2} |\varepsilon(0)|^2\), where the last equality follows from recalling that \(c = \frac{k_{\text{CF}}}{c^2}\). Therefore, using (12)
\[
|x(t)| \geq \frac{|\varepsilon(t)|}{k_{\text{CF}}} = \frac{|\varepsilon(0)|}{c^2}, \quad t \in [0, \tau], \tag{27}
\]

**Case ii.** \(\varepsilon(0) > 0\): Analogously, given \(\varepsilon(0) > 0, (26)\) implies \(\varepsilon(t) \geq \varepsilon(0)\) for all \(t \in [0, \tau]\). Then, (14) yields \(S(t) \geq \varepsilon(0)\) and thus \(S(t)^2 \geq \varepsilon(0)^2\). This can be used with (12) to establish the following bound for the barrier function
\[
V_B(t) \leq \frac{|\varepsilon(t)|^2}{\varepsilon(0)^2}
\]
and therefore
\[ \|x(t)\| \geq \frac{|x(0)|}{\|x\|}, \quad t \in [0, \tau]. \quad (28) \]

**Case iii.** \( \varepsilon(0) = 0 \): Given \( \varepsilon(0) = 0 \), (15) implies \( \varepsilon(t) = \varepsilon(0) = 0 \) for all \( t \in [0, \tau] \). Then, (14) yields \( cR(t) = S(t) \) and thus \( R(\tau) = S(\tau) = 0 \). Therefore, \( V_B(t) = \infty \) and \( \|x(\tau)\| = 0 \), i.e., the robot collides with the obstacle. \( \square \)

As stated before, Lemmas 2–4 combined cover all possible initial conditions and therefore guarantee collision avoidance except for a set of initial conditions of measure zero.

**Theorem 1:** For the dynamics \( \dot{x} = F_{CF} \) with \( F_{CF} \) according to (4) and with a point obstacle, no collision occurs for almost all initial conditions. In particular, a collision occurs if and only if the initial condition satisfies \( R(0) < 0, S(0) > 0 \), and \( \varepsilon(0) = 0 \).

**Proof:** Follows by combining cases in Lemmas 2–4 (cf., Fig. 3).

The derived analysis can also be used constructively in the critical case (Lemma 4) if we are close to the collision ray. In particular, in case \( R < 0, S > 0 \), we can redefine
\[ \hat{k}_{CF} = k_{CF} - \text{sgn}(\varepsilon)(\varepsilon_{\text{min}} - |\varepsilon|) \frac{|\dot{x}|^2}{|R|} \quad \text{if } |\varepsilon| < \varepsilon_{\text{min}} \quad (29) \]
where \( 0 < \varepsilon_{\text{min}} \) is a scaling factor that defines the threshold for the distance to the collision ray and should be chosen small to avoid frequent changes of \( k_{CF} \). By using \( \hat{k}_{CF} \) instead of \( k_{CF} \), we ensure \( |\varepsilon| \geq \varepsilon_{\text{min}} > 0 \) and therefore collision avoidance (cf., Theorem 1). This property can directly be verified by inserting (29) in (14), which results in \( \varepsilon = \varepsilon_{\text{min}}\text{sgn}(\varepsilon) \). Moreover, upon inspection of (27) and (28), it becomes clear that \( \varepsilon \) is also related to the minimal robot obstacle distance, albeit establishing a uniform bound is challenging due to the dependence on \( k_{CF} \) in (27). The condition in (29) should be checked when the robot comes very close to an obstacle, i.e., \( \|d\| \leq d_{\text{min}} \) with \( 0 < d_{\text{min}} < d_{\text{max}} \), and when we are in the critical case \( R < 0, S > 0 \). Note that in case \( R \) and \( S \) are simultaneously close to zero, the robot is already close to the obstacle (cf., (12)) and it might not be possible to guarantee a minimal distance with the desired avoidance direction \( b \). In this case, (29) can result in \( \hat{k}_{CF} < 0 \), which is equivalent to switching the sign of \( b \) and therefore changing the desired avoidance direction. Thus, (29) ensures a uniform bound on \( \varepsilon \), which enables us to ensure collision avoidance without necessarily restricting the avoidance direction \( b \) around the obstacle.

Note that in the virtual agents framework (see Section II-B), we always have one initial condition with \( S < 0 \) and one with \( S > 0 \). Notably, the case \( S \leq 0 \) is not critical (cf., Lemma 3) and hence independent of the modification (29), there exists at least one collision free agent.

Note that in Theorem 1 we assumed that the robot is controlled by the CF force only, i.e., no attractive force for goal convergence is applied. Additionally, we assumed a scenario with only one point obstacle as described in Section III-A. These limitations will be addressed in the following section.

**IV. COLLISION AVOIDANCE FOR MULTIPLE OBSTACLES WITH ATTRACTIVE FORCE**

In the following, we extend the results from the previous section such that the collision avoidance guarantees remain valid in the presence of multiple obstacles (see Section IV-B), arbitrarily shaped point clouds (see Section IV-C) and when used in conjunction with an appropriately scaled goal force (see Section IV-D). This is done by first considering additional bounded disturbance forces \( \|x(t)\| \leq z_{\text{max}} \) (see Section IV-A). Subsequently, we exploit this robustness property by interpreting the forces of additional obstacles or an additional attractive force as disturbances. Note that when additional disturbances are taken into account, it can no longer be guaranteed that \( \|\dot{x}(t)\| \) will remain constant. However, in this section, we assume that there exist bounds on the robot velocity \( \dot{x}_{\text{min}} \leq \|\dot{x}(t)\| \leq \dot{x}_{\text{max}} \), which also yields
\[ c_{\text{min}} = \frac{k_{CF}}{\dot{x}_{\text{max}}^2} \leq c(t) = \frac{k_{CF}}{\|\dot{x}(t)\|^2} \leq \frac{k_{CF}}{\dot{x}_{\text{min}}^2} = c_{\text{max}}. \quad (30) \]
Compliance with these bounds will be discussed in detail later (cf., Propositions 1 and 2).

Please note that we analyze the collision avoidance properties of the CF algorithm. Therefore, in the following we only investigate robot positions which are close to the obstacle, i.e., \( x_{\text{max}} \leq d_{\text{max}} \).

**A. Collision Avoidance Under Disturbances**

In the following, we show that the previous lemmas hold even when an additional bounded disturbance \( z \) with \( |z| \leq z_{\text{max}} \) perturbs the circular field force. Therefore, we include the following changes to the previous equations
\[ F_{CF,d} = F_{CF} + z \]
\[ \dot{R} = k_{CF} \frac{RS}{R^2 + S^2} + |\dot{x}|^2 + x \cdot z \]
\[ \dot{S} = -k_{CF} \frac{R^2}{R^2 + S^2} + (x \times z) \cdot b \]
\[ \frac{d}{dt} |\dot{x}|^2 = 2\dot{x} \cdot \dot{x} = 2\dot{x} \cdot z \]
\[ \dot{c} = -2k_{CF} \frac{\dot{x} \cdot z}{|x|^2} = -2k_{CF} \frac{\dot{x} \cdot z}{|x|^2}. \]

We start the analysis again with the simplest case, i.e., the robot is moving away from the obstacle.

**Lemma 5:** Suppose \( z_{\text{max}} \leq \frac{\dot{x}_{\text{max}}^2}{\dot{x}_{\text{min}}^2} \). Then, for any \( R(0) \geq 0 \), the dynamics in (32) and (33) yield \( R(t) \geq 0 \) and \( V_B(t) \leq V_B(0) \) for all \( t \geq 0 \).

The proof can be found in Appendix C.

For the following lemma and theorem, we study \( V(t) \leq 0 \) for some \( \tau > 0 \), which implies
\[ |x(t)| \leq |x(0)| \quad (36) \]
where we used (13) with \( V_B(t) \geq 0 \) and |z| = \frac{1}{R}.

**Lemma 6:** Suppose \( z_{\text{max}} \leq \text{min}\left(\frac{k_{CF} \dot{x}_{\text{max}}^2}{|x(0)|}, \frac{\dot{x}_{\text{max}}^2}{2|x(0)|}, \frac{\dot{x}_{\text{max}}|S(0)|}{4|x(0)|^2}\right) \). Then, for any \( R(0) < 0, S(0) < 0 \), there exists a time \( \tau > 0 \) such that \( R(\tau) = 0 \) and for all \( t \in [0, \tau] \): \( V_B(t) \leq \frac{4z_{\text{max}}^2}{S(0)} \).

The proof can be found in Appendix D.

As discussed before, \( R \geq 0 \) represents the case when the robot has already passed the obstacle and subsequently the guarantees from Lemma 5 apply.

The result in Lemma 6 deteriorates for \(|S(0)|\) arbitrary small. However, uniform bounds for \( V_B(t) \) in the form
\[ V_B(t) \leq k_2 V_B(0) \] with \( k_2 > 0 \) can also be derived, compare Appendix B.

For the analysis of the critical case in the upper left quadrant with disturbances, we again use the definition of \( \varepsilon \) in (14) as the deviation from the collision ray. Note that the derivative changes to

\[ \dot{\varepsilon} = \dot{S} + c \dot{R} + \dot{c} \dot{R}. \]  

(37)

**Theorem 2:** Suppose

\[ c_{\text{max}} < \begin{cases} \frac{s_{\text{max}} + 1}{c_{\text{min}}} & \text{if } c_{\text{min}} \geq 1 \\ 2 & \text{otherwise.} \end{cases} \]  

(38)

Then, for any \( R(0) < 0, S(0) > 0 \) and \( \varepsilon(0) \neq 0 \), there exists a time \( \tau > 0 \) and a disturbance bound \( \varepsilon_{\text{max}} > 0 \), such that \( R(\tau) = 0 \) or \( S(\tau) = 0 \) and for all \( t \in [0, \tau] : |\varepsilon(t)| \geq \frac{|\varepsilon(0)|}{2} \). Moreover, \( |\varepsilon(t)| \geq \frac{\varepsilon_{\text{max}}}{\max(c_{\text{max}} + 1, \varepsilon_{\text{max}} + 1)}, t \in [0, \tau], \) i.e., no collision occurs.

The proof can be found in Appendix E.

Similar to the undisturbed case, Lemmas 5 and 6 and Theorem 2 cover all possible initial conditions and therefore guarantee collision avoidance except for a small set of initial conditions as discussed in the following. Note that given a uniform bound for \( \varepsilon_{\text{max}} \), we can choose a sufficiently small constant \( k_{\text{CF}} > 0 \) based on (30) such that condition (38) in Theorem 2 holds. As discussed in the beginning of this section, the bounds on the disturbance depend on the initial conditions. In both cases of Theorem 2, we can observe a dependence on \( \varepsilon(0) \) (cf., (79), (81), and (82) in Appendix E), which can be intuitively described as the distance to the collision ray \( S = cR \) (cf., Lemma 4).

As shown in Lemma 6 and in the proof in Appendix E, all disturbance bounds \( \varepsilon_{\text{max}} \) are scaled with \( \frac{1}{\|x(0)\|} \) or \( \frac{1}{\|x(0)\|^2} \). Therefore, as we approach an obstacle (and hence get \( \|x(0)\| \to 0 \) in the proofs of Lemma 6 and Theorem 2), the maximal allowed disturbance \( \varepsilon_{\text{max}} \) increases (as long as we are not on the collision ray, i.e., \( \varepsilon(0) \neq 0 \)). A similar reasoning can be used for the disturbance bound \( \varepsilon_{\text{max}} \) in Lemma 5, which is scaled with \( \frac{1}{\|x\|} \).

We can choose \( \varepsilon_{\text{max}} \to 0 \), if the robot starts close to the obstacle, which increases the maximal allowed disturbance \( \varepsilon_{\text{max}} \). Note that in this case the robot is moving away from the obstacle, which makes this case less critical anyways. The only exception is the bound in Lemma 6, when \( \varepsilon_{\text{max}} = -\frac{\varepsilon_{\text{max}} S(0)}{4 \|x(0)\|^2} \), where we have the additional dependence on \( S(0) \). However, as noted in the discussion after Lemma 6, we can also use a different proof resulting in \( \varepsilon_{\text{max}} \leq \min\left(\frac{k_{\text{CF}}}{2 \|x(0)\| (\|x(0)\|^2 + 1)}, \frac{s_{\text{max}} + k_{\text{CF}} \varepsilon_{\text{max}}}{2 \|x(0)\|^2}\right) \).

**B. Multiple Obstacles**

In a next step, we extend our problem to multiple point-like obstacles. Note that the velocity of the robot remains constant under CF forces from multiple obstacles, i.e., \( \dot{x}_{\text{max}} = \dot{x}_{\text{min}}, c_{\text{max}} = c_{\text{min}} \) (cf., Lemma 1). We interpret the CF force from one or multiple obstacles as a disturbance to the CF force of the closest obstacle \( i \). From the previous derivation, we know that there will be no obstacle collision if we stay away from the collision ray in the \( RS \) plane \( (\varepsilon(t) > 0) \), which in turn holds for initial conditions away from the collision ray and for sufficiently small disturbances. Furthermore, the CF force \( F_{\text{CF}} \) is scaled by the reciprocal of the distance between robot and obstacle (cf., (4) and (3)). We make the reasonable assumption that the obstacles are not arbitrarily close to each other, i.e., there exists a uniform lower bound on the distance between any two obstacles, and hence close to any obstacle the disturbance \( z \) due to the CF forces of other obstacles is uniformly bounded by some factor \( \varepsilon_{\text{max}} \). Additionally, as already noted in the discussion in Section IV-A, we have \( |x(0)| \to 0 \) as we approach an obstacle (or choose \( \varepsilon_{\text{max}} \to 0 \) in case of Lemma 5). Considering the discussion after Theorem 2, we can avoid collisions for almost all initial conditions \( (\varepsilon(0) \neq 0) \) if \( \varepsilon_{\text{max}} \) is upper bounded by a factor \( \frac{1}{\|x(0)\|} \) or \( \frac{1}{2 \|x(0)\|^2} \). Hence, as \( |x(0)| \to 0 \) (we consider points close to the obstacle), the set of initial conditions for which a collision is possible approaches measure zero. Thus, the collision avoidance property of the CF force shown in the previous lemmas essentially remains valid in the presence of multiple point-like obstacles (for most initial conditions). Note that the constructive changes proposed in (29) can also be used in the vicinity of multiple obstacles, where \( \frac{1}{\|x\|^2} \) should be smaller than the distances between adjacent obstacles (ensuring that (29) is only active for one obstacle at a time).

**C. Point Cloud Obstacles**

An additional important consideration are obstacles that are represented by a point cloud. In this case, we do not only require avoidance of the point obstacles, but we also need to ensure that the robot does not pass between two adjacent points (as the “real” obstacle corresponds also to the space between the point cloud points). This follows naturally if the points are close to each other and we can ensure a lower bound on the distance to the obstacle. To this end, the magnetic field vectors \( b \) of the individual point obstacles within a point cloud are defined in the same direction (cf., (2)), i.e., the induced CF forces of the obstacle points point in a similar direction. This is also consistent with the experimental results from (29), in which the authors observed that different magnetic field vectors of surfaces of the same obstacle lead to oscillations. In Section VI, we illustrate the effect of the CF force from point cloud obstacles by considering the critical case (Theorem 2). Therein, we also demonstrate empirically how the previously derived results ensure collision avoidance for most initial conditions.

**D. Attractive Potential Field Force**

In this section, we analyze the combination of the CF obstacle avoidance force with an additional attractive potential field, which leads to the following control law when using point mass dynamics for the robot:

\[ \ddot{x} = F_{\text{CF}} + k_{\text{VLC}} F_{\text{VLC}}. \]  

(39)

The attractive force should guide the robot to its goal position \( x_g \in \mathbb{R}^3 \) and needs to ensure bounds on the robot velocity \( \dot{x}_{\text{min}} \leq |\dot{x}| \leq \dot{x}_{\text{max}} \) to guarantee the validity of the assumptions in Lemmas 5 and 6 and Theorem 2. As in (1), \( |\dot{x}| \leq \dot{x}_{\text{max}} \) is achieved with the velocity limiting controller (VLC) from (22)

\[ F_{\text{VLC}} = -k_{\nu} (\dot{x} - \nu v_d), \]  

(40)

Here, \( v_d \) is an artificial desired velocity with the position gain \( k_{\nu} > 0 \) and the velocity gain \( k_{\nu} > 0 \). The factor

\[ \nu = \min\left(1, \frac{\dot{x}_{\text{max}}}{|v_d|}\right) \]  

(41)
ensures that the velocity magnitude does not exceed a specified limit $\dot{x}_{\text{max}}$, as shown in the following Proposition 1.

**Proposition 1:** Suppose that $|\dot{x}(0)| \leq \dot{x}_{\text{max}}$, then the dynamics from (39) and (2)–(5), (40), and (41) yield $|\dot{x}(t)| \leq \dot{x}_{\text{max}}$ for all $t \geq 0$.

**Proof:** Given that $|\dot{x}(0)| \leq \dot{x}_{\text{max}}$, it suffices to show that $|\dot{x}|$ is nonincreasing if $|\dot{x}| = \dot{x}_{\text{max}}$. Hence, we consider $|\dot{x}| = \dot{x}_{\text{max}}$ and a case distinction based on $v_d(x)$ in (40).

Case i). $v_d \leq \dot{x}_{\text{max}}$. Note that $\|v_d\| < \dot{x}_{\text{max}}$ yields $v = 1$ [cf., (41)]. Using (40) and the result from Lemma 1, i.e., $\ddot{x} = 0$, we get

$$\frac{d}{dt} |\dot{x}|^2 = 2 \dot{x} \cdot \ddot{x} = 2 (F_{\text{CF}} + F_{\text{VLC}}) k_{\text{VLC}} \dot{x} \cdot (\dot{x} - v_d) \leq k_{\text{VLC}} k_v (|\dot{x}| \|v_d\| - |\dot{x}|^2) \leq k_{\text{VLC}} k_v (\dot{x}_{\text{max}} \|v_d\| - \dot{x}_{\text{max}}^2) < 0.$$  

Case ii). $v_d \geq \dot{x}_{\text{max}}$. In this case, we have $v = \frac{\dot{x}_{\text{max}}}{\|v_d\|}$ [cf., (41)] and the derivative is given by

$$\frac{d}{dt} |\dot{x}|^2 = 2 k_{\text{VLC}} \dot{x} \cdot F_{\text{VLC}} = 2 k_{\text{VLC}} k_v \dot{x} \cdot \left(\frac{\dot{x}_{\text{max}}}{\|v_d\|} v_d - \dot{x}\right) \leq k_{\text{VLC}} k_v \left(\frac{\dot{x}_{\text{max}}}{\|v_d\|} |\dot{x}| \|v_d\| - |\dot{x}|^2\right) = 0.$$  

Thus, $\dot{x}$ is nondecreasing if $|\dot{x}| \leq \dot{x}_{\text{min}}$, unless the robot is close to the goal ($|\dot{x}_g - \dot{x}| \leq \dot{x}_{\text{min}}$). Noting that this definition of $k_{\text{VLC}}$ leads to a discontinuous steering force that could be avoided by implementing a smooth approximation of (42). However, for practical application, the CFP planner can also be used as a reference input to an appropriate velocity controller so a redefinition is not necessarily required [cf., [1], [36]].

**Proposition 2:** Suppose that $|x_g - x(t)| \geq \xi$ for all $t \in [0, \tau]$ with some $\tau > 0$ and $|\dot{x}(0)| > \dot{x}_{\text{min}}$. Then, the dynamics from (39) and $k_{\text{VLC}}$ from (42) yield $|\dot{x}(t)| \geq \dot{x}_{\text{min}}$ for all $t \in [0, \tau]$.

**Proof:** To show that $|\dot{x}(0)| > \dot{x}_{\text{min}}$ holds recursively it suffices to show that $|\dot{x}|$ is nondecreasing if $|\dot{x}| = \dot{x}_{\text{min}}$. Thus, suppose that $\ddot{x} \cdot F_{\text{VLC}} \leq 0$ and $|\dot{x}| = \dot{x}_{\text{min}}$, then $k_{\text{VLC}}$ is 0 and, therefore, $\frac{d}{dt} |\dot{x}|^2 = k_{\text{VLC}} \dot{x} \cdot F_{\text{VLC}} = 0$. Note that $\dot{x} \cdot F_{\text{VLC}} > 0$ implies $\frac{d}{dt} |\dot{x}|^2 = k_{\text{VLC}} |\dot{x}|^2 > 0$.

**Proposition 2** ensures that a minimum velocity is kept as long as the robot is outside a ball of radius $\xi$ around the goal position. If $\xi$ is suitably defined (small enough) and assuming that there are no obstacles arbitrarily close to the goal $x_g$, the CF force becomes inactive and, hence, a lower bound on the velocity is no longer needed.

The results from Propositions 1 and 2 and Section IV-A allow us to use the same argument as in Section IV-B. The VLC force is interpreted as a disturbance to the CF force of the closest obstacle, which grows the closer the robot moves to the obstacle, while the VLC force is uniformly bounded given that $|\dot{x}|$ is not arbitrarily large.

**V. GOAL CONVERGENCE**

No collisions are a prerequisite to facilitate goal convergence and thus for the following theorem. Using the results from Lemmas 5 and 6 and Theorem 2 and the argumentation from Sections IV-B and IV-C, we can conclude that for almost all initial conditions, no robot obstacle collision occurs. The following theorem studies the global convergence to the goal position of a robot, which is controlled by the combined steering force resulting in the dynamics from (39).

**Theorem 3:** Suppose there exists a time $\tau > 0$, such that $k_{\text{VLC}} = 1$ for all $t \geq \tau$ with $k_{\text{VLC}}$ from (42). Then, the equilibrium $x = x_g$, $\dot{x} = 0$ is globally attractive for almost all initial conditions.

**Proof:** First, we define an energy-inspired Lyapunov function, which is an extended version of the function used in [28]

$$V(x, \dot{x}) = \frac{1}{2} \dot{x}^T \dot{x} + U(x)$$

where $U(x)$ is a potential function given by a Huber loss

$$U(x) = \begin{cases} \frac{1}{2} k_p |x - x_g|^2 & \text{if } |x - x_g| < \frac{k_v \dot{x}_{\text{max}}}{k_p} \\ k_v \dot{x}_{\text{max}} |x - x_g| - \frac{k_v^2 \dot{x}_{\text{max}}^2}{2k_p} & \text{otherwise.} \end{cases}$$

Note that the attractive part of our goal force corresponds to the negative gradient of this potential field, i.e.,

$$\nabla U(x) = \begin{cases} k_p (x - x_g) & \text{if } |x - x_g| < \frac{k_v \dot{x}_{\text{max}}}{k_p} \\ k_v \dot{x}_{\text{max}} |x - x_g| - \frac{k_v \dot{x}_{\text{max}}^2}{2} & \text{otherwise.} \end{cases}$$

(40)–(41) $\Rightarrow$ $F_{\text{VLC}} - k_v \dot{x}$. (44)

For all $t \geq \tau$, i.e., $k_{\text{VLC}} = 1$, the combined dynamics in (39) yield

$$\ddot{x} = F_{\text{CF}} + k_v F_{\text{VLC}} = F_{\text{CF}} - \nabla U(x) - k_v \dot{x}.$$  

Thus, the derivative of the Lyapunov function becomes

$$\frac{d}{dt} V(x, \dot{x}) = \dot{x}^T \ddot{x} = \dot{x}^T (F_{\text{CF}} - \nabla U(x) - k_v \dot{x}) + \nabla U(x)^T \dot{x} = -k_v \dot{x}^T \dot{x}$$

where for the last equality, we used the fact that $\dot{x}^T F_{\text{CF}} = 0$ [cf., (6)]. The invariance principle from Krasovskii and LaSalle ensures that we converge to an equilibrium, i.e., $\dot{x} = 0$. Note that

\[\text{For almost all initial conditions, other than those as specified in Theorem 2 assuming } \|F_{\text{VLC}}\| < \dot{x}_{\text{max}}.\]
\[ \dot{x} = -\nabla U = 0, \] which only holds for \( x = x^*_g \) using (44). This shows that the equilibrium \( x = x^*_g, \dot{x} = 0 \) is the largest invariant subset of \( \{ x, \dot{x} \mid \dot{V}(x, \dot{x}) = 0 \} \). Together with the fact that \( V \) is radially unbounded, this ensures that \( x = x^*_g, \dot{x} = 0 \) is globally attractive for almost all initial conditions.

Intuitively, the previous theorem states that the robot will converge to a goal position \( x^*_g \), when there exists a time after which the attractive force is always active. The deactivation of the attractive force only happens if it would decrease the robot velocity below a specified minimum \( (\dot{x} \leq \dot{x}_{\text{min}}, \dot{x} \cdot F_{\text{VL}} \leq 0) \). In these cases, the CF force will guide the robot along the surface of the obstacle (cf., [29], [31]). Assuming obstacles that are not infinitely large or blocking all traversable paths to the goal position, at some point the robot will move again in the direction of the goal position, which will reactivate the attractive force and the robot will eventually leave the influence of the obstacle. Therefore, we can presume that it is not possible for \( k_{\text{VL}} = 0 \) to hold permanently. Nonetheless, there exists scenarios in which the robot is trapped in a limit cycle around obstacles and the attractive force is alternately switched on and off. Limit cycles are a known drawback of the CF motion planner that was also already reported in [29] and it is possible to construct scenarios, e.g., elaborate maze-like environments, in which goal convergence is not achieved. Thus, we cannot a priori guarantee that a time \( \tau < \infty \) as required in Theorem 3 always exists. Nevertheless, with a suitable choice of \( k_{\text{CF}}, k_{\text{p}}, \) and \( k_{\text{c}} \), goal convergence is achieved even in complex environments as shown in our simulation example in the following.

**VI. SIMULATION**

In this section, we demonstrate collision avoidance and goal convergence of the CFP planner in two complex environments with multiple nonconvex point cloud obstacles. The first environment in Fig. 4(a) highlights the theoretical results of this article. In particular, we show multiple simulated trajectories and situations with the critical conditions from Theorem 2, i.e., \( R < 0, S > 0 \). The second environment in Fig. 4(b) is used to demonstrate the practical capabilities of the planner beyond the theoretical guarantees in a 3-D environment with multiple dynamic obstacles and noisy sensor measurements. Additionally, we compare the CFP planner against the APF planner from [22] in both environments and provide evaluations of several performance criteria in Table I. Additional details regarding the simulations and videos of all simulations are provided online in [37].

All simulations were conducted ten times due to the random noise in the 3-D environment and to provide meaningful average computation times. We discretized the simulation with an Euler using a frequency of 1 kHz and used a computer with an Intel Core i9-9880H CPU, 2.30 GHz, and 16 GB of memory, a C++ implementation, and the robot operating system (ROS) [38].

Fig. 4(a) shows the simulation of the CFP motion planner in a complex 2-D environment with multiple nonconvex point cloud obstacles. In total, the virtual agents framework (cf., Section II-B) simulated eight different trajectories, all of which successfully reached the goal without any collision. In the figure, only the optimal robot trajectory (green) and the simulated path with most critical situations (blue), i.e., in which the robot encounters the critical conditions from Theorem 2 multiple
times, are shown. Other possible paths that were simulated by the virtual agents framework can be seen in the videos [37]. The choice of the best trajectory was determined in both scenarios by the same cost function, using path length and minimal obstacle distance as the main evaluation criteria as described in detail in [1]. The occurrence of the critical conditions from Theorem 2, i.e., \( R < 0, S > 0 \), are highlighted in Fig. 4(a) in the blue trajectory. Here, the robot velocity points in a direction opposing the intended movement around the obstacle, which is defined by the magnetic field vector. Therefore, the CF force first needs to change the direction of the robot to evade the obstacle in the desired way. Note that \( R \) and \( S \) are always defined by the closest obstacle point. The additional scaling of \( k_{CF} \) from (29) was never invoked because the minimal robot obstacle distance was always greater than \( d_{\text{min}} = 0.1 \text{ m} \). In contrast, the APF planner was not able to reach the goal in this scenario because it got stuck in a local minimum in front of the last obstacle.

The 3-D environment is particularly challenging because the velocity of the green obstacle was defined such that it forms a barrier with the red obstacle just when the robot would try to pass between them. As can be seen in the video, the virtual agents framework first chose a trajectory in between the red and the green obstacle and only changed to a trajectory passing the green obstacle on the right side when the passage between them became too small. In this scenario, the maximum number of simultaneous virtual agents was 22. The APF planner was able to reach the goal with only slightly longer path length than the CFP. The small difference results from the initial oscillating behavior of the APF planner when the robot is repelled from the first obstacle, which delayed the robot so that the green obstacle only marginally influenced the trajectory of the robot and made the avoidance behavior much easier. Nevertheless, the resulting trajectory of the CFP is shorter and takes less time than the APF trajectory. More quantitative performance criteria are shown in Table I, including the minimal robot obstacle distance along the whole trajectory and the calculation time of a new control signal, which is marginally longer for the CFP but still remains well below the desired sampling time of 1 ms. Additionally, Table I(b) shows the calculation times of the predicted trajectories of the best agent and the average computation time of all agents with two different discretization times 1 and 10 ms. Note that it is possible to adapt the discretization to the respective task and environment without compromising the resulting avoidance behavior, i.e., we can use a coarser discretization for the prediction in order to further reduce the computation time, if necessary. This is relevant, for instance, in particularly complex environments, as we demonstrate in an additional video in the accompanying repository, where we used a discretization of 500 ms. Note that the longer prediction time in the 2-D scenario results from the fact that a lower maximum velocity was used and the resulting trajectories are also longer on average, which in turn results in more average trajectory points (58496(18543) in the 2-D scenario versus 14964(9847) trajectory points in the 3-D scenario with 1 kHz frequency).

Overall, we see that the CFP planner can cope with complex nonconvex environments and achieves simultaneous goal converge and obstacle avoidance, as expected from the derived theory.

VII. CONCLUSION

We presented a rigorous mathematical analysis of the complete motion planning algorithm in [1], resulting in formal guarantees for collision avoidance and goal convergence in planar environments. In contrast to previous approaches, we did not consider isolated CF forces, but studied the entire motion planner consisting of CF forces for collision avoidance and attractive VLC forces for goal convergence. The extension to bounded disturbances enabled us to also guarantee collision avoidance in environments with multiple point obstacles. Additionally, these considerations were qualitatively extended to point cloud obstacles. In our analysis, we also consistently considered the unique ability of the CFP planner to take different paths around an obstacle (compared to other CF approaches). We found tight conditions (set of measure zero) under which a collision is possible. Since we applied the CF-planner in a virtual agents framework, we wanted to ensure collision avoidance for all predicted trajectories. This was done by verifying the collision conditions whenever the robot comes into the vicinity of an obstacle and adjusting the scaling factors where necessary [cf., (29)]. Furthermore, we extended the goal convergence analyses of previous approaches by replacing the simple damped attractive potential field with the VLC force and ensured uniformly lower and upper bounded velocities of the robot. A caveat of our analysis is that the reasoning for collision avoidance of point cloud obstacles is only of qualitative nature. This continues to be our focus in current research. Moreover, as discussed in Footnote 1, the presented analysis is also valid in a 3-D setting for special choices of the magnetic field vector. We plan to derive guarantees for collision avoidance in 3-D environments for general choices of the magnetic field vector, for which a suitably adapted auxiliary system will be required.

APPENDIX

A. Auxiliary Lemma

Lemma 7: Given constants \( R < 0, S > 0, c \geq c_{\text{min}} > 0 \), with \( S + cR > 0 \), we have

\[
\frac{RS}{R^2 + S^2} = \begin{cases} \frac{c_{\text{min}} R}{c_{\text{min}} + c}, & \text{if } c_{\text{min}} \geq 1 \\ -0.5, & \text{if } c_{\text{min}} < 1. \end{cases}
\]  

(45)

The proof can be found in the repository [37].

B. Modified Bounds for Lemmas 3 and 6

In the following, we extend the results in Lemmas 3 and 6 to provide uniform bounds also in case \( |S(0)| \) small. We directly consider the setting with disturbances from Lemma 6, which contains the setting in Lemma 3 as a special case.

Case a): First consider \( |S(0)| \geq \tilde{c}|R(0)| \) with some \( \tilde{c} > 0 \), then Lemma 6 ensures a uniform linear bound for \( V_B \), i.e.,

\[
V_B(t) \leq \frac{4\delta_{\text{max}}^2}{S(0)^2} = \frac{8\delta_{\text{max}}^2}{S(0)^2 + S(0)^2} \\
\leq \frac{8\delta_{\text{max}}^2}{S(0)^2 + c^2 R(0)^2} \leq \frac{8\delta_{\text{max}}^2}{\max(1, c^2) (S(0)^2 + R(0)^2)} \\
\leq V_B(0) \frac{8\delta_{\text{max}}^2}{\frac{\bar{x}_{\text{min}}^2}{\max(1, c^2)}} = V_B(0) \frac{8\delta_{\text{max}}^2}{\bar{x}_{\text{min}}^2 \max(1, c^2)}.
\]

Case b): Suppose without loss of generality that \( |S(t)| < \tilde{c}|R(t)| \) for all \( t \geq 0 \) (otherwise the bounds of Case a) can still
be applied with $|S(t)| \geq |S(0)|$. Using (33), we obtain

$$
\dot{S}(t) \leq -k_{\text{CF}} \frac{R(t)^2}{R(t)^2 + c^2} + \|x(0)\| \zeta_{\text{max}}
$$

$$
= -k_{\text{CF}} \frac{t^2}{c^2 + 1} + \|x(0)\| \zeta_{\text{max}}. \tag{46}
$$

In the critical case, $R$ moves arbitrarily close to 0 while $S$ stays arbitrarily close to 0, i.e., there exists a time $\tau > 0$ such that $R(\tau) = \frac{R(0)}{2^c}$ (otherwise from (12) we directly have $V_B(t) \leq \frac{2\zeta_{\text{min}}}{k_{\text{CF}}} V_B(0)$). Suppose the disturbance bound satisfies $z_{\text{max}} \leq \frac{k_{\text{CF}}}{2(\|x(0)\|^2 + 1)}$. Then, integration of (46) yields $S(t) \leq S(\tau) \leq S(0) - \frac{k_{\text{CF}}}{2(\|x(0)\|^2 + 1)} \tau$ for all $t \geq \tau$. Finally, suppose the disturbance bound additionally satisfies $z_{\text{max}} \leq \frac{k_{\text{CF}}}{2(\|x(0)\|^2 + 1)}$. Then, by showing a uniform bound $\frac{1}{c^2} \leq k_1 V_B(0), k_1 > 0$ and using $|R(t)| \geq \frac{|R(0)|}{2}, t \in [0, \tau]$, one can show a uniform bound on $V_B(t)$, i.e., $V_B(t) \leq k_2 V_B(0)$ with some $k_2 > 0$.

C. Proof of Lemma 5

Proof: In case $R = 0$, $z_{\text{max}} \leq \frac{\dot{x}_{\text{min}}^2}{x_{\text{max}}}$ implies

$$
\dot{R} = \|x\|^2 + x \cdot z \geq \|x\|^2 - \|x\| \|z\|
$$

$$
\geq \frac{\dot{x}_{\text{min}}^2}{x_{\text{max}}} - x_{\text{max}} z_{\text{max}} \geq 0.
$$

Hence, we have $R(t) \geq 0$ for all $t \geq 0$. Furthermore, using (13), we have $V_B(t) \leq 0$, which yields

$$
V_B(t) \leq V_B(0), \quad t \geq 0. \quad \square
$$

D. Proof of Lemma 6

Proof:

Part I: Define

$$
\tau_1 := \inf_{t \geq 0, R(t) \geq \|x(0)\|} t
$$

with $\delta = \|x(0)\| \dot{x}_{\text{min}}$. Consider $t \in [0, \tau_1]$, which implies $R(t) < -\delta$ and that inequality (36) holds.

In the following, we first show that $\tau_1$ is finite and then derive an upper bound for $S(t)$.

Consider the disturbance bound

$$
z_{\text{max}} \leq \frac{\dot{x}_{\text{min}}^2}{x_{\text{max}}} \tag{48}
$$

Then, (32) yields

$$
\dot{R}(t) = k_{\text{CF}} \frac{RS}{R^2 + S^2} + \|x\|^2 + x \cdot z
$$

$$
\geq \frac{\dot{x}_{\text{min}}^2}{x_{\text{max}}} - \|x(0)\| z_{\text{max}} \geq \frac{\dot{x}_{\text{min}}^2}{x_{\text{max}}} > 0 \tag{49}
$$

for all $t \in [0, \tau_1]$.

Suppose for contradiction that $\tau_1 > \tau_{1,\text{max}}$ with

$$
\tau_{1,\text{max}} = \frac{2\|x(0)\|}{\dot{x}_{\text{min}}^2} - \frac{2R(0)}{\dot{x}_{\text{min}}^2}. \tag{50}
$$

Then, integration of (49) yields

$$
R(\tau) \geq R(0) + \frac{\dot{x}_{\text{min}}^2}{x_{\text{max}}} \tau_{1,\text{max}} \geq \frac{\dot{x}_{\text{min}}^2}{x_{\text{max}}} \tau_{1,\text{max}} \geq -\frac{\dot{x}_{\text{min}}^2}{x_{\text{max}}} \tau_{1,\text{max}} \geq -\frac{\dot{x}_{\text{min}}^2}{x_{\text{max}}} \tau_{1,\text{max}} \geq -\frac{\dot{x}_{\text{min}}^2}{x_{\text{max}}} \tau_{1,\text{max}} \geq 0
$$

which contradicts $R(t) \leq -\delta, t \in [0, \tau_1]$. Hence, by contradiction $\tau_1$ exists with the upper bound $\tau_1 \leq \tau_{1,\text{max}}$.

Consider the additional disturbance bound

$$
z_{\text{max}} \leq \frac{k_{\text{CF}}^2}{2(\|x(0)\|^2 + 1)}. \tag{51}
$$

Given $R(t) \leq -\delta$ and recalling that $R^2 + S^2 = \|x\|^2 \|\dot{x}\|^2$, (33) yields

$$
\dot{S}(t) \leq -k_{\text{CF}} \frac{\dot{x}_{\text{min}}^2 \|x\|^2}{x_{\text{max}}^2} + \|x\| z_{\text{max}} \leq -k_{\text{CF}} \frac{\|x(0)\|^2 \dot{x}_{\text{min}}^2}{x_{\text{max}}^2} + \|x(0)\| z_{\text{max}} \tag{52}
$$

and therefore

$$
S(t) \leq S(0) \quad \forall t \in [0, \tau_1]. \tag{53}
$$

Part II: In the following, we study the time interval $t \in [\tau_1, \tau_2)$, with $\tau = \tau_1 + \tau_2$, where

$$
\tau_2 := \inf_{t \geq \tau_1, R(t) = 0 \vee S(t) = 0} t - \tau_1. \tag{54}
$$

We first show that we leave the lower left quadrant in finite time and then deduce the upper bound for $S$ (and consequently $V_B$) until the time when we leave the quadrant.

Also note that (47) and (53) imply $R(t) \in [-\delta, 0]$ for all $t \in [\tau_1, \tau]$ and suppose for contradiction that $\tau > \tau_1 + \tau_{2,\text{max}}$ with

$$
\tau_{2,\text{max}} = \frac{2\|x(0)\|}{\dot{x}_{\text{min}}^2}. \tag{55}
$$

Then, integration of (49) yields

$$
R(\tau) > R(0) + \frac{\dot{x}_{\text{min}}^2}{x_{\text{max}}} \tau_{2,\text{max}} \geq -\frac{\dot{x}_{\text{min}}^2}{x_{\text{max}}} \tau_{2,\text{max}} \geq 0
$$

which contradicts $R(t) \leq 0, t \in [\tau_1, \tau]$. Hence, by contradiction we leave the lower left quadrant with $\tau \leq \tau_1 + \tau_{2,\text{max}}$.

Moreover, (33) yields

$$
\dot{S}(t) = -k_{\text{CF}} \frac{R^2}{R^2 + S^2} + (x \cdot z) \cdot b \tag{36}
$$

for all $t \in [\tau_1, \tau]$. Consider the addition bound

$$
z_{\text{max}} \leq \frac{\dot{x}_{\text{min}}^2 S(0)}{4\|x(0)\|^2}. \tag{56}
$$

Then, integration of (55) yields

$$
S(\tau_1) + \|x(0)\| z_{\text{max}} \tau_{2,\text{max}} \leq S(0) - \|x(0)\| \frac{\dot{x}_{\text{min}}^2 S(0)}{4\|x(0)\|^2} \frac{2\|x(0)\|}{\dot{x}_{\text{min}}^2} \leq 0
$$
\[
\leq \frac{S(0)}{2} < 0
\]
for all \( t \in [\tau_1, \tau] \), which also implies
\[
V_B(t) \leq \frac{4S^2_{\max}}{S(0)^2}
\]
for all \( t \in [0, \tau] \). We would like to point out that we used \( S(t) < 0 \) for all \( t \in [0, \tau] \) in (49), which holds using (52) and (57).

### E. Proof of Theorem 2

**Proof:** Analogously to Lemma 4, the following proof is split into three parts. First, we show that we leave the critical quadrant in finite time, i.e., there exists a constant \( \tau_{\max} > 0 \), such that
\[
\tau_{\max} \geq \tau := \inf_{t \geq 0, S(t) = 0, R(t) = 0} t.
\]
Then, we show \( |\varepsilon(t)| \geq \frac{|\varepsilon(0)|}{2} > 0 \), \( t \in [0, \tau] \). Finally, we prove a lower bound on \( \|x\| \) for \( \varepsilon(0) \neq 0 \).

**Part I:** In the following we distinguish two cases: \( \varepsilon(0) < 0 \), \( \varepsilon(0) > 0 \). We show that for both cases, there exists a time \( \tau \leq \tau_{\max} \) such that \( R(\tau) = 0 \) or \( S(\tau) = 0 \).

We would like to point out that in the following, we repeatedly use
\[
|\varepsilon(t)| \geq \frac{|\varepsilon(0)|}{2} > 0
\]
for all \( t \in [0, \tau] \), which will be established in Part II.

**Case i.** \( \varepsilon(0) < 0 \). Note that (59) and \( \varepsilon(0) < 0 \) imply \( \varepsilon(t) < 0 \) and hence \( R(t) < 0 \) for all \( t \in [0, \tau] \).

Then, (59) yields
\[
\varepsilon(t) = S(t) + \varepsilon(t)R(t) < 0
\]
\[
S(t)^2 < c^2 R(t)^2 \leq c_{\max}^2 R(t)^2
\]
for all \( t \in [0, \tau] \). Together with (36), we can rearrange (33) to get
\[
\dot{S} < -\frac{k_{CF}}{1 + c_{\max}^2} + \|x(0)\| z_{\max}.
\]
Consider the disturbance bound
\[
z_{\max} \leq \frac{k_{CF}}{2\|x(0)\|} \left(1 + c_{\max}^2\right).
\]
For contradiction, suppose that \( \tau > \tau_{\max,1d} \) with
\[
\tau_{\max,1d} = \frac{2S(0)\left(1 + c_{\max}^2\right)}{k_{CF}}.
\]
Then, the integration of (60) yields
\[
S(\tau_{\max,1d}) < S(0) + \left(-\frac{k_{CF}}{1 + c_{\max}^2} + \|x(0)\| z_{\max}\right) \tau_{\max,1d}
\]
\[
\leq S(0) - \frac{k_{CF}}{2\left(1 + c_{\max}^2\right)} \tau_{\max,1d}
\]
\[
= S(0) - \frac{k_{CF}}{2\left(1 + c_{\max}^2\right)} \frac{2S(0)\left(1 + c_{\max}^2\right)}{k_{CF}} = 0
\]
which contradicts \( S(t) > 0, t \in [0, \tau] \). Hence, by contradiction we leave the upper left quadrant with \( \tau < \tau_{\max,1d} \).

**Case ii.** \( \varepsilon(0) > 0 \). Note that (59) and \( \varepsilon(0) > 0 \) imply \( \varepsilon(t) > 0 \) and hence \( S(t) > 0 \) for all \( t \in [0, \tau] \).

**Case ii a.** \( \varepsilon(0) > 0, c_{\min} \geq 1 \): Applying (45) from Lemma 7 to the first term of (32) and using (36) yields
\[
\dot{R}(t) \geq -k_{CF} \frac{c_{\min} - c_{\min} c_{\max} + 1}{c_{\max}^2 (2 + 1)} - \|x(0)\| z_{\max}.
\]
Consider the disturbance bound
\[
z_{\max} \leq k_{CF} \left(\frac{c_{\min}^2 - c_{\min} c_{\max} + 1}{2\|x(0)\| c_{\max} (2 + 1)}\right.
\]
where the right-hand side is positive due to (38). For contradiction, suppose that \( \tau > \tau_{\max,2ad} \) with
\[
\tau_{\max,2ad} = \frac{2R(0)c_{\max} (2 + 1)}{k_{CF}^2(2 + 1)}.
\]
Then, the integration of (63) yields
\[
R(\tau_{\max,2ad}) \geq R(0)
\]
\[
+ \left(\frac{k_{CF}}{2\|x(0)\| c_{\max}} - \|x(0)\| z_{\max}\right) \tau_{\max,2ad}
\]
\[
\geq R(0) + \frac{k_{CF}^2 (c_{\min}^2 - c_{\min} c_{\max} + 1)}{2\max(c_{\min} + 1)} = 0
\]
which contradicts \( R(t) < 0, t \in [0, \tau] \). Hence, by contradiction we leave the upper left quadrant with \( \tau \leq \tau_{\max,2ad} \).

**Case ii b.** \( \varepsilon(0) > 0, c_{\min} < 1 \): Analogously, applying (45) from Lemma 7 to the first term of (32) yields
\[
\dot{R}(t) \geq -\frac{k_{CF}}{2} + \|x(0)\| z_{\max}
\]
\[
\geq \frac{k_{CF}^2}{2 c_{\max}^2} - c_{\max} - \|x(0)\| z_{\max}.
\]
Consider the disturbance bound
\[
z_{\max} \leq \frac{k_{CF}^2}{4 c_{\max}^2} \|x(0)\|
\]
which is positive due to (38). For contradiction, suppose that \( \tau > \tau_{\max,2bd} \) with
\[
\tau_{\max,2bd} = \frac{4R(0) c_{\max}^2}{k_{CF}^2 (2 + c_{\max})}
\]
Then, the integration of (66) yields
\[
R(\tau_{\max,2bd}) \geq R(0) + \frac{k_{CF}^2 (2 + c_{\max})}{2 c_{\max}^2} - \|x(0)\| z_{\max} \tau_{\max,2bd}
\]
\[
\geq R(0) + \frac{k_{CF}^2 (2 + c_{\max})}{4 c_{\max}^2} = 0
\]
\[
= R(0) + \frac{k_{CF}^2 (2 - c_{\max})}{4 c_{\max}^2} - 4R(0) c_{\max} = 0
\]
which contradicts $R(t) < 0, t \in [0, \tau]$. Hence, by contradiction we leave the upper left quadrant with $\tau \leq \tau_{\text{max},2bd}$.

**Part II:** In order to show that $|\varepsilon(t)| \geq \frac{|\varepsilon(0)|}{2}$, we first need to establish an upper bound for $|\varepsilon|$, for which we use (32), (33), and (35) within (37) to get

$$\dot{\varepsilon} \geq \frac{cRS - R^2}{k_{CF}} + \frac{\|x\|^2}{k_{CF}} + \tau \leq c x \cdot \dot{x} + \tau \leq c x \cdot \dot{x}.$$  

(69)

To simplify this expression, we note that the following conditions hold:

$$-R = |x \cdot \dot{x}|$$

$$cRS - R^2 \leq \frac{|x|^2}{k_{CF}} S \leq |x|^2 |\dot{x}|$$

$$-\|x(0)\| z_{\max} \leq (x \cdot \dot{x}) \cdot b \leq \|x(0)\| z_{\max}$$

$$c_{\max} \|x(0)\| z_{\max} \leq c x \cdot \dot{x} \leq c_{\max} \|x(0)\| z_{\max}$$

$$-2c_{\max} \|x(0)\| z_{\max} \leq 2c |\dot{x} \cdot x| \leq 2c_{\max} \|x(0)\| z_{\max}$$

with $R < 0, |x| \leq |x(0)|$ [cf., (36)] and $|z| \leq z_{\max}$.

Case i). $\varepsilon(0) < 0$: From Part I, we know that $S(t) \geq 0$ for all $t \in [0, \tau]$. In the following, we assume $\varepsilon(t) < 0$ for all $t \in [0, \tau]$, which will be recursively established at the end. Then, (69) yields

$$\dot{\varepsilon} \leq \frac{S}{k_{CF}} \leq \frac{\|x(0)\|^2 z_{\max}}{k_{CF}} \left(1 + 3c_{\max} \right) z_{\max}$$

(70)

Consider $\tau \leq \tau_{\text{max},1d}$ with $\tau_{\text{max},1d}$ from (62) and that the disturbance bound satisfies

$$z_{\max} \leq \frac{\varepsilon(0)}{2} \leq \frac{\varepsilon(0)}{2}.$$  

(71)

Then, using (62) and integrating (70) yields

$$\varepsilon(t) \leq \varepsilon(0) + \|x(0)\| \left(1 + 3c_{\max} \right) z_{\max}$$

$$\leq \varepsilon(0) + \|x(0)\| \left(1 + 3c_{\max} \right) z_{\max}$$

(72)

for all $t \in [0, \tau]$. Note that Inequality (70) used $\varepsilon(t) < 0$, which holds recursively using $\varepsilon(0) < 0$ and (72).

Case ii). $\varepsilon(0) > 0$: Analogously, we use $\varepsilon(t) > 0$ for $t \in [0, \tau]$, which will be recursively established in the following.

Then, (69) yields

$$\dot{\varepsilon} \geq \frac{S}{k_{CF}} \leq \frac{\|x(0)\|^2 z_{\max}}{k_{CF}} \left(1 + 3c_{\max} \right) z_{\max}$$

$$\geq \frac{\|x(0)\|^2}{k_{CF}} \left(1 + 3c_{\max} \right) z_{\max}.$$  

(73)

Case ii) a). $\varepsilon(0) > 0$, $c_{\min} \geq 1$: Consider $\tau \leq \tau_{\text{max},2bd}$ with $\tau_{\text{max},2bd}$ from (65) and that the disturbance bound satisfies

$$z_{\max} \leq \frac{\varepsilon(0)}{2} \leq \frac{\varepsilon(0)}{2}.$$  

(74)

Then, using (65) and integrating (73) yields

$$\varepsilon(t) \geq \varepsilon(0) - \|x(0)\| \left(1 + 3c_{\max} \right) z_{\max} t$$

$$\geq \varepsilon(0) - \|x(0)\| \left(1 + 3c_{\max} \right) z_{\max} \tau_{\text{max},2bd}$$

(75)

for all $t \in [0, \tau]$.

Case ii) b). $\varepsilon(0) > 0$, $c_{\min} < 1$: Consider $\tau \leq \tau_{\text{max},2bd}$ with $\tau_{\text{max},2bd}$ from (68) and that the disturbance bound satisfies

$$z_{\max} \leq \frac{\varepsilon(0)}{2} \leq \frac{\varepsilon(0)}{2}.$$  

(76)

Then, using (68) and integrating (73) yields

$$\varepsilon(t) \geq \varepsilon(0) - \|x(0)\| \left(1 + 3c_{\max} \right) z_{\max} t$$

$$\geq \varepsilon(0) - \|x(0)\| \left(1 + 3c_{\max} \right) z_{\max} \tau_{\text{max},2bd}$$

(77)

for all $t \in [0, \tau]$. Note that Inequality (73) used $\varepsilon(t) > 0$, which holds recursively using $\varepsilon(0) > 0$ and (75) and (77).

**Part III:** In the following, we use the derived bound $|\varepsilon(t)| \geq \frac{|\varepsilon(0)|}{t}$, $t \in [0, \tau]$ from (72), (75), and (77) to establish a lower bound on the obstacle distance $x(t)$.

Case i). $\varepsilon(0) < 0$: From (14) and (72) and $S(t) > 0$, it follows that for all $t \in [0, \tau]$:  

$$R(t) \leq \frac{|\varepsilon(0)|}{c(t)} \leq \frac{|\varepsilon(0)|}{c(t)} \Rightarrow R(t)^2 \geq \frac{|\varepsilon(0)|^2}{4c_{\max}}$$

and therefore $V_B(t) \leq \frac{\varepsilon(0)^2}{R(t)^2} \leq \frac{4\varepsilon(0)^2}{c_{\max}^2}$, which implies

$$|x(t)| \geq \frac{|\varepsilon(0)|}{2c_{\max}}.$$  

(78)

for all $t \in [0, \tau]$. Recalling that $S(t) \leq \|x(0)\| \varepsilon_{\max}$ [cf., Eqs. (9) and (36)], we can replace the disturbance bound from (71) with the following more restrictive, albeit more intuitive upper
bound:
\[
\|\dot{x}(0)\|^2 \leq \frac{R(0)}{S(0)} \leq \frac{k_{\text{CF}}|\varepsilon(0)|}{\varepsilon(0)},
\]
Consequently, all guarantees hold for \(\|z\| \leq \|\dot{x}(0)\|\leq \|\dot{x}(0)\|\) if \(z(0) = 0\).

Case ii). \(k \geq 0\): From (14), (75), and (77) and \(R < 0\), it follows that
\[
S(t) = \frac{\varepsilon(0)}{2} - c(t)R(t) \geq \frac{\varepsilon(0)}{2}
\]
and, therefore, \(V_B \leq \frac{\varepsilon^2}{S(t)} \leq \frac{4\varepsilon^2}{\varepsilon(0)}\), which implies
\[
\|\dot{z}(t)\| \geq \frac{\varepsilon(0)}{2R_{\text{max}}}
\]
for all \(t \in [0, \tau]\). Recalling that \(R(0) \leq \|\dot{x}(0)\|\), we can replace the disturbance bounds from (74) and (76) with the following more restrictive, albeit more intuitive upper bounds:
\[
\|z_{\text{max}}\| \leq \frac{k_{\text{CF}}\varepsilon(0)}{4\|\dot{x}(0)\|^2}\max\left(1+3\varepsilon_{\text{min}}\right)
\]
Consequently, all guarantees hold for \(z \leq \|\dot{x}(0)\|\leq \|\dot{x}(0)\|\) if \(c_{\text{min}} \geq 1\) or
\[
z \leq \|\dot{x}(0)\|\leq \|\dot{x}(0)\|\) if \(c_{\text{min}} < 1\).
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