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Abstract
The number of tools developed by researchers has increased in recent years. Still the demand and need for development of new and standardized tool is increasing to a great extent, the simple reason is either standardized tools are not available or available tools lacks reliability and validity in that setting. This article explores the steps and process which provides base by which a reliable and valid tool can be developed. Method followed was in-depth review of published research articles. This article reviews tool development procedures used in 17 articles published in leading journals from 1992 to 2007. It points out the steps of tool development viz. item generation in which theoretical basis to be used. Next step is reliability in that internal consistency, equivalence by inter-rater and stability by test-retest method is checked; validity i.e. face, content, concurrent and construct validity to be calculated. Further in construct validity factor analysis including principal component analysis, pre-analysis checks and factor extraction is to be analysed. Based on the review, the author mentioned the steps of tool development which will guide researchers to improve the tool development process.
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Introduction
There are a range of scales and response styles that may be used when developing a tool. These produce different types or levels of data and this will influence the analysis options. Therefore, when developing a new measure, it is important to be clear which scale and response format to use [1].

In developing the evidence base of practice using this method of data collection, it is vital that tool design incorporates pre planned methods to establish reliability and validity. Failure to develop a tool sufficiently may lead to difficulty interpreting results, and this may impact upon clinical or educational practice. Hinkin and DeVellis state that the construction of a new tool is a highly complex process. Several steps are required to develop a multi-item tool to measure a construct. The researcher needs to:
- apply a theoretical basis to develop the items;
- design the individual items;
- conduct an item analysis to eliminate poor items (ambiguous, no variation);
- assess the reliability of tool i.e. internal consistency, stability and equivalence;
- determine the construct validity of the measure using factor analysis;
- determine the convergent validity of the measure; and
- determine the divergent validity (discriminant validity, including method effects) [2,3].

The researcher also needs to determine the level of specificity required of the scale. This will largely be determined by the research question, as the level of specificity of the scale should align with the level of specificity of the research question and the other constructs it will be compared with [3].

Item Generation: Use a Theoretical Basis
As a first step to tool development, the researcher should carefully examine the extant theory relating to the construct he or she wishes to measure. Theory can provide a guide in terms of developing the conceptual formulations required for operationalization. Examining theory helps to establish the parameters of the construct to ensure that the content of the scale is focused on the actual domain of interest, rather than unrelated areas [3].

The researcher should develop the items from a theory of the construct (latent variable) so that they are consistent with it. If there is a theoretical basis for this construct, it can be defined and the type of relationships it has with other constructs can be predicted. The generation of items during tool development requires considerable effort to refine wording and content. In addition, a key strategy in item generation is to revisit the research questions frequently and to ensure that items reflect these and remain relevant. During this stage that the proposed subscales of a tool are identified and to ensure that items are representative of these. The item and factor analysis stages of the tool development process may then be used to establish if such items are indeed representative of the expected subscale or factor [4,5].

Once the researcher has generated the initial pool of items, the next step involves having a panel of subject-matter expert review the items in terms of content adequacy. These experts should be provided with construct definitions and instructed to sort the items according to these definitions, to determine whether their sort aligns with the scale developer's conceptualisations [6].

To assure face or content validity, items can be generated from a number of sources including consultation with experts in the field, proposed respondents and review of associated literature. The type of tool, language used and order of items may all bias response. Consideration should be given to the order in which items are
Reliability

Reliability is an essential issue in scale development and refers to the amount of variance attributable to the true score of the latent construct. Reliability refers to the repeatability, stability or consistency of a tool. One form of reliability, internal consistency, is determined by calculating coefficient alpha/ Cronbach’s alpha statistic. This statistic uses inter-item correlations to determine whether constituent items are measuring the same domain. Internal consistency refers to the homogeneity of items within a scale [9]. This coefficient should be as high as possible. If not, items contributing to low reliability (low item to total correlations) need to be dropped and new items developed. If the items show good internal consistency, Cronbach’s alpha should exceed 0.70 for a developing tool or 0.80 for a more established tool. It is usual to report the Cronbach’s alpha statistic for the separate domains within a tool rather for the entire tool. Reliability is a necessary pre-condition for validity [7] (Table 1).

Item-total correlations can also be used to assess internal consistency. If the items are measuring the same underlying concept then each item should correlate with the total score from the tool or domain [4]. This score can be biased, especially in small sample sizes, as the item itself is included in the total score. Therefore, to reduce this bias, a corrected item-total correlation should be calculated. This removes the score from the item from the total score from the tool or domain prior to the correlation. Kline recommends deleting any tool item with a corrected item-total correlation of <0.30. Item analysis using inter-item correlations will also identify those items that are too similar. High inter-item correlations (>0.80) suggest that these are indeed repetitions of each other (sometimes referred to as bloated specifics) and are in essence asking the same question [10].

Test–retest reliability can assess stability of a measure over time and this should be included in the process of any tool development. This is of particular importance if the intended use of the measure is to assess change over time or responsiveness [11].

Equivalence in the context of reliability assessment primarily concerns the degree to which two or more independent observers or coders agree about scoring. For this the inter-rater reliability to be calculated by Cohen’s kappa and values of 0.75 or higher are considered very good [12].

Validity

Validity refers to whether a tool is measuring what it purports to. While this can be difficult to establish, demonstrating the validity of a developing measure is vital [7]. There are several different types of validity. Content validity (or face validity) refers to expert opinion concerning whether the scale items represent the proposed domains or concepts the tool is intended to measure. This is an initial step in establishing validity, but is not sufficient by itself. Convergent (or concurrent) and discriminant validity must also be demonstrated by correlating the measure with related and/or dissimilar measures [5].

The researcher would obtain measures of the scale from a sample from whom he or she also obtained measures of constructs the scale should be related to, including alternative measures of the construct of interest (convergent validity), and of constructs the scale should not be related to (divergent validity). These relationships are calculated by correlation coefficients (e.g., a Pearson product moment correlation coefficient). When developing a tool it is, therefore, important to include, within the research design, additional established measures with proven validity against which to test the developing tool. Construct

---

Table 1: Stages in tool development (Rattray et al.) [1].

| Tool development | Key issues | Decision aids |
|------------------|------------|---------------|
| Piloting the tool | Spread of responses across options | High endorsement of a single option is problematic. |
| Item analysis     | Initial analysis | An item should be considered for removal if ≥80%, ≤20% of responses endorsed one response. |
| Clarity and relevance of items | items with an inter-item correlation of <0.3 or >0.7 should be considered for removal. |
| Items deemed theoretically important | Is your measure affected by social desirability bias? | Items with a poor Cronbach’s a, i.e. <0.7 should be considered for removal. |
| Reliability       | Internal consistency | Corrected inter-item correlations. |
|                   | Test-retest | Item-total correlation. |
|                   | Inter-observer | Cronbach alpha. |
| Validity          | Face or content | Do the items sufficiently represent different hypothesized domains? |
|                   | Concurrent or discriminant | Do subscale scores correlate with existing, validated measures presented concurrently? |
|                   | Predictive | Do subscale scores predict hypothesis reports on existing, validated measures presented longitudinally? |

---
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validity relates to how well the items in the tool represent the underlying conceptual structure. Factor analysis is one statistical technique that can be used to determine the constructs or domains within the developing measure. This approach can, therefore, contribute to establishing construct validity [1].

**Factor Analysis**

The purpose of an exploratory factor analysis is to analyse scores on several items to see if they can be reduced to underlying dimensions. Those items that are highly related to each other will load on one factor. The items that are measuring one construct should load on one factor and those measuring another construct should load on a different factor. Analyses that yield no clear factors or one factor (for a unidimensional scale) are problematic. Additionally, the factor analysis should explain a substantial amount of the variance in the scores. Based on these factor loadings, the researcher needs to decide which items from the scale should be retained or deleted [1,3].

Following initial pilot work and item deletion, the tool should be administered to a sample of sufficient size to allow exploratory factor analytic techniques to be performed. Ferguson and Cox suggest that 100 respondents is the absolute minimum number to be able to undertake this analysis. However, others would suggest that this is insufficient and a rule of thumb would be five respondents per item [13].

Principal components analysis (PCA) explores the inter-relationship of variables. It provides a basis for the removal of redundant or unnecessary items in a developing measure and can identify the associated underlying concepts, domains or subscales of a questionnaire [14]. The terms of factor analysis and PCA are often used synonymously in this context. In practice, however, PCA is most commonly used. Rarely is a tool uni-dimensional and PCA usually identifies the presence of one principal component that accounts for most of the variance and subsequent components that account for less.

In the initial PCA analysis of an unrotated solution, most items should ‘load’, i.e. correlate with the first component. This can make interpretation of results difficult, and to assist the interpretation of a factor solution, rotation of factors (components) is often performed. Factor rotation maximizes the loadings of variables with a strong association with a factor, and minimizes those with a weaker one and often helps make sense of the proposed factor structure. Varimax rotation, which is an orthogonal rotation (i.e. one in which the factors do not correlate), is often used, particularly if the proposed factors are thought to be independent of each other [13]. However, oblimin rotation may be used, when factors are thought to have some relationship. It is, therefore, vital to state a priori the number of factors you expect to emerge and to have decided which rotation method you will use ahead of any analysis [10].

**Pre-analysis Checks**

Ferguson and Cox give a detailed account of the process of exploratory factor analysis and provide a set of heuristics for its stages.

![Figure 1: Scree test (Jones & Johnston 2003) [16].](image)

| Tool development | Key issues | Pre-analysis checks (Ferguson and Cox) [13] |
|-------------------|------------|---------------------------------------------|
| Further development: | Principal components analysis (PCA): Stable Factor Structure | Minimum number of participants: 100 |
| Exploratory Factor analysis | Provides a basis for the removal of redundant or unnecessary items, PCA is used to identify the underlying domains or factors within a measure. Minimum participant to variable ratio, N/p: 2:1-10:1 | Minimum variable to factor ratio, p/m: 2:1-6:1 |
| Prior to analysis, must propose an underlying theoretical structure. | Minimum participant to factor ratio, N/m: 2:1-6:1 |
| Ensure that the data set is appropriate | Sampling |
| Must follow a predefined and systematic analytic Sequence | Random sampling from a population. |
| Further development: | Allows the further testing of the construct | Confirmation of factor structure on an independent data set, using exploratory and confirmatory methods. |
| Confirmatory factor analysis | Validity of the measure | Same underlying assumptions as exploratory methods. |

Table 2: Stages in tool development: factor analysis.
of pre-analysis checks, extraction and rotation (Table 2 for the pre-analysis checks). These pre-analysis checks are necessary to ensure the proposed data set is appropriate for the method. The checks include determining the stability of the emerging factor structure, sampling requirements, item scaling, skewness and kurtosis of variables and the appropriateness of the correlation matrix [13].

**Factor Extraction**

Two main methods are used to decide upon the number of emerging factors, Kaiser's criterion for those factors with an eigenvalue of >1 and the screen test. An eigenvalue is an estimate of variance explained by a factor in a data set, and a value >1 indicates greater than average variance [13]. A scree test is the graphic representation of this. Figure 1 shows the screen test that demonstrated the four-factor structure from a tool. The number of factors is identified from the break in the slope. If a straight line is fitted along the eigenvalue rubble, the number of domains within the questionnaire is revealed by the number of factors above the line. This latter method includes a degree of subjectivity in its interpretation [16].

With Principal components analysis (PCA), the removal of redundant items within a developing measure occurs within an iterative process. Agius et al. describe an iterative process of removing variables with general loadings (of 0.40 on more than one factor) and weak loadings (failing to load above 0.39 on any factor). This process is applied to the initial unrotated PCA before applying a varimax or oblimin rotation to interpret the structure of the solution [17].

**Conclusion**

This article emphasizes the need to adopt a logical, systematic and structured approach to tool development. Author presented a framework that supports this type of approach and have illustrated the tool development process using item analysis, factor analytic and related methods and have demonstrated strategies to determine the reliability and validity of the new and developing measure. Here with suggested the need to preplan each stage of the tool development process and provide a series of heuristic strategies to enable the researcher to achieve this.
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