Choreography is an art form in and of itself. Because music and dance have always appeared at the same time throughout human history, music has had a significant influence on dance arrangement. It is important to arrange appropriate dance movements based on the music pieces chosen by users when creating choreography. This paper proposes a mixed density network-based music choreography algorithm in response to the current state of music choreography. The algorithm should be able to convert motion and music signals into a high-level semantic meaning that is compatible with human cognition, compare the degree of matching, and arrange the dance based on the music and motion segments that match. Furthermore, the consistency and authenticity of the movements in the dance created in this paper have been improved. Users' subjective feedback indicates that the choreography results in this paper are more closely aligned with the music. In the field of music choreography, it has some practical utility.

1. Introduction

Dance with music, as a form of artistic expression, enriches people’s cultural lives and stimulates the public’s creative enthusiasm [1]. It is the heart and soul of both music and dance. The most common variation is that the dance form changes as the music changes. The information of the music theme is conveyed through various forms of dance. Dance action matching technique in music choreography [2] is a type of dance work that is determined by the music style. People’s matching effect of music and dance in modern music choreography requires strong synchronization between music changes and dance movements, as well as a deep understanding and strong grasp of music [3, 4]. In computer choreography, two major issues must be addressed. First, without using motion capture or manual production, how can you get real and unique dance moves? Second, how to improve the synchronization of music and dance by using appropriate music and motion features and matching algorithms.

As we all know, the element of music that appeals to individuals the most is “rhythm.” We can see from the evolution of music in various countries that, even if the language is absurd, people in various countries will express their personal feelings through the rhythm of music [5]. As a result, it can be said that “music rhythm” has become a universal element. We pay more attention to rhythm than ever before, especially with the development of modern music [6]. Movement and rhythm are two essential core requirements in the process of music development, starting from the very beginning. In the fields of choreography and score, the matching of movements and music pieces is widely used [7]. It is necessary to arrange appropriate dance movements according to the music pieces chosen by users in choreography; it is also necessary to create appropriate background music for the dance actions chosen by users in score creation [8]. Action and music, on the other hand, are time series signals from two different perceptual channels. It is necessary to establish a reasonable action-music feature matching model [9] in order to properly evaluate the degree
of matching between them. In light of this, this paper proposes a mixed density network-based music choreography model.

Dance is a form of performing art in which the main means of expression is rhythmic movements accompanied by music [10]. It necessitates a good sense of movement control and balance, accurate timing and rhythm, a rich imagination, and high aesthetic quality because it involves complex sensory and cognitive processes. In music and dance, the phenomenon of alternating strength and length is known as “rhythm” [11]. Humans can perceive human walking gait, strength, and action rhythm, as well as musical characteristics such as tone, pitch, timbre, and musical rhythm of note duration. The most easily perceived feature by the audience is rhythm, which is a common feature of dance and music, according to research. Animators manually establish the matching model of action and music in the traditional animation creation process. Animators must frequently create and listen to different music for the soundtrack and then manually select the music segment that best matches the given dance action segment. This is a time-consuming and tedious task. Based on the foregoing, this paper proposes a hybrid density network-based automatic music choreography algorithm. The algorithm uses a deep learning (DL) algorithm [12, 13] to train the model, which can automatically and intelligently generate dance actions that meet the expectations in combination with screening conditions, based on a large amount of existing music and dance data. Also, according to the established matching relationship, effectively store, retrieve, and edit the dance data. This algorithm can generate unique and imaginative dance movements, which is extremely useful.

2. Related Work

Based on genetic theory, literature [14] proposed an optimization method for matching dance technical movements to music. This method’s correspondence can effectively show synchronization of music and dance movements, but it has some drawbacks, such as a time-consuming and tedious calculation process. Based on music emotion and sports style, literature [15] created a matching model of motion and music features. The choreography process is primarily driven by the rhythm of music and movements, as well as the correlation of density characteristics, according to literature [16]. By preconstructing an action graph to search for candidate actions, literature [17] improved the search efficiency of the choreography system. Literature [18] used an artificial neural network to create a motion-music matching model and to automate the creation of gesture animation based on music. A method of synthesizing dance movements was proposed and introduced in literature [19]. Manually marking the movement as a specific pattern synchronized with the beat is required during the training stage. First, beat detection is used to segment the audio, and then, the Mel frequency cepstral coefficient-recognized audio pattern is used to select the action pattern to be generated during the generation stage. Literature [20] used a dynamic programming algorithm to create a matching model between dance action and music feature points and then edited the music to match it, resulting in a semiautomatic score. Literature [21] suggests using machine learning to optimize the matching of dance technical movements and music in music choreography. First, by combining machine learning theory and historical sample data sets, the mapping relationship between dance movements and music is established, and the evaluation function of the dance movements-music matching relationship is obtained. As matched dance action feature sequences, we use constraint-based dynamic planning process matching and input music. Although this method has a high matching efficiency, the quality of the music and dance movements that it matches is poor. On the basis of greed theory, literature [22] proposed an optimization method for matching dance technical movements with music. This method produces a good match between dance movements and music rules, but it is time-consuming. Literature [23] introduces a sample-based matching model and uses it to test the feasibility and practicality of computer-generated choreography using the soundtrack score system of movies. Literature [24] sets scheduling rules based on aesthetic concepts, uses basic action segments to generate dance sequences unrelated to music, and then edits them properly when matching with music. The final result obtained is affirmed by dance professionals. Literature [25] puts forward the rhythm analysis method, which defines the rhythm of movements according to the vertical direction of feet and the change speed of hand displacement, takes the extreme point of joint angular velocity as the rhythm segmentation point, and then refits the movement characteristic curve. Literature [26, 27] added intensity features to the rhythm features and then used the rhythm and intensity features of music and movements as the matching basis to synthesize dance movements. The algorithm holds that the rhythm of music and the rhythm of action have a strong correlation, and the rhythm of action presented by “Stop Action” should be synchronized with the rhythm point of music. At the same time, the intensity of action has a strong correlation with the intensity of music and should also be synchronized. This paper proposes an automatic music choreography algorithm based on mixed density network. In addition, the entire process of computer music choreography is thoroughly examined, and a framework for computer music choreography is proposed. User control is introduced into the dance choreography module to improve the framework’s practicability, and the user influences the choreography results by setting the thresholds of local bone speed and spatial characteristics. This framework can generate dance movements that are synchronized with the music. The results of the experiments show that this framework is very stable and generalizable.

3. Methodology

3.1. Automatic Music Choreography Technology. Automatic music choreography has a long history of study. The goal of the study is to use computer technology to reduce the amount of manual intervention in the music
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choreography process. People have gained a lot of valuable experience in the matching model of motion and music features [28] up until now. In terms of choreography, a matching model of motion and musical features is developed based on musical emotion and sporting style. To make the choreography process go more smoothly, research how to use the rhythm and density characteristics of music and movements. It is also possible to create action diagrams in advance for searching and selecting, which will improve the choreographer system’s searching efficiency.

To create computer-assisted music choreography, dance action data must first be collected. Motion data are currently classified into two categories: motion capture data and key frame-based motion data. These two types of data, on the other hand, require a lot of manual processing, which is costly to obtain and difficult to edit. The DL algorithm has been applied to the field of motion generation as artificial intelligence technology [29] has progressed.

In music or dance, “rhythm” refers to the phenomenon of regular intensity and length appearing alternately. There are numerous types of perceptible human movements and musical characteristics. Rhythm is one of the most easily perceived features of an audience, according to research, and it is a common feature of dance movements and music. The action and rhythm sequences are both interdependent and independent in terms of the overall development of music. No matter how inventive the action sequences are, they are always bound by the rules of rhythm and melody. This is the rule that governs the progression of rhythmic sequences and movements. The introduction and widespread use of computers have resulted in a more precise system for dividing rhythm and the formulation of a set of standards. However, as computer technology advances and people’s expectations for sound discrimination rise, the requirements for music rhythm measurement become more stringent [30]. The motion segments matching the target music are selected from the constructed motion database using the traditional artificially designed music and motion features and feature matching algorithm, synthesizing the dance. The motion database is usually composed of motion capture data. Figure 1 shows the framework of music choreography system.

In order to match the rhythm of computer action and music, it is necessary to turn the action and music signal into a sequence of feature points in rhythm semantics, that is, to express the rhythm information of music and action data abstractly in the form of functions. The collected music data are segmented, the action segments in the dance action database are connected and organized, the underlying features of historical music and dance actions are obtained, some feature pairs are extracted by correlation analysis, and the correlation coefficient between music and dance action features is calculated in order to establish the principle model of dance technical action system. It is more reasonable for all kinds of specifications required in the database to match the movements and music rhythms with computers. The function of information is required for its expression, and the final forms of expression are sequence and rhythm.

As computer animation and robotics advance, more and more applications require a large amount of real human motion data. In general, action diagrams and music diagrams are used to store and organize movement and music data, and automatic choreography and score are performed. That is, rhythm is used to segment motion and music data, and each segment is then turned into a node in the motion or music map. Data set construction, model training and action generation, dance choreography and synthesis, and dance visualization with 3D character animation are the four parts of the framework for music choreography system based on mixed density network proposed in this paper. Model training, action generation, and dance choreography based on music and action features are the main steps. Figure 2 shows the overall framework of the music choreography system based on mixed density network.

In comparison with traditional computer animation of a 3D model based on key frames, motion capture technology can more easily reconstruct complex motion and realistic physical interaction, and the obtained motion data are more realistic, as well as the workload of acquiring motion. Motion capture, on the other hand, necessitates specialized hardware and software to capture and process the data. The cost of required software, equipment, and personnel may be prohibitively expensive for small-scale production. Furthermore, editing the captured data twice is difficult. If there is a problem with the data, all you have to do is reshoot the scene. The path with the highest degree of matching will be chosen by the output result of automatic choreography or score. However, because the calculation process is time-consuming, it is necessary to create an action-music map based on rhythm to speed up the search for potential actions or music data.

When the action sequence is converted into the sequence value of action rhythm feature points and the music sequence is converted into the sequence value of music rhythm feature points, the matching degree between them needs to be calculated. The methods include using the classical Euclidean distance to solve the above problems, but the movement and music feature point sequences tend to have similar trends and they cannot be aligned on the time axis. In order to train the action generation model, it is necessary to construct the action data set and express the action data as vector as the input feature of the model.

3.2. Action Generation Algorithm Based on Mixed Density Network. The hybrid model is primarily used in computer vision for inverse or ambiguous problems. Instead of relying on manual production and motion capture data from users, it is necessary to solve the problem of motion generation in order to realize an effective computer choreography algorithm and ensure that the choreographed dance is real enough and novel. The mixed density network-based action generation algorithm is implemented in this chapter. The hybrid model has the capability of simulating the general distribution function in its entirety.

Extract the angular velocity curve of each joint point of the action data, and mark the extreme point of the curve as
the rhythm reference point to form the time series \((t_0, t_1, \ldots, t_k, \ldots, t_n)\) of the reference point. Then, use the cosine curve to fit all the reference points, and the construction of the cosine function uses:

\[
y_t = \begin{cases} 
\cos \left( \frac{2\pi}{t_k - t_{k-1}} \cdot t_{k-1} \right), & t_{k-1} < t < t_k, \\
0, & k = 2, \ldots, n, \\
1, & t = t_n.
\end{cases}
\]  

Among them, \(y_t\) is the function value of the curve fitting at time \(t\), and the extreme point of the angular velocity curve of the joint point is regarded as the rhythm candidate point of the joint point.

Convert the input music data file into discrete sampling points, and take \(2N\) sampling points as a time window. There are \(N\) sampling points between different time windows, and the Fourier coefficient \(X_0, \ldots, X_{N-1}\) is obtained after combining short-time Fourier analysis. \(D_H(n)\) represents the mutation point function value of the \(n\)th time window, which is expressed by the following formula.

\[
D_H(n) = \sum_{k=0}^{N} k|X_k[n]|,
\]
where \( X_k[n] \) represents the k-th coefficient of the nth time window.

It is necessary to transform movements and music signals into feature point sequences in rhythm semantics, that is, to abstract the rhythm information of music and movement data into one-dimensional feature point functions, in order to calculate the degree of rhythm matching between movements and music. When the action and music sequences are transformed into the sequence values of the action and music rhythm feature points, the matching degree between them must be calculated. The matching degree can be calculated in a variety of ways. In general, the classical Euclidean distance is adequate for solving the problems listed above. However, while the general trends of the action and music feature points are similar, their similar forms are not aligned on the time axis. This problem can be effectively solved by combining time planning and distance measurement, and the cumulative distance function it provides can be used as a criterion to calculate the degree of matching between actions and music pieces.

Assuming that the mutation point function value of the nth time window is \( D_{(n)} \), the extreme value detection is performed on the mutation point function of each time window, the obtained extreme point sequence is aligned according to the beat, and the final mutation point function is expressed by (3) value \( D_{(n)} \).

\[
D(n) = D_{H}(n) \times D_{i}(n).
\]

Assuming the position of the music beat in the performance stage of the \( T_{n} \) generation, the position of the next music beat can be estimated through the music beat cycle:

\[
T_{n+1}' = T_{n} + \tau_{\text{max}}.
\]

Among them, \( T_{n+1}' \) represents the predicted value, and \( T_{n+1} \) represents the real beat position.

When a user inputs a music sequence, the system automatically outputs a dance action that matches the music sequence, which is called automatic choreography. Starting from the instructions of choreography, there are a large number of dance styles and types in the computer database. Different styles and types are the main body that is proficient in the early cutting and optimized to form music resources, and meet the basic requirements mentioned by users to a certain extent.

Based on the rate of change of velocity, the consistency of the motion sequence is screened. Firstly, the sum of absolute values of the first-order velocity difference of each joint in adjacent frames \( V(f) \) is calculated:

\[
V(f) = \sum_{k=1}^{c} |v(f + 1, k) - v(f, k)|,
\]

\[
v(f, k) = \|x_{f+1}^{(k)} - x_{f}^{(k)}\|.
\]

Among them, \( f \) is the sequence number of the frame in the action segment \( N_i \), and \( x \) represents the action vector. \( x_{f}^{(k)} \) represents the k-th dimensional motion data of the f-th frame, and \( c \) is the vector dimension of each frame of motion. \( v(f,k) \) represents the speed of the k-th dimension data in the f-th frame.

In computer music choreography, it is necessary to extract features that can reflect the common characteristics of music and actions in order to select dance actions that match the given target music. The complete action-music map is useful for automatic score and choreography, and its workflow can be broken down into two stages: precalculation and real-time operation. However, the candidate movements and music must still be processed in order to improve the rhythm matching between them and the music, as well as to meet the quality requirements of customers.

According to prior knowledge, the actual music beat position is usually the same as the extreme point of the mutation point function. The threshold \( \varepsilon \) is set in the vicinity of the estimated music beat position \( T^{'n+1} \), and all the extreme points within the interval \( [T^{'n} - \varepsilon, T^{'n+1} + \varepsilon] \) are regarded as aligned candidate points. Define the extreme point function according to the obtained extreme point sequence, and use the following formula to express.

\[
\text{Peak}(t) = \begin{cases} 1, & \text{t is the extreme point,} \\ 0, & \text{t is the nonextreme point.} \end{cases}
\]

Suppose \( (M_j, A_i) \) represents an example of combined action-music segment training in music choreography. For each action feature \( p \) in \( M_j \) and music feature \( q \) in \( A_i \), use the following formula to calculate the correlation coefficient between the two.

\[
C_{(p,q)} = E(X - \mu_X)(Y - \mu_Y) \over \delta_X \delta_Y.
\]

Among them, \( \mu_X, \mu_Y, \delta_X, \delta_Y \) stands for mathematical expectation and standard deviation, respectively. \( X \) represents the characteristic sequence of dance movements \( F_{ij}^m(p), \ldots, F_{ij}^{m+1}(p) \). \( Y \) represents the musical characteristic sequence \( F_{ij}^q(q), \ldots, F_{ij}^{q+1}(q) \). \( F_{jk}^m(p) \) represents the k-th window of the j-th dance action segment \( M_j \). \( F_{jk}^q(q) \) represents the q-th window of the i-th music segment \( A_i \).

After the motion generation model has been trained, the output of the model can be used to determine the spatial distribution probability of each bone joint point in the next frame, and the results obtained using various parameter control methods when estimating the position coordinates of each joint point are also different. The action and music data are usually stored and organized in the form of an action diagram and a music diagram, respectively, when performing automatic choreography and score. That is, rhythm is used to segment the action and music data, and each segment is then used as a node in the action and music graphs. The automatic choreography and score problem is thus transformed into a traversal problem on the action chart and music chart. That is, the rhythm matching model of actions and music calculates the degree of matching of all possible combinations of actions and music pieces, and then, the path with the highest degree of matching with the input actions or music data is chosen as the automatic choreography or score’s output result.
Music features can be roughly divided into bottom features and top features. The bottom features include amplitude envelope, short-term energy, spectrum features, short-term power spectral density, etc. High-level features include the emotion and style of music. Because it is difficult to quantify and evaluate the high-level features of music, the current popular classification algorithm of music emotional style is to use machine learning algorithm to obtain the mapping relationship between the low-level features of music and emotional style. That is, the high-level features of music can be described by the low-level features.

Integration of movement and music has always been a difficult problem that needs to be improved and addressed more thoroughly. We should start by establishing the position of the action and music rhythm points and then segment the action and music data and the distance between nodes to establish their connectivity. It is divided into two categories: timbre distance and chord distance. The cubic spline interpolation function is used to fit the curve in this paper. To begin, the maximum value of continuous frame change data in video is obtained, and the upper envelope of the data sequence is fitted by a cubic spline function, followed by the minimum value of the lower envelope of the data sequence being fitted by a cubic spline function. Finally, as the final current data series fitting result, the mean value between the upper and lower envelopes is calculated as shown in Figure 3.

After obtaining the fitting results, we can observe the obvious segmentation points between various dance movements in a dance video. Two adjacent minima can determine a simple action sequence, and the minima position indicates the segmentation position of the action sequence frame.

When creating an action map or a music map, the action and music data must be segmented separately based on the positions of the action and music rhythm points. The connectivity between nodes is then analyzed and established based on the distance between nodes, making graph traversal easier. Each action sequence in the action database is divided into “action sections” based on the position of the action rhythm point. Each action bar has four action rhythm points, which are regarded as nodes in the action diagram and simulate the score structure of 4/4 beats. The action features are divided into two categories: bottom features and high-level features. The movement speed, acceleration, movement direction change, and action shape of each joint are the low-level features, while the emotion and style of action are the high-level features. With the help of a user score, analyze the synthesis effect of three different dance styles. To begin, analyze the music style in relation to the target music’s overall characteristics, and then create choreography actions to match. Several target music pieces were analyzed in this experiment, and three target music pieces appropriate for street dance, classical dance, and modern dance were chosen and choreographed. The test participants scored the degree of matching between music and dance by judging the three segments’ dance styles. The evaluation results are shown in Figure 4.

The choreography only considers the action connection between the segments, rather than the connection as a whole. To deal with the problem holistically, we can improve the agreement between some paragraphs by informing the connections between them, allowing the actions in the paragraphs to achieve complete overall coherence and matching. In music, on the other hand, in order to show the perfect melody completely between segments, the connection between segments can be obtained using the music cohesion rules of a computer database in this regard, resulting in the perfect integration of the entire melody.

Using this method and the method based on genetic theory and the method based on machine learning, the optimization experiment of dance action matching in music choreography is carried out, and the matching degree of dance action matching in music choreography is compared with the three methods. The comparison results are described in Figure 5.

It can be seen from the analysis that when using this method for music choreography, the matching degree of dance movements is better than that based on genetic theory and machine learning. The superiority of this algorithm is further verified. Using this method, the method based on genetic theory and the method based on machine learning, respectively, the optimization experiment of dance movement matching in music choreography is carried out. The three methods are compared for the synchronization of dance action matching in music choreography, and the comparison results are described in Figure 6.

The analysis shows that the synchronization of dance action matching is better than that of dance action matching based on genetic theory and machine learning. The simulation results show that the proposed method can fully reflect the synchronization of music and movement changes, and the music-dance matching quality matched by the improved dance movement matching method is higher.

Although qualitative experiments can verify the algorithm’s effectiveness through visual effects, relying solely on this index makes it impossible to assess the experimental results quantitatively in all aspects. It is difficult to objectively and quantitatively evaluate the choreography effect in the field of computer-assisted music choreography. There is no universal objective and quantitative evaluation index available at the moment. As a result, subjective evaluation criteria are frequently used to assess the results of experiments. 200 students were asked to research the user experience using the user manual scoring method in this paper. In the training data set, show the participants two pieces of music and dance. One piece of music is paired with a dance, while the other is paired with mismatched dances to the same music. After the manual scoring, this paper counts the final scores of the experimental segments, and the results are shown in Figure 7.

In the process of matching and optimizing dance movements in music choreography, the synchronized dance movements and music data are divided by integrating the theory of music beat extraction, and a plurality of short movements-music fragment combinations are obtained. Detect the abrupt change point of the music segment, align
the beat predicted position obtained in each step, calculate the correlation coefficient between dance movements and music segments, and obtain the dance movement matching optimization objective function. The effectiveness of the hierarchical feature matching algorithm proposed in this paper is verified by comparing the users’ scores of dances generated with or without music overall feature matching algorithm. The scoring situation is shown in Figure 8.

The results show that dance segments synthesized with the hierarchical feature matching algorithm proposed in this paper are better matched to music than dance segments synthesized with only the local feature matching algorithm. It demonstrates the effectiveness of the hierarchical feature matching algorithm proposed in this paper. The music-action data set is built in this chapter, as well as the data classification and feature representation of training data. Build an action generation model, complete the model’s training and action generation, and control the parameters during the action generation process. The generated action is suitable for the subsequent dance arrangement in order to ensure the quality of the generated action. Both the local bone motion speed feature extraction algorithm and the dance spatial feature extraction algorithm proposed in this
paper can effectively reflect the corresponding dance features, according to the experimental results. Overall musical characteristics can accurately reflect musical style types and synthesize choreography actions of corresponding styles. The hierarchical feature matching algorithm outperforms the local rhythm and intensity feature matching algorithm, and the entire feature matching can be combined to create a dance that is better suited to the target music.

5. Conclusions

Dance with music enriches our cultural life as a form of artistic expression. The integration of technology and art is making a computer realize music-based automatic choreography. When artists use scientific and technological methods to create, this type of technology can act as a catalyst for inspiration and has a lot of potential. The data set created in this paper obtains enough dance data through motion capture devices, and downloading motion data corresponding to different music from the Internet is more cost-effective and convenient. The matching degree of all potential combinations of actions and music pieces in the database is precalculated with the rhythm feature matching model in the preprocessing stage, and an action-music map is created. In the real-time matching stage, the method of graph traversal is used to find the candidate actions or music that have the best rhythm match with the input, and then the rhythm feature points of these candidate actions or music data are further optimized and adjusted to form the automatic choreography result. Furthermore, the automatic music choreography algorithm proposed in this paper, which is based on a mixed density network, considers the coherence between adjacent motion segments as well as the naturalness of the entire dance motion. The experimental results show that this algorithm can generate a sufficient number of realistic and diverse dance movements, with the mean method producing the most stable movements. The human skeleton structure that generates movements becomes more and more real as training time goes on, and the relative relationship of joints becomes more and more stable. The coherence-based motion screening algorithm can also produce the desired results.
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