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**Abstract**

We prove dispersive estimates for solutions to the Schrödinger equation with a real-valued potential \( V \in L^\infty(\mathbb{R}^n) \), \( n \geq 4 \), satisfying \( V(x) = O(\langle x \rangle^{-(n+2)/2-\epsilon}) \), \( \epsilon > 0 \).

1 Introduction and statement of results

Let \( V \in L^\infty(\mathbb{R}^n) \), \( n \geq 4 \), be a real-valued function satisfying

\[
|V(x)| \leq C \langle x \rangle^{-\delta}, \quad \forall x \in \mathbb{R}^n,
\]

with constants \( C > 0 \) and \( \delta > (n+2)/2 \), where \( \langle x \rangle = (1 + |x|^2)^{1/2} \). Denote by \( G_0 \) and \( G \) the self-adjoint realizations of the operators \( -\Delta \) and \( -\Delta + V(x) \) on \( L^2(\mathbb{R}^n) \). It is well known that the absolutely continuous spectrums of the operators \( G_0 \) and \( G \) coincide with the interval \([0, +\infty)\). Moreover, by Kato’s theorem the operator \( G \) has no strictly positive eigenvalues, which in turn implies that \( G \) has no strictly positive resonances neither. Throughout this paper, given \( 1 \leq p \leq +\infty \), \( L^p \) will denote the space \( L^p(\mathbb{R}^n) \). Also, given an \( a > 0 \) denote by \( \chi_a \in \mathcal{C}_\infty(\mathbb{R}) \) a real-valued function supported in the interval \([2a, +\infty)\), \( \chi_a = 1 \) on \([2a, +\infty)\). Our main result is the following

**Theorem 1.1** Assume (1.1) fulfilled. Then for every \( a > 0 \), \( 0 < \epsilon \ll 1 \), there exist constants \( C, C_\epsilon > 0 \) so that the following estimates hold

\[
\left\| e^{itG} G^{-(n-3)/4} \chi_a(G) \right\|_{L^1 \to L^\infty} \leq C|t|^{-n/2}, \quad \forall t \neq 0,
\]

(1.2)

\[
\left\| e^{itG} \chi_a(G)x^{-n/2-\epsilon} \right\|_{L^2 \to L^\infty} \leq C_\epsilon|t|^{-n/2}, \quad \forall t \neq 0.
\]

(1.3)

Moreover, for every \( 0 \leq q \leq (n-3)/2 \), \( 2 \leq p \leq \frac{2(n-1-2q)}{n-3-2q} \), we have

\[
\left\| e^{itG} G^{-aq/2} \chi_a(G) \right\|_{L^p' \to L^p} \leq C|t|^{-\alpha n/2}, \quad \forall t \neq 0,
\]

(1.4)

where \( 1/p + 1/p' = 1 \), \( \alpha = 1 - 2/p \).

**Remark 1.** The desired result would be to prove the estimate

\[
\left\| e^{itG} \chi_a(G) \right\|_{L^1 \to L^\infty} \leq C|t|^{-n/2}, \quad \forall t \neq 0.
\]

(1.5)
It is shown by Goldberg and Visan [3], however, that when \( n \geq 4 \) there exists a compactly supported potential \( V \in C^k(\mathbb{R}^n), \forall k < (n-3)/2 \), for which (1.5) fails to hold. In other words, in order that (1.5) holds true one needs to have a control of \( (n-3)/2 \) derivatives of \( V \). It seems that for potentials satisfying (1.1) only, our estimate (1.2) with a loss of \( (n-3)/2 \) derivatives is quite optimal.

**Remark 2.** It is natural to expect that if the zero is neither an eigenvalue nor a resonance of \( G \), the statements of Theorem 1.1 hold true with \( \chi_a \) replaced by the characteristic function, \( \chi \), of the interval \([0, +\infty)\) (the absolutely continuous spectrum of \( G \)), \( G^{-(n-3)/4} \) and \( G^{-\alpha q/2} \) replaced by \( \langle G \rangle^{-(n-3)/4} \) and \( \langle G \rangle^{-\alpha q/2} \), respectively. To prove this, it suffices to show that in this case the estimate (1.5) holds true with \( \chi_a \) replaced by \((1 - \chi_a)\chi\) for \( a > 0 \) small enough. The proof of such an estimate, however, requires different techniques than those developed in the present paper.

**Remark 3.** We believe that the estimate (1.4) still holds at the end point \( p = \frac{2(n-1-2q)}{n-3-2q} \) for \( 0 \leq q < (n-3)/2 \) and that our approach leads to such an estimate. In fact, it is not hard to see from the proof of (1.4) in Section 4 that the problem is reduced to estimating the \( L^2 \to L^2 \) norm of operators with explicitly given kernels.

The estimate (1.5) is proved in the case \( n = 2 \) by Schlag [7] for potentials satisfying (1.1) with \( \delta > 2 \). When \( n = 3 \), the estimate (1.5) is proved by Goldberg and Schlag [2] for potentials satisfying (1.1) with \( \delta > 3 \). Recently, (1.5) has been proved in this case by Vodev [8] and Yajima [11] for potentials satisfying (1.1) with \( \delta > 5/2 \), while Goldberg [1] has proved (1.5) for a very large class of potentials including those satisfying (1.1) with \( \delta > 2 \). The proofs in all these papers (except for [8]) are based on the very nice properties of the outgoing and incoming free resolvents when \( n = 2 \) and \( n = 3 \). When \( n \geq 4 \), however, these properties are no longer valid, and consequently one needs different methods to prove estimates like (1.5) (or like those in Theorem 1.1). The first result in this case is due to Journé, Sofer and Sogge [5], where they proved an analogue of (1.5) for potentials satisfying (1.1) with \( \delta > n + 4 \) as well as the regularity property \( \hat{V} \in L^1 \). This was later improved by Yajima [10] using the properties of the wave operators. Note also that the estimate (1.3) was proved by Jensen and Nakamura [4] for potentials satisfying (1.1) with \( \delta > n \) as well as an extra technical assumption.

To prove Theorem 1.1 we use the method of [8] together with some ideas from [9] where similar dispersive estimates have been proved for the wave group \( e^{it\sqrt{G}} \) for potentials satisfying (1.1) with \( \delta > (n + 1)/2 \). Roughly speaking, the method consists of reducing the dispersive estimates to uniform estimates for the Shrörödinger group (resp. the wave group) on weighted \( L^2 \) spaces, which in turn are proved by using some more or less known properties of the perturbed resolvent on weighted \( L^2 \) spaces (see Section 3). Note finally that in view of Goldberg’s result [1], one should expect that the statements of Theorem 1.1 hold true for the larger class of potentials satisfying (1.1) with \( \delta > (n + 1)/2 \). The proof of such estimates, however, would require a different approach than this one presented here.

## 2 Preliminary estimates

The following properties of the free Schrödinger group will play a key role in the proof of our dispersive estimates.

**Proposition 2.1** Let \( \psi \in C_0^\infty((0, +\infty)) \). For every \( 0 \leq s \leq (n-1)/2 \), \( 0 < \epsilon \ll 1 \), \( 0 < h \leq 1 \),
$t \neq 0$, we have
\[
\left\| e^{itG_0} \psi(h^2 G_0) \langle x \rangle^{-1/2-s-\epsilon} \right\|_{L^2 \to L^\infty} \leq C h^{-(n-1)/2+s} |t|^{-s-1/2}, \tag{2.1}
\]
with a constant $C > 0$ independent of $t$ and $h$. For every $s \geq 0$, $0 < h \leq 1$, $t \in \mathbb{R}$, we have
\[
\left\| \langle x \rangle^{-s} e^{itG_0} \psi(h^2 G_0) \langle x \rangle^{-s} \right\|_{L^2 \to L^2} \leq C (t/h)^{-s}, \tag{2.2}
\]
with a constant $C > 0$ independent of $t$ and $h$.

**Proof.** We are going to take advantage of the formula
\[
e^{itG_0} \psi(h^2 G_0) = (\pi i)^{-1} \int_0^\infty e^{it\lambda^2} \psi(h^2 \lambda^2) \left( R^+_0(\lambda) - R^-_0(\lambda) \right) \lambda d\lambda, \tag{2.3}
\]
where $R^+_0(\lambda)$ are the outgoing and incoming free resolvents with kernels given in terms of the Hankel functions by
\[
[R^+_0(\lambda)](x,y) = \pm \frac{i}{4} \left( \frac{\lambda}{2\pi|x-y|} \right)^\nu \mathcal{H}^\nu_0(\lambda|x-y|),
\]
where $\nu = (n-2)/2$. Hence, the kernel of the operator $e^{itG_0} \psi(h^2 G_0)$ is of the form $K_h(|x-y|, t)$, where
\[
K_h(\sigma, t) = \frac{\sigma^{-2\nu}}{(2\pi)\nu+1} \int_0^\infty e^{it\lambda^2} \psi(h^2 \lambda^2) \mathcal{J}_\nu(\sigma\lambda) \lambda d\lambda = h^{-n} K_1(\sigma h^{-1}, t h^{-2}), \tag{2.4}
\]
where $\mathcal{J}_\nu(z) = z^\nu J_\nu(z)$, $J_\nu(z) = (H^+_\nu(z) + H^-_\nu(z))/2$ is the Bessel function of order $\nu$. It is easy to see that (2.1) follows from the bound
\[
|K_h(\sigma, t)| \leq Ch^{s-(n-1)/2} |t|^{-s-1/2} \sigma^{-(n-1)/2+s}, \quad \forall t \neq 0, \sigma > 0, 0 < h \leq 1. \tag{2.5}
\]
In view of (2.4), it suffices to show (2.5) with $h = 1$. Let $m \geq 0$ be an integer. Integrating $m$ times in (2.4) we obtain
\[
(it)^m K_1(\sigma, t) = \frac{\sigma^{-2\nu}}{2(2\pi)\nu+1} \int_0^\infty e^{it\mu} \frac{d^m}{d\mu^m} (\psi(\mu) \mathcal{J}_\nu(\sigma\sqrt{\mu})) d\mu,
\]
\[
= \sum_{k=0}^m \sigma^{k-2\nu} \int_0^\infty e^{it\mu} \psi_{m-k}(\mu) \mathcal{J}^{(k)}_\nu(\sigma \sqrt{\mu}) d\mu,
\]
where $\psi_{m-k} \in C^\infty_0((0, +\infty))$, $\mathcal{J}^{(k)}_\nu(z) := (k!)^k \mathcal{J}_\nu(z)/dz^k$. Making the change $\mu = \lambda^2$ we can write the above identity in the form
\[
(it)^m K_1(\sigma, t) = \sum_{k=0}^m \sigma^{k-2\nu} \int_0^\infty e^{it\lambda^2} \varphi_{m-k}(\lambda) \mathcal{J}^{(k)}_\nu(\sigma \lambda) d\lambda, \tag{2.6}
\]
where $\varphi_k(\lambda) = 2\lambda \psi_k(\lambda^2)$. To estimate the integral in the RHS of (2.6), we will use that, given any $b > 0$ and a function $\varphi \in C^\infty_0([-b, b])$, we have the bound (see the proof of Lemma 2.4 of 3):
\[
\left| \int_{-\infty}^\infty e^{it\lambda^2 - ir\lambda} \varphi(\lambda) d\lambda \right| \leq C |t|^{-1/2} \| \varphi \|_{L^1}.
\]
\[ \leq C_{b}|t|^{-1/2} \sup_{0 \leq j \leq 1} \sup_{\lambda \in \mathbb{R}} \left| \partial_{\lambda}^{j} \varphi(\lambda) \right|, \quad \forall t \neq 0, \tau \in \mathbb{R}, \quad (2.7) \]

with a constant \( C_{b} > 0 \) independent of \( t, \tau \) and \( \varphi \). Consider first the case \( 0 < \sigma \leq 1 \). It is well known that near \( z = 0 \) the function \( J_{\nu}(z) \) is equal to \( z^{2\nu} \) times an analytic function. Therefore, we have, for \( 0 < z \leq z_{0} \),

\[ |\partial^{k}_{z} J_{\nu}(z)| \leq C z^{2\nu - k}, \quad (2.8) \]

for all integers \( 0 \leq k \leq n - 2 \), while for integers \( k \geq n - 1 \),

\[ |\partial^{k}_{z} J_{\nu}(z)| \leq C, \quad (2.9) \]

with constants \( C, C_{k} > 0 \) depending on \( z_{0} \). By (2.6)-(2.9), we obtain

\[ |K_{1}(\sigma, t)| \leq C_{m}|t|^{-m-1/2}, \quad \forall t \neq 0, 0 < \sigma \leq 1, \quad (2.10) \]

for all integers \( m \geq 0 \) with a constant \( C_{m} > 0 \) independent of \( t \) and \( \sigma \). Clearly, (2.10) holds with \( m = s \) for all real \( 0 \leq s \leq (n - 1)/2 \), which in turn implies (2.5) with \( h = 1 \) in this case.

Let now \( \sigma \geq 1 \). It is well known that \( J_{\nu}(z) = e^{izb^{+}_{\nu}(z)} + e^{-izb^{-}_{\nu}(z)} \) with functions \( b^{\pm}_{\nu}(z) \) satisfying

\[ |\partial^{j}_{z} b^{\pm}_{\nu}(z)| \leq C_{j} z^{(n-3)/2-j}, \quad \forall z \geq z_{0}, \quad (2.11) \]

for every integer \( j \geq 0 \) and every \( z_{0} > 0 \), with a constant \( C_{j} > 0 \) depending on \( j \) and \( z_{0} \) but independent of \( z \). We can write \( K_{1} = K_{1}^{+} + K_{1}^{-} \), where \( K_{1}^{\pm} \) is defined by replacing in (2.4) the function \( J_{\nu}(z) \) by \( e^{\pm izb^{\pm}_{\nu}(z)} \). We have

\[ J_{\nu}^{(k)}(z) = \sum_{\pm} e^{\pm izb^{\pm}_{\nu,k}(z)} \quad (2.12) \]

with functions \( b^{\pm}_{\nu,k} \) satisfying (2.11). Thus, by (2.6), (2.7), (2.11) and (2.12) we get

\[ |K_{1}^{\pm}(t, \sigma)| \leq C_{m}|t|^{-m-1/2} \sigma^{-(n-1)/2+m}, \quad \forall t \neq 0, \sigma \geq 1, \quad (2.13) \]

for all integers \( m \geq 0 \) with a constant \( C_{m} > 0 \) independent of \( t \) and \( \sigma \). Obviously, (2.13) holds true with \( m = s \) for all real \( 0 \leq s \leq (n - 1)/2 \), which in turn implies (2.5) with \( h = 1 \) in this case.

Given a set \( \mathcal{M} \subset \mathbb{R}^{n} \) denote by \( \eta(\mathcal{M}) \) the characteristic function of \( \mathcal{M} \). We have

\[ \left\| \langle x \rangle^{-s} e^{itG_{0}} \psi(h^{2}G_{0}) \langle x \rangle^{-s} \right\|_{L^{2} \rightarrow L^{2}} \leq \left\| \eta(|x| \leq \gamma|t|/2h) e^{itG_{0}} \psi(h^{2}G_{0}) \eta(|x| \leq \gamma|t|/2h) \right\|_{L^{2} \rightarrow L^{2}} + C \langle t/h \rangle^{-s}, \quad (2.14) \]

where \( \gamma > 0 \) is a constant to be fixed below. In view of Schur’s lemma the norm in the RHS of (2.14) is upper bounded by

\[ \sup_{|x| \leq \gamma|t|/2h} \int_{|y| \leq \gamma|t|/2h} |K_{h}(|x - y|, t)|dy \leq \int_{|\xi| \leq \gamma|t|/h} |K_{h}(|\xi|, t)|d\xi \leq C \int_{0}^{\gamma|t|/h} \sigma^{n-1} |K_{h}(\sigma, t)| d\sigma. \quad (2.15) \]
Thus, to prove (2.2) it suffices to show that the integral in the RHS of (2.15) is upper bounded by $O_m(t/h)^{-m}$ for all integers $m \geq 0$. In view of (2.4) this would follow from the bound
\[
\int_0^{\gamma|t|} \sigma^{n-1} |K_1(\sigma, t)| \, d\sigma \leq C_m\langle t \rangle^{-m}, \tag{2.16}
\]
provided $\gamma$ is properly chosen. Write the function $K_1^\pm$ in the form
\[
K_1^\pm(\sigma, t) = \frac{\sigma^{-2\nu} e^{-i\sigma^2/4t}}{(2\pi)^{\nu+1}} \int_0^{\infty} e^{it(\lambda \pm \sigma/2t)^2} \varphi(\lambda) b_{\nu}^\pm(\sigma \lambda) \, d\lambda, \tag{2.17}
\]
where $\varphi(\lambda) = \lambda \psi(\lambda^2)$. Clearly, we can fix now $\gamma > 0$ (depending on $\text{supp} \varphi$) so that $|\lambda \pm \sigma/2t| \geq \text{Const} > 0$ on $\text{supp} \varphi$ for $\sigma \leq \gamma|t|$. Therefore, integrating by parts $m$ times in (2.17) and using (2.11), one can easily obtain the bound
\[
\left| K_1^\pm(\sigma, t) \right| \leq C_m|t|^{-m}, \quad 1 \leq \sigma \leq \gamma|t|, \tag{2.18}
\]
for every integer $m \geq 0$. On the other hand, in the same way as in the proof of (2.10), one concludes that $K_1$ satisfies (2.18) for $0 < \sigma \leq 1$ as well. This clearly implies (2.16), and hence (2.2).

We will also need the following lemma proved in [9] (see also [8]).

**Lemma 2.2** Assume (1.1) fulfilled. Then, for every $\psi \in C_0^\infty((0, +\infty))$, $0 \leq s \leq \delta$, $1 \leq p \leq \infty$, $0 < h \leq 1$, we have
\[
\left\| \langle x \rangle^{-s} \psi(h^2 G_0) \langle x \rangle^s \right\|_{L^2 \to L^2} \leq C, \tag{2.19}
\]
\[
\left\| \langle x \rangle^{-s} \psi(h^2 G) \langle x \rangle^s \right\|_{L^2 \to L^2} \leq C, \tag{2.20}
\]
\[
\left\| \left( \psi(h^2 G_0) - \psi(h^2 G) \right) \langle x \rangle^s \right\|_{L^2 \to L^2} \leq C h^2, \tag{2.21}
\]
\[
\left\| \psi(h^2 G_0) \right\|_{L^p \to L^p} \leq C, \tag{2.22}
\]
\[
\left\| \psi(h^2 G) \right\|_{L^p \to L^p} \leq C, \tag{2.23}
\]
\[
\left\| \psi(h^2 G) - \psi(h^2 G_0) \right\|_{L^p \to L^p} \leq C h^2, \tag{2.24}
\]
\[
\left\| \psi(h^2 G_0) \right\|_{L^2 \to L^p} \leq C h^{-n\left|\frac{1}{2} - \frac{1}{p}\right|}, \tag{2.25}
\]
\[
\left\| \psi(h^2 G) \right\|_{L^2 \to L^p} \leq C h^{-n\left|\frac{1}{2} - \frac{1}{p}\right|}, \tag{2.26}
\]
\[
\left\| \left( \psi(h^2 G) - \psi(h^2 G_0) \right) \langle x \rangle^s \right\|_{L^2 \to L^p} \leq C h^{-n\left|\frac{1}{2} - \frac{1}{p}\right|}, \tag{2.27}
\]
with a constant $C > 0$ independent of $h$. 

5
3 $L^2 \to L^2$ estimates for the Schrödinger group

Given a parameter $0 < h \leq 1$, and a real-valued function $\psi \in C_0^\infty((0, +\infty))$, denote

$$
\Psi(t; h) = e^{itG}\psi(h^2G) - e^{itG_0}\psi(h^2G_0).
$$

We will first prove the following

**Theorem 3.1** Assume (1.1) fulfilled. Then, we have

$$
\|\Psi(t; h)\|_{L^2 \to L^2} \leq Ch, \quad \forall t, \ 0 < h \leq 1,
$$

with a constant $C > 0$ independent of $t$ and $h$.

**Proof.** We will derive (3.1) from the following

**Proposition 3.2** For every $s > 1/2$, $0 < h \leq 1$, we have

$$
\int_{-\infty}^{\infty} \|\langle x \rangle^{-s} e^{itG}\psi(h^2G)f\|^2_{L^2} \ dt \leq Ch\|f\|^2_{L^2}, \quad \forall f \in L^2,
$$

with a constant $C > 0$ independent of $f$ and $h$.

Let $\psi_1 \in C_0^\infty((0, +\infty))$ be a real-valued function such that $\psi_1 \psi \equiv \psi$. By Duhamel’s formula we obtain the identity

$$
\Psi(t; h) = \sum_{j=1}^{2} \Psi_j(t; h),
$$

where

$$
\Psi_1(t; h) = \left(\psi_1(h^2G) - \psi_1(h^2G_0)\right)\Psi(t; h)
$$

$$
+ \left(\psi_1(h^2G) - \psi_1(h^2G_0)\right)e^{itG_0}\psi(h^2G_0) - \psi_1(h^2G_0)e^{itG_0}\left(\psi(h^2G) - \psi(h^2G_0)\right),
$$

$$
\Psi_2(t; h) = i\int_0^t e^{i(t-\tau)G_0}\psi_1(h^2G_0)Ve^{i\tau G}\psi(h^2G)d\tau.
$$

In view of (2.21) we have

$$
\|\Psi_1(t; h)\|_{L^2 \to L^2} \leq Ch^2.
$$

For all nontrivial $f, g \in L^2$, we have with $0 < s - 1/2 \ll 1$, $\forall \gamma > 0$,

$$
\left|\langle \Psi_2(t; h)f, g \rangle\right| \leq \int_{-\infty}^{\infty} \left|\langle \langle x \rangle^sVe^{i\tau G}\psi(h^2G)f, \langle x \rangle^{-s}e^{i(t-\tau)G_0}\psi_1(h^2G_0)g \rangle\right| d\tau
$$

$$
\leq C\gamma \int_{-\infty}^{\infty} \|\langle x \rangle^{-s}e^{i\tau G}\psi(h^2G)f\|^2_{L^2} d\tau + C\gamma^{-1} \int_{-\infty}^{\infty} \|\langle x \rangle^{-s}e^{i\tau G_0}\psi_1(h^2G_0)g\|^2_{L^2} d\tau
$$

$$
\leq Ch\gamma\|f\|^2_{L^2} + Ch\gamma^{-1}\|g\|^2_{L^2} \leq O(h)\|f\|_{L^2}\|g\|_{L^2},
$$

if we choose $\gamma = \|g\|_{L^2}/\|f\|_{L^2}$, which implies (3.1).
Proof of Proposition 3.2. Denote by $\mathcal{H}$ the Hilbert space $L^2(\mathbb{R}; L^2)$. Clearly, (3.2) is equivalent to the fact that the operator $A_h : L^2 \to \mathcal{H}$ defined by

$$(A_h f)(x, t) = \langle x \rangle^{-s} e^{itG} \psi(h^2 G) f$$

is bounded with norm $O(h^{1/2})$. Observe that the adjoint $A_h^* : \mathcal{H} \to L^2$ is defined by

$$A_h^* f = \int_{-\infty}^{\infty} e^{-i\tau G} \psi(h^2 G) \langle x \rangle^{-s} f(\tau, x) d\tau,$$

so we have, for every $f, g \in \mathcal{H}$,

$$\langle A_h A_h^* f, g \rangle_{\mathcal{H}} = \int_{-\infty}^{\infty} \langle \rho(t, \cdot), g(t, \cdot) \rangle_{L^2} dt,$$

where

$$\rho(t, x) = \int_{-\infty}^{\infty} \langle x \rangle^{-s} e^{i(t-\tau)G} \psi(h^2 G) \langle x \rangle^{-s} f(\tau, \cdot) d\tau.$$

Hence, for the Fourier transform, $\hat{\rho}(\lambda, x)$, of $\rho(t, x)$ with respect to the variable $t$ we have

$$\hat{\rho}(\lambda, x) = Q(\lambda) \hat{f}(\lambda, x),$$

where $Q(\lambda)$ is the Fourier transform of the operator

$$\langle x \rangle^{-s} e^{itG} \psi^2(h^2 G) \langle x \rangle^{-s}.$$

On the other hand, the formula

$$e^{itG} \psi^2(h^2 G) = \frac{1}{\pi i} \int_{-\infty}^{\infty} e^{it \lambda^2} \psi(h^2 \lambda^2) (R^+(\lambda) - R^-(\lambda)) \lambda d\lambda,$$

where

$$R^\pm(\lambda) = \lim_{\varepsilon \to 0^+} (G - \lambda^2 \pm i\varepsilon)^{-1} : \langle x \rangle^{-s} L^2 \to \langle x \rangle^s L^2, \quad s > 1/2,$$

shows that

$$Q(\lambda) = (2\pi i)^{-1} \psi^2(h^2 \lambda) \langle x \rangle^{-s} (R^+(\sqrt{\lambda}) - R^-(\sqrt{\lambda})) \langle x \rangle^{-s}. $$

Note that the limit exists in view of the limiting absorption principle. Moreover, we have the estimate (e.g. see Lemma 3.3 of [9])

$$\|\langle x \rangle^{-s} R^\pm(\lambda) \langle x \rangle^{-s}\|_{L^2 \to L^2} \leq C\lambda^{-1}, \quad \lambda \geq \lambda_0,$$

for every $s > 1/2$, $\lambda_0 > 0$, with a constant $C > 0$ independent of $\lambda$. By (3.9) and (3.10) we conclude

$$\|Q(\lambda)\|_{L^2 \to L^2} \leq Ch,$$

with a constant $C > 0$ independent of $\lambda$ and $h$. By (3.7) and (3.11),

$$\|\hat{\rho}(\lambda, \cdot)\|_{L^2} \leq Ch\|\hat{f}(\lambda, \cdot)\|_{L^2},$$

which together with (3.6) leads to

$$|\langle A_h A_h^* f, g \rangle_{\mathcal{H}}| = \left| \int_{-\infty}^{\infty} \langle \hat{\rho}(\lambda, \cdot), \hat{g}(\lambda, \cdot) \rangle_{L^2} d\lambda \right|$$
if we take $\gamma_A$ (3.13) that the operator $A > 0$ independent of $h$, $f$ and $g$. It follows from (3.13) that the operator $A_h A_h^* : \mathcal{H} \rightarrow \mathcal{H}$ is bounded with norm $O(h)$, and hence the operator $A_h : L^2 \rightarrow \mathcal{H}$ is bounded with norm $O(h^{1/2})$.

In what follows in this section we will prove the following

**Theorem 3.3** Assume (1.1) fulfilled. Then, for every real-valued function $\psi \in C^\infty_0(\mathbb{R})$ and every $0 \leq s \leq n/2$, $0 < \epsilon \ll 1$, we have

$$\left\| \langle x \rangle^{-s-\epsilon} e^{itG} \psi(h^2G) \langle x \rangle^{-s-\epsilon} \right\|_{L^2 \rightarrow L^2} \leq C\langle t/h \rangle^{-s}, \quad \forall t, 0 < h \leq 1,$$

with a constant $C > 0$ independent of $t$ and $h$.

**Proof.** We will derive (3.14) from the following estimates

**Proposition 3.4** Assume (1.1) fulfilled. Then, for every real-valued function $\psi \in C^\infty_0(\mathbb{R})$ and every $0 \leq s \leq n/2$, $0 < \epsilon \ll 1$, $0 < h \leq 1$, we have

$$\left\| \langle x \rangle^{-1/2-s-\epsilon} e^{itG} \psi(h^2G) \langle x \rangle^{-1/2-s-\epsilon} \right\|_{L^2 \rightarrow L^2} \leq C\langle t \rangle^{-s}, \quad \forall t,$$

$$\int_{-\infty}^{\infty} \langle t/h \rangle^{2s} \left\| \langle x \rangle^{-1/2-s-\epsilon} e^{itG} \psi(h^2G) \langle x \rangle^{-1/2-s-\epsilon} f \right\|_{L^2}^2 dt \leq C h \|f\|_{L^2}, \quad \forall f \in L^2,$$

with a constant $C > 0$ independent of $t$, $h$ and $f$.

By a standard interpolation argument (e.g. see the proof of Theorem 1.2 of [3] or the proof of Theorem 3.4 of [9]) one can easily conclude that it suffices to prove (3.14) with $s = n/2$, only. On the other hand, in view of (2.2), it suffices to prove (3.14) for the difference $\Psi(t; h)$. To do so, we will make use of (3.3). Using (1.1), (2.2) and (2.21), we obtain,

$$\left\| \langle x \rangle^{-s-\epsilon} \Psi_1(t; h) \langle x \rangle^{-s_1-\epsilon} f \right\|_{L^2} \leq O(h^2) \left\| \langle x \rangle^{-(n+2)/2-\epsilon} \Psi(t; h) \langle x \rangle^{-s_1-\epsilon} f \right\|_{L^2} + O(h^2) \langle t/h \rangle^{-s} \|f\|_{L^2}, \quad \forall f \in L^2,$$

for all $s_1 \geq s \geq 0$. Using (1.1), (2.2) and (3.16), we obtain, $\forall f, g \in L^2$, with $s = n/2$,

$$\langle t/h \rangle^s \left\| \langle x \rangle^{-s-\epsilon} \Psi_2(t; h) \langle x \rangle^{-s_1-1/2-\epsilon} f, g \right\| \leq \langle t/h \rangle^s \int_0^t \left\| \langle x \rangle^{-s-\epsilon} e^{i(t-\tau)G_0} \Psi_1(h^2G_0) V e^{i\tau G} \psi(h^2G) \langle x \rangle^{-s_1-1/2-\epsilon} f, g \right\| d\tau \leq C \int_0^{t/2} \langle t - \tau/h \rangle^s \left\| \langle x \rangle^{-n/2-\epsilon} e^{-i(t-\tau)G_0} \Psi_1(h^2G_0) \langle x \rangle^{-s-\epsilon} g \right\|_{L^2}.$$
if we choose $\gamma < h$

Hence, there exists a constant $0 < h$ in the RHS of (3.19), thus obtaining the estimate (for $0 < h \leq 1$)

$$
\| \langle x \rangle^{-s-\epsilon} e^{itG} \psi(h^2 G) \langle x \rangle^{-s-1/2-\epsilon} f \|_{L^2} \leq C h \gamma \| g \|_{L^2} + C h \gamma^{-1} \| f \|_{L^2} = 2 C h \| f \|_{L^2} \| g \|_{L^2},
$$

(3.18)

if we choose $\gamma = \| f \|_{L^2}/\| g \|_{L^2}$. By (3.17) and (3.18), we have (with $s = n/2$)

$$
\| \langle x \rangle^{-s-\epsilon} \Psi(t; h) \langle x \rangle^{-s-1/2-\epsilon} f \|_{L^2} \leq O(h^2) \| \langle x \rangle^{-(n+2)/2-\epsilon} \Psi(t; h) \langle x \rangle^{-s-1/2-\epsilon} f \|_{L^2} + O(h \| t/h \|^{-s}) \| f \|_{L^2}.
$$

(3.19)

Hence, there exists a constant $0 < h_0 < 1$ so that if $0 < h \leq h_0$, we can absorb the first term in the RHS of (3.19), thus obtaining the estimate (for $0 < h \leq h_0$)

$$
\| \langle x \rangle^{-s-\epsilon} \Psi(t; h) \langle x \rangle^{-s-1/2-\epsilon} f \|_{L^2} \leq C h \langle t/h \rangle^{-s}.
$$

(3.20)

Let now $h_0 \leq h \leq 1$. Without loss of generality we may suppose $h = 1$. By (2.2) and (3.15), the norm in the first term in the RHS of (3.19) is upper bounded by $C \langle t \rangle^{-s} \| f \|_{L^2}$, which again implies (3.20). By (2.2) and (3.20), we conclude

$$
\| \langle x \rangle^{-s-\epsilon} e^{itG} \psi(h^2 G) \langle x \rangle^{-1/2-s-\epsilon} \|_{L^2} \leq C \langle t/h \rangle^{-s},
$$

(3.21)

with $s = n/2$, and hence with all $0 \leq s \leq n/2$. To show that this implies (3.14) with $s = n/2$, we will proceed in the same way as in Section 3 of [9]. Let $r = |x|$ denote the radial variable and set $D_r = \langle r \rangle^{-1} r h \partial_r$. It is easy to see that (3.21) implies

$$
\| \langle x \rangle^{-s-\epsilon} D_r e^{itG} \psi(h^2 G) \langle x \rangle^{-1/2-s-\epsilon} \|_{L^2} \leq C \langle t/h \rangle^{-s},
$$

(3.22)

for all $0 \leq s \leq n/2$. Furthermore, using Duhamel's formula together with the identity

$$
-2\Delta + [r \partial_r, \Delta] = 0,
$$

we obtain

$$
\psi_1(h^2 G) [r \partial_r, e^{itG}] \psi(h^2 G) = \int_0^t \psi_1(h^2 G) e^{i(t-\tau)G} [r \partial_r, G] e^{itG} \psi(h^2 G) d\tau
$$
where the functions $\psi$ and $\psi_1$ are as above. Set $\tilde{\psi}_1(\sigma) = \sigma^{-1}\psi_1(\sigma)$. From the above identity we get (with $s = n/2$)
\[
2(t/h)(x)^{-s-\epsilon} e^{itG} \psi(h^2G)(x)^{-s-\epsilon} \\
= \left(\langle x \rangle^{-s-\epsilon} \tilde{\psi}_1(h^2G)(x)^{s+\epsilon}\right)\langle x \rangle^{-s+1-\epsilon} \mathcal{D}_r e^{itG} \psi(h^2G)(x)^{-s-\epsilon} \\
+ \langle x \rangle^{-s-\epsilon} \tilde{\psi}_1(h^2G) e^{itG} (D_r^s + O(h)) \langle x \rangle^{-s+1-\epsilon} \left(\langle x \rangle^{s+\epsilon} \psi(h^2G)(x)^{-s-\epsilon}\right) \\
+ h \int_0^\infty \langle x \rangle^{-s-\epsilon} \tilde{\psi}_1(h^2G) e^{i(t-r)G} V e^{irG} \psi(h^2G)(x)^{-s-\epsilon} d\tau \\
+ \int_0^\infty \langle x \rangle^{-s-\epsilon} \tilde{\psi}_1(h^2G) e^{i(t-r)G} (D_r^s + O(h)) \langle r \rangle V e^{irG} \psi(h^2G)(x)^{-s-\epsilon} d\tau \\
+ \int_0^\infty \langle x \rangle^{-s-\epsilon} \tilde{\psi}_1(h^2G) e^{i(t-r)G} \mathcal{D}_r e^{irG} \psi(h^2G)(x)^{-s-\epsilon} d\tau. \tag{3.23}
\]
By (2.20), (3.21) and (3.22), we have that the L$^2$ norm of each of the first two terms in the RHS of (3.23) is upper bounded by $O(\langle t/h \rangle^{-s+1})$. Similarly, in view of (1.1), we also have that the $L^2$ norm of each integral in the RHS of (3.23) is upper bounded by $O(\langle t/h \rangle^{-s+1/2})$. Therefore, (3.14) with $s = n/2$ follows from (3.23) together with the estimates (3.21) and (3.22).

**Proof of Proposition 3.4.** We will derive (3.15) from the following lemma which can be proved in precisely the same way as Lemma 3.6 of [9].

**Lemma 3.5** Assume (1.1) fulfilled and let $0 \leq s \leq n/2$. Let also $m \geq 0$ denote the biggest integer $\leq s$ and set $\mu = s - m$. Then, the operator-valued function
\[
\mathcal{R}^\pm_s(\lambda) = \lambda \langle x \rangle^{-1/2-s-\epsilon} R^\pm_s(\lambda) \langle x \rangle^{-1/2-s-\epsilon} : L^2 \to L^2
\]
is $C^m$ in $\lambda$ for $\lambda > 0$, $\partial^m_\lambda \mathcal{R}^\pm_s$ is Hölder of order $\mu$, and satisfies the estimates
\[
\|\partial^j_\lambda \mathcal{R}^\pm_s(\lambda)\|_{L^2 \to L^2} \leq C, \quad \lambda \geq \lambda_0, \; 0 \leq j \leq m, \tag{3.24}
\]
\[
\|\partial^m_\lambda \mathcal{R}^\pm_s(\lambda_2) - \partial^m_\lambda \mathcal{R}^\pm_s(\lambda_1)\|_{L^2 \to L^2} \leq C|\lambda_2 - \lambda_1|^\mu, \quad \lambda_2 > \lambda_1 \geq \lambda_0, \tag{3.25}
\]
for every $\lambda_0 > 0$, with a constant $C > 0$ independent of $\lambda, \lambda_1$ and $\lambda_2$.

We are going to take advantage of the formula (3.8) with $h = 1$ and $\psi^2$ replaced by $\psi$. Set
\[
T(\lambda) = T^+(\lambda) - T^-(\lambda), \quad T^\pm(\lambda) = (2\pi i)^{-1}\lambda^{-1/2} \mathcal{R}^\pm_s(\sqrt{\lambda}), \tag{3.26}
\]
and choose a real-valued function $\phi \in C^\infty_0([1/3, 1/2]), \phi \geq 0$, such that $\int \phi(\sigma) d\sigma = 1$. Then the function
\[
T^\pm_{\theta}(\lambda) = \theta^{-1} \int T^\pm(\lambda + \sigma) \phi(\sigma/\theta) d\sigma, \quad 0 < \theta \leq 1,
\]
is $C^\infty$ in $\lambda$ with values in $L(L^2)$ and, in view of (3.24) and (3.25), satisfies the estimates
\[
\|\partial_\lambda^jT^\pm_\theta(\lambda)\|_{L^2 \to L^2} \leq C\lambda^{-(j+1)/2}, \quad 0 \leq j \leq m, \tag{3.27}
\]
\[
\|\partial_\lambda^jT^\pm_\theta(\lambda) - \partial_\lambda^jT^\pm_\theta(\lambda)\|_{L^2 \to L^2} \leq \theta^{-1} \int \|\partial_\lambda^jT^\pm_\theta(\lambda + \sigma) - \partial_\lambda^jT^\pm_\theta(\lambda)\|_{L^2 \to L^2}\phi(\sigma/\theta)d\sigma \leq C\lambda^{-(-m+1)/2}\theta^m, \tag{3.28}
\]
\[
\|\partial_\lambda^mT^\pm_\theta(\lambda)\|_{L^2 \to L^2} \leq \theta^{-1} \int \|\partial_\lambda^mT^\pm_\theta(\lambda + \sigma) - \partial_\lambda^mT^\pm_\theta(\lambda)\|_{L^2 \to L^2}\phi(\sigma/\theta)d\sigma \leq C\lambda^{-(-m+1)/2}\theta \tag{3.29}
\]
\[
\|\partial_\lambda^{m+1}T^\pm_\theta(\lambda)\|_{L^2 \to L^2} \leq \theta^{-2} \int \|\partial_\lambda^{m}T^\pm_\theta(\lambda + \sigma) - \partial_\lambda^{m}T^\pm_\theta(\lambda)\|_{L^2 \to L^2}\phi(\sigma/\theta)d\sigma \leq C\lambda^{-(-m+2)/2}\theta^2 \tag{3.30}
\]
Integrating by parts $m$ times and using (3.28) and (3.29), we get
\[
\left\|\int_0^\infty e^{it\lambda}\psi(\lambda)\left(T^\pm_\theta(\lambda) - T^\pm(\lambda)\right) d\lambda\right\|_{L^2 \to L^2} = \left\|t^{-m}\int_0^\infty e^{it\lambda}\frac{d^m}{d\lambda^m}\left(\psi(\lambda)\left(T^\pm_\theta(\lambda) - T^\pm(\lambda)\right)\right) d\lambda\right\|_{L^2 \to L^2} \leq C\theta^m|t|^{-m}. \tag{3.31}
\]
Similarly, integrating by parts $m + 1$ times and using (3.27) and (3.30), we get
\[
\left\|\int_0^\infty e^{it\lambda}\psi(\lambda)T^\pm_\theta(\lambda)d\lambda\right\|_{L^2 \to L^2} = \left\|t^{-(m+1)}\int_0^\infty e^{it\lambda}\frac{d^{m+1}}{d\lambda^{m+1}}\left(\psi(\lambda)T^\pm_\theta(\lambda)\right) d\lambda\right\|_{L^2 \to L^2} \leq C\theta^{-1+\mu}|t|^{-m-1}. \tag{3.32}
\]
By (3.26), (3.31) and (3.32),
\[
\left\|\int_0^\infty e^{it\lambda}\psi(\lambda)T(\lambda)d\lambda\right\|_{L^2 \to L^2} \leq C\theta^\mu|t|^{-m}(1 + |t|^{-1}\theta^{-1}) \leq C|t|^{-m-\mu}, \tag{3.33}
\]
if we take $\theta = |t|^{-1}$, which clearly implies (3.15).

In what follows in this section we will derive (3.16) from Lemma 3.5. Let $0 \leq s \leq n/2$ and let $m \geq 0$ be the bigest integer $\leq s$. Remark that the function $\partial_\lambda^mR^\pm_\theta$ satisfies (3.25) with $\mu = s - m + \epsilon/2$. Consequently, the estimates (3.28) and (3.30) are valid with $\mu = s - m + \epsilon/2$. Let $\phi_+ \in C^\infty(\mathbb{R})$, $\phi_+(t) = 0$ for $t \leq 1$, $\phi_+(t) = 1$ for $t \geq 2$. Given any function $f \in L^2$, set
\[
u(t; h) = \langle x \rangle^{-1/2-s-\epsilon}\phi_+(t/h)\theta^\epsilon\varphi(h^2G)\langle x \rangle^{-1/2-s-\epsilon}f.
\]
We have
\[
(\partial_t - iG)\langle x \rangle^{1/2+s+\epsilon}\nu(t; h)
\]
\[
h^{-1}\phi_+(t/h)\theta^\epsilon\varphi(h^2G)\langle x \rangle^{-1/2-s-\epsilon}f = h^{-1}\langle x \rangle^{-1/2-s-\epsilon}\nu(t; h). \tag{3.34}
\]
Clearly, the support of the function \(v(t; h)\) with respect to the variable \(t\) is contained in the interval \([h, 2h]\), and by (2.20) we have
\[
\|v(t; h)\|_{L^2} \leq C\|f\|_{L^2}, \quad 1 \leq t/h \leq 2, \tag{3.35}
\]
with a constant \(C > 0\) independent of \(t, h\) and \(f\). Using Duhamel's formula we deduce from (3.34),
\[
u(t; h) = h^{-1} \int_0^t \langle x \rangle^{-1/2-s-\epsilon} \psi_1(h^2G)e^{it(t-x)G} \langle x \rangle^{-1/2-s-\epsilon} v(\tau; h) \, d\tau,
\tag{3.36}
\]
where the function \(\psi_1\) is as above. It follows from (3.36) that the Fourier transforms of the functions \(u(t; h)\) and \(v(t; h)\) satisfy the identity
\[
h^{-1} Q^+(\lambda) \hat{v}(\lambda; h), \tag{3.37}
\]
where \(Q^+(\lambda)\) is the Fourier transform of the operator
\[
\langle x \rangle^{-1/2-s-\epsilon} \psi_1(h^2G) \eta_+ \langle t \rangle e^{itG} \langle x \rangle^{-1/2-s-\epsilon},
\]
\(\eta_+\) being the characteristic function of the interval \([0, +\infty)\). It is easy to see that
\[
Q^+(\lambda) = (2\pi i)^{-1} \langle x \rangle^{-1/2-s-\epsilon} \psi_1(h^2G) R^+(\sqrt{\lambda} \langle x \rangle^{-1/2-s-\epsilon} = B(h) T^+(\lambda),
\tag{3.38}
\]
where the operator
\[
B(h) = \langle x \rangle^{-1/2-s-\epsilon} \psi_1(h^2G) \langle x \rangle^{1/2+s+\epsilon} : L^2 \to L^2
\]
is bounded uniformly in \(h\) in view of (2.20). Fix a constant \(0 < \gamma < 1\) such that \(\text{supp} \psi_1 \subset (\gamma, \gamma^{-1})\). Then, for \(\lambda h^2 \in \mathbb{R} \setminus (\gamma, \gamma^{-1})\), we have
\[
\left\| \frac{d^k Q^+(\lambda)}{d\lambda^k} \right\|_{L^2 \to L^2} \leq C \left\| \psi_1(h^2G)(G - \lambda)^{-k-1} \right\|_{L^2 \to L^2}
\leq C \sup_{\sigma \in \mathbb{R}} \left| \psi_1(h^2\sigma)(\sigma - \lambda)^{-k-1} \right| \leq C h^{2k+2}, \tag{3.39}
\]
for every integer \(k \geq 0\) with a constant \(C_k > 0\) independent of \(\lambda\) and \(h\). Set \(Q^+_\theta(\lambda) = B(h) T^+_\theta(\lambda)\) and define the function \(u_\theta(t; h)\) via the formula
\[
\hat{u}_\theta(\lambda; h) = Q^+_\theta(\lambda) \hat{v}(\lambda; h).
\]
Using (3.27)-(3.30) when \(\lambda h^2 \in (\gamma, \gamma^{-1})\) and (3.39) when \(\lambda h^2 \in \mathbb{R} \setminus (\gamma, \gamma^{-1})\), we obtain
\[
\left\| \partial^j_{x} Q^+_\theta(\lambda) \right\|_{L^2 \to L^2} \leq C h^{j+1}, \quad 0 \leq j \leq m, \tag{3.40}
\]
\[
\left\| \partial^m_{x} Q^+_\theta(\lambda) - \partial^m_{x} Q^+(\lambda) \right\|_{L^2 \to L^2} \leq \theta^{-1} \int \left\| \partial^m_{x} Q^+(\lambda + \sigma) - \partial^m_{x} Q^+(\lambda) \right\|_{L^2 \to L^2} \phi(\sigma/\theta) \, d\sigma
\leq C h^{m+1} \theta^{-1} \int \sigma^m \phi(\sigma/\theta) \, d\sigma \leq C h^{m+1} \theta^m, \tag{3.41}
\]
\[
\left\| \partial^j_{x} \partial^m_{x} Q^+_\theta(\lambda) - \partial^j_{x} Q^+(\lambda) \right\|_{L^2 \to L^2} \leq C h^{j+1} \theta, \quad 0 \leq j \leq m - 1, \tag{3.42}
\]
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In the same way, we obtain
\[ \int_{-\infty}^{\infty} |t|^{2m} \| v(t; h) \|_{L^2}^2 dt = \int_{-\infty}^{\infty} \| \partial_{\lambda}^{m-k} \tilde{v}(\lambda; h) \|_{L^2}^2 d\lambda \]
\[ \leq C h^{2m+2} \theta^{-2+2\mu} \sum_{k=0}^{m+1} \int_{-\infty}^{\infty} |t|^{2m+2-2k} \| v(t; h) \|_{L^2}^2 dt \]
\[ \leq C h^{2m+3} \theta^{-2+2\mu} \| f \|_{L^2}^2, \]
with a constant \( C > 0 \) independent of \( h, \theta \) and \( f \). By (3.44) we get, \( \forall A \geq 1, \)
\[ \int_{A}^{2A} \| u_\theta(t; h) - u(t; h) \|_{L^2}^2 dt \leq C h A^{-2m} \theta^{-2+2\mu} \| f \|_{L^2}^2. \]
Summing up (3.49) leads to
\[
\int_h^\infty (t/h)^{2s} \|u(t; h)\|^2_{L^2} dt \leq C h \|f\|^2_{L^2}, \tag{3.50}
\]
which clearly implies (3.16).

## 4 Proof of Theorem 1.1

We will first prove the following

**Proposition 4.1** For every \(0 < \epsilon \ll 1, \frac{1}{2} - \epsilon / 2 \leq s \leq (n - 1)/2, 0 < h \leq 1, t \neq 0\), we have
\[
\left\| \Psi(t; h) \langle x \rangle^{-s-1/2-\epsilon} \right\|_{L^2 \to L^\infty} \leq C h^{-(n-3)/2+s-\epsilon} |t|^{-s-1/2}, \tag{4.1}
\]
with a constant \(C > 0\) independent of \(t\) and \(h\).

**Proof.** By (2.1) and (2.24), we have
\[
\left\| \Psi_1(t; h) \langle x \rangle^{-s-1/2-\epsilon} f \right\|_{L^\infty} \leq O(h^2) \left\| \Psi(t; h) \langle x \rangle^{-s-1/2-\epsilon} f \right\|_{L^\infty} + C h^{-(n-3)/2+s-\epsilon} |t|^{-s-1/2} \|f\|_{L^2}, \quad \forall f \in L^2. \tag{4.2}
\]
Using (2.1) and (3.14), we obtain
\[
\left\| \Psi_2(t; h) \langle x \rangle^{-s-1/2-\epsilon} \right\|_{L^2 \to L^\infty} \leq C \int_0^{t/2} \left\| e^{i(t-\tau)G_0} \psi_1(h^2 G_0) \langle x \rangle^{-s-1/2-\epsilon} \right\|_{L^2 \to L^\infty} \left\| \langle x \rangle^{-1-\epsilon} e^{i\tau G} \psi(h^2 G) \langle x \rangle^{-1/2} \right\|_{L^2 \to L^2} d\tau
+ C \int_0^{t/2} \left\| e^{i\tau G_0} \psi(h^2 G_0) \langle x \rangle^{-1-\epsilon} \right\|_{L^2 \to L^\infty} \left\| \langle x \rangle^{-1/2-s-\epsilon} e^{i(t-\tau)G} \psi(h^2 G) \langle x \rangle^{-1/2-s} \right\|_{L^2 \to L^2} d\tau
\leq C h^{s-(n-1)/2} |t|^{-s-1/2} \int_0^{t/2} \langle \tau/h \rangle^{-1-\epsilon} d\tau + C h^{-(n-2)/2-s} \langle t/h \rangle^{-s-1/2} \int_0^{t/2} |\tau|^{-1+\epsilon/2} (\tau)^{-\epsilon} d\tau
\leq C h^{s-(n-3)/2-\epsilon} |t|^{-s-1/2}. \tag{4.3}
\]
By (4.2) and (4.3),
\[
\left\| \Psi(t; h) \langle x \rangle^{-s-1/2-\epsilon} f \right\|_{L^\infty} \leq O(h^2) \left\| \Psi(t; h) \langle x \rangle^{-s-1/2-\epsilon} f \right\|_{L^\infty} + C h^{-(n-3)/2+s-\epsilon} |t|^{-s-1/2} \|f\|_{L^2}, \quad \forall f \in L^2. \tag{4.4}
\]
Hence, there exists a constant \(0 < h_0 < 1\) so that for \(0 < h \leq h_0\) we can absorb the first term in the RHS of (4.4), thus obtaining (4.1) in this case. Let now \(h_0 \leq h \leq 1\). Without loss of generality we may suppose \(h = 1\). Then the only term we need to estimate is
\[
\left\| (\psi_1(G) - \psi_1(G_0)) e^{\mu G} \psi(G) \langle x \rangle^{-s-1/2-\epsilon} f \right\|_{L^\infty}. \tag{4.5}
\]
Proposition 4.2 In view of (2.27), this is reduced to estimating
\[ \left\| \langle x \rangle^{-(n+2)/2-\epsilon} e^{itG} \psi(G) \langle x \rangle^{-s-1/2-\epsilon} f \right\|_{L^2}, \]
which, in view of Theorem 3.3, is upper bounded by \( O(|t|^{-s-1/2}) \|f\|_{L^2} \).

Write \( \Psi_2 = \Psi_3 + \Psi_4 \), where
\[
\Psi_3(t; h) = i \int_0^t e^{i(t-\tau)G_0} \psi_1(h^2G_0)Ve^{i\tau G_0} \psi(h^2G_0) d\tau,
\]
\[
\Psi_4(t; h) = i \int_0^t e^{i(t-\tau)G_0} \psi_1(h^2G_0) V\Psi(\tau; h) d\tau.
\]

Proposition 4.2 For every \( 0 < \epsilon \ll 1 \), \( 0 < h \leq 1 \), \( t \neq 0 \), we have
\[
\|\Psi_1(t; h)\|_{L^1 \rightarrow L^\infty} \leq Ch^{2-n/2} |t|^{-n/2},
\]
(4.5)
\[
\|\Psi_4(t; h)\|_{L^1 \rightarrow L^\infty} \leq Ch^{2-n/2-\epsilon} |t|^{-n/2},
\]
(4.6)
with a constant \( C > 0 \) independent of \( t \) and \( h \).

Proof. By (2.24), (2.27) and (4.1), we have
\[
\|\Psi_1(t; h)\|_{L^1 \rightarrow L^\infty} \leq Ch^{2-n/2} \left\| \langle x \rangle^{-(n+2)/2-\epsilon} \Psi(t; h) \right\|_{L^1 \rightarrow L^2}
\]
\[ + Ch^{2} |t|^{-n/2} \leq Ch^{3-n/2-\epsilon} |t|^{-n/2}, \]
which implies (4.5). By (2.1) and (4.1), we have
\[
\|\Psi_4(t; h)\|_{L^1 \rightarrow L^\infty}
\]
\[ \leq C \int_0^{t/2} \| e^{i(t-\tau)G_0} \psi_1(h^2G_0) \langle x \rangle^{-n/2-\epsilon} \|_{L^2 \rightarrow L^\infty} \left\| \langle x \rangle^{-1-\epsilon} e^{i\tau G} \psi(h^2G) \right\|_{L^1 \rightarrow L^2} d\tau \]
\[ + C \int_0^{t/2} \| e^{i\tau G_0} \psi_1(h^2G_0) \langle x \rangle^{-1-\epsilon} \|_{L^2 \rightarrow L^\infty} \left\| \langle x \rangle^{-2-\epsilon} e^{i(t-\tau)G} \psi(h^2G) \right\|_{L^1 \rightarrow L^2} d\tau \]
\[ \leq 2Ch^{-(n-4)/2-\epsilon} |t|^{-n/2} \int_0^{t/2} |\tau|^{-1+\epsilon/2} (\tau)^{-\epsilon} d\tau \leq C_\epsilon h^{-(n-4)/2-\epsilon} |t|^{-n/2}, \]
\( \forall 0 < \epsilon \ll 1 \), with a constant \( C_\epsilon > 0 \) independent of \( t \) and \( h \).

We will now derive Theorem 1.1 from the estimates (4.1), (4.5), (4.6) and the following

Proposition 4.3 For every \( 0 < h \leq 1 \), \( t \neq 0 \), we have
\[
\|\Psi_3(t; h)\|_{L^1 \rightarrow L^\infty} \leq Ch^{-(n-3)/2} |t|^{-n/2},
\]
(4.7)
with a constant \( C > 0 \) independent of \( t \) and \( h \). Moreover, the operator \( \Psi_3 \) is of the form
\[
\Psi_3(t; h) = E(t; h) + F(t; h),
\]
(4.8)
where the operator $E$ has a kernel of the form

$$\int_{\mathbb{R}^n} \int w(\lambda, t, |x - \xi|, |y - \xi|) \lambda^{(n-3)/4} \psi(t^2 \lambda) V(\xi) d\lambda d\xi,$$

(4.9)

with a function $w$ independent of $h$ and satisfying the bound, $\forall t \neq 0, \sigma_1, \sigma_2 > 0,$

$$\left| \int w(\lambda, t, \sigma_1, \sigma_2) \chi_\alpha(\lambda) d\lambda \right| \leq C |t|^{-n/2} \left( \sigma_1^{-(n-1)/2} + \sigma_1^{-n+1} + \sigma_2^{-(n-1)/2} + \sigma_2^{-n+1} \right).$$

(4.10)

The operator $F$ satisfies

$$
\|F(t; h)\|_{L^1 \to L^\infty} \leq Ch^{2-n/2}|t|^{-n/2}, \quad \forall t \neq 0, 0 < h \leq 1,
$$

(4.11)

with a constant $C > 0$ independent of $t$ and $h.$

Writting the function $\chi_\alpha$ as

$$\chi_\alpha(\sigma) = \int_0^1 \psi(\sigma \theta) \frac{d\theta}{\theta},$$

where $\psi(\sigma) = \sigma \chi'_\alpha(\sigma) \in C_0^\infty((0, +\infty))$, we obtain by (4.1) with $s = (n - 1)/2, 0 < \epsilon \ll 1,$

$$\left\| e^{itG} \chi_\alpha(G) \langle x \rangle^{-n/2 - \epsilon} - e^{itG_0} \chi_\alpha(G_0) \langle x \rangle^{-n/2 - \epsilon} \right\|_{L^2 \to L^\infty}$$

$$\leq \int_0^1 \left\| \Psi(t; \sqrt{\theta}) \langle x \rangle^{-n/2 - \epsilon} \right\|_{L^2 \to L^\infty} \frac{d\theta}{\theta} \leq C |t|^{-n/2} \int_0^1 \theta^{-1/2 - \epsilon/2} d\theta \leq C |t|^{-n/2},$$

(4.12)

which implies (1.3).

Take $\psi(\sigma) = \sigma^{1-(n-3)/4} \chi'_\alpha(\sigma)$ and denote by $\mathcal{E}(t)$ the operator with kernel defined by replacing in (4.9) the function $\lambda^{(n-3)/4} \psi(t^2 \lambda)$ by $\chi_\alpha(\lambda).$ By (1.1) and (4.10), we have

$$\|\mathcal{E}(t)\|_{L^1 \to L^\infty} \leq C |t|^{-n/2}, \quad \forall t \neq 0.$$  

(4.13)

By (4.5), (4.6) and (4.11)

$$\left\| G^{-(n-3)/4} e^{itG} \chi_\alpha(G) - G_0^{-(n-3)/4} e^{itG_0} \chi_\alpha(G_0) - \mathcal{E}(t) \right\|_{L^1 \to L^\infty}$$

$$\leq \int_0^1 \left\| \Psi(t; \sqrt{\theta}) - E(t; \sqrt{\theta}) \right\|_{L^1 \to L^\infty} \theta^{-1+(n-3)/4} d\theta$$

$$\leq C |t|^{-n/2} \int_0^1 \theta^{-3/4 - \epsilon/2} d\theta \leq C |t|^{-n/2},$$

(4.14)

which together with (4.13) and the fact that the operators $G_0^{-(n-3)/4} \chi_\alpha(G_0)$ and $\chi_\alpha(G_0)$ are bounded on $L^p, 1 \leq p \leq \infty,$ imply (1.2).

To prove (1.4), observe that by (4.5), (4.6) and (4.7) we have

$$\|\Psi(t; h)\|_{L^1 \to L^\infty} \leq Ch^{-(n-3)/2}|t|^{-n/2}, \quad \forall t \neq 0, 0 < h \leq 1.$$  

(4.15)

By interpolation between (3.1) and (4.15), we get

$$\|\Psi(t; h)\|_{L^p \to L^p} \leq Ch^{1-\alpha(n-1)/2}|t|^{-\alpha n/2}, \quad \forall t \neq 0, 0 < h \leq 1,$$

(4.16)
for every $2 \leq p \leq +\infty$, where $1/p + 1/p' = 1$, $\alpha = 1 - 2/p$. As above, taking $\psi(\sigma) = \sigma^{1-\alpha q/2}\chi'_a(\sigma)$ and using (4.16), we get

$$\left\|G^{-\alpha q/2}e^{itG}\chi_a(G) - G_0^{-\alpha q/2}e^{itG_0}\chi_a(G_0)\right\|_{L^p \rightarrow L^p} \leq \int_0^1 \left\|\Psi(t; \sqrt{\theta})\right\|_{L^p \rightarrow L^p} \theta^{-1+\alpha q/2} d\theta$$

$$\leq C|t|^{-\alpha n/2} \int_0^1 \theta^{-1/2-\alpha(n-1)/4+\alpha q/2} d\theta \leq C|t|^{-\alpha n/2}$$

if $1/2 + \alpha(n - 1)/4 - \alpha q/2 < 1$, that is, for $2 \leq p < 2(n - 1 - 2q)/(n - 3 - 2q)$. This clearly proves (1.4).

5 Proof of Proposition 4.3

The kernel of the operator $\Psi_3$ is of the form

$$\int_{\mathbb{R}^n} U_h(|x - \xi|, |y - \xi|; t)V(\xi)d\xi,$$

where

$$U_h(\sigma_1, \sigma_2; t) = i \int_0^t \tilde{K}_h(\sigma_1, t - \tau)K_h(\sigma_2, \tau)d\tau = h^{-2n+2}U_1(\sigma_1 h^{-1}, \sigma_2 h^{-1}; th^{-2}),$$

where $K_h$ and $\tilde{K}_h$ are defined by (2.4) (in the case of $\tilde{K}_h$ the function $\psi$ is replaced by $\psi_1$). It is easy to see that to prove the proposition it suffices to show that the function $U_1$ can be decomposed as $U_1 = W_1 + L_1$ with a function $W_1$ of the form

$$W_1(\sigma_1, \sigma_2; t) = \int w(\lambda, t, \sigma_1, \sigma_2)\lambda^{(n-3)/4}\psi(\lambda)d\lambda,$$

with a function $w$ independent of $\psi$, satisfying (4.10) and

$$w(h^2\lambda, th^{-2}, \sigma_1 h^{-1}, \sigma_2 h^{-1}) = h^{(3n-5)/2}w(\lambda, t, \sigma_1, \sigma_2),$$

while the function $L_1$ satisfies

$$|L_1(\sigma_1, \sigma_2; t)| \leq C|t|^{-n/2} \left(\frac{\langle \sigma_1 \rangle^{(n-2)/2}}{\sigma_1^{n-1}} + \frac{\langle \sigma_2 \rangle^{(n-2)/2}}{\sigma_2^{n-1}}\right), \forall t \neq 0, \sigma_1, \sigma_2 > 0.$$

To do so, observe that the function $U_1$ is of the form $U_1 = U_1^{(1)} + U_1^{(2)}$, where

$$U_1^{(1)}(\sigma_1, \sigma_2; t) = \frac{\langle \sigma_1 \sigma_2 \rangle^{-2\nu}}{(2\pi)^n} \int \int e^{it\lambda_1^2} \psi_1(\lambda_1^2)\psi(\lambda_2^2)\mathcal{J}_\nu(\sigma_1 \lambda_1)\mathcal{J}_\nu(\sigma_2 \lambda_2)\frac{\lambda_1 \lambda_2}{\lambda_1^2 - \lambda_2^2} d\lambda_1 d\lambda_2,$$

$$U_1^{(2)}(\sigma_1, \sigma_2; t) = \frac{\langle \sigma_1 \sigma_2 \rangle^{-2\nu}}{(2\pi)^n} \int \int e^{it\lambda_1^2} \psi_1(\lambda_1^2)\psi(\lambda_2^2)\mathcal{J}_\nu(\sigma_1 \lambda_1)\mathcal{J}_\nu(\sigma_2 \lambda_2)\frac{\lambda_1 \lambda_2}{\lambda_1^2 - \lambda_2^2} d\lambda_1 d\lambda_2.$$

Recall that $\mathcal{J}_\nu(z) = e^{izb^+_\nu(z)} + e^{-izb^-_\nu(z)}$ with functions $b^\pm_\nu$ satisfying (2.11). Set $\mathcal{N}_\nu(z) = e^{izb^+_\nu(z)} - e^{-izb^-_\nu(z)}$, and

$$a^\pm(\lambda_1, \lambda_2; \sigma_2) = (\lambda_1 - \lambda_2)^{-1} \left(\frac{\lambda_2}{\lambda_1 + \lambda_2} \psi(\lambda_2^2)b^+_\nu(\sigma_2 \lambda_2) - \frac{1}{2} \psi(\lambda_2^2)b^+_\nu(\sigma_2 \lambda_1)\right).$$
We have
\[
\int_{-\infty}^{\infty} \psi(\lambda_2^2) J_\nu(\sigma_2 \lambda_2) \frac{\lambda_2 d\lambda_2}{\lambda_1^2 - \lambda_2^2} = \pm \int_{-\infty}^{\infty} e^{\pm i \sigma_2 \lambda_2} a^\pm(\lambda_1, \lambda_2; \sigma_2) d\lambda_2 \\
+ \sum_{\pm} \frac{1}{2} \psi(\lambda_1^2) b^\pm(\sigma_2 \lambda_1) \int_{-\infty}^{\infty} e^{\pm i \sigma_2 \lambda_2} \frac{d\lambda_2}{\lambda_1 - \lambda_2}
\]
\[
= \sum_{\pm} \int_{-\infty}^{\infty} e^{\pm i \sigma_2 \lambda_2} a^\pm(\lambda_1, \lambda_2; \sigma_2) d\lambda_2 + \text{Const} \sum_{\pm} \pm \psi(\lambda_1^2) b^\pm(\sigma_2 \lambda_1) e^{\pm i \sigma_2 \lambda_1}
\]
\[
=: \sum_{\pm} A^\pm(\lambda_1, \sigma_2) + \text{Const} \psi(\lambda_1^2) N_\nu(\sigma_2 \lambda_1),
\]
(5.6)
where we have used that, for any \( \sigma > 0 \),
\[
\int_{-\infty}^{\infty} e^{\pm i \sigma \mu} \frac{d\mu}{\mu} = \pm 2i \int_{0}^{\infty} \frac{\sin(\sigma \mu)}{\mu} d\mu = \pm 2i \int_{0}^{\infty} \frac{\sin \mu}{\mu} d\mu = \pm 2i \text{Const}.
\]
In view of (5.6) we can write the function \( U_1^{(1)} \) in the form
\[
U_1^{(1)}(\sigma_1, \sigma_2; t) = \text{Const} (\sigma_1 \sigma_2)^{-2\nu} \int e^{it \lambda_1^2} \psi(\lambda_1^2) J_\nu(\sigma_1 \lambda_1) N_\nu(\sigma_2 \lambda_1) \lambda_1 d\lambda_1
\]
\[
+ \frac{(\sigma_1 \sigma_2)^{-2\nu}}{(2\pi)^n} \int e^{it \lambda_1^2} \psi(\lambda_1^2) J_\nu(\sigma_1 \lambda_1) A(\lambda_1, \sigma_2) \lambda_1 d\lambda_1
\]
\[
=: W_1^{(1)}(\sigma_1, \sigma_2; t) + L_1^{(1)}(\sigma_1, \sigma_2; t),
\]
(5.7)
where \( A = A^+ + A^- \). We will now show that the function \( L_1^{(1)} \) satisfies (5.5). Observe first that the functions \( a^\pm \) satisfy (for \( \lambda_1^2 \in \text{supp } \psi_1 \))
\[
\left| \frac{\partial^{\alpha_1} \partial^{\alpha_2} a^\pm(\lambda_1, \lambda_2; \sigma)}{\sigma^2} \right| \leq C(\sigma)^{(n-3)/2} \langle \lambda_2 \rangle^{-1-\alpha_2}, \quad \forall \lambda_2 \in \mathbb{R}, \sigma > 0,
\]
(5.8)
for all multi-indices \( (\alpha_1, \alpha_2) \). Indeed, it is easy to see that for \( \sigma \geq 1 \) the bound (5.8) follows from (2.11), while for \( 0 < \sigma \leq 1 \) one needs to use the fact that near \( z = 0 \) the functions \( b^\pm_\nu \) are of the form
\[
b^\pm_\nu(z) = b^\pm_{\nu,1}(z) + z^{n-2} \log z b^\pm_{\nu,2}(z),
\]
(5.9)
where the functions \( b^\pm_{\nu,j} \) are analytic at \( z = 0 \), \( b^\pm_{\nu,2} \equiv 0 \) if \( n \) is odd. Therefore, we have (for \( \lambda^2 \in \text{supp } \psi_1 \))
\[
\left| \frac{d^k}{d\lambda^k} b^\pm(\sigma \lambda) \right| \leq C_k, \quad 0 < \sigma \leq 1,
\]
(5.10)
for every integer \( k \) with a constant \( C_k > 0 \) independent of \( \sigma \). Clearly, (5.8) for \( 0 < \sigma \leq 1 \) follows from (5.10). Furthermore, an integration by parts together with (5.8) lead to the following bounds for the functions \( A^\pm \) (for \( \lambda^2 \in \text{supp } \psi_1 \))
\[
\left| \frac{\partial^{\alpha}}{\partial \lambda^k} A^\pm(\lambda, \sigma) \right| \leq C_{\alpha,k}(\sigma)^{(n-3)/2} \sigma^{-k}, \quad \forall \sigma > 0,
\]
(5.11)
for every integers \( \alpha \geq 0, k \geq 1 \). Hence,
\[
\left| \frac{\partial^{\alpha}}{\partial \lambda^k} A^\pm(\lambda, \sigma) \right| \leq C_{\alpha} \sigma^{-1}, \quad \forall \sigma > 0.
\]
(5.12)
On the other hand, by (2.8) and (2.11), we have
\[ \left| \frac{d^k}{d\lambda^k} \mathcal{J}_\nu(z) \right| \leq C z^{n-2-k} (z)^{k-(n-1)/2}, \quad \forall z > 0, \quad (5.13) \]
for every integer \( 0 \leq k \leq n - 2 \), while for \( k \geq n - 1 \) we have
\[ \left| \frac{d^k}{d\lambda^k} \mathcal{J}_\nu(z) \right| \leq C_k (z)^{(n-3)/2}, \quad \forall z > 0. \quad (5.14) \]
Thus, by (5.12)-(5.14) we obtain (for \( \lambda^2 \in \text{supp} \psi \))
\[ \left| \frac{d^m}{d\lambda^m} (\mathcal{J}_\nu(\lambda_1 A(\lambda, \sigma_2)) \right| \leq C m \sum_{k=0}^m \left| \frac{d^k}{d\lambda^k} \mathcal{J}_\nu(\lambda_1 A(\lambda, \sigma_2)) \right| \leq C \sigma_1^{-n} \sigma_2^{-n} \langle \sigma_1 \rangle^{m-(n-1)/2}, \quad (5.15) \]
for every integer \( m \geq 0 \). In the same way as in the proof of (2.5), using (2.7) together with (5.15), we deduce
\[ \left| L_1^{(1)}(\sigma_1, \sigma_2; t) \right| \leq C m |t|^{-m-1/2} \sigma_2^{-n+1} \langle \sigma_1 \rangle^{m-(n-1)/2}, \quad (5.16) \]
for every integer \( m \geq 0 \), and hence for all real \( m \geq 0 \). Taking \( m = (n - 1)/2 \) in (5.16) we obtain the desired bound. Let \( \phi \in C_0^\infty([-1, 1]), \phi = 1 \) on \([-1/2, 1/2]\). We further decompose the function \( W_1^{(1)} \) as follows
\[ W_1^{(1)}(\sigma_1, \sigma_2; t) = \text{Const} \langle \sigma_1 \rangle^{-n+2} \int e^{it\psi(\lambda^2)} \mathcal{J}_\nu(\lambda_1 A(\lambda, \sigma_2)) \phi(\sigma_2 \lambda) \lambda d\lambda \]
\[ + \text{Const} \langle \sigma_1 \rangle^{-n+2} \int e^{it\psi(\lambda^2)} \mathcal{J}_\nu(\lambda_1 A(\lambda, \sigma_2)) \phi(\sigma_2 \lambda) \lambda d\lambda \]
\[ + \text{Const} \langle \sigma_1 \rangle^{-n+2} \int e^{it\psi(\lambda^2)} \mathcal{J}_\nu(\lambda_1 A(\lambda, \sigma_2)) \phi(\sigma_2 \lambda) \lambda d\lambda \]
\[ =: M_1^{(1)}(\sigma_1, \sigma_2; t) + N_1^{(1)}(\sigma_1, \sigma_2; t) + \tilde{W}_1^{(1)}(\sigma_1, \sigma_2; t). \quad (5.17) \]
By (5.10) we have (for \( \lambda^2 \in \text{supp} \psi \))
\[ \left| \frac{d^k}{d\lambda^k} (\mathcal{N}_\nu(\phi)(\sigma_\lambda)) \right| \leq C_k, \quad \forall \sigma > 0, \quad (5.18) \]
for every integer \( k \) with a constant \( C_k > 0 \) independent of \( \sigma \). By (5.13), (5.14) and (5.18) we get (for \( \lambda^2 \in \text{supp} \psi \))
\[ \left| \frac{d^m}{d\lambda^m} (\mathcal{J}_\nu(\lambda_1 A(\lambda_2 \phi)(\sigma_2 \lambda)) \right| \leq C \sigma_1^{-n} \sigma_2^{-n} \langle \sigma_1 \rangle^{m-(n-1)/2}, \quad (5.19) \]
for every integer \( m \geq 0 \). In the same way as above we deduce from (5.19)
\[ \left| M_1^{(1)}(\sigma_1, \sigma_2; t) \right| \leq C_m |t|^{-m-1/2} \sigma_2^{-n+2} \langle \sigma_1 \rangle^{m-(n-1)/2}, \quad (5.20) \]
for all real \( m \geq 0 \). Taking \( m = (n - 1)/2 \) we conclude that \( M_1^{(1)} \) satisfies (5.5). Furthermore, in view of (5.13) and (5.14), we have (for \( \lambda^2 \in \text{supp} \psi \))
\[ \left| \frac{d^k}{d\lambda^k} (\mathcal{J}_\nu(\phi)(\sigma_\lambda)) \right| \leq C_k \sigma_1^{-n}, \quad \forall \sigma > 0, \quad (5.21) \]
for every integer $k$ with a constant $C_k > 0$ independent of $\sigma$, while (2.11) leads to the bound
\[
\left| \frac{d^k}{d\lambda^k}((1-\phi)N_\nu)(\sigma\lambda) \right| \leq C_k \langle \sigma \rangle^{k-(n-1)/2}, \quad \forall \sigma > 0.
\] (5.22)

By (5.21) and (5.22), for $\lambda^2 \in \text{supp } \psi$
\[
\left| \frac{d^m}{d\lambda^m} ((\phi J_\nu)(\sigma_1\lambda)((1-\phi)N_\nu)(\sigma_2\lambda)) \right| \leq C \sigma^{-n-2} \langle \sigma_2 \rangle^{m-(n-1)/2},
\] for every integer $m \geq 0$. By (5.23) we get
\[
\left| N_1^{(1)}(\sigma_1, \sigma_2; t) \right| \leq C_m |t|^{-m-1/2} \sigma_2^{m-2} \langle \sigma_2 \rangle^{m-(n-1)/2},
\] for all real $m \geq 0$. Taking $m = (n-1)/2$ we conclude that $N_1^{(1)}$ satisfies (5.5), too.

We will now decompose $\tilde{W}_1^{(1)}$ using that the functions $b_\nu^\pm$ admit the expansion
\[
b_\nu^\pm(z) = \pm c_\nu z^{(n-3)/2} + O \left( z^{(n-5)/2} \right), \quad z \to +\infty,
\]
where $c_\nu$ is some constant. More precisely, we have
\[
\left| \partial_z^k \left( b_\nu^\pm(z) \mp c_\nu z^{(n-3)/2} \right) \right| \leq C_k z^{(n-5)/2-k}, \quad z \geq z_0,
\] for every integer $k \geq 0$ and every $z_0 > 0$, with a constant $C_k > 0$ independent of $z$ but depending on $k$ and $z_0$. Thus we can write
\[
(\sigma_1\sigma_2)^{-n+2} \lambda((1-\phi)J_\nu)(\sigma_1\lambda)((1-\phi)N_\nu)(\sigma_2\lambda)
= c_\nu^2(\sigma_1\sigma_2)^{-(n-1)/2} \lambda^{-2} \left( e^{i\sigma_1\lambda} - e^{-i\sigma_1\lambda} \right) \left( e^{i\sigma_2\lambda} + e^{-i\sigma_2\lambda} \right)
+ c_\nu^2(\sigma_1\sigma_2)^{-(n-1)/2} \lambda^{-2} \left( -\phi(\sigma_1\lambda) - \phi(\sigma_2\lambda) + \phi(\sigma_1\lambda)\phi(\sigma_2\lambda) \right) \left( e^{i\sigma_1\lambda} - e^{-i\sigma_1\lambda} \right) \left( e^{i\sigma_2\lambda} + e^{-i\sigma_2\lambda} \right)
+ (\sigma_1\sigma_2)^{-(n-2)} \lambda^{-2} \phi(\sigma_1\lambda)(1-\phi)(\sigma_2\lambda)
\times \left( e^{i\sigma_2\lambda} \left( b_\nu^+(\sigma_2\lambda) - c_\nu(\sigma_2\lambda)(n-3)/2 \right) + e^{-i\sigma_2\lambda} \left( b_\nu^-(\sigma_2\lambda) + c_\nu(\sigma_2\lambda)(n-3)/2 \right) \right)
+ c_\nu(\sigma_1\sigma_2)^{-(n-1)/2} \lambda^{-2} \left( 1-\phi(\sigma_1\lambda) \right) \left( 1-\phi(\sigma_2\lambda) \right) \left( e^{i\sigma_2\lambda} + e^{-i\sigma_2\lambda} \right)
\times \left( e^{i\sigma_1\lambda} \left( b_\nu^+(\sigma_1\lambda) - c_\nu(\sigma_1\lambda)(n-3)/2 \right) - e^{-i\sigma_1\lambda} \left( b_\nu^-(\sigma_1\lambda) + c_\nu(\sigma_1\lambda)(n-3)/2 \right) \right)
\overset{=}{=} X(\lambda; \sigma_1, \sigma_2) + Y(\lambda; \sigma_1, \sigma_2) + Z(\lambda; \sigma_1, \sigma_2),
\] (5.26)
where $X$ denotes the first term in the RHS, $Y$ denotes the second one, while $Z = Z_1 + Z_2$ denotes the remainder ($Z_2$ being the last term). In view of (5.25) we have (for $\lambda^2 \in \text{supp } \psi$)
\[
\left| \frac{d^m}{d\lambda^m} Z_1(\lambda; \sigma_1, \sigma_2) \right| \leq C \sum_{k=0}^{m} \langle \sigma_1 \rangle^{k-(n-1)/2} \langle \sigma_2 \rangle^{m-k-(n+1)/2}
\leq C \langle \sigma_1 \rangle^{-(n-1)/2} \langle \sigma_2 \rangle^{-(n+1)/2} \left( \langle \sigma_1 \rangle + \langle \sigma_2 \rangle \right)^m,
\] (5.27)
Therefore, the integral in the LHS of (5.30) satisfies (5.5). The terms corresponding to where the function \( w \) for every integer \( m \geq 0 \). Hence,

\[
\left| \int e^{it\lambda^2} \psi(\lambda^2) Z_1(\lambda; \sigma_1, \sigma_2) d\lambda \right| \leq C |t|^{-m-1/2} \langle \sigma_1 \rangle^{-(n-1)/2} \langle \sigma_2 \rangle^{-(n+1)/2} (\langle \sigma_1 \rangle + \langle \sigma_2 \rangle)^m, \tag{5.28}
\]

for all real \( m \geq 0 \). Take \( m = (n - 1)/2 \) and observe that

\[
\langle \sigma_1 \rangle^{-(n-1)/2} \langle \sigma_2 \rangle^{-(n+1)/2} (\langle \sigma_1 \rangle + \langle \sigma_2 \rangle)^{(n-1)/2} \leq C \langle \sigma_1 \rangle^{-(n+1)/2} + C \langle \sigma_2 \rangle^{-(n+1)/2}.
\]

Therefore, the integral in the LHS of (5.28) satisfies (5.5). The function \( Z_2 \) is treated in precisely the same way. Furthermore, we decompose the function \( Y \) as \( Y = Y_1 + Y_2 + Y_3 \), with \( Y_1 \) corresponding to the term \( \phi(\sigma_1 \lambda) \), \( Y_2 \) corresponding to the term \( \phi(\sigma_2 \lambda) \), and \( Y_3 \) being the remainder. We have (for \( \lambda^2 \in \text{supp} \psi \))

\[
\left| \frac{d^m}{d\lambda^m} Y_1(\lambda; \sigma_1, \sigma_2) \right| \leq C \sigma_1^{-(n-1)/2} \sigma_2^{-(n-1)/2} \langle \sigma_2 \rangle^m, \tag{5.29}
\]

for every integer \( m \geq 0 \), and hence,

\[
\left| \int e^{it\lambda^2} \psi(\lambda^2) Y_1(\lambda; \sigma_1, \sigma_2) d\lambda \right| \leq C |t|^{-m-1/2} \sigma_1^{-(n-1)/2} \sigma_2^{-(n-1)/2} \langle \sigma_2 \rangle^m, \tag{5.30}
\]

for all real \( m \geq 0 \). Since \( \sigma_1 \) is bounded as long as \( \sigma_1 \lambda \in \text{supp} \phi \) and \( \lambda^2 \in \text{supp} \psi \), we can bound the RHS of (5.30) (for \( m = (n - 1)/2 \) by

\[
C |t|^{-n/2} \left( \sigma_1^{-(n-1)/2} \sigma_2^{-(n-1)/2} + \sigma_2^{-(n-1)/2} \right) \leq C |t|^{-n/2} \left( \sigma_1^{-(n+1)} + \sigma_2^{-(n+1)} \right).
\]

Therefore, the integral in the LHS of (5.30) satisfies (5.5). The terms corresponding to \( Y_2 \) and \( Y_3 \) can be treated in precisely the same way.

Furthermore, we write

\[
\int e^{it\lambda^2} \psi(\lambda^2) X(\lambda; \sigma_1, \sigma_2) d\lambda = \int w^{(1)}(\mu, t, \sigma_1, \sigma_2) \mu^{(n-3)/4} \psi(\mu) d\mu, \tag{5.31}
\]

where the function \( w^{(1)} \) is of the form

\[
w^{(1)}(\lambda^2, t, \sigma_1, \sigma_2) = \sum_{\pm} \sum_{\pm} \text{Const}(\sigma_1\sigma_2)^{-(n-1)/2} e^{it\lambda^2 + i\lambda(\pm \sigma_1 \pm \sigma_2)} \lambda^{(n-3)/2}. \tag{5.32}
\]

Clearly, the function \( w^{(1)} \) satisfies (5.4). To prove that \( w^{(1)} \) satisfies (4.10), it suffices to show that

\[
\left| \int_0^\infty e^{it\lambda^2 + i\sigma \lambda} \lambda^{(n-1)/2} \chi_\alpha(\lambda^2) d\lambda \right| \leq C |t|^{-n/2} \langle \sigma \rangle^{(n-1)/2}, \quad \forall t \neq 0, \sigma \in \mathbb{R}, \tag{5.33}
\]

with a constant \( C > 0 \) independent of \( t \) and \( \sigma \). Consider first the case of \( n \) odd, and set \( m = (n - 1)/2 \). Integrating by parts \( m \) times, we get

\[
2(it)^m \int_0^\infty e^{it\lambda^2 + i\sigma \lambda} \lambda^{(n-1)/2} \chi_\alpha(\lambda^2) d\lambda = (it)^m \int_0^\infty e^{it\mu + i\sigma \sqrt{\mu}} \mu^{(n-3)/4} \chi_\alpha(\mu) d\mu
\]
\[
\sum_{j=0}^{m-1} \sigma^j \int_0^\infty e^{it\lambda^2+ix\lambda} \varphi_j(\lambda) d\lambda + 2 \int_0^\infty e^{it\lambda^2+i\sigma \lambda} g_m(\lambda^2, \sigma) \chi_a(\lambda^2) \lambda d\lambda,
\]  
(5.34)

where \(\varphi_j \in C_0^\infty((0, +\infty))\), and

\[
g_m(\mu, \sigma) = e^{-i\sigma \sqrt{\mu}} \frac{d^{m}}{d\mu^m} \left( e^{i\sigma \sqrt{\mu} (n-3)/4} \right).
\]

By (2.7), each integral in the sum in the RHS of (5.34) is bounded by \(O(|t|^{-1/2})\). To bound the remainder, observe that \(g_m\) is of the form

\[
g_m(\mu, \sigma) = \mu^{-1/2} \sum_{j=0}^{m} \gamma_j \sigma^j \mu^{-j/2},
\]

where \(\gamma_j\) are independent of \(\mu\) and \(\sigma\). Therefore, we have (for \(\lambda^2 \in \text{supp} \chi_a\))

\[
\left| \frac{d^j}{d\lambda^j} \left( \lambda g_m(\lambda^2, \sigma) \right) \right| \leq C(\sigma)^m \lambda^{-2j}, \quad j = 0, 1,
\]

(5.35)

and hence

\[
\left| \frac{d}{d\lambda} \left( \lambda g_m(\lambda^2, \sigma) \chi_a(\lambda^2) \right) \right| \leq C(\sigma)^m \lambda^{-2}.
\]

(5.36)

We now write the last integral in the RHS of (5.34) as

\[
\int_0^\infty k(\lambda, \sigma, t) \frac{d}{d\lambda} \left( \lambda g_m(\lambda^2, \sigma) \chi_a(\lambda^2) \right) d\lambda,
\]

(5.37)

where

\[
k(\lambda, \sigma, t) = \int_0^\lambda e^{itx^2+i\sigma x} dx
\]

\[
= e^{-i\sigma^2/4t} \int_0^\lambda e^{i(x+\sigma/2)t^2} dx = |t|^{-1/2} e^{-i\sigma^2/4t} \int_{-\sigma/2|t|}^{\lambda/2|t|} e^{iy^2} dy,
\]

where \(\varepsilon = \text{sign} \ t\). Using the well known bound

\[
\left| \int_0^a e^{iy^2} dy \right| \leq C, \quad \forall a \in \mathbb{R},
\]

with a constant \(C > 0\) independent of \(a\), we get

\[
|k(\lambda, \sigma, t)| \leq C|t|^{-1/2},
\]

(5.38)

with a constant \(C > 0\) independent of \(\lambda\), \(\sigma\) and \(t\). By (5.36) and (5.38), the integral in (5.37) is bounded by \(C(\sigma)^m |t|^{-1/2}\), which clearly implies (5.33) in this case.

Let now \(n\) be even and set \(m = (n - 2)/2\). Then (5.34) still holds and each integral in the sum in the RHS is bounded by \(C_k(\sigma)^k |t|^{-k-1/2}\) for all real \(k \geq 0\), and in particular for \(k = 1/2\). Therefore, it suffices to show that the last integral in the RHS of (5.34) is bounded in this case by \(C(\sigma)^{m+1/2} |t|^{-1}\). The function \(g_m\) in this case is of the form

\[
g_m(\mu, \sigma) = \mu^{-1/4} \sum_{j=0}^{m} \gamma_j \sigma^j \mu^{-j/2}.
\]
Thus, it suffices to show that

$$\left| \int_0^\infty e^{it\lambda^2+i\sigma \lambda} \lambda^{1/2-j} \chi_a(\lambda^2) d\lambda \right| \leq C|t|^{-1}(\sigma)^{1/2+j}, \quad 0 \leq j \leq m. \quad (5.39)$$

When $j \geq 1$, (5.39) follows easily by integrating once by parts. To prove (5.39) for $j = 0$, we proceed as follows (if $\sigma/t < 0$

$$\int_0^\infty e^{it\lambda^2+i\sigma \lambda} \lambda^{1/2} \chi_a(\lambda^2) d\lambda = e^{-\sigma^2/4t} \int_0^\infty e^{it(\lambda^2+\sigma/2t)^2} \lambda^{1/2} \chi_a(\lambda^2) d\lambda$$

$$\quad \quad \quad \quad \quad + e^{-\sigma^2/4t} \int_0^\infty e^{it(\lambda^2+\sigma/2t)^2} \lambda^{1/2} \chi_a(\lambda^2) d\lambda$$

$$\quad \quad \quad \quad \quad = (-\sigma/2t)^{1/2} e^{-\sigma^2/4t} \int_0^\infty e^{it(\lambda^2+\sigma/2t)^2} \lambda^{1/2} \chi_a(\lambda^2) d\lambda$$

$$\quad \quad \quad \quad \quad + (-\sigma/2t)^{1/2} e^{-\sigma^2/4t} \int_0^\infty e^{it(\lambda^2+\sigma/2t)^2} \lambda^{1/2} \chi_a(\lambda^2) d\lambda$$

$$\quad \quad \quad \quad \quad -(it)^{-1} e^{-\sigma^2/4t} \int_0^\infty e^{it(\lambda^2+\sigma/2t)^2} \frac{d}{d\lambda} \left( \frac{\lambda^{1/2} \chi_a(\lambda^2)}{\lambda^{1/2} + (-\sigma/2t)^{1/2}} \right) d\lambda. \quad (5.40)$$

We bound the integral in the first term in the RHS of (5.40) by $O(|t|^{-1/2})$ in the same way as the integral (5.37) above, so the first term itself is bounded by $C(\sigma)^{1/2}|t|^{-1}$. The second term is bounded by $O(|t|^{-1})$ because of the bound

$$\left| \frac{d}{d\lambda} \left( \frac{\chi_a(\lambda^2)}{\lambda^{1/2} + (-\sigma/2t)^{1/2}} \right) \right| \leq C(\lambda)^{-3/2},$$

with a constant $C > 0$ independent of $\lambda$, $\sigma$ and $t$. When $\sigma/t \geq 0$, we write

$$\int_0^\infty e^{it\lambda^2+i\sigma \lambda} \lambda^{1/2} \chi_a(\lambda^2) d\lambda$$

$$\quad \quad \quad \quad \quad = -(it)^{-1} e^{-\sigma^2/4t} \int_0^\infty e^{it(\lambda^2+\sigma/2t)^2} \frac{d}{d\lambda} \left( \frac{\lambda^{1/2} \chi_a(\lambda^2)}{\lambda + \sigma/2t} \right) d\lambda, \quad (5.41)$$

so the integral in the LHS of (5.41) is bounded by $O(|t|^{-1})$ because of the bound

$$\left| \frac{d}{d\lambda} \left( \frac{\lambda^{1/2} \chi_a(\lambda^2)}{\lambda + \sigma/2t} \right) \right| \leq C(\lambda)^{-3/2},$$

with a constant $C > 0$ independent of $\lambda$, $\sigma$ and $t$. This completes the proof of (5.33). Since the function $U_1^{(2)}$ can be treated in precisely the same way as $U_1^{(1)}$, the proof of the proposition is completed.
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