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Abstract. In this work we prove the existence and uniqueness of the strong solution of the shell model of turbulence perturbed by Lévy noise. The local monotonicity arguments have been exploited in the proofs.
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1. Introduction

Stochastic partial differential equations driven by jump processes gain attention recently due to its important applications in Mathematical Physics (see, Albeverio et al. [4] and Shlesinger et al. [27]) and also in Biomathematics (see West [30]). Detailed literature on this subject can be found in the books by Applebaum [5], Ikeda and Watanabe [13], and Peszat and Zabczyk [24] (and references therein). In the last few years several interesting results have been established. To name a few, de Acosta [1, 2] first studied the large deviations for Lévy processes on Banach spaces and large deviations for solutions of stochastic differential equations driven by Poisson measures; Albeverio et al. [3] proved the existence and uniqueness for solutions of parabolic SPDEs driven by Poisson random measures; absolute continuity of the law of the solutions of parabolic SPDEs driven by Poisson random measures was proved by Fournier [10] using techniques from Malliavin calculus; Hausenblas [12], Mandrekar and Rüdiger [18] and Rüdiger [20] extensively studied the existence and uniqueness of stochastic integral equations driven by Lévy noise and compensated Poisson random measures on separable Banach spaces; Mueller [22] proved the short time existence for the solutions (which is a minimal solution) of stochastic heat equation with non-negative Lévy noise; Röckner and Zhang [25] established the existence and uniqueness results for solutions of stochastic evolution equations driven by Lévy noise and obtained the large deviation principles for the additive Lévy noise case;
Zhao and Chao [31] established the global existence and uniqueness of the strong solution for 2D Navier-Stokes equations on the torus perturbed by a Lévy process.

This work deals with an infinite dimensional shell model, a mathematical turbulence model that received increasing attention in recent years. Apparently there are only a few rigorous works on infinite dimensional shell model, namely [8], and [6] one in the deterministic case and the other in the stochastic case with additive noise respectively. In both of these works a variational semigroup formulation has been introduced. In [19] the existence and uniqueness of the strong solutions of the stochastic shell model of turbulence perturbed by multiplicative noise have been proved. The authors have also established a large deviation principle for the solution of the shell model. Our present work deals with a more general stochastic model, with Lévy noise: the proofs of existence and uniqueness of strong solutions are considerably more difficult in this case.

In this paper, in the framework of Gelfand triple $V \subset H \cong H' \subset V'$ (see section 3 for precise definitions), we consider the following abstract form of the GOY model of turbulence with Lévy noise:

$$du + [\nu Au + B(u, u)]dt = f(t)dt + \sqrt{\varepsilon} \sigma(t, u)dW(t) + \varepsilon \int_Z g(u, z)\tilde{N}(dt, dz)$$

$$u(0) = u_0,$$

The operators $A$ and $B$ are defined in Section 3. $W(t)$ is an $H$-valued Wiener process with positive symmetric trace class covariance operator $Q$. $\tilde{N}(dt, dz) = N(dt, dz) - dt\lambda(dz)$ is a compensated Poisson random measure (cPrm), where $N(dt, dz)$ denotes the Poisson counting measure associated to Poisson point process $p(t)$ on $Z$ and $\lambda(dz)$ is a $\sigma$-finite measure on $(Z, B(Z))$.

The main result of the paper is the following theorem. The spaces $V, V', H, H_0, L_Q(H_0; H), L^2([0, T] \times Z; H), D([0, T]; H)$ which appear in the statement of this theorem are defined in section 2.

**Theorem 1.1 (Main Theorem).** Let us consider the above stochastic GOY model of turbulence driven by Lévy processes with the initial condition $u_0(x)$. Let $u_0$ be $\mathcal{F}_0$ measurable and $E|u_0|^2 < \infty$. Let $f \in L^2(0, T; V')$. Assume that $\sigma$ and $g$ satisfy the following hypotheses of joint continuity, Lipschitz condition and linear growth:

(i) The function $\sigma \in C([0, T] \times V; L_Q(H_0; H))$, and $g \in L^2([0, T] \times Z; H).$

(ii) For all $t \in (0, T)$, there exists a positive constant $K$ such that for all $u, v \in H$,

$$|\sigma(t, u)|^2_{L_Q} + \int_Z |g(u, z)|^2_H \lambda(dz) \leq K(1 + |u|^2).$$

(iii) For all $t \in (0, T)$, there exists a positive constant $L$ such that for all $u, v \in H$,

$$|\sigma(t, u) - \sigma(t, v)|^2_{L_Q} + \int_Z |g(u, z) - g(v, z)|^2_H \lambda(dz) \leq L|u - v|^2.$$
Then there exist a unique adapted process $u(t, x, \omega)$ with regularity
$$u \in L^2(\Omega; L^2(0, T; V) \cap D(0, T; H))$$
satisfying the above stochastic GOY model in the weak sense.

The construction of the paper is as follows. In the next Section, we give definitions, basic properties and Itô’s formula for the Lévy noise. In Section 3, we describe the functional setting and formulate the abstract stochastic shell model (namely GOY model) when the noise coefficients are small. In section 4, we prove certain a-priori energy estimates with exponential weight. These estimates together with the local monotonicity property of the sum of the linear and non-linear operators play a fundamental role to prove the existence and uniqueness of the strong solution. The main result of this paper as given in the above theorem has been proved in section 4.

2. Preliminaries

In this section definitions and basic properties of Hilbert space valued Wiener processes and Lévy processes have been presented. Most of the materials in this section have been borrowed from the books by Da Prato and Zabczyk [9], Applebaum [5], and Peszat and Zabczyk [24]. Interested readers may look into these books for extensive study on the subject.

**Definition 2.1.** Let $H$ be a Hilbert space. A stochastic process $\{W(t)\}_{0 \leq t \leq T}$ is said to be an $H$-valued ${\mathcal F}_t$-adapted Wiener process with covariance operator $Q$ if

(i) For each non-zero $h \in H$, $|Q^{1/2}h|^{-1}(W(t), h)$ is a standard one-dimensional Wiener process,

(ii) For any $h \in H$, $(W(t), h)$ is a martingale adapted to $\mathcal{F}_t$.

If $W$ is a an $H$-valued Wiener process with covariance operator $Q$ with $\text{Tr} \ Q < \infty$, then $W$ is a Gaussian process on $H$ and

$$E(W(t)) = 0, \quad \text{Cov} (W(t)) = tQ, \quad t \geq 0.$$ 

Let $H_0 = Q^{1/2}H$. Then $H_0$ is a Hilbert space equipped with the inner product $(\cdot, \cdot)_0$,

$$(u, v)_0 = \left( Q^{-1/2}u, Q^{-1/2}v \right), \quad \forall u, v \in H_0,$$

where $Q^{-1/2}$ is the pseudo-inverse of $Q^{1/2}$. Since $Q$ is a trace class operator, the imbedding of $H_0$ in $H$ is Hilbert-Schmidt.

Let $L_Q$ denote the space of linear operators $S$ such that $SQ^{1/2}$ is a Hilbert-Schmidt operator from $H$ to $H$. Define the norm on the space $L_Q$ by $|S|^2_{L_Q} = \text{Tr}(SQS^*)$.

**Definition 2.2.** Let $I = [a, b]$ be an interval in $\mathbb{R}^+$. A mapping $g : I \to \mathbb{R}^d$ is said to be càdlàg if, for all $t \in [a, b]$, $g$ has a left limit at $t$ and $g$ is right continuous at $t$, i.e.,
Lemma 2.4. If \( X = (X_t)_{t \geq 0} \) is a Lévy process, then \( X_t \) is infinitely divisible for each \( t \geq 0 \).

For proof see Proposition 1.3.1 of [5].

Lemma 2.5. If \( X = (X_t)_{t \geq 0} \) is a Lévy process, then

\[
\phi_{X_t}(u) = e^{\eta u},
\]

for each \( u \in \mathbb{R}^d, t \geq 0 \), where \( \eta \) is the Lévy symbol of \( X_1 \).

For proof see Theorem 1.3.3 of [5].

Lemma 2.6. If \( X = (X_t)_{t \geq 0} \) is stochastically continuous, then the map \( t \to \phi_{X_t}(u) \) is continuous for each \( u \in \mathbb{R}^d \).

For proof see Lemma 1.3.2 of [5].
Lemma 2.7. If \( X = (X_t)_{t \geq 0} \) is a stochastic process and there exists a sequence of Lévy processes \( (X_n, n \in \mathbb{N}) \) with each \( X_n = (X_{nt}, t \geq 0) \) such that \( X_n \) converges in probability to \( X_t \) for each \( t \geq 0 \) and
\[
\lim_{n \to \infty} \limsup_{t \to 0} P(|X_{nt} - X_t| > a) = 0,
\]
for all \( a > 0 \), then \( X \) is a Lévy process.

For proof see Theorem 1.3.7 of [5].

Example 2.8. (Brownian motion) A (standard) Brownian motion in \( \mathbb{R}^d \) is a Lévy process \( B = (B_t)_{t \geq 0} \) for which

(B1) \( B_t \sim N(0, tI) \) for each \( t \geq 0 \),

(B2) \( B \) has continuous sample paths.

It follows immediately from (B1) that if \( B \) is a standard Brownian motion then its characteristic function is given by
\[
\phi_{B_t}(u) = \exp \left( -\frac{1}{2} t |u|^2 \right)
\]
for each \( u \in \mathbb{R}^d, t \geq 0 \).

Example 2.9. (The Poisson Process) The Poisson process of intensity \( \lambda > 0 \) is a Lévy process \( N \) taking values in \( \mathbb{N} \cup \{0\} \) wherein each \( N(t) \sim \pi(\lambda t) \), so that we have
\[
P(N(t) = n) = \frac{\lambda^t}{n!} e^{-\lambda t}
\]
for each \( n = 0, 1, 2, \ldots \)

The compensated Poisson Process \( \tilde{N} = (\tilde{N}(t), t \geq 0) \) where each \( \tilde{N}(t) = N(t) - \lambda t \). Note that \( E(\tilde{N}(t)) = 0 \) and \( \mathbb{E}(\tilde{N}(t)^2) = \lambda t \) for each \( t \geq 0 \).

Lemma 2.10. Let \( Z \) be bounded below, then \( N(t, Z) < \infty \) (a.s) for all \( t \geq 0 \).

For proof see Lemma 2.3.4 of [5].

Lemma 2.11.

(i) If \( Z \) is bounded below, then \((N(t, Z), t \geq 0)\) is a Poisson process with intensity \( \lambda(Z) \).

(ii) If \( Z_1, \ldots, Z_m \in B(\mathbb{R}^d - \{0\}) \) are disjoint and bounded below and if \( s_1, \ldots, s_m \in \mathbb{R}^+ \) are distinct, then the random variables \( N(s_1, Z_1), \ldots, N(s_m, A_m) \) are independent.

For proof see Theorem 2.3.5 of [5].

Lemma 2.12. Every Lévy process is a semimartingale.

For proof see Proposition 2.7.1 of [5].

Definition 2.13. (Poisson integration) Let \( N \) be the Poisson measure associated to a Lévy process \( X = (X_t)_{t \geq 0} \). Let \( g \) be a measurable function from \( \mathbb{R}^d \)
into $\mathbb{R}^d$ and let $Z$ be bounded below; then for each $t > 0$, $\omega \in \Omega$, we may define the Poisson integral of $g$ as random finite sum by

$$
\int_Z g(z)N(t, dz)(\omega) = \sum_{z \in Z} g(z)N(t, \{z\})(\omega)
$$

Note that each $\int_Z g(z)N(t, dz)$ is an $\mathbb{R}^d$ valued random variable and gives rise to a càdlàg stochastic process as we vary $t$. Now, since $N(t, \{x\}) \neq 0 \iff \Delta X_u = x$ for at least one $0 \leq u \leq t$, we have

$$
\int_Z g(z)N(t, dz) = \sum_{0 \leq u \leq t} g(\Delta X_u)\chi_{Z}(\Delta X_u).
$$

(2.1)

**Lemma 2.14.** (The Lévy-Itô decomposition) If $X = (X_t)_{t \geq 0}$ is a Lévy process, then there exists $b \in \mathbb{R}^d$, a Brownian motion $B_A$ with covariance matrix $A$ and an independent Poisson random measure $\tilde{N}$ on $\mathbb{R}^+ \times (\mathbb{R}^d - \{0\})$ such that, for each $t \geq 0$,

$$
X_t = bt + B_A(t) + \int_{|z|<1} z\tilde{N}(t, dz) + \int_{|z|\geq 1} zN(t, dz).
$$

For proof see Theorem 2.4.16 of [5].

**Definition 2.15.** Let $E$ and $F$ be separable Banach spaces. Let $F_t := \mathcal{B}(\mathbb{R}^d) \otimes \mathcal{F}_t$ be the product $\sigma$-algebra generated by the semi-ring $\mathcal{B}(\mathbb{R}^d) \times \mathcal{F}_t$ of the product sets $Z \times F$, $Z \in \mathcal{B}(\mathbb{R}^d)$, $F \in \mathcal{F}_t$ (where $\mathcal{F}_t$ is the filtration of the additive process $(X_t)_{t \geq 0}$). Let $T > 0$, and

$$
\mathbb{H}(Z) = \left\{ g : \mathbb{R}^d \times Z \times \Omega \to F, \text{ such that } g \text{ is } \mathcal{F}_t \text{-adapted } \forall z \in Z, \forall t \in (0, T] \right\}
$$

Let $p \geq 1,$

$$
\mathbb{H}^p_\lambda([0, T] \times Z; F) = \left\{ g \in \mathbb{H}(Z) : \int_0^T \int_Z \mathbb{E}[\|g(t, z, \omega)\|_F^p]\lambda(dz)dt < \infty \right\}
$$

Let $H$ be a vector with components $(H^1, H^2, \ldots, H^d)$ taking values in $\mathbb{H}^2_\lambda([0, T] \times Z; E)$; then we may construct an $\mathbb{R}^d$-valued process $A = (A(t), t \geq 0)$ with components $(A^1, A^2, \ldots, A^d)$ where each

$$
A^i(T) = \int_0^T \int_{|z|\leq 1} H^i(t, z)\tilde{N}(dt, dz).
$$

The construction of $A$ extends to the case where $H$ is no longer lies in $\mathbb{H}^2_\lambda([0, T] \times Z; E)$ but satisfies

$$
P \left( \int_0^T \int_E |H(t, z)|\lambda(dz)dt < \infty \right) = 1.
$$
In this case $A$ is still a local martingale. It is an $L^1$-martingale if
\[
\int_0^T \int_E \mathbb{E}(|H(t, z)|)\lambda(dz)dt < \infty.
\]
Let us introduce the compound Poisson process $P = (P_t, t \geq 0)$, where each $P(t) = \int_Z zN(t, dz)$. Let $K$ be a predictable mapping; then, generalizing equation (1.1), we define
\[
\int_0^T \int_Z K(t, z)N(dt, dz) = \sum_{0 \leq u \leq t} K(u, \Delta P_u)\chi_Z(\Delta P_u)
\]
as a random finite sum.

In particular, if $H$ satisfies the square-integrability (or integrability) condition given above we may then define, for each $1 \leq i \leq d$,
\[
\int_0^T \int_Z H^i(t, z)\tilde{N}(dt, dz) = \int_0^T \int_Z H^i(t, z)N(dt, dz) - \int_0^T \int_Z H^i(t, z)\lambda(dz)dt.
\]

**Definition 2.16.** An $\mathbb{R}^d$-valued stochastic process $Y = (Y_t)_{t \geq 0}$ is a Lévy-type stochastic integral if it can be written in the following form, for each $1 \leq i \leq d, t \geq 0$, $1 \leq i \leq d, 1 \leq j \leq m, t \geq 0$, we have $|G^i|^{1/2}, F^i_j \in L^2[0, T], H^i \in \mathbb{H}^2_\lambda([0, T] \times \mathbb{R}^d \times E)$ and $K$ is predictable:
\[
Y^i(t) = Y^i(0) + \int_0^t G^i(s)ds + \int_0^t F^i_j(s)dB^j(s) + \int_0^t \int_{|z|<1} H^i(s, z)\tilde{N}(ds, dz) + \int_0^t \int_{|z|\geq1} K^i(s, z)N(ds, dz)
\]
Here $B$ is an $m$-dimensional standard Brownian motion and $N$ is an independent Poisson random measure on $\mathbb{R}^+ \times (\mathbb{R}^d - \{0\})$ with compensator $\tilde{N}$ and intensity measure $\lambda$, which is a Lévy measure.

We often simplify complicated expressions by employing the notation of stochastic differentials to represent Lévy-type stochastic integrals. We then write (2.3) as
\[
dY(t) = G(t)dt + F(t)dB(t) + H(t, z)\tilde{N}(dt, dz) + K(t, z)N(dt, dz).
\]
When we want particularly to emphasize the domain of integration with respect to $z$, we will use the equivalent notation
\[
dY(t) = G(t)dt + F(t)dB(t) + \int_{|z|<1} H(t, z)\tilde{N}(dt, dx) + \int_{|z|\geq1} K(t, z)N(dt, dx).
\]
Clearly $Y$ is a semi martingale.

Let $Y$ be a general Lévy-type stochastic process with stochastic differential
\[
dY^i(t) = G^i(t)dt + F^i_j(t)dB^j(t) + \int_{|z|<1} H^i(t, z)\tilde{N}(dt, dz) + \int_{|z|\geq1} K^i(t, z)N(dt, dz).
\]
Lemma 2.20. (Burkholder’s Inequality) Let $0 \leq i \leq d$, $1 \leq j \leq m$, $t \geq 0$, $|G^i|^{1/2}$, $F^i_j \in L^2[0, T]$ and $H^i \in H^2([0, T] \times Z; E)$. Let 
\[ dY_c(t) = G^i(t)dt + F^i_j(t)dB^j(t), \]
and the discontinuous part of $Y$
\[ dY_d(t) = \int_{|z|<1} H^i(t, z)\bar{N}(dt, dz) + \int_{|z|\geq1} K^i(t, z)N(dt, dz), \]
so that for each $t \geq 0$
\[ Y(t) = Y(0) + Y_c(t) + Y_d(t). \]

Assumption 2.17. For all $t > 0$,
\[ \sup_{0 \leq s \leq t} \sup_{0 < |z| < 1} |H(s, z)| < \infty \quad \text{a.s.} \]

Lemma 2.18. (Itô’s theorem 1) If $Y = (Y_t)_{t \geq 0}$ is a Lévy-type stochastic integral of the form (2.4), then, for each $f \in C^2(\mathbb{R}^d)$, $t \geq 0$, with probability 1 we have
\[ f(Y(t)) - f(Y(0)) = \int_0^t \partial_i f(Y(s-))dY^i_c(s) + \frac{1}{2} \int_0^t \partial_i \partial_j f(Y(s-))d[Y^i_c, Y^j_c](s) \]
\[ + \int_0^t \int_{|z|\geq1} [f(Y(s-)) + K(s, z)) - f(Y(s-))] N(ds, dz) \]
\[ + \int_0^t \int_{|z|<1} [f(Y(s-)) + H(s, z)) - f(Y(s-))] \bar{N}(ds, dz) \]
\[ + \int_0^t \int_{|z|<1} [f(Y(s-)) + H(s, z)) - f(Y(s-))] \lambda(dz)ds. \]
For proof see Theorem 4.4.7 of [5].

Definition 2.19. Let $M$ be a Brownian integral with the drift of the form
\[ M^i(t) = \int_0^t F^i_j(s)dB^j(s) + \int_0^t G^i(s)ds, \]
where each $F^i_j$, $(G^i)^{1/2} \in L^2[0, T]$ for all $t \geq 0$, $1 \leq i \leq d$, $1 \leq j \leq m$.

For each $1 \leq i \leq j$, the quadratic variation process, denoted as $([M^i, M^j](t), t \geq 0)$, is defined by
\[ [M^i, M^j](t) = \sum_{k=1}^m \int_0^t F^i_k(s)F^j_k(s)ds. \]

Lemma 2.20. (Burkholder’s Inequality) Let $M = (M(t), t \geq 0)$ be a (real-valued) Brownian integral of the form
\[ M(t) = \int_0^t F^j(s)dB^j(s), \]
where each $F_j \in L^2[0, T], 1 \leq j \leq d, t \geq 0$. Let

$$[M, M](t) = \sum_{j=1}^{m} \int_{0}^{t} F_j(s)^2 ds,$$

for each $t \geq 0$. Then $M$ is a square-integrable martingale. Let $\mathbb{E}([M, M](t)^{p/2}) < \infty$, then for any $p \geq 2$ there exists a $C(p) > 0$ such that, for each $t \geq 0$,

$$\mathbb{E}([M(t)]^p) \leq C(p)\mathbb{E}\left([M, M](t)^{p/2}\right).$$

For proof see Theorem 3.50 of [24].

**Lemma 2.21.** (Burkholder-Davis-Gundy Inequality) For every $p \geq 1$, there is a constant $C_p \in (0, \infty)$ such that for any real-valued square integrable càdlàg martingale $M$ with $M_0 = 0$, and for any $T \geq 0$,

$$C_p^{-1}\mathbb{E}[M, M]_T^{p/2} \leq \mathbb{E} \sup_{0 \leq t \leq T} |M_t|^p \leq C_p \mathbb{E}[M, M]_T^{p/2}.$$ 

For proof see Theorem 3.50 of [24].

**Definition 2.22.** Let $g : \mathbb{R}^+ \times Z \times \Omega \rightarrow F$ be given. A sequence $\{g_n\}_{n \in \mathbb{N}}$ of $F_T/\mathcal{B}(F)$ measurable functions is $L^p$-approximating $g$ on $(0, T] \times Z \times \Omega$ w.r.t. $\lambda \otimes P$, if $g_n$ is $\lambda \otimes P$-a.s. converging to $g$, when $n \rightarrow \infty$, and

$$\lim_{n \rightarrow \infty} \int_{0}^{T} \int_{Z} \mathbb{E}[\|g_n(t, z, \omega) - g(t, z, \omega)\|_p]^p d\lambda = 0,$$

i.e., $\|g_n - g\|$ converges to zero in $L^p((0, T] \times Z \times \Omega, \lambda \otimes P)$, when $n \rightarrow \infty$.

**Definition 2.23.** Let $p \geq 1, T > 0$. We say that $g$ is strong $p$-integrable on $(0, T] \times Z, Z \in \mathcal{B}(E)$, if there exists a sequence $\{g_n\}_{n \in \mathbb{N}} \in \Sigma(E)$ of simple functions, such that $g_n$ is $L^p$-approximating $g$ on $(0, T] \times Z \times \Omega$ w.r.t. $\lambda \otimes P$, and for any such sequence the limit of the natural integrals of $g_n$ w.r.t. $\tilde{N}(dt, dz)$ exists in $L^p(\Omega, \mathcal{F}, P)$ for $n \rightarrow \infty$, i.e.,

$$\int_{0}^{T} \int_{Z} g(t, z, \omega)\tilde{N}(dt, dz)(\omega) = \lim_{n \rightarrow \infty} \int_{0}^{T} \int_{Z} g_n(t, z, \omega)\tilde{N}(dt, dz)(\omega)$$

(2.6)

exists. Moreover, the limit (2.6) does not depend on the sequence $\{g_n\}_{n \in \mathbb{N}} \in \Sigma(E)$, which is $L^p$-approximating $g$ on $(0, T] \times Z \times \Omega$ w.r.t. $\lambda \otimes P$. We call the limit in (2.6) the strong $p$-integral of $g$ w.r.t. $\tilde{N}(dt, dz)$ on $(0, T] \times Z$.

**Lemma 2.24.** Let $p \geq 1$. Let $g$ be strong $p$-integrable on $(0, T] \times Z, Z \in \mathcal{B}(E)$. Then the strong $p$-integral $\int_{0}^{t} \int_{Z} g(s, z, \omega)\tilde{N}(ds, dz)(\omega), t \in [0, T]$, is an $\mathcal{F}_t$-martingale with mean zero.

For proof see Theorem 4.10 of [26].

**Lemma 2.25.** Let $f \in L^1([0, T], \mathcal{E});$ then $f$ is strong $1$-integrable w.r.t. $\tilde{N}(dt, dz)$ on $(0, T] \times Z$, for any $0 < t \leq T, Z \in \mathcal{B}(E)$. Moreover

$$\mathbb{E} \left[\left\| \int_{0}^{t} \int_{Z} f(s, z, \omega)\tilde{N}(ds, dz) \right\| \right] \leq 2 \int_{0}^{t} \int_{Z} \mathbb{E} \left[\| f(s, z, \omega) \| \right] \lambda(dz)ds.$$
For proof see Theorem 4.12 of [26].

**Lemma 2.26.** Suppose that \((F, \mathcal{B}(F)) = (H, \mathcal{B}(H))\) is a separable Hilbert space. Let \(g \in H_2^2(E)\), then \(g\) is strongly \(2\)-integrable w.r.t. \(\tilde{N}(dt, dz)\) on \((0, T] \times Z\), for any \(0 < t \leq T\), \(Z \in \mathcal{B}(E)\). Moreover
\[
\mathbb{E} \left[ \left\| \int_0^t \int_Z g(s, z, \omega) \tilde{N}(ds, dz)(\omega) \right\|^2 \right] = \int_0^t \int_Z \mathbb{E} \left[ \|g(s, z, \omega)\|^2 \right] \lambda(ds)dz
\]
(2.7)
For proof see Theorem 4.14 of [26].

### 3. The Stochastic GOY Model of Turbulence

The GOY model (Gledger-Ohkitani-Yamada) [23] is a particular case of so-called “Shell model” (see, Frisch [11]). This model is the Navier-Stokes equation written in the Fourier space where the interaction between different modes is preserved between nearest modes. To be precise, the GOY model describes a one-dimensional cascade of energies among an infinite sequence of complex velocities, \(\{u_n(t)\}\), on a one-dimensional sequence of wave numbers
\[
k_n = k_0 2^n, \quad k_0 > 0, \ n = 1, 2, \ldots
\]
where the discrete index \(n\) is referred to as the “shell index”. The equations of motion of the GOY model of turbulence have the form
\[
\frac{du_n}{dt} + \nu k_n^2 u_n + i(a k_n u_{n+1}^* u_{n+2}^* + b k_{n-1} u_{n-1}^* u_{n+1}^* + c k_{n-2} u_{n-1}^* u_{n-2}^*) = f_n, \quad \text{for } n = 1, 2, \ldots, \quad (3.1)
\]
along with the boundary conditions
\[
u_0 = u_0 = 0. \quad (3.2)
\]
Here \(u_n^*\) denotes the complex conjugate of \(u_n\), \(\nu > 0\) is the kinematic viscosity and \(f_n\) is the Fourier component of the forcing. \(a, b, c, k_n\) are real parameters such that energy conservation condition \(a + b + c = 0\) holds (see Kadanoff, Lohse, Wang, and Benzi[14]; Ohkitani and Yamada[23]).

#### 3.1. Functional Setting

Let \(H\) be a real Hilbert space such that
\[
H := \left\{ u = (u_1, u_2, \ldots) \in C^\infty : \sum_{n=1}^\infty |u_n|^2 < \infty \right\}.
\]
For every \(u, v \in H\), the scalar product \((\cdot, \cdot)\) and norm \(|\cdot|\) are defined on \(H\) as
\[
(u, v)_H = \text{Re} \sum_{n=1}^\infty u_n v_n^*, \quad |u| = \left( \sum_{n=1}^\infty |u_n|^2 \right)^{1/2}.
\]
Let us now define the space
\[
V := \left\{ u \in H : \sum_{n=1}^\infty k_n^2 |u_n|^2 < \infty \right\},
\]
which is a Hilbert space equipped with the norm
\[ \|u\| = \left( \sum_{n=1}^{\infty} k_n^2 |u_n|^2 \right)^{1/2}. \]

The linear operator \( A : D(A) \to H \) is a positive definite, self adjoint linear operator defined by
\[ Au = ((Au)_1, (Au)_2, \ldots), \text{ where } (Au)_n = k_n^2 u_n, \quad \forall u \in D(A). \quad (3.3) \]
The domain of \( A \), \( D(A) \subset H \), is a Hilbert space equipped with the norm
\[ \|u\|_{D(A)} = |Au| = \left( \sum_{n=1}^{\infty} k_n^4 |u_n|^2 \right)^{1/2}, \quad \forall u \in D(A). \]

Since the operator \( A \) is positive definite, we can define the power \( A^{1/2} \),
\[ A^{1/2} u = (k_1 u_1, k_2 u_2, \ldots), \quad \forall u = (u_1, u_2, \ldots). \]
Furthermore, we define the space
\[ D(A^{1/2}) = \left\{ u = (u_1, u_2, \ldots) : \sum_{n=1}^{\infty} k_n^2 |u_n|^2 < \infty \right\} \]
which is a Hilbert space equipped with the scalar product
\[ (u, v)_{D(A^{1/2})} = (A^{1/2} u, A^{1/2} v), \quad \forall u, v \in D(A^{1/2}), \]
and the norm
\[ \|u\|_{D(A^{1/2})} = \left( \sum_{n=1}^{\infty} k_n^2 |u_n|^2 \right)^{1/2}. \]

Note that \( V = D(A^{1/2}) \). We consider \( V' = D(A^{-1/2}) \) as the dual space of \( V \).
Then the following inclusion holds
\[ V \subset H = H' \subset V'. \]

We will now introduce the sequence spaces analogue to Sobolev functional spaces. For \( 1 \leq p < \infty \) and \( s \in \mathbb{R} \)
\[ W^{s,p} := \left\{ u = (u_1, u_2, \ldots) : \|A^{s/2} u\|_p = \left( \sum_{n=1}^{\infty} (k_n^s |u_n|)^p \right)^{1/p} < \infty \right\}, \]
and for \( p = \infty \)
\[ W^{s,\infty} := \left\{ u = (u_1, u_2, \ldots) : \|A^{s/2} u\|_{\infty} = \sup_{1 \leq n < \infty} (k_n^s |u_n|) < \infty \right\}, \]
where for \( u \in W^{s,p} \) the norm is defined as
\[ \|u\|_{W^{s,p}} = \|A^{s/2} u\|_p. \]
Here \( \| \cdot \| \) denotes the usual norm in the \( l^p \) sequence space. It is clear from the above definitions that \( W^{1,2} = V = D(A^{1/2}) \).
Remark 3.1. For the shell model we can reasonably assume that the complex velocities $u_n$ are such that $|u_n| < 1$ for almost all $n$. Then

$$\|u\|_{l_4}^4 = \sum_{n=1}^{\infty} |u_n|^4 \leq \left( \sum_{n=1}^{\infty} |u_n|^2 \right)^2 = |u|^4,$$

which leads to $H \subset l^4$.

We now state a Lemma which is useful in this work. We omit the proof since it is quite simple.

Lemma 3.2. For any smooth function $u \in H$, the following holds:

$$\|u\|_{l_4}^4 \leq C |u|^2 \|u\|^2. \quad (3.4)$$

3.2. Properties of the linear and nonlinear operators

We define the bilinear operator $B(\cdot, \cdot) : V \times H \to H$ as

$$B(u, v) = (B_1(u, v), B_2(u, v), \ldots),$$

where

$$B_n(u, v) = i k_n \left( \frac{1}{4} u_{n+1}^* v_{n-1}^* - \frac{1}{2} (u_{n+1}^* v_{n+2}^* + u_{n+2}^* v_{n+1}^*) + \frac{1}{8} u_{n-1}^* v_{n-2}^* \right).$$

In other words, if $\{e_n\}_{n=1}^{\infty}$ be an orthonormal basis of $H$, i.e. all the entries of $e_n$ are zero except at the place $n$ it is equal to 1, then

$$B(u, v) = i \sum_{n=1}^{\infty} k_n \left( \frac{1}{4} u_{n+1}^* v_{n-1}^* - \frac{1}{2} (u_{n+1}^* v_{n+2}^* + u_{n+2}^* v_{n+1}^*) + \frac{1}{8} u_{n-1}^* v_{n-2}^* \right) e_n. \quad (3.5)$$

The following lemma says that $B(u, v)$ makes sense as an element of $H$, whenever $u \in V$ and $v \in H$ or $u \in H$ and $v \in V$. It also says that $B(u, v)$ makes sense as an element of $V'$. Here we state the following lemma which has been proved in Constantin, Levant and Titi for the Sabra shell model, but one can also prove the similar estimates for the GOY model (see Barbato, Barsanti, Bessaih, and Flandoli).

Lemma 3.3. (i) There exist constants $C_1 > 0, C_2 > 0$,

$$|B(u, v)| \leq C_1 \|u\| \|v\|, \quad \forall u \in V, v \in H, \quad (3.6)$$

and

$$|B(u, v)| \leq C_2 \|u\| \|v\|, \quad \forall u \in H, v \in V. \quad (3.7)$$

(ii) $B : H \times H \to V'$ is a bounded bilinear operator and for a constant $C_3 > 0$

$$\|B(u, v)\|_{V'} \leq C_3 \|u\|_V, \quad \forall u, v \in H. \quad (3.8)$$

(iii) $B : H \times D(A) \to V$ is a bounded bilinear operator and for a constant $C_4 > 0$

$$\|B(u, v)\|_V \leq C_4 \|u\|_A |v|, \quad \forall u \in H, v \in D(A). \quad (3.9)$$

(iv) For every $u \in V$ and $v \in H$

$$B(u, v), v) = 0. \quad (3.10)$$
We now present one more important property of the nonlinear operator $B$ in the following lemma which will play important role in the later part of this section. The proof is straightforward and uses the bilinearity property of $B$.

**Lemma 3.4.** If $w = u - v$, then

$$B(u, u) - B(v, v) = B(v, w) + B(w, v) + B(w, w).$$

With above functional setting and following the classical treatment of the Navier-Stokes equation, one can write the stochastic GOY model of turbulence $(3.1)$ with the Lévy forcing as the following,

$$d u + \left[\nu Au + B(u, u)\right]dt = f(t)dt + \sqrt{\varepsilon} \sigma(t, u)dW(t) + \varepsilon \int_{\mathbb{Z}} g(u, z) \tilde{N}(dt, dz) \quad (3.11)$$

$$u(0) = u_0, \quad (3.12)$$

where $u \in H$, the operators $A$ and $B$ are defined through $(3.3)$ and $(3.5)$ respectively, $f = (f_1, f_2, \ldots), \sigma(t, u) = (\sigma_1(t, u_1), \sigma_2(t, u_2), \ldots)$. Here $(W(t)_{t \geq 0})$ is a $H$-valued Wiener process with trace class covariance, and the space $L_Q$ has been defined in section 1. Here $g(u, z)$ is a measurable mapping from $H \times \mathbb{Z}$ into $H$ and let $\mathcal{D}([0, T], H)$ be the space of all càdlàg paths from $[0, T]$ into $H$.

Assume that $\sigma$ and $g$ satisfy the following hypotheses of joint continuity, Lipschitz condition and linear growth:

**Hypothesis 3.5.** The main hypothesis is the following,

**H.1.** The function $\sigma \in C([0, T] \times V; L_Q(H_0; H))$, and $g \in \mathbb{H}^2([0, T] \times \mathbb{Z}; H)$.

**H.2.** For all $t \in (0, T)$, there exists a positive constant $K$ such that for all $u \in H$,

$$|\sigma(t, u)|^2_{L_Q} + \int_{\mathbb{Z}} |g(u, z)|^2_{H} \lambda(dz) \leq K(1 + |u|^2).$$

**H.3.** For all $t \in (0, T)$, there exists a positive constant $L$ such that for all $u, v \in H$,

$$|\sigma(t, u) - \sigma(t, v)|^2_{L_Q} + \int_{\mathbb{Z}} |g(u, z) - g(v, z)|^2_{H} \lambda(dz) \leq L|u - v|^2.$$

The following lemma shows that sum of the linear and nonlinear operator is locally monotone in the $l^4$-ball.

**Lemma 3.6.** For a given $r > 0$, let us denote by $\mathbb{B}_r$ the closed $l^4$-ball in $V$:

$$\mathbb{B}_r = \left\{ v \in V; \|v\|_{l^4} \leq r \right\}.$$

Define the nonlinear operator $F$ on $V$ by $F(u) := -\nu Au - B(u, u)$. Then for $0 < \varepsilon < \frac{\nu}{2L}$, where $L$ is the positive constant that appears in the condition
(H.3), the pair \((F, \sqrt{\varepsilon} \sigma + \varepsilon \int_Z g(., z) \lambda(dz))\) is monotone in \(\mathbb{B}_r\), i.e. for any \(u \in V\) and \(v \in \mathbb{B}_r\)

\[
(F(u) - F(v), w) - \frac{r^4}{\nu^3} |w|^2 + \varepsilon \left[ |\sigma(t, u) - \sigma(t, v)|^2_{L_Q} + \int_Z |g(u, z) - g(v, z)|^2 \lambda(dz) \right] \leq 0
\]

(3.13)

where \(w = u - v\).

**Proof.** First note that,

\[\nu(Aw, w) = \nu\|w\|^2.\]

Next using the Lemma 3.4 and equation (3.10) from Lemma 3.3, we have

\[(B(u, w) - B(v, w), w) = (B(v, w) + B(w, v) + B(w, w), w) = (B(w, v), w).\]

Now using the definition of the operator \(B\) and equation (3.4) from Lemma 3.2, we get for \(C > 0\),

\[
\|(B(w, v), w)\| = \left| \sum_{n=1}^{\infty} i \kappa_n \left[ \frac{1}{4} v_{n-1}^{*} w_{n+1}^{*} w_n^{*} - \frac{1}{2} (w_{n+1}^{*} v_{n+2}^{*} + w_{n+2}^{*} v_{n+1}^{*}) w_n^{*} + \frac{1}{8} w_{n-1}^{*} v_{n-2}^{*} w_{n}^{*} \right] \right|
\]

\[
\leq C \|v\|_i \|w\|_i \|w\|
\]

\[
\leq \|v\|_i \|w\|^{1/2} \|w\|^{3/2}
\]

\[
\leq \frac{\nu}{2} \|w\|^2 + \frac{27}{32 \nu^3} \|w\|^4.
\]

Since \(v \in \mathbb{B}_r\), the above relation yields

\[-(B(w, v), w) \leq \frac{\nu}{2} \|w\|^2 + \frac{r^4}{\nu^3} |w|^2.\]

Hence by the definition of the operator \(F\),

\[
(F(u) - F(v), w) \leq -\frac{\nu}{2} \|w\|^2 + \frac{r^4}{\nu^3} |w|^2. \quad (3.14)
\]

We have

\[
(F(u) - F(v), w) + \frac{\nu}{2} \|w\|^2 - \frac{r^4}{\nu^3} |w|^2 \leq 0.
\]

But \(V \subset H \Rightarrow \frac{\nu}{2} |w|^2 \leq \frac{\nu}{2} \|w\|^2\). We get,

\[
(F(u) - F(v), w) + \frac{\nu}{2} |w|^2 - \frac{r^4}{\nu^3} |w|^2 \leq 0.
\]

Using condition (H.3) one can deduce that,

\[
(F(u) - F(v), w) - \frac{r^4}{\nu^3} |w|^2 + \frac{\nu}{2L} \left[ |\sigma(t, u) - \sigma(t, v)|^2_{L_Q} + \int_Z |g(u, z) - g(v, z)|^2 \lambda(dz) \right] \leq 0
\]

Now choose \(0 < \varepsilon < \frac{\nu}{2L}\) so that we get,

\[
(F(u) - F(v), w) - \frac{r^4}{\nu^3} |w|^2 + \varepsilon \left[ |\sigma(t, u) - \sigma(t, v)|^2_{L_Q} + \int_Z |g(u, z) - g(v, z)|^2 \lambda(dz) \right] \leq 0
\]

\(\square\)
4. Energy Estimates and Existence Result

Let $H_n := \text{span} \{ e_1, e_2, \ldots, e_n \}$ where $\{ e_j \}$ is any fixed orthonormal basis in $H$ with each $e_j \in D(A)$. Let $P_n$ denote the orthogonal projection of $H$ to $H_n$. Define $u^n = P_n u$, not to cause any confusion in notation with earlier $u_n$. Let $W_n = P_n W$. Let $\sigma_n = P_n \sigma$ and $\int_Z g^n(u^n,\varepsilon(t),z)N(dt,dz) = P_n \int_Z g(u(t),z)N(dt,dz)$, where $g^n = P_ng$. Define $u^{n,\varepsilon}$ as the solution of the following stochastic differential equation in the variational form such that for each $v \in H_n$,

$$
\begin{align*}
\text{d}(u^{n,\varepsilon}(t),v) &= (F(u^{n,\varepsilon}(t)),v)\text{d}t + (f(t),v)\text{d}t + \sqrt{\varepsilon}(\sigma_n(t,u^{n,\varepsilon}(t))dW_n(t),v) \\
&\quad + \varepsilon \int_Z (g^n(u^{n,\varepsilon}(t),z),v)N(dt,dz),
\end{align*}
$$

(4.1)

with $u^{n,\varepsilon}(0) = P_n u(0)$.

**Theorem 4.1.** Under the above mathematical setting let $f$ be in $L^2([0,T],H)$, $u(0)$ be $\mathcal{F}_0$ measurable, $\sigma \in C([0,T] \times V;L_Q(H_0;H))$, $g \in H^2_\varepsilon([0,T] \times Z;H)$ and $\mathbb{E}|u(0)|^2 < \infty$. Let $u^{n,\varepsilon}$ denote the unique strong solution of the stochastic differential equation (4.1) in $\mathcal{D}([0,T],H_n)$. Then with $K$ as in condition (H.2), the following estimates hold:

For all $\varepsilon$, and $0 \leq t \leq T$,

$$
\begin{align*}
\mathbb{E}|u^{n,\varepsilon}(t)|^2 &+ \nu \int_0^t \mathbb{E}||u^{n,\varepsilon}(s)||^2ds \\
&\leq (1 + \varepsilon KT \varepsilon K_T) \left( \mathbb{E}|u(0)|^2 + \frac{1}{\nu} \int_0^T \|f(s)\|^2_{V'} ds + \varepsilon K_T \right),
\end{align*}
$$

(4.2)

and for all $\varepsilon > 0$,

$$
\begin{align*}
\mathbb{E}\left[ \sup_{0 \leq t \leq T} |u^{n,\varepsilon}(t)|^2 + 2\nu \int_0^T \|u^{n,\varepsilon}(t)\|^2dt \right] &\leq C \left( \mathbb{E}|u(0)|^2, \int_0^T \|f(t)\|^2_{V'}, dt, \nu, T \right).
\end{align*}
$$

(4.3)

**Proof.** Applying Itô’s lemma to the function $|u^{n,\varepsilon}(t)|^2$ and using the properties of the operators $A$ and $B$, we notice that,

$$
\begin{align*}
\text{d}|u^{n,\varepsilon}(t)|^2 &+ 2\nu||u^{n,\varepsilon}(t)||^2dt \\
&= 2(f(t),u^{n,\varepsilon}(t))dt + \varepsilon \text{Tr}(\sigma_n(t,u^{n,\varepsilon}(t))Q\sigma_n(t,u^{n,\varepsilon}(t)))dt \\
&\quad + 2\sqrt{\varepsilon}(\sigma_n(t,u^{n,\varepsilon}(t)),u^{n,\varepsilon}(t))dW_n(t) + \varepsilon \int_Z |g^n(u^{n,\varepsilon}(s),z)|^2N(ds,dz) \\
&\quad + 2\varepsilon \int_Z (u^{n,\varepsilon}(s),g^n(u^{n,\varepsilon}(s),z))\tilde{N}(ds,dz)
\end{align*}
$$

Using the inequality

$$
2ab \leq \delta a^2 + \frac{1}{\delta}b^2
$$
on $2(f(t), u^{n,\varepsilon}(t))$, we obtain
\[
\begin{align*}
d\|u^{n,\varepsilon}(t)\|^2 + 2\nu\|u^{n,\varepsilon}(t)\|^2 dt & \leq (\nu\|u^{n,\varepsilon}(t)\|^2 + \frac{1}{\nu}\|f(t)\|^2) dt \\
+ \varepsilon|\sigma_n(t, u^{n,\varepsilon}(t))|^2 dt & + \varepsilon \int_Z |g^n(u^{n,\varepsilon}(s-), z)|^2 N(ds, dz) \\
+ 2\sqrt{\varepsilon}|\sigma_n(t, u^{n,\varepsilon}(t)), u^{n,\varepsilon}(t))dW_n(t) & + 2\varepsilon \int_Z (u^{n,\varepsilon}(s-), g^n(u^{n,\varepsilon}(s-), z))\tilde{N}(ds, dz).
\end{align*}
\]

Define
\[\tau_N = \inf\left\{ t : |u^{n,\varepsilon}(t)|^2 + \int_0^t \|u^{n,\varepsilon}(s)\|^2 ds > N \right\}.
\]

Then integrating one can deduce
\[
\begin{align*}
|u^{n,\varepsilon}(t \land \tau_N)|^2 + \nu \int_0^{t \land \tau_N} \|u^{n,\varepsilon}(s)\|^2 ds & \leq |u(0)|^2 + \frac{1}{\nu} \int_0^{t \land \tau_N} \|f(s)\|^2 \nu ds + \int_0^{t \land \tau_N} \varepsilon|\sigma_n(s, u^{n,\varepsilon}(s))|^2 ds \\
+ \int_0^{t \land \tau_N} \varepsilon \int_Z |g^n(u^{n,\varepsilon}(s-), z)|^2 N(ds, dz) & + 2\sqrt{\varepsilon} \int_0^{t \land \tau_N} (\sigma_n(s, u^{n,\varepsilon}(s)), u^{n,\varepsilon}(s))dW_n(s) \\
+ 2 \int_0^{t \land \tau_N} \varepsilon \int_Z (u^{n,\varepsilon}(s-), g^n(u^{n,\varepsilon}(s-), z))\tilde{N}(ds, dz).
\end{align*}
\]

Hence we can write this as
\[
\begin{align*}
|u^{n,\varepsilon}(t \land \tau_N)|^2 + \nu \int_0^{t \land \tau_N} \|u^{n,\varepsilon}(s)\|^2 ds & \leq |u(0)|^2 + \frac{1}{\nu} \int_0^{t \land \tau_N} \|f(s)\|^2 \nu ds + \int_0^{t \land \tau_N} \varepsilon|\sigma_n(s, u^{n,\varepsilon}(s))|^2 ds \\
+ \int_0^{t \land \tau_N} \varepsilon \int_Z |g^n(u^{n,\varepsilon}(s-), z)|^2 \lambda(dz)ds & + 2\sqrt{\varepsilon} \int_0^{t \land \tau_N} (\sigma_n(s, u^{n,\varepsilon}(s)), u^{n,\varepsilon}(s))dW_n(s) \\
+ 2 \int_0^{t \land \tau_N} \varepsilon \int_Z |g^n(u^{n,\varepsilon}(s-), z)|^2 \tilde{N}(ds, dz) & + 2 \int_0^{t \land \tau_N} \varepsilon \int_Z (u^{n,\varepsilon}(s-), g^n(u^{n,\varepsilon}(s-), z))\tilde{N}(ds, dz).
\end{align*}
\]

Using Hölder’s inequality, one can note that if $g^n$ is strong 2-integrable w.r.t $\tilde{N}(dt, dz)$, $|g^n|^2$ is strong 1-integrable w.r.t $\tilde{N}(dt, dz)$. Hence taking expectation on both sides of (4.5), using the lemma 2.23 on $|g^n|^2$, and using the fact
that the stochastic integrals appeared in
\[ 2\sqrt{\varepsilon} \int_{0}^{t \wedge \tau_{N}} (\sigma_{n}(s, u^{n,\varepsilon}(s)), u^{n,\varepsilon}(s))dW_{n}(s) \]
and
\[ 2 \int_{0}^{t \wedge \tau_{N}} \varepsilon \int_{Z} (u^{n,\varepsilon}(s-), g^{n}(u^{n,\varepsilon}(s-), z)) \tilde{N}(ds, dz) \]
are martingales, and having zero averages, we get
\[
E \left[ |u^{n,\varepsilon}(t \wedge \tau_{N})|^{2} + \nu \int_{0}^{t \wedge \tau_{N}} \|u^{n,\varepsilon}(s)\|^{2} ds \right] \leq E|u(0)|^{2} + \frac{1}{\nu} \int_{0}^{t \wedge \tau_{N}} \|f(s)\|_{V'}^{2} ds + \varepsilon K \int_{0}^{t \wedge \tau_{N}} E \left[ \varepsilon \int_{Z} |g^{n}(u^{n,\varepsilon}(s), z)|^{2} \lambda(dz) \right] ds.
\]
Then we use the hypothesis (H.2) to obtain
\[
E \left[ |u^{n,\varepsilon}(t \wedge \tau_{N})|^{2} + \nu \int_{0}^{t \wedge \tau_{N}} \|u^{n,\varepsilon}(s)\|^{2} ds \right] \leq E|u(0)|^{2} + \frac{1}{\nu} \int_{0}^{t \wedge \tau_{N}} \|f(s)\|_{V'}^{2} ds + \varepsilon K T + \varepsilon K \int_{0}^{t \wedge \tau_{N}} E \left[ |u^{n,\varepsilon}(s)|^{2} \right] ds.
\]
So finally we obtain
\[
E \left[ |u^{n,\varepsilon}(t \wedge \tau_{N})|^{2} + \nu \int_{0}^{t \wedge \tau_{N}} \|u^{n,\varepsilon}(s)\|^{2} ds \right] \leq E|u(0)|^{2} + \frac{1}{\nu} \int_{0}^{t \wedge \tau_{N}} \|f(s)\|_{V'}^{2} ds + \varepsilon K T + \varepsilon K \int_{0}^{t \wedge \tau_{N}} E \left[ |u^{n,\varepsilon}(s)|^{2} \right] ds.
\]
In particular
\[
E \left[ |u^{n,\varepsilon}(t \wedge \tau_{N})|^{2} \right] \leq E|u(0)|^{2} + \frac{1}{\nu} \int_{0}^{t \wedge \tau_{N}} \|f(s)\|_{V'}^{2} ds + \varepsilon K T + \varepsilon K \int_{0}^{t \wedge \tau_{N}} E \left[ |u^{n,\varepsilon}(s)|^{2} \right] ds.
\]
Applying Gronwall’s Inequality, we obtain
\[
E \left[ |u^{n,\varepsilon}(t \wedge \tau_{N})|^{2} \right] \leq \varepsilon K T \left[ E|u(0)|^{2} + \frac{1}{\nu} \int_{0}^{t \wedge \tau_{N}} \|f(s)\|_{V'}^{2} ds + \varepsilon K T \right].
\]
So we get
\[
E \left[ |u^{n,\varepsilon}(t \wedge \tau_{N})|^{2} \right] + \nu \int_{0}^{t \wedge \tau_{N}} E \|u^{n,\varepsilon}(s)\|^{2} ds \leq \left( 1 + \varepsilon K T e^{\varepsilon K T} \right) \left( E|u(0)|^{2} + \frac{1}{\nu} \int_{0}^{t \wedge \tau_{N}} \|f(s)\|_{V'}^{2} ds + \varepsilon K T \right).
\]
Taking the limit as $N \to \infty$ we have the result (4.2).
To prove (4.3), we proceed in the similar way as above, but we take supremum upto time \( T \wedge \tau_N \) before taking the expectation in equation (4.4),

\[
\mathbb{E} \left[ \sup_{0 \leq t \leq T \wedge \tau_N} |u^{n, \varepsilon}(t)|^2 + \nu \int_0^{T \wedge \tau_N} \|u^{n, \varepsilon}(t)\|^2 dt \right]
\]

\[
\leq \mathbb{E}|u(0)|^2 + \frac{1}{\nu} \int_0^{T \wedge \tau_N} \|f(t)\|_V^2 dt + \varepsilon KT + \varepsilon K \mathbb{E} \int_0^{T \wedge \tau_N} \sup_{0 \leq s \leq t} |u^{n, \varepsilon}(s)|^2 dt
\]

\[
+ 2\sqrt{\varepsilon} \mathbb{E} \left[ \sup_{0 \leq t \leq T \wedge \tau_N} \left| \int_0^t (\sigma_n(s, u^{n, \varepsilon}(s)), u^{n, \varepsilon}(s)) dW_n(s) \right| \right]
\]

\[
+ 2\varepsilon \mathbb{E} \left[ \sup_{0 \leq t \leq T \wedge \tau_N} \left| \int_0^t \int_Z (u^{n, \varepsilon}(s-), g^n(u^{n, \varepsilon}(s-), z)) \tilde{N}(ds, dz) \right| \right]. \tag{4.6}
\]

Applying Burkholder-Davis-Gundy inequality, condition (H.2) and Young’s inequality to the term

\[
2\sqrt{\varepsilon} \mathbb{E} \left[ \sup_{0 \leq t \leq T \wedge \tau_N} \left| \int_0^t (\sigma_n(s, u^{n, \varepsilon}(s)), u^{n, \varepsilon}(s)) dW_n(s) \right| \right]
\]

we get,

\[
2\sqrt{2\varepsilon} \mathbb{E} \left[ \sup_{0 \leq t \leq T \wedge \tau_N} \left| \int_0^t (\sigma_n(s, u^{n, \varepsilon}(s)), u^{n, \varepsilon}(s)) dW_n(s) \right| \right]
\]

\[
\leq 2\sqrt{2\varepsilon} \mathbb{E} \left[ \int_0^{T \wedge \tau_N} |\sigma(s, u^{n, \varepsilon}(s))|^2 |u^{n, \varepsilon}(s)|^2 ds \right]^{1/2}
\]

\[
\leq 2\sqrt{2\varepsilon} K \mathbb{E} \left[ \left( \int_0^{T \wedge \tau_N} (1 + |u^{n, \varepsilon}(t)|^2) |u^{n, \varepsilon}(t)|^2 dt \right)^{1/2} \right]
\]

\[
\leq 2\sqrt{2\varepsilon} K \mathbb{E} \left[ \sup_{0 \leq t \leq T \wedge \tau_N} |u^{n, \varepsilon}(t)| \left( \int_0^{T \wedge \tau_N} (1 + |u^{n, \varepsilon}(t)|^2) dt \right)^{1/2} \right]
\]

[Young’s inequality \( ab \leq \eta a^2 + C(\eta)b^2 \) (\( \eta > 0 \))

for \( C(\eta) = \frac{1}{4\eta} \), by taking \( \eta = \frac{1}{8\sqrt{2\varepsilon}K} \), \( C(\eta) = 2\sqrt{2\varepsilon}K \)]

\[
\leq \frac{1}{4} \mathbb{E} \left( \sup_{0 \leq t \leq T \wedge \tau_N} |u^{n, \varepsilon}(t)|^2 \right) + 8\varepsilon K \mathbb{E} \int_0^{T \wedge \tau_N} |u^{n, \varepsilon}(t)|^2 dt + 8\varepsilon KT
\]

\[
\leq \frac{1}{4} \mathbb{E} \left( \sup_{0 \leq t \leq T \wedge \tau_N} |u^{n, \varepsilon}(t)|^2 \right) + 8\varepsilon K \mathbb{E} \int_0^{T \wedge \tau_N} \sup_{0 \leq s \leq t} |u^{n, \varepsilon}(s)|^2 dt + 8\varepsilon KT. \tag{4.7}
\]

Now again by applying Burkholder-Davis-Gundy inequality, condition (H.2) and Young’s inequality to the term

\[
2\varepsilon \mathbb{E} \left[ \sup_{0 \leq t \leq T \wedge \tau_N} \left| \int_0^t \int_Z (u^{n, \varepsilon}(s-), g^n(u^{n, \varepsilon}(s-), z)) \tilde{N}(ds, dz) \right| \right]
\]
we get,

\[
2\varepsilon \mathbb{E} \left[ \sup_{0 \leq t \leq T \wedge \tau_N} \left| \int_0^t \int_Z \left( u^{n,\varepsilon}(s-), g^n(u^{n,\varepsilon}(s-), z) \right) \tilde{N} (ds, dz) \right| \right]
\]

\[
\leq 2\sqrt{2} \varepsilon \mathbb{E} \left[ \int_0^{T \wedge \tau_N} \int_Z \left| \left( u^{n,\varepsilon}(s), g^n(u^{n,\varepsilon}(s), z) \right) \right|^2 \lambda (dz) ds \right]^{1/2}
\]

\[
\leq 2\sqrt{2} \varepsilon \mathbb{E} \left[ \int_0^{T \wedge \tau_N} \int_Z \left| g^n(u^{n,\varepsilon}(s), z) \right|^2 \lambda (dz) ds \right]^{1/2}
\]

\[
\leq 2\sqrt{2} \varepsilon \mathbb{E} \left[ \sup_{0 \leq t \leq T \wedge \tau_N} \left| u^{n,\varepsilon}(t) \right| \left( \int_0^{T \wedge \tau_N} \int_Z \left| g^n(u^{n,\varepsilon}(s), z) \right|^2 \lambda (dz) ds \right) \right]^{1/2}
\]

\[
\leq 2\sqrt{2} \varepsilon \mathbb{E} \left[ \sup_{0 \leq t \leq T \wedge \tau_N} \left| u^{n,\varepsilon}(t) \right| \left( \int_0^{T \wedge \tau_N} K(1 + \left| u^{n,\varepsilon}(s) \right|^2) ds \right) \right]^{1/2}
\]

[Young's inequality \( ab \leq \eta a^2 + C(\eta)b^2 \) (\( \eta > 0 \))

for \( C(\eta) = \frac{1}{4\eta} \), by taking \( \eta = \frac{1}{8\sqrt{2}\varepsilon} \), \( C(\eta) = 2\sqrt{2}\varepsilon \)]

\[
2\varepsilon \mathbb{E} \left[ \sup_{0 \leq t \leq T \wedge \tau_N} \left| \int_0^t \int_Z \left( u^{n,\varepsilon}(s-), g^n(u^{n,\varepsilon}(s-), z) \right) \tilde{N} (ds, dz) \right| \right]
\]

\[
\leq \frac{1}{4} \mathbb{E} \left[ \sup_{0 \leq t \leq T \wedge \tau_N} \left| u^{n,\varepsilon}(t) \right|^2 \right] + 8\varepsilon^2 K \mathbb{E} \int_0^{T \wedge \tau_N} \left| u^{n,\varepsilon}(t) \right|^2 dt + 8\varepsilon^2 KT
\]

\[
\leq \frac{1}{4} \mathbb{E} \left[ \sup_{0 \leq t \leq T \wedge \tau_N} \left| u^{n,\varepsilon}(t) \right|^2 \right] + 8\varepsilon^2 K \mathbb{E} \int_0^{T \wedge \tau_N} \sup_{0 \leq s \leq t} \left| u^{n,\varepsilon}(s) \right|^2 dt + 8\varepsilon^2 KT.
\]

(4.7)

Replace (4.7) and (4.8) in (4.6),

\[
\mathbb{E} \left[ \sup_{0 \leq t \leq T \wedge \tau_N} \left| u^{n,\varepsilon}(t) \right|^2 \right] + 2\nu \int_0^{T \wedge \tau_N} \mathbb{E} \left| u^{n,\varepsilon}(t) \right|^2 dt
\]

\[
\leq 2\varepsilon \mathbb{E} \left| u(0) \right|^2 + \frac{2}{\nu} \int_0^{T \wedge \tau_N} \left\| f(t) \right\|^2 dt + 2\varepsilon KT(9 + 8\varepsilon)
\]

\[
+ 2\varepsilon K(9 + 8\varepsilon) \mathbb{E} \int_0^{T \wedge \tau_N} \sup_{0 \leq s \leq t} \left| u^{n,\varepsilon}(s) \right|^2 dt.
\]

(4.9)
Note $T \wedge \tau_N \to T$ a.s. as $N \to \infty$. Thus taking the limit in the above estimate as $N \to \infty$, one can get for all $\varepsilon$

$$
\mathbb{E} \left[ \sup_{0 \leq t \leq T} |u^{n,\varepsilon}(t)|^2 \right] + 2\nu \int_0^T \mathbb{E} \|u^{n,\varepsilon}(t)\|^2 dt \\
\leq 2\mathbb{E}|u(0)|^2 + \frac{2}{\nu} \int_0^T \|f(t)\|^2_{V^\prime} dt + 2\varepsilon K T (9 + 8\varepsilon) + 2\varepsilon K (9 + 8\varepsilon) \mathbb{E} \int_0^T \sup_{0 \leq s \leq t} |u^{n,\varepsilon}(s)|^2 dt. \quad (4.10)
$$

In particular

$$
\mathbb{E} \left[ \sup_{0 \leq t \leq T} |u^{n,\varepsilon}(t)|^2 \right] \leq 2\mathbb{E}|u(0)|^2 + \frac{2}{\nu} \int_0^T \|f(t)\|^2_{V^\prime} dt + 2\varepsilon K T (9 + 8\varepsilon) + 2\varepsilon K (9 + 8\varepsilon) \mathbb{E} \int_0^T \sup_{0 \leq s \leq t} |u^{n,\varepsilon}(s)|^2 dt. \quad (4.11)
$$

Now by applying Gronwall’s Inequality, we obtain

$$
\mathbb{E} \left[ \sup_{0 \leq t \leq T} |u^{n,\varepsilon}(t)|^2 \right] \leq e^{2\varepsilon K T (9 + 8\varepsilon)} \left[ 2\mathbb{E}|u(0)|^2 + \frac{2}{\nu} \int_0^T \|f(t)\|^2_{V^\prime} dt + 2\varepsilon K T (9 + 8\varepsilon) \right]. \quad (4.12)
$$

Now using by (4.12) in (4.10) one can deduce that

$$
\mathbb{E} \left[ \sup_{0 \leq t \leq T} |u^{n,\varepsilon}(t)|^2 \right] + 2\nu \int_0^T \mathbb{E} \|u^{n,\varepsilon}(t)\|^2 dt \\
\leq \left( 1 + 2\varepsilon K T (9 + 8\varepsilon) e^{2\varepsilon K T (9 + 8\varepsilon)} \right) \\
\left( 2\mathbb{E}|u(0)|^2 + \frac{2}{\nu} \int_0^T \|f(t)\|^2_{V^\prime} dt + 2\varepsilon K T (9 + 8\varepsilon) \right). \quad (4.13)
$$

Hence, we obtain

$$
\mathbb{E} \left[ \sup_{0 \leq t \leq T} |u^{n,\varepsilon}(t)|^2 \right] + 2\nu \int_0^T \mathbb{E} \|u^{n,\varepsilon}(t)\|^2 dt \leq C \left( \mathbb{E}|u(0)|^2, \int_0^T \|f(t)\|^2_{V^\prime} dt, \nu, T \right). \quad \square
$$

**Theorem 4.2.** Let $f$ be in $L^2([0, T], H)$, $u(0)$ be $\mathcal{F}_0$ measurable, $\sigma \in C([0, T] \times V; L_Q(H_0; H))$, $g \in H^2((0, T) \times Z; H)$ and $\mathbb{E}|u(0)|^2 < \infty$. Let $u^{n,\varepsilon}$ denote the unique strong solution of the stochastic differential equation (1.1) in $\mathcal{D}([0, T], H_n)$. Then with $K$ as in condition (H.2), the following estimates hold:
For any $\delta > 0$,
\[
E|u^{n,\varepsilon}(t)|^2 e^{-\delta t} + 2\nu \int_0^T E\|u^{n,\varepsilon}(t)\|^2 e^{-\delta t} dt
\]
\[
\leq \left(1 + \varepsilon K T e^{\varepsilon K T}\right) \left(E|u(0)|^2 + \frac{1}{\delta} \int_0^T |f(t)|^2 e^{-\delta t} dt + \frac{\varepsilon K}{\delta}\right),
\]
(4.14)
and for any $\delta > 0$,
\[
E\left[\sup_{0 \leq t \leq T} |u^{n,\varepsilon}(t)|^2 e^{-\delta t}\right] + 4\nu \int_0^T E\|u^{n,\varepsilon}(t)\|^2 e^{-\delta t} dt
\]
\[
\leq C \left(E|u(0)|^2, \int_0^T |f(t)|^2 e^{-\delta t} dt, \delta, T\right).
\]
(4.15)

**Proof.** In order prove this theorem we use the same method as in the previous theorem and also use the same stopping time argument.

We consider the function $e^{-\delta t}|u^{n,\varepsilon}(t)|^2$ for $\delta > 0$ and apply the Itô Lemma to get,
\[
d \left[|u^{n,\varepsilon}(t)|^2 e^{-\delta t}\right] + 2\nu\|u^{n,\varepsilon}(t)\|^2 e^{-\delta t} dt + \delta|u^{n,\varepsilon}(t)|^2 e^{-\delta t} dt
\]
\[
= [2(f(t), u^{n,\varepsilon}(t)) + \varepsilon \text{Tr}(\sigma_n(t, u^{n,\varepsilon}(t))Q\sigma_n(t, u^{n,\varepsilon}(t)))] e^{-\delta t} dt
\]
\[
+ 2\sqrt{\varepsilon} (\sigma_n(t, u^{n,\varepsilon}(t)), u^{n,\varepsilon}(t)) e^{-\delta t} dW_n(t)
\]
\[
+ e^{-\delta t} \int_Z |g^n(u^{n,\varepsilon}(t-), z)|^2 N(dt, dz)
\]
\[
+ 2e^{-\delta t} \int_Z \varepsilon((u^{n,\varepsilon}(t-), g^n(u^{n,\varepsilon}(t-), z)) \tilde{N}(dt, dz).
\]
(4.16)

Note that
\[
2(f(t), u^{n,\varepsilon}(t)) \leq \delta|u^{n,\varepsilon}(t)|^2 + \frac{1}{\delta} |f(t)|^2.
\]

So from the above relation we get
\[
d \left[|u^{n,\varepsilon}(t)|^2 e^{-\delta t}\right] + 2\nu\|u^{n,\varepsilon}(t)\|^2 e^{-\delta t} dt
\]
\[
\leq \frac{1}{\delta} |f(t)|^2 e^{-\delta t} dt + \varepsilon \text{Tr}(\sigma_n(t, u^{n,\varepsilon}(t))Q\sigma_n(t, u^{n,\varepsilon}(t))) e^{-\delta t} dt
\]
\[
+ 2\sqrt{\varepsilon} (\sigma_n(t, u^{n,\varepsilon}(t)), u^{n,\varepsilon}(t)) e^{-\delta t} dW_n(t)
\]
\[
+ e^{-\delta t} \int_Z \varepsilon|g^n(u^{n,\varepsilon}(t-), z)|^2 N(dt, dz)
\]
\[
+ 2e^{-\delta t} \int_Z \varepsilon((u^{n,\varepsilon}(t-), g^n(u^{n,\varepsilon}(t-), z)) \tilde{N}(dt, dz).
\]
(4.17)

Hence upon writing (4.16) in the integral form, then taking expectation and proceeding as in the previous stopping time given in the proof of Theorem
4.1. one can get

\[ E|u^{n,\varepsilon}(t)|^2 e^{-\delta t} + 2\nu E \int_0^T \|u^{n,\varepsilon}(t)\|^2 e^{-\delta t} dt \]
\[ \leq E|u(0)|^2 + \frac{1}{\delta} \int_0^T |f(t)|^2 e^{-\delta t} dt + E \int_0^T \varepsilon|\sigma_n(t, u^{n,\varepsilon}(t))|^2 e^{-\delta t} dt \]
\[ + E \int_0^T e^{-\delta t} \int_Z \varepsilon|g^n(u^{n,\varepsilon}(t), z)|^2 \lambda(dz)dt. \]

Since the terms
\[ 2\sqrt{\varepsilon} \int_0^T (\sigma_n(t, u^{n,\varepsilon}(t)), u^{n,\varepsilon}(t)) e^{-\delta t} dW_n(t) \]
and
\[ 2 \int_0^T e^{-\delta t} \varepsilon \int_Z (u^{n,\varepsilon}(t-), g^n(u^{n,\varepsilon}(t-), z)) \tilde{N}(dt, dz) \]
are martingales and having zero averages. Now applying (H.2) one can obtain

\[ E|u^{n,\varepsilon}(t)|^2 e^{-\delta t} + 2\nu E \int_0^T \|u^{n,\varepsilon}(t)\|^2 e^{-\delta t} dt \]
\[ \leq E|u(0)|^2 + \frac{1}{\delta} \int_0^T |f(t)|^2 e^{-\delta t} dt + \frac{\varepsilon K}{\delta} + \varepsilon K \int_0^T E|u^{n,\varepsilon}(t)|^2 e^{-\delta t} dt. \]

(4.18)

In particular

\[ E|u^{n,\varepsilon}(t)|^2 e^{-\delta t} \]
\[ \leq E|u(0)|^2 + \frac{1}{\delta} \int_0^T |f(t)|^2 e^{-\delta t} dt + \frac{\varepsilon K}{\delta} + \varepsilon K \int_0^T E|u^{n,\varepsilon}(t)|^2 e^{-\delta t} dt. \]

Applying Gronwall’s Inequality we get,

\[ E|u^{n,\varepsilon}(t)|^2 e^{-\delta t} \leq e^{\varepsilon KT} \left[ E|u(0)|^2 + \frac{1}{\delta} \int_0^T |f(t)|^2 e^{-\delta t} dt + \frac{\varepsilon K}{\delta} \right]. \]

By using above relation in (4.18) one can deduce that

\[ E|u^{n,\varepsilon}(t)|^2 e^{-\delta t} + 2\nu \int_0^T E\|u^{n,\varepsilon}(t)\|^2 e^{-\delta t} dt \]
\[ \leq (1 + \varepsilon KT e^{\varepsilon KT}) \left( E|u(0)|^2 + \frac{1}{\delta} \int_0^T |f(t)|^2 e^{-\delta t} dt + \frac{\varepsilon K}{\delta} \right). \]

(4.19)

This proves (4.14).
Now for getting (4.15) we proceed as above and taking supremum before taking the expectation, in (4.17)

\[
\mathbb{E} \left[ \sup_{0 \leq t \leq T} |u^{n, \varepsilon}(t)|^2 e^{-\delta t} \right] + 2 \nu \int_0^T \mathbb{E} \|u^{n, \varepsilon}(t)\|^2 e^{-\delta t} dt \\
\leq \mathbb{E} |u(0)|^2 + \frac{1}{\delta} \int_0^T |f(t)|^2 e^{-\delta t} dt + \mathbb{E} \sup_{0 \leq s \leq T} \int_0^s \varepsilon |\sigma_n(t, u^{n, \varepsilon}(t))|^2 e^{-\delta t} dt \\
+ 2 \sqrt{\varepsilon} \mathbb{E} \sup_{0 \leq s \leq T} \int_0^s (\sigma_n(t, u^{n, \varepsilon}(t)), u^{n, \varepsilon}(t)) e^{-\delta t} dW_n(t) \\
+ \mathbb{E} \sup_{0 \leq s \leq T} \int_0^s e^{-\delta t} \int_Z |g^n(u^{n, \varepsilon}(t-), z)|^2 \lambda(dz) dt \\
+ 2 \mathbb{E} \sup_{0 \leq s \leq T} \int_0^s e^{-\delta t} \int_Z \varepsilon (u^{n, \varepsilon}(t-), g^n(u^{n, \varepsilon}(t-), z)) \tilde{N}(dt, dz) \\
\leq \mathbb{E} |u(0)|^2 + \frac{1}{\delta} \int_0^T |f(t)|^2 e^{-\delta t} dt + \varepsilon K \mathbb{E} \left[ \int_0^T \sup_{0 \leq s \leq t} |u^{n, \varepsilon}(s)|^2 e^{-\delta t} dt \right] + \frac{\varepsilon K}{\delta} \\
+ 2 \sqrt{\varepsilon} \mathbb{E} \sup_{0 \leq s \leq T} \left| \int_0^s (\sigma_n(t, u^{n, \varepsilon}(t)), u^{n, \varepsilon}(t)) e^{-\delta t} dW_n(t) \right| \\
+ 2 \varepsilon \mathbb{E} \sup_{0 \leq s \leq T} \left| \int_0^s e^{-\delta t} \int_Z (u^{n, \varepsilon}(t-), g^n(u^{n, \varepsilon}(t-), z)) \tilde{N}(dt, dz) \right|. \quad (4.20)
\]

Next we consider

\[
2 \sqrt{\varepsilon} \mathbb{E} \left[ \sup_{0 \leq s \leq T} \left| \int_0^s (\sigma_n(t, u^{n, \varepsilon}(t)), u^{n, \varepsilon}(t)) e^{-\delta t} dW_n(t) \right| \right]
\]
and applying Burkholder-Davis-Gundy Inequality, Young’s Inequality and condition (H.2), we get

\[
2\sqrt{\varepsilon} E \left[ \sup_{0 \leq s \leq T} \left| \int_0^s (\sigma_n(t, u^{n,\varepsilon}(t)), u^{n,\varepsilon}(t)) e^{-\delta t} dW_n(t) \right| \right] \\
\leq 2\sqrt{2\varepsilon} E \left[ \int_0^T |\sigma_n(t, u^{n,\varepsilon}(t))|^2 |u^{n,\varepsilon}(t)|^2 e^{-2\delta t} dt \right]^{1/2} \\
\leq 2\sqrt{2\varepsilon} K E \left[ \int_0^T \left( 1 + |u^{n,\varepsilon}(t)|^2 \right) |u^{n,\varepsilon}(t)|^2 e^{-2\delta t} dt \right]^{1/2} \\
\leq 2\sqrt{2\varepsilon} K E \left[ \left( \sup_{0 \leq t \leq T} |u^{n,\varepsilon}(t)| e^{-\delta t/2} \right) \left( \int_0^T \left( 1 + |u^{n,\varepsilon}(t)|^2 \right) e^{-\delta t} dt \right) \right]^{1/2} \\
\leq \frac{1}{4} E \left[ \sup_{0 \leq t \leq T} |u^{n,\varepsilon}(t)|^2 e^{-\delta t} \right] + 8\varepsilon K E \int_0^T |u^{n,\varepsilon}(t)|^2 e^{-\delta t} dt + \frac{8\varepsilon K}{\delta} \\
\leq \frac{1}{4} E \left[ \sup_{0 \leq t \leq T} |u^{n,\varepsilon}(t)|^2 e^{-\delta t} \right] + 8\varepsilon K E \int_0^T \sup_{0 \leq s \leq t} |u^{n,\varepsilon}(s)|^2 e^{-\delta t} dt + \frac{8\varepsilon K}{\delta}.
\] (4.21)

Now again applying Burkholder-Davis-Gundy Inequality, Young’s Inequality and (H.2) to the term

\[
2\varepsilon E \left[ \sup_{0 \leq s \leq T} \left| \int_0^s e^{-\delta t} \int_{\mathcal{Z}} \left( u^{n,\varepsilon}(t), g^n(u^{n,\varepsilon}(t), z) \right) \tilde{N}(dt, dz) \right| \right]
\]

we get,

\[
2\varepsilon E \left[ \sup_{0 \leq s \leq T} \left| \int_0^s e^{-\delta t} \int_{\mathcal{Z}} \left( u^{n,\varepsilon}(t), g^n(u^{n,\varepsilon}(t), z) \right) \tilde{N}(dt, dz) \right| \right] \\
\leq 2\sqrt{2\varepsilon} E \left( \int_0^T \int_{\mathcal{Z}} |\left( u^{n,\varepsilon}(t), g^n(u^{n,\varepsilon}(t), z) \right) e^{-\delta t}|^2 \lambda(dz) dt \right)^{1/2} \\
\leq 2\sqrt{2\varepsilon} E \left( \int_0^T \int_{\mathcal{Z}} |g^n(u^{n,\varepsilon}(t), z)|^2 |u^{n,\varepsilon}(t)|^2 e^{-2\delta t} \lambda(dz) dt \right)^{1/2} \\
\leq 2\sqrt{2\varepsilon} E \left( \int_0^T K \left( 1 + |u^{n,\varepsilon}(t)|^2 \right) |u^{n,\varepsilon}(t)|^2 e^{-2\delta t} \lambda(dz) dt \right)^{1/2} \\
\leq 2\sqrt{2\varepsilon} E \left[ \left( \sup_{0 \leq t \leq T} |u^{n,\varepsilon}(t)| e^{-\delta t/2} \right) \left( \int_0^T K \left( 1 + |u^{n,\varepsilon}(t)|^2 \right) e^{-\delta t} dt \right) \right]^{1/2} \\
\leq \frac{1}{4} E \left[ \sup_{0 \leq t \leq T} |u^{n,\varepsilon}(t)|^2 e^{-\delta t} \right] + 8\varepsilon^2 K E \int_0^T \sup_{0 \leq s \leq t} |u^{n,\varepsilon}(s)|^2 e^{-\delta t} dt + \frac{8\varepsilon^2 K}{\delta}.
\] (4.22)
By applying (4.21) and (4.22) in (4.20) one can deduce that
\[
\mathbb{E}\left[ \sup_{0 \leq t \leq T} |u_{n,\varepsilon}(t)|^2 e^{-\delta t} \right] + 4\nu \int_0^T \mathbb{E}\|u_{n,\varepsilon}(t)\|^2 e^{-\delta t} dt
\leq 2\mathbb{E}|u(0)|^2 + \frac{2}{\delta} \int_0^T |f(t)|^2 e^{-\delta t} dt + \frac{2\varepsilon K(9 + 8\varepsilon)}{\delta} \nonumber \\
+ 2\varepsilon K(9 + 8\varepsilon) \mathbb{E} \int_0^T \sup_{0 \leq s \leq t} |u_{n,\varepsilon}(s)|^2 e^{-\delta t} dt.
\]

(4.23)

From the above expression one can write,
\[
\mathbb{E}\left[ \sup_{0 \leq t \leq T} |u_{n,\varepsilon}(t)|^2 e^{-\delta t} \right] \leq 2\mathbb{E}|u(0)|^2 + \frac{2}{\delta} \int_0^T |f(t)|^2 e^{-\delta t} dt \\
+ \frac{2\varepsilon K(9 + 8\varepsilon)}{\delta} + 2\varepsilon K(9 + 8\varepsilon) \mathbb{E} \int_0^T \sup_{0 \leq s \leq t} |u_{n,\varepsilon}(s)|^2 e^{-\delta t} dt.
\]

Applying Gronwall’s Inequality
\[
\mathbb{E}\left[ \sup_{0 \leq t \leq T} |u_{n,\varepsilon}(t)|^2 e^{-\delta t} \right] \leq e^{2\varepsilon KT(9 + 8\varepsilon)} \left[ 2\mathbb{E}|u(0)|^2 + \frac{2}{\delta} \int_0^T |f(t)|^2 e^{-\delta t} dt + \frac{2\varepsilon K(9 + 8\varepsilon)}{\delta} \right].
\]

(4.24)

Using (4.24) in (4.23) we get
\[
\mathbb{E}\left[ \sup_{0 \leq t \leq T} |u_{n,\varepsilon}(t)|^2 e^{-\delta t} \right] + 4\nu \int_0^T \mathbb{E}\|u_{n,\varepsilon}(t)\|^2 e^{-\delta t} dt \\
\leq \left( 1 + 2\varepsilon KT(9 + 8\varepsilon) e^{2\varepsilon KT(9 + 8\varepsilon)} \right) \\
\left( 2\mathbb{E}|u(0)|^2 + \frac{2}{\delta} \int_0^T |f(t)|^2 e^{-\delta t} dt + \frac{2\varepsilon K(9 + 8\varepsilon)}{\delta} \right).
\]

(4.25)

By using the above we get the required result \((4.15)\) \(\square\)

**Definition 4.3.** (Strong Solution) A strong solution \(u^\varepsilon\) is defined on a given probability space \((\Omega, \mathcal{F}, \mathcal{F}_t, P)\) as a \(L^2(\Omega; L^\infty(0, T; H) \cap L^2(0, T; V) \cap D(0, T; H))\) valued adapted process which satisfies the stochastic GOY model
\[
du^\varepsilon + \left[ \nu Au^\varepsilon + B(u^\varepsilon, u^\varepsilon) \right] dt = f(t) dt + \sqrt{\varepsilon} \sigma(t, u^\varepsilon) dW(t) + \varepsilon \int_Z g(u^\varepsilon, z) \tilde{N}(dt, dz)
\]
\[
u u^\varepsilon(0) = u_0,
\]

in the weak sense and also the energy inequalities in Theorem \(4.1\) and Theorem \(4.2\).
Theorem 4.4. Let $u(0)$ be $F_0$ measurable and $\mathbb{E}|u_0|^2 < \infty$. Let $f \in L^2(0, T; V')$. We also assume that $0 < \varepsilon < \frac{\nu^2}{C}$ and the diffusion coefficient satisfies the conditions (H.1)-(H.3). Then there exists unique adapted process $u^\varepsilon(t, x, \omega)$ with the regularity

$$u^\varepsilon \in L^2(\Omega; D(0, T; H) \cap L^2(0, T; V))$$

satisfying the stochastic GOY model (4.26) and the a priori bounds in Theorem 4.1 and Theorem 4.2.

Proof. Part I(Existence)
Using the a priori estimate in the Theorem 4.1 and Theorem 4.2, it follows from the Banach-Alaoglu theorem that along a subsequence, the Galerkin approximations $\{u^{n, \varepsilon}\}$ have the following limits:

$$u^{n, \varepsilon} \rightarrow u^\varepsilon \quad \text{weak star in } L^2(\Omega; L^\infty(0, T; H)) \cap L^2(\Omega; L^2(0, T; V)),$$

$$F(u^{n, \varepsilon}) \rightarrow F^\varepsilon_0 \quad \text{weakly in } L^2(\Omega; L^2(0, T; V')),$$

$$\sigma_n(\cdot, u^{n, \varepsilon}) \rightarrow S^\varepsilon \quad \text{weakly in } L^2(\Omega; L^2(0, T; L_Q))$$

$$g^n(u^{n, \varepsilon}, \cdot) \rightarrow G^\varepsilon \quad \text{weakly in } \mathbb{H}_Q^2([0, T] \times Z; H). \quad (4.27)$$

The assertion of the second statement holds since $F(u^{n, \varepsilon})$ is bounded in $L^2(\Omega; L^2(0, T; V'))$. Likewise since diffusion coefficient has the linear growth property and $u^{n, \varepsilon}$ is bounded in $L^2(0, T; V)$ uniformly in $n$, the last two statements hold. Then $u^\varepsilon$ has the Itô differential

$$du^\varepsilon(t) = F^\varepsilon_0(t)dt + \sqrt{\varepsilon}S^\varepsilon(t)dW(t) + \varepsilon \int_Z G^\varepsilon(t)\tilde{N}(dt, dz)$$

weakly in $L^2(\Omega; L^2(0, T; V'))$.

Let us set,

$$r(t) := \frac{2}{\nu^2} \int_0^t \|v^\varepsilon(s)\|_1^4 ds, \quad (4.28)$$

where $v^\varepsilon(t, x, \omega)$ is any adapted process in $L^\infty(\Omega \times (0, T); H)$. Here we suppress the dependence of $\varepsilon$ in the notation of the Itô to make it easier to read. Then applying the Itô Lemma to the function $2e^{-r(t)}|u^{n, \varepsilon}(t)|^2$, one obtains

$$d \left[ e^{-r(t)}|u^{n, \varepsilon}(t)|^2 \right] = e^{-r(t)}(2F(u^{n, \varepsilon}(t)) \cdot \dot{\gamma}(t)u^{n, \varepsilon}(t), u^{n, \varepsilon}(t))dt$$

$$+ \varepsilon e^{-r(t)}|\sigma_n(t, u^{n, \varepsilon}(t))|_{L_Q}^2 dt$$

$$+ 2\sqrt{\varepsilon}e^{-r(t)}(\sigma_n(t, u^{n, \varepsilon}(t), u^{n, \varepsilon}(t))dW(t)$$

$$+ e^{-r(t)}\varepsilon \int_Z |g^n(u^{n, \varepsilon}(t-), z)|^2 N(dt, dz)$$

$$+ 2e^{-r(t)}\varepsilon \int_Z (u^{n, \varepsilon}(t-), g^n(u^{n, \varepsilon}(t-), z))\tilde{N}(dt, dz).$$
Integrating between $0 \leq t \leq T$ and taking expectation,

$$
\mathbb{E} \left[ e^{-r(T)} |u^{n,\varepsilon}(T)|^2 - |u^{n,\varepsilon}(0)|^2 \right]
\begin{align*}
&= \mathbb{E} \left[ \int_0^T e^{-r(t)} \left( 2F(u^{n,\varepsilon}(t)) - \hat{r}(t)u^{n,\varepsilon}(t), u^{n,\varepsilon}(t) \right) dt \right] \\
&\quad + \mathbb{E} \int_0^T e^{-r(t)} \varepsilon |\sigma_n(t, u^{n,\varepsilon}(t))|^2 L_Q dt \\
&\quad + 2\sqrt{\varepsilon} \mathbb{E} \int_0^T e^{-r(t)} (\sigma_n(t, u^{n,\varepsilon}(t)), u^{n,\varepsilon}(t)) dW(t) \\
&\quad + \varepsilon \int_0^T e^{-r(t)} \int_Z |g^n(u^{n,\varepsilon}(t), z)|^2 \lambda(dz) dt \\
&\quad + 2\varepsilon \int_0^T e^{-r(t)} \varepsilon \int_Z (u^{n,\varepsilon}(t), g^n(u^{n,\varepsilon}(t), z)) \tilde{N}(dt, dz).
\end{align*}
$$

But the terms

$$
2\sqrt{\varepsilon} \int_0^T e^{-r(t)} (\sigma_n(t, u^{n,\varepsilon}(t)), u^{n,\varepsilon}(t)) dW(t)
$$

and

$$
2 \int_0^T e^{-r(t)} \varepsilon \int_Z (u^{n,\varepsilon}(t), g^n(u^{n,\varepsilon}(t), z)) \tilde{N}(dt, dz)
$$

are martingales and having zero averages. Hence we get

$$
\mathbb{E} \left[ e^{-r(T)} |u^{n,\varepsilon}(T)|^2 - |u^{n,\varepsilon}(0)|^2 \right]
\begin{align*}
&= \mathbb{E} \left[ \int_0^T e^{-r(t)} \left( 2F(u^{n,\varepsilon}(t)) - \hat{r}(t)u^{n,\varepsilon}(t), u^{n,\varepsilon}(t) \right) dt \right] \\
&\quad + \mathbb{E} \int_0^T e^{-r(t)} \varepsilon |\sigma_n(t, u^{n,\varepsilon}(t))|^2 L_Q dt \\
&\quad + \varepsilon \int_0^T e^{-r(t)} \int_Z |g^n(u^{n,\varepsilon}(t), z)|^2 \lambda(dz) dt
\end{align*}
$$
Then by the lower semi-continuity property of the weak convergence,

\[
\liminf_n \mathbb{E} \left[ \int_0^T e^{-r(t)} \left( 2F(u^{n,\varepsilon}(t)) - \dot{r}(t) u^{n,\varepsilon}(t), u^{n,\varepsilon}(t) \right) dt \right. \\
+ \left. \int_0^T e^{-r(t)} \varepsilon |\sigma_n(t, u^{n,\varepsilon}(t))|^2 \|L_Q\| dt + \int_0^T e^{-r(t)} \varepsilon \int_Z |g^n(u^{n,\varepsilon}(t), z)|^2 \lambda(dz) dt \right] \\
= \liminf_n \mathbb{E} \left[ e^{-r(T)} |u^{n,\varepsilon}(T)|^2 - |u^{\varepsilon}(0)|^2 \right] \\
\geq \mathbb{E} \left[ e^{-r(T)} |u^{\varepsilon}(T)|^2 - |u^{\varepsilon}(0)|^2 \right] \\
= \mathbb{E} \left[ \int_0^T e^{-r(t)} \left( 2F_0^{\varepsilon}(t) - \dot{r}(t) u^{\varepsilon}(t), u^{\varepsilon}(t) \right) dt + \varepsilon \int_0^T e^{-r(t)} |S^{\varepsilon}|^2 \|L_Q\| dt \right. \\
+ \left. \int_0^T e^{-r(t)} \varepsilon \int_Z |G^{\varepsilon}|^2 \lambda(dz) dt \right].
\]

Hence we get

\[
\liminf_n \mathbb{E} \left[ \int_0^T e^{-r(t)} \left( 2F(u^{n,\varepsilon}(t)) - \dot{r}(t) u^{n,\varepsilon}(t), u^{n,\varepsilon}(t) \right) dt \right. \\
+ \left. \int_0^T e^{-r(t)} \varepsilon |\sigma_n(t, u^{n,\varepsilon}(t))|^2 \|L_Q\| dt + \int_0^T e^{-r(t)} \varepsilon \int_Z |g^n(u^{n,\varepsilon}(t), z)|^2 \lambda(dz) dt \right] \\
\geq \mathbb{E} \left[ \int_0^T e^{-r(t)} \left( 2F_0^{\varepsilon}(t) - \dot{r}(t) u^{\varepsilon}(t), u^{\varepsilon}(t) \right) dt + \varepsilon \int_0^T e^{-r(t)} |S^{\varepsilon}|^2 \|L_Q\| dt \right. \\
+ \left. \int_0^T e^{-r(t)} \varepsilon \int_Z |G^{\varepsilon}|^2 \lambda(dz) dt \right]. \\
(4.29)
\]

Now by monotonicity property from Lemma 3.6, 

\[
2\mathbb{E} \left[ \int_0^T e^{-r(t)} \left( F(u^{n,\varepsilon}(t)) - F(v^{\varepsilon}(t)), u^{n,\varepsilon}(t) - v^{\varepsilon}(t) \right) dt \right] \]

\[
- \mathbb{E} \left[ \int_0^T e^{-r(t)} \dot{r}(t) |u^{n,\varepsilon}(t) - v^{\varepsilon}(t)|^2 dt \right] \\
+ \mathbb{E} \left[ \int_0^T e^{-r(t)} \varepsilon |\sigma_n(t, u^{n,\varepsilon}(t)) - \sigma_n(t, v^{\varepsilon}(t))|^2 \|L_Q\| dt \right] \\
+ \mathbb{E} \left[ \int_0^T e^{-r(t)} \varepsilon \int_Z |g^n(u^{n,\varepsilon}(t), z) - g^n(v^{\varepsilon}(t), z)|^2 \lambda(dz) dt \right] \\
\leq 0.
\]
Rearranging the terms,

\[
\begin{align*}
\mathbb{E} \left[ \int_0^T e^{-r(t)} (2F(u^{n,\varepsilon}(t)) - \dot{r}(t) u^{n,\varepsilon}(t), u^{n,\varepsilon}(t)) dt ight] \\
+ \int_0^T e^{-r(t)} \varepsilon \sigma_n(t, u^{n,\varepsilon}(t))^2 \mathbb{L}_Q dt + \int_0^T e^{-r(t)} \int_Z \varepsilon |g^n(u^{n,\varepsilon}(t), z)|^2 \lambda(\varepsilon dz) dt \\
\leq \mathbb{E} \left[ \int_0^T e^{-r(t)} (2F(u^{n,\varepsilon}(t)) - \dot{r}(t)(2u^{n,\varepsilon}(t) - v^{\varepsilon}(t)), v^{\varepsilon}(t)) dt ight] \\
+ \mathbb{E} \left[ \int_0^T e^{-r(t)} (2F(v^{\varepsilon}(t)), u^{n,\varepsilon}(t) - v^{\varepsilon}(t)) dt \right] \\
+ \varepsilon \mathbb{E} \left[ \int_0^T e^{-r(t)} \left(2\sigma_n(t, u^{n,\varepsilon}(t)) - \dot{\sigma}_n(t, v^{\varepsilon}(t)), \sigma_n(t, v^{\varepsilon}(t))\right) \mathbb{L}_Q dt \right] \\
+ \varepsilon \mathbb{E} \left[ \int_0^T e^{-r(t)} \int_Z \left(2g^n(u^{n,\varepsilon}(t), z) - g^n(v^{\varepsilon}(t), z), g^n(v^{\varepsilon}(t), z)\right) \lambda(\varepsilon dz) dt \right].
\end{align*}
\]

Taking limit in \( n \), using the result from (4.29), we get

\[
\begin{align*}
\mathbb{E} \left[ \int_0^T e^{-r(t)} (2F_0^{\varepsilon}(t) - \dot{r}(t) u^{\varepsilon}(t), u^{\varepsilon}(t)) dt + \varepsilon \int_0^T e^{-r(t)} |S^{\varepsilon}|^2 \mathbb{L}_Q dt \\
+ \int_0^T e^{-r(t)} \int_Z \varepsilon |G^{\varepsilon}|^2 \lambda(\varepsilon dz) dt \\
\leq \mathbb{E} \left[ \int_0^T e^{-r(t)} (2F_0^{\varepsilon}(t) - \dot{r}(t)(2u^{\varepsilon}(t) - v^{\varepsilon}(t)), v^{\varepsilon}(t)) dt \right] \\
+ \mathbb{E} \left[ \int_0^T e^{-r(t)} (2F(v^{\varepsilon}(t)), u^{\varepsilon}(t) - v^{\varepsilon}(t)) dt \right] \\
+ \varepsilon \mathbb{E} \left[ \int_0^T e^{-r(t)} \left(2\sigma(t, u^{\varepsilon}(t)) - \dot{\sigma}(t, v^{\varepsilon}(t)), \sigma(t, v^{\varepsilon}(t))\right) \mathbb{L}_Q dt \right] \\
+ \varepsilon \mathbb{E} \left[ \int_0^T e^{-r(t)} \int_Z \left(2g(u^{\varepsilon}(t), z) - g(v^{\varepsilon}(t), z), g(v^{\varepsilon}(t), z)\right) \lambda(\varepsilon dz) dt \right].
\end{align*}
\]
Rearranging the terms, we obtain

\[
\mathbb{E} \left[ \int_0^T e^{-r(t)} (2F^\varepsilon(t) - 2F(v^\varepsilon(t)), u^\varepsilon(t) - v^\varepsilon(t)) \, dt \right] \\
+ \mathbb{E} \left[ \int_0^T e^{-r(t)} \dot{r}(t)|u^\varepsilon(t) - v^\varepsilon(t)|^2 \, dt \right] \\
+ \varepsilon \mathbb{E} \left[ \int_0^T e^{-r(t)} \|S(t) - \sigma(t, v^\varepsilon(t))\|_{L^2}^2 \, dt \right] \\
+ \varepsilon \mathbb{E} \left[ \int_0^T e^{-r(t)} \int_Z \|G(t) - g(v^\varepsilon(t), z)\|^2 \lambda(dz) \, dt \right] \\
\leq 0.
\]

Notice that for \( v^\varepsilon = u^\varepsilon \), \( S(t) = \sigma(t, u^\varepsilon(t)) \) and \( G(t) = g(u^\varepsilon(t), z) \). Take \( v^\varepsilon = u^\varepsilon - \mu w^\varepsilon \) with \( \mu > 0 \) and \( w^\varepsilon \) is an adapted process in \( L^2(\Omega; D(0, T; H) \cap L^2(0, T; V)) \). Then,

\[
\mu \mathbb{E} \left[ \int_0^T e^{-r(t)} (2F^\varepsilon(t) - 2F(u^\varepsilon - \mu w^\varepsilon)(t), w^\varepsilon(t)) \, dt + \mu \int_0^T e^{-r(t)} \dot{r}(t)|w^\varepsilon(t)|^2 \, dt \right] \\
\leq 0.
\]

Dividing by \( \mu \) on both sides of the inequality above and letting \( \mu \) go to 0, one obtains

\[
\mathbb{E} \left[ \int_0^T e^{-r(t)} (F^\varepsilon(t) - F(u^\varepsilon(t)), w^\varepsilon(t)) \, dt \right] \leq 0.
\]

Since \( w^\varepsilon \) is arbitrary, we conclude that \( F^\varepsilon(t) = F(u^\varepsilon(t)) \). Thus the existence of the strong solution of the stochastic GOY model (4.26) has been proved.

Part II (Uniqueness)

If \( v^\varepsilon \in L^2(\Omega; D(0, T; H) \cap L^2(0, T; V)) \) be another solution of the equation (4.26) then \( w^\varepsilon = u^\varepsilon - v^\varepsilon \) solves the stochastic differential equation in \( L^2(\Omega; L^2(0, T; V')) \),

\[
dw^\varepsilon(t) = (F(u^\varepsilon(t)) - F(v^\varepsilon(t)))\,dt + \sqrt{\varepsilon}(\sigma(t, u^\varepsilon(t)) - \sigma(t, v^\varepsilon(t)))dW(t) \\
+ \int_Z [g(u^\varepsilon(t), z) - g(v^\varepsilon(t), z)] \tilde{N}(dt, dz).
\]

(4.30)

We denote \( \sigma_d = \sigma(t, u^\varepsilon(t)) - \sigma(t, v^\varepsilon(t)) \) and \( g_d = g(u^\varepsilon(t), z) - g(v^\varepsilon(t), z) \).
We now apply Itô Lemma to the function $2e^{-r(t)}|w^ε(t)|^2$, we get
\[
d \left[ e^{-r(t)}|w^ε(t)|^2 \right] = \left[ -e^{-r(t)}\dot{r}(t)|w^ε(t)|^2 + 2e^{-r(t)} (F(u^ε(t)) - F'(u^ε(t)), w^ε(t)) \right. \\
+ \varepsilon e^{-r(t)} \text{Tr}(\sigma_dQ\sigma_d) dt + 2\sqrt{\varepsilon} e^{-r(t)} (\sigma_d, w^ε(t))dW(t) \\
+ e^{-r(t)} \varepsilon \int_Z |g_d|^2 N(dt, dz) + 2e^{-r(t)} \varepsilon \int_Z (w^ε(t), g_d) \tilde{N}(dt, dz).
\]

Now using the local monotonicity of the sum of the linear and nonlinear operators $A$ and $B$, e.g. equation (3.14), we obtain
\[
d \left[ e^{-r(t)}|w^ε(t)|^2 \right] + \nu \|w^ε(t)\|^2 e^{-r(t)} dt \\
\leq \varepsilon e^{-r(t)} |\sigma_d|^2 dt + 2\sqrt{\varepsilon} e^{-r(t)} (\sigma_d, w^ε(t))dW(t) \\
+ e^{-r(t)} \int_Z \varepsilon |g_d|^2 N(dt, dz) + 2e^{-r(t)} \varepsilon \int_Z (w^ε(t), g_d) \tilde{N}(dt, dz).
\]

Now integrating from $0 \leq t \leq T$ and taking the expectation on both sides and noting that $\varepsilon < \frac{\nu}{2}$, we obtain
\[
\mathbb{E} \left[ e^{-r(t)}|w^ε(t)|^2 \right] + \nu \mathbb{E} \int_0^T e^{-r(t)} \|w^ε(t)\|^2 dt \\
\leq \mathbb{E}|w(0)|^2 + \mathbb{E} \int_0^T e^{-r(t)} \varepsilon |\sigma_d|^2 dt + \mathbb{E} \int_0^T e^{-r(t)} \int_Z \varepsilon |g_d|^2 \lambda(dz) dt
\]
Using condition (H.3), one can deduce that
\[
\mathbb{E} \left[ e^{-r(t)}|w^ε(t)|^2 \right] + (\nu - \varepsilon L) \int_0^T e^{-r(t)} \|w^ε(t)\|^2 dt \leq \mathbb{E}|w(0)|^2
\]
Sine $\varepsilon < \frac{\nu}{2}$, we obtain P-a.s.
\[
\mathbb{E} \left[ e^{-r(t)}|w^ε(t)|^2 \right] \leq \mathbb{E}|w(0)|^2,
\]
which assurs the uniqueness of the strong solution. \hfill \Box

**Corollary 4.5.** The existence and uniqueness of the strong solution of the stochastic GOY model
\[
du^ε + [\nu Au^ε + B(u^ε, u^ε)]dt = f(t)dt + \sqrt{\varepsilon} \sigma(t, u^ε)dW(t) + \int_Z g(u^ε, z) \tilde{N}(dt, dz) \\
u^ε(0) = u_0,
\]
can be proved similarly for the adapted process $u^ε(t, x, \omega)$ with the regularity
\[
u^ε \in L^2(\Omega; \mathcal{D}(0, T; H) \cap L^2(0, T; V))
\]
under the hypotheses

A.1. The function \( \sigma \in C([0, T] \times V; L_Q(H_0; H)) \), and \( g \in \mathbb{H}^2_\lambda([0, T] \times Z; H) \).

A.2. For all \( t \in (0, T) \), there exists a positive constant \( K \) such that for all \( u \in H \),

\[
\varepsilon |\sigma(t, u)|^2_{L_Q} + \int_Z |g(u, z)|^2_{H} \lambda(dz) \leq K(1 + \| u \|^2).
\]

A.3. For all \( t \in (0, T) \), there exists a positive constant \( L \) such that for all \( u, v \in H \),

\[
\varepsilon |\sigma(t, u) - \sigma(t, v)|^2_{L_Q} + \int_Z |g(u, z) - g(v, z)|^2_{H} \lambda(dz) \leq L\| u - v \|^2.
\]

**Corollary 4.6.** Sabra shell model of turbulence is the other well accepted model in the literature, and the fundamental difference with the GOY model lies in the number of complex conjugation operators used in the nonlinear terms which are responsible for differences in the phase symmetries of the two models, and as a consequence, Sabra shell model exhibits shorter-ranged correlations than the GOY model (see L’vov et. al. [17]).

The equations of motion of the stochastic Sabra shell model have the following form

\[
\frac{d u_n}{dt} + \nu k_n^2 u_n + i (a k_{n+1} u_{n+2}^* u_{n+1}^* + b k_n u_{n+1} u_{n-1}^* - c k_{n-1} u_{n-1} u_{n-2}) = f_n, \quad \text{for } n = 1, 2, \ldots,
\]

along with the boundary conditions

\[
u_{-1} = u_0 = 0.
\]

One can deduce from the above equation in the continuous setting with Lévy noise as

\[
d u^\varepsilon + \left[ \nu A u^\varepsilon + B(u^\varepsilon, u^\varepsilon) \right] dt = f(t) dt + \sqrt{\varepsilon} \sigma(t, u^\varepsilon) dW(t) + \varepsilon \int_Z g(u^\varepsilon, z) \tilde{N}(dt, dz)
\]

\[
u^\varepsilon(0) = u_0,
\]

Under the hypothesis [3, 5] and under the same functional setting, the existence and uniqueness of the strong solution can be established in \( L^2(\Omega; D(0, T; H) \cap L^2(0, T; V)) \).
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