From observations to complexity of quantum states via unsupervised learning
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The vast complexity is a daunting property of generic quantum states that poses a significant challenge for theoretical treatment, especially in non-equilibrium setups. Therefore, it is vital to recognize states which are locally less complex and thus describable with (classical) effective theories. We use unsupervised learning with autoencoder neural networks to detect the local complexity of time-evolved states by determining the minimal number of parameters needed to reproduce local observations. The latter can be used as a probe of thermalization, to assign the local complexity of density matrices in open setups and for the reconstruction of underlying Hamiltonian operators. Our approach is an ideal diagnostics tool for data obtained from (noisy) quantum simulators because it requires only practically accessible local observations.

Finding a suited notion of the complexity of quantum many-body states is a key aspect of various lines of research on correlated quantum systems. Entanglement entropy has emerged as a highly relevant information-theoretic quantity in the case of pure states, that reveals universal features in exotic states of matter [1–6], in quantum many-body dynamics far from equilibrium [7, 8], and it indicates the feasibility of classical computer simulations [9–11]. Recently, it has also been measured experimentally using cold atoms and trapped ions [12, 13]. Generalizations of entanglement entropy applicable to mixed states have been proposed [14] and entanglement witnesses can detect entanglement [15], e.g., in experiments where entanglement entropy is inaccessible. An alternative perspective is that of quantum circuit complexity, which corresponds to the minimal size of a circuit to prepare the state of interest from a fiducial state [16–18].

Entanglement and circuit complexity, however, do not universally align with the physically relevant degree of complexity of many-body states. For example, although ergodic many-body systems quickly become highly entangled under unitary non-equilibrium dynamics, the late time dynamics of physically relevant local observables is described by hydrodynamic equations of motion of a few quantities [19–21]. Moreover, their eventual thermalization implies that a few thermodynamic quantities fully characterize local properties, and entanglement entropy turns into thermodynamic entropy of subsystems. Since typical initial states are weakly entangled, it is expected that in terms of “local complexity” associated with local observables, the non-equilibrium dynamics typically passes an “information barrier” at intermediate times. Such a “barrier” has been identified by considering the operator entanglement entropy evolution in closed and open quantum systems [22–26] and the envisioned time-dependence of local quantum state complexity is depicted schematically in Fig. 1.

This Letter introduces a novel approach to analyze the local complexity of quantum many-body states based on recently developed machine learning techniques. At the core, we employ deep autoencoder networks [27], which we train in an unsupervised fashion with observable expectation values, in order to obtain a dimensional reduction enabling us to assess the effective complexity of the quantum state of interest. We address different regimes of non-equilibrium dynamics of open and closed quantum systems, which are indicated in Fig. 1 by the different background shadings. The paper is structured such that we progress from (i) the infinite time limit over (ii) practically attainable steady states at late finite times, and (iii) short to intermediate times, where the “information barrier” is crossed.

![FIG. 1. Schematic picture of the “information barrier” of quantum many-body dynamics. The different shaded areas illustrate the logical structure of this paper – we address (i) infinite time steady states, (ii) practically attainable states at late but finite times, and (iii) short to intermediate times, where the “information barrier” is crossed.](image-url)
be detected with the unsupervised learning approach. Finally, we reveal an “information barrier” at intermediate times by analyzing the time-dependent local complexity in random unitary dynamics, which has in many recent works been proven to be a useful model to analyze typical features of non-equilibrium dynamics [26, 36–46]. Besides the assertion of complexity, we demonstrate how further information about effective descriptions can be extracted, e.g., to reconstruct Hamiltonians for thermal states. Being based on local observations, this approach is suited to exploit highly resolved observations of many-body quantum systems that are possible in modern quantum simulators [12, 47–53].

Autoencoder. The autoencoder [27] is an artificial neural network consisting of multiple layers. The input and output layers have the same dimension, and at least one of the additional layers between the two constitutes a “bottleneck” with a considerably smaller number of neurons, spanning the $N_L$ dimensional latent space. The part prior to the bottleneck is called encoder; the subsequent part is the decoder; see Fig. 2a. Deep learning with autoencoder neural networks has previously been explored as a tool to investigate a variety of physical problems. Examples are unsupervised discovery of physical concepts [54, 55], the identification of entangled states [56], encoding of quantum many-body states [57], or the exploration of relations to non-equilibrium statistical mechanics [58].

Here, the objective of an autoencoder is to reconstruct the input data $x$ given by local observations, despite the intermediate compression in the bottleneck. For this purpose, the reconstruction loss

$$L_{D_T}(\theta) = \frac{1}{|D_T|} \sum_{x \in D_T} (f_\theta(x) - x)^2$$

(1)

over a training data set $D_T$ is minimized by optimizing the variational parameters $\theta$ of the neural network $f_\theta$. Thereby, the encoder learns to map the input data to a suited low-dimensional latent representation, which holds the necessary information for the decoder to recover the original input $x$. Achieving a small reconstruction loss depends on the existence of such a low-dimensional representation, and too narrow bottlenecks lead to a larger loss $L_{D_T}$. Therefore, the effective dimensionality of a data set can be analyzed by varying the bottleneck width and comparing the corresponding reconstruction errors. This analysis should be conducted with validation data that was not used for training to exclude overfitting; we will call the reconstruction error (1) evaluated on the test data, the test error. Details about the network architecture and optimization are included in the Supplementary Material (SM) [59].

Training data. In the exemplary applications below we consider quantum spin-$\frac{1}{2}$ chains, with composite Hilbert spaces $H = \bigotimes_j h_i$, where $\text{dim}(h_i) = 2$ and $i$ is the lattice site index. As input for the encoder, we use data sets, where each element consists of the expectation values of all possible operator strings up to a fixed compact support $S$, i.e., $O_{\rho_l}(\alpha) = \text{Tr}[\hat{\rho}_l \hat{\sigma}^\alpha_{[S]}]$ with density matrix $\hat{\rho}_l$, $\alpha = (\alpha_1, \ldots, \alpha_{|S|}) \in \{0, x, y, z\}^{|S|}$ and $\hat{\sigma}^0,\hat{\sigma}^x,\hat{\sigma}^y,\hat{\sigma}^z$ denoting the identity and the Pauli matrices, respectively. Measuring these observables amounts to a full tomography of the reduced density matrix of the subsystem $S$. While the corresponding cost grows exponentially with subsystem size $|S|$, we show in our examples that already moderate supports $|S| = 3, 4$ are informative of the local complexity; for larger supports it might be useful to employ the recently proposed classical shadow techniques [13, 60, 61].

In our analysis, we consider families of quantum states $\hat{\rho}_\lambda$ parametrized by a potentially high-dimensional parameter $\lambda$. Individual training data elements are given by observations $\{O_{\rho_\lambda}(\alpha)|\alpha \in \{0, x, y, z\}^{|S|}\}$ for sampled parameters $\lambda$. By optimizing the reconstruction objective (1) with autoencoder networks, we gain insights about the effective local complexity of $\hat{\rho}_\lambda$ that is relevant for local observations. The complexity is quantified through

$$\text{FIG. 2. a) Schematic depiction of the neural autoencoder network. b) Test error as function of the number of latent variables $N_L$. Dashed lines are linear fits included as a guide for the eye. c) t-SNE of the latent representation of (G)GEs with different number of charges $N_C$ and $N_L = 4$. Color coding in each column is according to expectation values $\langle C_i \rangle/N$ of charges, denoted in the bottom. Parameters: $N = 12$, $h_x = 0.6 J$, $h_z = 0.$}$$
the number of latent variables required for faithful reconstruction according to Eq. (1). For this procedure it is crucial to exhaustively sample the space of states $\hat{\rho}_\lambda$ in order to avoid detecting spurious low-dimensional representations.

**Idealized steady states of closed systems and Hamiltonian reconstruction.** As a first test bed, we consider (generalized) Gibbs ensembles ((G)GEs) of the spin-1/2 quantum Ising model (QIM)

$$\hat{H} = \sum_j \left( J \hat{\sigma}_j^z \hat{\sigma}_{j+1}^z + h_x \hat{\sigma}_j^x + h_z \hat{\sigma}_j^z \right), \tag{2}$$

relevant for quantum simulators [51, 52, 62–65]. For $h_z = 0$, the QIM (2) is integrable, featuring an extensive set of mutually commuting local charges $\hat{C}_i$ (see SM [59]), one of which is the Hamiltonian [66]. Conservation laws play a crucial role in the long-time description of excited integrable/chaotic systems, Fig. 1(i), when reduced density matrices become indistinguishable from GGEs/GEs of the form [28–30]

$$\hat{\rho}_\lambda = \frac{e^{\sum_i \lambda_i \hat{C}_i}}{\text{Tr}[e^{\sum_i \lambda_i \hat{C}_i}]} \tag{3}$$

Although long-time states show volume law entanglement entropy [7, 67], local observables are (for most practical purposes) determined by a few Lagrange parameters $\lambda_i$. Our goal is to detect these simple parametrizations.

To benchmark the utility of our approach to analyze such characteristics of long-time states, Fig. 1(i), we do not perform an actual time evolution but instead generate training data from GGEs with randomly drawn Lagrange multipliers $\lambda_i \in [-2, 2]$ using exact diagonalization techniques for the QIM (2) at $h_x = 0.6J$, $h_z = 0$ with system size $N = 12$. Each sampled $\lambda$, yields a training data element with expectation values of all Pauli strings up to support $|S| = 3$, and we separate these samples into training and test sets, see SM [59]. Fig. 2b displays the test errors, Eq. (1), achieved after training for different numbers of charges $N_C$ included in the GGEs. We see that the error drops rapidly with an increasing number of latent variables $N_L$ as long as $N_L < N_C$; for $N_L \geq N_C$ the curves level off in all cases. This behavior of the test error is expected because $N_C$ is the minimal number of independent variables needed for encoding the GGE data. The change of slope becomes more distinct with larger training data sets [59].

In Fig. 2c we employ t-distributed stochastic neighbor embedding (t-SNE) [68] to visualize what the autoencoder learned to encode in its latent space. The t-SNE is a dimensional reduction technique, where the proximity of data points in the resulting low-dimensional representation is determined based on their Euclidian distance in the original space. The position of each point corresponds to the latent representation of one set of observations. The color code indicates the corresponding expectation value of the different charges. For $N_C = 1$, we find that also for a higher-dimensional latent space, $N_L > N_C$, the latent representation of observations lies on a one-dimensional manifold with energy density monotonously changing along it. When including more charges, we see that the dimensionality of the latent representation grows. For $N_C > 1$, the locations of extremal regions of the color code reveal that each charge can be associated with a different direction in the latent space. This indicates that the unsupervised learning procedure yielded an encoding directly related to the physical charges. In the SM [59], we show that the learned representation is connected to the charges through an invertible map, which is sufficient for an unambiguous encoding of the data.

Having demonstrated the possibility to identify and analyze ideal (G)GE states, we next turn to genuine late-time states, Fig. 1(ii). To add some additional structure to these states, we perform time evolution with respect to open quantum systems. As we show in the following, the local complexity of late-time states in closed and weakly open systems share many properties.

**Steady states of open systems.** Here we characterize steady states of open systems described by the Lindblad equation

$$\dot{\hat{\rho}} = i[\hat{\rho}, \hat{H}] + \epsilon \sum_{j, \gamma} \left( \hat{L}_j^{(\gamma)} \hat{\rho} \hat{L}_j^{(\gamma)\dagger} - \frac{1}{2} \left\{ \hat{L}_j^{(\gamma)\dagger}, \hat{L}_j^{(\gamma)}, \hat{\rho} \right\} \right) \tag{4}$$

with couplings to non-equilibrium baths represented by Lindblad operators $\hat{L}_j^{(\gamma)}$. The strength of the Markovian part is parametrized by $\epsilon$. In direct relation with the previous section, at a weak coupling to dissipators, $\epsilon \ll 1$, steady states for a chaotic (integrable) $\hat{H}$ can be approximated with (G)GEs, Eq. (3), which are corrected by a small $\delta \hat{p}(\epsilon)$, $\dot{\hat{\rho}} \propto \hat{\rho}_\lambda + \delta \hat{p}(\epsilon)$. For an integrable $\hat{H}$, the absence of thermalization despite weak integrability breaking sources is a non-trivial effect observed in weakly open systems [31–35].

In this context, the unsupervised learning approach enables us to address several natural questions. For the integrable $\hat{H}$, we will utilize our approach to detect how many conservation laws must be considered to reproduce local observables—a question often raised in quench protocols in closed setups. For the chaotic $\hat{H}$, we will examine the effect of noise as of relevance for quantum simulators that are never completely isolated.

The Hamiltonian $\hat{H}$ is again the QIM, Eq. (2), while the Lindblad dissipators for different data elements are randomly rotated single and two-site operators, see SM [59]. The exact form of $\hat{L}_j^{(\gamma)}$ is not important, but sufficient randomness in either the form or the relative dissipation rates is needed to have a diverse enough training set. Fig. 3 shows results for steady states obtained using time-evolving block decimation technique [69, 70] for
FIG. 3. Results obtained by training on data from steady states for setups with different strength of openness $\epsilon$, Eq. (4), for chaotic (top) and integrable (bottom) $H$. a,c) Test error as function of the number of latent variables. b) t-SNE of the latent representation for chaotic $\hat{H}$ and $\epsilon = 0.001$, $N_z = 5$. Color coding is with respect to energy density. d) t-SNE of the latent representation for integrable $\hat{H}$ and $\epsilon = 0.005$, $N_z = 5$. Color coding is with respect to (rescaled) densities of charges written in the inset. The gradient in the coloring with respect to $(5/N)(\hat{C}_0 + \hat{C}_2)$ is roughly perpendicular to the gradient of $(\hat{C}_0)/N$. For our choice of Lindblads, inversion non-symmetric $\hat{C}_{1,3}$ show much smaller expectation values, i.e., not comparable to $(\hat{C}_0)/N$ even upon rescaling with 100 and are thus not so crucial for an approximate description. Parameters: $N = 40$, $h_z = 1.152J$, $h_x = 0.974J$ (top) and $h_z = 1.362J$ (bottom).

vectorized density matrices on systems of size $N = 40$, using bond dimension $\chi = 100$. For $|S| = 4$, we plot the test error as a function of the number of latent variables for different strengths of coupling to Markovian baths $\epsilon$ and for Hamiltonians that are either integrable or non-integrable.

At a weak coupling to baths $\epsilon = 0.001$ and chaotic $\hat{H}$ the test error levels off at $N_z \approx 2$, Fig. 3a. In the SM [59], we show that the single latent variable, which already reaches high accuracy, again corresponds to the energy, confirming that Gibbs ensembles approximate density matrices. Further latent variables capture information about $\delta \hat{\rho}(\epsilon)$ corrections. We find that observables strongly and monotonously varying along the perpendicular direction of the tSNE representation are related to the features of the baths, i.e., the correlations that baths promote, see SM [59]. This could be used for the detection of noise type, as relevant for quantum error correction.

For integrable $\hat{H}$, Fig. 3c, more than one latent variable is needed even for an approximate description. The t-SNE in Fig. 3d reveals that the first two latent variables are related to linear combinations of the two most local inversion symmetric charges $\hat{C}_0 = \hat{H}$ and $\hat{C}_2$, confirming that GGEs approximately describe steady states [31–33]. Furthermore, our approach exposes that of macroscopically many conservation laws, only two are particularly relevant for an approximate description of all local observables with support up to $|S| = 4$. Further latent variables are for corrections $\delta \hat{\rho}(\epsilon)$. At stronger $\epsilon = 0.2, 1.0$, a larger number of latent variables is necessary. Hence, for our choice of Lindblad operators, there is no simple emergent description.

Random unitary evolution and information bottleneck. Finally, we study the local complexity at intermediate times, Fig. 1(iii), by analyzing states evolved by random unitary dynamics. Random unitary circuits have recently received substantial interest because they allow the analysis of typical features of non-equilibrium dynamics [26, 36–46]. We will now show that in combination with our unsupervised learning of local complexity, they provide suited grounds to explore the information barrier, appearing at intermediate times in the time evolution from simple (product) states. To detect the information barrier, a detour away from Hamiltonian dynamics is necessary, in order to add a random component to the time evolution. From the perspective of the autoencoder, states that are obtained through deterministic dynamics starting from the few-parameter family of product states have a constant complexity: the fixed unitary map can be absorbed in the encoder/decoder of the network such that a few-parameter representation is possible at all times. On the other hand, the effective reduction of complexity at late times could also be studied under Hamiltonian dynamics when considering a higher-dimensional manifold of initial states.

Our model of random unitary evolution is based on alternating application of two-site gates on even and odd
links of the spin chain. The unitary gates vary randomly from step to step, but they are homogeneous across the chain to preserve translational symmetry. Moreover, we choose the unitaries to be $U(1)$-symmetric to impose magnetization as a single conserved quantity. Building on the results of the previous sections, we anticipate that a single Lagrange multiplier associated with the magnetization conservation will locally characterize states at late times. The initial states are random translationally invariant product states. At each time step, we measure all operators with support $|S| = 3$ and train the autoencoder with different $N_L$-dimensional bottlenecks. See SM [59] for details.

Fig. 4 displays the test errors that we find as a function of time and number of latent variables. The full description of the initial product state by two Bloch angles is reflected in very small test errors when using two or more latent variables. At late times a single latent variable is sufficient for faithful reconstruction, consistent with convergence to a reduced density matrix corresponding to an ensemble fully characterized by a single Lagrange multiplier. At intermediate times, however, the reconstruction error becomes large even for rather wide bottlenecks because the generic dynamics modelled by random unitary circuits generates complex quantum states, for which no effective low-dimensional parametrization exists. In that sense, our unsupervised learning approach probes the information barrier of quantum many-body dynamics. This concept of local complexity should, on the other hand, not be mistaken for the circuit complexity, which generically grows as a function of the random circuit depth [18].

**Hamiltonian reconstruction.** When our approach reveals that data has a (near) one-dimensional latent representation (like top Fig. 2c or Fig. 3b), presumably corresponding to thermal states $\rho$, this connection can be exploited to reconstruct $H$, as we outline now for the translationally invariant case. We first single out operators $O(\boldsymbol{\alpha}) \equiv \hat{O}_{j=1}^{\alpha_j}(\boldsymbol{\alpha}) = \hat{\sigma}_1^{\alpha_1} \ldots \hat{\sigma}_{|S|}^{\alpha_{|S|}}$ for which we measure a large average gradient of $O_j(\boldsymbol{\alpha}) \equiv \text{Tr}[\hat{\rho} \hat{O}(\boldsymbol{\alpha})]$ along the effective one-dimensional latent manifold, spanned by different temperatures. These are candidate Hamiltonian terms $\hat{H} = \sum_{j, \alpha} a_{\alpha} \hat{O}_j(\boldsymbol{\alpha})$. Using Newton’s method or similar, we find coefficients $a_{\alpha}$ up to a scaling factor from the conditions $\text{Tr}[\hat{O}(\boldsymbol{\alpha}) e^{\sum_{j, \alpha} a_{\alpha} \hat{O}_j(\boldsymbol{\alpha})}] / \text{Tr}[e^{\sum_{j, \alpha} a_{\alpha} \hat{O}_j(\boldsymbol{\alpha})}] - O_j(\boldsymbol{\alpha}) = 0$. Testing this approach with the data presented in Fig. 2, $h_{\perp}/J$ is reconstructed within the accuracy of the Newton’s method. Using the data in Fig. 3b for $\epsilon = 0.001$, the relative strength of fields is obtained within 5% and 1% for $h_{\perp}/J$ and $h_{\parallel}/J$, respectively. See the SM [59] for more information on the algorithm. In contrast to other methods [71–74], our approach is unsupervised and relies only on expectation values.

**Discussion.** We have introduced an unsupervised learning approach that reveals information about the existence of effective low-dimensional descriptions of many-body quantum states. Although no domain knowledge is provided during optimization, we showed for some examples how physical information can be extracted from the trained autoencoders. In that sense, our results constitute a step towards interpretable machine learning of physics.

An alternative to our approach is the analysis of the intrinsic dimension of the data sets [68, 75–85]. In the SM [59] we include a corresponding analysis of our data as reference. While the results are consistent, the autoencoder method seems more robust, and it has the advantage to reveal further information beyond the minimal number of independent variables.

Autoencoders could be used, for example, to detect GGEs in weakly open trapped-ions setups [33]. Natural extensions of the present work could be the investigations of Floquet prethermal plateaus and of thermalization in strongly disordered many-body systems. Our method could complement the recent proposal to use supervised or confusion learning based on observations from cold atom experiments [86]. In the SM [59], we give first evidence that autoencoders can be used for noise-type recognition, relevant for quantum error correction, which opens another exciting direction. Finally, interesting questions to explore are the possibility of learning with incomplete or imperfect observations. In that regard, refinements of the deep learning model might be required, e.g., the utilization of variational autoencoders for resilience against noise [87].
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CONSERVATION LAWS OF TRANSVERSE FIELD ISING MODEL

The transverse field Ising model, a special case of the quantum Ising model (QIM) used in the main text,
\[
\hat{H} = \sum_j J \hat{\sigma}_j^x \hat{\sigma}_{j+1}^x + h_x \hat{\sigma}_j^z
\]
(1)
is an example of non-interacting integrable model. If ferromized, the fermionic mode occupations are its non-local conservation laws. One can, alternatively, construct local conservation laws of the following form [1]
\[
\hat{C}_0 = \hat{H} \\
\hat{C}_2 = \sum_j J \hat{S}_{j,j+2}^{zz} - h_x \hat{\sigma}_j^x \hat{\sigma}_{j+1}^y - h_y \hat{\sigma}_j^y \hat{\sigma}_{j+1}^x + J \hat{\sigma}_j^z \\
\hat{C}_{2k>2} = \sum_j J \hat{S}_{j,j+k+1}^{zz} - h_x \hat{\sigma}_j^y \hat{\sigma}_{j+k}^y - h_y \hat{\sigma}_j^x \hat{\sigma}_{j+k}^x + J \hat{\sigma}_j^z + J \hat{\sigma}_{j+k}^z \\
\hat{C}_{2k-1} = \sum_j \hat{S}_{j,j+k}^{yz} - \hat{S}_{j,j+k}^{zy}
\]
(2)
where $\hat{S}_{i,j}^{\alpha\beta} = \hat{\sigma}_i^\alpha \hat{\sigma}_{j+1}^\beta \ldots \hat{\sigma}_{i-1}^\beta \hat{\sigma}_j^\alpha$. Such a formulation of conservation laws is useful, because there typically exists a hierarchy of importance in the description of equilibration in integrable systems: expectation values of local observables are typically reasonably well captured by truncated generalized Gibbs ensembles that include only the most local conservation laws [2].

Also in our study of QIM in the presence of weak openness and driving, t-SNE visualization of what was learned in the latent space pointed out that the two principal directions were spanned by a linear combination of $\hat{C}_0 = \hat{H}$ and $\hat{C}_2$, i.e., the expectation values of all operators with support up to 4 were given mainly by $\langle \hat{H} \rangle$ and $\langle \hat{C}_2 \rangle$, while less local conservation laws were less crucial. While our choice of Lindblad driving, Eq. (12), was not parity symmetric, and thus $\langle \hat{C}_{2k-1} \rangle \neq 0$ and $\lambda_{2k-1} \neq 0$, the importance of $\hat{C}_1$ and $\hat{C}_3$ was clearly smaller. Coupling to baths that are by symmetry geared towards generation of currents would, on the other hand, promote the importance of $\langle \hat{C}_{2k-1} \rangle$ [3].

FROM LAGRANGE PARAMETERS TO LATENT REPRESENTATION

An ideal test bed for the discussed methods are data sets of expectation values calculated from generalized Gibbs ensembles (GGEs). These are statistical density matrices of the form
\[
\hat{\rho}_\lambda = \frac{1}{Z(\lambda)} \exp\left(\sum_{i=0}^{N_C-1} \lambda_i \hat{C}_i\right)
\]
(3)
defined by a set of $N_C$ mutually commuting conserved charges $\hat{C}_i$, $[\hat{C}_i, \hat{C}_j] = 0$ and fully characterized by $N_C$ parameters $\lambda_i$, which are called Lagrange multipliers. Lagrange multipliers of common charges have special names, for example the temperature or the chemical potential. Moreover, $Z(\lambda) = \text{Tr}[e^{\sum \lambda_i \hat{C}_i}]$ denotes the partition sum.

If the expectation values of the charges are known, the Lagrange multipliers are implicitly determined by
\[
\langle \hat{C}_i \rangle = \text{Tr}[\hat{C}_i \hat{\rho}_\lambda] \equiv F_i(\lambda)
\]
(4)
In order to obtain the Lagrange multipliers one has to solve this system of non-linear equations, i.e., find $F_i^{-1}$ such that
\[
\lambda_i = F_i^{-1}(C)
\]
(5)
where $C = (\langle \hat{C}_1 \rangle, \ldots, \langle \hat{C}_{N_C} \rangle)$.

Generally, the charges can be written as linear combination of the local operator strings,
\[
\hat{C}_i = \sum_{\alpha,j} c_{\alpha,j} \hat{O}_j(\alpha)
\]
(6)
We can expand the set of equations (4) to include all operator strings $\hat{O}(\alpha) \equiv \hat{O}_1(\alpha) = \hat{\sigma}_1^\alpha \ldots \hat{\sigma}_{|S|}^\alpha$ of a given support $|S|$, characterized with $\alpha = (\alpha_1, \ldots, \alpha_{|S|}) \in \{0, x, y, z\}^{|S|}$, yielding
\[
\langle \hat{O}(\alpha) \rangle = \text{Tr}[\hat{O}(\alpha) \hat{\rho}_\lambda] \equiv \tilde{F}_\alpha(\lambda)
\]
(7)
Therefore, using Eq. (5), we can write the inverse of Eq. (7) as
\[
\lambda_i = F_i^{-1}\left(\sum_{\alpha} c_{\alpha,i} \langle \hat{O}(\alpha) \rangle\right) \equiv \tilde{F}_i^{-1}(O)
\]
(8)
FIG. 1. The learned latent representation of a network with a bottleneck of width one as function of energy density compared to the inverse temperature of the corresponding density matrix.

Now \( O \) is a vector of all measured operators with different \( \alpha \) and corresponds to the type of data set introduced in the main text. Moreover, the self-consistency equation

\[
\langle \hat{O}_i \rangle = \tilde{F}_i (\tilde{F}_1^{-1}(O), \ldots, \tilde{F}_{N_c}^{-1}(O))
\]

(9)

resembles the structure of the bottleneck autoencoder: \( \tilde{F}_i^{-1} \) is the non-linear encoder that reduces the input data to a low-dimensional latent representation \( \lambda \), and \( \tilde{F}_i \) is the non-linear decoder that reproduces the input data from the given latent representation. In the main text, we showed that for data from GGEs the unsupervised training of bottleneck autoencoders indeed allows to identify meaningful low-dimensional representations related to the charges and Lagrange multipliers.

Here we give some additional information on this relation. First, we consider the thermal density matrices

\[
\hat{\rho}_{\lambda_0} = \frac{1}{Z(\lambda_0)} \exp \left( \lambda_0 \hat{H} \right)
\]

(10)

with \( \hat{H} \) the QIM Hamiltonian (1) at \( \hbar \omega/J = 0.6 \). As shown in the main text, Fig. 1, we compute the expectation values (7) using exact diagonalization on \( N = 12 \) sites. For this purpose we exploit translational symmetry to reduce the dimension and work in the zero momentum sector. Considering all possible operators \( \hat{O}(\alpha) \) supported on no more than \( |S| = 3 \) lattice sites, we computed the expectation values for random temperatures, drawn from the uniform distribution on the interval \( \lambda_0 \in [-2/J, 2/J] \).

Using a bottleneck network with a single latent variable, we achieve a test error \( L_{\text{test}} \approx 10^{-8} \). This indicates that a very accurate one-dimensional encoding is found, as we would expect, because the density matrix (10) is fully characterized by temperature as a single parameter. In Fig. 1 we show for our full data set the value attained by the latent variable as a function of energy. We include also the corresponding inverse temperatures. A naive expectation would be that during training the bottleneck networks learn to encode either the temperature or the energy density in the available latent variable. If temperature is encoded, the decoder would have to learn only the function \( \tilde{F}(\lambda_0) \) as in Eq. (7). If energy is encoded, the decoder would also need to include the inversion as in Eq. (5), i.e., approximate \( \tilde{F} \circ \tilde{F}^{-1} \). The result in Fig. 1, however, shows that the latent representation learned does not coincide with either of the two. And, in fact, it is sufficient to learn a latent representation \( I \) that is related to energy (or temperature) by an invertible function \( G \), because with \( E = G^{-1}(I) \) the decoder can learn \( \tilde{F} \circ \tilde{F}^{-1} \circ G^{-1} \) in order to map the latent variable \( I \) to the vector of observations \( \mathcal{O} \). In Fig. 1 we see that \( I = G(E) \) is strictly monotonic and, hence, indeed invertible.

In an open Markovian setup, such a relation exists in
the limit of weak coupling to the environment. In the main text, we consider steady states of combined unitary and Markovian dynamics
\[
\dot{\rho} = i[\hat{H}, \hat{\rho}] + \epsilon \sum_{j, \gamma} (\hat{L}^{(\gamma)}_j \hat{\rho} \hat{L}^{(\gamma)*}_j - \frac{1}{2} \{\hat{L}^{(\gamma)}_j \hat{L}^{(\gamma)*}_j, \hat{\rho}\}). \tag{11}
\]

The unitary part is given by the QIM, Eq. (1), potentially in an additional integrability breaking $z$-field, $h_z \sum_j \hat{\sigma}^z_j$.

Bulk Lindblad operators $\hat{L}^{(\gamma)}_j$ are rotated single ($\gamma = 1$) and two-site ($\gamma = 2$) operators,
\[
\hat{L}^{(1)}_j = R_z(\zeta_j') R_y(\phi_j') \frac{\hat{\sigma}^0_j + \hat{\sigma}^z_j}{2} R_y^{-1}(\phi_j') R_z^{-1}(\zeta_j'), \tag{12}
\]
\[
\hat{L}^{(2)}_j = (R_z(\zeta_j') R_y(\phi_j') \hat{S}^{-1}_{j-1} R_y^{-1}(\phi_j') R_z^{-1}(\zeta_j')) \frac{\hat{\sigma}_j^0 - \hat{\sigma}_j^z}{2}.
\]

Here, $R_{z(y)}(\zeta)$ is a rotation for $\zeta$ around the $z(y)$ spin axis and $\zeta_j', \phi_j', \phi \in [-\pi, \pi]$ are chosen randomly.

At a weak coupling to the environment, $\epsilon \ll 1$ and a chaotic $\hat{H}$, the first latent variable is still related to the energy $\text{Tr}[\hat{H}\hat{\rho}]$ by an invertible function, as seen in Fig. 2a, showing results obtained with a single latent variable network. In our setup, the first latent variable turns out to be largely related to energy also for the integrable $\hat{H}$, Fig. 2b. The fact that further latent variables, related to other charges, are needed, is revealed only by extremal values of energy and latent values, which show that the relation is nonetheless non-invertible in this case. As we pointed out in the main text, for stronger couplings $\epsilon = 0.2, 1.0$ to baths, steady states are no longer approximately described by Gibbs ensembles of form (10), thus energy plays no unique role.

### DETECTING THE STRUCTURE OF NOISE

In the main text and above we showed that in the latent representation of steady states for weakly open system with chaotic $\hat{H}$, the first latent variable is related to the energy density (or temperature). This is in agreement with the steady state $\hat{\rho}(\epsilon) \sim \hat{\rho}_\lambda + \delta \hat{\rho}(\epsilon)$ being approximated by a Gibbs ensemble $\hat{\rho}_\lambda$. However, further latent variables are needed to capture corrections $\delta \hat{\rho}(\epsilon)$. If baths have some structure, i.e., are promoting certain correlations, those correlations can be extracted from the additional latent variables.

To show this we consider chaotic QIM, weakly coupled to structured baths represented by dissipators
\[
\hat{D} = \epsilon (\gamma_1 \hat{D}^{(1)} + \gamma_2 \hat{D}^{(2)} + \gamma_3 \hat{D}^{(3)} + \gamma_4 \hat{D}^{(4)} + \hat{D}^{(5)}) \tag{13}
\]
with random rates $\gamma_1, \gamma_2, \gamma_3, \gamma_4 \in [0, 1]$ and of the form given by Lindblad operators
\[
\hat{L}^{(1)}_j = \hat{S}^+_{j-1} \hat{\sigma}^+_j, \quad \hat{L}^{(2)}_j = \hat{\sigma}^+_j \hat{S}^+_{j+1}, \tag{14}
\]
\[
\hat{L}^{(3)}_j = \hat{S}^+_{j-1} \hat{\sigma}^-_j, \quad \hat{L}^{(4)}_j = \hat{\sigma}^-_j \hat{S}^+_{j+1}, \quad \hat{L}^{(5)}_j = \hat{S}^z_j.
\]

where $\hat{S}^\pm_{j-1} = \frac{1}{2}(-\hat{\sigma}^x_j \pm i \hat{\sigma}^y_j)$ and $\hat{P}^{1/4}_{j-1} = \frac{1}{2} (\hat{\sigma}^0_j \pm \hat{\sigma}^z_j)$. It is clear that while $\hat{L}^{(5)}_j$ cause featureless dephasing, $\hat{L}^{(1-4)}_j$ enhance anti-ferromagnetic correlations in spin $x$-direction, $\langle \sigma^x_j \sigma^x_{j+1} \rangle < 0$.

Given that the latent representation provides compressed information on the steady state, we can use it to detect antiferromagnetic correlations in the data. Fig. 3 shows tSNE of the latent representation, colored by (a) the energy density and (b) correlation $\langle \sigma^z_j \sigma^z_{j+1} \rangle$. Like for the other choice of Lindblad operators, the first latent variable is related to energy, resulting in tSNE being primarily extended along this direction, Fig. 3a. As shown in Fig. 3b, the perpendicular direction is indeed spanned by the antiferromagnetic correlations $\langle \sigma^z_j \sigma^z_{j+1} \rangle < 0$, promoted by the bath. The second latent variable is thus capturing the most crucial information in $\delta \hat{\rho}(\epsilon)$, namely, the anti-ferromagnetic correlations.

As we demonstrated above, our approach has the potential to detect the form of structured noise that might be present in a quantum simulator or quantum computer, at each run with a different strength but of the same form. Knowing it could assist quantum error correction algorithms.

### RANDOM UNITARY MODEL

We consider a model of random unitary dynamics of a spin-1/2 chain with $N = 20$ sites that preserves the total magnetization. In particular, we consider random two-site unitaries that are applied alternatingly on even and odd links of the chain. This approach preserves locality of dynamics despite the randomness and it was studied extensively in previous works [4–7]. However, our model differs slightly from the conventional Haar random unitaries, because it is constructed with two constraints in
mind, namely (i) the ability to work with a small number of distinct observations and (ii) the desire to resolve to some extent the short time dynamics.

In order to be able to work with a limited number of distinct observations (i) similar to the other applications in the present work, we consider translationally invariant random unitaries, which also obey lattice inversion symmetry. This restricts our choice to unitaries corresponding to Hamiltonians of the form

$$\hat{H} = a(\hat{S}_1^x \hat{S}_2^y + \hat{S}_1^y \hat{S}_2^x) + b\hat{S}_1^x \hat{S}_2^x + c(\hat{S}_1^z + \hat{S}_2^z), \quad (15)$$

which is split into three blocks corresponding to the possible values of total magnetization of the two spins involved. For the zero magnetization block we sample random eigenvalues $\theta_1, \theta_2$ uniformly from $[-\pi, \pi]$, which translate into couplings $a = (\theta_2 - \theta_1)/2$ and $b = (\theta_1 + \theta_2)/2$. The diagonal components in the polarized sectors are $b \pm 2c$ and we sample uniformly distributed $c$ from $[-\pi/2, \pi/2]$ as the third independent random variable.

Finally, to achieve (ii), we construct the random unitary as $U(a, b, c) = e^{-i\Delta t \hat{H}}$ with $\Delta t = 0.1$. Thereby, all unitaries have a large admixture of the identity and do not fully scramble the two spin subspace within one step. In Fig. 3 the effect of this restriction is that for large numbers of latent variables the maximal test error is only reached after a few steps and not immediately after the first step. We expect that considering larger support of observables would have a similar effect, because then locality of the random unitaries could be resolved.

**TRAINING OF AUTOENCODER NETWORKS**

All results were obtained using basic feed-forward neural networks exhibiting the bottleneck structure discussed in the main text. A feed-forward neural network made up of layers corresponding to a sequence of alternating affine-linear and non-linear transformations. To obtain the activations $a_j^{(l)}$ of the $l$-th layer, the activations of the previous layer, $a_j^{(l-1)}$, are transformed as

$$a_j^{(l)} = \sigma \left( \sum_k W_{jk} a_k^{(l-1)} + b_j \right). \quad (16)$$

Here, $W_{jk}$ and $b_j$ are variational parameters and $\sigma$ is a fixed non-linear activation function.

Throughout this work we used $\sigma \equiv \tanh$ and networks with two encoder layers between input and latent space, as well as two decoder layers between latent space and output, see Fig. 1 of the main text. Each of these layers had a size of 400 neurons; convergence in network size is demonstrated exemplarily in Fig. 4a. To train the network we used the Adam optimizer [8] with learning rate $r = 5 \times 10^{-4}$ and the standard parameters $\beta_1 = 0.9, \beta_2 = 0.999, \epsilon = 10^{-8}$. We chose training batch sizes and the total number of training steps depending on the size of the training data set and convergence behavior. These values are summarized in Tab. I. The numbers of data given in this table are the total number of data used, of which 80% served as training data and 20% were used as test data. In Fig. 4b we show the effect of varying the size of the training data set exemplarily for the setting of Fig. 1 of the main text.

To avoid overfitting we adopted an “early stopping” procedure, in that we used the parameter sets that resulted in the minimal test error during optimization for our further analysis. While in many cases we observed the typical minimum in the test error at intermediate optimization steps (indicating later overfitting), we found that in cases where few variables fully describe the training data that perfect generalization is achieved and the test error is always reduced in the same way as the training error.

When comparing different sizes of the latent space, we include results obtained with zero latent variables as a reference. In that case the encoder and decoder are com-

![FIG. 4.](attachment:image.png)
pletely decoupled, meaning that the decoder receives no information about the input and the network can only learn the best constant to approximate the data, namely the mean.

INTRINSIC DIMENSION

Here we compare the autoencoder’s dimensional reduction to an alternative way of computing the intrinsic dimension $I_d$ of data [9–18], using a nearest neighbor method introduced in Ref. [16], where one calculates the distribution $f(\mu)$ of the ratio of distances to the next-nearest and nearest neighbour, $\mu = r_2(\mathbf{x})/r_1(\mathbf{x})$, of the vector $\mathbf{x}$. In our case, the vector $\mathbf{x}$ contains as entries (i) expectation values of all $N_O$ different measured operators or (ii) values of $N_L$ different latent variables. For data points that are locally uniformly distributed on an $I_d$ dimensional hypersphere, $f(\mu) = I_d \mu^{-I_d-1}$. We can determine $I_d$ by fitting $f(\mu)$ to the input data for the encoder.

Following Ref. [16], the explicit algorithm for determining the intrinsic dimension $I_d$ consists of the next steps:

1. For each vector $\mathbf{x}_j$, $j \in [1, N_{real}]$, containing as entries (i) expectation values of measured operators or (ii) values of latent neurons for $j$-th data element, find the Euclidean distance to the nearest and the next-nearest neighbour, $r_1(\mathbf{x}_j)$ and $r_2(\mathbf{x}_j)$, respectively.

2. Compute the ratio $\mu = \frac{r_2(\mathbf{x}_j)}{r_1(\mathbf{x}_j)}$ for each of $N_{real}$ different data elements.

3. Get the distribution of $\mu$, $f(\mu)$. For points that are drawn from an $I_d$ dimensional hypersphere with constant density,

$$f(\mu) = I_d \mu^{-I_d-1}$$  \hspace{1cm} (17)

For the algorithm to work, in our data, uniform distribution must be satisfied just locally, roughly on the level of nearest neighbors.

4. Calculate the cumulative distribution $P(\mu) = \sum_{\mu' < \mu} f(\mu')$ and fit $I_d$ from the linear dependence

$$\ln(1 - P(\mu)) = -I_d \ln(\mu).$$  \hspace{1cm} (18)

Fig. 5a shows dependence (18) for data set with QIM GGE expectation values that are parametrized with $N_C = 1, 2, 3$ Lagrange multipliers, implying $I_d = N_C$. $I_d$ is fitted from the slope. Solid lines correspond to the analysis done directly on expectation values of operators (autoencoder input data) using $N_{real} = 2000$ different Lagrange multipliers. Points are obtained using data in the latent space, with a prior dimensional reduction performed by the encoder and $N_{real} = 1000$.

b) Distribution (17) for $N_C = 3$ shows two distinct powers, corresponding to $I_d \approx 3$ at shorter scales ($\mu < 1.5$) and $I_d \approx 2$ at longer scales ($\mu > 2$).

TABLE I. Training parameters for the different applications.

| Setting       | Num. data | Batch size | Num. steps |
|---------------|-----------|------------|------------|
| (G)GE         | 2000      | 128        | 250000     |
| Lindblad evol.| $\sim 200$| 16         | 250000     |
| Rnd. unitary  | $\sim 1000$| 64         | 50000      |

Numbers of training data for Lindblad evolution and random unitary evolution varied slightly for the different physical parameter sets due to the compute time required for data generation.
Since the data is fully characterized by Lagrange parameters, we expect $I_d = N_C$, which is confirmed for $N_C = 1, 2$, Fig. 5a. Using Eq. (18) for $N_C = 3$, we get $I_d \approx 2.4 < 3$. The reason for this discrepancy is revealed when we look directly at the distribution $f(\mu)$, Eq. (17). Fig. 5b shows that for $N_C = 3$, $f(\mu)$ has two different slopes corresponding to $I_d \approx 3$ at shorter scales $\mu < 1.5$ and $I_d \approx 2$ at larger $\mu > 2$. In this case, Eq. (18) is not valid and should not be used. We do not have a physical interpretation of our observation, which nonetheless signals that method of Ref. [16] should be used with some caution when data has some extra structure. In these cases, analysing $f(\mu)$ is more appropriate compared to the cumulative distribution $P(\mu)$.

We conclude that $I_d$ can give a good cross-check of the dimensional reduction by autoencoders; however, this approach can be subtle and it is restricted to detecting the effective dimensionality of the data without further insights into the characteristics of the encoded information.

**HAMILTONIAN RECONSTRUCTION**

In this section we give more details on the algorithm for the reconstruction of translationally invariant Hamiltonians, which can be used under the condition that expectation values originate from (approximately) thermal states. A minimal knowledge on whether the energy is conserved is thus required. The algorithm has the following steps:

1. Check that a single parameter (related to temperature or $\langle H \rangle$ by an invertible function) to a good approximation describes all expectation values, i.e., the latent representation must be (roughly) one dimensional. This can be done by calculating the test error as a function of number of latent variables or the intrinsic dimension $I_d$.

2. Calculate the t-SNE of the latent space of a trained autoencoder.

3. Find operators $\hat{O}(\alpha) \equiv \hat{O}_{j=1}^{S}(\alpha) = \hat{\sigma}_1^{\alpha_1} \ldots \hat{\sigma}_S^{\alpha_S}$ with the largest gradient in measured expectation values $O_\rho(\alpha) = \text{Tr}[\hat{O}(\alpha)\rho]$ with respect to their position in the t-SNE. Operators are labelled by $\alpha = (\alpha_1, \ldots, \alpha_S) \in \{0, x, y, z\}^S$ and $\hat{\sigma}_j$ denoting the identity and the Pauli matrices, respectively. Gradient in $O_\rho(\alpha)$ is calculated in two ways: (a) For exactly thermal states, along the local tangential direction of the one-dimensional t-SNE, see Fig.6a. (b) For approximately thermal states, along the first component according to the principal component analysis (PCA) of the t-SNE that is not strictly one-dimensional, see Fig.6b.

4. To get a scalar, average the gradient values over all points in the latent space. Operators with largest average gradients $\partial \langle \hat{O}(\alpha) \rangle$ are candidate terms in the Hamiltonian $H = \sum_{j, \alpha} a_\alpha \hat{O}_j(\alpha)$.

5. In order to find the prefactors $a_\alpha$ and eliminate operators that are actually not in the Hamiltonian, run Newton’s method (or some other method for calculation of roots) in order to find zeros of

$$\frac{\text{Tr}[\hat{O}(\alpha)e^{\lambda_0 \sum_{j, \alpha} a_\alpha \hat{O}_j(\alpha)}]}{\text{Tr}[e^{\lambda_0 \sum_{j, \alpha} a_\alpha \hat{O}_j(\alpha)}]} - O_\rho(\alpha) = 0, \forall \alpha. \quad (19)$$

Here, $O_\rho(\alpha)$ are the measured expectation values. Thermal expectation values can be efficiently calculated using imaginary time evolution with tensor networks. We set $\lambda_0 \equiv 1$; this implies that we can determine only the relative values of coefficients in $\hat{H}$. To get the absolute values, we would need additional information, for example, from the dynamics under such a Hamiltonian.

An alternative way to fix $a_\alpha$ would be to calculate the kernel of correlation matrix proposed in Ref. [19]. With a prior knowledge of a few Hamiltonian candidate terms, kernel calculation is very efficient because the correlation matrix is very small.

6. For approximately thermal states, average $a_\alpha$ over different realizations to get a better estimate.

**FIG. 6.** a) t-SNE for exactly thermal states of integrable QIM, Eq. (1). Gradients of measured expectation values $O_\rho(\alpha)$ are calculated along the tangential direction and then averaged along the curve. b) t-SNE for nearly thermal states of non-integrable QIM, $\hat{H} = \sum_j J \hat{\sigma}_j^x \hat{\sigma}_{j+1}^x + h_x \hat{\sigma}_j^z + h_z \hat{\sigma}_j^x$, obtained at a weak coupling to baths $\epsilon = 0.001$. Gradients of $O_\rho(\alpha)$ are calculated along the principal direction of PCA, shown with an arrow. c) and d) Averaged gradients $\partial \langle \hat{O}(\alpha) \rangle$ for different operators labelled with $\alpha$ for a) and b) case, respectively. Terms from the Hamiltonian show that largest gradients, in particular if evaluated with respect to high temperature steady states as in b).
Now, we analyse the data presented in the main text (Fig.1c and Fig.2b) and previous sections. Fig. 6 shows (a,b) t-SNEs and (c,d) relative strengths of averaged gradients $\partial\langle O(\alpha) \rangle$ for data obtained from Gibbs ensembles ($N_C = 1$) of integrable QIM (left) and from steady states of weakly open ($\epsilon = 0.001$) chaotic QIM (right). In the case of exactly thermal states with $H = \sum J \hat{\sigma}_j^z \hat{\sigma}_{j+1}^z + h_z \hat{\sigma}_j^z$, operators $O(\alpha)$ with $\alpha = zz, x$ have largest $\partial\langle O(\alpha) \rangle$, Fig. 6c. This confirms that our method detects the Hamiltonian terms. However, we also get significant contribution from operators that are products of terms in $\hat{H}$, i.e., $\alpha = xx, zz$ and these are eliminated in the step 5. For weakly open case with $H = \sum J \hat{\sigma}_j^z \hat{\sigma}_{j+1}^z + h_x \hat{\sigma}_j^x + h_z \hat{\sigma}_j^z$ and pretty high-temperature steady states, only the Hamiltonian terms $\alpha = x, z, zz$ have significant values, Fig. 6d.

For exactly thermal states, the algorithm reconstructs the $\hat{H}$ up to very high precision, basically given by the quality of the Newton’s method implementation. Also for nearly thermal expectation values, obtained with a chaotic $\hat{H}$ and a weak $\epsilon = 0.001$ coupling to Lindblad baths, the relative strength of fields is reconstructed up to 5% and 1% for $h_x/J$ and $h_z/J$, respectively. This shows that Hamiltonian reconstruction would be possible also for results from slightly noisy quantum devices (NISQ) or from a condensed matter setup with inevitable coupling to phonons. At larger $\epsilon$, errors grow since steady states are further away from thermal states.
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