A New Objective Evaluation Method on Image Edge Detection
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Abstract—In the field of machine vision, image edge detection is an important technology, which can make necessary preparation for the later image processing. Consequently, accurate evaluation of the edge detection effect of the processed image is a more critical technology. In this paper, the new three criteria are proposed, which is based on Canny’s three criteria for edge detection. Through theoretical analysis, three quantitative basic evaluation indexes are given to the new three criteria, namely $SSIM$ index of image reconstruction similarity, $Bldx$ index of edge reliability and $Cldx$ index of edge continuity. Additionally, noise evaluation criteria is also considered. Then the four basic evaluation indexes are fused to get the objective evaluation index $Eldx$ of image edge detection. Finally, the experimental data show that the accuracy of the method is better than that of the subjective evaluation system.
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I. INTRODUCTION

Image edge detection is an important problem in image processing, and its results have a direct impact on the subsequent calculation. In 1965, someone proposed the edge detection operator based on spatial domain. The commonly used operators include Sobel, Robert, Canny and Prewitt. Reference [1] introduces several common algorithms, and compares their characteristics qualitatively through observation. In recent years, with the continuous development of computer and mathematics, there are a large number of detection algorithms, such as image edge detection based on multi granularity rough fuzzy set proposed by Wang Dan et al. [2]; a new fuzzy edge detection algorithm based on generalized fuzzy sets is proposed by Haitao Yu [3]. Image edge detection and location based on fourth order nonlinear interpolation is proposed by T.Hermosilla [4]. According to the idea of multi-structure and multi-scale, an edge detection method is proposed by Zheng Wang [5], which combine morphological filtering and edge detection. On the basis of Canny algorithm, an adaptive smoothing and enhancement for image processing is proposed by Kegang Wang [6].

So far, there are many new models and algorithms for image denoising and edge detection [7][8]. However, there is no quantitative numerical standard for the evaluation of edge detection results, which is often judged by the subjective evaluation method of the naked eyes [9][10][11]. Due to the subjectivity of subjective evaluation methods, even for the same test results, the evaluation results are often different in different environments and different atmospheres [12].

Therefore, a specific quantitative numerical index to evaluate the quality of the detection results is needed to be establish [13][14].

Generally speaking, for mainstream computer vision, the results of edge detection should meet the following requirements, namely, canny proposed three criteria of edge detection in 1986 [15][16][17][18].

- Edge detection accuracy.
- Edge location accuracy.
- Edge continuity.

Among them, “Edge detection accuracy” requires that the algorithm does not miss the detection of effective edges [19][20]. “Edge location accuracy” requires that the edge detected by the algorithm should be reliable and reduce the existence of false edges such as noise; [21][22] “Edge continuity” requires that the results detected by the algorithm should be as continuous as possible, so as to effectively describe the target object and prepare for the subsequent processing of computer vision [23][24][25][26].

Therefore, the above three criteria proposed by Canny are transformed into the following three criteria:

- The image restored by edge detection results should be as similar as possible to the original image.
- The edge reliability of edge detection results should be as high as possible.
- The edge continuity of edge detection results should be as strong as possible.

Each criterion is quantified. The weighted sum of the three indexes is the evaluation index of edge detection. The diagram is illustrated in Fig. 1.

This method enriches the evaluation system of image edge detection, overcomes the subjective influence of the evaluation system, and improves the practical application of image edge detection results. At present, this method has achieved relatively good results.
II. EXPERIMENTS

A. Image reconstruction similarity index based on edge detection

The image recovered from the edge detection results should be as similar as possible to the original image. Therefore, eight direction image reconstruction based on linear interpolation is needed. The implementation process is shown in Fig. 2.

Based on the principle of vision, the effect of image reconstruction is greatly affected by spatial distance. That is to say, the effect factor of edge dilation set map pixel far away from the reconstructed pixel is weak, while the effect factor of edge expansion nested map closer to the reconstructed pixel is stronger, as shown in Fig. 3. The black boxes represent the edge dilated set of pixels and the black dot represent the pixels to be reconstructed.

Because the distance between pixels detected by human vision is exponentially related to human spiritual distance. Therefore, through a large number of experiments, a formula considering the interaction between two pixels is obtained, as in

\[
w(r) = 1.0 - \frac{1.0}{(1.0 + e^{-5r})^{0.8}}. \tag{1}\]

Where, \(w(r)\) represents the degree of influence between two pixels whose spatial distance is \(r\) and its value range is [0,1].

The smaller the value is, the stronger the influence degree is and the larger the value is, the weaker the influence degree is. As \(w(r)\) is the transformation of spatial distance, it not only expresses the concept of spatial distance, but also reflects the human spiritual feeling, so it is called spiritual distance. If the pixel value of the reconstructed edge point set \(T\) is \(\{t_1, t_2, \ldots, t_k\}\) and the spiritual distance between the reconstructed edge point set and the reconstructed pixel is \(\{w_1, w_2, \ldots, w_k\}\), then the linear interpolation of image reconstruction is defined as

\[
R(i,j) = \frac{\sum_{k=1}^{n} (t_k / w_k)}{\sum_{k=1}^{n} (1 / w_k)}. \tag{2}\]

According to the above analysis, the following reconstruction algorithms are obtained:

- The edge detection image \(E\) is converted to \(ED\) by dilation operation, which is one of the basic methods of mathematical morphology;
- The coordinates of pixels with \(ED\) median value of 1 are recorded, and the recorded coordinate positions are used to extract the pixel values in the source image to obtain the edge dilated set map \(ET\);
- Taking the pixel to be reconstructed as the central position, the edge dilation set \(ET\) is searched in eight directions to obtain the reconstructed edge point set \(T\). The spatial distance \(r\) between each pixel in the point set \(T\) and the pixel to be reconstructed is calculated.
- According to (1), the spatial distance between each pixel in the point set \(T\) and the pixel to be reconstructed is calculated.
- According to (2), the gray value of the pixel to be reconstructed is calculated.

The reconstructed image can be calculated from the edge image through the above reconstruction algorithm, and the similarity between the edge image and the source image is obtained according to the image similarity index proposed by Wang et al. The similarity index between source image and reconstructed image is defined as
\[
SSIM(A,B) = \left( \frac{2\mu_A \mu_B}{\mu_A^2 + \mu_B^2} \right) \left( \frac{2\sigma_{AB}}{\sigma_A^2 + \sigma_B^2} \right)
\]

Where, \( \mu_A \) represents the gray mean value of source image; \( \mu_B \) represents the gray mean value of reconstructed image; \( \sigma_A, \sigma_B \) represents the corresponding standard deviation. \( \sigma_{AB} \) represents the covariance between the source image and the reconstructed image.

**B. Reliability index of edge detection image**

For the similarity index of image reconstruction, the better the reconstruction effect is when the more image edges are detected; and the worse the reconstruction effect is when the fewer image edges are detected. The method to increase the image edge is to lower the threshold setting in the edge detection algorithm. The result is that the similarity of reconstructed image is improved, but the quality of edge detection decreases, which is at the cost of false edges such as a lot of noise in the detected edge. Therefore, we must correct this situation and introduce the edge reliability evaluation index. For the edge of an image, the gray value on both sides must change obviously. This change can be characterized by the standard deviation in its tiny neighborhood. Noise and edge are similar in nature. In order to overcome the influence of noise, we will remove the pixels with the maximum and minimum gray value in the neighborhood, and define the standard deviation of the remaining pixels as the neighborhood standard deviation. That is, the standard deviation of pixels \( I(i,j) \) in the neighborhood is \( 3 \times 3 \) defined as

\[
\sigma_{i,j} = \sqrt{\frac{1}{3^2 - 2} \sum \left( I(x,y) - \mu_{i,j} \right)^2}
\]

Where, \( I(x,y) \) is the set of pixels whose maximum and minimum gray values are removed in the \( 3 \times 3 \) neighborhood of \( I(i,j) \); \( \mu_{i,j} \) is the median value of the set of pixels whose maximum and minimum gray values are removed in the \( 3 \times 3 \) neighborhood of \( I(i,j) \). By traversing the pixels, the neighborhood standard deviation set of each pixel in the source image \( I(m \times n) \) can be obtained as follows

\[
\sigma_{i,j}' = \left\{ \begin{array}{ll}
\sqrt{\frac{1}{3^2 - 2} \sum \left( I(x,y) - \mu_{i,j} \right)^2}
\end{array} \right. 
\]

Extract the position coordinates of the edge pixel \( E(i,j) \) in the source image, and assign the neighborhood standard deviation of the source image in these location coordinates to the neighborhood standard deviation of the edge pixel, which is recorded as

\[
\sigma_{i,j}'(E(i,j)) = 1, \quad i = 1, \cdots, m, \quad j = 1, \cdots, n.
\]

Make

\[
T_\sigma = \max(\sigma_{i,j}').
\]

The \( \sigma_{i,j}' \) is normalized to get the relative neighborhood standard deviation of edge pixels as follows

\[
\sigma_{i,j}' = \frac{\sigma_{i,j}'}{T_\sigma}.
\]

The larger the relative standard deviation of edge pixels is, the more obvious the change of gray level in the neighborhood of the pixel is, and the higher the edge reliability is. The smaller the relative standard deviation of edge pixels is, the more stable the gray level changes in the neighborhood of the pixel is, and the lower the edge reliability. For this purpose, a function is needed to be constructed, as shown in Fig. 4.
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From Fig. 4, it can be observed that the edge reliability \( b_{i,j} \) is suppressed when the relative standard deviation of edge pixels \( \sigma_{i,j}' \leq 0.5 \); the edge reliability \( b_{i,j} \) is amplified when the relative standard deviation of edge pixels \( \sigma_{i,j}' > 0.5 \). The purpose of constructing this function is that the edge reliability is sensitive to the authenticity of the image edge. The \( f \) function is denoted as

\[
b_{i,j} = f(\sigma_{i,j}') = \begin{cases} 
1 + \frac{2\sigma_{i,j}' - 1}{2}, & \sigma_{i,j}' \geq 0.5 \\
2(\sigma_{i,j}'), & \sigma_{i,j}' < 0.5
\end{cases}
\]

The edge detection image reliability index \( Bdx \) is defined as the average value of the reliability of all edge pixels

\[
Bdx = \frac{1}{\text{EdgeNum}} \sum_{E(i,j)} b_{i,j}.
\]

The bigger the reliability index of edge detection image is, the closer the edge image is to the real edge.

**C. Edge detection image continuity index**

The forms of expression of the edge are various and can not be generalized. Even for the same image, the results detected by different methods are often quite different. Some detection results are complete and continuous, while others are fragmented. For the algorithm with good detection effect, if the
image is continuous and the space distance span is large, the continuity is strong; for the algorithm with poor detection effect, the image is separated and split, and the space distance span is small, the continuity is weak. The different edge results of the same image are as Fig. 5 showed: The results show that the edge detected in figure (a) is continuous and the space span is large; the edge detected in figure (b) is continuous, but the space span is reduced; the edge detected in figure (c) is fractured; the edge detected in figure (d) is fractured and has small space span. Therefore, the continuity of edge detection image becomes weaker in turn.

Figure 5. Different edge results detected in the same image

For edge binary image $E$, assuming that the number of continuous edge segments is $m$ segment, and the $i$ segment is composed of pixel set

$$C_i = \left\{ E(x_1', y_1'), E(x_2', y_2'), \ldots, E(x_n', y_n') \right\}$$

then the spatial center $(\bar{x}_i, \bar{y}_i)$ of the edge of the segment is defined as:

$$\begin{align*}
\bar{x}_i &= \frac{1}{n_i} \sum_{k=1}^{n_i} x_k' \\
\bar{y}_i &= \frac{1}{n_i} \sum_{k=1}^{n_i} y_k'
\end{align*}$$

The distance between the edge pixel $E(x_k', y_k')$ and the $(\bar{x}_i, \bar{y}_i)$ of the space center is defined as

$$d_k' = |x_k' - \bar{x}_i| + |y_k' - \bar{y}_i|.$$  

According to the theory of visual perception, in a continuous edge segment, the contribution value of each pixel contained in the edge segment to the continuity of the whole edge segment is different, that is, the closer the pixel is to the center of the space, the smaller the contribution value is; on the contrary, the contribution value of the pixel farther away from the space center is greater. However, considering the size and scale of the image, the contribution of the pixel to the continuity of the whole edge segment should be constant after a distance $D$, otherwise the contribution value will be infinite, which will lead to numerical calculation error. Therefore, the contribution value of edge segment pixel $E(x_k', y_k')$ to the continuity of its edge segment is defined as

$$C_k' = \begin{cases} 
\frac{d_k'}{D}, & d_k' < D \\
1, & d_k' > D
\end{cases}.$$  

The threshold $D$ can be selected according to the image size and scale. $C'$ is defined as the sum of the contribution values of each edge pixel in the $i$ segment and denoted as

$$C_i' = \sum_{k=1}^{n_i} C_k'.$$

From the above analysis, it can be seen that the larger the $C'$ is, the larger the space of continuous edge crossing is when there are the same number of edge pixels; In the case of the same edge continuous space span, the larger $C'$ is, the more edge points it contains. Therefore, $C'$ not only reflects the space spans distance, but also reflects the number of edge points it contains. In order to facilitate the comparison between multiple images, $C'$ should be normalized to meet $C_{Idx}$ whose value range is $[0,1]$. The normalization method of $C'$ is to calculate the ratio of $C'$ to $\max(C')$. However, due to the different edge detection algorithms, the edge detection images are different, resulting in different $\max(C')$ and lack of data contrast. Therefore, an $S$-function reflecting edge continuity is constructed, as shown in Fig. 6.

$$SC' = S(C') = 2 \times \left( \frac{1}{1 + \exp(-C'/\alpha)} - 0.5 \right)$$

It is monotonic increase with respect to $C'$, among which, $\alpha = 2$ is the most suitable. Because $C'$ value is far less than $n \times m$ value in normal circumstances, $\alpha$ value should not be too large in order to make $SC'$ obtain good discrimination and make its value cover the range of $[0,1]$ to the maximum extent. In addition, the continuity of edge requires $SC'$ to satisfy the monotonic increase of $C'$ fundamentally, which requires that $\alpha$ should not be too small to avoid oversaturation. In order to meet the above two requirements at the same time, therefore $\alpha = 2$. Edge detection image continuity index not only reflects the number of image edge segments, but also shows the length of each edge. It is the common embodiment of all edges in edge detection image. Therefore, the continuity index of edge detection image is the weighted mean of the continuity of...
all edge pixels, namely:

\[
Cldx = \frac{\sum_{i=1}^{m} (n_i \times SC^i)}{\sum_{i=1}^{m} n_i}
\]

(17)

Where \( n_i \) is the number of pixels in the \( i \) th edge segment. It can be seen that the value range of \( Cldx \) is \([-1,1] \), and the smaller the value, the worse the continuity of edge detection image, otherwise, the better the continuity of edge detection image.

D. Evaluation index of image noise in edge detection

According to the theory of visual perception, there should be a gap between the edge detection effect of the image with noise interference and that of the image without noise interference. Therefore, the evaluation of noise should be integrated into the comprehensive index of the new objective evaluation system.

The calculation formula of noise mean square error is as follows

\[
MSE = \frac{1}{M \times N} \sum_{i=1}^{M} \sum_{j=1}^{N} [u(i, j) - u_b(i, j)]^2
\]

(18)

Where \( u(i, j) \) is the filtered image and \( u_b(i, j) \) is the original image.

The calculation formula of PSNR is as follows

\[
PSNR = 10 \log \left( \frac{255^2}{MSE} \right) (dB)
\]

(19)

In order to satisfy the PSNR value in the range of \([0,1]\), it is normalized. The normalized PSNR is the noise evaluation index \( NORM \_PSNR \) of edge detection image.

E. Comprehensive evaluation index of edge detection image

According to the above-mentioned benchmark indexes, a comprehensive evaluation index of edge image without prior knowledge is obtained:

\[
Eldx = w_s \times SSIM + w_b \times Bldx + w_c \times Cldx + w_n \times NORM \_PSNR
\]

(20)

Where, \( w_s, w_b, w_c, w_n \) are the weight coefficients of the reconstructed image similarity, edge reliability, edge continuity and noise evaluation indexes. In order to make the value range of \( Eldx \) be in the interval \([-1,1]\), then

\[
w_s + w_b + w_c + w_n = 1
\]

(21)

The larger the \( Eldx \) value, the better the effect of edge detection image and the more effective edge detection algorithm; on the contrary, the smaller the \( Eldx \), the worse the effect of edge detection image, and the less satisfactory the edge detection algorithm.

For the same image, when the detected edge pixels are relatively more, the image filtering process is not perfect, the noise evaluation index \( NORM \_PSNR \) will be significantly reduced, and the edge detection image reconstruction similarity index \( SSIM \) will be significantly increased. At the same time, due to the appearance of false edges such as noise, the edge reliability index \( Bldx \) and edge continuity index \( Cldx \) will be reduced at the same time. Therefore, in this case, the edge reliability index \( Bldx \) and edge continuity index \( Cldx \) play a major role in the comprehensive evaluation index of edge detection image, and the corresponding weight coefficient should be increased. However, the reconstruction similarity index \( SSIM \) weight coefficient should be reduced, and noise evaluation index \( NORM \_PSNR \) will appear double decreasing effect, that is, \( NORM \_PSNR \) and weight coefficient are reduced at the same time, which makes its contribution to the comprehensive evaluation index decrease rapidly.

When the number of detected edge pixels is relatively small, it shows that the image filtering process is relatively perfect, the noise evaluation index \( NORM \_PSNR \) will be significantly increased, and the similarity index \( SSIM \) of edge detection image reconstruction will be significantly decreased. These detected pixels are almost the main contour edges in the image, and the edge reliability index \( Bldx \) and edge continuity index \( Cldx \) are improved at the same time. Therefore, in this case, the image reconstruction similarity index \( SSIM \) and noise evaluation index \( NORM \_PSNR \) play a major role in the comprehensive evaluation index \( Eldx \) of edge detection image. Therefore, the weight coefficient of reconstruction similarity index \( SSIM \) should be increased, and the noise evaluation index \( NORM \_PSNR \) will have double enhancement effect, that is to say, it will increase with its weight coefficient at the same time. For edge reliability index \( Bldx \) and edge continuity index \( Cldx \), the corresponding weight coefficient will be lowered.

Therefore, \( w_s, w_b, w_c, w_n \) will be determined by the edge number \( EdgeNum \) function, namely, when \( EdgeNum \) is smaller, \( w_s, w_n \) take larger value and \( w_b, w_c \) take smaller value; when \( EdgeNum \) is larger, \( w_s, w_n \) take smaller value and \( w_b, w_c \) take larger value. Therefore, it can be defined as follows

\[
\begin{align*}
 w_s &= \frac{1}{4} \left(1 - \frac{EdgeNum}{n \times m}\right) \\
 w_b &= \frac{1}{4} \left(1 - \frac{EdgeNum}{n \times m}\right) \\
 w_c &= \frac{1}{2} \times \left[1 - (w_s + w_b)\right] \\
 w_n &= \frac{1}{2} \times \left[1 - (w_s + w_b)\right]
\end{align*}
\]

(22)
F. Experiments and comparison

By testing the Lena image with size of 512 × 512, the edge detection models are selected as follows: (a) thermal equation diffusion model, (b) P-M model, (c) catte model, (d) classic TV model, (e) generalized TV model, (f) adaptive TV model, (g) Y-K model, and (h) improved Y-K model. Add Gaussian white noise with mean value of 0 and variance of 0.001. The verification results are shown in Fig. 7.

Through the subjective evaluation method, the following conclusions are obtained:

- The thermal equation diffusion model and the generalized TV (P = 1.5) model have the worst edge detection results. The number of edge pixels is small and discontinuous, and the hair texture of Lena is seriously missing;
- In the presence of noise, the detection results of P-M model and catte model are different. It can be seen that the edge of P-M model is shaky, and the edge positioning is not accurate. At the same time, it also verifies that the P-M method is "ill conditioned", that is, little input difference will cause complete change of output;
- The classical TV model is similar to the adaptive TV model, which can not be observed by naked eyes;
- Compared with the improved Y-K model, the classical Y-K model has the "speckle effect" interference, and the number of edge pixels, hair texture, and edge continuity are also significantly lower than the improved Y-K model;

In order to verify the conclusion of the above subjective evaluation method, the new comprehensive evaluation index $E_{Idx}$ of edge detection proposed in this paper is used for verification, as shown in Table I and Fig. 9.

The comprehensive evaluation index of edge detection clearly shows the conclusion obtained by subjective evaluation method.

- The comprehensive evaluation index $E_{Idx}$ of thermal diffusion model and generalized TV (P = 1.5) model is the worst among all the models;
- In the presence of noise, the effect of P-M model and catte model on edge detection is lower than that of catte model. It is verified that the P-M method is "ill conditioned", that is, a small change in the input will lead to a complete change in the output;
- The results show that the adaptive TV model is better than the classical TV model in the case that the detection effect of the classical TV model and the adaptive TV model can not be observed by naked eyes, and the comprehensive evaluation index $E_{Idx}$ can accurately show that the adaptive TV model is better than the classic TV model, which proves that the adaptive TV model is an effective improvement of the classic TV model;
- Compared with the traditional Y-K model and the improved Y-K model, the improved Y-K model is higher than the classical Y-K model in the comprehensive evaluation index $E_{Idx}$ of edge detection;

For comparison, the original Lena test image without pollution is used for verification, and the results are shown in Fig. 8.

Figure 7. Edge detection results of Lena images with eight models (noise interference)

(a) thermal equation model (b) P-M model
(c) catte mode (d) classic TV model
(e) generalized TV model (f) adaptive TV model
(g) Y-K model (h) improved Y-K model
TABLE I. COMPARISON OF OBJECTIVE EVALUATION INDEXES OF LENA IMAGES WITH EIGHT DETECTION MODELS (WITH NOISE INTERFERENCE)

| Image          | Evaluation index | Method                          |
|----------------|------------------|---------------------------------|
|                | Evaluation index | Thermal diffusion model | P-M | Catte | Classical TV | Generalized TV (P=1.5) | Adaptive TV | Classical Y-K | Improved Y-K |
| Pollution      | SSIM             | 0.8301                        | 0.9431 | 0.9424 | 0.8770   | 0.4671   | 0.8797       | 0.8681   | 0.9156     |
|                | BIdx             | 0.1746                        | 0.1416 | 0.1517 | 0.2041   | 0.3134   | 0.2073       | 0.1653   | 0.1467     |
|                | Clpx             | 0.8201                        | 0.9609 | 0.9602 | 0.9267   | 0.6296   | 0.9264       | 0.9460   | 0.9555     |
|                | NORM_PSNR        | 0.7561                        | 0.8100 | 0.8106 | 0.8008   | 0.6581   | 0.7994       | 0.9060   | 0.7679     |
|                | Edix             | 0.4998                        | 0.6802 | 0.6913 | 0.6732   | 0.4933   | 0.6798       | 0.6911   | 0.6993     |

(a) thermal diffusion model  (b) P-M model  (c) catte mode  (d) classic TV model  (g) Y-K model  (h) improved Y-K model

Figure 8. Edge detection results of Lena images with eight models (without noise interference)

Through the observation of subjective evaluation method, the following conclusions can be obtained:

- The thermal diffusion model and the generalized TV (P = 1.5) model have the worst edge detection results. The number of edge pixels is small and discontinuous, and the hair texture of Lena is seriously missing;
- There is no difference between P-M model and catte model. Because the P-M method has "ill conditioned" characteristics, the small change of input can completely cause the output. However, because there is no noise interference in this experiment, the Lena images of two groups of inputs are identical. Therefore the edge detection effect of the two models should be the same;
- The classical TV model is similar to the adaptive TV model, which can not be observed by naked eyes;

Compared with the classical Y-K model and the improved Y-K model, the improved Y-K model is superior to the classical Y-K model in terms of the number of edge pixels, hair texture and edge continuity;

In order to verify the conclusion of the above subjective evaluation method, the comprehensive evaluation index of edge detection proposed in this paper is used again for verification, as shown in Table II and Fig. 9.

TABLE II. COMPARISON OF OBJECTIVE EVALUATION INDEXES OF LENA IMAGES WITH EIGHT DETECTION MODELS (WITHOUT NOISE INTERFERENCE)

| Image          | Evaluation index | Method                          |
|----------------|------------------|---------------------------------|
|                | Evaluation index | Thermal diffusion model | P-M | Catte | Classical TV | Generalized TV (P=1.5) | Adaptive TV | Classical Y-K | Improved Y-K |
| Non-pollution  | SSIM             | 0.8245                        | 0.8998 | 0.8998 | 0.8345 | 0.4290 | 0.8348       | 0.8163 | 0.9035     |
|                | BIdx             | 0.1917                        | 0.1597 | 0.1597 | 0.2165 | 0.3580 | 0.2163       | 0.1777 | 0.1552     |
|                | Clpx             | 0.8099                        | 0.9421 | 0.9421 | 0.8858 | 0.5471 | 0.8933       | 0.9082 | 0.9502     |
|                | NORM_PSNR        | 0.7601                        | 0.8299 | 0.8299 | 0.8082 | 0.6593 | 0.8059       | 0.9333 | 0.7762     |
|                | Edix             | 0.5024                        | 0.6945 | 0.6945 | 0.6792 | 0.4978 | 0.6806       | 0.6963 | 0.7003     |
The comprehensive evaluation index $Eldx$ of edge detection clearly shows the conclusion obtained by subjective evaluation method again.

- The comprehensive evaluation index $Eldx$ of thermal diffusion model and generalized TV ($P=1.5$) model is the worst among all the models;
- The P-M model and the catte model are the same in similarity index $SSIM$, edge reliability index $BIdx$, edge continuity index $ClIdx$ and noise evaluation index $NORM_{PSNR}$, namely, $Eldx$ is the same;
- The evaluation index $Eldx$ of classical TV model and adaptive TV model can accurately show that the adaptive TV model is better than the classic TV model, which proves that the adaptive TV model is an effective improvement of the classic TV model;
- Compared with the traditional Y-K model and the improved Y-K model, the improved Y-K model is much higher than the classical Y-K model in the comprehensive evaluation index $Eldx$ of edge detection;

Through Fig. 9, it can also be found that the comprehensive evaluation index of edge detection reflects the objective fact in the presence and absence of noise interference. That is, in the same detection model, the edge detection effect with noise interference is lower than that without noise interference. It shows that the new comprehensive index of edge detection reflects the objective facts, which is true and effective.

III. Results and Discussion

At present, the evaluation of image edge detection results is still based on subjective evaluation system and methods with prior knowledge. For the subjective evaluation system, due to the differences of environment, psychology and individual, the evaluation results are very uncertain. For the evaluation method with prior knowledge as the premise, the prior knowledge of image edge is usually obtained by hand drawing, so there is a great non-universality.

On the basis of summarizing the above evaluation methods, this paper puts forward four basic requirements for the evaluation of image edge detection results:

- The image restored by edge detection results should be as similar as possible to the original image;
- The edge reliability of edge detection results should be as strong as possible;
- The edge continuity of edge detection results should be as large as possible;
- The filtered image should be as close as possible to the original non-polluted image. The smaller the image distortion is, the better the edge extraction effect is.

Next, each point is given numerical evaluation indexes, which are similarity index $SSIM$ of edge detection image reconstruction, reliability index $BIdx$ of edge detection image, continuity index $ClIdx$ of edge detection image and noise evaluation index $NORM_{PSNR}$ of edge detection image. The weight coefficients of the four indexes are obtained by the function of the number of edge pixels. Finally, the objective evaluation index $Eldx$ of edge detection image is obtained by the weighted sum of the weight coefficient and the benchmark evaluation index. This method can effectively provide an effective numerical basis for the evaluation of image edge detection results, and reduce the uncertainty and non-universality of traditional evaluation methods.

However, for the edge detection of texture image and high noise image, the objective evaluation index is still insufficient. At present, this method can not effectively and accurately identify the texture and noise in the image. This situation will interfere with the objective comprehensive evaluation index $Eldx$. This will be the next step of the research.
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