A SIMPLE PROOF OF DVORETZKY-TYPE THEOREM FOR HAUSDORFF DIMENSION IN DOUBLING SPACES

MANOR MENDEL

Abstract. The ultrametric skeleton theorem [Mendel, Naor 2013] implies, among other things, the following nonlinear Dvoretzky-type theorem for Hausdorff dimension: For any $0 < \beta < \alpha$, any compact metric space $X$ of Hausdorff dimension $\alpha$ contains a subset which is biLipschitz equivalent to an ultrametric and has Hausdorff dimension at least $\beta$. In this note we present a simple proof of the ultrametric skeleton theorem in doubling spaces using Bartal’s Ramsey decompositions [Bartal 2021]. The same general approach is also used to answer a question of Zindulka [Zindulka 2020] about the existence of “nearly ultrametric” subsets of compact spaces having full Hausdorff dimension.

1. Introduction

An ultrametric space is a metric space $(U, \rho)$ satisfying the strengthened triangle inequality $\rho(x, y) \leq \max\{\rho(x, z), \rho(y, z)\}$ for all $x, y, z \in U$. Saying that $(X, d)$ embeds (biLipschitzly) with distortion $D \in [1, \infty)$ into an ultrametric space means that there exists an ultrametric $\rho$ on $X$ satisfying $d(x, y) \leq \rho(x, y) \leq D d(x, y)$ for all $x, y \in X$. The ultrametric distortion of $X$ is the infimum over $D$ for which $X$ embeds in an ultrametric with distortion at most $D$. Given a metric space $(X, d)$, a point $x \in X$ and a radius $r \in [0, \infty)$, the corresponding closed ball is denoted $B(x, r) = B_d(x, r) = \{y \in X : d(y, x) \leq r\}$, and the corresponding open ball is denoted $B^o_d(x, r) = \{y \in X : d(y, x) < r\}$.

Theorem 1. For every $\varepsilon \in (0, 1)$ there exists $C_\varepsilon \in (0, \infty)$ with the following property. Let $(X, d)$ be a compact metric space and let $\mu$ be a Borel probability measure on $X$. Then there exists a closed subset $U \subseteq X$ satisfying:

- The ultrametric distortion of $U$ is $O(1/\varepsilon)$.
- There exists a Borel probability measure $\nu$ supported on $U$ satisfying
  \[ \nu(B_d(x, r)) \leq (\mu(B_d(x, C_\varepsilon r)))^{1-\varepsilon}, \]
  for all $x \in X$ and $r \in [0, \infty)$.

The above theorem, termed the ultrametric skeleton theorem in [10], has its roots in Dvoretzky-type theorems for finite metric spaces. It has applications for algorithms, data-structures, probability, geometric measure theory, and descriptive set theory. See [11, 10, 5, 3], as well as [13, §8 & §9], for more details. One of its corollaries is the following Dvoretzky-type theorem for Hausdorff dimension.

Corollary 2 ([11]). For every $\delta \in (0, 1)$, every compact metric space $X$ has a closed subset $U \subseteq X$ having Hausdorff dimension $\dim_H(U) \geq (1 - \delta) \dim_H(X)$ whose ultrametric distortion is at most $C/\delta$, for some universal constant $C > 0$.

As observed in [11], the trade-off between the Hausdorff dimension and the ultrametric distortion of $U$ in Corollary 2 is asymptotically tight.
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1.1. **A simple proof in doubling spaces.** The proof of Theorem 1 is involved. The main purpose of this paper is to present a simple proof of a special case of Theorem 1 when $X$ is a doubling space, using only a top-down argument on distances. A metric space $(X,d)$ is called $\lambda$-doubling if any bounded subset $Z \subseteq X$ can be covered by at most $\lambda$ subsets of diameter at most $\frac{\text{diam}(Z)}{2}$. It is called doubling if it is $\lambda$-doubling for some $\lambda \in \mathbb{N}$.

**Theorem 3.** Let $(X,d)$ be a $\lambda$-doubling compact metric space, and let $\mu$ be a Borel probability measure on $X$. Then for every $t \in \mathbb{N}$ there exists a closed subset $U \subseteq X$ satisfying:

- The ultrametric distortion of $U$ is at most $8t$.
- There exists a Borel probability measure $\nu$ supported on $U$ satisfying
  \[ \nu(B_d(x,r)) \leq \lambda^{2/t} \mu(B_d(x,(16t+1)r))^{1-1/t}, \]  
  for all $x \in X$ and $r \in [0,\infty)$.

Using Theorem 3 we obtain a simple proof of Corollary 2 in doubling spaces. Both are proved in Section 2.

Comparing Theorem 3 to Theorem 1, we see that (2) is a qualitatively weaker bound than (1) because the doubling constant appears as a multiplicative factor in the upper bound on $\nu$. However, the bound in [11, 10] on the balls’ blow-up parameter — $C_\varepsilon$ in (1) — is only $C_\varepsilon = e^{O(1/\varepsilon^2)}$, while the corresponding parameter in (2) is $O(1/\varepsilon)$. Thus, the new proof raises the question of a possible improvement to Theorem 1:

**Conjecture 4.** Theorem 1 is also true with $C_\varepsilon = O(1/\varepsilon)$.

In Section 4 we show that a variant of the proof of Theorem 3 can be used to reprove a result of Zindulka [15], analogous to Corollary 2, about the existence of full dimensional subsets of compact metric spaces that are $\beta$-H"older embedded in ultrametrics, for any $\beta < 1$. The new proof has the advantage of using a weaker doubling condition, solving an open problem from [15].

A more advanced version of the proof of Theorem 3 has been recently used in a follow-up paper [9] to obtain a stronger form of the ultrametric skeleton theorem: In addition to the upper bound (2) on $\nu$ in terms of $\mu$, it also has a lower bound on $\nu$ in terms of $\mu$. That theorem is used to prove a Dvoretzky-type theorem similar to Corollary 2 in which both $X$ and $U$ are also Ahlfors regular.

1.2. **Bartal’s Ramsey decomposition.** For given subsets $P,Q \subseteq X$ of a metric space $(X,d)$, we denote by $d(P,Q) = \inf \{d(x,y) : x \in P, y \in Q\}$, the lower distance between them. For $x \in X$ we also denote $d(x,Q) = d(\{x\},Q)$. At the heart of the proof of Theorem 3 is the following elegant lemma of Bartal [3].

**Lemma 5** (Bartal’s Ramsey decomposition lemma [3]). Let $(X,d)$ be a compact metric space and let $\mu$ be a finite Borel measure on $X$. For any closed subset $Z \subseteq X$, $\text{diam}(Z) > 0$, and integer $t \in \{2,3,\ldots\}$, there exist disjoint closed subsets $P,Q \subseteq Z$ that satisfy $d(P,Q) \geq \frac{\text{diam}(Z)}{8t}$, $\text{diam}(Z \setminus Q) \leq \frac{\text{diam}(Z)}{2}$, and

\[ \mu(P) \cdot \mu^*(Z)^{1/t} \geq \mu(Z \setminus Q) \cdot \mu^*(Z \setminus Q)^{1/t}. \]  

In particular,

\[ \frac{\mu(P)}{\mu^*(P)^{1/t}} + \frac{\mu(Q)}{\mu^*(Q)^{1/t}} \geq \frac{\mu(Z)}{\mu^*(Z)^{1/t}}. \]  

Here we use the convention $0/0 = 0$, and $\mu^*$ is defined as

\[ \mu^*(A) = \sup_{a \in A} \mu(B(a,\text{diam}(A)/4) \cap A). \]
Lemma 5 is stated slightly differently in [3] and only for finite spaces. For completeness, we prove it in Appendix A. Informally, Theorem 3 is deduced from Lemma 5 as follows. Lemma 5 is applied iteratively, obtaining a hierarchy of decompositions that defines an ultrametric on a subset $U \subseteq X$, with the following property: Consider a cover of an ultrametric ball $B \subseteq U$ by ultrametric balls $B_1, B_2, \ldots, B_m \subseteq U$. Those ultrametric balls correspond to subsets $Q$ and $P_1, P_2, \ldots, P_m$ in the hierarchy of decompositions (respectively). A recursive application of (4) gives

$$\sum_i \frac{\mu(P_i)}{\mu^*(P_i)^{1/t}} \geq \frac{\mu(Q)}{\mu^*(Q)^{1/t}}.$$ 

Associate with each ultrametric ball $B$ the value $\xi(B) = \mu(Q)/\mu^*(Q)^{1/t}$ (recall that $Q \subseteq X$ is the subset corresponding to $B$). The above inequality means that $\xi$ is sub-additive on the balls of the ultrametric, and hence a “sub-measure”. In doubling spaces one can relate $\mu \asymp \mu^*$, and therefore $\xi(B) \asymp \mu^{1-1/t}(Q)$. Using an argument from [10], the sub-measure $\xi$ can be transformed into an actual measure $\nu$ on $T$ which is dominated by $\mu^{1-1/t}$ on balls of the metric $d$.

Bartal’s Ramsey decomposition lemma and its variants found many applications in metric Ramsey theory. See [3] for a survey of these applications. This paper adds another one, though it is still unclear whether Bartal’s lemma, or some variant thereof, can be used to prove Theorem 1 (or Conjecture 4).

2. Proof of Theorem 3

The approximate ultrametric subset extracted in Theorem 3 has a natural hierarchical structure that we represent using a binary tree as follows.

**Definition 6 (Binary trees).** Let $\{0,1\}^{<\omega}$ be the set of finite binary sequences, and let $|\cdot| : \{0,1\}^{<\omega} \to \mathbb{N}$ be the length of sequences. Let $\preceq$ be the partial order of extension over $\{0,1\}^{<\omega}$, i.e., for $u,v \in \{0,1\}^{<\omega}$ $u \preceq v$ if $|u| \leq |v|$, and $u_i = v_i$ for every $i \in \{1,\ldots,|u|\}$. For $u \in \{0,1\}^k$, we denote $u\bowtie 0, u\bowtie 1 \in \{0,1\}^{k+1}$ the unique elements in $\{0,1\}^{k+1}$ for which $u \preceq u\bowtie 0$, and $u \preceq u\bowtie 1$.

A (rooted, full, possibly infinite) binary tree $T \subseteq \{0,1\}^{<\omega}$ is a non-empty subset satisfying:
- For every $u \preceq v \in T$, we have $u \in T$;
- $u\bowtie 0 \in T$ if and only if $u\bowtie 1 \in T$.

The elements of $T$ are called vertices. The vertex $\varnothing \in \{0,1\}^{<\omega}$ must be in every binary tree and is called the root. For $a \in \{0,1\}$, if $u \in T$ is a vertex of $T$ and $u\bowtie a \in T$ is also a vertex of $T$ then $u\bowtie a$ is called a child of $u$ (in $T$). A vertex $u \in T$ without children in $T$ is called a leaf (in $T$).

A subset $b \subseteq T$ of a binary tree is called a branch in $T$ if $b$ is a binary tree in which every vertex has at most one child in $b$, and if this child is a leaf in $b$ then it is also a leaf in $T$. The set of branches is called the boundary of $T$ and is denoted $\partial_T(\varnothing)$. More generally for a vertex $u \in T$, the boundary of $u$ is defined as $\partial_T(u) = \{b \in \partial_T(\varnothing) : b \mid |u| = u\}$.

The least common ancestor of a pair of distinct branches $b, c \in \partial_T(\varnothing)$, denoted $u = b \land c \in T$, is the unique vertex such that $u_i = b_i = c_i$, for $i \in \{0,\ldots,|u|\}$, and $b_{|u|+1} \neq c_{|u|+1}$. The least common ancestor of two vertices is defined similarly.

**Lemma 7.** Let $T$ be a binary tree. Let $\Delta : T \to [0,\infty)$ be labels on the vertices of $T$ that are monotone, i.e., $\Delta(v) \leq \Delta(u)$ for every $u \preceq v \in T$, $\Delta(v) = 0$ if and only if $v$ is a leaf, and for every branch $b \in \partial_T(\varnothing)$, $\inf_{v \in b} \Delta(v) = 0$. Define a distance $\rho$ on $x,y \in \partial_T(\varnothing)$ as follows: $\rho(x,y) = \Delta(x \land y)$. Then $(\partial_T(\varnothing), \rho)$ is a compact ultrametric. Furthermore, $\mathcal{O}_T = \{\partial_T(v) : v = \varnothing \lor \exists u < v, (\Delta(v) < \Delta(u))\}$ is the set of open balls in $(\partial_T, \rho)$, and the set of closed balls in $(\partial_T, \rho)$ with positive radii.

Lemma 7 is straightforward to prove and folklore. Versions of it can be found, e.g., in [10, §2]. For completeness, we provide a proof in Appendix A.
Lemma 8. Let \((X,d,\mu)\) be compact metric measure space whose doubling constant is \(\lambda \in \mathbb{N}\). Then, for any Borel set \(A \subseteq X\),

\[
\mu^*(A) \leq \mu(A) \leq \lambda^2 \mu^*(A),
\]

where \(\mu^*\) is defined in (5).

Proof. Let \(\Delta = \text{diam}_d(A)\). By the doubling condition there exists \(\lambda^2\) subsets \(A_1, \ldots, A_{\lambda^2} \subseteq A\), each of diameter at most \(\Delta/4\) that covers \(A\). Let \(x_i \in A_i\) be chosen arbitrarily. Since \(B(x_i, \Delta/4) \cap A \supseteq A_i\), The collection of sets \(\{B(x_i, \Delta/4) \cap A\}_{i=1,\ldots,\lambda^2}\) covers \(A\), and therefore at least one of them satisfies \(\mu(B(x_i, \Delta/4) \cap A) \geq \mu(A)/\lambda^2\). Since the supremum in (5) ranges over all those sets, we conclude that \(\mu^*(A) \geq \mu(A)/\lambda^2\).

In the other direction, \(\mu^*(A) = \sup_{a \in A} \mu(B(a, \text{diam}(A)/4) \cap A) \leq \sup_{a \in A} \mu(A) = \mu(A)\).

\(\square\)

Lemma 9. Fix a compact \(\lambda\)-doubling metric space \((X,d)\), a Borel probability measure \(\mu\) on \(X\), and \(t \in \{2,3,4,\ldots\}\). Then there exists a binary tree \(T\), \(\Delta : T \to [0,\infty)\) with the following properties. Associated with every \(u \in T\) is a “cluster” \(C_u \subseteq X\) satisfying:

- \((A)\) \(C_{\emptyset} = X\).
- \((B)\) \(C_u\) is a closed subset for every \(u \in T\).
- \((C)\) \(C_v \subseteq C_u\) for every \(u \preceq v \in T\).
- \((D)\) \(\Delta(u) = \text{diam}_d(C_u)\) for every \(u \in T\).
- \((E)\) If \(u,v \in T\), \(u \preceq v \not\in \{u,v\}\), then \(d(C_u, C_v) \geq \Delta(u \wedge v)/(8t)\).
- \((F)\) For every branch \(b \in \partial_T(\emptyset), \bigcap_{v \in b} C_v\) is a singleton.

By item (F), we can define a mapping \(\iota : \partial_T(\emptyset) \to X\), by the set-equation \(\{\iota(b)\} = \bigcap_{v \in b} C_v\). Then \(\iota(\partial_T(u)) \subseteq C_u\) for every \(u \in T\).

(H) The mapping \(\iota\) is injective.

Defining \(U = \iota(\partial_T(\emptyset)) \subseteq X\), and a distance \(\rho(x,y) = \Delta(\iota^{-1}(x) \wedge \iota^{-1}(y))\) for \(x,y \in U\), then:

- \((I)\) \((U, \rho)\) is a compact ultrametric and \(d(x,y) \leq \rho(x,y) \leq 8t \cdot d(x,y)\).

Lastly, there exists a function \(\xi : T \to [0,\infty)\) satisfying:

- \((J)\) \(\xi\) is sub-additive: for every non-leaf vertex \(u \in T\), \(\xi(u) \leq \xi(u\wedge 0) + \xi(u\wedge 1)\).
- \((K)\) For every \(u \in T\),

\[
\mu^{1-1/t}(C_u) \leq \xi(u) \leq \lambda^{2/t} \mu^{1-1/t}(C_u). \tag{7}
\]

Proof. The tree \(T\) and the clusters associated with it are defined recursively. The cluster associated with \(\emptyset \in T\) is \(C_{\emptyset} = X\), which satisfies item (A). Assume that a vertex \(u \in T\) and the associated cluster \(C_u\) were defined. If \(C_u\) is a singleton then \(u\) will remain without children, i.e., a leaf.

Assume next that \(C_u\) is not a singleton. By application of Lemma 5 on \(Z = C_u\) we have \(P, Q \subseteq C_u\) satisfying Lemma 5. Define \(C_u\wedge 0 = P\) and \(C_u\wedge 1 = Q\). This, in particular, satisfies items (B), and (C). Define \(\Delta(u) = \text{diam}_d(C_u)\) which satisfies item (D).

Item (E). Suppose \(u,v \in T\) such that \(u \wedge v \not\in \{u,v\}\) (i.e., \(u \not\preceq v\) and \(v \not\preceq u\)). Let \(w = u \wedge v\). Assume, without loss of generality that \(w\wedge 0 \preceq u\) and \(w\wedge 1 \preceq v\). By Lemma 5,

\[
d(C_u, C_v) \geq d(C_w\wedge 0, C_w\wedge 1) \geq \Delta(u \wedge v)/(8t),
\]

which proves item (E).

Item (F). First assume that the branch \(b\) is finite. In this case \(b \in T\) is a leaf, and \(\bigcap_{v \in b} C_v = C_b\) which is a singleton by the construction above. Next assume that \(b\) is infinite. Denote \(v_i = b \uparrow i\). By the above construction, all vertices in \(b\) have two children, so let \(v_i\) be the “other child” of \(v_i\), i.e., the child of \(v_i\) such that \(v_i \neq v_{i+1}\). \((\Delta(v_i))\) is a positive, non-increasing sequence. Assume towards a contradiction that \(\lim_{i \to \infty} \Delta(v_i) > 0\). That is, there exists \(\varepsilon > 0\) such that \(\Delta(v_i) \geq \varepsilon\) for every \(i \in \mathbb{N}\). Observe that for \(i < j\), \(u_i \wedge u_j = v_i\). Therefore, for every \(i \neq j\),

\[
d(C_u, C_v) \geq \Delta(v_{\min\{i,j\}})/(8t) \geq \varepsilon/(8t),
\]

which contradicts the construction above.
which contradicts the compactness of $X$. Hence, $\lim_{i \to \infty} \text{diam}_d(C_{v_i}) = \lim_{i \to \infty} \Delta(v_i) = 0$. By Cantor’s intersection theorem, $\bigcap_{v \in \mathcal{T}} C_v$ is a singleton.

Item (G) is an immediate corollary of the definition of $t$ and Item (F). By Item (E), different branches are mapped to different points of $X$ by $t$, so Item (H) holds.

Item (I). It follows from Lemma 7 that $(U, \rho)$ is a compact ultrametric. Fix $x, y \in U$, and denote $w = t^{-1}(x) \cap t^{-1}(y)$. Since $x, y \in C_w$, $d(x, y) \leq \text{diam}_d(C_w) = \rho(x, y)$. On the other hand, since $x \in C_{w-0}$ while $y \in C_{w-1}$ (or vice-versa),

$$d(x, y) \geq d(C_{w-0}, C_{w-1}) \geq \Delta(x \wedge y)/(8t) = \rho(x, y)/(8t).$$

This proves Item (I).

Define $\xi : \mathcal{T} \to [0, \infty)$ as

$$\xi(u) = \frac{\mu(C_u)}{\mu^*(C_u)^{1/t}}.$$ 

By inequality (4) of Lemma 5, $\xi$ is sub-additive on $\mathcal{T}$, i.e., $\xi(u) \leq \xi(u^0) + \xi(u^1)$ for every non-leaf vertex $u \in \mathcal{T}$. This proves Item (J). Lastly, Inequality (7) (Item (K)) follows directly from (6).

\begin{proof}[Proof of Theorem 3] The case $t = 1$ is trivial, so we assume from here on that $t \in \{2, 3, 4, \ldots\}$. Apply Lemma 9 on the metric space $(X, d)$, and the Borel probability measure $\mu$. We will define the measure $\nu$ supported on $U$ and check that it satisfies the properties asserted by the theorem.

First, define $\nu : \{\nu(\partial_T(v))\}_{v \in \mathcal{T}} \to [0, 1]$ recursively on $\mathcal{T}$ as follows. Define $\nu(U) = 1$, and note that $\nu(\partial_T(\emptyset)) = 1 = \mu(X)^{1-1/t} \leq \xi(\emptyset)$. Assume now that $\nu(\partial_T(u))$ was defined, and define

$$\nu(\delta_T(u^0)) = \frac{\xi(u^0)}{\xi(u^0) + \xi(u^1)} \cdot \nu(\partial_T(u)), \quad \nu(\delta_T(u^1)) = \frac{\xi(u^1)}{\xi(u^0) + \xi(u^1)} \cdot \nu(\partial_T(u)).$$

From the inductive hypothesis and the sub-additivity of $\xi$,

$$\nu(\delta_T(u^0)) \leq \xi(u^0) \cdot \frac{\xi(u)}{\xi(u^0) + \xi(u^1)} \leq \xi(u^0),$$

and in similar fashion $\nu(\delta_T(u^1)) \leq \xi(u^0)$. Furthermore, $\nu$ is additive on $\{\nu(\partial_T(v))\}_{v \in \mathcal{T}}$.

Recall that a (set theoretic) semi-ring in $X$ is a collection of subsets $\mathcal{S} \subseteq 2^X$ satisfying (i) $\emptyset \in \mathcal{S}$; (ii) if $A, B \in \mathcal{S}$ then $A \cap B \in \mathcal{S}$; (iii) if $A, B \in \mathcal{S}$ then there exist $n \geq 0$ and $A_1, \ldots, A_n \in \mathcal{S}$ pairwise disjoint such that $A \cap B = \bigcup_{i=1}^n A_i$. By Lemma 7, $\{\emptyset\} \cup \{\partial_T(v)\}_{v \in \mathcal{T}}$ is a semi-ring consisting of all the open balls in $(U, \rho)$, and $\nu$ is a pre-measure on that semi-ring. By Carathéodory extension theorem (see [6, Theorem 1.53]), $\nu$ can be extended to a measure on the $\sigma$-algebra generated by $\{\partial_T(v)\}_{v \in \mathcal{T}}$, which is the $\sigma$-algebra of Borel sets of $(U, \rho)$. Since the metrics $d|_U$ and $\rho$ are topologically equivalent, and $U$ is closed and hence Borel set of $(X, d)$, $\nu$ can be extended to a Borel measure on $X$ by simply define $\nu(A) = \nu(A \cap U)$ on every Borel $A \subseteq X$.

We are left to prove (2). Fix $x \in X$ and $r \geq 0$. If $B_d(x, r) \cap U = \emptyset$, then $\nu(B_d(x, r)) = 0$ and there is nothing to prove. Otherwise, let $y \in B_d(x, r) \cap U$, so

$$B_d(x, r) \cap U \subseteq B_d(y, 2r) \cap U \subseteq B_p(y, 16tr).$$

Since $B_p(y, 16tr)$ is a closed ball in $(U, \rho)$, by Lemma 7 there exists some $v \in \mathcal{T}$ such that $B_p(y, 16tr) = \delta_T(v)$. In particular $\text{diam}_d(C_v) = \Delta(v) \leq 16tr$. Observe that

$$B_p(y, 16tr) = \delta_T(v) \subseteq C_v \subseteq B_d(y, 16tr) \subseteq B_d(x, (16t + 1)r).$$

Hence,

$$\nu(B_d(x, r)) \leq \nu(\delta_T(v)) \leq \xi(v) \leq \lambda^{2/t} \mu(C_v)^{1-1/t} \leq \lambda^{2/t} \mu(B_d(x, (16t + 1)r))^{1-1/t}. \quad \Box$$
Proof of Corollary 2 in doubling spaces. We follow the argument in [10]. Fix \( \varepsilon \in (0, 1/2) \), and let \( t = [1/\varepsilon] \). Assume that \((X,d)\) is a complete doubling metric space of Hausdorff dimension greater than \( \alpha \in (0, \infty) \), and doubling constant \( \lambda \in \mathbb{N} \). Then there exists \([4, 8]\) an \( \alpha \)-Frostman measure on \((X,d)\). That is, a positive Borel measure \( \mu \) satisfying \( \mu(B_d(x,r)) \leq K r^\alpha \) for every \( x \in X \) and \( r \in (0, \infty) \), where \( K > 0 \) is a constant that may depend on \( X \) and \( \alpha \) but not on \( x \) and \( r \).

By taking \( R > 0 \) sufficiently large, we may assume that \( \mu(B_d(x,R)) > 0 \). So we restrict ourselves to \( X = B_d(x,R) \), and by normalizing \( \mu \), we may assume that \( \mu(X) = 1 \). Since a closed bounded subset of complete doubling space is compact, we may assume that \( X \) is compact.

An application of Theorem 3 to \((X,d,\mu)\) yields a compact subset \( U \subseteq X \) that embeds into an ultrametric space with distortion \( 8t \leq 12/\varepsilon \), and a Borel probability measure \( \nu \) supported on \( U \) satisfying

\[
\nu(B_d(x,r)) \leq \lambda^{2/t} \mu(B_d(x,(16t+1)r))^{1-1/t} \leq \lambda^{2/t} K^{1-1/t} (16t+1)^{(1-1/t)\alpha} \gamma_n, \quad \forall (x,r) \in X \times (0,\infty),
\]

for all \( x \in X \) and \( r \in (0,\infty) \). Hence, \( \nu \) is a \((1-1/t)\alpha\)-Frostman measure on \((U,d)\), implying (see [8]) that \((U,d)\) has Hausdorff dimension at least \((1-1/t)\alpha \geq (1-\varepsilon)\alpha \).

\[ \square \]

3. Remarks

The following remarks were communicated to the author by an anonymous referee.

In [7], an analog of Corollary 2 for the packing dimension was proved. Their proof is an analog of the corresponding proof for Hausdorff dimension in [11], see [7, §2, §3]. In particular a key step in their proof is the use of Theorem 1. Therefore, Theorem 3 also gives a simpler proof of their main result for doubling spaces.

It is possible to obtain a result qualitatively similar to Corollary 2 in doubling spaces using Assouad’s embedding [1]. However, this approach, which we outline next, is quantitatively far from being asymptotically tight (unlike the approach used in this paper). Let \((X,d)\) be a \( \lambda \)-doubling compact metric space having Hausdorff dimension \( \dim_H(X,d) = \alpha \). Then \( \dim_H(X,\sqrt{d}) = 2\alpha \). By Naor-Neiman’s quantitative version of Assouad’s embedding, see [14], there is a biLipschitz embedding \( f : (X,\sqrt{d}) \to \mathbb{R}^n \) with distortion \( O(\log \lambda) \) and \( n = O(\log \lambda) \). Since biLipschitz embeddings do not change the Hausdorff dimension, \( \dim_H(f(X)) = 2\alpha \). Consider the following Cantor set \( C^\alpha_{\varepsilon} \subseteq \mathbb{R}^n \):

\[
C^\alpha_{\varepsilon} = \left\{ \frac{1+\varepsilon}{2} \sum_{i=0}^{\infty} (\frac{1-\varepsilon}{2})^i \delta_i : \delta_i \in \{0,1\}^n \right\}.
\]

The ultrametric distortion of \( C^\alpha_{\varepsilon} \) is at most \( \sqrt{n}/\varepsilon \), and its Hausdorff dimension is \( \dim_H(C^\alpha_{\varepsilon}) = n + \log_2(1-\varepsilon) \). By [8, Theorem 13.11], there exists an isometry \( \phi : \mathbb{R}^n \to \mathbb{R}^n \), such that \( \dim_H(\phi(C^\alpha_{\varepsilon}) \cap f(X)) \geq \dim_H(C^\alpha_{\varepsilon}) + \dim_H(f(X)) - n = 2\alpha + \log_2(1-\varepsilon) \).

Let \( S = f^{-1}(\phi(C^\alpha_{\varepsilon}) \cap f(X)) \subseteq X \). Since Hausdorff dimension is an invariant of biLipschitz embedding, \((S,\sqrt{d})\) is a closed subset of \((X,\sqrt{d})\) whose Hausdorff dimension is at least \( 2\alpha + (\log_2(1-\varepsilon)) \) and its ultrametric distortion is at most order of \( \log \lambda \cdot \sqrt{n}/\varepsilon \). Observe that square of the distances of an ultrametric is still an ultrametric, and therefore \((S,d)\) is a closed subset of \((X,d)\) whose Hausdorff dimension is at least \( \alpha + (\log_2(1-\varepsilon))/2 \) and its ultrametric distortion is at most order of \( \log^2 \lambda \cdot n/\varepsilon^2 \). Setting \( \delta = -\log_2(1-\varepsilon)/(2\alpha) \), we have in terms of Corollary 2’s notation, a subspace \((S,d) \subseteq (X,d)\) whose Hausdorff dimension is at least \((1-\delta)\alpha\), and its ultrametric distortion is \( O(\log^3 \lambda/(\alpha^2 \delta^2)) \). Since \( \alpha \lesssim \log \lambda \), this bound is no better than \( O((\log \lambda)/\delta^2) \).

4. Nearly ultrametric subsets of full dimension

In [15], Zindulka proved a qualitative variant of Corollary 2 with a different trade-off for spaces with a mild doubling condition: The subset \( U \subseteq X \) extracted is full dimensional, i.e., \( \dim_H(U) = \)
dim_\text{H}(X)$. But $U$ is not quite biLipschitz equivalent to an ultrametric, rather it is only “nearly biLipschitz equivalent”. Rigorously:

**Definition 10** (Nearly ultrametric space [15, Def. 2.4, Prop. 2.5]). A bounded metric space $(U, d)$ is called nearly ultrametric if there exists an ultrametric $\rho$ on $U$ such that
- The identity map $(U, \rho) \mapsto (U, d)$ is 1-Lipschitz. I.e., for every $a, b \in U$, $d(a, b) \leq \rho(a, b)$.
- The identity map $(U, d) \mapsto (U, \rho)$ is nearly Lipschitz, i.e., for every $\beta \in (0, 1)$ there exists $C > 0$ such that $\rho(a, b) \leq C \cdot d(a, b)^\beta$, for every $a, b \in U$.

**Definition 11** (Modulus of the doubling condition). Let $(X, d)$ be a metric space. For $\delta > 0$, $\lambda_X(\delta)$ is defined to be the minimal number $\lambda \in \mathbb{N} \cup \{\infty\}$ such that any subset of diameter at most $\delta$ can be covered by $\lambda$ subsets of diameter at most $\delta/16$.

See [15] for more context, motivation, and applications of those definitions.

**Theorem 12** ([15, Theorem 2.6]). Let $(X, d)$ be a compact metric space\(^2\) whose modulus of the doubling condition satisfies\(^3\)

\[
\lim_{\delta \to 0^+} \frac{\log \lambda_X(\delta)}{\log \delta} = 0, \tag{8}
\]

and let $\mu$ be a finite Borel measure on $X$. Then for every $\varepsilon > 0$ there exists a closed subset $U \subseteq X$ for which $\mu(X \setminus U) < \varepsilon$, and $U$ is nearly ultrametric.

The following corollary of Theorem 12 should be compared with Corollary 2.

**Corollary 13.** Let $(X, d)$ be a compact metric space satisfying (8) and assume that $\mathcal{H}^\alpha(X) > 0$, where $\mathcal{H}^\alpha$ is the $\alpha$-dimensional Hausdorff measure on $X$ (In particular, $\text{dim}_H(X) \geq \alpha$.) Then $X$ contains a nearly ultrametric closed subset $U \subseteq X$ having $\text{dim}_H(U) = \alpha$.

Zindulka’s original proof of Theorem 12 shares the same high-level approach described in Section 3: Apply an Assouad-type embedding (this time, into an infinite dimensional torus) and intersects it with Cantor-like subset. It was suggested by an anonymous referee that the general approach in this paper may give a different proof of Theorem 12. It turns out that this is indeed true. In fact, we obtain the conclusion of Theorem 12 under a milder doubling condition, requiring only that $\lambda_X(\delta) = e^{\delta^{-o(1)}}$ instead of $\lambda_X(\delta) = \delta^{-o(1)}$ as in (8). Formally:

**Theorem 14.** Let $(X, d)$ be a compact metric space whose modulus of the doubling condition satisfies

\[
\lim_{\delta \to 0^+} \frac{\log \log(e\lambda_X(\delta))}{\log \delta} = 0, \tag{9}
\]

and let $\mu$ be a finite Borel measure on $X$. Then for every $\varepsilon > 0$ there exists a closed subset $U \subseteq X$ for which $\mu(X \setminus U) < \varepsilon$, and $U$ is nearly ultrametric.

In particular, Corollary 13 also holds assuming (9) instead of (8). Theorem 14 also answers in affirmative Question 5.9 from [15]. We next outline the proof of Theorem 14. We begin with an analog to Bartal’s Ramsey decomposition lemma.

---

\(^1\)The constant 16 is somewhat arbitrary, and any other constant larger than 1 can be chosen without altering the meaning of conditions (8) and (9). It was chosen so that $\lambda_X(\delta)$ would be “compatible” with $\lambda_Z$ in (10) and thus spare the need to introduce more notation.

\(^2\)The original theorem applies more generally to analytic spaces. However, the gist of the argument is in the compact case, and the analytic case can be reduced to the compact case, see [12, 15].

\(^3\)In [15, Def. 2.1] this condition is called non-exploding. There, $\lambda_X(\delta)$ is replaced with the function $Q(\delta)$ which is defined as “the minimal value such that] every closed ball in $X$ of radius $\delta > 0$ is covered by at most $Q(\delta)$ many closed balls of radius $\delta/2$.” These two variants of non-exploding are equivalent, as evident from the (straight-forward) estimates $Q(\delta/2) \leq \lambda_X(\delta) \leq \prod_{i=0}^3 Q(\delta/2^i)$. 
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Lemma 15. Let \((X, d)\) be a compact metric space and let \(\mu\) be a finite Borel measure on \(X\). For any closed subset \(Z \subseteq X\), \(\text{diam}(Z) > 0\), and integer \(t \in \{2, 3, \ldots\}\), there exist disjoint closed subsets \(P, Q \subseteq Z\) that satisfy \(d(P, Q) > \text{diam}(Z)/(8t)\), \(\text{diam}(Z \setminus Q) \leq \text{diam}(Z)/2\), and
\[
\mu(P) \cdot \tilde{\lambda}_Z^{1/t} \geq \mu(Z \setminus Q).
\] (10)
Here \(\tilde{\lambda}_Z\) is the minimal number of subsets of diameter at most \(\text{diam}(Z)/8\) needed to cover \(Z\).

Lemma 15 is a variant of Awerbuch and Peleg’s sparse partitions [2]. Its proof is similar to (and simpler than) the proof of Lemma 5. We prove both of them simultaneously in Appendix A. Next is an analog of Lemma 9.

Lemma 16. Fix a compact metric space \((X, d)\), a Borel probability measure \(\mu\) on \(X\), and \(t : \mathbb{N} \to \{2, 3, 4, \ldots\}\) non-decreasing. Then there exists a binary tree \(T\), \(\Delta : T \to [0, \infty)\) with the following properties. Associated with every \(u \in T\) is a “cluster” \(C_u \subseteq X\) satisfying:

(A) \(C_{\emptyset} = X\).
(B) \(C_u\) is closed for every \(u \in T\).
(C) \(C_v \subseteq C_u\) for every \(u \preceq v \in T\).
(D) \(\Delta(u) = \text{diam}_d(C_u)\) for every \(u \in T\).
(E) If \(u, v \in T\), \(u \preceq v \notin \{u, v\}\), then \(d(C_u, C_v) \geq \Delta(u \wedge v)/(8 \cdot t(\lfloor - \log_2 \Delta(u \wedge v)\rfloor))\).
(F) For every branch \(b \in \partial_T(\emptyset)\), \(\bigcap_{v \in b} C_v\) is a singleton.

By item (F), we can define a mapping \(i : \partial_T(\emptyset) \to X\), by the set-equation \(i(b) = \bigcap_{v \in b} C_v\). Then

(G) \(i(\partial_T(u)) \subseteq C_u\) for every \(u \in T\).
(H) The mapping \(i\) is injective.

Denote \(U = i(\partial_T(\emptyset))\) \(\subseteq X\), and a distance \(\rho(x, y) = \Delta(i^{-1}(x) \wedge i^{-1}(y))\) for \(x, y \in U\). Then:

(I) \((U, \rho)\) is a compact ultrametric and
\[
d(x, y) \leq \rho(x, y) \leq 8 \cdot t(\lfloor - \log_2 d(x, y)\rfloor) \cdot d(x, y).
\] (11)

Denote \(\mathcal{L}_i = \{u \in T : \Delta(u) \leq 2^{-i} \wedge (\forall v < u, \Delta(v) > 2^{-i})\}\). Then:

(J) For every \(i \in \mathbb{N}\),
\[
\mu\left(\bigcup_{u \in \mathcal{L}_i} C_u\right) \leq \lambda_X(2^{-i})^{1/t(i)} \mu\left(\bigcup_{u \in \mathcal{L}_{i+1}} C_u\right).
\] (12)

Outline of the proof. The construction of the tree \(T\) and the labels \(\Delta : T \to [0, \infty)\) is similar to the construction in the proof of Lemma 9 but instead of applying Lemma 5 to \(C_u\) where \(u \in T\), we apply Lemma 15 to \(C_u\) with the parameter \(t(\lfloor - \log_2 \Delta(u)\rfloor)\). Items (A), (B), (C), (D), (E), (F), (G), (H), and (I) are all proved exactly the same as in the proof of Lemma 9.

We are left to prove Item (J). For \(u \in T\), denote by \(T_u\) the subtree of \(T\) containing \(u\) and all its descendants. To prove (12) it is sufficient to prove that for every \(u \in \mathcal{L}_i\),
\[
\mu(C_u) \leq \lambda_X(2^{-i})^{1/t(i)} \sum_{v \in \mathcal{L}_{i+1} \cap T_u} \mu(C_v).
\] (13)

We fix \(u \in \mathcal{L}_i\). If \(u \in \mathcal{L}_{i+1}\), then (13) holds trivially, so we may assume that \(u \notin \mathcal{L}_{i+1}\). Since \(u \notin \mathcal{L}_{i+1}\), \(u\) is not a leaf (observe that for a leaf vertex \(w\), \(\Delta(w) = 0\), and therefore if \(w \in \mathcal{L}_i\), then \(w \in \mathcal{L}_j\) for any \(j \geq i\)). We claim that the vertices of \(\mathcal{L}_{i+1} \cap T_u\) have the structure depicted in Fig. 1: Let \(w_1 = u\), and \(w_{k+1} = w_k^{-1}\), let \(\ell\) be the smallest \(k\) such that \(\text{diam}(C_{w_{k+1}}) \leq 2^{-i-1}\). Then \(w_\ell \in \mathcal{L}_{i+1} \cap T_u\), and for \(k < \ell\), \(v_k = w_k^{-0} \in \mathcal{L}_{i+1} \cap T_u\), since, by Lemma 15,
\[
\Delta(v_k) = \Delta(w_k^{-0}) = \text{diam}_d(C_{w_k^{-0}}) \leq \text{diam}_d(C_{w_k})/2 \leq \Delta(u)/2 \leq 2^{-i-1}.
\] (13)
Since $\mathcal{L}_{i+1}$ cannot contain two vertices with ancestor/descendant relation, we deduce that $\mathcal{L}_{i+1} \cap T_u = \{v_1, \ldots, v_{\ell-1}, w_\ell\}$. Applying Inequality (10) inductively, and observing that $\tilde{\lambda}_{C_{w_k}} \leq \lambda_X(2^{-i})$, for $k \in \{1, \ldots, \ell - 1\}$, we conclude that

$$
\mu(C_u) \leq \lambda_X(2^{-i})^{1/t(i)} \mu(C_{v_1}) + \mu(C_{w_2}) \leq \cdots \leq \sum_{k=1}^{\ell-1} \lambda_X(2^{-i})^{1/t(i)} \mu(C_{w_k}) + \mu(C_{w_\ell}) \\
\leq \lambda_X(2^{-i})^{1/t(i)} \left( \sum_{k=1}^{\ell-1} \mu(C_{w_k}) + \mu(C_{w_\ell}) \right). \quad \square
$$

**Proof of Theorem 14.** The assertion is trivial when $\mu(X) = 0$, so we assume that $\mu(X) > 0$. By rescaling the measure we may actually assume without loss of generality that $\mu$ is a Borel probability measure, i.e., $\mu(X) = 1$. Assume also for now that $\text{diam}_d(X) \leq 1/2$. We will get rid of this condition at the end of the proof. Fix $\varepsilon \in (0, 1)$, and define

$$
\eta(i) = \frac{\log \log(e \lambda_X(2^{-i}))}{i}, \quad t(i) = \left\lceil \varepsilon^{-1} 2^{\eta(i) + (2 \log_2 e) / \sqrt{i}} \right\rceil.
$$

By (9), $\lim_{i \to \infty} \eta(i) = 0$.

Apply Lemma 16 to $(X, d)$ and $\mu$ with $t(\cdot)$. Inequality (11) implies that $(U, d)$ is nearly ultrametric: $(U, \rho)$ is an ultrametric and dominates the distances in $(U, d)$. In the other direction, fix $\beta < 1$. Since $\lim_{i \to \infty} \eta(i) + (2 \log_2 e) / \sqrt{i} = 0$, there exists some $\xi \in \mathbb{N}$ such that for any $i > \xi$, $1 - \eta(i) - (2 \log_2 e) / \sqrt{i} \geq \beta$. By analyzing two cases: $d(x, y) \geq 2^{-\xi}$, for which we use $\rho(x, y) \leq 1/2$, and $d(x, y) < 2^{-\xi}$, for which we set $i = \lceil -\log_2 d(x, y) \rceil$ and use (11), we deduce that

$$
\rho(x, y) \leq \max\{2^\xi, 8 \cdot t(i)\} \cdot d(x, y) \\
\leq \max\{2^\xi, 16 \varepsilon^{-1} 2^{\eta(i) + (2 \log_2 e) / \sqrt{i}} d(x, y) - \eta(i) - (2 \log_2 e) / \sqrt{i}\} \cdot d(x, y) \\
\leq \max\{2^\xi, 32 \varepsilon^{-1}\} d(x, y)^\beta.
$$

We next bound $\mu(U)$ from below. Observe that $U = \bigcap_{i \in \mathbb{N}} \bigcup_{u \in \mathcal{L}_i} C_u$, and $(\bigcup_{u \in \mathcal{L}_i} C_u)_i$ is a non-increasing sequence of subsets. Therefore, $\lim_{i \to \infty} \mu(\bigcup_{u \in \mathcal{L}_i} C_u) = \mu(U)$. By (12),

$$
\prod_{j=1}^{\infty} \lambda_X(2^{-j})^{-1/t(j)} \leq \prod_{j=1}^{\infty} \frac{\mu(\bigcup_{u \in \mathcal{L}_{j+1}} C_u)}{\mu(\bigcup_{u \in \mathcal{L}_j} C_u)} = \frac{\mu(U)}{\mu(\bigcup_{u \in \mathcal{L}_1} C_u)} = \mu(U).
$$

**Figure 1.** The vertices $v_1, \ldots, v_{\ell-1}, w_\ell$ constitutes $\mathcal{L}_{i+1} \cap T_u$. 
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Estimating the infinite product above on the left-hand side:

$$\prod_{j=1}^{\infty} \lambda X(2^{-j})^{1/2} = \prod_{j=1}^{\infty} \exp\left(2^{j} e^{-2^{j}} e^{-2\sqrt{2}}\right) = \prod_{j=0}^{\infty} \exp\left(\varepsilon e^{-2\sqrt{2}}\right) = \exp\left(\varepsilon \sum_{j=1}^{\infty} e^{-2\sqrt{2}}\right) < e^{\varepsilon/2},$$

where the last inequality follows from the estimate

$$\sum_{j=1}^{\infty} e^{-2\sqrt{2}} < e^{-2} + \int_{1}^{\infty} e^{-2\sqrt{x}} \, dx = e^{-2} + \int_{2}^{\infty} 0.5te^{-t} \, dt = e^{-2} + 1.5e^{-2} < 0.5.$$

In summary, $\mu(U) > e^{-\varepsilon/2} \geq 1 - \varepsilon/2$.

When $\text{diam}(X) > 1/2$, we rescale the metric as follows. Define $\alpha = 1/\text{diam}(X)$ and the metric $\tilde{d}(x,y) = \alpha \cdot d(x,y)$, so $\text{diam}(X) = 1/2$. By the above, there exists $U \subseteq X$ such that $\mu(U) > 1 - \varepsilon/2$, and an ultrametric $\tilde{\rho}$ on $U$ for which for any $\beta < 1$ there exists $C > 0$ such that

$$\tilde{d}(x,y) \leq \tilde{\rho}(x,y) \leq C \cdot \tilde{d}(x,y)^{\beta}.$$

Define $\rho = \alpha^{-1} \tilde{\rho}$, which is also an ultrametric on $U$, and

$$d(x,y) \leq \rho(x,y) \leq C \alpha^{-1} \cdot \tilde{d}(x,y)^{\beta} = C \alpha^{\beta - 1} \cdot d(x,y)^{\beta}.$$

\[\square\]

**APPENDIX A.**

Bartal’s proof of Lemma 5 is written for finite spaces, but applies to compact spaces with only minor adaptations. We include the proof here for completeness. We also include a proof of Lemma 15. Lemma 15 can have a slightly simpler proof (with slightly better parameters), but for brevity we deduce it from the proof of Lemma 5.

**Proof Lemma 5 and Lemma 15.** Assume $\infty > \mu(Z) > 0$ (otherwise, not much to prove). Denote $\Delta = \text{diam}(Z)$. With the convention $0/0 = 0$, let $x_{P} \in Z$ be a point that maximizes

$$\frac{\mu(B(x, \Delta/8) \cap Z)}{\mu(B^o(x, \Delta/4) \cap Z)}.$$

With this choice, $\mu(B(x_{P}, \Delta/8) \cap Z) > 0$. For $i \in \{0, 1, \ldots, t - 1\}$, let $H_{i} = B(x_{P}, (1 + i/t) \Delta/8) \cap Z$, and also define $H_{t} = B^o(x_{P}, \Delta/4) \cap Z$. Clearly there exists $i \in \{1, \ldots, t\}$ for which

$$\mu(H_{i}) \leq \mu(H_{i-1}) \cdot \left(\frac{\mu(H_{i})}{\mu(H_{0})}\right)^{1/t}.$$

We then set $P = H_{i-1}$, $Q^{c} = B^o(x_{P}, (1 + i/t) \Delta/8)$, $Q = Z \setminus Q^{c}$. Clearly,

$$\text{diam}(Q^{c}) \leq \text{diam}(B^o(2\Delta/8)) \leq \Delta/2.$$

Observe that $P$ and $Q$ are compact, and $H_{i} \supseteq Q^{c} \supseteq P$. By the triangle inequality, for every $a \in P$, and $b \in Q$, $d(a,b) \geq d(b,x_{P}) - d(a,x_{P}) \geq \Delta/(8t)$. The measure satisfies

$$\mu(P) \geq \mu(Q^{c}) \cdot \left(\frac{\mu(B(x_{P}, \Delta/8) \cap Z)}{\mu(B^o(x_{P}, \Delta/4) \cap Z)}\right)^{1/t}.$$

Let $u \in Q^{c} = B(x_{P}, (1 + i/t) \Delta/8)$ the point that maximizes $\mu(B(u, \text{diam}(Q^{c})/4) \cap Q^{c})$. Since $\text{diam}(Q^{c}) \leq \Delta/2$, we have $B(u, \text{diam}(Q^{c})/4) \cap Q^{c} \subseteq B(u, \Delta/8) \cap Z$, and hence $\mu^{*}(Q^{c}) \leq \mu(B(u, \Delta/8) \cap Z)$. Also, $\mu^{*}(Z) \geq \mu(B^o(u, \Delta/4) \cap Z)$. From the definition of $x$ we therefore have

$$\frac{\mu(B(x_{P}, \Delta/8) \cap Z)}{\mu(B^o(x_{P}, \Delta/4) \cap Z)} \geq \frac{\mu(B(u, \Delta/8) \cap Z)}{\mu(B^o(u, \Delta/4) \cap Z)} \geq \frac{\mu^{*}(Q^{c})}{\mu^{*}(Z)} \geq \frac{\mu^{*}(Q^{c})}{\mu^{*}(Z)}.$$
Plugging the last inequality into (16), we obtain (3). Inequality (4) follows from (3):
\[
\frac{\mu(P)}{\mu^*(P)^{1/t}} + \frac{\mu(Q)}{\mu^*(Q)^{1/t}} \geq \frac{\mu(Q^c)}{\mu^*(P)^{1/t}} \cdot \frac{\mu(Q^c)^{1/t}}{\mu^*(Q)^{1/t}} + \frac{\mu(Q)}{\mu^*(Q)^{1/t}} \geq \frac{\mu(Q^c)}{\mu^*(Z)^{1/t}} + \frac{\mu(Q)}{\mu^*(Z)^{1/t}} = \frac{\mu(Z)}{\mu^*(Z)^{1/t}}.
\]

We next show that the subsets $P$ and $Q$ also satisfy (10), thus proving Lemma 15. Indeed, by the definition of $\lambda_Z$ and $x_P$,
\[
\frac{\mu(B(x_P, \Delta(8) \cap Z))}{\mu(B^*(x_P, \Delta(4) \cap Z))} = \max_{x \in Z} \frac{\mu(B(x, \Delta(8) \cap Z))}{\mu(B^*(x, \Delta(4) \cap Z))} \geq \max_{x \in Z} \frac{\mu(B(x, \Delta(8) \cap Z))}{\mu(Z)} \geq \lambda_Z^{-1}.
\]
Plugging it into (16), we obtain $\mu(P) \cdot \lambda_Z^{1/t} \geq \mu(Q^c)$. \qed

**Remark 17.** In the proof above we assumed that
\[
f(x) = \frac{\mu(B(x, \Delta(8) \cap Z))}{\mu(B^*(x, \Delta(4) \cap Z))} \quad \text{and} \quad g(u) = \mu(B(u, diam(Q^c)/4) \cap Z)
\]
reach maxima on the compact domains $Z$ and $Q^c$ (respectively). While $f$ and $g$ are not necessarily continuous, the assumption is indeed correct. To see this for $f$ (the argument for $g$ is similar), observe first that $0 \leq f(x) \leq 1$. Let $(a_i)_i$ be a sequence of points in $Z$ such that $f(a_i) \searrow \sup_{x \in Z} f(x)$. Since $Z$ is compact, by moving to a subsequence we may assume that $(a_i)_i$ converges to some point $\lim_{i \to \infty} a_i = a \in Z$, and by moving further to a subsequence, that $d(a_i, a) \searrow 0$. Next we claim that $\lim_{i} \mu(B_d(a_i, \Delta(8))) \leq \mu(B_d(a, \Delta(8)))$. This is proved by observing that $B_d(a_i, \Delta(8)) \subseteq B_d(a, \Delta(8) + d(a_i, a))$, and therefore
\[
\mu(B_d(a_i, \Delta(8))) \leq \mu(B_d(a, \Delta(8) + d(a_i, a))) - \mu(B_d(a, \Delta(8))) = \mu(B_d(a, \Delta(8) + d(a_i, a)) \setminus B_d(a, \Delta(8))).
\]
The right-hand side converges to 0, since the sequence of subsets decreases to $\varnothing$.

In a similar fashion,
\[
\mu(B^*_d(a_i, \Delta(4))) - \mu(B^*_d(a, \Delta(4)))
\]
\[
\geq \mu(B^*_d(a, \Delta(4) - d(a_i, a))) - \mu(B^*_d(a, \Delta(4))) = -\mu(B^*_d(a, \Delta(4)) \setminus B^*_d(a, \Delta(4) - d(a_i, a))),
\]
and again the right-hand side converges to 0, since the sequence of subsets decreases to $\varnothing$. Hence, $\lim_{i} \mu(B^*_d(a_i, \Delta(4))) \geq \mu(B^*_d(a, \Delta(4)))$. We summarize:
\[
f(a) \leq \sup_{x \in Z} f(x) = \lim_{i} f(a_i) \leq \liminf_{i} \mu(B_d(a_i, \Delta(8))) = \liminf_{i} \mu(B^*_d(a_i, \Delta(4))) \leq \frac{\mu(B_d(a, \Delta(8))}{\mu(B^*_d(a, \Delta(4))} = f(a).
\]

**Proof of Lemma 7.** That $\rho$ is an ultrametric is a straight-forward conclusion from the order on trees: $x \wedge z \preceq (x \wedge y) \wedge (y \wedge z)$, and therefore
\[
\rho(x, z) = \Delta(x \wedge z) \leq \Delta(x \wedge y) \wedge (y \wedge z)) \leq \max\{\Delta(x \wedge y), \Delta(y \wedge z)\} = \max\{\rho(x, y), \rho(y, z)\}.
\]

Next we prove that $O_T$ is the set of open balls. Let $v \in T$ such that $v = \emptyset$ or $\Delta(v) < \Delta(u)$, where $u$ is the parent of $v$. Let $x \in \partial_T(v)$ be an arbitrary branch in the boundary of $v$, and $r \in (\Delta(v), \Delta(u))$. Then clearly, $\partial_T(v) = B^*_d(x, r)$. In the other direction, fix an open ball $B^*_d(x, r)$, where $x \in \partial_T(\emptyset)$, and $r > 0$. Since $x \in \partial_T(\emptyset)$ is a branch of $T$, let $v \in x$ a vertex on the branch that satisfies $\Delta(v) < r$, and for any $u < v, r \leq \Delta(u)$. Clearly, such $v$ exists and is unique. Then for any $y \in \partial_T(v), x \wedge y \succeq v$, and hence $\rho(x, y) < r$, and on the other hand for any $y$ for which $\rho(x, y) < r, x \wedge y \in x$ and $x \wedge y > v$, hence $y \in \partial_T(v)$. This proves that $B^*_d(x, r) = \partial_T(v)$. Similar arguments, but replacing strict inequalities of $r$ with weak inequalities, prove that $O_T$ is also the set of closed balls with positive radii in $(\partial_T(\emptyset), \rho)$. \hfill \qed
We are left to prove compactness of $\partial_T(\emptyset)$. Assume $\partial_T(\emptyset)$ is infinite (otherwise, it is trivially compact). Fix an infinite $A \subseteq \partial_T(\emptyset)$. We should prove that $A$ has an accumulation point in $\partial_T(\emptyset)$.

To achieve it, we construct an infinite non-increasing sequence of infinite subsets $A = A_0 \supseteq A_1 \supseteq A_2 \supseteq \ldots$ and an infinite sequence of vertices $\emptyset = v_0, v_1, v_2, \ldots$ in $T$ satisfying $A_i \subseteq \partial_T(v_i)$, and $v_{i+1} \in \{v_i^{-0}, v_i^{-1}\}$. The construction is by induction. In the base case $v_0 = \emptyset$, $A = A_0 \subseteq \partial_T(\emptyset)$ holds by assumption. Assume we have already defined $A_0, \ldots, A_n$ and $v_0, \ldots, v_n$ to satisfy the above when $i \in \{0, \ldots, n-1\}$. Since $A_n \subseteq \partial_T(v_n)$ is infinite, $v_n$ is not a leaf and hence have two children, and

$$A_n = A_n \cap \partial(v_n) = (A_n \cap \partial_T(v_n^{-0})) \cup (A_n \cap \partial_T(v_n^{-1})).$$

Hence, at least one of $A_n \cap \partial_T(v_n^{-0})$ and $A_n \cap \partial_T(v_n^{-1})$ must be infinite. Let $v_{n+1} \in \{v_n^{-0}, v_n^{-1}\}$ for which $A_n \cap \partial_T(v_{n+1})$ is infinite, and define $A_{n+1} = A_n \cap \partial_T(v_{n+1})$. The sequence $b = (v_n)_n$ is a branch in $\partial_T(u)$. For every $n \in \mathbb{N}$ we have, by the covering property,

$$\emptyset \neq A_n \subseteq A \cap \partial_T(v_n) \subseteq B_{\rho}(b, \Delta(v_n)).$$

Hence, $B_{\rho}(b, \Delta(v_n)) \cap A \supseteq A_n \neq \emptyset$. Since $\Delta(v_n) \to 0$, it means that $b \in \partial_T(u)$ is an accumulation point of $A$.
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