Fluctuation induced forces in critical films with disorder at their surfaces

A Maciołek\textsuperscript{1,2,3}, O Vasilyev\textsuperscript{1,2}, V Dotsenko\textsuperscript{4} and S Dietrich\textsuperscript{1,2}

\textsuperscript{1} Max-Planck-Institut für Intelligente Systeme, Heisenbergstraße 3, D-70569 Stuttgart, Germany
\textsuperscript{2} IV. Institut für Theoretische Physik, Universität Stuttgart, Pfaffenwaldring 57, D-70569 Stuttgart, Germany
\textsuperscript{3} Institute of Physical Chemistry, Polish Academy of Sciences, Kasprzaka 44/52, PL-01-224 Warsaw, Poland
\textsuperscript{4} LPTMC, Université Paris VI—75252 Paris, France
E-mail: amaciolek@ichf.edu.pl

Received 11 October 2017
Accepted for publication 20 October 2017
Published 17 November 2017

Online at stacks.iop.org/JSTAT/2017/113203
https://doi.org/10.1088/1742-5468/aa95f3

Abstract. We investigate the effect of quenched surface disorder on effective interactions between two planar surfaces immersed in fluids which are near criticality and belong to the Ising bulk universality class. We consider the case that, in the absence of random surface fields, the surfaces of the film belong to the surface universality class of the so-called ordinary transition. We find analytically that in the linear weak-coupling regime, i.e. upon including the mean-field contribution and Gaussian fluctuations, the presence of random surface fields with zero mean leads to an attractive, disorder-induced contribution to the critical Casimir interactions between the two confining surfaces. Our analytical, field-theoretic results are compared with corresponding Monte Carlo simulation data.
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1. Introduction

Critical fluids generate long-ranged forces between their confining walls [1]. This phenomenon is an analogue of the well-known Casimir effect in quantum electrodynamics [2, 3]. These so-called critical Casimir forces (CCF) are described in terms of universal scaling functions which are determined by the universality class of the bulk liquid and the surface universality classes of the confining surfaces [4]. Classical fluids belong to the Ising bulk universality class. The confining surfaces, such as the container walls, typically realize the surface universality class of the so-called normal transition [5–9], which is characterized by a strong effective surface field acting on the order parameter of the fluid. For example, for a binary liquid mixture near its demixing transition the order parameter is defined as the deviation of the concentration from its critical value and the surface field describes the preference of the container wall for one of the two components of the mixture. If there is no such preference, the surface typically belongs to the surface universality class of the so-called ordinary transition corresponding to Dirichlet boundary conditions (BC) for the order parameter [4]. While Dirichlet BC are difficult to realize for classical fluids, they occur naturally for $^4$He near its superfluid transition [10]. For $^3$He/$^4$He mixtures near their tricritical point both types of BC can occur [11]. The scaling functions of the CCF for various bulk and surface universality classes have been determined analytically by mean field theory and beyond [12–20] as well as by using Monte Carlo simulations [21–23]; if applicable they are in fine agreement with the experimental findings.

The properties of the CCF $f_C$, such as the sign and the strength, depend crucially on the surface fields characterizing the confining surfaces. By suitable surface treatments one can design the sign of the surface fields, e.g., in the case of aqueous mixtures by fabricating hydrophilic or hydrophobic surfaces [7, 8]. One can also create spatially...
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varying surface fields by modulating the chemical composition of the surfaces. In [24] a smooth lateral variation of the surface field between hydrophilic (positive surface field) and hydrophobic (negative surface field) parts of the surface has been achieved. Along this gradient, the CCF acting on a colloidal particle have been measured. Various other crossover behaviors of CCF have been analyzed analytically and by computer simulations [25–28]. The CCF for surfaces endowed with geometrically well defined alternating chemical stripes have been investigated experimentally and theoretically [29].

Even very carefully fabricated surfaces are not perfectly smooth or homogenous. Typically they carry random chemical heterogeneities due to adsorbed impurities which act as local surface fields. Here we focus on kinetically frozen surface fields which form quenched disorder and study CCF acting in their presence. It is known that for quenched [30, 31] (but also for partially annealed [32]) random-charge disorder on surfaces of dielectric parallel walls at a distance $L$ long-ranged forces $\propto L^{-2}$ emerge, even if the surfaces are on average neutral. For large $L$ these forces, induced by quenched disorder, dominate the pure van der Waals interactions, which decay as $L^{-3}$. This differs from the behavior of systems which exhibit quenched random surface fields (RSF).

Recent MC simulations for three-dimensional Ising films [33] have shown that the presence of random surfaces fields with zero mean leads to CCF which at bulk criticality asymptotically decay as function of the film thickness $L$ as $L^{-3}$. This is the same behavior as for the pure critical system and as for the pure van der Waals term. This result has been obtained for the case in which in the absence of RSF the surfaces of the film belong to the surface universality class of the ordinary transition ($(o,o)$ BC). Roughly speaking, such surfaces are realized in systems in which droplets of, for example, the demixed binary liquid mixture form a contact angle of 90° with the chemically disordered substrate (see the intermediate substrate compositions discussed in [24]).

It follows from finite-size scaling analyses, in agreement with the corresponding MC simulation data [33], that for weak disorder the CCF still exhibit scaling, acquiring a random field scaling variable $w$ which is zero for pure systems. The data of the MC simulations suggest that for weak disorder the difference between the force corresponding to the random surface field and the corresponding force for the pure system (with $(o,o)$ BC) varies as $f_C(w \to 0) - f_C(w = 0) \sim w^2$. Moreover, for thin films such that $w \lesssim 1$, the presence of RSF with vanishing mean value increases significantly the strength of CCF, as compared to systems without them, and shifts the extremum of the scaling function of $f_C$ towards lower temperatures. But $f_C$ remains attractive. Finite-size scaling predicts that asymptotically, for large $L$, $w$ scales as $w \sim L^{-0.26} \to 0$ indicating that this type of disorder is an irrelevant perturbation of the ordinary surface universality class.

This conjecture is consistent with results of [34] in which the so-called ‘improved’ Blume-Capel model [23, 35, 36] was studied by MC simulations. This work is concerned with quenched random disorder which is present only at one of the two surfaces and is governed by the binomial distribution, i.e. spins at the surface, which are subjected to disorder, take the value 1 with probability $p$ and the value $-1$ with probability $1 - p$. It has been found that for $p = 0.5$ the leading critical behavior of the CCF is still governed by the ordinary fixed point. These findings are in agreement with the Harris criterion which concerns the relevance of disorder for bulk critical phenomena and which has been generalized to surface critical behavior [37]. Within the framework and
limitations of a weak-disorder expansion, quenched random surface fields with vanishing mean value are expected to be irrelevant if the pure system belongs to the ordinary surface universality class [37]. For the three-dimensional \((d = 3)\) Ising model, in [38] this was pointed out and confirmed by Monte Carlo simulations.

For semi-infinite systems the influence of random surface fields has been studied also in the context of wetting (for reviews see [39]) and surface critical phenomena [37, 38, 40, 41] (for a review see [42]). In contrast to the case of simple fluids or binary liquid mixtures, for complex fluids surface disorder effects on Casimir-like interactions can be dominant as shown recently for nematic liquid-crystalline films [43].

So far, except of the general finite-size scaling analysis, the CCF in the presence of RSF has not been studied analytically. This lack of theoretical insight has rendered the corresponding MC simulations data obtained in [33] rather difficult to interpret. These data have been obtained for finite and necessarily rather small sizes of the lattices. Therefore the leading universal scaling functions could not be inferred without applying corrections to scaling. Without theoretical guidance concerning the form of the corrections to scaling, only a phenomenological ansatz could be used. Thus the result obtained for the scaling function of CCF is only an estimate which, as the study in [21] shows, may sensitively depend on the form of that ansatz. Given this situation, any theoretical prediction is highly welcome.

A well-established and successful technique for analytically describing critical phenomena is field theory. It allows one to calculate systematically universal quantities in \(d = 3\) by perturbation theory around the upper critical dimension \(d_c = 4\) with \(4 - d = \epsilon\). In the absence of RSF, within the fieldtheoretical renormalization group, this so-called called \(\epsilon\)-expansion has been applied in order to calculate the scaling functions of CCF in one-loop order or in Gaussian approximation [12] for films with various symmetry-conserving BC and for \(t \geq 0\). The zero-loop order corresponds to mean-field theory. The comparison of these zero- and one-loop results with MC simulation data has been presented in figure 13 of [21]. It turns out that the mean-field prediction captures the qualitative behavior of the scaling function of CCF. However, even after suitable rescaling, such that the depth of the minimum is the same as the one exhibited by the MC data, substantial quantitative differences persist. On the other hand, the result obtained for \(t \geq 0\) within the Gaussian approximation matches relatively well with the MC data (see the discussion in section 5). Motivated by the success of this fieldtheoretical approach, here we extend the Gaussian perturbation theory to the presence of RSF, which is considered to be valid in the limit of weak disorder. As in [33], we consider films of thickness \(L\), which in the three-dimensional bulk belong to the Ising universality class and the surfaces of which, in the absence of RSF, belong to the surface universality class of the so-called ordinary transition [4]. We find that within this one-loop order the free energy contribution due to RSF is determined by the Gaussian fluctuation contribution to the energy density at the surfaces of the pure film system without surface fields. We have been able to calculate this quantity analytically.

Our presentation is organized as follows. In section 2 we briefly summarize the results of the finite-size scaling analysis in the presence of a random surface field, which were derived in [33] and which form the analytical basis of the present study. In section 3 we introduce and discuss our model in the absence of RSF. In section 4 we include RSF and calculate the corresponding scaling function of the CCF. In section 5
we compare our findings with MC simulations data and provide an outlook. Technical details of the calculations in section 4 are given in appendices A and B.

2. Scaling

Within mean field theory, for pure systems within the basin of attraction of the ordinary transition of semi-infinite systems, in the ordered phase the order parameter profile exhibits an extrapolation length $1/c$; $c = \infty$ is the fixed point of the ordinary transition ($\nu$) [4]. Close to this transition there is a single linear scaling field $g_1 = H_1/\tilde{c}y_c$ associated with the dimensionless, uniform surface field of strength $H_1$ and with the dimensionless surface enhancement parameter $\tilde{c} = ca$, where $a$ is a characteristic microscopic length scale of the system [4] such as the amplitudes $\xi_0^\pm$ of the bulk correlation and per volume of a film of thickness $L$.

Within mean field theory, i.e. $\nu = 1$ whereas $\nu_c(d = 3) \approx 0.87$ [4, 44]. Close to the critical point, the singular part $f_{\text{sing}}$ of the free energy per $k_B T$ and per volume of a film of thickness $L$ scales as $f_{\text{sing}}(t, h_b, g_1; L^{-1}) \approx L^{-d} f_{\text{sing}}(1^{1/\nu} t, L^{\Delta/\nu} h_b, L^{\Delta'}/g_1; 1)$, where $h_b$ is the dimensionless bulk ordering field.

In the presence of random surface fields with a Gaussian distribution and with the ensemble averages

$$H_1(r) = 0 \quad \text{and} \quad \overline{H_1(r)H_1(r')} = h^2 \delta(r - r'),$$

where $r$ and $r'$ denote dimensionless lateral positions, finite-size scaling predicts [33] that the appropriate scaling variable, which replaces $L^{\Delta'/\nu} g_1$ for the pure system, is

$$w \equiv \kappa L^{\Delta'/\nu - (d-1)/2} h/c^{y_c} = \kappa L^{y_1 - (d-1)/2} h/c^{y_c},$$

where $\kappa$ is a nonuniversal amplitude. The scaling exponent $y_1 - (d-1)/2$ has been derived in [37]; there it was shown that it is related to $\gamma_1$, which is a standard surface susceptibility exponent of the ordinary transition: $\gamma_1 = \nu (1 - \eta_1) = -(d - 1 - 2y_1)\nu$. In the MC simulation study reported in [33] for the three-dimensional ($d = 3$) Ising model, the following values of the critical exponents have been used: $\Delta_1^{\text{ord}} \approx 0.46(2)$ [44], $\Delta_1^{\text{sp}} \approx 1.05$ [4], $\Phi \approx 0.68$ [4], and $\nu \approx 0.63$ [23, 45]. These values yield $y_1 - (d-1)/2 \approx -0.26(6)$. (More accurate estimates for the surface critical exponents at the special and ordinary transitions were obtained recently from MC simulations [46]. They yield $y_c \approx 1.282(5)$ and $y_1 \approx 0.7249(6)$ so that $y_1 - (d-1)/2 \approx -0.2750(4)$.) Within mean field theory, i.e. for $d = 4$, one has $\Delta_1^{\text{ord}} = \nu = 1/2$ [4] so that $y_1 - (d-1)/2 = -1/2$. Accordingly, for the $d = 3$ Ising model one has $w = \kappa (h/c^{y_c}) L^{-0.26}$ whereas within mean field theory $w = \kappa (h/c) L^{-1/2}$. Because the scaling exponent of the random surface field is negative, the scaling field $h/c^{y_c}$ is irrelevant in the sense of renormalization-group theory, which implies that for sufficiently thick films the effect of disorder is expected to be negligible.
3. Pure system

Within the field-theoretic framework, near criticality a symmetric Ising film of thickness \(L\) without ordering fields is described by the (dimensionless) \(d\)-dimensional Ginzburg–Landau Hamiltonian for the order parameter \(\psi(r,z)\) \([4]\):

\[
\mathcal{H}_0[\phi] = \int d^{d-1}r \int_0^L dz \left[ \frac{1}{2} (\nabla \phi)^2 + \frac{1}{2} \tau \phi^2 + \frac{1}{4!} g \phi^4 + \frac{1}{2} c \phi^2 \left[ \phi(z) + \phi(z-L) \right] \right]
\]

(3)

where \(r\) is a \((d-1)\)-dimensional lateral vector with \(|r| < R\); the thermodynamic limit requires \(R \to \infty\), while the width \(L\) remains large but finite. In equation (3) and below the integral over \(z\) is understood to be taken as \(\lim_{\epsilon \to 0} \int_{0-\epsilon}^{L+\epsilon} dz\). Negative values of the temperature variable \(\tau \sim t\) correspond to the bulk ferromagnetic phase which we study in the following (concerning the disordered phase see appendix B). We also assume that the surface coupling parameter is large, i.e. \(c \gg 1\), which corresponds to the ordinary transition in semi-infinite systems. In particular this implies that for \(\tau \geq 0\) the order parameter is identically zero.

The mean field equilibrium configuration \(\phi_\ast(r,z)\) minimizes \(\mathcal{H}_0[\phi]\), satisfying \(\phi''_\ast(z) = -|\tau| \phi_\ast(z) + \frac{1}{4} g \phi_\ast^2(z)\) with the boundary conditions \(\phi'_0(z)\big|_{z=0} = c \phi_\ast(0)\) and \(\phi'_0(z)\big|_{z=L} = -c \phi_\ast(L)\). With the bulk correlation length \(\xi_- = 1/\sqrt{2|\tau|} = \xi_0^0 |t|^{-1/2}\) for \(\tau < 0\) and \(\xi_+ = 1/\sqrt{|\tau|} = \xi_0^+ |t|^{-1/2}\) for \(\tau > 0\) the function \(\phi_\ast(z, t < 0, L) = \phi_0 \times (L/\xi_-)^{-\beta/\nu} \psi_-(z/L, L/\xi_-)\) decomposes into the amplitude \(\phi_0\) of the bulk order parameter \(\phi_0 = \phi_0 |t|^{\beta}\), the power law \((L/\xi_-)^{-\beta/\nu}\) and a universal scaling function \(\psi_-(s = z/L, x_\ast = L/\xi_-)\) with \(0 \leq s \leq 1\) and \(\psi_-(1-s, x_\ast) = \psi_-(s, x_\ast)\); \(\phi_\ast \equiv 0\) for \(t \geq 0\). Within the present mean field theory (MFT) \(\tau = t/(2\xi_0^0)^2\) and \(\phi_0 = \sqrt{3g/\xi_0^0}\) with the universal ratio \(\xi_0^0/\xi_0^\ast = \sqrt{2}\). The above scaling form for \(\phi_\ast(z, t, L)\) holds beyond MFT.

The MFT scaling function satisfies the differential equation

\[
\frac{\partial^2 \psi_\ast}{\partial s^2} = -x_\ast^2 \psi_\ast + \psi_\ast^3
\]

(4)

with the boundary conditions \(\frac{\partial \psi_\ast}{\partial s} \big|_{s=0} = cL \psi_\ast (s = 0, x_\ast)\) and \(\frac{\partial \psi_\ast}{\partial s} \big|_{s=1} = -cL \psi_\ast (s = 1, x_\ast)\). In the following we refrain from indicating the dependence of the scaling function \(\psi_\ast\) on \(x_\ast\) unless it is necessary.

The limit \(c \to \infty\) has been studied in detail in \([47]\). In this case the scaling function \(\psi_\ast(s)\) can be expressed in terms of the Jacobi elliptic function \(sn(s)\) which satisfies \(sn(s = 0) = sn(s = 1) = 0\) while its derivatives at \(s = 0\) and at \(s = 1\) are nonzero. This solution is the equilibrium one only for \(\tau < \tau_c \equiv -\pi^2/L^2\); for \(\tau \geq \tau_c\) one has \(\phi_\ast(z) \equiv 0\) (Beyond MFT this holds only for \(\tau \geq 0\). Within MFT, in the interval \(-\pi^2/L^2 < \tau \leq 0\), or equivalently \(-\sqrt{2\pi} < x_\ast \leq 0\), the film is disordered although the bulk is ordered.) For large \(x_\ast\) the scaling function \(\psi_\ast(s)\) approaches that of the semi-infinite system: \(\psi_\ast(s \to 0, x_\ast \to \infty; s x_\ast = y_\ast) = x_\ast^{-\beta/\nu} P_\ast(y_\ast = z/\xi_-)\) with \(P_\ast(y_\ast = \infty) = 1\) and \(P_\ast(y_\ast \to 0) \sim y_\ast^{-\beta_1(\beta-\nu)/\nu}\) where \(\beta_1(d = 4) = 1\) and \(\beta_1(d = 3) = 0.80(1)\) \([48, 49]\) is a surface
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critical exponent; within mean field theory \(P_-(y_-) = \tanh(y_-)\). For large but finite values of the surface enhancement parameter \(c\) the scaling function \(\psi_-(s)\) is close to its fixed point form corresponding to \(c = \infty\) but still with nonzero values \(\psi_-(0)\) and \(\psi_-(1)\), in accordance with the boundary conditions \(\psi_-(s = 0) = \psi_-(s = 1) \sim 1/c\).

We now consider fluctuations \(\varphi(r, z)\) around the mean field equilibrium profile \(\phi_*(z) = (\phi_0 \xi^-_0/L) \psi_-(z/L, L/\xi^-_0) \theta(-\tau)\), where \(\theta\) is the Heaviside function. Inserting \(\phi(r, z) = \phi_*(z) + \varphi(r, z)\) into \(\mathcal{H}_0[\phi]\) and subtracting the bulk contribution \(\mathcal{H}_0[\phi_b] = S_{d-1} L \left(-\frac{3\tau^2}{2g}\right) \theta(-\tau)\) one obtains within Gaussian approximation

\[
\mathcal{H}_0[\varphi] - \mathcal{H}_0[\phi_b] = E_0 S_{d-1} + \frac{1}{2} \int d^{d-1}r \int_0^L dz \left[ (\nabla \varphi)^2 + \xi^2 \varphi^2 - \xi^2 m_-(z/L, x_-) \varphi^2 \right. \\
+ c \varphi^2 \left[ (\delta(z) + \delta(z - L)) \right]
\]

(5)

where \(m_-(z/L, x_-) = \frac{1}{2} \left[ 1 - \frac{1}{x_-} \psi^2(z/L) \right], -\frac{1}{2} \xi^2 = \tau, S_{d-1}\) is the \((d-1)\)-dimensional crosssectional area of the system such that \(S_{d-1} L\) is the volume of the film, and \(E_0\) is the mean field excess free energy density (per area) of a film over the bulk value (obtained by inserting the mean-field profile \(\phi_*(z)\) into equation (3) and subtracting \(\mathcal{H}_0[\phi_b]\)):

\[
E_0 = -\frac{g}{24} \int_0^L dz \phi_*^4(z) + L^3 \frac{3\tau^2}{2g} \theta(-\tau) = -\frac{3}{8g} L^3 \int_0^1 ds \psi^4(s, L/\xi) + L^3 \frac{3\tau^2}{2g} \theta(-\tau).
\]

(6)

Note that \(E_0\) depends on \(c\) via \(m_-\) and \(\psi_-\). In the limit \(L \to \infty\), \(E_0\) reduces to twice the surface energy of the corresponding semi-infinite system. In terms of the Fourier representation

\[
\varphi(r, z) = \int \frac{d^{d-1}p}{(2\pi)^{d-1}} \frac{1}{L} \sum_{l=-\infty}^{+\infty} \tilde{\phi}(p, l) \exp\left[ i p \cdot r + \frac{2\pi i}{L} l z \right],
\]

(7)

where \(\tilde{\phi}(p, l)\) is given by the inverse Fourier transform

\[
\tilde{\phi}(p, l) = \int d^{d-1}r \int_0^L dz \varphi(r, z) \exp\left[ -i p \cdot r - \frac{2\pi i}{L} l z \right],
\]

(8)

equation (5) yields

\[
\mathcal{H}_0[\varphi] - \mathcal{H}_0[\phi_b] = E_0 S_{d-1} + \frac{1}{2} \int \frac{d^{d-1}p}{(2\pi)^{d-1}} \frac{1}{L^2} \sum_{l, l' = -\infty}^{+\infty} G_{l, l'}^{-1}(p) \tilde{\phi}(p, l) \tilde{\phi}(-p, l')
\]

(9)

where

\[
G_{l, l'}^{-1}(p) \equiv L \left[ p^2 + \xi^2 - \frac{4\pi^2}{L^2} l^2 \right] \delta_{l, -l'} - \hat{m}_-(l + l', x_-) + 2c;
\]

(10)

\(\delta_{l, -l'}\) is the Kronecker symbol and (due to \(\psi_-(s, x_-) = \psi_-(1 - s, x_-)\))

\[
\hat{m}_-(l, x_-) = \frac{3x_-}{\xi^-} \int_0^{1/2} ds \left[ 1 - \frac{1}{x_-} \psi^2(s, x_-) \right] \cos(2\pi s l).
\]

(11)

Accordingly, one has \(\hat{m}_-(l, x_-) = \frac{3}{\xi^-} f_-(l, x_-)\) with
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Due to $\psi_-(s \ll 1, x_- \gg 1) \simeq x_- \tanh(s x_-)$, taken to be valid up to $s = 1/2$, one finds

$$f_-(l, x_-) = \int_0^{x_-/2} ds' \left[ 1 - \frac{1}{x_-^2} \psi_-'(s'/x_-, x_-) \right] \cos\left(\frac{2\pi}{x_-} ls'\right).$$  \hspace{1cm} (12)$$

In other words, the off-diagonal terms $\tilde{m}_-(l, x_-)$ of the matrix given by equations (10) and (11) can be approximated as follows:

$$\tilde{m}_-(l, x_- \gg 1) \simeq \frac{3}{2g} \int_0^{x_-/2} ds \cosh^{-2}(s) \cos\left(\frac{2\pi}{x_-} s\right).$$  \hspace{1cm} (13)$$

4. Random surface fields

Within the present model the presence of random surface fields is described by

$$\mathcal{H}[\phi] = \mathcal{H}_0[\phi] + \int d^{d-1}r \left[ H_1(r)\phi(r, 0) + H_2(r)\phi(r, L) \right]$$ \hspace{1cm} (15)$$

where $\mathcal{H}_0[\phi]$ is the Ginzburg–Landau Hamiltonian of the pure system (equation (3)) and $H_i(r)$ ($i = 1, 2$) are random surface fields (see the Introduction). $H_1$ and $H_2$ are taken to be uncorrelated.

Considering the fluctuations $\varphi(r, z)$, as introduced in the context of equation (5), leads to

$$\mathcal{H}[\varphi] = \mathcal{H}_0[\varphi] + \int d^{d-1}r \left[ H_1(r)\phi_s(0) + H_2(r)\phi_s(L) + H_1(r)\varphi(r, 0) + H_2(r)\varphi(r, L) \right]$$ \hspace{1cm} (16)$$

where $\mathcal{H}_0[\varphi]$ is the Gaussian Hamiltonian of the pure system (equation (9)). The partition function is

$$Z = \int \mathcal{D}[\varphi] \exp\left\{-\mathcal{H}[\varphi]\right\}$$

$$= Z_{\text{bulk}} \int \mathcal{D}[\varphi] \exp\left\{-E_0 S_{d-1} - \frac{1}{2} \int d^{d-1}p \frac{1}{(2\pi)^{d-1} L^2} \sum_{l, l'=-\infty}^{+\infty} G_{l, l'}^{-1}(p) \tilde{\varphi}(p, l) \tilde{\varphi}(-p, l') \right\}$$

$$- \int d^{d-1}r \left[ H_1(r)\phi_s(0) + H_2(r)\phi_s(L) \right] - \int d^{d-1}r \left[ H_1(r)\varphi(r, 0) + H_2(r)\varphi(r, L) \right]$$ \hspace{1cm} (17)$$

where $Z_{\text{bulk}} = \exp\left\{-S_{d-1}(\frac{\pi^2}{2L^2}) \theta(-\tau)\right\}$ and the elements $G_{l, l'}^{-1}(p)$ of the matrix $\hat{G}^{-1}(p)$ are given by equations (10) and (11). Regrouping the terms in the above equation one finds
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\[ \frac{Z}{Z_{\text{bulk}}} = Z_0 \exp \left\{ -E_0 S_{d-1} - \int d^{d-1}r \left[ H_1(r)\phi_s(0) + H_2(r)\phi_s(L) \right] \right\} \times \left\langle \exp \left\{ -\int d^{d-1}r \left[ H_1(r)\varphi(r,0) + H_2(r)\varphi(r,L) \right] \right\} \right\rangle_0. \]  

(18)

Here \( \langle \ldots \rangle_0 \) denotes the \textit{thermal} average taken with the Gaussian Hamiltonian of the pure system (equation (9)):

\[ \langle \ldots \rangle_0 \equiv Z_0^{-1} \int \mathcal{D}[\varphi] \langle \ldots \rangle \exp \left\{ -\frac{1}{2} \int \frac{d^{d-1}p}{(2\pi)^{d-1}} \frac{1}{L^2} \sum_{l,l'} G_{l,l'}^{-1}(p) \varphi(p,0) \varphi(-p,l') \right\}. \]

(19)

Using the general formula for Gaussian integrals,

\[ \prod_{k=1}^{M} \int_{-\infty}^{+\infty} d\varphi_k \exp \left\{ -\frac{1}{2} \sum_{k,k'} A_{k,k'} \varphi_k \varphi_{k'} \right\} = (2\pi)^{M/2} \exp \left\{ -\frac{1}{2} \text{Tr} \ln \hat{A} \right\} \]

(20)

which is valid for any matrix with positive eigenvalues, one has

\[ Z_0 = \int \mathcal{D}[\varphi] \exp \left\{ -\frac{1}{2} \int \frac{d^{d-1}p}{(2\pi)^{d-1}} \frac{1}{L^2} \sum_{l,l'} G_{l,l'}^{-1}(p) \varphi(p,0) \varphi(-p,l') \right\} = \mathcal{B} \exp \left\{ -\frac{1}{2} S_{d-1} \int \frac{d^{d-1}p}{(2\pi)^{d-1}} \text{Tr} \ln [\hat{G}^{-1}(p)] \right\} \]

(21)

where Tr denotes the matrix trace and the factor \( L^{-2} \) in the exponential of equation (19) is absorbed into the pre-exponential factor \( \mathcal{B} \) in equation (21). Note that the value of this pre-exponential factor depends on the definition of the integration measure of the the fields \( \varphi \). Since the prefactor \( \mathcal{B} \) drops out of equation (19) it is irrelevant for the considered problem and thus will be omitted in the further calculations. The average in equation (18) is calculated by using the Gaussian relation \( \langle \exp(\lambda \cdot x) \rangle_0 = \exp \left( \frac{1}{2} \langle (\lambda \cdot x)^2 \rangle_0 \right) \).

Performing the Gaussian integrals over the fluctuating field \( \varphi(r,z) \) leads to

\[ \ln \left( \frac{Z}{Z_{\text{bulk}}} \right) = -E_0 S_{d-1} - \frac{1}{2} S_{d-1} \int \frac{d^{d-1}p}{(2\pi)^{d-1}} \text{Tr} \ln [\hat{G}^{-1}(p)] \]

\[ - \int d^{d-1}r \left[ H_1(r)\phi_s(0) + H_2(r)\phi_s(L) \right] \]

\[ + \frac{1}{2} \left\langle \left( \int d^{d-1}r \left[ H_1(r)\varphi(r,0) + H_2(r)\varphi(r,L) \right] \right)^2 \right\rangle_0. \]

(22)

Note that the first two terms on the rhs of equation (22) are independent of \( H_1 \) and \( H_2 \). Accordingly, for the free energy (per \( k_B T_c \) and in excess of the bulk contribution \( \mathcal{F}_b \)) \textit{averaged over the random surface fields} we find \( \langle H_1 H_2 = H_1 H_2 = 0 \rangle \)

\[ \mathcal{F} - \mathcal{F}_b = E_0 + \frac{1}{2} \int \frac{d^{d-1}p}{(2\pi)^{d-1}} \text{Tr} \ln [\hat{G}^{-1}(p)] - \frac{1}{2} h^2 \left( \langle \varphi^2(r,0) \rangle_0 + \langle \varphi^2(r,L) \rangle_0 \right). \]

(23)
In terms of the Gaussian integral, equations (19) and (21), for the correlation function of the fields $\tilde{\phi}(p, l)$ one obtains
\[
\langle \tilde{\phi}(p, l)\tilde{\phi}(p', l') \rangle_0 = L^2 G_{l,l'}(p) (2\pi)^{d-1} \delta(p + p').
\]
(24)

Thus, using the Fourier representation in equation (7) the thermal averages in equation (23) can be represented as
\[
\langle \varphi^2(r, L) \rangle_0 = \langle \varphi^2(r, 0) \rangle_0
\]
\[
= \int \frac{d^{d-1}p}{(2\pi)^{d-1}} \int \frac{d^{d-1}p'}{(2\pi)^{d-1}} \frac{1}{L^2} \sum_{l,l'=\infty}^{+\infty} \langle \tilde{\phi}(p, l)\tilde{\phi}(p', l') \rangle_0 \exp \left[i(p + p') \cdot r\right]
\]
\[
= \int \frac{d^{d-1}p}{(2\pi)^{d-1}} \sum_{l,l'=\infty}^{+\infty} L^2 G_{l,l'}(p) (2\pi)^{d-1} \delta(p + p') \exp \left[i(p + p') \cdot r\right]
\]
(25)

where $\hat{G}(p)$ is defined via $\hat{G}^{-1}(p) = \sum_{l,l'=\infty}^{+\infty} G_{l,l'}^{-1}(p)G_{l',l}(p) = \delta_{l,-l'}$. Within the present approach, $\langle \varphi^2(r, L) \rangle_0 = \mathcal{E}(z = L)$ and $\langle \varphi^2(r, 0) \rangle_0 = \mathcal{E}(z = 0)$, where $\mathcal{E}(z = L) = \mathcal{E}(z = 0)$ is the fluctuation contribution to the energy density at the surfaces of the pure film system without surface fields [50, 51]; this quantity is independent of $r$. It is interesting to note that equations (23) and (25) are equivalent to the expression for the free energy of a quenched system with dielectric parallel walls exhibiting random-charge disorder on the surfaces, as given by equation (4) in [30].

Subtracting the free energy of the pure system, one has for the free energy contribution $\Delta F(h, L)$ due to the random field:
\[
\frac{\Delta F(h, L)}{S_{d-1}} = -h^2 \langle \varphi^2(r, 0) \rangle_0 = -h^2 \int \frac{d^{d-1}p}{(2\pi)^{d-1}} \sum_{l,l'=\infty}^{+\infty} G_{l,l'}(p).
\]
(26)

In order to deal with the divergent integral over $p$ we use dimensional regularization.

Using the explicit expressions in equations (10) and (14) together with the relation $\sum_{l,l'=\infty}^{+\infty} G_{l,l'}^{-1}(p)G_{l',l}(p) = \delta_{l,-l'}$, one finds (see appendix A)
\[
\sum_{l,l'=\infty}^{+\infty} G_{l,l'}(p) = \frac{g(p, L, \xi_{-})}{1 + 2c g(p, L, \xi_{-}) - g_1((p\xi_{-})^2, x_{-})}
\]
(27)

where
\[
g(p, L, \xi_{-}) = \frac{1}{L} \sum_{l=\infty}^{+\infty} \left[ p^2 + \xi_{-}^2 + \left(\frac{2\pi l}{L}\right)^2 \right]^{-1} = \frac{1}{2\sqrt{p^2 + \xi_{-}^2} \tanh \left(\frac{L}{2\sqrt{p^2 + \xi_{-}^2}}\right)}
\]
\[
= \frac{\xi_{-}}{2\sqrt{1 + (p\xi_{-})^2} \tanh \left(\frac{x_{-}}{2\sqrt{1 + (p\xi_{-})^2}}\right)}
\]
(28)
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and
\[
g_1((p\xi)^2, x) = \frac{3}{2\sqrt{(p\xi)^2 + 1}} \int_0^{x/2} ds \cosh^{-2}(s) \exp\left\{ -s\sqrt{(p\xi)^2 + 1} \right\}.
\] (29)

By inserting equation (27) into equation (26) and rearranging the integrand one obtains
\[
\frac{\Delta F}{S_{d-1}} = \frac{h^2}{2c} \int \frac{d^{d-1}p}{(2\pi)^{d-1}} \left( \frac{1 - g_1}{2cg + 1 - g_1} - 1 \right).
\] (30)

In the next step, we insert the explicit expressions for \( g \) and \( g_1 \) (equations (28) and (29)) and determine the surface terms by taking the limit \( x = L/\xi \to \infty \). Subtracting these \( L \)-independent terms we obtain the excess free energy (denoted by \( \Delta \tilde{F} \))
\[
\frac{\Delta \tilde{F}}{S_{d-1}} = \frac{h^2}{2c} \int \frac{d^{d-1}p}{(2\pi)^{d-1}} \sqrt{p^2 + \xi^2} \tanh\left( \frac{L}{2} \sqrt{p^2 + \xi^2} \right) \times \left[ 1 - \frac{3}{2\sqrt{(p\xi)^2 + 1}} \int_0^{x/2} ds \cosh^{-2}(s) \exp\left\{ -s\sqrt{(p\xi)^2 + 1} \right\} \right].
\] (31)

This expression is valid for large \( c \) to leading order in an expansion in terms of \( 1/c \). Using the substitution \( p = y/\xi \) and integrating over the angular part of the momenta, we obtain
\[
\frac{\Delta \tilde{F}}{S_{d-1}} = \frac{\pi^{\frac{d}{2}}}{\Gamma\left(\frac{d+1}{2}\right)} \frac{h^2}{2c^2 \xi^d} \int_0^{\infty} dy \, y^{d-2} \sqrt{y^2 + 1} \tanh\left( \frac{x}{2} \sqrt{1 + y^2} \right) \times \left[ 1 - \frac{3}{2\sqrt{y^2 + 1}} \int_0^{x/2} ds \cosh^{-2}(s) \exp\left\{ -s\sqrt{y^2 + 1} \right\} \right].
\] (32)

Taking the negative derivative of this expression with respect to \( L \), which amounts to \( -\frac{\partial}{\partial x} = -\xi^{-1} \frac{\partial}{\partial \xi} \), renders the critical Casimir force \( \Delta f \), per \( k_B T \) and per area \( S_{d-1} \), in excess to its value without random fields:
\[
\Delta f \simeq -\frac{\pi^{\frac{d}{2}}}{\Gamma\left(\frac{d+1}{2}\right)} \frac{h^2}{4c^2 \xi^{d+2}} \int_0^{\infty} dy \, y^{d-2} \left\{ \frac{y^2 + 1}{\cosh^2\left( \frac{x}{2} \sqrt{1 + y^2} \right)} \left[ 1 - \frac{3}{2\sqrt{y^2 + 1}} \int_0^{x/2} ds \frac{\exp\left\{ -s\sqrt{y^2 + 1} \right\}}{\cosh^2(s)} \right] \right\} \times \left[ 1 -\frac{3}{2\sqrt{y^2 + 1}} \int_0^{x/2} ds \cosh^{-2}(s) \exp\left\{ -s\sqrt{y^2 + 1} \right\} \right].
\] (33)

Replacing \( \xi \) by \( L/x \) and identifying the dimensionless scaling variable \( w^2 = h^2/(c^2 L) \) (see Introduction), leads to the following final result:
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\[ \Delta f \simeq -A(d) \frac{w^2 x_{-}^{d+1}}{L^d} \int_0^{\infty} dy \frac{y^{d-2}}{d} \left\{ \frac{y^2 + 1}{\cosh^2 \left( \frac{\pi}{2} \sqrt{1 + y^2} \right)} \left( 1 - \frac{3}{2\sqrt{y^2 + 1}} \int_{x_-/2}^{\infty} ds \exp \left[ -s \sqrt{y^2 + 1} \right] \right) \right\} \]

which is valid for \( x_- \gg 1, c \gg 1 \) (to leading order \( O(1/e^3) \); compare equations (12) and (13)). The prefactor is given by \( A(d) = \pi^{1-d}/(4\Gamma(d+1/2)) \).

Analogous calculations (see appendix B) for the contribution of random surface fields to the critical Casimir force in the disordered film phase for \( -\pi^2/L^2 = \tau_c < \tau < 0 \) and for \( \tau > 0 \) yield

\[ \Delta f = -\frac{A(d)w^2}{L^d} \left\{ f_0^1 dy \frac{y^{d+1} y^{d-2}(1-y^2)}{2(\frac{\pi}{2})^2 \cosh^2 \left( \frac{\pi}{2} \sqrt{1-y^2} \right)} ight\} \]

where \( x_- = -L/\xi_- \) and \( x_+ = L/\xi_+ \). Note that because in the disordered phase the mean field OP profile \( \psi_-(s, x_-) \) is identically equal to zero, the derivation of the above result turns out to be much more simple than the one for the ordered phase in equation (34). Whereas equation (34) is only approximately valid for \( x_- \gg 1 \), i.e. \( x = -x_- \rightarrow -\infty \), equation (35) holds for \( 0 > -x_- \gtrsim -\sqrt{2}\pi \), i.e. not too close to \( \tau_c \), and for \( x_+ = L/\xi_+ \gtrsim 0 \). The scaling function \( \Delta f L^d/w^2 \) of the random field contribution to the critical Casimir force as given by equations (34) and (35) is shown in figure 1.

### 5. Discussion and perspectives

It is interesting and instructive to compare the qualitative behavior of the contribution to the critical Casimir force due to random surface fields with the corresponding force for the pure system with Dirichlet–Dirichlet boundary conditions. In the absence of random surface fields (i.e. \( h = 0 \)) the free energy is given by the first two terms on the rhs of equation (23). There, the first term is the standard mean field contribution (equation (6)), while the second term stems from the Gaussian fluctuations described by the correlation function matrix given in equation (10). Accordingly one finds for the CCF \( f_0 \) (per \( k_BT \) and per area \( S_{x-1} \) and in excess of the \( L \)-independent contribution from the bulk free energy) \( f_0 = -(\partial E_0/\partial L) + f_0^{(G)} \), where \( f_0^{(G)} \) is the contribution
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from the Gaussian fluctuations. (The surface free energy of the film does not depend on the film thickness and thus it does not render a contribution to $f_0$.) An analytical expression for the mean field contribution $-\partial E_0/\partial L$ is available only for $d = 4$; it is given by equation (56) and figure 9 in [17]. This result vanishes $\sim |x_-|^2 \exp(-\sqrt{2}|x_-|)$ for $x_- \to -\infty$, is parabolic for $-\sqrt{2}\pi \leq x_- \leq 0$, and is zero for $x_+ > 0$. For $T < T_{c,b}$, the Gaussian contribution $f_0^{(G)}$ must be determined numerically (second term in equation (23)). For $T > T_{c,b}$ one has $f_0^{(G)}(x_+ > 0, d = 4) = 3\Theta_+(0,0)(x_+) - x_+\Theta'_+(0,0)(x_+)$ with $\Theta_+(0,0)(x_+) = -(x_+^4/(6\pi^2)) \int_1^\infty dy(y^2 - 1)^{3/2}/(e^{2x+y} - 1)$ (see equation (6.12) for $\epsilon = 0$ in the first entry of [12]); accordingly, $f_0^{(G)}(x_+ \to \infty) = -(1/(16\pi^{3/2}))x_+^{3/2}e^{-2x_+}$. For $d = 3$, the numerically evaluated mean field contribution is shown in figure 13 of [21]. For $d = 3$ and $T < T_{c,b}$, as for $d = 4$, the Gaussian contribution $f_0^{(G)}$ must be determined numerically. For $d = 3$ and $T > T_{c,b}$ one has $f_0^{(G)}(x_+ > 0, d = 3) = 3\Theta_+(0,0)(x_+) - x_+\Theta'_+(0,0)(x_+)$ with $\Theta_+(0,0)(x_+) = -x_+^{3/(4\pi)} \int_1^\infty dy(y^2 - 1)/(e^{2x+y} - 1)$ (see equation (6.6) in the first entry of [12]); accordingly, $f_0^{(G)}(x_+ \to \infty) = -(1/(6\pi))x_+e^{-2x_+}$.

Our results obtained within the Gaussian approximation for weak disorder in $d = 3$ (equations (34)) are very useful, because they confirm the interpretation of the MC simulation data in [33], formulated therein as a hypothesis. This hypothesis states that for small values of $w$ the contribution $\Delta f$ to the critical Casimir force due to random surface fields is, to leading order, proportional to $w^2$, i.e. for the scaling function $\vartheta$ of the critical Casimir force one has

$$f_0(T, L, h)L^3 = \vartheta(x, w) \approx \vartheta(x, w = 0) + w^2 \delta \vartheta(x),$$  

(36)

where $\vartheta(x, w = 0)$ is the scaling function of the critical Casimir force for $(o, o)$ BC without RSF and the universal scaling function $\delta \vartheta$, which is defined via equation (36), depends
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Figure 2. The scaling function $\Delta f L^d/w^2$ of the contribution to the critical Casimir force due to random surface fields calculated within Gaussian approximation in $d = 3$ and given by equations (34) and (35). We also show the Monte Carlo (MC) simulations data (symbols) for the $3d$ Ising film with random surface fields taken from figure 3(b) in [33]. In order to facilitate comparison, the analytic results have been rescaled as follows: $x \rightarrow 1.55 \times x$, $y \rightarrow 0.3 \times y$. For the $3d$ Ising model the random surface field scaling variable is $\tilde{w} = h/L^{0.26}$ (see equation (2)). The vertical lines indicate $T_{c, \text{bulk}}$ and $T_{c, \text{film}}(L)$ within MFT, corresponding to $x = 0$ and $x = -6.88 \approx -4.44 \times 1.55$, respectively (see figure 1). The results of the Gaussian approximation agree qualitatively with the corresponding MC data in $d = 3$. Moreover, for $-\sqrt{2}\pi < x < 0$, i.e. not too close to $x_c = -\sqrt{2}\pi$, the analytic result is quantitatively close to the simulation data. Nevertheless, this figure tells that in the presence of RSF and in $d = 3$ the non-Gaussian fluctuations, which are captured by MC but not by the analytic approach, are quantitatively important.

The scaling variable $x$ equals $-L/\xi_-$ for $T \leq T_{c,b}$ and $+L/\xi_+$ for $T \geq T_{c,b}$. In figure 2, we compare $\Delta f L^d/w^2 = L^d (f_0(T, L, h) - f_0(T, L, h = 0))/w^2 \approx \delta \delta(x)$ as given by equations (34) and (35) for $d = 3$ with the MC simulation data obtained in [33] for $3d$ Ising films with weak surface disorder corresponding to the scaling variable $\tilde{w} = h/L^{0.26} = 0.25$. (In the Ising model considered in [33], the coupling constant within the surface layers and between the surface layers and their neighboring layers has been taken to be the same as in the bulk. The corresponding surface enhancement is, within mean-field theory and in units of the lattice spacing, $c = 1$ [4]. Beyond mean field theory, the relation between $c$ and the coupling constants is not known. In [33] the value of $c$ has been set such that $c^{0.87} = 1/\kappa$ and the scaling variable $\tilde{w} = h/L^{0.26}$ has been used.) The best fit of the MC data by the analytical result is achieved by stretching and compressing the scaling variable $x$ and the amplitude of the analytic result for $\Delta f L^d/w^2$ by a factor of 1.55 and of 0.3, respectively. As can be inferred from figure 2, the Gaussian approximation qualitatively captures the influence of the random surface fields on the CCF in the case of weak disorder. Interestingly, also a quantitative closeness occurs in the disordered film phase for $-\pi^2/L^2 = \tau < 0$ where the mean field OP profile $\psi_-(s, x_-)$ is identically zero so that and the derivation of the analytic result is much more simple. On the other hand, for $x < x_c = -\sqrt{2}\pi$ the analytic result for $d = 3$ is valid for $x_- \gg 1$ and $c \gg 1$ (to leading order $O(1/c^3)$ and, as expected, it deviates from the MC data in the range of $x$ shown. The observed discrepancy is not
entirely due to the Gaussian approximation. An additional reason may be the fact that the analytic calculations have been performed by assuming the limit $c \to \infty$, whereas the MC simulation data have been obtained for $c \simeq 1$. Moreover, for $x < x_c = -\sqrt{2\pi}$, the scaling function for the OP profile has been approximated by the scaling function for the associated semi-infinite system close to its fixed-point form corresponding to $c = \infty$ (compare equations (12) and (13)). As already discussed earlier (see section II, equations (12) and (13)), this approximation is valid for $x_- \gg 1$. As can be seen in figure 3, for $c = 1$, which corresponds to the model system studied within the MC simulation, even for $x_-$ as large as 20 the deviation of the OP scaling function for a film from the one for the corresponding semi-infinite system is considerable. The smaller the film thickness, the stronger is the deviation. The MC simulation data for $x \gtrsim -4$ have to be considered with some caution. They are obtained as the difference between the force corresponding to the random surface field and the corresponding force for a pure system (with $(o,o)$ BC). Because within this range of $x$ the amplitude of these forces is

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure3.png}
\caption{Scaling function $\psi(s,x)$ of the OP profile in the film (see section 3) of thickness $L = 10$ (a) and $L = 1000$ (b) with $(o,o)$ BCs for various values of the scaling variable $x_- = L/\xi_-$ (solid lines) as obtained within mean field theory for $c = 1$ (see [47]) compared with the ones for the corresponding semi-infinite system at the fixed point $c = \infty$ (dashed lines). For the narrow film with $L = 10$, deviations from the semi-infinite OP scaling function are more pronounced and occur at smaller values of $x_-$ as for the thick films. Such narrow films have been studied by the MC simulations reported in [33].}
\end{figure}
very small and, simultaneously, the finite-size effects are very strong, the results for the scaling function $\Delta f L^d/w^2$ are not overly reliable.

If instead of random surface fields, which couple linearly to the order parameter field $\phi(r,0)$ (equation (15)), one introduces a quadratic coupling, this would effectively correspond to the presence of quenched fluctuations of random surface temperatures. All known results concerning this kind of disorder in the bulk demonstrate that the effects produced by weak quenched temperature disorder is much smaller than that of weak random fields. In particular, the former type of disorder can at most affect the critical behavior of the system (e.g. changing the critical exponents), while the presence of weak random fields may change both the global ground state of the system and the nature of the phase transition. Therefore, it should be expected that the effect of quenched random surface temperatures is much smaller than that of the random surface fields studied here.

On the other hand, unlike the system with quenched random surface fields as considered here, the corresponding model with annealed disorder effectively turns out to be non-random, i.e. the effect of annealed random fields is trivial and irrelevant. Indeed, if the fields $H_{1,2}(r)$ in the Hamiltonian (equation (10)) are considered as dynamical variables, carrying out a Gaussian integration of the partition function over them would produce two non-random contributions $h^2 \phi^2(r,0)$ and $h^2 \phi^2(r,L)$, which can be simply included into the original non-random Hamiltonian $H_0[\phi]$ (equation (3)) by shifting the surface coupling parameter $c \rightarrow c + h^2$.

Concerning future studies, it would be desirable to consider spatially correlated random surface fields with nonzero mean which better mimic the actual physical systems. In addition, it would be interesting to study to which extent random surface fields eliminate the critical point $T_{c,\text{film}}$ of the film and, if not, how $T_{c,\text{film}}$ is shifted by the Gaussian fluctuations with and without random surface fields.

Finally, it would be rewarding to improve the MC simulation technique as well as to make analytic progress beyond the Gaussian approximation. To this end one can extend the renormalization group analysis for the energy density at a single surface (i.e. for a semi-infinite system [50]) to that in the presence of a second surface at a distance $L$ (i.e. for the film geometry). This will lead to a scaling form of the surface energy density which is complicated due to the combination of multiplicative and additive renormalization. Even the comparison of this scaling property with the present explicit Gaussian result is expected to be impeded by logarithmic corrections appearing in $d = 4$. Moreover, in order to be consistent the relation in equation (26) has to be augmented in order to capture non-Gaussian contributions.

### Appendix A. Ordered phase in the film

In this appendix we consider the Gaussian fluctuations around a nonzero mean field order parameter $\phi_\ast \neq 0$. This occurs at $\tau < \tau_c = -\pi^2/L^2$, i.e. below the bulk critical point [47]. In terms of the scaling variable $x(\tau < 0) = -x$ this appendix is concerned with $x < \sqrt{2}\pi$.

Accordingly, due to to equations (10) and (14) the matrix elements $G^{-1}_{l,l'}$ are given as

$$G^{-1}_{l,l'} = a_0 \delta_{l,-l'} - \tilde{m}(l + l'; x) + 2c$$  \hspace{1cm} (A.1)
where

$$a_l = L \left[ p^2 + \xi^{-2} + \left( \frac{2\pi l}{L} \right)^2 \right]$$  \hspace{1cm} (A.2)

and approximately

$$\tilde{m}(l; x_-) = \frac{3}{\xi} \int_{0}^{x_-/2} ds \cosh^{-2}(s) \cos \left( \frac{2\pi l}{x_-} s \right)$$  \hspace{1cm} (A.3)

In view of equation (26) our aim is to compute the quantity

$$S = \sum_{l, l' = -\infty}^{+\infty} G_{l, l'}$$  \hspace{1cm} (A.4)

where the matrix $\hat{G} = (G_{l, l'})$ is the inverse of the matrix $\hat{G}^{-1} = (G_{l', l})$ given by equation (A.1). It will turn out that the above sum $S$ can be computed without making use of an explicit expression for the matrix elements $G_{l, l'}$.

To start with, we consider the matrices $G_{l, l'}$ and $G_{l, l'}^{-1}$ to have a very large but finite rank $N \times N$; only in the final result we shall take the limit $N \to \infty$. By definition the inverse matrix fulfills

$$\sum_{l' = -N}^{N} G_{l', l}^{-1} G_{l', l} = 2N + 1$$  \hspace{1cm} (A.5)

Summing the above relation over $l_1$ and $l_2$ we find

$$\sum_{l = -N}^{N} \tilde{C}_l C_l = 2N + 1$$  \hspace{1cm} (A.6)

where

$$C_l = \sum_{l' = -N}^{N} G_{l, l'}$$  \hspace{1cm} (A.7)

and, according to equation (A.1),

$$\tilde{C}_l = \sum_{l' = -N}^{N} G_{l, l'}^{-1} G_{l', l}^{-1} = \sum_{l' = -N}^{N} \left[ a_l \delta_{l, -l'} - \tilde{m}(l + l'; x_-) + 2c \right]$$

$$= a_l - M(x_-, l) + 2c(2N + 1)$$  \hspace{1cm} (A.8)

where

$$M(x_-, l) = \sum_{l' = -N}^{N} \tilde{m}(l + l'; x_-) = \frac{3}{\xi} \sum_{l'' = -N+l}^{N+l} \int_{0}^{x_-/2} ds \cosh^{-2}(s) \cos \left( \frac{2\pi l''}{x_-} s \right)$$  \hspace{1cm} (A.9)

$M(x_-, l)$ can be written as
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\[ M(x_-, l) = M(x_-) + R(l; x_-) = \sum_{l'=-N}^{N} \tilde{m}(l'; x_-) + R(l; N; x_-) \]
\[ = \frac{3}{\xi_-} \sum_{l'=-N}^{N} \int_{0}^{x_-/2} ds \kappa^{-2}(s) \cos\left(\frac{2\pi l''}{x_-} s\right) + R(l; N; x_-) \]  
(A.10)

with \( M(x_-) = M(x_-, l = 0) \). In the limit of large \( N \) (which will be taken to infinity in the final result) one has \( R(l; N \to \infty; x_-) = 0 \) for all \( l \) and \( x_- \). Substituting equation (A.8) into equation (A.6) and taking into account that according to the definition in equation (A.4), one has \( S = \sum_{l} C_l \) so that
\[ \sum_{l=-N}^{N} (a_l - R(l; N; x_-)) C_l + \left( (4N + 2)c - M(x_-) \right) S = 2N + 1. \]  
(A.11)

This equation is satisfied by
\[ C_l = \left( a_l - R(l; N; x_-) \right)^{-1} \left[ 1 + \tilde{m}(l; x_-) S - 2cS \right]. \]  
(A.12)

Summing equation (A.12) over \( l \) we obtain a simple equation for \( S \):
\[ S = \sum_{l=-N}^{N} \left( a_l - R(l; N; x_-) \right)^{-1} + S \sum_{l=-N}^{N} \frac{\tilde{m}(l; x_-)}{a_l - R(l; N; x_-)} - 2cS \sum_{l=-N}^{N} \frac{1}{a_l - R(l; N; x_-)}. \]  
(A.13)

In the limit \( N \to \infty \) we eventually find
\[ \sum_{l,l'=\infty}^{+\infty} G_{l,l'} \equiv S = \frac{g}{1 + 2cg - g_1} \]  
(A.14)

which is equation (27). The series
\[ g = \sum_{l=-\infty}^{+\infty} a_l^{-1} \]  
(A.15)

and
\[ g_1 = \sum_{l=-\infty}^{+\infty} a_l^{-1} \tilde{m}(l; x_-) \]  
(A.16)

are still to be calculated.

With equation (A.2) the series in equation (A.15) can be written as
\[ g = \frac{L}{4\pi^2} \left[ 2 \sum_{l=1}^{\infty} \frac{1}{l^2 + \gamma^2} + \frac{1}{\gamma^2} \right], \]  
(A.17)

where
\[ \gamma^2 = \frac{L^2}{4\pi^2} \left( p^2 + \xi_-^{-2} \right) = \frac{x_-^2}{4\pi^2} \left[ (\xi-p)^2 + 1 \right]. \]  
(A.18)
The series in equation (A.17) is known as \( \sum_{l=1}^{\infty} (t^2 + \gamma^2)^{-1} = \frac{\pi}{2\gamma} [\tanh(\pi\gamma)]^{-1} - \frac{1}{2\gamma^2} \) (see equation (1.217.1) in [52]). Thus we obtain
\[
g \equiv g(p, L, \xi) = \frac{1}{2\sqrt{p^2 + \xi^{-2}} \tanh\left(\frac{L}{2} \sqrt{p^2 + \xi^{-2}}\right)},
\]
(A.19)
which is equation (28).

The series in equation (A.16) can be written as
\[
g_1 = \frac{3L}{4\pi^2 \xi} \int_0^{x_-/2} ds \cosh^{-2}(s) \sum_{l=-\infty}^{+\infty} \frac{1}{l^2 + \gamma^2} \cos\left(\frac{2\pi l}{x_-} s\right).
\]
(A.20)
For large values of \( x_- \) the series in equation (A.20) can be approximated by the integral
\[
g_1 \approx \frac{3}{4\pi^2} \int_0^{x_-/2} ds \cosh^{-2}(s) \int_{-\infty}^{+\infty} dt \frac{1}{t^2 + \frac{1}{4\pi^2} [(p\xi^{-1})^2 + 1]} \cos\left(2\pi s t\right). \]
(A.21)
Simple integration over \( t \) yields
\[
g_1 \equiv g_1((p\xi^{-1})^2, x_-) = \frac{3}{2\sqrt{(p\xi^{-1})^2 + 1}} \int_0^{x_-/2} ds \cosh^{-2}(s) \exp\left\{-s\sqrt{(p\xi^{-1})^2 + 1}\right\}.
\]
(A.22)

**Appendix B. Disordered phase in the film**

**B.1. \( -\pi^2/L^2 < \tau \leq 0 \)**

In the disordered phase in the film below \( T_{c, \text{bulk}} \) (for which the mean field equilibrium profile is identically zero, i.e. \( \phi_\ast(z) \equiv 0 \) as for \( T > T_{c, \text{bulk}} \)) the Hamiltonian, which describes the fluctuating field \( \varphi(r, z) \) within the Gaussian approximation, is given by
\[
\mathcal{H}_0[\varphi] = -\frac{1}{2} \int d^{d-1}r \int_0^L dz \left[ (\nabla \varphi)^2 - \frac{1}{2} \xi^{-2} \varphi^2 + c\varphi^2 [\delta(z) + \delta(z - L)] \right].
\] (B.1)

With \( -\frac{1}{2} \xi^{-2} = \tau \) equation (B.1) holds for the interval \( -\pi^2/L^2 < \tau \leq 0 \) in which the bulk is ordered but the film is disordered. Inserting the Fourier representation (equation (7)) into equation (B.1) yields
\[
\mathcal{H}_0[\tilde{\varphi}] = \frac{1}{2} \int \frac{d^{d-1}p}{(2\pi)^{d-1}} \frac{1}{L^2} \sum_{l,l'=-\infty}^{+\infty} G^{-1}_{l,l'}(p) \tilde{\varphi}(p, l) \tilde{\varphi}(-p, l')
\] (B.2)
where the matrix elements \( G^{-1}_{l,l'}(p) \) have a much more simple structure compared with the ones in equation (10):
\[
G^{-1}_{l,l'}(p) = L \left[ p^2 - \frac{1}{2} \xi^{-2} + \frac{4\pi^2}{E^2} \right] \delta_{l,-l'} + 2c.
\] (B.3)
Following the same steps as in the calculation for the ordered phase, for the free energy contribution \( \Delta F(h, L) \), caused by the random fields, one obtains the analogue of equation \( (26) \) for which instead of equation \( (27) \) one now finds a much more simple expression:

\[
\sum_{l,l'=-\infty}^{+\infty} G_{l,l'}(p) = \frac{g(p, L, \xi_-)}{1 + 2c g(p, L, \xi_-)} \quad \text{(B.4)}
\]

with

\[
g(p, L, \xi_-) = \frac{1}{L} \sum_{l=-\infty}^{+\infty} \left[ p^2 - \frac{1}{2} \xi_-^2 + \left( \frac{2\pi l}{L} \right)^2 \right]^{-1} \quad \text{(B.5)}
\]

Repeating the calculations carried out in appendix A, which lead to the result in equation \( (A.19) \), one finds for the domain \( p^2 > \frac{1}{2} \xi_-^2 \)

\[
g(p, L, \xi_-) \big|_{p^2 > \frac{1}{2} \xi_-^2} \equiv g_+(p, L, \xi_-) = \frac{1}{2\sqrt{p^2 - \frac{1}{2} \xi_-^2} \tanh \left( \frac{L}{2} \sqrt{p^2 - \frac{1}{2} \xi_-^2} \right)} \quad \text{(B.6)}
\]

Similar calculations for the domain \( p^2 < \frac{1}{2} \xi_-^2 \) yield

\[
g(p, L, \xi_-) \big|_{p^2 < \frac{1}{2} \xi_-^2} \equiv g_-(p, L, \xi_-) = -\frac{1}{2\sqrt{\frac{1}{2} \xi_-^2 - p^2} \tan \left( \frac{L}{2} \sqrt{\frac{1}{2} \xi_-^2 - p^2} \right)} \quad \text{(B.7)}
\]

Upon inserting equation \( (B.4) \) into equation \( (26) \) and subtracting \( L \)-independent terms, for large \( c \), i.e. to leading order in an expansion in terms of \( 1/c \), we obtain for the corresponding excess free energy (denoted as \( \Delta \bar{F} \))

\[
\frac{\Delta \bar{F}}{S_{d-1}} = \frac{h^2}{4c^2} \left[ \int_{|p| < \frac{1}{\sqrt{2} \xi_-}} \frac{d^{d-1}p}{(2\pi)^{d-1}} g_+(p, L, \xi_-) + \int_{|p| > \frac{1}{\sqrt{2} \xi_-}} \frac{d^{d-1}p}{(2\pi)^{d-1}} g_-(p, L, \xi_-) \right] \quad \text{(B.8)}
\]

Substituting here equations \( (B.6) \) and \( (B.7) \) respectively, changing the integration variable according to \( p = y/\sqrt{2} \xi_- \), and integrating over the angular part of the momenta we obtain

\[
\frac{\Delta \bar{F}}{S_{d-1}} = \frac{\pi^{\frac{1-d}{2}} h^2}{2\Gamma \left( \frac{d+1}{2} \right) c^2 (\sqrt{2} \xi_-)^d} \left[ -\int_0^1 dy \sqrt{1 - y^2} \tan \left( \frac{x - \sqrt{2} \xi_-}{2\sqrt{2}} \sqrt{1 - y^2} \right) + \int_1^\infty dy \sqrt{y^2 - 1} \tanh \left( \frac{x}{2\sqrt{2}} \sqrt{y^2 - 1} \right) \right] \quad \text{(B.9)}
\]

Taking the negative derivative of this expression with respect to \( L, \frac{-\partial}{\partial L} = -\xi_-^2 \frac{\partial}{\partial x_-} \) renders the critical Casimir force \( \Delta f \), per \( k_B T \) and per area \( S_{d-1} \), in excess to its value without random fields:

\[
\Delta f = -\frac{\pi^{\frac{1-d}{2}}}{4\Gamma \left( \frac{d+1}{2} \right)} \frac{w^d x^{d+1}}{L^{d/2} x^{d+1/2}} \left[ \int_0^1 dy \frac{y^{d-2}(1 - y^2)}{\cos^2 \left( \frac{x}{2\sqrt{2}} \sqrt{1 - y^2} \right)} - \int_1^\infty dy \frac{y^{d-2}(y^2 - 1)}{\cosh^2 \left( \frac{x}{2\sqrt{2}} \sqrt{y^2 - 1} \right)} \right], \tag{B.10}
\]

which is valid for \( -\pi^2/L^2 < \tau \leq 0 \) or equivalently for \( -\sqrt{2} \pi < -x_- \leq 0 \).
B.2. $\tau > 0$

For $\tau > 0$ the Gaussian Hamiltonian for the fluctuating fields is (with $\xi_{+}^{-2} = \tau$)

$$\mathcal{H}_0[\varphi] = + \frac{1}{2} \int d^{d-1}r \int_0^L dz \left[ (\nabla \varphi)^2 + \xi_{+}^{-2} \varphi^2 + c \varphi^2 [\delta(z) + \delta(z - L)] \right]. \quad (B.11)$$

Correspondingly, in the Fourier representation (equation (7)) one obtains

$$\mathcal{H}_0[\hat{\varphi}] = \frac{1}{2} \int \frac{d^{d-1}p}{(2\pi)^{d-1}} \frac{1}{L^2} \sum_{l,l'}^{+\infty} G_{l,l'}^{-1}(p) \hat{\varphi}(p,l)\hat{\varphi}(-p,l') \quad (B.12)$$

where

$$G_{l,l'}^{-1}(p) = L \left[ p^2 + \xi_{+}^{-2} + \frac{4\pi^2}{L^2} l^2 \right] \delta_{l,-l'} + 2c. \quad (B.13)$$

Following the same steps as above, for the free energy contribution $\Delta F(h, L)$ due to the random fields one finds equation (26) where

$$\sum_{l,l'}^{+\infty} G_{l,l'}(p) = \frac{g(p, L, \xi_{+})}{1 + 2c g(p, L, \xi_{+})} \quad (B.14)$$

with

$$g(p, L, \xi_{+}) = \frac{1}{L} \sum_{l=-\infty}^{+\infty} \left[ p^2 + \xi_{+}^{-2} + \left( \frac{2\pi l}{L} \right)^2 \right]^{-1} = \frac{1}{2 \sqrt{p^2 + \xi_{+}^{-2}}} \tanh \left( \frac{\xi_{+}}{2} \sqrt{p^2 + \xi_{+}^{-2}} \right). \quad (B.15)$$

For $\tau > 0$, this yields the expression analogous to equation (B.10) for the critical Casimir force in excess to its value without random fields:

$$\Delta f = \frac{\pi^{1+d}}{4\Gamma(\frac{d+1}{2})} \frac{w^2 x_{+}^{d+1}}{L^d} \int_0^\infty dy \frac{y^{d-2}(y^2 + 1)}{\cosh^2 \left( \frac{x_{+}}{2} \sqrt{y^2 + 1} \right)}, \quad (B.16)$$

which is valid for $x_{+} > 0$.
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