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Abstract: The Vector Space Model (VSM) is widely used in data mining and Information Retrieval (IR) systems as a common document representation model. However, there are some challenges to this technique such as high dimensional space and semantic looseness of the representation. Consequently, the Latent Semantic Indexing (LSI) was suggested to reduce the feature dimensions and to generate semantic rich features that can represent conceptual term-document associations. In fact, LSI has been effectively employed in search engines and many other Natural Language Processing (NLP) applications. Researchers thereby promote endless effort seeking for better performance. In this paper, we propose an innovative method that can be used in search engines to find better matched contents of the retrieving documents. The proposed method introduces a new extension for the LSI technique based on the cosine similarity measures. The performance evaluation was carried out using an Arabic language data collection that contains 800 medical related documents, with more than 47,222 unique words. The proposed method was assessed using a small testing set that contains five medical keywords. The results show that the performance of the proposed method is superior when compared to the standard LSI.
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1. Introduction

As a result of intense development in the presence of online data, search engines noticeably play a title role in Information Retrieval (IR) and web data mining applications. The web is primary source to a plethora of open data. Such a massive data resource certainly entails effective algorithms to retrieve and clean out textual or other kinds of data. Therefore, search engines are suited to become to be developed intelligently in order to obtain the desired content. Textual data can be broadly represented using the Vector Space Model (VSM), wherein each document is represented using a vector of attributes, many of which could be nil. However, VSM faces some challenges such as there are extremely long features and a tendency to observe vague semantic representation. Hence, Latent Semantic Indexing (LSI) method is suggested to ease such encounters and to optimistically enhance the presentation. LSI aims at converting the original textual vectors into conceptual vectors that are written off by two properties: reduced dimensions and semantic rich features. The determining feature of the LSI can be attributed to the semantic property, carried out by returning semantically close documents without the restriction to match the exact search keywords.

LSI is based on a proposition from linear algebra named Singular Valued Decomposition (SVD). SVD can transform the textual data, represented as a large term-by-document matrix, into a lesser semantic space characterized as three matrices. The product of the thus created matrices must be equivalent to the original term-by-document matrix. Therefore, the primary step of LSI is to decompose the term-by-document (A) matrix as follows: A=USV\textsuperscript{T} where U is a matrix that gives the weights of terms, S makes available the eigenvalues for each principal component direction, and V\textsuperscript{T} is a matrix that offers the weights of documents. V\textsuperscript{T} matrix consists of the document feature vectors that are normally used in IR and text mining. Figure 1 shows the decomposition procedure that truncates a term-by-document matrix (A) into the three matrices.

![Figure 1. SVD decomposition process.](https://example.com/figure1.png)

Accordingly, a standard process of creating LSI starts with using a term-by-document matrix to generate the required feature vectors necessary for classification. Nevertheless, a term-by-document matrix is generally formed utilizing different values such as Boolean flags, counts, or weights. This is employed to track the required term occurrence in documents. For classification, the produced LSI feature vectors are developed using measures similar to the
likes of Euclidian, Mahalanobis, Manhattan, cosine similarity, etc., the cosine similarity measure is known to be a popular distance measure in pattern recognition. In this research, we propose an extension of the LSI implementation by using cosine measures as a replacement to the standard word co-occurrence values generally used in text classification processes. Hence, the proposed method suggests creating a new term-by-document matrix using the cosine measures between documents before engaging the SVD process.

In the succeeding section presents the motivation, followed by the literature review in section 3. In section 4, we present the proposed method followed by the experimental results in section 5. We conclude in section 6.

2. Motivations

Text mining systems are intuitively in need of efficient algorithms that intelligently understand the search engine’s documents, as well as the query’s keywords. Moreover, whilst considering huge online data it is required to bear in mind semantic relationships between both the documents and the words (also called co-occurrences). Unlike trivial searching methods that are based on traditional text matching, LSI is characterized by semantic rich values, enabling the system to return useful results without having exact match between the document and the query’s keywords. For example, if we search for the word “coffee,” it is expected that the system will return many documents related to this word, however, it might return other related documents that have no “coffee” word in it, but are semantically related to the word “coffee.” Specifically, it is possible to obtain documents that belong to the topic, such as stimulant effects, caffeine, etc. Figure 2 shows an example of an article that contains the word “coffee.” It also indicates that the document has other words such as “nervous system.” Therefore, the search process for the word “coffee” might return documents related to the topic “nervous system” that might not have the word “coffee” in it. This is the strength of the LSI method and one reason for its popularity.

Using the enhancing search process with thorough overwhelming digital data requires an endless research effort to satisfy the users’ requests. In fact, text mining is a challenging task since documents usually have mixed contents that make it difficult to digitally understand the document’s category. For an illustration, Figure 2 shows a document that has different words, such as “headaches”, “chocolate”, “addiction”: “smoking”, “effects”, “tension”: “pharmaceuticals”, “tobacco”, and “crimes”: “alcohol”. Such diverse words make it vague for IR algorithms to accurately search for the required data. By nature, medical documents require precise algorithms that can adequately find the proper results for the user.

The LSI has been proven to be a valuable tool that reveals the semantical relationship between data objects (i.e., the words in this research). Based on underlying semantic distinctions detected, LSI is able to bring out the relevant documents that may not contain the searched keyword. Figure 3 shows a medical article that is related to “التنفس”: “hyperventilation”. If a user searches for the word “الألكوب” “hypoventilation,” then semantic loss methods (i.e., plain keyword search) will fail since there is no exact match between the search word and the document’s words. However, LSI does support semantic search, and this might be the goal of the user looking for a particular topic.

3. Literature Review

In the literature, there are many studies that discuss the LSI technique. LSI is used for the text mining tasks, such as text classification, text summarization, text clustering, search engines, etc., LSI initially was presented by Deerwester in [12] as a standard dimension reduction technique in IR. Osinski and Weiss [23] presents an algorithm to enhance the results of search engines. The algorithm combines common phrase discovery and LSI techniques to separate search results into meaningful groups. Letsche and Berry [20] presents a new implementation of the standard LSI; aiming to provide efficient, extensible, portable, and maintainable LSI. Kontostathis and Pottinger [18] presents a theoretical model for understanding the
performance of LSI in retrieval applications. Dumais et al. [14] presents an LSI based method for fully automated cross-language document retrieval in which no query translation is required.

Bellegarda et al. [9] describes a word clustering approach that is based on LSI. Liu et al. [21] proposes a local LSI method called “local relevancy weighted LSI” to improve text classification by performing a separate SVD on the transformed local region of each class. Homayouni et al. [16] uses LSI to automatically identify the conceptual gene relationships from titles and abstracts in a database citation. Beebe and Clark [7] proposes and empirically tests the feasibility and utility of post-retrieval clustering of digital forensic text string search results-specially by using Kohonen Self-Organizing Maps (SOM) as a self-organizing neural network approach. Inouye and Kalita [17] proposes a hybrid Term Frequency-Inverse Document Frequency (TF-IDF) that is based on algorithm and a clustering-based algorithm for obtaining multi-post summaries of Twitter posts along with the detailed analysis of Twitter post domain. Maletic and Valluri [22] uses LSI for automatic software clustering. LSI was used as the basis to cluster software components, source code, and its accompanying documentation. Yeh et al. [28] proposes two text summarization approaches: the Modified Corpus-Based Approach (MCBA) and the LSI-based approach.

LSI has been widely documented as a retrieval method that employs SVD for semantic rich reduced feature vectors. Nevertheless, utilizing LSI and SVD requires understanding which values in the reduced dimensional space contain the word relationships (latent semantic) information. Hence, many studies in the literature have discussed this important aspect. Bradford [10] presents an empirical study of the required dimensionality for large-scale LSI applications. Kontostathis [19] was developed as a model for understanding which values in the reduced dimensional space contain the term relationship (latent semantic) information.

Regarding cosine similarity, it is a well-known similarity measure that has been widely mentioned in the literature. Elberrichi et al. [15] indicates that cosine similarity dominants have similar measures in IR and text classification. This measure is based on the cosine of the angle between two vectors. Bell et al. [8] demonstrates that the similarity between two documents can be measured using the cosine of the angle between the two document feature vectors, which are represented by using VSM. Theodoridis and Koutroumbas [27] defines the cosine similarity measure as: Scosine(x,y) =x’ y/‖x‖‖y‖ where x’ and y’ are the lengths of the vectors x and y, respectively. Tata and Patel [26] proposes that the cosine similarity is a robust metric for scoring the similarity between two strings. Chattamvelli [11] demonstrates that the cosine similarity is used to find the vectors neighborhood. Dhillon and Modha [13] demonstrates that the cosine similarity is easy to interpret and simple to compute for sparse vectors, this indicates that it is widely used in text mining and IR. Sobh et al. [24] used the cosine similarity measure for the Arabic language text summarization. Tacki and Güngör [25] uses the cosine measure for the language identification problem.

The literature shows many other applications that use LSI technique such as words clustering, software clustering, document summarization, documents clustering, information retrieval, sentiment analysis, indexing methods, and software comprehension. The literature also shows recent studies that use LSI for Arabic. For instance [4, 5, 6] a used the standard LSI technique for Arabic text classification. In this work, the classification process employs words as units for classification, however, recent studies indicate that two consecutive characters can be used in classification process, [2, 3]. AbuZeina and Al-Anzi [1] discusses Fisher discriminant analysis for Arabic text classification.

4. The Proposed Method

The standard LSI generally starts with the pre processing step, which is performed by declaring stop words and ignoring the characters’ list. In addition, all small words less than two, three, and/or four characters in length were discarded. A normalization process was performed to change some Arabic characters such as (لـٰ) and (أـٰ). The proposed method is shown in Figure 4, as the term-by-document (A) matrix was created using the unique words from the used corpus. The term-by-document (A) matrix was weighted using TF-IDF. In order to compare the proposed method and the standard LSI, matrix A was decomposed into three matrices (U: Term by dimension; S: Singular values; and V’: Document by dimension). The diagonal of matrix S contains singular values to enable one to choose the desired reduced dimensions. In general, not all singular values were considered. In this scenario, only the most important values were taken into consideration, starting from the first singular values up to the desired value (k).

An extension of the proposed standard LSI can be observed by creating a new matrix called the cosine similarity matrix. This new matrix uses the cosine similarities between all documents in the corpus instead of co-occurrences (i.e., instead of the frequency of a word in a document). Co-occurrences are usually used when creating term-by-document matrices. Hence, the enhanced method is summarized by using four main steps as follows:

1. Creating the standard term-by-document (A) matrix using word co-occurrences.
2. Weighing the matrix (A) using TF-IDF.
3. Forming the new matrix based on the standard term-by-document (A) matrix, called the cosine similarity matrix containing cosine measures between each two vectors in the standard term-by-document matrix (A).

4. Using the SVD to truncate the cosine similarity matrix generating the enhanced feature vectors that are used in the search engine. Of course, different singular values (k) might be investigated to find the optimal performance.

![Figure 4. Forming cosine similarities matrix after SVD.](image)

Figure 5 demonstrates how to create a cosine similarity matrix for three documents. The diagonal entries contain 1.0 as the cosine of angle zero, which is 1.0 (i.e., the document itself). Hence, as our corpus contains 800 documents, the cosine similarity matrix of the used corpus is of the size 800x800. Of course, the cosine similarity matrix is a symmetrical matrix.

![Figure 5. A matrix of cosine similarities for three vectors.](image)

Figure 6. An example of creating cosine similarity matrices.

In both cases, the standard LSI or the proposed method, the query’s keywords must transfer to the LSI space. For the standard LSI, the query’s feature vectors transform into the new reduced space called “foldingin.” This is done by using the following formula: $V^T = AU$. Hence, $V^T$ contains the reduced query’s feature vectors that are used along with $V^T$ in the classification process. For the proposed method, the query’s feature vectors have two transformation steps. The first pertains to the cosine measures against all feature vectors of training documents before using the folding-in technique as a second step (i.e., like standard LSI, but for the cosine measures instead of word co-occurrences). Figure 6 shows how to generate the query’s vector in terms of cosine similarity. Hence, the cosine similarity matrices of the training and the testing set are generated for the new SVD implementation.

5. The Experimental Results

The proposed method was evaluated using an Arabic textual corpus containing 800 documents, 353,888 words, and 47,222 unique words. The data collection refers to medical stories obtained from Alqabas newspaper from Kuwait. A testing set containing five medical keywords were used as queries for the developed search engine. Hence, the testing set arbitrarily contained 

| Query word     | Total appearance | Total documents |
|----------------|------------------|-----------------|
| "الزهايمر"    | 143              | 36              |
| "فيروس"       | 143              | 36              |
| "الأوكسجين"   | 32               | 14              |
| "القهوة"       | 201              | 66              |
| "للكافيين"    | 55               | 36              |
| "اللبن"        | 55               | 36              |
| "الشاي"        | 631              | 103             |

Since the number of singular values is important in LSI applications, we considered a wide range of singular values to measure the performance for both techniques (i.e., standard LSI and the proposed method). As a result, the search engine was evaluated using the different number of feature vector dimensions (k). That is, a series of experiments were performed using the following k: {k=10, 20, 30, 40, 50, 60, 70, 80, 90, 100, 150, 200, 250, 300, 350, 400, 500}. At each singular value, we analyzed the top-20 retrieved documents to investigate the query’s keyword occurrences.

Table 1 shows the performance of the word "الزهايمر": "alzheimer." In the table, the first row indicates the medical query keyword first in the testing set. The first column indicates the singular values that starts, as previously indicated, at 10 and ends at 500. At k=10, the word "الزهايمر": "Alzheimer" is found using the standard LSI; zero times in the first document as opposed to three times in the top-20 retrieved document. On the other hand, it was found once time in the first document and four times in the top-20 retrieved documents using the proposed method. The results show that the retrieved document using the proposed method is of a high quality compared to the standard LSI, even when confronted with lower dimensions. For instance, at k=80, the
Table 2. Searching results with different k of “alzheimer” word.

| k  | The Standard LSI | The Proposed Method |
|----|------------------|---------------------|
|    | First document   | Top-20 documents    | First document   | Top-20 documents |
| 10 | 0                | 3                   | 1                 | 4                |
| 20 | 0                | 6                   | 6                 | 13               |
| 30 | 0                | 7                   | 6                 | 13               |
| 40 | 0                | 10                  | 6                 | 18               |
| 50 | 1                | 3                   | 6                 | 18               |
| 60 | 1                | 7                   | 6                 | 18               |
| 70 | 1                | 11                  | 6                 | 18               |
| 80 | 1                | 11                  | 6                 | 20               |
| 90 | 1                | 7                   | 6                 | 16               |
| 100 | 1               | 11                  | 6                 | 16               |
| 150 | 1               | 19                  | 6                 | 21               |
| 200 | 1               | 21                  | 6                 | 23               |
| 250 | 1               | 18                  | 6                 | 23               |
| 300 | 1               | 18                  | 6                 | 25               |
| 350 | 3               | 24                  | 6                 | 25               |
| 400 | 3               | 27 (max)            | 6                 | 26               |
| 500 | 3               | 25                  | 6                 | 29 (max)         |

Table 3 shows the performance of the word “فيروس”. “virus.” Using k=40, the proposed method had 114 occurrences of the searched word while it returned only 106 occurrences at k=150. Hence, with lower dimensions, the proposed method demonstrated better results. The proposed method also gave improved results for the first retrieved document as it had 19 occurrences of the searched word, while standard LSI was not able to retrieve any occurrences.

Table 3. Searching results with different k of “virus”.

| k  | The Standard LSI | The Proposed Method |
|----|------------------|---------------------|
|    | First document   | Top-20 documents    | First document   | Top-20 documents |
| 10 | 0                | 36                  | 19                | 74               |
| 20 | 14               | 77                  | 19                | 81               |
| 30 | 14               | 57                  | 19                | 99               |
| 40 | 19               | 68                  | 15                | 114 (max)        |
| 50 | 19               | 74                  | 19                | 92               |
| 60 | 19               | 79                  | 15                | 87               |
| 70 | 19               | 82                  | 19                | 91               |
| 80 | 19               | 94                  | 19                | 94               |
| 90 | 19               | 91                  | 19                | 96               |
| 100 | 19              | 78                  | 19                | 96               |
| 150 | 19              | 106 (max)           | 19                | 96               |
| 200 | 19              | 99                  | 15                | 95               |
| 250 | 19              | 91                  | 15                | 91               |
| 300 | 19              | 91                  | 15                | 100              |
| 350 | 19              | 97                  | 15                | 101              |
| 400 | 19              | 89                  | 15                | 92               |
| 500 | 15              | 94                  | 15                | 83               |

Table 4 shows the performance of the word “الأوكسجين”. “oxygen.” This word did not appear in the first retrieved document for both the standard LSI and the proposed method. However, for the top-20 list, the proposed method had 29 occurrences of this word while just 17 occurrences were displayed by means of standard LSI.

Table 5 shows that the first document had 60 occurrences (it is a relatively long document) of the word “قهوة”. “coffee,” while no query words were returned in the first document using standard LSI. It is worthwhile to observe that the standard LSI retrieved this long document at k=90 whereas it was retrieved at k=10 using the proposed method.

Table 4. Searching results with different k of “oxygen”.

| k  | The Standard LSI | The Proposed Method |
|----|------------------|---------------------|
|    | First document   | Top-20 documents    | First document   | Top-20 documents |
| 10 | 0                | 2                   | 0                 | 7                |
| 20 | 0                | 7                   | 0                 | 8                |
| 30 | 2                | 10                  | 0                 | 11               |
| 40 | 2                | 11                  | 0                 | 10               |
| 50 | 2                | 5                   | 6                 | 11               |
| 60 | 2                | 6                   | 6                 | 13               |
| 70 | 2                | 10                  | 6                 | 13               |
| 80 | 2                | 10                  | 2                 | 13               |
| 90 | 2                | 8                   | 2                 | 13               |
| 100 | 2               | 9                   | 2                 | 13               |
| 150 | 2               | 14                  | 2                 | 18               |
| 200 | 2               | 8                   | 2                 | 14               |
| 250 | 2               | 9                   | 2                 | 17               |
| 300 | 2               | 16                  | 2                 | 16               |
| 350 | 2               | 16                  | 2                 | 19               |
| 400 | 2               | 17 (max)            | 2                 | 19               |
| 500 | 2               | 17                  | 2                 | 26 (max)         |

Table 5. Searching results with different k of “coffee”.

Table 6 shows that the first document returned three occurrences of the word “أشعة”. “rays” using both methods. Table 6 also shows that the performance started decreasing after k=200. Therefore, each LSI based application had a range of singular values (k) where it gave the optimal performance.

Table 6. Searching results with different k of “rays”.
Furthermore, the proposed method was evaluated by measuring the percentage of the matched words among all occurrences in the training set. For example, the word “rays” appears 324 times in the corpus. The standard LSI showed this word 112 times in the top-20 list as indicated in Table 6. However, the proposed method listed it 116 times. Hence, the percentage for the standard LSI is 112/324=0.346. For the proposed method, the percentage is 116/324=0.358. These percentages are shown in Table 7 for the investigated keywords (i.e., the testing set). The table also shows that the average percentages for standard LSI is 0.571 and for the proposed method is 0.629. This means that the proposed method outperforms the standard LSI by 5.83% with regards to the top-20 retrieved documents.

In addition, performance was evaluated by measuring the percentage of the matched words among all occurrences in the training set. For example, the word “rays” appears 324 times in the corpus. The standard LSI showed this word 112 times in the top-20 list as indicated in Table 6. However, the proposed method listed it 116 times. Hence, the percentage for the standard LSI is 112/324=0.346. For the proposed method, the percentage is 116/324=0.358. These percentages are shown in Table 7 for the investigated keywords (i.e., the testing set). The table also shows that the average percentages for standard LSI is 0.571 and for the proposed method is 0.629. This means that the proposed method outperforms the standard LSI by 5.83% with regards to the top-20 retrieved documents.

In fact, additional evaluation parameters would also be required. For instance, in this case only the match word is compared, while the semantic quality of the retrieved documents needs to be looked into as well. Figure 7 is the graphical representation of the performance differences between the standard LSI and the proposed method. The graph’s information is based on the percentages calculated in Table 7.

Finally, the proposed method is suitable for relatively small data collections. However, it might not be very efficient for very large corpora that contains millions of documents. Creating the cosine similarity matrix is very complex and requires an extensive amount of time. It costs O(n^2), where n is the total number of documents in the corpus. Nevertheless, this method shows a possible enhancement, especially precise results are necessary for highly mixed contents in medical documents.

The proposed method is indicative that some traditional methods can be mathematically enhanced after carefully investigating its operations. This method serves as an eye opener from an innovative perspective to enhance LSI based applications such as search engines. Of course, the proposed method can be used in other domains like sentiment analysis and automated essay scoring.

Alternatively, a limitation to the proposed is that it requires generating a cosine similarity measures matrix. This step consumes a lot of time and resource; however, with today’s rate of developing faster machines and algorithms, it is expected that the proposed method will be implemented in the global search engines that intuitively employ High Performance Computing (HPC).

### 6. Conclusions

This paper presents a new variant of the LSI technique for search engines. A comprehensive experimental evaluation shows the feasibility of the LSI technique as well as the enhancements of the new method over the standard LSI technique. The results showed that using cosine similarities instead of just word co-occurrences enhances the performance of search engines. The proposed method’s top-20 retrieved documents are of a higher quality than the ones retrieved using the standard LSI. In future, the proposed method can be developed for larger data collections. Furthermore, the time and space complexities of the proposed method can also be deeply investigated. Moreover, the evaluation should include semantic quality and not just matched words. As a final statement, the output of this paper promotes further research to find and employ intelligent methods in order to attain added satisfaction of search engines’ users.
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