FORMAL FRAMES AND DEFORMATIONS OF AFFINE CONNECTIONS
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ABSTRACT. We will introduce formal frames of manifolds, which are a generalization of ordinary frames. Their fundamental properties are discussed. In particular, canonical forms are introduced, and torsions are defined in terms of them as a generalization of the structural equations. It will be shown that the vanishing of torsions are equivalent to the realizability of given formal frames as ordinary frames. We will also discuss deformations of linear connections on tangent bundles. An application to deformations of foliations are then given.

INTRODUCTION

The theory of frames are well-developed. It is based on the local diffeomorphisms of \( \mathbb{R}^n \) which fix the origin, and their jets. As a consequence, tensors, etc. are commutative in the lower indices. For example, if \( T \) is a related tensor and if \( T^i_{jk} \) denote the components of \( T \) with respect to a chart, then we have \( T^i_{kj} = T^i_{jk} \). The bundle of 2-frames are quite related with connections. The commutativity of the indices imply that these connections are torsion-free. On the other hand, when we consider geometric structures, usually connections with torsions appear. García gave a framework which enables us to work on connections with torsions in [7]. These two frameworks are similar but differ at several points. For example, the structural group in the Kobayashi construction [11] is much larger than García’s one and its action has a clear meaning. On the other hand, García’s construction has an an advantage that any principal bundles can be treated, while the theory of frames work basically on manifolds and their frame bundles. In this paper, we introduce a notion of formal frames, which is a kind of frames with non-commutative indices, and by which we can understand the both frameworks if we restrict ourselves to frame bundles. We will introduce canonical forms like in the classical case (Definitions 2.1, 4.4). Such canonical forms are studied by García [7] in basic
cases. Canonical forms in this article are generalizations of these classical ones. Then, we will define torsions in terms of canonical forms (Definition 5.2). They are a generalization of the structural equations in the classical setting. It will be shown that a formal frame is actually a classical frame if and only if every torsion vanishes (Theorem 5.4). Integrability of formal frames under geometric structure can be also formulated on the bundle of formal frames in some cases (Remark 5.10, Example 5.11). We then discuss deformations of linear connections on tangent bundles. We will show that infinitesimal deformations of connections can be regarded as connections on certain principal bundles (Theorem 6.5). Finally, we will discuss deformations of foliations as an application.

Throughout this article, we will make use of the Einstein convention. That is, a pair of upper and lower indices of the same letter is understood to run from 1 to $n$ ($q$ in Section 7) and be taken the sum. For example, $f^i_\partial x^i$ means $\sum_{i=1}^n f^i_\partial x^i$. When we compare representations of objects with respect to two charts, we represent one in plain letters and another one by adding ‘$\hat{\ }$‘. For example, let $T$ be a tensor of type $(1, 2)$. If $(U, \varphi)$ and $(\hat{U}, \hat{\varphi})$ are charts, then the components of $T$ with respect to $(U, \varphi)$ are represented by $T^i_\cdot j_k$, and the ones with respect to $(\hat{U}, \hat{\varphi})$ are represented by $\hat{T}^i_\cdot j_k$. When we deal with a Lie group, its Lie algebra is represented by corresponding German letter, e.g. if $G$ is a Lie group, then its Lie algebra is represented by $\mathfrak{g}$. Finally, we always make use of the standard coordinates for $\mathbb{R}^n$.

1. The Bundle of Formal 2-frames

**Notation 1.1.** Let $M$ be a manifold and $p \in M$. If $f$ is a mapping defined on a neighborhood of $p$, then we say that $f$ is a mapping from $(M, p)$. Precisely speaking, we consider the germ of $f$ at $p$. If the target of $f$, say $N$, is specified, then we say that $f$ is a mapping from $(M, p)$ to $N$. If moreover the image $f(p)$ is specified, then we say that $f$ is a mapping from $(M, p)$ to $(N, f(p))$. If $f$ is a diffeomorphism to the image, we say that $f$ is a local diffeomorphism.

**Notation 1.2.** Let $V \to M$ and $W \to N$ be vector bundles. If $F$ is a bundle morphism from $(V, M)$ to $(W, N)$, then the underlying map from $M$ to $N$ is represented by $f$. The mapping induced on fibers are represented as $F_p: V_p \to W_{f(p)}$, where $V_p$ denotes the fiber of $V$ over $p \in M$. When we consider bundle automorphisms, we do not assume the underlying maps to be the identity.

Hence a bundle morphism $F$ consists of a pair $(f, F_*)$. 
Definition 1.3. 1) If $h = (h^i)$ is an $\mathbb{R}^m$-valued function on an open subset of $\mathbb{R}^n$, then we define an $M_{m,n}(\mathbb{R})$-valued function $Dh$ by setting $Dh^i_j = \frac{\partial h^i}{\partial x^j}$, where $(x^1, \ldots, x^n)$ are the standard coordinates for $\mathbb{R}^n$.

2) If $h$ is an $M_{m,n}(\mathbb{R})$-valued function, then we represent $h$ as $h^i_j$ and set $Dh^i_{jk} = \frac{\partial h^i_j}{\partial x^k}$.

We recall the notion of frames of higher order [11].

Definition 1.4. Let $r \geq 1$. For $p \in M$, an $r$-frame at $p$ is the $r$-jet at $o \in \mathbb{R}^n$ of a local diffeomorphism, say $f$, from $(\mathbb{R}^n, o)$ to $(M, p)$ and is represented by $j^r_o(f)$. The set of $r$-frames are represented by $P^r(M)$. We set $\pi^r(j^r_o(f)) = f(o)$. If the target of $o$ is assumed to be a fixed point $p$, then we represent $P^r(M)$ as $P^r(M, p)$.

The following is classical [12].

Theorem 1.5. If we set $G^r_n = P^r(\mathbb{R}^n, o)$, then $G^r_n$ is a Lie group of dimension $n \sum_{i=1}^r \binom{n}{i}$ and $P^r(M)$ is naturally a principal $G^r_n$-bundle. Indeed, the action is given by compositions.

Remark 1.6. The arguments and calculations in Sections 1, 2 are similar to those of [13].

Let now $\pi^1: P^1(M) \to M$ be the 1-frame bundle, which is naturally isomorphic to the structure bundle of $TM$. We represent $P^1(M)$ as $P^1$ if $M$ is clear. Let $F = (f, F_*): T(\mathbb{R}^n, o) \to TM$ be a bundle isomorphism to the image such that $F_o = Df(o)$. If $(U, \varphi)$ is a chart about $f(o)$, then $D\varphi \circ F$ is represented as $(D\varphi \circ F)_x = A^i_j(x)\frac{\partial}{\partial y^i}(f(x))$, where $x \in \mathbb{R}^n$ is in a neighbourhood of $o$ and $(y^1, \ldots, y^n)$ are coordinates for $\varphi(U)$. Note that if we represent $\varphi \circ f$ as $\varphi \circ f(x) = \varphi(f(o)) + a^i_j x^j + \tilde{f}(x)$, where $\tilde{f}$ is of order greater than one with respect to $x$, then we have $a^i_j = A^i_j(o)$. Hence $j^1_o(F)$ can be represented by a triple $(a^i, a^i_j, a^i_{jk}) \in \mathbb{R}^n \times GL_n(\mathbb{R}) \times \mathbb{R}^{n^2}$, where $a^i = (\varphi(f(o))^i$ and $a^i_{jk} = \frac{\partial}{\partial x^k}A^i_j(o)$.

Definition 1.7. We set

$$\tilde{G}^2_n = \{j^1_o(F) \mid F \text{ is a bundle automorphism of } T(\mathbb{R}^n, o) \text{ such that } F_o = Df(o)\}.$$

Let $F, G: T(\mathbb{R}^n, o) \to T(\mathbb{R}^n, o)$. The underlying map of $F \circ G$ is equal to $f \circ g$, and we have $(F \circ G)_x = F_{g(x)} \circ G_x$. In particular, we have $f \circ g(o) = f(o) = o$ and that $(F \circ G)_o = F_{g(o)} \circ G_o = F_o \circ G_o$. Hence $\tilde{G}^2_n$ admits a group structure of which the product is the composition. Indeed, $\tilde{G}^2_n$ is a Lie group diffeomorphic to $GL_n(\mathbb{R}) \times \mathbb{R}^{n^2}$. We will describe the product in Lemma 1.11.
Definition 1.8. Let
\[
\tilde{P}^2(M) = \left\{ j_o^1(F) \mid F : T(\mathbb{R}^n, o) \to TM \text{ is a bundle isomorphism} \right\}.
\]
We call $\tilde{P}^2(M)$ the bundle of formal 2-frames and also the formal 2-frame bundle for short. An element of $\tilde{P}^2(M)$ is called a formal frame of order 2. If $u = j_o^1(F) \in \tilde{P}^2(M)$, then we set $\pi^2(u) = f(o)$. We regard $F(o)$ as an element of $P^1(M)$ and set $\pi^1(u) = F(o)$. If in addition $a = j_o^1(G) \in \tilde{G}^2_n$, then we set $u.a = j_o^1(F \circ G)$.

Note that we have $\pi^2 = \pi^1 \circ \pi^2$ and that $\tilde{G}^2_n = \tilde{P}^2(\mathbb{R}^n, o)$.

Let $p \in M$ and $(U, \varphi)$ be a chart about $p$. If $u \in (\pi^2)^{-1}(U)$, then we represent $u = j_o^1(F)$, where $F$ is a bundle isomorphism. We set $f_\varphi = \varphi \circ f$, $F_\varphi = D\varphi \circ F$ and associate with $u$ a triple $\left( f_\varphi(o)^i, F_\varphi(o)^j, \frac{\partial F_\varphi}{\partial x^k}(o) \right)$, where $(x^1, \ldots, x^n)$ are the standard coordinates for $\mathbb{R}^n$. We do not distinguish $F_\varphi(o)^i$ and $F_\varphi(o)^j$ and so on in what follows.

Notation 1.9. We refer to the coordinates for $\tilde{P}^2$ as above as the natural coordinates for $\tilde{P}^2$ associated with $\varphi$ after [12, p. 140].

If $M = \mathbb{R}^n$, $\varphi = \text{id}$ and if $u \in \tilde{G}^2_n$, then $F_\varphi(o)^i = 0$ so that we can associate with $u$ a pair $\left( F_\varphi(o)^i, \frac{\partial F_\varphi}{\partial x^k}(o) \right)$. Let $a = j_o^1(G) \in \tilde{G}^2_n$, where $g(o) = o$. Then $u.a = j_o^1(F \circ G)$ is represented with respect to $\varphi$ as
\[
(1.10)
\]
\[
\left( F_\varphi(o)^i, F_\varphi(g(o))^j, \frac{\partial F_\varphi}{\partial x^k}(o) \right).
\]
\[
\frac{\partial F_\varphi}{\partial x^k}(o) = \frac{\partial G}{\partial x^k}(o)
\]
where $Dg(o)^i_j = G(o)^i_j$ because $j_o^1(G) \in \tilde{G}^2_n$.

Let $(U, \varphi)$ and $(U, \tilde{\varphi})$ be charts and $\phi = \tilde{\varphi} \circ \varphi^{-1}$ be the transition function. Let $u = j_o^1(F) \in (\pi^2)^{-1}(U) \subset \tilde{P}^2$ and represent $u$ as $(h^i, h^j, h^l)$ in the natural coordinates associated with $(U, \varphi)$. If we represent $u$ with respect to $(U, \tilde{\varphi})$, then $F_\tilde{\varphi} = (D\phi \circ f) \circ F_\varphi$ so that we have
\[
(h^i, \tilde{h}^i, \tilde{h}^l) = (\phi(h^a)^i, D\phi(h^a)^i_a h^a_j, H \phi(h^a)^i_a h^a_j h^b_k + D\phi(h^a)^i_a h^b_j) \quad (a, b, c = 0, 1, 2)
\]
where the product in the most right hand side is taken in $\tilde{G}^2_n$.

Summing up, we have the following
Lemma 1.11. 1) Let \(a, b \in \tilde{\mathcal{G}}_n^2\) and represent \(a, b\) as \(a = (a^i_j, a^i_{jk}), \; b = (b^i_j, b^i_{jk})\). Then, we have
\[
ab = (a^i_\alpha b^\alpha_j, a^i_\alpha \beta b^\alpha_j b^\beta_k + a^i_\alpha b^\alpha_{jk}).
\]

2) The bundle of formal 2-frames \(\tilde{P}^2\) is a principal \(\tilde{\mathcal{G}}_n^2\)-bundle with the projection \(\pi^2\).

The bundles \(\tilde{P}^2\) and \(P^2\), the groups \(\tilde{G}_n^2\) and \(G_n^2\) are related as follows. First we introduce the following

Definition 1.12. Let \(u \in P^2\) and represent \(u\) as \(u = j^2_\alpha(f)\), where \(f: (\mathbb{R}^n, o) \to M\) is a local diffeomorphism. We set \(\epsilon(u) = j^2_\alpha(Du)\).

The map \(\epsilon\) gives an inclusion of \(G_n^2\) to \(\tilde{G}_n^2\).

There is also a projection from \(\tilde{P}^2\) to \(P^2\). First, if \(j^2_\alpha(F) \in \tilde{P}^2\), then we may modify \(f\) as follows. Let \((U, \varphi)\) be a chart and let \((y^1, \ldots, y^n)\) be the standard coordinates for \(\varphi(U)\). We have
\[
(\varphi \circ f(x))^i = \varphi(f(o))^i + a^i_\alpha x^\alpha + \overline{f}(x)^i,
\]
\[
F_{\varphi}(x) = \frac{\partial}{\partial y^i}(a^i_\alpha + a^i_\alpha x^\alpha + a^i_j(x)),
\]
where \(\overline{f}\) and \(\overline{a}^i_j\) are of order greater than 1 with respect to \(x^i\). As we are concerned with 1-jets, we set \(b^i_{jk} = \frac{1}{2}(a^i_{jk} + a^i_{kj})\) and modify \(\overline{f}\) as \(\frac{1}{2}b^i_{jk} x^j x^k + \overline{f}(x)^i\), where \(\overline{f}(x)\) is of order greater than 2. After this modification, we have \(H(\varphi \circ f)(o)^i_{jk} = b^i_{jk}\). This property is stable in the following sense. First, let \((U, \tilde{\varphi})\) be also a chart and set \(\phi = \tilde{\varphi} \circ \varphi^{-1}\). As we have just seen, we have
\[
(\tilde{a}^i_j, \tilde{a}^i_{jk}) = (D\phi(p)^i_j, H\phi(p)^i_{jk})(a^i_j, a^i_{jk}),
\]
where \(p = \varphi(f(o))\). Since \(H\phi(p)^i_{ml} = H\phi(p)^i_{lm}\), we have
\[
\tilde{b}^i_{jk} = \frac{1}{2}(\tilde{a}^i_{jk} + \tilde{a}^i_{kj})
\]
\[
= \frac{1}{2}(H\phi(p)^i_{\alpha\beta} a^\alpha_j a^\beta_k + D\phi(p)^i_{\alpha\beta} a^\alpha_{jk} + H\phi(p)^i_{\alpha\beta} a^\alpha_k a^\beta_j + D\phi(p)^i_{\alpha\beta} a^\alpha_{kj})
\]
\[
= H\phi(p)^i_{\alpha\beta} a^\alpha_j a^\beta_k + D\phi(p)^i_{\alpha} \left(\frac{1}{2}(a^\alpha_{jk} + a^\alpha_{kj})\right)
\]
\[
= H\phi(p)^i_{\alpha\beta} a^\alpha_j a^\beta_k + D\phi(p)^i_{\alpha} b^\alpha_{jk}.
\]
On the other hand, we have

\begin{align*}
\phi \circ (\varphi \circ f)(x) &= \tilde{\varphi}(f(o)) + D\phi(p)^i_\alpha \alpha^\beta x^\beta \\
+ \frac{1}{2} \left( H\phi(p)^i_\alpha \alpha^\beta \alpha^\gamma_k + D\phi(p)^i_\alpha b^{\alpha j}_k \right) x^j x^k + \text{(terms of order greater than 2)}.
\end{align*}

This means that the 2-jets of modified mappings are independent of the choice of charts. Similarly, we see that the modification is compatible with products with elements of $\tilde{G}_n^2$. Hence the following definitions make sense.

**Definition 1.14.** Let $j^1_o(F) \in \tilde{P}^2$. If we have $F_o = Df(o)$ and that $Hf(o)^i_jk = \frac{1}{2}(Df(o)^i_jk + DF(o)^i_jk)$, then we say $F$ is a normal representative.

Note that if we begin with a local diffeomorphism $f : (\mathbb{R}^n, o) \to M$ and if we consider $j^1_o(Df)$, then $Df$ is normal as a representative.

**Definition 1.15.** Let $u \in \tilde{P}^2$. We choose a normal representative $F$ for $u$ and set $\kappa(u) = j^2_o(f)$, where $F = (f, F_\bullet)$.

From these arguments, we see the following

**Theorem 1.16.** 1) The mapping $\epsilon : P^2 \to \tilde{P}^2$ is well-defined and is an embedding of $G^2_n$-bundles. Moreover, we have $\tilde{P}^2 = \epsilon(P^2) \times_{G^2_n} \tilde{G}_n^2$.

2) The mapping $\kappa : \tilde{P}^2 \to P^2$ is well-defined bundle morphism as $G^2_n$-bundles. If $(U, \varphi)$ is a chart about $\pi(u(o))$ and if we represent $u$ as $(h^i, h^i_j, h^i_{jk})$, then $\kappa(u)$ is represented as $\left( h^i, h^i_j, \frac{h^i_{jk} + h^i_{kj}}{2} \right)$.

3) When regarded as a mapping from $\tilde{G}_n^2$ to $G^2_n$, $\kappa$ is a homomorphism.

**Remark 1.17.** If we replace $GL_n(\mathbb{R})$ with a proper Lie subgroup, then the above averaging procedure does not work in general. For example, if $G = SL_n(\mathbb{R})$, then we have $h^{i}_{ik} = 0$ but mostly we do not have $h^{i}_{ji} = 0$. Even if the latter condition is satisfied, it is still not obvious that such a formal frame can be realized by a volume preserving local diffeomorphism. On the other hand, we can replace $\mathbb{R}$ by $\mathbb{C}$, moreover, we can work in the holomorphic category so long as we stay in formal frames of finite order. See also Remarks 4.9 and 5.10.

Let $u \in \tilde{P}^2$ and we represent $u = j^1_o(F)$. Then $F$ induces an isomorphism from $T_idP^1(\mathbb{R}^n)$ to $T_uP^1$, where $id$ denotes the identity map. Indeed, let $X \in T_idP^1(\mathbb{R})$ and represent $X$ by a family of local diffeomorphisms $g_t : (\mathbb{R}^n, o) \to \mathbb{R}^n$ such that
\[ g_0 = \text{id}. \] We can represent \( X \) as \((X^i, X^j)\) by considering the natural coordinates. Then, we have \( \frac{\partial g_t}{\partial t}(o) \bigg|_{t=0} = X^i \) and that \( \frac{\partial Dg_t}{\partial t}(o) \bigg|_{t=0} = X^j. \) We have

\[
\begin{align*}
(1.18-1) & \quad \frac{\partial}{\partial t} \bigg|_{t=0} f \circ g_t(o) = Df(o) \frac{\partial g_t}{\partial t}(o) \bigg|_{t=0} = Df(o)^i \cdot X^i = F(o)^i \cdot X^i, \\
(1.18-2) & \quad \frac{\partial}{\partial t} \bigg|_{t=0} (F \circ g_t)(o)Dg_t(o) = DF(o)^i \cdot Dg_0(o)^\alpha \, \frac{\partial g_t}{\partial t}(o)^\beta + F(o)^i \cdot \frac{\partial Dg_t}{\partial t}(o)^\alpha \bigg|_{t=0} \bigg|_{t=0} = DF(o)^i \cdot X^\alpha + F(o)^i \cdot X^\beta.
\end{align*}
\]

**Definition 1.19.** We represent the isomorphism from \( T_{\text{id}}^1(\mathbb{R}^n) \) to \( T_{\pi^1(u)}^1 P^1 \) obtained as above again by \( u \) by abuse of notations.

Similarly, we have an adjoint action of \( \tilde{G}_n^2 \) on \( T_{\text{id}}^1(\mathbb{R}^n) \). Let \( a \in \tilde{G}_n^2 \) and \( X \in T_{\text{id}}^1(\mathbb{R}^n) \). We represent \( a \) by \( F \) and \( X \) by \( g_t \), respectively. Then, \( \text{Ad}_{a^{-1}} X \) is by definition the vector represented by \((f^{-1} \circ g_t \circ f, (F^{-1} \circ g_t \circ f)(Dg_t \circ f) F)\). Concretely, we have

\[
\begin{align*}
\frac{\partial}{\partial t} \bigg|_{t=0} (f^{-1} \circ g_t \circ f)(o) &= (DF(o)^{-1})^i \cdot X^i, \\
\frac{\partial}{\partial t} \bigg|_{t=0} (F^{-1} \circ g_t \circ f)(o)(Dg_t \circ f)(o)F(o) &= -(DF(o)^{-1})^i \cdot DF(o)^\alpha \cdot X^\gamma F(o)^\delta \bigg|_{t=0} + F^{-1}(o)^i \cdot X^\alpha \cdot F(o)^\beta \bigg|_{t=0} \\
&= -(DF(o)^{-1})^i \cdot DF(o)^\alpha \cdot X^\beta + F^{-1}(o)^i \cdot X^\alpha \cdot F(o)^\beta \bigg|_{t=0}.
\end{align*}
\]

2. **The Canonical Form on the Bundle of Formal 2-frames**

We are now in position to introduce the canonical form on \( \tilde{P}^2 \) and its fundamental properties.

**Definition 2.1.** Let \( u \in \tilde{P}^2 \) and \( X \in T_u \tilde{P}^2 \). We set \( \theta(X) = u^{-1}(\pi_1^2 \cdot X) \in T_{\text{id}}^1(\mathbb{R}^n) \) and call \( \theta \) the canonical form.

**Definition 2.2.** Let \( G \) be a Lie group. Let \( P \) be a principal \( G \)-bundle and \( u \in P \). We consider \( u \) as a mapping from \( G \) to \( P \). If \( X \in \mathfrak{g} \), then we set \( X_u^* = u_* X \). We call \( X^* \) the fundamental vector field associated with \( X \).

The following theorems directly follow from definitions.

**Theorem 2.3.** We have the following.
1) If \( a \in \widetilde{G}_n^2 \), then \( R_a^* \theta = \text{Ad}_a^{-1} \theta \), where \( R_a \) and \( \text{Ad}_a \) denote the right action and the adjoint action of \( a \), respectively.

2) If \( X \in \widetilde{g}_n^2 \), then \( \theta^2(X^*) = \pi_1^2 X \).

**Theorem 2.4.** Let \( M, N \) be manifolds and \( f : M \to N \) be a local diffeomorphism.

1) We have \( f^* \widetilde{P}^2(N) = \widetilde{P}^2(M) \).

2) If \( \theta_M, \theta_N \) denote the canonical forms on \( M, N \), then we have \( f^* \theta_N = \theta_M \).

Note that \( \theta \) is naturally represented as \( (\theta^0, \theta^1) \). We set \( \theta^0 = (\theta^i) \) and \( \theta^1 = (\theta^i_j) \).

**Definition 2.5.** We call \( \theta^i \) the canonical form of order \( i+1 \). We set

\[
\Theta = d\theta^0 + \theta^1 \wedge \theta^0, \\
\Omega = d\theta^1 + \theta^1 \wedge \theta^1,
\]

and call them the torsion and the curvature of \( \theta \).

The canonical form is locally represented as follows by (1.18-2).

**Lemma 2.6.** Let \( (U, \varphi) \) be a chart and \( u = (u^i, u^i_j, u^i_{jk}) \) the associated natural coordinates. If we set \( v^i_{jk} = (v^i_j)^{-1} \), then we have

\[
\theta^0_u(X) = v^i_\alpha du^\alpha, \\
\theta^1_u(X) = v^i_\alpha du^\alpha_j - v^i_\alpha u^\alpha_{j\beta} v^\beta_\gamma du^\gamma.
\]

The proof is straightforward and omitted.

**Theorem 2.7.** We have \( P^2 = \{ u \in \widetilde{P}^2 \mid \Theta_u = 0 \} \).

**Proof.** First note that we have \( dv^i_{jk} = -v^i_\alpha du^\alpha_{\beta j} v^\beta_\gamma \). Hence we have
\[
\Theta^i = dv^i_\alpha \wedge du^\alpha + v^i_\alpha du^\alpha_{\beta j} \wedge v^\beta_\gamma du^\gamma - v^i_\alpha u^\alpha_{\beta \gamma \delta} du^\delta \wedge v^\gamma du^\zeta
\]
\[
= -v^i_\alpha du^\alpha_{\beta j} v^\beta_\gamma \wedge du^\gamma + v^i_\alpha du^\alpha_{\beta j} v^\beta_\gamma du^\gamma + v^i_\alpha u^\alpha_{\beta j\beta_2} v^\beta_\gamma_{\gamma_1} du^{\gamma_1} \wedge v^\beta_\gamma_{\gamma_2} du^{\gamma_2}
\]
\[
= v^i_\alpha u^\alpha_{\beta_1 j\beta_2} v^\beta_\gamma_{\gamma_1} du^{\gamma_1} \wedge v^\beta_\gamma_{\gamma_2} du^{\gamma_2}.
\]

Therefore, \( \Theta_u = 0 \) if and only if \( u^\alpha_{\beta_1 j\beta_2} = u^\alpha_{\beta_2 j\beta_1} \), that is, \( u \in P^2 \). \( \square \)

**Remark 2.8.** We have a kind of split exact sequence

\[
0 \xrightarrow{\epsilon} P^2 \xrightarrow{\Theta} \widetilde{P}^2 \xrightarrow{\kappa} M \times \mathbb{R}^n \xrightarrow{\theta} 0.
\]

A generalization of Theorem 2.7 is given as Theorem 5.4.

The curvature \( \Omega \) of \( \theta \) is calculated as follows.
Lemma 2.9. We locally have
\[
\Omega^i_j = -v^i_\alpha du^\alpha_{j\beta} \wedge v^\beta_\gamma du^\gamma \\
+ v^i_\alpha u^\alpha_{\beta j\beta} v^\beta_\gamma du^\gamma + v^i_\alpha u^\alpha_{\beta j\beta} v^\beta_\gamma du^\gamma \\
- v^i_\alpha u^\alpha_{\beta j\beta} v^\beta_\gamma du^\gamma \\
- v^i_\alpha u^\alpha_{\beta j\beta} v^\beta_\gamma du^\gamma.
\]

Proof. We have
\[
\Omega^i_j = dv^i_\alpha \wedge du^\alpha_{j\beta} \\
- dv^i_\alpha u^\alpha_{j\beta} v^\beta_\gamma \wedge du^\gamma \\
+ v^i_\alpha du^\alpha_{\beta j\beta} \wedge v^\beta_\gamma du^\gamma \\
- v^i_\alpha du^\alpha_{\beta j\beta} \wedge v^\beta_\gamma du^\gamma \\
+ v^i_\alpha du^\alpha_{\beta j\beta} \wedge v^\beta_\gamma du^\gamma.
\]

The first and the fifth, the second and the sixth terms cancel each other. By rearranging the indices, we obtain the result. \(\square\)

Remark 2.10. Both the torsion \(\Theta\) and the curvature \(\Omega\) involve \(\theta^0\) rather than \(du^i\).
We do not have characterizations of the curvature, however, it is related with the torsion of order 2. See Example 5.3. On the other hand, torsions have a clear meaning. See Theorem 5.4.

Remark 2.11. We will introduce Lie groups \(\bar{G}^r_n\) in Section 4, and there will be natural projections from \(\bar{G}^r_n\) to \(\bar{G}^{r-1}_n\). On the other hand, we have an inclusion \(GL_n(\mathbb{R})\) into \(\bar{G}^2_n\) defined by \(a = (a^i_j) \mapsto (a^i_j, 0)\). If \(u = (u^i_j, u^i_j, u^i_{jk})\) are the natural coordinates associated with a chart and if \(a \in GL_n(\mathbb{R})\), then we have \(u.a = (u^i_j, u^i_ja^j_i, u^i_{jk}a^j_ia^k_j)\) by (1.10).

We recall the notion of connections.

Definition 2.12. A \(gl_n(\mathbb{R})\)-valued 1-form \(\theta\) on \(P^1\) is said to be a connection if we have the following:

1) If \(a \in GL_n(\mathbb{R})\), then \(R^a_\theta = Ad_{a^{-1}}\omega\).
2) If \(X \in gl_n(\mathbb{R})\) and if \(X^*\) denotes the fundamental vector field associated with \(X\), then \(\theta(X^*) = X\).

As in the classical cases, we have the following

Theorem 2.13 (cf. Proposition 7.1 (p. 147) of [12], Theorems 2 and 3 of [7]).
There is a one to one correspondence between the following objects:

1) Connections on \(P^1\).
2) Sections of $\pi_1^2: \tilde{P}^2 \to P^1$ which are equivariant under the $\text{GL}_n(\mathbb{R})$-actions.
3) Sections of $\tilde{P}^2/\text{GL}_n(\mathbb{R}) \to M$.

Before proving Theorem 2.13, we show the following

**Lemma 2.14.** Sections of $\tilde{P}^2/\text{GL}_n(\mathbb{R}) \to M$ is in one to one correspondence between $\text{GL}_n(\mathbb{R})$-equivariant mappings from $\tilde{P}^2$ to $\tilde{G}_n^2/\text{GL}_n(\mathbb{R})$, where $\tilde{G}_n^2$ acts on $\tilde{G}_n^2/\text{GL}_n(\mathbb{R})$ on the right by $[g], a = [a^{-1}g]$.

**Proof.** We repeat a proof in Husemoller [10] for convenience. First note that $\tilde{P}^2/\text{GL}_n(\mathbb{R}) = \tilde{P}^2 \times \tilde{G}_n^2/\text{GL}_n(\mathbb{R})$. We represent elements of $\tilde{P}^2 \times \tilde{G}_n^2/\text{GL}_n(\mathbb{R})$ as $[u, \alpha]$. Let $\sigma: M \to \tilde{P}^2/\text{GL}_n(\mathbb{R})$ be a section. If $u \in \tilde{P}^2$, there uniquely exists an element, say $\alpha(u) \in \tilde{G}_n^2/\text{GL}_n(\mathbb{R})$, such that $\sigma(\pi^2(u)) = [u, \alpha(u)]$. If $a \in \tilde{G}_n^2$, then we have $[u, \alpha(u)] = [u.a, \alpha(u).a]$. On the other hand, we have $\sigma(\pi^2(u.a)) = [u.a, \alpha(u.a)]$ so that $\alpha(u.a) = \alpha(u).a$. Suppose conversely that $\alpha$ is given. If $p \in M$, then we choose $u \in (\pi^2)^{-1}(p)$ and set $\sigma(p) = [u, \alpha(u)] \in \tilde{P}^2/\text{GL}_n(\mathbb{R})$. If $a \in \tilde{G}_n^2$, then we have $[u.a, \alpha(u.a)] = [u.a, \alpha(u).a] = [u, \alpha(u)]$ so that $\sigma$ is a well-defined section. It is easy to see that this correspondence is one to one. \qed

**Proof of Theorem 2.13.** The proof is almost identical to that of Proposition 7.1 of [12]. First let $\omega$ be a connection. Let $(U, \varphi)$ be a chart and consider the associated natural coordinates $(u^i, u^j, u^k)$. Then, $(u^i, u^j)$ are local coordinates for $P^1$. Let $s$ be the local trivialization of $P^1$ which corresponds to these coordinates and set $\mu = s^*\omega$. We represent $\mu = \frac{\partial}{\partial s^i}\Gamma^i_{jk}dx^j$ using the Christoffel symbols. Note that our symbol differs from the usual one, that is, the order of lower indices are reversed. We set $\sigma(u^i, u^j) = (u^i, u^j, -\Gamma^i_{\alpha\beta}u^\alpha_ju^\beta_k)$. If we set $\psi = (D\phi)^{-1}$, then we have

$$\tilde{\Gamma}^i_{jk} = -H\phi^i_{\alpha\beta}\psi^\alpha_j\psi^\beta_k + D\phi^i_{\alpha}\Gamma^\alpha_{\beta\gamma}\psi^\beta_j\psi^\gamma_k.$$

Hence we have

$$\tilde{\Gamma}^i_{\alpha\beta}u^\alpha_j\tilde{u}^\beta_k = -H\phi^i_{\alpha\beta}\psi^\alpha_j\tilde{u}^\beta_k + D\phi^i_{\alpha}\Gamma^\alpha_{\beta\gamma}\tilde{u}^\beta_j\tilde{u}^\gamma_k$$

$$= -H\phi^i_{\alpha\beta}u^\alpha_ju^\beta_k + D\phi^i_{\alpha}\Gamma^\alpha_{\beta\gamma}u^\beta_ju^\gamma_k.$$ 

It follows that

$$\tilde{u}^i_j, -\tilde{\Gamma}^i_{\alpha\beta}\tilde{u}^\alpha_j\tilde{u}^\beta_k = (D\phi^i_j, H\phi^i_{jk})(u^i_j, -\Gamma^i_{\alpha\beta}u^\alpha_ju^\beta_k).$$

Therefore, locally defined $\sigma$ gives rise to a well-defined section of $\pi_1^2$ (cf. (1.13)). If $a \in \text{GL}_n(\mathbb{R})$, then we have

$$\sigma((u^i, u^j).a) = \sigma(u^i, u^i_{\alpha}a^\alpha_j)$$

$$= (u^i, u^i_{\alpha}a^\alpha_j, -\Gamma^i_{\alpha\beta}u^\alpha_ju^\beta_ka^\gamma_ja^\delta_k)$$

$$= \sigma(u^i, u^j).a$$
Lemma 3.2. The bundle \( s_j \) is \( GL_n(\mathbb{R}) \)-equivariant. Conversely, if \( s \) is a \( GL_n(\mathbb{R}) \)-equivariant section of \( \pi_1^2 \), then \( s^*\theta^2 \) is a connection.

Next, let \( \sigma: M \to \widetilde{P}^2/GL_n(\mathbb{R}) \) be a section. By Lemma 2.14, \( \sigma \) corresponds to a \( \widetilde{G}^2_n \)-equivariant map, say \( \alpha \), from \( \widetilde{P} \) to \( \widetilde{G}^2_n/GL_n(\mathbb{R}) \). We set \( P = \alpha^{-1}([e]) \), where \( e \in \widetilde{G}^2_n \) denotes the unit. Then \( P \) is naturally a principal \( GL_n(\mathbb{R}) \)-bundle and the inclusion gives the desired section. As \( \widetilde{G}^2_n/GL_n(\mathbb{R}) \cong \mathbb{R}^{n^2} \) is contractible, thus obtained \( P \) is isomorphic to each other. Since there is a connection on \( P^1 \), we have a section from \( P^1 \to \widetilde{P}^2 \) so that \( P \) is isomorphic to \( P^1 \). Conversely, let \( \sigma: P^1 \to \widetilde{P}^2 \) be a \( GL_n(\mathbb{R}) \)-equivariant section. By taking the quotients by \( GL_n(\mathbb{R}) \)-actions, we obtain a section \( M \to \widetilde{P}^2/GL_n(\mathbb{R}) \). We omit to show that these correspondences are one to one. \( \square \)

Remark 2.16. Connections on \( P^1 \) correspond to affine connections on \( TM \), and \( GL_n(\mathbb{R}) \)-equivariant sections of \( \pi_1^2 \) correspond to reductions of \( \widetilde{P}^2 \) to \( GL_n(\mathbb{R}) \).

Remark 2.17. The section associated with a connection corresponds to the geodesic equation although the lower indices of the Christoffel symbols need not commute.

Remark 2.18. If \( \nabla \) is a linear connection, then we can find a torsion free connection by modifying \( \nabla \) [15, Proposition 7.9 (Chapter 3)]. We can interpret this procedure as considering \( \kappa_*\nabla \) instead of \( \nabla \), where \( \kappa_*: \mathfrak{g}^2_n \to \mathfrak{g}_n^2 \).

3. Comparison with García’s Construction

Let \( G \) be a Lie group with Lie algebra \( \mathfrak{g} \). Let \( M \) be a manifold and \( \pi: P \to M \) a principal \( G \)-bundle over \( M \). García gives in [7] canonical forms on 1-jet bundles associated with principal \( G \)-bundles.

Definition 3.1. Let \( \mathcal{J}(P) \) the bundle of 1-jets of germs of sections from \( M \) to \( P \). If \( s_p \in \mathcal{J}(P) \) is a jet at \( p \in M \), then we set \( \pi^1(s_p) = s_p(p) \) and \( \pi^1(s) = p \). The bundle \( \mathcal{J}(P) \) over \( P \) is called the \textit{1-jet bundle} of \( P \).

Let \((U, \varphi)\) be a chart on \( M \). We assume that \( P \) is trivial on \( U \) and let \( \psi: \pi^{-1}(U) \to U \times G \) be a trivialization. Let \( s \) be a section of \( \pi: P \to M \) on \( U \subset M \). We represent \( s \) by \( \psi \circ s \circ \varphi^{-1} \) and \( j^1_p(s) \) by \( j^1_x(\psi \circ s \circ \varphi^{-1}) \), where \( x = \varphi(p) \in \varphi(U) \). More concretely, let \( \psi \circ s \circ \varphi^{-1} = (\id, h) \), where \( h \) is a \( G \)-valued function on \( \varphi(U) \). Then, \( j^1_p(s) \) is represented by \((x, h(x), Dh(x))\), which are the coordinates used by García.

The following is obvious.

Lemma 3.2. The bundle \( \mathcal{J}(P) \) admits a natural \( G \)-action on the right.
Let $u \in P$, $Y \in T_u P$ and suppose that $\pi_* Y = 0$. Then, there uniquely exists an element $Z \in \mathfrak{g}$ such that $Z_u^* = Y$, where $Z^*$ denotes the fundamental vector field associated with $Z$. We represent $Z$ by $u^{-1} Y$.

**Definition 3.3** (Canonical form). Let $p \in M$, $j^1_p(s) \in \mathcal{J}(P)$ and $X \in T_{j^1_p(s)} \mathcal{J}(P)$. We set

\[
\begin{align*}
    d^p j^1_p(s) X &= \pi^1_\ast X - s^* X, \\
    \theta_{j^1_p(s)}(X) &= s(p)^{-1}(d^p j^1_p(s) X).
\end{align*}
\]

We call $\theta$ the canonical form on $\mathcal{J}(P)$.

**Proposition 3.4** (cf. Theorem 2.3). We have the following:

1) If $g \in G$, then $R^*_g \theta = \text{Ad}_{g^{-1}} \theta$.

2) If $X \in \mathfrak{g}$ and if $X^*$ denotes the fundamental vector field associated with $X$, then $\theta(X^*) = \pi(X)$.

In what follows, we assume that dim $M = n$ and that $P$ is the frame bundle of $M$. We have $G = \text{GL}_n(\mathbb{R})$. It might happen that $P$ admits a reduction, that is, $G$ might be a proper Lie subgroup of $G$. Some of arguments work in such cases.

Let $j^2_o(f) \in \widetilde{P}^2$ and $p = f(o)$. It is easy to see that $j^1_p(Df \circ f^{-1})$ is well-defined. In general, if $j^1_o(F) \in \widetilde{P}^2$, then $j^1_p(F \circ f^{-1})$ is also well-defined, where $p = f(o)$. We set $\Phi(j^1_o(F)) = j^1_p(F \circ f^{-1})$. Conversely, let $p \in M$ and $s_p \in \mathcal{J}(P)$. We regard $s(p)$ as a linear map from $T_o \mathbb{R}^n$ to $T_p M$ and choose a local diffeomorphism $f : (\mathbb{R}^n, o) \to (M, p)$ such that $Df(o) = s(p)$. We consider the pair $(f, s \circ f)$ as a local isomorphism from $T(\mathbb{R}^n, o)$ to $T(M, p)$ and set $\Psi(s_p) = j^1_o(f, s \circ f)$.

**Lemma 3.5.** The mapping $\Psi$ is well-defined and we have $\Psi = \Phi^{-1}$.

**Proof.** First, $\xi^3_o(f, s \circ f) \in \widetilde{P}^2$ because $s \circ f(o) = s(p) = Df(o)$. We have $j^1_o(f, s \circ f) = (f(o), s \circ f(o), Ds(f(o))Df(o)) = (p, s(p), Ds(p))$ so that $\Psi$ is well-defined. Finally, we have $\Psi = \Phi^{-1}$ by the definitions. \qed

If $(U, \varphi)$ is a chart about $p$, then mappings $\Phi$ and $\Psi$ are represented as follows. First, if $j^1_o(F) \in \widetilde{P}^2$, then we set $F_{\varphi} = D\varphi \circ F$ and $f_{\varphi} = \varphi \circ f$. If we set $q = \varphi(p)$, then $j^1_q(F)$ is represented by $(q, F_{\varphi}(o), DF_{\varphi}(o))$. On the other hand, $j^1_p(F \circ f^{-1})$ is represented by

\[
\begin{align*}
    j^1_q(F_{\varphi} \circ f_{\varphi}^{-1}) &= (q, F_{\varphi}(o), DF_{\varphi}(o)(Df_{\varphi}(o))^{-1}) \\
    &= (q, F_{\varphi}(o), DF_{\varphi}(o)^i j_{\alpha}((F_{\varphi}(o)^{-1})^a_k))
\end{align*}
\]
in the García coordinates. Therefore, if we make use of the natural coordinates on \( \tilde{P}^2 \) and the García coordinates on \( J(P) \), then we have

\[
\Phi(u^i, u^i_j, u^i_jk) = (u^i, u^i_j, u^i_jk),
\]

\[
\Psi(x^i, y^i_j, z^i_jk) = (x^i, y^i_j, z^i_jk).
\]

where \((u^i_j) = (u^i_j)^{-1}\). On the other hand, \( \tilde{G}_n^2 \) acts on \( J(P) \) on the right by Lemma 3.5. Indeed, if \( s_p \in J(P) \) and if \( a \in \tilde{G}_n^2 \), then we can set \((s_p).a = \Phi(\Psi(s_p).a)\). In the García coordinates, we have

\[
(x^i, y^i_j, z^i_jk)(a^i_j, a^i_jk) = (x^i, y^i,a^i_j, z^i_{ak}a_{aj} + y^i_ao^i_{jk}b^\beta, w^\gamma_k)
\]

where \((u^i_j) = (y^i_j)^{-1}\) and \((b^i_j) = (a^i_j)^{-1}\). If \( a \in GL_n(\mathbb{R}) \), namely, if \( a_{i,jk} = 0 \), then we have

\[
(x^i, y^i_j, z^i_jk)(a^i_j, a^i_jk) = (x^i, y^i,a^i_j, z^i_{ak}a_{aj}).
\]

Hence the \( \tilde{G}_n^2 \)-action on \( J(P) \) is an extension of the \( GL_n(\mathbb{R}) \)-action.

The following is known. We modify notations fitting to ours.

**Lemma 3.6** ([7, Section 3 and Lemma 1]). Let \( \theta' \) be the canonical form on \( J(P) \). We have

\[
\theta' = w^i_\alpha(dy^\alpha_j - y^\alpha_jdx^\beta).
\]

Therefore, we have the following.

**Theorem 3.7.**

1) The mapping \( \Phi \) is an isomorphism of \( GL_n(\mathbb{R}) \)-bundles.

2) If we define a \( \tilde{G}_n^2 \)-action on \( J(P) \) as above, then \( J(P) \) is a principal \( \tilde{G}_n^2 \)-bundle which is compatible the original \( GL_n(\mathbb{R}) \)-action on \( J(P) \). Moreover, \( \Phi \) is an isomorphism of \( \tilde{G}_n^2 \)-bundles under these actions.

3) If \( \theta^1 \) and \( \theta' \) denote the canonical form of order 2 on \( \tilde{P}^2 \) and the canonical form on \( J(P) \), respectively, then we have \( \Phi^*\theta' = \theta^1 \).

4. Bundles of formal frames of higher order

We can consider analogues of \( P^r \), \( r \geq 3 \). We set \( \tilde{P}^0 = M \), \( \tilde{P}^1 = P^1 \) and let \( \pi^1_0 \) denote the projection from \( P^1 \) to \( M \). Suppose that groups \( \tilde{G}_n^k, \tilde{G}_n^{k-1} \)-bundles \( \tilde{P}^k \) such that \( \tilde{G}_n^k = \tilde{P}^k(\mathbb{R}^n, o) \), and projections \( \pi^k_{k-1} : \tilde{P}^k \rightarrow \tilde{P}^{k-1} \) equivariant under the \( \tilde{G}_n^k \) and \( \tilde{G}_n^{k-1} \) actions are defined up to \( k = r - 1 \). This holds true for \( r = 2 \). Let \( F = F^{r-1} : \tilde{P}^{r-1}(\mathbb{R}^n, o) \rightarrow \tilde{P}^{r-1}(M) \) be a locally defined isomorphism of \( \tilde{G}_n^{r-1} \)-bundles and \( F^k : \tilde{P}^k(\mathbb{R}^n, o) \rightarrow \tilde{P}^k(M) \), where \( 0 \leq k \leq r - 2 \), be the underlying
isomorphism in the sense that $F^0, F^1, \ldots, F^{r-1}$ are bundle isomorphisms and that

$$\begin{align*}
\tilde{P}^k(\mathbb{R}^n, o) & \xrightarrow{F^k} \tilde{P}^k(M) \\
\pi^k_t \downarrow & \downarrow \pi^t_k \\
\tilde{P}^l(\mathbb{R}^n, o) & \xrightarrow{F^l} \tilde{P}^l(M),
\end{align*}$$

where $\pi^k_t = \pi^l_{t+1} \circ \cdots \circ \pi^k_{k-1}$, is commutative for $1 \leq l < k \leq r - 1$.

**Definition 4.1** (cf. Definition 1.8). We set

$$\tilde{P}^r(M) = \left\{ j^1_o(F) \left| \begin{array}{c}
F : \tilde{P}^{r-1}(\mathbb{R}^n, o) \to \tilde{P}^{r-1}(M), \\
F^k(o) = j^1_o(F^{k-1}) \text{ for } 1 \leq k \leq r
\end{array} \right. \right\},$$

$$\tilde{G}^r_n = \tilde{P}^r(\mathbb{R}^n, o).$$

We call $\tilde{P}^r(M)$ as the bundle of formal frames of order $r$, and elements of $\tilde{P}^r(M)$ formal frames of order $r$. If $F \in \tilde{P}^r(M)$, then we set $\pi^r_{r-1}(j^1_o(F)) = F(o)$.

We call formal frames of order greater than two as formal frames of higher order.

We have the following. The proof is easy and omitted.

**Lemma 4.2.**

1) Thus defined $\tilde{G}^r_n$ is a Lie group of dimension $\sum_{i=1}^r n_i$.  
2) If we set $\pi^r = \pi^{r-1} \circ \pi^r_{r-1}$, then $\pi^r : \tilde{P}^r(M) \to M$ is a principal $\tilde{G}^r_n$-bundle.

**Definition 4.3.** If $u = j^1_o(f) \in P^r(M)$, then we set $\varepsilon(u) = j^1_o(D^{r-1}(f))$.

Note that $\varepsilon$ gives rise to an embedding of $G^r_n$ into $\tilde{G}^r_n$.

**Definition 4.4** (cf. Definition 2.1). Let $u \in \tilde{P}^r(M)$ and $X \in T_u \tilde{P}^r(M)$. We set $\theta(X) = u^{-1}(\pi^r_{r-1}*X) \in T_{id} \tilde{P}^{r-1}(\mathbb{R}^n)$, where $u : T_{id} \tilde{P}^{r-1}(\mathbb{R}) \to T_{\pi^r_{r-1}(u)} \tilde{P}^{r-1}(M)$ is the isomorphism induced from the right action (cf. Definition 1.19). We call $\theta$ the canonical form. The canonical form is naturally represented as $(\theta^i, \theta^i_{j_1}, \ldots, \theta^i_{j_1 \cdots j_{r-1}})$. We refer to $(\theta^i_{j_1 \cdots j_{r-1}})$ as the canonical form of order $r$.

The adjoint action of $\tilde{G}^r_n$ on $T_{id} \tilde{P}^{r-1}(\mathbb{R}^n)$ is defined in a similar way as in the case of $r = 2$.

**Theorem 4.5** (cf. Theorem 2.3). We have the following.

1) If $a \in \tilde{G}^r_n$, then $R^a \theta = \text{Ad}_{a^{-1}} \theta$.

2) If $X \in \tilde{G}^r_n$, then $\theta^r(X^\ast) = \pi^r_{r-1}*X$, where $X^\ast$ denotes the fundamental vector field associated with $X$.

The product in $\tilde{G}^r_n$ remains similar to that of the group of $r$-frames $G^r_n$. For example, if $r = 3$, the product is given as follows. Let $a, b \in \tilde{G}^3_n$ and $a = j^1_o(F)$,
\( b = j^1_o(G) \). Then, \( ab = j^1_o(F \circ G) \). If we represent \( a \) as \( (a^i_j, a^i_{jk}, a^i_{jkl}) \) and so on, we have

\[
(ab)^i_j = a^i_\alpha b^\alpha_j,
\]
\[
(ab)^i_{jk} = a^i_{\alpha\beta} b^\alpha_j b^\beta_k + a^i_\alpha b^\alpha_{jk},
\]
\[
(ab)^i_{jkl} = a^i_{\alpha\beta\gamma} b^\alpha_j b^\beta_k b^\gamma_l + a^i_{\alpha\beta} b^\alpha_j b^\beta_{kl} + a^i_{\alpha\beta} b^\alpha_{jk} b^\beta_l + a^i_\alpha b^\alpha_{jkl}.
\]

These formulae are obtained as follows. Let \( a, b \in \tilde{G}^1_n \) and \( a = j^1_o(F), b = j^1_o(G) \).

First, we represent \( F(x) = (f^i(x), f^i_j(x), f^i_{jk}(x), f^i_{jkl}(x)) \). We have \( F^0(x) = (f^i(x)), F^1(x) = (f^i(x), f^i_j(x)), F^2(x) = (f^i(x), f^i_j(x), f^i_{jk}(x)) \) and \( F^3(x) = F(x) \). By the conditions required to \( F \), we have

\[
a^i_j = \frac{\partial f^i}{\partial x^j}(o) = f^i_j(o),
\]
\[
a^i_{jk} = \frac{\partial f^i_j}{\partial x^k}(o) = f^i_{jk}(o),
\]
\[
a^i_{jkl} = \frac{\partial f^i_{jk}}{\partial x^l}(o).
\]

We have \( (F \circ G)^0(x) = f^i(g^m(x)) \) so that \( (ab)^i_j = a^i_\alpha b^\alpha_j \) holds in \( \tilde{G}^1_n \). Hence we may assume that \( (F \circ G)^1(x) = (f^i(g^m(x)), f^i_\alpha(g^m(x))g^\alpha_j(x)) \) because we are concerned with jets at \( o \). It follows that

\[
(ab)^i_{jk} = (a^i_{\alpha\beta} b^\alpha_j b^\beta_k + a^i_\alpha b^\alpha_{jk})
\]

holds in \( \tilde{G}^2_n \). Similarly, we may assume that

\[
(F \circ G)^2(x) = (f^i(g^m(x)), f^i_\alpha(g^m(x))g^\alpha_j(x), f^i_{\alpha\beta}(g^m(x))g^\alpha_j(x)g^\beta_k(x) + f^i_\alpha(g^m(x))g^\alpha_{jk}(x)).
\]

Hence we have

\[
(ab)^i_{jkl} = a^i_{\alpha\beta\gamma} b^\alpha_j b^\beta_k b^\gamma_l + a^i_{\alpha\beta} b^\alpha_j b^\beta_{kl} + a^i_{\alpha\beta} b^\alpha_{jk} b^\beta_l + a^i_\alpha b^\alpha_{jkl}
\]

in \( \tilde{G}^3_n \). Note that if \( F \) is actually derived from a local diffeomorphism, then we have \( F(x) = a^i_j x^i + \frac{1}{2} a^i_{jk} x^j x^k + \frac{1}{6} a^i_{jkl} x^j x^k x^l + (\text{terms of order greater than 3}) \).

We come back to the bundle \( \tilde{P}^r \) and the canonical form on it. We have the following

**Theorem 4.6** (cf. Theorem 2.4). Let \( M, N \) be manifolds and \( f : M \to N \) be a local diffeomorphism.

1) We have \( f^* \tilde{P}^r(N) = \tilde{P}^r(M) \).
2) If \( \theta_M, \theta_N \) denote the canonical forms on \( M, N \), then we have \( f^* \theta_N = \theta_M \).
We can normalize elements of $\tilde{P}^r(M)$ and $\tilde{G}^r_n$ as follows (cf. Theorem 1.16).

Let $u = j^r_0(F) \in \tilde{P}^r(M)$. Let $(U, \varphi)$ be a chart about $\pi^r(u)$ and represent $u$ as $(h^i, h^{j_1,1}, \ldots, h^{j_r,1})$. We set

$$\overline{h}^{i}_{j_1,\ldots,j_k} = \frac{1}{k!} \sum_{\sigma \in S_k} h^{i}_{j_{\sigma(1)},\ldots,j_{\sigma(k)}},$$

where $\overline{h}^{i}_{j_1,\ldots,j_0}$ is understood to be $\overline{h}^{i} = h^{i}$, and

$$\overline{F}^0(x) = \sum_{k=0}^{r} \overline{h}^{i}_{j_1,\ldots,j_k} x^{j_1} \cdots x^{j_k}.$$

Actually, we only consider the $r$-jet of $\overline{F}^0$ in what follows.

**Definition 4.7.** We set $\kappa(u) = j^r_0(\overline{F}^0)$.

**Theorem 4.8.**

1) The mapping $\varepsilon: P^r \to \tilde{P}^r$ is well-defined and is an embedding of $G^r_n$-bundles. Moreover, we have $\tilde{P}^r = \varepsilon(P^r) \times_{G^r_n} \tilde{G}^r_n$.

2) The mapping $\kappa: \tilde{P}^r \to P^r$ is well-defined bundle morphism as $G^r_n$-bundles.

3) When regarded as a mapping from $\tilde{G}^r_n$ to $G^r_n$, $\kappa$ is a homomorphism.

**Proof.** We only show that the $r$-jet of $\overline{F}^0$ is well-defined. We set $G(x) = h^i + h^{j_1,1} x^{j_1} + \frac{1}{2} h^{j_1,j_2} x^{j_1} x^{j_2} + \cdots + \frac{1}{r!} h^{j_1,\ldots,j_r} x^{j_1} \cdots x^{j_r}$. It is clear that $G$ is well-defined if we ignore terms of order higher than $r$. On the other hand, we have $G(x) = \overline{F}^0(x)$. □

**Remark 4.9.** If we consider a Lie subgroup of $GL_n(\mathbb{R})$, then we have the same kind of difficulties in the averaging process as in the case of $r = 2$. See also Remarks 1.17 and 5.10.

We refer to [21] for more about jets.

5. TORSIONS OF HIGHER ORDER

We begin with the following

**Theorem 5.1** (Structural equations [11], [4]). Let $S = \{1,\ldots,k\}$. Let $S_a = \{s_1,\ldots,s_a\} \subset S$ and $\{t_1,\ldots,t_b\} = S \setminus S_a$, where $S_a = \emptyset$ if $a = 0$. Then, on $P^r$, we have

$$d\theta^{i}_{j_1,\ldots,j_k} + \sum_{S_a \subset S} \sum_{l=1}^{n} \theta^{i}_{j_{s_1},\ldots,j_{s_a}} \wedge \theta^{l}_{j_{t_1},\ldots,j_{t_b}} = 0.$$ 

These equations are referred as the structural equations.
Contractions appear in the structural equations. On $P^r$, the lower indices commute so that we do not need to care about the order of indices. It is not the case for $\tilde{P}^r$ so that we should be aware of how we take contractions.

**Definition 5.2.** Let $k \leq r - 1$. Let $p_0 = 1, p_1, \ldots, p_k \in \mathbb{N}$ be such that $1 \leq p_a \leq a + 1$ for $0 \leq a \leq k$. Let $S = (j_1, \ldots, j_k)$ be a ordered tuple of indices. We set

$$(\Theta^{k+1(p_1, \ldots, p_k)})^{i}_{j_1, \ldots, j_k} = d\theta^i_{j_1, \ldots, j_k} + \sum_{S_a \subseteq S} \sum_{l=1}^{n} \theta^i_{j_{s_{pa-1}+1}, \ldots, j_{s_{pa}}, j_{pa+1}, \ldots, j_{s_a}} \wedge \theta^j_{j_{1}, \ldots, j_{b}},$$

where $S_a = (j_s, \ldots, j_{s_a})$ is a ordered subset of $S$ and $(j_{s_1}, \ldots, j_{s_b}) = S \setminus S_a$ as ordered sets. If $a = 0$, then we set $S_0 = \emptyset$. We call $\Theta^{k(p_1, \ldots, p_k-1)}$ the torsions of order $k$ and of type $(p_1, \ldots, p_k-1)$.

**Example 5.3.**

1) The only torsion of order 1 is $\Theta^1$.

2) The torsions of order 2 are $\Theta^{2(1)}$ and $\Theta^{2(2)}$. We have

$$\Theta^{2(1)} = d\theta^i_j + \theta^i_{\alpha j} \wedge \theta^\alpha \wedge \theta^i_j = \Omega^i_j + \theta^i_{\alpha j} \wedge \theta^\alpha,$$

$$\Theta^{2(2)} = d\theta^i_j + \theta^i_{j\alpha} \wedge \theta^\alpha \wedge \theta^i_j = \Omega^i_j + \theta^i_{j\alpha} \wedge \theta^\alpha.$$

3) The torsions of order 3 are $\Theta^{3(1,1)}$, $\Theta^{3(2,1)}$, $\Theta^{3(1,2)}$, $\Theta^{3(2,2)}$, $\Theta^{3(1,3)}$ and $\Theta^{3(2,3)}$.

For example, we have

$$(\Theta^{3(1,3)})^{i}_{j_{1},j_{2}} = d\theta^i_{j_{1},j_{2}} + \theta^i_{\alpha j_{1}j_{2}} + \theta^i_{\alpha j_{1}} \wedge \theta^\alpha_{j_{2}} + \theta^i_{\alpha j_{2}} \wedge \theta^\alpha_{j_{1}} + \theta^i_{j_{1}j_{2}\alpha} \wedge \theta^\alpha,$$

$$(\Theta^{3(2,2)})^{i}_{j_{1},j_{2}} = d\theta^i_{j_{1},j_{2}} + \theta^i_{\alpha} \wedge \theta^\alpha_{j_{1}j_{2}} + \theta^i_{j_{1}\alpha} \wedge \theta^\alpha_{j_{2}} + \theta^i_{j_{2}\alpha} \wedge \theta^\alpha_{j_{1}} + \theta^i_{j_{1}j_{2}\alpha} \wedge \theta^\alpha.$$

4) In general, the number of the torsions of order $k$ is equal to $k!$.

We have the following

**Theorem 5.4.** We have $P^r = \{ u \in \tilde{P}^r \mid \text{all torsions vanish at } u \}$.

We need some lemmata for proving Theorem 5.4.

**Lemma 5.5.** Let $a = (a^i_{j_1}, \ldots, a^i_{j_k})$, $b = (b^i_{j_1}, \ldots, b^i_{j_r}) \in \tilde{G}^n_r$.

1) If $1 \leq k \leq r$, then $(ab)^i_{j_1, \ldots, j_k}$ is represented by $a^i_{j_1, \ldots, j_l} b^j_{j_{l+1}, \ldots, j_k}$ with $l \leq k$.

2) We have

$$\begin{align*}
(ab)^{i}_{j_{1}} &= a^{i}_{\alpha} b^{\alpha}_{j_{1}}, \\
(ab)^{i}_{j_{1}, \ldots, j_{r}} &= a^{i}_{\alpha_1, \ldots, \alpha_r} b^{\alpha_1}_{j_{1}} \cdots b^{\alpha_r}_{j_{r}} + (\text{terms which do not involve } a^{i}_{j_{1}, \ldots, j_{r}} \text{ or } b^{j}_{j_{1}, \ldots, j_{r}}) \\
&\quad + a^{i}_{\alpha} b^{\alpha}_{j_{1}, \ldots, j_{r}}.
\end{align*}$$
Proof. By the construction, \((ab)^i_{j_1,...,j_k}\) is obtained from \((ab)^i_{j_1,...,j_{k-1}}\) as follows. First regard \(a, b\) as functions in \(x\). Then, we consider the derivative of \((ab)^i_{j_1,...,j_{k-1}}\) with respect to \(x\). After replacing \(\frac{\partial a^i_{j_1,...,j_p}}{\partial x^p} b_{j_1,...,j_p,l} + \frac{\partial b_{j_1,...,j_p,l}}{\partial x^p}\) by \(a^i_{j_1,...,j_p,l} + b_{j_1,...,j_p,l}\), we obtain \((ab)^i_{j_1,...,j_k}\). In particular, the number of the lower indices of each terms of \((ab)^i_{j_1,...,j_k}\) is equal to \(k\). Hence 1) and the first part of 2) hold. On the other hand, terms in \((ab)^i_{j_1,...,j_r}\) which involve \(a^i_{j_1,...,j_r}\) appear only if we take the ‘derivative’ of terms in \((ab)^i_{j_1,...,j_{r-1}}\) which involve \(a^i_{j_1,...,j_{r-1}}\). In this case, we obtain \(a^i_{\alpha_1,...,\alpha_r} b_{\alpha_1,j_1} \cdots b_{\alpha_{r-1},j_{r-1}} b_{\alpha_r,j_r}\). Similarly, terms in \((ab)^i_{j_1,...,j_r}\) which involve \(b^i_{j_1,...,j_r}\) appear only from the derivative of \(a^i_{\alpha} b_{\alpha,j_1,...,j_{r-1}}\) and we obtain \(a^i_{\alpha} b_{\alpha,j_1,...,j_{r-1},j_r}\).

\[\square\]

Lemma 5.6. Let \(\theta = (\theta^0, \theta^1, \ldots, \theta^{r-1})\) be the canonical form on \(\widetilde{P}^r\), where \(r \geq 2\). In the natural coordinates (Notation 1.9), we have

\[(\theta^{r-1})^i_{j_1,...,j_{r-1}} = -v^i_{\alpha} u^\alpha_{j_1,j_2,...,j_{r-1}} \gamma ^{\beta} \gamma du^\gamma \]

\[+ (\text{terms which involve only } v^i_j \text{ and } u^i_{j_1,...,j_l} \text{ with } l \leq r-2)\]

Proof. Let \(u \in \widetilde{P}^r\), \(X \in T_u \widetilde{P}^r\) and \(Y = \theta_u(X) \in T_{id} \widetilde{P}^{r-1}(\mathbb{R}^n)\). If we represent \(Y\) as \(Y = (Y^0, \ldots, Y^{r-1})\) using the natural coordinates, then, we have by Lemma 5.5 that

\[(uY)^{r-1})^i_{\alpha_1,...,\alpha_{r-1}} \]

\[= u^i_{\alpha_1,...,\alpha_{r-1}} Y^{\alpha_1} Y^{\alpha_2} \cdots Y^{\alpha_{r-1}} \]

\[+ (\text{terms which do not involve } u^i_{j_1,...,j_{r-1}} \mod Y^i_{j_1,...,j_{r-1}}) \]

\[+ u^i \gamma Y^{\alpha_1,...,\alpha_{r-1}} \]

where \(Y^0 = (Y^i)\) and \(Y^{r-1} = (Y^i_{j_1,...,j_{r-1}})\). Since \(Y^i = \theta^0(X) = v^i_{\alpha} X^\alpha\), we are done (see also (1.8-2) and Lemma 2.6).

\[\square\]

Proof of Theorem 5.4. Suppose that torsions of order less than \(r\) vanish. We may assume inductively that the lower indices of \(u^i_{j_1,...,j_k}\) commute for \(k \leq r - 1\). By Lemma 5.6, the only terms of \(\Theta^{(p_1,...,p_{r-1})}\) which involve \(u^i_{j_1,...,j_r}\) is derived from \(\theta^r \wedge \theta^0\), and we have

\[(\Theta^{(p_1,...,p_{r-1})})^i_{j_1,...,j_{r-1}} = -v^i_{\alpha} u^\alpha_{j_1,...,j_{r-1}} \gamma ^{\beta} \gamma du^\gamma \wedge v^l \delta du^\delta \]

\[+ (\text{terms which do not involve } u^i_{j_1,...,j_{r-1}})\]

On the other hand, by the structural equations (Theorem 5.1), \(\Theta^{(p_1,...,p_{r-1})} = 0\) if every lower index commutes each other. This implies that we have

\[(\Theta^{(p_1,...,p_{r-1})})^i_{j_1,...,j_{r-1}} = -v^i_{\alpha} u^\alpha_{j_1,...,j_{r-1}} \gamma ^{\beta} \gamma du^\gamma \wedge v^l \delta du^\delta\).
Therefore, we have $u_{j_1,..., l_{p-r-1},..., j_{r-1}, l} = u^a_{j_1,..., \beta_{p-r-1},..., j_{r-1}, l}$ if $\Theta^{(p_1,...,p_{r-1})} = 0$.

**Remark 5.7.** If torsions of order less than $r$ vanish, then $\Theta^{(p_1,...,p_{r-1})}$ only depends on $p_{r-1}$. Indeed, the proof of Theorem 5.4 can be read as a proof of the structural equation in the classical setting where lower indices are commutative.

**Definition 5.8.** We set

\[ P^\infty = \lim_{\leftarrow} P^r = \left\{ u = (u^r)_{r \in \mathbb{N}} \in \prod_{r \in \mathbb{N}} P^r \mid \pi^r_s u^r = u^s \text{ if } s < r \right\}, \]

\[ \tilde{P}^\infty = \lim_{\leftarrow} \tilde{P}^r, \]

\[ G^\infty = P^\infty(\mathbb{R}^n, o), \]

\[ \tilde{G}^\infty = \tilde{P}^\infty(\mathbb{R}^n, o), \]

and equip them with the limit topology. To say about $P^\infty$ for example, this is the weakest topology with respect to which the natural mappings $P^\infty \to P^r$ are continuous. We call $P^\infty$ as the bundle of frames of infinite order, and $\tilde{P}^\infty$ as the bundle of formal frames of infinite order, respectively. If $f: (\mathbb{R}^n, o) \to M$ is a local diffeomorphism, then the element of $P^\infty$ determined by $(j^r_o(f))_{r \in \mathbb{N}}$ is represented by $j^\infty_o(f)$. Similarly, if $F = F^\infty = (F^r)_{r \in \mathbb{N}}$ is an infinite sequence of morphisms from $\tilde{P}^r(\mathbb{R}^n)$ to $\tilde{P}^r$ such that $\pi^r_{r-1} \circ F^r = F^{r-1} \circ \pi^r_{r-1}$ and that $F^r(o) = j^1_o(F^{r-1})$, then the element of $\tilde{P}^\infty$ determined by $(j^1_o(F^r))_{r \in \mathbb{N}}$ is represented by $j^1_o(F) = j^1_o(F^\infty)$.

Note that $G^\infty$ and $\tilde{G}^\infty$ are topological groups.

**Theorem 5.9.** We have $P^\infty = \{ u \in \tilde{P}^\infty \mid \text{all the torsions vanish at } u \}$.

**Proof.** Suppose that $u \in \tilde{P}^\infty$ and that all the torsions vanish at $u$. By taking a chart on $M$, we find an infinite sequence $(u^i, u^i_j, \ldots,)$ of tensors of which the lower indices commute. By [22, Lemma 5], we can find a local diffeomorphism $f: (\mathbb{R}^n, o) \to M$ of class $C^\infty$ which realizes this sequence, namely, we have $j^r_o(f) = (a^i, a^i_{j_1}, \ldots, a^i_{j_1,\ldots,j_r})$ for any $r \in \mathbb{N}$. If we set $\iota(u) = j^\infty_o(f)$, then $\iota$ gives an isomorphism. 

**Remark 5.10.** If we work in the analytic (real or complex) category, then Theorem 5.9 is no longer valid. Indeed, we need a realization of a given Taylor series as an analytic function, which is in general impossible. Similarly, if we work with geometric structures, then we can find a smooth function $f$ which realizes a jet at a point, however it is not certain if $f$ preserves the structure. In order to that, we will need a kind of integrability conditions. See also Remarks 1.17 and 4.9.
Example 5.11. 1) Let $M$ be a 1-dimensional Möbius manifold in the sense that there exists an atlas $\{(U_\lambda, \varphi_\lambda)\}$ of $M$ such that the transition functions are linear fractional transformations which we call Möbius ones. In this case formal frames and frames coincide and we have $\tilde{P}^r(M) = P^r(M)$. We can consider the bundle of formal frames which is defined by using only Möbius mappings and their derivatives, which we represent by $M^r(M)$. In other words, we consider reductions of $\tilde{P}^r(M)$ such that the structural groups are derived from $\text{PGL}_1(\mathbb{R})$. We set now for a function of one variable $f$, $S(f) = \frac{f'''}{f'} - \frac{3}{2} \left(\frac{f''}{f'}\right)^2$ which is called the Schwarzian derivative of $f$. It is well-known that $f$ is Möbius if and only if we have $S(f) = 0$. On the other hand, it is also well-known that we have $S(\phi \circ f) = f^* S(\phi) + S(f)$ in general. Therefore, if we locally set $S = (v^1_1 u^1_111 - \frac{3}{2}(v^1_1 u^1_1)^2) du^1 \otimes du^1$, where $v^1_1 = 1/u^1_1$, always considering atlases as above, then $S$ is well-defined on $\tilde{P}^r(M)$. We see that $j^r(f) \in \tilde{P}^r(M) = P^r(M)$ is represented by a Möbius map from $([R, o])$ to $M$ if and only if $S(f) = 0$.

2) If $n \geq 2$, there also is a tensor $\Sigma$ of type $(1, 2)$ called the Schwarzian derivative, which is still a cocycle such that $\Sigma(f) = 0$ if and only if $f$ is projectively linear [17], [18]. Hence if we work on projectively flat manifolds, then we can repeat the argument in 1) to obtain a reduction of $\tilde{P}^r(M)$ and the Schwarzian derivative on it. We can locally write down the Schwarzian derivative in terms of natural coordinates but we omit it because it is so involved (cf. [17, §2]). In this case, we can normalize projective connections in terms of $P^r(M)$.

3) We can ask if a given anti-symmetric 2-tensor field is realized as the torsion of a connection. If we consider projective structures, it is known that there is a connection which preserves the projective structure and of which the torsion is the given tensor field. On the other hand, if we work on a symplectic manifold of dimension $2n$, where $n \geq 2$, then, there exists tensor fields which cannot be realized as the torsion of connections which preserve the symplectic structure [23], [14]. In any case, we need to consider $\tilde{P}^r(M)$ in order to deal with non-trivial 2-tensors.

Remark 5.12. The bundle $\tilde{P}^r(M)$ is quite related with geometric structures as $P^r(M)$ is so. We will discuss relationship of $\tilde{P}^2(M)$ and projective structures in [3].

6. INFINITESIMAL DEFORMATIONS OF LINEAR CONNECTIONS

Related to the above constructions, we will discuss infinitesimal deformations of linear connections. Some of fundamental references are [19], [20].
We fix a manifold $M$ and a connection $\nabla$ on $TM$. Given a chart $(U, \varphi)$, let $\Gamma^i_{jk}$ denote the Christoffel symbols of $\nabla$ with respect to $(U, \varphi)$. That is, if $(x^1, \ldots, x^n)$ denote the standard coordinates for $\varphi(U)$, then

$$\nabla X = \Gamma^i_{jk} \frac{\partial}{\partial x^i} X^j,$$

where $\nabla X$ denotes the covariant derivative of $X$ and $X = X^i \frac{\partial}{\partial x^i}$. We remark again that the order of the lower indices of the Christoffel symbols are reversed.

Let $\{\nabla_t\}_{t \in \mathbb{R}}$ be a 1-parameter smooth family of connections such that $\nabla_0 = \nabla$. Then the Christoffel symbols of $\nabla_t$ are represented as

$$\Gamma^i_{jk}_t = \Gamma^i_{jk} + \mu^i_{jk}(t),$$

where $\mu^i_{jk}(t) \frac{\partial}{\partial x^i} \otimes dx^k$ is an element of $\text{Hom}(TM, TM)$ for each $t$.

**Definition 6.1.** We call $\mu^i_{jk}(t)$ a deformation of $\nabla$. To be more precise, we call $\mu^i_{jk}(t)$ an actual deformation.

If we take the derivative at $t = 0$, then we obtain an element of $\text{Hom}(TM, TM)$. This leads to the following

**Definition 6.2.** An infinitesimal deformation of $\nabla$ is an element of $\text{Hom}(TM, TM)$.

It is clear that if $\mu^i_{jk}(t)$ is an actual deformation, then $\frac{\partial \mu^i_{jk}}{\partial t}(0)$ is an infinitesimal deformation.

If $\mu$ is an infinitesimal deformation of $\nabla$, then $\mu$ is represented by a family $\{\mu^i_{jk}\}$ with respect to an atlas. If $(U, \varphi), (U, \hat{\varphi})$ are charts and if $\phi$ denotes the transition function, then we have

$$\hat{\mu}^i_{\alpha \beta} (D\phi)^\alpha_j (D\phi)^\beta_k = (D\phi)^i_\alpha \mu^\alpha_{jk}.$$

In what follows, we will show that a pair of a connection and its infinitesimal deformation can be understood as a connection on a certain bundle. For this purpose, we will recall some basic notions. Let $G$ be a Lie group and $TG$ the tangent bundle of $G$, which is also a Lie group called the tangent Lie group of $G$. We consider the adjoint action of $G$ on $\mathfrak{g}$, where $\mathfrak{g}$ is regarded as the vector space of left invariant vector fields on $G$. Then, it is well-known that $TG$ is isomorphic to $G \ltimes \mathfrak{g}$. The product in $G \ltimes \mathfrak{g}$ is given by

$$(A, X) \cdot (B, Y) = (AB, \text{Ad}_B^{-1} X + Y).$$

If $G$ is linear and if $G \subset \text{GL}_n(\mathbb{R})$, then, we have a matrix representation of $TG$ to $\text{GL}_{2n}(\mathbb{R})$ given by

$$(A, X) \mapsto \begin{pmatrix} A & X \\ AX & A \end{pmatrix}.$$
The Lie algebra of $G \ltimes \mathfrak{g}$ is described as follows. We omit the proof.

**Lemma 6.3.** Let $\mathfrak{h}$ be the Lie algebra of $G \ltimes \mathfrak{g}$.

1) The Lie algebra $\mathfrak{h}$ is a vector space $\mathfrak{g} \times \mathfrak{g}$ equipped with the bracket

$$[(\dot{A}, \dot{X}), (\dot{B}, \dot{Y})] = ([\dot{A}, \dot{B}], \text{ad}_X \dot{B} + \text{ad}_A \dot{Y}).$$

2) The adjoint action of $G \ltimes \mathfrak{g}$ on $\mathfrak{h}$ is given by

$$\text{Ad}_{(A,X)}(\dot{B}, \dot{Y}) = (\text{Ad}_A \dot{B}, \text{Ad}_A(\text{ad}_X \dot{B} + \dot{Y})).$$

3) Suppose that $G$ is linear. Then, an element $(\dot{A}, \dot{B}) \in \mathfrak{h}$ corresponds to

$$\left( \begin{array}{c} A \\ \dot{B} \\ \dot{A} \end{array} \right) \in \mathfrak{t}g$$

under the matrix representation.

Let $P$ be a principal $G$-bundle over $M$, and set $\underline{\mathfrak{g}} = M \times \mathfrak{g}$. The projection from $\underline{\mathfrak{g}}$ to $M$ is represented by $\nu$.

**Definition 6.4.** Let $P \ltimes \underline{\mathfrak{g}}$ with the projection $\varpi$ to $M$ be a principal $TG$-bundle defined as follows. We set $P \ltimes \underline{\mathfrak{g}} = \{(u, X) \in P \times \underline{\mathfrak{g}} \mid \pi(u) = \nu(X)\}$ and $\varpi(u, X) = \pi(u)$, namely, we consider the fiber product. If $(B, Y) \in TG$, then we set

$$(u, X) \cdot (B, Y) = (u \cdot B, \text{Ad}_{B^{-1}} X + Y).$$

**Theorem 6.5.** There is a one-to-one correspondence between the following:

1) Pairs of connections on $TM$ and their infinitesimal deformations.

2) Connections on $P^1(M) \ltimes \mathfrak{gl}_n(\mathbb{R})$.

3) Sections from $P^1(M) \ltimes \underline{\mathfrak{gl}_n(\mathbb{R})}$ to $\tilde{P}^2(M) \ltimes \mathfrak{gl}_n(\mathbb{R})$ equivariant under the $\text{GL}_n(\mathbb{R}) \ltimes \mathfrak{gl}_n(\mathbb{R})$-action.

**Proof.** We set $P = P^1(M) \ltimes \underline{\mathfrak{gl}_n(\mathbb{R})}, G = \text{GL}_n(\mathbb{R}) \ltimes \mathfrak{gl}_n(\mathbb{R})$ and let $\mathfrak{g}$ denote the Lie algebra of $G$. First, the transition functions for $P$ is given as follows. Let $(U, \varphi)$ and $(\tilde{U}, \tilde{\varphi})$ be charts on $M$ and $\phi$ the transition function. Then, $P$ is trivial on $U$. Let $((x, g); X) = ((x^i, g^i_j); X^i_j) \in \varphi(U) \times \text{GL}_n(\mathbb{R}) \times \mathfrak{gl}_n(\mathbb{R})$ be coordinates for $P|_U$ and $((\tilde{x}, \tilde{g}); \tilde{X})$ for $P|_{\tilde{U}}$. We have $((\tilde{x}, \tilde{g}); \tilde{X}) = ((\phi(x), D\phi(x)g); X)$. As $(D\phi(x)g, X) = (D\phi(x), 0)(g, X)$ in $G = \text{GL}_n(\mathbb{R}) \ltimes \mathfrak{gl}_n(\mathbb{R})$, the transition function for $P$ is given by $(D\phi(x), 0)$. Let now $\{\omega\}$, where $\omega = (\theta, \mu)$, be a family of $\mathfrak{g}$-valued 1-form on $M$. This family represents a connection on $P$ if and only if we have

$$(\omega, \theta) = (D\phi, 0)^{-1}d(D\phi, 0) + \text{Ad}_{(D\phi, 0)^{-1}}(\tilde{\omega}, \tilde{\theta}).$$
This condition is equivalent to
\[ \theta = D\phi(x)^{-1}dD\phi + \text{Ad}_{D\phi^{-1}}\tilde{\theta}, \]
\[ \mu = \text{Ad}_{D\phi^{-1}}\tilde{\mu}. \]

Hence \((\theta, \mu)\) represents a connection on \(P\) if and only if \(\mu\) is an infinitesimal deformation of \(\theta\). It is clear that the correspondence is one-to-one. Next, we show that the conditions 2) and 3) are equivalent. By theorems of García (Theorems 2 and 3 of [7], cf. Theorem 2.13), connections on \(P^1(M) \ltimes \mathfrak{gl}_n(\mathbb{R})\) are in a one-to-one correspondence between \(G\)-equivariant sections of \(\mathcal{J}(P^1(M) \ltimes \mathfrak{gl}_n(\mathbb{R})) \rightarrow P^1(M) \ltimes \mathfrak{gl}_n(\mathbb{R})\). Hence it suffices to show that \(\mathcal{J}(P^1(M) \ltimes \mathfrak{gl}_n(\mathbb{R}))\) and \(\tilde{P}^2(M) \ltimes \tilde{\mathfrak{gl}}_n^2\) are isomorphic as \(G\)-bundles. Let \(j^i_p(s) \in \mathcal{J}(P^1(M) \ltimes \mathfrak{gl}_n(\mathbb{R}))\), where \(s\) is a section of \(P^1(M) \ltimes \mathfrak{gl}_n(\mathbb{R}) \rightarrow M\) about \(p\). Let \((U, \varphi)\) be a chart such that \(\varphi(p) = o\) and that \(D\varphi^{-1}(o) = s(p)\). We represent \(s \circ \varphi = (s_1, s_2)\) and associate \(j^i_p(s)\) with \((j^i_1(s_1), j^i_2(s_2))\) (cf. Lemma 3.5). This gives a desired isomorphism. Indeed, the correspondence is locally given as follows. Let \((U, \varphi)\) be a chart and \((x^i, (a^i_j, b^i_j), (a^i_{jk}, b^i_{jk}))\) be the representation of \(s\) with respect to the García coordinates. We adopt as the coordinates for \(\tilde{P}^2 \ltimes \tilde{\mathfrak{gl}}_n^2\) the product of the natural coordinates for \(\tilde{P}^2\) and the trivial one for \(\tilde{\mathfrak{gl}}_n^2\). Then, \(j^i_p(s)\) is mapped to \((x^i, (a^i_j, a^i_{jk}a^\alpha_k), (b^i_j, b^i_{jk}))\). If \((g, X) \in \text{GL}_n(\mathbb{R}) \ltimes \mathfrak{gl}_n(\mathbb{R})\), then we have
\[ (x^i, (a^i_j, b^i_j), (a^i_{jk}, b^i_{jk}))(g, X) = (x^i, (a^i_\alpha g^\alpha_j, h^i_\alpha b^\alpha_\beta g^\beta_j + X^i_j), (a^i_\alpha g^\alpha_\beta k, h^i_\alpha b^\alpha_\beta k g^\beta_j)), \]
where \((h^i_j) = (g^i_j)^{-1}\). On the other hand, we have
\[ (x^i, (a^i_j, a^i_{jk}a^\alpha_k), (b^i_j, b^i_{jk}))(g, X) = (x^i, (a^i_\alpha g^\alpha_j, a^i_\beta a^\alpha g^\beta_\gamma a^\alpha g^\beta_j), (h^i_\alpha b^\alpha_\beta g^\beta_\gamma + X^i_j, h^i_\alpha b^\alpha_\beta k g^\beta_\gamma))). \]

Hence we obtained a morphism from \(\mathcal{J}(P^1(M) \ltimes \mathfrak{gl}_n(\mathbb{R}))\) to \(\tilde{P}^2(M) \ltimes \tilde{\mathfrak{gl}}_n^2\) equivariant under the \(\text{GL}_n(\mathbb{R}) \ltimes \mathfrak{gl}_n(\mathbb{R})\)-actions. It is easy to see that this morphism is indeed an isomorphism.

**Remark 6.6.** The canonical form on \(\mathcal{J}(P^1(M) \ltimes \mathfrak{gl}_n(\mathbb{R}))\), which corresponds to the canonical form of order 2 on \(\tilde{P}^2(M) \ltimes \tilde{\mathfrak{gl}}_n^2\), is locally given by
\[ (c^i_\alpha(da^\alpha_j - a^\alpha_j dx^\beta), db^i_j - b^i_j dx^\alpha - b^i_\alpha e^\alpha_\beta(da^\beta_j - a^\beta_j dx^\gamma) + c^i_\alpha(da^\alpha_\beta - a^\alpha_\beta dx^\gamma)b^\gamma_j), \]
where \((c^i_j) = (a^i_j)^{-1}\), with respect to the García coordinates.

An explanation of Theorem 6.5 can be given by using an auxiliary structure. For this purpose, we recall 2-tangent bundles (see [24] for details).
**Definition 6.7.** We set $T^2 M = T(TM)$ and call $T^2 M$ as the 2-tangent bundle. The projection from $T^2 M$ to $TM$ is represented by $p^2$.

Charts and transition functions on $T^2 M$ are given as follows. Let $(U, \varphi), (\tilde{U}, \tilde{\varphi})$ be charts of $M$ and $\phi$ the transition function from $U$ to $\tilde{U}$. Then, $TM$ is trivial on $U$ and $\tilde{U}$. If $(x, v)$ denote local coordinates for $TM$ on $p^{-1}(U)$, where $p: TM \to M$ is the projection, then the transition function is given as $(x, v) \mapsto (\phi(x), D\phi(x)v)$. Further, $T^2 M$ is trivial on $p^{-1}(U)$ and $p^{-1}(\tilde{U})$. If $(x, v; \dot{x}, \dot{v})$ denote local coordinates for $T^2 M$ on $(p^2)^{-1}(p^{-1}(U))$, then the transition function is given as follows. Let $\gamma: (-\epsilon, \epsilon) \to TM$ be a curve. We represent this curve as $(x(t), v(t))$ using a chart. We have $(\tilde{x}(t), \tilde{v}(t)) = (\phi(x(t)), D\phi(x(t))v(t))$ so that

\begin{equation}
(\tilde{x}, \tilde{v}; \dot{\tilde{x}}, \dot{\tilde{v}}) = (\phi(x), D\phi(x)v; D\phi(x)\dot{x}, H\phi(x)v\dot{x} + D\phi(x)\dot{v}),
\end{equation}

where $H\phi = D(D\phi)$ and $H\phi(x)v\dot{x} = (H\phi)^i_{\alpha\beta} v^\alpha \dot{x}^\beta$. We refer to these coordinates as coordinates induced by $(U, \varphi)$.

**Definition 6.9.** Let $(U, \varphi)$ be a chart on $M$ and consider induced coordinates. If $u \in TM$, then we set

$$
\left( \frac{\partial}{\partial x^i} \right)^V_u = \frac{\partial}{\partial v^i_u}
$$

and call it the *vertical lift* of $\frac{\partial}{\partial x^i}$, where $x = p(u)$. In general, we extend the vertical lift by linearity. We set

$$
V = \{ \text{vectors on } TM \text{ which are the vertical lifts of vectors on } M \}.
$$

The following is easy.

**Lemma 6.10.** We have $T^2 M/V \cong \pi^* TM$ as vector bundles over $TM$.

**Definition 6.11.** Let $\nabla$ be a connection on $TM$. Let $(U, \varphi)$ be a chart on $M$ and consider induced coordinates. Let $\Gamma^i_{jk}$ be the Christoffel symbols of $\nabla$ with respect to $(U, \varphi)$. If $u \in TM$, then we set

\begin{equation}
(\frac{\partial}{\partial x^i})^H_u = \frac{\partial}{\partial x^i_u} - \Gamma(x)^\alpha_{i\beta} v^\beta \frac{\partial}{\partial v^\alpha_u}
\end{equation}

and call it the *horizontal lift* of $\frac{\partial}{\partial x^i}$, where $x = p(u)$. In general, we extend the horizontal lift by linearity. Finally, we set

$$
H = \{ \text{vectors on } TM \text{ which are the horizontal lifts of vectors on } M \}.
$$

Note that $\frac{\partial}{\partial x^i}$ on the left hand side of (6.12) refers to a vector on $M$, on the other hand, the same symbol on the right hand side refers to a vector on $TM$, we always considering charts and induced coordinates.
**Proposition 6.13.** The pairs \((V, p^2|_V)\) and \((H, p^2|_H)\) are isomorphic to \(\pi^*TM\).

**Proof.** By (6.8), we have
\[
\left( \frac{\partial}{\partial x^i}, \frac{\partial}{\partial v^i} \right) \left( D\phi(x) \right) = \left( \frac{\partial}{\partial x^j}, \frac{\partial}{\partial v^j} \right).
\]
Therefore, we have
\[
\left( \frac{\partial}{\partial \hat{x}^i}, \frac{\partial}{\partial \hat{v}^i} \right) \left( I_n\hat{\Gamma} \right) = \left( \frac{\partial}{\partial x^i}, \frac{\partial}{\partial v^i} \right).
\]
By (2.15), we have
\[
\left( \frac{\partial}{\partial \hat{x}^i}, \frac{\partial}{\partial \hat{v}^i} \right) = \left( \frac{\partial}{\partial x^i}, \frac{\partial}{\partial v^i} \right).
\]
Hence \((V, p^2|_V)\) and \((H, p^2|_H)\) are isomorphic to \(\pi^*TM\). \(\square\)

**Remark 6.14.** It is known that the horizontal lifts recovers connections [24] if connections are torsion free. It remains valid in our setting as follows. Let \(X\) be a vector field on \(M\) and \(v \in T_pM\). We regard \(X\) as a mapping from \(M\) to \(TM\) and let \(DX: TM \to T^2M\) be the derivative. We represent \(X = f_i \frac{\partial}{\partial \hat{x}^i}\) and \(v = v_i \frac{\partial}{\partial \hat{v}^i}\) on a chart. Then, we have
\[
\nabla_v X(p) = \left( \frac{\partial f^\alpha}{\partial \hat{x}^\beta}(p) v^\beta + \Gamma^\alpha_{\beta\gamma}(p) f^\beta(p) v^\gamma \right) \frac{\partial}{\partial \hat{x}^\alpha}.
\]
On the other hand, we have
\[
DX(v)_p = v^\alpha \frac{\partial}{\partial \hat{x}^\alpha} X(p) + \frac{\partial f^\alpha}{\partial \hat{x}^\beta}(p) v^\beta \frac{\partial}{\partial \hat{v}^\alpha} X(p),
\]
\[
v^H_{X(p)} = v^\alpha \frac{\partial}{\partial \hat{x}^\alpha} X(p) - \Gamma^\alpha_{\beta\gamma}(p) v^\beta f^\gamma(p) \frac{\partial}{\partial \hat{v}^\alpha} X(p).
\]
It follows that we have
\[
(\nabla_v X(p) + T(v, X(p)))^V_{X(p)} = DX(v)_p - v^H_{X(p)},
\]
where \(T\) denotes the torsion of \(\nabla\).

It is clear that \(T^2M = H \oplus V\). This identification can be seen as an isomorphism between \(T^2M\) and \(p^2*(TM)\). Note that the horizontal lifts give sections of the projection from \(T^2M\) to \(TM\). If \(\nabla\) is a connection on \(TM\) and \(\mu\) its infinitesimal deformation, then we can define a connection, say \(\tilde{\nabla}\), on \(H \oplus V\). Indeed, let \(\theta^i\), \(\mu^i_j\) be matrix representations of \(\nabla\) and \(\mu\) with respect to \(\frac{\partial}{\partial \hat{x}^i}\) on \(M\). On the other
hand, we consider \( \left( \frac{\partial}{\partial x^1} \right)^H, \left( \frac{\partial}{\partial x^2} \right)^V \) as a local frame for \( T^2 M = H \oplus V \). Then locally defined \( \text{tg} T^1_n(\mathbb{R}) \)-valued 1-forms \( \left( \theta^i_j, \mu^i_j \right) \) give rise to a connection \( \tilde{\nabla} \). The diagonal part correspond to the pull-back connection of \( \nabla \) on \( V \) and \( H \) identified with \( p^* (TM) \). On \( H \), we have an additional term valued in \( V \) which is given by an element of \( \text{Hom}(H, V) \). This corresponds to the pull-back of \( \mu \in \text{Hom}(TM, TM) \). The connection \( \tilde{\nabla} \) is related with the one obtained by Theorem 6.5 as follows. Let \( \mathcal{P}^1(TM) \) be the principal bundle associated with \( T^2 M \), which is a \( TGL_n(\mathbb{R}) \)-bundle over \( TM \) described as follows. Let \( (U, \varphi) \) be a chart of \( M \) and \( (x, v) \) be the associated coordinates for \( TM \). Let \( \{ f, g \} : (\mathbb{R}^n \times \mathbb{R}^n, (o, o)) \to TM \) be a mapping of the form

\[
(f, g) \mapsto (f(x), g(x) + Df(x) \eta)
\]

with respect to a chart. If we ignore terms of order greater than 1 with respect to \( \eta \), this property is independent of charts. Note also that such a mapping is a local diffeomorphism if and only if \( Df(o) \in \text{GL}_n(\mathbb{R}) \).

**Definition 6.15.** We set

\[
\mathcal{T}(M) = \{ \{ f, g \} \text{ as above} \},
\]

\[
\mathcal{T}_0(M) = \{ \{ f, g \} \in \mathcal{T} \mid g(o) = o \},
\]

\[
\mathcal{P}'(TM) = \{ j^1_{(\alpha, \beta)}(\{ f, g \}) \mid \{ f, g \} \in \mathcal{T}(M) \}, \text{ and}
\]

\[
\mathcal{G} = \{ j^1_{(\alpha, \beta)}(\{ f, g \}) \mid \{ f, g \} \in \mathcal{T}(\mathbb{R}^n), f(o) = g(o) = o \},
\]

where \( T\mathbb{R}^n \) is naturally trivialized.

**Lemma 6.16.** 1) The set \( \mathcal{G} \) is a group of which the product is the composition, and is isomorphic to \( TGL_n(\mathbb{R}) \).

2) The bundle \( \mathcal{P}'(TM) \) is isomorphic to \( \mathcal{P}^1(TM) \) as \( TGL_n(\mathbb{R}^n) \)-bundles.

**Proof.** We have \( D_{(\alpha, \beta)}(\{ f, g \}) = \begin{pmatrix} Df(o) & Df(o) \\ Dg(o) & Df(o) \end{pmatrix} \). On the other hand, we have

\[
\{ f, g \}, \{ f', g' \} (\xi, \eta) = \{ f, g \} \{ f'(\xi), g'(\xi) + Df'(\xi) \eta \}
\]

\[
= (f \circ f'(\xi), g \circ f'(\xi) + Df(f'(\xi))(g'(\xi) + Df'(\xi) \eta))
\]

\[
= (f \circ f'(\xi), h(\xi) + D(f \circ f')(\xi) \eta),
\]

where \( h(\xi) = g \circ f'(\xi) + Df(f'(\xi))g'(\xi) \). Hence we have

\[
D_{(\alpha, \beta)}(\{ f, g \}, \{ f', g' \}) = \begin{pmatrix} Df(f'(o)) & Df'(o) \\ Dg(f'(o)) & Df'(o) \end{pmatrix} \]
If \( f'(o) = o \) and if \( g'(o) = o \), then we have

\[
D_{(o,o)}\left(\{f, g\}; \{f', g'\}\right) = D_f(o) D_{f'}(o) - D_g(o) D_{g'}(o) + D_f(o) D_{g'}(o) - D_{f'}(o) D_g(o).
\]

Similarly, if \((U, \phi), (\tilde{U}, \tilde{\phi})\) be charts and \( \phi \) the transition function, then we have

\[
D\phi \circ \{f, g\}(\xi, \eta) = (\phi \circ f(\xi), D\phi(f(\xi))(g(\xi) + Df(\xi)\eta)).
\]

Hence we have

\[
D\phi(j_{(o,o)}^1(\{f, g\})) = \begin{pmatrix} D\phi(f(o)) & D\phi(g(o)) Df(o) \\ H\phi(f(o)) & Dg(o) Df(o) \end{pmatrix}.
\]

Therefore \( \mathcal{P}'(TM) \) and \( \mathcal{P}^1(TM) \) are isomorphic as \( TGL_n(\mathbb{R}) \)-bundles.

We set

\[
\mathcal{P}^1_0(TM) = \{j_{(o,o)}^1(\{f, g\}) \mid \{f, g\} \in \mathcal{T}_0\}.
\]

The bundle \( \mathcal{P}^1_0(TM) \) is a principal \( TGL_n(\mathbb{R}) \)-bundle which is the restriction of \( \mathcal{P}^1(TM) \) to the zero section of \( TM \to M \). Recall that we have an isomorphism between \( TGL_n(\mathbb{R}) \) and \( GL_n(\mathbb{R}) \rtimes gl_n(\mathbb{R}) \). We have the following

**Lemma 6.18.** The bundles \( \mathcal{P}^1_0(TM) \) and \( P^1(M) \rtimes gl_n(\mathbb{R}) \) are isomorphic as principal \( GL_n(\mathbb{R}) \rtimes gl_n(\mathbb{R}) \)-bundles.

**Proof.** By the proof of Lemma 6.16, we see that the transition function on \( \mathcal{P}^1_0(TM) \) is given by \( \begin{pmatrix} D\phi(f(o)) & D\phi(g(o)) Df(o) \\ H\phi(f(o)) & Dg(o) Df(o) \end{pmatrix} \) because we have \( g(o) = o \). If we associate \( j_{(o,o)}^1(\{f, g\}) \) with \( ((f(o), Df(o)), Df(o)^{-1}Dg(o)) \), then obtain the desired isomorphism.

Let now consider a pair of a connection on \( TM \) and its infinitesimal deformation. This induces a connection on \( \mathcal{P}^1(TM) \). By restricting this latter connection to \( \mathcal{P}^1_0(TM) \), we obtain a connection on \( P^1(M) \rtimes gl_n(\mathbb{R}) \) by Lemma 6.18. By Lemma 6.3, we see that this is the connection given by Theorem 6.5

**Remark 6.19.** There is a description of \( \tilde{P}^2(M) \rtimes \mathfrak{gl}_n^2 \) similar to that of \( P^1(M) \rtimes \mathfrak{gl}_n(\mathbb{R}) \). We consider mappings from \( T^2\mathbb{R}^n \) to \( T^2M \) locally defined by

\[
\{f, g; F, G\}(\xi, \eta; \hat{\xi}, \hat{\eta}) = (f(\xi), Df(\xi)\eta + g(\xi); F(\xi)\hat{\xi}, (DF(\xi))^{ij} \eta^i + G(\xi)\hat{\xi} + F(\xi)\hat{\eta}),
\]
where we assume that $Df(o) = F(o)$, $Dg(o) = G(o)$ and that $Df(o)$ is regular as a matrix. We set
\[
\mathcal{T}^2(M) = \{\{f, g; F, G\} \text{ as above}\},
\]
\[
\mathcal{T}_0^2(M) = \{\{f, g; F, G\} \in \mathcal{T}^2(M) \mid g(o) = o\},
\]
\[
\mathcal{P}^2(TM) = \{j_{(o,o)}^1(\{f, g; F, G\}) \mid \{f, g; F, G\} \in \mathcal{T}^2(M)\},
\]
\[
\mathcal{P}_0^2(TM) = \{j_{(o,o)}^1(\{f, g; F, G\}) \mid \{f, g; F, G\} \in \mathcal{T}_0^2(M)\},
\]
\[
\mathcal{G}^2 = \{j_{(o,o)}^1(\{f, g; F, G\}) \mid \{f, g; F, G\} \in \mathcal{T}^2(M), f(o) = g(o) = o\}
\]
We can show that $\mathcal{G}^2$ is a group isomorphic to $\tilde{G}_n^2 \ltimes \tilde{g}_n^2$ of which $	ext{GL}_n(\mathbb{R}) \ltimes \text{gl}_n(\mathbb{R})$ is a subgroup. We can also show the following

**Lemma 6.20.** The bundle $\mathcal{P}_0^2(TM)$ is isomorphic to $\tilde{P}^2(M) \ltimes \tilde{g}_n^2$ as a $\tilde{G}_n^2 \ltimes \tilde{g}_2$-bundle.

We omit the proof because they are parallel to the case of $\mathcal{P}_0^2(TM)$.

## 7. Application to Deformations of Foliations

We consider regular (non-singular) foliations. Associated with such foliations, there are natural connections called *Bott connections*. If foliations are deformed, Bott connections are also deformed according to deformations. We will discuss infinitesimal deformations of Bott connections associated with infinitesimal deformations of foliations. Let $\mathcal{F}$ be a foliation of $M$, of codimension $q$. Let $\{(U_\lambda, \varphi_\lambda)\}$ be a foliation atlas, that is, we have homeomorphisms $U_\lambda \cong V_\lambda \times T_\lambda$ such that the restriction of $\mathcal{F}$ to $U_\lambda$ is given by $\{V_\lambda \times \{y\}\}_{y \in T_\lambda}$, where $V_\lambda$ and $T_\lambda$ are balls in $\mathbb{R}^{\text{dim} M - q}$ and $\mathbb{R}^q$, respectively. Let $p_\lambda$ denote the projection from $U_\lambda$ to $T_\lambda$. Then, the transition function from $U_\lambda$ to $U_\mu$ is of the form $(x_\lambda, y_\lambda) \mapsto (\psi_{\mu\lambda}(x_\lambda, y_\lambda), \gamma_{\mu\lambda}(y_\lambda))$. We refer to $\gamma_{\mu\lambda}$ as the *holonomy map*. Let $T\mathcal{F}$ be the tangent bundle of $\mathcal{F}$, which is the subbundle of $TM$ which consists of vectors tangent to leaves of $\mathcal{F}$. The bundle $T\mathcal{F}$ locally consists of vectors tangent to $V_\lambda \times \{y\}$.

**Definition 7.1.** The quotient bundle $Q(\mathcal{F}) = TM/T\mathcal{F}$ is called as the *normal bundle* of $\mathcal{F}$.

**Definition 7.2.** A connection on $Q(\mathcal{F})$ is called a *Bott connection* if and only if $\nabla_X Y = \mathcal{L}_X Y$ holds for $X \in T\mathcal{F}$, where $\mathcal{L}_X$ denotes the Lie derivative with respect to $X$.

It is well-known that Bott connections always exist in the $C^\infty$-category. Bott connections enjoy the following property.
Lemma 7.3. Let $\nabla$ be a Bott connection on $Q(\mathcal{F})$. Let $(U, \varphi)$ be a foliation chart and $(x, y)$ be coordinates for $U \cong V \times T$. If $\theta^i_j$ denote the components of connection matrix with respect to $\frac{\partial}{\partial y^i}, \ldots, \frac{\partial}{\partial y^r}$, then $\theta^i_j$ do not involve $dx^k$’s.

Proof. This is because we have $\nabla \frac{\partial}{\partial x^i} = \mathcal{L} \frac{\partial}{\partial y^j} = 0$. □

Remark 7.4. Lemma 7.3 does not mean that $\theta^i_j$ are independent of $x^k$.

In the setting of Lemma 7.3, we can represent $\theta^i_j$ as $\theta^i_j = \Gamma^i_{jk}dy^k$. The functions $\Gamma^i_{jk}$ are referred as the Christoffel symbols. Note that the order of lower indices are always reversed as in the previous sections.

Proposition 7.5. Let $\nabla$ a connection on $Q(\mathcal{F})$. Let $e = (e_i)$ be a local trivialization of $Q(\mathcal{F})$ which is foliated or locally projectable in the sense that each $e_i$ is of the form $f^\alpha_i \frac{\partial}{\partial y^i}$ with $f^\alpha_i$ being functions on $y$ independent of $x$, where $(x, y)$ are local coordinates on a foliation chart. Let $(\theta^i_j)$ be the connection matrix of $\nabla$ with respect to $e$. Then, $\nabla$ is a Bott connection if and only if $\theta^i_j|_{T\mathcal{F}} = 0$.

Proof. Let $\Gamma^i_j$ be the connection matrix of $\nabla$ with respect to $\left( \frac{\partial}{\partial y^j} \right)$. If we set $F = (f^i_j)$, then we have $\theta^i_j = (F^{-1})^i_j dF^\alpha - (F^{-1})^i_j \Gamma^\alpha_{\beta j} F^\beta j$. As $e$ is foliated, $\theta^i_j$ do not involve $dx^i$ if and only if so do not $\Gamma^i_j$. □

By Theorem 4.6 we can form $G_q^r$-bundles $\tilde{P}^r(\mathcal{F})$ by pasting $p^*_\lambda \tilde{P}^r(T_\lambda)$. To be precise, suppose that $U_\lambda \cap U_\mu \neq \emptyset$, and let $u_\lambda \in p^*_\lambda \tilde{P}^r(T_\lambda)$ and $u_\mu \in p^*_\mu \tilde{P}^r(T_\mu)$. We have naturally have $p^*_\lambda \tilde{P}^r(T_\lambda) \cong V_\lambda \times T_\lambda \times G_q^r$. Let $u_\lambda = (x_\lambda, y_\lambda, g_\lambda)$ and $u_\mu = (x_\mu, y_\mu, g_\mu)$. Then, $\gamma_{\lambda\mu}$ gives a locally defined map from $\tilde{P}^r(T_\lambda)$ to $\tilde{P}^r(T_\mu)$, which we represent by $\gamma_{\mu\lambda}$.

Definition 7.6. We say that $u_\lambda \sim u_\mu$ if and only if $x_\lambda = x_\mu$ and $(y_\mu, g_\mu) = \gamma_{\mu\lambda}(y_\lambda, g_\lambda)$. We set $\tilde{P}^r(\mathcal{F}) = \left( \bigsqcup \lambda p^*_\lambda \tilde{P}^r(T_\lambda) \right) / \sim$. The natural projection from $\tilde{P}^r(\mathcal{F})$ to $M$ is represented by $\pi^r$.

It is easy to see that $\tilde{P}^r(\mathcal{F})$ is independent of the choice of foliation atlases. It is clear that $\tilde{P}^1(\mathcal{F})$ is isomorphic to the frame bundle of $Q(\mathcal{F})$ which is represented by $P^1(\mathcal{F})$.

There are natural foliations of $\tilde{P}^r(\mathcal{F})$. Indeed, if $U \cong V \times T$ is a foliation chart, then $\tilde{P}^r(\mathcal{F})$ is trivial, namely, we have $\tilde{P}^r(\mathcal{F})|_U \cong U \times G_q^r \cong V \times T \times G_q^r$. The transition functions are of the form $(x, y, g) \mapsto (\psi(x, y), \gamma(y), \gamma_s(y)g)$. Therefore, we have a foliation of $\tilde{P}^r(\mathcal{F})$ locally defined by asking $y$ and $g$ to be constant, to which we refer as $\mathcal{F}^r$. We always equip $\tilde{P}^r(\mathcal{F})$ with the foliation $\mathcal{F}^r$. 
Definition 7.7. A connection on $\tilde{P}^r(F)$ is said to be a Bott connection if it is a Bott connection for $F^r$.

The following is easy.

Lemma 7.8. A connection on $P^1(F)$ is a Bott connection if and only if it is associated with a Bott connection on $Q(F)$.

Definition 7.9 (Canonical form). Let $u \in \tilde{P}^r(F)$ and $X \in T_u \tilde{P}^r(F)$. We choose a foliation chart $U \cong V \times T$ which contains $\pi^r(u)$. Let $p: U \to T$ be the projection, $\theta_T$ the canonical form of $\tilde{P}^r(T)$ and set

$$\theta(X) = p^*\theta_T.$$ 

We call $\theta$ the canonical form on $\tilde{P}^r(F)$.

By Theorem 4.6, the canonical form on $\tilde{P}^r(F)$ is well-defined.

We have the following. The proof is just a combination of Lemma 7.3 and Theorem 2.13 so that omitted.

Theorem 7.10. There is a one-to-one correspondence between the following objects:

1) Bott connections on $Q(F)$.
2) Sections of $\tilde{P}^2(F) \to P^1(F)$ which are equivariant under the $GL_q(R)$-actions and that preserve foliations.
3) Sections of $\tilde{P}^2(F)/GL_q(R) \to M$ which preserve foliations.

Next, we discuss deformations of foliations and Bott connections.

Definition 7.11. A connection $\nabla$ on $P^1(F) \times GL_q(R)$ is said to be a Bott connection if $\iota^*\nabla$ is a Bott connection on $P^1(F)$, where $\iota$ is the inclusion obtained by the natural identification of $P^1(F)$ with $P^1(F) \times \{o\}$.

Let $\omega = (\omega^i)$ be a local trivialization of $Q^*(F)$. By the Frobenius theorem, there exists a $GL_q(R)$-valued 1-form, say $\theta$, such that

$$d\omega + \theta \wedge \omega = 0.$$ 

The 1-form $\theta$ is essentially the connection form of a Bott connection, say $\nabla$, with respect to the frame dual to $\omega$. Assume now that $F, \nabla, \omega, \theta$ are smooth 1-parameter families. Let $t$ be the parameter and assume that $F_0 = F$ and so on. If we represent derivatives with respect to $t$ at $t = 0$ by adding a dot, then we have

$$d\omega + \dot{\theta} \wedge \omega + \theta \wedge \dot{\omega} = 0.$$
By considering a foliation atlas, we consider \( \omega \), etc. are family defined on \( M \). Then a \( \mathfrak{gl}_q(\mathbb{R}) \)-valued 1-form \( \dot{\theta} \) gives rise to a global \( \text{Hom}(Q(\mathcal{F}), Q(\mathcal{F})) \)-valued 1-form on \( M \) independent of the choice of foliation atlases. In general, we adopt this property as an infinitesimal deformation of connections.

**Definition 7.12** ([8], see also [5]). Let \( \mathcal{F} \) be a foliation and \( \nabla \) a Bott connection on \( Q(\mathcal{F}) \). We fix a family \( \omega \) of local trivializations of \( Q(\mathcal{F}) \), and let \( \theta \) be the family of the connection forms with respect to the dual of \( \omega \). A \( Q(\mathcal{F}) \)-valued global 1-form \( \dot{\omega} \) and a \( \text{Hom}(Q(\mathcal{F}), Q(\mathcal{F})) \)-valued 1-form \( \dot{\theta} \) are said to be infinitesimal deformations of \( \omega \) and \( \theta \), respectively, if we have

\[
d\dot{\omega} + \theta \wedge \dot{\omega} + \dot{\theta} \wedge \omega = 0
\]

in the sense that if we choose a local trivialization and if we represent \( \omega, \theta, \dot{\omega} \) and \( \dot{\theta} \) by components, then we have

\[
d\dot{\omega} + \theta^i \wedge \dot{\omega}_i + \dot{\theta} \wedge \omega = 0.
\]

By Lemma 7.3 and Theorem 6.5, we have the following

**Theorem 7.13.** There is a one-to-one correspondence between the following:

1) Pairs of Bott connections on \( Q(\mathcal{F}) \) and their infinitesimal deformations.

2) Bott connections on \( P^1(\mathcal{F}) \rtimes \mathfrak{gl}_q(\mathbb{R}) \).

3) Sections from \( P^1(\mathcal{F}) \rtimes \mathfrak{gl}_q(\mathbb{R}) \) to \( P^2(\mathcal{F}) \rtimes \mathfrak{gl}_q(\mathbb{R}) \) equivariant under the \( \text{GL}_q(\mathbb{R}) \)-action and preserving foliations.

The normal bundle \( Q(\mathcal{F}) \) is also equipped with a foliation. Indeed, if \((x, y, v)\) denote the coordinates for \( Q(\mathcal{F}) \) on a foliation chart, then we have \((\hat{x}, \hat{y}, \hat{v}) = (\psi(x, y), \gamma(y), D\gamma_y(v))\) so that foliations locally defined by \( y = \text{const.} \) and \( v = \text{const.} \) give rise to a foliation of \( Q(\mathcal{F}) \) which is represented by \( \mathcal{F}^{(2)} \). It is easy to see that the normal bundle \( Q(\mathcal{F}^{(2)}) \) is the 2-normal bundle \( Q^{(2)}(\mathcal{F}) \) in [2]. The bundle \( Q^{(2)}(\mathcal{F}) \) plays a role of \( T^2 M \). Namely, we always have the vertical subbundle of \( Q^{(2)}(\mathcal{F}) \) which we represent as \( Q(F)^V \). On the other hand, given a Bott connection on \( Q(\mathcal{F}) \), we can define the horizontal subbundle of \( Q^{(2)}(\mathcal{F}) \) which we represent by \( Q(F)^H \). If \( \varpi \) denotes the projection from \( Q(\mathcal{F}) \) to \( M \), then the both lifts are isomorphic to \( \varpi^*(Q(\mathcal{F})) \). If in addition an infinitesimal deformation of the Bott connection is given, then we can define a connection on \( Q^{(2)}(\mathcal{F}) \) by considering \( \left( \begin{array}{c} \theta \\ \dot{\theta} \\ \dot{\theta} \end{array} \right) \).

This is the construction given in [2], where characteristic classes for infinitesimal deformations of foliations are studied by means of these connections (cf. [6], [9]). They are obtained as differential forms on \( Q(\mathcal{F}) \) and then shown to project down to \( M \). If we make use of Theorem 7.13, then we can obtain a Bott connection on...
$\mathcal{P}^1(\mathcal{F}) \ltimes \mathfrak{gl}_q(\mathbb{R})$ which is valued in the Lie algebra of $\text{GL}_q(\mathbb{R}) \ltimes \mathfrak{gl}_q(\mathbb{R}) \cong T\text{GL}_q(\mathbb{R})$, and we can avoid bundles over $\mathcal{Q}(\mathcal{F})$ to obtain these classes. If we denote by $\mathcal{B}$ the space of Bott connections on $\mathcal{P}^1(\mathcal{F}) \ltimes \mathfrak{gl}_q(\mathbb{R})$, then these classes are functionals on $\mathcal{B}$. For example, we can consider the derivative of the Godbillon–Vey class, $\mathcal{DGV}$ for short, with respect to infinitesimal deformations of foliations. It is known that if the foliation under consideration admits a transverse projective structure (not necessarily flat), then $\mathcal{DGV}$ vanishes for any infinitesimal deformations of foliations [1]. This means that if $\mathcal{F}$ admits a transverse projective structure, then $\mathcal{DGV}$ as a functional on $\mathcal{B}$ is identically equal to zero. Similarly, some characteristic classes are introduced for deformations of flat connections in [16]. If $\mathcal{C}$ denotes the space of connections on $\mathcal{P}^1(M) \ltimes \mathfrak{gl}_n(\mathbb{R})$, then these classes can be regarded as functionals on $\mathcal{C}$ and results can be understood as properties of such functionals.
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