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Abstract. Coresets have emerged as a powerful tool to summarize data by selecting a small subset of the original observations while retaining most of its information. This approach has led to significant computational speedups but the performance of statistical procedures run on coresets is largely unexplored. In this work, we develop a statistical framework to study coresets and focus on the canonical task of nonparametric density estimation. Our contributions are twofold. First, we establish the minimax rate of estimation achievable by coreset-based estimators. Second, we show that the practical coreset kernel density estimators are near-minimax optimal over a large class of Hölder-smooth densities.
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1. INTRODUCTION

The ever-growing size of datasets that are routinely collected has led practitioners across many fields to contemplate effective data summarization techniques that aim at reducing the size of the data while preserving the information that it contains. While there are many ways to achieve this goal, including standard data compression algorithms, they often prevent direct manipulation of data for learning purposes. Coresets have emerged as a flexible and efficient set of techniques that permit direct data manipulation. Coresets are well-studied in machine learning [Har-Peled and Kushal, 2007, Feldman et al., 2013, Bachem et al., 2017, 2018, Karnin and Liberty, 2019], statistics [Feldman et al., 2011, Zheng and Phillips, 2017, Munteanu et al., 2018, Huggins et al., 2016, Phillips and Tai, 2018a,b], and computational geometry [Agarwal et al., 2005, Clarkson, 2010, Frahling and Sohler, 2005, Gärtner and Jaggi, 2009, Claici et al., 2020].

Given a dataset \( D = \{X_1, \ldots, X_n\} \subset \mathbb{R}^d \) and task (density estimation, logistic regression, etc.) a coreset \( C \) is given by \( C = \{X_i : i \in S\} \) for some subset \( S \) of \( \{1, \ldots, n\} \) of size \( |S| \ll n \). A good coreset should suffice to perform the task at hand with the same accuracy as with the whole dataset \( D \).

In this work we study the canonical task of density estimation. Given i.i.d random variables \( X_1, \ldots, X_n \sim \mathbb{P}_f \) that admit a common density \( f \) with respect to the Lebesgue measure over \( \mathbb{R}^d \), the goal of density estimation is to estimate \( f \). It is well known that the minimax rate of estimation
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over the $L$-Hölder smooth densities $\mathcal{P}_H(\beta, L)$ of order $\beta$ is given by

$$\int \sup_{f \in \mathcal{P}_H(\beta, L)} \mathbb{E}_f \|\hat{f} - f\|_2 = \Theta_{\beta, d, L}(n^{-\frac{\beta}{2\beta + d}}),$$

where the infimum is taken over all estimators based on the dataset $\mathcal{D}$. Moreover, the minimax rate above is achieved by a kernel density estimator

$$\hat{f}_n(x) := \frac{1}{nh^d} \sum_{j=1}^n K\left(\frac{X_i - x}{h}\right)$$

for suitable choices of kernel $K : \mathbb{R}^d \rightarrow \mathbb{R}$ and bandwidth $h > 0$ [see e.g. Tsybakov, 2009, Theorem 1.2].

The main goal of this paper is to extend this understanding of rates for density estimation to estimators based on coresets. Specifically, we would like to characterize the performance of coreset density estimators on observations more explicit than in the traditional literature. More specifically, a coreset-based estimator does not resemble coreset estimators employed in practice. To remedy this limitation, we

1.1 Two statistical frameworks for coreset density estimation

We formally define a coreset as follows. Throughout this work $m = o(n)$ denotes the cardinality of the coreset. Let $S = S(y|x)$ denote a conditional probability measure on $\binom{n}{m}$, where $x \in \mathbb{R}^{d \times n}$. In information theoretic language, $S$ is a channel from $\mathbb{R}^{d \times n}$ to subsets of cardinality $m$. We refer to the channel $S$ as a coreset scheme because it designates a data-driven method of choosing a subset of data points. In what follows, we abuse notation and let $S = S(x)$ denote an instantiation of a sample from the measure $S(y|x)$ for $x \in \mathbb{R}^{d \times n}$. A coreset $X_S$ is then defined to be the projection of the dataset $X = (X_1, \ldots, X_n)$ onto the subset indicated by $S(X)$: $X_S := \{X_i\}_{i \in S(X)}$.

The first family of estimators that we investigate is quite general and allows the statistician to select a coreset and then employ an estimator that only manipulates data points in the coreset to estimate an unknown density. To study coresets, it is convenient to make the dependence of estimators on observations more explicit than in the traditional literature. More specifically, a density estimator $\hat{f}$ based on $n$ observations $X_1, \ldots, X_n \in \mathbb{R}^d$ is a function $\hat{f} : \mathbb{R}^{d \times n} \rightarrow L_2(\mathbb{R}^d)$ denoted by $\hat{f}[X_1, \ldots, X_n](\cdot)$. Similarly, a coreset-based estimator $\hat{f}_S$ is constructed from a coreset scheme $S$ of size $m$ and an estimator (measurable function) $\hat{f} : \mathbb{R}^{d \times m} \rightarrow L_2(\mathbb{R}^d)$ on $m$ observations. We enforce the additional restriction on $\hat{f}$ that for all $y_1, \ldots, y_m \in \mathbb{R}^d$ and for all bijections $\pi : [m] \rightarrow [m]$, it holds that $\hat{f}[y_1, \ldots, y_m](\cdot) = \hat{f}[y_{\pi(1)}, \ldots, y_{\pi(m)}](\cdot)$. Given $S$ and $\hat{f}$ as above, we define the coreset-based estimator $\hat{f}_S : \mathbb{R}^{d \times n} \rightarrow L_2(\mathbb{R}^d)$ to be the function $\hat{f}_S[X](\cdot) := \hat{f}[X_S](\cdot) : \mathbb{R}^d \rightarrow \mathbb{R}$. We evaluate the performance of coreset-based estimators in Section 2 by characterizing their rate of estimation over Hölder classes.\footnote{Our notion of coreset-based estimators bares conceptual similarity to various notions of compression schemes as studied in the literature, e.g. Littlestone and Warmuth [1986], Ashtiani et al. [2020], Hanneke et al. [2019].}

The symmetry restriction on $\hat{f}$ prevents the user from exploiting information about the ordering of data points to their advantage: the only information that can be used by the estimator $\hat{f}$ is contained in the unordered collection of distinct vectors given by the coreset $X_S$.

As evident from the the results in Section 2, the information-theoretically optimal coreset estimator does not resemble coreset estimators employed in practice. To remedy this limitation, we
also study weighted coreset kernel density estimators (KDEs) in Section 3. Here the statistician selects a kernel $k$, bandwidth parameter $h$, and a coreset $X_S$ of cardinality $m$ as defined above and then employs the estimator
\[
\hat{f}_S(y) = \sum_{j \in S} \lambda_j h^{-d} k \left( \frac{X_j - y}{h} \right),
\]
where the weights $\{\lambda_j\}_{j \in S}$ are nonnegative, sum to one and are allowed to depend on the full dataset.

In the case of uniform weights where $\lambda_j = \frac{1}{m}$ for all $j \in S$, coreset KDEs are well-studied [see e.g. Bach et al., 2012, Harvey and Samadi, 2014, Phillips and Tai, 2018a, b, Karnin and Liberty, 2019]. Interestingly, our results show that allowing flexibility in the weights gives a definitive advantage for the task of density estimation. By Theorems 2 and 5, the uniformly weighted coreset KDEs require a much larger coreset than that of weighted coreset KDEs to attain the minimax rate of estimation over univariate Lipschitz densities.

1.2 Setup and Notation

We reserve the notation $\|\cdot\|_2$ for the $L_2$ norm and $|\cdot|_p$ for the $\ell_p$-norm. The constants $c, c_{\beta, d}, c_L$, etc. vary from line to line and the subscripts indicate parameter dependences.

Fix an integer $d \geq 1$. For any multi-index $s = (s_1, \ldots, s_d) \in \mathbb{Z}_{\geq 0}^d$ and $x = (x_1, \ldots, x_d) \in \mathbb{R}^d$, define $s! = s_1! \cdots s_d!$, $x^s = x_1^{s_1} \cdots x_d^{s_d}$ and let $D^s$ denote the differential operator defined by
\[
D^s = \frac{\partial^{\lfloor |s|_1 \rfloor}}{\partial x_1^{s_1} \cdots \partial x_d^{s_d}}.
\]
Fix a positive real number $\beta$, and let $\lfloor \beta \rfloor$ denote the maximal integer strictly less than $\beta$. Given a multi-index $s$, the notation $|s|$ signifies the coordinate-wise application of $|\cdot|$ to $s$.

Given $L > 0$ we let $H(\beta, L)$ denote the space of Hölder functions $f : \mathbb{R}^d \to \mathbb{R}$ that are supported on the cube $[-1/2, 1/2]^d$, are $\lfloor \beta \rfloor$ times differentiable, and satisfy
\[
|D^s f(x) - D^s f(y)| \leq L |x - y|^{2 - \lfloor \beta \rfloor},
\]
for all $x, y \in \mathbb{R}^d$ and for all multi-indices $s$ such that $|s|_1 = \lfloor \beta \rfloor$.

Let $P_{H}(\beta, L)$ denote the set of probability density functions contained in $H(\beta, L)$. For $f \in P_{H}(\beta, L)$, let $P_f$ (resp. $E_f$) denote the probability distribution (resp. expectation) associated to $f$.

For $d \geq 1$ and $\gamma \in \mathbb{Z}_{\geq 0}$, we also define the Sobolev functions $S(\gamma, L')$ that consist of all $f : \mathbb{R}^d \to \mathbb{R}$ that are $\gamma$ times differentiable and satisfy
\[
\|D^\alpha f\|_2 \leq L'
\]
for all multi-indices $\alpha$ such that $|\alpha|_1 = \gamma$.

2. CORESET-BASED ESTIMATORS

In this section we study the performance of coreset-based estimators. Recall that coreset-based estimators are estimators that only depend on the data points in the coreset.

Define the minimax risk for coreset-based estimators $\psi_{n,m}(\beta, L)$ over $P_{H}(\beta, L)$ to be
\[
\psi_{n,m}(\beta, L) = \inf_{f \in P_{H}(\beta, L)} \sup_{|S| = m} \mathbb{E}_f \|\hat{f}_S - f\|_2,
\]
(3)
where the infimum above is over all choices of coreset scheme $S$ of cardinality $m$ and all estimators $\hat f : \mathbb{R}^{d \times m} \to L_2(\mathbb{R}^d)$.

Our main result on coreset-based estimators characterizes their minimax risk.

**Theorem 1.** Fix $\beta, L > 0$ and an integer $d \ge 1$. Assume that $m = o(n)$. Then the minimax risk of coreset-based estimators satisfies

$$\inf_{f, |S| = m} \sup_{f \in \mathcal{P}_H(\beta, L)} \mathbb{E}_f \|\hat f_S - f\|_2 = \Theta_{\beta, d, L}(n^{-\frac{\beta}{2d+\beta}} + (m \log n)^{-\frac{\beta}{4d+2\beta}}).$$

The above theorem readily yields a characterization of the minimal size $m^*(\beta, d)$ that a coreset can have while still enjoying the minimax optimal rate $n^{-\frac{\beta}{2d+\beta}}$ from (1). More specifically, let $m^* = m^*(n)$ be such that

(i) if $m(n)$ is a sequence such that $m = o(m^*)$, then $\liminf_{n \to \infty} n^{\frac{\beta}{2d+\beta}} \psi_{n, m}(\beta) = \infty$, and
(ii) if $m = \Omega(m^*)$ then $\limsup_{n \to \infty} \psi_{n, m}(\beta) n^{\frac{\beta}{2d+\beta}} \le C_{\beta, d, L}$ for some constant $C_{\beta, d, L} > 0$.

Then it follows readily from from Theorem 1 that $m^* = \Theta_{\beta, d, L}(n^{\frac{d}{2d+\beta}} / \log n)$.

Theorem 1 illustrates two different curses of dimensionality: the first stems from the original estimation problem, and the second stems from the compression problem. As $d \to \infty$, it holds that $m^* \sim n / \log n$, and in this regime there is essentially no compression, as the implicit constant in Theorem 1 grows rapidly with $d$.

Our proof of the lower bound in Theorem 1 first uses a standard reduction from estimation to multiple hypothesis testing problem over a finite function class. While Fano’s inequality is the workhorse of our second step, note that the lower bound must hold only for coreset estimators and not any estimator as in standard minimax lower bounds. This additional difficulty is overcome by a careful handling of the information structure generated by coreset scheme channels rather than using off-the-shelf results for minimax lower bounds. The full details of the lower bound are in the Appendix.

The estimator achieving the rate in Theorem (1) relies on an encoding procedure. It is constructed by building a dictionary between the subsets in $\binom{[n]}{m}$ and an $\varepsilon$-net on the space of Hölder functions. The key idea is that, for $\omega(1) = m \le n/2$, the amount of subsets of size $m$ is extremely large, so for $m$ large enough, there is enough information to encode a nearby-neighbor in $L_2(\mathbb{R}^d)$ to the kernel density estimator on the entire dataset.

### 2.1 Proof of the upper bound in Theorem 1

Fix $\varepsilon = c^*(m \log n)^{-\frac{\beta}{2d}}$ for $c^*$ to be determined and let $\mathcal{N}_\varepsilon$ denote an $\varepsilon$-net of $\mathcal{P}_H(\beta, L)$ with respect to the $L_2([-\frac{1}{2}, \frac{1}{2}]^d)$ norm. It follows from the classical Kolmogorov-Tikhomirov bound [see, e.g., Theorem XIV of Tikhomirov, 1993] that there exists a constant $C_{\text{KT}}(\beta, d, L) > 0$ such that we can choose $\mathcal{N}_\varepsilon$ with $|\mathcal{N}_\varepsilon| \le C_{\text{KT}}(\beta, d, L) \varepsilon^{-d/\beta}$. In particular, there exists $f \in \mathcal{N}_\varepsilon$ such that $\|\hat f_n - f\|_{L_2([-\frac{1}{2}, \frac{1}{2}]^d)} \le \varepsilon$ where $\hat f_n$ is the minimax optimal kernel density estimator defined in (2).

We now develop our encoding procedure for $f$. To that end, fix an integer $K \ge m$ such that $\binom{K}{m} \ge |\mathcal{N}_\varepsilon|$ and let $\phi : \binom{K}{m} \to \mathcal{N}_\varepsilon$ be any surjective map. Our procedure only looks at the first coordinates of the sample $X = \{X_1, \ldots, X_n\}$. Denote these coordinates by $x = \{x_1, \ldots, x_n\}$ and

---

2 In fact, even for the classical estimation problem (1), this constant scales as $d^d$ [see McDonald, 2017, Theorem 3].
note that these $n$ numbers are almost surely distinct. Let $A$ denote a parameter to be determined, and define the intervals

$$B_{ik} = |(i - 1)K^{-1}A + (k - 1)A|, \quad (i - 1)K^{-1}A + (k - 1)A + K^{-1}A|.$$  

For $i = 1, \ldots, K$, define

$$B_i = \bigcup_{k=1}^{1/A} B_{ik}.$$  

The next lemma, whose proof is in the Appendix, ensures that with high probability every bin $B_i$ contains the first coordinate $x_i$ of at least one data point.

**Lemma 1.** Let $K^{-1} = c(\log n)/n$ for $c > 0$ a sufficiently large absolute constant, and let $A = A_{\beta,L,K}$ denote a sufficiently small constant. Then for all $f \in \mathcal{P}_{H}(\beta, L)$ and $X_1, \ldots, X_n \overset{\text{iid}}{\sim} \mathbb{P}_f$, the event that for every $j = 1, \ldots, K$ there exists some $x_i$ in bin $B_j$ holds with probability at least $1 - O(n^{-2}).$

In the high-probability event $\mathcal{E}$ that every bin $B_i$ contains the first coordinate of some data point, choose a unique representative $x_j^i \in x$ such that $x_j^i \in B_j$ and pick any $T_i \in \phi^{-1}(f)$. Then define $S = \{ i : x_i = x_j^i, j \in T_i \}$. If there exists a bin with no observation, then let $X_S$ consist of two data points lying in the same bin and $m - 2$ random data points. Then set $\hat{f}_S \equiv 0$.

Note that $\hat{f}_S$ is indeed a coreset-based estimator. The function $\hat{f}$ such that $\hat{f}_S = \hat{f}[X_S]$ looks at the $m$ data points in the coreset, and if their first coordinates lie in distinct bins, then $X_S$ is decoded as above to output the corresponding element $f$ of the net $\mathcal{N}_\varepsilon$. Otherwise, $\hat{f} \equiv 0$.

Next, it suffices to show the upper bound of Theorem 1 in the case when $m \leq c n^{d/(2\beta+d)}$ for $c$ a sufficiently small absolute constant. For $c^* = c_{\beta,d,L}^*$ sufficiently large, by Stirling’s formula and our choice of $K$ it holds that

$$\log \left( \frac{K}{m} \right) \geq \frac{C_{K^T}(\beta, d, L)}{\varepsilon} \geq \log |\mathcal{N}_\varepsilon|.$$  

Hence, the surjection $\phi$ and our encoding estimator $\hat{f}_S$ are well-defined.

Next we have

$$\mathbb{E}_f \| \hat{f}_S - f \|_2 = \mathbb{E}_f [\| f - f \|_2 \mathbb{1}_{\varepsilon}] + \mathbb{E}_f [\| 0 - f \|_2 \mathbb{1}_{\varepsilon'}].$$  

We control the first term as follows using (1) and the fact that $\| f - \hat{f}_n \|_2 \leq \varepsilon$ on $\varepsilon$:

$$\mathbb{E}_f [\| f - f \|_2 \mathbb{1}_{\varepsilon}] \leq \mathbb{E}_f [\| f - f \|_2] + \mathbb{E}_f [\| f - \hat{f}_n \|_2] \leq c_{\beta,d,L} \left( n^{\frac{\beta}{2\beta+d}} + (m \log n) \right).$$  

By the Cauchy-Schwarz inequality,

$$\mathbb{E}_f [\| 0 - f \|_2 \mathbb{1}_{\varepsilon'}] \leq (\mathbb{E}_f [\| f \|_2^2 \mathbb{P}(\mathcal{E}')] \mathbb{E}_f [\| f \|_2^2 \mathbb{P}(\mathcal{E}')]^{1/2} \leq c_{\beta,d,L} n^{-1}.$$  

Put together, the previous three displays yield the upper bound of Theorem 1.
3. CORESET KERNEL DENSITY ESTIMATORS

In this section, we consider the family of weighted kernel density estimators built on coresets and study its rate of estimation over the Hölder densities. In this framework, the statistician first computes a minimax estimator \( \hat{f} \) using the entire dataset and then approximates \( \hat{f} \) with a weighted kernel density estimator over the coreset. Here we allow the weights to be a measurable function over the entire dataset rather than just the coreset.

As is typical in density estimation, we consider kernels \( k : \mathbb{R}^d \rightarrow \mathbb{R} \) of the form \( k(x) = \prod_{i=1}^{d} \kappa(x_i) \) where \( \kappa \) is an even function and \( \int \kappa(x) \, dx = 1 \). Given bandwidth parameter \( h \), we define \( k_h(x) = h^{-d} k(x/h) \).

3.1 Carathéodory coreset method

Given a KDE with uniform weights and bandwidth \( h \) defined by
\[
\hat{f}(y) = \frac{1}{n} \sum_{j=1}^{n} k_h(X_j - y),
\]
on a sample \( X_1, \ldots, X_n \), we define a coreset KDE \( \hat{g}_S \) as follows in terms of a cutoff frequency \( T > 0 \).

Define \( A = \{ \omega \in \mathbb{Z}^d : |\omega|_\infty \leq T \} \). Consider the complex vectors \( (e^{i \langle X_j, \omega \rangle})_{\omega \in A} \). By Carathéodory’s theorem, there exists a subset \( S \subset [n] \) of cardinality at most \( 2(1 + 4T^d + 1) \) and nonnegative weights \( \{ \lambda_j \}_{j \in S} \) with \( \sum_{j \in S} \lambda_j = 1 \) such that
\[
\frac{1}{n} \sum_{j=1}^{n} (e^{i \langle X_j, \omega \rangle})_{\omega \in A} = \sum_{j \in S} \lambda_j (e^{i \langle X_j, \omega \rangle})_{\omega \in A}.
\]

Then \( \hat{g}_S(y) \) is defined to be
\[
\hat{g}_S(y) = \sum_{j \in S} \lambda_j k_h(X_j - y).
\]

3.2 Results on Carathéodory coresets

Proposition 1 is key to our results and specifies conditions on the kernel guaranteeing that the Carathéodory method yields an accurate estimator.

**Proposition 1.** Let \( k(x) = \prod_{i=1}^{d} \kappa(x_i) \) denote a kernel with \( \kappa \in \mathcal{S}(\gamma, L') \) such that \( |\kappa(x)| \leq c_{\beta,d} |x|^{-\nu} \) for some \( \nu \geq \beta + d \), and the KDE
\[
\hat{f}(y) = \frac{1}{n} \sum_{i=1}^{n} k_h(X_i - y)
\]
with bandwidth \( h = n^{-\frac{1}{2\beta + d}} \) satisfies
\[
\sup_{f \in \mathcal{P}(\beta, L)} \mathbb{E} \|f - \hat{f}\|_2 \leq c_{\beta,d,L} n^{-\frac{\beta}{2\beta + d}}.
\]

Then the Carathéodory coreset estimator \( \hat{g}_S(y) \) constructed from \( \hat{f} \) with \( T = c_{d,\gamma,L'} n^{d/2(2\beta + d)} \) satisfies
\[
\sup_{f \in \mathcal{P}(\beta, L)} \mathbb{E} \|\hat{g}_S - f\|_2 \leq c_{\beta,d,L} n^{-\frac{\beta}{2\beta + d}}.
\]
There exists a kernel $k_s \in C^\infty$ that satisfies the conditions above for all $\beta$ and $\gamma$. We sketch the details here and postpone the full argument to the Proof of Theorem 2 in the Appendix. Let

$$\psi : [-1, 1] \to [0, 1]$$

denote a cutoff function that has the following properties: $\psi \in C^\infty$, $\psi|_{[-1, 1]} = 1$, and $\psi$ is compactly supported on $[-2, 2]$. Define $\kappa_S(x) = F[\psi](x)$, and let $k_s(x) = \prod_{i=1}^d \kappa_S(x_i)$ denote the resulting kernel. Observe that for all $\beta > 0$, the kernel $k_s$ satisfies

$$\text{ess sup}_{\omega \neq 0} 1 - \frac{F[k_s](\omega)}{|\omega|^\alpha} \leq 1, \quad \forall \alpha \leq \beta.$$

Using standard results from [Tsybakov, 2009], this implies that the resulting KDE $\hat{f}_s$ satisfies (5). Since $\psi = F^{-1}[k_s] \in C^\infty$, the Riemann–Lebesgue lemma guarantees that $|\kappa_s(x)| \leq c_{\beta, d} |x|^\nu$ is satisfied for $\nu = [\beta + d]$. Since $\psi$ is compactly supported, an application of Parseval’s identity yields $\kappa_s \in S(\gamma, c_\gamma)$. Applying Proposition 1 to $k_s$, we conclude that for the task of density estimation, weighted KDEs built on coresets are nearly as powerful as the coreset-based estimators studied in Section 2.

**Theorem 2.** Let $\varepsilon > 0$. The Carathéodory coreset estimator $\hat{g}_S(y)$ built using the kernel $k_s$ and setting $T = c_{d, \beta, \varepsilon} n^{\frac{d}{2} + \frac{1}{2\pi d} + \varepsilon}$ satisfies

$$\sup_{f \in \mathcal{P}_H(\beta, L)} \mathbb{E}_f \|\hat{g}_S - f\|_2 \leq c_{\beta, d, L} n^{-\frac{\beta}{2\beta + d}}.$$

The corresponding coreset has cardinality

$$m = c_{d, \beta, \varepsilon} n^{\frac{d}{2\beta + d} + \varepsilon}.$$

Theorem 2 shows that the Carathéodory coreset estimator achieves the minimax rate of estimation with near-optimal coreset size. In fact, a small modification yields a near-optimal rate of convergence for any coreset size as in Theorem 1.

**Corollary 1.** Let $\varepsilon > 0$ and $m \leq c_{\beta, d, \varepsilon} n^{\frac{d}{2\beta + d} + \varepsilon}$. The Carathéodory coreset estimator $\hat{g}_S(y)$ built using the kernel $k_s$, setting $h = m^{-\frac{\beta}{2\beta + d}}$ and $T = c_d m^{1/d}$, satisfies

$$\sup_{f \in \mathcal{P}_H(\beta, L)} \mathbb{E}_f \|\hat{g}_S - f\|_2 \leq c_{\beta, d, \varepsilon, L} \left(n^{\frac{-d}{2\beta + d} + \varepsilon} + n^{-\frac{\beta}{2\beta + d} + \varepsilon}\right),$$

and the corresponding coreset has cardinality $m$.

Next we apply Proposition 1 to the popular Gaussian kernel $\phi(x) = (2\pi)^{-d/2} \exp(-\frac{1}{2} |x|^2)$. This kernel has rapid decay in the real domain and Fourier space, and is thus amenable to our techniques. Moreover, $k_\phi$ is a kernel of order $\ell = 1$, [Tsybakov, 2009, Definition 1.3 and Theorem 1.2] and so the standard KDE $\hat{f}_\phi$ on the full dataset attains the minimax rate of estimation $c_{d, L} n^{1/(2 + d)}$ over the Lipschitz densities $\mathcal{P}_H(1, L)$.

**Theorem 3.** Let $\varepsilon > 0$. The Carathéodory coreset estimator $\hat{g}_\phi(y)$ built using the kernel $\phi$ and setting $T = c_d \varepsilon n^{\frac{1}{2\pi d} + \varepsilon}$ satisfies

$$\sup_{f \in \mathcal{P}_H(1, L)} \mathbb{E}_f \|\hat{g}_\phi - f\|_2 \leq c_{d, L} n^{-\frac{1}{2\pi d}}.$$
The corresponding coreset has cardinality

\[ m = c_{d, \epsilon} n^{\frac{d}{2 + \alpha} + \epsilon}. \]

In addition, we have a nearly matching lower bound to Theorem 2 for coreset KDEs. In fact, our lower bound applies to a generalization of coreset KDEs where the vector of weights \((\lambda_j)_j\) is not constrained to be in the simplex but can range within a hypercube of width that may grow polynomially with \(n\): \(\max_{j \in S} |\lambda_j| \leq n^B\).

**Theorem 4.** Let \(A, B \geq 1\). Let \(k\) denote a kernel with \(\|k\|_2 \leq n\). Let \(\hat{\gamma}_S\) denote a weighted coreset KDE with bandwidth \(h \geq n^{-A}\) built from \(k\) with weights \(\{\lambda_j\}_{j \in S}\) satisfying \(\max_{j \in S} |\lambda_j| \leq n^B\). Then

\[
\sup_{f \in \mathcal{P}_H(\beta, L)} \mathbb{E}_f \|\hat{\gamma}_S - f\|_2 \geq c_{\beta, d, L} \left( (A + B)^{-\beta} \left( m \log n \right)^{-\beta} + n^{-\frac{\beta}{2 \beta + 1}} \right).
\]

This result is essentially a consequence of the lower bound in Theorem 1 because, in an appropriate sense, coreset KDEs with bounded weights are well-approximated by coreset-based estimators. Hence, in the case of bounded weights, allowing these weights to be measurable functions of the entire dataset rather than just the coreset, as would be required in Section 2, does not make a significant difference for the purpose of estimation. The full details of Theorem 4 are postponed to the Appendix.

### 3.3 Proof sketch of Proposition 1

Here we sketch the proof of Proposition 1, our main tool in constructing effective coreset KDEs. Full details of the argument may be found in the Appendix.

Let \(k(x) = \prod_{i=1}^{d} \kappa(x_i)\) denote a kernel, and suppose that \(\hat{f}(y) = \frac{1}{n} \sum_{i=1}^{n} k_h(X_i - y)\) is a good estimator for an unknown density \(f\) in that

\[ \|f - \hat{f}\|_2 \leq \epsilon := c_{\beta, d} n^{-\frac{\beta}{2 \beta + d}} \]

on setting \(h = n^{-1/(2 \beta + d)}\). Our goal is to find a subset \(S \subset [n]\) and weights \(\{\lambda_j\}_{j \in S}\) such that

\[ \frac{1}{n} \sum_{i=1}^{n} k_h(X_i - y) \approx \sum_{j \in S} \lambda_j k_h(X_j - y) . \]

Suppose for simplicity that \(\kappa\) is compactly supported on \([-1/2, 1/2]\). By hypothesis and Parseval’s theorem \(\kappa \in \mathcal{S}(\gamma, L')\), and we can further show that \(k \in \mathcal{S}(\gamma, c_{d, L'})\) and \(k_h \in \mathcal{S}(\gamma, c_{d, L'} h^{-d/2 - \gamma})\). Let \(\tilde{F}\) denote the Fourier transform on the interval \([-1, 1]\). Using the Fourier decay of \(k_h\), we have

\[
||k_h(x) - \sum_{|\omega|_\infty < T} \tilde{F}[k_h](\omega) e^{i(x, \omega)}||_2 \leq \epsilon
\]

when \(T = \left( \frac{c_{d, \gamma, L'} h^{-d/2 - \gamma}}{\epsilon} \right)^{1/\gamma} = c_{d, \gamma, L'} n^{\frac{d/2 + \beta + \gamma}{2 \beta + \gamma}}\). Observe that this matches the setting of \(T\) in Proposition 1.

The approximation (6) implies that for \(X_i \in [-1/2, 1/2]^d\),

\[
\hat{f}(y) \approx \sum_{|\omega|_\infty < T} \tilde{F}[k_h](\omega) \left( \frac{1}{n} \sum_{i=1}^{n} e^{i(X_i, \omega)} \right) e^{i(y, \omega)} .
\]
Using the Carathéodory coreset and weights \( \{ \lambda_j \}_{j \in S} \) constructed in Section 3.1, it follows that

\[
\sum_{|\omega| < T} \mathcal{F}[k_h](\omega) \left( \frac{1}{n} \sum_{i=1}^{n} e^{i(X_i, \omega)} \right) e^{i(y, \omega)} = \sum_{|\omega| < T} \mathcal{F}[k_h](\omega) \left( \sum_{i=1}^{n} \lambda_j e^{i(X_i, \omega)} \right) e^{i(y, \omega)}.
\]

Applying (6) again, we see that the right-hand-side is approximately equal to \( \hat{g}_S(y) \), the estimator produced in Section (3.1). By the triangle inequality, we conclude that \( \| \hat{g}_S(y) - f \|_2 \leq c_{\beta, d} \varepsilon \), as desired.

4. LOWER BOUNDS FOR CORESET KDES WITH UNIFORM WEIGHTS

In this section we study the performance of univariate uniformly weighted coreset KDEs

\[
\hat{f}_{unif}^S(y) = \frac{1}{m} \sum_{i \in S} k_h(X_i - y),
\]

where \( X_S \) is the coreset and \( |S| = m \). The next results demonstrate that for a large class of kernels, there is significant gap between the rate of estimation achieved by \( \hat{f}_{unif}^S(y) \) and that of coreset KDEs with general weights. First we focus on the particular case of estimating Lipschitz densities, the class \( \mathcal{P}_H(1, L) \). For this class, the minimax rate of estimation (over all estimators) is \( n^{-1/3} \), and this can be achieved by a weighted coreset KDE of cardinality \( c_\varepsilon n^{1/3 + \varepsilon} \) by Theorem 2, for all \( \varepsilon > 0 \).

**Theorem 5.** Let \( k \) denote a nonnegative kernel satisfying

\[
k(t) = O(|t|^{-(k+1)}), \quad \text{and} \quad \mathcal{F}[k](\omega) = O(|\omega|^{-\ell})
\]

for some \( \ell > 0, k > 1 \). Suppose that \( 0 < \alpha < 1/3 \). If

\[
m \leq \frac{n^{2/3} - 2(\alpha(1 - 2/3) + 2/3)}{\log n},
\]

then

\[
(7) \quad \inf_{h, S: |S| \leq m} \sup_{f \in \mathcal{P}_H(1, L)} \mathbb{E} \| \hat{f}_{unif}^S - f \|_2 = \Omega_k \left( \frac{n^{-\frac{1}{3} + \alpha}}{\log n} \right).
\]

The infimum above is over all possible choices of bandwidth \( h \) and all coreset schemes \( S \) of cardinality at most \( m \).

By this result, if \( k \) has lighter than quadratic tails and fast Fourier decay, the error in (7) is a polynomial factor larger than the minimax rate \( n^{-1/3} \) when \( m \ll n^{2/3} \). Hence, our result covers a wide variety of kernels typically used for density estimation and shows that the uniformly weighted coreset KDE performs much worse than the encoding estimator or the Carathéodory method. In addition, for very smooth univariate kernels with rapid decay, we have the following lower bound that applies for all \( \beta > 0 \).

**Theorem 6.** Fix \( \beta > 0 \) and a nonnegative kernel \( k \) on \( \mathbb{R} \) satisfying the following fast decay and smoothness conditions:

\[
(8) \quad \lim_{s \to +\infty} \frac{1}{s} \log \int_{|t| > s} \frac{k(t) dt}{t} > 0,
\]

\[
(9) \quad \lim_{\omega \to \infty} \frac{1}{|\omega|} \log \frac{1}{|\mathcal{F}[k](\omega)|} > 0.
\]
where we recall that $F[k]$ denotes the Fourier transform. Let $\hat{f}_S^{\text{unif}}$ be the uniformly weighted coreset KDE. Then there exists $L_\beta > 0$ such that for $L \geq L_\beta$ and any $m$ and $h > 0$, we have

$$\inf_{h,S:|S|\leq m} \sup_{f \in \mathcal{F}_H(\beta,L)} \mathbb{E}\|\hat{f}_S^{\text{unif}} - f\|_2 = \Omega(\beta,m\frac{d}{\log^{d+2} m}).$$

Therefore attaining the minimax rate with $\hat{f}_S^{\text{unif}}$ requires $m \geq n^{\frac{d+4}{2\beta+4}}$. As we show in Theorem 7, results of [Phillips and Tai, 2018b] applied to the kernel $k_s$ from Section 3 imply that this bound is tight up to logarithmic factors. For example, in the case $\beta = 1$, the decay and smoothness conditions in (45) and (46) are satisfied by the Gaussian kernel. The work of Phillips and Tai [2018b] shows for the Gaussian kernel that there exists a uniformly weighted Gaussian coreset KDE of size $m = \tilde{O}(n^{2/3})$ that attains the minimax rate. In general, we expect a lower bound $m = \Omega(n^{\frac{d+4}{2\beta+4}})$ to hold on uniformly weighted coreset KDEs attaining the minimax rate. The proofs of Theorems 5 and 6 can be found in the Appendix.

5. TOWARD ALGORITHMIC CORESETS FOR KDES

The Carathéodory method in Section 3 does not give a polynomial time algorithm for constructing the coreset and weights. A naive implementation would require scanning over all $\binom{n}{m}$ subsets of the data until finding one such that the linear equation (4) can be solved. One can instead search for a subset that approximately solves (4). This gives rise to a rather specific instantiation of the well-studied approximate Carathéodory problem on the vectors \{$(e^t(X_j,\omega))_{|\omega|_\infty < T}$\}$_{j=1}^n$, where the goal is to approximate the average of this set of vectors using a sparse convex combination of its members [for recent progress on approximate Carathéodory see Mirrokni et al., 2017, Combettes and Pokutta, 2019].

A common solution to the approximate Carathéodory problem is to employ the Frank–Wolfe algorithm [see e.g. Bubeck, 2015]. However, a direct implementation of this algorithm requires the coreset to have size $m \geq n$ to guarantee the rate of estimation $n^{-\beta/(2\beta+d)}$. Hence such an approach appears to be ineffective.

A more effective strategy utilizes discrepancy theory, as studied by Phillips and Tai [2018a,b], Karnin and Liberty [2019] in the context of coresets for kernel density estimates [see Matoušek, 1999, Chazelle, 2000, for a comprehensive exposition of discrepancy theory]. By the well-known halving algorithm [see e.g. Chazelle and Matoušek, 1996, Phillips and Tai, 2018b] if for all $N \leq n$, the kernel discrepancy

$$\text{disc}_k = \sup_{x_1,\ldots,x_N} \min_{\tau_S,\sigma \in \{-1,+1\}} \|\sum_{i=1}^N \sigma_i k(x_i - y)\|_\infty$$

is at most $D$, then there exists a coreset $X_S$ of size $\tilde{O}(d^{-1})$ such that

$$(10) \quad \frac{1}{n} \sum_{i=1}^n k(X_i - y) - \frac{1}{m} \sum_{j \in S} k(X_i - y) = \tilde{O}(\varepsilon).$$

The idea of the halving algorithm is to maintain a set of datapoints $C_\ell$ at each iteration and then set $C_{\ell+1}$ to be the set of vectors that receive sign +1 upon minimizing $\|\sum_{x \in C_\ell} \sigma_x k(x - y)\|_\infty$. Starting with the original dataset and repeating this procedure $O(\log \frac{n}{m})$ times yields the desired coreset $X_S$ satisfying (10).
Phillips and Tai [2018b, Theorem 4] use state-of-the-art algorithmic results of Bansal et al. [2018] to give strong bounds on the kernel discrepancy of bounded and Lipschitz kernels \( k : \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R} \) that are positive definite and decay rapidly away from the diagonal. With a careful handling of the Lipschitz constant and error in their argument when the bandwidth is set to be \( h = n^{-1/(2\beta+d)} \), their techniques yield the following result applied to the kernel \( k \). For completeness we give details of the argument in the Appendix.

**Theorem 7.** Let \( k \) denote the kernel from Section 3.2. The algorithm of Phillips and Tai [2018b] yields in polynomial time a subset \( S \) with \( |S| = m = \tilde{O}(n^{\beta/d}) \) such that the uniformly weighted coreset KDE \( \hat{g}_S \) satisfies

\[
\sup_{f \in \mathcal{P}_H(\beta, L)} \mathbb{E}\|f - \hat{g}_S\|_2 \leq c_{\beta, d} n^{-\frac{\beta}{2\beta+d}}.
\]

We suspect that this is the best result achievable by discrepancy-based methods. In particular for kernels with fast decay in the real and Fourier domains, Theorem 5 implies that this rate is optimal for estimating Lipschitz densities with uniformly weighted coreset KDEs. However, a significant gap remains between the algorithmic guarantee of Theorem 7 and that attained by the computationally inefficient Carathéodory coreset estimator of Theorem 2. This motivates the following question.

**Question 1.** Does there exist a polynomial time algorithm that produces a weighted coreset kernel density estimator \( \hat{g}_S \) with bounded weights such that

\[
\sup_{f \in \mathcal{P}_H(\beta, L)} \mathbb{E}\|f - \hat{g}_S\|_2 \leq c_{\beta, d, L} n^{-\frac{\beta}{2\beta+d}}
\]

and the corresponding coreset has cardinality \( O(n^{d/(2\beta+d)}) \)?

By the methods of Section 3.2, this question would be resolved with a slightly worse cardinality \( n^{\epsilon + \frac{d}{2\beta+d}} \) if a polynomial time algorithm to find a subset \( S \) and bounded weights \( \{\lambda_j\}_{j \in S} \) satisfying (4) approximately with error \( \epsilon = n^{-\beta/(2\beta+d)} \) can be exhibited.

A promising avenue toward this goal lies in algorithms for sparse linear regression. For example, if the \( T^d \times n \) matrix \( \mathbf{M} \) with columns \( \{e^{i(x_j, \omega)}\}_{\omega \in T} \) is incoherent or satisfies the restricted isometry property (RIP), then pursuit algorithms [Mallat and Zhang, 1993, Pati et al., 1993] or \( \ell_1 \) minimization [Donoho, 2006, Candès et al., 2006], respectively, are computationally efficient methods of finding sparse solutions to (4). Moreover, as we showed in Section 3, a sparse solution is guaranteed to exist by Carathéodory’s theorem.

A direct application of this strategy fails because with high probability, there exist two points in the sample \( X_i \) and \( X_j \) that are close together and so the inner product between their corresponding Fourier vectors above will be large. One could instead hope to efficiently find an incoherent collection of columns of \( \mathbf{M} \), but then the existential guarantee of a sparse solution is lost.

The work of Lyubarskii and Vershynin [2010] on Kashin representations provides a potential resolution to these difficulties. Lyubarskii and Vershynin [2010, Theorem 3.5] show that if a set of vectors \( v_1, \ldots, v_N \in \mathbb{R}^D \) satisfies an uncertainty principle (a weaker condition than RIP) and additionally is an almost tight frame [Lyubarskii and Vershynin, 2010, Definition 3.8], then for all \( x \in \mathbb{R}^D \), one can find in polynomial time weights \( \{\lambda_j\}_{j=1}^N \) such that

\[
x = \sum_{j=1}^N \lambda_j v_j, \quad \max_{1 \leq j \leq N} \lambda_j = O\left(\frac{|x|_2}{\sqrt{N}}\right).
\]
The above is known as the Kashin representation of \( x \).

Thus if one can efficiently find a collection of \( O(T^d) \) columns of \( \mathcal{M} \) satisfying the conditions of their Theorem 3.5, then we can nearly achieve the goal of Question 1. We leave this as an interesting task for future work.

APPENDIX A: PROOFS FROM SECTION 2

A.1 Proof of Lemma 1

Here we prove Lemma 1, restated below for convenience.

**Lemma.** Let \( K^{-1} = c(\log n)/n \) for \( c > 0 \) a sufficiently large absolute constant, and let \( A = A_{\beta,L,K} \) denote a sufficiently small absolute constant. Then for all \( f \in \mathcal{P}_H(\beta,L) \) and \( X_1,\ldots,X_n \overset{iid}{\sim} \mathbb{P}_f \), the event that for every \( j = 1,\ldots,K \) there exists some \( x_i \) in bin \( B_j \) holds with probability at least \( 1 - O(n^{-2}) \).

**Proof.** Note that \( f_1(x_1) \in \mathcal{P}_H(\beta,L) \) as a univariate density because \( f(x) \in \mathcal{P}_H(\beta,L) \). Hence, \( f_1 \) satisfies

\[
|f_1(x) - f_1(y)| \leq L|x - y|^\alpha
\]

for some absolute constants \( L > 0 \) and \( \alpha \in (0,1) \). If \( B_{ik} = B_{jk} + s \) for \( s \leq A \), then

\[
|\mathbb{P}(B_{ik}) - \mathbb{P}(B_{jk})| \leq \int_{B_{ik}} |f(x_1) - f(x_1 + s)| \, dx_1 \leq LK^{-1}A^\alpha.
\]

Thus for all \( i,j \),

\[
|\mathbb{P}(B_i) - \mathbb{P}(B_j)| \leq \sum_{k=1}^{1/A} |\mathbb{P}(B_{ik}) - \mathbb{P}(B_{jk})| \leq LK^{-1}A^\alpha.
\]

It follows that for all \( i = 1,\ldots,K \),

\[
\lim_{A \to 0} \mathbb{P}(B_i) = K^{-1}.
\]

Let \( \mathcal{E} \) denote the event that every bin \( B_i \) contains at least one observation \( x_k \). By the union bound,

\[
\mathbb{P}(\mathcal{E}^c) \leq \sum_{j=1}^{n} \mathbb{P}(X_1 \notin B_j)^n \leq K \max_j (1 - \mathbb{P}(B_j))^n.
\]

By (13), choosing \( A \) small enough ensures that \( \mathbb{P}[B_j] \geq (1/2)K^{-1} \) for all \( j \). In fact, by (11) one may take \( A = (2^{2K} - \frac{1}{L})^{1/\alpha} \). Hence, setting \( K^{-1} = c(\log n)/n \) for \( c \) sufficiently large, we have

\[
\mathbb{P}(\mathcal{E}^c) = O(n^{-2}).
\]

\( \square \)

A.2 Proof of the lower bound in Theorem 1

In this section, \( X = X_1,\ldots,X_n \in \mathbb{R}^d \) denotes the sample. It is convenient to consider a more general family of decorated coreset-based estimators. A decorated coreset consists of a coreset \( X_S \) along with a data-dependent binary string \( \sigma \) of length \( R \). A decorated coreset-based estimator is then given by \( \hat{f}[X_S,\sigma] \), where \( \hat{f} : \mathbb{R}^{d \times m} \times \{0,1\}^R \to L^2([-1/2,1/2]^d) \) is a measurable function. As with coreset-based estimators, we require that \( \hat{f}[x_1,\ldots,x_m,\sigma] \) is invariant under permutation of the vectors \( x_1,\ldots,x_m \in \mathbb{R}^d \). We slightly abuse notation and refer to the channel \( S : X \to Y_S = (X_S,\sigma) \) as a decorated coreset scheme and \( \hat{f}_S \) as the decorated coreset-based estimator. The next proposition
implies the lower bound in Theorem 1 on setting $R = 0$, in which case a decorated coreset-based estimator is just a coreset-based estimator. This more general framework allows us to prove Theorem 1 on lower bounds for weighted coreset KDEs.

**Proposition 2.** Let $\hat{f}_S$ denote a decorated coreset-based estimator with decorated coreset scheme $S$ such that $\sigma \in \{0, 1\}^R$. Then

$$\sup_{f \in \mathcal{P}_{H(\beta, L)}} \mathbb{E}_f \|\hat{f}_S - f\|_2 \geq c_{\beta, d, L} \left( (m \log n + R)^{-\beta} + n^{-\frac{\beta}{2(d+1)}} \right).$$

Fix $h \in (0, 1)$ such that $1/h^d$ is integral to be chosen later. Let $z_1, \ldots, z_{1/h^d}$ label the points in \( \{\frac{1}{2}h \cdot I_d + h\mathbb{Z}^d\} \cap [-1/2, 1/2]^d \), where $I_d$ denotes the all-ones vector of $\mathbb{R}^d$. We consider a class of functions of the form $f_\omega(x) = 1 + \sum_{j=1}^{1/h^d} \omega_j g_j(x)$ indexed by $\omega \in \{0, 1\}^{1/h^d}$. Here, $g_j(x)$ is defined to be

$$g_j(x) = h^\beta \phi \left( \frac{x - z_j}{h} \right)$$

where $\phi : \mathbb{R}^d \to \mathbb{R}$ is $L$-Hölder smooth of order $\beta$, has $\|\phi\|_\infty = 1$, and has $\int \phi(x) dx = 0$.

Informally, $f_\omega$ puts a bump on the uniform distribution with amplitude $h^\beta$ over $z_j$ if and only if $\omega_j = 1$. Using a standard argument [Tsybakov, 2009, Chapter 2] we can construct a packing $V$ of $\{0, 1\}^{1/h^d}$ which results $\mathcal{G} = \{f_\omega : \omega \in V\}$ of the function class $\{f_\omega : \omega \in \{0, 1\}^{1/h^d}\}$ such that

(i) $\|f - g\|_2 \geq c_{\beta, d, L} h^\beta$ for all $f, g \in \mathcal{G}, f \neq g$ and,

(ii) $\mathcal{G}$ is large in the sense that $M := |\mathcal{G}| \geq 2^{c_{\beta, d, L}/h^d}$.

Using standard reductions from estimation to testing, we obtain that

$$\inf_{f, |S| = m, f \in \mathcal{P}_{H(\beta, L)}} \sup_{\sigma \in \{0, 1\}^R} \mathbb{E}_f \|\hat{f}_S - f\|_2 \geq \inf_{f, |S| = m, f \in \mathcal{G}} \max_{\sigma \in \{0, 1\}^R} \mathbb{E}_f \|\hat{f}_S - f\|_2$$

$$\geq c_{\beta, d, L} h^\beta \cdot \inf_{\psi_S} \frac{1}{M} \sum_{\omega \in V} \mathbb{P}[f_S(\omega)] = \mathbb{P}[\nu_S(X) \neq \omega].$$

where the infimum in the last line is over all tests $\psi_S : \mathbb{R}^d \to [M]$ of the form $\psi_S(X) = \psi(Y_S)$ for a decorated coreset scheme $S$ and a measurable function $\psi : \mathbb{R}^d \times \{0, 1\}^R \to [M]$.

Let $V$ denote a random variable that is distributed uniformly over $V$ and observe that

$$\frac{1}{M} \sum_{\omega \in V} \mathbb{P}[f_S(\omega)] = \mathbb{P}[\psi_S(X) \neq \omega] = \mathbb{P}[\psi_S(X) \neq V]$$

where $\mathbb{P}$ denotes the joint distribution of $(X, V)$ characterized by the conditional distribution $X|V = \omega$ which is assumed to have density $f_\omega$ for all $\omega \in V$.

Next, by Fano’s inequality [Cover and Thomas, 2006, Theorem 2.10.1] and the chain rule, we have

$$\mathbb{P}[\psi_S(X) \neq V] \geq 1 - \frac{I(V; \psi_S(X)) + 1}{\log M},$$

where $I(V; \psi_S(X))$ denotes the mutual information between $V$ and $\psi_S(X)$ and we used the fact that the entropy of $V$ is $\log M$. Therefore, it remains to control $I(V; \psi_S(X))$. To that end, note that it follows from the data processing inequality that

$$I(V; \psi_S(X)) \leq I(V; (X_S, \sigma)) = I(V; Y_S) = \text{KL}(P_{V,Y_S} \parallel P_V \otimes P_{Y_S}).$$
where $P_{V,Y_S}$, $P_V$ and $P_Y$ denote the distributions of $(V,Y_S)$, $V$ and $Y_S$ respectively and observe that $P_{Y_S}$ is the mixture distribution given by $P_{Y_S}(A,t) = M^{-1} \sum_{\omega \in \mathcal{V}} P_{\omega}(X_S \in A, \sigma = t)$ for $A \subset \mathbb{R}^{d \times m}$ and $t \in \{0,1\}^R$. Denote by $f_{\omega,Y_S}$ the mixed density of $P_{\omega}(X_S \in A, \sigma = t)$, where the continuous component is with respect to the Lebesgue measure on $[-1/2,1/2]^{d \times m}$. Denote by $\tilde{f}_{Y_S}$ the mixed density of the uniform mixture of these:

$$\tilde{f}_{Y_S} := \frac{1}{M} \sum_{\omega \in \mathcal{V}} f_{\omega,Y_S}.$$

By a standard information-theoretic inequality, for all measures $Q$ it holds that

$$\text{KL}(P_{Y,Y_S\|P_V \otimes P_Y}) = \frac{1}{M} \sum_{\omega} \text{KL}(P_{Y_S\|P_Y}) \leq \frac{1}{M} \sum_{\omega} \text{KL}(P_{Y_S\|Q}). \quad (16)$$

In fact, we have equality precisely when $Q = P_{Y_S}$, and (16) follows immediately from the nonnegativity of the KL-divergence. Setting $Q = \text{Unif}[-\frac{1}{2},\frac{1}{2}]^d \otimes \text{Unif}\{0,1\}^R$, for all $\omega$ we have

$$\text{KL}(P_{Y_S\|Q}) = \sum_{t \in \{0,1\}^R} \int_{[-\frac{1}{2},\frac{1}{2}]^d} f_{\omega,Y_S}(x,t) \log \frac{f_{\omega,Y_S}(x,t)}{2^{-R}} \, dx \leq \sum_{t \in \{0,1\}^R} \int_{[-\frac{1}{2},\frac{1}{2}]^d} f_{\omega,Y_S}(x,t) \log f_{\omega,Y_S}(x,t) \, dx + R. \quad (17)$$

Our next goal is to bound the first term on the right-hand-side above.

**Lemma 2.** For any $\omega \in \mathcal{V}$, we have

$$\sum_{t \in \{0,1\}^R} \int_{[-\frac{1}{2},\frac{1}{2}]^d} f_{\omega,Y_S}(x,t) \log f_{\omega,Y_S}(x,t) \, dx \leq 3m \log n.$$

**Proof.** Let $\mathbb{P}_{X_S}$ denote the distribution of the (undecorated) coreset $X_S$, and note that the density of this distribution is given by $f_{\omega,X_S}(x) := \sum_{t \in \{0,1\}^R} f_{\omega,Y_S}(x,t)$. Then because the logarithm is increasing,

$$\sum_{t \in \{0,1\}^R} \int_{[-\frac{1}{2},\frac{1}{2}]^d} f_{\omega,Y_S}(x,t) \log f_{\omega,Y_S}(x,t) \, dx \leq \sum_{t \in \{0,1\}^R} \int_{[-\frac{1}{2},\frac{1}{2}]^d} f_{\omega,Y_S}(x,t) \log f_{\omega,X_S}(x) \, dx$$

$$= \int_{[-\frac{1}{2},\frac{1}{2}]^d} f_{\omega,X_S}(x) \log f_{\omega,X_S}(x) \, dx.$$

By the union bound,

$$\mathbb{P}_{X_S}(\cdot) \leq \sum_{s \in \left(\frac{n}{m}\right)} \mathbb{P}_{X_{[m]}(\cdot)} = \left(\frac{n}{m}\right) \mathbb{P}_{X_{[m]}(\cdot)}.$$

It follows readily that $f_{\omega,X_S}(\cdot) \leq (\frac{n}{m}) f_{\omega,X_{[m]}(\cdot)}$. Next, let $Z \in [-1/2,1/2]^{d \times m}$ be a random variable with density $f_{\omega,X_S}$ and note that

$$\int f_{\omega,X_S} \log f_{\omega,X_S} = \mathbb{E} \log f_{\omega,X_S}(Z) \leq \log \left(\frac{n}{m}\right) + \mathbb{E} \log f_{\omega,X_{[m]}(Z)} \leq m \log \left(\frac{en}{m}\right) + m \log 2,$$

where in the last inequality, we use the fact that $f_{\omega,X_{[m]} = f_{\omega}^m \leq 2^m$. The lemma follows. **\qed**
Since \( \log M \geq c_{\beta,d,L} h^{-d} \), it follows from (15)–(17) and Lemma 2 that
\[
\mathbb{P}[\psi_S(X) \neq V] \geq 1 - \frac{3m \log n + R + 1}{\log M} \geq 0.5
\]
on setting \( h = c_{\beta,d,L}(m \log n + R)^{-1/d} \). Plugging this value back into (14) yields
\[
\inf_{\hat{f}, |S| = m} \sup_{f \in \mathcal{P}_{\kappa(\beta,L)}} \mathbb{E}_f \| \hat{f}_S - f \|_2 \geq c_{\beta,d,L}(m \log n + R)^{-\beta/d}.
\]
Moreover, it follows from standard minimax theory \citep[see e.g.][]{Tsybakov2009, Chapter 2} that
\[
\inf_{\hat{f}, |S| = m} \sup_{f \in \mathcal{P}_{\kappa(\beta,L)}} \mathbb{E}_f \| \hat{f}_S - f \|_2 \geq c_{\beta,d,L} n^{-\frac{\beta}{2\beta + d}}.
\]
Combined together, the above two displays give the lower bound of Proposition 2.

APPENDIX B: PROOFS FROM SECTION 3

B.1 Proof of Proposition 1

We restate the result below.

PROPOSITION. Let \( k(x) = \prod_{i=1}^d \kappa(x_i) \) denote a kernel with \( \kappa \in \mathcal{S}(\gamma,L') \) such that \( |\kappa(x)| \leq c_{\beta,d} |x|^{-\nu} \) for some \( \nu \geq \beta + d \), and the KDE
\[
\hat{f}(y) = \frac{1}{n} \sum_{i=1}^n k_h(X_i - y)
\]
with bandwidth \( h = n^{-\frac{1}{2\beta + d}} \) satisfies
\[
\sup_{f \in \mathcal{P}_{\kappa(\beta,L)}} \mathbb{E} \| f - \hat{f} \|_2 \leq c_{\beta,d,L} n^{-\frac{\beta}{2\beta + d}}.
\]
Then the Carathéodory coreset estimator \( \hat{g}_S(y) \) constructed from \( \hat{f} \) with \( T = c_{d,\gamma,L'} n^d \) satisfies
\[
\sup_{f \in \mathcal{P}_{\kappa(\beta,L)}} \mathbb{E} \| \hat{g}_S - f \|_2 \leq c_{\beta,d,L} n^{-\frac{\beta}{2\beta + d}}.
\]

Let \( \varphi : \mathbb{R}^d \to [0,1] \) denote a cutoff function that has the following properties: \( \varphi \in \mathcal{C}^\infty \), \( \varphi|_{[-1,1]^d} \equiv 1 \), and \( \varphi \) is compactly supported on \([{-2,2}]^d\).

LEMMA 3. Let \( \tilde{k}_h(x) = k_h(x) \varphi(x) \) where \( |\kappa(x)| \leq c_{\beta,d} |x|^{-\nu} \). Then
\[
\| \tilde{k}_h - k_h \|_2 \leq c_{\beta,d} h^{d+\nu}.
\]
Proof.

\[
\|\tilde{k}_h - k_h\|_2 = \|(1 - \varphi)k_h\|_2
\leq \|(1 - I_{[-1,1]^d})k_h\|_2
= h^{-d/2}\|(1 - \frac{1}{h} I_{[-\frac{1}{h}, \frac{1}{h}]})k\|_2
\leq dh^{-d/2}\|I_{|x_1| \geq \frac{1}{h}}k\|_2
\leq c_{\beta,d} h^{-d/2}\int_{|x_1| \geq \frac{1}{h}} \kappa^2(x_1) \, dx_1
\leq c_{\beta,d} h^{-d+\nu}.
\]

The triangle inequality and the previous lemma yield the next result.

**Lemma 4.** Let \( k \) denote a kernel such that \(|\kappa(x)| \leq c_{\beta,d} |x|^{-\nu}\). Recall the definition of \( \tilde{k}_h \) from Lemma 3. Let \( X_1, \ldots, X_m \in \mathbb{R}^d \), and let

\[
\hat{g}_S(y) = \sum_{j \in S} \lambda_j k_h(X_j - y)
\]

denote where \( \lambda_j \geq 0 \) and \( \Pi^T \lambda = 1 \). Let

\[
\tilde{g}_S(y) = \sum_{j \in S} \lambda_j \tilde{k}_h(X_j - y).
\]

Then

\[
\|\hat{g}_S - \tilde{g}_S\|_2 \leq c_{\beta,d} h^{-\nu + d}.
\]

Next we show that \( \tilde{k}_h \) is well approximated by its Fourier expansion on \([-2,2]^d\). Since \( \tilde{k}_h \) is a smooth periodic function on \([-2,2]^d\), it is expressed in \( L_2 \) as a Fourier series on \( \pi \mathbb{Z}^d \). Thus we bound the tail of this expansion. In what follows, \( \alpha \in \mathbb{Z}^d_{\geq 0} \) is a multi-index and

\[
\mathcal{F}[f](\omega) = \frac{1}{4^d} \int f(x) e^{i \langle x, \omega \rangle} \, dx
\]

denotes the (rescaled) Fourier transform on \([-2,2]^d\), where \( \omega \in \pi \mathbb{Z}^d \).

**Lemma 5.** Suppose that the kernel \( k \in \mathcal{S}(\beta,L') \). Let \( A = \{ \omega \in \pi \mathbb{Z}^d : |\omega|_1 \leq T\} \), and define

\[
\tilde{k}_h^T(y) = \sum_{\omega \in A} \mathcal{F}[\tilde{k}_h](\omega) e^{i \langle y, \omega \rangle}.
\]

Then

\[
\|(\tilde{k}_h - \tilde{k}_h^T)I_{[-2,2]^d}\|_2 \leq c_{\gamma,d,L'} T^{-\gamma} h^{-d/2 - \gamma}
\]
PROOF. Observe that for \( \omega \not\in A \), it holds that
\[
\sum_{|\alpha|_1 = \gamma} \frac{\gamma!}{\alpha!} |\omega|^\alpha = (|\omega_1| + \cdots + |\omega_d|)^\gamma \geq T^\gamma.
\]
Therefore,
\[
\|\tilde{\mathcal{F}}[\tilde{k}_h](\omega) \mathbb{1}_{\omega \not\in A}\|_{\ell_2} \leq T^{-\gamma} \sum_{|\alpha|_1 = \gamma} \frac{\gamma!}{\alpha!} |\omega|^\alpha \tilde{\mathcal{F}}[\tilde{k}_h](\omega) \mathbb{1}_{\omega \not\in A}\|_{\ell_2}
\]
\[
\leq T^{-\gamma} \sum_{|\alpha|_1 = \gamma} \frac{\gamma!}{\alpha!} \|\omega^\alpha \tilde{\mathcal{F}}[\tilde{k}_h](\omega)\|_{\ell_2}
\]
\[
= c_d T^{-\gamma} \sum_{|\alpha|_1 = \gamma} \frac{\gamma!}{\alpha!} \|\frac{\partial^\alpha}{\partial x^\alpha} \tilde{k}_h(x)\|_2,
\]
(18)
where in the last line we used Parseval’s identity. For any multi-index \( \alpha \) with \( |\alpha|_1 = \gamma \),
\[
\|\frac{\partial^\alpha}{\partial x^\alpha} \tilde{k}_h(x)\|_2 = \|\sum_{\eta \leq \alpha} \frac{\partial^n}{\partial x^n} k_h(x) \frac{\partial^{n-\eta}}{\partial x^{\alpha-\eta}} \varphi(x)\|_2
\]
\[
\leq h^{-\frac{d}{2} - \gamma} \sum_{\eta \leq \alpha} c_{d,\gamma} \|\frac{\partial^n}{\partial x^n} k(x)\|_2,
\]
(19)
where we used that the derivatives of \( \varphi \) are bounded. Next by Parseval’s identity,
\[
\|\frac{\partial^n}{\partial x^n} k(x)\|_2^2 = \prod_{i=1}^d \|\omega_i^n \mathcal{F}[\kappa](\omega_i)\|_2^2.
\]
(20)
For \( 0 \leq a \leq \gamma \), we have
\[
\int |\omega^a \mathcal{F}[\kappa](\omega)|^2 \, d\omega \leq \|k\|_1 + \int_{|\omega| \geq 1} |\omega^\gamma \mathcal{F}[\kappa](\omega)|^2 \, d\omega \leq \|k\|_1 + L'.
\]
(21)
By (18)–(21),
\[
\|\tilde{\mathcal{F}}[\tilde{k}_h](\omega) \mathbb{1}_{\omega \not\in A}\|_{\ell_2} \leq c_{d,\gamma,L'} T^{-\gamma} h^{-\frac{d}{2} - \gamma},
\]
as desired.

Applying the previous lemma and linearity of the Fourier transform, we have the next corollary that gives an expansion for a general KDE on the smaller domain \([-\frac{1}{2}, \frac{1}{2}]^d\).

**Corollary 2.** Let \( \tilde{g}_S \) denote the KDE built from \( \tilde{k}_h \) from Lemma 4 where \( X_1, \ldots, X_m \in [-\frac{1}{2}, \frac{1}{2}]^d \) and moreover \( \kappa \in S(\beta, L') \). Let \( A = \{ \omega \in \frac{\mathbb{Z}}{2^n}^d : |\omega_1| \leq T \} \), and define
\[
\tilde{g}_S^T(y) = \sum_{\omega \in A} \tilde{\mathcal{F}}[\tilde{g}_S](\omega) e^{i(y, \omega)}.
\]
Then
\[
\|\tilde{g}_S - \tilde{g}_S^T\|_{[-\frac{1}{2}, \frac{1}{2}]^d} \leq c_{d,\gamma,L'} T^{-\gamma} h^{-d/2 - \gamma} L.
\]
Now we have all the ingredients needed to prove Proposition 1.

**Proof of Proposition 1.** Let

\[ \tilde{f}(y) = \frac{1}{n} \sum_{j=1}^{n} \tilde{k}_h(X_j - y), \]

and

\[ \tilde{g}_S(y) = \sum_{j \in S} \lambda_j \tilde{k}_h(X_j - y). \]

Also consider their expansions \( \tilde{f}^T \) and \( \tilde{g}^T \) as defined in Lemma 5. Observe that, by construction of the Carathéodory coreset,

\[ \tilde{f}^T(y) = \tilde{g}^T(y) \quad \forall y \in [-\frac{1}{2}, \frac{1}{2}]^d. \]

In what follows, \( \| \cdot \| \) is computed on \([-\frac{1}{2}, \frac{1}{2}]^d\). By the triangle inequality,

\[
\| \hat{g}_S - \hat{f}_S \|_2 \leq \| \hat{g}_S - \hat{g} \|_2 + \| \hat{g} - \tilde{g}^T \|_2 + \| \tilde{g}^T - \tilde{f}^T \|_2
\]

\[
= c_{\beta,d} h^{-d+\nu} + c_{d,\gamma,L} \gamma h^{-d/2-\gamma} + 0
\]

\[
+ c_{d,\gamma,L} \gamma h^{-d/2-\gamma} + c_{\beta,d} h^{-d+\nu}
\]

(22)

On the right-hand-side of the first line, the first and last terms are bounded via Lemma 4. The second and fourth terms are bounded via Lemma 5, and the third term is 0 by Carathéodory. By our choice of \( T \) and the decay properties of \( k \), we have

\[ \| \hat{g}_S - \hat{f}_S \|_2 \leq c_{\beta,d,L} h^\beta \leq c_{\beta,d,L} n^{-\beta/(2\beta+d)}. \]

The conclusion follows by the hypothesis on \( k \), the previous display, and the triangle inequality. \( \square \)

**B.2 Proof of Theorem 2**

We restate Theorem 2 here for convenience.

**Theorem.** Let \( \varepsilon > 0 \). The Carathéodory coreset estimator \( \hat{g}_S(y) \) built using the kernel \( k_s \) and setting \( T = c_{d,\beta,\varepsilon} n^{\frac{d}{2\beta+d}} \) satisfies

\[
\sup_{f \in \mathcal{P}_H(\beta,L)} \mathbb{E} \| \hat{g}_S - f \|_2 \leq c_{\beta,d,L} n^{-\frac{\beta}{2\beta+d}}.
\]

The corresponding coreset has cardinality

\[ m = c_{d,\beta,\varepsilon} n^{\frac{d}{2\beta+d}} + \varepsilon. \]

**Proof.** Our goal is to apply Proposition 1 to \( k_s \). First we show that the standard KDE built from \( k_s \) attains the minimax rate on \( \mathcal{P}_H(\beta,L) \). The Fourier condition

\[
\text{ess sup}_{\omega \neq 0} \frac{1 - F[k_s](\omega)}{|\omega|^\alpha} \leq 1, \quad \forall \alpha \leq \beta,
\]
implies that $k_s$ is a kernel of order $\beta$ [Tsybakov, 2009, Definition 1.3]. Since $F[k_s](0) = 1 = \int k_s(x) \, dx$, it remains to show that the ‘moments’ of order at most $\beta$ of $k_s$ vanish. In fact all of the moments vanish. We have, expanding the exponential and using the multinomial formula,

$$
\psi(\omega) = F^{-1}[k_s](\omega) = \int k_s(x)e^{-i<x,\omega>} \, dx
$$

$$
= \sum_{t=0}^{\infty} \int k_s(x)\frac{(-i<x,\omega>)^t}{t!} \, dx
$$

$$
= \sum_{t=0}^{\infty} \sum_{|\alpha|=t} \frac{(-i\langle x,\omega \rangle)^t}{\alpha!} \left\{ \int k_s(x)x^\alpha \, dx \right\}.
$$

Since $\psi(\omega) \equiv 1$ in a neighborhood near the origin, it follows that all of the terms $\int k_s(x)x^\alpha \, dx = 0$. Thus $k_s$ is a kernel of order $\beta$ for all $\beta \in \mathbb{Z} \geq 0$, and the standard KDE on all of the dataset with bandwidth $h = n^{-1/(2\beta+d)}$ attains the rate of estimation $n^{-\beta/(2\beta+d)}$ over $P_H(\beta,L)$ [see e.g. Tsybakov, 2009, Theorem 1.2].

Next, $|\kappa_s(x)| \leq c_{\beta,d} |x|^\nu$ for $\nu = [\beta + d]$. This is because

$$
\kappa_s(x) = x^\nu F[\psi](x) = F\left[ \frac{d^\nu}{dx^\nu} \psi \right](x) \leq ||\frac{d^\nu}{dx^\nu} \psi||_1 \leq c_{\beta,d}.
$$

Moreover for all $\gamma \in \mathbb{Z} > 0$, $\kappa_s \in S(\gamma, c_{\gamma})$. By Parseval’s identity,

$$
||\frac{d^\gamma}{dx^\gamma} \kappa_s||_2 = ||F[\frac{d^\gamma}{dx^\gamma} \kappa_s]]||_2 = ||\omega^\gamma \psi(\omega)||_2 \leq c_{\gamma}
$$

because $\psi$ has compact support [see e.g. Katznelson, 2004, Chapter VI].

All of the hypotheses of Proposition 1 are satisfied, so we apply the result with

$$
\gamma = d\left(\frac{d}{2} + \beta\right) \varepsilon(2\beta + d)
$$

to derive Theorem 2.

**B.3 Proof of Corollary 1**

**Corollary.** Let $\varepsilon > 0$ and $m \leq m_{\beta,d,\varepsilon}^d n^{\frac{d}{2\beta+d} + \varepsilon}$. The Carathéodory coreset estimator $\hat{g}_S(y)$ built using the kernel $k_s$, setting $h = m^{-\frac{d}{2} + \frac{\beta}{d}}$ and $T = c_d m^{1/d}$, satisfies

$$
\sup_{f \in P_H(\beta,L)} \mathbb{E}\|\hat{g}_S - f\|_2 \leq c_{\beta,d,\varepsilon,L} \left( m^{-\frac{d}{2} + \varepsilon} + n^{-\frac{\beta}{2\beta+d} + \varepsilon} \right),
$$

and the corresponding coreset has cardinality $m$.

**Proof.** Recall from the proof of Theorem 2 that $k_s$ is a kernel of all orders. By a standard bias-variance trade-off [see e.g. Tsybakov, 2009, Section 1.2], it holds that for the KDE $\hat{f}$ with bandwidth $h$ (on the entire dataset)
Choosing \( g(x) = \exp(-x^2) \).

Moreover, from (22) applied to \( k_s \), setting \( T = m^{1/d} \), we get

\[
\| \hat{g}_S - \hat{f} \|_2 \leq c_{\beta,d} h^\beta + c_{d,\gamma} m^{-d/\gamma} h^{-d/2-\gamma}.
\]

Choosing

\[
\gamma = (\beta + \frac{d}{2})(\frac{\beta}{d\varepsilon} - 1), \quad h = m^{-\frac{1}{\beta+\gamma}}
\]

(assuming without loss of generality that \( \varepsilon > 0 \) is sufficiently small so that \( \gamma > 0 \)), then the triangle inequality, (23), (24), and the upper bound on \( m \) yield the conclusion of Corollary 1.

\[\square\]

### B.4 Proof of Theorem 4

For convenience, we restate Theorem 4 here.

**Theorem.** Let \( A, B \geq 1 \). Let \( k \) denote a kernel with \( \| k \|_2 \leq n \). Let \( \hat{g}_S \) denote a weighted coreset KDE with bandwidth \( h \geq n^{-A} \) built from \( k \) with weights \( \{ \lambda_j \}_{j \in S} \) satisfying \( \max_{j \in S} |\lambda_j| \leq n^B \). Then

\[
\sup_{f \in \mathcal{P}_{h}(\beta,L)} \mathbb{E}_f \| \hat{g}_S - f \|_2 \geq c_{\beta,d,L} \left[ (A + B) \frac{\beta}{d} (m \log n)^{-\frac{\beta}{d}} + n^{\frac{\beta}{d(\beta+1)}} \right].
\]

**Proof.** Let \( \lambda = \lambda_1, \ldots, \lambda_m \) and let \( \tilde{\lambda} = \tilde{\lambda}_1, \ldots, \tilde{\lambda}_m \). Observe that

\[
\| \sum_{j \in S} \lambda_j k_h(x_j - y) - \sum_{j \in S} \tilde{\lambda}_j k_h(x_j - y) \|_2 \leq \| \lambda - \tilde{\lambda} \|_2 \| k_h(X_j - y) \|_2 \leq |\lambda - \tilde{\lambda}|_{\infty} n^2 h^{-d/2}.
\]

Using this we develop a decorated coreset-based estimator \( \hat{f}_S \) (see Section A.2) that approximates \( \hat{g}_S \) well. Set \( \delta = c_{\beta,d,L} n^{-A} h^{-d/2} \) for \( c_{\beta,d,L} \) sufficiently small and to be chosen later. Order the points of the coreset \( X_S \) according to their first coordinate. This gives rise to an ordering \( \leq \) so that

\[
X_1' \leq X_2' \leq \cdots \leq X_m'
\]

denote the elements of \( X_S \). Let \( \lambda \in \mathbb{R}^m \) denote the correspondingly reordered collection of weights so that

\[
\hat{g}_S(y) = \sum_{j=1}^m \lambda_j k_h(X_j' - y).
\]

Construct a \( \delta \)-net \( \mathcal{N}_\delta \) with respect to the sup-norm \( \| \cdot \|_{\infty} \) on the set \( \{ \nu \in \mathbb{R}^m : |\nu|_{\infty} \leq n^B \} \). Observe that

\[
\log |\mathcal{N}_\delta| = \log (n^B \delta^{-1})^m = c_{\beta,d,L} (B + A) m \log n
\]

Define \( R \) to be the smallest integer larger than the right-hand-side above. Then we can construct a surjection \( \phi : \{0,1\}^R \rightarrow \mathcal{N}_\delta \). Note that \( \phi \) is constructed before observing any data: it simply labels the elements of the \( \delta \)-net \( \mathcal{N}_\delta \) by strings of length \( R \).

Given \( \hat{g}_S(y) = \sum_{j \in S} \lambda_j k_h(x_j - y) \), define \( \hat{f}_S \) as follows:
1. Let \( \tilde{\lambda} \in \mathbb{R}^m \) denote the closest element in \( N_\delta \) to \( \lambda \in \mathbb{R}^m \).

2. Choose \( \sigma \in \{0,1\}^R \) such that \( \phi(\sigma) = \tilde{\lambda} \).

3. Define the decorated coreset \( Y_S = (X_S, \sigma) \).

4. Order the points of \( X_S \) by their first coordinate. Pair the \( i \)-th element of \( \tilde{\lambda} \) with the \( i \)-th element \( X'_i \) of \( X_S \), and define

\[
\hat{f}_S(y) = \sum_{j=1}^{m} \tilde{\lambda}_j k_h(X'_{j} - y)
\]

We see that \( \hat{f}_S \) is a decorated-corest based estimator because in step 4 this estimator is constructed only by looking at the coreset \( X_S \) and the bit string \( \sigma \). Moreover, by (25) and the setting of \( \delta \),

\[
\|\hat{f}_S - \hat{g}_S\|_2 \leq c_{\beta,d,L} n^{-2}.
\]

By Proposition 2 and our choice of \( R \),

\[
\sup_{f \in \mathcal{P}_{H(\beta,L)}} \mathbb{E}_f \|\hat{f}_S - f\|_2 \geq c_{\beta,d,L} \left((A + B)^{-\frac{\beta}{2}}(m \log n)^{-\frac{\beta}{2}} + n^{-\frac{\beta}{2\sigma+\alpha}}\right).
\]

Applying the triangle inequality and (27) yields Theorem 4.

**APPENDIX C: PROOFS FROM SECTION 4**

**Notation:** Given a set of points \( X = x_1, \ldots, x_m \in [-1/2, 1/2] \) (not necessarily a sample), we let

\[
\hat{f}_X(y) = \frac{1}{m} \sum_{i=1}^{m} k_h(X_i - y)
\]

denote the uniformly weighted KDE on \( X \).

**C.1 Proof of Theorem 5**

**Theorem.** Let \( k \) denote a nonnegative kernel satisfying

\[
k(t) = O(|t|^{-(k+1)}), \quad \text{and} \quad \mathcal{F}[k](\omega) = O(|\omega|^{-\ell})
\]

for some \( \ell > 0, k > 1 \). Suppose that \( 0 < \alpha < 1/3 \). If

\[
m \leq \frac{n^{\frac{2}{3} - 2(\alpha(1 - \frac{2}{3}) + \frac{1}{2})}}{\log n},
\]

then

\[
\inf_{h, S : |S| \leq m} \sup_{f \in \mathcal{P}_{H(1,L)}} \mathbb{E} \|\hat{f}_S^{\text{unif}} - f\|_2 = \Omega_k \left(\frac{n^{-\frac{2}{3} + \alpha}}{\log n}\right).
\]

The infimum above is over all possible choices of bandwidth \( h \) and all coreset schemes \( S \) of cardinality at most \( m \).

The proof of Theorem 5 follows directly from Propositions 3 and 4, which are presented in Sections C.1 and C.1, respectively.

First we show that uniformly weighted corest KDEs on \( m \) points poorly approximate densities that are very close to 0 everywhere.
Lemma 6. Let \( \hat{f}_X \) denote a uniformly weighted coreset KDE built from an even kernel \( k : \mathbb{R} \to \mathbb{R} \) with bandwidth \( h \) on \( m \) points \( X = x_1, \ldots, x_m \in \mathbb{R} \). Suppose that quantiles \( 0 \leq q_1 \leq q_2 \) satisfy

\[
\int_{-q_2}^{q_1} k(t) \, dt \geq 0.9, \quad \text{and} \quad \int_{-q_2}^{q_2} k(t) \, dt \geq 1 - \gamma.
\]

Let \( U \) denote an interval \([0, u]\) where

\[
u \geq 8q_2h,
\]

and suppose that \( f : U \to \mathbb{R} \) satisfies

\[
\frac{1}{100q_1 mh} \leq f(x) \leq \frac{45}{44} \cdot \frac{1}{100q_1 mh}
\]

for all \( x \in U \).

Then

\[
\inf_{X : |X| = m} \| (\hat{f}_X - f) 1_{U} \|_1 \geq \frac{u}{440q_1 mh} - \gamma.
\]

Proof. Let \( N \) denote the number of \( x_i \in X \) such that \([x_i - q_1h, x_i + q_1h] \subset [0, u]\). The argument proceeds in two cases. With foresight, we set \( \alpha = 1 / (44q_1) \). Also let \( C_1 = 1 / (100q_1) \) and \( C_2 = 45 / (4400q_1) \).

Case 1: \( N \geq \frac{\alpha u}{h} \). Then by (28) and the nonnegativity of \( k \),

\[
\| \hat{f}_X 1_{U} \|_1 \geq \frac{0.9N}{m} \geq \frac{0.9\alpha u}{mh}.
\]

By (31),

\[
\| f \|_1 \leq \frac{C_2u}{mh}.
\]

Hence,

\[
\| (\hat{f}_X - f) 1_{U} \|_1 \geq \frac{u}{440q_1 mh} (0.9\alpha - C_2) = C_2 \frac{u}{mh} = \frac{45}{4400} \cdot \frac{u}{q_1 mh}.
\]

Thus Lemma 6 holds in Case 1 where \( N \geq \alpha u / h \).

Case 2: \( N \leq \frac{\alpha u}{h} \). Let \( V = [2hq_2, u - 2hq_2] \setminus \bigcup_{j \in T} [x_j - q_1h, x_j + q_1h] \) where \( T \) is the set of indices \( j \) so that \([x_j - q_1h, x_j + q_1h] \subset U\). Observe that if \( j \notin T \), then by (29),

\[
\int_{V} \frac{1}{h} k \left( \frac{x_j - t}{h} \right) \, dt \leq \gamma.
\]

If \( j \in T \), then by (28),

\[
\int_{V} \frac{1}{h} k \left( \frac{x_j - t}{h} \right) \, dt \leq 0.1.
\]
Thus,
\[ \|\hat{f}_X \mathbb{1}_V\|_1 \leq \frac{0.1N}{m} + \gamma \leq \frac{\alpha 0.1u}{mh} + \gamma. \]

By the union bound, observe that the Lebesgue measure of \( V \) is at least
\[ u - 4hq_2 - 2Nhq_1 \geq \frac{u}{2} - 2Nhq_1 \geq u(\frac{1}{2} - 2\alpha q_1). \]

Next, by (31),
\[ \|f \mathbb{1}_V\|_1 \geq C_1 \frac{u}{mh}(\frac{1}{2} - 2\alpha q_1). \]

Therefore,
\[ (\hat{f}_X - f)\mathbb{1}_U \|_1 \geq \frac{u}{mh}(C_1(1/2 - 2\alpha q_1) - 0.1\alpha) - \gamma = \frac{u}{440q_1mh} - \gamma. \]

\[ \square \]

**Proposition 3.** Let \( L > 2 \). Let \( 0 < \delta < 1/3 \) denote an absolute constant. Let \( \hat{f}_X \) denote a uniformly weighted coreset KDE with bandwidth \( h \) built from a kernel \( k \) on \( X = x_1, \ldots, x_m \). Suppose that \( k(t) \leq \Delta |t|^{-(k+1)} \) for some absolute constants \( \Delta > 0, k \geq 1 \). If \( h \leq n^{-1/3+\delta} \), then for
\[ m \leq \frac{n^{2/3-2\delta}}{\log n} \]

it holds that
\[ \sup_{f \in \mathcal{P}_{\mathcal{H}}(1, L)} \inf_{|X|=m} \|\hat{f}_X - f\|_2 = \Omega \left( \frac{n^{-1/3+\delta}}{\log n} \right). \]

**Proof.** Let
\[ f(t) = \lambda \left( e^{-1/t} \mathbb{1}(t \in [-1/2, 0]) + e^{-1/(1-t)} \mathbb{1}(t \in [0, 1/2]) \right), \]
where \( \lambda \) is a normalizing constant so that \( \int f = 1 \). Observe that \( f \in \mathcal{P}_{\mathcal{H}}(1, L) \). Our first goal is to show that
\[ \|\hat{f}_X - f\|_1 = \Omega \left( \frac{1}{mh \log^2(mh)} \right) \]
holds for all \( \tau/h \leq m \leq h^{-2} \) and for all \( h \leq n^{-1/3+\delta} \), where \( \tau \) is an absolute constant to be determined.

We apply Lemma 6 to the density \( f \). Let \( q_1 \) be defined as in Lemma 6, and set \( C_1 = 1/(100q_1) \) and \( C_2 = 45/(4400q_1) \). Set \( \tau = 10C_2/\lambda \). Let
\[ U = [t_1, t_2] := \left[ \frac{1}{\log(\lambda mh/C_1)}, \frac{1}{\log(\lambda mh/C_2)} \right]. \]

The function \( f|_U \) satisfies the bounds (31) from Lemma 6. Observe that the length of \( U \) is
\[ u := t_2 - t_1 = \Omega \left( \frac{1}{\log^2(mh)} \right). \]
We set the parameter $\gamma$ in Lemma 6 to be

$$\gamma = \frac{1}{800 q_1 m h \log^2 (mh)}.$$ 

By the decay assumption on $k$, we may set

$$q_2 := \left( \frac{2\Delta}{k\gamma} \right)^{1/k}.$$ 

Therefore,

$$u - 8q_2h = \Omega\left( \frac{1}{\log^2 (mh)} \right) - 8h \left( \frac{2\Delta}{k\gamma} \right)^{1/k} = \Omega\left( \frac{1}{\log^2 (mh)} \right) - O(h \log^2 (mh))^{1/k} > 0$$

for $n$ sufficiently large, because we assume $\tau/h \leq m \leq h^{-2}$, $h \leq n^{-1/3+\delta}$, and $k > 1$. Hence, condition (30) is satisfied for $m, h$ in the specified range, so we apply Cauchy–Schwarz and Lemma 6 to conclude that for all $\tau/h \leq m \leq h^{-2}$ and $h \leq n^{-1/3+\delta}$,

$$\|\hat{f}_X - f\|_2 \geq \|\hat{f}_X - f\|_1 = \Omega\left( \frac{1}{mh \log^2 (mh)} \right) = \Omega\left( \frac{1}{mh \log^2 (h^{-1})} \right).$$

Suppose first that $\log^2 (1/h) \geq n^{1/3-\delta}$. Then clearly the right-hand side of (37) is $\Omega(1)$ for $m \leq n$. Otherwise, we have for all $h \leq n^{-1/3+\delta}$ that if $m$ is in the range

$$\frac{\tau}{h} \leq m \leq \min \left( \frac{n^{1/3-\delta} \log n}{h \log^2 (1/h)}, h^{-2} \right) =: N_h,$$

then (37) implies

$$\|\hat{f}_X - f\|_2 = \Omega\left( \frac{n^{-1/3+\delta} \log n}{\log n} \right).$$

Moreover, a uniformly weighted coreset KDE on $m = O(1/h)$ points can be expressed as a uniformly weighted coreset KDE on $\Omega(1/h)$ points by setting some of the $x_i$’s to be duplicates. Hence (38) holds for all $1 \leq m \leq N_h$. Since $N_h$ is a decreasing function of $h$, it follows that (38) holds for all $m \leq n^{2/3-2\delta} / \log n$ and $h \leq n^{-1/3+\delta}$, as desired.

**Lemma 7.** Let $\varepsilon = \varepsilon(n) > 0$, and let $\hat{f}_X$ denote the uniformly weighted coreset KDE on $X$ with bandwidth $h$. Suppose that $\phi : \mathbb{R} \to \mathbb{R}$ is an odd $C^\infty$ function supported on $[-1/4, 1/4]$. Let $f(t) : [-1/2, 1/2] \to \mathbb{R}_{\geq 0}$ denote the density

$$f(t) = \frac{12}{11} (1 - t^2) + \varepsilon \phi(t) \cos \left( \frac{t}{\varepsilon} \right).$$
Then
\[(39) \|\hat{f}_X - f\|_2^2 \geq \frac{1}{2} \varepsilon^2 (\|\phi\|_2^2 - |\mathcal{F}[\phi^2](2\varepsilon^{-1})|)\]
\[-\|\phi\|_1 \sup_{|\omega| \geq h\varepsilon^{-1/2}} |\mathcal{F}[k](\omega)| - 2\varepsilon \int_{|\omega| \geq h\varepsilon^{-1/2}} |\mathcal{F}[\phi](\omega)| \, d\omega.\]

**Proof.** Let \(g(t) = (12/11)(1 - t^2)\) and \(\psi(t) = \varepsilon \phi(t) \cos(t/\varepsilon)\). Observe that
\[(40) \|\hat{f}_X - f\|_2^2 \geq \|g - f\|_2^2 - 2(\hat{f}_X, g - f) + 2\langle g, \psi(t) \rangle \]
because \(g(t)\psi(t)\) is an odd function. Next, using \(\cos^2(\theta) = (1/2)(\cos(2\theta) + 1)\),
\[(\|g - f\|_2^2) = \varepsilon^2 \int_{-1/2}^{1/2} \cos(2t/\varepsilon)\phi^2(t) dt \geq \varepsilon^2 \frac{3}{2} |\mathcal{F}[\phi^2](2\varepsilon^{-1})|.
\]
By the triangle inequality and Parseval’s formula,
\[
\frac{|\langle \hat{f}_X, g - f \rangle|}{\varepsilon} \leq \left( \int_{|\omega| \leq h\varepsilon^{-1/2}} + \int_{|\omega| \geq h\varepsilon^{-1/2}} \right) |\mathcal{F}[k]\left( -\frac{h}{\varepsilon} - \omega \right)\frac{1}{h} \mathcal{F}[\phi]\left( -\frac{\omega}{h} \right) | \, d\omega.
\]
Moreover,
\[(42) A \leq \frac{1}{2\varepsilon} \|\phi\|_1 \cdot \sup_{|\omega| \geq h\varepsilon^{-1/2}} |\mathcal{F}[k](\omega)|,
\]
\[(43) B \leq \|k\|_1 \cdot \int_{|\omega| > h\varepsilon^{-1/2}} |\mathcal{F}[\phi](\omega)| \, d\omega.
\]
Then (39) follows from \(\|k\|_1 = 1\) and equations (40), (41), (42), and (43).

**Proposition 4.** Let \(\varepsilon = n^{-1/3+\gamma}\) for some absolute constant \(\gamma > 0\). Let \(\hat{f}_X\) denote a uniformly weighted coreset KDE with bandwidth \(h\) built from a kernel \(k\) on \(X = x_1, \ldots, x_m\). Suppose that \(|\mathcal{F}[k](\omega)| \leq |\omega|^{-\ell}\). If \(h \geq c\varepsilon^{-1/2}\ell = cn^{-1/3+\gamma}(1-2/\ell)\) for \(c\) sufficiently large, then for all \(m\) it holds that
\[(44) \sup_{f \in \mathcal{P}_H(\beta, L), |X| = m} \inf_{\hat{f}_X} \|\hat{f}_X - f\|_2 = \Omega(\varepsilon) = \Omega\left(n^{-1/3+\gamma}\right),
\]

**Proof.** The proof is a direct application of Lemma 7. Let \(f(t) = g(t) + \varepsilon \phi(t) \cos(t/\varepsilon)\), where we set
\[\phi(t) = -e^{-\frac{1}{1+4\varepsilon^2}} I(x \in [-1/4, 0]) + e^{-\frac{1}{1+4\varepsilon^2}} I(x \in [0, 1/4]).\]
Observe that \(\phi\) is odd and \(\phi \in C^\infty\). Thus, \(\phi^2 \in C^\infty\), so by the Riemann–Lebesgue lemma [see e.g. Katznelson, 2004, Chapter VI], \(\mathcal{F}[\phi^2](\epsilon^{-1}) \leq 10\varepsilon\). Using a similar argument and noting that \(\mathcal{F}[\phi](\omega) = \omega^{-2}\mathcal{F}[\phi''](\omega) \leq 10\omega^{-3}\), we obtain
\[
\int_{|\omega| \geq 2\varepsilon^{-1}} |\mathcal{F}[\phi](\omega)| \, d\omega \leq 100\varepsilon^2.
\]
Also \(\|\phi\|_2 \geq c'\) for a small absolute constant, and \(\|\phi\|_1 \leq 2\).

Thus Lemma 7, the hypothesis on \(k\), and \(h \geq c' \varepsilon^{1-2/\ell}\) imply that
\[
\|\hat{f}_X - f\|_2^2 \geq \frac{c^2}{2} \varepsilon^2 - 2 \left(\frac{\varepsilon}{h}\right) - 200 \varepsilon^3 = \Omega(\varepsilon^2).
\]

Since \(f \in \mathcal{P}_H(1, L)\), the statement of the lemma follows. \qed

C.2 Proof of Theorem 6

**Theorem.** Fix \(\beta > 0\) and a nonnegative kernel \(k\) on \(\mathbb{R}\) satisfying the following fast decay and smoothness conditions:

\[
\begin{align*}
\frac{1}{s \log 1/|t|} \int_{|t| > s} k(t) dt > 0, \\
\frac{1}{|\omega| \log 1/|\hat{f}_k|} \int_{|\omega| > \omega} |\hat{f}_k| > 0,
\end{align*}
\]

where we recall that \(\hat{f}_k\) denotes the Fourier transform. Let \(\hat{f}_S^{unif}\) be the uniformly weighted coreset KDE. Then there exists \(L_\beta > 0\) such that for \(L \geq L_\beta\) and any \(m\) and \(h > 0\), we have

\[
\inf_{h, S: |S| \leq m} \sup_{f \in \mathcal{P}_H(\beta, L)} \mathbb{E} \|\hat{f}_S^{unif} - f\|_2 = \Omega_{\beta, k} \left(\frac{m^{-\frac{\beta}{1+\beta}}}{\log^2 + \frac{1}{2} m}\right).
\]

**Proof.** We follow a similar strategy to the proof of Theorem 5 by handling the cases of small and large bandwidth separately.

Let \(q_1 = q_1(k) > 0\) be the minimum number such that \(\int_{|t| > q_1} k(t) dt \leq 0.1\). By the assumption in the theorem, there exists \(a > 0\) such that \(\int_{|t| > s} k(t) dt \leq \frac{1}{a} \exp(-as), \ \forall s \geq 0\).

Note that we can set \(L^{(1)}_\beta\) large such that for any \(\delta \in [0, 1]\), there exists \(f \in \mathcal{P}_H(\beta, L^{(1)}_\beta)\) such that \(f(x) = \delta\) for \(x \in [0, 1/2]\). We first show that for any given \(m\) and \(h\), we have

\[
\inf_{S: |S| \leq m} \sup_{f \in \mathcal{P}_H(\beta, L^{(1)}_\beta)} \mathbb{E} \|\hat{f}_S^{unif} - f\|_1 \geq 0.2 \left(1 \wedge \frac{1}{100 q_1 m h}\right) \left\{1 \leq \frac{0.02 a}{\log \left(\frac{m q_1}{0.001 a} \vee \frac{1}{a}\right)} \wedge 1\right\}.
\]

Let \(f\) be an arbitrary function in \(f \in \mathcal{P}_H(\beta, L^{(1)}_\beta)\) such that
\[
f(x) = 1 \wedge \frac{1}{100 q_1 m h}, \ \forall x \in [0, 1/2].
\]

Let \(T\) be the set of \(i \in S\) for which \(x_i \in [q_1 h, 1/2 - q_1 h]\).

**Case 1:** \(|T| \geq m \left(1 \wedge \frac{1}{100 q_1 m h}\right)\) Since \(k \geq 0\), we have
\[
\|\hat{f}_X 1_{[0,1/2]}\|_1 \geq \frac{0.9 |T|}{m} \geq 0.9 \left(1 \wedge \frac{1}{100 q_1 m h}\right).
\]
On the other hand, 
\[ \|f_{1[0,1/2]}\|_1 \leq \frac{1}{2} \left( 1 \wedge \frac{1}{100q_1mh} \right), \]

therefore,
\[ \|(\hat{f}_X - f)_{1[0,1/2]}\|_1 \geq 0.4 \left( 1 \wedge \frac{1}{100q_1mh} \right). \]

**Case 2:** \(|T| < m \left( 1 \wedge \frac{1}{100q_1mh} \right)\). Define
\[ \gamma := 0.1 \left( 1 \wedge \frac{1}{100q_1mh} \right) \]

and
\[ q_2 := \frac{0.02}{h}. \]

Note that to verify (47) we only need to consider the event of \( h \leq \frac{0.02a}{\log(\frac{0.001a}{0.1} \vee \frac{0.1a}{a})} \) \& 1, in which case
\[
\int_{|t|>q_2} k(t)dt \leq \frac{1}{a} \exp(-aq_2)
\leq \frac{1}{a} \left( \frac{0.001a}{mq_1} \wedge 0.1a \right)
\leq \frac{1}{a} \left( \frac{0.001a}{q_1mh} \wedge 0.1a \right)
= 0.1(1 \wedge \frac{1}{100q_1mh})
= \gamma.
\]

Moreover since \( \gamma \leq 0.1 \) we see that \( q_2 \geq q_1 \). Now define
\[ V := [2hq_2, 1/2 - 2hq_2] \setminus \bigcup_{j \in T} [x_j - q_1h, x_j - q_1h]. \]

Then for \( j \notin T \), we have
\[
\int_V \frac{1}{h} k \left( \frac{x_j - t}{h} \right) dt \leq \gamma
\]

while for \( j \in T \) we have
\[
\int_V \frac{1}{h} k \left( \frac{x_j - t}{h} \right) dt \leq 0.1.
\]

Thus,
\[
\|\hat{f}_Xv\|_1 \leq \frac{0.1|T|}{m} + \gamma \leq 0.2 \left( 1 \wedge \frac{1}{100q_1mh} \right).
\]
On the other hand, by the union bound we see that the Lebesgue measure of $V$ is at least

$$\frac{1}{2} - 4q_2h - 2q_1h|T| \geq 0.5 - 4q_2h - 0.02 \geq 0.4$$

where we used the fact that $q_2h = 0.02$. Then

$$\|f_{1V}\|_1 \geq 0.4 \left( 1 + \frac{1}{100q_1mh} \right)$$

and hence

$$\|\hat{f}_X - f\|_{1,0.1/2,1}\|_1 \geq \|\hat{f}_X - f\|_{1V}\|_1 \geq 0.2 \left( 1 + \frac{1}{100q_1mh} \right).$$

This concludes the proof of (47).

The second step is to show that for given $m$ and $h$, we have

$$(48) \quad \inf_{S: |S| \leq m} \sup_{f \in \mathcal{P}_H(\beta,L)} \mathbb{E}\|\hat{f}_S - f\|_1 \geq \frac{1}{4} \left( \frac{b(h \wedge 1)}{\log m} \right) - \frac{1}{bm^2}$$

sufficiently large $m$ and $L$ to be determined later, and $0 < b < \infty$ is such that

$$\mathcal{F}[k](\omega) \leq \frac{1}{b} \exp(-b\omega), \quad \forall \omega \in \mathbb{R}$$

whose existence is guaranteed by the assumption of the theorem. Let $\phi$ be a smooth, even, nonnegative function supported on $[-1/2,1/2]$ satisfying $\int_{[-1/2,1/2]} \phi = 1$. Define

$$f_\epsilon(t) := \phi(t) \left( c_\epsilon + \epsilon^\beta \sin \frac{t}{\epsilon} \right)$$

where $c_\epsilon > 0$ is chosen so that $\int_{[-1/2,1/2]} f_\epsilon = 1$. Then $\lim_{\epsilon \to 0} c_\epsilon = 1$, and in particular $f_\epsilon \geq 0$ when $\epsilon < \epsilon(\phi,\beta)$ for some $\epsilon(\phi,\beta)$. Moreover we can find $L_\beta^{(2)} < \infty$ such that $f_\epsilon \in \mathcal{P}_H(\beta,L_\beta^{(2)})$ for all $\epsilon < \epsilon(\phi,\beta)$. Now

$$\|f_\epsilon - \hat{f}_X\|_1 \geq |\mathcal{F}[f_\epsilon](1/\epsilon) - \mathcal{F}[\hat{f}_X](1/\epsilon)|$$

$$\geq \left| \int_{[-1/2,1/2]} f_\epsilon(t) e^{-it/\epsilon} dt \right| - \left| \mathcal{F}[k](\frac{h}{\epsilon}) \right|$$

$$\geq \left| \int_{[-1/2,1/2]} f_\epsilon(t) \sin \frac{t}{\epsilon} dt \right| - \left| \mathcal{F}[k](\frac{h}{\epsilon}) \right|$$

$$= \epsilon^\beta \left| \int_{[-1/2,1/2]} \phi(t) \sin^2 \frac{t}{\epsilon} dt \right| - \left| \mathcal{F}[k](\frac{h}{\epsilon}) \right|$$

(49)

where (49) used the fact that $\phi$ is even. Since $\lim_{\epsilon \to 0} \int_{[-1/2,1/2]} \phi(t)^2 \frac{t}{\epsilon} dt = \frac{1}{4}$, there exists $\epsilon'(\phi)$ such that

$$\int_{[-1/2,1/2]} \phi(t)^2 \frac{t}{\epsilon} dt \geq \frac{1}{4}$$
for any \( \epsilon \leq \epsilon'(\phi) \). Now define
\[
\epsilon''(h, m) = \frac{b(h \wedge 1)}{2 \log m}.
\]
There exists \( m(\phi, \beta, b) < \infty \) such that \( \sup_{h>0} \epsilon''(h, m) \leq \epsilon(\phi, \beta) \wedge \epsilon'(\phi) \) whenever \( m \geq m(\phi, \beta, b) \). With the choice of \( \epsilon = \epsilon''(h, m) \), we can continue lower bounding (49) as (for \( m \geq m(\phi, \beta, b) \)):
\[
\frac{1}{4} \left( \frac{b(h \wedge 1)}{\log m} \right)^\beta - \frac{1}{bm^2}.
\]

Finally, we collect the results for step 1 and step 2. First observe that the main term in the risk in step 1 can be simplified as
\[
\left( 1 \wedge \frac{1}{100q1mh} \right) \left\{ h \leq \frac{0.02a}{\log \left( \frac{mq1}{0.001a} \vee \frac{10}{a} \right)} \wedge 1 \right\}
\]
\[
= \frac{1}{100q1mh} \wedge 1 \{A\}
\]
where \( A \) denotes the event in the left side of (50).

Thus up to multiplicative constant depending on \( k, \beta \), we can lower bound the risk by taking the max of the risks in the two steps:
\[
\left( \frac{1}{mh} \wedge 1\{A\} \right) \vee \left( \left( \frac{b(h \wedge 1)}{\log m} \right)^\beta - \frac{1}{bm^2} \right)
\]
whenever \( L \geq L_\beta := L^{(1)}_\beta \vee L^{(2)}_\beta \). We can use the distributive law to open up the parentheses in (51). By checking the \( h > m^{-\frac{1}{\beta}} \) and \( h \leq m^{-\frac{1}{\beta}} \) cases respectively, it is easy to verify that
\[
\frac{1}{mh} \vee \left( \left( \frac{b(h \wedge 1)}{\log m} \right)^\beta - \frac{1}{bm^2} \right) = \Omega \left( \frac{m^{-\frac{\beta}{\beta+1}}}{\log^\beta m} \right).
\]

Next, if \( A \) is true, we evidently have
\[
1\{A\} \vee \left( \left( \frac{b(h \wedge 1)}{\log m} \right)^\beta - \frac{1}{bm^2} \right) = 1 = \Omega \left( \frac{m^{-\frac{\beta}{\beta+1}}}{\log^\beta m} \right).
\]

If \( A \) is not true, then \( h > \frac{0.02a}{\log(\frac{mq1}{0.001a} \vee \frac{10}{a})} \wedge 1 \), and we have
\[
1\{A\} \vee \left( \left( \frac{b(h \wedge 1)}{\log m} \right)^\beta - \frac{1}{bm^2} \right) = \left( \left( \frac{b(h \wedge 1)}{\log m} \right)^\beta - \frac{1}{bm^2} \right) = \Omega \left( \log^{-2\beta} m \right) = \Omega \left( \frac{m^{-\frac{\beta}{\beta+1}}}{\log^\beta m} \right).
\]
In either case the risk with respect to $L_1$ is $\Omega \left( \frac{m^{-\frac{\beta}{\log m}}}{\log m} \right)$. It remains to convert this to a lower bound in $L_2$.

We consider two cases. First note that by the fast decay condition on the Fourier transform, $k \in C^1$. Let $B = B_k$ denote a constant such that

\[(52) \sup_{x \in [-1/2,1/2]} |k'(x)| \leq B.\]

Set $\Delta = B^{1/2} \vee k(0) \vee 1$.

**Case 1: $h \leq \Delta$**

Let $U = \{ |y| \geq \frac{3}{2} + c_{\beta, \Delta} \log m \}$, and let $U^c = \mathbb{R} \setminus U$. If $h \leq \Delta$, then because $X_i \in [-1/2, 1/2]$ and by the exponential decay of $k$,

\[\|\hat{f}_X(y)\|_1 \leq m^{-2}\]

for $c_{\beta, \Delta} > 0$ sufficiently large. Thus by Cauchy–Schwarz,

\[
\|(\hat{f}_X - f)\|_2 \geq c'_{\beta, \Delta} (\log m)^{-1/2} \|\hat{f}_X - f\|_2
\]

\[
= c'_{\beta, \Delta} (\log m)^{-1/2} \left( \|\hat{f}_X - f\|_1 - \|\hat{f}_X - f\|_2 \right)
\]

\[
\geq c'_{\beta, \Delta} (\log m)^{-1/2} \left( c_{\beta, k} \frac{m^{-\frac{\beta}{\log^2 m}}}{\log^2 m} - m^{-2} \right)
\]

\[= \Omega \left( \frac{m^{-\frac{\beta}{\log^2 m}}}{\log^{\frac{\beta}{2} + 1} m} \right) \]

**Case 2: $h \geq \Delta$**

In this case, $k(X_i - y)$ is nearly constant for all $i$. By (52) and Taylor’s theorem,

\[
\left| k(0) - k \left( \frac{X_i - y}{h} \right) \right| \leq 2B
\]

for all $y \in [-1/2, 1/2]$ and for all $i$. Hence, for all $y \in [-1/2, 1/2]$, using $h \geq \Delta$,

\[\hat{f}_X(y) = \frac{1}{mh} \sum_{i=1}^{m} k \left( \frac{X_i - y}{h} \right) \leq \frac{1}{h} (k(0) + 2B) \leq 3.\]

For $L_\beta$ large enough, we see that for the function $f \in \mathcal{P}_{H}(\beta, L_\beta)$ with $f|_{[0, \frac{1}{100}]} \equiv 4$,

\[\|\hat{f}_X - f\|_2 \geq \|\hat{f}_X - f\|_1 = \Omega(1).\]

\[
\square
\]

**APPENDIX D: PROOFS FROM SECTION 5**

**D.1 Proof of Theorem 7**

The result is restated below.
Theorem. Let \( k_s \) denote the kernel from Section 3.2. The polynomial time algorithm of Phillips and Tai [2018b] yields a subset \( S \) with \( |S| = m = \tilde{O}(n^{\frac{d\beta}{2\beta + d}}) \) such that the uniformly weighted coreset KDE \( \hat{g}_S \) satisfies
\[
\sup_{f \in \mathcal{P}_H(\beta, L)} \mathbb{E}\|f - \hat{g}_S\|_2 \leq c_{\beta, d} n^{-\frac{d\beta}{n \beta + d}}.
\]

Proof. Here we adapt the results in Section 2 of Phillips and Tai [2018b] to our setting where the bandwidth \( h = n^{-1/(2\beta + d)} \) is shrinking. Using their notation, we define \( K_s(x, y) = k_s\left(\frac{x-y}{h}\right) \) and study the kernel discrepancy of the kernel \( K_s \). First we verify the assumptions on the kernel (bounded influence, Lipschitz, and positive semidefiniteness) needed to apply their results.

First, the kernel \( K_s \) is bounded influence [see Phillips and Tai, 2018b, Section 2] with constant \( c_K = 2 \) and \( \delta = n^{-1} \), which means that
\[
|K_s(x, y)| \leq \frac{1}{n}
\]
if \( |x - y|_\infty \geq n^2 \). This follows from the fast decay of \( \kappa_s \).

Note that if \( x \) and \( y \) differ on a single coordinate \( i \), then
\[
|k_s(x) - k_s(y)| \leq c(x_i - y_i) \prod_{j \neq i} \kappa_s(x_j) \leq c |x_i - y_i|
\]
because \( |\kappa_s(x)| \leq \|\psi\|_1 \) for all \( x \) and the function \( \kappa_s \) is \( c \)-Lipschitz for some constant \( c \). Hence by the triangle and Cauchy–Schwarz inequalities, the function \( k_s \) is Lipschitz:
\[
|k_s(x) - k_s(y)| \leq dc_k |x - y|_1 \leq d^{3/2} c_n |x - y|_2.
\]

Therefore the kernel \( K_s(x, y) \) is Lipschitz [see Phillips and Tai, 2018b] with constant \( C_K = d^{3/2} c_n h^{-1} \). Moreover, the kernel \( K_s \) is positive semidefinite because the Fourier transform of \( \kappa_s \) is nonnegative.

Given the shrinking bandwidth \( h = n^{-1/(2\beta + d)} \), we slightly modify the lattice used in Phillips and Tai [2018b, Lemma 1]. Define the lattice
\[
\mathcal{L} = \{ (i_1 \delta, i_2 \delta, \ldots, i_d \delta) \mid i_j \in \mathbb{Z} \},
\]
where
\[
\delta = \frac{1}{c_n d^2 n h^{-1}}.
\]

The calculation at the top of page 6 of Phillips and Tai [2018b, Lemma 1] yields
\[
\text{disc}(X, \chi, y) := \left| \sum_{i=1}^n \chi(X_i) K_s(X_i, y) \right| 
\leq \left| \sum_{i=1}^n \chi(X_i) K_s(X_i, y_0) \right| + 1
\]
where \( y_0 \) is the closest point to \( y \) in the lattice \( \mathcal{L} \), and \( \chi \) assigns either +1 or −1 to each element of \( X = X_1, \ldots, X_n \). Moreover, with the bounded influence of \( K_s \), if
\[
\min_i |y - X_i|_\infty \geq n^2,
\]
then
\[ \text{disc}(X, \chi, y) = \left| \sum_{i=1}^{n} \chi(X_i)K_s(X_i, y) \right| \leq 1. \]

On defining
\[ \mathcal{L}_X = \mathcal{L} \cap \{ y : \min_i |y - X_i|_\infty \leq n^2 \}, \]
we see that
\[ \max_{y \in \mathbb{R}^d} \text{disc}(X, \chi, y) \leq \max_{y \in \mathcal{L}_X} \text{disc}(X, \chi, y) + 1 \]
for all signings \( \chi : X \to \{-1, +1\} \). This is precisely the conclusion of Phillips and Tai [2018b, Lemma 1].

This established, the positive definiteness and bounded diagonal entries of \( K_s \) and Phillips and Tai [2018b, Lemmas 2 and 3] imply that
\[ \text{disc}_{K_s} = O(\sqrt{d \log n}). \]

Given \( \varepsilon > 0 \), the halving algorithm can be applied to \( K_s \) as in Phillips and Tai [2018b, Corollary 5] to yield a coreset \( X_S \) of size \( m = O(\varepsilon^{-1} \sqrt{d \log \varepsilon^{-1}}) \) such that
\[ \| \frac{1}{n} \sum_{j=1}^{n} K_s(X_j, y) - \frac{1}{m} \sum_{j \in S} K_s(X_j, y) \|_\infty \leq \varepsilon. \]

Rescaling by \( h^{-d} \), we have
\[ \| \hat{f} - \hat{f}_S^{\text{unif}} \|_\infty = \| \frac{1}{n} \sum_{j=1}^{n} k_s(X_j, y) - \frac{1}{m} \sum_{j \in S} k_s(X_j, y) \|_\infty \leq \varepsilon h^{-d}. \]

Recall from Section B.2 that \( \hat{f} \) attains the minimax rate of estimation on \( \mathcal{P}_H(\beta, L) \). Thus setting \( \varepsilon = h^d n^{-\beta/(2\beta+d)} \) we get a coreset of size \( \tilde{O}_d(n^{\frac{2\beta+d}{2\beta+d}}) \) that attains the minimax rate \( c_{\beta,d,L} n^{-\beta/(2\beta+d)} \), as desired. Moreover, by the results of Phillips and Tai [2018b], this coreset can be constructed in polynomial time.

\[ \square \]
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