SLIT HOLOMORPHIC STOCHASTIC FLOWS AND GAUSSIAN FREE FIELD
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Abstract. It was realized recently that the chordal, radial and dipolar SLEs are special cases of a general slit holomorphic stochastic flow. We characterize those slit holomorphic stochastic flows which generate level lines of the Gaussian free field. In particular, we describe the modifications of the Gaussian free field (GFF) corresponding to the chordal and dipolar SLE with drifts. Finally, we develop a version of conformal field theory based on the background charge and Dirichlet boundary condition modifications of GFF and present martingale-observables for these types of SLEs.

1. Introduction

Close connections between the Schramm-Löwner evolution (SLE) and the Gaussian free field (GFF) were first discovered in [14, 15]. Works in which the connections were further investigated include [3, 7, 16, 18]. Naturally, these connections between SLE and CFT led to a new interpretation of SLE in terms of conformal field theory (CFT), which was given in [8, 9, 10, 11].

In the case of the chordal SLE(4), the relation with GFF is relatively easy to explain. Informally speaking, the random SLE(4) curve can be viewed as a ‘level line’ (or a ‘discontinuity line’) of the field

\[ \Phi(z) = u(z), \quad z \in \mathbb{H}. \]

Here \( \Phi \) denotes the Gaussian free field in the upper half-plane \( \mathbb{H} \) with the zero Dirichlet boundary conditions, and \( u \) is a harmonic function given in this case by \( u(z) = \sqrt{2} \arg z \).

A key ingredient in the proof of this result is the formula

\[ \frac{1}{2} d\langle u(w_t(z_1)), u(w_t(z_2)) \rangle. \]

where \( \{w_t\}_{t \geq 0} \) is the stochastic flow of the chordal SLE(4), and \( G_{\mathbb{H}}(z_1, z_2) \) is Green’s function in \( \mathbb{H} \). The formula (1) is sometimes referred to as Hadamard’s variational formula.

In [6], chordal, radial and dipolar SLE were realized as particular cases of the slit holomorphic stochastic flows. A normalized slit holomorphic stochastic flow is the solution to the Stratonovich stochastic differential equation

\[ \begin{cases} dw_t(z) = -b(w_t(z)) \, dt + \sqrt{\kappa} \sigma(w_t(z)) \, dB_t, \\ w_0(z) = z, \end{cases} \quad z \in \mathbb{H}, \]
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where $b$ is a semicomplete vector field of the form
\begin{equation}
    b(z) = -\frac{2}{z} - b_{-1} - b_0 z - b_1 z^2, \quad b_{-1}, b_0, b_1 \in \mathbb{R}, \tag{3}
\end{equation}
and $\sigma$ is a complete vector field
\begin{equation}
    \sigma(z) = -1 - \sigma_0 z - \sigma_1 z^2, \quad \sigma_0, \sigma_1 \in \mathbb{R}. \tag{4}
\end{equation}

In this paper we address the following problem: traces of which slit holomorphic stochastic flows can be regarded as ‘level lines’ of GFF modifications? The formula (1) plays an important role in answering this question.

In [15] and [16] it was essential that the function $u$ is bounded. We relax this condition, which allows us to consider chordal SLE curves with drift as level lines of a GFF modification with an unbounded $u$. In particular, we show that the field
\[ \tilde{\Phi}(z) = \Phi(z) + \alpha \sqrt{\frac{2}{\kappa}} \Im z + \sqrt{\frac{8}{\kappa}} \arg z \]
corresponds to the chordal SLE($\kappa$) driven by $\sqrt{\kappa} B_t + \alpha t$.

It may happen that one modification of GFF corresponds to several different slit holomorphic stochastic flows. We verify that the families of curves generated by such flows are indeed closely related to each other.

Acknowledgments. The authors would like to thank Alexey Tochin for the discussions on the subject of this paper.

2. Definitions

2.1. Slit holomorphic stochastic flows. Let the vector fields $b$ and $\sigma$ be as in (3) and (4), respectively, and let $\{w_t\}_{t \geq 0}$ denote the flow of (2). The flow $\{w_t\}_{t \geq 0}$ is called the slit holomorphic stochastic flow driven by $b$ and $\sigma$.

Some of the properties of slit holomorphic stochastic flows are listed below (see [6]):

(a) For $t \geq 0$, consider the random set
\[ H_t = \{z \in \mathbb{H} : w_s(z) \text{ is defined for } s \in [0, t]\}. \]
Then, for each $t \geq 0$, $H_t$ is a simply connected domain, and $w_t$ is a conformal isomorphism $w_t : H_t \to \mathbb{H}$. This $H_t$ is called the evolution domain of the flow $\{w_t\}_{t \geq 0}$ at the time $t$.

(b) Let $K_t = \mathbb{H} \setminus H_t$ for $t \geq 0$ ($K_t$ is the hull of the flow (2) at time $t$). Then the law of $K_t$ is locally absolutely continuous with respect to the law of SLE($\kappa$) hulls (see [6] Theorem 9 for the precise statement).

The remaining properties are consequences of the absolute continuity of laws.

(c) The hull $K_t$ is almost surely generated by a curve.

(d) Let $\gamma_t$ be the curve generating $K_t$. Then, with probability 1,

- if $0 \leq \kappa \leq 4$, $\gamma$ is a simple curve,
- if $4 < \kappa < 8$, $\gamma$ has self-intersections,
- if $\kappa \geq 8$, $\gamma$ is space-filling.
The chordal SLE can be obtained as a slit holomorphic stochastic flow with
\[ b_{-1} = b_0 = b_1 = \sigma_0 = \sigma_1 = 0. \]
After a conjugation with an appropriate conformal map, radial and dipolar SLE can also be treated as special cases of (2):

| SLE type  | \( b \)          | \( \sigma \)          |
|-----------|-------------------|------------------------|
| Chordal   | \(-\frac{2}{z}\)  | -1                     |
| Radial    | \(-\frac{2}{z} - \frac{z}{2}\) | \(-1 - \frac{1}{4}z^2\) |
| Dipolar   | \(-\frac{2}{z} + \frac{z}{2}\) | \(-1 + \frac{1}{4}z^2\) |

2.2. **Gaussian free field.** Let \( D \) be a simply connected hyperbolic domain in \( \mathbb{C} \), and let \( C_0^\infty(D) \) denote the space of test functions in \( D \). Recall that a (Schwartz) distribution on \( D \) is a continuous linear functional on \( C_0^\infty(D) \) (see [1] for details). Let \( A \) denote the area measure in \( D \). For \( p, q \in C_0^\infty(D) \), and let \((p, q)_{\mathcal{E}(D)}\) denote the inner product,

\[
(p, q)_{\mathcal{E}(D)} := \int_{D \times D} 2 G_D(z_1, z_2) p(z_1) q(z_2) dA(z_1) dA(z_2),
\]

where \( G_D \) denotes Green’s function in \( D \). The electrostatic potential energy of \( p \) in \( D \) is

\[
E(p) = \|p\|_{\mathcal{E}(D)}^2 = \sqrt{(p, p)_{\mathcal{E}(D)}}.
\]

An instance of the Gaussian free field (GFF) on \( D \) is a random Schwartz distribution \( \Phi_D \) on \( D \), such that for a test function \( p \in C_0^\infty(D) \), the image \((\Phi_D, p)\) is a Gaussian random variable with the zero mean and variance \( \|p\|_{\mathcal{E}(D)}^2 \). The law of GFF is the only probability law on the space of distributions such that for a test function \( p \in C_0^\infty(D) \) the random variable \((\Phi_D, p)\) is Gaussian with \( E(\Phi_D, p) = 0 \), and \( E(\Phi_D, p)^2 = \|p\|_{\mathcal{E}(D)}^2 \).

2.2.1. **Extension of GFF.** Let \( D_0 \) be a subdomain on \( D \), and let \( \Phi_{D_0} : C_0^\infty(D_0) \to L^2(\Omega, \mathbb{P}) \) be an instance of GFF on \( D_0 \) with zero boundary conditions. Then there exists a unique extension of \( \Phi_{D_0} \) to \( C_0^\infty(D) \)

\[
\tilde{\Phi}_{D_0} : C_0^\infty(D) \to L^2(\Omega, \mathbb{P}),
\]

such that for every \( p \in C_0^\infty(D) \), the random variable \((\tilde{\Phi}_{D_0}, p)\) is zero mean Gaussian and

\[
E(\Phi_{D_0}, p)^2 = \|p\|_{\mathcal{E}(D_0)}^2.
\]
Therefore, we can treat a Gaussian free field on a subdomain of \( D \) as a distribution on the whole of \( D \).
2.2.2. Modifications of GFF. Let \( u \) be a harmonic function in \( D \). In particular, \( u \) is continuous and \( u \in L^1_{\text{loc}}(D, \lambda) \). We can define the \textit{GFF with the mean} \( u \) as the sum
\[
\Phi_D = \Phi_D + u,
\]
so that it acts on test functions \( p \in C_0^\infty(D) \) according to the rule
\[
(\Phi_D, p) = (\Phi_D, p) + (u, p).
\]

If \( u \) is bounded, then by Fatou’s theorem it is the Poisson integral of a bounded measurable function \( u_\partial \) on \( \partial D \). In this case we can refer to \( \Phi_D \) as the Gaussian free field with Dirichlet boundary conditions \( u_\partial \).

If \( u \) is only bounded from above or from below, then the Herglotz representation theorem implies that it can be represented as the Poisson integral of a signed measure \( \mu_u \) on \( \partial D \).

Now, suppose \( D_0 \) is a simply connected subdomain of \( D \), and the Lebesgue measure of \( D \setminus D_0 \) is zero. Let \( \Phi_{D_0} = \Phi_{D_0} + u \) be a modification of GFF on \( D_0 \), and let \( p \in C_0^\infty(D) \).

Even though \( u \) is only defined on \( D_0 \), the integral
\[
(u, p) = \int_D u(z) p(z) \, dA(z)
\]
is still well-defined, hence \( \Phi_{D_0} \) can be treated as a random distribution on the whole of \( D \).

2.2.3. Pullbacks of distributions and conformal invariance of GFF. Let \( \phi : D_1 \to D_2 \) be a conformal isomorphism, and let \( \Psi \) be a distribution on \( D_2 \). The \textit{pullback} \( \Psi \circ \phi \) of \( \Psi \) with respect to \( \phi \) is the distribution on \( D_1 \) defined by the formula
\[
(\Psi \circ \phi, p) = (\Psi, ||(\phi^{-1})'|^2 p(\phi^{-1}))), \quad p \in C_0^\infty(D_1).
\]

If \( \Psi \) is an \( L^1_{\text{loc}}(D_2) \) function, then this definition corresponds to the change of variables in the formula
\[
\int_{D_1} \Psi(\phi(z)) p(z) \, dA(z) = \int_{D_2} \Psi(w) ||(\phi^{-1}(w))'|^2 p(\phi^{-1}(w)) \, dA(w).
\]

The Gaussian free field is \textit{conformally invariant}, meaning that \( \Phi_{D_2} \circ \phi \) has the same law as an instance of GFF in \( D_1 \).

2.3. Lie derivatives. Let \( v \) be a holomorphic vector field defined in a simply connected domain \( D \subseteq \mathbb{C} \) with a local flow \( \psi_t \). Suppose \( f \) is a non-random conformal field, i.e., an assignment of \( (f \parallel \phi) : \phi(U) \to \mathbb{C} \) to each local chart \( \phi : U \to \phi(U) \). The Lie derivative \( \mathcal{L}_v f \) of \( f \) is defined by
\[
\mathcal{L}_v f = \left. \frac{d}{dt} \right|_{t=0} f_t, \quad (f_t \parallel \text{id})(z) = (f \parallel \psi_t),
\]
where \( \text{id} \) is the identity chart of \( D \). If \( f = f_D \) is a non-random smooth \( (\lambda, \lambda) \)-differential in \( D \), then
\[
f_D = (h')^{-1}(h')^{-1} f_D \circ h,
\]
where \( h : D \to \tilde{D} \) is a conformal transformation from \( D \) onto another simply connected domain \( \tilde{D} \subseteq \mathbb{C} \). In this case, we have
\[
f_t(z) = (\psi_t'(z))^{\lambda}(\psi_t''(z))^{\lambda} f(\psi_t(z)).
\]
Thus Lie derivative \( \mathcal{L}_v f \) of a \( (\lambda, \lambda) \)-differential \( f \) is a differential:
\[
\mathcal{L}_v f = \left( v \partial + \bar{v} \bar{\partial} + \lambda v' + \lambda \bar{v}' \right) f.
\]
The formulas above can be generalized to \( n \) complex variables, simply by extending the definition of \( \mathcal{L}_v \). For example, if \( f = f(z_1, \ldots, z_n) \) is a \((\lambda_j, \lambda^*_j)\)-differential at \( z_j \) then

\[
\mathcal{L}_v f(z_1, \ldots, z_n) = \left( \sum_{k=1}^{n} v(z_k) \frac{\partial}{\partial z_k} + \sum_{k=1}^{n} \overline{v(z_k)} \frac{\partial}{\partial \overline{z_k}} + \lambda_j v'(z_j) + \lambda^*_j \overline{v'(z_j)} \right) f(z_1, \ldots, z_n).
\]

If \( f \) is a pre-pre-Schwarzian form of order \( \mu \), i.e., \( f_D = f_{\tilde{D}} \circ h + \mu \log h' \), then

\[
f_t(z) = f(\psi_t(z)) + \mu \log \psi_t'(z),
\]

and \( \mathcal{L}_v f \) becomes

\[
\mathcal{L}_v f = v \partial f + \mu v'.
\]

Let \( D \) be a simply connected domain in \( \mathbb{C} \) and consider the stochastic flow corresponding to

\[
\begin{cases}
dw_t(z) = -b(w_t(z)) \, dt + \sqrt{\kappa} \sigma(w_t(z)) \circ dB_t, \\
w_0(z) = z,
\end{cases}
\]

with holomorphic coefficients \( b, \sigma : D \to \mathbb{C} \). Let \( f \) be a (smooth) non-random conformal field in \( D \). We can write Itô’s formula in terms of the Lie derivatives as

\[
df(w_t(z)) = \left( -\mathcal{L}_b + \frac{\kappa}{2} \mathcal{L}_\sigma^2 \right) f(w_t(z)) + \sqrt{\kappa} \mathcal{L}_\sigma f(w_t(z)) \, dB_t,
\]

so that the infinitesimal generator of the diffusion (5) is expressed as

\[
\mathcal{A} = -\mathcal{L}_b + \frac{\kappa}{2} \mathcal{L}_\sigma^2,
\]

and the quadratic covariation is given by

\[
d(\langle f(w_t(z_1)), f(w_t(z_2)) \rangle) = \kappa \mathcal{L}_\sigma f(w_t(z_1)) \mathcal{L}_\sigma f(w_t(z_2)) \, dt, \quad z_1, z_2 \in D.
\]

Let \( \ell_n = -z^{n+1} \), \( n = -2, \ldots, 1 \), and let \( G_{\mathbb{H}}(z_1, z_2) \) be Green’s function in \( \mathbb{H} \),

\[
G_{\mathbb{H}}(z_1, z_2) = \log \left| \frac{z_1 - \overline{z_2}}{z_1 - z_2} \right|.
\]

Then,

\[
\mathcal{L}_{\ell_n} G_{\mathbb{H}}(z_1, z_2) = \text{Re} \left[ \frac{z_1^{n+1} - z_2^{n+1}}{z_1 - z_2} - \frac{z_1^{n+1} - z_2^{n+1}}{z_1 - z_2} \right].
\]

In particular, if \( b \) and \( \sigma \) have the form (3) and (4) respectively, then

\[
\mathcal{L}_b G_{\mathbb{H}}(z_1, z_2) = 4 \text{ Im} \frac{1}{z_1} \text{ Im} \frac{1}{z_2},
\]

and

\[
\mathcal{L}_\sigma G_{\mathbb{H}}(z_1, z_2) = 0.
\]

In fact, the vector field \( \sigma \) generates a flow of Möbius automorphisms of \( \mathbb{H} \), and therefore, (10) is a consequence of the invariance of \( G_{\mathbb{H}}(z_1, z_2) \) with respect to such automorphisms. Equation (9) is a special case of Hadamard’s formula, see [13].
3. Coupling of slit holomorphic stochastic flows and GFF

3.1. Coupling of GFF and chordal SLE. Let $X$ and $Y$ be two random variables, which can in principle be defined on two different probability spaces. A coupling of $X$ and $Y$ is a new probability space together with random variables $X'$ and $Y'$, such that $X'$ has the same law as $X$, and $Y'$ has the same law as $Y$. This definition can be easily extended to more general random objects. In particular, we study couplings of stochastic processes (namely, slit holomorphic stochastic flows) with random distributions (modifications of GFF).

Let $\tilde{\Phi}_H$ be a modification of the GFF in $\mathbb{H}$, and let $\{w_t\}_{t \geq 0}$ be a slit holomorphic stochastic flow in $\mathbb{H}$ with $\kappa \in (0, 4]$. Note that the Lebesgue measure of $\mathbb{H} \setminus w_t^{-1}(\mathbb{H})$ is almost surely zero for all $t \geq 0$.

Let $F_T$ denote the $\sigma$-algebra $\sigma\{w_s: s \in [0, T]\}$. We are interested in such couplings of $\{w_t\}_{t \geq 0}$ and $\tilde{\Phi}_H$ that have the following property

$$\text{Law}\left(\tilde{\Phi}_H \mid F_T\right) = \text{Law}(\tilde{\Phi}_H \circ w_T), \quad \text{for all } T > 0.$$  

Thus, for $p_1, p_2 \in C^\infty_0(\mathbb{H})$,

$$\mathbb{E}(\tilde{\Phi}_H, p_1) = \int_{H_T} u(w_T(z)) p_1(z) \, dA(z),$$

and

$$\text{Cov}\left(\tilde{\Phi}_H, p_1, \tilde{\Phi}_H, p_2\right) = \int_{H_T \times H_T} 2 G_{H_T}(z_1, z_2) p(z_1) p_2(z_2) \, dA(z_1) \, dA(z_2).$$

This property implies, in particular, that the curves generated by $\{w_t\}_{t \geq 0}$ can be viewed as ‘level lines’ of $\tilde{\Phi}_H$, see [15, 16]. For example, chordal SLE can be coupled with the GFF as follows, see [3, 15, 16].

Let $\Phi_H$ be a GFF with zero boundary conditions on $H_t$, independent of $B_t$, and let

$$u_t(z) = \sqrt{\frac{8}{\kappa}} \arg w_t(z) + \left(\sqrt{\frac{8}{\kappa}} - \sqrt{\frac{\kappa}{2}}\right) \arg w'_t(z).$$

Let

$$\tilde{\Phi}_H = \Phi_H + u_t.$$ 

Then for every real constant $T \geq 0$, given $F_T$, the laws of the random distributions $\tilde{\Phi}_H(\omega)$ and those of $\tilde{\Phi}_{H_T(\omega)}(\omega)$ coincide, hence (11) holds. Couplings of radial, chordal, dipolar and annulus SLE with various modifications of the GFF were studied in [7].
3.2. Hadamard’s formula and coupling. The following proposition states that a key ingredient for the existence of a coupling of a slit holomorphic stochastic flow and a modification of GFF $\Phi_{H_t} = \Phi_{H_t} + u_t$ that satisfies (11) is the relation
\[
dG_{H_t}(z_1, z_2) = -\frac{1}{2}d\langle (u_t(z_1), u_t(z_2)) \rangle.
\]
This equation is sometimes also called Hadamard’s formula because it describes variation of Green’s function, similarly to the formula derived in [5].

The proof of the proposition is mostly an adaptation from [15, 16].

**Proposition 1.** Let $\{w_t\}_{t \geq 0}$ be a normalized slit holomorphic stochastic flow in $\mathbb{H}$
\[
\begin{cases}
dw_t(z) = -b(w_t(z))dt + \sqrt{\kappa} \sigma(w_t(z)) dB_t, \\
w_0(z) = z, \quad z \in \mathbb{H}
\end{cases}
\]
with $\kappa \in (0, 4]$. Suppose $u$ is a positive harmonic function in $\mathbb{H}$ defining an imaginary part of a pre-pre-Schwarzian form of order $-2b$ by the rule
\[
u_t(z) = u(w_t(z)) - 2b \text{arg } w_t(z)
\]
such that
\[
\left(-\mathcal{L}_b + \frac{\kappa}{2} \mathcal{L}_o^2\right) u(z) = 0, \quad \text{for all } z \in \mathbb{H},
\]
and suppose $|u_t|$ is bounded by a continuous function not depending on $t$.

Let $\Phi_{\mathbb{H}}$ be a Gaussian free field independent of the process $B_t$. Denote $H_t := w_t^{-1}(\mathbb{H})$, $\tilde{\Phi}_{\mathbb{H}} := \Phi_{\mathbb{H}} + u$, $\tilde{\Phi}_{H_t} := \tilde{\Phi}_{\mathbb{H}} \circ w_t = \Phi_{H_t} + u_t$, $t \geq 0$.

Suppose that
\[
dG_{H_t}(z_1, z_2) = -\frac{1}{2}d\langle u_t(z_1), u_t(z_2) \rangle
\]
holds for all $t \geq 0$ with probability 1. Then for every $T \geq 0$, given $\mathcal{F}_T$, the random distributions $\tilde{\Phi}_{\mathbb{H}}(\omega)$ and $\tilde{\Phi}_{H_T}(\omega)$ have the same law, hence $\tilde{\Phi}_{H_T}(\omega)$ gives a coupling of GFF with $\{w_t\}_{t \geq 0}$ that satisfies (11).

The following two auxiliary results are used in the proof of the proposition.

**Lemma 1** (Conditional Fubini theorem, see e.g. [7] Theorem 1.1.8). Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space, and let $(S, \Sigma, \mu)$ be a $\sigma$-finite measure space. If
\[
F \in L^1(S \times \Omega, \Sigma \otimes \mathcal{F}, \mu \times \mathbb{P}),
\]
then
\[
\mathbb{E} \left( \left\| \int_S \mathbb{E} [F(s, \omega) \mid \mathcal{G}] \, d\mu(s) \right\| \right) < \infty,
\]
and
\[
\mathbb{E} \left( \int_S F(s, \cdot) \, d\mu(s) \mid \mathcal{G} \right) = \int_S \mathbb{E} [F(s, \cdot) \mid \mathcal{G}] \, d\mu(s) \quad \text{a.s.}
\]

**Lemma 2** (weighted averages of martingales). Let for each $z \in D$, $u_t(z)$ be a continuous martingale with respect to the filtration $\{\mathcal{F}_t\}_{t \geq 0}$, and let for each $t \geq 0$, $E|u_t(z)| \in L_{\text{loc}}^1(D)$ as a function of $z$. Then, for every $p \in C_0^\infty(D)$, the weighted average
\[
M_t(\omega) := \int_D u_t(z) p(z) \, dA(z)
\]
is a martingale.

For a given \( \omega_0 \in \Omega, t \mapsto M_t(\omega_0) \) is continuous at \( t_0 \) if there exists a function \( U \in L^1_{\text{loc}}(D) \) such that
\[
|u_t(z, \omega_0)| \leq U(z) \quad \text{for all } t \in (t_0 - \epsilon, t_0 + \epsilon),
\]
or, alternatively, that \( u_t(z) \) is continuous at \( t_0 \) in the local uniform topology.

**Proof.** Let \( p \in C_0^\infty(D) \). Then \( \mathbb{E}|u_t(z) p(z)| < \infty \), so that \( u_t(z) p(z) \in L^1(D \times \Omega, A \times \mathbb{P}) \), and by the conditional Fubini theorem, for \( 0 \leq s \leq t < \infty \),
\[
\mathbb{E}[M_t|\mathcal{F}_s] = \int_D \mathbb{E}[u_t(z) | \mathcal{F}_s] p(z) dA(z) = M_s \quad \text{a.s.,}
\]
and
\[
\mathbb{E}|M_t| \leq \int_D \mathbb{E}|u_t(z)| |p(z)| dA(z) < \infty.
\]

If \( u_t(z) \) is bounded by an \( L^1_{\text{loc}}(D) \)-function \( U(z) \) for \( t \in (t_0 - \epsilon, t_0 + \epsilon) \), then continuity at \( t_0 \) follows from the dominated convergence theorem.

**Proof of Proposition 7** For every fixed \( z \in \mathbb{H} \), \( u_t(z) \) is defined for all \( t \in [0, +\infty) \) with probability 1. On the remaining event of probability zero we can define \( w_t(z) \) arbitrarily.

The process \( u_t(z) \) is a continuous martingale. Indeed, it is a continuous local martingale by the Itô calculus, moreover, it is bounded, hence a martingale. Since \( u_t(z) \) satisfies the assumptions of Lemma 2, the process \( (u_t, p) \) is a continuous martingale for every \( p \in C_0^\infty(\mathbb{H}) \).

The quadratic variation of the continuous local martingale \( (u_t, p) \) is a unique adapted continuous process \( \langle (u_t, p) \rangle \) of bounded variation satisfying
\[
\langle (u_0, p) \rangle = 0 \quad \text{a.s.,}
\]
and such that
\[
(u_t, p)^2 - \langle (u_t, p) \rangle
\]
is a continuous local martingale, see e.g., [12, Problem 5.17].

Consider
\[
M_t(z_1, z_2) := u_t(z_1) u_t(z_2) + 2 G_{H_t}(z_1, z_2), \quad z_1, z_2 \in \mathbb{H}.
\]
By the Itô calculus and [13], \( M_t(z_1, z_2) \) is a continuous local martingale for each pair \( z_1, z_2 \in \mathbb{H}, z_1 \neq z_2 \). Moreover, \( u_t(z_1) u_t(z_2) \) is bounded uniformly for all \( t \geq 0 \), and \( G_{H_t}(z_1, z_2) \) is non-increasing by monotonicity of Green’s function. Hence, \( M_t(z_1, z_2) \) is uniformly bounded, and is in fact, a martingale for each \( z_1, z_2 \in \mathbb{H}, z_1 \neq z_2 \).

We can apply Lemma 2 twice, and see that
\[
\int_{\mathbb{H} \times \mathbb{H}} M_t(z_1, z_2) p(z_1) p(z_2) dA(z_1) dA(z_2)
\]
\[
= (u_t, p)^2 + \int_{\mathbb{H} \times \mathbb{H}} 2 G_{H_t}(z_1, z_2) p(z_1) p(z_2) dA(z_1) dA(z_2)
\]
\[
= (u_t, p)^2 + \|p\|_{E(H_t)}^2,
\]
is a continuous martingale.
Let us denote $E_t = \|p\|_{\mathcal{E}(H_t)}^2$. By monotonicity of Green’s function, the process $E_0 - E_t$ is monotonically increasing, and hence, is of bounded variation. Trivially, it satisfies (14), and by the argument above, it also satisfies (15), therefore, we can conclude that

$$\langle (u_t, p) \rangle = E_0 - E_t.$$

Let $\tau_t := \inf\{s : E_0 - E_s = t\}$. By Lévy’s characterization of Brownian motion, the process $(u_{\tau_t}, p)$ is a standard Brownian motion started at $(u, p)$. Therefore, $(u_{\tau_t}, p) \sim \mathcal{N}((u, p), t)$. Consequently, for $T \geq 0$, the conditional law of $(u_T, p)$ with respect to the sigma-algebra $G = \sigma\{E_s : 0 \leq s \leq T\}$ is $\mathcal{N}((u, p), E_0 - E_T)$.

Now, given $G$, the random variables $(\Phi_{H_T}, p)$ and $(u_T, p)$ are conditionally independent for $p \in C_0^\infty(H)$. Given $G$, their conditional laws are $(\Phi_{H_T}, p) \sim \mathcal{N}(0, E_T)$, $(u_{H_T}, p) \sim \mathcal{N}((u, p), E_0 - E_T)$, hence their sum has the law $(\tilde{\Phi}_{H_T}, p) \sim \mathcal{N}(\mathcal{N}(u, p), E_0)$.

Thus, $\tilde{\Phi}_{H_T}$ has the same law as $\tilde{\Phi}_{H}$, and the proposition is proved.

4. Slit holomorphic flows that admit coupling with GFF

It is natural to ask for which slit holomorphic stochastic flows it is possible to find a harmonic function $u$ satisfying the assumptions of Proposition 1.

4.1. Existence of $u$.

**Lemma 3.** Let $\{w_t\}_{t \geq 0}$ be a normalized slit holomorphic stochastic flow in $H$

$$\begin{cases}
dw_t(z) = -b(w_t(z)) \, dt + \sqrt{\kappa} \sigma(w_t(z)) \circ dB_t, \\
w_0(z) = z, \quad z \in H.
\end{cases}$$

There exists a harmonic function $u$ as an imaginary part of a pre-pre-Schwarzian form $u_t$ of order $-2b$ defined as in Proposition 1 satisfying the conditions

$$(-L_b + \frac{\kappa}{2} L_\sigma^2) u_0(z) = 0, \quad \text{for all } z \in H$$

and

$$dG_{H_t}(z_1, z_2) = -\frac{1}{2} d\langle (u_t(z_1), u_t(z_2)) \rangle$$

if and only if there exist some constants $\alpha, \beta \in \mathbb{R}$ such that

$$b(z) = -\sqrt{\kappa} \sigma(z) (\sqrt{\kappa} \sigma(z) + \beta z^2) - b \sqrt{2\kappa} z^2 (b'(z) \sigma(z) - b(z) \sigma'(z))$$

for all $z \in H$.

In that case, $u$ is given by

$$u(z) = -\sqrt{\frac{2}{\kappa}} \text{Im} \int \frac{2 + \alpha z}{z \sigma(z)} \, dz + 2b \text{ arg} \sigma(z).$$
Proof. Suppose that such a function $u$ exists. By (7), (9) and (10), we have that
\[
dG_{H_t}(z_1, z_2) = \left(-L_b + \frac{\kappa}{2} L^2_\sigma\right) G_{H_t}(w_t(z_1), w_t(z_2)) dt + \sqrt{\kappa} \mathcal{L}_\sigma G_{H_t}(w_t(z_1), w_t(z_2)) \circ dB_t
\]
\[= -4 \Im \frac{1}{w_t(z_1)} \Im \frac{1}{w_t(z_2)}.\]
By (8),
\[-\frac{1}{2} d\langle (u_t(z_1), u_t(z_2)) \rangle = -\frac{\kappa}{2} \mathcal{L}_\sigma u(w_t(z_1)) \mathcal{L}_\sigma u(w_t(z_2)),\]
and we rewrite (18) as
\[-4 \Im \frac{1}{w_t(z_1)} \Im \frac{1}{w_t(z_2)} = -\frac{\kappa}{2} \mathcal{L}_\sigma u(w_t(z_1)) \mathcal{L}_\sigma u(w_t(z_2)).\]
Then in the upper half-plane uniformization, we have
\[\pm \Im \frac{2}{z} = \sqrt{\frac{\kappa}{2}} \mathcal{L}_\sigma u(z),\]
where the sign choice depends on normalization of the vector field $b$. In the forward case we choose
\[-\Im \frac{2}{z} = \sqrt{\frac{\kappa}{2}} \mathcal{L}_\sigma u(z).\]
Let $u_+$ be a holomorphic pre-pre-Schwarzian form of order $-2b$ such that $u = \Im u^+$. Then in the upper half-plane uniformization
\[-\Im \frac{2}{z} = \sqrt{\frac{\kappa}{2}} \mathcal{L}_\sigma u^+(z),\]
and
\[-\frac{2}{z} = \sqrt{\frac{\kappa}{2}} \left(\sigma(z)(u^+)'(z) - 2b \sigma'(z)\right) + \alpha,\]
for some real constant $\alpha$, and (20) follows.
Now, to make sure that (17) is satisfied, we calculate
\[\mathcal{L}_\sigma^2 u(z) = 2 \sqrt{\frac{2}{\kappa}} \Im \frac{\sigma(z)}{z^2}.\]
Here, we use the fact that Lie derivative of a pre-pre-Schwarzian form is a $(0, 0)$-differential. Also we calculate
\[\mathcal{L}_b u(z) = -\sqrt{\frac{2}{\kappa}} \Im \left[ b(z) \frac{2 + \alpha z}{z \sigma(z)} \right] + 2b \Im \left[ \frac{b(z) \sigma'(z) - b'(z) \sigma(z)}{\sigma(z)} \right].\]
Thus we have
\[\left(-L_b + \frac{\kappa}{2} L^2_\sigma\right) u(z) = \Im \left[ \sqrt{\frac{2}{\kappa}} b(z) \frac{2 + \alpha z}{z \sigma(z)} + \sqrt{2 \kappa} \frac{\sigma(z)}{z^2} + 2b \frac{b'(z) \sigma(z) - b(z) \sigma'(z)}{\sigma(z)} \right],\]
and condition (17) can be reformulated as
\[\sqrt{\frac{2}{\kappa}} b(z) \frac{2 + \alpha z}{z \sigma(z)} + \sqrt{2 \kappa} \frac{\sigma(z)}{z^2} + 2b \frac{b'(z) \sigma(z) - b(z) \sigma'(z)}{\sigma(z)} = -\sqrt{2} \beta,\]
for some real constant $\beta$, and (19) follows.
Lemma 4. Let

\[ b(z) = -\left(\frac{2}{z} + b_{-1} + b_0 z + b_1 z^2\right), \quad \sigma(z) = -(1 + \sigma_0 z + \sigma_1 z^2). \]

Then relation (19) holds for all \( z \in \mathbb{H} \) if and only if \( b = \sqrt{\kappa/8} - \sqrt{2/\kappa} \) and

\[
\begin{cases}
  b_{-1} = -\alpha + 4\sigma_0, \\
  (2\alpha + (\kappa - 4)\sigma_0)b_{-1} - (\kappa - 8)b_0 = -2\beta\sqrt{\kappa} + 2\kappa\sigma_0^2 - 2\kappa\sigma_1 + 24\sigma_1, \\
  (\kappa - 4)\sigma_1 b_{-1} + \alpha b_0 - (\kappa - 6)b_1 = -\beta\sqrt{\kappa}\sigma_0 + 2\kappa\sigma_0\sigma_1, \\
  (\kappa - 4)\sigma_1 b_0 - ((\kappa - 4)\sigma_0 - 2\alpha)b_1 = -2\beta\sqrt{\kappa} + 2\kappa\sigma_1\sigma_1.
\end{cases}
\]

Proof. After substituting (21) in (19) and multiplying both sides by \( z(\alpha z + 2) \), we equate the coefficients at powers of \( z \) and arrive at the relations above. \( \square \)

Let \( a = \sqrt{2/\kappa} \) and \( b = \sqrt{\kappa/8} - \sqrt{2/\kappa} \).

Proposition 2. Up to a conjugation with a conformal isomorphism, there are only the following four slit holomorphic stochastic flows in \( \mathbb{H} \) admitting the coupling with the Dirichlet modifications of the GFF satisfying (11):

(a) Chordal SLE with drift \( \alpha \), \( \alpha \in \mathbb{R} \)

\[
b(z) = -\frac{2}{z} + \alpha, \quad \sigma(z) = -1,
\]

\[
u(z) = 2\alpha \arg z + \alpha \Im z;
\]

(b) The parabolic (\( \sigma(z) = -1 \)) family with \( \alpha = 0 \)

\[
b(z) = -\frac{2}{z} - \frac{2\beta\sqrt{\kappa}}{\kappa - 8} z, \quad \beta \in \mathbb{R},
\]

\[
u(z) = 2\alpha \arg z;
\]

(c) Dipolar SLE with drift \( \alpha \), \( \alpha \in \mathbb{R} \)

\[
b(z) = -\frac{2}{z} + \alpha + \frac{z}{2} - \frac{\alpha}{4} z^2, \quad \sigma(z) = -1 + \frac{1}{4} z^2,
\]

\[
u(z) = 2\alpha \arg z + (2b - a(1 + \alpha)) \arg(2 - z) + (2b - a(1 - \alpha)) \arg(2 + z);
\]

(d) The hyperbolic (\( \sigma(z) = -1 + \frac{1}{4} z^2 \)) family with \( \alpha = \pm(\kappa - 6)/2 \)

\[
b(z) = -\frac{2 z}{z} + \frac{\kappa - 6}{2} - \left(\frac{3 - \kappa}{\kappa - 8} + \frac{2\beta\sqrt{\kappa}}{\kappa - 8}\right) z \pm \frac{1}{8} \left(\kappa - 2 - \frac{8\beta\sqrt{\kappa}}{\kappa - 8}\right) z^2, \quad \beta \in \mathbb{R}
\]

\[
u(z) = (\kappa - 6)a \arg(2 \pm z) + 2a \arg z.
\]

(e) Radial SLE, \( \kappa = 6 \), with drift \( \alpha \), \( \alpha \in \mathbb{R} \),

\[
b(z) = -\frac{2}{z} + \alpha - \frac{z}{2} + \frac{\alpha}{4} z^2, \quad \sigma(z) = -1 - \frac{1}{4} z^2,
\]

\[
u(z) = -\alpha \sqrt{\frac{1}{3} \log \frac{z - 2i}{z + 2i}} + \sqrt{\frac{4}{3}} \arg z.
\]
Proof. We want to find all possible combinations of \( b \) and \( \sigma \) such that (19) is satisfied.

We identify flows that differ by a conjugation with an automorphism of \( \mathbb{H} \). Let \( \{w_t\}_{t \geq 0} \) be the flow of

\[
\begin{align*}
    dw_t(z) &= -b(w_t(z)) \, dt + \sqrt{\kappa} \sigma(w_t(z)) \, dB_t, \\
    w_0(z) &= z, \quad z \in \mathbb{H}.
\end{align*}
\]

If \( \phi : \mathbb{H} \to \mathbb{H} \) is a conformal automorphism of the upper half-plane, then the flow \( \{\tilde{w}_t := \phi \circ w_t \circ \phi^{-1}\}_{t \geq 0} \) satisfies

\[
\begin{align*}
    d\tilde{w}_t(z) &= -\phi_* b(\tilde{w}_t(z)) \, dt + \sqrt{\kappa} \phi_* \sigma(\tilde{w}_t(z)) \, dB_t, \\
    \tilde{w}_0(z) &= z, \quad z \in \mathbb{H},
\end{align*}
\]

with \( \phi_* \) denoting the push-forward of vector fields, e.g.,

\[
\phi_* \sigma(z) = \frac{1}{(\phi^{-1})'(z)} \sigma(\phi^{-1}(z)).
\]

We can define an equivalence relation on the set of normalized complete fields by letting \( \sigma \sim \tilde{\sigma} \) if there exists an automorphism \( \phi : \mathbb{H} \to \mathbb{H} \) such that \( \sigma = \phi \tilde{\sigma} \). This equivalence relation partitions the set of \( \sigma \)'s into three equivalence classes, and it suffices to work with one representative in each class:

(i) \( \sigma(z) = -1 \) (parabolic, as in the chordal SLE),
(ii) \( \sigma(z) = -1 + \frac{1}{4} z^2 \) (hyperbolic, as in the dipolar SLE).
(iii) \( \sigma(z) = -1 - \frac{1}{4} z^2 \) (elliptic, as in the radial SLE).

Next, for each of these three vector fields \( \sigma \) we apply Lemma 4 to determine vector fields \( b \) such that (19) is satisfied. We simultaneously calculate the harmonic functions \( u \) using (20). For each of these three vector fields \( \sigma \), we have \( \sigma_0 = 0 \) and therefore, the system (22) becomes \( b_{-1} = -\alpha \) and

\[
\begin{align*}
    (\kappa - 8)b_0 &= -2\alpha^2 + 2\beta \sqrt{\kappa} + (2\kappa - 24)\sigma_1, \\
    \alpha b_0 - (\kappa - 6)b_1 &= \sigma_1(\kappa - 4)\alpha, \\
    (\kappa - 4)\sigma_1 b_0 + 2\alpha b_1 &= (-2\beta \sqrt{\kappa} + 2\kappa \sigma_1)\sigma_1.
\end{align*}
\]

In the parabolic case, we have \( \sigma_1 = 0 \) and therefore, the system (23) becomes

\[
\begin{align*}
    (\kappa - 8)b_0 &= -2\alpha^2 + 2\beta \sqrt{\kappa}, \\
    \alpha b_0 - (\kappa - 6)b_1 &= 0, \\
    \alpha b_1 &= 0.
\end{align*}
\]

(Case 1) If \( \alpha \neq 0 \), then \( b_0 = b_1 = 0 \) and \( \beta = \alpha^2 / \sqrt{\kappa} \). This solution gives (22).
(Case 2) If \( \alpha = 0 \), then \( b_0 = 2\beta \sqrt{\kappa} / (\kappa - 8) \) and \( b_1 = 0 \) unless \( \kappa = 6 \) or 8. This solution gives (13). When \( \kappa = 6 \), then \( b_1 \) can be arbitrary. When \( \kappa = 8 \) and \( \beta = 0 \), then \( b_0 \) can be arbitrary.

In the hyperbolic case, we have \( \sigma_1 = -1/4 \) and therefore, the system (23) becomes

\[
\begin{align*}
    (\kappa - 8)b_0 &= -2\alpha^2 + 2\beta \sqrt{\kappa} - \kappa/2 + 6, \\
    \alpha b_0 - (\kappa - 6)b_1 &= (1 - \kappa/4)\alpha, \\
    (1 - \kappa/4)b_0 + 2\alpha b_1 &= \beta \sqrt{\kappa}/2 + \kappa/8.
\end{align*}
\]
If the solution \((b_0, b_1)\) to the first two linear equations is substituted into the last one, it becomes
\[
\frac{(1 - \alpha^2 + \beta \sqrt{\kappa})(4\alpha^2 - (\kappa - 6)^2)}{\kappa - 8)(\kappa - 6)} = 0.
\]

(Case 3) If \(1 - \alpha^2 + \beta \sqrt{\kappa} = 0\), then we have \((b_0, b_1) = (-1/2, \alpha/4)\). This solution gives (c).

(Case 4) If \(\alpha = \pm(\kappa - 6)/2\), then we have
\[
b_0 = \frac{3 - \kappa}{2} + \frac{2\beta \sqrt{\kappa}}{\kappa - 8}, \quad b_1 = \frac{1}{8} \left(\kappa - 2 - \frac{8\beta \sqrt{\kappa}}{\kappa - 8}\right).
\]
This solution gives (d).

In the elliptic case, we have \(\sigma_1 = 1/4\) and therefore, the system (23) becomes
\[
\begin{cases}
(\kappa - 8) b_0 = -2\alpha^2 + 2\beta \sqrt{\kappa} + \kappa/2 - 6, \\
\alpha b_0 - (\kappa - 6) b_1 = (\kappa/4 - 1)\alpha, \\
(\kappa/4 - 1) b_0 + 2\alpha b_1 = -\beta \sqrt{\kappa}/2 + \kappa/8.
\end{cases}
\]
If the solution \((b_0, b_1)\) to the first two linear equations is substituted into the last one, it becomes
\[
\frac{(1 + \alpha^2 - \beta \sqrt{\kappa})(4\alpha^2 + (\kappa - 6)^2)}{\kappa - 8)(\kappa - 6)} = 0.
\]

(Case 5) Since \(\alpha\) is real, we have \(\beta = (1 + \alpha^2)/\sqrt{\kappa}\). Therefore, there is only one solution
\[
b(z) = -\frac{2}{z} + \alpha - \frac{z}{2} + \alpha \frac{z^2}{4}.
\]
In this case,
\[
u(z) = -\alpha \sqrt{\frac{8}{\kappa}} \text{Im arctan} \frac{2}{z} + \sqrt{\frac{8}{\kappa}} \text{arg} z + \frac{\kappa - 6}{\sqrt{2\kappa}} \text{arg}(4 + z^2)
\]
\[
= -\alpha \sqrt{\frac{2}{\kappa}} \log \left| \frac{z - 2i}{z + 2i} \right| + \sqrt{\frac{8}{\kappa}} \text{arg} z + \frac{\kappa - 6}{\sqrt{2\kappa}} \text{arg}(4 + z^2).
\]
However, the branch of \(\text{arg}(4 + z^2)\) cannot be chosen in such a way that \(u\) is continuous in the whole upper half-plane unless \(\kappa = 6\), therefore, we cannot apply Proposition (1). The choice \(\kappa = 6\) leads to the radial SLE(6) with drift (e).

To ensure that \(u_t(z)\) in (13) is bounded by a continuous function uniformly with respect to \(t\), we note that
\[
d \text{Im} w_t(z) = -2 \frac{\text{Im} w_t(z)}{|w_t(z)|^2} dt,
\]
that is, \(\text{Im} w_t(z)\) is a decreasing function. Thus, \(|u_t(z)| \leq \alpha a \text{Im} z + 2a\pi\), and we can apply Proposition (1).

In each of the cases (b, c, e), the function \(u_t(z)\) is bounded by a constant, so that Proposition (1) can be applied as well. □

Remark. The cases (b, c, and e) correspond, respectively, to the chordal, dipolar, and radial SLE\(_\kappa\) (in the last case \(\kappa = 6\)) driven by \(\sqrt{\kappa}B_t + \alpha t\) (Brownian motion with drift). In the next two sections, we implement conformal field theory of chordal and dipolar SLE\(_\kappa\).
The case (b) was mentioned in [6], and when $\kappa = 4$ the curves generated by this flow have the same law as the chordal SLE$(4)$ stopped at the time $1/(4\beta)$.

5. CFT of chordal SLE with drift

In this section, we study certain martingale-observables of the chordal SLE with drift, see item (a), Proposition 2 by means of a version of conformal field theory with the Dirichlet boundary conditions in which the Fock space fields are constructed by a special background charge modification of GFF $\Phi = \Phi_{(0)}$ with the Dirichlet boundary conditions.

5.1. Modifications of Gaussian free field. Given a simply connected hyperbolic domain $D$ with a marked point $q \in \partial D$, let us consider a (non-unique) conformal map $w: (D, q) \to (\mathbb{H}, \infty)$. For a real parameter $b$, $\Phi_{(b)}$ stands for a background charge modification of $\Phi_{(0)}$ by

$$\Phi_{(b)} = \Phi_{(0)} - 2b \arg w',$$

see [9, Section 10.1], where we interchanged $b = b$ in order to be compatible with the previous text. The current field $J_{(b)} = \partial \Phi_{(b)}$ is a pre-Schwarzian form of order $ib$, i.e., $J_{(b)} = J_{(0)} + ib w''/w'$. The field $\Phi_{(b)}$ has a stress tensor, and the Virasoro field is given by $T_{(b)} = -\frac{1}{2} J \ast J + ib \partial J$. The central charge of $\Phi_{(b)}$ is $c = 1 - 12b^2$.

Let $a = \sqrt{2}/\kappa$ and $b = \sqrt{\kappa}/8 - \sqrt{2}/\kappa$. For $u = \alpha a \Im w$, we define a further modification $\Phi_{(b, u)}$ of $\Phi_{(b)}$ by

$$\Phi_{(b, u)} = \Phi_{(b)} + u, \quad J_{(b, u)} = \partial \Phi_{(b, u)}, \quad T_{(b, u)} = T_{(b)} - (\partial u)J_{(b)} + i b \partial^2 u - \frac{1}{2}(\partial u)^2$$

as in [9 Proposition 10.5]. This proposition also says that the vertex fields $V_{(b, u)} = e^{\alpha a \Phi_{(b, u)}}$ with $2a(a + b) = 1$ produce degenerate level two singular vectors. In a similar way, the OPE exponentials $V_{(b, u)}^{ia}$ of $\Phi_{(b, u)}(\cdot, q)$ produce degenerate level two singular vectors

$$T \ast V_{ia}^{ia} = \frac{1}{2 a^2} \partial^2 V_{(b, u)}^{ia},$$

where $T = T_{(b, u)}$. Alternatively, this can be shown by using the action of the Virasoro generators $L_n$, see [9 Section 7.4], and the current generators $J_n$, see [9 Section 11.1]. The field $V_{(b, u)}^{ia}$ is a current primary holomorphic field of charge $q = a$. The OPE exponential $V_{(b, u)}^{ia}$ can be defined as a differential of conformal dimension $\lambda = (6 - \kappa)/(2\kappa)$ at $z$, and

$$V_{(b, u)}^{ia}(z) = e^{\frac{1}{2} a a^2 z} e^{\partial \Phi_{(b, u)}^+(z, q)}$$

in the $\mathbb{H}$-uniformization.

5.2. Connection to the chordal SLE with drift. Let $p \in \partial D, p \neq q$. Denote

$$\hat{E}[\mathcal{X}] := \frac{E[V_{(b, u)}^{ia} \mathcal{X}]}{E[V_{(b, u)}^{ia}]} = E[e^{\partial \Phi_{(0)}^+(p, q)} \mathcal{X}],$$

where $\mathcal{X}$ is a Fock space functional/field. The insertion of $e^{\partial \Phi_{(0)}^+(p, q)} = V_{(b, u)}/EV_{(b, u)}^{ia}$ is an operator $\mathcal{X} \mapsto \hat{X}$ defined on the Fock space functionals/fields. It is a linear operator commuting with the differential operators $\partial, \bar{\partial}$ and preserving Wick’s product. For
example, with \( u = \alpha a \operatorname{Im} w \),
\[
\widehat{\Phi}_{(b,u)} = \Phi_{(b,u)} + 2a \arg w = \Phi_{(b)} + \alpha a \operatorname{Im} w + 2a \arg w.
\]

The connection between the conformal field theory and the chordal SLE ([9, Proposition 14.3]) can be extended to the SLE with drift. Let \( g_t \) be the one-parameter family of Löwner maps driven by \( \xi_t = \sqrt{\kappa}B_t + \alpha t \):
\[
\partial_t g_t(z) = \frac{2}{g_t(z) - \xi_t},
\]
where \( B_t \) is a standard Brownian motion starting from 0, and \( g_0 : (D, p, q) \to (\mathbb{H}, 0, \infty) \) is a given conformal map. Denote by \( \mathcal{SLE}_{\alpha}(\kappa) \) the Löwner evolution driven by \( \xi_t = \sqrt{\kappa}B_t + \alpha t \).

Let
\[
D_t := \{ z \in D : \tau_z > t \},
\]
where \( \tau_z \) is the first time when the solution \( g_t(z) \) to the Löwner equation does not exist.

The \( \mathcal{SLE}_{\alpha}(\kappa) \) curve \( \gamma \) is defined by
\[
\gamma_t = \lim_{z \to \xi_t} g_t^{-1}(z + \xi_t).
\]
Then for each \( t, w_t := g_t - \xi_t \) is a well-defined random conformal map from \( (D_t, \gamma_t, q) \) onto \( (\mathbb{H}, 0, \infty) \).

Denote by \( \mathcal{F}_{(b,u)} \) the OPE family of \( \Phi_{(b,u)} \) with \( u = \alpha a \operatorname{Im} w \). We call a non-random field \( M \) a martingale-observable for \( \mathcal{SLE}_{\alpha}(\kappa) \) if the process
\[
M_t(z_1, \cdots, z_n) = M_{D_t, \gamma_t, q}(z_1, \cdots, z_n)
\]
is a local martingale on SLE probability space. Of course, it is stopped when for any of \( z_j \)'s there exits \( D_t \).

**Theorem 1.** If \( X_j \in \mathcal{F}_{(b,u)} (u = \alpha a \operatorname{Im} w) \), then the non-random fields
\[
M(z_1, \cdots, z_n) = \widehat{\mathcal{E}}[X_1(z_1) \cdots X_n(z_n)]
\]
are martingale-observables for the chordal \( \mathcal{SLE}_{\alpha}(\kappa) \) with drift.

**Proof.** Let \( \xi \in \mathbb{R} \), and let \( V \equiv V_{(b,u)}^{\alpha a} \). We have
\[
\mathbb{E}[V(\xi)] = e^{\frac{1}{2} \alpha a^2 \xi}
\]
in the \( \mathbb{H} \)-uniformization, It follows from Ward’s equation that
\[
\mathbb{E}[T * V(\xi)X] = \mathbb{E}[T(\xi)] \mathbb{E}[V(\xi)X] + \mathbb{E}[\mathcal{L}_{v_\xi} V(\xi)X],
\]
for \( X = X_1(z_1) \cdots X_n(z_n), X \in \mathcal{F}_{(b,u)}, \) where \( v_\xi(z) = 1/(\xi - z) \). In the \( \mathbb{H} \)-uniformization, we have
\[
\mathbb{E}[T(\xi)] = -\frac{1}{2}(\partial u)^2 = \frac{\alpha^2 a^2}{8}.
\]
Let
\[
R_\xi \equiv \widehat{\mathcal{E}}[X] := \frac{\mathbb{E}[V(\xi)X]}{\mathbb{E}[V(\xi)]} = \mathbb{E}[e^{\partial \xi \Phi_{(b)}(\xi, q)}X] = e^{-\frac{1}{2} \alpha a^2 \xi} \mathbb{E}[V(\xi)X].
\]
Then we obtain
\[
\partial_\xi R_\xi = -\frac{1}{2} \alpha a^2 R_\xi + e^{-\frac{1}{2} \alpha a^2 \xi} \mathbb{E}[\partial_\xi V(\xi)X],
\]
and
\[
\partial_\xi^2 R_\xi = \left( \frac{1}{2} \alpha a^2 \right)^2 R_\xi - \alpha a^2 e^{-\frac{1}{2} a^2} \mathbb{E}[\partial_\xi V(\xi)X] + e^{-\frac{1}{2} a^2} \mathbb{E}[\partial_\xi^2 V(\xi)X].
\]

By the level two degeneracy equation (24) for \( V \), we arrive at
\[
\frac{1}{2a^2} \partial_\xi^2 R_\xi = \mathbb{E}[T(\xi)] R_\xi - \frac{1}{2} \alpha (\partial_\xi R_\xi + \frac{1}{2} \alpha a^2 R_\xi) + e^{-\frac{1}{2} a^2} \mathbb{E}[T_0 V(\xi)X].
\]

It follows from (25) and (26), that
\[\frac{1}{2a^2} \partial_\xi^2 \tilde{\xi}[X] = -\frac{1}{2} \alpha \partial_\xi \tilde{\xi}[X] + \tilde{\xi}[\mathcal{L}_{v\xi} X].\]

This is the BPZ-Cardy equation for conformal field theory of the chordal SLE\(\alpha(\kappa)\).

Now the process \( M_t := M_{D,\gamma,q} \) is represented in terms of \( R_\xi, \xi_t, \) and \( g_t \):
\[
M_t = m(\xi_t, t), \quad m(\xi, t) = (R_\xi \| g_t^{-1}).
\]

By Itô’s formula we have
\[
dM_t = \partial_\xi \bigg|_{\xi = \xi_t} m(\xi, t) (\sqrt{\kappa} dB_t + \alpha dt) + \frac{\kappa}{2} \partial_\xi^2 \bigg|_{\xi = \xi_t} m(\xi, t) dt + L_t dt,
\]
where
\[L_t := \frac{d}{ds} \bigg|_{s=0} (R_\xi \| g_t^{-1}).\]

As in the chordal SLE without drift, we have \( L_t = -2(\mathcal{L}_{v\xi} R_\xi \| g_t^{-1}) \). By the BPZ-Cardy equation, we have
\[
L_t = -\frac{1}{a^2} (\partial_\xi^2 \| g_t^{-1}) - \alpha (\partial_\xi \| g_t^{-1}) - \alpha (\partial_\xi \| g_t^{-1})^{-1},
\]
and thus, \( dM_t \) has a vanishing drift term. \( \square \)

Remark. A physical interpretation of the boundary condition changing operator will be given later, see the last remark in Subsection 6.2.

6. CFT OF DIPOLAR SLE WITH DRIFT

This part of the paper was inspired by analogous reasonings in [8]. Let \( D \) be a simply connected proper subdomain of \( \mathbb{C} \), and let \( q_-, q_+ \in \partial D \) be two marked boundary points. We write \( Q \) for the marked boundary arc from \( q_+ \) to \( q_- \) in the positive direction.

A dipolar SLE\(\alpha(\kappa)\) driven by \( \tilde{\xi}_t = \sqrt{\kappa} B_t + \alpha t \) is defined by
\[
\partial_\xi \tilde{g}_t(z) = \coth \left( \frac{\tilde{g}_t(z) - \tilde{\xi}_t}{2} \right), \quad B_0 = 0,
\]
where \( \tilde{g}_0 \) is a given conformal map from \( D \) onto the strip \( \mathbb{S} := \{ z \in \mathbb{C} : 0 < \text{Im} z < \pi \} \) which maps \( Q \) onto the upper boundary \( \pi i + \mathbb{R} \) of \( \mathbb{S} \). Let
\[
\tilde{w}_t = \tilde{g}_t - \tilde{\xi}_t, \quad \varphi(z) := \tanh(z/2), \quad \xi_t = \varphi(\tilde{\xi}_t), \quad g_t = \varphi \circ \tilde{g}_t, \quad w_t = \varphi \circ \tilde{w}_t.
\]
Then \( g_t \) satisfies
\[
\partial_t g_t(z) = -\frac{1 - g_t^2(z)}{2} \frac{1 - \xi_t g_t(z)}{\xi_t - g_t(z)}.
\]
Also, it follows from Itô’s formula that
\[ dw_t = -\frac{\alpha}{2}(1 - w_t^2) \, dt + \frac{1 - w_t^2}{2w_t} \, dt - \frac{\kappa}{4} w_t(1 - w_t^2) \, dt - \frac{\sqrt{\kappa}}{2}(1 - w_t^2) \, dB_t. \]

Note that \( w_t \) is a normalized slit holomorphic stochastic flow from \( D_t := \{ z \in D : \tau_z > t \} \) (as in the chordal case, \( \tau_z \) is the first time when the solution \( g_t(z) \) to the Löwner equation does not exist) onto the upper half-plane \( \mathbb{H} \) with the semicomplete vector field

\[ b(z) = \frac{\alpha}{2}(1 - z^2) - \frac{1 - z^2}{2z} \]

and the complete vector field
\[ \sigma(z) = -\frac{1 - z^2}{2}. \]

The fields \( b \) and \( \sigma \) are equivalent to those in Proposition 2 via \( \phi : \mathbb{H} \to \mathbb{H}, z \mapsto 2z \). Furthermore, the process \( \xi_t \) satisfies
\[ d\xi_t = \frac{\alpha}{2}(1 - \xi_t^2) \, dt - \frac{\kappa}{4} \xi_t(1 - \xi_t^2) \, dt + \frac{\sqrt{\kappa}}{2}(1 - \xi_t^2) \, dB_t. \]

6.1. **Review of dipolar CFT.** We consider a conformal transformation \( w \) from \((D, q_-, q_+)\) onto \((\mathbb{H}, -1, 1)\). Recall that we set \( b = \sqrt{\kappa/8} - \sqrt{2/\kappa} \). Let us define a background charge modifications \( \Phi(b) \) by
\[ \Phi(b) = \Phi(0) - 2b \arg \left( \frac{w'}{1 - w'^2} \right). \]

Note that \( \Phi(b) \) does not depend on the choice of \( w \). As in the chordal case, the current field \( J(b) \) and the Virasoro field \( T(b) \) change accordingly.

Before we introduce the boundary condition changing operator, let us recall the definition of OPE exponentials \( O^{(\tau, \tau_*; \tau, \tau_*)} \):
\[ O^{(\tau, \tau_*; \tau, \tau_*)}(z) = M^{(\tau, \tau_*; \tau, \tau_*)}(z) e^{\pm i(\tau \Phi_{(0)}(z) - \tau_* \Phi_{(0)}(z)) + \tau \Phi_{(0)}(q_*) + \tau_* \Phi_{(0)}(q_+))} \]
under the neutrality condition (NC\( _0 \)):
\[ \tau + \tau_* + \tau_- + \tau_+ = 0. \]

Here, the correlation part \( M^{(\tau, \tau_*; \tau, \tau_*)} = \mathbb{E}[O^{(\tau, \tau_*; \tau, \tau_*)}] \) is given by
\[ M^{(\tau, \tau_*; \tau, \tau_*)} = (1 - w)^{\nu^+}(1 + w)^{\nu^-}(1 - \bar{w})^{\nu^+}(1 + \bar{w})^{\nu^-}(w - \bar{w})^{\tau \tau_*} \times (w'_\pm)^{\lambda_-}(w'_\pm)^{\lambda_+}(w'_\pm)^{\lambda_\pm}(w'_\pm)^{\lambda_\pm}, \quad (w'_\pm = w'(q_{\pm})). \]

The dimensions \([\lambda, \lambda_*; \lambda_-, \lambda_+]\) and exponents \( \nu^\pm, \nu^* \) are
\[ \lambda = \frac{\tau^2}{2} - \tau b, \quad \lambda_* = \frac{\tau_*^2}{2} - \tau_* b, \quad \lambda_\pm = \frac{\tau_\pm^2}{2}, \quad \nu^\pm = \tau(b + \tau_\pm), \quad \nu^* = \tau_* (b + \tau_\pm). \]

On the other hand, the Wick part of \( O^{(\tau, \tau_*; \tau, \tau_*)}(z) \) is Wick’s exponential of the formal fields
\[ i(\tau \Phi_{(0)}(z) - \tau_* \Phi_{(0)}(z) + \tau \Phi_{(0)}(q_-) + \tau_* \Phi_{(0)}(q_+)), \]
where the formal fields $\Phi_{(0)}^{+}$ have the formal correlations
\[
E[\Phi_{(0)}^{+}(z)\Phi_{(0)}^{+}(z_0)] = \log \frac{1}{w(z) - w(z_0)}, \quad E[\Phi_{(0)}^{+}(z)\Phi_{(0)}^{-}(z_0)] = \log(w(z) - \overline{w(z_0)}),
\]
and satisfy the relations
\[
\Phi_{(0)}^{-} = \overline{\Phi_{(0)}^{+}} \quad \text{and} \quad \Phi_{(0)} = \Phi_{(0)}^{+} + \Phi_{(0)}^{-} = 2 \Re \Phi_{(0)}^{+}.
\]
Note that Wick's exponential is a well-defined Fock space field as long as the neutrality condition (NC) holds. Furthermore, the OPE exponentials $O \equiv O^{(0,0,\cdots,0)}$ satisfy Ward's OPE
\[
T(\zeta)O(z) \sim \lambda \frac{O(z)}{(\zeta - z)^2} + \frac{\partial z O(z)}{\zeta - z}, \quad (\zeta \to z),
\]
and a similar OPE holds for $\bar{O}$ with $\lambda_\ast$. See [10, Proposition 4.2].

6.2. Connection to the dipolar SLE with drift. Fix $a = \sqrt{2/\kappa}$ and $b = \sqrt{\kappa/8} - \sqrt{2/\kappa}$ as usual. For a real parameter $\delta$, we now introduce the boundary condition changing insertion field
\[
\Psi_{\delta}(\xi) := O^{(a,0;-(a-\delta)/2,-(a+\delta)/2)}(\xi).
\]
The insertion of
\[
\frac{\Psi_{\delta}(\xi)}{E[\Psi_{\delta}(\xi)]} = \exp \left( \int i (a \Phi_{(0)}^{+}(\xi) - \frac{a - \delta}{2} \Phi_{(0)}^{+}(q_-) - \frac{a + \delta}{2} \Phi_{(0)}^{+}(q_+)) \right)
\]
is an operator $\mathcal{X} \to \hat{\mathcal{X}}$ on Fock space functionals/fields. For example,
\[
\hat{\Phi}_{(b)} = \Phi_{(b)} + 2a \arg w - (a - \delta) \arg(1 + w) - (a + \delta) \arg(1 - w),
\]
where $w$ is a conformal map from $(D,p,q_-,q_+)$ onto $(\mathbb{H},0,-1,1)$. The field $\Psi_{\delta}$ is a holomorphic primary field of charge $a$ and it has conformal dimension $h = (6 - \kappa)/(2\kappa)$.

It satisfies the level two degeneracy equation
\[
T_{(b)} \ast \Psi_{\delta} = \frac{\kappa}{4} \partial^2 \Psi_{\delta}.
\]
Let
\[
\hat{E}[X] := \frac{E[\Psi_{\delta}(p)X]}{E[\Psi_{\delta}(p)]}.
\]

Theorem 2. If $X_j \in \mathcal{F}_{(b)}$ and if $\delta = \alpha a$, then the non-random fields
\[
M(z_1, \cdots, z_n) = \hat{E}[X_1(z_1) \cdots X_n(z_n)]
\]
are martingale-observables for the dipolar SLE$_{\alpha}(\kappa)$ with drift.

Proof. Combining the level two degeneracy equation [28] for $\Psi_{\delta}$ with Ward’s equation [10, Proposition 3.3] we have
\[
E[\Psi_{\delta}(\xi)\mathcal{L}_{\nu_X}X] = \frac{1}{2a^2} \frac{(1 - \xi^2)^2}{2} E[\partial^2_\xi \Psi_{\delta}(\xi)X] - \frac{3\xi(1 - \xi^2)}{2} E[\partial_\xi \Psi_{\delta}(\xi)X] \\
+ \left( \frac{3\xi^2 - 1}{2} h + b^2 - h_+ - h_- \right) E[\Psi_{\delta}(\xi)X]
\]
for the tensor product $X = X(z_1) \cdots X_n(z_n)$ of fields $X_j$ in $\mathcal{F}_{(b)}$. Here,
\[
h = \frac{6 - \kappa}{2\kappa}, \quad h_\pm = \frac{1}{2} \tau^2 = \frac{1}{8} (a \pm \delta)^2
\]
are dimensions of $\Psi^\delta$ at $\xi, q_\pm$, and $v_\xi$ is the usual vector field,
\[
v_\xi(z) = \frac{1 - z^2}{2} \frac{1 - \xi z}{\xi - z}.
\]
Note that all fields in (29) are evaluated in the identity chart of upper half-plane.

Let
\[
R_\xi \equiv \hat{E}_\xi [X] := \frac{E[\Psi^\delta(\xi)X]}{E[\Psi^\delta(\xi)]}.
\]
Recall that (see (27))
\[
\hat{E}_\xi = \hat{E} = \frac{\partial^2 E[\Psi^\delta(\xi)]}{E[\Psi^\delta(\xi)]} = \frac{\partial^2 R_\xi}{R_\xi} + \frac{\nu_+}{\xi - 1} + \frac{\nu_-}{\xi + 1}
\]
and
\[
\frac{\partial^2 E[\Psi^\delta(\xi)X]}{E[\Psi^\delta(\xi)X]} - \left( \frac{\partial E[\Psi^\delta(\xi)X]}{E[\Psi^\delta(\xi)]} \right)^2 = \frac{\partial^2 R_\xi}{R_\xi} - \left( \frac{\partial R_\xi}{R_\xi} \right)^2 - \frac{\nu_+}{(\xi - 1)^2} - \frac{\nu_-}{(\xi + 1)^2}.
\]
we rewrite (29) as
\[
(30) \quad \hat{E}_\xi [\mathcal{L}_v] X = \frac{\delta}{2a} (1 - \xi^2) \partial R_\xi + \frac{1}{2a^2} \left( \frac{1 - \xi^2}{2} \partial^2 R_\xi - \xi (1 - \xi^2) \partial R_\xi \right).
\]
This is the BPZ-Cardy equation (cf. [10] Proposition 5.1) for the conformal field theory of the dipolar SLE with drift.

Now the process $M_t(z_1, \cdots, z_n) \equiv M_{(D_\infty, \gamma_t, Q)}(z_1, \cdots, z_n)$ is represented as
\[
M_t = m(\xi, t), \quad m(\xi, t) = (R_\xi \| g_t^{-1}).
\]
By Itô’s formula, $M_t$ is a semi-martingale with the drift term
\[
\left( \frac{\alpha}{2} (1 - \xi^2) \partial \xi + \frac{\kappa}{4} \left( \frac{1 - \xi^2}{2} \partial^2 \xi - \xi (1 - \xi^2) \partial \xi \right) \right)_{\xi = \xi_t} m(\xi, t) \, dt + \frac{d}{ds} \big|_{s=0} (R_\xi \| g_{t+s}^{-1}) \, dt.
\]
Similarly to the chordal case, we have
\[
\frac{d}{ds} \big|_{s=0} (R_\xi \| g_{t+s}^{-1}) = -(\mathcal{L}_{v_{\xi_t}} R_\xi \| g_{t+s}^{-1}).
\]
It follows from the BPZ-Cardy equation that
\[
\frac{d}{ds} \big|_{s=0} (R_\xi \| g_{t+s}^{-1}) = -\left( \frac{\delta}{2a} (1 - \xi^2) \partial \xi + \frac{\kappa}{4} \left( \frac{1 - \xi^2}{2} \partial^2 \xi - \xi (1 - \xi^2) \partial \xi \right) \right)_{\xi = \xi_t} m(\xi, t) \, dt.
\]
Hence, the drift term of $M_t$ vanishes if we choose $\delta = \alpha a$. \qed
in the upper half-plane. Denote

\[ \text{Proposition 3.} \]

Suppose \( f \) satisfies (31) \( h \) in the upper half-plane. Denote

\[ \hat{E}_q[\mathcal{X}] := \frac{E[\Psi^q(0, -q, q) \mathcal{X}]}{E[\Psi^q(0, -q, q)]}. \]

For example,

\[ \hat{E}_q[\Phi(0)(z)] = 2a \arg z - (a + \delta) \arg(q - z) - (a - \delta) \arg(q + z) \]

in the upper half-plane. As \( q \to \infty \), we have

\[ \hat{E}_q[\Phi(0)(z)] \to 2a \arg z + \alpha a \Im z = \hat{E}[\Phi(E_x, u)(z)], \]

where \( u(z) = \alpha a \Im z \). Thus one can view the conformal field theory of the chordal SLE\(\alpha\) as the limiting theory of that of dipolar SLE\(\alpha\) as two boundary marked points merge.

6.3. Cardy-Zhan’s formula. We now extend Cardy-Zhan’s formula (see [19]) in the dipolar SLE without drift to the case \( \alpha \in (-1, 1) \).

Denote by \( K_t := \{ z \in \mathbb{S} : \tau_z \leq t \} \) the hull of dipolar SLE with drift. Then \( \mathbb{S} \setminus \bar{K}_\infty \) has two component, \( S_{\pm} \) \(( -\infty \in S_{-}, +\infty \in S_{+}) \). Now we suppose \( \kappa > 4 \) and \( ABC \) is a triangle with

\[ \angle A = (1 - \frac{4}{\kappa})\pi, \quad \angle B = \frac{2}{\kappa}(1 + \alpha)\pi, \quad \angle C = \frac{2}{\kappa}(1 - \alpha)\pi. \]

Consider a Schwarz-Christoffel map \( f \) from a strip \( \mathbb{S} \) onto the triangle \( ABC \) such that

\[ f(0) = A, \quad f(\infty) = B, \quad f(-\infty) = C. \]

**Proposition 3.** Suppose \( f(z) = aA + bB + cC \) with \( a + b + c = 1, a, b, c \in \mathbb{R} \). Then

\[ \mathbb{P}[z \in K_\infty] = a, \quad \mathbb{P}[z \in S_{+}] = b, \quad \mathbb{P}[z \in S_{-}] = c. \]

**Proof.** Let \( Z_t = \tilde{g}_t - \tilde{\xi}_t, \tilde{\xi}_t = \sqrt{\kappa}B_t + \alpha t \). Then by Itô’s formula, we have

\[ df(Z_t) = -\sqrt{\kappa}f'(Z_t) dB_t + \left( \frac{\kappa}{2} f''(Z_t) + (\coth \frac{Z_t}{2} - \alpha) f'(Z_t) \right) dt. \]

Let \( h(z) = f(\log z) \). The process \( f(Z_t(z)) \) is a local martingale if and only if the map \( h \) satisfies

\[ \frac{h''(z)}{h'(z)} = -\frac{4}{\kappa} \frac{1}{z - 1} + \left( -1 + \frac{2}{\kappa}(1 + \alpha) \right) \frac{1}{z}. \]

Due to our choice of Schwarz-Christoffel map \( f \), the function \( h \) maps \( \mathbb{H} \) conformally onto the triangle \( ABC \) and \( h(1) = A, h(\infty) = B \) and \( h(0) = C \). Thus \( h \) satisfies (31). Note that \( f \) is bounded and its continuous extension to \( \partial \mathbb{S} \) is analytic on each component of \( \partial \mathbb{S} \setminus \{0\} \). Thus for \( z \in \mathbb{S} \setminus \{0\} \), the stopped process \( f(Z_t(z)) \), \( (0 \leq t \leq \tau_z) \) is a martingale. If \( z \in K_\infty, S_{+}, S_{-}, \) respectively, then \( f(Z_t(z)) \) tends to \( A, B, C, \) respectively, as \( t \to \tau_z \). Proposition now follows from the optional stopping time theorem. \( \square \)
In the last remark below, we identify the Cardy-Zhan observables with martingale-observables derived from conformal field theory of dipolar SLE with drift. First, note that under the insertion of $\Psi^\delta(p)/E[\Psi^\delta(p)]$, the OPE exponentials $O^{(\tau_-,\tau_+)}$ have the correlation functions (1-point vertex-observables) $E[O^{(\tau_-,\tau_+)}]$:

\[(32) \quad \hat{M}^{(\tau,\tau_+)} = (1 - w)^{\hat{\nu}_+} (1 + w)^{\hat{\nu}_-} \left( w - \bar{w} \right)^{\nu_+}(w - \bar{w})^{\nu_-} w^{\tau_a} \bar{w}^{\tau_a}
\]

where the dimensions $[\lambda, \lambda_\pm, \hat{\lambda}_\pm]$ and exponents $\hat{\nu}_\pm, \nu_\pm$ are

\[\lambda = \frac{\tau^2}{2} - \tau b, \quad \lambda_\pm = \frac{\tau^2}{2} - \tau_\pm b, \quad \hat{\lambda}_\pm = \frac{\tau^2 - (a \pm \delta)\tau_\pm}{2},\]

and $\hat{\nu}_\pm = \tau(b - (a \pm \delta)/2 + \tau_\pm)$, $\nu_\pm = \tau_\pm(b - (a \pm \delta)/2 + \tau_\pm)$. The changes from (27) to (32) can be derived from the rooting procedure (see [9, 10]) or algebra of OPE exponentials (see [8]).

**Remark.** The Cardy-Zhan observables in Proposition 3 are real-valued non-random fields with all conformal dimensions zero. The constant field is the only vertex observable satisfying such dimension requirements. However, one can identify their derivative with a vertex-observable which has conformal dimensions

\[\lambda = 1, \quad \lambda_\pm = \hat{\lambda}_\pm = 0.\]

Note that a vertex observable $\hat{M}^{(-2a,0,\pm\delta,\pm\delta)}$ has such dimensions. In the $(\mathbb{H}, 0, \pm 1)$-uniformization, we have

\[\hat{M}^{(-2a,0,\pm\delta,\pm\delta)} = (1 - z)^{-1 - \frac{\delta}{2}(1 - \alpha)} (1 + z)^{-1 + \frac{\delta}{2}(1 + \alpha)} z^{-\frac{a}{2}}.\]

It follows that

\[\frac{\partial \hat{M}^{(-2a,0,\pm\delta,\pm\delta)}}{\hat{M}^{(-2a,0,\pm\delta,\pm\delta)}} = -\frac{4}{\kappa z} + \left( 1 + \frac{2}{\kappa}(1 - \alpha) \right) \left( \frac{1}{z - 1} + \left( 1 + \frac{2}{\kappa}(1 + \alpha) \right) \frac{1}{z + 1} \right).\]

Compare this in the $(\mathbb{H}, 0, -1, 1)$-uniformization to (31) in the $(\mathbb{H}, 1, 0, \infty)$-uniformization.
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