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Abstract

This article considers a linear model in a high dimensional data scenario. We propose a process which uses multiple loss functions both to select relevant predictors and to estimate parameters, and study its asymptotic properties. Variable selection is conducted by a procedure called “vote”, which aggregates results from penalized loss functions. Using multiple objective functions separately simplifies algorithms and allows parallel computing, which is convenient and fast. As a special example we consider a quantile regression model, which optimally combines multiple quantile levels. We show that the resulting estimators for the parameter vector are asymptotically efficient. Simulations and a data application confirm the three main advantages of our approach: (a) reducing the false discovery rate of variable selection; (b) improving the quality of parameter estimation; (c) increasing the efficiency of computation.
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1 Introduction

Consider a linear model

\[ Y = X \vartheta + \varepsilon, \]  

(1)

where \( Y = (Y_1, \ldots, Y_n)^T \) is an \( n \)-dimensional vector of responses, \( X = (X_1, \ldots, X_n)^T \) is an \( n \times p \) design matrix of predictors with \( X_i = (X_{i1}, \ldots, X_{ip})^T \) for \( i = 1, \ldots, n \), \( \vartheta = (\vartheta_1, \ldots, \vartheta_p)^T \) is a \( p \)-dimensional vector of parameters, and \( \varepsilon = (\varepsilon_1, \ldots, \varepsilon_n)^T \) is an \( n \)-dimensional vector of independent and identically distributed random errors, which is independent of \( X \). We study a scenario with high dimensional data where the dimension of the predictors \( p = p_n \) is allowed to be greater than the sample size \( n \) and tend to infinity as \( n \) increases. We further assume that the model is sparse, i.e. only a fraction of the predictors significantly affects the response, while the parameters of the other predictors are zero.

One possible approach to selecting the important predictors and to estimate parameters is penalized regression. Various types of penalties, such as the Lasso (Tibshirani, 1996), the smoothly clipped absolute deviation (SCAD) penalty (Fan & Li, 2001), and the adaptive Lasso (Zou, 2006), have been applied to least squares regression. Penalized quantile regression has been considered because of its robustness (Fan et al., 2014; Wang et al., 2012; Wu & Liu, 2009). In addition to these articles working with a single loss function, Zou & Yuan (2008) introduced a composite quantile regression approach, which combines multiple quantile loss functions. They used an adaptive Lasso penalty to detect sparsity in linear models with a fixed number of parameters. Each of the above loss functions only works well for certain classes of error distributions. To obtain universal optimality, Bradic et al. (2011) developed a composite quasi-likelihood function, which approximates the log-likelihood function of the random error by a weighted linear combination of convex loss functions, and adopts a weighted Lasso penalty. The use of multiple loss functions in Zou & Yuan (2008) and Bradic et al. (2011) improves the efficiency of estimation. However, it does not necessarily reduce the false discovery rate in model selection. In fact, a loss function that yields an efficient estimator for a parameter may not be optimal for variable selection. For example, in Section 5.1 of Bradic et al. (2011), the simulation results show...
that penalized least squares regression can have higher false discovery rates than methods using other loss functions, even though it attains the Cramér-Rao bound because the error distribution is normal. Moreover, solving a penalized combination of multiple loss functions can be computationally complex, requiring complicated algorithms. For high dimensional data, the computation becomes increasingly intensive as the number of loss functions rises (Bradic et al., 2011, Section 4.2).

To make full use of multiple loss functions and facilitate computation, this article proposes a two-step process for the linear model (1): in the first step, the “vote procedure”, the relevant predictors are determined. Then, in the second step, the parameters of the selected variables are estimated. This is different from the methods above, which generate a sparse estimator in one step by minimizing a penalized objective function. Our method uses multiple loss functions to which a weighted Lasso penalty is added. This yields different sparse (preliminary) estimators for the parameter vector \( \vartheta \). If a component of \( \vartheta \) is identified as nonzero by a sufficient number of models, i.e. it has received enough “votes”, the corresponding predictor is included in the final model. Our approach has smaller variance than most existing methods and excludes unimportant predictors more effectively. It requires no sophisticated algorithms and allows parallel computing to reduce processing time. A further advantage is that one can use different loss functions for variable selection and for parameter estimation, which brings more flexibility.

In the next section we introduce our approach, including the vote procedure, and study its asymptotic properties. Section 3 focuses on a special example, which optimally combines multiple quantile levels, and proves it is asymptotically efficient when the number of loss functions tends to infinity. Our method is compared with other competing methods by means of simulations in Section 4. In Section 5 we illustrate our approach with a real data analysis. Section 6 concludes the article with a brief summary and a discussion of further questions. All proofs are in the Appendix.
2 Variable selection and parameter estimation with multiple loss functions

In the following we will, for convenience of notation, let the lower case letter $c$ represent a generic constant. The lower case letter $r$ denotes a vector of a proper length whose components all equal one and the lower case letter $v$ represents a unit vector of a proper length. For a matrix $B$, let $\lambda_{\text{max}}(B)$ and $\lambda_{\text{min}}(B)$ denote its maximum and minimum eigenvalues. Set $\|B\| = \lambda_{\text{max}}^{1/2}(B^T B)$, $\|B\|_\infty$ equal to the largest absolute value of the entries in $B$ and $\|B\|_{2,\infty} = \sup_{\|v\|=1} \|Bv\|_\infty$.

Assume that in the model (1), the parameter vector $\vartheta$ is sparse, i.e. there exists a set $Q_n \subset \{1, 2, \ldots, p_n\}$ such that $\vartheta_j \neq 0$ for any $j \in Q_n$ and $\vartheta_j = 0$ for any $j \in Q_n^c = \{1, 2, \ldots, p_n\}\setminus Q_n$. Without loss of generality, let $Q_n = \{1, 2, \ldots, q_n\}$ for some positive sequence $q_n < p_n$. To identify the set $Q_n$ we consider $K$ different loss functions $\ell_1(\cdot), \ldots, \ell_K(\cdot)$. A weighted Lasso penalty with weights $d_{k1}, \ldots, d_{kp_n}$ and a tuning parameter $\lambda_{n,k}$, is applied to the $k$th loss function. Then we obtain preliminary estimators

$$\tilde{\vartheta}_k = (\tilde{\vartheta}_{k1}, \ldots, \tilde{\vartheta}_{kp_n})^T = \arg\min_\theta \{ \sum_{i=1}^n \ell_k(Y_i - X_i^T \theta) + n\lambda_{n,k} \sum_{j=1}^{p_n} d_{kj} |\theta_j| \} \quad (2)$$

for $k = 1, \ldots, K$, where $\theta = (\theta_1, \ldots, \theta_{p_n})^T$. For some positive integer $\alpha \leq K$, the set $Q_n$ is estimated by the vote procedure, i.e.,

$$\hat{Q}_n(\alpha) = \{ j \in \{1, 2, \ldots, p_n\} : \sum_{k=1}^K I(\tilde{\vartheta}_{kj} \neq 0) \geq \alpha \}, \quad (3)$$

where $I(\cdot)$ is the indicator function and $\alpha$ is a threshold. This means that the $j$th component $\vartheta_j$ of $\vartheta$ is included in the model if it receives $\alpha$ or more votes, i.e. at least $\alpha$ of the $K$ estimates $\tilde{\vartheta}_{1j}, \ldots, \tilde{\vartheta}_{Kj}$ are nonzero. In Theorem 1 we will see that the choice of $\alpha$ does not affect the result of variable selection asymptotically. When the sample size is finite we recommend cross validation to determine $\alpha$ for simulations and data analysis. A similar vote procedure was employed by Meinshausen & B"uhlmann (2010) to develop stability selection and by Chen & Xie (2014) to apply the split and conquer strategy to penalized regression. Unlike these two articles, which calculate multiple estimators on subsets of data, our method obtains each preliminary estimator (2) on the whole data set. This is desirable when the
sample size is not too large. In addition, the same penalty tuning parameter is used for all estimators in Meinshausen & Bühlmann (2010), while we choose a tuning parameter $\lambda_{n,k}$ for each estimator independently.

After variable selection we use $K'$ different loss functions $\ell'_1(\cdot), \ell'_2(\cdot), \ldots, \ell'_{K'}(\cdot)$ to estimate the parameter vector $\vartheta$. For $k = 1, \ldots, K'$ we calculate

$$
\hat{\vartheta}_k = (\hat{\vartheta}_{k1}, \ldots, \hat{\vartheta}_{kp_n})^T = \arg \min_{\theta \in \hat{\Theta}_n(\alpha)} \sum_{i=1}^n \ell'_k(Y_i - X_i^T\theta),
$$

where $\hat{\Theta}_n(\alpha) = \{ \theta \in \mathbb{R}^{p_n} : \theta_j = 0 \text{ for } j \notin \hat{Q}_n(\alpha) \}$ is an empirical version of the set $\Theta_n = \{ \theta \in \mathbb{R}^{p_n} : \theta_j = 0 \text{ for } j \notin Q_n \}$. Our final estimator for $\vartheta$ is

$$
\hat{\vartheta} = \sum_{k=1}^{K'} \hat{w}^*_k \hat{\vartheta}_k,
$$

where $\hat{w}^* = (\hat{w}^*_1, \ldots, \hat{w}^*_K)^T$ is a consistent estimator of the optimal weight vector $w^* = (w^*_1, \ldots, w^*_K)^T$ that minimizes the asymptotic variance; see Theorem 2 and Corollary 1 for details. Since we have model selection consistency (see Theorem 1), we will work with $\hat{\vartheta}_{kQ_n} = (\hat{\vartheta}_{k1}, \ldots, \hat{\vartheta}_{kp_n})^T$ instead of $\hat{\vartheta}_k = (\hat{\vartheta}_{k1}, \ldots, \hat{\vartheta}_{kp_n})^T$ to derive these statements.

In the above process multiple loss functions are used not only to increase the efficiency of parameter estimation by the weighted combination (5) but also to improve the result of variable selection by the vote procedure (3). For the calculation of the estimators in (2) and (4), we only need algorithms for the $K$ single objective functions. The multiple minimization procedures can then be conducted in parallel; see Section 4 for details. The two estimation steps may use different sets of loss functions. For example, if the error distribution is thought to be normal, we can use multiple loss functions for (2) and only the quadratic loss function for (4). For simplicity of notation, in the rest of this section and the next section we assume $K = K'$ and $\ell_k(x) = \ell'_{k}(x)$. Except for minor differences in notation, the conclusions are exactly the same if we drop these assumptions.

To study the asymptotic properties of the estimators (3) and (5), we impose the following assumptions:

**Assumption 1** For $k = 1, \ldots, K$, let $\psi_k(\cdot)$ be a subdifferential of $\ell_k(\cdot)$ and $N_k$ be the set of not differentiable points of $\psi_k(\cdot)$. The distribution of $\varepsilon_1$ satisfies $\text{pr}\{\varepsilon_1 \in (\cup_{1 \leq k \leq K} N_k)\} = 0$. 4
Assumption 2 For $k = 1, \ldots, K$, the function $\psi_k(\cdot)$ satisfies that $E\{\psi_k(\varepsilon_1 + x)\} = \eta_k x + o(|x|)$ as $|x| \to 0$ for some $\eta_k > 0$ and that $E\{|\psi_k(\varepsilon_1)|^m\} \leq c m! T^{m-2}$ for any $m \geq 2$ and some constant $T > 0$. For $i, j = 1, \ldots, K$ and sufficiently small $|x|$, the expectation $E[\{\psi_i(\varepsilon_1 + x) - \psi_i(\varepsilon_1)\}\{\psi_j(\varepsilon_1 + x) - \psi_j(\varepsilon_1)\}]$ exists and is continuous at $x = 0$.

Assumption 3 There are constants $\kappa, \nu_0 \in (0, 1)$ such that $\log p_n = O(n^{\kappa})$ and $q_n = O(n^{\nu_0})$.

Assumption 4 Let $X_{Q_n} = (X_1 Q_n, \ldots, X_n Q_n)^T$ and $X_{Q_n}^c = (X_1 Q_n^c, \ldots, X_n Q_n^c)^T$, where $X_i Q_n = (X_{i1}, \ldots, X_{iq_n})^T$ and $X_i Q_n^c = \{X_{i(q_n+1)}, \ldots, X_{ip_n}\}^T$ for $i = 1, \ldots, n$. Then, for $k = 1, \ldots, K$ and some constant $\nu_1$,

$$
\sup_{\theta \in B_{n,k}} \|X_{Q_n}^T G_k(\theta) X_{Q_n}\|_{2,\infty} = O_p(n^{1-\nu_1}) \quad \text{and} \quad \sup_{\theta \in B_{n,k}} \lambda_{\min}^{-1}(X_{Q_n}^T G_k(\theta) X_{Q_n}) = O_p(n^{-1}),
$$

where $B_{n,k}$ is a $q_n$-dimensional ball centered at $\vartheta_{Q_n} = (\vartheta_1, \ldots, \vartheta_{q_n})^T$ with a radius $\rho_n$ such that $\rho_n^{-1} = o\{n^{(1-\nu_0)/2}\}$, and $G_k(\theta)$ is a $n \times n$ diagonal matrix whose $(i, i)^{th}$ component is $\partial \psi_k(Y_i - X_i Q_n^\top \theta + x)/\partial x|_{x=0}$.

Assumption 5 There are constants $0 < c_1 \leq c_2$ such that $c_1 n \leq \lambda_{\min}(X_{Q_n}^T X_{Q_n}) \leq \lambda_{\max}(X_{Q_n}^T X_{Q_n}) \leq c_2 n$. In addition, the design matrix satisfies $\|X\|_{\infty} \leq c$.

Assumption 6 For some constant $\nu_2 \in [0, 1/2)$, the constants $\kappa$, $\nu_0$ and $\nu_1$ satisfy $\kappa < (\nu_0 - 2\nu_1)_+ + 2\nu_2 \leq 1$, and the tuning parameter $\lambda_{n,k}$ satisfies $\lambda_{n,k}^{-1} = o\{n^{1/2-(\nu_0-\nu_1)/2-\nu_2}\}$ for $k = 1, \ldots, K$.

Assumption 7 The weight $d_{kj}$ of the weighted Lasso penalty in (2) satisfies $D_{n,k} = \max_{j \in Q_n} d_{kj} = o(n^{\nu_0-\nu_0/2})$, $\lambda_{n,k} D_{n,k} = O\{n^{-(1+\nu_0)/2}\}$ and $\lim\inf_{n \to \infty} (\min_{j \in Q_n} d_{kj}) > 0$ for $k = 1, \ldots, K$.

Assumption 8 The nonzero parameters satisfy that $(\min_{j \in Q_n} |\vartheta_j|)^{-1} = o\{n^{(1-\nu_0)/2}\}$.

Assumptions 1 and 2 regulate the loss functions in (2) and (4). Common loss functions, such as the square function and the check function, satisfy these conditions. Assumption 3 is a standard condition on the growth rate of the model size for linear models with a diverging number of parameters, which can also be found in Bradic et al. (2011) and Wang et al.
Assumptions 4 and 5 guarantee good behavior of the design matrix. Assumptions 6 and 7 are imposed on the weighted Lasso penalty to ensure important predictors can be detected. Assumption 8 excludes situations where the values of nonzero parameters decay too fast. Conditions similar to Assumptions 1-7 were required in Bradic et al. (2011) for penalized regression with a weighted linear combination of loss functions, while Assumption 8 is necessary for the nonzero parameters to be identified with probability approaching one by the preliminary estimators (2) and vote procedure (3).

In Theorem 1, we first state that, with probability close to one, the preliminary estimator $\tilde{\vartheta}_k$ equals

$$\tilde{\vartheta}_k = (\tilde{\vartheta}_{k1}, \ldots, \tilde{\vartheta}_{kp_n})^T = \arg \min_{\theta \in \Theta_n} \left\{ \sum_{i=1}^{n} \ell_k(Y_i - X_i^T \theta) + n \lambda_{n,k} \sum_{j=1}^{p_n} d_{kj} |\theta_j| \right\},$$

which is the minimizer of the penalized objective function in the set $\Theta_n = \{ \theta \in \mathbb{R}^{p_n} : \theta_j = 0 \text{ for } j \notin Q_n \}$, for $k = 1, \ldots, K$. This indicates that $\tilde{\vartheta}_k$ can exclude the unimportant variables. Then we show that by aggregating multiple such preliminary estimators, i.e. $\tilde{\vartheta}_1, \ldots, \tilde{\vartheta}_K$, the vote procedure (3) owns model selection consistency. This means, with probability tending to one, the procedure can recover the index set of the nonzero parameters $Q_n$.

**Theorem 1** If Assumptions 1-8 are satisfied, then for $k = 1, \ldots, K$,

$$\text{pr}\{\tilde{\vartheta}_k = \tilde{\vartheta}_k^0\} \geq 1 - 2(p_n - q_n) \exp(-cz_n^2),$$

with $z_n = n^{(\nu_0 - 2\nu_1)/2 + \nu_2}$, where $\nu_0$, $\nu_1$ and $\nu_2$ are the constants in Assumptions 3, 4 and 6. In addition, $\text{pr}\{\hat{Q}_n(\alpha) = Q_n\} \to 1$ for any positive integer $\alpha \leq K$.

Let $\hat{\vartheta}_{Q_n} = (\hat{\vartheta}_{k1}, \ldots, \hat{\vartheta}_{kq_n})^T$ and $\vartheta_{Q_n} = (\vartheta_1, \ldots, \vartheta_{q_n})^T$. The following theorem gives the asymptotic normality of the nonvanishing part of a weighted estimator $\hat{\vartheta}_{Q_n}(w) = \sum_{k=1}^{K} w_k \hat{\vartheta}_k Q_n$ with a general weight vector $w = (w_1, \ldots, w_K)^T$ satisfying $\sum_{k=1}^{K} w_k = 1$.

**Theorem 2** Let $H$ denote a $K \times K$ matrix whose $(i, j)$th entry is $(\eta_i \eta_j)^{-1} E\{\psi_i(\varepsilon_1) \psi_j(\varepsilon_1)\}$ with $\eta_k = \partial E\{\psi_k(\varepsilon_1 + x)\}/\partial x|_{x=0}$ being the constant in Assumption 2. Under Assumptions 4, 5, we have $v^T(X_{Q_n}^T X_{Q_n})^{1/2}\{\hat{\vartheta}_{Q_n}(w) - \vartheta_{Q_n}\} \xrightarrow{d} N(0, w^T H w)$, provided the constant $\nu_0$ in Assumption 3 satisfies $\nu_0 < 1/3$ and $\sup_{\|v_1\| = \|v_2\| = 1} \sum_{i=1}^{n} (v_1^T X_{iQ_n} X_{iQ_n}^T v_2)^2 = O(n)$.  


We now specify the optimal weights, which minimizes the asymptotic variance in Theorem 2, for the estimator in (5) and show that the limiting distribution is not changed if we replace the optimal weights by a consistent estimator.

**Corollary 1** Suppose the conditions in Theorem 2 hold. Then the optimal weight vector for the weighted estimator $\hat{\vartheta}_Q(w)$ in Theorem 2 is $w^* = (r^T H^{-1} r)^{-1} (H^{-1} r)$. In addition, if $\hat{w}^*$ converges to $w^*$ in probability as $n \to \infty$, the estimator $\hat{\vartheta}_Q(\hat{w}^*)$ converges in distribution as follows: $v^T (X_{Qn}^T X_{Qn})^{1/2} \{ \hat{\vartheta}_Q(\hat{w}^*) - \vartheta_Q \} \overset{d}{\to} N \{ 0, (r^T H^{-1} r)^{-1} \}$ ($n \to \infty$).

Theorems 1 and 2 establish the model selection consistency and the asymptotic normality of the estimator with arbitrary weights when multiple loss functions are used for both variable selection and parameter estimation. Corollary 1 gives the optimal weights and the asymptotic distribution of the estimator (5) when the optimal weights are estimated consistently. The above results justify our approach asymptotically. Its practical advantages in finite samples are illustrated in Sections 4 and 5 with simulations and a data analysis. Although Theorem 1 indicates that the choice of the threshold $\alpha$ does not affect the result of the vote procedure (3) asymptotically, we recommend cross validation to choose $\alpha$. More details are provided in Sections 4 and 5.

### 3 An example

A special example of the weighted estimator (5) is the estimator from a quantile regression model optimally combining multiple quantile levels, which was considered in Section 3 of [Zhao & Xiao (2014)] for a fixed number of parameters without sparsity. These authors used the loss function $\ell_k(x) = (x - \beta_k) \{ \tau_k - I(x < \beta_k) \}$ for the estimator (4), where $\tau_k = (K+1)^{-1} k$ and $\beta_k$ is the $\tau_k$ quantile of the random error $\varepsilon_1$, which can be estimated along with the slope vector $\vartheta$ as an additional parameter. In this scenario, the $(i,j)^{th}$ component of the matrix $H$ in Corollary 1 is

$$H_{ij} = \{ f(\beta_i) f(\beta_j) \}^{-1} \{ \min(\tau_i, \tau_j) - \tau_i \tau_j \},$$

where $f(\cdot)$ is the density function of the random error $\varepsilon_1$. We show the asymptotic efficiency of $\hat{\vartheta}$ under the following assumption, which regulates the error distribution.
**Assumption 9** The error density $f(\cdot)$ is positive, twice differentiable and bounded over the set $\mathcal{F} = \{x : F(x) \in (0, 1)\}$, where $F(\cdot)$ is the distribution function of $\varepsilon_1$. For some constant $\nu_3 \in [0, \infty]$, the function $g(x) = f\{F^{-1}(x)\}$ with $x \in (0, 1)$ satisfies
\[
x^{-1}[\{g(x)\}^2 + \{g(1 - x)\}^2] \to \nu_3 \text{ and } x^2 \int_x^1 \{g''(t)\}^2 dt \to 0 \text{ as } x \to 0.
\]

The above assumption is satisfied by most of common continuous distributions. The value of $\nu_3$ is related to the support of the error density. For example, the constant $\nu_3$ equals zero if the support is $(-\infty, \infty)$. When the support has the form $[s_1, s_2]$, $(-\infty, s_2]$ or $[s_1, \infty)$ for some constants $s_1 < s_2$, it is easy to see that $\nu_3$ is infinite.

The following theorem gives the limit of the asymptotic variance $(r^T H^{-1} r)^{-1}$ of the optimally weighted estimator $\hat{\vartheta}_Q n(w^*)$ from Corollary 1 when the number of quantiles $K$ tends to infinity.

**Theorem 3** Consider the asymptotic variance in Corollary 1 and suppose Assumption 9 holds true, then the reciprocal of that variance satisfies
\[
\lim_{K \to \infty} (r^T H^{-1} r) = \int_{\mathcal{F}} \{f(t)\}^{-1} \{f'(t)\}^2 dt + \nu_3,
\]
where $\nu_3$ is the constant in Assumption 9.

In the above conclusion, the integral on the right-hand side is the Fisher information. Consequently, we see that $(r^T H^{-1} r)$ coincides with the Fisher information, i.e. we have asymptotic efficiency, when the number of quantiles tends to infinity and $\nu_3$ equals zero. This is the case, for example, if the error distribution is normal. For error distributions with $\nu_3$ greater than zero, the limit of $(r^T H^{-1} r)$ is larger than the Fisher information, i.e. the asymptotic variance becomes even smaller. This holds for irregular cases such as the uniform distribution on $[-1, 1]$. The above shows that the estimator $\hat{\vartheta}$ is close to being asymptotically efficient if the number of quantiles is large.

**Remark 1** To estimate $H_{ij}$ in (7) for the weight vector $\hat{w}^*$, we conduct the following steps:

1. Calculate $\hat{z}_i = Y_i - X_i^T \hat{\vartheta}^{(0)}$ for $i = 1, \ldots, n$, where $\hat{\vartheta}^{(0)} = K^{-1} \sum_{k=1}^K \hat{\vartheta}_k$ is a preliminary version of $\hat{\vartheta}$. 
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2. Estimate \( f(\beta_k) \) by a kernel estimator \( \hat{f}(\beta_k) = (nh)^{-1} \sum_{i=1}^{n} \phi\{h^{-1}(\beta_k - \hat{\xi}_i)\} \) for \( k = 1, \ldots, K \), where \( \hat{\beta}_k \) is the \( \tau_k \) sample quantile of \( \hat{\xi}_1, \ldots, \hat{\xi}_n \), \( \phi(\cdot) \) is the standard normal density function, and \( h = 0.9n^{-1/5} \min\{SD(\hat{\xi}_1, \ldots, \hat{\xi}_n), IQR(\hat{\xi}_1, \ldots, \hat{\xi}_n)/1.34\} \) is the rule-of-thumb bandwidth [Silverman, 1986] with SD and IQR standing for the sample standard deviation and sample interquartile range respectively.

3. Estimate \( H_{ij} \) by \( \hat{H}_{ij} = \{\hat{f}(\beta_i)\hat{f}(\beta_j)\}^{-1} \{\min(\tau_i, \tau_j) - \tau_i \tau_j\} \).

4 Simulations

In this section we study the numerical performance of our method. We consider samples of size \( n = 200 \) throughout. We draw random vectors \( X_1, \ldots, X_n \) independently from a \( p \)-dimensional multivariate normal distribution with mean zero and a variance-covariance matrix whose \((i, j)\)th component is 0.5\( |i-j| \). The full model size is \( p = 12 \) or \( p = 400 \) and the nonzero parameters are \( (\theta_1, \theta_2, \theta_3) = (3.0, 1.5, 2.0) \). The response vector is \( Y = X^T \theta + \varepsilon \).

Similar regression models were used for simulations by Zou & Yuan (2008) and Bradic et al. (2011), among others. We consider the following error distributions: a t-distribution with two degrees of freedom, \( T_2 \); a normal distribution, \( N(0, 3) \); a scale mixture of normals, \( 0.5N(0, 6) + 0.5N(0, 6 \times 0.5^6) \); a location mixture of normals, \( 0.5N(-2, 1) + 0.5N(2, 1) \); a gamma distribution, \( \Gamma(1, 1) \); a double exponential distribution with mean 0 and variance 2; a beta distribution, \( B(1, 3) \); and a uniform distribution, \( U(-3, 3) \).

In the objective functions (2) and (4) for the preliminary and the final estimator we set \( K = K' = 9 \) and use the same loss function, namely the check function \( \ell_k(x) = \ell'_k(x) = (x - \beta_k)\{\tau_k - I(x < \beta_k)\} \) with \( \tau_k = k/10 \), \( k = 1, \ldots, 9 \). We call this method “weighted quantile regression through vote” (WQR-vote). To guarantee the best performance we use an iterative scheme for the preliminary estimator \( \hat{\theta}_k \). The initial value is \( \hat{\theta}_k^{(0)} = \arg \min_{\theta} \{\sum_{i=1}^{n} \ell_k(Y_i - X_i^T \theta) + n\lambda_k \sum_{j=1}^{p_n} |\theta_j|\} \) and the updates in the \( t \)th iteration are

\[
\hat{\theta}_k^{(t)} = \arg \min_{\theta} \{\sum_{i=1}^{n} \ell_k(Y_i - X_i^T \theta) + n\lambda_k \sum_{j=1}^{p_n} d_k \{\hat{\theta}_k^{(t-1)}\}_j |\theta_j|\}.
\] (8)

Here \( \lambda_k d_k(x) = \lambda_k I(|x| \leq \lambda_k) + (b - 1)^{-1}(b\lambda_k - |x|)_+ I(|x| > \lambda_k) \) is the derivative of the SCAD penalty with \( b \) being a constant that is usually set to 3.7 [Fan & Li, 2001]. We repeat
Table 1: Mean numbers of correctly selected nonzero parameters (MNC) and mean numbers of incorrectly selected zero parameters (MNI) of the weighted quantile regression through vote method (WQR-vote), least absolute deviation regression (LADR), least squares regression (LSR) and composite quantile regression (CQR), and the relative efficiency (RE) of the WQR-Vote to the three competing methods for various error distributions. Higher values of relative efficiency indicate better performance of the WQR-vote in estimation. The full model size is \( p = 12 \); The abbreviation SMN stands for a scale mixture of normal distributions \( 0.5N(0, 6) + 0.5N(0, 6 \times 0.5^6) \); LMN is a location mixture of normal distributions \( 0.5N(-2, 1) + 0.5N(2, 1) \) and DE denotes the double exponential distribution with mean 0 and variance 2.

| Method       | T_2 | N(0, 3) | SMN | LMN | Γ(1, 1) | DE | B(1, 3) | U(-3, 3) |
|--------------|-----|---------|-----|-----|---------|----|---------|----------|
| WQR-vote     | MNC | 3       | 3   | 3   | 3       | 3  | 3       | 3        |
|              | MNI | 0       | 0.03| 0.01| 0.04    | 0.01| 0.03    | 0.02     |
|              | RE  | 1       | 0.98| 0.99| 0.97    | 1  | 1       | 1        |
| LADR         | MNC | 3       | 3   | 3   | 3       | 3  | 3       | 3        |
|              | MNI | 0.89    | 0.76| 1.03| 0.86    | 0.91| 0.85    | 1.10     |
|              | RE  | 1.01    | 1.42| 0.95| 12.55   | 6.15| 0.89    | 4.70     |
| LSR          | MNC | 2.99    | 3   | 3   | 3       | 3  | 3       | 3        |
|              | MNI | 0.86    | 0.46| 0.65| 0.57    | 0.51| 0.42    | 0.57     |
|              | RE  | 5.14    | 0.90| 6.15| 2.37    | 6.55| 1.41    | 2.57     |
| CQR          | MNC | 3       | 3   | 3   | 3       | 3  | 3       | 3        |
|              | MNI | 0.74    | 0.86| 0.78| 1.03    | 0.91| 0.74    | 0.76     |
|              | RE  | 0.99    | 0.97| 1.64| 2.15    | 2.85| 0.95    | 2.22     |

\( \) until convergence. This process is equivalent to minimizing the objective function with the SCAD penalty (Zou & Li, 2008).

To solve \( \) we use the quick iterative coordinate descent algorithm (Peng & Wang, 2015). We minimize the multiple objective functions in \( \) and \( \) in parallel by using the \texttt{foreach} function from the \texttt{R} package \texttt{foreach}. The tuning parameters in the penalty term and the threshold \( \alpha \) for the vote procedure \( [8] \) are determined by minimizing prediction errors that are calculated over an independent validation set \( \{(\tilde{X}_i, \tilde{Y}_i) : i = 1, \ldots, n'\} \) with \( n' = 2,000 \), which is generated from the distribution of \( (X_1, Y_1) \). We choose the tuning parameter \( \lambda_k \) in \( \) by setting \( \lambda_k = \arg \min_{a \in \mathcal{L}} \sum_{i=1}^{n'} \ell_k(\tilde{Y}_i - \tilde{X}_i^T \tilde{\varphi}_{a,k}) \), where \( \mathcal{L} \) is a fine grid and \( \tilde{\varphi}_{a,k} \) is the outcome of the iterative process \( \) with \( \lambda_k = a \). The candidate set for \( \alpha \) is \( \mathcal{A} = \{\lceil K/2 \rceil, \lceil K/2 \rceil + 1, \ldots, K - 1\} \) and the criterion is \( \alpha = \arg \min_{a \in \mathcal{A}} \sum_{k=1}^{K} \tilde{c}_k \sum_{i=1}^{n'} \ell_k(\tilde{Y}_i - \tilde{X}_i^T \tilde{\varphi}_{a,k}) \).
\( \hat{\vartheta}_{a,k} = \arg \min_{\theta \in \hat{\Theta}_n(a)} \sum_{i=1}^{n} \ell_k(Y_i - X_i^T \theta) \)

Here the parameter estimator is \( \hat{\vartheta}_{a,k} \). The vector \( \hat{\xi} = (\hat{\xi}_1, \ldots, \hat{\xi}_K)^T \) is a consistent estimator of the optimal weights \( \xi = R^{-1} \psi \), where \( R \) is a \( K \times K \) matrix with \((i,j)\)th entry \( \min(\tau_i, \tau_j) - \tau_i \tau_j \)

and \( \psi = \{f(\beta_1), \ldots, f(\beta_K)\}^T \) (Bradic et al., 2011, Section 4.2). Recall that \( \beta_k \) is the \( \tau_k \) quantile of the error distribution for \( k = 1, \ldots, K \). After obtaining the set \( \hat{Q}(\alpha) \), we construct the estimator \( \hat{\vartheta} \) in (5) as described in Remark 4 in Section 3. Remark 1 also explains how to estimate \( f(\beta_k) \) for \( k = 1, \ldots, K \).

For comparison we consider least absolute deviation regression, least squares regression and composite quantile regression with the same nine quantile levels \( 1/10, \ldots, 9/10 \). The iterative penalty in (8) is also applied to the three competing methods. For each of the four estimators, three indices from 200 simulated data sets are recorded in the following tables:

1. mean number of correctly selected nonzero parameters;
2. mean number of incorrectly selected zero parameters;
3. relative efficiency \( E\{\|\hat{\vartheta}_{\text{oracle}} - \vartheta\|^2\}/E\{\|\hat{\vartheta}_{\text{WQR-vote}} - \vartheta\|^2\} \) of the WQR-vote procedure, where \( \hat{\vartheta}_{\text{oracle}} \) is the oracle version of the four respective estimators and \( \hat{\vartheta}_{\text{WQR-vote}} \) is the estimator from the WQR-vote. Here “oracle” means knowing the index set \( Q = \{1, 2, 5\} \) of the nonzero parameters before estimating and applying no penalty.

In Table 1 we consider the case with \( p = 12 \) predictors. While all the methods successfully select the three nonzero parameters, the WQR-vote selects far fewer zero parameters incorrectly than the others. Moreover, all the relative efficiency values in the table are either close to one (between 0.89 and 1.01) or clearly larger than one (between 1.41 and 12.55), which shows the efficiency of the WQR-vote are similar to or much better than those of the oracle versions of the competing methods. With respect to computational speed, on a 2.4 GHz processor, the average processing time of the WQR-vote is 1.35 seconds over the 200 replications when the error distribution is N(0, 3), while that of composite quantile regression is 1.55 seconds in the same scenario. The computation time in the other cases is similar. This indicates that when WQR-vote and composite quantile regression consider the same number of quantile levels, the WQR-vote can be faster by conducting the computation in
Table 2: The table entries are mean numbers of correctly selected nonzero parameters, mean numbers of incorrectly selected zero parameters and the relative efficiency as in Table 1. In contrast to Table 1, we now consider a high dimensional data scenario with the full model size $p = 400$.

| Method   | T_2 | N(0, 3) | SMN | LMN | $\Gamma(1, 1)$ | DE  | B(1, 3) | U(-3, 3) |
|----------|-----|---------|-----|-----|----------------|-----|---------|----------|
| WQR-vote | MNC | 3       | 3   | 3   | 3              | 3   | 3       | 3        |
|          | MNI | 0       | 0   | 0   | 0.01           | 0   | 0       | 0        |
|          | RE  | 1       | 1   | 1   | 0.99           | 1   | 1       | 1        |
| LADR     | MNI | 3       | 3   | 3   | 3              | 3   | 3       | 3        |
|          | MNI | 2.41    | 1.53| 2.59| 1.06           | 2.74| 1.70    | 2.81     |
|          | RE  | 1.04    | 1.34| 1.01| 13.36          | 5.69| 0.82    | 5.08     |
| LSR      | MNI | 2.94    | 3   | 3   | 3              | 3   | 3       | 3        |
|          | MNI | 7.60    | 1.62| 1.85| 4.86           | 0.75| 1.15    | 0.76     |
|          | RE  | 4.97    | 0.88| 5.89| 2.51           | 6.36| 1.33    | 2.62     |
| CQR      | MNC | 3       | 3   | 3   | 3              | 3   | 3       | 3        |
|          | MNI | 7.14    | 7.37| 6.44| 7.63           | 6.20| 6.61    | 5.07     |
|          | RE  | 0.97    | 0.95| 1.71| 2.27           | 2.72| 0.94    | 2.20     |

Parallel. The comparison is probably not entirely fair, because the multiple quantile loss functions in composite quantile regression are unweighted. A weighted version of composite quantile regression would involve estimation and correction of the weights to improve efficiency [Bradic et al., 2011, Sections 3.4 and 4.2], which takes extra time. In Table 2, we present simulation results as in Table 1 but now for the high dimensional scenario with $p = 400$ predictors. When dealing with high dimensional data, the WQR-vote still yields the smallest numbers of incorrect selections for all of the cases and the lowest mean squared errors of estimation for most of the cases. In the 200 simulations with normal errors the average time required for the WQR-vote and the composite quantile regression is 27.12 seconds and 106.41 seconds, respectively, when both methods use the nine quantile levels. The advantage of adopting parallel computing in the WQR-vote procedure is obvious.
5 A data application

In this section we analyze a microarray dataset from Scheetz et al. (2006), which is available at [https://www.ncbi.nlm.nih.gov/geo/geo2r/?acc=GSE5680](https://www.ncbi.nlm.nih.gov/geo/geo2r/?acc=GSE5680). The dataset contains the gene expression values of 31,042 probes on 120 rats. We are interested in how the expression of TRIM32, which is related to human hereditary diseases of the retina and corresponding to probe 1389163 at, depends on that of other genes. To exclude genes without sufficient variability, we first remove probes whose maximum among the 120 rats is less than the 25th percentile of all the expression values or whose range among the 120 rats is less than 1. We then sort the remaining 18,984 probes by the absolute values of their correlation coefficients with the response, 1389163 at. The top 300 probes are used as predictors in the analysis.

To identify important predictors by the vote procedure (3), we set $K = 9$ and $\ell_k(x) = x\{k/10 - I(x < \beta_k)\}$ in the objective function (2), where $\beta_k$ is the $k/10$ quantile of the error distribution and can be estimated as an extra parameter. Then three different estimators are computed based on one loss function, i.e. $K' = 1$ in (4): the square function, the absolute value function and the composite check function $\ell'_1(x) = \sum_{m=1}^{9} x\{m/10 - I(x < \beta_m)\}$. For comparison, the data are also analyzed by penalized regression using each of the above three loss functions. The iterative penalty (8) is applied to all methods.

We first use the entire dataset to fit models. Then the dataset is randomly divided into a training set of 80 observations and a validation set of 40 observations. Models are fitted with the training set and prediction errors are calculated by the loss functions on the validation set. Based on five-fold cross validation, we choose the tuning parameters in the penalty and the threshold $\alpha$ in (3) by the criteria stated in Section 4. This is repeated 50 times.

Table 3 gives the sizes of the models that are selected by the vote procedure and by the three competing penalized regression approaches. The left panel provides the sizes that are obtained using all data. The first column of the right panel lists the means and, in parentheses, the standard deviations of the model sizes that are obtained using the 50 randomly generated partitions. The top half of the second column provides the prediction errors of the parameter estimates that are obtained in the second step of our method, i.e. after model selection by the vote procedure, using least absolute deviation regression, least
Table 3: Sizes of selected subsets based on all data and on the 50 randomly generated partitions. We consider least absolute deviation regression (LADR), least squares regression (LSR) and composite quantile regression (CQR). The term LADR-Vote denotes the LADR approach (without penalty) after variable selection through the vote procedure; LSR-Vote and CQR-Vote are defined analogously.

| All Data Model size | Random partition Model size | Prediction error |
|---------------------|-----------------------------|------------------|
| Vote 7              | LADR-Vote 2.68 (0.33)       |
| LADR 16             | LSR-Vote 7.54 (4.14)        |
| LSR 10              | CQR-Vote 0.29 (0.08)        |
| CQR 14              | CQR-Vote 13.02 (2.71)       |

Among all methods, the vote method generates the smallest models in the situations of both all data and random partition. In addition to achieving more sparsity, the submodel selected by the vote method yields a smaller mean prediction error compared with that selected by the penalized regression approach, when the same loss function is used to estimate the parameters. This confirms the superiority of the vote method in variable selection. Furthermore, this analysis illustrates the flexibility of our approach from employing different loss functions for selection and estimation. One may also apply the method optimally combining multiple quantile levels described in Section 3 to the data. We do not consider it here because the competing methods use different loss functions for estimation. The prediction errors are therefore not directly comparable.
6 Conclusion and discussion

We have developed a process that uses multiple loss functions separately to analyze linear models in the high dimensional data situation. Our approach has three notable advantages:

(a) it lowers the false discovery rate of variable selection by using our newly-developed vote procedure;

(b) it improves the quality of parameter estimation by combining results from multiple loss functions;

(c) it increases the speed of computation by adopting parallel computing.

A specific instance of our approach, which optimally combines multiple quantile levels, achieves asymptotic efficiency of parameter estimation under mild conditions.

In practical applications some loss functions may be more relevant for model selection than others. Therefore a weighted version of the variable selector \( \hat{Q}_n^{(w)}(\alpha) \), namely

\[
\hat{Q}_n^{(w)}(\alpha) = \{ j \in \{1, 2, \ldots, p_n\} : \sum_{k=1}^{K} w_k I(\tilde{\epsilon}_{kj} \neq 0) \geq \alpha \}
\]

with a nonnegative weight vector \( w = (w_1, \ldots, w_K)^T \), may improve our vote procedure, which uses uniform weights \( w_k = 1 \) for \( k = 1, \ldots, K \). Specifying and estimating the weight vector \( w \) may be data-driven and vary from case to case. However, using uniform weights makes the vote procedure easier to implement. According to the results of Sections 4 and 5, this suffices to improve on competing methods with respect to variable selection.

Supplementary materials

- All the programs in Sections 4 and 5 are available at https://github.com/guorongdai/Variable-Selection.
- The data in Section 5 are available at https://www.ncbi.nlm.nih.gov/geo/geo2r/?acc=GSE5680.
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Appendix

Proof of Theorem 1: We will show the first conclusion of the theorem by proving that the two conditions in Lemma 1 of Bradic et al. (2011) hold true on an event with probability close to one. Let $\Psi_k(\theta) = \{\psi_k(Y_1 - X_1^T \theta), \ldots, \psi_k(Y_n - X_n^T \theta)\}^T$, $\gamma_k = (\gamma_{k1}, \ldots, \gamma_{kp_n})^T = X^T \Psi_k(\vartheta)$ and

$$\Gamma_{n,k} = \{\max_{j \in \mathcal{Q}_n} |\gamma_{kj}| \leq n^{1/2} z_n\}.$$ (9)

Then we have

$$\pr\{|\gamma_{kj}| > n^{1/2} z_n\} = \pr\{|\sum_{i=1}^n X_{ij} \psi_k(\varepsilon_i)| > n^{1/2} z_n\} \leq 2 \exp\{-(2n + 2c n^{1/2} z_n)^{-1} n z_n^2\} \leq 2 \exp\{-c n z_n^2\}.$$ (10)

In the above, the second step uses Lemma 2.2.11 of van der Vaart & Wellner (1996) and the fact that $E\{\psi_k(\varepsilon_1)\} = 0$ and $\max_{1 \leq i \leq n} E\{|X_1 \psi_k(\varepsilon_i)|^m\} \leq c m! T^{m-2}$ from Assumptions 2 and 5. The last inequality uses Assumption 6. It follows that

$$\pr\{\Gamma_{n,k}\} \geq 1 - \sum_{j \in \mathcal{Q}_n} \pr\{|\gamma_{kj}| > n^{1/2} z_n\} \geq 1 - 2(p_n - q_n) \exp(-c n z_n^2).$$ (11)

Then, for $\tilde{\vartheta}_k^o$ defined in (6), with $d_{k \mathcal{Q}_n} = (d_{k1}, \ldots, d_{kp_n})^T$, we have

$$\|\tilde{\vartheta}_k^o - \vartheta\| = O_p(n^{-1/2} q_n^{1/2} + \lambda_{n,k} \|d_{k \mathcal{Q}_n}\|) = O_p(n^{-1/2} q_n^{1/2} + \lambda_{n,k} q^{1/2} D_{n,k}) \leq O_p(n^{-1/2} q_n^{1/2} + n^{-1/2}) = O_p(n^{-1/2} q_n) = O_p\{n^{(m-1)/2}\}.$$ (12)

Here the first step follows from Lemma 2 of Bradic et al. (2011), the third step uses Assumption 7 and the last step uses Assumption 3. The definition of $\vartheta_k^o$ in (6) implies that

$$X_{\mathcal{Q}_n}^T \Psi_k(\tilde{\vartheta}_k^o) + n \lambda_{n,k} d_{k \mathcal{Q}_n} \circ \text{Sign}(\tilde{\vartheta}_k^o) = 0,$$ (13)

where the bold number 0 denotes a $q_n$-dimensional vector whose components all equal zero, $\tilde{\vartheta}_k^o = (\tilde{\vartheta}_{k1}, \ldots, \tilde{\vartheta}_{kp_n})^T$, the symbol $\circ$ represents the Hadamard product and $\text{Sign}(\cdot)$ is taken componentwise. Here $\text{Sign}(x) = |x|^{-1} x$ for a scalar $x \neq 0$ and $\text{Sign}(0) \in [-1, 1]$. With $d_{k \mathcal{Q}_n} = \{d_{k1}^{-1}, \ldots, d_{kp_n}^{-1}\}^T$ we have that on the event $\Gamma_{n,k}$ defined in (9),

$$\|d_{k \mathcal{Q}_n} \circ X_{\mathcal{Q}_n}^T \Psi_k(\tilde{\vartheta}_k^o)\| \leq c \{n^{1/2} z_n + \|X_{\mathcal{Q}_n}^T G_k(\vartheta) X_{\mathcal{Q}_n} (\tilde{\vartheta}_k^o - \vartheta)\|\} \leq c \{n^{1/2} z_n + \|X_{\mathcal{Q}_n}^T G_k(\vartheta) X_{\mathcal{Q}_n} \|_2 \|\tilde{\vartheta}_k^o - \vartheta\|\} \leq c \{n^{1/2} z_n + n^{-1/2} \|\tilde{\vartheta}_k^o - \vartheta\|\}$$ (13)
\[ \begin{align*}
&= O\{n^{(v_0-2v_1)/2 + v_2 + 1/2}\} + O_p(n^{1-v_1})O_p\{n^{(v_0-1)/2}\} \\
&= O\{n^{(v_0-2v_1)/2 + v_2 + 1/2}\} + O_p(n^{v_0/2 - v_1 + 1/2}) = o_p(n^{\lambda_{n,k}}). \\
\end{align*} \] 

In the above, the second inequality uses (30), Assumption 7 and Taylor’s expansion with \( \bar{\theta}_k = \theta + \mu(\bar{\theta}_k^o - \theta) \) for some \( \mu \in (0, 1) \). The fourth step holds by Assumption 4 and the fact that \( \|\bar{\theta}_k - \theta\| < \|\bar{\theta}_k^o - \theta\| = O\{n^{(v_0-1)/2}\} \) from (11). The fifth step uses (11) and the last step follows from Assumption 6.

The equations (12) and (13) guarantee the conditions (27) and (28) of Lemma 1 in Bradic et al. (2011) are satisfied, which implies that \( \bar{\theta}_k^o \) is the unique global minimizer of the objective function in (2) on \( \Gamma_{n,k} \). This combined with (11), the definition of \( \bar{\theta}_k \) in (2) and Assumption 6 implies

\[ \Pr\{\bar{\theta}_k = \bar{\theta}_k^o\} \geq \Pr\{\Gamma_{n,k}\} = 1 - 2(p_n - q_n) \exp(-cz_n^2) \to 1. \] 

This gives the first conclusion of the theorem. The equation (14) and the definition of \( \bar{\theta}_k^o \) in (3) further yield

\[ \Pr\{\cap_{j \in \mathcal{Q}_n} \{\bar{\theta}_{kj} = \theta_j = 0\}\} \to 1. \] 

Moreover, we know that, with probability tending to one,

\[ \|\bar{\theta}_{kQ_n} - \theta_{Q_n}\| = \|\bar{\theta}_k - \theta\| = \|\bar{\theta}_k^o - \theta\| = O_p\{n^{(v_0-1)/2}\}. \] 

In the above the first two steps use (15) and (14) and the last step follows from (11). Then we have

\[ \Pr\{\cap_{j \in \mathcal{Q}_n} \{\bar{\theta}_{kj} > 0\}\} \geq \Pr\{\cap_{j \in \mathcal{Q}_n} \{\bar{\theta}_{kj} > |\theta_j| - \min_{j \in \mathcal{Q}_n} |\theta_j|\}\} \]
\[ \geq \Pr\{\cap_{j \in \mathcal{Q}_n} \{\bar{\theta}_{kj} - \theta_j < \min_{j \in \mathcal{Q}_n} |\theta_j|\}\} \]
\[ \geq \Pr\{\|\bar{\theta}_{kQ_n} - \theta_{Q_n}\| < \min_{j \in \mathcal{Q}_n} |\theta_j|\} \to 1, \] 

with \( \bar{\theta}_{kQ_n} = (\bar{\theta}_{k1}, \ldots, \bar{\theta}_{kq_n})^T \), where the convergence follows from (16) and Assumption 8.

Combining (15) and (17) yields \( \Pr\{\bar{\theta}_{n,k} = Q_n\} \to 1 \) for \( k = 1, \ldots, K \), where \( \bar{\theta}_{n,k} = \{j \in \{1, 2, \ldots, p_n\} : \theta_j \neq 0\} \). It follows that

\[ \Pr\{\cap_{j \in \mathcal{Q}_n} \{\sum_{k=1}^K I(\bar{\theta}_{kj} \neq 0) = K\}\} \to 1 \] and \( \Pr\{\cap_{j \in \mathcal{Q}_n} \{\sum_{k=1}^K I(\bar{\theta}_{kj} \neq 0) = 0\}\} \to 1. \)

By the definition of \( \bar{\theta}_n(\alpha) \) in (3), we have \( \Pr\{\bar{\theta}_n(\alpha) = Q_n\} \to 1 \) for any positive integer \( \alpha \leq K \).

\textbf{Proof of Theorem 2} For \( k = 1, \ldots, K \) set

\[ \hat{\theta}_{kQ_n} = \arg \min_{\theta} \sum_{i=1}^n \ell_k(Y_i - X_i^T \theta). \]

From Theorem 1 we have \( \Pr\{\hat{\theta}_{kQ_n} = \hat{\theta}_{kQ_n}^o\} \to 1 \) for \( k = 1, \ldots, K \), which implies that

\[ \Pr\{\hat{\theta}_{Q_n}(w) = \sum_{k=1}^K w_k \hat{\theta}_{kQ_n}^o\} \to 1. \]
For \( k = 1, \ldots, K \), Theorem 2.2 and Example 1 of He & Shao (2000) give that
\[
\hat{v}_q^0 - \vartheta_{Q_n} = - (\eta_k X_{Q_n}^T X_{Q_n})^{-1} \sum_{i=1}^n \psi_k(\varepsilon_i) X_i Q_n + \varpi_n
\]
with \( \| \varpi_n \| = o_p(n^{-1/2}) \). It follows that
\[
v^T (X_{Q_n}^T X_{Q_n})^{1/2} (\sum_{k=1}^K w_k \hat{v}_q^0 - \vartheta_{Q_n}) = \sum_{i=1}^n L_{n,i} + o_p(1) \tag{19}
\]
with \( L_{n,i} = - v^T (X_{Q_n}^T X_{Q_n})^{-1/2} X_i Q_n \sum_{k=1}^K w_k \eta_k^{-1} \psi_k(\varepsilon_i) \), which holds because
\[
|v^T (X_{Q_n}^T X_{Q_n})^{1/2} \varpi_n| \leq n^{1/2} \lambda_{max}^{1/2} (n^{-1} X_{Q_n}^T X_{Q_n}) \| v \| \| \varpi_n \| \leq c n^{1/2} \| \varpi_n \| = o_p(1).
\]
The second step in the above uses Assumption \( 5 \). For \( i = 1, \ldots, n \), we have
\[
E(L_{n,i}) = 0 \tag{20},
\]
that \( E\{\psi_k(\varepsilon_i)\} = 0 \) from Assumption \( 2 \). Then we compute
\[
\sum_{i=1}^n E(L_{n,i}^2) = E\{ \sum_{k=1}^K w_k \eta_k^{-1} \psi_k(\varepsilon_i) \}^2 \sum_{i=1}^n \{ v^T (X_{Q_n}^T X_{Q_n})^{-1/2} X_i Q_n \}^2
\]
\[
= (w^T H w) v^T (X_{Q_n}^T X_{Q_n})^{-1/2} \{ \sum_{i=1}^n (X_i Q_n)^T X_i Q_n \} (X_{Q_n}^T X_{Q_n})^{-1/2} v
\]
\[
= w^T H w. \tag{21}
\]
We have, for any \( \zeta > 0 \),
\[
\sum_{i=1}^n E\{ L_{n,i}^2 1(\| L_{n,i} \| > \zeta) \} \leq c \sum_{i=1}^n E(I_{n,i}^4)
\]
\[
= c E\{ \sum_{k=1}^K w_k \eta_k^{-1} \psi_k(\varepsilon_i) \}^4 \sum_{i=1}^n \{ v^T (X_{Q_n}^T X_{Q_n})^{-1/2} X_i Q_n \}^4
\]
\[
\leq c \sum_{i=1}^n \{ X_i Q_n^T X_{Q_n}^{-1/2} v v^T (X_{Q_n}^T X_{Q_n})^{-1/2} X_i Q_n \}^2
\]
\[
= c \sum_{i=1}^n \{ X_i Q_n (X_{Q_n}^T X_{Q_n})^{-1} X_i Q_n \}^2
\]
\[
\leq c n^{-2} \lambda_{max}^{-2} (n^{-1} X_{Q_n}^T X_{Q_n}) \sum_{i=1}^n \| X_i Q_n \|^4
\]
\[
\leq c n^{-2} q_n^2 \| X_{Q_n} \|^4 \leq c \leq c n^{-2} q_n^2 = o(1). \tag{22}
\]
Here the third step uses the facts that \( E\{\psi_k(\varepsilon_i)\}^4 \leq c \) (Assumption \( 2 \)) and that \( \eta_k > 0 \) (Assumption \( 2 \)), the fifth step holds true because \( \| v \| = 1 \), the seventh and the eighth steps use Assumption \( 5 \) and the last step uses the fact that \( q_n = o(n^{1/2}) \). This shows that the Lindeberg-Feller condition for the central limit theorem is satisfied. Summing up, the equations \( 19 \) through \( 22 \) yield
\[
v^T (X_{Q_n}^T X_{Q_n})^{1/2} (\sum_{k=1}^K w_k \hat{v}_q^0 - \vartheta_{Q_n}) \overset{d}{\to} N(0, w^T H w).
\]
This combined with \( 18 \) completes the proof.

Proof of Corollary 1. Since \( w^* = \arg \min_{w} r_{w=1} (w^T H w) \) we have, by the Lagrange multiplier method, that \( w^* = (r^T H^{-1} r)^{-1} (H^{-1} r) \). Theorem 2 with \( w = w^* \) in the asymptotic variance formula, gives
\[
v^T (X_{Q_n}^T X_{Q_n})^{1/2} \{ \hat{\vartheta}_{Q_n}(w^*) - \vartheta_{Q_n} \} \overset{d}{\to} N\{0, (r^T H^{-1} r)^{-1}\}. \tag{23}
\]
Let \( \widehat{w}^* \) be a consistent estimator of \( w^* \). Then
\[
|v^T(X_{Q_n}^T X_{Q_n})^{1/2}\{\widehat{Q}_n(\widehat{w}^*) - \vartheta_{Q_n}\} - v^T(X_{Q_n}^T X_{Q_n})^{1/2}\{\widehat{Q}_n(w^*) - \vartheta_{Q_n}\}|
= |\sum_{k=1}^K (w_k - \widehat{w}_k^*) v^T(X_{Q_n}^T X_{Q_n})^{1/2}(\widehat{\vartheta}_k - \vartheta_{Q_n})|
\leq (\max_{1 \leq k \leq K} |w_k - \widehat{w}_k^*|) \sum_{k=1}^K |v^T(X_{Q_n}^T X_{Q_n})^{1/2}(\widehat{\vartheta}_k - \vartheta_{Q_n})| = o_p(1). \tag{24}
\]
The last step uses the fact that \( |v^T(X^T X)^{1/2}(\widehat{\vartheta}_k - \vartheta_{Q_n})| = O_p(1) \) for \( 1 \leq k \leq K \), which holds by Theorem 2 and the consistency of \( w^* \). Combining (23) and (24) yields
\[
v^T(X_{Q_n}^T X_{Q_n})^{1/2}\{\widehat{Q}_n(\widehat{w}^*) - \vartheta_{Q_n}\} \xrightarrow{d} N(0, (r^T H^{-1} r)^{-1}).
\]

Proof of Theorem 3 The \( i \)th diagonal element of the \( K \times K \) matrix \( H^{-1} \) is \( 2(K + 1)\{f(\beta_i)\}^2 \) for \( i = 1, \ldots, K \). The \((i, i + 1)\)th and \((i + 1, i)\)th entries are \(- (K + 1)f(\beta_i)f(\beta_{i+1})\) for \( i = 1, \ldots, K - 1 \), and the other entries are zero. Hence we have
\[
r^T H^{-1} r = 2(K + 1)\sum_{k=1}^K \{f(\beta_k)\}^2 - \sum_{k=1}^{K-1} f(\beta_k)f(\beta_{k+1})
= 2(K + 1)\sum_{k=1}^K \{g(\tau_k)\}^2 - \sum_{k=1}^{K-1} g(\tau_k)g(\tau_{k+1})
= (K + 1)\sum_{k=1}^{K-1} (g(\tau_{k+1}) - g(\tau_k))^2 + \{g(\tau_1)\}^2 + \{g(\tau_K)\}^2
= (K + 1)\{\{g(\tau_1)\}^2 + \{g(\tau_K)\}^2\} + \int_{\tau_1}^{\tau_K} \{g'(t)\}^2 dt + L_K,
\tag{25}
\]
where \( L_K = (K + 1) \sum_{k=1}^{K-1} \{g(\tau_{k+1}) - g(\tau_k)\}^2 - \int_{\tau_1}^{\tau_K} \{g'(t)\}^2 dt \) with
\[
|L_K| = |(K + 1)\sum_{k=1}^{K-1} \{\int_{\tau_k}^{\tau_{k+1}} g'(t) dt\}^2 - (\tau_{k+1} - \tau_k) \int_{\tau_k}^{\tau_{k+1}} \{g'(t)\}^2 dt|
= |\{(K + 1)/2\} \sum_{k=1}^{K-1} \int_{\tau_k}^{\tau_{k+1}} \{g'(t) - g'(y)\}^2 dx dy|
\leq \{(K + 1)/2\} \sum_{k=1}^{K-1} (\tau_{k+1} - \tau_k)^2 \max_{x,y \in [\tau_k, \tau_{k+1}]} \{g'(x) - g'(y)\}^2
= \{(K + 1)^{-1}\} \sum_{k=1}^{K-1} \max_{x,y \in [\tau_k, \tau_{k+1}]} \int_x^y \{g''(t)\}^2 dt
\leq \{(K + 1)^{-1}\} \sum_{k=1}^{K-1} \int_{\tau_k}^{\tau_{k+1}} \{g''(t)\}^2 dt
\leq \{(K + 1)^2\}^{-1} \sum_{k=1}^{K-1} \int_{\tau_k}^{\tau_{k+1}} \{g'(t)\}^2 dt
= \{(K + 1)^2\}^{-1} \int_{\tau_1}^{\tau_K} \{g''(t)\}^2 dt \to 0 \quad (K \to \infty). \tag{26}
\]
The sixth step in the above uses the Cauchy-Schwarz inequality and the last step follows from Assumption 9. Then, using (25), we obtain
\[
|r^T H^{-1} r - \int \{f(t)\}^{-1} \{f'(t)\}^2 dt - \nu_3|
= |(K + 1)\{\{g(\tau_1)\}^2 + \{g(\tau_K)\}^2\} + \int_{\tau_1}^{\tau_K} \{g'(t)\}^2 dt + L_K - \int_{0}^{1} \{g'(t)\}^2 dt - \nu_3|
\leq |(K + 1)\{\{g(\tau_1)\}^2 + \{g(\tau_K)\}^2\} - \nu_3| + |L_K| + \int_{0}^{1} \{\{g'(t)\}^2 + \{g'(1 - t)\}^2\} dt
\to 0 \quad (K \to \infty).
\]
The last step follows from Assumption 9 the equation (26) and the fact that \( \tau_1 = (K + 1)^{-1} \to 0 \) as \( K \to \infty \). This completes the proof.
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