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Abstract

Background: The discovery of cancer subtype based on unsupervised clustering helps provide precise diagnoses, guide treatment and improve patients’ prognoses. Instead of single-omics data, multi-omics data can improve performance of the clustering because it obtains a comprehensive landscape for understanding biological systems and mechanisms. However, heterogeneous data from multiple sources raises high complexity and different kinds of noise, which will be detrimental to the extraction of clustering information.

Methods: We propose an end-to-end deep learning-based method, Multi-omics Clustering Variational Autoencoders (MCluster-VAEs), that can extract cluster-friendly representations on multi-omics data. First, unified network architecture with an attention mechanism is developed for modeling multi-omics data precisely. Then, using a novel objective function built from the Variational Bayes technique, the model is trained to effectively obtain the posterior estimation of clustering assignments.

Results: Compared with twelve other state-of-the-art multi-omics clustering methods, MCluster-VAEs achieved outstanding performance on benchmark datasets from the TCGA database. On the Pan Cancer dataset, MCluster-VAEs achieved adjusted Rand index of around 0.78 for cancer category recognition, an increase of more than 18% compared with other methods. Furthermore, the survival analysis and clinical parameters enrichment tests on ten cancer datasets demonstrate that MCluster-VAEs delivered comparable or even better results than many typical integrative methods.

Conclusions: These results demonstrate that MCluster-VAEs is a new powerful tool
for dissecting complex multi-omics relationships and providing new insights for cancer subtype discovery.
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1. Background

Cancer being a highly complex and heterogeneous genomics disease, showcases variability in tumor responsiveness to the therapy (1). This problem forms the basis of one of the critical areas of cancer research, i.e. the development of excellent subtype discovery methods. These methods are designed to decouple the heterogeneity of cancer, and accordingly, divide cancer patients into different groups to better understand the pathogenesis of cancer and to boost clinical treatment (2). Since the occurrence and development of cancer is related to several different biological layers and molecular systems, it is more pertinent to identify cancer subtypes based on multi-omics data rather than single-omics data (3).

The most commonly used methods to recognize cancer subtypes are clustering, such as hierarchical clustering (4), spectral clustering (5) and K-means (6). These methods, designed for single source data, cannot address the dimensional redundancy and heterogeneous information integration brought by multi-omics data. Lately, the advent of high-throughput technologies has proliferated multi-omics data, leading to the development of multi-omics clustering methods (7). These methods are based on either additional regularization controlling the problem of dimensionality (3,8,9), the fusion of similarity networks (10–14), the factorization of multiple matrices (15,16), or the simple linear probabilistic model (17,18). However, all these methods can only deal with simple hypotheses to describe molecular systems, and cannot accurately depict the complex regulation of multi-omics data. They still face significant challenges of data
complexity.

More recently, deep learning is emerging rapidly in many fields, exhibiting innovative performance in processing images (19), texts (20) and graphs data (21). Several deep learning-based methods have been developed to try to solve multi-omics clustering tasks, such as autoencoder (AE) (22,23), variational autoencoder (VAE) (24,25) and Subtype-GAN (26). They use non-linear neural networks to learn an integrated representation of multi-omics data by the unsupervised framework and then apply a traditional clustering algorithm to this representation. We call them “two-steps” methods (Figure 1A (a)), because their entire process includes two separate steps: representation learning and clustering. Due to the substantial capacity of neural networks, the integrated representations contain rich high-level information. Thus, the clustering step is expected to obtain improved performance. However, representation learning is independent of the following clustering step, and the representation from the first step is not guaranteed to be suitable for the second. For example, most representation learning approaches try to squeeze all reconstruct-friendly information into lower-dimensional representations, and these representations contain a lot of information unrelated to clustering (27). The cluster-friendly information will be overwhelmed and interfered by cluster-unfriendly information in the following clustering step. Thus, if we can integrate these two steps as one step (Figure 1A (b)), the representation learning will be guided by the clustering target, and cluster-friendly representation will be extracted to improve clustering performance. This “one-step” idea has been studied in the field of single-modal deep learning (28–30), but not in the
In this research, we propose Multi-omics Clustering Variational Autoencoders (MCluster-VAEs), an end-to-end deep learning-based method for clustering multi-omics data. It describes multi-omics data using a new probabilistic model with a global discrete latent variable considered as the clusters. Using Variational Bayes approach (31), we derive a unified end-to-end architecture and a novel objective function, to fit the multi-omics data and infer the posterior probability of the clustering assignments. They form a “one-step” framework, so the clustering target can guide representation learning and improve clustering performance. In addition, an attention module is used to effectively incorporate multiple omics and reveal the contribution of each omics to clustering results. To evaluate the performance of MCluster-VAEs, we collected the Pan Cancer dataset with 8,314 samples and the ten cancer datasets with a total of 4,154 samples from TCGA database. The results generated by MCluster-VAEs were fully validated, which showed great potential for novel cancer subtype discovery from deep learning model.

Figure 1. Overview of MCluster-VAEs. (A) Two deep learning-based multi-omics clustering pipelines. (B) The data generative model. (C) The posterior variational inference path. (D) The architecture of MCluster-VAEs model for the experiments using mRNA expression, miRNA expression, copy number alterations (CNA) and DNA methylation.

2. Materials and methods

2.1 Probabilistic model with discrete latent variables

Let us consider some multi-omics dataset \( X = \{X^1, ..., X^M\} \) consisting of \( N \) i.i.d.
samples, and each sample contains $M$ kinds of omics data which can be expressed as $x_i = \{x_i^1, \ldots, x_i^M\}$. The vector $x_i^m$ represents the features of omics $m$ of sample $i$. We assume that the data are generated by some random process, involving an unobserved discrete random variable $y$ with $C$ categories and $M$ unobserved continuous random variables $z = \{z^1, \ldots, z^M\}$. The process consists of three steps: (1) a categorical value $y_i$ is generated from a prior distribution $p(y)$; (2) a value $z_i^m$ is assumed to follow a mixture of $C$ Gaussian distributions and generate from distribution $p_\theta(z_i^m | y_i)$ corresponding to omics $m$; (3) a value $x_i^m$ is generated from a conditional distribution $p_\theta(x_i^m | z_i^m, y_i)$. This process can be expressed by the Figure 1B and the following formula:

$$p_\theta(x_i) = \int_{z_i^1, \ldots, z_i^M} \prod_{m=1}^M p_\theta(x_i^m | z_i^m, y_i) p_\theta(z_i^m | y_i) p(y_i) dz_i^m dy_i$$  \hspace{1cm} (1)

We assume that $p_\theta(x_i | z_i, y_i)$ and $p_\theta(z_i | y_i)$ come from parametric families of distributions $p_\theta(x | z, y)$ and $p_\theta(z)$, and that their probability density functions (PDFs) are differentiable almost everywhere w.r.t both $\theta$, $z$ and $y$. The above process describes a realistic data generative model and has enough flexibility to fit the complex multi-omics data. The unobserved $y_i$ can be considered as the cluster assignments of sample $i$ with $C$ categories, and the clustering task can be equivalent to inference of the unknown parameters $\theta$ and posterior distribution $p_\theta(y_i | x_i^1, \ldots, x_i^M)$.

2.2 Variational Bayes

In order to solve the above inference task, we introduce a trainable parametric
approximation $q_{\phi}(y_i, z_i | x_i)$ of posterior distribution $p_{\theta}(y_i, z_i | x_i)$. The marginal
likelihood is composed of a sum over the marginal likelihoods of individual samples

$$\log p_{\theta}(x_1, \ldots, x_N) = \sum_{i=1}^{N} \log p_{\theta}(x_i),$$

which can each be rewritten as:

$$\log p_{\theta}(x_i) = D_{KL}(q_{\phi}(y_i, z_i | x_i) \| p_{\theta}(y_i, z_i | x_i)) + L(\theta, \phi; x_i) \geq L(\theta, \phi; x_i)$$

$$= E_{q_{\phi}(y_i, z_i | x_i)}(\log p_{\theta}(x_i | y_i, z_i)) - D_{KL}(q_{\phi}(y_i, z_i | x_i) \| p_{\theta}(y_i, z_i))$$

(2)

The term $L(\theta, \phi; x_i)$ is called (variational) evidence lower bound (ELBO), which
strictly less than the marginal likelihood which can be maximized indirectly by
updating generative parameters $\Theta$ and variational parameters $\phi$. This approach was
proposed first by Kingma and Welling (31), and has been applied in several generative
models, including the famous VAE (31).

We can assume that $q_{\phi}(y_i, z_i | x_i)$ has the mean field form and can be decomposed into
product form:

$$q_{\phi}(y_i, z_i | x_i) = q_{\phi}(y_i | x_i) \prod_{m=1}^{M} q_{\phi}(z_i^m | x_i^m, y_i)$$

(3)

Figure 1C illustrates this inference path. Therefore, the ELBO can be derived in the
following form:

$$L(\theta, \phi; x_i) = \sum_{m=1}^{M} \left[ E_{q_{\phi}(y_i | x_i)} \left( E_{q_{\phi}(z_i^m | x_i, y_i)} \left( \log \left( p_{\theta}(x_i^m | y_i, z_i^m) \right) \right) \right) \right]$$

reconstruction term

$$- \sum_{m=1}^{M} \left[ E_{q_{\phi}(y_i | x_i)} \left( D_{KL}(q_{\phi}(z_i^m | x_i^m, y_i) \| p_{\theta}(z_i^m | y_i)) \right) \right]$$

conditional prior term

$$- D_{KL}(q_{\phi}(y_i | x_i) \| p(y_i))$$

conditional entropy term

(4)

The detailed derivation is given in Supplementary Note S1. The first Right-Hand-Side
(RHS) term is actually a measurement of reconstruction by samples of posterior distributions. The last two terms are the Kullback-Leibler (KL) divergences of approximated posterior and prior distributions. We refer to all RHS terms as the reconstruction term, conditional prior term and conditional entropy term, respectively. 

Now, with some reasonable and loose assumptions for $z_i^m$ and $y_i$, equation (4) can be used as loss function and to optimize parameters by stochastic gradient descent (SGD) with Monte Carlo gradient estimator. After the training completed, $q_\phi(y_i|x_i)$, as the approximation of posterior $p_\theta(y_i|x_i)$, will be used to obtain the clustering assignment of each sample.

2.3 Multi-omics Clustering Variational Autoencoders (MCluster-VAEs)

Just like VAE, we use some neural networks for $p_\phi(x_i^m | y_i, z_i^m)$, $p_\theta(z_i^m | y_i)$, $q_\phi(y_i|x_i)$ and $q_\phi(z_i^m | x_i^m, y_i)$ in equation (4). The prior over the latent variables $y_i$ is assumed as uniform categorical distribution $p_\theta(y_i) = 1/M$. We also assume that $p_\theta(z_i^m | y_i)$ and $q_\phi(z_i^m | x_i^m, y_i)$ are multivariate Gaussian distributions with diagonal covariance, whose distribution parameters (means and covariances) are computed from $x_i^m$ and $y_i$ with two multilayer perceptrons (MLP, fully-connected neural networks with some hidden layers), respectively. $q_\phi(y_i|x_i)$ is also a MLP with $M$ output nodes with softmax activation function to get categorical probabilities of each clustering label. $p_\phi(x_i^m | y_i, z_i^m)$ is considered as multivariate Gaussian distribution for real-valued data, whose means are calculated from $z_i^m$ and $y_i$ through an additional MLP. The whole model architecture is shown in figure 1D.

There are two expectations in the above ELBO term. The first is w.r.t discrete
distribution \( q_\phi(y_i|x_i) \), which can be calculated by iterating over all possible values of \( y_i \). The second is w.r.t continuous distribution \( q_\rho(z_i^m|x_i^m,y_i) \), which should be estimated by reparameterization sampling trick (31). To summarize all of the above, the loss function can be rewritten as the following form (the derivation is given in Supplementary Note S2):

\[
\text{Loss} = -\sum_{i=1}^{N} L'(\theta,\phi;x_i) = L_{\text{rec}} + L_{\text{prior}} + L_{\text{entropy}}
\]

\[
L_{\text{rec}} = \frac{1}{N} \sum_{i=1}^{N} \sum_{m=1}^{M} \sum_{c=1}^{C} \sum_{j=1}^{d_m^r} (x_{ijc}^m - x_{ijc}^{m'})^2 \pi_{ic}
\]

\[
L_{\text{prior}} = -\frac{1}{2N} \sum_{i=1}^{N} \sum_{m=1}^{M} \sum_{c=1}^{C} \sum_{j=1}^{d_m^c} \log \left( \frac{(\sigma_{ijc}^m)^2}{(\sigma_{ijc}^{m'})^2} \right) - \frac{(\mu_{ijc}^m - \mu_{ijc}^{m'})^2}{(\sigma_{ijc}^{m'})^2} \pi_{ic}
\]

\[
L_{\text{entropy}} = \frac{1}{N} \sum_{i=1}^{N} \sum_{c=1}^{C} \pi_{ic} \log \pi_{ic}
\]

where \( L'(\theta,\phi;x_i) \) represents an estimator of \( L(\theta,\phi;x_i) \) using Gaussian reparameterization trick. \( d_m^r \) and \( d_m^c \) are the dimensions of original features and latent continuous embeddings of the omics \( m \), respectively. \( x_{ijc}^{m'} \) is the reconstruction of \( x_{ijc}^m \), which is the value of feature \( j \) of omics \( m \) of sample \( i \) if its cluster assignment is \( c \). \( \mu_{ijc}^m \) and \( \mu_{ijc}^{m'} \) are means of \( q_\rho(z_i^m|x_i^m,y_i=c) \) and \( p_\theta(z_i^m|y_i=c) \), respectively. \( (\sigma_{ijc}^m)^2 \) and \( (\sigma_{ijc}^{m'})^2 \) are variances of \( q_\rho(z_i^m|x_i^m,y_i=c) \) and \( p_\theta(z_i^m|y_i=c) \), respectively. \( \pi_{ic} \) is the value of \( q_\rho(y_i=c|x_i) \).

### 2.4 Gated attention mechanism

\( q_\rho(y_i|x_i) \) is the main part of MCluster-VAEs, which merges all omics data together to infer the posterior probability of clustering assignments. The most common deep learning-based approach for multi-omics information integration is the intermediate integration (32), which first processes each omics data using dedicated layers,
concatenates the outputs of dedicated layers and then uses further layers to integrate the
features extracted from each omics data. This approach enables the most suitable
dedicated layers to be used for each omics data and can hence extract more predictive
features.

However, the intermediate integration approach cannot consider the contribution of
multiple omics data. In order to make more effective use of multi-omics data, we add
an attention mechanism into the encoder \( q_\phi(y|x) \). The attention module is shown in
figure 1D, which is implemented by a simple gated attention mechanism. Each omics
data first maps into the hidden representation with the same dimension, then the
representations are weighted sum according to attention scores calculated from the
representations:

\[
h_i = \sum_{m=1}^{M} s_{i}^{m} h_{i}^{m}
\]

\[
s_{i}^{m} = \frac{1}{1 + \exp(-W_{m}^{m} h_{i}^{m})}
\]

where \( h_{i}^{m} \) and \( s_{i}^{m} \) are the hidden representation and attention scores of omics \( m \)
of sample \( i \), respectively. \( h_i \) represents the integrated information of all types of
omics and then is used to predict clustering assignments.

2.5 Conditional entropy annealing trick

The most unusual term in the ELBO is the conditional entropy term. It tries to minimize
the KL divergence of \( y \)-posterior and uniform prior. It seems to be in the opposite
direction of clustering. However, it is the existence of this term which makes reasonable
clustering possible. Actually, this term is a Bayesian regularization term against bias of
maximum likelihood, which enables every category of \( y_i \) to have enough chance to join the training process and the model does not quickly fall into a very bad local optimum.

In practice, model training often falls into collapse mode when the equation (5) is directly considered as loss function. In this case, all clustering assignments tend to become a same value. This problem may come from the enormous contribution of large dimensional multi-omics data to the training of reconstruction term \( L_{\text{rec}} \). To solve it, we need to increase the weight of the conditional entropy term. Therefore, we propose a conditional entropy annealing trick for experiments on real data, which multiplies the conditional entropy term \( L_{\text{entropy}} \) by a large value of \( \gamma \) at the beginning of training, and then gradually reduces the \( \gamma \) during training to take into account all categories of \( y_i \):

\[
\text{Loss} = L_{\text{rec}} + L_{\text{prior}} + \gamma L_{\text{entropy}}
\]

The value of \( \gamma \) is described in Supplementary Note 3. In the following experiments, we will show that this trick is very helpful in training of MCluster-VAEs.

### 2.6 Gumbel softmax reparameterization

The training speed of MCluster-VAEs is relatively slow, because all categories of \( y_i \) need to be passed in model when calculating the loss function. One way to solve this problem is to use reparameterization trick on the discrete variable \( y_i \) as well. According to the techniques introduced by Jang and Maddison (33,34), we use Gumbel softmax distribution to approximate the categorical distribution to achieve reparameterization. The Gumbel softmax distribution can be sampled by the following
process:

\[ y_{ic} = \frac{\exp \left( \frac{\log \pi_{ic} + g_k}{\tau} \right)}{\sum_{k=1}^{C} \exp \left( \frac{\log \pi_{ik} + g_k}{\tau} \right)} \]  

(8)

\[ g_k = -\log \left( -\log \left( u_k \right) \right), u_k \sim U(0, 1), k = 1, ..., C \]

where \( \pi_{ic} \) is the posterior probability of category \( c \) of sample \( i \) (the value of \( q_{\phi} (y_i = c \mid x_i) \)). \( \tau \) is an annealing factor that decreases gradually during whole training. The pseudo-code of MCluster-VAEs with and without the gumbel softmax trick is shown in Supplementary Note S3.

2.7 Datasets and preprocessing

The mRNA expression, miRNA expression, DNA methylation (450K) and copy number alterations (short for mRNA, miRNA, methylation, CNA) from TCGA database were used in this study. MCluster-VAEs and comparison methods were tested in the following two settings.

The Pan Cancer dataset consisted of a total of 8,314 samples across 32 types of cancers. These cancer types originated from different types of tissues and dissection positions. Therefore, the Pan Cancer dataset had natural categorical structure (32 cancer types) and could be used to test the performance of clustering algorithms. We then preprocessed this dataset using a 6-steps approach: 1. to filter samples to ensure that they exist in all four omics; 2. to perform log transformation of mRNA and miRNA; 3. to remove duplicated regions data of CNA and convert it into gene-level form; 4. to select the features using Yang’s approaches (26), retaining 3105 CNA features, 3217
mRNA features, 383 miRNA features and 3139 methylation features; 5. to perform missing data imputation by the samples’ mean value; 6. To standardize features in each omics by removing the mean and scaling the feature to unit variance. The sample sizes and abbreviations of 32 cancer types were included in the Supplementary Table S1. Secondly, ten cancer types in the TCGA dataset were applied in this study (including 4154 tumors): 1031 BRCA tumors, 399 BLCA tumors, 488 KIRC tumors, 127 GBM tumors, 490 LUAD tumors, 176 PAAD tumors, 446 SKCM tumors, 407 STAD tumors, 510 UCEC tumors and 80 UVM tumors. These datasets were used to test survival and clinical differences of clustering assignments, which have been used in Yang’s study (26). These datasets with the above-mentioned four omics were preprocessed by the above 6-steps approach.

2.8 Evaluation criteria and comparison algorithms

Since the cancer types were known, the Pan Cancer dataset was tested to determine whether the clustering algorithms could correctly identify the labels. It was measured by unsupervised clustering accuracy (ACC), adjusted Rand index (ARI), normalized mutual information (NMI), and clustering F measure (F1). They were defined in Supplementary Note S4.

On the ten single cancer datasets, the significance of survival analysis and the number of enriched clinical parameters were used to measure performance of MCluster-VAEs and the comparison algorithms. It assumed that if clusters of samples exhibit significant difference in clinical parameters and survival, they are different in a biologically meaningful way. The clinical parameters included gender, age at diagnosis, pathologic
T, pathologic M, pathologic N and pathologic stage. The four latter parameters were
discrete pathological parameters, measuring the progression of the tumor (T),
metastases (M) and cancer in lymph nodes (N), and the total progression (stage). We
measured significance of survival analysis among the obtained clustering assignments
using the log-rank test (35), enrichment for discrete parameters using the chi-square
test, and enrichment for numeric parameters using Kruskal-Wallis test. According to
Rappoport and Shamir (36), the accuracy of pure log-rank test, chi-square test and
Kruskal-Wallis test might be influenced by small sample size and unbalanced cluster
assignments. Therefore, we followed their advice and used the corresponding
permutation tests to estimate empirical $P$ values. More details on the permutation tests
can be found in their study (36). After that, the $P$ values were corrected for multiple
hypotheses using Bonferroni correction for each cancer and corresponding method.
Note that cancer subtypes that are biologically different may have similar survival, and
this is also true for enrichment of clinical parameters. However, these measures are
widely used for clustering assessment, including in the most multi-omics clustering
studies (12,26,36–38).

To evaluate the clustering performance of MCluster-VAEs, we compared its
performance with the performances of twelve state-of-the-art clustering methods (i.e.
$k$-means (6), spectral clustering (5), MCCA (15), SNF (10,11), COCA (39), ANF (40),
iClusterBayes (3), CIMLR (41), NEMO (12), MAUI(VAE) (24,25), DCAP(AE) (22,23),
SubtypeGAN (26)). MUAI and DCAP used VAE and AE with intermediate integration,
respectively. Hence, MUAI(VAE) and DCAP(AE) were used to represent them. These
methods were chosen to represent diverse approaches to multi-omics clustering. The
detailed information and the parameter setting of all methods were shown in
Supplementary Note S5, S6, Table S2 and S3.

3. Results

3.1 Comparison of MCluster-VAEs with state-of-the-art clustering methods on the
Pan Cancer dataset

Table 1. Clustering performance on the Pan Cancer dataset using MCluster-VAEs and twelve other
methods.

| Method      | ACC     | ARI     | F1      | NMI     |
|-------------|---------|---------|---------|---------|
| iCluster    | 0.0569±0.0022 | 0.0014±0.0004 | 0.0386±0.0004 | 0.0231±0.0012 |
| MCCA        | 0.1275±0.0026 | 0.0557±0.0032 | 0.1067±0.0053 | 0.1320±0.0031 |
| SNF         | 0.4809   | 0.3223  | 0.3659  | 0.6050  |
| Spectral    | 0.5635   | 0.4423  | 0.4690  | 0.6857  |
| COCA        | 0.5459±0.0099 | 0.5051±0.0030 | 0.5264±0.0029 | 0.6732±0.0042 |
| DCAP(AE)    | 0.6656±0.0256 | 0.5267±0.0347 | 0.5482±0.0324 | 0.7725±0.0112 |
| SubtypeGAN  | 0.6334±0.0374 | 0.5335±0.0505 | 0.5526±0.0484 | 0.7311±0.0265 |
| CIMLR       | 0.6342±0.0100 | 0.5355±0.0209 | 0.5561±0.0197 | 0.7337±0.0081 |
| MAUI(VAE)   | 0.6750±0.0241 | 0.5380±0.0528 | 0.5587±0.0494 | 0.7669±0.0079 |
| K-means     | 0.6507±0.0308 | 0.5738±0.0275 | 0.5922±0.0264 | 0.7494±0.0124 |
| ANF         | 0.6924±0.0672 | 0.6134±0.0991 | 0.6314±0.0965 | 0.7944±0.0843 |
| NEMO        | 0.7475   | 0.6642  | 0.6782  | 0.7966  |
| MCluster-VAEs | **0.8200±0.0152** | **0.7826±0.0291** | **0.7924±0.0279** | **0.8789±0.0088** |

The proposed MCluster-VAEs and the state of art methods were applied to the Pan
Cancer dataset labeled with known cancer types, with clusters set equal to the number
of cancer types (i.e., 32). The clustering performance (ACC, ARI, F1, and NMI) was
shown in Table 1. Except for SNF, Spectral, and NEMO, which produced deterministic
results, all methods were repeated five times to avoid the influence of randomness. The
results obtained by MCluster-VAEs were 0.8200 (ACC), 0.7826 (ARI), 0.7924 (F1),
and 0.8789 (NMI), which showed the best performance compared with the other methods. Even when compared to the second-placed NEMO, there was about 10-18% improvement. Moreover, MCluster-VAEs showed more minor variation than other deep learning-based methods (DCAP(AE), MAUI(VAE), SubtypeGAN) and were at the same level as k-means. The correspondence between clustering assignments and cancer types labels was shown in Supplementary Figures S1 and S2, demonstrating that the performance improvement of MCluster-VAEs is reflected in almost all cancer types, not just in individual cancer types. These findings indicated that the performance of MCluster-VAEs was better than those of the twelve state-of-the-art clustering methods on the Pan Cancer dataset.

**Figure 2.** The t-SNE visualization on the latent variables generated by four deep learning-based methods (MCluster-VAEs, AE, VAE, SubtypeGAN) used the Pan Cancer dataset. The color of each point indicated the cancers. MCluster-VAEs had a greater degree of separation.

As mentioned earlier, the excellent performance of MCluster-VAEs may come from its “one-step” framework, which guides the model to learn cluster-friendly representation. In order to prove it, we visualized the representations learned of MCluster-VAEs, DCAP(AE), MAUI(VAE), and SubtypeGAN through t-SNE (42). For MCluster-VAEs, the representations were the output of the second last layer of encoder \( q_\phi(y|x) \). For DCAP(AE), MAUI(VAE), and SubtypeGAN, the representations were the outputs of the encoder. As shown in Figure 2, the representations of MCluster-VAEs had more remarkable dissociation among different cancer types. For example, although data points representing HNSC, LUSC, CESC, and BLCA (red circle) tended to mix in subfigures of DCAP(AE), MAUI(VAE), and SubtypeGAN, MCluster-VAEs had a
greater degree of separation. In addition, the points representing STAD tended to mix with the points representing COAD for these three “two-steps” methods (light blue circle). The confusion could be caused by the fact that these two kinds of cancers are all digestive tract cancer. However, the representations learned by MCluster-VAEs separated STAD from COAD. MCluster-VAEs also made some improvements in LIHC and CHOL (green circle). The above results suggested that MCluster-VAEs could learn cluster-friendly representations and better clusters than “two-step” methods.

Figure 3. Distribution of metrics and attention scores of MCluster-VAEs using single omics data of the Pan Cancer datasets. A. ACC, ARI, NMI and F1 of MCluster-VAEs based on all four omics (MOmics) or single-omics data. B. The distribution of attention scores for each omics data. Here, mRNA represents mRNA expression, methy denotes DNA methylation (450K), miRNA represents miRNA expression and CNA represents copy number alterations.

To determine the necessity of usage of multi-omics data, we compared the clustering results of MCluster-VAEs based on four single-omics data and multi-omics data. MCluster-VAEs removed the attention module when processing single-omics data because the fusion of multiple omics features was no longer required, while other parameter settings remained unchanged. As shown in Figure 3A, CNA alone was insufficient for accurate cancer classification. In comparison to methylation, mRNA, and miRNA data alone, the combined use of multi-omics data increased ARI of approximately 18%, 19%, and 33%, respectively. In addition, the ARI of the multi-omics data had a smaller distribution range than the ARI values of single-omics data. ACC, F1, and NMI's conclusions are consistent with ARI's. These results indicate that MCluster-VAEs can give more accurate and stable clustering results using multi-omics information compared with single-omics datasets.
3.2 The role and influence of attentional mechanism

How to integrate multiple source data is a major challenge in multi-omics studies. Deep learning-based methods have an inherent advantage, because the neural networks can contain multiple independent layers to extract appropriate information for each omics, and the shared layer then fuse these information. This architecture, called *intermediate integration*, was easy to implement and has been used in many studies (22,25,26). However, different omics data contained varying amounts of clustering information, making it difficult for the *intermediate integration* architecture to identify these differences and lack interpretation of omics contribution. The solution provided by this study was the attention mechanism, which adaptively learned the weight of each omics data for each sample.

The distribution of the attention scores of each omics was shown in Figure 3B. It indicated that when clustering Pan Cancer dataset, MCluster-VAEs place a greater emphasis on mRNA, miRNA, and methylation while giving CNA less weight. It is worth noting that the distribution of attention scores matched that of clustering metrics on single omics data (Figure 3A) and that the metrics can be used to measure the amount of clustering information in each omics data to some extent. This similarity showed that the attention module allowed the model to focus more on the omics with more clustering information, allowing it to extract information more efficiently. We also implemented the non-attention version of MCluster-VAEs on the Pan Cancer dataset, compared with the standard version (with attention mechanism) of MCluster-VAEs. The results were shown in Supplementary Figure S3 and indicated that the performance
of the attention version was slightly better than the non-attention version (ARI: 0.7647±0.0257 vs. 0.7523±0.0188, ACC: 0.7978±0.0154 vs. 0.7704±0.0167). Thus, using an attention module does not affect clustering performance. Simultaneously, the attention module improved the interpretability of the clustering results, which helped investigate the biological significance of cancer subtypes. For example, methylation has a more negligible effect on PRAD and BRCA than on other cancers, whereas CNA has a more significant effect on OV (Supplementary Figure S4). In conclusion, the above results showed that the attention mechanism could help with more explainable and accurate multi-omics data integration.

3.3 Gumbel Softmax and conditional entropy weighted annealing

The exact form of MCluster-VAEs was time-consuming, especially when the number of clustering was huge (such as 32 of the Pan Cancer dataset). The reason was that MCluster-VAEs must traverse all possible clustering assignments and run $q_\theta(z_i^m|x_i^m,y_i)$ and $p_\theta(z_i^m|y_i)$ repeatedly. The application of the Gumbel Softmax reparameterization trick would make the model just run one or few times to calculate the loss function. The running time of the Gumbel version and exact version was reported in Supplementary Figure S5, and we could see that the Gumbel version was more than 5 times faster than the exact version in the Pan Cancer dataset. The Gumbel version also had a better performance than the exact version (Figure 4). This improvement of ACC might be because this reparameterization trick improved gradient variance and gave more space for exploration.

Another challenge of multi-omics data analysis was the curse of dimensionality, which
also appeared in single-omics analysis but would be more severe in multi-omics analysis because of the integration of multiple data sources. One of its influences for MCluster-VAEs was that the effect of the reconstruction term overwhelmed the KL divergence regularization. As a result, it quickly led $q(x_i | y_i)$ to converge into a unique clustering assignment during the early stage of training. This is a “Lazy behavior” of model training, resulting in convergence to a bad local minimum.

**Figure 4.** The monitoring records of the training process of MCluster-VAEs on the Pan Cancer dataset. “WA” means using conditional entropy weight decay annealing trick. “Gumbel” means using Gumbel Softmax reparameterization trick. “none” means neither used.

To solve this problem, we proposed the conditional entropy weight annealing trick. The $\gamma$ factor was used to provide obvious gradient signals for each clustering category during backpropagation learning. Figure 4 showed the entropy, conditional entropy and ACC during the whole training period in the Pan Cancer dataset. When the weight annealing was not applied, conditional entropy would decline sharply to zero in first 10-20 epochs. Correspondingly, the entropy was soon stop at a lower level until training end. When using the weight annealing trick, conditional entropy would still decline to zero but more slowly, the entropy would rise to a higher level, and the ACC would also rise up to a higher value. Unexpectedly, the use of Gumbel softmax reparameterization also eased the convergence problem, which may be due to the reparameterization that improved efficiency of gradient backpropagation. Overall, by using the conditional entropy weight annealing trick and Gumbel Softmax trick, the convergence problem of MCluster-VAEs could be solved effectively.
3.4 Integrative clustering across ten cancer types with thirteen methods

We applied MCluster-VAEs and the other twelve state-of-the-art clustering methods on the ten TCGA multi-omics datasets. The clustering assignments and clinical parameters were used to calculate corrected empirical $P$ values of survival analysis and enrichment test (36). To ensure the fairness of comparison, we followed the setup of Yang’s study (26) and used the reasonable number of clusters obtained from the previous studies (2,43–48) as the setting for all methods (BRCA: 5, BLCA: 5, KIRC: 4, SKCM: 4, UCEC: 4, UVM: 4, GBM: 3, LUAD: 3, STAD: 3, PAAD: 2).

Figure 5. Performance of the algorithms on the ten cancer datasets. The x-axis was the number of clinical parameters enriched in the clusters, and the y-axis measured the differential survival between clusters (-log10 of permuted logrank’s test $P$ values). Colors indicated clustering methods.

The -log10 $P$-values of differential survival and the number of enriched clinical parameters of all methods on the ten datasets were shown in Figure 5 (the values were further reported detailly in Supplementary Tables S4 and S5). On all nine datasets except LUSC, MCluster-VAEs had the smallest log-rank $P$ value and the most clinical parameters that were enriched. Even on the LUSC dataset, MCluster-VAEs still had the best survival analysis results and the second-highest number of clinical variables after SubtypeGAN. The mean of -log10 log-rank $P$ values was 5.850 ($-\log_{10} 0.05 = 1.301$) obtained by MCluster-VAEs, while the second-best method (SubtypeGAN) achieved 3.511 and the third-best method (SNF) achieved 3.485. Especially on the KIRC and SKCM datasets, the -log10 $P$ values obtained by MCluster-VAEs were bigger than 10 ($P < 1 \times 10^{-10}$). Figure 6 showed all the Kaplan-Meier survival plots of MCluster-VAEs, indicating that MCluster-VAEs can reveal cancer datasets’ survival differences.
For the number of enriched clinical parameters, the MCluster-VAEs achieved the mean of 4.0, while the second-best method (SubtypeGAN) achieved 3.4 and the third-best method (SNF) achieved 2.9. For example, on the STAD datasets, four clinical parameters’ enrichment tests of MCluster-VAEs were significant, followed by three significant results of COCA. On the PAAD dataset, MCluster-VAEs had four enriched clinical parameters, whereas the other methods had no more than one. MCluster-VAEs also obtained better results than the comparison methods on the other datasets. Therefore, we can conclude that our method outperformed most of the typical methods on many TCGA datasets.

The MCluster-VAEs was also applied to single-omics data of the ten single cancer datasets. The results are shown in Figure 7. On five datasets (PAAD, UVM, GBM, STAD, UCEC), MCluster-VAEs had the smallest log-rank $P$ value, while the remaining five datasets ranked second. The means of $-\log_{10} P$ values of survival analysis obtained by MCluster-VAEs were 3.845 (methylation-alone), 2.601 (mRNA-alone), 2.367 (miRNA-alone) and 1.407 (CNA-alone). They were worse than that of multi-omics data (5.850). In addition, MCluster-VAEs had the most clinical parameters which were enriched on nine datasets (except UVM). The means were 4.00 (multi-omics), 2.80 (methylation-alone), 2.78 (miRNA-alone), 1.6 (CNA-alone) and 1.3 (mRNA-alone). These results again proved that MCluster-VAEs could effectively use multiple information from multi-omics data. Combining the results of the Pan Cancer dataset, we had reason to believe that MCluster-VAEs can achieve better integration of multi-
omics data for clustering tasks.

Figure 7. Performance of MCluster-VAEs based on four omics or single-omics data on the ten cancer datasets. The x-axis was the number of clinical parameters enriched in the clusters, and the y-axis measured the differential survival between clusters (-log10 of permuted logrank’s test P values). Colors indicated the omics data applied. Here, MOmics represents four omics data, mRNA represents mRNA expression, methy denotes DNA methylation (450K), miRNA represents miRNA expression and CNA represents copy number alterations.

3.5 Identification of marker genes of BRCA dataset

It is crucial to demonstrate that the subtypes identified by MCluster-VAEs are biologically interpretable as an application in medicine. To identify essential genes among the five subtypes of breast carcinoma (BRCA) identified by MCluster-VAEs (i.e., C1, C2, C3, C4, and C5), we calculated the signal-to-noise ratio (SNR) of each gene, proposing a one-vs-rest differential procedure for one subtype as one group with the other four subtypes as another group. The gene with a high absolute value of SNR indicates significant differential expression in its subtype. We selected ten genes with the highest SNR and ten genes with the lowest SNR for each BRCA subtype, such that a total of one hundred marker genes were filtered and listed in Supplementary Table S6.

To interpret the biological role and potential functions of the marker genes identified by MCluster-VAEs, functional enrichment analysis of the marker genes was conducted with a gene list of GO (Gene Ontology) Molecular Functions, GO Biological Processes and GO Cellular Components in Metascape (https://metascape.org). All genes in the genome have been used as the enrichment background. Terms with a P-value <0.01, a minimum overlap of 3, and an enrichment factor >1.5 are collected and grouped into clusters based on their membership similarities. The results of GO analyses are
displayed in Figure 8A and 8B. In addition, the top 18 biological process items are listed in Supplementary Table S7.

Biological processes include epithelial cell differentiation, RAGE receptor binding, cell maturation, female sex differentiation, lipid binding, multicellular organismal homeostasis, cellular process involved in reproduction in multicellular organism, negative regulation of cell population proliferation and growth factor activity were significantly regulated by these genes. A protein–protein interaction (PPI) network was created with STRING, BioGrid, OmniPath, InWeb.IM. Only physical interactions in STRING (physical score > 0.132) and BioGrid are used. Moreover, significant modules of PPI were identified in Figures 8C. In addition, we utilized the molecular complex detection (MCODE) algorithm to analyze clusters of the PPI networks. The MCODE component extracted was mainly associated with RAGE receptor binding, sequestering of metal ion and epithelial cell differentiation (Figure 8 D–E). We also found that the molecular subtyping results of MCluster-VAEs are partially consistent with the previous analysis results obtained by gene expression data (Supplementary Table S8), confirming the ability of MCluster-VAEs to acquire reasonable cancer subtypes from the original multi-omics data without cancer-related prior information.

**Figure 8.** Enrichment analysis of the marker genes identified by MCluster-VAEs (Metascape). A. Pathway and process enrichment analysis has been carried out with Gene Ontology (GO) Biological Processes. Bar graph of enriched terms across the marker genes, colored by P-values; B. Network of enriched terms across the marker genes: colored by P-value, where terms containing more genes tend to have a more significant P-value; C. Protein–protein interaction network and the MCODE component identified in the marker genes; D–E. Pathway and process enrichment analysis has been applied to the MCODE component (D), and the three best-scoring terms by P-value have been retained as the functional description of the MCODE components, shown in the table (E).
4. Discussion

We presented a brand-new deep learning-based multi-omics clustering algorithm, called MCluster-VAEs. As far as we know, MCluster-VAEs is the first “one-step” deep learning-based clustering algorithm for multi-omics data. The experiments on the Pan Cancer dataset proved that MCluster-VAEs could better identify the intrinsic categorical information than other comparison methods, while the results on the ten cancer datasets showed that it could find biologically significant clusters.

The main insight of MCluster-VAEs is that it is better to use only cluster-friendly information than all information in multi-omics data. We believe that MCluster-VAEs’ better performance than “two-steps” deep learning-based methods stems considerably from this insight. Therefore, it is important that the probabilistic model contains both global categorical latent variable $y$ and omic-special latent variables $z^m$. $z^m$ will be used to bear cluster-unfriendly information, which makes $y$ focus on the cluster-friendly information. The attention module further enhances this ability, enabling the model to make trade-offs and selections among multiple omics data. The main differences between MCluster-VAEs and the "one-step" single-modal clustering methods are the omics-special $z^m$ and attention module, which makes MCluster-VAEs more suitable for multi-omics data.

In the result section, the number of clusters $k$ of all methods is set to a fair value obtained from known labels or previous large-scale studies for each tumor type. However, determining the optimal $k$ is also a challenging task. For ten cancer types,
we explored a simple strategy to determine the most appropriate $k$ based on MCluster-VAEs: (1) choose a possible $k$ as the MCluster-VAEs setting and fit model; (2) extract the fusion hidden representation from the attention module's output hidden layer; (3) calculate silhouette score using this representation, and cluster assignments; (4) perform (1)-(3) on the all possible $k$ and choose the $k$ with the largest silhouette score. This strategy was applied to 10 cancer datasets, and the results were shown in Supplementary Figure S7. We found that MCluster-VAEs determined a reasonable $k$ for all datasets. On six of the ten datasets (STAD, PAAD, LUAD, SKCM, GBM, UVM), the $k$ values obtained by MCluster-VAEs are precisely equal to the values used in the benchmark. For other datasets, MCluster-VAEs obtained relatively conservative (i.e., fewer) $k$. Thus, we believe that even when the number of clusters is unknown, the subtype results obtained by this strategy based on MCluster-VAEs and silhouette score are reliable.

There are still some limitations of the MCluster-VAEs. The first limitation is that the attention module is a little crude and cannot do gene-level evaluation. The second limitation is the instability in small sample size data, which could be seen in PAAD, GBM, and UVM datasets. Even if using the weight annealing trick and Gumbel softmax reparameterization, there is still a slight chance to train into the collapse. For this problem, our experience is that the entropy and conditional entropy should be monitored. The training must guarantee the gradual rise of the entropy and gradual fall of the conditional entropy by controlling the hyperparameters (such as learning rate, the weight of conditional entropy items, etc.). Simultaneously, the entropy finally needs to
be as large as enough. When the above conditions are satisfied, MCluster-VAEs will perform well in most cases.

5. Conclusions

Clustering cancer patients into subgroups has the potential to be used for personalized diagnosis and therapy. The increasing diversity of omics data, as well as their reduced cost, creates an opportunity to use multi-omics data to discover such subgroups. MCluster-VAEs’ ability to handle complex relationships on multi-omics data makes it a valuable method. Its importance will become apparent with the further exploration of omics data.

6. List of abbreviations

- MCluster-VAEs: Multi-omics Clustering Variational Autoencoders
- AE: autoencoder
- VAE: variational autoencoder
- PDFs: probability density functions
- ELBO: evidence lower bound
- KL: Kullback-Leibler
- RHS: Right-Hand-Side
- SGD: stochastic gradient descent
- MLP: multilayer perceptrons
- ACC: unsupervised clustering accuracy
ARI: adjusted Rand index
NMI: normalized mutual information
F1: clustering F measure
GO: Gene Ontology
PPI: protein-protein interaction
The abbreviations of each cancer types are shown in Supplementary Table S1
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Figures

Figure 1

Overview of MCluster-VAEs. (A) Two deep learning-based multi-omics clustering pipelines. (B) The data generative model. (C) The posterior variational inference path. (D) The architecture of MCluster-VAEs model for the experiments using mRNA expression, miRNA expression, copy number alterations (CNA) and DNA methylation.
The t-SNE visualization on the latent variables generated by four deep learning-based methods (MCluster-VAEs, AE, VAE, SubtypeGAN) used the Pan Cancer dataset. The color of each point indicated the cancers. MCluster-VAEs had a greater degree of separation.

Figure 3

Distribution of metrics and attention scores of MCluster-VAEs using single omics data of the Pan Cancer datasets. A. ACC, ARI, NMI and F1 of MCluster-VAEs based on all four omics (MOmics) or single-omics data. B. The distribution of attention scores for each omics data. Here, mRNA represents mRNA expression, methy denotes DNA methylation (450K), miRNA represents miRNA expression and CNA represents copy number alterations.

Figure 4

The monitoring records of the training process of MCluster-VAEs on the Pan Cancer dataset. “WA” means using conditional entropy weight decay annealing trick. “Gumbel” means using Gumbel Softmax reparameterization trick. “none” means neither used.

Figure 5

Performance of the algorithms on the ten cancer datasets. The x-axis was the number of clinical parameters enriched in the clusters, and the y-axis measured the differential survival between clusters (-
log10 of permuted logrank's test $P$ values). Colors indicated clustering methods.

Figure 6

Kaplan-Meier survival plots of MCluster-VAEs on the ten cancer datasets.
Figure 7

Performance of MCluster-VAEs based on four omics or single-omics data on the ten cancer datasets. The x-axis was the number of clinical parameters enriched in the clusters, and the y-axis measured the differential survival between clusters (-log10 of permuted logrank's test P values). Colors indicated the omics data applied. Here, MOmics represents four omics data, mRNA represents mRNA expression, methy denotes DNA methylation (450K), miRNA represents miRNA expression and CNA represents copy number alterations.
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