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Abstract

Multivariable time series classification problems are increasing in prevalence and complexity in a variety of domains, such as biology and finance. While deep learning methods are an effective tool for these problems, they often lack interpretability. In this work, we propose a novel modular prototype learning framework for multivariable time series classification. In the first stage of our framework, encoders extract features from each variable independently. Prototype layers identify single-variable prototypes in the resulting feature spaces. The next stage of our framework represents the multivariable time series sample points in terms of their similarity to these single-variable prototypes. This results in an inherently interpretable representation of multivariable patterns, on which prototype learning is applied to extract representative examples i.e. multivariable prototypes. Our framework is thus able to explicitly identify both informative patterns in the individual variables, as well as the relationships between the variables. We validate our framework on a simulated dataset with embedded patterns, as well as a real human activity recognition problem. Our framework attains comparable or superior classification performance to existing time series classification methods on these tasks. On the simulated dataset, we find that our model returns interpretations consistent with the embedded patterns. Moreover, the interpretations learned on the activity recognition dataset align with domain knowledge.

1 Introduction

Multivariable time series classification aims to leverage the measurement of multiple variables over a period of time to assign data points to classes. As such, these problems arise naturally across various domains, including biology \cite{1}, finance \cite{2}, and activity recognition \cite{1}. Along with their increased prevalence, multivariable time series classification datasets have increased in size and complexity, making their analysis challenging \cite{3}. Internet-of-Things technologies, for example, allow for the connection of multiple sensing devices \cite{4}. These device networks generate datasets and classification tasks involving a large number of sensors, many with markedly different characteristics \cite{5}. Similarly, developments in biosensing technologies have given rise to the multi-modal biosensing
problem, where time series readings from a diverse set of biosensors are used to characterize the mental and physical state of a subject. Biosensing has been applied in sleep staging \[6\], emotion recognition \[7,8\], stress detection \[9\], attention studies \[10,11\], brain-computer interfaces \[12,13\], and wellness monitoring \[14,15\]. These problems predominantly arise in research settings, with the goal of deriving scientific knowledge from the data. As such, model interpretability is of central importance.

Due to its wide applicability, multivariable time series classification is an area of active research and a multiplicity of approaches exist. These approaches can be divided into deep-learning based methods and feature-based methods. Many feature-based time series classification methods utilize hand-crafted feature extraction techniques. For example, in \[1\], discrete features learned from the multivariable time series are used to construct a bag-of-patterns model for classification. Deep learning based methods do not rely on hand-crafted features, instead learning an end-to-end model. In \[16\] for example, a combination of recurrent and convolutional neural networks are proposed for the problem of EEG classification in a brain-computer interface setting. Deep learning techniques are an increasingly powerful tool for dealing with the rising complexity of multivariable time series classification problems. Although deep learning methods are able to learn complex relationships, it is difficult to reveal these relationships in a human-understandable way. This is primarily due to the high number of parameters of deep learning models, and the large space of functions that they could represent \[17,18\].

There are two major challenges in interpretable multivariable time series classification: heterogeneity in the variables and cross-variable patterns. Many multivariable time series classification datasets are comprised of variables with vastly different noise levels, time scales, and feature domains. For example, in the multi-modal bio-sensing problem, signals representing vastly different biological processes are combined into a single dataset. Moreover, in multivariable settings, it is generally necessary to combine information from multiple variables to arrive at a final classification. As a result, a successful interpretation framework must reveal both the relevant patterns at the single-variable level and the patterns present across variables.

This paper introduces a modular, multi-layer prototype learning framework for interpretable classification on multivariable time series data. Our framework provides model-based interpretability, as it is designed to produce classifications transparently \[19\]. In the framework, single-variable encoders are trained by contrastive learning to extract meaningful features from each variable. Next, single-variable prototype layers represent sample points in terms of their similarity to a set of learned single-variable prototypes. The single-variable prototype similarities are concatenated over all variables, yielding an inherently interpretable representation of the interactions between variable level patterns and a second prototype layer identifies meaningful rules in the form of multivariable prototypes. Taken together, the single-variable and multivariable prototypes show how patterns at the variable level combine together to characterize classes.

The contributions of this work are three fold. First, we present a novel interpretable method for multivariable time series classification which explicitly models both individual variable patterns as well as cross variable patterns. Second, we provide a step-wise training procedure for effectively training the multi-level prototype model. Finally, we design a synthetic dataset with heterogeneous variables and cross variable patterns to verify the validity of the interpretations, as well as demonstrating the applicability of our method on a real-world human activity recognition problem.
2 Related Literature

Multivariable time series classification has been studied extensively and various classification techniques have been proposed in different domains. In this section, we introduce some of these related works with a specific emphasis on interpretability. We divide these prior works into feature based approaches and neural network based approaches.

Feature Based Approaches Feature based methods generally rely on manual feature extraction methods and discretization to extract features from time series streams. An important class of these methods are Bag-of-Pattern (BOP) methods. BOP methods generate symbolic features from time series sub sequences and represent signals using a bag-of-words like symbol histogram. In [1], Symbolic Fourier Approximation (SFA) is applied to each dimension of a multivariable time series classification problem. The univariate symbolic representations are then combined to generate a multivariable Bag-of-Patterns representation. In [20], a random-forest learner is used to generate symbols for a multivariable bag-of-patterns method. Another important class of feature based approaches are Shapelet methods. These approaches involve extracting time series subsequences that are highly relevant for classification, called shapelets. [21] presents a more efficient method for extracting shapelets from large multivariable datasets by pruning similar shapelet candidates. In [22], multivariate shapelets are used for early classification of signals. Notably, shapelet based methods often have favourable interpretability properties, as the shapelets themselves are directly interpretable as characteristic patterns. However, both shapelet and discretization approaches can be slow and generate potentially very large feature spaces.

Neural Network Approaches Neural network based approaches harness the ability of neural networks to learn complex functions as a feature extraction technique. Some of these methods, however, use neural networks in conjunction with discretization and feature extraction approaches. In [23], SFA features are fed through a neural network to project them into an encoded space. Prototype learning on the encoded space is used for the final classification. In [24], a recurrent neural network encoder produces feature vectors for a prototype learning classifier. In this method, the learned prototypes are used for interpretability purposes. [25] uses random dimension permutation with an attentional prototype network for multivariable time series classification but does not address interpretability. Finally, [26] learns interpretable multivariate shapelets in an embedded space over all dimensions of the multivariable classification problem. Our method builds upon these methods through two levels of prototype learning. This allows for more complex cross variable interactions to be represented, as well as explicitly modelling the informative variation in each variable.

3 Model

We propose a two-level encoder-prototype learning method for multivariable time series classification.

Problem Formulation Consider a multivariable time series classification task containing $d$ dimensions and $n$ time samples per dimension and a dataset $D = \{(X^{(i)}, y_i)\}$, where $y_i \in \mathbb{Z}$ denotes the label for training example $i$ and $X^{(i)} \in \mathbb{R}^{n \times d}$ is a matrix for time series sample point $i$. Each row of $X^{(i)}$ is a time point and each column represents a variable. In particular, we can write
Figure 1: Schematic of the proposed framework. The time series corresponding to each variable are separated and input to their respective single-variable encoding layers. These encoded representations are compared to a set of learned prototypes in the single-variable prototype layer, generating a prototype similarity vector for each variable. A multivariable representation of the time series is created by concatenating the prototype similarity vectors from all the variables. The multivariable representation is then compared to a set of multivariable prototypes, yielding a multivariable prototype similarity vector. This multivariable prototype similarity vector is input to a fully connected softmax network to generate the final classification.

\[ X^{(i)} = \begin{bmatrix} x_1^{(i)} & \ldots & x_d^{(i)} \end{bmatrix}, \] where \( x_k^{(i)} \in \mathbb{R}^n \) represents the time series corresponding to the \( k \)-th variable. The multi-variable time series classification problem aims to learn a function \( f: \mathbb{R}^{n \times d} \rightarrow \mathbb{Z} \), which maps instances of the multi-variable time series to their correct class.

**Single-Variable Encoder**  
First, our method performs feature extraction independently for each variable. Feature extraction is accomplished by a set of single-variable encoder networks each of which maps a particular variable’s time series signal to an encoded vector representation. In this work, we utilize a LSTM encoder network for time series feature extraction, however the choice of encoding network is entirely flexible and can be tuned using domain knowledge. Concretely, our model learns a set of encoder functions \( \{E_1, \ldots, E_d\} \), \( E_k: \mathbb{R}^n \rightarrow \mathbb{R}^{f_k} \) mapping raw time series data for variable \( k \) into a feature space of dimension \( f_k \). We denote the encoding for variable \( k \) for some sample point \( X = [x_1, \ldots, x_d] \) as \( e_k \in \mathbb{R}^{f_k} \) and have that \( e_k = E_k(x_k) \).

**Single-Variable Prototype Matching Layer**  
Following the single-variable encoding step, our method learns informative patterns in each variable and represents data points in terms of their similarity to these informative patterns. This is achieved by way of a single-variable prototype matching layer. We define a prototype matching layer for the \( k \)-th variable as a function \( P_k: \mathbb{R}^{f_k} \rightarrow \mathbb{R}^{n_k} \) parametrized by a set of \( n_k \) prototype vectors \( \{p_1^{(k)}, \ldots, p_{n_k}^{(k)}\} \) in the feature space for variable \( k \). \( P_k \) maps vectors from variable \( k \)’s feature space to a vector of similarity scores with each of the prototype vectors. Explicitly, for the encoded vector \( e_k \), we have that \( P_k(e_k) = \left[ \text{sim}(e_k, p_{1}^{(k)}), \ldots, \text{sim}(e_k, p_{n_k}^{(k)}) \right] \), for a similarity function \( \text{sim} \). In this work, we consider
\[
\sim(v_1, v_2) = \frac{1}{|v_1 - v_2|^2}.
\]

**Multivariable Prototype Matching Layer** Using the single-variable similarity vectors, our model constructs an inherently interpretable representation of a multivariable time series instance in terms of the learned single-variable prototypes. This is achieved by concatenating together the prototype similarity vectors across all the variables, thus showing the combination of variable level patterns. Formally, a multivariable time series sample point \( X \in \mathbb{R}^n \) is represented as a \textit{multivariable representation} vector \( m = P_1(e_1) \oplus ... \oplus P_k(e_k) \) where \( \oplus \) denotes the concatenation operation, so \( m \in \mathbb{R}^{d \sum_{k=1}^{d} n_k} \). As a result of this construction, the multivariable representation can be viewed as a series of blocks corresponding to each variable. We introduce an additional prototype learning layer on the multivariable representation space in order to learn prototypical rules detailing the interactions between variable level prototypes. The multivariable prototype learning layer, denoted as \( P_M : \mathbb{R}^{d \sum_{k=1}^{d} n_k} \rightarrow \mathbb{R}^{nM} \) is parametrized by a set of \( n_M \) \textit{multivariable prototypes}, \( \{p^{(M)}_1, ..., p^{(M)}_{n_M}\} \) which are learned during training. \( P_M \) maps the multivariable vector \( m \) to a vector of its similarities with the multivariable prototype vectors. Thus, we have that \( P_M(m) = \begin{bmatrix} \sim(p^{(M)}_1, m) & ... & \sim(p^{(M)}_{n_M}, m) \end{bmatrix} \). We produce predictions by passing the multivariable prototype similarity vector through a fully connected neural network with softmax activation.

### 3.1 Objective and Regularization

Our model utilizes Cross Entropy loss as the objective for the classification task. However, additional regularization must be added in order to ensure that the learned prototype vectors at both the single and multivariable levels are meaningful and easy to interpret. We make use the following regularization terms which were introduced in [24]:

**Prototype Diversity** We utilize the prototype diversity loss shown in Equation 1 in order to ensure that the prototypes learned by the prototype matching layers represent unique points in the encoded space. This is important for interpretability as duplicate prototypes do nothing to enhance the quality of interpretation, while also damaging the stability of the interpretations. The utilization of the logarithm in this loss function ensures that the penalty does not quickly vanish. This function yields a high penalty to close by prototypes and a low penalty to those that are farther away [24].

\[
L_{diversity} = \frac{1}{\log \frac{1}{m} \sum_{j=1}^{m} \min_{i > j} ||p_i - p_j||} \tag{1}
\]

**Prototype Similarity** As in related works on time series classification prototype learning, such as [26] and [23], prototype vectors are interpreted in this work by projection onto the training set. In order to ensure that this projection step results in a meaningful representation of the prototype, it is important that each prototype is similar to one of the encoded training examples. We include the regularization term in Equation 2 in order to penalize the distance between each prototype and its closest training example. This encourages every prototype to be close to at least one training example, such that that training example can be considered a meaningful representation of the
prototype during projection \[24\].

\[ L_{\text{similarity}} = \sum_{j=1}^{m} \min_{i \in [1,n]} ||p_j - f(x_i)|| \]  

(2)

**Encoded Space Coverage** The interpretability and classification performance of prototype learning hinges on all data points being well-represented by the learned prototype set. Thus we include the coverage regularization term in Equation \[3\] in order to ensure that the learned prototypes adequately cover the entirety of the encoded training points. This term, which penalizes the distance between every encoded training example and its closest prototype, penalizes learned prototype sets which neglect certain regions of the encoded space \[24\].

\[ L_{\text{coverage}} = \sum_{j=1}^{n} \min_{i \in [1,m]} ||p_i - f(x_j)|| \]  

(3)

### 3.2 Training Procedure

**Encoder Pretraining** In order for meaningful prototypes to be selected for each variable, the encoder should be able to extract information from the samples that is meaningful in the classification task. To this end, we propose a pre-training step for the encoders based on contrastive learning \[27\]. During the contrastive learning stage, pairs of training examples are input into the encoder and their encodings are computed. These pairs of training examples are used to compute the contrastive loss function shown in Equation \[4\] and the encoder is trained to minimize this loss function. This contrastive loss function encourages training examples of the same class to be mapped close to each other in the encoded space, and training examples from different classes to be mapped farther away.

\[ L_{\text{contrastive}} = \frac{1}{2}(1 - y)||f(x_1) - f(x_2)||^2_2 + \frac{1}{2}(y) \max (0, m - ||f(x_1) - f(x_2)||_2)^2 \]  

(4)

**Single-Variable Module Training** In the next part of the training process, the single-variable prototype matching layers are trained, resulting in a set of representative prototypes being learned for each variable. Although it seems appropriate to train both the single-variable prototype matching layers and the multivariable prototype matching layer together, this end to end approach yields poor results. Thus, the training of the two units is completed separately. In order to train the single-variable prototype matching layers, we construct a new network where the outputs of all the prototype matching layers are concatenated and fed through a fully connected layer to determine a final classification output. This new network is then trained with the cross entropy loss objective, along with the appropriate regularization terms applied to the single-variable prototype matching layers. This new network allows the single-variable prototype matching layers to be trained taking into account the interactions between variables, while avoiding the challenges posed by end to end training.

**Multivariable Module Training** In the final stage of training, the multivariable prototype matching and classification layers are trained on the cross entropy loss, along with interpretability regularizers applied to the multivariable prototype matching layer. As was noted previously, only the parameters of the multivariable prototype matching layer and classification layer are subject to update in this stage, all other parameters are frozen.
Figure 2: Schematic showing the construction of the simulated dataset. Each of the relevant variables has 4 possible patterns, as displayed in the variable level pattern box (left). Each class is a unique combination of one variable level pattern taken from each variable, as shown in the sample generation box (right). The sample generation box also shows the addition of sample noise to the dataset, as well as the randomly sampled irrelevant variable.

4 Evaluation

We evaluate our framework on the following datasets to verify its ability to both classify with high performance and reveal meaningful interpretations. For these experiments, we utilize the PyTorch deep learning library [28]. All experiments were conducted on an Apple 2015 MacBook Pro with an Intel i7 processor.

Generation of the Dataset Our simulated dataset contains four variables. Three of these variables are designed to contain meaningful information for the classification task, whereas one of the variables is designed to be irrelevant noise. In order to test the flexibility of our framework in processing time series signals, each of the three relevant variables contains a different type of time series pattern. The first variable contains patterns that are localized to a subsection of the total time series, but are shift invariant - the location of the pattern sub sequence relative to the entire time series should not affect classification. The second variable contains patterns that are also restricted to a sub sequence of the time series but are shift variant - the location of the pattern sub sequence with respect to the entire time series is meaningful. Finally, the last relevant variable contains a frequency domain pattern. Each of the three meaningful variables has four patterns states that it can exhibit, as shown in the Figure 2. We refer to these states as variable-level patterns.

A particular class in the simulated dataset is determined by the combination of the patterns found in the three variables. We create a class corresponding to each combination of variable-level patterns in the relevant variables, resulting in $4^3 = 64$ classes. As a result of this design, the contributions of all three relevant variables are necessary to correctly classify a point.
sample generation, 100 points are generated per class and appropriate types of noise are added to each variable. In addition, the irrelevant variable is randomly sampled from a set of patterns, independently of the class.

Figure 3: (A) 2-dimensional UMAP visualization of the training set encodings corresponding to each variable. Variables 1, 2, and 3 are relevant for classification and thus sample points are colored by the variable-level pattern exhibited in the variable. (B) Representation of the single-variable prototypes by projection onto the dataset. Each prototype is represented by the training point that lies closest to it in the encoded space.

**Single-Variable Encoded Spaces and Prototypes** On the simulated dataset, our framework is able to consistently achieve 1.00 hold-out test set classification accuracy, as is expected from the prescribed structure present in the dataset. In order to investigate interpretability, we begin by visualizing the encoded space corresponding to each variable using UMAP \[29\] in Figure 3A. The encoded spaces for the three relevant variables each contain 4 clusters and each cluster corresponds to one of the variable-level patterns implanted in the dataset. The irrelevant variable, on the other hand, does not exhibit the same structure because it does not contain any relevant information for classification.

In the simulated dataset, the time series signal in any given variable alone is insufficient to classify the data point. As such, it is notable that the contrastive loss training step, which only takes into account the classes of the data points and treats each variable independently, is able to learn about the underlying patterns present in each variable. This demonstrates the effectiveness of the contrastive loss training even in the case where classes can only be determined by integrating information across the several variables.

For the simulated dataset, the number of single-variable prototypes was set to four by validation. The result of the single-variable prototype learning is shown in Figure 3B. As is seen by comparing Figure 3B and Figure 2 in each relevant variable, there is one prototype corresponding to each of the implanted variable-level patterns.
Figure 4: (A) Visualization of all 64 multivariable prototype vectors for the simulated dataset in a heat map. The prototypes are ordered by the class number they represent. (B) Interpretation examples for select multivariable prototypes. The multivariable prototype vectors are separated into the variable blocks. The projection of the single-variable prototype with the highest prototype similarity score is shown for each variable, except variable 4 which has low, uniform values.

**Multivariable Prototypes** We set the number of multivariable prototypes to 64, as there are 64 classes. The learned prototypes are presented in the heat map shown in Figure 4A, where each row of the heat map shows one prototype. Our framework learns one prototype corresponding to each class. In the blocks corresponding to the three relevant variables, the prototype vector for a given class gives a one-hot encoded representation of the single-variable patterns used in constructing that class. On the other hand, the block corresponding to the irrelevant variable shows low, uniform values, indicating that there is no preference for a particular pattern in this variable given the class. Thus, we observe that the implanted patterns in this dataset are explicitly recovered in an easy to understand way by our framework. Figure 4B shows examples of using the multivariable prototypes in conjunction with the single-variable prototypes for interpretation.

### 4.1 Epilepsy Dataset

In order to validate the method on a real-world classification problem, we selected the Epilepsy dataset in the UEA Time Series repository [30]. The dataset consists of triaxial accelerometer data collected from the dominant wrist of subjects completing four activities: running, walking, sawing, and seizure mimicking [31]. Each activity lasts for 30 seconds and the accelerometer sampling rate is 16 Hz [31]. The classification objective is to predict the activity from the accelerometer readings.

**Encoded Space Visualization and Single-Variable Prototypes** Our framework is able to achieve 0.94 accuracy with a standard deviation of 0.04 on the hold-out test set, comparable to
existing time series classification methods \cite{30}. To examine the single-variable encoded spaces and prototypes, we use the UMAP technique, as shown in Figure 5. As seen in the figure, each class has a cluster in variables 2 and 3, indicating that the classes are easily distinguishable in these variables. In variable 1, the running and walking class data points lie in their own clusters, while the epilepsy and sawing classes overlap. Moreover, the epilepsy class is split into two clusters which indicates that there are multiple patterns in the first variable associated with epilepsy.

The number of single-variable prototypes for this task was set to 6 by validation and their locations are depicted in Figure 5 by magenta stars. We find that each cluster has at least one prototype assigned to it and that clusters that are more spread out have more prototypes assigned to them. These observations validate the ability of our framework to identify a diverse set of single-variable prototypes that represent the total variation present in each variable.

**Multivariable Prototypes** We set the number of multivariable prototypes in this task to 4, based on the number of classes. Visualizations of the learned prototypes are presented in Figure 6. Overall, our interpretations clearly reveal that frequency and amplitude of the signals distinguish the different classes. For example, the sawing class exhibits signals with high frequency but low and uniform amplitudes, consistent with what is expected for a repetitive and controlled movement. The running class, on the other hand shows signals with similarly high frequencies, but larger and varying amplitudes. The slowest activity, walking, is seen to have low frequency oscillations and low amplitudes.

For the running, sawing, and walking classes, the multivariable prototype vectors take the form of one-hot encoded vectors, selecting one prototype from each variable. This reveals that these classes are consistently associated with only one single-variable prototype per variable and that there is no overlap in patterns among these classes, they are completely distinguishable in all variables. For the epilepsy class, on the other hand, there are two entries in the first variable block that are non-zero. This indicates that data points of the epilepsy class show one of two patterns in the first variable, which is verified by the UMAP visualizations in Figure 5. Moreover, we observe that one of these prototypes is also selected in the Sawing class. This reveals these two activities generate similar patterns in the first variable and that the first variable may not be as useful in distinguishing these classes. In this way, we see that our method can provide fine-grained
Figure 6: Interpretation of multivariable prototypes for the epilepsy classification task. The multivariable prototype vectors are split into the blocks corresponding to each variable. For each variable block, we represent the single-variable prototype with the highest similarity score by its projection onto the training set.

feature importance information, revealing the importance of particular variable with respect to distinguishing individual classes. Notably, the discovery of multiple patterns corresponding to the epilepsy class, as well as the similarities between the sawing and epilepsy classes are a direct result of the inherently interpretable multivariable prototypes introduced in this work.

5 Discussion

Interpretable multivariable time series classification is an essential task for a variety of scientific and industrial applications. In this paper, we have presented a prototype learning based model which allows for the discovery of important patterns at the variable level, as well as easily interpretable rules encoding the relationships between variables that are important for classification. Our method is modular in both its structure and its training procedure, allowing for a large degree of flexibility in handling diverse variable types as well as the opportunity to deploy domain-specific knowledge. On both the simulated and human activity recognition datasets, our framework is able to fully detail the patterns characterizing each class, as well as revealing relationships between different classes and variables.
One limitation of our current work is the need to manually determine the number of single and multivariable prototypes. Future work will examine methods to automate or make this choice more systematic. Another potential area for future work is enhancing the complexity of cross variable patterns that can be represented by our framework. This could potentially be achieved by introducing metric learning in the multivariable representation space, instead of using our current similarity measure. Finally, for more complex or noisy variables, the single variable prototypes alone could be insufficient to identify the meaningful features of the time series. Thus, interpretability could be enhanced by introducing the attention mechanism to the single-variable encoders, potentially providing fine-grained identification of meaningful time points and subsequences within the single-variable prototypes.

We predict that this work will have a net beneficial impact on society. As previously noted, multivariable time series classification problems are ubiquitous in high-impact areas such as medicine and scientific research. In this work, we have provided a method for addressing these problems that explains its predictions. Although nearly all machine learning models can be harmful given biases in their training data, the explanations provided by our method can aid in detecting these biases. Ultimately, we expect that our framework will serve as a powerful tool for researchers in extracting scientific information from large and complex datasets.
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