Phase transitions in atypical systems induced by a condensation transition on graphs
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Random graphs undergo structural phase transitions that are crucial for dynamical processes and cooperative behavior of models defined on graphs. In this work we investigate the impact of a first-order structural transition on the thermodynamics of the Ising model defined on Erdős-Rényi random graphs, as well as on the eigenvalue distribution of the adjacency matrix of the same graphical model. The structural transition in question yields graph samples exhibiting condensation, characterized by a large number of nodes having degrees in a narrow interval. We show that this condensation transition induces distinct thermodynamic first-order transitions between the paramagnetic and the ferromagnetic phases of the Ising model. The condensation transition also leads to an abrupt change in the global eigenvalue statistics of the adjacency matrix, which renders the second moment of the eigenvalue distribution discontinuous. As a side result, we derive the critical line determining the percolation transition in Erdős-Rényi graph samples that feature condensation of degrees.

I. INTRODUCTION

Random graphs are formidable tools to tackle problems in various disciplines, including physics, biology, and information science [1, 2]. Informally speaking, a random graph is a collection of points or nodes interconnected by edges following a random prescription. In one of the simplest random graph models, each pair of nodes is connected (or not) according to a fixed probability, independently of the other nodes in the graph. This model is referred here as the Erdős-Rényi (ER) random graph model, since it became popular after the seminal works by Paul Erdős and Alfréd Rényi [3, 4].

There are essentially two main reasons why ER random graphs are useful mathematical models. On the one hand, due to their finite coordination number, ER random graphs arise naturally in problems that are described in terms of sparse interacting elements, where one unit is coupled to a finite number of others, such as in network theory [1] or in the solution of optimization problems [2]. On the other hand, ER random graphs can be seen as the infinite dimensional limit of Euclidean lattices. This property has led to analytic progress in the study of certain phase transitions that are otherwise very difficult to tackle in a finite-dimensional Euclidean space, such as the spin-glass transition [5–7] and the Anderson localization transition [8–11]. The absence of short loops and of any notion of Euclidean distance are distinctive features that allow for a mean-field description of systems interacting through the edges of ER random graphs.

Interestingly, random graphs undergo structural phase transitions when certain global statistical properties characterizing the graph structure change as a function of the model parameters [12–29]. The percolation and the condensation transitions are emblematic examples in this context [12, 13]. In the first case, the largest connected component of a graph increases as a function of the mean number $c$ of neighbors per node. The graph percolates at a critical value $c = c_\ast$, which means that, for $c \geq c_\ast$, the largest connected component contains a finite fraction of the total number of nodes. Percolation is a powerful notion to analyze the resilience of networks to random or targeted attacks [14–17], since the survival of the giant component with respect to the removal of a fraction of nodes is taken as an indication of network robustness. Random graphs undergo a condensation transition when a large number of subgraphs clump together to form a densely connected cluster. Different types of condensed graph configurations are possible, depending on the elementary structures composing the cluster. The simplest type of aggregate is formed through a phenomenon referred to as condensation of edges [18–20], when a finite fraction of the total number of edges attaches to a single node. Other examples include condensation of two-stars [21–23] and triangles [24–26], where the elementary structures forming the cluster are paths of length two and cycles of length three, respectively.

More recently, reference [30] has reported a novel type of structural phase transition in ER random graphs, characterized by an abrupt change in the degree statistics of the graph. The degree $K_i$ of a node $i$ is a random variable that counts the number of nodes connected to $i$. By varying a control parameter that allows to probe rare regions of the graph ensemble space, the degree distribution changes discontinuously from a Poisson form, typical of ER random graphs, to a distribution exhibiting a pronounced peak. This peaked distribution identifies a novel type of condensed state, where the degrees assume values in a narrow domain of its available configuration space. The formation of such condensed configurations has been coined condensation of degrees. These are large de-
viation events triggered by atypical fluctuations in the graph structure, similar to other random systems that exhibit condensation transitions driven by rare fluctuations [31, 32].

The influence of the graph structure on dynamical processes and on the cooperative behavior of models defined on random graphs is a key topic in network theory, which has been attracting a huge interest in recent decades [12, 33–46]. The degree statistics plays a pivotal role on the long-time behavior of random walks on graphs [37], on the critical threshold for epidemic spreading [33, 34], on the linear stability of large interacting systems [44, 45], and on the critical properties of cooperative systems defined on random graphs, such as the Ising model [35, 36], the Kuramoto model [38, 41–43, 46], and the classical Heisenberg model [42, 46]. Since condensation of degrees emerges through a discontinuous transition in the degree distribution, it is therefore compelling to ask how this structural transition impacts the macroscopic behavior of systems interacting through the edges of random graphs.

Building on previous works on the large deviation theory of observables defined on graphs [47–49], here we investigate how condensation of degrees influences two different problems: the thermodynamic phase transitions of the Ising model on an ER random graph and the eigenvalue distribution of the adjacency matrix of the graph. In the first case, large deviations in the graph structure, leading to condensation of degrees, induce different thermodynamic phase transitions, which are otherwise absent if one is limited to small, typical graph fluctuations. In fact, by computing the magnetization, the internal energy, and the magnetic susceptibility, we show that the Ising model displays three additional first-order transitions: a transition between ferromagnetic phases, a transition between paramagnetic phases, and a transition between a ferromagnetic and a paramagnetic phase. All these transitions are caused by the discontinuous change of the degree statistics. In our second example, we show that the eigenvalue statistics of the adjacency matrix of ER random graphs exhibits a discontinuous behavior across the condensation transition. In particular, the second moment of the eigenvalue distribution drops abruptly, indicating a concentration of eigenvalues around zero. These results are in contrast, for instance, with the percolation transition, where the eigenvalue distribution is insensitive to the formation of a giant component [50]. Incidentally, we also derive the percolation transition of atypical configurations of ER random graphs characterized by condensation of degrees, complementing the phase diagram presented in [30].

The paper is organized as follows. In the next section we define the ER random graph model and we introduce the main quantities to characterize the condensation transition in the graph structure. Section III presents the results for the thermodynamics of the Ising model defined on rare samples of ER random graphs. The results for the eigenvalue distribution of the adjacency matrix of atypical configurations of ER random graphs are discussed in section IV. We summarize our work and discuss some open problems in section V. Finally, two appendices provide detailed explanations of the analytical calculations for the Ising model and for the eigenvalue distribution.

II. CONDENSATION OF DEGREES

Erdős-Rényi random graphs [51] are simple undirected graphs with $N$ nodes, where the probability that two nodes are connected is $c/N$, with $c = O(1)$ independent of $N$. A single graph instance is completely defined through its $N \times N$ adjacency matrix $C$. The entry $c_{ij}$ of $C$ is one if node $i$ is connected to node $j$, and zero otherwise. The elements of $C$ are independent and identically distributed random variables drawn from the joint distribution

$$F_{ER}(C) = \prod_{i<j} \left[ \frac{c}{N} \delta_{i,j,1} + \left( 1 - \frac{c}{N} \right) \delta_{i,j,0} \right].$$

The degree $K_i$ of a node $i$, defined as $K_i = \sum_{j=1}^{N} \delta_{ij}$, is a random variable that counts the number of nodes connected to $i$. In the limit $N \to \infty$, the distribution of degrees $K_1, \ldots, K_N$ becomes Poissonian with mean $c$

$$p_c(k) = \frac{e^{-c} c^k}{k!}.$$

In order to understand the meaning of condensation of degrees, it is useful to picture the nodes as particles and the different possible values of the degrees as energy levels. Thus, it is natural to ask how the total number of particles is distributed among the different energy levels. Condensation of degrees occurs when a large fraction of nodes (particles) is distributed over a few degrees (energy levels). Such phenomenon is captured by considering the random variable $F_{[a,b]}(C)$ that counts the fraction of nodes having degrees in a certain interval $[a, b]$

$$F_{[a,b]}(C) = \frac{1}{N} \sum_{j=1}^{N} I_{[a,b]}(K_j),$$

where $I_{[a,b]}(x)$ is an indicator function, that is, $I_{[a,b]}(x) = 1$ if $x \in [a, b]$, and zero otherwise. By computing the cumulant generating function of $F_{[a,b]}(C)$

$$G(y) = \lim_{N \to \infty} \ln \left( e^{y N F_{[a,b]}(C)} \right)_{ER},$$

with $\left( \cdots \right)_{ER}$ denoting the average with the distribution $P_{ER}(C)$, reference [30] has shown that the degree distribution changes abruptly from its typical Poissonian behavior, given by Eq. (2), to a peaked distribution. The latter distribution characterizes the formation of a condensed state, since a large fraction of nodes has similar degrees. The condensation transition is marked by a discontinuity of the first derivative $\frac{\partial G(y)}{\partial y}$, which is the signature of a first-order phase transition in the parameter space $(c, y)$. The formation of the condensed state is a rare statistical event, triggered by large deviations in the graph structure, which produces two non-analytic points in the rate function controlling the large deviation probability [30].

There is an alternative way to interpret the problem that sheds light on the role of the parameter $y$. Instead of looking at the condensation transition from the viewpoint of large
deviation theory, one can introduce a modified or constrained ER ensemble, in which the standard distribution \( P_{\text{ER}}(C) \) is deformed by a Boltzmann-like weight that couples the external control parameter \( y \) to the random variable \( F_{\alpha, \beta}(C) \). In this setting, the probability of drawing a graph with adjacency matrix \( C \) is

\[
P_y(C) = \frac{P_{\text{ER}}(C)e^{yNF_{\alpha, \beta}(C)}}{\langle e^{yNF_{\alpha, \beta}(C)} \rangle_{\text{ER}}}. \tag{5}
\]

The role of \( y \) becomes clear from Eq. (5). If \( y = 0 \), the weighted distribution \( P_y(C) \) coincides with \( P_{\text{ER}}(C) \). For positive (negative) values of \( y \), the Boltzmann-like weight favors graphs where \( F_{\alpha, \beta}(C) \) is larger (smaller) than its typical value. Thus, \( y \) is an external control parameter that biases the graph configurations and enables to probe the ensemble space of ER random graphs away from the typical configurations generated by Eq. (1). We can also interpret a change in \( y \) as resulting from an external protocol to modify the graph structure: an increase (decrease) of \( y \) corresponds to a rewiring of the links such that more (less) nodes have degrees in the magnetic properties of a system. Here we are interested in the thermodynamics of the model is determined by the ensemble average of \( f(C) \) over the graph configurations in the constrained ensemble

\[
f = -\lim_{N \to \infty} \frac{1}{\beta N} \ln \langle \frac{\langle \ln Z(C)e^{yNF_{\alpha, \beta}(C)} \rangle_{\text{ER}}}{\langle e^{yNF_{\alpha, \beta}(C)} \rangle_{\text{ER}}} \rangle_{\text{ER}}. \tag{10}
\]

Note that we have simply employed eq. (6), valid for an arbitrary function \( A(C) \) of the adjacency matrix. In order to calculate the average \( \langle \cdot \cdot \cdot \rangle_{\text{ER}} \) of the logarithm of the partition function, we use the replica method [52]

\[
f = -\lim_{n \to 0} \lim_{N \to \infty} \frac{1}{\beta N n} \ln \left( \frac{\langle Z^n e^{yNF_{\alpha, \beta}(C)} \rangle_{\text{ER}}}{\langle e^{yNF_{\alpha, \beta}(C)} \rangle_{\text{ER}}} \right), \tag{11}
\]

in which we have exchanged the order of the limits \( n \to 0 \) and \( N \to \infty \). This assumption, although very difficult to prove in the general case, is usually harmless, and it allows us to compute the free energy in the thermodynamic limit by solving a saddle-point integral. The general strategy of the replica approach consists firstly in evaluating the ensemble average in Eq. (11) for a positive integer \( n \). After the thermodynamic limit is taken, one considers \( n \in \mathbb{R} \) and then continues \( n \) analytically to \( n \to 0 \). Even though the replica method is generally a non-rigorous approach, it has a long tradition in the statistical physics of disordered systems as a correct heuristic method to evaluate ensemble averages [53].

Since all pairwise couplings in our model are ferromagnetic, exact results for the thermodynamics of the system are obtained by simply restricting ourselves to the replica symmetric solutions for the order parameter [7, 53]. All the details of the replica calculation are explained in appendix A. Here we just present the final analytical expression for the replica symmetric free energy per spin

\[
\sigma = (\sigma_1, \ldots, \sigma_N), \text{ with } \sigma_i \in \{-1, 1\}, \text{ is given by}
\]

\[
H_C(\sigma) = -J \sum_{i<j} c_{ij} \sigma_i \sigma_j - h \sum \sigma_i, \tag{7}
\]

where \( J > 0 \) is the ferromagnetic coupling between any pair of adjacent spins, and \( h \) is an external magnetic field. In the canonical ensemble, the thermodynamical properties are captured by the intensive free energy

\[
f(C) = -\frac{1}{\beta N} \ln Z(C), \tag{8}
\]

By assuming that, for a fixed value of \( y \), the intensive free energy is a self-averaging quantity in the limit \( N \to \infty \), the thermodynamics of the model is determined by the ensemble average of \( f(C) \) over the graph configurations in the constrained ensemble

\[
\langle A(C) \rangle_y = \lim_{N \to \infty} \frac{\langle A(C)e^{yNF_{\alpha, \beta}(C)} \rangle_{\text{ER}}}{\langle e^{yNF_{\alpha, \beta}(C)} \rangle_{\text{ER}}}. \tag{6}
\]

Our aim here is to study the impact of the first-order condensation transition on two paradigmatic problems defined on ER random graphs: the magnetic properties of the Ising model and the eigenvalue distribution of the adjacency matrix. Since in both examples we need to evaluate the ensemble average of certain observables that depend on \( C \), Eq. (6) provides a suitable starting point to obtain the typical properties of these systems constrained to rare sectors of the ER graph configuration space.

### III. ISING MODEL ON CONSTRAINED RANDOM GRAPHS

#### A. Model definitions and the free energy

The Ising model is a mathematical model to study the magnetic properties of a system. Here we are interested in the behavior of the Ising model on an ER random graph, i.e., the spin variables interact ferromagnetically through the edges of the graph. In particular, we will discuss the effect of the condensation transition, summarized in the previous section, on the magnetic properties of the Ising model.

Given a graph generated from the weighted ensemble defined by Eq. (5), the energy of a configuration of binary spins \( \sigma = (\sigma_1, \ldots, \sigma_N) \), with \( \sigma_i \in \{-1, 1\} \), is given by

\[
H_C(\sigma) = -J \sum_{i<j} c_{ij} \sigma_i \sigma_j - h \sum \sigma_i, \tag{7}
\]

where \( J > 0 \) is the ferromagnetic coupling between any pair of adjacent spins, and \( h \) is an external magnetic field. In the canonical ensemble, the thermodynamical properties are captured by the intensive free energy

\[
f(C) = -\frac{1}{\beta N} \ln Z(C), \tag{8}
\]

By assuming that, for a fixed value of \( y \), the intensive free energy is a self-averaging quantity in the limit \( N \to \infty \), the thermodynamics of the model is determined by the ensemble average of \( f(C) \) over the graph configurations in the constrained ensemble

\[
f = -\lim_{N \to \infty} \frac{1}{\beta N} \ln \langle \frac{\langle Z^n e^{yNF_{\alpha, \beta}(C)} \rangle_{\text{ER}}}{\langle e^{yNF_{\alpha, \beta}(C)} \rangle_{\text{ER}}} \rangle_{\text{ER}}. \tag{10}
\]

Note that we have simply employed eq. (6), valid for an arbitrary function \( A(C) \) of the adjacency matrix. In order to calculate the average \( \langle \cdot \cdot \cdot \rangle_{\text{ER}} \) of the logarithm of the partition function, we use the replica method [52]

\[
f = -\lim_{n \to 0} \lim_{N \to \infty} \frac{1}{\beta N n} \ln \left( \frac{\langle Z^n e^{yNF_{\alpha, \beta}(C)} \rangle_{\text{ER}}}{\langle e^{yNF_{\alpha, \beta}(C)} \rangle_{\text{ER}}} \right), \tag{11}
\]

in which we have exchanged the order of the limits \( n \to 0 \) and \( N \to \infty \). This assumption, although very difficult to prove in the general case, is usually harmless, and it allows us to compute the free energy in the thermodynamic limit by solving a saddle-point integral. The general strategy of the replica approach consists firstly in evaluating the ensemble average in Eq. (11) for a positive integer \( n \). After the thermodynamic limit is taken, one considers \( n \in \mathbb{R} \) and then continues \( n \) analytically to \( n \to 0 \). Even though the replica method is generally a non-rigorous approach, it has a long tradition in the statistical physics of disordered systems as a correct heuristic method to evaluate ensemble averages [53].

Since all pairwise couplings in our model are ferromagnetic, exact results for the thermodynamics of the system are obtained by simply restricting ourselves to the replica symmetric solutions for the order parameter [7, 53]. All the details of the replica calculation are explained in appendix A. Here we just present the final analytical expression for the replica symmetric free energy per spin...
\[\beta f = -c \mu_y^2 \ln 2 - \frac{c \mu_y^2}{2} \int d\theta d\theta' W(\theta)W(\theta') \ln \left[ \frac{\cosh(\beta J)}{1 + \tanh(\beta \theta) \tanh(\beta \theta')} \tanh(\beta J) \right] \]
\[\times \frac{\beta (h + \beta^{-1} \sum_{l=1}^{k} \arctanh[\tanh(\beta J) \tanh(\beta \theta_l)])}{2^{k-1} \prod_{l=1}^{k} \cosh[\arctanh[\tanh(\beta J) \tanh(\beta \theta_l)])} \right), \]

where \(W(\theta)\) is the distribution of effective local fields \([7]\), obtained from the solution of the self-consistent distributional equation

\[W(\theta) = \sum_{k=0}^{\infty} q_y(k) \int \left[ \prod_{l=1}^{k} d\theta_l W(\theta_l) \right] \times \delta \left( \theta - h - \frac{1}{\beta} \sum_{l=1}^{k} \arctanh[\tanh(\beta J) \tanh(\beta \theta_l)] \right). \tag{13}\]

The quantity \(\mu_y\) in Eqs. (12) and (13) encodes the microscopic graph structure of the constrained ensemble of ER graphs. The parameter \(\mu_y\) is obtained from \([30]\)

\[\mu_y = \arg \max_{\mu} \{F_y(\mu)\} = \frac{\sum_{k=0}^{\infty} \mu_y^k p_c(k) e^{y l_{a,b}\mu} (k+1)}{\sum_{q=0}^{\infty} \mu_y^q p_c(q) e^{y l_{a,b}\mu} (q)}, \tag{14}\]

where the function \(F_y(\mu)\) reads

\[F_y(\mu) = c \frac{2}{2} + \ln \left( \sum_{k=0}^{\infty} e^{yl_{a,b}\mu}(k) \mu_y^k p_c(k) \right). \tag{15}\]

The quantities \(p_y(k)\) and \(q_y(k)\), appearing in Eqs. (12) and (13), are computed from the following equations

\[p_y(k) = \frac{\mu_y^k p_c(k) e^{y l_{a,b}\mu}(k)}{\sum_{q=0}^{\infty} \mu_y^q p_c(q) e^{y l_{a,b}\mu}(q)}, \tag{16}\]

\[q_y(k) = \frac{\mu_y^k p_c(k) e^{y l_{a,b}\mu}(k+1)}{\sum_{q=0}^{\infty} \mu_y^q p_c(q) e^{y l_{a,b}\mu}(q+1)}, \tag{17}\]

with \(k \in \{0, 1, 2, \ldots\}\). The quantity \(p_y(k)\) is the probability that a randomly chosen node has degree \(k\), while \(q_y(k)\) is the probability that a node at one of the extremes of a randomly chosen edge has degree \(k + 1\) \([11]\). Both quantities depend on \(y\), since they refer to the constrained ensemble of graphs generated from Eq. (5). By combining Eqs. (14) and (16), one obtains that \(c \mu_y^2 = \langle k \rangle_y\), where

\[\langle k \rangle_y = \sum_{k=0}^{\infty} k p_y(k) \tag{18}\]

is the mean degree in the constrained ensemble. We point out that Eq. (13) has no closed analytical solution in the general case and one has to resort to the population dynamics algorithm \([54]\) in order to obtain a numerical solution to the distribution \(W(\theta)\).

Our aim is to characterize the different phases of the Ising model and the nature of the transitions between them. Thus, it is interesting to calculate the intensive magnetization, obtained from the derivative of the free energy with respect to the external field \(h\)

\[m = \int d\theta W(\theta) \tanh(\beta \theta), \tag{19}\]

where the distribution \(W(\theta)\) is determined from

\[\tilde{W}(\theta) = \sum_{k=0}^{\infty} p_y(k) \int \left[ \prod_{l=1}^{k} d\theta_l W(\theta_l) \right] \times \delta \left( \theta - h - \frac{1}{\beta} \sum_{l=1}^{k} \arctanh[\tanh(\beta J) \tanh(\beta \theta_l)] \right). \tag{20}\]

The derivative of \(m\) with respect to \(h\) yields the magnetic susceptibility

\[\chi = \int d\theta \frac{\partial \tilde{W}(\theta)}{\partial h} \tanh(\beta \theta), \tag{21}\]

while the analytical expression for the intensive internal energy \(u\) reads

\[u = -hm - \frac{Jc \mu_y^2}{2} \left\{ \tanh(\beta J) \right. \]
\[\left. - \int d\theta d\theta' W(\theta)W(\theta') \tanh(\beta \theta) \tanh(\beta \theta') \sech^2(\beta J) \right\}. \tag{22}\]

An important feature of the phase diagram of the Ising model is the critical inverse temperature \(\beta_c\) where the system changes its behavior from ferromagnetic to paramagnetic in a continuous way. Since the moments of the order parameter distribution \(W(\theta)\) vary continuously across this transition, we can use bifurcation analysis and derive the following equation for \(\beta_c\) (see appendix A for details)

\[\langle k \rangle_y \tanh(\beta_c J) = 1, \tag{23}\]

with

\[\langle k \rangle_y = \sum_{k=0}^{\infty} q_y(k) k. \]
Random graph models usually undergo a second-order percolation transition as a function of the average degree \( c \) [1]. In particular, the largest connected component of ER random graphs contains a total number of \( O(N) \) nodes provided \( c > 1 \). Since the \( T \to 0 \) limit of the magnetization of the Ising model on a random graph gives the fraction of nodes belonging to the giant connected component [35], the limit \( T \to 0 \) of Eq. (23) yields the critical line marking the continuous percolation transition in the constrained ensemble defined by Eq. (5).

**B. Numerical results**

We start by discussing the phase diagram for the structural transitions in the constrained ensemble for different intervals \([a, b]\) controlled by a single parameter \( k_* \), defined through \( a = k_* - 1 \) and \( b = k_* + 1 \). Figure 1 shows the critical lines for the second-order percolation transition (dashed lines) and for the first-order condensation transition (solid lines) in the plane \((c, y)\) for different values of \( k_* \). The continuous percolation transition is obtained by solving the equation \( \langle k \rangle_y = 1 \), derived from the limit \( T \to 0 \) of eq. (23), while the condensation transition is obtained by finding the discontinuity of the fraction \( f \) of nodes having degrees in \([a, b]\).

For fixed values of \( c \), the critical values \( y_c \) on the solid lines identify the condensation transition: for \( |y| > |y_c| \), the degree distribution \( p_y(k) \) is peaked on a few degrees, while \( p_y(k) \) exhibits a Poisson-like behavior for \( |y| < |y_c| \) [30]. For fixed values of \( y \), the critical values \( c_p \) on the dashed lines mark the percolation transition: for \( c < c_p \), the graph is solely composed of finite connected components, whereas a giant connected component containing \( O(N) \) nodes emerges for \( c > c_p \). As shown in figure 1, for \( k_* = 2 \), the continuous percolation transition meets the condensation transition at a certain value of \( y_c \), below which the percolation transition becomes first-order. Thus, in the case of \( k_* = 2 \), the solid line appearing for low \( c \) identifies both the percolation and the condensation transition.

Figure 2 shows the critical temperature \( T_c \) for the second-order phase transition between the paramagnetic and the ferromagnetic phases as a function of \( y \). For sufficiently large \( c \), \( T_c \) drops discontinuously when \( y \) crosses the condensation transition, which is a consequence of the abrupt decrease of the average degree \( \langle k \rangle_y \) in the condensed phase.

Finally, we study the effect of condensation of degrees on the thermodynamics of the Ising model. As we approach the first-order condensation transition in the plane \((c, y)\) (see figure 1), the function \( F_y(\mu) \) displays two maxima, one of them being metastable.

Figure 3 exhibits the magnetization, the internal energy, and the susceptibility for \( c = 13 \). All quantities are shown as a function of \( y \) for three different values of \( T \), using figure 2 as a guide. For \( T = 15 \), even though the magnetization is always zero, the system exhibits a first-order transition between two paramagnetic phases at \( y = y_c \), since the susceptibility and the internal energy display a jump at \( y = y_c \). For \( T = 8 \), the magnetization drops to zero at \( y_c \), while \( u \) and \( \chi \) increase discontinuously. Such behavior characterizes a first-order transition between a ferromagnetic and a paramagnetic phase. Finally, for \( T = 2 \), the Ising model undergoes two different phase transitions as a function of \( y \). Firstly, \( m \), \( u \) and \( \chi \) vary discontinuously at \( y = y_c \), with the magnetization changing between two finite values, which characterizes a first-order phase transition between ferromagnetic states. By further increasing \( y \) in the regime \( y > y_c \), we notice that \( m \) vanishes continuously, while the magnetic susceptibility seems to diverge at a certain \( y \). The latter behavior is typical of the usual second-order phase transition between ferromagnetic and paramagnetic states occurring in the Ising model.
graphs drawn from Eq. (5). By defining the eigenvalues \(\lambda_1(C), \ldots, \lambda_N(C)\) of a single instance of the symmetric adjacency matrix \(C\), the empirical spectral distribution reads

\[
\rho_N(\lambda) = \frac{1}{N} \sum_{i=1}^{N} \delta [\lambda - \lambda_i(C)].
\]  

Here we are interested in the average eigenvalue distribution corresponding to rare graph configurations labeled by \(y\). Thus, following the prescription of eq. (6), we perform the ensemble average of \(\rho_N(\lambda)\) over atypical regions of the ensemble space as follows

\[
\rho_y(\lambda) = \lim_{N \to \infty} \frac{\langle \rho_N(\lambda) e^{yN F[a,b]}(C) \rangle_{\text{ER}}}{\langle e^{yN F[a,b]}(C) \rangle_{\text{ER}}}.
\]  

The calculation of \(\rho_y(\lambda)\) in the above equation can be recasted in a problem analogous to the computation of the average free energy in a spin-glass model [55]

\[
\rho_y(\lambda) = -\frac{2}{N\pi} \lim_{\eta \to 0^+} \text{Im} \left[ \frac{\langle \partial_z \ln Z(z) e^{yN F[a,b]}(C) \rangle_{\text{ER}}}{\langle e^{yN F[a,b]}(C) \rangle_{\text{ER}}} \right],
\]  

where \(Z(z)\) is the analogous of a partition function

\[
Z(z) = \int_{-\infty}^{\infty} \left( \prod_{i=1}^{N} dx_i \right) e^{-\frac{1}{2} \sum_{i,j=1}^{N} x_i (z \delta_{ij} - c_{ij}) x_j},
\]

with \(z = \lambda - i\eta\) and \(\partial_z = \frac{\partial}{\partial z}\). The behavior of \(\rho_y(\lambda)\) as a function of \(y\) will allow us to characterize the effect of condensation of degrees on the global spectral properties of \(C\).

The average spectral density \(\rho_y(\lambda)\) can be computed using both the replica and the cavity methods, as developed in the context of sparse random matrix theory [55–57]. Here we compute the ensemble average in Eq. (26) by using the replica approach, whose main technical details are explained in appendix B. The analytical expression for \(\rho_y(\lambda)\) is given by

\[
\rho_y(\lambda) = -\lim_{\eta \to 0^+} \frac{1}{\pi} \int d\Delta \tilde{Q}(\Delta) \text{Im} \Delta,
\]  

where \(\Delta \in \mathbb{C}\) and \(d\Delta \equiv d\text{Re}\Delta d\text{Im}\Delta\). The joint distribution \(\tilde{Q}(\Delta)\) of the real and imaginary parts of the complex variable \(\Delta\) is determined from

\[
\tilde{Q}(\Delta) = \sum_{k=0}^{\infty} p_y(k) \int \left[ \prod_{l=1}^{k} d\Delta_l Q(\Delta_l) \right] \times \delta \left( \Delta + \frac{1}{z + \sum_{l=1}^{k} \Delta_l} \right),
\]  

where \(Q(\Delta)\) obeys the self-consistent equation

\[
Q(\Delta) = \sum_{k=0}^{\infty} q_y(k) \int \left[ \prod_{l=1}^{k} d\Delta_l Q(\Delta_l) \right] \times \delta \left( \Delta + \frac{1}{z + \sum_{l=1}^{k} \Delta_l} \right).
\]
The quantities $p_y(k)$ and $q_y(k)$, determined respectively by Eqs. (16) and (17), encode the statistical properties of the degrees in the constrained ensemble of graphs. The quantity $\bar{Q}(\Delta)$ can be easily identified as the distribution of the diagonal elements of the resolvent matrix associated to $C$ [58].

In order to characterize the fluctuations of the eigenvalue distribution, it is interesting to consider the second moment of the spectral density

$$\langle \lambda^2 \rangle_{\rho_y} = \int d\lambda \rho_y(\lambda) \lambda^2.$$  \hspace{1cm} (30)

One can easily show that

$$\langle \lambda^2 \rangle_{\rho_y} = \langle k \rangle_y,$$ \hspace{1cm} (31)

where $\langle k \rangle_y$ follows from eq. (18). Since $\langle \lambda \rangle_{\rho_y} = 0$ due to the symmetry $\rho_y(\lambda) = \rho_y(-\lambda)$, the variance of the distribution $\rho_y(\lambda)$ is fully determined by the average degree in the constrained ensemble.

**B. Numerical results**

Here we discuss the outcome of solving Eqs. (27-29) numerically for different values of $y$ using the population dynamics method. The results are presented in figure 4 for two fixed values of $c$, in order to capture the effect of the first-order condensation transition occurring at small and large average degrees (see figure (1)).

For large $c$, $\rho_y(\lambda)$ is approximately given by the Wigner semicircle law when $y = 0$. By increasing $y$, $\rho_y(\lambda)$ gradually develops a bump at $\lambda = 0$, until the eigenvalue distribution suddenly becomes more concentrated around $\lambda = 0$ for $y > y_c$, which reflects the large fraction of degrees lying in the interval $[a, b]$ within the condensed phase. Accordingly, the variance of $\rho_y(\lambda)$ drops discontinuously as $y$ crosses the critical point $y = y_c$, as illustrated in the inset of figure 4(a).

For low values of $c$, the distribution $\rho_y(\lambda)$ corresponding to typical graph configurations ($y = 0$) is composed of many delta peaks, most of them located at the eigenvalues of finite trees [50]. The delta peaks gradually disappear for decreasing $y < 0$, until the distribution $\rho_y(\lambda)$ abruptly collapses into a few delta peaks when $|y| > |y_c|$. In particular, figure 4(b) suggests that, when $|y| > |y_c|$, the peak at $\lambda = 0$ has the largest weight in comparison to the others. This feature is consistent with the degree distribution $p_y(k)$ characterizing the condensed phase appearing in this specific region of the phase diagram, where $p_y(k)$ displays a large peak at $k = 0$ [30].

Overall, figure 4 shows that the condensation transition leads to a dramatic change of the eigenvalue statistics. This is in contrast, for instance, to the standard second-order percolation transition, which does not bring about any qualitative changes in the moments of the spectral density [50], even though the structure of the graph changes in a striking way.

**FIG. 4.** Theoretical results (solid lines) for the spectral density of constrained ER random graphs for different values of $y$ (see Eq. (5)), interval $[1, 3]$, and average degrees (a) $c = 13$ and (b) $c = 2$. Figures (a) and (b) show the behavior of the eigenvalue distribution as we cross the condensation transition for high and low $c$, respectively. The theoretical results are obtained from the numerical solution of Eq. (29) using the population dynamics algorithm. The square symbols are obtained from the direct diagonalization of 1000 independent realizations of the $1000 \times 1000$ adjacency matrix characterizing atypical graph configurations generated through a reweighted Monte Carlo method [30]. The eigenvalues have been rescaled as $\lambda_i \rightarrow \lambda_i / \sqrt{c}$ in subfigure (a). The inset shows the second moment of the spectral density $\rho_y(\lambda)$ for $c = 13$.

**V. FINAL REMARKS**

Random graphs undergo structural transitions when certain control parameters are changed. Here we have studied the effect of a discontinuous transition in the topology of Erdős-Rényi (ER) random graphs on two different problems: the thermodynamic behavior of the Ising model defined on ER random graphs, and the eigenvalue statistics of the adjacency matrix of ER graphs. This structural transition identifies the discontinuous appearance of rare graph samples having a large
number of nodes with similar degrees, following from an abrupt change in the degree statistics. We have shown that this condensation transition has a profound impact on the equilibrium properties of the Ising model as well as on the spectral properties of random graphs.

In the case of the Ising model, the condensation transition leads to a rich phase diagram, including additional first-order phase transitions between the paramagnetic and the ferromagnetic phases, which are absent in the typical equilibrium behaviour of the Ising model without an external magnetic field. We have characterized the transitions among the different phases in terms of the magnetization, the internal energy, and the magnetic susceptibility. Concerning the spectral properties of ER random graphs, we have shown that the condensation transition in the graph structure leads to a discontinuous behaviour of the eigenvalue statistics of the adjacency matrix. In particular, the variance of the eigenvalue distribution displays a jump at the condensation transition, which characterizes the abrupt change in the total number of edges. The exactness of our main theoretical results have been supported by Monte Carlo simulations.

The first-order phase transitions discussed here are detected by varying a control parameter $y$, which is coupled to a random variable that counts how many degrees lie in an arbitrary interval $[a, b]$. Thus, $y$ enables to probe rare sectors of the graph ensemble space, since this parameter essentially controls the “distance” from the regime of typical fluctuations ($y = 0$). Therefore, from the perspective of large deviation theory, the condensation transition in the degree statistics is triggered by large deviations in the graph structure. The parameter $y$ has a more concrete meaning when we interpret the generation of rare graph samples in the original model (see Eq. (1)) as the generation of typical graph samples in a constrained ER ensemble (see Eq. (5)). In this setting, we can picture a variation in $y$ as a change in the graph topology, where some edges are rewired in order to comply with a certain average fraction of degrees in $[a, b]$. This is indeed one of the main ideas underlying the rewighted Monte Carlo approach to generate atypical ER graph samples [30, 59].

Here we have illustrated the impact of condensation of degrees in a paradigmatic model of cooperative behavior, i.e. the Ising model, and on an important spectral observable for dynamical processes on graphs, i.e. the eigenvalue distribution of the adjacency matrix. Although the condensation transition is a statistically rare event, from the results reported here we expect that condensation of degrees has a striking effect on the macroscopic behavior of other large interacting systems modelled through random graphs. Thus, we hope our work stimulates the research towards a better understanding of the effects of condensation of degrees in different topics, such as synchronization phenomena on networks [36], diffusion processes on graphs [37], the linear stability of sparse interacting systems [44, 45], and the dynamics of network formation [1].

Finally, we point out that condensation of degrees is driven by weak correlations between the degrees of ER random graphs. Since the eigenvalues of a sparse random matrix are weakly correlated random variables [47–49], it would be interesting to study whether these eigenvalues undergo a similar condensation transition.

**ACKNOWLEDGMENTS**

I. P. C and F. L. M. thank London Mathematical Laboratory for financial support. F. L. M. also acknowledges a fellowship and financial support from CNPq/Brazil (Edital Universal 406116/2016-4).

[1] M. Newman, *Networks: An Introduction* (OUP Oxford, 2010).
[2] M. Mérz and A. Montanari, *Information, Physics, and Computation*, Oxford Graduate Texts (OUP Oxford, 2009).
[3] P. Erdős and A. Rényi, *On random graphs I*, Publicationes Mathematicae Debrecen 6, 290 (1959).
[4] P. Erdős, *On the evolution of random graphs*, Publications of the Mathematical Institute of the Hungarian Academy of Sciences 5, 17 (1960).
[5] L. Viana and A. J. Bray, *Phase diagrams for dilute spin glasses*, Journal of Physics C: Solid State Physics 18, 3037 (1985).
[6] I. Kanter and H. Sompolinsky, *Mean-field theory of spin-glasses with finite coordination number*, Phys. Rev. Lett. 58, 164 (1987).
[7] R. Monasson, *Optimization problems and replica symmetry breaking in finite connectivity spin glasses*, Journal of Physics A: Mathematical and General 31, 513 (1998).
[8] Y. V. Fyodorov and A. D. Mirlin, *Localization in ensemble of sparse random matrices*, Phys. Rev. Lett. 67, 2049 (1991).
[9] A. D. Mirlin and Y. V. Fyodorov, *Universality of level correlation function of sparse random matrices*, Journal of Physics A: Mathematical and General 24, 2273 (1991).
[10] F. Slanina, *Localization of eigenvectors in random graphs*, The European Physical Journal B 85, 361 (2012).
[11] I. García-Mata, O. Giraud, B. Georgeot, J. Martin, R. Dubertrand, and G. Lemarié, *Scaling theory of the anderson transition in random graphs: Ergodicity and universality*, Phys. Rev. Lett. 118, 166801 (2017).
[12] S. N. Dorogovtsev, A. V. Goltsev, and J. F. F. Mendes, *Critical phenomena in complex networks*, Rev. Mod. Phys. 80, 1275 (2008).
[13] G. Palla, I. Derényi, I. Farkas, and T. Vicsek, *Statistical mechanics of topological phase transitions in networks*, Phys. Rev. E 69, 046117 (2004).
[14] D. S. Callaway, M. E. J. Newman, S. H. Strogatz, and D. J. Watts, *Network robustness and fragility: Percolation on random graphs*, Phys. Rev. Lett. 85, 5468 (2000).
[15] R. Cohen, K. Erez, D. ben Avraham, and S. Havlin, *Breakdown of the internet under intentional attack*, Phys. Rev. Lett. 86, 3682 (2001).
[16] R. Albert, H. Jeong, and A.-L. Barabási, *Error and attack tolerance of complex networks*, Nature 406, 378 (2000).
[17] G. Bianconi, *Random events and discontinuous percolation transitions*, Phys. Rev. E 97, 022314 (2018).
[18] P. L. Krapivsky, S. Redner, and F. Leyvraz, *Connectivity of
growi ng random networks, Phys. Rev. Lett. 85, 4629 (2000).
[19] G. Bianconi and A.-L. Barabási, Bose–einstein condensation in complex networks, Phys. Rev. Lett. 86, 5632 (2001).
[20] S. N. Dorogovtsev, J. F. F. Mendes, A. M. Povolotsky, and A. N. Samukhin, Organization of complex networks without multiple connections, Phys. Rev. Lett. 95, 195701 (2005).
[21] J. Park and M. E. J. Newman, Solution of the two-star model of a network, Phys. Rev. E 70, 066146 (2004).
[22] J. Park and M. E. J. Newman, Statistical mechanics of networks, Phys. Rev. E 70, 066117 (2004).
[23] A. Annibale and O. T. Courtney, The two-star model: exact solution in the sparse regime and condensation transition, J. Phys. A 48, 365001 (2015).
[24] D. Strauss, On a general class of models for interaction, SIAM Review 28, 513 (1986).
[25] Z. Burda, J. Jurkiewicz, and A. Krzywicki, Network transitivity and matrix models, Phys. Rev. E 69, 026106 (2004).
[26] Z. Burda, J. Jurkiewicz, and A. Krzywicki, Perturbing general uncorrelated networks, Phys. Rev. E 70, 026106 (2004).
[27] V. Avetisov, M. Hovhannisyan, A. Gorsky, S. Nechaev, M. Tamm, and O. Valba, Eigenvalue tunneling and decay of quenched random network, Phys. Rev. E 94, 062313 (2016).
[28] A. Gorsky and O. Valba, Finite-size effects in exponential random graphs and cluster evaporation, arXiv e-prints , arXiv:1905.03336 (2019), arXiv:1905.03336.
[29] F. Aguirre Lopez and A. C. Coolen, Imaginary replica analysis of loppy regular random graphs, arXiv e-prints , arXiv:1907.06703 (2019).
[30] F. L. Metz and I. Pérez Castillo, Condensation of degrees emerging through a first-order phase transition in classical random graphs, Phys. Rev. E 100, 012305 (2019).
[31] M. Zannetti, F. Corberi, and G. Gonnella, Condensation of fluctuations in and out of equilibrium, Phys. Rev. E 90, 012143 (2014).
[32] F. Corberi and A. Sarracino, Probability distributions with singularities, Entropy 21, 312 (2019).
[33] R. Pastor-Satorras and A. Vespignani, Epidemic spreading in scale-free networks, Phys. Rev. Lett. 86, 3200 (2001).
[34] R. Pastor-Satorras and A. Vespignani, Handbook of Graphs and Networks: From the Genome to the Internet (Wiley, 2006) Chap. Epidemics and immunization in scale-free networks.
[35] M. Leone, A. Vázquez, A. Vespignani, and R. Zecchina, Ferromagnetic ordering in graphs with arbitrary degree distribution, The European Physical Journal B - Condensed Matter and Complex Systems 28, 191 (2002).
[36] S. N. Dorogovtsev, A. V. Goltsev, and J. F. F. Mendes, Ising model on networks with an arbitrary distribution of connections, Phys. Rev. E 66, 016104 (2002).
[37] J. D. Noh and H. Rieger, Random walks on complex networks, Phys. Rev. Lett. 92, 118701 (2004).
[38] T. Ichinomiya, Frequency synchronization in a random oscillator network, Phys. Rev. E 70, 026116 (2004).
[39] J. P. L. Hatchett, B. Wemenhove, I. Pérez Castillo, T. Nikoletopoulos, N. S. Skantzos, and A. C. C. Coolen, Parallel dynamics of disordered ising spin systems on finitely connected random graphs, Journal of Physics A: Mathematical and General 37, 6201 (2004).
[40] J. P. L. Hatchett, I. Pérez Castillo, A. C. C. Coolen, and N. S. Skantzos, Dynamical replica analysis of disordered ising spin systems on finitely connected random graphs, Phys. Rev. Lett. 95, 117204 (2005).
[41] N. S. Skantzos, I. Pérez Castillo, and J. P. L. Hatchett, Capacity approach for real variables on diluted graphs and application to synchronization in small-world lattices, Phys. Rev. E 72, 066127 (2005).
[42] A. C. C. Coolen, N. S. Skantzos, I. Pérez Castillo, C. J. P Vicente, J. P. L. Hatchett, B. Wemenhove, and T. Nikoletopoulos, Finitely connected vector spin models with random matrix interactions, Journal of Physics A: Mathematical and General 38, 8289 (2005).
[43] D.-S. Lee, Synchronization transition in scale-free networks: Clusters of synchrony, Phys. Rev. E 72, 026208 (2005).
[44] I. Neri and F. L. Metz, Eigenvalue outliers of non-hermitian random matrices with a local tree structure, Phys. Rev. Lett. 117, 224101 (2016).
[45] I. Neri and F. L. Metz, Spectral theory for the stability of dynamical systems on large oriented locally tree-like graphs, arXiv e-prints , arXiv:1908.07092 (2019).
[46] C. Lupo, G. Parisi, and F. Ricci-Tersenghi, The random field xy model on sparse random graphs shows replica symmetry breaking and marginally stable ferromagnetism, Journal of Physics A: Mathematical and Theoretical 52, 284001 (2019).
[47] F. L. Metz and I. Pérez Castillo, Level compressibility for the anderson model on regular random graphs and the eigenvalue statistics in the extended phase, Phys. Rev. B 96, 064202 (2017).
[48] I. Pérez Castillo and F. L. Metz, Large-deviation theory for diluted wishart random matrices, Phys. Rev. E 97, 032124 (2018).
[49] I. Pérez Castillo and F. L. Metz, Theory for the conditioned spectral density of noninvariant random matrices, Phys. Rev. E 98, 020102 (2018).
[50] M. Bauer and O. Golinelli, Random incidence matrices: Moments of the spectral density, Journal of Statistical Physics 103, 301 (2001).
[51] P. Erdős and A. Rényi, On the evolution of random graphs, Publ. Math. Inst. Hungar. Acad. Sci 5, 17 (1960).
[52] S. F. Edwards and P. W. Anderson, Theory of spin glasses, Journal of Physics F: Metal Physics 5, 965 (1975).
[53] M. Mezard, G. Parisi, and M. Virasoro, Spin Glass Theory and Beyond, Lecture Notes in Physics Series (World Scientific, 1987).
[54] G. Mézard, M. and Parisi, The Bethe lattice spin glass revisited, The European Physical Journal B 20, 217 (2000).
[55] S. F. Edwards and R. C. Jones, The eigenvalue spectrum of a large symmetric random matrix, Journal of Physics A: Mathematical and General 9, 1595 (1976).
[56] R. Kühn, Spectra of sparse random matrices, Journal of Physics A: Mathematical and Theoretical 41, 295002 (2008).
[57] T. Rogers, I. Pérez Castillo, R. Kühn, and K. Takeda, Cavity approach to the spectral density of sparse symmetric random matrices, Physical Review E 78 (2008), 10.1103/physreve.78.031116.
[58] F. L. Metz, I. Neri, and D. Bollé, Localization transition in symmetric random matrices, Phys. Rev. E 82, 031135 (2010).
[59] A. K. Hartmann and M. Mézard, Distribution of diameters for erdős–rényi random graphs, Phys. Rev. E 97, 032128 (2018).

Appendix A: Analytical calculations for the Ising model

In this appendix we derive in detail the thermodynamical properties of the Ising model on random graphs generated by Eq. (5).
1. The replica symmetric free energy

Firstly, we discuss how to compute the ensemble average
\[ \langle Z^n e^{\beta y_{N_{\{a,b\}}}(C)} \rangle_{\text{ER}} \]
appearing in Eq. (11). By taking \( n \) to be a positive integer we write
\[
\langle Z^n e^{\beta y_{N_{\{a,b\}}}(C)} \rangle_{\text{ER}} = \sum_{k_1, \ldots, k_N=0}^{N-1} \sum_{\sigma_1, \ldots, \sigma_n} \exp \left( \sum_{i=1}^{N} \mathcal{H}_i \right) 
\]
where \( \sigma_a \) for \( a = 1, \ldots, n \) is the Ising vector for the \( a \)-th replica, \( K_i = \sum_{j=1(\neq i)} \mathcal{C}_{ij} \), and
\[
\mathcal{H}_i = h \beta \sum_{a=1}^{n} \sigma_{ia} + yI_{[a,b]}(k_i). \tag{A2}
\]
By rewriting the Kronecker delta functions in the Fourier representation, we obtain, after some algebra
\[
\langle \exp \left( \beta J \sum_{i<j} \mathcal{C}_{ij} \sum_{a=1}^{n} \sigma_{ia} \sigma_{ja} \right) \prod_{i=1}^{N} \delta_{K_i, k_i} \rangle_{\text{ER}} = \int \prod_{i=1}^{N} \frac{du_i}{2\pi} \exp \left\{ i \sum_{i=1}^{N} u_i k_i + \frac{c}{2N} \sum_{i,j} \left( \exp \left[ \beta J \sum_{a=1}^{n} \sigma_{ia} \sigma_{ja} - i(u_i + u_j) \right] - 1 \right) \right\}, \tag{A3}
\]
where we have already dropped subextensive terms, which are unimportant in the thermodynamic limit. Next, we define the spin vectors in the replica space \( \sigma_i = (\sigma_{i1}, \ldots, \sigma_{in}) \) for \( i = 1, \ldots, N \), and we introduce the following order parameter
\[
P(\sigma) = \frac{1}{N} \sum_{i=1}^{N} e^{-iu_i} \delta_{\sigma, \sigma_i}. \tag{A4}
\]
After some algebra we are left with the following expression
\[
\langle Z^n e^{\beta y_{R_{\{a,b\}}}} \rangle_{\text{ER}} = \int D\{P, \tilde{P}\} e^{NS(P, \tilde{P})}, \tag{A5}
\]
where \( \int D\{P, \tilde{P}\} \) denotes a path integral over the pair \( \{P, \tilde{P}\} \), and
\[
S(P, \tilde{P}) = \ln \left( \sum_{a=1}^{N} e^{h \beta \sum_{a=1}^{n} \sigma_a} \sum_{k=0}^{\infty} (-i)^k (\tilde{P}(\sigma))^k e^{y_{[a,b]}(k)} \right) 
- \frac{c}{2} + \frac{c}{2} \sum_{a} P(\sigma) P(\sigma) e^{\beta J_{a,a} I_a} + i \sum_{a} \tilde{P}(\sigma) P(\sigma). \tag{A6}
\]
In the thermodynamic limit, this path integral can be evaluated by using the saddle-point method, at which the pair of functions \( \{P, \tilde{P}\} \) obeys the following saddle-point equations
\[
-i \tilde{P}(\sigma) = c \sum_{\tau} P(\tau) e^{\beta J_{\tau,\tau} I_{\tau}}, \tag{A7}
\]
\[
P(\tau) = \frac{e^{h \beta \sum_{a=1}^{n} \sigma_a} \sum_{k=0}^{\infty} (-i)^k (\tilde{P}(\sigma))^k e^{y_{[a,b]}(k)}}{\sum_{a=1}^{N} e^{h \beta \sum_{a=1}^{n} \sigma_a} \sum_{k=0}^{\infty} (-i)^k (\tilde{P}(\sigma))^k e^{y_{[a,b]}(k)}}. \tag{A8}
\]

2. Replica symmetric ansatz

Within replica symmetric ansatz we assume the functions \( P \) and \( \tilde{P} \) to take the following form:
\[
P(\sigma) = \mu_y \int d\theta W(\theta) \prod_{a=1}^{n} \frac{e^{\beta \theta \sigma_a}}{2 \cosh(\beta \theta)}, \tag{A9}
\]
\[
-i \tilde{P}(\sigma) = c \mu_y \int du H(u) \prod_{a=1}^{n} \frac{e^{\beta \theta \sigma_a}}{2 \cosh(\beta u)}, \tag{A10}
\]
where \( W(\theta) \) and \( H(u) \) are densities yet to be determined. Notice that the constant \( \mu_y \) in Eq. (A9) also needs to be determined, but fairly naturally, this will turn out to be precisely the factor \( \mu_y \) given by Eq. (14).

By using the replica symmetric ansatz in Eqs. (A7) and (A8) we obtain, after some algebra
\[
H(u) = \int d\theta W(\theta) \delta \left( u - \frac{1}{\beta} \arctanh[\tanh(\beta J) \tanh(\beta \theta)] \right), \tag{A10}
\]
and,
\[
W(\theta) = \sum_{k=0}^{\infty} q_\theta(k) \int \prod_{i=1}^{k} du_i H(u_i) \delta \left( \theta - h - \sum_{l=1}^{k} u_l \right), \tag{A11}
\]
where \( q_\theta(k) \) follows Eq. (17). This gives back Eq. (13) in the main text.

Similarly, we can evaluate the expression of \( S(P, \tilde{P}) \) within the replica symmetric ansatz yielding
\[
\tilde{F}(W, H) = -F(y, \mu_y) - \frac{n e \mu_y^2}{2} \ln[\cosh(\beta J)]
+ n \left\{ c \mu_y \int d\theta du W(\theta) H(u) \ln \left( \frac{\cosh(\beta (u + \theta))}{2 \cosh(\beta u) \cosh(\beta \theta)} \right) \right. 
- \frac{c \mu_y^2}{2} \int d\theta d\theta' W(\theta) W(\theta') \ln[1 + \tanh(\theta) \tanh(\theta') \tanh(J)] 
- \sum_{k=0}^{\infty} p_\theta(k) \left[ \prod_{i=1}^{k} du_i H(u_i) \ln \left( \frac{\cosh(\beta h + \sum_{l=1}^{k} u_l)}{2^{k-1} \prod_{l=1}^{k} \cosh(\beta u_l)} \right) \right] 
+ O(n^2). \tag{A12}
\]
As shown in [30], \( p_\theta(k) \) is the effective probability distribution for the degree of a node, which can be used to rewrite
as follows,
\[
\mu_y = \frac{1}{c\mu_y} \sum_{k=0}^{\infty} (k+1)p_y(k+1) = \frac{1}{c\mu_y} (k)_y ,
\]
that is, \( c\mu_y^2 \) is the average of the degree of a node. The derivation of expressions for magnetization, internal energy, and bifurcation analysis to obtain the critical temperature follow the standard route.

**Appendix B: Derivations for the spectral density**

We start by noticing that the expression for the spectral density given by Eq. (24) is mathematically similar to the one in Eq. (10), corresponding to the Ising model. By using the replica method we write
\[
\rho_y(\lambda) = -\lim_{n \to 0} \lim_{y \to 0^+} \frac{2}{Nn\pi} \text{Im} \partial_\lambda \ln \left( \frac{\langle Z^n(z)e^{yNF_{[a,b]}} \rangle_{\text{ER}}}{\langle e^{yNF_{[a,b]}} \rangle_{\text{ER}}} \right),
\]
(B1)
where the numerator can be worked out to obtain
\[
\langle Z^n(z)e^{yNF_{[a,b]}} \rangle_{\text{ER}} = \sum_{k_1, \ldots, k_N} \int \left[ \prod_{a=1}^{n} dx_a^N \right] \exp \left( \sum_{j=1}^{N} \mathcal{H}_j \right) 
\times \left[ \prod_{i,j} \frac{du_i}{2\pi} \right] \exp \left\{ i \sum_{i=1}^{N} u_i k_i \right\}
+ \frac{c}{2N} \sum_{i,j} \left\{ \exp \left[ i \sum_{a=1}^{n} x_{ia} x_{ja} - i(u_i + u_j) \right] - 1 \right\},
\]
(B2)
with the definition
\[
\mathcal{H}_j = -\frac{iz}{2} \sum_{a=1}^{n} x_{ja}^2 + yI_{[a,b]}(k_j).
\]
(B3)
Next, we introduce the following functional order parameter
\[
P(z) = \frac{1}{N} \sum_{i=1}^{N} \delta(z - \bar{x}_i) e^{-iu_i},
\]
with \( \bar{x}_i = (x_{i1}, \ldots, x_{in}) \). This allows us to write the following path integral
\[
\langle Z^n(z)e^{yR_{[a,b]}} \rangle_{\text{ER}} = \int D\{P, \tilde{P}\} e^{NS(P, \tilde{P})},
\]
(B4)
with
\[
S(P, \tilde{P}) = \ln \int d\bar{x} e^{-\frac{i}{2} \sum_{a=1}^{n} \bar{x}_{ja}^2} \sum_{k=0}^{\infty} \frac{(-i\tilde{P}(z))^k}{k!} e^{yI_{[a,b]}(k)}
- \frac{c}{2} + \frac{c}{2} \int dx dy P(x)P(y) e^{ixy}
+ i \int dx \tilde{P}(z) \tilde{P}(z),
\]
(B5)
The asymptotic behavior of the path integral is evaluated by the saddle point method, which yields a set of couple saddle-point equations for \( P \) and \( \tilde{P} \).

In this case the replica symmetric ansatz can be written as follows
\[
P(z) = \mu_y \int d\Delta Q(\Delta) \prod_{a=1}^{n} \sqrt{\frac{1}{2\pi i\Delta}} e^{\frac{1}{\Delta} \frac{i}{2} \frac{\pi i}{2}} \]
\[
- \tilde{P}(z) = c\mu_y \int d\Gamma\Omega(\Gamma) \prod_{a=1}^{n} \sqrt{\frac{1}{2\pi i}} e^{\frac{1}{\Gamma} \frac{i}{2} \frac{\pi i}{2}},
\]
(B6)
where the densities \( Q(\Delta) \) and \( \Omega(\Gamma) \) are determined by plugging this ansatz into the saddle-point equations. The latter become
\[
\Omega(\Gamma) = \int d\Delta W(\Delta) \delta(\Gamma + \Delta),
\]
\[
Q(\Delta) = \sum_{k=0}^{\infty} q_y(k) \int \prod_{a=1}^{k} d\Gamma a \Omega(\Gamma) \delta \left( \Delta + \frac{1}{z - \sum_{a=1}^{k} \Gamma_a} \right),
\]
(B7)
which, when combined, yield Eq. (27) reported in the main text.

Finally, one can show that using the replica symmetric ansatz in Eq. (B5), the spectral density \( \rho_y(\lambda) \) given by Eq. (B1), becomes
\[
\rho_y(\lambda) = \lim_{n \to 0} \lim_{y \to 0^+} \frac{1}{Nn\pi} \text{Im} \sum_{k=0}^{\infty} ip_y(k)
\int \prod_{a=1}^{k} d\Gamma a \Omega(\Gamma) \]
\[
= \lim_{n \to 0} \lim_{y \to 0^+} \frac{1}{Nn\pi} \text{Im} \int d\Delta \int dx x^2 e^{i\frac{\pi}{2} \frac{\pi i}{2}}
\int dx e^{-\frac{i}{2} \frac{\pi i}{2} (z - \sum_{a=1}^{k} \Gamma_a)}
\sum_{k=0}^{\infty} q_y(k) \int \prod_{a=1}^{k} d\Gamma a \Omega(\Gamma) \delta \left( \Delta + \frac{1}{z - \sum_{a=1}^{k} \Gamma_a} \right),
\]
(B8)
where \( p_y(k) \) is defined in Eq. (16).