SIMVIT: EXPLORING A SIMPLE VISION TRANSFORMER WITH SLIDING WINDOWS
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Abstract

Although vision Transformers have achieved excellent performance as backbone models in many vision tasks, most of them intend to capture global relations of all tokens in an image or a window, which disrupts the inherent spatial and local correlations between patches in 2D structure. In this paper, we introduce a simple vision Transformer named SimViT, to incorporate spatial structure and local information into the vision Transformers. Specifically, we introduce Multi-head Central Self-Attention (MCSA) instead of conventional Multi-head Self-Attention to capture highly local relations. The introduction of sliding windows facilitates the capture of spatial structure. Meanwhile, SimViT extracts multi-scale hierarchical features from different layers for dense prediction tasks. Extensive experiments show the SimViT is effective and efficient as a general-purpose backbone model for various image processing tasks. Especially, our SimViT-Micro only needs 3.3M parameters to achieve 71.1% top-1 accuracy on ImageNet-1k dataset, which is the smallest size vision Transformer model by now. Our code will be available in https://github.com/ucasligang/SimViT.

Index Terms— Vision Transformer, backbone model, image processing

I. INTRODUCTION

Recent studies[1], [2] are devoted to propagating the advances of Transformers into computer vision and have made rapid progress. To employ the self-attention blocks originally designed for sequence data, most existing vision Transformers forcibly convert image data into sequences by flattening 2D patches as 1D tokens. However, the inherent spatial information and highly local correlations among patches in 2D structures are broken. Although this can be alleviated by introducing position embeddings[1], it brings additional learnable parameters. Moreover, translation invariant is lacking for present vision Transformers because of the uniqueness of positional encodings.

On the other hand, CNNs have proved the importance of preserving the highly local relations with regional connections in convolution kernels. Convolutions with sliding windows naturally capture the 2D spatial information without additional position encodings. Meanwhile, the convolutional operation is invariant to translations because...
the computation of responses is only related to shared weights and “pixels” within the same window.

Inspired by the practices from CNNs, we seek for incorporating spatial structure and local information into vision Transformer with simple sliding windows. In this paper, we propose a simple yet effective vision Transformer named SimViT, as shown in Figure 1. Specifically, We introduce overlapping sliding windows for aggregating spatial information and cross-window connection. In the previous layers, Multi-head Central Self-Attention (MCSA) is employed to replace the standard Multi-head Self-Attention (MSA) within each window. MCSA computes the attention map by taking the feature vector of the central patch as query and the features of surrounding patches as keys and values. Only the response of the central patch is calculated to capture the highly local relations and reduce the computational complexity. In later layers, conventional MSA is applied to establish global dependencies. In this way, our SimViT naturally integrate local and global visual dependencies, further enhancing the capacity of modeling. The output of our SimViT is only related to local and global context without additional unique positional encodings, which brings translation invariance. Moreover, the multi-scale hierarchical structure is introduced into our SimViT, which is important for dense prediction tasks.

By taking both advantages of local structure-preserving with sliding window-based hierarchical architecture in CNNs and information aggregation with self-attention in Transformers, our work bridges the cognitive gap of CNNs and Transformers for visual data modeling. Our proposed SimViT can serve as a general-purpose backbone model and be applied in various vision tasks. The results of extensive experiments show that SimViT achieves excellent performances in different vision tasks, including image classification, object detection, semantic segmentation. It is worth mentioning that the Micro version of our SimViT achieves 71.1% top-1 accuracy on ImageNet-1k image classification only needs 3.3M parameters. To our knowledge, SimViT-Micro is the smallest size vision Transformer model by now.

Our main contributions are fourfold: (1) We propose a simple yet effective vision Transformer named SimViT to incorporate spatial structure and cross-window connection with sliding windows into vision Transformer; (2) We introduce a new attention module, MCSA instead of the standard MSA to build highly local relations in a window; (3) Our work bridges the cognitive gap of CNNs and Transformers for visual data modeling, which can encourage more previous practices of CNNs applied to vision Transformers; (4) Our models show excellent performance in different vision tasks, like image classification, object detection, semantic segmentation.

II. RELATED WORK

Self-attention in CNNs. Convolutional Neural Networks (CNNs) have been dominant in the field of computer vision for a long time. With the popularity of the self-attention mechanism in recent years, researchers have begun to combine CNNs with self-attention. The non-local operation[3] is proposed for capturing long-term connections in spatial structure. SENet[4] proposes the channel-wise attention to model inter-dependencies between channels, CBAM[5] further aggregates the spatial-wise attention and channel-wise attention. In image classification tasks, Local Relation Network(LR-Net)[6] presents a relational extractor that adaptively determines the weights of local pixel pairs to composite low-level visual elements into higher-level entities. Based on LR-Net[6], the object relation module[7] further equips self-attention to model the relations between the appearance features of objects and the geometry after convolutional modules for object detection. Moreover, a recent study[8] intends to explore the possibility of applying self-attention to replace convolutional operators. Our MCSA is similar with [8], which proposes spatial-relative attention using 2D relative position embeddings. While our MCSA is integrated into the vision Transformer blocks without explicit position encodings.

Multi-scale vision Transformers. Recent works have successfully extended uniform-scale Transformer[9] to multi-scale vision Transformers[2], [10], [1] to capture hierarchy features for dense prediction tasks. PVT[2] introduces a unified pyramid structure and Spatial-Reduction Attention(SRA) for dense prediction tasks. Overlapping patch embedding, depth-wise convolution, and linear SRA are introduced into PVT v2[10] to improve the original PVT[2]. Swin Transformer[1] proposes shifting windows into Transformer blocks. In order to build cross-window connections, two successive Swin Transformer blocks are used to replace one conventional vision Transformer block. Our work only computes self-attention between the central patch and surrounding patches along with simple sliding windows. In this way, our SimViT naturally maintains the highly local relations and spatial structure.

III. METHOD

III-A. Model architecture

In order to better tackle different dense prediction tasks such as object detection and semantic segmentation, we introduce a sliding window-based hierarchical structure into our model to generate multi-scale representations. The architecture design of our SimViT model follows [2].
the output features from four stages are mapped into \(1 \times C_2\) from previous token map. In the 1st stages, module. The MCSA/MSA SimViT block is calculated as:

\[
\text{ConvFFN}(\text{LN}([h^{l-1}] + h^{l-1})) + h^{l-1}
\]

where \(LN\) is the operation of Layer Normalization, \(\text{ConvFFN}\) and MCSA/MSA stand for Convolutional FFN and MCSA/MSA module, respectively. \(h^{l}\) and \(h^{l-1}\) denote the output feature of MCSA/MSA module and Convolutional FFN module of SimViT block \(l\), respectively. \(h^{l-1}\) is the output feature of Convolutional FFN module of SimViT block \(l - 1\).

### III-B. MCSA using sliding windows

For most vision Transformers, conventional MSA jointly computes pairwise full attentions of flattening tokens, which disrupts the inherent spatial and local correlations between patches in 2D structure. In this section, we introduce the sliding windows scheme into SimViT to capture the spatial structure and cross-window connection. Within each window, we propose MCSA to establish the highly local dependencies between the central patch and surrounding patches.

**Cross-window connection with sliding windows.** We show a simple illustration of the sliding window approach in Figure 3. We apply overlapping sliding windows to establish cross-window dependency. Formally, given a 2D output token map \(x_i \in \mathbb{R}^{H_i \times W_i \times C_3}\) from Patch Embedding layer or previous MCSA SimViT block in Stage \(i\). The number of overlapping windows is \(H'_i \times W'_i\), \(H'_i\) and \(W'_i\) can be formulated as:

\[
H'_i = \left[ \frac{H_i + 2p - k}{s} \right] + 1, W'_i = \left[ \frac{W_i + 2p - k}{s} \right] + 1
\]

where \(p\) is padding size, \(k\) is the size of the sliding window, \(s\) is the stride size of the sliding window, respectively. In our implementation, we set \(p = 1\) and \(s = 1\) for \(3 \times 3\) sliding windows, which easily keeps the number of tokens equal to the number of overlapping windows for the computation of the central self-attention map.

**Multi-head Central Self-Attention.** An illustration of our MCSA is shown in Figure 2 (b). In order to capture
Table 1. Five model configurations for our SimViT with respect to different modeling capacities are introduced, including SimViT-Micro, SimViT-Tiny, SimViT-Small, SimViT-Medium and SimViT-Large. \( P_i, C_i, N_i, E_i \) stand for the patch size, the channel number of the output, the head number of self-attention modules and the expansion ratio of the Convolutional FFN[10] in Stage \( i \), respectively.

| Stage | Output Size | Layer Name | SimViT-Micro | SimViT-Tiny | SimViT-Small | SimViT-Medium | SimViT-Large |
|-------|-------------|------------|-------------|-------------|-------------|--------------|--------------|
| Stage 1 | 56×56 | Patch Embedding | \( P_1 = 4; C_1 = 32 \) | \( P_1 = 4; C_1 = 64 \) | \( P_1 = 4; C_1 = 96 \) | \( P_1 = 4; C_1 = 128 \) | \( P_1 = 4; C_1 = 160 \) |
| Stage 2 | 28×28 | Patch Embedding | \( P_2 = 2; C_2 = 64 \) | \( P_2 = 2; C_2 = 128 \) | \( P_2 = 2; C_2 = 192 \) | \( P_2 = 2; C_2 = 256 \) | \( P_2 = 2; C_2 = 320 \) |
| Stage 3 | 14×14 | Transformer Encoder | \( N_3 = 5 \) \( E_3 = 4 \) \( C_3 = 160 \) | \( N_3 = 5 \) \( E_3 = 4 \) \( C_3 = 320 \) | \( N_3 = 5 \) \( E_3 = 4 \) \( C_3 = 480 \) | \( N_3 = 5 \) \( E_3 = 4 \) \( C_3 = 640 \) | \( N_3 = 5 \) \( E_3 = 4 \) \( C_3 = 800 \) |
| Stage 4 | 7×7 | Transformer Encoder | \( N_4 = 8 \) \( E_4 = 4 \) \( C_4 = 256 \) | \( N_4 = 8 \) \( E_4 = 4 \) \( C_4 = 512 \) | \( N_4 = 8 \) \( E_4 = 4 \) \( C_4 = 768 \) | \( N_4 = 8 \) \( E_4 = 4 \) \( C_4 = 1024 \) | \( N_4 = 8 \) \( E_4 = 4 \) \( C_4 = 1280 \) |

where head\(_i\) = CSA(QW\(_i^Q\), KW\(_i^K\), VW\(_i^V\)), the projections are parameter matrices W\(_i^Q\) ∈ \( \mathbb{R}^{d×\hat{d}} \), W\(_i^K\) ∈ \( \mathbb{R}^{\hat{d}×d} \), W\(_i^V\) ∈ \( \mathbb{R}^{d×\hat{d}} \), \( \hat{d} \) is the number of projection head, \( \hat{d} \) is the dimension of token, \( \hat{d} = d/h \) is output dimension of each projection head. The computation of multi-head attention can easily be completed through the single matrix multiplication.

III-C. Model configuration

We consider five different model configurations for our SimViT with different hyper-parameters. Specifically, we describe our model as -Micro, -Tiny, -Small, -Medium and -Large according to the number of parameters, respectively. We show all details of these configures in Table I, where the following hyper-parameters are listed: We design fewer layers in the first stage and the last stage refer to[13], [2], and put more computation resources in the middle two stages. Moreover, the long-narrow structure is also introduced into our SimViT following the design principles of conventional CNNs[13], which decreases spatial dimensions and increases the channel dimension of the feature map stage by stage.

IV. EXPERIMENTS

We compare our SimViT with ResNet[13] and recent vision Transformer backbones[2], [10], [1] on three computer vision tasks, image classification, object detection and semantic segmentation.

IV-A. Classification

We conduct the experiments of image classification on ImageNet-1k[14], which contains around 1.28M training
images and 50K validation images from 1000 classes. We report the top-1 classification accuracy of our models on the validation set. Following PVT[2], we apply the same data augmentations like random cropping, random horizontal flipping, label-smoothing regularization, and random erasing on the training phase. For pair comparisons, all models are trained for 300 epochs from scratch on 8 V100 GPUs follow[1], [2], [10]. We report our experimental results compared with SOTA methods in Table II. All these models achieve excellent performance compared with the state-of-the-art methods. It is noteworthy that the micro version of our SimViT only with 3.3M parameters achieves 71.1% top-1 classification accuracy on the validation set of ImageNet-1k.

Table II. The performance of image classification on the ImageNet-1k validation set compared with ResNet[13] and current SOTA methods.

| Method           | Param(M) | GFLOPs | Top-1 Acc(%) |
|------------------|----------|--------|--------------|
| PVTv2-B0[10]     | 3.4      | 0.6    | 70.5         |
| SimViT-Micro     | 3.3      | 0.7    | **71.1**     |
| ResNet18[13]     | 11.7     | 1.8    | 69.8         |
| PVT-Tiny[2]      | 13.2     | 1.9    | 75.1         |
| PVTv2-B1[2]      | 13.1     | 2.1    | 78.7         |
| SimViT-Tiny      | 13.0     | 2.5    | 79.3         |
| ResNet50[13]     | 25.6     | 4.1    | 76.1         |
| PVT-Small[2]     | 24.5     | 3.8    | 79.8         |
| TNT-S[2]         | 23.8     | 5.2    | 81.3         |
| PVTv2-B2[2]      | 25.4     | 4.0    | 82.0         |
| Swin-T[1]        | 29.0     | 4.5    | 81.3         |
| SimViT-Small     | 29.4     | 6.2    | **82.6**     |
| ResNet101[13]    | 44.7     | 7.9    | 77.4         |
| PVT-Medium[2]    | 44.2     | 6.7    | 81.2         |
| Swin-S[1]        | 50.0     | 8.7    | 83.0         |
| SimViT-Medium    | 51.3     | 10.9   | **83.3**     |
| ResNet152[13]    | 60.2     | 11.6   | 78.3         |
| PVT-Large[2]     | 61.4     | 9.8    | 81.7         |
| TNT-B[15]        | 66.0     | 14.1   | 82.8         |
| SimViT-Large     | 62.9     | 12.2   | **83.4**     |

Table III. COCO object detection results of RetinaNet[16], ATSS[17] and GFL[18] based on our SimViT-Small model.

| Method         | Backbone | #Param | FLOPs | AP | AP50 | AP75 | GFL   |
|----------------|----------|--------|-------|----|------|------|-------|
| ResNet-50      | Retina   | 37.7   | 239   | 39.0 | 58.4 | 41.8 |
| Swin-T         | ATSS     | 38.5   | 245   | 45.0 | 65.9 | 48.4 |
|               | SimViT   | 39.1   | 281   | **46.3** | **67.5** | **49.6** |
| ResNet-50      | GFL      | 32.1   | 205   | 43.5 | 61.9 | 47.0 |
| Swin-T         | ATSS     | 35.7   | 212   | 47.2 | 66.5 | 51.3 |
|               | SimViT   | 37.0   | 248   | **49.6** | **68.9** | 54.1 |
| ResNet-30      | Retina   | 32.0   | 208   | 44.5 | 63.0 | 48.3 |
| Swin-T         | GFL      | 36.0   | 215   | 47.6 | 66.8 | 51.7 |
|               | SimViT   | 37.1   | 251   | **49.9** | **69.3** | **54.1** |

IV-B. Object Detection

Our object detection tasks are based on COCO 2017 dataset[19], which consists of 118K training and 5K validation images. The pretrained SimViT-Small backbone on ImageNet-1k will be further finetuned on various object detection models, e.g., RetinaNet[16], ATSS[17] and GFL[18]. The experimental results show our backbone model is compatible with different object detection methods. Following Swin[1], our models are trained for 36 epochs and be applied with a multi-scale training strategy. Results of all detectors are reported on the validation set and more details can be found in Table III. Our SimViT-Small architecture brings consistent +1.3 ~ 2.4 box AP gains over Swin-T.

IV-C. Semantic Segmentation

We choose ADE20K[20] as our benchmark dataset for semantic segmentation tasks. ADE20K contains more than 20K scene-centric images exhaustively annotated with pixel-level objects and object parts labels. We follow PVT[2] to employ classical Semantic FPN[21] as our segmentation framework. We use different-size pretrained SimViT models to finetune in the semantic segmentation task. We report our experimental results in Table IV. Compared with ResNet[13] and PVT[2], our models bring +5.7% ~ 10.5% mIOU gains.

Table IV. The semantic segmentation results of Semantic FPN on the ADE20K validation set. “GFLOPS” is computed under the input size of 512x512.

| Backbone | Semantic FPN | Param(M) | GFLOPs | mIOU(%) |
|----------|--------------|----------|--------|---------|
| SimViT-Micro | RetinaNet18[13] | 7.2      | 24.7   | **37.5** |
|          | PVT-Small[2]   | 15.5     | 32.2   | 32.9    |
|          | PVT-Tiny[2]     | 17.0     | 33.2   | 35.7    |
|          | SimViT-Tiny     | 16.8     | 36.1   | **42.7** |
|          | ResNet50[13]    | 28.5     | 45.6   | 36.7    |
|          | PVT-Small[2]    | 28.2     | 44.5   | 39.8    |
|          | SimViT-Small    | 33.2     | 54.0   | **47.2** |
|          | PVT-Large[2]    | 65.1     | 79.6   | 42.1    |
|          | SimViT-Medium   | 55.0     | 78.5   | **47.8** |

IV-D. Ablation Study

The effect of model depth. Our similar-size models have more layers compared with PVT[2] because of the high-efficient parameters of our models. In order to rule out the possibility of model depth causing our model to be superior to competitors, we conduct an ablation study in the situation of the same depth settings based on our SimViT-Tiny. Results in Table V show that even fewer parameters(11.1M vs. 13.2M) than PVT[2] in the same depth setting, the classification performance of our model is 2.7% higher than PVT(77.8% vs. 75.1%). The performance of our model is further boosted along with deepening layers(79.3% vs. 77.8%).

The effect of sliding windows and position encoding. We experimentally investigate the effect of window size
Table V. Ablation study about the effect of model depth compared with PVT-Tiny[2]. The experimental results are based on our SimViT-Tiny.

| Method   | Depth | Param(M) | GFLOPs | Top-1 Acc(%) |
|----------|-------|----------|--------|--------------|
| PVT-Tiny [2] | 2-2-2-2 | 13.2     | 1.9    | 75.1         |
| SimViT(ours) | 2-2-2-2 | 11.1     | 2.0    | 77.8         |
| SimViT(ours) | 2-4-3-2 | 13.0     | 2.5    | 79.3         |

Table VI. Ablation study on position embedding and the size of sliding windows for SimViT-Micro. ‘Pos. Embed’ suggests that the model with absolute position embedding from PVT[2]. ‘Window size’ denotes that the size of the sliding windows in our MCSA of the first three stages.

| Pos. Embed | Window size | Param(M) | GFLOPs | Top-1 Acc(%) |
|------------|-------------|----------|--------|--------------|
| ✓          | 3-3-3       | 3.4      | 0.65   | 70.97        |
| -          | 5-5-5       | 3.3      | 0.65   | 69.89        |
| -          | 3-3-3       | 3.3      | 0.65   | 71.08        |

and position encoding on the performance of our SimViT in Table VI. The experimental results show the larger window size does not result in improved results (69.89% vs. 71.08%). Position encoding is also not required in our SimViT (70.97% vs. 71.08%), this shows our simViT can naturally capture spatial structure without any explicit position encoding. The removal of position encoding also brings the translation invariance, which is important for the recognition ability of vision models.

V. CONCLUSION

In this paper, we propose a simple yet effective vision Transformer named SimViT, which integrates spatial structure and local information into vision Transformers using Multi-head Central Self-Attention (MCSA) along with simple sliding windows. Meanwhile, the multi-scale hierarchical features from our model can be applied to various dense prediction visual tasks. Extensive experiments show the effectiveness of our SimViT as a general backbone model on image classification, object detection and semantic segmentation. We expect our work can be applied to more vision tasks in the future.
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