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Abstract. We prove that a Cohen-Macaulay normal variety $X$ has Du Bois singularities if and only if $\pi_\ast \omega_X(G) \simeq \omega_X$ for a log resolution $\pi : X' \to X$, where $G$ is the reduced exceptional divisor of $\pi$. Many basic theorems about Du Bois singularities become transparent using this characterization (including the fact that Cohen-Macaulay log canonical singularities are Du Bois). We also give a straightforward and self-contained proof that (generalizations of) semi-log-canonical singularities are Du Bois, in the Cohen-Macaulay case. It also follows that the Kodaira vanishing theorem holds for semi-log-canonical varieties and that Cohen-Macaulay semi-log-canonical singularities are cohomologically insignificant in the sense of Dolgachev.

1. Introduction

Consider a complex algebraic variety $X$. If $X$ is smooth and projective, its De Rham complex plays a fundamental role in understanding the geometry of $X$. When $X$ is singular, an analog of the De Rham complex, the Deligne-Du Bois complex plays a similar role. Based on Deligne's theory of mixed Hodge structures, Du Bois defined a filtered complex of $\mathcal{O}_X$-modules, denoted by $\Omega_X^q$, that agrees with the algebraic De Rham complex in a neighborhood of each smooth point and, like the De Rham complex on smooth varieties, its analytization provides a resolution of the sheaf of locally constant functions on $X$ \cite{DB81}.

Du Bois observed that an important class of singularities are those for which $\Omega_X^0$, the zeroth graded piece of the filtered complex $\Omega_X^q$, takes a particularly simple form (see Discussion 2.1). He pointed out that singularities satisfying this condition enjoy some of the nice Hodge-theoretic properties of smooth varieties. Dubbed Du Bois singularities by Steenbrink, these singularities have been promoted by Kollár as a natural setting for vanishing theorems; see, for example, \cite{Kol95} Ch 12. Since the 1980's, Steenbrink, Kollár, Ishii, Saito and many others have investigated the relationship between Du Bois (or DB) singularities and better known singularities in algebraic geometry, such as rational singularities and log canonical singularities. Because of the difficulties in defining and understanding the Deligne-Du Bois complex $\Omega_X^q$, many basic features of DB singularities have been slow to reveal themselves or have remained obscure. The purpose of this paper is to prove a simple characterization...
of DB singularities in the Cohen-Macaulay case, making many of their properties and their relationship to other singularities transparent.

Let $\pi : \tilde{X} \to X$ be a log resolution of a normal complex variety $X$, and denote by $G$ the reduced exceptional divisor of $\pi$. By Lemma 3.14 there exists a natural inclusion $\pi_*\omega_{\tilde{X}}(G) \hookrightarrow \omega_X$. The main foundational result of this article is the following multiplier ideal-like criterion for DB singularities:

**Theorem 1.1** (=Theorem 3.1). Suppose that $X$ is normal and Cohen-Macaulay. Let $\pi : X' \to X$ be any log resolution, and denote the reduced exceptional divisor of $\pi$ by $G$. Then $X$ has DB singularities if and only if $\pi_*\omega_{X'}(G) \simeq \omega_X$.

Theorem 1.1 is analogous to the following well-known criterion for rational singularities due to Kempf: if $X$ is normal and Cohen-Macaulay, then $X$ has rational singularities if and only if the natural inclusion $\pi_*\omega_{\tilde{X}} \hookrightarrow \omega_X$ is an isomorphism. In particular, Theorem 1.1 immediately implies that rational singularities are Du Bois, a statement that had been conjectured by Steenbrink in [Ste83] and later proved by Kollár [Kol95] in the projective case and finally by Kovács [Kov99], and also independently by Saito [Sai00] in general. Another immediate corollary is that normal quasi-Gorenstein DB singularities are log canonical; see Section 3 for a complete discussion.

In addition, this criterion shows that CM DB singularities relate to rational singularities very much like log canonical singularities relate to (kawamata) log terminal singularities. This has been a general belief all along, but we feel that the criterion in Theorem 1.1 supports this belief more than anything else previously known.

A long-standing conjecture of Kollár’s predicts that log canonical singularities are Du Bois. Using Theorem 1.1 it is easy to see that Kollár’s conjecture holds in the Cohen-Macaulay case:

**Theorem 1.2** (=Theorem 3.16). Suppose that $X$ is normal and Cohen-Macaulay, and that $\Delta$ is an effective $\mathbb{Q}$-divisor on $X$ such that $K_X + \Delta$ is $\mathbb{Q}$-Cartier. If $(X, \Delta)$ is log canonical, then $X$ has Du Bois singularities.

In fact, we prove the stronger result that Cohen-Macaulay semi-log canonical singularities are Du Bois, see Theorem 4.16 (even more, we prove that a generalization of semi-log canonical singularities are Du Bois). This is based on a technical generalization of certain aspects of Theorem 1.1 to the non-normal case, treated in Section 4. Many special cases of Kollár’s conjecture had been known, including the isolated singularity case [Ish85, Ish87a, Ish87b], the Cohen-Macaulay case when the singular set is not too big see also [Kov99], and the local complete intersection case [Sch07].

Very recently, Kollár’s conjecture that log canonical singularities are Du Bois, has been verified by Kollár and the first named author, using recent advances in the Minimal Model Program [KK09]. In particular, there is now an independent and more general result proving Theorem 1.2. However, there are several reasons why Theorem 1.1 is still interesting (besides being the first general result of this kind). Kollár and Kovács also prove that the condition of being Cohen-Macaulay is constant in DB families. This means that a stable smoothable variety is necessarily Cohen-Macaulay, and hence the above condition is applicable.

Furthermore, Theorem 4.11 and Theorem 4.16 apply to non-normal singularities. These are the best results currently known. Notice that one of the main applications of DB singularities is to moduli theory and that is an arena where non-normal singularities may not
be easily dismissed. Already for degenerations of curves one must deal with non-normal singularities. In particular, Kollár’s conjecture is actually important in the non-normal case, that is, we want to know that semi-log canonical singularities are Du Bois.

Another immediate corollary, again predicted by Kollár, is that the Kodaira Vanishing Theorem holds for generalizations of (semi-)log canonical varieties. Fujino recently gave another proof of a closely related theorem using techniques of Ambro; see [Fuj07, Corollary 5.11].

**Corollary 1.3 (=Corollary 6.6).** Kodaira vanishing holds for Cohen-Macaulay weakly semi-log canonical varieties. In particular, let \((X, \Delta)\) be a projective Cohen-Macaulay weakly semi-log canonical pair and \(L\) an ample line bundle on \(X\). Then \(H^i(X, L^{-1}) = 0\) for \(i < \dim X\).

Of course, if \(X\) is not Cohen-Macaulay, Kodaira vanishing in the above form necessarily fails. But the Cohen-Macaulay condition is not sufficient for Kodaira vanishing. Examples show that some further restriction on the singularities is needed; see [AJ89, Section 2]. In some sense, this is the most general form of the classical Kodaira vanishing theorem (that is, \(H^i(X, L^{-1}) = 0\) for \(L\) ample and \(i < \dim X\)) that could be hoped for.

We are also able to obtain some nice Hodge-theoretic properties for semi-log canonical singularities. In particular, we are able to show that Cohen-Macaulay semi-log canonical singularities are cohomologically insignificant in the sense of Dolgachev [Dol81]; see Theorem 5.1. This fact has useful applications in the construction of compact moduli spaces of stable surfaces and higher dimensional varieties.

2. **Preliminaries**

In this section we will define the notion of log canonical, as well as DB singularities and state the forms of duality we will use. Throughout this paper, a *scheme* will always be assumed to be separated and noetherian of essentially finite type over \(\mathbb{C}\). By a *variety*, we mean a reduced separated noetherian pure-dimensional scheme of finite type over \(\mathbb{C}\). Note that a variety may have several irreducible components. All varieties and schemes will be assumed to be quasi-projective. The purpose of this assumption is to guarantee that these varieties are embedded in smooth schemes. Note that in the end this hypothesis is harmless because implications between various types of singularities are local questions, thus the varieties may assumed to be quasi-projective.

We will use the following notation: For a functor \(\Phi\), \(\mathcal{R}\Phi\) denotes its derived functor on the (appropriate) derived category and \(\mathcal{R}^i\Phi := h^i \circ \mathcal{R}\Phi\) where \(h^i(C^*)\) is the cohomology of the complex \(C^*\) at the \(i\)th term. Similarly, \(\mathbb{H}^i_Z := h^i \circ \mathcal{R}\Gamma_Z\) where \(\Gamma_Z\) is the functor of cohomology with supports along a subscheme \(Z\). Finally, \(\mathcal{H}om\) stands for the sheaf-Hom functor.

Let \(\alpha : Y \rightarrow Z\) be a birational morphism and \(\Delta \subseteq Z\) a \(\mathbb{Q}\)-divisor. Then \(\alpha_*^{-1}\Delta\) will denote the proper transform of \(\Delta\) on \(Y\).

2.A. **Log Canonical Singularities**

Let \(X\) be a normal irreducible variety of pure dimension \(d\). The canonical sheaf \(\omega_X\) of \(X\) is the unique reflexive \(\mathcal{O}_X\)-module agreeing with the sheaf of regular differential \(d\)-forms \(\bigwedge^d \Omega^d_X/\mathcal{O}\) on the smooth locus of \(X\). A canonical divisor is any member \(K_X\) of the (Weil) divisor class corresponding to \(\omega_X\). See [2.1] for the definition of the canonical sheaf on non-normal varieties.
A (Q-)Weil divisor $D$ is said to be Q-Cartier if, for some non-zero integer $r$, the $\mathbb{Z}$-divisor $rD$ is Cartier, meaning that it is given locally as the divisor of some rational function on $X$. For such a divisor, we can define the pullback $\pi^*D$, under any dominant morphism $\pi$, to be the Q-divisor $\frac{1}{r}\pi^*(rD)$. We say that $X$ is Q-Gorenstein if $K_X$ is Q-Cartier.

Now consider a pair $(X, \Delta)$, where $\Delta$ is an effective Q-divisor such that $K_X + \Delta$ is Q-Cartier. In this case, there exists a log resolution of the pair; that is, a proper birational morphism $\pi : \tilde{X} \to X$ such that $\text{Ex}(\pi)$ is a divisor and furthermore the set $\pi^{-1}(\Delta) \cup \text{Ex}(\pi)$ is a divisor with simple normal crossing support. Here $\text{Ex}(\pi)$ denotes the exceptional set of $\pi$. Let $\tilde{\Delta}$ denote the birational (or proper, or strict) transform of $\Delta$ on $\tilde{X}$, often denoted by $\pi^{-1}_*\Delta$. Then there is a numerical equivalence of divisors

$$K_{\tilde{X}} + \tilde{\Delta} - \pi^*(K_X + \Delta) \equiv \sum a_i E_i$$

where the $E_i$ are the exceptional divisors of $\pi$ and the $a_i$ are some uniquely determined rational numbers. We can now define:

**Definition 2.1.** The pair $(X, \Delta)$ is called log canonical if $a_i \geq -1$ for all $i$.

Definition 2.1 is independent of the choice of log resolution. For this and other details about log resolutions, log pairs, and log canonical singularities see, for example, [KM98].

2.B. Du Bois Singularities

As mentioned in the introduction, DB singularities are defined using a fairly complicated filtered complex $\Omega^*_X$, which plays the role of the De Rham complex for singular varieties. It follows from the construction that there is a natural map (in the derived category of $\mathcal{O}_X$-modules)

$$\mathcal{O}_X \to \Omega^0_X,$$

where $\Omega^0_X$ denotes the zeroth graded complex of the filtered complex $\Omega^*_X$. By definition, $X$ has Du Bois (or DB) singularities if this map is a quasi-isomorphism. For a careful development of this point of view see [DB81], [GNPP88], or [Ste85]. However, a recent result of the second author in [Sch07] provides an alternate definition of DuBois singularities, which we now review here (also compare with [Esn90]).

First, since the transverse union of two smooth varieties of different dimensions is an important example of a DB singularity, we must leave the world of irreducible (and even that of equidimensional) varieties, and instead consider reduced schemes of finite type over $\mathbb{C}$. Recall that a reduced subscheme $X$ of a smooth ambient variety $Y$ is said to have normal crossings if at every point of $x$ there exists a regular system of parameters for $\mathcal{O}_{Y,x}$ such that $X$ is defined by some monomials in these parameters.

Now suppose that $X$ is a reduced closed subscheme of a smooth ambient $Y$. Let $\pi : \tilde{Y} \to Y$ be a proper birational morphism such that:

(a) $\pi$ is an isomorphism outside $X$,

(b) $\tilde{Y}$ is smooth,

(c) $\pi^{-1}(X)$ has normal crossings (even though it may not be equidimensional)

Such morphisms always exist by Hironaka’s theorem; for example, $\pi$ could be an embedded resolution of singularities for $X \subset Y$, or a log resolution of the pair $(Y, X)$. The conditions
(a)-(c) can be relaxed somewhat; see [ST08, Proposition 2.20] for a way to relax condition (a) and [Sch07] for further discussion. We set $\overline{X}$ to be the reduced preimage of $X$ in $\overline{Y}$, and again emphasize that $\overline{X}$ may not be equidimensional. Under these conditions, Schwede shows that the object $R\pi_*O_X$ is naturally quasi-isomorphic to the object $\Omega_X^0$ defined in [DB81]. This leads to the following definition, equivalent to Steenbrink’s original definition:

**Definition 2.2.** We say that $X$ has Du Bois (or DB) singularities if the natural map $O_X \to R\pi_*O_X$ is a quasi-isomorphism.

The fact that Definition 2.2 is independent of the choice of embedding and of the choice of resolution simply follows from the fact that $R\pi_*O_X$ is quasi-isomorphic to the well-defined object $\Omega_X^0$. See [Sch07] for details (and again, compare with [Esn90]).

### 2.C. Dualizing Complexes and Duality

For the convenience of the reader, we briefly review the form of duality we will use.

Associated to every quasi-projective scheme $X$ of dimension $d$ and of finite type over $\mathbb{C}$ there exists a (normalized) dualizing complex $\omega_X^q \in D_{\text{coh}}^-(X)$, unique up to quasi-isomorphism. To construct $\omega_X^q$ concretely, one may proceed as follows. For a smooth irreducible variety $Y$ of dimension $n$, take $\omega_Y^q = \omega_Y[n]$, the complex that has the canonical module $\det \Omega_Y^{\text{reg}} / \mathbb{C}$ in degree $-n$ and the zero module in all the other spots. Now, whenever $X \subseteq Y$ is a closed embedding of schemes of finite type over a field, we have $\omega_X^q = R\mathcal{H}om_Y^\ast(O_X, \omega_Y^q)$.

Because every quasi-projective scheme of finite type over $\mathbb{C}$ embeds in a smooth variety, this determines the dualizing complex on any such finite type scheme. Alternatively, one can also define $\omega_X^q$ as $h^!\mathcal{O}_C$ where $h : X \to C$ is the structural morphism. See [Har66] and [Con00] for details.

For an equidimensional $X$ admitting a dualizing complex one may define the canonical sheaf to be the $O_X$-module $h^{-\dim X}(\omega_X^q)$, denoted by $\omega_X$. If $X$ is Cohen-Macaulay, the dualizing complex turns out to be exact at all other spots (just as in the case of smooth varieties above). In particular, for a Cohen-Macaulay variety of pure dimension $d$, we have $\omega_X^q = \omega_X[d]$. If $X$ is normal and irreducible, $h^{-\dim X}(\omega_X^q)$ agrees with the canonical sheaf $\omega_X$ as defined in 2.A, so there is no ambiguity of terminology. More generally, if $X$ is Gorenstein in codimension one and satisfies Serre’s $S_2$ condition, the canonical module $h^{-\dim X}(\omega_X^q) = \omega_X$ is a rank one reflexive sheaf, and so corresponds to a Weil divisor class.

A very important tool we need is Grothendieck duality:

**Theorem 2.3.** [Har66, III.11.1, VII.3.4] Let $f : X \to Y$ be a proper morphism between finite dimensional noetherian schemes. Suppose that both $X$ and $Y$ admit dualizing complexes and that $\mathcal{F}^\ast \in D^\leftarrow_{\text{coh}}(X)$. Then the duality morphism $Rf_! R\mathcal{H}om_X^\ast(\mathcal{F}^\ast, \omega_X^q) \to R\mathcal{H}om_Y^\ast(Rf_! \mathcal{F}^\ast, \omega_Y^q)$ is a quasi-isomorphism.

**Remark 2.4.** In the previous theorem, $\omega_X^q$ should be thought of as $f^!\omega_Y^q$.

### 3. Proof of the Main Theorem

In this section we prove our main result, a simple new characterization of DB singularities in the normal Cohen-Macaulay case.
Theorem 3.1. Suppose that $X$ is a normal Cohen-Macaulay variety. Let $\varrho : X' \to X$ be any log resolution and denote the reduced exceptional divisor of $\varrho$ by $G$. Then $X$ has DB singularities if and only if $\varrho_*\omega_{X'}(G) \simeq \omega_X$.

The proof of this theorem will take most of the present section. We will first show that it is true for a special choice of log resolutions in Corollary 3.10. Then, in Lemma 3.12, we complete the proof by showing that the statement is independent of the choice of the log resolution.

The following notation will be fixed for the rest of this section:

Setup 3.2. Let $X$ be a reduced equidimensional scheme of finite type over $\mathbb{C}$ embedded in a smooth variety $Y$, and let $\Sigma$ denote a closed subscheme $\Sigma \subseteq X$ that contains the singular locus of $X$. Assume that no irreducible component of $X$ is a hypersurface i.e., the codimension of every irreducible component of $X$ in $Y$ is at least two. Fix an embedded resolution $\pi : \tilde{Y} \to Y$ of $X$ in $Y$, and let $\tilde{X}$ denote the strict transform of $X$ on $\tilde{Y}$. Further assume that

(i) $\pi$ is an isomorphism over $X \setminus \Sigma$, and

(ii) $\pi^{-1}(\Sigma)$ is a simple normal crossing divisor of $\tilde{Y}$ that intersects $\tilde{X}$ in a simple normal crossing divisor of $\tilde{X}$.

Let $E$ denote the reduced preimage of $\Sigma$ in $\tilde{Y}$, and $X$ the reduced pre-image of $X$ in $\tilde{Y}$. We emphasize that $X$ is not equidimensional; in fact, $X$ is the transverse union of the smooth variety $\tilde{X}$ and the normal crossing divisor $E$. We will frequently abuse notation and use $\pi$ to denote $\pi|_X$. Note that $\pi|_X$ is a projective (respectively proper) morphism as long as $\pi$ is. Finally, recall that by [Sch07] $R\pi_*\mathcal{O}_X \simeq \Omega^0_X$ and $R\pi_*\mathcal{O}_E \simeq \Omega^0_\Sigma$.

The outline of the proof of Theorem 3.1 goes as follows. Using the Grothendieck dual form of Schwede’s characterization of DB singularities stated in Lemma 3.3 below, it is clear that a reduced Cohen-Macaulay scheme $X$ of dimension $d$ has DB singularities if and only if

(i) $R^i\pi_*\omega^*_X = 0$ for $i \neq -d$, and

(ii) $R^{-d}\pi_*\omega^*_X = \omega_X$.

Our main technical statement is Theorem 3.8 which implies that for any normal variety of dimension $d$, the sheaf $R^{-d}\pi_*\omega^*_X$ can be identified with $\pi_*\omega_{\tilde{X}}(G)$. This is proven by comparing the dualizing complexes for $X$, $\tilde{X}$ and $E$ via the dual of the short exact sequence

$0 \to \mathcal{O}_{\tilde{X}}(-E|_{\tilde{X}}) \to \mathcal{O}_{\tilde{X}} \to \mathcal{O}_E \to 0$.

On the other hand, the vanishing statement of (i) follows from a reinterpretation of a result of the first author [Kov99] by the second author [Sch09].

We first state the following dual form of Schwede’s characterization of DB singularities.

Lemma 3.3. $X$ has DB singularities if and only if the natural map

$R\pi_*\omega^*_X \to \omega^*_X$

is a quasi-isomorphism.

Proof. The result follows from Definition 2.22 via a standard application of Grothendieck duality. □
Before beginning the proof of Theorem 3.1, we would like to make the following suggestive observation. If $X$ has pure dimension $d$ and $Y$ has dimension $n$, then

$$h^{-d}(\omega_X) \cong \omega_{\tilde{X}}(E|_{\tilde{X}}),$$

$$h^{-n+1}(\omega_X) \cong \omega_E,$$

and

$$h^i(\omega_X) = 0 \text{ for } i \text{ not equal to } -n+1 \text{ or } -d.$$  

To see this, note that $\tilde{X}$ and $E$ have normal crossings and that there exists a short exact sequence,

$$0 \to \mathcal{O}_{\tilde{X}}(-E|_{\tilde{X}}) \to \mathcal{O}_{\tilde{X}} \to \mathcal{O}_E \to 0.$$  

Next, dualize this sequence by applying $R\text{Hom}_Y(\_ , \omega_{\tilde{Y}})$ (and Grothendieck duality) to get an exact triangle,

$$\omega_E \longrightarrow \omega_{\tilde{X}} \longrightarrow \omega_{\tilde{X}} \otimes \mathcal{O}_Y(E) \longrightarrow$$  

Note that $X$ is not equidimensional, but $\tilde{X}$ and $E$ are (in fact, they are Gorenstein and connected). Since $E$ has dimension $n-1$ and $\tilde{X}$ has dimension $d$, we see that $h^{-n+1}(\omega_X) \cong h^{-n+1}(\omega_E^*)$, proving the second statement. Taking the $-d$th cohomology proves the first statement since $\tilde{X}$ and $E$ have normal crossings. It is easy to see that the third statement is true as well by taking any other cohomology. These three facts will not be used directly, but they do suggest a way to analyze $R\pi_*\omega_X$.

With this in mind, we now prove that we really only need to understand the $-d$th cohomology of $R\pi_*\omega_X$, at least in the Cohen-Macaulay case.

**Proposition 3.4.** In addition to (3.2) assume further that $X$ is Cohen-Macaulay. Then $X$ has DB singularities if and only if the natural map

$$R^{-d}\pi_*\omega_X \to \omega_X$$

is surjective (if and only if it is an isomorphism).

**Proof.** If $X$ has DB singularities, the statement (including the one in parantheses) follows trivially from Lemma 3.3.

Now assume that the natural map $R^{-d}\pi_*\omega_X \to \omega_X$ is surjective, but $X$ is not Du Bois. Let $\Sigma_{DB}$ denote the non-Du Bois locus of $X$ (cf. [Kov99, 2.1]) and let $x \in \Sigma_{DB}$ a general point of (a component of) $\Sigma_{DB}$. By [Sch09, 5.11], the natural map

$$(R^{i}\pi_*\omega_X)_x \to h^i(\omega_X)_x$$

is injective for every $i$. The right side of this equation is zero for $i \neq -d$ since $X$ is Cohen-Macaulay, and thus the left side is zero as well. For $i = -d$, the map is surjective by assumption and, as we already noted, it is injective; hence it is an isomorphism. In particular, the localized map $(R^{i}\pi_*\omega_X)_x \to (\omega_X)_x$ is a quasi-isomorphism, contradicting Lemma 3.3 and the fact that $(X, x)$ is not Du Bois.

**Remark 3.5.** Alternatively, one could use general hyperplane sections to reduce to the case of an isolated non-Du Bois point, and then apply local duality along with the key surjectivity of [Kov00].

The following lemma will be important in the proof.
Lemma 3.6. Let $Z$ be a reduced closed subscheme of $Y$, a variety of finite type over $\mathbb{C}$. Then $h^i(\mathcal{R}\text{Hom}_Y(Z, \Omega^0_Y, \omega_Y)) = 0$ for $i < -\dim Z$.

Proof. Without loss of generality, we may assume that $Z$ and $Y$ are affine. Let $z \in Z$ be an arbitrary closed point. By local duality (see [Har66, V, Theorem 6.2] or [Lip02, 2.4]), it is sufficient to show that $\mathbb{H}^j(Y, \Omega^0_Y) = \mathbb{H}^j(Z, \Omega^0_Z) = 0$ for $j > \dim Z$. We consider the hypercohomology spectral sequence $H^p(Z, h^q(\Omega^0_Z))$ that computes this cohomology. Note that $\dim(\text{Supp}(h^q(\Omega^0_Z))) \leq \dim Z - q$ by [GNPP88, V, 3.6], so that $H^p(Z, h^q(\Omega^0_Z)) = 0$ for $p > \dim Z - q$ (i.e., for $p + q > \dim Z$). Therefore, we see that $\mathbb{H}^j(Z, \Omega^0_Z)$ vanishes for $j > \dim Z$ because every term in the spectral sequence that might possibly contribute to $\mathbb{H}^j(Z, \Omega^0_Z)$ is zero.

Corollary 3.7. $\mathcal{R}^i\pi_*\omega^*_E = 0$ for $i < -\dim \Sigma$.

Proof. By [Sch07, cf. (3.2)] $\mathcal{R}\pi_*\mathcal{O}_E \simeq_{\text{qis}} \Omega^0_Y$, so by Grothendieck duality

$\mathcal{R}\pi_*\omega^*_E \simeq_{\text{qis}} \mathcal{R}\text{Hom}_Y(Z, \omega_Y)$.

Then the statement follows from Lemma 3.6.

Theorem 3.8. If $X$ is equidimensional and $\text{codim} X, \Sigma \geq 2$, then $\mathcal{R}^{-d}\pi_*\omega^*_X \simeq \pi_*\omega^*_{\bar{X}}(E|_{\bar{X}})$.

Remark 3.9. The codimension condition of this theorem implies that $X$ must be $R_1$. It is satisfied, for instance, if $X$ is normal and the maximal dimensional components of $\Sigma$ and $\text{Sing} X$ coincide.

Proof. Applying $\mathcal{R}\pi_*$ to the exact triangle,

$\omega^*_X \rightarrow \omega^*_X \rightarrow \omega^*_X \otimes \mathcal{O}_{\bar{X}}(E) \rightarrow$

and taking cohomology leads to the exact sequence

$\mathcal{R}^{-d}\pi_*\omega^*_X \rightarrow \mathcal{R}^{-d}\pi_*\omega^*_X \rightarrow \mathcal{R}^{-d}\pi_*\omega^*_X \otimes \mathcal{O}_{\bar{X}}(E) \rightarrow \mathcal{R}^{-d+1}\pi_*\omega^*_X$

The outside terms are zero by Corollary 3.7 which implies that the middle two terms are isomorphic. To complete the proof, simply observe that

$\mathcal{R}^{-d}\pi_*(\omega^*_X \otimes \mathcal{O}_{\bar{X}}(E)) = \mathcal{R}^{-d}\pi_*(\omega^*_X[d] \otimes \mathcal{O}_{\bar{X}}(E)) = \pi_*(\omega^*_X \otimes \mathcal{O}_{\bar{X}}(E)) = \pi_*\omega^*_{\bar{X}}(E|_{\bar{X}})$.

Corollary 3.10. In addition to (3.2), assume further that $X$ is normal and Cohen-Macaulay. Then $X$ has DB singularities if and only if the natural map

$\pi_*\omega^*_{\bar{X}}(E|_{\bar{X}}) \rightarrow \omega_X$

(coming from (3.4) and (3.8)) is surjective (if and only if it is an isomorphism).

Remark 3.11. Note that $\pi_*\omega^*_{\bar{X}}(E|_{\bar{X}}) \rightarrow \omega_X$ is an isomorphism on the smooth locus of $X$ by construction, and hence it is always injective. For the same reason, this natural map is the same as the one coming from Lemma 3.14.

At this point, we have proven Theorem 3.1 for a log resolution as in (3.2). The general case follows from the next Lemma which is well known to experts (for example, it also follows from [Kaw84, Lemma 1.6]).
Lemma 3.12. Let $\pi : X' \to X$ be a proper birational morphism, $\Sigma \subseteq X$ a closed subset and denote by $G$ the reduced pre-image of $\Sigma$ via $\pi$. Assume that $\pi$ is chosen such that $X'$ is smooth and $G$ has simple normal crossings. Then $\pi_*\omega_{X'}(G)$ on $X$ is independent of the choice of $\pi$ up to natural isomorphism.

Remark 3.13. This result is analogous to the fact that a multiplier ideal is independent of the resolution used to compute it.

Proof. Since any two proper birational morphisms mapping to $X$ with the required properties can be dominated by a third such, it is sufficient to prove the following: Let $X''$ be a smooth variety and $\phi : X'' \to X'$ a proper birational morphism and let $H$ be the reduced pre-image of $\Sigma$ via $\pi \circ \phi$. Then $\phi_*\omega_{X''}(H) \simeq \omega_{X'}(G)$.

The fact that $X'$ is smooth and $G$ is a simple normal crossing divisor implies that the pair $(X', G)$ has log canonical singularities. Furthermore, the support of the strict transform of $G$ on $X''$ is contained in $H$ by definition, and the rest of the components of $H$ are $\phi$-exceptional. Therefore,

$$\omega_{X''}(H) \simeq \phi^*(\omega_{X'}(G))(F)$$

for an appropriate effective $\phi$-exceptional divisor $F$. Applying the projection formula yields

$$\phi_*\omega_{X''}(H) \simeq \omega_{X'}(G) \otimes \phi_*\mathcal{O}_{X''}(F),$$

and since $F$ is effective and $\phi$-exceptional, $\phi_*\mathcal{O}_{X''}(F) \simeq \mathcal{O}_{X'}$. [KMM87, Lemma 1-3-2].

We now turn our attention to using this criterion to prove that log canonical singularities are Du Bois. First note that the statement is reasonably straightforward if $X$ is Gorenstein so it would be tempting to try to take a canonical cover, at least in the $\mathbb{Q}$-Gorenstein case. However, it is not clear that the canonical cover of a Cohen-Macaulay log canonical singularity is also Cohen-Macaulay. Examples of rational singularities with non-Cohen Macaulay canonical covers by [Sin03] suggest that this might be too much to hope for. Therefore, a different technique will be used.

Lemma 3.14. Let $X$ be a normal irreducible variety and let $\varrho : X' \to X$ be a log resolution of $X$. Let $B$ be an effective integral divisor on $X$, $B' = \varrho^{-1}B$ (the strict transform of $B$ on $X'$), and denote the reduced exceptional divisor of $\varrho$ by $G$. Then there exists a natural injection,

$$\varrho_*\omega_{X'}(B' + G) \hookrightarrow \omega_X(B).$$

Proof. Let $\iota : U \hookrightarrow X$ denote the embedding of the open set over which $\varrho$ is an isomorphism. As $X$ is normal, we have that $\text{codim}_X(X \setminus U) \geq 2$, and hence the following natural morphisms of sheaves:

$$\varrho_*\omega_{X'}(B' + G) \hookrightarrow (\varrho_*\omega_{X'}(B' + G))^\vee \simeq \iota_* (\varrho_*\omega_{X'}(B' + G)|_U) \simeq \omega_X(B),$$

where $\mathcal{F}^\vee = \text{Hom}_X(\mathcal{F}, \mathcal{O}_X)$ denotes the dual of a sheaf. The isomorphisms follow because $X$ is $S_2$ and $\varrho$ is an isomorphism over $U$.

Lemma 3.15. Let $X$ be a normal irreducible variety with an effective $\mathbb{Q}$-divisor $D$ such that $(X, D)$ has log canonical singularities, and let $\varrho : X' \to X$ be a log resolution of $(X, D)$. Let $B$ be an effective integral divisor on $X$ with $B \leq D$. Denote the reduced exceptional divisor of $\varrho$ by $G$ and let $B' = \varrho^{-1}B$ and $D' = \varrho^{-1}D$. Then the following natural isomorphism holds:

$$\varrho_*\omega_{X'}(B' + G) \simeq \omega_X(B)$$
Proof. By Lemma 3.14 there exists a natural inclusion \( \iota : g_*\omega_X'(B' + G) \hookrightarrow \omega_X(B) \), so the question is local. We may assume that \( X \) is affine and need only prove that every section of \( \omega_X(B) \) is already contained in \( g_*\omega_X'(B' + G) \). Note that \( \iota \) restricted to the naturally embedded subsheaf \( \omega_X' \subseteq \omega_X'(B' + G) \) gives the usual natural inclusion \( g_*\omega_X' \hookrightarrow \omega_X \).

Next, choose a canonical divisor \( K_{X'} \) and let \( K_X = g_*K_{X'} \). This is the divisor corresponding to the image of the section of \( \omega_{X'} \) corresponding to \( K_{X'} \) via \( \iota \). As \( D' = g_*^{-1}D \), it follows that the divisors \( K_{X'} + D' \) and \( g_*^{-1}(K_X + D) \) may only differ in exceptional components. We emphasize that these are actual divisors, not just equivalence classes (and so are \( B \) and \( B' \)).

Since \( X \) and \( X' \) are birationally equivalent, their function fields are isomorphic. Let us identify \( K(X) \) and \( K(X') \) via \( g^* \) and denote them by \( K \). Further let \( \mathcal{H} \) and \( \mathcal{H}' \) denote the \( K \)-constant sheaves on \( X \) and \( X' \) respectively.

Now we have the following inclusions:

\[
\Gamma(X, g_*\omega_X'(B' + G)) \subseteq \Gamma(X, \omega_X(B)) \subseteq \Gamma(X, \mathcal{H}) = K,
\]

and we need to prove that the first inclusion is actually an equality. Let \( g \in \Gamma(X, \omega_X(B)) \). By assumption, \( B \leq D \), so

\begin{equation}
(3.15.1) \quad 0 \leq \text{div}_X(g) + K_X + B \leq \text{div}_X(g) + K_X + D
\end{equation}

As \((X, D)\) is log canonical and thus \( K_{X'} + D \) is \( \mathbb{Q} \)-Cartier, there exists an \( m \in \mathbb{N} \) such that \( mK_{X'} + mD \) is a Cartier divisor and hence can be pulled back to a Cartier divisor on \( X' \). By the choices we made earlier, we have that \( g^*(mK_X + mD) = mK_{X'} + mD' + \Theta \) where \( \Theta \) is an exceptional divisor. Again we emphasize that these are actual divisors and the two sides are actually equal, not just equivalent. We would also like to point out that \( \Theta \) is not necessarily divisible by \( m \), neither is \( g^*(mK_X + mD) \).

However, using the fact that \((X, D)\) is log canonical, one obtains that \( \Theta \leq mG \). Combining this with (3.15.1) gives that

\[
0 \leq \text{div}_{X'}(g^m) + g^*(mK_X + mD) \leq m(\text{div}_{X'}(g) + K_{X'} + D' + G),
\]

and in particular we obtain that

\[
\text{div}_{X'}(g) + K_{X'} + D' + G \geq 0.
\]

Claim: \( \text{div}_{X'}(g) + K_{X'} + B' + G \geq 0 \).

Proof. By construction

\begin{equation}
(3.15.2) \quad \text{div}_{X'}(g) + K_{X'} + B' + G = g^{-1}_*(\text{div}_X(g) + K_X + B) + (F + G) \quad \text{exceptional}
\end{equation}

Where \( F \) is an appropriate exceptional divisor, though it is not necessarily effective. We also have that

\begin{equation}
(3.15.3) \quad \text{div}_{X'}(g) + K_{X'} + B' + G = \text{div}_{X'}(g) + K_{X'} + D' + G - (D' - B') \quad \text{non-exceptional}
\end{equation}

Now let \( A \) be an arbitrary irreducible component of \( \text{div}_{X'}(g) + K_{X'} + B' + G \). If \( A \) were not effective, it would have to be exceptional by (3.15.2) and non-exceptional by (3.15.3). Hence \( A \) must be effective and the claim is proven. \( \Box \)

It follows that \( g \in \Gamma(X', \omega_{X'}(B' + G)) = \Gamma(X, g_*\omega_{X'}(B' + G)) \), completing the proof. \( \Box \)
Now we are in a position to prove that Cohen Macaulay log canonical singularities are Du Bois.

**Theorem 3.16.** Suppose $X$ is normal and Cohen Macaulay and $\Delta \subset X$ an effective $\mathbb{Q}$-divisor such that the pair $K_X + \Delta$ is $\mathbb{Q}$-Cartier. If $(X, \Delta)$ is log canonical, then $X$ has Du Bois singularities.

**Proof.** Use Lemma 3.15 setting $B = 0$ and note that the map of Corollary 3.10 is an isomorphism outside the singular locus. Furthermore, both sheaves are reflexive (since they are abstractly isomorphic by Lemma 3.15), completing the proof. $\square$

### 4. The non-normal case

The aim of this section is to show that Cohen-Macaulay semi-log canonical singularities are Du Bois. Let us begin by recalling some of the relevant definitions.

**Definition 4.1.** A reduced scheme $X$ of finite type over $\mathbb{C}$ is said to be seminormal if every finite morphism $X' \to X$ of reduced finite type schemes over $\mathbb{C}$ that is a bijection on points is an isomorphism.

**Remark 4.2.** If one is not working over an algebraically closed field of characteristic zero, one needs to alter the above definition somewhat. See [GT80] for details.

**Definition 4.3.** If $X$ is a reduced scheme of finite type over $\mathbb{C}$ with normalization $\eta : X^N \to X$, then the conductor ideal sheaf of $X$ in its normalization is defined to be the ideal sheaf $\text{Ann}_{O_X}(\eta_*\mathcal{O}_{X^N}/\mathcal{O}_X)$.

**Remark 4.4.** Consider the affine case where $R$ is a subring of its normalization $R^N$ (in its total field of fractions). Then the conductor ideal is the largest ideal of $R^N$ that is contained in $R$. This implies that, with the previous notation, if $I_C$ is the conductor ideal sheaf of $X$ in its normalization and if $I_B$ is the extension of $I_C$ to the normalization (that is $I_B = I_C \mathcal{O}_{X^N}$), then $\eta_*I_B = I_C$.

**Remark 4.5.** If $X$ is seminormal, then the conductor ideal sheaf of $X$ in its normalization is a radical ideal sheaf, even when extended to the normalization, see [Tia70, Lemma 1.3]. If $X$ is $S_2$, then all the associated primes of the conductor $I_C$ are height one, see [GT80, Lemma 7.4], thus all the associated primes of $I_B$ are also height one (cf. [Eis95, 9.2]). Therefore, if $X$ is seminormal and $S_2$, then $\text{supp} C$ is exactly the codimension 1 locus of the singular set of $X$.

**Definition 4.6.** Let $X$ be a reduced equidimensional scheme of finite type over $\mathbb{C}$. Assume that $X$ satisfies the following conditions:

(i) $X$ is $S_2$, and

(ii) $X$ is seminormal.

These conditions imply that the conductor of $X$, in its normalization $X^N$, is a reduced ideal sheaf corresponding to an effective divisor on $X^N$ (cf. (4.5)). We let $B$ denote this divisor on $X^N$ and let $C$ denote the corresponding divisor on $X$ (by construction, these divisors have the same ideal sheaf in the normalization of $\mathcal{O}_X$). Further, let $\Delta$ be an effective $\mathbb{Q}$-divisor on $X$ and assume that $\Delta$ and $C$ have no common components. Then $(X, \Delta)$ is said to be weakly semi-log canonical if the pair $(X^N, B + \eta_*^{-1}\Delta)$ is log canonical.
Remark 4.7. The log canonical assumption implies that $B$ has to be reduced, but actually this does not impose any new conditions because simply from the fact that $X$ is seminormal, it follows by [GT80, 1.4] that both $B$ and $C$ are reduced.

Remark 4.8. The usual notion of semi-log canonical also adds the additional condition

(iii-a) $X$ is Gorenstein in codimension 1,

This condition, under the previous seminormality assumption is equivalent to

(iii-b) $X$ has simple double normal crossings in codimension 1.

We won’t need this condition, so we will leave it out. Note that many easy to construct schemes satisfy conditions (i) and (ii) but not (iii). For example, the reduced scheme consisting of the three axes in $\mathbb{A}^3$ does not have double crossings in codimension 1, but is both $S_2$ and seminormal.

The key ingredient in the proof of the normal case is Proposition 3.4, the injectivity of a certain map. We will now prove a strengthening of a special case of that injectivity that we will need in this section. First we need a lemma.

Lemma 4.9. Let $d = \dim X$ and $\Omega^\times_X$ a complex that completes $\alpha$ to an exact triangle:

$$
\begin{array}{ccc}
\mathcal{O}_X & \xrightarrow{\alpha} & \Omega^0_X \\
& \longrightarrow & \Omega^\times_X \\
& & \Omega^{i+1}_X
\end{array}
$$

Then $\dim \text{Supp}(h^i(\Omega^\times_X)) \leq d - i - 1$ for $i \geq 0$ and $h^i(\Omega^\times_X) = 0$ for $i < 0$.

Proof. The statement follows from the definition for $i < 0$, so we may assume that $i \geq 0$. Furthermore, for $i = 0$ the result also follows since $X$ is reduced and thus $X$ is generically smooth and hence generically Du Bois, so $\mathcal{O}_X \rightarrow h^0(\Omega^0_X)$ is an isomorphism outside a set of codimension 1. We proceed by induction on the dimension of $X$. Clearly it is true for zero (or even one) dimensional varieties (see [DB81, 4.9] for the one-dimensional case). Let $\Sigma$ denote the singular set of $X$ and let $\pi : \tilde{X} \rightarrow X$ be a resolution of $X$ coming from an embedded resolution as in (3.2) (so that $\pi$ is an isomorphism over the smooth locus of $X$). Let $E = \pi^{-1}(\Sigma)_{\text{red}}$, that is, $E$ is the reduced pre-image of the singular set. We then have the exact triangle (cf. (3.2)),

$$
\begin{array}{ccc}
\mathcal{O}_{\tilde{X}}(-E) & \longrightarrow & \Omega^0_{\tilde{X}} \\
& \longrightarrow & \Omega^0_{\Sigma} \\
& & \Omega^{i+1}_{\Sigma}
\end{array}
$$

The case $i = 0$ follows from the fact that $h^0(\Omega^0_X)$ is the structure sheaf of the seminormalization of $X$ by [Sai00, 5.2] or [Sch09, 5.6]. For $i > 0$, we note that it is sufficient to prove the statement for $h^i(\Omega^0_X) \cong h^i(\Omega^\times_X)$. Observe that

$$
\dim \text{Supp}(\mathcal{R}^i\pi_*\mathcal{O}_{\tilde{X}}(-E)) \leq d - i - 1
$$

because $\pi|_{\tilde{X}}$ is birational and the dimension of the exceptional set cannot be “too” big (cf. [Har77, III.11.2]). By the inductive hypothesis the statement holds for $h^i(\Omega^0_X)$ and so the long exact sequence coming from the triangle (4.9.1) completes the proof. \(\square\)

Now we are in position to prove the desired injectivity statement.

Proposition 4.10. In addition to (3.2), let $\dim X = d$. Then the map $\mathcal{R}^{-d}\pi_*\omega^\times_X \rightarrow h^{-d}(\omega^\times_X)$ is injective.
Proof. By local duality, it is enough to show that $H^d_\pi(X, \mathcal{O}_X) \rightarrow H^d_\pi(X, \Omega^\infty_X)$ is surjective for every closed point $x \in X$. Considering the exact triangle,

$$\mathcal{O}_X \rightarrow \Omega^0_X \rightarrow \Omega^\infty_X +1$$

shows that it is enough to prove that $H^d_\pi(X, \Omega^\infty_X) = 0$. First observe that $H^p_\pi(X, h^q(\Omega^\infty_X)) = 0$ for $p > \dim \text{Supp}(h^q(\Omega^\infty_X))$. Furthermore, by Lemma 4.10 we obtain that $H^p_\pi(X, h^q(\Omega^\infty_X)) = 0$ for $p > d - q - 1$, and therefore $H^d_\pi(X, \Omega^\infty_X) = 0$ since for $p + q = d > d - 1$ we see that every term in the standard spectral sequence that might contribute is already zero.

The next proposition is the key step in our proof that Cohen-Macaulay semi-log canonical singularities are Du Bois. This can be thought of as a generalization of certain aspects of the Kempf-like criterion, Theorem 3.1.

We work in the following setting: $X$ is a reduced $d$-dimensional Cohen-Macaulay scheme of finite type over $\mathbb{C}$. Let $\pi : \tilde{X} \rightarrow X$ be a log resolution of $X$, and $\Sigma \subseteq X$ a reduced closed subscheme such that $\pi$ is an isomorphism outside $\Sigma$ (in particular $\Sigma \supseteq \text{Sing} X$). Let $F$ denote the reduced pre-image of $\Sigma$ in $\tilde{X}$. Consider the natural map $\mathcal{I}_\Sigma \rightarrow \mathcal{R}_\pi \mathcal{O}_{\tilde{X}}(-F)$ where $\mathcal{I}_\Sigma$ is the ideal sheaf of $\Sigma$. Apply $\mathcal{R}^\bullet \mathcal{H}om_X(\mathcal{I}_\Sigma, \omega^\ast_X)$, which gives us a map

$$\mathcal{R}^\bullet \mathcal{H}om_X(\mathcal{R}_\pi \mathcal{O}_{\tilde{X}}(-F), \omega^\ast_X) \rightarrow \mathcal{R}^\bullet \mathcal{H}om_X(\mathcal{I}_\Sigma, \omega^\ast_X).$$

Then, by Grothendieck duality,

$$\mathcal{R}^\bullet \mathcal{H}om_X(\mathcal{R}_\pi \mathcal{O}_{\tilde{X}}(-F), \omega^\ast_X) \cong \mathcal{R}^\bullet \mathcal{H}om_X(\mathcal{I}_\Sigma, \omega^\ast_X).$$

Taking the $-d$th cohomology gives us a natural map

$$h^{-d}(\mathcal{R}_\pi \omega^\ast_X(F)) \cong \mathcal{I}_\Sigma \mathcal{H}om_X(\mathcal{I}_\Sigma, \omega^\ast_X).$$

We will use properties of this map to deduce that $X$ has DB singularities.

**Theorem 4.11.** Suppose we are in the setting described above. If the natural map $\varphi : \mathcal{I}_\Sigma \mathcal{H}om_X(\mathcal{I}_\Sigma, \omega^\ast_X)$ is an isomorphism, then $X$ has DB singularities.

**Remark 4.12.** Notice that if $X$ is not normal then $\Sigma$ contains the conductor.

**Proof.** By Lemma 3.12 the isomorphism class of $\pi_* \omega^\ast_X(F)$ is independent of the choice of the resolution, thus we may assume it came from an embedded resolution of $X$ in some $Y$ as in (3.2). In particular we have $\pi : \tilde{X} \rightarrow X$, where $E$ is the reduced pre-image of $\Sigma$ in $\tilde{Y}$ (i.e., $E|_{\tilde{X}} = F$). First, consider the following map of exact triangles,

$$\mathcal{I}_\Sigma \rightarrow \mathcal{O}_X \rightarrow \mathcal{O}_\Sigma +1$$

$$\mathcal{R}_\pi \mathcal{O}_{\tilde{X}}(-F) \rightarrow \mathcal{R}_\pi \mathcal{O}_{\tilde{X}} \rightarrow \mathcal{R}_\pi \mathcal{O}_E +1.$$
Considering the long exact cohomology sequence and using Corollary [3.11] leads to the following diagram:

\[
\begin{array}{cccccc}
0 & \longrightarrow & h^{-d}(\mathcal{R}\pi_*\omega_X^*) & \longrightarrow & h^{-d}(\mathcal{R}\pi_*\omega_X^*(F)) & \longrightarrow & h^{-d+1}(\mathcal{R}\pi_*\omega_C^*) & \longrightarrow & \cdots \\
\alpha & \downarrow & \beta & \downarrow & \gamma & & \\
0 & \longrightarrow & h^{-d}(\omega_X^*) & \longrightarrow & h^{-d}(\mathcal{R}\mathcal{H}\mathcal{o}\mathcal{m}_X(\mathcal{I}_\Sigma, \omega_X^*)) & \longrightarrow & h^{-d+1}(\omega_C^*) & \\
\end{array}
\]

Note that \(\beta\) is simply the map \(q\) and thus it is surjective by hypothesis. Note further that \(\gamma\) is injective by Proposition [4.10] thus \(\alpha\) is surjective by the five lemma. Combining this with Proposition [4.14] completes the proof. \(\square\)

We also need the following two lemmata.

**Notation 4.13.** Let \(S\) be a reduced quasi-projective scheme of finite type of dimension \(e\) over \(\mathbb{C}\). Then denote by \(S_e\) the union of the \(e\)-dimensional irreducible components of \(S\), and by \(S_{<e}\) the union of the irreducible components of \(S\) whose dimension is strictly less than \(e\).

**Lemma 4.14.** Let \(\Sigma\) be a reduced quasi-projective scheme of finite type of dimension \(e\) over \(\mathbb{C}\). Then \(h^{-e}(\omega_X^*) \simeq \omega_{\Sigma_e} = h^{-e}(\omega_{\Sigma_e}^*)\).

**Proof.** Obviously, \(\dim \Sigma_e = e\), \(\dim \Sigma_{<e} < e\) and \(\dim(\Sigma_e \cap \Sigma_{<e}) < e - 1\). Consider the short exact sequence

\[
0 \rightarrow \mathcal{O}_\Sigma \rightarrow \mathcal{O}_{\Sigma_e} \oplus \mathcal{O}_{\Sigma_{<e}} \rightarrow \mathcal{O}_{\Sigma_e \cap \Sigma_{<e}} \rightarrow 0
\]

where \(\Sigma_e \cap \Sigma_{<e}\) is not necessarily a reduced scheme. Next, apply \(\mathcal{R}\mathcal{H}\mathcal{o}\mathcal{m}_X^*(\omega_X^*)\) to get a long exact sequence:

\[
\cdots \rightarrow h^{-e}(\omega_{\Sigma_e \cap \Sigma_{<e}}^*) \rightarrow h^{-e}(\omega_{\Sigma_e}^* \oplus \omega_{\Sigma_{<e}}^*) \rightarrow h^{-e}(\omega_{\Sigma_e}^*) \rightarrow h^{-e+1}(\omega_{\Sigma_e \cap \Sigma_{<e}}^*) \rightarrow \cdots
\]

As \(\dim(\Sigma_e \cap \Sigma_{<e}) < e - 1\), it follows that \(h^{-e+1}(\omega_{\Sigma_e \cap \Sigma_{<e}}^*) = h^{-e}(\omega_{\Sigma_e \cap \Sigma_{<e}}^*) = 0\), and hence the statement holds. \(\square\)

**Lemma 4.15.** Under the conditions of Theorem [4.11] and using the notation of [4.13] let \(\eta : X^N \rightarrow X\) be the normalization of \(X\) and assume that \(\Sigma_e = C\) where \(e = \dim \Sigma\). Then

\[
\eta_*\omega_{X^N}(B) \simeq \eta_*\mathcal{H}\mathcal{o}\mathcal{m}_{X^N}(I_B, \omega_{X^N}) \simeq \mathcal{H}\mathcal{o}\mathcal{m}_X(I_C, \omega_X) \simeq \mathcal{H}\mathcal{o}\mathcal{m}_X(\mathcal{I}_\Sigma, \omega_X).
\]

**Proof.** The first isomorphism holds because \(\omega_{X^N}\) is a reflexive sheaf and \(X^N\) is normal. The second follows from Grothendieck duality applied to the finite morphism \(\eta\) (and the definition of the conductor). To prove the last isomorphism, consider the map of short exact sequences

\[
\begin{array}{cccccc}
0 & \longrightarrow & \mathcal{I}_\Sigma & \longrightarrow & \mathcal{O}_X & \longrightarrow & \mathcal{O}_\Sigma & \longrightarrow & 0 \\
0 & \longrightarrow & I_C & \longrightarrow & \mathcal{O}_X & \longrightarrow & \mathcal{O}_C & \longrightarrow & 0
\end{array}
\]

and apply \(\mathcal{R}\mathcal{H}\mathcal{o}\mathcal{m}_X^*(\omega_X^*)\). By Lemma [4.14] we obtain

\[
\begin{align*}
\mathcal{R}\mathcal{H}\mathcal{o}\mathcal{m}_X^*(\mathcal{O}_\Sigma, \omega_X^*) &= \mathcal{R}\mathcal{H}\mathcal{o}\mathcal{m}_X^*(\mathcal{O}_C, \omega_X^*) = h^{-d+1}(\omega_C^*) = h^{-d+1}(\mathcal{R}\mathcal{H}\mathcal{o}\mathcal{m}_X^*(\mathcal{O}_C, \omega_X^*)).
\end{align*}
\]
thus we have the following diagram:

\[
\begin{array}{cccccc}
0 & h^{-d}(\omega^*_X) & h^{-d}(\mathcal{R}\text{Hom}_X(I_C, \omega^*_X)) & h^{-d+1}(\omega^*_C) & h^{-d+1}(\omega^*_X) \\
\downarrow & \downarrow & \downarrow & \downarrow & \simeq \\
0 & h^{-d}(\omega^*_X) & h^{-d}(\mathcal{R}\text{Hom}_X(\mathcal{J}_{\Sigma}, \omega^*_X)) & h^{-d+1}(\omega^*_Y) & h^{-d+1}(\omega^*_X).
\end{array}
\]

The statement then follows from the five lemma. \(\square\)

Theorem 4.16. If \((X, \Delta)\) is a Cohen-Macaulay weakly semi-log canonical pair, then \(X\) has DB singularities.

Proof. In our setting we may assume that \(X\) is non-normal but that it is \(S_2\) and seminormal. Thus \(C\), the non-normal locus of \(X\), is a codimension 1 subset of \(X\) (see Remark 4.5), in particular \(C \neq 0\). Using the same notation as above, let \(\Sigma = \text{Sing} \, X\). Also observe that any log resolution \(\pi : \tilde{X} \to X\) factors through \(\eta\):

\[
\tilde{X} \xrightarrow{\zeta} X^N \xrightarrow{\eta} X.
\]

Therefore \(\pi_* \omega_{\tilde{X}}(F) = \eta_* \zeta_* \omega_{\tilde{X}}(F)\). Recall from Remark 4.7 that \(C\) is reduced, so \(\Sigma_e = C\), and then by Lemma 4.15, \(\eta_* \omega_{X^N}(B) \simeq \mathcal{H}\text{om}_X(\mathcal{J}_{\Sigma}, \omega_X)\). Then by Theorem 4.11 it is sufficient to show that \(\zeta_* \omega_{\tilde{X}}(F) = \omega_{X^N}(B)\). Notice that by definition \(F = \zeta_*^{-1} B + G\) where \(G\) is the reduced exceptional divisor of \(\zeta\) (cf. Remark 4.12). By assumption \((X^N, B + \eta_*^{-1} \Delta)\) is log canonical, so Lemma 3.15 implies that \(\zeta_* \omega_{\tilde{X}}(F) = \omega_{X^N}(B)\). \(\square\)

5. Cohomologically insignificant degenerations

DB singularities were originally defined by Steenbrink in a Hodge-theoretic context and they admit many interesting properties. In particular, they are strongly connected with cohomologically insignificant degenerations.

Inspired by Mumford’s definition of insignificant surface singularities Dolgachev [Dol81] defined a cohomologically insignificant degeneration as follows:

Let \(f : \mathcal{X} \to S\) be a proper holomorphic map from a complex space \(\mathcal{X}\) to the unit disk \(S\) that is smooth over the punctured disk \(S \setminus \{0\}\). For \(t \in S\) denote \(\mathcal{X}_t = f^{-1}(t)\). The fiber \(\mathcal{X}_0\), the special fiber, may be considered as a degeneration of any fiber \(\mathcal{X}_t, t \neq 0\). Let \(\beta_t : H^j(\mathcal{X}) \to H^j(\mathcal{X}_t)\) be the restriction map of the \(j\)th-cohomology spaces with real coefficients. Because \(\mathcal{X}_0\) is a strong deformation retract of \(\mathcal{X}\) the map \(\beta_0\) is bijective. The composite map

\[
\text{sp}^j_t = \beta_t \circ \beta_0^{-1} : H^j(\mathcal{X}_0) \to H^j(\mathcal{X}_t)
\]

is called the specialization map and plays an important role in the theory of degenerations of algebraic varieties. According to Deligne for every complex algebraic variety \(Y\) the cohomology space \(H^n(Y)\) admits a canonical and functorial mixed Hodge structure. However in general \(\text{sp}^j_t\) is not a morphism of these mixed Hodge structures. On the other hand, Schmid [Sch73] and Steenbrink [Ste76] introduced a mixed Hodge structure on \(H^j(\mathcal{X}_0)\), the limit Hodge structure, with respect to which \(\text{sp}^j_t\) becomes a morphism of mixed Hodge structures.

In the above setup, \(\mathcal{X}_0\) is called a cohomologically \(j\)-insignificant degeneration if \(\text{sp}^j_t\) induces an isomorphism of the \((p, q)\)-components of the mixed Hodge structures with \(pq = 0\).
Note that this definition is independent of the choice of \( t \neq 0 \). Finally, \( \mathcal{S}_0 \) is called a cohomologically insignificant degeneration if it is cohomologically \( j \)-insignificant for every \( j \).

For us the relevance of this notion is that Steenbrink [Ste81] proved that every proper, flat degeneration \( f \) over the unit disk \( S \) is cohomologically insignificant provided \( f^{-1}(0) \) has DB singularities. As a combination of Steenbrink’s result and our main theorem, we obtain the following.

**Theorem 5.1.** Let \( X \) be a proper algebraic variety over \( \mathbb{C} \) with Cohen-Macaulay semi-log canonical singularities. Then every proper flat degeneration \( f \) over the unit disk with \( f^{-1}(0) = X \) is cohomologically insignificant.

### 6. Kodaira Vanishing

Following ideas of Kollár [Kol95, §9], we give a proof of Kodaira vanishing for log canonical singularities. This was recently also proven by Fujino using a different technique [Fuj07, Corollary 5.11]. Our proof applies to (weakly) semi-log canonical singularities as well, while Fujino’s does not use the Cohen-Macaulay assumption. Partial results were also obtained by Kollár [Kol95, 12.10] and Kovács [Kov00, 2.2].

**Convention 6.1.** For the rest of the section, all cohomologies are in the Euclidean topology. Nonetheless, the results remain true for coherent cohomology by Serre’s GAGA principle.

First we need a variation on an important theorem.

**Theorem 6.2** [Kol95, Theorem 9.12]. Let \( X \) be a proper variety and \( \mathcal{L} \) a line bundle on \( X \). Let \( \mathcal{L}^n \cong \mathcal{O}_X(D) \), where \( D = \sum d_i D_i \) is an effective divisor (the \( D_i \) are the irreducible components of \( D \)). We also assume that the generic point of each \( D_i \) is a smooth point of \( X \). Let \( s \) be a global section of \( \mathcal{L}^n \) whose zero divisor is \( D \). Assume that \( 0 < d_i < n \) for every \( i \). Let \( Z \) be the scheme obtained by taking the \( n \)th root of \( s \) (that is, \( Z = X[\sqrt[n]{s}] \) using the notation from [Kol95, 9.4]). Assume further that

\[
H^j(Z, \mathbb{C}_Z) \to H^j(Z, \mathcal{O}_Z)
\]

is surjective. Then for any collection of \( b_i \geq 0 \) the natural map

\[
H^j(X, \mathcal{L}^{-1} \left(- \sum b_i D_i \right)) \to H^j(X, \mathcal{L}^{-1})
\]

is surjective.

The aforementioned variation of this theorem differs from the version stated above in that \( Z \) was defined to be the normalization of \( X[\sqrt[n]{s}] \). However, as we are dealing with possibly non-normal schemes (e.g., slc) we need this version. In some sense, the proof of this formulation is actually easier and we sketch the argument below. The strategy is the same as in [Kol95, Theorem 9.12], but as \( Z \) is not normalized, some steps and ingredients are different.

**Proof.** Let \( Z = X[\sqrt[n]{s}] = \text{Spec}_X \sum_{t=0}^{n-1} \mathcal{L}^{-t} \) and \( p : Z \to X \) denote the natural map. By construction there is a decomposition \( p_* \mathcal{O}_Z \cong \sum_{t=0}^{n-1} \mathcal{L}^{-t} \). Fixing an \( n \)th root of unity \( \zeta \) and considering the associated \( \mathbb{Z}/n \)-action on \( Z \) (coming from the cyclic cover), we see that \( \mathbb{Z}/n \) acts on the summand \( \mathcal{L}^{-t} \) by multiplication by \( \zeta^{-t} \), so \( p_* \mathcal{O}_Z \cong \sum \mathcal{L}^{-t} \) is actually the eigensheaf decomposition of \( p_* \mathcal{O}_Z \) cf. [Kol95, Proposition 9.8]. One also has an eigensheaf decomposition, \( p_* \mathcal{C}_Z \cong \sum_{t=0}^{n-1} \mathcal{G}_t \). For ease of reference, set \( \mathcal{G}_t \) to be the eigensheaf corresponding to the eigenvalue \( \zeta^{-t} \). In particular, \( \mathcal{G}_t \subseteq \mathcal{L}^{-t} \).
With these decompositions, note that we have a surjective map
\[ \sum_t H^j(X, \mathcal{G}_t) \cong H^j(Z, \mathcal{C}_Z) \rightarrow H^j(Z, \mathcal{O}_Z) \cong \sum_t H^j(X, \mathcal{L}^{-i}) \]
and so in particular we have a surjection
\[ (6.2.1) \quad H^j(X, \mathcal{G}_t) \rightarrow H^j(X, \mathcal{L}^{-1}) \]
for every \( j \). We now claim that \( \mathcal{G}_1 \) is a subsheaf of \( \mathcal{L}^{-1}(-\Sigma b_i D_i) \). As they are both subsheaves of \( \mathcal{L}^{-1} \), this is a local question and it is enough to show that for every connected open set \( U \subseteq X \), the inclusion \( \gamma : \Gamma(U, \mathcal{G}_1) \hookrightarrow \Gamma(U, \mathcal{L}^{-1}) \) factors through the inclusion \( \delta : \Gamma(U, \mathcal{L}^{-1}((-\Sigma b_i D_i)) \hookrightarrow \Gamma(U, \mathcal{L}^{-1}). \)

If \( U \) is such that \( U \cap D = \emptyset \), then \( \delta \) is an isomorphism and so the statement holds trivially.

If \( U \) is such that \( U \cap D \neq \emptyset \), then \( \Gamma(U, \mathcal{G}_1) = 0 \) by \([6.2.2]\), and so the statement again holds trivially.

Claim 6.2.2. Let \( U \subseteq X \) be a connected open set such that \( U \cap D \neq \emptyset \). Then \( \Gamma(U, \mathcal{G}_1) = 0 \).

**Proof.** We give two short proofs of this claim.

First, let \( \tilde{Z} \) denote the normalization of \( Z \), \( \tilde{p} : \tilde{Z} \rightarrow X \) the induced map, and \( \tilde{\mathcal{G}}_t \) the eigensheaf of the \( \mathbb{Z}/n \) action on \( \tilde{p}_* \mathcal{C}_Z \) corresponding to the eigenvalue \( \zeta^{-t} \). Then \( p_* \mathcal{C}_Z \hookrightarrow \tilde{p}_* \mathcal{C}_{\tilde{Z}} \) naturally, so in particular, \( \mathcal{G}_t \subseteq \tilde{\mathcal{G}}_t \) for all \( t \) and hence the statement follows by \([Kol95\, 9.11.3]\).

Alternatively, one can give a direct proof as follows. The assumptions imply that there exists a dense open subset \( U' \subseteq U \) such that each \( x \in U' \cap D \) has a neighborhood where \( X \) is smooth and \( D \) is defined by a power of a coordinate function. Then the computation in \([Kol95\, 9.9]\) shows that \( p^{-1}U' \) and therefore \( p^{-1}U \) are connected and the claim follows easily.

Therefore \( \mathcal{G}_1 \) is indeed a subsheaf of \( \mathcal{L}^{-1}(-\Sigma b_i D_i) \) and one obtains a factorization
\[ H^j(X, \mathcal{G}_1) \rightarrow H^j(X, \mathcal{L}^{-1}(-\Sigma b_i D_i)) \rightarrow H^j(X, \mathcal{L}^{-1}), \]
where the composition is surjective by \((6.2.1)\) and so the second arrow is surjective as well.

\[ \square \]

**Theorem 6.3** (Serre’s vanishing). \([KM98\, 5.72]\) Let \( X \) be a projective scheme over a field \( k \) of pure dimension \( n \) with ample Cartier divisor \( D \). Then the following are equivalent:

1. \( X \) is Cohen-Macaulay,
2. \( H^j(X, \mathcal{O}_X(-rD)) = 0 \) for every \( j < n \) and \( r \gg 0 \).

In order to use the “usual” covering trick, we need to establish that our assumptions are inherited by the covers. Examples of rational singularities with non-Cohen Macaulay canonical covers in \([Sin03]\) suggest that this is not entirely obvious.

First we need the following construction.

**Notation 6.4.** Let \( \tau : S \rightarrow T \) be a finite morphism between reduced schemes of finite type over \( \mathbb{C} \) and assume that \( T \) and \( S \) are normal. Let \( i : U = T \setminus \text{Sing} T \hookrightarrow T \) and \( j : V = \tau^{-1}U \hookrightarrow S \). Since \( T \) is normal and \( \tau \) is finite, \( \text{codim}_T(T \setminus U) \geq 2 \) and \( \text{codim}_S(S \setminus V) \geq 2 \). Let \( D \subseteq T \) be an effective Weil divisor. Then \( D|_U \) is a Cartier divisor corresponding to the invertible sheaf \( \mathcal{L} \) on \( U \) and \( D \) induces a section of \( \mathcal{L} : \delta : \mathcal{O}_X \hookrightarrow \mathcal{L} \). Furthermore, \( \mathcal{O}_T(D) \cong i_* \mathcal{L} \). Then the pullback of \( \delta \) induces a section \( \tau^* \delta : \mathcal{O}_V \hookrightarrow \tau^* \mathcal{L} \), which in turn induces a section of the rank 1 reflexive sheaf \( j_* \tau^* \mathcal{L} \) on \( S \). Denote the corresponding Weil
Lemma 6.5. Let \((X, \Delta)\) be a projective log variety with weakly semi-log canonical singularities and \(\sigma : Z \to X\) a cyclic cover of \(X\) induced by a general section of a sufficiently large power of an ample line bundle as in [KM98, 2.50]. Then there exists an effective \(\mathbb{Q}\)-divisor \(\Gamma\) on \(Z\) such that \((Z, \Gamma)\) is weakly semi-log canonical. Furthermore, if \(X\) is Cohen-Macaulay, then so is \(Z\).

**Proof.** Let \(\mathcal{L}\) be an ample line bundle on \(X\), \(m \gg 0\) and \(s \in H^0(X, \mathcal{L}^m)\) a general section. Then \(D = (s = 0)\) is reduced. As before, let \(\eta : X^N \to X\) denote the normalization of \(X\) and \(B \subset X^N\) the extension of the conductor to \(X^N\) (cf. (1.3)). Then, by assumption, \((X^N, B + \eta_*^{-1}\Delta)\) is log canonical. Observe that as \(\eta\) is finite, \(\eta_*^*\mathcal{L}\) is also ample. Therefore, by [KM98, 5.17.(2)], \((X^N, B + \eta_*^{-1}\Delta + \eta_*^*D)\) is also log canonical.

Let \(\mathcal{A} = \bigoplus_{i=0}^{m-1} \mathcal{L}^{-i}\) with the \(\mathcal{O}_X\)-algebra structure induced by \(s\). Let \(\sigma : Z = \text{Spec}_X \mathcal{A} \to X\) be as in [KM98, 2.50] and similarly \(\tilde{\sigma} : W = \text{Spec}_X \eta_*^*\mathcal{A} \to X^N\).

\[
\begin{array}{ccc}
W & \xrightarrow{\tilde{\sigma}} & X^N \\
\downarrow{\tau} & & \downarrow{\eta} \\
Z & \xrightarrow{\sigma} & X
\end{array}
\]

By assumption \(X^N\) is normal, i.e., \(R_1\) and \(S_2\) by Serre’s criterion. Then \(W\) is also \(R_1\) by [KM98, 2.51] and furthermore \(\tilde{\sigma}_*\mathcal{O}_W \simeq \eta_*^*\mathcal{A}\) is also \(S_2\) (as it is locally free), so we see that \(W\) is also \(S_2\) by [KM98, 5.4]. Therefore \(W\) is normal by Serre’s criterion and hence \(\tau\) factors through the normalization of \(Z\):

\[
\begin{array}{c}
W \\
\xrightarrow{\tau} Z \\
\xleftarrow{\tilde{\tau}} Z
\end{array}
\]

From the construction it is clear that \(\tau : W \to Z\) is birational, and hence so is \(\tilde{\tau}\). However, then it must be an isomorphism by Zariski’s Main Theorem, and hence \(W\) is the normalization of \(Z\).

As \(X\) is \(S_2\), so is \(\sigma_*\mathcal{O}_Z \simeq \mathcal{A}\), and then \(Z\) is \(S_2\) as well.

Let \(T = (\text{Sing } X \cap D)_{\text{red}} \subseteq X\) and \(\tilde{T} = \sigma^{-1}T \subseteq Z\) closed subsets in \(X\) and \(Z\) respectively. Then by construction \(\text{codim}_X T \geq 2\) and hence \(\text{codim}_Z \tilde{T} \geq 2\). Observe that for any \(z \in Z \setminus \tilde{T}\) either \(\tilde{Z}\) is smooth at \(z\) or \(\sigma\) is étale in a neighborhood of \(z\) in \(Z\). Therefore, \(Z\) is seminormal in codimension 1 (since \(X\) is seminormal) and as we have just shown that \(Z\) is also \(S_2\), it follows by [GT80, 2.7] that \(Z\) is seminormal everywhere.

Let \(M = (\tilde{\sigma}^*(\eta_*^*D))_{\text{red}}\). Since \(X^N\) and \(W\) are smooth in codimension 1, and \(\tilde{\sigma}\) is ramified exactly along \(\eta_*^*D\) with degree \(m\) and ramification index \(m\) everywhere, it follows, that

\[
\tilde{\sigma}^*(K_{X^N} + B + \eta_*^{-1}\Delta + \eta_*^*D) = K_W + \tilde{\sigma}^*[B + \eta_*^{-1}\Delta] + M.
\]

Then \((W, \tilde{\sigma}^*[B + \eta_*^{-1}\Delta] + M)\) is log canonical by [KM98, 5.20(4)].

Let \(B_Z\) denote the subscheme defined by the conductor of \(Z\) in \(W\). We claim that \(B_Z\) is contained in the proper transform of \(B\), i.e., \(B_Z \subseteq \tilde{\sigma}^*[B]\) (cf. (1.3)). To see this, note that since \(Z\) is \(S_2\) and seminormal, the conductor is simply the codimension 1 part of the
non-smooth locus of $Z$. But the non-smooth locus of $Z$ is the pre-image of the non-smooth locus of $X$ by $[\text{KM98}, 2.51]$ and so the claim follows.

Then there exists an effective $\mathbb{Q}$-divisor $\Theta$ on $W$ satisfying $\sigma^*[B + \eta^{-1}_s \Delta] = B + \Theta$. Now, if we choose $\Gamma = \tau_s(\Theta + M)$, then $(Z, \Gamma)$ has weakly semi-log canonical singularities.

If $X$ is Cohen-Macaulay, then so is $\mathcal{A} \cong \pi_*\mathcal{O}_Z$ and $Z$ is Cohen-Macaulay by $[\text{KM98}, 5.4]$. $\square$

**Corollary 6.6.** Kodaira vanishing holds for Cohen-Macaulay weakly semi-log canonical varieties: Let $(X, \Delta)$ be a projective Cohen-Macaulay weakly semi-log canonical pair and $\mathcal{L}$ an ample line bundle on $X$. Then $H^i(X, \mathcal{L}^{-1}) = 0$ for $i < \dim X$.

**Proof.** We will use the notation from $[6.5]$. $Z$ is Cohen-Macaulay and $(Z, \Gamma)$ is weakly semi-log canonical. Therefore by $[4.16]$ $Z$ is Du Bois, and it follows from $[6.2]$ that $H^i(X, \mathcal{L}^{-m}) \to H^i(X, \mathcal{L}^{-1})$ is surjective for all $m \geq 0$. Serre’s vanishing $[6.3]$ implies that $H^i(X, \mathcal{L}^{-m}) = 0$ for $m \gg 0$ and $i < \dim X$, so the desired statement follows. $\square$

This implies invariance of plurigenera in stable Gorenstein families.

**Corollary 6.7.** Let $f : X \to S$ be a stable Gorenstein family, i.e., a flat projective family of canonically polarized varieties with at most Gorenstein (weakly) semi-log canonical singularities. Then $h^i(X_t, \omega_{X_t}^m)$ is independent of $t \in S$ for any $m > 0$ and $i \geq 0$.

**Proof.** By Serre duality $h^i(X_t, \omega_{X_t}^m) = h^{\dim X_t-i}(X_t, \omega_{X_t}^{-m+1})$ and the latter vanishes for $i > 0$ and $m > 1$ by $[6.6]$. Then $h^i(X_t, \omega_{X_t}^m) = \chi(X_t, \omega_{X_t}^m)$ for $m > 1$ and this is independent of $t$ because $f$ is flat.

So we may assume that $m = 1$. Then $h^i(X_t, \omega_{X_t}) = h^{\dim X_t-i}(X_t, \mathcal{O}_{X_t})$ and this is independent of $t$ for any $i$ by $[4.16]$ and $[\text{DB81}, \text{Théorème 4.6}]$. $\square$

**References**

[AJ89] D. Arapura and D. B. Jaffe: *On Kodaira vanishing for singular varieties*, Proc. Amer. Math. Soc. 105 (1989), no. 4, 911–916. MR952313 (89h:14013)

[Con00] B. Conrad: *Grothendieck duality and base change*, Lecture Notes in Mathematics, vol. 1750, Springer-Verlag, Berlin, 2000. MR1804902 (2002d:14025)

[Dol81] I. Dolgachev: *Cohomologically insignificant degenerations of algebraic varieties*, Compositio Math. 42 (1980/81), no. 3, 279–313. MR607372 (84g:14010)

[DB81] P. Du Bois: *Complexe de de Rham filtré d’une variété singuliére*, Bull. Soc. Math. France 109 (1981), no. 1, 41–81. MR613848 (82i:14006)

[Eis95] D. Eisenbud: *Commutative algebra*, Graduate Texts in Mathematics, vol. 150, Springer-Verlag, New York, 1995, With a view toward algebraic geometry. MR1322960 (97a:13001)

[Esn90] H. Esnault: *Hodge type of subvarieties of $P^n$ of small degrees*, Math. Ann. 288 (1990), no. 3, 549–551. MR1079878 (91m:14075)

[Fuj07] O. Fujino: *Vanishing and injectivity theorems for $\text{limmp}$*. arXiv:math.AG/0705.2075

[GT80] S. Greco and C. Traverso: *On seminormal schemes*, Compositio Math. 40 (1980), no. 3, 325–365. MR571055 (81j:14030)

[GNPP88] Gullén, F., Navarro Aznar, V., Pascual Gainza, P., and Puerta, F.: *Hyperrésolutions cubiques et descente cohomologique*, Lecture Notes in Mathematics, vol. 1335, Springer-Verlag, Berlin, 1988, Papers from the Seminar on Hodge- Deligne Theory held in Barcelona, 1982. MR972983 (90a:14024)
[Har66] R. Hartshorne: *Residues and duality*, Lecture notes of a seminar on the work of A. Grothendieck, given at Harvard 1963/64. With an appendix by P. Deligne. Lecture Notes in Mathematics, No. 20, Springer-Verlag, Berlin, 1966. MR0222093 (36 #5145)

[Har77] R. Hartshorne: *Algebraic geometry*, Springer-Verlag, New York, 1977, Graduate Texts in Mathematics, No. 52. MR0463157 (57 #3116)

[Ish85] S. Ishii: *On isolated Gorenstein singularities*, Math. Ann. 270 (1985), no. 4, 541–554. MR776171 (86j:32024)

[Ish87a] S. Ishii: *Du Bois singularities on a normal surface*, Complex analytic singularities, Adv. Stud. Pure Math., vol. 8, North-Holland, Amsterdam, 1987, pp. 153–163. MR894291 (88f:14033)

[Ish87b] S. Ishii: *Isolated Q-Gorenstein singularities of dimension three*, Complex analytic singularities, Adv. Stud. Pure Math., vol. 8, North-Holland, Amsterdam, 1987, pp. 165–198. MR894292 (89d:32016)

[Kaw84] Y. Kawamata: *The cone of curves of algebraic varieties*, Ann. of Math. (2) 119 (1984), no. 3, 603–633. MR744865 (86c:14013b)

[KMM87] Y. Kawamata, K. Matsuda, and K. Matsuki: *Introduction to the minimal model problem*, Algebraic geometry, Sendai, 1985, Adv. Stud. Pure Math., vol. 10, North-Holland, Amsterdam, 1987, pp. 283–360. MR946243 (96i:14022)

[Kol95] J. Kollár: *Shafarevich maps and automorphic forms*, M. B. Porter Lectures, Princeton University Press, Princeton, NJ, 1995. MR1341589 (96i:14016)

[KK90] J. Kollár and S. Kovács: *Log canonical singularities are Du Bois*, arXiv:0902.0648. To appear in the Journal of the American Mathematical Society.

[KM98] J. Kollár and S. Mori: *Birational geometry of algebraic varieties*, Cambridge Tracts in Mathematics, vol. 134, Cambridge University Press, Cambridge, 1998, With the collaboration of C. H. Clemens and A. Corti, Translated from the 1998 Japanese original. MR1658959 (2000b:14018)

[Kov99] S. J. Kovács: *Rational, log canonical, Du Bois singularities: on the conjectures of Kollár and Steenbrink*, Compositio Math. 118 (1999), no. 2, 123–133. MR1713307 (2001g:14022)

[Kov00] S. J. Kovács: *Rational, log canonical, Du Bois singularities. II. Kodaira vanishing and small deformations*, Compositio Math. 121 (2000), no. 3, 297–304. MR1761628 (2001m:14028)

[Lip02] J. Lipman: *Lectures on local cohomology and duality*, Local cohomology and its applications (Guanajuato, 1999), Lecture Notes in Pure and Appl. Math., vol. 226, Dekker, New York, 2002, pp. 39–89. MR1888195 (2003b:13027)

[Sai00] M. Saito: *Mixed Hodge complexes on algebraic varieties*, Math. Ann. 316 (2000), no. 2, 283–331. MR1741272 (2002h:14012)

[Sch73] W. Schmid: *Variation of Hodge structure: the singularities of the period mapping*, Invent. Math. 22 (1973), 211–319. MR0382272 (52 #3157)

[Sch07] K. Schwede: *A simple characterization of Du Bois singularities*, Compos. Math. 143 (2007), no. 4, 813–828. MR2339829

[Sch09] K. Schwede: *F-injective singularities are Du Bois*, Amer. J. Math. 131 (2009), no. 2, 445–473. MR2503989

[ST08] K. Schwede and S. Takagi: *Rational singularities associated to pairs*, Michigan Math. J. 57 (2008), 625–658.

[Sin03] A. K. Singh: *Cyclic covers of rings with rational singularities*, Trans. Amer. Math. Soc. 355 (2003), no. 3, 1009–1024 (electronic). MR1938743 (2003m:13006)

[Ste76] J. Steenbrink: *Limits of Hodge structures*, Invent. Math. 31 (1975/76), no. 3, 229–257. MR0429885 (55 #2894)

[Ste81] J. H. M. Steenbrink: *Cohomologically insignificant degenerations*, Compositio Math. 42 (1980/81), no. 3, 315–320. MR067373 (84g:14011)

[Ste83] J. H. M. Steenbrink: *Mixed Hodge structures associated with isolated singularities*, Singularities, Part 2 (Arcata, Calif., 1981), Proc. Sympos. Pure Math., vol. 40, Amer. Math. Soc., Providence, RI, 1983, pp. 513–536. MR713277 (85d:32044)

[Ste85] J. H. M. Steenbrink: *Vanishing theorems on singular spaces*, Astérisque (1985), no. 130, 330–341, Differential systems and singularities (Luminy, 1983). MR804061 (87j:14026)
[Tra70] C. Traverso: *Seminormality and Picard group*, Ann. Scuola Norm. Sup. Pisa (3) 24 (1970), 585–595. MR0277542 (43 #3275)

Sándor J. Kovács: University of Washington, Department of Mathematics, Seattle, WA 98195, USA
E-mail address: kovacs@math.washington.edu

Karl E. Schwede: Department of Mathematics, University of Michigan. Ann Arbor, Michigan 48109-1109
E-mail address: kschwede@umich.edu

Karen E. Smith: Department of Mathematics, University of Michigan. Ann Arbor, Michigan 48109-1109
E-mail address: kesmith@umich.edu