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Abstract. A central aim of modeling complex networks is to accurately embed networks in order to detect structures and predict link and node properties. The Latent Space Model (LSM) has become a prominent framework for embedding networks and includes the Latent Distance Model (LDM) and Eigenmodel (LEM) as the most widely used LSM specifications. For latent community detection, the embedding space in LDMs has been endowed with a clustering model whereas LEMs have been constrained to part-based non-negative matrix factorization (NMF) inspired representations promoting community discovery. We presently reconcile LSMs with latent community detection by constraining the LDM representation to the $D$-simplex forming the Hybrid-Membership Latent Distance Model (HM-LDM). We show that for sufficiently large simplex volumes this can be achieved without loss of expressive power whereas by extending the model to squared Euclidean distances, we recover the LEM formulation with constraints promoting part-based representations akin to NMF. Importantly, by systematically reducing the volume of the simplex, the model becomes unique and ultimately leads to hard assignments of nodes to simplex corners. We demonstrate experimentally how the proposed HM-LDM admits accurate node representations in regimes ensuring identifiability and valid community extraction. Importantly, HM-LDM naturally reconciles soft and hard community detection with network embeddings exploring a simple continuous optimization procedure on a volume constrained simplex that admits the systematic investigation of trade-offs between hard and mixed membership community detection.
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1 Introduction

Networks naturally arise in the vast majority of scientific domains from physics to biology in order to model interactions among diverse entities with numerous instances such as collaboration, protein-protein, and brain connectivity networks [23]. Hence, graph analysis tools have become crucial to extract and analyze the underlying meaningful information from networks. In this direction, Graph
Representation Learning (GRL) approaches have become a dominant way to carry out various downstream tasks such as node classification, link prediction, and community detection thanks to their superior performance compared to the classical techniques. GRL models mainly aim to map similar nodes in the network to close latent positions in a low dimension space by automatically learning corresponding node features [7].

The initial GRL works aimed to learn representations or features by simulating random walks over networks, taking inspiration from the Natural Language Processing field [4, 6, 25, 27, 31]. They mainly extract embeddings by optimizing the co-occurrence probability of node pairs within a certain distance through random walks. In recent years, we have witnessed a tremendous increase in the number of Graph Neural Networks (GNN) methods with their usage in supervised tasks. They primarily rely on iterative message-passing operations of node attributes and hidden features around the surroundings of nodes for a given task. The matrix decomposition-based models [26, 27] are also a notable class of the GRL methods. They learn node embeddings by decomposing a designed target matrix based on first and higher-order proximity. However, few GRL methods rely on Non-negative Matrix Factorization (NMF), although it is a popular technique for unsupervised signal decomposition and approximation of multivariate non-negative data. NMF techniques have gathered lots of attention since they allow for structure retrieval through the latent factors of the imposed decomposition providing easy interpretable part-based representations [18].

Applications of NMF include network analysis allowing for efficient, unsupervised, and overlapping community detection, as well as GRL [2, 20, 33, 34]. Within the NMF formulation, various works have sought to define mixed-membership frameworks for analysis and community detection purposes. A Mixed-Membership Stochastic Block Model (MM-SBM) [1] has been linked to the symmetric-NMF decomposition with uniqueness guarantees [20]. Standard least-squares NMF optimization was exchanged to a Poisson likelihood optimization for obtaining the propensity of nodes belonging to different communities [2]. In addition, a GRL approach for overlapping communities was presented in [33] where NMF was utilized to discover Poisson distributed mixed-memberships. These works, design mixed-memberships vectors for part-based representations [18] projected in an NMF constructed space where node similarity, as well as, position and metric properties, can be abstract.

The Latent Space Models (LSMs) are also one of the most powerful ways to learn latent representations [22]. These methods employ generalized linear models for constructing latent node embeddings which express important network characteristics. More specifically, the LDM [11] employs the Euclidean norm for positioning similar nodes closer in the latent space, which comes as a direct consequence of the triangular inequality, naturally representing transitivity ("a friend of a friend is a friend") and homophily (a tendency where similar nodes are more likely to connect to each other than dissimilar ones) properties. The LDM can be generalized through the Eigenmodel [10] that can account for stochastic equivalence ("groups of nodes defined by shared intra- and inter-group..."
relationships”) akin to the SBM \cite{1} and the mixed membership SBM \cite{1}. Furthermore, LDMs have been endowed with a clustering model imposing a Gaussian Mixture Model as prior forming the latent position clustering model \cite{8,29}.

In this study, we propose a novel unsupervised representation learning method over graphs, namely, the Hybrid-Membership Latent Distance Model (HM-LDM), by bringing together the strengths of LDM and NMF. Specifically, the HM-LDM offers a reconciliation between part-based representations of networks and low-dimensional latent spaces satisfying similarity properties such as homophily and transitivity. The choice of these similarity properties is of high significance and one of the key characteristics behind GRL since they allow for easily interpretable discovery of network structure. Additionally, our proposed method permits us to capture the latent community structure of the networks using a simple continuous optimization procedure over the log-likelihood of the network. Notably, unlike most existing approaches imposing hard community memberships constraints, the assignment of community memberships in our proposed hybrid model can be controlled and altered through the simplex volume formed by the latent node representations. We extensively evaluate the performance of the proposed method in the ability to perform link prediction, as well as, community discovery over various networks of different types. We demonstrate that our model outperforms recent methods.

Source code: [Hybrid-Membership Latent Distance Model]

2 Problem statement and proposed method

Let $\mathcal{G} = (\mathcal{V}, \mathcal{E})$ be an undirected graph where $\mathcal{V}$ shows the vertex set and $\mathcal{E} \subseteq \mathcal{V} \times \mathcal{V}$ the edge set. We use $Y_{N \times N} = (y_{i,j}) \in \{0, 1\}^{N \times N}$ to denote the adjacency matrix of the graph where $y_{i,j} = 1$ if the pair $(i, j) \in \mathcal{E}$ otherwise it is equal to 0 for all $1 \leq i < j \leq N := |\mathcal{V}|$. Our main goal is to learn a representation, $w_i \in \mathbb{R}^D$, for each node $i \in \mathcal{V}$ in a lower dimensional space ($D \ll N$) such that similar nodes in the network should have close embeddings. More specifically, we concentrate on mapping the nodes into the unit $D$-simplex set, $\Delta^D \subset \mathbb{R}^{D+1}$. Therefore, the extracted node embeddings can convey information about latent community memberships. Many GRL approaches also do not provide identifiable or unique solution guarantees, so their interpretation highly depends on the initialization of the hyper-parameters. In this study, we will also address the identifiability problem and seek identifiable solutions which can only be achieved up to a permutation invariance, as reported in Def. \cite{1}.

Definition 1 (Identifiability). An embedding matrix $W$ whose rows indicating the corresponding node representations is called an identifiable solution up to a permutation if it holds $\tilde{W} = WP$ for a permutation $P$ and a solution $\tilde{W} \neq W$.

We define a Poisson distribution over the adjacency matrix $Y$ of the network $\mathcal{G} = (\mathcal{V}, \mathcal{E})$ to be conditionally independent given the unobserved latent positions,
and write the log-likelihood function as follows:

\[
\log P(Y | A) = \sum_{i<j} \log(\lambda_{ij}) - \sum_{i<j} \left( \lambda_{ij} + \log(y_{ij}) \right).
\]

where \( A = (\lambda_{ij}) \) is the Poisson rate matrix which has absorbed the dependency over the model parameters. We here adopted a Poisson regression model similar to the work in \[9\]. In this study, we make use of a Poisson likelihood for modelling binary networks, as validated in \[33\].

We propose the Hybrid-Membership Latent Distance Model (HM-LDM) with a log-rate based on the \( \ell^2 \)-norm as:

\[
\log \lambda_{ij} = \left( \gamma_i + \gamma_j - \delta^p \cdot \| w_i - w_j \|_2^p \right),
\]

where \( w_i \in [0, 1]^{D+1} \) and \( \sum_{d=1}^{D+1} w_{id} = 1, \delta \in \mathbb{R}^+ \) and \( \gamma_i \in \mathbb{R} \) denotes the node-specific random-effects \[9, 16\] describing essentially the tendency of nodes to sending and receiving connections, accounting for degree heterogeneity. In addition, the norm degree \( p \in \{1, 2\} \) controls the power of the \( \ell^2 \)-norm and combined with the latent embeddings sum-to-one condition constrains the latent space to the \( D \)-simplex with size equal to \( \delta \). A remarkable property of Eq. \(2\), for \( p = 2 \), is that it resembles a positive Eigenmodel with random effects: \( \tilde{\gamma}_i + \tilde{\gamma}_j + (\tilde{w_i} \Lambda \tilde{w_j}^\top) \) where \( \Lambda \) is a diagonal matrix having non-negative elements, i.e. \( \tilde{\gamma}_i = \gamma_i - \delta^2 \cdot \| w_i \|_2^2, \tilde{\gamma}_j = \gamma_j - \delta^2 \cdot \| w_j \|_2^2 \) and \( \tilde{w}_i \Lambda \tilde{w}_j^\top = 2\delta^2 \cdot w_i w_j^\top \) thus the squared Euclidean distance reconciles the conventional LDM and non-negativity constrained Eigenmodel. The squared Euclidean distance is not fully a metric but it still expresses homophily, leading to an interpretable latent space. Even though the triangle inequality is not exactly satisfied, it preserves the ordering of pairwise Euclidean distances, and it is highly preferred in applications since it is a strictly convex smooth function. By the well-known cosine formula, we have

\[
\|w_i - w_j\|_2^2 = \|w_i - w_k\|_2^2 + \|w_k - w_j\|_2^2 + 2\|w_i - w_k\|_2\|w_k - w_j\|_2 \cos(\theta),
\]

where \( \theta \in (-\pi/2, \pi/2) \) is the angle between the vectors \( w_i - w_k \) and \( w_k - w_j \). Notice that the third term also converges to 0 for similar nodes since we will have close representations. For the case where \( \theta \in [-\pi, -\pi/2] \cup [\pi/2, \pi] \), it holds the triangle inequality: \( \|w_i - w_j\|_2^2 \leq \|w_i - w_k\|_2^2 + \|w_k - w_j\|_2^2 \).

The embedding vectors, \( \{w_i\}_{i=1}^N \) in Eq. \(2\), are constrained to non-negative values and to sum to one. Thereby, they reside on a simplex showing the participation of node \( i \in V \) over \( D+1 \) latent communities. Any LDM can be translated to the non-negative orthant without any loss in performance or in expressive capability. Non-negative embeddings do not affect the distance metric, as it is invariant to translation, as shown by Figure 1(a). In addition, the \( D \)-dimensional non-negative orthant can be reconstructed by a large enough \( D \)-simplex. Based on these arguments, it is trivial to show that for large values of the \( \delta \) parameter in Eq. \(2\), despite the sum-to-one constraint on the embeddings \( W \), we obtain an unconstrained LDM, as distances are unbounded when \( \delta \to +\infty \). In this case,
(a) Translation invariances.
(b) Rotation invariances.
(c) Decreased simplex volume ensuring identifiability.

Fig. 1: A 2-dimensional latent space with the 2-simplex given as the green and yellow triangles, the blue points denote embedding positions of the LDM and δ is the simplex size.

the memberships defined by $\mathbf{W}$ are not uniquely identifiable due to the distance invariance of rotation, as seen in Figure 1(b). However, by shrinking the volume of the simplex (equivalent to decreasing $\delta$), eventually the $D$-dimensional space of LDM will no longer be enclosed inside the $D$-simplex, forcing nodes to start populating the corners of this smaller simplex. We call a node champion if its latent representation is a standard binary unit vector.

**Definition 2 (Community champion).** A node for a latent community is called champion if it belongs to the community (simplex corner) while forming a binary unit vector.

The champion nodes are of great significance for identifiability because if every corner of the simplex is populated by at least one node (champion), then the solution of the model is identifiable (up to a permutation matrix) (Def. 1) as any random rotation does not leave the solution invariant anymore, as shown by Figure 1(c). We observe then, that the scalar, $\delta$, controls the type of memberships of the model and its expressive capabilities. Large enough values lead to the basic LDM but inherits its rotational invariance. Small values of $\delta$ lead to identifiable solutions and ultimately hard cluster assignments. Thereby, for very small values of $\delta$, nodes are solely assigned to the simplex corners. Lastly, we can also find regimes of values for $\delta$ that offer identifiable solutions but also perform similar to LDM, defining a silver lining.

A different take on the identifiability of the model for $p = 2$, can also be given under the Non-negative Matrix Factorization (NMF) theory. This is easily shown by a re-parameterization of Eq. (2) by $\gamma_i + \gamma_j + 2\delta^2 \cdot (\mathbf{w}_i \mathbf{w}_j^\top)$ as described in Eq. (4). In this formulation, the product $\mathbf{W}\mathbf{W}^\top$ defines a symmetric NMF problem which is an identifiable and unique factorization (up to permutation invariance) when $\mathbf{W}$ is full-rank and at least one node resides solely in each simplex corner, ensuring separability [12,20]. Under this NMF formulation, the product $\mathbf{w}_i \mathbf{w}_j^\top \in [0,1]$ achieves its upper bound only if both nodes $i$ and $j$ reside in the same corner of the simplex. The parameter, $\delta$, acts as a simple multiplicative factor in the first
The term of the objective function of HM-LDM, given in Eq. (1), while in the second term acts as a power of the exponential function. For small values of $\delta$, the model is biased towards hard latent community assignments of nodes since similar nodes achieve high rates only when they belong to the same latent community (simplex corner). On the other hand, nodes heading towards the simplex corners for large values of $\delta$ lead to an exponential change in the second term of the log-likelihood function given in Eq. (1). Thus, a possible hard allocation of dissimilar nodes to the same community penalizes the likelihood severely. For this reason, high order of $\delta$ benefits mixed-membership allocations.

3 Experimental evaluation

We proceed by evaluating the efficiency and performance of the proposed method. In our set-up, we make use of networks with unknown community structures, as well as, with ground-truth communities. We employ the former networks to validate the ability of our framework to discover identifiable latent structures and predict missing links. The latter networks are used to verify that the HM-LDM discovers communities successfully. We consider multiple social and scientific collaboration networks as shown by Table 1. We treat all networks as unweighted and undirected.

For the training of HM-LDM we optimize the log-likelihood function of Eq. (1) via the Adam optimizer [15] with learning rate $lr \in [0.01, 0.1]$. The node-specific random effects vector $\gamma \in \mathbb{R}^N$ is randomly initialized and then tuned alone by optimizing a Poisson log-likelihood with a rate as $\log \lambda_{ij} = \gamma_i + \gamma_j$. Next, the latent embeddings matrix $W$ is initialized based on the eigenvalues obtained by the spectral decomposition of the normalized Laplacian matrix of the network [13, 24]. In all experiments, we compare against unsupervised methods, and we do not include GNNs since they perform poorly in unsupervised tasks due to the over-smoothing effect [35].

**Link prediction:** For the link prediction experiments, we follow the well-established strategy [6, 25] and remove 50% of the network edges while keeping the residual network connected. The removed edges combined with a sample of the same number of node pairs (which are not the edges of the original network) construct the negative instances for the testing set. We utilize the residual network to learn the node embeddings.

We consider four networks with unknown community structures and assess performance across different dimensions. In Table 2 we compare the results of our method with other prominent GRL and NMF approaches in terms of the
Table 2: Area Under Curve (AUC-ROC) scores for varying representation sizes.

| Dimension (D) | AstroPh | GrQc | Facebook | HepTh |
|---------------|---------|------|----------|-------|
| 8             | 16      | 32   | 8        | 16    | 32   | 8    | 16    | 32   |
| DeepWalk      | .945    | .950 | .952     | .919  | .916 | .929 | .986  | .986  | .984 | .874 | .867 | .873 |
| Node2Vec      | .950    | .962 | .957     | .897  | .913 | .930 | .988  | .988  | .987 | .881 | .882 | .881 |
| LINE          | .909    | .938 | .947     | .920  | .925 | .919 | .981  | .987  | .983 | .873 | .886 | .882 |
| NetMF         | .813    | .823 | .839     | .860  | .866 | .877 | .935  | .963  | .971 | .792 | .806 | .821 |
| NetSMF        | .891    | .901 | .919     | .837  | .858 | .886 | .975  | .981  | .985 | .809 | .822 | .836 |
| LouvainNE     | .813    | .811 | .819     | .868  | .875 | .873 | .958  | .961  | .963 | .874 | .867 | .873 |
| PrOnE         | .907    | .929 | .947     | .885  | .911 | .921 | .971  | .982  | .987 | .827 | .846 | .859 |
| NNSED         | .861    | .882 | .891     | .792  | .808 | .828 | .908  | .927  | .935 | .756 | .779 | .796 |
| MNMF          | .893    | .925 | .943     | .911  | .928 | .937 | .965  | .978  | .982 | .857 | .880 | .891 |
| BigClam       | .500    | .723 | .810     | .752  | .769 | .780 | .744  | .722  | .647 | .776 | .700 | .748 |
| SymsNMF       | .767    | .779 | .800     | .729  | .772 | .835 | .933  | .942  | .951 | .696 | .727 | .766 |
| HM-LDM (p = 1)| .956    | .952 | .952     | .944  | .948 | .951 | .982  | .979  | .974 | .916 | .921 | .924 |
| HM-LDM (p = 2)| .972    | .973 | .963     | .940  | .942 | .946 | .992  | .993  | .993 | .908 | .910 | .911 |

Area Under Curve-Receiver Operating Characteristic (AUC-ROC). All baselines have been tuned and feature vectors for dyads are constructed based on binary operators (average, Hadamard, weighted-L1, weighted-L2) [6]. For these constructed feature vectors we further train a logistic regression model with $L_2$ regularization to make predictions. In particular, for the baselines we choose the hyperparameter settings for each model, as well as, the binary operator for which the logistic regression predictions return the maximum AUC-ROC score.

In contrast, for our models we adopt an unbiased evaluation, and we choose the first of the considered $\delta$ values which keeps the solution identifiable (at least one champion per community), as $\delta$ decreases. We note though, the existence of identifiable regimes with higher predictive power. Furthermore, predictions and AUC-ROC scores for HM-LDM, can be obtained directly (without the use of a logistic regression model) and are based on the learned Poisson rates $\lambda_{ij}$ of the test set pairs $\{i, j\}$. The true dimensions for HM-LDM are $D + 1$ but reported as $D$ since they express the true number of model parameters, for a fair comparison with the baselines. For our method, we show the mean performance over five independent runs (error bars were found to be in the scale of $10^{-3}$ and thus not presented).

Comparing now the results with the non-NMF models, we observe that our HM-LDM (either $p = 1$ or $p = 2$) outperforms the baselines and in most cases significantly, returning favorable results. For the NMF models, we see mostly a big performance gap with the HM-LDM, showcasing the existence of regimes for $\delta$ where we can successfully achieve identifiable community memberships while also exhibiting the link prediction power of the LDM. (AUC Precision-Recall scores are similar to the AUC-ROC scores and thus not presented)

**Performance and simplex sizes:** In Figure 2 we provide the link prediction performance as a function of $\delta^2$ in terms of the AUC-ROC scores across various latent dimensions, networks and for both $p = 1$ and $p = 2$. We here
observe that small $\delta$ values provide the minimum scores. This phenomenon is anticipated due to the fact that homophily properties are not sufficiently met (except within clusters) due to the very small simplex volume that these low $\delta$ values define. Rethinking HM-LDM with $p = 2$ as a positive Eigenmodel, we can also notice how the positivity constraint on the $\Lambda$ diagonal matrix does not allow for stochastic equivalence properties which would essentially boost performance even on low simplex volumes. As we increase the values of $\delta$, we naturally reach the performance of an unconstrained LDM. Comparing now, the squared and simple $\ell^2$-norm metric we observe that the former converges to performance saturation more rapidly.

**Type and quality of latent memberships:** In order to understand how the size of the simplex affects the membership types of HM-LDM, we provide in Figure 3 the total network percentage of community champions as a function of $\delta^2$ across various latent dimensions. As expected, for very small values of $\delta$ almost 100% of nodes are assigned solely to a unique simplex corner, yielding hard cluster assignments. As we increase $\delta$, we observe that more and more nodes are assigned with mixed-memberships; on the other hand, the number of champions goes to zero across all dimensions for large values of $\delta$. Contrasting again, the different powers $\rho$ of the HM-LDM formulation, we notice that the decrease in community champions is steeper for $p = 2$. This also explains why the squared $\ell^2$ choice leads to faster convergence in the AUC-ROC, as the model converges faster to the classic LDM. Overall, it is evident that the $p = 2$ HM-LDM needs smaller simplex volumes to be identifiable. We continue with assessing unique latent structures of HM-LDM. For that purpose, in Figure 4 we provide the reorganized adjacency matrices with respect to the community allocations of HM-LDM (for mixed-memberships we assign a node based on the maximum membership). We witness how HM-LDM successfully discovers latent commu-

![Fig. 2: AUC-ROC scores as a function of $\delta^2$ across dimensions for HM-LDM. Top row: $p = 2$. Bottom row $p = 1.$](image)
k-means of communities. For the GRL approaches which do not define memberships, we community labels while we set the latent dimensions to be equal to the total number of structures by comparing the inferred memberships with the ground-truth com-

Fig. 3: Total community champions (%) in terms of $\delta^2$ across dimensions for HM-LDM. Top row: $p = 2$. Bottom row $p = 1$.

Fig. 4: Ordered adjacency matrices based on the memberships of a $D = 16$ dimensional HM-LDM with $\delta$ values ensuring identifiability.

unities, facilitating part-based network representations while choosing appropriate $\delta$ regimes ensure identifiability.

**Experiments using real ground-truth communities:** In order to assess the ability of HM-LDM to discover informative communities, we make use of four networks providing ground-truth community labels. For the NMF-based methods, including ours, we test the ability of the algorithms to detect valid structures by comparing the inferred memberships with the ground-truth community labels while we set the latent dimensions to be equal to the total number of communities. For the GRL approaches which do not define memberships, we extract latent embeddings and use *k-means* (average over 20 runs for robustness) to obtain memberships. We report the Normalized Mutual Information (NMI) score, as well as, the Adjusted Rand Index (ARI), both measures have been validated for community quality assessment in [5]. Again, all the baselines have been tuned individually for each network in terms of their hyperparameters. In contrast, for our HM-LDM, we do not perform any tuning and we just set $\delta = 1$ for all networks since this choice provides in general informative and mostly hard
Table 3: Normalized Mutual Information (NMI) and Adjusted Rand Index (ARI) scores for networks with ground-truth communities.

| Metric     | Amherst NMI | Amherst ARI | Rochester NMI | Rochester ARI | Mich NMI | Mich ARI | Hamilton NMI | Hamilton ARI |
|------------|-------------|-------------|---------------|---------------|---------|---------|-------------|--------------|
| DeepWalk   | .498        | .347        | .348          | .205          | .207    | .157    | .447        | .303         |
| Node2Vec   | .535        | .375        | .364          | .223          | .217    | .161    | .481        | .348         |
| LINE       | .549        | .452        | .365          | .217          | .249    | .192    | .491        | .411         |
| NetMF      | .562        | .408        | .381          | .228          | .244    | .169    | .494        | .391         |
| NetSMF     | .562        | .395        | .347          | .204          | .175    | .114    | .475        | .334         |
| LouvainNF  | .536        | .443        | .356          | .212          | .229    | .204    | .478        | .396         |
| PRONE      | .562        | .400        | .392          | .228          | .205    | .527    | .507        | .504         |
| NNSED      | .596        | .497        | .308          | .175          | .267    | .088    | .437        | .341         |
| MNMF       | .542        | .362        | .342          | .171          | .188    | .102    | .466        | .287         |
| BigClam    | .491        | .066        | .028          | .022          | .024    | .015    | .053        | .041         |
| SymmNMF    | .596        | .397        | .308          | .175          | .267    | .088    | .437        | .341         |

cluster assignments. For our method and the classic LDMs, we report scores averaged over five independent runs in each of which we run the algorithm five times extracting the model with the lowest training loss to remove the effect of local-minimas. We summarize our findings in Table 3, where we witness mostly favorable or on-par performance of HM-LDM with all of the competitive baselines for the NMI metric. For the ARI metric, we observe that our framework outperforms significantly the baselines in all of the considered networks.

Comparison with the LDM: We further investigate the performance of HM-LDM against the LDM, including random effects for a fair comparison and for both normal and squared $\ell^2$-norm LDM-Re and LDM-Re-$\ell^2$, respectively. Towards that aim, in Table 4 and Table 5 we provide the performance scores for the link prediction and clustering tasks of each model. We here witness that constraining the latent space in identifiable simplex volumes leads to a minor decrease in the predictive power, in terms of the AUC-ROC. For the community detection task, we see favorable NMI scores while the HM-LDM leads to considerably higher ARI scores. Comparing the classical LDM with HM-LDM for $\delta^2 = 10^3$ provides on-par link-prediction performance but the clustering scores drop significantly. This is expected as for large simplex volumes the HM-LDM approximates almost exactly the LDM with the cost of identifiability.

Extension to bipartite networks: Finally, we showcase the extension of our HM-LDM framework to the analysis of bipartite networks. This is straightforward by introducing a different set of latent variables for the two disjoint sets of nodes, as defined by the bipartite structure. In particular, HM-LDM for $p = 2$, simply extends the symmetric NMF formulation, obtained for the undirected networks, to the non-symmetric NMF specification. In Figure 5 we provide the re-ordered adjacency matrix with respect to the community allocations defined by the learned embeddings of HM-LDM for a Drug-Gene [19].
Table 4: HM-LDM and LDM-Re comparison for the link prediction task.

| Dimension ($D$) | AstroPh | GeQc | Facebook | HepTh |
|-----------------|---------|------|----------|-------|
|                 | 8       | 16   | 32       | 8     | 16   | 32   |
| LDM-Re          | 973.974 | 979.949 | 952.954 | 993.994 | 992.920 | 923.923 |
| HM-LDM ($p = 1$, $\delta^2 = \text{identifiable}$) | .956 | .952 | .952 | .944 | .948 | .951 | .982 | .979 | .974 | .962 | .924 |
| HM-LDM ($p = 1$, $\delta^2 = 10^3$) | .967 | .965 | .956 | .955 | .951 | .985 | .986 | .987 | .932 | .931 | .926 |
| LDM-Re($\ell^2$)$^2$ | .979 | .978 | .976 | .944 | .945 | .990 | .990 | .991 | .913 | .912 | .909 |
| HM-LDM ($p = 2$, $\delta^2 = \text{identifiable}$) | .972 | .973 | .963 | .940 | .942 | .946 | .992 | .993 | .908 | .910 | .911 |
| HM-LDM ($p = 2$, $\delta^2 = 10^3$) | .984 | .983 | .980 | .948 | .946 | .946 | .991 | .991 | .992 | .920 | .918 | .913 |

Table 5: HM-LDM and LDM-Re comparison for the clustering task.

| Metric | Anherst NMI | Rochester ARI | Mich NMI | Hamilton ARI |
|--------|-------------|--------------|---------|--------------|
| LDM-Re | .548 .366 | .391 .212 | .230 .132 | .491 .320 |
| HM-LDM ($p = 1$, $\delta^2 = \text{identifiable}$) | .562 | .502 | .400 | .392 | .228 | .205 | .527 | .485 |
| HM-LDM ($p = 1$, $\delta^2 = 10^3$) | .439 | .386 | .308 | .303 | .176 | .133 | .405 | .377 |
| LDM-Re($\ell^2$)$^2$ | .546 | .370 | .393 | .211 | .231 | .137 | .497 | .327 |
| HM-LDM ($p = 2$, $\delta^2 = \text{identifiable}$) | .539 | .506 | .384 | .373 | .217 | .183 | .507 | .504 |
| HM-LDM ($p = 2$, $\delta^2 = 10^3$) | .240 | .133 | .206 | .119 | .116 | .056 | .232 | .209 |

network ($|V| = 7,341$, $|E| = 15,138$) where we observe a clear block structure. Importantly, the HM-LDM offers identifiable joint embedding representations, mixed memberships, and community discovery for bipartite networks, tasks considered to be non-trivial and arduous.

**Complexity analysis:** The HM-LDM framework requires the computation of the node pairwise distance matrix and consequently scales prohibitively as $O(N^2)$ in time and space. Fortunately, there are various ways of scaling HM-LDM for the analysis of large-scale networks. One way is through unbiased estimators of the log-likelihood given by Eq. 1. This is possible through random sampling a set of network nodes $S$ (per iteration) and taking a gradient step based on the log-likelihood of the block defined by the sampled node-set, returning an $O(S^2)$ space and time complexity. Another option is through the case-control approach [28] scaling on the number of network edges as $O(E)$.

Fig. 5: Drug-Gene ordered adjacency matrices based on HM-LDM with $D = 8$. 
Lastly, the Hierarchical Block Distance Model (HBDM) \cite{22} is an attractive option where gradient steps over the model parameters are based on a hierarchical approximation of the likelihood of the whole network. The HBDM model scales linearithmicly as $O(N \log N)$ both in space and time while also offering hierarchical characterizations of structures at multiple scales.

4 Conclusion and future work

In this paper, we have proposed the HM-LDM that reconciles network embedding and latent community detection. The approach utilizes both the normal and squared Euclidean distance model where the latter integrated the non-negativity constrained Eigenmodel with the Latent Distance Model. We demonstrated that the model could be constrained to the simplex without losing expressive power. The reduced simplex provides unique representations, ultimately resulting in hard clustering of nodes to communities when the simplex is sufficiently shrunk. Notably, the proposed HM-LDM combines network homophily and transitivity properties with latent community detection enabling explicit control of soft and hard assignment through the volume of the induced simplex. We observed favorable link prediction performance in regimes in which the HM-LDM provides unique representations while enabling the ordering of the adjacency matrix in terms of prominent latent communities. Finally, we showed the ability of the model to extract correct community structures across multiple networks and showcased how the analysis extends to bipartite networks. Future work should compare the performance of HM-LDM against classical non-embedding methods such as the Degree Corrected Stochastic Block Model (DC-SBM) \cite{14} or the Mixed Membership Stochastic Block Model (MM-SBM) \cite{1}. Such a comparison is of particular interest since DC-SBM accounts for degree heterogeneity while MM-SBM for soft assignments, two important properties of HM-LDM.
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