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Abstract: Surface temperature is a highly desired but difficult measurement especially in concentrated solar context. In this work a method for surface temperature measurement based on contact sensors is presented. In the case of materials with high thermal conductivity, contact sensors positioned in the back of the material sample and very close to the surface is the most accurate way to measure surface temperature. Computational Fluid Dynamics simulations have shown the truth of this statement. The higher thermal conductivity of the material, the lower the uncertainty in the measurement of surface temperature using this methodology. This measurement procedure has been applied to AISI 310S steel samples in the Plataforma Solar de Almería vertical axis solar furnace SF5 confirming the validity of the simulations.
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1. Introduction

The measurement of the temperature of a surface, when this temperature differs considerably from that of the environment, offers difficulties not encountered in the usual kind of temperature measurements, and many special devices and refinements of technique have been applied in problems of this kind. Knowledge of surface temperature is essential in many industrial and scientific applications, in particular, in many treatments of concentrated solar radiation [1-7]. To mention a few, information of surface temperature allows evaluating the thermal and convection losses of a system [8, 9] and determining the emittance of a material sample [10-14].

Non-contact or infrared or pyrometric sensors, though relatively expensive, are appropriate when the temperatures are extremely high. They are available for up to 3000 K far exceeding the range of contact devices. The infrared approach is also attractive when one does not wish to make contact with the surface whose temperature is to be measured. Thus, fragile or wet surfaces, such as painted surfaces coming out of a drying oven, can be monitored in this way. Substances that are chemically reactive or electrically noisy are ideal candidates for infrared measurement. The approach is likewise advantageous in measuring temperature of very large surfaces, such as walls that would require a large array of contact sensors. A difficulty with pyrometric temperature measurement is, however, that the detector responds to solar radiation which is directly reflected from the irradiated sample, as well as re-radiation. This problem has been partially resolved with the design and manufacturing of solar-blind pyrometers and cameras [15-24]. On the other hand, the determination of the real temperature requires knowledge of the surface emittance, as the temperature is determined on the basis of the current signal generated by the radiant surface compared to the signal generated by a blackbody calibrator. In most cases the value of the emittance of the surface to be measured is unknown. In these cases the uncertainty in the temperature measurement is unknown and must be used a more reliable measurement technique as contact sensors. When a surface is subjected to concentrated solar radiation contact sensors must be positioned on its back to prevent the solar influence on the measurement. Contact temperature sensors measure their own temperature. One infers the
temperature of the object to which the sensor is in contact by assuming or knowing that the two are in thermal equilibrium, that is, there is no heat flow between them. An attempt must be made to make the surface and sensor temperatures the same. This can be done by placing insulation over the sensor to reduce the effects of the environment and by choosing a mounting method that provides good thermal contact between surface and sensor.

This paper presents Computational Fluid Dynamics (CFD) simulations showing that, in the case of materials with good thermal conductivity, contact sensors positioned in the back of the material sample and very close to the surface is the most accurate way to measure surface temperature. The higher thermal conductivity of the material, the lower the uncertainty in the measurement of surface temperature using this methodology. This measurement procedure has been applied to AISI 310S steel samples in the Plataforma Solar de Almería (PSA) vertical axis solar furnace SF5 confirming the validity of the simulations.

2. Non-contact Measurement Techniques

Surface temperature measurement problem can be solved in many cases through the use of non-contact sensors; they are almost ideal for those types of applications and are in use in many industrial plants worldwide in great numbers. However, in many cases, ignorance of the emittance of the surface generates a great uncertainty in the measurement of surface temperature. Being optimistic and assuming a ±10% uncertainty in the emittance, the uncertainty in the measurement of temperature would be approximately ±3% from the Stefan-Boltzman law. Assuming a surface temperature of 1273 K, the uncertainty caused by emittance would be ± 38 K. Uncertainty in the measurement of the surface temperature can be much higher in an environment of concentrated solar radiation, unknown in most cases, due to the influence of the reflected solar radiation. Below it will be shown that this margin of uncertainty can be reduced largely by contact sensors in materials with high thermal conductivity.

3. Contact Measurement Techniques

There are a number of standard approaches to contact measurement of temperature which find application in CST receivers, particularly for distributed measurement at a number of points. The three most common types of contact sensors are thermocouples, Resistance Temperature Detectors (RTD), and thermistors. Thermistors are manufactured with a maximum usable temperature between 423 and 573 K. RTD sensors are generally more stable and accurate than thermocouples, but are less robust and have a temperature range up to the order of 923 K, compared to over 1273 K for K-type thermocouples. Detailed descriptions of these and other temperature measurement technologies, with discussion of the methods used to obtain the highest possible accuracy, are given in Agilent Technologies [25] and Baker et al. [26].

Thermocouples consist of a pair of wires made from dissimilar metals which are joined at one end. If there is a temperature difference between the junction (which is used as the temperature probe) and the other ends of the wires a small voltage is produced, which is dependent on the particular metals being used, and on the temperature difference. Standard calibration curves give the temperature differential as a function of output voltage for a wide range of thermocouple material types; these curves are commonly built into data acquisition hardware. In order to obtain an absolute measurement the temperature at the ends of the wires (known as the “cold junction”) must be determined independently and added to the temperature differential. Data acquisition equipment usually has an internal temperature sensor for this purpose.

Thermocouples are classified according to the pair of metals employed and the temperature calibration range; “K-type” thermocouples typically have ± 2 K accuracy, up to a standard maximum temperature of 1523 K. The insulation material on the thermocouple wires may however impose a lower maximum temperature. For example, PTFE insulated sensors are rated to approximately 523 K, fibreglass insulation 623 K or higher and mineral insulation over 1273 K. Other factors to take into account when choosing thermocouples are mechanical robustness and flexibility. Thermocouples can be enclosed in a stainless steel or Inconel sheath as a barrier or seal between the working fluid, or for protection against mechanical damage.

4. PSA Vertical Axis Solar Furnace SF5

The highest energy levels possible with a solar concentrating system are reached in solar furnaces, where concentrations of over 10000X have been attained. A solar furnace essentially consists of a flat solar-tracking heliostat, a parabolic collector mirror, an attenuator or shutter and the test zone located in the concentrator focus (Figure 1). The flat collector mirror, or heliostat, reflects the solar beams on the parabolic dish, which in turn reflects them on the test area in its focus. The amount of incident light is regulated by the shutter located between the concentrator and the heliostat. A test table movable in three directions (East-West, North-South, up and down) places the test samples in the focus with great precision. The main advantage of vertical axis solar furnaces is that the samples are deposited, without the need of any fixation, on a horizontal plane where they can be treated directly in the focus.

This PSA vertical axis solar furnace SF5 is able to deliver up to 5 kW power at peak concentration ratios exceeding 7000 and focus size 25 mm diameter approximately. This solar furnace [27] has one 25 m² heliostat. The reflective surface of the heliostat, which is made up of 25 non-concentrating flat facets of 1 m² with reflectivity higher than 0.95%, continuously tracks the solar disk and reflects its parallel vertical beams onto the concentrator.
The concentrator dish, which concentrates the incident light from the heliostat, multiplying the radiant energy in the focal zone, is the main component of the solar furnace (Figure 1). Its optical properties especially affect the irradiance distribution at the focus. It consists of 54 hexagonal, 25 cm radius facets of 1623.78 cm$^2$ surface. Its contour is quasi circular with 3.5 m diameter and a total area of 8.77 m$^2$. For economic reasons, the facets are all identical, spherical curvature with a focal distance of 2 m and radius of curvature 4 m, double the focal distance.

The total energy in the focus is proportional to the radiation that passes through the louvered shutter, which is made up of 11 slats of 4 m long and 0.5 m wide under the test table, at 14 m above ground level. The slats are driven by a gear motor assembly which transmits its rotary movement to them through the straps, with a regulation accuracy of 0.1°. In the closed position the blades form an angle of 47.5° with the vertical, while fully open the angle is 0°. The attenuator can be operated manually from the control panel and in automatic mode from the control computer Data Acquisition System (DAS).

5. Experimental Setup

The experimental setup consists of a steel plate (AISI 310) of 0.04x0.04x0.003 m (length x width x height) which is embedded in an alumina piece of 0.02x0.02x0.01 m. The steel sample is heated by concentrating solar radiation that reaches the front surface of the steel plate (see Figure 2).

The thermal distribution of both steel sample and the insulating material (alumina) was obtained from the measurements of various K-type thermocouples Class I with a measurement uncertainty of ±0.004·T for the reached temperature range, according to IEC 60584.2 (1982). Six thermocouples were placed at the steel plate (Figure 3a) at 0.8 mm from the surface and two were located inside the alumina block (Figure 3b). The thermocouples were distributed as shown in Figure 3.
6. Methodology

6.1. Procedure

The purpose of this work is the evaluation of the uncertainty in high-temperature measurement on material surfaces by contact sensors. Thus, a CFD model has been developed in order to study the thermal distribution produced in a material sample when its upper surface is heated by concentrating solar radiation. This system reaches high temperatures which are difficult to measure with non-contact sensor because their measurements depend on optical properties such as emittance. As mentioned, these properties may change with the radiation wavelength and temperature, making it difficult to assess them with the required accuracy.

The developed CFD model consists of a two-dimensional (2D) geometry (see Figure 3b) which takes into account the alumina block, the sample and the air in contact with the radiated surface (Figure 2). Furthermore, three different quasi-steady states have been regarded when the back surface of the sample achieves temperatures of 873 K, 1073 K and 1273 K. In order to define these cases, the temperature deviation obtained in the central area of the tested steel sample was evaluated considering the maximum and minimum temperature values reached within a 3-minute period. When this deviation is lower than 3%, the instant selected is the one whose temperature is closest to the fixed one (873 K, 1073 K or 1273 K).

The CFD model was validated by the comparison of the temperature measured experimentally for an AISI 310 steel sample with the numerical values obtained at the same thermocouple locations and considering the same steel as sample material. The validated model has been used to study the applicability of contact sensors to measure the thermal distribution at mentioned conditions in samples of several thicknesses and materials. The analysed cases are summarised in Table 1, in which it has been considered three sample thicknesses and three temperatures for a list of materials.

### Table 1. Cases studied.

| Material                  | Sample thickness (m) | Temperature at the back surface of the sample (K) |
|---------------------------|----------------------|---------------------------------------------------|
| Copper (Cu)               |                      |                                                   |
| Recrystallized Silicon    |                      |                                                   |
| Carbide (re-SiC)          |                      |                                                   |
| Steel (AISI 310)          |                      |                                                   |
| Steel (AISI 304L)         | 0.001                | 873                                               |
| Dense concrete 1          | 0.003                | 1073                                              |
| Dense concrete 2          | 0.01                 | 1273                                              |
| Light weight concrete     |                      |                                                   |
| Ceramic fibre             |                      |                                                   |
| Alumina                   |                      |                                                   |

6.2. Simulation Model

6.2.1. Numerical Modelling

Fig. 2 shows a fluid (air) in contact with the elements considered in the experimental setup. The heat transfer between two solid materials which are in contact is only produced by conduction, whereas the dynamic behaviour of a fluid is defined by the three conservation laws (conservation of mass, momentum, and energy) [28]. This means that the continuity (1), momentum (2) [29] and energy (3) [30] equations described for the fluid medium must be solved by the CFD model:

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot \left( \rho \mathbf{v} \right) = 0 \tag{1}
\]

\[
\frac{\partial}{\partial t} \left( \rho \mathbf{v} \right) + \nabla \cdot \left( \rho \mathbf{v} \mathbf{v} \right) = -\nabla p + \nabla \cdot \left( \tau + \rho g + \mathbf{F} \right) \tag{2}
\]

\[
\frac{\partial}{\partial t} \left( \rho \mathbf{E} \right) + \nabla \cdot \left( \mathbf{v} \left( \rho \mathbf{E} + p \right) \right) = \nabla \cdot \left( k_{\text{eff}} \nabla T - \sum_{j} h_{j} \mathbf{J}_{j} + \left( \tau_{\text{eff}} \cdot \mathbf{v} \right) \right) + S_{\text{source}} \tag{3}
\]

where \( \rho \) is the density of the fluid, \( t \) is elapsed time, \( \mathbf{v} \) is the velocity vector with respect to the coordinate system, \( S_{\text{m}} \) is the mass source, \( p \) is the static pressure, \( \tau \) is the stress tensor, \( \rho g \) is the gravitational body force, \( \mathbf{F} \) is the external body force, \( \mathbf{E} \) is the energy transfer (\( \mathbf{E} = h - \frac{p}{\rho} + \frac{v^2}{2} \)), \( k_{\text{eff}} \) is the effective conductivity, \( h_{j} \) is the enthalpy of species \( j \), \( \mathbf{J}_{j} \) is the diffusion flux of species \( j \), \( \tau_{\text{eff}} \) is the viscous stress tensor, and \( S_{\text{source}} \) is the volumetric heat source. These general equations are regarded in two dimensions and, in this case, the air is the only species involved in the fluid medium. Furthermore, there is no forced circulation of the air and thus the selected viscous model was laminar.

6.2.2. Geometry Definition and Mesh Design

The solution domain is described in Figure 3b, in which the central cross section of the setup is shown. In this case, two dimensions have been considered in order to define a simple CFD model able to evaluate the accuracy of high-temperature measurements for different materials and thicknesses, while minimising the computational requirements in comparison with a complex and time-consuming model. This fact allows obtaining results in a shorter time.

Three subdomains have been defined in the solution domain (Figure 2): insulating material (alumina), material sample, and fluid (air).

The grid selected for this solution domain consisted of quadrilateral elements, corresponding to a 2D structured mesh (Figure 4). In order to evaluate the appropriateness of the mesh size, a grid independence test has been performed whose results have been collected in Table 2. Four different
mesh sizes were evaluated and it was selected the one with the fewest elements together with the lowest deviation in the results. Thus, Mesh 2 was the grid selected for the calculation.

**Table 2. Grid independence test.**

| Mesh | Mesh size | Temperature of the sample front surface, K | Temperature of the alumina front surface, K |
|------|-----------|--------------------------------------------|--------------------------------------------|
| 1    | 11927     | 837.34                                     | 365.24                                     |
| 2    | 27385     | 837.34                                     | 368.08                                     |
| 3    | 31871     | 837.34                                     | 368.07                                     |
| 4    | 36165     | 837.35                                     | 368.46                                     |

For the purpose of evaluating the quality of Mesh 2, two parameters have been analysed: equiangle skew ($Q_{EAS}$) and aspect ratio ($Q_{AR}$).

The $Q_{EAS}$ is a normalised measure of skewness and, by definition, $0 \leq Q_{EAS} \leq 1$ [31]. The mesh element is equilateral when $Q_{EAS}$ is 0 and it has a poor shape when $Q_{EAS}$ is 1. The analysis of the mesh quality is shown in Table 3, where 99.84% of the cells are included between the values of 0 and 0.5. This range represents a good quality according to the relationship between $Q_{EAS}$ and mesh quality presented by [31].

**Table 3. Mesh quality evaluation by equiangle skew.**

| $Q_{EAS}$ range | Elements | % | Mesh quality |
|-----------------|----------|---|--------------|
| 0-0.25          | 26711    | 97.54 | Excellent   |
| 0.25-0.5        | 630      | 2.3 | Good        |
| 0.5-0.75        | 44       | 0.16 | Fair        |

The mesh-quality distribution using $Q_{AR}$ is summarised in Table 4. By definition, $Q_{AR}$ is greater than 1 and, when it is equal to 1, the element is equilateral [31]. In this case, the maximum value of $Q_{AR}$ is 1.75 and the 94.41% of the elements are in the $Q_{AR}$ range of 1-1.1, which is very close to the equilateral shape.

**Table 4. Mesh quality evaluation by aspect ratio.**

| $Q_{AR}$ range | Elements | % | Mesh quality |
|----------------|----------|---|--------------|
| 1-1.1          | 25855    | 94.41 | Excellent   |
| 1.1-1.2        | 1236     | 4.51 | Good        |
| 1.2-1.3        | 227      | 0.83 | Fair        |
| 1.3-1.4        | 38       | 0.14 | Good        |
| 1.4-1.5        | 19       | 0.07 | Fair        |
| 1.5-1.75       | 10       | 0.04 | Good        |

6.2.3. Operating Conditions and Physical Properties

The operating pressure of the system modelled is the atmospheric one which was measured for each steady state selected (97282-97150 Pa). The thermophysical properties of the fluid have been defined for moist air at atmospheric pressure. The range of its relative humidity measured is 22.5-29.4% for temperatures between 297K and 300K. The air properties can be described by the following equations, evaluated for the highest air humidity (29.4%) and derived from the available studies [32], in which the temperature must be considered in K:

$$\rho_f = 2.8 \cdot \exp(-0.00566 \cdot T) + 0.7784 \cdot \exp(-0.000848 \cdot T), \text{kg/m}^3$$

$$\mu = \frac{1.458 \times 10^{-6} \cdot T^{3/2}}{T + 110.4}, \text{kg/m-s}$$
\[
c_{pf} = 2.251 \cdot 10^{-10} \cdot T^4 - 9.236 \cdot 10^{-7} \cdot T^3 + 0.001288 \cdot T^2 - 0.5145 \cdot T + 1070, \text{ J/kg-K} \tag{6}
\]

\[
k_f = 1.588 \cdot 10^{-11} \cdot T^3 - 5.602 \cdot 10^{-08} \cdot T^2 + 1.0966 \cdot 10^{-04} \cdot T + 0.00222, \text{ W/m-K} \tag{7}
\]

The thermophysical properties of solid materials were considered at the temperature range of the selected steady states (873-1273 K). These properties have been supplied by the data sheets of each material (Table 5) and they were implemented in the commercial CFD code by the definition of new materials in the software database.

### Table 5. Thermophysical properties of solid materials considered.

| Material                                          | \( \rho, \text{ kg/m}^3 \) | \( c_p, \text{ J/kg-K} \) | \( k, \text{ W/m-K} \) |
|---------------------------------------------------|-----------------------------|-----------------------------|-------------------------|
| Copper (Cu) [33]                                  | 8978                        | 381                         | 387.6                   |
| Recrystallized Silicon Carbide (re-SiC) [34]      | 2700                        | 900                         |                          |
| Steel (AISI 310) [35]                             | 7760                        | 500                         | 18 (673 K)              |
| Steel (AISI 304L) [36]                            | 7900                        | 500                         | 15 (673 K)              |
| Dense concrete 1 [37]                             | 2100                        | 1050                        | 1.83 (1073 K)           |
| Dense concrete 2 [38]                             | 1900                        | 1070                        | 0.81 (1073 K)           |
| Light weight concrete [39]                        | 1310                        | 1100                        | 0.20 (873 K)            |
| Ceramic fibre [40]                                | 240                         | 1130                        | 0.14 (873 K)            |
| Alumina [41]                                      | 240                         | 1130                        | 0.12 (1073 K)           |

### 6.2.4. Boundary Conditions

Several continuum zones have been defined in the solution domain: ambient air, insulating material, and sample (Figure 2). Each area is connected with the next one by the definition of different boundary conditions (Figure 4).

The velocity-inlet condition of the ambient air considers the ambient temperature and zero velocity because the fluid flow is not forced.

The outer walls of the insulating material (Figure 4) have been defined assuming that the natural convection is the main heat-transfer process. The heat transfer coefficient was set to 17.5 W/m² K [42] and the ambient temperature was included in the wall description. The average temperature of the sample obtained from the selected steady states was fixed in its back surface which is embedded in the insulating material and the sample material is defined in each case studied. Furthermore, the remaining inner walls were coupled with the appropriate boundary zones.

### 6.2.5. Solution Method

A 2D CFD model has been developed by commercial CFD software, in which governing equations, operating conditions, material and fluid properties, and boundary conditions were implemented. The governing equations were solved by a segregated steady-state pressure-based solver, used to simulate incompressible and mildly compressible flows [43], and the convergence criterion was fixed at \( 10^{-6} \) for the energy, and at \( 10^{-3} \) as a minimum for the continuity and momentum variables.

Furthermore, the pressure discretization scheme selected in the software was **standard**, and the algorithm chosen for the pressure-velocity coupling was the so-called **simple** considered for steady-state condition. The convection-diffusion upwinding scheme selected was the first order upwind which offers good results for most classes of flows with no complex models enabled [43].
7. Results and Discussion

7.1. Validation

The CFD model was validated by the comparison between the temperature measured experimentally for an AISI 310 steel sample and the numerical values obtained at the same thermocouple locations considering the same steel as sample material. This comparison was performed for three experimental quasi-steady states which were selected according to average sample temperatures ($T_{av}$) close to 873 K, 1073 K and 1273 K. For each case, the average temperature was calculated taking into account the maximum and minimum values of the temperature measured in the sample (Table 6). In most cases, the deviation between experimental data and numerical results were lower than 9%, only the deviation was around 11% for the thermocouples located in the insulating material when $T_{av}=1007.5\pm71.3$ K. By the comparison between the temperature measurements in the insulating material ($T_7$ and $T_8$) for the three steady states, it was concluded that the high deviation is due to an error in the measuring process. Thus, it has been found that numerical results are in appreciable agreement with experimental data according to studies which dealt with CFD analysis for the evaluation of high-temperature solar systems and allow for acceptable deviations of 9% [44] [45].

Table 6. Deviation obtained from the comparison between experimental and numerical data considering selected quasi-steady states.

| Thermocouple | $T_{av}$, K | $T_{test}$, K | $T_{sim}$, K | Dev, % | $T_{test}$, K | $T_{sim}$, K | Dev, % | $T_{test}$, K | $T_{sim}$, K | Dev, % |
|--------------|-------------|---------------|---------------|--------|---------------|---------------|--------|---------------|---------------|--------|
| T1           | 838.1±37.5  | 876           | 837           | 4.41   | 1079          | 1006          | 6.73   | 1281          | 1186          | 7.38   |
| T2           | 1007.5±71.3 | 874           | 837           | 4.28   | 1076          | 1006          | 6.49   | 1273          | 1186          | 6.82   |
| T3           | 1187.7±93.0 | 802           | 837           | 4.35   | 1009          | 1006          | 0.32   | 1095          | 1186          | 8.35   |
| T4           |             | 832           | 837           | 0.58   | 1023          | 1006          | 1.66   | 1164          | 1186          | 1.93   |
| T5           |             | 802           | 837           | 0.36   | 968           | 1006          | 4.00   | 1128          | 1186          | 5.21   |
| T6           |             | 801           | 837           | 4.55   | 936           | 1006          | 7.47   | 1111          | 1186          | 6.81   |
| T7           |             | 324           | 324           | 0.19   | 301           | 333           | 10.44  | 325           | 350           | 7.80   |
| T8           |             | 321           | 324           | 0.87   | 300           | 333           | 10.79  | 323           | 350           | 8.43   |

As mentioned, the average temperature of the sample was fixed for each steady state as boundary condition of its back surface. Hence, the simulation uncertainty has been evaluated regarding the upper and lower temperature limit. Figure 5 depicts temperature values together with the measurement and simulation uncertainties. The uncertainty related to the experimental data was obtained considering a thermocouple error of ± 0.004·T which corresponds to a range between ± 1 K and ± 4 K. However, the range of the simulation uncertainty is between ± 2 K and ± 93 K. Figure 4 also shows that experimental data are within the uncertainty range of the simulation. Therefore, it can be concluded that the model accuracy is acceptable.
7.2. Reliability of High-Temperature Measurement in Solar Systems Using Contact Sensors

7.2.1. Evaluation of Temperature Variation in an AISI 310 Steel Sample of 3 mm Thick

The tested solar setup, which considers an AISI 310 steel sample of 3 mm thick, was simulated by the CFD model developed in order to analyse its thermal behaviour. Figure 5 shows the thermal profile obtained when the temperature at the back surface of the sample is fixed at 837 K. It is clearly recognisable the effect of the heat transfer by natural convection on the fluid behaviour. Moreover, the temperature difference between the front surface and the back one is around 2 K for the selected steady states (see Table 7). Hence, it can be considered in this case that the temperature variation in the AISI 310 steel sample is negligible and the high-temperature control with contact sensors can be a reliable alternative to non-contact ones.

![Solar radiation](image)

Figure 6. Thermal profile of the solar setup tested considering $T_{av} = 837$ K.

| Temperature at the back surface, K | Temperature at the front surface, K | Temperature variation of the sample, K | Dev, % |
|-----------------------------------|------------------------------------|--------------------------------------|--------|
| 838.1                             | 836.5                              | 1.5                                  | 0.18   |
| 1007.5                            | 1005.6                             | 1.9                                  | 0.19   |
| 1187.7                            | 1185.6                             | 2.2                                  | 0.18   |

Table 7. Temperature variation in an AISI 310 steel sample of 3 mm thick.

7.2.2. Evaluation of Temperature Variation in Samples of Different Thicknesses Depending on the Thermal Conductivity of the Material

In order to determine whether contact sensors can be used to monitor high temperatures in samples of different thicknesses and materials (see Table 1), the temperature variation has been evaluated depending on the thermal conductivity.

Figure 6 shows the temperature variation between the front surface and the back one of a 3-mm thick sample made of materials with different thermal conductivities. It has been observed that materials with higher thermal conductivities (Figure 7a) present negligible temperature variation regardless of the temperature reached, whereas insulating materials such as alumina have a high temperature gradient (Figure 7b). Moreover, in all cases, the temperature variation increases with the higher temperature achieved in the sample. Thus, it is obtained that the applicability of the contact sensors to monitor high temperatures is limited to materials with high thermal conductivity.

Furthermore, the temperature variation in the sample has been studied for different thermal conductivities and also considering a thickness range between 1 mm and 10 mm (see Figure 8), for the purpose of establishing a mathematical model to predict the thermal behaviour of different samples depending on their thickness and material.
Figure 7. Temperature variation in samples of 3 mm thick and different materials: a) materials with high thermal conductivity, b) insulating material with low thermal conductivity.

Figure 8 shows the thermal behaviour of each proposed sample regarding a representative value from the three steady states studied which consider temperatures at the back surface of 838 K, 1008 K and 1188 K. The figure depicts the temperature variation in the sample depending on its thermal conductivity for each selected thickness. As a result, it was found the following fitting function:

\[ \ln(\Delta T) = a + b \cdot \ln(k) \]  

(8)

where \( \Delta T \) is the temperature variation between the front surface and the back one of the sample, \( a \) and \( b \) are constants coming from the fit, and \( k \) is the thermal conductivity of the sample material. The constant values depend on the sample thickness, and they increase at higher thicknesses.

Consequently, the reliability of using contact sensors to measure high temperatures in solar systems can be determined according to Figure 8, considering only those cases which present the condition of \( \ln(\Delta T) < 2 \) to ensure a temperature gradient lower than 10 K.

8. Conclusions

The need to estimate surface temperatures in different contexts has led to develop different methodologies over the years. The realization of this measure is difficult, especially in environments where the surface is exposed to concentrated solar radiation. The use of non-contact sensors may seem attractive in these circumstances, however, the sensitivity of these sensors to the reflected solar radiation and the lack of information on the surface emittance make this measurement procedure is not very accurate. In this work a method for surface temperature measurement based on contact sensors has been presented. In the case of materials with high thermal conductivity, contact sensors positioned in the back of the material sample and very close to the surface is the most accurate way to measure surface temperature. Computational Fluid Dynamics simulations have shown the truth of this statement. The higher thermal conductivity of the material, lower the uncertainty in the measurement of surface temperature using this methodology. This measurement procedure has been applied to AISI 310S steel samples in the Plataforma Solar de Almería vertical axis solar furnace SF5 confirming the validity of the simulations.
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Nomenclature

| Variable | Description | Unit          |
|----------|-------------|---------------|
| $c_p$    | specific heat capacity | J/kg-K         |
| $\text{Dev}$ | deviation | %             |
| $E$      | specific energy | J/kg          |
| $F$      | external body force | N             |
| $g$      | gravitational acceleration | m/s$^2$    |
| $h$      | sensible enthalpy | J/kg          |
| $J$      | diffusion flux | kg/s-m$^2$    |
| $k$      | thermal conductivity | W/m-K        |
| $p$      | static pressure | N/m$^2$           |
| $Q_{AR}$ | aspect ratio | dimensionless |
| $Q_{EAS}$ | equiangle skew | dimensionless |
| $S$      | source term  |                |
| $t$      | time         | s             |
| $T$      | temperature  | K             |
| $v$      | velocity     | m/s           |
| $x$      | position in axis x | m          |
| $y$      | position in axis y | m          |
| $z$      | position in axis z | m          |

Greek Symbols

| Variable | Description | Unit          |
|----------|-------------|---------------|
| $\Delta$ | variation   |               |
| $\mu$    | dynamic viscosity | kg/m-s$^2$ |
| $\rho$   | density     | kg/m$^3$      |
| $\tau$   | stress tensor | N/m$^2$       |

Subscripts

| Variable | Description |          |
|----------|-------------|----------|
| $av$     | average     |          |
| $eff$    | effective   |          |
| $f$      | fluid       |          |
| $he$     | heat        |          |
| $j$      | species     |          |
| $m$      | mass        |          |
| $sim$    | simulation  |          |
| $test$   | experimental |        |
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