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This talk accompanies the preprint [1]. We consider time-continuous Markovian discrete-state dynamics on random networks of interacting agents. Models of this kind can be used for example in epidemiology, where each node represents a person that can be susceptible, infectious or removed, edges represent contacts, and the dynamics describes how nodes switch between these states based on their contacts.

In this work we study the large population limits of such models. The dynamics are projected onto low-dimensional collective variables given by the shares of each discrete state in the system, or in certain subsystems. In the example from epidemiology, these shares describe the percentages of susceptible, infectious and removed nodes, either for the whole population or for subsets of the population.

We prove general conditions for the convergence of the collective variable dynamics to a mean-field ordinary differential equation (MFE), which describes the time evolution of the aforementioned shares. Furthermore, we discuss the convergence to this mean-field limit for the example of a continuous-time noisy version of the famous "voter model" on Erdős-Rényi random graphs, on the stochastic block model (see Figures 1 and 2), as well as on random regular graphs. For each of these types of interaction networks, we specify the convergence conditions in dependency on the corresponding model parameters.

Finally, we will discuss some statistical approaches for learning collective variables and their evolution from dynamical data, e.g., system trajectories.
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