A COMPARISON BETWEEN THE BERGMAN AND
SZEGÖ KERNELS OF THE NON-SMOOTH WORM DOMAIN $D'_\beta$
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ABSTRACT. In this work we provide an asymptotic expansion for the Szegő kernel associated to a suitably defined Hardy space on the non-smooth worm domain $D'_\beta$. After describing the singularities of the kernel, we compare it with an asymptotic expansion of the Bergman kernel. In particular, we show that the Bergman kernel has the same singularities of the first derivative of the Szegő kernel with respect to any of the variables. On the side, we prove the boundedness of the Bergman projection operator on Sobolev spaces of integer order.

1. INTRODUCTION AND MAIN RESULTS

A classical problem in complex analysis is the study of the Szegő projection operator associated to a domain $\Omega \subseteq \mathbb{C}^n$. If $\rho$ is a defining function for $\Omega$, i.e., $\Omega = \{ z \in \mathbb{C}^n : \rho(z) < 0 \}$ and $\nabla \rho \neq 0$ on the topological boundary $b\Omega$, the Hardy space $H^2(\Omega)$ is classically defined as

$$H^2(\Omega) = \left\{ F \text{ holomorphic in } \Omega : \| F \|_{H^2(\Omega)}^2 = \sup_{\varepsilon > 0} \int_{b\Omega_{\varepsilon}} |F(\zeta)|^2 \, d\sigma_{\varepsilon} < \infty \right\}$$

where $\Omega_{\varepsilon} = \{ z \in \mathbb{C}^n : \rho(z) < -\varepsilon \}$ and $d\sigma_{\varepsilon}$ is the Euclidean measure induced on $b\Omega_{\varepsilon}$. Every function $F$ in $H^2(\Omega)$ admits a boundary value function $\widetilde{F}$ and the linear space of these boundary value functions defines a closed subspace of $L^2(b\Omega)$ which we denote by $H^2(b\Omega)$. The Szegő projection operator is the orthogonal projection operator

$$\widetilde{S}_\Omega : L^2(b\Omega) \to H^2(b\Omega).$$

The operator $\widetilde{S}_\Omega$ has an integral representation by means of the Szegő kernel $K_\Omega$; we refer to [30] for more details. The geometry of the domain $\Omega$ is reflected in the kernel $K_\Omega$, hence on the mapping properties of $\widetilde{S}_\Omega$. The behavior of the Szegő projection has been extensively studied in the last 40 years in many different settings; among others, we refer the reader to the papers [29, 5, 31, 6, 7, 8, 28, 9, 25, 11, 13, 14, 25, 23, 24, 3, 27] and the references therein.

The smooth worm domain $W' = W'_\beta$ does not belong to any of the known situations. The domain $W'$ was first introduced by Diederich and Fornæss in [15] as a counterexample to certain classical conjectures about the geometry of pseudoconvex domains; for instance, the domain $W'$ is an example of a smooth bounded pseudoconvex domain with nontrivial Nebenhülle.
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For $\beta > \frac{\pi}{2}$, the worm is the domain
\begin{equation}
\mathcal{W} = \{(z_1, z_2) \in \mathbb{C}^2 : |z_1 - e^{i \log |z_2|^2}|^2 < 1 - \eta(\log |z_2|^2), z_2 \neq 0\},
\end{equation}
where $\eta$ is a smooth, even, convex, non-negative function on the real line, chosen so that $\eta^{-1}(0) = [-\beta + \frac{\pi}{2}, \beta - \frac{\pi}{2}]$ and so that $\mathcal{W}$ is bounded, smooth and weakly pseudoconvex. We refer to the survey paper [20] for a history of the study of the worm domain and related problems.

Due to the peculiarity of the worm domain and the lack of general results regarding the regularity of the Szegö projection of smooth bounded weakly pseudoconvex domains, the study of the operator $\tilde{S}_{\mathcal{W}}$ is a natural and interesting question.

In order to obtain information about $\tilde{S}_{\mathcal{W}}$, it is useful to study the same problem for a simpler model of $\mathcal{W}$, that is, the non-smooth worm domain $D_{\beta}$.

The domain $D_{\beta}$ is a simpler model of $\mathcal{W}$ which has been already used to study the mapping properties of the Bergman projection operator associated to $\mathcal{W}$, that is, the Hilbert space projection operator from $L^2(\mathcal{W})$ onto the closed subspace of holomorphic functions. For results concerning the Bergman projection and kernel of the worm domain, the role of the domain $D_{\beta}$ and related results we refer the reader to [2, 4, 12, 17, 21, 22, 27] and the references therein.

In [27] the Hardy space $H^2(D_{\beta})$ is defined as the function space
\begin{equation}
H^2(D_{\beta}) = \{F \text{ holomorphic in } D_{\beta} : \|F\|_{H^2(D_{\beta})}^2 = \sup_{(t,s) \in [(0, \beta - \frac{\pi}{2}) \times (0, \beta - \frac{\pi}{2})]} L_2 F(t,s) < \infty \},
\end{equation}

The domain $D_{\beta}$ is a simpler model of $\mathcal{W}$ which has been already used to study the mapping properties of the Bergman projection operator associated to $\mathcal{W}$, that is, the Hilbert space projection operator from $L^2(\mathcal{W})$ onto the closed subspace of holomorphic functions.
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where

$$L_2 F(t,s) = \int \int_{\mathbb{R}} \left| F(x + i(s + t), e^{\frac{i}{2} e^{2\pi i \theta}}) \right|^2 d\theta dx + \int \int_{\mathbb{R}} \left| F(x - i(s + t), e^{-\frac{i}{2} e^{2\pi i \theta}}) \right|^2 d\theta dx$$

$$+ \int \int_{\mathbb{R}} \left| F(x + i(s - t), e^{\frac{i}{2} e^{2\pi i \theta}}) \right|^2 d\theta dx + \int \int_{\mathbb{R}} \left| F(x - i(s - t), e^{-\frac{i}{2} e^{2\pi i \theta}}) \right|^2 d\theta dx.$$  

Therefore, the space $H^2(D'_B)$ is defined considering a growth condition not on the topological boundary $bD'_B$, but on the distinguished boundary $\partial D'_B$. In detail, the distinguished boundary $\partial D'_B$ is the set

$$\partial D'_B = E_1 \cup E_2 \cup E_3 \cup E_4,$$

where

$$E_1 = \left\{ (z_1, z_2) : \text{Im} z_1 = \beta, \log |z_2|^2 = \beta - \frac{\pi}{2} \right\};$$

$$E_2 = \left\{ (z_1, z_2) : \text{Im} z_1 = \beta - \pi, \log |z_2|^2 = \beta - \frac{\pi}{2} \right\};$$

$$E_3 = \left\{ (z_1, z_2) : \text{Im} z_1 = -\beta, \log |z_2|^2 = -(\beta - \frac{\pi}{2}) \right\};$$

$$E_4 = \left\{ (z_1, z_2) : \text{Im} z_1 = -(\beta - \pi), \log |z_2|^2 = -(\beta - \frac{\pi}{2}) \right\}.$$  

Adapting a decomposition introduced by Barrett in [2] and using some classical results for the Hardy spaces of a strip, the following result is proved in [27].

**Theorem 1.1** ([27]). The Hardy space $H^2(D'_B)$ is a reproducing kernel Hilbert space with respect to the inner product

$$\langle F, G \rangle_{H^2(D'_B)} := \langle \tilde{F}, \tilde{G} \rangle_{L^2(\partial D'_B)}$$

where $\tilde{F}$ and $\tilde{G}$ are the boundary value functions of $F$ and $G$ respectively. Moreover, the reproducing kernel of $H^2(D'_B)$, i.e., the Szegő kernel, is given by

$$K_{D'_B}(w_1, w_2, (z_1, z_2)) = \sum_{j \in \mathbb{Z}} w_2^j \overline{z_2^j} k_j(w_1, z_2)$$

(1.2)

$$= \sum_{j \in \mathbb{Z}} \frac{w_2^{j/2}}{8\pi} \int_{\mathbb{R}} \frac{e^{i(w_1 - \overline{\pi})/\zeta}}{\text{Ch}[\pi \zeta] \text{Ch}[(2\beta - \pi)(\xi - \overline{\zeta})]} d\xi,$$

where the series converges in $H^2(D'_B)$ for every fixed $(z_1, z_2)$ in $D'_B$.

We point out that we use the notation $\text{Ch}(x)$ instead of $\cosh(x)$ to denote the hyperbolic cosine of $x$.

Unlike the Bergman case studied by Krantz and Peloso in [22], the boundedness results in [27] are proved without relying on an asymptotic expansion of the sum in (1.2). Nevertheless, following [22], we provide in this work and asymptotic expansion of the Szegő kernel $K_{D'_B}$ in order to enrich and complete the study of the Hardy spaces of $D'_B$ begun in [27]. In detail, we prove the following result.
Theorem 1.2. Let be $\beta > \pi$ and define $\nu_{\beta} = \frac{\pi}{2\nu_{\beta}}$. Let $h$ be fixed such that $\frac{\pi}{h} < h < \min\left(\frac{1}{2}, \frac{3\nu_{\beta}}{2}\right)$. Then, there exist functions $\rho_1, \rho_2, G_1, \ldots, G_8, E$ and $\bar{E}$ that are holomorphic in $w$ and anti-holomorphic in $z$, for $w = (w_1, w_2)$ and $z = (z_1, z_2)$ varying in a neighborhood of $D'_\beta$, and remain bounded, together with all their derivatives, for $w, z \in D'_\beta$, as $|\text{Re}(w_1 - z_1)| \to +\infty$ such that

\begin{equation}
K_{D'_\beta}(w, z) = e^{-\text{sgn}[\text{Re}(w_1 - z_1)]} \frac{(w_1 - z_1)\beta}{2} K(w, z) + e^{-\text{sgn}[\text{Re}(w_1 - z_1)]}(w_1 - z_1)h \bar{K}(w, z)
\end{equation}

where

\[ K(w, z) = \frac{\rho_1(w, z)}{e^{\frac{\pi}{2}(w_1 - z_1)} - w_2 z_2} + \frac{\rho_2(w, z)}{e^{\frac{\pi}{2}(w_1 - z_1)} - w_2 z_2} + E(w, z) \]

\[ := K_1(w, z) + K_2(w, z) + E(w, z) \]

and

\[ \bar{K}(w, z) = \frac{G_1(w, z)}{[i(w_1 - z_1) + 2\beta][e^{\beta - \frac{\pi}{2}} - w_2 z_2]} + \frac{G_2(w, z)}{[e^{\frac{\pi}{2}(w_1 - z_1)} - w_2 z_2][i(w_1 - z_1) + 2\beta]} \]

\[ + \frac{G_3(w, z)}{[e^{\frac{\pi}{2}(w_1 - z_1)} - w_2 z_2][e^{\beta - \frac{\pi}{2}} - w_2 z_2]} + \frac{G_4(w, z)}{[e^{\frac{\pi}{2}(w_1 - z_1)} - w_2 z_2][i(w_1 - z_1) - 2\beta]} \]

\[ + \frac{G_5(w, z)}{[i(w_1 - z_1) - 2\beta][e^{-\beta - \frac{\pi}{2}} - w_2 z_2]} + \frac{G_6(w, z)}{[e^{-\frac{\pi}{2}(w_1 - z_1)} - w_2 z_2][e^{-\beta - \frac{\pi}{2}} - w_2 z_2]} \]

\[ + \frac{G_7(w, z)}{e^{\frac{\pi}{2}(w_1 - z_1)} + w_2 z_2} + \frac{G_8(w, z)}{e^{\frac{\pi}{2}(w_1 - z_1)} + w_2 z_2} + \bar{E}(w, z) \]

\[ := \bar{K}_1(w, z) + \ldots + \bar{K}_8(w, z) + \bar{E}(w, z). \]

Notice that the definition of $D'_\beta$ (as well as the one of $W'$) requires only that $\beta > \frac{\pi}{2}$. For simplicity of the arguments, we restrict ourselves to the case $\beta > \pi$. This is not a serious constraint since the most interesting situations for the worm domain occur when $\beta$ tends to $+\infty$.

After proving the expansion (1.3), we compare it with the expansion of the Bergman kernel contained in [22]. The investigation of the relationship between the Szegö and the Bergman kernel is a natural problem, but, to the best of the author’s knowledge, not much is known about it. Stein posed the problem of investigating this relationship in [30] pg. 20] and made some comments about some specific situations such as the case of the unit ball where the Szegö and Bergman kernel are explicitly known. In [28] the authors study the Bergman and Szegö kernels of pseudoconvex domains of finite type in $\mathbb{C}^2$. Moreover, they observe that in the special case of model domains of the form

\[ \Omega = \{(z_1, z_2) \in \mathbb{C}^2 : \text{Im} z_2 > P(z_1)\} \]

where $P$ is a subharmonic, nonharmonic polynomial on $\mathbb{C}$, the Bergman kernel can be expressed as a derivative of the Szegö kernel. More recently, Hirachi [16] realized the asymptotic expansion of the Bergman and Szegö kernels of strictly pseudoconvex domains as special values of a family of meromorphic functions and Chen–Fu studied in [10] the ratio of the Szegö and Bergman kernels for smooth bounded pseudoconvex domains in $\mathbb{C}^n$. Finally, Krantz shows in [19] how to connect the Bergman and Szegö kernels of strongly pseudoconvex domains via Stoke’s theorem.
Here we remark a direct connection between the asymptotic expansion (1.3) of the Szegő kernel and the asymptotic expansion of the Bergman kernel $B_{D^\beta}$. In detail, we show that the derivative of the expansion (1.3) with respect to any of the complex variables $w_j, z_j, j = 1, 2$ has the same types of singularities of the Bergman kernel. Therefore, we have a link between the Szegő and Bergman kernels similar to the one observed in [28] for model domains.

Let us recall the asymptotic expansion of the Bergman kernel proved by Krantz and Peloso. The theorem we state here is slightly different from the one stated in [22], but it is not hard to deduce it.

**Theorem 1.3 ([22]).** Let be $\beta > \pi$ and define $\nu_\beta = \frac{\pi - \beta}{2\pi}$. Let $h$ be fixed such that $\nu_\beta < h < \min(1, 2\nu_\beta)$. Then, there exist functions $\varphi_1, \varphi_2, F_1, \ldots, F_8$ that are holomorphic in $w$ and anti-holomorphic in $z$ for $w = (w_1, w_2)$ and $z = (z_1, z_2)$ varying in a neighborhood of $D^\beta$, and having size $O(|\Re w_1 - \Re z_1|)$, together with all their derivatives, for $w, z \in D^\beta$, as $|\Re(w_1 - z_1)| \to +\infty$. Moreover, there exist functions $E, \tilde{E} \in C^\infty(D^\beta \times D^\beta)$ such that

$$D^\alpha w_1 D^\gamma z_1 E(w, z), D^\alpha w_1 D^\gamma z_1 \tilde{E}(w, z) = O(|\Re w_1 - \Re z_1|^{\alpha + \gamma}).$$

as $|\Re w_1 - \Re z_1| \to +\infty$. Then, the following holds.

(1.4) $$B_{D^\beta}(w, z) = e^{-\sgn(\Re w_1 - \Re z_1)(w_1 - z_1)h} B(w, z) + e^{-\sgn(\Re w_1 - \Re z_1)(w_1 - z_1)h} \tilde{B}(w, z).$$

The functions $B(w, z)$ and $\tilde{B}(w, z)$ are given by

$$B(w, z) = \frac{\varphi_1(w, z)}{e^{\pi i (w_1 - z_1) / 2} - w_2 z_2} + \frac{\varphi_2(w, z)}{e^{\pi i (w_1 - z_1) / 2} - w_2 z_2} + E(w, z)$$

$$:= B_1(w, z) + B_2(w, z) + E(w, z)$$
and
\[
\tilde{B}(w,z) = \frac{F_1(w,z)}{[i(w_1 - \overline{z_1}) + 2\beta]^2[e^{\frac{\beta}{2}} - e^{-\frac{\beta}{2}}]} + \frac{F_2(w,z)}{[i(w_1 - \overline{z_1}) + 2\beta]^2[e^{\frac{\beta}{2}} - w_2\overline{z_2} - e^{-\frac{\beta}{2}}]} + \frac{F_3(w,z)}{[e^{-\frac{\beta}{2}} - w_2\overline{z_2} - e^{\frac{\beta}{2}}]} + \frac{F_4(w,z)}{[i(w_1 - \overline{z_1}) - 2\beta]^2[e^{\frac{\beta}{2}} - w_2\overline{z_2} - e^{-\frac{\beta}{2}}]} + \frac{F_5(w,z)}{[i(w_1 - \overline{z_1}) - 2\beta]^2[w_2\overline{z_2} - e^{-\frac{\beta}{2}}]} + \frac{F_6(w,z)}{[\overline{w_1} - \overline{z_1}] - 2[w_2\overline{z_2} - e^{-\frac{\beta}{2}}]} + \frac{F_7(w,z)}{[\overline{w_1} - \overline{z_1}] - 2[w_2\overline{z_2} - e^{-\frac{\beta}{2}}]} + \frac{F_8(w,z)}{[i(w_1 - \overline{z_1}) - 2\beta][w_2\overline{z_2} - e^{-\frac{\beta}{2}}]} + \tilde{E}(w,z)
\]

Then, we prove the following result.

**Theorem 1.4.** Let \((\tilde{w}, \tilde{z})\) be a point in the topological boundary \(\partial D'_\beta\) of the non-smooth worm domain \(D'_\beta\). Then,
\[
\lim_{(w,z) \to (\tilde{w}, \tilde{z})} \left| \frac{\partial}{\partial w_1} K_{D'_\beta}(w,z) \bigg/ B_{D'_\beta}(w,z) \right| = C(\tilde{w}, \tilde{z})
\]
where \(C(\tilde{w}, \tilde{z})\) is a positive constant depending only on the point \((\tilde{w}, \tilde{z})\). The same conclusion holds if we consider the derivative of \(K_{D'_\beta}\) with respect to any of the variables \(w_2, \overline{z_1}\) or \(\overline{z_2}\).

Finally, we conclude the paper with a result about the mapping properties of the Bergman projection operator \(P_{D'_\beta}\). Let \(A^p(D'_\beta)\) denotes the Bergman space, that is the space of functions in \(L^p\) and holomorphic on \(D'_\beta\). In [22] the authors study the \(L^p\) mapping properties of \(P_{D'_\beta}\) and, using the expansion (1.4), they prove the following theorem.

**Theorem 1.5 (22).** The Bergman projection operator \(P_{D'_\beta}\) extends to a bounded linear operator \(P_{D'_\beta} : L^p(D'_\beta) \to A^p(D'_\beta)\) for every \(p\) in \((1, +\infty)\).

Here we use again (1.4) to prove the regularity of the Bergman projection \(P_{D'_\beta}\) in Sobolev scale.

**Theorem 1.6.** Let \(k\) be a positive integer. Then, the Bergman projection operator extends to a bounded linear operator
\[
P_{D'_\beta} : W^{k,p}(D'_\beta) \to W^{k,p}(D'_\beta)
\]
for every \(p \in (1, +\infty)\).
We conclude the introduction with a remark on Theorem 1.2 and on a difference between the Szegő and the Bergman setting.

Given two biholomorphic domains \( D_1 \) and \( D_2 \), it is well-known how to write the Bergman projection \( P_{D_2} \) in term of \( P_{D_2} \) and vice versa. This is a general result guaranteed by the transformation rule of the Bergman kernel under biholomorphic mappings (see, for instance, [18]). Hence, from [13], Krantz and Peloso also obtain an asymptotic expansion for another important non-smooth version of the worm domain. Namely, let \( D_\beta \) be the domain

\[
D_\beta = \left\{ (z_1,z_2) \in \mathbb{C}^2 : \text{Re} \left( z_1 e^{-i \log |z_2|^2} \right) > 0, |\log |z_2|^2| < \beta - \frac{\pi}{2} \right\}.
\]

Then, the domains \( D_\beta' \) and \( D_\beta \) are biholomorphically equivalent via the map \( \varphi : D_\beta' \to D_\beta, (z_1,z_2) \mapsto (e^{z_1},z_2) \). Both \( D_\beta' \) and \( D_\beta \) have a central role in the study of the Bergman projection attached the smooth worm \( W \). We refer the reader to [2] [20] for further details.

In the Szegő setting we lack a general transformation rule for the Szegő kernel under biholomorphic mappings, therefore we cannot trivially use the asymptotic expansion of \( K_{D_\beta'} \) in Theorem 1.2 in order to obtain information on the Szegő kernel attached to \( D_\beta \).

Thus, the Szegő projection of the domain \( D_\beta \) must be independently studied.

The paper is organized as follows. In Section 2 we describe the singularities of \( K_{D_\beta'} \), whereas in Section 3 we prove Theorem 1.2. The proof of the theorem is quite long, therefore we proceed step by step proving a series of different propositions and lemmas. In Section 4 we compare the asymptotic expansion of the Szegő kernel with the asymptotic expansion of the Bergman kernel and in Section 5 we prove Theorem 1.6.

2. The singularities of \( K_{D_\beta'} \)

In this section we describe the behavior of \( K_{D_\beta'} \) at the boundary. In particular we observe that, even if the space \( H^2(D_\beta') \) is defined relying on the distinguished boundary \( \partial D_\beta' \), the kernel \( K_{D_\beta'} \) is singular on the whole topological boundary \( \partial b D_\beta' \). The privileged role of the distinguished boundary is echoed in the fact that \( K_{D_\beta'} \) has the worst behavior on \( \partial D_\beta' \times \partial D_\beta' \).

Using the notation of Theorem 1.2, we notice the following facts:

- for \( w,z \in D_\beta' \) the terms \( K_1 \) and \( \tilde{K}_1 \) become singular only if

\[
w_2 \mathcal{Z}_2 \to e^{-\frac{i(w_1 - \pi)}{2 \mathcal{Z}_2}}.
\]

This can happen only if \( \log |w_2|^2 \to \text{Im}(w_1) - \frac{\pi}{2} \) and \( \log |z_2|^2 \to \text{Im}(z_1) - \frac{\pi}{2} \). Thus, \( K_1 \) and \( \tilde{K}_1 \) are singular only when both \( w \) and \( z \) tend to the right oblique boundary line of the domain in Figure 1.
- the terms \( K_2 \) and \( \tilde{K}_2 \) are similar to \( K_1 \) and \( \tilde{K}_1 \) and they are singular on the left oblique boundary line of the domain in Figure 1.
- the term \( K_3 \) is singular when

\[
w_2 \mathcal{Z}_2 \to e^{-\frac{i(w_1 - \pi)}{2 \mathcal{Z}_2}} \quad \text{or} \quad w_2 \mathcal{Z}_2 \to e^{-\left( \beta - \frac{\pi}{2} \right)}.
\]

Thus, \( \tilde{K}_3 \) is singular when both \( w \) and \( z \) tend either to the lower horizontal or the right oblique boundary line on of the domain in Figure 1. Notice that the worst behavior of the term is when \( w_2 \mathcal{Z}_2 \to e^{-\left( \beta - \frac{\pi}{2} \right)} \) and \( (w_1 - \pi) \to 2(\beta - \pi) \) since the singularities add up. Therefore, \( \tilde{K}_3 \) has the worst behavior on the component \( E_4 \) of \( \partial D_\beta' \).
− the term $\tilde{K}_4$ is singular when
\[ w_2\bar{z}_2 \to e^{-\frac{(w_1 - z_1)}{2} + \pi} \quad \text{or} \quad \text{Im}(w_1 - \pi) \to 2\beta. \]
Therefore, $\tilde{K}_4$ is singular when both $w, z$ tend to the right oblique boundary line of the domain of Figure 1 and it has the worst behavior on $E_1$;

− the singularities of $\tilde{K}_5$ are similar to the ones of $\tilde{K}_4$ and the worst situation is when both $w, z$ tend to $E_3$;

− the singularities of $\tilde{K}_6$ are similar to the ones of $\tilde{K}_3$. The term in singular both $w$ and $z$ tend to the left oblique or the upper boundary line of the domain in Figure 1 and the worst situation is when both $w, z$ tend to $E_2$;

− the term $\tilde{K}_7$ becomes singular when
\[ w_2\bar{z}_2 \to e^{\beta - \frac{\pi}{2}} \quad \text{or} \quad \text{Im}(w_1 - \pi) \to 2\beta. \]
Therefore, the term becomes singular when both $w$ and $z$ tend to the upper boundary line of the domain in Figure 1 and, like $\tilde{K}_4$, it has the worst behavior when both $w, z$ tend to $E_3$;

− the last term $\tilde{K}_8$ is symmetric to $\tilde{K}_7$. It is singular when $w, z$ tends to the lower boundary line of the domain in Figure 1 and it has the worst behavior when both $w, z$ tend to $E_3$.

3. The reproducing kernel of $H^2(D_{\beta}^{\prime})$

This section is devoted to the proof of Theorem 1.2. The proof is based on a direct computation of the sum (1.2). In order to simplify the notation, we define
\[
I_j(\tau) = \int_{R} e^{i\tau \xi} \text{Ch}[(\frac{\pi}{2} - \pi)(\xi - j\frac{1}{2})] \, d\xi.
\]
Then, we would like to compute the sum
\[
(3.1) \sum_{j \in \mathbb{Z}} I_j(\tau)\lambda^j,
\]
where the couple $(\tau, \lambda)$ belongs to the set
\[
D = \{ (\tau, \lambda) \in \mathbb{C}^2 : |\text{Im}\tau - \log|\lambda|^2| < \pi, e^{-(\beta - \frac{T}{2})} < |\lambda| < e^{\beta - \frac{\pi}{2}} \}.
\]
Similarly to (22), in order to compute (3.1), we compute $I_j(\tau)$ by means of the residue theorem and we keep track of the error terms that arise.

Let us denote by $g_j$ the holomorphic function $g_j : \mathbb{C} \to \mathbb{C}$
\[
g_j(\zeta) := e^{i\tau \xi} \text{Ch}[\pi\xi\text{Ch}(2\beta - \pi)(\xi - j\frac{1}{2})].
\]
About the function $g_j$, we have the following result whose easy proof we do not include.

**Proposition 3.1.** The function $g_j$ is holomorphic in the plane except at the points
\[
\zeta = i \left( \frac{1}{2} + k \right), k \in \mathbb{Z}, \quad \zeta = i\beta \left( \frac{1}{2} + k \right) + \frac{j}{2}, k \in \mathbb{Z},
\]
where $\beta = \frac{\pi}{2\pi - \pi}$. Moreover
\[
\text{Res} \left( g_j, \frac{i}{2} \pm i\frac{\nu_b}{2} \right) = \pm \frac{e^{\pi i (\frac{\nu_b}{2})}}{i (2\nu_b - \pi) \text{Ch} \left[ \pi \left( \frac{1}{2} \pm i\frac{\nu_b}{2} \right) \right]}.
\]

To compute \( I_j(\tau) \) we shall distinguish two cases according to whether \( \text{Re} \tau \geq 0 \) or \( \text{Re} \tau < 0 \). Let us focus now on the case \( \text{Re} \tau \geq 0 \). We shall use the method of contour integrals. As contour of integration we choose the rectangular box \( \gamma_N \) centered on the imaginary axis with corners \( N + i0, -N + i0, N + ih \) and \( N - ih \) where \( h \) is chosen so that
\[
\frac{\nu_b}{2} < h < \min \left( \frac{1}{2}, \frac{3\nu_b}{2} \right).
\]

We have the following result.

**Proposition 3.2.** Let \( \beta > \pi \) and fix \( h \) as above. We define
\[
R_j(\tau) = 2\pi i \cdot \text{Res} \left( g_j, \frac{i}{2} + i\frac{\nu_b}{2} \right), \quad J_j(\tau) = \int_{\mathbb{R}} g_j(\xi + ih) \, d\xi.
\]
Then, for all \( j \in \mathbb{Z} \),
\[
I_j(\tau) = R_j(\tau) + J_j(\tau).
\]

**Proof.** The residue theorem guarantees that
\[
\int_{-N}^{N} g_j(\xi) d\xi = R_j(\tau) + \int_{-N}^{N} g_j(\xi + ih) d\xi - i \int_{0}^{h} g_j(N + i\xi) d\xi - i \int_{h}^{0} g_j(-N + i\xi) d\xi.
\]

It is not hard to prove that the integrals along the vertical sides go to zero and obtain the conclusion.

The proof for \( \text{Re} \tau < 0 \) is completely analogous, but we integrate along the similar rectangular box in the bottom half-plane.

Thus, we have split the sum (3.1) into two different sums, namely
\[
\sum_{j \in \mathbb{Z}} I_j(\tau) \lambda^j = \sum_{j \in \mathbb{Z}} R_j(\tau) \lambda^j + \sum_{j \in \mathbb{Z}} J_j(\tau) \lambda^j.
\]

**Remark 3.3.** For simplicity of notation, from now on, we restrict ourselves to work with \( \text{Re} \tau \geq 0 \). The case \( \text{Re} \tau < 0 \) is similarly obtained.

**Remark 3.4.** The following equality will have a prominent role in our computations. Let \( a, b \in \mathbb{R} \) such that \( a \neq 0 \), then
\[
\frac{e^{|a|}}{\text{Ch}(a + ib)} = 2e^{-\text{sgn}(a)b} \left( 1 - \frac{e^{-2\text{sgn}(a)(a+ib)}}{1 + e^{-2\text{sgn}(a)(a+ib)}} \right).
\]

3.1. The sum of the \( R_j \)'s. We prove the following proposition.

**Proposition 3.5.** There exists a function \( E(\tau, \lambda) \) which is smooth in a neighborhood of \( \overline{D} \) such that \( D^{\alpha}_\tau E = O(|\text{Re} \tau|^\alpha) \) as \( |\text{Re} \tau| \to +\infty \) and such that
\[
\mathcal{R}(\tau, \lambda) = \sum_{j \in \mathbb{Z}} R_j(\tau) \lambda^j = \frac{4\nu_b}{e^{\pi b}} \left\{ \frac{e^{-\nu_b}}{\lambda e^{\nu_b} - 1} + \frac{e^{-\nu_b}}{1 - \lambda e^{\nu_b}} + \frac{1}{\text{Ch}[\nu_b]} + E(\tau, \lambda) \right\}.
\]

The convergence of the series is uniform on compact subsets of \( D \).
Proof. From Proposition 3.1 we have

\[ R_j(\tau) = 2\pi i \text{Res} \left( \frac{g_j}{2} + i\frac{\nu \beta}{2} \right) = \frac{2\pi e^{\frac{\nu \beta}{2}}}{(2\beta - \pi) \text{Ch} \left[ \pi \left( \frac{1}{2} + i\frac{\nu \beta}{2} \right) \right]} = \frac{2\nu e^{\frac{i\nu \beta}{2}}}{\text{Ch} \left[ \pi \left( \frac{1}{2} + i\frac{\nu \beta}{2} \right) \right]} \]

Our problem is to compute the sum

\[ \sum_{j \in \mathbb{Z}} \frac{2\nu e^{\frac{i\nu \beta}{2}}}{\text{Ch} \left[ \pi \left( \frac{1}{2} + i\frac{\nu \beta}{2} \right) \right]} \lambda^j = 2\nu e^{\frac{i\nu \beta}{2}} \sum_{j \in \mathbb{Z}} \frac{e^{\frac{j\tau}{2}}}{\text{Ch} \left[ \pi \left( \frac{1}{2} + i\frac{\nu \beta}{2} \right) \right]} \lambda^j. \]

If we consider only the sum on the right-hand side of the previous equation, from (3.3), it follows

\[ \sum_{j \in \mathbb{Z}} \frac{e^{\frac{j\tau}{2}}}{\text{Ch} \left[ \pi \left( \frac{1}{2} + i\frac{\nu \beta}{2} \right) \right]} \lambda^j = 2 \sum_{j \neq 0} e^{\frac{j\tau}{2}} \lambda^j \frac{e^{\frac{j\nu \beta}{2}}}{1 + e^{\frac{j\nu \beta}{2}}} \left[ 1 - e^{-2\sigma(j)(\frac{\nu \beta}{2} + i\frac{\nu \beta}{2})} \right] \]

\[ = 2 (F - E + G), \]

where

\[ \sigma(j) = \text{sgn}(j); \quad F = F(\tau, \lambda) = \sum_{j \neq 0} e^{\frac{j\tau}{2}} \lambda^j e^{-\frac{\nu \beta}{2}(j \pm \nu \beta \sigma(j))}; \]

\[ G = \frac{1}{\text{Ch} \left( \frac{i\nu \beta}{2} \right)}; \quad E = E(\tau, \lambda) = \sum_{j \neq 0} e^{\frac{j\tau}{2}} \lambda^j e^{-\frac{\nu \beta}{2}(j \pm \nu \beta \sigma(j))} \frac{1}{1 + e^{-2\sigma(j)(\nu \beta \lambda + i \nu \beta)}}. \]

About F, we have

\[ F = e^{\frac{i\nu \beta}{2}} \sum_{j < 0} e^{\frac{j\nu \beta}{2}} \lambda^j + e^{-\frac{i\nu \beta}{2}} \sum_{j > 0} e^{\frac{j\nu \beta}{2}} \lambda^j = \frac{e^{\frac{i\nu \beta}{2}}}{\lambda e^{\frac{i\nu \beta}{2}} - 1} + \frac{e^{-\frac{i\nu \beta}{2}}}{\lambda e^{\frac{i\nu \beta}{2}} + 1} \]

and the convergence of the two series is guaranteed exactly when \( e^\frac{i\nu \beta}{2} < |\lambda| < e^\frac{-i\nu \beta}{2} \).

We analyze now the error term E. It results

\[ E = e^{\frac{3i\nu \beta}{2}} \sum_{j < 0} \lambda^j e^{\frac{j\nu \beta}{2}} + e^{-\frac{3i\nu \beta}{2}} \sum_{j > 0} \lambda^j e^{-\frac{j\nu \beta}{2}}. \]

It is easy to prove that there exists a constant \( c > 0 \) such that \( |1 + e^{-\nu \beta \sigma(j)}| > c > 0 \) for every \( j \). Hence the series which define E converge when \( e^\frac{3i\nu \beta}{2} < |\lambda| < e^\frac{-3i\nu \beta}{2} \) which is an annulus strictly larger than \( e^\frac{i\nu \beta}{2} < |\lambda| < e^\frac{-i\nu \beta}{2} \). Thus the sums of the two series are smooth and bounded, with all derivatives smooth and bounded, in a neighborhood of \( \overline{\mathbb{D}} \). Moreover, since the two series converge uniformly on a neighborhood of \( \overline{\mathbb{D}} \), we can differentiate term by term with respect to \( \tau \) and easily obtain that \( D^2 \lambda E = O(|\text{Re} \tau|^k) \) as \( |\text{Re} \tau| \to \infty \). The conclusion follows.

3.2. The sum of the \( J_j \)’s. It remains to compute \( \sum J_j(\tau) \lambda^j \). We recall that

\[ J_j(\tau) = \int_R \left. \frac{e^{\frac{i\nu \beta}{2}(\xi + ih)}}{\text{Ch} [\pi(\xi + ih)]} \right| \text{Ch} [(2\beta - \pi)(\xi + ih - \frac{j}{2})] d\xi. \]

If we define \( \sigma(\xi) = e^{-\text{sgn}(\xi)\nu \beta - \text{sgn}(\xi - \frac{j}{2})(2\beta - \pi)h} \), from equation (3.3) we obtain

\[ J_j(\tau) = 4e^{-\nu \beta} \left( M_j(\tau) - E_j^{(1)}(\tau) - E_j^{(2)}(\tau) + E_j^{(3)}(\tau) \right), \]
where

\( M_j(\tau) = \int_{\mathbb{R}} \sigma(\xi) \frac{e^{i\tau \xi}}{e^{i\pi(\tau + 2\beta - \pi)|\xi - \frac{\lambda}{2}|}} d\xi; \)

\( E_j^{(1)}(\tau) = \int_{\mathbb{R}} \sigma(\xi) \frac{e^{i\tau \xi}}{e^{i\pi(\tau + 2\beta - \pi)|\xi - \frac{\lambda}{2}|}} \left[ \frac{e^{-2sgn(\xi)\pi(\xi + i\delta)}}{1 + e^{-2sgn(\xi)\pi(\xi + i\delta)}} \right] d\xi; \)

\( E_j^{(2)}(\tau) = \int_{\mathbb{R}} \sigma(\xi) \frac{e^{i\tau \xi}}{e^{i\pi(\tau + 2\beta - \pi)|\xi - \frac{\lambda}{2}|}} \left[ \frac{e^{-2sgn(\xi - \frac{\lambda}{2})\pi(\xi - \frac{\lambda}{2} + i\delta)}}{1 + e^{-2sgn(\xi - \frac{\lambda}{2})\pi(\xi - \frac{\lambda}{2} + i\delta)}} \right] d\xi; \)

\( E_j^{(3)}(\tau) = \int_{\mathbb{R}} \sigma(\xi) \frac{e^{i\tau \xi}}{e^{i\pi(\tau + 2\beta - \pi)|\xi - \frac{\lambda}{2}|}} \left( \frac{e^{-2sgn(\xi - \frac{\lambda}{2})\pi(\xi - \frac{\lambda}{2} + i\delta)}}{1 + e^{-2sgn(\xi - \frac{\lambda}{2})\pi(\xi - \frac{\lambda}{2} + i\delta)}} \right) d\xi. \)

Our problem has become the computation of the sum

\[
\sum_{j \in \mathbb{Z}} J_j(\tau)\lambda^j = 4e^{-\theta \tau} \left[ \sum_{j \in \mathbb{Z}} M_j(\tau)\lambda^j + \sum_{k=1}^{3} \sum_{j \in \mathbb{Z}} E_j^{(k)}(\tau)\lambda^j \right].
\]

We will use the following scheme to compute the integrals \((3.7)-(3.10)\). If \( j > 0 \), we choose a positive \( \delta \) such that \( 0 < \delta < \frac{j}{2} \) and we consider

\[
\int_{\mathbb{R}} f = \left[ \int_{-\infty}^{-\delta} + \int_{-\delta}^{\frac{j}{2} - \delta} + \int_{\frac{j}{2} + \delta}^{\frac{j}{2} + \delta} + \int_{\frac{j}{2} + \delta}^{+\infty} \right] f = I + I_1 + I_2 + I_3.
\]

Analogously, for negative \( j \)'s, we choose a positive \( \delta \) such that \( \frac{j}{2} < -\delta < 0 \) and we consider

\[
\int_{\mathbb{R}} f = \left[ \int_{-\infty}^{-\delta} + \int_{-\delta}^{\frac{j}{2} - \delta} + \int_{\frac{j}{2} + \delta}^{\delta} + \int_{\delta}^{+\infty} \right] f = I' + I'_1 + I_2 + I_3'.
\]

We remark that the case \( j = 0 \) is somehow special, but it could be treated in a similar way. Also, notice that the decomposition of the integrals above make sense even for \( \delta = 0 \); this choice of \( \delta \) will be the case in the computation of the sum of the \( M_j \)'s as we immediately see.

**Proposition 3.6.** There exist entire functions \( \psi_i(\tau, \lambda), i = 1, 2, 3, 4, \) such that

\[
4e^{-\theta \tau} \sum_{j \in \mathbb{Z}} M_j(\tau)\lambda^j = 4e^{-\theta \tau} \left[ \frac{e^{2\beta\theta}}{\tau + 2\beta} + \frac{-e^{-2\beta\theta}}{\tau - 2\beta} + \frac{-e^{2\beta\theta}}{(\tau + 2\beta)(1 - \lambda e^{\frac{\beta\theta}{\tau}})} \right.
\]

\[
+ \frac{e^{-2\beta\theta}}{(\tau - 2\beta)(1 - \lambda e^{\frac{\beta\theta}{\tau}})} \left. + \frac{\psi_1(\lambda)}{(\tau + 2\beta)(1 - \lambda e^{-\frac{\beta\theta}{\tau}})} + \frac{\psi_2(\tau, \lambda)}{(\tau - 2\beta)(1 - \lambda e^{-\frac{\beta\theta}{\tau}})} \right. \]

\[
+ \frac{\psi_3(\tau, \lambda)}{(1 - \lambda e^{\frac{\beta\theta}{\tau}})(1 - \lambda e^{-\frac{\beta\theta}{\tau}})} \left. + \frac{\psi_4(\tau, \lambda)}{(1 - \lambda e^{\frac{\beta\theta}{\tau}})(1 - \lambda e^{-\frac{\beta\theta}{\tau}})} \right].
\]
where

\[ \psi_1(\lambda) = \lambda e^{2\beta \lambda} e^{-\beta \frac{\tau}{2}}; \quad \psi_2(\lambda) = \lambda e^{-(\beta - \frac{\tau}{2})} e^{2i(\beta - \pi)i\hbar \lambda} \frac{e^{\frac{\pi}{2} + \beta - \pi} - 1}{i\tau + 2\beta - 2\pi}; \]

\[ \psi_3(\tau, \lambda) = -\lambda e^{-2\beta \lambda} e^{\frac{\tau}{2} \beta}; \quad \psi_4(\tau, \lambda) = \lambda e^{-2(\beta - \pi)i\hbar \lambda} e^{\beta - \frac{\tau}{2}} \frac{e^{\frac{\pi}{2} - \beta + \pi} - 1}{i\tau - 2\beta + 2\pi}. \]

**Proof.** First of all, we have to compute each single \( M_j(\tau) \). In this case we choose \( \delta = 0 \) in (3.12) and (3.13) so that we do not have the error terms \( \mathcal{E}_1, \mathcal{E}_2, \mathcal{E}_1^* \) and \( \mathcal{E}_2^* \). We begin focusing on the positive \( j \)'s. Therefore,

\[ I = e^{2\beta \lambda} e^{-(2\beta - \pi)i\hbar \lambda} \int_{-\infty}^{\infty} e^{i(\tau + 2\beta)\xi} d\xi; \]

\[ II = e^{2(\beta - \pi)i\hbar} e^{-(2\beta - \pi)i\hbar \lambda} \int_{-\infty}^{\infty} e^{i(\tau + 2\beta - 2\pi)\xi} d\xi; \]

\[ III = e^{-2\beta \lambda} e^{(2\beta - \pi)i\hbar \lambda} \int_{-\infty}^{\infty} e^{i(\tau - 2\beta)\xi} d\xi. \]

Choosing \( \delta = 0 \) we obtain

\[ I = \frac{e^{2\beta \lambda}}{i\tau + 2\beta} e^{-(2\beta - \pi)i\hbar \lambda}; \quad II = \frac{e^{2(\beta - \pi)i\hbar}}{i\tau + 2\beta - 2\pi} \left( e^{i(\tau - \pi)i\hbar \lambda} - e^{-(2\beta - \pi)i\hbar \lambda} \right); \]

\[ III = -\frac{e^{-2\beta \lambda}}{i\tau - 2\beta} e^{i(\tau - \pi)i\hbar \lambda}. \]

Summing up over the positive \( j \)'s we obtain

\[ \sum_{j>0} M_j(\tau) \lambda^j = \sum_{j>0} (I + II + III) \lambda^j \]

\[ = \frac{e^{2\beta \lambda}}{i\tau + 2\beta} \left[ \frac{\lambda}{e^{\beta \frac{\tau}{2}} - \lambda} - \frac{e^{-2\beta \lambda}}{i\tau - 2\beta} \left[ \frac{\lambda}{e^{\beta \frac{\tau}{2}} - \lambda} + \lambda e^{-(\beta - \frac{\tau}{2})} e^{2i(\beta - \pi)i\hbar \lambda} \frac{e^{\frac{\pi}{2} + \beta - \pi} - 1}{(1 - \lambda e^{\frac{\tau}{2} \beta}) (1 - \lambda e^{-(\beta - \frac{\tau}{2})})} \right] \right]. \]

Notice that we do not have a singularity when \( \tau \to 2\beta - 2\pi \).

Analogously, using (3.13), we obtain a result for negative \( j \)'s. Choosing again \( \delta = 0 \), we obtain

\[ \sum_{j<0} M_j(\tau) \lambda^j = \sum_{j<0} (I^* + II^* + III^*) \lambda^j \]

\[ = \frac{e^{2\beta \lambda}}{i\tau + 2\beta} \left[ \frac{1}{\lambda e^{\beta \frac{\tau}{2}} - 1} \right] - \frac{e^{-2\beta \lambda}}{i\tau - 2\beta} \left[ \frac{\lambda e^{-(\beta - \frac{\tau}{2})} e^{\beta - \frac{\tau}{2}}}{(\lambda e^{\beta \frac{\tau}{2}} - 1)} \right] \frac{e^{\frac{\pi}{2} - \beta + \pi} - 1}{i\tau - 2\beta + 2\pi}. \]

It remains to compute \( M_0(\tau) \) but it is immediate to verify that

\[ M_0(\tau) = \frac{e^{2\beta \lambda}}{i\tau + 2\beta} - \frac{e^{-2\beta \lambda}}{i\tau - 2\beta}. \]

Simplifying the notation a little bit we obtain (3.14) as we wished. \( \square \)
At this point, we wish to evaluate the sums \( \sum_{j \in \mathbb{Z}} E_j^{(k)}(\tau) \lambda^j \) for \( k = 1, 2, 3 \). Recall that we are still supposing that \( \text{Re} \, \tau \geq 0 \). We first introduce some domains which all are neighborhood of \( \mathcal{D} \), namely

\[
(3.21) \quad \mathcal{D}' = \{ (\tau, \lambda) \in \mathbb{C}^2 : |\text{Im} \, \tau - \log|\lambda|^2| < 2\pi, |\log|\lambda|^2| < 2\beta - \frac{\pi}{2}\};
\]

\[
(3.22) \quad \mathcal{D}_{\infty, 2\pi} = \{ (\tau, \lambda) \in \mathbb{C}^2 : |\text{Im} \, \tau - \log|\lambda|^2| < 2\pi, |\lambda| > 0\};
\]

\[
(3.23) \quad S_{2\beta + \frac{3}{2}\pi} = \{ \tau \in \mathbb{C} : |\text{Im} \, \tau| < 2\beta + \frac{3}{2}\pi\}.
\]

**Proposition 3.7.** Let us consider

\[
E_j^{(1)}(\tau) = \int_{\mathbb{R}} \sigma(\xi) \frac{e^{i\tau \xi}}{e^{\pi(\xi + (2\beta - \pi)^j)} - \lambda} \left[ e^{-2 \text{sgn}(\xi) |\pi(\xi + h)|} \right] d\xi,
\]

where \( \sigma(\xi) = e^{-i \text{sgn}(\xi) \pi h - i \text{sgn}(\xi - j/2)(2\beta - \pi)h} \). Then

\[
(3.24) \quad e^{-\tau h} \sum_{j \in \mathbb{Z}} E_j^{(1)}(\tau) \lambda^j = e^{-\tau h} \left[ \frac{\Psi^{(1)}(\tau, \lambda)}{e^{(2\beta - \pi)} - \lambda} + \frac{\Psi^{(2)}(\tau, \lambda)}{e^{(2\beta - \pi)} - \lambda} + \Psi^{(3)}(\tau, \lambda) \right],
\]

where \( \Psi^{(j)} \) are holomorphic functions in a neighborhood of \( \overline{\mathcal{D}} \), bounded together with all their derivatives as \( |\text{Re} \, \tau| \to \infty \).

**Proof.** Notice that with our choice of \( h \) (see (3.2)), it results that \( 1 + e^{-2 \text{sgn}(\xi) |\pi(\xi + ih)|} \neq 0 \) for every \( \xi \). We decompose the integral defining \( E_j^{(1)}(\tau) \) as in (3.12) and (3.13), according to whether \( j \) is positive or negative.

We start analyzing the error terms \( \mathcal{E}_1 \) and \( \mathcal{E}_2 \). We have

\[
\mathcal{E}_1 = e^{2\beta h} e^{-(2\beta - \pi)^j} \int_{-\delta}^{0} e^{(\tau + 2\beta)^j \xi} \frac{e^{2\pi(\xi + ih)}}{1 + e^{2\pi(\xi + ih)}} d\xi
\]

\[
+ e^{(2\beta - \pi)ih} e^{-(2\beta - \pi)^j} \int_{0}^{\delta} e^{(\tau + 2\beta - 2\pi)^j \xi} \frac{e^{-2\pi(\xi + ih)}}{1 + e^{-2\pi(\xi + ih)}} d\xi,
\]

from which we deduce

\[
(3.25) \quad \sum_{j \geq 0} \mathcal{E}_1 \lambda^j = \left[ \frac{\lambda e^{-(2\beta - \pi)}}{1 - \lambda e^{-(2\beta - \pi)}} \right] \times \left[ e^{2\beta h} \int_{-\delta}^{0} e^{(\tau + 2\beta)^j \xi} \frac{e^{2\pi(\xi + ih)}}{1 + e^{2\pi(\xi + ih)}} d\xi + e^{(2\beta - \pi)ih} \int_{0}^{\delta} e^{(\tau + 2\beta - 2\pi)^j \xi} \frac{e^{-2\pi(\xi + ih)}}{1 + e^{-2\pi(\xi + ih)}} d\xi \right].
\]

We conclude that

\[
(3.26) \quad e^{-\tau h} \sum_{j \geq 0} \mathcal{E}_1 \lambda^j = \left[ \frac{e^{-(2\beta - \pi)}}{1 - \lambda e^{-(2\beta - \pi)}} \right] e^{-\tau h} \Psi_{E_1}(\tau, \lambda),
\]

where \( \Psi_{E_1}(\tau, \lambda) \) is entire and bounded together with all its derivatives as \( |\text{Re} \, \tau| \to \infty \) and \( \text{Im} \, \tau \) remains bounded.

To deal with \( \mathcal{E}_2 \) is a little more complicated since the extremes of integration depend on \( j \), but we cannot compute explicitly the integral in order to proceed with the sum in \( j \). In
fact, we have
\[ E_2 = e^{2(\beta - \pi)ih} e^{-(2\beta - \pi)\frac{1}{2}} \int_{\frac{\pi}{2}}^{\frac{\pi}{2} + \delta} e^{(\tau + 2\beta - 2\pi)\xi} \frac{e^{-2\pi(\xi + ih)}}{1 + e^{-2\pi(\xi + ih)}} d\xi \]
\[ + e^{-2\beta h} e^{(2\beta - \pi)\frac{1}{2}} \int_{\frac{\pi}{2}}^{\frac{\pi}{2} + \delta} e^{(\tau - 2\beta)\xi} \frac{e^{-2\pi(\xi + ih)}}{1 + e^{-2\pi(\xi + ih)}} d\xi \]
\[ = A_j + B_j. \]

We notice that
\[ \frac{e^{-2\pi(\xi + ih)}}{1 + e^{-2\pi(\xi + ih)}} = -\sum_{k=0}^{\infty} \left[ -e^{-2\pi(\xi + ih)} \right]^k \xi > 0, \]
where the series converges uniformly on compact sets with bounds uniform in \( j > 0 \). This allows to interchange the order of integration and summation over \( k \). Then
\[ A_j = -e^{2(\beta - \pi)ih} e^{-(2\beta - \pi)\frac{1}{2}} \int_{\frac{\pi}{2}}^{\frac{\pi}{2} + \delta} e^{(\tau + 2\beta - 2\pi)\xi} \sum_{k=0}^{\infty} \left[ -e^{-2\pi(\xi + ih)} \right]^k d\xi \]
\[ = -e^{2(\beta - \pi)ih} e^{-(2\beta - \pi)\frac{1}{2}} \sum_{k=0}^{\infty} \left[ -e^{-2\pi ih} \right]^k \int_{\frac{\pi}{2}}^{\frac{\pi}{2} + \delta} e^{(\tau + 2\beta - 2\pi - 2\pi k)\xi} d\xi. \]

Summing up on positive \( j \)'s, we obtain
\[ \sum_{j>0} A_j \lambda^j = -e^{2(\beta - \pi)ih} \sum_{j>0} \lambda^j e^{-(2\beta - \pi)\frac{1}{2}} \sum_{k=0}^{\infty} \left[ -e^{-2\pi ih} \right]^k \int_{\frac{\pi}{2}}^{\frac{\pi}{2} + \delta} e^{(\tau + 2\beta - 2\pi - 2\pi k)\xi} d\xi \]
\[ = -e^{2(\beta - \pi)ih} \sum_{k=0}^{\infty} \left[ -e^{-2\pi ih} \right]^k \sum_{j>0} \lambda^j e^{(\tau + 2\beta - 2\pi - 2\pi k)\xi} \int_{\frac{\pi}{2}}^{\frac{\pi}{2} + \delta} e^{(\tau + 2\beta - 2\pi - 2\pi k)\xi} d\xi \]
\[ = -e^{2(\beta - \pi)ih} \sum_{k=0}^{\infty} \left[ -e^{-2\pi ih} \right]^k \frac{\lambda e^{\frac{\tau + 2\beta - 2\pi k}{2\pi} \xi}}{1 - \lambda e^{\frac{\tau + 2\beta - 2\pi k}{2\pi} \xi}} \int_{\frac{\pi}{2}}^{\frac{\pi}{2} + \delta} e^{(\tau + 2\beta - 2\pi - 2\pi k)\xi} d\xi \]
\[ = -e^{2(\beta - \pi)ih} \sum_{k=0}^{\infty} \left[ -e^{-2\pi ih} \right]^k \frac{\lambda}{e^{\frac{\tau + 2\beta - 2\pi k}{2\pi} \xi} - \lambda} \psi_1^{(k)} (\tau), \]

where \( \psi_1^{(k)} (\tau) \) is an entire function such that
\[ \left| \psi_1^{(k)} (\tau) \right| \leq c_6 e^{2\pi k \delta} \left| \frac{1 - e^{-\delta(2\beta - \Im \tau)}}{2\beta - \Im \tau} \right|. \]

Notice that we do not have a singularity when \( \Im \tau \to 2\beta \). The convergence of the sum in \( j \) is guaranteed when \( \lambda e^{\frac{\tau + 2\beta - 2\pi k}{2\pi} \xi} < 1 \) and this last condition is satisfied for every positive \( k \) when the pair \((\tau, \lambda)\) belongs to \( D_{\infty, 2\pi} \).

We still have to study \( \sum_{j>0} B_j \lambda^j \). We have
\[ B_j = -e^{-2\beta h} e^{(2\beta - \pi)\frac{1}{2}} \sum_{k=0}^{\infty} \left[ -e^{-2\pi ih} \right]^k \int_{\frac{\pi}{2}}^{\frac{\pi}{2} + \delta} e^{(\tau - 2\beta - 2\pi k)\xi} d\xi. \]
Then,

\[
\sum B_j \lambda^j = -e^{-2\beta h} \sum_{j=0}^{\infty} \lambda^j e^{(2\beta - \pi)i} \sum_{k=0}^{j} \left[ -e^{-2\pi h} \right]^{k} \int_{\frac{1}{2}}^{\frac{1}{2}+\delta} e^{(\tau - 2\beta - 2\pi k)\xi} d\xi
\]

where \(\Psi\) using the same strategy, we now study

\[
\sum B_j \lambda^j = -e^{-2\beta h} \sum_{k=0}^{\infty} \left[ -e^{-2\pi h} \right]^{k} \int_{\frac{1}{2}}^{\frac{1}{2}+\delta} e^{(\tau - 2\beta - 2\pi k)\xi} d\xi
\]

(3.28)

\[
= -e^{-2\beta h} \sum_{k=0}^{\infty} \left[ -e^{-2\pi h} \right]^{k} \left[ \frac{\lambda}{e^{\frac{-2\pi h}{\tau - 2\beta - 2\pi k}} - \lambda} \right] h(k, \tau).
\]

Here \(h(k, \tau)\) is an entire function such \(h(k, \tau) < \left[ \frac{1 - e^{-\delta(\text{Im} \tau + \beta)}}{\text{Im} \tau + \beta} \right]\) and we use the fact that \(\lambda e^{\frac{-2\pi h}{\tau - 2\pi k}} < 1\) for every positive \(k\). In conclusion,

(3.29)

\[
\sum_{j=0}^{\infty} E_2 \lambda^j = -\sum_{k=0}^{\infty} \left[ -e^{-2\pi h} \right]^{k} \left[ \frac{\lambda}{e^{\frac{-2\pi h}{\tau - 2\beta - 2\pi k}} - \lambda} \right] \left[ e^{2(\beta - \pi)ih} h(k, \tau) + e^{-2\beta h} h(k, \tau) \right].
\]

We want to prove that this sum on \(k\) converges to a function holomorphic on the domain \(D_{\infty, 2\pi}\). To prove this is enough to assume \(\delta < 1/2\) and to notice that, for fixed \(M > 0\), it is possible to select \(k_0\) large enough so that for all \(k \geq k_0\), when \((\tau, \lambda) \in D_{\infty, 2\pi}\) with \(\text{Im} \tau \leq M\) and \(|\lambda| \leq e^M\), we have that

\[
|e^{\frac{2\pi h}{\tau - 2\beta - 2\pi k}} - \lambda| = ce^{\pi k}.
\]

Thus, the sum in \(k\) is uniform on the fixed compact set. Therefore, we have

(3.30)

\[
e^{-\frac{h}{2}} \sum_{j=0}^{\infty} E_2 \lambda^j = e^{-\frac{h}{2}} \left[ e^{2(\beta - \pi)ih} \Psi_{E_2}^{(1)}(\tau, \lambda) + e^{-2\beta h} \Psi_{E_2}^{(2)}(\tau, \lambda) \right],
\]

where \(\Psi_{E_2}^{(i)}(\tau, \lambda)\) are holomorphic on \(D_{\infty, 2\pi}\), bounded together with their derivatives as \(\text{Re} \tau \rightarrow \infty\) and \(\text{Im} \tau\) and \(\lambda\) remain bounded. We took care of the error terms \(E_1\) and \(E_2\); using the same strategy, we now study \(I, II\) and \(III\). We have

\[
I = e^{2\beta h} e^{-(2\beta - \pi)i} \int_{-\infty}^{\frac{1}{2}} e^{(\tau + \beta - 2\pi k)\xi} \frac{e^{2\pi(\xi + i\eta)}}{1 + e^{2\pi(\xi + i\eta)}} d\xi;
\]

\[
II = e^{2(\beta - \pi)ih} e^{-(2\beta - \pi)i} \int_{\frac{1}{2}}^{\frac{1}{2}+\delta} e^{(\tau + \beta - 2\pi k)\xi} \frac{e^{-2\pi(\xi + i\eta)}}{1 + e^{-2\pi(\xi + i\eta)}} d\xi
\]

\[
= -e^{2(\beta - \pi)ih} e^{-(2\beta - \pi)i} \sum_{k=0}^{\infty} \left[ -e^{-2\pi h} \right]^{k} \int_{\frac{1}{2}}^{\frac{1}{2}+\delta} e^{(\tau + \beta - 2\pi k)\xi} d\xi;
\]

\[
III = e^{-2\beta h} e^{2(\beta - \pi)i} \int_{\frac{1}{2}+\delta}^{+\infty} e^{(\tau - 2\beta)\xi} \frac{e^{-2\pi(\xi + i\eta)}}{1 + e^{-2\pi(\xi + i\eta)}} d\xi
\]

\[
= -e^{-2\beta h} e^{2(\beta - \pi)i} \sum_{k=0}^{\infty} \left[ -e^{-2\pi h} \right]^{k} \int_{\frac{1}{2}+\delta}^{+\infty} e^{(\tau - 2\beta - 2\pi k)\xi} d\xi.
\]
Then, if $|\lambda e^{-(\beta - \frac{\pi}{2})}| < 1$, we obtain
\[
\sum_{j=0}^{\infty} \mathcal{I}^j = e^{2\beta h} \left[ \frac{\lambda e^{2\beta h} - 1}{1 - \lambda e^{2\beta h}} \right] \left[ \int_{-\infty}^{-\delta(\tau + 2\beta) - k} e^{(2\pi i + \delta)\xi} \frac{e^{2\pi i(\xi + \delta)}}{1 - e^{2\pi i(\xi + \delta)}} \, d\xi \right]
= e^{2\beta h} \left[ \frac{\lambda}{e^{(\beta - \frac{\pi}{2})} - \lambda} \right] \sum_{k=0}^{\infty} \left[ -e^{2\pi i k} \right] \frac{e^{-\delta(\tau + 2\beta + 2\pi k)}}{\tau + 2\beta + 2\pi k}
= e^{2\beta h} \left[ \frac{\Psi_I(\tau, \lambda)}{e^{(\beta - \frac{\pi}{2})} - \lambda} \right]
\] (3.31)
where $\Psi_I$ is holomorphic in a neighborhood of $\mathcal{D}$. In fact, let us consider
\[
\mathcal{D} = \left\{ (\tau, \lambda) \in \mathbb{C}^2 : |\lambda - \log |\lambda|^2| < 2\pi, |\log |\lambda|^2| < 2\beta - \frac{\pi}{2} \right\}.
\] (3.32)

Then, on this set, the holomorphicity of $\Psi_I(\tau, \cdot)$ as a function of $\lambda$ for every $\tau$ fixed is obvious, whereas for the holomorphicity of $\Psi_I(\cdot, \lambda)$ we have
\[
\left| -e^{2\pi i k} \right| \leq e^{\delta(\tau - 2\beta)} \frac{e^{-2\pi k \delta}}{\tau + 2\beta + 2\pi k}
\leq C e^{\delta(\tau - 2\beta)} e^{-2\pi k \delta}.
\]
This is true because $\Im \tau < 2\beta + \frac{\pi}{2} < 2\beta + 2\pi k$ for all $k \geq 1$. Thus, we have uniform convergence and we can conclude that
\[
e^{-\gamma h} \sum_{j=0}^{\infty} \mathcal{I}^j = e^{-\gamma h} e^{2\beta h} \left[ \frac{\Psi_I(\tau, \lambda)}{e^{(\beta - \frac{\pi}{2})} - \lambda} \right],
\] (3.33)
where $\Psi_I(\tau, \lambda)$ is holomorphic in $\mathcal{D}$. About $\mathcal{I}^j$, notice that
\[
\mathcal{I}^j = -e^{2\beta - \pi i k} \sum_{k=0}^{\infty} \left[ -e^{2\pi i k} \right] \frac{e^{(\tau + 2\beta) - 2\pi k \delta}}{\tau + 2\beta - 2\pi - 2\pi k}
\]
and we do not have a singularity when $\tau + 2\beta - 2\pi - 2\pi k$ tends to 0.

If we suppose again $|\lambda e^{-\frac{\pi i}{2}}| < 1$, we get
\[
\sum_{j=0}^{\infty} \mathcal{I}^j = -e^{2\beta - \pi i k} \frac{\lambda}{e^{(\beta - \frac{\pi}{2})} - \lambda} \sum_{k=0}^{\infty} \left[ -e^{2\pi i k} \right] \frac{e^{(\tau + 2\beta) - 2\pi k \delta}}{\tau + 2\beta - 2\pi - 2\pi k}
\]
\[
\times \left[ \frac{e^{-2(\tau + 2\beta - 2\pi) \delta}(\beta - \frac{\pi}{2}) - \lambda}{e^{2(\tau + 2\beta - 2\pi) \delta} - \lambda} \right].
\]

We want to say something more about the sum in $k$. For each $M > 0$ we can select $k_0$ such that for every $k > k_0$ and $(\tau, \lambda)$ with $|\Im \tau| < M$ and $|\lambda| < e^M$, we have
\[
\left| \frac{e^{2\pi i(\lambda - \frac{\pi}{2})}}{2} - \lambda \right| \geq e^{\frac{2\pi i(\lambda - \frac{\pi}{2})}{2} - \lambda} \geq e^{M} \geq \frac{1}{2} e^{\pi k},
\]
so that the series in $k$ converges uniformly on the fixed compact set and we conclude that
\[
e^{-\gamma h} \sum_{j=0}^{\infty} \mathcal{I}^j = -e^{2\beta - \pi i k} e^{-\gamma h} \left[ \frac{\Psi_B(\tau, \lambda)}{e^{(\beta - \frac{\pi}{2})} - \lambda} \right]
\] (3.34)
where $\Psi_B$ is a function holomorphic in $\mathcal{D}_{0, 2\pi}$. 

Finally, for $(\tau, \lambda)$ in $D'$, it holds for every positive $k$ that $|\lambda e^{\frac{\pi i \tau - 2\pi k}{2}}| < 1$, so the sum of the III’s results to be

\[ (3.35) \quad \sum_{j \geq 0} III\lambda^j = e^{-2\beta h} \sum_{k > 0} \left[ -e^{-2\pi h} \right]^k \left[ \frac{e^{\beta (\tau - 2\beta - 2\pi k)}}{\tau - 2\beta - 2\pi k} \right] \left[ \lambda e^{\frac{\pi i \tau - 2\pi k}{2}} \right]. \]

We have to discuss the sum over $k$. We notice that

\[
\left| \lambda e^{\frac{\pi i \tau - 2\pi k}{2}} \right| \leq \frac{|\lambda| e^{-\frac{\operatorname{Im} \tau - \pi - 2\pi k}{2}}}{\left| \lambda e^{\frac{\pi i \tau - 2\pi k}{2}} \right|} = \frac{|\lambda| e^{-\frac{\operatorname{Im} \tau - \pi}{2}}}{\left| \lambda e^{\frac{\pi i \tau - 2\pi k}{2}} \right|}.
\]

So $\left| \lambda e^{\frac{\pi i \tau - 2\pi k}{2}} \right|$ is uniformly bounded in $k$. Moreover, since $\operatorname{Im} \tau > -2\beta - \frac{1}{2} \pi > -2\beta - 2\pi k$ for every positive $k$, the series $\sum_{k > 0} \left[ -e^{-2\pi h} \right]^k \left[ \frac{e^{\beta (\tau - 2\beta - 2\pi k)}}{\tau - 2\beta - 2\pi k} \right]$ converges uniformly in $\tau$ and we conclude that

\[ (3.36) \quad e^{-\beta h} \sum_{j \geq 0} III\lambda^j = e^{-2\beta h} e^{-\beta h} \Psi_{II} (\tau, \lambda), \]

where $\Psi_{II} (\tau, \lambda)$ is holomorphic in $D'$. We remark that the functions $\Psi_I, \Psi_{II}$ and $\Psi_{III}$ are bounded together with all their derivative as $|\operatorname{Re} \tau| \to \infty$ and $\operatorname{Im} \tau$ and $\lambda$ remain bounded.

We now focus on the sum over negative $j$’s. Again, we start analyzing the error terms $\mathcal{E}^*_1$ and $\mathcal{E}^*_2$. We have

\[
\mathcal{E}^*_1 = e^{2\beta h} e^{-\frac{(2\beta - \pi) \xi}{2}} \int_{\frac{\pi}{2} - \delta}^{\frac{\pi}{2} + \delta} \frac{e^{(\tau + 2\beta) \xi e^{2\pi (\xi + ih)}}}{1 + e^{2\pi (\xi + ih)}} d\xi
\]

\[ = C_J + D_J. \]

If we suppose $(\tau, \lambda) \in D_{\infty, 2\pi}$, then $|\lambda e^{\frac{\pi i \tau - 2\pi k}{2}}| > 1$ for every positive $k$, so we obtain

\[
\sum_{j < 0} C_J \lambda^j = -e^{2\beta h} \sum_{k > 0} \left[ -e^{2\pi h} \right]^k \left[ \frac{e^{\beta (\tau - 2\beta + 2\pi k)}}{\tau - 2\beta + 2\pi k} \right] d\xi.
\]

Now, since $(\tau, \lambda)$ is in $D_{\infty, 2\pi}$, it holds $|\lambda| > e^{\frac{\operatorname{Im} \tau - \pi}{2}} > e^{\frac{\operatorname{Im} \tau - \frac{1}{2} \pi}{2}} \geq e^{\frac{\operatorname{Im} \tau - \frac{1}{2} \pi}{2} - \pi k}$ for every positive $k$, so

\[
|\lambda e^{\frac{\pi i \tau - 2\pi k}{2}}| = e^{\frac{\pi i \tau - \pi}{2}} \left| \lambda e^{-\frac{(2\beta - \pi) \xi}{2}} \right| \geq e^{\frac{\pi i \tau - \pi}{2} - \pi k} \left( e^{\frac{\operatorname{Im} \tau - \pi}{2} - \frac{1}{2} \pi} - e^{-\frac{1}{2} \pi} \right) > 0.
\]

Using this estimates and the fact that $|\int_{-\delta}^{\delta} e^{(\tau + 2\beta + 2\pi k)} d\xi|$ is uniformly bounded in $k$, we can conclude that

\[
\sum_{j < 0} C_J \lambda^j = e^{2\beta h} \Psi^{(1)}_{21} (\tau, \lambda),
\]

where $\Psi^{(1)}_{21}$ is holomorphic in $D_{\infty, 2\pi}$. Similarly,

\[
\sum_{j < 0} D_J \lambda^j = -e^{2\beta h} \sum_{k > 0} \left[ -e^{2\pi h} \right]^k \left[ \frac{e^{\beta (\tau - 2\beta + 2\pi k)}}{\tau - 2\beta + 2\pi k} \right] d\xi,
\]
Arguing as before, if in addition we suppose $\delta < \frac{1}{2}$, we obtain

$$\sum_{j<0} D_j \lambda^j = e^{-2(\beta-\pi)i\delta} \Psi_{\lambda^j}^{(2)}(\tau, \lambda),$$

where $\Psi_{\lambda^j}^{(2)}$ is holomorphic in $D_{\infty, 2\pi}$.

In conclusion we obtain

$$(3.37) \quad e^{-\theta h} \sum_{j<0} E_j^\lambda \lambda^j = e^{-\theta h} \left[ e^{2Bih} \Psi_{\lambda^j}^{(1)}(\tau, \lambda) + e^{-2(\beta-\pi)i\delta} \Psi_{\lambda^j}^{(2)}(\tau, \lambda) \right],$$

where $\Psi_{\lambda^j}^{(i)}(\tau, \lambda)$ are holomorphic on $D_{\infty, 2\pi}$.

For $E_2$, it results

$$E_2 = e^{-2(\beta-\pi)i\delta} e^{(2\beta-\pi)i\frac{1}{2}} \int_{-\delta}^{0} e^{i(\tau-2\beta+2\pi)\xi} e^{2\pi(\xi + i\delta)} d\xi \left[ 1 + e^{2\pi(\xi + i\delta)} \right] \left[ 1 + e^{2\pi(\xi + i\delta)} \right].$$

It follows, for $|\lambda e^{\nu} - \frac{1}{2}| > 1$,

$$e^{-\theta h} \sum_{j<0} E_j^\lambda \lambda^j = e^{-\theta h} \left[ \frac{\Psi_{\lambda^j}^{(2)}(\tau)}{\lambda e^{\nu} - \frac{1}{2} - 1} \right],$$

where $\Psi_{\lambda^j}^{(2)}$ is entire.

Let us see what happens with the principal terms $I^\star$, $II^\star$ and $III^\star$. We have

$$I^\star = -e^{2Bih} e^{-2(\beta-\pi)i\delta} \int_{-\delta}^{0} e^{i(\tau-2\beta+2\pi)\xi} \sum_{k>0} \left[ -e^{2\pi(\xi + i\delta)} \right]^k d\xi;$$

$$II^\star = -e^{-2(\beta-\pi)i\delta} e^{(2\beta-\pi)i\frac{1}{2}} \int_{\delta}^{0} e^{i(\tau+2\pi-2\beta)\xi} \sum_{k>0} \left[ -e^{2\pi(\xi + i\delta)} \right]^k d\xi;$$

$$III^\star = -e^{2Bih} e^{(2\beta-\pi)i\frac{1}{2}} \int_{\delta}^{0} e^{i(\tau-2\beta)\xi} \frac{e^{-2\pi(\xi + i\delta)}}{1 + e^{2\pi(\xi + i\delta)}} d\xi,$$
Then, if we suppose \((\tau, \lambda)\) in \(D'\), it holds \(|\lambda e^{i(\tau \pi + 2\pi k)}| > 1\) for every positive \(k\), so

\[
(3.41) \quad \sum_{j<0} \Gamma^\ast_j\lambda^j = -e^{2\beta\lambda}e^{\sum_{k \geq 0} \left[-e^{2\pi h} \frac{1}{\lambda e^{i(\tau \pi + 2\pi k)} - 1}\right]};
\]

\[
(3.42) \quad \sum_{j<0} \Pi^\ast_j\lambda^j = -e^{2\beta\lambda}e^{\sum_{k \geq 0} \left[-e^{2\pi h} \frac{1}{\lambda e^{i(\tau \pi + 2\pi k)} - 1}\right]};
\]

\[
(3.43) \quad \sum_{j<0} \Pi^3\lambda^j = -e^{2\beta\lambda}e^{\sum_{k \geq 0} \left[-e^{2\pi h} \frac{1}{\lambda e^{i(\tau \pi + 2\pi k)} - 1}\right]}.
\]

Notice that \((\tau, \lambda) \in D'\) implies that \(i\lambda + 2\pi k \neq 0\) for every positive \(k\), therefore

\[
(3.44) \quad e^{-\tau} \sum_{j<0} \Gamma^\ast_j\lambda^j = -e^{2\beta\lambda}e^{-\tau\Psi_{II}^\ast(\tau, \lambda)},
\]

where \(\Psi_{II}^\ast(\tau, \lambda)\) is holomorphic in \(D'\). Analogously, for \(\sum_{j<0} \Pi^3\lambda^j\) we have

\[
\left|\frac{e^{i(\tau \pi + 2\pi k)}}{i\lambda + 2\pi k}\right| \leq \frac{e^{i(\tau \pi + 2\pi k)}}{|(\Re \tau)^2 + (i\lambda + 2\pi k)^2|^{\frac{1}{2}}} \leq Ce^{-2\pi k},
\]

where the last inequality is true since \(\Re \tau > -\frac{1}{2}\pi > -2\pi k\) for every \(k \geq 1\). So

\[
(3.45) \quad e^{-\tau} \sum_{j<0} \Pi^3\lambda^j = e^{2\beta\lambda} \left[\frac{e^{-\tau\Psi_{III}^\ast(\tau, \lambda)}}{\lambda e^{i\frac{\tau \pi + 2\pi k}{2} - 1}}\right],
\]

where \(\Psi_{III}^\ast(\tau, \lambda)\) is holomorphic in \(S_{2\pi + \frac{1}{2}\pi}\). About \((3.42)\) we notice that we do not have a singularity when \(i\lambda + 2\pi k \to 0\). Then, for every \(M > 0\) and \((\tau, \lambda) \in D_{\infty, 2\pi}\) such that \(e^M > |\lambda| > e^{-M}\) and \(|\Re \tau| < M\) we can choose \(k_0\) such that for every \(k > k_0\) it holds

\[
\left|\lambda e^{i\frac{\tau \pi + 2\pi k}{2} - 1}\right| \geq e^{-M} e^{-M} e^{-i\frac{\tau \pi + 2\pi k}{2} - 1} > \frac{1}{2} e^{\pi k}.
\]

Using this last estimate we can conclude that

\[
(3.46) \quad e^{-\tau} \sum_{j<0} \Pi^3\lambda^j = -e^{2\beta\lambda} e^{-\tau\Psi_{III}^\ast(\tau, \lambda)} \left[\frac{e^{-\tau\Psi_{III}^\ast(\tau, \lambda)}}{\lambda e^{i\frac{\tau \pi + 2\pi k}{2} - 1}}\right],
\]

where \(\Psi_{III}^\ast(\tau, \lambda)\) is holomorphic on \(D_{2\pi, \infty}\). It remains to study the term \(E_{0}^{(1)}(\tau)\). Using some of the same arguments we used before it is possible to conclude that \(E_{0}^{(1)}(\tau)\) is a holomorphic function in \(S_{2\pi + \frac{1}{2}\pi}\). We remark that all the functions \(\Psi^\ast\) are bounded together with all their derivatives as \(|\Re \tau| \to \infty\) and \(\Im \tau\) and \(\lambda\) remain bounded. Finally, we deduce \((3.24)\) from equations \((3.26)\), \((3.30)\), \((3.31)\), \((3.32)\), \((3.34)\), \((3.36)\), \((3.37)\), \((3.40)\), \((3.44)\), \((3.45)\) and \((3.46)\).

It remains to compute the sums \(\sum_{j<0} E_{j}^{(k)}(\tau)\), \(k = 2, 3\). In order to keep the length of this work contained, we do not include the proofs since are similar to the one of Proposition 5.7 and we only state the results. We refer the reader to \([26]\) for full details.

We recall that

\[
E_{j}^{(2)}(\tau) = \int_{\mathbb{R}} \sigma(\xi) e^{i\xi \tau} e^{-2 \operatorname{sgn}(\xi - \frac{1}{2}) (\xi - \frac{1}{2} + i\lambda)} \left[\frac{e^{-2 \operatorname{sgn}(\xi - \frac{1}{2}) (\xi - \frac{1}{2} + i\lambda)}}{1 + e^{-2 \operatorname{sgn}(\xi - \frac{1}{2}) (\xi - \frac{1}{2} + i\lambda)}}\right] d\xi
\]
and
\[
E_j^{(3)}(\tau) = \int_{\mathbb{R}} \frac{e^{i\xi z}}{e^{\pi(z + (2\beta - \pi)(z - \frac{i}{2})}} e^{-2\text{sgn}(\xi + i\beta)}}{1 + e^{2\text{sgn}(\xi + i\beta)}} \frac{d\xi}{1 + e^{2\text{sgn}(\xi + i\beta)}}
\]
where
\[
\sigma(\xi) = e^{-i\text{sgn}(\xi + i\beta)} e^{-i\text{sgn}(\xi - \frac{i}{2})(2\beta - \pi)h}.
\]

Then, it holds the following proposition.

**Proposition 3.8.** There exist \( \Phi_k, k = 1, 2, 3, \) and \( \Theta \) holomorphic functions in a neighborhood of \( \mathbb{D} \), bounded together with all their derivatives as \( |\text{Re}\, \tau| \to \infty \) such that
\[
e^{-i\tau h} \sum_{j \in \mathbb{Z}} E_j^{(2)}(\tau)\lambda^j = e^{-i\tau h} \left[ \frac{\Phi^{(1)}(\tau, \lambda)}{1 - \lambda e^{\frac{i\pi}{2}}} + \frac{\Phi^{(2)}(\tau, \lambda)}{\lambda e^{\frac{i\pi}{2} + i\beta}} \right] + \Phi^{(3)}(\tau, \lambda),
\]
and
\[
e^{-i\tau h} \sum_{j \in \mathbb{Z}} E_j^{(3)}\lambda^j = e^{-i\tau h}\Theta(\tau, \lambda),
\]

We finally have all the ingredients to prove Theorem 1.2.

**Proof of Theorem 1.2.** Recalling that \( \tau = w_1 - \overline{\tau} \) and \( \lambda = w_2 - \overline{\tau} \) and assuming that \( \text{Re}(w_1 - \overline{\tau}) \geq 0 \) we deduce 1.3 from 3.47, 3.48, 3.14, 3.24, 3.47 and 3.48. We point out that, in order to obtain a shorter formula for 1.3, we grouped together the first and the fifth main terms of 3.14 with the first main term of 3.24, whereas we grouped the second and the fourth term of 3.14 with the second term of 3.24. The conclusion for \( \text{Re}(w_1 - \overline{\tau}) < 0 \) is similarly obtained.

4. COMPARISON WITH THE BERGMAN KERNEL

In this section we prove Theorem 1.4. The conclusion follows by an explicit computation of the derivatives of the kernel \( K_{\rho_k}^z(w, z) \).

**Proof.** Let \( h \) be fixed such that both 1.3 and 1.4 hold. We prove the theorem explicitly only for \( \frac{\partial}{\partial w_1} K_{\rho_k}^z \); the proof for the others cases is similarly obtained.

It is not hard to verify that there exist functions \( \tilde{\rho}_1, \tilde{\rho}_2 \) and \( \tilde{\mathcal{E}} \) with the same properties of \( \rho_1, \rho_2 \) and \( \mathcal{E} \) in Theorem 1.2 and functions \( \tilde{G}_k, k = 1, \ldots, 8 \) and \( \tilde{\mathcal{E}} \) with the same properties of the functions \( G_k, k = 1, \ldots, 8 \) in Theorem 1.3 such that
\[
\frac{\partial}{\partial w_1} K_{\rho_k}^z = e^{-\text{sgn}(\text{Re}(w_1 - \overline{\tau}) \overline{\tau})}\mathcal{K}(w, z) + e^{-\text{sgn}(\text{Re}(w_1 - \overline{\tau}) \overline{\tau})h}\mathcal{\tilde{K}}(w, z),
\]
where
\[
\mathcal{K}(w, z) = \frac{\tilde{\rho}_1(w, z)}{e^{\frac{-\text{Re}(\overline{\tau})}{2} - \frac{1}{2} w_2} - \overline{\tau}}^2 + \frac{\tilde{\rho}_2(w, z)}{e^{\frac{-\text{Re}(\overline{\tau})}{2} - \frac{1}{2} w_2 - w_2} - \overline{\tau}}^2 + \tilde{\mathcal{E}}(w, z)
\]
and
\[
\tilde{\mathcal{K}}(w, z) = \tilde{G}_1(w, z) + \tilde{G}_2(w, z) + \tilde{G}_3(w, z) + \tilde{G}_4(w, z) + \tilde{G}_5(w, z) + \tilde{G}_6(w, z) + \tilde{G}_7(w, z) + \tilde{G}_8(w, z) + \tilde{E}(w, z).
\]

Then, the conclusion follows comparing (4.1) and (1.4). □

5. Sobolev Regularity of the Bergman Projection

In this section we prove Theorem 1.6. The crucial fact is that the operator \( P_{D^b} \) commutes with the differential operators and we can conclude using Theorem 1.5

Proof. Let us focus for a moment on the term
\[
B_1(w, z) = \frac{\Phi_1(w, z)}{[e^{\pi i (w_1 - z_1)} - w_2 z_2]^2}
\]
of the expansion (1.4). The key observation is the fact that differentiating \( B_1(w, z) \) with respect to \( w_1 \) or \( w_2 \) is, in some sense, the same as differentiating with respect to \( z_1 \) or \( z_2 \) respectively. In fact, both \( D_{w_1} B(w, z) \) and \( D_{z_1} B(w, z) \) are of the form
\[
D_{w_1} B_1(w, z) = \frac{\delta_1(w, z)}{[e^{\pi i (w_1 - z_1)} - w_2 z_2]^4}
\]
and
\[
D_{z_1} B_1(w, z) = \frac{\gamma_1(w, z)}{[e^{\pi i (w_1 - z_1)} - w_2 z_2]^4}
\]
where \( \delta_1 \) and \( \gamma_1 \) are functions with the same properties of \( \Phi_1 \). The same is true if we consider higher order derivatives or we differentiate with respect to \( w_2 \) and \( z_2 \). This property holds for each term of the asymptotic expansion of the kernel \( B_{D^b}(w, z) \), therefore, with an abuse of language, we can conclude that, for \( k \) fixed integer, \( D^k w B_{D^b} \) and \( D^k z B_{D^b} \) have the same asymptotic expansion. This expansion is of the form (1.4) and we write
\[
D^k w B_{D^b} \approx D^k z B_{D^b}.
\]

Since \( D^b \) is a Lipschitz domain, it satisfies the segment condition. Hence, the set of restriction to \( D^b \) of functions in \( C^\infty(\mathbb{R}^4) \) is dense in \( W^{k,p}(D^b) \) (see, e.g., [11] Theorem 3.22). Thus, let \( f \) be a function in \( C^\infty(\mathbb{R}^4) \) and let \( k \) and \( l \) be fixed integers.
\[ D^k_{z_1}D^l_{z_2}P_{D^p_β}f(z_1, z_2) = D^k_{z_1}D^l_{z_2} \int_{D^p_β} f(w) B(z, w) \, dA(w) \]
\[ = \int_{D^p_β} f(w) D^k_{z_1}D^l_{z_2} B(z, w) \, dA(w) \]
\[ \approx \int_{D^p_β} f(w) D^k_{τz_1}D^l_{τz_2} B(τz, w) \, dA(w) \]
\[ = -\int_{D^p_β} [D^k_{τz_1}D^l_{τz_2} f(w)] B(z, w) \, dA(w) \]
\[ = P_{D^p_β} [D^k_{τz_1}D^l_{τz_2} f](z_1, z_2). \]

The proof is easily concluded using this relationship and Theorem 1.5. □
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