Abstract

In this work, we present a naïve initialization scheme for word vectors based on a dense, independent co-occurrence model and provide preliminary results that suggests it is competitive, and warrants further investigation. Specifically, we demonstrate through information-theoretic minimum description length (MDL) probing that our model, EigenNoise, can approach the performance of empirically trained GloVe despite the lack of any pre-training data (in the case of EigenNoise). We present these preliminary results with interest to set the stage for further investigations into how this competitive initialization works without pre-training data, as well as to invite the exploration of more intelligent initialization schemes informed by the theory of harmonic linguistic structure. Our application of this theory likewise contributes a novel (and effective) interpretation of recent discoveries which have elucidated the underlying distributional information that linguistic representations capture from data and contrast distributions.

1 Introduction

Within the last decade, representation learning in NLP has experienced many major shifts, from context-independent word vectors (Mikolov et al., 2013a,b; Pennington et al., 2014), to context-dependent word representations (Howard and Ruder, 2018; Peters et al., 2018), to pre-trained language models (Devlin et al., 2019; Radford et al., 2018, 2019). These trends have been accompanied by large architectural developments from the dominance of RNNs (Hochreiter and Schmidhuber, 1997), to the appearance of attention (Bahdanau et al., 2015) and the proliferation of the Transformer architecture (Vaswani et al., 2017).

Despite gains on empirical benchmarks, recent works suggest surprising findings: word order may not matter as much in pre-training as previously thought (Sinha et al., 2021), random sentence encodings are surprisingly powerful (Wieting and Kiela, 2018), one can replace self-attention operations in BERT (Devlin et al., 2019) with unparameterized Fourier transformations and still retain 92% of the original accuracy on GLUE (Lee-Thorp et al., 2021), and many modifications to the Transformer architecture do not significantly impact model performance (Narang et al., 2021). While there’s no denying increases in empirical performance, these confounding results indicate a lack of understanding of these models and the processing needed to perform NLP tasks.

In this work, we take a step back and consider the (slightly older, yet still popular) paradigm of context independent word vector algorithms like GloVe and word2vec. Specifically, we reflect on the relationships between prediction-based, neural methods and co-occurrence matrix factorization, proposing a naive model of co-occurrence which assumes all words co-occur at least once. Such a naive assumption yields a co-occurrence matrix that can be directly computed and used as a representation for words based on their rank-frequency, and we provide preliminary results that indicate that such an approach is surprisingly competitive to an empirically trained model.

2 Background

2.1 Word Vectors as Matrix Factorization

There is a deep connection between word representation algorithms and factorization of co-occurrence matrices. This is transparent in GloVe (Pennington et al., 2014) by definition, as the log-co-occurrence counts are factored in an online fashion by minimizing Eq. 1, with word vectors \( u, v \), bias parameters \( a, b \), and \( f \), a weighting function:

\[
\sum_{i,j} f(X_{ij}) \left( u_i v_j^T + a_i + b_j - \log X_{ij} \right)^2
\]  (1)

Similarly, word2vec’s skipgram with negative sampling (SGNS) (Mikolov et al., 2013a) has been
shown to implicitly factor a co-occurrence distribution’s shifted pointwise mutual information (PMI) matrix (Levy and Goldberg, 2014), namely:

$$\bar{u}_i \bar{v}_j \approx \log \frac{X_{ij}}{\hat{X}_{ij}}$$

where $k$ is the number of negative samples, $M$ is the total number of co-occurrences, and $x_i$ and $y_j$ are the marginal number of co-occurrences for the $i^{th}$ row and $j^{th}$ column. Critically, word2vec’s negative samples lead its vectors to factor a matrix that provides relative information about how independently words co-occur (Levy et al., 2015; Salle and Villavicencio, 2019).

Some suggest that contrast helps improve quality, especially for rare words and syntax (Salle and Villavicencio, 2019; Shazeer et al., 2016). Word2vec supposedly differs from GloVe’s strict absorption of positive co-occurrences. However, we now know that GloVe’s bias vectors seemingly each model $X$’s marginal distributions independently (Kenyon-Dean et al., 2020). Specifically, GloVe’s bias terms appear to optimize as $a_i \approx \log x_i$ and $b_j \approx \log y_j$. So while some researchers have noted that GloVe is under-defined by only training on positive observations (Shazeer et al., 2016), we now know that GloVe’s bias terms essentially learn the missing contrastive information during optimization (Kenyon-Dean et al., 2020). This means GloVe is roughly equivalent to SGNS-word2vec. Specifically, while SGNS-word2vec is granted its contrastive information via marginal sampling, GloVe naively utilizes bias parameters, which optimize towards the same marginal contrast distributions, independently. This connection has taken time to emerge from the literature, and from it now we ask a research question that is core to this work: how effective is a representation learned from contrastive information, alone?

2.2 Evaluating Representations via Probes

Significant work has gone into understanding the information captured in language representations (Clark et al., 2019; Conneau et al., 2018; Hewitt and Liang, 2019; Tenney et al., 2019; Vig and Belinkov, 2019; Voita et al., 2019). Early work centered on intrinsic and extrinsic properties (Schnabel et al., 2015), the differences between dense and count-based vectors (Baroni et al., 2014; Levy et al., 2015), and the information contained in a single sentence vector (Conneau et al., 2018). Transitioning towards large pre-trained language models has shifted focus towards characterizing what these models are learning to understand the linguistic phenomena captured within learned representations (Hewitt and Liang, 2019) and self-attention maps (Clark et al., 2019; Tenney et al., 2019; Vig and Belinkov, 2019; Voita et al., 2019).

One method of understanding relies on probing a representation by measuring classifier accuracy enabled with a representation (Hewitt and Liang, 2019; Zhang and Bowman, 2018). However, many approaches fail to sufficiently differentiate the properties of learned representations (Voita and Titov, 2020). This is especially apparent with the high performance of random baselines (Wieting and Kiela, 2018; Zhang and Bowman, 2018) and the ability of probes to accurately encode random labels (Hewitt and Liang, 2019).

3 Effective Word Vectors, Sans Data

3.1 Contrast and Co-occurrence

Since LMs can seemingly learn from shuffled data and retain a surprising amount of predictive power (Sinha et al., 2021), it appears that a great deal of information exists in contrastive information on its own. In the context of co-occurrences $X$, learning from shuffled data is equivalent to learning from independent (co-occurrence) statistics, e.g., via the cross product of $X$’s marginals. While we seek to determine the extent to which independent statistics are behind the predictive power of deep learning algorithms for benchmark NLP applications, we note that PMI must be constant-zero on independently-occurring joint distributions (by PMI’s definition). Hence, we cannot simply study independent models of data through the lens of standard GloVe or SGNS-word2vec, leading us to exclude bias terms from GloVe. When paired with a model, $\hat{X}$, of independent co-occurrences, this is roughly equivalent to learning an SGNS-word2vec model via strictly contrastive learning information.

Removing GloVe’s bias terms also simplifies its analysis. This is further aided by relieving GloVe of its weighting function:

$$\sum_{i,j} (\bar{u}_i \bar{v}_j - \log X_{ij})^2$$

and has the effect of de-biasing optimization by row, i.e., un-balancing the learning rates that GloVe had modulated for lower-frequency words in its formulation. This simple form allows us to straightforwardly approach the word embeddings’ common objective’s underlying matrix-factorization problem, whose analytic solution re-
quires \( \min_{ij} \{ \hat{X}_{ij} \} > 0 \). In other words, provided all word pairs are modeled to co-occur at least once, the loss can easily be solved in closed forms by well-known matrix factorizations, e.g., by an eigen-decomposition. While the positivity of \( \hat{X} \) can be ensured without assuming independence, another immediate benefit of studying contrastive (independent) co-occurrence models is the guarantee that they provide for \( \hat{X} \)’s positivity. Specifically, since \( x_i, y_j > 0 \) for all \( i \) and \( j \) in any co-occurrence data, a reasonable constraint on modeling independent co-occurrences requires positivity across all joint frequencies: \( \min_{ij} \{ \hat{X}_{ij} \} > 0 \). This is evident in marginal-cross-products, for which \( \min_{ij} \{ \hat{X}_{ij} \} = 1 \) due to hapax-legomena ubiquity.

### 3.2 Harmonic Statistical Structure

To avoid the use of \( \text{any} \) data while representing a target task’s vocabulary, \( \mathcal{W} \), a model of what pre-training learns is needed—here, a distributional model of co-occurrence. For documents, marginal distributions of co-occurrences (unigram distributions) can generally be observed to exhibit harmonic structure, i.e., can generally be modeled via Zipf’s law (Zipf, 1935, 1949): \( \hat{x}_i = N/r_i \). Without loss of generality, the \( r_i \), or, ranks, intuitively indicate the number of other words which occur at least as often. In this presentation, we likewise scale by \( N = |\mathcal{W}| \) to ensure the vocabulary’s smallest unigram ‘frequency’ is 1. This should raise a question of alignment—how to index the target vocabulary’s harmonic structure— which we resolve by counting and ranking the target task’s training tokens. Necessarily, this makes our representation reliant on some empirical information, namely an ordering of the target task’s training data by its vocabulary’s ranks \( (r_i) \).

Now, assuming harmonic unigram frequencies for our model implies the rows of \( \hat{X}_{i,j} \) should marginalize according to \( \hat{x}_i \). To model co-occurrences, we self-sample from \( \hat{x} \) for \( 2m\hat{x}_i \) other words to model the sliding window of \( \pm m \) words around each token of the modeled document. Since co-occurrences also exhibit hapax legomena, we set \( \min_{ij} \{ \hat{X}_{ij} \} = 1 \), which forces a closed form:

\[
\hat{X}_{ij} = \frac{2mN}{r_i r_j H_N},
\]

where \( H_N \) is the \( N^{\text{th}} \) harmonic number.

### 3.3 Eigen-Decomposing Distributional Noise

While there are many matrix factorization methods that could be applied, a straightforward approach applies the eigen-decomposition of \( \hat{X} \). As it turns out, the symmetry of \( \hat{X} \) (and any empirical co-occurrence matrix) ensures the existence of a diagonal matrix, \( \Lambda \), of unique eigenvalues and an invertible eigen-space matrix, \( Q \), that moreover is orthogonal, i.e., with \( Q^{-1} = Q^T \). This leads to an eigen-decomposition of the form: \( \hat{X} = QAQ^T \). This means that the columns of \( Q \) are unit vectors—just like a one hot encoding/standard basis set. Like with other matrix factorizations, a dimensionality reduction to \( d < N \) dimensions and approximation of \( \hat{X} \) can be derived by the removal of the smallest \( N - d \) eigenvalues, \( \Lambda_d \). We retain half of the approximating structure and call it EigenNoise.

### 4 Experimentation

To evaluate the performance of our proposed initialization scheme, we compare our model against a randomly initialized (parameters simply drawn from a standard normal distribution) baseline as well as empirical GloVe word vectors trained on the Gigaword corpus (Pennington et al., 2014). We evaluate performance on tasks selected from two downstream benchmarks: CoNLL2003 (Tjong Kim Sang and De Meulder, 2003) and TweetEval (Barbieri et al., 2020). From CoNLL-2003, we consider Parts-of-Speech (POS) tagging and Named Entity Recognition (NER) as small-scale, token-based classification tasks to quantify a baseline ability to represent these linguistic constructs in a representation space. TweetEval is a sequence classification benchmark designed to test a model’s ability to represent and classify tweets (Barbieri et al., 2020). We select 5 of the 7 sub-tasks to explore regularity in social labels: irony (I), hate speech (H), offensive language (O), emotion (E), and stance (S).

### 5 Results & Discussion

#### 5.1 CoNLL

Table 1 (Left) presents the results of probing on CoNLL-2003. Consistently, backpropagating through representations reduces the codelength. This isn’t surprising; the embedding layer contains the most parameters. However, what is surprising is that EigenNoise starts at high codelengths (indicating poor regularity with respect to the labels),
Table 1: (Left) Test set accuracy on CoNLL2003 tasks. Accuracy is averaged across random seeds ± the standard deviation, with left and right accuracy for frozen and un-frozen embeddings respectively. m indicates the window size. (Right) Test set accuracy on TweetEval tasks. Accuracy is averaged across random seeds ± the standard deviation, with left and right accuracy for frozen and un-frozen embeddings respectively.
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A Experimental Details for Probing

The probes used in this work are simple multilayer perceptrons with a single hidden layer, hidden dimension of 512, and no dropout, defined as: $\hat{y}_i \sim \text{softmax}(W_2\text{ReLU}(W_1h_i))$. For sequence classification tasks, the entire sequence is embedded and then averaged. For token classification tasks, a window size $m \in \{0.1, 0.2, 0.4, 0.8, 1.6, 3.2, 6.25, 12.5, 25, 50, 100\}$ % of the data.

A.1 Representations

We compare three representations: GloVe trained on the GigaWords corpus (Pennington et al., 2014), our EigenNoise model, and a baseline where parameters are sampled from a standard normal distribution. EigenNoise uses a vocab size of $N = 20,000$, just large enough to fit the training vocab of each data set to demonstrate the efficacy of this approach in a “low-compute” setting. For all representations, a dimensionality of 50 is used and both freezing and un-freezing the embedding layer is explored.

A.2 Optimization

All probes are trained with the Adam optimizer (Kingma and Ba, 2015) with an initial learning rate 0.001. Adhering to previous works (Hewitt and Liang, 2019; Voita and Titov, 2020), we anneal the learning rate by a factor of 0.5 once the epoch does not lead to a new minimum loss on the development set; training stops after 4 such epochs.
Table 2: (Left) Codelength performance on CoNLL2003 tasks, measured in kilobytes. Codelengths are averaged across random seeds ± the standard deviation, with left and right codelengths for frozen and un-frozen embeddings respectively. m indicates the window size. (Right) Codelength performance on TweetEval tasks. Codelengths are measured in kilobits. Codelengths are averaged across random seeds ± the standard deviation, with left and right codelengths for frozen and un-frozen embeddings respectively.

A.3 Hardware
Experiments were completed using a single NVIDIA Titan V 12GB on our internal cluster. The combination of representations, heterogeneous dataset, and early stopping criteria result in variable length runs, however, the longest single probe run took no more than 2 hours to complete.

B Dimensionality Reduction
To precisely compute the eigen-decomposition dimensionality reduction, define $I_d \in \mathbb{R}^{N \times d}$ to be the first d columns of the N-dimensional identity matrix ($I$) and let $\Lambda_d \in \mathbb{R}^{d \times N}$ denote the first d rows of the diagonal eigenvalue matrix. The $X$-reconstruction equation is then:

$$\hat{X} \approx Q I_d (Q \Lambda_d)^T = U_d V_d^T$$

where $U_d = Q I_d$ and $V_d = Q \Lambda_d$ are needed to retain the effect of zeroing out $\Lambda$’s N - d smallest diagonal elements. This reduces the $Q$-variation into two low-dimensional ($d$) representations that approximately reconstruct $\hat{X}$. For our purposes, we retain $U_d$ and refer to the solution as $EigenNoise$.

We note that varying choices could be made to handle $\Lambda$—it could be multiplied without loss of generality into the $U$-side, instead of the $V$-side. But perhaps more interestingly, $\Lambda$’s values could be rooted—perhaps over $\mathbb{C}$—for a symmetric set, i.e., with $U_d = V_d$ and $U_d, V_d \in \mathbb{C}^{N \times d}$. We speculate that informative variation over $\mathbb{C}$ may exist, but leave the exploration of this to future work.

C Information-Theoretic Evaluation
Here, we adopt an alternate, information-theoretic probing methodology for evaluation that combines the measure of ease of mapping from representation to label space as well as the complexity of the model needed to do so. This method, called Minimum Description Length (MDL) (Voita and Titov, 2020), is concisely described as measuring the regularity of a representation with respect to a set of labels. Specifically, we adopt the online codelength metric (measured in kilobits), where a smaller codelength is indicative of a more regular representation. We adopt this metric as it is more informative than accuracy and is more stable with respect to random initializations and hyperparameter selection.
C.1 MDL Probing

As discussed in the related works, comparing the performance of pre-trained representations can be more subtle than simply training a classifier (i.e., a probe) and comparing the attained performance, sometimes giving un-intuitive results such as random baselines performing comparably well to pre-trained ones. To combat this issue, we adopt the information-theoretic approach of Minimum Description Length (MDL) probing (Voita and Titov, 2020), which serves as a measure of the regularity of a representation with respect to a label set. This allows us to quantify how much difficulty a classifier has in achieving a particular level of performance.

In MDL probing, let
\[
D = \{(x_1, y_1), (x_2, y_2), \ldots, (x_n, y_n)\}
\]
be a dataset where \(x_{1:n} = (x_1, x_2, \ldots, x_n)\) are representations from a model and \(y_{1:n} = (y_1, y_2, \ldots, y_n)\) are the labels of a desired property. Instead of measuring how well a probe can perform this mapping, MDL tasks a probe with learning to efficiently transmit the data using the representation. Using the online codelength metric, assume that two agents (Alice and Bob) agree upon a form of a model \(p_{\theta}(y|x)\) with learnable weights \(\theta\), a random weight initialization scheme, and an optimization procedure.

Break points \(1 = t_0 < t_1 < \ldots < t_S = n\) are selected to form data blocks to be transmitted. Alice begins by transmitting \(y_{1:t_1}\) using a uniform code, from which both Alice and Bob train a model \(p_{\theta_1}(y|x)\) using the first data block \(\{(x_i, y_i)\}_{i=1}^{t_1}\). Alice uses that model to transmit the next data block \(y_{t_1+1:t_2}\), which is used to train a better model \(p_{\theta_2}(y|x)\) to transmit the next block. This continues until all data has been transmitted, resulting in an online codelength computed via
\[
L_{\text{online}}(y_{1:n}|x_{1:n}) = t_1 \log_2 K - \sum_{i=1}^{S-1} \log_2 p_{\theta_i}(y_{t_i+1:t_{i+1}}|x_{t_i+1:t_{i+1}}).\]
As in (Voita and Titov, 2020), probes that learn mappings via fewer data points will have shorter codelengths.