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Abstract—A cellular-connected unmanned aerial vehicle (UAV) faces several key challenges concerning connectivity and energy efficiency. Through a learning-based strategy, we propose a general novel multi-armed bandit (MAB) algorithm to reduce disconnectivity time, handover rate, and energy consumption of UAV by taking into account its time of task completion. By formulating the problem as a function of UAV’s velocity, we show how each of these performance indicators (PIs) is improved by adopting a proper range of corresponding learning parameter, e.g. 50% reduction in HO rate as compared to a blind strategy. However, results reveal that the optimal combination of the learning parameters depends critically on any specific application and the weights of PIs on the final objective function.
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I. INTRODUCTION

Unmanned aerial vehicles (UAVs)—so-called drones—have many beneficial applications such as environmental sensing, monitoring, and telecommunications [1]. Critical for these applications is communication technology that can ensure UAV’s connectivity, allowing a safe, reliable, and secure use of drones. In particular, a reliable beyond visual line-of-sight (BVLoS) command and control (C&C) of UAVs is instrumental for enabling UAVs autonomous operation. Cellular connectivity has been proposed as a suitable candidate to serve UAVs’ needs, and the development of this is an active endeavor in academia and industry [2], [3].

Although the use of cellular networks for UAVs communication seems to often be a win-win situation for both cellular and UAV operators [3], several challenges need to be addressed before largely launching such an idea. One important challenge is to provide adequate connectivity time to UAVs with respect to ground terminals, which can be particularly demanding for UAVs flying at high altitudes due to interference [3]. On the other hand, a highly mobile UAV may frequently change its serving cell, and therefore it may trigger subsequent HOs. Since a HO procedure requires additional signaling overhead which causes service interruptions, a high rate of HOs deteriorates the communication link reliability. Accordingly, the UAV’s HO rate needs to be managed properly along its trajectory. Furthermore, UAVs in general are battery-limited, which restricts their operational lifetime [2]. As the energy consumption of UAV remarkably depends on its velocity, the speed of UAV needs to be optimized. Furthermore, the speed of UAV considerably influences the connectivity time and HO rate. All aforementioned factors need to be taken into account when designing UAV operation, making this a highly non-trivial task.

The performance of cellular-connected UAVs and solutions to improve connectivity time and reliability of the corresponding link have been mostly addressed using model-based approaches [3]–[5]. In [3], [4], the authors thoroughly studied the coverage and rate performance of cellular networks for UAVs with and without HO effects. Also, HO analysis of cellular-connected UAVs has been investigated in [5], [6]. The UAVs energy consumption is discussed in [2], and the optimal trajectory design of UAVs by considering the energy consumption is studied in [7]. Besides, there is a growing interest in applying machine learning into UAVs communication and networking [8], [9]. A few recent studies adopted different machine learning (ML) approaches to alleviate the detrimental effect of HOs [10]–[12]. However, the existing works do not concretely take into account the stringent rate requirement of UAVs in the learning process, which makes unclear whether the proposed solutions are capable of delivering the target rate and connectivity time. Moreover, to our best knowledge, the limited energy capacity of UAVs for their task accomplishments is neglected in ML literature on UAVs.

In this paper, we introduce a novel learning-based strategy to manage the mobility of UAVs for connectivity and reliability by taking into account the UAV’s energy consumption and time of task completion. We first formulate the problem as a function of UAV’s velocity, and then propose the sage of reinforcement learning (RL) to solve the problem. We propose a novel algorithm based on multi-armed bandit (MAB) to dynamically adjust the speed of UAV. We show that our proposed strategy significantly decreases HO rate, disconnection time, energy consumption, and time of task completion. Moreover, depending on the wight of each metric, by adopting proper values for the learning parameters, we observe an important overall performance improvement with respect to a benchmark.

The rest of this paper is organized as follows. In Section II we present the network model and considered metrics. In Section III the preliminaries are elaborated, and the problem is formulated. We propose our learning-based solution in Section IV and in Section V numerical results are presented. Finally, the paper is concluded in Section VI.

II. SYSTEM MODELING

In this section, we introduce the system model, which includes the network topology (Section II-A) and the channel...
is the 3D distance between the UAV and the $k$-th BS in meters, and $f_c$ is the working frequency in GHz [13]. Note that path loss expressions are valid for $22.5 \text{ m} < h_u < 300 \text{ m}$ which is the range of interest for cellular-connected UAVs operations.

2) Small-Scale Fading: A wireless link between the UAV and $k$-th BS undergoes small-scale fading with $\Omega^\text{LoS}_{u,k}$ and $\Omega^\text{NLoS}_{u,k}$ being the fading powers of LoS and NLoS conditions, respectively. Without loss of generality, we adopt the convention $E(\Omega^\text{LoS}_{u,k}) = 1$, with $\xi$ being LoS or NLoS. We use the Nakagami-m fading model that covers a wide range of fading environments. [8]. Accordingly, $\Omega^\text{NLoS}_{u,k}$ follows a Gamma distribution, whose cumulative distribution function (CDF) can be found in [8].

3) Probability of LoS/NLoS: The aforementioned LoS and NLoS path-loss and small-scale fading components are incorporated to the system along with their probability of occurrence. For $22.5 \text{ m} < h_u < 100 \text{ m}$, the probability of LoS can be written as

$$P_{u,k}^\text{LoS} = \begin{cases} 1, & \text{if } r_{u,k} \leq r_1, \\ \frac{r_1}{r_{u,k}} + \left(1 - \frac{r_1}{r_{u,k}}\right) e^{-\frac{r_1}{r_{u,k}}}, & \text{if } r_{u,k} > r_1 \end{cases},$$

where $r_1 = \max(460 \log_{10}(h_u) - 700, 18)$ and $r_2 = 4300 \log_{10}(h_u) - 3800$. Furthermore, for $h_u \geq 100 \text{ m}$ we have $P_{u,k}^\text{LoS} = 1$. Finally, the NLoS probability is $P_{u,k}^\text{NLoS} = 1 - P_{u,k}^\text{LoS}$.

4) Antenna Gain: We assume that each BS is equipped with a vertical N-element uniform linear array (ULA) with antenna element spacing of $0.5\lambda$. Each element has directivity of $A_\theta(\phi)$, where $\theta$ and $\varphi$ are the spherical angles in local coordinate system of the origin at the antenna location. Following [12] the gain element can be written as

$$A_{\theta,\phi} = \min \left\{ \left[ -A_\theta(\phi) + A_{\theta,\phi}(\hat{\phi}) \right], A_m \right\},$$

where $A_{\theta,\phi}$ is the gain of the antenna element is considered to be $G_{\text{max}} = 8 \text{ dBi}$. The total BS radiation pattern gain denoted by $G_b(\theta,\phi)$ is obtained as the superposition of each element’s gain, i.e.

$$G_b(\theta,\phi) = G_{\text{max}} + A_{\theta,\phi}(\theta,\phi),$$

and the array factor is given by $G_A(\theta) = 10 \log_{10} \frac{\sin \left( \frac{N \pi (\cos \varphi - \cos \theta_e)}{2} \right)}{N^2 \sin^2 \left( \frac{\pi (\cos \varphi - \cos \theta_e)}{2} \right)}$, where $\theta_e$ is the electrical vertical steering angle defined between $0^\circ$ and $180^\circ$ ($90^\circ$ represents perpendicular to the array). Accordingly, $G_b(\theta,\phi) = G_A(\theta) + G_{\theta,\phi}(\theta,\phi)$.

We also assume that the UAV is equipped with a single omnidirectional antenna of unitary gain in any direction. Therefore, the received power (in dB) at the UAV from $k$-th BS can be expressed as

$$P^\text{LoS}_{u,k} = 10 \log_{10} \left( \frac{P_b}{G_b} \right) + P_{\text{LoS}}$$

and

$$P^\text{NLoS}_{u,k} = 10 \log_{10} \left( \frac{P_b}{G_b} \right) + P_{\text{NLoS}}$$

where $P_{\text{LoS}}$ and $P_{\text{NLoS}}$ represent the spherical angles corresponding to the link from the $k$-th BS to the UAV in 3D space.
C. Performance Metrics

In the following, we present important metrics that capture key limiting factors of mobile cellular-connected UAVs’ performance.

1) Disconnectivity: During UAV’s flight over $q_{tr}$, the disconnectivity time corresponds to the amount of time that the serving BS is not able to provide a target rate $r_1$ to the UAV. If we denote the UAV’s achievable rate as $R_D$, then the link is called disconnected if $R_D < r_1$. The UAV’s achievable rate $R_D$ is obtained as $R_D = W \cdot \log_2(1 + \text{SINR})$, where $W$ is the bandwidth assigned to the UAV’s link which directly relates to the number of allocated PRBs, and SINR is the instantaneous signal-to-interference-plus-noise-ratio. If we assume that the $J$-th BS is serving the UAV, the SINR at the UAV can be written as $\text{SINR} = \frac{P_j}{\sigma^2 + \sum_{k \neq j} P_k}$ where $\sigma^2$ is the noise power.

2) Handover Rate: A UAV is able to constantly measure the received signal power from various BSs and eventually may decide to perform a new association based on the received power strengths. This HO procedure can significantly enhance the SINR level when switching to the best BS that provides the highest signal power. Since the HO procedure requires additional signaling exchanges in the network, it yields delays in communicating useful signals. Although switching to the best BS increases the level of SINR and hence reduces the disconnectivity time, the UAV may encounter several consecutive HOs which, in turn, can result in a degraded reliability of the communication link.

3) Power Consumption: One of the limiting factors in UAV’s performance is their limited energy budget available for accomplishing a given mission. A UAV consumes energy for two major purposes including communication and propulsion. The energy consumption of the former particularly for C&C is negligible compared to the latter [2], [7], hence we ignore the communication-related part. Assuming that the UAV maneuvering takes a small portion of the total operation time the power consumption of a rotary-wing UAV can be written as $P_u(t) = P_0 \left( 1 + \frac{\nu_0}{U_{tip}} \right) + P_I \left( \sqrt{1 + \frac{\nu_0}{U_{tip}} - \frac{\sigma^2}{\eta_0}} \right)^{1/2} + K_u V^3$, where $P_0$ and $P_I$ are constants respectively related to the blade profile power and induced hovering power, $U_{tip}$ denotes the rotor blade’s tip speed, $\nu_0$ represents the mean rotor induced hovering velocity, and $K_u$ is determined by the fuselage drag ratio, rotor solidity, the air density, and rotor disc area. A more detailed discussion on the power consumption modeling of UAVs can be found in [2], [7].

III. PRELIMINARIES AND PROBLEM STATEMENT

This section considers critical aspects for the performance of cellular-connected UAV, and presents our problem statement.

A. Preliminaries

Figure 2a illustrates that disconnected areas (i.e. coverage holes) grow as the UAV’s altitude increases resulting in a more disconnectivity time. This is due to the fact that the UAV at higher altitude experiences a strong LoS interference from the neighboring cells. Importantly, it may be impossible for a trajectory to avoid all the disconnected areas. However, the UAV could choose to pass over disconnected areas with a higher speed in order to reduce the time it remains disconnected from the network. Please note that allocating more PRBs to the UAV link results on a reduction of the disconnected areas. In this paper, however, our focus is to adopt proper UAVs speeds assuming that other cellular network-dependent parameters are fixed. Accordingly, no additional signaling overhead is imposed on the network.

To gain insight in the behaviour of the HO events, we have illustrated the cell association pattern at different altitudes in Figure 2b where areas with the same color are served by the same cell. The black lines show the borders between any two different cells, and hence crossing any of these lines triggers a HO event. Importantly, the serving pattern greatly depends on the altitude: at higher altitudes the HOs lines tend to be denser, which implies that HOs happen more often.

B. Problem Statement

We consider the perspective of a cellular-connected UAV designer who aims to accomplish a mission such as environmental sensing. For this, we consider a general objective
that may include one or more of the followings: shortening the time of mission accomplishment, improving the life-time of UAV by reducing the energy consumption, reducing the disconnectivity time by considering a required target rate, or enhancing the link reliability by reducing the HOs rate.

These PIs are linked since they are dependent on the UAV’s velocity and the network topology. As the latter can not be controlled by a UAV operator, the former may be intelligently controlled to meet the objective’s conditions. As the speed of the UAV increases, the time of mission accomplishment and disconnectivity time decrease. However, it yields an increased HO rate and it may increase or decrease the energy consumption[2],[7]. Accordingly, optimizing the UAV’s speed is crucial to effectively balance the trade-offs between the time of mission accomplishment, UAV’s lifetime, the connectivity time, and the reliability conditions. Mathematically, the problem can be formulated as:

\[
\min_V f(T_{tr}, P_u, T_D, R_H)
\]

s.t. \(V_{\min} \leq V \leq V_{\max}, \|\dot{V}\| \leq \dot{a}_{\max}, q \in q_{tr},\) (1)

where \(f()\) represents a desired function which can be a weighted summation of the arguments, \(T_{tr}\) is the time of task completion, \(P_u\) is the UAV’s power consumption, \(T_D\) is the disconnectivity time and \(R_H\) is the HO rate. Above, the first constraint represents the range of possible choices for velocity. The parameter \(V_{\max}\) is limited not only by the UAV’s maximum possible speed but also by the type of task to be performed. Moreover, the limited acceleration of UAV is taken into account through (1). Note that the overall performance may not involve one or more of the considered PIs depending on the applications, and hence one may set some of the weights zero to focus on specific PIs. For instance, if a network can guarantee the required rate constraint for connectivity, then the disconnectivity weight in the objective function is set to zero.

As the dependency of the objective function on the velocity is complex and determined by the environment which might not be known in advance, we propose a learning approach to solve the problem.

IV. LEARNING-BASED CONTROLLED MOBILITY

Here we propose an RL based mechanism to address the problem stated in Eq. (1).

A. An Overview of RL and MAB

Reinforcement learning deals with the problem of designing policies for agents that need to act in environments whose inner workings they largely ignore. For building this policy, RL assumes that the agent has access to a reward signal, which provides feedback on how well the objective of the agent has been satisfied. The reward signal is updated after each action, which allows the agent to improve its policy based on its own past experiences. Importantly, RL does not rely on prior knowledge of the environment, being more flexible than other related frameworks such as supervised learning.

RL is a natural choice to address problems such as Eq. (1). Within the RL literature, our approach is to consider the multi-armed bandit (MAB), as it is one of the most well-understood scenarios with a vast related literature. A MAB abstracts a scenario where a gambler has to choose between a number of slot machines to play with. Each machine has its own likelihood of providing a positive outcome, which is not known by the gambler beforehand. Therefore, the gambler needs to do exploratory rounds to estimate the odds of each machine, to then exploit this knowledge by playing in the most favorable ones. Importantly, each exploratory round improves the knowledge of the gambler about the machines at the expense of risking low payoffs; nevertheless, this knowledge is key for ensuring favorable long-term outcomes. This exploration-vs-exploitation trade-off is a hallmark of RL problems, and its balance is a main concern of RL algorithms.

B. Mobility Management as a MAB Problem

To solve (1) as a MAB problem, the UAV acts as the agent with the set of available velocities as the actions \(\mathcal{V} = \{V_{\min}, V_{\min} + \Delta V, \ldots, V_{\max}\}\). The UAV’s path is divided into \(m\) equal segments. At the beginning of each segment the UAV selects a velocity from \(\mathcal{V}\) within the ones that are consistent with the maximal acceleration, i.e. \(a_{\max}\). Then, the UAV computes a reward signal defined as

\[
\begin{align*}
   r_V(t) &= (\beta_V + \beta_D \rho_D(t) - \beta_H \bar{n}_H) \frac{V(t) - V_{\min}}{V_{\max} - V_{\min}} \\
         &\quad - \beta_P \frac{P_u(t) - P_{\min}}{P_{\max} - P_{\min}},
\end{align*}
\]

where the coefficients \(\beta_V, \beta_D, \beta_H,\) and \(\beta_P\) are learning parameters that indicate the impact of mission completion time, disconnectivity time, HOs, and power consumption on the reward function, respectively. Since increasing the UAV’s speed decreases the traveling time, it is considered as a benefit in the reward function. In (2), \(\rho_D\) denotes the fraction of the time interval at segment \(t\) when the UAV is in the disconnectivity condition. Note that the time duration of disconnectivity can be decreased by increasing the speed. In (2), moreover, \(\bar{n}_H\) is the average number of HOs occurred until the segment \(t\) which is considered as a cost. Therefore, the cost due to HOs increases with a higher number of HOs. The last term in (2) captures the impact of power consumption on the reward function as a cost. Finally, the speed and power are normalized within the range \([0,1]\) in order to fairly combine the benefits and costs elements.

C. Solution Based on Upper Confidence Bound (UCB)

The upper confidence bound (UCB) algorithm is an effective approach for solving the MAB problem. Using the UCB algorithm, the UAV first selects each velocity once. Then, as the iteration becomes larger than the number of actions denoted as \(N\), it selects the velocity \(V^*_{\text{UCB}}(t)\) according to the decision function that satisfies

\[
V^*_{\text{UCB}}(t) = \arg\max_{v \in \mathcal{V}} \left\{ \bar{r}_V(t) + c \sqrt{\frac{2 \ln t}{n_v(t)}} \right\},
\] (3)
Fig. 3. Considering the overall performance indicator, i.e. $f$, learning strategy outperforms benchmark method for low values of $\beta_V$.

where $\bar{r}_v(t)$ denotes the mean reward of velocity $v$ until segment $t$, $n_v(t)$ is the number of times that arm $v$ has been selected, and $\mathcal{V}$ is a subset of $\mathcal{V}$ ensuring the acceleration constraint in (1). In (3), the mean reward term and the second term capturing $n_v(t)$ correspond to exploitation and exploration, respectively. Parameter $c > 0$ balances the trade-off between exploration and exploitation. A pseudocode describing our proposed algorithm is presented in Algorithm 1.

Algorithm 1: UCB-based mobility management algorithm for the cellular-connected UAV

1: Initialization: $\bar{n}_{HO}(0) = 0$
2: for $t = 1 : N$ do
3: Select the $t$-th arm $V \in \mathcal{V}$
4: measure $p_{t}(V), \bar{n}_{HO}(t), \text{and } P_a(t)$
5: Assign $n_{HO}(t) = \left[(t-1)n_{HO}(t-1) + n_{HO}(t)\right]/t$
6: Calculate $r_v(t)$ using (3)
7: Assign $\bar{r}_v(t) = r_v(t)$
8: Assign $n_v(t) = 1$
9: end for
10: end for
11: Main loop:
12: for $t > N$ do
13: Select arm $V_{UCB}(t)$ according to (4)
14: measure $p_{t}(V), \bar{n}_{HO}(t), \text{and } P_a(t)$
15: Assign $n_{HO}(t) = \left[(t-1)n_{HO}(t-1) + n_{HO}(t)\right]/t$
16: Calculate $r_v(t)$ according to (3)
17: for $v \in V$ do
18: Update $n_v(t) = n_v(t-1) + \mathbb{I}_{\{v = v_{UCB}(t)\}}$
19: Update $\bar{r}_v(t) = \left[n_v(t-1)\bar{r}_v(t-1) + \mathbb{I}_{\{v = v_{UCB}(t)\}}r_v(t)\right]/n_v(t)$
20: end for
21: $t \leftarrow t + 1$
22: end for

V. NUMERICAL RESULTS

In this section, we examine our proposed algorithm by focusing on each target performance individually and also in total on the objective function. To study the total effect of the parameters $\beta_V, \beta_D, \beta_H, \beta_P$, we consider an objective function given by $f(T_{tr}, P_{tr}, T_{tr}, R_{H}) = a_1 T_{tr}/T_{tr}^3 + a_2 P_{tr}/P_{tr}^3 + a_3 T_{tr}/P_{tr} + a_4 R_{H}/R_{H}^3$, where superscript B denotes the benchmark result, $\bar{r}$ indicates the average, and $a_i, i = 1, 2, 3, 4$ are non-negative real coefficients where $\sum_{i=1}^{4} a_i = 1$. This representation of $f$ enables us: 1) to determine the importance of each individual metric as compared to others by adjusting $a_i$s (For an specific scenario some of the $a_i$s may be set equal to zero), 2) to fairly evaluate the overall impact of the learning method as compared to the benchmark. Please note that, $f$ is equal to 1 for the benchmark and improvements due to learning should be reflected in performances where $f < 1$. The benchmark is obtained by adopting a uniform random velocity in each iteration. The parameters used for the simulations are summarized in Table 1. The default values of the learning parameters are one. Furthermore, for the parameters’ values of power consumption and BSs antenna pattern, see [2] and [14] respectively.

![Figure 4: HO cost can be reduced by increasing $\beta_H$. However, the overall performance is optimized within a limited range of $\beta_H$.](image)

Figure 4 illustrates the impact of velocity learning parameter $\beta_V$ on each PI and also on the total objective function $f$. As expected, an increase in $\beta_V$ increases the velocity, and hence proportionally reduces the time of task completion. A higher $\beta_V$, also, decreases the disconnectivity time $T_{tr}$, however, it is disadvantageous for handover rate and power consumption. As can be seen, the total effect of $\beta_V$ on the objective function can be minimized by adopting proper values of $\beta_V$. For instance for the case of $a_i = 0.25, \ i = 1, 2, 3, 4$, the best choice is $\beta_V \approx 2$.

Figure 4 shows the higher HO cost $\beta_H$ results in a lower HO rate and velocity. The HO rate is significantly lower than the benchmark using the learning technique. Altogether, the total effect of HO learning parameter can be balanced by choosing $\beta_H$ between 0 and 5 in our examined cases. It is worth pointing out that in these figures for $\beta_H \in [0, 20]$ still the learning method outperforms the benchmark as the objective function.

| N dB | $r_0$ | W | Lc |
|------|-------|---|----|
| -204 dB/Hz | 100 kbps | 180 kHz | 2 GHz |
| UMa | ISD | $h_u$ | $P_b$ |
| 6 km $\times$ 6 km | 1 km | 25 m | 46 dBm |
| $V_{min}$ | $V_{max}$ | $a_{max}$ | $h_u$ |
| 1 m/s | 30 m/s | 5 m/s$^2$ | 150 m |

TABLE I. Notations and values for simulation.

![Image](image)
is below 1.

Figure 5 shows that an increase in the disconnectivity learning factor $\beta_D$ reduces the disconnectivity time which confirms the suitability of the reward function in (2) for this problem. Furthermore, with increasing $\beta_D$, power consumption increases. The main reason is that the UAV speed increases compared to the optimal speed for the minimum power consumption. The overall performance represented by the objective function can be minimized by choosing $\beta_D \approx 2$, though for the other examined values yet the learning approach benefits the system as $f$ lies below 1.

Figure 6 reveals that the higher values of power consumption cost $\beta_P$ makes this contributor dominant over others, and hence the velocity converges to the optimum velocity for the minimum power consumption. This fact results in a relatively stable behavior of HO rate and disconnectivity time for large values of $\beta_P$. In general, the average HO rate and disconnectivity time are not monotonic functions of $\beta_P$ motivated by the fact that the dependency of power consumption on velocity is not monotonic. As for the objective function $f$, one can see that depending on the weight of each term, i.e. $a_i$, the larger or lower values of $\beta_P$ is better. Reducing $a_i$, i.e. the importance of time completion, and increasing the weight of power consumption and other individual metrics require higher values of $\beta_P$ for an optimal overall performance.

VI. CONCLUSION

In this paper, we have addressed key challenges of mobile cellular-connected UAVs including connectivity time, handover rate, energy consumption, and traveling time by using a reinforcement learning approach. Our approach leverages the Upper Confidence Bound algorithm for MAB problems, which we recast in the context of cellular-connected UAV systems by recognition of a proper reward function. Our results show that adequate learning parameters enable significant improvement in the key performance indicators. Interestingly, the optimal combination of learning parameters depends on the weight of each indicator.
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