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Abstract

Kernel matrices, which arise from discretizing a kernel function \( k(x, x') \), have a variety of applications in mathematics and engineering. Classically, the celebrated fast multipole method was designed to perform matrix multiplication on kernel matrices of dimension \( N \) in time almost linear in \( N \) by using techniques later generalized into the linear algebraic framework of hierarchical matrices. In light of this success, we propose a quantum algorithm for efficiently performing matrix operations on hierarchical matrices by implementing a quantum block-encoding of the hierarchical matrix structure. When applied to many physical kernel matrices, our quantum algorithm can solve quantum linear systems of dimension \( N \) in time \( O(\kappa \text{polylog}(\frac{N}{\epsilon})) \), where \( \kappa \) and \( \epsilon \) are the condition number and error bound of the matrix operation. This runtime is near-optimal and, in terms of \( N \), exponentially improves over prior quantum linear systems algorithms for dense and full-rank kernel matrices. We discuss possible applications of our algorithm in solving integral equations and accelerating computations in N-body problems.

1 Introduction

One of the most promising applications of quantum information processing is in solving linear algebraic problems in high dimensions efficiently. Since the Harrow-Hassidim-Lloyd (HHL) algorithm was first developed for solving linear systems of equations \cite{1}, a number of improvements have been proposed. Significantly, the breakthrough algorithms in \cite{2} and \cite{3} solved sparse linear systems of equations in time polylogarithmic in the system size \( N \) and the target error bound \( \epsilon \). When these algorithms are applied to dense matrices, however, their complexity scales linearly in \( N \) (see Table 1). Using a quantum random access memory (QRAM) data structure \cite{4}, the work of \cite{5} improved the runtime to \( O(\sqrt{N}) \) by sacrificing the logarithmic dependence on \( \epsilon \). Classically, quantum-inspired algorithms \cite{6, 7} use an analog of QRAM called sample-query access and apply sketching techniques \cite{8} to solve linear systems with runtimes independent of \( N \) but scaling poorly with the rank \( k \) of the matrix as \( O(k^6) \).

In fact, achieving a runtime logarithmic in \( N \) for dense and full-rank matrices is generally challenging unless there are specific symmetries or structures inherent in the matrix. For example, quantum algorithms have been developed to achieve polylogarithmic complexity in \( N \) for Toeplitz systems \cite{9}, Hankel matrices \cite{10}, and linear group convolutions \cite{11} which all feature the (group) quantum Fourier transforms \cite{12} to implement operations as sparse matrices in the Fourier regime. For applications in kernel matrices, these methods require matrix entries to be \textit{exactly} uniformly sampled from a generating function and are inapplicable to more general settings (e.g., the matrix entries corresponding to atoms on a lattice vibrating around their equilibrium positions).
Kernel matrices are a class of matrices whose entries are calculated as a function of a kernel $k(x, x')$. They have applications in mathematical physics [13], engineering [14] and machine learning [15], where they are often obtained by sampling or discretizing a smooth kernel $k(x, x')$ that reflects the physical model at hand. In general, kernel matrices are dense and full-rank. Hierarchical matrices (H-matrices) [16, 17] are a classical framework for efficiently performing matrix operations on commonly found kernel matrices by hierarchically splitting the “space” dimension of the matrix entries. In terms of the matrix dimension $N$, classically performing matrix-vector multiplication with H-matrices takes time $O(N \text{polylog}(N))$ which is a significant improvement over the generic $O(N^2)$ time. This H-matrix structure lies at the heart of the celebrated fast multipole method [13]. This improvement intuitively arises because kernel matrices often decay or change slowly along entries that are farther from the diagonals of the matrix. H-matrices progressively approximate the matrix in larger low-rank blocks for farther off-diagonal entries to efficiently implement kernel matrices.

We present an algorithm to optimally implement H-matrices in the block-encoding framework, which embeds matrices inside a unitary operator that can be queried multiple times. This construction, which is at the core of many quantum algorithms, allows one to conveniently perform matrix computations on a quantum computer [18–21]. As many recently proposed algorithms use block-encodings as a black box, one of the major challenges for quantum numerical linear algebra in this framework is to efficiently block-encode matrices so that the asymptotic runtimes are efficient even when the block-encoding complexity is included. Our H-matrix block-encoding procedure, combined with the quantum linear systems algorithm from [22], provides near-optimal runtimes in solving quantum linear systems for many typical kernels that are neither sparse nor low-rank, e.g., $k(x, x') = \|x - x'\|^{-1}$ (see Table 1 for comparisons to prior work). Apart from the H-matrix block-encoding, we also provide a list of common kernel matrices that can be efficiently block encoded using existing techniques.

We proceed as follows. First, we overview classical hierarchical matrices in Section 2 and the quantum block-encoding framework in Section 3. We then present an algorithm for efficiently block-encoding hierarchical and kernel matrices in Section 4 and discuss applications of our algorithm in calculating N-body gravitational potentials and solving quantum linear systems in Section 5.

Table 1: Comparison of runtime of previous methods with our method for matrix multiplication (forward) and solving linear systems (inversion) arising from dense and full-rank kernels, e.g., $k(x, x') = \|x - x'\|^{-1}$. For purposes of comparison, we assume the operator norm of the matrix is bounded. Here, $\kappa$ is the condition number of the matrix operation and $\varepsilon$ is the error bound on the output. For quantum algorithms, we assume the input vector is given as quantum state and the runtime is equal to the circuit depth times the number of queries needed to obtain the output as a quantum state with high probability. More details about prior works can be found in Appendix A.

| Algorithm | Complexity | Main technique |
|-----------|------------|----------------|
| Classical | $N \text{polylog}(\frac{N}{\varepsilon})$ | Classical H-matrix |
| CKS [2]   | $N \text{polylog}(\frac{N}{\varepsilon})$ | Linear combination of unitaries |
| WZP [5]   | $\sqrt{N\kappa^2} \text{polylog}(N)$ | Quantum singular value estimation$^a$ |
| GSLW [3]  | $N\kappa \text{polylog}(\frac{N}{\varepsilon})$ | Naive block-encoding$^b$ |
| This paper| $\kappa \text{polylog}(\frac{N}{\varepsilon})$ | H-matrix + Adiabatic solver [22] |

$^a$ Requires QRAM data structure in $^b$ Block-encoding via Lemma 3.1 applied with quantum singular value transform
2 Background in \( \mathcal{H} \)-matrices and hierarchical splitting

To observe why hierarchical matrices are useful, consider a physical model which requires summation or integration over spacetime. The \( N \)-body gravitational force problem \cite{23}, for example, requires evaluating potentials of the form

\[
\phi(\mathbf{x}_j) = \sum_{i=1, i \neq j}^{N} \frac{m_i}{\|\mathbf{x}_j - \mathbf{x}_i\|^2}, \quad 1 \leq j \leq N
\]

where \( m_i \) and \( \mathbf{x}_i \) denote the mass and location of particle \( i \). Summing or integrating over all particles is equivalent to performing matrix-vector multiplication, generally requiring \( O(N^2) \) operations unless the underlying matrix is sparse or has special properties. As we will show, when particles are placed in a favorable arrangement (e.g., approximately uniformly), this matrix-vector multiplication can be approximately performed in time \( O(N \text{polylog } N) \).

Hierarchical matrices (\( \mathcal{H} \)-matrices) \cite{16, 17, 24} are a powerful algebraic framework for accelerating matrix computations involving displacement kernels \( k(\mathbf{x}, \mathbf{x}') = k(\|\mathbf{x} - \mathbf{x}'\|) \) which satisfy certain properties outlined below. The key idea is to (i) split the kernel matrix into hierarchically off-diagonal blocks and (ii) approximate each block by a low-rank matrix. This low rank approximation is justified because off-diagonal blocks represent distant interactions that are small or slowly changing with distance. We now detail the two ingredients of \( \mathcal{H} \)-matrices, namely the hierarchical splitting and the off-diagonal low-rank approximation.

2.1 Hierarchical splitting into admissible blocks

Hierarchical splitting partitions a kernel matrix into so-called “admissible” blocks where entries representing more distant interactions are grouped together into larger blocks. Consider a system of \( N \) particles, whose pairwise interaction is described by the kernel \( k(x, x') \). The kernel matrix of this system is defined as

\[
\mathbf{K} = (k(x_i, x_j))_{i,j=0}^{N-1},
\]

Figure 1: (A) Structure of a hierarchical splitting for a 1D array of 16 particles (gray circles), which are close to uniformly distributed. The accumulative potential at the destination location (star, which can also be one of the sources) is decomposed into contributions from clusters of source particles whose sizes grow with the distance to the destination. (B) Cluster size decreases exponentially with the level of the hierarchical splitting. (C) The associated kernel matrix of this 16-particle system takes the form of an \( \mathcal{H} \)-matrix, assuming that the destination locations are the same as the source locations. This matrix is decomposed into hierarchically structured blocks using the hierarchical splitting in (A), where each block is numerically low-rank.
where \( x_i \) is the location of particle \( i \). For ease of analysis, we assume the particles are uniformly distributed and choose \( x_i = i/N \), for any \( i \in \{0, 1, \ldots, N-1\} \) and \( N = 2^L \). For example, this is the case when the kernel matrix is obtained by discretizing an integral operator over the domain \([0,1]\) (see [19]). In general, a kernel matrix need not be square and the source locations \( x_i \) need not be 1-dimensional nor equally spaced and we will show how to generalize the current setup to these cases in later sections. We refer the interested readers to [17, 25–28] for further details.

A set of \( m \) particles located at \( \{x_{j_1}, \ldots, x_{j_m}\} \) is denoted as a cluster \( \sigma \), storing the list of individual indices \( \sigma = \{j_1, \ldots, j_m\} \).

**Definition 2.1** (Admissible blocks). Let \( \mathbf{K} = (k(x_i, x_j))_{i,j=0}^{N-1} \) and \( \mathcal{N} = \{0, 1, \ldots, N-1\} \). Let \( \mathcal{P}(\mathcal{N}) \) be a partition of \( \mathcal{N} \), i.e., \( \mathcal{N} = \bigcup_{\sigma \in \mathcal{P}(\mathcal{N})} \sigma \). For a cluster \( \sigma \in \mathcal{P}(\mathcal{N}) \), define the center of \( \sigma \) as \( c_\sigma = \text{mean}\{x_i \mid i \in \sigma\} \) and the radius of \( \sigma \) as \( r_\sigma = \max_{i \in \sigma} |x_i - c_\sigma| \). Furthermore, for \( \sigma, \rho \in \mathcal{P}(\mathcal{N}) \), define the distance between the two clusters \( \sigma \) and \( \rho \) as \( \text{dist}(\sigma, \rho) = \min_{i \in \sigma, j \in \rho} |x_i - x_j| \). Then, the matrix block \( \mathbf{K}^{\sigma,\rho} = (k(x_i, x_j))_{i \in \sigma, j \in \rho} \) is called admissible if \( \eta \cdot \max\{r_\sigma, r_\rho\} \leq \text{dist}(\sigma, \rho) \), where \( \eta = 2 \).

Informally, a block is admissible if the distance between its two corresponding clusters is larger than their radii (other values of \( \eta \) can give rise to different forms of the hierarchical splitting, see [16, 25]). We now split the matrix \( \mathbf{K} \) into a hierarchy of admissible blocks consisting of \( L = \log_2 N \) levels of decreasing radii. At level \( \ell \), define the following partition of \( \mathcal{N} = \{0, 1, \ldots, N-1\} \):

\[
\mathcal{P}^{(\ell)} = \{\sigma_i^{(\ell)} \mid i \in \{0, \ldots, 2^\ell - 1\}\},
\]

where

\[
\sigma_i^{(\ell)} = \{i \in \mathcal{N} \mid x_i \in [I/2^\ell, (I+1)/2^\ell)\}.
\]

For example, \( \mathcal{P}^{(0)} = \{\mathcal{N}\} \), \( \mathcal{P}^{(L)} = \{\{\}\} \), and \( \mathcal{P}^{(\ell)} \) for \( \ell \in \{2, 3, 4\} \) are shown in Figure 1B. Note that admissible blocks only exist for \( \ell \geq 2 \). We now construct a hierarchical splitting of our kernel matrix \( \mathbf{K} \) into admissible blocks starting from the coarsest level \( \ell = 2 \). First, we split \( \mathbf{K} \) into admissible and inadmissible blocks in \( \mathcal{P}^{(2)} \)

\[
\mathbf{K} = \mathbf{K}^{(2)} + \mathbf{K}_{\text{inadmissible}}^{(2)}.
\]

Next, we split \( \mathbf{K}_{\text{inadmissible}}^{(2)} \) into admissible and inadmissible blocks in \( \mathcal{P}^{(3)} \) (excluding the admissible blocks of \( \mathcal{P}^{(3)} \) that are already covered in \( \mathbf{K}^{(2)} \))

\[
\mathbf{K}_{\text{inadmissible}}^{(2)} = \mathbf{K}^{(3)} + \mathbf{K}_{\text{inadmissible}}^{(3)}.
\]

Recursively applying the decomposition \( \mathbf{K}_{\text{inadmissible}}^{(\ell-1)} = \mathbf{K}^{(\ell)} + \mathbf{K}_{\text{inadmissible}}^{(\ell)} \) up to level \( L \), we obtain a hierarchically structured representation of \( \mathbf{K} \)

\[
\mathbf{K} = \sum_{\ell=2}^{L} \mathbf{K}^{(\ell)} + \mathbf{K}_{\text{ad}},
\]

where \( \mathbf{K}_{\text{ad}} = \mathbf{K}_{\text{inadmissible}}^{(L)} \) is a tridiagonal matrix which represents the “adjacent” interaction of neighboring particles (see Figure 1C). Observe that the matrices \( \mathbf{K}^{(\ell)} \) are block-sparse; that is, each block-row or block-column of \( \mathbf{K}^{(\ell)} \) contains at most three non-zero admissible blocks. Furthermore, these blocks represent “far-field” interactions which can be approximated by low-rank matrices if the kernel \( k(x, x') \) satisfies some additional properties discussed in the next section.

In Appendix D.3 we describe a generalization of the hierarchical splitting to higher dimensions, where the two key properties still hold, i.e., there are only \( \log N \) levels and each level \( \mathbf{K}^{(\ell)} \) is block-sparse.
2.2 Low-rank approximation of admissible blocks

For far-field interactions in admissible blocks, the kernel \( k(x, x') \) can be well approximated by a truncated Taylor series if it satisfies the following asymptotic smoothness condition:

\[
|\partial^q_x k(x, x')| \leq C q! |x - x'|^{-q} \quad (\forall q \in \mathbb{N}),
\]

where \( C \) is a constant. For instance, the log kernel \( k(x, x') = \log(|x - x'|) \) directly satisfies the above. This condition enables approximating any admissible block \( K^{\sigma, p} \) by a rank-\( p \) matrix

\[
K^{\sigma, p} \approx \tilde{K}^{\sigma, p} = \Psi^{\sigma, p} D (\Phi^p)^\dagger,
\]

where \( D = \text{Diag}(1/q! \in P) \in \mathbb{R}^{P \times P} \), \( P = \{0, 1, \ldots, p-1\} \) and

\[
\Psi^{\sigma, p} = (\partial^j_x k(x, \epsilon_p))_{j \in \sigma, q \in P} \in \mathbb{R}^{p^2 \times P},
\]

\[
\Phi^p = ((x_j - \epsilon_p)^q)_{j \in \rho, q \in P} \in \mathbb{R}^{p^2 \times P}.
\]

Here, \( p \) regulates the precision of the approximation (typically \( p = \text{polylog}(N/\varepsilon) \) for an error bound \( \varepsilon \)). A detailed example and error analysis of this far-field approximation can be found in Appendix D. In addition, we note that conditions other than that of Equation (6) can also be used to justify the approximation (see Appendix D, we show that matrix-vector multiplication with an \( H \)-matrix can be performed in time \( O(Np \log N) \). In addition, other \( H \)-matrix operations such as matrix-matrix multiplication and matrix inversion run in time \( O(Np^2 \log^2 N) \), we refer the reader to \([16, 24, 25]\) for further details. The rank \( p \) can be chosen at each level to further optimize computational complexity versus approximation error [26].

3 Block-encoding arithmetic

Throughout this paper, we employ the block-encoding framework to perform matrix computations on a quantum computer [18]. Here, an \( s \)-qubit (non-unitary) operator \( A \in \mathbb{C}^{2^s \times 2^s} \) is embedded in a unitary operator \( U \in \mathbb{C}^{2^s \times 2^s} \) using \( a \) ancilla qubits such that the top left block of \( U \) is proportional to \( A \):

\[
U = \begin{pmatrix}
A/\alpha & \\
\vdots & \\
\end{pmatrix},
\]

where \( \alpha \) is the normalization factor of the block-encoding. Formally, the \((s + a)\)-qubit unitary \( U \) is an \((\alpha, a, \varepsilon)\)-block-encoding of \( A \) if

\[
\|A - \alpha(\ket{0^a} \otimes I_s) U (\ket{0^a} \otimes I_s)\| \leq \varepsilon,
\]

where \( \| \cdot \| \) denotes the operator norm of a matrix and \( I_s \) is the identity operator on \( s \) qubits. In other words, applying the unitary \( U \) to a quantum state \( \ket{\psi} \) and post-selecting on the measurement outcome \( \ket{0^a} \) on the ancilla qubits is equivalent to applying the operation \( A \) on \( \ket{\psi} \):

\[
U \ket{0^a} \ket{\psi} = \frac{1}{\alpha} \ket{0^a} A \ket{\psi} + \ket{G},
\]

where \( \ket{G} \) is a garbage state that is orthogonal to the subspace \( \ket{0^a} \), i.e., \( \langle 0^a | I_s | G \rangle = 0 \). The probability of successfully post-selecting \( \ket{0^a} \) is thus equal to \( \| A |\psi \|^2 \alpha^{-2} \). Observe that \( \alpha \geq \| A \| \) is required to embed \( A \) inside a unitary matrix. Further, since the probability of success of the post-selection step depends on the ratio \( \| A \|/\alpha \), a block-encoding \( U \) is optimal if \( \alpha = \Theta(\| A \|) \), and additionally, \( \alpha = O(\text{polylog}(N, 1/\varepsilon)) \), and the circuit depth of \( U \) is \( O(\text{polylog}(N, 1/\varepsilon)) \). Throughout this paper, we assume that matrices are normalized to have the largest entry at most 1, and we analyze the optimality of block-encodings by comparing the normalization factor \( \alpha \) to the operator norm \( \| A \| \).
Before proceeding to block-encode a hierarchical matrix, we provide various methods for block-encoding the individual matrix blocks in the hierarchical splitting. Depending on the locations of the matrix blocks and how the values of the kernel entries can be accessed by a quantum computer, there are various different ways one can block-encode a given matrix. Previous work has proposed efficient means to block-encode sparse matrices, purified density matrices, etc., as well as transformations of these matrices in the block-encoding framework \cite{3,18,32}. We list some previously established results in this framework in Appendix B, among which we particularly use Lemma B.5 to block-encode sparse matrices with oracle access to entries, Lemma B.3 to linearly combine block-encoded matrices, and Lemma B.4 to multiply block-encoded matrices. Later, we will apply and combine these individual block-encoding Lemmas to form a block-encoding of the complete hierarchical matrix.

First, we provide a version of Lemma B.5 applied to dense matrices, which we refer to as the “naive” block-encoding approach since it is unaware of the inherent structure of the block-encoded matrix.

**Lemma 3.1** (Naive block-encoding of dense matrices with oracle access). Let $A \in \mathbb{C}^{N \times N}$ (where $N = 2^s$) and let $\tilde{a} \geq \max_{i,j} |a_{ij}|$. Suppose the following oracle is provided

$$O_A : |i\rangle |j\rangle |0^b \rangle \rightarrow |i\rangle |j\rangle |\tilde{a}_{ij} \rangle,$$

where $0 \leq i,j < N$ and $\tilde{a}_{ij}$ is the (exact) $b$-qubit description of $a_{ij}/\tilde{a}$. Then one can implement a $(N\tilde{a}, s+1, \varepsilon)$-block-encoding of $A$ with two uses of $O_A$, $O(\text{polylog}(\frac{N\tilde{a}}{\varepsilon}))$ one- and two-qubit gates and $O(b, \text{polylog}(\frac{N\tilde{a}}{\varepsilon}))$ extra qubits (which are discarded before the post-selection step).

Assuming $\tilde{a} = 1$, the normalization factor of this block-encoding is $N$, which is suboptimal if $\|A\| \ll N$, e.g., this situation arises when the matrix $A$ has many small entries. This suboptimal block-encoding could lead to an exponentially small probability of success in the post-selection step. Therefore, a structure-aware block-encoding procedure is needed to achieve an optimal runtime in terms of $N$.

To directly implement the $H$-matrices outlined in Section 2, we need procedures to block-encode block-sparse and low-rank matrices which we provide in the Lemmas below (all proofs are deferred to Appendix B). First we define state preparation pairs, which are frequently used in this study to prepare the coefficients in a linear combination of matrices.

**Definition 3.2** (State preparation pair \cite{3}). Let $y \in \mathbb{C}^m$ and $\|y\|_1 \leq \beta$, the pair of unitaries $(P_L, P_R)$ is called a $(\beta, n, \varepsilon)$-state-preparation-pair of $y$ if $P_L |0^n\rangle = \sum_{j=0}^{2^n-1} c_j |j\rangle$ and $P_R |0^n\rangle = \sum_{j=1}^{2^n-1} d_j |j\rangle$ such that $\sum_{j=0}^{2^n-1} |\beta c_j^* d_j - y_j|^2 \leq \varepsilon_1$ and $c_j^* d_j = 0$ for any $j \in \{m, \ldots, 2^n - 1\}$.

Next, we show how to implement a block-encoding of low-rank matrices.

**Lemma 3.3** (Block-encoding of low-rank operators with state preparation unitaries, inspired by Lemma 1 of \cite{33}). Let $A = \sum_{i=0}^{p-1} \sigma_i |u_i\rangle \langle v_i|$ $\in \mathbb{C}^{2^r \times 2^r}$ where $\|u_i\| = \|v_i\| = 1$ and $\sigma_i, u_i, v_i$ denote the singular values and singular vectors of $A$. Let $r = \lfloor \log p \rfloor$ and $\sum_{i=0}^{p-1} |\sigma_i| \leq \beta$. Suppose the following $(r + s)$-qubit unitaries are provided:

$$G_L : |i\rangle |0^r \rangle \rightarrow |i\rangle |u_i\rangle,$$

$$G_R : |i\rangle |0^s \rangle \rightarrow |i\rangle |v_i\rangle,$$

where $0 \leq i < p$ and $|u_i\rangle$ ($|v_i\rangle$) is the quantum state whose amplitudes are the entries of $u_i$ ($v_i$). Let $(P_L, P_R)$ be a $(\beta, r, \varepsilon)$-state-preparation-pair for the vector $[\sigma_0, \ldots, \sigma_{p-1}]$. Then, one can construct a $(\beta, r+s, \varepsilon)$-block-encoding of $A$ with one use of each of $G_L, G_R, P_L^\dagger, P_R^\dagger, P_L, P_R$, and a SWAP gate on two s-qubit registers.

The above lemma provides one method to block-encode the approximately low-rank matrices described in Section 2 but as we will see, is not the only option one has at their disposal. When the rank of a matrix is small and bounded, the time needed to prepare unitaries $P_L, P_R$ is typically negligible; e.g., they can be efficiently implemented with an oracle providing access to $\sigma_i$ (and $\beta$ is close to the sum of the singular values). In addition, the unitaries $G_R, G_L$ can be constructed using existing state preparation methods based on the structure of the entries in the singular vectors (e.g., \cite{34} utilized efficiently integrable distributions, \cite{4} used...
a QRAM data structure). In Appendix B.3 we also present an approach to efficiently construct \( G_R, G_L \) from oracles providing access to the entries of \( u_i, v_i \) for cases where the entries change slowly (Lemma B.8).

Next, the following lemma block-encodes a block-sparse matrix, whose blocks are also block-encoded.

**Lemma 3.4** (Block-encoding of block-sparse matrices). Let \( A = \sum_{i,j=0}^{d-1} |i⟩⟨j| ⊗ A^{ij} \) be a \( d_r \)-row-block-sparse and \( d_c \)-column-block-sparse matrix, where each \( A^{ij} \) is an \( s \)-qubit matrix. Let \( U^{ij} \) be an \((\alpha_{ij}, a, \varepsilon)\)-block-encoding of \( A^{ij} \). Suppose that we have the access to the following \( 2(t+1) \)-qubit oracles:

\[
\begin{align*}
O_r : |i⟩|k⟩ &→ |i⟩|r_{ik}⟩, \\
O_c : |l⟩|j⟩ &→ |c_{ij}⟩|j⟩,
\end{align*}
\]

where \( 0 \leq i < 2^t, 0 \leq k < d_r, 0 \leq j < 2^t, 0 \leq l < d_c, r_{ik} \) is the index for the \( k \)-th non-zero block of the \( i \)-th block-row of \( A \), or if there are less than \( k \) non-zero blocks, then \( r_{ik} = k + 2^t \), and similarly \( c_{ij} \) is the index for the \( l \)-th non-zero block of the \( j \)-th block-column of \( A \), or if there are less than \( l \) non-zero blocks, then \( c_{ij} = l + 2^t \). Additionally, suppose the following oracle is provided:

\[
O_{s} : |i⟩|j⟩|z⟩ → |i⟩|j⟩|z⟩\otimes \tilde{α}_{ij}
\]

where \( 0 \leq i, j < 2^t \) and \( \tilde{α}_{ij} \) is the \( s \)-qubit description of \( α_{ij} \) (if \( i \) or \( j \) is out of range then \( \tilde{α}_{ij} = 0 \) ), and let the \((2t + 2 + s + a)\)-qubit unitary \( W = \sum_{i,j:A^{ij}\not=0} |i⟩⟩⟨j| |i⟩⟩⟨j| \otimes U^{ij} + \left(I - \sum_{i,j:A^{ij}\not=0} |i⟩⟩⟨j| \otimes |i⟩⟩⟨j| \right) \otimes I_{t_s}. \)

Let \( \tilde{α} = \max_{i,j} α_{ij} \). Then one can implement an \((\tilde{α}\sqrt{d_r d_c}, t + a + 3, 2\sqrt{d_r d_c})\)-block-encoding of \( A \), with one use of each of \( O_r, O_c, \) and \( W \), two uses of \( O_{s} \), \( O(t + polylog(\frac{1}{ε})) \) additional one- and two-qubit gates, and \( O(h, \text{polylog}(\frac{1}{ε})) \) added ancilla qubits.

**Remark 3.5.** Lemma 3.4 is efficient when the matrix is sparse over blocks (where each block may be dense), which is not in general the same as the matrix being sparse. It generalizes Lemma 48 of [3] (also see Lemma B.3) for block-encoding matrices with oracle access to entries. In addition, if \( α_{ij} \) are the same for all blocks, we do not need the oracle \( O_{s} \), hence some ancilla qubits and gates can be saved (see proof in Appendix B.4).

### 4 Block-encoding of kernel matrices via hierarchical splitting

In this section, we apply the block-encoding techniques delineated in Section 3 to block-encode \( H \)-matrices. Particularly, we provide a block-encoding procedure for kernel matrices arising from a variety of polynomially decaying and exponentially decaying kernels. We show that using only the hierarchical splitting without subsequent low-rank approximation gives an optimal block-encoding for these kernel matrices, enabling matrix transformations (e.g., multiplication, inversion, polynomial transformations) with optimal query and gate complexities. Then, we provide a block-encoding procedure for general \( H \)-matrices (whose admissible blocks are approximated by low-rank matrices) and discuss the applicability of our procedure on other variants of hierarchical matrices.

#### 4.1 Polynomially decaying kernels

We use the hierarchical splitting described in Section 3 to implement an optimal block-encoding procedure for polynomially decaying kernels, which take the following form

\[
k(x, x') = \begin{cases} 
C & \text{if } x = x' \\
\|x - x'\|^{-p} & \text{otherwise},
\end{cases}
\]

where \( p > 0 \) and \( C = O(1) \) is a constant representing self-interaction terms (e.g., \( C = 0 \) in Coulomb point source interactions). For concreteness, we consider the problem of computing pairwise interactions in a...
system of \( N \) particles. Particularly, consider a 1D system of \( N \) particles \( \{(x_i, m_i)\}_{i=0}^{N-1} \), where \( x_i \) and \( m_i \) are the location and mass of the particle \( i \), respectively. The potential at \( x_i \) is the sum over the pairwise interactions

\[
\Phi(x_i) = \sum_{j=0}^{N-1} m_j k(x_i, x_j). \tag{14}
\]

For simplicity and ease of analysis, we consider a system of equally distanced particles in which \( x_j = j \) and \( m_j = 1 \) for any \( j \in [N] \), where \( N = 2^L \). Note that we choose the domain to be \([1, N]\) instead of \([0, 1]\) as considered in Section\[2\] so that the maximum entry in the kernel matrix is 1.

To access the kernel function on a quantum computer, we assume the following oracle is given

\[
O_k : |i\rangle |j\rangle |0\rangle^{\otimes b} \rightarrow |i\rangle |j\rangle |\tilde{k}(x_i, x_j)\rangle,
\]

where \( \tilde{k}(x_i, x_j) \) is the \( b \)-qubit description of \( k(x_i, x_j) \). In fact, if the function \( k(x_i, x_j) \) can be computed via an efficient classical circuit, one can construct a comparably efficient quantum circuit for \( O_k \) [35]. In particular, this is the case when the distribution of particles is known and efficiently computable (e.g. \( x_j \) are equally spaced points in the discretization of integral operators).

We optimally block-encode the kernel matrix \( K = (k(x_i, x_j))_{i,j=0}^{N-1} \) up to error \( \varepsilon \) with a normalization factor of \( \Theta(||K||) \) by using only two queries to \( O_k \) and \( O(\text{polylog}(N, \frac{1}{\varepsilon})) \) additional resources (i.e., one- and two-qubit gates and ancilla qubits). At a high level, our method proceeds as follows. First, we decompose \( K \) into a hierarchical structure of admissible blocks as described in Section\[2\]

\[
K = \sum_{\ell=2}^{L} K^{(\ell)} + K_{ad}.
\tag{16}
\]

For each admissible block (which is a dense matrix) in the level \( K^{(\ell)} \), we block-encode it by using the naive procedure for dense matrices (Lemma\[3][4]\). Then, we use the procedure for block-sparse matrices (Lemma\[3][4]\) to form a block-encoding of \( K^{(\ell)} \). Finally, we sum over hierarchical levels to obtain a block-encoding of \( K \).

Specifically, at level \( \ell \) of the hierarchy, each admissible block has dimension \( 2^{L-\ell} \). In addition, the minimum pairwise distance between particles in an admissible block in \( K^{(\ell)} \) is \( d^{(\ell)}_{\min} = 2^{L-\ell} \), so the maximum entry of an admissible block \( K^{(\ell)} \) is bounded by \( d^{(\ell)}_{\min} = 2^{-(L-\ell)p} \). It follows that an admissible block at level \( \ell \) can be \((\alpha_{\ell}, L-\ell + 1, \frac{\varepsilon}{4})\)-block-encoded via the naive procedure for dense matrices (Lemma\[3][4]\), where \( \alpha_{\ell} = 2^{(L-\ell)(1-p)} \), using two queries to \( O_k \) and \( O(\text{polylog}(\frac{N}{\varepsilon})) \) additional one- and two-qubit gates.

From here, each \( K^{(\ell)} \), which is a block-sparse matrix of block-sparsity 3, can be \((3\alpha_{\ell}, L + 3, \varepsilon)\)-block-encoded via the procedure for block-sparse matrices (Lemma\[3][4]\) particularly Remark\[3][5]\). Note, that the query and gate complexities of implementing this block-sparse matrix are the same as those of implementing each individual block because all blocks are constructed in parallel in Lemma\[3][4]\ See detailed analysis in Appendix\[C.1\].

The adjacent interaction part \( K_{ad} \), which is a tridiagonal matrix, can be \((3, L + 3, \varepsilon)\)-block-encoded with the procedure for sparse matrices (Lemma\[B.5]\), using two queries to \( O_k \) and \( O(\text{polylog}(\frac{N}{\varepsilon})) \) one- and two-qubit gates. Finally, we use the procedure for linearly combining block-encoded matrices (Lemma\[B.3]\) to obtain a block-encoding of \( K = \sum_{\ell=2}^{L} K^{(\ell)} + K_{ad} \) as \( U = \sum_{\ell=2}^{L} 3\alpha_{\ell} U^{(\ell)} + 3U_{ad} \). This step requires a \((log L)\)-qubit state preparation pair (Definition\[3][2]\) which prepares the coefficients in the linear combination. We neglect the error in implementing this state preparation pair since it can be performed with \( log L = log log N \) qubit operations (see Appendix\[C.1\]). This entire procedure results in a \((\alpha, L + log L + 3, \alpha\varepsilon)\)-block-encoding of the exact kernel matrix \( K \), where for \( L = log N \)

\[
\alpha = 3 + 3 \sum_{\ell=2}^{L} 2^{(L-\ell)(1-p)}
= \begin{cases} 
3(1 + \frac{(\varepsilon-p)^{L-\ell}}{2^p-1}) & \text{if } p > 1 \\
3 \log N & \text{if } p = 1 \\
3(1 + \frac{N^{-p}(1-p)}{2^{1-p}-1}) & \text{if } p < 1
\end{cases}
\tag{17}
\]
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Typical kernels of this form include the Laplace and Gaussian kernels, which are commonly used in machine learning. The procedure used in the previous section readily generalizes to exponentially decaying kernels. Consider, for example, the following kernel

\[ k(x, x') = e^{-\|x-x'\|^q} P(\|x-x'\|), \]  

where \( q > 0 \) and \( P(\|x-x'\|) \) is a function growing polynomially or slower. Specifically, \( |P(y)| \leq O(y^k) \). Typical kernels of this form include the Laplace and Gaussian kernels, which are commonly used in machine learning [15].
As before, we first hierarchically decompose the matrix into admissible blocks. For each admissible block $K^{\sigma,\rho}$ at level $\ell$, the minimum pairwise distance between particles is $d_{\min} = 2^{L-\ell}$ and therefore the maximum entry in the block can be bounded as

$$\max_{(i,j)\in (\sigma,\rho)} |k(x_i, x_j)| \leq \max_{(i,j)\in (\sigma,\rho)} \frac{|x_i - x_j|^k}{t! \sum_{t=0}^{\infty} |x_i - x_j|^{qt/t!}} \leq \frac{\max_{(i,j)\in (\sigma,\rho)} |x_i - x_j|^{qt/t!}}{t!} \leq t!2^{-(L-\ell)(qt-k)},$$

(19)

where we choose an integer $t$ that satisfies $qt-k > 1$.

Thus, an admissible block $K^{\sigma,\rho}$ at level $\ell$ can be $(\alpha_{\ell}, L-\ell+3, \varepsilon/3)$-block-encoded via the naive procedure for dense matrices (Lemma 3.1), where $\alpha_\ell = t!2^{(L-\ell)(1-(qt-k))}$. From here, an efficient block-encoding of $K$ can be obtained via the same procedure described in the previous section, where $p$ is now replaced by $qt-k > 1$. It can be verified that the normalization factor of this block-encoding is $\Theta(1)$, which is optimal since the maximum entry of $K$ is of magnitude $\Theta(1)$.

We note, however, that one can make use of a sparsification approach, in which the $K$ is approximated as a sparse band matrix, and apply the block-encoding procedure for a sparse matrix (Lemma B.5). This approach yields a block-encoding with normalization factor logarithmic in the sparsification error (see Section 4.3).

### 4.3 Block-encoding of general $\mathcal{H}$-matrices

In the setting most consistent with that of classical $\mathcal{H}$-matrix literature, one may be provided oracle access to the low-rank vectors in $\Psi^{\sigma,\rho}$ and $\Phi^{\rho}$ which approximate an admissible block $K^{\sigma,\rho} = \Psi^{\sigma,\rho}D(\Phi^{\rho})^\dagger$ (Equation 7). Such a situation may also arise when one wants to apply an arbitrary $\mathcal{H}$-matrix which has no connection to any kernel function, e.g., see [37]. In this case, we can use the block-encoding procedure for low-rank matrices (Lemma 3.3) to block-encode $K^{\sigma,\rho}$.

After block-encoding the admissible blocks in each level of the hierarchical splitting, we follow the same procedure in previous sections to obtain the entire kernel matrix. Namely we apply the procedure for block-sparse matrices (Lemma 3.4) to construct a block-encoding of $K^{(\ell)}$ for each level $\ell$ of the hierarchy; then we sum over all levels using the procedure for linear combination of block-encoded matrices (Lemma B.3) to obtain a block-encoding of $K$. The normalization factor of the block-encoding of $K$ is bounded as

$$\alpha = O \left( \sum_{\ell=2}^{\log N} \alpha_{\ell} \right),$$

(20)

where $\alpha_{\ell}$ is normalization factor of the admissible blocks $K^{\sigma,\rho}$ at level $\ell$ (for ease of analysis we assume admissible blocks at the same level have the same block-encoding normalization factor). As before, assuming the maximum entry of $K$ is 1, the naive block-encoding (Lemma 3.1) yields a block-encoding with a normalization factor of $N$, the dimension of the matrix. Whereas, the $\mathcal{H}$-matrix block-encoding approach can yield an exponentially better normalization factor when $\alpha_{\ell}$ are $O(\text{polylog}(N))$. This is not the case for some kernels studied in classical $\mathcal{H}$-matrix literature [13, 25] such as the log kernel $k(x, x') = \log(|x-x'|)$ and the multiquadric kernel $k(x, x') = \sqrt{c + |x-x'|^2}$. Instead, we show in Appendix C.6 that these particular kernels and most polynomially growing kernels can already be optimally block-encoded using the naive approach of Lemma 3.1. The naive approach works intuitively because these kernels are numerically low-rank and their top singular vectors are nearly uniform.

### 4.4 Variants of hierarchical splitting

The form of the hierarchical splitting can be slightly modified for other types of decaying kernels. For example, consider kernels of the form $k(x, x') = \frac{1}{(|x-x'|+c)^\rho}$ on the domain $\Omega = [0, N-1)$ and $-N < c < N$
is an integer. In this case, we can use a “shifted” hierarchical splitting to obtain an optimal block-encoding of the kernel matrix \( K = ((i - j + c)^{-p})_{i,j=0}^{N-1} \) in which the hierarchy is shifted in the horizontal direction (along the rows). Similarly, for kernels of the form \( k(x, x') = \frac{1}{(x-x')^{-p}} \) \((0 \leq c < N)\), we can apply a shifted hierarchical splitting along the skew-diagonal direction. We illustrate this approach in Appendix C.2.

In Appendix C.3 we also describe a more general block-encoding that exploits the structure of entry magnitudes in a given matrix even if the entries of the admissible blocks are not neighboring (in fact, Definition 2.1 does not require the entries of an admissible block to be contiguous). At a high level, we use magnitudes in a given matrix even if the entries of the admissible blocks are not neighboring (in fact, hierarchical splitting along the skew-diagonal direction. We illustrate this approach in Appendix C.2.

**Proposition 4.5 (Block-encoding using generalized hierarchical splitting).** Let \( A \in \mathbb{R}^{N \times N} \) be a Hermitian matrix with non-negative entries which are provided via an oracle \( O_A : |i\rangle |j\rangle |0\rangle \rightarrow |i\rangle |j\rangle |\tilde{a}_{ij}\rangle \), where \( \tilde{a}_{ij} \) is an exact bit string description of \( a_{ij} \). Suppose \( N = 2^L \) and \( 2^{-L} \leq a_{ij} \leq 1 \). For any \( 0 \leq \ell < L = \log N \) and a column \( j \), define its level-\( \ell \) row-index subset to be \( I_\ell(j) = \{i |2^{-\ell+1} < a_{ij} \leq 2^{-\ell} \} \) and let \( n_\ell(j) = |I_\ell(j)| \).

Suppose there exist \( n_\ell \) and \( \gamma \) such that \( \gamma n_\ell \leq n_\ell(j) \leq n_\ell \) for any \( j \). Furthermore, suppose there exists an invertible function \( f_j(\ell, k) \) which returns the row index of the k-th element (according to some fixed ordering, e.g. from top to bottom in the column) in \( I_\ell(j) \). Then, one can construct a block-encoding of \( A \) with a normalization factor of at most \( \frac{2 \log N}{\gamma} \|A\| \) using two queries to \( O_A \), \( O(\text{polylog}(\frac{\gamma}{\ell})) \) elementary gates, and \( O(\text{polylog}(\frac{N}{\ell})) \) ancilla qubits.

Intuitively, \( \gamma \) measures how balanced the magnitudes of the matrix entries are across rows and columns. If \( \frac{1}{\gamma} = \text{polylog}(N) \), this block-encoding is only a factor of \( \text{polylog}(N) \) worse than that of the optimal block-encoding (which has normalization factor \( \|A\| \)). For instance, \( \frac{1}{\gamma} \) is a constant for kernel matrices.

## 5 Applications

In this section, we discuss applications of our quantum hierarchical block-encoding method in two commonly studied settings: (i) gravitational potential calculation \([22]\) and (ii) solving integral equations \([13]\). The first problem requires performing matrix-vector multiplication on a quantum computer, while the second problem is equivalent to solving a quantum linear system. We also compare our procedure to the sparsification approach and address potential issues with large condition numbers.

We first state the following lemmas, which allow one to apply a block-encoded matrix or its inverse to a quantum state. Other polynomial transformations of block-encoded matrices can be performed by the approach and address potential issues with large condition numbers.

**Lemma 5.1 (Applying block-encoded matrices).** If \( U \) is an \((\alpha, a, \varepsilon)\)-block-encoding of the matrix \( A \in \mathbb{C}^{2^L \times 2^L} \) and \( U_\chi \) is a unitary that prepares the s-qubit quantum state \(|\chi\rangle\), then it takes \( O\left(\frac{\alpha}{\|A\|} \kappa \right) \) queries to \( U \) and \( U_\chi \) to obtain the quantum state \(|Ax\rangle\), where \( \kappa \) is the condition number of \( A \).

**Proof.** Applying the operator \( U(I_a \otimes U_\chi) \) on the state \(|0^a\rangle \otimes |0^s\rangle \) we obtain

\[
|0^a\rangle \frac{A}{\alpha} |\chi\rangle + |\text{garbage}\rangle,
\]

where \(|\text{garbage}\rangle\) is orthogonal to the subspace \(|0^a\rangle\). By post-selecting the subspace \(|0^a\rangle\), we obtain the desired quantum state \(|Ax\rangle\). This step succeeds with a probability of \( \left| \frac{A|\chi\rangle}{\alpha} \right|^2 = \Omega\left(\frac{\|A\|}{\alpha \kappa}\right)^2 \). Using amplitude amplification \([38]\), this can be improved to \( \Omega\left(\frac{\|A\|}{\alpha \kappa}\right) \), giving us the specified query complexity. \( \Box \)

**Lemma 5.2 (Applying inverse block-encoded matrices).** If \( U \) is an \((\alpha, a, \varepsilon)\)-block-encoding of an invertible matrix \( A \in \mathbb{C}^{2^L \times 2^L} \) and \( U_b \) is a unitary that prepares the s-qubit quantum state \(|b\rangle\), then it takes \( O\left(\frac{\alpha}{\|A\|} \log(1/\varepsilon)\right) \) queries to \( U \) and \( U_b \) to obtain a quantum state \(|y\rangle\) such that \( \|y\rangle - |A^{-1}b\rangle \| < \varepsilon \).
Proof. We apply the main theorem of [22], which assumed \(\alpha = \|A\| = 1\) to achieve a query complexity of \(O(k \log(1/\epsilon))\). In general, \(\kappa\) needs to be replaced by the inverse of the minimum singular value of the block-encoded part. In our case, this singular value is \(\frac{\|A\|}{\alpha \kappa}\).

The query complexities of the above procedures depend on the ratio \(\alpha/\|A\|\), which is optimal if the block-encoding is optimal, that is, \(\alpha = \Theta(\|A\|)\).

5.1 Gravitational potential calculation: Quantum fast multipole method

We apply the block-encoding obtained in Section 4.3 to solve the gravitational potential problem [23] on a quantum computer. Since we use a quantum version of the hierarchical splitting, this is a quantum analogue to the classical fast multipole method [39]. Consider a 1D system of \(N\) particles which are approximately uniformly distributed in the domain \([0, O(N)]\), where the mass and location of particle \(j\) are \(m_j\) and \(x_j\), respectively. Furthermore, assume that \(m_j = \Theta(1)\) and the smallest pairwise distance between the particles is \(\Omega(1)\). We would like to compute the accumulated potential at every particle \(i\), stored in a vector \(\Phi\) with entries \(\Phi_i = \sum_{j \neq i} m_j |x_i - x_j|^{-1}\).

**Proposition 5.3** (Quantum fast multipole method). Given an oracle \(O_k\) that performs \(O_k : |i\rangle |j\rangle |z\rangle \rightarrow |i\rangle |j\rangle |z \oplus \psi_{ij}\rangle\), where \(\psi_{ij}\) is a \(b\)-qubit string description of \(k(x_i, x_j)\), and a procedure \(P_m\) that prepares the quantum state \(|m\rangle\) which stores the normalized masses of the particles, we can obtain the state \(|\Phi\rangle = \Phi/\|\Phi\|\), whose \(j\)-th entry is the (normalized) accumulated potential at particle \(j\), using \(O(1)\) queries to \(P_m\), \(O(\text{polylog} N)\) one- and two-qubit gates, and \(O(b, \text{polylog} N)\) additional qubits.

**Proof.** We first use \(P_m\) to create the state \(|m\rangle = \sum_{j=0}^{N-1} \frac{m_j}{|m|} |j\rangle\) (assume \(\log N\) is an integer). Let \(K = (k(x_i, x_j))_{i,j}\), observe that \(|\Phi\rangle = K |m\rangle = \frac{\Phi}{|m|}\). Using Lemma 4.3, we can construct a unitary \(U\), which is an \((\alpha, a, \varepsilon)\)-block-encoding of \(K\), with the specified gate complexity and wherein \(\alpha = \Theta(\log N)\) and \(a = O(\log N)\). Then, we apply Lemma 5.1 with a more careful analysis on the post-selection step. Here, the probability of successfully post-selecting the subspace \(|\Theta\rangle\) is \(\|\frac{\Phi}{\alpha |m|}\|^2 = \Theta(1)\) since \(\|m\| = \Theta(\sqrt{N})\) and \(\|\Phi\| = \Omega(\sqrt{N} \log N)\) (by noting that the particle masses are \(\Theta(1)\) and using similar calculations to those in Remark 4.1). This gives us the specified query complexity.

We remark that the (non-unitary) state preparation procedure \(P_m\) can be efficiently implemented when \(m_j = \Theta(1)\) (see Theorem 1 of [40]). In addition, if particles are not (nearly) uniformly distributed, we can discretize the domain to form a finer mesh as described in Remark 4.4. Here we have assumed these distances are \(\Omega(1)\), hence the size of the mesh (and the size of the kernel matrix) is \(O(N)\). This method also enables computing the potential at locations other than the sources themselves.

5.2 Integral equation: Quantum algorithm for linear systems of kernel matrices

We provide an application of our hierarchical block-encoding procedure in solving a quantum linear systems of kernel matrices. These problems arise in many research areas, such as Gaussian processes [15] and integral equations [14]. Consider the following integral equation over the thin circular strip of unit radius and height \(\lambda \ll 1\) as shown in Figure 2:

\[
g(x) = f(x) + \int_{\Omega} k(x, x') f(x') dx',
\]

where \(k(x, x') = ||x-x'||^{-1}\), \(g(x)\) is a known smooth function, and \(f(x)\) is the unknown function we would like to solve. Equations of this form are commonly found in, e.g., Dirichlet problems [14], where \(k(x, x')\) is the Coulomb potential, \(g(x)\) is the given potential on the strip, and \(f(x)\) is the unknown charge density. Here, we use the collocation method to numerically solve this integral equation which represents the unknown function in a basis \(f(x) = \sum_{i=1}^{N} f_i \varphi_i(x)\) and solves for the coefficients \(f_i\) such that the integral equation is satisfied at specified locations. Particularly, we use the piecewise-constant function as the basis \(\varphi_i(\theta) = 1\) if
\[ \theta \in [2\pi i/N, 2\pi(i+1)/N) \text{ and 0 otherwise.} \]

We refer to the segment \( [2\pi i/N, 2\pi(i+1)/N) \) as panel \( i \). Then, the integral on the RHS of Equation 22 can be rewritten as

\[ \sum_{i=1}^{N} f_i \int_{\text{panel } i} \frac{1}{\|x - x'\|} \, dx', \quad (23) \]

In the collocation method, we solve for the integral equation at the centroids of the panels located at \( c_i = 2\pi (i + 0.5)/N \). In other words, we solve the following linear system

\[ g = (I + K)f, \quad (24) \]

where bold text indicates discretized values, e.g., \( g_i = g(c_i) \) and \( K_{ij} = \int_{\text{panel } j} \|c_i - x'\|^{-1} \, dx' \).

Observe that this collocation method can handle the singularity when \( i = j \) as it can be verified that \( K_{ii} = O(\lambda) \). Furthermore, when \( |i - j| \) is large, \( K_{ij} \approx \text{distance}^{-1} \cdot \text{area} \approx \frac{\lambda}{2N \sin(\pi |i-j|/N)} \) for panels \( i, j \) close to each other (e.g., \( |i - j| < O(1) \)), simple adaptive methods can be used to approximate the integral. For instance, one can subdivide the panel \( j \) into four smaller panels and approximate the integral as the sum of these four sub-panels; we neglect the details and refer the interested reader to [41]. In summary, the entries of \( K \) are simple to calculate and they approximately are

\[ K_{ij} \approx \begin{cases} \frac{\lambda}{2N \sin(\pi |i-j|/N)} & \text{for } i \neq j \\ O(\lambda) & \text{for } i = j \end{cases}. \quad (25) \]

The error bound and the uniqueness of the solution in the collocation method are well-studied in classical literature, we refer to [14, 41, 42] for more details.

We now proceed to block-encode this kernel matrix. Observe that \( \frac{1}{2N \sin(\pi |i-j|/N)} \leq \frac{1}{2|j-i|} \) for any \( |i-j| \leq N/2 \), hence we can apply a “cyclic” version of the hierarchical splitting in Section 2 to optimally block-encode \( K \) (see Figure 2B). As analyzed in Section 4.1, this block-encoding only has a circuit depth of \( O(\text{polylog } N) \) and a normalization factor of \( \alpha = \Theta(\log N) \).

**Remark 5.4 (Optimality).** The above block-encoding for the kernel matrix in Equation 25 is optimal. Observe that \( \frac{1}{N \sin(\pi |i-j|/N)} \geq \frac{1}{\pi |j-i|} \) for any \( |i-j| \leq N/2 \). Thus, we have that \( \|K\| \geq \|K/\lambda\| \geq \frac{1}{2\pi} \int_{-1}^{1} x^{-1} \, dx = \frac{1}{2\pi} \ln N \) (where \( |1\rangle \) denotes the normalized all-ones vector). The existence of our block-encoding implies that \( \Theta(\log N) \), up to a constant factor, is also an upper bound for \( \|K\| \).
Finally, it is straightforward to use Lemma B.3 (linear combination of block-encoded matrices) to obtain an optimal block-encoding of $I + K$. Then, we directly apply Lemma 5.2 to solve the linear system in Equation 24. Since the block-encoding is optimal, the query complexity is $O(\kappa \log(1/\varepsilon))$.

We address two practical aspects when applying Lemma 5.2 lemma to this problem. First, we must prepare $g$ as a quantum state. In Appendix E, we present an efficient procedure for preparing $|g\rangle$ in the case where $g$ is sampled from a smooth function. At a high level, our procedure prepares the quantum state in the Fourier regime, which is approximately sparse due to the smoothness of $g$; then we apply the quantum Fourier transform to obtain the desired real-regime state. Second, the query complexity of the block-encoding depends on the condition number $\kappa$ of the matrix $I + K$, which can be bounded as follows

$$\kappa \leq \frac{1 + \|K\|}{1 - \|K\|} = \frac{1 + \lambda \Theta(\log N)}{1 - \lambda \Theta(\log N)}.$$  \hspace{1cm} (26)

Here, the height of the strip is $\lambda \ll 1$, which is required for the collocation method to work. Thus, the number of queries to the block-encoding is $O(\log \frac{1}{\varepsilon})$.

5.3 Notes on sparsification approach

Since the entries of kernel matrices often decay along a row or column, one may assume that they can be approximated by only considering a sparse set of matrix entries and applying the naive block-encoding method for sparse matrices (Lemma B.5). Here, we analyze this approach showing that it is only favorable when kernel entries decay exponentially and not polynomially. In fact, the runtime of this method is exponentially worse in the target error bound $\varepsilon$ compared to that of our approach. Consider the polynomially decaying kernel in Equation 13. One could attempt to approximate this kernel matrix by a band matrix $K_b$ of sparsity $d$. Defining the error to be $\|K - K_b\|$, it can be seen that the error is of magnitude $\int_d^N x^{-p}dx$. Since this integral diverges when $p \leq 1$, one can only sparsify the matrix when $p > 1$. In this case, to achieve an error bound of $\varepsilon_s$, the sparsity $d$ needs to be $\Omega(\varepsilon_s^{1/p})$. Then, one can apply Lemma B.5 (block-encoding of sparse matrices) to directly block-encode the sparsified matrix with a normalization factor of $\Theta(\varepsilon_s^{1/p})$ using $O(\log N + \text{polylog}(\frac{1}{\varepsilon_s}))$ extra gates and $O(1)$ oracle queries. This results in an exponentially worse runtime in terms of the error bound compared to our method, which has a normalization factor of $O(1)$.

For the exponential kernels, however, the sparsification method requires keeping $\Theta(\log(1/\varepsilon_s))$ or more entries per row or column. With Lemma B.5, the sparsified block-encoding has a normalization factor of $\Theta(\log(1/\varepsilon_s))$ using the same gate and query complexities as above. Thus, exponential kernels may admit a sparsification approach with an extra factor of $\Theta(\log(1/\varepsilon))$ in the runtime.

5.4 Notes on condition number

The condition number $\kappa$ and its relation to the dimension $N$ of the matrix play a central role in the runtime of our algorithms. Numerical experiments shown in Appendix C.5 indicate that for purely polynomially decaying kernels without any regularization and ignoring self-interacting terms (diagonal entries set to zero), the condition number grows polynomially with $N$, i.e., the minimum singular value decays with $N$. In practice, however, the input vector often lives in the well-conditioned subspace where these smaller singular values can be ignored as observed in the gravitation example earlier. For force calculation problems, this is the case when particles have comparable masses/charges. For numerical integration or integral equations, this is equivalently the case when the input functions change slowly.

We note that Lemma 5.2 for matrix inversion uses the discrete adiabatic theorem, whose runtime depends directly on the condition number $\kappa$ of the matrix operation. Hence, in the case where the matrix operation $A$ is ill-conditioned but the input vector lives in the well-conditioned subspace, we can use techniques that allow for filtering out small eigenvalues before the inversion step such as the QSVD \cite{2}. The query complexity of the block-encoding in matrix inversion in this case is $O(\frac{\log(1/\varepsilon)}{\log(\kappa^{1+\log(1/\varepsilon_s)})})$, where $\varepsilon$ is a chosen threshold bounding the singular values in the well-conditioned subspace.
Fortunately, for applications in numerical analysis or machine learning, the kernel matrix is often regularized by an added matrix, e.g., the addition of an identity matrix as in Fredholm integral equations of the second kind or the noise matrices $\sigma^2_n I$ in Gaussian processes and kernel ridge regression [14, 15]. In the integral equation setting, this regularization is equivalent to scaling the magnitude of self-interacting terms (diagonal entries). Furthermore, if the input vector is potentially in the ill-conditioned subspace, preconditioning methods in [43] may be used to improve the condition number.

6 Conclusion

Our results show that factoring certain kernel matrices into hierarchical or $H$-matrices leads to efficient algorithms for implementing such kernel matrices on a quantum computer, thus expanding the scope of application of quantum computers to a class of matrices which are neither low-rank nor sparse. In fact, our approach to implementing such hierarchical matrices, in a sense, blends prior quantum methods for implementing unitary block encodings by hierarchically splitting a matrix into a sparse matrix component close to the diagonal and progressively larger blocks farther away from the diagonals. Looking forward, it is an interesting question whether any extensions to the $H$-matrix framework can lead to further improvements in the quantum setting. Classically, the most significant extension of the $H$-matrix framework is perhaps the development of $H^2$-matrices, which incorporates a further level of hierarchical nested bases to provide a logarithmic speedup in the matrix dimension for performing matrix operations [24]. Furthermore, recent classical work has parameterized $H$-matrices to integrate them into neural networks and design learning algorithms with inductive biases that match the form of the hierarchical splitting [37, 45]. Future work can study whether such parameterizations can be performed as well in the quantum setting via variational quantum algorithms or other quantum analogues to classical neural networks [46].
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A Prior works on block-encoding and quantum linear systems algorithms (Table 1)

In this section, we provide a brief overview and discuss the runtimes of previous works in Table 1. As a reminder, the quantum linear system problem (QLSP) seeks an approximate solution $|x'\rangle$ to

$$Ax = \tilde{b}$$

such that

$$\|x' - \tilde{x}\| \leq \varepsilon. \quad (28)$$

Let $N$ be the dimension; $d$ be the sparsity; $\kappa$ be the condition number; and $k$ be the rank of the matrix $A$, which is assumed to be square, normalized ($\|A\| = 1$), and Hermitian. The original HHL algorithm \cite{HHL2009} runs in time $O(d^2\kappa^2\log(N)/\varepsilon)$ by performing a Hamiltonian simulation of $A$ (i.e. $e^{-itA}$) and quantum phase estimation (QPE) subroutines. Here, the Hamiltonian simulation \cite{Childs2005} and QPE steps together contribute a factor of $O(d^2\kappa\log(N)/\varepsilon)$, while the post-selection step contributes the remaining factor of $O(\kappa)$. Later, \cite{Zhang2019} noticed that the QPE step can be circumvented by utilizing the fact that the inverse function $\frac{1}{x}$ can be written, to the desired precision $\varepsilon/\kappa$, as a linear combination of $O(\kappa\log(\kappa/\varepsilon))$ Chebyshev polynomials. Combining this expansion with the variable-time amplitude amplification technique in \cite{Childs2014}, they achieved a runtime of $O(d\kappa\log(N\kappa/\varepsilon))$. This polynomial expansion approach is generalized in the block-encoding framework by \cite{Zhang2019b} to perform almost any matrix transformation. We combine Theorem 41 (Moore-Penrose pseudoinverse) and Lemma 48 of \cite{Zhang2019b} (block-encoding oracle-access matrices, same as Lemma B.5 or Lemma 3.1) and get a runtime of $O(d\kappa^2\log(N\kappa/\varepsilon))$. The runtimes shown in Table 1 are obtained by directly substituting $d$ by $N$. The runtime for matrix multiplication is simply obtained by computing the probability of success in the post-selection step after applying the block-encoding, as described in Section 3.

In another approach, \cite{Zhang2019c} used a QRAM-like data structure to implement a unitary $W$ whose eigenvalues are related to the singular values of $A$ (this algorithm does not require $A$ to be square or Hermitian) via its Frobenius norm $\|A\|_F$. Thus, performing QPE on $W$ yields a quantum singular value estimation algorithm for $A$. Matrix multiplication and inversion can then be implemented immediately with a rotation operator controlled on the register storing the singular values, just like done in HHL. The runtime of both operations, including the post-selection step, is $O(\kappa^2\|A\|_F\log(N)/\varepsilon)$. For a full-rank matrix whose singular values are $O(1)$, we have $\|A\|_F = \sqrt{N}$.

Recent adiabatic algorithms for QLSP \cite{Harrow2018, Roushan2021} also enjoy success and culminate in \cite{Vijay2021}, which achieved an optimal query complexity of $O(\kappa\log(1/\varepsilon))$ by constructing a sophisticated schedule function for the adiabatic evolution. However, all of these assume that the matrix $A$ is perfectly block-encoded inside a unitary $U = \begin{pmatrix} A & \vdots \\ \vdots & \ddots \end{pmatrix}$ which might be hard to construct without prior knowledge of the structure of $A$. The exact query complexity and total runtime in the general case is stated in Lemma 5.2.

Quantum-inspired algorithms are a class of classical algorithms equipped with sample-query (SQ) access, a classical analogue to QRAM. The currently fastest quantum-inspired algorithms for QLSP \cite{Zhang2019d, Zhang2019e} are based on stochastic gradient descent (specifically randomized Kaczmarz method) for a runtime of $O(\|A\|_F^2\kappa^8/\varepsilon^2)$ (where the notation $\tilde{O}$ suppresses the log factors). Assuming $\kappa = O(1)$ and the matrix has rank $k$, this runtime is $\tilde{O}(k^6/\varepsilon^2)$.

We note that all the algorithms above are, in some sense, “general-purpose” since they do not assume any inherent structures in the matrix $A$. Whereas, our work builds on these past works and focuses on optimizing the performance of QLSP algorithms for dense and full-rank kernel matrices and potentially other classes of matrices that suit the $H$-matrix framework.

\footnote{If not, one can consider the equivalent linear system \begin{pmatrix} 0 & A \\ A^\dagger & 0 \end{pmatrix} \tilde{y} = \begin{pmatrix} \tilde{b} \\ 0 \end{pmatrix}$, whose solution is $\tilde{y} = \begin{pmatrix} 0 \\ \tilde{x} \end{pmatrix}$.}
B  Details of block-encodings

We list some previously established results in the block-encoding framework and prove the helper lemmas presented in the main text. Most of the following results are drawn from Section 4 of [3]. As a reminder, a block-encoding is defined as follows.

**Definition B.1** (Block-encoding [3]). Suppose that $A$ is an $s$-qubit operator, $\alpha, \varepsilon > 0$, then we say that the $(s + \alpha)$-qubit unitary $U$ is an $(\alpha, a, \varepsilon)$-block-encoding of $A$, if

$$\|A - \alpha (|0\rangle^a \otimes I_s) U (|0\rangle^a \otimes I_s)\| \leq \varepsilon,$$

where $\| \cdot \|$ denotes the operator norm of a matrix.

**B.1 Linear combinations and multiplications of block-encodings**

Combinations of block-encoded matrices can be efficiently combined linearly or multiplied with each other. First we define state-preparation-pairs used to prepare the coefficients in a linear combination.

**Definition B.2** (State preparation pair [3]). Let $y \in \mathbb{C}^m$ and $\|y\|_1 \leq \beta$, the pair of unitaries $(P_L, P_R)$ is called a $(\beta, n, \varepsilon)$-state-preparation-pair of $y$ if $P_L |0\rangle^n = \sum_{j=0}^{2^n-1} c_j |j\rangle$ and $P_R |0\rangle^n = \sum_{j=1}^{2^n-1} d_j |j\rangle$ such that $\sum_{j=0}^{2^n-1} |\beta c_j d_j - y_j| \leq \varepsilon_1$ and $c_j d_j = 0$ for any $j \in \{m, \ldots, 2^n - 1\}$.

We can then implement a linear combination of block-encoded matrices using an above state preparation pair.

**Lemma B.3** (Linear combination of block-encoded matrices, adapted from [3]). Let $A = \sum_{j=0}^{m-1} y_j A_j$ be an $s$-qubit operator where $\|y\|_1 \leq \beta$. Suppose $(P_L, P_R)$ is a $(\beta, n, \varepsilon_1)$-state-preparation-pair for $y$, $W = \sum_{j=0}^{m-1} |j\rangle \otimes U_j + \left((I - \sum_{j=0}^{m-1} |j\rangle \langle j|) \otimes I_a \otimes I_s\right)$ is an $(n + a + s)$-qubit unitary such that for all $j \in [m]$ we have that $U_j$ is an $(\alpha, a, \varepsilon_2)$-block-encoding of $A_j$. Then the unitary $\tilde{W} = (P_L^\dagger \otimes I_a \otimes I_s) W (P_R \otimes I_a \otimes I_s)$ is an $(\alpha \beta, a + n, \alpha \varepsilon_1 + \beta \varepsilon_2)$-block-encoding of $A$.

**Proof.** We have:

$$\left\| A - \alpha \beta \left(|0\rangle^n |0\rangle^a \otimes I_s\right) \tilde{W} \left(|0\rangle^n |0\rangle^a \otimes I_s\right) \right\|
\leq \alpha \varepsilon_1 + \left\| A - \alpha \sum_{j=0}^{m-1} \beta (c_j d_j) \left(|0\rangle^a \otimes I_s\right) U_j \left(|0\rangle^a \otimes I_s\right) \right\|
\leq \alpha \varepsilon_1 + \sum_{j=0}^{m-1} |y_j| \|A - \alpha (|0\rangle^a \otimes I_s) U_j (|0\rangle^a \otimes I_s)\|
\leq \alpha \varepsilon_1 + \beta \varepsilon_2.$$

We note that in the original work [3], Lemma 52 states that the error of the block-encoding is $\alpha \varepsilon_1 + \alpha \beta \varepsilon_2$, which is a typo. Lemma B.3 also applies to cases where $P_L$ and $P_R$ are non-unitary. As long as block-encodings of $P_L$, $P_R$ are provided, we can still implement the unitary $\tilde{W}$ in Lemma B.3 by using the following lemma, which allows one to multiply block-encoded matrices.

**Lemma B.4** (Product of block-encoded matrices [3]). If $U$ is an $(\alpha, a, \delta)$-block-encoding of an $s$-qubit operator $A$, and $V$ is an $(\beta, b, \varepsilon)$-block-encoding of an $s$-qubit operator $B$ then $(I_b \otimes U) (I_a \otimes V)$ is an $(\alpha \beta, a + b, \alpha \varepsilon + \beta \delta)$-block-encoding of $AB$. Note that here $I_a$ ($I_b$) acts on the ancilla qubits of $U$ ($V$).
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We analyze the circuit complexity of the controlled rotation step above. Observe that, assuming the \( b \)-qubit description \( |a_{ij}\rangle \) is exact, if the controlled rotation can be done with an accuracy of \( O(\frac{2\sqrt{s}d}{\epsilon}) \) then we achieve the overall accuracy of the block-encoding. This step implements circuits to compute elementary functions such as the square root and trigonometric functions with \( O(\log(\frac{2\sqrt{s}d}{\epsilon})) \) additional qubits. Implementing these elementary functions on these additional qubits requires \( O(\log(\frac{2\sqrt{s}d}{\epsilon})) \) elementary logic gates \([52, 53]\). After computing the rotation angles, it takes \( O(\log(\frac{2\sqrt{s}d}{\epsilon})) \) controlled quantum gates to perform the controlled rotation.

We can see that the normalization factor of the above block-encoding depends on the sparsity of the matrix. Without loss of generality, assume \( \tilde{a} = 1 \). Then, the above lemma when applied to dense matrices produces a block-encoding with a normalization factor of \( O(N) \). This is not optimal (see definition in Section 3) if the operator norm of the matrix is significantly smaller than \( O(N) \). Hence, we refer to it as the “naive” block-encoding. We provide some examples in which this lemma works optimally in appendix C.B.6

Remark B.6 (“Naive” block-encoding of dense oracle-access matrices (same as Lemma 3.1)). In the dense case, the oracles \( O_r, O_c \) are not needed; we can simply use \( s \) Hadamard gates to query all matrix entries. It can be easily verified that in this case we can obtain an \((\tilde{a}2^s, s+1, \epsilon)\)-block-encoding with two uses of \( O_A \) and additionally \( O(s + \log(\frac{\tilde{a}}{\epsilon})) \) one- and two-qubit gates while using \( O(b, \log(\frac{2\tilde{a}}{\epsilon})) \) ancilla qubits.

If the matrix \( A \) is rectangular, that is \( A \in \mathbb{C}^{2^s \times 2^t} \), where we assume \( s > t \) without loss of generality, we can block-encode \( A \) by applying the above lemmas on the \( 2^s \) by \( 2^s \) matrix \( \tilde{A} \) defined as

\[
\tilde{A}_{ij} = \begin{cases} 
A_{ij} & \text{if } i < 2^s \text{ and } j < 2^t \\
0 & \text{otherwise}
\end{cases}
\] (29)

Then for an input state \( |\psi\rangle \), we can obtain \( A|\psi\rangle \) by applying \( \tilde{A} \) on the state \( |0^{s-t}\rangle \otimes |\psi\rangle \).

### B.3 Block-encoding of low-rank matrices

Recall Lemma 3.3 copied below.

Lemma B.7 (Block-encoding of low-rank operators with state preparation unitaries, inspired by Lemma 1 of [33]). Let \( A = \sum_{i=0}^{p-1} \sigma_i u_i v_i^\dagger \in \mathbb{C}^{2^s \times 2^s} \) where \( \|u_i\| = \|v_i\| = 1 \) and \( \sigma_i, u_i, v_i \) denote the singular values and singular vectors of \( A \). Let \( r = \lfloor \log p \rfloor \) and \( \sum_{i=0}^{p-1} |\sigma_i| \leq \beta \). Suppose the following \((r+s)\)-qubit unitaries are provided:

\[
G_L : |i\rangle |0^r\rangle \rightarrow |i\rangle |u_i\rangle , \quad G_R : |i\rangle |0^s\rangle \rightarrow |i\rangle |v_i\rangle ,
\]

where \( 0 \leq i < p \) and \( |u_i\rangle \) \( (|v_i\rangle) \) is the quantum state whose amplitudes are the entries of \( u_i \) \( (v_i) \). Let \( (P_L, P_R) \) be a \((\beta, r, \epsilon)\)-state-preparation-pair for the vector \( [\sigma_0, \ldots, \sigma_{p-1}] \). Then, one can construct a \((\beta, r+s, \epsilon)\)-block-encoding of \( A \) with one use of each of \( G_L, G_R, P_L, P_R \) and a SWAP gate on two \( s \)-qubit registers.

Proof. Observe that the \((2s+r)\)-qubit unitary \( U = (P_L^\dagger \otimes I_{2s})(G_L^\dagger \otimes I_s)(I_r \otimes \text{SWAP}_s)(G_R \otimes I_s)(P_R \otimes I_{2s}) \) is a \((\beta, r+s, \epsilon)\)-block-encoding of \( A \). Indeed, for any \( 0 \leq m, n < 2^s \) we have that

\[
\langle 0^{r+s} | U | m \rangle | 0^{r+s} \rangle \otimes |n\rangle
\]

\[
= \sum_{j=0}^{p-1} c_j^* \langle j | (I_r \otimes \text{SWAP}_s) \left( \sum_{i=0}^{p-1} d_i |i\rangle |v_i\rangle |n\rangle \right)
\]

\[
= \sum_{i=0}^{p-1} c_i^* d_i \langle v_i | n \rangle \langle m | u_i \rangle = \langle m | \sum_{i=0}^{p-1} c_i^* d_i |u_i\rangle \langle v_i | n \rangle,
\]

22
and
\[
\left\| \beta \left( \sum_{i=0}^{p-1} c_i^* d_i |u_i\rangle \langle v_i| \right) - A \right\| = \left\| \sum_{i=0}^{p-1} (\beta c_i^* d_i - \sigma_i) |u_i\rangle \langle v_i| \right\| \leq \sum_{i=0}^{p-1} |(\beta c_i^* d_i - \sigma_i)| \leq \varepsilon.
\]

\[\Box\]

The unitaries \(G_R, G_L\) can be constructed using existing state preparation methods based on the structure of the entries in the singular vectors (e.g., \([3]\) utilized efficiently integrable distributions, \([4]\) used a QRAM data structure). As an example, when given oracle-access to the entries of the vectors \(u, v\), one can use the following lemma to block-encode rank-1 operators.

**Lemma B.8 (Block-encoding of rank-1 operators with oracle access entries).** Let \(A = uv^\dagger \in \mathbb{C}^{2^s \times 2^s}\) be a rank-1 operator. Suppose the following oracles are provided:

\[
O_u : |i\rangle |z\rangle |\tilde{v}\rangle \rightarrow |i\rangle |z \oplus \tilde{u}\rangle |\tilde{v}\rangle, \quad O_v : |j\rangle |z\rangle |\tilde{v}\rangle \rightarrow |j\rangle |z \oplus \tilde{v}\rangle |\tilde{v}\rangle,
\]

where \(\tilde{u}, \tilde{v}\) is the \(b\)-qubit exact description of \(u_i(v_j)\). Let \(\max_i |u_i| \leq \tilde{u}\) and \(\max_j |v_j| \leq \tilde{v}\). Then one can obtain a \((2^s\tilde{u}\tilde{v}, s + 2b + 2, 0)\)-block-encoding of \(A\) with two uses of \(O_u, O_v\) each.

**Proof.** Let \(\text{CR}_{\tilde{u}}\) denote the conditioned rotation operator: \(\text{CR}_{\tilde{u}} |\tilde{u}\rangle |0\rangle = |\tilde{u}\rangle \left( \frac{u}{\tilde{u}} |0\rangle + \sqrt{1 - \frac{|u|^2}{\tilde{u}^2}} |1\rangle \right)\).

Let \(G_u = (O_u \otimes I)(I_s \otimes \text{CR}_{\tilde{u}})(O_u \otimes I)(I^{\otimes s} \otimes I_{b+1})\). Observe that

\[
(I_s \otimes (0)^{b+1})G_u |0\rangle^{s+b+1} = 2^{-s/2} \sum_{i=0}^{2^s-1} \frac{u_i}{\tilde{u}} |i\rangle.
\]

Define \(G_v\) similarly as above. Then we have\(^2\)

\[
|0\rangle^{s} \langle m| \langle 0|^{b+1} (G_v^\dagger \otimes I)(I \otimes \text{SWAP}_a)(G_u \otimes I) |0\rangle^{s} |n\rangle |0\rangle^{b+1} |0\rangle^{b+1} = \frac{1}{2^s} \sum_{i,j=0}^{2^s-1} \langle j|n\rangle \langle m|i\rangle \frac{u_i v_j}{\tilde{u} \tilde{v}} = \frac{1}{2^{s} \tilde{u} \tilde{v}} u_m v_n.
\]

\[\Box\]

This low-rank block-encoding can also be applied for rectangular matrices. Suppose \(u \in \mathbb{C}^{2m}\) and \(v \in \mathbb{C}^{2n}\), where we assume without loss of generality \(m > n\), then we can apply the lemmas on the matrix \(A = u(|0|^{m-n} \otimes v^\dagger)\).

**Remark B.9.** The normalization factor \(2^s \tilde{u} \tilde{v}\) is to ensure that the block-encoding is unitary. Thus, Lemma [B.8] works best when the entries \(u_i\) and \(v_j\) change slowly. If \(u\) or \(v\) is sparse, we can apply the techniques in Lemma [B.5] to improve the normalization factor of this low-rank block-encoding. In general, however, the above lemma is rather redundant since we can directly apply Lemma [B.7] naively by constructing the matrix entry-access oracle from \(O_u\) and \(O_v\). We simply present this lemma here for completeness.

\(^2\)Here, \(G_u\) and \(G_v\) act on each other register |0\rangle^{b+1}. 
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B.4 Block-encoding of block-sparse matrices (Lemma 3.4)

In this section, we provide a block-encoding procedure for block-sparse matrices. First we consider the block-diagonal case and later use these techniques for constructing general block-sparse matrices.

Lemma B.10 (Block-encoding of block-diagonal matrices). Let \( \{ A^j : 0 \leq j \leq 2^t - 1 \} \) be a set of \( s \)-qubit operators and each \( U^j \) be an \((\alpha_j, a, \varepsilon)\)-block-encoding of \( A^j \). Let \( W = \sum_{j=0}^{2^t-1} |j\rangle \langle j| \otimes U^j \) and \( \tilde{\alpha} = \max_j \alpha_j \). Furthermore, suppose that the following oracle is provided: \( \mathcal{O}_\alpha : |j\rangle |z\rangle \rightarrow |j\rangle |z \oplus \tilde{\alpha}_j\rangle \), where \( \tilde{\alpha}_j \) is the (exact) \( b \)-qubit description of \( \alpha_j \) and \( z \) is a \( b \)-qubit string. Then one can obtain an \((\tilde{\alpha}, a + 1, 2\varepsilon)\)-block-encoding of \( A = \sum_{j=0}^{2^t-1} |j\rangle \langle j| \otimes A^j \) with two uses of \( \mathcal{O}_\alpha \), one use of \( W \), and additionally \( O(\text{polylog}(\frac{a}{\varepsilon})) \) one- and two-qubit gates while using \( O(b, \text{polylog}(\frac{a}{\varepsilon})) \) ancilla qubits (which are discarded before the post-selection step).

Proof. Let \( \text{CR} \) denote the controlled rotation operator: \( \text{CR} |\tilde{\alpha}_j\rangle |0\rangle = |\tilde{\alpha}_j\rangle \left( |\tilde{\alpha}_j\rangle |0\rangle + \sqrt{1 - |\tilde{\alpha}_j|^2} |1\rangle \right) \), with \( |\tilde{\alpha}_j - \frac{\alpha_j}{\tilde{\alpha}}| \leq \frac{\varepsilon}{\tilde{\alpha}} \). Implementing this operator requires \( O(\text{polylog}(\frac{a}{\varepsilon})) \) one- and two-qubit gates while using \( O(b, \text{polylog}(\frac{a}{\varepsilon})) \) ancilla qubits (see explanation in the proof of Lemma B.5). Observe that \( \tilde{W} = (O_\alpha \otimes I_{s+a+1}) (\text{CR} \otimes I_{s+t+a+1}) (I_{b+1} \otimes W) \) is the desired block-encoding\(^3\). Indeed, we have that

\[
\tilde{W}(|0\rangle \otimes |0\rangle^b \otimes I_{s+t+a+1}) = \sum_{j=0}^{2^t-1} \left( \tilde{\alpha}_j |0\rangle + \sqrt{1 - |\tilde{\alpha}_j|^2} |1\rangle \right) \otimes |0\rangle^b \otimes |j\rangle \otimes U^j,
\]

Therefore,

\[
\left\| \tilde{\alpha} \left( |0\rangle^{1+b+a} \otimes I_{s+t} \right) \tilde{W} \left( |0\rangle^{1+b+a} \otimes I_{s+t} \right) - A \right\|
\leq \sum_{0 \leq j < 2^t} \left\| (\tilde{\alpha}\tilde{\alpha}_j \langle 0|^a U^j |0\rangle^a - A^j) \right\|
\leq \max_{0 \leq j < 2^t} \left\| (\tilde{\alpha}\tilde{\alpha}_j - \alpha_j) \langle 0|^a U^j |0\rangle^a \right\|
\leq 2\varepsilon.
\]

We do not include \( b \) in the notation of the block-encoding because this register can actually be taken out of the system right after the uncomputation step.

In the above lemma, if the normalization factors \( \alpha_j \) are the same for all blocks, then the operator \( W \) is already an \((\tilde{\alpha}, a, \varepsilon)\)-block-encoding of the desired block-diagonal matrix.

Next, we apply the proof techniques above to generalize to the block-sparse case. The following lemma is the same as Lemma 3.4.

Lemma B.11 (Block-encoding of block-sparse matrices). Let \( A = \sum_{i,j=0}^{2^t-1} |i\rangle \langle j| \otimes A^{ij} \) be a \( d_r \)-row-block-sparse and \( d_c \)-column-block-sparse matrix, where each \( A^{ij} \) is an \( s \)-qubit operator. Let \( U^{ij} \) be an \((\alpha_{ij}, a, \varepsilon)\)-block-encoding of \( A^{ij} \). Suppose that we have the access to the following \( 2(t+1) \)-qubit oracles

\[
\mathcal{O}_r : |i\rangle |k\rangle \rightarrow |i\rangle |r_{ik}\rangle \quad \forall i \in \{0, \ldots, 2^t - 1\}, k \in \{0, \ldots, d_r - 1\},
\]

\[
\mathcal{O}_c : |l\rangle |j\rangle \rightarrow |c_{lj}\rangle |j\rangle \quad \forall j \in \{0, \ldots, 2^t - 1\}, l \in \{0, \ldots, d_c - 1\},
\]

where \( r_{ik} \) is the index for the \( k \)-th non-zero block of the \( i \)-th block-row of \( A \), or if there are less than \( k \) non-zero blocks, then \( r_{ik} = k + 2^t \), and similarly \( c_{lj} \) is the index for the \( l \)-th non-zero block of the \( j \)-th block-column of

\(^3\)The subscripts indicate the registers the identity act on.
In this section, we provide detailed analysis on circuit and query complexities of the block-encoding procedure.

Let $\hat{\alpha}_{ij}$ be the $b$-qubit description of $\alpha_{ij}$ (if $i$ or $j$ is out of range then $\hat{\alpha}_{ij} = 0$), and let the $(2t + 2 + s + a)$-qubit unitary $W = \sum_{i,j:A^\dagger i \neq 0} \langle i | j \rangle \otimes U^{ij} + (I - \sum_{i,j:A^\dagger i \neq 0} \langle i | j \rangle \langle i | j \rangle) \otimes I_{s+a}$. Let $\alpha = \max_{i,j} |\alpha_{ij}|$.

Then one can implement an $(\hat{\alpha} + \sqrt{d_c}c_c, t + a, 2\sqrt{d_c}d_c)$-block-encoding of $A$, with one use of each of $O_\alpha, O_c,$ and $W$, two uses of $O_\alpha, O(t + \polylog(\frac{s}{t}))$ additional one- and two-qubit gates, and $O(b, \polylog(\frac{s}{t}))$ extra ancilla qubits (which are discarded before the post-selection step).

**Proof.** Let $\text{CR}$ be the controlled rotation operator: $\text{CR} |\hat{\alpha}_{ij}| 0 \rangle = |\hat{\alpha}_{ij}| 0 \rangle + \sqrt{1 - |\hat{\alpha}_{ij}|^2} |1 \rangle$, where $|\hat{\alpha}_{ij} - \frac{a_{ij}}{\alpha}| \leq \frac{\epsilon}{2}$. Let $G_d$ be a $(t+1)$-qubit unitary such that $G_d |0^{t+1}\rangle = \sum_{k=0}^{d-1} |\frac{e^{i\pi k}}{\sqrt{d}} \rangle$, where $d \leq 2^t$. Additionally, let $V_R = O_c(G_{d_c} \otimes I_{t+1})$ and $V_L = O_c(I_{t+1} \otimes G_{d_c})$ SWAP_{t+1}. For any $0 \leq i, j < 2^t$, observe that

$$
|0^{t+1}\rangle \langle i| V_L^d V_R |0^{t+1}\rangle \langle j| = \left\langle \sum_{k=0}^{d_c-1} \frac{\langle i | kj \rangle}{\sqrt{d_c}} \right\rangle \left\langle \sum_{k=0}^{d_c-1} |c_{ij}| \frac{|j\rangle}{\sqrt{d_c}} \right\rangle
$$

$$= \frac{1}{\sqrt{d_c}} \text{if } A^{ij} \neq 0 \text{ and } 0 \text{ otherwise.}$$

Let the $(2t + 2 + s + a)$-qubit unitary $W = \sum_{i,j:A^\dagger i \neq 0} \langle i | j \rangle \otimes U^{ij} + (I - \sum_{i,j:A^\dagger i \neq 0} \langle i | j \rangle \langle i | j \rangle) \otimes I_{s+a}$ and, similarly to Lemma B.10, $\tilde{W} = (O_\alpha \otimes I_{s+a+1})(G_{s+a+1})(O_\alpha \otimes I_{s+a+1})(I_{s+a+1} \otimes W)$ be a $(2t + s + a + b + 3)$-qubit unitary. Then $V_L^d \otimes I_{s+a+b+1}\tilde{W}(V_R \otimes I_{s+a+b+1})$ is the desired block-encoding. Indeed, this follows directly from Equation 30 and a similar proof to that of Lemma B.10, noting that $\tilde{W}$ leaves the $|c_{ij}\rangle$ and $|j\rangle$ registers unchanged, and

$$\left\| \sum_{i,j:A^\dagger i \neq 0} |i\rangle \langle j| \otimes (\hat{\alpha} \hat{\alpha}_{ij} (0^a U^{ij} |0^a\rangle - A^{ij})) \right\|$$

$$\leq \left\| \sum_{i,j:A^\dagger i \neq 0} |i\rangle \langle j| \otimes (\alpha_{ij} (0^a U^{ij} |0^a\rangle - A^{ij})) \right\| + \left\| \sum_{i,j:A^\dagger i \neq 0} |i\rangle \langle j| \otimes (\hat{\alpha} \alpha_{ij} - \alpha_{ij}) (0^a U^{ij} |0^a\rangle) \right\|$$

$$\leq \sqrt{d_c \cdot d_c} \cdot \left( \max_{i,j:A^\dagger i \neq 0} \|\alpha_{ij} (0^a U^{ij} |0^a\rangle - A^{ij})\| + \max_{i,j:A^\dagger i \neq 0} \|\hat{\alpha} \alpha_{ij} - \alpha_{ij}) (0^a U^{ij} |0^a\rangle)\| \right)$$

$$\leq 2\sqrt{d_c \cdot d_c} \cdot \max_{i,j:A^\dagger i \neq 0} \|\alpha_{ij} (0^a U^{ij} |0^a\rangle - A^{ij})\|$$

Implementing $G_d$ and the controlled rotation operator requires the indicated additional gate and ancilla qubit complexities (see explanation in the proof of Lemma B.5).

This lemma does not require sparsity to work. It generalizes Lemma B.5 (also Lemma 48 of [3]) for block-encoding matrices with oracle access to entries. If $\alpha_{ij}$ are the same for all blocks, we can omit the oracle $O_\alpha$ and the controlled rotation step, hence only $t + a + 2$ ancilla qubits are needed.

## C Detailed analysis of block-encodings of kernel matrices

### C.1 Circuit complexity analysis of Section 4.1

In this section, we provide detailed analysis on circuit and query complexities of the block-encoding procedure presented in Section 4.1. Our problem is to optimally block-encode the kernel matrix $K = (k(x_i, x_j))_{i,j=0}^N$. 

4The subscripts indicate the registers the identity act on.
where \( x_i = i, N = 2^L \), and \( k(x, x') = |x - x'|^{-p} \) is a polynomially decaying kernel, given the oracle

\[
\mathcal{O}_k : |i\rangle |j\rangle |0\rangle \rightarrow |i\rangle |j\rangle \tilde{k}(x_i, x_j),
\]

(31)

where \( \tilde{k}(x_i, x_j) \) is the (exact) \( b \)-qubit description of \( k(x_i, x_j) \).

As a reminder, our procedure uses the hierarchical splitting in Figure 1. Specifically, at level \( \ell \) of the hierarchy, each admissible block has size \( 2^{L-\ell} \). In addition, the maximum entry of an admissible block in \( K^{(\ell)} \) is bounded by \( d^{-p} \). Thus, an admissible block at level \( \ell \) can be \( (\alpha, L - \ell + 1, \frac{\varepsilon}{2}) \)-block-encoded via the naive procedure for dense matrices (Lemma 3.1 or Remark B.6), where \( \alpha = 2^{(L-\ell)(1-p)} \).

From here, each \( K^{(\ell)} \), which is a block-sparse matrix of sparsity 3, can be \( (3\alpha, L + 3, \varepsilon) \)-block-encoded via the procedure for block-sparse matrices (Lemma 3.4). The adjacent interaction part \( K_{ad} \), which is a tridiagonal matrix, can be \( (3, L+3, \varepsilon) \)-block-encoded with Lemma B.5. Finally, we use the procedure for linear combination of block-encoded matrices (Lemma B.3) to obtain a block-encoding of \( K = \sum_{\ell=2}^{L} K^{(\ell)} + K_{ad} \) as \( U = \sum_{\ell=2}^{L} 3\alpha_{\ell} U^{(\ell)} + 3U_{ad} \), where the \( U \)’s denote the corresponding block-encodings. This step requires a \((\log L)\)-qubit state preparation pair (Definition 3.2) that prepares the coefficients \( [3, 3\alpha_2, \ldots, 3\alpha_L] \) in the linear combination. This entire procedure results in a \((\alpha, L + \log L + 3, \alpha \varepsilon)\)-block-encoding of the exact kernel matrix \( K \), where,

\[
\alpha = \begin{cases} 
3(1 + \frac{2^{1-p} - N^{1-p}}{2^{1-p} - 1}) & \text{if } p > 1 \\
3 \log N & \text{if } p = 1 \\
3(1 + \frac{N^{1-p} - 2^{1-p}}{N^{1-p} - 1-p}) & \text{if } p < 1
\end{cases}
\]

(32)

In the main text, we have shown that this procedure results in an optimal block-encoding. That is, in the obtained \((\alpha, \log N + \log \log N + 3, \varepsilon)\)-block-encoding, the normalization factor \( \alpha \) is exactly \( \Theta(||K||) \). Here, we show why exactly two queries to \( \mathcal{O}_k \) and \( O(\text{polylog}(N)) \) extra one- and two-qubit gates are needed by carefully combining Lemma 3.4, Lemma B.3 and Lemma 3.1 (same as Remark B.6).

**Resources** We use 4 registers \( A \) (\( \log L \) qubits), \( B \) (\( L + 1 \) qubits), \( C \) (\( L + 1 \) qubits), \( D \) (single qubit). For simplicity, assume \( \log L \) is an integer. We want to construct a \((2L + \log L + 3)\)-qubit unitary \( U \) such that, for any \( 0 \leq m, n \leq 2L - 1 \), we have

\[
|0\rangle_A |0\rangle_B |m\rangle_C |0\rangle_D U |0\rangle_A |n\rangle_C |0\rangle_D = \frac{k_{mn}}{\alpha}.
\]

(33)

Here, although \( 0 \leq m, n \leq 2L - 1 \), we allocate \((L + 1)\) qubits to the registers \( B, C \) for later use.

**State preparation pair** Observe that Lemma B.3 requires a state preparation pair \((P_L, P_R)\) (Definition 3.2) that prepares the coefficient vector \( \beta = [3, 3\alpha_2, \ldots, 3\alpha_L] \) (the first entry being \( \alpha_{ad} \) of \( K_{ad} \)). Note that \( \|\beta\|_1 = \alpha \), the overall normalization factor. These operators are \( \log L = \log \log N \) qubits, hence we assume they are provided for now (later we will show how to efficiently construct them). In particular, we choose \( P_L = P_R \) and

\[
P_R |0\rangle_A = \frac{1}{\sqrt{\alpha}} \sum_{\ell=0}^{L-1} \sqrt{\beta_\ell} |\ell\rangle_A.
\]

(34)

**Implementing the “right” part** Suppose the registers are in the state

\[
|0\rangle_A |0\rangle_B |n\rangle_C |0\rangle_D.
\]

(35)

We apply \( P_R \) to get (omitting the register names for ease of notation)

\[
\frac{1}{\sqrt{\alpha}} \sum_{\ell=1}^{L} \sqrt{\beta_{\ell-1}} |\ell - 1\rangle |0\rangle |n\rangle |0\rangle.
\]

(36)
Next, we take care of Lemma 3.4 for the block-sparse levels $\mathbf{K}^{(\ell)}$. Conditioned on register $A$ being $\ell - 1$, where $2 \leq \ell \leq L$, we focus on a particular $\ell$. Define the operator $D_3 : |0^{L+1}\rangle \rightarrow \frac{1}{\sqrt{3}} \sum_{c=1}^{3} |\ell - 1\rangle |0\rangle |c\rangle |0^{L-2}\rangle$. Apply $D_3$ on the register $B$ we get

$$
\frac{1}{\sqrt{3}} \sum_{c=1}^{3} |\ell - 1\rangle |0\rangle |c\rangle |0^{L-2}\rangle |n\rangle |0\rangle.
$$

(37)

Next, we apply the controlled block-row index oracle $\mathcal{O}_r$, which, based on $\ell, c, n$, computes the block-row index $m_b$ of the $c$-th non-zero admissible block in $\mathbf{K}^{(\ell)}$ that intersects column $n$ (there are at most 3 such blocks since $\mathbf{K}^{(\ell)}$ is 3-block-sparse) and writes the result $m_b$ to the first $\ell + 1$ qubits of register $B$. Note that this computation is easy and reversible. We denote this set of non-zero block-row index $m_b$ as $I(\ell, n)$. If there are less than $c$ such blocks, $\mathcal{O}_r$ writes $c + 2^\ell$ instead (this choice ensures the oracle is reversible and also the first qubit of $|m_b\rangle$ acts as a flag that will be useful later).

$$
\frac{1}{\sqrt{3}} \sum_{m_b \in I(\ell, n)} |\ell - 1\rangle |m_b\rangle |0^{L-\ell}\rangle |n\rangle |0\rangle.
$$

(38)

Next, we take care of the steps in Lemma 3.1. Also conditioned on register $A$ being $\ell - 1$, where $2 \leq \ell \leq L$, we apply Hadamard gates on the last $L - \ell$ qubits of register $B$

$$
\frac{1}{\sqrt{3}} \sum_{m_b \in I(\ell, n)} \sum_{m_i=0}^{2^{\ell-1}} |\ell - 1\rangle |m_b\rangle |m_i\rangle |n\rangle |0\rangle.
$$

(39)

Observe that when the first qubit of $|m_b\rangle$ is zero, $|m_b\rangle |m_i\rangle$ together form a valid row index $m < 2^L$. If this qubit is one, then $|m_b\rangle |m_i\rangle$ is not a valid row index and we can simply take $k_{mn} = 0$ when querying the matrix entry oracle $\mathcal{O}_k$. In particular, we query the oracle $\mathcal{O}_k$ on registers $B, C$ to obtain $|k_{mn}\rangle$ in another appended $b$-qubit register. Then, we perform the controlled rotation to rotate register $D$ as: $|0\rangle \rightarrow \left( \frac{k_{mn}}{k_{\max}} |0\rangle + \sqrt{1 - \left| \frac{k_{mn}}{k_{\max}} \right|^2} |1\rangle \right)$, where $k_{\max}$ is the maximum entry in the admissible blocks at level $\ell$, which we have shown to be $2^{-(L-\ell)p}$. Finally, we call $\mathcal{O}_k$ one more time to uncompute and discard the appended register. This gives

$$
\frac{1}{\sqrt{3}} \sum_{m_b \in I(\ell, n)} \sum_{m_i=0}^{2^{\ell-1}} |\ell - 1\rangle |m_b\rangle |m_i\rangle |n\rangle \left( \frac{k_{mn}}{k_{\max}} |0\rangle + \sqrt{1 - \left| \frac{k_{mn}}{k_{\max}} \right|^2} |1\rangle \right)
$$

(40)

for $2 \leq \ell \leq L$.

On the other hand, conditioned on $\ell = 1$ (register $A$ being $|0\rangle$), we take care of the adjacent part $\mathbf{K}_{ad}$ rather simply. Apply the $(2L+2)$-qubit operator $\mathcal{O}_{ad}$ which performs the map $|0\rangle |n\rangle \rightarrow \frac{1}{\sqrt{3}} \sum_{i=-1}^{1} |n+i\rangle |n\rangle$ for $0 \leq n < 2^L$ (if $n+i = -1$ then it writes to the first register any value that is not a valid row index, e.g., $2^{L+1} - 1$) on registers $B, C$. Then, we perform the oracle query, controlled rotation, and uncomputation similarly as done above to obtain

$$
\frac{1}{\sqrt{3}} \sum_{i=-1}^{1} |0\rangle_A |n+i\rangle_B |n\rangle_C \left( k_{n+i,n} |0\rangle + \sqrt{1 - |k_{n+i,n}|^2} |1\rangle \right),
$$

(41)

where $k_{n+i,n} = 0$ if $n+i$ is an invalid row index.
To summarize, the entire procedure from Equation 36 to Equation 40 (and Equation 41), denoted by \(U_R\), performs the following

\[
U_R P_R |0\rangle |0\rangle |n\rangle |0\rangle = \frac{1}{\sqrt{3\alpha}} \left[ \sqrt{\beta_0} \sum_{i=-1}^{1} |0\rangle |n + i\rangle \left( k_{n+i,n} |0\rangle \pm \sqrt{1 - |k_{n+i,n}|^2} |1\rangle \right) \right.
\]
\[
\left. + \sum_{\ell=2}^{L} \sqrt{\frac{\beta_{\ell-1}}{2^{L-\ell}}} \sum_{m_k \in I(\ell,n)} \sum_{m_i=0}^{2^{\ell-1}} |\ell - 1\rangle \sum_{m_j=0}^{k_{mn}} |m_k\rangle |m_i\rangle {\text{ equiv. to some m}} \left( \frac{k_{mn}}{k_{\max}} |0\rangle \pm \sqrt{1 - \frac{k_{mn}}{k_{\max}}^2} |1\rangle \right) \right] ,
\]

where \(\beta_0 = 3\) is the normalization factor of the adjacent level \(K_{ad}\) and \(\beta_{\ell-1} = 3\alpha\ell\) is the normalization factor of the hierarchical level \(K^{(\ell)}\). Importantly, notice that register \(B\) has full support on all \(2^L\) possible values of row index \(m\) in this superposition.

**Implementing the “left” part** We would like to transform the state

\[
|0\rangle |0\rangle |m\rangle |0\rangle
\]

to obtain similar result to that of the “right” procedure above. The procedure follows the same steps, except

- \(P_R\) needs to be replaced by \(P_L\).
- \(O_r\) needs to be replaced by \(O_c\), the controlled block-column index oracle which, based on \(\ell, m\), computes the block-column indices \(n_b\) of the non-zero admissible blocks in \(K^{(\ell)}\) that intersect row \(m\) (there are at most 3 such blocks since \(K^{(\ell)}\) is 3-block-sparse) and writes the result \(n_b\) to the first \(\ell + 1\) qubits of register \(B\). We denote this set of non-zero block-column indices \(n_b\) as \(J(\ell, m)\).
- There is no need to query the entry oracle \(O_k\) (nor the accompanied controlled rotation).
- Registers \(B\) and \(C\) are swapped at the end.

Using similar notation to that of Equation 42 the above modifications give

\[
\text{SWAP}_{B,C} U_L P_L |0\rangle |0\rangle |m\rangle |0\rangle = \frac{1}{\sqrt{3\alpha}} \left[ \sqrt{\beta_0} \sum_{i=-1}^{1} |0\rangle |m\rangle |m + i\rangle |0\rangle \right.
\]
\[
\left. + \sum_{\ell=2}^{L} \sqrt{\frac{\beta_{\ell-1}}{2^{L-\ell}}} \sum_{n_b \in J(\ell,m)} \sum_{n_j=0}^{2^{\ell-1}} |\ell - 1\rangle |m\rangle |n_b\rangle |n_j\rangle \right] ,
\]

**Combining both parts** Combining Equation 42 with Equation 44 and noting that \(\beta_0 = 3, \beta_{\ell-1} = 3 \cdot 2^{(L-\ell)(1-p)}\) and \(k_{\max}^{(\ell)} = 2^{-\ell(L-\ell)p}\), we get

\[
|0\rangle |0\rangle \langle 0| P_R^\dagger U_R^\dagger \text{SWAP}_{B,C} U_L P_L |0\rangle |0\rangle |n\rangle |0\rangle = \frac{k_{mn}}{\alpha} ,
\]

which is exactly what we set out to prove (Equation 33).

**Circuit complexity** As seen above, this block-encoding only uses two calls to \(O_k\), and one call to each of \(O_r, O_c\) and \(P_R, P_L\). To achieve an overall error bound of \(\varepsilon\), it suffices for the controlled rotation on \(|\tilde{k}_{mn}\rangle |0\rangle\) to have error \(O(\frac{\varepsilon}{\alpha})\). This can be done with \(O(b, \text{polylog}(\frac{N}{\varepsilon}))\) extra qubits and one- and two-qubit gates (see explanation in proof of Lemma 3.5).
Constructing state preparation pair \( P_L \) and \( P_R \) act on only \( \log \log N \) qubits, hence were assumed given as unitaries. If this is not the case, we can still construct them (Equation 34) as block-encoded operators with only an extra normalization factor of \( \log N \) as follows. Let

\[
P : |0^{\log L}\rangle |0\rangle \rightarrow \frac{1}{\sqrt{L}} \sum_{\ell=0}^{L-1} |\ell\rangle |0\rangle \quad \text{(query } \beta_\ell \text{ into an appended register)}
\]

\[
\rightarrow \frac{1}{\sqrt{L}} \sum_{\ell=0}^{L-1} |\ell\rangle \left( \sqrt{\frac{\hat{\beta}_\ell}{\beta}} |0\rangle + \sqrt{1 - \frac{\hat{\beta}_\ell}{\beta}} |1\rangle \right),
\]

where \( \beta_0 = 3 \) and \( \beta_{\ell-1} = 3\alpha_\ell = 3 \cdot 2^{(L-\ell)(1-p)} \) for \( 2 \leq \ell \leq L \) and \( \hat{\beta} = \max_\ell |\beta_\ell| \). As explained in Lemma B.5, the controlled rotation can be implemented with error bound \( \epsilon \) using \( O(\text{polylog}(\frac{L}{\epsilon})) \) extra one- and two-qubit gates. Comparing with Equation 34 we see that \( P \) is a \((\sqrt{\frac{\hat{\beta} L}{\alpha}},1,\epsilon)-\text{block-encoding} \) of \( P_R \). Thus, using Lemma B.4 (multiplying block-encoded matrices) we can achieve Equation 45 with just two more ancilla qubits. The RHS of Equation 45 then becomes \( k_{mn}^{\alpha} (\sqrt{\frac{\hat{\beta} L}{\alpha}})^{-1} \). In other words, the normalization factor will become a factor of \( \sqrt{\frac{\hat{\beta} L}{\alpha}} \) larger than the optimal block-encoding. We can bound this extra factor rather easily. As a reminder, \( \alpha \) is given in Equation 32.

- For \( p > 1 \): \( \hat{\beta} = 3 \) and \( \alpha \geq 3 \), thus \( \frac{\hat{\beta} L}{\alpha} \leq L = \log N \).
- For \( p = 1 \): \( \hat{\beta} = 3 \) and \( \alpha = 3 \log N \), thus \( \frac{\hat{\beta} L}{\alpha} = 1 \).
- For \( p < 1 \): \( \hat{\beta} = 3 \cdot 2^{(L-2)(1-p)} = O(N^{1-p}) \) and \( \alpha = \Omega(N^{1-p}) \), thus \( \frac{\hat{\beta} L}{\alpha} \leq O(L) = O(\log N) \).

Therefore, this extra factor only increases the runtimes of Lemma B.1 (applying block-encoded matrices) and Lemma B.2 (applying inverse of block-encoded matrices) by a factor of \( O(\log N) \).

C.2 Variants of hierarchical splitting

The form of the hierarchical splitting can be slightly modified for other types of decaying kernels. For example, consider kernels of the form \( k(x,x') = (x-x')^{\alpha} \) on the domain \( \Omega = [0,N-1] \) and \(-N < c < N \) is an integer. In this case, we can use a “shifted” hierarchical splitting to obtain an optimal block-encoding of the kernel matrix \( K = (\langle i-j+c\rangle^{\alpha})_{i,j=0}^{N-1} \), in which the hierarchy is shifted in the horizontal direction (along the rows, see Figure 3). Similarly, for kernels of the form \( k(x,x') = (x-x')^{\alpha} \) \( (0 \leq c < N) \), we can apply a hierarchical splitting shifted along the skew-diagonal direction, such that the upper and lower triangular halves of the matrix are shifted in opposite directions.
Figure 3: Hierarchical splitting corresponding to the kernel \( k(x, x') = \frac{1}{|x - x'| + \eta} \) with uniform distribution of particles, which is obtained by shifting the splitting in Figure 1C 4 units to the right. Note that the fine splittings in the first 4 columns are actually only needed when the sum \( x - x' + 4 \) is modulo \( N \).

C.3 Generalization of quantum hierarchical block-encoding

Here, we provide a block-encoding procedures in which one has direct access to the structure of the entry magnitudes, thus generalizing hierarchical block-encoding procedure presented in Section 4.1 and Appendix C.1.

First, we present a procedure for preparing a quantum state \( \ket{x} \in \mathbb{C}^N \), where \( N = 2^L \), with high probability of success. For any \( 0 \leq \ell < L - 1 \), let \( I_\ell = \{ i : 2^{-\ell+1} < |x_i| \leq 2^{-\ell} \} \) and \( I_{L-1} = \{ i : |x_i| \leq 2^{-(L-1)} \} \). Also, let \( n_\ell = |I_\ell| \). Apart from the oracle \( O_{x} : \ket{i} \ket{0} \rightarrow \ket{i} \ket{\tilde{x}_i} \), our procedure assumes the following oracle is provided:

\[
O_{\text{index}} : \ket{\ell} \ket{j} \rightarrow \ket{0} \ket{f(\ell,j)}, \quad 0 \leq j < n_\ell,
\]

where the first register is \( \log L \) qubits and the second register is \( L = \log N \) qubits, and \( f(\ell,j) \) is an efficiently computable and reversible function that computes the index of the \( j \)-th element in the set \( I_\ell \) (according to some fixed ordering, e.g. top to bottom if \( \ket{x} \) is treated as a column vector) if \( 0 \leq j < n_\ell \), or else the oracle writes \( N + (j - n_\ell + 1) + \sum_{\ell=0}^{\ell-1} (N - n_\ell) \) as a bit string on the concatenation of the two registers (so that the first register will be non-zero). This ensures the oracle is reversible. An example of such efficient and reversible \( f(\ell,j) \) is in regular \( H \)-matrix splitting. Our procedure is as follows:

\[
|0^\log L \rangle |0\rangle \rightarrow \sum_{\ell=0}^{L-1} \frac{\sqrt{n_\ell 2^{-\ell}}}{\beta} \ket{\ell} |0\rangle, \quad \text{where } \beta = \left( \sum_\ell n_\ell 2^{-2\ell} \right)^{1/2}
\]

\[
\rightarrow \sum_{\ell=0}^{L-1} \frac{\sqrt{n_\ell 2^{-\ell}}}{\beta} \ket{\ell} \sum_{j=1}^{n_\ell} \frac{\ket{j}}{\sqrt{n_\ell}} \quad (\text{Hadamards controlled on } \ell)
\]

\[
\rightarrow \sum_{\ell=0}^{L-1} \sum_{j=1}^{n_\ell} \frac{2^{-\ell}}{\beta} |0\rangle \ket{f(\ell,j)} \quad (\text{call oracle } O_{\text{index}})
\]

\[
\rightarrow \sum_{\ell,j} \frac{2^{-\ell}}{\beta} |0\rangle \ket{f(\ell,j)} \left( \frac{x_{f(\ell,j)}}{2^{-\ell}} |0\rangle + \sqrt{1 - \left( \frac{x_{f(\ell,j)}}{2^{-\ell}} \right)^2} |1\rangle \right) \quad (\text{query } x_{f(\ell,j)} \text{ and rotate ancilla qubit})
\]

Above, we have ignored the terms when \( j \) is invalid (\( j \geq n_\ell \)) in the sum because we can simply set \( x_{f(\ell,j)} = 0 \) for those cases. Furthermore, observe that the superposition has support on all indices. Thus, conditioning
on the ancilla being zero, we obtain the desire state $|x\rangle$. The probability of successfully post-selecting is $\frac{1}{2^J}$, where
\[
\beta^2 = \sum_{\ell=0}^{L-1} n_\ell 2^{-2\ell} = \sum_{\ell=0}^{L-2} n_\ell 2^{-2\ell} + n_{L-1} 2^{-2(L-1)} \leq 4 \sum_i |x_i|^2 + \frac{4}{N} \leq 8.
\] (48)

We also assumed that the first operation in the procedure, which maps $|0^{\log L}\rangle$ to a weighted superposition over $|\ell\rangle$, can be done perfectly. In fact, it can only be block-encoded with an extra normalization factor of $\sqrt{L}$: for a vector $|y\rangle \in \mathbb{C}^L$ one can simply do
\[
|0^{\log L}\rangle |0\rangle \rightarrow \sum_{\ell=0}^{L-1} \frac{1}{\sqrt{L}} |\ell\rangle |0\rangle,
\]
\[
\rightarrow \sum_{\ell=0}^{L-1} \frac{1}{\sqrt{L}} |\ell\rangle \left( \sqrt{y_\ell} |0\rangle + \sqrt{1-|y_\ell|^2} |1\rangle \right) \quad \text{(query $y_\ell$ and rotate ancilla qubit)}
\]

When including this step into the procedure above, the probability of successfully post-selecting $|00\rangle$ and obtaining $|x\rangle$ is $\frac{1}{L^{2J}} \geq \frac{1}{8 \log N}$.

Intuitively, our procedure exploits the structure of the amplitudes such that in the controlled rotation step, the ancilla has a large component in the good subspace $|0\rangle$.

The procedure to block-encode a matrix $A$ follows similarly. For simplicity, assume $A$ is Hermitian and $N^{-1} \leq |A_{ij}| \leq 1$. Let $I_j(j)$ be the set of row indices of the entries in column $j$ whose values are in the range $[2^{-1(\ell+1)}, 2^{-\ell})$. Let $n_\ell(j) = |I_j(j)|$, let $n_\ell = \max_j n_\ell(j)$. Let $\gamma$ be such that $\min_j n_\ell(j) \geq \gamma n_\ell$. Our procedure, generalizing Appendix [C.1] proceeds as follows:

**The right part** For any column index $j$:
\[
|0^{\log L}\rangle |0\rangle |j\rangle |0\rangle \rightarrow \sum_{\ell=0}^{L-1} \frac{\sqrt{n_\ell 2^{-\ell}}}{\beta} |\ell\rangle |0\rangle |j\rangle |0\rangle, \quad \text{where } \beta = \left( \sum_{\ell} n_\ell 2^{-\ell} \right)^{1/2}
\]
\[
\rightarrow \sum_{\ell=0}^{L-1} \frac{\sqrt{n_\ell 2^{-\ell}}}{\beta} |\ell\rangle \sum_{i=1}^{n_\ell} \sqrt{n_\ell} |j\rangle |0\rangle \quad \text{(Hadamards controlled on } \ell)\]
\[
\rightarrow \sum_{\ell=0}^{L-1} \sum_{i=1}^{n_\ell} \frac{\sqrt{2^{-\ell}}}{\beta} |0\rangle |f_j(\ell, i)\rangle |j\rangle |0\rangle \quad \text{(call oracle } O_{\text{index}})\]
\[
\rightarrow \sum_{\ell: i \in [n_\ell(j)]} \sqrt{2^{-\ell}} |0\rangle |f_j(\ell, i)\rangle |j\rangle \left( \frac{A_{f_j(\ell, i), j}}{2^{-\ell}} |0\rangle + \sqrt{1 - \frac{A_{f_j(\ell, i), j}^2}{2^{-\ell}}} |1\rangle \right) \quad \text{(query } A_{f_j(\ell, i), j} \text{ and rotate ancilla qubit)}
\]

Here, $O_{\text{index}}$ is similar to that in Equation 47, it returns the row index, $f_j(\ell, i)$, of the $i$-th element in $I_j(j)$. We ignore the terms when $i$ is invalid ($i \geq n_\ell(j)$) as we can set $A_{f_j(\ell, i), j} = 0$ for those terms. Importantly, the above superposition has support over all row indices.

**The left part** Similarly, we can construct a unitary that queries all the column indices
\[
|0^{\log L}\rangle |0\rangle |i\rangle |0\rangle \rightarrow \sum_{\ell: j \in [n_\ell(i)]} \frac{\sqrt{2^{-\ell}}}{\beta} |0\rangle |i\rangle |g_i(\ell, j)\rangle |0\rangle, \quad \text{(50)}
\]

where $g_i(\ell, j)$ is the column index of the $j$-th element in $I_i(i)$.

Combining Equation 49 and Equation 50 we obtain a unitary $U$ that is block-encodes $A$ with a normalization factor of $\beta^2$. If we take into consideration of first step Equation 49 (i.e. preparing $\sum_{\ell=0}^{L-1} \frac{\sqrt{n_\ell 2^{-\ell}}}{\beta} |\ell\rangle$)
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as did in the quantum state preparation procedure above, then the normalization factor is $\beta^2 \log N$. We now compare $\beta^2$ with the operator norm $\|A\|$. If the entries of $A$ are real and non-negative, we have that

$$\|A\| \geq \|A|\| \geq \sum_{\ell} \min j \ n_\ell(j) 2^{-(\ell+1)} \geq \frac{\gamma}{2} \beta^2.$$  

(51)

Thus, compared to the optimal block-encoding (one that has normalization factor equal to $\|A\|$), the presented block-encoding for $A$ is worse by at most a factor of $2(\log N)/\gamma$. In other words, if $1/\gamma = O(polylog(N))$, then the normalization factor is only a factor of polylog($N$) worse than that of the optimal block-encoding. As before (appendix C.1), the numbers of elementary gates for the controlled rotation step and ancilla qubits are $O(polylog(N))$.

C.4 Adaptive algorithm for non-uniform particle distribution

In particle simulation tasks, if the distribution of particles is not approximately uniform, an adaptive hierarchical splitting can be employed. Let the smallest interparticle spacing be $N^{-c}$, where $N$ is the number of particles. Then, we can scale the mesh such that the interparticle distance is at least 1 and the mesh size is $N^c$. The added mesh sites are treated as zero-mass particles. The kernel matrix has size $N^c \times N^c$ and the hierarchical splitting constructed on this mesh has $c \log N$ levels. The entire block-encoding procedure presented in Section 4 applies, with only an extra factor of $poly(c)$ in the normalization factor and the required resources of the block-encoding.

The optimality of the normalization factor of this adaptive block-encoding is harder to state precisely, since it depends on the distribution of particles which is not determined a priori.

C.5 Condition number of polynomially and exponentially decaying kernels

![Figure 4: The condition number of polynomially decaying kernels grow polynomially with the matrix dimension. Whereas, the condition number of the exponentially decaying kernel converges. Here, the kernel matrices take the form $K = (k(|x_i - x_j|))_{i,j=0}^{N-1}$, where $x_i = i$, $k(|x - x'|) = k(r)$, and $k(0) = 0$ (no self-interactions). We remark that, the condition number can be dramatically improved if the self-interacting terms are sufficiently large. For example, for $k(0) = 2$ we found that the condition number for $k(r) = 1/r$ grows only logarithmically in $N$, while those of the other kernels scale as $O(1)$. This can be explained using similar calculations to Equation 26.](image)
Figure 5: Singular values of the 512 by 512 kernel matrices $K = (k(x_i, x_j))_{i,j=0}^{N-1}$ of the log, polyharmonic, and multiquadric kernels. Here $r = |x - x'|$, $x_j = j/N$ for the multiquadric kernel ($k(r) = \sqrt{1/r^2 + r^2}$), and $x_j = j$ for the other kernels. The plots indicate that all kernels are numerically low-rank.

### C.6 Kernels for which the naive block-encoding approach (Lemma 3.1) works optimally

We provide examples of kernels that are studied in classical H-matrix or fast multipole method literature where the naive block-encoding approach of Lemma 3.1 (or Remark B.6) can be directly used to produce an optimal block-encoding of their kernel matrices.

The log kernel $k(x, x') = \log |x - x'|$ (chapter 1, [54]). We use the same setup as in the main text. Let the kernel matrix be $K = (k(x_i, x_j))_{i,j=0}^{N-1}$, where $x_i = i/N$, $N = 2^L$, and $k(x, x) = 0$. Directly applying Lemma 3.1 yields a $(N \log N, \log N + 1, \varepsilon)$-block-encoding using only $O(\text{polylog } N)$ additional resources. To show that this block-encoding is optimal, we bound the operator norm from below: $\|K\| \geq \|K_{1}\| \geq \int_{1/2}^{N/2} \log x dx = \Omega(N \log N)$.

The multiquadric kernel $k(x, x') = \sqrt{c^2 + |x - x'|^2}$ (chapter 2.1, [13]). For this, let the kernel matrix be $K = (k(x_i, x_j))_{i,j=0}^{N-1}$, where $x_i = i/N$, $N = 2^L$. Directly applying Lemma 3.1 yields a $(2N, \log N + 1, \varepsilon)$ using only $O(\text{polylog } N)$ additional resources. The operator norm of $K$ is bounded as $\|K\| \geq \|K_{1}\| \geq N \int_{0}^{1/2} \sqrt{c^2 + x^2} dx = \Omega(N)$, implying that the block-encoding is optimal.

We also list here, omitting the proofs, some typical kernels (which are not considered in classical H-matrix) that can be optimally block-encoded by the naive approach of Lemma 3.1. For example, these include polynomially growing kernels $k(x, x') = |x - x'|^p$ and polyharmonic radial basis functions $k(x, x') = |x - x'|^p \log |x - x'|$. Our numerical experiments indicate that these kernels are numerically low-rank, as shown in Figure 5. Furthermore, the first principal component (singular vector corresponding to the largest singular value) is close to uniform (the normalized all-ones vector). This explains why these kernels can be block-encoded by the naive block-encoding.
D  Classical $\mathcal{H}$-matrices

D.1  Low-rank approximation using asymptotic smoothness

In this section, we show how the asymptotic smoothness condition [Equation 6] can be used to approximate an admissible block as a low-rank matrix. As a reminder, the asymptotic smoothness condition is

$$|\partial_p^k k(x, x')| \leq C_p |x - x'|^{-p} \quad (\forall p \in \mathbb{N}).$$

For instance, the log kernel $k(x, x') = \log(|x - x'|)$ directly holds this property.

Consider the admissible block $K^{\sigma,\rho} = \{k(x_i, x_j)\}_{i \in \sigma, j \in \rho}$, where $\sigma, \rho \in \mathcal{D}(\ell)$. Let $c_\rho$ be the center of $\rho$. In our setting (see Section 2), the kernel can be rewritten as

$$k(x, x') = \sum_{q=0}^{p-1} \frac{(x' - c_\rho)^q}{q!} \partial_q^k k(x, c_\rho) + R(x, x'),$$

where the remainder $R(x, x')$ can be bounded using the asymptotic smoothness property as follows

$$k(x, x') = \sum_{q=p}^{\infty} \frac{(x' - c_\rho)^q}{q!} \partial_q^k k(x, c_\rho) \leq C \sum_{q=p}^{\infty} \left( \frac{x' - c_\rho}{|x - c_\rho|} \right)^q$$

$$\leq C \sum_{q=p}^{\infty} \left( \frac{r_\rho}{\text{dist}(\sigma, \rho)} \right)^q \leq C \sum_{q=p}^{\infty} \left( \frac{r_\rho}{2r_\rho} \right)^q = O(2^{-p}).$$

Here, we have used the admissibility criteria (Definition 2.1) in the third inequality and that $r_\sigma = r_\rho$. Thus, $K^{\sigma,\rho}$ can be approximated with exponentially small error by a rank-$p$ matrix

$$K^{\sigma,\rho} \approx \tilde{K}^{\sigma,\rho} = \Psi^{\sigma,\rho} D (\Phi^\rho)^\dagger,$$

where $D = \text{Diag}(1/q)! \in \mathbb{R}^{p \times p}$, $P = \{0, 1, \ldots, p - 1\}$ and

$$\Psi^{\sigma,\rho} = \{\partial_q^k k(x, c_\rho)\}_{i \in \sigma, j \in \rho} \in \mathbb{R}^{|\sigma| \times p},$$

$$\Phi^\rho = \{(x_j - c_\rho)^q\}_{j \in \rho} \in \mathbb{R}^{p \times p}.$$

Next, we give an example of a kernel that does not directly satisfy the asymptotic smoothness condition [Equation 6], but can still be manipulated to apply the low-rank approximation. Consider the kernel $k(x, x') = |x - x'|^{2-2}$. This kernel does not directly satisfy [Equation 6]. Nevertheless, for an admissible block $K^{\sigma,\rho} = \{k(x_i, x_j)\}_{i \in \sigma, j \in \rho}$ at level $\ell$, the kernel can be rewritten as

$$k(x, x') = k(x - c_\rho + c_\rho - x') = k \left( x - c_\rho \left(1 + \frac{c_\rho - x'}{x - c_\rho} \right) \right)$$

$$= k(x - c_\rho) k \left(1 + \frac{c_\rho - x'}{x - c_\rho} \right) = k(x - c_\rho) \sum_{q=0}^{\infty} \frac{k(q)(1)}{q!} \left( \frac{c_\rho - x'}{x - c_\rho} \right)^q,$$

where $c_\rho$ is the center of $\rho$. In our setting (see Section 2), $c_\rho$ is simply the middle point of the corresponding segment on the domain $\Omega$. Furthermore, noting that $k(q)(1) = (-1)^q(q + 1)!$, let

$$A_q (x - c_\rho) = \frac{k(x - c_\rho)}{(x - c_\rho)^q},$$

$$S_q (c_\rho - x') = (-1)^q(q + 1) (c_\rho - x')^q,$$

and

$$k_p (x - x') = \sum_{q=0}^{p} A_q (x - c_\rho) S_q (c_\rho - x').$$
Since $K^{σ,ρ}$ is an admissible block (Definition 2.1), we have that $\left|\frac{c_ρ - x'}{x - c_ρ}\right| \leq \frac{1}{2}$, $\forall i \in σ, j \in ρ$. Therefore,

$$|k(x_i, x_j) - k_p(x_i, x_j)| \leq \left(\sup_{x,x' \in \Omega} |k(x, x')|\right) \sum_{q=p+1}^{∞} (q + 1) \left|\frac{c_ρ - x'}{x - c_ρ}\right|^q \leq \sum_{q=p+1}^{∞} (q + 1)2^{-q} = 2^{-p}(2p + 4). \tag{60}$$

Thus, $k(x_i, x_j)$ can be approximated with error $ε/N$ by the truncated sum in Equation 59 of order $p = O(polylog N/ε)$. Accordingly, the admissible block $K^{σ,ρ}$ can be approximated to error $ε$ by a $rank-p$ matrix.

**D.2 Classical fast $H$-matrix-vector multiplication**

We count the number of operations needed to compute the matrix-vector multiplication, where $K \in \mathbb{R}^{N \times N}$ and $v \in \mathbb{R}^N$,

$$Kv = \left(\sum_{ℓ=2}^{L} K^{ℓ} + K_{ad}\right)v = \sum_{ℓ=2}^{L} u_ℓ + u_{ad}. \tag{61}$$

The adjacent term $K_{ad}$ is a 3-sparse, hence requires only $O(N)$ operations. In level $ℓ$, each block-row (row of blocks) requires computing 3 matrix-vector multiplications on dense matrices of size $N \cdot 2^{-ℓ}$, which takes $O(pN2^{-ℓ})$ operations (where $p$ is the rank of the admissible blocks). There are $2^ℓ$ block-rows, thus computing each $K^{ℓ}$ requires $O(pN)$ operations. Since there are $L - 1 = O(log N)$ levels, the total operation complexity to compute all $u_ℓ$ is $O(pN log N)$. Adding up $u_ℓ$ and $u_{ad}$ costs another $O(N log N)$. As we have shown above, it is required that $p = O(polylog \frac{N}{ε})$ to achieve an error bound of $ε$ on $K$. Thus, the overall runtime of matrix-vector multiplication on $H$-matrices is $O(N polylog \frac{N}{ε})$. We refer to [16] for operation complexities of other tasks on $H$-matrices, such as matrix-matrix multiplication and matrix inversion, which are also $O(N polylog \frac{N}{ε})$ when $p = O(polylog \frac{N}{ε})$.

**D.3 High dimensional hierarchical splittings**

In the main text, we have seen that two key properties of the 1D hierarchical splitting that enables optimal quantum block-encodings were the logarithmic number of hierarchical levels and the block sparseness of each level (the third key property was that the off-diagonal entries were decaying or sufficiently smooth). Here, we show that these properties still hold for the 2D case and make a generalization argument for higher dimensional cases.

The 2D and 3D hierarchical splittings are well-studied in classical literature [17]. We will follow the indexing rules and conventions in the original work [17]. For an overview of hierarchical matrices and splittings, we suggest interested readers to read [13]—which covers the fast multipole algorithm (a special case of hierarchical splittings), [16]—which is the original paper that introduced the 1D hierarchical splitting, and [17]—the follow-up paper that generalized the hierarchical splittings to 2D and 3D problems.

Consider the uniform 2D grid of size $[1, N] \times [1, N]$ and $N = 2^L$, where unit-mass particles are placed at sites $(i, j)$ (hence there are $N^2$ particles). We define the hierarchical partitions for this grid in the same spirit as Equation 3. For level $ℓ < L$, define the partitioning to be

$$P^{(ℓ)} = \{σ_{I,J}^{(ℓ)}|I, J \in \{0, \ldots, 2^ℓ - 1\}\}, \tag{62}$$

where the clusters $σ_{I,J}^{(ℓ)}$ are

$$σ_{I,J}^{(ℓ)} = \{(i, j)|i \in [2^L-ℓ I, 2^L-ℓ(I + 1)), j \in [2^L-ℓ J, 2^L-ℓ(J + 1))\}. \tag{63}$$
Before we proceed to construct the hierarchical splitting of the kernel matrix, we first have to decide how to number particles in a 2D grid. We follow the “canonical” choice in Section 4 of [17] (see Figure 6). In this numbering rule, the conversion from a grid site \((i,j)\) to the corresponding vectorized index \(m\) is given by
\[
(i_1 \ldots i_L, j_1 \ldots j_L) \rightarrow m(i,j) = \sum_{\ell=1}^{L} f(i\ell, j\ell) 4^{L-\ell},
\]
(64)
where \(i_1 \ldots i_L\) \((j_1 \ldots j_L)\) is the binary representation of the row (column) index which ranges from 0 to \(2^L - 1\) and \(f\) is the CNOT function whose target bit is the second: \(f(0,0) = 0\), \(f(0,1) = 1\), \(f(1,0) = 3\), \(f(1,1) = 2\). The conversion from the vectorized index \(K\) to grid site \((i,j)\) can be done by first writing \(m\) in base-4 representation, then inverting the function \(f\). In summary, the entries of the kernel matrix are of the form
\[
K_{m(i_1,j_1), m(i_2,j_2)} = k((i_1, j_1), (i_2, j_2)).
\]
(65)

Next, we also need to define the admissibility criteria (Definition 2.1) for now 2D clusters. For two clusters in the same level, e.g., \(\sigma_{I,J}^{(\ell)}\) and \(\sigma_{I',J'}^{(\ell)}\), we define their diameters to be the length of their diagonal, which are easily seen to be \(\text{diam}(\sigma_{I,J}^{(\ell)}) = \sqrt{2} \cdot 2^{L-\ell}\). Define the distance between these two clusters to be
\[
\text{dist}(\sigma_{I,J}^{(\ell)}, \sigma_{I',J'}^{(\ell)}) = 2^{L-\ell} \cdot \sqrt{\max\{0, |I - I'| - 1\}^2 + \max\{0, |J - J'| - 1\}^2}.
\]
We say the interactions between these two clusters are admissible if and only if
\[
\text{dist}(\sigma_{I,J}^{(\ell)}, \sigma_{I',J'}^{(\ell)}) \geq \eta \max\{\text{diam}(\sigma_{I,J}^{(\ell)}) \cdot \text{diam}(\sigma_{I',J'}^{(\ell)})\},
\]
(66)
where we choose \(\eta = \frac{1}{\sqrt{2}}\).

In other words, two clusters (hence the block in the kernel matrix \(K\) that contains the interactions between them) are admissible when they are not neighboring along a column, row, or diagonal.

Having established the admissibility criteria, we proceed similarly to Section 2 to obtain the following decomposition of the kernel matrix \(K\)
\[
K = \sum_{\ell=2}^{L} K^{(\ell)} + K_{\text{ad}},
\]
(67)

Figure 6: Left: 2D grid site numbering rule for vectorizing input. Right: the associated kernel matrix representing pairwise interactions based on this numbering system.
Then, by summing over all levels using Lemma B.3. The overall normalization factor is encoded with a normalization factor of 9 using Lemma B.5. Finally, the entire kernel matrix clusters $\sigma, \rho$ is obtained by summing over all levels using Lemma B.3. The overall normalization factor is

$$\alpha = 9 + \sum_{\ell=2}^{L} 27\alpha_{\ell}$$

(68)

This block-encoding can be shown to be optimal by a similar method to Remark 4.1. We have that $\|K\| \geq \|K[1]\|$, where $[1]$ is the normalized all-ones vector. Furthermore, observe that

$$\|K[1]\| \geq \int_{1}^{N} \int_{1}^{N} (x^2 + y^2)^{-p/2} dx dy$$

$$\geq \int_{0}^{\pi/2} \int_{\sqrt{2}}^{{\sqrt{N^2+1}}} r^{-p} r dr d\theta - 2 \int_{1}^{\sqrt{N^2+1}} (x^2 + 1)^{-p/2} dx.$$  

(69)

In the limit $N \to \infty$, it can be easily verified that the above integral is $O(N^{2-p})$ when $p \neq 2$ and $O(\log N)$ when $p = 2$. Therefore, $\alpha = \Theta(\|K\|)$ and the block-encoding procedure using hierarchical splitting is optimal.
Finally, the analysis in this section can be generalized to any $d$-dimensional setting, where the block-sparsity of each hierarchical level $K^{(ℓ)}$ is $6^d - 3^d$ and the sparsity of the adjacent part $K_{ad}$ is $3^d$. For a visualization of 2D and 3D hierarchical splittings, see Figure 6 of [55], which has a smaller block-sparsity than the aforementioned value since diagonally neighboring clusters are considered admissible by the authors of [55], as opposed to our treatment in this section.

E Quantum state preparation for smooth functions

We provide an efficient procedure to prepare a quantum state whose entries are sampled from a smooth function. Consider a smooth function $g$ bounded by $|g(x)| \leq 1$ in the domain $Ω = [0, 2π]$ which can be approximated by a low-order Fourier series

$$g(x_j) = \sum_{n=-p}^{p} c_n e^{2\pi inj/N},$$

where $p = O(1)$ and the coefficients $c_n$ are $Θ(1)$.

We want to prepare the quantum state $|g⟩$ where the vector $g$ is

$$g_j = g(2πj/N)$$

Let the QFT matrix be

$$F_N = \sum_{k,j=0}^{N-1} \frac{1}{\sqrt{N}} e^{-2\pi ijk/N} |k⟩⟨j|.$$

Let $\tilde{g} = \left[ \begin{array}{c} c_0 \\ \vdots \\ c_{N-1} \end{array} \right]$, where at most $d = 2p + 1$ terms $c_n$ are non-zero, and $c_{N-k} = c_{-k}$ for $1 \leq k \leq p$.

Observe that

$$g = \frac{F_N}{\sqrt{N}} \tilde{g}.$$

Since $\tilde{g}$ is sparse and the values and locations of the non-zero entries are known, one can easily prepare its quantum version $|\tilde{g}⟩$ with high probability using the following procedure.

1. Prepare $|0⟩ \rightarrow \frac{1}{\sqrt{d}} \sum_{k=0}^{d-1} |k⟩ \rightarrow \frac{1}{\sqrt{d}} \sum_{j:x_j\neq0} |j⟩$
2. Call the oracle $O_c : |j⟩|0⟩ \rightarrow |j⟩|\tilde{c}_j⟩$ (where $\tilde{c}_j$ is a qubit string description of $c_j$)
3. Apply the conditioned rotation $|j⟩|\tilde{c}_j⟩|0⟩ \rightarrow \frac{c_j}{\max_j |c_j|} |j⟩|\tilde{c}_j⟩|0⟩ + \sqrt{1 - \left(\frac{c_j}{\max_j |c_j|}\right)^2} |j⟩|\tilde{c}_j⟩|1⟩$
4. Uncompute and post-select on the subspace $|0⟩$ of the third register to obtain $|\tilde{g}⟩$

Upon successfully obtaining $|\tilde{g}⟩$ (which happens with probability $Ω(1)$), one applies the QFT to obtain $|g⟩ = F_N |\tilde{g}⟩$. This procedure clearly applies for higher dimensional smooth functions. In these cases, one uses a tensor product of the conventional QFTs to transform the state back and forth between the real regime and the Fourier regime.
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