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Abstract. In this paper we consider a general class of second order stochastic partial differential equations on \( \mathbb{R}^d \) driven by a Gaussian noise which is white in time and has a homogeneous spatial covariance. Using the techniques of Malliavin calculus we derive the smoothness of the density of the solution at a fixed number of points \((t, x_1), \ldots, (t, x_n), t > 0, \) with some suitable regularity and nondegeneracy assumptions. We also prove that the density is strictly positive in the interior of the support of the law.

1. Introduction.

Consider the stochastic partial differential equation

\[
Lu(t, x) = b(u(t, x)) + \sigma(u(t, x)) \dot{W}(t, x),
\]

(1)
t \geq 0, \ x \in \mathbb{R}^d, \text{ with vanishing initial conditions, where } L \text{ denotes a second order partial differential operator. The coefficients } b \text{ and } \sigma \text{ are real-valued functions and the noise } \dot{W}(t, x) \text{ is a Gaussian field which is white in time and has a spatially homogeneous covariance in the space variable. A mild solution to this equation can be formulated using the Green kernel } \Gamma(t, dx) \text{ associated with the operator } L \text{ (see Definition 2.1). This requires the notion of stochastic integral introduced by Walsh in [18] if } \Gamma(t, x) \text{ is a real-valued function or Dalang’s extension of Walsh integral (see [3]) when } \Gamma \text{ is a measure.}

In [13], Nualart and Quer-Sardanyons have studied the existence and smoothness of the density of the solution \( u(t, x) \) at a fixed point \((t, x) \in (0, \infty) \times \mathbb{R}^d \) using techniques of Malliavin calculus. The smoothness of the density follows from the fact that the norm of the Malliavin derivative of \( u(t, x) \) has inverse moments of all orders, assuming some suitable nondegeneracy and regularity conditions. The basic assumptions are that \( b \) and \( \sigma \) are smooth with bounded partial derivatives of all orders, \( |\sigma(z)| \geq c > 0 \) for all \( z \) (in this paper, we shall assume a weaker condition, see Theorem 3.1) and
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\[ Ce^n \leq \int_0^\varepsilon \int_{\mathbb{R}^d} |\mathcal{F}\Gamma(r)(\xi)|^2 \mu(d\xi)dr < \infty \]  

(2)

for some \( \eta > 0 \) and all \( \varepsilon \) small enough, where \( \mu \) is the spectral measure of the noise and \( \mathcal{F} \) denotes the Fourier transform. This general result extends previous work of Quer-Sardanyons and Sanz-Solé \[14\] for the case when \( L \) corresponds to the three-dimensional wave equation.

The purpose of this paper is to establish the smoothness of the joint density of the solution to equation (1) at a fixed number of points \( (t, x_1), \ldots, (t, x_n) \), where \( t > 0 \) and \( x_i \in \mathbb{R}^d \). This kind of problem was studied by Bally and Pardoux in \[1\] for the one-dimensional stochastic heat equation driven by a space-time white noise. The extension of this result to equation (1) presents new difficulties and requires additional nondegeneracy conditions, in addition to (2), because we need to handle the determinant of the Malliavin matrix of the random vector \( u(t, x_1), \ldots, u(t, x_n) \). The basic ingredient is to impose that leading terms as \( \varepsilon \to 0 \) in the matrix

\[ \left( \int_0^\varepsilon \int_{\mathbb{R}^d} \langle \Gamma(r, * + x_j), \Gamma(r, * + x_i) \rangle \mu dr \right)_{1 \leq i, j \leq n} \]

are the diagonal ones given by (2) (see hypotheses (H3) and (H4) below). These hypotheses are related, although different, to the ones imposed by Nualart in \[11\] to establish the smoothness of the density for the solution of a system of SPDEs.

The paper is organized as follows. After some preliminaries, Section 3 is devoted to the proof of the smoothness of the density of the vector \( u(t, x_1), \ldots, u(t, x_n) \). In Section 4 we derive the positivity of the density in the interior of the support following the general criterion established by Nualart in \[12\]. Finally, in Section 5, we apply these results to the basic examples of the stochastic heat and wave equations and to the spatial covariances given by the Riesz, Bessel and fractional kernels.

2. Preliminaries.

Consider a nonnegative and nonnegative definite function \( f \) which is continuous on \( \mathbb{R}^d \setminus \{0\} \). We assume that \( f \) is the Fourier transform of a nonnegative tempered measure \( \mu \) on \( \mathbb{R}^d \) (called the spectral measure of \( f \)). That is, for all \( \varphi \) belonging to the space \( S(\mathbb{R}^d) \) of rapidly decreasing \( C^\infty \) functions on \( \mathbb{R}^d \)

\[ \int_{\mathbb{R}^d} f(x)\varphi(x)dx = \int_{\mathbb{R}^d} \mathcal{F}\varphi(\xi)\mu(d\xi), \]

(3)

and there is an integer \( m \geq 1 \) such that

\[ \int_{\mathbb{R}^d} (1 + |\xi|^2)^{-m} \mu(d\xi) < \infty. \]

Here we have denoted by \( \mathcal{F}\varphi \) the Fourier transform of \( \varphi \in S(\mathbb{R}^d) \), given by \( \mathcal{F}\varphi(\xi) = \int_{\mathbb{R}^d} \varphi(x)e^{-i\xi \cdot x}dx \).
Let $C_0^\infty([0, \infty) \times \mathbb{R}^d)$ be the space of smooth functions with compact support on $[0, \infty) \times \mathbb{R}^d$. Consider a family of zero mean Gaussian random variables $W = \{W(\varphi), \varphi \in C_0^\infty([0, \infty) \times \mathbb{R}^d)\}$, defined on a complete probability space $(\Omega, \mathcal{F}, P)$, with covariance

$$E(W(\varphi)W(\psi)) = \int_0^\infty \int_{\mathbb{R}^d} \varphi(t, x)f(x-y)\psi(t, y)dxdydt. \quad (4)$$

The covariance (4) can also be written, using Fourier transform, as

$$E(W(\varphi)W(\psi)) = \int_0^\infty \int_{\mathbb{R}^d} \mathcal{F}(\varphi(t)\xi)\mathcal{F}(\psi(t)\xi)\mu(d\xi)dt. \quad (5)$$

The main assumptions on the differential operator $L$ in (1) can be stated as follows:

$$(H1)$$ The fundamental solution to $Lu = 0$, denoted by $\Gamma$, satisfies that for all $t > 0$, $\Gamma(t, \cdot) \in C(\mathbb{R}^d)$, and $\int_0^T \int_{\mathbb{R}^d} |\mathcal{F}(\Gamma(t, \xi))|^2 \mu(d\xi)dt < \infty$, and

$$\sup_{t \in [0, T]} \Gamma(t, \mathbb{R}^d) \leq C_T < \infty.$$

The basic examples we are interested in are the stochastic heat and wave equations. More precisely, it is well-known that if $L$ is the heat operator in $\mathbb{R}^d$, that is, $L = \partial/\partial t - (1/2)\Delta$, where $\Delta$ denotes the Laplacian operator in $\mathbb{R}^d$, or if $L$ is the wave operator in $\mathbb{R}^d$, $d \in \{1, 2, 3\}$, i.e., $L = \partial^2/\partial t^2 - \Delta$, hypothesis (H1) is satisfied if and only if

$$\int_{\mathbb{R}^d} \mu(d\xi) \frac{1}{1 + |\xi|^2} < \infty.$$

Let $\mathcal{H}$ be the Hilbert space obtained by the completion of $C_0^\infty(\mathbb{R}^d)$ endowed with the inner product

$$\langle \varphi, \psi \rangle_{\mathcal{H}} = \int_{\mathbb{R}^d} dx \int_{\mathbb{R}^d} dy \varphi(x) f(x-y) \psi(y) = \int_{\mathbb{R}^d} \mathcal{F}(\varphi(\xi)\overline{\mathcal{F}(\psi(\xi))})\mu(d\xi), \quad (5)$$

$\varphi, \psi \in C_0^\infty(\mathbb{R}^d)$. Notice that $\mathcal{H}$ may contain distributions. Set $\mathcal{H}_0 = L^2([0, \infty); \mathcal{H})$.

Walsh’s classical theory of stochastic integration developed in [18] cannot be applied directly to the mild formulation of equation (1) since $\Gamma$ may not be absolutely continuous with respect to the Lebesgue measure. We shall use the stochastic integral defined in [4, Section 2.3] (see also [13, Section 3]). We briefly review the construction and properties of this integral.

The Gaussian family $W$ can be extended to the space $\mathcal{H}_0$ and we denote by $W(g)$ the
Gaussian random variable associated with an element \( g \in \mathcal{H}_0 \). It is obvious that \( 1_{[0,t]} h \) is in \( \mathcal{H}_0 \) and we set \( W_t(h) = W(1_{[0,t]} h) \) for any \( t \geq 0 \) and \( h \in \mathcal{H} \). Then \( W = \{W_t, t \geq 0\} \) is a cylindrical Wiener process in the Hilbert space \( \mathcal{H} \). That is, for any \( h \in \mathcal{H} \), \( \{W_t(h), t \geq 0\} \) is a Brownian motion with variance \( t \|h\|^2_{\mathcal{H}} \), and

\[
E(W_t(h)W_s(g)) = (s \wedge t) \langle h, g \rangle_{\mathcal{H}}.
\]

Let \( \mathcal{F}_t \) be the \( \sigma \)-field generated by the random variables \( \{W_s(h), h \in \mathcal{H}, 0 \leq s \leq t\} \) and the \( \mathbb{P} \)-null sets. We define the predictable \( \sigma \)-field as the \( \sigma \)-field in \( \Omega \times [0, \infty) \) generated by the sets \( \{A \times (s, t] \subseteq \mathbb{R}^d, A \in \mathcal{F}_s\} \). Then we can define the stochastic integral of an \( \mathcal{H} \)-valued square-integrable predictable process \( g \in L^2(\Omega \times [0, \infty); \mathcal{H}) \) with respect to the cylindrical Wiener process \( W \), denoted by

\[
g \cdot W = \int_0^\infty \int_{\mathbb{R}^d} g(t, x)W(dt, dx),
\]

and we have the isometry property

\[
E|g \cdot W|^2 = E \int_0^\infty \|g(t)\|^2_{\mathcal{H}} dt.
\] (6)

Using the above notion of stochastic integral one can introduce the following definition:

**Definition 2.1.** A real-valued predictable stochastic process \( u = \{u(t, x), t \geq 0, x \in \mathbb{R}^d\} \) is a mild solution of equation (1) if for all \( t \geq 0, x \in \mathbb{R}^d \),

\[
u(t, x) = \int_0^t \int_{\mathbb{R}^d} \Gamma(t-s, x-y)\sigma(u(s, y))W(ds, dy)
\]

\[
+ \int_0^t \int_{\mathbb{R}^d} b(u(s, x-y))\Gamma(t-s, dy)ds \quad \text{a.s.}
\]

Now we state the existence and uniqueness result of the solution to equation (1). For a proof of this result, see, for example, [4, Theorem 4.3].

**Theorem 2.2.** Suppose hypothesis \((H1)\) holds, and \( \sigma, b \) are Lipschitz continuous. Then there exists a unique mild solution \( u \) to equation (1) such that for all \( p \geq 1 \) and \( T > 0 \),

\[
\sup_{(t,x) \in [0,T] \times \mathbb{R}^d} E|u(t, x)|^p < \infty.
\] (7)

Next we recall some elements of Malliavin calculus which will be used to prove the main results of this paper. We consider the Hilbert space \( \mathcal{H}_0 \) and the Gaussian family of random variables \( \{W(h), h \in \mathcal{H}_0\} \) defined above. Then \( \{W(h), h \in \mathcal{H}_0\} \) is a centered Gaussian process such that \( E(W(h_1)W(h_2)) = \langle h_1, h_2 \rangle_{\mathcal{H}_0}, h_1, h_2 \in \mathcal{H}_0 \). In this
framework we can develop a Malliavin calculus (see, for instance, \cite{12}). The Malliavin derivative is denoted by $D$ and for any $N \geq 1$ and any real number $p \geq 2$, the domain of the iterated derivative $D^N$ in $L^p(\Omega; \mathcal{H}_0^{\otimes N})$ is denoted by $\mathbb{D}^{N,p}$. We shall also use the notation

$$\mathbb{D}^\infty = \bigcap_{p \geq 1} \bigcap_{k \geq 1} \mathbb{D}^{k,p}.$$  

Note that for any random variable $X$ in the domain of the derivative operator $D$, $DX$ defines an $\mathcal{H}_0$-valued random variable. In particular, for some fixed $r \geq 0$, $DX(r,\ast)$ is an element of $\mathcal{H}$, which will be denoted by $D_{r,\ast}X$.

If $x_1, \ldots, x_n$ are points in $\mathbb{R}^d$, we will make use of the notation $u(t,\bar{x}) = (u(t,x_1), \ldots, u(t,x_n))$. In order to study the smoothness and strict positivity of the (joint) density of a random vector of the form $u(t,\bar{x})$, we need to assume some moment estimates for the increments of the solution. We will also need to assume some integral bounds of the fundamental solution $\Gamma$. We list these assumptions below.

(H2) There exist positive constants $\kappa_1$ and $\kappa_2$ such that for all $s, t \in [0, T], x, y \in \mathbb{R}^d$, $T > 0$ and $p \geq 1$,

$$\mathbb{E}|u(s,x) - u(t,x)|^p \leq C_{p,T}|t - s|^\kappa_1 p,$$

$$\mathbb{E}|u(t,x) - u(t,y)|^p \leq C_{p,T}|x - y|^\kappa_2 p$$

for some constant $C_{p,T}$ which only depends on $p, T$.

(H3) There exist $\eta > 0$ and $\varepsilon_0 > 0$ such that for all $0 < \varepsilon \leq \varepsilon_0$,

$$C\varepsilon^\eta \leq \int_0^\varepsilon \|\Gamma(r)\|^2_{\mathcal{H}} dr$$

for some constant $C > 0$.

(H4) Let $\eta$ be the constant appearing in (H3) and let $\kappa_1$ and $\kappa_2$ be the constants appearing in (H2).

(i) There exist $\eta_1 > \eta$ and $\varepsilon_1 > 0$ such that for all $0 < \varepsilon \leq \varepsilon_1$,

$$\int_0^\varepsilon r^{\kappa_1}\|\Gamma(r)\|^2_{\mathcal{H}} dr \leq C\varepsilon^{\eta_1}. \quad (10)$$

(ii) There exists $\eta_2 > \eta$ such that for each fixed nonzero $w \in \mathbb{R}^d$, there exist a positive constant $C_w$ and $\varepsilon_2 > 0$ satisfying

$$\int_0^\varepsilon \langle \Gamma(r,\ast), \Gamma(r,w + \ast) \rangle_{\mathcal{H}} dr \leq C_w\varepsilon^{\eta_2} \quad (11)$$

for all $0 < \varepsilon \leq \varepsilon_2$. 
(iii) The measure \( \Psi(t) \) defined by \(|x|^\kappa \Gamma(t, dx) \) satisfies \( \int_0^T \int_{\mathbb{R}^d} |F\Psi(t)(\xi)|^2 \mu(d\xi) dt < \infty \) and there exists \( \eta_3 > \eta \) such that for each fixed \( w \in \mathbb{R}^d \), there exists a positive constant \( C_w \) and \( \varepsilon_3 > 0 \) satisfying

\[
\int_0^\varepsilon \langle |*|^\kappa \Gamma(r, *), \Gamma(r, w + *) \rangle_H dr \leq C_w \varepsilon^{\eta_3}
\]

(12)

for all \( 0 < \varepsilon \leq \varepsilon_3 \).

Along the paper, \( C_p \) and \( C \) will denote generic constants which may change from line to line and \( C_p \) depends on \( p \geq 2 \).

3. Existence and smoothness of the density.

Fix \( t > 0 \) and fix distinct points \( x_1, \ldots, x_n \) of \( \mathbb{R}^d \). Let \( u(t, x) \) denote the solution of equation (1). Recall that \( u(t, x) = (u(t, x_1), \ldots, u(t, x_n)) \). In this section we give sufficient conditions for the existence and smoothness of the density of the law of the random vector \( u(t, x) \), using Malliavin calculus. The main result is the following theorem.

**THEOREM 3.1.** Assume that conditions (H1)–(H4) hold, and the coefficients \( \sigma, b \) are \( C^\infty \) functions with bounded derivatives of all orders. Assume that there exists a positive constant \( C_1 \) such that \( |\sigma(u(t, x_i))| \geq C_1 \mathbb{P}\text{-a.s. for any } i = 1, \ldots, n \). Then the law of the random vector \( u(t, x) \) has a \( C^\infty \) density with respect to the Lebesgue measure on \( \mathbb{R}^n \).

**REMARK 3.2.** (1) Our assumption on \( \sigma \) in Theorem 3.1 is implied by \(|\sigma(z)| \geq c > 0 \).

(2) Using a localization procedure developed in [1, Theorem 3.1], we can prove a version of Theorem 3.1 without assuming that \( |\sigma(u(t, x_i))| \geq C_1 \mathbb{P}\text{-a.s. for any } i = 1, \ldots, n \). In this case, we conclude that the law of \( u(t, x) \) has a smooth density on \( \{y \in \mathbb{R} : \sigma(y) \neq 0\}^n \).

**PROOF.** We begin by noting that according to Proposition 6.1 in [13], for each fixed \((t, x) \in [0, \infty) \times \mathbb{R}^d \), \( u(t, x) \in \mathbb{D}^\infty \). If we denote by \( M_t(x) \) the Malliavin covariance matrix \( (\langle Du(t, x_i), Du(t, x_j) \rangle_{\mathcal{H}_t})_{1 \leq i, j \leq n} \), then, taking into account Theorem 2.1.4 in [12], we only need to show that the determinant of the Malliavin covariance matrix of \( u(t, x) \) has negative moments of all orders, that is

\[
\mathbb{E}(\det M_t(x))^{-p} < \infty
\]

for all \( p \geq 2 \). It suffices to check that for any \( p \geq 2 \), there exists an \( \delta_0(p) > 0 \) such that for all \( 0 < \delta \leq \delta_0(p) \)

\[
\mathbb{P}\{\det M_t(x) \leq \delta\} \leq C\delta^p,
\]

for some constant \( C \) independent on \( \delta \).

We begin by noting that
\[ \det M_t(x) \geq \left( \inf_{\|\xi\|=1} \xi^T M_t(x) \xi \right)^n. \]  

(13)

The derivative of the solution satisfies the following equation (see Proposition 5.1 in [13])

\[
D_{r,*} u(t, x) = \Gamma(t - r, x - *)\sigma(u(r, *)) \\
+ \int_r^t \int_{\mathbb{R}^d} \Gamma(t - s, x - y)\sigma'(u(s, y))D_{r,*} u(s, y)W(ds, dy) \\
+ \int_r^t \int_{\mathbb{R}^d} b'(u(s, x - y))D_{r,*} u(s, x - y)\Gamma(t - s, dy)ds.
\]

Therefore, we can write

\[
\xi^T M_t(x) \xi \geq \int_{t-\varepsilon}^t \left\| \sum_{i=1}^n D_{r,*} u(t, x_i) \xi_i \right\|_{\mathcal{H}}^2 dr \geq \frac{1}{2} \mathcal{A}_1 - \mathcal{A}_2,
\]

where

\[
\mathcal{A}_1 = \int_{t-\varepsilon}^t \left\| \sum_{i=1}^n \Gamma(t - r, x_i - *)\sigma(u(r, *)) \xi_i \right\|_{\mathcal{H}}^2 dr,
\]

\[
\mathcal{A}_2 = \int_{t-\varepsilon}^t \|a(r, t, x, \cdot, *)\|^2_{\mathcal{H}} dr,
\]

and

\[
a(r, t, x, \cdot, *) = \sum_{i=1}^n \int_r^t \int_{\mathbb{R}^d} \Gamma(t - s, x_i - y)\sigma'(u(s, y))D_{r,*} u(s, y)W(ds, dy)\xi_i \\
+ \sum_{i=1}^n \int_r^t \int_{\mathbb{R}^d} b'(u(s, x_i - y))D_{r,*} u(s, x_i - y)\Gamma(t - s, dy)ds\xi_i.
\]

The term \( \mathcal{A}_1 \) can be estimated as follows

\[
\mathcal{A}_1 = \int_{t-\varepsilon}^t \left\langle \sum_{i=1}^n \Gamma(t - r, x_i - *)\sigma(u(r, *)) \xi_i, \sum_{j=1}^n \Gamma(t - r, x_j - *)\sigma(u(r, *)) \xi_j \right\rangle_{\mathcal{H}} dr
\]

\[
= \int_{t-\varepsilon}^t \sum_{i=1}^n \sum_{j=1}^n \xi_i \xi_j \left\langle \Gamma(t - r, x_i - *)\sigma(u(t, x_i)), \Gamma(t - r, x_j - *)\sigma(u(t, x_j)) \right\rangle_{\mathcal{H}} dr
\]

\[
+ \int_{t-\varepsilon}^t \sum_{i=1}^n \sum_{j=1}^n \xi_i \xi_j \left[ \left\langle \Gamma(t - r, x_i - *)\sigma(u(r, *)), \Gamma(t - r, x_j - *)\sigma(u(r, *)) \right\rangle_{\mathcal{H}} \\
- \left\langle \Gamma(t - r, x_i - *)\sigma(u(t, x_i)), \Gamma(t - r, x_j - *)\sigma(u(t, x_j)) \right\rangle_{\mathcal{H}} \right] dr
\]
\[
= \int_{t-\varepsilon}^{t} \sum_{i=1}^{n} \|\xi_i\|^2 \|\Gamma(t-r, x_i - \ast)\sigma(u(t, x_i))\|^2_{\mathcal{H}} dr \\
+ \int_{t-\varepsilon}^{t} \sum_{i,j=1, i \neq j}^{n} \xi_i \xi_j \langle \Gamma(t-r, x_i - \ast)\sigma(u(t, x_i)), \Gamma(t-r, x_j - \ast)\sigma(u(t, x_j)) \rangle_{\mathcal{H}} dr \\
+ \int_{t-\varepsilon}^{t} \sum_{i=1}^{n} \sum_{j=1}^{n} \xi_i \xi_j \left[ \langle \Gamma(t-r, x_i - \ast)\sigma(u(r, \ast)), \Gamma(t-r, x_j - \ast)\sigma(u(r, \ast)) \rangle_{\mathcal{H}} \\
- \langle \Gamma(t-r, x_i - \ast)\sigma(u(t, x_i)), \Gamma(t-r, x_j - \ast)\sigma(u(t, x_j)) \rangle_{\mathcal{H}} \right] dr
\]

where

\[
A_{11} = \int_{t-\varepsilon}^{t} \sum_{i=1}^{n} \|\xi_i\|^2 \|\Gamma(t-r, x_i - \ast)\sigma(u(t, x_i))\|^2_{\mathcal{H}} dr, \\
A_{12} = \int_{t-\varepsilon}^{t} \sum_{i,j=1, i \neq j}^{n} \xi_i \xi_j \langle \Gamma(t-r, x_i - \ast)\sigma(u(t, x_i)), \Gamma(t-r, x_j - \ast)\sigma(u(t, x_j)) \rangle_{\mathcal{H}} dr, \\
A_{13} = \int_{t-\varepsilon}^{t} \sum_{i=1}^{n} \sum_{j=1}^{n} \xi_i \xi_j \left[ \langle \Gamma(t-r, x_i - \ast)\sigma(u(r, \ast)), \Gamma(t-r, x_j - \ast)\sigma(u(r, \ast)) \rangle_{\mathcal{H}} \\
- \langle \Gamma(t-r, x_i - \ast)\sigma(u(t, x_i)), \Gamma(t-r, x_j - \ast)\sigma(u(t, x_j)) \rangle_{\mathcal{H}} \right] dr.
\]

Then, using the fact that \(|\sigma(u(t, x_i))| \geq C_1\), for all \(i = 1, \ldots, n\), we have

\[
\xi^{T} M_i(\varepsilon) \xi \geq \frac{1}{2} A_{11} - \frac{1}{2} |A_{12}| - \frac{1}{2} |A_{13}| - A_2 \\
\geq \frac{1}{2} C_1^2 g(\varepsilon) - \frac{1}{2} |A_{12}| - \frac{1}{2} |A_{13}| - A_2,
\]

where

\[
g(\varepsilon) = \int_{0}^{\varepsilon} \int_{\mathbb{R}^d} |\mathcal{F}(s)(\xi)|^2 \mu(d\xi) ds.
\]

Taking \(\varepsilon\) such that \(C_1 g(\varepsilon)/4 = \delta^{1/n}\), we obtain

\[
P\left\{ \inf_{\|\xi\|=1} \xi^{T} M_i(\varepsilon) \xi \leq \delta^{1/n} \right\} \\
\leq P\left\{ \sup_{\|\xi\|=1} (|A_{12}| + |A_{13}| + 2A_2) \geq \frac{1}{2} C_1 g(\varepsilon) \right\} \\
\leq C_p g(\varepsilon)^{-p} \left[ E\left( \sup_{\|\xi\|=1} |A_{12}|^p \right) + E\left( \sup_{\|\xi\|=1} |A_{13}|^p \right) + E\left( \sup_{\|\xi\|=1} |A_2|^p \right) \right]. \quad (14)
\]
Next, we treat each of the above expectations separately. For the first expectation of (14), using (7) and property (ii) in condition (H4), we can write

\[
E\left(\sup_{\|\xi\|=1} |A_{12}|^p\right)
= E\left(\sup_{\|\xi\|=1} \left| \int_0^\varepsilon \sum_{i,j=1,i\neq j}^n \xi_i \xi_j \langle \Gamma(r, x_i - \ast) \sigma(u(t, x_i)), \Gamma(r, x_j - \ast) \sigma(u(t, x_j)) \rangle_{\mathcal{H}} dr \right|^p\right)
\leq C_p \sum_{i,j=1,i\neq j}^n \left[ E(\|\sigma(u(t, x_i))\sigma(u(t, x_j))\|^p) \left| \int_0^\varepsilon \langle \Gamma(r, x_i - \ast), \Gamma(r, x_j - \ast) \rangle_{\mathcal{H}} dr \right|^p \right]
\leq C_p \varepsilon^{np}.
\]

(15)

For the second expectation of (14), using Minkowski’s inequality and property (i) and (iii) in condition (H4), we get

\[
E\left(\sup_{\|\xi\|=1} |A_{13}|^p\right)
\leq C_p \sum_{i,j=1}^n \left[ \left| \int_{t-\varepsilon}^t dr \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \left| \sigma(u(r, z))\sigma(u(r, y)) - \sigma(u(t, x_i))\sigma(u(t, x_j)) \right| \right. \\
\times \left. \Gamma(t - r, x_i - dz)\Gamma(t - r, x_j - dy) f(z - y) \right|^p \right]
\leq C_p \sum_{i,j=1}^n \left( \int_{t-\varepsilon}^t dr \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \|\sigma(u(r, z))\sigma(u(r, y)) - \sigma(u(t, x_i))\sigma(u(t, x_j))\|_{L^p(\Omega)} \\
\times \Gamma(t - r, x_i - dz)\Gamma(t - r, x_j - dy) f(z - y) \right)^p
\leq C_p \sum_{i,j=1}^n \left( \int_0^\varepsilon dr \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} (r^{\kappa_1} + |x_i - z|^{\kappa_2} + |x_j - y|^{\kappa_2}) \\
\times \Gamma(r, x_i - dz)\Gamma(r, x_j - dy) f(z - y) \right)^p
\leq C_p \left| \int_0^\varepsilon r^{\kappa_1} \|\Gamma(r, \ast)\|_{\mathcal{H}}^2 dr \right|^p + C_p \sum_{i,j=1}^n \left| \int_0^\varepsilon \langle \ast, \Gamma(r, x_j - x_i + \ast) \rangle_{\mathcal{H}} dr \right|^p
\leq C_p \varepsilon^{\eta_1 p} + C_p \varepsilon^{\eta_3 p}.
\]

(16)

Finally, we treat the last expectation of (14) and we obtain the following inequalities
\[
\mathbb{E} \left( \sup_{\|\xi\|=1} |A_2|^p \right)
\leq C_p \mathbb{E} \left( \sup_{\|\xi\|=1} \int_t^{t-\varepsilon} \left| \sum_{i=1}^n \int_r^t \int_{\mathbb{R}^d} \Gamma(t-s,x_i-y)\sigma'(u(s,y))D_{r,s}u(s,y)W(ds,dy)\xi_i \right|^2 \right)^p \\
+ C_p \mathbb{E} \left( \sup_{\|\xi\|=1} \int_t^{t-\varepsilon} \left| \sum_{i=1}^n \int_r^t \int_{\mathbb{R}^d} b'(u(s,x_i-y))D_{r,s}u(s,x-y)\Gamma(t-s,dy)ds\xi_i \right|^2 \right)^p
\]
\[:= T_1 + T_2.\]

For any \(\varphi, \psi\) in \(\mathcal{H}_0\) we use the notation
\[
\langle \varphi, \psi \rangle_{\mathcal{H}_{t-\varepsilon,t}} := \int_{t-\varepsilon}^t \langle \varphi(s,\ast), \psi(s,\ast) \rangle_{\mathcal{H}} ds.
\]

Using equation (3.13) and the inequality (5.26) in [13], we obtain
\[
T_1 \leq C_p \sum_{i=1}^n \mathbb{E} \left\| \int_{t-\varepsilon}^t \int_{\mathbb{R}^d} \Gamma(t-s,x_i-y)\sigma'(u(s,x_i-y))Du(s,x-y)W(ds,dy) \right\|_{\mathcal{H}_{t-\varepsilon,t}}^{2p}
\leq g(\varepsilon)^p \sup_{t-\varepsilon \leq s \leq t, x \in \mathbb{R}^d} \mathbb{E}\|Du(s,x)\|_{\mathcal{H}_{t-\varepsilon,t}}^{2p}
\leq C_p g(\varepsilon)^{2p}.
\] (17)

For \(T_2\), using Cauchy-Schwartz inequality, our assumption on \(b'\), Minkowski's inequality and the estimate (5.26) in [13], we obtain the bound
\[
T_2 \leq C_p \sum_{i=1}^n \mathbb{E} \left\| \int_{t-\varepsilon}^t \int_{\mathbb{R}^d} b'(u(s,x_i-y))Du(s,x_i-y)\Gamma(t-s,dy)ds \right\|_{\mathcal{H}_{t-\varepsilon,t}}^{2p}
\leq C_p \left( \int_{t-\varepsilon}^t \int_{\mathbb{R}^d} \Gamma(t-s,dy)ds \right)^{2p} \sup_{t-\varepsilon \leq s \leq t, x \in \mathbb{R}^d} \mathbb{E}\|Du(s,x)\|_{\mathcal{H}_{t-\varepsilon,t}}^{2p}
\leq C_p g(\varepsilon)^{p\varepsilon^{2p}}.
\] (18)

The estimates (17) and (18) imply that
\[
\mathbb{E} \left( \sup_{\|\xi\|=1} |A_2|^p \right) \leq C_p g(\varepsilon)^{2p} + C_p g(\varepsilon)^{p\varepsilon^{2p}}.
\] (19)

Then by (13), (14), (15), (16) and (19), for \(\delta < 1\), we obtain
\[
P\{\det M_t(x) \leq \delta\} \leq C_p g(\varepsilon)^{-p} (\varepsilon^{\eta_1 p} + \varepsilon^{\eta_2 p} + \varepsilon^{\eta_3 p} + g(\varepsilon)^{2p} + g(\varepsilon)^{p\varepsilon^{2p}})
\leq C_p \delta^{\lambda_p},
\]
where \( \lambda = \min\{(\eta_1 - \eta)/n\eta, (\eta_2 - \eta)/n\eta, (\eta_3 - \eta)/n\eta, 1/n, 2/n\eta\} \). The proof is completed. \( \square \)

4. **Strict positivity of the density.**

In this section, we proceed to the study of the positivity of the density \( p_{t,\tilde{x}}(\cdot) \) of the law of \( u(t, \tilde{x}) \), where \( t > 0, \tilde{x} = (x_1, \ldots, x_n) \) are distinct points of \( \mathbb{R}^d \). The main theorem of this section is:

**Theorem 4.1.** Assume that conditions (H1)–(H4) hold, and the coefficients \( \sigma, b \) are \( C^\infty \) functions with bounded derivatives of all orders and \( \sigma \) is bounded. We also assume \( \sigma \neq 0 \) on \( \mathbb{R} \). Then the law of the random vector \( u(t, \tilde{x}) \) has a \( C^\infty \) density \( p_{t,\tilde{x}}(y) \), and \( p_{t,\tilde{x}}(y) > 0 \) if \( y \) belongs to the interior of the support of the law of \( u(t, \tilde{x}) \).

To prove this theorem we will use the criterion given by Theorem 3.3 in [1]. To state this criterion in the context of our framework, first we introduce some notation and concepts.

Given predictable processes \( (g^1, \ldots, g^n) \in \mathcal{H}_0^n \) and \( z = (z_1, \ldots, z_n) \in \mathbb{R}^n \), for any \( h \in \mathcal{H} \) and \( t \geq 0 \) we define a translation of \( W_t(h) \):

\[
\tilde{W}_t(h) := \hat{W}(1_{[0,t]}h) = W(1_{[0,t]}h) + \sum_{k=1}^{n} z_k \langle 1_{[0,t]}h, g^k \rangle_{\mathcal{H}_0}.
\]

Then \( \{\tilde{W}_t, t \geq 0\} \) is a cylindrical Wiener process in \( \mathcal{H} \) on the probability space \( (\Omega, \mathcal{F}, \hat{\mathbb{P}}) \), where

\[
d\hat{\mathbb{P}} = \exp\left(-\sum_{k=1}^{n} z_k \int_0^\infty \int_{\mathbb{R}^d} g^k(s, y)W(ds, dy) - \frac{1}{2} \sum_{k=1}^{n} z_k^2 \int_0^\infty \|g^k(s, \cdot)\|_{\mathcal{H}}^2 ds \right).
\]

Then, for any predictable process \( Z \in L^2(\Omega \times [0, \infty); \mathcal{H}) \), we can write

\[
\int_0^\infty \int_{\mathbb{R}^d} Z(s, y)\hat{W}(ds, dy) = \int_0^\infty \int_{\mathbb{R}^d} Z(s, y)W(ds, dy) + \sum_{k=1}^{n} z_k \int_0^\infty \langle Z(s, \cdot), g^k(s, \cdot) \rangle_{\mathcal{H}} ds.
\]

For any \( (t, x) \in [0, \infty) \times \mathbb{R}^d \), let \( \tilde{u}^z(t, x) \) be the solution to equation (1) with respect to the cylindrical Wiener process \( \hat{W} \), that is,

\[
\tilde{u}^z(t, x) = \int_0^t \int_{\mathbb{R}^d} \Gamma(t-s, x-y)\sigma(\tilde{u}^z(s, y))W(ds, dy)
+ \sum_{k=1}^{n} z_k \int_0^t \langle \Gamma(t-s, x-\cdot)\sigma(\tilde{u}^z(s, \cdot)), g^k(s, \cdot) \rangle_{\mathcal{H}} ds
+ \int_0^t \int_{\mathbb{R}^d} b(\tilde{u}^z(t-s, x-y))\Gamma(s, dy)ds.
\]
Then, the law of \( u \) under \( \mathbb{P} \) coincides with the law of \( \hat{u}^z \) under \( \mathbb{P}^\ast \).

Now we consider a sequence \( \{g_m\}_{m \geq 1} \) of predictable processes in \( \mathcal{H}^0 \) and \( z \in \mathbb{R}^n \). Let \( \hat{u}^z_m(t, x) \) be the solution to equation (1) with respect to the cylindrical Wiener process \( \{\tilde{W}^m_t, t \geq 0\} \), where \( \tilde{W}^m_t = \tilde{W}^m(1_{[0,t]}h) \) for any \( h \in \mathcal{H} \), and

\[
\tilde{W}^m(1_{[0,t]}h) = W(1_{[0,t]}h) + \sum_{k=1}^n z_k(1_{[0,t]}h, g^k_m)_{\mathcal{H}_0}.
\]

Set \( \varphi^z_{m,j}(t, x) := \partial_{z_j} \hat{u}^z_m(t, x) \) and denote by \( \varphi^z_m(t, x) \) the \( n \times n \) matrix \( \{\varphi^z_{m,j}(t, x_i)\}_{1 \leq i, j \leq n} \). Also, denote the Hessian matrix of \( \hat{u}^z_m(t, x) \) by \( \psi^z_m(t, x) := |\partial^2 \hat{u}^z_m(t, x)| \), and let \( \psi^z_m(t, x) := (\psi^z_m(t, x_1), \ldots, \psi^z_m(t, x_n)) \). In fact, it can be shown that

\[
\partial_{z_j} \hat{u}^z_m(t, x) = \int_0^t \langle D_{r, \ast} \hat{u}^z_m(t, x), g^j_m(r, \ast) \rangle_{\mathcal{H}} dr.
\]

We denote the operator norms of these matrices by \( ||\varphi^z_m(t, x)|| \) and \( ||\psi^z_m(t, x)|| \), respectively.

We say that \( y \in \mathbb{R}^d \) satisfies \( \mathbf{H}_{t, \pm}(y) \) if there exist a sequence of predictable processes \( \{g_m\}_{m \geq 1} \) in \( \mathcal{H}^0 \), and positive constants \( c_1, c_2, r_0 \) and \( \delta \) such that

1. \( \limsup_{m \to \infty} \mathbb{P}\{(||u(t, \pm) - y|| \leq r) \cap (|\det \varphi^0_m(t, \pm)| \geq c_1)\} > 0, \forall r \in (0, r_0]. \)
2. \( \lim_{m \to \infty} \mathbb{P}\{\sup_{|z| \leq \delta(||\varphi^z_m(t, \pm)|| + ||\psi^z_m(t, \pm)||) \leq c_2\} = 1. \)

Now we can state the criterion in [1] (Theorem 3.3) that we are going to use: Suppose that \( y \in \mathbb{R}^d \) belongs to the interior of the support of the law of \( u(t, \pm) \). If \( y \) satisfies \( \mathbf{H}_{t, \pm}(y) \), then \( p_{t, \pm}(y) > 0. \)

**Proof of Theorem 4.1.** From the above criterion it suffices to check that \( y \) satisfies the two conditions in \( \mathbf{H}_{t, \pm}(y) \). We will do this in several steps.

Step 1. Consider the sequence of predictable processes \( \{g_m\}_{m \geq 1} \) in \( \mathcal{H}^0 \), defined by

\[
g^k_m(s, \ast) = v_m^{-1} 1_{[t-2^{-m}, t]}(s) \Gamma(t-s, x_k - \ast) \quad \text{for} \quad 1 \leq k \leq n,
\]

where

\[
v_m = \int_0^{2^{-m}} \int_{\mathbb{R}^d} |\mathcal{F}\Gamma(r)(\xi)|^2 \mu(d\xi) dr.
\]

Taking the partial derivatives on both sides of (20) with \( g \) replaced by \( g_m \), we obtain that

\[
\partial_{z_j} \hat{u}^z_m(t, x) = \int_{t-2^{-m}}^t \langle \Gamma(t-s, x-\ast) \sigma(\hat{u}^z_m(s, \ast)), g^j_m(s, \ast) \rangle_{\mathcal{H}} ds
\]

\[
+ \sum_{k=1}^m z_k \int_{t-2^{-m}}^t \langle \Gamma(t-s, x-\ast) \sigma'(\hat{u}^z_m(s, \ast)) \partial_{z_j} \hat{u}^z_m(s, \ast), g^k_m(s, \ast) \rangle_{\mathcal{H}} ds
\]
\[
\begin{align*}
&+ \int_{t-2^{-m}}^t \int_{\mathbb{R}^d} \Gamma(t-s,x-y)\sigma'(\hat{u}_m(s,y))\partial_{z_j} \hat{u}_m(s,y)W(ds,dy) \\
&+ \int_{t-2^{-m}}^t \int_{\mathbb{R}^d} b'(\hat{u}_m(t-s,x-y))\partial_{z_j} \hat{u}_m(t-s,x-y)\Gamma(s,dy)ds \\
:= A^z_{m,j}(t,x) + B^z_{m,j}(t,x) + C^z_{m,j}(t,x) + D^z_{m,j}(t,x).
\end{align*}
\]

Step 2. We are going to bound the moments of the four terms on the right hand side of (21). We assume that \(|z| \leq \delta\) for some \(\delta > 0\). Since \(\sigma\) is bounded, there is a positive constant \(K\) such that

\[|A^z_{m,j}(t,x)| \leq K. \tag{22}\]

Using Minkowski’s inequality and the fact that the partial derivatives of \(\sigma\) are bounded, we get that for all \(p \geq 1, t \leq T,\)

\[E|B^z_{m,j}(t,x)|^p \leq C\delta^p \sup_{(s,y) \in [0,T] \times \mathbb{R}^d} E|\partial_{z_j} \hat{u}_m(s,y)|^p. \tag{23}\]

From the Burkholder-Davis-Gundy inequality and from the definition of \(v_m\), we have

\[E|C^z_{m,j}(t,x)|^p \leq C \sup_{(s,y) \in [0,T] \times \mathbb{R}^d} E|\partial_{z_j} \hat{u}_m(s,y)|^p \left(\int_{t-2^{-m}}^t \int_{\mathbb{R}^d} |\mathcal{F}(t-s)(\xi)|^2 \mu(d\xi)ds\right)^{p/2} \leq C v_m^{p/2} \sup_{(s,y) \in [0,T] \times \mathbb{R}^d} E|\partial_{z_j} \hat{u}_m(s,y)|^p. \tag{24}\]

Since \(b'\) is bounded and by condition \((H1),\)

\[E|D^z_{m,j}(t,x)|^p \leq C 2^{-mp} \sup_{(s,y) \in [0,T] \times \mathbb{R}^d} E|\partial_{z_j} \hat{u}_m(s,y)|^p. \tag{25}\]

Combining (22), (23), (24) and (25) we obtain

\[\sup_{(t,x) \in [0,T] \times \mathbb{R}^d} E|\partial_{z_j} \hat{u}_m(t,x)|^p \leq K + C(\delta^p + v_m^{p/2} + 2^{-mp}) \sup_{(s,y) \in [0,T] \times \mathbb{R}^d} E|\partial_{z_j} \hat{u}_m(s,y)|^p. \tag{26}\]

Proceeding as in the proof of Proposition 6.1 in [13], we can show

\[\sup_{(t,x) \in [0,T] \times \mathbb{R}^d, |z| \leq \delta} E|\partial_{z_j} \hat{u}_m(t,x)|^p < \infty. \tag{27}\]

Then, when \(m\) is large enough and \(\delta\) is small enough, \(C(\delta^p + v_m^{p/2} + 2^{-mp})\) on the right hand side of equation (26) is less than 1/2 and we obtain
for some constant $C$.

Recall that $\varphi_{m,j}(t, x_i) = \partial_z \widetilde{\sigma}_m(t, x_i)$. Take $z = 0$ and decompose $\varphi_{m,j}^0(t, x_i)$ as follows

$$\varphi_{m,j}^0(t, x_i) = A_{m,j}^0(t, x_i) + C_{m,j}^0(t, x_i) + D_{m,j}^0(t, x_i).$$  \hspace{1cm} (29)

From (24) and (25) it follows that

$$\mathbb{E}\left| C_{m,j}^0(t, x_i) + D_{m,j}^0(t, x_i) \right|^p \leq C(v_m^{p/2} + 2^{-mp}).$$  \hspace{1cm} (30)

For $A_{m,j}^0(t, x_i)$,

$$A_{m,j}^0(t, x_i) = \int_{t-2^{-m}}^t (\Gamma(t - s, x_i - *)\sigma(u(s, *)) g_m^j(s, *)) \mathcal{H} ds$$

$$= \int_{t-2^{-m}}^t (\Gamma(t - s, x_i - *)[\sigma(u(s, *)) - \sigma(u(t, x_i))] g_m^j(s, *)) \mathcal{H} ds$$

$$+ \sigma(u(t, x_i)) \int_{t-2^{-m}}^t (\Gamma(t - s, x_i - *), g_m^j(s, *)) \mathcal{H} ds$$

$$:= O_{m,i,j} + \tilde{O}_{m,i,j}.$$  \hspace{1cm} (31)

By the assumption (H2) and Minkowski’s inequality, we have

$$\mathbb{E}|O_{m,i,j}|^p = \left\| \frac{1}{v_m} \int_{t-2^{-m}}^t \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} (\Gamma(t - s, x_i - dy)[\sigma(u(s, y)) - \sigma(u(t, x_i))]$$

$$\times \Gamma(t - s, x_j - dz)f(y - z) ds \right\|_{L^p(\Omega)}^p$$

$$\leq \frac{1}{v_m^p} \left( \int_{t-2^{-m}}^t \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \|\sigma(u(s, y)) - \sigma(u(t, x_i))\|_{L^p(\Omega)}$$

$$\times \Gamma(t - s, x_j - dz)f(y - z) \Gamma(t - s, x_i - dy) ds \right)^p$$

$$\leq C v_m^p \left( \int_{t-2^{-m}}^t \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} (|x_i - y|^{\kappa_2} + |s - t|^{\kappa_1})$$

$$\times \Gamma(t - s, x_j - dz)f(y - z) ds \right)^p$$

$$\leq \frac{C v_m^p}{v_m} (2^{-m\eta_1} + 2^{-m\eta_3})^p \to 0 \text{ as } m \to \infty.$$
For $\tilde{O}_{m,i,j}$, when $i = j$, it is easy to see that

$$\tilde{O}_{m,i,i} = \sigma(u(t, x_i)),$$

(32)

while when $i \neq j$, we have the $p$th moment bound

$$\mathbb{E} |\tilde{O}_{m,i,j}|^p \leq \mathbb{E} |\sigma(u(t, x_i))|^p \left( \int_{t-2^{-m}}^{t} \langle \Gamma(t-s, x_i-\cdot), g_m(s, \cdot) \rangle_H ds \right)^p$$

$$\leq C_p \left( \frac{1}{v_m} \int_0^{2^{-m}} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \Gamma(s, x_i-dy)f(y-z)\Gamma(s, x_j-dz)ds \right)^p$$

$$\leq C_p \left( \frac{2^{-m\eta_2}}{v_m} \right)^p,$$

(33)

which goes to 0 as $m \to \infty$.

Step 3. We check condition (i) in hypothesis $H_{t,x}(y)$. Recall that $y \in \text{Supp}(P_{u(t,x)})$, there exists $r_0 > 0$ such that for all $0 < r \leq r_0$,

$$\mathbb{P}\{u(t,x) \in B(y;r)\} > 0.$$

By the assumption on $\sigma$, there is a $c_1 > 0$ such that

$$\mathbb{P}\left\{ (\|u(t,x) - y\| \leq r) \cap \left( \left| \prod_{i=1}^{n} \sigma(u(t, x_i)) \right| \geq 2c_1 \right) \right\} > 0$$

(34)

where

$$c_1 = \frac{1}{2} \left( \inf_{z \in B(y;r)} \prod_{i=1}^{n} |\sigma(z_i)| \right),$$

here $z = (z_1, \ldots, z_n)$. Recall that $\varphi^0_m(t, x)$ is the matrix $(\varphi^0_{m,j}(t, x_i))_{1 \leq i, j \leq n}$. By (29), (30), (31), (32) and (33), we obtain

$$\mathbb{E} \left| \det \varphi^0_m(t, x) - \prod_{i=1}^{n} \sigma(u(t, x_i)) \right|^p \to 0 \text{ as } m \to \infty.$$  

(35)

Combining (34) and (35) yields

$$\limsup_{m \to \infty} \mathbb{P}\{ (\|u(t,x) - y\| \leq r) \cap \left( \left| \det \varphi^0_m(t, x) \right| \geq c_1 \right) \} > 0.$$

Step 4. We check condition (ii) in hypothesis $H_{t,x}(y)$.
We first show that there exist $c_2 > 0$ and $\delta > 0$ such that
Consider the following equation

\[ v_{m,j}^z(t, x) = A_{m,j}^z(t, x) + \sum_{k=1}^n z_k \int_{t-2-m}^t \langle \Gamma(t-s, x-\ast)\sigma'(\tilde{u}_m^z(s, \ast))v_{m,j}^z(s, \ast), g^k(s, \ast) \rangle_{H} ds. \]  

By the contraction mapping theorem we can prove that this equation has a unique solution \( v_{m,j}^z(t, x) \) and there exists a constant \( C \) such that

\[ \sup_{(t, x) \in [0, T] \times \mathbb{R}^d, |z| \leq \delta} |v_{m,j}^z(t, x)| \leq C \quad \forall 1 \leq j \leq n, \]  

when \( \delta \) is small.

Then we claim that for each \( j \), \( v_{m,j}^z(t, x) - \partial_{z_j} \tilde{u}_m^z(t, x) \) converges to 0 in \( L^p(\Omega) \) norm, uniformly in \( (t, x) \in [0, T] \times \mathbb{R}^d \), and \( |z| \leq \delta \) when \( \delta \) is small. Indeed, we have

\[
\begin{align*}
\mathbb{E} & \left| \partial_{z_j} \tilde{u}_m^z(t, x) - v_{m,j}^z(t, x) \right|^p \\
& \leq C_p \sum_{k=1}^n |z_k|^p \left( \int_{t-2-m}^t \langle \Gamma(t-s, x-\ast)\sigma'(\tilde{u}_m^z(s, \ast)), g^k(s, \ast) \rangle_{H} ds \right)^p \\
& \quad \times \sup_{(s, y) \in [0, T] \times \mathbb{R}^d} \mathbb{E} \left| \partial_{z_j} \tilde{u}_m^z(s, y) - v_{m,j}^z(s, y) \right|^p \\
& \quad + C_p \left\| \int_{t-2-m}^t \int_{\mathbb{R}^d} \Gamma(t-s, x-y)\sigma'(\tilde{u}_m^z(s, y))\partial_{z_j} \tilde{u}_m^z(s, y)W(ds, dy) \right\|_{L^p(\Omega)}^p \\
& \quad + C_p \left\| \int_{t-2-m}^t \int_{\mathbb{R}^d} b'(\tilde{u}_m^z(t-s, x-y))\partial_{z_j} \tilde{u}_m^z(t-s, x-y)\Gamma(s, dy)ds \right\|_{L^p(\Omega)}^p \\
& \leq C_p \delta^p \sup_{(t, x) \in [0, T] \times \mathbb{R}^d} \mathbb{E} \left| \partial_{z_j} \tilde{u}_m^z(t, x) - v_{m,j}^z(t, x) \right|^p \\
& \quad + C_p \left( \int_{t-2-m}^t \int_{\mathbb{R}^d} \Gamma(t-s, x-dy)f(y-\tilde{y})\Gamma(t-s, x-d\tilde{y})ds \right)^{p/2} \\
& \quad \times \sup_{(s, y) \in [0, T] \times \mathbb{R}^d} \mathbb{E} \left| \partial_{z_j} \tilde{u}_m^z(s, y) \right|^p \\
& \quad + C_p \left( \int_{t-2-m}^t \int_{\mathbb{R}^d} \Gamma(s, dy)ds \right)^p \sup_{(s, y) \in [0, T] \times \mathbb{R}^d} \mathbb{E} \left| \partial_{z_j} \tilde{u}_m^z(s, y) \right|^p \\
& \leq C_p \delta^p \sup_{(t, x) \in [0, T] \times \mathbb{R}^d} \mathbb{E} \left| \partial_{z_j} \tilde{u}_m^z(t, x) - v_{m,j}^z(t, x) \right|^p 
\end{align*}
\]
We can choose $\delta$ small enough such that $C_p \delta^p \leq 1/2$. Then, using condition (H1) and (28) to conclude that

$$\sup_{(t, x) \in [0, T] \times \mathbb{R}^d, |z| \leq \delta} \mathbb{E} |\partial_z \tilde{u}_m^z(t, x) - v_{m,j}^z(t, x)|^p \leq C|z - z'|^p$$

uniformly in $(t, x) \in [0, T] \times \mathbb{R}^d$, $|z| \leq \delta$ and $m$. Similarly, we have

$$\mathbb{E} |v_{m,j}^z(t, x) - v_{m,j}^{z'}(t, x)|^p \leq C|z - z'|^p$$

uniformly in $(t, x) \in [0, T] \times \mathbb{R}^d$, $|z| \leq \delta$ and $m$. Using Kolmogorov’s continuity theorem and (37), (38) we obtain
\[
\lim_{m \to \infty} \mathbb{P} \left\{ \sup_{|z| \leq \delta} \| \varphi_m^z(t, x) \| \leq C \right\} = 1
\]

for some positive constant \( C \).

Next we will show that there exists a positive constant \( C \) such that

\[
\lim_{m \to \infty} \mathbb{P} \left\{ \sup_{|z| \leq \delta} \| \psi_m^z(t, x) \| \leq C \right\} = 1.
\]

This proof is analogous to that for \( \varphi_m^z(t, x) \), but the computations are more involved.

Let us just write the equation for the quantity of interest and the main steps. Taking the partial derivative on both sides of (21), we obtain

\[
\partial_z l \partial_z \tilde{u}_m^z(t, x)
\]

\[
= \int_{t-2^{-m}}^t \langle \Gamma(t-s, x-\ast) \sigma'(\tilde{u}_m^z(s, \ast)) \partial_z \tilde{u}_m^z(s, \ast), g_m^z(s, \ast) \rangle_H ds
\]

\[
+ \int_{t-2^{-m}}^t \langle \Gamma(t-s, x-\ast) \sigma'(\tilde{u}_m^z(s, \ast)) \partial_z \tilde{u}_m^z(s, \ast), g_m^z(s, \ast) \rangle_H ds
\]

\[
+ \sum_{k=1}^m z_k \int_{t-2^{-m}}^t \langle \Gamma(t-s, x-\ast) (\sigma''(\tilde{u}_m^z(s, \ast)) \partial_z \tilde{u}_m^z(s, \ast) \partial_z \tilde{u}_m^z(s, \ast) + \sigma'(\tilde{u}_m^z(s, \ast)) \partial_z \partial_z \tilde{u}_m^z(s, \ast), g_m^z(s, \ast) \rangle_H ds
\]

\[
+ \int_{t-2^{-m}}^t \int_{\mathbb{R}^d} \Gamma(t-s, x-y) (\sigma''(\tilde{u}_m^z(s, y)) \partial_z \tilde{u}_m^z(s, y) \partial_z \tilde{u}_m^z(s, y) + \sigma'(\tilde{u}_m^z(s, y)) \partial_z \partial_z \tilde{u}_m^z(s, y)) W(ds, dy)
\]

\[
+ \int_{t-2^{-m}}^t \int_{\mathbb{R}^d} (b''(\tilde{u}_m^z(t-s, x-y)) \partial_z \tilde{u}_m^z(t-s, x-y) \partial_z \tilde{u}_m^z(t-s, x-y) + b'(\tilde{u}_m^z(t-s, x-y)) \partial_z \partial_z \tilde{u}_m^z(t-s, x-y)) \Gamma(s, dy) ds
\]

and a similar equation for \( \partial_z v_{m,j}^z(t, x) \).

We can show that for every \( 1 \leq l, j \leq n \),

\[
\sup_{(t, x) \in [0, T] \times \mathbb{R}^d, |z| \leq \delta} \mathbb{E} \left| \partial_z \partial_z \tilde{u}_m^z(t, x) - \partial_z v_{m,j}^z(t, x) \right|^p \to 0,
\]

as \( m \) goes to \( \infty \). Bound \( \partial_z v_{m,j}^z(t, x) \) and calculate the \( p \)th moment of the increments with respect to \( z \) of \( \partial_z \partial_z \tilde{u}_m^z(t, x) \) and \( \partial_z v_{m,j}^z(t, x) \). The result follows as in the previous steps.

Step 5. By combining the results in step 3 and step 4, together with the criterion developed by Theorem 3.3 in [1] that we cited just before the proof, we complete the proof. \( \square \)
5. Examples.

In this section we will give some examples of fundamental solutions $\Gamma$ and covariance functions $f$ satisfying hypotheses (H1) to (H4). This implies that Theorem 3.1 and Theorem 4.1 can be applied to these examples. We consider the fundamental solution to the heat equation in any dimension and the wave equation in dimensions up to three and the covariance functions given by the Riesz, Bessel, and fractional kernels.

5.1. Heat equation.

Let $\Gamma(r, dx)$ be the fundamental solution to the heat equation on $\mathbb{R}^d$, i.e., $\Gamma(r, dx) = p_r(x)dx$, where $p_r(x) = (2\pi r)^{-d/2}e^{-|x|^2/2r}$ is the $d$-dimensional heat kernel. Then, hypotheses (H1) to (H4) are satisfied for the following covariance functions:

(A) Riesz kernel. Let $f(x) = |x|^{-\beta}$ with $0 < \beta < 2 \land d$. It is well-known that (H1) holds. According to [17], (H2) is satisfied with $0 < \kappa_1 < (2 - \beta)/4$ and $0 < \kappa_2 < (2 - \beta)/2$. In [11] it is proved that (H3) holds with $\eta = (2 - \beta)/2$, and property (i) in (H4) holds with $\eta_1 = (2 - \beta)/2 + \kappa_1$.

Next we check conditions (ii) and (iii) in (H4). To show (11) we use the fact that there exists a constant $C > 0$ such that for any nonzero $y \in \mathbb{R}^d$ and $r \geq 0$

$$\int_{\mathbb{R}^d} p_r(x)|x - y|^{-\beta}dx \leq C|y|^{-\beta}. \quad (39)$$

For a nonzero $w \in \mathbb{R}^d$, using (39) we can write

$$\int_0^\epsilon \langle p_\epsilon(\cdot), p_\epsilon(w + \cdot)\rangle_{\mathcal{H}}dr = \int_0^\epsilon \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} p_r(x)p_r(y + w)|x - y|^{-\beta}dxdydr$$

$$\leq C \int_0^\epsilon \int_{\mathbb{R}^d} p_r(y + w)|y|^{-\beta}dydr$$

$$\leq C\epsilon|w|^{-\beta}.$$

So (11) is satisfied with $\eta_2 = 1 > \eta$. For (12), using the fact that sup$_{x \in \mathbb{R}^d} |x|^\alpha e^{-|x|^2} < \infty$ for any positive $\alpha$, we have

$$\int_0^\epsilon \langle |\cdot|^{\kappa_2}p_\epsilon(\cdot), p_\epsilon(w + \cdot)\rangle_{\mathcal{H}}dr = \int_0^\epsilon \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} |x|^{\kappa_2}p_r(x)p_r(y + w)|x - y|^{-\beta}dxdydr$$

$$\leq C \int_0^\epsilon \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} r^{\kappa_2/2}p_2(x)p_r(y + w)|x - y|^{-\beta}dxdydr$$

$$\leq C \int_0^\epsilon \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} e^{-r|x|^2}e^{-(1/2)r|\xi|^2}\xi|^{\beta-d}d\xi dr$$

$$= C \int_0^\epsilon r^{(\kappa_2 - \beta)/2}dr = C\epsilon^{(\kappa_2 - \beta)/2 + 1}.$$

Therefore, (12) is satisfied with $\eta_3 = (\kappa_2 - \beta)/2 + 1 > \eta$. 

(B) Bessel kernel. Let \( f(x) = \int_0^\infty u^{(\alpha-d-2)/2}e^{-u|x|^2/4u}du \), \( d - 2 < \alpha < d \). In this case \( \mu(d\xi) = c_{\alpha,d}(1+|\xi|^2)^{-\alpha/2}d\xi \). Hypothesis (H1) can be easily verified by direct computation. According to \([17]\), (H2) is satisfied with \( 0 < \kappa_1 < (2-d+\alpha)/4 \) and \( 0 < \kappa_2 < (2-d+\alpha)/2 \). For (H3), we note that, assuming \( \varepsilon < 1 \),

\[
\int_0^\varepsilon \int_{\mathbb{R}^d} |\mathcal{F}\Gamma(t)(\xi)|^2 \mu(d\xi)dt = C \int_0^\varepsilon \int_{\mathbb{R}^d} e^{-r|\xi|^2/2} \left( 1 + |\xi|^2 \right)^{-\alpha/2} dr dr
\]

\[
= C \int_0^\varepsilon \int_{\mathbb{R}^d} e^{-|\theta|^2/2} \left( |\theta|^2 + r \right)^{\alpha/2} dr dr
\]

\[
\geq C \int_0^\varepsilon r^{(\alpha-d)/2} dr \int_{\mathbb{R}^d} e^{-|\theta|^2} \frac{1}{(|\theta|^2+1)^{\alpha/2}} d\theta
\]

\[
= C \varepsilon^{(\alpha-d)/2+1}.
\]

Thus, (H3) is satisfied with \( \eta = (\alpha-d)/2 + 1 \). To show (H4) we use the fact that for any \( x \in \mathbb{R}^d \), \( f(x) \leq C|x|^{-d+\alpha} \) (see Proposition 6.1.5 in [5]). Therefore, proceeding as in the case of the Riesz kernel with \( \beta = d - \alpha \) we obtain that conditions (10), (11) and (12) in (H4) hold, with \( \eta_1 = (\alpha-d)/2 + 1 + \kappa_1 \), \( \eta_2 = 1 \) and \( \eta_3 = (\alpha-d)/2 + 1 + \kappa_2/2 \), respectively.

(C) Fractional kernel. Let \( f(x) = \prod_{j=1}^d |x_j|^{2H_j-2} \), \( 1/2 < H_j < 1 \) for \( 1 \leq j \leq d \) such that \( \sum_{j=1}^d H_j > d-1 \). First notice that although we have assumed \( f(x) \) to be a continuous function on \( \mathbb{R}^d \setminus \{0\} \), it is clear that all of our theory still works for this case. Then we note that since \( f(x) = \prod_{j=1}^d |x_j|^{2H_j-2} \), we have \( \mu(d\xi) = C_H \prod_{j=1}^d |\xi_j|^{1-2H_j}d\xi \), where \( C_H \) only depends on \( H := (H_1, H_2, \ldots, H_d) \). According to \([17]\), (H1) holds and (H2) is satisfied for \( 0 < \kappa_1 < (1/2)(\sum_{j=1}^d H_j - d+1) \) and \( 0 < \kappa_2 < \sum_{j=1}^d H_j - d+1 \). For (H3), using the change of variable \( \sqrt{t}\xi \rightarrow \xi \), we obtain

\[
\int_0^\varepsilon \int_{\mathbb{R}^d} |\mathcal{F}\Gamma(t)(\xi)|^2 \mu(d\xi)dt = \int_0^\varepsilon \int_{\mathbb{R}^d} e^{-r|\xi|^2/2} \prod_{j=1}^d |\xi_j|^{1-2H_j}d\xi dt = C \varepsilon^{\sum_{j=1}^d H_j - d+1}.\]

Therefore, (H3) is verified with \( \eta = \sum_{j=1}^d H_j - d + 1 \). For (10), we can proceed as in checking (H3) to get

\[
\int_0^\varepsilon r^{\kappa_1} ||\Gamma(r)||^2_{H} dr = C \int_0^\varepsilon r^{\kappa_1+\sum_{j=1}^d H_j - d} dr = C \varepsilon^{\sum_{j=1}^d H_j - d+1+\kappa_1}.\]

So (10) is satisfied with \( \eta_2 = \sum_{j=1}^d H_j - d + 1 + \kappa_1 \) which is strictly greater than \( \eta \).

To check (11), fix a nonzero point \( w = (w_1, w_2, \ldots, w_d) \in \mathbb{R}^d \), without loss of generality, we may assume that \( w_1 \neq 0 \). Then using Fourier transform and (39) we have
\[
\int_0^\varepsilon \langle \Gamma(r, *), \Gamma(r, w + *) \rangle d r
= \int_0^\varepsilon \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} p_r(x)p_r(w + y) \prod_{j=1}^d |x_j - y_j|^{2H_j - 2} d y d x d r
= \int_0^\varepsilon \prod_{j=1}^d \left( \int_{\mathbb{R}} \frac{1}{(2\pi \tau)^{1/2}} e^{-|x_j|^2/2\tau} \frac{1}{(2\pi \tau)^{1/2}} e^{-|w_j + y_j|^2/2\tau} |x_j - y_j|^{2H_j - 2} d y d x \right) d r
= C \int_0^\varepsilon \left( \int_{\mathbb{R}} \frac{1}{(2\pi \tau)^{1/2}} e^{-|x_1|^2/2\tau} \frac{1}{(2\pi \tau)^{1/2}} e^{-|w_1 + y_1|^2/2\tau} |x_1 - y_1|^{2H_1 - 2} d y_1 d x_1 \right)
\times \prod_{j=2}^d \left( \int_{\mathbb{R}} e^{-r|\xi_j|^2} e^{-i\omega_j \xi_j} |\xi_j|^{1-2H_j} d \xi_j \right) d r
\leq C \int_0^\varepsilon \left( \int_{\mathbb{R}} \frac{1}{(2\pi \tau)^{1/2}} e^{-|x_1|^2/2\tau} \frac{1}{(2\pi \tau)^{1/2}} e^{-|w_1 + y_1|^2/2\tau} |x_1 - y_1|^{2H_1 - 2} d y_1 d x_1 \right)
\times \prod_{j=2}^d \left( \int_{\mathbb{R}} e^{-r|\xi_j|^2} |\xi_j|^{1-2H_j} d \xi_j \right) d r
\leq C |w_1|^{2H_1 - 2} \int_0^\varepsilon r^{\sum_{j=2}^d H_j - d + 1} d r = C e^{\sum_{j=1}^d H_j - d + 2},
\]
where in the last inequality we have used the change of variable \( \sqrt{\tau} \xi \to \xi \). So (11) is satisfied with \( \eta_1 = \min_{1 \leq k \leq d} (\sum_{j \neq k} H_j - d + 2) \), which is strictly greater than \( \eta \). For (12), fixing again a nonzero element \( w \in \mathbb{R}^d \) and using the bound \( |x|^\alpha p_r(x) \leq C r^{\alpha/2} p_{2r}(x) \), for all \( x \in \mathbb{R}^d \), we have
\[
\int_0^\varepsilon \langle |*|^{\kappa_2} \Gamma(r, *), \Gamma(r, w + *) \rangle d r
= \int_0^\varepsilon \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} |x|^{\kappa_2} p_r(x)p_r(y + w) \prod_{j=1}^d |x_j - y_j|^{2H_j - 2} d x d y d r
\leq C \int_0^\varepsilon \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} r^{\kappa_2/2} p_{2r}(x)p_r(y + w) \prod_{j=1}^d |x_j - y_j|^{2H_j - 2} d x d y d r
\leq C \int_0^\varepsilon \int_{\mathbb{R}^d} r^{\kappa_2/2} e^{-3r/2|\xi|^2} \prod_{j=1}^d |\xi_j|^{1-2H_j} d \xi d r
= C \int_0^\varepsilon r^{\kappa_2/2 + \sum_{j=1}^d H_j - d + 1} d r = C e^{\kappa_2/2 + \sum_{j=1}^d H_j - d + 1}.
\]
So (12) is satisfied with \( \eta_2 = \kappa_2/2 + \sum_{j=1}^d H_j - d + 1 \), which is strictly greater than \( \eta \).
5.2. Wave equation.

Let $\Gamma_d(t, dx)$ be the fundamental solution to the wave equation on $\mathbb{R}^d$, for $d = 1, 2, 3$, i.e., $\Gamma_1(t, dx) = (1/2)1_{\{|x|<t\}}dx$, $\Gamma_2(t, dx) = (1/2\pi)(t^2 - |x|^2)^{-1/2}dx$, $\Gamma_3(t, dx) = (1/4\pi t)\sigma_t(dx)$, where $\sigma_t$ denotes the surface measure on the two-dimensional sphere of radius $t$. We recall that the Fourier transform of $\Gamma_d(t, dx)$ is given by

$$\mathcal{F}\Gamma_d(t)(\xi) = \frac{\sin(t|\xi|)}{|\xi|}.$$ 

(A) Riesz kernel. Let $f(x) = |x|^{-\beta}$ with $0 < \beta < 2 \wedge d$. It is known that hypothesis \(\textbf{(H1)}\) is satisfied. According to \cite{7}, \(\textbf{(H2)}\) is satisfied with $0 < \kappa_1 = \kappa_2 < (2 - \beta)/2$. In \cite{11} it is proved that condition \(\textbf{(H3)}\) is satisfied for $\eta = 3 - \beta$ and \(\textbf{(10)}\) holds with $\eta_1 = \kappa_1 + 3 - \beta > \eta$. To show \(\textbf{(11)}\), we fix $w \neq 0$, and taking $\varepsilon$ such that $4\varepsilon < |w|$ we get $|w|/2 \leq |x - y| \leq 3|w|/2$ if $|x| \leq \varepsilon$ and $|w + y| \leq \varepsilon$. Then, $|x - y|^{-\beta}$ is bounded by some constant $C$ depending on $|w|$. Hence we have

$$\int_0^\varepsilon \langle \Gamma_d(r, *), \Gamma_d(r, w + *) \rangle_\mathcal{H} dr = \int_0^\varepsilon \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \Gamma_d(r, dx) \Gamma_d(r, w + dy)|x - y|^{-\beta} dr$$

$$\leq C_w \int_0^\varepsilon \int_{\mathbb{R}^d} \Gamma_d(r, dx) \int_{\mathbb{R}^d} \Gamma_d(r, w + dy) dr$$

$$\leq C_w \int_0^\varepsilon r^2 dr \leq C_w \varepsilon^3.$$  

So \(\textbf{(11)}\) is satisfied with $\eta_2 = 3 > \eta$. For \(\textbf{(12)}\), any fixed $w \in \mathbb{R}^d$, using again the same arguments, we have

$$\int_0^\varepsilon \langle |r|^{\kappa_2} \Gamma_d(r, *), \Gamma_d(r, w + *) \rangle_\mathcal{H} dr = \int_0^\varepsilon \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} |x|^{\kappa_2} \Gamma_d(r, dx) \Gamma_d(r, w + dy)|x - y|^{-\beta} dr$$

$$\leq \int_0^\varepsilon |r|^{\kappa_2} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \Gamma_d(r, dx) \Gamma_d(r, w + dy)|x - y|^{-\beta} dr$$

$$\leq C_{\varepsilon}^{\kappa_2 + 3 - \beta}.$$  

Therefore, \(\textbf{(12)}\) is satisfied with $\eta_3 = \kappa_2 + 3 - \beta > \eta$.

(B) Bessel kernel. Let $f(x) = \int_0^\infty u^{(\alpha - d - 2)/2}e^{-u}e^{-|x|^2/4u}du$, $\max(d - 2, 0) < \alpha < d$. According to section 3 in \cite{11} and \cite{7}, \(\textbf{(H1)}\) holds and \(\textbf{(H2)}\) is satisfied with $0 < \kappa_1 = \kappa_2 < (\alpha - d + 2)/2$. Making the change of variable $r\xi \to \xi$ and assuming $\varepsilon < 1$, we get that

$$\int_0^\varepsilon \int_{\mathbb{R}^d} |\mathcal{F}\Gamma_d(r)(\xi)|^2 \mu(d\xi) dr = C \int_0^\varepsilon \int_{\mathbb{R}^d} \frac{\sin^2(r|\xi|)}{|\xi|^2} (|\xi|^2 + 1)^{-\alpha/2} d\xi dr$$

$$= C \int_0^\varepsilon \int_{\mathbb{R}^d} \frac{\sin^2 |\xi|}{|\xi|^2} \frac{r^{\alpha + 2 - d}}{(|\xi|^2 + r^2)^{\alpha/2}} d\xi dr.$$
Therefore, condition (H3) is satisfied for \( \eta = \alpha + 3 - d \). To show (H4) as in the case of the heat equation we use the fact that for any \( x \in \mathbb{R}^d \), \( f(x) \leq C|x|^{-d+\alpha} \). Therefore, proceeding as in the case of the Riesz kernel with \( \beta = d - \alpha \) we obtain that conditions (11), (10) and (12) in (H4) hold, with \( \eta_1 = \alpha + 3 - d + \kappa_1, \eta_2 = 3 \) and \( \eta_3 = \alpha + 3 - d + \kappa_2 \), respectively.

(C) Fractional kernel. Let \( f(x) = \prod_{j=1}^{d} |x_j|^{2H_j-2} \), \( 1/2 < H_j < 1 \) for \( 1 \leq j \leq d \) such that \( \sum_{j=1}^{d} H_j > d - 1 \). Hypothesis (H1) is verified by direct calculation. By Section 3 in [11], (H2) holds when \( d = 1 \) with \( \kappa_1, \kappa_2 \in (0, H_1) \) and when \( d = 2 \), it is satisfied for \( \kappa_1, \kappa_2 \in (0, H_1 + H_2 - 1) \). By Theorem 6.1 in [7], when \( d = 3 \) (H2) is satisfied with \( \kappa_1, \kappa_2 \in (0, \min(H_1 + H_2 + H_3 - 2, H_1 - 1/2, H_2 - 1/2, H_3 - 1/2)) \). For (H3), direct calculation and the change of variable \( t \xi \rightarrow \xi \) yields

\[
\int_{0}^{\epsilon} \int_{\mathbb{R}^d} |\mathcal{F}_d(t)(\xi)|^2 \mu(d\xi) dt = C \int_{0}^{\epsilon} \int_{\mathbb{R}^d} \frac{(\sin(t|\xi|))^2}{|\xi|^2} \prod_{j=1}^{d} |\xi_j|^{1-2H_j} d\xi dt \\
= C \int_{0}^{\epsilon} t^2 \sum_{j=1}^{d} H_j - 2d + 2 dt \int_{\mathbb{R}^d} \frac{(\sin(|\xi|))^2}{|\xi|^2} \prod_{j=1}^{d} |\xi_j|^{1-2H_j} d\xi \\
= C \epsilon^2 \sum_{j=1}^{d} H_j - 2d + 3.
\]

So (H3) is satisfied with \( \eta = 2 \sum_{j=1}^{d} H_j - 2d + 3 \). For (H4), we will check (10) and (12) first. For (10), proceeding as before,

\[
\int_{0}^{\epsilon} r^{\kappa_1} ||\Gamma_d(r)||_{\mathcal{H}_r}^2 dr = C \int_{0}^{\epsilon} \int_{\mathbb{R}^d} r^{\kappa_1} \frac{(\sin(r|\xi|))^2}{|\xi|^2} \prod_{j=1}^{d} |\xi_j|^{1-2H_j} d\xi dr \\
= C \epsilon^{\kappa_1 + 2} \sum_{j=1}^{d} H_j - 2d + 2 dr = C \epsilon^{\kappa_1 + 2} \sum_{j=1}^{d} H_j - 2d + 3.
\]

So (10) is satisfied with \( \eta_1 = \kappa_1 + 2 \sum_{j=1}^{d} H_j - 2d + 3 \), which is strictly greater than \( \eta \). For (12), noting that the support of \( \Gamma_d(r, \ast) \) is contained in the ball centered at the origin with radius \( r \), we get

\[
\int_{0}^{\epsilon} \langle |\ast^{\kappa_2} \Gamma_d(r, \ast), \Gamma_d(r, \tilde{w} + \ast) \rangle_{\mathcal{H}_r} dr \leq \int_{0}^{\epsilon} r^{\kappa_2} \langle \Gamma_d(r, \ast), \Gamma_d(r, \tilde{w} + \ast) \rangle_{\mathcal{H}_r} dr \\
\leq \int_{0}^{\epsilon} r^{\kappa_2} \int_{\mathbb{R}^d} \frac{(\sin(r|\xi|))^2}{|\xi|^2} \prod_{j=1}^{d} |\xi_j|^{1-2H_j} d\xi dr \\
= C \epsilon^{\kappa_2 + 2} \sum_{j=1}^{d} H_j - 2d + 3.
\]
So (12) is satisfied with $\eta_3 = \kappa_2 + 2 \sum_{j=1}^{d} H_j - 2d + 3$, which is strictly greater than $\eta$. For (11), we need to treat the cases $d = 1, 2, 3$ separately. When $d = 1$, fix $w \neq 0$. We have

$$\int_{0}^{\varepsilon} (\Gamma_1(r, *), \Gamma_1(r, w + *)) \, d\varepsilon = \frac{1}{4} \int_{0}^{\varepsilon} \int_{\mathbb{R}} \int_{\mathbb{R}} 1_{\{|x| < r\}} |x - y|^{2H_1 - 2} 1_{\{|y + w| < r\}} \, dy \, dx \, dr.$$ 

When $\varepsilon$ is small enough, we need to have $|x - y| \geq C$ for some positive constant $C$ for the above integrand to be nonzero. Hence,

$$\int_{0}^{\varepsilon} (\Gamma_1(r, *), \Gamma_1(r, w + *)) \, d\varepsilon \leq C \int_{0}^{\varepsilon} \int_{\mathbb{R}} \int_{\mathbb{R}} 1_{\{|x| < r\}} 1_{\{|y + w| < r\}} \, dy \, dx \, dr$$

$$= C \int_{0}^{\varepsilon} r^2 \, dr = C \varepsilon^3,$$

and when $d = 1$ (11) is satisfied with $\eta_2 = 3$, which is strictly greater than $\eta$.

When $d = 2$, fix a nonzero point $w = (w_1, w_2)$. Without loss of generality, we may assume $w_1$ is not zero. We have

$$\int_{0}^{\varepsilon} (\Gamma_2(r, *), \Gamma_2(r, w + *)) \, d\varepsilon = \frac{1}{4\pi^2} \int_{0}^{\varepsilon} \int_{|x| < r} \int_{|y + w| < r} \frac{1}{\sqrt{r^2 - |x|^2}} |x_1 - y_1|^{2H_1 - 2}$$

$$\times |x_2 - y_2|^{2H_2 - 2} \frac{1}{\sqrt{r^2 - |y + w|^2}} \, dx \, dy \, dr.$$ 

Again, if $\varepsilon$ is small enough, we must have $|x_1 - y_1| > C$ for some positive constant $C$ for the above integral to be nonzero. Hence, using the Fourier transform we obtain

$$\int_{0}^{\varepsilon} (\Gamma_2(r, *), \Gamma_2(r, w + *)) \, d\varepsilon \leq C \lim_{\delta \to 0} \int_{0}^{\varepsilon} \int_{|x| < r} \int_{|y + w| < r} \frac{1}{\sqrt{r^2 - |x|^2}} e^{-\delta|y_1 - y_1|^2}$$

$$\times |x_2 - y_2|^{2H_2 - 2} \frac{1}{\sqrt{r^2 - |y + w|^2}} \, dx \, dy \, dr$$

$$= C \lim_{\delta \to 0} \int_{\mathbb{R}^2} \frac{(\sin(r|\xi|))^2}{|\xi|^2} p_\delta(\xi_1)|\xi_2|^{1 - 2H_2} e^{-i\omega \cdot \xi} \, d\xi \, dr$$

$$\leq C \lim_{\delta \to 0} \int_{\mathbb{R}^2} \frac{(\sin(r|\xi|))^2}{|\xi|^2} p_\delta(\xi_1)|\xi_2|^{1 - 2H_2} \, d\xi \, dr$$

$$= C \int_{\mathbb{R}} \frac{(\sin(r|\xi_2|))^2}{|\xi_2|^2} |\xi_2|^{1 - 2H_2} \, d\xi_2 \, dr = C \varepsilon^{2H_2 + 1}.$$
Therefore, (11) is satisfied with \( \eta_2 = \min(2H_1 + 1, 2H_2 + 1) \), which is strictly greater than \( \eta \).

When \( d = 3 \), fix a nonzero \( w = (w_1, w_2, w_3) \in \mathbb{R}^3 \), without loss of generality, we may assume that \( w_1 \neq 0 \). We have

\[
\int_0^\varepsilon \langle \Gamma_3(r, *), \Gamma_3(r, w + *) \rangle_H dr = \int_0^\varepsilon \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \Gamma_3(r, dx) \Gamma_3(r, w + dy) \prod_{j=1}^3 |x_j - y_j|^{2H_j - 2} dr.
\]

Again, when \( \varepsilon \) is small enough, to make \( x \) and \( w + y \) in the support of the measure \( \Gamma_3(r) \), we must have \( |x_1 - y_1| > C \) for some positive constant \( C \). So

\[
\int_0^\varepsilon \langle \Gamma_3(r, *), \Gamma_3(r, w + *) \rangle_H dr \leq C \int_0^\varepsilon \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \Gamma_3(r, dx) \Gamma_3(r, w + dy) e^{-(\delta/2)|x_1 - y_1|} \prod_{j=2}^3 |x_j - y_j|^{2H_j - 2} dr
\]

\[
\leq C \lim_{\delta \to 0} \int_0^\varepsilon \int_{\mathbb{R}^3} \int_{\mathbb{R}^3} \Gamma_3(r, dx) \Gamma_3(r, w + dy) e^{-\delta|x_1 - y_1|} \prod_{j=2}^3 |x_j - y_j|^{2H_j - 2} dr
\]

\[
\leq C \lim_{\delta \to 0} \int_0^\varepsilon \int_{\mathbb{R}^3} \frac{(\sin r|\xi|)^2}{|\xi|^2} p_3(\xi_1) \prod_{j=2}^3 |\xi_j|^{1-2H_j} d\xi d\rho dr
\]

\[
= C \int_0^\varepsilon \int_{\mathbb{R}^2} \frac{(\sin(r|\xi_2, \xi_3|))}{(\xi_2^2 + \xi_3^2)} \prod_{j=2}^3 |\xi_j|^{1-2H_j} d\xi_2 d\xi_3 dr
\]

\[
= C \int_0^\varepsilon r^{2(H_2 + H_3) - 2} dr = C e^{2(H_2 + H_3) - 1},
\]

and (11) is satisfied with \( \eta_2 = \min(2(H_2 + H_3) - 1, 2(H_1 + H_3) - 1, 2(H_1 + H_2) - 1) \), which is strictly greater than \( \eta \).
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