The cavity master equation: average and fixed point of the ferromagnetic model in random graphs
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Abstract. The cavity master equation (CME) is a closure scheme to the usual master equation representing the dynamics of discrete variables in continuous time. In this work we explore the CME for a ferromagnetic model in a random graph. We first derive and average equation of the CME that describes the dynamics of mean magnetization of the system. We show that the numerical results compare remarkably well with the Monte Carlo simulations. Then, we show that the stationary state of the CME is well described by BP-like equations (independently of the dynamic rules that let the system toward the stationary state). These equations may be rewritten exactly as the fixed point solutions of the cavity equation if one also assumes that the stationary state is well described by a Boltzmann distribution.
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1. Introduction

The comprehension of non-equilibrium phenomena in complex systems is fundamentally more difficult than the understanding of their equilibrium properties for at least two reasons. First, because approximations which work for short time scales are not necessarily valid at long time scales and vice versa, hindering the possibility to have one solution able to describe the complete dynamical process. Second, because the dynamical rules that define the processes are fundamental to characterize the evolution of the macroscopic quantities of the model [1, 2] and this opens a vast range of different dynamics for a model that are absent when we look only to its equilibrium properties. This is particularly unfortunate because many physical systems and all the living ones operate out-of-equilibrium.

A general approach to gain proper insight in these systems is to develop simple models that, although composed of many interacting particles, can be treated analytically and/or computationally on reasonable time scales. A proper classification of those models and the dynamical rules in terms of very general properties permitted the development of advanced techniques applicable to many problems within the same class.

A first classification of non-equilibrium processes can be made looking to the cardinality of the variables involved. They can be continuous or discrete. The dynamical modeling in the former case is usually done by using a Langevin-like equation [2] where
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the time is also a continuous variable. If variables are discrete one describes the stochasticity of the dynamics by writing equations for the probability of the spin state. In this case, one chooses between two possible ways of describing the dynamics: either time evolves in discrete steps, or continuously. Discrete time dynamics has been studied in more detail [3–6], therefore, we concentrate here in the less usual case of continuous-time dynamics. This distinction is not formal, the way time evolves in a simulation may well define different equilibrium states. This is the case, for example of the Glauber dynamics for mean field models [7].

In the case of a continuous-time, a proper dynamic description of the spin state configuration follows a master equation (ME) for the probability density of the states of \( N \)-spin interacting variables [8, 9]. Unfortunately the full solution of the master equation in the general case is a cumbersome task and exact solutions have been limited to simple models [8, 10]. Alternatively the dynamical replica theory (DRT) for fully connected \([11]\) and diluted graphs \([3, 6, 12, 13]\) permits the derivation of dynamical equations for the probability of some macroscopic observables. DRT assumes that the microscopic probability distribution function is a constant within a subspace with a finite number of order parameters, something that has been put into question on specific models \([14, 15]\), and is not necessary true for general non-equilibrium situations. Moreover it also loses detailed information about the microscopic state of the system. But since it also successfully reduces the dimensionality of the system, it makes the problem treatable and is probably the best known tool to deal with these kinds of problems.

A more recent approach named the cavity master equation (CME), provides a new method to close the master equation representing the continuous time dynamics of discrete interacting variables. The method makes use of the theory of random point processes and, although it is not exact, it has been successfully applied to describe the dynamics of several models in graphs with finite connectivity: the Ising ferromagnet, the random field Ising model, and the Viana–Bray spin-glass model \([16]\), the ferromagnetic \( p \)-spin under Glauber dynamics \([17]\) and more recently also the dynamics of a focused search algorithm to solve the three-SAT problem in a random graph \([18]\).

In this work we continue to explore the CME. We start by introducing it once again, hopefully making easier for the reader to understand how it is different from previous approaches, and pointing to its current limitations. We then focus our attention on Glauber dynamics of the ferromagnetic Ising model in a diluted graph with random connectivity, which is very well described by the CME \([16]\). This model, and some variants were successfully approached using the DRT in \([13]\). Our intention here is not to compare CME and DRT or to provide a better description of the dynamics of the ferromagnet, (although some preliminary results and discussion appear in the appendix C) but to derive an average case version of the CME, which has been absent in the literature, and we show that it still provides a good description of the average magnetization’s dynamics. The intention is also to show how this can be done in a simple model, (the Ising ferromagnet) to attract the interest of other researchers for its application in more complex settings. This average equation is complementary to the more exact and cumbersome local description provided by the original CME. Finally
we connect the long time dynamics of the CME with the celebrated equilibrium cavity method and belief propagation (BP) equations, extensively used to study the equilibrium properties of disordered systems in random graphs [19–22]. We hope that this connection could provide new insights and future developments in the comprehension of the CME, in particular in providing new ways to unveil the dynamics of disordered systems in the glassy phase [23].

2. The model dynamics

Consider a system of $N$ interacting discrete variables $\sigma = \{\sigma_1, \ldots, \sigma_N\}$, with $\sigma_i = \pm 1$, with transition rate $r_i(\sigma)$. The master equation (ME) describing the evolution of the probability of the system to be in state $\sigma(t)$ at time $t$ is [8, 9]

$$\frac{dP(\sigma)}{dt} = -\sum_{i=1}^{N} [r_i(\sigma)P(\sigma) - r_i(F_i(\sigma))P(F_i(\sigma))],$$

where we omitted the time dependence in $P(\sigma, t)$ to shorten notation and $F_i$ represents the inversion operator on spin $i$, i.e. $F_i(\sigma) = \{\sigma_1, \ldots, \sigma_{i-1}, -\sigma_i, \sigma_{i+1}, \ldots, \sigma_N\}$.

Although (1) is a simple equation to state formally, in practice it implies the daunting task of tracking the evolution in time of $2^N$ discrete states. However, if $r_i(\sigma)$ depends only on the configuration of spin $i$ and some neighbors $\partial_i$, the master equation can be reduced to a local form. The evolution in time of the probability of the spin configuration $\sigma_i$ is then obtained by tracing (1) over all the spin states except $\sigma_i$. This local master equation (LME) reads

$$\frac{dP(\sigma_i)}{dt} = -\sum_{\sigma_{\partial_i}} [r_i(\sigma_i, \sigma_{\partial_i})P(\sigma_i, \sigma_{\partial_i}) - r_i(-\sigma_i, \sigma_{\partial_i})P(-\sigma_i, \sigma_{\partial_i})]$$

where $\sigma_{\partial_i}$ represents the configuration of all the spins in the neighborhood of $i$.

Contrary to (1), equation (2) is not closed. On the left-hand side we have the probability $P(\sigma_i)$ that spin $i$ is in a particular state while on the right-hand side, $P(\sigma_i, \sigma_{\partial_i})$ is the probability of a certain configuration for spin $i$ and its neighbors. To describe the evolution of the single site probability (2) in time, we then have to search for a closure of this equation. The simplest closure scheme $P(\sigma_i, \sigma_{\partial_i}) = \prod_{j \in \partial_i} P_j(\sigma_j)$ leads to the mean-field approximation, that although simplifies considerably the task is clearly wrong for diluted graphs.

On the other hand, one may assume that

$$P(\sigma_i, \sigma_{\partial_i}) = \prod_{k \in \partial_i} P(\sigma_k | \sigma_i) P(\sigma_i)$$

which has the desirable property of being exact at equilibrium for trees and random graphs where loops are large compared to the system size. Assuming a tree-like topology...
and the factorization in (3), the master equation (2) can then be written as:

\[
\frac{dP(\sigma_i)}{dt} = -\sum_{\sigma_{\partial i}} \left[ r_i(\sigma_i, \sigma_{\partial i}) \left[ \prod_{k \in \partial i} P(\sigma_k | \sigma_i) \right] P(\sigma_i) - r_i(-\sigma_i, \sigma_{\partial i}) \left[ \prod_{k \in \partial i} P(\sigma_k | -\sigma_i) \right] P(-\sigma_i) \right]
\]

The above equation is also not closed, as we do not know how \( P(\sigma_k | \sigma_i) \) changes with time. The cavity master equation is an equation for a cavity probability \( p(\sigma_i | \sigma_k) \) that approximates \( P(\sigma_i | \sigma_k) \) and under certain conditions is equal to it. CME reads:

\[
\frac{dp(\sigma_i | \sigma_j)}{dt} = -\sum_{\sigma_{\partial i,j}} \left[ r_i(\sigma_i, \sigma_{\partial i}) \left[ \prod_{k \in \partial i,j} p(\sigma_k | \sigma_i) \right] p(\sigma_i | \sigma_j) \right. \\
- \left. r_i(-\sigma_i, \sigma_{\partial i}) \left[ \prod_{k \in \partial i,j} p(\sigma_k | -\sigma_i) \right] p(-\sigma_i | \sigma_j) \right]
\]

This equation was derived in detail [16] starting from the random point process formalism where a specific spin history or trajectory \( X \) is parametrized by the number of spin flips [2, 24, 25], the time in which they occur and the initial state of the system. It constitutes the starting point for the rest of this work.

3. The average case cavity master equation

In this section we will derive and numerically test an average case equation corresponding to CME in Erdos–Renyi graphs. The formalism developed with this purpose will be shown in (section 3.1), and a comparison with regular CME will be displayed in (section 3.2), alongside an explanation of what the average behavior is in Erdos–Renyi graphs.

3.1. Formalism

When integrating CME (5) and the master equation (4) on a given graph, we have a set of differential equations, one for each cavity probability of the form \( p(\sigma_i | \sigma_j) \) and one for each \( P(\sigma_i) \). The number of terms in the sum that appears in CME (see (5)) is determined by the reduced connectivity \( \gamma_i \) of node \( i \) (an illustration is provided in figure 1). Inside the sum, we have other cavity probabilities \( p(\sigma_k | \sigma_i) \), which again follow similar equations whose shape depends on reduced connectivity \( \gamma_k \). Again, in the case of master equation (4), the number of terms in the sum is determined by the connectivity \( c_i \). In practice, the solution of equations (5) becomes the proxy to solve the local master equation (4).

To find the equations that represent the average of (4) and (5) over the full set of Erdos–Renyi graphs, we look first into the equations for a specific random graph, an instance of the ensemble. We can then try to approximately parametrize each equation
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Figure 1. Illustration of the local structure that determines the shapes of equations (4) and (5). In this case node $i$ has connectivity $c_i = 3$ and reduced connectivity $\gamma_i = 3 - 1 = 2$.

by using the set $\{\gamma_i, \gamma_k \in \partial i \setminus j\}$. We say that an instance of equation (5) is determined by the set of reduced connectivities $\{\gamma_i, \gamma_k \in \partial i \setminus j\}$ and the values of $\sigma_i$ and $\sigma_j$. Analogously, an instance of (4) will be determined by the set $\{c_i, \gamma_k \in \partial i \}$, and by $\sigma_i$.

In an Erdos–Renyi’s graph the probability of having a node with connectivity $c_i$ is given by $Q(c_i) = e^{-\langle c \rangle \langle c \rangle c_i / c_i!}$, where $\langle c \rangle$ is the average connectivity. Then we get for the probability $q(\gamma_i)$ of having node with reduced connectivity $\gamma_i$:

$$q(\gamma_i) = \frac{(\gamma_i + 1)Q(c_i = \gamma_i + 1)}{\sum_{l=0}^{\infty} lQ(c_i = l)} = \frac{\gamma_i + 1 e^{-\langle c \rangle \langle c \rangle} \gamma_i + 1}{\langle c \rangle}$$

$$q(\gamma_i) = \frac{e^{-\langle c \rangle \langle c \rangle} \gamma_i}{\gamma_i!} = Q(\gamma_i)$$

This means that $\langle \gamma \rangle = \langle c \rangle \equiv \lambda$. The probability, for a given $\sigma_i$, of finding some instance of (4) is given by $Q(c_i)q(\gamma_k)\prod_{k \in \partial i, k \neq j} q(\gamma_k)Q(c_i)$. Meanwhile, for some $(\sigma_i, \sigma_j)$, an instance of (5) will appear with probability $Q(c_i)q(\gamma_j)\prod_{k \in \partial j, k \neq i} q(\gamma_k)Q(\gamma_j)$.

Now we will average equations (4) and (5) using these probabilities. This procedure can be tested through a numerical scheme that samples different instances of the equations using $q(\gamma)$ and $Q(c)$, and the results justify continuing with our analytical procedure (see appendix A). Taking, as it was said before, Glauber rules for the dynamics [8], multiplying by $\prod_{k \in \partial i} q(\gamma_k)Q(c_i)$ and summing over all $\{c_i, \gamma_k \in \partial i\}$, we get a transformed master equation:
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\[
\dot{P}_\lambda(\sigma_i) = -\frac{\alpha}{2} \{P_\lambda(\sigma_i) - P_\lambda(-\sigma_i)\} + \frac{\alpha}{2} \sigma_i \sum_{c_i=0}^{\infty} Q(c_i) \sum_{\sigma_h} \tanh(\beta J \sum_{k \in \partial i} \sigma_k) \\
\times \left[ \prod_{k \in \partial i} \left( \sum_{\gamma_k=0}^{\infty} q(\gamma_k) p_{\gamma_k}(\sigma_k|\sigma_i) \right) P_{\gamma_i}(\sigma_i) \right] \\
+ \prod_{k \in \partial i} \left( \sum_{\gamma_k=0}^{\infty} q(\gamma_k) p_{\gamma_k}(\sigma_k|-\sigma_i) \right) P_{\gamma_i}(-\sigma_i)
\]  

(7)

where we defined \( \sum_{\gamma_k=0}^{\infty} q(\gamma_k)p_{\gamma_k}(\sigma_k|\sigma_i) \equiv p_\lambda(\sigma_k|\sigma_i) \) and \( P_\lambda(\sigma') = \sum_c Q(c) P_c(\sigma') \) as average probabilities. Using that definition in the parenthesis of second line of (7) we get:

\[
\dot{P}_\lambda(\sigma_i) = -\frac{\alpha}{2} \{P_\lambda(\sigma_i) - P_\lambda(-\sigma_i)\} + \frac{\alpha}{2} \sigma_i \sum_{c_i=0}^{\infty} Q(c_i) \sum_{\sigma_h} \tanh(\beta J \sum_{k \in \partial i} \sigma_k) \\
\times \left[ \prod_{k \in \partial i} p_\lambda(\sigma_k|\sigma_i) P_{\gamma_i}(\sigma_i) + \prod_{k \in \partial i} p_\lambda(\sigma_k|-\sigma_i) P_{\gamma_i}(-\sigma_i) \right] 
\]  

(8)

Similarly, multiplying by \( \prod_{k \in \partial i \neq j} q(\gamma_k)q(\gamma_i) \) and summing over all \( \{\gamma_i, \gamma_k: k \in \partial i \} \), we get a transformed cavity master equation:

\[
\dot{p}_\lambda(\sigma_i|\sigma_j) = -\frac{\alpha}{2} \{p_\lambda(\sigma_i|\sigma_j) - p_\lambda(-\sigma_i|\sigma_j)\} + \frac{\alpha}{2} \sigma_i \sum_{\gamma_j=0}^{\infty} q(\gamma_i) \sum_{\sigma_{ij}} \tanh(\beta J \sum_{k \in \partial i} \sigma_k) \\
\times \left[ \prod_{k \in \partial i \neq j} p_\lambda(\sigma_k|\sigma_i) p_{\gamma_i}(\sigma_i|\sigma_j) + \prod_{k \in \partial i \neq j} p_\lambda(\sigma_k|-\sigma_i) p_{\gamma_i}(-\sigma_i|\sigma_j) \right] 
\]  

(9)

A numerical scheme can also be designed to test the validity of equations (8) and (9) (see appendix A).

Now we must work on the infinite sums in the equations. Let us rewrite (8) in terms of the average magnetization \( m_\lambda = \sum_{\sigma} \sigma' P_\lambda(\sigma') \). This is done by applying the \( \sum_{\sigma} \sigma \cdot \cdot \cdot \) operator to the equation, and we get:

\[
\dot{m}_\lambda = -\alpha m_\lambda + \alpha \sum_{\sigma'} \sum_{c_i=0}^{\infty} Q(c) P_c(\sigma') \sum_{\sigma_h} \tanh(\beta J \sum_{k \in \partial i} \sigma_k) \prod_{k \in \partial i} p_\lambda(\sigma_k|\sigma')
\]  

(10)

where we have used that, after multiplying by \( \gamma_i \) and summing over the same variable, the equation is not longer indexed in \( \sigma_i \), and that the expression inside the sum in the second term of (8) is even under \( \sigma_i \rightarrow -\sigma_i \). We can then remove the factor 2 from the denominator in the second term and shorten the equation by introducing a sum over a variable \( \sigma' \) that takes the place of the former \( \sigma_i \). We also re-denoted \( c_i \) into \( c \) for simplicity.
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The infinite sum in (10) can be approximated using an analogy with

\[
\int_{m=-1}^{1} \tanh(m) P(m) \, dm \approx \tanh \left( \int_{m=-1}^{1} m P(m) \, dm \right)
\]
to get:

\[
\dot{m}_\lambda = -\alpha m_\lambda + \alpha \sum_{\sigma' c=0}^{\infty} Q(c) P_c(\sigma') \tanh \left( \beta J \sum_{\sigma_k \in \partial \sigma} \prod_{l \in \partial \sigma} p_\lambda(\sigma_l | \sigma') \right)
\]

\[
= -\alpha m_\lambda + \alpha \sum_{\sigma' c=0}^{\infty} Q(c) P_c(\sigma') \tanh \left( \beta J \sum_{k \in \partial \sigma} \left[ \prod_{l \in \partial \sigma \setminus k} p_\lambda(\sigma_l | \sigma') \right] \right)
\]

\[
\times \left[ \sum_{\sigma_k} p_\lambda(\sigma_k | \sigma') \sigma_k \right]
\]

\[
= -\alpha m_\lambda + \alpha \sum_{\sigma' c=0}^{\infty} Q(c) P_c(\sigma') \tanh \left( \beta J \sum_{k \in \partial \sigma} \dot{m}_\lambda(\sigma') \right)
\]

\[
= -\alpha m_\lambda + \alpha \sum_{\sigma' c=0}^{\infty} Q(c) P_c(\sigma') \tanh \left( \beta J c \dot{m}_\lambda(\sigma') \right)
\]

\[
(11)
\]

From second line to third line of (11) we have used the normalization

\[
\sum_{\sigma_k} p_\lambda(\sigma_k | \sigma') = 1.
\]

We also have defined the cavity magnetization:

\[
\hat{m}_\lambda(\sigma') \equiv \sum_{\sigma_k} p_\lambda(\sigma_k | \sigma') \sigma_k
\]

\[
(12)
\]

We can similarly write an equation equivalent to (11) but for \(\hat{m}_\lambda(\sigma)\), which reads:

\[
\frac{d\hat{m}_\lambda(\sigma)}{dt} = -\alpha \hat{m}_\lambda(\sigma) + \alpha \sum_{\sigma' c=0}^{\infty} q(\gamma) P_c(\sigma' | \sigma) \tanh [\beta J \gamma \hat{m}_\lambda(\sigma') + \beta J \sigma]
\]

\[
(13)
\]

A final approximation in equations (11) and (13) gives a closure and allows to express magnetization’s dynamics in terms of differential equations for \(m_\lambda\) and \(\hat{m}_\lambda(\sigma)\) alone. Let us write it for equation (11):

\[
\dot{m}_\lambda = -\alpha m_\lambda + \alpha \sum_{\sigma' c=0}^{\infty} Q(c) P_c(\sigma') \tanh \left( \beta J c \hat{m}_\lambda(\sigma') \right)
\]

\[
= -\alpha m_\lambda + \alpha \sum_{\sigma' c=0}^{\infty} Q(c) P_c(\sigma') \left( \sum_{c=0}^{\infty} Q(c) \tanh [\beta J c \hat{m}_\lambda(\sigma')] \right)
\]

\[
= -\alpha m_\lambda + \alpha \sum_{\sigma' c=0}^{\infty} Q(c) \tanh \left( \beta J c \hat{m}_\lambda(\sigma') \right)
\]

\[
= -\alpha m_\lambda + \alpha \sum_{\sigma' c=0}^{\infty} Q(c) \tanh \left( \beta J c \hat{m}_\lambda(\sigma') \right)
\]

\[
(14)
\]
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In (14) we have independently computed the averages of \( P_c(\sigma') \) and \( \tanh (\beta J c \hat{m}_\lambda(\sigma')) \), i.e., we have assumed that the average of the product that appears in the first line is well approximated by the product of the averages in the second line. We also used that \( P_\lambda(\sigma') = (1 + \sigma' \hat{m}_\lambda)/2 \).

The equivalent equation for \( \hat{m}_\lambda(\sigma) \) is:

\[
\frac{d\hat{m}_\lambda(\sigma)}{dt} = -\alpha \hat{m}_\lambda(\sigma) + \alpha \sum_{\sigma'} \frac{1 + \sigma' \hat{m}_\lambda(\sigma)}{2} \sum_{\gamma=0}^\infty q(\gamma) \tanh [\beta J \gamma \hat{m}_\lambda(\sigma') + \beta J \sigma] \tag{15}
\]

Equations (14) and (15) can be numerically integrated. In the following subsection we will compare the results with the ones of equations (4) and (5).

### 3.2. Numerical results

Let us start by showing what an average over Erdos–Renyi graphs means for equations (4) and (5). We will study the dynamics of the Ising ferromagnet, whose well-known Hamiltonian is:

\[
H = -J \sum_{\langle ij \rangle} \sigma_i \sigma_j \tag{16}
\]

where \( J \) is a coupling constant that we will take equal to one, and \( \langle ij \rangle \) are the indexes of all interacting pairs in the system.

With the model already defined, only the structure of the interactions, i.e., the interactions graph, is necessary to obtain numerical results from (4) and (5). Figure 2 shows a comparison between the integration of these equations and Monte Carlo simulations for Erdos–Renyi graphs. The main panel in figure 2 (left) shows the time evolution of system’s magnetization for several temperatures, and the inset displays the corresponding behavior of the local error:

\[
\delta m(t) = \sqrt{\frac{1}{N} \sum_i \left( m_i^{\text{CME}}(t) - m_i^{\text{MC}}(t) \right)^2} \tag{17}
\]

Our CME method accurately reproduces the output of Monte Carlo simulations. As can be seen in main panel of figure 2 (left), which was done for graphs with mean connectivity \( \langle c \rangle = 3 \), the steady-state value of Monte Carlo’s magnetization is well described by CME in all cases, except for \( T = 2.8 \). The latter is close to model’s critical temperature \( T_c^{\text{ER}} = 1/\arctanh(1/3) \). Transient regime is also reproduced, and the similarity increases when we move away from critical behavior, both below and above \( T_c^{\text{ER}} \).

Each Monte Carlo’s point in the figure represents two consecutive averages. For a given graph, and always starting from a fully magnetized system in contact with a heat bath, we averaged several Monte Carlo’s histories. We repeated that procedure for some set of Erdos–Renyi graphs with the same mean connectivity, and averaged the outputs. That last average is what is shown in figure 2 (right). On the other hand, CME itself is written in the language of probabilities, so the first average that we did with Monte Carlo is not needed. Nevertheless, we performed the second average over different graphs in the same way to get the results in figure 2 (right).
Figure 2. Comparison between CME’s (lines) and Monte Carlo’s (points) results in Erdos–Renyi graphs with mean connectivity $\langle c \rangle = 3$ ($T_{c}^{ER} \approx 2.89$). All calculations began with a fully magnetized system in contact with a heat bath at a given temperature $T$. Main panels of both graphics show the time evolution of magnetization for several temperatures, and insets show the correspondent local error $\delta m$ (see equation (17)) or $\delta m(t)$ (see equation (18)). System’s size is in all cases $N = 4000$. (left) Single instance. Each point represents the average over $n = 100 000$ Monte Carlo’s histories, and each line correspond to a single integration of CME, for only one Erdos–Renyi graph. (right) Average over graphs. Each point is the result of two consecutive averages, the first one over $n = 100 000$ Monte Carlo’s histories, and the second one over $s = 350$ different graphs. CME’s lines represent are also an average over $s = 350$ graphs. Error bars are in all cases of the size of the points in the figure.

The local error shown in the inset of figure 2 (left) correspondingly has a maximum at the transient, and then goes to a steady-state value for long times at temperatures which are not too close to $T_{c}^{ER}$. The maxima are higher near $T_{c}^{ER}$, and the steady-state value is close to zero. Near $T_{c}^{ER}$ (at $T = 2.8$), error is large for short and long times. Problems related to criticality are a direct consequence of the approximations made in the derivation of the cavity master equation [16], and in the assumption given by equation (3).

In order to compare with the average case equations (14) and (15) we need to study an average over several graphs of single instance results like the ones in figure 2 (left). In figure 2 (right) we averaged CME’s and Monte Carlo’s results over graphs with mean connectivity $\langle c \rangle = 3$. By doing so, we sample the mean behavior over the graphs distribution.

Let us clarify that local error shown in figure 2 (right) was actually computed with the average local magnetizations, it is not the average of local errors computed with local magnetizations as in (17). The formula would be now:

$$
\delta m(t) = \sqrt{\frac{1}{N} \sum_{i} \left( \langle m_{i}^{\text{CME}}(t) \rangle - \langle m_{i}^{\text{MC}}(t) \rangle \right)^{2}}
$$

(18)
Figure 3. Average CME’s calculations (dashed lines) with initial magnetization $m_0 = 1.0$ in an Erdos–Renyi graph whose mean connectivity is $\langle c \rangle = 3 \ (T_c \approx 2.89)$. The sums in (14) and (15) were approximately computed using the first 50 terms. All calculations began with a fully magnetized system in contact with a heat bath at a given temperature $T$. System’s size is in all cases $N = 4000$. Continuous curves are an average over different graphs of the integration of equations (4) and (5). The number of graphs was $s = 350$. Points are Monte Carlo’s results. In each one $n = 100\,000$ Monte Carlo’s histories were averaged. Each dot represents also the average over different graphs. Error bars are in all cases of the size of the points in the figure. In the inset: the results for $T = 3.0$ and $T = 3.6$ are represented using a log-scale for the $y$-axis.

where we have denoted the average over graphs as $\langle \cdot \rangle$. The reason why we choose to use (18) is that computing the error for a given graph and then averaging over graphs is more expensive from a computational point of view.

Due to fluctuations, computing with some confidence the average over different graphs near $T_{ER}^c$ is also computationally difficult. A large number of graphs is needed. For the purposes of this section and in view of the results illustrated in figure 2 (left), it is enough to show CME’s average behavior for temperatures below and above $T_{ER}^c$. Steady-state and transient are well described, and the inset shows that local error has a maximum in transient, and then goes to a small value for long times. Maxima are higher when the temperature is close to $T_{ER}^c$.

The shape of equation (18) explains why steady-state error is significantly smaller in figure 2 (right) than in figure 2 (left). Although for some graphs CME’s magnetization is smaller than Monte Carlo’s one, for others this relation is inverted. In average, these two different behaviors cancel, the local magnetizations inside the sum in (18) are close to each other, and error is smaller. We should remark here that, in obtaining these results, a typical computation with Monte Carlo takes considerably more time than with the CME method.

Now, we can compare with the average case equations. We can cut the sums in (14) and (15) at some value of $c$ and $\gamma$, respectively, and obtain numerical results. Figure 3 shows a comparison with regular CME and Monte Carlo simulations. Both...
CME and Monte Carlo results are an average over a set of Erdos–Renyi graphs with mean connectivity $\langle c \rangle = 3$.

The figure 3 clearly shows that the prediction of the average equations describes very well the high temperature phase, it underestimates slightly the dynamics at low temperatures. We think that the main responsible of this underestimation is the approximation:

$$
\int_{m=-1}^{1} \tan(m) P(m) \, dm \approx \tan \left( \int_{m=-1}^{1} m P(m) \, dm \right).
$$

The errors are large only near $T_c$, where this approximation is not valid, and in addition where finite size effects and long range correlation are known to be more important.

4. Long time dynamics, belief propagation and cavity equations

The cavity master equation (5) is the result of properly differentiating a set of dynamic cavity message passing equations [16, 26] that have been derived recently. They are an extension to continuous time dynamics of the cavity method, which has become the method of choice to solve the statics of models on diluted graphs. It is not clear though how the stationary state reached by CME is related to the equilibrium results obtained from the original cavity method or the equivalent belief propagation (BP) algorithm. In this section we prove that indeed this connection exists, that the equilibrium solution to the CME in a tree-like topology corresponds to the exact conditional probabilities determined by the cavity solution.

4.1. The CME and BP-like equations in stationary states

Let us start by recalling that in the CME we work with conditional distributions $p(\sigma_i | \sigma_j)$, whereas the cavity method deals with distributions $\mu_{i \rightarrow j}(\sigma_i)$ of a different nature. The CME probability gives the probability of state $\sigma_i$ knowing the state of its neighbor $\sigma_j$. The cavity $\mu_{i \rightarrow j}(\sigma_i)$, on the other hand, represents the distribution of $\sigma_i$ in an alternate construction where the interaction with spin $j$ had been suppressed.

The solution of the cavity update equations

$$
\mu_{i \rightarrow j}(\sigma_i) = \frac{1}{Z_{i \rightarrow j}} \sum_{\{\sigma_k\}_{\sigma_j}} \exp[\beta \sigma_i (h_i + \sum_{k \in \partial i \setminus j} J_{ik} \sigma_k)] \prod_{k \in \partial i \setminus j} \mu_{k \rightarrow i}(\sigma_k)
$$

is, for a diluted network, asymptotically exact in the system size. For the sake of having simpler expressions we define $m_{k \rightarrow i}(J_{ik}, \sigma_i) = \sum_{\sigma_k} \exp[\beta J_{ik} \sigma_i \sigma_k] \mu_{k \rightarrow i}(\sigma_k)$, which will be quickly identified by the reader familiar with BP as the pair to site messages. The exact cavity (BP) recursion reads then [27]:

$$
\mu_{i \rightarrow j}(\sigma_i) = \frac{1}{Z_{i \rightarrow j}} \exp[\beta h_i \sigma_i] \prod_{k \in \partial i \setminus j} m_{k \rightarrow i}(J_{ik}, \sigma_i)
$$

On the other hand, the stationarity condition for the CME $\frac{dp(\sigma_i | \sigma_j)}{dt} = 0$ produces a set of coupled equations for the conditional probabilities very similar in structure to
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Stationarity implies balancing transitions in and out each state:

\[ \sum_{\sigma \in \partial i} r_i(\sigma_i, \sigma_{\partial i}) p(\sigma_i | \sigma_j) \prod_{k \in \partial i \setminus j} p(\sigma_k | \sigma_i) = \sum_{\sigma \in \partial i} r_i(-\sigma_i, \sigma_{\partial i}) p(-\sigma_i | \sigma_j) \prod_{k \in \partial i \setminus j} p(\sigma_k | -\sigma_i) \] (21)

By using that \( p(-\sigma_i | \sigma_j) = 1 - p(\sigma_i | \sigma_j) \), we get:

\[ p(\sigma_i | \sigma_j) = \frac{\sum_{\sigma \in \partial i} r_i(-\sigma_i, \sigma_{\partial i}) \prod_{k \in \partial i \setminus j} p(\sigma_k | -\sigma_i)}{\sum_{\sigma \in \partial i} \sum_{\sigma \in \partial i} r_i(\sigma_i, \sigma_{\partial i}) \prod_{k \in \partial i \setminus j} p(\sigma_k | \sigma_i)} \] (22)

The term in the denominator of (22) is the same for \( p(\sigma_i | \sigma_j) \) and \( p(-\sigma_i | \sigma_j) \), and we can identify it as a normalization factor. That allows us to write:

\[ p(\sigma_i | \sigma_j) \propto \frac{\sum_{\sigma \in \partial i} r_i(-\sigma_i, \sigma_{\partial i}) \prod_{k \in \partial i \setminus j} p(\sigma_k | -\sigma_i)}{\exp \left[ -\beta \sigma_i \left( \sum_{k \in \partial i} J_{ki} \sigma_k + h_i \right) \right] \cosh \left[ \beta \left( \sum_{k \in \partial i} J_{ki} \sigma_k + h_i \right) \right] \prod_{k \in \partial i \setminus j} p(\sigma_k | -\sigma_i)} \] (23)

Indeed, rules (19) and (23) have a similar shape. We can also derive the following equation for \( P(\sigma_i) \) starting from the stationarity condition for equation (4):

\[ P(\sigma_i) \propto \sum_{\sigma \in \partial i} \exp \left[ -\beta \sigma_i \left( \sum_{k \in \partial i} J_{ki} \sigma_k + h_i \right) \right] \cosh \left[ \beta \left( \sum_{k \in \partial i} J_{ki} \sigma_k + h_i \right) \right] \prod_{k \in \partial i \setminus j} p(\sigma_k | -\sigma_i) \] (24)

It is possible then to design an algorithm, analogous to BP, that finds the fixed-point values of conditional cavity probabilities through the updates equations (23). Then equations (24) can be used to obtain all the \( P(\sigma_i) \), and therefore all local magnetizations. We will call this method CME–BP in what follows.

Figure 4 compares the results of CME–BP with the original dynamics obtained from numerical integration of original CME, i.e., of equations (4) and (5), in a single Erdos–Renyi graph with mean connectivity \( \langle c \rangle = 3 \). We can define a local error like the one in (17) in order to quantitatively measure the agreement between CME–BP and original CME:

\[ \gamma(t) = \sqrt{\frac{1}{N} \sum_i \left( m_i^{\text{CME}}(t) - m_i^{\text{CME–BP}} \right)^2} \] (25)

It is important to notice that the error \( \gamma(t) \) depends on time only through original CME’s local magnetization: \( m_i^{\text{CME}}(t) \), and that it goes to zero for all temperatures, which means that the solution of (23) effectively corresponds to steady-state of (5).

Of course, a fixed-point algorithm that uses (23) to obtain stationary conditional cavity probabilities needs some convergence condition. Similarly as what is commonly done with standard BP, we defined the parameter:
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Figure 4. Comparison between CME and CME–BP in a single Erdos–Renyi graph with mean connectivity $\langle c \rangle = 3$ and size $N = 1004$. Figure shows the time dependence of the local error defined in (25) for several temperatures. All CME’s calculations began with a fully magnetized system in contact with a heat bath. All CME–BP’s runs started with all conditional cavity probabilities $p(\sigma_i = 1 | \sigma_j)$ set to one, and all $p(\sigma_i = -1 | \sigma_j)$ set to zero. Convergence parameter of the algorithm (see equation (26)) was chosen as $\epsilon_s = 10^{-11}$.

$$\epsilon = \max_{\{i,j,\sigma_i,\sigma_j\}} \left[ \frac{\Delta p(\sigma_i | \sigma_j)}{p(\sigma_i | \sigma_j)} \right]$$

where $\Delta p(\sigma_i | \sigma_j)$ is the change of $p(\sigma_i | \sigma_j)$ in one iteration of the algorithm. We stopped iterating when $\epsilon < \epsilon_s$, with $\epsilon_s$ some small positive real number.

We are now ready to compare CME–BP with standard BP. The inset of figure 5 (left) compares the local magnetizations corresponding to fixed-points of BP and CME–BP. It shows, for a single Erdos–Renyi graph, the temperature dependence of the error:

$$\mu(\infty) = \sqrt{\frac{1}{N} \sum_i \left( m_i^{CME-BP} - m_i^{BP} \right)^2}$$

Main panel of the same figure displays the average of that error over several Erdos–Renyi graphs with the same mean connectivity. In both graphics, error is small for all temperatures, and has a maximum near $T^\text{ER}_c \approx 2.89$. Figure 5 (right) shows that even under the influence of criticality, $\mu(\infty)$ goes to zero when the accuracy of the computations related to BP and CME–BP is improved by decreasing the convergence parameter $\epsilon_s$.

Summarizing, figure 5 shows an extremely good agreement between the equilibrium magnetizations predicted by BP and the stationary magnetizations of CME. Although, as we already discussed, there are significant theoretical differences, numerical similarities are a motivation for finding stronger analytical connections between both approaches. In the next paragraph we establish this connection for all dynamics leading to thermal equilibrium.
4.2. The CME steady state and the equilibrium cavity method

There is a close relation between the cavity distributions $\mu$ and the exact equilibrium conditional probabilities. For a diluted network the pair equilibrium distribution can be written as:

$$P(\sigma_i, \sigma_j) = \frac{1}{Z_{ij}} \exp[\beta J_{ij} \sigma_i \sigma_j] \mu_{i \rightarrow j}(\sigma_i) \mu_{j \rightarrow i}(\sigma_j)$$  \hspace{1cm} (28)$$

from here it immediate to obtain the exact conditional distribution

$$P(\sigma_i | \sigma_j) = \frac{1}{m_{i \rightarrow j}(J_{ij}, \sigma_j)} \exp[\beta J_{ij} \sigma_i \sigma_j] \mu_{i \rightarrow j}(\sigma_i)$$  \hspace{1cm} (29)$$

This is rigorously true only for a tree-like network. In order to prove the equivalence of equilibrium CME with the exact result it is convenient to parametrize the CME distribution as [28]:

$$p(\sigma_i | \sigma_j) = \frac{1}{m'_{i \rightarrow j}(U_{ij}, \sigma_j)} \exp[\beta U_{ij} \sigma_i \sigma_j] \mu'_{i \rightarrow j}(\sigma_i)$$  \hspace{1cm} (30)$$
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Figure 5. Comparison between CME–BP and BP in Erdos–Renyi graphs with mean connectivity $\langle c \rangle = 3$ and size $N = 1004$. All CME–BP’s runs started with all conditional cavity probabilities $p(\sigma_i = 1 | \sigma_j)$ set to one, and all $p(\sigma_i = 0 | \sigma_j)$ set to zero. Similarly, all BP’s runs started with all messages $m_{i \rightarrow j}(\sigma_i = 1)$ set to one, and all $m_{i \rightarrow j}(\sigma_i = -1)$ set to zero. (left) Local error between local magnetizations corresponding to algorithms fixed-points. The inset shows the error in (27) for several temperatures, for a single Erdos–Renyi graph, and main panel shows an average over different graphs of the same error. Error bars are drawn upwards from the point representing the average. The number of graphs was between $s = 20$ and $s = 100$. Convergence parameter of both algorithms (see equation (26)) was chosen as $\epsilon_s = 10^{-11}$ (right) Dependence on convergence parameter $\epsilon_s$ of the error near $T_{cER} \approx 2.89$. Each point was computed using the same convergence parameter for both algorithms. All calculations were performed with $T = 3.0$. Data was fitted to the curve $\mu(\infty) = a \epsilon_s^b$, with $a = 22.73 \pm 0.02$ and $b = 0.9972 \pm 0.0001$. 

4.2. The CME steady state and the equilibrium cavity method

There is a close relation between the cavity distributions $\mu$ and the exact equilibrium conditional probabilities. For a diluted network the pair equilibrium distribution can be written as:

$$P(\sigma_i, \sigma_j) = \frac{1}{Z_{ij}} \exp[\beta J_{ij} \sigma_i \sigma_j] \mu_{i \rightarrow j}(\sigma_i) \mu_{j \rightarrow i}(\sigma_j)$$  \hspace{1cm} (28)$$

from here it immediate to obtain the exact conditional distribution

$$P(\sigma_i | \sigma_j) = \frac{1}{m_{i \rightarrow j}(J_{ij}, \sigma_j)} \exp[\beta J_{ij} \sigma_i \sigma_j] \mu_{i \rightarrow j}(\sigma_i)$$  \hspace{1cm} (29)$$

This is rigorously true only for a tree-like network. In order to prove the equivalence of equilibrium CME with the exact result it is convenient to parametrize the CME distribution as [28]:

$$p(\sigma_i | \sigma_j) = \frac{1}{m'_{i \rightarrow j}(U_{ij}, \sigma_j)} \exp[\beta U_{ij} \sigma_i \sigma_j] \mu'_{i \rightarrow j}(\sigma_i)$$  \hspace{1cm} (30)$$
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and show that the stationarity condition of the CME implies $U_{ij} = J_{ij}$ and also that $\mu'_{i \rightarrow j}(\sigma_i)$ satisfies (19). This will prove at once that the equilibrium CME solution is exactly (29) and that the stationarity condition implies the equilibrium cavity equations.

Beginning with the steady state condition $\frac{dp(\sigma_i, \sigma_j)}{dt} = 0$ for the CME we get that the solutions satisfying detailed balance must obey:

$$\frac{p(\sigma_i | \sigma_j)}{p(-\sigma_i | \sigma_j)} = \sum_{\sigma_{\partial i} \setminus j} \frac{r_i(-\sigma_i, \sigma_{\partial i})}{r_i(\sigma_i, \sigma_{\partial i})} \prod_{k \in \partial i \setminus j} p(\sigma_k | -\sigma_i)$$

(31)

It is known that many different dynamics lead to the same Boltzmann equilibrium distribution. Therefore, to proceed with the derivation without loss of generality, we will only assume the transition rates satisfy

$$\frac{r_i(-\sigma_i, \sigma_{\partial i})}{r_i(\sigma_i, \sigma_{\partial i})} = \frac{P_{\text{eq}}(\sigma_i, \sigma_{\partial i})}{P_{\text{eq}}(-\sigma_i, \sigma_{\partial i})} = \exp[2\beta \sigma_i \left( \sum_{k \in \partial i} J_{ik} \sigma_k + h_i \right)]$$

(32)

which is a consequence of imposing detailed balance in the exact master equation and having as a target for convergence the Boltzmann distribution. The next step is to insert (32) and the parametrization (30) for all the conditional distributions in (31):

$$\exp[2\beta U_{ij} \sigma_i \sigma_j] \frac{\mu'_{i \rightarrow j}(\sigma_i)}{\mu'_{i \rightarrow j}(-\sigma_i)} = \exp[2\beta J_{ij} \sigma_i \sigma_j] \frac{\exp[\beta h_i \sigma_i] \prod_{k \in \partial i \setminus j} m'_{k \rightarrow i}(2J_{ik} - U_{ik}, \sigma_i)}{\exp[-\beta h_i \sigma_i] \prod_{k \in \partial i \setminus j} m'_{k \rightarrow i}(U_{ik}, -\sigma_i)}$$

(33)

The first thing to notice in (33) is that evaluating for $\sigma_j = \pm 1$ we get immediately $U_{ij} = J_{ij}$. Naturally, we will use this result also for the rest of the $U_{ik}$ and write:

$$\frac{\mu'_{i \rightarrow j}(\sigma_i)}{\mu'_{i \rightarrow j}(-\sigma_i)} = \frac{\exp[\beta h_i \sigma_i] \prod_{k \in \partial i \setminus j} m'_{k \rightarrow i}(J_{ik}, \sigma_i)}{\exp[-\beta h_i \sigma_i] \prod_{k \in \partial i \setminus j} m'_{k \rightarrow i}(J_{ik}, -\sigma_i)}$$

(34)

Equation (34) implies directly that the trial distributions $\mu'$ introduced in the parametrization (30) satisfy the equilibrium cavity equations (19). This completes the proof that the stationary distributions for the CME in a tree-like network are the exact conditional distributions and that the stationarity condition for the CME is equivalent to the equilibrium cavity equations.

5. Conclusions

In this work we have revisited the cavity master equations (CME). From the set of local equations that defines the dynamics of the system through CME we first derive a single equation for the dynamics of macroscopic variables in continuous time. We show how this equation correctly describes the behavior of Monte Carlo simulations...
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after a proper average over different graphs of the ensemble. This opens a new door to efficiently study the dynamics of macroscopic quantities in systems with discrete variables and continuous dynamics. Finally we explore the connection of the CME with known techniques of equilibrium statistical physics. We proved that, the stationarity condition of the CME translates into a BP-like equation very similar to the one that can be derived by a proper minimization of the Bethe free energy. Furthermore, if in addition to stationarity one assumes a convergence to a Boltzmann distribution, CME is equivalent to the cavity equations derived in equilibrium. These results connect the dynamics of the CME with the equilibrium properties of models without frustration and may be a starting point to further explore the role of more sophisticated phenomena like the replica symmetry breaking of spin glasses from the dynamical point of view.
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Appendix A.

In this appendix, we will give some insight on the impacts of the approximations done when deriving the average case equations. We start by showing that the averaging process we followed leads to correct numerical results. In order to do so, we performed a sampling process that we describe now for the cavity master equation only:

1: Choose two positive integers $M$ and $n$, and a real number $t_{\text{max}}$
2: Initialize the vector $\{p_{\gamma}(\sigma'|\sigma)\}$, with $\gamma = 1, 2, \ldots, M$
3: while $t < t_{\text{max}}$ do
4: for $\gamma = (1, \ldots, M)$ do
5: for $i = (1, \ldots, n)$ do
6: Choose a set $\{\gamma^i_k \in \{1, \ldots, \gamma\}\}$ using $q(\gamma)$
7: For these $\{\gamma^i_k\}$ construct the corresponding vector $\{p_{\gamma^i_k}(\sigma'|\sigma)\}$
8: Compute $\hat{p}_{\gamma^i_k}(\sigma'|\sigma)$ from (5) and using $\{p_{\gamma^i_k}(\sigma'|\sigma)\}$
9: end for
10: Set $\hat{p}_\gamma(\sigma'|\sigma)$ as the average of all $\hat{p}_{\gamma^i_k}(\sigma'|\sigma)$
11: end for
12: Update $\{p_\lambda(\sigma'|\sigma)\}$
13: Compute the average $p_\lambda(\sigma'|\sigma)$ of all $\{p_\lambda(\sigma'|\sigma)\}$ using $q(\gamma)$
14: end while
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Figure A1. Comparison between sampled CME (dashed lines), regular CME (continuous lines) and Monte Carlo (points), for calculations with initial magnetization \( m_0 = 1.0 \) in an Erdos–Renyi graph whose mean connectivity is \( c = 3 \) \( (T_c \approx 2.89) \). We assumed \( p_{\gamma > \gamma_0} (\sigma' | \sigma) = 1 \). Continuous lines and points are the average of calculations done for \( s = 350 \) different graphs. System’s size is in all cases \( N = 4000 \). A total of \( n = 10 \, 000 \) Monte Carlo histories were done for each graph.

Figure A1 compares the results of this scheme, that we called sampled CME, with the ones of regular CME. In order to obtain observables as magnetization, we need to follow an analogous procedure, but for the \( P(\sigma_i) \) probabilities. The corresponding description will be omitted here.

As can be seen, sampled CME gives a good description of the original equation. Note that when choosing the set \( \{ \gamma_i \} \) nothing stops us from selecting some very large \( \gamma_i \). We need to make some approximation for large connectivity that allows us to implement our sampling procedure. In this case we assumed that \( p_{\gamma} (\sigma' | \sigma) = 1 \), for all \( \gamma > \gamma_{\text{max}} \), with \( \gamma_{\text{max}} \) being some positive integer.

At some point of the derivation, we have found differential equations for averaged probabilities \( p_\lambda (\sigma_i | \sigma_j) \) and \( P_\lambda (\sigma_i) \). We could find a set of differential equations for all \( p_{\gamma_i} (\sigma_i | \sigma_j) \) and \( P_{c_i} (\sigma_i) \) just by omitting the sums over \( \gamma_i \) and \( c_i \) in (9) and (8), respectively:

\[
\dot{p}_{\gamma_j} (\sigma_j | \sigma_i) = -\frac{\alpha}{2} \left\{ p_{\gamma_j} (\sigma_j | \sigma_i) - p_{\gamma_j} (-\sigma_j | \sigma_i) \right\} + \frac{\alpha}{2} \sigma_j \sum_{\sigma_k} \tanh (\beta J \sum_{k \in \partial j} \sigma_k) \\
\times \left[ \prod_{k \in \partial j \setminus i} p_\lambda (\sigma_k | \sigma_j) \, p_{\gamma_j} (\sigma_j | \sigma_i) + \prod_{k \in \partial j \setminus i} p_\lambda (\sigma_k | -\sigma_j) \, p_{\gamma_j} (-\sigma_j | \sigma_i) \right]
\]

\[
\dot{P}_{c_i} (\sigma_i) = -\frac{\alpha}{2} \left\{ P_{c_i} (\sigma_i) - P_{c_i} (-\sigma_i) \right\} + \frac{\alpha}{2} \sigma_i \sum_{\sigma_k} \tanh (\beta J \sum_{k \in \partial i} \sigma_k) \\
\times \left[ \prod_{k \in \partial i} p_\lambda (\sigma_k | \sigma_i) \, P_{c_i} (\sigma_i) + \prod_{k \in \partial i} p_\lambda (\sigma_k | -\sigma_i) \, P_{c_i} (-\sigma_i) \right]
\]
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Figure A2. Comparison between 1st average CME (dashed lines), regular CME (continuous lines) and Monte Carlo (points), for calculations with initial magnetization $m_0 = 1.0$ in an Erdős–Renyi graph whose mean connectivity is $c = 3$ ($T_c \approx 2.89$). The sums in (9) and (8) were approximately computed using the first 50 terms. Continuous lines and points are the average of calculations done for $s = 350$ different graphs. System’s size is in all cases $N = 4000$. A total of $n = 10\,000$ Monte Carlo histories were done for each graph.

We can use equations (8), (9), (35) and (36) to get some numerical results. In what follows, we describe the procedure for the case of cavity master equation. Master equation can be treated, again, by analogy.

1: Choose a positive integer $M$ and a real number $t_{\text{max}}$
2: Initialize the vector $\{p_\gamma(\sigma'|\sigma)\}$, with $\gamma = 1, 2, \ldots, M$
3: while $t < t_{\text{max}}$ do
   4: for $\gamma = (1, \ldots, M)$ do
      5: Compute $\dot{p}_\gamma(\sigma'|\sigma)$ from (35)
   6: end for
   7: Update $\{p_\gamma(\sigma'|\sigma)\}$
   8: Compute the average $p_\lambda(\sigma'|\sigma)$ of all $\{p_\gamma(\sigma'|\sigma)\}$ using $q(\gamma)$
9: end while

Figure A2 compares the results obtained following this procedure, that we called 1st Average CME, with the ones of regular CME. As can be seen, 1st Average CME gives a good description of the original equation.

The results shown on this appendix allow to evaluate the approximations taken when deriving the average case equations (14) and (15). The ones in figure A2 deserve special attention. When compared to figure 3 they illustrate the impact of our main approximation, written in the first line of equation (14), where we pulled the hyperbolic tangent outside of part of the sum.
In this appendix, for completeness, we show a preliminary comparison between the CME and DRT. We chose to apply both methods to the ferromagnetic Ising model in random regular graphs, for the sake of simplicity and in order to save computational efforts. In this case, the uniform connectivity makes DRT implementation (a particular case of what is depicted in [13]) considerably easier.

DRT’s results, because of its average case nature, must be compared to calculations with homogeneous initial magnetization and energy. This, alongside with the choice of an uniform connectivity, also makes CME faster and simpler. All nodes become equivalent and we get automatically equations like (4) and (5) for the average probabilities. Thus, the problem’s dimensionality gets dramatically reduced.

In figure B1 we compare DRT’s, CME’s and Monte Carlo’s results on a random regular graph with connectivity $c = 4$. The model has a transition between a ferromagnetic and a paramagnetic phases at $T_c \approx 2.89$, which is reflected in the figure by the temperature dependence of equilibrium magnetization. Here, DRT gives a better description than CME of the system’s dynamics, and this is not surprising. We expect similar results in cases where a microscopic constant distribution for a few variables allows to satisfactorily describe the full system’s distribution. It is important to notice that CME, even in its original version [16], is not exact and will have problems where spatial and temporal correlations are important (near $T_c$ in this model, for example).

Moreover, in figure B2 we also show results of a comparison between CME and Monte Carlo simulations in a completely asymmetric model, where equilibrium distributions are not a valid assumption and where, as far as we understand it, DRT can not be applied in its current form.
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Figure B2. Comparison between CME (continuous lines) and Monte Carlo (points), for calculations with initial magnetization $m_0 = 1.0$ in an Erdos–Renyi graph whose mean connectivity was $c = 3 \ (T_c \approx 2.89)$. Model’s asymmetry was imposed by the selection of the coupling constants from the distribution (37) with the condition (38). System’s size is, in all cases, $N = 4000$. A total of $n = 10 \ 000$ Monte Carlo histories were done for each graph. DRT calculations used a populations dynamics (see appendix 1 of [13]) with population’s size of $N = 103$, and at least $N$ iterations were required at each integration step to ensure convergence. The inset shows the corresponding local error $\delta m$ (see equation (17)).

The model was defined over an Erdos–Renyi graph, and asymmetric interactions were imposed by initially choosing the coupling constants $J_{ij}$ from the distribution (37) subjected to the condition (38):

$$P(J_{ij}) = \frac{1}{2}\delta(J_{ij} - 1) + \frac{1}{2}\delta(J_{ij})$$  \hspace{1cm} (37)

$$J_{ij} + J_{ji} = 1$$  \hspace{1cm} (38)

In this example, CME accurately reproduces Monte Carlo’s results for local and global magnetizations. The inset displays the local error (see equation (17)), which is small in all cases. Its noisy behavior and non-zero long time values are most likely caused by insufficient sampling in Monte Carlo simulations.
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