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Abstract

In this paper, we are concerned with the detection of a particular type of objects with extreme aspect ratios, namely slender objects. In real-world scenarios as well as widely-used datasets (such as COCO), slender objects are actually very common. However, this type of objects has been largely overlooked by previous object detection algorithms. Upon our investigation, for a classical object detection method, a drastic drop of 18.9\% mAP on COCO is observed, if solely evaluated on slender objects. Therefore, We systematically study the problem of slender object detection in this work. Accordingly, an analytical framework with carefully designed benchmark and evaluation protocols is established, in which different algorithms and modules can be inspected and compared. Our key findings include: 1) the essential role of anchors in label assignment; 2) the descriptive capability of the 2-point representation; 3) the crucial strategies for improving the detection of slender objects and regular objects. Our work identifies and extends the insights of existing methods that are previously underexploited. Furthermore, we propose a feature adaption strategy that achieves clear and consistent improvements over current representative object detection methods. In particular, a natural and effective extension of the center prior, which leads to a significant improvement on slender objects, is devised. We believe this work opens up new opportunities and calibrates ablation standards for future research in the field of object detection.

1. Introduction

As a fundamental task in computer vision that draws considerable research attention from the community, object detection \cite{6, 22, 21} has made substantial progress in recent years. As the needs of real-world applications in a wide variety of scenarios arise \cite{31, 24}, the significance of research regarding a particular topic elevates. The works on improving specific aspects \cite{11, 33} of object detection, such as detecting dense objects \cite{5, 12} and small objects \cite{34}, boost the practical value of object detection and consequently inspire further advances \cite{2, 7}.

While a large portion of the problems have been well investigated and numerous new ideas have been proposed, grand challenges remained in object detection. \cite{18} propose the focal loss to tackle dense object detection and prompt it to become a common practice for classification loss in object detection.

Object scale has been widely considered in model design, as various detection paradigms \cite{6}, augmentation schemes \cite{34}, and modules \cite{1} are proposed to improve small object detection. Such insightful works propel object detection methods to transfer from academic research to a wide variety of real-world applications \cite{27, 16}. Despite such progress in object detection, one significant problem has not been formally explored in previous works.

This work is dedicated to studying the problem of slender object detection. From the perspective of academic research, the distinctive properties of slender objects pose special challenges, which give rise to research topics of scientific value. From the perspective of application, once slender objects can be well-handled, the practical utility of object detection systems will become higher.

Inspired by previous works \cite{10, 8, 14}, which provide in-depth ablations, analyses, and insights regarding object detection algorithms, we start with diagnosing and analyzing existing methods for object detection. Specifically, we establish a unified analytical framework, which includes the formal definition of slender objects, a standardized pipeline for object detection, and a new benchmark dataset and corresponding evaluation protocols. With the proposed framework, different object detection methods can be dissected

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline
Method & all & XT & T & M & W & XW \\
\hline
RetinaNet & 36.4 & 19.2 & 26.8 & 38.1 & 24.6 & 12.7 \\
Faster & 37.9 & 23.3 & 31.4 & 39.0 & 26.1 & 16.8 \\
\hline
\end{tabular}
\caption{mAP(\%) gap between tall and wide objects on COCO. Objects are grouped by the width/height ratio $r_b$ of bounding boxes, where XT=extra tall; T=tall; M=medium; W=wide; XW=extra wide, as defined by \cite{10}.
}
\end{table}
and compared in a clear and fair manner. In addition, it is convenient to identify the key factors (such as critical components and effective choices) for the success of previous methods, reveal the limitations of previous methods, and more importantly, discover potential directions for improving slender object detection. Key findings relate to the role of anchors, the capability of the 2-point representation, and the effect of feature adaption, as well as more details and discussions, are presented in Sec. 3.

Beyond diagnoses and analyses, we further propose strategies to boost the detection of slender objects. In particular, a generalized feature adaption module, called self-adaption, is introduced. In addition, we extend the center prior (originated from FCOS [26]) to slenderness prior to adapt to the nature of slender objects. According to the quantitative experiments (see Sec. 4), these two components have proven effective for slender objects while also working well for regular objects. Our recommended combinations can match or even outperform previous state-of-the-art methods on COCO (see Fig. 7).

In summary, the contributions of this paper are as follows:

• We are the first to formally investigate the problem of slender object detection, which is important but largely overlooked by previous works.

• We construct an analytical framework for rigorously diagnosing different object detection methods. With this framework, a series of key insights and valuable findings, which may inspire other researchers in the field of object detection, is derived.

• We identify the feature adaption module as a key factor for the excellent performance of previous methods. A generalized feature adaption module, called self-adaption, is devised. Our experiments indicate that the self-adaption module is both effective and general.

• We extend the center prior to slenderness prior, which significantly improves the performance on slender objects.

2. Preliminary Assessment

In this section, we will provide an overview of slender object detection and conduct a preliminary assessment on existing methods. As shown in Fig. 1, slender objects in images can be roughly categorized into three groups: Distinct slender objects are those that are intrinsically slender in shape, such as ski, forks, and bats. Regular objects may also appear slender in images because of occlusion and truncation (top right in Fig. 1). In addition, some thin plates in the real world may appear slender from certain viewing angles, e.g., books and tables. Different categories of objects exhibit different characteristics but may also share some properties in common. We analyze typical errors by previous methods for these different categories, and accordingly draw unified conclusions regarding slender objects.
2.1. Definition and Evaluation Protocols

For targeted evaluation and analyses, we need to estimate the slenderness of objects. In the context of object detection where bounding boxes are the common representation of objects, slenderness can be approximately computed from the width $w_b$ and height $h_b$ of axis-aligned bounding boxes as $r_b = w_b / h_b$. This formula is specifiable for both the ground truth and detection results, thus being fully applicable to existing evaluation protocols, e.g., mAP and mAR. However, the deviation of $r_b$ is obviously inaccurate for oriented slender objects as illustrated in Fig. 3. It would mistake oriented slender objects as regular objects and in consequence underestimate the gap between regular and slender objects. The more accurate approach is to find a rotated box which covers the object with the minimal area (green box in Fig. 3 top left), and compute the slenderness $s$ as:

$$s = \min(w, h) / \max(w, h).$$

(1)

$w$ and $h$ are the width and height of the minimum-area rectangle. For the convenience of comparison, we refer to objects with $s < 1/5$, $1/5 < s < 1/3$, $s > 1/3$ as extra slender (XS), slender (S), and regular (R), respectively.

Meanwhile, particular mAP can not be precisely computed in this estimation. The slenderness of false positives is undefined as the detection results are still bounding boxes. Therefore, we use mAR as the metric for particularly benchmarking slender object detection in this work, since it does not need to identify the number of false positives but limits the amount of detection in an image. We refer readers not familiar with the computation of mAP and mAR to Appendix A in the supplementary material for a detailed explanation.

2.2. Data Bias Neutralization

As mentioned above, we rely on precise boundaries of objects to estimate their slenderness, which is not feasible with conventional axis-aligned bounding box annotations in object detection. Fortunately, the COCO dataset [19], one of the most popular datasets in recent research of object detection, provides pixel-level segmentation labels. COCO is a large-scale dataset collected for object detection and related tasks, e.g., keypoint detection and panoptic segmentation. For object detection, it contains more than 200k images in the 2017 release, where 118k images are labeled for training and the other 5k images are kept as a validation set.

However, COCO is biased regarding slender objects and not sufficient for evaluating slender object detection by itself. The data distribution of COCO is visualized in Fig. 3, where more than 85% of objects are regular. The dominant proportion in the dataset implicitly forces the current evaluation to favor regular objects over slender objects. As shown in Fig. 4, the overall mAR in COCO is close to that of regular objects. Such a bias against slender objects can be mitigated by extending the validation set of COCO.

We incorporate slender objects from another dataset, Objects365 [25], to complement COCO. Objects365 is a dataset aiming at object detection in the wild, containing 38k validation images sharing similar characteristics with COCO. In contrast to COCO which provides detailed boundaries of objects, Objects365 annotates objects with axis-aligned bounding boxes. We use a top-performing instance segmentation model by [2] with a ResNeXt152 [30] backbone to generate polygon borders of objects. Given ground truth bounding boxes during inference, the produced masks are accurate for slenderness estimation. The procedure and examples of polygon generation are shown in Appendix B in the supplementary material. According to the slenderness estimated from generated borders, we select images containing extra slender objects in Objects365 to mix with the COCO validation set, creating COCO$^+$. As shown in Fig. 3, the number of slender objects in COCO$^+$ is 8 times more than COCO, thus mitigating the bias against slender objects. Experimental validation shown in Fig. 4 verifies that COCO$^+$ is fairly balanced since the overall mAR is closer to the average of mAR on extra slender objects and mAR of regular objects.
2.3. Error Analysis

Using the evaluation protocols and data mentioned above, we assess the problem by comprehensively evaluating a representative method [18]. Models we implemented in this paper are built upon a ResNet50 [9] backbone with FPN [17] and trained on the COCO training set with a 1x schedule. To keep the experiments directly comparable to the literature, we also provide evaluation results on COCO mAP. The evaluation results are shown in Fig. 4.

It is noteworthy that detection mAR is inversely proportional to object slenderness, with a gap of 19.3% between XS and R objects. This correlation is consistent with different data sets, IoU thresholds, and object areas. For lower thresholds (< 0.7), the performance drop of extra slender objects is more significant. Since lower thresholds tolerate inaccurate localization results more, this phenomenon indicates that it is more difficult to accurately classify slender objects. In consideration of the notable overlap between slender and small objects, we separately evaluate objects with different areas. As shown in the last row of Fig. 4, mAR on slender objects are consistently worse than regular objects with a large gap, regardless of the area of objects. The gap is more significant for large objects, due to the increase of challenges in estimating object sizes.

An intuitive alleviation of the problems on slender object detection is to increase the sample rate of slender objects in the dataset during training, and the results are shown in Tab. 2. It demonstrates the change of sampling rate in the training data as a trade-off between the effectiveness on regular and slender objects. Accompanying the increase of slender and extra slender mAR, the regular mAR drops. What we concern more is that, when the sample rates of slender objects continue to increase, the drop of overall performance is also escalated. Therefore, besides data sampling, further investigation is warranted to find truly effective solutions.

In addition to quantitative comparisons, qualitative visualization of typical errors is given in Fig. 1. One of the major errors is caused by the mismatch of regular shape anchors and the slender shape of objects, as shown in Fig. 1a. Vertical and horizontal slender objects can be improperly assigned by the IoU matching between the bounding box and pre-defined anchors during training. As for oriented slender objects, false positives introduced by improper IoU matching hinder effective duplication removal. As mentioned above, regular objects may appear slender in images because of occlusion, which may cause false classifications by the detectors. An example is shown in Fig. 1b in which those dense predictions at different locations result in different classifications. The false detection can not be removed by regular NMS (non-maximum suppression) because of their different predicted classes. Another group of slender objects such as books and forks often appears in clusters such as shown in Fig. 1c. Detection of these objects suffers from both imprecise annotation and inaccurate object localization.

3. Model Dissection

Along with the remarkable progress in object detection, a large number of new methods is published to continuously advance object detection. Newly proposed methods are usually introduced with modifications to the baselines and their ablation validations are conducted with various experiments. The variety makes the key insights ambiguous for the community to appropriately design model architectures for practical situations, e.g., slender object detection.

To avoid this ambiguity and provide a guidance for the detection of slender objects and beyond, we conduct systematic evaluation and analysis in this section. First, we devise a descriptive framework that depicts typical CNN-based object detection in a unified way. Under the framework, the differences of the methods in different paradigms are revealed and can be dissected for detailed comparison with experimental variety well controlled.
3.1. Standard Object Detection Stages

Basically, the task of object detection is composed of two subtasks, localization and classification. A typical detection method localizes and classifies object regions from rich feature maps extracted by convolutional neural networks in pyramid resolutions. Some of the existing methods [21, 20] directly perform localization and classification on extracted features, and other groups of methods apply feature adaption, e.g. ROI Pooling [22], according to coarsely localized object proposals. They are also referred to as one-stage and two-stage methods in some literature, respectively. For dense detection, post-processing such as redundancy removal is required for most detectors, after which a set of final object detection is formed.

Deriving from the existing methods, four standard stages of object detection can be defined as follows.

1. **Feature Extraction** (FE) extracts features from the input image to form a high dimensional representation. As deep CNNs [9, 30] and their variants [17] significantly improve the capability of detectors [15, 4], experimental comparison is usually conducted on the same backbones.

2. **Intermediate Prediction** (IP) localizes and/or classifies object regions. They can be assembled together or performed separately. Researchers have developed different paradigms for localization in recent works, where it can be modeled as a regression problem [18] or a verification problem [15].

3. **Feature Adaption** (FA) adapts feature maps using intermediate localization results or directly from features for refined prediction. It usually exploits coarse estimation of object regions, i.e. proposals [6], as regions of interest to concentrate on objects for refining classification and localization. Note both FA and IP can be utilized multiple times [2].

4. **Detection Formation** (DF) forms the final results by removing redundant predictions, filtering low-confidence objects, etc. A common detection formation for object detection is non-maximum suppression (NMS) and its successors. Recently, [3] propose end-to-end prediction of object localization and classes, resulting in simplified detection formation.

   In addition to these stages that are required for both training and inference, there are options for different training strategies. Typically label assignment and loss function identify the criterion for the training procedure. **Loss Function** (LF) acts as the optimization target during the training of detectors. It consists of the loss function for classification, where focal loss is dominant, and the loss function for localization, where smooth l1 loss and gIoU loss are preferred choices. **Label Assignment** (LA) fills the gap between the optimization target and network outputs. It assigns labels to prediction results, making the model trainable. Label assignment is still under active investigation as it is related to localization and classification representation of objects.
3.2. Component Inspection

Under this framework, we are able to rigorously inspect long-existing controversies in object detection in consideration of slender objects. Due to the notable research efforts paid to two-stage methods, we specifically inspect two long-standing controversies in one-stage detectors that receive much attention in recent works.

3.2.1 Anchors versus Anchor-Free

Anchors are central to many detection systems [20, 21] and enable detectors to detect multiple objects at the same location. However, as shown in Sec 2.3, the sub-optimal label assignment based on anchors and IoU matching causes major errors in slender object detection. This drawback may be partly alleviated by specially designed anchor ratios, but this strategy is sensitive to specific data and hyperparameters. Anchor-free detectors [12, 15] provide an alternative approach that directly regresses boxes from point locations instead of anchors. This family of detection methods achieve notable success but their properties remains unclear compared with anchors. Through our inspection on two classical detectors, FCOS [26] and RetinaNet [18], which share a similar pipeline, we manage to reveal the key role of anchors. It provides a proper criterion to select foreground locations where the detection is performed from the background, while the difference in the regression space is proven inconsequential to detection effectiveness.

The two methods are described by our framework in Fig. 6a and Fig. 6b, respectively. As can be seen from Tab. 3, FCOS shows advantages in the overall mAP, which mainly benefits from the improvement on regular objects, but staggers in slender object detection. We conjecture the reason as two-fold. First, slender objects tend to be more dense, leading to more overlapped instances that a single prediction at each location theoretically can not handle. Second, the key component of FCOS improves regular object detection more significantly than slender objects. In the following, we elaborate this in detail by dissecting its components.

Regarding FCOS, there are multiple evolutions in implementation and model design in the derivation from its baseline RetinaNet. Excluding implementation details, differences exist in $LF$, $LA$, and regression spaces in $LP$. More formally, FCOS ($A$) assigns locations inside object boxes as positive, ($B$) regresses bounding boxes instead of anchors, ($C$) uses IoU loss as localization target, and ($D$) adopts centerness score to re-weight loss and score at different positions. Our model dissection discretely considers the evolutions and inspects the performance changes in slender object detection. Evaluation results are shown in Tab. 3.

With the removal of anchor-based assignment, the performance in all metrics dramatically drops, although the regression is performed basing on anchors. This dissected comparison reveals the major effect of anchors, i.e., a reasonable label assignment strategy properly filters locations suitable for detection, instead of the regression space alone. Other alternations proposed by FCOS gradually fill up the drop, but the improvement is less significant on slender objects. Fundamentally, the proposed exponential offsets regression, which estimates the distance from a point inside bounding boxes to the borders, improves the localization results. The observed improvement supports the conclusion that manually designed anchors are not preferred in terms of the regression space.

IoU loss brings more performance gain in our experiments than reported by [18] and [23]. It identifies another appropriate property of FCOS regression that makes it suitable for IoU loss. Because the regression strategy guarantees that the predicted boxes overlap with the ground truth box, the vanilla IoU loss is always able to optimize in FCOS. However, the overall performance is still below the baseline of RetinaNet because of the massive number of low-quality localizations from the border areas of the bounding boxes. Therefore, the center prior ($D$ in Tab. 3) is introduced to suppress the predictions far from the object centers by re-weighting positive samples. It works well in most cases and substantially improves the detection precision, but is less effective for slender objects whose centers are occluded more often.

3.2.2 Bounding Box and Point Sets

In addition to the anchors, box representation is another active field where much effort [15, 32] has been paid to im-
prove the form of network prediction to fit objects. Rather than the regression space, these methods modify the regression targets. Among the research in this direction, RepPoints [32] stands out due to its promising improvement and novel box representation. It turns box representation into a set of points, specifically 9 points in their experiments, which forms a pseudo box using simple processing such as min-max. Furthermore, the 9-point representation coordinates with Deformable Convolution (DCN) by forming its offsets. Following the proposed $\mathcal{F}_A$ layer, an extra $\mathcal{IP}$ stage is performed to refine the initial localization results. The detection procedure of RepPoints is shown in Fig. 6c.

Our experiments validate the remarkable performance of RepPoints and find it advantageous in detecting slender objects. Furthermore, we recognize the supervised $\mathcal{F}_A$ as the key process that brings improvements for slender object detection. The dissection also reveals that the conventional 2-point representation can perform comparably or better than the 9-point representation. This conclusion deviates from the ablation study in [32], due to the different implementations of the 2-point representation. In Sec 4.1, we provide the corresponding ablation experiments.

To dissect what forms RepPoints from RetinaNet, we consider the following modifications: (E) label assignment by assigning the nearest location to box centers as positive; (F) 2-point representation instead of anchor-based representation; (G) 9-point representation and corresponding pseudo box formation; and (H) supervised feature adaption integrating initial localization results with DCNs. The starting point of the dissection of RepPoints, where the $\mathcal{LA}$ stage is replaced by nearest-point assignment, performs better than that of FCOS. The initial label assignment of RepPoints is thus proven a more reasonable strategy. We then change the box representation to a 2-point representation and 9-point representation, referring to RetinaNet with $\mathcal{F}$ and $\mathcal{G}$ in Tab. 3.

In the comparison of “E-F” and “E-G” in Tab. 3, the 2-point representation appears even more competitive. This conclusion is further validated by the experiments in Sec. 4.1. What truly makes RepPoints better, for both regular object and slender objects, is the supervised feature adaption. It builds an initial $\mathcal{IP}$ stage that performs rough localization and is used as the offsets of DCNs to refine features. It dramatically enhances RepPoints, especially with a notable advantage on slender objects. Despite the remarkable improvement of supervised feature adaption, which is demonstrated by around 6% in COCO mAP and slender mAR, the insight behind remains opaque. We temporarily shelve this problem and later reveal its detailed properties with module combination experiments at a broader scope.

![Figure 7: Feature adaption experiments. Modifications $\mathcal{I}$ to $\mathcal{L}$ are introduced in Sec. 4.1, and the original and our improved versions of the mentioned methods are marked with $\ast$ and $\dagger$, respectively. The mAP and mAR (XS) are evaluated on COCO and COCO$^+$, where XS stands for extra slender objects. Detailed mAR on COCO$^+$ is shown with green plots in the figure above, corresponding to R, S, and XS mAR from the top to bottom in each column.](image-url)

### 4. Improving Slender Object Detection

From Sec 3.2, we reveal the critical components that maintain advantages in detecting slender objects: center prior from FCOS and supervised feature adaption from RepPoints. On the other hand, inspections also reveal ambiguities in understanding the effects of these modules. First, the supervised feature adaption is composed of an intermediate localization stage that accordingly constrains the offsets of DCN. Since it refines the feature and also serves as the basis of the final prediction, the necessity is ambiguous. Second, the center prior is observed less effective on slender objects, indicating the need for an alternative. In this section, we address these issues by delving their properties in depth.

#### 4.1. Self-Adaptation of Features

Promising advantages of RepPoints on slender objects are demonstrated in our previous experiments, where the
supervised feature adaption is identified as the key factor. To further advance slender object detection, we design a self-adaptation feature adaption, namely self-adaptation. The generalized adaption strategy is suitable for other methods as well and can be used as a convenient plug-in. Instead of manually guided restrictions, self-adaptation generates offsets of DCNs from features without direct supervision. The intermediate localization is kept but decomposed from the feature adaption. As visualized in Fig. 8, by forcing the sampling points to concentrate on the foreground of objects and to avoid the interference of background, self-adaptation brings consistent improvement to detection accuracy for both slender and regular objects. Next, we provide details about the self-adaptation though dissection and experiments.

Following the concept of model dissection, we focus on the supervised feature adaption from Sec. 3.2 and its ablations into the following modules to find optimal feature adaption: (a) an initial localization in addition to the final results presented by RepPoints; (b) constraining offsets of DCN using the initial object localization; (c) offsets adaptively learned from the features; and (d) a residual-manner final localization that infers upon the initial localization. Modules (a) and (d) follow the design of RepPoints. To make feature adaption feasible for other existing methods, we use the 2-point representation in Sec. 3.2 since the descriptive capacity of the 2-point representation is proven comparably powerful. (c) initially serves as the ablation of (b), but is proven even more effective than the directly supervised version, thus becoming the key concept of self-adaptation. The experiments validate it is sufficient to provide guidance for feature adaption without manual restrictions.

Our experimental results for verifying the proposed self-adaptation modules are shown in Fig. 7. With self-adaption, all the implemented baselines can be elevated to match or surpass the state of the art, including one-stage and two-stage methods. Note the proposed self-adaptation is a compatible component that can be plugged into any other state of the art methods with a negligible computational cost. What we like more about self-adaptation is that it achieves notable advantages in slender object detection. It is perfectly suitable for the modified detection paradigm of RepPoints, which is found the most favorable in sole slender evaluation in Sec. 3.2, and improves the already strong baseline by more than 3% mAR. The gap between regular and slender objects also decreases significantly.

### 4.2. Slenderness Prior

From the in-depth diagnoses of anchors and anchor-free detection, we conclude that the center prior is crucial for effective anchor-free detection. However, Tab. 3 also shows it is sub-optimal in detecting slender objects. Center prior suppresses spurious prediction that is distant from the object center by re-weighting using centerness scores defined by

$$\text{centerness} = \left( \frac{\min(l, r)}{\max(l, r)} \times \frac{\min(t, b)}{\max(t, b)} \right)^{\frac{1}{2}}. \quad (2)$$

$l, r, t, b$ are the distance to the left, right, top, and bottom border of the bounding box, respectively. With the geometric mean, the decay is slower on the long sides of slender objects but faster on the short sides, causing insufficient training of locating slender objects. Naturally, we extend the formula to

$$\text{centerness}^s = \left( \frac{\min(l, r)}{\max(l, r)} \times \frac{\min(t, b)}{\max(t, b)} \right)^s, \quad (3)$$

where $s$ is the slenderness of objects. It favors slender objects that are challenging for precise detection and fasten the score decay of regular objects.

To validate the effectiveness of slenderness prior, we perform experiments using the baseline model of FCOS (M5) and its variant with self-adaption (M8) introduced in Sec. 4.1. As the results in Tab. 4 demonstrate, this natural extension significantly improves the detection mAR for slender objects, with an acceptable sacrifice of the mAP for R objects. Despite an mAR degradation for R objects, the mAR of XS and S improve 2.1% and 1.0%, respectively. It indicates that the slenderness prior is a favorable trade-off between slender and regular objects, as the overall mAR reaches 49.7%.

### 5. Conclusion

In this paper, we investigate an important yet long-overlooked problem of slender object detection. A comprehensive framework is established for dissecting and comparing different object detection methods as well as their components and variants. Based on this framework, a series...
Table 5: Lookup table for our model assessment.

| # | Stage | Description | Reference |
|---|-------|-------------|-----------|
| A | LA    | Assign in-object locations as positive | FCOS [26] |
| B | IP    | Regression from object center | FCOS [26] |
| C | LF    | IoU Los | IoUNet [13], FCOS [26] |
| D | LA, DF | Center-prior | FCOS [26] |
| E | LA    | Assign object center as positive | RepPoints [32] |
| F | IP    | 2-point box representation | RetinaNet [18], RepPoints [32] |
| G | IP    | 9-point box representation | RepPoints [32] |
| H | FA    | Supervised feature adaptation | RepPoints [32] |
| I | FA    | Initial localization prediction | RepPoints [32] |
| J | FA    | Supervised DCN | RepPoints [32] |
| K | FA    | Self-adaptation of features | - |
| L | IP    | Residual localization prediction | RepPoints [32] |

of key observations and insights is obtained. Furthermore, we have proposed two effective strategies for significantly improving the performance of slender object detection.
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Appendix

A. Modifications Lookup Table

To help understand the various experiment inconsistency we address in this paper, we prove a lookup table for the ablation modifications involved in the paper in Tab. 5.

B. Evaluation Metrics

As mentioned in our paper, the task of object detection is composed of the object localization and classification. The evaluation metrics is supposed to correspondingly address them. Precision and recall are introduced into object detection to measure the effectiveness. In the field of detection, localization results with correct classification and intersection over union (IoU) above discrete thresholds are counted as true positive, while others are regarded as the false. Then the precision and recall are computed according to the formula shown in Fig. 9.

Using the definition of “precision” and “recall”, the precision-recall curve can be obtained to compute the average precision (AP). Namely, the AP score for a specific category is the average of precision over a set of recalls, as the recall scores are typically inversely related to the precision scores. The terms “mean” and “average” in mean average recall (mAP) indicates the mean over categories, recall scores, and IoU scores. As shown in Fig. 9, the number of total positives is required for computing the AP scores.

Figure 9: Precision and recall [28].
for a particular group of objects. However, it is inestimable due to the representation of predicted boxes. Thus for the compatibility with existing object detection methods, we use mean average recall (mAR) to avoid the deviation. We define mAR as the the mean average recall over IoU thresholds from 0.5 to 0.95 with a 0.05 interval and object categories. In consideration of detection precision, the amount of detection in an image is limited by a specific number, 100 in our experiments.

C. Pseudo Mask Generation

We use images containing slender objects from Objects365 [25] Dataset to complement COCO. As there are 365 different categories in Objects365, we map objects categories that appear in COCO into the COCO+ dataset to be mixed with the original COCO.

For slenderness estimation, we use a top-performance instance segmentation model from Detectron2 [29], an implementation of [2] with a ResNeXt152 backbone. Benefiting from the pre-trained models of Detectron2, we do not need to re-train the segmentation model. We use no test time augmentation during inference, and the resolution of the input images during testing is fixed to (800, 1333). As mentioned in Section 2.2 in our paper, the ground truth bounding boxes are used as proposals while generating the masks. Consequently, the produced pseudo masks are accurate enough and reliable to measure the slenderness of objects. Some examples of the generated pseudo masks of slender objects are shown in Figure. 10.

We have submitted the generated annotation file for the validation set of COCO+ in the “data and code” section, which refers to the same image files from COCO and Objects365.
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