Seamless Handover Scheme for MEC/SDN-Based Vehicular Networks
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Abstract: With the recent advances in the fifth-generation cellular system (5G), enabling vehicular communications has become a demand. The vehicular ad hoc network (VANET) is a promising paradigm that enables the communication and interaction between vehicles and other surrounding devices, e.g., vehicle-to-vehicle (V2V) and vehicle-to-everything (V2X) communications. However, enabling such networks faces many challenges due to the mobility of vehicles. One of these challenges is the design of handover schemes that manage the communications at the intersection of coverage regions. To this end, this work considers developing a novel seamless and efficient handover scheme for V2X-based networks. The developed scheme manages the handover process while vehicles move between two neighboring roadside units (RSU). The developed mechanism is introduced for multilane bidirectional roads. The developed scheme is implemented by multiple-access edge computing (MEC) units connected to the RSUs to improve the implementation time and make the handover process faster. The considered MEC platform deploys an MEC controller that implements a control scheme of the software-defined networking (SDN) controller that manages the network. The SDN paradigm is introduced to make the handover process seamless; however, implementing such a controlling scheme by the introduction of an MEC controller achieves the process faster than going through the core network. The developed handover scheme was evaluated over the reliable platform of NS-3, and the results validated the developed scheme. The results obtained are presented and discussed.
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1. Introduction

Motivated by the high-speed development of the mobile internet and the growing business demand, the fifth-generation cellular system (5G) is supposed to have a low cost and low power consumption and be safe and reliable [1]. Fifth-generation cellular systems support new demands and requirements to enable new use cases and novel services. The transmission rate is supposedly increased up to 100 times the value of the last release of the fourth-generation cellular system (4G), and the peak transmission rate is expected to reach 10 Gbit/s [2,3]. One of the main targets for 5G is to reduce the end-to-end delay to 10 ms for the first commercial releases and to 1 ms (5 ms while moving) to support ultrareliable...
low-latency use cases such as vehicular communications, augmented and virtual reality (AR, VR), and the Tactile Internet [4,5]. Furthermore, 5G is expected to achieve a spectrum efficiency improvement of 5 to 10 times, and the user experience can be guaranteed at a speed of 500 km/h. Fifth-generation cellular systems face many challenges, including the massive traffic that is expected to be 1000 times that of the existing systems [6,7].

One of the main objectives of 5G systems is to improve the end-user experience by providing current services and introducing new services and applications with low/ultralow latency, a high data rate, ultrahigh reliability, and ultrahigh availability [8]. Vehicular communication is one of these 5G use cases, which is intended to provide the infrastructure and coverage for vehicles with heterogenous mobility [9].

Vehicular systems are inseparable components of a smart city environment due to several applications that improve the quality of life, safety, and security of the city [10]. Vehicular networks provide the infrastructure and communication coverage to vehicular devices with heterogenous mobilities, including high mobility. The applications of vehicular networks vary from safety applications such as blind-spot warning and traffic light violations to entertainment such as streaming media and convenience such as parking space identification [11,12]. Recently, many standards have been established for vehicular communications, such as the IEEE 802.11p and IEEE 1609 family group [13,14]. These standards achieve effective communication between vehicles and infrastructure. However, vehicular ad hoc networks (VANETs) are still considered a challenging form of the wireless communication technology that complements intelligent transportation systems (ITS) aiming to improve transportation in cooperation with information and communication technologies (ICTs) [15]. VANETs are mobile ad hoc networks (MANETs); however, protocols that perform well in MANETs may not be a great fit for VANETs, due to the usage conditions of high mobility, intermittent connectivity, and heterogeneity.

The dramatic increase in the number of vehicles, especially in crowded cities, adds more constraints to the network design. High traffic density introduces data traffic overload, particularly when using broadband access services such as transferring a video from a vehicle or a roadside unit (RSU) to solve a transport management problem [16,17]. Thus, new technologies, such as mobile edge computing (MEC), software-defined networking, SDN, and blockchain, should be used to provide the required network scalability, reliability, and availability [18].

One of the main challenges with VANETs is the handover process [19]. Handover, or handoff, is the process in mobile communication and telecommunication systems in which a connected cellular call or data session is transferred from one base station or cell site to another, without the session becoming disconnected. Cellular services are based on mobility management; thus, handover allows users to move from one cell site range to another or switch to the nearest cell site for better performance [20]. Handoff can also be described as a process in which a link is transferred from one base station to another base station due to a lack of signal strength. Several operations are included in the handoff process, such as initiating the handoff, allocating the channel, breaking the connection with the old base station, and choosing the new base station [21].

In VANETs, due to high mobility, users will move from the coverage of one base station, i.e., an RSU with an eNB, to another, and thus a handover mechanism should be deployed efficiently and in a seamless way [22,23]. This work provides a novel handover mechanism to perform, manage, and control the handover process of a VANET that runs over a 5G cellular system.

Mobile edge computing (MEC) is a recent communication technology that cellular network operators have introduced to improve network efficiency [24]. This can be achieved by offloading computing workloads to nearby clouds instead of going through the core network to the remote cloud [25].

Deploying MEC for communication systems achieves various benefits, including higher system reliability, availability, and spectrum efficiency [26]. Furthermore, MEC
enables the network operator to introduce new services and provide a new means of service innovation [27].

In this work, we use MEC as part of a vehicular network in which cars can communicate with smart traffic lights, surrounding objects, other vehicles on the road, and other infrastructure. The main contributions of this article can be summarized in the following points:

1. Designing and developing a reliable system structure for a VANET over a 5G system, with the deployment of MEC technology, that supports V2X and V2V communications.
2. Designing and developing a novel seamless, fast handover mechanism for the introduced VANET system structure.
3. Implementing the developed handover algorithm over an MEC server.
4. Conducting a performance evaluation of the proposed system and the developed handover mechanism.

2. Background and Related Works

Recently, the VANET has attracted many researchers in the academic and industrial fields [28,29]. The VANET is one of the main use cases of 5G networks that has been announced, and since the first commercial version of the 5G system was released, the research in the area of VANETs has become more attractive [30,31]. Many existing works in the literature consider VANETs; however, in this section, we consider only the works that are most relevant to our proposed study in order to highlight the novelty of our work.

The handover process is one of the main critical processes in vehicular communication systems, since it should be done in an efficient, seamless way [32]. This is crucial and presents a challenge for designing VANETs, due to the high mobility of vehicles [33,34]. There are few works that consider the handover process in VANETs or the development of a handover algorithm for VANETs. We considered the recently developed handover schemes for VANETs.

In [35], the authors introduced a novel network structure for a VANET based on MEC technology. The proposed structure achieved high system scalability and high latency efficiency. However, the handover mechanism considered was that of a traditional cellular system, essentially the LTE-V handover mechanism. The authors did not consider developing a new handover mechanism for the developed VANET structure. This would affect the overall performance and create conflict, since MEC servers were not considered in the handover process. In our proposed work, the MEC paradigm is deployed in the VANET structure and represents a main part of the suggested handover algorithm. This makes the handover process more seamless and achieves many other benefits, as introduced later, in Section 3.

In [36], the authors developed a novel network structure for vehicular communications based on SDN technology. The developed system met the ITS requirements and the specifications that had been announced. The challenge of the handover scheme was addressed by developing a fog-shaped cell that reduced the rate of the handover process among RSUs. The work considered the throughput and latency as the key performance indicators. The developed system achieved a higher latency and throughput than other existing systems.

In [37], the authors developed an SDN-based handover scheme for vehicular networks. SDN was used to maintain the transport layer communication during the handover process. The VANET deployed the IEEE 802.11p and enabled V2X communications over an unlicensed spectrum. The simulation results validated the system in terms of throughput. However, our proposed system involves implementing the handover scheme over MEC servers, which achieves less latency. Moreover, the time required to migrate V2X tasks is considered, which reduces the probability of task blocking during the handover process and achieves a higher system availability.

In [38], scientists employed mobile edge computing (MEC) and software-defined network (SDN) technologies in the building of the network to modify the overall net-
work performance under the conditions of high traffic density. They also developed an algorithm of D2D-based clustering to solve the problem of disconnected vehicles in dead zones and offload the network in regions with high traffic. By using the aforementioned technologies, the authors could achieve a performance of up to 74% gains in terms of task-blocking probability.

In [22], the authors proposed an advanced handover algorithm by adopting SDN in the building of the network architecture, and they explained the advantages of using SDN in the network control to administer the data transfer in VANETs. Hence, the connection of the transmission layers could be fixed when the handover occurred. This achieved a high-quality improvement based on the vehicle’s mobility and link rates.

In [39], the authors focused their studies on the latest developments in data-offloading techniques in VANETs. Specifically, they investigated the communication models between vehicles and infrastructure and classified the technique into several categories: data offloading through vehicle-to-vehicle communication, data offloading through vehicle-to-everything communication, and data offloading through vehicle-to-infrastructure communications.

3. MEC/SDN Vehicular Network Structure

In this section, the considered structure of the VANET is introduced. Figure 1 presents the developed MEC/SDN vehicular network that runs over the 5G system. The system enables V2V and V2X communications, as vehicles can communicate with each other and with distributed roadside units (RSUs). Each vehicle deploys an onboard unit (OBU) whose structure is presented in Figure 2. This embedded unit facilitates the implementation and execution of the required communication standards and interfaces.

Figure 1. System structure of the developed MEC-based vehicular network.
The introduction of SDN technology is intended to provide the required network flexibility and an efficient management scheme for the network. For the developed handover scheme, the introduction of SDN achieves a seamless process, since the TCP connection is maintained.

The network deploys SDN technology for the control and management scheme. The considered core network deploys a control plane with multiple SDN controllers. The data-plane of the SDN deploys a distributed scheme of OpenFlow switches that receive their forwarding tables and their updates from the control scheme over the OpenFlow interface. The introduction of SDN technology is intended to provide the required network flexibility and an efficient management scheme for the network. For the developed handover scheme, the introduction of SDN achieves a seamless process, since the TCP connection is maintained.

4. Novel Seamless Handover Scheme for MEC/SDN Vehicular Networks

When a vehicle comes to the intersection between two coverage regions of neighboring RSUs, the vehicle should perform a seamless, fast handover process. Setting up the handover process and selecting the optimum time to turn from one coverage region of an RSU to the other coverage region is a challenge, due to vehicles’ mobility. This section presents the developed seamless, fast handover scheme for the considered vehicular network structure introduced in the previous section.

The quality of the communication process depends on the received signal power, i.e., the received signal-to-interference noise ratio (SINR$_{Rx}$), which should not be decreased lower than a threshold level. The main steps of the developed handover scheme are presented in Figure 3; Figure 4 shows the signaling flow of the developed handover scheme. The first step is the initialization phase, when the vehicle triggers the handover according to the gathered information. These data contain parameters gathered by the different components of the network.
different communication layers, e.g., the transport and network layers, such as the signaling parameters, the spectrum parameters, the mobility, and the throughput. Once the received signal strength decreases below an initial threshold level ($\text{SINR}_{\text{Rx-th-1}}$), the vehicle turns from the steady state to the inspection state. In the inspection state, the vehicle calculates the expected time to reach the next threshold level of received power ($\text{SINR}_{\text{Rx-th-2}}$), at which the handover process should start.

![Handover stages at intersection of coverage regions](image)

In the inspection state, the OBU communicates the MEC server of the serving base station to set up a connection with the MEC server of the targeted RSU. The serving MEC server receives information on the vehicle's current mobility and position. The MEC server calculates the expected time to perform the handover process according to the measured data. It then sends a handover request to the targeted MEC server with the expected time. The targeted MEC server starts to set up a connection with the relevant vehicle through the targeted base station at the estimated time. When reaching the threshold level $\text{SINR}_{\text{Rx-th-2}}$, the connection with the targeted MEC server should be set up, and the third phase of the handover mechanism, i.e., the execution state, starts.

In the execution state, the handover process should be performed, and the vehicle should establish a connection to the targeted coverage region, while the connection to the currently serving coverage region should be disabled. This process should be carried out seamlessly for the end-user, without any discontinuity of the communication process. This requires migrating the current tasks of the vehicle from the current MEC server to the targeted MEC server. This takes a length of time that should be calculated in the second phase, i.e., the inspection state, as the threshold power $\text{SINR}_{\text{Rx-th-2}}$ is allocated according to this length of time. During the migration process, the vehicle starts sending information to the targeted RSU. After the process ends, the connection with the old RSU is ended through the MEC server. This should be done before the received power reaches the third threshold level ($\text{SINR}_{\text{Rx-th-3}}$), which represents the critical received signal, after which the packet reception will be affected.

To perform a seamless handover process, we introduce SDN. The SDN controller maintains the connection at the transport layer unaltered, thus avoiding the limitations of the congestion window (cwnd). To perform a faster migration process and an efficient...
handover process, we introduce the facilities of SDN to the distributed edge computing servers. This can be achieved by our previously developed MEC platform, which deploys an MEC controller with an interface to the SDN controller and implements a lightweight version of the control scheme.

Figure 4. Signaling flow of the developed handover scheme.

4.1. Estimating Threshold Levels

Figure 4 presents the three considered threshold levels deployed for the developed fast handover mechanism. The first threshold level, $L_1$, represents the starting point of the developed handover mechanism, i.e., the start of the inspection state. The second threshold level, $L_2$, is variable, and it represents the end of the inspection state and the start of the execution phase of the handover process. The handover process must be ended before the third level, $L_3$, at which the packet reception ratio from the current serving base station decreases below the required level. Thus, the handover process should be ended before this point to maintain communication with the required QoS.

The main factor in deciding the handover process is the value of the received signal that results in an acceptable packet reception ratio (PRR). Once the value of the received packet ratio decreases below the critical PRR, the communication is interrupted and the quality of service (QoS) is decreased below the required level. Thus, the handover process must be performed before the received packet ratio decreases below the critical PRR. The probability of successful packet reception, $P_{r,sr}$, is calculated by Equation (1).

$$P_{r,sr} = P(L(dB) \leq P_{T_x}(dB) - P_{R_x}(dB)) = P(SINR_{R_x} \geq SINR_{R_x - th - 3}),$$  \hspace{0.5cm} (1)

$$L(dB) = n_0B_{W_{ave}}(dB) + PL(d)(dB),$$  \hspace{0.5cm} (2)
where L is the communication losses, $P_{Tx}$ and $P_{Rx}$ are the total transmitted and received power, $SINR_{Rx}$ is the signal-to-noise ratio of the received signal, and $SINR_{Rx-th-3}$ is the threshold of the received signal-to-noise ratio after which the packets cannot be received successfully. The communication losses can be calculated as the sum of the channel loss and the path loss (PL), which can be calculated as a function of the communication distance (d) using the street canyon model as introduced in [40]. The power spectral density of the considered 60 GHz spectrum is $n_0$, and the Bwave is the allocated bandwidth of the wireless access of the vehicular environment (wave). Thus, to guarantee the successful reception of packets, the received signal-to-noise ratio must be higher than the threshold level, $SINR_{Rx-th-3}$. This condition is included in the developed handover mechanism, as the handover process should be performed before $SINR_{Rx}$ decreases below the threshold level of $SINR_{Rx-th-3}$.

During the inspection state, the initial MEC server calculates the time required to migrate the current services of the vehicle, $T_m$. Based on the received data about the vehicle’s mobility, $V_i$, and the vehicle’s current position, the MEC server calculates the distance corresponding to the $T_m$. This is the required distance a vehicle should travel during the migration process and is referred to as $d_m$. If the distance between the first threshold level, $L_1$, and the third threshold level, $L_3$, is $d$, the threshold level $L_2$ is chosen to achieve $d_2 > d_m$.

### 4.2. Calculating Packet Error Rate

One of the main performance indicators is the packet error rate (PER), which is an indicator for failed transmission. The PER represents the ratio of undelivered packets to the total transmitted packets. It is measured during a sliding window. Figure 5 indicates the total interval during which the PER is calculated is divided into k windows ($\omega$) of equal time intervals ($\tau$). The total PER of a vehicle $v_i$, $PER_T^{v_i}$, is calculated by Equation (3).

$$PER_T^{v_i} = \sum_{j=1}^{k} PER_{\omega_j}^{v_i}$$

where $PER_{\omega_j}^{v_i}$ is the PER of the $j$th window and can be calculated as the ratio of undelivered packets to the total transmitted packets during the window. PER is an important performance metric, since it indicates two main packet losses; the loss of packets missed during queuing due to the arrival of a newer basic safety message (BSM) and the packet loss in the channel due to collision or weak signal.

![Figure 5. Sliding windows to calculate PER.](image-url)

### 5. Performance Evaluation

The developed handover scheme for an MEC/SDN VANET is evaluated in this section. Various simulation scenarios are considered, and the results are presented and discussed.
5.1. Simulation Setup

The system was evaluated over the NS-3 platform, with an open-source traffic simulation from the Simulation of Urban Mobility (SUMO) to provide vehicle mobility. The considered vehicles’ mobility was that of the highway. The simulation process ran over a machine with an Intel Core i9 processor and 64GB RAM. All the required SDN modules for the SDN controller and OpenFlow switches were included with OpenFlow version 1.3.

The considered simulation topology consisted of the specifications presented in Table 1. A two-lane bidirectional road of 5Km length was considered for the simulation process. The road was served by five RSU units, with one MEC server connected to each RSU. The specifications of the RSUs and the connected MEC servers are presented in Table 1.

Table 1. Simulation parameters.

| Parameter                        | Value                          |
|----------------------------------|--------------------------------|
| Road length                      | 5 Km                           |
| Number of vehicles (N)           | \( N \in \{200, 400, 600\} \)  |
| Number of RSUs                   | 5                              |
| Number of MEC units              | 5                              |
| MEC unit placement               | Equidistant                    |
| Vehicle velocity                 | \( V_i \in \{30, 40, 50, 60, 70\} \) Km/h |
| Traffic density                  | \( T_d \in \{0.1, 0.2, 0.3\} \) veh./m |
| Radio transmission range of RSUs | 500 m                          |
| Maximum transmission level       | 20 dBm                         |
| Storage/RAM (MEC)                | 2048 Mb                        |
| Storage/HDD (MEC)                | 5 Gb                           |
| Processing/CPU (MEC)             | \( \epsilon \in \{0.7, 2.5\} \) GHz |
| Maximum workload                 | 50 events/s                    |
| Service rate                     | 10 Mbps                        |
| Streaming service bandwidth      | \( \epsilon \in \{10, 2048\} \) (Kb/S) |
| Vehicle task energy              | \( \epsilon \in \{20, 80\} \) (watt/s) |
| Initial threshold level, SNR<sub>rx-th-1</sub> | 30 dB |
| Third threshold level, SNR<sub>rx-th-3</sub> | 20 dB |
| Data rate                        | 18 Mbps                        |
| Channel bandwidth                | 10 MHz                         |
| Receiver sensitivity             | -94.0 dBm                      |
| Packet transmission frequency    | 10 Hz                          |
| Packet size                      | 190 bytes                      |
| OpenFlow switch                  | 1.3                            |
| Service rate of controller       | 30,000 req/s                   |
| Average request rate of switch   | \( \epsilon \in \{1500, 3000\} \) |
| SDN controller processing delay  | 0.5 \( \mu\)s                  |
| OpenFlow switch processing delay  | 5 \( \mu\)s                    |

The vehicles were distributed along the road according to the traffic density shown in Table 1. Three values for the total number of deployed vehicles, N, were considered to investigate the effect of the increase in traffic along the road on the performance of the developed handover scheme. Moreover, three different traffic densities were considered to investigate the effect of the change in the traffic density on the overall network performance. We considered our previously developed offloading scheme introduced in [41] for data offloading in the proposed MEC-based VANET. The offloading parameters are given in Table 1.

Each vehicle in the developed system was assigned a computing task corresponding to the real task’s workload. For the performance evaluation, we considered three performance metrics: the packet delivery ratio (PDR), the percentage of blocked computing tasks, and the percentage of failed handover processes from the total number of required handover processes.
5.2. Simulation Results

Figures 6 and 7 present the recorded PDR for the developed MEC-based handover scheme and the traditional handover scheme without the MEC involvement. Figure 6 provides the PDR for both systems at different traffic densities, with the distance to the RSU. These results were for a VNET with 400 vehicles, i.e., N = 400, and the vehicles' speed was 50 km/h. Up to 300 m away from the RSU, both handover schemes achieved almost the same PDR; however, after 300 m, the value of the PDR for both systems changed. This change increased after 400 m, since at this distance the handover process had started or was close to starting in the traditional handover scheme. Moreover, with the increase in the traffic density, the PDR decreased due to the higher probability of collisions.

![Figure 6. PDR at different traffic densities, with the distance to RSU.](image)

Figure 6. PDR at different traffic densities, with the distance to RSU.

Up to 50 km/h the change in the PDR for both systems due to different velocities was small; however, it increased for the 60 and 70 km/h velocities. The developed MEC/SDN-based handover scheme achieved an improvement in the PDR compared to the traditional handover scheme. For the three systems, our previously developed offloading scheme, introduced in [41], was used. Figures 6 and 7 provide the three systems' PDR at different vehicle velocities. These results were for a VNET with 400 vehicles, i.e., N = 400, and a vehicle velocity of 50 km/h. The developed MEC/SDN-based handover scheme achieved an improvement in the PDR compared to the traditional scheme. The percentage improvement in the PDR in the case of high vehicle velocity was 64%.

![Figure 7. PDR at different vehicle velocities, with the distance to RSU.](image)

Figure 7. PDR at different vehicle velocities, with the distance to RSU.

Figure 7 provides the PDR for both systems, the proposed and the traditional handover scheme, at different vehicle velocities. These results were for a VNET with 400 vehicles, i.e., N = 400, and a traffic density of 0.1 veh/m. Five vehicle velocities were considered, i.e., those given in Table 1. With the increase in the vehicle velocity, the PDR decreased. Up to 50 km/h the change in the PDR for both systems due to different velocities was small; however, it increased for the 60 and 70 km/h velocities. The developed MEC/SDN-based handover scheme achieved an improvement in the PDR compared to the traditional handover scheme by an average of 47%. Furthermore, the developed scheme achieved a greater improvement in the PDR for a high traffic density and high vehicle velocity.
compared to the traditional scheme. The percentage improvement in the PDR in the case of high vehicle velocity was 64%.

The second performance metric considered was the percentage of blocked tasks. Three systems were considered for the performance evaluation: the first system represented the traditional VANET with the traditional handover scheme; the second system represented the MEC-based VANET with a traditional handover scheme; and the third system represented the developed MEC/SDN-based VANET with the developed handover scheme. For the three systems, our previously developed offloading scheme, introduced in [41], was used. Figures 8–10 provide the three systems’ percentage of blocked tasks in different scenarios. The statistical analysis of the results for each of the three systems is presented in Table 2. This includes the mean and the standard deviation (Std) of the results for each system.

![Figure 8. Percentage of blocked tasks for the three systems with different numbers of vehicles.](image1)

![Figure 9. Percentage of blocked tasks for the three systems at different vehicle velocities.](image2)
Figure 8 provides the average percentage of blocked tasks for each system in three scenarios with different numbers of deployed vehicles. The developed MEC/SDN-based system achieved a better performance in terms of blocked tasks compared with the other two systems. This performance improvement increased with the increase in the number of vehicles in the network. This was due to the introduction of the MEC units managed by SDN, which provided a path for data offloading. Moreover, the developed handover scheme reduced the probability of task blocking because of the consideration of the migration time of the computing tasks.

Figure 9 provides the percentage of blocked tasks for the three systems at different vehicle velocities. These results were for a VANET with 400 vehicles, i.e., N = 400, and a traffic density of 0.1 veh/m. The percentage of blocked tasks increased in all three systems with the increase in the vehicle's velocity. However, the percentage increase in the number of blocked tasks for the developed scheme was the lowest. Figure 10 shows the percentage of blocked tasks for the three systems at different traffic densities. The three systems were simulated for 400 vehicles, i.e., N = 400, and a vehicle velocity of 50 Km/h. The percentage of blocked tasks increased with the increase in traffic density in all three systems; however, the developed scheme achieved a higher efficiency in terms of blocked tasks. The developed MEC/SDN-based handover scheme achieved an average percentage improvement in the number of blocked tasks of 51% compared to the first system. Thus, the introduction of MEC in the handover scheme achieved a higher efficiency in terms of blocked tasks, due to the implementation of the handover scheme near to the end user, with less overhead. Moreover, the deployment of SDN with MEC facilitated the operation of the MEC during the handover implementation and the maintenance of the TCP connection.

The third performance metric was the percentage of failed handover processes compared to the total number of requested handover processes. Figures 11–13 provide the records of the handover failure rate for the developed handover scheme and the traditional schemes. These results were for different velocities, traffic densities, and numbers of deployed vehicles. Figure 11 provides the handover failure rate for the two systems at different traffic densities. These results were for a VANET with 400 vehicles and a vehicle velocity of 50 Km/h. The developed scheme achieved better efficiency in performing the

| Figure | System (1) | System (2) | System (3) |
|--------|------------|------------|------------|
|        | Standard Deviation | Mean | Standard Deviation | Mean | Standard Deviation | Mean |
| Figure 8 | 5.29 | 49.00 | 9.02 | 18.33 | 3.00 | 5.00 |
| Figure 9 | 15.13 | 54.00 | 13.41 | 22.83 | 6.79 | 7.83 |
| Figure 10 | 8.54 | 59.00 | 5.13 | 23.33 | 3.06 | 7.67 |
handover process. Figure 12 provides the handover failure rate at different velocities, while Figure 13 provides the failure rate at different values of the number of deployed vehicles. The developed handover scheme achieved an average percentage improvement in the failure rate of the handover process of 18%.

![Figure 11](image1.png)

**Figure 11.** Handover failure rate of traditional handover schemes and the developed scheme at different traffic densities.

![Figure 12](image2.png)

**Figure 12.** Handover failure rate of traditional handover schemes and the developed scheme at different vehicle velocities.

![Figure 13](image3.png)

**Figure 13.** Handover failure rate of traditional handover schemes and the developed scheme with different numbers of deployed vehicles.

6. Conclusions

The handover process is a challenge in VANETs due to the high mobility conditions and the required user experience. This article introduced an MEC-based VANET structure
and a seamless handover scheme for said structure. The handover process is implemented by an MEC server connected to an RSU, when vehicles come to the intersection of two coverage regions of neighboring RSUs. The developed scheme is based on three calculated threshold levels of received signal power in a way that ensures the handover process is performed before the received signal decreases below the reference threshold level that affects the packet reception. The developed scheme achieved a percentage improvement in the PDR of 64% compared to the existing traditional scheme. Moreover, the developed VANET achieved a 51% percentage improvement in blocked computing tasks compared to existing systems. The handover failure rate of the developed handover scheme was lower than the existing scheme by an average of 18%. Our future directions for this work include analyzing and modifying the algorithm for crossroads with overlapped coverage results from multiple RSUs. This includes adding more metrics, such as the RSU load and the vehicle’s predicted direction.
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