SHOP: A Deep Learning Based Pipeline for Near Real-Time Detection of Small Handheld Objects Present in Blurry Video
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Abstract—While prior works have investigated and developed computational models capable of object detection, models still struggle to reliably interpret images with motion blur and small objects. Moreover, none of these models are specifically designed for handheld object detection. In this work, we present SHOP (Small Handheld Object Pipeline), a pipeline that reliably and efficiently interprets blurry images containing handheld objects. The specific models used in each stage of the pipeline are flexible and can be changed based on performance requirements. First, images are deblurred and then run through a pose detection system where areas-of-interest are proposed around the hands of any people present. Next, object detection is performed on the images by a single-stage object detector. Finally, the proposed areas-of-interest are used to filter out low-confidence detections. Testing on a handheld subset of Microsoft Common Objects in Context (MS COCO) demonstrates that this 3 stage process results in a 70% decrease in false positives while only reducing true positives by 17% in its strongest configuration. We also present a subset of MS COCO consisting solely of handheld objects that can be used to continue the development of handheld object detection methods. https://github.com/spider-sense/SHOP

Index Terms—machine learning, computer vision, object recognition, sharpening and deblurring

I. INTRODUCTION

Though real-time object detection has become a widely studied field of computer vision, very little research has specifically addressed the detection of handheld objects. Many practical applications of handheld object detection involve visual security systems capable of weapon detection [1]. In scenarios like this, where time and accuracy are paramount, the effectiveness of a system is hampered by even small rates of false positives.

Research conducted on handheld object detection typically applies single-stage object detectors to images because they have a higher inference speed than two-stage detectors. However, single-stage object detectors have a lower mean average precision (mAP) than two-stage detectors and struggle with small handheld objects and blurry images due to a lack of object localization [2]. In either case, a high confidence threshold would have to be used to obtain a low rate of false positives during handheld object detection, which would greatly diminish recall.

The multi-stage pipeline we created improves the precision of real-time handheld object detection while maintaining a recall and runtime on par with most single-stage object detectors at a given threshold by filtering out low-confidence false positives. The pipeline first deblurs the image and proposes areas of interest around any detected hands. Then, object detection is performed on the image. Low confidence detections are tested for overlap with any areas of interest. Detections are eliminated if no overlap exists, or if the detection bounding box is too large to be a small object.

When tested at various settings, our pipeline removed between 64-70% of all false positives while removing between 13-33% of all true positives. In its strongest performing configuration in [Table I] the pipeline is able to remove 70% of all false positives while only removing 17% of all true positives. Our pipeline is also near real-time, running around 10 fps when tested on a Nvidia RTX 3060 GPU.

The remainder of this paper is organized in the following way: Section II overviews related works in object detection, pose estimation, and deblurring, highlighting current methods and some of their limitations. Section III outlines the proposed pipeline and the motivations behind our design decisions. Section IV goes over the creation of the datasets used for optimizing pipeline parameters, training, validation, and testing. Finally, Section V reviews experiment results while Section VI concludes with final thoughts and proposals for future work.
II. RELATED WORKS

Here, we briefly summarize the related works to object detection and the different types of networks used.

A. Single and Two-Stage Object Detection

In two-stage object detection, the locations of objects within images are estimated and mapped as regions of interest via a Region Proposal Network (RPN) [3] and are then used as input for a separate detection model. Single-stage object detectors like YOLO directly perform classification and regression on anchor boxes without the formation of regions of interest (ROI), which enables them to achieve high frames per second, but lower mAPs than two-stage detectors [2].

B. 2D Pose Estimation

2D human pose estimation processes visual data and returns a map with the location of body key points for any humans present, which connect to form a skeleton overlay over identified people. The two main approaches to 2D human pose estimation are top-down and bottom-up [4]. The top-down approach identifies a single individual and creates their skeleton overlay one at a time. This is contrasted by bottom-up methods, where a body part map and a part relation 2D vector map identify and map all individuals present at once. Top-down approaches are more computationally expensive as their runtime scales linearly with the number of people present but are also more accurate compared to bottom-up approaches.

Popular top-down approaches in pose estimation are SimDR [5], UDP-Pose-PSA [6], OmniPose [7], and HRNet-W48 [8]. Popular bottom-up approaches are Disentangled Keypoint Regression (DEKR) [9], SimplePose [10], and OpenPose (2017) [4]. Notably, OpenPose is skilled at creating accurate maps even with high crowd occlusion.

C. Image Deblur via DeblurGANv2

DeblurGANv2 [11] is a deep-learning based deblurring approach released by Kupyn et al. DeblurGANv2 uses a generic feature pyramid network for the network feature extractor backbone, allowing users a choice in backbones between Inception-ResNet-v2 [12], MobileNetV2 [13], and MobileNetDSC, which enables users to optimize for accuracy, speed, or a mix of both. MobileNetDSC and MobileNet’s inference runtimes of < 0.06 seconds makes real-time implementation a possibility. Inception-ResNet-v2 and DeblurGANv2 also achieve state-of-the-art results in the SSIM metric.

In particular, the original DeblurGAN [14] paper found that implementing deblurring methods prior to performing YOLOv5 object detection on blurred images results in a larger F1 score, demonstrating heightened precision and recall on YOLOv5 object detection. This demonstrates that increasing the visual clarity of images can facilitate better object detection. Additionally, the DeblurGANv2 method was tested and determined to possess minimal deblurring artifacts, meaning that very few traces of deblurring are present in the deblurred image.

III. SMALL HANDHELD OBJECT DETECTION PIPELINE

The pipeline consists of three main steps: deblur, object detection, and filtering. First, images are deblurred with DeblurGANv2. These deblurred images are processed by YOLOv5 to detect any present handheld objects. Lastly, these detections are collectively considered based on an area of interest generation system, where either SimDR or OpenPose is used to detect poses in the image and create areas of interest around the wrist.

In the following subsections, each step is explained in detail. In the Addendum section, we discuss how the pipeline’s settings can be toggled to tailor it towards specific use cases.

![Fig. 1. Pipeline process from input image to output detections](image-url)

A. Deblur

Based on DeblurGAN’s [14] ability to facilitate increases in visual clarity, and subsequently higher F1 scores in object detection, we inferred that adding deblur as our first step would also enhance our pipeline’s pose-detection by allowing the pipeline to generate more relevant areas of interest during the filtering step.

After reading a single image from the source, the pipeline uses an instance of the DeblurGANv2 [11] model with a MobileNetV2 feature extractor backbone to deblur the image. MobileNetV2 was used as our feature extractor backbone because it provides an order of magnitude decrease in runtime while maintaining an accuracy nearly on-par with the Inception-ResNet-v2 backbone [11].

1OpenCV [15] is used in intermediate processing steps of the pipeline.
B. Object Detection

After deblurring, the image is fed into the YOLOv5 object detection model to generate handheld detections. The training and specific classes used in this model are specified in Section IV. Detections that are above a user-defined upper confidence threshold are immediately accepted. If all detections in the image are above the upper confidence threshold, then the rest of the steps in this pipeline are skipped. Otherwise, the pipeline begins filtering out potential false positives from the group of detections by generating areas of interest.

C. Generating Areas of Interest

To generate areas of interest, the pipeline first utilizes human pose estimation to model human key points, then uses the wrist points as center points for areas of interest, and finally creates a scaling factor to constrain the size of the areas of interest.

a) Human Pose Estimation: Prior to pose estimation, the pipeline performs human detection by running a YOLOv5m object detection model trained on the CrowdHuman dataset [17]. The number of humans detected is then used to determine whether to use SimDR or OpenPose to detect the locations and human keypoints of people in an image. Whether SimDR or OpenPose is used is toggleable by the user: the pipeline will conditionally use SimDR, which will take the human bounding boxes as input, based on a user-defined cap on the number of humans in an image. If the cap is exceeded, the pipeline will switch to using OpenPose.

The dual-use of these two pose estimation models in conjunction with a mutable transition limit allows users to tailor the pipeline towards speed or accuracy depending on the specific use case. SimDR demonstrates strong accuracy on COCO-test, but has a runtime that scales linearly based on the number of humans detected. In contrast, OpenPose demonstrates lesser accuracy than a top-down model like SimDR, but has a runtime invariant to the number of humans in an image. Consequently, our pipeline runs more quickly in images with more humans when compared to viable top-down alternatives such as UDP-Pose-PSA [6], AlphaPose [20], METU [21], and SimDR [5].

The poses generated by this step are then used to generate areas of interest in the following steps.

b) Using Wrists as Center Points: Among the key points generated by SimDR and/or OpenPose, the wrist was the most suitable candidate for a central keypoint. Wrists are the closest COCO keypoint to where handheld objects would be present, rarely deviate significantly in size and shape, and are less likely to be occluded by the presence of a handheld object. Wrists also solve many of the issues caused by directly detecting the hand, such as unreliable detection due to hand occlusion and variations in hand gestures [22]. Generalizing the location of the hand based on an assumption that a vector is continued between the elbow and wrist keypoint would not work either as this generalization does not account for wrist flexibility in edge cases where the wrist bends perpendicularly to the elbow and wrist vector.

In the event that the wrist is not detected or covered, the elbow is used as a backup center measurement. This provides the pipeline resiliency against situations where the handheld objects are held towards the camera (i.e. the wrist is hidden from view). In this situation, the distance between the wrist and elbow is insignificant and the occlusion of the wrist keypoint by the object implies that the handheld object is overlapping significantly with the human’s forearm and would likely be captured by generating an area of interest around the elbow keypoint.

c) Finding a Scaling Factor to Create Areas of Interest: The pipeline uses the center wrist keypoint and its corresponding set of human keypoints to create areas of interest that filter out false positives. To create these measurements, we had to determine whether the detection is within 17.8 cm (7 in) of the wrist keypoint and the length of the detected handheld object. As the pixel distance representing 18 cm around a wrist varies based on the distance of a human from the camera, we needed a reliable scaling factor to approximate the number of pixels representing a single centimeter. This would be a portion of the human body that is generally consistent in width across people with different heights, genders, and physical orientations in an image.

The head fits these criteria. The head is invariant in width, roughly the same diameter in all orientations due to its cylindrical shape, and does not vary much in size. Thus, we used the average head diameter of 200 cm tall men of about 19.8 cm as our scaling factor; \( \approx 19.8 \text{ cm} \) are represented by \( \approx 7 \text{ in} \) in size. This would be a portion of the human body that is generally consistent in width across people with different heights, genders, and physical orientations in an image.

In some cases, partial occlusion makes it hard to ascertain an accurate head width. In this situation, either the distance from the wrist to the elbow or from the elbow to the shoulder are used as a substitute scaling factor. These distances are best

3Past research on hand lengths [23] allowed us to determine that 18 cm is a sufficient distance from the wrist to the middle phalanx of each finger.

4Studies have shown that the difference between the 97th percentile of head circumferences of 200 cm tall men and the 3rd percentile of head circumferences of 150 cm tall men is about 10 centimeters, which translates to an approximately 3 cm (1.2 in) difference in head width [24].
There were two issues we had to account for when using arm lengths as a scaling factor. First, arms can vary in significantly in size. To address this, we partially overestimated the arm length by assuming the subject was male and one standard deviation above average in arm lengths. The second issue was that perceived arm length can differ significantly based on the orientation of the arm relative to the camera. To address this, our pipeline first calculates the pixel widths of all detected arm key points, then only uses the largest pixel width arm as a scaling factor. This pixel width is least likely to grossly underestimate its arm’s actual length. If a forearm is chosen, the pipeline concludes that \( \approx 26 \) cm are represented by forearm pixel width. If an upper arm is chosen, the pipeline concludes that \( \approx 32 \) cm are represented by the upper arm pixel width.

If an accurate arm length cannot be ascertained, but both shoulder keypoints have been detected, the average shoulder width of \( \approx 41 \) cm is used instead to represent the pixel distance between two shoulder keypoints.

The presence of large crowds in an image may cause OpenPose’s bipartite matching to misassign body parts to people. In particularly erroneous matchings, body parts used as scaling factors will not accurately represent a person’s size, causing the pipeline to generate slightly smaller or excessively large scaling factors where a scaling factor is the pixel width divided by the number of centimeters it represents. While slightly smaller scaling factors do not greatly affect the pipeline’s accuracy, excessively large scaling factors can greatly increase the possibility of false positives. To address this, a ceiling was put on the potential length of the scaling factor when OpenPose is used by the pipeline. If any arm length or head pixel width takes up over a fourth of the image’s max dimension, it is ignored. If the shoulder width pixel length takes up more than half of the image’s max dimension, it is ignored. If a scaling factor cannot be found, then the pipeline assumes that a fourth of the image’s max dimension represents 35.6 cm (14 in).

The scaling factor created by the above algorithm is then used to create areas of interest. They are represented as a list of bounding boxes surrounding the central wrist or elbow keypoint where each box represents a boxed region \( \pm 18 \) cm (7 in) in height and width from the central point.

**D. False Positive Filtering**

After getting all detections and areas of interest, the pipeline iterates through the existing detections and only keeps those that meet one of the following conditions:

- Have a confidence value above the user-defined upper confidence threshold.
- Have a user-defined percentage of its area overlap with one of the areas of interest boxes generated in subsection III-C. Additionally, the maximum dimension of the detection cannot be greater than 2.5 times the width of the area of interest box.

The area of interest boxes are set as \( \pm 18 \) cm (7 in), assuming that the handheld object will not be held more than 18 cm away from the wrist due to the wrist being adjacent to the hand itself. The 2.5 times maximum dimension cap puts an upper limit to the acceptable size of the detection. Based on the small handheld COCO classes specified in section IV, we reasonably assumed that the vast majority of instances of these classes will be \( < 53 \) cm (21 in).

Additionally, we added a user-defined upper confidence threshold in our pipeline. At higher confidences, most object detectors suffer from high rates of false negatives rather than high rates of false positives due to the stricter thresholds of accepting a detection. As a result, applying the pipeline to high-confidence detections would not lead to a significant increase in precision and runs a higher risk of accidentally filtering out true positive detections. On a well-trained object detector, the majority of false positives are more likely to come from lower-confidence detections than higher-confidence detections so efforts were focused on filtering out the former.

**E. Addendum**

The sections above highlight the general execution flow of our pipeline. Depending on user-defined settings for execution, the execution order may change. Users can choose to turn off deblurring if their system lacks the hardware to utilize DeblurGANv2 in concordance with pose-estimators and object detectors. In this scenario, the deblurring step is skipped. Additionally, the user may choose to remove the upper confidence threshold acceptance condition for detections highlighted in subsection III-D. In this scenario, the execution order changes,
and area of interest generation is performed before object detection. If no areas of interest can be generated, the pipeline skips the object detection stage and returns zero detections.

Fig. 4. Running the pipeline removes one of the two false positives present in the left image. The person misclassified as a frisbee does not have 25% of its area overlapping with a bounding box and is thus filtered out in the right image.

**IV. DATASET**

To test the pipeline against a standard single-stage detection system, we needed a dataset that specifically focused on handheld objects. There are few datasets available for this task. The majority of relevant datasets, such as HOD [28] and SHORT [29], are focused on single object detection, where each object is fully centered in the image as opposed to “in the wild” detection of handheld objects. In order to further research into handheld object detection, we created our own dataset with train, validation, and test splits based on data from the COCO-train 2017 dataset [30], an 80 class dataset of 118,287 images that is an industry-standard benchmark for object detection models.

The train split consists of 59,145 images (50% of COCO-train) and the validation and test splits have 29,571 images each (25% of COCO-train each). We also constructed a list of 26 classes (a subset of the 80 total classes in COCO) that represent small objects that can be handheld.

**A. SHOP Dataset for future use**

To test end-to-end pipeline performance against a standard object detector, our evaluation program needed to be aware of whether an object is handheld or not. This way, the final evaluation didn’t penalize (or reward) the pipeline for missing (or correctly identifying) objects that were not being held. This meant the evaluation dataset needed to have both standard bounding box annotations and additional annotations for whether each bounding box was of a handheld or not handheld object.

To construct the set, we started with the 29,571 images in the test split. Images without at least one instance of the person class were eliminated, as objects cannot be held without a person in the image to hold them. Images that did not have at least one instance of one of the 26 handheld classes discussed above were also eliminated. This left 6,501 images with 24,844 annotations for manual review.

Images were reviewed by unaffiliated workers to minimize the risk of labeling bias. To facilitate this, we created a simple website that showed annotations one at a time, with the option to mark each annotation as “handheld” or “not handheld,” along with an ID number for the current annotation they were looking at. Workers were assigned a range of annotation IDs to work on in blocks of 3,800. After labeling, the dataset had 3,716 images that contained at least one handheld object with 5,457 total instances of handheld objects. The final dataset is available at the following link: https://github.com/spider-sense/SHOP/releases. Due to time constraints, we were unable to use this dataset in the testing of our pipeline. We plan on utilizing the SHOP dataset in future research.

**B. Final Testing Set**

Our pipeline tests were conducted against a handheld subset of COCO-validation, a 5000 image dataset. Similar to the COCO-train based testing set above, all non handheld objects in this set were eliminated. This left 1100 images with 1056 annotations of handheld objects.

**V. RESULTS**

While testing, we used the subset of COCO-validation specified in subsection IV-B. All tests were run at a confidence of 0.001 with varying upper-confidence thresholds and pose thresholds of -1 and 3. This allowed half the tests to be run with only a top-down model (when pose threshold is -1); the other half were conditionally run using either a top-down or bottom-up model. Top-down models were utilized if 3 or fewer people were detected, while a bottom-up model was used when there were more than 3 people detected in an image. Images were set to require an overlap parameter of greater than 25% with an area of interest generated box to be accepted. For this test, we did not utilize image deblurring as blur is typically not present in the COCO dataset. Both the baseline YOLOv5 and the pipeline were tested using YOLOv5s, YOLOv5m, and YOLOv5l models. We evaluated test runs by calculating the number of true positives, false positives, and false negatives.
TABLE I

| YOLO Weights | Pose Person Threshold | Upper-Conf Threshold | mAP   | TP Filtered (%) | FP Filtered (%) |
|---------------|-----------------------|----------------------|-------|-----------------|-----------------|
| yolov5s.pt    | Only top-down         | 1.1                  | 0.294 | 25%             | 64%             |
| yolov5m.pt    | Only top-down         | 1.1                  | 0.369 | 24%             | 64%             |
| yolov5l.pt    | Only top-down         | 1.1                  | 0.393 | 24%             | 64%             |
| yolov5s.pt    | Top-down ≤ 3          | 1.1                  | 0.267 | 33%             | 69%             |
| yolov5m.pt    | Top-down ≤ 3          | 1.1                  | 0.335 | 32%             | 69%             |
| yolov5l.pt    | Top-down ≤ 3          | 1.1                  | 0.357 | 32%             | 70%             |
| yolov5s.pt    | Only top-down         | 0.7                  | 0.327 | 20%             | 64%             |
| yolov5m.pt    | Only top-down         | 0.7                  | 0.423 | 15%             | 64%             |
| yolov5l.pt    | Only top-down         | 0.7                  | 0.456 | 13%             | 64%             |
| yolov5s.pt    | Top-down ≤ 3          | 0.7                  | 0.306 | 27%             | 69%             |
| yolov5m.pt    | Top-down ≤ 3          | 0.7                  | 0.404 | 21%             | 69%             |
| yolov5l.pt    | Top-down ≤ 3          | 0.7                  | 0.437 | 17%             | 70%             |

TABLE II

PR CURVES

Pose with No Upper Confidence Threshold

Pose with Upper Confidence Threshold at 0.7

poseNoUpper = no upper confidence threshold, upperPose70 = upper confidence threshold at 70%, Td = only top-down, det = normal YOLOv5

TABLE III

BLURRED DATASET RESULTS

| YOLO Weights | Pose Person Threshold | Upper-Conf Threshold | mAP   | TP Filtered (%) | FP Filtered (%) |
|---------------|-----------------------|----------------------|-------|-----------------|-----------------|
| yolov5s.pt    | Only top-down         | 0.7                  | 0.320 | 20%             | 64%             |
| yolov5m.pt    | Only top-down         | 0.7                  | 0.420 | 15%             | 64%             |
| yolov5l.pt    | Only top-down         | 0.7                  | 0.445 | 14%             | 64%             |
| yolov5s.pt    | Top-down ≤ 3          | 0.7                  | 0.302 | 28%             | 70%             |
| yolov5m.pt    | Top-down ≤ 3          | 0.7                  | 0.400 | 21%             | 69%             |
| yolov5l.pt    | Top-down ≤ 3          | 0.7                  | 0.424 | 19%             | 70%             |

TP Filtered and FP Filtered are calculated by comparing the number of true positives and false positives filtered out when compared to YOLOv5 with a preprocessing deblur step

outputted by the pipeline from confidences from 0.0 to 1.0 in intervals of 0.05. For each run, we plotted the PR Curve and calculated the mAP. After running tests, we also calculated the ratio of true positives our pipeline filtered out and the ratio
TABLE IV
BLURRED DATASET PR CURVES

| PR Curve | YOLOv5s | YOLOv5m | YOLOv5l |
|----------|---------|---------|---------|
| det      | 0.80    | 0.75    | 0.78    |
| detNoBlur| 0.50    | 0.40    | 0.44    |
| upperPose| 0.60    | 0.55    | 0.58    |
| upperPoseNoUpper| 0.55| 0.45| 0.48|

Td = only top-down, poseNoUpper = no upper confidence threshold, upperPose = upper confidence threshold at 70%, det = normal YOLOv5 run without deblurring, detNoBlur = normal YOLOv5 run with deblurring

Our pipeline demonstrates the legitimacy behind using deblurring and pose-based areas of interest generation to filter out location-based false positives particularly in blurry images. Using the dataset we created, we hope other researchers can build upon this work to provide a stronger filter that can provide greater boosts in mAP to handheld object detectors.

VI. CONCLUSION

The progression of handheld object detection research will greatly affect practical applications of object detection software. Throughout this paper, we presented a multi-stage pipeline that efficiently detects handheld objects at high precision while retaining a recall similar to that of single-stage...
object detectors. We demonstrated through validation testing that the localization of handheld areas of interest has the potential to filter out large amounts of location-based false positives resulting in a larger mAP bound around certain confidence thresholds and that the addition of a debur step makes a detector significantly better in blurry use cases. In addition, we created an open-source dataset of handheld objects based on a subset of MS COCO where the objects are in candid positions rather than the focus of an image linked here: https://github.com/spider-sense/SHOP/releases. In future models, we anticipate taking steps to find and implement more advanced bottom-up and top-down models such as OffsetGuided and UDP-Pose for faster runtimes and more relevant areas of interest generation. More precise models would make the true positive and false positive filtering rates, which would allow us to increase the confidence threshold at which our pipeline would be viable. Additionally, we would like to further test handheld detection models by training them on the SHOP dataset. We will also continue to look for methods to better localize locations of true positives and to filter out unwanted false positives. We anticipate that we will continue to use more modern neural networks and pipeline algorithms to reduce our computational cost and potentially make this pipeline real-time. These steps, in tandem, would likely increase the viability of our pipeline in real-life use cases.
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