Extending vegetation site data and ensemble models to predict patterns of foliage cover and species richness for plant functional groups
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Abstract

Context Ensembles of artificial neural network models can be trained to predict the continuous characteristics of vegetation such as the foliage cover and species richness of different plant functional groups. Objectives Our first objective was to synthesise existing site-based observations of native plant species to quantify summed percentage foliage cover and species richness within four functional groups and in totality. Secondly, we generated spatially-explicit, continuous, landscape-scale models of these functional groups, accompanied by maps of the model residuals to show uncertainty. Methods Using a case study from New South Wales, Australia, we aggregated floristic observations from 6806 sites into four common plant growth forms (trees, shrubs, grasses and forbs) representing four different functional groups. We coupled these response data with spatially-complete surfaces describing environmental predictors and predictors that reflect landscape-scale disturbance. We predicted the distribution of foliage cover and species richness of these four plant functional groups over 1.5 million...
hectares. Importantly, we display spatially explicit model residuals so that end-users have a tangible and transparent means of assessing model uncertainty.

**Results** Models of richness generally performed well ($R^2$ 0.43–0.63), whereas models of cover were more variable ($R^2$ 0.12–0.69). RMSD ranged from 1.42 (tree richness) to 29.86 (total native cover). MAE ranged from 1.0 (tree richness) to 20.73 (total native foliage cover).

**Conclusions** Continuous maps of vegetation attributes can add considerable value to existing maps and models of discrete vegetation classes and provide ecologically informative data to support better decisions across multiple spatial scales.
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**Introduction**

Landscape ecology integrates ecological patterns and processes across multiple species and spatial scales (Turner 2005). Integrating ecologically important attributes across landscape scales can enhance conservation and land management decision making (Margules and Pressey 2000; Pressey et al. 2007; Ferrier and Drielsma 2010). Often maps of vegetation extent and community type are the primary sources of spatial information used to represent patterns of ecologically important attributes and underpin decision-making across multiple spatial scales. Typically, maps of vegetation extent depict binary classifications such as ‘extant versus cleared’; ‘woody versus non-woody’ or ‘native versus non-native’. Maps of vegetation communities often depict discrete boundaries between community types, each represented as internally homogeneous composition, structure or function (Noss 1990).

However, discrete boundaries seldom represent continuous characteristics or the functional status of vegetation, such as the presence, abundance or diversity of different functional groups (Noss 1990; Evans and Cushman 2009; De Cáceres and Wiser 2011). To overcome some of these limitations, maps that represent the continuous variation and gradients in important vegetation attributes have been increasingly being created and used in landscape ecology (Austin and Smith 1989; DeFries et al. 1995; Pausas and Austin 2001). Continuous vegetation models recognise that patterns in vegetation often present as gradients and typically rely on remote sensing. Remote sensing data have advanced the development and production of continuous vegetation models by integrating biochemical, physiological and structural quantities of vegetation across a range of spatial and temporal scales (Houborg et al. 2015; Lausch et al. 2020). However, due to confounding and complex interactions between leaf, canopy, atmosphere and reflectance, integrating remote sensing data in ecology remains challenging with large uncertainties (Schimel et al. 2020; Schrodt et al. 2020), especially when used for informing models that target species or aggregated functional groups (Ustin and Gamon 2010).

In contrast to approaches that rely on remote sensing to map important vegetation attributes, we have focussed on constructing spatially explicit maps of two important continuous characteristics of vegetation—foliage cover and species richness—from existing on-ground species observations. Modelling continuous surfaces from these site-based observations has, to date, focused mostly on individual species distribution models (i.e. predict first, assemble later strategy Ferrier and Guisan 2006) or on modelling overall native species richness (i.e. assemble first, predict later strategy Ferrier and Guisan 2006). Our approach extends the assemble first, predict later strategy to work not just with overall native cover or richness, but with the foliage cover and species richness of functional groups, described by growth forms, thereby providing more information on important continuous characteristics of vegetation.

Aggregations of plant species based on their growth form represent a long-standing (Warming and Vahl 1909) and simple (Kattge et al. 2020) approach for characterising plant functional groups and thereby helping to reveal spatial patterns in habitats, resources and communities at a range of spatial scales.
Functional groups are useful for consolidating and describing the multi-layer structural complexity within vegetation communities. These aggregations also provide a more nuanced interpretation of the relative abundance and composition of different groups of plant species within communities (Warming and Vahl 1909; Box 1981), the effects of disturbance and competition (Grime 1977), dispersal and migration (Svenning and Sandel 2013) and adaptations to climate (Smith 1913; Cain 1950). Globally, site-based floristic inventories that record individually observed plant species (Franklin et al. 2017; Brueelheide et al. 2019) and their growth form allocations (Engemann et al. 2016; Oliver et al. 2019; Kattge et al. 2020) are becoming easier to access. These accessible databases offer opportunities to explore the emergent properties of plant functional groups to inform the ecological patterns and processes that underpin landscape ecology across multiple species and spatial scales.

Here, we focus on tree, shrub, grass and forb growth forms to demonstrate an alternative approach to modelling spatially-explicit and continuous characteristics of foliage cover and species richness of different plant functional groups. The first objective of our study was to aggregate site-based observations of native species into the four growth form based functional groups. We then calculated the foliage cover and species richness for each functional group. We coupled these site-based observations with spatially-complete surfaces (hereafter referred to as predictor surfaces, also defined as environmental covariates or explanatory variables) that influence the growth and morphology of vegetation, as well as landscape-scale disturbance. The second objective was to extrapolate the spatial patterns in the foliage cover and species richness of plant functional groups using ensembles of artificial neural networks (ANN) models and produce maps of these predictions across the landscape. Our study demonstrates a rigorous and repeatable approach to producing spatially-explicit and continuous maps of foliage cover and species richness of different plant functional groups for conservation and land management applications.

Methods

Study area

Our study area is located in north-eastern New South Wales (NSW), Australia (Fig. 1). Vegetation is diverse, ranging from Closed Rainforests in the eastern elevated (1510 m) regions to Arid Shrublands and Grasslands on the drier western plains (Keith 2004). The area is dominated by privately-owned land used for agriculture (52% land used for grazing and 23% used for cultivation, including irrigated cropping). Less than 10% of the area is protected within National Park or public reserve.

Site-based data to inform landscape-scale models: the response variables

We extracted floristic records from in the BioNet Database (http://www.bionet.nsw.gov.au). Only records that were: observed in a fixed area (0.04 ha); included either a percentage foliage cover estimate (< 1% to 100%) or a cover-abundance score (e.g. 1–6 Braun-Blanquet cover-abundance score) for every plant species and contained all other required metadata information (Step 1.1 in Fig. 2) were used as response data. The suite of sites extracted from the database spanned a survey period from 1986 to 2011. Site locations were also cross-checked with a map of extant vegetation (NSW Office of Environment and Heritage 2017) to assess if native vegetation had been removed or cleared subsequent to the floristic survey. Because our predictor surfaces were resampled to 25 m resolution (see Environmental and disturbance variables below), we ensured that sites had a minimum of 55 m to the nearest neighbour (McNellie et al. 2015). Where sites were located within 55 m of each other, one of the sites was randomly selected and excluded from further analyses. Floristic data recorded on an ordinal cover-abundance scale were converted to percentage cover values following methods described in McNellie et al. (2019) (Step 1.2 in Fig. 2). All species were assigned as either native or non-native (Harden 1990). We accessed an existing framework for allocating native species to growth form (Oliver et al. 2019) (Step 1.3 in Fig. 2). We focused on the four dominant growth form groups: trees, shrubs, grass and grass-like (hereafter referred to as grasses) and forbs. Nateness and growth form were used to define functional
groups. For each functional group, cover was calculated by summing the foliage cover estimates of all native species and richness was assessed by counting all native species (after aggregating subspecies and varieties). In total, we synthesised ten sets of response data: total native cover; total native richness; as well as foliage cover and species richness of trees, shrubs, grasses and forbs.

To improve predictive accuracy and to build a representative dataset, we created an additional set of background points (Step 1.4 in Fig. 2). Given our exclusive interest in the foliage cover and species richness of the plant functional groups, our background points were locations where there was virtually no perennial cover of native vegetation. Background points were important in this study as the training data were almost exclusively obtained from natural or near-natural vegetation and the objective of this study was to extrapolate our models across all land tenures. This complementary set of background points were generated using on-screen digitising point registration using satellite imagery (2009 SPOT 5) as a backdrop to identify under-sampled land uses that were anthropogenically modified and contained no native terrestrial vegetation such as irrigation bays, water bodies and infrastructure. All background points were at least 100 m apart to ensure they were not near-neighbours. Each background point was attributed as having 0% foliage cover and zero native species richness. The dataset used to train the models contained 6806 sites and an additional 2462 background points. The subset of sites that matched the temporal period of the remote sensing variables (2005 to 2012 and that were used to predict cover—detailed below) was 3021 floristic sites and we selected a random subset of 1015 background points. The training matrix, absence sites and extracted values for all predictor surfaces are stored at https://doi.org/10.6084/m9.figshare.13728301.
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Environmental and disturbance variables:
the predictor surfaces

We selected a suite of predictor surfaces that describe spatial variation in (a) environmental attributes that directly (temperature, moisture, radiation, soil) or indirectly (geology, topography) influence the resources and conditions controlling growth and morphology of vegetation (Box 1981; Guisan and Zimmermann 2000; Pressey et al. 2000; Austin 2002; Franklin 2009) and (b) disturbance variables that modify and fragment vegetation, based on an a priori assessment of the potential importance of these variables (Step 2.1 in Fig. 2 and Supplementary Material S1).

Abiotic environmental surfaces

Climatic and topographic surfaces were developed using the Australian 1 s, smoothed digital elevation model (DEM-S) (Gallant et al. 2011). Raster surfaces were resampled to 25 m resolution to match the observational scale of the response data (Williams et al. 2012). Climatic variables were calculated using the MTHCLIM module in ANUCLIM v6.1 (Xu and Hutchinson 2013) for the 1921–1995 epoch. Detailed and additional information on predictor surfaces is provided in Supplementary Material S1.

Contemporary disturbance surfaces

Anthropogenic modification has a direct link with changes and loss in biodiversity (Maxwell et al. 2016), and land-use mapping at the catchment-scale can be used as a proxy for disturbance (e.g. Gardner et al. 2009). Catchment-scale mapping describes the different primary management practices across the broader landscape and was captured using a consistent framework at a continental-scale as per standards set by the Australian Collaborative Land Use Mapping Program (ACLUMP) and using the Australian Land Use and Management ALUM Classification (Lesslie et al. 2006). We used the ALUM framework to assign mapped land use classes to seven major groups: conservation areas that are essentially natural ecosystems; tree and shrub cover on private land; grazing; cropping and horticulture; land uses subject to extensive modification (which included all urban areas, roads, mining, power generation and areas used for intensive animal production); rivers and wetlands (see Supplementary Material S1).

Predictor surfaces derived from Landsat TM imagery were used only to inform models of total native vegetation cover and vegetation cover by growth form. Landsat TM imagery from 2005 to 2012 was used to calculate normalised difference vegetation index (NDVI), foliage projected cover (FPC) (Lucas et al. 2006) and bare ground including exposed soil and rock (Scarth et al. 2010). Consequently, the response data used to train and verify models of total native vegetation cover and vegetation cover by growth form were a subset of sites surveyed between 2005 and 2012. Prior to training the models, we tested for collinearity between the predictors by calculating the Variance Inflation Factor (VIF). Where the VIF exceeded 5, the predictor was excluded and the VIF was recalculated (O’Brien 2007) (Supplementary Material S2 details which variables were excluded).

Modelling framework

Of the range of modelling methods available to extrapolate site-based observation data (Elith et al. 2006), we used ensembles of ANN models (see additional information on the model parameters detailed in Supplementary Material S3). ANNs are advantageous for ecological applications where data do not meet parametric statistical assumptions and the relationships between the response data and the predictor surfaces are complex, unknown or non-linear (Bishop 1995; Fielding 1999). We chose ANN (Statistica software v10) because they are effective for resolving complex predictions and can handle redundant or co-linear predictor variables (Statsoft Inc. 2013 ). In addition, other non-parametric models, such as Random Forests, interpolate by recursively partitioning the data, whereas ANNs can extrapolate which
is more useful in predicting lower and higher ends of the data distribution (Heikkinen et al. 2012).

For each vegetation attribute, the training matrix (Step 2.2 in Fig. 2) was randomly split into three subsets: 50% of the data were used to train the model; 20% were used to test the model; the remaining 30% were withheld from training and testing and were used as independent data to verify the model (Step 3.1 in Fig. 2). This form of three-way data partitioning is a rigorous method for validating models (Fielding 1999; Chicco 2017; Quinn et al. 2021). We trained 25 ANN models and averaged them to produce an ‘ensemble of random samples’ model (Opitz and Maclin 1999; Araújo and New 2007; Shmueli 2010). Before training neural networks, input and target variables were scaled using linear transformations such that the original minimum and maximum of every variable were mapped to the range (0, 1). The predictive performance of each ensemble model was evaluated by calculating the coefficient of determination ($R^2$) (Step 3.2 in Fig. 2). It is important to note that model performance was judged by determining how well the model performed when applied to new data (the out-of-sample subset). Parity between the $R^2$ for the training and hold-out subsets indicates how well the random sub-sampling has represented the range of variation in the entire dataset (Step 3.3 in Fig. 2).

We compared the root mean squared deviation (RMSD) (see Supplementary S5) as an estimate of the deviation of the transformed cover values from the 1:1 line. We also calculated the mean absolute error (MAE) (see Supplementary S5). Both error estimates report errors in the same scale as the input data.

Sensitivity analyses were performed to assess the contribution of each predictor surface to the model (Step 3.3 in Fig. 2 and Supplementary Material S6). Sensitivity analyses are unit-less measurements and show how the model performs when each predictor is removed from the analysis.

Spatial autocorrelation arises in ecological data because points that are nearer to one another are more likely to be similar, in either the response variable (e.g. occurrence or abundance) or their environmental profile of the predictor surfaces used in the model, than points that are further apart (Keitt et al. 2002; Dormann et al. 2007; Getis and Ord 2010). To check for the presence of spatial autocorrelation, we assessed the spatial relationship of model residuals (see Step 5.2 in Fig. 2 and Supplementary Material S7) by evaluating Moran’s Index, z-scores and p-values using ArcGIS Spatial Statistics toolbox (ArcGIS v10.4). Both z-scores and p-values are associated with the standard normal distribution where z-scores are standard deviations (see Supplementary Material S7).

Predicting spatial patterns across the whole landscape

In this stage, we used raster analyses to treat every 100 m grid cell in the study area (approximately 11.5 million grid cells) as a new, unknown, or unsurveyed site (Step 4.1 in Fig. 2). At the centroid of each grid cell (see Supplementary Material S4—NN Extractor.exe) and the underlying values of the predictor surfaces were extracted to build the prediction matrix (see Supplementary Material S4—NN Extract from Binaries.exe for details of the software designed to build this matrix). This matrix (sites × predictor variables) formed the ‘predict later’ (Ferrier and Guisan 2006) input table used to predict the trends and patterns learned from the training data site (Step 4.2 in Fig. 2).

To build predictive models of each of the ten vegetation attributes, each of the 25 training models per attribute (representing 25 trained networks) were deployed to every grid cell in the prediction matrix which represented the new, unknown cases. These analyses produced 25 prediction models. The final predicted output for each grid cell was averaged to create a single ensemble model for each vegetation attribute (Step 4.3 in Fig. 2). Custom software (Step 5.1 in Fig. 2) (see Supplementary Material S4—NN Tools Prediction.exe) transformed the model output as raster maps (Step 5.2 in Fig. 2). An overlay of mapped non-native vegetation was used to mask out areas that have been identified as cleared of native vegetation (NSW Office of Environment and Heritage 2017).

Representing the model residuals as maps

To investigate the spatial patterns in the model residuals, we used ordinary kriging (implemented in the Spatial Analysis toolbox in ArcGIS v10.4). Ordinary kriging interpolates the unknown locations by considering both the distance and the degree of variation between known data points. This technique presumes each known data point to be locally influenced and this influence decreases as the distance from
the sampled location increases (Paramasivam and Venkatramanan 2019). The interpolation procedure assigns greater weights to closer points. The standardised model residuals were used as known input points and the 12 nearest points were selected using a variable search radius. The interpolation methods used the weighted average to estimate the residual error in unknown locations (see Step 5.3 in Fig. 2). Negative values indicate over-prediction and positive values indicate under-prediction. The standardised residual error can be interpreted like z-scores (standard deviations), whereby values that exceed $-2.58$ and $2.58$ are regarded as spatial outliers. This is a robust method of geostatistical interpolation (Franklin 2009).

**Results**

**Model assessment**

For the hold-out subsets, $R^2$ ranged from 0.69 (total native cover) to 0.12 (for forb cover) (Table 1). When the trained models were tested against the hold-out subsets, the difference in $R^2$ was small. The difference between the $R^2$ for the train:test:hold-out subsets for richness models did not exceed 0.05 (tree richness). The $R^2$ for the train:test:hold-out subsets for cover models did not exceed 0.04 (tree and grass cover). This parity shows that 50:20:30 (train:test:hold-out) partitioning represented the data adequately and that model performance was equal when applied to the out-of-sample subset.

Both RMSD and MAE are reported in the same units as the response data. The results of the RMSD for the cover models show that the mean deviation of predicted cover relative to the observed cover was small and ranged from 9.1 (forb cover) to 28.95 (total native cover). RMSD values for the richness models show that the predicted richness values relative to observed richness values were also small and ranged from 1.45 (tree richness) to 10.65 (total native richness) (Table 1). MAE for cover models ranged from 5.37 (forb cover) to 20.73 (total native cover). Likewise, MAE for richness models was small and ranged from 1.0 (tree richness) to 7.77 (total native richness) (Table 1). When considered in the context of the potential range of observer error (Cook et al. 2010; Morrison 2016), our models are ecologically realistic and fit for the purpose of assessing foliage cover and species richness of plant functional groups.

The Moran’s Index (Supplementary Material S7) suggests that the model residuals were not spatially autocorrelated. Z-scores for the residuals of the cover models ranged between 0.63 (trees) and 0.01 (shrubs and grasses) and the z-scores for the richness models ranged between $-0.35$ (forbs) and 0.15 (shrubs).

Table 1 Coefficient of determination ($R^2$) for the ensemble of random samples for each of the ten vegetation attributes

| Vegetation attribute | $R^2_{\text{Train}}$ | $R^2_{\text{Test}}$ | $R^2_{\text{Hold-out}}$ | RMSD | MAE |
|----------------------|----------------------|----------------------|------------------------|------|-----|
| Tree cover           | 0.63                 | 0.59                 | 0.59                   | 16.23| 10.68|
| Shrub cover          | 0.31                 | 0.33                 | 0.31                   | 17.34| 11.44|
| Grass cover          | 0.31                 | 0.28                 | 0.27                   | 21.53| 15.07|
| Forb cover           | 0.15                 | 0.13                 | 0.12                   | 9.06 | 5.37 |
| Total cover          | 0.72                 | 0.69                 | 0.69                   | 29.86| 20.73|
| Tree richness        | 0.49                 | 0.53                 | 0.54                   | 1.42 | 1.00 |
| Shrub richness       | 0.40                 | 0.44                 | 0.44                   | 3.59 | 2.53 |
| Grass richness       | 0.40                 | 0.43                 | 0.44                   | 4.00 | 2.95 |
| Forb richness        | 0.40                 | 0.42                 | 0.43                   | 5.58 | 4.06 |
| Total richness       | 0.59                 | 0.62                 | 0.63                   | 10.68| 7.77 |

Numbers in bold highlight results for the hold-out subset

The root mean squared difference (RMSD) and mean absolute error (MAE) estimates show the mean deviation of predicted cover with respect to the observed cover and predicted richness values with respect to the observed richness values. Number of observations cover models $n = 3021$ and total number of observations for richness models $n = 9268$
Predictor variables and sensitivity analysis

Sensitivity analysis showed that the categorical predictors (land use and great soil group) made the two highest contributions to training models (Supplementary Material S6). Overall, the suite of richness models yielded higher sensitivity values for land use and soils, followed by climatic variables (isothermality and precipitation/evaporation) and soil properties (% clay). FPC had higher sensitivity values for the suite of cover models, especially total native cover and tree cover, which is not surprising given it is a remotely sensed predictor. However, for some of the cover attributes, such as forb cover, there were few strong predictor variables and the resultant predictive model was poor.

Extrapolating spatial patterns across the landscape

We created spatially explicit model-based predictions for ten vegetation attributes. Here we show an example (Fig. 3) of the detailed (1:1 000 000 scale) prediction surface for summed grass cover (%) (Fig. 3a) and the modelled estimate of standardised residual error in the prediction (Fig. 3b), for a section of the study area (Fig. 3c). Standardised residual errors illustrate under- and over-estimation across the entire landscape and are specific to each vegetation attribute. Displaying error maps in this simple form is intended to allow end-users to assess the relative strength of our models at specific locations. To further demonstrate how individual vegetation attributes can be modelled, Fig. 4 shows a detailed example for shrub richness (1:1 000 000 scale) over the same area. The spatially explicit maps for all ten vegetation attributes and their

---

**Fig. 3** Fine-scale representation of predicted grass cover showing the detail of the a continuous surface for grass cover (summed % foliage cover), b standardised residual error for grass cover and c a location diagram within the study area.
accompanying residual error maps are supplied as Supplementary Material S8.

Discussion

Extending site-data for predictive ecological modelling

Here we generate continuous predictive vegetation models of foliage cover and species richness for different functional groups. We have shown how existing inventories of floristic data can be assembled into growth forms which can, in turn, be used to map different facets of foliage cover and species richness of plant functional groups at landscape- or regional-scales. The methods we have outlined here have global applications. The ever-growing volume of floristic site data (Dengler et al. 2011; Schaminée et al. 2011; Peet et al. 2013; Brueelheide et al. 2019) and large-scale syntheses of species to a growth form (Engemann et al. 2016; Oliver et al. 2019; Kattge et al. 2020) has offered opportunities to explore how site-based observations can be extended to inform spatial models. Currently, much effort and attention has been applied to using these floristic data to inventory, describe and map vegetation community types at broad scales (e.g. Mucina and van der Maarel 1989; Grossman et al. 1998; Chytry et al. 2011; Wiser et al. 2011). Wintle et al. (2005) rank the types of data that are used for modelling habitat suitability. These authors describe data representing counts of individual species as the most difficult to acquire because they are often constrained by cost and time. They also require considerable expertise to identify species. Here we have extracted a large set of existing floristic

![Fig. 4](image-url) Fig. 4 Fine-scale representation of predicted shrub richness showing the detail of the a continuous surface for shrub richness, b standardised residual error for shrub richness and c a location diagram within the study area
observations and used these records to provide an extended, comprehensive and important set of vegetation functional group characteristics that can be used to inform a range of ecological applications.

Our approach of using site-scaled species data collected from a fixed-area (0.04 ha) plots to inform landscape models is useful because species aggregated to growth forms provide very tailored, habitat-specific information for species presence, abundance and distribution. Furthermore, assessments of the spatial patterns of variation in the foliage cover and species richness of functional groups can be critical as they can reveal information about landscape condition and fragmentation (Saunders et al. 1991; Taylor and Lindenmayer 2020) as well as understanding patterns important for predicting the future ecological integrity of native vegetation (Oliver et al. 2021). These models are useful in supporting conservation and land management decision making for multiple species across spatial scales.

Our spatially explicit representation of foliage cover and species richness of individual plant growth forms can overcome some of the sources of variation found in maps of vegetation communities. Hearn et al. (2011) found that most errors in mapping vegetation boundaries were observed where neighbouring vegetation types had similar structure and richness. Delineating communities on a map is often an arbitrary decision that requires a degree of expert interpretation because most vegetation types intergrade across ecotones. Furthermore, Hearn et al. (2011) also found that experts differed in their opinions about which vegetation types were contained within the mapped boundaries, especially when vegetation structure and composition were similar (such as in shrub-dominated heaths or grasslands). Our alternative approach is unimpeded by bounded vegetation categories because we represent foliage cover and species richness as continuous surfaces that can express the heterogeneity in vegetation across the landscape.

Evaluating the predictor surfaces

Land use, as a proxy for disturbance, was a strong predictor for all vegetation cover and richness measures. Land use is a key driver underpinning the modification of natural landscapes (Fischer and Lindenmayer 2007; Newbold et al. 2016). This study addresses the challenge of selecting an appropriate and comprehensive set of predictor surfaces (Williams et al. 2012) by using predictors that are known to influence growth and morphology of vegetation, such as temperature, light, topography, hydrology (Box 1981; Austin 1998), as well as predictors that are known to modify and fragment landscapes. The approach described here has the capacity to be broadened. Globally, compilations of gridded environmental surfaces that represent climate, soils or topography are readily available (e.g. for climatic data see WorldClim (Fick and Hijmans 2017); for soil data see SoilGrids (Hengl et al. 2017) or digital elevation models from which topographic predictors can be derived (e.g. ASTER Global Digital Elevation Model https://lpdaac.usgs.gov). Remote sensing technologies have and will continue to advance vegetation and landscape ecology (Cavender-Bares et al. 2020).

Despite our careful selection of predictor surfaces, some variables will have limitations. Firstly, categorical land use mapping may not represent differing intensity, frequency or duration of disturbance on native vegetation. For example grazing by either native animals or livestock varies in its intensity and impact on native vegetation (Olff and Ritchie 1998; Lunt et al. 2007; Speed and Austrheim 2017; Pausas and Bond 2019) therefore some types of disturbance are not uniform within a single land use category. Secondly, some disturbance events, such as fires, droughts or floods, are stochastic in time (duration, intensity and frequency) and space (scale and extent) (Levin 1992; Lake 2000) and their effect on vegetation can be complex (Pausas and Austin 2001). A static surrogate such as land use may not capture the spatial and temporal variation in disturbance (Drielsma and Ferrier 2006); however, agricultural transformation is a significant driver of biodiversity loss (Maxwell et al. 2016). By focussing on different growth forms, we implicitly acknowledge that different disturbances influence different functional groups in different ways. Advances in data availability (such as routinely updated land use information, or remotely sensed data, including hyperspectral, LiDAR, IKONOS, Quickbird, Landsat ETM and Sentinel-2) may offer opportunities to dynamically and iteratively update and refine categorical variables such as land use (Leitão and Santos 2019), to better predict characteristics of vegetation at a regional scale (Lausch et al. 2020). At a global scale, predictors that relate to land use are often inferred from remotely sensed land cover...
data (see Socioeconomic Data and Applications Center http://sedac.ciesin.columbia.edu). We also envisage the potential to explore more ecologically relevant predictor variables that may be more suited to explain patterns in forb and grass richness and cover as these smaller growth forms may need to be modelled at a finer scale (Kelemen et al. 2013; Johnson et al. 2020).

Simple and transparent maps of model residuals

One of the substantial benefits of our modelling approach is the mapping of standardised residual error as an expression of model uncertainty. When displayed as a map, the ‘known error’ at every site is used to predict the ‘unknown error’ across the whole landscape. Here we have used ordinary kriging to spatially interpolate the residual error across the whole study area. Kriging is used to interpolate point information (Miller 2005; Sajid et al. 2013), and here we present the residual errors so that end-users can assess where the models have under- or over-predicted in places where they have specific interests, such as inside National Parks or within the expected range of species’ habitats. This is especially useful where end-users may combine the outputs from several models. The spatial predictions for standardised residual error show that some vegetation attributes are likely to be temporally dynamic, such as forb cover and richness, which have a greater range in the residual error. Whereas vegetation attributes that are relatively stable through time, such as tree richness, show a narrower range in the residual error. Predictive models are prone to uncertainty. The sources of model uncertainty can arise from any (or all) of the steps outlined in Fig. 2, including errors and temporal variation in the response data; inaccurate, imprecise or absent predictor surfaces; or the model may fail to adequately associate (learn) the patterns and relationships between the response data and the predictor variables.

Practical applications for mapped vegetation attributes

Quantifying and mapping attributes of plant functional groups, be that of discrete growth forms or in totality, offers an approach for assessing vegetation cover and richness across landscapes or regions. In doing so, we have extended the assemble-first/predict-later strategy (Ferrier and Guisan 2006) to work not just with overall richness, but with foliage cover and species richness within functional groups which provides more information on the continuous patterns of vegetation form and function. For instance, predictions from these models could be used to inform the habitat preferences for species (e.g. Kissling et al. 2018; Lindenmayer et al. 2018) especially where higher cover or richness of different growth forms contributes to greater habitat complexity (Brown et al. 1995; Rowe and Speck 2005; Ashcroft et al. 2017). These types of biologically-orientated models that can be used to inform habitat-specific occupancy models (McElhinny et al. 2006), especially the foliage cover and species richness of grasses and forbs, which are often overlooked (McElhinny et al. 2005; Gilliam 2007). The attributes of vegetation at a site, such as native species richness underlie conservation strategies (Fleishman et al. 2006) and can be used to identify threats to biodiversity (Hooper et al. 2005; Evans et al. 2011).

In vegetation types where some growth form components are missing, yet are expected, active restoration can be targeted towards extending or repairing these missing components (Banks-Leite et al. 2020; Oliver et al. 2021). We foresee an improved approach to identifying growth forms that could be actively restored to improve the conservation value and enhance some vegetation types. For example, Lindenmayer et al. (2018) found that underplanting woodland vegetation with shrub understorey improves habitat for native birds.

Conclusions

Many models used to inform landscape ecology rely on maps of discrete vegetation entities, yet continuous modelled surfaces can convey considerably more information. Widely available floristic datasets that have recorded individual plant species and their location offer a largely untapped source of information to inform continuous models. To date, modelling and mapping the continuous variation in vegetation has focused mostly on presence/absence data, or individual species distribution models, or on modelling overall species richness. In contrast, our approach considers both foliage cover and species richness within functional groups as separate models, thereby
providing richer information on continuous patterns of vegetation.
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