Efficient Basis Formulation for (1 + 1)-Dimensional SU(2) Lattice Gauge Theory: Spectral Calculations with Matrix Product States
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We propose an explicit formulation of the physical subspace for a (1 + 1)-dimensional SU(2) lattice gauge theory, where the gauge degrees of freedom are integrated out. Our formulation is completely general, and might be potentially suited for the design of future quantum simulators. Additionally, it allows for addressing the theory numerically with matrix product states. We apply this technique to explore the spectral properties of the model and the effect of truncating the gauge degrees of freedom to a small finite dimension. In particular, we determine the scaling exponents for the vector mass. Furthermore, we also compute the entanglement entropy in the ground state and study its scaling towards the continuum limit.
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I. INTRODUCTION

Gauge theories play a central role in our understanding of modern particle physics, with the standard model being one of the most prominent examples. In the usual Lagrangian or Hamiltonian formulation, the local gauge symmetry is ensured by introducing additional degrees of freedom (d.o.f.) in the form of a gauge field. However, this also leads to redundant d.o.f. in the theory. As the physical observables are strictly gauge invariant, the only relevant subspace is the one spanned by the gauge-invariant states, which is in general much smaller than the full Hilbert space of the theory. Because of the absence of transversal directions for the special case of (1 + 1) dimensions, the gauge fields are not genuinely independent d.o.f. Therefore, it is possible to remove them by integrating the Gauss law. This long-known fact, to the best of our knowledge, has been explicitly exploited in practice only for the Abelian case of the Schwinger model [1–3].

Although this renders (1 + 1)-dimensional gauge theories seemingly simple, nevertheless, they often cannot be solved analytically, in particular, in the nonperturbative regime. A fundamental tool for the numerical study of gauge models is lattice gauge theory (LGT) [4]. Recently, the tensor network (TN) approach to LGT has proven itself as a promising tool for this task, in particular, in the Hamiltonian formulation. Originally developed in the context of quantum information theory, TNs are efficient Ansätze for the many-body ground-state wave function as well as low-lying excitations. Besides theoretical progress in developing gauge invariant TNs suitable for LGT [5–14], their power for computing mass spectra [7,15–18] and thermal states [19–23] has already been demonstrated. Contrary to the conventional Monte Carlo approach to LGT, methods based on TNs are free from the sign problem [24], and they enable the study of real-time dynamics [7,25–27] as well as phase diagrams at nonzero chemical potential [18,28–30] for certain gauge models. Moreover, variational TN methods explicitly yield the wave function at the end of the computation and, hence, allow for access to all kinds of (local) observables [25,29–31]. Another advantage of TNs is that one can easily study the entanglement structure of the state [26,28,32], thus, opening up new possibilities for characterizing LGT problems. A different approach to the Hamiltonian lattice formulation explored during recent years is quantum simulation of gauge theories [6,9,33–48]. Already experimentally realized for a small system [49], this route is promising for the future, as it is free from purely numerical limitations.

Despite these encouraging prospects, there are also some limitations. In particular, the Hilbert spaces for the gauge d.o.f. are typically infinite dimensional. Hence, in cases for which the gauge fields cannot be integrated out, they typically have to be truncated to a finite dimension to allow for a TN approach or a potential implementation in a quantum simulator. Previous works therefore resorted to the truncation methods from Refs. [9,50] to achieve a finite dimension while simultaneously preserving gauge invariance. A different type of finite-dimensional gauge models explored in that context are quantum link models [51–53],...
where the gauge d.o.f. are replaced by discrete spins. However, these truncated models do not necessarily correspond to the continuum theory in the limit of vanishing lattice spacing, or might not have a continuum limit at all [54].

Here, we address these questions for a (1 + 1)-dimensional SU(2) lattice gauge theory. In a first step, we show how, starting from a color-neutral basis developed in Ref. [55], the gauge d.o.f. can be integrated out on a lattice with open boundary conditions (OBC). The resulting formulation allows for truncating the color-electric flux at an arbitrary value. These truncated models can be efficiently addressed with TN. In principle, since the maximum flux on a finite lattice with OBC is upper bounded, this enables an exact treatment of the model. In practice, to solve the model with matrix product states (MPS), we limit the number of color-flux sectors and compute the low-lying spectrum for this family of truncated SU(2) gauge models and investigate truncation effects in a systematic manner. In particular, here we explore such effects in the closing of the mass gaps as we approach criticality, and in the entanglement entropy of the ground state. Recent developments in the context of the holographic principle have suggested a deep connection between entanglement and emergent geometry [56,57], and have rekindled interest in understanding the peculiarities of entanglement in gauge theories [58–62]. Being especially well suited to compute entanglement entropies, TNs allow us to study how the truncation of the flux alters the entanglement of the vacuum in the approach to the continuum.

In our study, we are interested in various aspects. On the one hand, the basis we develop efficiently describes the physical subspace and can in principle be used with other analytical or numerical methods. Using TNs, we demonstrate the suitability of our formulation for addressing LGT problems as they appear in high-energy and also condensed-matter physics. Because of the vastly reduced number of basis states compared to the full basis, we are able to explore much larger values for the maximum color-electric flux than has been achieved in previous studies of the model [25,28]. On the other hand, the questions we explore are also relevant for quantum simulation of gauge theories. The corresponding, Abelianized, Hamiltonian in our basis is nonlocal, similar to the one recently realized in trapped ions for the Schwinger model [49]. Hence, our formulation might have potential applications for the design of future quantum simulators. Some proposals for quantum simulation of gauge models [9,33–46,48] rely on the representation of the gauge variables by finite-dimensional d.o.f. For those cases, a truncation of the color flux will be required, and our formulation provides a tool for the systematic study of the effect on various observables.

The rest of the paper is organized as follows. In Sec. II, we introduce the model we are studying. After a brief review of the color-neutral basis developed in Ref. [55], we present our new formulation for systems with OBC where the gauge field is integrated out in Sec. III. Furthermore, we explain how this formulation readily allows for a truncation of the link Hilbert spaces in a gauge-invariant manner to a finite dimension. In Sec. IV, we briefly review the MPS methods we are applying and present our results for the low-lying spectrum and the entanglement properties of the ground state while approaching the continuum limit. Finally, we conclude in Sec. V.

II. MODEL

The model we are studying is a (1 + 1)-dimensional SU(2) lattice gauge theory. We use a Hamiltonian lattice formulation with Kogut-Susskind staggered fermions [63] in the temporal gauge, given by

$$H = \frac{1}{2a} \sum_{k=1}^{N} \sum_{\ell, \ell' = 1}^{2} (\psi_k^{\ell^+} U_k^{\ell^\prime \ell} \psi_{k+1}^{\ell'} + H.c.)$$

$$+ m \sum_{k=1}^{N} \sum_{\ell, \ell' = 1}^{2} (-1)^k \psi_k^{\ell^+} \psi_k^{\ell'} + \frac{g a}{2} \sum_{k=1}^{N-1} J_k^2.$$  (1)

In the expression above, $\psi_k^{\ell^+}$ is a single-component fermionic field creating a fermion of color $\ell$ on site $k$, $U_k^{\ell^\prime \ell}$ acts on the gauge link between sites $k$ and $k + 1$, and $J_k^2$ gives the color-electric energy on the link. The parameter $g$ is the coupling constant, $a$ the lattice spacing, and $m$ the bare fermion mass.

The operators $U_k^{\ell^\prime \ell}$ are SU(2) matrices in the fundamental representation and can be interpreted as rotation matrices. Hence, the Hilbert space for each gauge link is two-dimensional. In Sec. IV, we briefly review the MPS formulation with Kogut-Susskind staggered fermions [63] and matrix product states (MPS), we limit the number of basis states compared to the full basis, we are able to explore much larger values for the maximum color-electric flux than has been achieved in previous studies of the model [25,28]. On the other hand, the questions we explore are also relevant for quantum simulation of gauge theories. The corresponding, Abelianized, Hamiltonian in our basis is nonlocal, similar to the one recently realized in trapped ions for the Schwinger model [49]. Hence, the formulation might have potential applications for the design of future quantum simulators. Some proposals for quantum simulation of gauge models [9,33–46,48] rely on the representation of the gauge variables by finite-dimensional d.o.f. For those cases, a truncation of the color flux will be required, and our formulation provides a tool for the systematic study of the effect on various observables.

The rest of the paper is organized as follows. In Sec. II, we introduce the model we are studying. After a brief review of the color-neutral basis developed in Ref. [55], we present our new formulation for systems with OBC where the gauge field is integrated out in Sec. III. Furthermore, we explain how this formulation readily allows for a truncation of the link Hilbert spaces in a gauge-invariant manner to a finite dimension. In Sec. IV, we briefly review the MPS methods we are applying and present our results for the low-lying spectrum and the entanglement properties of the ground state while approaching the continuum limit. Finally, we conclude in Sec. V.
the non-Abelian charge at site $k$ and $\sigma^z$ are the usual Pauli matrices.

For the following spectral calculations it is convenient to use a dimensionless formulation of Hamiltonian Eq. (1), $W = x V + W_0$, where

$$V = \sum_{k=1}^{N-1} \sum_{i<j}^{2} (\psi_k^\dagger \sigma^z \psi_{k+1} + \text{H.c.}),$$

$$W_0 = \mu \sum_{k=1}^{N} \sum_{\ell=1}^{2} (-1)^{\ell} \psi_k^\dagger \psi_k + \sum_{k=1}^{N-1} j_k^2.$$

The dimensionless parameters of the problem in units of the coupling $g$ are $x = 1/(ag)^2$ and $\mu = 2\sqrt{\Delta m}/g$. In the strong coupling limit, the hopping term can be neglected and the Hamiltonian can be solved analytically. The gauge-invariant ground state is then simply given by the lattice analog of the Dirac sea corresponding to odd sites occupied by a fermion of each color, empty even sites, and vanishing color flux on the links [55]:

$$|\phi_{SC}\rangle = |1,1\rangle \otimes |000\rangle \otimes |0,0\rangle \otimes |000\rangle \cdots.$$

In the formula above, the numbers in bold face represent the fermionic occupation numbers while $|000\rangle$ represents a link carrying no flux.

The basis considered in this paragraph still contains all the information about the color d.o.f. and, in particular, states which are not color singlets. However, the eigenstates for any physical observable consist of color-neutral superpositions of basis states satisfying the Gauss law. As we show in the next paragraph, restricting oneself to the physically relevant subspace of these color-neutral superpositions allows for significantly reducing these superfluous d.o.f.

III. INTEGRATING OUT THE GAUGE FIELD

A. Color-neutral basis

A first step towards a physical basis was made by Hamer in the context of a strong coupling expansion of the model [55]. Here, we briefly review the basis formulation developed there. As shown in Refs. [55,64], the physically relevant states can be generated by applying the operator $V$ from Eq. (3) repeatedly to a certain color-neutral initial state having the desired quantum numbers. This operator has no uncontracted color indices, thus, it can locally only generate or annihilate excitations consisting of color-neutral superpositions of quark-antiquark (antiquark-quark) pairs connected by a color-flux string, as illustrated in Figs. 1(a) and 1(b). The resulting superposition has a well-defined value of $j$ on the links and fermionic occupation number $n_k = n_k^1 + n_k^2$. In particular, applying $V$ to such a color singlet characterized by $n_k$, $n_{k+1}$, and $j_k$ results, in general, again in a superposition of different color singlets with $n_k'$, $n_{k+1}'$ and $j_k'$. In Ref. [55], all possible transitions were worked out, and the matrix elements of the operator $V$ for each of those vertices are shown in Fig. 1(c).

FIG. 1. (a) Strong coupling configuration with an odd site filled with two fermions, one of every color, and its neighboring empty even site. (b) Resulting color-neutral superposition of four states after applying the operator $V$. Each of the four states has a single fermion per site and a color-electric flux of $j = 1/2$ on the intermediate link, with a different combination of $z$ components. The corresponding state in the color-neutral basis for those two cases is written below. (c) Transitions induced by the operator $V$ in the color-neutral basis. The left block represents the possible gauge-invariant starting configurations $|\phi_f\rangle$, the right block the final states $|\phi_f\rangle$ after application of the operator $V$. The arrows show the gauge links, where the black arrows indicate a color-electric flux of $j$ and the red arrows a value of $j' = j + 1/2$. The sites are represented by ovals, where the small blue dots indicate the number of fermions sitting on the site. The numbers to the right show the matrix element $\langle \phi_f | V | \phi_f \rangle$.

Looking at Eq. (4), one can easily see that the states generated in that manner are eigenstates of the mass term, as it depends only on the total occupation number, and of the color-electric energy, as it depends only on $j$. Thus, $W_0$ acts identically on all those states. Consequently, instead of working in the basis containing the full color information, we can restrict ourselves to a basis formed by those color-singlet states, characterized by the fermionic occupation number of each site and by the color-electric flux $j$ carried by a link,

$$|\phi\rangle = |n\rangle \otimes |j\rangle \otimes |n\rangle \otimes |j\rangle \cdots.$$

Here, $n \in \{0,1,2\}$, as we are not distinguishing between fermions of different colors anymore. Gauss law in this color-singlet basis simply reduces to the fact that the electric flux $j_{k+1}$ can differ only from the one on the previous link by one quantum, if the site is occupied by a single fermion:

$$j_{k+1} = \begin{cases} j_k & \text{if } n_{k+1} = 0,2 \\ j_k \pm \frac{1}{2} & \text{if } n_{k+1} = 1. \end{cases}$$

In addition to reducing the d.o.f. significantly compared to the full basis, the color-singlet basis also offers the possibility to trivially truncate the color-electric flux at a
certain value of \( j_{\text{max}} \) in a gauge-invariant manner. Taking into account only states with \( j \leq j_{\text{max}} \) results in a truncated model with Hilbert spaces of dimension \( d_{\text{link}} = 2j_{\text{max}} + 1 \) for the gauge links. Compared to the full basis, where for \( j_{\text{max}} = 1/2, 1, 3/2, 2 \) one would have link Hilbert spaces of dimension 5, 14, 30, 55, one only has to deal with spaces of dimension \( d_{\text{link}} = 2, 3, 4, 5 \).

B. Removing the gauge fields

The color-singlet basis reviewed in the previous paragraph still contains redundant information which can be (partially) removed. While the discussion above still applies to both open and periodic boundary conditions, we restrict ourselves from now on to OBC.

Realizing that due to Eq. (5) the flux \( j_{k+1} \) depends only on \( j_k \) and \( n_{k+1} \), one can reconstruct the color-electric flux at every link from the value \( j_0 \) at the left boundary, by recursive application of the Gauss law. However, the case of a site occupied by a single fermion is ambiguous, as the SU(2) non-Abelian Gauss law allows a change of the color-electric flux by \( \pm 1/2 \). To lift this ambiguity, we use two states \( |1_+\rangle \), \( |1_-\rangle \) to describe the singly occupied site, which encode if the electric flux is increasing \((|1_+\rangle\) or decreasing \((|1_-\rangle\) with respect to the link to the left. As a result, the basis for a single fermionic site is again four dimensional and consists of the set of states \( \{0\}, |1_+\rangle, |1_-\rangle, |2\rangle \). The expense of increasing the basis for the fermionic sites by one allows us to integrate out the gauge links from the Hamiltonian, as the \( j_k \) can now be reconstructed solely from the fermionic content via

\[
j_k = j_0 + \sum_{p=1}^{k} \frac{1}{2}(|1_+\rangle \langle 1_+|_p - |1_-\rangle \langle 1_-|_p),
\]

where \( j_0 \) is the color-flux value at the left boundary. Hence, a suitable basis for a system with \( N \) sites is given by

\[
|\phi\rangle = |\alpha_1\rangle \otimes |\alpha_2\rangle \otimes \ldots \otimes |\alpha_N\rangle,
\]

with \( |\alpha_k\rangle \in \{|0\}, |1_+\rangle, |1_-\rangle, |2\rangle \}. \) Similar to the (Abelian) Schwinger model, in this basis the configuration of the sites uniquely determines the content of the gauge links, thus, effectively Abelianizing the model. Additionally, one can immediately see that this construction leads to long-range interactions in Hamer’s color-electric energy term. Moreover, as some of the matrix elements for the hopping term in Fig. 1(c) also depend on the color-electric flux, the hopping term becomes nonlocal, too (details about the Hamiltonian in this basis are given in Appendix B).

It is instructive to study the dimension of the physical subspace in our basis. Without further constraint, it still contains unphysical states implying negative values of \( j_k \); e.g., \( |\phi\rangle = |1_-\rangle \ldots \) implies a value of \( j_1 = -1/2 \) [65]. For vanishing background field, \( j_0 = 0 \), the case on which we focus in our numerical calculations, physical basis states are characterized by a simple condition: the number \( l_{k-} \) of sites with \( |1_-\rangle \) up to a site \( k \) can never exceed the corresponding number \( l_{k+} \) of sites with \( |1_+\rangle \), \( l_{k+} \geq l_{k-} \forall k = 1, \ldots, N \). The dimension of the physically relevant subspace fulfilling this condition is given by \( 4^N(1 - \sum_{k=1}^{N} C_k/4^k) \), where \( C_k = (2k)!/(k + 1)!k! \) is the Catalan number (for details, see Appendix A).}

A simple isometry maps the states of the reduced basis from Eq. (7) to the full one. This transformation, explicitly shown in Appendix F, sequentially reconstructs the color flux on each link from the fermion content, and prepares a suitable combination of states in the full basis such that the state is a color singlet. Thus, the map can be written as a sequence of isometries \( \mathcal{M}_{\text{loc}} \), schematically shown in Fig. 2, that act from left to right and take as input one fermionic site and the corresponding incoming flux link, and expand the basis to include the outgoing link, too (see Appendix F for more details). From a quantum information point of view, this is simply a quantum circuit of depth equal to the system size [66].

Notice that the reduced basis formulation is completely general and contains the entire information about the physical subspace. Hence, it lends itself to any analytical or numerical method. Moreover, one could, in principle, treat arbitrary gauge groups SU(\( N_c \)) with \( N_c \geq 2 \) in a similar fashion. After obtaining the corresponding matrix elements for the vertices, the gauge field for color-singlet states can likewise be encoded in the fermionic sites.
IV. RESULTS

While the formulation derived in Sec. II can be approached with any numerical method, it is particularly suited for MPS. In order to demonstrate that, we compute the ground state and the vector state of the theory at vanishing background field, \( j_0 = 0 \), in the sector of vanishing total charge, \( j_N = 0 \). Moreover, in contrast to Monte Carlo methods, the MPS approach also allows for access to the entanglement entropy, and we can also study the scaling of the von Neumann entanglement entropy in the ground state while approaching the continuum limit.

A. Numerical methods

For our numerical simulations, we use the MPS Ansatz with OBC [67], which is given by

\[
|\psi\rangle = \sum_{i_1,i_2,\ldots,i_N} A_{i_1}^{1} A_{i_2}^{2} \cdots A_{i_N}^{N} |i_1\rangle \otimes \cdots \otimes |i_N\rangle
\]

for a system of \( N \) sites. In the formula above, the states \( \{|i_k\rangle\}_{k=1}^D \) form a basis for the \( d \)-dimensional Hilbert space on site \( k \), \( A_{i_k}^{j} \in \mathbb{C}^{D \times D} \) for \( 1 < k < N \) and \( A_{i_1}^{1} \in \mathbb{C}^{1 \times D} \), \( (A_{i_N}^{N})^\dagger \in \mathbb{C}^{D \times 1} \). The bond dimension of the MPS, \( D \), determines the number of variational parameters in the Ansatz and limits the amount of entanglement that can be present in the state (for detailed reviews about MPS, see, e.g., Refs. [68–70]).

Using standard methods [71], we can determine MPS approximations for the ground state as well as for low-lying excitations. The ground-state approximation is obtained by variationally minimizing the energy with respect to the tensor \( A_{i_k}^{j} \), while keeping the others fixed and iterating these updates from left to right and back, until the relative change of the energy per sweep is below a certain tolerance \( \epsilon \). The optimal tensor in every step is found by solving an eigenvalue problem [72,73] for an effective Hamiltonian describing the interaction of site \( k \) with its environment. Excited states can be computed by projecting the Hamiltonian onto a subspace orthogonal to each of the previously computed states and then using the same variational method with the projected Hamiltonian [15]. In the continuum, the vector candidate is the lowest-lying zero momentum mesonic excitation of the ground state with charge conjugation quantum number \(-1\) and parity \(-1\). On the finite lattices with OBC we are working with, however, charge conjugation as well as the momentum are no longer good quantum numbers due to the broken translational invariance. Nonetheless, the remnants of these symmetries allow us to properly identify the vector state (see Appendix D for details).

In addition, to be able to address the problem with MPS, we have to express the Hamiltonian as a matrix product operator (MPO) [74]. This can be done exactly with the bond dimension of the MPO representation growing linearly with the maximum color-electric flux \( j_{\text{max}} \) present in the system (for details, see Appendix B). In the sector \( j_0 = 0 = j_N \), on which we focus in our calculations, \( j_{\text{max}} \) is upper bounded by \( N/2 \times 1/2 \) for a system with \( N \) sites. For the system sizes we are interested in, this would lead to a very large computational effort and, hence, we truncate \( j_{\text{max}} \) to smaller values. In particular, this allows us to explore the effects of truncating the gauge d.o.f. to a finite dimension as might be necessary for a potential future quantum simulator [9,38,39,42]. Taking advantage of the fact that our basis formulation allows for an efficient truncation, we can easily reach maximum values for the color-electric flux far beyond \( j_{\text{max}} = 1/2 \) amenable in previous numerical studies with TNs [25,28].

In order to avoid any influence of the unphysical states, one could in principle implement the symmetries directly at the level of the tensors [7,8]. In our calculations, we are targeting only the low-lying spectrum; hence, we choose a simpler approach and remove the unphysical states by adding an energy penalty to the Hamiltonian. Moreover, as we are only interested in the vector excitations, we also remove possible baryonic states from the low-lying spectrum with an additional penalty term. A third penalty ensures that we are in the sector of vanishing total charge (see Appendix C for more details on the penalty terms).

B. Low-lying spectrum

In order to demonstrate the power of the basis developed in Sec. II for TN calculations, we compute the ground state and the vector state of the model for a range of masses, \( m/g \in [0.1,1.6] \). To probe for truncation effects, we explore a family of models with maximum color-electric flux \( j_{\text{max}} = 1/2, 1, 3/2, 2 \). Moreover, we consider for each combination of \( (m/g,j_{\text{max}}) \) several system sizes \( N \in [100,200] \) with lattice spacings corresponding to \( x \in [50,150] \) to be able to extrapolate to the continuum. Compared to a conventional lattice calculation, we have an additional source of error due to the limited bond dimension that can be reached in the numerical simulations.

To control this error, we repeat the calculation for each combination of parameters \( (m/g,j_{\text{max}},x,N) \) for several bond dimensions \( D \in [50,200] \). To estimate the exact ground-state energy values, \( E_0(N,x) \), and vector mass gap values, \( \Delta_{\text{vec}}(N,x) = E_1(N,x) - E_0(N,x) \), we first extrapolate our data to the limit \( 1/D \to 0 \), as illustrated in Figs. 3(a) and 3(b) (details about the extrapolation procedure are given in Appendix E). Subsequently, we can proceed in a standard manner and estimate the continuum values by first extrapolating to the thermodynamic limit and then to the limit of vanishing lattice spacing.

Figures 3(c) and 3(d) show examples for the extrapolation to the thermodynamic limit for \( j_{\text{max}} = 2 \). Even for this case with the largest color-electric flux, for which we expect the error due to the finite bond dimension to be most
pronounced, the error bars resulting from the extrapolation in $D$ are small and we can obtain precise estimates for the ground-state energy density and vector mass gap in the thermodynamic limit.

In the final step, we extrapolate the data obtained in the previous step to the continuum limit $ag = 1/\sqrt{x} \to 0$ by fitting a polynomial in $ag$. To estimate our systematic error, we compare different fits up to quadratic order using previous step to the continuum limit $ag$ in our fits. With the range of lattice spacings available, we do not seem to control lattice effects well enough to give a reliable error estimate for that case. For $j_{\text{max}} = 1$, our data are reasonably well described with a quadratic function in $ag$ ($\chi_{d.o.f}^2$ around 1); nevertheless, the error of the continuum estimate is still large. In contrast, for mass gaps do, as Fig. 6 reveals. In particular, for $j_{\text{max}} = 1/2$ our data suggest that higher than quadratic order corrections in $ag$ are still relevant, which results in large $\chi_{d.o.f}^2$ in our fits. With the range of lattice spacings available, we do not seem to control lattice effects well enough to give a reliable error estimate for that case. For $j_{\text{max}} = 1$, our data are reasonably well described with a quadratic function in $ag$ ($\chi_{d.o.f}^2$ around 1); nevertheless, the error of the continuum estimate is still large. In contrast, for
The values obtained for masses and truncations are shown in Fig. 7. As the figure final results obtained after the extrapolation for various lattice spacings we study (for details, see Appendix E). The dashed green line shows the same fit omitting the red triangles, j max = 1 (b), j max = 3/2 (c), and j max = 2 (d). The red line shows the fit used to extract the central value. The dashed green line shows the same fit omitting the largest lattice spacing to estimate the systematic error. The values indicate the χ 2 /d.o.f. of the two fits, where the upper one corresponds to the red solid line and the lower one to the green dashed line. Notice the different scales of the y axis between panels (a),(b) and (c),(d), showing that systematic errors are much larger for j max = 1/2 and 1.

For j max = 3/2 and 2, quadratic corrections in a g are irrelevant and our data are well described by a linear fit in the range of lattice spacings we study (for details, see Appendix E). The final results obtained after the extrapolation for various masses and truncations are shown in Fig. 7. As the figure reveals, there is a considerable difference between the values obtained for j max = 1/2, 1, 3/2. Only for values of j max ≥ 3/2 our data agree well with the numerical results obtained by a strong coupling expansion in Ref. [55]. In particular, for the largest mass, m/g = 1.6, the data for j max = 3/2, 2 and from Ref. [55] are already close to the nonrelativistic limit, m/g → ∞, for which the vector mass gap is given by Δ vec = 2m/g. On the contrary, the values obtained for j max = 1/2, 1 severely differ from the nonrelativistic prediction.

The fact that we do not recover the continuum limit for the full theory for j max = 1/2, 1 might be due to several reasons. On the one hand, the truncation to a small value of j max might lead to enhanced lattice effects. While the extrapolations to the bulk limit are in general unproblematic for all truncations we study, for the continuum extrapolations we observe that higher than linear order corrections are relevant for small j max, whereas this is not the case for j max = 3/2, 2. This could indicate that one would need smaller lattice spacings for truncations to a small color-electric flux, to control lattice effects properly. On the other hand, this might be a hint that the continuum limit for small j max does not exist, similar to quantum link models [53,54]. These different types of truncated gauge models, in which the gauge links are replaced by spins, are known to approach the continuum limit by dimensional reduction of an extra dimension.

Contrary to the Abelian Schwinger model, in the SU(2) case the chiral symmetry is restored in the limit m/g → 0 and, hence, the vector mass gap goes to zero and the theory becomes critical. From our data we can extract the critical exponent for the vector mass gap, too. In order to obtain the critical exponent, we fit our data to a power law γ(m/g) ν in the region of small masses m/g ≤ 0.4, for which the model is still far away from the nonrelativistic limit. The final results obtained for the critical exponents are shown in Table I. For j max = 3/2, 2, our estimates for the critical exponents essentially agree, within error bars, with 2/3, obtained for the large N c limit of the model [75]. The central value for j max = 1 is not so close to 2/3; nevertheless, within the relatively large error bars it is still compatible. In the case of the simplest nontrivial truncation, j max = 1/2, a fit to our data yields 0.639 for the critical exponent. However, due to the large lattice effects in the vector mass gaps, the value is not trustworthy and we cannot reliably estimate the uncertainty, which we expect to be large, too.

FIG. 6. Continuum extrapolation for the vector mass gap for m/g = 0.3 and j max = 1/2 (a), j max = 1 (b), j max = 3/2 (c), and j max = 2 (d). The red line shows the fit used to extract the central value. The dashed green line shows the same fit omitting the largest lattice spacing to estimate the systematic error. The values indicate the χ 2 /d.o.f. of the two fits, where the upper one corresponds to the red solid line and the lower one to the green dashed line. Notice the different scales of the y axis between panels (a),(b) and (c),(d), showing that systematic errors are much larger for j max = 1/2 and 1.

FIG. 7. Vector state mass gap as a function of m/g for j max = 1 (red triangles), j max = 3/2 (green squares), and j max = 2 (magenta diamonds) on double logarithmic scale. The yellow stars represent the numerical values obtained from the strong coupling expansion [55]. The dotted lines represent the best fit of the form γ(m/g) ν to the data obtained on the interval [0.1; (m/g) max] with 0.25 ≤ (m/g) max ≤ 0.4. For completeness, we also show the data for j max = 1/2 (light gray circles), although in this case our lattice spacings do not allow for a reliable estimate.

### Table I. Critical exponent for various values of j max.

| j max | ν       |
|-------|---------|
| 1     | 0.781(93) stat(65) syst |
| 3/2   | 0.700(29) stat(11) syst |
| 2     | 0.700(29) stat(12) syst |
These observations also have important implications for a potential future quantum simulator. Our data show that the ground-state energy densities obtained from our family of truncated models already give a good estimate for the one of the full model in the continuum, even with the simplest nontrivial truncation. In contrast, the vector state is much more sensitive to truncation effects. Although with our data it is not possible to fully rule out that for small \( j_{\text{max}} \) one suffers from enhanced lattice effects, they might indicate that the model does not have a proper continuum limit in those cases.

C. Entanglement entropy

There is renewed interest in understanding the structure of entanglement in the gauge-invariant scenario, motivated in part by a deep connection between entanglement and space-time geometry that has been suggested in the context of the gauge-gravity duality [56,57]. Our reduced gauge-invariant formulation, together with TN techniques, allows us not only to determine the mass spectrum of the theory, but also to compute the entanglement entropy of the corresponding ground state and to analyze the behavior of this quantity as we approach the continuum limit, as well as to tell to what extent these features are sensitive to a truncation in the gauge d.o.f.

The definition of entanglement entropy for the vacuum of a gauge theory entails some subtleties [58–62]. Recently, it has been shown that for gauge theories the reduced density matrix (RDM) for a subsystem can be written as a direct sum of terms supported on sectors corresponding to different flux configuration of the boundary links [59]. Specifically for the \((1+1)\)-dimensional case, we can decompose the RDM for the leftmost \( L \) sites and links as \( \rho = \bigoplus \rho_j \), where \( j \) labels the flux on the \( L \)th link. Hence, the von Neumann entropy can be written as

\[
S(\rho) = -\text{tr}[\rho \log_2(\rho)] = -\sum_j p_j \log_2(p_j) + \sum_j p_j S(\rho_j).
\]

Here, \( \rho_j \) is the (normalized) RDM corresponding to sector \( j \) and \( p_j = \text{tr}(\rho_j) \). For non-Abelian theories, the second term can be further simplified. For a given sector \( j \), the Gauss law fixes the sum of the charge and the incoming flux in the last vertex. As a consequence, \( \rho_j \) has a block diagonal structure \( \rho_j = \bar{\rho}_j \otimes 1_j \), where \( \bar{\rho}_j \) is the identity on the subspace corresponding to \( j \) for the combined incoming flux plus vertex charge. Specifically for \( \text{SU}(2) \) the identity for the sector \( j \) is \((2j+1)\)-dimensional, which finally yields

\[
S(\rho) = -\sum_j p_j \log_2(p_j) + \sum_j p_j \log_2(2j+1) + \sum_j p_j S(\bar{\rho}_j). \tag{8}
\]

Looking at Eq. \((8)\), we can identify three contributions to the entanglement entropy. The last part, \( S_{\text{dist}} : = \sum_j p_j S(\bar{\rho}_j) \), represents the physical entropy which can be distilled from the system by means of local operations and classical communication (LOCC). The first two terms, \( S_{\text{class}} : = -\sum_j p_j \log_2(p_j) \) and \( S_{\text{rep}} : = \sum_j p_j \log_2(2j+1) \), which we, respectively, call the classical and the representation part, have their origin in the Gauss law, implying that the physical subspace is not a direct product of the Hilbert spaces for the links and the sites. They cannot be extracted with LOCC and appear due to the embedding of the physical subspace in the larger space spanned by the basis states discussed in Sec. II supporting a tensor product structure [59–61].

With the MPS approach, it is straightforward to access the different contributions to the entropy. Looking at a state in the full basis, we can compute the RDM for the \( L \) leftmost sites in the sector \( j \) by simply applying a local projector \( \Pi_j^{(L)} \) on link \( L \) projecting it onto flux \( j \). In our reduced formulation the gauge d.o.f. are integrated out, but the value of \( j \) can be readout from the fermionic content, and the RDM \( \tilde{\rho} \) for the corresponding state in our basis is still block diagonal. Thus, we can write

\[
S(\tilde{\rho}) = -\sum_j \tilde{p}_j \log_2(\tilde{p}_j) + \sum_j \tilde{p}_j S(\tilde{\rho}_j),
\]

where \( \tilde{p}_j = \text{tr}(\tilde{\rho}_j) \). Similarly to the full basis, we can obtain \( \tilde{\rho}_j \) by applying the corresponding projector \( \Pi_j \). In our formulation the model is effectively Abelianized; hence, compared to the full basis, the last term cannot be further simplified and does not give rise to a representation contribution. Since the quantum circuit which takes a state from our basis to the full one does not change \( j \), the weights for the different sectors of the reduced density matrices are equal in both bases, \( p_j = \tilde{p}_j \). Moreover, since \( S(\tilde{\rho}_j) = S(\rho_j) \), the distillable entropy is also equal in both bases (see Appendix F for the formal argument). Thus, we can directly compute the different contributions \( S_{\text{dist}}, S_{\text{class}}, \) and \( S_{\text{rep}} \) and therefore the total entropy in the full basis from our formulation. Notice, however, that the calculation in the reduced basis is much more efficient, because of the smaller physical dimensions we need to manipulate.

In \((1+1)\) dimensions, a massive relativistic quantum field theory corresponds to a spin model off criticality in the scaling limit, for which the correlation length in lattice units \( \xi \) is large. For such a system, the entanglement entropy for the RDM describing half of the system is given by \( S \propto (c/6) \log_2(\xi) \) [76], where the parameter \( c \) is the central charge of the underlying conformal field theory describing the system at the critical point. Taking the continuum limit of the lattice formulation, \( ag = 1/\sqrt{\xi} \to 0 \), corresponds to approaching the limit of diverging correlation length in lattice units [77]. Consequently, for the full theory without
truncation, we expect the entropy for the RDM for half of
the system to be logarithmically UV divergent as
\[
S = -\frac{c}{6} \log_2 (ag) + c_2 \times ag + c_3 + O((ag)^2),
\]
where \(c_2, c_3\) are constants and we take into account finite
lattice corrections as in Ref. [32].

With our numerical data, we can check if the entropy in
the ground state for our family of truncated models
diverges, too. To this end, we look at the different
contributions to the entanglement entropy for a cut along
the center of the system in the same range of values for
\((j_{\text{max}}, m/g, x, N, D)\) as in the previous sections and study
the scaling of \(S\) for \(ag = 1/\sqrt{x} \to 0\). In general, we observe
that none of the different contributions to the entropy show
strong finite-size effects for bipartitions that are far away
from the boundaries [see Fig. 8(a) for an example].
Nevertheless, we may expect an oscillating contribution
to the entropy that becomes smaller as the system size
increases [78,79]. To minimize these effects, we average
over the values obtained for 4 bipartitions around the center
to estimate the different entropy contributions for the half-
chain. As Figs. 8(b) and 8(c) indicate, these averaged
values are essentially converged in bond dimension and
their dependence on the system size is negligible. Hence,
we simply take the values obtained for \(D = 200\) as the
central value for every combination of \((j_{\text{max}}, m/g, x, N)\)
and estimate our error as the difference with respect to the
value obtained for \(D = 150\). Additionally, we take into
account a systematic error due to the finite precision in our
simulations (see Appendix E for details). To compensate
for residual finite-size effects, we take the weighted average
for every \((j_{\text{max}}, m/g, x)\) for the largest two system sizes
available. In a final step, we extrapolate the total entropies,
obtained from the sum of the different contributions, to the
limit \(ag = 1/\sqrt{x} \to 0\) by fitting our data to Eq. (9).
Figure 8(d) shows an example for the continuum extrapo-
lation. We clearly observe a curvature in the data, thus
indicating that the logarithmic term contributes and the
entropy is indeed UV divergent. The final results for \(c\) for
different truncations as a function of the bare fermion mass
are shown in Fig. 9. Notice that for the full theory, i.e.,
without a \(j_{\text{max}}\) truncation, we expect a central charge \(c = 2\),
corresponding to the two Dirac fermions that constitute the
independent d.o.f. of the theory. We see that our numerical
results for \(j_{\text{max}} = 3/2, 2\) follow Eq. (9) well (\(\chi^2_{\text{d.o.f.}} \ll 1\) in
all our fits), and the values for \(c\) are close to the one for the
full theory (see Fig. 9). Again, there is hardly any difference
between the data for \(j_{\text{max}} = 3/2\) and \(j_{\text{max}} = 2\). For the
smallest two truncations \(j_{\text{max}}=1/2, 1\), instead, the picture
is significantly different. In these cases our data are not very
well compatible with a logarithmic divergence for \(m/g \geq
0.2\) (resulting in \(\chi^2_{\text{d.o.f.}} \gg 1\) in our fits). In the region of
small \(m/g\), for which our data follow Eq. (9) reasonably
well, the central charges we obtain differ noticeably from 2.
Hence, although the ground-state energy densities are
rather insensitive to the truncation, the entanglement
entropies of the same states show another sign that we
do not recover the proper continuum limit for a small \(j_{\text{max}}
\)

V. CONCLUSION

We introduce an efficient color-neutral basis for a
\((1+1)\)-dimensional SU(2) lattice gauge theory on a finite
lattice with OBC. Building on a color-neutral basis used for

FIG. 8. (a) The different contributions to the entanglement
entropy, \(S_{\text{max}}\) (blue circles), \(S_{\text{class}}\) (red triangles), and \(S_{\text{rep}}\) (green
squares), for the RDM of the leftmost \(L\) sites for \(N = 200\),
\(D = 200, m/g = 0.8\), and \(j_{\text{max}} = 2\). (b) Entropy contributions
averaged over four bipartitions close to the center as a function
of bond dimension. (c) Averaged entropy contributions for
\(D = 200, m/g = 0.8\), and \(j_{\text{max}} = 2\) as a function of system size. (d) Con-
tinuum extrapolation for the total entropy. In panels (b)–(d) the
error bars of the data points are smaller than the markers.

FIG. 9. Central charges extracted from the scaling of the
entanglement entropy as a function of \(m/g\) for \(j_{\text{max}} = 1/2\) (blue
circles), \(j_{\text{max}} = 1\) (red triangles), \(j_{\text{max}} = 3/2\) (green squares), and
\(j_{\text{max}} = 2\) (magenta diamonds).
the strong coupling expansion of the model [55,64], we show how to remove the gauge d.o.f. Moreover, our formulation allows us to truncate the maximum color-electric flux at a finite value \( j_{\text{max}} \) in a gauge-invariant manner, yielding a family of SU(2) gauge models with finite-dimensional Hilbert spaces, that coincide with a SU(2) lattice gauge theory in the limit \( j_{\text{max}} \to \infty \). While general methods exist to truncate arbitrary gauge models with discrete finite or continuous compact Lie groups to a finite dimension [9], the truncation achieved for this particular case is a lot more efficient.

The basis we develop is completely general and can in principle be used with any numerical technique. Here, we combine the use of MPS with an efficient truncation for the color-electric flux to explore different limits. Because of the reduced number of d.o.f., we are able to reach values for \( j_{\text{max}} \) far beyond the ones reached in previous numerical work with TNs [25,28]. To systematically study truncation effects, we compute the ground-state energy density, the entanglement entropy in the ground state, the vector mass gap, and its critical exponent for a family of truncated SU(2) models with a maximum color-electric flux of \( j_{\text{max}} = 1/2, 1, 3/2, 2 \).

We observe that the continuum estimates for the ground-state energy density are rather insensitive to the truncation. Even for the simplest nontrivial truncation, the deviation between the values obtained from our family of truncated model with respect to the continuum result of the full theory is only at the percentage level. Moreover, the results converge quickly with increasing \( j_{\text{max}} \) such that between results for \( j_{\text{max}} = 3/2 \) and 2 we observe hardly any difference.

In contrast, the vector mass gap is a lot more sensitive to a truncation of the maximum color-electric flux. For the simplest nontrivial truncation, \( j_{\text{max}} = 1/2 \), we cannot control lattice effects in the extrapolations well and reliably estimate the errors. The final value obtained for the mass gap in this case differs significantly from previous numerical results. For \( j_{\text{max}} = 1 \), lattice effects are becoming smaller, thus allowing for a reliable error estimate. Nevertheless, they are still pronounced, and again the continuum estimate for the vector mass gap is not compliant with previous numerical results within error bars. On the contrary, for \( j_{\text{max}} = 3/2, 2 \), the continuum extrapolations are unproblematic and we obtain precise values for the vector mass gap which agree with the ones from Ref. [55]. Although our data for \( j_{\text{max}} = 1/2, 1 \) do not allow us to rule out with certainty that for finer lattices the results would approach the continuum result of the full model, the pronounced lattice effects in those cases might indicate that the continuum limit for these truncated models does not exist, as it is the case for quantum link models [54]. Our findings for the critical exponents for the vector mass gap are essentially in agreement with a calculation in the large \( N_c \) limit [75].

Looking at the scaling of the bipartite entanglement entropy in the ground state towards the continuum limit, we observe similar effects as for the vector mass gap. The central charges for the two simplest nontrivial truncations differ noticeably from the expected value of 2 for two Dirac fermions, and, in particular, for large bare fermion masses our data do not follow the expected logarithmic UV divergence well. On the contrary, for \( j_{\text{max}} = 3/2, 2 \), our numerical values show a clear indication of a logarithmic divergence and we find values close to 2 throughout our entire regime of bare fermion masses we study. Thus, although the ground-state energy densities extracted for \( j_{\text{max}} = 1/2, 1 \) are close to the values for the continuum model, this is giving a further indication that for these truncations we do not recover the continuum theory in the limit of vanishing lattice spacing.

In general, our findings for the ground state in the SU(2) case are consistent with those recently reported for the Schwinger model with truncated gauge links [80]. There it was also observed that truncating the maximum electric field to a modest value yields a ground state close to the one of the full model in a wide range of bare fermion masses and lattice spacings.

In our calculations we target only the vector state besides the ground state. Other masses in the theory, such as scalar mass gap or baryon masses, can be computed in a similar fashion with the basis we develop. Moreover, our formulation is not restricted to static problems and can be used to compute time evolution, thus also giving access to dynamical properties.

Additionally, the formulation is also potentially suitable for designing future quantum simulators [41,42,81]. As the number of basis states is drastically reduced with respect to the full basis, and a truncation at a maximum value of \( j_{\text{max}} \) is straightforward, this could allow for simpler experimental realizations compared to previous proposals. Our results also show that in such a simulator one would be able to obtain good estimates for the ground-state energy for the full theory in the continuum, even with the simplest nontrivial truncation for the color-electric flux. However, other quantities as, for example, low-lying excitations or the scaling of entanglement entropy, seem to be more delicate and we only recover the values for the full theory in the continuum, if \( j_{\text{max}} \) is chosen large enough.

In this work, we focus on the \((1+1)\)-dimensional case, for which it is possible to remove the gauge d.o.f. completely due the absence of transversal directions. Although in higher dimensions a complete elimination is not possible, it is feasible to construct formulations that reduce the number of d.o.f. as much as possible [82]. In principle, the physical basis we present here could be modified to realize such a maximal gauge fixing. This would be useful for both the numerical simulations with TN in higher dimensions and the potential quantum simulation of the models, since in both cases the (computational or physical) resources needed would be largely reduced.
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APPENDIX A: DIMENSION OF THE PHYSICAL SUBSPACE

Here, we compute the dimension of the physical subspace contained in the basis developed in the main text. For all the following, we focus on a system with \( N \) sites and the case of vanishing background field, \( j_0 = 0 \).

As shown in the main text, an arbitrary basis state can be expressed as \( |\phi\rangle = \bigotimes_{k=1}^{N} |\alpha_k\rangle \), \( |\alpha_k\rangle \in \{ |0\rangle, |1_\downarrow\rangle, |1_\uparrow\rangle, |2\rangle \} \). To calculate the dimension of the physical subspace, it is convenient to represent the \( 4^N \) basis states as directed paths from the root \( r \) to one of the leaves in a perfect quaternary tree of depth \( N \). The vertices at level \( k \) are labeled with the color-electric flux \( j_k \) at link \( k \), implied by the fermionic states sitting at the edges along the path from the root to the vertex due to Eq. (6) (cf. Fig. 10). Unphysical states now correspond to directed paths from the root to one of the leaves that contain at least one vertex labeled by a negative number. Looking at a path starting from the root along vertices with non-negative labels to the vertex \( v \) at level \( k = 1 \), a vertex \( v' \) with negative label in level \( k \) can arise if and only if (i) \( v \) is labeled by a 0 and (ii) from \( v \) the path is continued along the edge corresponding to \( |1_\downarrow\rangle \), thus ending up in a vertex \( v' \) labeled by \(-1/2\). Hence, the first vertex \( v' \) with negative label along a path corresponding to an unphysical state is always one carrying a \(-1/2\). Moreover, all paths containing \( v' \) necessarily correspond to unphysical states. The number of paths containing \( v' \) is simply the number of paths through the perfect quaternary subtree of depths \( N - k \) rooted by \( v', 4^{N-k} \). Consequently, the number of unphysical states is given by \( \sum_{k=1}^{N} \tilde{t}_k 4^{N-k} = \sum_{k=0}^{N-1} \tilde{t}_{k+1} 4^{N-(k+1)} \). Here, \( \tilde{t}_k \) is the number of vertices carrying label \(-1/2\) at level \( k \), for which the path starting from \( r \) does not yet pass any other vertex with negative label. Because of observations (i) and (ii), \( \tilde{t}_k \) is equivalent to the number of paths \( t_{k-1} \) starting from \( r \) to a vertex at level \( k - 1 \) with label \( 0 \) that did not yet pass any vertex with a negative label. As we show in the following, \( t_{k-1} \) is exactly given by the Catalan number \( C_k = (2k)!/(k+1)!k! \). As a result, the number of unphysical states is \( \sum_{k=0}^{N-1} t_k 4^{N-(k+1)} = \sum_{k=0}^{N-1} C_{k+1} 4^{N-k} = \sum_{k=1}^{N} C_k 4^{N-k} \).

To compute the number of paths starting from the root to a vertex at level \( k \) with label \( 0 \) that did not yet pass any vertex with negative label, we use the following observations.

1. As explained in the main text, the number of edges \( l_{k-} \) passed with \( |1_\downarrow\rangle \) at any level \( k' < k \) must not exceed the ones with \( |1_+\rangle \), \( l_{k,+} \), to avoid encountering any negative vertices along the path.

2. Looking at a path from the root with \( j_0 = 0 \), to any vertex labeled by 0 at level \( k \), we immediately see that the condition \( l_{k,+} + l_{k,-} \) has to be fulfilled in order to compensate for the flux changes induced by \( |1_\downarrow\rangle \) and \( |1_+\rangle \). In particular, this implies that \( 2l_{k,+} \leq k \) or, equivalently, \( l_{k,+} \leq k/2 \). The other \( k - 2l_{k,+} \) edges along the path have to carry \( |0\rangle \) or \( |2\rangle \), as those states do not lead to a flux change while going from one layer to the other.

The number of paths of length \( 2l_{k,+} \) which contain at any point at least as many \( |1_\downarrow\rangle \) as \( |1_+\rangle \) is exactly the number of Dyck paths and given by the Catalan number \( C_{k,+} \). Hence, the number of paths fulfilling conditions 1 and 2 at level \( k \) is given by

\[
\tilde{t}_k = \sum_{l_{k,+}=0}^{k/2} C_{k,+} \binom{k}{2l_{k,+}} 2^{k-2l_{k,+}} = C_{k+1},
\]

where the factor \( \binom{k}{2l_{k,+}} \) takes into account the number of ways that the \( 2l_{k,+} \) symbols \( |1_\downarrow\rangle \) and \( |1_+\rangle \) can be distributed among the \( k \) levels and \( 2k-2l_{k,+} \) the possible ways of filling the remaining edges with \( |0\rangle \) or \( |2\rangle \). In the last step, we use an identity for the Catalan numbers.

Thus, the dimension of the physical subspace is given by

\[
d_N,\text{phys} = 4^N \left( 1 - \sum_{k=1}^{N} \frac{C_k}{4^k} \right). \tag{A1}
\]

In Fig. 11, we show a comparison between the scaling of our basis and the basis from Ref. [55], which has dimension \( d_N,\text{Hammer} = 3^N (2j_{\text{max}} + 1)^{N-1} \). As the figure reveals, for systems with OBC our basis offers a vast improvement over the color-neutral basis from Ref. [55] already in the case of the simplest nontrivial truncation \( j_{\text{max}} = 1/2 \). Even though the fraction of physical states in our basis, \( d_N,\text{phys}/4^N \), quickly decreases with system size, the total number of states is still exponentially smaller.
where the single-site operators are
\[ \hat{n}_k = |1_+\rangle\langle 1_-| + |1_-\rangle\langle 1_+| + 2|2\rangle\langle 2|, \]
and
\[ \hat{q}_k = \frac{1}{2}(|1+\rangle\langle 1+| - |1-\rangle\langle 1-|). \]

From Eq. (B1) one can see explicitly that integrating out the gauge field leads to nonlocal interactions in the color-electric energy term.

The hopping term can be obtained by translating the possible hopping processes shown in Fig. 1(c) in the new basis. The possible hopping processes in the new basis are listed in Table II. As the table reveals, the matrix elements for certain transitions depend on the color-electric flux, thus also leading to long-range interactions in the hopping term.

### APPENDIX B: HAMILTONIAN

In this appendix, we show how the terms of the Hamiltonian given in Eqs. (3) and (4) can be formulated in the basis presented in Sec. III. As explained in the main text, the mass term is straightforward as even in the original formulation it depends only on the fermionic occupation number. The color-electric energy term can also readily be formulated in the new basis using Eq. (6). Hence, \( W_0 \) is given by

\[
W_0 = \mu \sum_{k=1}^{N} (-1)^k \hat{n}_k + \sum_{k=1}^{N-1} \left( j_0 + \sum_{l=1}^{k} \hat{q}_l \right) \left( j_0 + \sum_{l=1}^{k} \hat{q}_l + 1 \right),
\]

where the single-site operators are

\[
\hat{n}_k = |1_+\rangle\langle 1_-| + |1_-\rangle\langle 1_+| + 2|2\rangle\langle 2|,
\]

\[
\hat{q}_k = \frac{1}{2}(|1+\rangle\langle 1+| - |1-\rangle\langle 1-|).
\]

From Eq. (B1) one can see explicitly that integrating out the gauge field leads to nonlocal interactions in the color-electric energy term.

The hopping term can then be expressed in the new basis by defining the operators \( O_{i,k} \),

\[
O_{1,k} = |0\rangle\langle 1|_k, \quad O_{2,k} = |0\rangle\langle 1_+|_k, \\
O_{3,k} = |0\rangle\langle 1_-|_k, \quad O_{4,k} = |1_+\rangle\langle 2|_k,
\]

and translating the possible transitions from Table II in operator form:

\[
V = \sum_{k=1}^{N} \left( c_k^{-1} O_{1,k}^+ O_{4,k+1} + c_k^+ O_{2,k}^+ O_{3,k+1} \right) + c_k^+ O_{4,k}^+ O_{3,k+1} + c_k^{-1} O_{1,k}^+ O_{2,k+1} + c_k^+ O_{2,k}^+ O_{1,k+1} \\
+ O_{1,k}^+ O_{1,k+1} + O_{2,k}^+ O_{2,k+1} - O_{1,k}^+ O_{3,k+1} - O_{2,k}^+ O_{4,k+1} + \text{H.c.},
\]

where H.c. refers to the Hermitian conjugates of all terms appearing in the formula above. The color-flux-dependent constants \( c_k^\pm \) are given by

\[
c_k^+ = \sqrt{\frac{2j_k + 2}{2j_k + 1}}, \quad c_k^- = -\sqrt{\frac{2j_k}{2j_k + 1}},
\]

and are nothing but the matrix elements shown in Table II. In order to compute these constants, the value for \( j_k \) has to be reconstructed from the fermionic occupation number via Eq. (6).

| Initial state | Final state | Matrix element |
|--------------|-------------|----------------|
| \( |0\rangle \otimes |2\rangle \) | \( |1_-\rangle \otimes |1_+\rangle \) | \(-\frac{i}{2} \frac{\sqrt{N}}{\sqrt{N-1}} \) |
| \( |0\rangle \otimes |2\rangle \) | \( |1_+\rangle \otimes |1_-\rangle \) | \(-\frac{i}{2} \frac{\sqrt{N}}{\sqrt{N-1}} \) |
| \( |1_-\rangle \otimes |1_+\rangle \) | \( |0\rangle \otimes |2\rangle \) | \(-\sqrt{2} \) |
| \( |1_-\rangle \otimes |1_-\rangle \) | \( |0\rangle \otimes |2\rangle \) | \(-\sqrt{2} \) |
| \( |1_+\rangle \otimes |1_-\rangle \) | \( |0\rangle \otimes |2\rangle \) | \(-\sqrt{2} \) |
| \( |1_+\rangle \otimes |1_-\rangle \) | \( |0\rangle \otimes |2\rangle \) | \(-\sqrt{2} \) |
| \( |2\rangle \otimes |0\rangle \) | \( |1_-\rangle \otimes |1_+\rangle \) | \(+1 \) |
| \( |2\rangle \otimes |0\rangle \) | \( |1_+\rangle \otimes |1_-\rangle \) | \(-1 \) |

FIG. 11. Dimension of the physical subspace \( d_{N,\text{phys}} \) (blue solid line), the total number of basis states \( 4^N \) in our formulation (red dashed line), and the dimension of the basis from Ref. [55], \( 3^N(2j_{\text{max}}+1)^{N-1} \), for the simplest nontrivial truncation \( j_{\text{max}} = 1/2 \) (green dash-dotted line) as a function of system size. Inset: Fraction of the physical subspace with respect to the total amount of basis states.

TABLE II. Gauge-invariant transitions induced by the hopping term from Fig. 1(c) expressed in the new basis. The value on the right-hand side shows the corresponding matrix elements for the hopping operator.
APPENDIX C: PENALTY TERMS

As mentioned in Sec. II and further discussed in Appendix A, the basis would in principle allow for unphysical states implying negative values for \( j \). For our numerical calculations with MPS, we choose to remove those states with appropriate penalty terms shifting unphysical states high enough in the spectrum such that they do not interfere with the low-lying spectrum we are targeting.

More specifically, we add the following penalty to the Hamiltonian terms from Eqs. (B1) and (B4) which has a nonvanishing contribution at sites with negative value of \( j \):

\[
P_1 = \lambda_1 \sum_{k=1}^{N} \Theta (-j_0 - \sum_{l=1}^{k} \hat{q}_l),
\]

where \( \Theta(x) \) is the Heaviside step function. The constant \( \lambda_1 \) has to be chosen large enough to shift states with a negative value for \( j \) high enough in the spectrum such that they do not mix into the low-lying spectrum we are interested in.

Moreover, in our calculations we focus on the vector meson states. To avoid any baryon states, we restrict the total fermion number to the number of sites in the system.

This can be easily achieved by adding another penalty term,

\[
P_2 = \lambda_2 \left( \sum_{k=1}^{N} \hat{n}_k - N \right)^2,
\]

to the Hamiltonian, where \( \lambda_2 \) again has to be chosen large enough to shift the states high enough in the spectrum to prevent them from mixing with the low-lying ones we are interested in.

In addition to that, we are interested in the subspace with \( j_0 = 0 = j_N \). Another energy penalty of the form

\[
P_3 = \lambda_3 \left( \sum_{k=1}^{N} \hat{\pi}_k \right)^2
\]

makes it possible to restrict the calculations to that sector, where \( \lambda_3 \) is again a constant that has to be chosen large enough to penalize unwanted states sufficiently.

For our calculations presented in the main text, we have checked the expectation values for all three penalties and found that they are negligible for \( \lambda_i = 1000, i = 1, 2, 3 \).

APPENDIX D: DISTINGUISHING VECTOR AND SCALAR STATES

Because of the fact that we are working with finite lattices with OBC, the symmetries which allow for distinguishing between the different meson states are no longer preserved. Nevertheless, following the ideas from Ref. [15], the remnants make it possible to separate the different type of states. However, in the basis formulation presented in the main text, it is not straightforward to write down a pseudomomentum operator as was done in Ref. [15]. Thus, to identify the zero momentum excitations of the ground state, we use a simpler approach. On a lattice with periodic boundary conditions, the zero momentum states correspond exactly to translational invariant states. For our finite lattice this should still be approximately fulfilled as long as the system size is large enough. Because of the staggered formulation a translational-invariant state should be invariant under a cyclic shift by two lattice sites. To assign a pseudomomentum to our states, we compute the expectation value of the operator \( C^{(2)} \), where \( C^{(k)} \) describes a cyclic shift by \( k \) lattice sites to the right. Moreover, to probe for the charge conjugation number, we proceed again similar to Ref. [15], and apply a cyclic shift followed by exchanging the two states \( |0\rangle \leftrightarrow |2\rangle \), \( \sum_{k=1}^{N} (|0\rangle \langle 2|_k + |2\rangle \langle 0|_k) C^{(1)} \). While this lattice analog of charge conjugation is not a good quantum number in the case of OBC, the phase of this operator allows for distinguishing between vector candidates (charge conjugation number \( -1 \)) and scalar candidates (charge conjugation number \( +1 \)). For states with charge conjugation number \( +1 \), we observe phases close to 0, whereas for states with charge conjugation number \( -1 \), the observed phase is close to \( \pi \). Together with the dispersion obtained from the pseudomomentum operator, this allows us to identify the different states as shown in Fig. 12. Above the ground state we observe a vector candidate with \( \langle C^{(2)} \rangle \approx 1 \). Subsequently we discover the momentum excitations of the vector state which are characterized by decreasing \( \langle C^{(2)} \rangle \) before we finally obtain a scalar candidate with \( \langle C^{(2)} \rangle \approx 1 \) again.

APPENDIX E: EXTRAPOLATION PROCEDURE AND ERROR ESTIMATION

Here, we give more details on how we extrapolate our data in bond dimension, system size, and lattice spacing to reach the continuum limit, as well as for the extraction of the critical exponents presented in Table I and the central charges.
In a first step, we estimate the exact values for the ground-state energy and the vector mass gap by extrapolating for each combination of \((j_{\text{max}}, m/g, x, N)\) to the limit \(D \to \infty\). As the examples in Figs. 3(a) and 3(b) show, we plot our data vs \(1/D\) and fit a line through the two data points with the largest bond dimension. As an estimate for the exact energy value (vector mass gap), we take the mean value between our value computed with maximum bond dimension, \(E_{0,D_{\text{max}}}(N,x)\), \(\Delta_{\text{vec,D_{max}}}(N,x)\), and the extrapolated value with infinite bond dimension, \(E_{0,D_{\infty}}(N,x)\), \(\Delta_{\text{vec,D_{\infty}}}(N,x)\). We estimate the error of the central value in a standard manner by taking half of the difference between these two values, \(\delta E_{\text{fit}} = \frac{E_{0,D_{\max}}(N,x) - E_{0,D_{\infty}}(N,x)}{2}\). Additionally to the extrapolation error, the central value obtained also has a systematic error due to the convergence tolerance of \(\varepsilon = 10^{-6}\) set in the simulations, \(\delta E_{\text{sys}} = E_{0,D_{\infty}}(N,x)\). Taking into account this error, too, the final error for the ground-state energy (vector mass gap) is given by \(\delta E_{\text{tot}} = \sqrt{\delta E_{\text{fit}}^2 + \delta E_{\text{sys}}^2}\).

With the estimates for the exact ground-state energies and the vector mass gaps, we extrapolate to the thermodynamic limit for each combination of \((j_{\text{max}}, m/g, x)\), where we use the asymptotic behavior up to linear order [3],

\[
\frac{E_0}{2Nx} \approx a_0 + \frac{a}{N^2} + O\left(\frac{1}{N^3}\right),
\]

\[
\frac{\Delta_{\text{vec}}}{\sqrt{x}} \approx a_1 + \frac{a}{N^2} + O\left(\frac{1}{N^3}\right),
\]

and propagate our errors from the previous extrapolation in \(D\). As an estimate for the error we take the fitting error with a 1\(\sigma\) confidence interval.

In a final step, we extrapolate to the continuum limit \(ag = 1/\sqrt{x} \to 0\) by fitting a polynomial in \(1/\sqrt{x}\) up to second order. In general, we take the value obtained by the lowest order statistically significant fit, which achieves \(\chi^2_{\text{d.o.f.}} < 1\) as the central value. Statistically significant means that the errors for the fit coefficients are smaller than the actual value of the coefficient. In addition to the statistical error of the fit, we estimate the systematic error as the difference between our central value and the next statistically significant fit of the next highest order and/or omitting the largest lattice spacing. For the ground-state energy density, this is for all cases a quadratic fit. As an estimate for the systematic error, we take the difference with respect to the value obtained by a quadratic fit omitting the largest lattice spacing, meaning in the region \(x \in [70, 150]\).

For the vector mass gap we observe largely enhanced lattice effects for small values of \(j_{\text{max}}\). In particular, for \(j_{\text{max}} = 1/2\) quadratic fits have high values for \(\chi^2_{\text{d.o.f.}}\). However, as we have only five different lattice spacings, we cannot take higher-order corrections into account. Thus, we determine the central value with a quadratic fit taking into account all lattice spacings and again estimate the systematic error as the difference with respect to the value obtained by a quadratic fit omitting the largest lattice spacing. Consequently, in this case the error might be heavily underestimated as we are neglecting higher-order corrections. For \(j_{\text{max}} = 1\), we find that for all \(m/g \geq 0.3\) quadratic corrections are sufficient and proceed the same way for estimating the central value and its systematic error as for \(j_{\text{max}} = 1/2\). For \(m/g = 0.25\), we estimate the central value via a linear fit taking into account lattice spacings corresponding to \(x \in [90, 150]\). The systematic error in this case is estimated as the difference with respect to a quadratic fit in the region [70, 150]. In the region of smaller masses \(m/g \leq 0.2\), we find that both linear and quadratic fits are statistically significant. Hence, we estimate our central value with a linear fit through all available lattice spacings and the systematic error as the difference with respect to a quadratic fit in the same region. For the largest two truncations, \(j_{\text{max}} = 3/2, 2\), the quadratic correction loses significance and thus we estimate our central value in those cases with a linear fit. The systematic error is then determined as the difference with respect to a linear fit discarding the largest lattice spacing, corresponding to \(x = 50\). The final results obtained for the ground-state energy densities and the vector mass gaps following the procedure described above are listed in Table III.

### Table III. Ground-state energy densities and vector mass gaps obtained for various values for \(m/g\) and \(j_{\text{max}}\). The errors represent the sum in quadrature of the fitting uncertainty with a 1\(\sigma\) confidence interval and the systematic error.

| \(m/g\) | \(j_{\text{max}} = 1/2\) | \(j_{\text{max}} = 1\) | \(j_{\text{max}} = 3/2\) | \(j_{\text{max}} = 2\) | \(j_{\text{max}} = 1/2\) | \(j_{\text{max}} = 1\) | \(j_{\text{max}} = 3/2\) | \(j_{\text{max}} = 2\) |
|---|---|---|---|---|---|---|---|---|
| 0.10 | 0.621933(20) | 0.636285(28) | 0.636758(31) | 0.636740(84) | 1.154(43) | 0.521(81) | 0.418(20) | 0.418(20) |
| 0.15 | 0.621878(17) | 0.636275(36) | 0.636782(53) | 0.636773(24) | 1.489(46) | 0.67(14) | 0.557(15) | 0.555(15) |
| 0.20 | 0.621815(18) | 0.636258(56) | 0.636771(28) | 0.636745(33) | 1.788(63) | 0.81(16) | 0.678(12) | 0.675(13) |
| 0.25 | 0.621743(25) | 0.636255(45) | 0.636721(18) | 0.636716(22) | 2.067(74) | 1.01(13) | 0.790(10) | 0.788(10) |
| 0.30 | 0.621688(28) | 0.636239(45) | 0.636679(20) | 0.636684(39) | 2.329(85) | 1.260(57) | 0.9020(85) | 0.9001(84) |
| 0.35 | 0.621582(31) | 0.636210(40) | 0.636625(17) | 0.636650(22) | 2.576(97) | 1.389(58) | 1.0108(71) | 1.0100(79) |
| 0.40 | 0.621499(47) | 0.636170(19) | 0.636538(50) | 0.636562(25) | 2.82(10) | 1.508(59) | 1.1180(56) | 1.1168(76) |
| 0.80 | 0.620707(11) | 0.6354(10) | 0.63570(11) | 0.63569(13) | 4.51(11) | 2.391(88) | 1.9329(28) | 1.9322(28) |
| 1.60 | 0.61823(40) | 0.63200(63) | 0.63205(65) | 0.63205(65) | 7.14(17) | 3.954(97) | 3.5196(11) | 3.5191(10) |
The values for the critical exponents for the vector mass gaps are estimated in a similar fashion. Our data for \( j_{\max} = 3/2, 2 \), which are close to the ones from Ref. [55], reveal that for our largest fermion mass \( m/g = 1.6 \) we are already relatively close to the nonrelativistic limit. Hence, we restrict ourselves to data for small fermion mass to estimate the critical exponent. For each value of \( j_{\max} \), we fit our data to a power law, \( y(m/g)^\gamma \), for every interval \([0.1, (m/g)_{\max}]\), with 0.25 \( \leq (m/g)_{\max} \leq 0.4 \). As the central value, we take the fit with the smallest \( \chi^2_{\text{d.o.f.}} \). To estimate our systematic error, we take the difference between the central value and the fit giving the most outlying value. The statistical error is again given by 1\sigma error bar for the fitting error.

To study the scaling of the entropy towards the continuum limit and obtain an estimate for the central charges, we proceed as described in the main text. First, for \( D = 200 \) and every combination of \((j_{\max}, m/g, x, N)\), we average over the values obtained for 4 bipartitions close to the center for each of the different entropy contributions. To estimate our systematic error, we take the difference with respect to the values obtained with \( D = 150 \). Additionally, our data have another systematic error due to the finite precision of our simulations, which has to be added on top. For the entropies we cannot give the same precise estimates for this systematic error as for the energies. To get, nevertheless, a rough idea of the order of magnitude, we compare results with convergence tolerance \( \epsilon = 10^{-6} \) and \( \epsilon = 10^{-10} \). Figure 13 reveals that even for the largest value of \( j_{\max} \), where we expect the largest differences between these results, it is around \( 10^{-5} \). Hence, we simply assume a systematic error of \( 10^{-5} \) due to the finite precision of our simulations in all cases.

APPENDIX F: ENTANGLEMENT ENTROPY IN THE FULL BASIS AND OUR FORMULATION

In this appendix, we discuss the relation between the different contributions to the von Neumann entropy in our reduced basis formulation and the full basis. In a first step, we show that one can recover the full basis state from the reduced one by means of an isometry, which can be written as a sequence of \( N \) local isometries, and thus corresponds to a quantum circuit of depth equal to the system size \( N \). Afterwards, we formally argue why the weights of different sectors \( p_j \) are the same in both bases and show the explicit relation between the entanglement entropies computed in each basis.

1. Mapping to the full basis

Here, we show how the full basis state can be recovered from our reduced basis formulation by sequentially applying a local, isometric map. The map is given by

\[
\mathcal{M}_{\text{loc}} = \sum_{j=0,1/2,\ldots} \sum_{\ell, \ell' = -j}^{j} \sum_{s = -|[q_a]|}^{[q_a]} \frac{C_{j}^{\ell \ell'} j + q_a}{(j + q_a) + 1} |j, \ell; n_0 s; j + q_a, \ell' + s \rangle \langle j, \ell; a|, \tag{F1}
\]

where \( C_{j}^{\ell \ell'} \equiv \langle J, M | j_1, \ell_1; j_2, \ell_2 \rangle \) are the usual Clebsch-Gordan coefficients for coupling two angular momenta \( j_1, j_2 \) with \( z \) components \( \ell_1, \ell_2 \) to a total angular momentum \( J \) with \( z \) component \( M \). The symbol \( \alpha \in \{0, 1, 1, 2 \} \) labels the decorated fermionic occupation. The state \(|\alpha\rangle\) is an eigenstate of the operators \( \hat{n} \) from Eq. (B2) and \( \hat{q} \) from Eq. (B3), with respective eigenvalues \( n_0 \) and \( q_a \). The states \( |n_0 s\rangle \) correspond to a relabeling of the full basis \(|n^1, n^2\rangle\). Different from the main text, we label them with the total occupation number and the \( z \) component of the related angular momentum, \( n_0 = n_1 + n_2 \), \( s = (n_1 - n_2)/2 \), to make the dependence explicit. The effect of the map is to introduce extra d.o.f., \( \ell' \) for the incoming link and \( j, \ell \) on the outgoing link, by simultaneously respecting the proper SU(2) composition rules, which is ensured by the Clebsch-Gordan coefficients [see Fig. 14(a)]. Note that for empty or doubly occupied sites, \( q_a = 0 \) and the Clebsch-Gordan coefficients are trivial. In the case of singly occupied sites, \( |q_a| = 1/2 \) and the spin 1/2 of the single fermion couples to the angular momentum of the previous link to ensure a color-neutral superposition. The prefactors \( 1/\sqrt{2(j + q_a) + 1} \) ensure proper normalization of the resulting state and have to be chosen such that \( \mathcal{M}_{\text{loc}}^\dagger \mathcal{M}_{\text{loc}} \) is the projector on the physical subspace.
as we show in the following. A straightforward calculation yields

\[
\mathcal{M}_\text{loc}^j \mathcal{M}_\text{loc} = \sum_{j',q} \frac{1}{2(j+q)} \left( \sum_{j',q} C_{j,q_0}^{j,q_0} \right)^2
\]

The sum inside the bracket over the squares of the Clebsch-Gordan coefficients can be simplified as follows:

\[
\sum_{j',q} \left( \sum_{j',q} C_{j,q_0}^{j,q_0} \right)^2 = \frac{j+q+1}{2(j+q)}
\]

where in the step from the second to the third line we use that the Clebsch-Gordan coefficients vanish, if the resulting z component differs from the sum of the individual z components and, hence, we can sum over \(j\). To arrive at the last line we use the orthogonality relations. Thus, we see that Eq. (F2) is the identity on the physical subspace and \(\mathcal{M}_\text{loc} \) is indeed an isometry.

Considering a system with \(N\) sites, we can recover the full state after fixing the link on the left boundary, \(|j_0\rangle\), via a sequential application of \(\mathcal{M}_\text{loc} \), \(\mathcal{M} = \mathcal{M}_\text{loc}^{(1)} \mathcal{M}_\text{loc}^{(2)} \ldots \mathcal{M}_\text{loc}^{(N)} \). As sketched in Fig. 14(b), the sequential application of the map corresponds to a quantum circuit of depth \(N\). In all our calculations, we work in the sector \(j_0 = 0\); hence, the left electric field necessarily has to vanish and the input left link is \(|00\rangle\) (thus, not explicitly shown in the figure).

2. Classical part of the entropy

Here, we show that the weights of sectors with a particular value of \(j\) on a certain link \(\rho_j\) are identical in both the full basis and our formulation. For all the following, we assume a system of \(N\) sites in a physical state \(|\Psi\rangle\) in the reduced basis, corresponding, in the full one, to \(|\Psi\rangle = \mathcal{M}|\Psi\rangle\). We consider the bipartition of the system obtained by cutting at the \(L\)th gauge link.

In the full basis, the RDM for the leftmost \(L\) sites has block diagonal structure thanks to the gauge constraints, and we can write

\[
\rho_j = \mathcal{P}_j \mathcal{F} \mathcal{P}_j = \mathcal{F} \mathcal{P}_j \mathcal{P}_j \mathcal{F}
\]

where \(\mathcal{P}_j\) is the projector on total flux \(j\) for the \(L\)th link. In the full basis, this projector acts locally on the link and thus can be written \(\mathcal{P}_j = \mathbf{1}_\text{in} \otimes \mathcal{P}_j^{(L)} \otimes \mathbf{1}\), where the left factor is the identity on the inner part, i.e., the part where \(\rho\) is defined [see Fig. 15(a)].

The corresponding projection in our basis formulation is given by

\[
\tilde{\mathcal{P}}_j = \sum_{q_0} \mathcal{P}_j \mathcal{F} \mathcal{P}_j \mathcal{F}
\]

where \(\sum q_0 + \ldots + q_N = j\) takes into account all basis states, for which the sum of the eigenvalues \(q_k\), \(k = 1, \ldots, L\), for the single-site operators from Eq. (B3) is equal to \(j\). The corresponding RDM thus reads

\[
\rho_j = \mathcal{P}_j \mathcal{F} \mathcal{P}_j = \mathcal{F} \mathcal{P}_j \mathcal{P}_j \mathcal{F}
\]

where \(\sum q_0 + \ldots + q_N = j\) takes into account all basis states, for which the sum of the eigenvalues \(q_k\), \(k = 1, \ldots, L\), for the single-site operators from Eq. (B3) is equal to \(j\). The corresponding RDM thus reads

\[
\rho_j = \mathcal{P}_j \mathcal{F} \mathcal{P}_j = \mathcal{F} \mathcal{P}_j \mathcal{P}_j \mathcal{F}
\]

where \(\sum q_0 + \ldots + q_N = j\) takes into account all basis states, for which the sum of the eigenvalues \(q_k\), \(k = 1, \ldots, L\), for the single-site operators from Eq. (B3) is equal to \(j\). The corresponding RDM thus reads

\[
\rho_j = \mathcal{P}_j \mathcal{F} \mathcal{P}_j = \mathcal{F} \mathcal{P}_j \mathcal{P}_j \mathcal{F}
\]

where \(\sum q_0 + \ldots + q_N = j\) takes into account all basis states, for which the sum of the eigenvalues \(q_k\), \(k = 1, \ldots, L\), for the single-site operators from Eq. (B3) is equal to \(j\). The corresponding RDM thus reads

\[
\rho_j = \mathcal{P}_j \mathcal{F} \mathcal{P}_j = \mathcal{F} \mathcal{P}_j \mathcal{P}_j \mathcal{F}
\]
It turns out, as we show next, that the action of the projector $\Pi_j$ on a certain value of the flux link commutes with the isometry that changes the basis, namely, $\Pi_j M(\tilde{\Psi}) = M(\tilde{\Pi}_j)\tilde{\Psi}$. This implies the following:

$$p_j = \text{tr}(\rho_j) = \text{tr}(\Pi_j M(\tilde{\Psi})\tilde{\Psi} M^\dagger \Pi_j) = \text{tr}(M(\tilde{\Pi}_j)\tilde{\Psi} M^\dagger) = \text{tr}(\tilde{\Pi}_j)\tilde{\Psi} = \tilde{p}_j.$$  

To prove the statement $\Pi_j M(\tilde{\Psi}) = M(\tilde{\Pi}_j)\tilde{\Psi}$, we proceed as sketched in Fig. 15. The individual steps are justified as follows.

(i) (a) = (b): In the full basis, the projector onto a flux value of $j$ for link $L$ is the identity everywhere, except for the local basis of the link, where it acts as $\Pi_j^{(L)} = \sum_j |j\ell\ell'\rangle\langle j\ell\ell'|$. Looking at Eq. (F1), it is clear that its action on $M_{\text{loc}}$ just fixes the value of $j$, and thus

$$\langle \Pi_j^{(L)} \otimes 1_{n_{s+j(L)}}, M_{\text{loc}}^{(L)} = M_{\text{loc}}^{(L)} (\Pi_j^{(L)} \otimes 1_a),$$

where $\Pi_j^{(L)}$ acts to the same effect on the link variables before the isometry, as $\Pi_j^{(L)} = \sum_j |j\ell\ell'\rangle\langle j\ell\ell'|$.

(ii) (b) = (c): The second step is guaranteed by gauge invariance, in particular, by the form of $M_{\text{loc}}$ in Eq. (F1). It is immediate to see that $\langle 1 \otimes \Pi_j^{(L)}), M_{\text{loc}}^{(L-1)} = M_{\text{loc}}^{(L-1)} \Pi_j^{(L-1)}$, where the projector $\Pi_j^{(L-1)}$ acts on the d.o.f. $j, \ell'$ of the ($L-1$)th link and the decorated fermion occupation number $\alpha$ of the $L$th vertex, as

$$\Pi_j^{(L-1)} = \sum_j \sum_{a} \sum_{\ell = -j} \delta_{j+q_a, j}\langle j\ell\ell'; \alpha | j\ell\ell; \alpha\rangle.$$  

(iii) (c) = (d): The third equivalence can be formally expressed as $\langle 1 \otimes \Pi_j^{(L-1)}), (M_{\text{loc}}^{(L-1)} \otimes 1_a^{(L)}) = (M_{\text{loc}}^{(L-1)} \otimes 1_a^{(L)})\Pi_j^{(L-2)}$, with

$$\Pi_j^{(L-2)} = \sum_{j+a} \sum_{\ell = -j} \delta_{j+q_a, j}\langle j\ell\ell'; \alpha | j\ell\ell; \alpha\rangle.$$

On the left-hand side, the only effect of the projector for a sector $j$ which acts on $M_{\text{loc}} \otimes 1_a^{(L)}$ is to restrict the sum over $j$ in Eq. (F1) to values such that $j + q_a + q'_a = j$, which is precisely the effect of the projector on the right-hand side.

(iv) (d) = (e): Iterating the step above, we can pull the projector through every $M_{\text{loc}}$ block, until the edge of the chain, where the input $j$ is fixed to 0 and can be ignored.

### 3. Distillable part of the entropy

We assume that for a physical state, in the reduced basis, the unnormalized RDM for the $L$ leftmost sites for the sector with (outgoing) flux $j$ has spectrum $\lambda_{\alpha}$, i.e.,

$$\tilde{\rho}_j = \sum_\alpha \lambda_{\alpha} |\alpha\rangle\langle \alpha|,$$

with the eigenvectors $|\alpha\rangle$ supported on the reduced basis for the $L$ leftmost sites.

We can use the relations discussed above to relate the density operators in the full and reduced basis. The RDM in the full basis, given by (F3), can be computed from the RDM for $L + 1$ sites in the reduced basis, as sketched in Fig. 16(a), since the isometries acting to the right of the projector cancel out in the trace. Thus, the RDM in the full basis is obtained by first applying the isometry $M_{\text{loc}}^{(L+1)} = M_{\text{loc}}^{(L+1)} M_{\text{loc}}^{(L)} \ldots M_{\text{loc}}^{(1)}$ to the RDM for $L + 1$ sites in the reduced basis, $\tilde{\rho}_{L+1}$, then projecting onto the sector $j$, and finally tracing out the ($L+1$)th site and the gauge d.o.f. introduced by $M_{\text{loc}}^{(L)}$ and $M_{\text{loc}}^{(L+1)}$. Following the above discussion, the projector can be pushed through the local isometries [see Fig. 16(b)] so that $M_{\text{loc}}^{(L+1)}$ cancels and we finally obtain $\rho_j = \text{tr}_{l\in L+1}(M_{\text{loc}}^{(L)} B(j) M_{\text{loc}}^{(L)} \dagger)$, where $B(j) = M_{\text{loc}}^{(L)} - \tilde{\rho}_j M_{\text{loc}}^{(L)}$. Since $B(j)$ is simply an isometric transformation of $\tilde{\rho}_j$, it has the same spectrum. We can write

$$B(j) = \sum_{k_a l' a' \ell a' l' a' \ell} B_{k_a l' a' l' a' \ell} |k_{la} - j - q_a, \ell; \alpha\rangle |k'_{la} - j - q_{a'}, \ell'; \alpha\rangle.$$  

![FIG. 16. RDM corresponding to a fixed flux sector $j$, computed in the full basis. (a) $\tilde{\rho}_{L+1}$ in the full basis. After pushing the projectors through as explained in the text and using that $M_{\text{loc}}^{(L+1)}$ is an isometry, one obtains the equivalent form depicted in panel (b).](image-url)
where we make the d.o.f. of the \((L - 1)\)th link and the \(L\)th vertex explicit, and represent all the others for the inner part with global indices \(k_{i,\mu}^\text{in}\), \(k_{i,\mu}^\text{out}\). Then,

\[
B_{k_{i,\mu}^\text{in} k_{i,\mu}^\text{out}^\prime} = \sum_\sigma \mathcal{U}_{k_{i,\mu}^\text{in} k_{i,\mu}^\text{out}^\prime} \mathcal{M}_{k_{i,\mu}^\text{in} k_{i,\mu}^\text{out}} \mathcal{F}_\sigma k_{i,\mu}^\text{out}^\prime d',
\]

where \(\mathcal{U}_{k_{i,\mu}^\text{in} k_{i,\mu}^\text{out}^\prime} = \langle k_{i,\mu}^\text{in} | j - q_\mu, \ell' ; \alpha | \mathcal{M}_{L-1} | \sigma \rangle\).

Applying the local isometry \(\mathcal{M}_{\text{loc}}(L)\) and tracing out the \(L\)th link, we get

\[
\rho_j = \frac{1}{2j + 1} \sum_{k_{i,\mu}^\text{in} k_{i,\mu}^\text{out}^\prime} B_{k_{i,\mu}^\text{in} k_{i,\mu}^\text{out}^\prime} \times \sum_{|q_{\mu}|} C_j^{q_{\mu}, j-q_\mu} \times \langle k_{i,\mu}^\text{in} | j - q_\mu, \ell, r - s; n_{\sigma, s} \rangle \times \langle k_{i,\mu}^\text{in}^\prime | j - q_\mu, \ell', r - s'; n_{\sigma, s} \rangle.
\]

We observe that defining

\[
|v(k_{i,\mu}^\text{in}; j r ; \alpha \ell')\rangle = \sum_{s, q_{\mu}} C_j^{q_{\mu}, j-q_\mu} \times \langle k_{i,\mu}^\text{in} | j - q_\mu, \ell, r - s; n_{\sigma, s} \rangle,
\]

we obtain a set of orthogonal vectors (with respect to all the labels), corresponding to changing the basis of the \((L - 1)\) th link and the \(L\)th vertex to a basis of total angular momentum. As a result, if we use the unitary \(\mathcal{U}_{k_{i,\mu}^\text{in} k_{i,\mu}^\text{out}^\prime}\) to express the internal d.o.f. in the diagonal basis,

\[
|w(\sigma; j r)\rangle = \sum_{k_{i,\mu}^\text{in} k_{i,\mu}^\text{out}^\prime} \mathcal{U}_{k_{i,\mu}^\text{in} k_{i,\mu}^\text{out}^\prime} |v(k_{i,\mu}^\text{in}; j r ; \alpha \ell')\rangle,
\]

the resulting vectors are also orthogonal, and

\[
\rho_j = \frac{1}{2j + 1} \sum_{\alpha} \sum_{r = -j}^{j} \lambda_\alpha |w(\sigma; j r)\rangle \langle w(\sigma; j r)|. \tag{F4}
\]

Thus, \(\rho_j\) consists of \(2j + 1\) blocks, with identical spectrum \(\{\lambda_\alpha/(2j + 1)\}\). Consequently, the entropy is given by

\[
S(\rho_j) = -\sum_{r = -j}^{j} \sum_\sigma \frac{\lambda_\sigma}{2j + 1} \log_2 \frac{\lambda_\sigma}{2j + 1} = -\sum_\sigma \lambda_\sigma \log_2 \frac{\lambda_\sigma}{2j + 1} = \tilde{p}_j \log_2 (2j + 1) - \sum_\sigma \lambda_\sigma \log_2 \lambda_\sigma = \tilde{p}_j \log_2 (2j + 1) + S(\tilde{\rho}_j).
\]

Putting this result together with the fact that each \(j\) sector has the same weight in the reduced and the full representations, \(p_j = \tilde{p}_j\), we find that the relation between the entropies is

\[
S(\rho) = -\sum_j p_j \log_2 (p_j) + \sum_j p_j S(\rho_j) = -\sum_j p_j \log_2 (p_j) + \sum_j p_j \log_2 (2j + 1) + S(\tilde{\rho}) \tag{F5}
\]
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