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ABSTRACT. We study the probability of ruin before time $t$ for the family of tempered stable Lévy insurance risk processes, which includes the spectrally positive inverse Gaussian processes. Numerical approximations of the ruin time distribution are derived via the Laplace transform of the asymptotic ruin time distribution, for which we have an explicit expression. These are benchmarked against simulations based on importance sampling using stable processes. Theoretical consequences of the asymptotic formulae are found to indicate some potential drawbacks to the use of the inverse Gaussian process as a risk reserve process. We offer as alternatives natural generalizations which fall within the tempered stable family of processes.

1. INTRODUCTION

The risk reserve of an insurance company has traditionally been modelled as a compound Poisson process with drift. In recent years more general Lévy processes have been proposed, among them the inverse Gaussian family of processes. Such processes have been found to approximate reasonably well a wide range of aggregate claims distributions [9]. While the probability of eventual ruin has received a lot of attention, arguably of equal importance in practice is the probability of ruin before some finite time horizon. Our paper aims to study the probability of ruin before time $t$ for the inverse Gaussian family and a natural generalisation, the tempered stable processes.

The basis of our investigation is the recent asymptotic representation, as the initial reserve grows large, of the ruin time distribution for more general “medium-heavy” convolution equivalent Lévy processes [19, 21]. This representation, via the calculation of its Laplace transform, lends itself to a numerical approximation of the ruin time distribution, which is then benchmarked against values obtained by simulation. Thus we are able to illustrate the use of a broad, relatively simple and computationally tractable family of processes with which to model the risk reserve process.

We find that the asymptotic representation performs well even when the initial capital is relatively small, contrary to a view that asymptotic formulae may only be useful when the initial capital becomes extremely large. Additionally, the asymptotic representation provides some interesting insight with regard to safety loading management. When a realistic safety loading is specified in the insurance risk model, we show that processes within the tempered stable family may exhibit undesirable exponential growth (in time) of the ruin probabilities, at least asymptotically. This indicates that some caution may need to
be exercised in the choice of model and to aid with this task, we derive a useful relationship between the parameters to avoid an unpleasant scenario. This might have interesting implications for practitioners concerned with safety loading management.

Empirically we also observe that the asymptotic formula provides a useful lower bound for the ruin probability that can be combined with the infinite horizon ruin probability to provide a practical approximation of the true ruin probability.

1.1. Lévy insurance risk model. Let \( X = \{X_t : t \geq 0\}, X_0 = 0, \) be a Lévy process defined on \((\Omega, \mathcal{F}, P)\), with canonical triplet \((\gamma_X, \sigma_X^2, \Pi_X)\). The characteristic function of \( X \) then has the Lévy-Khintchine representation \( \mathbb{E}e^{i\theta X} = e^{\Psi_X(\theta)} \), where

\[
\Psi_X(\theta) = i\theta \gamma_X - \frac{1}{2} \sigma_X^2 \theta^2 + \int_{\mathbb{R}} \left(e^{i\theta x} - 1 - i\theta x \mathbb{1}_{|x| < 1}\right) \Pi_X(dx), \quad \text{for } \theta \in \mathbb{R}.
\]

In the general Lévy insurance risk model, the claim surplus process, which represents the excess in claims over income, is modelled by a Lévy process \( X \) with \( X_t \to -\infty \) almost surely. Claims are represented by positive jumps, while premia and other income produce a downward drift in \( X \). The insurance company starts with a positive reserve \( u \), and ruin occurs if this level is exceeded by \( X \). The assumption \( X_t \to -\infty \) a.s. is a reflection of the premium being set to avoid certain ruin. This setup generalises the classical Cramér-Lundberg model in which

\[
X_t = \sum_{i=1}^{N_t} U_i - pt,
\]
where the nonnegative random variables \( U_i \) form an i.i.d. sequence with finite mean \( \mu \). \( N_t \) is an independent rate \( \lambda \) Poisson process, and \( p > \lambda \mu \). Here \( U_i \) models the size of the \( i \)-th claim and \( p \) represents the rate of premium inflow. The assumption \( p > \lambda \mu \) is the net profit condition needed to ensure that \( X_t \to -\infty \) a.s. See [2] for background.

1.2. The convolution equivalent model. A natural class which includes the tempered stable distribution and the inverse Gaussian distribution is the class of convolution equivalent distributions. Definitions and basic results for convolution equivalent distributions and the corresponding convolution equivalent Lévy insurance risk processes are set out in detail in Klüppelberg, Kyprianou and Maller [24], and Griffin and Maller [21], and associated papers, so we only outline the main ideas here. A comparison of the medium heavy convolution equivalent condition, the light-tailed Cramér condition \((\mathbb{E}e^{\nu_0 X} = 1 \text{ for some } \nu_0 > 0)\) and the heavy tailed subexponential condition can also be found in [21].

Denote the class of (non-negative) convolution equivalent distributions of index \( \alpha > 0 \) by \( \mathcal{S}(\alpha) \). A Lévy process is said to be convolution equivalent\(^1\), written

\[
X^+_1 \in \mathcal{S}(\alpha) \text{ for some } \alpha > 0,
\]
if the distribution of \( X^+_1 \) is in \( \mathcal{S}(\alpha) \) for some \( \alpha > 0 \). The convolution equivalent Lévy insurance risk model is one in which

\[
X^+_1 \in \mathcal{S}(\alpha) \text{ for some } \alpha > 0 \text{ and } X_t \to -\infty \text{ a.s.}
\]

Membership of \( \mathcal{S}(\alpha) \), by definition, is a property of the positive tail of the distribution of \( X_t \). Condition (3) can equivalently be expressed in terms of the positive tail \( \Pi_X^+(u) = \Pi_X((u, \infty)) \) of the Lévy measure (see [24]). Assuming \( \Pi_X^+(x_0) > 0 \) for some \( x_0 > 0 \), so that \( X \) has positive jumps with probability 1, we say that \( X^+_1 \in \mathcal{S}(\alpha) \) if the same is true of

\[^1\text{See Borovkov and Borovkov [6] and Foss, Korshunov and Zachary [16] for further background on subexponential and convolution equivalent distributions.}\]
the corresponding renormalised tail \( \left( \frac{\Pi^+_X(\cdot)}{\Pi^+_X(x_0)} \right) \wedge 1 \). With this understanding, (3) is equivalent to

\[
\Pi^+_X \in \mathcal{S}(\alpha)
\]

for some \( \alpha > 0 \).

Convolution equivalent distributions of index \( \alpha \) have exponential moments of order \( \alpha \), but of no larger orders. Thus, if \( \psi_X \) denotes the cumulant of \( X \), so that

\[
E e^{\beta X} = e^{\psi_X(\beta)},
\]

then \( \psi_X(\beta) \) is finite if and only if \( \beta \leq \alpha \).

Some asymptotic aspects of the model (2) where \( U_1 \) has a convolution equivalent distribution were recently considered by Tang and Wei [33]. In particular, explicit asymptotic formulas for the Gerber-Shiu function in the infinite horizon case were derived. Theoretical and numerical comparisons between models under the Cramér condition or a convolution equivalent condition were recently carried out in [22] for general Lévy insurance risk processes. It was observed that the “medium-heavy” regime transitions continuously into the “light-tailed” Cramér regime as certain parameters describing the models are varied. The convolution equivalent model was suggested as providing a broad and flexible apparatus for modelling the insurance risk process.

1.3. Eventual ruin. Convolution equivalent Lévy processes were introduced into risk theory in [24]. In addition to (5), [24] assumed

\[ E e^{\alpha X_1} < 1. \]  

Condition (6) implies that \( (e^{\alpha X_t})_{t \geq 0} \) is a non-negative supermartingale from which it follows that \( X_t \to -\infty \) a.s., so the second condition in (4) is automatic in this case.

For a given initial reserve \( u > 0 \), the ruin time is defined by

\[ \tau(u) = \inf \{ t \geq 0 : X_t > u \}. \]

The main results in [24] include the following asymptotic estimate for the probability of eventual ruin. Assume (5) and (6). Then

\[
\lim_{u \to \infty} \frac{P(\tau(u) < \infty)}{\Pi^+_X(u)} = \frac{E e^{\alpha \overline{X}_\infty}}{-\psi_X(\alpha)},
\]

where

\[ \overline{X}_t = \sup_{0 \leq s \leq t} X_s. \]

This expression for the limit differs in form from that given in [24], but is equivalent; see Remark 1. Under (6), \( \psi_X(\alpha) < 0 \) and \( E e^{\alpha X_\infty} < \infty \). If \( E e^{\alpha X_1} \in [1, \infty) \) then \( E e^{\alpha \overline{X}_\infty} = \infty \), but \( E e^{\alpha \overline{X}_t} < \infty \) for all \( t \geq 0 \); see Lemma 2.1 in [19].

1.4. Ruin in finite time. A more difficult problem than the probability of eventual ruin is to find the distribution of the ruin time itself. For convolution equivalent processes, partial results in this direction were obtained by Braverman [7], Braverman and Samorodnitsky [8], and Albin and Sundén [1]. More recently, the following explicitly defined asymptotic estimate was obtained in Griffin [19] and Griffin and Maller [21] under the sole assumption (5):

\[
P(\tau(u) \leq t) = \Pi^+_X(u) B(t) + o(\Pi^+_X(u)) \quad \text{a.s. } u \to \infty,
\]
where the function $B(t)$ satisfies
\[
B(t) = \int_0^t e^{\psi_X(s)} E e^{aX_{\tau(s)}} ds. \tag{11}
\]
Under Condition (6), the estimate in (10) is uniform in $t \geq 0$, $B$ is bounded, and by monotone convergence, $B(t)$ increases as $t \to \infty$ to
\[
B(\infty) = \frac{E e^{aX_\tau}}{-\psi_X(a)} \tag{12}
\]
which coincides with the limit in (8). In this case the estimate may be rewritten in a more intuitively appealing form. From (8), (10) and (12), we have for $t > 0$
\[
P(\tau(u) \leq t) = P(\tau(u) < \infty) \left( \frac{B(t)}{B(\infty)} + o(1) \right) \text{ as } u \to \infty. \tag{13}
\]
Thus, asymptotically as $u \to \infty$, $P(\tau(u) \leq t)$ factors as the product of the probability of eventual ruin and a distribution function in $t$ given by $B(t)/B(\infty)$. Moreover this estimate is uniform in $t \geq 0$.

When $E e^{aX_1} \geq 1$, (10) provides an estimate which is uniform on compact sets in $t \geq 0$, but the function $B$ is unbounded and the limit in (8) is infinite. Thus $P(\tau(u) \leq t)$ is no longer proportional to $P(\tau(u) < \infty)$ and (13) does not hold.

1.5. Overview. The quite explicitly defined form of $B(t)$ in (11) opens the possibility of calculating it numerically for an appropriate class of models, with the hope that the estimates may be used for guidance in some real-life modelling situations so as to derive useful information about the ruin time distribution. But in order to implement this program, a number of questions must be addressed. First, what can be said about properties of $B$? Second, how do we obtain a good numerical approximation for the expression given by (11)? Third, once numerical results are at our disposal, how well do the approximations (10) and (13) perform compared to, say, a direct simulation of the ruin time probabilities for different values of $u$ and $t$? The aim of this paper is to give answers to these questions.

2. Some Fluctuation Theory

In order to investigate properties of $B$ we need to introduce some notation and a few basic results from the fluctuation theory of Lévy processes as set out in Bertoin [4], Sato [31] and Kyprianou [25].

2.1. Inverse local-time and ladder height processes. Let $(L^{-1}_t, H_t)_{t \geq 0}$ denote the bivariate ascending inverse local time and ladder height subordinator process of $X$. The bivariate descending inverse local time and ladder height subordinator is denoted by $(\tilde{L}_t, \tilde{H}_t)_{t \geq 0}$. Their Laplace exponents $\kappa(a, b)$ and $\tilde{\kappa}(a, b)$ are defined, for values of $a, b \in \mathbb{R}$ for which the expectations are finite, by
\[
e^{-\kappa(a, b)} = E(e^{-aL^{-1}_t - bH_t}; 1 < L_\infty) \quad \text{and} \quad e^{-\tilde{\kappa}(a, b)} = E(e^{-a\tilde{L}^{-1}_t - b\tilde{H}_t}; 1 < \tilde{L}_\infty). \tag{14}
\]
The random variables $L_\infty$ and $\tilde{L}_\infty$ are exponentially distributed with parameters $q \geq 0$ and $\tilde{q} \geq 0$ respectively, with the understanding that if $q$ or $\tilde{q}$ is zero then the resulting random variable is identically infinite. We can write
\[
\kappa(a, b) = q + d_{L^{-1}}a + d_H b + \int_{t \geq 0} \int_{h \geq 0} \left( 1 - e^{-at-bh} \right) \Pi_{L^{-1}}(dr, dh), \tag{15}
\]
where $d_{L^{-1}} \geq 0$ and $d_H \geq 0$ are drift constants, and $\Pi_{L^{-1},H}(dr,dh)$ is the bivariate Lévy measure of $(L^{-1},H)$. Similarly,

$$\hat{\kappa}(a,b) = \hat{q} + d_{L^{-1}}a + d_Hb + \int_{t \geq 0} \int_{h \geq 0} \left(1 - e^{-at-bh}\right) \Pi_{L^{-1},H}(dr,dh).$$

These integrals are finite at least for $a \geq 0$, $b \geq 0$. We denote the marginal Lévy measures of $L^{-1}$ and $H$ by $\Pi_{L^{-1}}(dr)$ and $\Pi_H(dh)$, and similarly for the corresponding hat quantities.

When $\lim_{t \to \infty} X_t = -\infty$ a.s., the increasing ladder process $(L^{-1},H)_{t \geq 0}$ is defective. In that case $(L^{-1},H)$ is obtained from a non-defective bivariate subordinator $(L',H')$ by independent exponential killing with rate $q > 0$. The decreasing ladder process $(L',H')_{t \geq 0}$ is proper when $X_t \to -\infty$ a.s., and we then have $\hat{q} = 0$.

The Wiener-Hopf factors of $X$ may be expressed in terms of these Laplace exponents. In particular

$$Ee^{-\alpha X} = \frac{\kappa(\delta,0)}{\kappa(\delta,a)}$$

(16)

where $e$ is independent of $X$ and exponentially distributed with parameter $\delta$, and $a \geq 0$. If $\Pi_X \in \mathcal{S}^{(\alpha)}$, then $Ee^{\alpha X} < \infty$, $Ee^{\alpha H} < \infty$ and (16) remains true for $a \geq -\alpha$.

The Wiener-Hopf factorization involves an arbitrary constant which we may take to be one by choice of normalization of the local times. In other words we assume

$$-\log Ee^{i\theta X} = [-\log Ee^{i\theta H}]^{[-\log Ee^{-i\theta H}]}.$$  

(17)

2.2. **The spectrally positive case.** When $X$ is spectrally positive, that is, $\Pi_X((-\infty,0)) = 0$, more explicit expressions are available for $\kappa$ and $\hat{\kappa}$. In this situation we take $\hat{L} = -\inf_{0 < s \leq t} X_t$, so the inverse process $\hat{L}^{-1}$ is the passage time subordinator

$$\hat{\tau}_y := \inf\{t > 0 : \inf_{0 < s \leq t} X_s < -y\}, y \geq 0,$$  

(18)

and $\hat{H}_t = t$ on $\{\hat{\tau}_y < \infty\}$. Let

$$\Phi_X(\delta) = \inf\{\beta : \psi_X(\beta) = \delta\}, \delta \geq 0.$$  

(19)

Since $\psi_X$ is strictly decreasing on $(-\infty, \Phi_X(0))$, the function $\Phi_X : [0,\infty) \to (-\infty, \Phi_X(0))$ is the inverse of the restriction of $\psi_X$ to $(-\infty, \Phi_X(0))$. It follows that

$$\hat{\kappa}(\delta,\beta) = \beta - \Phi_X(\delta), \delta \geq 0, \beta \in \mathbb{R},$$  

(20)

and as a consequence of the choice of normalisation in (17),

$$\kappa(\delta,\beta) = \frac{\psi_X(-\beta) - \delta}{\beta + \Phi_X(\delta)}, \delta \geq 0, \beta \geq 0.$$  

(21)

See Section 8.1 of [25] or Section VII.1 of [4] which, note, both apply to spectrally negative processes. If in addition $\Pi_X \in \mathcal{S}^{(\alpha)}$, then (21) remains true for $\delta \geq 0, \beta \geq -\alpha$.

3. **Properties of $B$ and consequences for the insurance risk process.**

We now present some analytical properties of the function $B$ and discuss their implications for the Lévy insurance risk process.
3.1. Laplace transform and rate of growth of $B$. Direct analytic evaluation of $B$ through (11) is not feasible so we turn to evaluating it by numerically inverting its Laplace transform. The following proposition provides the required theoretical result.

Proposition 1. Assume (5) holds. Then for $\delta > \psi_X(\alpha) \vee 0$,

\[
\tilde{B}(\delta) := \int_0^\infty e^{-\delta t} B(t) dt = \frac{\kappa(\delta, 0)}{\delta (\delta - \psi_X(\alpha)) \kappa(\delta, -\alpha)}.
\]

When, further, $X$ is spectrally positive, this takes the form

\[
\tilde{B}(\delta) = \frac{\Phi_X(\delta) - \alpha}{(\delta - \psi_X(\alpha))^2 \Phi_X(\delta)}. \tag{23}
\]

Proof. Substituting for $B$ from (11) we obtain

\[
\delta \int_0^\infty e^{-\delta t} B(t) dt = \delta \int_0^\infty e^{-\delta t} \int_0^t e^{-\psi_X(\alpha)s} e^{\alpha X_s - e^{-\psi_X(\alpha)s}} ds dt
\]

\[
= \delta \int_0^\infty e^{-\delta t} \int_0^t e^{-\psi_X(\alpha)s} e^{\alpha X_s} ds dt
\]

\[
= \delta \int_0^\infty \int_0^t e^{-(\delta - \psi_X(\alpha)s)} ds dt e^{-\psi_X(\alpha)s} e^{\alpha X_s} ds
\]

\[
= \frac{1}{\delta - \psi_X(\alpha)} \int_0^\infty e^{\alpha X_t} \delta e^{-\delta t} ds
\]

\[
= \frac{1}{\delta - \psi_X(\alpha)} e^{\alpha X_t}
\]

where $e$ is distributed as exponential with parameter $\delta$ independently of $X$. Thus (22) follows from (16), and then (23) from (21). \hfill \Box

Next we investigate how (6) and complementary conditions relate to the growth of $B$. This will have potential consequences for modelling the insurance risk process.

Proposition 2. Assume (5) holds.

(i) If $E e^{\alpha X_t} < 1$ then

\[
B(\infty) = \frac{q}{\psi_X(\alpha) \kappa(0, -\alpha)} \in (0, \infty). \tag{25}
\]

(ii) If $E e^{\alpha X_t} > 1$ then

\[
\lim_{t \to \infty} \frac{\ln B(t)}{t} = \psi_X(\alpha). \tag{26}
\]

(iii) If $E e^{\alpha X_t} = 1$ then (26) continues to hold (in which $\psi_X(\alpha) = 0$), together with

\[
\lim_{t \to \infty} \inf B(t) \geq 1; \tag{27}
\]

thus, $B(\infty) = \infty$. If in addition $EX_1 e^{\alpha X_t} < \infty$, then

\[
\limsup_{t \to \infty} \frac{B(t)}{t^2} < \infty. \tag{28}
\]

Proof. Assume $E e^{\alpha X_t} < 1$. In that case $\psi_X(\alpha) < 0$, $\kappa(0, 0) = q > 0$ and $\kappa(0, -\alpha) > 0$; see Proposition 5.1 of [24]. First integrate by parts and then use (22) to obtain

\[
\int_0^\infty e^{-\delta t} B(t) dt = \int_0^\infty \delta e^{-\delta t} B(t) dt = \frac{\kappa(\delta, 0)}{\delta (\delta - \psi_X(\alpha)) \kappa(\delta, -\alpha)}, \delta > 0.
\]

Letting $\delta \downarrow 0$ then gives (25).
Now assume $Ee^{\alpha X_1} \geq 1$. Observe that $\ln Ee^{\alpha X_i}$ is subadditive, hence by Fekete’s lemma,

$$\lim_{s \to \infty} \frac{\ln Ee^{\alpha X_i}}{s} = r$$

(29)

for some $r < \infty$. Since $\ln Ee^{\alpha X_i} \geq \ln Ee^{\alpha X_i} = s\psi_X(\alpha)$, it follows that $r \in \{\psi_X(\alpha), \infty\}$. If $r > \psi_X(\alpha)$, choose $\delta \in (\psi_X(\alpha), r)$. It follows easily from (11) that

$$\liminf_{t \to \infty} \frac{\ln B(t)}{t} < \delta.$$  

But then $\tilde{B}(\delta) = \infty$ which contradicts (22), so $r = \psi_X(\alpha)$.

Finally assume $Ee^{\alpha X_1} = 1$. Then $\psi_X(\alpha) = 0$ so (27) is immediate from (11). In general when $\prod_X \in \mathcal{S}(\alpha)$, we know only that $Ee^{\alpha X_1} < \infty$, but now assume further that $E(X_1e^{\alpha X_1}) < \infty$. Since $e^{\alpha X_1}$ is a (sub)martingale, by Doob’s $L^1$-maximal inequality (see Exercise 5.4.6 of [14]),

$$Ee^{\alpha X_1} \leq (1 - e^{-1})(1 + E(\alpha X_1^+ e^{\alpha X_0})).$$

(31)

Now

$$X_n^+ e^{\alpha X_0} \leq \sum_{j=1}^{n} (\Delta X_j)^+ \prod_{j=1}^{n} e^{\alpha \Delta X_j}$$

(32)

where $\Delta X_i = X_i - X_{i-1}$. Thus

$$E(X_n^+ e^{\alpha X_0}) \leq nE \left( (\Delta X_i)^+ e^{\alpha \Delta X_i} \right) (Ee^{\alpha \Delta X_i})^{n-1}.$$  

(33)

Hence substituting into (31) and using monotonicity, for some constant $C < \infty$ and all $s \geq 0$

$$Ee^{\alpha X_s} \leq C(1 + s)e^{\psi_X(\alpha)s} = C(1 + s),$$

(34)

from which (28) follows after substitution in (11). □

**Remark 1.** From (12), the limit in (8) may be alternatively expressed as in (25). This is the form of the limit given in [24]; see Theorem 4.1 and Proposition 5.3 therein. The assumption $EX_1 e^{\alpha X_1} < \infty$ arises in connection with Cramér’s large deviation estimate for the probability of eventual ruin in the $\psi_X(\alpha) = 0$ case; see [5].

If $Ee^{\alpha X_1} > 1$ then (26) shows that $B(t)$ grows exponentially with $t$. Thus for appropriately large $u$ and $t$, increasing the time horizon by one unit increases the probability of ruin by a factor of $e^r$, where $r$ is essentially $\psi_X(\alpha)$. For example if $r = 3$ this is a factor of at least 20. This is clearly a situation which would concern any insurance company.

If, instead, $Ee^{\alpha X_1} = 1$ we are in the realm of the classical Cramér condition where $B$ grows subexponentially. With the additional mild assumption $EX_1 e^{\alpha X_1} < \infty$, $B$ grows at most quadratically, as shown by (28). However $B$ is still unbounded and the estimate in (8) is not uniform over all $t \geq 0$ in this case. Further, the probability of eventual ruin is of a different order to the probability of ruin in finite time.

If $Ee^{\alpha X_1} < 1$ then none of the above issues arise. $B$ is bounded, the estimate is uniform in $t$ and the finite ruin time probabilities are comparable to the infinite horizon ruin probabilities. Furthermore the modified form (13) of the limit holds, which as we will demonstrate provides a superior estimate for small $u$.

In conclusion, unless exponential growth of the finite horizon ruin probabilities is to be modelled, then it is necessary that the claims surplus process satisfy $Ee^{\alpha X_1} \leq 1$. Within this class, it may be desirable to further restrict to $Ee^{\alpha X_1} < 1$ due to the intuitive appeal, and uniformity in $t$, of the estimate in (13).
3.2. Moments and smoothness of $B$. In this section we give some subsidiary results which expand on the properties of $B$. Since it will not be used in the remainder of the paper in an essential way, the proof of Proposition 3 is deferred to an Appendix.

Proposition 3. Assume $X$ is spectrally positive and has no Brownian component, (5) holds, and $Ee^{\alpha X_t} < 1$ (so that $\lim_{t \to \infty} X_t = -\infty$ a.s.). Then $\int_0^t B(dt) < \infty$; thus, the limit distribution corresponding to $B$ has finite expectation.

To conclude this section, we mention some smoothness properties of $B$. Rewrite (11) as

$$B(t) = e^{\psi_X(\alpha)t}\int_0^t e^{-\psi_X(\alpha)s}Ee^{\alpha X_s}ds. \quad (35)$$

From this we see that $B$ has a density $B'$ satisfying

$$B'(t) = \psi_X(\alpha)B(t) + Ee^{\alpha X_t}, \; t \geq 0. \quad (36)$$

If $\psi_X(\alpha) = 0$, it follows immediately that $B'(t) \to 1$ as $t \to 0$ and so $B(t)$ increases approximately linearly near 0. The same conclusion holds when $\psi_X(\alpha) \neq 0$. For this first observe that from (35),

$$\frac{e^{\psi_X(\alpha)t} - 1}{\psi_X(\alpha)} \leq B(t) \leq \frac{e^{\psi_X(\alpha)t} - 1}{\psi_X(\alpha)}Ee^{\alpha X_t}. \quad (37)$$

Hence by (36),

$$\frac{e^{\psi_X(\alpha)t} - 1 + Ee^{\alpha X_t}}{\psi_X(\alpha)} \leq \frac{B'(t)}{\psi_X(\alpha)} \leq \frac{e^{\psi_X(\alpha)t}Ee^{\alpha X_t}}{\psi_X(\alpha)}. \quad (38)$$

Thus again $B'(t)$ tends to 1 as $t \to 0$.

4. Tempered Stable Processes

In this section we set out a parametric class of tempered stable Lévy processes which will be used as the basis for later calculation and simulations. All processes will be spectrally positive, i.e., have no downward jumps, but initially are not required to drift to $-\infty$, so we denote them by $Y$ to distinguish them from insurance risk processes which we will continue to denote by $X$. $X$ will be obtained from $Y$ in Section 5.1 by subtracting a drift.

4.1. Tempered stable processes. Let $Y$ be a Lévy process with characteristic triplet $(\gamma_Y, \sigma_Y^2, \Pi_Y)$, where

$$\gamma_Y = c(1 - \rho)^{-1} - c\int_0^1 (1 - e^{-\alpha x})\frac{dx}{x\rho}, \quad \sigma_Y^2 = 0, \quad \Pi_Y(dx) = \frac{ce^{-\alpha x}dx}{x^{\frac{1}{\rho}}}, \; x > 0. \quad (39)$$

Then $Y$ is a tempered stable process with parameters $c > 0$, $\alpha > 0$ and $\rho \in (0, 1) \cup (1, 2)$. The choice of $\gamma_Y$ is made so that the cumulant of $Y$ is

$$\psi_Y(\theta) = \ln Ee^{\theta Y_1} = -c\Gamma(-\rho)[\alpha\theta - (\alpha - \theta)^\rho], \; \theta \leq \alpha, \quad (40)$$

where $\Gamma$ denotes the usual gamma function. From this we find

$$EY_1 = \psi_Y'(0) = -c\rho\Gamma(-\rho)\alpha^{\rho-1}. \quad (41)$$

$Y$ is a pure jump subordinator when $\rho \in (0, 1)$ while for $\rho \in (1, 2)$ it is spectrally positive but of unbounded variation.
4.2. **Inverse Gaussian processes.** Suppose $Y$ has characteristics given by (39) specialized by taking $\rho = 1/2$. Then $Y$ is an inverse Gaussian process. It is a pure jump subordinator with cumulant

$$\psi_Y(\theta) = 2c\sqrt{\pi}(\sqrt{\alpha - \sqrt{\alpha - \theta}}), \quad \theta \leq \alpha, \quad (42)$$

and mean

$$EY_1 = c\sqrt{\frac{\pi}{\alpha}}. \quad (43)$$

5. **Tempered Stable Insurance Risk Model**

We turn now to insurance risk modelling based on a Lévy process $X$, obtained from the tempered stable process $Y$ of Section 4.1, by subtracting a drift. We will focus on the case $\rho \in (0, 1)$. We continue to require $X_t \to -\infty$ a.s. to reflect that the insurance company intends to collect sufficient premiums to avoid certain ruin. A sufficient condition that ensures this is $Ee^{\alpha X_1} \leq 1$. We note however that $X_t \to -\infty$ a.s. may still hold when $Ee^{\alpha X_1} > 1$. This has some interesting consequences for insurance model parametrisation and safety loading management.

5.1. **Aggregate claims and the claims surplus model.** Let $Y$ be the tempered stable process of Section 4.1 with $\rho \in (0, 1)$. In that case $Y$ is a pure jump subordinator which we can take to model the aggregate claims process. We may then consider a one parameter family of claims surplus processes indexed by the premium rate $p$:

$$X^{(p)}_t = Y_t - pt. \quad (44)$$

We will use a superscript $p$ to denote quantities computed from $X^{(p)}$, for example its cumulant $\psi^{(p)}_X(\theta) = \psi_Y(\theta) - p\theta$. By the strong law for Lévy processes,

$$X^{(p)}_t \to -\infty \text{ a.s. } \iff \ p > EY_1. \quad (45)$$

Note also that by (40) and (41)

$$Ee^{\alpha X^{(p)}_1} < 1 \iff \psi_Y(\alpha) < p\alpha \iff \ p > -c\Gamma(-\rho)\alpha^{\rho-1} \iff \ p > \frac{EY_1}{\rho}, \quad (46)$$

thus confirming that $Ee^{\alpha X^{(p)}_1} < 1$ implies $X^{(p)}_t \to -\infty$ a.s., via (45), since $\rho \in (0, 1)$.

Taking $\rho = 1/2$ we obtain a general model where aggregate claims are modelled by an inverse Gaussian process. The use of the inverse Gaussian process in this context is discussed in Garrido and Morales [17], Morales [29] and Chaubey, Garrido, and Trudeau [9] among others. The choice $\rho = 1/2$ makes a number of computations easier. For example, it is a tedious but simple matter to confirm that $\Phi^{(p)}_X$, defined in (19), is given by

$$\Phi^{(p)}_X(\delta) = \frac{2\pi c^2 + 2\sqrt{\pi c} \left(\sqrt{\sqrt{\alpha p} - \sqrt{\pi c}^2} + \sqrt{\pi c} + \delta p\right)}{-p^2}. \quad (46)$$

5.2. **Safety loading.** In the Cramér-Lundberg model (2), if we write

$$p = (1 + \xi)\hat{\lambda}\mu, \quad (47)$$

then $\xi$ is called the safety loading and, in practice, its value is typically of order 0.2 [18].

For the tempered stable model of Section 5.1, the natural interpretation of the safety loading is to write

$$p = (1 + \xi)EY_1. \quad (48)$$
Thus by (46),
\[
\psi_X^{(p)}(\alpha) < 0 \iff \rho > \frac{1}{1 + \xi} \iff \xi < \frac{1 - \rho}{\rho}.
\] (49)

It is interesting to note that this condition imposes no restrictions on the parameters \(c\) and \(\alpha\). This will be further elaborated on in the next section.

It has been suggested that the inverse Gaussian process be used as a model for aggregate claims. However when \(\rho = \frac{1}{2}, \xi = 0.2\) and \(p\) is given by (48), we are forced by (49) to consider the situation in which \(\psi_X^{(p)}(\alpha) > 0\). Indeed this will be the case for any safety loading \(\xi < 1\). Thus to obtain a model with a realistic safety loading and have \(\psi_X^{(p)}(\alpha) \leq 0\), which, from Section 3.1 is necessary to prevent long term exponential growth of the finite time ruin probabilities, the inverse Gaussian process cannot be used. Instead, from (49), for any \(\xi > 0\), to ensure that \(\psi_X^{(p)}(\alpha) \leq 0\), where \(p\) is given by (48), one should take a tempered stable process with \(\rho \in (1 + \xi)^{-1}, 1\). We will thus focus our numerical investigation of the ruin time estimates in (10) and (13) on processes satisfying this condition.

This potentially undesirable aspect of the inverse Gaussian process results from the asymptotic (in \(t\)) behaviour of the asymptotic (in \(u\)) estimate (11), together with the above safety loading considerations. For small values of the initial reserve or over short time periods, exponential growth in the finite time ruin probabilities may not be exhibited. In this case the inverse Gaussian process with a safety loading of 0.2 may prove to be an adequate model. Note however that estimate (13) is not available in this case since \(\psi_X^{(p)}(\alpha) > 0\).

5.3. Interpretation of model parameters. We next discuss the role of the various parameters in these models. Fix \(a, b > 0\) and let \(R_t = bY_{at}\). Then \(R\) represents the same aggregate claims process but with different units of currency and time. For example if \(Y_t\) is the aggregate claims after \(t\) years measured in millions of dollars, and \(a = 1/4\) and \(b = 10^3\), then \(R_t\) is the aggregate claims after \(t\) quarters measured in thousands of dollars. The Lévy measure of \(R\) is
\[
\Pi_R(dx) = \frac{ab^\rho ce^{-(a/b)x}}{x^{1+\rho}} \, dx, \quad x > 0.
\] (50)

This is of the same form as \(\Pi_Y\) but with different values for the parameters \(c\) and \(\alpha\). Thus varying \(c\) and \(\alpha\) is equivalent to changing the currency and time scale. This is not the case for \(\rho\), though. Similarly if we write \(p = (1 + \xi)EY_1\), so that \(X_{at}^{(p)} = Y_t - (1 + \xi)EY_t\), then
\[
bX_{at}^{(p)} = R_t - (1 + \xi)ER_t,
\] (51)

and we see that the safety loading also does not depend on the units of currency or time. Thus, up to a change of scale, the key parameters to vary to obtain different models are \(\rho\) and \(\xi\).

6. Numerical Approximation

This section introduces the techniques to be used in numerically approximating the ruin time distribution, when \(X\) is spectrally positive, using (10) and (13).

6.1. Approximating \(B\). Expressions for the Laplace transform of \(B\) are given in Proposition 1, from which \(B(t)\) can in principle be evaluated using the Bromwich integral
\[
B(t) = \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} e^{\delta t} \tilde{B}(\delta) \, d\delta,
\] (52)
where $\varepsilon$ is chosen so that $\tilde{B}$ in (22) is analytic in the region $\Re(\delta) \geq \varepsilon$. An extensive coverage of methods for approximating integrals of this form is presented by Cohen in [10]; in particular, benchmarks comparing the relative errors and computational times for a number of the methods are in [10]. As a check, we used two different approaches for the calculation of (52).

**Fixed-Talbot method.** The first consists of a straightforward approach by Valkó and Abate [34] which relies on multi-precision arithmetic called the fixed-Talbot method; see [10], p.138. This method is very attractive from an implementation point of view if one has access to a software package with arbitrary precision arithmetic capabilities (e.g., Mathematica [28]). The fixed-Talbot approach consists of deforming the contour in (52) to the path $\delta(\theta) = r\theta(\cot(\theta) + i)$ for $-\pi < \theta < \pi$, where $r$ is a parameter. Integration over this new contour gives

$$B(t) = \frac{1}{2\pi i} \int_{-\pi}^{\pi} e^{i\delta(\theta)} B(\delta(\theta)) \delta'(\theta) d\theta.$$  

Substituting $\delta'(\theta) = ir(1 + i\sigma(\theta))$ with $\sigma(\theta) := \theta + (\theta\cot(\theta) - 1)\cot(\theta)$ and knowing that $B$ is real-valued, we obtain

$$B(t) = \frac{r}{\pi} \int_{0}^{\pi} \Re \left( e^{i\delta(\theta)} B(\delta(\theta)) (1 + i\sigma(\theta)) \right) d\theta.$$  

This integral is then approximated using a trapezoidal rule with step size $\pi/M$ and $\theta_j = j\pi/M$ by

$$B^M(t) = \frac{r}{M} \left( \frac{1}{2} B(r) e^{it} + \frac{r}{M} \sum_{j=0}^{M-1} \Re((1 + i\sigma(\theta_j)) B(\delta(\theta_j)) e^{i(\delta(\theta_j))^t}) \right).$$

As suggested by Valkó and Abate, we choose $r = 2M/(5t)$ where $M$ is the number of decimal digits of precision required.

**Levin method.** The second method provides an alternative for situations where arbitrary precision arithmetic is not available. It starts from the observation that $B(t) = 0$ for $t < 0$ and $B$ is real-valued, so (52) simplifies to

$$B(t) = \frac{2e^{it\varepsilon}}{\pi} \int_{0}^{\infty} \Re(B(\varepsilon + iu)) \cos(ut) du. \quad (53)$$

This is an integral of oscillatory type so care has to be taken in performing a numerical approximation. We specialised the approach of Levin [27] to our particular case (53), as follows.

For $t > 0$ and a large enough $M > 0$ we can approximate (53) by

$$B(t) \approx \frac{2}{\pi} \int_{0}^{M} f(u) \cos(tu) du$$

where $f(u) := \Re B(\varepsilon iu)$. Assume $f(u)$ to be of the form

$$f(u) = F'(u) - tF(u) \tan(tu), \quad 0 \leq u \leq M, \quad (54)$$

for some function $F$. Then it follows that

$$\int_{0}^{M} f(u) \cos(tu) du = \int_{0}^{M} (F'(u) \cos(tu) - tF(u) \sin(tu)) du$$

$$= \int_{0}^{M} \frac{d}{du} (F(u) \cos(tu)) du$$

$$= F(M) \cos(tM) - F(0). \quad (55)$$
To find this unknown function $F$, we consider relation (54) as an ordinary differential equation (ODE) where $f$ is given and $F$ is to be determined. Since a solution of (54) seems difficult to obtain in closed form, we solve the ODE using a numerical method. Assume there exists $n \in \mathbb{N}$ large enough so that $F$ can be approximated arbitrarily closely on the interval $[0,M]$ by a function $F_n$ given by a linear combination of $n$ predetermined basis functions $p_1(u), \ldots, p_n(u)$:

$$F_n(u) = \sum_{k=1}^{n} c_k p_k(u),$$

(56)

where $c_1, \ldots, c_n$ are $n$ unknown coefficients to be determined. For simplicity, we made the choice $p_k(u) = T_k(u)$, where $T_k(u)$ is the $k$-th Chebyshev polynomial of the first kind (i.e., $T_k$ satisfies $T_k(\cos(u)) = \cos(ktu)$). Substituting (56) into (54) and using the identity $T'_k(u) = kU_{k-1}(u)$, where $U_k(u)$ is the Chebyshev polynomial of the second kind, we obtain the following equation

$$f(u) = \sum_{k=1}^{n} c_k (kU_{k-1}(u) - tT_k(u)\tan(tu)).$$

(57)

To find the coefficients $c_1, \ldots, c_n$, we choose $n$ collocation nodes $0 < u_1 < u_2 < \cdots < u_n = M$ and evaluate (57) at these points in order to set up a system of $n$ equations with $n$ unknowns which can be solved for the $c_i$. Once these coefficients are obtained, and since $T_k(0) = \cos(k\pi/2)$, we have the approximation

$$B(t) \approx 2\frac{n}{\pi} \left( \sum_{k=1}^{n} c_k (T_k(M)\cos(tM) - \cos(k\pi/2)) \right).$$

(58)

Here we see that the approximation depends on good choices of the cut-off value $M > 0$, the number $n$ of basis functions used to approximate $F$, and the location of the collocation nodes $u_1, \ldots, u_n$. After inspection of the behaviour of $\hat{B}$ near zero (see for example Figure 1), we chose $M = n$ and set the location of the nodes at $u_i = \cot((i\pi/(2n)))$, so they accumulate near zero.
6.2. Approximating $\Pi^+_X(u)$ and $P(\tau(u) < \infty)$. Approximating $\Pi^+_X(u)$ for an arbitrary choice of $u > 0$ is straightforward. For example, if $X$ is a tempered stable process then

$$\Pi^+_X(u) = \int_u^\infty \frac{ce^{-ax}}{x^\alpha x_1 + \rho} dx, \quad u > 0$$  \hspace{1cm} (59)$$

(see (39)). The integral here is easily calculated using a numerical quadrature routine, or a simple asymptotic approximation may be adequate for a large enough $u$:

$$\Pi^+_X(u) = \frac{ce^{-\alpha u}}{\alpha u^{1+\rho}}(1 + o(1)) \quad \text{as } u \to \infty. \hspace{1cm} (60)$$

For the models we consider, $\Pi^+_X(u)$ has a singularity at 0, so it could be expected that the estimate for $P(\tau(u) \leq t)$ given by (10) is large for small $u$. This suggests that (13) may provide better estimates, at least for small $u$, when applicable. When $X$ is spectrally positive, it is well-known that the infinite horizon ruin probabilities $P(\tau(u) < \infty)$ can be approximated arbitrarily closely by numerically inverting a Laplace transform; specifically, if $EX_1 < 0$, then from Theorem 8.1 of [25] we have that

$$P(\tau(u) < \infty) = 1 + EX_1W(u)$$  \hspace{1cm} (61)$$

where the scale function $W$ satisfies

$$\int_0^\infty e^{-\beta u}W(u) du = \frac{1}{\psi_X(-\beta)}. \hspace{1cm} (62)$$

Recently, an extensive overview of scale functions and their numerical evaluation through the inversion of a Laplace transform has been presented by Kuznetsov, Kyprianou, and Rivero [26].

7. Simulation Methodology

Simulation of observations on random variables with tempered stable distributions and the resulting processes has recently become an active topic of research due to their use in a variety of different applications; see the recent survey by Kawai and Masuda [23] and the references therein. However, to the best of our knowledge, simulation of finite-time ruin probabilities for tempered stable processes has not yet been covered in the literature. Consequently, we provide some detail on our approaches.

Naive approach. A naive approach is tempting; simulate the tempered stable process increment by increment by sampling from the increment distribution and tally the number of paths that pass above level $u$ by time $t$, then calculate the ratio of crossing paths to total paths simulated. When the stability index $\rho < 1$, the law of the process increments can be simulated exactly. On the other hand, when $\rho > 1$ no practical exact simulation method exists and one must resort to an approximation [23]. This is particularly troublesome when the probability of ruin is very small due to the possibility of bias in the convergence of the simulation algorithm. In addition, as the simulation of tempered stable random variables is currently not built-in to standard software packages, a custom implementation is needed. Further, simulation of a tempered stable random variable attracts a computational cost greater than that of a stable random variable. These disadvantages motivated us to develop another approach that we shall now explain.
Measure change approach. There is a useful relationship between tempered stable and stable processes that we can exploit. Consider a spectrally positive stable process $Z = \{Z_t : t \geq 0\}$ of index $\rho \in (0,1) \cup (1,2)$ with characteristic triplet $(\gamma, 0, \Pi)$, where

$$\gamma = \frac{c}{1-\rho}, \quad \Pi(dx) = \frac{cx}{x^{1+\rho}}, \quad x > 0, c > 0. \tag{63}$$

It is easily shown, by integration by parts, that for $\rho \in (0,1) \cup (1,2)$, $\lambda > 0$,

$$\int_0^\infty (e^{-\lambda x} - 1 + \lambda x I_{(0<x<1)})\Pi(dx) = c\lambda^\rho \Gamma(-\rho) + \frac{c\lambda}{1-\rho}. \tag{64}$$

Hence the Laplace exponent of $Z_1$ satisfies

$$\psi_Z(-\lambda) = \log Ee^{-\lambda Z_1} = c\Gamma(-\rho)\lambda^\rho, \quad \lambda > 0.$$  

When $\rho \in (0,1)$, the process $Z$ is a pure jump subordinator while for $\rho \in (1,2)$ it is spectrally positive with finite mean but of unbounded variation.

Let $Z^{(p)} = Z - pt$. The characteristics of $X^{(p)}$ and $Z^{(p)}$ are $(\gamma - p, 0, \Pi)$ and $(\gamma - p, 0, \Pi)$ respectively. Now $Z^{(p)}$ may be obtained from $X^{(p)}$ by an exponential change of measure, i.e. $Z^{(p)}$ is an Esscher transform of $X^{(p)}$. Specifically assume $X^{(p)}$ and $Z^{(p)}$ are given on a filtered probability space $(\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, P)$ and define

$$\frac{dQ}{dP} = e^{ax^{(p)}_t + \psi^{(p)}_x(a)t} \text{ on } \mathcal{F}_t. \tag{65}$$

Then $X^{(p)}$ under $Q$ has the same characteristics as $Z^{(p)}$; see Theorem 2 of VII.3c in [32]. Rewriting (65) as

$$dP = e^{-ax^{(p)}_t - \psi^{(p)}_x(a)t} dQ \text{ on } \mathcal{F}_t \tag{66}$$

we find

$$P(\tau^{(p)}_{X}(u) \leq t) = E_Q(e^{-ax^{(p)}_t + \psi^{(p)}_x(a)t}; \tau^{(p)}_{Z}(u) \leq t)$$

$$= E(e^{-ax^{(p)}_t}; \tau^{(p)}_{Z}(u) \leq t)e^{\psi^{(p)}_x(a)t} \tag{67}$$

$$= E(e^{-ax^{(p)}_t}; \tau^{(p)}_{Z}(u) \leq t)e^{-(c\Gamma(-\rho)\alpha^p + p\alpha)t}$$

Thus to calculate ruin probabilities for $X^{(p)}$, we need only simulate the stable process $Z^{(p)}$. This has a number of advantages. First, numerical packages that simulate stable random variables are readily available. Second, the simulation of an increment of a stable process is less computationally expensive than simulating a tempered stable process. And third, the law can be exactly sampled in the case $\rho > 1$.

Implementation details. We construct the stable process $Z^{(p)}$ from a sample of a stable random variable, $S$, as follows. Suppose available a numerical package for simulating a general stable random variable $S \sim \text{ Stable}(\rho, \beta, \mu, \nu)$ with index $\rho \in (0,1) \cup (1,2)$, skewness parameter $\beta$, location parameter $\mu$, and scale parameter $\nu$, having characteristic exponent expressed in the form (e.g., [31, Equation (14.24)])

$$\Psi_S(\theta) = -\nu |\theta|^\rho \left(1 - i\beta \text{ sgn } \theta \tan \frac{\pi \rho}{2}\right) + i\mu \theta. \tag{68}$$

Then (cf., e.g., proof of [31, Theorem 14.10]) the law of $Z_h^{(p)}$, for $h > 0$, is obtained from the law of $S$ by setting

$$\beta = 1, \quad \mu = -ph, \quad \nu = -ch\cos(\pi \rho/2)\Gamma(-\rho). \tag{69}$$
We simulate a path $t \mapsto Z^{(\rho)}_t = Z_t - pt$ by decomposing the path as a sum of increments over small time intervals $h > 0$; see Algorithm 1.

**Algorithm 1** $P(\tau(u) \leq t)$ using time increment $h > 0$ and $n$ simulations

1: sum ← 0
2: $\mu \leftarrow -ph$
3: $\nu \leftarrow (-hc\cos(\pi\rho/2)\Gamma(-\rho))^{1/\rho}$
4: for $i = 1, \ldots, n$ do
5: $s \leftarrow 0$, $X \leftarrow 0$
6: hit $\leftarrow$ false
7: while $s < t$ do
8: $dX \sim \text{Stable}(\rho, 1, \mu, \nu)$
9: $s \leftarrow s + h$
10: $X \leftarrow X + dX$
11: if $X > u$ then
12: hit $\leftarrow$ true
13: if hit then
14: sum $\leftarrow$ sum + $e^{-\alpha X}$
15: return $(\text{sum}/n) \exp(-(c\Gamma(-\rho)\alpha^\rho + p\alpha)t)$

To get a good approximation of the ruin probability for a given $(u, t)$ when $P(\tau(u) \leq t)$ is small, a large number of simulations $n$ and a small time step $h > 0$ are needed. To speed up the simulations, we implemented Algorithm 1 in C++11 and modified the algorithm slightly to run in parallel using OpenMP. In the parallelized version of our algorithm, each thread received its own copy of a random number generator (mt19937: Mersenne twister) initialised with independent initial seed. Since the stable distribution is not part of C++11 we wrote our own implementation based on an acceptance-rejection method that requires only uniform variates and exponential variates (both available in C++11), Zolotarev’s function, and the function $\text{sinc}(x) := \sin(x)/x$ [11]. This implementation takes the random number generator as an argument so that the generation of variates is independent across threads. The for loop at line 4 in Algorithm 1 is distributed over the threads using an OpenMP parallel pragma and the shared variable sum is set to be reduced using the addition operator.

In Table 1 and Table 2, we simulated $P(\tau(u) \leq t)$ at $u = 0.1$ and $t = 2.0$ using the naive and the measure changed algorithm with step sizes of $h = 0.0001$ and $h = 0.01$, respectively. We also fixed $\rho = 0.99$, $c = 0.01$, $\alpha = 1$ and $\xi = 0.2$. The tables contain the time$^3$ in seconds taken to simulate $P(\tau(u) \leq t)$ using $n$ sample paths, the mean value of $P(\tau(u) < t)$ calculated using $N = 30$ batches of $n$ sample paths, and $\sigma/\sqrt{N}$, where $\sigma$ is the standard deviation of $P(\tau(u) \leq t)$ over the $N$ batches.

The measure change algorithm performs better than the naive algorithm as it results in a smaller confidence interval (i.e., $\sigma/\sqrt{N}$ is smaller) and shorter run times for the parameter values we are interested in. In some cases, the naive approach can give shorter run times.$^4$ The main advantages of the measure change approach are the ability to accurately simulate the case $\rho > 1$ and the simplicity of implementation as it does not require the simulation of tempered stable random variables.

---

$^3$On an Intel Xeon W3680 @ 3.33Ghz using 12 threads.

$^4$This can occur, for example, when $t$ is large, as the naive approach does not need to simulate the full path up to time $t$ if the process passes above $u$ at some earlier time.
Table 1. Mean of $P(\tau(u) \leq t)$ calculated using the two approaches, calculated using $N = 30$ batches of $n$ paths and a time step of $h = 0.0001$.

| $n$ | Naive Time (s) | Mean | $\sigma/\sqrt{N}$ | Measure Change Time (s) | Mean | $\sigma/\sqrt{N}$ |
|-----|----------------|------|-------------------|------------------------|------|-------------------|
| 32  | 0.079217       | 0.051041667 | 0.0085395638      | 0.076420               | 0.057849267 | 0.0064226185      |
| 64  | 0.153592       | 0.0484375 | 0.0056237028      | 0.141648               | 0.0543778 | 0.0038164514      |
| 128 | 0.280040       | 0.054947867 | 0.0027775502      | 0.264577               | 0.052818533 | 0.0031319083      |
| 256 | 1.080112       | 0.052604233 | 0.0016828511      | 1.040853               | 0.052797033 | 0.001440741       |
| 512 | 2.173619       | 0.051692733 | 0.0011881599      | 2.240990               | 0.051077267 | 0.00091771839     |
| 1024| 4.281521       | 0.051692733 | 0.0010048818      | 4.147853               | 0.050568033 | 0.00064971641     |
| 2048| 8.624235       | 0.051692733 | 0.00068509617     | 8.315087               | 0.050364233 | 0.00050435188     |
| 4096| 17.148903      | 0.051692733 | 0.00049187434     | 16.571840              | 0.050474467 | 0.00036946037     |
| 8192| 34.222089      | 0.051692733 | 0.00032080185     | 33.201601              | 0.050540433 | 0.000291166688    |
| 16384| 68.444178     | 0.051692733 | 0.00020050105     | 67.403201              | 0.050474467 | 0.00016666688     |

Table 2. Mean of $P(\tau(u) \leq t)$ calculated using the two approaches, calculated using $N = 30$ batches of $n$ paths and a time step of $h = 0.01$.

| $n$ | Naive Time (s) | Mean | $\sigma/\sqrt{N}$ | Measure Change Time (s) | Mean | $\sigma/\sqrt{N}$ |
|-----|----------------|------|-------------------|------------------------|------|-------------------|
| 32  | 0.004348       | 0.046875 | 0.0069877124      | 0.004592               | 0.046198033 | 0.0057320205      |
| 64  | 0.005102       | 0.044270833 | 0.0057095406      | 0.004866               | 0.046170833 | 0.0039138265      |
| 128 | 0.007268       | 0.045833433 | 0.0039947614      | 0.006323               | 0.047625433 | 0.0028581633      |
| 256 | 0.009335       | 0.046354167 | 0.0021084348      | 0.009371               | 0.047685367 | 0.0017811631      |
| 512 | 0.015461       | 0.049869767 | 0.0011481938      | 0.014557               | 0.0495607 | 0.0013563884      |
| 1024| 0.029704       | 0.0511068 | 0.0011481938      | 0.024450               | 0.0504672 | 0.00093047293     |
| 2048| 0.047680       | 0.05092767 | 0.00093047734     | 0.044822               | 0.050154467 | 0.00067853448     |
| 4096| 0.090405       | 0.050187133 | 0.0006191755      | 0.089385               | 0.05037833 | 0.00042720285     |
| 8192| 0.178851       | 0.050354 | 0.00035644764     | 0.167700               | 0.05029367 | 0.0003197472      |
| 16384| 0.344298      | 0.050529 | 0.00026127832     | 0.329710               | 0.050477933 | 0.00029453508     |

8. COMPARISON OF ASYMPTOTIC AND SIMULATION ESTIMATES

In this section, we report on the estimates of the ruin time distribution obtained from the asymptotic formula (10), and from the modified version (13), and compare them to the values obtained from the Monte Carlo simulation as described in Section 7.

As shown in Figure 2, it may happen that the leading term in formula (10) overestimates the value of $P(\tau(u) \leq t)$ for small $u$. Direct application of the asymptotic estimate (10) can give putative values of $P(\tau(u) \leq t)$ greater than 1 when $u$ is small. This, of course, is a result of the singularity in $\Pi^{+}(u)$ at $u = 0$. However, this is not an issue with the modified estimate (13), which provides meaningful estimates even for very small $u$.

The value of $B(\infty)$ in (13) can be calculated by combining (25) and (21), together with the observation that $q = |EX^{(p)}|$. This yields

$$B(\infty) = \frac{\alpha |EX^{(p)}|}{(\Psi^{(p)}(\alpha))^{2}}.$$ (70)

Evaluation of $P(\tau(u) < \infty)$ is through (61) and (62) using the algorithms for numerically inverting Laplace transforms discussed in Section 6.1; see Figure 3. Substituting the resulting values into (13) leads to a substantially improved estimate. To benchmark the estimate (13), we compared it against the Monte Carlo simulation. Parameter values were chosen so
that the resulting model reasonably well approximates practice. In this regard, we followed Grandell [19] p.145 who cites working actuaries as regarding a safety loading of 0.2, an initial reserve equal to the expected aggregate claims over a one year time period, and a planning horizon of five years, to be practical. For added flexibility, we allowed for an increased planning horizon of up ten years.

As discussed in Section 5.3, the key parameters in the tempered stable models are \( \rho \) and \( \xi \). The parameters \( c \) and \( \alpha \) in (39) correspond to changes of scale. In the scenario illustrated in Figure 4, we took a safety loading of \( \xi = 0.2 \). In order that (49) hold we then must choose \( \rho \in (5/6, 1) \). After some experimentation we found the asymptotic estimate performs better for values of \( \rho \) close to 1. We took \( \rho = .99 \). The values of \( c \) and \( \alpha \) may then be chosen to set a convenient scale in \( t \) and \( u \). For example in Figure 4 we took \( c = .01 \) and \( \alpha = 1 \). We assume one time unit corresponds to 6 months. Then the expected aggregate claims over one year is \( E Y_2 = 1.9886 \). Thus we plot the ruin probabilities for \( 0 \leq t \leq 20 \) and \( 0 \leq u \leq 2.5 \).

To illustrate the use of \( c \) and \( \alpha \) in setting the scale, if we took \( c = (.01)2^{.01} \) and \( \alpha = 2 \) then the plots in Figure 4 would change only in the scale on the horizontal axes, which would become \( 0 \leq t \leq 10 \) and \( 0 \leq u \leq 1 \). From Section 5.3 this corresponds to ruin probabilities for the new process \( R_t = X_{2t}^{(p)} / 2 \) where \( X^{(p)} \) is the original

---

**Figure 2.** The value of \( \Pi_X(u)B(t) \) for various \((u,t)\) [left] and for \( t = 1,5,10 \) [right]. Note that values greater than 1 occur. Model and parameter values as in Figure 1.

**Figure 3.** The scale function \( u \mapsto W(u) \) in (62) [left] and \( u \mapsto P(\tau(u) < \infty) \) in (61) [right]. Model and parameter values as in Figure 1.
As shown in Figure 4, the estimate (13) performs very well in this case when \( t \) is greater than 10 (corresponding to 5 years) and \( u \) is greater than 1 (corresponding to half the expected annual aggregate claims). As Table 3 indicates, when \( u = 2 \) and \( t \geq 10 \) the relative errors are less than 8.2% and decrease to below 2% by the time \( t \) reaches 20. Even for \( u = 1 \) the relative error is less than 14% for \( t \geq 10 \). The variability in the simulated probabilities observed in Table 3 arises because the probability being estimated is very small. This accords with an insurance company’s desire to set its ruin probability over the planning period to be negligible. In this example it is of order \( 10^{-3} \) which seems reasonable.

In Table 3, the infinite horizon probabilities also provide reasonably good estimates for the simulated probabilities. In general, \( P(\tau(u) < \infty) \) can always be used as an upper bound for the probability of ruin in finite time, but there is a question of how precise a bound it may provide. It is quite possible that it may grossly overestimate the finite time ruin probability. We observed empirically, for a wide range of parameter values, that (13) gives a lower bound for the probability of ruin in finite time calculated via simulation, and when it does not, it overestimates only slightly. Thus (13) combined with the infinite horizon ruin probability can be used to place good bounds on the finite time ruin probabilities.

9. Conclusion

Up till the publication of the estimate (10) in [21], simulation has been the only method of calculating the distribution of the ruin time in the convolution equivalent model. Our aim in the present paper was to show that the function \( B(t) \) can be calculated numerically in an interesting and useful class of models, and to examine some of its properties. The formula (10), though asymptotic, is fast to calculate, and is immediately useful for initial calibration of a model. Once initial estimates of parameters are found in this way, a full Monte Carlo simulation could be performed to refine the estimates if desired. Additionally, the function \( B(t) \) in (11) or its normalised counterpart in (13) can be analysed to provide much insight into the ruin time distribution in these models. In particular it provides new insight into safely loading management for these models. Finally we observed empirically that (13) seems to give a lower bound on the probability of ruin in finite time calculated via

process in Figure 4 with \( c = .01 \) and \( \alpha = 1 \). In this case \( t \) would now be measured in years, and the expected annual claims would be \( ER_1 = EY_2/2 = 0.9943 \).
Here we prove the proposition in Section 3.2.

Proof of Proposition 3. Assume (5) and $Ee^{\alpha X_1} < 1$. Let $\overline{\tau}(t) := B(\infty) - B(t)$, $t \geq 0$, and use (22) and (25) to write

$$
\int_0^\infty e^{-\lambda t} \overline{\tau}(t) dt = \lambda^{-1} B(\infty) - \int_0^\infty e^{-\lambda t} B(t) dt
$$

$$
= \lambda^{-1} \left( \frac{q}{-\psi_X(\alpha)\kappa(0,-\alpha)} - \frac{\kappa(\lambda,0)}{(\lambda - \psi_X(\alpha))\kappa(\lambda, -\alpha)} \right). 
$$

(71)

The last expression can be simplified to

$$
\frac{\lambda C_1(\lambda,\alpha)(\kappa(\lambda,0) - q) + \lambda C_2(\lambda,\alpha) + C_3(\lambda,\alpha)(\kappa(\lambda, -\alpha) - \kappa(0, -\alpha))}{\lambda C_4(\lambda,\alpha)},
$$

where

$$
\lim_{\lambda \downarrow 0} C_1(\lambda,\alpha) = \lim_{\lambda \downarrow 0} (\lambda - \psi_X(\alpha))\kappa(\lambda, -\alpha) = -\psi_X(\alpha)\kappa(0, -\alpha),
$$

$$
\lim_{\lambda \downarrow 0} C_2(\lambda,\alpha) = \lim_{\lambda \downarrow 0} \kappa(\lambda,0)\kappa(\lambda, -\alpha) = q\kappa(0, -\alpha),
$$

$$
\lim_{\lambda \downarrow 0} C_3(\lambda,\alpha) = \lim_{\lambda \downarrow 0} -\psi_X(\alpha)\kappa(\lambda,0) = -q\psi_X(\alpha),
$$

and

$$
\lim_{\lambda \downarrow 0} C_4(\lambda,\alpha) = \lim_{\lambda \downarrow 0} -\psi_X(\alpha)\kappa(0, -\alpha)(\lambda - \psi_X(\alpha))\kappa(\lambda, -\alpha) = (-\psi_X(\alpha))^2(0, -\alpha).
$$

---

**Table 3.** Comparison and benchmark of asymptotic formula for finite-time ruin probability ($a$) against Monte Carlo simulation ($s$) and infinite-horizon ruin probability ($i$). Simulations were performed with Algorithm 1 using time increment $h = 0.001$ and $n = 32768$ trials.
All four limits are finite and strictly positive. Also note that

\[ C_3(0, \alpha) - C_1(0, \alpha) = -q \psi_X(\alpha) + \psi_X(\alpha) \kappa(0, -\alpha) = -\psi_X(\alpha) (q - \kappa(0, -\alpha)) > 0. \]

Recalling (15), we get by monotone convergence

\[ \lim_{\lambda \downarrow 0} \frac{\kappa(\lambda, 0) - q}{\lambda} = \lim_{\lambda \downarrow 0} \frac{\lambda dt_L - 1 + \int_{t \geq 0} \left( 1 - e^{-\lambda t} \right) \Pi_L^{-1}(dt)}{\lambda} = dt_L - 1 + \int_{t \geq 0} t \Pi_L^{-1}(dt), \quad (72) \]

in the sense that both sides are finite or infinite together. Also observe that

\[ \kappa(\lambda, -\alpha) - \kappa(0, -\alpha) = \lambda dt_L - 1 + \int_{t \geq 0} \left( 1 - e^{-\lambda t} \right) \Pi_L^{-1}(dt) \]
\[ + \int_{t \geq 0} \left( 1 - e^{-\lambda t} \right) \int_{h \geq 0} \left( e^{ah} - 1 \right) \Pi_L^{-1,H}(dt, dh). \quad (73) \]

Dividing by \( \lambda \) and letting \( \lambda \downarrow 0 \) gives

\[ \lim_{\lambda \downarrow 0} \frac{\kappa(\lambda, -\alpha) - \kappa(0, -\alpha)}{\lambda} = dt_L - 1 + \int_{t \geq 0} t \Pi_L^{-1}(dt) \]
\[ + \int_{t \geq 0} t \int_{h \geq 0} \left( e^{ah} - 1 \right) \Pi_L^{-1,H}(dt, dh). \quad (74) \]

again in the sense that both sides are finite or infinite together. Returning to (71), and letting \( \lambda \downarrow 0 \) we find that

\[ C_4(0, \alpha) \int_0^\infty \mathcal{B}(t) dt = \left( C_3(0, \alpha) - C_1(0, \alpha) \right) \left( dt_L - 1 + \int_{t \geq 0} t \Pi_L^{-1}(dt) \right) \]
\[ + C_3(0, \alpha) \int_{t \geq 0} \int_{h \geq 0} \left( e^{ah} - 1 \right) \Pi_L^{-1,H}(dt, dh). \quad (75) \]

Since \( C_4(0, \alpha) > 0, C_3(0, \alpha) > C_1(0, \alpha) \) and \( C_3(0, \alpha) > 0 \), we find that \( \int_0^\infty \mathcal{B}(t) dt < \infty \) if and only if the two integrals on the righthand side of (74) are finite.

When in addition \( X \) is spectrally positive, the second integral is always finite, while if additionally \( \sigma_X = 0 \) the first integral is also. To see this, we first note that the integral \( \int_{h > 1} e^{ah} \Pi_H(dh) \) is finite whenever \( E e^{ah} < \infty \) by Proposition 7.1 of [19]. Then, treating first the double integral in (74), we have for the component over \( 0 \leq t \leq 1, \)

\[ \int_{0 \leq t \leq 1} \int_{h \geq 0} \left( e^{ah} - 1 \right) \Pi_L^{-1,H}(dt, dh) \]
\[ \leq \int_{0 \leq t \leq 1} \int_{h \geq 0} \left( e^{ah} 1_{0 \leq h \leq 1} + e^{ah} 1_{h > 1} \right) \Pi_L^{-1,H}(dt) \]
\[ \leq e^a \int_{0 \leq t \leq 1} t \Pi_L^{-1}(dt) + \int_{h > 1} e^{ah} \Pi_H(dh) < \infty. \quad (76) \]

(Here the first integral on the righthand side is finite, as for any subordinator.)

To deal with the remaining part of the integral over \( t > 1 \), we assume further at this stage that \( X \) is spectrally positive. Thus by [25], p.208,

\[ \Pi_L^{-1,H}(dt, dh) = \int_{t \geq 0} \Pi_X(dh + v) P(\tau_v \in dt) dv, \quad t \geq 0, h > 0. \quad (77) \]
Since \( X_t \to -\infty \) a.s. it follows from Theorem 1 of Doney and Maller [13] (applied to \(-X\)) that \( E \hat{\tau}_1 < \infty \). Thus

\[
\int_{t \geq 0} \left( e^{a\tau_h} - 1 \right) \Pi_{L^{-1}}(dt, dh) = \int_{t \geq 0} \left( e^{a\tau_h} - 1 \right) \Pi_X(dt) \frac{tP(\hat{\tau}_h \leq dt)}{\sigma_X} dv
\]

\[
\leq \int_{t \geq 0} \left( e^{a\tau_h} - 1 \right) e^{-av} \Pi_X(dt) E(\hat{\tau}_h) dv
\]

\[
= E \hat{\tau}_1 \int_{h \geq 0} \left( e^{a\tau_h} - 1 \right) \int_0^h v e^{-av} dv \Pi_X(dt)
\]

The first integral on the right-hand side is obviously finite, and the second term on the right-hand side is finite since \( Ee^{aX_1} < \infty \).

Finally we deal with the first integral on the right-hand side of (74). We need only consider values of \( t > 1 \) for this we further assume \( \sigma_X = 0 \). Since \( dH_I > 0 \) it follows from Corollary 4 of [12] that \( dH = 0 \). Hence \( X \) does not creep up and so by Theorem 3.4 of [20], (77) also holds for \( h = 0 \). Thus

\[
\Pi_{L^{-1}}(dt) = \int_{v \geq 0} \Pi_X^+(v) \frac{tP(\hat{\tau}_v \leq dt)}{\sigma_X} dv, \quad t \geq 0,
\]

and hence

\[
\int_{t \geq 1} t\Pi_{L^{-1}}(dt) = \int_{v \geq 0} \Pi_X^+(v) \int_{t \geq 1} tP(\hat{\tau}_v \leq dt) dv \leq E \hat{\tau}_1 \int_{v \geq 0} \Pi_X^+(v) dv < \infty
\]

since \( E(X_1^+)^2 < \infty \) as a result of \( Ee^{aX_1} < \infty \). So the last integral converges too.

Thus the two integrals on the right-hand side of (74) are finite and so \( \int_0^t B(dt) \) is finite. \(\square\)
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