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Abstract
The ability to detect similarity in conjunct heads is potentially a useful tool in helping to disambiguate coordination structures - a difficult task for parsers. We propose a distributional measure of similarity designed for such a task. We then compare several different measures of word similarity by testing whether they can empirically detect similarity in the head nouns of noun phrase conjuncts in the Wall Street Journal (WSJ) treebank. We demonstrate that several measures of word similarity can successfully detect conjunct head similarity and suggest that the measure proposed in this paper is the most appropriate for this task.

1 Introduction
Some noun pairs are more likely to be conjoined than others. Take the follow two alternate brack- etings: 1. busloads of ((executives) and (their spouses)) and 2. ((busloads of executives) and (their spouses)). The two head nouns coordinated in 1 are executives and spouses, and (incorrectly) in 2: busloads and spouses. Clearly, the former pair of head nouns is more likely and, for the purpose of discrimination, a parsing model would benefit if it could learn that executives and spouses is a more likely combination than busloads and spouses. If nouns co-occurring in coordination patterns are often semantically similar, and if a similarity measure could be defined so that, for example: sim(executives, spouses) > sim(busloads, spouses) then it is potentially useful for coordination disambiguation.

The idea that nouns co-occurring in conjuncts tend to be semantically related has been noted in (Riloff and Shepherd, 1997) and used effectively to automatically cluster semantically similar words (Roark and Charniak, 1998; Caraballo, 1999; Widdows and Dorow, 2002). The tendency for conjoined nouns to be semantically similar has also been exploited for coordinate noun phrase disambiguation by Resnik (1999) who employed a measure of similarity based on WordNet to measure which were the head nouns being conjoined in certain types of coordinate noun phrase.

In this paper we look at different measures of word similarity in order to discover whether they can detect empirically a tendency for conjoined nouns to be more similar than nouns which co-occur but are not conjoined. In Section 2 we introduce a measure of word similarity based on word vectors and in Section 3 we briefly describe some WordNet similarity measures which, in addition to our word vector measure, will be tested in the experiments of Section 4.

2 Similarity based on Coordination Co-occurrences

The potential usefulness of a similarity measure depends on the particular application. An obvious place to start, when looking at similarity functions for measuring the type of semantic similarity common for coordinate nouns, is a similarity function based on distributional similarity with context de-
fined in terms of coordination patterns. Our mea-
sure of similarity is based on noun co-occurrence
information, extracted from conjunctions and lists.
We collected co-occurrence data on 82,579 distinct
word types from the BNC and the WSJ treebank.

We extracted all noun pairs from the BNC which
occurred in a pattern of the form: noun cc noun$^1$, as
well as lists of any number of nouns separated by
commas and ending in cc noun. Each noun in the list
is linked with every other noun in the list. Thus for
a list: $n_1$, $n_2$, and $n_3$, there will be co-occurrences
between words $n_1$ and $n_2$, between $n_1$ and $n_3$ and
between $n_2$ and $n_3$. To the BNC data we added all
head noun pairs from the WSJ (sections 02 to 21)
that occurred together in a coordinate noun phrase.$^2$

From the co-occurrence data we constructed word
vectors. Every dimension of a word vector repres-
ents another word type and the values of the com-
ponents of the vector, the term weights, are derived
from the coordinate word co-occurrence counts. We
used dampened co-occurrence counts, of the form:
$1 + \log(count)$, as the term weights for the word
vectors. To measure the similarity of two words, $w_1$
and $w_2$, we calculate the cosine of the angle between
the two word vectors, $\vec{w}_1$ and $\vec{w}_2$.

3 WordNet-Based Similarity Measures

We also examine the following measures of semantic
similarity which are WordNet-based.$^3$ Wu and
Palmer (1994) propose a measure of similarity of
two concepts $c_1$ and $c_2$ based on the depth of con-
cepts in the WordNet hierarchy. Similarity is mea-
sured from the depth of the most specific node dom-
inating both $c_1$ and $c_2$, (their lowest common sub-
sumer), and normalised by the depths of $c_1$ and
$c_2$. In (Resnik, 1995) concepts in WordNet are
augmented by corpus statistics and an information-
theoretic measure of semantic similarity is calculated. Similarity of two concepts is measured

---

1 It would be preferable to ensure that the pairs extracted are
unambiguously conjoined heads. We leave this to future work.

2 We did not include coordinate head nouns from base noun
phrases (NPB) (i.e. noun phrases that do not dominate other
noun phrases) because the underspecified annotation of NPBs
in the WSJ means that the conjoined head nouns can not always
be easily identified.

3 All of the WordNet-based similarity measure ex-
periments, as well as a random similarity measure,
were carried out with the WordNet::Similarity package,
http://search.cpan.org/dist/WordNet-Similarity.

4 Experiments

We selected two sets of data from sections 00, 01,
22 and 24 of the WSJ treebank. The first consists of
all nouns pairs which make up the head words
of two conjuncts in coordinate noun phrases (again
not including coordinate NPBs). We found 601 such
coordinate noun pairs. The second data set consists
of 601 word pairs which were selected at random
from all head-modifier pairs where both head and
modifier words are nouns and are not coordinated.
We tested the 9 different measures of word similarity
just described on each data set in order to see if a
significant difference could be detected between
the similarity scores for the coordinate words sam-
ple and non-coordinate words sample.

Initially both the coordinate and non-coordinate
pair samples each contained 601 word pairs. How-
ever, before running the experiments we removed
all pairs where the words in the pair were identical.
This is because identical words occur more often in
coordinate head words than in other lexical depen-
dencies (there were 43 pairs with identical words in
the coordination set, compared to 3 such pairs in the
non-coordination set). If we had not removed them, a statistically significant difference between the similarity scores of the pairs in the two sets could be found simply by using a measure which, say, gave one score for identical words and another (lower) score for all non-identical word pairs.

Results for all similarity measure tests on the data sets described above are displayed in Table 1. In one final experiment we used a random measure of similarity. For each experiment we produced two samples, one consisting of the similarity scores given by the similarity measure for the coordinate noun pairs, and another set of similarity scores generated for the non-coordinate pairs. The sample sizes, means, and standard deviations for each experiment are shown in the table. Note that the variation in the sample size is due to coverage: the different measures did not produce a score for all word pairs. Also displayed in Table 1 are the results of statistical significance tests based on the Welsh two sample t-test. A 95% confidence interval for the difference of the sample means is shown along with the p-value.

5 Discussion

For all but three of the experiments (excluding the random measure), the difference between the mean similarity measures is statistically significant. Interestingly, the three tests where no significant difference was measured between the scores on the coordination set and the non-coordination set (Jiang and Conrath, 1997; Banerjee and Pedersen, 2003; Patwardhan and Pedersen, 2006), where a subset of six of the above WordNet-based experiments were compared and the measures evaluated against human relatedness judgements and in a word sense disambiguation task. In another comparative study (Budanitsky and Hirst, 2002) of five of the above WordNet-based measures, evaluated as part of a real-word spelling correction system, Jiang and Conrath (1997)’s similarity score performed best. Although performing relatively well under other evaluation criteria, these three measures seem less suited to measuring the kind of similarity occurring in coordinate noun pairs. One possible explanation for the unsuitability of the measures of (Patwardhan and Pedersen, 2006) for the coordinate similarity task could be based on how context is defined when building context vectors. Context for an instance of the the word w is taken to be the words that surround w in the corpus within a given number of positions, where the corpus is taken as all the glosses in WordNet. Words that form part of collocations such as disk drives or task force would then tend to have very similar contexts, and thus such word pairs, from non-coordinate modifier-head relations, could be given too high a similarity score. Although the difference between the mean similarity scores seems rather slight in all experiments, it is worth noting that not all coordinate head words are semantically related. To take a couple of examples from the coordinate word pair set: work/harmony extracted from hard work and harmony, and power/clause extracted from executive power and the appropriations clause. We would not expect these word pairs to get a high similarity score. On the other hand, it is also possible that

Table 1: Summary statistics for 9 different word similarity measures (plus one random measure): n coord and n nonCoord are the sample sizes for the coordinate and non-coordinate noun pairs samples, respectively; \( \bar{x}_{coord} \), \( S_{coord} \) and \( \bar{x}_{nonCoord} \), \( S_{nonCoord} \) are the sample means and standard deviations for the two sets. The 95% CI column shows the 95% confidence interval for the difference between the two sample means. The p-value is for a Welch two sample two-sided t-test. coordDistrib is the measure introduced in Section 2.
some of the examples of non-coordinate dependencies involve semantically similar words. For example, nouns in lists are often semantically similar, and we did not exclude nouns extracted from lists from the non-coordinate test set.

Although not all coordinate noun pairs are semantically similar, it seems clear, on inspection of the two sets of data, that they are more likely to be semantically similar than modifier-head word pairs, and the tests carried out for most of the measures of semantic similarity detect a significant difference between the similarity scores assigned to coordinate pairs and those assigned to non-coordinate pairs.

It is not possible to judge, based on the significance tests alone, which might be the most useful measure for the purpose of disambiguation. However, in terms of coverage, the distributional measure introduced in Section 2 clearly performs best\(^4\). This measure of distributional similarity is perhaps more suited to the task of coordination disambiguation because it directly measures the type of similarity that occurs between coordinate nouns. That is, the distributional similarity measure presented in Section 2 defines two words as similar if they occur in coordination patterns with a similar set of words and with similar distributions. Whether the words are semantically similar becomes irrelevant. A measure of semantic similarity, on the other hand, might find words similar which are quite unlikely to appear in coordination patterns. For example, Cederberg and Widdows (2003) note that words appearing in coordination patterns tend to be on the same ontological level: ‘fruit and vegetables’ is quite likely to occur, whereas ‘fruit and apples’ is an unlikely co-occurrence. A WordNet-based measure of semantic similarity, however, might give a high score to both of the noun pairs.

In the future we intend to use the similarity measure outlined in Section 2 in a lexicalised parser to help resolve coordinate noun phrase ambiguities.
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\(^4\)Somewhat unsurprisingly given it is part trained on data from the same domain.
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