Using context and phonetic features
in models of etymological sound change

Hannes Wettig\textsuperscript{1}, Kirill Reshetnikov\textsuperscript{2} and Roman Yangarber\textsuperscript{1}

\textsuperscript{1}Department of Computer Science
University of Helsinki, Finland
First.Last@cs.helsinki.fi

\textsuperscript{2}Institute of Linguistics
Academy of Sciences
Moscow, Russia

Abstract

This paper presents a novel method for aligning etymological data, which models context-sensitive rules governing sound change, and utilizes phonetic features of the sounds. The goal is, for a given corpus of cognate sets, to find the best alignment at the sound level. We introduce an imputation procedure to compare the goodness of the resulting models, as well as the goodness of the data sets. We present evaluations to demonstrate that the new model yields improvements in performance, compared to previously reported models.

1 Introduction

This paper introduces a context-sensitive model for alignment and analysis of etymological data. Given a raw collection of etymological data (the corpus)—we first aim to find the “best” alignment at the sound or symbol level. We take the corpus (or possibly several different corpora) for a language family as given; different data sets are typically conflicting, which creates the need to determine which is more correct. Etymological data sets are found in digital etymological databases, such as ones we use for the Uralic language family. A database is typically organized into cognate sets; all elements within a cognate set are posited (by the database creators) to be derived from a common origin, which is a word-form in the ancestral proto-language.

Etymology encompasses several problems, including: discovery of sets of cognates—genetically related words; determination of genetic relations among groups of languages, based on linguistic data; discovering regular sound correspondences across languages in a given language family; and reconstruction of forms in the proto-languages.

Computational methods can provide valuable tools for the etymological community. The methods can be judged by how well they model certain aspects of etymology, and by whether the automatic analysis produces results that match theories established by manual analysis.

In this work, we allow all the data—and only the data—to determine what rules underly it, rather than relying on external (and possibly biased) rules that try to explain the data. This approach will provide a means of measuring the quality of the etymological data sets in terms of their internal consistency—a dataset that is more consistent should receive a higher score. We seek methods that analyze the data automatically, in an unsupervised fashion, to determine whether a complete description of the correspondences can be discovered automatically, directly from raw etymological data—cognate sets within the language family. Another way to state the question is: what alignment rules are “inherently encoded” in the given corpus itself.

At present, our aim is to analyze given etymological datasets, rather than to construct new ones from scratch. Because our main goal is to develop methods that are as objective as possible, the models make no \textit{a priori} assumptions or “universal” principles—e.g., no preference to align vowel with vowels, or a symbol with itself. The models are not aware of the identity of a symbol across languages, and do not try to preserve identity, of symbols, or even of features—rather they try to find maximally regular correspondences.

In Section 2 we describe the data used in our experiments, and review approaches to etymological alignment over the last decade. We formalize the problem of alignment in Section 3, give the
Figure 1: Finno-Ugric branch of Uralic language family (the data used in the experiments in this paper)

technical details of our models in Section 4. We present results and discussion in Sections 5 and 6.

2 Data and Related Work

We use two large Uralic etymological resources. The Starling database of Uralic, (Starostin, 2005), based on (Rédéi, 1988 1991), contains over 2500 cognate sets. Suomen Sanojen Alkuperä (SSA), “The Origin of Finnish Words”, a Finnish etymological dictionary, (Itkonen and Kulonen, 2000), has over 5000 cognate sets, (about half of which are only in languages from the Balto-Finnic branch, closest to Finnish). Most importantly, for our models, SSA gives “dictionary” word-forms, which may contain extraneous morphological material, whereas Starling data is mostly stemmed.

One traditional arrangement of the Uralic languages is shown in Figure 1. We model etymological processes using these Uralic datasets.

The methods in (Kondrak, 2002) learn regular one-to-one sound correspondences between pairs of related languages in the data. The methods in (Kondrak, 2003; Wettig et al., 2011) find more complex (one-to-many) correspondences. These models operate on one language pair at a time; also, they do not model the context of the sound changes, while most etymological changes are conditioned on context. The MCMC-based model proposed in (Bouchard-Côté et al., 2007) explicitly aims to model the context of changes, and operates on more than a pair of languages.

We should note that our models at present operate at the phonetic level only, they leave semantic judgements of the database creators unquestioned. While other work, e.g. (Kondrak, 2004), has attempted to approach semantics by computational means as well, our model uses the given cognate set as the fundamental unit. In our work, we do not attempt the problem of discovering cognates, addressed, e.g., in, (Bouchard-Côté et al., 2007; Kondrak, 2004; Kessler, 2001). We begin instead with a set of etymological data (or more than one set) for a language family as given. We focus on the principle of recurrent sound correspondence, as in much of the literature, including (Kondrak, 2002; Kondrak, 2003), and others.

As we develop our alignment models at the sound or symbol level, in the process of evaluation of these models, we also arrive at modeling the relationships among groups of languages within the family. Construction of phylogenies is studied extensively, e.g., by (Nakhleh et al., 2005; Ringe et al., 2002; Barbâncioan et al., 2009). This work differs from ours in that it operates on manually pre-selected sets of characters, which capture divergent features of languages within the family, whereas we operate on the raw, complete data.

There is extensive work on alignment in the machine-translation (MT) community, and it has been observed that methods from MT alignment may be projected onto alignment in etymology. The intuition is that translation sentences in MT correspond to cognate words in etymology, while words in MT correspond to sounds in etymology. The notion of regularity of sound change in etymology, which is what our models try to capture, is loosely similar to contextually conditioned correspondence of translation words across languages. For example, (Kondrak, 2002) employs MT alignment from (Melamed, 1997; Melamed, 2000); one might employ the IBM models for MT alignment, (Brown et al., 1993), or the HMM model, (Vogel et al., 1996). Of the MT-related models, (Bodrumlu et al., 2009) is similar to ours in that it is based on MDL (the Minimum Description Length Principle, introduced below).

1Adapted from Encyclopedia Britannica and (Anttila, 1989)

2Using this method, we found that the running time did not scale well for more than three languages.
3 Aligning Pairs of Words

We begin with pairwise alignment: aligning pairs of words, from two related languages in our corpus of cognates. For each word pair, the task of alignment means finding exactly which symbols correspond. Some symbols may align with “themselves” (i.e., with similar or identical sounds), while others may have undergone changes during the time when the two related languages have been evolving separately. The simplest form of such alignment at the symbol level is a pair \((\sigma : \tau) \in \Sigma \times T\), a single symbol \(\sigma\) from the source alphabet \(\Sigma\) with a symbol \(\tau\) from the target alphabet \(T\). We denote the sizes of the alphabets by \(|\Sigma|\) and \(|T|\).

To model insertions and deletions, we augment both alphabets with a special empty symbol—denoted by a dot—and write the augmented alphabets as \(\Sigma.\) and \(T.\). We can then align word pairs such as \(vuosi—al\) (meaning “year” in Finnish and Xanty), for example as any of:

\[
\begin{align*}
\text{vuosi} & \quad | \quad | \quad | \quad | \\
\text{a} & \quad \text{l} & \quad \ldots & \quad \text{a} & \quad \text{l} \\
\end{align*}
\]

The alignment on the right then consists of the symbol pairs: (v:.), (u:a), (o:.), (s:l), (i:.).

4 Context Model with Phonetic Features

The context-aware alignment method we present here is built upon baseline models published previously, (Wettig et al., 2011), where we presented several models that do not use phonetic features or context. Similarly to the earlier ones, the current method is based on the Minimum Description Length (MDL) Principle, (Grünwald, 2007).

We begin with a raw set of (observed) data—the not-yet-aligned word pairs. We would like to find an alignment for the data—which we will call the complete data—complete with alignments, that make the most sense globally, in terms of embodying regular correspondences. We are after the regularity, and the more regularity we can find, the “better” our alignment will be (its goodness will be defined formally later). MDL tells us that the more regularity we can find in the data, the fewer bits we will need to encode it (or compress it). More regularity means lower entropy in the distribution that describes the data, and lower entropy allows us to construct a more economical code. That is, if we have no knowledge about any regularity of correspondence between symbols, the joint distribution over all possible pairs of symbols will be very flat (high entropy). If we know that certain symbol pairs align frequently, the joint distribution will have spikes, and lower entropy. In (Wettig et al., 2011) we showed how starting with a random alignment a good joint distribution can be learned using MDL. However the “rules” those baseline models were able to learn were very rudimentary, since they could not use any information in the context, and we know that many regular correspondences are conditioned by context.

We now introduce models that leverage information from the context to try to reduce the uncertainty in the distributions further, lowering the coding cost. To do that, we will code sounds in terms of their phonetic features: rather than coding the symbols (sounds) as atomic, we code them as vectors of phonetic features. Rather than aligning symbol pairs, we align the corresponding features of the symbols. While coding each feature, the model can make use of features of other sounds in its context (environment), through a special decision tree built for that feature.

4.1 Features

We will code each symbol, to be aligned in the complete data, as a feature vector. First we code the Type feature, with values: K (consonant), V (vowel), dot, and word boundary, which we denote as #. Consonants and vowels have their own sets of features, with 2–8 values per feature:

**Consonant articulation**

| M | Manner           | plosive, fricative, glide, ... |
| P | Place            | labial, dental, ..., velar |
| X | Voiced           | –, + |
| S | Secondary        | –, affricate, aspirate, ... |

**Vowel articulation**

| V | Vertical         | high–low |
| H | Horizontal       | front–back |
| R | Rounding         | –, + |
| L | Length           | 1–5 |

4.2 Contexts

While coding any symbol, the model will be allowed to query a fixed, finite set of candidate contexts. A context is a triplet \((L, P, F)\), where \(L\) is the level—either source or target,—and \(P\) is
one of the positions that the model may query—relative to the position currently being coded; for example, we may allow positions as in Fig. 2. $F$ is one of the possible features found at that position. Therefore, we will have about 2 levels * 8 positions * 2–6 features ≈ 80 candidate contexts that can be queried by the model, as explained below.

| Feature | Description |
|---------|-------------|
| I       | itself       |
| -P      | previous position |
| -S      | previous non-dot symbol |
| -K      | previous consonant |
| +S      | previous or self non-dot symbol |
| +K      | previous or self consonant |
| +V      | previous or self vowel |

Figure 2: An example of a set of possible positions in the context—relative to the position currently being coded—that can be queried by the context model.

4.3 The Two-Part Code

We code the complete (i.e., aligned) data using a two-part code, following the MDL Principle. We first code which particular model instance we select from our class of models, and then code the data, given the defined model. Our model class is defined as: a set of decision trees (forest), with one tree to predict each feature on each level. The model instance will define the particular structures for each of the trees.

The forest consists of 18 decision trees, one for each feature on the source and the target level: the type feature, 4 vowel and 4 consonant features, times 2 levels. Each node in such tree will either be a leaf, or will be split by querying one of the candidate contexts defined above. The cost of coding the structure of the tree is one bit for every node—to encode whether this node was split (is an internal node) or is a leaf—plus ≈ log 80 times the number of internal nodes—to encode which particular context was chosen to split that node. We will explain how the best context to split on is chosen in Sec. 4.6.

Each feature and level define a tree, e.g., the “voiced” (X) feature of the source symbols corresponds to the source-X tree. A node $N$ in this tree holds a distribution over the values of $X$ of only those symbol instances in the complete data that have reached in $N$ by following the context queries, starting from the root. The tree structure tells us precisely which path to follow—completely determined by the context. For example, when coding a symbol $\alpha$ based on another symbol found in the context of $\alpha$—at some level (say, target), some position (say, $-K$), and one of its features (say, $M$)—the next edge down the tree is determined by that feature’s value; and so on, down to a leaf. For an example of an actual decision tree learned by the model, see Fig. 5.

To compute the code length of the complete data, we only need to take into account the distributions at the leaves. We could choose from a variety of coding methods; the crucial point is that the chosen code will assign a particular number—the cost—to every possible alignment of the data. This code-length, or cost, will then serve as the objective function—i.e., it will be the value that the algorithm will try to optimize. Each reduction in cost will correspond directly to reduction in the entropy of the probability distribution of the symbols, which in turn corresponds to more certainty (i.e., regularity) in the correspondences among the symbols, and to improvement in the alignment. This is the link to our goal, and the reason for introducing code lengths—it gives us a single number that describes the quality of an alignment.

We use Normalized Maximum Likelihood (NML), (Rissanen, 1996) as our coding scheme. We choose NML because it has certain optimality properties. Using NML, we code the distribution at each leaf node separately, and summing the costs of all leaves gives the total cost of the aligned data—the value of our objective function.

Suppose $n$ instances end up in a leaf node $N$, of the $\lambda$-level tree, for feature $F$ having $k$ values (e.g., consonants satisfying $N$’s context constraints in the source-X tree, with $k = 2$ values: $-$ and $+$), and the values are distributed so that $n_i$ instances have value $i$ (with $i \in \{1, \ldots, k\}$). Then this requires an NML code-length of

\[
L_{NML}(\lambda; F; N) = -\log P_{NML}(\lambda; F; N) = -\log \prod_i \left( \frac{n_i}{N} \right)^{n_i} C(n, k)
\]

(1)

Here $\prod_i \left( \frac{n_i}{N} \right)^{n_i}$ is the maximum likelihood of the multinomial data at node $N$, and the term

\[
C(n, k) = \sum_{n_1 + \ldots + n_k = n} \prod_i \left( \frac{n_i}{n} \right)^{n_i}
\]

(2)
is a normalizing constant to make $P_{NML}$ a probability distribution.

In the MDL literature, e.g., (Grünwald, 2007), the term $-\log C(n, k)$ is called the stochastic complexity or the (minimax) regret of the model, (in this case, the multinomial model). The NML distribution provides the unique solution to the minimax problem posed in (Shtarkov, 1987),

$$\min_{P} \max_{\mathbf{x}^{n}} \log \frac{P(\mathbf{x}^{n}|\hat{\Theta}(\mathbf{x}^{n}))}{P(\mathbf{x}^{n})}$$

where $\hat{\Theta}(\mathbf{x}^{n}) = \arg \max_{\Theta} P(\mathbf{x}^{n})$ are the maximum likelihood parameters for the data $\mathbf{x}^{n}$. Thus, $P_{NML}$ minimizes the worst-case regret, i.e., the number of excess bits in the code as compared to the best model in the model class, with hindsight. For details on the computation of this code length see (Kontkanen and Myllymäki, 2007).

Learning the model from the observed data now means aligning the word pairs and building the decision trees in such a way as to minimize the two-part code length: the sum of the model’s code length—to encode the structure of the trees,—and the data’s code length—to encode the aligned word pairs, using these trees.

### 4.4 Summary of the Algorithm

The full learning algorithm runs as follows:

We start with an initial random alignment for each pair of words in the corpus, i.e., for each word pair choose some random path through the matrix depicted in Figure 3.

From then on we alternate between two steps: A. re-build the decision trees for all features on source and target levels, and B. re-align all word pairs in the corpus. Both of these operations monotonically decrease the two-part cost function and thus compress the data.

We continue until we reach convergence.

### 4.5 Re-alignment Procedure

To align source word $\mathbf{\sigma}$ consisting of symbols $\mathbf{\sigma} = [\sigma_{1}...\sigma_{n}]$, $\mathbf{\sigma} \in \Sigma^{n}$ with target word $\mathbf{\tau} = [\tau_{1}...\tau_{m}]$ we use dynamic programming. The tree structures are considered fixed, as are the alignments of all word pairs, except the one currently being aligned—which is subtracted from the counts stored at the leaf nodes.

We now fill the matrix $V$, left-to-right, top-to-bottom. Every possible alignment of $\mathbf{\sigma}$ and $\mathbf{\tau}$ responds to exactly one path through this matrix: starting with cost equal to 0 in the top-left cell, moving only downward or rightward, and terminating in the bottom-right cell. In this Viterbi-like matrix, every cell corresponds to a partially completed alignment: reaching cell $(i, j)$ means having read off $i$ symbols of the source word and $j$ symbols of the target. Each cell $V(i, j)$—marked $X$ in the Figure—stores the cost of the most probable path so far: the most probable way to have scanned $\mathbf{\sigma}$ through symbol $\sigma_{i}$ and $\mathbf{\tau}$ through $\tau_{j}$:

$$V(i, j) = \min \begin{cases} V(i, j - 1) & +L(\cdot : \tau_{j}) \\ V(i - 1, j) & +L(\sigma_{i} : \cdot) \\ V(i - 1, j - 1) & +L(\sigma_{i} : \tau_{j}) \end{cases}$$

Each term $V(\cdot, \cdot)$ has been computed earlier by the dynamic programming; the term $L(\cdot)$—the cost of aligning the two symbols, inserting or deleting—is determined by the change in data code length it induces to add this event to the corresponding leaf in all the feature trees it concerns.

In particular, the cost of the most probable complete alignment of the two words will be stored in the bottom-right cell, $V(n, m)$, marked $\blacksquare$.

### 4.6 Building Decision Trees

Given a complete alignment of the data, we need to build a decision tree, for each feature on both levels, yielding the lowest two-part cost. The term “decision tree” is meant in a probabilistic sense here: instead of a single value, at each node we store a distribution of the corresponding feature values, over all instances that reach this node. The distribution at a leaf is then used to code an instance when it reaches the leaf in question. We code the features in some fixed, pre-set order, and source level before target level.
We now describe in detail the process of building the tree for feature $X$, for the source level, (we will need do the same for all other features, on both levels, as well). We build this tree as follows. First, we collect all instances of consonants on the source level, and gather the the counts for feature $X$; and build an initial count vector; suppose it is:

$$\text{value of } X: \begin{array}{c|c|c} + & - \\ \hline \text{H} & 1001 & 1 \\ \end{array}$$

This vector is stored at the root of the tree; the cost of this node is computed using NML, eq. 1.

Next, we try to split this node, by finding such a context that if we query the values of the feature in that context, it will help us reduce the entropy in this count vector. We check in turn all possible candidate contexts, $(L, P, F)$, and choose the best one. Each candidate refers to some symbol found on the source $(\sigma)$ or the target $(\tau)$ level, at some relative position $P$, and to one of that symbol’s features $F$. We will condition the split on the possible values of $F$. For each candidate, we try to split on its feature’s values, and collect the resulting alignment counts.

Suppose one such candidate is $(\sigma, -V, H)$, i.e., (source-level, previous vowel, Horizontal feature), and suppose that the $H$-feature has two values: front/back. The vector at the root node (recall, this tree is for the $X$-feature) would then split into two vectors, e.g.:

$$\text{value of } X: \begin{array}{c|c|c} + & - \\ \hline \text{H} & 1000 & 1 \\ \end{array}$$

This would likely be a very good split, since it reduces the entropy of the distribution in each row almost to zero. The criterion that guides the choice of the best candidate to use for splitting a node is the sum of the code lengths of the resulting split vectors, and the code length is proportional to the entropy.

We go through all candidates exhaustively, and greedily choose the one that yields the greatest reduction in entropy, and drop in cost. We proceed recursively down the tree, trying to split nodes, and stop when the total tree cost stops decreasing.

This completes the tree for feature $X$ on level $\sigma$. We build trees for all features and levels similarly, from the current alignment of the complete data.

We augment the set of possible values at every node with two additional special branches: $\neq$, meaning the symbol at the queried position is of the wrong type and does not have the queried feature, and $\#$, meaning the query ran past the beginning of the word.

Figure 4: Comparison of compression power: Finnish-Estonian data from SSA, using the context model vs. the baseline models and standard compressors.

5 Evaluation and Results

One way to evaluate the presented models would require a gold-standard aligned corpus; the models produce alignments which could be compared to the gold-standard alignments, and we could measure performance quantitatively, e.g., in terms of accuracy. However, building a gold-standard aligned corpus for the Uralic data proved to be extremely difficult. In fact, it quickly becomes clear that this problem is at least as difficult as building a full reconstruction for all internal nodes in the family tree (and probably harder), since it requires full knowledge of all sound correspondences within the family. It is also compounded by the problem that the word-forms in the corpus may contain morphological material that is etymologically unrelated: some databases give “dictionary” forms, which contain extraneous affixes, and thereby obscure which parts of a given word form stand in etymological relationship with other members in the cognates set, and which do not.

We therefore introduce other methods to evaluate the models.

Compression: In figure 4, we compare the context model, and use as baselines the standard data compressors, Gzip and Bzip, as well as the more basic models presented in (Wettig et al., 2011), (labeled “1x1 and “2x2”). We test the compression of up to 3200 Finnish-Estonian word pairs, from SSA. Gzip and Bzip compress data
Table 1: Pairwise normalized edit distances for Finno-Ugric languages, on StarLing data (symmetrized by averaging over the two directions of imputation).

|     | fin | khn | kom | man | mar | mrd | saa | udm | ugr |
|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| fin | 0.26 | 0.57 | 0.57 | 0.64 | 0.64 | 0.61 | 0.57 | 0.62 | 0.62 |
| khn | 0.63 | 0.66 | 0.64 | 0.65 | 0.64 | 0.61 | 0.62 | 0.62 | 0.62 |
| kom | 0.58 | 0.68 | 0.66 | 0.70 | 0.39 | 0.66 | 0.66 | 0.66 | 0.66 |
| man | 0.63 | 0.68 | 0.66 | 0.70 | 0.39 | 0.66 | 0.66 | 0.66 | 0.66 |
| mar | 0.63 | 0.68 | 0.66 | 0.70 | 0.39 | 0.66 | 0.66 | 0.66 | 0.66 |
| mrd | 0.68 | 0.65 | 0.65 | 0.72 | 0.62 | 0.62 | 0.62 | 0.62 | 0.62 |
| saa | 0.63 | 0.68 | 0.66 | 0.70 | 0.66 | 0.66 | 0.66 | 0.66 | 0.66 |
| udm | 0.62 | 0.63 | 0.63 | 0.70 | 0.67 | 0.67 | 0.67 | 0.67 | 0.67 |
| ugr | 0.62 | 0.62 | 0.62 | 0.70 | 0.67 | 0.67 | 0.67 | 0.67 | 0.67 |

Rules of correspondence: One of our main goals is to model rules of correspondence among languages. We can evaluate the models based on how good they are at discovering rules. (Wettig et al., 2011) showed that aligning multiple symbols captures some of the context and thereby finds more complex rules than their 1-1 alignment model.

However, certain alignments, such as $t \sim td$, $p \sim p/b$, and $k \sim k/g$ between Finnish and Estonian, cannot be explained by the multiple-symbol model. This is due to the rule of *voicing of word medial plosives* in Estonian. This rule could be expressed in terms of Two-level Morphology, (Koskenniemi, 1983) as: a voiceless plosive in Finnish, *may correspond* to voiced in Estonian, if not word-initial. The context model finds this rule, shown in Fig. 5. This tree codes the Target-level (i.e., Estonian) Voiced consonant feature. In each node, the counts of corresponding feature values are shown in brackets. In the root node—prior to knowing anything about the environment—there is almost complete uncertainty (i.e., high entropy) about the value of Voiced feature of an Estonian consonant: 821 voiceless to 801 voiced in our data. Redder nodes indicate higher entropy, bluer nodes—lower entropy. The query in the root node tells us to check the context Finnish Itself Voiced for the most informative clue about whether the current Estonian consonant is voiced or not. Tracing the options down left to right from the root, we obtain the rules. The leftmost branch says, if the Finnish is voiced ($\oplus$), then the Estonian is almost certainly voiced as well—615 voiced to 2 voiceless in this case. If the Finnish is voiceless (Finnish Itself Voiced = $\oplus$), it says voicing *may occur*, but only in the red nodes—i.e., only if preceded by a voiced consonant on Estonian level (the branch marked by $\oplus$, 56 cases), or—if previous position is not a consonant (the $\neq$ branch indicates that the candidate’s query does not apply: i.e., the sound found in that position is not a consonant)—it can be voiced only if the corresponding Finnish is a plosive (P, 78 cases). The blue nodes in this branch say that otherwise, the Estonian consonant almost certainly remains voiceless.

The context models discover numerous complex rules for different language pairs. For example, they learn a rule that initial Finnish k “changes” (corresponds) to h in Hungarian, if it is followed by a back vowel; the correspondence between Komi trills and Udmurt sibilants; etc.

Imputation: We introduce a novel test of the quality of the models, by using them to *impute* unseen data, as follows. For a given model, and a language pair $(L_1, L_2)$—e.g., (Finnish, Estonian)—hold out one word pair, and train the model on the remaining data. Then show the model the hidden Finnish word and let it guess the correct corresponding word in Estonian.
the corresponding Estonian. Imputation can be done for all models with a simple dynamic programming algorithm, similar to the Viterbi-like search used during training. Formally, given the hidden Finnish string, the imputation procedure selects from all possible Estonian strings the most probable Estonian string, given the model. We then compute an edit distance between the imputed string and the true withheld Estonian word (e.g., using the Levenshtein distance). We repeat this procedure for all word pairs in the \((L_1, L_2)\) data set, sum the edit distances and normalize by the total size of the (true) \(L_2\) data—this yields the Normalized Edit Distance \(NED(L_2|L_1, M)\) between \(L_1\) and \(L_2\), under model \(M\).

Imputation is a more intuitive measure of the model’s quality than code length, with a clear practical interpretation. NED is also the ultimate test of the model’s quality. If model \(M\) imputes better than \(M’\)—i.e., \(NED(L_2|L_1, M) < NED(L_2|L_1, M’)\)—then it is difficult to argue that \(M\) could be in any sense “worse” than \(M’\)—it has learned more about the regularities between \(L_1\) and \(L_2\), and it knows more about \(L_2\) given \(L_1\). The context model, which has much lower cost than the baseline, almost always has lower NED. This also yields an important insight: it is an encouraging indication that optimizing the code length is a good approach—the algorithm does not optimize NED directly, and yet the cost correlates strongly with NED, which is a simple and intuitive measure of the model’s quality.

6 Discussion

We have presented a novel feature-based context-aware MDL model, and a comparison of its performance against prior models for the task of alignment of etymological data. We have evaluated the models by examining the the rules of correspondence that they discovers, by comparing compression cost, imputation power and language distances induced by the imputation. The models take only the etymological data set as input, and require no further linguistic assumptions. In this regard, they is as objective as possible, given the data. The data set itself, of course, may be highly subjective and questionable.

The objectivity of models given the data now opens new possibilities for comparing entire data sets. For example, we can begin to compare the Finnish and Estonian datasets in SSA vs. Star-Ling, although the data sets have quite different characteristics, e.g., different size—3200 vs. 800 word pairs, respectively—and the comparison is done impartially, relying solely on the data provided. Another direct consequence of the presented methods is that they enable us to quantify uncertainty of entries in the corpus of etymological data. For example, for a given entry \(x\) in language \(L_1\), we can compute exactly the probability that \(x\) would be imputed by any of the models, trained on all the remaining data from \(L_1\) plus any other set of languages in the family. This can be applied equally to any entry, in particular to entries marked dubious by the database creators.

We can use this method to approach the question of comparison of “competing” etymological datasets. The cost of an optimal alignment obtained over a given data set serves as a measure of its internal consistency.

We are currently working to combine the context model with 3- and higher-dimensional models, and to extend these models to perform diachronic imputation, i.e., reconstruction of proto-forms. We also intend to test the models on databases of other language families.
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