Effective Trap-like Activated Dynamics in a Continuous Landscape
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We use a simple model to extend network models for activated dynamics to a continuous landscape with a well-defined notion of distance and a direct connection to many-body systems. The model consists of a tracer in a high-dimensional funnel landscape with no disorder. We find a non-equilibrium low-temperature phase with aging dynamics, that is effectively equivalent to that of models with built-in disorder, such as Trap Model, Step Model and REM.

I. INTRODUCTION

Glasses display extraordinarily slow dynamics as temperature is decreased [1]. The mean-field picture of this slowing down is elegantly explained as a topological transition in the energy landscape: while at high temperature \( T \) the typical configurations are close to the saddle points of the energy landscape, under the dynamical temperature \( T_d \) the system is confined near the minima of the landscape. Since in mean-field models the energy barriers \( \Delta E \) diverge in the thermodynamic limit, for \( T < T_d \) the system remains confined near the local energy minima and ergodicity is broken [2].

In non-mean-field systems, the barrier heights remain finite, and can be overcome in time scales \( \tau \) that follow the Arrhenius law, \( \tau \propto \exp\left(\frac{\Delta E}{k_B T}\right) \). These barrier-hopping dynamics are also called thermally activated. The ergodicity breaking induced by the topological transition in the mean field model is hence avoided in many systems of interest, such as 3D glass formers. Activated dynamics must thus be understood in order to characterize the slowing down of glasses.

Given the overwhelming difficulties in the theoretical description of low-dimensional glass formers, a first step towards the understanding of activated dynamics should be done in the mean field approximation. Barrier crossing is in fact also possible in the mean field approximation, provided that the system size \( N \) is kept finite [11, 3]. Keeping \( N \) finite makes calculations especially hard, so save for some exceptions [6, 8], most work on activated dynamics consists of numerical simulations [9, 11].

The most popular theoretical framework for the interpretation of activated dynamics is the Trap Model (TM) [12, 13], which consists of a simplified, solvable, version of the energy landscape of glasses, in which the only way to explore the phase space is a purely activated motion between minima in the landscape (called traps), with no notion of distance and with a fixed threshold energy that needs to be reached in order to escape a trap.

The TM yields a wide set non-trivial quantitative and qualitative predictions that have been used to rationalize numerical simulations of low-dimensional glass formers [10, 14, 15], and has been recently shown to serve as an accurate representation of the dynamics of some simple models of glasses with a poorly correlated landscape in which a threshold energy can be easily identified [7, 8, 16]. A TM description of the dynamics was also shown to be accurate in the Step Model (SM), a model with a single energy minimum, provided that one identifies traps in a dynamical way [17].

Despite these successes, the TM suffers from critiques and limitations. It pictures, in fact, a phase space motion that is completely unrelated to real-space degrees of freedom, and it is defined on a discrete space of configurations. Consequently, there is no direct mapping between Hamiltonian models and the TM. Furthermore, the TM paradigm of activated dynamics is probably not suitable for the description of most systems with strong enough correlations [11, 18, 19]. One must therefore try to understand the limits of the applicability of the TM paradigm, and whether it is possible to create a connection between the TM and other systems, e.g. sphere packing models.

Much progress along these lines was made in a series of works culminating with the proof that the Random Energy Model (REM), a simple model with glassy behavior, exhibits trap-like dynamics [6, 8, 20, 21]. Another consists of studying the influence of phase space connectivity on the dynamics [22, 23]. In our approach, we show that the TM paradigm also applies to a very simple model of a continuous \( N \)-dimensional landscape, where each dimension represents an independent coordinate in a fictitious space. This is done by noting that a TM-like activated behavior can arise due to entropic effects also in the absence of multiple local minima, as was shown for the SM [17].

Our work is thus organized as follows: In Sec. II we make simple preliminary observations on how dimensionality induces entropic effects, and in Sec. III we introduce the physical model. Furthermore, we study its out-of-equilibrium behavior in Sec. IV and in Sec. V we show that TM-like dynamics arise. Finally, in Sec. VI we summarize and discuss our results. We also provide a discussion of the details of our numerical simulations, and
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1 From here on we set the Boltzmann constant \( k_B = 1 \).
II. DIMENSIONALITY AND ENTROPIC EFFECTS

We study the dynamics of a tracer in an $N$-dimensional space. This is meant to represent the phase space dynamics of a non-interacting many-body system in a central potential. The potential energy depends only on the distance $r$ of the tracer from the origin,

$$\bar{E}(r) = \log r,$$

and we restrict the phase space to $r \in (0, 1)$. Even though it seems clear that a steepest descent minimization would lead to the origin, any source of noise (temperature, step size, numerical, etc.) would make it almost surely unreachable.

When evolving through a generic equilibrium dynamics algorithm, if $N$ is large, the system would barely feel the presence of the energy funnel, despite its negative divergence. As an example, let us take a Monte Carlo direct sampling dynamics on the $N$-dimensional unit hypersphere. At every time step a new configuration is proposed with a uniform probability, and a transition towards it is accepted with probability

$$p_{\text{MC}} = \min(1, e^{-\beta c \bar{E}}),$$

where $\beta = T^{-1}$ is the inverse temperature and the energy difference $\Delta E$ is negative if the transition decreases $r$. From any position $x_0 = (x_{0,1}, \ldots, x_{0,N})$ in the landscape, the probability $P_c$ of moving towards lower energy is set by the relative volume of the sphere of radius $r_0 = |x_0|$, where $V_N(r)$ is the volume of the $N$-dimensional sphere of radius $r$. As also depicted in Fig. 1, the probability of proposing a move that decreases the energy goes down exponentially with the dimension of the system $N$, and this decrease is more severe the closer $x_0$ is to the origin. In Fig. 1 we can remark that, already for dimensions as small as $N = 10$, $P_c$ is smaller than single floating point accuracy.

From Eq. (3) we can extract a characteristic time scale for decreasing the energy

$$\tau_0 \sim 1/P_c = e^{-N \log r_0}.$$

This kind of slowing down generated by the rarefaction of directions that decrease the energy is called entropic aging 24 25.

At non-zero temperature, for large-enough $N$ the dynamics will always be pushed outward, because the probability of accepting moves will stay finite (i.e. independent from $N$), while the probability of proposing moves that decrease the energy is dramatically suppressed. In other words, unless the potential energy also scales with $N$, at any fixed $r_0$ there will always exist an $N$ over which the attraction that $\bar{E}(r)$ exerts on the tracer becomes irrelevant. One therefore needs to counterbalance by either taking temperatures of order $1/N$, or giving the potential the right scaling $N$, in order to account for the energetic push towards the center of the $N$-dimensional sphere with the entropic effects induced by large dimensionality that push the system towards the boundary. This is standard practice in statistical mechanics problems.

III. PHYSICAL MODEL

If we recall that our model describes the phase space of an $N$-body system, we should not be surprised that plausible dynamics require the potential to be rescaled with $N$, as the energy should be an extensive quantity. Thus, in the rest of this work we will use the properly re-scaled potential

$$E(r) = \frac{N}{\beta_c} \log r,$$

where $\beta_c > 0$ is a parameter that sets the right physical dimensions. We normalize the volume so that the portions of phase space map exactly onto their probability, in agreement with a microcanonical interpretation of the space of configurations. The radial volume element is then $dV = \frac{\Omega_N}{V_N(1)} r^{N-1} dr = \beta_c e^{\beta_c E} dE$, where $\Omega_N$ is the $N$-dimensional solid angle and $V_N(r)$ is the volume of the $N$-dimensional sphere of radius $r$. As a consequence, the density of states $g(E) \equiv \frac{dV}{dE}$ is equal to

$$g(E) = \beta_c e^{\beta_c E} \Theta(-E),$$

where $\Theta(x)$ is the Heaviside step function.
From \( q(E) \) we can calculate the partition function of the Canonical Ensemble,

\[
Z(\beta; \beta_c) = \int_{-\infty}^{0} \beta e^{(\beta - \beta_c)E} dE = \frac{\beta_c}{\beta - \beta_c}, \quad (7)
\]

which is well-defined only for \( \beta < \beta_c \). Thus, the equilibrium phase, with average energy \( \langle E(\beta) \rangle = \frac{1}{\beta - \beta_c} \) and radius \( \langle r(\beta) \rangle = \exp \left( \frac{\beta_c}{N(\beta - \beta_c)} \right) \), only exists for \( \beta \leq \beta_c \). For \( \beta > \beta_c \), the system is out of equilibrium and the energy will eventually diverge to \(-\infty\) as time goes to infinity.

### IV. OFF-EQUILIBRIUM DYNAMICS

Although the equilibrium phase is trivial, the out-of-equilibrium phase of this model displays rich behavior. Since we are out of equilibrium, we need to define the kind of dynamics used: we analyze both non-local and local dynamics, which are generally equivalent for equilibrium simulations. For non-local dynamics we use direct sampling Monte Carlo (DSMC), and for local dynamics, Markov Chain Monte Carlo (MCMC). Details on simulations and measurements are given in App. A. We also have made the code used for all computations available at https://github.com/x94carbone/hdwell.

#### A. Direct Sampling Monte Carlo

With DSMC, at every time step a point in the hypersphere is proposed as a move for the algorithm. All points of the phase space are proposed with equal probability, and the moves are accepted with probability \( p_{\text{MC}} \) [Eq. (7)].

In the following, we show that according to the value of \( \beta \) there are several regimes in the dynamics, which were already found in the SM. For \( \beta > 2\beta_c \) the energy decreases slowly and steadily, at a rate that follows Eq. (7); we call this the entropic aging (EA) regime [24, 25]. For intermediate \( \beta \), even though the energy as a function of time is decreasing on average \( \langle r \rangle \) the trajectory intermittently returns to high energies. Following previous literature on the SM, we call this regime thermally activated [17, 26, 27]. In this regime, one can identify a finite threshold energy (or, equivalently, radius) towards which the dynamics is spontaneously driven. Even though the dynamics intermittently returns to the threshold, \( \langle E(t) \rangle \) is decreasing because the system spends short times at high energy, and increasingly longer times at lower energy.

\( \text{We mean an average over the trajectories, not an ensemble average, which is not well defined for } \beta > \beta_c. \) We use an overbar, \( \langle \ldots \rangle \), to denote average over trajectories.

Following Refs. [17, 20], we define the threshold radius \( r_{\text{th}} \) as the radius from which the probability \( P_t \) of increasing the energy equals the probability of decreasing it,

\[
P_t(r_{\text{th}}; \beta) \equiv P_\uparrow(r_{\text{th}}). \quad (8)
\]

With Monte Carlo dynamics, in general \( P_t + P_\downarrow < 1 \), since there is also a non-zero probability \( P_0 \) that the tracer does not move due to the rejection of movement proposals. However, our calculations of \( r_{\text{th}} \) are static, so \( P_0 \) does not influence them. Neglecting \( P_0 \) in a dynamic calculation is equivalent to saying that time does not advance when a move is rejected: this does not change the probability of increasing or decreasing the energy once the move gets accepted.

The probability of increasing the energy from a radius \( r_0 \) with DSMC is

\[
P_t(r_0; \beta) = \frac{\Omega^N}{V_N(1)} \int_{r_0}^{1} r^{N-1} e^{-N \frac{\beta}{\beta_c} (\log r - \log r_0)} dr = (9)
\]

\[
= \frac{r_0^N - r_0^{N\beta/\beta_c}}{\beta/\beta_c - 1}, \quad (10)
\]

while \( P_\downarrow(r_0) \) is given in Eq. (3). Equating the two, one obtains no real solution for \( \beta > 2\beta_c \). For \( \beta_c \leq \beta \leq 2\beta_c \) there is a solution growing continuously from 0 at \( \beta = 2\beta_c \) to 1 at \( \beta = \beta_c \),

\[
r_{\text{th}}(\beta) = \left( \frac{2\beta_c - \beta}{\beta_c} \right)^{\frac{\beta_c}{\beta/\beta_c - 1}}. \quad (11)
\]

For \( \beta < \beta_c \) we are in the equilibrium phase: \( r_{\text{th}} \) is at distance \( \sim 1/N \) from the system boundary and from \( \langle r \rangle \). Summarizing, in our simple funnel model we have three regimes (Fig. 2):

- \( \beta < \beta_c \): Equilibrium Phase (EP)
- \( \beta_c \leq \beta < 2\beta_c \): Thermal Activation (TA)
- \( \beta \geq 2\beta_c \): Entropic Aging (EA)

Note that the threshold is an attractor of the dynamics, in the sense that the tracer’s distance from the center tends to shrink when \( r > r_{\text{th}} \), and expands when \( r < r_{\text{th}} \) (Fig. 3). This can be seen clearly from Fig. 4 where we show that \( P_t > P_\downarrow \) \( \forall r < r_{\text{th}} \), and \( P_t < P_\downarrow \) \( \forall r > r_{\text{th}} \). We also show \( P_0(r; \beta) \), that goes to 1 as \( r \) decreases and can be used as an indicator of the slowness of the dynamics.

In the entropic aging regime the tracer is attracted to the center of the sphere, which it approaches over an infinitely long amount of time. In the thermally activated regime the system fluctuates around \( 0 < r_{\text{th}} < 1 \), but as time passes it becomes increasingly probable that low-energy configurations are reached, where the system will spend very long times before rising to the threshold again. Finally, in the equilibrium phase the system is squeezed on the surface of the hypersphere \( |r = 1 - O(1/N)| \), and
The probability that several results from the SM are realized in DSMC ($N = 100$) and $M = 100$). For $N = 10$ and $\beta = 1.5$, the lowest available energy depends on $N$. Therefore, for any finite $N$, $E(t)$ eventually saturates, whereas in our model the energy decreases to $-\infty$ at any system size, so the dynamical phase diagram [21] can differ.

**B. Markov Chain Monte Carlo**

Especially given that we are introducing spatial effects in the dynamics of network models, it is perhaps more interesting to study also local dynamics. We analyze a Markov Chain sampling of our $N$-dimensional funnel. From every point $x_t$ in the hypersphere, a new point $x_{t+1}$ is proposed by making a Gaussian shift

$$x_{t+1} = x_t + \Delta,$$

where $\Delta \sim \mathcal{N}(0, \delta^2)$ is an $N$-dimensional Gaussian random variable with variance $\delta^2$ (meaning a diagonal covariance matrix with $\delta^2$ in each entry) centered at the
origin and randomly sampled at every time step. The move is accepted with the Monte Carlo rate in Eq. [2]. The initial configuration is uniformly drawn from the radius 1 hypersphere.

Also in this case, we find the same three dynamical regimes that we found for the DSMC. Since the equilibrium properties are independent of the type of dynamics (provided that it obeys detailed balance), we still have an EP for \( \beta < \beta_c \). For higher \( \beta \), there is a TA regime defined by the presence of a positive threshold radius. In App. [3] we show that the TA regime terminates at \( \beta = 2 \), where the dynamics is not intermittent anymore, and one reaches an EA regime, where the energy decreases steadily.

We can derive the threshold radius that is valid for large \( N \) by imposing that the probability of increasing and decreasing the energy is equal,

\[
P_\uparrow(r_{th}; \delta) = P_\downarrow(r_{th}; \beta, \delta),
\]

where now Eq. [14] also accounts for the size of the MCMC step, \( \delta \), in the upwards and downwards probabilities, which can be formally written as

\[
P_\uparrow(x_0; \delta) \propto \int_{0 < |x| < x_0} dx \, e^{-(x-x_0)^2/2\delta^2},
\]

and

\[
P_\downarrow(x_0; \beta, \delta) \propto \int_{x_0 < |x| < 1} dx \, e^{-(x-x_0)^2/2\delta^2} e^{-\beta \Delta E(x;x_0)}.
\]

In App. [3] we solve Eq. [14], see that \( r_{th} \) is independent from \( \delta \) up to \( o(1/N) \) terms, and derive an explicit form approximately identical to the DSMC one:

\[
r_{th}(\beta) = \left( \frac{2\beta_c - \beta}{\beta_c} \right)^{\frac{\beta}{\beta_c - \beta c}} + o \left( \frac{1}{N} \right),
\]

In the large-\( N \) limit the threshold radius for MCMC and DSMC coincides (see also App. [3] and Fig. [5]). Further, both \( E(t) \) and \( \psi(t) \) behave the same at long times (see Fig. [4] right).

V. TRAP-LIKE BEHAVIOR

In Ref. [17], it was shown that the SM displays an activated aging dynamics that is effectively like that of the TM. In order to do so, we studied the time evolution of the energy, and defined energy basins dynamically, as the periods of time that the system remains at \( E < E_{th} \). The distributions of trapping times are shown in Fig. [4] bottom.

We can use the exponent \( \mu \) [Eq. [12]] to show that the funnel model has TM dynamics, as was done in Ref. [17] for the SM, by studying the aging function \( \Pi_B(t_w, t_w + t) \), defined as the probability of not changing basin between the times \( t_w \) and \( t_w + t \). To define the basins’ threshold we used Eq. [11] for both DSMC and MCMC.

In the TM, the aging function has a well-defined limiting value which depends only on the exponent \( \mu \) [Eq. [12]] and on the ratio \( w = t/t_w \) [13,28,]

\[
H_\mu(w) = \frac{\sin(\pi \mu)}{\pi} \int_{w}^{\infty} \frac{du}{(1+u)u^\mu}.
\]

In Fig. [3] we show that the aging function in the TA regime converges clearly to the TM prediction in DSMC dynamics. The same is valid for MCMC dynamics which, being local, is much slower than DSMC, so our simulations are restricted to lower \( N \) and \( \beta \).

The strong slowing down in the MCMC dynamics can be appreciated from Fig. [7]. As one can expect, the global update dynamics has no finite-size effects, whereas the local dynamics is increasingly slower as the system size increases. This slow down is exponentially large with the system size (Fig. [7] inset), which suggests that our funnel model is correctly capturing the nature of activated processes.

\footnote{Details on definition and computation of \( \psi(t) \) and \( \Pi_B(t_w, t_w + t) \) are given in App. [A].}

\footnote{This is true if \( \delta \) is independent from the system size. If \( \delta \) increases with the system size (which is not the case in typical local algorithms of many-body systems), the dependence on \( N \) can be suppressed. To obtain that the ratio of the volume of configurations accessible in one step, divided by the total volume, should stay constant. We can use Eq. [6] to obtain \( \delta \sim e^{-const/N}. \)
VI. DISCUSSION

We investigated the out-of-equilibrium dynamics of a tracer in an \(N\)-dimensional funnel landscape. The dynamics is dominated by the competition between an energetic pull towards the center, and an entropic push outwards due to the dimensionality of space, which turns out to be equivalent to increasing the thermal noise by a factor \(N\). As a consequence, the energetic contribution needs to scale with \(N\) (or the temperature needs to be rescaled by \(1/N\)) for it to be relevant. The properly rescaled model has a high-temperature equilibrium phase, and two low-temperature out-of-equilibrium regimes: a thermally activated regime in which the tracer intermittently comes up to the surface even though in average its energy decreases indefinitely, and an entropic aging regime in which the intermittency disappears. This same phenomenology is found in the Step Model, a network model with random energies and no notion of distance [24, 25, 27]. We find that, besides the system size dependence, this non-equilibrium behavior is independent of the chosen dynamics. We examined a global update method, Direct Sampling Monte Carlo, and a local update, Markov Chain Monte Carlo, which turned out to be equivalent, providing a useful proof of concept for the equivalence of equilibrium algorithms in out-of-equilibrium contexts. Extensions to other kinds of physical dynamics would arguably give the same results.

The funnel model can be seen as an extension of the SM to a continuous landscape, where a notion of space, distance and dimensionality now are well-defined. This makes it viable to extend the TM paradigm (or the suitable modifications of it) to more realistic models, such as structural glasses. A critique suffered by models such as TM and SM is that the excessive simplicity of their phase space makes it impossible to use them to describe any Hamiltonian system in realistic terms, which is solved by our funnel model, which can be viewed as \(N\) non-interacting one-dimensional particles in a logarithmic potential. Further, the escape from the traps takes place on exponential time scales, which reflects a central property of activated processes. Future work will be devoted to \(r^\alpha\) potentials (for example the case \(\alpha = -1\) would represent \(N\) non-interacting particles in a Coulombian potential). Note also that, suddenly, disorder in the potential is no longer a crucial condition to have glassy TM-like activated dynamics. This is understood by comparing the SM with our funnel model with DSMC dynamics: the randomness due to disorder in the SM can be incorporated in that due to thermal fluctuations, giving the same kind of long-time activated dynamics.

Finite-size effects in the funnel landscape are different than in the SM. In fact, in the SM, \(N\) determines the lowest reachable energy, whereas here \(N\) is related to the amplitude of the noise. This implies that SM and funnel model are the same model only in the \(N \to \infty\) limit with DSMC dynamics. Another way to see this is that for any finite \(N\), in the funnel model the ground state is diverging and it is almost impossible for any algorithm with any amount of noise to reach the center of the hypersphere.

Finally, we note that this whole trap-like description...
is based upon a dynamic description of the energy valleys [17]. Defining basin hopping through the dynamics has also been done in glass-formers by looking at the particle movement [29]. However, as our analysis shows, one should be aware that the driving mechanism of this observed activated dynamics is not necessarily energetic, as it can be also entropic. Both kinds of barriers (energetic and entropic) induce a logarithmically slow dynamics [10]. Energetic TM-like behavior is the one described in the TM [12, 13], whereas the entropic one is the one remarked in Ref. [17]. In realistic systems, there is likely a competition (or a synergy) between the two kinds of effects due to the presence of a collection of deep wide minima [18]. One could for example envision this same kind of study in a collection of funnels or basins, or defining a variant of the TM where the slow dynamics derives (also) from entropic effects.
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Appendix A: Simulation Details

In this Appendix we explain our simulation procedures, and explain our parallel code, that we provide for open access at https://github.com/x94carbone/hdwell.

For each choice of the parameters and dynamics we simulate $M$ batches (usually 100 to 200) of trajectories of $t_{\text{max}} = 10^7$ to $10^8$ time steps. Each of the $m$ tracers per batch (usually 200 to 500) is computed in parallel, and are used to compute distribution averages effectively. From each batch we obtain the whole curves $\psi(\tau)$ and $\Pi(t_w, t_w+t)$ which can then be averaged among batches. The specific details of how these values are calculated are summarized in this Appendix.

1. Monte-Carlo Procedure

The details of the simulation algorithms are henceforth summarized:

1. Initialize on the $N$-dimensional sphere with a uniform distribution (so for large $N$ the tracer is initially at $r \approx 1$). To sample uniformly the hypersphere we use the algorithm in Ref. [30].

2. For each tracer at time $t$, make a proposal move towards $x_{t+1}^*$ as follows:

   - If DSMC: $x_{t+1}^*$ uniform in the hypersphere (using Ref. [30]).
   - If MCMC: $x_{t+1}^*$ according to Eq. (13).

3. Accept or reject the move with the Metropolis rule (2).

4. If the timestep is designated for recording quantities of interest, save the value of the energy, $\psi$ and $\Pi$-values for each tracer.

5. Update the timestep: $t \leftarrow t + 1$.

6. Repeat 2-5 until $t = t_{\text{max}}$.

2. Calculation of the Trapping Time Distributions

To compute $\psi_C$, the following procedure is used: A counter is initialized for each tracer in a simulation which keeps track of the number of time steps that tracer remains in a single configuration. Since this is a continuous landscape, the distance from the center of the well is a sufficient proxy for the exact configuration, since we can neglect the probability of changing configuration maintaining exactly the same radius. Therefore, the trapping time is measured as the number of steps during which the system is at the same $r$. At every time step, the configuration of each tracer is queried. If $r_t = r_{t+1}$, that tracer’s counter increases by 1. If $r_t \neq r_{t+1}$, we immediately update a histogram (with log2-spaced bins) with the the value of the trapping time. This procedure allows for a sizable reduction of the memory devoted to the measurements [16].

A similar procedure is used to calculate the values for $\psi_B$. A separate counter keeps track of the number of time steps that a tracer is below $E_{\text{th}}$ in a basin. As soon as the tracer rises above $E_{\text{th}}$ this counter is logged and reset in the same way we described for $\psi_C$.

3. Calculation of the Aging Functions

Finally, we make note of how we calculate values for $\Pi_B$ during the simulation. This quantity is the probability of not changing basin between two times. Stated another way, $\Pi_B(t_w, t_w + t)$ is the probability, being the tracer in some basin at $t_w$, that it is in the same basin at $(t+t_w) = t_w(1+w)$ that the tracer is in that same basin (having not left). In this work we take $w = 0.5$.

To keep track of the particular basin a tracer is in, a basin index $B_j$ is kept for every tracer $j$ and has the following properties.

\[ B_j(t) = \begin{cases} j & \text{ when tracer is in basin } j \text{ at time } t \\ \text{not initialized} & \text{ otherwise} \end{cases} \]

The calculation of $\Pi_C$ is analogous, where instead of the basin index described further on, the configuration proxy $r_t$ is used, in the same way that we described for $\psi_C$. 

---

5. The calculation of $\Pi_C$ is analogous, where instead of the basin index described further on, the configuration proxy $r_t$ is used, in the same way that we described for $\psi_C$. 

1. If at time step $t_w$, tracer $j$ is in its $n^{th}$ basin (meaning it has entered and left $n-1$ basins before $t_w$), then $B_j = n$.

2. If the tracer has just left its $n^{th}$ basin at $t_w$, then $B_j = n + i$, where $i$ is the imaginary number. The choice of using complex numbers to index whether a tracer is in or out of a basin is arbitrary, but allows for simpler notation in the code.

3. When the tracer reenters a basin, the imaginary component of $B_j$ is set back to 0, and the real part increments: $n \leftarrow n + 1$.

Thus in summary, the real part of $B_j$ references the index of the last basin that tracer was in, and the presence of an imaginary component is used to index whether or not that tracer is currently in or out of a basin. If $\Re\{B(t_w)\} \neq 0$, the measurement is discarded in computing the normalization of $\Pi_B$, since the tracer is initially not in a basin. If instead $\Re\{B_j(t_w)\} = 0$, then for a particular tracer,

- if $B_j(t_w) = B_j(t_w + t) \Rightarrow \Pi_B(t, t') = 1$
- if $B_j(t_w) \neq B_j(t_w + t) \Rightarrow \Pi_B(t, t') = 0$

As we described for the trapping time distributions, we extract a curve $\Pi(t_w, t_w(1+w))$ from each batch of runs, and compute statistical error bars by comparing batches.

---

**Appendix B: MCMC calculation of the threshold**

To evaluate the threshold radius in the MCMC approach we need to solve the equality \footnote{In this appendix we set $\beta_c = 1.$}

$$P_\delta(r_{th}; \delta) = P_\delta(r_{th}; \beta, \delta), \quad \text{(B1)}$$

with

$$P_\delta(x_0; \delta) = N_\delta \int_{0 < |x| < x_0} dx e^{-\frac{(x-x_0)^2}{2\alpha^2}}, \quad P_\delta(x_0; \beta, \delta) = N_\delta \int_{x_0 < |x| < 1} dx e^{-\frac{(x-x_0)^2}{2\alpha^2}} e^{-\beta \Delta E} \quad \text{(B2)}$$

where we defined the normalization constant

$$N_\delta = \left( \int_{0 \leq |x| < 1} dx e^{-\frac{(x-x_0)^2}{2\alpha^2}} \right)^{-1}, \quad |n| = 1 \quad \text{(B3)}$$

We can express the integrals in spherical coordinates as

$$\int d\Omega e^{-\frac{|x-n|^2}{2\alpha^2}} = \int d|\mathbf{x}| |\mathbf{x}|^{N-1} d\Omega^N e^{-\frac{(|\mathbf{x}|^2 + 2|\mathbf{x}| \cos \theta)}{2\alpha^2}}, \quad \text{(B4)}$$

where $\theta$ is the angle between $\mathbf{x}$ and $\mathbf{n}$ and $\Omega^N$ is the solid angle in $N$ dimensions. The $\theta$-integration can be singled out,

$$\int d\Omega^N e^{-\frac{|\mathbf{x}| \cos \theta}{\alpha^2}} = \tilde{\Omega}^{N-1} \int_{-1}^{1} e^{-\frac{|\mathbf{x}| \cos \theta}{\alpha^2}} d\cos \theta = \tilde{\Omega}^{N-1} \alpha^2 \left( e^{\frac{|\mathbf{x}|}{\alpha^2}} - e^{-\frac{|\mathbf{x}|}{\alpha^2}} \right), \quad \text{(B5)}$$

and the last result can be substituted back into Eq. \textbf{(B4)} to obtain

$$\int d\mathbf{x} e^{-\frac{|\mathbf{x}-\mathbf{n}|^2}{2\alpha^2}} = \tilde{\Omega}^{N-1} \alpha^2 \int d|\mathbf{x}| |\mathbf{x}|^{-2} \left( e^{-\frac{(|\mathbf{x}| - 1)^2}{2\alpha^2}} - e^{-\frac{(|\mathbf{x}| + 1)^2}{2\alpha^2}} \right), \quad \text{(B6)}$$

where $\tilde{\Omega}^{N-1}$ is the result of the integration of the residual angular coordinates, and it is independent of the radial position. Rescaling the integrand in Eq. \textbf{(B2)} we obtain

$$P_\delta(x_0; \delta) = x_0^N \left( \int_{0 < |\mathbf{x}| < 1} d\mathbf{x} e^{-\frac{|\mathbf{x}-\mathbf{n}|^2}{2\alpha^2}} \right); \quad \alpha = \frac{\delta}{x_0} \quad \text{(B7)}$$
Denoting $P_\uparrow(x_0)$ the corresponding probability in the DSMC, we have

$$ P_\uparrow(x_0; \delta) \geq P_\downarrow(x_0), \quad \lim_{x_0 \to 1} P_\downarrow(x_0; \delta) = P_\downarrow(x_0). \quad (B8) $$

In addition we can use Eq. (B6) to show that for $N \gg 1$ and $\delta \propto N^{-\xi}$, $0 < \xi < 1$ we have\(^7\)

$$ \lim_{x_0 \to 0} P_\downarrow(x_0; \delta) = \frac{2}{\delta^2} P_\downarrow(x_0) \left[ 1 + O\left( N^{-1} \right) \right]. \quad (B9) $$

With similar manipulations we obtain an equivalent expression for $P_\uparrow$,

$$ P_\uparrow(x_0; \beta, \delta) = x_0^N \left( \int_{1-x_0<\frac{1}{\delta^2}} dx \left| x \right|^{-\beta N} e^{-\frac{(x-n)^2}{2\alpha^2}} \right) \left/ \int_{0<|x|<1} dx e^{-\frac{(x-n)^2}{2\alpha^2}} \right. \right). \quad (B10) $$

or, integrating out the angular coordinate,

$$ P_\uparrow(x_0; \beta, \delta) = x_0^{N-2} \left( \int_{1-x_0} dy y^{N-2} \beta N \left( e^{-\frac{(y-1)^2}{2\alpha^2}} - e^{-\frac{(y+1)^2}{2\alpha^2}} \right) \right) \left/ \int_{0} dy y^{N-2} \left( e^{-\frac{(y-1)^2}{2\alpha^2}} - e^{-\frac{(y+1)^2}{2\alpha^2}} \right) \right. \right). \quad (B11) $$

We can relate $P_\uparrow(x_0; \beta, \delta)$ with $P_\uparrow(x_0; \beta)$, the probability of increasing the radius in the DSMC. In fact, it is easy to show that

$$ \lim_{x_0 \to 0} P_\uparrow(x_0; \beta, \delta) = \frac{2}{\delta^2} P_\uparrow(x_0; \beta) \left[ 1 + O\left( N^{-1} \right) \right]. \quad (B12) $$

1. Threshold Radius for MCMC steps

We are interested in the ratio between the two probabilities, which can be expressed as

$$ \frac{P_\uparrow(x_0; \beta, \delta)}{P_\downarrow(x_0; \beta)} = R(x_0; \beta, \alpha) = \frac{\int_{1-x_0<\frac{1}{\delta^2}} dx \left| x \right|^{-\beta N} e^{-\frac{(x-n)^2}{2\alpha^2}}}{\int_{0<|x|<1} dx e^{-\frac{(x-n)^2}{2\alpha^2}}} \right), \quad (B13) $$

or, keeping only the radial coordinates,

$$ R(x_0; \beta, \alpha) = \frac{\int_{1-x_0} dy y^{N-2} \beta N \left( e^{-\frac{(y-1)^2}{2\alpha^2}} - e^{-\frac{(y+1)^2}{2\alpha^2}} \right)}{\int_{0} dy y^{N-2} \left( e^{-\frac{(y-1)^2}{2\alpha^2}} - e^{-\frac{(y+1)^2}{2\alpha^2}} \right) \right. \right). \quad (B14) $$

In order to find the threshold radius, we need to solve

$$ R(r_{th}; \beta, \alpha) = 1. \quad (B15) $$

In the limit $x_0 \to 0$ we find the same value for the ratio as in the DSMC (in contrast with the single probabilities, the ratio has no $N^{-1}$ corrections):

$$ \lim_{x_0 \to 0} R(x_0; \beta, \alpha) = \frac{1}{\beta - 1}, \quad (B16) $$

\(^7\)We assume this scaling for $\delta$ and $N$ to be valid through the remaining of the appendix.
which gives a threshold radius \( r_{th} = 0 \) for \( \beta = 2 \). By imposing a null variation of \( R(x_0; \beta, \alpha) \) with respect to \( x_0 \) and \( \beta \) it is easy to show that the threshold radius is a decreasing function of \( \beta \). Since \( r_{th} = 0 \) at \( \beta = 2 \), there cannot be any entropically activated dynamics for \( \beta > 2 \). Using a saddle-point-like approximation the ratio \( R(x_0; \beta, \alpha) \) reduces to

\[
R(x_0; \beta, \alpha) = \frac{N(x_0; \beta, \alpha)}{D(\alpha)}, \tag{B17}
\]

\[
N(x_0; \beta, \alpha) \approx \frac{1 - e^{-x_0}}{1 + N\Delta\beta} \left[ 1 - x_0^{1 + N\Delta\beta} \right] + \frac{2}{\alpha^2} e^{-\frac{2\alpha}{\beta}} \frac{1 - x_0^{N\Delta\beta} \left[ 1 + (1 - x_0) N\Delta\beta \right]}{N\Delta\beta \left[ 1 + N\Delta\beta \right]} + \frac{1}{2\alpha^2} \left( 1 - \frac{4}{\alpha^2} \right) e^{-\frac{2\alpha}{\beta}} - 1 \right), \tag{B18}
\]

\[
D(\alpha) \approx \frac{1 - e^{-\frac{2\alpha}{\beta}}}{N - 1} - \frac{2}{\alpha^2} e^{-\frac{2\alpha}{\beta}} \frac{1}{N (N - 1)} + \frac{1}{2\alpha^2} \left( 1 - \frac{4}{\alpha^2} \right) e^{-\frac{2\alpha}{\beta}} - 1 \right) \frac{2}{N (N + 1) (N - 1)}, \tag{B19}
\]

where we defined \( \Delta\beta = \beta - 1 \). As long as \( x_0 \gg \delta \) the last expressions simplify to

\[
R(x_0; \beta, \alpha) \approx \frac{1 - x_0^{1 + N\Delta\beta}}{\Delta\beta} \left[ 1 - 1 + \frac{\Delta\beta}{N\Delta\beta} - \frac{x_0^{N\Delta\beta}}{N^2\delta^2} \left( \frac{2}{2\Delta\beta^3} - 1 \right) \right]. \tag{B20}
\]

Note that the condition \( x_0 \gg \delta \), given the scaling of \( \delta \) with \( N \) that we assumed, is true in the whole sphere barring a negligible volume around the origin which becomes important only when \( \beta \to 2 \). In this regime however the MCMC dynamics is well approximated by the DSMC one.

In Eq. (B20), the last term in square brackets is sub-leading in \( N^{-1} \), so the equation \( R(r_{th}; \beta, \alpha) = 1 \) can be solved perturbatively. At the lowest order in \( N^{-1} \) we obtain a solution similar to the DSMC one,

\[
r_{th}^{(0)}(\beta) = (1 - \Delta\beta)^{\frac{1}{2\Delta\beta + 1}}. \tag{B21}
\]

Plugging this term in \( R(x_0; \beta, \alpha) \) we obtain

\[
R(x_0; \beta, \alpha) \approx \frac{1 - x_0^{1 + N\Delta\beta}}{\Delta\beta} \left[ 1 - 1 + \frac{\Delta\beta}{N\Delta\beta} - \frac{\Delta\beta}{N^2\delta^2} \left( \frac{2}{2\Delta\beta^3} - 1 \right) \right], \tag{B22}
\]

and

\[
r_{th}(\beta) \approx (1 - \Delta\beta)^{\frac{1}{2\Delta\beta + 1}} \left[ 1 - 1 + \frac{\Delta\beta}{N^2\Delta\beta (1 - \Delta\beta)} - \frac{\Delta\beta}{N^3\delta^2} \left( \frac{2}{2\Delta\beta^3} - 1 \right) \right]. \tag{B23}
\]

To leading order Eq. (B23) coincides with the DSMC threshold radius, Eq. (11).
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