GLOBAL STRONG SOLUTIONS TO THE CAUCHY PROBLEM OF THE PLANAR NON-RESISTIVE MAGNETOHYDRODYNAMIC EQUATIONS WITH LARGE INITIAL DATA

JINKAI LI AND MINGJIE LI

ABSTRACT. In this paper, we consider the Cauchy problem to the planar non-resistive magnetohydrodynamic equations without heat conductivity, and establish the global well-posedness of strong solutions with large initial data. The key ingredient of the proof is to establish the a priori estimates on the effective viscous flux and a newly introduced “transverse effective viscous flux” vector field induced by the transverse magnetic field. The initial density is assumed only to be uniformly bounded and of finite mass and, in particular, the vacuum and discontinuities of the density are allowed.

1. Introduction

The full compressible magnetohydrodynamic (MHD) equations in the Eulerian coordinates are written as (see [21]):

\[
\begin{align*}
\rho_t + \text{div}(\rho u) &= 0, \\
(\rho u)_t + \text{div}(\rho u \otimes u) + \nabla P &= \frac{1}{4\pi} (\nabla \times B) \times B + \text{div} \Psi(u) \\
B_t - \nabla \times (u \times B) &= -\nabla \times (\nu \nabla \times B), \quad \text{div} B = 0 \\
\left( E + \frac{|B|^2}{8\pi} \right)_t + \text{div}(u(E + P)) &= \frac{1}{4\pi} \text{div}((u \times B) \times B) + \text{div} \left( \frac{\nu}{4\pi} B \times (\nabla \times B) + u \Psi(u) + \kappa \nabla \theta \right).
\end{align*}
\] (1.1)

Here the unknowns \( \rho, u = (u_1, u_2, u_3) \in \mathbb{R}^3, P, B = (B_1, B_2, B_3) \in \mathbb{R}^3 \), and \( \theta \) denote the density, velocity, pressure, magnetic field and temperature, respectively. \( \Psi(u) \) is the viscous stress tensor given by

\[ \Psi(u) = 2\mu \mathbb{D}(u) + \lambda' \text{div} u I_3, \]

\[ \mathbb{D}(u) = \frac{1}{2} (\nabla u + \nabla u^T). \]
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with $\mathbb{D}(\mathbf{u}) := (\nabla \mathbf{u} + \nabla^t \mathbf{u})/2$, $I_3$ the $3 \times 3$ identity matrix, and $\nabla^t \mathbf{u}$ the transpose of the matrix $\nabla \mathbf{u}$. $\mathcal{E}$ is the energy given by $\mathcal{E} := \rho(e + |\mathbf{u}|^2/2)$ with $e$ being the internal energy, $\rho|\mathbf{u}|^2/2$ the kinetic energy, and $|\mathbf{B}|^2/(8\pi)$ the magnetic energy. The viscosity coefficients $\mu$ and $\lambda'$ of the flow satisfy $\mu > 0$ and $2\mu + 3\lambda' \geq 0$. The parameter $\nu \geq 0$ is the magnetic diffusion coefficient of the magnetic field and $\kappa \geq 0$ the heat conductivity.

This is the first paper in our series results. We start with a simple case in which we do not consider two regular terms– the magnetic diffusion and the heat conductivity, i.e., $\nu = 0$ and $\kappa = 0$. In this paper, we consider the three-dimensional MHD flow with spatial variables $\mathbf{x} = (x, x_2, x_3)$, which is moving in the $x$ direction and uniform in the transverse direction $(x_2, x_3)$ (see [35]):

$$
\begin{cases}
\rho = \hat{\rho}(x,t), & \hat{\rho} = \tilde{\rho}(x,t), \\
\mathbf{u} = (\bar{u}, \bar{w})(x,t), & \mathbf{w} = (u_2, u_3), \\
\mathbf{B} = (b_1, \bar{b})(x,t), & \bar{b} = (b_2, b_3),
\end{cases}
$$

(1.2)

where $\bar{u}$ and $b_1$ are the longitudinal velocity and longitudinal magnetic field, respectively, and $\bar{w}$ and $\bar{b}$ are the transverse velocity and transverse magnetic field, respectively. With this special structure (1.2), equations (1.1) are reduced to the following system for the planar magnetohydrodynamic flows with constant longitudinal magnetic field $b_1 = 1$ (without loss of generality) and $\lambda = \lambda' + 2\mu > 0$:

$$
\begin{cases}
\rho_t + (\rho \bar{u})_x = 0 \\
(\rho \bar{u})_t + (\rho \bar{u}^2 + \tilde{P})_x = (\lambda \bar{u}_x)_x - \frac{1}{4\pi} \bar{b} \cdot \bar{b}_x \\
(\rho \bar{w})_t + (\rho \bar{u} \bar{w})_x - \frac{1}{4\pi} \bar{b}_x = \mu \bar{w}_{xx} \\
\bar{b}_t + (\bar{u} \bar{b})_x - \bar{w}_x = 0 \\
\tilde{P}_t + \bar{u} \tilde{P}_x + \gamma \bar{P} \bar{u}_x = (\gamma - 1) \left( \lambda (\bar{u}_x)^2 + \mu |\bar{w}_x|^2 \right),
\end{cases}
$$

(1.3)

where the pressure $\tilde{P}$ is given by

$$
\tilde{P} = R\tilde{\rho} \hat{\theta} = (\gamma - 1)\hat{\rho} \hat{e}.
$$

(1.4)

In the sequel, we set $R = 1$ without loss of generality. We complement the system with the following initial condition:

$$
(\rho, \bar{u}, \bar{w}, \bar{b}, \tilde{P})|_{t=0} = (\bar{\rho}_0(x), \bar{u}_0(x), \bar{w}_0(x), \bar{b}_0(x), \tilde{P}_0(x)) \quad x \in \mathbb{R},
$$

(1.5)

There are extensive studies concerning the theory of strong solutions for the system (1.1). When consider the multi-dimensional case, due to the higher nonlinearity and the degeneracy caused by the vacuum, one could get the local existence [27, 41] or global in time existence under some smallness condition [1, 3, 4, 11, 23, 30, 15, 37]. The low Mach number limit of the MHD system has been justified by [5, 12, 46].
GLOBAL STRONG SOLUTIONS TO PLANAR NON-RESISTIVE MHD EQUATIONS

For the planar MHD system, when the initial data is discontinuous, Chen-Wang \[2\] obtained the global weak solution to the free boundary problem. The existence of large strong solutions to the initial-boundary value problem for planar MHD without vacuum has been proved by Wang \[35\]. Qin-Yao \[34\] showed that there is a global solutions to free-boundary problem of planar magnetohydrodynamic equations with radiation, general heat conductivity and large initial data. Under the condition $\gamma - 1$ is sufficiently small, Hu \[13\] proved the existence of global solutions and asymptotic behavior of planar magnetohydrodynamics with large data. Fan-Huang-Li \[8\] obtained global strong solutions to the planar MHD system with large initial data and vacuum. All of above results deal with the boundary value problem. Recently, Ye-Li \[39\] proved that the existence of large strong solutions to the Cauchy problem for the isentropic planar MHD equations with magnetic diffusion by weighted estimates.

Inspired by Li-Xin \[25, 26\], in this paper, we will study the global existence and uniqueness of strong solution to the Cauchy problem for the planar MHD equations \[1.3\]. The initial data is assumed to be large and may contain vacuum.

The rest of this paper is arranged as follows: in the next section, Section 2, we reformulate the system \[1.3\] in the Lagrangian coordinates through the flow map and state our main idea in the proof. Section 3 is the main part of this paper, we consider the local existence and the a priori estimates to system \[2.2\] with vacuum. Consequently, we arrive at the results of Theorems 2.1 in Section 4.

Throughout this paper, we use $C$ to denote a general positive constant which may different from line to line.

2. Reformulation in Lagrangian coordinates and main result

Let $y$ be the lagrangian coordinate, and define the coordinate transform between the Lagrangian coordinate $y$ and the Euler coordinate $x$ as

$$x = \eta(y, t),$$

where $\eta(y, t)$ is the flow map determined by $\tilde{u}$, that is,

$$\begin{cases}
\partial_t \eta(y, t) = \tilde{u}(\eta(y, t), t) \\
\eta(y, 0) = y.
\end{cases} \tag{2.1}$$

Define the new unknowns in the Lagrangian coordinate as

$$(\rho, u, \omega, h, P)(y, t) = (\tilde{\rho}, \tilde{u}, \tilde{\omega}, \tilde{b}, \tilde{P})(\eta(y, t), t).$$

Recalling the definition of $\eta$ and by straightforward calculations, one can check that

$$\tilde{u}_x = \frac{u_y}{\eta_y}, \quad \tilde{u}_{xx} = \frac{1}{\eta_y} \left( \frac{u_y}{\eta_y} \right)_y, \quad \tilde{u}_t + \tilde{u} \tilde{u}_x = u_t.$$

The same relations hold for $\tilde{\rho}, \tilde{\omega}, \tilde{b}$, and $\tilde{P}$. Using these relations, one can easily derive the corresponding system in the Lagrangian coordinate. However, in order
to deal with the vacuum more efficiently, we introduce a new function which is the Jacobian between the Euler coordinate and the Lagrangian coordinate:

\[ J(y, t) := \eta_y(y, t). \]

One can easily check that

\[ J_t = u_y. \]

Due to (1.3)1 and (1.3)2, it holds that \((J\rho)_t = 0\), from which, setting \(\rho|_{t=0} = \rho_0\) and since \(J|_{t=0} = 1\), one has \(J\rho = \rho_0\).

Using the calculations in the previous paragraph, one can rewrite system (1.3) in the Lagrangian coordinate as

\[
\begin{cases}
J_t = u_y, \\
\rho_0 u_t - \lambda \left( \frac{u_y}{J} \right)_y + P_y + \frac{1}{4\pi} h \cdot h_y = 0, \\
\rho_0 w_t - \mu \left( \frac{w_y}{J} \right)_y = \frac{1}{4\pi} h_y, \\
h_t + \frac{u_y}{J} h - \frac{w_y}{J} = 0, \\
P_t + \gamma \frac{u_y}{J} P = (\gamma - 1) \left( \lambda \frac{|u_y|}{J}^2 + \mu \frac{|w_y|}{J}^2 \right). 
\end{cases}
\]

In the current paper, we consider the Cauchy problem and, thus, complement system (2.2) with the following initial condition

\[
(J, \sqrt{\rho_0} u, \sqrt{\rho_0} w, h, P)|_{t=0} = (J_0, \sqrt{\rho_0} u_0, \sqrt{\rho_0} w_0, h_0, P_0),
\]

where \(J_0\) has uniform positive lower and upper bounds. Note that by definition \(J_0\) should be identically one; however, in order to extend the local solution to be a global one, one may take some positive time \(T^*\) as the initial time at which \(J\) is not necessary to be identically one and, as a result, we have to deal with the local well-posedness result with initial \(J_0\) not being identically one. One may also note that the initial conditions in (2.3) are imposed on \((\sqrt{\rho_0} u, \sqrt{\rho_0} w)\) rather on \((u, \omega)\), in other words, one only needs to specify the values of \((u, \omega)\) in the non-vacuum region \(\{y \in \mathbb{R} | \rho_0(y) > 0\}\).

Strong solutions to the Cauchy problem of system (2.2) are defined as follows.
Definition 2.1. Given a positive time $T$. $(J, u, w, h, P)$ is called a strong solution to system (2.2), subject to (2.3), on $\mathbb{R} \times (0, T)$, if it has the properties
\[
J(y, t) > 0,
\]
\[
J - J_0 \in C([0, T]; H^1), \quad J_t \in L^\infty(0, T; L^2) \cap L^2(0, T; H^1),
\]
\[
(\sqrt{\rho_0} u_t, \sqrt{\rho_0} \omega_t) \in C([0, T]; L^2), \quad (u_y, \omega_y) \in L^\infty(0, T; L^2) \cap L^2(0, T; H^1),
\]
\[
(\sqrt{\rho_0} u_t, \sqrt{\rho_0} \omega_t) \in L^2(0, T; L^2), \quad (\sqrt{\rho_0} u_t, \sqrt{\rho_0} \omega_t) \in L^2(0, T; L^2),
\]
\[
h \in C([0, T]; H^1), \quad h_t \in L^\infty(0, T; L^2) \cap L^2(0, T; H^1),
\]
\[
P \in C([0, T]; H^1), \quad P_t \in L^4(0, T; L^2) \cap L^{4}(0, T; H^1),
\]
satisfies equations (2.2), a.e. in $\mathbb{R} \times (0, T)$, and fulfills the initial condition (2.3).

Definition 2.2. $(J, u, w, h, P)$ is called a global strong solution to system (2.2), subject to (2.3), if it is a strong solution on $\mathbb{R} \times (0, T)$ for any positive time $T$.

The main result in this paper reads as follows.

Theorem 2.1. Assume that $\rho_0 \in L^1$ and $0 \leq \rho_0 \leq \bar{\rho}$ for some positive number $\bar{\rho}$, and that the initial data $(J_0, u_0, \omega_0, P_0)$ satisfies
\[
J_0 \equiv 1, \quad (\sqrt{\rho_0} u_0, \sqrt{\rho_0} \omega_0, J_0) \in L^2, \quad h_0 \in H^1, \quad 0 \leq P_0 \in L^1, \quad P_0' \in L^2.
\]
Then, there is a unique global strong solution to (2.2) subject to (2.3).

Remark 2.1. (i) Due to the regularities of the velocity stated in Definition 2.1, one can transform the global solutions established in Theorem 2.1 in the Lagrangian coordinate back to the corresponding global solutions in the Euler coordinate. In other words, under the same condition as in Theorem 2.1, the Cauchy problem to (1.3) has a unique global strong solution.

(ii) Noticing that we only need the initial density to be nonnegative and uniformly bounded, the initial density could be very general and, in particular, it allows to have a compact support or a single point vacuum or have discontinuities.

(iii) Since $J$ has positive lower and upper bounds and $\rho = \frac{\rho_0}{J}$, one can see that the vacuum of system (2.2) can neither disappear nor be reformulated in the later time, and the discontinuities of the density are propagated along the characteristic lines.

In order to prove the global existence, one has to carry out suitable a priori estimates which are finite up to any finite time. Since system (2.2) contains the compressible Navier-Stokes equations without heat conductivity as a subsystem, we attempt to adopt the arguments in Li [24] and Li–Xin [25] to achieve these a priori estimates. As already shown in [24] [25], the effective viscous flux, i.e., the quantity $\lambda \frac{u_y}{J} - P$ there, plays a central role in the proof. It is reasonable to believe that it is also the
case for system (2.2). Comparing system (2.2) with the compressible Navier-Stokes equations, it is natural to identify the following quantity

\[ G := \lambda \frac{u_y}{f} - \frac{|h|^2}{8\pi} \]

as the new effective viscous flux. One can check that \( G \) satisfies

\[
G_t - \frac{\lambda}{J} \left( \frac{G_y}{\rho_0} \right)_y = -\gamma \frac{u_y}{f} G + \frac{2 - \gamma}{8\pi} \frac{u_y}{f} |h|^2 - (\gamma - 1) \mu \frac{|w_y|^2}{J} - \frac{h \cdot \omega_y}{4\pi J},
\]

(2.4)

which reduces to the one in [24, 25] if removing those terms involving \( h \) and \( \omega \). The key is to get the \( L^\infty(0, T; L^2) \) estimate of \( G \), which is expected to be achieved by testing (2.4) with \( JG \). In the context of the Navier-Stokes equations as considered in [24, 25], where one only needs to deal with the integral corresponding to \( \frac{u_y}{f} G \), this was achieved based on the basic energy estimate and the property that \( J \) has uniform positive lower bound; in other words, the basic energy estimate and the positive lower bound of \( J \) are sufficient to deal with the integral related to \( \frac{u_y}{f} G \). As for system (2.2), one can use the same idea as in [24, 25] to deal with the integral related to \( \frac{u_y}{f} G \) in (2.4); however, the integrals related to other terms in (2.4) can not be dealt with in the same way. To deal with other terms in (2.4), in the same spirit of \( G \), we introduce a new vector field \( F \), called “transverse effect viscous flux”, as

\[ F := \mu \frac{\omega_y}{f} + \frac{h}{4\pi} \]

which satisfies

\[
F_t - \frac{\mu}{J} \left( \frac{F_y}{\rho_0} \right)_y = -\frac{u_y}{f} F + \frac{1}{4\pi} \frac{\omega_y}{f}.
\]

One can get the \( L^\infty(0, T; L^2) \) estimate of \( F \) through testing the above with \( JF \): same as before, the basic energy estimate and the positive lower bound of \( J \) are sufficient to deal with the integral related to the term \( \frac{u_y}{f} F \); while one can get the \( L^2 \) space-time integrability of \( \frac{\omega_y}{\sqrt{J}} \) from (2.2) based on the basic energy estimate. With this a priori estimate on \( F \) at hand, and combining the \( L^2 \) type estimate on \( G \) with \( L^4 \) type estimate on \( h \), one can successfully deal with all integrals related to the terms on the right hand side of (2.4) and, as a result, get the desired \( L^\infty(0, T; L^2) \) estimate for \( G \). Based on this a priori estimate, one can further get the higher order a priori estimates and finally the global well-posedness.

3. Local well-posedness and a priori estimates

We start with the following local well-posedness result, which can be proved in the same way as in [24, 25].
Lemma 3.1. Assume that $0 \leq \rho_0 \leq \bar{\rho}$ and $\bar{j} \leq J_0 \leq j$, for some positive constants $\bar{\rho}, \bar{j}, j$, and further that

$$(J'_0, \sqrt{\rho_0}u_0, \sqrt{\rho_0}\omega_0, u'_0, \omega'_0) \in L^2, \quad (h_0, P_0) \in H^1.$$  

Then, there is a unique strong solution $(J, u, \omega, h, P)$ to (2.2), subject to (2.3), on $\mathbb{R} \times (0, T_0)$, for some positive time $T_0$ depending only on $\mu, \lambda, \bar{j}, \bar{j}$, and

$$\|(J'_0, \sqrt{\rho_0}u_0, \sqrt{\rho_0}\omega_0, u'_0, \omega'_0)\|_2 + \|P_0\|_{H^1}.$$  

Due to Lemma 3.1, for any initial data satisfying the conditions in Theorem 2.1, there is a unique local strong solution $(J, u, \omega, h, P)$ to system (2.2) subject to (2.3). By iteratively applying Lemma 3.1, one can extend this solution uniquely to the maximal time of existence $T_{\text{max}}$. In the rest of this section, we always assume that $(J, u, \omega, h, P)$ is a strong solution to system (2.2) subject to (2.3) on $\mathbb{R} \times (0, T)$ for any $T \in (0, T_{\text{max}})$.

A series of a priori estimates for $(J, u, \omega, h, P)$ are established in the rest of this section, which are crucial in the next section to show the global well-posedness. In the rest of this section, it is always assumed that $J_0 \equiv 1$.

The basic energy identity is stated in the following lemma.

Lemma 3.2. It holds that

$$\int_{\mathbb{R}} \left(\frac{\rho_0 u^2}{2} + \frac{\rho_0 |\omega|^2}{2} + \frac{J|h|^2}{8\pi} + \frac{JP}{\gamma - 1}\right) dy = E_0$$  

for any $t \in (0, T)$, where $E_0 := \int_{\mathbb{R}} \left(\frac{\rho_0 u^2}{2} + \frac{\rho_0 |\omega|^2}{2} + \frac{|h|^2}{8\pi} + \frac{P}{\gamma - 1}\right) dy$.

Proof. Multiplying (2.2) by $u$ and integrating the resulting over $\mathbb{R}$, one gets by integration by parts that

$$\frac{1}{2} \frac{d}{dt} \|\sqrt{\rho_0}u\|^2 + \lambda \left\|\frac{u_y}{\sqrt{J}}\right\|^2 = \int \left(\frac{|h|^2}{8\pi} + P\right) u_y dy.$$  

Then, multiplying (2.2) with $\omega$ and integrating over $\mathbb{R}$, it follows from integrating by parts that

$$\frac{1}{2} \frac{d}{dt} \|\sqrt{\rho_0}\omega\|^2 + \mu \left\|\frac{\omega_y}{\sqrt{J}}\right\|^2 = -\int \omega_y \cdot h dy.$$  

Finally, multiplying (2.2) with $Jh$, integrating over $\mathbb{R}$, and recalling that $J_t = u_y$, it holds by integration by parts that

$$\frac{1}{2} \frac{d}{dt} \int |h|^2 dy = -\frac{1}{2} \int u_y |h|^2 dy + \int \omega_y \cdot hd y.$$  

Combining the previous three equalities leads to

$$\frac{d}{dt} \left(\frac{1}{2} \|\sqrt{\rho_0}u\|^2 + \frac{1}{2} \|\sqrt{\rho_0}\omega\|^2 + \frac{\|Jh\|^2}{8\pi}\right) + \lambda \left\|\frac{u_y}{\sqrt{J}}\right\|^2 + \mu \left\|\frac{\omega_y}{\sqrt{J}}\right\|^2 = \int Pu_y dy. \quad (3.1)$$
In order to deal with the right hand side of (3.1), we multiply (2.2) by $J$ and integrate the resulting equation over $\mathbb{R}$ to get

$$\frac{1}{\gamma - 1} \frac{d}{dt} \int P J dy + \int u_y P dy = \int \left( \lambda \frac{(u_y)^2}{J} + \mu \frac{\mid w_y \mid^2}{J} \right) dy.$$  

Summing this with (3.1) yields

$$\frac{d}{dt} \int \left( \frac{1}{2} \rho_0 u^2 + \frac{1}{2} \rho_0 \mid \omega \mid^2 + \frac{J \mid h \mid^2}{8\pi} + \frac{JP}{\gamma - 1} \right) dy = 0$$

from which, integrating with respect to $t$, the conclusion follows. $\square$

The next lemma establishes the uniform positive lower bound of $J$.

**Lemma 3.3.** It holds that

$$\inf_{(y, t) \in \mathbb{R} \times (0, T)} J(y, t) \geq e^{-\sqrt{2} \bar{\lambda} \sqrt{\parallel \rho_0 \parallel_1 E_0}} =: J.$$  

**Proof.** We insert (2.2) into (2.2) to get

$$\lambda (\ln J)_{yt} = \rho_0 u_t + P_y + \left( \frac{\mid h \mid^2}{8\pi} \right)_y.$$  

Integrating the above mover $(z, y) \times (0, t)$, letting $z \to -\infty$, and noticing that $J \to 1$, $h \to 0$, and $P \to 0$, as $z \to -\infty$, one gets,

$$\lambda \ln J(y, t) = \int_{-\infty}^{y} \rho_0(u - u_0)dy' + \int_{0}^{t} \left( P + \frac{\mid h \mid^2}{8\pi} \right) d\tau \geq \int_{-\infty}^{y} \rho_0(u - u_0)dy', \quad (3.2)$$

where the nonnegativity of $P$ has been used. By Lemma 3.2, it follows from the Hölder inequality that

$$\left\vert \int_{-\infty}^{y} \rho_0(u - u_0)dy' \right\vert \leq 2 \sqrt{2} \parallel \rho_0 \parallel_1 E_0.$$  

Thanks to this and recalling (3.2), the conclusion follows. $\square$

In the rest of this section, in order to simplify the presentations, we denote by $C$ a general positive constant, which depends only on $\mu$, $\lambda$, $\bar{\rho}$, $\parallel \rho_0 \parallel_1$, $E_0$, $\parallel (u_0, \omega_0) \parallel_2 + \parallel (h_0, P_0) \parallel_H^1$, and $T$, is continuous in $T \in [0, \infty)$, and is finite for any finite $T$.

The next lemma gives the estimate on $\omega$.

**Lemma 3.4.** It holds that

$$\sup_{0 \leq t \leq T} \parallel \sqrt{\rho_0} \omega \parallel_2^2 + \int_{0}^{T} \parallel \frac{\omega_y}{\sqrt{J}} \parallel_2^2 dt \leq C.$$
Proof. Multiplying (2.2) with \( \omega \) and integrating over \( \mathbb{R} \), it follows from integration by parts and the Cauchy inequality that
\[
\frac{1}{2} \frac{d}{dt} \| \sqrt{\rho_0} \omega \|_2^2 + \mu \left\| \frac{\omega_y}{\sqrt{J}} \right\|_2^2 = -\frac{1}{4\pi} \int \hat{h} \cdot \omega_y dy \leq \frac{\mu}{2} \left\| \frac{\omega_y}{\sqrt{J}} \right\|_2^2 + C \| \sqrt{J} h \|_2^2
\]
and, thus,
\[
\frac{d}{dt} \| \sqrt{\rho_0} \omega \|_2^2 + \mu \left\| \frac{\omega_y}{\sqrt{J}} \right\|_2^2 \leq C \| \sqrt{J} h \|_2^2,
\]
from which, applying the Gronwall inequality and by Lemma 3.2, the conclusion follows.

The following lemma gives the estimate on the “transverse effective viscous flux”
\[
F := \mu \frac{\omega_y}{J} + \frac{h}{4\pi}.
\]

Lemma 3.5. It holds that
\[
\sup_{0 \leq t \leq T} \| \sqrt{J} F \|_2^2 + \int_0^T \left( \left\| \frac{F_y}{\sqrt{\rho_0}} \right\|_2^2 + \| F \|_\infty^2 \right) dt \leq C.
\]

Proof. Recalling the definition of \( F \) and by direct calculations, one derives from (2.2), (2.3), and (2.4) that
\[
F_t - \frac{\mu}{J} \left( \frac{F_y}{\rho_0} \right)_y = -\frac{1}{2} \frac{d}{dt} \| \sqrt{J} F \|_2^2 + \mu \left\| \frac{F_y}{\sqrt{\rho_0}} \right\|_2^2
\]
Multiplying this with \( JF \), integrating over \( \mathbb{R} \), and integrating by parts yield
\[
\frac{1}{2} \frac{d}{dt} \| \sqrt{J} F \|_2^2 + \mu \left\| \frac{F_y}{\sqrt{\rho_0}} \right\|_2^2
\]
\[
= -\frac{1}{2} \int u_y |F|^2 dy + \frac{1}{4\pi} \int \omega_y \cdot F dy = \int u F_y \cdot F dy + \frac{1}{4\pi} \int \omega_y \cdot F dy
\]
\[
\leq \| \sqrt{\rho_0} u \|_2 \left\| \frac{F_y}{\sqrt{\rho_0}} \right\|_2 \| F \|_\infty^2 + \frac{1}{4\pi} \left\| \frac{\omega_y}{\sqrt{J}} \right\|_2 \| \sqrt{J} F \|_2^2
\]
\[
\leq C \left\| \frac{F_y}{\sqrt{\rho_0}} \right\|_2 \| F \|_\infty + C \left\| \frac{\omega_y}{\sqrt{J}} \right\|_2 \| \sqrt{J} F \|_2^2,
\]
where Lemma 3.2 was used. Recalling that \( J \geq \frac{1}{2} \), it follows
\[
\| F \|_\infty^2 \leq \int |\omega_y| dy \leq 2 \| F \|_2 \| F_y \|_2 \leq C \| \sqrt{J} F \|_2 \left\| \frac{F_y}{\sqrt{\rho_0}} \right\|_2.
\]
Plugging the above estimate into (3.3), one deduces by the Young inequality that
$$\frac{1}{2} \frac{d}{dt} \| \sqrt{JF} \|_2^2 + \mu \left\| \frac{F_y}{\sqrt{\rho_0}} \right\|_2^2 \leq C \left\| \sqrt{JF} \right\|_2^2 + \frac{1}{4\pi} \left\| \frac{\omega_y}{\sqrt{J}} \right\|_2 \| \sqrt{JF} \|_2$$

$$\leq \frac{\mu}{2} \left\| \frac{F_y}{\sqrt{\rho_0}} \right\|_2^2 + C \left( \left\| \frac{\omega_y}{\sqrt{J}} \right\|_2^2 + \| \sqrt{JF} \|_2^2 \right)$$

and, thus,
$$\frac{d}{dt} \| \sqrt{JF} \|_2^2 + \frac{1}{2} \mu \left\| \frac{F_y}{\sqrt{\rho_0}} \right\|_2^2 \leq C \left( \left\| \frac{\omega_y}{\sqrt{J}} \right\|_2^2 + \| \sqrt{JF} \|_2^2 \right),$$

from which, by the Gronwall inequality, and applying Lemma 3.4, it follows
$$\sup_{0 \leq t \leq T} \left\| \sqrt{JF} \right\|_2^2 + \int_0^T \left\| \frac{F_y}{\sqrt{\rho_0}} \right\|_2^2 \, dt \leq C.$$

The estimate for $$\int_0^T \| F \|_4^4 \, dt$$ follows from the above inequality by using (3.4). □

As a straightforward consequence of Lemma 3.2 and Lemma 3.5, one has the following:

**Corollary 3.1.** It holds that

$$\sup_{0 \leq t \leq T} \left\| \frac{\omega_y}{\sqrt{J}} \right\|_2 \leq C.$$

The following lemma gives the higher integrability of the transverse magnetic field and the effective viscous flux

$$H := |h|^2, \quad G := \lambda \frac{u_y}{J} - P - \frac{|h|^2}{8\pi} = \lambda \frac{u_y}{J} - P - \frac{H}{8\pi}.$$

**Lemma 3.6.** It holds that

$$\sup_{0 \leq t \leq T} \left( \| h \|_4^4 + \| \sqrt{JG} \|_2^2 \right) + \int_0^T \left( \left\| \frac{G_y}{\sqrt{\rho_0}} \right\|_2^2 + \| h \|_6^6 + \| \sqrt{F} |h| \|_2^2 \right) \, dt \leq C$$

and

$$\int_0^T \| G \|_\infty^4 \, dt \leq C.$$

**Proof.** By the definitions of $$G, H,$$ and $$F,$$ it follows from (2.2) that

$$h_t = \frac{\omega_y}{J} - h \frac{u_y}{J} = \frac{1}{\mu} \left( F - h \frac{h}{4\pi} \right) - \frac{h}{\lambda} \left( G + P + \frac{H}{8\pi} \right).$$

Therefore, we could obtain

$$H_t = 2h \cdot h_t = \frac{2}{\mu} \left( F - h \frac{h}{4\pi} \right) \cdot h - \frac{2H}{\lambda} \left( G + P + \frac{H}{8\pi} \right),$$

and, similarly,

$$G_t = 2h \cdot G_t = \frac{2}{\mu} \left( F - h \frac{h}{4\pi} \right) \cdot G - \frac{2H}{\lambda} \left( G + P + \frac{H}{8\pi} \right).$$
that is
\[ H_t + \frac{H^2}{4\pi\lambda} + \frac{H}{2\pi\mu} + \frac{2HP}{\lambda} - \frac{2}{\mu} F \cdot h = \frac{2}{\lambda} H G. \] (3.5)

Multiplying (3.5) with \( JH \) and integrating over \( \mathbb{R} \) yield
\[ \frac{1}{2} \frac{d}{dt} \int JH^2 dy + \int \left( \frac{1}{4\pi\lambda} JH^3 + \frac{1}{2\pi\mu} JH^2 + \frac{2}{\lambda} JPH^2 \right) dy = \frac{1}{2} \int u_y H^2 dy + \int \left( \frac{2}{\mu} JH \cdot h - \frac{2}{\lambda} JGH^2 \right) dy. \] (3.6)

The definition of \( G \) yields
\[ \frac{1}{2} \int u_y H^2 dy = \frac{1}{2\lambda} \int JH^2 \left( G + P + \frac{H}{8\pi} \right) dy. \] (3.7)

Inserting (3.7) into (3.6) leads to
\[ \frac{1}{2} \frac{d}{dt} \| \sqrt{JH} \|_2^2 + \int \left( \frac{3}{16\pi\lambda} JH^3 + \frac{1}{2\pi\mu} JH^2 + \frac{3}{2\lambda} JPH^2 \right) dy = \frac{2}{\mu} \int JH F \cdot h dy - \frac{3}{2\lambda} \int JGH^2 dy. \] (3.8)

By the Cauchy inequality, it follows
\[ \left| \int JH F \cdot h dy \right| \leq \epsilon \int JH^3 dy + C_\epsilon \int |F|^2 dy, \] (3.9)

and
\[ \left| \int JGH^2 dy \right| \leq \epsilon \int JH^3 dy + C_\epsilon \int |h|^2 G^2 dy. \] (3.10)

Taking a suitable \( \epsilon \), plugging (3.9)–(3.10) into (3.8), it follows from Lemma 3.2 and Lemma 3.5 that
\[ \frac{d}{dt} \| \sqrt{JH} \|_2^2 + \frac{1}{4\pi\lambda} \| \sqrt{JH}^2 \|_2^2 + \frac{1}{\pi\mu} \| \sqrt{JH}^2 \|_2^2 + \frac{3}{\lambda} \| \sqrt{JPH}^2 \|_2^2 \leq C (\| \sqrt{Jh}^2 \|_\infty^2 + \| \sqrt{JF}^2 \|_2^2) \leq C (1 + \| G \|_\infty^2). \] (3.11)

By direct calculations, one can check from (2.2) that
\[ G_t - \frac{\lambda}{F} \left( \frac{G_y}{\rho_0} \right)_y = -\gamma \frac{u_y}{F} G + \frac{2 - \gamma}{8\pi} \frac{u_y}{F} |h|^2 - (\gamma - 1)\mu \left| \frac{w_y}{F} \right|^2 - \frac{h \cdot \omega_y}{4\pi F}. \] (3.12)

Multiplying (3.12) with \( JG \) and integrating over \( \mathbb{R} \), one gets by integration by parts that
\[ \frac{1}{2} \frac{d}{dt} \| \sqrt{JG} \|_2^2 + \lambda \left\| \frac{G_y}{\sqrt{\rho_0}} \right\|_2^2 = \left( \frac{1}{2} - \gamma \right) \int u_y G^2 dy - \mu (\gamma - 1) \int \left| \frac{w_y}{\sqrt{F}} \right|^2 G dy + \frac{2 - \gamma}{8\pi} \int u_y HG dy - \frac{1}{4\pi} \int \omega_y \cdot h G dy. \] (3.13)
The terms on the right hand side of (3.13) are estimated as follows. It follows from integration by parts, the Hölder and Young inequalities, and Lemma 3.2 that

\[ \left| \int u_y G^2 dy \right| = 2 \left| \int uG G_y dy \right| \leq 2 \left\| \sqrt{\rho_0} u \right\|_2 \left\| \frac{G_y}{\sqrt{\rho_0}} \right\|_2 \|G\|_\infty \]

\[ \leq \varepsilon \left\| \frac{G_y}{\sqrt{\rho_0}} \right\|_2^2 + C\varepsilon \|G\|_\infty^2. \]  

(3.14)

By Lemma 3.2 and Corollary 3.1, one deduces

\[ \left| \int \left| \frac{\omega_y}{\sqrt{J}} \right|^2 G dy \right| \leq \left\| \frac{\omega_y}{\sqrt{J}} \right\|_2 \|G\|_\infty \leq C(1 + \|G\|_\infty^2) \]  

(3.15)

and

\[ \left| \int \omega_y \cdot h G dy \right| \leq \|\sqrt{J} h\|_2 \left\| \frac{\omega_y}{\sqrt{J}} \right\|_2 \|G\|_\infty \leq C(1 + \|G\|_\infty^2). \]  

(3.16)

Finally, recalling the definition of $G$, by Lemma 3.2 and using the Young inequality, one deduces

\[ \left| \int u_y H G dy \right| = \frac{1}{\lambda} \left| \int J \left( G + \frac{H}{8\pi} \right) h G dy \right| \]

\[ \leq C \left( \left\| \sqrt{J} h \right\|_2^2 \|G\|_\infty^2 + \left\| \sqrt{J} P H \right\|_2 \left\| J P \right\|_\infty^2 \|G\|_\infty + \left\| \sqrt{J} h \right\|_2 \left\| \sqrt{J} H^\frac{3}{2} \right\|_2 \|G\|_\infty \right) \]

\[ \leq \varepsilon \left( \left\| \sqrt{J} H^\frac{3}{2} \right\|_2^2 + \left\| \sqrt{J} P H \right\|_2^2 \right) + C\varepsilon(1 + \|G\|_\infty^2). \]  

(3.17)

Plugging (3.14)–(3.17) into (3.13) yields

\[ \frac{1}{2} \frac{d}{dt} \left\| \sqrt{J} G \right\|_2^2 + \lambda \left\| \frac{G_y}{\sqrt{\rho_0}} \right\|_2^2 \leq \varepsilon \left( \left\| \sqrt{J} H^\frac{3}{2} \right\|_2^2 + \left\| \sqrt{J} P H \right\|_2^2 \right) + C\varepsilon(1 + \|G\|_\infty^2) \]  

(3.18)

for suitably small $\varepsilon$.

Adding (3.11) with (3.18) and Choosing $\varepsilon$ suitably small lead to

\[ \frac{d}{dt} \left( \|J H\|_2^2 + \|J G\|_2^2 \right) + \frac{1}{8\pi} \lambda \left\| \sqrt{J} H^4 \right\|_2^2 + \frac{1}{\lambda} \left\| \sqrt{J} P H \right\|_2^2 + 2\lambda \left\| \frac{G_y}{\sqrt{\rho_0}} \right\|_2^2 \]

\[ \leq C(1 + \|G\|_\infty^2), \]

from which noticing that

\[ \|G\|_\infty^2 \leq \int |\partial_y |G|^2| dy \leq 2\|G\|_2 \|G_y\|_2 \leq \frac{2\|\rho_0\|_3^{\frac{1}{3}}}{\sqrt{J}} \|\sqrt{J} G\|_2 \left\| \frac{G_y}{\sqrt{\rho_0}} \right\|_2 \]  

(3.19)
guaranteed by $J \geq J$, one obtains by the Cauchy inequality that
\[
\frac{d}{dt}(\|\sqrt{J}H\|_2^2 + \|\sqrt{J}G\|_2^2) + \frac{1}{8\pi\lambda}\|\sqrt{J}H\|_2^2 + \frac{1}{\lambda}\|\sqrt{J}\rho\|_2^2 + \lambda \left(\frac{G_y}{\sqrt{\rho_0}}\right)^2 \\
\leq C(1 + \|\sqrt{J}G\|_2^2).
\]
Applying the Gronwall inequality to the above and by Lemma 3.3, one gets the first conclusion. The second conclusion follows from the first one by using (3.19). □

Based on Lemma 3.5 and Lemma 3.6, one can get the uniform upper bound of $(J, h, P)$ as stated in the following lemma.

**Lemma 3.7.** It holds that
\[
\sup_{0 \leq t \leq T} (\|J\|_\infty + \|h\|_\infty + \|P\|_\infty) \leq C.
\]

**Proof.** Equation (3.5) could be rewritten in terms of $G$ as
\[
H_t + \frac{1}{\lambda}\left(\frac{H}{2\sqrt{\pi}} + 2G\sqrt{\pi}\right)^2 + \frac{1}{\mu}\left|h\sqrt{2\pi} - \sqrt{2\pi}F\right|^2 + \frac{2}{\lambda}HP = \frac{4\pi}{\lambda}G^2 + \frac{2\pi}{\mu}|F|^2,
\]
from which, one obtains
\[
H(y, t) \leq H_0(y) + \frac{4\pi}{\lambda}\int_0^t |G^2(y, \tau)|d\tau + \frac{2\pi}{\mu}\int_0^t |F(y, \tau)|^2d\tau.
\]
Therefore, it follows from Lemma 3.5 and Lemma 3.6 that
\[
\sup_{0 \leq t \leq T} \|H\|_\infty \leq \|H_0\|_\infty + \frac{4\pi}{\lambda}\int_0^T \|G\|_\infty^2 dt + \frac{2\pi}{\mu}\int_0^T \|F\|_\infty^2 dt \leq C. \tag{3.20}
\]
By the definitions of $G$ and $F$, one can rewrite (2.2) as
\[
P_t + \frac{1}{\lambda}\left(P + \frac{2 - \gamma}{2}G + \frac{2 - \gamma}{16\pi}H\right)^2 = \frac{\gamma^2}{4\lambda}\left(G + \frac{H}{8\pi}\right)^2 + \frac{\gamma - 1}{\mu}|F - \frac{h}{4\pi}|^2. \tag{3.21}
\]
Integrating the above one over $(0, t)$ and by the Cauchy inequality yield
\[
P(y, t) \leq P_0(y) + C\int_0^t \left(\|G^2(y, \tau) + H^2(y, \tau) + |F(y, \tau)|^2 + H(y, \tau)\right)d\tau
\]
and, thus, by Lemma 3.5, Lemma 3.6, and (3.20), one has
\[
\sup_{0 \leq t \leq T} \|P\|_\infty \leq \|P_0\|_\infty + C\int_0^T (\|G\|_\infty^2 + \|H\|_\infty^2 + \|F\|_\infty^2 + \|H\|_\infty)d\tau \leq C. \tag{3.22}
\]
Rewrite (2.2) in terms of $G$ as $J_t = \frac{J}{\lambda}\left(G + P + \frac{H}{8\pi}\right)$ from which one can solve
\[
J(y, t) = e^{\frac{1}{\lambda}\int_0^t (G(y, s) + P(y, s) + \frac{H(y, s)}{8\pi})ds}. \tag{3.23}
\]
Then, it follows from Lemma 3.3, Lemma 3.6, (3.20), and (3.22) that
\[
\sup_{0 \leq t \leq T} \|J\|_\infty \leq e^{\frac{1}{4} \int_0^T (\|G\|_\infty + \|P\|_\infty + \frac{\|H\|_\infty}{\lambda}) dt} \leq C.
\]

Combining this with (3.20) as well as (3.22), the conclusion follows. \(\square\)

Some higher order a priori estimates for \((J, h, P)\) are stated in the next lemma.

**Lemma 3.8.** It holds that
\[
\sup_{0 \leq t \leq T} \|(J_y, J_t, h_y, h_t, P_y)\|_2^2 + \int_0^T \left( \|J_y t\|_2^2 + \|h_y t\|_2^2 + \|P_t\|_2^4 + \|P_y t\|_2^4 \right) dt \leq C.
\]

**Proof.** By the definitions of \(G, H,\) and \(F,\) one can rewrite (2.2) as
\[
h_t = \frac{1}{\mu} \left( F - \frac{h}{4\pi} \right) - \frac{h}{\lambda} \left( G + \frac{H}{8\pi} \right). \tag{3.24}
\]

Differentiating the above with respect to \(y\) yields
\[
\partial_t h_y + \frac{h_y}{4\pi \mu} + \frac{P_h_y}{\lambda} + \frac{h H_y}{8\pi \lambda} + \frac{H h_y}{8\pi \lambda} = \frac{F_y}{\mu} - \frac{1}{\lambda} \left( h_y G + h G_y + h P_y \right). \tag{3.25}
\]

Taking the inner product to the above equation with \(h_y,\) it follows from the Hölder and Cauchy inequalities and Lemma 3.7 that
\[
\frac{1}{2} \frac{d}{dt} \|h_y\|_2^2 \leq \frac{1}{4\pi \mu} \|h_y\|_2^2 + \frac{1}{\lambda} \|\sqrt{\mu} h_y\|_2^2 + \frac{1}{16\pi \lambda} \|H_y\|_2^2 + \frac{1}{8\pi \lambda} \|H h_y\|_2^2
\]
\[
= \frac{1}{\mu} \int F_y \cdot h_y dy - \frac{1}{\lambda} \int h_y \cdot \left( h_y G + h G_y + h P_y \right) dy \tag{3.26}
\]
\[
\leq C \left( \|F_y\|_2 \|h_y\|_2 + \|G\|_\infty \|h_y\|_2 + \|h\|_\infty \|h_y\|_2 + \|G_y\|_2 + \|P_y\|_2 \right)
\]
\[
\leq C \left[ \|F_y\|_2^2 + \|G_y\|_2^2 + (1 + \|G\|_\infty^2) \|h_y\|_2^2 + \|P_y\|_2^2 \right].
\]

Differentiating equation (3.21) with respect to \(y\) yields
\[
\partial_t P_y + \frac{2}{\lambda} \left( P + \frac{2 - \gamma G}{2} + \frac{2 - \gamma H}{16\pi} \right) \left( P_y + \frac{2 - \gamma G}{2} + \frac{2 - \gamma H}{16\pi} \right)
\]
\[
= \frac{\gamma^2}{2\lambda} \left( G + \frac{H}{8\pi} \right) \left( G_y + \frac{H_y}{8\pi} \right) + \frac{2(\gamma - 1)}{\mu} \left( F - \frac{h}{4\pi} \right) \cdot \left( F_y - \frac{h_y}{4\pi} \right). \tag{3.27}
\]

Multiplying the above equation by \(P_y\) and integrating over \(\mathbb{R},\) it follows from the Hölder and Cauchy inequalities and Lemma 3.7 that
\[
\frac{1}{2} \frac{d}{dt} \|P_y\|_2^2 \leq C \|(F, G, H, h, P)\|_\infty \|(F_y, G_y, H_y, h_y, P_y)\|_2 \|P_y\|_2
\]
\[
\leq C \|(F_y, G_y)\|_2^2 + (1 + \|(F, G)_\infty^2) \|P_y\|_2. \tag{3.28}
\]
Summing (3.26) and (3.28) and by Lemmas 3.5–3.7 one obtains by the Gronwall inequality that
\[
\sup_{0 \leq t \leq T} \left( \|h_y\|_2^2 + \|P_y\|_2^2 \right) \leq C. \tag{3.29}
\]
By Lemmas 3.2, 3.3, 3.5, and 3.7 and using (3.29), one can easily get
\[
\sup_{0 \leq t \leq T} \left( \|(H, h, P)\|_{H^1} + \|(F, G)\|_2 \right) + \int_0^T \left( \|(F, G)\|_\infty^4 + \|(F_y, G_y)\|_2^2 \right) dt \leq C. \tag{3.30}
\]
By (3.24) and (3.25), it holds that
\[
\sup_{0 \leq t \leq T} \|h_t\|_2^2 + \int_0^T \|h_{yt}\|_2^2 dt \leq C \int_0^T \left( \|P_t\|_2^4 + \|P_{yt}\|_2^4 \right) dt \leq C.
\]
By (3.31) and (3.32), it holds that
\[
\int_0^T \left( \|P_t\|_2^4 + \|P_{yt}\|_2^4 \right) dt \leq C.
\]
By direct calculations, it follows from (3.23) that
\[
J_t = \frac{J}{\lambda} \left( P + G + \frac{H}{8\pi} \right), \quad J_y = \frac{J}{\lambda} \int_0^t \left( P_y + G_y + \frac{H_y}{8\pi} \right) ds,
\]
\[
J_{yt} = \frac{J_y}{\lambda} \left( P + G + \frac{H}{8\pi} \right) + \frac{J}{\lambda} \left( P_y + G_y + \frac{H_y}{8\pi} \right).
\]
Thanks to these, it follows from (3.30) and Lemma 3.7 that
\[
\sup_{0 \leq t \leq T} \| (J_t, J_y) \|_2 \leq \sup_{0 \leq t \leq T} \left( \| J \|_\infty \| (G, H, P) \|_2 + \| J \|_\infty \int_0^T \| (G_y, H_y, P_y) \|_2 dt \right) \leq C \tag{3.33}
\]
and further that
\[
\int_0^T \| J_{yt} \|^2_2 dt \leq C \int_0^T \left( \| J_y \|^2_2 \| (G, H, P) \|_\infty^2 + \| J \|^2_\infty \| (G_y, H_y, P_y) \|^2_2 \right) dt \leq C. \tag{3.34}
\]
Combining (3.29) with (3.31)–(3.34) leads to the conclusion. \qed

Finally, we have the a priori estimates for the velocity field \((u, \omega)\).

**Lemma 3.9.** It holds that
\[
\sup_{0 \leq t \leq T} \left( \| u_y \|^2_2 + \| \omega_y \|^2_2 \right) + \int_0^T \| (u_{yy}, \sqrt{\rho_0} u_t, \sqrt{\rho_0} \omega_t, \omega_{yy}) \|^2_2 dt \leq C.
\]

**Proof.** Recalling the definition of \(G\), and noticing that \(\rho_0 u_t = G_y\), it follows
\[
\sup_{0 \leq t \leq T} \left( \| u_y \|^2_2 + \int_0^T \| \sqrt{\rho_0} u_t \|^2_2 dt \right)
\]
\[
= \frac{1}{\lambda} \sup_{0 \leq t \leq T} \left\| J \left( G + P + \frac{H}{8\pi} \right) \right\|^2_2 + \int_0^T \left\| \frac{G_y}{\sqrt{\rho_0}} \right\|^2_2 dt
\]
\[
\leq C \sup_{0 \leq t \leq T} \left\| J \right\|_\infty \| (G, H, P) \|^2_2 + \int_0^T \left\| \frac{G_y}{\sqrt{\rho_0}} \right\|^2_2 dt
\]
from which, by (3.30), Lemma 3.6 and Lemma 3.7 one obtains
\[
\sup_{0 \leq t \leq T} \| u_y \|^2_2 + \int_0^T \| \sqrt{\rho_0} u_t \|^2_2 dt \leq C. \tag{3.35}
\]
Noticing that
\[
u_{yy} = \frac{J_y}{\lambda} \left( G + P + \frac{H}{8\pi} \right) + \frac{J}{\lambda} \left( G_y + P_y + \frac{H_y}{8\pi} \right),
\]
it follows from (3.30), Lemma 3.7 and Lemma 3.8 that
\[
\int_0^T \| u_{yy} \|^2_2 dt \leq C \int_0^T \left( \| (P, G, H) \|_\infty^2 \| J_y \|^2_2 + \| J \|^2_\infty \| (P_y, G_y, H_y) \|^2_2 \right) dt \leq C. \tag{3.36}
\]
Noticing that
\[ \rho_0 \omega_t = F_y, \quad \omega_y = \frac{J_y}{\mu} \left( F - \frac{h}{4\pi} \right), \quad \omega_{yy} = \frac{J_y}{\lambda} \left( F_y - \frac{h_y}{4\pi} \right), \]
it holds that
\[
\sup_{0 \leq t \leq T} \| \omega_y \|^2_2 + \int_0^T \| (\sqrt{\rho_0} \omega_t, \, \omega_{yy}) \|^2_2 \, dt \\
\leq C \int_0^T \left( \| (F, h) \|^2_{\infty} \| J_y \|^2_2 + \| J \|^2_{\infty} \| (F_y, h_y) \|^2_2 + \left\| \frac{F_y}{\sqrt{\rho_0}} \right\|^2_2 \right) \, dt \\
+ C \sup_{0 \leq t \leq T} \| J \|^2_{\infty} \| (F, h) \|^2_2,
\]
from which, by (3.30), Lemma 3.5, and Lemma 3.7 one obtains that
\[
\sup_{0 \leq t \leq T} \| \omega_y \|^2_2 + \int_0^T \| (\sqrt{\rho_0} \omega_t, \, \omega_{yy}) \|^2_2 \, dt \leq C.
\] (3.37)
Combining (3.35) with (3.36) as well as (3.37) leads to the conclusion.

4. Proof of Theorem 2.1

Theorem 2.1 is proved as follows.

Proof of Theorem 2.1. By Lemma 3.1, there is a unique local strong solution, denoted by \((J, u, \omega, h, P)\), to system (2.2) subject to (2.3). Besides, by iteratively applying Lemma 3.1 one can extend this solution uniquely to the maximal time of existence \(T_{\max}\). We claim that \(T_{\max} = \infty\) and, as a result, the extended \((J, u, \omega, h, P)\) is a global strong solution to system (2.2) subject to (2.3), proving the conclusion. Assume by contradiction that \(T_{\max} < \infty\). Then, by the local well-posedness result in Lemma 3.1 it must have
\[
\lim_{T \to T_{\max}} \sup_{0 \leq t \leq T} \left( \int_0^T \inf_{y \in \mathbb{R}} J_{xy} \right)^{-1} = \infty.
\] (4.1)
By Lemma 3.3 it holds that \(J(y, t) \geq J\) for any \((y, t) \in \mathbb{R} \times (0, T_{\max})\) and, thus,
\[
\sup_{0 \leq t \leq T_{\max}} \left( \int_0^T \inf_{y \in \mathbb{R}} J_{xy} \right)^{-1} \leq \frac{1}{J}.
\] (4.2)
It follows from Lemmas 3.2, 3.8, and 3.9 that
\[
\sup_{0 \leq t \leq T} \left( \| (J_y, \sqrt{\rho_0} u_y, \sqrt{\rho_0} w_y, u_y, \omega_y) \|^2_2 + \| (h, P) \|^2_{H^1} \right) \leq C.
\] (4.3)
for any $T \in (0, T_{\text{max}})$, where $C$ is a positive constant depending only on the initial data and $T_{\text{max}}$. Thanks to (4.2) and (4.3), one gets
\[
\sup_{0 \leq t < T_{\text{max}}} \left( \left( \inf_{y \in \mathbb{R}} J \right)^{-1} + \| (J_y, \sqrt{\rho_0} u, \sqrt{\rho_0} \omega, u_y, \omega_y) \|_2 + \| (h, P) \|_{H^1} \right) < \infty,
\]
contradicting to (4.1). This contradiction implies $T_{\text{max}} = \infty$, proving Theorem 2.1.
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