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Abstract—We introduce and analyse the problem of encoding classical information into different resources of a quantum state. More precisely, we consider a general class of communication scenarios characterised by encoding operations that commute with a unique resource destroying map and leave free states invariant. Our motivating example is given by encoding information into coherences of a quantum system with respect to a fixed basis (with unitaries diagonal in that basis as encodings and the decoherence channel as a resource destroying map), but the generality of the framework allows us to explore applications ranging from super-dense coding to thermodynamics. For any state, we find that the number of messages that can be encoded into it using such operations in a one-shot scenario is upper bounded in terms of the information spectrum relative entropy between the given state and its version with erased resources. Furthermore, if the resource destroying map is the twirling channel over some unitary group, we find matching one-shot lower bounds as well. In the asymptotic setting where we encode into many copies of the resource state, our bounds yield an operational interpretation of resource monotones such as the relative entropy of coherence and its corresponding relative entropy variance.

I. INTRODUCTION

Encoding information for storage or transmission is one of the most fundamental tasks in information theory [1]. A typical communication scenario in which a $d$-dimensional quantum system is employed to transfer classical information between a sender $S$ and a receiver $R$ is composed of three stages. First, $S$ encodes a message $m \in \{1, \ldots, M\}$ by preparing a quantum system in a state $\rho_m$; then, she sends it to $R$ via a noisy quantum channel $\mathcal{N}$; finally, $R$ decodes the original message by performing a measurement on $\mathcal{N}(\rho_m)$. Crucially, it is assumed that the encoding and decoding steps are unconstrained, so that the problem of optimal information transfer (finding the maximal $M$ for a given average decoding error $\epsilon$) is fully specified by the noisy channel $\mathcal{N}$. Holevo, Schumacher and Westmoreland [2], [3] analyzed this problem in an asymptotic setting where the channel is memoryless and can be used multiple times. They established the regularized Holevo information [4] of $\mathcal{N}$ as the maximal transmission rate (in bits per channel use) that still allows for asymptotically vanishing error. More recently, various refinements of the trade-off between the decoding error and the transmission rate have been established [6]–[16] when the number of channel uses is finite.

Here, we analyze an alternative communication scenario, where we assume that $S$ and $R$ are connected via a noiseless channel, $\mathcal{N} = \mathcal{I}$, but the encoding ability of $S$ is constrained. In particular, we assume that $S$ does not have the ability to prepare arbitrary quantum states. Instead, she is given a quantum system in a state $\rho$ that acts as an information carrier, and can encode a message $m$ into it by applying an encoding $\mathcal{E}_m$ from a constrained set of quantum channels. We focus on a family of constraints, each of which is defined via a fixed idempotent channel $\mathcal{D}$ and the following conditions that all allowed encoding maps $\mathcal{E}_m$ have to satisfy,

\begin{align}
\mathcal{E}_m \circ \mathcal{D} &= \mathcal{D}, \\
\mathcal{D} \circ \mathcal{E}_m &= \mathcal{D}.
\end{align}

Channels $\mathcal{E}_m$ satisfying Eqs. (1a)-(1b) will be called encodings into resources destroyed by $\mathcal{D}$.

To understand the meaning of such constraints, note that one can interpret $\mathcal{D}$ as a resource destroying map [17] that erases information encoded in degrees of freedom that $\mathcal{E}_m$ affects. More precisely, application of $\mathcal{D}$ to any state $\rho$ renders it useless from the perspective of $S$, as $\mathcal{D}(\rho)$ is invariant under $\mathcal{E}_m$ through Eq. (1a). Similarly, application of $\mathcal{D}$ to an encoded state $\mathcal{E}_m(\rho)$ renders it useless from the perspective of $R$, as every $\mathcal{E}_m(\rho)$ gets sent to a fixed state $\mathcal{D}(\rho)$ according to Eq. (1b). In other words, the above conditions restrict $S$ to encodings satisfying resource non-generating and non-activating conditions [17], which additionally cannot modify free (non-resource) states. Therefore, by focusing on encodings into resources, one investigates the capability of particular degrees of freedom, corresponding to resources destroyed by $\mathcal{D}$, to carry classical information (note here that resource-destroying channels exist only for a subset of convex resource theories [17], [18]). Alternatively, Eq. (1a) tells us that no

\footnote{Here one considers the setting where a joint decoding measurement is allowed, but no entanglement between channel inputs is present, avoiding the issue of super-additivity [5].}
communication is possible if Alice is given a state in the image of $\mathcal{D}$, while Eq. (1b) tells us that no communication is possible if Bob can only use measurements with measurement operators in the image of $\mathcal{D}^\cdot$.

Although specifying the encoding constraints via a channel $\mathcal{D}$ may initially look a little abstract, the plethora of scenarios that can be captured this way justifies the definition. One of the particularly useful choices of $\mathcal{D}$ is the $G$-twirling channel $\mathcal{G}$ over some subgroup $G$ of unitary channels, i.e.,

$$G(\rho) := \frac{1}{|G|} \sum_{U_g \in G} U_g \rho U_g^\dagger,$$

where for continuous groups the above sum can be replaced by an integral $\int d\mu(U_g)$ with respect to the Haar measure. An example of encodings that satisfy conditions from Eq. (1a)- (1b) for a $G$-twirling channel is given by unitary channels $U_g(\cdot)U_g^\dagger$ belonging to $G$. This is due to the fact that for general groups $G$ one has $\forall h \in G : hG = Gh$, and so

$$\forall U_g : \ G(U_g(\cdot)U_g^\dagger) = U_g G(\cdot) U_g^\dagger = G(\cdot).$$

Three important comments concerning encodings into resources destroyed by the $G$-twirling channel $\mathcal{G}$ are now in place. First, all such encodings must be unital, which comes directly from Eq. (1a) and the fact that $\mathcal{G}$ is unital. Second, smaller subgroups yield stronger restrictions on the set of applicable encodings, i.e., if $G_1 \subset G_2$, then $\mathcal{E}_m \circ G_1 = G_1 \circ \mathcal{E}_m = G_1$ implies $\mathcal{E}_m \circ G_2 = G_2 \circ \mathcal{E}_m = G_2$. And finally, the considered encodings should not be confused with group covariant encodings (see Appendix A for a detailed discussion of that issue).

When $G$ is a full unitary group, $\mathcal{G}$ becomes the completely depolarizing channel, i.e., $\mathcal{G}(\rho) = \mathbb{1}/d$ for all $\rho$. Then, Eq. (1b) is satisfied automatically and Eq. (1a) constrains the encoding to unital channels. Physically, this case corresponds to the sender $S$ being unable to decrease the entropy of the information carrier, and so the information is encoded into the resource of purity [19]. Moreover, if $G$ is the unitary group on a subsystem $S_1$ of a multipartite system $S_1 \otimes \ldots \otimes S_N$, the encodings are restricted to unital channels acting locally on $S_1$. This way one can study encoding information not only into a resource of purity, but also in entanglement, allowing one to assess the capacity of the system for super-dense coding [20].

When $G$ is a subgroup of all unitaries diagonal in a given basis $\{|k\}\}$ (so it is a subgroup of commuting unitaries), $\mathcal{G}$ becomes the completely dephasing map $\Delta$ with respect to this basis, i.e., $\Delta(\rho) := \sum_k |k\rangle \langle k| \otimes |k\rangle \langle k|$. Equations (1a)-(1b) then constrain encoding maps $\mathcal{E}_m$ to be Schur-product channels [21], [22], i.e., $\mathcal{E}_m(\rho) = \rho \circ C_m$, with $C_m$ being arbitrary correlation matrices ($C_m \geq 0$ and all diagonal entries being 1), and $\circ$ denoting Schur (entry-wise) product (not to be confused with composition of quantum channels as in Eqs. (1a)-(1b)). Since such channels do not modify populations (diagonal elements of $\rho$ in the given basis), but only affect coherences (off-diagonal elements), investigating communication scenarios with this constraint corresponds to asking how much classical information can be encoded into the resource of quantum coherence [23], [24]. Finally, for a general group $G$, the channel $\mathcal{G}$ is a projector onto symmetric states (i.e., states invariant under the action of all group elements), and so $\mathcal{G}$-constrained encodings correspond to sending information encoded in the resource of asymmetry [25], i.e., into the degrees of freedom that are not invariant under the group action.

Another important choice of $\mathcal{D}$, besides that of the $G$-twirling channel, is given by the completely thermalising map, i.e., $\mathcal{T}(\rho) = \gamma$ for all $\rho$, with $\gamma$ denoting the thermal equilibrium Gibbs state. In this case, the considered constraints limit the sender $S$ to only encode information with Gibbs-preserving channels, i.e., satisfying $\mathcal{E}_m(\gamma) = \gamma$. Physically, this constrains $S$ to obey the second law of thermodynamics (in the sense that the encoding channels cannot bring the information carrier farther out of equilibrium), and the information is encoded in the resource of thermodynamic non-equilibrium [26], [27].

In this paper, we first derive a single-shot upper bound for the number of classical messages that can be encoded in quantum resources and then decoded up to average probability of error $\epsilon$. We then also derive a single-shot lower bound for the particular case of a resource destroying map $\mathcal{D}$ given by the $G$-twirling channel. Next, we show how, in the limit of a large number of information carriers, the two bounds coincide, yielding the optimal encoding rate up to the second order asymptotic expansion. These rates are given by the relative entropy and relative entropy variance between the state of the information carrier $\rho$ and the same state with erased resource content $\mathcal{G}(\rho)$. We thus provide an operational meaning to a number of resource monotonies used in various resource theories. In what follows, we first formally state and prove our results in Sec. II. Then, in Sec. III, we discuss their relevance and applications in a variety of quantum communication scenarios. Finally, we present an outlook for future research in Sec. IV.

II. MAIN RESULTS

A. Formal statement of the problem

Our main goal is to encode a message $m$, chosen uniformly at random from the set $\mathcal{M} = \{1, \ldots, M\}$, using a $d$-dimensional quantum state $\rho$ and a constrained set of quantum channels, described by Eqs. (1a)-(1b), so that this message can be faithfully recovered later up to average probability of error $\epsilon$. We are thus looking for an encoder in terms of a set of quantum channels $\{\mathcal{E}_m\}_{m \in \mathcal{M}}$ that are encodings into resources destroyed by some fixed channel $\mathcal{D}$, and a decoder specified by a quantum measurement described by the POVM elements $\{D_m\}_{m \in \mathcal{M}}$, such that

$$\frac{1}{M} \sum_{m=1}^{M} \text{Tr}(\mathcal{E}_m(\rho)D_m) \geq 1 - \epsilon,$$

i.e., the average probability of incorrectly decoding the message is smaller then $\epsilon$. We are interested in the maximal allowed value of $M$ for given $\rho$ and $\epsilon$. Of special importance is the case when we deal with $N$ independent and identically distributed copies of a state $\rho$, i.e., when we encode into $\rho^{\otimes N}$ using encodings into resources destroyed by $\mathcal{D}^{\otimes N}$. Then, the
aim is to find the optimal rate $R$ (in bits per resource use) for encoding information into resources of quantum states,

$$R(\rho, N, \epsilon) := \sup \left\{ \frac{\log M}{N} \mid \text{Eq. (4) holds} \right\},$$

and, in particular, to understand its asymptotic behavior as $N \to \infty$. Here and throughout, $\log$ refers to the binary logarithm.

In order to present our results, we first need to introduce several entropic quantities. The relative entropy $D$ between density matrices $\rho$ and $\sigma$ is defined by [28]

$$D(\rho\|\sigma) := \text{tr} \left( \rho (\log \rho - \log \sigma) \right),$$

while the relative entropy variance $V$ is given by [29], [30]

$$V(\rho\|\sigma) := \text{tr} \left( \rho (\log \rho - \log \sigma)^2 \right) - D(\rho\|\sigma)^2.$$

These quantities will be relevant for the statement of our asymptotic results.

Our single-shot bounds are given in terms of two tightly related quantities: the information spectrum relative entropy and the hypothesis testing relative entropy. The information spectrum relative entropy, $D^s(\cdot\|\cdot)$, is given as [8]

$$D^s(\rho\|\sigma) := \sup \left\{ K \mid \text{Tr} (\rho \Pi_{\rho \leq 2K\sigma} \leq \delta) \right\},$$

where $\Pi_{\rho \leq 2K\sigma}$ is the orthogonal projection onto the subspace generated by eigenspaces of $2K\sigma - \rho$ with non-negative eigenvalues. Moreover, the hypothesis testing relative entropy, $D^t_H(\cdot\|\cdot)$, is defined as [10], [31], [32]

$$D^t_H(\rho\|\sigma) := -\log \inf \left\{ \text{Tr} (A\sigma) \mid 0 \leq A \leq \mathbb{1}, \text{Tr} (A\rho) \geq 1 - \epsilon \right\}.$$

These two quantities are equivalent up to asymptotically vanishing terms [29, Lemma 12], namely

$$D^s(\rho\|\sigma) \leq D^t_H(\rho\|\sigma) \leq D^s(\rho\|\sigma) + \frac{1}{\delta},$$

where $\epsilon \in (0, 1)$ and $\delta \in (0, 1 - \epsilon)$. The hypothesis testing relative entropy is operational and measures the ultimate trade-off between errors of the first and second kind in binary hypothesis testing. It satisfies a data-processing inequality, i.e., for a positive trace-preserving map $\mathcal{E}$, we have $D^t_H(\rho\|\sigma) \geq D^t_H(\mathcal{E}(\rho)\|\mathcal{E}(\sigma))$. The information spectrum relative entropy, on the other hand, is a non-commutative generalisation of a tail bound of the cumulative distribution of the log-likelihood ratio, and is operationally relevant only in the asymptotic limit. We refer to Ref. [29] for a further discussion of these quantities.\(^2\)

\(^2\)See also Ref. [33] for an alternative definition of the information spectrum relative entropy that satisfies data-processing.

\(\rho\) destroyed by $\mathcal{D}$, for an average decoding error at most $\epsilon$, is upper bounded as follows:

$$\log M(\rho, \epsilon) \leq D^t_H(\rho\|\mathcal{D}(\rho)).$$

(11)

The proof relies on a by now standard technique for relating information-theoretic problems with hypothesis testing, which in the quantum setting can be traced back at least to Ref [8], while our notation follows Ref. [10].

**Proof.** First, we consider the final state after the encoding and correlated with the chosen message,

$$\tau_{MQ} := \frac{1}{M} \sum_{m \in M} |m\rangle\langle m| \otimes \mathcal{E}_m(\rho).$$

We now assume that there exists a suitable decoder $\{D_m\}_{m \in M}$ for a faithful recovery up to average failure probability $\epsilon$ (i.e., Eq. (4) is fulfilled), and will show that this leads to an upper bound on $\log M$ given by Lemma 1. To prove this, let us take a closer look at the hypothesis testing relative entropy $D^t_H$ between $\tau$ and

$$\zeta := \frac{1}{M} \sum_{m \in M} |m\rangle\langle m| \otimes D(\rho).$$

By recalling the definition of $D^t_H$, Eq. (9), we see that

$$D^t_H(\tau_{MQ}\|\zeta) \geq -\log \text{Tr} (A\zeta)$$

for

$$A = \sum_{m \in M} |m\rangle\langle m| \otimes D_m.$$

This is because the above (potentially suboptimal) choice of $A$ clearly satisfies $0 \leq A \leq \mathbb{1}$ and also

$$\text{Tr} (A\tau_{MQ}) = \frac{1}{M} \sum_{m \in M} \text{Tr} (\mathcal{E}_m(\rho)D_m) \geq 1 - \epsilon,$$

with the final inequality holding, because we assumed that Eq. (4) is fulfilled. At the same time we have

$$\text{Tr} (A\zeta) = \frac{1}{M} \sum_{m \in M} \text{Tr} (\mathcal{D}(\rho)D_m) = \frac{1}{M},$$

so that

$$\log M \leq D^t_H(\tau_{MQ}\|\zeta).$$

Next, we employ the data-processing inequality twice. First, for the channel

$$\tilde{\mathcal{E}} := \sum_{m \in M} |m\rangle\langle m| \otimes \mathcal{E}_m,$$

that leaves $\zeta$ unchanged, and then for tensoring with the maximally mixed state of the message register. This yields the following sequence of inequalities:

$$D^t_H(\tau_{MQ}\|\zeta) = D^t_H\left( \tilde{\mathcal{E}} \left( \frac{1}{M} \sum_{m \in M} |m\rangle\langle m| \otimes \rho \right) \right)$$

$$\leq D^t_H\left( \frac{1}{M} \sum_{m \in M} |m\rangle\langle m| \otimes \rho \right)$$

$$\leq D^t_H(\rho\|\mathcal{D}(\rho)).$$

(20)
Combining this with Eq. (18), we finally arrive at
\[ \log M \leq D_H^+ (\rho \| \mathcal{D}(\rho) ). \] (21)

**Remark 2.** Lemma 1 holds more generally for all encodings satisfying only Eq. (1a) and not necessarily Eq. (1b), since in the proof the latter assumption was not used. Moreover, the requirement of \( \mathcal{D} \) being idempotent is not necessary.

For a resource destroying map given by the \( G \)-twirling channel \( G \), the following theorem bounds \( M \) in the single-shot setting from both sides.\(^3\)

**Theorem 3** (Single-shot encoding). The maximum number of messages \( M(\rho, \epsilon) \) that can be encoded into resources of a quantum state \( \rho \) destroyed by the \( G \)-twirling channel \( G \) over a unitary subgroup \( G \), for an average decoding error at most \( \epsilon \), is bounded by

\[ \log M(\rho, \epsilon) \leq D_h^+ (\rho \| G(\rho) ) + \log \frac{1}{2\epsilon}, \] (22a)

\[ \log M(\rho, \epsilon) \geq D_h^- (\rho \| G(\rho) ) - \log \frac{1}{2\epsilon}, \] (22b)

for all \( \epsilon \in (0, \min\{\epsilon, 1 - \epsilon\}) \). Moreover, \( M(\rho, \epsilon) \) can be attained using unitary encodings belonging to \( G \).

**Remark 4.** Theorem 3 can be seen as a generalization of Lemmas 25 and 20 of Ref. [34]. More precisely, if we consider a classical-quantum channel
\[ g \in G \mapsto \rho_g := U_g \rho U_g^†, \] (23)

then Eq. (22b) can be understood as its one-shot achievability bound, the classical special case of which was investigated in Refs. [34], [35]. Similarly, Eq. (22a) can be understood as a one-shot converse bound. It is, however, more general even in the classical case, as it considers any encodings into resources destroyed by \( G \), of which the encoding from Eq. (23) is a special case. Finally, we note that our achievability proof follows steps analogous to the ones presented in Ref. [36].

**Proof.** The upper bound can be proven by employing Lemma 1. We simply note that according to Eq. (10), we have
\[ D_h^+ (\rho \| \mathcal{D}(\rho) ) \leq D_h^+ (\rho \| G(\rho) ) + \log \frac{1}{2\epsilon}, \] (24)

for \( \epsilon \in (0, 1 - \epsilon) \), which yields the upper bound in Theorem 3.

For the lower bound (achievability), we will consider a family of encoder-decoder pairs, each defined by its codebook \( C \). We will then show that by choosing the encoder-decoder pair from this family uniformly at random, and encoding the number of messages given by the claimed lower bound, the expected probability of error is below the required threshold. This, in turn, implies that within the introduced family there must exist at least one encoder-decoder pair that allows for encoding that number of messages and decoding with error at most \( \epsilon \).

A given codebook \( C \) is defined by a mapping from the set of messages \( \mathcal{M} \) to the set of unitaries \( \{ U_{g_1}, \ldots, U_{g_M} \} \) from the group \( G \), so that the message \( m \) is encoded into the following quantum state:
\[ \rho_m = U_{g_m} \rho U_{g_m}^†. \] (25)

The decoder, on the other hand, is given by a pretty good measurement consisting of \( M \) POVM elements \( D_m \) defined by
\[ D_m := \frac{1}{M} \omega^{-1/2} \rho_m \omega^{-1/2}, \] (26)

with
\[ \omega = \frac{1}{M} \sum_{m=1}^M \rho_m. \] (27)

The probability \( P_s(C) \) of successfully decoding the message encoded with the use of a codebook \( C \) is then given by
\[ P_s(C) = \frac{1}{M} \sum_{m=1}^M \text{Tr} (\rho_m D_m) \]
\[ = \frac{1}{M^2} \text{Tr} \left( \sum_{m=1}^M (\omega^{-1/2} \rho_m \omega^{-1/4})^2 \right) \]
\[ = \frac{1}{M^2} \sum_{m=1}^M Q_2(\rho_m \| \omega), \] (28)

where
\[ Q_2(\rho \| \sigma) := 2D_2(\rho \| \sigma) \] (29)
with the collision relative entropy \( D_2 \) defined by [37]
\[ D_2(\rho \| \sigma) := \log \text{Tr} \left( (\sigma^{-1/4} \rho \sigma^{-1/4})^2 \right). \] (30)

We now consider a random choice of the codebook \( C \): each message \( m \) is independently encoded into a group element \( U_{g_m} \) uniformly at random, i.e., all \( U_{g_m} \) are independent and identically distributed according to the Haar uniform measure \( d\mu(U_{g_m}) \). The success probability \( P_s \) averaged over all choices of codebooks is then given by
\[ P_s := \int d\mu(U_{g_1}) \cdots d\mu(U_{g_M}) P_s(C) \]
\[ = \frac{1}{M^2} \sum_{m=1}^M \int d\mu(U_{g_1}) \cdots d\mu(U_{g_M}) Q_2(\rho_m \| \omega) \]
\[ \geq \frac{1}{M^2} \sum_{m=1}^M \int d\mu(U_{g_m}) Q_2 \left( \rho_m \left\| \frac{1}{M} \rho_m + \frac{M-1}{M} \mathcal{G}(\rho) \right\| \right) \]
\[ = \frac{1}{M^2} \sum_{m=1}^M \int d\mu(U_{g_m}) Q_2 \left( \rho \left\| \frac{1}{M} \rho + \frac{M-1}{M} \mathcal{G}(\rho) \right\| \right) \]
\[ = \frac{1}{M} Q_2 \left( \rho \left\| \frac{1}{M} \rho + \frac{M-1}{M} \mathcal{G}(\rho) \right\| \right). \] (31)

Here, we first used the convexity of \( Q_2 \) in the second argument [38] together with the definition of \( G \)-twirling \( G \) and then we employed the unitary invariance of \( Q_2 \).

Now, we use Theorem 3 of Ref. [36], that allows us to lower bound the above expression by replacing \( D_2 \) with the
information spectrum relative entropy $D_s^\rho$, defined in Eq. (8). Namely, for $\delta' = \epsilon - \delta$ such that $\delta' \in (0, \epsilon)$, it holds that
\[
2D_2(\rho, \frac{1}{M} + \frac{M - 1}{2} 2^{D_s^\rho(\rho)} ) \geq (1 - \delta') \left( \frac{1}{M} + \frac{M - 1}{M} 2^{D_s^\rho(\rho)} \right)^{-1} \
\geq M(1 - \delta') \left( 1 - (M - 1) 2^{D_s^\rho(\rho)} \right) \
\geq M(1 - \delta')(1 - 2^{-D_s^\rho(\rho)}). 
\]
We can use the above to bound $P_s$ as follows,
\[
P_s \geq (1 - \delta')(1 - 2^{-D_s^\rho(\rho)}) M. 
\]
Therefore, if we choose
\[
M = \left[ \frac{\epsilon - \delta'}{1 - \delta'} 2^{D_s^\rho(\rho)} \right],
\]
we find
\[
P_s \geq (1 - \delta')(1 - 2^{-D_s^\rho(\rho)}) M \geq 1 - \epsilon,
\]
as required. Next, note that the bound in Eq. (22b) is trivially satisfied when
\[
2^{-D_s^\rho(\rho)} \geq \frac{\delta}{2},
\]
and it remains to consider the case $2^{-D_s^\rho(\rho)} \leq \frac{\delta}{2}$. Then,
\[
\log M(\rho, \epsilon) \geq \log M \
\geq \log \left( \frac{\delta}{1 - \delta} 2^{D_s^\rho(\rho)} - 1 \right) \
= D_s^\rho(\rho) - \log \frac{1}{\delta} \
+ \log \left( \frac{1}{1 - \delta} \frac{2^{-D_s^\rho(\rho)}}{\delta} \right) \
\geq D_s^\rho(\rho) - \log \frac{2}{\delta}, 
\]
which implies the desired inequality. \hfill \Box

**Remark 5.** Using Lemma 1 and Eq. (10), one can rewrite the bounds on $D_s^\rho(\rho)$ in terms of the hypothesis testing relative entropy:
\[
\log M(\rho, \epsilon) \leq D_s^\rho(\rho), 
\]
\[
\log M(\rho, \epsilon) \geq D_s^{\rho_{\text{tr}}}(\rho) - \log \frac{2}{\delta^2},
\]
with $\epsilon \in [0, 1)$ and $\delta \in (0, \epsilon/2)$.

**C. Asymptotic expansion**

From now on we will use the asymptotic notation, with $\sim$, $\preceq$ and $\succeq$ denoting equalities and inequalities up to terms of the order $O(1/N)$. The asymptotic encoding rate into quantum resources destroyed by $G$ is captured by the following theorem:

**Theorem 6** (Asymptotic encoding). The optimal rate $R(\rho, N, \epsilon)$ for encoding information into resources of a quantum state $\rho^\otimes N$ destroyed by the $G$-twirling channel $G^\otimes N$ over a unitary subgroup $G^* N$, for an average decoding error at most $\epsilon$, is governed by the following second-order asymptotic expansion
\[
R(\rho, N, \epsilon) \simeq D(\rho\|G) + \frac{\Phi^{-1}(\epsilon)}{\sqrt{N}} \sqrt{V(\rho\|G)},
\]
with $\Phi^{-1}$ denoting the inverse function of the normal Gaussian cumulative distribution function. Moreover, the optimal rate is achieved using product unitary encodings belonging to $G^* N$.

**Proof.** In order to prove Theorem 6, we simply need to use Theorem 3 and the second order asymptotic expansions of the information spectrum relative entropy. First, it was established in [29] (see also [30]) that for every two density matrices $\rho, \sigma$, fixed $0 < \epsilon < 1$ and $\delta = O(1/\sqrt{N})$ we have
\[
\frac{1}{N} D_s^{\rho,\sigma}(\rho^\otimes N\|\sigma^\otimes N) \simeq D(\rho\|\sigma) + \frac{\Phi^{-1}(\epsilon)}{\sqrt{N}} \sqrt{V(\rho\|\sigma)}. 
\]
Now, we employ the definition of the encoding rate, Eq. (5). Substituting $\delta = 1/\sqrt{N}$ into the bounds in Theorem 3 and applying the above expansion, we obtain
\[
R(\rho, N, \epsilon) \simeq D(\rho\|G) + \frac{\Phi^{-1}(\epsilon)}{\sqrt{N}} \sqrt{V(\rho\|G)}. 
\]
\hfill \Box

**Remark 7.** Using the definition of a c-q channel from Remark 4, we can interpret achievability of the rate in Eq. (39) for finite groups as an achievable rate for the corresponding c-q channel. In this case, the achievability thus follows from Refs. [3] and [11].

III. APPLICATIONS

**A. Encoding power of unitary subgroups**

We will now discuss some consequences of the fact that the optimal encoding rate into resources destroyed by $G^\otimes N$ can be achieved by local unitaries $U_{g_1} \otimes \cdots \otimes U_{g_N}$, where each $U_{g_i}$ belongs to $G$. First, let us consider $G$ being the full unitary group $U$. Then, $G^\otimes N$ is the completely depolarising channel, so encodings into resources destroyed by $G^\otimes N$ coincide with general (i.e., non-local) unital encodings into $N$ systems. Employing Theorem 6, we then have the following.

**Corollary 8.** Local unitary encodings achieve (up to second order asymptotic terms) the same optimal encoding rate $R_U(\rho, N, \epsilon)$ as global unital encodings:
\[
R_U(\rho, N, \epsilon) \simeq R_U(\rho) + \frac{\Phi^{-1}(\epsilon)}{\sqrt{N}} \sqrt{V(\rho)}, 
\]
\[
R_U(\rho) := \log d - S(\rho),
\]
where $S(\rho) := -\operatorname{Tr}(\rho \log \rho)$ is the von Neumann entropy and $V(\rho) := \operatorname{Tr}(\rho(S(\rho) + \log \rho)^2)$ is the entropy variance.

**Remark 9.** The statement of Corollary 8 still holds if the local unitaries $U_{g_i}$ do not belong to the full set of unitary matrices, but to an arbitrary unitary 1-design. Moreover, as already mentioned in Sec. I, Eqs. (42a)-(42b) not only specify the encoding power of local unitary transformations acting on $\rho^\otimes N$, but also the amount of information that can be encoded in the resource of purity of the state $\rho^\otimes N$. 
Now, if $G$ is a proper subgroup of the full unitary group, Theorem 6 gives us that the optimal encoding rate $R_G(p, N, \epsilon)$ into resources destroyed by the $G$-twirling channel $G^\otimes N$ is given by

$$R_G(p, N, \epsilon) \simeq R_G(p) + \frac{\Phi^{-1}(\epsilon)}{\sqrt{N}} \sqrt{V(p\|G(p))}, \quad (43a)$$

$$R_G(p) := D(p\|G(p)) = S(G(p)) - S(p). \quad (43b)$$

Note that a more explicit expression for $V(p\|G(p))$ can be obtained by using the covariance

$$\text{cov}_\rho(A, B) = \text{Tr}(\rho AB) - \text{Tr}(\rho A) \text{Tr}(\rho B), \quad (44)$$

which allows one to write

$$V(p\|G(p)) = V(p) + V(G(p)) + 2\text{cov}_\rho(\log \rho, \log G(\rho)). \quad (45)$$

Combining Eqs. (42a)-(42b) with (43a)-(43b), one obtains the following corollary of Theorem 6.

**Corollary 10.** For any subgroup $G$ of unitary encodings, the optimal asymptotic encoding rate $R_U$ achieved by local unitary channels admits the following additive splitting

$$R_U(p) = R_G(p) + R_G'(p), \quad (46)$$

where $R_G$ is the optimal asymptotic encoding rate achieved by local unitary channels belonging to $G$.

**Remark 11.** The statement of Corollary 10 still holds if the optimal asymptotic encoding rate $R_U$ achieved by local unitary channels is replaced by $R_G$, the optimal asymptotic encoding rate achieved by local unitary channels belonging to $G'$, as long as $G \subseteq G'$.

Corollary 10 can be interpreted as follows. In the asymptotic limit, $N \rightarrow \infty$, the number of messages that can be encoded into $\rho^\otimes N$ per one copy of $\rho$ using all local unitary transformations splits additively into two terms. The first one corresponds to the optimal encoding rate when one is constrained to a subgroup $G$ of all unitary encodings. The second term tells us about the maximal number of messages that can be encoded using all unitaries, but on a state with resources erased by $G$. In short: the full unitary encoding power for $\rho$ is just the sum of the encoding power of $G$ for $\rho$ and the full unitary encoding power for $G(\rho)$.

Finally, let us note that the above considerations are closely related to the problem of distinguishing between unitary channels $U_g(U_g^\dagger)$ using an input state $\rho$, i.e., distinguishing between states $\sigma_g := U_g\rho U_g^\dagger$. In this problem, the number of messages to be encoded is fixed (and equal to the order of the group), and one wants to maximise the success probability of correctly guessing $g$. The authors of Ref. [39] showed that this success probability is directly related to a resource measure known as robustness of asymmetry.

**B. Encoding information in quantum coherence**

For a given distinguished orthonormal basis $\{|k\rangle\}_{k=1}^d$, the diagonal elements of $\rho$, $\langle k|\rho|k\rangle$, are known as populations, while the off-diagonal elements, $\langle k|\rho|l\rangle$ with $k \neq l$, are called coherences. The completely dephasing quantum channel $\Delta$ with respect to this basis sends all coherences to zero whilst not affecting the populations. More generally, we say that a quantum channel $\mathcal{E}$ is population-preserving if for all $k, l$ we have

$$\langle k|\mathcal{E}(|l\rangle\langle l|)|k\rangle = \delta_{kl}, \quad (47)$$

with $\delta_{kl}$ denoting the Kronecker delta. In other words, such channels process only coherences of a quantum system, and are also known in the literature as generalised dephasing channels [40].

As already noted in Sec. 1, channels $\mathcal{E}_m$ that are encodings into resources destroyed by $\Delta$ are precisely the population-preserving channels. Using Theorems 3 and 6, we can thus study the capacity of coherence to carry information.

**Corollary 12.** Local diagonal unitary encodings achieve (up to second order asymptotic terms) the same optimal encoding rate $R_\Delta(p, N, \epsilon)$ as global population-preserving encodings:

$$R_\Delta(p, N, \epsilon) \simeq R_\Delta(p) + \frac{\Phi^{-1}(\epsilon)}{\sqrt{N}} \sqrt{V(p\|\Delta(p))}, \quad (48a)$$

$$R_\Delta(p) := D(p\|\Delta(p)) = S(\Delta(p)) - S(p). \quad (48b)$$

**Remark 13.** The statement of Corollary 12 still holds if the local unitaries $U_g$ do not belong to the full set of diagonal unitary matrices, but to an arbitrary subset the twirling over which yields the completely dephasing channel. Examples of such subsets include a set of $d$ diagonal matrices with diagonals given by the rows of the $d$-dimensional Fourier matrix, and a set of $2^d$ diagonal matrices whose $j$-th diagonal elements are given by $(-1)^{x_j}$, with $x$ denoting a binary vector of length $d$.

Corollary 12 provides operational meaning to measures of coherence studied within the resource theory of coherence [24] by relating them to the optimal rate of encoding classical information into coherences. In particular, $D(p\|\Delta(p))$ appearing in Eq. (48b) is the well-known relative entropy of coherence that quantifies distillable coherence in the asymptotic limit under incoherent operations [41] (as well as distillable coherence and coherence cost within the framework of dephasing-covariant incoherent operations [42]); while $V(p\|\Delta(p))$ is the relative entropy variance of coherence which, to the authors’ best knowledge, is first introduced here. Moreover, it is clear from Corollary 12 that the states that are asymptotically optimal for encoding information into coherences are pure states (so that $S(\rho) = 0$) that get dephased to a maximally mixed state (so that $S(\Delta(\rho)) = \log d$ is maximal). The general form of such a state is given by a uniform superposition of all states from the distinguished basis. Finally, using the additive splitting from Corollary 10, we also have that the amount of information that can be unitarily encoded in states $\rho^\otimes N$ is equal to the amount of information that can be encoded in coherences of $\rho^\otimes N$ plus the amount of information that can be encoded in a decohered state $\Delta(\rho)^\otimes N$. Note that this splitting is directly related to decomposing uncertainty into classical and quantum parts [43].

Let us also point out that the problem of encoding information into coherences was studied before in the single-shot and
error-free scenario. First, in Ref. [44], the concept of coherifying quantum states was introduced: a state $\rho$ is a coherification of a diagonal state $\rho_0$ if it dephases to it, i.e., $D(\rho) = \rho_0$. Then, in Ref. [45], the authors were investigating the number of coherifications of $\rho_0$ with non-overlapping supports or, in other words, the number of orthogonal states that are classically indistinguishable (as they are sent to the same state by a dephasing map $\Delta$). The number of such perfectly distinguishable states was also related to time-energy uncertainty relation [46]. We can thus employ the current results to study a particular case of time-energy uncertainty relation for the clock system that is composed of many independent and identically distributed quantum states. More precisely, and specialising to the asymptotic scenario captured by Theorem 6, consider $N$ copies of a quantum system, each described by a Hamiltonian $H = \sum_k E_k |E_k\rangle\langle E_k|$ and prepared in a pure state $|\psi\rangle$. The ability of $|\psi\rangle^\otimes N$ to act as a clock can be measured by the number $T$ of states distinguishable with failure probability $\epsilon$ that it passes through during its free evolution generated by the total Hamiltonian [45]. From Eqs. (48a)-(48b), we see that asymptotically for vanishing error $\epsilon$ this number is upper bounded as $T \leq 2^{h(p)^N}$, where $h(p) = -\sum_k p_k \log p_k$ is the Shannon entropy of the energy distribution $p_k := \langle E_k |\psi\rangle^2$. Therefore, the better resolution of the clock we want to get, the higher entropy of energy distribution is required, and so the inequality

$$\frac{1}{\log T} \cdot h(p^\otimes N) \geq 1,$$

(49)

can be interpreted as time-energy uncertainty relation. Of course, one could also use the second order term from Eq. (48a) to get an even tighter result.

C. Asymptotic super-dense coding

Consider now encoding information into a state $\rho_{AB}$ of a bipartite system $AB$ (with local dimensions $d_A$ and $d_B$), using encodings into resources destroyed by the $G$-twirling channel $G$ over all unitaries on $A$. As we show in Appendix B, such encodings correspond to local unitary channels on system $A$. Using Theorem 6, we can then find the number of approximately orthogonal states that the global state of $AB$ can be steered to by operating only locally on $A$. In other words, we can study the optimal rate of unitary super-dense coding, which is captured by the following corollary.

**Corollary 14.** Product unitary encodings on subsystem $A$ achieve (up to second order asymptotic terms) the same optimal super-dense coding rate $R_{\text{loc}}(\rho_{AB}, N, \epsilon)$ as unitary encodings on subsystem $A$:

$$R_{\text{loc}}(\rho_{AB}, N, \epsilon) \simeq R_{\text{loc}}(\rho_{AB}) + \frac{\Phi^{-1}(\epsilon)}{\sqrt{N}} \sqrt{V(AB)}.$$

(50a)

$$R_{\text{loc}}(\rho_{AB}) := \log d_A - S(A|B),$$

(50b)

with $S(A|B) = -D(\rho_{AB} \mathbb{1}_A \otimes \rho_B) - S(\rho_B)$ being the conditional entropy, and $V(AB)$ being the corresponding variance [29].

In the simplest case of a two-qubit system, Corollary 14 recovers the asymptotic rate for super-dense coding [20]: if $\rho_{AB}$ is a pure product state, we can encode only a single bit per a copy of $\rho_{AB}$ by operating on $A$; but if $\rho_{AB}$ is one of the four Bell states, we can encode 2 bits per copy, since local operations can map between all Bell states. More generally, the optimal encoding rate from Corollary 14 recovers the known asymptotic result obtained first for qubit systems in Ref. [47], and then generalised to qudits in Refs. [48], [49], but also yields the second order asymptotic correction term. As such, it complements the results of Ref. [50], where the second order corrections for super-dense coding were derived under the simplifying assumption of product encodings (but without assuming unitality). Since the obtained expressions are identical, our result proves that no amount of correlated encodings into many copies of the system will improve the encoding rate if one is limited to unital channels. Also, using again the splitting from Eq. (46), we find that the amount of information that can be encoded via global unitaries in $N$ copies of a state $\rho_{AB}$ is equal to the amount of information that can be encoded in $\rho_{AB}$ via local unitaries on $A$ plus the amount of information that can be encoded unitaly in $\rho_B$:

$$R_U(\rho_{AB}) = R_{\text{loc}}(\rho_{AB}) + R_U(\rho_B).$$

(51)

Finally, it is clear from Corollary 14 that the states that are asymptotically optimal for super-dense coding are pure states with a maximally mixed marginal, i.e., maximally entangled states.

D. Collective encoding and encoding via permutations

Let us now switch to an $n$-partite system with equal Hilbert spaces of dimension $d$, prepared in a state $\rho_{1...n}$. We want to discuss encodings into resources destroyed by two types of resource destroying maps, $G_{\text{col}}$ and $G_{\text{per}}$, acting on each $n$-partite system via

$$G_{\text{col}}(\cdot) = \int_{U(d)} dg U(g)^{\otimes n} U(g)^{\otimes n},$$

(52a)

$$G_{\text{per}}(\cdot) = \frac{1}{n!} \sum_{\pi_i \in S_n} \pi_i(\cdot) \pi_i^\dagger.$$

(52b)

Here, the integral in the first equation goes over all $d$-dimensional unitaries $U(g)$ (according to the Haar measure), and the sum in the second equation is over all permutations $\pi_i$ between $n$ subsystems. In the case of $G_{\text{col}}$, Theorems 3 and 6 allow us to study the encoding power of collective unitaries, i.e., the amount of information that can be encoded into $\rho_{1...n}$ (or $N$ copies of it) when the allowed operations are given by the same unitary on each subsystem. This can be interpreted as encoding information in the global degrees of freedom, as such unitaries cannot affect relative degrees of freedom between different subsystems. And, in the case of $G_{\text{per}}$, we can investigate how much information can be encoded by just permuting subsystems between $n$ parties.

In order to find the optimal number of messages that can be encoded, we need to understand how the twirling operations $G_{\text{col}}$ and $G_{\text{per}}$ act on a general state $\rho_{1...n}$. In the simplest case
of a bipartite system, \( n = 2 \), their action takes a particularly simple form:
\[
\mathcal{G}_{\text{col}}(\rho_{12}) = p_s \Pi_s - d_s + (1 - p_s) \frac{\mathbb{I} - \Pi_s}{d_s - d_s},
\]
\[
\mathcal{G}_{\text{per}}(\rho_{12}) = \Pi_s \rho_{12} \Pi_s + (\mathbb{I} - \Pi_s) \rho_{12} (\mathbb{I} - \Pi_s),
\]
where \( p_s = \text{Tr}(\rho_{12} \Pi_s) \), \( d_s = \text{Tr}(\Pi_s) = d(d + 1)/2 \) and \( \Pi_s \) is the projector onto the symmetric subspace, i.e.,
\[
\Pi_s = \sum_{k=1}^{d} |kk\rangle \langle kk| + \sum_{k=1}^{d} \sum_{l=k+1}^{d} \frac{(|kk\rangle \langle kl| + |kl\rangle \langle kk| + |lk\rangle \langle kl|)}{2}.
\]
We can now ask, which states \( \rho_{12} \) are asymptotically optimal for encoding information using collective unitaries, and which ones are optimal for encoding information using permutations.

In the first case, these are given by pure states
\[
|\psi_{12}^n\rangle = \sqrt{\frac{d + 1}{2d}} |\psi_s\rangle + \sqrt{\frac{d - 1}{2d}} |\psi_a\rangle,
\]
where \( |\psi_s\rangle \) and \( |\psi_a\rangle \) are arbitrary pure states living in the symmetric and antisymmetric subspaces, respectively. Such states are optimal, as they are pure and twirl to a maximally mixed state. In the case of encoding information using permutations, the situation is even simpler, as there are only two allowed states. In the case of encoding information using permutations, the ultimate maximal number of bits per system (which is obtained when \( \rho \) is a pure state) is given by a uniform mixture of orthogonal states (stemming from no knowledge about the orientation of the reference frame) over all possible rotations of the reference frame. This way a state \( \rho \) is described by \( E \) as \( \mathcal{G}(\rho) \), where \( \mathcal{G} \) is the twirling over SO(3) group, and so any initial state of a spin-1/2 particle looks to \( E \) like a maximally mixed state. In the second case, her description of the system is given by a uniform mixture over all possible rotations in the \( xy \) plane.

Beyond the above bipartite examples, one could further investigate multipartite scenarios for \( n > 2 \). In order to find the action of \( \mathcal{G}_{\text{col}} \) and \( \mathcal{G}_{\text{per}} \) (and so to derive the optimal encoding rates), one could employ the fact that these two resource destroying maps are closely related via a Schur-Weyl duality [25]. That is, the permutation group and the group of collective unitaries commute, and so the tensor space decomposes into a direct sum of tensor products of irreducible modules for these two groups. In particular, for \( \mathcal{G}_{\text{col}} \) we could ask whether there always exists a quantum state \( \rho_{1...n} \) that under collective unitaries can asymptotically encode the ultimate maximal number of bits per system (which is specified by the dimensionality of \( \rho_{1...n} \), i.e., \( \log d^n \)). Thus, the problem is to find a pure state \( |\psi\rangle \) that is mapped to a maximally mixed state by \( \mathcal{G}_{\text{col}} \). In Appendix C we briefly discuss how to approach this problem and provide an example for a tripartite system. In the case of \( \mathcal{G}_{\text{per}} \) we could instead ask, whether it is always possible to find a state \( \rho_{1...n} \) that maps under permutations to a mutually orthogonal set of states, thus encoding the maximal number of messages \( \min\{n!, d^n\} \).

For example, it is easy to see that when \( d \geq n \), one can simply choose a state \( |\psi_n\rangle = |1, 2, ..., d\rangle \), which is mapped by permutations to \( n! \) orthogonal states, and so it is optimal for encoding messages with permutation group. On the other hand, when \( d < n \), a plausible ansatz for the optimal state is given by \( |\psi_n\rangle \otimes |\phi_n\rangle \), with \( |\phi_n\rangle = |1, 2, ..., n - d|\).
one-shot bounds and increase the number of parties that \(G_{\text{col}}\) twirls over (i.e. we go \(n \to \infty\) keeping \(N = 1\)). More precisely, instead of using \(N\) independent reference frames (each for one copy of \(\rho\)) that leads to \(E\) describing the encoded message as \(G(\rho^\otimes N)\), one could use a single reference frame for all states, so that \(E\) would see the encoded message as \(G_{\text{col}}(\rho^\otimes n)\). The general procedure of performing such a collective twirling can be found, e.g., in Ref. [52], and here we will just present a simple example illustrating that, even with a single reference frame, increasing the number \(n\) of identical states can increase the number of securely communicated messages. Consider \(A\) and \(B\) sharing a Cartesian reference frame (that \(E\) has no access to) and trying to communicate using \(n\) spin-1/2 systems, with each spin initially prepared in the same state \(|↑\rangle\) along the \(z\) axis. Now, collective G-twirling of a state \(\rho\) of \(n\) spin-1/2 systems first projects it onto subspaces with total angular momentum \(j \in \{n/2 - \lfloor n/2 \rfloor, \ldots, n/2\}\), and then completely depolarises it within the irreducible subspaces, not affecting the multiplicity subspaces (see Ref. [52] for details). Since the state \(|↑\rangle^\otimes n\) belongs to the subspace with maximal angular momentum, \(j_{\text{max}} = n/2\), and because this subspace does not have any multiplicities, the twirled state is \(G(|↑\rangle^\otimes n) = \|j_{\text{max}}/(2j_{\text{max}} + 1)\rangle\), i.e. the maximally mixed state over the \(2j_{\text{max}} + 1\) states within the \(j_{\text{max}}\) subspace. As a result, the number of securely communicated bits from \(A\) to \(B\), \(\log M\), with decoding error \(\epsilon \leq 1/2\) is bounded by Theorem 3 as

\[
\log(n + 1) - \frac{2}{\epsilon} \leq \log M \leq \log(n + 1) + \log \frac{1}{\epsilon} \quad (56)
\]

Note that in this simple example one can easily find a code that yields \(M = n + 1\) with zero decoding error: one simply needs to encode messages in \(2j_{\text{max}} + 1\) orthogonal states \(|j_{\text{max}}(\pm 1)\rangle\) that all look like a maximally mixed state to \(E\).

**F. Thermodynamics**

Finally, we want to make a short comment on the case of a resource destroying map given by the completely thermalising map \(T\). Since it is not a G-twirling channel, we cannot use Theorems 3 or 6, but Lemma 1 still applies in this case. Thus, in the asymptotic limit, the number \(M\) of almost orthogonal states (i.e., distinguishable with probability \(1 - \epsilon\)) that can be obtained via Gibbs-preserving operations (that model free thermodynamic transformations with no external access to any sources of work or sinks of entropy) from a state \(\rho^\otimes N\) is upper bounded as

\[
\log M(\rho^\otimes N, \epsilon) \leq D(\rho\|\gamma) + \frac{\Phi^{-1}(\epsilon)}{\sqrt{N}} \sqrt{V(\rho\|\gamma)} \quad (57)
\]

Now, the crucial thing is that the entropic quantities appearing on the right hand side of the above inequality have a clear thermodynamic interpretation. Denoting by \(\beta\) the inverse temperature, we have that \(D(\rho\|\gamma)/\beta\) is the free energy of the state \(\rho\) that quantifies the amount of useful work which can be extracted from asymptotically many copies of \(\rho\) when using only free thermodynamic transformations [26]. Similarly, \(V(\rho\|\gamma)/\beta\) can be interpreted as the free energy fluctuations of the state \(\rho\) [53], and was recently shown to quantify the amount of work dissipated due to finite number of copies of \(\rho\) (i.e., it describes the second order correction to the asymptotic result given by free energy) for the case when \(\rho\) is classical [54] or pure [53]. We thus see that the number of messages that can be thermodynamically encoded for free in a state \(\rho^\otimes N\) is bounded by the quantity directly related to the amount of thermodynamic work that one can perform while thermalising \(\rho^\otimes N\). We also note that the authors of Ref. [55] have recently made a similar observation while quantifying memory capacity as a thermodynamic resource within the framework of thermal operations. Putting it another way, the volume of the future thermal cone of \(\rho\), i.e., the number of distinguishable states it can evolve to during the evolution generated by interaction with the heat bath, is upper bounded by the amount of work one can extract from \(\rho\).

**IV. Outlook**

In this paper we have studied the problem of single-shot and asymptotic encoding of classical information in resources of a quantum state \(\rho\) destroyed by a decohering quantum channel \(D\), i.e., in the degrees of freedom that completely decohere under the action of \(D\). We focused on a particular family of resource destroying maps given by \(G\)-twirling operators \(G\) over arbitrary unitary subgroups. In Theorem 3 we found lower and upper bounds for the number of messages that can be encoded in resources destroyed by \(G\) with an error probability \(\epsilon\); while in Theorem 6 we found the second order asymptotic expansion for the encoding rate. We then discussed applications of our results to a number of problems in quantum information theory, including quantifying information capacity of quantum coherence, usefulness of entangled states for super-dense coding and encoding power of unitary subgroups.

We believe that an interesting area of research concerns studying more realistic settings, when the transmission channel between the sender and receiver is not perfect, but noisy. Although this topic deserves a more detailed study, we can already make some basic observations here. For a resource destroying map given by the \(G\)-twirling operator \(G\), one can easily accommodate for the noise \(N_G^\lambda(\rho)\) given by a partial \(G\)-twirling operator:

\[
N_G^\lambda(\rho) = (1 - \lambda)\rho + \lambda G(\rho) \quad (58)
\]

Due to the constraints on encoding maps \(E_m\) given in Eqs. (1a)-(1b), they will commute with the noise. This means that the set of encoded messages \(\{E_m(\rho)\}\) after the transmission to the receiver will be replaced by \(\{E_m(N_G^\lambda(\rho))\}\). Thus, the effect of a noisy communication channel will simply be captured by applying the noise to the initial state of the information carrier, i.e., the optimal single-shot and asymptotic encoding rates will still be described by Theorems 3 and 6, but with \(\rho\) replaced by \(N_G^\lambda(\rho)\). For example, the asymptotic
encoding rate into coherences of $\rho$, analysed in Sec. III-B, will decrease from $D(\rho||\Delta(\rho))$ to $D(N^\lambda(\rho)||\Delta(\rho))$ due to a partially dephasing channel $N^\lambda$ between the sender and receiver. Moreover, when $D$ is the $G$-twirling operator, encodings $E_m$ are constrained by Eqs. (1a)-(1b) to be unital. This means that encodings into resources destroyed by $G$ for an arbitrary group $G$ will commute with a partially depolarising channel,
\[ N^\lambda(\rho) = (1 - \lambda)\rho + \lambda \frac{I}{d}, \quad (59) \]
By the same argument as before, the only effect induced by a partially depolarising channel $N^\lambda$ between the sender and receiver will be captured by replacing $\rho$ with $N^\lambda(\rho)$ in Theorems 3 and 6.

Another interesting line of research, that we have only touched in Sec. III-A, concerns scenarios with multiple complementary resources. We have seen here that the encoding power of a full unitary group can be additively decomposed into the encoding power of a given subgroup $G$, and the encoding power of a full unitary group for a $G$-twirled state. This shows that the amount of “storage space” left after using the asymmetry resource of a state is given by the remaining resource of purity, meaning that these two resources behave in a complementary way (the more asymmetry, the less purity in a $G$-twirled state). More generally, one can consider encoding of information into two distinct resources destroyed by $D_1$ and $D_2$. The communication scenario one could envisage then is that with two senders, $S_1$ and $S_2$, and one receiver $R$. First, $S_1$ encodes one of $M_1$ messages into resources destroyed by $D_1$, sends the encoded state to $S_2$, who encodes one of $M_2$ messages into resources destroyed by $D_2$ on top of the previous one, and finally sends it to $R$. In such a scenario it is then natural to investigate when the receiver can decode both messages, and what is the optimal trade-off between $M_1$ and $M_2$. For example, considering encoding into coherences with respect to two distinct bases, one would expect to see a trade-off related to non-commutativity and the resulting uncertainty relations; or, while encoding into asymmetry relative to subsystem permutations and collective unitaries, as discussed in Sec. III-D, the Schur–Weyl duality may result in these resources behaving in a complementary way. This multi-resource considerations, however, require different proof techniques than the ones used in the current paper and surely deserve a separate study.

There are also several other clear paths for future research stemming from our results. First, one could look for other unitary subgroups with operational relevance, and thus find second-order asymptotic encoding rates for constrained communication scenarios. Second, we expect that not only upper bound holds for general resource destroying maps $D$ (Lemma 1), but also that there should be a lower bound that asymptotically coincides with the upper one. In particular, it would be interesting to prove the existence of such bounds for $D$ being given by the completely thermalising map $T$. This way one would relate the encoding power of Gibbs-preserving operations in a state $\rho$ with the amount of work that can be extracted from $\rho$ with these operations, thus providing one more strong link between information theory and thermodynamics. Finally, as the optimal encoding rate in resources destroyed by $G$ is given by $S(\mathcal{G}(\rho)) - S(\rho)$, one could look for states that maximise this quantity for general groups $G$. More broadly, one could also investigate the generalisation of the concept of coherification, with asymmetricisation of a symmetric state $\rho_0 = \mathcal{G}(\rho_0)$ being given by any state $\rho$ such that $\mathcal{G}(\rho) = \rho_0$. In particular, the number of orthogonal asymmetricisations of $\rho$ would be then directly related to the number of classical messages that one can encode in the resources destroyed by $G$.
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**APPENDIX**

A. **Group covariant encodings**

Despite some similarities, encodings into resources destroyed by $G$ are distinct from the better known class of group covariant encodings [56]. Let us recall that for a subgroup $G$ of unitary channels, $\{U_g(\cdot)U_\dagger_g\}_{g \in G}$, a group covariant quantum channel $\mathcal{E}$ satisfies
\[ \forall g : \quad U_g\mathcal{E}(\cdot)U_\dagger_g = \mathcal{E}(U_g(\cdot)U_\dagger_g), \quad (60) \]
whereas a channel $\mathcal{E}$ that is an encoding into resources destroyed by $G$ must satisfy Eqs. (1a)-(1b) that we repeat here for convenience:
\[ \mathcal{E}(\mathcal{G}(\cdot)) = \mathcal{G}(\mathcal{E}(\cdot)) = \mathcal{G}(\cdot), \quad (61) \]
We will now show that these two sets of channels are not comparable, i.e. neither one is a subset of the other one.

First, consider any non-Abelian group $G$ and take a channel $\mathcal{E}$ to be given by
\[ \mathcal{E}(\cdot) = U_h(\cdot)U_\dagger_h \quad (62) \]
for \( h \in G \) that is not in the centralizer of \( G \) (i.e. there exists at least one \( g \in G \) such that \( hg \neq gh \)). It is then straightforward to see that such a channel is not group covariant. On the other hand, such a map satisfies Eq. (61), because

\[
E(G(\cdot)) = \frac{1}{|G|} \sum_{g \in G} U_g U_g^\dagger U_g^\dagger \rho^h U_g = \mathcal{G}(\cdot),
\]

(63a)

where in the last step we used the fact that \( \forall h \in G: hG = G h = G \). Thus, \( E \) from Eq. (62) is not group covariant, but it is an encoding into resources destroyed by \( G \).

Second, let us consider a subgroup \( G \) with unitary matrices \( U_g \) given by

\[
U_g = e^{iHx(g)}, \quad H = \sum_{n=1}^d n |n\rangle \langle n|, \quad x(g) \in [0, 2\pi).
\]

(64)

Consider a quantum channel

\[
E(\cdot) = |1\rangle \langle 1| \text{Tr}(\cdot),
\]

(65)

which is obviously group covariant since

\[
\forall g: E(U_g(\cdot) U_g^\dagger) = |1\rangle \langle 1| = U_g |1\rangle \langle 1| U_g^\dagger = U_g E(\cdot) U_g^\dagger.
\]

(66)

On the other hand, the considered channel is not an encoding into resources destroyed by \( G \), because we have

\[
G(\cdot) = \sum_{n=1}^d |n\rangle \langle n| |n\rangle \langle n|,
\]

(67)

and

\[
E(G(\cdot)) = |1\rangle \langle 1| \neq G(\cdot),
\]

\[
G(E(\cdot)) = G(|1\rangle \langle 1|) = |1\rangle \langle 1| \neq G(\cdot).
\]

(68a)

(68b)

Thus \( E \) from Eq. (65) is group covariant, but it is not an encoding into resources destroyed by \( G \).

\section*{B. Local unital encodings}

Conditions from Eq. (1a)-(1b) for encodings \( E \) into resources destroyed by the \( G \)-twirling channel \( G \) over all unitaries on the \( A \) subsystem of the composite \( AB \) system read

\[
E \left( \frac{A_o}{d_A} \otimes \rho_B \right) = \frac{A_o}{d_A} \otimes \rho_B, \quad \text{Tr}_A(E(\rho_{AB})) = \rho_B,
\]

(69a)

(69b)

where the above has to hold for all bipartite states \( \rho_{AB} \), with \( \rho_B \) denoting the reduced state on the \( B \) subsystem.

We start from Eq. (69b). Since it has to be satisfied for all input states \( \rho_{AB} \), in particular it has to be satisfied for product states \( \rho_{AB} = \rho_A \otimes \psi_B \) with \( \psi_B \) being pure. We thus get

\[
\text{Tr}_A(E(\rho_A \otimes \psi_B)) = \psi_B.
\]

(70)

However, we know that the only way a reduced state is a pure state is when we deal with a product state, so

\[
E(\rho_A \otimes \psi_B) = \sigma_A \otimes \psi_B.
\]

(71)

Now, consider an arbitrary state \( \rho_A \), and two arbitrary \emph{distinct} pure states \( \psi_B \) and \( \psi_B' \). From Eq. (71), there must exist states \( \sigma_A' \) and \( \sigma_A'' \) such that

\[
E(\rho_A \otimes \psi_B) = \sigma_A \otimes \psi_B, \quad E(\rho_A \otimes \psi_B') = \sigma_A' \otimes \psi_B'.
\]

(72a)

(72b)

Importantly, we note that we cannot assume \emph{a priori} that the output states \( \sigma_A \) and \( \sigma_A' \) will be independent of the state of the \( B \) subsystem. We will now show, however, that the linearity of \( E \) requires that this is the case.

Consider the action of \( E \) on an arbitrary mixture of these two input states. Employing Eq. (71) once more, this means that for any \( t \in [0, 1] \) there must exist a \( \sigma_A'' \) such that

\[
E(t \rho_A \otimes (\psi_B + (1-t) \psi'_B)) = \sigma_A'' \otimes (t \psi_B + (1-t) \psi'_B).
\]

(73)

Combining the above three equations with the linearity of \( E \) therefore yields

\[
t \sigma_A \otimes \psi_B + (1-t) \sigma_A' \otimes \psi_B' = \sigma_A'' \otimes (t \psi_B + (1-t) \psi'_B).
\]

(74)

Taking a partial trace over the \( B \) subsystem, this in turn tells us that the output on the \( A \) subsystem must also simply be a mixture,

\[
\sigma_A'' = t \sigma_A + (1-t) \sigma_A'.
\]

(75)

Now, calculating the left hand side of Eq. (73) once using Eqs. (72a)-(72b), and once using Eqs. (74)-(75), and equating the two expressions yields

\[
(t \sigma_A \otimes \psi_B + (1-t) \sigma_A' \otimes \psi_B' \otimes (t \psi_B + (1-t) \psi'_B) = 0.
\]

As we assumed that \( \psi_B \) and \( \psi'_B \) were distinct, we conclude that \( \sigma_A = \sigma_A' \). As this argument holds for any \( \rho_A \), we can therefore conclude that the output state \( \sigma_A \) must indeed be independent of the subsystem \( B \), and therefore that there exists some channel \( E_A \) such that

\[
E(\rho_A \otimes \psi_B) = E_A(\rho_A) \otimes \psi_B.
\]

(77)

As this holds for all \( \rho_A \) and \( \psi_B \), we get that

\[
E = E_A \otimes I_A,
\]

(78)

i.e., that \( E \) acts only locally on subsystem \( A \).

Finally, combining Eq. (78) with Eq. (69a), we get

\[
E \left( \frac{A_o}{d_A} \otimes \rho_B \right) = E_A \left( \frac{A_o}{d_A} \right) \otimes \rho_B = \frac{A_o}{d_A} \otimes \rho_B,
\]

(79)

and so \( E_A \) must be unital. We conclude that encodings into resources destroyed by the \( G \)-twirling channel \( G \) over all unitaries on the \( A \) subsystem of the composite \( AB \) system correspond to local unital encodings on the \( A \) subsystem.
C. Procedure for collective twirling

In this appendix we discuss how to find a pure state $|\psi_{1\ldots n}^T\rangle$ that is mapped to a maximally mixed state by a resource destroying map $\mathcal{G}_{\text{col}}$ given by Eq. (52a). For a given operator $A$, first using the results of Collins and Šniady [57] and then employing the explicit expressions provided by Audehnert [58], we have

$$\mathcal{G}_{\text{col}}(A) = \frac{1}{n!} \sum_{\pi \in S_n} \text{Tr}(AP_{\pi})P_{\pi^{-1}} \sum_{\lambda \vdash n} \frac{f^\lambda}{s^\lambda(1 \times d)} P^\lambda. \quad (80)$$

In the above $P_{\pi}$ is an operator matrix responsible for permutations of subsystems according to a given permutation $\pi$ and $f^\lambda$ is the number of standard Young tableaux with shape given by a partition $\lambda$ of $n$ (denoted $\lambda \vdash n$). Next, $s^\lambda(1 \times d)$ is a Schur polynomial related to partition $\lambda$ evaluated at a point

$$1^x d := 1, 1, \ldots, 1. \quad (81)$$

Finally, operators $P^\lambda$ are orthogonal projectors indexed by $\lambda$, which form an orthogonal set and add up to identity operator. These projectors can be defined using permutation matrices $P_{\pi}$ and the character $\lambda^\pi(\sigma)$ of permutation $\pi$ (in irreducible representation of symmetric group labelled by partition $\lambda$),

$$P^\lambda = \frac{1}{n!} \sum_{\pi \in S_n} \lambda^\pi(\sigma)P_{\pi}. \quad (82)$$

Crucially, observe that projectors $P^\lambda$ are invariant under the action of $\mathcal{G}_{\text{col}}$,

$$\mathcal{G}_{\text{col}}(P^\lambda) = P^\lambda. \quad (83)$$

For detailed definitions of components and factors above we refer the reader to Ref. [58].

In order to construct $|\psi_{1\ldots n}^T\rangle$ one can look for states $|x^\lambda\rangle$, which belong to the non-zero eigenspace of $P^\lambda$, i.e.

$$P^\lambda|x^\lambda\rangle = |x^\lambda\rangle, \quad (84)$$

and such that under the action of $\mathcal{G}_{\text{col}}$ they are mapped onto the full subspace,

$$\mathcal{G}_{\text{col}}(|x^\lambda\rangle|x^\lambda\rangle) = \frac{P^\lambda}{\text{Tr}(P^\lambda)}. \quad (85)$$

Then, the following linear combination of such states,

$$|x\rangle := \sum_{\lambda \vdash n} \sqrt{\frac{\text{Tr}(P^\lambda)}{d^n}} |x^\lambda\rangle \quad (86)$$

would give us the desired state $|\psi_{1\ldots n}^T\rangle$, because

$$\mathcal{G}_{\text{col}}(|x\rangle|x\rangle) = \sum_{\lambda \vdash n} \frac{P^\lambda}{d^n} = \frac{\|s\|}{8}. \quad (87)$$

As a particular example consider the case of three qubits, $d = 2$ and $n = 3$. We then have $P^{(1,1,1)} = 0$ and

$$P^{(2,1)} = \frac{1}{3} \begin{pmatrix} 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 2 & -1 & 0 & -1 & 0 & 0 & 0 \\ 0 & -1 & 2 & 0 & -1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 2 & 0 & -1 & -1 & 0 \\ 0 & -1 & -1 & 2 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 2 & 1 & 0 \\ 0 & 0 & 0 & -1 & 0 & -1 & 2 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{pmatrix}, \quad (88a)$$

$$P^{(3)} = \frac{1}{3} \begin{pmatrix} 0 & 1 & 1 & 0 & 1 & 0 & 0 & 0 \\ 0 & 1 & 1 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 1 & 0 & 0 \\ 0 & 1 & 1 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 1 & 1 & 0 \\ 0 & 0 & 0 & 1 & 0 & 1 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \end{pmatrix}. \quad (88b)$$

Now, if we take

$$|x^{(2,1)}\rangle = \frac{1}{2\sqrt{3}} (0, -2, 1, -\sqrt{3}, 1, \sqrt{3}, 0, 0)^T, \quad (89a)$$

$$|x^{(3)}\rangle = \frac{1}{\sqrt{6}} (0, 1, 1, 1, 1, 1, 1, 0)^T, \quad (89b)$$

and construct

$$|x\rangle = \frac{1}{\sqrt{2}} (|x^{(2,1)}\rangle + |x^{(3)}\rangle), \quad (90)$$

we obtain

$$\mathcal{G}_{\text{col}}(|x\rangle|x\rangle) = \frac{\|s\|}{8}. \quad (91)$$
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