InSAR Greece with Parallelized Persistent Scatterer Interferometry: A National Ground Motion Service for Big Copernicus Sentinel-1 Data
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Abstract: Advances in synthetic aperture radar (SAR) interferometry have enabled the seamless monitoring of the Earth's crust deformation. The dense archive of the Sentinel-1 Copernicus mission provides unprecedented spatial and temporal coverage; however, time-series analysis of such big data volumes requires high computational efficiency. We present a parallelized-PSI (P-PSI), a novel, parallelized, and end-to-end processing chain for the fully automated assessment of line-of-sight ground velocities through persistent scatterer interferometry (PSI), tailored to scale to the vast multitemporal archive of Sentinel-1 data. P-PSI is designed to transparently access different and complementary Sentinel-1 repositories, and download the appropriate datasets for PSI. To make it efficient for large-scale applications, we re-engineered and parallelized interferogram creation and multitemporal interferometric processing, and introduced distributed implementations to best use computing cores and provide resourceful storage management. We propose a new algorithm to further enhance the processing efficiency, which establishes a non-uniform patch grid considering land use, based on the expected number of persistent scatterers. P-PSI achieves an overall speed-up by a factor of five for a full Sentinel-1 frame for processing in a 20-core server. The processing chain is tested on a large-scale project to calculate and monitor deformation patterns over the entire extent of the Greek territory—our own Interferometric SAR (InSAR) Greece project. Time-series InSAR analysis was performed on volumes of about 12 TB input data corresponding to more than 760 Single Look Complex Sentinel-1A and B images mostly covering mainland Greece in the period of 2015–2019. InSAR Greece provides detailed ground motion information on more than 12 million distinct locations, providing completely new insights into the impact of geophysical and anthropogenic activities at this geographic scale. This new information is critical to enhancing our understanding of the underlying mechanisms, providing valuable input into risk assessment models. We showcase this through the identification of various characteristic geohazard locations in Greece and discuss their criticality. The selected geohazard locations, among a thousand, cover a wide range of catastrophic events including landslides, land subsidence, and structural failures of various scales, ranging from a few hundredths of square meters up to the basin scale. The study enriches the large catalog of geophysical related phenomena maintained by the GeObservatory portal of the Center of Earth Observation Research and Satellite Remote Sensing BEYOND of the National Observatory of Athens for the opening of new knowledge to the wider scientific community.
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1. Introduction

Differential interferometric synthetic aperture radar (DInSAR) is a well-established technique used for measuring the Earth's surface displacements, applicable in a variety of physical and anthropogenic and engineering processes, as well as for geologic and tectonic studies. Advances in SAR interferometry have enabled the monitoring of the temporal variations of deformation phenomena with the processing of multiple SAR acquisitions. Seismology [1–4], natural geohazard monitoring [5–7], ground water hydrology [8], and structural engineering [9] are some of the fields for which DInSAR provides valuable insights. Many techniques have been developed for multitemporal interferometry [10–18], with persistent scatterers interferometry (PSI) [10] and small baseline subset (SBAS) [11] being the most widely used methods for time-series analysis. PSI identifies persistent scatterers that are stable over the long time intervals of the SAR images [10,13], whereas SBAS focuses on the small baseline differential interferograms to minimize spatial decorrelation [11,15], which is an inherent noise source. A detailed and thorough review of PSI methods, including SBAS, can be found in Crosetto et al. [19].

Since the late 20th century, the ESA’s ERS tandem pioneering mission, followed by the ENVISAT mission from 2002 to 2012, significantly contributed to Earth sciences and hugely impacted our understanding of the Earth’s geodynamic processes. Sentinel-1, the recent Copernicus mission, which succeeded the ENVISAT sensor in April 2014, consists of the Sentinel-1A and Sentinel-1B constellation of two satellites. Sentinel mission started a new era in Earth observation, with a short revisit frequency (six days) and wide spatial coverage—two key parameters that enable continuous monitoring of the Earth’s surface serving in a variety of long time-series applications. The processing of C-band data from the extremely dense archive of the Sentinel-1 sensor involves several challenging aspects. First, a large amount of storage space is required for the analysis of time-series of Sentinel-1 single look complex (SLC) data volumes. Second, computational efficiency is critical for the intensive PSI pipeline. To address the above limitations, several services have been developed to provide software tools for multitemporal interferometry processing, analyzed by El Kamali et al. [20]. Parallel small baseline subset (P-SBAS) [21–23] is an automated processing chain for time-series analysis with Sentinel-1 SLC images, which operates in the Geohazards Exploitation Platform (GEP). GEP, which is part of the Thematic Exploitation Platforms, is a cloud-based service, providing users a variety of processing services for mapping ground deformation. P-SBAS is a parallelized version of the SBAS algorithms, which enable the generation of Sentinel-1 interferometric wide-swath (IWS) time-series and mean velocity maps. LiCSBAS [24] is another open-source SAR interferometry software package for time-series analysis of Sentinel-1 data. Multitemporal Interferometric SAR (InSAR) processing in the LiCSBAS processing chain is performed with interferograms generated with the LiCSAR [25]-automated Sentinel-1 InSAR processor. Atmospheric corrections are implemented with the Generic Atmospheric Correction Online Service for InSAR (GACOS) [26].

Several nationwide InSAR mapping services have been developed. Time-series data for Italy are available via the Italian Special Plan of Remote Sensing of the Environment. The SAR data of both ascending and descending imaging geometries from 1992 to 2016 were analyzed with the use of multitemporal SAR techniques. Displacement information is available to the users upon request [27]. The InSAR Norway project provides national-scale deformation mapping using Sentinel-1 SAR data of both ascending and descending imaging geometries. Time-series data from 2015 to 2019 are freely available to the public through this platform [28]. BodenBewegungsdienst Deutschland (BBD), the German mapping service, provides ground motion maps, validated with the GNSS time-series, which are available to the public [29]. Sentinel-1 data of ascending and descending tracks from 2014 to 2019 were processed by the German Aerospace Center (DLR). TRE ALTAMIRA and Geomatic Ventures Limited (GVL) [30] performed a ground deformation mapping over the United Kingdom,
analyzing more than 7000 and 2000 Sentinel-1 images, respectively. Finally, nationwide InSAR projects, not yet available online, is the Danish mapping service. The Danish nationwide deformation monitoring [31] provides time-series of Sentinel-1 data starting from 2014 and will be free and fully available to the users. In this context, the present study offers a totally new nationwide ground displacement calculation over Greece. It enriches the existing observatories of related geohazardous phenomena at the global level, and paves the way for conducting new research and deriving new knowledge on well-known or unknown geophysical activities.

The main objective of this study was to construct an automated parallelized processing chain that is dedicated to multisensor time-series InSAR analysis of Sentinel-1, ERS, ENVISAT, TerraSAR-X, COSMO-SkyMed, and ALOS data. The processing chain known as parallel-PSI (P-PSI) was developed by the Center of Earth Observation Sciences and Remote Sensing BEYOND of the National Observatory of Athens and valuable enriches the existing GeObservatory portal of BEYOND. P-PSI is the main engine for InSAR processing of GeObservatory and is triggered on-demand by users to execute an efficiently distributed PSI chain for any area of interest globally, thus creating historical databases, which in turn enrich our understanding of the impact of geophysical and anthropogenic activities. The uniqueness of P-PSI is its parallelization of time-consuming processing steps for time-series SAR data analysis, providing algorithmic interventions to existing PSI software packages and creating a single, fully automated end-to-end processing pipeline.

This approach allowed us to apply P-PSI with Sentinel-1 in a national-scale project to cover the entire mainland of Greece, mapping displacements relative to various tectonic and anthropogenic activities over an area of 110,496 km², with the prospect of extending to the Greek islands to all of Greece. Hereinafter, we refer to this as the InSAR Greece ground motion monitoring project. This unprecedented mapping of ground deformation rates for the entire country is revealing new knowledge on different spatial and temporal scales and for different types of processes.

InSAR Greece product provides information on numerous sites’ deformation due to natural and anthropogenic activities. In a preliminary and by no means an exhaustive analysis, both large-scale events and small-scale sites were identified that reflect the added value of the results of the study of all possible deformation events. For instance, besides the identification of large-scale land subsidence events affecting entire plains areas, several isolated ground water depression cones, extending only for some hundreds of meters, on industrial or agricultural sites were also verified. Thus, this work has a considerable scientific impact, spurring new studies motivated by previously unknown deformation signals that were detected via InSAR Greece.

This paper is organized as follows: Section 2 provides an overview of the P-PSI processing system, including data access and a description of the individual parallelized processing steps. Section 3 focuses on performance benchmarking of P-PSI to understand the level of improvement achieved in terms of processing time. In Section 4, we implement P-PSI for InSAR Greece and report the results obtained. Section 5 discusses specifically selected and indicative, among thousands, interesting observations that were returned by InSAR Greece in more detail. This highlights the value of InSAR Greece for developing new research referring to many different case studies depicted by the returned ground displacement observations. The section also underlines the efficiency of the P-PSI technique in detecting different ground deformation mechanisms, such as landslides, subsidence due to aquifer exploitation, or mining activities, structural failures, etc. Section 6 provides our concluding remarks.

2. P-PSI and InSAR Greece Processing Pipeline

In Figure 1, we present a high-level workflow of the end-to-end P-PSI processing chain. There are four main building blocks for creating InSAR Greece final product: The first block is the Umbrella Hub (Figure 1A), an inhouse API that was developed and made open and freely available through the Hellenic Mirror Site. The interface connects to different Copernicus Sentinel access hubs and mirror sites and automatically retrieves the PSI-appropriate Sentinel-1 data for a user-defined area of interest. The data are then fed to the parallelized InSAR Scientific Computing Environment (ISCE2, Figure 1B) with its topsStack processor [32,33] for creating a stack of coregistered single look look complex
(SLC) datasets. The SLC stack is then used for PSI analysis (Figure 1C) with a parallelized implementation of the standford method for persistent scatterers (StaMPS) [13], a process that produces ground velocities and deformation histories for the persistent scatterers (PSs) that have been detected. StaMPS Steps 6 and 7 were performed manually and iteratively to compensate for unwrapping errors by removing interferograms where phase jumps were visually identified. The open-source Toolbox for Reducing Atmospheric InSAR Noise (TRAIN) [34] was employed instead of atmospheric filtering in Step 8 of StaMPS software. The tropospheric phase delay correction was performed by implementing a phase-based linear correction on interferograms produced for PSI processing. Finally, Blocks A to C are repeated for different, adjacent Sentinel-1 orbits to map the entire country and deliver InSAR Greece (Figure 1D).

Simply installing software on a system that supports parallelization, like multicore systems, server clusters, high-performance computers, or cloud infrastructure, does not automatically improve the performance through the exploitation of the parallelization [35], unless the software was natively designed to use multiple resources. We often need to rewrite all or part of the programs, which were written for sequential processing with different methods and algorithms that are compatible with the different architectures for parallelized or distributed processing.

In developing P-PSI, we considered several factors for efficiently adapting the software for parallelization. Firstly, we considered parallelization interventions that can be implemented not only on multicore systems but also on multiserver clusters and cloud platforms using distributed computing techniques, as proposed in Lee et al. [36]. Secondly, we focused on implementing parallelization with prioritizing the time-bottleneck and the most demanding processing tasks that do not exploit parallel resources in the original version of the software. Finally, we avoided large-scale fundamental changes within the original open-source code that would complicate readaptation and the use of future improved versions of ISCE2 and StaMPS.

Thus, we focused on data-parallel problems where the key is the balanced split of the data into smaller chunks that are processed by the same program in multiple parallel instances [37], and on task-level parallelism, where it was possible to run processes concurrently. A fundamental task to be solved is the problem decomposition [38], to split the computations to be performed into a set of tasks for concurrent execution defined by the task-dependency graph. We identified which parts of the processing could be invoked in parallel, which parts needed to remain sequential, and the prerequisites of each task to redesign the workflow and apply parallelization where possible, maintaining the correct order of the execution of tasks [39].

The result was P-PSI, a light and reusable software that is available to the user community. As a benchmark, before applying the P-PSI parallelization, the processing with nonoptimized software for large areas (e.g., for an entire Sentinel-1 frame) and for a long temporal period (>100 stacked images) would need more than two weeks running on the installation on our local multicore server. The P-PSI system, which optimizes the workflow of steps exploiting the multicore architecture, provides improved performance, returning its products with an estimated overall speed-up of five times faster processing for the same input data. In a twin experiment, we also deployed part of the P-PSI workflow on the Ellip cloud platform with a multinode Hadoop environment. The processing times showed similar gains as our local server implementation.
2.1. Umbrella Hub for Sentinel Data Access

The Umbrella Hub is an innovative prototype application programming interface (API) solution that was developed by the BEYOND Center to allow quick, federated access to Sentinel-1A and 1B SLC data that feed the interferometric processing chain. It resolves the issue for obtaining proper and timely access to the data and avoids multiple data searches due to the fragmentation characterizing the Copernicus ground segment. The Umbrella Hub is also accessible as a standalone API through the Hellenic Mirror Site. Currently, there are several Copernicus hubs that provide access to Sentinel data. These include the core Copernicus hubs, such as Open Access Hub (formerly SciHub), the four data and information access services (DIAS) hubs, ApiHub, and the Cop Hub. The European Space Agency (ESA), to allow complimentary access to Sentinel data and/or to specific data products or distribution channels, has established the National Collaborative Ground Segments initiative. There are 23 National collaborative ground segments, indicatively the HNSDMS (Greece), the CODE-DE (Germany), the FinHub (Finland), and PEPS (France).

The main issue with this fragmented data access is that the available hubs have different data offers. This affects parameters, such as the availability of different missions and different products per sensor, the geographic coverage, the maximum concurrent downloads allowed, the data rolling policy, i.e., the time span of the data archive, etc. In addition to the data offer variability, the hubs perform differently in terms of several key performance indicators (KPIs), including download speed, query response times, operational availability, and product latency (i.e., the difference between sensing time and the time it becomes available to download in a specific hub). In practice, even for the same hub, there is intraday and intraproduct variability in terms of KPIs.

To evaluate the performance of the different Copernicus hubs, we conducted a benchmarking exercise. The KPI measurements were extracted with scripts written in Python that represent a user in the cloud using the pan-European data network for research and education (GÉANT) backbone network. The user polled the hubs for a three-month duration, in a continuous fashion, on a daily basis, and on specific schedules for each type of measurement. The measurements were collected using an InfluxDB database. Alongside InfluxDB, we used a Grafana instance to dynamically visualize the measured data.

Figure 2 shows the variability encountered when measuring the download speed from the different hubs that participated in the benchmark. The experiment was run by submitting an OpenSearch request to each hub to fetch a list of the most recent 100 products based on their ingestion date. From those 100 products, each time, one product was selected randomly and downloaded. During the product download, another request was performed to retrieve the checksum of the
downloaded product. Without any loss of generalization and for visualization purposes, we only show one week of data for this experiment. The average download speed ranged from 24 to 581 Mbps. Similar variations on different scales were observed for the other KPIs that were monitored. Notably, these measurements were raw, and no attempt was made to consider the location of the user, the network route followed, etc.
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**Figure 2.** Variability in the download speed of the different Copernicus Sentinel hubs. The time span was one week, 3–10 June, 2020.

To cope with this HUB performance variability and to ensure the robust operations of P-PSI, we developed an umbrella application to manage access to Sentinel data (Figure 1A). First, we synchronized metadata from all connected hubs and keep this metadata database constantly updated. In this way, we register the access source for each available Sentinel-1 product. In parallel, we monitor the performance of the hubs at regular, customizable, intervals, including availability, response time, and download speed. When P-PSI is triggered for a specific area of interest then an initializer process creates a product download list, considering the Sentinel-1 data availability from the metadata database and interferometry feasibility criteria, such as orbit number, descending or ascending track, footprint overlap, etc. The data in the list of Sentinel-1 products are then transparently downloaded by several hubs, depending on product availability. If the same product exists in more than one hub, then the hub performance criteria that are locally stored (e.g., response time and real-time bandwidth of the link) are used to select the best-performing hub. The front-end of the Umbrella Hub application is based on the Data Hub Software of the European Space Agency and incorporates OpenData and OpenSearch APIs.

The main advantage of linking federated Copernicus Sentinel hubs is the enhanced timeliness and reduced lead times for accessing Sentinel products. This solution provides access to a single hub instead of looking across several Sentinel hubs to find all the available and appropriate products, while providing access to all Sentinel mission data with no geographic restrictions. Finally, by exploiting hub diversity, there is less performance variability, creating a more robust fully automatic processing chain that relies on the availability of its inputs.

### 2.2. Distributed Processing

#### 2.2.1. Parallelization of ISCE2 Components

Creating the coregistered stack of the SLCs using the ISCE2 topsStack processor (Figure 1B) requires 10 steps, which are organized in respective sets of commands. ISCE2 topStack creates a set of commands for each step that is easy to execute as a batch job. As any potential dependencies are well understood and considered, parallelizing the run of those commands in a multicore or multinode cluster environment is straightforward. Thus, we implemented a coarse-grained easy task-
level parallelization [37,40] for concurrently running the processes that do not have any workflow dependencies between them.

We first parallelized the most time-consuming processes that did not exploit parallel resources. The enhanced spectral diversity (ESD) step (Figure 1B) uses the coregistered stack burst overlaps generated from the previous step to generate the differential overlap interferograms and uses them for estimating azimuth misregistration [33]. The commands engaged in this set do not exploit parallel resources and they depend only on the completion of the previous step. Thus, we implemented parallelization engaging all commands in parallel up to the number of available CPUs in this case.

The azimuth misregistration for national-scale ground coverage tends to be a linear ramp because it directly corresponds to the orbit state. The estimation of the orbital error and the removal of phase ramps was performed using StaMPS by estimating and directly subtracting the linear ramp in the final velocity map product. However, the literature review showed that an approach for orbital error correction over fast decorrelating areas, which is worth considering in further future developments of the processing chain, was proposed by Tian et al. [41]. According to this approach, orbital error correction is performed using frequency (DFT)- and spatial domain (ADP-Poly)-based methods on each interferogram separately before feeding the time-series pipeline.

Next, the coregistration of SLC bursts step (Figure 1B) takes the geometrical offsets as the input together with the misregistration time-series for precise coregistration of each burst SLC calculated in previous steps. The processing commands of this step call a subprocess that invokes all the available cores of a multicore system by design. However, this step consumes a significant amount of processing time; therefore, it was prioritized for optimization. We used a similar approach as for ESD step parallelization, and measured a significant gain (a doubled processing speed) from the nested parallelism, which meant that a non-negligible part of the code was still running sequentially.

2.2.2. Parallelization of StaMPS Components: Patch Split Algorithm

The option to split the input data (coregistered SLC stack) into data chunks called patches was embedded in StaMPS (Figure 1C); it was originally developed by the StaMPS team to prevent memory overflows [42]. Even though the patches are produced by cutting the initial interferogram area into equal pieces of mapped areas creating a sort of a uniform grid, the sizes of the respective chunks of data are significantly unequal because of the variable number of PSs included in each patch. The latter is a function of land use/land cover. Patches containing urban areas include many more PSs compared to patches dominated by forested or agricultural areas.

To optimize the parallelization, we had to counteract these inequalities. To do so, we developed a new algorithm that forms n groups of chunks (for n CPUs) having as balanced sums of PS points as possible (Figure 3). This is a new method for creating the patches, moving from the current StaMPS implementation that uses a uniform grid to a non-uniform grid implementation targeting an optimized balance of data chunk (patch) sizes. Our algorithm starts from an initial patch split as in the standard StaMPS implementation, and then proceeds to consider the number of available CPUs, the user-defined number of output patches, and the CORINE [43] -based land use/land cover of the processed area to create a new patch distribution.

We also implemented a more simplified algorithm that forms n groups of chunks with a balanced number of chunks, ignoring the expected number PS points of each chunk. However, even the first optimum algorithm that balances the number of PSs in each group that will be processed with StaMPS 1–5 cannot form equally balanced groups in terms of data size for each processing unit (PU) because of the initial split inequalities.
2.2.3. Parallelization of StaMPS Components: Preparation of Patches

After the definition and calculation of the patches’ coordinates to create the chunks (patches) of data files that will input to the StaMPS 1–5 process steps, a process named mt_extract_cands was executed sequentially for each patch (Figures 1C and 4). This process consists of four subprocesses (a. selection of candidates, b. coordinate calculation, c. Digital Elevation Model (DEM) calculation, d. phase calculation) that are executed sequentially. From our analysis we found that the successful execution of subprocess a for a chunk is a prerequisite for running b, c, and d, on the same chunk. However, b, c, and d subprocesses for each chunk can run concurrently. Additionally, the processing chain of the four subprocesses for each patch can run independently for each chunk. Based on the previous analysis, we developed a task-level coarse-grained parallelization algorithm [37,40] that implements a parallel workflow of processing (Figure 4).

2.2.4. Parallelization of StaMPS Components: StaMPS 1–5 Core Processing

In the parallelized StaMPS (Figure 1C), the processing steps, Steps 1 to 5, can be managed as a data-parallel problem [37]; thus, we applied a medium-grained parallelization in this case [40] to run the same process concurrently on balanced partitions of data.

We tested our algorithms (non-uniform patches split fed to StaMPS 1–5 core processing) given a specific test case in Volos, Greece, to assess the performance improvement compared with the traditional uniform patch split. The non-uniform split of patches shown in Figure 5 (right) forms nine chunks (patches) with more balanced data sizes (PS points) than the nine chunks formed by the uniform split on the left. We achieved that by doubling the split resolution above urban areas where
the number of PS points is expected to be significantly higher than in the surrounding nonurban areas. We also discovered that it is possible to feed to the main process of StaMPS 1–5 with the coordinates of the non-uniform patches and be recognized and processed correctly by the program as in the case of uniform patches.

![Figure 5](image)

**Figure 5.** Traditional uniform patch creation with StaMPS (left) vs. our approach with non-uniform split of patches (right).

In this specific small-scale example, the processing time (Figure 1C, pillar only) for the nine-patch with nine CPUs with the initial uniform split was 48 min, whereas for the more balanced nine-patch split, 40 min was required. The cause of the improved processing time was the difference between the maximum numbers of PS points in a patch in the two cases. The patch with the maximum number of PSs in the non-uniform approach contained 20% fewer points compared to that in the uniform grid approach.

2.3. Technical Implementation

For the parallelization of the processing tasks, we avoided changing the open-source code of ISCE2 and StaMPS pipelines or implementing algorithms that would change the main workflow of the original software to maintain compatibility with future editions of the software. We used Python for launching and controlling the parallel processes because it is supported by many libraries for parallel programming and provides all the necessary tools for the implementation of coarse- and medium-grained parallelization [40] that we were targeting here.

We implemented and tested parallelized StaMPS on two different computing environments. For our first implementation on a local powerful server, we preferred to use the MATLAB (MathWorks®, Natick, MA, USA) engine for Python [44] as StaMPS is written, to a large extent, in MATLAB [45] and because the MATLAB engine for Python has the option to start multiple instances asynchronously. With this approach, we gained direct access through the workspace (the memory space) of MATLAB for each process, exchanging data information and controlling the parallel execution without needing to change the MATLAB code. The drawback is the delay when invoking multiple MATLAB engines. This delay is, however, a very small percentage of the total processing time gained by parallelizing the StaMPS processes.

Our second implementation of parallelized StaMPS was on the Ellip platform used by NextGEOSS, Europe’s Earth Observation data hub and portal of services. There, we used the developer tools provided by the administrator of the platform: the ciop API interface dedicated to Hadoop workflows. This implementation distributed the processing of each group of patches to individual nodes of the Hadoop platform as opposed to the individual CPUs used in the local server implementation.

Comparing the performance of the two implementations, we observed that for both environments, the processing time gains from the parallelization using the same processing units were similar (CPUs = Hadoop nodes). The implementation on the Ellip platform, however, required
more time because of the constrained development environment and the frequent need for support from the platform’s service desk. In addition, since an application is adapted to the system’s framework for parallelization, the scalability is easy on Ellip, like on any similar high-performance computing system, but it is limited and controlled by the platform owners. Finally, an important advantage, in some cases for Ellip and similar systems’ architecture, is the potential of having distributed processing with independent storage and memory resources apart from CPUs on the system’s nodes [36].

For the implementation of the rest of the processes on the multicore environment, we used the Python subprocess library. This library provides the necessary functions to initiate instances of Operating System-executable programs, and it is ideal for cases for which we do not need to exchange messages between the processes. Each process launched with this approach directly acquires system resources according to its programming from the OS and is not bound by the constraints of Python Global Interpreter Lock (GIL) for multithreading [46–48].

Finally, the entire P-PSI pipeline, since it is based on existing open-source projects ISCE2 and StaMPS, is also open-source. We have made the P-PSI code available in GitHub (https://github.com/AlexApostolakis/P-PSI) for reuse by other scientists in the field, with the sole obligation to cite this manuscript. We will keep this repository updated with new material, training manuals, and algorithmic adaptations.

3. P-PSI Performance Assessment

For assessing the performance of our P-PSI algorithms, we used two metrics: speed-up and efficiency. We estimated both by running several experiments using a common dataset and a varying number of PUs to assess the improvement as a function of the available computing resources. Speed-up $S_p$ and efficiency $e_p$ are defined respectively as

$$S_p = \frac{T_{seq}}{T_{par}(p)} \leq p,$$

$$e_p = \frac{S_p}{p} = \frac{T_{seq}}{pT_{par}(p)} \leq 1,$$

where $T_{seq}$ is the execution time of the (best) original sequential algorithm, $T_{par}(p)$ is the execution time of our parallel algorithm, and $p$ is the number of PUs exploited. The closer $S_p$ is to $p$ and $e_p$ is to one, the better the performance of the parallel processing implementation [37,39]. For a perfect parallelization efficiency, the processing time is improved by a factor equal to the PUs used.

The server on which we ran the experiments with our software pipeline was a multicore system equipped with two Intel Xeon E5-2630 (Intel, Santa Clara, CA, USA) with 10 cores, each double-threaded, and 128 GB of RAM. The OS installed was Linux OpenSUSE 42.3. Thus, the system had 20 hyperthreaded physical cores available, corresponding to 40 virtual cores. We avoided pushing the benchmarks using more than 20 CPUs because of the parallelization uncertainty of the hyperthreaded cores [40].

For the benchmark dataset, we selected an area of interest of about 2500 km$^2$ in central Greece (Figure 5) and a stack of 30 Sentinel-1 images. This area is about 1/20 of an entire Sentinel-1 tile and we processed the 10 of the 27 Sentinel-1 image bursts, which included those intersecting the cropped area. The area includes diverse land cover types: small cities, rural areas, and dense forests; hence, the density of the PS points was medium to low.

The results showed that we sped up the individual processes on which we applied parallelization from 2 to 15 times, depending on the specific process. From Figure 1B, we are able to achieve a speed-up of up to 12 for 20 PUs (Figure 6, left) as opposed to a speed-up of 20 in the ideal case. This is an excellent improvement given that we applied coarse-grained parallelization with minimal interventions, in line with our initial strategy.

In the case of the coregistration step of topStack ISCE2 (Figure 6, right), we achieved a lower speed-up (~2). This was expected due to this step already exploiting the multicore environment by design. Even though the speed-up is not impressive, the absolute processing time gain is important
since this process is responsible for roughly 30% of the entire processing time on the conventional, nonparallelized, benchmark PSI runs (Table 1).
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**Figure 6.** Performance improvements for Figure 1B. Two parallelized InSAR Scientific Computing Environment (ISCE2) topStack components were assessed: (left) the improvement for the enhanced spectral diversity algorithm parallelization and (right) the improvement of the single look complex (SLC) coregistration algorithm parallelization. For both algorithms, we show the speed-up and efficiency (Equations (1) and (2)), as a function of the processing units (PUs) available. Enhanced Spectral Diversity shows significant performance improvement, up to 12 times, for 20 PUs, whereas the SLC coregistration algorithm shows less improvement due to the original algorithm already exploiting the multicore environment. The green line shows the ideal improvement, i.e., the case where closer Speed-up $S_p$ is equal to the number of PUs exploited $p$ in Equation (1).

For StaMPS 1–5, the simpler parallelization, where the number of patches that will be processed in each CPU core is balanced, achieves a speed-up from two to six times (Figure 7, left, marked as Patch # Opt.). The algorithm that balances the number of PSs achieves a further 50% increase in the speed-up, on average (left in Figure 7, marked as PS Cand. Opt.). However, the benefit in the speed-up for these two approaches is largely dependent on the expected PS density per chunk. This is shown again in Figure 7 (left), for which the total numbers of patches to be processed is set to 16. The benefit of using 16 as opposed to eight PUs fades since the driving factor for the processing time is the expected maximum number of PSs in a patch. Whereas the maximum number of PSs in a patch for eight PUs was $\sim0.18 \times 10^6$ for the patch balancing algorithm as opposed to $\sim0.14 \times 10^6$ for the PS balancing algorithm, for 16 PUs for both algorithms, the maximum number of PSs per patch was $\sim0.13 \times 10^6$. Thus, they both achieved the same speed-up (−6) as this is the bottleneck. Notably, the algorithm can be further enhanced if we create the non-uniform grid from scratch using a priori information on the land cover and do not rely on the initial patch split performed by StaMPS.

Considering the patch preparation algorithm in Figure 4, the speed-up achieved increases almost linearly with the number of PUs (Figure 7, right), which are very close to the ideal speed-up curve. Indicatively, for preparing 36 patches using 20 cores, we achieved a speed-up of 14.5 with respect to the conventional PSI patch preparation algorithm.
Figure 7. Speed-up comparison with balanced patch groups in terms of sums of PS candidates (Speed-up PS Cand. Opt.) and the number of patches (Speed-up Patch # Opt.). Performance improvements for Figure 1C. Two Persistent Scatterer Interferometry components were assessed: (left) the improvement in the patch split algorithms in a combination of StaMPS 1–5 parallelization, as shown in Figure 3. We tested two different patch split algorithms: using a non-uniform grid to balance the expected number of PS to be processed by each PU, marked as PS. Cand. Opt. and balancing only the number of patches to be processed by each PU, marked as Patch # Opt. The first y-axis corresponds to the speed-up achieved. The secondary axis corresponds to the resulting maximum number of PSs processed by a single PU, which is the bottleneck of the algorithm. The light blue line shows the ideal improvement, i.e., the case where \( S_p \) is equal to \( p \) in Equation (1). (right) The improvement in the preparation of patches algorithm as shown in Figure 4. We show the speed-up and efficiency (Equations (1) and (2)) as a function of the PUs available. The green line shows the ideal improvement, i.e., the case where \( S_p \) is equal to \( p \) in Equation (1).

The speed-up for the end-to-end processing chain on the benchmark data set in comparison to the nonparallelized run was calculated as \( \sim 2.6 \) (Table 1), indicating that the processing speed was about triple the speed on the nonparallelized version. In reality, this means that for the specific exercise, the conventional open-source ISCE2–StaMPS pipelines need roughly 800 min to conclude; when employing our P-PSI, the pipeline finished in slightly over 300 min. Notably, this improvement is hardware-dependent, which in our case corresponds to the 20 hyperthreaded physical cores available for the benchmark exercise. From the benchmark figures in this section, we can deduce that for topStack ISCE2 ESD, split stack to patches, and StaMPS 1–5 parallelized processes, we can further decrease processing time if more processing cores are available.

Table 1. Breakdown of processing time improvements achieved and estimation of overall speed-up for the benchmark dataset in Figure 5.

| Subprocess                | Conventional PSI method for benchmark dataset | Our P-PSI pipeline for benchmark dataset |
|---------------------------|----------------------------------------------|-----------------------------------------|
|                           | Processing time (min) | % of subprocess processing time | Processing time (min) | % of subprocess processing time | Speed-up |
| ISCE2 preprocessing       | 153                          | 18.91%                      | 153                          | 49.00%                      | 1.0    |
| ISCE2 ESD                 | 129                          | 15.94%                      | 11                           | 3.52%                       | 11.7   |
| ISCE2 SLC                 | 242                          | 29.90%                      | 105                          | 33.63%                      | 2.3    |
| coregistration ISCE2 wrap-up | 10                           | 1.24%                       | 10                           | 3.20%                       | 1.0    |
PS candidates selection (mt_prep) & 5.3 & 0.65\% & 0.3 & 0.09\% & 20.0 \\
StaMPS 1–5 & 270 & 33.36\% & 33 & 10.57\% & 8.2 \\
Total & 809.3 & 100.00\% & 312.3 & 100.00\% & 2.6 \\

To estimate the overall processing chain speed-up for a full Sentinel-1 frame, it is important to understand how the processing time percentage of the total processing time for some processes significantly differs when different stacks of images are processed. The main cause of these differences is the ISCE2 topStack processing time being proportional to the number of the stacked images and the number of bursts processed for each image, whereas the StaMPS processing time is mostly proportional to the number of PS points, which depends on the size of the area and the type of the land cover.

We therefore calculated by approximation that for a stack of 100 images covering an entire Sentinel-1 tile, which includes large urban areas with PS points that would be three times denser than in the benchmark area, the processing time would be about five times faster than before parallelization interventions (Table 2). This means a reduction in the total processing time from 15 to approximately three days. This is a huge difference for projects like InSAR Greece, where we wish to estimate line-of-sight (LOS) velocities for an entire country that is covered by multiple Sentinel-1 frames. The same applies to the potential to update these velocities in the future to include new Sentinel-1 acquisitions and provide dynamic monitoring at a national scale.

| Subprocess | Conventional PSI method for the full Sentinel-1 frame | Our P-PSI pipeline for the full Sentinel-1 frame |
|------------|-----------------------------------------------------|--------------------------------------------------|
|            | Processing time (h) | % of subprocess processing time | Processing time (h) | % of subprocess processing time | Speed-up |
| ISCE2 preprocessing | 23.0 | 6.46\% | 23.0 | 30.55\% | 1.0 |
| ISCE2 ESD | 19.4 | 5.44\% | 1.7 | 2.20\% | 11.7 |
| ISCE2 SLC coregistration | 36.3 | 10.21\% | 15.8 | 20.97\% | 2.3 |
| ISCE2 wrap-up | 1.5 | 0.42\% | 1.5 | 2.00\% | 1.0 |
| PS candidates selection (mt_prep) | 5.3 | 1.50\% | 0.3 | 0.36\% | 20.0 |
| StaMPS 1–5 | 270.0 | 75.96\% | 33.0 | 43.93\% | 8.2 |
| Total | 355.4 | 100.00\% | 75.1 | 100.00\% | 4.7 |

4. InSAR Greece Results

The effectiveness of the P-PSI chain was successfully tested on an unprecedented national-scale project that was built around the massive processing of more than 800 Sentinel-1 (A and B), interferometric wide-swath (IW) descending satellite pass SLC images, spanning from 2015 to 2019, covering the entire mainland of Greece.

To assess the performance of the processing chain, all swaths and their included bursts were processed in most frames covering Greece’s mainland. Four frames, depicted with various colors in Figure 8, were selected to cover the remaining small areas in the Greek territory that were partially processed. The project integrated more than 12 TB of Sentinel-1 data belonging to three descending
tracks, including four, five, and one frame, separately (Figure 8). The PSs that were produced for each individual run of P-PSI in these Sentinel-1 frames are shown in Table 3.

The required processing time and storage requirements were estimated prior to the selection of the final stack size. From 2015 to 2019, with a sample of three images per month, leading to 171 SLCs in total, almost 9 TB in storage was needed and a processing time of approximately 15 days for each full frame stack using the nonparallelized pipeline version. In our case, the selection of a stack with a maximum number of 120 images provided a satisfying temporal sampling (2 SLCs per month). The selected stack sizes were a trade-off between storage needs, processing time, temporal sampling, and accuracy of the end-product. As shown in Table 3, the initial selection of around 100 to 120 images per stack was changed occasionally due to data availability per track. Note that for the supplementary frames covering smaller areas, we used fewer SLCs, which had no impact on the density or quality of PS pixels.

**Table 3.** Dataset characteristics and information on PSI results.

| Track | Frame | No. of SLC | Scatterers/frame |
|-------|-------|------------|------------------|
| 80    | 458   | 109        | 2,574,143        |
| 80    | 463   | 115        | 1,303,063        |
| 80    | 454   | 44         | 189,471          |
| 80    | 464   | 34         | 22,513           |
| 7     | 457   | 91         | 1,551,817        |
| 7     | 462   | 116        | 2,741,346        |
| 7     | 467   | 102        | 3,377,280        |
| 7     | 472   | 98         | 76,224           |
| 7     | 452   | 34         | 135,696          |
| 109   | 455   | 96         | 692,417          |
| Total: | 839   |            | 12,663,970       |

The coregistered stack of Sentinel-1 SLCs was generated with the P-PSI workflow (Figure 1). Precise orbit data, provided by ESA and Shuttle Radar Topography Mission (SRTM) DEM [49] with a resolution of one arc-second, were used for the coregistration of burst overlaps of all secondary

---

**Figure 8.** Tracks and frames per track used as input in P-PSI processing chain for InSAR time-series estimation. Black rectangles represent the satellite footprints of frames processed in their whole extent, while colored frames indicate the subsets needed to cover mainland Greece.
acquisitions to the primary image. The generation of differential overlap interferograms was parallelized to take advantage of all available hardware resources and minimize the processing time. The azimuth misregistration was estimated using the enhanced spectral diversity (ESD) technique [33]. Precise coregistration of the primary and secondary images was performed using geometrical azimuth and range offsets, computed from DEM and orbital data and range and azimuth time-series misregistration. Finally, all bursts for the primary and coregistered SLCs were merged.

LOS displacements were estimated with the StaMPS component of P-PSI (Figure 1). Outputs from the ISCE2 stack processor were prepared with the ISCE2 to StaMPS package [50] to perform time-series analysis with StaMPS. A phase-based linear correction with the open-source toolbox TRAIN [34] was implemented in all interferograms produced using Sentinel-1 data. The initial selection of PSs was based on their amplitude dispersion, as defined by Ferretti et al. [10]. According to the experience gained, a full Sentinel-1 stack typically returns around 2,000,000 PSs. GPS/GNSS stations from a dense nationwide network, maintained and operated by the Dionysos Satellite Observatory (DSO), served as reference points for all multitemporal InSAR processing. GPS continuous stations, covering the study area and showcasing velocity stability over the investigated time period, were selected as nondeforming points upon which to base interferometric unwrapping.

As shown in Figure 8, an unavoidable overlap occurs between frames of adjacent tracks. A transformation of PSs from overlapping frames, by solving the inconsistencies of pixels belonging to adjacent tracks, was added as a final processing step in our chain. Initially, we assumed that pixels included in a 25 m radius share the same deformation regime. Therefore, a uniform grid of PS was formed for both tracks, with a patch size of 25 m. The LOS velocity in the center of each patch is estimated with spline interpolation. Cells with zero PS are excluded from multitrack merging. The LOS velocities of the second adjacent frame, considered as the secondary frame, are transformed into the geometry of the first frame, known as the primary frame. Subsequently, following the rationale of the technique proposed by Ge et al. [51], the reference offset between primary and secondary tracks is estimated using

$$\Delta v = \frac{1}{n} \sum_{i=0}^{n-1} (v_{mi} - v_{si})$$

(3)

where $v_{mi}$ is the displacement rate of the PS in the master track and $v_{si}$ is the displacement rate of the PS in the slave track.

The estimated offset is added in all PSs included in the overlapping region (Equation (4)), resulting in a compensated velocity value for the secondary pixels. The final velocity of overlapping PS is calculated with a weighted mean formula (Equation (5)). The frame with the minimum phase unwrapping errors, noise artifacts, and spatially uncorrelated look angle errors was selected as the primary track:

$$\bar{v}_{si} = v_{si} + \Delta v$$

(4)

$$\bar{v}_{i} = \frac{P_{mi}v_{mi} + P_{si}v_{si}}{P_{mi} + P_{si}}$$

(5)

where $P_{mi}$ is the weight selected for the PS in the master track and $P_{si}$ is the weight selected for the PS in the slave track.

Our P-PSI time-series analysis resulted in more than 12,663,970 persistent scatterers overall, spread in the continental Greek territory for which the LOS velocities and individual deformation histories were estimated. The unique product is demonstrated in Figure 9. This national-scale mapping of PSs is now available for the first time for Greece. More than 3 TB of input SLC images were processed; including the volume of intermediate products needed to reproduce all products resulted in a total storage size of 12 TB.
Figure 9. InSAR Greece final product. Line-of-sight (LOS) displacements for the mainland of Greece, estimated with the P-PSI processing pipeline in Figure 1

The InSAR Greece product was generated in 1.5 months, including both automated and manual processes, as shown in Figure 1D. For a full Sentinel-1 frame stack, data downloading ranges from 6 to 10 hours for a stack of 100 images, depending on the size of the compressed SLC images. The generation of the InSAR stack with our parallelized versions of ESD and coregistration steps of ISCE software required 1.5 days on average to complete. The same applies to PSI processing. The final processing steps include a manual iterative refinement process, with Steps 6 and 7 of StaMPS processing, to mitigate unwrapping errors. Depending on the dataset, this requires several hours of additional manual analysis by an InSAR expert. The end-to-end P-PSI processing time, including data downloading, ranges from 2.5 to 4 days, and on average was three days. However, these values are not absolute and many factors affect the processing time, e.g., the land cover of each frame. The overall processing time of 1.5 months required for the InSAR Greece product will be further reduced in the next product updates, since most technical parameters (e.g., reference points per stack) have already been consolidated and fine-tuned. This time frame to map the entire country highlights the efficiency of our P-PSI processing chain. It allows the regular update of the product (~six updates at least) within one full year, allowing national-scale dynamic monitoring. This was not possible with the conventional PSI pipeline, requiring 15 days per Sentinel-1 frame without accounting for any manual analysis.

5. InSAR Greece Product: Mapping Diverse Deformation Regimes

The main deformation mechanisms present in the InSAR Greece product (Figure 9) include: landslide events affecting urban or mountainous areas; extensive land subsidence due to the overexploitation of the aquifers, natural compaction of sediments, or oxidation of organic soils; uplift
phenomena on plain areas due to the rebound–recharge of the aquifers; deformations triggered by the active tectonic displacements on massive constructions such as dams, bridges, or even large retaining walls; deformations on mining sites related to slope failures or underground cavities collapse; settlement of road embankments; newly constructed buildings; and several other small-scale phenomena. To verify the efficiency of the applied technique in real case studies, some high-impact examples indicating the value and potential of the InSAR Greece study selected for relevant research are presented in the following paragraphs, distributed all over mainland Greece (Figure 10).

![Location map of the selected preliminary high-impact case studies based on the analysis of the Greece InSAR product in Figure 9. We identified and grouped different ground deformation drivers, scattered at the country level.](image)

Greece is among the most landslide-prone areas in Europe [52], being a part of the youngest and most geomorphologically and tectonically active sections of the Eurasian geotectonic plate, formed mainly during the Alpine orogenesis. Thousands of landslides have been recorded during the last decades [53,54] in Greece, including several major ones, causing casualties and extreme financial losses. Among them, the Sergoula landslide is included, which occurred adjacent to the active Marathias normal fault [55] along the Gulf of Corinth (Figure 10 (13)), occurring primarily within highly brecciated Turonian to Senonian limestones of the Pindos geotectonic zone [56]. The almost 540 m long and 290 m wide rotational rock-block slide initially activated before 1945, and reactivated sometime before 1969 [56]. The debris moved from the spoon-like failure plane, located approximately 700 m Absolute Sea Level, down to the coastline forming the Sergoula alluvial fan (Figure 10 (14)). According to the InSAR Greece dataset, downwards movements with maximum velocities up to 7 mm/y can be currently identified along the entire failure plain (Figure 11), proving the accumulation of loose materials susceptible to generating a new failure upon proper triggering, e.g., by prolonged precipitation or earthquake. Subsiding movements can be identified all over the alluvial fan that have been triggered by the natural compaction of the deposited loose landslide debris materials.
Figure 11. The current activity status of the Sergoula landslide and alluvial fan with P-PSI processing for 2015–2019.

A thorough examination of the entire data set revealed that the Malakasa landslide [56], a major failure that occurred on 18 February 1995 along the A1 national road axis 35 km north of Athens (Figure 10 (20)), is not showing any activity at the moment. The Malakasa landslide is located at the eastern slope of Parnitha Mountain, composed of Permocarboniferous–Middle Triassic schists, sandstones, and shales with limestone intercalations.

Conversely, the slope bearing the Panagopoula landslide (Figure 10 (16)) (Achaea Prefecture, Peloponnese), activated several times since 1971 [57,58], is presenting some creep movements. The Panagopoula landslide is a deep-seated landslide along the national road axis A8 with a width of 220 m and a length of 410 m, affecting highly weathered and brecciated formations, mainly limestones, of the Pindos geotectonic zone. Besides the above-described large landslides, numerous failures have been identified in the most landslide-prone areas in the country, such as northern Euboea Island (Figure 12) and the Pindos geotectonic zone (Figure 10 (9)). Several landslides have been identified scattered around the entire mainland of the country, which will be analyzed in future studies.
Land subsidence phenomena have affected extended plains areas of the Greek mainland for decades. The main cause was proven to be the overexploitation of the aquifers, but in some sites, natural compaction and oxidation of organic soils have also been identified. According to the InSAR Greece dataset, all the already-studied sites are continuing to deform. For instance, the Sindos–Kalochori region in the west of Thessaloniki [59–64] (Figure 10 (3, 4)), Anthemountas Basin in the east of Thessaloniki [65] (Figure 10 (5)), Thriasio plain in the west of Athens [66] (Figure 10 (19)), and the Eastern Thessaly plain [67,68] (Figure 10 (6)) are some of the sites presenting a persistent deformation pattern identical to that already known.

To cross-evaluate the InSAR Greece project’s findings with ground truth data, the subsiding deformation pattern identified at the Sindos–Kalochori region was compared with ground water level contour maps for the same time period [64]. Ground truth techniques have been used several times to evaluate the subsiding patterns of this study area identified by the use of ERS 1, ERS 2, and ENVISAT datasets [61–63]. The geological, hydrogeological, and geotechnical conditions of the site have been under continuous study and monitoring as the occurrence of the phenomenon has been known since the 1960s [59,60]. The dataset provided by the InSAR Greece project indicates that the subsiding deformations of the past, reversed during the late 2000s to early 2010s to uplifting movements, due to the recharge of the aquifers, have reversed again and now a new period of subsidence is occurring in the area. As indicated by the hydrogeological data, this new trend in subsiding deformations can be attributed to the new period of ground water overexploitation that has occurred after the regeneration of the industrial activities following the end of the 2008 financial crisis. Currently, the maximum displacement values in the vicinity of Kalochori are of the order of
−10 mm/y, while in the broader area, maximum values reach a rate of −14 mm/y. These new findings triggered the publication of a new detailed follow-up paper presenting the InSAR data as well as their evaluation in detail using ground truth data [64].

Several sites are presenting substantial changes on the deformation pattern, and several new unknown sites have been identified through the new data sets.

In the Western Thessaly plain (Figure 10 (7)) (Thessaly region, central Greece), the land subsidence due to the overexploitation of the aquifers, occupying the alluvial deposits of the plain, have been occurring since the early 2000s [69,70], initially affecting a small area around the town of Farsala, in the eastern part of the basin (Figure 13). The first space-borne measurements of the deformations were obtained from a PSL-descending dataset provided by the German Space Agency (DLR). The dataset was acquired between 1995 and 2003 by the ERS1 and ERS2 satellites within the framework of the Global Monitoring for Environment and Security (GMES) service element of the program of the European Space Agency (ESA) [71]. The InSAR Greece dataset has radically changed the knowledge regarding the spatial distribution of the deformations as, currently, a large part of the plain appears to be subsiding with rates reaching up to 6 mm/y (Figure 13). Particularly, the plain area extending from the axis connecting Farsala, Sofades, and Megalakalivia up to the northeast appears to be subsiding, including Palamas, Itea, Marathea, Koskinas, and Pedino villages and several smaller settlements. The provided information indicates that immediate actions should be taken regarding the management of the ground water before the manifestation of intensive nonreversible damage.

Figure 13. Ground deformation velocities in Western Thessaly plain, Greece, historically affected by overexploitation of underground water.

The phenomenon occurring at the Kopaida plain (Figure 10 (17)), Boeotia prefecture, central Greece, constitutes another high-impact example related to land subsidence, triggered by the oxidation of organic soils this time. The Kopaida plain was covered by a lake. The first attempt in modern history to drain the lake occurred between 1882 and 1886. An extensive draining network with open channels and a tunnel, transferring the water to the nearby Yiliki Lake, was constructed at
the time. The engineers likely did not consider the existence of a 4 m thick layer of organic soils at the bottom of the lake and the plain self-ignited. The fire burned for years, the ground locally subsided more than 3 m, and the plain flooded again. Finally, fighting the self-ignition, the plain was drained in 1892. Since then, the land use has changed to agricultural and several small settlements have been established. In the literature, there is no reference to land subsidence at the site. The InSAR Greece dataset revealed that numerous settlements along the perimeter of the plain are subsiding at rates up to 4 mm/y (Figure 14). Aliartos, Alalkomenes, Agios Athanasios, Mavrogia, Agios Dimitrios, Karia, Agios Spiridon, and numerous isolated farm buildings are listed among the subsiding sites on the Kopaida plain.

Besides the above-described large-scale sites, initiating or evolving subsidence phenomena have also been identified at the plain area of the Spercheios basin (Figure 10 (8)) (Phthiotis prefecture, central Greece), on the Philippi plain (Figure 10 (2)) (Kavala Region, Eastern Macedonia), in the industrial area of Theves (Figure 10 (18)) (Boeotia prefecture, central Greece), etc.

![Figure 14](image_url). Ground deformation velocities on the Kopaida plain, Greece, driven by the oxidation of organic soil formations.

Evaluating the ability of the InSAR Greece dataset to be used to study small-scale site deformation, several deforming or stable humanmade constructions were identified. For instance, the deformations of a retaining system constructed on a large cut along the national road axis A8 (Figure 10 (15)) can be clearly monitored. The 150 m long retaining construction consists of two gabion walls founded on the benches formed on a steep slope, supported with anchored wire mesh (Figure 15a). The previously identified deformations [72] of the Mornos dam’s body can also be seen in the InSAR Greece dataset. As presented in Figure 15b, the gentle movements of the dam, reaching up to 4.0 mm/y, can be detected along the crest. On the contrary, the excellent stability conditions of the 2.5 km long and 100 m wide sealed bank constructed along the slopes of the Pyrnos Mountain, at the reservoir of the Mornos dam, can be proved by the total absence of deformations (Figure 15c).
Mornos dam belongs to the aqueduct of the city of Athens and the sealed bank was constructed to increase the capacity of the reservoir and avoid leakage of the Pyrnos limestone [73]. The gentle deformations occurring at the Evinos Earth dam’s body can also be observed with the InSAR Greece dataset (Figure 10 (10)). The PSs’ distribution indicates that the downward slope of the dam performs rotational movements from the crest down to the middle of the slope, with a maximum velocity up to 5 mm/y (Figure 15d). Among the numerous mining sites presenting deformations, the abandoned Magnesite mine of Mantoudi (Figure 10 (21), northern Euboea Island) is a characteristic example of a site with numerous slope stability issues. As presented in Figure 15e, creep or sliding movements can be identified at the abandoned working slopes as well as at the external depositions’ slopes, with rates up to 4.5 mm/y. Finally, an example of a small-scale deforming site was witnessed at the Xanthi industrial zone (Figure 10 (1), Western Thrace, northern Greece). As presented in Figure 15f, a ground water depression cone formed around a water-consuming industry caused escalating displacements in the surrounding industrial buildings with maximum deformation values of 8 mm/y, decreasing in proportion to the distance from the center of the cone.

![Small-scale deformation patterns derived from the InSAR Greece product showing significant implications.](image)

Figure 15. Small-scale deformation patterns derived from the InSAR Greece product showing significant implications. The presented case studies refer to (a) a large retaining system along the national road axis A8, (b) the Mornos dam body, (c) the sealed bank constructed at the reservoir of the Mornos dam, (d) the Evinos Earth dam body, (e) the abandoned Magnesite mine of Mantoudi, and (f) a small-scale deforming site in the Xanthi industrial zone.

6. Conclusions and Outlook

This work provides four distinct contributions: First, we have delivered an open-source implementation of an end-to-end persistent scatterer interferometry pipeline based on existing ISCE2 and StaMPS implementations, for which we parallelized the execution of several individual components. Our P-PSI chain achieves a speed-up of the process of up to five times compared to the sequential implementation of the pipeline for a full Sentinel-1 frame. This performance can be further
increased if additional processing units are used. P‐PSI also comes with an umbrella data access hub to transparently access different and complementary Sentinel‐1 SLC data repositories.

We constructed and tested a new algorithm for processing in parallel patches that contain PS candidates. The algorithm balances the total number of PS candidates that are processed in each processing unit, considering the expected PS density as a function of the land use/land cover of the area. This implies that a non‐uniform patch grid is formed. The algorithm can be further enhanced by implementing this grid early in the PS selection process. The latest advancements in coregistration methods, like efficient enhanced spectral diversity (EESD) proposed by Ma et al. [74], are worthy of consideration in the future. The EESD method produces a markedly lower misregistration error than network‐based ESD (NESSD), while facilitating the additions of new image acquisitions without reprocessing the entire stack. However, the computational performance of the algorithm, which lags behind NESD, introduces a significant challenge for parallelization.

Third, the processing time reduction achieved with P‐PSI is critical for monitoring large areas using multiple Sentinel‐1 frames. We implemented our P‐PSI pipeline to estimate descending pass LOS velocities and individual deformation histories for all of Greece. The end‐product, named InSAR Greece, is unique and provides a wealth of information on more than 12 million single points over the country. The InSAR Greece product can be further enriched by executing the entire pipeline (Figure 1D) for the ascending pass as well, generating LOS velocities in a different look direction. Then, the methodology proposed by Papoutsis et al. [66] can be adopted to decompose the deformation signals to vertical and east–west components.

Fourth, we provided a glimpse into this wealth of information by discussing critical large‐ and small‐scale deformation regimes in Greece. We identified different natural and anthropogenic drivers that can cause either subsidence or uplift, including overexploitation and recharge of the aquifers, natural compaction, subsidence due to organic soils oxidation, mining‐induced deformation, landslides, deformation due to construction works, etc. The understanding, interpretation, and modeling of these deformation drivers can be enhanced by introducing a joint analysis of descending and ascending LOS PS displacements, as described above. This is especially applicable when studying complex phenomena such as landslides.

Finally, we provide two assets to the scientific and user community. The first one is the InSAR Greece product, which can be used as a benchmark for revealing previously unknown deformation patterns and monitoring known critical sites. We expect that this product will spur many new analyses that will attempt to model geodetic data and assess hazards for different types of observed deformation patterns. Secondly, we provide P‐PSI as an open‐source and live project that can manage a reduction in the total processing time from 15 to approximately three days for a full Sentinel‐1 frame. This provides the potential to regularly update LOS velocities in the future to provide monitoring at the national scale, making InSAR Greece a dynamic rather than static product. However, this endeavor will require new storage management approaches and novel interferometric product compression techniques to manage the SAR big data.

Author Contributions: Conceptualization I.P., C.K.; formal analysis, A.A., S.A., I.P.; data curation, A.A., S.A., I.P.; writing—original draft preparation, I.P., A.A., S.A., C.L., C.K.; writing—review and editing, I.P., S.A., A.A., C.K., C.L.; visualization, I.P., S.A., C.L.; funding acquisition, C.K. All authors have read and agreed to the published version of the manuscript.

Funding: This research was supported by the Next Generation GEOSS for Innovation Business (NextGEOSS), European Commission, grant agreement ID 730329.

Acknowledgements: This work was supported in its early development by the BEYOND project, FP7‐REGPOT‐2012‐2013‐1 Coordination and Support Actions 2013‐2016, GA 316210. In a follow‐up stage, it received additional support from NextGEOSS: Next Generation GEOSS for Business and Innovation, H2020‐SC5‐20‐2016, 2016‐2019, GA: No. 730329, http://nextgeoss.eu/. It was also partially supported by DRR: Disaster Risk Reduction Using Innovative Data Exploitation Methods and Space Assets, ESA AO/1‐8130/14/F/MOS, ESA EXPRESS PROCUREMENT (EXPRO+)/OPEN‐COMPETITIVE, 2015‐2018, CCN:201521496.

Conflict of Interest: The authors declare no conflict of interest.
References

1. Kontoes, C.C.; Elias, P.; Sykioti, O.; Briole, P.; Remy, D.; Sachpazi, M.; Veis, G.; Kotsis, I. Displacement field mapping and fault modeling of the September 7th, 1999 Athens earthquake based on ERS-2 satellite radar interferometry. *Geophys. Res. Lett.* **2000**, *27*, 3989–3992, doi:10.1029/2000GL008510.

2. Sachpazi, M.; Kontoes, C.C.; Voulgaris, N.; Laigle, M.; Vourgoukalakis, G.; Sikioti, O.; Stavrakakis, G.; Baskoutas, J.; Kalogeras, J.; Lepine, J. Seismological and SAR signature of unrest at Nisyros caldera, Greece. *J. Volcanol. Geoth. Res.* **2002**, *116*, 19–34, doi:10.1016/S0377-0273(01)00334-1.

3. Kintner, J.A.; Wauthier, C.; Ammon, C.J. InSAR and seismic analyses of the 2014–2015 earthquake sequence near Bushkan, Iran: Shallow faulting in the core of an anticline fold. *Geophys. J. Int.* **2019**, *217*, 1011–1023, doi:10.1093/gji/ggz2065.

4. Boncori, J.-P.M.; Papoutsis, I.; Pezzo, G.; Tolomei, C.; Atzori, S.; Ganas, A.; Karastathis, V.; Salvi, S.; Kontoes, C.; Antonioli, A. The February 2014 Cephalonia Earthquake (Greece): 3D Deformation Field and Source Modeling from Multiple SAR Techniques. *Seismol. Res. Lett.* **2014**, *86*, 124–137, doi:10.1785/0220140126.

5. Spaans, K.; Hooper, A. InSAR processing for volcano monitoring and other near-real time applications. *J. Geophys. Res. Solid Earth* **2016**, *121*, 2947–2960, doi:10.1002/2015JE005172.

6. Papoutsis, I.; Papanikolaou, X.; Floyd, M.; Ji, K.H.; Kontoes, C.; Paradissis, D.; Zacharis, V. Mapping inflation at Santorini volcano, Greece, using GPS and InSAR. *Geophys. Res. Lett.* **2013**, *40*, 267–272, doi:10.1029/2012GL054137.

7. Jia, H.; Zhang, H.; Liu, L.; Liu, G. Landslide deformation monitoring by adaptive distributed scatterer interferometric synthetic aperture radar. *Remote Sens.* **2019**, *11*, 2273.

8. Bejar, M.; Ezquerro, P.; Herrera, G.; Tomás, R.; Guardiola-Albert, C.; Hernández, J.; Fernandez-Merodo, J.A.; Marchamalo, M.; Martínez, R. Mapping groundwater level and aquifer storage variations from InSAR measurements in the Madrid aquifer, Central Spain. *J. Hydrol.* **2017**, *547*, 678–689, doi:10.1016/j.jhydrol.2017.02.011.

9. Millillo, P.; Giardina, G.; Dejong, M.J.; Perissin, D.; Millillo, G. Multi-temporal InSAR structural damage assessment: The London crossrail case study. *Remote Sens.* **2018**, *10*, 287.

10. Ferretti, A.; Prati, C.; Rocca, F. Permanent scatterers in SAR interferometry. *IEEE Trans. Geosci. Remote Sens.* **2001**, *39*, 8–20, doi:10.1109/36.898661.

11. Berardino, P.; Fornaro, G.; Lanari, R.; Sansosti, E. A new algorithm for surface deformation monitoring based on small baseline differential SAR interferograms. *Geosci. Remote Sens. IEEE Trans.* **2002**, *40*, 2375–2383, doi:10.1109/TGRS.2002.803792.

12. Werner, C.; Wegmuller, U.; Strozzi, T.; Wiesmann, A. Interferometric point target analysis for deformation mapping. In Proceedings of the 2003 IEEE International Geoscience and Remote Sensing Symposium (IGARSS’03), Toulouse, France, 21–25 July 2003; Volume 7, pp. 4362–4364, doi:10.1109/IGARSS.2003.1295516.

13. Hooper, A.; Zecker, H.; Segall, P.; Kamps, B. A new method for measuring deformation on volcanoes and other natural terrains using InSAR persistent scatterers, *Geophys. Res. Lett.* **2004**, *31*, L23611, doi:10.1029/2004GL021737.

14. Blanco-Sanchez, P.; Mallorqui, J.J.; Duque, S.; Monells, D. The coherent pixels technique (CPT): An advanced DInSAR technique for nonlinear deformation monitoring, *Pure Appl. Geophys.* **2008**, *165*, 1167–1193, doi:10.1007/978-3-7643-8907-9_10.

15. Lanari, R.; Mora, O.; Mununta, M.; Mallorqui, J.J.; Berardino, P.; Sansosti, E. A small-baseline approach for investigating deformations on full-resolution differential SAR interferograms. *IEEE Trans. Geosci. Remote Sens.* **2004**, *42*, 1377–1386.

16. Ferretti, A.; Fumagalli, A.; Novali, F.; Prati, C.; Rocca, F.; Rucci, A. A New Algorithm for Processing Interferometric Data-Stacks: SqueeSAR. *IEEE Trans. Geosci. Remote Sens.* **2011**, *49*, 3460–3470, doi:10.1109/TGRS.2011.2124465.

17. Crosetto, M.; Biescas, E.; Duro, J.; Closa, J.; Arnaud, A. Generation of advanced ERS and Envisat interferometric SAR products using the stable point network technique. *Photogramm. Eng. Remote Sens.* **2008**, *74*, 443–450, doi:10.14358/PERS.74.4.443.

18. Perissin, D.; Wang, T. Repeat-pass SAR interferometry with partially coherent targets. *IEEE Trans. Geosci. Remote Sens.* **2012**, *50*, 271–280, doi:10.1109/TGRS.2011.2160644.

19. Crosetto, M.; Monserrat, O.; Cuevas-González, M.; Devanthéry, N.; Crippa, B. Persistent Scatterer Interferometry: A review. *ISPRS J. Photogramm.* **2016**, *115*, 78–89, doi:10.1016/j.isprsjprs.2015.10.011.
20. Kamali, M.E.; Abuelgasim, A.; Papoutsis, I.; Loupasakis, C.; Kontoes, C. A reasoned bibliography on SAR interferometry applications and outlook on big interferometric data processing. Remote Sens. Appl. Soc. Environ. 2020, 19, 100358, doi:10.1016/j.rsase.2020.100358.

21. Casu, F.; Elefante, E.; Imperatore, P.; Zinno, I.; Manunta, M.; De Luca, C.; Lanari, R. SBAS-DInSAR Parallel Processing for Deformation Time Series Computation. IEEE JSTARS 2014, 7, 3285–3296, doi:10.1109/JSTARS.2014.2322671.

22. Manunta, M.; De Luca, C.; Zinno, I.; Casu, F.; Manzo, M.; Bonano, M.; Fusco, A.; Pepe, A.; Onorato, G.; Bernardino, F.; et al. The Parallel SBAS Approach for Sentinel-1 Interferometric Wide Swath Deformation Time-Series Generation: Algorithm Description and Products Quality Assessment. IEEE Trans. Geosci. Remote Sens. 2019, 57, 6259–6281, doi:10.1109/TGRS.2019.2904912.

23. De Luca, C.; Cuccu, R.; Elefante, S.; Zinno, I.; Manunta, M.; Casola, V.; Rivolta, G.; Lanari, R.; Casu, F. An On-Demand Web Tool for the Unsupervised Retrieval of Earth’s Surface Deformation from SAR Data: The P-SBAS Service within the ESA G-POD Environment. Remote Sens. 2015, 7, 15630–15650, doi:10.3390/rs71115630.

24. Morishita, Y.; Lazecky, M.; Wright, T.J.; Weiss, J.R.; Elliott, J.R.; Hooper, A. LiCSBAS: An Open-Source InSAR Time Series Analysis Package Integrated with the LiCSAR Automated Sentinel-1 InSAR Processor. Remote Sens. 2020, 12, 424.

25. González, P.J.; Walters, R.J.; Hatton, E.L.; Spaans, K.; McDougall, A.; Hooper, A.J.; Wright, T.J. LiCSAR: Tools for automated generation of Sentinel-1 frame interferograms. In Proceedings of the AGU Fall Meeting 2016, San Francisco, CA, USA, 12–16 December 2016.

26. Yu, C.; Li, Z.; Penna, N.T.; Crippa, P. Generic atmospheric correction model for Interferometric Synthetic Aperture Radar observations. J. Geophys. Res. Solid Earth 2018, 123, doi:10.1029/2017JB015305.

27. PST-A Project. Available online: http://www.pcm.minambiente.it/viewer/ (accessed on 27 August 2020).

28. InSAR Norway. Available online: https://insar.ngu.no/ (accessed on 27 August 2020).

29. Boden Bewegungsdienst Deutschland (BBD). Available online: https://bodenbewegungsdienst.bgr.de/ (accessed on 27 August 2020).

30. United Kingdom Relative Deformation Map. Geomatic Ventures Limited (GVL). Available online: https://mangomap.com/geomatic-ventures-limited/maps/72883/united-kingdom-relative-deformation-map (accessed on 27 August 2020).

31. Bischo, C.A.; Ferretti, A.; Novalli, F.; Uttini, A.; Giannico, C.; Meloni, F. Nationwide deformation monitoring with SqueeSAR® using Sentinel-1 data. In Proceedings of the Tenth International Symposium on Land Subsidence, Delft-Gouda, The Netherlands, 20–24 April 2020; p. 31382.

32. Rosen, P.A.; Gurrola, E.; Sacco, G.F.; Zebker, H. The InSAR scientific computing environment. In Proceedings of the EUSAR 2012 9th European Conference on Synthetic Aperture Radar, Nuremberg, Germany, 23–26 April 2012.

33. Fattahi, H.; Agram, P.; Simons, M. A network-based enhanced spectral diversity approach for TOPS Time-Series Analysis. IEEE Trans. Geo Sci. Remote Sens. 2017, 55, 777–786, doi:10.1109/TGRS.2016.2614925.

34. Bekaert, D.P.S.; Walters, R.J.; Wright, T.J.; Hooper, A.J.; Parker, D.J. Statistical comparison of InSAR tropospheric correction techniques. Remote Sens. Environ. 2015, 170, 40–40, doi:10.1016/j.rse.2015.08.035.

35. Pacheco, P.S. Why Parallel Computing? In An Introduction to Parallel Programming; Elsevier BV: Amsterdam, The Netherlands, 2011, doi:10.1016/b978-0-12-374260-5.00001-4.

36. Lee, C.A.; Gasster, S.D.; Member, S.; Plaza, A.; Chang, C.I.; Huang, B. Recent developments in high performance computing for remote sensing: A Review. IEEE J. Sel. Top. Appl. EARTH Obs. Remote Sens. 2011, 4, 3, doi:10.1109/JSTARS.2011.2162643.

37. Navarro, C.A.; Hitschfeld-Kahler, N.; Mateu, L. A survey on parallel computing and its applications in data-parallel problems using GPU architectures. Commun. Comput. Phys. 2014, 15, 285–329, doi:10.4208/cicp.110113.010813a.

38. Cole, M.I. Algorithmic Skeletons: Structured Management of Parallel Computation; MIT Press: Cambridge, MA, USA, 1989.

39. Blelloch, G.E.; Maggs, B.M. Parallel Algorithms. ACM Comput. Surv. 1996, 28, 51–54, doi:10.1145/234313.234339.

40. Bader, D. Petascale Computing Algorithms and Applications, 1st ed.; Chapman and Hall/CRC: London, UK, 2008.
41. Tian, X.; Malhotra, R.; Xu, B.; Qi, H.; Ma, Y. Modeling orbital error in inSAR interferogram using frequency and spatial domain based methods. Remote Sens. 2018, 10, 508.
42. Hooper, A.; Bekert, D.; Hussain, E.; Spaans, K. StaMPS/MTI Manual. 2018. Available online: https://homespages.see.leeds.ac.uk/~earahoo/stamps/StaMPS_Manual_v4.1b1.pdf (accessed on 13 April 2020).
43. CORINE Land Cover — Copernicus Land Monitoring Service. Available online: https://land.copernicus.eu/corine-land-cover (accessed on 13 April 2020).
44. Calling MATLAB from Python—MATLAB & Simulink. Available online: https://www.mathworks.com/help/matlab/matlab-engine-for-python.html (accessed on 13 April 2020).
45. MATLAB—MathWorks—MATLAB & Simulink. Available online: https://www.mathworks.com/products/matlab.html (accessed on 13 April 2020).
46. Subprocess—Subprocess management—Python 3.8.2 Documentation. Available online: https://docs.python.org/3/library/subprocess.html (accessed on 13 April 2020).
47. Initialization, Finalization, and Threads—Python 3.8.3 Documentation. Available online: https://docs.python.org/3/c-api/init.html (accessed on 1 June 2020).
48. Multiprocessing—Process-Based Parallelization—Python 3.8.3 Documentation. Available online: https://docs.python.org/3/library/multiprocessing.html (accessed on 1 June 2020).
49. Farr, T.G.; Kobrick, M. Shuttle radar topography mission produces a wealth of data. Eos Trans. AGU 2000, 81, 583–585, doi:10.1029/EO081i048p00583.
50. Bekaert, D.P.S.; Hamlington, B.D.; Buzzanga, B.; Jones, C.E. Spaceborne Synthetic Aperture Radar Survey of Subsidence in Hampton Roads, Virginia (USA). Sci. Rep. 2017, 7, 14752, doi:10.1038/s41598-017-15309-5.
51. Gē, D.; Zhang, L.; Wang, Y.; Guo, X.; Xia, Y. Merging multi-track PSI result for land subsidence mapping over very extended area. In Proceedings of the IEEE International Geoscience and Remote Sensing Symposium, Honolulu, HI, USA, 25–30 July 2010; pp. 3522–3525, doi:10.1109/IGARSS.2010.5652430.
52. Van Den Eeckhaut, M.; Hervás, J.; Jaedicke, C.; Malet, J.-P.; Montanarella, L.; Nadim, F. Statistical modelling of Europe-wide landslide susceptibility using limited landslide inventory data. Landslides 2012, 9, 357–369, doi:10.1007/s10346-011-0299-z.
53. Koukis, G.; Sabatakakis, N.; Nikolaou, N.; Loupasakis, C. Landslide hazard zonation in Greece. In Landslides Risk Analysis and Sustainable Disaster Management, part IV; Sassa, K., Fukushima, H., Wang, F., Wang, G., Eds.; Springer: Berlin, Germany, 2005; pp. 291–296, doi:10.1007/3-540-28680-2_37.
54. Sabatakakis, N.; Koukis, G.; Vassiliades, E.; Lainas, S. Landslide susceptibility zonation in Greece. Nat. Hazards 2013, 65, 523–543, doi:10.1007/s11069-012-0381-4.
55. Gallousi, C.H.; Koukoulvas, I. Quantifying geomorphic evolution of earthquake-triggered landslides and their relation to active normal faults. An example from the Gulf of Corinth, Greece. Tectonophysics 2007, 440, 85–104, doi:10.1016/j.tecto.2007.02.009.
56. Galanakis, D.; Mettos, A.; Mataras, D.; Triantafyllis, M. Landslide of Malakasa area, geological and tectonic regime. Eng. Geol. Environ. Proc. Symp. Athens 1997, 11997, 665–670.
57. Sabatakakis, N.; Tsimbaos, G.; Rondoyanni, T.H.; Papanakli, S.; Kavoura, K. Deep-seated structurally controlled landslides of Corinth Gulf rift zone, Greece: The case of Panagopoula landslide. In Proceedings of the 13th ISRM International Congress of Rock MechanicsVolume, 2015, 10–13 May, 2015; pp. 1–10.
58. Kavoura, K., Konstantopoulos, M., Depountis, N.; Sabatakakis, N. Slow-moving landslides: Kinematic analysis and movement evolution modeling. Environ. Earth Sci. 2020, 79, 130, doi:10.1007/s12665-020-8879-7.
59. Psimoulis, P.; Ghilardi, M.; Fouache, E.; Stiros, S. Subsidence and evolution of the Thessaloniki plain, Greece, based on historical leveling and GPS data. Eng. Geol. 2007, 90, 55–70, doi:10.1016/j.enggeo.2006.12.001.
60. Loupasakis, C.; Rozos, D. Finite-element simulation of land subsidence induced by water pumping in Kalochori village, Greece. Q. J. Eng. Geol. Hydrogeol. Geol. Soc. Lond. 2009, 42, 369–382, doi:10.1144/1470-9226/08-022.
61. Raspini, F.; Loupasakis, C.; Rozos, D.; Adam, N.; Moretti, S. Ground subsidence phenomena in the Delta municipality region (Northern Greece): Geotechnical modeling and validation with Persistent Scatterer Interferometry. Int. J. Appl. Earth Obs. Geoinf. 2014, 28, 78–89, doi:10.1016/j.jag.2013.11.010.
62. Raspini, F.; Bianchini, S.; Moretti, S.; Loupasakis, C.; Rozos, D.; Duro, J.; Garcia, M. Advanced interpretation of interferometric SAR data to detect, monitor and model ground subsidence: Outcomes from the ESA-GMES Terrafirma project. Nat. Hazards 2016, 83, S155–S181, doi:10.1007/s11069-016-2341-x.
63. Svigkas, N.; Papoutsis, I.; Loupasakis, C.; Tsangaratos, P.; Kiratzi, A.N.; Kontoes, C.H. Land subsidence rebound detected via multi-temporal InSAR and ground truth data in Kalochori and Sindos regions. *North. Greece. Eng. Geol.* **2016**, *209*, 175–186, doi:10.1016/j.enggeo.2016.05.017.
64. Svigkas, N.; Loupasakis, C.; Papoutsis, I.; Kontoes, C.H.; Alatza, S.T.; Tzampoglou, P.L.; Tolomei, C.H.; Spachos, T.H. InSAR campaign reveals ongoing displacement trends at high impact sites of Thessaloniki and Chalkidiki. *Greece. Remote Sens.* **2020**, *12*, 2396, doi:10.3390/rs12152396.
65. Raspini, F.; Loupasakis, C.; Rozos, D.; Moretti, S. Advanced interpretation of land subsidence by validating multi-interferometric SAR data: The case study of the Anthemountas basin (Northern Greece). *Nat. Hazards Earth Syst. Sci.* **2013**, *13*, 2425–2440, doi:10.5194/nhess-13-2425-2013.
66. Papoutsis, I.; Kontoes, C.; Paradissis, D. Multi-Stack Persistent Scatterer Interferometry Analysis in Wider Athens, Greece. *Remote Sens.* **2017**, *9*, 276.
67. Kontogianni, V.; Pytharouli, S.; Stiros, S. Ground subsidence, Quaternary faults and vulnerability of utilities and transportation networks in Thessaly, Greece. *Environ. Geol.* **2007**, *52*, 1085–1095, doi:10.1007/s00254-006-0548-y.
68. Vassilopoulou, S.; Sakkas, V.; Wegmuller, U.; Capes, R. Long term and seasonal ground deformation monitoring of Larissa Plain (Central Greece) by persistent scattering interferometry. *Cent. Eur. J. Geosci.* **2013**, *5*, 61–76, doi:10.2478/s13533-012-0115-x.
69. Tsangaratos, P.; Loupasakis, C.; Ilia, I. Ground subsidence phenomena in Frakadona, West Thessaly, Greece. In Proceedings of the Fifth International Conference on Remote Sensing and GeoInformation of the Environment (RSCy2017), Paphos, Cyprus, 20–23 March 2017, doi:10.1117/12.2279082.
70. Ilia, I.; Loupasakis, C.; Tsangaratos, P. Land subsidence phenomena investigated by spatiotemporal analysis of groundwater resources, remote sensing techniques, and random forest method: The case of Western Thessaly, Greece. *Environ. Monit. Assess.* **2018**, *190*, 623, doi:10.1007/s10661-018-6992-9.
71. Adam, N.; Rodriguez Gonzalez, F.; Parizzi, A.; Liebhart, W. Wide area persistent scatterer interferometry. In Proceedings of the 2011 IEEE International Geoscience and Remote Sensing Symposium, Vancouver, BC, Canada, 24–29 July 2011; pp. 1481–1484, doi:10.1109/IGARSS.2011.6049347.
72. Neokosmidis, S.; Elias, P.; Parcharidis, I.S.; Briole, P. Deformation estimation of an earth dam and its relation with local earthquakes, by exploiting multitemporal synthetic aperture radar interferometry: Mornos dam case (Central Greece). *J. Appl. Remote Sens.* **2016**, *10*, 26010, doi:10.1117/1.JRS.10.026010.
73. Roussakis, G.; Panagiotopoulos, I.P.; Drakopoulos, P.; Georgiou, P.D.; Mpomopokas, N.; Kapsimalis, V.; Livanos, I.S.; Morfis, I.; Anagnostou, C.H.; Koutra, M. Sustainability evaluation of Mornos Lake/Reservoir, Greece. *Environ. Monit. Assess.* **2018**, *190*, 64, doi:10.1007/s10661-017-6431-3.
74. Ma, Z.; Jiang, M.; Huang, T. A Sequential Approach for Sentinel-1 TOPS Time-Series Co-Registration Over Low Coherence Scenarios. *IEEE Trans Geosci. Remote Sens* **2020**, doi:10.1109/TGRS.2020.3009996.

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).