Single event upset failure probability evaluation and periodic scrubbing techniques for hierarchical parallel vision processors
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Abstract This paper proposes novel single event upset (SEU) failure probability evaluation and periodic scrubbing techniques for hierarchical parallel vision processors. To automatically evaluate the SEU failure probability and identify all the critical elements in a processor, complementary fault injection methods based on logic circuit simulator and Perl script are proposed. These methods can be used to randomly inject faults into D flip-flops (DFFs) and various types of memory at the register transfer level (RTL) as well as to evaluate the vision processor performance. Based on the evaluation results, an accurate periodic scrubbing technique is proposed to increase the processor availability. The results denote that the peak availability of the processor over a period of one year can be improved from 18% to 99.9% after scrubbing the RISC program memory for a period of \(10^4\) s. Therefore, we can improve the fault-tolerance performance of a vision processor while avoiding unnecessary area and power costs using techniques ranging from evaluation to mitigation.
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1. Introduction

A hierarchical parallel vision processor is a device that integrates multiple levels of processors exhibiting different parallelisms and complexities. Such processors can be extensively applied in areas, including industrial automation and security monitoring [1–6]. With the rapid growth of computation requirements in space image-processing missions [7–9], vision processors exhibit excellent prospects for performing various image-processing tasks. However, the single event upset (SEU) effect can change the content of the storage elements in advanced CMOS technology. A bit-flip in the storage elements, including D flip-flops (DFFs) and various types of memory, has different impacts on the vision processor performance. Directly hardening the vision processor via mitigation techniques [10–12] will lead to an extra chip area and power consumption. So we should initially evaluate the SEU sensitivity of the storage elements and identify the critical elements. Further, we should adopt mitigation techniques to reduce the SEU effect on these critical elements. To the best of our knowledge, similar studies that identify the critical elements and mitigate the SEU effect on vision processors have not yet been reported.

Various fault injection methods, including FPGA-based [13–15], software-based [16, 17], and simulation-based methods [18–20], have been proposed to evaluate the SEU sensitivity of the storage elements. Even though the FPGA-based methods exhibit fast emulation speeds, the scale of the evaluated circuit is limited by the FPGA resources, and the synthesis process is time consuming. The software-based methods have the advantage of evaluating multiple faults with high flexibility. The simulation-based methods have the advantages of better controllability and observability. However, with an increase in the chip scale and complexity, we cannot achieve full coverage using any of the aforementioned single methods. Therefore, this paper focuses on complementary software methods to achieve full-coverage fault injection into a vision processor.

A periodic scrubbing technique has been proposed to mitigate the SEU effect and improve the processor availability by periodically repairing the data in memory [21–23]. The availability of the Virtex device XC3V300 can reach 0.9963 at the scrub period of 60 s [22]. It was considered that a processor would fail once an SEU event occurred. However, not every SEU event will cause processor failure. That is, existing periodic scrubbing studies have not provided an accurate calculation model for optimizing the processor availability. This paper proposes novel SEU failure probability evaluation and periodic scrubbing techniques for hierarchical parallel vision processors. The methods for performing SEU failure probability evaluation include a non-intrusive fault injection method for DFF (NIFID), a non-intrusive and accumulated fault injection method for the long-term stored memory (NAFIM), and an automatic fault injection method for the temporarily stored memory (AFITM), which are used to evaluate different types of storage elements. These com-
plementary methods achieve full coverage and automatically identify all the critical elements in a vision processor. Based on the simulation results, an accurate periodic scrubbing technique is proposed to improve the processor availability. This accurate periodic scrubbing technique is suitable for the long-term stored memory and can increase the peak availability of the processor from 18% to 99.9%. Using techniques from evaluation to mitigation, we can improve the fault-tolerance performance of a vision processor while avoiding unnecessary area and power costs.

2. Vision processor

Fig. 1 depicts the architecture of a hierarchical parallel vision processor. It comprises a processing array (PA), RISC32 MPU, and peripheral modules. The PA consists of 4×4 patch processors, which contain a patch processing unit (PPU), a local data memory, and 32 pixel-parallel process elements (PEs). The RISC32 MPU manages the overall vision processor and is involved in some global computing tasks. The peripheral modules include RISC program memory for storing MPU instructions, VMIPS program memory for storing the algorithm instructions, input/output (I/O) memory for transferring data, a VMIPS controller, and so on.

The PA and RISC32 MPU are the main functional modules. The circuit of the patch processor in the PA is depicted in Fig. 2. In the patch processor, the PPU primarily comprises an instruction decoder, a register file, an ALU, and multiplexers. The decoder decodes the instruction and generates control signals for the PPU and PEs, such as the write enable signal called WriteReg and the destination register selection signal called RegDst. Each PE comprises a register file, an ALU, and multiplexers. The local data memory is used to store the image data, network weights, and intermediate results. The RISC32 MPU is a five-stage pipelined MIPS processor [24] which also primarily comprises an instruction decoder, a register file, an ALU, and multiplexers.

The vision processor supports various algorithms [25–28]. The utilization rates and behaviors of the modules are dependent on the algorithms. Thus, a Sobel-based classification algorithm and a convolutional neural network (CNN)-based classification algorithm [28] were selected to perform the fault injection experiment. In the Sobel-based classification algorithm, the total sum of the image gradient is calculated via a Sobel descriptor. Further, the classification is based on whether this sum is within the default threshold range. In the CNN-based classification algorithm, image features are extracted through alternating arranged convolutional and pooling layer, which mainly contains multiply-accumulation (MAC) operation. The classification is based on the confidence result given by the output layer.

3. Fault injection methods

3.1 NIFID for DFFs

The NIFID method is proposed to evaluate the SEU sensitivity of the DFFs in the vision processor. Based on the logic circuit simulator and the designed Perl script, random faults are automatically injected at the register transfer level (RTL) with non-intrusive of Verilog HDL code. Therefore, the circuit scale is not increased, and the time consumption on modifying and verifying the HDL code is saved. Furthermore, this method does not depend on a specific simulator; therefore, a high-speed simulator can be selected for the RTL simulation. Accordingly, this method achieves high-speed fault injection and evaluation.

Fig. 3 denotes the process of the proposed NIFID method. It contains a setup phase, a simulation phase, and an evaluation phase. In the setup phase, first, the name and the entire path of all the DFFs are initially extracted and stored in a file called the "register library". Second, the injection parameters, which include the start time of injection, the injected DFF, and the workload, should be determined. The start time of injection can be randomly selected during the
entire simulation process, and the fault of the injected DFF is removed at the next rising edge of clock. The injected DFF is randomly selected from the register library. The workload is the algorithm. Third, the Perl script for fault injection is designed to update the injection parameters and change the test-bench using these parameters. It controls the automatic experimental process.

In the simulation phase, two types of files called the golden run file and the faulty run files are created. The golden run file and the faulty run files store the simulation results before and after injecting random faults, respectively. In the evaluation phase, every faulty run file is compared with the golden run file and the comparison results are analyzed and recorded. The processor failure probability can be obtained via thousands of repeated simulations. In addition, critical DFFs can be identified using the statistical results.

3.2 NAFIM for long-term stored memories

The NAFIM method is proposed to inject accumulated faults and evaluate the SEU sensitivity of long-term stored memories, including the RISC program memory, the VMIPS program memory, and the data memory storing the weights. Based on the logic circuit simulator and the designed Perl scripts, randomly accumulated faults are successively injected into the data file prior to the simulation. The same as the NIFID, this method achieves a high-speed fault injection with non-intrusive of the HDL source code.

Fig. 4. Process of the proposed NAFIM method.

Fig. 4 denotes the process of the proposed NAFIM. It also contains a setup phase, a simulation phase, and an evaluation phase. In the setup phase, the data file (Mem.dat) stores the original binary instructions. The injection parameters include the injected bits and workload. The injected bits are randomly selected from Mem.dat. The Perl script for fault injection is responsible for updating the injection parameters and changing Mem.dat using the injected bits to generate an updated binary instruction file (updated mem.dat) prior to the simulation. It enables the fault injection experiment to run automatically.

In the simulation phase, the golden run file and the faulty run files are successively generated. In the evaluation phase, the faulty run file is compared with the golden run file after each simulation. If the result in the faulty run file is the same as that in the golden run file, the accumulated fault injection script continues to inject faults into the memory and repeat the simulation and evaluation phases until the comparison result is different. The total number of accumulated faults that cause a processor failure is recoded. The relation between the processor failure probability and the number of accumulated injection faults can be obtained using thousands of repetitions of the above process.

3.3 AFITM for temporarily stored memory

There are temporarily stored memories in the vision processor including the register files, the I/O memory, and data memory storing the image data and results. To achieve full coverage of the vision processor, we propose the AFITM method for such memories, as depicted in Fig. 5. Based on the designed Perl script and an extra monitor module, random faults are automatically injected.

The Perl script for fault injection randomly selects the start time of injection, the injected address (RandAddr[8:0]), and the injected bit (RandBit[7:0]). It also enables the fault injection experiment to run automatically. The injection module monitors the memory address. Once the data memory performs a read out operation and the address (MemAddr[8:0]) matches the injected address, the corresponding bit of the read data is flipped. The fault injection process is completed when the data stored in the injected address is rewritten. Via thousands of repeated simulations, the processor failure probability can be obtained.

4. Simulation results of fault injection

4.1 Simulation results and analysis of DFF

DFFs are distributed in the PPU, the PEs, the RISC32 MPU, and the peripheral modules. 5000 DFF fault injection experiments were performed for each function module, the number of which is much larger than the number of DFFs in any module. In each experiment, one random fault was injected into the DFF using the NIFID method. The algorithms of the Sobel- and CNN-based classifications were implemented on the vision processor. The failure probabilities and main critical DFFs that obtained from the experiments are presented in Table I.

In this table, the S_Ctrl, S_IF, S_ID, S_EX, and S_MA modules of the PPU are responsible for generating global control signals, program counting and fetching instructions, decoding instructions and accessing register files, executing, accessing data memory and writing data back, respectively. The functions of the modules in the PPU are the same as that in the RISC32 MPU. The naming rule and functions of the critical DFFs in the PPU and MPU are based on those
Table I. Fault injection results for the DFFs.

| Module | Num. DFFs | Failure Probability(%) | Critical DFFs | Failure Probability(%) | Critical DFFs |
|--------|-----------|------------------------|--------------|------------------------|--------------|
| PPU    |           |                        |              |                        |              |
| S_Ctrl | 10        | 8.1                    | Hold, Flush  | 37.1                   | Hold, Flush  |
| S_IF   | 114       | 1.5                    | IFID_Instr, PC[15:5] | 6.1                   | IFID_Instr, PC |
| S_MA   | 21        | 1.1                    | MAWB_DataToReg/_RegDst | 2.7                  | MAWB_WriteReg/_DataToReg/_RegDst |
| S_EX   | 97        | 0.5                    | EXMA_ALUResult, RsData | 1.7                | EXMA_ALUResult, RsData |
| S_ID   | 156       | 0.4                    | IDEX_Instr, IDEX_RsData | 1.3                | IDEX_Instr, IDEX_RsData |
| RISC32 MPU |       |                        |              |                        |              |
| R_CTRL | 12        | 28.0                   | Hold, Flush  | 24.3                   | Hold, Flush  |
| R_IF   | 97        | 7.5                    | IFID_Instr, PC | 13.1                  | IFID_Instr, PC |
| R_MA   | 159       | 1.4                    | MAWB_DataToReg/_RegDst | 0.8                | MAWB_DataToReg/_RegDst |
| R_EX   | 356       | 1.4                    | RsData, EX_NewPC | 2.9                 | RsData, EXMA_RegDst |
| R_ID   | 257       | 4.3                    | IDEX_RsData  | 3.9                    | IDEX_RsData  |
| PEs    | 6432      | 0                      | -            | 0                     | -            |
| PERIPHERAL MODULES |       |                        |              |                        |              |
| VMIPS_Ctrl | 118     | 0.6                    | PCConfigure  | 4.1                    | PCConfigure  |
| mAHB   | 48        | 1.6                    | SlaveSelect, MasterReadData | 3.4         | SlaveSelect, MasterReadData |

In the standard MIPS processor [24], the PEs also contain multiple function modules, of which the total number of DFFs is 6432. And the number of DFFs in the instruction execution module is the largest, which equals to 112. The failure probabilities caused by bit-flips in the PPU and RISC32 MPU are higher than that in PEs. The PPU is responsible for decoding and executing algorithm instructions; therefore, bit-flips of the corresponding DFFs will directly affect the algorithm flow. Further, the critical DFFs and failure probabilities in the PPU are different for the two algorithms because the SEU sensitivities of the DFFs in the PPU are dependent on the algorithm instructions. The RISC32 MPU manages the operation of a vision processor; therefore, bit-flips of the DFFs in the MPU are more likely to cause a processor failure. The bit-flips of the DFFs in the PEs do not introduce errors to a vision processor. This is because the PEs are only responsible for logical or arithmetic operations and one flip usually causes a calculation error of one pixel, which will barely affect the final result.

In peripheral modules, PCConfigure in the VMIPS_Ctrl module is responsible for configuring the program counter. A bit-flip will directly affect the algorithm. SlaveSelect in the mAHB module is responsible for selecting the other modules. A bit-flip will cause inaccurate operation. Therefore, some modules in the peripheral modules should also be protected.

From the simulation results, design guidance can be provided for a radiation-hardened vision processor. Critical DFFs should be protected via mitigation techniques such as triple modular redundancy (TMR). The other DFFs that have negligible influence on the vision processor do not need to be protected. Via the selective protection of DFFs, vision processor is expected to operate more reliably in space with a small increase in chip area and power.

4.2 Simulation results and analysis of memory

To compare the SEU sensitivities of all the different types of memory, fault injection experiments with a single fault were initially performed using the AFITM method. The failure probabilities are presented in Table II. There are three types of memory.

1) Program and weight memories: A bit-flip in the program memory has a greater impact on the vision processor function when compared with that in the weight memory. This is because the processor will fail once the key instructions are inaccurate.

2) Register files: The register files of the PPU and RISC32 MPU are critical. This is because the algorithm or control process may be inaccurate once the data in these register files are flipped. For critical register files, TMR can also be adopted to protect them against SEU.

3) Other memories: The impact of other memories is negligible.

Table II. Fault injection results for various types of memory.

| Memory             | Failure probability(%) | Sobel | CNN |
|--------------------|------------------------|-------|-----|
| RISC program memory| 23.7                   | 23.1  |     |
| VMIPS program memory| 32.5                  | 12.3  |     |
| Data memory-weights | -                      | 0.7   |     |
| Register File (PPU) | 0.7                    | 16.5  |     |
| Register File (MPU) | 22.3                   | 10.9  |     |
| Register File (PEs) | 0.2                    | 0     |     |
| Data memory-image data | 0                  | 0     |     |
| Data memory-results | 0                      | 0     |     |
| Input memory        | 0                      | 0.2   |     |
| Output memory       | 0                      | 0     |     |

In case of the program and weight memories, the instructions and weights are both stored for long term. The accumulated fault injection on such a type of memory must be performed using the NAFIM method. We chose the RISC program memory as the NAFIM injection target. Theoretically, each accumulated injection into the program memory can be approximated as an independent experiment. Therefore, the processor failure probability after the $k_{th}$ accumulated injection by NAFIM should satisfy the geometric distribution:
where \( p \) is the processor failure probability after the first fault is injected and \( k \) is the accumulated injection times, which equals to the number of SEU events.

To verify the theoretical analysis, 2000 fault injection experiments were performed on the RISC program memory using the NAFIM method. In each experiment, the accumulated faults were successively injected into the memory until the failure of the processor. The total number of times that the injected faults causing processor failure was recorded after each experiment. The statistical simulation results are in good agreement with the theoretical data calculated using Eq. (1).

Bit-flips in the program memories are more likely to cause a processor failure. Considering the large storage capacity characteristics of such memories, low-cost mitigation technique should be designed to reduce the SEU effect.

5. Periodic scrubbing to improve the availability

Periodic scrubbing is an effective mitigation technique to reduce the SEU effect on the long-term stored memories and improve the processor availability. In the periodic scrubbing technique, the scrub period is a key parameter. Therefore, the relation between the availability and the scrub period should be modeled. The processor failure probability obtained from NAFIM is introduced to ensure the accuracy of the model. The modeling process is introduced as follows.

The SEU events in space can be modeled as a Poisson process with an intensity \( \lambda \) [29], which is the expected SEU rate. The SEU events can be expressed as:

\[
P_k(t) = \frac{(\lambda t)^k e^{-\lambda t}}{k!}, \quad k = 0, 1, 2, ... \quad (2)
\]

where \( t \) is the operating time and \( k \) is the number of SEU events. According to Eq. (1), the total failure probability of the processor after \( k \) SEU events is:

\[
C(k) = \begin{cases} 
\sum_{i=1}^{k} p(1 - p)^{i-1}, & k = 1, 2, 3... \\
0, & k = 0
\end{cases} \quad (3)
\]

Reliability is defined as the probability that the processor accurately operates until a given \( t \). It can be calculated as:

\[
R(t) = \sum_{k=0}^{\infty} P_k(t)(1 - C(k)) = e^{-\lambda t} \quad (4)
\]

Availability is defined as the ratio of the accurate operating time to the total time. To quantitatively analyze the processor availability, we need to obtain the average continuous accurate operating time in a scrub period, described by the mean up time (MUT). MUT can be expressed as:

\[
MUT = \int_{0}^{T_1} tf(t) dt + \int_{T_1}^{\infty} T_1 f(t) dt = \frac{1 - e^{-\lambda T}}{p\lambda} \quad (5)
\]

where \( f(t) \) is the failure probability density function and \( T_1 \) is the operating time in a scrub period. The availability can be further expressed as the ratio of MUT to the scrub period \( T \) [22], which comprises \( T_1 \) and the mean time to repair (MTTR), as depicted in Fig. 7. Thus, the availability can be calculated as:

\[
A(\infty) = \frac{MUT}{T} = \frac{1 - e^{-\lambda(T-\text{MTTR})}}{p\lambda T} \quad (6)
\]

The quantitative relation between the availability and scrub period can be obtained after the parameters \( \lambda, p, \) and MTTR are provided. These parameters are determined by the algorithm, the scrubbed memory, and the orbital altitude. In this study, the Sobel-based classification algorithm, the RISC program memory, and an orbital altitude of 2000 km were selected as an example to calculate these parameters. \( \lambda \) equaled 0.06 upset/day at 2000 km and was estimated using a professional calculation tool called ForeCAST [30]. \( p \) equaled 0.25 and was obtained from NAFIM. MTTR equaled 0.05 ms with an operating frequency of 50 MHz. Fig. 8 denotes the relation between the availability and scrub period. The availability reaches 0.999 at a scrub period of \( 10^4 \) s, indicating that the accurate operating time is 364.6 days for an entire year. Conversely, the availability is only 0.18 for an entire year when there is no scrub, which can also be calculated using Eq. (6). Therefore, periodic scrubbing is an effective mitigation technique to improve the processor availability.

![Fig. 6. Failure probability distribution when the processor runs (a) the Sobel-based classification algorithm and (b) the CNN-based classification algorithm.](image)

![Fig. 7. Time distribution in a scrub period.](image)

![Fig. 8. Availability at different scrub periods.](image)
6. Conclusion

This paper proposed novel SEU failure probability evaluation and periodic scrubbing techniques for a vision processor. The NIFID, NAFIM, and AFITM methods were used to inject faults into the DFF, long-term stored memory, and temporarily stored memory, respectively, and to evaluate the processor failure probability. These complementary methods achieved high speed and full coverage. The simulation results denote that the failure probabilities caused by bit-flips in the PPU and RISC32 MPU are high and that the program memory is more critical than other types of memory. Based on the simulation results, the proposed periodic scrubbing technique was used to increase the processor availability from 18% to 99.9% after scrubbing the RISC program memory for period of 10^4 s. The periodic scrubbing technique can effectively improve the fault-tolerance performance of a vision processor with low area and power costs.
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