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Abstract

Representations of the world environment play a crucial role in machine intelligence. It is often inefficient to conduct reasoning and inference directly in the space of raw sensory representations, such as pixel values of images. Representation learning allows us to automatically discover suitable representations from raw sensory data. For example, given raw sensory data, a multilayer perceptron learns nonlinear representations at its hidden layers, which are subsequently used for classification (or regression) at its output layer. This happens implicitly during training through minimizing a supervised or unsupervised loss. In this paper, we study the dynamics of such implicit nonlinear representation learning. We identify a pair of a new assumption and a novel condition, called the common model structure assumption and the data-architecture alignment condition. Under the common model structure assumption, the data-architecture alignment condition is shown to be sufficient for the global convergence and necessary for the global optimality. Our results provide practical guidance for designing a model structure: e.g., the common model structure assumption can be used as a justification for using a particular model structure instead of others. As an application, we then derive a new training framework, which satisfies the data-architecture alignment condition without assuming it by automatically modifying any given training algorithm dependently on each data and architecture. Given a standard training algorithm, the framework running its modified version is empirically shown to maintain competitive (practical) test performances while providing global convergence guarantees for ResNet-18 with convolutions, skip connections, and batch normalization with standard benchmark datasets, including MNIST, CIFAR-10, CIFAR-100, Semeion, KMNIST and SVHN.

1 Introduction

Nonlinear representation learning [1] has had a profound impact in many areas, including object recognition in computer vision [2–6], style transfer [7, 8], image super-resolution [9], speech recognition [10–15], machine translation [16, 17], paraphrase detection [18], word sense disambiguation [19], and sentiment analysis [20, 21]. However, we do not yet know what is the precise condition that makes nonlinear representation learning tractable. To initiate a study towards such a condition, we consider the following problem setup. We are given a training dataset \( \{(x_i, y_i)\}_{i=1}^n \) of \( n \) samples where \( x_i \in \mathcal{X} \subseteq \mathbb{R}^m \) and \( y_i \in \mathcal{Y} \subseteq \mathbb{R}^m \) are the \( i \)-th input and the \( i \)-th target respectively. We would like to learn a predictor.
(or hypothesis) from a parametric family \( \mathcal{H} = \{ f(\cdot, \theta) : \mathbb{R}^{m_x} \to \mathbb{R}^{m_y} \mid \theta \in \mathbb{R}^d \} \) by minimizing the objective \( \mathcal{L} \):

\[
\mathcal{L}(\theta) = \frac{1}{n} \sum_{i=1}^{n} \ell(f(x_i, \theta), y_i),
\]

where \( \ell : \mathbb{R}^{m_y} \times Y \to \mathbb{R}_{\geq 0} \) is the loss function that measures the discrepancy between the prediction \( f(x_i, \theta) \) and the target \( y_i \) for each sample. In this paper, it is allowed to let \( y_i = x_i \) (for \( i = 1, \ldots, n \)) to include the setting of unsupervised learning. The function \( f \) is also allowed to represent a wide range of machine learning models.

For example, one of the simplest models is the linear model in the form of \( f(x, \theta) = \phi(x)^\top \theta \) where \( \phi : \mathcal{X} \to \mathbb{R}^d \) is a fixed function and \( \phi(x) \) is a nonlinear representation of input data \( x \). This is a classical machine learning model where much of the effort goes into the design of the hand-crafted feature map \( \phi \) via feature engineering [22, 23]. In this linear model, we do not learn the representation \( \phi(x) \) because the feature map \( \phi \) is fixed without dependence on the model parameter \( \theta \) that is optimized with the dataset \( \{(x_i, y_i)\}_{i=1}^{n} \).

Similarly to many definitions in mathematics, where an intuitive notion in a special case is formalized to a definition for a more general case, we now abstract and generalize this intuitive notion of the representation \( \phi(x) \) of the linear model to that of all differentiable models as follows:

**Definition 1.** Given any \( x \in \mathcal{X} \) and differentiable function \( f \), we define \( \frac{\partial f(x, \theta)}{\partial \theta} \) to be the gradient representation of the data \( x \) under the model \( f \) at \( \theta \).

This definition recovers the standard representation \( \phi(x) \) in the linear model as \( \frac{\partial f(x, \theta)}{\partial \theta} = \partial \phi(x)^\top \theta = \phi(x) \) and is applicable to all differentiable nonlinear models in representation learning. Moreover, this definition captures the key challenge of understanding the dynamics of nonlinear representation learning well, as illustrated below. Using the notation of \( \frac{\partial \theta}{\partial t} = \Delta_t \), the dynamics of the model \( f(x, \theta_t) \) over the time \( t \) can be written by

\[
\frac{d}{dt} f(x, \theta_t) = \frac{\partial f(x, \theta_t)}{\partial \theta_t} \frac{d \theta_t}{dt} = \frac{\partial f(x, \theta_t)}{\partial \theta_t} \Delta_t.
\]

Here, we can see that the dynamics are **linear** in \( \Delta_t \) if there is no gradient representation learning as \( \frac{\partial f(x, \theta_t)}{\partial \theta_t} \approx \frac{\partial f(x, \theta_i)}{\partial \theta_0} \). However, with representation learning, the gradient representation \( \frac{\partial f(x, \theta_t)}{\partial \theta_t} \) changes depending on \( t \) (and \( \Delta_t \)), resulting in the dynamics that are **nonlinear** in \( \Delta_t \). Therefore, the definition of the gradient representation can distinguish fundamentally different dynamics in machine learning.

In this paper, we initiate the study of the dynamics of learning gradient representation that are nonlinear in \( \Delta_t \). That is, we focus on the regime where the gradient representation \( \frac{\partial f(x, \theta_t)}{\partial \theta_t} \) at the end of training time \( t \) differs greatly from the initial representation \( \frac{\partial f(x, \theta_0)}{\partial \theta_0} \). This regime was studied in the past for the case where the function \( \phi(x) \mapsto f(x, \theta) \) is affine for some fixed feature map \( \phi \) [24–30]. Unlike any previous studies, we focus on the problem setting where the function \( \phi(x) \mapsto f(x, \theta) \) is nonlinear and non-affine, with the effect of nonlinear (gradient) representation learning. The results of this paper avoid the curse of dimensionality by studying the global convergence of the gradient-based dynamics instead of the dynamics of global optimization [31] and Bayesian optimization [32]. Importantly, we do not require any wide layer or large input dimension throughout this paper. Our main contributions are summarized as follows:

1. In Section 2, we identify a pair of a novel assumption and a new condition, called the **common model structure assumption** and the **data-architecture alignment condition**. Under the common
model structure assumption, the data-architecture alignment condition is shown to be a necessary condition for the globally optimal model and a sufficient condition for the global convergence. The condition is dependent on both data and architecture. Moreover, we empirically verify and deepen this new understanding. When we apply representation learning in practice, we often have overwhelming options regarding which model structure to be used. Our results provide a practical guidance for choosing or designing model structure via the common model structure assumption, which is indeed satisfied by many representation learning models used in practice.

2. In Section 3, we discard the assumption of the data-architecture alignment condition. Instead, we derive a novel training framework, called the Exploration-Exploitation Wrapper (EE Wrapper), which automatically satisfies the data-architecture alignment condition time-independently a priori. The EE Wrapper is then proved to have global convergence guarantees under the safe-exploration condition. The safe-exploration condition is what allows us to explore various gradient representations safely without getting stuck in the states where we cannot provably satisfy the data-architecture alignment condition. The safe-exploration condition is shown to hold true for ResNet-18 with standard benchmark datasets, including MNIST, CIFAR-10, CIFAR-100, Semeion, KMNIST and SVHN time-independently.

3. In Subsection 3.4, the Exploration-Exploitation Wrapper is shown to not degrade practical performances of ResNet-18 for the standard datasets, MNIST, CIFAR-10, CIFAR-100, Semeion, KMNIST and SVHN. To our knowledge, the present paper provides the first practical algorithm with global convergence guarantees without degrading practical performances of ResNet-18 on these standard datasets, using convolutions, skip connections, and batch normalization without any extremely wide layer of the width larger than the number of data points. To the best of our knowledge, we are not aware of any similar algorithms with global convergence guarantees in the regime of learning nonlinear representations without degrading practical performances.

2 Understanding Dynamics via Common Model Structure and Data-Architecture Alignment

In this section, we identify the common model structure assumption and study the data-architecture alignment condition for the global convergence in nonlinear representation learning. We begin by presenting an overview of our results in Subsection 2.1, deepen our understandings via experiments in Subsection 2.2, discuss implications of our results in Subsection 2.3, and establish mathematical theories in Subsection 2.4.

2.1 Overview

We introduce the common model structure assumption in Subsection 2.1.1 and define the data-architecture alignment condition in Subsection 2.1.2. Using the assumption and the condition, we present the global convergence result in Subsection 2.1.3.

2.1.1 Common Model Structure Assumption

Through examinations of representation learning models used in applications, we identified and formalized one of their common properties as follows:
Assumption 1. (Common Model Structure Assumption) There exists a subset \( S \subseteq \{1, 2, \ldots, d\} \) such that \( f(x_i, \theta) = \sum_{k=1}^d \mathbb{1}\{k \in S\} \theta_k \frac{\partial f(x_i, \theta)}{\partial \theta_k} \) for any \( i \in \{1, \ldots, n\} \) and \( \theta \in \mathbb{R}^d \).

Assumption 1 is satisfied by common machine learning models, such as kernel models and multilayer perceptron models, with or without convolutions, batch normalization, pooling, and skip connections. For example, consider a multilayer perceptron of the form \( f(x, \theta) = W h(x, u) + b \), where \( h(x, u) \) is an output of its last hidden layer and the parameter vector \( \theta \) consists of the parameters \( (W, b) \) at the last layer and the parameters \( u \) in all other layers as \( \theta = \text{vec}([W, b, u]) \). Then, Assumption 1 holds because \( f(x, \theta) = \sum_{k=1}^d \mathbb{1}\{k \in S\} \theta_k \frac{\partial f(x, \theta)}{\partial \theta_k} \) where \( S \) is defined by \( \{\theta_k : k \in S\} = \{\text{vec}([W, b]) : k = 1, 2, \ldots, \xi\} \) with \( \text{vec}([W, b]) \in \mathbb{R}^\xi \). Since \( h \) is arbitrary in this example, the common model structure assumption holds, for example, for any multilayer perceptron models with a fully-connected last layer. In general, because the nonlinearity at the output layer can be treated as a part of the loss function \( \ell \) while preserving convexity of \( q \mapsto \ell(q, y) \) (e.g., cross-entropy loss with softmax), this assumption is satisfied by many machine learning models, including ResNet-18 and all models used in the experiments in this paper (as well as all linear models). Moreover, Assumption 1 is automatically satisfied in the next section by using the EE Wrapper.

2.1.2 Data-Architecture Alignment Condition

Given a target matrix \( Y = (y_1, y_2, \ldots, y_n) \top \in \mathbb{R}^{1 \times m_y} \) and a loss function \( \ell \), we define the modified target matrix \( Y_\ell = (y_1^\ell, y_2^\ell, \ldots, y_n^\ell) \top \in \mathbb{R}^{n \times m_y} \) by \( Y_\ell = Y \) for the squared loss \( \ell \), and by \( (Y_\ell)_{ij} = 2y_{ij} - 1 \) for the (binary and multi-class) cross-entropy losses \( \ell \) with \( Y_{ij} \in \{0, 1\} \). Given input matrix \( X = (x_1, x_2, \ldots, x_n) \top \in \mathbb{R}^{n \times m_x} \), the output matrix \( f_X(\theta) \in \mathbb{R}^{n \times m_y} \) is defined by \( f_X(\theta)_{ij} = f(x_i, \theta) \in \mathbb{R} \).

For any matrix \( M \in \mathbb{R}^{m \times \tilde{m}} \), we let \( \text{Col}(M) \subseteq \mathbb{R}^m \) be its column space and \( \text{vect}(M) \in \mathbb{R}^{mn} \) be the standard vectorization of the matrix \( M \) by stacking columns. With these notations, we are now ready to introduce the data-architecture alignment condition:

**Definition 2.** (Data-Architecture Alignment Condition) Given any dataset \((X, Y)\), differentiable function \( f \), and loss function \( \ell \), the **data-architecture alignment condition** is said to be satisfied at \( \theta \) if \( \text{vect}(Y_\ell) \in \text{Col}(\frac{\partial \text{vect}(f_X(\theta))}{\partial \theta}) \).

The data-architecture alignment condition depends on both data (through the target \( Y \) and the input \( X \)) and architecture (through the model \( f \)). It is satisfied only when the data and architecture align well to each other. For example, in the case of linear model \( f(x, \theta) = \phi(x) \top \theta \in \mathbb{R} \), the condition can be written as \( \text{vect}(Y_\ell) \in \text{Col}(\Phi(X)) \) where \( \Phi(X) \in \mathbb{R}^{n \times d} \) and \( \Phi(X)_{ij} = \phi(x_i) \).

Importantly, the data-architecture alignment condition does not make any requirements on the rank of the Jacobian matrix \( \frac{\partial \text{vect}(f_X(\theta))}{\partial \theta} \in \mathbb{R}^{nm_y \times d} \); i.e., the rank of \( \frac{\partial \text{vect}(f_X(\theta))}{\partial \theta} \) is allowed to be smaller than \( nm_y \) and \( d \). Thus, for example, the data-architecture alignment condition can be satisfied depending on the given data and architecture even if the minimum eigenvalue of the matrix \( \frac{\partial \text{vect}(f_X(\theta))}{\partial \theta} \frac{\partial \text{vect}(f_X(\theta))}{\partial \theta} \top \) is zero, in both cases of over-parameterization (e.g., \( d \gg n \)) and under-parameterization (e.g., \( d \ll n \)). This is further illustrated in Subsection 2.2.2 and discussed in Subsection 2.3. We note that we further discard the assumption of the data-architecture alignment condition in Section 3 as it is automatically satisfied by using the EE Wrapper.

2.1.3 Global Convergence

Under the common model structure assumption, the data-architecture alignment condition is shown to be what lets us avoid the failure of the global convergence and sub-optimal local minima. More concretely,
we prove a global convergence guarantee under the data-architecture alignment condition as well as the necessity of the condition for the global optimality:

**Theorem 1.** (Informal Version) Let Assumption 1 hold. Then, the following two statements hold for gradient-based dynamics:

(i) The global optimality gap bound decreases per iteration towards zero at the rate of $O(1/\sqrt{t})$ for any $T$ such that the data-architecture alignment condition is satisfied at $\theta^t$ for $t \in T$.

(ii) For any $\theta \in \mathbb{R}^d$, the data-architecture alignment condition at $\theta$ is necessary to have the globally optimal model $f_X(\theta) = \eta Y_t$ at $\theta$ for any $\eta \in \mathbb{R}$.

Theorem 1 (i) guarantees the global convergence without the need to satisfy the data-architecture alignment condition at every iteration or at the limit point. Instead, it shows that the bound on the global optimality gap decreases towards zero per iteration whenever the data-architecture alignment condition holds.

To better understand the statement of Theorem 1 (i), consider a counter example with a dataset consisting of the single point $(x, y) = (1, 0)$, the model $f(x, \theta) = \theta^4 - 10\theta^2 + 6\theta + 100$, and the squared loss $\ell(q, y) = (q - y)^2$. In this example, we have $L(\theta) = f(x, \theta)^2$, which has multiple suboptimal local minima of different values. Then, via gradient descent, the model converges to the closest local minimum and, in particular, does not necessarily converge to a global minimum. Indeed, this example violates the common model structure assumption (Assumption 1) (although it satisfies the data-architecture alignment condition), showing the importance of the common model structure assumption along with the data-architecture alignment. This also illustrates the non-triviality of Theorem 1 (i) in that the data-architecture alignment is not sufficient, and we needed to understand what types of model structures are commonly used in practice and formalize the understanding as the common model structure assumption.

To further understand the importance of the common model structure assumption in Theorem 1, let us now consider the case where we do not require the assumption. Indeed, we can guarantee the global convergence without the common model structure assumption if we ensure that the minimum eigenvalue of the matrix $\partial \text{vec}(f_X(\theta))/\partial q (\partial \text{vec}(f_X(\theta))/\partial q)^\top$ is nonzero. This can be proved by the following derivation. Let $\theta$ be an arbitrary stationary point of $L$. Then, we have $0 = \partial L(\theta)/\partial \theta = \frac{1}{n} \sum_{i=1}^n (\partial f(q, u_i)_{q,f=x(\theta)}) \partial f(x, \theta)/\partial \theta$, which implies that

$$
\frac{\partial \text{vec}(f_X(\theta))}{\partial \theta} v = 0,
$$

where $v = \text{vec}(\frac{\partial f(q, u_i)_{q,f=x(\theta)}}{\partial q})^\top, \ldots, (\frac{\partial f(q, u_i)_{q,f=x(\theta)}}{\partial q})^\top) \in \mathbb{R}^{nm^q}$. Therefore, if the minimum eigenvalue of the matrix $\frac{\partial \text{vec}(f_X(\theta))/\partial q (\partial \text{vec}(f_X(\theta))/\partial q)^\top}$ is nonzero, then we have $v = 0$ i.e., $\frac{\partial f(q, u_i)_{q,f=x(\theta)}}{\partial q}$ $\neq 0$ for all $i \in \{1, 2, \ldots, n\}$. Using the convexity of the map $q \mapsto \ell(q, y)$ (which is satisfied by the squared loss and cross-entropy loss), this implies that for any $q_1, q_2, \ldots, q_n \in \mathbb{R}^{m^q}$,

$$
\mathcal{L}(\theta) = \frac{1}{n} \sum_{i=1}^n \ell(f(x_i, \theta), y_i) \leq \frac{1}{n} \sum_{i=1}^n \left( \ell(q_i, y_i) - \left( \frac{\partial f(q, u_i)_{q,f=x(\theta)}}{\partial q} \right)_{q=f(x_i, \theta)} (q_i - f(x_i, \theta)) \right)
$$

(4)

$$
\leq \frac{1}{n} \sum_{i=1}^n \ell(q_i, y_i).
$$

(5)

Since $f(x_1), f(x_2), \ldots, f(x_n) \in \mathbb{R}^{m^q}$, this implies that any stationary point $\theta$ is a global minimum if the minimum eigenvalue of the matrix $\frac{\partial \text{vec}(f_X(\theta))/\partial q (\partial \text{vec}(f_X(\theta))/\partial q)^\top}$ is nonzero, without the common
model structure assumption (Assumption 1). Indeed, in the above example with the model \( f(x, \theta) = \theta^3 - 10\theta^2 + 6\theta + 100 \), the common model structure assumption is violated but we still have the global convergence if the minimum eigenvalue is nonzero: e.g., \( f(x, \theta) = y = 0 \) at any stationary point \( \theta \) such that the minimum eigenvalue of the matrix \( \frac{\partial \text{vec}(f_x(\theta))}{\partial \theta} (\frac{\partial \text{vec}(f_x(\theta))}{\partial \theta})^\top \) is nonzero.

The formal version of Theorem 1 is presented in Subsection 2.4 and is proved in Appendix A. Before proving the statement, we first examine the meaning and implications of our results through illustrative examples in the two next subsections.

### 2.2 Illustrative Examples in Experiments

Theorem 1 suggests that data-architecture alignment condition \( \text{vec}(Y_t) \in \text{Col}(\frac{\partial \text{vec}(f_x(\theta^t))}{\partial \theta^t}) \) has the ability to distinguish the success and failure cases, even when the minimum eigenvalue of the matrix \( \frac{\partial \text{vec}(f_x(\theta^t))}{\partial \theta^t} (\frac{\partial \text{vec}(f_x(\theta^t))}{\partial \theta^t})^\top \) is zero for all \( t \geq 0 \). In this subsection, we conduct experiments to further verify and deepen this theoretical understanding.

We employ a fully-connected network having four layers with 300 neurons per hidden layer, and a convolutional network, LeNet [33], with five layers. For the fully-connected network, we use the two-moons dataset [34] and a sine wave dataset. To create the sine wave dataset, we randomly generated the input \( x_i \) from the uniform distribution on the interval \([-1, 1]\) and set \( y_i = I\{\sin(20x_i) < 0\} \in \mathbb{R} \) for all \( i \in [n] \) with \( n = 100 \). For the convolutional network, we use the Semeion dataset [35] and a random dataset. The random dataset was created by randomly generating each pixel of the input image \( x_i \in \mathbb{R}^{16 \times 16 \times 1} \) from the standard normal distribution and by sampling \( y_i \) uniformly from \([0, 1]\) for all \( i \in [n] \) with \( n = 1000 \). We set the activation functions of all layers to be softplus \( \tilde{\sigma}(z) = \ln(1 + \exp(\varsigma z))/\varsigma \) with \( \varsigma = 100 \), which approximately behaves as the ReLU activation as shown in Appendix C. See Appendix B for more details of the experimental settings.

The results of the experiments are presented in Figure 1. In each subfigure, the training errors and the values of \( Q_T \) are plotted over time \( T \). Here, \( Q_T \) counts the number of \( Y_t \) not satisfying the condition
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Figure 1: Training error and the value of \( Q_T \) over time steps \( T \). The legend of (b) is shown in (c). The value of \( Q_T \) measures the number of \( Y_t \) not satisfying the condition of \( \text{vec}(Y_t) \in \text{Col}(\frac{\partial \text{vec}(f_x(\theta^t))}{\partial \theta^t}) \).

This figure validates our theoretical understanding that the bound on the global optimality gap decreases at any iteration when \( Q_T \) is not increasing. The minimum eigenvalue of the matrix \( M(\theta^t) = \frac{\partial \text{vec}(f_x(\theta^t))}{\partial \theta} (\frac{\partial \text{vec}(f_x(\theta^t))}{\partial \theta})^\top \) is zero at all iterations in Figure 1 (b) and (c) for all cases with \( m_c = 1 \).
Table 1: The value of the change of the gradient representation during training, $\|M(\theta^T) - M(\theta^0)\|_F^2$, where $M(\theta) := \frac{\partial \text{vec}(fx(\theta))}{\partial \theta} \left( \frac{\partial \text{vec}(fx(\theta))}{\partial \theta} \right)^T$ and $\hat{T}$ is the last time step.

| Dataset       | $m_c = 4$          | $m_c = 2$          | $m_c = 1$          |
|---------------|-------------------|-------------------|-------------------|
|               | seed#1 | seed#2 | seed#1 | seed#2 | seed#1 | seed#2 |
| Semeion       | 8.09×10^{12}      | 5.19×10^{12}      | 9.82×10^{12}      | 3.97×10^{12}      | 2.97×10^{12} | 5.41×10^{12} |
| Random        | 3.73×10^{12}      | 1.64×10^{12}      | 3.43×10^{7}       | 4.86×10^{12}      | 1.40×10^{7}   | 8.57×10^{11} |

$\text{vec}(Y_t) \in \text{Col}(\frac{\partial \text{vec}(fx(\theta^t))}{\partial \theta})$ during $t \in \{0, 1, \ldots, T\}$ and is defined by

$$Q_T = \sum_{t=0}^{T} 1 \left\{ \text{vec}(Y_t) \notin \text{Col}(\frac{\partial \text{vec}(fx(\theta^t))}{\partial \theta}) \right\}.$$  \hfill (6)

Figure 1 (a) shows the results for the fully-connected network. For the two-moons dataset, the network achieved the zero training error with $Q_T = 0$ for all $T$, i.e., $\text{vec}(Y_t) \in \text{Col}(\frac{\partial \text{vec}(fx(\theta^t))}{\partial \theta})$ for all $T$. For the sine wave dataset, it obtained high training errors with $Q_T = 0$ for all $T$, i.e., $\text{vec}(Y_t) \notin \text{Col}(\frac{\partial \text{vec}(fx(\theta^t))}{\partial \theta})$ for all $T$. This is consistent with our theory. Our theory explains that what makes a dataset easy to be fitted or not is whether the condition $\text{vec}(Y_t) \in \text{Col}(\frac{\partial \text{vec}(fx(\theta^t))}{\partial \theta})$ is satisfied or not.

Figure 1 (b) and (c) shows the results for the convolutional networks with two random initial points. In the subfigures, we report the training behaviors with different network sizes $m_c = 1$, 2 and 4: i.e., the number of convolutional filters per convolutional layer is $8 \times m_c$ and the number of neurons per fully-connected hidden layer is $128 \times m_c$. As can be seen, with the Semeion dataset, the networks of all sizes achieved the zero error with $Q_T = 0$ for all $T$. With the random dataset, the deep networks yielded the zero training error whenever $Q_T$ is not linearly increasing over the time, or equivalently whenever the condition $\text{vec}(Y_t) \in \text{Col}(\frac{\partial \text{vec}(fx(\theta^t))}{\partial \theta})$ holds sufficiently many steps $T$. This is consistent with our theory.

Finally, we also confirmed that gradient representation $\frac{\partial f(x, \theta)}{\partial \theta}$ changed significantly from the initial one $\frac{\partial f(x, \theta_0)}{\partial \theta_0}$ in our experiments. That is, the values of $\|M(\theta^T) - M(\theta^0)\|_F^2$ were significantly large and tended to increase as $T$ increases, where the matrix $M(\theta) \in \mathbb{R}^{nm_y \times nm_y}$ is defined by $M(\theta) = \frac{\partial \text{vec}(fx(\theta))}{\partial \theta} \left( \frac{\partial \text{vec}(fx(\theta))}{\partial \theta} \right)^T$. Table 1 summarizes the values of $\|M(\theta^T) - M(\theta^0)\|_F^2$ at the end of the training.

### 2.3 Implications

In Section 2.1.3, we showed that an uncommon model structure $f(x, \theta) = \theta^4 - 10\theta^2 + 6\theta + 100$ does not satisfy Assumption 1 and Assumption 1 is not required for global convergence if the minimum eigenvalue
is nonzero. However, in practice, we typically use machine learning models that satisfy Assumption 1 instead of the model $f(x, \theta) = \theta^4 - 10\theta^2 + 6\theta + 100$, and the minimum eigenvalue is zero in many cases. In this context, Theorem 1 provides the justification for common practice in nonlinear representation learning. Furthermore, Theorem 1 (i) contributes to the literature by identifying the common model structure assumption (Assumption 1) and the data-architecture alignment condition (Definition 2) as the novel and practical conditions to ensure the global convergence even when the minimum eigenvalue becomes zero. Moreover, Theorem 1 (ii) shows that this condition is not arbitrary in the sense that it is also necessary to obtain the globally optimal models. Furthermore, the data-architecture alignment condition is strictly more general than the condition of the minimum eigenvalue being nonzero, in the sense that the latter implies the former but not vice versa.

Our new theoretical understanding based on the data-architecture alignment condition can explain and deepen the previously known empirical observation that increasing the network size tends to improve the training behaviors. Indeed, the size of networks seems to correlate well with the training error to a certain degree in Figure 1 (b). However, the size and the training error do not correlate well in Figure 1 (c). Our new theoretical understanding explains that the training behaviors correlate more directly with the data-architecture alignment condition of Theorem 1, and Proposition 1.

Theorem 1. In the following subsections, we divide the formal version of Theorem 1 into Theorem 2, this subsection presents the precise mathematical statements that formalize the informal description of Theorem 1 along with our experimental results show why and when the global convergence in nonlinear representation learning is achieved based on the relationship between the data $(X, Y)$ and architecture $f$. Furthermore, our theoretical and empirical results apply to the models outside of the lazy training regime [36] achieve zero training errors for convergence under the data-architecture alignment condition. Moreover, because the multilayer perceptron that while having the zero minimum eigenvalue of the matrix $M$ in the lazy training regime becomes zero. Moreover, Theorem 1 (ii) shows that this condition is not arbitrary in the sense that it is also necessary to obtain the globally optimal models. Furthermore, the data-architecture alignment condition is strictly more general than the condition of the minimum eigenvalue being nonzero, in the sense that the latter implies the former but not vice versa.

Our new theoretical understanding based on the data-architecture alignment condition can explain and deepen the previously known empirical observation that increasing the network size tends to improve the training behaviors. Indeed, the size of networks seems to correlate well with the training error to a certain degree in Figure 1 (b). However, the size and the training error do not correlate well in Figure 1 (c). Our new theoretical understanding explains that the training behaviors correlate more directly with the data-architecture alignment condition of $vec(Y_t) \in Col(\frac{\partial vec(f_x(\theta^t))}{\partial \theta^t})$ instead. The seeming correlation with the network size is indirect and caused by another correlation between the network size and the condition of $vec(Y_t) \in Col(\frac{\partial vec(f_x(\theta^t))}{\partial \theta^t})$. That is, the condition of $vec(Y_t) \in Col(\frac{\partial vec(f_x(\theta^t))}{\partial \theta^t})$ more likely tends to hold when the network size is larger because the matrix $\frac{\partial vec(f_x(\theta^t))}{\partial \theta^t}$ is of size $nm_y \times d$ where $d$ is the number of parameters: i.e., by increasing $d$, we can increase the column space $Col(\frac{\partial vec(f_x(\theta^t))}{\partial \theta^t})$ to increase the chance of satisfying the condition of $vec(Y_t) \in Col(\frac{\partial vec(f_x(\theta^t))}{\partial \theta^t})$.

Note that the minimum eigenvalue of the matrix $M(\theta^t) = \frac{\partial vec(f_x(\theta))}{\partial \theta} \left( \frac{\partial vec(f_x(\theta))}{\partial \theta} \right)^\top$ is zero at all iterations in Figure 1 (b) and (c) for all cases of $m_e = 1$. Thus, Figure 1 (b) and (c) also illustrates the fact that while having the zero minimum eigenvalue of the matrix $M(\theta^t)$, the dynamics can achieve the global convergence under the data-architecture alignment condition. Moreover, because the multilayer perceptron in the lazy training regime [36] achieve zero training errors for all datasets, Figure 1 additionally illustrates the fact that our theoretical and empirical results apply to the models outside of the lazy training regime and can distinguishing ‘good’ datasets from ‘bad’ datasets given a learning algorithm.

In summary, our new theoretical understanding has the ability to explain and distinguish the successful case and failure case based on the data-architecture alignment condition for the common machine learning models. Because the data-architecture alignment condition is dependent on data and architecture, Theorem 1 along with our experimental results show why and when the global convergence in nonlinear representation learning is achieved based on the relationship between the data $(X, Y)$ and architecture $f$. This new understanding is used in Section 3 to derive a practical algorithm, and is expected to be a basis for many future algorithms.

2.4 Details and Formalization of Theorem 1

This subsection presents the precise mathematical statements that formalize the informal description of Theorem 1. In the following subsections, we divide the formal version of Theorem 1 into Theorem 2, Theorem 3, and Proposition 1.

2.4.1 Preliminaries

Let $(\theta^t)_{t=0}^{\infty}$ be the sequence defined by $\theta^{t+1} = \theta^t - \alpha^t \tilde{g}^t$ with an initial parameter vector $\theta^0$, a learning rate $\alpha^t$, and an update vector $\tilde{g}^t$. The analysis in this section relies on the following assumption on the
update vector $\tilde{g}^t$:

**Assumption 2.** There exist $\bar{c}, \zeta > 0$ such that $\zeta \|\nabla \mathcal{L}(\theta^t)\|^2 \leq \nabla \mathcal{L}(\theta^t)^\top \tilde{g}^t$ and $\|\tilde{g}^t\|^2 \leq \bar{c} \|\nabla \mathcal{L}(\theta^t)\|^2$ for any $t \geq 0$.

Assumption 2 is satisfied by using $\tilde{g}^t = D^t \nabla \mathcal{L}(\theta^t)$, where $D^t$ is any positive definite symmetric matrix with eigenvalues in the interval $[\bar{c}, \sqrt{\bar{c}}]$. If we set $D^t = I$, we have gradient descent and Assumption 2 is satisfied with $\zeta = \bar{c} = 1$. This section also uses the standard assumption of differentiability and Lipschitz continuity:

**Assumption 3.** For every $i \in [n]$, the function $\ell_i : q \mapsto \ell(q, y_i)$ is differentiable and convex, the map $f_i : \theta \mapsto f(x_i, \theta)$ is differentiable, and $\|\nabla \mathcal{L}(\theta) - \nabla \mathcal{L}(\theta')\| \leq L \|\theta - \theta'\|$ for all $\theta, \theta'$ in the domain of $\mathcal{L}$ for some $L \geq 0$.

The assumptions on the loss function in Assumption 3 are satisfied by using standard loss functions, including the squared loss, logistic loss, and cross entropy loss. Although the objective function $\mathcal{L}$ is non-convex and non-invex, the function $q \mapsto \ell(q, y_i)$ is typically convex.

For any matrix $Y^* = (y_1^*, y_2^*, \ldots, y_n^*)^\top \in \mathbb{R}^{n \times m_Y}$, we define

$$\mathcal{L}^*(Y^*) = \frac{1}{n} \sum_{i=1}^n \ell(y_i^*, y_i). \quad (7)$$

For example, for the squared loss $\ell$, the value of $\mathcal{L}^*(Y_t)$ is at most the global minimum value of $\mathcal{L}$ as

$$\mathcal{L}^*(Y_t) \leq \mathcal{L}(\theta), \quad \forall \theta \in \mathbb{R}^d, \quad (8)$$

since $\mathcal{L}^*(Y_t) = \frac{1}{n} \sum_{i=1}^n \|y_i - y_i\|^2 = 0 \leq \mathcal{L}(\theta) \quad \forall \theta \in \mathbb{R}^d$. This paper also uses the notation of $[k] = \{1, 2, \ldots, k\}$ for any $k \in \mathbb{N}^+$ and $\|\cdot\| = \|\cdot\|_2$ (Euclidean norm). Finally, we note that for any $\eta \in \mathbb{R}$, the condition of $\text{vec}(Y_t) \in \text{Col}(\partial \text{vec}(f_X(\theta)))$ is necessary to learn a near global optimal model $f_X(\theta) = \eta Y_t$:

**Proposition 1.** Suppose Assumption 1 holds. If $\text{vec}(Y_t) \notin \text{Col}(\partial \text{vec}(f_X(\theta)))$, then $f_X(\theta) \neq \eta Y_t$ for any $\eta \in \mathbb{R}$.

**Proof.** All proofs of this paper are presented in Appendix A. \qed

### 2.4.2 Global Optimality at the Limit Point

The following theorem shows that every limit point $\hat{\theta}$ of the sequence $(\theta^t)_t$ achieves a loss value $\mathcal{L}(\hat{\theta})$ no worse than $\inf_{\eta \in \mathbb{R}} \mathcal{L}^*(\eta Y^*)$ for any $Y^*$ such that $\text{vec}(Y^*) \in \text{Col}(\partial \text{vec}(f_X(\theta)))$ for all $t \in [\tau, \infty)$ with some $\tau \geq 0$:

**Theorem 2.** Suppose Assumptions 1–3 hold. Assume that the learning rate sequence $(\alpha^t)_t$ satisfies either (i) $\epsilon \leq \alpha^t \leq \frac{L(2-\epsilon)}{L'}$ for some $\epsilon > 0$, or (ii) $\lim_{t \to \infty} \alpha^t = 0$ and $\sum_{t=0}^\infty \alpha^t = \infty$. Then, for any $Y^* \in \mathbb{R}^{n \times m_Y}$, if there exists $\tau \geq 0$ such that $\text{vec}(Y^*) \in \text{Col}(\partial \text{vec}(f_X(\theta)))$ for all $t \in [\tau, \infty)$, every limit point $\hat{\theta}$ of the sequence $(\theta^t)_t$ satisfies

$$\mathcal{L}(\hat{\theta}) \leq \mathcal{L}^*(\eta Y^*), \quad \forall \eta \in \mathbb{R}. \quad (9)$$
For example, for the squared loss \( \ell(q, y) = \|q - y\|^2 \), Theorem 2 implies that every limit point \( \hat{\theta} \) of the sequence \( (\theta^t) \), is a global minimum as
\[
\mathcal{L}(\hat{\theta}) \leq \mathcal{L}(\theta), \quad \forall \theta \in \mathbb{R}^d,
\]
if \( \text{vec}(Y_t) \in \text{Col}(\frac{\partial \text{vec}(f_X(\theta^t))}{\partial \theta}) \) for \( t \in [\tau, \infty) \) with some \( \tau \geq 0 \). This is because \( \mathcal{L}(\hat{\theta}) \leq \mathcal{L}^*(Y_\tau) \leq \mathcal{L}(\theta) \forall \theta \in \mathbb{R}^d \) from Theorem 2 and equation (8).

In practice, one can easily satisfy all the assumptions in Theorem 2 except for the condition that \( \text{vec}(Y^*) \in \text{Col}(\frac{\partial \text{vec}(f_X(\theta^t))}{\partial \theta}) \) for all \( t \in [\tau, \infty) \). Accordingly, we will now weaken this condition by analyzing optimality at each iteration so that the condition is verifiable in experiments.

### 2.4.3 Global Optimality Gap at Each Iteration

The following theorem states that under standard settings, the sequence \( (\theta^t) \in T \) converges to a loss value no worse than \( \inf_{\theta \in \mathbb{R}} \mathcal{L}^*(\eta Y^*) \) at the rate of \( O(1/\sqrt{|T|}) \) for any \( T \) and \( Y^* \) such that \( \text{vec}(Y^*) \in \text{Col}(\frac{\partial \text{vec}(f_X(\theta^t))}{\partial \theta}) \) for all \( t \in T \).

**Theorem 3.** Suppose Assumptions 1 and 3 hold. Let \( (\alpha^t, \bar{\alpha}^t, \nabla \mathcal{L}(\theta^t)) \) with an arbitrary \( \alpha \in (0, 1) \). Then, for any \( T \subseteq \mathbb{N}_0 \) and \( Y^* \in \mathbb{R}^{n \times m} \) such that \( \text{vec}(Y^*) \in \text{Col}(\frac{\partial \text{vec}(f_X(\theta^t))}{\partial \theta}) \) for all \( t \in T \), it holds that
\[
\min_{t \in T} \mathcal{L}(\theta^t) \leq \mathcal{L}^*(\eta Y^*) + \frac{1}{\sqrt{|T|}} \sqrt{\frac{L_\eta \mathcal{L}(\theta_{t_0})}{2\alpha(1 - \alpha)}},
\]
for any \( \eta \in \mathbb{R} \), where \( t_0 = \min\{t : t \in T\} \), \( \zeta_\eta := 4 \max_{t \in T} \max(||\theta^t||^2, ||\hat{\theta^t}, \eta||^2) \), and \( \hat{\theta} := \eta((\frac{\partial \text{vec}(f_X(\theta))^T}{\partial \theta}) \frac{\partial \text{vec}(f_X(\theta)^t)}{\partial \theta} + (\frac{\partial \text{vec}(f_X(\theta))}{\partial \theta} \frac{\partial \text{vec}(f_X(\theta^t))}{\partial \theta})^T \text{vec}(Y^*) \).

For the squared loss \( \ell \), Theorem 3 implies the following for any \( T \geq 1 \); for any \( T \subseteq [T] \) such that \( \text{vec}(Y_t) \in \text{Col}(\frac{\partial \text{vec}(f_X(\theta^t))}{\partial \theta}) \) for all \( t \in T \), we have
\[
\min_{t \in [T]} \mathcal{L}(\theta^t) \leq \inf_{\theta \in \mathbb{R}^d} \mathcal{L}(\theta) + O(1/\sqrt{|T|}).
\]
This is because \( \mathcal{L}^*(Y_t) \leq \mathcal{L}(\theta) \) from equations (8) and \( \min_{t \in [T]} \mathcal{L}(\theta^t) \leq \min_{t \in T} \mathcal{L}(\theta^t) \) from \( T \subseteq [T] \).

Similarly, for the binary and multi-class cross-entropy losses, Theorem 3 implies the following for any \( T \geq 1 \); for any \( T \subseteq [T] \) such that \( \text{vec}(Y_t) \in \text{Col}(\frac{\partial \text{vec}(f_X(\theta^t))}{\partial \theta}) \) for all \( t \in T \), we have that for any \( \eta \in \mathbb{R} \),
\[
\min_{t \in [T]} \mathcal{L}(\theta^t) \leq \mathcal{L}^*(\eta Y_t) + O(\eta^2/\sqrt{|T|}).
\]
Given any desired \( \epsilon > 0 \), since \( \mathcal{L}^*(\eta Y_t) \to 0 \) as \( \eta \to \infty \), setting \( \eta \) to be sufficiently large obtains the desired \( \epsilon \) value as \( \min_{t \in T} \mathcal{L}(\theta^t) \leq \epsilon \) in equation (13) as \( \sqrt{|T|} \to \infty \).

### 3 Application to the Design of Training Framework

The results in the previous section show that the bound on the global optimality gap decreases per iteration whenever the data-architecture alignment condition holds. Using this theoretical understanding,
Algorithm 1 outlines the EE wrapper where the function $G_l$ represents a product of any matrices $M$ and $M'$. For any vector $v \in \mathbb{R}^m$, we let $\text{diag}(v) \in \mathbb{R}^{m \times m}$ be the diagonal matrix with $\text{diag}(v)_{ii} = v_i$ for $i \in [m]$. We denote by $I_m$ the $m \times m$ identity matrix.

### 3.2 Exploration-Exploitation Wrapper

In this section, we propose a new training framework with prior guarantees while learning hierarchical nonlinear representations without assuming the data-architecture alignment condition. As a result, we made significant improvements over the most closely related study on global convergence guarantees [36]. In particular, whereas the related study requires a wide layer with a width larger than $n$, our results reduce the requirement to a layer with a width larger than $\sqrt{n}$. For example, the MNIST dataset has $n = 60000$ and hence previous studies require 60000 neurons at a layer, whereas we only require $\sqrt{60000} \approx 245$ neurons at a layer. Our requirement is consistent and satisfied by the models used in practice that typically have from 256 to 1024 neurons for some layers.

We begin in Subsection 3.1 with additional notations, and then present the training framework in Subsection 3.2 and convergence analysis in Subsection 3.3. We conclude in Subsection 3.4 by providing empirical evidence to support our theory.

#### 3.1 Additional Notations

For a (deep) neural network, $f(x, \theta)$ represents the pre-activation output of the last layer of the network, and the parameter vector $\theta \in \mathbb{R}^d$ contains all the trainable parameters, including weights and bias terms of all layers. This is consistent with the notation in the previous section. We denote by $\theta_{(l)} \in \mathbb{R}^{d_l}$ the vector of all the trainable parameters at the $l$-th layer. For any pair $(l, l')$ such that $1 \leq l \leq l' \leq H$, we define $\theta_{(l,l')} = [\theta_{(1)}, \ldots, \theta_{(l')}]^T \in \mathbb{R}^{d_{l'}}$: for example, $\theta_{(1,H)} = \theta$ and $\theta_{(l,l')} = \theta_{(l)}$ if $l = l'$.

We consider a family of training algorithms that update the parameter vector $\theta$ as follows: for each $l = 1, \ldots, H$,

$$\theta_{l+1} = \theta_l - g_l, \quad g_l \sim \mathcal{G}(\theta_l, t)$$  \hspace{1cm} (14)

where the function $\mathcal{G}$ outputs a distribution over the vector $g_l$ and differs for different training algorithms. For example, for (mini-batch) stochastic gradient descent (SGD), $g_l$ represents a product of a learning rate and a stochastic gradient with respect to $\theta_l$ at the time $t$. We define $\mathcal{G} = (\mathcal{G}(1), \ldots, \mathcal{G}(H))$ to represent a training algorithm.

For an arbitrary matrix $M \in \mathbb{R}^{m \times m'}$, we let $M_{j,:}$ be its $j$-th column vector in $\mathbb{R}^m$, $M_{i,:}$ be its $i$-th row vector in $\mathbb{R}^m$, and $\text{rank}(M)$ be its matrix rank. We define $M \circ M'$ to be the Hadamard product of any matrices $M$ and $M'$. For any vector $v \in \mathbb{R}^m$, we let $\text{diag}(v) \in \mathbb{R}^{m \times m}$ be the diagonal matrix with $\text{diag}(v)_{ii} = v_i$ for $i \in [m]$. We denote by $I_m$ the $m \times m$ identity matrix.

#### 3.2 Exploration-Exploitation Wrapper

In this section, we introduce the Exploration-Exploitation (EE) wrapper $\mathcal{A}$. The EE wrapper $\mathcal{A}$ is not a stand-alone training algorithm. Instead, the EE wrapper $\mathcal{A}$ takes any training algorithm $\mathcal{G}$ as its input, and runs the algorithm $\mathcal{G}$ in a particular way to guarantee global convergence. We note that the exploration phase in the EE wrapper does not optimize the last layer, and instead it optimizes hidden layers, whereas the exploration phase optimizes all layers. The EE wrapper allows us to learn the representation $\frac{\partial f(x, \theta_l)}{\partial \theta_l}$ that differs significantly from the initial representation $\frac{\partial f(x, \theta_0)}{\partial \theta_0}$ without making assumptions on the minimum eigenvalue of the matrix $\frac{\partial \text{vec}(f_X(\theta))}{\partial \theta} (\frac{\partial \text{vec}(f_X(\theta))}{\partial \theta})^T$ by leveraging the data-architecture alignment condition.

#### 3.2.1 Main Mechanisms

Algorithm 1 outlines the EE wrapper $\mathcal{A}$. During the exploration phase in lines 3–7 of Algorithm 1, the EE wrapper $\mathcal{A}$ freely explores hierarchical nonlinear representations to be learned without any
Algorithm 1 $\mathcal{A}$: Exploration-Exploitation (EE) wrapper

1: **Inputs:** a training algorithm $\mathcal{G}$ and a base model $f$.
2: Modify the base model $f$ to the model $\tilde{f}$
3: **Exploration phase:**
4: Initialize the parameter vector $\theta^0$ of the model $f$
5: for $t = 0, 1, \ldots, \tau - 1$ do
6: $\theta^{t+1} = \theta^t - q_t^i$, $q_t^i \sim \mathcal{G}(\theta^t, t), \forall l \in [H]$
7: end for
8: **Exploitation phase:**
9: Set $\theta^\tau = \theta^{\tau-1} + \varepsilon\delta$ where $\delta \sim \mathcal{N}(0, I)$
10: Replace $\sigma_j$ by $\sigma_{R(j)}$ with $R(j) = \theta^\tau_{j,H-1,j}$
11: for $t = \tau, \tau + 1, \ldots$ do
12: $\theta^{t+1}_{(H-1)} = \theta^t_{(H-1)} - g^t$, $g^t \sim \hat{\mathcal{G}}_{(H-1)}(\theta^t, t)$
13: end for

restrictions. Then, during the exploitation phase in lines 8–12, it starts exploiting the current knowledge to ensure $\text{vec}(Y_t) \in \text{Col}(\partial f(x, \theta^t))$ for all $t$ to guarantee global convergence. The value of $\tau$ is the hyper-parameter that controls the time when it transitions from the exploration phase to the exploitation phase.

In the exploitation phase, the wrapper $\mathcal{A}$ only optimizes the parameter vector $\theta^t_{(H-1)}$ at the $(H-1)$-th hidden layer. Despite this, the EE wrapper $\mathcal{A}$ is proved to converge to global minima of all layers in $\mathbb{R}^d$. The exploitation phase still allows us to significantly change the representations as $\mathbf{M}(\theta^t) \neq \mathbf{M}(\theta^\tau)$ for $t > \tau$. This is because we optimize the hidden layers instead of the last layer without any significant over-parameterizations.

The exploitation phase uses an arbitrary optimizer $\hat{\mathcal{G}}$ with the update vector $g^t \sim \hat{\mathcal{G}}_{(H-1)}(\theta^t, t)$ with $g^t = \alpha^t\tilde{g}^t \in \mathbb{R}^{d_{H-1}}$. During the two phases, we can use the same optimizers (e.g., SGD for both $\mathcal{G}$ and $\hat{\mathcal{G}}$) or different optimizers (e.g., SGD for $\mathcal{G}$ and L-BFGS for $\hat{\mathcal{G}}$).

### 3.2.2 Model Modification

This subsection defines the details of the model modification at line 2 of Algorithm 1. Given any base network $f$, the wrapper $\mathcal{A}$ first checks whether or not the last two layers of the given network $f$ are fully connected. If not, one or two fully-connected last layers are added such that the output of the network $\tilde{f}$ can be written by $f(x, \theta) = \tilde{W}^{(H)}(x, \tilde{\sigma}(\tilde{W}^{(H-1)}(x, \theta_{(1:H-2)})))$. Here, $z(x, \theta_{(1:H-2)})$ is the output of the $(H - 2)$-th layer, and the function $z$ is arbitrary and can represent various deep networks. Moreover, $\tilde{\sigma}$ is a nonlinear activation function, and $\tilde{W}^{(H-1)}$ and $\tilde{W}^{(H)}$ are the weight matrices of the last two layers. The wrapper $\mathcal{A}$ then modifies these last two layers as follows. In the case of $m_y = 1$, the model $\hat{f}$ is modified to

$$
\hat{f}(x, \theta) = \tilde{W}^{(H)}(x, \tilde{\sigma}(\tilde{W}^{(H-1)}(x, \theta_{(1:H-2)}))),
$$

(15)

where $\tilde{W}^{(H-1)} \in \mathbb{R}^{m_H \times m_{H-1}}$ and $\tilde{W}^{(H)} \in \mathbb{R}^{m_y \times m_H}$ are the weight matrices of the last two layers. The nonlinear activation $\tilde{\sigma}$ is defined by $\tilde{\sigma}(q, q') = \tilde{\sigma}(qq') \circ (qq')$, where $\tilde{\sigma}$ is some nonlinear function. For example, we can set $\tilde{\sigma}(q) = \frac{1}{1 + e^{-c'q}}$ (sigmoid) with any hyper-parameter $c' > 0$, for which it holds that
We generalize equation (15) to the case of $m_y \geq 2$ as:

$$f(x, \theta_j) = W_j^T \sigma_j(W^{H-1,j}(x, \theta_{(1:H-2)})),$$

for $j \in [m_y]$ where $W^{(H-1,j)} \in \mathbb{R}^{m_H \times m_{H-1}}$ is the weight matrix at the $(H-1)$-th layer, and $\sigma_j = \sigma$ until line 10. At line 10, the wrapper $A$ replaces $\sigma_j$ by $\sigma_{R(j)}$ where $\sigma_{R(j)}(q, q') = \tilde{\sigma}(R(j)q') \circ (qq')$ with $R(j) = \theta'_{(H-1,j)}$ and $\theta_{(H-1,j)} = (W^{(H-1,j)})^\top$. To consider the bias term, we include the constant neuron to the output of the $(H-1)$-th layer as $z(x, \theta_{(1:H-2)}) = [\tilde{z}(x, \theta_{(1:H-2)})^\top, 1]^\top \in \mathbb{R}^{m_H-1}$ where $\tilde{z}(x, \theta_{(1:H-2)})$ is the output without the constant neuron.

### 3.3 Convergence Analysis

In this subsection, we establish global convergence of the EE wrapper $A$ without using assumptions from the previous section. Let $\tau$ be an arbitrary positive integer and $\varepsilon$ be an arbitrary positive real number. Let $(\theta')^\infty_{t=0}$ be a sequence generated by the EE wrapper $A$. We define $\tilde{L}(\theta_{(H-1)}) = \mathcal{L}(\theta'_{(1:H-2)}, \theta_{(H-1)}, \theta_{(H)}')$ and $B_{\varepsilon} = \min_{\theta_{(H-1)} \in \Theta_{\varepsilon}} \|\theta_{(H-1)} - \theta'_{(H-1)}\|$ where $\Theta_{\varepsilon} = \arg\min_{\theta_{(H-1)}} \max(\tilde{L}(\theta_{(H-1)}), \varepsilon)$ for any $\varepsilon \geq 0$.

#### 3.3.1 Safe-exploration Condition

The mathematical analysis in this section relies on the safe-exploration condition, which is what allows us to safely explore deep nonlinear representations in the exploration phase without getting stuck in the states of $\text{vec}(Y_t) \notin \text{Col}(\frac{\partial}{\partial \text{vec}(x(\theta'))})$. The safe-exploration condition is verifiable, time-independent, data-dependent and architecture-dependent. The verifiability and time-independence makes the assumption strong enough to provide prior guarantees before training. The data-dependence and architecture-dependence make the assumption weak enough to be applicable for a wide range of practical settings.

For any $q \in \mathbb{R}^{m_{H-1} \times m_H}$, we define the matrix-valued function $\phi(q, \theta_{(1:H-2)}) \in \mathbb{R}^{n \times m_H m_{H-1}}$ by

$$\phi(q, \theta_{(1:H-2)}) = \begin{bmatrix}
\tilde{\sigma}(z_1^T q_{11})z_1^T & \cdots & \tilde{\sigma}(z_1^T q_{1m_H})z_1^T \\
\vdots & \ddots & \vdots \\
\tilde{\sigma}(z_n^T q_{n1})z_n^T & \cdots & \tilde{\sigma}(z_n^T q_{n,m_H})z_n^T 
\end{bmatrix},$$

where $z_i = z(x_i, \theta_{(1:H-2)}) \in \mathbb{R}^{m_{H-1}}$ and $\tilde{\sigma}(z_i^T q_{ik})z_i^T \in \mathbb{R}^{1 \times m_{H-1}}$ for all $i \in [n]$ and $k \in [m_H]$. Using this function, the safe-exploration condition is formally stated as:

**Assumption 4.** (Safe-exploration condition) There exist a $q \in \mathbb{R}^{m_{H-1} \times m_H}$ and a $\theta_{(1:H-2)} \in \mathbb{R}^{d_{1:H-2}}$ such that $\text{rank}(\phi(q, \theta_{(1:H-2)})) = n$.

The safe-exploration condition asks for only the existence of one parameter vector in the network architecture such that $\text{rank}(\phi(q, \theta_{(1:H-2)})) = n$. It is not about the training trajectory $(\theta')_c$. Since the matrix $\phi(q, \theta_{(1:H-2)})$ is of size $n \times m_H m_{H-1}$, the safe-exploration condition does not require any wide layer of size $m_H \geq n$ or $m_{H-1} \geq n$. Instead, it requires a layer of size $m_H m_{H-1} \geq n$. This is a significant improvement over the most closely related study [36] where the wide layer of size $m_H \geq n$ was required. Note that having $m_H m_{H-1} \geq n$ does not imply the safe-exploration condition. Instead,
We also use the following assumptions:

**Assumption 5.** For any \( i \in [n] \), the function \( \ell_i : q \mapsto \ell(q, y_i) \) is differentiable, and \( \| \nabla \ell_i(q) - \nabla \ell_i(q') \| \leq L_\ell \| q - q' \| \) for all \( q, q' \in \mathbb{R} \).

**Assumption 6.** For each \( i \in [n] \), the functions \( \theta_{(1:H-2)} \mapsto z(x_i, \theta_{(1:H-2)}) \) and \( q \mapsto \sigma(q) \) are real analytic.

Assumption 5 is satisfied by using standard loss functions such as the squared loss \( \ell(q, y) = \| q - y \|^2 \) and cross entropy loss \( \ell(q, y) = -\sum y_k \log \frac{\exp(q_k)}{\sum y'_k \exp(q'_k)} \). The assumptions of the invexity and convexity of the function \( q \mapsto \ell(q, y_i) \) in Subsections 3.3.3–3.3.4 also hold for these standard loss functions. Using \( L_\ell \) in Assumption 5, we define \( L = \frac{L_\ell}{n} \| Z \|^2 \) where \( Z \in \mathbb{R}^n \) is defined by \( Z_i = \max_{j \in [m_i]} \| \text{diag}(\theta_{(H,j)}^{(i)}) \otimes I_{m_{H-1}}(\phi(\theta_{(H,j-1)}^{(i)}, \theta_{(1:H-2)}^{(i)})) \|_1 \) with \( \theta_{(H,j)} = (W_{H,j}^T)^T \).

Assumption 6 is satisfied by using any analytic activation function such as sigmoid, hyperbolic tangents and softplus activations \( q \mapsto \ln(1 + \exp(q))/\varsigma \) with any hyperparameter \( \varsigma > 0 \). This is because a composition of real analytic functions is real analytic and the following are all real analytic functions in \( \theta_{(1:H-2)} \): the convolution, affine map, average pooling, skip connection, and batch normalization. Therefore, the assumptions can be satisfied by using a wide range of machine learning models, including deep neural networks with convolution, skip connection, and batch normalization. Moreover, the softplus activation can approximate the ReLU activation for any desired accuracy: i.e., \( \ln(1 + \exp(q))/\varsigma \rightarrow \text{relu}(q) \) as \( \varsigma \rightarrow \infty \), where relu represents the ReLU activation.

### 3.3.3 Global Optimality at the Limit Point

The following theorem proves the global optimality at limit points of the EE wrapper with a wide range of optimizers, including gradient descent and modified Newton methods:

**Theorem 4.** Suppose Assumptions 4–6 hold and that the function \( \ell_i : q \mapsto \ell(q, y_i) \) is invex for any \( i \in [n] \). Assume that there exist \( \bar{c}, \underline{c} > 0 \) such that \( \underline{c} \| \nabla \mathcal{L}(\theta_{(H-1)}^t) \|^2 \leq \nabla \mathcal{L}(\theta_{(H-1)}^t)^T \hat{g}_t \) and \( \| \hat{g}_t \|^2 \leq \bar{c} \| \nabla \mathcal{L}(\theta_{(H-1)}^t) \|^2 \) for any \( t \geq \tau \). Assume that the learning rate sequence \( (\alpha^t)_{t \geq \tau} \) satisfies either (i) \( \epsilon < \alpha^t \leq \frac{\epsilon(2-\epsilon)}{L_c^2} \) for some \( \epsilon > 0 \), or (ii) \( \lim_{t \to \infty} \alpha^t = 0 \) and \( \sum_{t = 1}^{\infty} \alpha^t = \infty \). Then with probability one, every limit point \( \hat{\theta} \) of the sequence \( (\theta^t) \) is a global minimum of \( \mathcal{L} \) as \( \mathcal{L}(\hat{\theta}) \leq \mathcal{L}(\theta) \) for all \( \theta \in \mathbb{R}^d \).

### 3.3.4 Global Optimality Gap at Each Iteration

We now present global convergence guarantees of the EE wrapper \( A \) with gradient descent and SGD:

**Theorem 5.** Suppose Assumptions 4–6 hold and that the function \( \ell_i : q \mapsto \ell(q, y_i) \) is convex for any \( i \in [n] \). Then, with probability one, the following two statements hold:

(i) (Gradient descent) if \( \hat{g}_t = \nabla \mathcal{L}(\theta_{(H-1)}^t) \) and \( \alpha_t = \frac{1}{L} \) for \( t \geq \tau \), then for any \( \epsilon \geq 0 \) and \( t > \tau \),

\[
\mathcal{L}(\theta^t) \leq \inf_{\theta \in \mathbb{R}^d} \max(\mathcal{L}(\theta), \epsilon) + \frac{B_2^2 L}{2(t - \tau)}.
\]
(ii) (SGD) if \( \mathbb{E}[\tilde{g}^t|\theta^t] = \nabla \hat{L}(\theta^t_{(H-1)}) \) (almost surely) with \( \mathbb{E}[\|\tilde{g}^t\|^2] \leq G^2 \), and if \( \alpha_t \geq 0 \), \( \sum_{t=\tau}^{\infty} \alpha_t^2 < \infty \) and \( \sum_{t=\tau}^{\infty} \alpha_t = \infty \) for \( t \geq \tau \), then for any \( \epsilon \geq 0 \) and \( t > \tau \),

\[
\mathbb{E}[\mathcal{L}(\theta^*)] \leq \inf_{\theta \in \mathbb{R}^d} \max(\mathcal{L}(\theta), \epsilon) + \frac{B^2 + G^2 \sum_{k=\tau}^{t} \alpha_k^2}{2 \sum_{k=\tau}^{t} \alpha_k}
\]

where \( t^* = \arg\min_{k \in \{\tau, \tau+1, \ldots, t\}} \mathcal{L}(\theta^k) \).

In Theorem 5 (ii), with \( \alpha_t \sim O(1/\sqrt{t}) \), the optimality gap becomes

\[
\mathbb{E}[\mathcal{L}(\theta^*)] - \inf_{\theta \in \mathbb{R}^d} \max(\mathcal{L}(\theta), \epsilon) = \tilde{O}(1/\sqrt{t}).
\]

### 3.4 Experiments

This section presents empirical evidence to support our theory and what is predicted by a well-known hypothesis. We note that there is no related work or algorithm that can guarantee global convergence in the setting of our experiments where the model has convolutions, skip connections, and batch normalizations without any wide layer (of the width larger than \( n \)). Moreover, unlike any previous studies that propose new methods, our training framework works by modifying any given method.

#### 3.4.1 Sine Wave Dataset

We have seen in Subsection 2.2 that gradient descent gets stuck at sub-optimal points for the sine wave dataset. Using the same setting as that in Subsection 2.2 with \( \varepsilon = 0.01 \), \( \tau = 2000 \), and \( \tilde{G} = G \), we confirm in Figure 2 that the EE wrapper \( \mathcal{A} \) can modify gradient descent to avoid sub-optimal points and converge to global minima as predicted by our theory. Figure 3 shows the value of the change of the gradient representation, \( \|\mathbf{M}(\theta^T) - \mathbf{M}(\theta^0)\|^2_F \), for each time step \( T \). As it can be seen, the values of \( \|\mathbf{M}(\theta^T) - \mathbf{M}(\theta^0)\|^2_F \) are large for both methods. Notably, the EE wrapper \( \mathcal{A} \) of the base case significantly increases the value of \( \|\mathbf{M}(\theta^T) - \mathbf{M}(\theta^0)\|^2_F \) even in the exploitation phase after \( \tau = 2000 \) as we are optimizing the hidden layer. See Appendix B for more details of the experiments for the sine wave dataset.

![Figure 2: Training errors for three random trials](image)

![Figure 3: Changes of the representations](image)
3.4.2 Image datasets

The standard convolutional ResNet with 18 layers [37] is used as the base model \( \tilde{f} \). We use ResNet-18 for the illustration of our theory because it is used in practice and it has convolution, skip connections, and batch normalization without any width larger than the number of data points. This setting is not covered by any of the previous theories for global convergence. We set the activation to be the softplus function \( q \mapsto \ln(1 + \exp(\varsigma q))/\varsigma \) with \( \varsigma = 100 \) for all layers of the base ResNet. This approximates the ReLU activation well, as shown in Appendix C. We employ the cross-entropy loss and \( \tilde{\sigma}(q) = \frac{1}{1 + e^{-q}} \). We use a standard algorithm, SGD, with its standard hyper-parameter setting for the training algorithm \( \mathcal{G} \) with \( \mathcal{G} = \mathcal{G}^\dagger \): i.e., we let the mini-batch size be 64, the weight decay rate be \( 10^{-5} \), the momentum coefficient be 0.9, the learning rate be \( \alpha_t = 0.1 \), the last epoch \( \hat{T} \) be 200 (with data augmentation) and 100 (without data augmentation). The hyper-parameters \( \varepsilon \) and \( \tau = \tau_0 \hat{T} \) were selected from \( \varepsilon \in \{10^{-3}, 10^{-5}\} \) and \( \tau_0 \in \{0.4, 0.6, 0.8\} \) by only using training data. That is, we randomly divided each training data (100%) into a smaller training data (80%) and a validation data (20%) for a grid search over the hyper-parameters. See Appendix B for the results of the grid search and details of the experimental setting. This standard setting satisfies Assumptions 5–6, leaving Assumption 4 to be verified.

Verification of Assumption 4. Table 2 summarizes the verification results of the safe-exploration condition. Because the condition only requires an existence of a pair \((\theta, q)\) satisfying the condition, we

Table 2: Verification of the safe-exploration condition (Assumption 4) with \( m_H = \lceil 2(n/m_{H-1}) \rceil \) where \( n \) is the number of training data, \( m_H \) is the width of the last hidden layer, and \( m_{H-1} \) is the width of the penultimate hidden layer.

| Dataset | \( n \) | \( m_{H-1} \) | \( m_H \) | Assumption 4 |
|---------|-------|-------------|---------|-------------|
| MNIST   | 60000 | 513         | 234     | Verified    |
| CIFAR-10| 50000 | 513         | 195     | Verified    |
| CIFAR-100| 50000 | 513         | 195     | Verified    |
| Semeion | 1000  | 513         | 4       | Verified    |
| KMNIST  | 60000 | 513         | 234     | Verified    |
| SVHN    | 73257 | 513         | 286     | Verified    |

Table 3: Test errors (%) with data augmentation.

| Dataset | Standard | \( \mathcal{A}(\text{Standard}) \) |
|---------|----------|-----------------|
| MNIST   | 0.40 (0.05) | 0.30 (0.05) |
| CIFAR-10| 7.80 (0.50) | 7.14 (0.12) |
| CIFAR-100| 32.26 (0.15) | 28.38 (0.42) |
| Semeion | 2.59 (0.57) | 2.56 (0.55) |
| KMNIST  | 1.48 (0.07) | 1.36 (0.11) |
| SVHN    | 4.67 (0.05) | 4.43 (0.11) |

Table 4: Test errors (%) without data augmentation.

| Dataset | Standard | \( \mathcal{A}(\text{Standard}) \) |
|---------|----------|-----------------|
| MNIST   | 0.52 (0.16) | 0.49 (0.02) |
| CIFAR-10| 15.15 (0.87) | 14.56 (0.38) |
| CIFAR-100| 54.99 (2.29) | 46.13 (1.80) |
verified it by using a randomly sampled $q$ from the standard normal distribution and a $\theta$ returned by a common initialization scheme [38]. As $m_{H-1} = 513$ (512 + the constant neuron for the bias term) for the standard ResNet, we set $m_H = \lceil 2(n/m_{H-1}) \rceil$ throughout all the experiments with the ResNet. For each dataset, the rank condition was verified twice by the two standard methods: one from [39] and another from [40].

**Test Performance.** One well-known hypothesis is that the success of deep-learning methods partially comes from its ability to automatically learn deep nonlinear representations suitable for making accurate predictions (e.g., [41]). As the EE wrapper $A$ keeps this ability of representation learning, the hypothesis suggests that the test performance of the EE wrapper $A$ of a standard method is approximately comparable with that of the standard method. Unlike typical experimental studies, our objective here is to confirm this prediction, instead of showing improvements over a previous method. We empirically confirmed the prediction in Tables 3 and 4 where the numbers indicate the mean test errors (and standard deviations are in parentheses) over five random trials. As expected, the values of $\|M(\hat{\theta}) - M(\theta_0)\|^2_2$ were also large: e.g., $4.64 \times 10^{12}$ for the standard method and $3.43 \times 10^{12}$ for the wrapper $A$ of the method with Semeion dataset.

**Training Behavior.** Figure 4 shows that the EE wrapper $A$ can improve training loss values of the standard SGD algorithm in the exploitation phase without changing its hyper-parameters because $\tilde{G} = G$ in these experiments. In the figure, the plotted lines indicate the mean values over five random trials and the shaded regions show error bars with one standard deviation.

**Computational Time.** The EE wrapper $A$ runs the standard SGD $G$ in the exploration phase and the SGD $\tilde{G} = G$ only on the subset of the weights $\theta_{(H-1)}$ in the exploitation phase. Thus, the computational time of the EE wrapper $A$ is similar to that of the SGD in the exploration phase, and it tends to be faster than the SGD in the exploitation phase. To confirm this, we measure computational time with Semeion and CIFAR-10 datasets under the same computational resources (e.g., without running other jobs in parallel) in a local workstation for each method. The mean wall-clock time (in seconds) over five random trials is summarised in Table 5, where the numbers in parentheses are standard deviations. It shows that the EE wrapper $A$ is slightly faster than the standard method, as expected.

**Effect of Learning Rate and Optimizer.** We also conducted experiments on the effects of learning rates and optimizers using MNIST dataset with data-augmentation. Using the best learning rate from
Table 5: Total wall-clock time in a local GPU workstation

| Dataset   | Standard       | \( A(\text{Standard}) \) |
|-----------|----------------|--------------------------|
| Semeion   | 364.60 (0.94)  | 356.82 (0.67)            |
| CIFAR-10  | 3616.92 (10.57)| 3604.5 (6.80)            |

Table 6: Test errors (%) of \( A(\text{Standard}) \) with \( \tilde{G} = \text{L-BFGS} \).

(a) with data augmentation

| \( \varepsilon \) | \( \tau_0 \) | 0.4 | 0.6 | 0.8 |
|-------------------|------------|-----|-----|-----|
| \( 10^{-3} \)     |            | 0.26| 0.38| 0.37|
| \( 10^{-5} \)     |            | 0.37| 0.32| 0.37|

(b) without data augmentation

| \( \varepsilon \) | \( \tau_0 \) | 0.4 | 0.6 | 0.8 |
|-------------------|------------|-----|-----|-----|
| \( 10^{-3} \)     |            | 0.36| 0.43| 0.42|
| \( 10^{-5} \)     |            | 0.42| 0.35| 0.35|

\{0.2, 0.1, 0.01, 0.001\} for each method (with \( \tilde{G} = G = \text{SGD} \)), the mean test errors (%) over five random trials were 0.33 (0.03) for the standard base method, and 0.27 (0.03) for the \( A \) wrapper of the standard base method (the numbers in parentheses are standard deviations). Moreover, Table 6 reports the preliminary results on the effect of optimizers with \( \tilde{G} \) being set to Limited-memory Broyden–Fletcher–Goldfarb–Shanno algorithm (L-BFGS) (with \( G = \text{the standard SGD} \)). By comparing Tables 3 and 6, we can see that using a different optimizer in the exploitation phase can potentially lead to performance improvements. A comprehensive study of this phenomena is left to future work.

4 Conclusion

Despite the nonlinearity of the dynamics and the non-invexity of the objective, we have rigorously proved convergence of training dynamics to global minima for nonlinear representation learning. Our results apply to a wide range of machine learning models, allowing both under-parameterization and over-parameterization. For example, our results are applicable to the case where the minimum eigenvalue of the matrix \( \frac{\partial}{\partial \theta} \text{vec}(f_x(\theta_t)) \right( \frac{\partial}{\partial \theta} \text{vec}(f_x(\theta_t)) \right)^\top \) is zero for all \( t \geq 0 \). Under the common model structure assumption, models that cannot achieve zero error for all datasets (except some ‘good’ datasets) are shown to achieve global optimality with zero error exactly when the dynamics satisfy the data-architecture alignment condition. Our results provide guidance for choosing and designing model structure and algorithms via the common model structure assumption and data-architecture alignment condition.

The key limitation in our analysis is the differentiability of the function \( f \). For multilayer perceptron models, this is satisfied by using standard activation functions, such as softplus, sigmoid, and hyperbolic tangents. Whereas softplus can approximate ReLU arbitrarily well, the direct treatment of ReLU in nonlinear representation learning is left to future work.

Our theoretical results and numerical observations uncover novel mathematical properties and provide a basis for future work. For example, we have shown global convergence under the data-architecture alignment condition \( \text{vec}(Y_\ell) \in \text{Col}(\frac{\partial}{\partial \theta} \text{vec}(f_x(\theta_t))) \). The EE wrapper \( A \) is only one way to ensure this condition. There are many other ways to ensure the data-architecture alignment condition and each way can result in a new algorithm with guarantees.
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Appendix

Appendix A  Proofs

In Appendix A, we present the proofs of all the theoretical results. We show the proofs of Theorem 2 in Appendix A.2, Theorem 3 in Appendix A.3, Proposition 1 in Appendix A.4, Theorem 4 in Appendix A.5, and Theorem 5 in Appendix A.6. We also provide a proof idea of Theorem 2 in the beginning of Appendix A.2. Before starting our proofs, we introduce the additional notations used in the proofs. We define

\[ f_i(\theta) = f(x_i, \theta), \quad \ell_i(q) = \ell_i(q, y_i), \quad \ell_i(q, y_i) \]

and \([k', k] = \{k', k' + 1, \ldots, k\}\) for any \(k, k' \in \mathbb{N}^+\) with \(k > k'\). Given a scalar-valued variable \(a \in \mathbb{R}\) and a matrix \(M \in \mathbb{R}^{m \times m'}\), we define

\[
\frac{\partial a}{\partial M} = \begin{bmatrix}
\frac{\partial a}{\partial M_{11}} & \cdots & \frac{\partial a}{\partial M_{1m'}} \\
\vdots & \ddots & \vdots \\
\frac{\partial a}{\partial M_{m1}} & \cdots & \frac{\partial a}{\partial M_{mm'}}
\end{bmatrix} \in \mathbb{R}^{m \times m'},
\] (19)

where \(M_{ij}\) represents the \((i, j)\)-th entry of the matrix \(M\). Similarly, given a vector-valued variable \(a \in \mathbb{R}^m\) and a column vector \(b \in \mathbb{R}^{m'}\), we let

\[
\frac{\partial a}{\partial b} = \begin{bmatrix}
\frac{\partial a_1}{\partial b_1} & \cdots & \frac{\partial a_m}{\partial b_1} \\
\vdots & \ddots & \vdots \\
\frac{\partial a_1}{\partial b_{m'}} & \cdots & \frac{\partial a_m}{\partial b_{m'}}
\end{bmatrix} \in \mathbb{R}^{m \times m'},
\] (20)

where \(b_i\) represents the \(i\)-th entry of the column vector \(b\). Given a vector-valued variable \(a \in \mathbb{R}^m\) and a row vector \(b \in \mathbb{R}^{1 \times m}\), we write

\[
\frac{\partial a}{\partial b}^{\top} = \begin{bmatrix}
\frac{\partial a_1}{\partial b_{11}} & \cdots & \frac{\partial a_m}{\partial b_{11}} \\
\vdots & \ddots & \vdots \\
\frac{\partial a_1}{\partial b_{1m'}} & \cdots & \frac{\partial a_m}{\partial b_{1m'}}
\end{bmatrix} \in \mathbb{R}^{m \times m'},
\] (21)

where \(b_{1i}\) represents the \(i\)-th entry of the row vector \(b\). Given a function \(a : v \mapsto a(v)\), we define

\[
\partial a(\bar{v}) = \left. \frac{\partial a(v)}{\partial v} \right|_{v=\bar{v}}
\]

For completeness, we also recall the standard definition of the Kronecker product of two matrices: for matrices \(M \in \mathbb{R}^{m_M \times m_M}\) and \(\bar{M} \in \mathbb{R}^{m_M' \times m_M'}\),

\[
M \otimes \bar{M} = \begin{bmatrix}
M_{11} \bar{M} & \cdots & M_{1m_M'} \bar{M} \\
\vdots & \ddots & \vdots \\
M_{m_M1} \bar{M} & \cdots & M_{m_Mm_M'} \bar{M}
\end{bmatrix} \in \mathbb{R}^{m_M m_M' \times m_M m_M'}.
\] (22)

A.1  Proof of Theorem 1

The formal version of Theorem 1 is the combination of Theorem 2, Theorem 3, and Proposition 1, which are proved in Appendix A.2, Appendix A.3, and Appendix A.4.
A.2 Proof of Theorem 2

We begin with a proof idea of Theorem 2. We first relate the value of $\mathcal{L}(\theta)$ and that of $\|\nabla \mathcal{L}(\theta)\|$ in the way that if $\|\nabla \mathcal{L}(\theta)\| = 0$, then the value of $\mathcal{L}(\theta)$ is bounded from above by $\mathcal{L}_\phi(\beta)$ for any $\theta, \beta \in \mathbb{R}^d$. This is a key lemma — Lemma 1. This lemma implies that since every limit point achieves $\|\nabla \mathcal{L}(\theta)\| = 0$, the value of $\mathcal{L}(\theta)$ has the upper bound of $\mathcal{L}_\phi(\beta)$ at every limit point $\theta \in \mathbb{R}^d$. Then, another key observation is that the upper bound $\mathcal{L}_\phi(\beta)$ on $\mathcal{L}(\theta)$ can be replaced by $\mathcal{L}^*(\eta Y^*)$ for any $\eta \in \mathbb{R}$ if vec$(Y^*) \in \text{Col}(\frac{\partial}{\partial \text{vec}(f_X(\theta \tau))})$. Here, the condition of vec$(Y^*) \in \text{Col}(\frac{\partial}{\partial \text{vec}(f_X(\theta \tau))})$ is crucial and used to ensure the quality of the upper bound $\mathcal{L}_\phi(\beta)$.

To prove Theorem 2, we first prove the following key lemma that relates the value of $\mathcal{L}(\theta)$ and that of $\|\nabla \mathcal{L}(\theta)\|$: Lemma 1. Assume that the function $\ell_i: q \mapsto \ell(q, y_i) \in \mathbb{R}_{\geq 0}$ is differentiable and convex for every $i \in \{1, \ldots, n\}$. Let $\theta$ be any differentiable point such that $f_i: \theta \mapsto f(x_i, \theta)$ is differentiable at $\theta$ for every $i \in \{1, \ldots, n\}$. Then, for any $\beta \in \mathbb{R}^d$,

$$\mathcal{L}(\theta) \leq \mathcal{L}_\phi(\beta) + \|\nu(\theta) - \beta\|_2\|\nabla \mathcal{L}(\theta)\|_2.$$  \hfill (23)

where

$$\mathcal{L}_\phi(\beta) = \frac{1}{n} \sum_{i=1}^{n} \ell \left( f_\theta(x_i, \beta), y_i \right),$$  \hfill (24)

and

$$f_\theta(x, \beta) = \sum_{k=1}^{d} \beta_k \frac{\partial f(x, \theta)}{\partial \theta_k}.$$  \hfill (25)

Proof of Lemma 1. Let $\theta$ be any differentiable point such that $f_i: \theta \mapsto f(x_i, \theta)$ is differentiable at $\theta$ for every $i \in \{1, \ldots, n\}$. Then, for any $\beta \in \mathbb{R}^d$,

$$\mathcal{L}_\phi(\beta) = \frac{1}{n} \sum_{i=1}^{n} \ell_i \left( f_\theta(x_i, \beta) \right)$$  \hfill (26)

$$= \frac{1}{n} \sum_{i=1}^{n} \ell_i \left( f_\theta(x_i, \beta) + f_\theta(x_i, \beta) - f_i(\theta) \right)$$  \hfill (27)

$$\geq \frac{1}{n} \sum_{i=1}^{n} \left[ \ell_i \left( f_\theta(\theta) \right) + \partial \ell_i \left( f_\theta(\theta) \right) (f_\theta(x_i, \beta) - f_i(\theta)) \right]$$  \hfill (28)

$$= \mathcal{L}(\theta) + \frac{1}{n} \sum_{i=1}^{n} \partial \ell_i \left( f_\theta(\theta) \right) (f_\theta(x_i, \beta) - f_i(\theta))$$  \hfill (29)

where the third line follows from the differentiability and and convexity of $\ell_i$. From Assumption 1, we have that

$$f_i(\theta) = \sum_{k=1}^{d} \nu(\theta)_k \frac{\partial f(x_i, \theta)}{\partial \theta_k},$$  \hfill (30)
where \( \nu(\theta)_k = \theta_k \) for all \( k \in S \) in Assumption 1 and \( \nu(\theta)_k = 0 \) for all \( k \notin S \). Combining these,

\[
\mathcal{L}_\theta(\beta) \geq \mathcal{L}(\theta) + \frac{1}{n} \sum_{i=1}^{n} \partial \ell_i(f_i(\theta))(f_\theta(x_i, \beta) - f_i(\theta)) \\
= \mathcal{L}(\theta) + \frac{1}{n} \sum_{i=1}^{n} \partial \ell_i(f_i(\theta)) \left( \sum_{k=1}^{d} \beta_k \frac{\partial f(x_i, \theta)}{\partial \theta_k} - \sum_{k=1}^{d} \nu(\theta)_k \frac{\partial f(x_i, \theta)}{\partial \theta_k} \right) \\
= \mathcal{L}(\theta) + \frac{1}{n} \sum_{i=1}^{n} \partial \ell_i(f_i(\theta)) \left( \sum_{k=1}^{d} (\beta_k - \nu(\theta)_k) \frac{\partial f(x_i, \theta)}{\partial \theta_k} \right) \\
= \mathcal{L}(\theta) + \sum_{k=1}^{d} (\beta_k - \nu(\theta)_k) \left( \frac{1}{n} \sum_{i=1}^{n} \partial \ell_i(f_i(\theta)) \frac{\partial f(x_i, \theta)}{\partial \theta_k} \right)
\]

By noticing that \( \nabla_{\theta_k} \mathcal{L}(\theta) = \frac{1}{n} \sum_{i=1}^{n} \partial \ell_i(f_i(\theta)) \frac{\partial f(x_i, \theta)}{\partial \theta_k} \), this implies that

\[
\mathcal{L}(\theta) \leq \mathcal{L}(\theta) + \sum_{k=1}^{d} (\beta_k - \nu(\theta)_k) \nabla_{\theta_k} \mathcal{L}(\theta) \\
= \mathcal{L}(\theta) + (\nu(\theta) - \beta)^\top \nabla \mathcal{L}(\theta) \\
\leq \mathcal{L}(\theta) + \|\nu(\theta) - \beta\|_2 \|\nabla \mathcal{L}(\theta)\|_2.
\]

We also utilize the following lemma, which is a slightly modified version of a well-known fact:

**Lemma 2.** For any differentiable function \( \varphi : \text{dom}(\varphi) \to \mathbb{R} \) with an open convex domain \( \text{dom}(\varphi) \subseteq \mathbb{R}^{d_x} \), if \( \|\nabla \varphi(z') - \nabla \varphi(z)\| \leq L_\varphi \|z' - z\| \) for all \( z, z' \in \text{dom}(\varphi) \), then

\[
\varphi(z') \leq \varphi(z) + \nabla \varphi(z)^\top (z' - z) + \frac{L_\varphi}{2} \|z' - z\|^2 \quad \text{for all } z, z' \in \text{dom}(\varphi).
\]

**Proof of Lemma 2.** Fix \( z, z' \in \text{dom}(\varphi) \subseteq \mathbb{R}^{d_x} \). Since \( \text{dom}(\varphi) \) is a convex set, \( z + t(z' - z) \in \text{dom}(\varphi) \) for all \( t \in [0, 1] \). Since \( \text{dom}(\varphi) \) is open, there exists \( \epsilon > 0 \) such that \( z + (1 + \epsilon')(z' - z) \in \text{dom}(\varphi) \) and \( z + (0 - \epsilon')(z' - z) \in \text{dom}(\varphi) \) for all \( \epsilon' \leq \epsilon \). Fix \( \epsilon > 0 \) to be such a number. Combining these, \( z + t(z' - z) \in \text{dom}(\varphi) \) for all \( t \in [0 - \epsilon, 1 + \epsilon] \).

Accordingly, we can define a function \( \tilde{\varphi} : [0 - \epsilon, 1 + \epsilon] \to \mathbb{R} \) by \( \tilde{\varphi}(t) = \varphi(z + t(z' - z)) \). Then, \( \tilde{\varphi}(1) = \varphi(z') \), \( \tilde{\varphi}(0) = \varphi(z) \), and \( \nabla \tilde{\varphi}(t) = \nabla \varphi(z + t(z' - z))^\top (z' - z) \) for \( t \in [0, 1] \subset (0 - \epsilon, 1 + \epsilon) \). Since \( \|\nabla \varphi(z') - \nabla \varphi(z)\| \leq L_\varphi \|z' - z\| \),

\[
\|\nabla \tilde{\varphi}(t') - \nabla \tilde{\varphi}(t)\| = \|\nabla \varphi(z + t'(z' - z)) - \nabla \varphi(z + t(z' - z))\| \leq L_\varphi \|z' - z\| \|t' - t\| \\
\leq L_\varphi \|z' - z\|^2 \|t' - t\|.
\]

Thus, \( \nabla \tilde{\varphi} : [0, 1] \to \mathbb{R} \) is Lipschitz continuous with the Lipschitz constant \( L_\varphi \|z' - z\|^2 \), and hence \( \nabla \tilde{\varphi} \) is continuous.
By using the fundamental theorem of calculus with the continuous function $\nabla \varphi : [0, 1] \to \mathbb{R}$,

$$
\varphi(z') = \varphi(z) + \int_0^1 \nabla \varphi(z + t(z' - z))\,dt
$$

(43)

$$
= \varphi(z) + \nabla \varphi(z)^\top (z' - z) + \int_0^1 [\nabla \varphi(z + t(z' - z)) - \nabla \varphi(z)](z' - z)dt
$$

(44)

$$
\leq \varphi(z) + \nabla \varphi(z)^\top (z' - z) + \int_0^1 \|\nabla \varphi(z + t(z' - z)) - \nabla \varphi(z)\|\|z' - z\|dt
$$

(45)

$$
\leq \varphi(z) + \nabla \varphi(z)^\top (z' - z) + \int_0^1 tL\|z' - z\|^2 dt
$$

(46)

$$
= \varphi(z) + \nabla \varphi(z)^\top (z' - z) + \frac{L\epsilon}{2}\|z' - z\|^2.
$$

(47)

With Lemmas 1 and 2, we are now ready to complete the proof of Theorem 2:

**Proof of Theorem 2.** The function $\mathcal{L}$ is differentiable since $\ell_i$ is differentiable, $\theta \mapsto f(x_i, \theta)$ is differentiable, and a composition of differentiable functions is differentiable. We will first show that in both cases of (i) and (ii) for the learning rates, we have $\lim_{t \to \infty} \nabla \mathcal{L}(\theta^t) = 0$. If $\nabla \mathcal{L}(\theta^t) = 0$ at any $t \geq 0$, then Assumption 2 ($\|\bar{g}^t\|_2^2 \leq c\|
abla \mathcal{L}(\theta^t)\|_2^2$) implies $\bar{g}^t = 0$, which implies

$$
\theta^{t+1} = \theta^t \text{ and } \nabla \mathcal{L}(\theta^{t+1}) = \nabla \mathcal{L}(\theta^t) = 0.
$$

This means that if $\nabla \mathcal{L}(\theta^t) = 0$ at any $t \geq 0$, we have that $\bar{g}^t = 0$ and $\nabla \mathcal{L}(\theta^t) = 0$ for all $t \geq 0$ and hence

$$
\lim_{t \to \infty} \nabla \mathcal{L}(\theta^t) = 0,
$$

(48)

as desired. Therefore, we now focus on the remaining scenario where $\nabla \mathcal{L}(\theta^t) \neq 0$ for all $t \geq 0$.

By using Lemma 2,

$$
\mathcal{L}(\theta^{t+1}) \leq \mathcal{L}(\theta^t) - \alpha^t \nabla \mathcal{L}(\theta^t)^\top \bar{g}^t + \frac{L(\alpha^t)^2}{2}\|\bar{g}^t\|^2.
$$

By rearranging and using Assumption 2,

$$
\mathcal{L}(\theta^t) - \mathcal{L}(\theta^{t+1}) \geq \alpha^t \nabla \mathcal{L}(\theta^t)^\top \bar{g}^t - \frac{L(\alpha^t)^2}{2}\|\bar{g}^t\|^2
$$

(49)

$$
\geq \alpha^t c\|
abla \mathcal{L}(\theta^t)\|^2 - \frac{L(\alpha^t)^2}{2}c\|
abla \mathcal{L}(\theta^t)\|^2.
$$

(50)

By simplifying the right-hand-side,

$$
\mathcal{L}(\theta^t) - \mathcal{L}(\theta^{t+1}) \geq \alpha^t\|
abla \mathcal{L}(\theta^t)\|^2(c - \frac{L\alpha^t}{2c}).
$$

(51)

Let us now focus on case (i). Then, using $\alpha^t \leq \frac{c(2-\epsilon)}{Lc}$,

$$
\frac{L\alpha^t}{2c} \leq \frac{Lc(2-\epsilon)}{2Lc} = \frac{c - \epsilon}{2c} = \frac{\epsilon}{2c}.
$$
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Using this inequality and using \( \epsilon \leq \alpha^t \) in equation (51),
\[
\mathcal{L}(\theta^t) - \mathcal{L}(\theta^{t+1}) \geq \frac{\epsilon^2}{2} \|\nabla \mathcal{L}(\theta^t)\|^2.
\] (52)

Since \( \nabla \mathcal{L}(\theta^t) \neq 0 \) for any \( t \geq 0 \) (see above) and \( \epsilon > 0 \), this means that the sequence \( \mathcal{L}(\theta^t) \) is monotonically decreasing. Since \( \mathcal{L}(n) \geq 0 \) for any \( n \) in its domain, this implies that the sequence \( \mathcal{L}(\theta^t) \) converges. Therefore, \( \mathcal{L}(\theta^t) - \mathcal{L}(\theta^{t+1}) \rightarrow 0 \) as \( t \rightarrow \infty \). Using equation (52), this implies that
\[
\lim_{t \rightarrow \infty} \nabla \mathcal{L}(\theta^t) = 0,
\]
which proves the desired result for the case (i).

We now focus on the case (ii). Then, we still have equation (51). Since \( \lim_{t \rightarrow \infty} \alpha^t = 0 \) in equation (51), the first order term in \( \alpha^t \) dominates after sufficiently large \( t \): i.e., there exists \( t \geq 0 \) such that for any \( t \geq t^*, \)
\[
\mathcal{L}(\theta^t) - \mathcal{L}(\theta^{t+1}) \geq c \alpha^t \|\nabla \mathcal{L}(\theta^t)\|^2.
\] (53)

for some constant \( c > 0 \). Since \( \nabla \mathcal{L}(\theta^t) \neq 0 \) for any \( t \geq 0 \) (see above) and \( c \alpha^t > 0 \), this means that the sequence \( \mathcal{L}(\theta^t) \) is monotonically decreasing. Since \( \mathcal{L}(n) \geq 0 \) for any \( n \) in its domain, this implies that the sequence \( \mathcal{L}(\theta^t) \) converges to a finite value. Thus, by adding Eq. (53) both sides over all \( t \geq t^* \),
\[
\infty > \mathcal{L}(\theta^t) - \lim_{t \rightarrow \infty} \mathcal{L}(\theta^t) \geq c \sum_{t=t^*}^{\infty} \alpha^t \|\nabla \mathcal{L}(\theta^t)\|^2.
\] (54)

Since \( \sum_{t=0}^{t^*} \alpha^t = \infty \), this implies that \( \lim \inf_{t \rightarrow \infty} \|\nabla \mathcal{L}(\theta^t)\| = 0 \). We now show that by contradiction, \( \lim \sup_{t \rightarrow \infty} \|\nabla \mathcal{L}(\theta^t)\| = 0 \). Suppose that \( \lim \sup_{t \rightarrow \infty} \|\nabla \mathcal{L}(\theta^t)\| > 0 \). Then, there exists \( \delta > 0 \) such that \( \lim \sup_{t \rightarrow \infty} \|\nabla \mathcal{L}(\theta^t)\| > \delta \). Since \( \lim \inf_{t \rightarrow \infty} \|\nabla \mathcal{L}(\theta^t)\| = 0 \) and \( \lim \sup_{t \rightarrow \infty} \|\nabla \mathcal{L}(\theta^t)\| = \delta \), let \( \rho_j \) and \( \rho_{j+1} \) be sequences of indexes such that \( \rho_j < \rho_j' < \rho_{j+1} \), \( \|\nabla \mathcal{L}(\theta^t)\| > \frac{\delta}{4} \) for \( \rho_j' > \rho_j + 1 \), and \( \|\nabla \mathcal{L}(\theta^t)\| > \frac{\delta}{8} \) for \( \rho_j' < \rho_j \). Since \( \sum_{t=0}^{t^*} \alpha^t \|\nabla \mathcal{L}(\theta^t)\|^2 < \infty \), let \( \rho_j' \) be sufficiently large such that \( \sum_{t=\rho_j}^{\rho_{j+1}} \alpha^t \|\nabla \mathcal{L}(\theta^t)\|^2 < \frac{\delta^2}{9L\sqrt{\alpha}} \). Then, for any \( j \geq \rho_j \) and any \( \rho_j' \) such that \( \rho_j < \rho < \rho_j' - 1 \), we have that
\[
\|\nabla \mathcal{L}(\theta^t) - \nabla \mathcal{L}(\theta^{t+1})\| \leq \|\nabla \mathcal{L}(\theta^{t+1}) - \nabla \mathcal{L}(\theta^t)\| \]
\[
= \left\| \sum_{t=\rho}^{\rho_{j+1}} \nabla \mathcal{L}(\theta^{t+1}) - \nabla \mathcal{L}(\theta^t) \right\| \]
\[
= \sum_{t=\rho}^{\rho_{j+1}} \|\nabla \mathcal{L}(\theta^{t+1}) - \nabla \mathcal{L}(\theta^t)\| \]
\[
\leq \sum_{t=\rho}^{\rho_j} \|\nabla \mathcal{L}(\theta^{t+1}) - \nabla \mathcal{L}(\theta^t)\| \]
\[
\leq L \sum_{t=\rho}^{\rho_j} \|\theta^{t+1} - \theta^t\| \]
\[
\leq L \sqrt{c} \sum_{t=\rho}^{\rho_j} \alpha^t \|\nabla \mathcal{L}(\theta^t)\| \]
(55)
(56)
(57)
(58)
(59)
where the first and third lines use the triangle inequality (and symmetry), the forth line uses the assumption that \( \| \nabla L(\theta) - \nabla L(\theta') \| \leq \bar{L}\|\theta - \theta'\| \), and the last line follows the definition of \( \theta^{t+1} = \theta^t - \alpha^t \hat{g} \) and the assumption of \( \| \hat{g}^t \|^2 \leq c\| \nabla L(\theta^t) \|^2 \). Then, by using the definition of the sequences of the indexes,

\[
\| \nabla L(\theta^0) - \| \nabla L(\theta^0) \| \leq \frac{3L\sqrt{c}}{\delta} \sum_{t=0}^{\rho_j-1} \alpha^t \| \nabla L(\theta^t) \|^2 \leq \frac{\delta}{3}.
\]  

(60)

Here, since \( \| \nabla L(\theta^0) \| \leq \frac{\delta}{3} \), by rearranging the inequality, we have that for any \( \rho \geq \rho_j \),

\[
\| \nabla L(\theta^0) \| \leq \frac{2\delta}{3}.
\]  

(61)

This contradicts the inequality of \( \lim sup_{t \to \infty} \| \nabla L(\theta^t) \| \geq \delta \). Thus, we have

\[
\lim sup_{t \to \infty} \| \nabla L(\theta^t) \| = \lim inf_{t \to \infty} \| \nabla L(\theta^t) \| = 0.
\]  

(62)

This implies that

\[
\lim_{t \to \infty} \nabla L(\theta^t) = 0,
\]  

(63)

which proves the desired result for the case (ii). Therefore, in both cases of (i) and (ii) for the learning rates, we have \( \lim_{t \to \infty} \nabla L(\theta^t) = 0 \).

We now use the fact that \( \lim_{t \to \infty} \nabla L(\theta^t) = 0 \), in order to prove the statement of this theorem. From Lemma 1 and the differentiability assumption, for any \( \theta \in \mathbb{R}^d \), it holds that for any \( \beta \in \mathbb{R}^d \),

\[
L(\theta) \leq L_0(\beta) + \| \nu(\theta) - \beta \|_2 \| \nabla L(\theta) \|_2,
\]

where

\[
L_0(\beta) = \frac{1}{n} \sum_{i=1}^{n} \ell \left( \sum_{k=1}^{d} \beta_k \frac{\partial f(x_i, \theta)}{\partial \theta_k}, y_i \right).
\]

Since

\[
\eta Y^* \in \left\{ \sum_{k=1}^{d} \beta_k \frac{\partial f(x(\theta))}{\partial \theta_k} : \beta \in \mathbb{R}^d \right\} \subseteq \mathbb{R}^{n \times \nu}
\]

(64)

\[\iff \text{vec}(\eta Y^*) \in \left\{ \sum_{k=1}^{d} \beta_k \frac{\partial \text{vec}(f(x(\theta)))}{\partial \theta_k} : \beta \in \mathbb{R}^d \right\} \subseteq \mathbb{R}^{n \times \nu}
\]

(65)

\[\iff \text{vec}(Y^*) \in \left\{ \frac{\partial \text{vec}(f(x(\theta)))}{\partial \theta} \beta : \beta \in \mathbb{R}^d \right\} \subseteq \mathbb{R}^{n \times \nu}
\]

(66)

\[\iff \text{vec}(Y^*) \in \text{Col} \left( \frac{\partial \text{vec}(f(x(\theta)))}{\partial \theta} \right) \subseteq \mathbb{R}^{n \times \nu}
\]

(67)

we have that if \( \text{vec}(Y^*) \in \text{Col} \left( \frac{\partial \text{vec}(f(x(\theta)))}{\partial \theta} \right) \subseteq \mathbb{R}^{n \times \nu} \), then \( \eta Y^* \in \left\{ \sum_{k=1}^{d} \beta_k \frac{\partial f(x(\theta))}{\partial \theta_k} : \beta \in \mathbb{R}^d \right\} \subseteq \mathbb{R}^{n \times \nu} \) for any \( \eta \in \mathbb{R} \). Therefore, if \( \text{vec}(Y^*) \in \text{Col} \left( \frac{\partial \text{vec}(f(x(\theta)))}{\partial \theta} \right) \), by setting

\[
\hat{\beta}(\theta, \eta) := \eta \left( \left( \frac{\partial \text{vec}(f(x(\theta)))}{\partial \theta} \right)^\top \frac{\partial \text{vec}(f(x(\theta)))}{\partial \theta} \right)^\dagger \left( \frac{\partial \text{vec}(f(x(\theta)))}{\partial \theta} \right)^\top \text{vec}(Y^*),
\]
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we have \( \eta Y^* = \sum_{k=1}^{d} \hat{\beta}^k(\theta, \eta) k \frac{\partial f^k(\theta)}{\partial \theta} \) and thus

\[
L_\theta(\hat{\beta}(\theta, \eta)) = \frac{1}{n} \sum_{i=1}^{n} \ell(\eta y_i, y_i) = L^* (\eta Y^*).
\]

Using this \( \hat{\beta}(\theta, \eta) \) in Lemma 1, we have that for any \( \theta \) satisfying \( \text{vec}(Y^*) \in \text{Col}(\frac{\partial \text{vec}(f_k(\theta))}{\partial \theta}) \),

\[
L(\theta) \leq L_\theta(\hat{\beta}(\theta, \eta)) + \| \nu(\theta) - \hat{\beta}(\theta, \eta) \|_2 \| \nabla L(\theta) \|_2,
\]

\[
= L^*(\eta Y^*) + \| \nu(\theta) - \hat{\beta}(\theta, \eta) \|_2 \| \nabla L(\theta) \|_2.
\]

Let \( \hat{\theta} \in \mathbb{R}^d \) be a limit point of the sequence \( (\theta^t)\). Then, \( \lim_{t \to \infty} \nabla L(\theta^t) = 0 \) implies \( \nabla L(\hat{\theta}) = 0 \) and that if \( \theta^t \) satisfies \( \text{vec}(Y^*) \in \text{Col}(\frac{\partial \text{vec}(f_k(\theta^t))}{\partial \theta}) \),

\[
L(\hat{\theta}) \leq L^*_\eta + \| \nu(\hat{\theta}) - \hat{\beta}(\hat{\theta}, \eta) \|_2 \| \nabla L(\hat{\theta}) \|_2 = L^*(\eta Y^*),
\]

since \( \hat{\theta} \in \mathbb{R}^d \) and \( \nabla L(\hat{\theta}) = 0 \).

\[\square\]

**A.3 Proof of Theorem 3**

The proof of Theorem 3 builds upon the proof of Theorem 2 in Section A.2. More concretely, we rely on the key lemma, Lemma 1, from Section A.2. As Lemma 1 is not about the training dynamics, we utilize the following lemma to connect Lemma 1 to the training dynamics:

**Lemma 3.** Assume that \( \| \nabla L(\theta) - \nabla L(\theta^t) \| \leq L \| \theta - \theta^t \| \) for all \( \theta, \theta^t \) in the domain of \( L \) for some \( L \geq 0 \). Define the sequence \( (\theta^t)_{t=0}^\infty \) by \( \theta^{t+1} = \theta^t - \frac{2\alpha}{L} \nabla L(\theta^t) \) for any \( t \geq 0 \) with any initial parameter vector \( \theta^0 \) and any \( \alpha \in (0, 1) \). Then, for any \( T \subseteq \mathbb{N}_0 \),

\[
\min_{t \in T} \| \nabla L(\theta^t) \| \leq \frac{1}{\sqrt{|T|}} \sqrt{\frac{L(L(\theta^0) - L(\theta^{t_{|T|-1}} + 1)))}{2\alpha(1 - \alpha)}},
\]

where \( \{t_0, t_1, \ldots, t_{|T|-1}\} = T \) with \( t_0 < t_1 < \cdots < t_{|T|-1} \).

**Proof of Lemma 3.** Using Lemma 2 and \( \theta^{t+1} - \theta^t = -\frac{2\alpha}{L} \nabla L(\theta^t) \),

\[
L(\theta^{t+1}) \leq L(\theta^t) + \nabla L(\theta^t)^T (\theta^{t+1} - \theta^t) + \frac{L}{2} \| \theta^{t+1} - \theta^t \|^2
\]

\[
= L(\theta^t) - \frac{2\alpha}{L} \| \nabla L(\theta^t) \|^2 + \frac{2\alpha^2}{L} \| \nabla L(\theta^t) \|^2
\]

\[
= L(\theta^t) - \frac{2\alpha}{L} (1 - \alpha) \| \nabla L(\theta^t) \|^2,
\]

which implies that the sequence \( (L(\theta^t)) \) is non-increasing and that

\[
\| \nabla L(\theta^t) \|^2 \leq \frac{L}{2\alpha(1 - \alpha)} (L(\theta^t) - L(\theta^{t+1})).
\]
By summing up both sides over the time, with \( T = \{t_0, t_1, \ldots, t_{|T| - 1}\}, \)

\[
\sum_{t \in T} \|\nabla \mathcal{L}(\theta^t)\|^2 \leq \frac{L}{2\alpha(1 - \alpha)} \sum_{t \in T} (\mathcal{L}(\theta^t) - \mathcal{L}(\theta^{t+1}))
\]
\[
= \frac{L}{2\alpha(1 - \alpha)} \sum_{k=0}^{|T|} (\mathcal{L}(\theta^t) - \mathcal{L}(\theta^{t+1}))
\]
\[
\leq \frac{L}{2\alpha(1 - \alpha)} (\mathcal{L}(\theta^t) - \mathcal{L}(\theta^{t+1}))
\]

(72)

(73)

where the last line follows from the fact that \( \mathcal{L}(\theta^{t+1}) \geq \mathcal{L}(\theta^t) \) and thus \( -\mathcal{L}(\theta^{t+1}) + \mathcal{L}(\theta^t) \leq 0 \) for all \( k \), since the sequence \( (\mathcal{L}(\theta^t)) \) is non-increasing from equation (71). Using this inequality,

\[
|T| \left( \min_{t \in T} \|\nabla \mathcal{L}(\theta^t)\|^2 \right) \leq \sum_{t \in T} \|\nabla \mathcal{L}(\theta^t)\|^2 \leq \frac{L(\mathcal{L}(\theta^t) - \mathcal{L}(\theta^{t+1}))}{2\alpha(1 - \alpha)}
\]

(74)

Therefore,

\[
\min_{t \in T} \|\nabla \mathcal{L}(\theta^t)\| \leq \sqrt{\frac{L(\mathcal{L}(\theta^0) - \mathcal{L}(\theta^{t+1}))}{2\alpha(1 - \alpha)} |T|}
\]

(75)

With Lemmas 1 and 3, we are now ready to complete the proof of Theorem 3:

**Proof of Theorem 3.** From Lemma 1 and the differentiability assumption, for any \( \theta \in \mathbb{R}^d \), it holds that for any \( \beta \in \mathbb{R}^d \),

\[
\mathcal{L}(\theta) \leq \mathcal{L}(\theta) + \|\nu(\theta) - \beta\|_2 \|\nabla \mathcal{L}(\theta)\|_2,
\]

where

\[
\mathcal{L}(\beta) = \frac{1}{n} \sum_{i=1}^n \left( \sum_{k=1}^d \beta_k \frac{\partial f(x_i, \theta)}{\partial \theta_k}, y_i \right).
\]

Furthermore,

\[
\eta Y^* \in \left\{ \sum_{k=1}^d \beta_k \frac{\partial f(x(\theta))}{\partial \theta_k} : \beta \in \mathbb{R}^d \right\} \subseteq \mathbb{R}^{n \times m_y}
\]

(75)

\[
\iff \text{vec}(\eta Y^* \in \left\{ \sum_{k=1}^d \beta_k \frac{\partial \text{vec}(f_X(\theta))}{\partial \theta_k} : \beta \in \mathbb{R}^d \right\} \subseteq \mathbb{R}^{nm_y}
\]

(76)

\[
\iff \text{vec}(Y^*) \in \left\{ \frac{\partial \text{vec}(f_X(\theta))}{\partial \theta} \beta : \beta \in \mathbb{R}^d \right\} \subseteq \mathbb{R}^{nm_y}
\]

(77)

\[
\iff \text{vec}(Y^*) \in \text{Col} \left( \frac{\partial \text{vec}(f_X(\theta))}{\partial \theta} \right) \subseteq \mathbb{R}^{nm_y}
\]

(78)
Thus, we have that if $\text{vec}(Y^*) \in \text{Col}(\frac{\partial \text{vec}(f_X(\theta))}{\partial \theta}) \subseteq \mathbb{R}^{n \times m_y}$, then $\eta Y^* \in \left\{ \sum_{k=1}^{d} \beta_k \frac{\partial f_X(\theta)}{\partial \theta} : \beta \in \mathbb{R}^d \right\} \subseteq \mathbb{R}^{n \times m_y}$ for any $\eta \in \mathbb{R}$. Therefore, if $\text{vec}(Y^*) \in \text{Col}(\frac{\partial \text{vec}(f_X(\theta))}{\partial \theta})$, by setting

$$
\hat{\beta}(\theta, \eta) := \eta \left( \frac{\partial \text{vec}(f_X(\theta))}{\partial \theta} \right)^\top \frac{\partial \text{vec}(f_X(\theta))}{\partial \theta} \left( \frac{\partial \text{vec}(f_X(\theta))}{\partial \theta} \right)^\top \text{vec}(Y^*),
$$

we have $\eta Y^* = \sum_{k=1}^{d} \hat{\beta}(\theta, \eta) \frac{\partial f_X(\theta)}{\partial \theta}$ and thus

$$
\mathcal{L}_\eta(\hat{\beta}(\theta, \eta)) = \frac{1}{n} \sum_{i=1}^{n} \ell(y_i^*, y_i) = \mathcal{L}^*(\eta Y^*).
$$

Using this $\hat{\beta}(\theta, \eta)$ in Lemma 1, we have that for any $\theta$ satisfying $\text{vec}(Y^*) \in \text{Col}(\frac{\partial \text{vec}(f_X(\theta))}{\partial \theta})$,

$$
\mathcal{L}(\theta) \leq \mathcal{L}_\eta(\hat{\beta}(\theta, \eta)) + \|\nu(\theta) - \hat{\beta}(\theta, \eta)\|_2 \|\nabla \mathcal{L}(\theta)\|_2, \quad (79)
$$

$$
= \mathcal{L}^*(\eta Y^*) + \|\nu(\theta) - \hat{\beta}(\theta, \eta)\|_2 \|\nabla \mathcal{L}(\theta)\|_2. \quad (80)
$$

Therefore, if $\theta^t$ satisfies $\text{vec}(Y^*) \in \text{Col}(\frac{\partial \text{vec}(f_X(\theta^t))}{\partial \theta})$ for all $t \in T$, then

$$
\min_{t \in T} \mathcal{L}(\theta^t) \leq \min_{t \in T} \left( \mathcal{L}^*(\eta Y^*) + \|\nu(\theta^t) - \hat{\beta}(\theta^t, \eta)\|_2 \|\nabla \mathcal{L}(\theta^t)\|_2 \right) \quad (81)
$$

$$
\leq \mathcal{L}^*(\eta Y^*) + \sqrt{B'_\eta} \min_{t \in T} \|\nabla \mathcal{L}(\theta^t)\|_2, \quad (82)
$$

where

$$
B'_\eta := \max_{t \in T} \|\nu(\theta^t) - \hat{\beta}(\theta^t, \eta)\|_2^2.
$$

Using Lemma 3, we have that

$$
\min_{t \in T} \mathcal{L}(\theta^t) \leq \mathcal{L}^*(\eta Y^*) + \frac{1}{\sqrt{|T|}} \sqrt{\frac{B'_\eta L(\mathcal{L}(\theta^{t_0}) - \mathcal{L}(\theta^{|T|-1+1}))}{2\alpha(1 - \alpha)}}, \quad (83)
$$

$$
\leq \mathcal{L}^*(\eta Y^*) + \frac{1}{\sqrt{|T|}} \sqrt{\frac{L\zeta_\eta \mathcal{L}(\theta^{t_0})}{2\alpha(1 - \alpha)}}, \quad (84)
$$

where the last line follows from the fact that

$$
\|\nu(\theta^t) - \hat{\beta}(\theta^t, \eta)\|_2^2 \leq \|\nu(\theta^t)\|_2^2 + \|\hat{\beta}(\theta^t, \eta)\|_2^2 + 2\|\nu(\theta^t)\| \|\hat{\beta}(\theta^t, \eta)\| \quad (85)
$$

$$
\leq 4 \max(\|\nu(\theta^t)\|_2, \|\hat{\beta}(\theta^t, \eta)\|_2) \quad (86)
$$

$$
= 4 \max(\|W_i^{t(H)}\|_2^2, \|\hat{\beta}(\theta^t, \eta)\|_2^2) \quad (87)
$$

By noticing that $t_0 = \min\{t : t \in T\}$, we complete the proof. \qed
A.4 Proof of Proposition 1

Proof. From Assumption 1, we have that

\[ f(x_i, \theta) = \sum_{k=1}^{d} \nu(\theta)_k \frac{\partial f(x_i, \theta)}{\partial \theta_k}, \quad (88) \]

where \( \nu(\theta)_k = \theta_k \) for all \( k \in S \) in Assumption 1 and \( \nu(\theta)_k = 0 \) for all \( k \notin S \). This implies that

\[ \text{vec}(f_X(\theta')) \in \text{Col} \left( \frac{\partial \text{vec}(f_X(\theta'))}{\partial \theta'} \right). \]

If \( \text{vec}(Y^*) \notin \text{Col}(\frac{\partial \text{vec}(f_X(\theta'))}{\partial \theta'}) \), then \( \text{vec}(\eta Y^*) \notin \text{Col}(\frac{\partial \text{vec}(f_X(\theta'))}{\partial \theta'}) \) for any \( \eta \in \mathbb{R} \) by the definition of the column space. Thus, if \( \text{vec}(Y^*) \notin \text{Col}(\frac{\partial \text{vec}(f_X(\theta'))}{\partial \theta'}) \), we have \( \text{vec}(f_X(\theta')) \neq \text{vec}(\eta Y^*) \) for any \( \eta \in \mathbb{R} \), which implies the statement of this proposition. \( \square \)

A.5 Proof of Theorem 4

The following two lemmas are the key lemmas in the proof of Theorem 4 — the safe-exploration condition ensures that the Lebesgue measure of the set of getting stuck to the states of \( \text{vec}(Y^*) \notin \text{Col}(\frac{\partial \text{vec}(f_X(\theta'))}{\partial \theta'}) \) is zero:

Lemma 4. Suppose Assumptions 4 and 6 hold. Then, for any \( j \in \{1, \ldots, m_y\} \), the Lebesgue measure of the set \( \{ \text{vec}(R(j)^T, \theta^T_{(1:H-2)}, W_{j*}^{(H)})^T \in \mathbb{R}^{m_H m_H - 1 + d_1 H - 2 + m_H} : \text{rank}(\phi(R(j), \theta_{(1:H-2)})) \text{diag}(W_{j*}^{(H)}) \otimes I_{m_H - 1}) \neq n \} \) is zero.

Proof of Lemma 4. Let \( v = \text{vec}(R(j)^T, \theta^T_{(1:H-2)}, W_{j*}^{(H)})^T \) and \( J = [\text{diag}(W_{j*}^{(H)}) \otimes I_{m_H - 1}] \). Define

\[ \varphi(v) = \det(\phi(R(j), \theta_{(1:H-2)}) J J^\top \phi(R(j), \theta_{(1:H-2)})^\top). \quad (89) \]

Since the rank of \( \phi(R(j), \theta_{(1:H-2)}) \) and the rank of the Gram matrix are equal, we have that

\[ \{ v \in \mathbb{R}^{m_H m_H - 1 + d_1 H - 2 + m_H} : \text{rank}(\phi(R(j), \theta_{(1:H-2)}) J) \neq n \} \]
\[ = \{ v \in \mathbb{R}^{m_H m_H - 1 + d_1 H - 2} : \varphi(v) = 0 \}. \quad (90) \]

Using Assumption 4,

\[ \exists (R(j), \theta_{(1:H-2)}) \in \mathbb{R}^{m_H \times m_H - 1} \times \mathbb{R}^{d_1 H - 2} \quad \text{s.t.} \quad \text{rank}(\phi(R(j), \theta_{(1:H-2)})) = n. \quad (91) \]

Since \( J = [\text{diag}(W_{j*}^{(H)})^\top \otimes I_{m_H - 1}] \) is a diagonal matrix with repeated entries of \( W_{j*}^{(H)} \), by setting \( W_{j*}^{(H)} > 0 \) to be strictly positive for all \( k = 1, \ldots, m_H \), equation (91) implies that

\[ \exists (R(j), \theta_{(1:H-2)}, W_{j*}^{(H)}) \in \mathbb{R}^{m_H \times m_H - 1} \times \mathbb{R}^{d_1 H - 2} \times \mathbb{R}^{m_H} \quad \text{s.t.} \quad \text{rank}(\phi(R(j), \theta_{(1:H-2)}) J) = n. \quad (92) \]
Combining (90) and (92) with \( v = [\text{vec}(R^{(j)})^\top, \theta_{(1:H-2)}^\top, W_{j*}^{(H)}]_0^\top \), we have that

\[
\exists v \in \mathbb{R}^{m_H \times m_{H-1}} \times \mathbb{R}^{d_{1:H-2}} \times \mathbb{R}^{m_H} \quad \text{s.t.} \quad \varphi(v) \neq 0. \tag{93}
\]

Since the functions \( \theta_{(1:H-2)} \mapsto z(x_i, \theta_{(1:H-2)}) \) and \( q \mapsto \tilde{\sigma}(q) \) are real analytic for each \( i \in \{1, \ldots, n\} \) (Assumption 6), the function \( \phi \) is real analytic (because a composition of real analytic functions is real analytic and an affine map is real analytic). This implies that the function \( \varphi \) is real analytic since \( \phi \) is real analytic, the function \( \det \) is real analytic, and a composition of real analytic functions is real analytic. Since \( \varphi \) is real analytic, if \( \varphi \) is not identically zero \( (\varphi \neq 0) \), the Lebesgue measure of its zero set

\[
\{ v \in \mathbb{R}^{m_H \times m_{H-1}} \times \mathbb{R}^{d_{1:H-2}} \times \mathbb{R}^{m_H} : \varphi(v) = 0 \}
\]
is zero [42]. Equation (93) shows that \( \varphi \) is not identically zero \( (\varphi \neq 0) \), and thus the Lebesgue measure of the set

\[
\{ v \in \mathbb{R}^{m_H \times m_{H-1}} \times \mathbb{R}^{d_{1:H-2}} \times \mathbb{R}^{m_H} : \varphi(v) = 0 \}
\]
is zero. Using equation (90), this implies that the Lebesgue measure of the set

\[
\{ v \in \mathbb{R}^{m_H m_{H-1} + d_{1:H-2} + m_H} : \text{rank}(\phi(R^{(j)}, \theta_{(1:H-2)})) \neq n \}
\]
is zero. This implies the statement of this lemma by recalling that \( v = [\text{vec}(R^{(j)})^\top, \theta_{(1:H-2)}^\top, W_{j*}^{(H)}]_0^\top \) and \( J = [\text{diag}(W_{j*}^{(H)})^\top] \otimes I_{m_{H-1}} \).

\[\Box\]

**Lemma 5.** Suppose Assumptions 4 and 6 hold. Therefore, with probability one, for all \( j \in \{1, \ldots, m_y\} \),

\[
\text{rank}(\phi(\theta_{(H-1),j}^\tau, \theta_{(1:H-2),j}^\tau) [\text{diag}(\theta_{(H,j)}^\tau) \otimes I_{m_{H-1}}]) = n. \tag{94}
\]

**Proof of Lemma 5.** From Lemma 4, the Lebesgue measure of the set \( \{ [\text{vec}(R^{(j)})^\top, \theta_{(1:H-2),j}^\top, \theta_{(H,j),j}^\top]^\top \in \mathbb{R}^{m_H m_{H-1} + d_{1:H-2} + m_H} : \text{rank}(\phi(R^{(j)}, \theta_{(1:H-2),j}) [\text{diag}(\theta_{(H,j),j}) \otimes I_{m_{H-1}}]) \neq n \} \) is zero. Moreover, \( \theta^\tau = \theta^{\tau-1} + \varepsilon \delta \) defines a non-degenerate Gaussian measure with the mean shifted by \( \theta^{\tau-1} \) and a non-degenerate Gaussian measure with any mean and variance is absolutely continuous with respect to the Lebesgue measure. Therefore, for each \( j \in \{1, \ldots, m_y\} \), with probability one,

\[
\text{rank}(\phi(\theta_{(H-1),j}^\tau, \theta_{(1:H-2),j}^\tau)[\text{diag}(\theta_{(H,j),j}^\tau) \otimes I_{m_{H-1}}]) = n. \tag{95}
\]

Since a product of ones is one, this holds with probability one for all \( j \in \{1, \ldots, m_y\} \).

\[\Box\]

In the following, we will use the following additional notation:

\[
\hat{f}_X(\theta_{(H-1)}) := f_X(\theta_{(1:H-2)}^\tau, \theta_{(H-1)}, \theta_{(H)})
\]

\[
\hat{f}_i(\theta_{(H-1)}) := f_i(\theta_{(1:H-2)}^\tau, \theta_{(H-1)}, \theta_{(H)})
\]

The following lemma relates the two functions \( f_X \) and \( \phi \):

**Lemma 6.** For \( \theta_{(H-1)} \in \mathbb{R}^{d_{H-1}} \) and \( j \in \{1, \ldots, m_y\} \), the following holds:

\[
\hat{f}_X(\theta_{(H-1)})_{*j} = \phi(\theta_{(H-1),j}^\tau, \theta_{(1:H-2),j}^\tau)[\text{diag}(\theta_{(H,j),j}^\tau) \otimes I_{m_{H-1}}] \text{vec}(\theta_{(H-1),j}). \tag{96}
\]
Proof of Lemma 6. Using the definition of $f$ and $z = z(x, \theta_{(1:H-2)})$, we rewrite the inner product in the definition of $f(x, \theta_j)$ with a sum of scalar multiplications and then rewrite the sum to a dot product of two block vectors:

$$f(x, \theta)_j = W^{(H)}_{j*} \sigma(W^{(H-1,j)}, z)$$

$$= \sum_{k=1}^{m_H} W^{(H)}_{jk*} \sigma(W^{(H-1,j)}, z_k)$$

$$= \sum_{k=1}^{m_H} W^{(H)}_{jk*} \left( \sigma(W^{(H-1,j)} z) \circ (W^{(H-1,j)} z) \right)_k$$

$$= \sum_{k=1}^{m_H} W^{(H)}_{jk*} \sigma(W^{(H-1,j)} z) W^{(H-1,j)} z$$

$$= \sum_{k=1}^{m_H} W^{(H)}_{jk*} \sigma(W^{(H-1,j)} z) z^\top (W^{(H-1,j)})^\top$$

$$= \left[ W^{(H)}_{j1*} \sigma(W^{(H-1,j)} z) z^\top \right] \cdots \left[ W^{(H)}_{jm_H} \sigma(W^{(H-1,j)} z) z^\top \right] \begin{bmatrix} (W^{(H-1,j)}_{1*})^\top \\ \vdots \\ (W^{(H-1,j)}_{m_H*})^\top \end{bmatrix}$$

(102)

Here, noticing that

$$\begin{bmatrix} (W^{(H-1,j)}_{1*})^\top \\ \vdots \\ (W^{(H-1,j)}_{m_H*})^\top \end{bmatrix} = \text{vec}((W^{(H-1,j)})^\top),$$

we have that

$$f(x, \theta)_j = \left[ W^{(H)}_{j1*} \sigma(W^{(H-1,j)} z) z^\top \right] \cdots \left[ W^{(H)}_{jm_H} \sigma(W^{(H-1,j)} z) z^\top \right] \text{vec}((W^{(H-1,j)})^\top).$$

(103)

By arranging the model output $f(x, \theta)_j$ over sample points $(x_1, \ldots, x_n)$, it yields that

$$f_X(\theta)_{sj} = \begin{bmatrix} W^{(H)}_{j1*} \sigma(W^{(H-1,j)} z_1) z_1^\top \\ \vdots \\ W^{(H)}_{jm_H} \sigma(W^{(H-1,j)} z_n) z_n^\top \end{bmatrix} \text{vec}((W^{(H-1,j)})^\top).$$

(104)

We can further simplify the first factor in the right hand side of this equation as follows:

$$\left[ W^{(H)}_{j1*} \sigma(W^{(H-1,j)} z_1) z_1^\top \\ \vdots \\ W^{(H)}_{jm_H} \sigma(W^{(H-1,j)} z_n) z_n^\top \right] = \left[ \sigma(W^{(H-1,j)} z_1) z_1^\top \\ \vdots \\ \sigma(W^{(H-1,j)} z_n) z_n^\top \right] \left[ \text{diag}((W^{(H)}_{j*})^\top) \otimes I_{m_H-1} \right].$$

(106)
By using the definitions of $\hat{f}_X(\theta_{(H-1)}) := f_X(\theta_{(1:H-2)}^r, \theta_{(H-1)}, \theta_{(H)}^r)$ and $\phi(q, \theta_{(1:H-2)})$, this implies that

$$\hat{f}_X(\theta_{(H-1)})_{*j} = \phi(\theta_{(H-1),j}^r, \theta_{(1:H-2)}^r)[\text{diag}(\theta_{(H,j)}^r) \otimes I_{m_{H-1}}]\text{vec}(\theta_{(H-1),j}).$$

(107)

The following lemma relates the two functions $\theta_{(H-1)} \mapsto \frac{\partial \hat{L}(\theta_{(H-1)})}{\partial \theta_{(H-1)}}$ and $\phi$:

**Lemma 7.** Suppose Assumption 5 holds. Then, for any $t \geq \tau$,

$$\left(\frac{\partial \hat{L}(\theta_{(H-1)})}{\partial \theta_{(H-1)}}\right)^\top = \begin{bmatrix}
[\text{diag}(\theta_{(H,1)}^r) \otimes I_{m_{H-1}}]\phi(\theta_{(H-1),1}^r, \theta_{(1:H-2)}^r)^\top r_1(\theta_{(H-1)}) \\
\vdots \\
[\text{diag}(\theta_{(H,m_y),1}^r) \otimes I_{m_{H-1}}]\phi(\theta_{(H-1),1}^r, \theta_{(1:H-2)}^r)^\top r_{m_y}(\theta_{(H-1)})
\end{bmatrix},$$

(108)

where $\left(\frac{\partial \hat{L}(\theta_{(H-1)})}{\partial \theta_{(H-1)}}\right)^\top \in \mathbb{R}^{m_y m_{H-1}}$ and

$$r_j(\theta_{(H-1)}) = \frac{1}{n} \begin{bmatrix}
\partial_j \ell_1(\hat{f}_1(\theta_{(H-1)})) \\
\vdots \\
\partial_j \ell_n(\hat{f}_n(\theta_{(H-1)}))
\end{bmatrix} \in \mathbb{R}^n.$$

**Proof of Lemma 7.** The function $\hat{L}$ is differentiable since $\ell_i$ is differentiable (Assumption 5), $\theta_{(H-1)} \mapsto \hat{f}_X(\theta_{(H-1)})_{*j}$ is differentiable, and a composition of differentiable functions is differentiable. From Lemma 6,

$$\hat{f}_X(\theta_{(H-1)})_{*j} = \phi(\theta_{(H-1),j}^r, \theta_{(1:H-2)}^r)[\text{diag}(\theta_{(H,j)}^r) \otimes I_{m_{H-1}}]\text{vec}(\theta_{(H-1),j}) \in \mathbb{R}^n.$$

This implies that

$$\partial_{\text{vec}(\theta_{(H-1),j})} \hat{f}_X(\theta_{(H-1)})_{*j} = \phi(\theta_{(H-1),j}^r, \theta_{(1:H-2)}^r)[\text{diag}(\theta_{(H,j)}^r) \otimes I_{m_{H-1}}] \in \mathbb{R}^{n \times m_{H-1}}.$$

(109)

(110)

Since $\partial_{\text{vec}(\theta_{(H-1),j})} \hat{f}(x, \theta)_{*k} = 0$ when $k \neq j$,

$$\partial_{\text{vec}(\theta_{(H-1),j})} \hat{L}(\theta_{(H-1)}) = \frac{1}{n} \sum_{i=1}^n \partial_i \ell_i(\hat{f}_i(\theta_{(H-1)}))^\top \partial_{\text{vec}(\theta_{(H-1),j})} \hat{f}_i(\theta_{(H-1)})$$

$$= \frac{1}{n} \sum_{i=1}^n \sum_{k=1}^{m_y} \partial_k \ell_i(\hat{f}_i(\theta_{(H-1)})) \partial_{\text{vec}(\theta_{(H-1),j})} \hat{f}_i(\theta_{(H-1)})_{*k}$$

$$= \frac{1}{n} \sum_{i=1}^n \partial_j \ell_i(\hat{f}_i(\theta_{(H-1)})) \partial_{\text{vec}(\theta_{(H-1),j})} \hat{f}_i(\theta_{(H-1)})_{*j}$$

$$= r_j(\theta_{(H-1)})^\top \partial_{\text{vec}(\theta_{(H-1),j})} \hat{f}_X(\theta)_{*j}.$$ 

(111)

Combining equations (110) and (111),

$$\partial_{\text{vec}(\theta_{(H-1),j})} \hat{L}(\theta) = r_j(\theta_{(H-1)})^\top \phi(\theta_{(H-1),j}^r, \theta_{(1:H-2)}^r)[\text{diag}(\theta_{(H,j)}^r) \otimes I_{m_{H-1}}] \in \mathbb{R}^{1 \times m_{H-1}}.$$ 

(112)
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This implies that
\[
\left( \frac{\partial \hat{\mathcal{L}}(\theta_{(H-1)})}{\partial \theta_{(H-1)}} \right)^\top = \begin{bmatrix}
[\text{diag}(\theta^r_{(H,1)}) \otimes I_{m_{H-1}}] \phi(\theta^r_{(H-1),1:1}, \theta^r_{(1:H-2),1}) \top r_1(\theta_{(H-1)}) \\
\vdots \\
[\text{diag}(\theta^r_{(H,m_y)}) \otimes I_{m_{H-1}}] \phi(\theta^r_{(H-1),m_y}, \theta^r_{(1:H-2),m_y}) \top r_{m_y}(\theta_{(H-1)})
\end{bmatrix},
\]
(113)

The following lemma proves the Lipschitz continuity of \( \hat{\mathcal{L}} \) and derives the Lipschitz constant \( \hat{L} \):

**Lemma 8.** Suppose Assumption 5 holds. Then, for any \( \theta'_{(H-1)}, \theta_{(H-1)} \in \mathbb{R}^{d_{H-1}} \),
\[
\| \nabla \hat{\mathcal{L}}(\theta'_{(H-1)}) - \nabla \hat{\mathcal{L}}(\theta_{(H-1)}) \| \leq \hat{L}\|\theta'_{(H-1)} - \theta_{(H-1)}\|,
\]
where \( \hat{L} := \frac{L_n}{n^2} \|Z\|^2 \), and \( Z \in \mathbb{R}^n \) with
\[
Z_i := \max_j \|[\text{diag}(\theta^r_{(H,j)}) \otimes I_{m_{H-1}}] (\phi(\theta^r_{(H-1),j}, \theta^r_{(1:H-2),j}) \top) \|.
\]

**Proof of Lemma 8.** Using Lemma 7, since \( \nabla \hat{\mathcal{L}}(\theta_{(H-1)}) = \left( \frac{\partial \hat{\mathcal{L}}(\theta_{(H-1)})}{\partial \theta_{(H-1)}} \right)^\top \),
\[
\nabla \hat{\mathcal{L}}(\theta_{(H-1)}) = \begin{bmatrix}
[\text{diag}(\theta^r_{(H,1)}) \otimes I_{m_{H-1}}] \phi(\theta^r_{(H-1),1:1}, \theta^r_{(1:H-2),1}) \top r_1(\theta_{(H-1)}) \\
\vdots \\
[\text{diag}(\theta^r_{(H,m_y)}) \otimes I_{m_{H-1}}] \phi(\theta^r_{(H-1),m_y}, \theta^r_{(1:H-2),m_y}) \top r_{m_y}(\theta_{(H-1)})
\end{bmatrix} \in \mathbb{R}^{m_y m_{H} m_{H-1}}
\]

This implies that for any \( \theta'_{(H-1)}, \theta_{(H-1)} \),
\[
\| \nabla \hat{\mathcal{L}}(\theta'_{(H-1)}) - \nabla \hat{\mathcal{L}}(\theta_{(H-1)}) \|^2
\]
\[
= \left\| \begin{bmatrix}
[\text{diag}(\theta^r_{(H,1)}) \otimes I_{m_{H-1}}] \phi(\theta^r_{(H-1),1:1}, \theta^r_{(1:H-2),1}) \top (r_1(\theta'_{(H-1)}) - r_1(\theta_{(H-1)})) \\
\vdots \\
[\text{diag}(\theta^r_{(H,m_y)}) \otimes I_{m_{H-1}}] \phi(\theta^r_{(H-1),m_y}, \theta^r_{(1:H-2),m_y}) \top (r_{m_y}(\theta'_{(H-1)}) - r_{m_y}(\theta_{(H-1)}))
\end{bmatrix} \right\|^2
\]
(115)
\[
= \sum_{j=1}^{m_y} \left\| [\text{diag}(\theta^r_{(H,j)}) \otimes I_{m_{H-1}}] \phi(\theta^r_{(H-1),j}, \theta^r_{(1:H-2),j}) \top (r_j(\theta'_{(H-1)}) - r_j(\theta_{(H-1)})) \right\|^2
\]
(116)
\[
\leq \frac{m_y}{n^2} \sum_{j=1}^{m_y} \left\| [\text{diag}(\theta^r_{(H,j)}) \otimes I_{m_{H-1}}] \phi(\theta^r_{(H-1),j}, \theta^r_{(1:H-2),j}) \top \right\|^2 \sum_{i=1}^{n} (\partial_j \ell_i(f_i(\theta_{(H-1)})) - \partial_j \ell_i(f_i(\theta'_{(H-1)})))^2
\]
(118)

From Assumption 5, we also have that for all \( q, q' \in \mathbb{R} \),
\[
\sum_{j=1}^{m_y} (\partial_j \ell_i(q) - \partial_j \ell_i(q'))^2 = \|\nabla \ell_i(q) - \nabla \ell_i(q')\|^2 \leq L_i^2 \|q - q'\|^2.
\]
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Using this and $\bar{M} := \max_{j} \|[(\text{diag}(\theta_{(H,j)}^T) \otimes I_{m_{H-1}})\phi(\theta_{(H-1,j)}^T, \theta_{(1:H-2)}^T)^T]_{2} $,

$$
\|\nabla \hat{L}(\theta'_{(H-1)}) - \nabla \hat{L}(\theta_{(H-1)})\|^2 
\leq \frac{1}{n^2} \sum_{j=1}^{m_{y}} \|[(\text{diag}(\theta_{(H,j)}^T) \otimes I_{m_{H-1}})\phi(\theta_{(H-1,j)}^T, \theta_{(1:H-2)}^T)^T]\|_{2}^2 \sum_{i=1}^{n} (\partial_j \ell_i(\hat{f}_i(\theta_{(H-1)}^T)) - \partial_j \ell_i(\hat{f}_i(\theta_{(H-1)}^T)))^2
\leq \frac{1}{n^2} \bar{M}^2 \sum_{i=1}^{n} \|\hat{f}_i(\theta'_{(H-1)}) - \hat{f}_i(\theta_{(H-1)})\|^2. 
$$

(119)

Since $\hat{f}_i(\theta_{(H-1)}^T) = \phi(\theta_{(H-1,j)}^T, \theta_{(1:H-2)}^T)^T_{\ast} [\text{diag}(\theta_{(H,j)}^T) \otimes I_{m_{H-1}}] \text{vec}(\theta_{(H-1,j)})$ from Lemma 6,

$$
\|\nabla \hat{L}(\theta'_{(H-1)}) - \nabla \hat{L}(\theta_{(H-1)})\|^2 
\leq \frac{1}{n^2} \bar{M}^2 \sum_{i=1}^{n} \|\hat{f}_i(\theta'_{(H-1)}) - \hat{f}_i(\theta_{(H-1)})\|^2
\leq \frac{1}{n^2} \bar{M}^2 \sum_{i=1}^{n} \|[(\text{diag}(\theta_{(H,j)}^T) \otimes I_{m_{H-1}})\phi(\theta_{(H-1,j)}^T, \theta_{(1:H-2)}^T)^T]\|_{2}^2 \|\text{vec}(\theta_{(H-1,j)}) - \text{vec}(\theta_{(H-1,j)})\|^2. 
$$

(120)

Using $Z_i = \max_{j} \|[(\text{diag}(\theta_{(H,j)}^T) \otimes I_{m_{H-1}})\phi(\theta_{(H-1,j)}^T, \theta_{(1:H-2)}^T)^T\|_{2}^2$,

$$
\|\nabla \hat{L}(\theta'_{(H-1)}) - \nabla \hat{L}(\theta_{(H-1)})\|^2 
\leq \frac{1}{n^2} \bar{M}^2 \sum_{i=1}^{n} \sum_{j=1}^{m_{y}} \|\text{vec}(\theta_{(H-1,j)}) - \text{vec}(\theta_{(H-1,j)})\|^2.
\leq \left( \bar{M}^2 \frac{1}{n^2} \sum_{i=1}^{n} Z_i^2 \right) \|\theta'_{(H-1)} - \theta_{(H-1)}\|^2.
$$

(121)

This implies that

$$
\|\nabla \hat{L}(\theta'_{(H-1)}) - \nabla \hat{L}(\theta_{(H-1)})\| \leq \left( \bar{M} \frac{1}{n} \sqrt{\sum_{i=1}^{n} Z_i^2} \right) \|\theta'_{(H-1)} - \theta_{(H-1)}\|. 
$$

(122)

Since

$$
\bar{M}^2 = \max_{j} \|[(\text{diag}(\theta_{(H,j)}^T) \otimes I_{m_{H-1}})\phi(\theta_{(H-1,j)}^T, \theta_{(1:H-2)}^T)^T\|_{2}^2 \leq \sum_{i=1}^{n} Z_i^2, 
$$

(123)

we have that

$$
\|\nabla \hat{L}(\theta'_{(H-1)}) - \nabla \hat{L}(\theta_{(H-1)})\| \leq \left( \bar{M} \frac{1}{n} \sum_{i=1}^{n} Z_i^2 \right) \|\theta'_{(H-1)} - \theta_{(H-1)}\|. 
$$
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By defining $Z \in \mathbb{R}^n$ with $Z_t = \max_j \| \text{diag}(\theta^*_j) \otimes I_{mH-1}) \| \phi(\theta^*_j, \theta^*_{(1:H-2)})^T \|$, we have
\[
\| \nabla \hat{L}(\theta^*_{(H-1)}) - \nabla \hat{L}(\theta_{(H-1)}) \| \leq \frac{L_t}{n} \| Z \|^2 \| \theta^*_{(H-1)} - \theta_{(H-1)} \|.
\]

For the convenient referencing during our proofs, we label the assumption on $\hat{g}^t$ in Theorem 4 as follows:

**Assumption 7.** There exist $\bar{c} > 0$ and $\varepsilon > 0$ such that for any $t \geq \tau$,
\[
\varepsilon \| \nabla \hat{L}(\theta^*_{(H-1)}) \|_2^2 \leq \nabla \hat{L}(\theta^*_{(H-1)})^T \hat{g}^t, \quad \text{and}
\]
\[
\| \hat{g}^t \|_2^2 \leq \bar{c} \| \nabla \hat{L}(\theta^*_{(H-1)}) \|_2^2.
\]

Note that this is not an additional assumption. This is already assumed in Theorem 4. For example, Assumption 7 is satisfied by using any optimizer $\hat{G}$ such that for all $t \geq \tau$,
\[
\hat{g}^t = D^t \nabla \hat{L}(\theta^*_{(H-1)}),
\]
where $D$ is a positive definite symmetric matrix with eigenvalues in the interval $[\varepsilon, \sqrt{\bar{c}}]$. If we set $D^t = I$, then we satisfy Assumption 7 with $\varepsilon = \bar{c} = 1$.

With Lemmas 4–8 along with the labeling of the assumption, we are now ready to provide the proof of Theorem 4:

**Proof of Theorem 4.** The function $\hat{L}$ is differentiable since $\ell_j$ is differentiable (Assumption 5), $\theta_{(H-1)} \mapsto \hat{f}_X(\theta_{(H-1)})_{ij}$ is differentiable, and a composition of differentiable functions is differentiable. We will first show that in both cases of (i) and (ii) for the learning rates, we have $\lim_{t \to \infty} \nabla \hat{L}(\theta^*_{(H-1)}) = 0$. If $\nabla \hat{L}(\theta^*_{(H-1)}) = 0$ at any $t \geq \tau$, then Assumption 7 ($\| \hat{g}^t \|_2^2 \leq \bar{c} \| \nabla \hat{L}(\theta^*_{(H-1)}) \|_2^2$) implies $\hat{g}^t = 0$, which implies
\[
\theta^*_{(H-1)} = \theta^*_{(H-1)} \quad \text{and} \quad \nabla \hat{L}(\theta^*_{(H-1)}) = \nabla \hat{L}(\theta^*_{(H-1)}) = 0.
\]
This means that if $\nabla \hat{L}(\theta^*_{(H-1)}) = 0$ at any $t \geq \tau$, we have that $\hat{g}^t = 0$ and $\nabla \hat{L}(\theta^*_{(H-1)}) = 0$ for all $t \geq \tau$ and hence
\[
\lim_{t \to \infty} \nabla \hat{L}(\theta^*_{(H-1)}) = 0,
\]
as desired. Therefore, we now focus on the remaining scenario where $\nabla \hat{L}(\theta^*_{(H-1)}) \neq 0$ for all $t \geq \tau$.

By using Lemma 2 and Lemma 8,
\[
\hat{L}(\theta^*_{(H-1)}) \leq \hat{L}(\theta^*_{(H-1)}) - \alpha^t \nabla \hat{L}(\theta^*_{(H-1)}) \nabla \hat{g}^t + \frac{L^*(\alpha)}{2} \| \hat{g}^t \|^2.
\]

By rearranging and using Assumption 7,
\[
\hat{L}(\theta^*_{(H-1)}) - \hat{L}(\theta^*_{(H-1)}) \geq \alpha^t \nabla \hat{L}(\theta^*_{(H-1)}) \nabla \hat{g}^t - \frac{L^*(\alpha)}{2} \| \hat{g}^t \|^2
\]
\[
\geq \alpha^t \varepsilon \| \nabla \hat{L}(\theta^*_{(H-1)}) \|^2 - \frac{L^*(\alpha)}{2} \| \nabla \hat{L}(\theta^*_{(H-1)}) \|^2.
\]
By simplifying the right-hand-side,

\[ \hat{\mathcal{L}}(\theta^t_{(H-1)}) - \hat{\mathcal{L}}(\theta^{t+1}_{(H-1)}) \geq \alpha^t \| \nabla \hat{\mathcal{L}}(\theta^t_{(H-1)}) \|^2 (L - \frac{\hat{L}_\alpha t}{2} \hat{c}). \]  

(133)

Let us now focus on case (i). Then, using \( \alpha^t \leq \frac{\epsilon (2-\epsilon)}{2Lc} \),

\[ \frac{\hat{L}_\alpha t}{2} \hat{c} \leq \frac{\hat{L}_c (2-\epsilon)}{2\hat{L}c} \hat{c} = \epsilon - \frac{\epsilon}{2}. \]

Using this inequality and using \( \epsilon \leq \alpha^t \) in equation (133),

\[ \hat{\mathcal{L}}(\theta^t_{(H-1)}) - \hat{\mathcal{L}}(\theta^{t+1}_{(H-1)}) \geq \frac{\epsilon c^2}{2} \| \nabla \hat{\mathcal{L}}(\theta^t_{(H-1)}) \|^2. \]  

(134)

Since \( \nabla \hat{\mathcal{L}}(\theta^t_{(H-1)}) \neq 0 \) for any \( t \geq \tau \) (see above) and \( \epsilon > 0 \), this means that the sequence \( (\hat{\mathcal{L}}(\theta^t_{(H-1)}) \) for any \( t \geq \tau \) converges to a finite value. Thus, by adding Eq. (135) both sides over all \( t \geq \bar{t} \),

\[ \infty > \hat{\mathcal{L}}(\theta^t_{(H-1)}) - \lim_{t \to \infty} \hat{\mathcal{L}}(\theta^t_{(H-1)}) \geq c \sum_{t=\bar{t}}^{\infty} \alpha^t \| \nabla \hat{\mathcal{L}}(\theta^t_{(H-1)}) \|^2. \]  

(136)

Since \( \sum_{t=0}^{\infty} \alpha^t = \infty \), this implies that \( \lim \inf_{t \to \infty} \| \nabla \hat{\mathcal{L}}(\theta^t_{(H-1)}) \| = 0 \). We now show that by contradiction, \( \lim \sup_{t \to \infty} \| \nabla \hat{\mathcal{L}}(\theta^t_{(H-1)}) \| = 0 \). Suppose that \( \lim \sup_{t \to \infty} \| \nabla \hat{\mathcal{L}}(\theta^t_{(H-1)}) \| > 0 \). Then, there exists \( \delta > 0 \) such that \( \lim \sup_{t \to \infty} \| \nabla \hat{\mathcal{L}}(\theta^t_{(H-1)}) \| \geq \delta \). Since \( \lim \inf_{t \to \infty} \| \nabla \hat{\mathcal{L}}(\theta^t_{(H-1)}) \| = 0 \) and \( \lim \sup_{t \to \infty} \| \nabla \hat{\mathcal{L}}(\theta^t_{(H-1)}) \| \geq \delta \), let \( (\rho_j) \) and \( (\rho_j') \) be sequences of indexes such that \( \rho_j < \rho_j' < \rho_{j+1} \), \( \| \nabla \hat{\mathcal{L}}(\theta^t_{(H-1)}) \| > \frac{\delta}{2} \) for \( \rho_j \leq t < \rho_j' \), and \( \| \nabla \hat{\mathcal{L}}(\theta^t_{(H-1)}) \| \leq \frac{\delta}{4} \) for \( \rho_j' \leq t < \rho_{j+1} \). Since \( \sum_{t=\bar{t}}^{\infty} \alpha^t \| \nabla \hat{\mathcal{L}}(\theta^t_{(H-1)}) \|^2 < \infty \), let \( \bar{t} \) be sufficiently large such that \( \sum_{t=\rho_j}^{\infty} \alpha^t \| \nabla \hat{\mathcal{L}}(\theta^t_{(H-1)}) \|^2 < \frac{\delta^2}{8Lc} \).
Then, for any $j \geq \hat{j}$ and any $\rho$ such that $\rho_j \leq \rho \leq \rho_{\hat{j}} - 1$, we have that
\[
\|\nabla \hat{L}(\theta^t_{(H-1)})\| - \|\nabla \hat{L}(\theta^t_{(H-1)})\| \leq \|\nabla \hat{L}(\theta^t_{(H-1)}) - \nabla \hat{L}(\theta^t_{(H-1)})\| \leq \|\nabla \hat{L}(\theta^t_{(H-1)}) - \nabla \hat{L}(\theta^t_{(H-1)})\|
\] (137)
\[
= \left\| \sum_{t=\rho}^{\rho_{\hat{j}} - 1} \nabla \hat{L}(\theta^t_{(H-1)}) - \nabla \hat{L}(\theta^t_{(H-1)}) \right\| \leq \sum_{t=\rho}^{\rho_{\hat{j}} - 1} \left\| \nabla \hat{L}(\theta^t_{(H-1)}) - \nabla \hat{L}(\theta^t_{(H-1)}) \right\| \leq L \sum_{t=\rho}^{\rho_{\hat{j}} - 1} \left\| \theta^t_{(H-1)} - \theta^t_{(H-1)} \right\|
\] (138)
\[
\leq \hat{L} \sum_{t=\rho}^{\rho_{\hat{j}} - 1} \left\| \theta^t_{(H-1)} - \theta^t_{(H-1)} \right\|
\] (139)
\[
\leq \hat{L} \sqrt{c} \sum_{t=\rho}^{\rho_{\hat{j}} - 1} \alpha^t \left\| \nabla \hat{L}(\theta^t_{(H-1)}) \right\|
\] (140)
where the first and third lines use the triangle inequality (and symmetry), the forth line uses the fact that $\|\nabla \hat{L}(\theta^t_{(H-1)}) - \nabla \hat{L}(\theta^t_{(H-1)})\| \leq L\|\theta^t_{(H-1)} - \theta^t_{(H-1)}\|$, and the last line follows the facts of $\theta^t_{(H-1)} - \theta^t_{(H-1)} = -\alpha^t \hat{g}$ and $\|\hat{g}\|^2 \leq \hat{c}\|\hat{L}(\theta^t_{(H-1)})\|^2$. Then, by using the definition of the sequences of the indexes,
\[
\|\nabla \hat{L}(\theta^t_{(H-1)})\| - \|\nabla \hat{L}(\theta^t_{(H-1)})\| \leq \frac{3\hat{L}\sqrt{c}}{\delta} \sum_{t=\rho}^{\rho_{\hat{j}} - 1} \alpha^t \|\nabla \hat{L}(\theta^t_{(H-1)})\|^2 \leq \frac{\delta}{3}. 
\] (142)
Here, since $\|\nabla \hat{L}(\theta^t_{(H-1)})\| \leq \frac{\delta}{3}$, by rearranging the inequality, we have that for any $\rho \geq \rho_{\hat{j}},$
\[
\|\nabla \hat{L}(\theta^t_{(H-1)})\| \leq \frac{2\delta}{3}. 
\] (143)
This contradicts the inequality of $\limsup_{t \to \infty} \|\nabla \hat{L}(\theta^t_{(H-1)})\| \geq \delta$. Thus, we have
\[
\limsup_{t \to \infty} \|\nabla \hat{L}(\theta^t_{(H-1)})\| = \liminf_{t \to \infty} \|\nabla \hat{L}(\theta^t_{(H-1)})\| = 0. 
\] (144)
This implies that
\[
\lim_{t \to \infty} \nabla \hat{L}(\theta^t_{(H-1)}) = 0, 
\] (145)
which proves the desired result for the case (ii). Therefore, in both cases of (i) and (ii) for the learning rates, we have $\lim_{t \to \infty} \nabla \hat{L}(\theta^t_{(H-1)}) = 0.$

We now use the fact that $\lim_{t \to \infty} \nabla \hat{L}(\theta^t_{(H-1)}) = 0$, in order to prove the statement of this theorem. Using Lemma 7, $\lim_{t \to \infty} \nabla \hat{L}(\theta^t_{(H-1)}) = 0$ implies that for all $j \in \{1, \ldots, m_y\},$
\[
[\text{diag}(\theta^t_{1:H,j}) \otimes I_{m_{H-1}}] \phi(\theta^t_{(H-1),j}) \theta^t_{(1:H-2)}^\top \left( \lim_{t \to \infty} r_j(\theta^t_{(H-1)}) \right) = 0. 
\] (146)
Here, using Lemma 5, with probability one, for any $j \in \{1, \ldots, m_y\},$
\[
\text{rank}[\text{diag}(\theta^t_{1:H,j}) \otimes I_{m_{H-1}}] \phi(\theta^t_{(H-1),j}, \theta^t_{(1:H-2)})^\top = n. 
\] (147)
Because equation (146) implies that \( \lim_{t \to \infty} r_1(\theta_{t(H-1)}) \) is in the null space of \([\text{diag}(\theta_{t(H-1)}) \otimes I_{m_{H-1}}] \phi(\theta_{t(H-1)}, \theta_{t(1:H-2)}^\top)\) and because equation (147) implies that the null space of \([\text{diag}(\theta_{t(H-1)}) \otimes I_{m_{H-1}}] \phi(\theta_{t(H-1)}, \theta_{t(1:H-2)}^\top)\) contains only zero, we have that with probability one, for any \( j \in \{1, \ldots, m_y\} \),

\[
\lim_{t \to \infty} r_j(\theta_{t(H-1)}) = 0. \tag{148}
\]

Let \( \hat{\theta} \) be a limit point of of the sequence \( (\theta^t)_t \), and \( \hat{\theta}_{t(H-1)} \) be the corresponding limit point for the \( H - 1 \) layer. Then, equation (148) implies that

\[
r_j(\hat{\theta}_{(H-1)}) = 0.
\]

Using the definition of \( r_j \), this implies that with probability one,

\[
\forall j \in \{1, \ldots, m_y\}, \forall i \in \{1, \ldots, n\}, \quad \partial_j \ell_i(\hat{\theta}_{(H-1)}) = 0. \tag{149}
\]

Since the function \( \ell_i \) is invert, there exists a function \( \varphi_i : \mathbb{R}^{m_y} \times \mathbb{R}^{m_y} \rightarrow \mathbb{R}^{m_y} \) such that for any \( q_i \in \mathbb{R}^{m_y} \),

\[
\ell_i(q_i) \geq \ell_i(\hat{f}_i(\hat{\theta}_{(H-1)})) + \partial \ell_i(\hat{f}_i(\hat{\theta}_{(H-1)})) \varphi_i(q_i, \hat{f}_i(\hat{\theta}_{(H-1)}))
\]

Combining this with equation (149) yields that

\[
\forall i \in \{1, \ldots, n\}, \forall q_i \in \mathbb{R}^{m_y}, \quad \ell_i(q_i) \geq \ell_i(\hat{f}_i(\hat{\theta}_{(H-1)})).
\]

This implies that

\[
\forall q \in \mathbb{R}^{m_y \times n}, \quad \frac{1}{n} \sum_{i=1}^{n} \ell_i(q_{si}) \geq \frac{1}{n} \sum_{i=1}^{n} \ell_i(\hat{f}_i(\hat{\theta}_{(H-1)})) = \mathcal{L}(\hat{\theta}).
\]

This proves that with probability one, \( \mathcal{L}(\hat{\theta}) \geq \mathcal{L}(\theta^*) \) for all \( \theta^* \in \mathbb{R}^d \), since for all \( \theta^* \in \mathbb{R}^d \), there exists a \( q \in \mathbb{R}^{m_y \times n} \) such that \( \mathcal{L}(\theta^*) \geq \frac{1}{n} \sum_{i=1}^{n} \ell_i(q_{si}) \). Since \( \hat{\theta} \) was chosen to be an arbitrary limit point of the sequence \( (\theta^t)_t \), this completes the proof of this theorem.

\[\square\]

### A.6 Proof of Theorem 5

We build up on the proof of Theorem 4 from the previous subsection in order to let the proof of Theorem 5 concise. The function \( \hat{\mathcal{L}} \) is differentiable since \( \ell_i \) is differentiable (Assumption 5), \( \theta_{t(H-1)} \mapsto \hat{f}_X(\theta_{t(H-1)})_{ij} \) is differentiable, and a composition of differentiable functions is differentiable. From Lemma 6 from the proof of Theorem 4,

\[
\hat{f}_X(\theta_{(H-1)\ast j}) = \phi(\theta_{(H-1),j}, \theta_{(1:H-2)}^\top) [\text{diag}(\theta_{(H,j)}) \otimes I_{m_{H-1}}] \text{vec}(\theta_{(H-1),j}). \tag{150}
\]

Using Lemma 5, with probability one, for any \( j \in \{1, \ldots, m_y\} \),

\[
\text{rank}([\text{diag}(\theta_{(H,j)}) \otimes I_{m_{H-1}}] \phi(\theta_{(H-1),j}, \theta_{(1:H-2)}^\top)) = n. \tag{151}
\]

Since \( f_X(w)_{\ast j} \in \mathbb{R}^n \), equations (150)–(151) imply that with probability one,

\[
\{f_X(\theta) \in \mathbb{R}^{n \times m_y} : \theta \in \mathbb{R}^d\} = \{\hat{f}_X(\theta_{(H-1)}) \in \mathbb{R}^{n \times m_y} : \theta_{(H-1)} \in \mathbb{R}^{d_{H-1}}\}.
\]
Thus, for any $\theta^* \in \mathbb{R}^d$, there exists $\theta'_{(H-1)}$ such that $\hat{f}_X(\theta'_{(H-1)}) = f_X(\theta^*)$ and $\hat{L}(\theta'_{(H-1)}) = \mathcal{L}(\theta^*)$. This implies that for any $\epsilon \geq 0$ and $\theta^* \in \mathbb{R}^d$, there exists $\theta'_{(H-1)}$ such that

$$\max(\hat{L}(\theta'_{(H-1)}), \epsilon) = \max(\mathcal{L}(\theta^*), \epsilon).$$

(152)

This further implies that for any $\epsilon \geq 0$ and $\theta'_{(H-1)} \in \Theta$,

$$\max(\hat{L}(\theta'_{(H-1)}), \epsilon) \leq \max(\mathcal{L}(\theta^*), \epsilon), \quad \forall \theta^* \in \mathbb{R}^d.$$  

(153)

Therefore, for any $\epsilon \geq 0$, by defining $\theta^*_{(H-1)} = \text{argmin}_{\theta'_{(H-1)} \in \Theta} ||\theta'_{(H-1)} - \theta'_{(H-1)}||$, $\hat{L}(\theta^*_{(H-1)}) \leq \max(\hat{L}(\theta'_{(H-1)}), \epsilon) \leq \max(\mathcal{L}(\theta^*), \epsilon), \quad \forall \theta^* \in \mathbb{R}^d$. 

(154)

The proof of Theorem 5 utilizes (154) along with the following well-known fact:

**Lemma 9.** For any differentiable function $\varphi : \mathbb{R}^d \rightarrow \mathbb{R}$ and any $q^{t+1}, q^t \in \mathbb{R}^d$ such that $q^{t+1} = q^t - \frac{1}{\lambda} \nabla \varphi(q^t)$, the following holds:

$$\nabla \varphi(q^t)^\top(q - q^t) + \frac{\hat{L}}{2} ||q - q^t||^2 - \frac{\hat{L}}{2} ||q - q^{t+1}||^2 = \nabla \varphi(q^t)^\top(q^{t+1} - q^t) + \frac{\hat{L}}{2} ||q^{t+1} - q^t||^2$$

for all $q \in \mathbb{R}^d$.

**Proof of Lemma 9.** Using $q^{t+1} = q^t - \frac{1}{\lambda} \nabla \varphi(q^t)$, which implies $\nabla \varphi(q^t) = \hat{L}(q^t - q^{t+1})$.

$$\nabla \varphi(q^t)^\top(q - q^t) + \frac{\hat{L}}{2} ||q - q^t||^2 - \frac{\hat{L}}{2} ||q - q^{t+1}||^2$$

(155)

$$= \hat{L}(q^t - q^{t+1})^\top(q - q^t) + \frac{\hat{L}}{2} ||q - q^t||^2 - \frac{\hat{L}}{2} ||q - q^{t+1}||^2$$

(156)

$$= \hat{L} \left( q^\top(q - q^t) - ||q^t||^2 - q^\top q^{t+1} + (q^t)^\top q^{t+1} + \frac{1}{2} ||q^t||^2 + \frac{1}{2} ||q^t||^2 - q^\top q^t - \frac{1}{2} ||q^t||^2 - \frac{1}{2} ||q^{t+1}||^2 + q^\top q^{t+1} \right)$$

(157)

$$= \hat{L} \left( (q^t)^\top q^{t+1} - \frac{1}{2} ||q^t||^2 - \frac{1}{2} ||q^{t+1}||^2 \right)$$

(158)

$$= -\frac{\hat{L}}{2} ||q^{t+1} - q^t||^2$$

(159)

$$= -\hat{L}(q^{t+1} - q^t)^\top(q^{t+1} - q^t) + \frac{\hat{L}}{2} ||q^{t+1} - q^t||^2$$

(160)

$$= \nabla \varphi(q^t)(q^{t+1} - q^t) + \frac{\hat{L}}{2} ||q^{t+1} - q^t||^2$$

(161)

With equation (154) and Lemma 9 along with lemmas from the previous subsection, we are ready to complete the proof of Theorem 5:

**Proof of Theorem 5 (i).** Let $t > \tau$. Using Lemma 2 and Lemma 8,

$$\hat{L}(\theta^{t+1}_{(H-1)}) \leq \hat{L}(\theta^t_{(H-1)}) + \nabla \hat{L}(\theta^t_{(H-1)})^\top(\theta^{t+1}_{(H-1)} - \theta^t_{(H-1)}) + \frac{\hat{L}}{2} ||\theta^{t+1}_{(H-1)} - \theta^t_{(H-1)}||^2.$$  

(162)
which shows that $\hat{L}(\theta^t_{H-1})$ is non-increasing in $t$. Using (162) and Lemma 9, for any $z \in \mathbb{R}^{d_H-1}$,
\begin{equation} \label{eq:164}
\hat{L}(\theta^t_{H-1})
\end{equation}
\begin{equation} \label{eq:165}
\leq \hat{L}(\theta^t_{H-1}) + \nabla \hat{L}(\theta^t_{H-1})^\top (z - \theta^t_{H-1}) + \frac{\hat{L}}{2} \|z - \theta^t_{H-1}\|^2 - \frac{\hat{L}}{2} \|z - \theta^t_{H-1}\|^2.
\end{equation}

Using (164) and the facts that $\ell_i$ is convex (from the condition of this theorem) and that $\hat{L}$ is a nonnegative sum of the compositions of $\ell_i$ and the affine map (Lemma 6), we have that for any $z \in \mathbb{R}^{d_H-1}$,
\begin{equation} \label{eq:166}
\hat{L}(\theta^t_{H-1}) \leq \hat{L}(z) + \frac{\hat{L}}{2} \|z - \theta^t_{H-1}\|^2 - \frac{\hat{L}}{2} \|z - \theta^t_{H-1}\|^2.
\end{equation}
Summing up both sides of (165) and using (163),
\begin{equation} \label{eq:167}
(t - \tau)\hat{L}(\theta^t_{H-1}) \leq \sum_{k=\tau}^{t-1} \hat{L}(\theta^t_{H-1}) \leq (t - \tau)\hat{L}(z) + \frac{\hat{L}}{2} \|z - \theta^t_{H-1}\|^2 - \frac{\hat{L}}{2} \|z - \theta^t_{H-1}\|^2,
\end{equation}
which implies that for any $z \in \mathbb{R}^{d_H-1}$,
\begin{equation} \label{eq:168}
\hat{L}(\theta^t_{H-1}) \leq \hat{L}(z) + \frac{\hat{L}}{2(t - \tau)} \|z - \theta^t_{H-1}\|^2.
\end{equation}
By setting $z = \theta^t_{H-1}$ and using (154), we have that for any $\bar{c} \geq 0$,
\begin{equation} \label{eq:169}
\mathcal{L}(\theta^t) = \hat{L}(\theta^t_{H-1}) \leq \hat{L}(\theta^\ast_{H-1}) + \frac{\hat{L} \|	heta^\ast_{H-1} - \theta^\ast_{H-1}\|^2}{2(t - \tau)} \leq \max(\mathcal{L}(\theta^\ast), \bar{c}) + \frac{\hat{L} B^2}{2(t - \tau)}, \ \forall \theta^\ast \in \mathbb{R}^{d}.
\end{equation}
This implies the statement of Theorem 5 (i).

**Proof of Theorem 5 (ii).** Let $t > \tau$. Using the conditions of Theorem 5 (ii), with probability one,
\begin{equation} \label{eq:170}
\mathbb{E}[\|\theta^t_{H-1} - \theta^\ast_{H-1}\|^2 | \theta^t] \leq \mathbb{E}[\|\theta^t_{H-1} - \theta^\ast_{H-1}\|^2 - 2\alpha_t \mathbb{E}[g^t | \theta^t] \top (\theta^t_{H-1} - \theta^\ast_{H-1}) + \alpha_t^2 \mathbb{E}[\|g^t\|^2 | \theta^t] + \alpha_t^2 \mathbb{E}[\|g^t\|^2 | \theta^t] + \alpha_t^2 \mathbb{E}[\|g^t\|^2 | \theta^t],
\end{equation}
where the last line follows from the facts that $\ell_i$ is convex (from the condition of this theorem) and that $\hat{L}$ is a nonnegative sum of the compositions of $\ell_i$ and the affine map (Lemma 6). Taking expectation over $\theta^t$,
\begin{equation} \label{eq:171}
\mathbb{E}[\|\theta^t_{H-1} - \theta^\ast_{H-1}\|^2] \leq \mathbb{E}[\|\theta^t_{H-1} - \theta^\ast_{H-1}\|^2] - 2\alpha_t [\mathbb{E}[\hat{L}(\theta^t_{H-1})] - \hat{L}(\theta^t_{H-1}) + \alpha_t^2 G^2].
\end{equation}
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By recursively applying this inequality over \( t \),
\[
\mathbb{E}[\|\theta_{(H-1)}^{t+1} - \theta_{(H-1)}^*\|^2] 
\leq \|\theta_{(H-1)}^{t} - \theta_{(H-1)}^*\|^2 - 2 \sum_{k=\tau}^{t} \alpha_k \mathbb{E}[\hat{L}(\theta_{(H-1)}^k)] - \hat{L}(\theta_{(H-1)}^*]) + G^2 \sum_{k=\tau}^{t} \alpha_k^2. \tag{173}
\]
(174)

Since \( \|\theta_{(H-1)}^{t+1} - \theta_{(H-1)}^*\|^2 \geq 0 \),
\[
2 \sum_{k=\tau}^{t} \alpha_k \mathbb{E}[\hat{L}(\theta_{(H-1)}^k)] \leq \left(2 \sum_{k=\tau}^{t} \alpha_k\right) \hat{L}(\theta_{(H-1)}^*]) + B^2 + G^2 \sum_{k=\tau}^{t} \alpha_k^2. \tag{175}
\]

Using equation (154), we have that for any \( \bar{\epsilon} \geq 0 \),
\[
\min_{k=\tau,\tau+1,\ldots,t} \mathbb{E}[L(\theta^k)] \leq \max(L(\theta^*), \bar{\epsilon}) + \frac{B^2 + G^2 \sum_{k=\tau}^{t} \alpha_k^2}{2 \sum_{k=\tau}^{t} \alpha_k}, \quad \forall \theta^* \in \mathbb{R}^d. \tag{176}
\]

Using Jensen’s inequality and the concavity of the minimum function, it holds that for any \( \bar{\epsilon} \geq 0 \),
\[
\mathbb{E} \left[ \min_{k=\tau,\tau+1,\ldots,t} L(\theta^k) \right] \leq \max(L(\theta^*), \bar{\epsilon}) + \frac{B^2 + G^2 \sum_{k=\tau}^{t} \alpha_k^2}{2 \sum_{k=\tau}^{t} \alpha_k}, \quad \forall \theta^* \in \mathbb{R}^d. \tag{177}
\]
This implies the statement of Theorem 5 (ii).

\[ \square \]

## Appendix B  Experiments

The purpose of experiments in this paper differs from those of empirical studies. In empirical studies, experiments are often the main source of the arguments. However, the main claims in this paper are mathematically proved. Accordingly, the purpose of the experiments in this paper is to deepen our theoretical understanding (with experiments in Section 2.2) and provide evidence to additionally support our theory and what is already predicted by a well-known hypothesis (with experiments in Section 3.4). The experiments were implemented in PyTorch [43]. We additionally provide experimental details in the following.

### B.1 Experimental Setup for Section 2.2

**Model.** We used a fully-connected deep neural network and a convolutional deep neural network. For the fully-connected network, we used four layers and 300 neurons per hidden layer. The input dimensions were two for the two-moons dataset, and one for the sine wave dataset. The output dimension of the fully-connected network was one for both datasets. Each entry of the weight matrices in the fully-connected layers was initialized independently by the normal distribution with the standard deviation of \( 1/\sqrt{m} \) with \( m = 300 \) for all layers. We set the activation functions of all layers to be softplus \( \sigma(z) = \ln(1 + \exp(z))/\varsigma \) with \( \varsigma = 100 \), which approximately behaves as the ReLU activation as shown in Appendix C. For the convolutional deep neural network, we used the following standard variant of LeNet [33] with five layers: (1) input layer, (2) convolutional hidden layer with \( 8m_c \) filters of size 5-by-5 with softplus activation \( \sigma(z) = \ln(1 + \exp(z))/\varsigma \) with \( \varsigma = 100 \), (3) convolutional hidden layer with \( 8m_c \)
filters of size 5-by-5 with softplus activation $\sigma(z) = \ln(1 + \exp(\varsigma z))/\varsigma$ with $\varsigma = 100$, (4) fully-connected hidden layer with 128 output units with softplus activation $\sigma(z) = \ln(1 + \exp(\varsigma z))/\varsigma$ with $\varsigma = 100$, (5) fully-connected output layer. All the model parameters were initialized by the default initialization of PyTorch version 1.4.0 [44], which is based on the implementation of [38].

Data. For the fully-connected deep neural network, we used the standard two-moons dataset [34] and a sine wave dataset. Whereas the two-moons dataset is known to be easily learnable, a sine wave dataset with a high frequency is known to be challenging for fitting. For the two-moons dataset, we generated 100 training samples using the scikit-learn command, sklearn.datasets.make_moons [34]. To generate the sine wave dataset, we randomly generated the input $x_i$ from the uniform distribution on the interval $[-1, 1]$ and set $y_i = 1\{\sin(20x_i) < 0\} \in \mathbb{R}$ for all $i \in [n]$ with $n = 100$. For the convolutional deep neural network, we used the Semeion dataset [35] and a random dataset. The Semeion dataset has 1593 data points and we randomly selected 1000 data points as training data points. The random dataset was created by randomly generating each pixel of the input image $x_i \in \mathbb{R}^{16 \times 16 \times 1}$ from the standard normal distribution and by sampling $y_i$ uniformly from $\{0, 1\}$ for all $i \in [n]$ with $n = 1000$.

Training. For each dataset, we used (mini-batch) stochastic gradient descent (SGD) with mini-batch size of 100. This effectively results in (full-batch) gradient descent for the two-moons dataset and sine wave dataset (because they only have 100 data points), whereas it behaves as SGD for the Semeion dataset and the random dataset (because they have 1000 data points). We used the cross-entropy loss as the training loss. We fixed the momentum coefficient to be 0.9 for the convolutional network and 0.98 for the fully-connected network. Under this setting, deep neural networks have been empirically observed to have implicit regularization effects (e.g., see [45]). We set the learning rate to be 0.1 for all the experiments. We fixed the end epoch to be 1000 for the fully-connected networks and 400 for the convolutional network.

B.2 Experimental Setup and Additional Results for Section 3.4

We provide additional details and results for the experiments with the sine wave dataset in Appendix B.2.1 and image datasets in Appendix B.2.2.

B.2.1 Sine Wave Dataset

For the sine wave dataset, we also verified that the safe-exploration condition (Assumption 4) is satisfied in the setting of the experiment in Section 3.4. We set $\varepsilon = 0.01$, $\tau = 2000$, and $\tilde{G} = G$ for the EE wrapper $\mathcal{A}$ for the sine wave dataset. We fixed the last epoch to be 10000. All other settings were the same as those for Subsection 2.2. That is, to generate the sine wave dataset, we randomly generated the input $x_i$ from the uniform distribution on the interval $[-1, 1]$ and set $y_i = 1\{\sin(20x_i) < 0\} \in \mathbb{R}$ for all $i \in [n]$ with $n = 100$. We used (mini-batch) stochastic gradient descent (SGD) with a mini-batch size of 100. We fixed the momentum coefficient to be 0.98 and the learning rate to be 0.1. We used a fully-connected deep neural network with four layers and 300 neurons per hidden layer. The input dimension and the output dimension were one. We set the activation functions of all layers to be softplus $\sigma(z) = \ln(1 + \exp(\varsigma z))/\varsigma$ with $\varsigma = 100$. We set $\tilde{\sigma}(q) = \frac{1}{1 + e^{-q'}}$ with $q' = 1000$ for the EE wrapper $\mathcal{A}$. Each entry of the weight matrices was initialized independently by the normal distribution with the standard deviation of $1/\sqrt{m}$ with $m = 300$ for all layers. For the purpose of the random trials, we repeated this random initialization for three independent random trials with different random seeds in Figure 2. In Figure 3, we reported the result of the first trial.
B.2.2 Image Datasets

In the following, we provide the details of experiments for image datasets. We used the exactly same setting across the experiments for test performances, training behaviors and computational time. For the experiments on the effect of learning rates and optimizers, we changed the learning rates and optimizers as explained in Section 3.4.

Model. We used the standard (convolutional) pre-activation ResNet with 18 layers [37]. We set the activation to be the softplus function \( q \mapsto \ln(1 + \exp(q)) / \zeta \) with \( \zeta = 100 \) for all layers of the base ResNet. This approximates the ReLU activation well as shown in Appendix C. We set \( \tilde{\sigma}(q) = \frac{1}{1+e^{-q}} \) for the EE wrapper \( \mathcal{A} \). All the model parameters were initialized by the default initialization of PyTorch version 1.4.0 [44], which is based on the implementation of [38]. As \( m_{H-1} = 513 \) (512 + the constant neuron for the bias term) for the standard ResNet, we set \( m_H = \lceil 2(n/m_{H-1}) \rceil \) throughout all the experiments with the ResNet.

Data. We adopted the standard benchmark datasets — MNIST [33], CIFAR-10 [46], CIFAR-100 [46], Semeion [35], Kuzushiji-MNIST (KMNIST) [47] and SVHN [48]. We used all the training and testing data points exactly as provided by those datasets, except for the Semeion dataset. For the Semeion dataset, the default split of training and testing data points is not provided and thus we randomly selected 1000 data points as training data points from 1593 data points. The remaining 593 points were used as testing data points. In the case of data-augmentation, we used the standard data-augmentation of images for each datasets by using torchvision.transforms: random crop (with RandomCrop(28, padding=2)) and random affine transformation (with RandomAffine(15, scale=(0.85, 1.15)) for MNIST; random crop (with RandomCrop(32, padding=4)) and horizontal flip (with RandomHorizontalFlip) for CIFAR-10, CIFAR-100 and SVHN; random crop (with RandomCrop(16, padding=1)) and random affine transformation (with RandomAffine(4, scale=(1.05, 1.05)) for Semeion; random crop (with RandomCrop(28, padding=2)) for Kuzushiji-MNIST (KMNIST).

Training. We employed the cross-entropy loss as the training loss and a standard algorithm, SGD, with its standard hyper-parameter setting for the algorithm \( \mathcal{G} \) with \( \tilde{\mathcal{G}} = \mathcal{G} \): i.e., we let the mini-batch size be 64, the weight decay rate be \( 10^{-5} \), the momentum coefficient be 0.9, the learning rate be \( \alpha_t = 0.1 \), the last epoch \( \hat{T} \) be 200 (with data augmentation) and 100 (without data augmentation). The hyper-parameters \( \varepsilon \) and \( \tau = \tau_0 \hat{T} \) were selected from \( \varepsilon \in \{10^{-3}, 10^{-5}\} \) and \( \tau_0 \in \{0.4, 0.6, 0.8\} \) by only using training data. That is, we randomly divided each training data (100%) into a smaller training data (80%) and a validation data (20%) for a grid search over the hyper-parameters. In other words, this grid search only used a smaller training data and a small validation data without using any testing data. Tables 7–12 show the results of this grid search for each dataset with data augmentation, whereas Tables 13–15 summarise the results for each dataset without data augmentation. Based on these results, we fixed the hyper-parameters to be the values with the underline in each table: e.g., \( \varepsilon = 10^{-3} \) and \( \tau_0 = 0.8 \) for MNIST with data augmentation based on Table 7.
| Table 7: Validation error (%) for MNIST |
|-----------------|----|---|---|
| $\varepsilon$   | $\tau_0$ | 0.4 | 0.6 | 0.8 |
| $10^{-3}$       | 0.65 | 0.55 | 0.50 |
| $10^{-5}$       | 0.55 | 0.65 | 0.59 |

| Table 8: Validation error (%) for CIFAR-10 |
|-----------------|----|---|---|
| $\varepsilon$   | $\tau_0$ | 0.4 | 0.6 | 0.8 |
| $10^{-3}$       | 8.51 | 8.39 | 8.52 |
| $10^{-5}$       | 8.68 | 8.03 | 8.22 |

| Table 9: Validation error (%) for CIFAR-100 |
|-----------------|----|---|---|
| $\varepsilon$   | $\tau_0$ | 0.4 | 0.6 | 0.8 |
| $10^{-3}$       | 31.18 | 30.92 | 31.50 |
| $10^{-5}$       | 31.18 | 31.43 | 31.21 |

| Table 10: Validation error (%) for Semeion |
|-----------------|----|---|---|
| $\varepsilon$   | $\tau_0$ | 0.4 | 0.6 | 0.8 |
| $10^{-3}$       | 6.00 | 4.00 | 4.00 |
| $10^{-5}$       | 2.50 | 4.00 | 4.50 |

| Table 11: Validation error (%) for KMNIST |
|-----------------|----|---|---|
| $\varepsilon$   | $\tau_0$ | 0.4 | 0.6 | 0.8 |
| $10^{-3}$       | 0.51 | 0.50 | 0.59 |
| $10^{-5}$       | 0.60 | 0.53 | 0.55 |

| Table 12: Validation error (%) for SVHN |
|-----------------|----|---|---|
| $\varepsilon$   | $\tau_0$ | 0.4 | 0.6 | 0.8 |
| $10^{-3}$       | 5.08 | 4.91 | 5.26 |
| $10^{-5}$       | 5.20 | 5.12 | 5.20 |

| Table 13: Validation error (%) for MNIST without data augmentation |
|-----------------|----|---|---|
| $\varepsilon$   | $\tau_0$ | 0.4 | 0.6 | 0.8 |
| $10^{-3}$       | 0.55 | 0.51 | 0.50 |
| $10^{-5}$       | 0.54 | 0.62 | 0.62 |

| Table 14: Validation error (%) for CIFAR-10 without data augmentation |
|-----------------|----|---|---|
| $\varepsilon$   | $\tau_0$ | 0.4 | 0.6 | 0.8 |
| $10^{-3}$       | 16.00 | 16.02 | 16.47 |
| $10^{-5}$       | 15.65 | 16.18 | 15.86 |

| Table 15: Validation error (%) for CIFAR-100 without data augmentation |
|-----------------|----|---|---|
| $\varepsilon$   | $\tau_0$ | 0.4 | 0.6 | 0.8 |
| $10^{-3}$       | 48.65 | 51.98 | 51.37 |
| $10^{-5}$       | 50.83 | 50.48 | 51.74 |
Appendix C Additional Discussion

On softplus activation. Throughout the experiments in this paper, we use the softplus function $q \mapsto \ln(1 + \exp(\varsigma q))/\varsigma$ with $\varsigma = 100$, as a real analytic (and differentiable) function that approximates the ReLU activation. This approximation is of high accuracy as shown in Figure 6.

\begin{figure}[h]
\centering
\begin{subfigure}{0.45\textwidth}
\centering
\includegraphics[width=\textwidth]{relu_softplus_1}
\caption{x-axis scale $[-1, 1]$}
\end{subfigure}
\begin{subfigure}{0.45\textwidth}
\centering
\includegraphics[width=\textwidth]{relu_softplus_2}
\caption{x-axis scale $[-1000, 1000]$}
\end{subfigure}
\caption{ReLU versus Softplus $q \mapsto \ln(1 + \exp(\varsigma q))/\varsigma$ with $\varsigma = 100$. The plot lines of ReLU (orange line) and Softplus (black dashed line) coincide in the figure.}
\end{figure}

On Theorem 3. Theorem 3 predicts that the upper bound on the global optimality gap $(\min_{t \in [T]} \mathcal{L}(\theta^t) - \inf_{\theta \in \mathbb{R}^d} \mathcal{L}(\theta))$ decreases towards zero whenever $\text{vec}(Y_\ell) \in \text{Col}(\frac{\partial \text{vec}(f_X(\theta^t))}{\partial \theta^t})$ at each iteration. This follows from equations (12) and (13). Moreover, Theorem 3 implies that $\epsilon$-near global minimum values are achieved for any $\epsilon > 0$, if $\text{vec}(Y_\ell) \in \text{Col}(\frac{\partial \text{vec}(f_X(\theta^t))}{\partial \theta^t})$ at sufficiently many iterations $t$ for both regression and classification losses.

On cross-entropy losses with Theorem 3. Note that even with $\eta = 1$, the value of $\mathcal{L}^*(\eta Y_\ell)$ in Theorem 3 is that of the correct classification with zero classification error. Moreover, given any desired accuracy $\epsilon > 0$, there exists $\eta \in \mathbb{R}$ to obtain $\epsilon$-near global optimality for the binary and multi-class cross-entropy losses with Theorem 3. However, unlike the squared loss case, we cannot set $\epsilon = 0$ as it requires $\eta = \infty$ for which the right-hand-side of equation (13) yields infinity. This is consistent with the properties of the logistic loss and multi-class cross-entropy loss. This shows that our theory is consistent with true behaviors of the logistic loss and multi-class cross-entropy loss as desired.

On the EE wrapper $A$. The EE wrapper $A$ is designed to provide prior guarantees while not hurting practical performances, instead of improving them. We can use any initialization for the parameter vector $\theta^0$ at line 4 of Algorithm 1: i.e., a non-standard poor initialization can degrade the value of the factor $\hat{L}$ in our convergence rate. At line 2 of Algorithm 1, one fully-connected last layer is added if the original network had one fully-connected last layer, and two fully-connected last layers are added if the original had no fully-connected last layer. The model modifications can also be automated.