Unsupervised learning of sequence-specific aggregation behavior for a model copolymer
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We apply a recently developed unsupervised machine learning scheme for local atomic environments to characterize large-scale, disordered aggregates formed by sequence-defined macromolecules. This method provides new insight into the structure of these disordered, dilute aggregates, which has proven difficult to understand using collective variables manually derived from expert knowledge. In contrast to such conventional order parameters, we are able to classify the global aggregate structure directly using descriptions of the local environments. The resulting characterization provides a deeper understanding of the range of possible self-assembled structures and their relationships to each other. We also provide detailed analysis of the effects of finite system size, stochasticity, and kinetics of these aggregates based on the learned collective variables. Interestingly, we find that the spatiotemporal evolution of systems in the learned latent space is smooth and continuous, despite being derived from only a single snapshot from each of about 1 000 monomer sequences. These results demonstrate the insight which can be gained by applying unsupervised machine learning to soft matter systems, especially when suitable order parameters are not known.
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I. INTRODUCTION

A major hurdle for the data driven design of functional soft polymeric materials is the topological and chemical complexity of the constituent macromolecules. As a result, their material properties, such as large-scale morphologies and aggregation dynamics, are defined by features which span many length and timescales, making computational investigation challenging. While there are a few recent applications of machine learning for disordered soft matter systems, the best practices for representation and classification of complex disordered systems remain unclear.

The bulk self-assembly of polymer chains has been studied extensively for various architectures of synthetic polymers, including multiblock copolymers and tapered blocks. Aggregate formation is commonly observed and well characterized in block copolymers, where self-assembly is driven by the microphase separation of the different blocks. Aggregation behavior has also been extensively studied for dilute systems in solution, specifically with di- and tri-blocks and multiblocks, where the focus was mainly to describe finite-size aggregates like spherical micelles and vesicles, and gelation.

Perhaps the most common example of sequence-defined macromolecules are proteins. The polymers investigated here do not exhibit secondary or tertiary structures, and are more similar to intrinsically disordered proteins (IDP). In fact, the model used here was first considered in the context of a simple IDP model for liquid-liquid phase separation. In this work, we focus on the sequence dependence of phase and aggregation behavior of macromolecules which self-assemble into large-scale, disordered aggregates.

To identify local structures, bond order parameters or graph-based descriptors are commonly used. This approach is not very well suited for disordered or liquid aggregates, because the topological environments of disordered aggregates are random. Fully supervised machine learning approaches are also not appropriate, because the number and nature of possible structures in the disordered aggregates are unknown. While structure factors or scattering functions contain longer range features of the large-scale aggregates, they typically requires fitting the scattering data with theoretical models, which can be open to interpretation. In simulations, only a finite range of $q$-vectors is accessible, complicating analysis further.

To address these challenges, unsupervised machine learning has become increasingly pop-
ular in recent years. One widespread approach is the use of diffusion maps\textsuperscript{11} to identify low-dimensional collective variables directly from particle tracking or simulation data\textsuperscript{12} which has been employed to study colloidal clusters\textsuperscript{33} and crystals\textsuperscript{28} ring polymers\textsuperscript{34} and nematic phases\textsuperscript{35} to name only a few. The development of this approach was rooted in fundamental statistical mechanics\textsuperscript{36} wherein the existence of a diffusion process is postulated that exhibits some slow dynamical modes coupled to fast stochastic noise.

While soft matter is still analyzed using conventional methods such as principal component analysis\textsuperscript{37} many sophisticated methods for dimensionality reduction (also called manifold learning) have emerged from the machine learning literature in the last decade. This progress has not escaped the attention of those interested in soft matter physics, and a variety of those techniques have now been applied to study polymer aggregation. The conformations of single polymer chains has been studied by a nonmetric multidimensional scaling\textsuperscript{38} while aggregates have been analyzed by UMAP\textsuperscript{39} both of which are similar in spirit to diffusion maps. Self-supervised neural networks (e.g., autoencoders) have also seen impressive success in capturing the conformations of single polymer chains.\textsuperscript{40–42}

In this work, we utilize a recently developed unsupervised machine learning method for local environments based on simple rotation-invariant features\textsuperscript{1} to characterize the morphologies of self-assembled aggregates. This method does not rely on discrete categories for structural identification, and has been shown to be effective with very few training data. While it has previously been demonstrated on a variety of soft matter systems such as colloidal self-assembly, ice structures, and binary mesophases,\textsuperscript{1} this is the first demonstration of that method on macromolecules. As in other recent works involving unsupervised learning for soft matter, we use nonlinear manifold learning to discover collective variables which describe the aggregate morphologies and assembly dynamics. However, we consider larger aggregates with more structural variation compared to recent works (e.g., Refs.\textsuperscript{39} and \textsuperscript{42}) which in turn must be described by more features.

We focus our attention on exploring the diversity of the disordered aggregates and interpreting the discovered latent space. Our aims are as follows: (i) find a reliable, unbiased method to classify disordered, dilute, large-scale aggregates, and (ii) apply this method to deepen the physical understanding of the self-assembly of a model sequence-defined macromolecule.

In this article, we first provide a description of each identified aggregate morphology (from
over 2000 simulated sequences) in Section III A based on the learned latent space. Next we discuss the bias introduced by random sampling of sequences in Section III B. We compare the obtained latent space to expert knowledge (i.e., the order parameters from Ref. [2]) in Section III C and investigate how the finite system size (Section III D) and stochasticity (Section III E) of our simulations influence the results. We also provide a detailed analysis of the aggregation kinetics with respect to the latent space collective variables in Section III F, showing that the manifold learned from individual sequences is continuous with respect to a single trajectory.

II. METHODS

A. Molecular Dynamics simulations

To investigate complex aggregation behavior of soft matter, we used a very simple model with a few parameters, which shows a rich self-assembly behavior. Although the model was first used to investigate disordered protein liquid-liquid phase separation,[2] it is a very general model of a sequence-defined macromolecule, like a random block copolymer. Each chain consists of a sequence of sticky A, and non-sticky B beads. The sticky beads interact with each other via the standard Lennard-Jones (LJ) potential ($\sigma$, $\epsilon$, $r_{\text{cut}} = 3\sigma$).[43] The non-sticky self- and cross-interactions were described by the purely repulsive Weeks-Chandler-Anderson (WCA) potential.[44] Bonds between subsequent beads in the chain are described by the standard finitely extensible nonlinear elastic (FENE) potential ($R_0 = 1.5\sigma, K = 30\epsilon/\sigma^2$).[45] For computational efficiency, we use an implicit-solvent model, and solvent effects, such as hydrodynamics, are neglected. For a detailed description of the model we refer to Ref. [2].

In this work, we varied only the sequence of bead types and kept all other parameters constant. The fraction $f_A$ of A beads was set to 0.6 and the chain length $M$ was constant at $M = 20$ for all investigated sequences, resulting in unentangled chains at a density of $\rho = 0.05 \text{ m/}\sigma^3$, in a box of size $V \approx (40\sigma)^3$ with $N = 500$ chains. To evaluate finite size effects, we kept the density fixed but simulated $N = (20, 50, 100, 200, 500, 1000, 2000)$ chains.

All simulations were performed using the HOOMD-blue (version 2.9.4) simulation package[46,47] on graphics processing units. We performed $NVT$ simulations with a Langevin thermostat to keep temperature constant at $T = 0.5\epsilon$. Simulation time varied from $5 \times 10^3 \tau$
FIG. 1. Schematic of the unsupervised learning method used to characterize the local structure ($Z^o$) from local environment feature histograms ($H^o_i$) and global aggregate morphology ($Z$) from a system wide histogram ($H$) of particle positions in $Z^o$ space.

for investigating the short-term evolution to $2 \times 10^5 \tau$ for studying long-term equilibration of the aggregates.

B. Unsupervised machine learning

The self-assembled structures are classified based on a recently introduced unsupervised learning approach for local environments. The goal of this approach is to find a set of order parameters for the large-scale aggregates based on the geometric characteristics of the local environments around each polymer chain. As implemented here, the geometric characteristics are a collection of three-body terms which are combined into a single feature vector through a histogram-like kernel density estimation. The resulting local descriptors are reduced to a few local order parameters using manifold learning and then combined through a second kernel density estimation to create features for the entire simulation snapshot (i.e., characterizing the aggregate). Finally, these global features are embedded into a second
manifold to characterize the self-assembled structures by only two numbers describing a position in 2D latent space. A schematic of the procedure is shown in Fig. [1].

As input for each particle \( i \), the method takes a local neighborhood \( R_i \) according to an isotropic cutoff radius, with \( n_i \) particles inside this \( r_{\text{cut}} = 6 \sigma \) radius. From these, the three-body features \( F_i \) between particles \( (i,j,k) \) are computed:

- \( d_{jk} = |r_k - r_j| \) is the distance between neighbors
- \( \theta_{jik} = \arccos (r_{ik} \cdot r_{ij}) \) is the bond angle
- \( \ell_{jik} = d_{ij} + d_{ik} \) is the bond length

Here \( r_{ij} = r_j - r_i \) is the displacement vector between particle \( i \) and \( j \). Since the central particle (i.e., defining the origin of the chain neighborhood) necessarily participates in every bond, there are \( 3 n_i^2 \) features.

Once these features are computed for the entire neighborhood, permutation invariance is enforced by performing a kernel density estimation in two dimensions for each of the \((d, \theta)\), \((d, \ell)\), and \((\theta, \ell)\) slices and summing over each bin to yield a histogram \( H^o_i \). Each entry in this matrix represents the relative probability that a given pair of the three-body terms is observed in the local environment. Here 12 bins are used in each dimension, and the matrix is normalized (i.e., yielding a probability density) to avoid a strong dependence on the number of particles. Some example \( H^o \) histograms are shown in Fig. S5 of the ESI\cite{48} to illustrate the difference between local particle environments in different aggregate types. Note that on their own, these features do not provide a very useful description of the local environments. Instead, the intent is to generate a large amount of information about each local environment and later distill it down into a reduced form (i.e., an order parameter) based on preservation of the high-dimensional topology in the learned low-dimensional manifold.

This histogram is reshaped into a \( 3 n_i^2 \times 1 \) feature vector and embedded into a low-dimensional manifold \( Z \) using the UMAP algorithm\cite{49}. UMAP is a non-linear, unsupervised method for dimensionality reduction that assumes a uniform distribution of data over a locally connected Riemannian manifold. This results in a low-dimensional projection of the original data (i.e., the collection of local feature histograms \( H^o_i \)) which approximately maintains its topological structure. We refer to this projection as the latent space \( Z^o \), which contains the information about local particle environments. The hyperparameters for the
UMAP algorithm are 10 neighbors, zero minimum distance, and 3 components in the latent space. A more complete description of the method can be found in Ref. [1].

Evaluating the particles based on their position in $Z^\circ$ provides local structural information about each polymer chain (e.g., used to color the particles in Fig. 2) but still does not characterize aggregates. For instance, the neighborhood around a liquid should be relatively isotropic, whereas a membrane or string neighborhood should be strongly anisotropic. In order to evaluate the global morphology, the structural information for all particles in the simulation domain need to be considered collectively. This is achieved by a second pooling and embedding step using the same procedure, as described in Ref. [1] to generate collective variables. A histogram of the positions in $Z^\circ$ is generated for all particles in the simulation, and this system wide $H$ is then flattened to create a second feature vector, this time for the entire snapshot. Some example $H$ histograms are shown in Fig. S6 of the ESI. This histogram is again flattened and embedded into a second latent space $Z$ to construct a manifold of all observed morphologies. This second latent space $Z$ now contains the low-dimensional data for each simulation snapshot (i.e., a collection of all chains), rather than each particle, and can be used as a collective variable to characterize the aggregates. As in Ref. [1] the hyperparameters are modified in this second embedding step to yield a smoother manifold, with 16 neighbors, 1 minimum distance, and 2 components in the latent space.

While the method has been demonstrated on different chemical species, [1] here we ignore the monomer type and consider only structural features. To accelerate the analysis, we also further coarse-grain the chains by considering only two particles per chain, as defined by the center of mass of the first and last ten monomer beads. Note this does not affect the simulation model and is only performed in post-processing. In principle this step is not necessary, but the analysis of the full system required considerable computation time – even with GPU acceleration – and we determined that the coarse-grained version retained all of the essential morphological features (e.g., the string topology in the top-right of Fig. 1).
FIG. 2. Representative structures observed from the manifold: Strings (a), membranes (b), vesicles (c), liquids (d), structured liquids (e), disordered micelles (f), spherical micelles (g), and wormlike micelles (h). Sequences shown schematically, with ● indicating an A-bead and ○ a B-bead. Colors indicate positions of particle in $\mathbf{Z}^\circ$. Identification of structures was made based on the systems position in the $\mathbf{Z}$ latent space.
FIG. 3. Manifold $\mathbf{Z}$ learned with UMAP on 1016 randomly selected structures. 102 representative structures are pictured at their corresponding position in the manifold. The rest are indicated by symbols to avoid overlapping the renderings. Blue line indicates latent space periphery as determined by alpha-shape with $\alpha = 1.0$.

III. RESULTS

A. Aggregate morphology

Even though the model investigated here is simple and only the sequence was varied – even composition was fixed – we found extremely diverse aggregate types. Examples of these aggregate morphologies are shown in Fig. 2 (along with the corresponding monomer sequence), with each particle colored according to its characteristic local environment. These colors correspond to the position in the particle latent space $\mathbf{Z}^0$ as shown in Fig. 1 and in Fig. S1 of the ESI. Purple color corresponds to a string-like environment, pink to sheet-like, yellow to liquid-like, green to micelle-like exterior, and blue to micelle-like interior. These
can be uniform throughout the simulation box (as in the top row) or highly heterogeneous (as in the bottom row), depending on the aggregate morphology. The morphologies in Fig. 2 correspond well to prior observations in Ref. 2, which named most of the following aggregate types: strings (a), membranes (b), vesicles (c), liquids (d), structured liquids (e), disordered micelles (f), spherical micelles (g), and wormlike micelles (h). Because of the way the morphologies were evaluated in Ref. 2, structured liquids and disordered micelles were grouped together.

To evaluate the range of possible aggregate morphologies, 1016 sequences were selected at random and equilibrated by MD for $2.5 \times 10^4 \tau$. The embedding simulation system latent space $Z$ for the resulting 1016 equilibrated snapshots is shown in Fig. 3, along with renderings of some representative morphologies. Because UMAP preserves the topology of the original high-dimensional data, a key feature is that the most dissimilar structures appear along the outer periphery of the manifold, while the interior samples interpolate between them. This can be observed in the color distribution of each rendering, with one or two dominant colors around the periphery (e.g., all pink particles corresponding to all sheet-like environments), whereas in the center some snapshots contain a mix of many colors.

The ‘archetypical’ morphologies then correspond to these peripherally located structures in $Z$. Starting at the top left and moving clockwise, these correspond to: strings, flat sheets, hollow vesicles, structured liquids, liquid droplets, disordered micelles, spherical micelles, worm-like micelles, then back to strings. Towards the center of the manifold, mixtures of these archetypes appear, as both coexisting aggregates (e.g., part sheet / part string in the top right) and homogeneous mixtures (e.g., liquid-like disordered micelles in the bottom right).

B. Sampling strategy

For such a diverse collection different morphologies, it is a challenge to ensure complete coverage of all aggregate types. It is encouraging that the morphologies reported here already match those identified in Ref. 2 using expert knowledge, such as selecting sequences with specific blocks and patterns or completely random ordering. Nevertheless, given chains of length 20 with 12 $A$-type beads and 8 $B$-type beads, there are 63,090 unique sequences to choose from, such that only 1.6% of possible sequences in this already highly constrained
FIG. 4. Manifold $\mathbf{Z}$ learned with UMAP on 1022 self-assembled structures. 102 representative structures are pictured at their corresponding position in the manifold. The rest are indicated by symbols to avoid overlapping the renderings. Blue and orange lines indicates random and k-means latent space peripheries (respectively) as determined by alpha-shape with $\alpha = 1.0$.

design space were evaluated to generate Fig. 3. Furthermore, there is no guarantee that expert knowledge and traditional measures like scattering functions are sufficient to identify and distinguish between all possible morphologies with so many possible sequences.

Here, we use two different sampling strategies to attempt good coverage of all aggregate types. We have already shown the result when selecting sequences at random in Fig. 3. However, it is unlikely that the distribution of sequences has strong correspondence with the distribution of morphologies. One obvious example is the relative rarity of blocky sequences – there are 7 unique sequences with a block of 8 $B$-type beads, 78 with a maximum block size of 7, and 510 with a maximum block of size 6. This continues to increase up to 25,731 for maximum block size of 2, but then drops down to only 651 sequences with no adjacent
$B$-type beads. Thus, sampling randomly offers more than an 80% chance to select a sequence with a maximum block size of 2 or 3 $B$-type beads, such that both the very blocky sequences and the most non-blocky sequences are greatly under-represented.

To test the effect of sampling strategy, we first need to define a different distribution based on which the sequences are selected. This estimate should be inexpensive since it must be computed for all 63,090 sequences. We therefore simulated clusters of 5 chains in short bursts of 50 $\tau$ by MD. The average LJ interaction energy $E_{\text{LJ}}$ and average radius of gyration $R_g$ of chains in these clusters were selected as proxies for the aggregation behavior. K-means clustering was used to select 1022 sequences which were uniformly spaced over this $(E_{\text{LJ}}, R_g)$ feature space. The resulting manifold is shown in Fig. 4.

There are two obvious distinctions between the randomly selected set in Fig. 3 and the k-means set in Fig. 4. First, the density of spherical-micelle-forming sequences is much higher in the k-means set compared to the randomly selected set. This is consistent with the above observation of the relative rarity of blocky sequences and the common knowledge that blocky sequences form micelles. Second, there is a collection of structures on the far left of the random manifold that is missing from the k-means manifold, with a notable concave region between the strings and wormlike micelles. This implies that these morphologies are formed by sequences with short blocks of $B$-type beads, which are vastly over-represented when choosing sequences at random.

In the rest of this paper, we will focus our attention on this k-means set, as it appears to provide a more uniform distribution over the various morphologies. However, the question of how to ensure coverage of the morphology space is far from answered, and future work with these sequence defined macromolecules should consider this problem carefully.

C. Comparison to expert knowledge

Prior attempts of distinguishing these aggregates morphologies looked at measures like pair-correlation functions (which can be related to the structure factor via Fourier-transform), number of nearest neighbours, and single-chain properties like $R_g$. All those short-ranged structural measures showed very similar behavior: they usually distinguish between micelles (i.e., small clusters) and non-micelle structures (i.e., large aggregates), but are unable to identify subtler structural variations.
In an attempt to include global structure, we have previously evaluated these morphologies by a surface mesh method. This results in a surface defined by a triangulated mesh enclosing the dense aggregates. The area to volume ratio ($A/V$) distinguished the liquids, characterized by large aggregates with low $A/V$, from the spherical micelles, characterized by many smaller aggregates with corresponding high $A/V$. The genus $G$ – a topological measure of a surface – was also used to distinguish structured liquids (negative $G$, corresponding to internal voids) from strings (positive $G$, corresponding to holes). The area-to-volume ratio and genus (measuring the topological properties of the mesh) was then used to classify morphologies. Note that this way of identifying aggregate types lead to disordered micelles and structured liquids being grouped together, since both have a significant number of voids and similar $A/V$ ratio.

These measures were able to roughly characterize the global structure of each archetype, but they do not account for mixtures of the structures as observed in the center of Figs. 3-4.
This is due to the global pooling of the mesh measures, which reduces the entire feature space to only two numbers. In the current approach, we retain information about the distribution of individual particle environments over the entire aggregate and only reduce to two-dimensional latent space at the end.

Interestingly, the archetype morphologies appear to be determined by the features of the local environments. This is especially true for strings and membranes, which appear in solid purple and pink, respectively, with only a few green particles around the edges. Spherical micelles have two distinct environments corresponding to the core and shell regions, but the local environments fall cleanly into one of these two. This suggests that the global morphology is a direct consequence of the local aggregation behavior of the chains. However, we also reiterate that the characterization presented in Figs. 3-4 is not the result of analyzing local structure alone, but also the distribution of local structure observed over all chains in the system.

To assess the ability of the sequence characteristics to predict the self-assembled morphology, we evaluated some sequence order parameters in line with Ref. [2]. The most salient feature was the longest block of \(A\)-type beads \(L_A\) (equivalent to \(M - L_B\)), which is plotted in Fig. 5. Here, spherical micelles are clearly distinguished by their very long blocks – these correspond to only a few blocks, either di-block or tri-block. Other structures are less clear, with only one dimension of the manifold being reliably provided by this measure – it seems that short blocks correspond to either liquids or membranes/vesicles, but distinguishing between those is challenging.

When comparing how other short-ranged structural properties are distributed in the manifold, they all show similar behavior (see Fig. S4 in the ESI for additional measures). A diagonal gradient in latent space is observed, reflecting the ability to distinguish many small clusters from few large ones. This also roughly corresponds to the \(A/V\) ratio of the final structures as shown in Fig. 5. The cluster of similar green color in the bottom left half of the manifold demonstrates the degeneracy of this metric when dealing with more nuanced structures. Thus, the features produced by unsupervised learning provide additional information beyond what expert knowledge provides.
FIG. 6. (a) Point clouds and enclosing alpha-shapes ($\alpha = 0.4$) for peripheral sequences with 20, 50, 100, 200, 500, 1000, and 2000 chains fit to a new manifold (all at once). (b) Representative snapshots embedded in the $Z$ manifold from only $N = 500$ chains.

D. Finite size effects

As always with molecular simulation, it is critical to evaluate the effect of different system sizes on the final results. This is especially true when considering large-scale aggregates, which may require a very large number of chains to realize the full range of possible structures. Yet for computational efficiency, a smaller number of chains is preferable, especially when considering the thousands of different sequences that were evaluated here. We also have some evidence from the preceding sections that the global structure is informed by local environments (i.e., that archetypes are comprised mostly of the same color particles). This leads to the question: At which system size does the full range of possible morphology archetypes appear?

To answer this question, we picked representative sequences from the periphery of the manifold and repeated simulations with the following system sizes: 20, 50, 100, 200, 500,
1000, and 2000 chains. All systems were evaluated in a cubic box at a fixed density of

\[ 0.05 \sigma^{-3} \]. Sequences from the periphery were chosen because they represent the archetypical morphologies and should always define the outer boundaries of the manifold; this hypothesis was validated on the \( N = 100 \) system in the ESI. This strategy allows a measure of the coverage in the morphology space while greatly reducing the computational burden of simulating all sequences at all system sizes.

From the simulations at each system size, a new manifold was constructed using all results at once. This is to avoid biasing the result based on a reference system size, since manifold learning performs substantially better at interpolation than extrapolation. The resulting manifold is shown in Fig. 6 with points labeled for each system size in panel (a) and examples rendered for the \( N = 500 \) system size in panel (b).

Note that the resulting manifold is flipped along the \( Z_1 \) axis relative to the manifolds shown above in Figs. 3-4, since the latent space mapping is not unique. This is a common feature of manifold learning approaches, which are tasked with preserving the topology of the high-dimensional data but rarely are provided objectives which prioritize certain orientations. Thus, the nearly constant topology of these mappings is meaningful whereas the sign flip is not. Comparing manifolds generated from different subsets of the data can be achieved by a Procrustes analysis or by embedding the data from one manifold into the other. For classification workflows, this does mean that a few labels are required to ascertain a suitable alignment; these could even be the same few snapshots which are always embedded into each manifold as “landmarks.” In that case, the proposed method would be considered semi-supervised.

The alpha-shapes for each system size shown in Fig. 6(a) reveals a gradual increase of latent space coverage with increasing system size. For 20 and 50 chains, most sequences result in small aggregates which lack clear definition as one of the archetypes. It especially appears that string, membrane-vesicle, and liquid-like morphologies are not able to form. This may be an artifact of the coarse-graining procedure since these systems have only 40 and 100 total beads, respectively. However, it is more likely evidence for a minimum system size required to achieve the full range of hierarchical structures accessible with more chains. With 100 chains, most structures can form, but the variety of liquids and vesicles are restricted compared to larger systems (compressed boundary on the bottom right corner). By 200 chains, all structures except some of the liquids are accessible, and above 500 chains
little difference is observed in the coverage except a slightly larger liquid lobe. This makes sense as larger systems can adopt more varied amorphous phases, whereas the homogeneous archetypical structures just have more of the same.

E. Variability

In the preceding analysis, all simulations were initialized randomly, following the same randomly placed freely rotating chains procedure as Ref. 2. Beyond randomness in the initialization, the self-assembly process is also stochastic at finite temperature and so the final structure formed by the same sequence may be different in different runs. We therefore probed the variability in latent space in two ways: first, by running the same sequence from the same initial (random) configuration with different thermostat seeds, and second by initializing the same sequence in random different configurations.

To evaluate the variability induced by random thermal noise (i.e., thermostat pseudo-random number seed), we ran 125 replicates for $5 \times 10^3 \tau$ and recorded their position in the latent space at 21 logarithmically spaced time intervals. We observed that random initialization closely resembled strings, since the chains are distributed throughout the simulation box at low density. The sequence for this test was therefore chosen from a previous trajectory which terminated in the bottom right of the latent space, such that equilibration is expected to drive the morphology across the latent space from top left to bottom right over time. The trajectories are shown in Fig. 7(a) by grey lines, with probability densities from kernel density estimation shown in the contours (with logarithmic levels). We indeed saw trajectories moving between the expected two regions of latent space. As expected, the thermostat seed induced little variability in either the path or the final position of the aggregates in latent space.

In the manifolds of Figs. 3-4, final aggregates were also subjected to random placement of the chains between each sequence. Therefore, it is critical to evaluate the variability induced by this random initialization given the same sequence. Note that this influence is effectively stacked with the random thermostat seed since it is physically meaningless to have the same thermal noise with a different configuration. As before, the trajectories are shown in Fig. 7(b) by grey lines, with probability densities from kernel density estimation shown in the contours. Here the variability is substantially greater between replicas, with a
FIG. 7. Trajectory through latent space $\mathbf{Z}$ for a spherical-micelle-forming sequence (see Table I). Probability density from 125 trajectories is shown with contours, while each individual trajectory is overlaid with lines. (a) initialized from the same configuration but using a different random seed for the thermostat and (b) initialized randomly.

broad range of intermediate states in the center of the manifold leading to an equally broad final state.

Reassuringly, these final positions all correspond to the same morphological archetype, a disordered micelle positioned in between spherical micelle and liquid droplet. This result also invites a discussion about the assumptions made during UMAP embedding, namely that UMAP assumes uniform density in the manifold. Here we think the disordered states offer substantially greater variety in the possible states which roughly correspond to the same archetype compared to strings, spherical micelles, or membranes. This has already been addressed to some extent in Section III D and will be further evaluated further by in the following Section III F.
FIG. 8. Probability distribution in latent space for various sequences initialized as other structures. (a) string, (b) membrane, (c) vesicle, (d) liquid, (e) spherical micelle, (f) wormlike micelle. The sequences are listed in Table I.

F. Dynamics in latent space

In a complementary manner to the variability from random configurations at a single point in latent space, we can also consider how the equilibration of a particular sequence is affected by initialization at different points in latent space. Here we use 125 configurations defined by the alpha shape of the k-means manifold in Fig. 4 as starting states, but switch to a new polymer sequence and then relax with MD again. This creates a trajectory through latent space from initial starting points from all around the edges of the manifold towards a single equilibrium point (or region). From these trajectories, we obtain information about the variability exhibited by a single sequence, comparable to Fig. 7(b), but also evaluate the smoothness of the real MD trajectories through the latent space.

The trajectories from $5 \times 10^3 \tau$ are shown in Fig. 8 with a similar visual scheme as Fig. 7. Note that the trajectories had to be sampled with logarithmic spacing in time in order to obtain smooth curves because their velocity through latent space is very high far
FIG. 9. Probability distribution in latent space for various sequences initialized from those in Fig. 8 (a) string, (b) membrane, (c) vesicle, (d) liquid, (e) spherical micelle, (f) wormlike micelle. The sequences are listed in Table I.

from their equilibrium positions, but slows down significantly over time. There are clearly preferred pathways between different regions of the latent space, but hysteresis again leads to variations in the path and final morphology.

Most of the sequences end up in a fairly tight region of latent space, providing evidence that this equilibration procedure is reliable and kinetic trapping is fairly rare. Strings collapse to a highly localized distribution, whereas liquids and spherical micelles are broad – this supports the idea that the structural latent space may not really have a uniform density. In the case of membranes and wormlike micelles there are two distinct minima but they are directly adjacent. However, for vesicles, a significant hysteresis is observed between true vesicles and small, spherical-micelle-like aggregates. While some consistency is observed in the path of the initially liquid-like states, the initially wormlike micelle states appear to randomly diverge up to vesicles or down to spherical micelles.

To provide further insight into this phenomenon, a subset of the simulations from above were continued for an additional $2 \times 10^5 \tau$. This was intended to evaluate the metastability of
the observed states; we do not really know if these morphologies are equilibrium or kinetically trapped structures. Interestingly, the additional equilibration time showed clear convergence to a single minimum for all except the spherical-micelle-forming sequence. Each vesicle-forming sequence eventually escaped the spherical-micelle-like minimum to form a vesicle morphology. Likewise, the dual minima of the membranes and wormlike micelles converged somewhere in between. Even the liquid states became more “liquid-like” (moving to the far right of the manifold). However, in the case of the spherical-micelle-forming sequence, the aggregates stayed confined to their initial regions, indicating that they are metastable.

A few key conclusions can be drawn from these trajectories for this particular system. Perhaps most importantly, the trajectories through latent space are smooth with respect to the simulation time, such that a continuous time evolution by MD corresponds to a smooth evolution through the collective variable $Z$. This was not necessarily the case by construction, since the manifold was fitted from simulations of different sequences and included only one observation from each such simulation. Conversely, the space (distinguishing different large scale aggregates) appears smooth between sequences, with different trajectories initialized near to each other following similar paths; there do not appear to be discontinuities in the space. This also indicates that the determined large-scale aggregate structures may not strictly belong into well separated categories (like different crystal structures would), but span a more continuous, gradual space. While the shown probability distribution in latent space are not free energy surfaces, the fact that the latent space appears to be spatiotemporally smooth may offer interesting ways of constructing free energy surfaces in the future.

| Morphology      | Sequence          | $L_A$ | $n_A$ |
|-----------------|-------------------|-------|-------|
| string          | ●●●●●●●●●●●●●●●●●  | 5     | 7     |
| membrane        | ●●●●●●●●●●●●●●●●●  | 4     | 5     |
| vesicle         | ●●●●●●●●●●●●●●●●●  | 4     | 6     |
| liquid          | ●●●●●●●●●●●●●●●●●  | 3     | 6     |
| spherical micelle | ●●●●●●●●●●●●●●●●●  | 12    | 1     |
| wormlike micelle | ●●●●●●●●●●●●●●●●●  | 5     | 3     |
IV. CONCLUSIONS

In this work, we demonstrate the application of unsupervised machine learning of local environments with simple rotation-invariant features, as recently described in detail in Ref. 1, to large-scale aggregates of a model copolymer. Prior unsuccessful attempts at characterizing these aggregates have relied on hand-crafted local structural order parameters. The best previous approach classified the morphology of the large scale aggregates based on global information such as area and volume of a surface mesh. It is notable that the present method is able to characterize global structure in disordered aggregates based on information from the local environments, without explicitly considering global geometry (i.e., a mesh).

The histogram-based pooling scheme of this method provides more nuanced descriptors than the mesh-based approach since local features (e.g. differently colored environments from \( Z^o \) in Fig. 2) are considered as a distribution rather than as scalar quantities. While in this work we focused on small systems, this feature would be especially advantageous for very large systems where blends of different aggregate types might be present and averaging would lead to significant information loss.

By evaluating over 2000 different sequences, we provided additional evidence that the archetypes identified in Ref. 2 are a nearly complete set. We also showed that the sampling method for sequence selection can influence the structure of the resulting manifold based on the assumption of constant density, as highlighted in Fig. 4. In contrast to prior expert classification, we were able to distinguish a disordered micelle aggregate type (see Fig. 2(f)), which lies in between structured liquids and spherical micelles. Based on our results, including a thorough finite size analysis, we believe that we have discovered all of the aggregate archetypes which can be assembled for the particular parameters used in Ref. 2 \( (f_A = 0.6, M = 20, T = 0.5) \).

Beyond confirming prior results, we showed that UMAP has several useful features in the context of identifying aggregate morphologies. First, ‘archetypical’ structures appear on the periphery of the manifold while mixed structures appear in the middle, which is a necessary consequence of the topological structuring enforced by the UMAP algorithm. Second, the latent space learned from snapshots of different sequences is also continuous in time during a single trajectory. This makes the UMAP latent space useful as a collective variable, and
could lead to a useful parameterization of a free energy surface.

By investigating the evolution of a system from a particular starting point to its preferred equilibrium structure in the latent space, we showed that aside from the formation of spherical micelles from vesicle-forming sequences, no significant kinetic trapping occurred when evolving between structures. We also observed that the structural evolution during very short times (less than $10^3 \tau$) can predict long-time aggregate structure (greater than $10^5 \tau$). This is consistent with our observation that structural signatures from the local environments largely dictate the global structure (at least for the archetypical morphologies).

In this study, we have investigated only monodisperse chains with a single composition in order to evaluate the effect of sequence alone. In experiments, polydispersity in chain length and variance in monomer sequence is expected. Incorporating these effects into the analysis are promising next steps. In addition, polydispersity might be able to be utilized to drive certain self-assembly pathways and might be exploited as a design parameter. We also expect that the targeted inverse design of large-scale disordered aggregates using machine learning approaches might have interesting applications, particularly for drug delivery.
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Appendix A: Local environment UMAP

Fig. 10 shows the UMAP result for all local environments observed from the 1022 k-means sequences. There were 1000 environments from each sequence (2 per chain), taken from a single snapshot at the end of the equilibration by MD. The embedding was fixed for all other calculations of $H^\circ$. A color scale was assigned based on a Hue-Saturation-Value mapping from the 3D coordinates in $Z^\circ$. This color scale was applied to all particles shown in the main text, with detailed snapshots available in Fig. 2.
FIG. 10. Manifold obtained by UMAP for local (coarse-grained) environments, with HSV color scale for easy visualization in the simulation snapshots.

FIG. 11. Manifolds with $N = 100$ chains embedded into the k-means $N = 500$ manifold. Blue symbols are all 1022 $N = 100$ sequences, with blue line indicating the alpha-shape. Orange symbols are 125 peripheral $N = 100$ sequences, with orange line indicating the alpha-shape. Dashed black line corresponds to alpha-shape for all data at $N = 500$.

Appendix B: Finite size effects

In Fig. 11, we show morphologies obtained from 100 chains for all 1022 sequences determined by k-means. The 125 peripheral sequences are highlighted to show that these remain close to the periphery and are a reliable way to obtain the alpha-shape. This provides a
8× time savings compared to simulating all 1022 sequences. It is preferable to include only these peripheral sequences because they represent the morphological archetypes and most of the sequences in the center of the manifold are mixtures of those on the periphery.

FIG. 12. Morphologies for \( N = 20, 50, 100, 200, 1000, \) and 2000 chains embedded in the k-means manifold from \( N = 500 \) chains. Symbols correspond to each observed periphery sequence. Lines correspond to alpha-shapes for each \( N \) (peripheral sequences only), with dashed black lines corresponding to alpha-shape for all data at \( N = 500 \).

In the main text, a new manifold was computed for the finite size study using only the peripheral sequences. This was important because UMAP does not provide robust placement of observations outside of the training domain. In essence, extrapolated points have no guarantee of topology preservation when projected into the learned low-dimensional space. Nevertheless, for ease of comparison we show the morphologies from the finite size study embedded into the \( N = 500 \) manifold here. As observed in Fig. 6, we see here that for low \( N \), membranes, vesicles, and liquid droplets cannot form. For \( N = 20 \), wormlike micelles also cannot form which is visible from the location of the purple points, although the alpha-shape does not capture the inward deflection at the left side. As \( N \) increases, the right edge of the alpha-shape moves up and to the right (towards vesicles and liquids), and eventually the full space is recovered. Note that unlike in Fig. 6, complete convergence appears to occur for \( N = 500 \), demonstrating the extrapolation problem described above.
Appendix C: Details from the embedding procedure

The main text gave a brief description of the acquisition of features and the procedure for pooling into histograms since this procedure follows closely the one introduced in our recent prior work. Here we provide more details for representative examples to illustrate the procedure more explicitly for the macromolecular aggregates use case.

The histograms for each particle environment are shown in Fig. 13. Each set of three sub-panels corresponds to a single representative local environment. The raw features $F$ are just an array and would be difficult to visualize, so this is after the first pooling step in Fig. 1. These histograms will be flattened into a single feature vector for embedding in the next step. The embedding occurs by comparing each of these feature vectors to each other and constructing a 3D vector in $Z^c$ space, as shown in Fig. 10.

Once the feature vectors for each particle have been pooled and embedded, the collection of $Z^c$ vectors are further pooled into a single histogram representing the entire snapshot. This is indicated in Fig. 1 as $H$. Examples from the structures in Fig. 2 of the main text are shown in Fig. 14—note these are the actual histograms for the entire snapshot, whereas the features shown in Fig. 13 are representative of only a single particle in those snapshots. To complete the procedure, this $H$ is finally embedded into a global structural space to yield a 2D vector which describes the global morphology.
FIG. 13. Sample feature histograms (i.e., $H^0$) corresponding to the structures in Fig. 2 in the main text. From each snapshot, a representative particle with the most common features (as determined by a kernel density estimation on the particle-level manifold) was selected. The three sub-panels for each structure represent different slices of the 3D histogram. Readers should refer to Ref. [1] for additional details and examples.
FIG. 14. Sample global features (i.e., H) corresponding to the structures in Fig. 2 in the main text.

Appendix D: Expert-knowledge-derived order parameters

We show many order parameters for global and single chain measures, motivated by Ref. [2] and a variety of sources from literature.[52–54]

- **genus**: genus of the surface (determined by Ovito, respects periodic boundary conditions, not normalized)
- **area**: area of the surface (determined by Ovito, respects periodic boundary conditions, not normalized)
- **volume**: volume of the surface (determined by Ovito, respects periodic boundary conditions, not normalized)
- **N clusters**: number of clusters in the system, cutoff = 1.3σ for clustering
- **Rg**: average radius of gyration of each single chain
- **Ree**: average end-to-end distance of each single chain
- **A**: anisotropy value of each chain
FIG. 15. Data for the k-means $N = 500$ manifold colored according to a variety of order parameters derived from conventional thermodynamic values.

- **S**: sphericity value of each chain

- **thickness peak**: peak location of the histogram of all thicknesses measured (obtained by fitting a Gaussian)

- **thickness var**: peak variance of the histogram of all thicknesses measured (obtained by fitting a Gaussian)

- **neigh all AA**: normalized number of A-neighbors in a $2\sigma$ radius around each A particle
• **neigh all AA inter**: normalized number of inter-chain A-neighbors in a $2\sigma$ radius around each A particle

• **neigh all AA intra**: normalized number of intra-chain A-neighbors in a $2\sigma$ radius around each A particle

• **gr 8 value**: value of the pair correlation function at $r = 8\sigma$

For A and S: A and S obey the inequalities $0 < A \leq 1$ and $-\frac{1}{4} < S \leq 2$, where

- $S < 0$: oblate
- $S > 0$: prolate
- $S = 2, A = 1$: rod shape
- $S = 0, A = 0$: perfect sphere
- $S = -\frac{1}{4}, A = 1$: pancake shape

For neighbor calculation:

- normalized by total number of neighbors
- directly bonded neighbors do not count (since they don’t interact with LJ)
- should correlate well with LJ energy

For Ovito surface determination:

- surface, volume, genus, and area are determined for each cluster in the system, quantities are averaged over clusters

- for surface algorithm: smoothing level = 10, probe sphere radius is $2\sigma$ (using `ConstructSurfaceModifier.Method.AlphaShape`)

- for clustering: cutoff is $1.3\sigma$ (using `ClusterAnalysisModifier`)

- has unclear input parameters (probe sphere radius and smoothing level) cutoff for cluster is estimated from first non-bonded pair-correlation minimum

For thickness calculations:
• determine normal of all triangles from Ovito surface, determine distance to intersection with surface from normals

• fit Gaussian to most prominent peak in histogram of all intersection distances
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