Multi-beam scanning antenna system based on beamforming metasurface for fast 5G NR initial access
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ABSTRACT Fifth-generation (and beyond) networks are characterized by ever more demanding requirements in terms of speed, bandwidth, and number of servable users. Fast and reliable access to the main network is mandatory, requiring technologies and procedures that ensure high performing cell search and initial access (IA). Existing phased array antennas (PAAs) are limited by the single beam scanning approach and complex feeding systems. In this paper, a beamforming metasurface that shifts the field manipulation from an electric level to an electromagnetic one is proposed for speeding up the IA procedure with respect to a traditional system using PAAs. The main advantage is given by the simultaneous transmission of multiple signals in different directions. The numerical results demonstrate that a much faster IA with similar success probability can be reached. Our system provides high gain, parallel computation, and scalability for larger systems, becoming a relevant candidate in the new radio and smart electromagnetic environment context.

INDEX TERMS New radio, Millimeter waves, Advanced antenna system, Metasurfaces, Beamforming, Initial Access.

I. INTRODUCTION

Fifth-generation (5G) [1], [2] and sixth-generation (6G) [3], [4] wireless systems will redefine the way we think about the radio environment. In this context, having a fast and reliable access to the main network is of paramount importance and requires technologies and procedures that ensure high performing cell search (CS) and initial access (IA). To accomplish these requirements, antenna systems must exhibit, among other characteristics, high directivity to overcome the limitations induced by the path loss typical of millimeter waves (mm-Waves). Consequently, scanning the space domain with a search procedure becomes mandatory to establish a link between the gNodeB (gNB) base station and user equipment (UE). This is a shift with respect to the 4G-LTE technology, where omni-directional antennas were used [5], and introduces additional latency. The reduction of the IA time has been a subject of several studies, mostly aiming at optimizing the set of directions explored by the gNB [6], [7].

The most prominent technology to obtain the required performances is Phased-Array Antennas (PAAs) [8], [9] and their declaration of Unconventional-Phased-Array antennas (UPAAs) [10], [11]. A PAA consists of a set of multiple antennas fed ad-hoc through a Beamforming Network (BFN) that enables the shaping of the radiated beampattern. BFNs can be divided into two categories, i.e., analog and digital: the former solutions consist of tunable phase shifters and power dividers, as schematically shown in Fig.1a; the latter solution uses a micro-controller system to modify the feeding signals at each antenna, as shown in Fig.1b, removing the need of RF components between transmitter and antenna, but introducing drawbacks related to the processing unit. A different solution that embraces the best from both approaches is the matrix-BFN technology [12]–[14]. Its architecture consists of a complex microwave network of carefully engineered lines and power splitters, realizing a multiport device, able to radiate specific output beams according to the specific input port fed, as shown in Fig.1c. The matrix network solution offers great advantages.
in the CS and IA procedures: the ports are independent and can be used in parallel, radiating simultaneously a number of directive beams in the antenna Field-of-View (FoV). This configuration realizes a virtual wide-angle high-gain gNB that allows replicating in 5G technology a configuration similar to the one used in the 4G IA procedures [15], with the advantage of being much faster than its digital counterpart. Unfortunately, matrix BFNs become exponentially more complex for high gain applications, such as the gNB of 5G wireless systems, requiring many antennas. To continue benefitting from the advantages of matrix BFNs also in such a scenario, a different approach and a suitable enabling technology are required.

In this paper, we investigate the possibility to implement a matrix BFN at the electromagnetic level by using a properly designed refractive metasurface (MTS). The metasurface is an add-on device to be placed on top of a set of independent antennas, as schematically shown in Fig. 1d. In the proposed radiating system, each antenna can be connected to the radio-frequency (RF) chain through a selector (series), or one RF chain per antenna can be used (parallel). When a single antenna is radiating, the MTS transforms the illuminating field in a directive beam towards a specific direction. Different beams are radiated by selecting different antennas. Each beam can be radiated independently by feeding an antenna at a time, or simultaneously by activating all the antennas at once. The goal of this paper is to demonstrate that the IA procedures can be significantly speeded up thanks to a beamforming MTS. Thus, after having designed the beamforming MTS and evaluated its radiation and scanning pattern, we compare its ability to perform the IA procedure with a conventional implementation based on a BFN. When operating according to the third-generation partnership project (3GPP) standard, scanning the FoV with a single beam achieves a similar probability of success and time of the IA. However, the proposed MTS beamforming solution allows the simultaneous transmission of multiple signals in different directions. Therefore, we consider it as an improvement of the IA procedure that can be adopted in future evolutions of the standard, achieving a much faster IA with similar success probability. This is also confirmed by the extensive simulation results reported in this paper.

The rest of the paper is organized as follows. Section II is devoted to the design of the scanning antenna system based on matrix beamforming MTS. In Section III, we report the comparison between the numerically computed radiation patterns of a conventional scanning antenna system and the proposed solution under different illumination conditions of the metasurface. In Section IV, the 3GPP IA procedure for 5G New Radio (NR) wireless systems is reported. The downlink and uplink IA performance of both BFN-based and MTS-based solutions is assessed and compared in Section V. Finally, Section VI draws the conclusion of the paper.

FIGURE 1. Sketches of the different architectures used for implementing BFNs: (a) analog BFN, (b) digital BFN, (c) matrix BFN, and (d) proposed MTS-based beamforming network.

II. DESIGN OF THE SCANNING ANTENNA SYSTEM BASED ON MATRIX BEAMFORMING MTS

In this Section, we describe the design process of the proposed antenna system, composed by a properly designed refractive MTS and a set of antennas. MTS technology has rapidly captured the interest of scientists and engineers due its unprecedented ability to manipulate the electromagnetic field in a straightforward manner and with a low-cost implementation at microwaves and mm-Waves [16]. In recent years, both antenna technology and propagation environment have benefitted from the MTS technology, allowing the design of novel antenna systems for satellite and mobile scenarios [17]–[22], and defining the so-called smart electromagnetic environment based on intelligent MTSs [23]–[26].

The unprecedented ability to manipulate the electromagnetic field is given by the peculiar arrangement of the unit-cells composing the MTS. Indeed, a MTS is a planar array of subwavelength artificial particles, whose scattering properties can be designed at will [27]. At the beginning, the
scientific research has been mainly focused on engineering the properties of the periodic and passive MTSs (Metasurfaces 1.0) through a proper design of the unit-cell and the unit-cell spacing and interaction [28]. Then, the control over the properties of the MTSs has been enhanced at first by introducing spatial modulation (Metasurface 2.0) [18], [29] and, more recently, by exploiting temporal modulation (Metasurface 3.0) [30]–[34]. These generations of MTSs can be properly designed to operate in reflection or transmission. In our scenario, as described in Fig. 2, the MTS must be designed to efficiently transmit the electromagnetic field beyond it. Thus, we focus our attention on refractive MTSs, also known as Huygens MTS [29], [35]–[37], able to impart a point-to-point wavevector manipulation to the incident field to transform it into a desired phase-front. In combination with the antenna system, refractive MTSs enable several new features not achievable otherwise.

A. ANALYTICAL DERIVATION OF THE METASURFACE SPATIAL PROFILE

The required transformation can be described as follows: the spherical wave radiated by each antenna must be transformed into a plane wave pointing into a specific direction according to the position of the antenna itself. Therefore, the MTS should exhibit simultaneously two characteristics: 1) rectification of the spherical phase-front illuminating the metasurface into a refracted plane wave with the lowest possible insertion loss, and 2) steering the transmitted plane wave into different directions according to the relative position of the antenna within the array.

Let us consider a linear array of $N$ independent antennas equally spaced, as shown in Fig. 2. The figure describes the geometrical configuration under analysis: the MTS is located at $z=0$ and it is theoretically infinitely extended in the $x$ and $y$ directions. Although the antenna array is just one row of the entire bidimensional array composing the gNB, a pair of periodic boundary conditions at $xy$-direction can be imposed for restoring the behaviour of the single row as if it were in the complete antenna. This strategy allows to significantly simplify the analysis but maintaining the theoretical and numerical results comparable with the ones obtained considering the full bidimensional array. Indeed, as well-known from the antenna array theory [38], this configuration relaxes the analysis to a single scanning plane. The illuminating antennas are aligned along the $x$ direction at $(y=0, \, z=-d)$ and an antenna at $x=x_0$ is radiating an electromagnetic field at frequency $f_0$. The domain is divided into two sub-domains, named Region 1 and 2, respectively, where the electromagnetic field generated and radiated by antenna ($E_1$), and the one radiated by MTS ($E_2$) are propagating. In case of lossless and totally refracting MTS, no reflected field is expected in Region 1 and the amplitudes of the fields in Region 1 and Region 2 are the same.

Under these assumptions, the field radiated by the antenna is:

$$E_1(x, z) = E_0 e^{-jk_0r}, \quad \text{where} \quad r = \sqrt{(x-x_0)^2 + (z+d)^2}, \quad (1)$$

where $k_0 = 2\pi / \lambda$ is the wavenumber at the design wavelength $\lambda_0 = c/f_0$, being $c$ the speed of light in free space. The refracted field by the MTS in Region 2 is:

$$E_2(x, z) = E_0 e^{-jk_0z\cos(\theta_0)} e^{-jk_0\sin(\theta_0)} \cos(\theta_0), \quad (2)$$

where the pointing direction $\theta_0$ is identified as the angle between the positive $z$-direction and the line passing through the origin of the axis and the active antennas, leading to:

$$\theta_0 = \tan^{-1}(x_0 / d) \quad (3)$$

From (1) and (2) we note that the refracted field by the MTS in Region 2 can be obtained if the field phase distribution $\Phi_1(x)$ illuminating the MTS from Region 1 is modified to exhibit the field phase distribution $\Phi_2(x)$ of the refracted field in Region 2. Hence, the phase distribution of Region 1 combined with the one impressed by the MTS, $\Phi_{MTS}(x)$, must be equal to the phase distribution of Region 2. This can be written as follows:

$$\Phi_{MTS}(x) + \Phi_1(x, 0^+) = \Phi_2(x, 0^+)$$

$$\Phi_{MTS}(x) + k_0 \sqrt{(x-x_0)^2 + d^2} = k_0 \sin \theta_0. \quad (4)$$

From (4) we can obtain the spatially varying phase distribution of the transmission coefficient along the $x$-direction of the desired Matrix BF MTS:
$$\Phi_{M_T S}(x) = k_0 x \sin \theta_0 - k_0 \sqrt{(x-x_0)^2+d^2}. \quad (5)$$

Equation (5) describes the optimum profile of the MTS that resembles the one of a perfect focusing lens used in optics, where both nonlinear phase profile and angular dispersion are exhibited.

The implementation of such a complex profile using a refractive MTS is not straightforward task, especially for what concerns the engineering of the angular dispersion. However, for small values of $x_0$, the contribution of the sine function in (5) can be neglected, leading to a simple sub-optimal spatially varying phase profile of our matrix BF MTS:

$$\Phi_{M_T S}(x) \approx -k_0 \sqrt{x^2+d^2}, \quad (6)$$

where $x_0$ has been neglected under the current assumptions. Equation (6) describes a phase profile of the transmission coefficient of the MTS that can be easily implementable as demonstrated in the next Sections. However, before moving towards the design, in the next Section we will derive the effect of such an approximation on the performance of the beamforming MTS.

**B. OPERATIVE LIMITS OF SUB-OPTIMAL BEAMFORMING MTS**

The approximations introduced on the spatially varying phase profile of the beamforming MTS are the main cause of the performance deterioration under different illumination conditions. However, for small values of $x_0$ close to $x=0$, we expect that the optimal and the sub-optimal MTSs have similar performances, as discussed earlier. Therefore, now we derive the maximum value of $x_0$ giving performance comparable to the value of the optimum profile. This is of fundamental importance for defining the maximum FoV of the antenna system, as $x_0$ is related to the pointing angle $\theta_0$ through (3). Furthermore, we derive the source characteristics to improve the sub-optimal MTS. In the following, we consider two different configurations for the antenna system: in the first configuration the MTS is located at distance $d=2\lambda_0$ from the antenna array, while the distance in increased to $d=5\lambda_0$ in the latter. Moreover, we limit the MTS in the $x$ direction, fixing its extension to $D$, so that the position $x_0$ of the antenna can be referred to this maximum value.

In Fig. 3a-b, we report the optimum phase distribution described by (5) as a function of the normalized position $x/D$ along the MTS and the normalized position of the antennas $x_0/D$ for $d=2\lambda_0$ and $d=5\lambda_0$, respectively. Here, the angular dispersive property of the optimum profile is clearly visible: cutting the plot for different values of $x_0/D$ returns different phase profiles along $x/D$. Fig. 3c-d, shows the sub-optimal phase distribution described by (6), for $d=2\lambda_0$ and $d=5\lambda_0$, respectively. Being (6) independent on the antenna position, the MTS phase profile is constant for any value of $x_0/D$. Finally, in Fig. 3e-f, the difference between the optimal and sub-optimal phase distribution for the two cases is shown, i.e., the error introduced by the sub-optimal profile. The two figures can be interpreted as an eye diagram: the wider the central area (the eye), the more similar are the sub-optimal and optimal MTS performances over the FoV. The error-free region, the eye, can be identified with the small-angle approximation, already used for obtaining (6), i.e., $\tan(\theta) = \sin(\theta) = \theta$, that is valid for illumination angular beamwidth of $\pm 30^\circ$ [39],[40],[41]. The shrinking of the beamwidth is obtained by managing the illumination pattern from the antenna array. By activating more than one antenna element simultaneously, we adjust the Half-Power-Beam-Width (HPBW) and, consequently, shrink the region of the MTS we are illuminating in a relevant way. Fig. 4 illustrates this process. If $D_{max}$ is the maximum dimension of the region we can illuminate, identified by the white box in Fig.4, the condition we must satisfy derives from the validity of the small-angle approximation:
FIGURE 4. Phase error accumulation by the refracted wave in Region 2 when (a) one, (b) two and (c) three antennas are simultaneously active. The black box indicates the area occupied by the antenna, the pink box indicates the Half-Power-Beam-Width (HPBW) of the crossed-dipole and the white box stands for the area of the MTS illuminated.

\[
\begin{align*}
D_{\text{max}} &< d(1 + \theta_0) \\
n_x &= \tan(\theta_0) = \theta_0.
\end{align*}
\] (7)

From (7), we notice that positioning the antennas further away, i.e., increasing \( d \), from the MTS enhances the performance, as discussed earlier and reported in Fig. 4e-f. In the limit case of \( \theta_0 = 30^\circ = \pi / 6 \), we retrieve the highest value of \( x_0 \) as:

\[ x_0 = d(\pi / 6) \approx 0.52d, \] (8)

and the largest possible area we can illuminate as:

\[ D_{\text{max}} = d(1 + \pi / 6) \approx 1.52d. \] (9)

Finally, by using (3) with \( \theta_0 = \Theta_{\max} \) and \( x_0 = D_{\text{max}} \), the needed HPBW to illuminate the error-free region is:

\[ \text{HPBW} = \Theta_{\max} = \arctan((1 + \pi / 6) / 2) \approx 37^\circ. \] (10)

C. ANTENNAS SYSTEM

As described in Section II-B, the sub-optimal MTS has performances similar to the ones of the optimum case if the illuminating antennas are located close to the center of the MTS and their HPBW is quite narrow to avoid illuminating the areas of the MTS where the error of the sub-optimal MTS is not negligible (see Fig. 3e-f). Therefore, it is important to design the illuminating antenna system to achieve the best performances from the proposed beamforming MTS.

In our analysis, in order to be complaint as much as possible to the 5G NR standard ETSI TR138-901 [42], the radiating system used for realizing the scanning antenna based on beamforming MTS is composed by an alignment of half-wavelength crossed dipole antennas (Fig. 5a) along the \( x \) direction, able to realize a scanning on the azimuthal plane. The total number of antennas is 13 and their inter-element distance is \( p_x = 5.35 \text{ mm} \), \( i.e. \), half-wavelength at the operative frequency \( f = 28 \text{ GHz} \). To obtain a directive radiating system illuminating the half-space in front of it, a metallic reflector of extension \( L = 111.86 \text{ mm} \) has been placed behind the antennas at a distance of 2.67 mm, \( i.e. \), a quarter of the wavelength at the operative frequency. The scanning capabilities of the antenna on the azimuthal plane are evaluated assuming periodic boundary conditions on the \( \pm y \)-directions.

Using this simulation setup, we numerically evaluate the radiation performance of the illuminating source when one, two, or three crossed dipoles are active simultaneously for illuminating the MTS. The analysis is performed using the CST Microwave Studio [43]. Such a study allows identifying the minimum number of antennas required for achieving the required illumination conditions described in Section II-B. In Fig. 5b, we compare the radiation patterns on the azimuthal plane in the three considered illumination conditions. It is clear that at least three antennas are required for achieving a HPBW close to 30° and guaranteeing the best achievable performance from the sub-optimal beamforming MTS.

D. BUILDING BEAMFORMING METASURFACE

As mentioned at the beginning of Section II, MTSs are artificial structures composed by a planar array of subwavelength unit cells, each of which performs a specific field transformation. The overall response of the MTS is defined by the spatial arrangement of such particles on the surface. In Fig. 6a, the antenna system discussed in Section III-C is combined with the proposed beamforming MTS. It is composed by 40 unit-cells along the \( x \) direction covering the...
entire width $D=128.48\ mm$ of the antenna. The MTS is located at a distance $d=53.53\ mm$ from the antenna plane. In Fig. 6c, we report the spatial phase profile of the MTS along the x direction, as described by (6). The parabolic phase profile of the phase of the transmission coefficient is mapped into the discrete number of unit-cells composing the MTS (orange dashed line, each element is highlighted by a filled dot). This curve returns the required phase that each unit cell has to exhibit in order to achieve the desired spatial profile along the MTS.

In the open technical literature, we can identify several approaches for designing the unit-cells. Following [36], each unit-cell is implemented as a cascade of three surface admittances, $Y_1$, $Y_2$, and $Y_3$, separated by two dielectric sheets. This configuration allows modeling each unit-cell by using its equivalent transmission line (TL) model (Fig. 6b) that returns the values of the unknown surface admittances for a desired phase of the transmission coefficient and frequency, having set unitary magnitude of the transmission coefficient, i.e., fully transparent unit-cell. By considering two ROGERS DUROID/RT5870 as dielectric spacer of thickness equal to $0.787\ mm$, we have analytically derived the required values of the three surface admittances for each unit-cell composing the MTS.

In the Appendix, we report the design guideline and the complete set of unit cells, listing their values of the surface admittances and scattering performances in terms of complex transmission coefficients.

III. RADIATION PATTERNS

In this Section, we report the radiation performances on the azimuthal scanning plane of the proposed antenna system based on matrix beamforming MTS at the operating frequency of 28 GHz. Such radiation performances are
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The adoption of the beamforming MTS-based antenna system may benefit the IA of cellular communications, thanks to the possibility to radiate several independent beams at a time for searching the UE within the FoV of the gNB. In the following, first, we briefly review the 3GPP NR IA procedure, identifying the main phases; then, we analyze the performance when a gNB is equipped with the proposed beamforming MTS-based antenna system in both its configurations discussed in Section III: 1) when each beam is obtained by the activation of one single antenna (configuration MTS1ANT) and 2) when each beam is generated with three simultaneously activated antennas (configuration MTS3ANT).

A. 3GPP NR IA PROCEDURE

We consider a 5G NR scenario, wherein a gNB and a UE aim at establishing a connection. Upon the entrance of the UE in the cell, both the gNB and UE must find suitable transmit and receive directions to communicate in both downlink and uplink, as shown in Fig. 8. Only when a proper alignment is found, the path-loss is compensated by the directional gain and a useful signal-to-interference-plus-noise ratio (SINR) is achieved. The 3GPP standard [44] provides a suitable mechanism to find the alignment. The procedure is based on the transmission by the gNB of a fixed number of synchronization signals, which carry system information exploited by the UE to instantiate the connection with the gNB. Each synchronization signal includes a primary synchronization signal (PSS), a secondary synchronization signal (SSS), and a physical broadcast channel (PBCH) signal. PSS and SSS are used by the receiving UE to obtain

IV. 5G NR IA BASED ON THE BEAMFORMING MTS-BASED SCANNING ANTENNA

compared to the ones achieved by the antenna array without the MTS, shown in Fig. 7a, whose scanning capabilities are enabled by a conventional BFN connected to the antennas.

In Fig. 6a, we report the scanning beams radiated by the proposed scanning antenna system based on a matrix beamforming MTS when three antennas are used simultaneously for illuminating a specific portion of the MTS. As discussed in Section II-B and II-C, this represents the best illumination condition for the MTS. The 13 antennas behind the MTS realize 11 independent beams, each of which is active when three antennas are active. The 11 beams scan the FoV from -30° to +30° with a -3 dB scanning loss and a maximum gain of 18.12 dB at broadside. To understand the importance of the illumination conditions, in Fig. 7b, we report the scanning beams of the same antenna as in Fig. 7a, but when the 11 central antennas are active in stand-alone configuration. In this case, the illumination conditions are not optimal for the designed MTS, and the scanning capability get worse quite fast when scanning towards directions far from the broadside. However, this configuration requires that only one antenna at a time is active for generating a single beam simplifying the connectivity between the RF chains and the antenna system. Finally, in Fig. 7c, we report the scanning performances of the antenna array when the beamforming MTS is removed and the scanning beams are achieved by using a conventional BFN. The performances are evaluated over the same FoV (i.e., 60°). Comparing Fig. 7a and Fig. 7c, we note similar performances in terms of scanning capability and maximum directivity. However, the matrix BFN solution benefits from the advantage of radiating all the beams simultaneously when all antennas are active. This feature, in combination with good radiation performance, represents the key advantage for speeding up the IA procedure between the gNB and UE, as it will be discussed in detail in the next Sections.
frequency and temporal synchronization, while the PBCH signal conveys fundamental network information used to allow the subsequent reception of control/data channels.

According to the 5G NR terminology, the ensemble of PSS, SSS, and PBCH is commonly referred to as synchronization signal block (SSB) and spans 240 contiguous subcarriers of 4 orthogonal frequency-division multiplexing (OFDM) symbols. Multiple SSB signals are grouped into a SSB burst, which is transmitted by the gNB in a reserved 5 ms time window with configurable periodicity of 10, 20, 40, 80, and 160 ms. The IA procedure includes four main phases [44] shown in Fig. 9:

1. **Beam sweeping**: the gNB transmits several SSBs in given spatial directions at different times covering their entire FoV.

2. **Beam measurement**: the UE employs several receive beamformers to detect the transmitted SSB. For each considered beamforming direction, the UE estimates the SINR and attempts to decode the Master Information Block (MIB) carried by the PBCH. To this end, the UE first demodulates the received waveform to i) decode the PSS and SSS carrying the physical-layer serving cell identifier, and ii) acquire information on frequency and time offsets. Subsequently, the UE decodes the PBCH. Note that, since the SSBs are spatially separated, just a few of them reach the receiver with enough power for successful MIB decoding.

3. **Beam determination**: the UE determines the pair of SSB and receiver beamformer, providing the highest estimated SINR. The selected beamforming direction is then adopted for all subsequent transmissions and receptions at the UE.

4. **Beam reporting**: once the best beam pair is determined, the UE selects a random-access channel preamble (PRACH) to feed back to the gNB, within a configurable subset of random access (RACH) time-frequency opportunities. Since RACH opportunities are SSB-specific [45], the gNB determines the best downlink propagation direction based on the corresponding PRACH reception, alongside uplink timing of the considered UE, and other parameters.

Upon completion of the IA phase, both gNB and UE have full knowledge about the best beamformers to adopt for the forthcoming data transmission phase in the next frames.

**B. IA PERFORMANCE METRICS**

The decoding of the Master Information Block (MIB) carried by the PBCH is of fundamental importance during the IA procedure. The UE can acquire the information to determine the pair of SSB and receiver beamformer, providing the highest estimated SINR.

Let $P_{MIB}$ be the probability of decoding the MIB, which is in general less than 1, due to the presence of the additive white Gaussian noise and other disturbances at the receiver. The conditional PRACH decoding probability is

$$P_{PRACH} = P(\text{PRACH decoded} | \text{MIB decoded}) . \quad (11)$$

These two quantities identify a measure of the IA downlink performance and the IA uplink performance, respectively. Furthermore, let $T_{FR}$ be the NR frame length, and let $T_{SS} = N_b T_{35}$ be the length of the total SSB transmission phase, where $N_b$ is the number of beams used for scanning and $T_{35}$ a single SSB duration. Note that the length of the total SSB transmission phase is strictly dependent on the number of explored directions. Indeed, the 3GPP IA procedure reported in Sec. IV-A is designed for a conventional gNB equipped with single RF chain connected to a (digital or analog) BFN,
that imparts the proper excitation coefficients to the antennas composing the array. In this configuration, only one beam at a time can be radiated increasing the overall time for scanning the FoV in front of the gNB.

We can now define the expected MIB decoding time as:

\[
\bar{[T_{MIB}]} = \sum_{n=0}^{\infty} (nT_{FR} + T_{SSB})(1 - p_{MIB})^n p_{MIB} = \frac{T_{FR} + (T_{SSB} - T_{FR})p_{MIB}}{p_{MIB}}.
\]  

(12)

Next, we discuss the adoption of the MTS-based antenna system introduced in Section II for IA in 5G NR communications. In particular, first we consider the use of the MTS1ANT and MTS3ANT solutions used at the gNB to transmit the SSB. Then, we propose a new IA protocol to fully exploit simultaneous SSB transmissions, enabled by the matrix BF-MTS antenna system.

C. MTS-ENABLED FAST IA

The proposed beamforming MTS can entirely replace the BFN. By switching the firing antenna elements, different beamforming directions are explored. In particular, using the MTS1ANT scheme a different antenna element is connected to the RF chain for each SSB transmission, while 3 antennas are connected to the RF chain simultaneously in the MTS3ANT configuration.

This implementation requires the same time of the BFN-based implementation for the transmission of the SSB. The expected MIB decoding time among changes with respect to the BFN-based implementation only due to a possibly different probability of decoding the MIB, i.e., a different value of \( p_{MIB} \).

We now propose a modified version of the IA procedure, that may be adopted in future evolution of the standard and exploits at best the considered MTS structure. First, we observe that, differently from standard BFN implementation, the MTS implementation allows to perform multiple transmissions towards different direction simultaneously. However, this solution requires multiple RF chain operating in parallel. In this setup, for MTS1ANT, all SSBs are transmitted simultaneously, requiring one RF chain for each antenna. Instead, for MTS3ANT, three SSB transmission phases are needed to explore all directions. By connecting 3 antennas to a single RF per time, the total number of needed RF chains needed is reduced to 4, and each chain activates a different subset of antennas at each SSB transmission phase.

Moreover, the simultaneous radiation of beams towards different directions in a time significantly reduces the SSB time, that now is:

\[
T_{SSB} = \begin{cases} 
    T_{SS}, & \text{for MTS1ANT configuration} \\
    3T_{SS}, & \text{for MTS3ANT configuration}
\end{cases}
\]  

(13)

which does not depend on \( n_B \).

To highlight the boosting introduced by the proposed system, we define the MIB decoding time gain (in percentage) as
\[ G_{T_{\text{MIB}}}^0 = 100 \times \frac{E[T_{\text{MIB}}^{\text{NR}}] - E[T_{\text{MIB}}^{\text{MTS}}]}{E[T_{\text{MIB}}^{\text{NR}}]}, \]  

where \( T_{\text{MIB}}^{\text{NR}} \) and \( T_{\text{MIB}}^{\text{MTS}} \) are the MIB decoding time for the 5G NR standard approach and the proposed simultaneous SSB transmission based on beamforming MTS, respectively.

We note that the radiation of more than one SSB in the FoV requires that they must be orthogonal to be properly distinguished at the receiving UE, which is not implemented yet in the standard since the orthogonality is currently achieved on time. By using semi-orthogonal pseudo-random sequences, the SINR estimation at the UE will include the effects of residual interference, considered as additional noise. Although the use of semi-orthogonal pseudo-random sequences are not standard compliant, this allows to evaluate the advantage of the proposed approach with respect to the standard one, showing that it is possible to drastically reduce the MIB decoding time.

V. 5G NR IA PERFORMANCE

In this Section, we assess the performance of the proposed MTS-based implementation. We consider a gNB communicating with a UE equipped with 4 antennas (and BFN). The channel is simulated according to the 3GPP TR 38.901 clustered-delay line (CDL) [42] model. All network devices operate at 28 GHz carrier frequency. The gNB is at cell center, with fixed rotation and 60° FoV over the azimuthal plane, whereas UEs are placed in the cell with position and azimuthal rotation chosen uniformly at random, with 360° FoV. Moreover, we consider 250 m inter-site distance (ISD). About the IA, we assume that (i) the gNB generates 11 SSBs, and (ii) only 1 RACH opportunity is available in the frequency domain for the block pattern, and (ii) only 1 RACH opportunity is available in the frequency domain for the RACH transmission. Results presented in this section are obtained from MATLAB® simulations using the 5G Toolbox. Further simulation parameter specifications are reported in the Appendix.

Fig. 10 shows the MIB decoding error probability for both the standard 5G NR IA (one SSB transmitted at a time) and the simultaneous SSB transmission, as a function of the average SINR at the UE. Results show that the MTS3ANT-based implementation performs similarly to the BFN-based implementation, while the decoding probability of the MTS1ANT-based implementation is slightly lower, as its radiation gain pattern degrades at the FOV borders, as shown in Fig. 7b. Furthermore, we observe that simultaneous SSB transmissions with semi-orthogonal pseudo-random signals do not affect the decoding probability, as the additional interference is negligible with respect to the considered noise.

Similar observations hold also for the PRACH decoding probability shown Fig. 11, which, being SSB specific, cannot be performed simultaneously. Notice that the SSB transmission phase is more robust (i.e., it has a lower decoding probability), as highlighted by the higher SINR needed to perform PRACH decoding with respect to MIB decoding. Note that the MTS-based implementation performs very similar to the standard BFN-based implementation, but additionally benefitting from the simple connectivity between the RF chains and the antennas, yielding lower design complexity and costs.

We have observed a substantial performance improvement due to the simultaneous SSB transmissions, which, however, comes at the cost of a more complex antenna design with respect to the MTS-based standard implementation, as it requires multiple RF chains working in parallel. Nevertheless, we stress that, even with this more complex structure, the resulting antenna design provides a reduction on the number of RF chains needed to perform beamforming, thus being still cheaper and simpler with respect to conventional BFN-based architectures.

VI. CONCLUSIONS

In this paper, a beamforming MTS that shifts the field manipulation from an electric level to an electromagnetic one is proposed for speeding up the initial access procedures in comparison of a standard antenna systems. We have proposed two different IA solutions: i) a very low-complexity MTS-based design allows to perform the standard 3GPP NR procedure with performance similar to the conventional BFN-based antenna arrays, and ii) a simultaneous SSB transmission paradigm can be exploited to...
speed up the IA, at the cost of higher hardware complexity, but still lower than conventional analog BFN architectures used for PAA. Our solution aims at embracing all the important features of a matrix BFN, parallel computing, and high-gain wide FoV scanning, while addressing its issue related to the scalability in large systems. Indeed, as demonstrated theoretically, a great advantage in using an MTS is that it design does not depend on the total number of antennas, relaxing the complexity issues typical of standard BFNs. What is important for BF-MTS is the proper illumination conditions for radiating the desired beam with a negligible scanning loss. Its capability to radiate several beams at a time has been exploited for speeding up the IA procedure in 5G NR, where the gNB is required to perform an exhaustive search for the UE within the FoV exploring all the different firing directions before starting the procedures for establishing the connection.

Here, after having reported the operative principle, design and performances of a BF-MTS, we have reported the numerical results in terms of detection probability and time, showing that a much faster IA with similar success probability can be achieved. Our system provides high gain, parallel computation, and incredible scalability for larger systems, becoming a strong contender in the NR and smart electromagnetic environment context.

APPENDIX

This appendix contains a non-exhaustive guideline on how to design the unit-cells for the MTS. Here, we report what is extensively discussed in [36] but other approaches are possible [46]. Moreover, it contains further information on the simulation setup.

A. UNIT CELLS IDEAL SURFACE IMPEDANCES

With reference to Fig.6b each unit-cell can be modelled with a transmission line approach. In this sense, each element of the unit-cell, surface impedance, and dielectric substrate has a straightforward counterpart in the transmission line model, shunt admittance and line segment respectively, as shown in Fig.6b. By this means, an arbitrary arrangement of dielectric material and surface impedances can be described effectively by a transmission line model. The goal of a refractive MTS is to have as less reflection as possible while maintaining high transmission and phase manipulation capabilities. These properties can be summarized for the unit-cell in zero reflection, unitary transmission, and arbitrary phase-shift. Now, by referring to the scattering coefficients of the S-matrix

\[ S = \begin{bmatrix} s_{11} & s_{12} \\ s_{21} & s_{22} \end{bmatrix}, \quad (A1) \]

we obtain the system of equations

\[ \begin{bmatrix} s_{11} \\ s_{12} \end{bmatrix} = \begin{bmatrix} 0 \\ 1 \end{bmatrix}, \quad \text{arg}(s_{12}) = \phi \]

where \( \phi \) is an arbitrary phase. For a deeper analysis of the problem see [47]. At this point, it is necessary to find the S-matrix (A1) for the transmission line model to be able to apply (A2). Directly evaluating the S-matrix for a cascade of components is often challenging and at best tedious. A well-known result in microwave theory [48] is that a cascade of transmission line elements can be easily modeled by the transmission matrix, or ABCD matrix. The ABCD matrix allows the description of a complex cascade of elements just by evaluating the product between the ABCD matrices of the single components. Once the matrix of the cascade is found, it is possible to convert this result directly to the S-matrix we wanted at the beginning [49].

This general approach can be particularized for the problem of the unit-cells in (A2). Having three equations we need three different degree of freedom, which are provided by three surface admittances \( Y_i = 1/Z_i \) with \( i = 1,2,3 \), giving that the cell thickness is fixed by design. Following the procedure briefly explained in the previous lines, (A2) can be solved for the three admittances directly [47] or numerically. Table I reports the set of impedances for each value of phase we needed for the discretization of the phase-profile. We report only one side of the MTS, discretized in 20 unit-cells, being the system completely symmetric, as shown in Fig. 6c.

| Unit cell no. | Surface impedances (Z1, Z2, Z3) [Ohm/sq.] | Transmission coefficient (Mag., Phase) [\text{lin.; Degrees}] |
|---------------|------------------------------------------|-------------------------------------------------------------|
| 1             | (1796, 444, 1796)                        | (0.9998, -68)                                               |
| 2             | (-268, 1915, -268)                       | (0.9998, -152)                                              |
| 3             | (-174, -52, -174)                        | (0.9998, 125)                                               |
| 4             | (-106, -44, -106)                        | (0.9999, 45)                                                |
| 5             | (77, -191, 77)                           | (0.9998, -32)                                               |
| 6             | (-445, 192, -445)                        | (0.9997, -108)                                              |
| 7             | (-226, -175, -266)                      | (0.9997, 180)                                               |
| 8             | (-163, -46, -163)                        | (0.9997, 111)                                               |
| 9             | (-106, -44, -106)                        | (0.9999, 45)                                                |
| 10            | (6, -110, 6)                             | (0.9998, -17)                                               |
| 11            | (-5908, 309, -5908)                      | (0.9998, -75)                                               |
| 12            | (-328, 254, -328)                        | (0.9996, -129)                                              |
| 13            | (-228, -191, -228)                      | (0.9999, -178)                                              |
| 14            | (-186, -62, -186)                        | (0.9999, 139)                                               |
| 15            | (-155, -43, -155)                        | (0.9997, 100)                                               |
| 16            | (-128, -41, -128)                        | (0.9998, 68)                                                |
**B. SIMULATION PARAMETERS**

We consider the standard NR frame length $T_{	ext{frame}} = 10$ ms, with each frame split into 10 subframes of 8 slots each. Within the OFDM modulation a 512-sized discrete Fourier transform is applied. The sampling rate is 61.44 MHz, and 14 OFDM symbols can be transmitted per slot. For the IA, we adopt the “Case D” SSB block pattern [44], which implies a subcarrier spacing of 120 kHz. For the channel model, we consider an urban micro-cell (Um) scenario wherein the devices are in line-of-sight (LoS), and the shadowing is neglected. The path loss and the channel matrix is computed according to the procedure illustrated in [42].
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