Parameter Estimation of a DC Motor-Gear-Alternator (MGA) System via Step Response Methodology
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Abstract: Mathematical models and their parameters are essential when designing controllers because they allow the designer to predict the closed loop behavior of the system. An accurate method for estimating the DC Motor-Gear-Alternator (MGA) system parameters is needed before constructing the reliable model. This paper proposed a new method of parameter estimation using Matlab/Simulink parameter estimation tool via Step Response Methodology. Optimization algorithms including the nonlinear least square, Gradient Descent, Simplex Search and Pattern Search are discussed. Simulink Design Optimization automatically estimated parameters of the MGA model from measured input-output data.
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1. Introduction

Errors in parameter values can lead to poor control and instability. Therefore, accuracy and adequacy of parameters identification are too major modeling issues that always have to be dealt with [1]. The main purpose of most System parameter estimation is to develop a mathematical model that fully describes an underlying physical system which can be used to predict both the response of the system to disturbance and the design advantage which might be obtained from modification of the system [2]. This mathematical model can be used to explain the behavior of the system and to predict its response to various inputs at different conditions [3]. Methods to estimate process model parameters from both open loop and closed loop step responses was proposed [4]. A number of methods for system parameter estimation [4-11] can be applied to MGA model identification. In particular, various methods have been used to estimate parameter of a model; that is, [5, 7, 8] used the algebraic identification techniques, [6] used a recursive least-squares parameter estimation algorithm for non-uniformly sampled multirate systems, [10] used an inverse problem theory and methods for model parameter estimation, [9] applied an algorithm for least-squares estimation of nonlinear parameters and [12] designed optimization of parameters using response surface methodology with central composite.

1.1. Open-Loop System

The physical model for the DC Motor-Gear-Alternator used in this study is shown in Figure 1 [13].

![Figure 1. Physical model for the MGA.](image-url)

The motor and the alternator of the physical system are assembled as shown in Figure 1. The gear unit is introduced between the motor and the alternator as an amplifying system. Since motors with low rotating speed and high torque are used often in control systems, the gear train is often adopted to increase the speed and reduce the torque.
1.2. Schematic Representation of the System

The diagram shown in Figure 2 is a schematic representation for the MGA model [13].

![Figure 2. Schematic Representation of the MGA model.](image)

1.3. Simulink Model of the MGA System

The Simulink model for the system [13] is shown in Figure 3.

![Figure 3. Simulink Model of the MGA System.](image)

The corresponding transfer function is given by equation

\[
\frac{V_a}{V_m} = G_r \left[ \frac{k_2^2 (L_m R_m + L_m R_a)(R_a + L_m s)}{(R_m + L_m s)(L_m + B_m + k_2 s)^2} \right]
\]  (1)

2. Parameter Identification

Parameter identification we have used is the one outlined...
by [14]. This method is built in Simulink Parameter Estimation software in MATLAB for the parameters identification of the MGA model. Simulink Parameter Estimation software is a Simulink-based product for estimating and calibrating model parameters from experimental data. This product supports the following types of estimation:

- **Transient Estimation**: Estimate parameters by comparing model output to the experimental data for a given input.
- **Initial Condition Estimation**: Estimate the initial conditions of states using experimental data.
- **Adaptive Lookup Tables**: Estimate the table values at the prescribed break-points by using measurements from the physical system.

Simulink Parameter Estimation software provides the tools used to:

- (a) Set up the problem.
- (b) Specify which model parameters to estimate.
- (c) Import and prepare the experimental data for parameter estimation (or pre-process).
- (d) View the estimation progress.
- (e) Validate the estimation results based on plots of measured versus simulated data and residuals.

### 2.1. Simulink Parameter Estimation

Simulink Parameter Estimation software compares empirical data with data generated by a Simulink model. Using optimization techniques, the software estimates the parameter and (optionally) initial conditions of states such that a user-selected cost function is minimized. The cost function typically calculates a least-square error between the empirical and model data signals.

After building a Simulink model, the following steps are followed to configure and run parameter estimation:

- (a) Select Tools → Parameter Estimation in Simulink model window. This opens the Control and Estimation Tools Manager, creates a new project, and adds an Estimation node to the workspace directory tree.
- (b) The input and output data set for estimating parameters of Simulink model are imported.
- (c) The parameters and initial conditions to be estimated are selected.
- (d) Configure the estimation itself, including cost functions and data views.
- (e) Run the estimation.
- (f) Check the results by examining the cost-function values, plots, or parameter values.

### 2.2. Description of the DC MGA System.

The Simulink model under study is shown in Figure 3. The model consists of input port for acquiring input signal of motor voltage and the output port for acquiring the output signals of alternator voltage. The alternator consists of a spinning set of electrical windings called a rotor, a stationary set of windings called a stator, a rectifier assembly, a set of brushes to maintain electrical contact with the rotor. DC motor controls the frequency of the alternator. There are also Gears attached in between alternator and the DC motor to amplify the frequency when the DC motor is energized. The amount of rotation of the motor shaft is limited to gear ratio. Therefore, if a large gear ratio is used, the motor stops. Hence, we are modeling a system with gear ratio \( G_1 = 1 \) which gives better numerical properties and easier notation. We know the model components as \( I_m, L_m, B_m, R_m, B_m, J_m, J_m \). However, the parameter values of the system are not known. Hence the parameters need to be estimated for a better fit.

We estimated these parameters as precisely as possible for our model to ascertain whether it is an accurate representation of the actual MGA system. When we applied a step voltage to the motor input, the alternator displays some voltage in response. However, if the model parameters do not match those of the step response, the model response will not match that of the actual system, either. Figure 6 shows the voltage response of our model using the initial parameter values in the model with a unit input voltage. Figure 5 show the required step response [15]. It is obvious that there is need to estimate model parameters. This is where Simulink Parameter Estimation plays a crucial role. The software formulates parameter estimation as an optimization problem. The optimization problem solutions are the estimated parameter values. The data used for estimation are real data collected from experimental alternator [16].
3. Data Estimation

A new data set can be created by clicking on the "Transient Data" node and pressing the "New" button in the right-hand-side panel. These data sets can then be used for estimation and or validation. We have already defined three data sets. The first is used for parameter estimation and the remaining two for validating the response of the Simulink model with the estimated parameters. These data sets can be imported from various sources including MATLAB® variables, MATLAB files, Excel® files, or comma-separated-value files. Once we import the data, we can plot them to confirm that we have the right data sets in our estimation project.

![Figure 6. Output Response of the MGA.](image)

We can see the simulation data does not match the measured data because the parameters are incorrect. Hence we used Simulink design optimization to automatically tune model parameters.

3.1. Definition of Variables

The next step is to define the variables for the estimation. This establishes which parameters of the simulation can be adjusted, and any rules governing their values. The Estimation variables are selected by clicking on the "Variables" node and pressing the "Add" button. This opens a "Parameter Selection Dialog" from which we can select the model parameters that we desire to estimate.

![Figure 8. Selecting Parameters for Estimation.](image)

We have already added the nine unknown parameters in our model using the selection dialog. These parameters are the \( R_m \) Armature Resistance of the Motor, \( R_a \) Armature Resistance of alternator, \( V_m \) Motor Voltage, \( V_a \) Alternator Voltage, \( L_m \) Inductance of the motor, \( L_a \) Inductance of the alternator, \( B_m \) Viscous friction coefficients of the motor, \( B_a \) Viscous friction coefficients of the alternator and the back e.m.f coefficient \( k \). On the panel to the right of the list of parameters, you can set the initial guesses for the parameter values, and the minimum and maximum bounds on these values. Since we know from our physical insight that all of these parameters have positive values, we set their lower limits to zero. We can also select an initial value for the parameters.

3.2. The Estimation Task

In order to run estimation, we first need to create an "Estimation" node. This is done by clicking on the "Estimation node and pressing the "New" button in the right-hand-side panel. In our project, we have already created an estimation node called "New Estimation". We can click on this node to set up its various options. The first panel is where we select the data sets to be used in this estimation. It is possible to use one or more data sets at once in a given estimation. For this model, we used the data set called "Estimation Data". The next panel called "Parameters" is where we select which parameters to adjust in this estimation. Even though we selected nine
parameters, in general, it is not necessary to estimate all of them at once. However, since our model is simple enough we will estimate all nine parameters.

3.3. Viewing the Results

Four plot types are created to view the estimation results. The plot in Figure 10 shows the experimental data overlaid with the simulated data. The simulated data come from the model with the estimated parameters. The results of the estimation appear satisfactory as the estimated blue and green curve closely matches the measured results.

![Figure 10. Voltage Response for the Actual and Estimated Models.](image)

We can see that as the parameters values improve, the simulation curves get closer to the experimental data. Figure 10 shows voltage response after 150 iterations. It is clear from these figures that simulation results based on identified parameters are consistent with actual results.

We can also view how the parameters changed in the model. The plot in Figure 11 shows the trajectories of the parameters at each iteration of the estimation process. It is shown that the parameters settle to their final values as the estimation process converges to a solution.

![Figure 11. Simulation Trajectories.](image)

Table 1 shows us the results for the different algorithms used. It can be observed that the parameter values of NLS and PS methods are approximately the same and closer to the expected values.

![Table 1. Summary of parameter estimation results of the four methods.](image)
The transfer function of the MGA model is needed for studying the state of our system and applying the controlling techniques on it. The transfer function for MGA model is obtained by substituting parameter values of NLS or PS of Table 1 into equation 1 to obtain transfer functions as,

\[ G(s) = \frac{V_o}{V_{in}} = G_r \left[ \frac{-1186.73 s^5 - 4002.49 s^3 - 2129.69}{13.54 s^2 + 5.20 s + 2.47} \right] \]

(2)

4. Conclusion

The Nonlinear Least Square and Pattern Search methods are the best algorithms which can be used to estimate the parameters of the MGA system because of the performance and the accurate in results and can be automated in MATLAB. The choice of algorithm depends on the nature of the system. The Simplex Search option cannot be used to estimate parameters or states with lower and upper bounds. The goodness of step response is that functions are easy to derive and experiments are easy to implement. Though similar responses are possible from different models and that steps may not be sufficiently small to avoid non-linear behavior.

Future Work

There is work underway to determine the stability of the model for practical use.
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