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Abstract
In contrast with the understanding of fluctuation symmetries for entropy production, similar ideas applied to the time-symmetric fluctuation sector have been less explored. Here we give detailed derivations of time-symmetric fluctuation symmetries in boundary-driven particle systems such as the open Kawasaki lattice gas and the zero-range model. As a measure of time-symmetric dynamical activity over time $T$ we count the difference $(N_\ell - N_r)/T$ between the number of particle jumps in or out at the left edge and those at the right edge of the system. We show that this quantity satisfies a fluctuation symmetry from which we derive a new Green–Kubo-type relation. It will follow then that the system is more active at the edge connected to the particle reservoir with the largest chemical potential. We also apply these exact relations derived for stochastic particle models to a deterministic case, the spinning Lorentz gas, where the symmetry relation for the activity is checked numerically.

1. Introduction

Fluctuation relations have emerged from an analysis of entropy production in driven dissipative processes. These are general and non-perturbative relations, something which is not so common in non-equilibrium physics. There has, therefore, been a big interest in such fluctuation symmetries in recent decades, as pioneered in the papers [1, 2]. It was found that such symmetries are an expression of local detailed balance, implying that the total path-wise entropy flux is the source term of time-reversal breaking in the non-equilibrium action governing the dynamical ensemble; see [3–7]. In turn, local detailed balance is implied by and refers to the
underlying microscopic time reversibility that governs the contact between the system and each (equilibrium) reservoir in the environment [6, 8–12]. Also the non-equilibrium free energy relations, called Jarzynski relations after [13], are of a very similar nature.

The present paper takes some distance from the original works. We do not concentrate on the traditional dissipative variables but we add a novel type of fluctuation symmetry belonging to the time-symmetric sector of a non-equilibrium system. That was already initiated in [14], but here we update our understanding with specific models and new Green–Kubo relations. Moreover, since then, a new wave of research interest on a specific time-symmetric quantity, the dynamical activity, has emerged [15–18]. This dynamical activity, or frenesy as called in the context of linear response [18], captures essential non-equilibrium kinetic aspects. In the present paper, differences in dynamical activity between the various contacts of the system with the environment arise from the breaking of a spatial symmetry that naturally accompanies the non-equilibrium situation. The main result of this paper (in section 4) thus gives fluctuation symmetries in terms of a difference in dynamical activities.

For the plan of the paper, the next section formalizes the central idea. Besides time-reversal symmetry we add a second symmetry which can be spatial or internal and that gives rise to additional fluctuation symmetries. The standard example of a fluctuation symmetry for the entropy flux is then reviewed in section 3. New to this case is the relation with the Kubo formula [19] (and not just the Green–Kubo relations) as also follows from the fluctuation symmetry. We then concentrate on the boundary-driven Kawasaki and zero-range dynamics in section 4. We derive in these models the active fluctuation symmetries for differences in dynamical activity (between the left versus right edge of the system). These give fluctuation–activity relations, also including a Green–Kubo relation for the mentioned dynamical activity. Interestingly, we are able to derive there that the activity (in terms of the number of particles moving in or out of the system) is highest at that side of the system which is in contact with the largest chemical potential. Section 5 applies the latter results to the spinning Lorentz gas (SLG), a mechanical model, where the notion of dynamical activity gets further realization in a classical physics context. The computer simulations we present validate our guesses also in the non-Gaussian fluctuation sector.

2. General observation

We start by presenting the formal content of fluctuation symmetries as in [3]. Let us denote quite generally a fluctuating quantity with the variable \(X \in \Omega\), where \(\Omega\) is the space of possible outcomes (e.g. path space). This means that the outcome of \(X\) (e.g. the path of the system on some level of description) changes and is uncertain as, in physical terms, its value depends on hidden or more microscopic degrees of freedom. In addition, we consider the presence of certain involutions \(\Theta\) and \(\Gamma\) on \(\Omega\), i.e. transformations that are equal to their inverse and that preserve the elementary structure of the space \(\Omega\) such as the volume element; these involutions are also mutually commuting: \(\Gamma^2 = \Theta^2 = \text{Id}, \Theta\Gamma = \Gamma\Theta\). The fact that \(\Theta\) and \(\Gamma\) are commuting ensures that \(\Theta\Gamma\) is also an involution.

There will always be a reference probability law \(P_o\) for \(X\) which is both \(\Theta\)- and \(\Gamma\)-invariant; \(P_o(\Theta X) = P_o(X) = P_o(\Gamma X)\).\(^2\)

\(^2\) For mathematical modeling purposes we consider probability distributions for \(X\) in \(\Omega\). This in turn also means that the space \(\Omega\) is measurable; in other words, it supports some elementary structure such as used for integration, so that probabilities may admit a density function description.
Our main interest is to formulate a probability law $P$ on $X$ for the non-equilibrium process. We assume it has a density with respect to $P_o$
\[
dP(X) = e^{-A(X)} dP_o(X),
\]
where the ‘action’ $A$ on the paths or trajectories of the system appears. For our purposes, this action will be mostly explicitly known by setting a specific context. For the meaning and use of the non-equilibrium law (2.1), let us pretend for a moment that $X$ takes a finite number of values or states so that expectations $\langle \cdot \rangle$ under $P$ are simply written as finite sums
\[
\langle f(X) \rangle = \sum_x f(x) P(x) = \sum_x f(x) e^{-A(x)} P_o(x)
\]
for an observable $f$ and with $P(x) = \int dP(X) \delta(X - x)$ the probability that $X = x$. Note for the notation that $X$ denotes the random variable while $x$ stands for the different values it may take.

Now we present our general observation. Starting from (2.1) let us define on $\Omega$
\[
S := A\Theta - A, \\
T := A\Theta + A, \\
R := A\Theta\Gamma - A
\]
as functions of $X$. In words, $S$ is the time-antisymmetric part of the action while $T$ is the time-symmetric complement. With this the action is expressed as
\[
A = \frac{1}{2}(T - S).
\]
Note also that $2R = T\Gamma - T + S + S\Gamma$ so that $R$ is the antisymmetric part of $T$ under $\Gamma$ when $S$ is antisymmetric under $\Gamma$
\[
S\Gamma = -S \iff R = \frac{1}{2}(T\Gamma - T).
\]
Observe that the very definitions (2.3) imply the following identities:
\[
\langle f(\Theta X) \rangle = \sum_x f(x) e^{-A(\Theta x)} P_o(x) = \langle f(X) e^{-S(X)} \rangle,
\]
\[
\langle f(\Theta\Gamma X) \rangle = \sum_x f(x) e^{-A(\Theta\Gamma x)} P_o(x) = \langle f(X) e^{-R(X)} \rangle
\]
for all functions $f$ on $\Omega$. From (2.7) we also have for $\Theta$-symmetric observables $f = f\Theta$ such as $f = T\Gamma - T$ that
\[
\langle f\Gamma \rangle = \langle f e^{-\frac{1}{2}(T\Gamma - T) - \frac{1}{2}(S+S\Gamma)} \rangle.
\]
We refer to (2.8) as an active fluctuation symmetry for reasons that will become clear in section 4.

There is actually a rewriting of the relations above to the more familiar Gallavotti–Cohen type\(^3\) fluctuation symmetries.

\(^3\) One uses this term referring to fluctuation relations which can be given as the logarithmic ratio of probabilities of opposite events. The possible connection with the asymptotic time limit will be explained shortly.
From (2.6) by taking the function $f(x) = \delta(S(x) - \sigma)$ we obtain
\[
\text{Prob}[S(X) = -\sigma] = e^{-\sigma} \text{Prob}[S(X) = \sigma]
\] (2.9)
and, from (2.7) by choosing $f(x) = \delta(R(x) - r)$,
\[
\text{Prob}[R(X) = -r] = e^{-r} \text{Prob}[R(X) = r]
\] (2.10)
with probabilities referring to the probability law $P$.

Relations (2.7) and (2.8) are general and can be applied in a variety of ways. A new application will be established in section 3.2 as well as in equations (3.19)–(3.21). Moreover, from (2.6) it follows that for all functions $g$ on $X$,
\[
\langle g(X) - \langle g(\Theta X) \rangle \rangle = \langle g(X) S(X) \rangle_o
\] (2.11)
to first order in the action $A$ of (2.1) and where the last expectation $\langle \cdot \rangle_o$ is with respect to $P_o$. The same holds replacing $\Theta \rightarrow \Theta \Gamma$ and $S \rightarrow R$ in which case we would obtain fluctuation–activity relations.

Another consequence is that always $\langle R(X) \rangle \geq 0$, $\langle T \Gamma - T \rangle \geq 0$ and $\langle S(X) \rangle \geq 0$. These inequalities are not only useful to determine the direction of currents (the more standard application) but, as we will see, will enable prediction at what side of a boundary-driven system the activity is largest, which is an entirely new application.

Let us emphasize that the results above are exact, i.e. valid for all times. All the consequences mentioned will remain basically intact also for variables that differ from $S$ or $R$ by a total (time-)difference as long as some boundedness of that difference can be ensured. If so, we will obtain asymptotic fluctuation symmetries, where (2.6)–(2.10) are not exact for the variables but only valid in some limit (of large observation time). Such asymptotic formulæ would correspond to stationary fluctuation theorems as in [2].

Further, the relevance of the fluctuation identities (2.6) and (2.7) depends crucially on the systematic and operational meaning of $S$ and $T$. It was understood before that $S$ is deeply related to changes in entropy (as we will briefly repeat in the next section); in sections 4 and 5 we treat a number of examples where $T$ is made visible and related to the dynamical activity.

### 3. Standard example: entropy flux

The present section contains the standard application of (2.6) to obtain a fluctuation symmetry for the total entropy flux in non-equilibrium Markov jump models. The reader will only find as new some reflections toward the end of the section connecting the fluctuation symmetry also with response theory and the Kubo formula. Nevertheless, examples for spatially extended systems are not so common in the literature on fluctuation symmetries and the present section treats them in a still less familiar but unifying framework.

Consider a Markov jump process on a finite state space $K$. We specify the transition rates $k_t(x, y)$ (time dependent) for jumps $x \rightarrow y$ between system states
\[
k_t(x, y) = \psi(x, y) \exp \left\{ \frac{\beta_t}{2} \left[ U(x, a_t) - U(y, a_t) + F(x, y) \right] \right\},
\] (3.1)
where $a_t$ is a time-dependent (external) protocol changing the function $U$. $U(x, a)$ is called the energy of the system when it is found at state $x$ with external value $a$; this is because we imagine that the changes in $U$ are exactly balanced by the change of energy in the
environment. The driving \( F(x, y) = -F(y, x) \) is antisymmetric but it does not need to be a total difference for all \( x \to y \), which is important to model non-equilibrium features. The reactivities \( \psi(x, y) = \psi(y, x) \) are symmetric. The additional time-dependent parameter \( \beta_t \geq 0 \) in (3.1) is the varying inverse temperature of the environment (in units where \( k_B = 1 \)). Note that the non-equilibrium driving sits entirely in the function \( F \) (which contains the irreversible work) and in the time dependence of both the protocol \( a_t \) and the inverse temperature \( \beta_t \). Clearly, if \( F = 0 \) and when \( a_t = a, \beta_t = \beta \) are constant, then the process is reversible with stationary distribution \( \rho^\beta(x) \propto \exp -\beta U(x, a) \).

It is important to note that both the form and the interpretation of (3.1) follow from the condition of local detailed balance, for which at all times \( t \) (and always with \( k_B = 1 \))

\[
\log \frac{k_t(x, y)}{k_t(y, x)} = S_t(x, y) \tag{3.2}
\]

is the entropy flux in the transition \( x \to y \); that is the change of entropy in the environment. This explains the standard origin of the exponential form of the rates \( k(x, y) \) and in particular why the antisymmetric term \( F(x, y) \) contributes to the irreversible work; see also below in (3.8) and in the examples of section 4.1.

For a given path \( X = (x_t, t \in [0, T]) \) over the time interval \([0, T]\) the energy change is given by

\[
U(x_T, a_T) - U(x_0, a_0) = \sum_{t \in T} \left[ U(x_t, a_t) - U(x_{t-}, a_t) \right] + \int_0^T \frac{\partial U}{\partial a_t}(x_t, a_t) \dot{a}_t \, dt, \tag{3.3}
\]

where the sum is made for the transitions \( x_{t-} \to x_t \) occurring at the jump times \( t \) and \( x_{t-} \) denotes the state of the system right before the jump to \( x_t \).

In equation (3.3) we have two effects for the energy change. Firstly, for fixed value \( a_t \) the system state has changed and then energy is exchanged with the environment as heat

\[
Q_o(X) := \sum_{t \in T} \left[ U(x_t, a_t) - U(x_{t-}, a_t) \right] \tag{3.4}
\]

(again the sum is made over jump times in \( X \)). Secondly, for fixed state \( x_t \) the external value changes \( \dot{a}_t = \frac{da_t}{dt} \), doing work

\[
W_o(X) := \int_0^T \frac{\partial U}{\partial a_t}(x_t, a_t) \dot{a}_t \, dt. \tag{3.5}
\]

Thus, equation (3.3) mimics the first law of thermodynamics. The energy change of the system equals the change in internal energy received as heat \( Q_o \) from the environment plus the amount of work \( W_o \) done on the system by the environment

\[
U(x_T, a_T) - U(x_0, a_0) = Q_o(X) + W_o(X). \tag{3.6}
\]

The non-equilibrium driving \( F \) can be added and subtracted from this balance. We think of it as doing work on the system, which is instantaneously released as heat, so that now

\[
U(x_T, a_T) - U(x_0, a_0) = Q(X) + W(X), \tag{3.7}
\]

but with all terms depending on a specific path \( X \). We refer to [21] for more details on and insights into stochastic energetics.
In the same spirit we can also associate a change in entropy of the environment with a path or trajectory $X$. The idea is that the environment consists of big equilibrium reservoirs undergoing only reversible changes in interaction with the system. One looks back at (3.4) and (3.7) to define
\[
S_{\text{OUT}}(X) := -\sum_t \beta_t \delta Q^{(t)} = \sum_t \beta_t \left[ F(x_t, x_t) - \left[ U(x_t, a_t) - U(x_t, a_t) \right] \right]
\] (3.8)
for the change of the entropy in the environment (always per $k_B$). This term is the total entropy flux for trajectory $X$, which can be split into a reversible part, due to the energy exchange, and an irreversible part
\[
\sigma(X) := \sum_s \beta_s F(x_s, x_s).
\] (3.9)
Particular examples such as the one treated in section 4.1 will present explicit expressions for the driving $F$, as in equations (4.3) and (4.4). The examples treated will also clarify further its connection to irreversibility, which, as will be seen in the models, sits exclusively at the boundaries.

We now repeat the observation of [3, 6] that the entropy flux (3.8) can be obtained as for (2.6) as the source term of time-reversal breaking.

Let us leave out the kinematical time reversal $\pi$ on $K$ and proceed with the undecorated time reversal $\Theta$, which is defined on trajectories in phase space or paths $X$ via $(\Theta X)_t = X_{T-t}$ for $t \in [0, T]$. One can check from (3.8) that the entropy flux per path is antisymmetric under time reversal, $S_{\text{OUT}}(X) = -S_{\text{OUT}}(\Theta X)$. Let now $P_{\mu}$ denote the path distribution when we start at time zero from a probability law $\mu$ on $K$. The time dependence of the protocol can be reversed to define $\tilde{k}_t(x, y) := k_{T-t}(x, y)$. We choose a second probability law $\nu$ on $K$ for starting the latter (protocol-reversed) Markov process, with path distribution denoted by $\tilde{P}_{\nu}$. Assuming $\mu, \nu > 0$ and that $k_t(x, y) = 0$ implies $\tilde{k}_t(y, x) = 0$ (dynamical reversibility), we can find the $S$ in (2.6) via
\[
\frac{dP_{\mu}}{d\tilde{P}_{\nu} \Theta} = e^S
\] (3.10)
and find
\[
S(X) = \log \frac{\mu(x_0)}{\nu(x_T)} + \log \frac{\tilde{k}_{t_1}(x_0, x_{t_1}) \tilde{k}_{t_2}(x_{t_1}, x_{t_2}) \ldots \tilde{k}_{t_n}(x_{t_{n-1}}, x_T)}{k_{t_n}(x_T, x_{t_n}) \ldots k_{t_2}(x_{t_2}, x_{t_1}) k_{t_1}(x_{t_1}, x_0)}
\] (3.11)
for jump times $t_1, t_2, \ldots, t_n$ in $X$. Indeed, the jump times in the reversed trajectory $\Theta X$ are, respectively, $T - t_n, \ldots, T - t_2, T - t_1$. One can see what (3.11) becomes for the rates (3.1). Substituting into the previous formula makes
\[
S(X) = \log \frac{\mu(x_0)}{\nu(x_T)} + \sum_t \beta_t \left[ U(x_t, a_t) - U(x_t, a_t) + F(x_{t-}, x_t) \right]
\] (3.12)
which is (3.8). That relation can be called a (generalized) Crooks relation [5], and for $F \equiv 0$ it almost immediately produces Jarzynski identities which are used to evaluate equilibrium free energies from the fluctuations of the dissipative work—we refer to the literature and the references therein for more details [7, 13, 22].
Let us now specify to the case where \( \beta_i = \beta, a_i = a \) are constant in time. In particular, with respect to (3.9), and for state functions \( h_\mu(x) := \log \mu(x) + \beta U(x), h_\nu(x) := \log \nu(x) + \beta U(x) \), we have the identity

\[
S(X) = \beta \sum_i F(x_{i-}, x_i) + h_\mu(x_0) - h_\nu(x_T)
\]

for all trajectories \( X \). Note that the left-hand side is defined from (3.10) implementing (2.6), while the right-hand side is defined from the heat and (3.8), (3.9). Therefore, the identities (3.12) and (3.13) are the core of what is generally called the fluctuation symmetry, the fluctuation relations or the fluctuation theorem (transient or steady state, as recalled also at the end of section 2) for the entropy production.

### 3.1. Exact fluctuation symmetry

In the following, we restrict ourselves to time-homogeneous Markov processes and we no longer write the dependence on \( a_i = a \). We take also inverse temperature \( \beta = 1 \).

Consider the reference reversible process \( P_o \) started in equilibrium \( \rho_o \) for which there is a detailed balance with rates

\[
k_o(x, y) = \psi(x, y) e^{\frac{1}{2} [U(x) - U(y)]}, \quad \rho_o(x) = \frac{1}{Z} e^{-U(x)}.
\]

The non-equilibrium process has rates \( k(x, y) = k_o(x, y) \exp F(x, y)/2 \) and we choose to start it also from \( \rho_o \). Its distribution on paths \( X \) in the time interval \([0, T]\) is then denoted by \( P \). We proceed as in (2.3) to find

\[
S(X) = \sum_i F(x_{i-}, x_i), \quad T(X) = 2 \int_0^T [\xi(x_t) - \xi_o(x_t)] \, ds
\]

for escape rates \( \xi(x) := \sum_y k(x, y) \). Now clearly (2.6) holds, and with \( f(X) = \exp[-zS(X)] \) for all \( z \in \mathbb{C} \), we have the exact fluctuation symmetry

\[
(e^{-zS(X)}) = (e^{-zS(X)})
\]

with expectations in the non-equilibrium process starting from the equilibrium distribution \( \rho_o \). That result in itself is of course not new and has been derived in various ways; see e.g. equation (2.32) in [3] or equation (3.34) in [23].

Another way to obtain an exact fluctuation symmetry is to look back at (3.13) with probabilities \( \nu = \mu = \rho \) equal to the stationary distribution of the non-equilibrium process. We then have by combining (3.10) with (3.13) that in the non-equilibrium steady regime, for all \( T \),

\[
(f(X)) = (e^{-\sigma(X) - h(x_0) + h(x_T)} f(\Theta X))
\]

for irreversible entropy flux \( \sigma(X) = \beta \sum_i F(x_{i-}, x_i) \) and with state function \( h(x) := \log \rho(x) + \beta U(x) \). The exact symmetry (3.17) would invite us to give special physical meaning also to that function \( h \), but no convincing thermodynamic or operational meaning exists. Only in some cases, like the models we treat in sections 4.2 and 5, can this physical interpretation of \( h \) in (3.17) be made. This is also why asymptotic (in \( T \uparrow +\infty \)) fluctuation symmetries, obtained from (3.17) for \( f \) any positive function of \( \sigma(X) \), have been more appreciated. These asymptotic fluctuation formulas are obtained by taking the logarithm of both sides in (3.17) and dividing them by \( T \); then using the boundedness of the function \( h \) will make it disappear when finally letting \( T \uparrow +\infty \).
3.2. Relation to linear response

Looking backward, it appears that the main input has been relation (3.12). That has analogues for diffusion process [4, 24, 25], for dynamical systems [2, 26, 27, 29] and also for non-Markovian processes [3, 28, 30] as long as there is sufficient space-time locality to ensure a large deviation principle [3]. The main origin of the fluctuation symmetry is therefore the identification of the entropy flux as marker of time-reversal breaking [3, 5, 6, 29].

Some features of the close-to-equilibrium regime are easily deduced from the fluctuation symmetry. There are, for example, the Green–Kubo relations, with Onsager reciprocity as first explained in [31] following from an extended fluctuation symmetry. More globally, the validity of the McLennan ensemble close to equilibrium is another implication, see [32, 33].

We illustrate just one aspect, which we have not seen stated as such, and which is useful. Start again from (2.6) and take a function $f(X) = g(\Theta X) - g(X)$ in terms of another function $g$ of interest. Then,

$$
(g(X)) = (g(\Theta X)) + ((g(\Theta X) - g(X)) e^{-S(x)}).
$$

(3.18)

Imagine now that the action $A$ in (2.1) is small, so that the law $P$ is just a small perturbation of the reference law $P_\rho$ and so that $S = A \Theta - A$ is small. We can then expand the last term in (3.18) to obtain

$$
(g(X)) = (g(\Theta X)) + (g(\Theta X) - g(X)) - ((g(\Theta X) - g(X)) S(X))_o
$$

$$
= (g(\Theta X)) + (g(X) S(X))_o,
$$

(3.19)

where the last expectation, with the subscript $(\cdot)_o$, is with respect to the reference $P_\rho$ and we have used that $P_\rho$ is $\Theta$-invariant. That linear order relation can be applied to the context of dynamical ensembles as we had it above, with $\Theta$ being time reversal on trajectories $X = (x_t, t \in [0, T])$. Take for example the particular case where $g(X) = O(x_T)$ so that $g(\Theta X) = O(x_0)$ for a state function $O; x_0, x_T$ are the initial and final states of the trajectory $X$, respectively. We then obtain from (3.19) the linear response formula

$$
(O(x_T)) = (O(x_0)) + (O(x_T) S(X))_o,
$$

(3.20)

where the expectations refer to the process $P$ started from equilibrium $\rho_\rho$ at time zero. In order to recognize the Kubo formula one should substitute in (3.20) the expression (3.12) for $S(X)$ with $F \equiv 0, \beta_t \equiv \beta, a_t = a - \varepsilon \partial (t)$ and $\mu = v = \rho_\rho$ being the equilibrium distribution with potential $U(x, a)$. Then, still using the first law (3.3), we arrive at the more familiar Kubo expression

$$
(O(x_T)) - (O(x_0))_o = (O(x_T) S(X))_o = \int_0^T ds \varepsilon_s \frac{d}{ds} [O(x_s) \frac{\partial}{\partial a} U(x_s, a)]_o.
$$

(3.21)

Yet, it takes the combination (3.12)–(3.20) to immediately understand why this formula is truly called fluctuation–dissipation relation.

Moving beyond the linear response around the equilibrium makes it more difficult to find specific consequences. Of course, the fluctuation relations hold unperturbed but there is no direct way to derive more specific results. In fact, it appears that one really needs more information about the time-symmetric part, $T$ in (2.3), to move further [20, 34]; that is also part of the motivation of the next sections.
4. Symmetry in dynamical activity

We give examples of the fluctuation symmetry (2.7), referred to in the title of the paper as active because they deal with the dynamical activity.

4.1. Boundary-driven Kawasaki dynamics

We consider a system of indistinguishable particles subject to exclusion on a lattice interval which is boundary driven. The state space is \( K = \{0, 1\}^{[1, \ldots, L]} \), where states are particle configurations \( x = (x(i), i \in \{1, 2, \ldots, L\} \) \), \( x(i) = 0, 1 \), interpreted as vacant versus occupied sites on a lattice interval. The dynamics has two parts. Firstly, there is a bulk exchange of configurations \( x \) for \( i = 1 \) and \( L \) and for some fixed parameters \( a, \delta \in \mathbb{R} \). The physical interpretation of this birth and death process is the contact at the boundaries with particle reservoirs at the left and right chemical potentials \( \mu_1 := a + \delta \) and \( \mu_L := a - \delta \), respectively.

For all other transitions we have \( k(x, y) = 0 \). As a result,

\[
k(x, y) = k_o(x, y) \exp \left[ \frac{\delta \beta}{2} J(x, y) \right]
\]

with \( k_o(x, y) = \exp[\mathcal{S}(y) - \mathcal{S}(x)]/2 \), \( \mathcal{S}(x) := -\beta U(x) + a \beta \mathcal{N}(x) \), \( \mathcal{N}(x) := \sum_{i=1}^{L} x(i) \) (number of particles in the system for state \( x \)), and with current

\[
J(x, y) = \begin{cases} 
+ c_i & \text{when a particle enters at } i = 1, L, \\
- c_i & \text{when a particle leaves} 
\end{cases}
\]
and zero otherwise. In other words, $J(x, y) = J_L(x, y) - J_L(x, y)$ with $J_L(x, y)$ the current of particles into the left reservoir and $J_L(x, y)$ the current of particles into the right reservoir for the transition $x \rightarrow y$.

For $\delta = 0$ (and only for $\delta = 0$) there is detailed balance with the grand-canonical ensemble

$$\rho_\alpha(x) = \frac{1}{Z} \exp S(x).$$

(4.7)

In this case the parameter $\alpha$ is the chemical potential of both particle reservoirs left and right. The equilibrium process determines our reference distribution $P_\alpha$. Non-equilibrium arises from taking $\delta \neq 0$, which makes the chemical potentials in the imagined left and right particle reservoirs different. We can start the non-equilibrium process from the same $\rho_\alpha$, giving our distribution $P$, but asymptotically in time a non-equilibrium steady regime will develop. In particular, it is easy to prove now that for $\delta > 0$ there will be a steady particle current from left to right. See for example [35] for the details of the standard fluctuation symmetry as in the previous section.

The decomposition (2.3) here gives

$$S(X) = \beta \delta \left[ J_1(X) - J_L(X) \right]$$

(4.8)

with $S(\Theta X) = -S(X)$ for $\Theta$ time reversal, and $J_1(X) = \sum_i J_i(x_i, x_i)$ the net number of particles that escape from the lattice interval to the left particle reservoir. Note that $J_L(X) + J_1(X) = -\mathcal{N}(x_T) + \mathcal{N}(x_0)$, the change of the number of particles in the system.

For the time-symmetric part of the action we can compute, from (3.15)

$$\mathcal{T}(X) = 2 \int_0^T dt \left[ B_1(x_i, a, \delta) + B_L(x_i, a, \delta) \right],$$

(4.9)

where (putting now $\beta = 1$ for notational simplicity)

$$B_i(x; a, \delta) := e^{(a+c_i)/2} - e^{a/2} + \left\{ e^{-(a+c_i)/2} - e^{(a+c_i)/2} + e^{a/2} - e^{-a/2} \right\} x(i)$$

$$+ (e^{(a+c_i)/2} - e^{a/2}) (e^{x/2} - 1) x(i + c_i)$$

$$- (e^{-x/2} - 1) (e^{(a+c_i)/2} - e^{a/2}) x(i - c_i)$$

again for $i = 1$, $L$ and $c_1 = 1$, $c_L = -1$. Next, in order to obtain the symmetry in the dynamical activity, we apply the mirror transformation $\Gamma$ through which $(\Gamma X)_i(i) = X_i(L - i + 1)$. Observe that in that mirror symmetry $J_1(X) = J_L(\Gamma X)$, $S_\Gamma(X) = -S(X)$. We can thus compute

$$R(X) = \frac{1}{2} (\mathcal{T}(\Gamma X) - \mathcal{T}(X)) = \int_0^T dt \ r(x_i)$$

(4.10)

from the expected difference in transitions (jumps in and out of the system) left versus right, to find

$$r(x) = \sum_{i=1,L} \left\{ 2 \sinh \frac{\delta}{2} \left( (e^{-x/2} - 1) e^{-a/2} + (e^{x/2} - 1) e^{a/2} \right) c_i x(i) x(i + c_i) \right.$$

$$- 2 e^{a/2} \sinh \frac{\delta}{2} (e^{x/2} - 1) c_i x(i + c_i) \left. \right\}$$

(4.11)
which is of course also odd in the driving field $\delta$. Now for the boundary-driven symmetric exclusion process we must take the coupling $\kappa = 0$, and in (4.11) only survive

$$ r^{\kappa=0}(x) = 2 \left( \sinh \frac{a - \delta}{2} - \sinh \frac{a + \delta}{2} \right) (x(L) - x(1)) $$

(4.12)

which is given entirely in terms of the difference in occupations at the outer sites.

It follows from the general analysis in section 2 that $R(X)$ in (4.10) verifies the fluctuation symmetries (2.7)–(2.10). This is a non-trivial general identity the meaning of which refers to the reflection-antisymmetric part in the dynamical activity (4.9). In particular, that identity (2.7) for that same $R$ in (4.10), (4.11) remains strictly valid even when modifying the interaction potential $U$ in the bulk of the system. On the other hand, applying the general consequence that $\langle R(X) \rangle \geq 0$, or $\sum_x r(x) \rho(x) \geq 0$, to (4.12) only gives the well known fact that the density is larger (for constant temperature) at the side with the largest chemical potential.

4.2. Boundary-driven zero-range process

We now discuss the application of fluctuation symmetries to a bosonic version of the previous example, where particles diffuse without exclusion principle.

Consider again a one-dimensional channel composed of $L$ cells in which we observe occupation numbers $n(k) \in \mathbb{N}$, $k = 1, \ldots, L$. The particle configuration $x = (n(1), \ldots, n(L))$ can change in two ways. In the first place, it changes at a rate $w(n(i))$ via bulk hopping, $x \rightarrow x - e_i + e_{i \pm 1}$, where $e_i$ stands for the particle configuration with one particle in cell $i$ and zero elsewhere. The choice $w(n(i)) \propto n(i)$ corresponds to independent particles. Secondly, at the boundaries, the channel is connected to left/right particle reservoirs with chemical potentials $\mu_1$ and $\mu_L$, respectively. The transition rates for the creation/annihilation of particles at the two sites $i = 1, L$ are then

$$ k(x, x - e_i) = s_i w(n_i), $$
$$ k(x, x + c_i) = r_i e^{c_i \delta} $$

(4.13)

with $c_1 = 1, c_L = -1$. The rates for these transitions evoke the chemical potentials at the boundary walls from $\mu = \log (r_i/s_i) + c_i \delta$. We assume that $s_1/r_1 = s_L/r_L$ so that, for $\delta = 0$, we have the equilibrium situation where the chemical potentials left and right become equal. Of course, we could have also chosen to modify the exit rates $s_i$ but it appears physically most accessible to change the incoming rates $r_i \rightarrow r_i e^{c_i \delta}$ to achieve a non-equilibrium regime, as we also do in the next section. In fact, to make the equilibrium left/right symmetric we also take $s_1 = s_L, r_1 = r_L$. The corresponding stationary distributions $\rho_o$ (at $\delta = 0$) and $\rho$ (at general $\delta$) are product distributions that will not be used in the following.

Consider the trajectories $X = (x_t, t \in [0, T])$. Both equilibrium $P_o$ and non-equilibrium $P$ processes start from the same equilibrium distribution $\rho_o$. The action (2.1) is easily calculated to be

$$ A(X) = \delta (I_1^- (X) - I_1^- (X)) + T [(r_1 + r_L)(e^\delta - 1)], $$

(4.14)

where, e.g., $I_1^- (X)$ indicates the number of particles entering the system from the left reservoir for the path $X$. As we apply time reversal $\Theta$, we obtain the time anti-symmetric part of the action $S(X) = A(\Theta X) - A(X)$

$$ S = \delta [(I_1^- - I_1^-) + (I_L^- - I_L^-)] $$
$$ = \delta (J_1 - J_L), $$

(4.15)
where now, e.g., $J_1 := I_{1,-}^1 - I_{1,+}^1$ is the net number of particles that have escaped to the left particle reservoir during $[0, T]$. As usual and as explained before, that entropy production satisfies the exact fluctuation symmetry (2.9). For the asymptotic form, one must be more careful because of the unbounded number of particles; see [36]. Here however we are more interested in the dynamical activity.

Let us then look at the time-symmetric term $T(X) = A(\Theta X) + A(X)$,
\begin{equation}
T = \delta [(I_{L,-}^r + I_{L,-}^l) - (I_{1,-}^r + I_{1,-}^l)] - 2[(r_1 + r_L)(e^{\delta} - 1)] T.
\end{equation}
This is the analogue to (4.9), for the Kawasaki dynamics example. Thus, as we did in section 4.1, we will apply the mirror transformation $\Gamma_1$, reversing left/right. First note that here again the entropy $S$ is antisymmetric under $\Gamma$, $S_{\Gamma} = -S$. On the other hand, we have
\begin{equation}
T(\Gamma X) - T(X) = 2\delta (I_{1,-}^r + I_{1,-}^l - I_{L,-}^r - I_{L,-}^l)
\end{equation}

exactly proportional to the difference in dynamical activity between the right and left boundaries,
\begin{equation}
\Delta(X) := I_{L,-}^r + I_{L,-}^l - I_{1,-}^r - I_{1,-}^l.
\end{equation}
Following the logic of (2.7), that suffices for a variable $T\Gamma - T \propto \Delta$ to satisfy a fluctuation symmetry (2.10) up to a total time difference. Even more, when the observable $f \Theta = f$ is time symmetric, then
\begin{equation}
\langle f(\Gamma X) \rangle = \langle f(X) e^{\delta \Delta(X)} \rangle
\end{equation}
for all times $T$, where we start the non-equilibrium process at time zero from $\rho_o$. For example, taking $f = \Delta$, to first order in $\delta$, 
\begin{equation}
\langle \Delta(X) \rangle = -\frac{\delta}{2} \langle \Delta^2(X) \rangle^0
\end{equation}
which is formally similar to a Green–Kubo relation [19, 31] but now the observable $\Delta$ in (4.18) is time-symmetric.

It is in fact true for all $\delta \geq 0$ that $\langle \Delta \rangle \leq 0$, which means that the greatest activity is to be found at the boundary side of the largest chemical potential. In other words, as for the boundary-driven Kawasaki dynamics also for zero range, the particle current can be said to be directed away from the region of largest activity. These statements all hold for any form of the bulk rate $w$ and are quite independent of the usual statements involving the fluctuation symmetry of entropy production or currents.

5. Spinning Lorentz gas

The SLG is a classical mechanical model of particle scattering in two dimensions; it is actually an interacting version of the normal Lorentz gas [37], which is a well-known example of deterministic particle diffusion [38, 39]. The SLG has the additional feature of providing local thermalization of the wandering particles along with the scatterers; a complete description of this and the coupled energy and mass transport properties of the SLG model can be found in [40]. As a matter of fact, the validity of the fluctuation theorem for the entropy production (equation (2.9)) and for the joint distribution of currents has been tested for this model, of course taking into account the limitations due to the unbounded kinetic energy, see [41]. Also, a precise
In the SLG $M$ discs with radius one and centers fixed in a triangular lattice rotate freely and exchange energy with point particles (of mass one) via elastic collisions [40]. The particles evolve via classical mechanics inside the slab of length $L$ with periodic boundary conditions in the vertical coordinate. The slab is placed among thermo-chemical reservoirs (ideal gases) with (for the present paper) equal inverse temperatures $\beta$ and different chemical potentials $\mu_{i=1,L}$. Particles can enter and leave to/from the reservoirs at the left and right boundaries.

Figure 1. In the SLG $M$ discs with radius one and centers fixed in a triangular lattice rotate freely and exchange energy with point particles (of mass one) via elastic collisions [40]. The particles evolve via classical mechanics inside the slab of length $L$ with periodic boundary conditions in the vertical coordinate. The slab is placed among thermo-chemical reservoirs (ideal gases) with (for the present paper) equal inverse temperatures $\beta$ and different chemical potentials $\mu_{i=1,L}$. Particles can enter and leave to/from the reservoirs at the left and right boundaries.

Figure 2. The fluctuation symmetry for the difference in dynamical activity is tested numerically in non-equilibrium simulations of the SLG. In the inset, the probability distribution measured in the simulation $P_T(R)$ of $R$ in equation (5.1) is given. The slab length is $L = 40$, with reservoir chemical potential difference $\beta \Delta \mu = 0.2$, and reservoir temperatures $\beta^{-1} = 50$ (crosses) and $\beta^{-1} = 100$ (stars) giving identical results.

meaning of the state function $h$, mentioned after (3.17), can be found in the SLG model for the exact symmetry case, which is then taken to the asymptotic limit where $h$ vanishes [41].

As illustrated in figure 1, the array of scatterers is connected to thermo-chemical reservoirs, with chemical potentials $\mu_i, i = 1, L$ and at inverse temperatures $\beta$. This setting drives the system into a non-equilibrium stationary regime when $\mu_1 \neq \mu_L$.  
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Figure 3. The validation of the time-symmetric fluctuation theorem for the case of non-Gaussian fluctuations of the dynamical activity difference $R$, in the SLG in stationary non-equilibrium. The chemical potential difference $\beta \Delta \mu = -0.45$, $\beta = 1/150$ and slab length $L = 40$. The inset shows the probability $P_T(R)$ that was measured from the numerical simulation for a large measuring time $T = 4.0$. The interval of fluctuations around zero is far from the average value, where one distinguishes non-Gaussian behavior. In the main plot, the crosses show the evaluation of the fluctuation theorem for the probabilities in the inset; these data fit a straight line with slope close to one, $m = 0.99735 \pm 0.01265$.

The SLG is a microscopic mechanical model which we want to connect with the boundary-driven zero-range model of the previous section. In order to do this, note first that only at the walls in figure 1 can point particles enter and leave the system. The rates at which new particles enter are related to the mean density $u$ of their reservoir as $\propto u/\sqrt{\beta}$, an effusion process; see also [42]. We focus on a non-equilibrium setting of the SLG where there is a reservoir chemical potential difference, given by $\beta \Delta \mu = \beta (\mu_L - \mu_1) = \log (u_L/u_1)$; hence, in the notation of the previous section we have $2\delta = -\Delta \mu$.

The hypothesis to be tested here is that identical fluctuation relations as (2.7)–(2.10) hold for the dynamical activity in the SLG as we had for the boundary-driven zero-range process before, particularly in the version (4.19). One therefore looks back at expression (4.17). More precisely, we look at the fluctuations of the time-symmetric variable

$$R = \frac{\beta \Delta \mu}{2T} (I^- + I^-_1) - (I^-_L + I^-_L) .$$

We have measured in molecular dynamics simulations of the SLG model the probability distribution $P_T(R)$, in stationary non-equilibrium. Figures 2 and 3 show the validation of the time-symmetric fluctuation theorem for $P_T(R)$. In these figures, to test the fluctuation symmetry...
we plot, as usual, the functional
\[ \Pi_{T}(R) = \frac{1}{T} \log \frac{P_{T}(R)}{P_{T}(-R)}. \] (5.2)

The measuring time was a large value of \( T = 4.0 \); in the same time units, the average time between collisions in the gas is \( \sim 2.5 \times 10^{-3} \). In the first non-equilibrium case (figure 2) the stationary state is obtained by a chemical potential difference \( \beta \Delta \mu = 0.20 \) between the reservoirs, and for two different temperatures. The second case (figure 3) corresponds to a larger driving \( \beta \Delta \mu = -0.45 \); this gives a fluctuation theorem interval in which the distribution is visibly non-Gaussian.

The variable (5.1) gives the fluctuations in the difference of dynamical activity at sites \( i = 1, L \). As in the remark around (4.12), here the dynamical activity in (5.1) is proportional to the number of transitions at each of the walls; in other words, it is proportional to the local boundary density. Since the temperature in this case is uniform, the activity fluctuations are simply related to density fluctuations of the stationary profiles. Thus, when measuring the differences in dynamical activity in (5.1) one obtains asymmetric statistics arising from the density profile in the slab, which is shaped by the non-equilibrium condition set by the reservoirs.

6. Summary

We have discussed a general framework to derive Gallavotti–Cohen-type fluctuation relations based on symmetry transformations applied to the dynamical ensemble. We have shown that the time-antisymmetric sector contains the more usual fluctuation relations for the entropy production, with time reversal as the fundamental symmetry. On the other hand, fluctuation symmetries for time-symmetric variables involve a different phenomenology, dealing with non-dissipative variables. The present paper indeed emphasizes the relevance of this less studied and complementary time-symmetric fluctuation sector of the non-equilibrium process. For this an extra symmetry is involved, most simply a mirror or reflection symmetry, which basically is equivalent to reversing the driving field. This leads to fluctuation symmetry relations for differences in the dynamical activity, as we have illustrated with three examples of boundary-driven systems. It is interesting to find new Green–Kubo relations for the activity, and we now understand where in some spatially extended system the activity is maximal.

The fact that the same time-symmetric fluctuation symmetry remains verified for models like the SLG, which is deterministic, chaotic and interacting, indicates further the more universal validity of this class of active fluctuation symmetries.
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