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Abstract

In this paper, we study the impact of frequency-selectivity on the gap between the required per-user transmit power in the residual CFO scenario (i.e. after CFO estimation/compensation at the base-station (BS) from [6]) and that in the ideal/zero CFO scenario, for a fixed per-user information rate, in single-carrier massive MU-MIMO uplink systems with the TR-MRC receiver. Information theoretic analysis reveals that this gap decreases with increasing frequency-selectivity of the channel. Also, in the residual CFO scenario, an $O(\sqrt{M})$ array gain is still achievable ($M$ is the number of BS antennas) in frequency-selective channels with imperfect channel estimates.
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I. INTRODUCTION

Massive multi-user (MU) multiple-input multiple-output (MIMO) system/large scale antenna system (LSAS) has been identified as one of the key next generation wireless technologies, due to its characteristic ability to provide huge increase in energy and spectral efficiency with increasing number of base-station (BS) antennas [1]. In a massive MU-MIMO system, the LSAS present in the BS serves an unconventionally large number of single-antenna user terminals (UTs) in
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the same time-frequency resource \([2]\). It has been shown that for a given number of UTs in a coherent massive MU-MIMO system, with imperfect channel estimates, the required per-user transmit power (to achieve fixed per-user information rates) can be reduced as \(\frac{1}{\sqrt{M}}\) with increasing \(M\) (i.e. \(O(\sqrt{M})\) array gain), where \(M\) is the number of BS antennas \([4]\).

The result discussed above assumes perfect frequency synchronization between the BS and the UTs for coherent multi-user communication. In practice, acquisition of carrier frequency offsets (CFOs) between the carrier frequency of signals received from different UTs and the BS oscillator is a challenging task in massive MIMO systems (because of unconventionally large number of UTs). It has been observed that the existing optimal/near-optimal CFO estimation techniques for small scale MIMO systems are not amenable to practical implementation in massive MIMO systems due to prohibitive increase in their complexity with increasing number of UTs and also with increasing number of BS antennas \([5], [6]\). In \([5]\), the authors consider an approximation to the joint maximum likelihood (ML) estimator for CFO estimation in frequency-flat massive MU-MIMO systems and analyze the information rate performance. However the CFO estimator presented in \([5]\) requires multi-dimensional grid search and hence has high complexity with increasing number of UTs. Also the information rate analysis in \([5]\) does not consider the imperfect CSI scenario. Recently in \([6]\), a low-complexity near-optimal CFO estimation technique has been proposed for massive MU-MIMO systems. Using this technique in \([7]\), the information rate performance in frequency-flat Rayleigh fading channel has also been studied. However for frequency-selective single-carrier massive MU-MIMO uplink systems, it is not known as to how the information theoretic performance gap between the ideal/zero CFO scenario and the residual CFO scenario (i.e. with CFO estimation/compensation from \([6]\)) would vary with increasing frequency-selectivity. In this paper, we study this performance gap and show the interesting result that it decreases with increasing frequency-selectivity.

The novel contributions of our work presented in this paper are as follows: (i) we have derived

\[\text{(i) we have derived}\]

\[\frac{1}{\sqrt{M}}\] under the average power constraint, for a fixed \(M\), fixed number of UTs and a fixed desired per-user information rate, the per-user average transmit power decreases with increasing \(M\) \([3]\).

\[\text{(ii) It has been shown that a single-carrier massive MU-MIMO system can achieve performance comparable to their OFDM counterparts}\ [8].\]
a closed-form expression for per-user information rates of each UT with the TR-MRC receiver at the BS in the imperfect CSI scenario, in the presence of residual CFO errors (after CFO compensation using the CFO estimator in [6]); (ii) analysis of the information rate expression reveals that an $O(\sqrt{M})$ array gain is still achievable in frequency-selective channel with CFO estimation/compensation, i.e., no loss in array gain when compared to the ideal/zero CFO scenario; (iii) further analysis of the information rate expression reveals the interesting result that for a fixed per-user information rate, the gap in the required per-user transmit power between the residual CFO scenario and the ideal/zero CFO scenario decreases with increasing frequency-selectivity (i.e. number of channel memory taps $L$) of the channel. For instance with $M = 160$ BS antennas, $K = 10$ UTs and a per-user rate of 3 bits per channel use (bpcu), this gap in per-user transmit power is approximately 4.22 dB when $L = 1$ and is approximately 0.07 dB when $L = 20$. [Notations: $\mathbb{E}$ denotes the expectation operator. $(.)^*$ denotes the complex conjugate operator.]

II. SYSTEM MODEL & CFO ESTIMATION

We consider a single-cell single-carrier massive MU-MIMO BS with $M$ antennas serving $K$ single antenna UTs in the same time-frequency resource. The baseband frequency selective channel is modelled as a discrete time finite impulse response (FIR) filter with $L$ channel taps. The channel gain coefficient from the $k^{th}$ UT to the $m^{th}$ BS antenna at the $l^{th}$ channel tap is given by $h_{mk}[l] \sim CN(0, \sigma_{hkl}^2)$, where $\{\sigma_{hkl} > 0\}$ models the power delay profile (PDP) of the channel for the $k^{th}$ UT ($k = 1, 2, \ldots, K$; $l = 0, 1, \ldots, L - 1$ and $m = 1, 2, \ldots, M$). Since a massive MU-MIMO system is expected to operate in time-division duplexed (TDD) mode, each coherence interval ($N_c$ channel uses) is split into an uplink (UL) slot ($N_u$ channel uses)

\[ N_u = N_c - N_d \]

CFO estimation is done at the BS prior to channel estimation and detection.

TR-MRC (Time-reversal maximum ratio combining) receiver is a well-known low-complexity single-carrier multi-user detector in frequency-selective massive MIMO channels [9].
and a downlink (DL) slot \((N_c - N_u)\) channel uses. From the coherent communication strategy depicted in Fig. 1, it is observed that CFO estimation is performed in a special UL slot prior to the conventional UL communication (channel estimation/UL data transmission).

For the CFO estimation phase, the UTs transmit pilots having average power \(p_u\) for \(N \leq N_u\) channel uses. The pilot sequence is assumed to be divided into \(B \triangleq \lceil N/KL \rceil\) blocks of \(KL\) channel uses each. The \(k^{th}\) UT transmits an impulse of amplitude \(\sqrt{KLp_u}\) at time \(t = (b - 1)KL + (k - 1)L + l\) and zero elsewhere \((b = 1, 2, \ldots, B; l = 0, 1, \ldots, L - 1\) and \(k = 1, 2, \ldots, K\)). Using block-wise correlation of the received pilots, CFO estimation is performed at the BS, using the low-complexity CFO estimator proposed in [6]. Let \(\omega_k\) be the CFO of the \(k^{th}\) UT and \(\hat{\omega}_k\) be the estimate of \(\omega_k\). It can be shown from the central limit theorem (CLT), that as \(M \rightarrow \infty\), the error in CFO estimation is asymptotically Gaussian, i.e., 
\[
(\hat{\omega}_k - \omega_k) \sim N(0, \sigma^2_{\omega_k})
\]
Here \(\sigma^2_{\omega_k} \triangleq \mathbb{E}[(\hat{\omega}_k - \omega_k)^2]\) is the mean squared error (MSE) of CFO estimation for the \(k^{th}\) UT and is given by [6]

\[
\sigma^2_{\omega_k} = \frac{1}{\gamma_k} \left( \frac{G_k}{B - 1} + \frac{1}{2K\gamma_k} \right) \frac{1}{M(N - KL)(KL)^2G_k^2},
\]

where \(\gamma_k \triangleq \frac{p_u}{\sigma^2} \sum_{l=0}^{L-1} \sigma^2_{h_{kl}}\) is the received SNR from the \(k^{th}\) \((\sigma^2\) is the AWGN power at the BS) and \(G_k \triangleq \sum_{m=1}^{M} \sum_{l=0}^{L-1} |h_{mk}[l]|^2/(M \sum_{l=0}^{L-1} \sigma^2_{h_{kl}})\). Note that with \(M \rightarrow \infty\), from the strong law of large numbers, for independent \(h_{mk}[l]\), \(\lim_{M \rightarrow \infty} G_k = 1\).

**Remark 1: (Proposition 2 from [6])** From the expression of \(\sigma^2_{\omega_k}\) in (1) it is clear that with increasing \(M \rightarrow \infty\), fixed \(N, K\) and \(L\), the required received SNR \(\gamma_k\) (to achieve a fixed desired MSE of CFO estimation) decreases as \(1/\sqrt{M}\), i.e., with \(\gamma_k \propto 1/\sqrt{M}\), we have \(\lim_{M \rightarrow \infty} \sigma^2_{\omega_k} = \text{constant}\).

### III. Uplink Data Communication

After the CFO estimation phase, the conventional UL data communication starts at \(t = 0\) (see Fig. 1). Note that the CFO compensation is performed at the BS prior to UL channel estimation and also prior to UL receiver processing. For UL data communication, the first \(KL\) channel uses are dedicated for UL pilot transmission, which is then followed by \((L - 1)\) channel uses.

\(^4\text{Note that the low-complexity CFO estimator in [6] is well defined if and only if } |\omega_k KL| \ll \pi. \text{ For most practical massive MIMO systems, this condition would hold true [6].}\)
\[ \text{ISI}_k[t] = \sqrt{P_u} \sum_{m=1}^{M} \sum_{l=0}^{L-1} \sum_{l'=0}^{L-1} \tilde{h}_{mk}[l] \tilde{h}_{mk}[l'] x_k[t - l + l'] e^{-j\Delta\omega_k(t-(k-1)L)} e^{-j\Delta\omega_k(t-l')} \]  

(2)

\[ \text{MUI}_k[t] = \sqrt{P_u} \sum_{m=1}^{M} \sum_{l=0}^{L-1} \sum_{l'=0}^{L-1} \tilde{h}_{mk}[l] \tilde{h}_{mk}[l'] x_q[t - l' + l] e^{-j(\tilde{\omega}_q - \omega_q)(t+l)-\Delta\omega_q(t-(q-1)L+(l-l'))} \]  

(3)

\[ \mathbb{E}\left[ \text{ES}_k[t] W_k^*[t] \right] = \mathbb{E}[A_k[t]] \left[ \mathbb{E}\left[ x_k[t] \right] \left\{ A_k^*[t] x_k^*[t] - \mathbb{E}[A_k[t]] x_k^*[t] \right\} \right] + \mathbb{E}\left[ x_k[t] \left\{ \text{ISI}_k[t] + \text{MUI}_k[t] \right\}^* \right] = 0, \text{ since } x_k[t] \text{ and } A_k[t] \text{ are independent} \]

\[ + \mathbb{E}\left[ x_k[t] \text{EN}_k^*[t] \right] = 0. \]  

(4)

of pre-amble sequence. The UL data transmission occurs in the next \(N_D\) channel uses and is followed by \((L-1)\) channel uses of post-amble transmission.\(^3\)

A. Channel Estimation

In the channel estimation phase, the UTs transmit sequentially in time, i.e., the \(k^{th}\) UT transmits an impulse of amplitude \(\sqrt{KL_p}\) at time \(t = (k-1)L\) and zero elsewhere. The received pilot at the \(m^{th}\) BS antenna at \(t = (k-1)L+l\) is given by \(r_m[(k-1)L+l] = \sqrt{KL_p} h_{mk}[l] e^{j\omega_k[(k-1)L+l]} + w_m[(k-1)L+l]\), where \(m = 1, 2, \ldots, M; l = 0, 1, \ldots, L-1 \text{ and } k = 1, 2, \ldots, K\). Here \(w_m[(k-1)L+l] \sim \mathcal{C}\mathcal{N}(0, \sigma^2)\) is the circular symmetric AWGN. We first perform CFO compensation for the \(k^{th}\) UT by multiplying \(r_m[(k-1)L+l] e^{-j\tilde{\omega}_k[(k-1)L+l]}\), which is then followed by computing the maximum likelihood estimate of the channel gain coefficient, i.e.,

\[ \hat{h}_{mk}[l] = \frac{1}{\sqrt{KL_p}} r_m[(k-1)L+l] e^{-j\tilde{\omega}_k[(k-1)L+l]} = \tilde{h}_{mk}[l] + \frac{1}{\sqrt{KL_p}} n_{mk}[(k-1)L+l], \quad \text{where } \tilde{h}_{mk}[l] \sim \mathcal{C}\mathcal{N}(0, \sigma^2_{hk}) \text{ is the effective channel gain coefficient and } n_{mk}[(k-1)L+l] \sim \mathcal{C}\mathcal{N}(0, \sigma^2). \]

Here \(\Delta\omega_k \triangleq \tilde{\omega}_k - \omega_k\) is the residual CFO error.

\(^3\)The symbols transmitted in the pre- and post-amble sequences are independent and identically distributed (i.i.d.) and are assumed to have the same distribution as the information symbols (see section III-B) to ensure the correctness of the achievable information rate expression.

\(^4\)Both \(h_{mk}[l]\) and \(w_m[(k-1)L+l]\) have uniform phase distribution (i.e. circular symmetric) and are independent of each other. Clearly, rotating these random variables by fixed angles (for a given realization of CFOs and its estimates) would not affect the distribution of their phases and they will remain independent. Therefore the distribution of \(\tilde{h}_{mk}[l]\) and \(n_{mk}[(k-1)L+l]\) would be same as that of \(h_{mk}[l]\) and \(w_m[(k-1)L+l]\) respectively.
B. Uplink Receiver Processing

After channel estimation and preamble transmission, the UL data transmission begins at time $t = KL + L - 1$. Let $x_k[t] \sim \mathcal{CN}(0, 1)$ be the i.i.d. information symbol transmitted by the $k$-th UT at the $t$-th channel use and $p_u$ be the average per-user transmit power. The received signal at the $m$-th BS antenna at time $t$ is therefore given by

$$r_m[t] = \sqrt{p_u} \sum_{q=1}^{K} \sum_{l=0}^{L-1} h_{mq}[l] x_q[t-l] e^{j\omega_k t} + w_m[t],$$

where $t = KL + L - 1, \ldots, KL + L + N_D - 2 (= N_u - L)$. To detect $x_k[t]$, we first perform CFO compensation for the $k$-th UT on the received signal, followed by TR-MRC processing [9].

Output of the TR-MRC receiver at time $t$ is given by

$$\hat{x}_k[t] = \sum_{m=1}^{M} \sum_{l=0}^{L-1} \hat{h}_{mk}[l] r_m[t+l] e^{-j\omega_k(t+l)} = A_k[t] x_k[t] + \text{ISI}_k[t] + \text{MUI}_k[t] + \text{EN}_k[t], \quad (5)$$

where step (a) follows from the expressions of $\hat{h}_{mk}[l]$ (see Section III-A) and $r_m[t]$ (see Section III-B) and $A_k[t] \triangleq \sqrt{p_u} \sum_{m=1}^{M} \sum_{l=0}^{L-1} |\hat{h}_{mk}[l]|^2 e^{-j\Delta \omega_k (t-(k-1)L)}$. Here the terms $\text{ISI}_k[t]$ (inter-symbol interference), $\text{MUI}_k[t]$ (multi-user interference) are given by (2)-(3) at the top of the last page and $\text{EN}_k[t] \triangleq \hat{x}_k[t] - A_k[t] x_k[t] - \text{ISI}_k[t] - \text{MUI}_k[t]$ ($\hat{x}_k[t]$ is given by the first line of (5)). From (5), we therefore have

$$\hat{x}_k[t] = \underbrace{\mathbb{E}[A_k[t]] x_k[t]}_{\triangleq \text{ES}_k[t]} + \text{SIF}_k[t] + \text{ISI}_k[t] + \text{MUI}_k[t] + \text{EN}_k[t], \quad (6)$$

where $\text{SIF}_k[t] \triangleq (A_k[t] - \mathbb{E}[A_k[t]]) x_k[t]$ is the time-varying self-interference component and $\text{ES}_k[t]$ is the effective signal component.\footnote{In (5), $\mathbb{E}[\cdot]$ is taken across multiple channel realizations and also across multiple CFO estimation phases.} Note that the statistics of both $\text{ES}_k[t]$ and $W_k[t]$ are functions of $t$. However for a given $t$, the realization of $W_k[t]$ is i.i.d. across multiple UL data transmission blocks (i.e. coherence intervals). Therefore for each $t$, we have a SISO (single-input single-output) channel in (6), when viewed across multiple coherence intervals. Thus for $N_D$ channel uses, we have $N_D$ SISO channels with distinct channel statistics. We therefore have $N_D$ different channel codes, one for each of these $N_D$ channels. The data received in the $t$-th channel use of every coherence interval is jointly decoded at the BS.$^8$

C. Achievable Information Rate

Since $x_k[t]$ and $n_{mk}[t]$ are all independent and zero mean, it can be shown that $\text{ES}_k[t]$, $\text{SIF}_k[t]$, $\text{ISI}_k[t]$, $\text{MUI}_k[t]$ and $\text{EN}_k[t]$ are all zero mean and uncorrelated with one another (see [4] at the

$^8$This coding strategy has also been used in [7], [9].
top of the page). Since the overall noise and interference term $W_k[t]$ and $ES_k[t]$ are uncorrelated, a lower bound on the information rate for the effective channel in (6) can be obtained by considering the worst case uncorrelated additive noise (in terms of mutual information). With Gaussian information symbols $x_k[t]$, this worst case uncorrelated noise is also Gaussian with the variance $\mathbb{E}[|W_k[t]|^2] = \mathbb{E}[|SIF_k[t]|^2] + \mathbb{E}[|ISI_k[t]|^2] + \mathbb{E}[|MUI_k[t]|^2] + \mathbb{E}[|EN_k[t]|^2]$. Therefore an achievable lower bound on the information rate for the $t^{th}$ channel is given by $I(\hat{x}_k[t]; x_k[t]) \geq \log_2(1 + \text{SINR}_k[t])$, where $\text{SINR}_k[t] \triangleq \mathbb{E}[|ES_k[t]|^2] / \mathbb{E}[|W_k[t]|^2]$. Therefore the information rate for the $k^{th}$ UT is given by $I_k = \frac{1}{K_0} \sum_{t=K_L+L-1}^{N_u-L} \log_2(1 + \text{SINR}_k[t])$. Using the expressions of $\text{ES}_k[t]$, $\text{SIF}_k[t]$, $\text{ISI}_k[t]$, $\text{MUI}_k[t]$ and $\text{EN}_k[t]$ from (2), (3), (5) and (6), and $\Delta \omega_k = (\hat{\omega}_k - \omega_k) \sim \mathcal{N}(0, \sigma^2_{\omega_k})$, the variances of each term are computed and summarized in Table I. Using Table I, $\text{SINR}_k[t] = \mathbb{E}[|ES_k[t]|^2] / \mathbb{E}[|W_k[t]|^2]$ is given by

$$\text{SINR}_k[t] = \frac{e^{-\sigma^2_{\omega_k} (t-(k-1)L)^2}}{1 - e^{-\sigma^2_{\omega_k} (t-(k-1)L)^2}} + \frac{1}{MK\gamma_k} + \frac{c_1}{\sigma^2_{\omega_k}} + \frac{c_2}{M},$$

where $c_1 \overset{\Delta}{=} 1 + \frac{\sum_{q=1}^{K} \theta_q}{K\theta_k}$ and $c_2 \overset{\Delta}{=} \frac{1}{\theta_k} \sum_{q=1}^{K} \theta_q$. Here $\theta_k \overset{\Delta}{=} \sum_{l=0}^{L-1} \sigma^2_{hkl}.$

**Remark 2: (Array Gain)** In the following, for a fixed desired information rate, and therefore fixed $\text{SINR}_k[t]$, we examine the rate of decrease in the required $\gamma_k$ with increasing $M$. On the RHS of (7) we note that the numerator and the first term in the denominator depend on the received SNR $\gamma_k$ only through the MSE of CFO estimation, $\sigma^2_{\omega_k}$. From Remark 1 we know that

| Component | Variance |
|-----------|----------|
| $\text{ES}_k[t]$ | $M^2 p_u \left( \sum_{l=0}^{L-1} \sigma^2_{hkl} \right)^2 e^{-\sigma^2_{\omega_k} (t-(k-1)L)^2}$ |
| $\text{SIF}_k[t]$ | $M^2 p_u \left( \sum_{l=0}^{L-1} \sigma^2_{hkl} \right)^2 \left[ 1 - e^{-\sigma^2_{\omega_k} (t-(k-1)L)^2} \right]$ + $M p_u \sum_{l=0}^{L-1} \sigma^2_{hkl}$ |
| $\text{ISI}_k[t]$ | $M p_u \left( \sum_{l=0}^{L-1} \sigma^2_{hkl} \right)^2 - \sum_{l=0}^{L-1} \sigma^2_{hkl}$ |
| $\text{MUI}_k[t]$ | $M p_u \left( \sum_{l=0}^{L-1} \sigma^2_{hkl} \right) \left( \sum_{q=0}^{K} \sum_{l=0}^{L-1} \sigma^2_{hql} \right)$ |
| $\text{EN}_k[t]$ | $\frac{M^2}{K} \left( \sum_{q=0}^{K} \sum_{l=0}^{L-1} \sigma^2_{hql} \right) + \frac{M^4}{p_u} + M \sigma^2 \left( \sum_{l=0}^{L-1} \sigma^2_{hkl} \right)$ |
if $\gamma_k \propto \frac{1}{\sqrt{M}}$, then as $M \to \infty$, $\sigma_{\omega_k}^2$ converges to a constant, i.e., the numerator and the first term in the denominator of (7) converge to constant values. Further as $M \to \infty$, the last term in the denominator of (7), i.e., $\frac{c_k}{M}$ vanishes. The rest two terms, $(\frac{1}{MK\gamma_k} + \frac{c_k}{M\gamma_k})$ however depend on both $M$ and $\gamma_k$. Since with decreasing $\gamma_k$, the term $\frac{1}{MK\gamma_k}$ would eventually dominate the other term $\frac{c_k}{M\gamma_k}$, we must therefore decrease $\gamma_k$ as $\frac{1}{\sqrt{M}}$ so that the SINR$_k[t]$ converges to a constant as $M \to \infty$ (This shows that with every doubling in $M$, $\gamma_k$ decreases roughly by 1.5 dB for a fixed per-user rate when $M \to \infty$ (see the change in $\gamma_k$ from $M = 320$ to $M = 640$ in Table II). □

Lemma 1: Consider $|\omega_k KL| \ll \pi$ and $\lim_{M \to \infty} M \gamma_k^2 = 0$. With fixed $K$, $N$ and a fixed desired information rate of the $i$th channel code $R_k[t] \triangleq \lim_{M \to \infty} \log_2(1 + \text{SINR}_k[t]) \gg R_{0,k}[t]$ (where $R_{0,k}[t] \triangleq \log_2(1 + \alpha_{k,t}$), $\alpha_{k,t} \triangleq \frac{(t-(k-1)L)^2}{2(N-KL)(KL)^2}$, the asymptotic (i.e. $M \to \infty$) gap between the required $\gamma_k$ in the residual CFO scenario (i.e. after CFO estimation/compensation) and that in the ideal/zero CFO scenario ($\gamma_k,0$), i.e., $\lim_{M \to \infty} \frac{\gamma_k}{\gamma_k,0}$ decreases with increasing $L$, provided $L \leq \frac{N}{2K}$.

Proof: Since $\lim_{M \to \infty} M \gamma_k^2 = 0 > 0$ and $\lim_{M \to \infty} G_k = 1$, from (1) we have $\lim_{M \to \infty} \sigma_{\omega_k}^2 (t - (k-1)L)^2 = \frac{\lim_{M \to \infty} M \gamma_k^2 (t-(k-1)L)^2}{2(N-KL)(KL)^2} = \alpha_{k,t} \theta_k$, where $\theta_k \triangleq \lim_{M \to \infty} \frac{1}{MK\gamma_k^2}$. Using this limit in (7), we have $R_k[t] = \lim_{M \to \infty} \log_2(1 + \text{SINR}_k[t]) = \log_2(1 + e^{-\alpha_{k,t}\theta_k} / (1 - e^{\alpha_{k,t}\theta_k} + \theta_k))$. Let $\theta_k = \theta'$ be the unique solution to this equation for a fixed $R_k[t]$, i.e.,

$$(1 + \theta_k) (1 - 2^{-R_k[t]}) = e^{-\alpha_{k,t}\theta_k}. \tag{8}$$

Therefore $(1 + \theta') (1 - 2^{-R_k[t]}) = e^{-\alpha_{k,t}\theta'} < 1 \implies \theta' < \frac{1}{2^{R_k[t]-1}} \implies \frac{1}{2^{R_{0,k}[t]-1}} = \frac{1}{\alpha_{k,t}} \implies \alpha_{k,t} \theta' \ll 1 \implies e^{-\alpha_{k,t}\theta_k} \approx 1 - \alpha_{k,t}\theta_k$. Substituting this in (8) with $\theta_k = \theta'$, we have $\frac{1}{\theta'} = \alpha_{k,t} + (1 + \alpha_{k,t})(2^{R_k[t]-1}) \approx (1 + \alpha_{k,t})(2^{R_k[t]-1})$ (as $R_k[t] \gg R_{0,k}[t] > \log_2(1 + \alpha_{k,t} / (1 + \alpha_{k,t}))$).

Similarly for the zero CFO scenario, using $\sigma_{\omega_k}^2 = 0$ in (7) we have $\theta_0 \triangleq \lim_{M \to \infty} \frac{1}{MK\gamma_{k,0}^2} = \frac{1}{2^{R_{0,k}[t]-1}}$.

*The system parameters for data in Table II is given in the first paragraph of Section IV.*

| $M = 40$ | $M = 80$ | $M = 160$ | $M = 320$ | $M = 640$ |
|---------|---------|-----------|-----------|-----------|
| -9.5266 | -12.2927 | -14.5049 | -16.4462 | -18.2341 |
From the expressions of $\theta_0$ and $\theta'$, the asymptotic SNR gap is given by

$$\lim_{M \to \infty} \frac{\gamma_k}{\gamma_{k,0}} = \lim_{M \to \infty} \sqrt{\frac{1/MK\gamma^2_{k,0}}{1/MK\gamma^2_k}} = \sqrt{\frac{\theta_0}{\theta'}} = \sqrt{1 + \alpha_{k,t}}. \quad (9)$$

Since $\frac{N}{KL} \geq 2$ [6], it follows that $\alpha_{k,t} = \frac{(t-(k-1)L)^2}{2(N-KL)(KL)^2}$ monotonically decreases with increasing $L \leq \frac{N}{2K}$. Hence from (9) it follows that $\lim_{M \to \infty} \frac{\gamma_k}{\gamma_{k,0}}$ decreases with increasing $L$.

Lemma 1 shows the interesting result that the SNR gap between the residual CFO scenario and the zero CFO scenario decreases with increasing frequency-selectivity ($L$) of the channel.

For the residual CFO scenario, with $\gamma_k = \frac{c}{\sqrt{M}}$, we note that SINR$_k[t]$ depends only on $c$ and $L$, for sufficiently large $M$ (as $\frac{\alpha_k}{M\gamma_k}$ and $\frac{M\gamma_k}{M}$ in (7) vanish with $M \to \infty$). From (1) it is clear that for fixed $c$, the MSE decreases with increasing $L$ and hence SINR$_k[t]$ would increase. Similarly from (7) we also note that for a fixed $L$ and decreasing $c$, the MSE increases and therefore SINR$_k[t]$ decreases. Hence, for a fixed desired information rate, i.e. fixed SINR$_k[t]$, we must decrease $c$ with increasing $L$, i.e., $\gamma_k = \frac{c}{\sqrt{M}}$ must be decreased. Therefore the SNR gap with the zero CFO scenario decreases with increasing $L$ (since with $\sigma^2_\omega = 0$, it is clear from (7) that SINR$_k[t]$ is independent of $L$). This conclusion is also supported in Fig. 2.

IV. NUMERICAL RESULTS AND DISCUSSIONS

In this section, through Monte-Carlo simulations, we study the variation in the minimum required received SNR $\gamma_k$ with increasing per-user information rate for different values of $L$ (fixed $N, K, M$ and $N_u$). We assume the following: carrier frequency $f_c = 2$ GHz, a maximum CFO of $\kappa f_c$ ($\kappa = 0.1$ PPM) and communication bandwidth $B_u = 1$ MHz. Thus $|\omega_k| \leq 2\pi \kappa \frac{f_c}{B_u} = \frac{\pi}{2500}$.

At the start of every CFO estimation phase, the CFOs $\omega_k$ ($k = 1, 2, \ldots, K$) assume new values (independent of the previous values) uniformly distributed in $[-\frac{\pi}{2500}, \frac{\pi}{2500}]$. The duration of uplink is $N_u = 2000$ channel uses and pilot length for CFO estimation $N = N_u$. The PDP is the same for all UTs and is given by $\sigma^2_{hk} = 1/L$, $l = 0, 1, \ldots, L - 1$; $k = 1, 2, \ldots, K$. The information rate is computed using (7), with $\sigma^2_\omega = \mathbb{E}[(\hat{\omega}_k - \omega_k)^2]$ replaced by its expression in (1) with $G_k = 1$ (see the line before Remark 1).

In Fig. 2 we depict the variation in the SNR gap between the residual CFO scenario and the ideal/zero CFO scenario, with increasing desired information rate $I_k$ for the first UT ($k = 1$) for
Fig. 2 Plot of the SNR gap between the residual CFO and ideal/zero CFO scenarios with increasing information rate, $I_k$ for the first user ($k = 1$), for different $L = 1, 3, 5, 10$ and $20$. Fixed parameters: $M = 160$, $K = 10$ and $N = N_u = 2000$. $M = 160$ BS antennas and $L = 1, 3, 5, 10$ and $20$. Note that with $L = 1$ for $I_k = 3$ bpcu, the SNR gap is $\approx 4.22$ dB, which quickly decreases to a small value of $\approx 0.07$ dB when $L = 20$. This supports our conclusion in Lemma 1 that the performance of the TR-MRC receiver in massive MIMO systems with CFO estimation/compensation proposed in [6], approaches the zero CFO scenario performance limit with increasing frequency-selectivity of the channel.
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