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Deep neural networks are easily misled by adversarial examples. Although lots of defense methods are proposed, many of them are demonstrated to lose effectiveness when against properly performed adaptive attacks. How to evaluate the adversarial robustness effectively is important for the realistic deployment of deep models, but yet still unclear. To provide a reasonable solution, one of the primary things is to understand the error (or gap) between the true adversarial robustness and the evaluated one, what is it and why it exists. Several works are done in this paper to make it clear. Firstly, we introduce an interesting phenomenon named gradient traps, which lead to incompetent adversaries and are demonstrated to be a manifestation of evaluation error. Then, we analyze the error and identify that there are three components. Each of them is caused by a specific compromise. Moreover, based on the above analysis, we present our evaluation suggestions. Experiments on adversarial training and its variations indicate that: (1) the error does exist empirically, and (2) these defenses are still vulnerable. We hope these analyses and results will help the community to develop more powerful defenses.

1 INTRODUCTION

Deep neural networks have achieved tremendous success in almost all visual and language tasks [12, 15, 24]. While deep models have also been demonstrated to be vulnerable: models can be easily fooled by perturbing underlying examples with small, imperceptible changes [16, 42]. Such crafted inputs, also known as adversarial examples, have raised a great challenge to researchers to build safe and robust models for security-sensitive applications, such as biometric identification and self-driving cars [19, 36].

Since Szegedy et al. [42] first noticed the existence of adversarial examples in deep models, many efforts have been done to improve the resistance of models against such attacks, e.g., adversarial training [16, 27, 46, 48], gradient regularization [21, 33] and data preprocessing [17, 22, 52]. However, constructing an adversarially robust model is not as easy as previously expected. An appropriate defense should not only deal with various types of attacks but also avoid utilizing “off-site” factors, such as gradient masking or obfuscated gradients [3, 29], to build a false sense of security.

Effectively and reasonably evaluating the adversarial robustness of deep models plays an important role in building an adversarially robust model. An efficacious evaluation procedure helps researchers or practitioners to rationally understand different defense methods, rather than being unnecessary optimistic about incomprehensive assessments. Unfortunately, there is still a lack of unified principles to guide the evaluation. Currently, most of the previous works evaluated their defenses by testing on few attack methods, usually FGSM [16], PGD [27] or C&W attacks [10]. However, using these attack methods to evaluate is not always sufficient. Needless to say various types of attack, even for a single one, demonstrating that the defense is really effective rather than using gradient masking [3, 29] or other “off-site” factors is necessary. Some works [3, 45] also support this view: the authors demonstrated that recently published defenses are still vulnerable against properly performed adaptive attacks.
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In order to design an effective evaluation, one needs to understand: (1) what should the adversarial robustness be defined, and (2) what is the error (or gap) between the evaluated adversarial robustness and the expected true one and why the gap exists. After that, an evaluation can be designed according to the error to approximate the true value. Regarding the first issue, Madry et al. [27] and Uesato et al. [47] have formulated adversarial risk to define adversarial robustness formally, which continues to be used in this paper. In [47], Uesato et al. also analyzed that the existence of evaluation error is due to a specific attack being unable to find the worst-case adversary. In this paper, we argue the reasons causing evaluation error are more than that and try to provide a more comprehensive analysis.

First, an interesting phenomenon, named gradient traps, found in the process of evaluating robustness is introduced, which induce gradient-based attacks to fall to generate incompetent adversaries. Different from gradient masking or obfuscated gradients [3, 29], gradient traps do not directly lead to unusable gradients, but gradually guide the attack optimizing into traps, where the output category of models stays unchanged. In fact, we find that this phenomenon is a manifestation of evaluation error.

Then, the adversarial robustness is formulated and analyzed, from the comprehensive but intractable true risk to the tractable but incomprehensive evaluated one. Our analysis reveals that the evaluation error is composed of three components caused by compromises made in the process of making the adversarial risk computable: (1) \( E_1 \), caused by approximating the perceptually similar set with a computationally feasible set, (2) \( E_2 \), caused by replacing the non-convex and discontinuous 0-1 loss with an inappropriate surrogate loss, and (3) \( E_3 \), caused by employing a specific method to solve the non-convex maximization problem in a high-dimensional space. These error components may have been utilized intentionally or unintentionally by defense methods. The aforementioned gradient traps are the embodiment of \( E_2 \), and gradient masking reflects an extreme situation of \( E_3 \).

Moreover, based on the above analyses, some suggestions about adversarial robustness evaluation are provided. The principle is straightforward: an effective evaluation should diminish the error between the ideal risk and the practical one as much as possible. Experiments on CIFAR-10 [23] with the most empirically resistant adversarial training [27] and its variations [5, 11, 48, 55] demonstrate that the error does exist. Besides, the results also indicate that no candidate can pass our more rigorous evaluation: their adversarial accuracy has dropped significantly. How to design an adversarially robust deep model is far from being solved and needs more indepth research.

2 RELATED WORKS

2.1 Adversarial Examples

By performing almost imperceptible changes to clean input data, adversarial examples can mislead deep models with high confidence. Such examples are first noticed by Szegedy et al. [42] and have attracted a lot of attention. Goodfellow et al. [16] believed that the existence of adversarial examples is because of the linear nature of neural networks, and proposed a single-step gradient ascent attack named fast gradient sign method (FGSM) to construct adversaries. Subsequently, some works [13, 25, 27] have been proposed to extend the single-step attack to multi-step iterations. Among them, project gradient descent (PGD) proposed by Madry et al. [27] is the most typical one and shows a strong attack capability. Carlini and Wagner [10] developed a class of powerful target attacks (C&W attacks) by transforming the constrained optimization problem to the unconstrained one with a penalty. Su et al. [40] designed the One-Pixel attack and demonstrated that deep models can be fooled by only modifying one pixel in the input image. Other works [39, 50] proposed to utilize generative models to construct adversaries.
In constructing adversarial examples, the primary criterion is that the instances with or without perturbations should perceive almost the same or similar to humans. The aforementioned methods mostly conform to this principle by limiting the \( l_p \)-norm of the difference between the clean data and its corresponding adversary to a small value. Besides, there are some works that maintain high perceptual similarity without the \( l_p \)-norm limit, and these methods can refer to as unrestricted adversarial examples [1, 7, 8, 14, 37, 39, 51]. For example, Engstrom et al. [14] found that neural networks are vulnerable to simple image transformations, such as rotation and translation. Xiao et al. [51] proposed to construct adversaries by slightly flowing the position of each pixel in images.

2.2 Adversarial Training

Many defenses have been come into the scene to improve the adversarial robustness of deep models, such as data preprocessing [18, 22, 52], feature squeezing [53], model ensemble [34, 46] and certified defenses [31]. Among them, the most intuitive and empirically effective one is reusing adversarial examples as a kind of data augmentation to train deep neural networks, i.e., adversarial training (AT). These adversarial training methods are first introduced by Goodfellow et al. [16]. Madry et al. [27] developed it by training deep models with stronger adversaries generated by PGD. Subsequent works mainly focus on accelerating training [35, 54] and improving the resistance [44, 46, 48, 49]. Zhang et al. [55] characterized the trade-off between accuracy and robustness and proposed TRADES, which optimizes a regularized surrogate loss to improve adversarial robustness of deep models. Wang and Zhang [48] proposed bilateral adversarial training (BAT), where both the data and the label are perturbed. Balaji et al. [5] argued that adopting a uniform perturbed budget around every training data sample in standard adversarial training produces poor decision boundaries, and proposed an adaptive method named instance adaptive adversarial training (IAAT). Furthermore, Cheng et al. [11] assigned customized labels to adversaries with label smoothing technique [41] and proposed the customized adversarial training (CAT). Tramer and Boneh [44] developed multiple perturbation adversarial training (MPAT) to defense multiple types of attacks simultaneously.

2.3 Adversarial Robustness Evaluation

Effectively evaluating the adversarial robustness of deep models is an important issue for both academic research and practical applications, but yet still unclear. Most of previous works evaluated their defense by testing on few attack methods, usually FGSM [16], PGD [27], DeepFool [28] or C&W attacks [10]. However, such direct evaluation is sometimes insufficient. Athalye et al. [3] identified obfuscated gradients, which are a common occurrence in previous defenses, that cause gradient-based attacks [16, 27] to fail to construct offensive adversaries and lead to overestimation of the robustness of models. Such “off-site” factors, e.g., gradient masking and obfuscated gradients, make some specific attacks to be inefficient, rather than eliminating adversarial examples around data points fundamentally. Recently, Tramèr et al. [45] studied thirteen defense methods published at top AI conferences and the results were frustrating: these defenses can be broken by properly performing adaptive attacks. These results call for more emphasis on adversarial robustness evaluation. Hendrycks and Dietterich [20] proposed two datasets to benchmarking DNNs robustness to common corruptions and perturbations, which cannot reflect the adversarially worst cases. Currently, one of the most effective evaluation procedures is proposed Carlini et al. [9], where a specific checklist is suggested. One concern is that this procedure mainly relies on human experience to design, and the doubt that can the results represent the true adversarial robustness still exists.
3 GRADIENT TRAPS

Before analyzing the evaluation error, we introduce an interesting and related observation named gradient traps. Considering the following question: under an ideal optimization condition, when an attack method attacks an adversarially trained model, why some adversaries fail to attack while others succeed. Naturally, the answer we conceived is that robust learning methods bring different levels of robustness to the model: outputs over some points are insensitive to adversarial variations of inputs and the others are not.

To verify the answer, some experiments on CIFAR-10 [23] with VGG-16 [38] are conducted. Given a deep model $f$ trained with adversarial training [27], we use PGD [27] to test $f$, and an adversary can be generated by iteratively calculating:

$$x^{k+1} = \Pi(x^k + \alpha \cdot \text{sgn}(\nabla_x \ell(f(x^k), y))),$$

where $x, y$ denote the input data and its label respectively, $\text{sgn}$ denotes the sign function, $\ell$ denotes a loss function (cross-entropy), $\alpha = \epsilon/K$ determines the step size, $\epsilon$ and $K$ are the perturbed budget and the total number of iterations respectively, $\Pi$ projects $x^{k+1}$ and the perturbation to predefined ranges, and the adversary $x' = x^K$.

To quantify the variations of the model output in adversarial setting, we define

$$\delta \ell = \ell(f(x'), y) - \ell(f(x), y),$$

and count $\delta \ell$ over failed adversaries and successful adversaries, the results are shown in Figure 1.

Consistent with our conceived answer, on the whole, the successful adversaries can get larger variations of loss than the failed ones. However, we also find that there is an overlapping area, as marked with the red rectangle in Figure 1, where some failed samples have a similar or even larger $\delta \ell$ as the successful ones. It indicates that $\delta \ell$ is not the only factor in determining the failure of an adversary.

So what else? To make it clear, we select the failed adversaries with the largest 10 $\delta \ell$ and observe the changes in output confidences from clean samples to adversaries, as shown in Figure 2, where each color represents the confidence of a category. The results is obvious: there is no dominant category that appeared in these failed adversaries, the allocations are too scattered. We call this phenomenon as gradient traps. Moreover, we will later show that gradient traps are one of the manifestations of evaluation error.

The above experiments indicate that, even if there are no obfuscated gradients or gradient masking, the reason why some adversaries failed is not simply because of robustness. Therefore, we must clearly understand the gap between the specific evaluated robustness and the real one.
Fig. 2. Output confidences of the failed adversaries with 10 maximum $\delta\ell$, where the abscissa represents the progress of the attack. Each color represents the confidence of a category. $k$ denotes the number of current iterations.

4 ANALYSIS OF EVALUATION ERROR

In this part, we try to analyze the error between the evaluated robustness and the true one. Following Uesato et al. [47] and Madry et al. [27], we first view a more general form of adversarial risk and use it to define adversarial robustness:

$$R_1(f) = \mathbb{E}_{(x, y) \sim D} \left[ \max_{x' \in S(x)} \ell_{01}(f(x'), y) \right], \quad (3)$$

where $(x, y) \sim D$ denote the input data and its ground-truth label pair sampled from a joint distribution $D$, $f$ denotes the trained deep model, and $S(x)$ denotes the set of points perceptually almost same or similar to $x$, $\ell_{01}$ denotes the 0-1 loss, i.e., $\ell_{01}(a, b) = 0$ if $a = b$, $\ell_{01}(a, b) = 1$ otherwise. Adversarial risk provides a certificate of models’ worst-case robustness at a fixed set of points.

However, although it reflects the true adversarial robustness, accurately computing $R_1(f)$ is impractical and impossible. Three compromises on some conditions have to be made to get an approximate estimate of $R_1(f)$. Unfortunately, such processes introduces three components of evaluation error, where two of them are inevitable and the other may be eliminated by careful choice. We formulate the error step by step according to the specific concession.

The first one is about the allowed set of adversarial examples. As described in the definition [16, 42], an adversary is generated by perturbing the original input with (almost) imperceptible changes, so it should perceptually similar to human with the clean one. Naturally, as depicted in Equation 3, the ideal allowable set of $x'$ is $S(x)$. However, $S(x)$ is a fuzzy, unclear set based on human perception, the calculation of the risk cannot be proceeded. Current, the most typical approximation is to compute in a certain range, e.g, inside a $l_p$-norm ball, i.e.,

$$R_2(f) = \mathbb{E}_{(x, y) \sim D} \left[ \max_{x' \in B(x, \epsilon)} \ell_{01}(f(x'), y) \right],$$

where $B(x, \epsilon)$ denotes the $l_p$-norm ball centered at $x$ with radius $\epsilon$. The choice of $\epsilon$ and $p$ should depend on the specific application and the desired level of robustness.
where $B(x, \epsilon)$ denotes a certain set where the range is controlled by a hyperparameter $\epsilon$.

In general, $B(x, \epsilon)$ is a proper subset of $S(x)$, i.e., $B(x, \epsilon) \subset S(x)$, so $R_2(f)$ underestimates the true risk, i.e., $R_2(f) < R_1(f)$. We argue that the gap between $R_1(f)$ and $R_2(f)$ should be taken seriously, because in practical applications, hackers will not have any burden to use adversaries out of $B(x, \epsilon)$, as long as they are offensive and concealed. Moreover, the gap could be very large, as an extreme example is shown in Figure 3, where $R_2(f) = 0$ means the most robust while $R_1(f) = 1$ means the least robust. We define $E_1(f) = R_1(f) - R_2(f)$ to formulate the gap.

![Fig. 3. An example of a binary classifier and its decision boundary to illustrate $E_1(f)$, where $R_2(f) = 0$ means the most robust while the true risk $R_1(f) = 1$ means the least robust, two opposite extremes.](image)

The next compromise is about the loss function. As is well known, directly computing the maximum of the non-convex and discontinuous 0-1 loss is computationally intractable [2, 6]. So the common practice is to maximize a convex surrogate loss function, e.g., cross-entropy loss, that is:

$$R_3(f) = \mathbb{E}_{(x, y) \sim D} \left[ \ell_01(f(x'), y) \right]$$

subject to

$$x' = \arg \max_{x' \in B(x, \epsilon)} \ell_s(f(x'), y),$$

where $\ell_s$ denotes a surrogate loss.

An important but neglected issue is that can the point $x'$ that maximize $\ell_s$ also maximize $\ell_01$? If the answer is positive, then there is no gap between $R_3(f)$ and $R_2(f)$, i.e., $R_3(f) = R_2(f)$, otherwise $R_3(f) < R_2(f)$. It worth noting that, a similar but different question named surrogate risk consistency has been studied in empirical risk minimization [6, 43]. Theoretically, Bartlett et al. [6] and Tewari et al. [43] have proved that the optimization is consistent for most surrogate losses for binary-class and multi-class respectively. However, the conclusion of optimizing consistency cannot be directly transferred to the adversarial risk, because in adversarial setting, the goal is to find an adversary $x'$ within $B(x, \epsilon)$ to maximize $\ell_s$, rather than find optimal weights of $f$ to minimize $\ell_s$ in empirical risk setting.

On the contrary, we argue that for multi-class, inappropriate choice of surrogate loss makes the consistency cannot be guaranteed, namely, $x'$ that maximizes an inappropriate $\ell_s$ may not maximize $\ell_01$. We use a toy example to illustrate it.

Considering a 3-class problem. Given an input $x \in [-1, 1]^2$, supposing a single-layer neural network with softmax is used to classify $x$ into three categories $y \in \{0, 1, 2\}$, i.e.,

$$f(x) = \text{softmax} \left( \begin{bmatrix} 0.2 & 0.8 \\ 0.9 & 0.4 \\ 0.3 & 0.9 \end{bmatrix} \cdot \begin{bmatrix} x_0 \\ x_1 \end{bmatrix} \right),$$

where $\mathbb{E}_{(x, y) \sim D} \left[ \ell_01(f(x'), y) \right]$ is the expected 0-1 loss.
and the prediction $p = \arg \max f(x)$. What we are interested in is the values of the 0-1 loss and the values of the surrogate loss. Specifically, we adopt the cross-entropy loss as the proxy and calculate the values of $\ell_{01}(x, 0)$ and $\ell_{s}(x, 0)$. The results are shown in Figure 4. Apparently, within $B(x, \epsilon)$, $x'$ that maximize $\ell_{s}$ may not maximize $\ell_{01}$. This error component caused by the inconsistency is defined as $E_2(f) = R_2(f) - R_3(f)$.

![Figure 4](image_url)

**Fig. 4.** An example of a 3-class single-layer neural network to illustrate optimization inconsistency between the 0-1 loss and the surrogate loss in adversarial settings, where $x'$ maximizes $\ell_{s}$ while $\ell_{01} = 0$.

Directly computing $R_3(f)$ is still difficult, because a deep neural network $f$ is a highly nonlinear non-convex function with high-dimensional data as input, it is usually impossible to get the inner global maximum. We, therefore, have to compromise further: using gradient ascent or other methods to find an approximately optimal solution, that is,

$$
R_4(f) = \mathbb{E}_{(x, y) \sim D} \left[ \ell_{01}(f(x'), y) \right],
$$

s.t. \quad x' = M(x, y, f, \ell_s, B, \epsilon)

where $M$ denotes a specific method such as PGD [25, 27] or ES [32]. This process brings the third part of evaluation error, i.e., $E_3(f) = R_3(f) - R_4(f)$. It worth noting that Uesato et al. [47] defined a similar one to $E_3$ named *obscurity to an adversary*.

From the above formalized analyses, it can be seen that there are three compromises between the true adversarial risk $R_1(f)$ and the practical one $R_4(f)$. Every compromise is made for a more feasible computation, but it introduces an estimation error component. We summarize the error as follows.

The first one, $E_1(f)$, is caused by approximating the perceptually similar set $S(x)$ with a computationally feasible set $B(x, \epsilon)$. Sometimes this component will be so large that completely misleading to a wrong estimate of adversarial robustness, as shown in Figure 3. This may be the hardest part to deal with, so more attention should be paid to. The next one, $E_2(f)$, is caused by approximating the non-convex and discontinuous 0-1 loss $\ell_{01}$ with an inappropriate surrogate loss $\ell_{s}$. The aforementioned gradient traps are the specific embodiment of this error component, where the change of cross-entropy value does not bring about the change of category. Besides, $E_2(f)$ may be the only one of the three that can be completely eliminated. The last one, $E_3(f)$, is caused by employing a specific method $M$ to solve the non-convex problem in a high-dimensional space. Gradient masking
or obfuscated gradients that lead to incorrectly evaluation is the extreme manifestation of this part: the specific method $M$ loses the ability to find an aggressive adversary.

The above formulations also provide the principle of evaluating adversarial robustness: an effective procedure should be designed to diminish the error between the practical risk and the truth risk as much as possible.

## 5 EVALUATION SUGGESTIONS

Following the aforementioned principle we give our suggestions about adversarial robustness evaluation. Unlike the excellent and detailed recommendations presented by Carlini et al. [9], our suggestions are instructive. The suggestions are as follows.

**Considering multiple types of attacks.** Despite a lot of works study a threat model with $l_p$-bounded intensity perturbations, which have well-designed nature, we argue that evaluating against more types of attacks, like location perturbations [1, 14, 50], are more meaningful to the practical deployment of deep neural networks. Considering multiple approximate sets, i.e., $\mathcal{B} = \{B_1, B_2, \ldots, B_n\}$, is more likely to be close to the true similar set $S$.

**Using various surrogate losses.** Currently, the cross-entropy loss is the most common surrogate. However, for multi-class tasks, maximize the surrogate loss may not maximize the 0-1 loss, which leads to overestimating the adversarial robustness of models. Although we have found that some surrogates may completely eliminate this gap, we recommend to use various losses, i.e., $\mathcal{L} = \{\ell_1, \ell_2, \ldots, \ell_m\}$, rather than a single one before formal proofs.

**Solving the maximum with diverse methods.** When solving a high-dimensional nonlinear problem, using a single method often fall into a local optimum. Moreover, this method may appear in the training process, leading to the trained model overfit to it. Therefore, an evaluation should solve the maximum problem with multiple methods $M = \{M_1, M_2, \ldots, M_k\}$.

**Considering the worst case.** Here is the key: what we want to evaluate is the adversarial robustness of a model, rather than its defensive ability against multiple attacks. Thus, over multiple types of attacks, surrogates and methods, we consider these as a whole and focus on the worst case. Namely, a deep model $f$ can be identified as adversarial robust around a point $x$ if and only if it passes all $n \times m \times k$ tests. Although very strict, we think this is the best way so far to make the evaluated risk close to the true one.

## 6 EXPERIMENTS

The purposes of our experiments are two folds: (1) verify whether the error exists empirically, and (2) evaluate the adversarial robustness of existing methods under our strict conditions.

### 6.1 Setup

All experiments are conducted on CIFAR-10 [23] with VGG-16 [38]. Due to the relatively small size of CIFAR images, the first convolution layer is replaced with 3×3 kernel size, and the final classification layers are replaced by global average pooling [26] + single fully connection layer. All models are trained using SGD optimizer with momentum of 0.9 and weight decay of 5e-4. The batch size is 256 and the total training duration is 80. The initial learning rate is set to 0.1 and dropped by 10 after 30 and 60 epochs. We employ random cropping and random horizontal flipping with probability set to 0.5 as data augmentations and all images are normalized to [0-1]. Our experiments are implemented with PyTorch [30] on a GeForce RTX 2080 Ti GPU.

### 6.2 Evaluated Defenses

Defense methods considered in this paper including adversarial training (AT) [27], and its variations, including TRADES [55], BAT [48], IAAT [5] and CAT [11]. The reason for choosing adversarial
training as the experimental object is that it is empirically the most effective method so far, and obfuscated gradients do not appear in it [3]. All hyperparameters are set according to the original literature.

6.3 Evaluation Details

We detail the evaluation adopted in our experiments. It worth noting that our evaluation is mainly designed based on the selected defenses, i.e., adversarial training and its variations, and is not necessarily applicable to other methods. Readers can appropriately consider our suggestions and design their own evaluations.

First of all, for the selection of allowed sets $B$, we consider two major types of attacks, intensity perturbations ($I$) [10, 16, 27] and location perturbations ($L$) [1, 51]. For each type, we involve three bounds, $l_\infty$, $l_1$, and $l_2$, and therefore there are six sets in total. To determine the perturbed budget $\epsilon$ for each set, we use binary search increasing from 0 and choose the one that first reducing the accuracy of a standard trained model (without any defense) to less than 0.01. The allowed sets adopted in this paper is $B = \{(I, l_\infty, \epsilon = 0.024), (I, l_1, \epsilon = 30.5), (I, l_2, \epsilon = 0.78), (L, l_\infty, \epsilon = 0.019), (L, l_1, \epsilon = 8.55), (L, l_2, \epsilon = 0.38)\}$. Some examples of adversaries are shown in Figure 5 to illustrate that the selection of allowed sets do not violate the principle of perceived similarity.

Secondly, four types of surrogate losses are used in our evaluation, including cross-entropy loss $CE(f(x), y)$ (CE), negative target cross-entropy loss $-CE(f(x), t)$ (tCE), logistic loss $\max_{i \neq y} z(x)_i - z(x)_y$ (LL), and target logistic loss $z(x)_y - z(x)_0 - z(x)_1 - z(x)_y, ... \}$, where the total number is 22 for CIFAR-10 dataset.

Next, the selection of search methods $M$. Due to the subjects, adversarial training and its four variants, have not been found to rely on obfuscated gradients, we use the naive project gradient ascent (ascent) without any pertinent technique such as Expectation Over Transformation [4]. For each adversarially trained model, we examine it with one white-box attack and four transfer-based attacks, which together constitute $M$.

Last but not least, in order to remain the same as the previous literature, we report adversarial accuracy as the evaluation index:

$$A = 1 - R_4(f) = 1 - \mathbb{E}_{(x,y) \sim D} \left[ \ell_01(f(x'), y) \right],$$

\text{s.t. } x' = M(x, y, f, \ell_s, B, \epsilon)
Table 1. $A_{me}$, $A_{mi}$, and $A_{wc}$ over different states on CIFAR-10 with adversarial trained models.

|       | Clean | S0   | S1   | S2   | S3   | S4   | S5   |
|-------|-------|------|------|------|------|------|------|
| AT    | $A_{me}$ | 0.623 | 0.701 | 0.776 | 0.732 | 0.727 | 0.692 |
|       | $A_{mi}$ | 0.623 | 0.623 | 0.609 | 0.419 | 0.419 | 0.255 |
|       | $A_{wc}$ | 0.623 | 0.619 | 0.565 | 0.035 | 0.035 | 0.009 |
| TRADES| $A_{me}$ | 0.622 | 0.727 | 0.818 | 0.764 | 0.759 | 0.716 |
|       | $A_{mi}$ | 0.622 | 0.622 | 0.621 | 0.404 | 0.404 | 0.197 |
|       | $A_{wc}$ | 0.622 | 0.622 | 0.564 | 0.036 | 0.036 | 0.009 |
| BAT   | $A_{me}$ | 0.617 | 0.703 | 0.776 | 0.731 | 0.726 | 0.692 |
|       | $A_{mi}$ | 0.617 | 0.617 | 0.607 | 0.425 | 0.425 | 0.285 |
|       | $A_{wc}$ | 0.617 | 0.616 | 0.558 | 0.012 | 0.012 | 0.004 |
| IAAT  | $A_{me}$ | 0.630 | 0.726 | 0.818 | 0.768 | 0.762 | 0.721 |
|       | $A_{mi}$ | 0.630 | 0.630 | 0.630 | 0.426 | 0.426 | 0.228 |
|       | $A_{wc}$ | 0.630 | 0.629 | 0.578 | 0.021 | 0.021 | 0.006 |
| CAT   | $A_{me}$ | 0.627 | 0.732 | 0.823 | 0.772 | 0.767 | 0.724 |
|       | $A_{mi}$ | 0.627 | 0.627 | 0.613 | 0.437 | 0.437 | 0.307 |
|       | $A_{wc}$ | 0.627 | 0.625 | 0.564 | 0.007 | 0.007 | 0.003 |

where $A = 0$ means the least robust and $A = 1$ means the most robust.

6.4 Results
As depicted above, each adversarially trained model needs to be tested $6 \times 22 \times 5 = 660$ times, and the detailed results of AT, TRADES, BAT, IAAT, and CAT are shown in the supplementary material. In order to show the results more intuitively, we define some states and calculate the mean accuracy ($A_{me}$), minimum accuracy ($A_{mi}$), and worse-case accuracy ($A_{wc}$) in that state, as shown in Table 1. For clarity, the worst case used here means that a deep model is robust around an instance $x$ if and only if all of 660 adversarial versions are classified correctly. The states include:

- S0, considering the white-box intensity-based $l_\infty$-bounded attack with the cross-entropy loss.
- S1, considering all intensity-based $l_\infty$-bounded attacks with the cross-entropy loss.
- S2, considering all intensity-based $l_\infty$-bounded attacks with all surrogate losses.
- S3, considering all intensity-based $l_\infty$-bounded, $l_1$-bounded attacks with all surrogate losses.
- S4, considering all intensity-based attacks with all surrogate losses.
- S5, considering all intensity-based and location-based attacks with all surrogate losses.

Ignoring the worst-case scenario, all five defense methods can improve the robustness of deep models to a certain extent. For frequently used white-box intensity-based $l_\infty$-bounded PGD attack, TRADES, IAAT, CAT have achieve relatively good results in terms of balancing clean accuracy ($0.875, 0.871, 0.884$) and adversarial accuracy ($0.622, 0.630, 0.627$). Considering Liebig’s law of the minimum, over all cases, CAT has the relatively largest minimum of adversarial accuracy (0.307). The average adversarial accuracy of all defenses is greater than 0.690.

These results seem to indicate that the selected defenses, especially CAT, can achieve good resistance against adversarial examples. However, after the aforementioned analyses, we argue that considering the worse case is helpful to reduce the error between evaluated risk and truth risk, and it is more in line with the practical situation. Unfortunately, in this case, the adversarial
accuracy of all defenses drops to 0. Even worse, what seemed to be the most robust method, CAT, performs the worst (0.003).

Obviously in the table, the declines in adversarial accuracy mainly occur in two stages: from S1 to S2 and from S2 to S3. The decay of accuracy from S1 to S2 means that in adversarial setting, the problem of inconsistent optimization between the surrogate loss and the 0-1 loss does exist, not only for toy sets.

The largest part is the attenuation from S2 to S3, it indicates that we should get out of the “comfort zone”, which limited to a single bound, and consider more in line with the actual situation. Interestingly, the location perturbations we prepared for the defenses are not used, because the methods do not need to wait for these attacks to be broken.

The accuracy decay between S0 and S1 is relatively small, and we think there are two reasons: (1) the selected defenses do not use gradient masking or obfuscated gradients to invalidate PGD, and (2) the optimizer we considered is not enough, maybe some heuristic methods are needed.

### 7 CONCLUSION

In this paper, we introduce gradient traps and analyze the three component of evaluation error between the evaluated adversarial risk in practice and the ideal adversarial risk: (1) $E_1$, caused by approximating the perceptually similar set with a specific set, (2) $E_2$, caused by replacing the non-convex and discontinuous 0-1 loss with a surrogate loss, and (3) $E_3$, caused by employing a specific method to solve the maximum of the non-convex problem. Guided by the above analyses, we present our suggestions about how to evaluate adversarial robustness effectively, and the main principle is to reduce the error. Through conducting experiments on SOTA adversarial training and its variations, our rigorous evaluation has greatly reduced the adversarial accuracy of the defense models, from 0.623, 0.622, 0.617, 0.630, 0.627 to 0.009, 0.009, 0.004, 0.006, 0.003 for AT, TRADES, BAT, IAAT and CAT respectively. The results demonstrate the existence of the error empirically, and also shows the limitations of the previous defense methods. We hope our work will help build stronger and broader defense methods.
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