Evaluation of deep learning techniques for identification of sarcoma-causing carcinogenic mutations
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Abstract
The abnormal growth of human healthy cells is called cancer. One of the major types of cancer is sarcoma, mostly found in human bones and soft tissue cells. It commonly occurs in children. According to a survey of the United States of America, there are more than 17,000 sarcoma patients registered each year which is 15% of all cancer cases. Recognition of cancer at its early stage saves many lives. The proposed study developed a framework for the early detection of human sarcoma cancer using deep learning Recurrent Neural Network (RNN) algorithms. The DNA of a human cell is made up of 25,000 to 30,000 genes. Each gene is represented by sequences of nucleotides. The nucleotides in a sequence of a driver gene can change which is termed as mutations. Some mutations can cause cancer. There are seven types of a gene whose mutation causes sarcoma cancer. The study uses the dataset which has been taken from more than 134 samples and includes 141 mutations in 8 driver genes. On these gene sequences RNN algorithms Long and Short-Term Memory (LSTM), Gated Recurrent Units and Bi-directional LSTM (Bi-LSTM) are used for training. Rigorous testing techniques such as Self-consistency testing, independent set testing, 10-fold cross-validation test are applied for the validation of results. These validation techniques yield several metrics such as Area Under the Curve (AUC), sensitivity, specificity, Mathew’s correlation coefficient, loss, and accuracy. The proposed algorithm exhibits an accuracy of 99.6% with an AUC value of 1.00.
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Introduction
Genomics in molecular biology is the study of the structure and function of genomes. Every human cell is made up of 25,000 to 30,000 genes. Every gene carries specific information for the proper functioning of the cell. It also carries the information that is passed from the parents to the offspring.1,2 Every genome is made up of a special sequence of genes. For the complete study of the genome, it is necessary to understand the structure of genes in it. A single gene does not provide a global perspective of all aspects of a cell, so it is necessary to understand the sequence of genes connected.3,4 Every genome has four bases (Adenine “A,” Thymine “T,” Guanine “G,” Cytosine “C”). The change in the sequence of the base of DNA causes mutation5 and mutation is one of the most common causes of genetic disorders. Cancer is also caused by mutation.6,7
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Four types of mutation in genes include base substitution, insertion, deletion, and inversion, as shown in Figure 1. “T,” “C,” and “A” are replaced with “G,” “T,” and “G” in Figure 1 and known as base substitution. In Figure 1, base “A” is added to the sequence that is called insertion. In Figure 1, base “C” is deleted from the sequence, that is called a deletion. The segment “ACT” is reversed as “TCA” in Figure 1 which is known as inversion.

Genetic mutation can disturb the functional characteristics of a gene that may cause cancer. Such disturbance creates an unbalance between the growth of cells (Mitosis) and the destruction of cells (apoptosis) that leads to the development or progression of cancer. Tools and methodologies that help to identify mutations that cause cancer at an early stage are a dire need. Cancer can be successfully treated if the patient is diagnosed at an early stage of cancer.

Different types of cancer exist in humans. Sarcoma is the unhealthy growth of human bone and soft tissue cells. 60% of sarcoma cancer cases occur in arms and legs. It is a childhood cancer and rarely occurs in adults. Sarcoma is rare in adults making up about 1% of all adult cancers. However, it occurs more abundantly in children comprising about 15% of all childhood cancers. In the United States of America about 17,000 sarcoma cases are registered each year. There are different types of sarcomas such as deep skin tissue sarcoma, Osteosarcoma, blood vessels sarcoma, Kaposi’s sarcoma, angiosarcoma, bone cancer, chordoma, chondrosarcoma, desmoid-type fibromatosis, and Ewing sarcoma, etc. One of the best techniques for the detection of sarcoma is to detect circulating tumor cells from marginal blood vessels. Biopsy is the main technique used for the detection of soft tissue sarcoma. This technique works by examining a small tissue cell under a microscope. Core Needle Biopsy and Surgical Biopsy are used for the detection of tissue sarcoma from an obtained tissue sample.

Artificial intelligence (AI) is gaining popularity in the field of medical science. AI is used in medical science for the detection of various diseases.

This study uses AI-based techniques for the early detection of sarcoma. Recurrent Neural Networks (RNNs) and Convolutional Neural Networks (CNNs) are the most popular deep learning (DL) models. CNN has inherently evolved as a classifier for images or two-dimensional data while RNN is more suited for text classification. The dataset used in this work contains gene sequences which are essentially text-based data and henceforth recurrent networks are proposed.

**Literature review**

In this section, some computational studies for the detection and identification of sarcoma cancer are discussed. Soft tissue sarcoma (STS) is a type of sarcoma cancer that is present in the tissues that connect and support the body. In a study regarding the identification of STS 20 attributes were identified, out of which 15 are numeric and five are of categoric nature. This dataset was assembled from 50 participants of age between 1 and 77 years. Machine learning algorithms like Support vector machines and Decision trees are used for the classification of the dataset.

Radiomics-based machine learning algorithm is also used for the detection of metastases from STS. A dataset consisting of 54 training sets and 23 validation test sets is used for this study. Three methods RelieEf, LASSO, and UDFS are used for feature extraction.

Fuzzy Clustering and Neuro-fuzzy classifier is also used for the detection of bone sarcoma. 120 patients’ data is used for this study for the detection of bone sarcoma. An adaptive neuro-fuzzy inference system (ANFIS) is used for the classification of benign and malignant bone cancer. MR images of bones are used for extracting gray-level co-occurrence matrix features. The accuracy of this model is 93.75%.

In another study, the author used five cohorts of data set. They used the combination of Digital pathology and Deep learning for the detection of sarcoma cancer. A deep convolutional neural network is designed for the data set for a batch of 32. In every cohort, cross-validation is applied. The DL method achieved a mean AUROC of 0.97 for diagnosing the five most common STS subtypes.

The most common type of children’s sarcoma is Ewing sarcoma. An immune-related gene signature based on machine learning is identified for the detection of Ewing Sarcoma (ES). A total of 249 database and extracted differential expressed immune-related genes were screened for this method from which 11-gene signature were the strongest correlation where patient prognoses were analyzed using a machine learning algorithm. The 11-gene signature also had a high prognostic value in the ES external verification in ES. The accuracy of this model is 87%. This study is also using machine learning techniques for the detection of mutation in sarcoma.

Eight supervised machine learning methods were used for tissue classification of multi-parametric MRI measurements in soft-tissue sarcomas. Data from 18 sarcoma patients are used for this research. LR, SVM, RF, KNN, Kernel Density Estimation, NB, and Neural network with 20 nodes are used for classification using the Scikit-Learn software package. The high median cross-validation accuracies of these methods are between 80% and 85%. Naïve Bayes (NB) gives relatively short training and prediction times of 0.73 and 0.69 microsecond, respectively on a 3.5 GHz personal machine. The summary of the previous work is also written in Table 1.

Numerous limitations and constraints were observed in the current state-of-the-artwork. No generalized and explicit benchmark dataset for sarcoma-based mutations along with specific sequences has been compiled. Further, evaluation techniques are not sufficiently rigorous and convincing.
Subsequently, there seems to be adequate room for improvement in the accuracy of the models. Keeping these limitations in view this study has compiled the latest and more generalized dataset as discussed in the data acquisition framework. Furthermore, multiple DL algorithms are exploited to achieve an overall accuracy of 99.6%. Multiple evaluations and validation techniques such as a self-consistency test, independent set test, and 10-fold cross-validation test are probed. The evaluation metrics sensitivity, specificity, Area under the curve, and Matthew’s correlation coefficient are also estimated as discussed in Table 3.

**Table 1. Summary of the previous work.**

| Paper citation | Algorithms                                         | Accuracy achieved |
|----------------|----------------------------------------------------|-------------------|
| 15             | ANFIS                                              | 93.75%            |
| 16             | Densely Connected Convolutional Network            | 97%               |
| 17             | Regression Analysis                               | 87%               |
| 19             | Naive Bayesian, Decision Tree, Support Vector Machine and Random Forest | 72.5%             |
| 20             | Markov model with feature hashing                 | 82.83%            |
| 21             | Support Vector Machine                            | 93%               |
| 22             | RNN, LSTM, GRU                                     | 78%               |

ANFIS: adaptive neuro-fuzzy inference system; RNN: Recurrent Neural Network; LSTM: long and short-term memory; GRU: gated recurrent unit.

**Table 2. Genes involved in sarcoma cancer and number of mutations.**

| Gene Symbol | Mutations | Samples |
|-------------|-----------|---------|
| TP53        | 75        | 65      |
| ATRX        | 23        | 31      |
| RB1         | 18        | 14      |
| PIK3CA      | 6         | 7       |
| NF1         | 4         | 5       |
| PTEN        | 6         | 5       |
| TET2        | 6         | 4       |
| RET         | 3         | 3       |

Materials and methods

In this section, a detailed description and usage of the feature extraction and classification processes in terms of their internal working is discussed. The study can be described via systematic phases which include Data Acquisition Framework, Feature Extraction Framework (FEF), training of classifiers using a cohort of DL models, testing and validation, and evaluation using well-defined metrics. The graphical representation of the flow of the proposed model is depicted in Figure 2.

**Data acquisition framework**

A robust benchmark dataset is the key enabler of any classification problem. Typically, features and other relevant information is extracted from the benchmark dataset that...
helps in training and testing the proposed learning and predictive frameworks. Keeping in view the importance of the dataset in devising a proposed predictive framework, the method of benchmark dataset acquisition is discussed in a detailed manner. Dataset is comprised such that it consists of Normal sequences as well as mutated sequences. Normal sequences are extracted from asia.ensembl.org through web scrapping code (WSC) while mutated sequence cannot be extracted through web scrapping directly from any source. Although mutation information is available at intOGen.Org. This mutation information is extracted using WSC. The data acquisition framework is also explained with the help of a diagram in Figure 3.

Generate Mutated Sequences code is also provided to transform the normal sequences into mutated sequences based on available mutation information and subsequently label it as a passenger, not assist or driver mutation. Where driver mutation is the class of interest that causes cancer. Dataset used in this study consists of 134 human samples and 141 mutations. Whereas eight types of diverse genes along with their mutation information are collected from the said human samples and are listed in Table 2.

The genes listed in Table 2 have been identified to cause sarcoma cancer in humans as revealed in numerous studies. The dataset consists of 134 samples, eight genes, and 141 mutations. The word cloud of the mutated sequences is represented in Figure 4.

It is necessary that any bias from the unbalanced dataset in the training and testing of the proposed predictive framework is addressed preemptively. Sampling and Oversampling are
used to balance the available dataset. In the undersampling technique, the number of samples of the majority classes are reduced to balance the dataset. While oversampling techniques increase the number of samples in minority classes.

The dataset is denoted by $D$, which is defined in equation (1)

$$D = D^+ \cup D^-$$

Here $D^+$ is considered as a mutated sequence that causes cancer while $D^-$ is considered as Normal sequences and passenger mutations that do not cause cancer and $U$ is the union for both sequences.

**Feature extraction framework**

The learning algorithms consume input in quantitative form. The proposed model incorporates numerous basic quantitative encodings and dimensionality reduction techniques using various feature extraction techniques. An FEF is developed to extract useful features from the given dataset for training and testing purposes. FEF will help the DL models to increase learning accuracy. The operational workflow of FEF is presented in Figure 5. It consists of

---

**Fig. 3.** Benchmark dataset generation process.
information-oriented statistical operations to quantify different types of information contained inside the DNA Sequences.

Statistical moments. The statistical characterization of data is helpful to estimate the general behavior of its randomness. That’s why in this work, statistical moments are applied to transform genomic data into required fixed size. Every chosen statistical moment identifies certain information to represent the nature of data. Hahn moment (HM), central moment (CM), and raw moment (RM) of the genomic data provide the valuable components of the input vector to be utilized by the predictor. HM requires two-dimensional data in the form of a square matrix; therefore, the genomic sequences are converted into a two-dimensional notation $H'$ of size $x \times x$ as given in equation (2).

\[
H' = \begin{bmatrix}
  H_{11} & H_{12} & \cdots & H_{1n} \\
  H_{21} & H_{22} & \cdots & H_{2n} \\
  \vdots & \vdots & \ddots & \vdots \\
  H_{n1} & H_{n2} & \cdots & H_{nn}
\end{bmatrix}
\]

(2)

Here $H$ defines the gene sequence.\(^{30}\)

|        | LSTM | GRU | Bidirectional LSTM |
|--------|------|-----|--------------------|
| AUC    | 1.00 | 1.00| 1.00               |
| Sn     | 99%  | 99% | 99%                |
| Sp     | 100% | 100%| 100%               |
| MCC    | 0.99 | 0.99| 0.99               |
| Acc    | 99%  | 99% | 99%                |
| Loss   | 0.0078 | 0.0081 | 0.0077          |

LSTM: long and short-term memory; GRU: gated recurrent unit; AUC: Area Under the Curve.

The advantage of the obtained matrix is twofold. It is exploited to compute the statistical moments for dimensionality reduction and having fixed-sized feature vectors.

HMs are reversible and present the symmetrical nature of data. That reversibility means that original data can be constructed using the HMs. The computed HM is exploited by the predictor through the corresponding feature vector. HM is calculated by using the following Hahn polynomial

\[
h_n^r(P, Q) = (Q + V - 1)_n(Q - 1)_n \\
\times \sum_{z=0}^{n} (-1)^z \frac{(-n)_r(-p)_r(2Q + r + s - n - 1)_z}{(Q + s - 1)_z(Q - 1)_z} 1_z!
\]

(3)

\[
H_{xy} = \sum_{j=0}^{G-1} \sum_{l=0}^{G-1} \delta_{xy} h_x^a b(j, Q) h_y^a b(j, Q), \quad m, n \\
= 0, 1, 2, \ldots, Q - 1
\]

(4)

RM are place and scale variants. It is the most common type of statistical moment. It is used for means, asymmetry, and variance calculation of probability distribution. The RM is used for data imputation. Imputation is the process of replacing the missing data values in a dataset with the most substitute values to preserve the information.\(^{31,32}\) The RMs of 2D data with order $r + s$ is expressed by equation 5.

\[
U_{xy} = \sum_{e=1}^{n} \sum_{f=1}^{n} e^f \delta_{ef}
\]

(5)
Centroids \((r, s)\) are required to compute the CMs that are visualized as the center of data. By exploiting the centroids, CMs can be computed as:

\[
    V_{rs} = \sum_{e=1}^{n} \sum_{f=1}^{n} (e - \bar{x})^r (f - \bar{y})^s \delta_{ef}
\]  

(6)

**Position relative incidence matrix.** The position relative incidence matrix (PRIM) plays a key role in determining the relative positioning of nucleotide bases. The significance of the position where the said base is placed and the precise role of nucleotide bases regarding the mapping of gene attributes is critical. It is defined as two-dimensional matrix, described in equation (7):

\[
    R_{PRIM} = \begin{bmatrix}
    R_{1\rightarrow1} & R_{1\rightarrow2} & \cdots & R_{1\rightarrow q} & \cdots & R_{1\rightarrow M} \\
    R_{2\rightarrow1} & R_{2\rightarrow2} & \cdots & R_{2\rightarrow q} & \cdots & R_{2\rightarrow M} \\
    \vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
    R_{p\rightarrow1} & R_{p\rightarrow2} & \cdots & R_{p\rightarrow q} & \cdots & R_{p\rightarrow M} \\
    \vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
    R_{M\rightarrow1} & R_{M\rightarrow2} & \cdots & R_{M\rightarrow q} & \cdots & R_{M\rightarrow M}
    \end{bmatrix}
\]  

(7)

Here \(R_{p\rightarrow q}\) represents the cluster of relative places of \(q\)th base with respect to the first occurrence of the \(p\)th base. The matrix can then be exploited to compute HM, CM, and RMs.

**Reverse position relative incidence matrix.** Diversity always provides the reliability of the features obtained using certain statistical techniques by rearranging and reshuffling the gene sequences. The reverse position relative incidence matrix (RPRIM) is calculated by reversing the original gene sequences as described in equation (8):28 Like PRIM, RPRIM is also used to compute HM, CM, and RMs.

\[
    R_{RPRIM} = \begin{bmatrix}
    R_{1\rightarrow1} & R_{1\rightarrow2} & \cdots & R_{1\rightarrow q} & \cdots & R_{1\rightarrow M} \\
    R_{2\rightarrow1} & R_{2\rightarrow2} & \cdots & R_{2\rightarrow q} & \cdots & R_{2\rightarrow M} \\
    \vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
    R_{p\rightarrow1} & R_{p\rightarrow2} & \cdots & R_{p\rightarrow q} & \cdots & R_{p\rightarrow M} \\
    \vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
    R_{M\rightarrow1} & R_{M\rightarrow2} & \cdots & R_{M\rightarrow q} & \cdots & R_{M\rightarrow M}
    \end{bmatrix}
\]  

(8)

**Frequency vector.** Sequence-related correlations of nucleotide bases are extracted using already defined PRIM and RPRIM while frequency vector (FV) is helpful in providing the composition-related information. Each element of FV is to calculate the number of occurrences of nucleotide within the gene sequence. A frequency matrix is used to represent the structure of DNA gene sequences. It is represented by equation (9):

\[
    \alpha = [\epsilon_1, \epsilon_2, \ldots \epsilon_n]
\]  

(9)

Here \(\epsilon\) is the frequency of each nucleotide in the DNA gene sequences.

**Accumulative absolute position incidence vector.** Feature extraction is very effective to get ambiguous pattern in the DNA gene sequences. Accumulative absolute position incidence vector (AAPIV) gives the accumulative information about position occurrence for any nucleotide base of the gene sequences. Equation (10) illustrates the positioning of gene sequences.

\[
    K = \{\lambda_1, \lambda_2, \ldots \lambda_n\}
\]  

(10)

For any \(i\)th component,

\[
    \lambda_i = \sum_{k=1}^{n} \beta_k
\]  

(11)

**Reverse accumulative absolute position incidence vector (RAAPIV).** Reverse sequence helps in finding the diverse and detailed patterns in the DNA gene sequences. Reverse accumulative absolute position incidence vector (RAAPIV) estimates the required information similar to AAPIV works but in the reverse order. Equation (12) for RAAPIV is as follows

\[
    \lambda = \{n_1, n_2, \ldots n_m\}
\]  

(12)

Where any element of \(\lambda\) contains the accumulative positions of occurrence of the nucleotide within the reverse sequence.

All the above statistical functions, used for feature extraction, have specific biological significance.33–44 These functions extract information related to the position and composition of DNA gene sequences. Feature extraction helps in extracting very useful information such as the frequency of each element in DNA gene sequences, position relative to the occurrence, composition of a specific gene, and absolute position of each element of gene sequences.

**Prediction algorithm**

Deep Learning (DL) algorithms are mainly categorized into supervised and unsupervised machine learning.8 While the DL framework is classified as a such learning method that uses many layers. Each layer of the DL algorithm takes the input from the previous layer and then processes further on that input features. The features are the information of interest for each layer learned itself by the DL algorithm using the input data.45 DL Frameworks provide a major advancement by addressing the complex problems in an efficient manner.46–48
In this study, DL algorithms are used for the detection of sarcoma cancer that includes Long Short-Term Memory (LSTM), Gated Recurrent Units (GRUs) and Bi-directional LSTM. The said models are evaluated using three metrics that are self-consistency test, independent set test and 10-fold cross validation test for the identification of sarcoma cancer.

**LSTM network.** LSTM is an advanced form of RNN. LSTM can handle the vanishing gradient problem faced by RNNs. LSTM is a gating process as all the information in LSTM is read, stored, and written with the help of these gates. These gates are classified as input gates, forget gates and output gates. Forget gate makes decisions like which information should be passed from the current memory state and the hidden memory states to the next state. It also directs which information is to be ignored in further processing. Input gates perform different activation functions to update the cell state. The output gate evaluates the output from the current cell state. The layer model of LSTM used in this proposed study is explained in Figure 6.

The proposed LSTM has an embedding layer. Embedding layer is used to convert the input into a fixed length vector of defined size. The vocabulary size is 1000 and the length of the word vector is 64. The second layer is the LSTM layer. The LSTM layer has 128 neurons in the output layer. Further, two dropout layers are also added. Subsequently, 10% neurons are kept off to avoid overfitting. A dense layer is used with 10 neurons. Stochastic Gradient Descent (SGD) is used in LSTM as an optimizer. Sigmoid is used as an activation function.

The Sparse Categorical Cross Entropy (SCCE) function is used to minimize the loss.

The gate in LSTM is responsible for the regulation of information from one cell to another cell. Different activation functions are applied in each gate. Figure 7 presents the working model of gates in LSTM. where $x_t$ is the input and $h_t$ is the output at specific time $t$. $f_t$ represents forget gate, $i_t$ and $o_t$ represent input and output gate respectively. Every cell of LSTM has three inputs $x_t$, $h_{t-1}$, $C_{t-1}$ and has two outputs as $h_t$ and $C_t$. Equation 13, 14, 15, 16, 17, 18 explain LSTM.

$$i_t = \sigma (x_t A^i + h_{t-1} B^i)$$ (13)

$$f_t = \sigma (x_t A^f + h_{t-1} B^f)$$ (14)

$$o_t = \sigma (x_t A^o + h_{t-1} B^o)$$ (15)

$$C'_t = \tanh (x_t A^c + h_{t-1} B^c)$$ (16)

$$C_t = f_t \ast C_{t-1} + i_t \ast C'_t$$ (17)

$$h_t = \tanh (C_t) \ast o_t$$ (18)

where $h_{t-1}$ is the previous data cell output, $C_{t-1}$ is the previous cell memory, $C_t$ is the current cell memory? While $A$ and $B$ are the weights for the forget, input and output gate.

**Gated recurrent unit (GRU).** Another DL algorithm used in this proposed study is GRU. It works in a similar fashion as LSTM does, but it uses less parameters and a smaller number of gates. It performs better than LSTM with smaller training data. Another benefit of using GRU over LSTM is that GRU is simpler than LSTM and provide good performance. GRU uses only two gates, reset gate and update gate in the cell. The layered structure of GRU in sarcoma cancer detection is explained in Figure 8.

The proposed GRU has 1 embedding layer. Embedding layer is used to convert the input into a fixed length vector of defined size. vocabulary size is 1000 and the length of

---

Fig. 6. LSTM layered structure model for identification of sarcoma cancer.
LSTM: long and short-term memory.

Fig. 7. A simple LSTM cell structure.
LSTM: long and short-term memory.
word vector is 64. The second layer is GRU layer. The GRU layer has 256 neurons in output layer. One simple RNN layer is also added with 128 neurons. Further, two dropout layers are also added. Subsequently, 10 percent neurons are kept off to avoid overfitting. A dense layer is used with 10 neurons. SGD is used in GRU as an optimizer. Sigmoid is used as an activation function. SCCE function is used to minimize the loss.

The reset gate of GRU decides how much past information is neglected and the update gate decides how much past information is to be used. Figure 9 explains the cell structure of GRU.\textsuperscript{53}

Equations 19, 20, 21, and 22 explain the GRU working process.

\begin{align}
  r_t &= \sigma (x_t A^r + h_{t-1} B^r) \\
  z_t &= \sigma (x_t A^z + h_{t-1} B^z) \\
  h'_t &= \tanh \left( r_t \ast h_{t-1} A + x_t B \right) \\
  h_t &= (1 - z_t) \ast h'_t + z_t \ast h_{t-1}
\end{align}

Equations (19) and (20) \( r_t \) represents the reset gate and \( z_t \) is the update gate. GRU takes less computational time than LSTM.\textsuperscript{54}

**Bi-Directional LSTM.** Finally, the DL technique used in the proposed study is Bi-directional LSTM.\textsuperscript{55} A Bi-directional LSTM uses two LSTM cells, one in the forward direction and one in the backward direction that are related to a single output.

The proposed Bi-directional LSTM has one embedding layer. The embedding layer is used to convert the input into a fixed-length vector of defined size. Similarly, the vocabulary size is 1000 and the length of the word vector is 64. The second layer is the LSTM layer. The LSTM layer has 64 neurons in the output layer. Three dropout layers are added. In the first dropout layer, 20\% neurons are kept off. In the second dropout layer, 20\% neurons are kept off and in the third dropout layer, 10\% neurons are kept off to avoid overfitting. Furthermore, two dense layers are also used. The first dense layer has 64 neurons, and the second layer has 10 neurons. Adaptive Moment Estimation (ADAM) is used in bi-directional LSTM as an optimizer. Sigmoid is used as an activation function. The Binary Cross Entropy function is used to minimize the loss.

This process does not need any past knowledge it learns itself by moving in forward and backward directions.\textsuperscript{56} The proposed Bi-directional LSTM is explained in Figures 10 and 11.

The models are trained using 20 epochs (20 iterations of feed-forward and feed backward). The performance of the DL techniques is evaluated using AUC, precision, F1 score, recall, Cohen’s kappa, Specificity, Sensitivity, Mathew’s correlation coefficient, loss, and Accuracy.\textsuperscript{57,58} The equations (23), (24), (25), and (26) describe sensitivity, specificity, accuracy, and Mathew’s correlation coefficient respectively.

\begin{align}
  \text{Sensitivity} &= \frac{TP}{TP + FN} \\
  \text{Specificity} &= \frac{TN}{TN + FP} \\
  \text{Accuracy} &= \frac{TP + TN}{TP + FN + FP + TN}
\end{align}

MCC = \frac{(TP \times TN) - (FP \times FN)}{\sqrt{(TP + FP)(TP + FN)(TN + FP)(TN + FN)}}

In these equations:

TN = All the true negative values
TP = All the true positive values from the dataset
FN = False Negative values
FP = False positive values

For the proposed study Sensitivity refers to the ability of tests that truly identify the sarcoma cancer while specificity mentions to the ability of the tests that truly identify those who did not have sarcoma cancer in the dataset. In the equations \( TP + FN \) represents all subjects with a given conditions. While \( TN + FP \) is all the subjects without the given conditions. \( TP + FP \) is the total number of subjects with positive test and \( TN + FN \) is the subjects with the negative results. A confusion matrix is a technique used for summarizing the algorithm. TN are True Negative values, TP are True Positive values, FN are False Negative, and FP are False Positive values that are represented in the confusion matrix.

**Results**

The dataset of sarcoma cancer is preprocessed and then processed so that the main features of the balanced data are extracted. The DL algorithms are then applied to the extracted data. To validate the performance of DL algorithms independent set test, self-consistency test, and 10-fold cross-validation test are applied. The results of these validation techniques are explained in this section.

**Self-consistency testing**

Self-consistency test is the testing technique used for testing the DL algorithm. In the self-consistency test, 100% data is used for training and testing purposes. In self-consistency test the whole dataset is used for both training and testing. Bi-directional LSTM has a very minimum loss. Whereas, LSTM, GRU, and Bidirectional LSTM achieved...
very good accuracy in the self-consistency test as shown in Table 3.

The ROC curve of the LSTM algorithm is shown in Figure 12.

The accuracy and loss curve of LSTM in the self-consistency test is shown in Figures 13 and 14.

Figures 13 and 14 illustrate that the accuracy of the LSTM algorithm is increasing gradually at the same time the loss curve value is decreasing gradually for training and testing data.

In the layered framework of RNN, different types of convolutional filters are applied to the extracted data. The sequential model is used here.

The ROC curve of the GRU algorithm while self-consistency test is applied on it is shown in Figure 15.

Accuracy and loss curve of GRU in the self-consistency test is shown in Figures 16 and 17.

The ROC curve of bi-directional LSTM is explained in Figure 18.

The combined ROC curve of LSTM, GRU, and bi-directional LSTM when self-consistency test applied on them is illustrated in Figure 19.

All three DL algorithms give an AUC Value of 1.0 considered as excellent results according to AUC accuracy classification.63

Independent set testing

Another validation technique used for the proposed work is independent set testing. The values are extracted from the confusion matrix to determine the precision of the model. This test is considered as the basic performance measuring method for the proposed model. Where 80% of the dataset is used for training the algorithm while 20% is used for testing purposes.

Table 4 illustrates the results of the independent set test on LSTM, GRU, and bi-directional LSTM.

LSTM uses the same parameters with the same layer filters in all the testing techniques. The ROC curve of the LSTM algorithm is shown in Figure 20.

The ROC curve of LSTM gives the AUC value 1.00 on the graph. The accuracy and loss curve of LSTM in independent set testing is shown in Figures 21 and 22.

Figures 21 and 22 illustrate that the accuracy is increasing gradually at the same time the loss curve value is decreasing gradually for training and testing data. The ROC curve of the GRU algorithm while independent set test is applied on it is shown in Figure 23.

The accuracy and loss curve of GRU shows that the accuracy of the model is increasing with every iteration in...
the meantime the loss of the model decreases gradually forming the curve as shown in Figures 24 and 25.

The accuracy of the training set is represented by a blue line and the accuracy of the testing dataset is represented by a yellow line. The GRU algorithm gives an accuracy of 99% with an AUC value of 1 which is considered as an excellent result for the identification of sarcoma cancer.

Figure 26 illustrates the ROC of bi-directional LSTM using an independent set testing technique.

The accuracy and loss curve of bidirectional LSTM in the independent set test are shown in Figures 27 and 28.

Table 4. Results of independent set testing.

|               | LSTM | GRU | Bidirectional LSTM |
|---------------|------|-----|--------------------|
| AUC           | 1.00 | 1.00| 1.00               |
| Sn            | 99%  | 99% | 89%                |
| Sp            | 98%  | 98% | 90%                |
| MCC           | 0.99 | 0.99| 0.90               |
| Acc           | 99%  | 99% | 92%                |
| Loss          | 0.0074| 0.0073| 0.0075             |

LSTM: long and short-term memory; GRU: gated recurrent unit; AUC: Area Under the Curve.
The combined ROC curve of LSTM, GRU, and Bi-directional LSTM when an independent set test is applied to them is illustrated in Figure 29.

**10-Fold cross-validation test**

In the 10-Fold cross-validation (10-FCV) testing technique, the data is equally subsampled into 10 groups, divide the training set into 10 partitions and then treat each of them in the validation set, training the model and then average generalization performance across the 10-folds to make choices about hyper-parameters and architecture.64

Figure 30 shows the working process of the 10-fold cross-validation technique. Table 5 represents the results of the 10-fold cross-validation technique.

The ROC curve of the LSTM algorithm when the 10-FCV test is applied to it is shown in Figure 31. Figure 31 shows that there are 10 results for LSTM on each iteration because 10-fold cross-validation data is
divided into 10 groups and each group is trained and tested separately.

The ROC curve of the GRU algorithm while a 10-fold cross-validation test is applied to it is shown in Figure 32.

Figure 33 illustrates the ROC of bi-directional LSTM using a 10-fold cross-validation testing technique.

Comparison

The proposed model is compared with the latest state-of-the-art models based on the independent set test. The results of the proposed model are very good in comparison to the state-of-the-art work as shown in Table 6. The results are further discussed in detail in the discussion section.

Discussion

This work proposed a framework based on three DL models such as LSTM, GRU, and bi-directional LSTM. The proposed framework is a robust in-silico technique for the identification of mutations in sarcoma cancer. This proposed framework is a computationally intelligent predictor in comparison to the state of the artwork. Mutation information and normal gene sequences are obtained through web scraping code written in python. Then mutated sequences are generated by incorporating the mutation information into normal gene sequences and thus a benchmark dataset acquisition framework is developed. Then a feature extraction framework is developed to extract useful features to help the proposed DL framework in learning the hidden patterns in the data and to yield better results. Statistical moments, PRIM, RPRIM, FV, AAPIV, and RAAPIV are calculated to form feature vectors. The performance of LSTM, GRU, and bi-directional LSTM is shown in Tables 3, 4, and 5. GRU performed the best performance among LSTM, GRU, and bi-directional LSTM.

Three test methods such as self-consistency test, independent set test, and 10-fold cross-validation test are used to validate the performance of proposed DL techniques. 100% data is used in both training and testing in self-consistency tests to know about the training accuracy of the model. 80% data is used for training and 20% data is used for testing in independent set test. Unseen data is provided as testing to independent set test. The dataset is divided into 10 folds and the model is applied as leave one out approach and the average accuracy is obtained in 10-fold cross-validation test.

Thus, the suitability of the proposed model is discussed based on its performance. The proposed framework helps to identify mutations in sarcoma cancer efficiently and accurately. It is clear from the results that the proposed framework is a potent computational identifier for the rapid and cost-effective detection of mutations in sarcoma cancer.

The results and comparison of LSTM, GRU, and Bi-directional LSTM are presented in Tables 3, 4, and 5, respectively. Numerous evaluation metrics are tabulated such as sensitivity, specificity, MCC, accuracy, and loss for the self-consistency test, independent set test, and 10-fold cross-validation test. The proposed algorithms yield prolific results. The accuracy on average is almost 99%. The performance of LSTM,
GRU, and Bi-directional LSTM is almost similar in self-consistency test. The performance of GRU is high according to the independent set test and 10-fold cross-validation test. The loss of the proposed models is very low and almost negligible as shown in Figures 22, 25, and 28 respectively. It is also clear from the ROC curves that the proposed models performed very well as shown in Figures 12, 15, 18, 19, 20, 23, 26, 29, 31, 32, and 33 respectively.

The limitations of the proposed model are that it is trained and tested only on sarcoma cancer to identify mutations pertinent to sarcoma. In the future, this work will be extended to identify other types of diseases while exploring more computational models like ensemble and DL models.

**Table 5. Results of 10-fold cross-validation.**

|        | LSTM   | GRU   | Bidirectional LSTM |
|--------|--------|-------|--------------------|
| AUC    | 1.00   | 1.00  | 1.00               |
| Sn     | 100%   | 100%  | 90%                |
| Sp     | 99%    | 99%   | 50%                |
| MCC    | 0.99   | 0.99  | 0.92               |
| Acc    | 99%    | 99%   | 96%                |
| Loss   | 0.0083 | 0.0079| 0.0088             |

LSTM: long and short-term memory; GRU: gated recurrent unit; AUC: Area Under the Curve.

**Conclusion**

Sarcoma is a cancer of bones and soft tissues. It is mostly present in the arms and legs of humans. The proposed work shows the best possible results for the early detection of sarcoma cancer using RNN DL algorithms. There are three DL algorithms LSTM, GRU, and bi-directional LSTM used for the identification of a mutation in sarcoma cancer. All the algorithms give an average accuracy of 99.8% with an AUC value of 1.00. These are the best results for the identification of sarcoma cancer till date.

The Accuracy, AUC, Loss, Sensitivity, Specificity, and Mathew’s correlation coefficient of the independent set test, self-consistency test and 10-fold cross-validation test were calculated and shown in Tables 3, 4, and 5. These
are the best approaches for detecting sarcoma cancer at its early stages till date.

In future, this work will be extended to identify other types of diseases and an ensemble DL model will also be proposed.
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