Electric–magnetic asymmetry of the $A^2$ condensate and the phases of Yang-Mills theory
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We study the finite-temperature behavior of the $A^2$ condensate in the Landau gauge of SU(2) Yang–Mills theory on the lattice in a wide range of temperatures. The asymmetry between the electric (temporal) and magnetic (spatial) components of this unconventional dimension–2 condensate is a convenient ultraviolet-finite quantity which possesses, as we demonstrate, unexpected properties. The low-temperature behavior of the condensate asymmetry suggests that the mass of the lowest thermal excitation in the condensate is unexpectedly low, about 200 MeV, which is much smaller than the glueball mass. The asymmetry is peaking at the phase transition, becoming a monotonically decreasing function in the deconfinement phase. A symmetric point is reached in the deconfinement phase at a temperature approximately equal twice the critical temperature. The behavior of the electric-magnetic asymmetry of the condensate separates the phase diagram of Yang-Mills theory into three regions. We suggest that these regions are associated with the condensed, liquid and gaseous states of the confining gluonic objects, the Abelian monopoles.
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I. INTRODUCTION

In a specific theoretical frame, non-perturbative features of QCD are reflected by the existence of various non-vanishing local condensates. The most famous vacuum condensates are the dimension–4 gluon condensate, $\langle \alpha_s(G^{a\mu\nu})^2 \rangle$, and the dimension–3 quark condensate, $\langle \bar{\psi}\psi \rangle$. The former characterizes the non-perturbative dynamics of strongly interacting gluon fields while the latter – in the formal limit of vanishing quark masses – is an order parameter corresponding to the spontaneous breaking of chiral symmetry. The local condensates enter the QCD sum rules as non-perturbative power corrections having great significance for QCD phenomenology [1].

The dimension–2 condensates represent somewhat unconventional vacuum condensates. Indeed, it is impossible to construct dimension–2 operator in QCD in a gauge-invariant and local manner, simultaneously. One has to abandon either the condition of locality or the requirement of gauge-invariance. Nonlocal but gauge invariant operators are useless from the point of view of the operator product expansion: one cannot relate a nonlocal operator to a Wilson coefficient corresponding to a power correction using the dimensionality counting rule. On the other hand, the local but gauge-dependent operators seem to be useless because, as one might think naively, these operators cannot contribute to physical observables. However, this conclusion seems to be not compelling as it was pointed out in Ref. [2, 3].

The simplest dimension-2 operator in SU($N_c$) gauge theory is [4]:

$$ A^2(x) = \sum_{a=1}^{N_c^2-1} \sum_{\mu=1}^{4} A^\mu_a(x) A^\mu_a(x). \quad (1) $$

This operator is not gauge invariant. Therefore its expectation value can be understood in a two-fold way: one can either average the operator over all possible gauge transformations or one can evaluate the operator at a particular point of a gauge orbit. The former choice leads to the unwanted non-locality while the latter is a suitable option in particular gauges. The Landau gauge is defined as the result of minimization of the bulk averaged $A^2$–operator with respect to gauge transformations. Thus, the extremum of the dimension–2 operator gets a special meaning since $A^2(x)$ is a local operator in the Landau gauge.

The dimension–2 condensate enters the ultraviolet asymptotics of the gluon propagator in the Landau gauge as a non-perturbative power-like $1/p^2$ correction. Moreover, this condensate emerges also in QCD in the quark propagator and in various vertices in the Landau gauge [2]. It is worthwhile to remember that for a long time it was assumed that due to asymptotic freedom the whole physics at short distances must be described by exclusively perturbative physics. The appearance of the dimension–2 operator in the ultraviolet regime is a signature of mixing of non-perturbative and perturbative features of QCD: non-perturbative effects are emerging at very short distances.

Besides the purely theoretical issue of mixing ultraviolet and infrared physics, the appearance of the dimension–2 condensate plays a distinguished rôle in QCD phenomenology because it is associated with non-standard power corrections [2, 3, 6]. This motivates the wide interest in the subject, such that the $A^2$-condensate was intensively studied both numerically and analytically. Numerical simulations of lattice SU(3) Yang–Mills theory at zero temperature indicate that the $A^2$ conden-
sate is, in fact, a large quantity \[ \langle g^2 A^2 \rangle = [1.64(15) \text{ GeV}]^2. \] (2)

The energy scale of the dimension–2 condensate \( \langle g^2 A^2 \rangle \) is of the order of the glueball mass \[ m_{\text{glueball}} = 3.52(12) \sqrt{\sigma(T = 0)} = 1.55(5) \text{ GeV}, \]

if one takes the phenomenologically accepted value \( \sigma(T = 0) = [440 \text{ MeV}]^2 \) for the string tension at zero temperature. The coincidence does not look accidental. Of course, the appearance of the dimension–2 condensate and the mass gap generation in the non-Abelian gauge theory are both of non-perturbative nature.

Another non-perturbative phenomenon in non-Abelian gauge theory is the confinement of color which is often linked with the mass gap generation but the relevant scale is \( A_{\text{QCD}} \sim 200 \text{ MeV} \). A relation between the dimension–2 condensate and color confinement may also be existent although the very reason is not clear at present. A good playground to study the interrelations between the different mentioned non-perturbative features would be a suitably chosen effective (toy) model. The confinement of electric charges and the mass gap generation is understood, for example, in the framework of an Abelian gauge model with a compact gauge field, which can be considered as a certain limit of the \( SO(3) \) Yang–Mills-Higgs model (often called Georgi-Glashow model). The compactness of the gauge field is related to presence of non-perturbative objects, magnetic monopoles, the dynamics of which leads both to confinement and to mass gap generation.

The four-dimensional version of the compact Abelian gauge model (sometimes called “compact electrodynamics” or \( \text{U}(1) \) gauge theory) contains two phases – the confinement phase and the deconfinement phase – separated by a phase transition. At zero temperature this model is especially interesting since the phases of the model are characterized by a single parameter, the gauge coupling \( g \). The confinement phase is located at strong coupling, \( g > g_c \sim 1 \), while the deconfinement regime is associated with weak coupling. The confinement phenomenon comes along with the mass gap generation while in the deconfinement phase the mass gap shrinks to zero. Both mass gap and charge confinement have the same, well understood roots in the condensation of the Abelian monopoles (for a review see Refs. \[ 12, 13 \]). The natural question to ask is “does an \( A^2 \)-condensate appear in the compact Abelian model?” If the answer is positive, what can we say about a possible relation between confinement/mass gap generation and the emergence of the \( A^2 \) condensate? These questions were addressed in Ref. \[ 2 \], where it was found that the non-perturbative part of the \( A^2 \) condensate in the Landau gauge is a very good order parameter for the confinement-deconfinement phase transition: this dimension–2 condensate is non-vanishing in the confinement phase and vanishes in the deconfinement phase. In the compact Abelian model the link between all three phenomena – confinement, mass gap generation and emergence of the dimension–2 condensate is obvious: the primary reason of all these phenomena is monopole condensation.

Coming back to the Yang–Mills theory, one finds an essential difference between this theory and the just discussed Abelian model: the transition in the pure Yang–Mills theory is driven by thermal fluctuations and, therefore, it happens at finite temperature. On the contrary, in the mentioned simulations of the compact Abelian gauge theory the transition is purely quantum, and thermal fluctuations are not involved. In finite temperature Yang–Mills theory (and in QCD as well), instead of having one dimension–2 condensate \( \langle g^2 A^2 \rangle \) one needs to define two types of it, corresponding to time-like (“electric”) and to space-like (“magnetic”) gauge bosons, separately. In the four-dimensional Euclidean space-time corresponding to the imaginary-time formulation of the theory at \( T \neq 0 \), one defines the electric and magnetic contributions, respectively:

\[
A_E^2 = \frac{1}{N_c} \text{Tr} A_4(x) A_4(x),
\]

\[
A_M^2 = \frac{1}{N_c} \text{Tr} \sum_{i=1}^{3} A_i(x) A_i(x),
\]

such that the full dimension–2 condensate at nonzero temperature is the sum of both,

\[
\langle g^2 A^2 \rangle = \langle g^2 A_E^2 \rangle + \langle g^2 A_M^2 \rangle.
\]

In Eq. \[ 4 \] we have not yet divided the magnetic contribution by the number of spatial dimensions. This would make \( \langle g^2 A_E^2 \rangle \) and \( \langle g^2 A_M^2 \rangle \) the dimension–2 condensate per one Lorentz component (or per three Lorentz components) of the electric (magnetic) gluons in the Landau gauge. We refine the conclusion of Ref. \[ 14 \] that the \( A^2 \) condensate observed at zero temperature is consistent with a vanishing condensate in the deconfinement phase. In fact, the condensate at finite temperature is characterized by the electric and magnetic components which, as we show, are quite nontrivial. To our knowledge, the eventual difference between the two simplest dimension–2 condensates was not considered so far. In this paper we fill this gap.

Before proceeding further one should comment about the ultraviolet divergences of the dimension–2 condensate. In compact electrodynamics \[ 2 \] at vanishing temperature the condensate contains perturbative and non-perturbative parts, respectively,

\[
\langle g^2 A^2 \rangle = \langle g^2 A_E^2 \rangle_{\text{pert}} + \langle g^2 A_M^2 \rangle_{\text{NP}}.
\]

The perturbative part is quadratically divergent whereas the non-perturbative part is finite. The first one can be calculated trivially in non-compact QED, the free theory of photons. It is the non-perturbative part which serves as the order parameter of the non-thermal phase transition in compact electrodynamics.
In QCD the situation is similar but not so simple \[2, 13, 16\]. A linear decomposition (6) works as well up to renormalization-related logarithmic corrections. Then in Eq. (6) \((g^2 A^2)_{\text{pert}} \propto \Lambda_{\text{UV}}^2 (\text{and } (g^2 A^2)_{\text{NP}} \propto \Lambda_{\text{QCD}}^2)\), where \(\Lambda_{\text{QCD}}\) defines a typical QCD energy scale – supplemented with a large prefactor according to Eq. (2) – while \(\Lambda_{\text{UV}} \propto 1/a\) is an ultraviolet cutoff, which in the case of lattice calculations is inversely proportional to the lattice spacing \(a\). The calculation of the non-perturbative part of the condensate requires a renormalization which was implemented, for example, in Ref. \[7\].

At finite temperature the decomposition (6) should hold as well. It is well known that the finite-temperature corrections to physical observables do not contain ultraviolet divergences. However, the temperature corrections can be both of perturbative and non-perturbative nature such that they can affect both the perturbative and non-perturbative parts of the decomposition (6). In our numerical analysis we do not discriminate between perturbative and non-perturbative parts. Of course, we distinguish between corrections received by the spatial (magnetic) and temporal (electric) gluons. On general grounds we write the decomposition per Lorentz component in the form

\[
\langle g^2 A^2 \rangle_E = \frac{1}{4} \langle g^2 A^2 \rangle_0 + \langle g^2 A^2 \rangle_T, \quad (7)
\]

\[
\langle g^2 A^2 \rangle_M = \frac{3}{4} \langle g^2 A^2 \rangle_0 + \langle g^2 A^2 \rangle_T, \quad (8)
\]

where \(\langle g^2 A^2 \rangle_0\) is the dimension–2 condensate at zero temperature while \(\langle g^2 A^2 \rangle_T\) is the finite-temperature correction to the electric (magnetic) dimension–2 condensate. These thermal corrections are ultraviolet-finite at finite \(T\) and are vanishing at \(T = 0\). It is the zero-temperature condensate \(\langle g^2 A^2 \rangle_0\) that contains a piece which is quadratically divergent in the ultraviolet. In the limit of zero temperature magnetic and electric components are equal and expressed naturally via the zero-temperature condensate. In this limit the sum rule (6) is also naturally restored.

We suggest to concentrate on the thermal corrections to the condensates, \(\langle g^2 A^2 \rangle_T\) and \(\langle g^2 A^2 \rangle_M\), as probes of the thermal activity of the electric and magnetic components, respectively, of the gluonic medium. In this paper we compute the electric-magnetic asymmetry of the dimension–2 condensate

\[
\Delta_A^2(T) = \langle g^2 A^2 \rangle_E - \frac{1}{3} \langle g^2 A^2 \rangle_M = \langle g^2 A^2 \rangle_T - \frac{1}{3} \langle g^2 A^2 \rangle_M(T)
\]

\[
= \langle g^2 A^2 \rangle_T - \frac{1}{3} \sum_{i=1}^{3} \langle g^2 A^2 \rangle_i(T). \quad (9)
\]

The asymmetry (9) plays a special role since the quadratically divergent zero-temperature components of both electric and magnetic condensates cancel out. Thus the asymmetry (9) is a finite-valued quantity in the ultraviolet regime.

We have calculated the asymmetry (9) using numerical simulations of Yang–Mills lattice gauge theory in the Landau gauge. Obviously, at zero temperature (symmetric lattice) all Lorentz components of the gauge field \(A_{\mu}\) contribute equally to the \(A^2\) condensate because of the approximate \(O(4)\) rotational symmetry (actually \(H(4)\) hypercubic symmetry) satisfied by the Euclidean lattice. At finite temperature this rotational symmetry is broken down to (approximate) \(O(3)\) spatial symmetry. Space and time coordinates are no more equivalent since, in the imaginary time formalism used to study the field in a thermodynamic equilibrium state, a finite temperature \(T\) is implemented via compactification of the (imaginary) time direction to a circle of length \(L_t = 1/T\), while the other (spatial) directions \(L_s\) are still infinite, or at least \(L_s \gg L_t\). Thus, the fluctuations of the temporal (electric) \(A_t\) and spatial (magnetic) \(A_i\) \((i = 1, 2, 3)\) components of the gluon fields must be different in general.

The structure of this article is as follows. In the following Sect. II we describe the theoretical expectations. In Sect. III we report our lattice simulations for \(SU(2)\) pure gauge theory. Sect. IV contains a discussion relating our findings to monopoles and confinement. We draw conclusions and define further routes in Sect. V.

II. THEORETICAL EXPECTATIONS

The low- and high-temperature asymptotics of the electric-magnetic asymmetry of the dimension–2 condensate \(\Delta_A^2\) can be guessed from general arguments:

\[
\Delta_A^2(T) \propto \begin{cases} e^{-m_{gl}} & T \ll T_c, \\ \frac{1}{T^2} & T \gg T_c. \end{cases} \quad (10)
\]

It is tempting to equate the mass parameter \(m_{gl}\) with the mass of the lowest glueball:

\[
m_{gl} = m_{O^{++}}, \quad \text{[naive expectation]}. \quad (11)
\]

In Eq. (11) a polynomial prefactor at low temperatures and possible logarithmic corrections at high temperatures are omitted. The high temperature asymptotics in Eq. (11) is determined for dimensional arguments. In the result of lattice simulations we will show that the dimensional argument is correct, as expected.

Common wisdom says that the low-temperature asymptotics of any thermodynamic system is determined by properties of the lowest excitation. The lowest excitation in the \(SU(N_c)\) gauge theory is a glueball, which has a non-zero mass due to the phenomenon of the mass gap generation. According to Ref. \[3\], in the \(SU(3)\) gauge theory

\[
m_{O^{++}} = 3.52(12) \sqrt{\sigma(T = 0)}. \tag{12}
\]
According to the Bielefeld group, Refs. 17, 18 the finite temperature phase transition in pure $SU(3)$ gluodynamics happens at

$$T_c = 0.629(3) \sqrt{\sigma(T = 0)}$$

such that

$$m_{O^+} \approx 5.6 T_c.$$  

Given that $m_{O^+} \gg T_c$ the low-temperature asymptotics should hold true not only at $T \ll T_c$, but also at temperatures close to the phase transition temperature. As we will see below, in Yang-Mills theory the exponential form of the low-temperature asymptotics is correct while, unexpectedly, the “natural” identification of mass scale 14 turns out to be wrong. Moreover, the low-temperature asymptotics 10 of the asymmetry turns out to be also incorrect in certain simple models indicating that the exponential low-temperature asymptotics 103 is not valid in a general case.

We begin the discussion of the asymmetry in the simplest case of free photodynamics and then for the Abelian Higgs model. After that we turn to the case of Yang-Mills theory.

### A. Example of photodynamics

Photodynamics is the theory of the free Abelian gauge field. Since the theory does not contain any dimensional scale and is not able to generate a scale by itself like QCD, the electric–magnetic asymmetry of the $A^2$ condensate – which is the dimension-2 quantity $\Delta_{A^2}$ – must be proportional to $T^2$ for dimensional reasons.

Since the Lagrangian of photodynamics is quadratic,

$$\mathcal{L}_{\text{phot}} = \frac{1}{4} F^2_{\mu\nu}, \quad F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu,$$

it is easy to calculate the photon correlation function (propagator) in momentum space

$$(\tilde{A}_\mu(p)\tilde{A}_\nu(-p)) = D_{\mu\nu}(p),$$

where $p = (p^\mu, p_4)$ is the 4-momentum, while the relation between the photon fields in coordinate and momentum spaces is given by Fourier transformation. At zero temperature the relation is

$$A_\mu(x) = \int \frac{d^4 p}{(2\pi)^4} e^{i(p,x)} \tilde{A}_\mu(p),$$

while at finite temperature it is given by the formula

$$A_\mu(x) = \int \frac{d^3 p}{(2\pi)^3} T \sum_n e^{i(p,x) + i\omega_n x_4} \tilde{A}_\mu(p, \omega_n),$$

where

$$\omega_n = 2\pi n T.$$  

are the Matsubara frequencies.

Due to absence of interactions the form of (zero temperature) photon propagator

$$D_{\mu\nu}(p) = D(p^2) \left( \delta_{\mu\nu} - \frac{p_\mu p_\nu}{p^2} \right),$$

is also valid at finite temperature. The propagator 17 is parameterized by a single propagator function (here $p^2 = p^2 + p_4^2$):

$$D(p^2) = D_{\text{photo}}(p^2) = \frac{1}{p^2}. $$

The asymmetry of the dimension-2 condensate in photodynamics is calculated in Appendix A

$$\Delta_{A^2}^{\text{free}}(T) = \frac{1}{3\pi^2} \int_0^\infty dp p^2 f_T(p) \left\{ \frac{1}{2p} - \frac{1}{T} \left[ 1 + f_T(p) \right] \right\}$$

$$= -\frac{T^2}{12}.  \tag{19}$$

As the definition of the asymmetry we took Eq. (9) with one-component gauge field, $N_g = 1$. We have also omitted the overall coefficient, electric charge squared, $g^2 = e^2$, in the definition (9) in order to simplify the expressions below. This coefficient can easily be restored: it should enter all the analytic results of this Section for the asymmetry as just the proportionality coefficient. The proportionality of the asymmetry to the squared temperature in Eq. (19) is quite obvious due to dimensionality reasons. The fact that the asymmetry (10) is negative tells us that in the absence of the interactions the fluctuations of the magnetic (spatial) photons are dominating the fluctuations of the electric (temporal) photons.

### B. Example of Abelian Higgs model

Now we turn to a more complicated case, adding a charged scalar field to photodynamics. This system is described by the Abelian Higgs model with the Lagrangian

$$\mathcal{L}_{\text{AHM}} = \frac{1}{4} F_{\mu\nu}^2 + |(\partial_\mu + ieA_\mu)\phi|^2 + \lambda(|\phi|^2 - \eta^2)^2, \tag{20}$$

and controlled by the gauge coupling $e$ and the quartic coupling $\lambda$. The overall dimensional scale is fixed by the position $\eta$ of the minimum of the potential for the Higgs field $\phi$.

In the Higgs phase the photon has a mass $m = e\eta$ due to spontaneous symmetry breaking caused by the condensation of the scalar Higgs field. At zero temperature the photon propagator is described by Eq. (17) with the single propagator function

$$D(p) = D_{\text{AHM}}(p) = \frac{1}{p^2 + m^2}. \tag{21}$$

In the case of the London limit, $\lambda \to \infty$, with the Higgs field being infinitely massive, the latter is not thermally
excited if the system is subject to finite temperatures. As the result, the Higgs loops do not contribute to the photon polarization tensor. The difference between spatially longitudinal and spatially transverse photons is absent in this case as they share the same propagator function \[\text{(21)}.\]

Then the Lorentz structure at finite temperature of the gauge propagator stays the same as in Eq. \[\text{(17)}.\]

The asymmetry for the London limit is calculated in Appendix \[\text{B}].\]

\[
\Delta^{\text{AHM}}_{A^2}(T, m) = \frac{4}{3m^2} \left[ \varepsilon(T, m) - \varepsilon(T, m = 0) \right] - \frac{1}{3} \Sigma(T, m), \tag{22}
\]

where

\[
\varepsilon(T, m) = \int \frac{d^3p}{(2\pi)^3} \frac{1}{\sqrt{p^2 + m^2}} f_T(\sqrt{p^2 + m^2}) \tag{23}
\]

and

\[
\Sigma(T, m) = \int \frac{d^3p}{(2\pi)^3} \frac{1}{\sqrt{p^2 + m^2}} f_T(\sqrt{p^2 + m^2}). \tag{24}
\]

In Figure 1 we show the asymmetry \[\text{(22)}\] divided by the temperature squared, \(T^2\), as a function of the temperature \(T\) expressed in units of the gauge boson mass \(m\).

The comparison of Eq. \[\text{(24)}\] with Eq. \[\text{(19)}\] shows that the \(A^2\)-asymmetry is an analytic function of the photon mass at \(m = 0\):

\[
\lim_{m \to 0} \Delta^{\text{AHM}}_{A^2}(T, m) = \Delta^{\text{AHM}}_{A^2}(T, 0) \equiv \Delta^{\text{photo}}_{A^2}(T). \tag{26}
\]

This result is, in fact, not guaranteed from the beginning – as we describe this in the Appendices – since the exactly massless case involves the calculation of a residue at the double pole while the massive theory has always two isolated single poles in the asymmetry.

Equation \[\text{(25)}\] corresponds, in fact, to the leading term in the asymmetry in the high temperature limit, \(T \gg m\). Supplementing this result with the low-temperature expansion we get the leading terms in high- and low-temperature limits, respectively:

\[
\Delta^{\text{AHM}}_{A^2}(T, m) = -\frac{T^2}{12} + \ldots \quad (T \gg m), \tag{27}
\]

\[
\Delta^{\text{AHM}}_{A^2}(T, m) = -\frac{2\pi^2}{45} \frac{T^4}{m^2} + \ldots \quad (T \ll m), \tag{28}
\]

where the ellipsis denote subleading contributions.

As we have expected the difference between the electric and magnetic components of the condensate in the Abelian Higgs model (AHM) is vanishing in the zero temperature limit according to Eq. \[\text{(28)}\]. What comes unexpected is that at low temperatures the asymmetry is suppressed polynomially (by the fourth power of the temperature, \(T^4\)) and not exponentially as one would have expected from general arguments presented in the beginning of this Section. Indeed, the Abelian Higgs model is a theory with a finite mass gap, and therefore one could expect that thermodynamical contributions to any quantity would be suppressed exponentially in the low temperature limit by a factor \(\exp\{-m/T\}\). Our analytical calculation shows this is not the case.

Technically, the unusual polynomial behavior \[\Delta^{\text{AHM}}_{A^2}(T, m) \propto T^4\] of the asymmetry at low temperatures is due to the massless, \(m = 0\), term in Eq. \[\text{(22)}\]. This term corresponds to a massless longitudinal degree of freedom while all other terms are massive such that they are suppressed exponentially as \(T \ll m\). The appearance of this term can be traced in the integrand \[\text{(22)}\] of the integral representation of the asymmetry \[\text{(A1)}\] as this integrand contains a massless pole. The massless pole, in turn, appears due to the fact that the propagator of the gauge boson \[\text{(17)}\] contains a \(1/p^2\) term which does not give any contribution in explicitly transverse gauge-invariant expressions such as, for example, the correlator of two field strength tensors. However, the \(A^2\)-propagator does incorporate an infrared \(1/p^2\) term, which gives rise to a polynomial behavior unless the propagator function \(D(p)\) is vanishing in the infrared. Both in photodynamics and in the Abelian Higgs model the photon propagator is either divergent or finite in the infrared limit such that the zero temperature limit of the asymmetry is not exponentially suppressed contrary to our naive expectation \[\text{(10)}\].

\[\text{FIG. 1: (Color online) The normalized electric-magnetic asymmetry of the } A^2 \text{ condensate, } \Delta^{A^2}(T, m)/T^2, \text{ as a function of the normalized temperature, } T/m, \text{ in the Abelian Higgs model. The horizontal dashed line in the plot shows the high-temperature limit } \text{(27), for } T \gg m, \text{ which recovers the case of photodynamics. The inset illustrates the low-temperature behavior of the condensate asymmetry } \text{(28).}\]
C. Distinguishing longitudinal and transverse photons

Contrary to the considered examples, at finite temperature the gluon propagator in the Landau gauge is in general parameterized by two propagator functions. These are the transverse (or, “magnetic”) propagator $D_T$ and the longitudinal (or, “electric”) propagator $D_L$. In momentum space,

$$D_{\mu\nu}^{\mu\nu}(p, p_4) = g_{\mu\nu} \left[ P_{\mu\nu}^T D_T(p, p_4) + P_{\mu\nu}^L D_L(p, p_4) \right].$$

(29)

Here $P_{\mu\nu}^T$ and $P_{\mu\nu}^L$ are, respectively, projectors onto spatially transverse and spatially longitudinal directions \(19\), with

$$P_{\mu\nu}^T = (1 - \delta_{\mu\nu}) \left( 1 - \frac{p_\mu p_\nu}{p^2} \right),$$

(30)

satisfying the relation

$$P_{\mu\nu}^T + P_{\mu\nu}^L = P_{\mu\nu}, \quad P_{\mu\nu} = \delta_{\mu\nu} - \frac{p_\mu p_\nu}{p^2},$$

(31)

where $P_{\mu\nu}$ is the standard $O(4)$–symmetric projector corresponding to the zero temperature case with

$$p^2 = p_\mu p^\mu_p.$$

At finite temperature the propagators $D_T$ and $D_L$ are, in general, different from each other. The difference between spatially longitudinal and spatially transverse functions arises due to interactions among the fields while the free gauge theory has these functions equal: $D_{\mu\nu}^{free} = D_{\mu\nu}^{free}$. The interactions which lead to the difference between the propagators $D_T$ and $D_L$ may be perturbative, as, for example, in quantum electrodynamics [19], or these interactions can be of purely nonperturbative origin, as, for example, in an Abelian gauge theory which contains only a compact gauge field [20]. The compact Abelian gauge theory possesses nonperturbative topological defects, monopoles, which affect drastically the propagator properties in the confining phase of the theory.

In $SU(2)$ Yang–Mills theory the propagators $D_T$ and $D_L$ were investigated using both numerical simulations on the lattice [21] and analytical calculations in the continuum [22, 23, 24, 25]. In the limit of vanishingly low temperatures the thermodynamics of Yang-Mills theory imposes a certain constraint on the infrared critical exponents which characterize the infrared behavior of the correlators [20].

From Eq. (29) one can derive the electric–magnetic asymmetry of the $A_4^2$ condensate in terms of the two propagators:

$$\Delta_{A_4^2}(T) = \frac{N_c^2 - 1}{24 \pi^2} T \left[ \int d^3p \sum_n \left( \frac{3p^2 - \omega^2}{p^2 + \omega^2_n^2} D_L(p, \omega_n) \right. \right.$$

$$\left. - 2D_T(p, \omega_n) \right]$$

(32)

This expression should be ultraviolet finite up to a logarithmic renormalization.

III. NUMERICAL RESULTS IN $SU(2)$ YANG-MILLS THEORY

In the following we report measurements of the electric–magnetic asymmetry of the $A_4^2$ condensate that were performed in $SU(2)$ gluodynamics simulations. The configurations have been created by means of a heatbath Monte Carlo code. The minimal Landau gauge has been enforced for every 30-th configuration before measuring the $A_4^2$. For the gauge fixing we have used the Simulated Annealing algorithm [27]. An interval of the gauge temperature ranging from $T_{max} = 1.0$ to $T_{min} = 1.0 \cdot 10^{-5}$ has been traversed within 3000 sweeps with linearly decreasing gauge temperature. This “gauge cooling” was followed by obligatory overrelaxation until the required transversality was reached. The stopping criterion was $\max_\tau \max_\omega |(\partial_\mu A_\mu^\tau(x))| < 10^{-9}$.

We have evaluated the electric–magnetic asymmetry on lattices $16^3 \times 4, 24^3 \times 6$ and $32^3 \times 8$. In the interval $\beta \in [2.20, 2.95]$ we have selected a grid containing 51, 36 and 24 $\beta$-values, respectively. In this way, an interval of physical temperatures $T \in [0.4T_c, 6.1T_c]$ is covered. In the restricted range $T \in [0.4T_c, 2.5T_c]$, systems at nearly equal temperatures are realized by lattices with different lattice spacings. Close to the deconfining transition, the $3D$ volumes are equal to each other with an aspect ratio of $N_s : N_t = 4 : 1$. The simultaneous evaluation of the asymmetry provides us with a valuable assessment of potentially dangerous finite cutoff effects. This does not seem to be a problem at all. As we will see later, data from different lattice sizes are smooth and can be fitted simultaneously as functions of the physical temperature.

The number of configurations at each combination of lattice size and $\beta$-value was adjusted in such a way to give reasonable statistical error bars (typically, the errors are of the order of a few percent near the phase transition temperature). Close to the transition we needed about 1500 configurations per $\beta$ value at the smallest lattice, and we found about 50 configuration per value of $\beta$ sufficient at the largest lattice far from the transition.

All our production measurements have been done with one Gribov copy only. We stress that the Simulated Annealing algorithm already shifts the outcome of a single gauge fixing closer to the (unknown) absolute maximum of the gauge functional than several repetitions of pure overrelaxation could do. We have actually checked the Gribov copy dependence at our middle-sized lattice, $24^3 \times 6$ for a representative set of four temperatures corresponding to the confinement region ($\beta = 2.30$, $T \approx 0.65 T_c$), to the deconfinement region ($\beta = 2.7$, $T \approx 2.4 T_c$) and to two temperatures close to the phase transition, on the confinement ($\beta = 2.40$, $T \approx 0.9 T_c$) and on the deconfinement ($\beta = 2.50$, $T \approx 1.25 T_c$) sides. We took the first ten Gribov copies, $N_G = 1 \ldots 10$, by repeating the Simulated Annealing gauge fixing. To form the ensemble collecting the best gauge copies for each Monte Carlo configuration after $N_G$ repetitions of Simulated Annealing we sampled the “currently best” copy
among the preceding \( N_G \) gauge-fixing trials. We found that – within our statistical errors – the plateau value (for the ensembles with \( N_G \rightarrow \infty \)) of the electric-magnetic asymmetry is already reached in the ensemble of gauge-fixed copies corresponding to \( N_G \geq 4 \) trials. In the deconfinement phase the copy dependence is negligible since the systematical uncertainty due to the Gribov copy dependence is much smaller than the statistical errors of our calculations. In the confinement region the uncertainty – calculated as the relative deviation of the measured value of the electric-magnetic asymmetry after \( N_G \) trials from the \( N_G \rightarrow \infty \) plateau value – is about 2% while in the close neighborhood of the phase transition the systematic correction to the electric-magnetic asymmetry due to Gribov copy dependence may reach 10%. The asymmetry is slightly rising with the number of gauge copies being under inspection. However, all characteristic features of the asymmetry discussed in this article are unaffected by this Gribov copy dependence.

The vector potential is extracted from the links as

\[
g A^0_\mu(x + \mathbf{\hat{\mu}}/2) = \text{Tr} \left[ \tau_0 \left( U_{x,\mu} - U_{x,\mu}^* \right) / (2i a) \right] . \quad (33)
\]

We express all dimensional quantities in units of the critical temperature. According to Ref. 28, the phase transition – which is of the second order in pure \( SU(2) \) gauge theory – happens at the critical temperature

\[
T_c = 0.694(18) \sqrt{\sigma(T = 0)} = 305(8) \text{MeV} . \quad (34)
\]

The electric-magnetic asymmetry of the \( A^2 \)-condensate is shown in Figure 2. One can observe a

![FIG. 2: (Color online) The electric-magnetic asymmetry of the \( A^2 \)-condensate for \( SU(2) \) gauge theory normalized by the critical temperature squared as function of \( T/T_c \). The high-temperature fit with the best fit parameters is shown by the solid line. The horizontal dashed line corresponds to \( \Delta A^2 = 0 \) while the vertical dashed line marks the critical temperature. The symmetric point is explicitly indicated.](image)

very good scaling: the results obtained at various lattice sizes describe the same curve when plotted in physical units. This fact indicates that the lattice ultraviolet artifacts are negligible in our numerical setup.

Before going into details we notice immediately two distinct features of the temperature dependence of the \( A^2 \) condensate asymmetry:

- The maximum is taken at \( T = T_{\text{max}} \approx T_c \). We observe a sharp maximum of \( \Delta A^2 \), signaling that the asymmetry of the gluonic medium is peaked around the phase transition.

- There is a symmetric point, \( T = T_0 \approx 2T_c \), where the asymmetry vanishes. This point is realized in the deconfinement phase sufficiently far from the phase transition at a temperature approximately equal twice the critical temperature.

The mentioned points divide the phase diagram into three separate regions:

- Region 1: The confinement phase, \( T < T_c \). The asymmetry is a positive monotonic function of temperature in the confinement region.

- Region 2: The deconfinement phase at relatively low temperatures, \( T_c < T < T_0 \). Here the asymmetry is still positive valued and monotonically decreasing function of temperature. The asymmetry vanishes at the temperature \( T_0 \), which we estimate below.

- Region 3: The deconfinement phase at high temperatures, \( T > T_0 \). Here the asymmetry is negative valued and monotonically further decreasing as a function of temperature.

As we speculate below in Section 14, these regions are characterized each by a particular dynamics of the Abelian monopoles. These are singular configurations of the gluonic fields responsible for the confinement of color in the low-temperature phase. Region 1 corresponds to the phase, where the monopoles are condensed. At higher temperatures, in Region 2, the monopole condensate melts into a monopole liquid 29, whereas at even higher temperatures, in Region 3, the liquid of the Abelian monopoles is suggested to evaporate into a gaseous state 29. The transition between Region 1 and Region 2 is a true phase transition (turning the monopole condensate into a monopole liquid), whereas the transition between Region 2 and Region 3 (the evaporation of the monopole liquid) is suggested to be a broad crossover.

The interaction with electric charges plays an important rôle in the dynamics of monopoles 30, 31, such that we expect an effect of the changing monopole dynamics on the electric-magnetic asymmetry of the condensate.

The deconfining transition at \( T = T_c \) has a noticeable effect on the asymmetry of the condensate since at this temperature the electric part of the condensate is maximally dominating over the magnetic one. This dominance is rapidly decaying just above \( T_c \). We define the
maximum as
\[ \Delta_{A^2}^{\max} \equiv \max_T \Delta_{A^2}(T) = \Delta_{A^2}(T_{\max}). \] (35)
We estimate the numerical value of the maximum as
\[ \Delta_{A^2}^{\max} = [2.26(4) T_c]^2 \equiv [690(22) \text{ MeV}]^2, \] (36)
and the temperature
\[ T_{\max} = 1.00(3) T_c \equiv 305(12) \text{ MeV}. \] (37)

The symmetric point is realized at a temperature at which the asymmetry of the condensate is vanishing. Our estimate of the symmetric point is
\[ T_0 = 2.21(5) T_c = 675(23) \text{ MeV}, \quad \Delta_{A^2}(T_0) = 0. \] (38)
The change of sign of \( \Delta_{A^2} \) happens in the deconfinement phase at a temperature approximately twice the deconfinement temperature. In order to accurately estimate the position of the symmetric point (38) we performed a specific fit of the asymmetry throughout the deconfinement region.

The high-temperature fit is done with the help of the following fitting function
\[ \Delta_{A^2}^{\text{fit}} = \Delta_{A^2}^{(0)} - f T^2, \quad \text{[at high temperatures]} \] (39)
where \( \Delta_{A^2}^{(0)} \) and \( f \) are two fitting parameters. The form of the fitting function is inspired by the analytical examples provided by the photodynamics (19) and by the Abelian Higgs model (27) in their high temperature limits. Surprisingly, the fit works very well not only at very high temperatures, but it also works down to the temperatures as low as 1.5 \( T_c \). We obtain – with a \( \chi^2_{\text{a.o.f.}} \approx 2 \) – the following best fit parameters:
\[ \Delta_{A^2}^{(0)} = [0.894(14) T_c]^2 = [274(8) \text{ MeV}]^2, \]
\[ f = 0.164(4). \] (40)
The fit is shown in Figure 2 by the solid line. According to the high-temperature limits in photodynamics (19) and in the Abelian Higgs model (27), one could have expected that each color component of the gluon would give the same contribution \( g^2/12 \) to the coefficient \( f \) in Eq. (10). For \( N_g = 3 \) free gluons this coefficient should be equal to \( f = g^2/4 \), indicating that \( g \lesssim 1 \). This result is expected since in the considered temperature regime the theory is still in a strongly non-perturbative regime. One should note that the quadratic fit (39) may mimic some other, nontrivial \( T \) dependence of the asymmetry, the exact form of which is difficult to figure out at our accuracy. The fit is convenient for the estimation of the symmetric point (38) which follows from Eq. (39) and Eq. (40).

In order to emphasize the approach of the electromagnetic asymmetry of the condensate to the asymptotic behavior at high temperatures we present in Figure 3 the asymmetry normalized by the temperature squared.

**FIG. 3:** (Color online) The same as in Figure 2 but for electromagnetic asymmetry of the \( A^2 \)-condensate normalized by the temperature \( T^2 \). The inset zooms in the high-temperature region of the fit. The peaked value at \( T = T_c \), Eq. (10), and the asymptotic value at \( T \rightarrow \infty \), Eq. (40) are indicated by vertical dotted and horizontal dash-dotted lines, respectively.

The low-temperature limit is especially interesting in view of the existence of two different options: although Yang–Mills theory possesses the mass gap, the asymmetry would not necessarily be exponentially suppressed, as suggested in Eq. (10). Indeed, the asymmetry could behave polynomially, according to our calculation (28) in the broken phase of the Abelian Higgs model. In order to figure out the behavior of the asymmetry we have made an interpolating fit, which includes both options:
\[ \Delta_{A^2}^{\text{fit}} = C_T T_c^2 T_c \exp\{-m/T\}, \quad \text{[at low } T\text{].} \] (41)
The polynomial behavior would be realized if \( m = 0 \), while the exponential suppression is in effect with \( m \neq 0 \).

We show the low-temperature asymmetry in Figures 3(a) and (b). In order to visualize the exponential behavior in Figure 3(a) we took the logarithm of the asymmetry normalized by the dimensional factor \( T_c^2 \) and then multiplied the logarithm by \(-T/T_c\). If the behavior of the asymmetry is proportional to the Boltzmann-like exponential function (without the polynomial prefactor) then the data must be linear in the low-temperature region. This is indeed the case in the region close to the phase transition while as temperature gets smaller then the deviation from the linear behavior becomes more visible. Figure 3(b) corresponds to the different normalization factor under the logarithm, \( T^2 \).

First, we performed the fit using all three parameters \( C_T, \nu \) and \( m \). The best fit parameters are presented in Table 4 and the corresponding curve is shown in Figure 4(a) by the dotted line. The fit was performed using all available values of the asymmetry in the low-temperature region, \( T < T_c \). As one can see from the Table, the exponent \( \nu \) is quite close to 2, so that we have fixed \( \nu = 2 \) and performed another fit. The quality of
both fits are characterized by almost the same value of $\chi^2$/d.o.f., also presented in Table I. The fitting curve is shown in Figure 1(a) by the solid line. Despite very good visual coincidence of the numerical data and the fitting curves, the high value of $\chi^2$/d.o.f. $\approx 6$ is due to the fact that the data corresponding to different lattice volume are somewhat scattered with respect to each other in the region close to the phase transition. Since the transition is of second order, we attribute the high value of the $\chi^2$/d.o.f. parameter to finite-volume effects.

### Table I: The best fit parameters $\nu$, $m$ and $C_\Delta$ and the parameter $\chi^2$/d.o.f. describing the electric-magnetic asymmetry by the fitting function (41) in the low-temperature region. The mentioned fitting curves are shown in Fig. 4. We also indicate the masses and the correlation lengths $\chi$ in physical units.

| $\nu$  | $m/T_c$ | $C_\Delta$ | $\chi^2$/d.o.f. | $m$, MeV | $1/m$, fm |
|--------|---------|------------|----------------|----------|-----------|
| 1.82(28) | 0.80(19) | 10.24(1.96) | 6.6 | 244(58) | 0.80(19) |
| 2 [exact] | 0.66(2) | 9.00(32) | 6.2 | 201(8) | 0.98(4) |
| 0 [exact] | 2.04(3) | 32.96(64) | 14. | 622(18) | 0.32(1) |
| 2.97(3) | 0 [exact] | 4.84(32) | 9.6 | 0 [exact] | $\infty$ |

The polynomial prefactor plays an important rôle. If we set $\nu = 0$, the fitting function reduces to a purely exponential behavior. In this case the quality of the fit deteriorates drastically. The best fitting curve is shown in Figure 3(a) by the dotted curve. Similarly, if we set the mass to zero, $m = 0$, and fit the data using only $C_\Delta$ and $\nu$ as free parameters, the quality of the fit gets worse, represented by the dashed line in Figure 3(a). Moreover, according to Table I in this case the polynomial behavior would be - with a good accuracy - proportional to $T^3$ and not to the fourth power as one might have guessed from the example of the massive Abelian vector model [28]. Thus, the most plausible fit is characterized by an exponential suppression with a quadratic prefactor:

$$\Delta_{A^2}^{\text{fit}} = C_\Delta T^2 \exp\{-m/T\}, \quad (42)$$

with

$$C_\Delta = 9.00(32), \quad m = 201(8) \text{ MeV}. \quad (43)$$

The best fit curve corresponding to the quadratic polynomial behavior [12] is also shown in Figure 3(b). We show the specific function of the data, $-(T/T_c)\log \Delta_{A^2}/T^2$. This function must be linear if the data obey the law [12], and this seems to fit the data. However, in order to figure out this fact with confidence one needs to calculate the electric-magnetic asymmetry at lower temperatures (the lowest temperature available to us in our simulation was $T \approx 0.4 T_c$).

There are two important remarks now in order.

- Firstly, our data suggest that the behavior of the electric-magnetic asymmetry at low temperature is not proportional to the fourth power of temperature, as one could guess from the simple case of a massive photon [28]. The behavior is rather exponential [12] with a polynomial prefactor. According to our discussion at the end of Section II B a purely polynomial behavior is guaranteed if the propagator in momentum space tends to a certain non-vanishing limit with vanishing momentum. The propagator in the Abelian Higgs model provides us with a clear example of such a behavior. According to our discussion, in the Abelian Higgs model the very reason of the purely polynomial behavior is the appearance of the “longitudinal” massless pole, $1/p^2$, in the integrand [12] of the integral representation of the asymmetry [A11]. The $1/p^2$ term enters this representation in the combination $D(p^2)/p^2$, and if the propagator, $D(p^2)$, would vanish at low momenta as, for example, $D(p^2) \propto p^2$, then the polynomial behavior of the asymmetry would change to an exponential one.

Thus, the low-temperature behavior of the electric-magnetic asymmetry of the dimension-2 condensate in Yang–Mills theory may shed some light on the low-momentum behavior of the gluon propagator in the momentum space.

Indeed, the integral representation of the $A^2$-condensate in the Abelian Higgs model [A11] is similar to the one in Yang-Mills theory [82], such that the same considerations may apply. The exponential suppression of the condensate at low temperatures may signal that the thermal gluon propagator at low momenta behaves softer than the tree-level propagator. We should admit that we do not have data at low enough temperatures to prove this fact firmly.

- The second interesting observation is that the mass which governs the exponential falloff of the asymmetry at low temperatures is not the glueball mass, as naively expected [11]. According to Eq. (43) this massive parameter is much smaller than the glueball mass [3], namely of the order of $\Lambda_{QCD}$, in other words, of the order of the critical temperature, $T_c$. Eq. (43). Thus, the characteristic length that describes non-perturbative effects related to the $A^2$-condensates may be as large as one fermi. This could explain the fact that the exploration of the low-momentum asymptotics of the gluon propagator requires relatively large lattices [32].

### IV. DISCUSSION: CONFINEMENT AND ASYMMETRY OF CONDENSATE

It is extremely interesting to understand a physical reason behind the observed behavior of the electric-magnetic asymmetry, Figure 2. First of all it is striking that in the confining region the $A^2$ condensate is not electric-magnetic symmetric. Instead, the asymmetry is
positive and is growing with temperature up to its maximum which is realized just at the deconfinement phase transition. We know from the considered example of the Abelian Higgs model that a finite mass gap alone could not result in a positive value of the asymmetry. This suggests that the asymmetry of the dimension-2 condensate ought to be related to the purely confining properties of the system. This observation is in agreement with the original suggestion made in Refs. [13], as well as with numerical results of Ref. [33], in which a relation between the dimension-2 condensates and the confining string was discussed. Thus, one can conclude that color confinement (and its agents) may contribute to the unexpected behavior of asymmetry in the confinement phase.

It is generally accepted that the confinement of color can be explained by the dynamics of either monopole-like gluonic configurations (for a review see Ref. [12]) or by string-like vortex configurations (a review can be found in Ref. [13]). In fact, these objects turn out to be interrelated physically [34, 35, 36, 37] and geometrically [13]. Confinement of color in the low-temperature phase is caused by condensation of monopoles and by the spatial percolation of vortices.

Since the asymmetry of the \( A^2 \) condensate is presumably related to the color confinement one should be able to trace the asymmetry back to the dynamics of the monopoles (and of the center vortices, but below we discuss the magnetic monopoles only). Moreover, the interactions of the electric charges and the magnetic monopoles are important to determine the state of the monopoles [30, 31]. Therefore, it is very natural to suggest that the monopole dynamics leaves its foot-prints in the electric-magnetic asymmetry of the dimension-2 condensate.

We suggest that the increase of the electric-magnetic asymmetry in the confinement phase is related to a gradual decrease of the monopole condensate, as witnessed also by the decreasing string tension with \( T \to T_c \) in SU(2) gluodynamics. Once the condensate has disappeared at \( T = T_c \), the asymmetry starts to become weaker. According to Refs. [29, 30, 31] in this region the monopoles form a monopole liquid. The heating of the liquid leads to its complete evaporation only at higher temperatures. According to Ref. [29] this should happen around \( T \approx 2T_c \), which is pretty close to the point \( T_0 \) where the asymmetry vanishes [38]. Thus, one can suggest that at \( T = T_0 \) the liquid predominantly turns into a monopole gas. The negative value of the electric-magnetic asymmetry of the \( A^2 \) condensate is characterized by the gaseous phase of the magnetic monopoles.

V. CONCLUSION

We have studied the electric-magnetic asymmetry of the \( A^2 \) condensate in the Landau gauge in three gauge theories at finite temperature in four space-time dimensions.

- In photodynamics – the free theory of a massless Abelian gauge field [12] – the asymmetry can be computed analytically. The asymmetry turns out to be negative for all temperatures being proportional to the temperature squared [19].
- In the Abelian Higgs theory [20], for the London limit the analytical expression for the asymmetry is given by Eqs. [22], [23] and [24]. This theory corresponds basically to a free theory of a massive gauge field. The asymmetry – shown in Figure 1 – is also negative for all temperatures, and the high-

\[
\begin{align*}
\text{FIG. 4: (Color online) The behavior of the electric-magnetic asymmetry in the low-temperature region. The lines represent the fits by the function } & (41) \text{ which are discussed in the text. Notice the different normalization of the expression under the logarithm: in (a) the normalization factor is } 1/T_c^2 \text{ while in (b) this factor is } 1/T^2. \\
\end{align*}
\]
and low-temperature limits can be computed, respectively, in Eqs. (27) and (25).

> In the SU(2) gauge theory we compute the electric-magnetic asymmetry using numerical simulations on the lattice, Figure 2. The temperature dependence of the asymmetry turns out to be unexpected: at low temperatures the asymmetry turns out to be positive. It grows with increasing temperature, reaching a maximum around the critical temperature $T \approx T_c$. In the deconfinement phase the asymmetry drops rapidly with increasing temperature. At $T = T_\text{d} = 2.21(5)T_c = 675(23)$ MeV the asymmetry vanishes, and it becomes negative at higher temperature.

In a spirit of Ref. [20] we suggest that the low temperature asymptotics of the $A^2$ condensate is related to the low-momentum behavior of the gluon propagator. Our data at relatively low temperatures, $0.4 T_c \lesssim T \lesssim T_c$, indicate that the asymmetry is suppressed exponentially [21] providing strong arguments in favor of the infrared suppression of the gluon propagator at low temperatures.

The mass, which governs the exponential low-temperature suppression of the asymmetry [22], is unexpectedly much smaller than the mass of the glueball. We found $m = 201(8)$ MeV, somewhat smaller than the deconfinement temperature, $T_c$, of the pure Yang-Mills theory. The corresponding correlations length, $\lambda = 1/m$, is of the order of one fermi. As a by-product, this result suggests that relatively large (many fermi in one direction) lattice volumes are needed to pin-down the low-momentum asymptotics of the gluon propagator.

The electric-magnetic asymmetry is most probably related to the changing dynamics of the confining gluonic configurations, the magnetic monopoles. In fact, the monopole dynamics may be foot-printed in the electric-magnetic asymmetry of the condensate because the electric degrees of freedom affect the properties of the magnetic monopoles [20, 31] and vice versa. More in detail, the regions of (1) positive and growing, (2) positive and decreasing, and (3) negative asymmetry coincide with the regions in which the monopoles should, according to classification of Ref. [20], (1) be condensed, (2) form a liquid state and (3) form a predominantly gaseous state, respectively.

**APPENDIX A: THE ASYMMETRY IN PHOTODYNAMICS**

The asymmetry of the condensate in the momentum representation is

$$
\Delta_{A^2}(T) = T \sum_n \int \frac{d^3p}{(2\pi)^3} \left\langle A_i(p, \omega_n) A_i(-p, -\omega_n) \right\rangle
$$

$$
= -\frac{1}{3} \sum_{i=1}^{3} \left\langle A_i(p, \omega_n) A_i(-p, -\omega_n) \right\rangle \right) \rightangle \right)
$$

$$
\equiv T \sum_n \int \frac{d^3p}{(2\pi)^3} \left[D_{44}(p, \omega_n) - \frac{1}{3} \sum_{i=1}^{3} D_{ii}(p, \omega_n) \right]
$$

$$
\equiv T \sum_n \int \frac{d^3p}{(2\pi)^3} G_{A^2}(p, \omega_n),
$$

where the momentum-dependent structure function of the asymmetry is

$$
G_{A^2}(p, \omega_n) = D_{44}(p, \omega_n) - \frac{1}{3} \sum_{i=1}^{3} D_{ii}(p, \omega_n).
$$

In order to proceed further we use the following trick. It is well known [19, 58] that sums over Matsubara frequencies (16) of the form (A1) can generally be converted into integrals,

$$
T \sum_{n \in \mathbb{Z}} F(p_0 = i \omega_n) = \frac{1}{2\pi i} \int \frac{dp_0 \text{Re} F(p_0)}{-i\omega + \epsilon} + \frac{1}{\pi i} \int \frac{dp_0 \text{Re} F(p_0)}{-i\omega + \epsilon}
$$

where $\epsilon \to +0$, the real part of the function $F$ is defined as follows,

$$
\text{Re} F(p_0) = \frac{1}{2} [F(p_0) + F(-p_0)],
$$

and the temperature-dependent function

$$
f_T(p_0) = \frac{1}{e^{p_0/T} - 1},
$$

is the Bose-Einstein distribution of a bosonic particle with the energy $\omega = p_0$ at temperature $T$. Equation (A3) is valid for any analytical function $F(p_0)$ provided it does not possess poles at imaginary $p_0$-axis.

It is easy to notice that the first term on the right hand side of Eq. (A3) is temperature-independent, and therefore it represents the zero-temperature part of the sum. Since the summation over Matsubara frequencies is usually supplemented with integration over the spatial momentum $p$, the zero-temperature part can generally be divergent in the ultraviolet region. The second term is the temperature-dependent correction which is usually finite because of the exponential suppression of the ultraviolet modes with $p_0 \gg 0$.

The sum (A1) over the asymmetry structure function $G_{A^2}$, $G_{A^2}(p, \omega_n)$, the zero-temperature part can generally be divergent in the ultraviolet region. The second term is the temperature-dependent correction which is usually finite because of the exponential suppression of the ultraviolet modes with $p_0 \gg 0$.

The sum (A1) over the asymmetry structure function $G_{A^2}$,

$$
\Delta_{A^2}(T) = \Delta_{A^2}(T = 0) + \delta \Delta_{A^2}(T),
$$

with

$$
\Delta_{A^2}(T = 0) = \frac{1}{2i} \int \frac{d^3p}{(2\pi)^3} G_{A^2}(p, \omega_n),
$$

where the momentum-dependent structure function of the asymmetry is

$$
G_{A^2}(p, \omega_n) = D_{44}(p, \omega_n) - \frac{1}{3} \sum_{i=1}^{3} D_{ii}(p, \omega_n).\]
and
\[ \delta \Delta_{A^2}(T) = \frac{1}{2i} \int_{-i\infty+\epsilon}^{i\infty+\epsilon} \frac{dp_0}{2\pi} \left[ C_A(p, ip_0) + C_A(p, -ip_0) \right] f_T(p_0) , \]
is expressed through the simple function\[ C_A(p, p_4) = \frac{p^2 - 3p_4^2}{3(p^2)^2}. \] (A9)

One can explicitly check that
\[ \Delta_{A^2}(T = 0) = 0, \] (A10)
as we have expected. This result is intuitively clear because at zero temperature the difference between spatial and temporal directions disappears and therefore the space-time asymmetry of any quantity must be zero. Thus, only the temperature-dependent part of the \( A^2 \) condensates contributes to the asymmetry.

At non-zero temperature we represent the asymmetry as the sum of the residues
\[ \Delta_{A^2}(T) = \delta \Delta_{A^2}(T) \]
\[ = \int \frac{d^3p}{(2\pi)^3} \sum_{p_0 > 0} 2 \text{res} \left( \text{Re} C_A(p, ip_0) f(p_0) \right) . \] (A11)
The residue in the case of an \( n \)th order pole at \( z = a \) is defined as
\[ \text{res} f(a) = \frac{1}{(n-1)!} \lim_{z \to a} \frac{d^{n-1}}{dz^{n-1}} [(z-a)^n f(z)], \] (A12)
such that
\[ \text{for } n = 1 \quad \text{res} f(z) = \lim_{z \to a} [(z-a)f(z)], \] (A13)
\[ \text{for } n = 2 \quad \text{res} f(z) = \lim_{z \to a} \frac{d}{dz} [(z-a)^2 f(z)]. \] (A14)
The quantity in the integrand,
\[ 2 \left( \text{Re} C_A(p, ip_0) f(p_0) \right) = \frac{2}{3} \frac{(p^2 + 3p_4^2) f_T(p_0)}{(p_0 - |p|)^2(p_0 + |p|)^2}, \]
has a double pole in the complex \( p_0 \) plane on the positive real axis at \( p_0 = |p| \). Using Eq. (A13) and then Eq. (A11) we get Eq. (23) for the case of the free massless photon.

**APPENDIX B: THE ASYMMETRY IN THE ABELIAN HIGGS MODEL**

In the Abelian Higgs model the instead of Eq. (A9) we get
\[ C_A(p, p_4) = \frac{p^2 - 3p_4^2}{3(p^2)^2}, \] (B1)
and, therefore,
\[ 2 \left( \text{Re} C_A(p, ip_0) f(p_0) \right) \]
\[ = \frac{2}{3} \frac{(p^2 + 3p_4^2) f_T(p_0)}{(p_0^2 - p^2)(p_0^2 - (p^2 + m^2)^2)}. \] (B2)

Thus there are two single \( (n = 1) \) poles in the complex \( p_0 \) plane on the positive real axis at \( p_0 = |p| \) and \( p_0 = \sqrt{p^2 + m^2} \). Using Eq. (A13) we obtain
\[ \text{res} \left[ 2 \left( \text{Re} C_A(p, ip_0) f(p_0) \right) \right] \]
\[ = \frac{4}{3m^2} \left[ \sqrt{p^2 + m^2} f_T(\sqrt{p^2 + m^2}) - |p| f_T(|p|) \right] \]
\[ \frac{1}{3} f_T(\sqrt{p^2 + m^2}). \] (B3)

Substituting this result in Eq. (A11) we get Eqs. (22), (23) and (24).
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