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ABSTRACT. In this paper we describe a connection between realizations of the action of the motivic
Galois group on the motivic fundamental groups of Gaussian and Eisenstein elliptic curves punctured
at the $p$-torsion points, $\pi_1^{\text{Mot}}(E - E[p], \nu_0)$, and the geometry of the Bianchi hyperbolic threefolds
$\Gamma_1(p) \backslash \mathbb{H}^3$, where $\Gamma_1(p)$ is a congruence subgroup of $\text{GL}_2(\text{End}(E))$. The first instance of such a
connection was found by A.Goncharov in [G5].

In particular, we study the Hodge realization of the image of the above action in the fundamental
Lie algebra, a pronilpotent Lie algebra carrying a filtration by depth. The depth-1 associated graded
quotient of the image is fully described by Beilinson and Levin’s elliptic polylogarithms ([BL]).
In this paper, we consider the depth-2 associated graded quotient. One of our main results is the
construction of a homomorphism from the complex computing the cohomology of a certain local
system on the Bianchi threefold to this quotient’s standard cochain complex. This result generalizes
those of [G5], as well the connection between modular manifolds and the motivic fundamental group
of $G_m$ punctured at roots of unity ([G2, G7]).

Our construction uses the mechanism of Hodge correlators, canonical generators in the image that
were defined in [G6]. Our second main result is a system of double shuffle relations on the canonical
real periods of these generators, the Hodge correlator integrals. These relations deform the relations
on the depth-2 Hodge correlators on the projective line, previously found by the author in [M].
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1. Introduction

In this paper we describe a connection between the realizations of motivic fundamental groups of CM elliptic curves and the geometry of Bianchi hyperbolic threefolds. The first instance of this connection was described by A. Goncharov in [G5].

Motivation. We aim to study the action of the motivic Galois group on the motivic fundamental group of an elliptic curve punctured at the $p$-torsion points with tangential base point $v_0$:

\[ \text{Gal}_{\text{Mot}} \cup \pi_1^{\text{Mot}}(E - E[p], v_0). \]

The objects in [I] are still conjectural, but we can study them in their realizations. The results of this paper are in the Hodge realization. However, the picture is easiest to introduce in the $\ell$-adic realization.

As a running example, take $E$ to be the CM elliptic curve $E = \mathbb{C}/(\mathbb{Z} + \mathbb{Z}[i])$ and $p \subset \mathbb{Z}[i]$ an ideal. The $\ell$-adic realization of the motivic fundamental group, $\pi_1^{\ell}(E - E[p], v_0)$, is simply the pro-$\ell$ completion of the topological fundamental group $\pi_1(E - E[p], 0)$. It is equipped with an action of the absolute Galois group $\text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q})$ by automorphisms.

The Maltsev construction ([D3], §9) makes out of $\pi_1^{\ell}(E - E[p], v_0)$ a pro-$\ell$ Lie algebra $A_{E,p}$ over $\mathbb{Q}_\ell$, generated by $H_1(E; \mathbb{Z})$ and loops around the punctures in $E[p]$. It carries two filtrations: by weight and by depth. The increasing weight filtration $W$ (see [D1]) is invariant under the Galois action, and the geometric Frobenius element acts on $gr^w A_{E,p}$ with eigenvalues of norm $\ell^{w/2}$. The decreasing depth filtration $D$ is defined by the lower central series of the linearization of $[\pi_1^{\ell}(E - E[p], v_0)]$.

The filtrations $W$ and $D$ induce filtrations on $\text{End}(A_{E,p})$, and, by restriction, on the image of the action of $\text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q})$. Taking its associated graded Lie algebra for the weight filtration, we obtain a graded Lie algebra $\text{Lie}_w^{\text{sym}}(E, E[p])$, the elliptic Galois Lie algebra. We study the quotient of this Lie algebra induced by the quotient of $A_{E,p}$ by the adjoint action of $H_1(E; \mathbb{Z})$, and take the coinvariants of the translation action of $E[p]$ on $E$ (amounting to averaging the base point). This quotient is called the symmetric Galois Lie algebra $\text{Lie}_{\text{sym}}^{\ell}(E, E[p])$.

The structure of the depth-$d$ graded quotients of $\text{Lie}_{\text{sym}}^{\ell}(E, E[p])$ is well understood in depths 0 and 1. In depth 0, this algebra simply vanishes. In depth 1, it is abelian, and spanned over $\mathbb{Q}_\ell$ by the classes constructed by A. Beilinson [BI] and in a different way by A. Beilinson and A. Levin [BL]. These classes are parametrized by a $p$-torsion point on $E$ and an element of the symmetric algebra of $H_1(E; \mathbb{Z})$. These constructions work in the Hodge realization as well as in the $\ell$-adic one, and the mechanism of motivic correlators (described in §2) gives alternative proofs of these statements. In particular, Beilinson and Levin’s elliptic polylogarithms can be expressed in terms of the depth-1 Hodge correlator integrals – Kronecker-Eisenstein series ([BL], §3).

In this paper, we focus on the depth 2, the first case in which there is a nonzero Lie bracket. To describe the structure of the elliptic Galois Lie algebra, we can consider its standard cochain complex. Recall that the standard cochain complex of a Lie algebra $L$ is a complex of the exterior powers of its dual $L^\vee$, where the coboundary map $\delta$ is the dualization of the Lie bracket $[,] : L \wedge L \to L$:

\[ \text{CE}^*(L^\vee) = \left( 0 \to L^\vee \xrightarrow{\delta} L^\vee \wedge L^\vee \to L^\vee \wedge L^\vee \wedge L^\vee \to \ldots \right). \]
If $L^\vee$ is a graded Lie coalgebra, then $\text{CE}^\bullet(L^\vee)$ is also graded. Applying the construction to the associated graded for the depth filtration of $\text{Lie}^\text{sym}_{(\ell)}(E, E[p])$, we obtain a cochain complex that is graded by weight and depth. In depth 1 the complex is concentrated in degree 1. However, the depth-2 part of this complex has a nontrivial coboundary map: the depth-2 elements map to wedge products of Beilinson-Levin classes:

$$\text{gr}^{D=2}\text{Lie}^\text{sym}_{(\ell)}(E, E[p])^\vee \to \left(\text{gr}^{D=1}\text{Lie}^\text{sym}_{(\ell)}(E, E[p])^\vee\right)^\wedge 2.$$ 

We connect (the Hodge analogue of) this complex to the geometry of Bianchi hyperbolic threefolds.

**Bianchi tesselation.** Now let us describe the other side of the story. The Bianchi tesselation of the upper half-space $\mathbb{H}^3$ for the ring $\mathbb{Z}[i]$ is the 3-dimensional version of the famous modular triangulation of the upper half-plane; the latter is the restriction of the Bianchi tesselation to the plane in $\mathbb{H}^3$ lying above the real line (see Fig. 1). This beautiful construction was given by L. Bianchi in 1892 [B3]; see [G5] for a modern review. The fundamental domain is an octahedron with vertices at $0, 1, i, i+1, \frac{1}{2}(1+i), \infty)$. Through the standard action of $\text{GL}_2(\mathbb{C})$ on $\mathbb{H}^3$, the group $\text{GL}_2(\mathbb{Z}[i])$ acts transitively on the cells of the tesselation. If $p$ is a prime ideal in $\mathbb{Z}[i]$ and $\Gamma_1(p) \subset \text{GL}_2(\mathbb{Z}[i])$ is the congruence subgroup

$$\Gamma_1(p) = \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \mid \begin{pmatrix} 1 & 0 \\ \ast & 1 \end{pmatrix} \text{ mod } p \right\},$$

the quotient $\Gamma_1(p) \backslash \mathbb{H}^3$ is a finite-volume hyperbolic manifold with cusps.

We build the following local system on this manifold. The group $H_1(E; \mathbb{Z})$ has the structure of a $\mathbb{Z}[i]$-module, giving $H_1(E; \mathbb{Z}) \oplus H_1(E; \mathbb{Z})$ the structure of a $\text{GL}_2(\mathbb{Z}[i])$-module. We take its symmetric algebra $\text{Sym}^\bullet(H_1(E; \mathbb{Z}) \oplus H_1(E; \mathbb{Z}))$. This $\text{GL}_2(\mathbb{Z}[i])$-module determines an infinite-dimensional graded local system on $\Gamma_1(p) \backslash \mathbb{H}^3$. Denote this local system by $T_2$. 

---

**Figure 1** Left: The fundamental octahedron of the Bianchi tesselation for $\mathbb{Z}[i]$. Right: The modular triangulation of the upper half-plane.
Consider the chain complex of the Bianchi tesselation, placed in the cohomological degrees $[0,2]$. It is generated by the octahedral cells in degree 0, by ideal triangles in degree 1, and by geodesics in degree 2. Tensoring over $\Gamma_1(\mathfrak{p})$ with $\text{Sym}^\bullet(H_1(E;\mathbb{Z}) \oplus H_1(E;\mathbb{Z}))$, we get the chain complex of $\Gamma_1(\mathfrak{p}) \setminus \mathbb{H}^3$ with coefficients in the local system $T_2$.

**The main construction.** There is a Hodge analogue of $\text{Lie}_{\text{sym}}^\text{sym}(E, E[\mathfrak{p}])$, denoted $\text{Lie}_{\text{Hod}}^\text{sym}(E, E[\mathfrak{p}])$. In §4.3 (Theorem 16), we construct a surjective morphism of complexes of graded $\mathbb{Z}[i]$-modules:

\[
\begin{pmatrix}
\text{chain complex of the Bianchi orbifold} \\
\Gamma_1(\mathfrak{p}) \setminus \mathbb{H}^3 \text{ with coefficients in } T_2 \\
\end{pmatrix} \rightarrow \begin{pmatrix}
\text{Hodge analogue of} \\
\text{the complex } (2) \\
\end{pmatrix}
\]

In particular, we get surjective homomorphisms:

\[
H^*(\Gamma_1(\mathfrak{p}) \setminus \mathbb{H}^3, T_2) \rightarrow H^*(\text{gr}^{D=2}\text{Lie}_{\text{Hod}}^\text{sym}(E, E[\mathfrak{p}]), \mathbb{Q}).
\]

A key idea of A. Goncharov [G5], which we develop further in this paper, is to map the cusps of the Bianchi orbifold $\Gamma_1(\mathfrak{p}) \setminus \mathbb{H}^3$ to $p$-torsion points of $E$. This itself generalizes a similar picture for modular curves, first described in [G1], where cusps of modular curves are identified with $p$-torsion points of $\mathbb{G}_m$ in the study of the double logarithm at roots of unity. When we advance to depth 2, the geodesics of the Bianchi tesselation map to wedge products of elements parametrized by $p$-torsion points, and the triangles must map to certain elements parametrized by three $p$-torsion points.

Let us elaborate the map (3) in each degree. In degree 2, we map a geodesic $(\alpha, \beta)$ of the Bianchi tesselation modulo $\Gamma_1(\mathfrak{p})$, with a coefficient in the described local system to a wedge product of two depth-1 classes in the Galois Lie coalgebra. The data parametrizing a geodesic with a coefficient in $\text{Sym}^\bullet(H_1(E;\mathbb{Z}) \oplus H_1(E;\mathbb{Z})) \cong \text{Sym}^\bullet(H_1(E;\mathbb{Z}))^\otimes 2$ is identical to the data parametrizing a pair of classes in the image. In degree 1, the domain is generated by triangles in the Bianchi tesselation with a coefficient in the local system. Thus the image should be described in terms of elements depending on three $p$-torsion points and three elements of $\text{Sym}^\bullet(H_1(E;\mathbb{Z}))$. These elements are **motivic correlators**, which we introduce in the remainder of the introduction and in §2. These elements can be visualized as a sequence of $p$-torsion points and 1-forms on $E$ written around a circle, modulo some relations. Their coproduct has a simple combinatorial description, and their real Hodge periods can be explicitly computed via Feynman integrals.

In summary, the maps are constructed as follows:

ideal triangle $(\alpha, \beta, \gamma) \mapsto$ element in $\text{gr}^{D=2}\text{Lie}_{\text{sym}}^\text{sym}(E, E[\mathfrak{p}])$ depending on $p$-torsion points $\alpha, \beta, \gamma$, 

geodesic $(\alpha, \beta) \mapsto$ wedge product of Beilinson-Levin elements determined by $\alpha$ and $\beta$.

Remarkably, the combinatorial structure of the Bianchi tesselation is preserved in the space of motivic correlators, and thus the chain complex of the Bianchi orbifold maps surjectively onto the standard cochain complex of a quotient of the Galois Lie algebra of $E \setminus E[\mathfrak{p}]$.

**Hodge realization.** Now we will sketch this picture in the Hodge realization, which is the focus of this paper.

Let $E$ be a complex elliptic curve and $S \subset E$ a finite set of punctures. The pronilpotent completion of the fundamental group $\pi_1^{\text{nil}}(E - S, v_0)$, with tangential base point at $v_0$, is a Lie algebra in the category of mixed $\mathbb{Q}$-Hodge structures. The category of mixed $\mathbb{Q}$-Hodge structures is canonically equivalent to the category of representations of a graded Lie algebra over $\mathbb{Q}$. Let us take its image in the representation defining $\pi_1^{\text{nil}}(E - S, v_0)$, and consider the graded dual Lie coalgebra $\text{Lie}_{\text{Hod}}^\vee(E, S)$.
The Hodge correlators, introduced by A. Goncharov in [G6], are canonical elements
\[
\text{Cor}_{\text{Hod}}(\Omega_0, z_0, \ldots, \Omega_n, z_n) \in \text{Lie}_{\text{Hod}}^\vee(E, S),
\]
where \(z_0, \ldots, z_n \in S\) and \(\Omega_1, \ldots, \Omega_n\) are elements in the tensor algebra of \(H^1(E; \mathbb{C})\). The coalgebra \(\text{Lie}_{\text{Hod}}^\vee(E, S)\) carries a filtration by depth; the element (4) has depth \(n\). These elements describe the real mixed Hodge structure on \(\pi_{\text{nil}}^m(E - S, v_0) \otimes \mathbb{R}\). Their canonical real periods are the Hodge correlator functions, functions of \(n + 1\) points on \(E\). We find new linear relations among the elements (4).

At a cusp on the modular curve, as \(E\) degenerates to the nodal projective line, these relations specialize to known relations among periods of the mixed Tate motive associated with \(\mathbb{D}^1\) punctured at a finite set of points. If \(n = 2\), our elliptic relations specialize to the full set of double shuffle relations, the most general known relations, which were previously described by the author using Hodge correlators ([M]).

Suppose that \(E\) is one of the CM elliptic curves \(\mathbb{C}/(\mathbb{Z} + zi)\) or \(\mathbb{C}/(\mathbb{Z} + \mathbb{Z} \left\{ \frac{1 + \sqrt{-3}}{2} \right\})\), \(O = \text{End} E\), and \(\mathfrak{p}\) is a prime in \(O\). The subalgebra \(\text{Lie}_{\text{Hod}}^\text{sym}(E, E[\mathfrak{p}])\) of \(\text{Lie}_{\text{Hod}}(E, S)\) is constructed as in the \(\ell\)-adic case. We construct the morphism (3) in this setting, where the object standing on the right is the complex \(\text{CE}^\bullet \left( \text{gr}^{D = 2} \text{Lie}_{\text{Hod}}^\text{sym}(E, E[\mathfrak{p}]) \right)\).

Our construction simultaneously generalizes several results of A. Goncharov:

1. **The relation between Voronoi complexes and mixed Tate motives:** The Bianchi complexes are the higher-degree analogues of the Voronoi complexes, complexes of \(\text{GL}_k(\mathbb{Z})\)-modules from tessellations of the upper half-plane \(\mathbb{H}^2\). A map from the Voronoi complexes to motivic objects associated with rational curves punctured at roots of unity constructed for \(k = 2, 3, 4\), using either multiple polylogarithms ([G2]) or motivic correlators ([G7]), which satisfy the double shuffle relations. The relations we found for elliptic motivic correlators in depth 2 are deformations of the second shuffle relations.

2. **Euler complexes:** The map from the Bianchi complexes to a space of motivic theta functions on elliptic curves constructed by [G5] in depth 2 and weight 4. We generalize this construction to all weights: [G5]’s map is the restriction of our map to the trivial local system.

**Structure.** In §2 we review the construction of Hodge correlators. We in particular explain our results on the level of Hodge correlator integrals.

In §3 we establish some properties of motivic correlators on elliptic curves. The main new result of this section is the dihedral symmetry relation for depth 2 correlators (Theorem 11).

In §4 we review the definitions of the Bianchi complexes, define the modular complexes for imaginary quadratic fields, and construct a map between the two in the Gaussian and Eisenstein cases. In §4.3 we combine the results of the two preceding sections to prove the main results relating Bianchi complexes and the elliptic Galois Lie algebra.

In §5 we show how our results generalize those of [G2 G5 M].

**Acknowledgements.** The author is grateful to A.B. Goncharov for suggesting this problem, for many helpful explanations, and for comments on a draft of this paper.
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2. Hodge and motivic correlators

2.1. Real Hodge point of view: Relations on Hodge correlator integrals. Let $X$ be a complex curve (in this paper, $X = \mathbb{P}^1(\mathbb{C})$ or an elliptic curve). The Hodge correlator functions, defined in \[G6\], are functions

$$\text{Cor}_H(x_0, \ldots, x_n),$$

where each $x_i$ is either a point of $X$ or a 1-form representing a class in $H^1(X; \mathbb{C})$. The depth of this expression is the number of points among the $x_i$ minus one, if $X$ is an elliptic curve, or the number of nonzero points among the $x_i$ minus one, if $X = \mathbb{P}^1$. The weight is $n$ plus the depth.

The Hodge correlators depend on a choice of a base point $s \in X$ and a tangent vector $v_0$ at $s$. If $n = 1$ and $x_0, x_1 \in X$, then $\text{Cor}_H(x_0, x_1)$ is a (normalized) Green’s function with pole at $s$. In particular,

- If $X = \mathbb{P}^1$ and $s = \infty$, then

$$\text{Cor}_H(x_0, x_1) = G_\infty(x_0, x_1) = (2\pi i)^{-1} \log |x_0 - x_1| + C.$$  

The constant $C$ depends on the choice of tangent vector at $\infty$, but the correlator is independent of this constant in weight $> 2$, so we will ignore it when convenient. The correlator for other tangential base points can be derived using the fact that it is invariant under automorphisms of $\mathbb{P}^1$ acting on the base point and the arguments.

- If $X$ is the elliptic curve $\mathbb{C}/(\mathbb{Z} + Z\tau)$, where $\Im(\tau) > 0$, with coordinate $z$ inherited from the complex plane, then

$$\text{Cor}_H(x_0, x_1) = G_s(x_0, x_1) = G_{Ar}(x_0, x_1) - G_{Ar}(x_0, s) - G_{Ar}(s, x_1) + C.$$  

Here $G_{Ar}$ is the Arakelov Green’s function, the unique solution to the elliptic partial differential equation $(2\pi i)^{-1} \partial \overline{\partial} G_{Ar}(x) = \text{vol}_E - \delta_0$. It has the Fourier expansion

$$G_{Ar}(z) = \frac{2\Im(\tau)}{2\pi i} \sum_{y \in (\mathbb{Z} + Z\tau) \setminus \{0\}} \exp(2\pi i \Im(z\overline{y})/\Im(\tau)) \frac{\exp(2\pi i \Im(z\overline{y})/\Im(\tau))}{|y|^2}.$$  

The Arakelov Green’s function has a logarithmic singularity at 0. Hence, the function $\text{Cor}_H(x_0, x_1)$ has singularities of the form $\log |z|$ at the divisors $x_0 = x_1, x_0 = s, x_1 = s$.

**Remark:** The Green’s function on $\mathbb{P}^1$ is a specialization of the one on $E$. Precisely, write $G^{E_T}$ for the Green’s function on $E = \mathbb{C}/(\mathbb{Z} + Z\tau)$ with base point 0. Then, taking $z$ to be the coordinate on $E_T$ inherited from the complex plane, such that the section $z \in E_T$ approaches $e^{2\pi i z} \in \mathbb{P}^1$, with appropriate choice of tangential base points,

$$\lim_{\tau \rightarrow \infty} G^{E_T}(z_1, z_2) = G_1 \left(e^{2\pi i z_1}, e^{2\pi i z_2}\right) = \log \left| \frac{1}{e^{2\pi i z_1} - 1} - \frac{1}{e^{2\pi i z_2} - 1} \right|.$$  

(This can be shown by a residue computation or an application of the Kronecker limit formula. We will require this fact in \[5.2\].)

If $n \geq 2$, the Hodge correlators are defined as a sum of integrals depending on plane trivalent trees. Picture the $x_0, \ldots, x_n$ written counterclockwise along the boundary of a disc, and consider a trivalent tree $T$ embedded in the disc with leaves at the $n + 1$ boundary points. The tree has $n - 1$ interior vertices $V^\circ$ and $2n - 1$ edges $E_0, \ldots, E_{2n-2}$. The embedding into the plane gives a canonical orientation $\text{O}r_T \in \{\pm 1\}$ (an ordering of the edges up to even permutation).

Assign to each interior vertex $v \in V^\circ$ a copy of $X$, called $X_v$, with coordinate $x_v$. Then assign to each edge $E_i$ either a function $f_i$ or a 1-form $\omega_i$, as follows:
The Hodge correlator is the sum of such expressions over all plane trivalent trees,

\[
\text{Cor}_H(x_0, \ldots, x_n) = \sum_T c_T(x_0, \ldots, x_n).
\]

The Hodge correlator is independent of the choice of ordering of edges. As a function of the arguments that are points on \(X\), it is either purely real or purely imaginary.

Fig. 2 shows a simple example of the integral corresponding to one of the two trees contributing to \(\text{Cor}_H(a, b, c, \omega)\).

The Hodge correlators satisfy a family of (first) shuffle relations. For \(i, j > 0\), let \(\Sigma_{i,j}\) be the set of \((i, j)\)-shuffles, permutations \(\sigma \in S_{i+j}\) such that \(\sigma(1) < \cdots < \sigma(i)\) and \(\sigma(i+1) < \cdots < \sigma(i+j)\).

The \((i, j)\)-shuffle relation states:

\[
\sum_{\sigma \in \Sigma_{i,j}} \text{Cor}_H(x_0, x_{\sigma^{-1}(1)}, x_{\sigma^{-1}(2)}, \ldots, x_{\sigma^{-1}(i+j)}) = 0.
\]

For Hodge correlators of depth 2 on an elliptic curve with arbitrary base point, we found a second shuffle relation. It has the form:

\[
\text{Cor}_H(S_{n_0,n_0'}, 0, S_{n_1,n_1'}, a, S_{n_2,n_2'}, a+b) + \text{Cor}_H(S_{n_0,n_0'}, 0, S_{n_2,n_2'}, b, S_{n_1,n_1'}, a+b) + \text{lower-depth terms} = 0,
\]

Figure 2. One of the trees contributing to \(\text{Cor}_H(a, b, c, \omega)\).
where an argument $S_{n,n'}$ indicates that we sum over all possible ways to insert in some order the arguments $\omega, \ldots, \omega, \bar{\omega}, \ldots, \bar{\omega}$.

The highest-depth terms in these relations arise from shuffles of the differences between successive arguments, $x_i - x_{i-1}$, together with the 1-forms between those arguments. For example, in (9) we have shuffled $a$ (with $n_1$ copies of $\omega$ and $n_0$ of $\bar{\omega}$) with $b$ (with $n_2$ $\omega$'s and $n_0$ $\bar{\omega}$'s).

We describe the lower-depth correction terms in §3.2. In the simplest case – weight 4 – the full relation is:

$$\text{Cor}_H^{\omega} (0, a, a+b) + \text{Cor}_H^{\omega} (0, b, a+b) - (\text{Cor}_H^{\omega} (0, \omega, \bar{\omega}, a+b) + \text{Cor}_H^{\omega} (0, \bar{\omega}, \omega, a+b))$$

$$+ \frac{1}{2} \left( \text{Cor}_H^{\omega} (0, a, \omega, \bar{\omega}) - \text{Cor}_H^{\omega} (0, a, \bar{\omega}, \omega) \right)$$

$$+ \text{Cor}_H^{\omega} (0, b, \omega, \bar{\omega}) - \text{Cor}_H^{\omega} (0, b, \bar{\omega}, \omega)$$

$$+ \text{Cor}_H^{\omega} (\omega, \bar{\omega}, a, a+b) - \text{Cor}_H^{\omega} (\bar{\omega}, \omega, a, a+b)$$

$$+ \text{Cor}_H^{\omega} (\omega, \bar{\omega}, b, a+b) - \text{Cor}_H^{\omega} (\bar{\omega}, \omega, b, a+b) \right) = 0.$$
The highest-depth terms in these relations arise from shuffles of the quotients between successive arguments, \( \frac{x_i}{x_{i+1}} \), together with the 0s between those arguments. For example, in (10) we have shuffled \( a \) (with \( n_1 \) 0s) with \( b \) (with \( n_2 \) 0s). See Fig. 3 for an illustration.

Conjecturally, the first and second shuffle relations give all linear relations among the Hodge correlators on \( \mathbb{P}^1 \). While the first shuffle relations emerge from the trivalent tree construction – they hold on the level of the integrands in (7) – the proof of the second shuffle relations is difficult, requiring motivic or Hodge-theoretic arguments even in depth 2.

Note the similarity between (10) and (9). In fact, as an elliptic curve degenerates to a nodal projective line, a variant of the second shuffle relation (9) specializes to (10).

2.2. Hodge-theoretic / motivic point of view: Correlators and motivic \( \pi_1 \). We briefly review the construction of Hodge and motivic correlators from [G6]. Hodge correlators are objects in the fundamental Lie coalgebra of the category of \( \mathbb{R} \)-mixed Hodge structures, and are Hodge-theoretic upgrades of the Hodge correlator functions.

2.2.1. Summary. In [G6], the Hodge correlator functions \( \text{Cor}_H(x_0, \ldots, x_n) \) of the previous section were upgraded to elements of the Tannakian Lie coalgebra \( \text{Lie}_\text{Hod}^\vee \) of the category of real mixed Hodge structures

\[
\text{Cor}_\text{Hod}(z_0, \ldots, z_n) \in \text{Lie}_\text{Hod}^\vee.
\]

The upgraded Hodge correlators (11) that satisfy the first shuffle relations, and their coproduct in the coalgebra \( \text{Lie}_\text{Hod}^\vee \) is given by a simple formula, which we give below.

One of the main results of this paper is that the elements (11) satisfy a second shuffle relation in depth 2.

2.2.2. Hodge-theoretic setup. Let \( \text{MHS}_\mathbb{R} \) be the tensor category of \( \mathbb{R} \)-mixed Hodge structures and \( \text{HS}_\mathbb{R} \) the category of \( \mathbb{R} \)-pure Hodge structures. Every object of \( \text{MHS}_\mathbb{R} \) is filtered by weight, and \( \text{MHS}_\mathbb{R} \) is generated by the simple objects \( \mathbb{R}^{p,q} \). By Deligne’s theory [D2], the cohomology of a (possibly singular) complex variety is a mixed Hodge structure. The Galois Lie algebra of the category of mixed Hodge structures, \( \text{Lie}_\text{Hod} \), is the algebra of tensor derivations of the functor \( \text{gr}^W : \text{MHS}_\mathbb{R} \to \text{HS}_\mathbb{R} \). It is a graded Lie algebra in the category \( \text{HS}_\mathbb{R} \), and \( \text{MHS}_\mathbb{R} \) is equivalent to the category of graded \( \text{Lie}_\text{Hod} \)-modules in \( \text{HS}_\mathbb{R} \). Let \( \text{Lie}_\text{Hod}^\vee \) be its graded dual. A canonical period map

\[
p : \text{Lie}_\text{Hod}^\vee \to \mathbb{R}
\]

was defined in [G6], §1.11.

Let \( X \) be a smooth curve, \( S \subset X \) a finite set of punctures, \( s \in S \) a distinguished puncture (called the base point), and \( v_0 \) a distinguished tangent vector at \( s \). The pronilpotent completion \( \pi_1^\text{nil}(X \setminus (S \cup \{s\}), v_0) \) of the fundamental group \( \pi_1(X \setminus S, s) \) carries a mixed Hodge structure, depending on \( v_0 \), and thus there is a map

\[
\text{Lie}_\text{Hod} \to \text{Der}\left(\text{gr}^W_{\pi_1^\text{nil}}(X \setminus S, v_0)\right).
\]

2.2.3. Hodge correlator coalgebra. The Hodge correlator coalgebra is defined by [G6] as

\[
C \mathcal{L}^\vee_{X,S,v_0} := \frac{T(\mathbb{C}[S]^\vee \otimes H^1(X; \mathbb{C}))}{\text{relations}} \otimes H_2(X).
\]

Note that \( H_2(X) \cong \mathbb{R}(1) \). If \( [h] \in H_2(X) \) is the fundamental class, we write \( x(1) \) for \( x \otimes [h] \). This coalgebra is graded by weight. It is more finely graded by the Hodge bidegree, or type,
where points in \( S \) have type \((1, 1)\), holomorphic and antiholomorphic 1-forms have type \((1, 0)\) or \((0, 1)\), respectively, and \( H_2(X) \) has type \((-1, -1)\), extended to be additive with respect to the tensor product. The weight of an element of type \((p, q)\) is \(p + q\).

The relations are the following:

(1) Cyclic symmetry: \( x_0 \otimes \cdots \otimes x_n = x_1 \otimes \cdots \otimes x_n \otimes x_0 \).

(2) (First) shuffle relations:

\[
\sum_{\sigma \in \Sigma_{i,j}} x_0 \otimes x_{\sigma^{-1}(1)} \otimes \cdots \otimes x_{\sigma^{-1}(i+j)} = 0.
\]

(3) Take the quotient by the elements of nonpositive weight.

An action of the graded dual Lie algebra \( \mathcal{L}_{X,S,v_0} \) by derivations on \( \text{gr}^W \pi_1^{\text{nil}}(X \setminus S, v_0) \otimes \mathbb{C} \) was constructed by [G0]. This action is injective; its image consists of the special derivations

\[
\text{Der}^S \left( \text{gr}^W \pi_1^{\text{nil}}(X \setminus S, v_0) \otimes \mathbb{C} \right),
\]

those which act by 0 on the loop around \( \infty \) and preserve the conjugacy classes of all the loops \( s \in S \setminus \{s\} \).

Dualizing this map composed with the action of \( \text{Lie}_{\text{Hod}} \), we get the Hodge correlator morphism of Lie coalgebras:

\[
\text{Cor}_{\text{Hod}} : \mathcal{L}_{X,S,v_0}^\vee \rightarrow \text{Lie}_{\text{Hod}}^\vee.
\]

Let \( \text{Lie}_{\text{Hod}}^\vee(X, S, v_0) \) denote the image of this action, and let \( \text{Lie}_{\text{Hod}}^\vee(X, S) \) denote the algebra generated by the \( \text{Lie}_{\text{Hod}}^\vee(X, S, v_0) \) for all choices of base point. (Below, we will fix \( S = E[p] \) for \( E \) an elliptic curve, so \( \text{Lie}_{\text{Hod}}^\vee(X, S) \) does not depend on the choice of base point in \( S \).) We will also write \( \text{Cor}_{\text{Hod}}(x_0, \ldots, x_n) \) for \( \text{Cor}_{\text{Hod}}((x_0 \otimes \cdots \otimes x_n)(1)) \), or \( \text{Cor}_s(\ldots) \), when we wish to specify the base point.

The Lie coalgebra structure on \( \mathcal{L}_{X,S,v_0}^\vee \) has a simple description on the generators. There are two terms in the coproduct, \( \delta_D \) and \( \delta_{\text{Cas}} \), which are each sums over “cuts” of the element

\[
C = (x_0 \otimes \cdots \otimes x_n) \otimes [h],
\]

which we picture as \( x_0, \ldots, x_n \) written counterclockwise around a circle.

(1) Term \( \delta_S \): Consider a line inside the circle beginning at a point on the circle labeled by a puncture \( x_i \) and ending between two adjacent points. It cuts the circle into two parts \( C_1 \) and \( C_2 \), which share only the point \( x_i \), where \( C_1 \) lies clockwise of \( x_i \). This contributes to the coproduct the term \( C_1 \land C_2 \), and \( \delta_D C \) is the sum of these terms over all such cuts. That is,

\[
\delta_S C = \sum_{x_i \in S} \sum_{p=1}^n \left( (x_0 \otimes x_p \otimes \cdots \otimes x_n) \otimes [h] \right) \land \left( (x_0 \otimes x_1 \otimes \cdots \otimes x_{p-1}) \otimes [h] \right),
\]

where the outer sum is only taken over those cyclic reorderings where \( v_0 \) is a puncture. (See Fig. 4, top.)

(2) Term \( \delta_{\text{Cas}} \): Consider a line inside the circle beginning between two points \( y_1 \) and \( z_1 \) and ending between two points \( y_2 \) and \( z_2 \). It cuts the circle into two parts \( C_1 \) and \( C_2 \), in which \( y_1 \) and \( z_2 \) are adjacent and in which \( y_2 \) and \( z_1 \) are adjacent. We insert a point labeled \( \omega \) between \( y_1 \) and \( z_2 \) on \( C_1 \) and a point labeled \( \omega' \) between \( z_2 \) and \( y_1 \) on \( C_2 \) to obtain \( C'_1 \) and \( C'_2 \), then take the
sum over $\omega$ in a fixed symplectic basis $\{\omega_i\}$ of $H^1(X;\mathbb{C})$. This contributes the term $C'_1 \wedge C'_2$, and $\delta_{\text{Cas}}$ is the sum of these terms over all such cuts. That is,

$$\text{(12)} \quad \delta_{\text{Cas}} C = \sum_{p=0}^{n} \sum_{q=0}^{n} \sum_{i=1,2} \left( (x_p \otimes \cdots \otimes x_{q-1} \otimes \omega_i) \otimes [h] \right) \wedge \left( (x_q \otimes \cdots \otimes x_{p-1} \otimes \omega_i^\vee) \otimes [h] \right).$$

(See Fig. [4] bottom.)

The term $\delta_{\text{Cas}}$ are absent if $X = \mathbb{P}^1$. If $E$ is an elliptic curve, $\mathcal{L}^\vee_{X,S,v_0}$ is graded by weight and filtered by depth, and the terms $\delta_{\text{Cas}}$ disappear in the associated graded $\text{gr}^D \mathcal{L}^\vee_{X,S,v_0}$.

2.2.4. Period map and Hodge correlator functions. Recall that the Hodge correlator functions $\text{Cor}_H(x_0, \ldots, x_n)$ satisfy cyclic symmetry and shuffle relations, so we may also denote by $\text{Cor}_H$ the function

$$\text{Cor}_H : C \mathcal{L}^\vee_{X,S,v_0} \to \mathbb{C},$$

$$(x_0 \otimes \cdots \otimes x_n)(1) \mapsto \text{Cor}_H(x_0, \ldots, x_n).$$

The dual to the Hodge correlator $\text{Cor}_H : C \mathcal{L}^\vee_{X,S,v_0} \to \mathbb{C}$, an element of $C \mathcal{L}^\vee_{X,S,v_0}$, is called the Green operator $G_{v_0}$. It can be viewed as a special derivation of $\text{gr}^W \pi_1^{\text{nil}}(X \setminus S, v_0) \otimes \mathbb{C}$, and defines a real mixed Hodge structure on $\pi_1^{\text{nil}}(X \setminus S, v_0)$. An element $x \in \mathcal{L}^\vee_{X,S,v_0}$ of type $(p, q)$ provides a framing $\mathbb{R}(p, q) + \mathbb{R}(q, p) \to \text{gr}_p^W \pi_1^{\text{nil}}(X \setminus S, v_0)$, and $\text{Cor}_H^\text{Hod}(x)$ is the element of $\text{Lie}_H^\text{Hod}$ induced by this framing.

As made precise by a main result of [G6], $\text{Cor}_H$ factors through the Hodge correlator map to $\text{Lie}_H^\text{Hod}$ and the period map $\text{Lie}_H^\text{Hod} \to \mathbb{C}$, and the resulting mixed Hodge structure on $\pi_1^{\text{nil}}$ coincides with the standard one.

Figure [4] Above: The typical term in the $\delta_S$ component of the coproduct.
Below: The typical term in the $\delta_{\text{Cas}}$ component.
Theorem 1 ([G6], Theorem 1.12). (a) For \( x \in C \mathcal{L}_{X,S,v_0}^\vee \), \( \text{Cor}_H(x) = (2\pi i)^{-n} p(\text{Cor}_{\text{Hod}}(x)) \), where \( p \) is the canonical period map \( \text{Lie}_{\text{Hod}}^\vee \to \mathbb{R} \).

(b) The mixed Hodge structure on \( \pi_1^{\text{nil}} \) determined by the dual Hodge correlator map coincides with the standard mixed Hodge structure on \( \pi_1^{\text{nil}} \).

Furthermore, let \( X/B \) be a smooth curve over a base \( B \). For a collection of nonintersecting sections \( S \) and choice of relative tangent vector \( v_0 \), we can analogously define \( C \mathcal{L}_{X/B,S,v_0}^\vee \). In this setting, for \( x \in C \mathcal{L}_{X/B,S,v_0}^\vee \), [G6] constructs a connection on the fiberwise \( \text{Cor}_{\text{Hod}}(x) \) that makes \( \text{Cor}_{\text{Hod}}(x) \) a variation of mixed Hodge structures over \( B \). We have the following essential fact, which follows from the Griffiths transversality condition:

Lemma 2. If \( x \in C \mathcal{L}_{X/B,S,v_0}^\vee \) of type \( (p, q) \), and weight \( p + q = n > 2 \), has \( \delta(\text{Cor}_{\text{Hod}}(x)) = 0 \), and \( \text{Cor}_H(x|_b) = 0 \) at some \( b \in B \), then \( \text{Cor}_{\text{Hod}}(x) = 0 \).

Proof. If \( \delta(\text{Cor}_{\text{Hod}}(x)) = 0 \), then \( \text{Cor}_{\text{Hod}}(x) \in \text{Ext}^1(\mathbb{R}(0), \mathbb{R}(p, q) + \mathbb{R}(q, p)) \), which is one-dimensional and rigid by the Griffiths transversality condition. Hence the variation is constant and captured by the period \( p : \text{Ext}^1(\mathbb{R}(0), \mathbb{R}(p, q) + \mathbb{R}(q, p)) \to \mathbb{C} \). \( \square \)

One of the main results of this paper is that the relations (9) hold for the elements \( \text{Cor}_{\text{Hod}} \): the equality between functions is upgraded to a relation in the fundamental Lie coalgebra of mixed Hodge structures.

2.2.5. Motivic correlators. Let \( F \) be a number field. Beilinson’s conjectures ([B2]) predict that there is a category \( \mathcal{M}_F \) of mixed motives over \( F \). Every object in \( \mathcal{M}_F \) should have a weight filtration, and there should be a functor \( \text{gr}^W : \mathcal{M}_F \to \mathcal{P}_F \), where \( \mathcal{P}_F \) is the category of pure motives over \( F \). For every embedding \( \sigma : F \to \mathbb{C} \), there should be a realization functor \( r_\sigma : \mathcal{M}_F \to \text{MHS}_F \). For every simple object \( M \in \mathcal{M}_F \), there should be an injective regulator map

\[
\text{reg} : \text{Ext}^1_{\mathcal{M}_F}(\mathbb{Q}(0), M) \to \bigoplus_{F \to \mathbb{C}/\text{complex conj.}} \text{Ext}^1_{\text{MHS}_F}(\mathbb{R}(0), r_\sigma(M)).
\]

The fundamental (motivic) Lie algebra \( \text{Lie}_{\text{Mot}/F}^\vee \) is the algebra of tensor derivations of the functor \( \text{gr}^W \), a graded Lie algebra in the category \( \mathcal{P}_F \), and \( \mathcal{M}_F \) is equivalent to the category of graded \( \text{Lie}_{\text{Mot}/F}^\vee \)-modules. An embedding \( \sigma \) induces a map \( r_\sigma : \text{Lie}_{\text{Mot}/F}^\vee \to \text{Lie}_{\text{Hod}}^\vee \).

Let \( X \) be a curve defined over \( F \), \( S \subset X(F) \) a finite set of punctures, and \( v_0 \) the distinguished tangent vector at \( s \in S \). There is expected to be a motivic fundamental group \( \pi_1^{\text{Mot}}(X \setminus S, v_{\infty}) \), a prounipotent group scheme in the category \( \mathcal{M}_F \). The Hodge realization of its Lie algebra should be \( \pi_1^{\text{nil}}(X \setminus S, v_0) \). As it is an object in \( \mathcal{M}_F \), there is an action \( \text{Lie}_{\text{Mot}/F} \to \text{Der} (\text{gr}^W \pi_1^{\text{Mot}}) \).

The construction of the Hodge correlator coalgebra \( C \mathcal{L}_{X,S,v_0}^\vee \) can be upgraded to the motivic setting, simply by replacing all the Hodge-theoretic objects by their motivic avatars. For example, the definition of the motivic correlator coalgebra mimics that of its Hodge realization:

\[
\left(C \mathcal{L}_{X,S,v_0}^{\text{Mot}}\right)^\vee := \frac{T \left( (\mathbb{Q}(1)^S)^{\vee} \otimes H^1(X) \right) }{\text{relations}} \otimes H_2(X),
\]

a graded Lie coalgebra in the category of pure motives over \( F \), where the relations imposed are the cyclic symmetry, first shuffles, and quotient by nonpositive weight. Then \( C \mathcal{L}_{X,S,v_0}^{\text{Mot}} \) is isomorphic
to the algebra of special derivations of $\text{gr}^W \pi_1^{\text{Mot}}(X - S, v_0)$, and there is a motivic correlator map

$$\text{Cor}^{\text{Mot}} : \left(C \mathcal{L}_{X,S,v_0}^{\text{Mot}} \right)^\vee \to \text{Lie}_{\text{Mot}/F}^\vee.$$ 

We will write $\text{Cor}^{\text{Mot}}(x_0, \ldots, x_n)$ for $\text{Cor}^{\text{Mot}}((x_0 \otimes \cdots \otimes x_n) \otimes)$. 

Fix an embedding $\sigma : F \to C$. We have the composition of the realization functor with the period map:

$$\text{Cor}^\mathcal{H} \circ r_\sigma : \left(C \mathcal{L}_{X,S,v_0}^{\text{Mot}} \right)^\vee \otimes C \to C \mathcal{L}_{X,S,v_0}^\vee \otimes C \to C.$$ 

By Theorem 1, it coincides with the composition

$$\left(C \mathcal{L}_{X,S,v_\infty}^{\text{Mot}} \right)^\vee \to \text{Lie}_{\text{Mot}}^\vee \to \text{Lie}_{\text{Hod}}^\vee \to C.$$ 

We can summarize all of the described objects and maps defined as follows:

$$\begin{array}{c}
\text{Der}^S(\text{gr}^W \pi_1^{\text{Mot}}(X \setminus S, v_0))^\vee \xrightarrow{\text{Cor}^{\text{Mot}}} \left(C \mathcal{L}_{X,S,v_0}^{\text{Mot}} \right)^\vee \xrightarrow{r} \text{Lie}_{\text{Mot}/F}^\vee \\
\text{Der}^S(\text{gr}^W \pi_1^{\text{nil}}(X \setminus S, v_0))^\vee \xrightarrow{\text{Cor}^{\text{Mot}}} \left(C \mathcal{L}_{X,S,v_0}^{\text{Mot}} \right)^\vee \xrightarrow{r} \text{Lie}_{\text{Hod}}^\vee \\
\text{Cor}^\mathcal{H} \xrightarrow{p} C.
\end{array}$$

Relations among the motivic correlators can be proven by showing that they hold in the Hodge realization under any complex embedding. Precisely, there is the following fact, which is an immediate consequence of the (hypothetical) injectivity of the regulator and Lemma 2.

**Lemma 3.** Suppose $x \in \left(C \mathcal{L}_{X,S,v_\infty}^{\text{Mot}} \right)^\vee$ is of type $(p, q)$ with weight $p + q > 2$, $\delta \text{Cor}^{\text{Mot}}(x) = 0$, and $\text{Cor}^\mathcal{H}(r(x)) = 0$ for every embedding $r : F \to C$. Then $\text{Cor}^{\text{Mot}}(x) = 0$.

This fact allows us to lift relations on Hodge correlators to relations on motivic correlators. In particular, all results in this paper – the second shuffle relations for Hodge correlators and the map from the Bianchi complexes to an algebra of Hodge correlators – should hold with “Hodge” replaced by “motivic”.

Assuming the motivic formalism, the results in the Hodge realization can then be translated to the $\ell$-adic realization, via the motivic correlators. In particular, the results stated in the introduction would hold for the $\ell$-adic elliptic Galois algebra.

### 3. Motivic correlators on elliptic curves

#### 3.1. Main properties.

**3.1.1. Definitions.** We work with a complex elliptic curve $E$. Recall $S \subset E$ is a finite set of punctures. Let $O = \text{End}(E)$, so either $O = \mathbb{Z}$ or a lattice in an imaginary quadratic field.
Let \( \omega, \overline{\omega} \) be a symplectic basis for \( H^1(E; \mathbb{C}) \). \( \mathcal{L}^{\vee}_{E,S,s} \) is generated by elements
\[
C_s(\Omega_0, s_0, \ldots, \Omega_n, s_n) = \omega_{0,1} \otimes \cdots \otimes \omega_{0,k_0} \otimes \{s_0\}
\]
\[
\otimes \omega_{1,1} \otimes \cdots \otimes \omega_{1,k_1} \otimes \{s_1\}
\]
\[
\otimes \cdots
\]
\[
\otimes \omega_{n,1} \otimes \cdots \otimes \omega_{n,k_n} \otimes \{s_n\}
\]
\(s_i \in S\) and \( \Omega_i \) range over the basis of \( T_{\mathbb{Z}}(H^1(E, \mathbb{C})) \) consisting of elements \( \otimes_{j=1}^{k_i} \omega_{i,j} \) with \( \omega_{i,j} \in \{\omega, \overline{\omega}\} \). This generator lies in the component of \( \mathcal{L}^{\vee}_{E,S,s} \) of depth \( n \) and weight \( 2n + \sum_{i=0}^{n} k_i \).

Suppose a tangent vector \( v_s \) has been chosen at each \( s \in S \). We assemble the \( \mathcal{L}^{\vee}_{E,S,v_s} \) as the base point \( s \) ranges over \( S \) into a Lie coalgebra
\[
\overline{\mathcal{L}^{\vee}_{E,S}} := \bigoplus_{s \in S} \mathcal{L}^{\vee}_{E,S,v_s}.
\]
All direct summands are isomorphic, but the maps \( \text{Cor}_{\text{Hod}} \) on different components do not coincide. We will write \( \text{Cor}_s \) as a short notation for the map \( \text{Cor}_{\text{Hod}} \) on the component corresponding to \( s \), extended so that \( \text{Cor}_s(s, \ldots) = 0 \), i.e., the correlator of an element that contains the base point vanishes.

3.1.2. Generating series. We will package the correlators of depth \( n \) into generating series in \( 2(n+1) \) commuting formal variables \( t_0, \bar{t}_0, t_1, \bar{t}_1, \ldots, t_n, \bar{t}_n \). We identify \( t_i, \bar{t}_i \) with generators of \( H_1(E, \mathbb{Z}) \) dual to \( \omega, \overline{\omega} \). That is, the monomials in the \( t_i, \bar{t}_i \) are identified with the generators of \( \bigotimes_{i=0}^{n} \text{Sym}(H_1(E, \mathbb{Z})) \).

For \( x_0, \ldots, x_n \in S \) and \( s \in S \), define the generating series
\[
\Theta_s(x_0 : x_1 : \cdots : x_n \mid t_0 : t_1 : \cdots : t_n) = \sum_{\Omega_0, \ldots, \Omega_n} \text{Cor}_s(\Omega_0, x_0, \ldots, \Omega_n, x_n)(\Omega^*_0 \otimes \cdots \otimes \Omega^*_n),
\]
where the sum is taken over the basis of \( T_{\mathbb{Z}}(H^1(E, \mathbb{C})) \) as above. The coefficient of \( \prod_i t_i^{m_i} \bar{t}_i^{m'_i} \) is the sum of all generators where \( m_i \) copies of \( \omega \) and \( m'_i \) copies of \( \overline{\omega} \) appear between \( s_i \) and \( s_{i+1} \). Letting \( S_{m,m'} \) be the sum of generators of the degree-(\( m, m' \)) component of \( T_{\mathbb{Z}}(H^1(E, \mathbb{C})) \), i.e., the sum of all permutations of \( \omega^{\otimes m} \otimes \overline{\omega}^{\otimes m'} \), this sum can be written
\[
\text{Cor}_s \left( S_{m_0,m'_0} \otimes (x_0) \otimes S_{m_1,m'_1} \otimes (x_1) \otimes \cdots \otimes S_{m_n,m'_n} \otimes (x_n) \right).
\]
These coefficients are called the symmetric Hodge correlators.

We also define, for \( w_0, \ldots, w_n \in E \) with \( w_0 + \cdots + w_n = 0_E \),
\[
\Theta_s^*(w_0, w_1, \ldots, w_n \mid t_0 : t_1 : \cdots : t_n) = \Theta_s(0 : w_1 : w_1 + w_2 : \cdots : w_1 + \cdots + w_n \mid t_0 : t_1 : \cdots : t_n),
\]
and, for \( u_0 + \cdots + u_n = 0 \),
\[
\Theta_s(x_0 : x_1 : \cdots : x_n \mid u_0, u_1, \ldots, u_n) = \Theta(x_0 : x_1 : \cdots : x_n \mid 0 : u_1 : u_1 + u_2 : \cdots : u_1 + \cdots + u_n).
\]
The subspace generated by the elements of $C \mathcal{L}_E^\vee$ having the form of the argument of \cite{[14]} is dual to a certain quotient of the Lie algebra $\text{Der}^\Sigma(\text{gr} \pi_1^W(E - S, \nu_0))$. This is the quotient by the image of the adjoint action of $H_1(E; \mathbb{Z})$ mentioned in the introduction. In depth 0 and weight $>1$, the elements \cite{[14]} vanish, by the shuffle relations. In depth 0 and weight 1 — i.e., elements $\text{Cor}(\omega_1, s_0)$ — the elements are identified with elements $[s_0] - [s]$ in the Jacobiann of $E$ (see \cite{[G6], §10.5}), and, in particular, vanish if $s$ and $s_0$ are torsion points. As we will see below, modulo the depth filtration, the symmetric correlators form a subcoalgebra, as the terms $\delta_{\text{Cas}}$ of the coproduct vanish.

Now let us establish some basic properties of the generating series.

**Lemma 4.** (a) For $n > 0$, the generating series $\Theta( : | : )$ are homogeneous in the $t_i$ and satisfy the dihedral symmetry relations:

$$\Theta_s(x_0 : \cdots : x_n | t_0 : \cdots : t_n) = \Theta_s(x_0 + x : \cdots : x_n + x | t_0 + t : \cdots : t_n + t) \quad \text{(homogeneity)}$$

$$= \Theta_s(x_1 : \cdots : x_n : x_0 | t_1 : \cdots : t_n : t_0) \quad \text{(cyclic symmetry)}$$

$$= (-1)^{n+1} \Theta_s(x_0 : \cdots : x_1 : x_0 | t_n : \cdots : t_1 : t_0). \quad \text{(reflection)}$$

(b) For an automorphism $\phi \in \text{Aut}(E)$,

$$\Theta_s(x_0, \ldots, x_n | t_0 : \cdots : t_n) = \Theta_s(\phi(x_0), \ldots, \phi(x_n) | \phi \cdot t_0 : \cdots : \phi \cdot t_n),$$

where $\phi$ acts on the $t_i$ by the adjoint action on $H_1(E, \mathbb{Z})$.

(c) The elements $\Theta_s(x_0 : x_1 : \cdots : x_n | u_0, u_1, \ldots, u_n)$ satisfy the first shuffle relations:

$$\sum_{\sigma \in \Sigma_{i,j}} \Theta_s(x_{\sigma^{-1}(1)} : \cdots : x_{\sigma^{-1}(i+j)} : x_0 | u_{\sigma^{-1}(1)}, \ldots, u_{\sigma^{-1}(i+j)}, u_0) = 0. \quad (15)$$

**Proof.** The dihedral symmetry relations in (a) and the relation (b) are clear from the definition of Hodge correlators.

The difficult part is homogeneity in $t_i$ and the first shuffle relation. For the former, it is enough to show

$$\Theta_s(x_0 : \cdots : x_n | 0 : t_1 : \cdots : t_n) = \Theta_s(x_0 : \cdots : x_n | t_0 : t_0 + t_1 : \cdots : t_0 + t_n),$$

Consider the coefficient of $\prod_i t_i^{m_i} \overline{t_i}^{m_i'}$ in the sum defining each side \cite{[13]}. For each $i$, fix an an ordering $\omega_{i,1} \ldots \omega_{i,m_i,m_i'}$ of the word $\omega^{m_i} \overline{\omega^{m_i'}}$ and look at the terms in this coefficient in which the elements indexed by $t_i$ appear in the order specified by the word.

If $m_0 = m_0'$, then both sides have exactly one such term

$$\text{Cor}_{\text{Hod}}(x_0, 1, x_1, \bigotimes_i \omega_{i,j} \ldots, x_n, \bigotimes_i \omega_{n,i}),$$

and they coincide. Otherwise, the coefficient on the left side is 0, while the terms on the right side are exactly the first shuffle relation on

$$\text{Cor}_{\text{Hod}}(x_0, \bigotimes \omega_{0,j}, x_1, \bigotimes \omega_{1,j} \ldots, x_n, \bigotimes \omega_{n,j}),$$

which is 0. This proves homogeneity in the $t_i$. 
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Finally, (c) also follows from the first shuffle relation on the coefficients. To obtain the relation where \( \{1, \ldots, i\} \) are shuffled with \( \{i+1, \ldots, i+j\} \), we keep \( x_0 \) fixed and shuffle the \( x_1, \ldots, x_i \) and the forms indexed by \( u_1, \ldots, u_i \) with the other elements. (The proofs are identical for those for correlators on \( \mathbb{P}^1 \); see [M], Lemma 17.)

3.1.3. Coproduct. The coproduct of the generating function \( \Theta_s \) is in general difficult to write down. However, we can describe the terms of highest depth, which come from the \( \delta_s \) component of the coproduct.

**Lemma 5.** The coproduct of the generating functions \( \Theta_s \) is given by

\[
\delta \Theta_s(x_0 : \cdots : x_n \mid t_0 : \cdots : t_n) =
\]

\[
= \sum_{\text{cyc}} \sum_{k=0}^n \Theta_s(x_0 : \cdots : x_k \mid t_0 : \cdots : t_k) \wedge \Theta_s(x_k : x_{k+1} : \cdots : x_n \mid t_0 : t_{k+1} : \cdots : t_n)
\]

+ lower depth terms.

The coproduct of the generating functions \( \Theta_s^* \) is given by

\[
\delta \Theta_s^*(x_0, \ldots, x_n \mid t_0 : \cdots : t_n) =
\]

\[
= \sum_{\text{cyc}} \sum_{k=0}^n \Theta_s^*(-(x_1 + \cdots + x_k), x_1 : \cdots : x_k \mid t_0 : t_1 : \cdots : t_k) \wedge \Theta_s^*(x_0, x_{k+1}, \ldots, x_n \mid t_0 : t_{k+1} : \cdots : t_n)
\]

(16)

+ lower depth terms.

The lower-depth terms are Hodge correlators of elements that do not depend on \( s \).

**Proof.** The formula for the coproduct of \( \Theta_s \) arises from the definition of the \( \delta_s \) term of the coproduct. The formula for the coproduct of \( \Theta_s^* \) would follow immediately from that for \( \Theta_s \) if the \( \Theta_s \) were invariant under an additive shift of the arguments \( x_i \). This is Theorem 8 below, which is independent of (16).

These formulas for the coproduct formally coincide with those for the dihedral Lie coalgebra, defined by A.Goncharov in [G3] in order to study multiple polylogarithms, as well as in the quasidihedral Lie coalgebra modulo the depth filtration, defined by the author in [M] to study Hodge correlators on \( \mathbb{P}^1 \).

3.2. Symmetric correlators modulo depth. In this section, \( H^1(X) \) always refers to \( H^1(X; \mathbb{C}) \).

3.2.1. Change of base point formula. Fix \( p \in S \). Let us define a map \( \rho_p : T(H^1(X)) \rightarrow T(H^1(X) \oplus \mathbb{Q}[S]) \) as follows.

For a word \( \omega_1 \otimes \cdots \otimes \omega_n \in T(H^1(X)) \),

\[
\rho_p(\omega_1 \otimes \cdots \otimes \omega_n) = \sum_k (-1)^k \sum_{i_1 < i_2 < \cdots < i_k < n} \omega_1 \otimes \cdots \otimes \langle (\omega_{i_j}, \omega_{i_j+1}) (p) \rangle \otimes \cdots \otimes \omega_n,
\]

where \( \langle , \rangle \) is the skew-symmetric pairing: \( \langle \omega, \overline{\omega} \rangle = -\langle \overline{\omega}, \omega \rangle = 1 \). That is, it is the sum over all possible replacements of pairs \( (\omega \otimes \overline{\omega}) \) and \( (\overline{\omega} \otimes \omega) \) by the puncture \( p \), taken with appropriate sign.
For example, we have:

\[ \rho_p(1) = 1, \]
\[ \rho_p(\omega) = \omega, \]
\[ \rho_p(\omega \otimes \omega) = \omega \otimes \omega, \]
\[ \rho_p(\omega \otimes \overline{\omega}) = (\omega \otimes \overline{\omega}) - (p), \]
\[ \rho_p(\omega \otimes \overline{\omega} \otimes \omega) = (\omega \otimes \overline{\omega} \otimes \omega) - (p \otimes \omega) + (\omega \otimes p), \]
\[ \rho_p(\omega \otimes \overline{\omega} \otimes \omega \otimes \overline{\omega}) = (\omega \otimes \overline{\omega} \otimes \omega \otimes \overline{\omega}) - (p \otimes \omega \otimes \overline{\omega}) - (\omega \otimes p \otimes \overline{\omega}) + (\omega \otimes \overline{\omega} \otimes \omega) + (\omega \otimes p \otimes \overline{\omega}) + (p \otimes p). \]

For \( a \in S \), define \( \rho_p(a) = (a) - (p) \), extended by linearity to \( Q[S] \). Then, extend \( \rho_p \) to \( CT(H^1(X) \otimes Q[S]) \): if \( x_0, \ldots , x_k \in Q[S] \), and \( \Omega_0, \ldots , \Omega_k \in T(H^1(X)) \), then

\[ \rho_p(\Omega_0 \otimes x_0 \cdots \otimes \Omega_k \otimes x_k) = \rho_p(\Omega_0) \otimes \rho_p(x_0) \otimes \cdots \otimes \rho_p(\Omega_k) \otimes \rho_p(x_k). \]

**Lemma 6** (Change of base point formula). Suppose that \( p \neq q \). Then the following relation holds for Hodge correlators in weight \( > 2 \):

\[ (17) \quad \text{Cor}_p(x) = \text{Cor}_q(\rho_p(x)). \]

On the right side stands a sum of correlators obtained from the one on the left by taking all possible replacements of punctures and pairs of adjacent cohomology classes with \( (p) \), taken with the appropriate sign.

Before proceeding to the proof, let us illustrate the formula on some examples. In weight 4,

\[ \text{Cor}_p(a, b, c) = \text{Cor}_q(a, b, c) - \text{Cor}_q(p, b, c) - \text{Cor}_q(a, p, c) - \text{Cor}_q(a, b, p), \]
\[ \text{Cor}_p(a, b, \omega, \overline{\omega}) = \text{Cor}_q(a, b, \omega, \overline{\omega}) \]
\[ - \text{Cor}_q(p, b, \omega, \overline{\omega}) - \text{Cor}_q(a, p, \omega, \overline{\omega}) - \text{Cor}_q(a, b, p) + \text{Cor}_q(p, \omega, \overline{\omega}). \]
\[ \text{Cor}_p(a, \omega, \overline{\omega}, \omega, \overline{\omega}) = \text{Cor}_q(a, \omega, \overline{\omega}, \omega, \overline{\omega}) \]
\[ - \text{Cor}_q(p, \omega, \overline{\omega}, \omega, \overline{\omega}) - \text{Cor}_q(a, p, \omega, \overline{\omega}) + \text{Cor}_q(a, \omega, p, \overline{\omega}) - \text{Cor}_q(a, \omega, \overline{\omega}, p) \]
\[ + \text{Cor}_q(p, p, \omega, \overline{\omega}) - \text{Cor}_q(p, \omega, p, \overline{\omega}) + \text{Cor}_q(p, \omega, \overline{\omega}, p). \]

If the left side of the expression only contains punctures, we recover a formula identical to the one found by [GR], Theorem 2.6, for Hodge correlators on the punctured \( \mathbb{P}^1 \). More generally, for symmetric correlators, we have:

**Corollary 7.** Suppose that \( p \neq q \). Then we have the relation in weight \( > 2 \):

\[ \text{Cor}_p(S_{m_0,m'_0} \otimes x_0 \otimes S_{m_1,m'_1} \otimes x_1 \otimes \cdots \otimes S_{m_n,m'_n} \otimes x_n) \]
\[ = \text{Cor}_q(S'_{m_0,m'_0} \otimes ((x_0) - (p)) \otimes \cdots \otimes S'_{m_n,m'_n} ((x_n) - (p))), \]
\[ = \sum_k (-1)^k \sum_{i_1 < \cdots < i_k} \text{Cor}_q(S_{m_0,m'_0} \otimes x_0 \otimes \cdots \otimes p \otimes \cdots \otimes p \otimes \cdots \otimes S_{m_n,m'_n} \otimes x_n), \]

where on the right the punctures \( x_{i_1}, \ldots , x_{i_k} \) are replaced with \( q \).

**Proof.** For all \( m, m' \geq 0 \), \( \rho_p(S_{m,m'}) = S_{m,m'}. \)

**Proof of Lemma [6]** We first prove the change of base point formula in the real Hodge realization, i.e., that it holds on the level of the Hodge correlator functions \( \text{Cor}_H \).
The Green’s functions associated to the points \( p \) and \( q \) are related by

\[
G_p(x,y) = G_q(x,y) - G_q(x,p) - G_q(y,p) + C,
\]

where \( C \) is a constant that depends on the choices of tangent vectors at \( p \) and \( q \). Now consider any tree contributing to the Hodge correlator of \( \Omega_0 \otimes (x_0) \otimes \cdots \otimes \Omega_k \otimes x_k \). Write the Green’s function \( G_p(x,y) \) assigned to each edge in terms of the \( G_q \), and examine the contribution of the three terms in \( G_p(x,y) - G_q(x,y) \): \( G_q(x,p), G_q(y,p) \), and \( C \) for a given edge. There are three cases:

1. An external edge \( E \) decorated by a puncture \( a \), assigned the function \( G_p(x,a) \). Assigning the form \(-G_q(x,p)\) to \( E \) gives the correlator where \( a \) has been replaced by \(-p\). The terms \( C \) and \( G_q(a,p) \) are constants. Because the Hodge correlator has weight \( > 2 \), there is at least one internal edge in the tree, so the correlator where a constant has been placed on \( E \) is the integral of an exact form \( d^C(\ldots) \).

2. An internal edge \( E \) that splits the tree into two parts, one of which is decorated by two 1-forms. Suppose that in \( G_p(x,y) \), the vertex assigned the variable \( x \) is adjacent to external vertices labeled \( \omega_1 \) and \( \omega_2 \). Then the terms \( G_q(x,p) \) and \( C \) are independent of \( y \), and the integral splits into a product; the integrand for the subtree growing from \( y \) is an exact form, so we get \( 0 \). For the term \(-G_q(y,p)\), the integral also splits into a product of \( \int_E \omega_1 \wedge \omega_2 \) and the correlator with \( x \) replaced by an external vertex \(-p\).

3. An internal edge \( E \) that splits the tree into two parts, each of which is decorated by at least one puncture. Then, as in the previous case, each term in the expression for \( G_p(x,y) \) is independent of either \( x \) or \( y \). The integral splits into a product of two factors, one of which is \( 0 \).

We conclude that the change of base point is computed by adding all possible replacements of external punctures \( a \) by \(-p\) and pairs \( \omega_1 \otimes \omega_2 \) by \(-\langle \omega_1, \omega_2 \rangle \) \( (p) \). This implies the lemma.

(Not that the assumption of weight \( > 2 \) was crucial to all arguments involving integration of the exact form.)

One easily checks by induction that the coproducts of the two sides of \((17)\) are equal. This implies the result on the level of the Hodge correlators \( \text{Cor}_{\text{Hod}} \).

\[ \square \]

3.2.2. Independence on base point. In this part, we prove the following important result.

**Theorem 8.** The symmetric Hodge correlators in weight \( > 2 \) are independent of the base point modulo the depth filtration.

Precisely, let \( x \in \text{CT}(H^1(X) \oplus \mathbb{Q}[S]) \). Then there exists \( \bar{x} \), equal to \( x \) modulo lower-depth terms, such that \( \text{Cor}_p(\bar{x}) \) is independent of \( p \).

In terms of generating functions, this theorem implies:

**Corollary 9.** The generating functions \( \Theta^s \) satisfy the dihedral symmetry relations of Lemma 4:

\[
\Theta^s_x(w_0, \ldots, w_n \mid t_0 : \cdots : t_n)
= \Theta^s_x(w_1, \ldots, w_n, w_0 \mid t_1 : \cdots : t_n : t_0)
= (-1)^{n+1} \Theta^s_x(w_n, \ldots, w_0, w_1 \mid t_n : \cdots : t_1 : t_0)
\]

modulo lower-depth terms that are independent of \( s \).

**Proof.** By the cyclic symmetry and dihedral relations on correlators, these expressions are equal up to an additive shift in the correlators’ arguments, equivalently, a change in base point. \( \square \)
Notice that all terms on the right side of (17) have higher or equal depth to the left side. It will be necessary to find correction terms of lower depth to obtain a formula of the form
\[ \text{Cor}^p_{\mathcal{H}} x_0 \otimes \cdots \otimes h_k \otimes x_k + \text{Cor}^p \text{ (lower depth)} = \text{Cor}^q_{\mathcal{H}} x_0 \otimes \cdots \otimes h_k \otimes x_k + \text{Cor}^q \text{ (I.d.)} \]
when each \( h_i \) a symmetric expression \( S_{m,m'} \).

The proof of the theorem relies on a key construction. We will find elements:
\[ S_{m,0}^* \cdot S_{m,1}^* \cdot \cdots \cdot S_{m,n}^* \in T(H^1(X)) \]
such that
\[ (18) \quad \rho_p (S_{m,0}^* \cdot S_{m,1}^* \cdot \cdots \cdot S_{m,n}^*) = \]
\[ = \sum \sum (S_{m,0}^* \cdot \cdots \cdot S_{m,1}^* \cdot \cdots \cdot S_{m,n}^* \cdot \cdots \cdot S_{m,1}^* \cdot \cdots \cdot S_{m,n}^*) \otimes (p) \otimes (S_{m,0}^* \cdot \cdots \cdot S_{m,1}^* \cdot \cdots \cdot S_{m,n}^*) \otimes (p) \otimes \cdots \]

Before showing how to construct these elements, let us prove the theorem, assuming these elements exist.

**Proof of Theorem**

Consider an element
\[ x = S_{m,0}^* \otimes x_0 \otimes S_{m,1}^* \otimes x_1 \otimes \cdots \otimes S_{m,n}^* \otimes x_n. \]
Let \( I \) be a proper subset of \( \{0, \ldots, n\} \). Write \( I \) as the union of its cyclically contiguous subsets, each of the form \( \{i, i + 1, \ldots, i + k\} \) (indices modulo \( n + 1 \)). Let \( x_{/I} \) be the element formed by replacing each
\[ S_{m_i, m_i'} \otimes x_i \otimes \cdots \otimes x_{i+k} \otimes S_{m_{i+k}, m_{i+k}'} \]
by \( S_{m_i, m_i'} \cdot \cdots \cdot S_{m_{i+k}, m_{i+k}'} \).

Now consider the corrected element:
\[ \tilde{x} = \sum (-1)^{|I|} x_{/I}. \]
It is equal to \( x \) modulo the depth filtration. Also, let
\[ y_q = S_{m,0}^* \otimes q \otimes S_{m,1}^* \otimes q \otimes \cdots \otimes S_{m,n}^* \otimes q, \]
and define \( \tilde{y}_q \) in the same way. By a standard inclusion-exclusion argument, the property \( (18) \) implies that
\[ \rho_p (\tilde{x} + \tilde{y}_q) = \tilde{x} + (\text{terms containing } q). \]
Because the correlator with base point \( q \) is zero for the terms containing \( q \), this gives
\[ \text{Cor}^p (\tilde{x} + \tilde{y}_q) = \text{Cor}^q (\tilde{x}). \]
On the other hand, the Hodge correlator \( \text{Cor}^p (\tilde{y}_q) \) depends only on \( p - q \), and thus \( p \mapsto \text{Cor}^p (\tilde{x}) - \text{Cor}^q (\tilde{x}) \) provides a group homomorphism \( E \rightarrow \mathbb{R} \), and must be 0. Therefore, \( \text{Cor}^p (\tilde{x}) \) is independent of \( p \).

**Lemma 10.** There exist elements, independent of choice of symplectic basis of \( H^1(X) \), satisfying \( (18) \).
bijection with lattice paths: a word between $S$ and $e$.

The map replacing steps (up, right) or (right, up) with diagonal steps, in the latter case changing the sign.

We produce such elements explicitly:

$$S_{m_0,m'_0} \otimes \cdots \otimes S_{m_k,m'_k} = \frac{1}{2^k} \sum_{n_0,n'_0,\ldots,n_k,n'_k} \pm S_{n_0,n'_0} \otimes S_{n_1,n'_1} \otimes \cdots \otimes S_{n_k,n'_k},$$

where the sum is taken over the $n_i,n'_i \geq 0$ such that:

$$n_i + n'_i = \begin{cases} m_i + m'_i + 1 & i = 0, k \\ m_i + m'_i + 2 & 0 < i < k \end{cases},$$

$$(n_0 - n'_0) + \cdots + (n_k - n'_k) = (m_0 - m'_0) + \cdots + (m_k - m'_k).$$

A term is taken with the sign $-$ if there is an odd number of $i$ ($i = 0, \ldots, k - 1$) such that

$$(n_0 - n'_0) + \cdots + (n_i - n'_i) < (m_0 - m'_0) + \cdots + (m_i - m'_i),$$

otherwise with the sign $+$. Examples:

$$S_{0,0} \otimes S_{0,0} = \frac{1}{2} (\omega \overline{\omega} - \overline{\omega} \omega),$$

$$S_{0,0} \otimes S_{1,0} = \frac{1}{2} (\omega \overline{\omega} \omega + \omega \overline{\omega} \omega - \overline{\omega} \omega \omega),$$

$$S_{0,0} \otimes S_{0,0} \otimes S_{0,0} = \frac{1}{4} (\omega \overline{\omega} \omega \omega + \omega \overline{\omega} \omega \omega - \omega \overline{\omega} \omega \omega - \omega \overline{\omega} \omega \omega + \overline{\omega} \omega \omega + \overline{\omega} \omega \omega + \overline{\omega} \omega \omega).$$

We explain the construction by picture. The basis elements of $T(H^1(X))$ of a given weight are in bijection with lattice paths: a word $\omega_1 \otimes \cdots \otimes \omega_q$ corresponds to the path whose $i$-th step is $(1,0)$ if $\omega_i = \omega$ and $(0,1)$ if $\omega_i = \overline{\omega}$. The elements of $T(H^1(X) \otimes \mathbb{Q}[p])$ are lattice paths that also allow the diagonal step $(1,1)$, corresponding to $(p)$. (The points of the lattice path are simply the Hodge bidegrees of the initial subwords.) The map $\rho_p$ replaces a path by the sum of all paths obtained by replacing steps (up, right) or (right, up) with diagonal steps, in the latter case changing the sign.

To construct the element, we first consider the concatenation of paths in $S_{m_0,m'_0}, \ldots, S_{m_k,m'_k}$, with a step $(1,1)$ inserted between each pair. Draw a diagonal line $\ell_i$ bisecting the step that was inserted between $S_{m_{i-1},m'_{i-1}}$ and $S_{m_i,m'_i}$. Any path of the Hodge bidegree $(\sum m_i + k, \sum m'_i + k)$ appears in a unique term $S_{n_0,n'_0} \otimes \cdots \otimes S_{n_k,n'_k}$, and each $S_{n_i,n'_i}$ is the sum of paths between the lines $\ell_i$ and $\ell_{i+1}$. (The points of the lattice path are simply the Hodge bidegrees of the initial subwords.) The map $\rho_p$ replaces a path by the sum of all paths obtained by replacing steps (up, right) or (right, up) with diagonal steps, in the latter case changing the sign.
The sign of a path is determined by the rays on which it crosses the diagonal lines: + if below the step, – if above. See Figure 5.

Now fix a choice of a ray of each such diagonal, and consider the terms coming from lattice paths crossing these rays. We claim that any such term satisfies (18) modified by a factor of \( \frac{1}{2^k} \). Indeed, these are the lattice paths lying in a certain rectilinear region (right part of the figure). Most terms in \( \rho_p \) are canceled; the only terms remaining are those with segments (1, 1) at the points of nonconcavity of this region. This is precisely the expression on the right of (18). See Figure 6. \( \square \)

The simplest example of the corrected correlator, for \((a) \otimes (b) \otimes (c)\):

\[
(a) \otimes (b) \otimes (c) - \frac{1}{2} (\omega \otimes \overline{\omega} - \overline{\omega} \otimes \omega) \otimes (b) \otimes (c) \\
- \frac{1}{2} (a) \otimes (\omega \otimes \overline{\omega} - \overline{\omega} \otimes \omega) \otimes (c) \\
- \frac{1}{2} (a) \otimes (b) \otimes (\omega \otimes \overline{\omega} - \overline{\omega} \otimes \omega).
\]

(The terms where two points were replaced are 0, because of the reflection relations.)

3.3. Second shuffle relations.

3.3.1. The depth 2 case: dihedral symmetry.

**Theorem 11.** The corrected symmetric Hodge correlators in depth 2 satisfy the second shuffle (dihedral symmetry) relations modulo terms of lower depth that are independent of the base point.

Precisely, the corrected element for

\[
S_{m_0,m_0'} \otimes (0) \otimes S_{m_1,m_1'} \otimes (x_1) \otimes S_{m_2,m_2'} \otimes (x_1 + x_2) \\
+ S_{m_0,m_0'} \otimes (0) \otimes S_{m_2,m_2'} \otimes (x_2) \otimes S_{m_1,m_1'} \otimes (x_1 + x_2)
\]

lies in the kernel of the map \( \text{Cor}_s \) for every \( s \).

**Proof.** The corrected element for (19) changes sign under the map \( x \mapsto (x_1 + x_2 - x) \) and reflection. On the other hand, it is invariant under this operation up to an additive shift (i.e., change in base point). \( \square \)
3.3.2. Relations in higher depth. The second shuffle relations are relations of the form
\[ \sum_{\sigma \in \Sigma_{i,j}} \Theta^\sigma(x_0, x_{\sigma^{-1}(i)}, x_{\sigma^{-1}(2)}, \ldots, x_{\sigma^{-1}(i+j)}) \mid t_0, t_{\sigma^{-1}(1)}, t_{\sigma^{-1}(2)}, \ldots, t_{\sigma^{-1}(i+j)}) + \ldots, \]
perhaps with additional terms of lower depth. The Hodge correlators on \( \mathbb{P}^1 \) are known to obey such relations, in addition to the first shuffle relations, the structural relations in \( C\mathcal{L}_{X,S,v_0}^V \); the lower-depth terms were described precisely by [M].

The relation of Theorem [1] is a special case of a second shuffle relation. In depth \( \geq 2 \), the second shuffle relations are not equivalent to dihedral symmetry. However, one hopes for a generalization.

Conjecture 12. The second shuffle relations for symmetric elliptic Hodge correlators hold modulo the depth filtration. The lower-depth terms are independent of the base point \( s \).

The lower-depth correction terms in depth \( \geq 2 \) are not known. In particular, the corrected correlators do not satisfy the second shuffle relations in higher depth. However, calculations in low weight support this conjecture. We may expect the elliptic relations to be deformations of the relations for \( \mathbb{P}^1 \) (see §5.2).

4. Bianchi hyperbolic threefolds and modular complexes

4.1. Bianchi tessellations and orbifolds.

4.1.1. Definition. Let \( K = \mathbb{Q} \sqrt{-d} \) be an imaginary quadratic field with lattice of integers \( O \). The Bianchi tessellation ([B3]) is an ideal polyhedral tessellation of the upper half-space \( \mathbb{H}^3 \) associated with \( O \), whose cell complex has a natural structure of a complex of \( GL_2(O) \)-modules. We define it now.

Let \( \overline{F} \) be the space of positive semidefinite Hermitian forms on \( (O^2 \otimes O \mathbb{C})^* \). The subset \( F \) of positive definite forms is a dense open subset of \( \overline{F} \). We identify \( \mathbb{H}^3 \) and its compactification \( \overline{\mathbb{H}}^3 = \mathbb{H}^3 \cup \mathbb{P}^1(\mathbb{C}) \) with the real projectivizations of \( F \) and \( \overline{F} \), respectively. The action of \( GL_2(\mathbb{C}) \) on \( \mathbb{C}^2 \) provides an action on \( \overline{F} \) that descends to an action on \( \overline{\mathbb{H}}^3 \).

Every \( \nu \in O^2 \) provides a positive semidefinite form \( |\langle -, \nu \rangle|^2 \in \partial \overline{F} \). The convex hull of the set
\[ \{|\langle -, \nu \rangle|^2 : \nu \text{ a primitive vector in } O^2\} \]
is a polyhedron in \( \overline{F} \) with vertices on the boundary. The polyhedron projects to an ideal tessellation of \( \mathbb{H}^3 \) with vertices on \( \mathbb{P}^1(O) \subset \mathbb{P}^1(\mathbb{C}) \). Let \( B^\bullet \) be the polyhedral cell complex over \( \mathbb{Z} \) of this ideal tessellation. We will shift this complex in degree so that the space of \( i \)-dimensional cells it in degree \( 3 - i \) \((i = 0, 1, 2, 3)\). We get a cohomological complex
\[ B^0 \xrightarrow{\partial} B^1 \xrightarrow{\partial} B^2 \xrightarrow{\partial} B^3. \]
The group \( GL_2(O) \) acts on the Bianchi tessellation, giving \( B^\bullet \) the structure of a complex of left \( GL_2(O) \)-modules.

The quotient \( GL_2(O) \backslash \mathbb{H}^3 \) is a finite-volume hyperbolic threefold with cusps in bijection with the ideal class group of \( O \). If \( \Gamma \) is a finite-index subgroup of \( GL_2(O) \), the quotient \( \Gamma \backslash \mathbb{H}^3 \) is also a finite-volume hyperbolic threefold with a finite map to \( GL_2(O) \backslash \mathbb{H}^3 \).

A right \( GL_2(O) \)-module \( T \) provides a local system on \( \Gamma \backslash \mathbb{H}^3 \), which we also denote by \( T \). Then the chain complex of \( GL_2(O) \backslash \mathbb{H}^3 \) with coefficients in \( T \) is
\[ (20) \quad T \otimes_T B^\bullet \cong (\mathbb{Z}[\Gamma \backslash GL_2(O)] \otimes T) \otimes_{GL_2(O)} B^\bullet. \]
4.1.2. The Gaussian and Eisenstein cases. Following [G5], for \( d = 1 \) \((O = \mathbb{Z}[i])\) and \( d = 3 \) \((O = \mathbb{Z}[\rho])\) we have the following description of the Bianchi complexes in degrees 1 and 2.

The action of \( GL_2(O) \) is transitive on the \( i \)-dimensional cells for each \( i \). Choose \( GL_2(O) \)-generators \( G_i \in B^i \): we may take

\[
G_1 = (\text{the ideal triangle } (1, 0, \infty)),
\]

\[
G_2 = (\text{the geodesic } (0, \infty))
\]

where \((v_1, \ldots, v_n), v_i \in \mathbb{P}^1(O) = \mathbb{P}(V^2(O))\), denotes the oriented cell with ideal vertices at \(v_1, \ldots, v_n\) under the identification of \( \mathbb{P}^1(C) \) with the boundary of \( \overline{H}^3 \). Let \( D_i \) be the subgroup of \( GL_2(O) \) stabilizing \( G_i \).

The group \( D_1 \) stabilizing the triangle \((0, 1, \infty)\) is isomorphic to \( S_3 \times O^\times \).

The first component \( S_3 \) acts on \((v, w) \in O \oplus O\) by permutations of the triple \((v, w, -v - w)\), i.e., the generators of \( S_3 \) are represented by

\[
(123) \mapsto \begin{pmatrix} 0 & -1 \\ 1 & -1 \end{pmatrix}, \quad (12) \mapsto \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}.
\]

The second component acts by scalars. There is a sign homomorphism \( \chi_1 : D_1 \to \mathbb{Z} \) keeping track of the action of \( D_1 \) on the orientation, with \( \chi_1((123)) = 1 \) and \( \chi_1((12)) = -1 \). So the space of 2-cells is

\[
B^1 = \mathbb{Z}[GL_2(O)] \otimes_{D_1} \chi_1.
\]

The group \( D_2 \) stabilizing the geodesic \((0, \infty)\) is isomorphic to \( S_2 \ltimes (O^\times \times O^\times) \),

with \( S_2 \) acting on \( O^\times \times O^\times \) by permutation of the factors. The nontrivial element of \( S_2 \) acts by \((v, w) \mapsto (w, v)\) and \( O^\times \times O^\times \) acts diagonally. There is a sign homomorphism \( \chi_2 : D_2 \to \mathbb{Z} \), and the space of 1-cells is

\[
B^2 = \mathbb{Z}[GL_2(\mathbb{Z}[i])] \otimes_{D_2} \chi_2.
\]

Let \( \mathfrak{p} \) be a prime ideal in \( O \). The group \( GL_2(O) \) acts on the quotient \((\mathbb{Z}[i]/\mathfrak{p})^2 \). Let \( \Gamma_1(\mathfrak{p}) \) be the stabilizer in \( GL_2(O) \) of the vector \((0, 1) \in (\mathbb{Z}[i]/\mathfrak{p})^2 \). The action on the vector \((0, 1)\) provides an isomorphism of \( GL_2(O) \)-modules

\[
\mathbb{Z}[\Gamma_1(\mathfrak{p}) \setminus GL_2(O)] \cong \mathbb{Z}[\mathbb{F}^2_\mathfrak{p} - 0], \quad \mathbb{F}_\mathfrak{p} = O/\mathfrak{p}.
\]

The chain complex \( (20) \) of \( \Gamma_1(\mathfrak{p}) \setminus \overline{H}^3 \) with coefficients in a local system \( T \) is then identified in degrees 1 and 2 with

\[
T \otimes_{\Gamma_1(\mathfrak{p})} B^* \cong (\mathbb{Z}[\Gamma_1(\mathfrak{p}) \setminus GL_2(O)] \otimes T) \otimes_{GL_2(O)} B^*
\]

\[
\cong \left( \mathbb{Z}[\mathbb{F}^2_\mathfrak{p} - 0] \otimes T \right) \otimes_{GL_2(O)} (\mathbb{Z}[GL_2(O)] \otimes_{D_1} \chi_1)
\]

This space is generated in degree \( i \) by elements

\[
((\alpha, \beta) \otimes t) \otimes (G_i), \quad (\alpha, \beta) \in \mathbb{F}^2_\mathfrak{p} - 0, \quad t \in T.
\]

4.2. Modular complexes.
4.2.1. Definition. Let \( O = \mathbb{Z} \) or the lattice of integers in an imaginary quadratic field. We are going to define the modular complexes \( M_k^* \), complexes of left \( GL_k(O) \)-modules that generalize the complexes defined by \([G2]\) for \( GL_k(\mathbb{Z}) \).

Fix a \( k \)-dimensional \( O \)-vector space \( V \). An extended basis of \( V \) is a sequence of vectors \( \langle v_0, v_1, \ldots, v_k \rangle \), \( v_i \in V \), such that \( v_0 + \cdots + v_k = 0 \) and \( v_1, \ldots, v_k \) form a basis of \( V \). (Consequently, any other set of \( k \) vectors in this sequence form a basis.) We also use the notation

\[
[v_1, \ldots, v_k] = \langle -v_1 - \cdots - v_k, v_1, v_2, \ldots, v_k \rangle, \\
[v_1 : \cdots : v_k] = \langle v_2 - v_1, v_3 - v_2, \ldots, v_k - v_{k-1}, -v_k \rangle.
\]

The set \( B_V \) of extended bases of \( V \) is a principal homogeneous space for \( GL(V) \).

The complex of left \( GL_k(O) \)-modules \( M_k^* \) lies in the degrees \( 1, \ldots, n \). The module \( M_k^1 \) is the quotient of \( \mathbb{Z}[B_V] \) by the double shuffle relations

\[
\sum_{\sigma \in \Sigma_{i,j}} [v_{\sigma^{-1}(1)} : \cdots : v_{\sigma^{-1}(i+j)}] = 0, \tag{first shuffle} \tag{21}
\]

\[
\sum_{\sigma \in \Sigma_{i,j}} [v_{\sigma^{-1}(1)} : \cdots : v_{\sigma^{-1}(i+j)}] = 0. \tag{second shuffle} \tag{22}
\]

**Lemma 13** ([G2], Theorem 4.1). The double shuffle relations imply the dihedral symmetry relations:

\[
\langle v_0, v_1, \ldots, v_k \rangle = \langle v_1, \ldots, v_k, v_0 \rangle = (-1)^{k+1} \langle v_k, \ldots, v_1, v_0 \rangle = \langle -v_0, -v_1, \ldots, -v_k \rangle. \tag{23}
\]

The module \( M_k^n \) is generated by elements

\[
[v_1, \ldots, v_{k_1}] \wedge \cdots \wedge [v_{k_n-1+1}, \ldots, v_{k_n}],
\]

where each block \( [v_{k_i-1+1}, \ldots, v_{k_i}] \) is an extended basis of a sublattice \( V_i \) in \( V \), and \( V = V_1 \oplus \cdots \oplus V_n \) (from which it follows that \( k_1 + \cdots + k_n = k \)). The double shuffle relations are imposed on each of the blocks, and the blocks anticommute.

The coproduct \( \delta : M_k^1 \to M_k^2 \) is defined by

\[
\delta \langle v_0, v_1, \ldots, v_k \rangle = \sum_{\text{cyc}} \sum_{i=1}^k [v_0, \ldots, v_{i-1}] \wedge [v_{i+1}, \ldots, v_k]
\]

with the outer cyclic sum is over \( \{0, 1, \ldots, k\} \). The coproduct is extended by the Leibniz rule to the higher degrees, i.e.,

\[
\delta(x_1 \wedge \cdots \wedge x_n) = \sum_{i=1}^n (-1)^{i+1} x_1 \wedge \cdots \wedge \delta(x_i) \wedge \cdots \wedge x_n.
\]

We will also consider the relaxed modular complex \( \tilde{M}_k^n \), in which impose only the first shuffle relations (21) and the dihedral symmetry relations (23). By the lemma, the modular complex is the quotient of the relaxed modular complex by the second shuffle relations (22).

4.2.2. Relating the Gaussian and Eisenstein Bianchi and modular complexes for \( k = 2 \). In this section, suppose \( O = \mathbb{Z} [i] \) or \( \mathbb{Z} [\rho] \). We will construct an isomorphism between the modular complex \( M_2^* \) and the Bianchi complex \( B^* \) in degrees 1 and 2.
Recall that $B^\bullet$ is generated by the ideal triangle $(1,0,\infty)$ in degree 1 and the geodesic $(0,\infty)$ in degree 2, with the boundary map given by

$$(1, 0, \infty) \mapsto (1, 0) + (0, \infty) + (\infty, 1).$$

The modular complex $M^\bullet_2$ is generated in degree 1 by the extended basis $[e_1, e_2]$, with the coproduct

$$[e_1, e_2] \mapsto [-e_1 - e_2] \wedge [e_2] + [e_1] \wedge [-e_1 - e_2] + [e_2] \wedge [e_1].$$

Making as before the identification of $\mathbb{P}^1(O)$ with $\mathbb{P}^1(V)$, define the map $\psi : M^\bullet_2 \to B^\bullet$ by

$$\psi ((v_1, v_2, v_3)) = \text{the geodesic } (v_1, v_2).$$

**Lemma 14.** The map $\psi$ is an isomorphism of complexes of $\text{GL}_2(O)$-modules.

**Proof.** By construction, $\psi$ is a surjective map of abelian groups. We must verify (1) $\psi$ commutes with the action of $\text{GL}_2(O)$, (2) $\psi$ commutes with the coproduct, (3) $\psi$ respects the double shuffle relations, and the images of the double shuffle and anticommutation relations are all relations in $B^\bullet$.

(1) holds by construction. For (2), notice that

$$\delta [e_1, e_2] = [-e_1 - e_2] \wedge [e_2] + [e_1] \wedge [-e_1 - e_2] + [e_2] \wedge [e_1].$$

and that $\begin{pmatrix} 0 & -1 \\ 1 & -1 \end{pmatrix}$ acts by cyclic permutation on $(0, 1, \infty)$.

For (3), double shuffle relation in $M^1_2$ is just equivalent to dihedral symmetry, which is precisely the relation imposed by $\otimes_{D, \chi_1}$. The only relations in $M^2_2$ are the anticommutation relation and the relation $[v_1] = [-v_1]$, whose images are the only relations among the 1-cells in $B^2$. \hfill \Box

As a consequence, the chain complex of $\Gamma_1(p) \setminus \mathbb{H}^3$ with coefficients in a local system $T$ is identified with

$$\left( \mathbb{Z}[\mathbb{F}_p^2 - 0] \otimes T \right) \otimes_{\text{GL}_2(O)} M^\bullet_2$$

and generated in degree $i$ by

$$((\alpha, \beta) \otimes t) \otimes [v_1, v_2], \quad (\alpha, \beta) \in \mathbb{F}_p^2 - 0, \quad t \in T.$$

### 4.3. Relating the modular and Bianchi complexes to the Galois Lie coalgebra.

#### 4.3.1. Motivic correlators at torsion points and averaged base point Hodge correlators.

Let $E$ be an elliptic curve, $p$ a prime, $p \subseteq \text{End} E$ a prime over $p$, and $S = E[p]$. There is an canonical up to root of unity choice of tangent vector $v_0$ at $0 \in E$, given by the Dedekind eta function. Extend it to a translation-invariant vector field on $E$ and take $v_s$ to be its fiber at $s$.

Recall that we packaged the Lie coalgebras $C \mathcal{L}^\vee_{E, S, v_s}$ into a coalebra $C \mathcal{L}^\vee_{E, S} = \bigoplus_s C \mathcal{L}^\vee_{E, S, v_s}$. The $C \mathcal{L}^\vee_{E, S, v_s}$ for different $s$ are canonically isomorphic, so there is a natural diagonal $D \subseteq C \mathcal{L}^\vee_{E, S}$.

The image of $D$ under $\text{Cor}_{\text{Hod}}$ is the space of *averaged base point correlators*. Equivalently, it is the image of the *averaged base point correlator map* $\text{Cor}_{\text{av}} = \frac{1}{|E[p]|} \sum_s \text{Cor}_s$. The image of the restriction to the space of symmetric correlators is called the coalgebra of *symmetric averaged base point Hodge correlators* and denoted $\text{Lie}^\vee_{\text{sym}}(E, E[p])$. It is the dual to the quotient of $\text{Lie}_{\text{Hod}}(E, E[p])$ induced by the quotient of $\text{gr}^W_{\text{av}}(E - E[p], v_0)$ by the adjoint action of $H_1(E; \mathbb{Z})$ and the translation action of $E[p]$ on $E$. 
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4.3.2. **Relaxed modular complexes and Hodge correlators.** Suppose that $E$ is an elliptic curve, and $O$ its endomorphism ring, and suppose $p$ is a prime in $O$.

Let $T_k$ denote the graded right $\text{GL}_k(O)$-module $\text{Sym}\left(H_1(E; \mathbb{Z})^\otimes k\right) \otimes \mathbb{Q}$, identified with the algebra of polynomials in the variables $t_1, \tilde{t}_1, \ldots, t_k, \tilde{t}_k$, and let $\Gamma_1(p) \subset \text{GL}_k(O)$ be the stabilizer of the vector $(0, \ldots, 0, 1) \in (O/p)^k$. We will define a map $\theta$ from the relaxed modular complex with coefficients in $T_k$ to the depth $k$ component of the standard cochain complex of the Lie coalgebra $\text{gr}^D \text{Lie}_{\text{sym}}^\vee(E, E[p])$:

$$\theta : T_k \otimes_{\Gamma_1(p)} \overline{M}^*_k \rightarrow C^*_E\left(\text{gr}^D \text{Lie}_{\text{sym}}^\vee(E, E[p])\right)_{D=k}.$$ 

Fix an extended basis $\langle v_1, \ldots, v_k, v_0 \rangle$ of $V_k(O)$. Also fix an identification of $\mathbb{F}_p$ with $E[p]$. We will abuse notation and identify $\alpha \in \mathbb{F}_p$ with $\alpha \in E[p]$. Last, we identify the domain of $\theta$ with

$$(Z[\mathbb{F}_p^k - 0] \otimes T_k) \otimes_{\text{GL}_2(O)} M^*_k.$$ 

In the degree 1 component, define the map on the level of generating series by

$$\sum_{n_1,n_1',\ldots,n_k,n_k'} \left( (\alpha_1, \ldots, \alpha_k) \otimes t_1^{n_1} t_1' \ldots t_k^{n_k} t_k' \right) \otimes [v_1, \ldots, v_k]$$

$$\mapsto \frac{1}{|E[p]|} \sum_{s \in E[p]} \Theta_N^s(\alpha_1, \ldots, \alpha_k, -\alpha_1 + \cdots + \alpha_k) \mid t_1 : \cdots : t_k : 0.$$ 

The maps in higher degrees are given by

$$\left( Z[\mathbb{F}_p^k - 0] \otimes T_k \right) \otimes_{\text{GL}_2(O)} M^*_k \rightarrow \left( \bigwedge \text{gr}^D \text{Lie}_{\text{sym}}^\vee(E, E[p]) \right)_{D=k}$$

$$\sum_{n_1,n_1',\ldots,n_k,n_k'} \left( (\alpha_1, \ldots, \alpha_k) \otimes t_1^{n_1} t_1' \ldots t_k^{n_k} t_k' \right) \otimes ([v_1, \ldots, v_k] \wedge \cdots \wedge [v_{k-1}, \ldots, v_k])$$

$$\mapsto \frac{1}{|E[p]|} \sum_{s \in E[p]} \Theta_N^s(\alpha_1, \ldots, \alpha_k, -\alpha_1 + \cdots + \alpha_k) \mid t_1 : \cdots : t_k : 0 \wedge \cdots \wedge$$

$$\wedge \Theta_N^s(\alpha_{k-1}, \ldots, \alpha_k, -\alpha_{k-1} + \cdots + \alpha_k) \mid t_{k-1} : \cdots : t_k : 0.$$ 

**Theorem 15.** The map $\theta$ is a well-defined surjective morphism of complexes of graded $O$-modules.

**Proof.** The map $\theta$ is a morphism of graded $\text{GL}_k(O)$-modules by construction (recall the $t_i, \tilde{t}_i$ are dual to the cohomology generators $\omega, \tilde{\omega}$), and is surjective by construction. We need to verify that the map $\theta$ respects (1) the first shuffle relations, (2) the dihedral symmetry relations, (3) the coproduct. We show the three in order.

The first shuffle relation on the image holds termwise – for each $s \in E[p]$ – and is equivalent to the relation on the dual generating series (Lemma[4](c)):

$$\sum_{\sigma \in \Sigma_{i,j}} \Theta_s(\beta_{\sigma^{-1}(1)} : \cdots : \beta_{\sigma^{-1}(k)} : 0 \mid u_{\sigma^{-1}(1)}, u_{\sigma^{-1}(2)}, \ldots, u_{\sigma^{-1}(i+j)}, -(u_1 + \cdots + u_{i+j}),)$$

where $t_i = u_1 + \cdots + u_i$, $\alpha_i = \beta_i - \beta_{i-1}$. This is the first shuffle relation on the generating series $\Theta_s(\cdot \mid \cdot)$, which holds a priori.
The images of the dihedral symmetry relations are exactly the relations of Corollary 9 which hold modulo the correlators of elements that are independent of $s$.

Finally, the map $\theta$ intertwines the coproduct. The general case follows from the degree 1. Set $t_0 = 0$. By (16), we have
\[
\delta \theta \left( \sum_{n_1, n_1', \ldots, n_k, n'_k} \left( (\alpha_1, \ldots, \alpha_k) \otimes t_1^{n_1} t_1' \cdots t_k^{n_k} t_k' \right) \otimes [v_1, \ldots, v_k] \right) =
\]
\[
= \frac{1}{|E[p]|} \sum_{s \in E[p]} \left( \sum_{\cyc \ i=0}^k \Theta^s_1(\alpha_1, \ldots, \alpha_i, -(\alpha_1 + \cdots + \alpha_i) | t_1 : \cdots : t_i : t_0) \right. \\
\left. \wedge \Theta^s_1(\alpha_{i+1} + \cdots + \alpha_k) | t_{i+1} : \cdots : t_k : t_0 + \text{lower depth terms} \right)
\]
(25)
where the lower-depth terms are correlators of elements independent of $s$, and the cyclic sum is over indices modulo $k + 1$. On the other hand, we have
\[
\delta \left( \sum_{n_1, n_1', \ldots, n_k, n'_k} \left( (\alpha_1, \ldots, \alpha_k) \otimes t_1^{n_1} t_1' \cdots t_k^{n_k} t_k' \right) \otimes [v_1, \ldots, v_k] \right) =
\]
\[
= \left( \sum_{n_1, n_1', \ldots, n_k, n'_k} \left( (\alpha_1, \ldots, \alpha_k) \otimes t_1^{n_1} t_1' \cdots t_k^{n_k} t_k' \right) \otimes \sum_{\cyc \ i=0}^k -[v_1, \ldots, v_i] \wedge [v_{i+1}, \ldots, v_k] \right)
\]
(26)
The cyclic shift in $\GL_k(O)$, which maps $v_0 \mapsto v_1 \mapsto v_2 \mapsto \cdots \mapsto v_k \mapsto v_0$, acts by the transpose action on the $t_i$ by $t_i \mapsto t_{i+1} - t_1$ (indices modulo $k + 1$; recall $t_{k+1} = t_0 = 0$). Thus the image of (26) under $\theta$ agrees with (25) in each summand of the cyclic sum, except with an additive shift of the arguments. It remains to apply the homogeneity of the $\Theta^s_1$.

\[\square\]

Remark. Why do we define the map $\theta$ using averaged base point correlators? It would have been possible to define the map to $\Lie^\vee_{Hod}(E, E[p])$ using the correlators with fixed base point, Cor. However, this map would be zero. Indeed, any correlator with base point $s$ vanishes modulo the depth filtration in $\Lie^\vee_{Hod}(E, E[p])$ induced by Cor, since any correlator can be written modulo those of lower depth by the change of base point formula (17). Those correlators of lower depth depend on $s$, so this does not imply the image of Cor$_s$ is zero.

On the other hand, the map $\theta$ can be modified, replacing $E[p]$ by its subgroup of order $p$ (if $|E[p]| = p^2$). We will use this when we specialize $\theta$ to the nodal projective line.

4.3.3. Bianchi complexes and Hodge correlators in depth 2. Let $k = 2$ and $E$ one of the CM elliptic curves with endomorphism ring $O = \mathbb{Z}[i]$ or $\mathbb{Z}[\rho]$. According to Lemma 14, there is an isomorphism $\psi : B^* \rightarrow M^*_{\rho}$ from the Bianchi complex to the modular complex. The relaxed modular complex $\tilde{M}^*_{\rho}$ is canonically isomorphic to the modular complex $M^*_{\rho}$, since the second shuffle relations are equivalent to the dihedral symmetry relations. Thus we have a map
\[
\theta \circ \psi : T_2 \otimes_{\Gamma_1(p)} B^* \rightarrow CE^* \left( \gr^D \Lie^\vee_{sym}(E, E[p]) \right)_{D=2}.
\]
The complex of the left side is the chain complex with coefficients in the local system $T_2$ on the orbifold $\Gamma_1(p) \setminus \mathbb{H}^3$. We arrive at the following important result:
Theorem 16. Let $E$ be one of the CM elliptic curves $E = \mathbb{C}/\mathbb{Z}[i]$ or $E = \mathbb{C}/\mathbb{Z}[\rho]$. Then

$$\theta \circ \psi : \text{CE}^\ast \left( \text{gr}^{D} \text{Lie}_{av}^{\vee} (E, E[p]) \right)_{D=2}$$

is a surjective morphism of complexes.

It is tempting to extend Thorem [15] to higher depth by showing the map $\theta$ descends to the modular complex $M^\ast_k$. This requires showing the second shuffle relations for the averaged base point Hod correlators modulo the depth filtration. The following would follow from Conjecture [12].

Conjecture 17. The map $\theta$ descends to a morphism of complexes

$$\theta : T_k \otimes \Gamma_1(p) M^\ast_k \rightarrow \text{CE}^\ast \left( \text{gr}^{D} \text{Lie}_{sym}^{\vee} (E, E[p]) \right)_{D=k}.$$

5. Applications

5.1. The weight 4 case: Euler complexes. Let us show how the map in Theorem [16] generalizes those constructed by [GL, G5]. To be consistent with those sources, we use the motivic language in this section but the same results hold in the Hodge realization as well.

5.1.1. The elements $\theta_E$. For torsion points $a, b, c \in E$ with $a + b + c = 0$, elements $\theta_E(a, b, c)$ are constructed by [G5] as follows.

For $E$ an elliptic curve over a field $k$, $p \subset \text{End} E$ a prime over $p$, and $z$ a nonzero $p$-torsion point on $E$, there are elements $\theta_E(z)$, which are $p$-torsion elements in $\overline{k}_z^\ast \otimes \mathbb{Z} \left[ \frac{1}{p} \right]$, where $k_z$ is the extension generated by the coordinates of $z$. They are identified with weight-2 elements in the mixed Tate Lie coalgebra $\text{Lie}_{MT/k}^{\vee}$. The real period of the motive $\theta_E(z)$ is $-\log |\theta_E(z)|$.

The elements $\theta_E(a : b : c)$ lie in the Bloch group of $\overline{k}$, which is identified with the weight-4 part of $\text{Lie}_{MT/\overline{k}}^{\vee}$. We also use the notation $\theta_E(a, b, c) = \theta_E(a : a + b : a + b + c)$, which is unambiguous when $a + b + c = 0$ because the $\theta_E(a : b : c)$ are invariant under translation. They are characterized by the following properties:

1. The coproduct is given by

$$\delta \theta_E(a, b, c) = \theta_E(a) \wedge \theta_E(b) + \theta_E(b) \wedge \theta_E(c) + \theta_E(c) \wedge \theta_E(a).$$

2. The real period of $\theta_E(a : b : c)$ is given up to a constant multiple by the averaged Chow dilogarithm ([G4]). The latter can be rewritten as

$$\frac{1}{p^5} \sum_{x \in E[p]} \int_{E(C)} \log |f_{a,x}| \, d^C \log |f_{b,x}| \wedge d^C \log |f_{c,x}|,$$

where $f_{a,b}$ is a function on $E$ with $\text{div} f_{a,b} = p(\{a\} - \{b\})$.

5.1.2. The elements $\theta_E$ and motivic correlators. According to [G6], §10.5.5, for $a, b \in E[p]$, the elements $\theta_E(a - b)$ are equal up to a constant multiple to $\text{Cor}_{av}(a, b)$. There is a version for the depth 2 elements.

Lemma 18. Let $E$ be an elliptic curve over a number field. Then, for $a, b, c \in E[p] \setminus \{0\}$ with $a + b + c = 0$, the elements $\theta_E(a : b : c)$ are equal up to a constant multiple to $\text{Cor}_{av}(a, b, c)$.
Proof. The coproduct formulas for the $\theta_E$ and the Corav concide ([G6], Lemma 10.9). It remains to see the periods are equal. Indeed, we take $f_{a,x}$ such that $\log |f_{a,x}(z)| = pG_x(a,z)$, and likewise for $b$ and $c$. Then the formula (27) is evidently a constant multiple of the Hodge correlator

$$\frac{1}{|E[p]|} \sum_{x \in E[p]} \text{Cor}_{H,x}(a,b,c),$$

as desired. □

The map constructed by [G5], for $O = \mathbb{Z}[i]$ or $\mathbb{Z}[\rho]$ is:

$$\theta' : \mathbb{Z}[[ \Gamma_1(p) \setminus \text{GL}_2(O) ]] \otimes_{\Gamma_1(p)} M_2^* \rightarrow \text{Lie}_{\text{Mot}}^\vee(E,E[p]),$$

$$(\alpha_1, \alpha_2) \otimes [v_1, v_2] \mapsto \theta_E(\alpha_1, \alpha_2, -(\alpha_1 + \alpha_2)),$$

$$(\alpha_1, \alpha_2) \otimes ([v_1] \wedge [v_2]) \mapsto \theta_E(\alpha_1) \wedge \theta_E(\alpha_2).$$

**Theorem 19.** The map $\theta'$ is a constant multiple of the component of $\theta \circ \psi$ corresponding to the constant term of the local system $T$.

Proof. After unraveling the definitions, in degree 1, this is exactly Lemma 18, while in degree 2 it amounts to showing that

$$\text{Cor}_{av}(0,a) \wedge \text{Cor}_{av}(0,b) = \frac{1}{|E[p]|} \sum_s \text{Cor}_s(0,a) \wedge \text{Cor}_s(0,b).$$

Expanding the sums and using that $\text{Cor}_s(x,y) \sim \theta_E(x-y) - \theta_E(x-s) - \theta_E(y-s)$ (where we set $\theta_E(0) = 0$), this simplifies to

$$\sum_s \theta_E(s) \wedge \theta_E(b-s) + \sum_s \theta_E(a-s) \wedge \theta_E(s) + \sum_s \theta_E(a-s) \wedge \theta_E(b-s) = 0.$$  

The three sums are both symmetric and antisymmetric under the involutions $s \mapsto b-s$, $s \mapsto a-s$, and $s \mapsto a+b-s$, respectively, so the sum is 0. □

A slight abuse of notation has taken place: $\theta$ maps to $\text{gr}^D \text{Lie}_{\text{sym}}^\vee(E,E[p])$ and $\theta'$ to $\text{Lie}_{\text{MT}}^\vee(E,E[p])$. However, there is no discrepancy, as the second shuffle relation in weight 4 and depth 2 holds without the lower-depth correction terms, and so the constant term of $\theta$ can be viewed as a map to $\text{Lie}_{\text{sym}}^\vee(E,E[p])$. Precisely:

**Lemma 20.** For $E$ any elliptic curve and $a, b \in E[p],$

$$\text{Cor}_{av}(a,b, S_{0,0} \ast S_{0,0}) = 0,$$

$$\text{Cor}_{av}(a, S_{0,0} \ast S_{0,0} \ast S_{0,0}) = 0.$$  

Proof. For the first equality, recall that

$$S_{0,0} \ast S_{0,0} = -\frac{1}{2} (\omega \otimes \bar{\omega} - \bar{\omega} \otimes \omega).$$

It is easily verified that the coproduct is 0. For the periods, there are two trees contributing to the integral expansion of the correlator. For the tree where $\omega, \bar{\omega}$ are not incident to a common interior
vertex, the terms with $\omega \otimes \overline{\omega}$ and with $\overline{\omega} \otimes \omega$ sum to 0. The other tree contributes a constant multiple of

$$
\sum_{s \in E[1]} \int_{E} G_s(z, w) d^c G_s(w, a) \land d^c G_s(w, b) \land \omega(z) \land \overline{\omega}(z)
$$

$$
= \sum_{s \in E[1]} \int_{E} G_{Ar}(s - w) d^c G_s(w, a) \land d^c G_s(w, b)
$$

$$
= \sum_{s \in E[1]} \int_{E} G_{Ar}(s - w) d^c (G_{Ar}(a - w) - G_{Ar}(s - w)) \land d^c (G_{Ar}(b - w) - G_{Ar}(s - w)) = 0.
$$

This follows from the distribution relations for the function $G_{Ar}$, which state that

$$
\sum_{s \in E[1]} G_{Ar}(s) = 0.
$$

The second equality follows simply from dihedral symmetry. \hfill \square

5.2. **Degeneration to rational curves: Voronoi complexes and multiple $\zeta$-values.** In this section we study the behavior of the motivic correlators at the boundary of the moduli space $\mathcal{M}'_{1,n}$ of elliptic curves with $n$ marked points and a distinguished tangent vector. The results here are a new case of the specialization theorem for correlators on rational curves ([M], §4), and the definitions and proof are analogous. (There is a similar picture for other boundary strata and for higher-genus curves, which can be regarded as the higher-weight version of the results of R.Wentworth [W] about degeneration of Green’s functions. We do not expand this subject here.)

5.2.1. Setup. It will be enough for us to consider the top boundary stratum in $\overline{\mathcal{M}}'_{1,n}$ in which the elliptic curve $E$ degenerates to nodal $\mathbb{P}^1$. On an open subset of this stratum, all marked points remain distinct. Furthermore, we will consider degeneration along the direction $\tau = it$, $t \rightarrow \infty$ on the modular curve.

Consider an elliptic curve $E$ over $\omega B \rightarrow \overline{\mathcal{M}}'_{1,n}$, with an open subset $B \rightarrow \mathcal{M}'_{1,n}$, whose complement $D = \overline{B} \setminus B$ is a normal crossings divisor. A Hodge correlator on $E$ determines a variation of mixed Hodge structures over $B$, which has a canonical extension along every normal vector to $D$. We will describe this canonical extension in the aforementioned case.

The curve $E_\tau \cong \mathbb{C}/(\mathbb{Z} + \mathbb{Z} \tau)$ has canonical coordinate $z$, and the nonsingular locus of nodal $\mathbb{P}^1$ has coordinate $z$ (with the node at $z = 0$, $\infty$) such that

$$
s_a = \begin{cases} 
z = a & \tau \neq 0 \\
z = e^{2\pi i a} & \tau = 0 \end{cases},
$$

for $a \in \mathbb{C}$, is a smooth section over $t \in (0, \infty)$. Also fix the relative 1-forms $\omega = \frac{1}{\sqrt{3} \tau} dz, \overline{\omega} = \frac{1}{\sqrt{3} \tau} d\overline{z}$ on $E$, which have limit 0 on $\mathbb{P}^1$.

Let $v_0$ be a relative tangent vector at $s_0$ and $Z_S \subset \mathbb{C}^*$, $S = \{s_a : a \in Z_S\}$. Let $\mathcal{D} \subset C\mathcal{L}_{E/B,S,v_0}^\vee$ be the subcoalgebra generated by the sections $s_a$, where all the $s_a$ factors are distinct, and the relative 1-forms $\omega, \overline{\omega}$. Also fix the tangent vector $v_0 = \frac{d}{dz}$ at $1 \in \mathbb{P}^1$.

Let us define a degeneration map

$$
\pi_D : \mathcal{D} \rightarrow C\mathcal{L}_{\mathbb{P}^1,Z_S \cup \{0\},v_0}^\vee \oplus C\mathcal{L}_{\mathbb{P}^1,Z_S \cup \{\infty\},v_0}^\vee.
$$
Let $\mathcal{D}_T$ be the subspace of $\mathcal{D}$ generated by the $s_a$ and elements $\omega \otimes \overline{\omega}$ and $\overline{\omega} \otimes \omega$, which we call the elements of Tate type. If $x \in \mathcal{D}$ is not of Tate type, we set $\pi_D(x) = 0$. Otherwise, we set

$$\pi_D(s_a) = e^{2\pi ia},$$
$$\pi_D(\omega \otimes \overline{\omega}) = -\pi_D(\overline{\omega} \otimes \omega) = \frac{1}{2} ((0) + (\infty)),$$

extended to preserve the tensor product.

(One can verify, using straightforward but cumbersome combinatorics, that this map is well-defined, i.e., respects the first shuffle relations. This is not required for the results below, since we only require the composition of $\pi_D$ with the Hodge correlator map, a fortiori well-defined.)

**Lemma 21.** The map $\pi_D$ is a morphism of coalgebras.

**Proof.** Each term in the coproduct of a generator not of Tate type clearly has a factor that is not of Tate type, because the coproduct preserves the weight. So it is enough to see the map respects the coproduct on the generators of Tate type, considering only the terms of the coproduct where both generators are of Tate type.

Let us do this for the first component of the map, to $\mathcal{C}L_{\mathbb{P}^1, Z_s \cup \{0\}, v_0}^\vee$; the other is analogous. Let $x$ be a generator in $\mathcal{D}_T$. The coproduct of $x$ has two types of terms:

1. the cuts with vertex at some $s_a$ (the term $\delta_S$);
2. the cuts that give the terms $\delta_{\text{Cas}}$.

The coproduct of $\pi_D(x)$ has two types of terms:

1'. the cuts with vertex at some $a \neq 0$;
2'. the cuts with vertex at a 0.

The terms (1) that have both factors of Tate type are in obvious bijection with the (1'): observe that the segment that is cut must have the same number of $\omega$ and $\overline{\omega}$ factors on each side – see Figure 7 left. Similarly, the terms (2) that have both factors of Tate type are in bijection with the (2') – see Figure 7 right. 

Suppose now that $\overline{B}, D$ are as above, and that $D$ maps to the boundary stratum in $\overline{\mathcal{M}}_{1,n}$. Let $\text{Spec}_{\mathbb{C}} \text{Cor}^{\text{Hod}}(x)$ denote the canonical extension of the variation $\text{Cor}^{\text{Hod}}(x)$ on $B$ to a normal vector to $D$. We then have the following result.

**Theorem 22.** Suppose $x \in \mathcal{D}$ of weight $n > 2$.

(a) This specialization of the Hodge correlator $\text{Cor}^{\text{Hod}}(x)$ coincides with the Hodge correlator of the degeneration map:

$$\mathcal{D}_{w > 2} \xrightarrow{\pi_D} \left(\mathcal{C}L_{\mathbb{P}^1, Z_s \cup \{0\}, v_0}^\vee \oplus \mathcal{C}L_{\mathbb{P}^1, Z_s \cup \{\infty\}, v_0}^\vee\right)_{w > 2}.$$ 

(b) The Hodge correlator functions on $E$ specialize to the Hodge correlators on $\mathbb{P}^1$. That is, if $x \in \mathcal{D}$ and $\tau = i t$, then

$$\lim_{t \to \infty} \text{Cor}^{(E, \tau)}_H(x) \sim \text{Cor}^{\mathbb{P}^1}_H(\pi_D(x)).$$

With an appropriate choice of tangent vector on $E$, this also holds in weight 2.
Proof. We may let \( \mathcal{M} \) be the moduli space of sets \( Z_\mathcal{S} \) of \( n \) ordered points in \( \mathbb{C}^* \) and \( \overline{B} = (0, \infty) \times \mathcal{M} \). We then simultaneously show the following:

(1) The periods of \( \mathrm{Cor}_{\text{Hod}}(x) \) extend continuously to \( D \).
(2) The periods of the specialization of \( \mathrm{Cor}_{\text{Hod}}(x) \) (i.e., the limits of the periods at \( D \)) coincide with the periods of the degenerations \( d(x) \).

The proof is by induction on \( w \). Let us see how these imply the result.

Because the coproduct commutes with specialization, \( \text{Spec}_D \mathrm{Cor}_{\text{Hod}}(x) - \mathrm{Cor}_{\text{Hod}}(\pi_D(x)) \) lies in \( \text{Ext}_{D}^1(\mathbb{R}(0), \mathbb{R}(p, q)) \), which is one-dimensional and controlled by the period. By (2) it coincides with the period of the degeneration, which immediately gives (1). This implies (a) and (b) in weight \( w \).

To show (1), let \( q = e^{2\pi i \tau} = e^{-2\pi t} \) be a parameter at the cusp. We show that for \( x \in D \), \( \mathrm{Cor}_{\mathcal{H}}(x) \) can be represented as a polynomial in \( \log q \), where the coefficient of \( \log q \) appearing in positive degree has coefficients vanishing at \( q = 0 \) (tame logarithmic singularities). This is shown by induction: if \( x \) is of weight \( w > 2 \), then \( \delta^C \mathrm{Cor}_{\mathcal{H}}(x) \) is expressed in terms of periods of \( \delta x \). The latter has logarithmic singularities, by the inductive hypothesis and the fact that the Hodge correlators in weight 1 have logarithmic singularities (see the lemma that follows). Therefore, \( \mathrm{Cor}_{\mathcal{H}}(x) \) has tame logarithmic singularities.

By rigidity of \( \text{Ext}_{D}^1 \), we conclude that the difference \( \lim_{t \to \infty} \mathrm{Cor}_{\mathcal{H}}^{(E_1)}(x) - \mathrm{Cor}_{\mathcal{H}}^{(P_1)}(\pi_D(x)) \) is independent of the point on \( D \), that is, of the choice of \( Z_\mathcal{S} \). The following lemma implies (3). \( \square \)
This lemma comprises the analytic ingredients in the preceding proof:

**Lemma 23.** (a) Let $x$ be an element of $\mathcal{D}$ of weight 2. Then $\text{Cor}_\mathcal{H}(x)$ has a logarithmic singularity at $q = 0$, and there are constants $c, C$ such that $\lim_{t \to \infty} \text{Cor}_\mathcal{H}^{(E_t)}(x) - \frac{C}{t} - c \text{Cor}_\mathcal{H}^{(P)}(\pi_D(x)) = 0$.

(b) Let $x = x_0 \otimes \cdots \otimes x_n$, where each $x_i \in \{s_a, \omega, \overline{\omega}\}$, be a generator in $\mathcal{D}$ of weight $w > 2$. Suppose $\lim_{t \to \infty} \text{Cor}_\mathcal{H}^{(E_t)}(x) - \text{Cor}_\mathcal{H}^{(P)}(\pi_D(x))$ is independent of the choice of $Z_S$. Then this difference is 0.

**Proof.** (a) There are three main cases to consider (the remaining ones are symmetric): $x = (s_a) \otimes (s_b)$, $x = (s_a) \otimes \omega \otimes \overline{\omega}$, $x = (s_a) \otimes \omega \otimes \omega$. The last of those is trivial. For the first two, we use the fact that there is a constant $C$ such that

$$\lim_{t \to \infty} \left( G^{(E_t)}(a) - \frac{C}{t} \right) = \log \left| \left( 1 - e^{2\pi i(a)} \right) \left( 1 - e^{-2\pi i(a)} \right) \right|.$$ 

Therefore, for an appropriate choice of tangent vector $v_t$ at $0 \in E_{it}$, we have

$$\lim_{t \to \infty} G^{(E_t)}(a, b) = \log \left| \frac{1 - e^{2\pi i(a-b)}}{1 - e^{2\pi i(a-b)}} \right| \left| \frac{1 - e^{-2\pi i(a-b)}}{1 - e^{-2\pi i(a-b)}} \right| = 2 \log \left| \frac{e^{2\pi i} - e^{2\pi i(b)}}{1 - e^{2\pi i}} \right| = c G^{(P)}(a, b),$$

where $v_0 = \frac{\partial}{\partial z}$ is a tangent vector at $1 \in \mathbb{P}^1$. This completes the case $x = (s_a) \otimes (s_b)$.

For the case $x = (s_a) \otimes \omega \otimes \overline{\omega}$, notice that $\text{Cor}_\mathcal{H}^{(E_t)}(x) = -G^{(E_t)}(a)$, so

$$\lim_{t \to \infty} \text{Cor}_\mathcal{H}^{(E_t)}(x) = -\log \left| (1 - e^{2\pi i(a)}) (1 - e^{2\pi i(a)}) \right|.$$ 

On the other hand, we also have

$$G^{(P)}(z, 0) = \log \left| \frac{z}{1 - z} \right|,$$

$$G^{(P)}(z, \infty) = \log \left| \frac{1}{1 - z} \right|,$$

$$G^{(P)}(z, 0) + G^{(P)}(z, \infty) = \log \left| \frac{z}{(1 - z)^2} \right| = -\log \left| (1 - z) (1 - 1/z) \right|.$$ 

So we have shown that

$$\lim_{t \to \infty} \text{Cor}_\mathcal{H}^{(E_t)}(x) = \frac{c}{2} \left( G^{(P)}(e^{2\pi i a}, 0) + G^{(P)}(e^{2\pi i a}, \infty) \right) = c \text{Cor}_\mathcal{H}^{(P)}(\pi_D(x)).$$

(b) Let $s_a$ be one of the factors in $x$ (without loss of generality, $x_0 = s_a$). We will integrate over $a$ on the segment $[0, 1]$. For arbitrary $\tau$, we have

$$\int_{a=0}^{1} \text{Cor}_\mathcal{H}^{(E_t)}(x) \, da = 0,$$

since $\int_{a=0}^{1} G^{(E_t)}(a, z) \, da = 0$ for all $z$ by the properties of the Arakelov Green’s function, and

$$\int_{a=0}^{1} \text{Cor}_\mathcal{H}^{(P)}(\pi_D(x)) \, da = 0,$$
since \( \int_{|z|=1} \Cor_{\mathcal{H}}^{(P)}(z, b, c) = \mathcal{L}_2 \left( \frac{z-b}{z-c} \right) = 0 \) by the properties of the dilogarithm. Therefore,

\[
\int_{a=0}^1 \left( \lim_{t \to \infty} \Cor_{\mathcal{H}}^{(E,t)}(x) - \Cor_{\mathcal{H}}^{(P)}(\pi_D(x)) \right) \, da = 0.
\]

The integrand is independent of \( a \), so it is 0.

5.2.2. **Shuffle relations in depth 2.** Let \( x_0, \ldots, x_k \in E \) and \( m_0, \ldots, m_k \geq 0 \). Define

\[
C_{m_0,\ldots,m_k}(x_0, \ldots, x_k) := S_{0,0} \otimes \cdots \otimes S_{0,0} \otimes (x_0) \otimes \cdots \otimes S_{0,0} \otimes \cdots \otimes S_{0,0} \otimes (x_k).
\]

There is a version of the corrected correlator for this element, where subsets of \( \{x_0, \ldots, x_k\} \) are replaced by “*”. We write it in depth 2:

\[
\overline{C}_{m_0,m_1,m_2}(x_0, x_1, x_2) := C_{m_0,m_1,m_2}(x_0,x_1,x_2) - C_{m_0,m_1+m_2}(x_0,x_2) - C_{m_1,m_2+m_0}(x_1,x_0) - C_{m_2,m_0+m_1}(x_2,x_1)
\]

\[
+ C_{m_0+m_1,m_2}(x_0) + C_{m_0+m_1,m_2}(x_1) + C_{m_0+m_1+m_2}(x_2).
\]

We have the following variant of Theorem \([11]\):

**Lemma 24.** For \( m_0, m_1, m_2 \geq 0 \) and \( a, b, c \in E \) with \( a+b+c = 0 \),

\[
\Cor \left( \overline{C}_{m_0,m_1,m_2}(a, a+b, a+b+c) + \overline{C}_{m_0,m_2,m_1}(a, a+c, a+b+c) \right) = 0.
\]

This is a different version of a second shuffle relation. The proof is identical to that of Theorem \([11]\) (we may suppose \( a = 0 \)).

Now suppose \( a, a+b, a+c, a+b+c \) are distinct and take the correlator with base point 0 over a family with varying \( \tau \):

\[
(28) \quad \Cor \left( \overline{C}_{m_0,m_1,m_2}(s_a, s_{a+b}, s_{a+b+c}) + \overline{C}_{m_0,m_2,m_1}(s_a, s_{a+c}, s_{a+b+c}) \right) = 0.
\]

An abuse of notation has taken place: the definition of \( \overline{C} \) is assumed to use the relative 1-forms \( \omega, \omega \) as in the previous section.

The specialization of the correlator of \( \overline{C}_{m_0,m_1,m_2}(s_a, s_{a+b}, s_{a+b+c}) \) as \( \tau \to i\infty \) is easily seen to be

\[
\Cor(\pi_D(\overline{C}_{m_0,m_1,m_2}(s_{x_0}, s_{x_1}, s_{x_2}))) = \Cor_{m_0,m_1,m_2}(v_0)(e^{2\pi i x_0}, e^{2\pi i x_1}, e^{2\pi i x_2})
\]

\[
- \frac{1}{2} \left( \Cor_{m_0,m_1+m_2}(v_0)(e^{2\pi i x_0}, e^{2\pi i x_2}) + \Cor_{m_1,m_2+m_0}(v_0)(e^{2\pi i x_1}, e^{2\pi i x_0}) + \Cor_{m_2,m_0+m_1}(v_0)(e^{2\pi i x_2}, e^{2\pi i x_1}) \right)
\]

\[
+ \Cor(v_0)(\text{terms with } \infty).
\]

(recall \( v_0 \) is the tangent vector at \( 1 \in \mathbb{P}^1 \)). In particular, by varying \( a \) and applying an automorphism of \( \mathbb{P}^1 \), we find that the specialization of the relation (28) holds for any choice of base point at
\( \mathbb{P}^1 \setminus \{0, \infty\} \). When it is specialized to \( \infty \), the terms with \( \infty \) in the specialized correlator vanish. We obtain the relation:

\[
\begin{align*}
\text{Cor}_{m_0,m_1,m_2}(e^{2\pi i a}, e^{2\pi i(a+b)}, e^{2\pi i(a+b+c)}) & = \frac{1}{2} \left( \text{Cor}_{m_0,m_1,m_2}(e^{2\pi i a}, e^{2\pi i(a+b+c)}) + \text{Cor}_{m_1,m_2,m_0}(e^{2\pi i(a+b)}, e^{2\pi i a}) + \text{Cor}_{m_2,m_0,m_1}(e^{2\pi i(a+b+c)}, e^{2\pi i(a+b)}) \right) \\
& + \text{Cor}_{m_0,m_1,m_2}(e^{2\pi i a}, e^{2\pi i(a+c)}, e^{2\pi i(a+b+c)}) - \frac{1}{2} \left( \text{Cor}_{m_0,m_1,m_2}(e^{2\pi i a}, e^{2\pi i(a+b+c)}) + \text{Cor}_{m_1,m_2,m_0}(e^{2\pi i(a+c)}, e^{2\pi i a}) + \text{Cor}_{m_2,m_0,m_1}(e^{2\pi i(a+b+c)}, e^{2\pi i(a+c)}) \right)
\end{align*}
\]

correlators now taken with base point at \( \infty \). Finally, fix \( l = e^{2\pi i a} \) and let \( \alpha = e^{2\pi i b}, \beta = e^{2\pi i c} \).

Rescaling, we arrive at

\[
\text{Cor}_{m_0,m_1,m_2}(1, \alpha, \alpha \beta) + \text{Cor}_{m_0,m_2,m_1}(1, \beta, \alpha \beta) - \text{Cor}_{m_0,m_1,m_2}(1, \alpha \beta) - \text{Cor}_{m_1,m_2,m_0}(1, \alpha) - \text{Cor}_{m_1,m_0,m_2}(1, \beta).
\]

This is precisely \([M]\)'s relation (10) in depth 2.

5.2.3. Remark. Let \( \mu_p \subset G_m \) denote the \( p \)-th roots of unity. In \([G7]\) (§2.7), a map from the modular complex for \( GL_2(\mathbb{Z}) \) to the standard cochain complex of \( \text{gr}^D \text{Lie}^\vee_{\text{Hod}}(G_m, G_m - \mu_p) \) is defined using motivic correlators, by a formula similar to (24):

\[
\gamma^*_2 : M^*_2 \otimes \Gamma_1(p) Q \to \text{CE}^* \left( \text{gr}^D \text{Lie}^\vee_{\text{Hod}} \right)_2.
\]

Alternatively, we can obtain such a map by specializing the map \( \theta \). For a generic elliptic curve \( E = C/(\mathbb{Z} + \mathbb{Z} \tau) \), we have \( O = \mathbb{Z} \). We use the variant of the map \( \theta \) (24) defined using an order-\( p \) subgroup of \( E[p] \) (see the remark at the end of §4.3.2). For a family of elliptic curves \( E_\tau \) degenerating to nodal \( \mathbb{P}^1 \) as \( \tau \to +i\infty \), make a continuous choice of such an identification with the subgroup of \( E[p] \) with real coordinates: \( z = 0, \frac{1}{p}, \frac{2}{p}, \ldots, \frac{p-1}{p} \in E_\tau[p] \). Thus we have a family of sections \( s_i \) (\( i \in \mathbb{F}_p \)), which specialize to the \( p \)-th roots of unity on \( \mathbb{P}^1 \). We recover the map \( \gamma^*_2 \) by specializing the formula (24).
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