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**Abstract:** The achievement of carbon neutrality requires a deep transformation of the Polish power sector. This paper analyses the impact of increased electricity generation from wind and solar technologies envisaged in the newest version of the Energy Policy of Poland until 2040 on the operation of dispatchable generators in 2030. The analysis was carried out using the Model of Economic Dispatch and Unit commitment for System Analysis (MEDUSA) model, which solves a mixed integer problem related to unit commitment and economic dispatch in electrical power production. At first, the model was validated based on the real operation data from 2018. Next, five scenarios were built to analyse the operation of the system in 2030. The overall result of the study is that the safest solution from the point of view of power system stability is to extend the decommissioning of coal units of 200 and 300 MW classes, to invest in renewable energy sources (RES) according to the energy policy, to build new gas power plants with the total capacity of ca. 4 GW, and to enforce Demand Side Management (DSM) programs for shifting the electrical load. The proposed framework for the optimization of power system planning helps to avoid wrong investment decisions that would have a negative impact on energy prices.
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1. Introduction

As a country of abundant coal reserves, Poland used to belong to a group of several countries in the world where more than 80% of the electricity was generated from solid fuels. Whilst this has gradually been changed, approximately 77% of electricity in Poland is still produced from hard coal and lignite. The achievement of carbon neutrality by 2050, as recently agreed by the European Union Council [1], requires a deep transformation of the Polish power sector, mainly towards Renewable Energy Technologies (RET). In its official supporting documents, namely “Energy Policy of Poland until 2040” (EPP2040) [2,3] and “National Energy and Climate Plan” (NECP) [4], Poland declares that it will aim to decrease the share of coal in the electricity production mix to 56–60% by 2030 and maintain the declining trend in the years after. At the same time, the share of renewable energy sources (RES) in electricity production is planned to be increased to approximately 32% by 2030. This causes several challenges to the Polish power sector. A predominantly greater use of RES, such as wind and solar, for which power generation depends on weather conditions, will make the electricity supply...
more volatile. Therefore, an adequate backup capacity in controllable units must be maintained to balance these fluctuations. Regardless of the ongoing electricity market coupling between Member States, the national power system must have its own reserve capacities to ensure system stability, e.g., in the case of limited cross-border electricity exchange. The majority of existing coal-fired units will most likely be closed in the next 10–15 years. This is because (i) they are ageing, (ii) they are experiencing a drop in profitability due to the diminishing sales on the electricity market, (iii) prices of CO₂ allowances are growing, and (iv) investments in costly depolluting systems are necessary to meet emission standards under new BAT conclusions [5,6].

This leads to the following questions: What is the best retirement plan for the existing coal-fired units with the electric capacity in the range of 200–400 MW in this transient period? Will the revenue from the electricity-only market be sufficient to maintain the profitability of dispatchable generation units? Are the existing dispatchable electric capacities sufficient and flexible enough to handle targeted shares of RES in 2030? Is the development plan of the Polish power sector presented in the EPP2040 technically feasible in 2030 from a system balancing point of view? What is the magnitude of the investment required in conventional units to handle planned RET penetration?

To find the answers to these questions, a generalized Unit Commitment and Economic Dispatch (UCED) approach was used. This approach has been widely used for decades in planning the daily operation of power plants. It makes it possible to consider many physical constraints that occur in real electricity systems, such as unit capacity restrictions, shut-down and start-up times of thermal generators, ramping constraints, etc. In recent years, UCED models have been developed in the direction of investigating the effects of a dynamic increase of electricity generated in intermittent RET [7]. The possibility of changing the electricity demand profile through Demand Side Management (DSM) programs was also considered. A multi-objective optimization method for solving dynamic economic dispatch with the DSM of individual residential loads and electric vehicles was proposed in [8]. The result of the six-generator test system showed that shifting deferrable loads can significantly flatten the load profile and reduce peaks.

Furthermore, this article analyses the economic situation of generating units. An increase in the share of RET (for which the marginal cost of electricity production is zero) in the power supply results in shifts of the supply curve to the right. This “merit-order” effect results in decreases of the system marginal price. The study described in [9] confirms this relationship, but points out that the size of this effect varies between regions. For instance, the findings of the study conducted for the Irish electricity market with the use of the unit commitment model [10] indicate that the marginal price is lowered by 4.54 EUR/MWh for each additional GWh produced from wind. Therefore, a growing number of countries face the missing money issue of existing capacities. In scarcity situations where the market starts to run out of capacities, the market price of electricity increases, but these periods are usually short and the revenues generated during them are uncertain. A study on the EU electricity market [11] showed that nearly none of the conditions are met, so that energy-only markets can deliver sufficiently sharp scarcity prices that would signal the profitability of adequate new investment. For this reason, investors who plan on a long-term basis have a problem with the profitability analysis of new power plants. This generates another problem of missing capacity. According to [12], the only way to guarantee return for new investments is to implement capacity reimbursement mechanisms (CRMs). Such a CRM in the form of the capacity market was implemented in Poland in 2017. It replaced the financial mechanisms, such as Cold Contingency Reserve and Interventional Operation. These mechanisms had been introduced to provide power companies with funds which allowed them to keep older units, characterized by low capacity factors and low incomes, in standby mode for power system contingency situations. It should be noted, however, that a majority of the existing coal units will only be able to use support from the capacity market until 2025 due to the “winter package” regulations [13]. This paper provides estimates of the net incomes of generation units with/without support from the capacity market.
Motivation

In our study, we used the UCED model named Model of Economic Dispatch and Unit commitment for System Analysis (MEDUSA) to analyse the technical feasibility of power system operation in 2030 according to the energy scenario presented in EPP2040. This scenario was prepared with the use of the Capacity Expansion Planning (CEP) model [14]. Unfortunately, these types of models neglect the system dynamics and technical constraints, which may lead to misrepresentation of the true costs and performance of a particular generation mix and result in capacity mixes that are suboptimal or even infeasible [15]. Attempts have been made to integrate daily energy planning with long-term capacity expansion planning [16], but such integration presents computational challenges. Often, the time horizon in CEP is divided into the so-called modeling years (e.g., every five years). We therefore propose an approach where capacity expansion models, such as those described in [17,18], are launched first and subsequently, the UECD models are launched for selected years, using their results as the input. In this way, the technical feasibility of the scenarios can be verified. A flowchart illustrating the proposed framework for power system planning considering capacity expansion planning, as well as the unit commitment and economic dispatch, is depicted in Figure 1. Obviously, the presented flowchart is a generic one and additional work on integration is still necessary, e.g., harmonization of main datasets, assumptions, etc.

![Flowchart illustrating the proposed framework for power system planning.](image)

This study contributes to the analysis of the robustness of long-term scenarios elaborated with the use of CEP models in order to avoid wrong investment decisions that would have a negative impact on energy prices. Infeasibility of the UECD model for the CEP results gives a clear signal that the proposed scenario cannot be carried out in reality. The case in which the UCED model is feasible for all the runs in a given year, but its results concerning power unit operation are very different to those of CEP, indicates that the solution of the latter is suboptimal.

2. Materials and Methods

The analysis presented in this paper has been performed with the use of the Model of Economic Dispatch and Unit commitment for System Analysis (MEDUSA) developed at AGH University of Science and Technology in Poland. The MEDUSA code was written in the GAMS programming language [19]. As indicated by its name, it solves a mixed integer problem (MIP) related to the optimization of unit commitment (UC) and economic dispatch (ED) in electrical power production. The optimization is conducted with the use of the CPLEX solver [20]. The current version of the
model assumes no transmission grid limits for the power flow (copper plate assumption). In this study, the model was used to optimize the operation of centrally dispatchable power generation units (hereafter called JWCD) operated by the Polish Power Grid Company (PSE) under different levels of intermittent RES penetration. The results of the model show how the forecasted load is going to be balanced, the operational status (online or offline), and the power output of the JWCD units. The year 2018 has been selected for calibration and validation of the model.

2.1. Temporal Resolution and Modeling Time Horizon

MEDUSA optimizes the operation of power generation units using an hourly temporal resolution. Large amounts of data and numerous limitations describing real operational constraints, together with the high temporal resolution, significantly extend the time of solving. To overcome this problem and to keep computational efforts reasonable, a year is split into short timeslices consisting of two days (48 h), which are solved consecutively one after another (Figure 2). After solving the model for the period P1, only the results for the first day and the first hour of the second day are saved, while the second day is resolved again in the optimization process of the second modeling period P2. In the work of [21], different interval lengths in a rolling horizon unit commitment model were studied, and it was concluded that the interval length is such models is not very significant and that the interval of two days is fairly sufficient.

2.2. Representation of the Power Generation Units in the Model

Dispatchable JWCD units included in the model mainly use hard coal and lignite, with a few natural gas-fired and hydro (including pumped-storage) power plants. The total installed electric capacity of these units in 2018 amounted to 26,760 MW. Non-dispatchable units (hereafter called nJWCD) are responsible for the so-called “determined” production of electricity. They include combined heat and power plants (fueled with hard coal, natural gas, biomass, or biogas) for which the operation is mainly driven by the heat demand, as well as the intermittent renewables, such as wind turbines and photovoltaics. According to the Polish regulations, RES-based electricity must be purchased by the grid operator. It is assumed that the hourly profile of power generation from nJWCD observed in 2018 is a reference one. The increase in RES capacity will obviously result in higher electricity generation; however, the hourly production profile will be the same (which implies a relative distribution of the

![Figure 2. Illustration of the stepwise model solving.](image-url)
annual value into timeslices, as in 2018). The generated electricity is entirely fed to the power grid and RES curtailment is only possible when the risk of system instability exists.

2.3. Mathematical Model Formulation

This part provides an outline of a specification of the mathematical programming problem. Only the main equations, including the objective function and associated constraints, are presented.

The model definition requires the use of the following sets:

- \( d \in D = \{d1, d2, \ldots, d365\} \) - number of days in a year;
- \( t \in T = \{t1, t2, \ldots, t48\} \) - number of hours within the optimized period;
- \( i, g \in I = \{1, 2, \ldots, 90\} \) - centrally dispatchable generation units (JWCD);
- \( j \in J = \{1, 2, \ldots, 18\} \) - hydro plants (including pumped-storage);
- \( s \in S = \{h, w, c\} \) - start-up unit status: hot, warm, and cold, respectively;
- \( b \in B = \{b1, b2, \ldots, b10\} \) - bidding offers for power generation and demand reduction.

As mentioned before, MEDUSA minimizes the total costs of balancing the forecasted electrical load by making decisions on whether the dispatchable units \( i \) are in operation at time \( t \) and what their power output is, taking into account fixed power generation from non-dispatchable units.

The main decision variables include the following:

- \( vOn_{i,t} \), binary \([0,1]\) - status of the generation unit \( i \) at time \( t \) (on or off);
- \( vSt_{i,t,s} \), binary \([0,1]\) - indicating whether the unit \( i \) is starting-up at time \( t \);
- \( vSd_{i,t} \), binary \([0,1]\) - indicating whether the unit \( i \) is shutting-down at time \( t \);
- \( vP_{i,t} \), positive \((0, P_{\text{max}}]\) - power output of the unit \( i \) at time \( t \) (MW);
- \( vPk_{i,t,b} \), positive \((0, P_{\text{bid}}]\) - power output accepted from offered bids of the unit \( i \) at time \( t \) (MW).

The main parameters include the following:

- \( pC_{\text{Pmin}}^{i} \) - offer price of unit \( i \) at time \( t \) for operation with the minimum load;
- \( pC_{\text{Bid}}^{i,b} \) - offer price of the unit \( i \) at time \( t \) indicated in the bid \( b \);
- \( pC_{St}^{i,s} \) - start-up cost of the unit \( i \) and status \( s \);
- \( pC_{Sd}^{i} \) - shutdown cost of the unit \( i \);
- \( pC_{Dsm}^{i,b} \) - offer price for demand reduction at time \( t \) indicated in the bid \( b \);
- \( pVOLL \) - value of loss of load;
- \( pP_{\text{Min}}^{i} \) - minimum power output of unit \( i \);
- \( pP_{\text{Bid}}^{i,t,b} \) - maximum power output of the unit \( i \) at time \( t \) indicated in the bid \( b \).

The objective function given by the expression (1) represents the total costs of balancing the forecasted load, including start-up, shut-down, and operation costs; costs of load shifting through the demand-side response; and the costs of load shedding:

\[
eObj = \sum_{i,t} (vOn_{i,t} \cdot pC_{\text{Pmin}}^{i} + \sum_{b} vPk_{i,t,b} \cdot pC_{\text{Bid}}^{i,b}) \quad \text{Operation}
+ \sum_{i,t,s} vSt_{i,t,s} \cdot pC_{St}^{i,s} + \sum_{i,t} vSd_{i,t} \cdot pC_{Sd}^{i} \quad \text{Start-up and shut-down}
+ \sum_{i,b} vDsm_{i,b} \cdot pC_{Dsm}^{i,b} \quad \text{Demand-side response}
+ \sum_{t} vLS_{t} \cdot pVOLL \quad \text{Load shedding}
\]  

(1)

2.3.1. Operation Costs

The total power output \( vP_{i,t} \) of the unit committed to operation (i.e., for which \( vOn_{i,t} = 1 \)) is given by the following equation:
\[ vP_{ij} = vOn_{ij} \cdot pP_{i}^{\text{Min}} + \sum_{b} vP_{k_{ij},b}, \quad \forall i, \forall t. \] (2)

Each JWCD unit is obliged to submit 10 bids for power generation (in an ascending price order, where the first bid reflects the operation with the minimum power). In each bid, the power output range and the price have to be indicated. The accepted power output corresponding to a given bid can be less than or equal to the one determined in the bid (3). The total power output depends on the number of accepted production bids.

\[ vP_{k_{ij},b} \leq vOn_{ij} \cdot pP_{i}^{\text{Bid}}, \quad \forall i, \forall t, \forall b \] (3)

2.3.2. Start-Up Costs

The start-up costs occur once a unit is starting, i.e., when \( vSt_{ij} = 1 \). They depend on the downtime (DT), i.e., the time a unit has been shut down before a start-up (number of hours, \( n \)). By default, a unit is set to be in a “Cold” state. The unit is considered to be in a “Hot” or “Warm” state if \( n \leq 10 \text{ h} \) or \( \leq 20 \text{ h} \), respectively. Obviously, the start-up costs are the lowest in the case where the unit is starting from the “Hot” state and the highest in the case where the unit is “Cold” (see Section 2.5). Equation (4) assures that only one state is chosen.

\[ \sum_{s} vSt_{SG_{ij,s}} = vSt_{ij}, \quad \forall i, \forall t \] (4)

2.3.3. Demand-Side Response and Load Shedding

The possibility of modification of the load profile through Demand Side Management should be considered in UCED problems [22]. MEDUSA enables load shifting, making it possible to reduce the electricity consumption during peak hours. However, this reduced amount of electricity must be consumed during other hours \( t \) of the same day \( d \). At the time when the power demand cannot be balanced by the supply side, even if available demand-side response (DSR) bids are fully exploited, a variable, \( vLS_t \), representing load shedding will hold a value equal to the power gap. The multiplication of \( vLS_t \) by the parameter \( pVOLL \), which reflects the value of loss of load, gives the total costs of load shedding.

2.4. Technical Parameters

In this study, the focus is placed on the flexibility of coal-fired units, which still dominate the power generation structure in Poland. These include pulverized and circulating fluidized bed hard coal- and lignite-fired boilers. With increasing RES penetration, these JWCD units must become more flexible. Flexibility in the operation of a generating unit is referred to as the ability to operate in a stable and safe manner in contingency situations (unexpected outages of generating units, failures of the transmission lines, etc.). Key elements shaping the flexibility are quick start-up and shutdown; a broad range of boiler loads and power outputs; and a high rate of change in the power output, i.e., high ramping rates. Each of the JWCD units in MEDUSA when in operation is allowed to have a power range between \( P_{\text{min}} \) and \( P_{\text{max}} \) (MW). Ramp-up and -down constraints (MW/h) limit the changes in the power output during two consecutive hours. Start-up and shut-down conditions are indicated, i.e., the initial power output (MW) at time \( t \) in which the unit is started and the power level that needs to be reached before the unit can be shut down. Finally, in order to consider the limitations of the materials, e.g., thermal stress, the minimum number of hours that the unit needs to operate once started or left offline once it has been shut down is determined. In this study, the values of these parameters have been reviewed for each JWCD unit based on the operation data from 2018 published by the PSE operator [23]. Table 1 provides some main statistics of this review. The JWCD generating units were split into different classes based on their fuel type and electric capacity. The range of downtime periods considered was the same as described in Paragraph 2.2.
Table 1. Selected statistics summarizing the operation of centrally dispatchable generation units (JWCD) coal units in 2018.

| Fuel     | Power Class (MW) | No. of Units | Total No. of DT * | Distribution of DT Depending on their Duration | Average DT Per Unit (hours/year) | Total No. of ST ** | Distribution of ST Depending on Operation Time after ST | Share of ST from Cold State (%) |
|----------|------------------|--------------|-------------------|-----------------------------------------------|---------------------------------|-------------------|------------------------------------------------------|---------------------------------|
| Hard coal| <200             | 12           | 212               | 30 5 177                                      | 5818                           | 209               | 18 22 169                                           | 83                              |
|          | 200              | 42           | 1385              | 246 84 1055                                   | 3361                           | 1375              | 59 269 1047                                         | 76                              |
|          | 300              | 4            | 105               | 28 6 71                                       | 1374                           | 106               | 6 10 90                                             | 67                              |
|          | 400              | 1            | 10                | 2 0 8                                        | 2585                           | 9                 | 0 0 9                                               | 78                              |
|          | >500             | 3            | 61                | 38 2 21                                       | 5112                           | 59                | 8 1 50                                              | 32                              |
| Lignite  | 200              | 12           | 214               | 42 11 161                                     | 3676                           | 215               | 16 28 171                                           | 75                              |
|          | 300              | 12           | 190               | 65 11 114                                     | 1550                           | 191               | 4 64 123                                            | 60                              |
|          | 400              | 1            | 12                | 3 0 9                                        | 723                            | 11                | 3 0 8                                               | 73                              |
|          | >500             | 1            | 10                | 0 0 10                                       | 628                            | 11                | 1 0 10                                              | 91                              |

* DT, downtimes of units; ** ST, start-ups of units; and *** time periods in hours.
The main outcome of the review is that once being started, units operated for longer periods. The same applies to staying offline after the units were shut down. The minimum downtime after which the units were back in operation was equal to 4 h. In 77% of cases, units operated for more than 20 h after being brought into operation. The total number of start-ups reached 2186, with the highest number of 1375 in the “HC 200” class. This capacity class (for both hard coal and lignite) also had the largest number of downtimes. In the majority of cases, units started from the “Cold” state. One can also see that the smaller the electric capacity of the units, the more hours they stay offline on average. This can be explained by the lower efficiency and higher operation costs observed with a decrease of the unit sizes. The only exemption is the class “HC > 500”, for which the average downtime per unit was higher than 5100 h. In fact, two of the three units belonging to this class were under modernization and practically did not operate in 2018.

2.5. Economic Parameters

Each of the JWCD is obliged to submit 10 generation bids for the balancing market. Bids must be increasing in price in the consecutive bands. The bidding offers are confidential. Therefore, a simplified approach was made in this study, in which the average variable costs were calculated for each generator, taking into account the national data on the fuel prices, gross electric efficiencies, CO₂ emissions, and prices of CO₂ emission allowances. The price of the bid for a power band in the middle between \( P_{\text{min}} \) and \( P_{\text{max}} \) was equal to the calculated variable costs. In the next step, the third-degree polynomial was fitted accordingly for each unit, assuming that the price offer in the first and last power band was 5% lower and 7% higher, respectively. The obtained values of the polynomial function in the center of each band gave the final price offers. Another important economic parameter is the start-up cost, which depends on the electric capacity of the thermal unit, as well as on the amount of time that a unit has been offline before a start-up. Start-up costs are often approximated by a constant value to minimize the computational requirement needed to solve MIP models. In this study, start-up costs were approximated by three-step approximation (Figure 3). The starting point for approximation was the function proposed by [24] describing the time-dependent start-up cost characteristics for a thermal plant with nominal power \( P_{\text{max},i} \), as shown in Equation (5):

\[
StCst_{i,n} = [a + b \cdot (1 - \exp^{-c \cdot n})] \cdot P_{\text{max},i}, \quad \forall i, \forall n,
\]

where \( StCst \) is the start-up cost of the \( i \)-th generating unit taking into account the number of hours \( n \) that the unit has been offline and \( a, b, \) and \( c \) are the coefficients calibrated for the 200 MW coal-fired unit and kept constant in calculations of start-up costs of other units. Next, the start-up cost functions were derived for each JWCD unit based on their nominal power and finally approximated by three steps for the time intervals described in Section 2.2 (Figure 3).

2.6. Validation of the Model for 2018 Data

In order to validate the model, its results were compared against the real operation data reported by [23]. The real operation data included the power output of each JWCD unit for each hour of 2018. Table 2 shows the value of Pearson’s Correlation Coefficient for data aggregated in different time periods and months. In general, the correlation varies from 0.73 (observed in the period between 1:00–2:00 in January) up to almost 0.92, with a mean equal to 0.857. Therefore, the obtained results indicate a high positive correlation between the modeled and observed data. In general, a higher correlation is observed in the period from June to September and in hours starting from 7:00 till 21:00.
approximated by three, error of approximation.

Figure 3. Three-step approximation of the start-up costs.

### Table 2. Correlation coefficient for JWCD in 2018.

| Hour | Annual | I | II | III | IV | V | VI | VII | VIII | IX | X | XI | XII |
|------|--------|---|----|-----|----|---|----|-----|------|----|---|----|-----|
| 0–1  | 0.801  | 0.743 | 0.792 | 0.814 | 0.777 | 0.750 | 0.820 | 0.839 | 0.842 | 0.846 | 0.840 | 0.808 | 0.766 |
| 1–2  | 0.791  | 0.738 | 0.783 | 0.803 | 0.767 | 0.749 | 0.799 | 0.816 | 0.836 | 0.841 | 0.847 | 0.800 | 0.752 |
| 2–3  | 0.785  | 0.736 | 0.778 | 0.794 | 0.765 | 0.742 | 0.797 | 0.805 | 0.829 | 0.832 | 0.776 | 0.794 | 0.745 |
| 3–4  | 0.785  | 0.731 | 0.783 | 0.796 | 0.765 | 0.743 | 0.799 | 0.807 | 0.833 | 0.825 | 0.779 | 0.792 | 0.747 |
| 4–5  | 0.790  | 0.740 | 0.788 | 0.804 | 0.768 | 0.738 | 0.801 | 0.797 | 0.830 | 0.831 | 0.796 | 0.805 | 0.753 |
| 5–6  | 0.811  | 0.761 | 0.812 | 0.825 | 0.780 | 0.753 | 0.832 | 0.821 | 0.851 | 0.859 | 0.837 | 0.822 | 0.776 |
| 6–7  | 0.863  | 0.826 | 0.867 | 0.859 | 0.843 | 0.847 | 0.892 | 0.884 | 0.889 | 0.888 | 0.874 | 0.874 | 0.829 |
| 7–8  | 0.881  | 0.854 | 0.879 | 0.877 | 0.867 | 0.871 | 0.908 | 0.897 | 0.906 | 0.901 | 0.879 | 0.890 | 0.852 |
| 8–9  | 0.887  | 0.859 | 0.884 | 0.879 | 0.877 | 0.878 | 0.909 | 0.906 | 0.914 | 0.894 | 0.883 | 0.897 | 0.862 |
| 9–10 | 0.891  | 0.855 | 0.887 | 0.886 | 0.883 | 0.883 | 0.914 | 0.911 | 0.909 | 0.903 | 0.887 | 0.900 | 0.875 |
| 10–11| 0.893  | 0.857 | 0.886 | 0.888 | 0.886 | 0.889 | 0.915 | 0.912 | 0.911 | 0.911 | 0.884 | 0.902 | 0.879 |
| 11–12| 0.892  | 0.854 | 0.884 | 0.889 | 0.884 | 0.882 | 0.915 | 0.912 | 0.911 | 0.912 | 0.888 | 0.903 | 0.876 |
| 12–13| 0.893  | 0.855 | 0.886 | 0.893 | 0.886 | 0.887 | 0.914 | 0.909 | 0.907 | 0.910 | 0.891 | 0.904 | 0.877 |
| 13–14| 0.892  | 0.853 | 0.885 | 0.894 | 0.877 | 0.886 | 0.917 | 0.908 | 0.910 | 0.907 | 0.892 | 0.905 | 0.876 |
| 14–15| 0.891  | 0.853 | 0.884 | 0.892 | 0.870 | 0.887 | 0.916 | 0.905 | 0.908 | 0.911 | 0.889 | 0.904 | 0.875 |
| 15–16| 0.887  | 0.849 | 0.878 | 0.890 | 0.863 | 0.878 | 0.904 | 0.904 | 0.904 | 0.906 | 0.884 | 0.903 | 0.880 |
| 16–17| 0.886  | 0.857 | 0.888 | 0.883 | 0.853 | 0.878 | 0.902 | 0.902 | 0.907 | 0.905 | 0.881 | 0.905 | 0.880 |
| 17–18| 0.886  | 0.855 | 0.889 | 0.885 | 0.845 | 0.874 | 0.899 | 0.897 | 0.906 | 0.911 | 0.892 | 0.908 | 0.878 |
| 18–19| 0.885  | 0.852 | 0.891 | 0.884 | 0.848 | 0.875 | 0.904 | 0.892 | 0.907 | 0.910 | 0.887 | 0.904 | 0.873 |
| 19–20| 0.887  | 0.852 | 0.891 | 0.886 | 0.867 | 0.875 | 0.904 | 0.892 | 0.913 | 0.910 | 0.890 | 0.900 | 0.869 |
| 20–21| 0.884  | 0.852 | 0.885 | 0.885 | 0.879 | 0.875 | 0.904 | 0.891 | 0.905 | 0.903 | 0.881 | 0.893 | 0.864 |
| 21–22| 0.867  | 0.837 | 0.871 | 0.871 | 0.862 | 0.859 | 0.900 | 0.887 | 0.892 | 0.887 | 0.857 | 0.869 | 0.837 |
| 22–23| 0.841  | 0.806 | 0.841 | 0.850 | 0.823 | 0.816 | 0.876 | 0.864 | 0.863 | 0.868 | 0.837 | 0.838 | 0.819 |
| 23–24| 0.812  | 0.775 | 0.804 | 0.822 | 0.788 | 0.775 | 0.846 | 0.851 | 0.844 | 0.845 | 0.805 | 0.824 | 0.776 |

The highest correlation in the entire 2018 year is observed in June in the period between 13:00 to 14:00. Figure 4 shows a scatter plot which compares the power output of the units committed to work in that period. Although the general performance of the model is positive, there are still some differences between the observed and modeled results. A lower correlation is observed in night hours where the power demand of the system is lower and consequently, only a limited number of units is in operation.
These differences can be explained by the discrepancies in the values of the production bids, which, in our case, were determined based on the operation cost data and were kept static during all hours in the year. One should also note that the power grid constraints were not considered in the model. As discussed in Section 2.3, in 2018, units operated with specific characteristics, i.e., longer operation after start-up and a longer period of staying offline after shut-down. The settings of MEDUSA made more flexible operations possible.

3. Case Study

In order to provide some insights on the questions asked in the introductory part of the paper, five simulations were run with the use of MESUSA for years between 2018 and 2030. The next decade will have crucial importance, particularly for the existing JWCD units, which will either be closed after 2025 or operate a few years longer to provide the back-up power for the system. Therefore, the special focus of this simulation was placed on the future role of the existing coal-fired units and new intermittent RES technologies, i.e., PV and wind on- and off-shore. The main assumptions of each simulation are described below.

3.1. Installed Electric Capacities of Existing JWCD Units

According to the EPP2040, there will be no more investments in coal-fired plants, except for those currently under construction. The same applies to lignite power plants (building a new lignite mine in the vicinity of the city of Zloczew close to the existing Belchatów power plant is considered approved in EPP2040). About 4 GW of new gas-fired plants will be built and the existing hard coal combined heat and power plants (CHPs) will be replaced by gas-fired ones.

Table 3 shows the path of decommissioning for the main thermal types of generation units used in this work. The value of electric capacities installed in lignite- and natural gas-fired units in 2030 is very similar to that in EPP2040. However, to test the impact of the deep decommissioning of hard coal-fired plants as a consequence of their possible exclusion from the capacity market, a more significant decrease in the capacities of these units was assumed. In our baseline decommissioning plan, the total electric capacity of hard coal units in 2030 is ca. 2 GW lower than in EPP2040. The most significant reduction in the period 2018–2030 (6.8 GW) is for the class “HC 200”. An increase in the electric capacity in the hard coal class named “Other” is due to the recent commissioning of a few large-scale projects. The lignite installed capacity decreases by about 1 GW in this period.
Table 3. Installed capacity in JWCD units with a focus on coal-fired plants (MW).

| Total Capacity of Which | 2018 | 2020 | 2025 | 2030 | 2035 |
|-------------------------|------|------|------|------|------|
| Fuel Class              |      |      |      |      |      |
| Hard coal               |      |      |      |      |      |
| 200                     | 9565 | 8436 | 7986 | 2730 | 903  |
| 300                     | 1532 | 1532 | 1532 | 1532 | 1146 |
| Other                   | 4164 | 5883 | 5883 | 5883 | 5883 |
| Lignite                  |      |      |      |      |      |
| 200                     | 2732 | 2177 | 1977 | 1977 | 1283 |
| 300                     | 4614 | 4244 | 4244 | 3874 | 1170 |
| Other                   | 1332 | 1828 | 1828 | 1828 | 970  |
| Gas                     |      |      |      |      |      |
| All                     | 1115 | 2074 | 2074 | 2074 | 2074 |

* Class 200 includes units with an electric capacity from 200 to 299 MW; ** class 300 includes units with an electric capacity from 300 to 399 MW; *** class Other includes units with an electric capacity <200 MW and > 399 MW.

3.2. Installed Electric Capacities of RES Technologies

The goal of EPP2040 is to achieve 23% of RES in the final energy consumption in Poland by 2030. This is to be achieved through the construction of new power plants using RES at the rate shown in Table 4. As mentioned before, our study is mainly focused on the new intermittent RES; however, for the sake of clarity, other RES are also presented in the table. Onshore wind turbines will not exceed the total installed capacity of 10 GW due to legal restrictions [25], which is in line with the study of [26]. The dynamic development of offshore wind turbines begins in 2025 (this technology is perceived by the government as very prospective and receives strong support [27]). Dynamic development PV units are foreseen. The total electric capacity installed reaches more than 7 GW in 2030.

Table 4. Renewable energy sources (RES) installed capacity (MW).

| RES Type       | 2018 | 2020 | 2025 | 2030 | 2035 |
|----------------|------|------|------|------|------|
| Water          | 982  | 995  | 1110 | 1150 | 1190 |
| Biomass        | 595  | 658  | 1143 | 1531 | 1536 |
| Biogas         | 238  | 305  | 517  | 741  | 945  |
| Wind Onshore   | 5864 | 9497 | 9574 | 9601 | 9679 |
| Wind Offshore  | 0    | 0    | 725  | 3815 | 5650 |
| Photovoltaics  | 147  | 2285 | 4935 | 7270 | 11,670|

* Without pumped-storage, ** Power Plants and CHP, and *** CHP only. Data for 2018 are based on statistics [28], and data for 2020 are based on EPP2040 projection.

3.3. Forecast of Electricity Production

Future electricity production in the Polish power system was taken from EPP2040. The forecasted electricity production is shown in Table 5. According to this forecast, electricity production will amount to ca. 201 TWh in 2030. In our case study, we assumed that this amount of electricity will be generated with the use of domestic power plants and that the net electricity imports will be equal to zero.

Table 5. Forecasted electricity production (TWh).

| Electricity Production | 2018 | 2020 | 2025 | 2030 | 2035 |
|------------------------|------|------|------|------|------|
| Total                  | 165.2| 176.7| 187.9| 201.2| 212.7|

Data for 2018 are based on statistics [29], and data for 2020 are based on EPP2040 projection.

Additionally, we assumed that the hourly load profile in 2030 would have the same shape as in 2018 and it was just scaled-up according to the forecasted growth in annual electricity production. Figure 5 shows the pattern of power demand in 2030 in an hourly temporal resolution.
was used to solve the MIP problem. The solving time for one scenario was approx. 90 m.

3.4. Simulation Settings

Five scenarios named S1–S5 were built (Table 6). They were mainly differentiated by the level of electric capacity installed in dispatchable JWCD and RET, as well as by the level of the electricity demand. The two main options were 2018 and 2030, which refers to the situation in the respective years, as described in the previous sections. In the S1 scenario, the availability of some units was decreased, in line with the values reported by the Polish TSO (i.e., the maximum power output in some hours was reduced accordingly) [30]. This was not the case in the S2 scenario or in other scenarios, where no constraints on unit availability were imposed. The S4 scenario assumed that the dynamic development of the domestic natural gas market observed in the last decade will continue [31]. In this scenario, six new natural gas-fired 630 MW units were added on top of the ones described in Table 3. Finally, the S5 scenario had the closest assumptions to the ones described in EPP2040. Besides investments in natural gas, it also assumed that in 2030, there would be 2 GW more electric capacity available in the class HC “Other”. The DSM option considered in our study is load shifting, which means that the demand decreased during some hours (at most 2 GW) and must be added to other hours during the day.

Table 6. Specification of simulation runs including reference years for the main input parameters.

| Scenario Name | JWCD Electric Capacity | RES Electric Capacity | Electricity Demand | No of New Gas Units | DSM |
|---------------|------------------------|-----------------------|--------------------|---------------------|-----|
| S1            | 2018                   | 2018                  | 2018               | 0                   | No  |
| S2            | 2018                   | 2030                  | 2030               | 0                   | No  |
| S3            | 2030                   | 2030                  | 2030               | 0                   | No  |
| S4            | 2030                   | 2030                  | 2030               | 6                   | No  |
| S5            | 2030 + 2 GW HC         | 2030                  | 2030               | 6                   | 2 GW|

All the simulations were run on the Windows 10 workstation with four Intel Core i7-8550U CPUs and 32 GB RAM. The branch-and-bound CPLEX algorithm with the relative gap (OPTCR) set as 1% was used to solve the MIP problem. The solving time for one scenario was approx. 90 m.

4. Results

The performance of the JWCD units for different scenarios is presented in Table 7. The general observation that the electricity generation from hard coal-fired units in 2030 stays at a similar level in all the scenarios (but S4), as in 2018, and is equal to approx. 60 TWh, can be made. The reason for this is that the decrease in electricity generation in existing “HC 200” and “HC 300” classes is offset in S3–S5 scenarios by generation in larger units belonging to the class “HC Other”. The capacity share of this class increases from ca. 16% in 2018 to almost 30% in 2030. In the case of the lignite plants, the installed electric capacity and overall electricity production only slightly drops between 2018 and 2030. S4 is the most favorable scenario for natural gas units, both in terms of the installed capacity and
electricity generation. In this scenario, electricity production in natural gas-fired units rises from ca. 2.6 TWh in 2018 to 17 TWh.

Table 7. Results: general unit performance indicators.

| Unit Category | Electricity Generation (TWh) | Capacity Share in Total JWCD (%) | Average Capacity Factor |
|---------------|------------------------------|----------------------------------|-------------------------|
|               | S1   | S2  | S3   | S4   | S5   | S1   | S2  | S3   | S4   | S5   | S1   | S2  | S3   | S4   | S5   |
| HC 200        | 39.59 | 29.58 | 10.82 | 7.06  | 4.73  | 38.18 | 38.18 | 13.7  | 11.53 | 10.63 | 0.47  | 0.35 | 0.45 | 0.30 | 0.20 |
| HC 300        | 7.22  | 6.75  | 7.77  | 6.98  | 5.63  | 6.11  | 6.11  | 7.7   | 6.47  | 5.97  | 0.54  | 0.50 | 0.58 | 0.52 | 0.42 |
| HC OTH        | 15.25 | 18.32 | 40.59 | 38.55 | 48.86 | 16.62 | 16.62 | 29.6  | 24.85 | 30.70 | 0.42  | 0.50 | 0.79 | 0.75 | 0.71 |
| BC 200        | 14.83 | 19.7  | 13.97 | 13.45 | 12.79 | 10.9  | 10.9  | 9.9   | 8.35  | 7.70  | 0.62  | 0.82 | 0.81 | 0.78 | 0.74 |
| BC 300        | 30.81 | 34.35 | 26.95 | 25.63 | 24.53 | 18.42 | 18.42 | 19.5  | 16.36 | 15.09 | 0.76  | 0.85 | 0.79 | 0.76 | 0.72 |
| BC OTH        | 10.36 | 10.94 | 14.45 | 14.20 | 13.83 | 5.32  | 5.32  | 9.2   | 7.72  | 7.12  | 0.89  | 0.94 | 0.9  | 0.89 | 0.86 |
| GAS           | 2.61  | 3.29  | 8.02  | 17.01 | 12.51 | 4.45  | 4.45  | 10.4  | 24.72 | 22.8  | 0.27  | 0.34 | 0.44 | 0.33 | 0.24 |

Figure 6 depicts the electricity generation profile of different technologies in the first week of July in 2018 and 2030. One can see a significant increase in electricity produced by RET. This has an influence on the coal-fired units, whose operation becomes much more chunked in comparison to the situation in 2018. The increase and decrease in electricity generation, respectively, in the class of hard coal units “HC Other” and “HC 200”, is also clearly visible. Natural gas units mainly operate in electricity peak demand periods.

Figure 6. Electricity generation by sources in the first week of July in 2018 (left-hand side) and 2030 (right-hand side).

A gap (marked by the white area) between the electrical load and cumulative electricity generation is filled with output electricity from hydro pumped-storage plants. On the contrary, when the load line is below the cumulative production, the storage is being charged. Table 8 shows the values of selected indicators. These include the following: (i) Loss of Load (LoL), revealing, in our case, the number of hours per year in which the supply does not meet the demand; (ii) Energy Not Served (ENS), i.e., the amount of electricity demand that is not met by generation in a given year; (iii) the Renewable Energy Penetration Index (REPI), which is the average annual share of demand covered by wind and solar generation; (iv) Renewable energy generation Curtailment (RC), expressed as the sum of hours per year in which RES-based generation was reduced to avoid negative residual load; (v) Renewable Curtailed Energy (RCE) in GWh in a year; and finally, (vi) the number of JWCD start-ups.
Table 8. Values of selected indicators for different scenarios.

| Scenario | LoL (hrs) | ENS (GWh) | REPI (%) | RC (hrs) | RCE (GWh) | No of Start-Ups (JWCD) |
|----------|-----------|-----------|----------|----------|-----------|------------------------|
| S1       | 0         | 0         | 7.3      | 4        | 1.85      | 4725                   |
| S2       | 0         | 0         | 19.8     | 15       | 6.25      | 4500                   |
| S3       | 383       | 344.7     | 19.8     | 20       | 6.04      | 2212                   |
| S4       | 0         | 0         | 19.8     | 24       | 7.5       | 2573                   |
| S5       | 0         | 0         | 19.8     | 37       | 11.82     | 2793                   |

One can see that in the case of the S2 scenario, contrary to S3, there is no hour with a loss of load. Both scenarios referred to 2030, but S2 assumed that the same units that existed in 2018 would be in full operation in 2030. On the other hand, the S3 scenario assumed deep decommissioning of the “HC 200” generators class. As a consequence, in this case, there are 383 h with a loss of load. If the S2 scenario was run with a limited availability, as in S1, then the generation capacity would not have been sufficient to avoid power shortages (there are 218 h with lost load in such a case). This also shows that the existing units that would be mainly left for providing the back-up capacity need to maintain a high availability. The risk of loss of load with deep decommissioning can be avoided by adding new generating capacities, as in the S4 scenario, in which a total of 3780 MW of natural gas units was added. Finally, the S5 scenario has the highest electric capacity installed in controllable units in 2030. Consequently, the capacity factors in all the generator classes are the lowest of all the scenarios. Considering solar and wind technologies, the REPI index amounts to 19.8% in 2030. From all RET, the highest production in 2030, equal to ca. 20 TWh, comes from the onshore wind. This is followed by offshore wind and photovoltaics, which generate 13.2 and 6.4 TWh, respectively.

The evaluation of the economic performance of generation units was made using a simplified approach with two income streams, i.e., from electricity and capacity markets. In the case of the electricity market, the revenue of the JWCD unit \(i\) in the hour \(t\) was calculated by multiplying its electricity output by the electricity price.

Electricity prices were set based on the merit order approach using expression (6):

\[
\text{ElePrice}_i = \begin{cases} 
\min_{i \in I} (\text{Operation}\_\text{cost}_{i,t}) & \forall i: \exists P_{i,t}^{\text{Max}} - vP_{i,t} > 0, \forall t \\
\max_{i \in I} (\text{Operation}\_\text{cost}_{i,t}) & \forall i, \forall t: vLS_t > 0 \end{cases}.
\] (6)

In the case of the units for which operation costs were above the established electricity price (meaning that, e.g., they were forced to operate with the minimum power and could not be shut-down as they were needed to balance the electrical load in the following hours), the income was set to be equal to their operation costs.

The incomes from the capacity market were calculated for all JWCD units and for all scenarios based on the results of auctions for 2021, in which the average revenue was equal to ca. 240 kPLN/MW/year [32]. It should be noted, however, that a majority of the existing coal units will only be able to use the support from the capacity market until 2025 due to the “winter package” regulation [13]. This regulation stipulates that only generation units with a CO\(_2\) emission standard lower than 550 g/kWh can obtain such support (meaning that classical coal-fired units, which have much higher emissions, will be excluded). Table 9 summarizes the calculated cost components and revenues from electricity and capacity markets.
| Simulation | Class | Fixed Costs | Variable Costs | Start-Up Costs | Income Electricity Market | Income Capacity Market | Net Revenue |
|-----------|-------|-------------|----------------|----------------|--------------------------|------------------------|-------------|
| S1        | HC 200 | 1788.66     | 8514.92       | 42.46          | 8516.20                  | 2298.66                | 468.82      |
| S1        | HC 300 | 286.48      | 1533.38       | 7.39           | 1533.59                  | 368.17                 | 74.51       |
| S1        | HC other | 778.67  | 2959.46       | 13.47          | 2992.32                  | 1000.69                | 241.41      |
| S1        | BC 200 | 557.33      | 2754.01       | 7.26           | 2777.26                  | 656.55                 | 115.21      |
| S1        | BC 300 | 941.26      | 5628          | 11.21          | 5667.09                  | 1108.84                | 195.46      |
| S1        | BC other | 271.73 | 1787.79       | 2.85           | 1818.48                  | 320.11                 | 76.22       |
| S1        | GAS    | 85.3        | 564.39        | 48.97          | 564.47                   | 1000.69                | 233.77      |
| S2        | HC 200 | 1788.66     | 6251.26       | 74.17          | 6251.28                  | 368.17                 | 72.18       |
| S2        | HC 300 | 286.48      | 1420.16       | 9.51           | 1420.16                  | 368.17                 | 72.18       |
| S2        | HC other | 778.67 | 3467.6        | 12.81          | 3554.55                  | 1000.70                | 257.17      |
| S2        | BC 200 | 557.33      | 3648.68       | 4.07           | 3711.3                   | 656.56                 | 157.78      |
| S2        | BC 300 | 941.26      | 6233.93       | 2.39           | 6321.54                  | 1108.84                | 252.8       |
| S2        | BC other | 271.73 | 1883.7        | 0.31           | 1968.21                  | 320.11                 | 132.58      |
| S2        | GAS    | 85.3        | 709.35        | 20.46          | 709.35                   | 267.02                 | 161.26      |
| S3        | HC 200 | 510.51      | 2559.21       | 25.03          | 2575.86                  | 656.07                 | 137.18      |
| S3        | HC 300 | 286.48      | 1800.22       | 6.53           | 1814.53                  | 368.17                 | 89.47       |
| S3        | HC other | 1100.12 | 8375.29       | 9.55           | 8759.31                  | 1413.80                | 688.15      |
| S3        | BC 200 | 403.31      | 2917.5        | 1.54           | 3009.71                  | 475.11                 | 162.47      |
| S3        | BC 300 | 790.3       | 5655.6        | 2.69           | 5811.2                   | 930.10                 | 292.71      |
| S3        | BC other | 372.91 | 2872.03       | 0.50           | 3030.06                  | 439.30                 | 223.92      |
| S3        | GAS    | 159.00      | 1911.31       | 23.97          | 1923.67                  | 498.42                 | 327.81      |
| S4        | HC 200 | 510.51      | 1629.59       | 18.15          | 1629.66                  | 656.07                 | 127.48      |
| S4        | HC 300 | 286.48      | 1596.15       | 6.61           | 1596.22                  | 368.17                 | 75.15       |
| S4        | HC other | 1100.12 | 7877.88       | 9.56           | 8030.44                  | 1413.80                | 456.68      |
| S4        | BC 200 | 403.31      | 2789.26       | 1.47           | 2806.86                  | 475.11                 | 87.93       |
| S4        | BC 300 | 790.3       | 5329.08       | 2.74           | 5349.71                  | 931.00                 | 158.59      |
| S4        | BC other | 372.91 | 2813.41       | 0.4            | 2870.72                  | 439.30                 | 123.3       |
| S4        | GAS    | 447.83      | 3987.02       | 61.58          | 3987.02                  | 1406.83                | 897.42      |
| S5        | HC 200 | 510.51      | 1077.55       | 12.96          | 1077.59                  | 656.07                 | 132.64      |
| S5        | HC 300 | 286.48      | 1282.01       | 11.71          | 1282.05                  | 368.17                 | 70.02       |
| S5        | HC other | 1474.12 | 9916.5        | 13.06          | 10022.13                 | 1894.44                | 512.89      |
| S5        | BC 200 | 403.31      | 2636.54       | 2.73           | 2642.75                  | 475.11                 | 75.28       |
| S5        | BC 300 | 790.3       | 5068.01       | 3.39           | 5075.08                  | 931.00                 | 144.38      |
| S5        | BC other | 372.91 | 2730.5        | 0.49           | 2760.56                  | 439.3                  | 95.96       |
| S5        | GAS    | 447.83      | 2916.07       | 72.09          | 2916.07                  | 1406.83                | 886.91      |

5. Discussion

The measures assumed in the S2 scenario aimed at the extension of the decommissioning period for coal-fired units of classes "HC 200" and "HC 300" until 2030 are not sufficient to avoid the risk of power shortages in 2030. The results show, however, that such an extension, which is technically possible, would contribute to maintaining the necessary back-up capacities for contingency situations and to increasing the security of the electricity supply. These units would have to maintain a high availability, which is only possible when having adequate revenues for necessary modernizations and maintenance. Without the incomes from the capacity market, JWCD units generate a negative net income. The results of the S3 scenario showed that the deep decommissioning of hard coal-fired units significantly increases the risk of system instability (there are 383 h with load lost). Therefore, a more rational option is the one proposed in EPP2040 and the S5 scenario, where the total installed capacity of the hard coal-fired units in 2030 is ca. 2 GW higher than in the S3 scenario.

Balancing of the increased electricity demand in 2030 would not be possible without increasing the electric capacities in renewable energy technologies. Our study showed that the RES capacities adopted in EPP2040 for 2030 should be considered as feasible from a system balancing point of view.
The dynamic development of RET results in a significant supply of electricity with a variable availability. A good match can be observed between the electricity demand and generation in photovoltaics in the temporal profile. In fact, PV-based production flattens the residual load in the middle of the day and in the afternoon (e.g., Figure 6). The planned PV capacities are too low to change the profile of the residual load curve into a “duck” shape, causing steep ramping in the evening. Although the electric capacity of wind onshore in 2030 is 2.5 times greater than that offshore, electricity generation is only 1.5 times greater. This is because the capacity factor of wind turbines located offshore is greater and the production profile is more stable due to more constant wind. Finally, on the supply side, investments in new natural gas-fired units are necessary. The results obtained in this study for the S4 scenario indicate that at least ca. 4 GW of electric capacity should be built by 2030 on the top of ca. 2 GW existing in 2020. This number is in line with the one provided in EPP2040. The S4 scenario also indicates the change in the nature of the operation of hard coal units of classes “HC 200” and “HC 300” from the electricity supply to capacity provision, which is characterized by shorter operating times and lower annual electricity production. The study has shown that the introduction of DSM programs can have a very positive impact on reducing the number of hours with lost load.

The overall result of the study is that the safest solution from the point of view of power system stability is to extend the decommissioning process of coal units of classes “HC 200” and “HC 300” (this requires the financial mechanism on the top of electricity-only market to generate net income), to invest in renewable energy sources according to EPP2040, to build new gas power plants with the total capacity of ca. 4 GW, and to enforce DSM programs for shifting the electrical load. This result is consistent with the development plan presented in the Polish Energy Policy.

6. Conclusions

This paper describes the Model of Economic Dispatch and Unit commitment for System Analysis (MEDUSA). MEDUSA optimizes the operation of controllable power generation units under real technical constraints using an hourly temporal resolution. The objective function, which is minimized by the model, consists of the unit operation, start-up and shut-down costs, and the costs of Demand Side Management and load shedding. The applicability of the model was illustrated for the Polish power system. MEDUSA was intended to verify the results of capacity expansion planning with respect to the response of the power system to intermittent RES supplies. At first, in order to validate the model, its results were compared against the real operation data for 2018. A high positive correlation between the modeled and observed data was observed. Next, five scenarios were built to analyse the operation of the system in 2030 with the focus on coal-fired units and their role in 2030—when a significant supply of electricity from renewable energy sources is foreseen.

In general, balancing of the increased electricity demand in 2030 would not be possible without increasing electric capacities in renewable energy technologies. The nature of the operation of hard coal units of classes of 200 and 300 MW will be changed from electricity supply to capacity provision. The electricity production in these units will be offset by generation in larger hard coal units recently commissioned or under construction. In the case of lignite plants, the installed electric capacity and overall electricity production will only slightly drop between 2018 and 2030. The total electric capacity in natural gas units will increase to ca. 6 GW in 2030 from the current value of 1.1 GW. The study has shown that the introduction of DSM programs can have a very positive impact on reducing the number of hours with lost load. The results of the scenarios were compared with the development plan presented for 2030 in the Polish Energy Policy. The main conclusion that can be drawn is that this development plan can be considered reasonable and consistent with the results obtained in our work.

One of the limitations of this study is that the future load profile was achieved through a simple scaling process based on the 2018 data. In our future work, possible changes in the load profile will be considered (the peak demand in 2030 could move from winter to the summertime due to the wider use of air conditioning). In relation to this, more attention will be given to the role of Demand Side
Management and energy storage. The environmental aspects will also be addressed, including emissions of greenhouse gases and air pollutants. The model will be run for various historical meteorological data and with a higher temporal resolution. Finally, the electricity prices in this study were calculated using a simplified approach. We plan to improve the price calculation algorithm to better reflect scarcity situations and resulting price escalations. In the longer term, the impact of electricity exchange on the European market will be analysed.
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