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Abstract—Inspired by the concept of network algebraic connectivity, we adopt an extended notion named rigidity preservation index to characterize the rigidity property for a formation framework. A gradient based controller is proposed to ensure the rigidity preservation of multi-robot networks in an unknown environment, while the rigidity metric can be maximized over time during robots’ motions. In order to implement the controller in a distributed manner, a distributed inverse power iteration algorithm is developed which allows each robot to estimate the global rigidity index information. Simulation results are provided to demonstrate the effectiveness of the estimation and control scheme.

I. INTRODUCTION

Networked mobile robots have the desirable capacity of performing spatially distributed tasks like large area surveillance, underwater exploration, target detection, etc, while these tasks generally cannot be achieved by single robot. To deploy and coordinate a group of mobile robots in a complicated or even perhaps uncertain environment, a fundamental control problem is how to ensure the connectivity of mobile robots under communication constraints. In fact, network connectivity maintenance and control is always a critical issue for cooperative robotics and it has received considerable attention in recent years [1], [2], [3].

In robot coordination control design, another closely related concept which has equal importance to network connectivity is formation rigidity. It has been shown that rigid graph theory plays a key role in analyzing the formation performance [4] and network localization [5]. Formation rigidity can be particularly important in the formation shape control for multi-robot systems, which enables the distance-based control design without a global coordinate or a centralized control. The favorable property of a rigid framework, therefore, motivates us to consider the problem of preserving formation rigidity when coordinating robot teams with planned motions. This can be regarded as an extension of the network connectivity control and is different from the formation shape control. In fact, to preserve only the formation rigidity also renders robot teams some level of flexibility for performing other tasks without a strict geometric shape requirement.

The preservation of the formation rigidity for mobile robot teams, rather than the mere maintenance of network connectivity, possesses several advantages. Compared with a connected robot team, a rigid dynamic formation generally has a high level of robustness on recovering from link or agent failures and it is also more convenient to perform a desired formation reconfiguration [4]. Also, in the context of network localization for mobile sensors, rigidity is a basic condition for successful localization [5]. Furthermore, as will be shown in later analysis, connectivity maintenance and collision avoidance can also be achieved as direct consequences of the rigidity preservation for mobile robot networks.

There exist several fundamental theorems relevant for rigidity testing, and in this paper we focus on those using linear algebra for a quantitative rigidity analysis provided by the rigidity matrix. Inspired by the concept of the Fiedler (algebraic connectivity) eigenvalue of the Laplacian matrix, we also adopt a particular eigenvalue characterization of the rigidity level for a given framework. To this end, an extended version of the Laplacian matrix which we term the rigidity Laplacian matrix is constructed by incorporating robots’ positions and the network topology of the formation.

The idea of using the eigenvalue information to describe the rigidity property has something in common with the quantitative measure using stiffness matrix [6], [7] and an anchor selection metric from a reduced-order rigidity matrix in the localization optimization problem [8]. A more recent effort towards this direction which is closer to the idea of this paper can be found in [9]. However, the analysis and results in this paper are distinguished from these previous results in several ways. First, we derive a simple and general form of the rigidity matrix which involves both positional configuration and network topology, and thus the analysis on the eigenstructure of the rigidity Laplacian matrix can reveal much interesting information for the global formation. Furthermore, some other useful properties of the rigidity index are also provided, which have not been covered elsewhere. Another contribution of this paper is the development of an entirely distributed estimation and control solution for the rigidity preservation. This can be seen as parallel to work dealing with distributed connectivity control [10], [11], [3].

As an extra novelty, this paper also highlights the design of a distributed estimation algorithm where the convergence rate is controllable and is distinctly faster than the distributed power iteration scheme in other papers [10], [11], [3].

This paper is organized as follows. Section II reviews some graph theoretic preliminaries as well as basic concepts on formation rigidity. In Section III, by deriving a simple form for the rigidity matrix, we discuss some interesting properties of the rigidity Laplacian matrix. The problem of rigidity
preservation is formulated as to guarantee the positivity of the desired eigenvalue. Section IV discusses a potential function-based framework for this rigidity preservation problem. A distributed estimation solution via an inverse power iteration method is discussed in detail in Section V. The extension to the 3-D case is briefly examined in Section VI. In Section VII simulation results are provided, and concluding remarks are provided in Section VIII.

A. Notations

The notations used in this paper are fairly standard. $\mathbb{R}^n$ denotes the $n$-dimensional Euclidean space. $\mathbb{R}^{m \times n}$ denotes the set of $m \times n$ real matrices. If $M$ is a vector or matrix, its transpose is denoted by $M^T$. The rank, image and null space of matrix $M$ are denoted by $\text{rank}(M)$, $\text{Im}(M)$ and $\text{null}(M)$, respectively. For a symmetric matrix $M$, its $i$-th smallest eigenvalue is denoted by $\lambda_i(M)$. The notation $\text{diag}(x)$ denotes a (block) diagonal matrix with the (block) vector $x$ on its diagonal. $\text{span}\{v_1, v_2, \ldots, v_k\}$ represents the subspace spanned by a set of vectors $v_1, v_2, \ldots, v_k$. $I_n$ is the $n \times n$ identity matrix, and $1_n$ denotes a $n$-tuple column vector of all ones. The symbol $\otimes$ denotes the Kronecker product.

II. Preliminaries

In this section we introduce some basic notations and concepts on graph theory and rigidity theory. Further details can be found in [12] and [4].

A. Graph theory

We assume that the mobile robots are modeled by kinematic points. Consider an undirected graph with $m$ edges and $n$ vertices, denoted by $G = (V, E)$, with vertex set $V = \{1, 2, \ldots, n\}$ and edge set $E \subset V \times V$. The vertex set represents the robots (and we may use the word "agent" interchangeably in the context) and the edge set represents the communication links between different robots. The matrix relating the nodes to the edges is called the incidence matrix $H = \{h_{ij}\} \in \mathbb{R}^{m \times n}$, whose entries are defined as (with arbitrary edge orientations)

$$h_{ij} = \begin{cases} 1, & \text{the } i\text{-th edge sinks at node } j \\ -1, & \text{the } i\text{-th edge leaves at node } j \\ 0, & \text{otherwise} \end{cases}$$

In the above definition we use the convention that each row of $H$ represents one existing edge which links two vertices.

The adjacency matrix $A(G)$ is a symmetric $n \times n$ matrix encoding the vertex adjacency relationships, with entries $A_{ij} = 1$ if $\{i, j\} \in E$, and $A_{ij} = 0$ otherwise. Another important matrix representation of a graph $G$ is the Laplacian matrix $L(G)$, which is defined as $L(G) = H^T H = \text{diag}\{\text{null}(A)\} - A$.

Some properties of the graph Laplacian matrix $L(G)$ are summarized in the lemma below [12].

**Lemma 1:** Given an undirected graph $G$:

- $L(G)$ is orientation-independent.
- $L(G)$ is symmetric and positive semidefinite.
- If $G$ is connected, then $L(G)$ has one and only one zero eigenvalue, with $\text{null}(L(G)) = \text{span}\{1\}$.

- $x^T Lx = \sum_{\{i, j\} \in E} A_{ij} (x_i - x_j)^2$ where $x$ is a column vector.

B. Formation graph and infinitesimal rigidity

We embed the graph $G$ into 2-D space (in this paper we mostly focus on the analysis in 2-D space, however the extension to 3-D space is straightforward). Let $p_i = [p_{ix}, p_{iy}]^T \in \mathbb{R}^2, i \in \{1, 2, \ldots, n\}$ denote the position of node $i$. The stacked vector $p = [p_1^T, p_2^T, \ldots, p_n^T]^T$ represents the position configuration for all the $n$ nodes. By introducing the matrix $H := H \otimes I_2 \in \mathbb{R}^{2m \times 2n}$, one can construct the edge space as an image of $H$ from the position vector $p$:

$$z = Hp$$

with $z_i = [z_{ix}, z_{iy}]^T \in \mathbb{R}^2$ being the relative position vector for the vertex pair defined by the $i$-th edge. In the following, two notations, $z_k$ and $z_{kl}$, will be used interchangeably to denote the $k$-th edge which links agent $i$ and agent $j$.

The rigidity function $r_G(p) : \mathbb{R}^{2n} \rightarrow \mathbb{R}^m$ associated with the framework $(G, p)$ is defined as:

$$r_G(p) = \frac{1}{2} \left[ ||p_i - p_j||^2, \ldots \right]^T$$

where the norm is the standard Euclidean norm, and the $k$-th component in $r_G(p)$. $||p_i - p_j||^2$, corresponds to the square length of edge $z_k$. The framework $(G, p)$ is said to be rigid, if there exists an open neighbourhood $U$ of $p$ such that, if $q \in U$ and $r_G(p) = r_G(q)$, then $(G, p)$ is congruent to $(G, q)$.

Another useful tool to characterize the rigidity property of a framework is the rigidity matrix, which is defined as

$$R(p) = \frac{\partial r_G(p)}{\partial p}$$

The framework $(G, p)$ is said to be infinitesimally rigid if the rank of the rigidity matrix $R$ equals $2n - 3$. Also, if $(G, p)$ is infinitesimally rigid, so is $(G, p')$ for a generic (open and dense) set of $p'$. Generally speaking, infinitesimal rigidity implies rigidity, but the converse is not true. In the rest of this paper, we will use the rank condition of the rigidity matrix to determine whether a formation is rigid.

C. Communication model with limited sensing range

Suppose that agents $i$ and $j$ are able to interact with each other if their distance is within a communication radius $\kappa$. The communication topology can then be modeled by an undirected dynamic graph $G = (V, E)$, where $E \subseteq V \times V$ denotes the set of communication links:

$$E = E(G) = \{ (i, j) | ||p_i - p_j|| \leq \kappa, i, j \in V, i \neq j \}$$

Thus, the neighbors of the $i$-th agent are given by

$$N_i = \{ j \in V | \{i, j\} \in E \}$$

It is also desirable to define weighted edges for the graph. The weight should be a function of the distance between agent pairs. Some choices and discussion for different weight
functions can be found in [13]. We consider the following edge weight function

\[ w_{ij} = \begin{cases} 
  e^{-\|z_{ik}\|^2/(2\sigma^2)}, & \text{if } \|z_{ik}\| \leq \kappa \\
  0, & \text{otherwise}
\end{cases} \]

(6)

The weight will decrease when the inter-agent distance gets larger. One can choose the scalar parameter \( \sigma \) to satisfy a threshold condition \( e^{-\kappa^2/(2\sigma^2)} = \sigma' \), with \( \sigma' \) being a small predefined threshold.

By defining an \( m \times m \) diagonal matrix \( W \) whose diagonal entries are the weights for each edge, one can construct the weighted Laplacian matrix \( L(G_w) = H^TWH \). All the properties stated in Lemma 1 also apply to the weighted Laplacian matrix \( L(G_w) \) [12].

III. RIGIDITY LAPLACIAN MATRIX AND RIGIDITY PRESERVATION INDEX

A. Rigidity Laplacian matrix

Firstly we would like to derive a simple expression for the rigidity matrix which involves both the network topology and position configuration. Recall (1), which shows that the edge space lies in the image of \( \tilde{H} \). The rigidity function is a map from the node positions to the squared edge lengths. Thus we can redefine the rigidity function, \( g_G(z) : \mathbb{R}^m \rightarrow \mathbb{R}^m \)

as \( g_G(z) = \frac{1}{2} \left( \|z_1\|^2, \|z_2\|^2, \|z_3\|^2, \ldots, \|z_m\|^2 \right)^T \). From (1) and (3), one can obtain the following simple form for the rigidity matrix

\[ R(p) = \frac{\partial g_G(z)}{\partial p} = \frac{\partial g_G(z)}{\partial z} \frac{\partial z}{\partial p} = \begin{pmatrix} z_1^T & \cdots & 0 \\
  \vdots & \ddots & \vdots \\
  0 & \cdots & z_m^T \end{pmatrix} \tilde{H} = Z^T \tilde{H} \]

(7)

where \( Z \) is a block diagonal matrix \( Z = \text{diag}\{z_1, z_2, \ldots, z_m\} \).

The set of all infinitesimal displacements caused by the rigid body motions forms a subspace of dimension three, which also serves as the null space of the rigidity matrix \( R \).

In fact, a set of linearly independent null vectors of \( R \) can be calculated directly as

\[ v_1 = 1 \otimes [1, 0, 1]^T = [1, 0, 1, 0, \cdots, 1, 0]^T \]
(8)

\[ v_2 = 1 \otimes [0, 1]^T = [0, 1, 0, 1, \cdots, 0, 1]^T \]
(9)

\[ v_3 = [p_{1y}, -p_{1x}, p_{2y}, -p_{2x}, \cdots, p_{ny}, -p_{nx}]^T \]
(10)

Following the definition of the weighted Laplacian matrix of \( L(G) = H^TWH \), we construct a new matrix \( E \) in a similar way: \( E(G, p) = R^TWR = H^TZWZ^TH \). Since the matrix \( E \) shares similar properties with \( L \), we term it the rigidity Laplacian matrix. In fact, the matrix \( E \) can be regarded as a position-weighted Laplacian matrix for the framework \( (G, p) \), where the weights are described by a diagonal block matrix \( ZWZ^T \) involving the position information. The block diagonal matrix \( ZWZ^T \) is expressed by

\[ ZWZ^T = \text{diag}\{w_1z_1z_1^T, w_2z_2z_2^T, \ldots, w_mz_mz_m^T\} \]

(11)

where \( w_i \) is a scalar and \( z_i \) is a 2 \times 2 block:

\[ z_i = \begin{pmatrix} z_{ix} & z_{iy} \\
  z_{iy} & z_{iy} \end{pmatrix} \]

(12)

The structure of \( E \) also resembles that of the Laplacian matrix \( L \), while \( E \) has twice the dimension compared to \( L \), it is more convenient to consider the 2 \times 2 block entries of matrix \( E = [E_{ij}]_{1 \leq i,j \leq n} \in \mathbb{R}^{2m \times 2m} \).

\[ E_{ij} = \begin{cases}
  \sum_{l \in N_i} w_{il}(z_{k_i}z_{k_l}^T), & \text{if } i = j \\
  -w_{ij}(z_{k_i}z_{k_j}^T), & \text{if } i \neq j \text{ and } \{i, j\} \in \mathcal{E} \\
  0_{2 \times 2}, & \text{otherwise}
\end{cases} \]

(13)

The following result shows that the rigidity Laplacian matrix \( E \) shares the same null space with rigidity matrix \( R \).

Lemma 2: \( \text{null}(E(G, p)) = \text{null}(R^T R) = \text{null}(R) \).

Proof: It is obvious that \( \text{null}(R^T R) = \text{null}(R) \).

The weight matrix \( W \) is invertible as it is a diagonal matrix with positive diagonal entries. Thus \( \text{rank}(E(G, p)) = \text{rank}(R^T R) \) and the eigenspace corresponding to the zero eigenvalues of \( E \) is the same as that of \( R^T R \). \( \blacksquare \)

The above result will be used in Section V to construct a modified matrix based on the null vectors of \( R \) for the distributed eigenvector estimation of \( E \).

Similarly to Lemma 1 on properties of Laplacian matrix \( L \), some properties of \( E(G, p) \) are listed in the following lemma.

Lemma 3: Given a framework \( (G, p) \):

- \( E(G, p) \) is orientation-independent.
- \( E(G, p) \) is symmetric and positive semidefinite.
- If the framework \( (G, p) \) is infinitesimally rigid, then \( E(G, p) \) has three and only three zero eigenvalues, with \( \text{null}(E) = \text{span}\{v_1, v_2, v_3\} \).

B. Rigidity preservation index

The second smallest eigenvalue of the Laplacian matrix, \( \lambda_2(L) \), also called the algebraic connectivity value or the Fiedler eigenvalue, plays an important role for network analysis. As a straightforward extension, we choose the critical eigenvalue \( \lambda_4(E) \) as a quantitative index of the rigidity level for the formation \( (G, p) \). This idea is similar to [6], [7], where a worst rigidity index for the stiffness matrix was defined. In a recent work [9] this eigenvalue was also used for measuring the rigidity property of the embedded framework.

The control problem of preserving network connectivity, which is to guarantee \( \text{rank}(L) = n - 1 \) or \( \lambda_2(L) > 0 \), has been extensively studied in the literature [2]. The
rigidity preservation problem can be formulated in a similar way: designing control schemes to ensure that \( \text{rank}(E) = \text{rank}(R) = 2n - 3 \), or equivalently, to guarantee that \( \lambda_4(E) > 0 \) for a group of mobile robots moving in an uncertain environment.

As a consequence of preserving the rigidity for mobile robot teams, some other nice formation properties can also be achieved, which are summarized in the following propositions.

**Proposition 1:** \( \lambda_4(E) > 0 \) implies that \( \lambda_2(L) > 0 \). That is, the maintenance of rigidity implies the maintenance of graph connectivity.

**Proof:** Since \( \lambda_4(E) > 0 \), then \( \text{rank}(E) = 2n - 3 \). From the definition \( E = H^T Z W Z^T H \), one has \( \text{rank}(H) \geq \text{rank}(E) = 2n - 3 \). It follows that \( \text{rank}(H) \geq n - 1.5 \). Since the maximum rank of \( H \) is \( n - 1 \), this immediately implies that \( \text{rank}(H) = n - 1 \). Therefore the graph is connected. \( \blacksquare \)

**Proposition 2:** \( \lambda_4(E) > 0 \) also implies collision avoidance between each pair of neighboring agents.

**Proof:** Suppose neighboring agent \( i \) and agent \( j \) collide, then one has \( z_{k_{ij}} = 0 \). This will introduce a zero block in the matrix \( Z W Z^T \) and thus \( \text{dim}(\text{null}(E)) > 3 \), which violates the condition of \( \lambda_4(E) > 0 \). Thus, the constraint of \( \lambda_4(E) > 0 \) implies that no \( z_{k_{ij}} \) will be zero, i.e., no agent pairs will collide. \( \blacksquare \)

### IV. Energy Function Based Control Approach

Consider a group of \( n \) robots whose dynamics are described by the single-integrator model

\[
\dot{p}_i = u_i^r
\]

where \( u_i^r \) is the designed control input for the \( i \)-th robot. As stated in Section III, the rigidity preservation is equivalent to guaranteeing that \( \lambda_4(E) \) is strictly greater than zero. Let \( \epsilon \) be a desired lower bound for \( \lambda_4(E) \). The control objective is then to ensure that \( \lambda_4 \) never goes below this lower bound. Inspired by [14], we also employ the energy function method to construct potential fields for generating decentralized control strategies. Denote \( V(\lambda_4) : \mathbb{R}^+ \rightarrow \mathbb{R}^+ \) as a positive definite energy function of \( \lambda_4 \) over the interval \( (\epsilon, +\infty) \). The energy function \( V \) is defined such that the following properties hold:

- It is continuously differentiable.
- It is non-negative.
- It is non-increasing with respect to \( \lambda_4 \).
- When \( \lambda_4 \rightarrow \epsilon \), \( V \rightarrow +\infty \) and \( \left\| \frac{\partial V}{\partial \lambda_4} \right\| \rightarrow +\infty \).
- When \( \lambda_4 \rightarrow +\infty \), \( V \) approaches a constant with a vanishing slope.

A good choice for the energy function can be

\[
V(\lambda_4) = \coth(\lambda_4 - \epsilon)
\]

where \( \coth \) is the Hyperbolic Cotangent function. This energy function has also been used for the network algebraic connectivity control [11], [3], [15], [16].

The control design essentially drives the robot teams to perform a gradient descent of \( V(\cdot) \) to maximize the value of \( \lambda_4 \) such that the rigidity preservation can be guaranteed:

\[
u_i^r = -\frac{\partial V}{\partial p_i} = -\frac{\partial V}{\partial \lambda_4} \frac{\partial \lambda_4}{\partial p_i}
\]

**Denote** \( v_4 = [v_4^T, v_{24}^T, \ldots, v_{4n}^T] \in \mathbb{R}^{2n} \) with \( v_{4,i} = [v_{4,i}, v_{4,ix}, v_{4,iy}]^T \) as a normalized eigenvector corresponding to the eigenvalue \( \lambda_4 \) of the matrix \( E \). One has \( \lambda_4(E) = v_4^T E v_4 \). In the following, we would like to obtain the closed form of the term \( \partial \lambda_4 / \partial p_i \). According to the structure of the matrix \( E \) in (13), one has

\[
v_4^T E v_4 = \sum_{i,j} v_4^T E_{ij} v_4
\]

Hence, the explicit expression should be

\[
\frac{\partial (v_4^T E v_4)}{\partial p_i} = v_4^T \frac{\partial E}{\partial p_i} v_4
\]

\[
= 2 \sum_{j \in N_i} w_{ij} \frac{\partial z_{k_{ij}}^T}{\partial p_i} (v_{4,i} - v_{4,j}) (v_{4,i} - v_{4,j})^T z_{k_{ij}}
\]

\[
+ \sum_{j \in N_i} \frac{\partial w_{ij}}{\partial p_i} z_{k_{ij}} (v_{4,i} - v_{4,j}) (v_{4,i} - v_{4,j})^T z_{k_{ij}}
\]

\[
= 2 \sum_{j \in N_i} w_{ij} (v_{4,i} - v_{4,j}) (v_{4,i} - v_{4,j})^T (p_i - p_j)
\]

\[
+ \sum_{j \in N_i} \frac{\partial w_{ij}}{\partial p_i} z_{k_{ij}} (v_{4,i} - v_{4,j}) (v_{4,i} - v_{4,j})^T z_{k_{ij}}
\]

In the first line we have used the fact that \( \frac{\partial (v_4^T E v_4)}{\partial p_i} = v_4^T \frac{\partial E}{\partial p_i} v_4 \) due to \( \|v_4\| = 1 \) and \( E = E^T \) [17].

The final control for each agent should also contain some additional terms for achieving extra tasks such as flocking, moving or searching algorithms, etc. Though the above gradient control is designed for the aim of distributed implementation, one can find that the control input still contains some global information such as \( v_4 \) and \( \lambda_4 \). This may require a centralized controller to collect the information from all the agents, do the calculation, and then broadcast it to all the agents. However, for large-scale robot networks, it is not desirable to implement such a centralized controller. This motivates us to find some distributed estimation algorithm and to design an entirely distributed control scheme.

### V. Distributed Estimation Using Inverse Power Iteration

A key problem in designing a distributed control is to estimate the global information \( v_4 \) and \( \lambda_4 \) for each robot
in a local way. The power iteration method is an established method for estimating the dominant eigenvector for a specific matrix, assuming there is a single eigenvalue of maximum modulus \([17],[10]\). The shifted inverse iteration method, which is a variation of the power iteration method, can be used to estimate any eigenvalue (instead of the dominant eigenvalue), provided that a suitably accurate initial estimate of the desired eigenvalue is given. If the estimate is very close to the desired eigenvalue, this inverse power iteration method is generally much faster than the standard power iteration method.

The reason for choosing the inverse power iteration method is to improve the convergence speed of the estimation process. Since all the robots are in a dynamic environment and their positions and communication links are under change from time to time, it is desirable to devise a fast iteration estimation scheme to satisfy the control requirements. Also for this reason, the inverse power iteration has been discussed in a recent work \([18]\) for the constrained connectivity control.

Before presenting the estimation procedure via the inverse power iteration method, we firstly introduce two closely-related distributed algorithms which will be incorporated in the estimation procedure of the desired eigenvector.

**Distributed average consensus estimator**

The following dynamic proportional-integral consensus estimator will be used frequently for average value calculation \([19],[10]\):

\[
\begin{align*}
\dot{z}_i &= \rho(\alpha^i - z^i) - K_P \sum_{j \in N_i} (z^i - z^j) + K_I \sum_{j \in N_i} (w^i - w^j) \\
\dot{w}^i &= -K_I \sum_{j \in N_i} (z^i - z^j)
\end{align*}
\]

where \(\alpha^i\) is some time-varying measurement, \(z_i\) is an estimate at node \(i\) of the average value of the \(\alpha^i\) over all nodes, \(\rho > 0\) is the rate new information replaces old information and \(K_P, K_I\) are estimator gains. As shown in \([10]\), the gains should be chosen large enough such that the time constant for consensus estimation is much less than the time constants for eigenvector estimation and motion controllers. This consensus estimator allows \(n\) agents to compute an average approximation \(\bar{z} = \frac{1}{n} \sum_i \alpha^i\) by using only local interaction even if \(\alpha^i\) are varying. In the following, we use the function symbol Ave(\(\cdot\)) to denote the average consensus operation using this estimator.

**Jacobi overrelaxation method**

The inverse power iteration method involves the inverse calculation of a specific matrix, which can be transformed to the problem of solving a linear equation. Consider the following linear equation:

\[Ax = b\]  \hspace{1cm} (19)

There are several numerical algorithms available for solving (19) in a parallel and distributed way \([20]\). One of the powerful algorithms is called the Jacobi overrelaxation method, which involves the following iterative steps:

\[
x_i(t + 1) = (1 - \gamma)x_i(t) - \frac{\gamma}{a_{ii}} \left( \sum_{j \neq i}^n a_{ij}x_j(t) - b_i \right) \hspace{1cm} (20)
\]

If \(A\) is symmetric and positive definite and \(\gamma > 0\) is sufficiently small, then the sequence generated by the above algorithm converges to a solution of \(Ax = b\) \([20]\).

**A. Distributed eigenvector estimation using shifted inverse power iteration**

Let us consider the matrix \(E := E + Q\) where \(Q = \vartheta v_1 v_1^T + \vartheta v_2 v_2^T + \vartheta v_3 v_3^T\) and \(\vartheta\) is some sufficiently large positive constant. Note that \(Q\) is a rank-three symmetric matrix. It has three positive eigenvalues and the rest are all zero. Denote the positive eigenvalues of \(Q\) as \(\eta_1, \eta_2, \eta_3\). The value of \(\vartheta\) is chosen such that \(\min\{\eta_1, \eta_2, \eta_3\} > \lambda_4\). This can be determined by doing some prior calculation in advance using the value \(\lambda_4^{\max}\). The eigenstructure of the matrix \(E\) is as follows (note that the list is not necessarily in an ascending order):

**Eigenvectors of \(E\):** \(\lambda_4, \lambda_5, \cdots, \lambda_2n, \eta_1, \eta_2, \eta_3\) \hspace{1cm} (21)

with associated eigenvectors (or eigenspace)

\[v_4, v_5, \cdots, v_{2n}, \text{span}\{v_1, v_2, v_3\}\]  \hspace{1cm} (22)

Define a new matrix \((E - \mu I_{2n})^{-1}\) where \(\mu\) is a positive number. It follows that the set of eigenvectors of \((E - \mu I_{2n})^{-1}\) are the same as those of \(E\), with the eigenvalues listed above:

\[(\lambda_4 - \mu)^{-1}, \cdots, (\lambda_2n - \mu)^{-1}, (\eta_1 - \mu)^{-1}, (\eta_2 - \mu)^{-1}, (\eta_3 - \mu)^{-1}\]  \hspace{1cm} (23)

By choosing \(\mu\) close to \(\lambda_4\), the dominant eigenvalue of \((E - \mu I_{2n})^{-1}\) will be much larger in magnitude than other eigenvalues listed above. Thus, by doing the power iteration method on the matrix \((E - \mu I_{2n})^{-1}\), the convergence rate can be greatly improved.

Another issue is to obtain in a distributed way the inverse of the matrix \((E - \mu I_{2n})\). Instead of doing the matrix inversion operation, we would like to solve the following linear equation:

\[(E - \mu I_{2n})r = v_4^{(k)}\]  \hspace{1cm} (24)

where \(v_4^{(k)}\) is the estimate of \(v_4\) at the \(k\)-th step. The Jacobi overrelaxation iteration method is employed to solve it in a distributed way:

\[
r_i^{(p+1)} = (1 - \gamma)r_i^{(p)} - \frac{\gamma}{E_{ii} - \mu} \left( -v_4^{(k)} - \sum_{j \in N_i} E_{ij}v_j^{(p)} + \sum_{j \neq i} Q_{ij}r_j^{(p)} \right) \hspace{1cm} (25)
\]
where \( Q_{ij} \) is the \( ij \)-th block of the matrix \( Q \):

\[
Q_{ij} = \begin{pmatrix}
  p_{iy}p_{jy} + 1 & -p_{iy}p_{ix} \\
  -p_{ix}p_{jy} & p_{ix}p_{ix} + 1
\end{pmatrix}
\]  

(26)

The iteration step in (25) involves mostly local communication except that the calculation of the last term \( \sum_{j \neq i} Q_{ij}r_{j}^{(p)} \) requires global information. Note that \( \sum_{j \neq i} Q_{ij}r_{j}^{(p)} = nAve(\sum_{j \neq i} Q_{ij}r_{j}^{(p)}) - Q_{ii}r_{i}^{(p)} \), and \( Ave(\sum_{j \neq i} Q_{ij}r_{j}^{(p)}) \) can be computed by using the local average estimator

\[
\hat{r}_{j}^{(p)} = \begin{pmatrix}
  p_{iy}Ave(p_{jy}r_{i,x}^{(p)}) + Ave(r_{i,x}^{(p)}) - p_{iy}Ave(p_{ix}r_{i,y}^{(p)}) \\
  -p_{ix}Ave(p_{jy}r_{i,y}^{(p)}) + p_{ix}Ave(p_{ix}r_{i,y}^{(p)}) + Ave(r_{i,y}^{(p)})
\end{pmatrix}
\]  

(27)

Suppose after \( \tilde{p} \) steps the iteration of the solution to (24) converges. The followed normalization step can also be implemented in a distributed way by using the average consensus estimator:

\[
\hat{v}_{4,i}^{(k+1)} = \frac{\hat{r}_{i}^{(\tilde{p})}}{\sqrt{nAve((r_{i,x}^{(p)})^2 + (r_{i,y}^{(p)})^2)}},
\]

(28)

Further suppose that after \( \tilde{k} \) steps, the convergence of the eigenvector estimation is achieved. Then the eigenvalue can be estimated by using the Rayleigh quotient

\[
\tilde{\lambda}_4 = (\hat{v}_{4})^T E(\hat{v}_{4})
\]

(29)

However, the actual value \( \tilde{\lambda}_4 \) cannot be computed by each agent as the information of the estimated normalized eigenvector \( \hat{v}^{(k)} \) cannot be accessed by all the agents. Nevertheless, the local estimation of the eigenvalue can still be computed by using again the average consensus procedure. The initial input for the average consensus is

\[
z_i(0) = (\hat{v}_{4,i})^T \sum_{j \in N_i} E_{ij}(\hat{v}_{4,j} - \hat{v}_{4,i})
\]

(30)

Thus robot \( i \) can calculate its local estimation of the eigenvalue by

\[
\tilde{\lambda}_{4,i} = nAve(z_i)
\]

(31)

Then the control input in (18) can be modified by replacing \( \lambda_4 \) and \( \nu_4 \) with their estimates.

B. Conditions and Convergence rate of the estimation

Two important aspects of the estimation procedure should be emphasized. When the Jacobi overrelaxation iteration method is used to solve the linear equation related to the matrix \( (\tilde{E} - \mu I_{2n}) \), the condition for convergence is that \( \gamma > 0 \) is sufficiently small, and the matrix \( (\tilde{E} - \mu I_{2n}) \) should be symmetric and positive definite (Page 154 of [20]). The parameter \( \gamma \) can be adjusted in the implementation process. In order to ensure the positive definiteness of \( (\tilde{E} - \mu I_{2n}) \), we can choose \( \theta \) and \( \mu \) so that \( min(\eta_1, \eta_2, \eta_3) > \lambda_4 \) and \( 0 < \mu < \lambda_4 \). The latter condition is to ensure that \( (\lambda_4 - \mu)^{-1} \) is the dominant eigenvalue of the matrix \( (\tilde{E} - \mu I_{2n})^{-1} \). In practice the true value for \( \lambda_4 \) is unknown, but a lower bound for \( \lambda_4 \) is known to be \( \varepsilon \). Thus, a conservative range for the shift \( \mu \) can always be chosen as \( 0 < \mu < \varepsilon \).

The convergence rate of the estimation of the eigenvector is controlled by the ratio \( |\lambda_4 - \mu| \). Thus, by choosing \( \mu \) closer to \( \lambda_4 \), the convergence rate will be faster. In the implementation, the initial value \( \mu \) can be chosen by combining other methods. For example, by employing a few steps of power iteration, some reasonable initial guess of \( \lambda_4 \) can be obtained.

VI. EXTENSION TO 3-D CASE

The problem description and notations in the 3-D case are similar to those in above sections. The matrix \( E \) is modified as \( E = R^T R = H^T ZW Z^T H \), where \( H = H \otimes I_3 \). The block diagonal matrix \( ZW Z^T \) is expressed as

\[
ZZ^T = \text{diag}\{w_1 z_1 z_1^T, w_2 z_2 z_2^T, \ldots, w_m z_m z_m^T\}
\]

(32)

where \( z_i z_i^T \) is a \( 3 \times 3 \) block:

\[
z_i z_i^T = \begin{pmatrix}
  z_{i,x} z_{i,x} & z_{i,x} z_{i,y} & z_{i,x} z_{i,z} \\
  z_{i,y} z_{i,x} & z_{i,y} z_{i,y} & z_{i,y} z_{i,z} \\
  z_{i,z} z_{i,x} & z_{i,z} z_{i,y} & z_{i,z} z_{i,z}
\end{pmatrix}
\]

(33)

The null vectors for the matrix \( R \) in the 3-D space case are listed as below:

\[
v_1 = 1 \otimes [1, 0, 0]^T = [1, 0, 0, 1, 0, 0, \ldots, 1, 0, 0]^T
\]

(34)

\[
v_2 = 1 \otimes [0, 1, 0]^T = [0, 1, 0, 0, 1, 0, \ldots, 0, 1, 0]^T
\]

(35)

\[
v_3 = 1 \otimes [0, 0, 1]^T = [0, 0, 1, 0, 0, 1, \ldots, 0, 0, 1]^T
\]

(36)

\[
v_4 = [p_{i,y}, -p_{i,x}, 0, p_{2,y}, -p_{2,x}, 0, \ldots, p_{n,y}, -p_{n,x}, 0]^T
\]

(37)

\[
v_5 = [p_{i,z}, 0, -p_{i,x}, p_{2,z}, 0, -p_{2,x}, \ldots, p_{n,z}, 0, -p_{n,x}]^T
\]

(38)

\[
v_6 = [0, p_{1,z}, -p_{1,x}, 0, p_{2,z}, -p_{2,x}, \ldots, 0, p_{n,z}, -p_{n,x}]^T
\]

(39)

Note that if the rank of the rigidity matrix satisfies \( rank(R) = 3n - 6 \), then the framework imbedded in the 3-D space is infinitesimally rigid. Thus, the critical eigenvalue for the 3-D case is \( \lambda_7 \). All the analysis above can be applied to the 3-D case, with only slight modifications required.

VII. SIMULATION RESULTS

A. Comparisons between distributed power iteration method and inverse power iteration method

In this section we give some simulation results via Matlab/Simulink. Suppose we have a system of \( n = 5 \) robots operating in a bounded workspace in the plane. The communication radius is \( \kappa = 10 \), the threshold is set as \( \sigma' = 0.01 \) and the relaxation parameter is chosen \( \gamma = 0.25 \). Without loss of generality, we simulate using randomly-generated positions for the robots in a \( 10 \times 10 \) square area, which generates a matrix \( E \) with the spectrum \( [0, 0, 0, 4.46, 8.49, 11.18, 18.56, 22.85, 32.74, 38.93] \). By using the distributed inverse power iteration method, the desired eigenvector has been estimated by each agent (simulation results not shown here). We consider the power
iteration method discussed in [10], [3], [9] and modify a discrete-time version for the comparison. To compare the convergence speed, all the assumptions and initial conditions of the estimates are the same. The results are shown in Fig.1. It is obvious that the distributed inverse power iteration method proposed in this paper displays superior performance over the distributed power iteration method proposed in [10], [3], [9].

Also from Fig.1 one can observe that, when the initial guess $\mu$ is chosen closer to the true value of $\lambda_1$, the convergence will be much faster, which can be achieved by only a few iteration steps. This property is quite favorable for distributed large-scale robot network control.

B. Rigidity preservation for a leader-follower formation

The rigidity preservation is generally not the only objective for mobile robot teams and the proposed controller should be used in conjunction with other controls to achieve additional tasks. Here we consider a simple and typical leader-follower scenario that has also been considered as simulation examples for the network connectivity control [14], [10]. Without loss of generality, we suppose a network of $n = 5$ robots in the plane and the first one is chosen as a leader with additional dynamics. We simply assume that the leader’s dynamics is described by $\dot{p}_1 = u_1^r + u_1^f$, where $u_1^f = [0.5, 0.3 + 0.4\cos(p_{1x})]^T$ is an additional input for the leader and is also independent of the followers’ motions.

We consider the energy function of (15) with a lower bound $\epsilon = 2$ and design the control together with the distributed estimation algorithm. All the agents are randomly placed such that the initial formation is infinitesimally rigid. All the followers run the control (16) to preserve the rigidity of the formation as well as to track the motion of the leader. Other simulation settings are the same as above section. The simulation results are shown in Fig.2 and Fig.3. As revealed in Fig.2, during the leader-follower motion, the rigidity property is always preserved while the formation also allows a flexible geometric shape (the communication edges are allowed to be changed as long as a rigid formation is preserved). From Fig.3 one can observe that the network connectivity and collision avoidance between any two robot have also been achieved during robots’ motions.

VIII. Concluding Remarks

In this paper we have discussed a rigidity preservation problem by defining and analyzing a rigidity Laplacian matrix. As a natural extension of the standard graph Laplacian, this matrix displays several interesting and useful properties. The rigidity preservation problem is formulated as an eigenvalue control problem, and a gradient control scheme is derived from the defined potential function. To implement the controller in a distributed way, we devise an eigenvector and eigenvalue estimation control via the inverse power iteration method. The results and effectiveness of the distributed algorithms are validated by simulations. Directions for future work include generalizations on more complex robot models,
controller design for other coordination objectives (in conjunction with the rigidity preservation scheme in this paper), and experiments on real robots for testing the algorithms.
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