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Abstract: The adaptive trajectory and attitude control is essential for the four-dimensional (4D) trajectory operation of civil aircraft in symmetric thrust flight. In this work, an integrated trajectory and attitude control scheme is proposed based on the multi-input multi-output (MIMO) model free adaptive control (MFAC) method. First, the full-form dynamic linearization technique is adopted to build the equivalent data model of aircraft. Also, the MIMO MFAC scheme with saturation constraint is designed to achieve an accurate tracking control for a given 4D trajectory and attitude. Besides, the performance limitations of aircraft are taken into consideration, and the MIMO MFAC scheme with hard constraints is designed. In addition, to improve the simulation efficiency, a control scheme with mixed constraints, i.e., saturation and hard constraints, is further proposed. It can be seen from the simulation results that the proposed method can perform an integrated control of the aircraft 4D trajectory and attitude without precise modeling, and the control performance is better than that of the model-based control method in terms of flight altitude and yaw angle control. The integrated data-driven control scheme proposed in this paper provides a theoretical solution for the precise operation of aircraft under 4D trajectory.
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1. Introduction

With the sustained and rapid development of the air transport industry, air traffic operation and management is confronted with various pressures and challenges. To deal with the current and future air traffic problems, the United States proposed a project named Next Generation Air Traffic Transportation System (NextGen) [1], and Eurocontrol launched a program called Single European Sky Air Traffic Management Research (SESAR) [2]. Both of them rely on trajectory-based operation to improve the safety, efficiency and capacity of air traffic operation. To achieve this goal, each aircraft is required to equip with 4D trajectory automatic guidance and control, including trajectory tracking and attitude control. Therefore, the research on adaptive trajectory tracking and attitude control methods for precise 4D trajectory operation is essential for realizing safe, green and efficient air traffic operations.

The existing research work mainly explores trajectory tracking control, attitude control and trajectory-attitude control. For trajectory tracking control, the commonly used methods include feedback and feedforward control [3], backstepping control [4-8], model predictive control [9,10] and so on. In the literature [3], the feedback and the feedforward control law are designed based on the minimum phase and the non-minimum phase dynamics models of the aircraft, respectively. The backstepping control method combines the aircraft dynamics model with the disturbance observer [6] or the extended state observer [7] to compensate for external disturbances. For the model predictive control method, the low-order equivalent system model of the aircraft must be established first. Then the method is used to realize the trajectory tracking control of the Unmanned Aerial Vehicle (UAV) in...
the two-dimensional plane [10]. To improve the robustness of control, the uncertainty and external disturbances of the observer estimation model are introduced [11,12]. In addition, the literature [13–15] employs the stable inversion and iterative learning control methods to tackle the aircraft trajectory tracking problem during the phase of landing, continuous climbing and continuous descending.

In terms of aircraft attitude control, the commonly used methods include sliding mode control [16,17], model predictive control [18], active disturbance rejection control [19,20], dynamic inversion control [21] and so on. In these studies, accurate aircraft dynamics models are usually used, where the aerodynamic coefficients need to be obtained through wind tunnel experiments and flight tests [18]. To overcome the difficulty of accurate modeling, a PID control method with gain adjustment for the fixed-wing UAV attitude control was proposed in the work [22]. Also, the authors in [23] established a model free adaptive attitude control method for launching the vehicle. In addition, the attitude control of aircraft under high angle of attack when the stall occurs and attitude control of a structurally damaged aircraft were respectively studied in [24,25].

Currently, there are few studies that consider both trajectory tracking and attitude control in the 4D trajectory operation, and the existing research is mainly divided into separate control and integrated control for this problem. In terms of separate control, the literature [26] achieves separate control of trajectory and attitude following the feedforward $H_\infty$ and dynamic inversion control methods. In the research of [5], indirect and direct NLI (Non-Linear Inversion) control methods are used respectively to realize aircraft trajectory control. Also, backstepping and NLI methods are used to perform attitude control. For integrated control, the trajectory tracking and attitude control of vertical take-off and landing aircraft was studied in [11], using the model predictive control method. In the work of [27] the controller is designed based on the small disturbance linearized aircraft dynamics model and the linear Gaussian quadratic method. In this case, the position error and the slip angle error of the aircraft tend to be zero under atmospheric disturbance. Although these methods have achieved good simulation results, they all need an accurate mechanism modeling, such as establishing the small disturbance linearization model or the aircraft dynamics model. Therefore, these studies are faced with two problems: one is that the accurate mechanism model is difficult to establish; the other is that there are a lot of aerodynamic parameters in the model, which are usually obtained indirectly through experiment, simulation and data fitting. Specifically, the impact of these unknown and time-varying aerodynamic parameters is already reflected in the input and output data of the system. In contrast, the data-driven control method can avoid the complex system modeling and can make full use of the I/O data to achieve a desired control quality.

As for the data-driven control, the controller design does not include the mathematical model information of controlled process, and only the online and offline I/O data of the control system and the knowledge obtained through data processing are used to design the controller. Also, under certain assumptions, the stability, convergence and robustness of the controller can be guaranteed by some control theories and methods [28]. At present, the domestic and overseas data-driven control methods include: Simultaneous Perturbation Stochastic Approximation (SPSA), Model Free Adaptive Control (MFAC), Unfalsified Control (UC), PID control, Iterative Feedback Tuning (IFT), Virtual Reference Feedback Tuning (VRFT), etc. In contrast, the model-free adaptive control has a complete mathematical theoretical foundation with strict proof of stability and convergence [29–31]. Owing to the dynamic linearization method in MFAC, the controller structure can be determined relatively easily. The review of MFAC can be found in the literature [32–34]. At present, the model-free adaptive control method and its improved versions have been widely used in electromagnetic control [35], vibration control [36], water level control [37], electric energy control [38], traffic road network boundary control [39] and other fields. Meanwhile, recent research extended the application of model free adaptive control theory to trajectory-based aircraft operation [40].
Motivated by the above research, the multi-input multi-output (MIMO) model free adaptive control method is adopted in this paper to design a framework for integrated control of 4D trajectory and attitude. Compared with the existing research work, the main contributions of this paper are as follows: (1) Compared with the model-based control method proposed in the research of [5,41], the data-driven control method proposed in this paper does not need accurate modeling of aircraft motion process and data fitting of various aerodynamic parameters. Instead, the input and output data of the control system are directly used to design the controller. (2) Compared with the existing research work based on the model-free adaptive control [23,40], the performance limitations of aircraft are considered in this paper, making the proposed control method more applicable to the actual operation of civil aircraft. (3) Compared with the state-of-art integrated control method of civil aircraft [27], the roll, pitch, yaw angle and flight positions of the aircraft instead of the disturbance of these variables [27] are directly controlled in the proposed method, contributing to more intuitive control object and simulation results in this paper.

The rest of this paper is organized as follows: In Section 2 the aircraft motion model is used to generate I/O data. In Section 3 the MIMO MFAC method with saturation constraints is designed. In Section 4, the MIMO MFAC method with hard constraints is proposed considering the aircraft performance limitations. Furthermore, a control scheme with mixed constraints is proposed in Section 5. In Section 6, simulation experiments are carried out to verify effectiveness of the proposed method, and the conclusion is given in Section 8.

2. Data Generation

The I/O data of aircraft operation in symmetric thrust flight is generated by Equations (1)–(13) [41]. Some related factors behind these equations, such as assumptions, force diagram, wind effect, engine alignment and sideslip effect, are explained in detail in the work of [5]. Since these equations are used only to generate I/O data in our research and are not involved in the design of control algorithms, the derivation of these equations is omitted here.

Aircraft longitudinal motion equations:

\[
\dot{\gamma} = \frac{1}{mV_a} \left( L + F_{thr} \sin(\alpha) - mg \cos(\gamma) \right) \\
\quad - q \left( \frac{V_{aw} \cos(\alpha) + V_{aw} \sin(\alpha)}{V_a} \right) \\
\quad + \frac{1}{V_a} \left( V_{aw} \cos(\alpha) - V_{aw} \sin(\alpha) \right) \\
\]  

\[ V_a = \frac{1}{m} \left( F_{thr} \cos(\alpha) - D - mg \sin(\gamma) \right) \\
\quad + q \left( V_{aw} \sin(\alpha) - V_{aw} \cos(\alpha) \right) \\
\quad - V_{aw} \cos(\alpha) - V_{aw} \sin(\alpha) \\
\]  

\[ \dot{x}_E = V_a \cos(\gamma) \cos(\psi) + V_{aw} \cos(\theta) \cos(\psi) \\
\quad + V_{aw} \sin(\theta) \cos(\psi) \\
\]  

\[ \dot{z}_E = -V_a \sin(\gamma) - V_{aw} \sin(\theta) + V_{aw} \cos(\theta) \\
\]  

\[ \dot{\theta} = q \]  

\[ \dot{q} = \frac{M}{B} \]  

\[ M = \frac{1}{2} \rho S V_a^2 (\bar{C}_m + \bar{C}_{m\theta} \delta_{ele}) \]
Aircraft lateral motion equations:

\[
\dot{y}_E = V_a \cos(\gamma) \sin(\psi) + V_{aw} \cos(\theta) \sin(\psi) \\
+ V_{aw} \cos(\psi) + V_{aw} \sin(\theta) \sin(\psi)
\]

(8)

\[
\phi = p
\]

(9)

\[
\dot{\psi} = r \cos(\phi)
\]

(10)

\[
\rho = \frac{1}{AC-E^2} (CL_r + EN)
\]

(11)

\[
\dot{r} = \frac{1}{AC-E^2} (EL_r + AN)
\]

(12)

\[
\begin{bmatrix} L_r \\ N \end{bmatrix} = \frac{1}{2} \rho SV_a^2 \begin{bmatrix} bC_l \\ bC_n \\ bC_{ail} \\ bC_{ail} \\ bC_{ail} \end{bmatrix} + \begin{bmatrix} \delta_{ail} \\ \delta_{ail} \\ \delta_{ail} \end{bmatrix}
\]

(13)

The parameters and their meanings in the model are as follows:

\(\gamma\) represents the flight path angle (deg);

\(m\) represents the mass of the aircraft (kg);

\(V_a\) represents the speed of the aircraft (m/s);

\(F_{thr}\) represents the thrust of the aircraft (N);

\(\alpha\) represents the angle of attack of the aircraft (deg);

\(g\) represents the acceleration of gravity (m/s²);

\(V_{aw}, V_{aw}, V_{aw}\) respectively represent the components of wind speed in the directions of \(x, y, z\) (m/s);

\(\phi, \theta, \psi\) represent the roll, pitch and yaw angle of the aircraft respectively (deg);

\(p, q, r\) represent the roll, pitch and yaw angular velocity of the aircraft respectively (deg/s);

\(L_r, M, N\) represent roll, pitch and yaw moment respectively (N·m);

\(\rho\) represents air density (kg/m³);

\(S\) represents the wing area (m²);

\(\bar{c}\) represents the average chord length (m);

\(C_l, C_m, C_n\) represent the aerodynamic coefficients of roll, pitch and yaw respectively;

\(C_{ail}\) represents the roll caused by the aileron deflection coefficient (rad⁻¹);

\(C_{ail}\) represents the pitch caused by the aileron deflection coefficient (rad⁻¹);

\(C_{ail}\) represents the yaw caused by the aileron deflection coefficient (rad⁻¹);

\(A, B, C, E\) represent the inertial matrix components (kg·m²);

\(\delta_{ail}, \delta_{ail}, \delta_{ail}\) represent the deflection angle of the aileron, elevator and rudder respectively (deg).

One of the difficulties faced by model-based control methods is to determine various aircraft performance parameters. Although some parameters can be found in the aircraft manual, there are still some aerodynamic parameters that are difficult to obtain, such as roll aerodynamic coefficient \(C_{l}\) pitch aerodynamics Coefficient \(C_m\) and yaw aerodynamic coefficient \(C_n\). In the literature [5] the numerical calculation method of these parameters is given, as shown in Formula (14).

\[
\begin{bmatrix} C_l \\ C_m \\ C_n \end{bmatrix} = \begin{bmatrix} C_{l}\beta + C_{l}\frac{br}{2V_a} + C_{l}\frac{br}{2V_a} \\ C_{m}\alpha + C_{m}\frac{br}{2V_a} + C_{m}\frac{br}{2V_a} \\ C_{n}\gamma + C_{n}\frac{br}{2V_a} + C_{n}\frac{br}{2V_a} \end{bmatrix}
\]

(14)

where \(C_{l}\), \(C_{l}\), \(C_{l}\), \(C_{m}\), \(C_{m}\), \(C_{m}\), \(C_{n}\), \(C_{n}\) are called non-dimensional stability derivatives, which are unknown nonlinear time-varying parameters. The values of these parameters de-
pend on the aircraft and its angle of attack. In practice, the value of these non-dimensional stability derivatives can be obtained from fluid dynamics calculations, wind tunnel experiments and aircraft performance databases. However, restricted by many factors such as professional knowledge and experimental conditions, these methods may not be feasible in research. For this reason, a neural network model for each non-dimensional stability derivative is established in the literature [5]. The model extracts the relationship between the non-dimensional stability derivative and the angle of attack, and then it is used for the flight control and the simulation of a six-degree-of-freedom aircraft. Although this method achieves good simulation results, it suffers from a large modeling workload and a high dependence on the model. In this case, the aircraft dynamic model is regarded as a “black box” model in this research. Based on the analysis of the dynamic linearization relationship between the input and output data, an adaptive integrated scheme for trajectory and attitude control is constructed to realize the data-driven control of civil aircraft in 4D trajectory operation.

3. MIMO MFAC Method with Saturation Constraint

It can be seen from Equations (1)–(13) that the aircraft motion system is a MIMO nonlinear system, in which the aileron deflection angle \( \delta_{ail} \), the elevator deflection angle \( \delta_{ele} \), rudder deflection angle \( \delta_{rud} \), thrust \( F_{thr} \) and flight path angle \( \gamma \) are the inputs of the system, so define \( u = [\delta_{ail}, \delta_{ele}, \delta_{rud}, F_{thr}, \gamma]^T \). Roll angle \( \phi \), pitch angle \( \theta \), yaw angle \( \psi \), the position of the aircraft in the \( x, z \) axis direction \( x_E, z_E \) are the output of the system, so define \( y = [\phi, \theta, \psi, x_E, z_E]^T \). There is a coupling between the input and output variables of the system, which increase the complexity of the control problem. For this reason, the full-format dynamic linearization (FFDL) method is first adopted to obtain the equivalent data model of the controlled system at the current operating point, as shown below:

\[
\Delta y(k+1) = \Phi_{f, L_y, L_u}(k) \Delta H_{y, L_u}(k)
\]

where \( \Phi_{f, L_y, L_u}(k) = [\Phi_1(k) \cdots \Phi_{L_y+L_u}(k)] \in \mathbb{R}^{m \times (mL_y+mL_u)} \) is the pseudo partitioned Jacobian matrix (PPJM), and the ith corresponding sub-matrix is denoted as follows.

\[
\Phi_i(k) = 
\begin{bmatrix}
\phi_{1i}(k) & \phi_{12}(k) & \cdots & \phi_{1m}(k) \\
\phi_{21i}(k) & \phi_{22i}(k) & \cdots & \phi_{2mi}(k) \\
\vdots & \vdots & \ddots & \vdots \\
\phi_{mi1}(k) & \phi_{m2i}(k) & \cdots & \phi_{mmi}(k)
\end{bmatrix} \in \mathbb{R}^{m \times m},
\]

\[
ing = 1, \cdots, L_y + L_u,
\]

\[
\Delta H_{y, L_u}(k) = [\Delta y^T(k), \cdots, \Delta y^T(k-L_y+1), \\
\Delta u^T(k), \cdots, \Delta u^T(k-L_u+1)]^T
\]

where \( \Delta(y) \) and \( \Delta(u) \) are the vectors composed of system output increment and input increment, respectively, and \( L_y \) and \( L_u \) are the linearization length constant of output and input, respectively.

The objective of the aircraft trajectory and attitude integrated control is to make the error between the system output and the desired output as small as possible, and considering the physical limitations of the aircraft operation, the control input should not change too much. Therefore, it is necessary to satisfy the following control input criterion function.

\[
f(u(k)) = ||y^*(k+1) - y(k+1)||^2 + \lambda ||u(k) - u(k-1)||^2
\]

where \( y^*(k+1) \) represents the expected output at time \( k + 1 \), and \( \lambda > 0 \) is a weighting factor.
Substitute Formula (15) into (18), take the derivative of \( u(k) \) and make the derivative equal to zero, we can get

\[
\begin{align*}
    u(k) &= u(k-1) + \left( \lambda I + \Phi_{L_y+1}^T(k) \Phi_{L_y+1}^T \right)^{-1} \Phi_{L_y+1}^T(k) \\
    & \quad \times \left( y^*(k+1) - y(k) \right) - \sum_{i=1}^{L_y} \Phi_i(k) \Delta y(k-i+1) \\
    & \quad - \sum_{i=L_y+2}^{L_y+L_u} \Phi_i(k) \Delta u(k-i+L_y+1)
\end{align*}
\]

(19)

Since Formula (19) contains an inversion term, when the input and output dimensions of the system are large, the inversion operation is very time-consuming and not suitable for practical use, so the following simplified algorithm should be used.

\[
\begin{align*}
    u(k) &= u(k-1) + \Phi_{L_y+1}^T(k) \left( \rho_{L_y+1} (y^*(k+1) - y(k)) \right) \\
    & \quad \left( \sum_{i=1}^{L_y} \rho_i \Phi_i(k) \Delta y(k-i+1) \right) \\
    & \quad - \sum_{i=L_y+2}^{L_y+L_u} \Phi_i(k) \Delta u(k-i+L_y+1)
\end{align*}
\]

(20)

where \( \rho \in (0, 1) \) is the added step factor, which makes the algorithm more flexible, and \( i = 1, 2, \cdots, L_y + L_u \). On the right side of the above equation, the second item is an error feedback item, and the third and fourth items are compensation items. Through error feedback and compensations at every moment, the optimal control input at the current moment is obtained.

Denote the maximum value of control input at time \( k \) as

\[
    u_{\text{max}}(k) = [\delta_{\text{max}}^{\text{ail}}, \delta_{\text{max}}^{\text{ele}}, \delta_{\text{max}}^{\text{rud}}, F_{\text{max}}^{\text{thr}}, \gamma_{\text{max}}]^{T}
\]

and the minimum value of control input at time \( k \) as

\[
    u_{\text{min}}(k) = [\delta_{\text{min}}^{\text{ail}}, \delta_{\text{min}}^{\text{ele}}, \delta_{\text{min}}^{\text{rud}}, F_{\text{min}}^{\text{thr}}, \gamma_{\text{min}}]^{T}
\]

To ensure that the control input does not exceed the upper and lower boundaries allowed by the system, the following saturation constraints are imposed on the control input.

\[
    \text{Sat}(u(k)) = \begin{cases} 
    u_{\text{max}}(k), & \text{if } u(k) > u_{\text{max}}(k) \\
    u(k), & \text{if } u_{\text{min}}(k) \leq u(k) \leq u_{\text{max}}(k) \\
    u_{\text{min}}(k), & \text{if } u(k) < u_{\text{min}}(k)
\end{cases}
\]

(21)
Since the value of $\Phi$ in Formula (20) is unknown, Formula (20) cannot be used directly. Therefore, the projection algorithm is used to estimate the value of pseudo partitioned Jacobian matrix $\Phi_{L_y, L_u}(k)$.

$$\hat{\Phi}_{L_y, L_u}(k) = \hat{\Phi}_{L_y, L_u}(k-1)$$

$$+ \eta (\Delta y(k) - \hat{\Phi}_{L_y, L_u}(k-1)\Delta L_{L_y, L_u}(k-1))$$

$$× \Delta H_{L_y, L_u}(k-1) (\mu + \Delta H_{L_y, L_u}(k-1)\Delta H_{L_y, L_u}^T(k-1))^{-1}$$

(22)

To reduce calculation time and facilitate practical applications, the following simplified estimation algorithm should be used:

$$\hat{\Phi}_{L_y, L_u}(k) = \hat{\Phi}_{L_y, L_u}(k-1) +$$

$$\eta (\Delta y(k) - \hat{\Phi}_{L_y, L_u}(k-1)\Delta L_{L_y, L_u}(k-1))\Delta H_{L_y, L_u}(k-1)$$

(23)

where $\eta \in (0, 2]$ is the step factor added to make the algorithm more flexible. $\hat{\Phi}_{L_y, L_u}(k) = [\hat{\Phi}_1(k), \hat{\Phi}_2(k), \cdots, \hat{\Phi}_{L_y + L_u}(k)] \in \mathbb{R}^{m \times m(L_y + L_u)}$ is the estimated value of $\Phi_{L_y + L_u}(k)$. For the $i$th sub-matrix, the estimated value is as follows.

$$\hat{\Phi}_i(k) = \begin{bmatrix}
\hat{\phi}_{11i}(k) & \hat{\phi}_{12i}(k) & \cdots & \hat{\phi}_{1mi}(k) \\
\hat{\phi}_{21i}(k) & \hat{\phi}_{22i}(k) & \cdots & \hat{\phi}_{2mi}(k) \\
\vdots & \vdots & \ddots & \vdots \\
\hat{\phi}_{mi1}(k) & \hat{\phi}_{m2i}(k) & \cdots & \hat{\phi}_{mmi}(k)
\end{bmatrix} \in \mathbb{R}^{m \times m},$$

(24)

$$i = 1, \cdots, L_y + L_u$$

It should be noted that the pseudo partitioned Jacobian matrix $\Phi_{L_y, L_u}(k)$ contains very complex system dynamics at the moment $k$, and its value is estimated based on the input and output data of the system in the present and the past. In the literature [5], the system dynamics are calculated through neural network data fitting and accurate modeling. It can be seen that the data-driven control algorithms are fundamentally different from the model-based control algorithms for dealing with complex system dynamics. For the data-driven control method, the I/O data rather than the mathematic model are used to reflect the system dynamics, avoiding the difficulty of accurate modelling and unmodeled dynamics.

4. MIMO MFAC Method with Hard Constraints

In the integrated control of aircraft trajectory and attitude, the control variables, such as deflection angle of control surface, thrust, and flight path angle, have a certain range of variation. At the same time, the rate of variation cannot be too large considering the stability of flight and the constraints of aircraft performance. Based on the above analyses, the integrated control of aircraft trajectory and attitude with hard constraints, including limited control input and control input increment, is designed as follows.

First, limit the input increment at time $k$ to be within the specified range. The inequality constraints are as follows.

$$-\Delta u(k) \geq -\Delta u_{\text{max}}$$

(25)

$$\Delta u(k) \geq \Delta u_{\text{min}}$$

(26)

Second, limit the input amplitude at time $k$ within the specified range. The inequality constraints are as follows.

$$-(u(k) - u(k-1)) \geq -(u_{\text{max}} - u(k-1))$$

(27)
After some deductions, the quadratic performance index can be obtained. Combined with
(2) Reset the value of $\hat{\varphi}$ based on full-format dynamic linearization. The specific steps are as follows.

Finally, the data model (15) is substituted into the control input criterion function (18). After some deductions, the quadratic performance index can be obtained. Combined with the above linear inequality constraints, the constrained quadratic programming problem can be written as follows.

$$ \min_{\Delta u(k)} \frac{1}{2} \Delta u^T(k) \mathcal{H}(k) \Delta u(k) + \mathcal{G}^T(k) \Delta u(k) $$

s.t. $C_u \Delta u(k) \geq b_u(k)$

where

$$ \mathcal{H}(k) = \Phi_{L_y}^T(k) \Phi_{L_y+1}(k) + \lambda I $$

$$ \mathcal{G}(k) = -2 \Phi_{L_y}^T(k) \left( (y^*(k+1) - y(k) - \sum_{i=1}^{L_y} \hat{\varphi}(k) \Delta y(k - i + 1) - \sum_{i=L_y+2}^{L_y+L_u} \hat{\varphi}(k) \Delta u(k - i + 1 + L_y) \right) $$

$$ C_u = \begin{bmatrix} -I \\ I \\ -I \\ I \end{bmatrix}, \quad b_u(k) = \begin{bmatrix} -\Delta u_{\max} \\ \Delta u_{\min} \\ -(u_{\max} - u(k-1)) \\ u_{\min} - u(k-1) \end{bmatrix} $$

By using an appropriate quadratic programming solver, the solution of Equation (30) can be easily obtained, which is the optimal control input within the specified range.

5. Control Scheme with Mixed Constraints

To speed up the simulation, the control methods with hard constraints and saturation constraint can be combined to form a data-driven control scheme with mixed constraints based on full-format dynamic linearization. The specific steps are as follows.

Given time $k_1$, when $k \leq k_1$, using a suitable solver to solve Equation (30); when $k > k_1$, perform the following steps:

1. Estimate the value of PPJM $\Phi_{f,L_y+L_u}(k)$ by Formula (23).
2. Reset the value of $\hat{\Phi}_{i,k}(L_y+1)$ when the following conditions are satisfied:
   - if $|\hat{\Phi}_{i,k}(L_y+1)(1)| < b_2$ or $|\hat{\Phi}_{i,k}(L_y+1)(1)| > ab_2$ or sign($\hat{\Phi}_{i,k}(L_y+1)(1)$) $\neq$ sign($\hat{\Phi}_{i,k}(L_y+1)(1)$), $i = 1, \ldots, m$, then
     $$ \hat{\Phi}_{i,k}(L_y+1)(1) = \hat{\Phi}_{i,k}(L_y+1)(1) $$
   - if $|\hat{\Phi}_{i,k}(L_y+1)(1)| > b_1$ or sign($\hat{\Phi}_{i,k}(L_y+1)(1)$) $\neq$ sign($\hat{\Phi}_{i,k}(L_y+1)(1)$), $i, j = 1, \ldots, m, i \neq j$, then
     $$ \hat{\Phi}_{i,k}(L_y+1)(1) = \hat{\Phi}_{i,k}(L_y+1)(1) $$

where $b_1$ is a small value, and $a \geq 1, b_2 > b_1(2a+1)(m-1)$. $\hat{\Phi}_{i,k}(L_y+1)(1)$ is the initial value of $\hat{\Phi}_{i,k}(L_y+1)(k)$. 
(3) Calculate the current control input using the estimated value of PPJM $\Phi_f, L_y + L_u(k)$.

$$u(k) = u(k-1) + \frac{\Phi^T_{L_y+1}(k) \left( \rho_{L_y+1}(y^*(k+1) - y(k)) \right)}{\lambda + \| \Phi_{L_y+1}(k) \|^2} - \frac{\Phi^T_{L_y+1}(k) \sum_{i=1}^{L_y} \rho_i \Phi_i(k) \Delta y(k-i+1)}{\lambda + \| \Phi_{L_y+1}(k) \|^2} - \frac{\Phi^T_{L_y+1}(k) \sum_{i=L_y+2}^{L_y+L_u} \rho_i \Phi_i(k) \Delta u(k-i+L_y+1)}{\lambda + \| \Phi_{L_y+1}(k) \|^2}$$

$i, j = 1, \cdots, m$; $\rho_1, \cdots, \rho_{L_y+L_u} \in (0, 1]$; $\eta \in (0, 2]$; $\lambda > 0$, $\mu > 0$. According to Equation (21), impose the saturation constraint on the control input.

The proposed method is a data-driven approach, since only input and output data are used in the control scheme, and no model information is used. Due to its model-free characteristics, the possible uncertainties presented in the dynamic model, such as those related to inertia characteristics or aerodynamic derivatives, may not affect its control performance. In this sense, the proposed method should have strong robustness in dealing with complex system control problems.

6. Simulation Results

In this section, we will verify the correctness of the proposed method through numerical simulation for the integrated control of aircraft trajectory and attitude. Assuming that the aircraft moves along the $x$ axis and needs to perform a sinusoidal motion with an amplitude of 50 m in the $z$ axis direction. The desired trajectories are shown in Figure 1. To achieve this kind of operation, the aircraft needs to adjust the flight attitude at the same time. The desired roll, pitch and yaw angle are shown in Figure 2.

![Figure 1. Desired trajectories.](image-url)
To facilitate comparison, the NLI method used in the literature [5] will be used for simulation in this section. NLI method needs to establish the following equations according to the mechanism model of aircraft.

\[ \frac{m}{\tau_V} (V_d - V_a) + mg \sin(\gamma) = F_{thr} \cos(\alpha) - D(\rho, \alpha, V_a) \]  (34)

\[ \frac{m V_a}{\tau_\gamma} (\gamma_d - \gamma) + mg \cos(\gamma) = F_{thr} \sin(\alpha) + L(\rho, \alpha, V_a) \]  (35)

\[ \arctan \left( \frac{V_a}{\delta \tau_\phi} (\psi_d - \psi) \right) = \phi \]  (36)

By solving Equations (34)–(36), the thrust \( F_{thr} \), the angle of attack \( \alpha \) and the roll angle \( \phi \) can be obtained. These values are further substituted into the aircraft dynamic model to calculate the position of the aircraft. For the attitude of the aircraft, according to the NLI method adopted in the work [5], the deflection angle of the aircraft control surface (aileron, elevator, rudder) at each time can be obtained. In the following simulation, this method is referred to as NLI, and the method proposed in this paper is referred to as FFDL-MFAC.

To facilitate simulation, the Euler discretization method is used to discretize Equations (1)–(13). The sampling interval is 0.01 s, and the control input is selected as \( u(k) = [\delta_{ail}(k), \delta_{ele}(k), \delta_{rud}(k), F_{thr}(k), \gamma(k)]^T \), control output \( y(k) = [\phi(k), \theta(k), \psi(k), x_E(k), z_E(k)]^T \).

The parameters of the aircraft and controller used in the simulation are shown in Table 1. Let the thrust of the aircraft at the initial moment be \( F_{thr}(1) = 30,000 \) N and the speed \( V_a(1) = 200 \) m/s. Set the deflection angle of each control surface and the attitude angles are 0 at the initial moment, and the value of the pseudo partitioned Jacobian matrix at the initial moment is as follows:

\[ \Phi_1(1) = \begin{bmatrix} 0.7400 & 0 & 0.1480 & 0 & 0 \\ 0 & -53.1875 & 0 & -0.0009 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 16.5319 & 0 \\ 0 & 0 & 0 & 747.4000 & 814.0000 \end{bmatrix} \]  (37)
\[ \Phi_2(1) = \begin{bmatrix} 1.4800 & 0 & 0 & 0 & 0 \\ 0 & 55.5000 & 0 & 0 & 0 \\ 0 & 0 & 2.4667 & 0 & 0 \\ 0 & 0 & 0 & -15.7447 & 0 \\ 0 & 0 & 0 & -740 & -740 \end{bmatrix} \] (38)

\[ \Phi_3(1) = \begin{bmatrix} -0.5 & 0 & 0 & 0 & 0 \\ 0 & -0.8 & 0 & 0.00 & 0 \\ 0 & 0 & -0.6 & 0 & 0 \\ 0 & 0 & 0 & 0.47 & 0 \\ 0 & 0 & 0 & 0.0 & 0.0001 \end{bmatrix} \] (39)

Table 1. Parameters of aircraft and controller in simulation.

| Aircraft Parameters | Controller Parameters |
|---------------------|-----------------------|
| \( m = 48,000 \) kg | \( L_u = 1 \)         |
| \( \rho = 0.41 \) kg/m\(^3\) | \( L_y = 2 \)         |
| \( S = 123.55 \) m\(^2\) | \( \eta = 0.001 \)    |
| \( b = 28.34 \) m | \( \mu = 1000 \)      |
| \( \bar{c} = 4.35 \) m | \( \lambda = 0.1 \)   |
| \( A = 1,278,369.56 \) kg \cdot m\(^2\) | \( \rho_2 = \rho_3 = 1 \) |
| \( B = 3,781,267.79 \) kg \cdot m\(^2\) | \( \rho_1 = \begin{bmatrix} 1.48 & 0 & 0 & 0 & 0 \\ 0 & 1.85 & 0 & 0 & 0 \\ 0 & 0 & 6.17 & 0 & 0 \\ 0 & 0 & 3.15 & 0 & 0 \\ 0 & 0 & 0 & 740 & 0 \end{bmatrix} \times 10^{-3} \) |
| \( C = 4,877,649.98 \) kg \cdot m\(^2\) | \( E = 135,588.17 \) kg \cdot m\(^2\) |
| \( C_{l_{a_{il}}} = -0.02 \) rad\(^{-1}\) | \( C_{l_{a_{el}}} = 0 \) rad\(^{-1}\) |
| \( C_{m_{r_{el}}} = -0.03 \) rad\(^{-1}\) | \( C_{m_{r_{el}}} = 0.002 \) rad\(^{-1}\) |
| \( C_{n_{r_{il}}} = -0.07 \) rad\(^{-1}\) | \( C_{n_{r_{el}}} = -0.02 \) rad\(^{-1}\) |

The change range of the control input increment and the control input within the sampling interval is shown in Table 2.

Table 2. Constraints on control input increment and control input.

| Control Input Increment | Control Input |
|-------------------------|---------------|
| \(-0.05 \leq \Delta \delta_{a_{il}} \leq 0.05\) | \(-15 \leq \delta_{a_{il}} \leq 15\) |
| \(-0.05 \leq \Delta \delta_{a_{el}} \leq 0.05\) | \(-30 \leq \delta_{a_{el}} \leq 30\) |
| \(-0.05 \leq \Delta \delta_{r_{el}} \leq 0.05\) | \(-1 \leq \delta_{r_{el}} \leq 1\) |
| \(-5 \leq \Delta F_{thr} \leq 5\) | \(0 \leq F_{thr} \leq 6 \times 10^4\) |
| \(-0.5 \leq \Delta \gamma \leq 0.5\) | \(-10 \leq \gamma \leq 10\) |

The simulation results are shown in Figures 3–8. Figure 3 shows the result of trajectory tracking with mixed constraints. It can be seen that the FFDL-MFAC method with mixed constraints achieves an accurate trajectory tracking. Also, it is noted that the proposed method achieves a better control performance than the NLI method for the tracking of \( z \) coordinates.
Figure 3. Trajectory tracking simulation results with constraints.

Figure 4 exhibits the results of aircraft attitude control. It can be seen that the proposed method achieves a better tracking performance of the yaw angle $\psi$ than the NLI method. Although some fluctuations exist in the attitude output before an accurate tracking is achieved, these fluctuations are within an acceptable range, and the desired tracking effect is soon achieved. The reasons for these fluctuations may be twofold. On the one hand, the initial values of the controller parameters may not be set accurately. On the other hand, the controller only uses a small amount of current and past I/O data without the model information when the aircraft changes its flight state.

Figure 4. Aircraft attitude control simulation results with constraints.

Figures 5–8 respectively illustrate the control input and the increment of control input in the simulation with mixed constraints, where the red dotted line represents the upper and lower boundaries of input or input increment. It can be seen from Figures 5 and 6 that the aircraft’s thrust, flight path angle, and control surface deflection angle are all within the boundaries. Although the aileron deflection angle and rudder deflection angle fluctuate before an accurate tracking is achieved, they are within the acceptable range.

From Figures 7 and 8, it can be seen that the aircraft’s thrust increment, flight path angle increment, and control surface deflection angle increment are all within the boundaries. Also, fluctuation ranges of these parameters are all within the acceptable range.
Figure 5. Aircraft thrust and flight path angle in constrained control.

Figure 6. Deflection of aircraft control surface in constrained control.

Figure 7. Aircraft thrust increment and flight path angle increment in constrained control.
Figure 8. Deflection increment of aircraft control surface in constrained control.

7. Discussion

To clearly show the control performance of proposed method and NLI method, two numerical indicators are adopted, namely the root mean square (RMS) $e_{RMS} = \sqrt{\frac{1}{n} \sum_{k=1}^{n} e(k)^2}$ for tracking error and total sum of square (TSS) $\Delta u_{TSS} = \sum_{k=1}^{n} \Delta u(k)^2$ for control input increment. The results of the comparison are shown in Tables 3 and 4.

Table 3. Root mean square error for system output.

|       | $\phi$  | $\theta$ | $\psi$ | $x_{E}$  | $z_{E}$ |
|-------|---------|----------|--------|----------|---------|
| NLI   | 4.82    | 0.00     | 0.23   | 120.28   | 24.65   |
| FFDL-MFAC | 8.36 | 1.27     | 0.09   | 881.43   | 2.22    |

Table 3 shows the root mean square error of the system output produced by the two methods. It can be seen that the FFDL-MFAC method has less tracking errors for yaw angle $\psi$ and altitude $z_{E}$, but the price is the larger tracking error for $x_{E}$. For roll angle $\phi$ and pitch angle $\theta$, the tracking error of the two methods is not much different. The possible reason for the larger tracking error of $x_{E}$ is that there is a certain coupling between multiple control variables. Therefore, the decentralized control method may be used in the future work to decouple the control variables and achieve better tracking results.

Table 4. Total sum of square for control input increment.

|       | $\delta_{ail}$ | $\delta_{ele}$ | $\delta_{rud}$ | $F_{thr}$ | $\gamma$ |
|-------|----------------|----------------|----------------|-----------|---------|
| NLI   | 0.35           | 14.21          | 0.00           | 153,239.35| 0.00    |
| FFDL-MFAC | 2.34 | 0.37          | 0.03           | 64,522.67 | 0.67    |

Table 4 shows the total sum of square for control input increment. We can see that the TSS values of $\delta_{ele}$ and $F_{thr}$ produced by FFDL-MFAC are smaller than that of NLI, and in other aspects, such as $\delta_{ail}$, $\delta_{rud}$ and $\gamma$, the TSS values of the two methods are not much different. This indicated that the control input generated by FFDL-MFAC is similar to that of NLI, and may be more energy efficient in terms of thrust and elevator deflection.

8. Conclusions

Based on the full-format dynamic linearization technique, this paper designs a model-free adaptive scheme for integrated control of civil aircraft trajectory and attitude. Also,
according to the aircraft performance limitation, the control algorithm with mixed constraints, including the saturation constraint and the hard constraints, is designed. The experimental results show that the proposed method can realize an integrated control of aircraft trajectory and attitude using only the current and past I/O data in a time window, also avoiding precise modeling and parameter fitting. Compared with the model-based control method, the proposed data-driven control method achieves a similar or even better control effect. Also, both of the control input and control input increment are within the specified range. Therefore, the model-free adaptive control method can theoretically provide a new solution for the integrated control of civil aircraft trajectory and attitude under the 4D trajectory operation. In the future work, the decentralized control scheme and the influence of external interference on the trajectory and attitude control will be investigated.
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**Abbreviations**

The following abbreviations are used in this manuscript:

- MIMO: Multi-input multi-output
- MFAC: Model free adaptive control
- NextGen: Next generation air traffic transportation system
- SESAR: Single european sky air traffic management research
- UAV: Unmanned aerial vehicle
- PID: Proportion integration differentiation
- NLI: Non-linear inversion
- I/O: Input / Output
- SPSA: Simultaneous perturbation stochastic approximation
- UC: Unfalsified control
- IFT: Iterative feedback tuning
- VRFT: Virtual reference feedback tuning
- FFDL: Full-format dynamic linearization
- PPJM: Pseudo partitioned Jacobian matrix
- MBC: Model-based control
- DDC: Data-driven control
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