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Self-consistent-field (SCF) approximations formulated using Hartree–Fock (HF) or Kohn–Sham Density Functional Theory (KS-DFT) both have the potential to yield multiple solutions. However, the formal relationship between multiple solutions identified using HF or KS-DFT remains generally unknown. We investigate the connection between multiple SCF solutions for HF or KS-DFT by introducing a parametrised functional that scales between the two representations. Using the hydrogen molecule and a model of electron transfer, we continuously map multiple solutions from the HF potential to a KS-DFT description. We discover that multiple solutions can coalesce and vanish as the functional changes, forming a direct analogy with the disappearance of real HF solutions along a change in molecular structure. To overcome this disappearance of solutions, we develop a complex-analytic extension of DFT — the “holomorphic DFT” approach — that allows every SCF stationary state to be analytically continued across all molecular structures and exchange-correlation functionals.

1. INTRODUCTION

Solving the electronic Schrödinger equation1 remains a fundamental challenge in quantum chemistry, in principle enabling an exact theoretical description of chemical properties and reactivity. However, exact solutions remain elusive beyond the simplest of chemical systems.2 Research has therefore focused on exploiting physical and chemical understanding to develop approximations to the exact electronic structure.3 At the heart of most approximations lies the self-consistent field (SCF) approach,4 usually through the form of Hartree–Fock (HF) or Kohn–Sham Density-Functional Theory (KS-DFT). However, beyond simply providing a ‘reference state’ for correlated approaches,5 the SCF approximation is itself a rich theory with the potential to provide chemical insights into excited states5 and reactive bond-breaking processes.7

SCF methods are usually presented as iterative approaches. On each iteration, the electron density obtained from the previous step is used to build an approximate electronic potential that is then used to re-optimise the electron density or wave function as an input for the next iteration. This process is repeated until self-consistency is reached.4 Alternatively, the SCF energy can be considered as a non-linear function of the one-electron density, with the global minimum corresponding to the approximate electronic ground state. Besides the global minimum, this non-linear function can possess several stationary points that each represent an optimal SCF state and correspond to local minima, maxima, or saddle points of the SCF energy.6–10

Historically, the existence of multiple SCF solutions has been considered as a computational obstacle, particularly when the lowest energy HF ground state is required11–14 or during ab initio molecular dynamics simulations involving molecules with multiple low-lying states.15 Alternatively, recent research has developed and exploited physical interpretations of multiple SCF solutions themselves.6,16 For example, encouraged by new computational methods that make identifying higher energy stationary points relatively routine,6,10 multiple SCF solutions have been used as mean-field approximations to excited states.6,16,17 Furthermore, the similarities between dominant electron configurations in strongly correlated molecules and multiple HF states have motivated their use as a basis for multireference ground- and excited-state wave functions. Since each HF solution comprises an independent set of molecular orbitals (MOs), these multireference calculations take the form of a nonorthogonal configuration interaction (NOCI).10,18,19 However, in many cases, these applications have been hindered by the disappearance of SCF solutions at so-called Coulson–Fischer points as molecular structure changes, with the low-lying unrestricted (UHF) states in H2 providing the archetypal example.20

Recently, holomorphic Hartree–Fock (h-HF) theory has been developed as a method for extending real HF states into the complex plane, beyond the Coulson–Fischer points at which they vanish in conventional HF.21–24 In h-HF, the complex-conjugation of orbital coefficients is removed from the conventional energy function to define a complex-analytic analytic continuation of the conventional HF equations.21–23 The resulting h-HF stationary points then exist across all molecular geometries, allowing methods such as NOCI to be generalised as alternatives to conventional multireference approaches such as the complete active-space SCF framework.19,22 Furthermore, h-HF theory has pro-
provided extensive insight into the fundamental nature of multiple SCF solutions, revealing that discrete HF solutions can be connected as one continuous structure in the complex plane and allowing new symmetries to be identified that ensure real HF energies with non-Hermitian Fock matrices.

HF theory represents only one example of the SCF approximation and, as a mean-field method, fails to accurately reproduce the electron-electron correlation that is essential for the correct prediction of chemistry. An alternative approach, DFT has been developed to capture electron correlation in the SCF framework. DFT approximations generally utilise empirical energy functionals of the electron density to describe the most physically relevant electron correlation effects. The relative accuracy, low-order scaling, and computational simplicity of DFT has led to its widespread application as one of the most popular electronic structure techniques.

In principle, the SCF nature of DFT can also produce multiple stationary points with the same potential applications as multiple HF states. For example, higher energy solutions can be exploited as approximations to excited states through the ASCF framework. However, the behaviour of multiple DFT solutions as the molecular structure or chosen functional changes, and their relationship to standard HF solutions, appears relatively unexplored. This lack of knowledge is both surprising and concerning given that certain DFT solutions are known to also disappear at Coulson–Fischer points, leading to kinks and discontinuities along the corresponding potential energy surfaces. We therefore believe that a detailed investigation into the relationship between multiple HF and DFT solutions is well overdue.

In this work, we aim to extend our understanding of multiple DFT solutions by following solutions along a path between HF theory and DFT. In Section II the relationship between the solutions in HF and two fundamental DFT functionals are investigated for a typical electron transfer model. We find that DFT solutions can coalesce and vanish in exactly the same manner as real HF solutions. Motivated by this discovery, in Section III and beyond we investigate a holomorphic extension of DFT with the potential to analytically continue DFT solutions across all molecular structures. In doing so, we reveal fundamental relationships between the SCF states of DFT functionals and those of HF, laying the foundation for a more informed exploitation of multiple DFT solutions in chemical applications.

II. SCALING BETWEEN HARTREE–FOCK AND DFT

HF theory provides the foundation for almost all sophisticated wavefunction-based electronic structure calculations. The inadequacies in the HF description of molecules have been well-investigated and thus, although it does not produce the exact electronic energy, crucial understanding can be obtained from a HF calculation. It is therefore interesting to investigate how SCF states evolve from this approximate but well-defined HF description to (hopefully) more accurate, but often empirical DFT functional.

The electron transfer model $C_2H_6F_4^{++}$ studied by Jensen et al. provides an interesting case-study for comparing the HF and DFT approximations. In this model, a single electron transfers from one carbon-di-fluoride group to its symmetric counterpart along a collective reaction coordinate (see Figure 1). When applying HF theory, three chemically relevant SCF states can be identified corresponding to the symmetry-broken diabatic electron donor (D) and acceptor (A) configurations, and a third delocalised symmetric state (E) that represents the transferring electron. All three states are stationary solutions to the real HF equations at the minimum energy crossing point (MECP) of the D and A states. However, as the molecule distorts away from the MECP towards the donor or acceptor structure, the A/D and E configurations coalesce and vanish. These properties of the real HF states were described in detail in Ref. 7, al-

![FIG. 1: Electronic energies along the electron transfer reaction trajectory for the model electron transfer system shown. The donor (D) and acceptor (A) states are interconverted by symmetry at the transition state, while the E state is symmetric across all geometries. Real HF energies (solid lines) have previously been reported in Ref. 7 and are plotted relative to the minimum energy of the E state. Dashed lines indicate the holomorphic continuation of a given state into the complex plane, where only the real component of the h-HF energy is plotted. Only one low-energy state can be identified using B3LYP-DFT, and this is plotted relative to its minimum energy.](image-url)
though we can now report the existence of the complex-valued h-HF extensions shown in Figure 1.

Alternatively, the B3LYP-DFT functional only yields one low-lying stationary state with an electron density at the MECP that most closely resembles the E state (orange line in Fig. 1). This DFT solution predicts a single energy minimum along the reaction coordinate, providing a contrasting picture to the electron transfer predicted by the symmetry-broken HF states (although the reaction trajectory is not optimised for the B3LYP energy). It is not immediately obvious which features of the HF and B3LYP potentials cause these qualitatively different energy surfaces, or which potential would provide the most faithful representation of the electron transfer process. However, it is surprising that the multiple symmetry-broken HF states, which appear to resemble diabatic electron transfer configurations, appear completely absent in the B3LYP-DFT description.

To understand why these additional states no longer exist using B3LYP-DFT, we follow the real HF states as the SCF approximation is continuously scaled from HF to DFT. Unless otherwise stated, all further calculations are performed at the MECP geometry where the relevant HF states exist and the D and A states become degenerate. For simplicity, we consider the minimal STO-3G basis rather than the cc-pVDZ basis used by Jensen et al., although this does not change any qualitative features of the SCF solutions.

The relationship between HF theory and DFT can be seen when the HF and KS-DFT equations are written respectively as

\[
\left[ -\frac{1}{2} \nabla^2 + v_{\text{eN}}(r) + j(r) + \hat{k}(r) \right] \phi_i^{\text{HF}}(r) = e_i^{\text{HF}} \phi_i^{\text{HF}}(r) \tag{1a}
\]

\[
\left[ -\frac{1}{2} \nabla^2 + v_{\text{eN}}(r) + j(r) + v_{\text{XC}}(r) \right] \phi_i^{\text{KS}}(r) = e_i^{\text{KS}} \phi_i^{\text{KS}}(r). \tag{1b}
\]

Here, the electronic kinetic operator \(-\frac{1}{2} \nabla^2\), electron-nuclear potential \(v_{\text{eN}}(r)\), Coulomb potential \(j(r)\) and the respective exchange operator \(\hat{k}(r)\) and exchange-correlation potential \(v_{\text{XC}}(r)\) are applied to the HF orbitals \(\phi_i^{\text{HF}}(r)\) or the KS orbitals \(\phi_i^{\text{KS}}(r)\) to obtain the Lagrange multipliers \(e_i^{\text{HF}}\) or \(e_i^{\text{KS}}\). Each molecular orbital is expanded in terms of the \(m\)-dimensional finite basis set with the orbital coefficients \(c_{ij}^\mu\) as

\[
\phi_i(r) = \sum_{j} c_{ij}^\mu \chi_{ij}(r), \tag{2}
\]

where the atomic orbitals (AOs) and MOs are given by \(\chi_{ij}(r)\) and \(\phi_i(r)\) respectively. Here we employ the nonorthogonal tensor notation defined Ref. 39, and apply the Einstein summation convention whenever summation is not indicated explicitly. These HF and DFT equations can be conceptually unified by introducing a parametrised exchange-correlation operator \(\delta_{\text{XC}}(r; q)\) that interpolates between HF exchange and DFT exchange-correlation with the form

\[
\delta_{\text{XC}}(r; q) = (1-q) \hat{k}(r) + q v_{\text{XC}}(r). \tag{3}
\]

A scaling parameter of \(q = 0\) corresponds to a pure HF calculation, while \(q = 1\) refers to a pure DFT calculation. Individual ground- and excited-state SCF solutions can then be traced between different functionals using the maximum overlap method (MOM), where non-Aufbau optimisation is achieved by selecting the new occupied orbitals on each SCF iteration according to their overlap with the occupied orbitals on the previous iteration.

As the physical functional evolves, the relationship between different SCF solutions can be visualised by considering a similarity measure for two SCF states \(\kappa\) and \(\lambda\). Here we apply the distance measure introduced by Thom et al.,\(^{10}\) which uses the density matrices \(\delta P\) and \(\delta \lambda\) to define the distance between two \(N\)-electron states as

\[
d^2_{\kappa \lambda} = \left\| \delta P - \delta \lambda \right\|^2 = N - \delta P^{\mu \nu} S_{\nu \sigma}^{\lambda \mu} \delta P^{\sigma \tau} S_{\tau \mu}. \tag{4}
\]

The density matrix for a given state \(\kappa\) is defined in terms of the occupied MO coefficients \(\langle c \rangle_{ij}^{\mu}\) as

\[
\delta P^{\mu \nu} = \langle c \rangle_{ij}^{\mu} \langle c \rangle_{ij}^{\nu}, \tag{5}
\]

where \(S_{\nu \sigma}^{\lambda \mu}\) denotes the AO overlap matrix, and the summation of repeated indices is implicit. The second equality in Eq. (4) bounds the distance measure as \(d^2_{\kappa \lambda} \in [0, N]\), giving the distance measure in units of ‘electron number’.

We first consider scaling between HF and the analytic Local Density Approximation (LDA) exchange functional.\(^{41}\) At the MECP, the three SCF states A, D, and E simultaneously coalesce as \(q\) scales between the HF and LDA-exchange description, as demonstrated in Figure 2a where the distance measure between the states falls to zero at the point of coalescence. This three-fold coalescence occurs at a “confluence” point,\(^{23,42}\) where the degenerate A and D solutions coalesce with the higher energy state to leave only the E state for larger values of \(q\) (black line). In contrast, when the molecular geometry is marginally distorted towards the acceptor structure, the symmetry-broken D state and the symmetric E state coalesce and vanish at a “pair annihilation” point,\(^{23,42}\) while the A state can be traced continuously from HF to LDA (Figure 2b). This observation indicates that the single LDA solution is not a direct mirror of the E state in HF, but evolves continuously from the A state to the D state as the molecular structure changes. The LDA-DFT stationary state therefore appears to behave as an adiabatic state (as one would expect for states obtained using the exact functional), in contrast to the diabatic behaviour of the multiple HF states.
FIG. 2: Relative distances of the SCF solutions as the exchange correlation functional is scaled from exact HF exchange \( k \) to the LDA-exchange functional \(^{41} \). The grey lines between solutions at each plane of constant \( q \) correspond to the square-root of the inter-state distances \(^4 \). (a) At the MECP, the E (green line), D (red line), and A (blue line) states all simultaneously coalesce at approximately \( q = 0.3 \) to leave a single SCF solution (black line). (b) When the structure is distorted towards the acceptor structure, the E (green line) and D (red line) states coalesce and both vanish at approximately \( q = 0.3 \), while the A state (blue line) remains independent across all values of \( q \).

But why do DFT functionals yield adiabatic states rather than the multiple symmetry-broken diabatic states observed using HF? One possible explanation for the coalescence of SCF states is the self-interaction error (SIE), which is a well-known problem of not only LDA-DFT but also more elaborate DFT functionals such as B3LYP.\(^{43-46} \) It has been shown that the exchange contribution of different DFT functionals may include dynamic correlation effects through the SIE, and these effects can dominate the change of electron density between different correlation functionals.\(^47 \)

To understand how different components in a DFT functional affect the existence of multiple SCF solutions, we scale the same electron transfer model between HF and the popular B3LYP functional\(^{33,48,49} \) and find that it leads to the same pattern of coalescence between the three SCF states. We then decompose the B3LYP-DFT functional into its constituent exchange and correlation energy contributions and consider scaling between the HF and B3LYP-DFT potential using only the LYP correlation term (Figure 3b) or the exchange description (Figure 3c), and the scaling between HF and the full B3LYP functional (Figure 3a).

When only the LYP correlation term is included (Figure 3b), the SCF states remain distinct for all values of the scaling parameter and no coalescence is observed. In contrast, introducing only the exchange contribution (Figure 3c) causes all three SCF states to coalesce at approximately the same scaling level as the full B3LYP picture. This coalescence demonstrates that the exchange correlation functional provides the driving force for the coalescence of states as the SCF approximation is scaled between HF and B3LYP. Furthermore, inspecting the individual components of the energy (not shown) reveals that the magnitude of the total exchange contribution decreases as one moves from HF to B3LYP. The coalescence of the symmetry-broken SCF states is therefore driven by the overall strength of the exchange interaction. This result is entirely consistent with other instances of symmetry-breaking in HF theory, for example the emergence of spin-density waves in antiferromagnetic materials.\(^{50} \)

The electron transfer model reveals that smoothly changing the exchange-correlation functional can lead to the coalescence of SCF solutions in exactly the same way as changing the molecular structure. Furthermore, we have found that the strength of the exchange interaction is a key factor in controlling whether several symmetry-broken SCF stationary states can be identified. While there are three distinct solutions using the HF exchange functional, a small perturbation of this exchange description towards DFT is sufficient to collapse these diabatic solutions onto one adiabatic state. However, to completely connect the SCF states from HF to DFT, we require an approach that extends SCF solutions beyond the scaling levels at which SCF states vanish. Following the framework of holomorphic HF, we believe that a holomorphic extension to DFT will allow SCF states to be analytically continued into the complex plane, and developing such a method forms the focus for the remainder of this paper.
III. HOLOMORPHIC DENSITY FUNCTIONAL THEORY

Before deriving a holomorphic extension to DFT, we first review the h-HF approach itself.\textsuperscript{21–23,51} The original motivation for h-HF theory is rooted in the desire to extend real HF states across all molecular geometries and construct a continuous basis for multireference NOCI calculations.\textsuperscript{52} To extend real HF states beyond the Coulson–Fischer points at which they vanish, the h-HF energy function $\tilde{E}$ is formulated as a complex-analytic extension of the real HF energy,\textsuperscript{21,22} given for a closed-shell $N$-electron system with $m$ basis functions as

$$E = E_{\text{nuc}} + \sum_{\mu\nu} P^{\mu\nu} \left( 2h_{\mu\nu} + 2j_{\mu\nu} - k_{\mu\nu} \right),$$

where the holomorphic density matrix has been introduced as

$$\tilde{P}^{\mu\nu} = \frac{N}{2} \sum_i c_{i\mu}^* c_{i\nu}^\mu.$$ \hspace{1cm} (7)

Here, $h_{\mu\nu}$ denotes the one-electron integrals and the self-consistent Coulomb and exchange matrices are defined in terms of two-electron integrals as

$$j_{\mu\nu} = \sum_{\sigma\tau} \langle \mu\sigma | \nu\tau \rangle \tilde{P}^{\sigma\tau},$$ \hspace{1cm} (8a)

$$k_{\mu\nu} = \sum_{\sigma\tau} \langle \mu\sigma | \tau\nu \rangle \tilde{P}^{\sigma\tau}. $$ \hspace{1cm} (8b)

By removing the complex-conjugation of orbital coefficients in the holomorphic density matrix (7), the energy function (6) satisfies the Cauchy–Riemann conditions and becomes a complex-analytic polynomial of the orbital coefficients, in contrast to the standard formulation of the HF energy using complex molecular coefficients (see Ref. 54). As a result, every real HF state remains a stationary point of the h-HF energy and, when a real HF state disappears, its holomorphic counterpart continues to exist with complex-valued orbital coefficients.\textsuperscript{19,21–23} Crucially, the fact that $\tilde{E}$ is a polynomial of only the orbital coefficients and not their complex conjugates is sufficient to allow a rigorous proof that the number of h-HF states for two-electron systems is constant for all molecular structures.\textsuperscript{23,51}

As a complex-analytic extension to the real HF energy, the operator form of the holomorphic energy function remains the same as the conventional HF energy function (1a), and can still be written in terms of the one-electron integrals $h_{\mu\nu}$, and the self-consistent integrals $j_{\mu\nu}$ and $k_{\mu\nu}$ representing the Coulomb interaction and the exact exchange term respectively. Furthermore, the holomorphic electron density matrix $\tilde{P}^{\mu\nu}$ can be considered as a complex-analytic extension of the real density matrix, although the holomorphic density matrix is complex-symmetric rather than Hermitian.\textsuperscript{23}

In analogy to h-HF theory, we expect that the holomorphic DFT (h-DFT) energy in the Kohn–Sham formalism should also form a complex-analytic function of only the orbital coefficients (and not their complex conjugates) to ensure that its stationary states never disappear. However, the form of the DFT exchange-correlation functional is not known \textit{a priori} and the exchange-correlation functional is not necessarily a pure polynomial of the MO coefficients. Instead, we retain the DFT tradition of focussing on the electron density and define the holomorphic electron density $\tilde{\rho}(r)$. We require this holomorphic electron density to depend on only the orbital coefficients $\{c_{i\mu}^\nu\}$ and not their complex-
conjugates by defining $\tilde{\rho}(r)$ as

$$\tilde{\rho}(r) = \sum_{\mu}^{N/2} \left( \sum_{i}^{m} \chi_{\mu}(r)c_{i}^{\mu} \right) \left( \sum_{\nu}^{c_{i}^{\nu}} \chi_{\nu}(r) \right)$$

$$= \sum_{\mu\nu}^{m} \tilde{\rho}_{\mu\nu}^{\nu} \chi_{\mu}(r) \chi_{\nu}(r),$$

where the holomorphic density matrix, $\tilde{\rho}_{\mu\nu}^{\nu}$, is given by Eq. (7).

A. Holomorphic Density Fitting

Following the initial h-HF investigation, we first attempt to identify h-DFT solutions by analytically solving the h-DFT equations. Since exchange-correlation functionals used in DFT often contain fractional exponents of the electron density, we retain a complex-analytic polynomial form by introducing density fitting methods. For the specific case of the LDA exchange energy functional $E_{X}^{\text{LDA}}$, given by

$$E_{X}^{\text{LDA}}[\rho] = -\frac{3}{4} \left( \frac{3}{\pi} \right)^{\frac{1}{2}} \int \rho^{\frac{3}{4}}(r) \ d^{3}r,$$

we express the holomorphic cubed-root electron density $\tilde{\rho}(r)^{\frac{1}{3}}$ in a polynomial form as

$$\tilde{\rho}(r)^{\frac{1}{3}} = \sum_{a}^{\infty} f_{a}^{\rho_{a}}(r)$$

where the density-fitting basis functions, $\xi_{a}(r)$, are different to the AO basis. The holomorphic LDA exchange functional $E_{X}^{\text{LDA}}$ is then expressed as

$$E_{X}^{\text{LDA}}[\tilde{\rho}^{\frac{3}{4}}] = -\frac{3}{4} \left( \frac{3}{\pi} \right)^{\frac{1}{2}} \int \left( \sum_{a}^{\infty} f_{a}^{\rho_{a}}(r) \right)^{4} \ d^{3}r$$

leading to a fourth-order polynomial in the new coefficient set $\{ f_{a}^{\rho} \}$. The expansion (11) now allows the holomorphic DFT energy $E_{X}$ to be expressed as a complex-analytic polynomial of the MO coefficients $\{ c_{i}^{\mu} \}$ and the cubed-root electron-density expansion coefficients $\{ f_{a}^{\rho} \}$. We therefore expect that this polynomial energy functional will enable complex-analytic continuations of SCF states in a combined HF and DFT framework to be identified beyond the points where real SCF states coalesce and disappear, and our current implementation is described in Appendix A.

The most famous example of SCF states coalescing occurs in the bond dissociation of H$_{2}$, as shown for the conventional restricted HF and LDA-DFT methods using the minimal STO-3G basis in Figure 4. A total of $n = 4$ stationary SCF states can be identified at large bond lengths, labelled by their molecular structure as $\sigma_{g}^{2}$, $\sigma_{u}^{2}$ and the two degenerate ionic configurations H$^{+}$..H$^{+}$. In both LDA-DFT and HF, the $\sigma_{g}^{2}$ and H$^{+}$..H$^{+}$ states coalesce as the bond length is shortened. The relative behaviour of the SCF states is the same for both LDA-DFT and HF, with the energy ordering and degeneracies of each state unchanged. However, the absolute LDA-DFT energies, and therefore the location of the coalescence point, are shifted compared to the HF energies. In HF theory, this coalescence point occurs at approximately 1.15 Å, whereas in LDA-DFT it is located at approximately 0.87 Å.

FIG. 4: Real contribution to the (holomorphic) electronic SCF energies of H$_{2}$ along the bond dissociation coordinate using restricted HF theory (solid line) and restricted LDA-DFT (dashed line). The dark green dashed lines correspond to holomorphic LDA states which are obtained by tracing from holomorphic HF theory at the indicated points ($R = 0.70$ Å and $R = 1.10$ Å).

The closed-shell SCF wave function for H$_{2}$ contains only one doubly occupied spatial orbital $\phi(r)$ which can be expanded in terms of the (real orthogonal) MO basis using the rotation angle $\theta$ as

$$\phi(r) = \sigma_{g}(r) \cos \theta + \sigma_{u}(r) \sin \theta$$

The coalescence of states of H$_{2}$ for a linear interpolation between HF and LDA-DFT can be visualised by parametrising the SCF energy surface in terms of the exchange-correlation scaling $q$ and the orbital rotation angle $\theta$, as shown in Figure 5. For a given scaling $q$ or bond length $R$, the number of real SCF states corresponds to the number of stationary points with respect to $\theta$. As expected, there are four stationary points for both HF and LDA-DFT at large bond lengths (Figure 5a), and only two stationary points at the equilibrium geometry while the ionic solutions having vanished at the coalescence point (Figure 5c).
FIG. 5: SCF energy as a function of the rotation angle $\theta$ between the symmetry orbitals $\sigma_g$ and $\sigma_u$ and the scaling parameter $q$ between HF theory and LDA-DFT as described in Eq. (3). (a) At a bond length of $R = 4.00 \text{ Å}$, all four SCF solutions can be identified. (b) At a bond length of $R = 1.10 \text{ Å}$, between the coalescence points of HF and LDA-DFT, the ionic states appear in the LDA-DFT limit ($q = 1$) but have already coalesced in a HF framework ($q = 0$). (c) In the equilibrium regime at a bond length of $R = 0.75 \text{ Å}$, only two stationary points are observed and the ionic SCF states have vanished in both LDA-DFT and HF.

The bonding $\sigma_g^2$ and anti-bonding $\sigma_u^2$ states can be identified for all bond lengths in both HF and LDA-DFT. In contrast, between the HF and LDA-DFT Coulson–Fischer points, the ionic states that have disappeared in the HF framework reappear in the LDA-DFT one (Figure 5b). This observation is surprising since it is the opposite scenario to the model electron transfer, where the symmetry-broken SCF states existed in the HF case but not LDA-DFT. We believe that different types of SCF symmetry breaking (e.g., singlet or triplet instabilities) may have distinct coalescence patterns upon scaling between HF and DFT, in turn suggesting fundamental differences in the types of symmetry breaking using various functionals. At bond lengths shorter than the coalescence point, it is known that h-HF solutions continue to exist with complex-valued orbital coefficients. We expect our analytic h-DFT approximation to allow both real- and complex-valued h-HF stationary states to be mapped onto the h-LDA states.

Like h-HF theory, we require the density-fitting h-DFT energy to retain the conventional (real) SCF solutions when they exist. To verify our h-DFT approach, we therefore applied the density-fitting method to study paths between the SCF states that are real in both HF and LDA-DFT. We rewrite the nuclear-attraction energy $E_{\text{nuc}}$ in terms of the density-fitting basis to ensure that the HF energy is also dependent on the fitting parameters $f$, allowing us to continuously link holomorphic HF theory and DFT. Comparing the electronic energies for the $\sigma_g^2$ and $\sigma_u^2$ states from the holomorphic density fitting and a reference calculation using Q-CHEM5.2,67 demonstrates a sub-mEh agreement for both HF and LDA-DFT calculations, as shown at $R = 6.35 \text{ Å}$ in Table I. However, although H$_2$ has exactly four true h-RHF solutions using a minimal basis,23 solving for all RHF states in the density-fitting implementation leads to more than four solutions. Many of these solutions have the same energies as the exact h-HF solutions, and we believe that the additional solutions arise from implicitly allowing different cubed-roots of the electron density. Clearly only the real cube-root of the electron density provides a physical solution since the additional SCF solutions using the density-fitting equations do not link to the real-valued HF energies where they exist. We therefore believe that these additional solutions are mathematical artefacts, and safely be ignored.

| $E(\sigma_g^2)$ | $E(\sigma_u^2)$ |
|----------------|----------------|
| HF ($q = 0.0$) | -0.587464 | -0.241891 |
| Reference (Q-CHEM) | -0.587531 | -0.241891 |
| LDA-DFT ($q = 1.0$) | -0.685653 | -0.131509 |
| Reference (Q-CHEM) | -0.685748 | -0.131498 |

**TABLE I:** HF and LDA-DFT energies of the conventional SCF states computed using the holomorphic density fitting approach and a reference calculation using Q-CHEM 5.2,67 are found to agree with sub-mE$_h$ accuracy at $R = 6.35 \text{ Å}$. All energies are given in atomic units of Hartrees (E$_h$).

Beyond the coalescence point in HF theory, we can al-
FIG. 6: Real (a) and imaginary (b) components of the holomorphic electron density $\tilde{\rho}(r)$ of the h-SCF state for different scaling factors $q$ at a bond length of $R = 0.70 \text{ Å}$. Real (c) and imaginary (d) components of the holomorphic electron density $\tilde{\rho}(r)$ of the ionic state h-SCF for different scaling factors $q$ at a bond length of $R = 1.10 \text{ Å}$. Real (e) and imaginary (f) components of the holomorphic electron density $\tilde{\rho}(r)$ of the h-RHF state at a bond length of $R = 1.10 \text{ Å}$ calculated from the AO basis $|\Psi\rangle$ (solid line) and the density fitting basis $|\xi\rangle$ (dashed line).

ways successfully identify the complex h-HF extension of the ionic state using the density fitting method. In principle, the holomorphic density-fitting method therefore allows both real and holomorphic SCF states to be continuously mapped from HF theory to LDA-DFT. In practice, however, the success of the density fitting depends strongly on the size and choice of the density fitting basis.

To identify LDA extensions of the h-HF state, we first traced the h-HF solution using the density fitting across at $0.70 \text{ Å}$, where we expect the complex h-HF state to evolve continuously into the complex h-LDA solution. While there are three degenerate density-fitting solutions in the h-HF framework that provide a real holomorphic energy which matches with the conventional h-HF implementation, only one of these solutions retains a meaningful holomorphic energy when traced along to h-LDA-DFT, corresponding to the correct cube-root density. Tracking the holomorphic ionic state from HF to LDA-DFT by relaxing the wave function at each scaling value, we find that the MO coefficients, and in turn the holomorphic electron density $\tilde{\rho}(r)$, do not
change significantly between the two functionals, as shown in Figures 6a and 6b. Within the h-LDA-DFT framework, we then traced this solution along bond dissociation coordinate, giving the binding curve shown in Figure 4. Surprisingly, the energy of this state did not converge onto the energy of the conventional ionic LDA-state at the coalescence point \( R = 0.87 \text{Å} \), as would be expected for a complex-analytic extension of the real ionic state.

To understand this effect, we then tracked the h-HF solution from HF to LDA at a bond length between the coalescence points of the two potentials \( R = 1.10 \text{Å} \), where the ionic state has already coalesced in HF theory but remains a real stationary point in the LDA-DFT framework. For this bond length, there is a large rearrangement in the holomorphic electron density and, contrary to what we expect, we recover a complex-valued holomorphic SCF solution in h-LDA-DFT as well. The real part of the holomorphic density (Figure 6c) retains symmetry-broken ionic character in the limit of a LDA-DFT calculation, as expected since the ionic LDA-DFT state has not yet coalesced, but reduces to a more symmetric distribution in the HF case. The imaginary component of the holomorphic electron density \( \tilde{\rho}(r) \) however remains non-zero when tracking the holomorphic SCF state from HF to LDA-DFT, even though the ionic states exist in LDA-DFT (Figure 6d). This state also yields a complex-valued holomorphic energy rather than recovering the real-valued ionic LDA-DFT energy that would be expected. Moreover, its energy and electron density do not match the h-LDA state traced from shorter bond lengths, and following this new solution along the binding curve reveals that it also does not converge onto the real LDA ionic state (see Figure 4).

Clearly, the density fitting method is capable of yielding complex h-LDA states, but we have not been able to find a unique solution that corresponds to a complex-analytic extension of the real ionic state. The current density-fitting implementation’s failure to recover the holomorphic ionic state can be attributed to the fitting quality for the h-HF electron density. Figures 6e and 6f compare the real and imaginary part of the holomorphic electron density calculated using the MO coefficients and the density-fitting coefficients. Both real and imaginary parts are not fitted particularly well using the Gaussian-like fitting basis, indicating a need for a larger fitting basis, potentially with a different functional form. While the density-fitting approach is conceptually exact, and recovers the desired polynomial electronic energy functional, it is too numerically challenging to apply in practice.

### B. Holomorphic Kohn–Sham Theory

To overcome the numerical issues of the density fitting approach, we also considered a naïve implementation of h-DFT by removing any complex conjugation of the MO coefficients from the SCF energy function. Following the philosophy of Ref. 22, we simply defined the h-LDA functional using the holomorphic density defined in Eq. (7). The corresponding restricted SCF energy surfaces can then be visualised as a function of the complex rotation angle \( \theta \) that defines the single occupied orbital Eq. (13), as shown in Figure 7. We find a remarkable similarity between the topology of the h-HF and h-LDA energy surfaces for all complex values of \( \theta \). The number of stationary points is the same for both potentials, with two solutions along the real axis corresponding to the \( \sigma_2^+ \) and \( \sigma_2^- \) states, and two stationary points with complex-valued orbitals. These complex-valued stationary points correspond to the holomorphic extensions of the ionic SCF states, confirming that complex holomorphic extensions can also be identified for solutions that disappear using the LDA functional.

Analogously to the HF case, the complex h-LDA solutions occur along a line of strictly real energies defined by \( \theta = \frac{\pi}{2} + \theta_i \), for \( \theta_i \in \mathbb{R} \) (red dashed line in Figure 7). In HF theory, this line has recently been shown to correspond with the conservation of parity-time symmetry in the molecular wave function, providing a weaker condition than Hermiticity for ensuring real electronic energies. Our observations therefore provide the first evidence of parity-time symmetry in the DFT framework, paving the way for novel applications of this new symmetry across single-particle approximations.

Encouraged by the existence of complex stationary points on the h-LDA energy surface, we implemented a holomorphic KS (h-KS) approach to iteratively identify h-DFT solutions. Following the original h-HF SCF approach, the closed-shell holomorphic Fock matrix for the LDA functional is defined as

\[
\tilde{F}_{\mu\nu} = h_{\mu\nu} + j_{\mu\nu} + \tilde{F}^{\text{LDA}}_{\mu\nu},
\]

where the exchange-correlation contribution\(^{69} \) to the Fock matrix \( \tilde{F}^{\text{LDA}}_{\mu\nu} \) is defined in terms of the holomorphic density as

\[
\tilde{F}^{\text{LDA}}_{\mu\nu} = -\left(\frac{6}{\pi}\right)^{\frac{1}{2}} \int \tilde{\rho}(r) \frac{1}{r} d^3r.
\]

The h-KS algorithm then proceeds in a analogous manner to the h-HF approach, with new occupied orbitals on each iteration selected using a complex-symmetric extension of the maximum overlap method, and convergence accelerated using the DIIS (direct inversion in the iterative subspace) extrapolation scheme. This approach can be trivially extended to a spin-unrestricted formalism by defining \( \alpha \) and \( \beta \) Fock matrices in terms of the corresponding \( \alpha \) and \( \beta \) holomorphic densities. The use of the complex-symmetric holomorphic density matrix is closely related to non-Hermitian extensions of KS-DFT developed to describe metastable resonance
states,\textsuperscript{71} although here we do not introduce any complex absorbing potential.

Taking initial guesses for the optimal orbital coefficients from the h-LDA energy surfaces in Figure 7, we have identified a total of four self-consistent h-RKS solutions at $R = 0.70$ Å. Two of these solutions have real orbital coefficients, corresponding to the $\sigma^2_g$ and $\sigma^2_u$ solutions, while the remaining two have complex-valued orbital coefficients and occur as the h-RKS complex conjugate pair. In addition, we identified a further four holomorphic unrestricted KS (h-UKS) solutions, including two with complex-valued orbital coefficients that correspond to the h-UHF states seen in previous studies.\textsuperscript{22} All eight solutions can then be traced along the full binding curve by using the converged coefficients at one geometry as the initial guess at the next geometry, as shown in Figure 8. Numerical values for the orbital coefficients and h-LDA energies of each stationary point at bond lengths of $R = 0.70$, 1.10, and 4.00 Å are available in the Supporting Information. Crucially, we find that the h-RKS and h-UKS solutions emerge from the coalescence points at which the real symmetry-broken ionic (sb-RKS) or diradical (sb-UKS) solutions disappear respectively. These self-consistent h-KS solutions therefore provide the rigorous complex-analytic extensions of real KS solutions that disappear as the molecular structure changes.

The iterative h-KS approach now allows the evolution of all h-HF solutions into the h-LDA functional to be directly visualised. The corresponding closed-shell

![Graph](image-url)
density for the holomorphic ionic state is illustrated at bond lengths of 0.70 and 1.10 Å in Figure 9. At the intermediate bond length 1.10 Å between the two coalescence points, there is now a clear evolution from the complex-valued h-HF density to the real-valued ionic KS-LDA density, confirming that the two solutions are linked across the SCF approximation. Comparing Figures 6 and 9 demonstrates that the h-RKS solutions at both 0.70 and 1.10 Å show a more pronounced relaxation of the holomorphic density between HF and LDA than the density-fitting. This greater relaxation is to be expected if the density-fitting basis is not large enough to adequately fit the true holomorphic density, as described in Section III A.

The rigorous map between multiple HF and DFT solutions finally allows us to understand how the change in exchange-correlation potential affects the existence of symmetry-broken SCF solutions in H$_2$. In particular, the coalescence point for the unrestricted symmetry-broken solution occurs at a longer bond length in LDA than HF, in contrast to the coalescence for symmetry-broken ionic solution that disappears at a shorter bond length in LDA than HF. This observation suggests that the LDA exchange-correlation functional disfavours the spin-symmetry breaking of the low-energy unrestricted solution, in line with our previous conclusions in the model electron transfer system (Section II).

IV. CONCLUDING REMARKS

The HF approximation and DFT are often considered as distinct methods in electronic structure. However, both approaches intimately linked through the SCF approximation. While it is well known that the self-consistency of HF theory can yield several optimal solutions, which may correspond to physically distinct electronic states, the existence of multiple DFT solutions is far less understood. Furthermore, to the best our knowledge, direct connections between multiple HF and DFT solutions have never previously been explored.

In this work, we have performed a first investigation into the mapping of multiple SCF solutions between the HF and DFT energy surfaces. Using a model electron transfer system, we have found that the three low-lying HF states representing diabatic electron transfer configurations coalesce onto one DFT state. This single DFT solution appears to be adiabatic in nature and maps continuously onto the lowest energy HF state at any geometry. As the SCF approximation is scaled between HF and DFT, we have shown that the disappearance of two SCF solutions states occurs in an analogous way to the
coalescence of real HF states as the molecular structure changes. Furthermore, we have shown that the coalescence of these SCF states is induced by an overall reduction in the exchange interaction between HF and the corresponding DFT functional, highlighting the effect that this energy contribution has in driving spin-symmetry breaking.

To extend SCF solutions across all molecular structures and exchange-correlation functionals, we have developed two complex-analytic holomorphic extensions that can be applied in both the HF and DFT frameworks. From the conventional electron density. The first approach, based on a density-fitting approximation, allows the DFT energy to be expressed as a complex-analytic polynomial functional and provides a mathematically rigorous extension to h-HF theory for guaranteeing the existence of multiple solutions. However, solving the density-fitting equations relies on the introduction of auxiliary basis sets and appears to suffer from severe numerical challenges. In contrast, the second approach considers a “naive” extension of h-HF theory whereby the KS-DFT equations are self-consistently solved using the complex-symmetric holomorphic density. This h-KS approach requires minimal modifications to a standard KS-DFT implementation, and appears to allow complex-valued holomorphic DFT solutions to be uniquely identified beyond the coalescence points where real DFT solutions coalesce and vanish.

Using the h-DFT method, we have investigated the complete mapping of the closed-shell states in $H_2$ between HF theory and LDA-DFT. By considering both restricted and unrestricted SCF solutions, we have identified fundamental differences in the way that different types of symmetry breaking evolve between HF theory and DFT. In particular, spin-symmetry breaking in the ground-state unrestricted SCF solution appears to be discouraged using the LDA functional, with the coalescence point occurring at a larger bond length than in the HF approximation. On the other hand, spatial-symmetry breaking in the ionic restricted SCF solution occurs at a shorter bond length in the LDA functional. Alongside the model electron transfer model, these results suggest that different types of symmetry breaking are induced by changes in different relative components of the energy, such as the exchange interaction in the spin-symmetry-broken UHF solution.

The nature of multiple DFT solutions, and their relationship to multiple HF states, is only beginning to be understood. Like any single-determinant theory, one of the major deficiencies of DFT is the challenge of accurately describing static correlation effects. Linear expansions of multiple DFT solutions have already been proposed as one extension beyond the single-reference DFT approximation, providing a direct analogy to the construction of multireference NOCI wave functions using multiple HF solutions. Complex-valued h-HF solutions have been essential in the development of continuous NOCI basis sets across all molecular structures, and it is likely that h-DFT solutions will serve a similar purpose for multireference DFT expansions. Furthermore, understanding exactly how the choice of DFT functional affects the existence or coalescence of SCF solutions will be essential if multiple DFT solutions are to be routinely used to interpret chemical processes, and we hope to continue this investigation in future publications.

Finally, it has been suggested that any modern density-functional approximation must, to some extent, include nonlocality in the exchange description, as provided exactly by HF theory. While hybrid functionals achieve this nonlocality by empirically mixing local and nonlocal energy contributions, other density functionals employ range separation or long-range correction. However, the choice of mixing or range is ultimately made by fitting to empirical data. In contrast, we have revealed that the existence of symmetry-broken DFT solutions that include local or nonlocal electron densities is strongly dependent on the relative strengths of the Coulomb and exchange contributions, and is heavily influenced by the choice of exchange-correlation functional. We therefore believe that, by establishing a universal framework of multiple SCF states across all molecular structures or exchange-correlation functionals, the h-DFT approach will provide an entirely new approach for identifying the “ideal” combination of locality and nonlocality in DFT functionals through a theoretically justified, rather than empirical, foundation.
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Numerical results for the h-RKS solutions of $H_2$ using the minimal STO-3G basis set at bond lengths of 4.00, 1.10, and 0.70 Å.

Appendix A: Implementation of Holomorphic Density Fitting

The holomorphic DFT as presented here relies on the method of density-fitting. This requires the introduction of an additional basis set for fitting the density, with basis functions $\tilde{z}_a(r)$ and density-fitting coefficients $\{f^a\}$. Due to the form of the LDA exchange functional, it is helpful to fit the cube-root of the density to retain sets of polynomial equations, rather than the density itself,
giving
\[ \tilde{\rho}(r) = \sum_{\alpha} f^{\alpha}_a(r). \]  
(A1)

Following the form of the Kohn–Sham energy, the holomorphic Kohn–Sham energy is given by
\[ E^{KS}(\tilde{\rho}) = \tilde{T}_S[\tilde{\rho}] + \tilde{E}_{\text{eN}}[\tilde{\rho}] + \tilde{E}_1[\tilde{\rho}] + \tilde{E}_{\text{XC}}[\tilde{\rho}], \]  
(A2)

consisting of non-interacting kinetic, electron-nuclear, and electron-electron Coulomb and exchange-correlation terms respectively. The holomorphic form of the latter three is identical to the conventional expressions, merely substituting the holomorphic density \( \tilde{\rho} \), giving that, together with Eq. (A3), fully determines the set of density-fitting coefficients.

The non-interacting kinetic energy, \( \tilde{T}_S \), however, cannot be expressed polynomially in terms of the DF coefficients, because it depends explicitly upon MO coefficients, \( \{ c^\mu_i \} \) of the occupied Kohn–Sham orbitals, and only implicitly depends on the holomorphic electron density \( \tilde{\rho} \). In a two-electron system using a doubly-occupied orbital, the non-interacting kinetic energy can be expressed exactly in terms of the density as \( \frac{1}{8} \int \frac{|\nabla \rho|^2}{\rho} d^3r \), but this form is not amenable to a polynomial form.

We therefore express the holomorphic electronic energy as a function of both the MO coefficients \( \{ c^\mu_i \} \) and the set of density-fitting coefficients \( \{ f^\alpha \} \). We constrain these coefficients by attempting to equate the holomorphic density derived from the density-fitting with that derived from the MO coefficients. This constraint defines a unique relation between the two expansion sets given by
\[ \sum_{\mu \nu} c^\mu_1 c^\nu_1 \chi_\mu(r) \chi_\nu(r) = \sum_{a \beta \gamma} f^a \tilde{f}^\beta f^\gamma \xi_a(r) \tilde{\xi}_\beta(r) \tilde{\xi}_\gamma(r). \]  
(A3)

In addition, we equate the total derivative of the density with respect to one MO coefficient to derive the additional relation
\[ \frac{d}{dc^\mu_1} \sum_{\mu} c^\mu_1 \chi_\mu(r) \chi_\nu(r) = \frac{d}{dc^\mu_1} \sum_{\mu} f^a \tilde{f}^\beta f^\gamma \xi_a(r) \tilde{\xi}_\beta(r) \tilde{\xi}_\gamma(r), \]  
(A4)

that, together with Eq. (A3), fully determines the set of density-fitting coefficients.

To illustrate our approach, consider a two-electron system where the electronic energy is described in terms of both sets of coefficients as \( \tilde{E}(\{ c^\mu_1 \}, \{ f^\alpha \}) \). The lower index of \( c \) is restricted to 1 as there is only one doubly-occupied orbital. The cube-root density given by \( \tilde{\rho}(r) \) and the occupied orbital is defined as \( \phi(r) = \sum_{\mu} c^\mu_1 \chi_\mu(r) \). The polynomial system of equations required to describe the self-consistent field therefore contains \( n + m \) unknowns, and thus identifying a self-consistent solution requires \( n + m \) relations.

To set up the determined polynomial system, we derive the set of equations required for this two-electron, one-orbital system using two AO basis functions. The set of MO coefficients is given explicitly by \( \{ c^\mu_1 \} = \{ c^1_{\alpha}, c^2_{\alpha} \} \). The stationary condition if the holomorphic energy is then given by the vanishing derivatives,
\[ \frac{dE(\{ c^\mu_1 \}, \{ f^\alpha \})}{dc^\mu_1} = 0, \]  
(A5)

and the normalization of the orbital leads to the constraint
\[ \sum_{\mu \nu} c^\mu_1 S_{\mu \nu} c^\nu_1 = 1, \]  
(A6)

where \( S_{\mu \nu} = \langle \chi_\mu | \chi_\nu \rangle \) is the AO overlap matrix. The implicit relationship between the two MO coefficients defined by Eq. (A6) allows stationary points to be identified with the total derivative of the energy with respect to only one orbital coefficient, as given by Eq. (A5). Furthermore, the derivatives with respect to the density-fitting coefficients can be derived by exploiting the relationships (A3) and (A4).

Due to the incompleteness of the density-fitting basis, it may not always be possible to satisfy Eq. (A3). Therefore, to solve (A3) and (A4), they are projected onto another auxiliary basis \( |\tau_r \rangle \) defined as
\[ |\tau_r \rangle = \{ \tau_1(r), ..., \tau_l(r) \} \]  
(A7)

where the size \( l \) of the basis \( |\tau_r \rangle \) is defined as \( l = n + m - 2 \) for a one-orbital two-electron system.

The projection of relations (A3) and (A4) onto the \( \lambda \)th basis function \( |\tau_1 \rangle \) leads to
\[ \sum_{\mu \nu} c^\mu_1 c^\nu_1 (\langle \tau_\lambda | \chi_\mu \rangle \chi_\nu) = \sum_{a \beta \gamma} f^a \tilde{f}^\beta f^\gamma (\langle \tau_\lambda | \xi_a \tilde{\chi}_\beta \tilde{\chi}_\gamma \rangle) \]  
(A8)

and
\[ \frac{d}{dc^\mu_1} \sum_{\mu \nu} c^\mu_1 (\langle \tau_\lambda | \chi_\mu \rangle \chi_\nu) = \frac{d}{dc^\mu_1} \sum_{a \beta \gamma} f^a \tilde{f}^\beta f^\gamma (\langle \tau_\lambda | \xi_a \tilde{\chi}_\beta \tilde{\chi}_\gamma \rangle). \]  
(A9)

Finally, the basis functions \( \tilde{\xi}(r) \) of the density-fitting expansion and the auxiliary basis \( \tau(r) \) are defined in relation to the atomic-orbital basis set \( \chi(r) \). For the investigated example of LDA-DFT, a possible choice of the density-fitting basis \( \tilde{\xi}(r) \) in relation to the AO basis \( \chi(r) \) is \( \tilde{\xi}(r) = \chi^{2/3}(r) \), with a suitable normalisation factor to ensure \( \langle \tau_1 | \tilde{\xi}_1 \tilde{\xi}_2 \rangle = 1 \). The projection basis \( \tau(r) \) can then be chosen such that \( \tau(r) = \chi^2(r) \).
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