Cancer classification using entropy analysis in fractional Fourier domain of gene expression profile
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ABSTRACT
The vast advancement in the field of DNA microarrays has enabled researchers to simultaneously analyse the expression levels of thousands of genes on a single microarray chip. Several data-mining methods have been applied in studying the gene expression profiles to distinguish between various sub-types of cancer and types of other diseases. However, accurate diagnosis of cancer sub-types remains a challenge. The gene-by-gene-based approaches are likely to produce chance correlations owing to the high-dimensional nature of the microarray experiments, and the fact that biological phenomena are constantly cyclical and rhythmic. Gene expression is highly regulated and correlations exist between the expressions of different genes; therefore, the cooperativity of genes must be taken into consideration to capture the inherent characteristics of the genome. The present method utilized fractional Fourier transform (FRFT) and entropy-based techniques to extract representative features of the gene expression profile (GEP) and conduct tumour classification using the support vector machine (SVM). The algorithm was tested using four different data-sets. The experimental results reveal that this algorithm has the ability to classify cancers into various types and sub-types with high accuracy.

Introduction
Classification of microarray gene expression data has become an important topic of research in bioinformatics owing to its potential in aiding medical diagnosis. An increasing number of new classification, prediction and clustering techniques are being used for the analysis of data based on the nature of small-sized samples and the high-dimensional feature of gene expression data [1–4]. In 2015, Nguyen et al. [5] used Hidden Markov models to classify a diffuse large B-cell lymphoma data-set (DLBCL), leukaemia data-set, colon data-set and prostate data-set. The rate of accuracy of these tests was found to be 98.83%, 98.26%, 89.11% and 92.01%, respectively [5]. In 2016, Ghadiri et al. [6] used a method that combined linear discriminant analysis (LDL) and partial least squares (PLS) to classify lung cancer, and the rate of accuracy obtained was over 94.5%. Most of the methods in tumour classification research, such as the gene-by-gene-based approach, ignore the cooperativity of genes [7]. However, gene expression is a highly regulated phenomenon; therefore, it is important to acquire significant genetic characteristics on a genome-wide scale.

This study combined the fractional Fourier transform (FRFT) and entropy-based technique to analyse the gene expression profile (GEP). First, the raw data were transformed into a special fractional Fourier domain with a selected order of FRFT, which had been verified for suitable the pattern recognitions of biological signals as well as for reducing noise [8]. Next, FRFT was combined with an entropy-based method, which could extract inherent genetic features on a genome-wide scale. Finally, tumour classification was performed using the support vector machine (SVM). This method offers a number of advantages; for example, this algorithm has the ability to classify cancers into various sub-types with high accuracy and reflect the inherent relativity of gene networks.

Materials and methods
GEP can be treated as a set of non-stationary physiological signals, referring to the inherent structure of genomes in cancerous or healthy individuals [9]. Mathematically, let $X = (x_1, x_2, \ldots, x_n)$ be a set of genes and $G = \{g_1, g_2, \ldots, g_n\}$ be a set of samples. The corresponding gene expression matrix named GEP can be expressed as $X = (x_{ij})_{m \times n}$, where each row represents a sample for tumour diagnosis and each column represents a gene from a different sample. The numerical
value of $x_{ij}$ denotes the expression level of a specific gene $j (j = 1, 2, \ldots, n)$ of a particular sample $i (i = 1, 2, \ldots, m)$ [10]. On a physiological standpoint, there exists a wide cooperation between genes; in addition, a vast number of excess genes also exist, which are not related to other genes. In other words, there are messy ‘noises’ in the form of signals in the GEP [11]. Obviously, FRFT can analyse a signal on a genome-wide scale, which has been demonstrated to be more appropriate for feature extraction and noise suppression in non-stationary signal processing, specifically in case of physiological signals [8].

**Fractional Fourier transform**

The fractional Fourier transform (FRFT) is a generalized form of the ordinary Fourier transform [8]. FRFT is a linear operator as defined previously [12–15].

$$f_p(u) = \int_{-\infty}^{+\infty} f(t)K_p(t, u)\, dt$$  \hspace{1cm} (1)

With $K_p(t, u)$ representing the kernel function defined as

$$K_p(t, u) = \begin{cases} A_u \exp[j\pi (u^2 \cot \alpha - 2ut \csc \alpha + t^2 \cot \alpha)], \alpha \neq n\pi \\ \delta(u - t), \alpha = 2n\pi \\ \delta(u + t), \alpha = (2n \pm 1)\pi \end{cases}$$

and $A_u = \exp[-j\pi \text{sgn}(\sin \alpha)/\alpha + j\alpha/2], \alpha = \frac{\alpha\pi}{2}, n$ is an integer; $\delta(t)$ represents the Dirac function. For $\alpha = 2\pi + \pi/2$, the FRFT translates into the conventional Fourier transform. Any intermediate value of $\alpha (0 < \alpha < \pi/2)$ produces a rotated time-frequency representation of the signal [16,17].

**Entropy-based method**

In thermodynamics, entropy [18] is a measure of disorder. The entropy method is a kind of objective weighting method; it calculates the weight of indexes by entropy.

Subjective fixed-weight methods such as the Delphi method are usually used when determining weights of indexes [19,20]. Such methods could lead to subjective deviations. The entropy weight method is an objective fixed-weight method, which utilizes the quantity of information to determine the weight of an index of interest. Such methods are based on the nature of indexes to determine their weights, which could eliminate subjective deviations and ensure that the results are more concurrent with the facts. In this study, the entropy weight method was used to calculate the weight of the amplitude of the FRFT coefficient, which is calculated as follows [21].

First, assuming there are $i$ samples and $j$ FRFT coefficients, $x_{ij}$ is the $j$th amplitude of FRFT coefficient in the $i$th sample. In order to eliminate the influence of the coefficient, it is essential to normalize the value of the gene by relative optimum membership degree, because the index in different dimensions is incommensurable. To the benefit of the FRFT coefficient, the attribute value of the $j$th FRFT coefficient in the $i$th sample can be transformed by Equation (2).

$$t_{ij}' = \frac{x_{ij}}{\max x_{ij}}, (i = 1, \ldots, m; j = 1, \ldots, n)$$  \hspace{1cm} (2)

To the cost FRFT coefficient, the attribute value of the $j$th FRFT coefficient in the $i$th sample can be transformed by Equation (3).

$$t_{ij}' = \frac{\min x_{ij}}{x_{ij}}, \min x_{ij} \neq 0, (i = 1, \ldots, m; j = 1, \ldots, n)$$  \hspace{1cm} (3)

After normalization of the value of the FRFT coefficient, the standardized FRFT coefficient matrix can be obtained as $R = [r_{ij}]_{m \times n}$.

Second, the entropy of the $j$th FRFT coefficient is determined by Equation (4) according to the definition

$$H_j = -\sum_{i=1}^{m} \frac{f_{ij} \ln f_{ij}}{\ln m}, (i = 1, \ldots, m; j = 1, \ldots, n)$$  \hspace{1cm} (4)

$$f_{ij} = \frac{t_{ij}'}{\sum_{j=1}^{m} t_{ij}'}, (i = 1, \ldots, m; j = 1, \ldots, n)$$  \hspace{1cm} (5)

Finally, the entropy weight of the $j$th FRFT coefficient is determined by Equation (6).

$$w_j = \frac{1 - H_j}{n - \sum_{j=1}^{n} H_j}, \sum_{j=1}^{n} w_j = 1, (j = 1, \ldots, n)$$  \hspace{1cm} (6)

The entropy weight reflects the quantity of useful information of the FRFT coefficient in information theory. Therefore, the higher the entropy weight of the FRFT coefficient is, the more useful the information of the FRFT coefficient is, and vice versa.

**Description of the tumour classification algorithm**

The algorithm model is represented as follows:

Step 1. Each row of the GEPX ($i = 1, 2, \ldots, m$) is transformed into an FRFT domain as $x^i (i = 1, 2, \ldots, m)$; each row represents the genes of one sample.
Step 2. Because the global-scale features could be accurately correlated with the whole genome, the amplitude values of \( x^a_i \) \((i = 1, 2, \ldots, m)\) are treated as a new data-set \( a_i \) \((i = 1, 2, \ldots, m)\) for feature selection with the entropy method.

Step 3. The value of the FRFT coefficient is normalized by Equation (2).

Step 4. The entropy of the FRFT coefficient is calculated by Equation (4).

Step 5. The entropy weight of the FRFT coefficient is calculated by Equation (6).

Step 6. The 300 top-ranked FRFT coefficients set by the entropy weight are chosen.

Step 7. The new matrix of 300 FRFT coefficients obtained from the entropy-based method is classified using the four-fold cross-validation method by the SVM [5,22–25].

Step 8. Steps 1–7 are repeated by varying the parameter \( \alpha \) until the best result is found.

Results and discussion

Data-sets

Four public microarray data-sets were used to test this algorithm.

Leukaemia data

The leukemia data-set, obtained from the Massachusetts Institute of Technology (MIT) database, contained 7129 gene expression levels of 72 samples. Two variants of leukemia existed in the samples: AML (Acute Myeloid Leukemia), 25 samples; and ALL (Acute Lymphoblastic Leukemia), 47 samples.

Colon cancer data

This data-set, obtained from the Princeton University database, contained 22 normal and 40 tumorous colon tissue samples. Only 2000 genes of the highest minimal intensity were selected [26]. The data were pre-processed by logarithmic computation and standardization.

Gastric cancer data

This data-set, obtained from the CODEBUS database, contained 20 normal and 20 gastric cancer tissue samples. Only 1519 genes with the highest minimal intensity were selected.

Breast cancer data

This data-set, obtained from the University of California at Irvine (UCI) database, contained 45 normal and 41 breast cancer tissue samples. Only 7129 genes of the highest minimal intensity were selected [27].

Experimental results

In the experiments, the optimal order of FRFT varied from 0 to 1. Figures 1 and 2 show the performance of the optimal order of FRFT in the range from 0 to 1 with a step of 0.05. The four-fold cross-validation method was employed to make the results more credible. Figure 1 indicates that the cross-validation accuracy of the leukemia data-set is the best when the optimal order is 0.1, 0.65 and 0.95; the cross-validation accuracy of the gastric data-set is the best when the optimal order is 0.35; the cross-validation accuracy of the colon data-set is the best when the optimal order is 0.8; and the cross validation accuracy of the breast data-set is the best when the optimal order is 0.05, 0.2, 0.45 and 0.5.

Next, the best accuracy was sorted into Table 1 as follows.

By setting the optimal order of FRFT to the best result, the sensitivity, specificity, accuracy and Youden’s index was calculated. Table 2 shows the sensitivity, specificity, accuracy, and Youden’s index of these four data-sets.
which confirmed that the result of this algorithm is credible and has a high accuracy.

Compared with other studies, this method can recognize different types of gene spectrum data more quickly and maintain a high accuracy. Moreover, the results indicate that genes function as a network is connected to the multistability feature of tumour tissues [28]. The estimation of an optimal order for each tumour data-set is still at an experimental stage, owing to lack of prior knowledge from certain strict mathematical theories. However, the optimal order might be a significant potential indicator for measuring the correlations among genes, which could be validated from the distinct best orders, as observed in the 4 validation sets of our study.

Conclusions

A method for tumour detection and classification, mainly based on FRFT and entropy, was proposed in this paper. FRFT is more useful in correlation and collaborative analysis of data. This method extracts the feature of data in whole sequence not, not in a single part or segment. The multistability feature can be extracted. The experimental results proved that this method could achieve high accuracy in tumour classification.
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