Statistical physics of unsupervised learning with prior knowledge in neural networks
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Integrating sensory inputs with prior beliefs from past experiences in unsupervised learning is a common and fundamental characteristic of brain or artificial neural computation. However, a quantitative role of prior knowledge in unsupervised learning remains unclear, prohibiting a scientific understanding of unsupervised learning. Here, we propose a statistical physics model of unsupervised learning with prior knowledge, revealing that the sensory inputs drive a series of continuous phase transitions related to spontaneous intrinsic-symmetry breaking. The intrinsic symmetry includes both reverse symmetry and permutation symmetry, commonly observed in most artificial neural networks. Compared to the prior-free scenario, the prior reduces more strongly the minimal data size triggering the reverse symmetry breaking transition, and moreover, the prior merges, rather than separates, permutation symmetry breaking phases. We claim that the prior can be learned from data samples, which in physics corresponds to a two-parameter Nishimori plane constraint. This work thus reveals mechanisms about the influence of the prior on unsupervised learning.

The sensory cortex in the brain extracts statistical regularities in the environment in an unsupervised way. This kind of learning is called unsupervised learning [1], relying only on raw sensory inputs, thereby thought of as a fundamental function of the sensory cortex [2]. When sensory information is uncertain, a natural way to model the outside world is integrating sensory inputs with internal prior beliefs, in accordance with Bayesian inference. Bayesian theory formalizes how the likelihood function of sensory inputs and the prior statistics can be coherently combined, taking a trade-off between input feature reliability, as encoded in the likelihood function, and the prior distribution [3]. The Bayesian brain hypothesis [4] was widely used to model sensorimotor behavior [5, 6], perceptual decision making [7], object perception in visual cortex [8, 9], and even cognition [10]. Bayesian inference is also a principled computational framework in deep-learning-based machine learning [11–13]. When the prior beliefs are taken into account, the unsupervised learning meets Bayesian inference. Thus incorporating prior beliefs from past experiences into unsupervised learning is a common and fundamental characteristic of the computation in the brain or artificial neural networks. However, current studies mostly focused on neural implementations of the Bayesian inference [11–14], or focused on designing scalable Bayesian learning algorithms for deep networks [12, 13], making a scientific understanding of unsupervised learning with prior knowledge lag far behind its neural implementations or engineering applications.

By asking a minimal data size to trigger learning in a two-layer neural network, namely a restricted Boltzmann machine (RBM) [15], a recent study claimed that sensory inputs (or data streams) are able to drive a series of phase transitions related to broken inherent-symmetries of the model [16]. However, this model does not assume any prior knowledge during learning, therefore the impact of priors on the learning remains unexplained. Whether a learning is data-driven or prior-driven depends highly on feature reliability of sensory inputs. When sensory inputs become highly unreliable, prior knowledge dominates the learning. Otherwise, the data likelihood takes over. A quantitative role of prior knowledge is thus a key to unlock the underpinning of unsupervised learning with priors.

Here, we propose a mean-field model of unsupervised learning with prior knowledge, to provide an analytical argument supporting surprising computational roles of priors. First, the prior knowledge reduces strongly the minimal data (observations) size at which the concept-formation starts, as quantitatively predicted by our model. Second, phase transitions observed in the RBM model of unsupervised learning without priors are significantly reshaped, showing that the prior shifts an intermediate phase observed in the model without priors. Lastly, our theory reveals that the variability in data samples, as encoded by a temperature-like hyper-parameter, as well as the intrinsic correlation between synapses connecting layers of the RBM, can be learned directly from the data. In physics, this corresponds to a two-parameter Nishimori plane, generalizing the original concept of a single-parameter Nishimori line [17]. Therefore, our model provides a precise physical interpretation of unsupervised learning within the Bayesian framework, especially when prior knowledge is explicitly considered.

From a neural network perspective, the interplay between the prior and the likelihood function of data can be captured by synaptic weights. These synaptic weights are modeled by feedforward connections in a RBM [15, 16, 18]. More precisely, the RBM is a two-
layer neural network where there do not exist intra-layer connections. The first layer is called the visible layer, receiving sensory inputs \( (e.g., \text{images}) \), while the second layer is called the hidden layer, where each neuron’s input weights are called the receptive field (RF) of that hidden neuron. In an unsupervised learning task, these synaptic weights are adjusted to encode latent features in the data. The RBM is a universal approximator of any discrete distributions \([19]\), if we assume that both the neural and synaptic states take a binary value \((±1)\). For simplicity, we consider only two hidden neurons. Therefore, the joint activity distribution reads as follows \([20, 21]\),

\[
P(\sigma, h_1, h_2 | \xi^1, \xi^2) = \frac{1}{Z(\xi^1, \xi^2)} e^{\delta q \sum_j h_j \sum_{i \in \partial_j} \xi^i \sigma^i},
\]

where \( \partial j \) denotes neighbors of the node \( j \), \( \sigma \) indicates an \( N \)-dimensional sensory input, \( h_1 \) and \( h_2 \) are the hidden neural activity, an inverse-temperature \( \beta \) characterizes the noise level of the input, the network-size scaling factor ensures that the free energy of the model is an extensive quantity, finally \( \xi^1 \) and \( \xi^2 \) are the receptive fields of the two hidden neurons, respectively. \( Z(\xi^1, \xi^2) \) is the partition function in physics. Another salient feature in this model is that the hidden activity can be marginalized out, which helps the following analysis.

For an unsupervised learning task, one can only have access to raw data, defined by \( D = \{ (\sigma^{(n)}) \}_{n=1}^{M} \). We assume a weak dependence among data samples. The task is to infer the synaptic weights encoding latent features in the data. This is naturally expressed as computing the posterior probability, and thus the Bayes’ rule applies as follows,

\[
P(\xi^1, \xi^2 | D) = \frac{\prod_a P(\sigma^a | \xi^1, \xi^2) \prod_{i=1}^{N} P(0, \xi^1, \xi^2)}{\sum_{\xi^1, \xi^2} P(\sigma^a | \xi^1, \xi^2) \prod_{i=1}^{N} P(0, \xi^1, \xi^2)}
\]

\[
= \frac{1}{\Omega} \prod_a \frac{1}{\cosh(\beta Q)} \cosh \left( \frac{\beta}{\sqrt{N}} \xi^1 \cdot \sigma^a \right)
\]

\[
\times \cosh \left( \frac{\beta}{\sqrt{N}} \xi^2 \cdot \sigma^a \right) \prod_{i=1}^{N} P(0, \xi^1_i, \xi^2_i),
\]

(2)

where \( Q = \frac{1}{N} \sum_i \xi^1_i \xi^2_i \) stemming from \( Z(\xi^1, \xi^2) \simeq 2^N e^{\beta Q} \cosh(\beta Q) \[16\], \( \Omega \) is the partition function for the learning process, and \( P(0, \xi^1, \xi^2) = \frac{1}{4} \delta(\xi^1 - \xi^2) + \frac{1}{4} \delta(\xi^1 + \xi^2) \) specifying the prior knowledge we have about the distribution of synaptic weights. Note that \( q \) determines the correlation level of the two RFs. The prior \( P_0(\xi^1_i, \xi^2_i) \) can be recast into another form of \( P_0(\xi^1_i, \xi^2_i) = e^{b_i \xi^1_i + b_2 \xi^2_i} \) where \( b_i = \tanh^{-1} q \). The unsupervised learning can thus be investigated within a teacher-student scenario. First, we prepare a teacher-type RBM whose synaptic weights are generated from the prior distribution with a prescribed \( q \). Then the data \( D \) is collected from the equilibrium state of the model (Eq. (1)) through Gibbs sampling \([20]\). Finally, a student-type RBM tries to infer the teacher’s RFs only based on the noisy data the teacher generates with another prescribed \( \beta \). Therefore, the unsupervised learning with prior knowledge (including both \( q \) and \( \beta \)) can be studied within the Bayesian framework (Eq. (2)). Note that there exist two types of inherent symmetries in the model, i.e., the model (Eq. (3)) is invariant under the operation of \( \xi \rightarrow -\xi \) for two hidden nodes (reverse symmetry) or the permutation of \( \xi^1 \) and \( \xi^2 \) (permutation symmetry (PS)).

The teacher-student scenario is amenable for a theoretical analysis, since the data distribution can be analytically calculated. This is different from numerical experiments on a real dataset whose exact distribution is not accessible. Moreover, we are interested in the limits—\( M \rightarrow \infty \) and \( N \rightarrow \infty \) but the ratio or data density is kept constant as \( \alpha = \frac{M}{N} \).

The emergent behavior of the model is captured by the free energy function defined by \(-\beta f = \langle \ln \Omega \rangle\), where \( \langle \bullet \rangle \) denotes the disorder average over both the distribution of planted true RFs and the corresponding data distribution \( P(D | \xi^1, \xi^2) \). However, a direct computation of the disorder average is impossible. Fortunately, by introducing \( n \) replicas of the original system, we can easily estimate the free energy by applying a mathematical identity \(-\beta f = \lim_{n \rightarrow 0, N \rightarrow \infty} \frac{\ln(\Omega)}{nN}\) where we only need to evaluate an integer power of \( \Omega \). Technical calculations are deferred to Supplemental Material \([22]\). Here we quote only the final result, and give an intuitive explanation. For simplicity, we assume that order parameters of the model (defined below) are invariant under permutation of replica indexes. This is called the replica symmetric (RS) Ansatz in spin glass theory \([23]\). Under this approximation, the free energy reads

\[
-\beta f_{\text{RS}} = -R \bar{R} - T_1 \bar{T}_1 - T_2 \bar{T}_2 - \tau_1 \bar{\tau}_1 - \tau_2 \bar{\tau}_2
\]

\[
+ \frac{\hat{q}_1 (q_1 - 1)}{2} + \frac{\hat{q}_2 (q_2 - 1)}{2} + \frac{r_f}{2} - \alpha \ln (2 \cosh (\beta^2 R))
\]

\[
+ \alpha \beta^2 (1 - \frac{q_1 + q_2}{2}) + \int Dz \langle \ln Z_{\text{eff}} \rangle_{\xi^1_{\text{true}}, \xi^2_{\text{true}}}
\]

\[
+ \frac{\alpha e^{-\beta^2}}{\cosh (\beta^2 q)} \int D t \cosh (\beta t_0) \cosh (\beta q t_0 + \beta \sqrt{1 - q^2} x_0) \ln Z_E,
\]

(3)

where \( \langle \bullet \rangle_{\xi^1_{\text{true}}, \xi^2_{\text{true}}} \) indicates an average with respect to the prior of ground-truth RFs \( P_0(\xi^1_{\text{true}}, \xi^2_{\text{true}}) \), \( z \) and \( t \) are independent standard Gaussian random variables, \( Z_{\text{eff}} \) comes from the entropic contribution specified by a two-spin effective Hamiltonian, i.e., \( Z_{\text{eff}} = e^{-\beta \langle h \rangle} \sum_i e^{b_1 \xi^1 + b_2 \xi^2 + (b_1 + b_2) \xi^2} \) where \( b_1 \) (or \( b_2 \)) and \( b_2 \) are effective fields and couplings, respectively, related to conjugated order parameters \((\bar{T}_1, \bar{T}_2, \bar{q}_1, \bar{q}_2, \bar{\tau}_1, \bar{\tau}_2, \bar{R}, \bar{r})\), and \( Z_E \) represents an energetic contribution \([23]\).
The order parameters \( (T_1, T_2, q_1, q_2, \tau_1, \tau_2, R, r) \) and their associated conjugated counterparts are stationary points of the free energy function, obtained through a saddle-point analysis in the thermodynamic limit \[22\].

The order parameters are calculated as follows,

\[
T_1 = \langle \xi_1^{1,\text{true}} \xi_1' \rangle, T_2 = \langle \xi_2^{2,\text{true}} \xi_2' \rangle, \quad (4a)
\]

\[
q_1 = \langle \xi_1^2 \xi_1' \rangle, q_2 = \langle \xi_2^2 \xi_2' \rangle, \quad (4b)
\]

\[
\tau_1 = \langle \xi_1^{1,\text{true}} \xi_2' \rangle, \quad \tau_2 = \langle \xi_2^{2,\text{true}} \xi_1' \rangle, \quad (4c)
\]

\[
R = \langle \xi_1^1 \xi_2^2 \rangle, \quad r = \langle \xi_1^1 \xi_2^2 \rangle, \quad (4d)
\]

where \( \langle \cdot \rangle \) denotes an average under the Boltzmann measure of the effective two-spin interaction Hamiltonian, and \( [\cdot] \) indicates an average over the standard Gaussian random variables \( z \) and the true prior \( P_0(\xi_1^{1,\text{true}}, \xi_2^{2,\text{true}}) \). These order parameters capture the emergent behavior of our model. \( T_1 \) and \( T_2 \) characterize the overlap between prediction and ground truth. \( q_1 \) and \( q_2 \) characterize the self-overlap (Edwards-Anderson order parameter in physics \[23\]). \( \tau_1 \) and \( \tau_2 \) characterize the permutation-type overlap. \( R \) and \( r \) characterize the student’s guess on the correlation level of the planted RFs.

Interestingly, when \( \alpha \) is small, trivial (null values) order parameters except \( R \) are a stable solution of Eq. \[4\], thereby specifying a random guess (RG) phase. As expected, \( R \) reflects the prior information, thus being equal to \( q \) irrespective of \( \alpha \). In this phase, \( \langle \xi_1^1 \rangle = \langle \xi_2^2 \rangle = 0 \), the weight thus takes \( \pm 1 \) with equal probabilities, implying that the data does not provide any useful information to bias the weight’s direction. The underlying rationale is that the posterior (Eq. \[3\]) is invariant under the reverse operation \( \xi \rightarrow -\xi \), and this symmetry is unbroken in the RG phase.

Surprisingly, as more data is supplied, the RG phase would become unstable at a critical data density. By a linear stability analysis \[22\], this threshold can be analytically derived as

\[
\alpha_c = \frac{\Lambda(\beta, q)}{(1 + |q|)(1 + |\tanh(\beta^2 q)|)}, \quad (5)
\]

where \( \Lambda(\beta, q) = \frac{\beta^{-4}}{1 + q \tanh(\beta^2 q) + |q + \tanh(\beta^2 q)|} \) denoting the learning threshold for the prior-free scenario \[16\]. In the correlation-free case \( (q = 0) \), the known threshold \( \alpha_c = \beta^{-4} \) is recovered \[16\] \[24\]. Compared to the prior-free scenario, the prior knowledge contributes an additional factor leading to a further reduction of the threshold (\( \sim 60\% \) of the prior-free one for \( q = 0.3 \) and \( \beta = 1 \)). Most interestingly, in the weak-correlation limit, where \( q \sim \beta^{-2} \) with a proportional constant \( q_0 \) in the presence of less noisy data (large \( \beta \)), \( \alpha_c \beta^4 = \frac{1}{(1 + |\tanh(q_0)|)} \), which implies that the learning threshold can be lowered down to only 32\% of the correlation-free case for \( q_0 = 1 \). This demonstrates that the weak correlation between synapses plays a key role of reducing the necessary data size to trigger concept-formation, a surprising prediction of the model.

When \( \alpha > \alpha_c \), the RG phase is replaced by the symmetry-broken phase, where \( \langle \xi_1^1 \rangle = \langle \xi_2^2 \rangle \neq 0 \) and the intrinsic reverse symmetry is spontaneously broken. We thus call the second phase a spontaneous symmetry breaking (SSB) phase. The SSB leads to a non-zero solution of \( q_1 = q_2 = T_1 = T_2 = \tau_1 = \tau_2 = r \). A reasonable interpretation is that, the student infers only the common part of the two planted RFs. Thus the PS still holds for the student’s hidden neurons. Moreover, \( \xi_1^{1,\text{true}} \) and \( \xi_2^{2,\text{true}} \) have the PS property as well, explaining the solution we obtained. The SSB phase is thus permutation symmetric, which is stable until a turnover of the order parameter \( r \) is reached (Fig. \[1\] (a)).

At the turnover, the PS is spontaneously broken, thereby leading to a permutation symmetry breaking (PSB) phase. The third phase is characterized by two
fixed points: (1) $q_1 = q_2 = T_1 = T_2$, and $r_1 = r_2 = r$; (2) $q_1 = q_2 = r_1 = r_2$, and $T_1 = T_2 = r$. These two fixed points share the same free energy, representing two possible choices of ground truth—$(\xi^{1,\text{true}}, \xi^{2,\text{true}})$ or $(\xi^{2,\text{true}}, \xi^{1,\text{true}})$. In fact, the PSB phase has two subtypes—a PSB$_q$ phase where the permutation symmetry between $\xi^1$ and $\xi^2$ is broken on the student’s side, and a PSB$_t$ phase where the PSB occurs on the teacher’s side [10]. As one significant difference from the prior-free scenario [10], the self-overlap deviates from $r$ at the turnover, thereby merging PSB$_t$ and PSB$_q$ phase into a single PSB phase, rather than separating these two subtypes as in the prior-free scenario (Fig. 1 (a)).

Due to the broken symmetry, the student tries to infer different components of the true RFs at the same time when the PSB for the planted RFs occurs. Furthermore, the prior does not change the PSB$_t$ transition point of the prior-free case. After the turnover, the overlap equal to $\min(T_1, r_1)$ or $\min(T_2, r_2)$ has the same value with $r$, since $(\xi^{1,\text{true}}, \xi^{2,\text{true}})$ follows the same posterior as $(\xi^1, \xi^2)$. As expected, $r$ finally tends to $q$ at a finite but large value of $\alpha$.

We conclude that with the prior knowledge, the data stream drives the SSB and PSB phase transitions of continuous type. Thresholds of the transitions are summarized in Fig. 1 (b). This conclusion is verified by numerical simulations on single instances of the model by applying a message-passing-based learning algorithm (Fig. 1 (a)). Briefly, a cavity probability of $(\xi^1, \xi^2)$ without considering the $i$-th data sample $P_{\nrightarrow i}(\xi^1, \xi^2)$ is defined. Then the cavity magnetization $m_{1,2} \rightarrow i = \sum \xi^1_i \xi_i^2 P_{\nrightarrow i}(\xi^1_i, \xi^2_i)$ and the cavity correlation $q_{\nrightarrow i} = \sum \xi^1_i \xi_i^2 P_{\nrightarrow i}(\xi^1_i, \xi^2_i)$ can be written into a closed-form iterative equation [22]. The full (not cavity) magnetization $m_{1,2}$ and correlation $q_i$ can be computed by considering contributions from all data samples, for evaluating the order parameters.

In our model, the learning thresholds related to the SSB and PSB phase transitions are only determined by two parameters $\beta$ and $q$. We then ask whether these two parameters can be learned from the raw data (not necessary to explore all data samples). In principle, this can be achieved by maximizing the following posterior of the hyper-parameters,

$$P(\beta, q | D) \propto e^{-\alpha N \beta^2} \Omega,$$

where the Bayes’ rule is applied [22]. The maximum of this posterior has the following property,

$$\beta = -\frac{\epsilon(\beta)}{2\alpha},$$

$$q = \frac{1}{N} \sum_{i=1}^{N} q_i(\beta, q),$$

where the energy density $\epsilon(\beta)$ independent of $q$ and the full correlation $(q_i)$ can be estimated from the message passing algorithm [22]. Eq. (7) constructs a two-parameter Nishimori plane, implying that the energy density of the model with prior knowledge is analytic ($\epsilon = -2\alpha \beta$). Given only the data samples, although we do not know the hyper-parameters $(\beta, q)$ underlying the data, iteratively imposing the Nishimori plane constraint helps to reach a consistent value of $(\beta, q)$ to explain the data. In statistics, this iterative scheme is called the expectation-maximization algorithm [25], where the message update to compute $(\epsilon, (q_i))$ is called an expectation-step, while the hyper-parameter update is called a maximization-step. The hyper-parameter space, especially when the amount of data samples is not sufficient, is not guaranteed to be convex, instead being highly non-convex in general. We first apply this framework to synthetic datasets, where the hyper-parameters can be accurately predicted provided that the supplied dataset is large enough (Fig. 2). We then apply this algorithm to a handwritten digit dataset [20]. We obtain a value of $(\beta, q) = (12.697, 0.524)$ (Fig. 2).

**Summary.**—Learning statistical regularities in sensory inputs is naturally characterized by integrating sensory information with prior beliefs on the latent features. Our theory clarifies the role of prior knowledge, when unsupervised learning meets Bayesian inference. Incorporating the prior merges PSB$_q$ and PSB$_t$ phases, while the PSB$_q$ phase lags behind the PSB$_t$ phase in the prior-free model. Thus the prior is able to reshape the concept-formation process in unsupervised learning. This is one key prediction of our theory. As expected, the prior knowledge reduces much more significantly the minimal data size triggering SSB than the prior-free case. Moreover, a weak correlation between synapses reduces...
where we define auxiliary variables \( \xi_i \) and \( \sigma_i \), which are the correlation level between the two receptive fields. According to the Bayes’ rule, the posterior probability of \( \xi_i \) and \( \sigma_i \) given \( (\sigma_a)_{a=1}^M \) is

\[
\frac{P(\xi_i, \xi_j | (\sigma_a)_{a=1}^M)}{P(\sigma_a)_{a=1}^M} = \frac{\prod_a P(\sigma_a | \xi_i, \xi_j) \prod_{i=1}^N P(\xi_i, \xi_j)}{\sum_{\tilde{\xi}_i, \tilde{\xi}_j} \prod_a P(\sigma_a | \tilde{\xi}_i, \tilde{\xi}_j) \prod_{i=1}^N P(\tilde{\xi}_i, \tilde{\xi}_j)}
\]

where \( P(\sigma_a | \xi_i, \xi_j) \) is the contribution of the data node \( a \) to be satisfied \([28]\). The learning can then be interpreted as the process of synaptic weight inference based on the interplay between data and prior statistics in a simple two-layer neural network. The predictions may be generalized to a hierarchical complex system, and even testable in a visual hierarchy where top-down contextual priors are combined with bottom-up observations when implementing probabilistic inference \([3, 9]\).
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Supplemental Material

**Message Passing Algorithms for unsupervised learning with prior information**

In our current setting, we assume that the statistical inference of synaptic weights from the raw data has the correct prior information \( P_b(\xi_i^1, \xi_i^2) = \prod_{i=1}^N P_0(\xi_i^1, \xi_i^2) \), where \( P_0(\xi_i^1, \xi_i^2) = \frac{1}{\sqrt{2\pi \sigma^2}} e^{-\frac{(\xi_i^1 - \mu_0)^2}{2\sigma^2}} \), and \( \sigma^2 = \frac{1}{2} \delta(\xi_i^1 - \mu_0) + \frac{1}{2} \delta(\xi_i^2 - \mu_0) \), where \( q \) is the correlation level between the two receptive fields. According to the Bayes’ rule, the posterior probability of synaptic weights is given by

\[
P(\xi_i^1, \xi_i^2 | (\sigma_a)_{a=1}^M) = \frac{\prod_a P(\sigma_a | \xi_i^1, \xi_i^2) \prod_{i=1}^N P_0(\xi_i^1, \xi_i^2)}{\sum_{\tilde{\xi}_i^1, \tilde{\xi}_i^2} \prod_a P(\sigma_a | \tilde{\xi}_i^1, \tilde{\xi}_i^2) \prod_{i=1}^N P_0(\tilde{\xi}_i^1, \tilde{\xi}_i^2)}
\]

where \( Q \equiv \frac{1}{N} \sum_{i=1}^N \xi_i^1 \xi_i^2 \), representing the overlap of the two RFs, and \( \Omega \) is the so-called partition function in statistical physics.

Using the Bethe approximation \([10]\), we can easily write down the belief propagation equations as follows,

\[
P_{i \rightarrow a}(\xi_i^1, \xi_i^2) = \frac{1}{Z_{i \rightarrow a}} P_0(\xi_i^1, \xi_i^2) \prod_{b \in \partial \backslash a} \mu_{b \rightarrow i}(\xi_i^1, \xi_i^2),
\]

\[
\mu_{b \rightarrow i}(\xi_i^1, \xi_i^2) = \sum_{(\xi_j^1, \xi_j^2) \in \{\xi_i^1, \xi_i^2\}} \frac{1}{Z_{b \rightarrow i}} \cosh \left( \frac{\beta^2 Q + \beta^2 \xi_j^1 \xi_j^2}{N} \right) \cosh \left( \frac{\beta X_j + \sqrt{N} \xi_j^1 \sigma_j^b}{N} \right) \cosh \left( \frac{\beta Y_j + \sqrt{N} \xi_j^2 \sigma_j^b}{N} \right)
\]

where we define auxiliary variables \( X_j = \frac{1}{\sqrt{N}} \sum_{j \neq i} \xi_j \sigma_j^b \), \( Y_j = \frac{1}{\sqrt{N}} \sum_{j \neq i} \xi_j^2 \sigma_j^b \), and \( Q = \frac{1}{N} \sum_j \xi_j \xi_j^2 \). \( j \in \partial \backslash i \) indicates neighbors of the data node \( b \) excluding the synaptic weight \( i \). In our model, all synaptic weights are used to explain each data sample. The belief propagation is commonly defined in a factor graph representation, where the synaptic-weight-pair acts as the variable node, while the data sample acts as the factor node (or constraint to be satisfied) \([28]\). The learning can then be interpreted as the process of synaptic weight inference based on the data constraints. The cavity probability \( P_{i \rightarrow a}(\xi_i^1, \xi_i^2) \) is defined as the probability of the pair \( (\xi_i^1, \xi_i^2) \) without considering the contribution of the data node \( a \). \( Z_{i \rightarrow a} \) is thus a normalization constant for the cavity probability \( P_{i \rightarrow a}(\xi_i^1, \xi_i^2) \). The cavity probability can then be parameterized by the cavity magnetization \( m_1^2 \) and correlation \( q_{i \rightarrow a} \) as \( P_{i \rightarrow a}(\xi_i^1, \xi_i^2) = \frac{1}{N} m_1^2 \xi_i \xi_j + \frac{1}{2} \xi_i^2 \xi_j + \mu_{b \rightarrow i}(\xi_i^1, \xi_i^2) \). \( \mu_{b \rightarrow i}(\xi_i^1, \xi_i^2) \) represents the contribution of one data node given the value of \( (\xi_i^1, \xi_i^2) \). Due to the central limit theorem, \( X_j \) and \( Y_j \) can be considered as two correlated Gaussian random variables. We thus define \( G_{b \rightarrow i}^1 = \frac{1}{N} \sum_{j \neq i} \sigma_j^b m_{j \rightarrow b} \), \( G_{b \rightarrow i}^2 = \frac{1}{N} \sum_{j \neq i} \sigma_j^b m_{j \rightarrow b} \), \( \Gamma_{b \rightarrow i} = \frac{1}{N} \sum_{j \neq i} (1 - (m_{j \rightarrow b}^2)) \), and \( \Gamma_{b \rightarrow i}^2 = \frac{1}{N} \sum_{j \neq i} (1 - (m_{j \rightarrow b}^2))^2 \) as the means and variances of the two variables, respectively. The covariance is given...
by $\Xi_{b\rightarrow i} = \frac{1}{N} \sum_{j \neq i} (q_{j \rightarrow b} - m_{j \rightarrow b}^{m_{b \rightarrow i}})$. Moreover, $Q_c$ is approximated by its cavity mean $Q_{b \rightarrow i} = \frac{1}{N} \sum_{j \neq i} q_{j \rightarrow b}$. As a result, the intractable summation in Eq. (S2b) can be replaced by a jointly-correlated Gaussian integral,

$$
\mu_{b \rightarrow i}(\xi_i^1, \xi_i^2) = \frac{1}{\cosh(\beta Q_{b \rightarrow i} + \beta^2 \xi_i^1 \xi_i^2)} \int\int Dx \, Dy \cosh\left(\sqrt{\beta} \frac{1}{2} (\Gamma_{b \rightarrow i}^1 x + \Gamma_{b \rightarrow i}^2 y + \frac{\beta}{\sqrt{N}} \xi_i^1 \sigma_i^b)\right)
\times \cosh\left(\sqrt{\beta} \frac{1}{2} (\psi x + \sqrt{1 - \psi^2} y) + \Gamma_{b \rightarrow i}^2 y + \frac{\beta}{\sqrt{N}} \xi_i^2 \sigma_i^b\right),
$$

where the standard Gaussian measure $Dx = \frac{e^{-x^2/\beta^2}}{\sqrt{2\pi}}$, and $\psi = \frac{\Xi_{b \rightarrow i}}{\sqrt{\Gamma_{b \rightarrow i}^1 \Gamma_{b \rightarrow i}^2}}$.

We further define the cavity bias $u_{b \rightarrow i}(\xi_i^1, \xi_i^2) = \ln \mu_{b \rightarrow i}(\xi_i^1, \xi_i^2)$ as

$$
u_{b \rightarrow i}(\xi_i^1, \xi_i^2) = \frac{\beta^2}{2} (\Gamma_{b \rightarrow i}^1 + \Gamma_{b \rightarrow i}^2 + 2 \Xi_{b \rightarrow i}) - \ln \left(2 \cosh\left(\beta^2 Q_{b \rightarrow i} + \frac{\beta^2 \xi_i^1 \xi_i^2}{N}\right)\right)
+ \ln \cosh\left(\Gamma_{b \rightarrow i}^1 + \Gamma_{b \rightarrow i}^2 + \frac{\beta}{\sqrt{N}} \sigma_i^b (\xi_i^1 + \xi_i^2)\right)
+ \ln \left[1 + e^{-2 \Xi_{b \rightarrow i}} \cosh\left(\beta \Gamma_{b \rightarrow i}^1 - \beta \Gamma_{b \rightarrow i}^2 + \frac{\beta}{\sqrt{N}} \sigma_i^b (\xi_i^1 - \xi_i^2)\right)\right].
$$

Using Eq. (S2a), the cavity magnetizations $m_{1 \rightarrow a}^1$, $m_{1 \rightarrow a}^2$, and the cavity correlation $q_{i \rightarrow a}$ can be computed as follows,

$$
m_{1 \rightarrow a}^1 = \sum_{\xi_i^1, \xi_i^2} \xi_i^1 \xi_i^2 e^{\sum_{b \in \partial a \setminus a} \nu_{b \rightarrow i}(\xi_i^1, \xi_i^2)} P_0(\xi_i^1, \xi_i^2),
$$

$$
m_{1 \rightarrow a}^2 = \sum_{\xi_i^1, \xi_i^2} \xi_i^1 \xi_i^2 e^{\sum_{b \in \partial a \setminus a} \nu_{b \rightarrow i}(\xi_i^1, \xi_i^2)} P_0(\xi_i^1, \xi_i^2),
$$

$$
q_{i \rightarrow a} = \sum_{\xi_i^1, \xi_i^2} \xi_i^1 \xi_i^2 e^{\sum_{b \in \partial a \setminus a} \nu_{b \rightarrow i}(\xi_i^1, \xi_i^2)} P_0(\xi_i^1, \xi_i^2).
$$

Starting from random initialization values of cavity magnetizations and correlations, the above belief propagation iterates until convergence. To carry out the inference of synaptic weights (so-called learning), one only need to compute the full magnetizations by replacing $b \in \partial a \setminus a$ in Eq. (S5) by $b \in \partial i$. The free energy can also be estimated under the Bethe approximation, given by $-\beta f_{\text{Bethe}} = \frac{1}{N} \sum_i \Delta f_i - \frac{N - 1}{N} \sum_a \Delta f_a$ where the single synaptic-weight-pair contribution $\Delta f_i$ and the single data sample contribution $\Delta f_a$ are given as follows,

$$
\Delta f_i = \ln \sum_{\xi_i^1, \xi_i^2} P_0(\xi_i^1, \xi_i^2) \prod_{b \in \partial i} \mu_{b \rightarrow i}(\xi_i^1, \xi_i^2),
$$

$$
\Delta f_a = \frac{\beta^2 \Gamma_a^2 (1 - \psi^2)}{2} - \ln \left(2 \cosh(\beta^2 Q_a)\right) + \frac{\beta^2}{2} \left(\sqrt{\Gamma_a^1} + \frac{\psi}{\sqrt{\Gamma_a^2}}\right)^2
+ \ln \cosh\left(\beta G_a^1 + \beta G_a^2\right) + \ln \left[1 + e^{-2 \Xi_a} \cosh\left(\beta \Gamma_a^1 - \beta \Gamma_a^2\right)\right],
$$

where $G_a^1 = \frac{1}{N} \sum_{j \in \partial a} \sigma_j^a m_{j \rightarrow a}^1$, $G_a^2 = \frac{1}{N} \sum_{j \in \partial a} \sigma_j^a m_{j \rightarrow a}^2$, $\Gamma_a^1 = \frac{1}{N} \sum_{j \in \partial a} (1 - (m_{j \rightarrow a}^1)^2)$, $\Gamma_a^2 = \frac{1}{N} \sum_{j \in \partial a} (1 - (m_{j \rightarrow a}^2)^2)$, $\Xi_a = \frac{1}{N} \sum_{j \in \partial a} (q_{j \rightarrow a} - m_{j \rightarrow a}^1 m_{j \rightarrow a}^2)$, and $\psi = \frac{\Xi_a}{\sqrt{\Gamma_a^1 \Gamma_a^2}}$.

**Replica analysis of the model**

For a replica analysis, we need to evaluate a disorder average of an integer power of the partition function $\langle \Omega^n \rangle$, where $\langle \bullet \rangle$ is the disorder average over the true RF distribution $P_0(\xi_i^1, \xi_i^2)$ that is factorized over components.
and the corresponding data distribution $P(\{\sigma^a\}_{a=1}^M|\xi_{1,\text{true}}, \xi_{2,\text{true}})$ as

$$\langle \Omega^n \rangle = \sum_{\{\xi_{1,\text{true}}, \xi_{2,\text{true}}, \sigma^a\}} \prod_{i=1}^N \left[ P_0(\xi_{1,\text{true}}, \xi_{2,\text{true}}) \right] \prod_{a=1}^M \left( \frac{\cosh \left( \frac{\beta}{\sqrt{N}} \xi_{1,\text{true}}^\gamma \cdot \sigma^a \right) \cosh \left( \frac{\beta}{\sqrt{N}} \xi_{2,\text{true}}^\gamma \cdot \sigma^a \right)}{2^N \cosh (\beta^2 q)} \right) \prod_{i,\gamma} P_0(\xi_{1,\text{true}}^\gamma, \xi_{2,\text{true}}^\gamma),$$

(S7)

where $q = \frac{1}{N} \xi_{1,\text{true}}^\gamma \cdot \xi_{2,\text{true}}^\gamma$, and $\gamma$ is the replica index. The typical free energy can then be obtained as $-\beta f = \lim_{n \to 0, N \to \infty} \frac{\ln \langle \Omega^n \rangle}{nN}$. To compute explicitly $\langle \Omega^n \rangle$, we need to specify the order parameters as follows:

$$T_1^\gamma = \frac{1}{N} \xi_{1,\text{true}}^\gamma \cdot \xi_{1,\text{true}}^\gamma, \quad T_2^\gamma = \frac{1}{N} \xi_{2,\text{true}}^\gamma \cdot \xi_{2,\text{true}}^\gamma, \quad \tau_1^\gamma = \frac{1}{N} \xi_{1,\text{true}}^\gamma, \quad \tau_2^\gamma = \frac{1}{N} \xi_{1,\text{true}}^\gamma \cdot \xi_{2,\text{true}}^\gamma,$$

(S8a)

$$q_1^\gamma \gamma' = \frac{1}{N} \xi_{1,\text{true}}^\gamma \cdot \xi_{1,\text{true}}^\gamma, \quad q_2^\gamma \gamma' = \frac{1}{N} \xi_{2,\text{true}}^\gamma \cdot \xi_{2,\text{true}}^\gamma, \quad R^\gamma = \frac{1}{N} \xi_{1,\text{true}}^\gamma \cdot \xi_{2,\text{true}}^\gamma, \quad r^\gamma \gamma' = \frac{1}{N} \xi_{1,\text{true}}^\gamma \cdot \xi_{2,\text{true}}^\gamma.$$

(S8b)

Inserting these definitions in the form of the delta functions as well as their corresponding integral representations, one can decompose the computation of $\langle \Omega^n \rangle$ into entropic and energetic parts. However, to further simplify the computation, we make a simple Ansatz, i.e., the order parameters are invariant under the permutation of replica indexes. This is the so-called RS Ansatz. The RS Ansatz reads,

$$R^\gamma = R, \quad \tilde{R}^\gamma = \tilde{R}, \quad T_1^\gamma = T_1, \quad T_2^\gamma = T_2, \quad \tau_1^\gamma = \tau_1, \quad \tau_2^\gamma = \tau_2, \quad \tilde{\tau}_1^\gamma = \tilde{\tau}_1, \quad \tilde{\tau}_2^\gamma = \tilde{\tau}_2,$$

(S9a)

(S9b)

for any $\gamma$, and

$$q_1^\gamma \gamma' = q_1, \quad i\tilde{q}_1^\gamma \gamma' = \tilde{q}_1, \quad q_2^\gamma \gamma' = q_2, \quad i\tilde{q}_2^\gamma \gamma' = \tilde{q}_2, \quad r^\gamma \gamma' = r, \quad i\tilde{r}^\gamma \gamma' = \tilde{r},$$

(S10a)

(S10b)

for any $\gamma$ and $\gamma'$. Note that $(\tilde{T}_1, \tilde{T}_2, \tilde{q}_1, \tilde{q}_2, \tilde{\tau}_1, \tilde{\tau}_2, \tilde{R}, \tilde{r})$ are conjugated order parameters introduced when using the integral representation of the delta function.

Then we can reorganize $\langle \Omega^n \rangle$ as

$$\langle \Omega^n \rangle = \int d\Omega d\tilde{\Omega} d^N a(\Omega, \tilde{\Omega}, \alpha, \beta, q, r),$$

(S11)

where $\mathcal{O}$ and $\tilde{\mathcal{O}}$ denote, respectively, all non-conjugated and conjugated order parameters. In the large $N$ limit, the integral is dominated by an equilibrium action:

$$\mathcal{A} = -nR\tilde{R} - nT_1 \tilde{T}_1 - nT_2 \tilde{T}_2 - n\tau_1 \tilde{\tau}_1 - n\tau_2 \tilde{\tau}_2 - \frac{n(n-1)}{2} q_1 \tilde{q}_1$$

$$- \frac{n(n-1)}{2} q_2 \tilde{q}_2 - \frac{n(n-1)}{2} r \tilde{r} + G_S + aG_E,$$

(S12)

where $G_S$ is the entropic term, and $G_E$ is the energetic term.

We first compute the entropic term as follows,

$$G_S = \ln \left[ \sum_{\{\xi_{1,\text{true}}, \xi_{2,\text{true}}\}} \exp \left( \tilde{R} \sum_{\gamma=1}^n \xi_{1,\text{true}}^{\gamma, 2, \gamma} + \tilde{T}_1 \sum_{\gamma=1}^n \xi_{1,\text{true}}^{\gamma, 1, \gamma} + \tilde{T}_2 \sum_{\gamma=1}^n \xi_{2,\text{true}}^{\gamma, 2, \gamma} + \tilde{\tau}_1 \sum_{\gamma=1}^n \xi_{1,\text{true}}^{\gamma, 1, \gamma, 2, \gamma} + \tilde{\tau}_2 \sum_{\gamma=1}^n \xi_{2,\text{true}}^{\gamma, 1, \gamma, 2, \gamma} \right) \right] \times \exp \left( \sum_{\gamma<\gamma'} \left( \tilde{q}_1 \xi_{1,\text{true}}^{\gamma, 1, \gamma'} + \tilde{q}_2 \xi_{2,\text{true}}^{\gamma, 2, \gamma'} + \tilde{r} \xi_{1,\text{true}}^{\gamma, 2, \gamma'} \right) + \ln P_0(\xi_{1,\text{true}}^{1, \gamma}, \xi_{2,\text{true}}^{2, \gamma}) \right).$$

(S13)
After a bit lengthy algebraic manipulation with the techniques developed in our previous work [16], we arrive at the final result of $G_S$ as

$$G_S = \ln \left[ \int Dz \left( \sum_{\xi_1, \xi_2} e^{b_1 \xi_1 + b_2 \xi_2 + b_3 \xi_1^2 + \ln p_0(\xi_1, \xi_2)} \right)^n \right]_{\xi_1, \xi_2, \text{true}} - \frac{n}{2} \bar{q}_1 - \frac{n}{2} \bar{q}_2, \quad (S14)$$

where we define $Dz = Dz_1 Dz_2 Dz_3$ with three independent standard Gaussian random variables ($z_1$, $z_2$, and $z_3$). $\bullet$ denotes a disorder average with respect to the true prior. From this expression, an effective two-spin interaction Hamiltonian can be extracted, determining the effective partition function $Z_{\text{eff}}$ in the main text. The effective fields and coupling are given as follows,

$$b_1 = \sqrt{\bar{q}_1 - \bar{r}} z_1 + \sqrt{\bar{r}} z_3 + \bar{T}_1 \xi_1, \text{true} + \bar{T}_2 \xi_2, \text{true}, \quad (S15a)$$

$$b_2 = \sqrt{\bar{q}_2 - \bar{r}} z_2 + \sqrt{\bar{r}} z_3 + \bar{T}_3 \xi_2, \text{true} + \bar{T}_4 \xi_1, \text{true}, \quad (S15b)$$

$$b_3 = \bar{R} - \frac{\bar{r}}{2}. \quad (S15c)$$

Therefore, $Z_{\text{eff}} = \frac{\bar{r}^2}{2} e^{b_3} \cosh(b_1 + b_2) + \frac{\bar{r}^2}{2} e^{-b_3} \cosh(b_1 - b_2)$.

Next, we compute the energetic term $G_E$ given by

$$G_E = \ln \left\{ \frac{\cosh(\beta X^0) \cosh(\beta Y^0) \prod_{\gamma=1}^n \cosh(\beta X^\gamma) \cosh(\beta Y^\gamma)}{e^{\beta^2} \cosh(\beta^2 q)} \right\}, \quad (S16)$$

where (•) defines the disorder average. $X^0 = \frac{1}{\sqrt{N}} \sum_{i=1}^N \xi_i, \text{true}$, $Y^0 = \frac{1}{\sqrt{N}} \sum_{i=1}^N \xi_i, \text{true}$, and $X^\gamma = \frac{1}{\sqrt{N}} \sum_{i=1}^N \xi_i, \sigma_i$, $Y^\gamma = \frac{1}{\sqrt{N}} \sum_{i=1}^N \xi_i^2, \sigma_i$, where $\sigma$ represents a typical data sample. These four quantities are correlated random Gaussian variables, due to the central limit theorem. To satisfy their covariance structure determined by the order parameters, the random variables $X^0, Y^0, X^\gamma$ and $Y^\gamma$ are parameterized by six standard Gaussian variables of zero mean and unit variance $(t_0, x_0, u, u', y_\gamma, \omega_\gamma)$ as follows,

$$X^0 = t_0, \quad (S17a)$$

$$Y^0 = t_0 + \sqrt{1 - q^2} x_0, \quad (S17b)$$

$$X^\gamma = T_1 t_0 + \frac{T_2 - T_1 q}{\sqrt{1 - q^2}} x_0 + Bu + \sqrt{1 - q_1} \omega_\gamma, \quad (S17c)$$

$$Y^\gamma = T_1 t_0 + \frac{T_2 - T_1 q}{\sqrt{1 - q^2}} x_0 + \frac{R - r}{B} u + \frac{R - r}{\sqrt{1 - q_1}} \omega_\gamma + Ku', \quad (S17d)$$

where $A = T_1 \tau_1 + \frac{(T_2 - T_1 q)^2}{1 - q^2}$, $B = \sqrt{q_1 - (T_1)^2 - \frac{(T_2 - T_1 q)^2}{1 - q^2}}$, and $K = \sqrt{q_2 - (\tau_1)^2 - \frac{(T_2 - \tau_1 q)^2}{1 - q_1} - \frac{(R - r)^2}{1 - q_1}}$. Therefore, the $G_E$ term can be calculated by a standard Gaussian integration given by

$$G_E = \ln \left[ \int Dz_0 Dz_1 Dz_2 Dz_3 \cosh(\beta t_0) \cosh(\beta (q t_0 + \sqrt{1 - q^2} x_0)) \right] \\ \times \left( \int D\omega D\gamma \cosh(\beta T_1 t_0 + \frac{T_2 - T_1 q}{\sqrt{1 - q^2}} x_0 + Bu + \sqrt{1 - q_1} \omega) \cosh(\beta (T_1 t_0 + \frac{T_2 - \tau_1 q}{\sqrt{1 - q^2}} x_0 + \frac{R - r}{B} u + \frac{R - r}{\sqrt{1 - q_1}} \omega + Ku' + Cy)) \right)^n, \quad (S18)$$

where $C = \sqrt{1 - q_2 - \frac{(R - r)^2}{1 - q_1}}$. 
By introducing the auxiliary variables as follows,

\[ Z_E = e^{\beta R - \beta t} \cosh (\beta \Lambda_+ + \beta \Lambda_-), \]  
\[ \Lambda_+ = (T_1 + \tau_1) t_0 + \frac{(T_2 + \tau_2) - q(T_1 + \tau_1)}{1 - q^2} x_0 + \left( B + \frac{r - A}{B} \right) u + Ku', \]  
\[ \Lambda_- = (T_1 - \tau_1) t_0 + \frac{(T_2 - \tau_2) - q(T_1 - \tau_1)}{1 - q^2} x_0 + \left( B - \frac{r - A}{B} \right) u - Ku', \]  
we finally arrive at the free energy \( F_\beta = -\beta f_{RS} \) as

\[ F_\beta = -R \hat{R} - T_1 \hat{T}_1 - T_2 \hat{T}_2 - \tau_1 \hat{\tau}_1 - \tau_2 \hat{\tau}_2 + \frac{\hat{q}_1}{2} (q_1 - 1) + \frac{\hat{q}_2}{2} (q_2 - 1) \]
\[ + \frac{\hat{r}}{2} + \int Dz \ln Z_{\text{eff}}[\xi_{1,\text{true}}, \xi_{2,\text{true}} - \alpha \ln \left( 2 \cosh(\beta R) \right) + \alpha \beta^2 \left( 1 - \frac{q_1 + q_2}{2} \right) \]
\[ + \frac{\alpha e^{-\beta^2}}{\cosh (\beta^2 q)} \int Dt \cosh \beta t_0 \cosh \beta (q t_0 + \sqrt{1 - q^2 x_0}) \ln Z_E, \]  

where \( Dt = D t_0 D x_0 D u D u' \). The saddle-point analysis in Eq. (S11) requires that the order parameters should be the stationary point of the free energy. All these conjugated and non-conjugated order parameters are subject to saddle-point equations derived from setting the corresponding derivatives of the free energy with respect to the order parameters zero. Here we skip the technical details to derive the saddle-point equations. We refer the interested readers to our previous work [10].

The saddle-point equations for non-conjugated order parameters are given by

\[ T_1 = [\xi_{1,\text{true}}(\xi^1)], \]  
\[ T_2 = [\xi_{2,\text{true}}(\xi^2)], \]  
\[ q_1 = [\langle \xi^1 \rangle^2], \]  
\[ q_2 = [\langle \xi^2 \rangle^2], \]  
\[ \tau_1 = [\xi_{1,\text{true}}(\xi^1)], \]  
\[ \tau_2 = [\xi_{2,\text{true}}(\xi^1)], \]  
\[ R = [\langle \xi^1 \xi^2 \rangle], \]  
\[ r = [\langle \xi^1 \rangle \langle \xi^2 \rangle], \]  

where \( [\bullet] \) indicates an average over the standard Gaussian random variables \( z \) and the true prior \( P_0(\xi_{1,\text{true}}, \xi_{2,\text{true}}) \), and \( \langle \bullet \rangle \) is an average under the effective Boltzmann distribution \( P(\xi^1, \xi^2) = \frac{1}{Z_{\text{eff}}} e^{b_1 \xi^1 + b_2 \xi^2 + b_3 \xi^1 \xi^2 + \ln P_0(\xi^1, \xi^2)} \).

It is straightforward to show that

\[ \langle \xi^1 \rangle = \frac{\partial}{\partial b_1} \ln Z_{\text{eff}} \]
\[ = \frac{\tanh b_1 (1 + q \tanh b_3) + \tanh b_2 (q + \tanh b_3)}{1 + q \tanh b_3 + \tanh b_1 \tanh b_2 (q + \tanh b_3)} \]  

The expression of \( \langle \xi^2 \rangle \) is obtained by exchange of \( b_1 \) and \( b_2 \) in Eq. (S22). The correlation term is computed similarly,

\[ \langle \xi^1 \xi^2 \rangle = \frac{\partial}{\partial b_3} \ln Z_{\text{eff}} \]
\[ = \frac{q + \tanh b_3 + \tanh b_1 \tanh b_2 (1 + q \tanh b_3)}{1 + \tanh b_1 \tanh b_2 (q + \tanh b_3) + q \tanh b_3}. \]
The saddle-point equations for conjugated order parameters are given by

\[
\hat{T}_1 = \alpha \beta^2 \langle (G^+_1) \rangle, \\
\hat{T}_2 = \alpha \beta^2 \langle (G^-_2) \rangle, \\
\hat{q}_1 = \alpha \beta^2 \langle (G^+_1)^2 \rangle, \\
\hat{q}_2 = \alpha \beta^2 \langle (G^-_2)^2 \rangle, \\
\hat{\tau}_1 = \alpha \beta^2 \langle (G^-_2) \rangle, \\
\hat{\tau}_2 = \alpha \beta^2 \langle (G^+_1) \rangle, \\
\hat{R} = \alpha \beta^2 \langle G^-_2 \rangle - \alpha \beta^2 \tanh(\beta^2 R), \\
\hat{r} = 2\alpha \beta^2 \langle G^+_1 G^-_2 \rangle,
\]

where we define three different measures as

\[
\langle \bullet \rangle \equiv \frac{e^{-\beta^2}}{\cosh(\beta^2 q)} \int Dt \cosh(\beta t_0) \cosh(\beta q t_0 + \beta \sqrt{1 - q^2 x_0}) \bullet,
\]

\[
\langle \langle \bullet \rangle \rangle \equiv \frac{e^{-\beta^2}}{\cosh(\beta^2 q)} \int Dt \sinh(\beta t_0) \cosh(\beta q t_0 + \beta \sqrt{1 - q^2 x_0}) \bullet,
\]

\[
\langle \langle \langle \bullet \rangle \rangle \rangle \equiv \frac{e^{-\beta^2}}{\cosh(\beta^2 q)} \int Dt \cosh(\beta t_0) \sinh(\beta q t_0 + \beta \sqrt{1 - q^2 x_0}) \bullet,
\]

and three auxiliary quantities as

\[
G^-_c = \frac{e^{\beta^2(\tau - r)} \cosh \beta \Lambda_+ - e^{-\beta^2(\tau - r)} \cosh \beta \Lambda_-}{e^{\beta^2(\tau - r)} \cosh \beta \Lambda_+ + e^{-\beta^2(\tau - r)} \cosh \beta \Lambda_-},
\]

\[
G^+_s = \frac{e^{\beta^2(\tau - r)} \sinh \beta \Lambda_+ + e^{-\beta^2(\tau - r)} \sinh \beta \Lambda_-}{e^{\beta^2(\tau - r)} \cosh \beta \Lambda_+ + e^{-\beta^2(\tau - r)} \cosh \beta \Lambda_-},
\]

\[
G^-_s = \frac{e^{\beta^2(\tau - r)} \sinh \beta \Lambda_+ - e^{-\beta^2(\tau - r)} \sinh \beta \Lambda_-}{e^{\beta^2(\tau - r)} \cosh \beta \Lambda_+ + e^{-\beta^2(\tau - r)} \cosh \beta \Lambda_-}.
\]

**Derivation of the critical point \( \alpha_c \) for spontaneous symmetry breaking**

When \( \alpha \) approaches the SSB threshold from below, all order parameters get close to zero, except for \( R \) which is always equal to \( q \) due to the prior information. It is easy to show that \( R \) is also zero below the SSB threshold. Therefore, \( b_1, b_2 \) and \( b_3 \) are all small quantities. Then we can expand our order parameters to leading order. Note that \( \langle \xi^1 \rangle \simeq b_1 + q b_2 \), and \( \langle \xi^2 \rangle \simeq b_2 + q b_1 \). It then follows that

\[
T_1 = [\xi^{1,\text{true}}(\xi^1)] \simeq \hat{T}_1 + q \hat{r}_2 + q \hat{r}_1 + q^2 \hat{T}_2,
\]

\[
T_2 = [\xi^{2,\text{true}}(\xi^2)] \simeq \hat{T}_2 + q \hat{r}_2 + q \hat{r}_1 + q^2 \hat{T}_1,
\]

\[
\tau_1 = [\xi^{1,\text{true}}(\xi^1)] \simeq \hat{\tau}_1 + q \hat{T}_1 + q \hat{T}_2 + q^2 \hat{\tau}_2,
\]

\[
\tau_2 = [\xi^{2,\text{true}}(\xi^1)] \simeq \hat{\tau}_2 + q \hat{T}_1 + q \hat{T}_2 + q^2 \hat{\tau}_1.
\]

Because \( R = q \), by defining \( W(q) = \frac{e^{\beta^2 q}}{2 \cosh(\beta^2 q)} \), one arrives at the approximation \( G^\pm_s \simeq \beta W(q)(\Lambda_+ \mp \Lambda_-) \pm \beta \Lambda_- \).

To proceed, it is worth noticing that

\[
\langle \langle \Lambda_+ \rangle \rangle = \beta [T_1 + \tau_1 + \tau_2 \tanh(\beta^2 q) + T_2 \tanh(\beta^2 q)],
\]

\[
\langle \langle \Lambda_- \rangle \rangle = \beta [T_1 - \tau_1 + \tau_2 \tanh(\beta^2 q) - T_2 \tanh(\beta^2 q)],
\]

\[
\langle \langle \langle \Lambda_+ \rangle \rangle \rangle = \beta [T_2 + \tau_2 + \tau_1 \tanh(\beta^2 q) + T_1 \tanh(\beta^2 q)],
\]

\[
\langle \langle \langle \Lambda_- \rangle \rangle \rangle = \beta [\tau_2 - T_2 + T_1 \tanh(\beta^2 q) - \tau_1 \tanh(\beta^2 q)].
\]
Based on the above approximations, it is easy to derive the following approximate values of the relevant conjugated quantities:

\[
\begin{align*}
\hat{T}_1 &\simeq \alpha \beta^4 [T_1 + Y \tau_1 + \tau_2 \tanh(\beta^2 q) + \Upsilon T_2 \tanh(\beta^2 q)], \\
\hat{T}_2 &\simeq \alpha \beta^4 [T_2 + Y \tau_2 + \tau_1 \tanh(\beta^2 q) + \Upsilon T_1 \tanh(\beta^2 q)], \\
\hat{\tau}_1 &\simeq \alpha \beta^4 [\tau_1 + Y T_1 + T_2 \tanh(\beta^2 q) + \Upsilon \tau_2 \tanh(\beta^2 q)], \\
\hat{\tau}_2 &\simeq \alpha \beta^4 [\tau_2 + Y T_2 + T_1 \tanh(\beta^2 q) + \Upsilon \tau_1 \tanh(\beta^2 q)],
\end{align*}
\]

where \( Y = 2W(q) - 1 \).

The above approximations of \((T_1, T_2, \tau_1, \tau_2)\) and \((\hat{T}_1, \hat{T}_2, \hat{\tau}_1, \hat{\tau}_2)\) can be easily recast into a compact matrix form as follows:

\[
\begin{pmatrix}
T_1 \\
T_2 \\
\tau_1 \\
\tau_2 
\end{pmatrix} =
\begin{pmatrix}
1 & q^2 & q & q \\
q^2 & 1 & q & q \\
q & q & 1 & q^2 \\
q & q & q^2 & 1 
\end{pmatrix}
\begin{pmatrix}
\hat{T}_1 \\
\hat{T}_2 \\
\hat{\tau}_1 \\
\hat{\tau}_2 
\end{pmatrix},
\]

and

\[
\begin{pmatrix}
\hat{T}_1 \\
\hat{T}_2 \\
\hat{\tau}_1 \\
\hat{\tau}_2 
\end{pmatrix} = \alpha \beta^4
\begin{pmatrix}
1 & Y \tanh(\beta^2 q) & \Upsilon \tanh(\beta^2 q) & \Upsilon \tanh(\beta^2 q) \\
Y \tanh(\beta^2 q) & 1 & \tanh(\beta^2 q) & \Upsilon \tanh(\beta^2 q) \\
\Upsilon \tanh(\beta^2 q) & \tanh(\beta^2 q) & 1 & \Upsilon \tanh(\beta^2 q) \\
\Upsilon \tanh(\beta^2 q) & \Upsilon \tanh(\beta^2 q) & \Upsilon \tanh(\beta^2 q) & 1 
\end{pmatrix}
\begin{pmatrix}
T_1 \\
T_2 \\
\tau_1 \\
\tau_2 
\end{pmatrix}.
\]

A linear stability analysis implies that the stability matrix \( M \) can be organized in this case as a block matrix of the form \( M = \begin{pmatrix} A & B \\ B & A \end{pmatrix} \), where the matrices \( A \) and \( B \) are derived from Eq. (S30) and Eq. (S31), and given respectively by

\[
A = \alpha \beta^4 \begin{pmatrix}
(1 + q \tanh(\beta^2 q))(1 + Y) & (\tanh(\beta^2 q) + q)(Y + \Upsilon) \\
(\tanh(\beta^2 q) + q)(Y + \Upsilon) & (1 + q \tanh(\beta^2 q))(1 + Y)
\end{pmatrix},
\]

\[
B = \alpha \beta^4 \begin{pmatrix}
(\Upsilon + q)(1 + q \tanh(\beta^2 q)) & (\Upsilon + 1)(1 + \Upsilon + q + \tanh(\beta^2 q)) \\
(\Upsilon + 1)(q + \tanh(\beta^2 q)) & (\Upsilon + 1)(1 + \Upsilon + q + \tanh(\beta^2 q))
\end{pmatrix}.
\]

According to the determinant identity for a block matrix, \(|M - \lambda I| = |A + B - \lambda I||A - B - \lambda I| \), the eigenvalues of the stability matrix can be determined by the following two equations,

\[
\begin{vmatrix}
\alpha \beta^4 (1 + q)(1 + q \tanh(\beta^2 q))(Y + 1) - \lambda & \alpha \beta^4 (1 + q)(1 + \Upsilon + q + \tanh(\beta^2 q)) \\
\alpha \beta^4 (1 + q)(1 + \Upsilon + q + \tanh(\beta^2 q)) & \alpha \beta^4 (1 + q)(1 + q \tanh(\beta^2 q))(1 + \Upsilon) - \lambda
\end{vmatrix} = 0,
\]

\[
\begin{vmatrix}
\alpha \beta^4 (1 - q)(1 + q \tanh(\beta^2 q))(1 - \Upsilon) - \lambda & \alpha \beta^4 (1 - q)(1 + \Upsilon - 1 + q + \tanh(\beta^2 q)) \\
\alpha \beta^4 (1 - q)(1 + \Upsilon - 1 + q + \tanh(\beta^2 q)) & \alpha \beta^4 (1 - q)(1 + q \tanh(\beta^2 q))(1 - \Upsilon) - \lambda
\end{vmatrix} = 0.
\]

Using the mathematical identity \(\max(1 - q, 1 + q) = 1 + |q|\), and \(\max(1 - \Upsilon, 1 + \Upsilon) = 1 + |\Upsilon|\), we conclude that the maximal value of all eigenvalues is given by \( \lambda_{\text{max}} = \alpha \beta^4 (1 + q)(1 + |\Upsilon|)(1 + q + \tanh(\beta^2 q))\). The critical data density for the SSB phase is thus given by

\[
\alpha_c = \left( \frac{\beta^{-4}}{(1 + |q|)(1 + |\Upsilon|)(1 + q \tanh(\beta^2 q)) + |q + \tanh(\beta^2 q)|} \right).
\]

**Prediction of noise level \( \beta \) and correlation level \( q \) from raw data**

We first write the posterior probability of the hyper-parameters \( \beta \) and \( q \) as

\[
P(\beta, q | D) = \sum_{\xi^1, \xi^2} P(\beta, q, \xi^1, \xi^2 | D) = \sum_{\xi^1, \xi^2} \int d\beta dq \sum_{\xi^1, \xi^2} P(D | \beta, q, \xi^1, \xi^2) P_0(\xi^1, \xi^2 | q) P(\beta, q, \xi^1, \xi^2 | D) P_0(\xi^1, \xi^2 | q),
\]
where we have used the Bayes’ rule, and we assume that \( P_0(\xi^1, \xi^2, \beta, q) = P_0(\xi^1, \xi^2 | q) \tilde{P}_0(\beta, q) \), where \( \tilde{P}_0(\beta, q) \) is a constant or we have no prior knowledge about the true values of the hyper-parameters. Therefore, we have

\[
P(\beta, q | D) \propto \sum_{\xi^1, \xi^2} \prod_{a=1}^{M} P(\sigma^a | \beta, q, \xi^1, \xi^2) \prod_{i=1}^{N} P_0(\xi_i^1, \xi_i^2 | q).
\]

(S37)

Note that the data distribution can be expressed as

\[
P(\sigma^a | \beta, q, \xi^1, \xi^2) = \frac{\cosh \left( \frac{\beta}{\sqrt{N}} \xi^1 \cdot \sigma^a \right) \cosh \left( \frac{\beta}{\sqrt{N}} \xi^2 \cdot \sigma^a \right)}{2^N e^{\beta^2} \cosh (\beta^2 Q)}.
\]

(S38)

The posterior probability of the hyper-parameters can be finally simplified as \( P(\beta, q | D) \propto e^{-\beta^2 M \Omega} \), where \( \Omega \) is exactly the partition function of the posterior \( P(\xi^1, \xi^2 | D) \). This partition function can be written explicitly as follows,

\[
\Omega(\beta, q) = \sum_{\xi^1, \xi^2} \prod_{a=1}^{M} \frac{\cosh \left( \frac{\beta}{\sqrt{N}} \xi^1 \cdot \sigma^a \right) \cosh \left( \frac{\beta}{\sqrt{N}} \xi^2 \cdot \sigma^a \right)}{\cosh (\beta^2 Q)} \prod_{i=1}^{N} P_0(\xi_i^1, \xi_i^2 | q).
\]

(S39)

Searching for consistent hyper-parameters \((\beta, q)\) compatible with the supplied dataset is equivalent to maximizing the posterior \(P(\beta, q | D)\). Following this principle, we first derive the temperature equation as

\[
\frac{\partial \ln P(\beta, q | D)}{\partial \beta} = -2M \beta + \frac{\partial}{\partial \beta} \ln \Omega(\beta, q).
\]

(S40)

Note that in statistical physics, the energy function is given by \( Ne = -\frac{\partial \ln \Omega}{\partial \beta} \), where \( e(\beta, q) \) denotes the energy density (per neuron). We thus conclude that \( \beta \) should obey the following temperature equation,

\[
\beta = -\frac{\epsilon(\beta, q)}{2\alpha}.
\]

(S41)

Note that when the true prior is taken into account, the energy density of the model is analytic with the result \( \epsilon = -2\alpha \beta \) independent of \( q \).

Given the dataset and an initial guess of \( \beta \), the aforementioned message passing scheme can be used to estimate the energy density of the system as \( Ne = -\sum_i \Delta \epsilon_i + (N-1) \sum_a \Delta \epsilon_a \) based on the Bethe approximation. The energy contribution of one synapse-pair reads

\[
\Delta \epsilon_i = \sum_{\xi^1_i, \xi^2_i} \sum_{b \in \partial i} \frac{\partial u_{b \rightarrow i}(\xi^1_i, \xi^2_i)}{\partial \beta} \frac{\partial u_{b \rightarrow i}(\xi^1_i, \xi^2_i) - \beta^2 \|G^i_{b \rightarrow i} + \Gamma^i_{b \rightarrow i} + 2\Xi_{b \rightarrow i} - 2\beta^2 \left( Q_{b \rightarrow i} + \frac{\xi^2_i \xi^2_i}{N} \right) \tanh \left( \frac{\beta^2 Q_{b \rightarrow i} + \beta^2 \xi^1_i \xi^2_i}{N} \right)}{e^{\sum_{b \in \partial i} u_{b \rightarrow i}(\xi^1_i, \xi^2_i) + \ln P_0(\xi^1_i, \xi^2_i)}} ,
\]

(S42)

where \( \frac{\partial u_{b \rightarrow i}(\xi^1_i, \xi^2_i)}{\partial \beta} \) reads as follows,

\[
\beta \frac{\partial u_{b \rightarrow i}(\xi^1_i, \xi^2_i)}{\partial \beta} = \beta^2 \|G^i_{b \rightarrow i} + \Gamma^i_{b \rightarrow i} + 2\Xi_{b \rightarrow i} - 2\beta^2 \left( Q_{b \rightarrow i} + \frac{\xi^2_i \xi^2_i}{N} \right) \tanh \left( \frac{\beta^2 Q_{b \rightarrow i} + \beta^2 \xi^1_i \xi^2_i}{N} \right)
\]

(S43)

+ \frac{\Delta \epsilon_{b \rightarrow i}}{1 + \Delta \epsilon_{b \rightarrow i}} \left( -4\beta^2 \Xi_{b \rightarrow i} + X_{b \rightarrow i} \tanh X_{b \rightarrow i} - X_{b \rightarrow i} \tanh Y_{b \rightarrow i} \right),

where \( X_{b \rightarrow i} \equiv \beta G^i_{b \rightarrow i} - \beta G^i_{b \rightarrow i} + \frac{\beta}{\sqrt{N}} \sigma^i_{b \rightarrow i} - \frac{\beta}{\sqrt{N}} \sigma^i_{b \rightarrow i}, \) \( Y_{b \rightarrow i} \equiv \beta G^i_{b \rightarrow i} + \beta G^i_{b \rightarrow i} + \frac{\beta}{\sqrt{N}} \sigma^i_{b \rightarrow i}, \) and \( \Delta \epsilon_{b \rightarrow i} \equiv e^{-2\beta^2 \Xi_{b \rightarrow i} \cosh X_{b \rightarrow i} / \cosh Y_{b \rightarrow i}}. \) The energy contribution of one data sample is given by

\[
\beta \Delta \epsilon_a = \beta^2 \|G_a^i + \Gamma_a^i + 2\Xi_a - 2\beta^2 Q_a \tanh (\beta^2 Q_a) + Y_a \tanh Y_a
\]

(S44)

+ \frac{\Delta \epsilon_a}{1 + \Delta \epsilon_a} \left( -4\beta^2 \Xi_a + X_a \tanh X_a - Y_a \tanh Y_a \right),

where \( X_a \equiv \beta G^i_a - \beta G^i_a, \) \( Y_a \equiv \beta G^i_a + \beta G^i_a, \) and \( \Delta \epsilon_a \equiv e^{-2\beta^2 \Xi_a \cosh X_a / \cosh Y_a}. \)
Next, we derive the correlation equation. Note that \( P_0(\xi^1_i, \xi^2_i) = \frac{e^{-\beta J_{0i}^2}}{2 \cosh J_0} \), where \( J_0 = \tanh^{-1} q \). We then have
\[
\frac{\partial P(\beta, q|D)}{\partial q} = e^{-M\beta^2} \frac{\partial \Omega}{\partial q} = 0,
\]
which requires that \( \frac{\partial \Omega}{\partial q} = 0 \). It then follows that
\[
\frac{\partial \Omega}{\partial q} = \Omega \sum_{\xi^1, \xi^2} P(\xi^1, \xi^2|D) \sum_i (\xi^1_i \xi^2_i - \tanh J_0) \frac{\partial J_0}{\partial q}
= \Omega \left( \sum_i \langle \xi^1_i \xi^2_i \rangle_P(\xi^1_i, \xi^2_i|D) - N \tanh J_0 \right) \frac{\partial J_0}{\partial q} = 0.
\]
To satisfy Eq. (S46), we must enforce the following correlation equation,
\[
q = \frac{1}{N} \sum_i q_i,
\]
where \( q_i \) can be computed in a single instance by iterating the message passing scheme. More precisely,
\[
q_i = \frac{\sum_{\xi^1_i, \xi^2_i} \xi^1_i \xi^2_i e^{\sum_{k \neq 0} \langle \xi^1_k \xi^2_k \rangle_P(\xi^1_k, \xi^2_k|D)} P_0(\xi^1_i, \xi^2_i)}{\sum_{\xi^1_i, \xi^2_i} e^{\sum_{k \neq 0} \langle \xi^1_k \xi^2_k \rangle_P(\xi^1_k, \xi^2_k|D)} P_0(\xi^1_i, \xi^2_i)}.
\]
In addition, the negative log-likelihood of the hyper-parameter posterior per neuron can be estimated as \( \frac{\tilde{L}}{N} = C - \frac{\ln \Omega}{N} + \alpha \beta^2 \), where \( C \) is an irrelevant constant, and the second term can be approximated by \( \beta J_{\text{Bethe}} \).