SEEING DOUBLE THROUGH DEPENDENT OPTICS
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Abstract. Tambara modules are strong profunctors between monoidal categories. They’ve been defined by Tambara in the context of representation theory [Tam06], but quickly found their way in applications when it was understood Tambara modules provide a useful encoding of modular data accessors known as mixed optics. To suit the needs of these applications, Tambara theory has been extended to profunctors between categories receiving an action of a monoidal category.

Motivated by the generalization of optics to dependently-typed contexts, we sketch a further extension of the theory of Tambara modules in the setting of actions of double categories (thus doubly indexed categories), by defining them as horizontal natural transformations. The theorems and constructions in [PS08] relevant to profunctor representation theorem for mixed optics [CEG+20] are reobtained in this context. This reproduces the definition of dependent optics recently put forward by Vertechi [Ver22] and Milewski [Mil22], and hinted at in [BCG+21].

1. Introduction

In the last two years, and more intensely in the last six months or so, there’s been interest in extending the theory of optics to support more strongly typed data structures, giving rise to a many attempts to define so-called ‘dependent optics’.

The purpose of this search is, on a mathematical level, to unify Myers and Spivak’s ‘F-lenses’ [Spi19] with mixed optics [CEG+20]. The first provide a very flexible and well-motivated framework for dealing with bidirectional systems, further corroborated by their applications in [Mye20; Mye21]. The second generalize lenses in many directions, providing a way to speak of bidirectional data accessing in the presence of side-effects and non-cartesian structure, as well as providing a convincing operational semantics for feedback systems [CGHR21].

Some plausible candidates of a common generalization have been defined. The first work the author knows about this has been done by Hedges and Rischel, on what have been called ‘indexed optics’ in [BCG+21]. The focus of that definition is on equipping mixed optics with coproducts, a very useful feature that sets apart dependent and simple lenses (and, in that case, everything there is to the generalization: dependent lenses are exactly the coproduct
completion of lenses). In the meantime, Milewski has worked out a very similar definition he called *ommatidia* and then *polynomial optics*—this work can be found in his blog [Mil21]. This essentially coincides with indexed optics, with some minor differences making the latter more general.

In [BCG+21] the author and his collaborators expanded on Hedges and Rischel’s work on indexed optics in order to find a principled framework for dependent optics. Two ideas were brought about. First, to define optics ‘globally’ as pullbacks of 2-fibrations of coparameterised morphisms along 2-opfibrations of parameterised morphisms, as opposed to the usual ‘local’ definition which defines objects and hom-sets. Second, to focus on actions of bicategories. In fact there is a correspondence between actions of bicategories (on categories), (locally discrete) 2-fibrations and 2-indexed categories, which we describe below. Unfortunately, at the time [BCG+21] was put out we didn’t exactly understood how and if these two ideas could do what we wanted them to do.

In the following months, it became clear that both these intuitions were indeed right.

The ‘pullback definition’ of optics suggests some higher-dimensional structure with a clear operational interpretation is forgot in the usual definition as coends, something described in a particular case by Gavranović in [Gav22].

At the same time, ‘action of bicategories’ have been confirmed as the most promising tool to define dependent optics, since at least two works hinging on this idea have been published in the meantime. The first is by Milewski, who defined ‘compound optics’ in [Mil22] to be a vast and principled generalization of his ommatidia and copresheaf optics. The second is the very recent work by Vertechi [Ver22], which takes seriously the idea of actions of bicategories to define ‘dependent optics’. He proposes various new definitions of dependently-typed modular data accessors generalizing dependent lenses and works out a tentative Tambara representation theorem.

In this note, which we developed independently from the works just mentioned, we extend the theory of Tambara modules in the setting of actions of double categories (also known as doubly indexed categories), by defining them as horizontal natural transformations between doubly indexed categories, a remarkably simple definition. The theorems and constructions in [PS08] relevant to profunctor representation theorem for mixed optics [CEG+20] are reobtained in this context. If the abstract definitions were independently discovered, we lacked confidence in their practical usefulness until Milewski’s published explicit calculations for indexed optics (aka polylenses, aka ommatidia). We have been convinced that the definition we had was indeed promising only when Vertechi shown that it does indeed capture dependent lenses in the expected way (as we lacked the idea used in Example 4.1 and first appeared in [Ver22]).
2. FROM ACTIONS OF MONOIDS TO ACTIONS OF BICATEGORIES

The action of a monoid $M$ on a set $X$ is a well-known structure: it’s a map that associates an endomorphism $m \cdot - : X \to X$ to each $m \in M$. The action of a monoid might as well be presented as a representation of $M$ in $\textbf{Set}$, i.e. a functor

$$\mathbb{B}M \longrightarrow \textbf{Set}$$

(2.1)

where $M$ has been correctly identified as a one-object category, whose only object hits the set acted upon by $M$ and whose endomorphisms hit endomorphisms of $X$, as desired. Therefore it is easy to generalize this to categories (i.e. ‘monoids with many objects’): one simply replaces $\mathbb{B}M$ with any other category $\mathcal{C}$. The resulting functor $\mathcal{C} \to \textbf{Set}$ is more commonly known as a copresheaf over $\mathcal{C}$, or $\mathcal{C}$-indexed set, but can be rightfully considered to be an action or representation of $\mathcal{C}$.

This point of view might feel a bit artificial. Actions of a monoid are quite humble structures, definable in any monoidal category, whereas here we invoke the entire category of sets to define one. The uneasiness we feel is that of having moved from an internal definition (‘an action is a map of sets such that...’) to an external definition (‘an action is a functor to sets’). To ease our discomfort, we seek an ‘internal’ presentation of actions of categories.

In what follows, let $\mathcal{E}$ be a sufficiently structured category. We are mostly going to be interested in $\mathcal{E} = \textbf{Set}$, but at least for the following definition any finitely complete category (i.e. admitting finite limits) suffices.

**Definition 2.1.** Let $\mathcal{M} : M_1 \rightrightarrows M_0$ be an internal category\(^1\) in $\mathcal{E}$. Let $X$ be an object over $M_0$, as witnessed by a map $\pi : X \to M_0$. An action of $\mathcal{M}$ on $X$ is a map:

$$\bullet : (o, o' : M_0) \to (m : M_1 o o') \to X o \to X o'$$

(2.2)

satisfying a form of ‘functoriality’ (here $o \overset{m}{\to} o' \overset{n}{\to} o''$ are consecutive morphisms in $\mathcal{M}$):

$$1_o \bullet x = x, \quad m \bullet (n \bullet x) = (m \triangleright n) \bullet x.$$  

(2.3)

\(^1\)For reference purposes, we mention the definition of internal category:

**Definition 2.2.** An internal category $\mathcal{M}$ is given by (1) an object $M_0$ of ‘objects’, (2) an object $M_1$ of ‘arrows’, (3) two maps $s, t : M_1 \to M_0$ assigning a source and target to each arrow, (4) a map $1 : M_0 \to M_1$ picking the identity arrows and (5) a map $\triangleright : M_1 \times_{M_0} M_1 \to M_1$ composing consecutive pairs of arrows (the pullback is taken over the cospan $M_1 \overset{s}{\leftarrow} M_0 \overset{t}{\rightarrow} M_1$); satisfying the usual associativity and unitality of composition in a category.
Equivalently, $\bullet$ is an arrow like the blue one in this diagram:

$$
\begin{array}{c}
X \leftarrow \bullet \quad M \times_{M_0} X \quad p_1 \rightarrow X \\
\pi \downarrow \quad p_2 \quad j \downarrow \pi \\
M_0 \leftarrow t \quad M \quad s \rightarrow M_0 \\
\end{array}
$$

(2.4)

Notice the right square is a pullback but the left square isn’t.

If the map $\pi$ is ‘nice enough’ (or the category $\mathcal{E}$ is nice enough), $X$ can be considered a dependent type

$$
o : M_0 \vdash X o \text{ type.}
$$

In $\text{Set}$, this means $X$ is actually an $M_0$-indexed family of sets, woven together by the action of $\mathcal{M}$:

Hence in the case $\mathcal{E} = \text{Set}$, where an internal category is the same thing as a small category, one readily pass from this definition to that of a copresheaf over $\mathcal{M}$:

$$
\begin{array}{c}
\mathcal{M} \rightarrow \text{Set} \\
o \downarrow \quad X o \\
m \downarrow \quad m \downarrow m' \downarrow \\
o' \quad X o' \\
\end{array}
$$

(2.5)

So the definition of action of a category can be given internally. There is another intermediate way one can express an action, which is to define it as an opfibration over $\mathcal{M}$. In fact, by Grothendieck construction, the data of $\bullet : \mathcal{M} \rightarrow \text{Set}$ can be bundled into a single functor
with the structure of a (discrete) opfibration:

$$\text{Para}_*(X)$$

$$\downarrow^p$$

$$\mathcal{M}$$

(2.6)

The total category of this fibration is given by pairs \((o : \mathcal{M}, x : X o)\), hence by elements of \(X\), with morphisms \((m, =) : (o, x) \to (o', x')\) given by maps \(m : o \to o'\) such that \(m \cdot x = x'\).

Sometimes \(\text{Para}_*(X)\) is called the ‘action category’ associated to \(\bullet\). The lifting structure on the projection functor \(p\), making it into an opfibration, is given by

$$\xymatrix{ x & m \cdot x \\ o \ar[r]^m & o' }$$

(2.7)

Hence ‘actions’ of \(\mathcal{M}\) seem to admit three equivalent presentations:

1. as copresheaves \(\mathcal{M} \to \text{Set}\),
2. as (discrete) opfibrations \(\mathcal{P} \to \mathcal{M}\),
3. as pairs of maps \(X \to M_0, M_1 \times_{M_0} X \to X\) satisfying some laws.

Notice the adjective \(\text{discrete}\) for the opfibration description of an action. This discreteness comes form the discreteness of \(X\): it’s just a set (or an object of \(\mathcal{E}\)). One can go beyond this and ask for \(X\) to be itself a category (or an internal category in \(\mathcal{E}\)). Then, externally, the action of \(\mathcal{M}\) would correspond to a functor \(\mathcal{M} \to \text{Cat}\) or an unqualified opfibration \(\mathcal{P} \to \mathcal{M}\).

By further increasing the dimensionality of the objects involved, we move from actions of monoidal categories on categories (also known as \(\text{actegories}\)), to actions of \(\text{bicategories}\) on categories:

**Definition 2.3.** The action of a bicategory \(\mathcal{M}\) on a category \(\mathcal{X}\) is, equivalently:

1. an indexed category \(\mathcal{M} \to \text{Cat}\),
2. a (locally discrete) 2-opfibration \(\mathcal{E} \to \mathcal{M}\),
3. a pair of functors \(\mathcal{X} \to M_0, M_1 \times_{M_0} \mathcal{X} \to \mathcal{X}\) equipped with further structures categorifying the laws in Definition 2.1 (see [Bak09]).

**2.1. The canonical action of spans.** The ‘ur-example’ of action of a bicategory is the action of \(\text{Span}(\mathcal{I})\) ‘on \(\mathcal{I}\) for a category with finite limits \(\mathcal{I}\). Remember \(\text{Span}(\mathcal{I})\) is a bicategory whose objects are the same as \(\mathcal{I}\), while morphisms \(i, j : \mathcal{I}\) are given by spans

$$\xymatrix{ & z \ar[l]_i \ar[r]^j \ar[d]^z & }$$

(2.8)
composing by pullback. The 2-morphisms are given by apex-wise morphisms commuting with the legs:

\[
\begin{array}{ccc}
  & z & \\
  i & \alpha & j \\
  & w & \\
\end{array}
\]

The ‘canonical’ action of \( \text{Span}(\mathcal{I}) \) is given by the following functor:

\[
\begin{array}{cccc}
  \text{Span}(\mathcal{I}) & \xrightarrow{L} & \mathcal{C}\text{at} \\
  & & \\
  i & \xrightarrow{p} & r & \xleftarrow{q} \mathcal{I}/i \\
  & & & \xrightarrow{q_* p^* s_* r^*} q_* \mathcal{I}/j \\
  z & \xleftarrow{\alpha} & w & \\
  & j & \\
\end{array}
\]

This is also known as the action of linear polynomial functors in many indeterminates \([GK13]\), since it’s given by associating each span with the functor that pulls back and then push forward along the two legs of the span.

\[
\begin{array}{ccc}
  \mathcal{I}/i & \xrightarrow{p^*} \mathcal{I}/z & \xleftarrow{q_*} \mathcal{I}/j \\
  i & \xleftarrow{p} z & \xleftarrow{q} j \\
\end{array}
\]

The reason these are called linear is that pushforward is a kind of ‘fibrewise sum’, hence the notation \( \sum_q \) sometimes used for \( q_* \) (for instance in \([Sch14]\)).

\textit{Remark 2.3.1.} The action of \( \text{Span}(\mathcal{I}) \) is secretly given by the fibrewise self-action of the codomain fibration of \( \mathcal{I} \), which is a fancy way to say \( L \) is packaging all the actions

\[
\times_i : \mathcal{I}/i \times \mathcal{I}/i \to \mathcal{I}/i
\]

given by cartesian product in \( \mathcal{I} \). Since pullbacks paste, reindexing are monoidal between these categories. We conclude that the indexed category \( \mathcal{I}/- : \mathcal{I}^{\text{op}} \to \mathcal{C}\text{at} \) is actually an \textit{indexed monoidal category} \([MV20]\) with left adjoints to all reindexing functors. Furthermore, one may notice we can weaken even more the structure: instead of a full-fledged monoidal category, we could ask to have an actegory \( (\mathcal{M}_i, \mathcal{C}_i, \bullet_i) \) for each \( i : \mathcal{I} \), with linear reindexing with left adjoints. This will be the subject of Example 4.3.
Remark 2.3.2. We emphasize that the natural object of the action of a bicategory is not simply a category, but a category over the set of objects of the acting bicategory. Such a dependency is very often decorated by more structure. For example, $L$ above can be considered to be $\text{Span}(\mathcal{I})$ acting on the codomain fibration of $\mathcal{I}$, hence the dependency on the objects of $\mathcal{I}$ is actually a whole fibration on the entire $\mathcal{I}$.

2.2. The action of profunctors. In [Mil22], Milewski defines an action analogous to the one of $\text{Span}(\mathcal{I})$ to define ‘compound optics’. The action is that of $\text{Prof}$ on $\mathcal{C}\text{at}$, or better, on the 2-fibration of discrete fibrations over small categories (compare this with: the fibration of morphisms over objects of $\mathcal{I}$). Explicitly, $\text{Prof}$ is taken to act on the 2-indexed category $[\_, \text{Set}] : \mathcal{C}\text{at}^{\text{op}} \to \mathcal{C}\text{at}$ that sends a category $\mathcal{C}$ to its category of copresheaves.

$$\text{Prof} \times \bullet \to \mathcal{C}\text{at}$$

$$\begin{array}{c}
\mathcal{C} \\

\begin{array}{c}
P \xrightarrow{\alpha} Q \\
\mathcal{D}
\end{array}
\end{array} \xrightarrow{\alpha} \begin{array}{c}
\mathcal{C} \times \text{Set} \\
\begin{array}{c}
P \bullet \xrightarrow{\alpha \bullet} Q \bullet \\
\mathcal{D} \times \text{Set}
\end{array}
\end{array}$$

The functor $P \bullet$ is defined by what Milewski suggests is a ‘categorified vector-matrix product’:

$$P \bullet a = \int^{c \in \mathcal{C}} a(c) \times P(c, \_)$$

The action on a natural transformation $\alpha$ is defined by functoriality of the coend.

3. Tambara modules for actions of double categories

For actions of monoids, there is a notion of ‘lax equivariant relation’, that is, if $X$ and $Y$ are $M$-sets, a relation $P : X \to Y$ such that

$$\forall m \in M, \quad P(x, y) \quad \text{implies} \quad P(m \bullet x, m \bullet y).$$

This notion famously categorifies to Tambara modules [Tam06], which are now profunctors $P : \mathcal{X} \to \mathcal{Y}$, for $\mathcal{X}$ and $\mathcal{Y}$ left $\mathcal{M}$-actegories, equipped with a family of morphisms:

$$\text{st}_{m, x, y} : P(x, y) \to P(m \bullet x, m \bullet y)$$

which are dinatural in $m$ and natural in $x$ and $y$.

How do we generalize this to actions of bicategories? Let us think first of the 0-dimensional case. Suppose now $X$ and $Y$ are sets over $M_0$, the set of objects of a category $\mathcal{M} : M_1 \to M_0$. Remember this is equivalent to have $M_0$-indexed families of sets ‘woven together’ by morphisms
of \( \mathcal{M} \). Being \( X \) and \( Y \) naturally defined over \( M_0 \), it makes sense to also define \( P \) as a ‘relation over \( M_0 \)’, that is, a family of relations:

\[
P : (o : M_0) \rightarrow (X o \rightarrow Y o)
\]  
(3.3)

Of course the delicate arrangement of \( P \) (elements over \( o \) are related only to elements over \( o \)) can be forgotten, and one can consider \( P \) as a relation \( X \rightarrow Y \). This, however, would make impossible to define the compatibility of \( P \) with the \( \mathcal{M} \)-actions on \( X \) and \( Y \):

\[
\forall o \xymapsto o' : \mathcal{M}, \quad (P o)(x, y) \quad \text{implies} \quad (P o')(m \cdot x, m \cdot y).
\]  
(3.4)

Hence \( P \) is crucially a relation over \( M_0 \) ‘woven together’ by morphisms of \( \mathcal{M} \), in perfect analogy with the notion of action of \( \mathcal{M} \) itself.

Categorifying this makes us summon a \( \mathcal{M} \)-indexed family of profunctors, which amounts to a profunctor

\[
P_o : \mathcal{X}(o) \rightarrow \mathcal{Y}(o)
\]  
(3.5)

for each \( o : \mathcal{M} \) and a natural transformation

\[
st_f : P_o \Longrightarrow P_{o'}(m \cdot -, m \cdot -)
\]  
(3.6)

for each \( f : o \rightarrow o' \).

This could be made directly into a definition (as done in [Ver22]), but we’d be missing out in elegance. Indeed, the peculiar form of \( st_f \) should make anyone familiar with the proarrow equipment of categories and profunctors suspicious. Such suspicion is aggravated by the fact that already the ‘nuts and bolts’ definition of action of a bicategory seems to beg for the bicategory \( \mathcal{M} \) to be promoted to a double category. In fact the analogue definition one dimension lower presents the acting category as an internal category in \( \mathbf{Set} \), so it feels much more natural to promote ‘internal category in \( \mathbf{Set} \)’ (i.e. ‘small category’) to ‘internal category in \( \mathbf{Cat} \)’ (i.e. double category). Everything conjures, therefore, to the following slightly more general definitions:

**Definition 3.1.** The action of a double category \( \mathbb{M} \) on a category \( \mathcal{X} \) is, equivalently:

1. a doubly indexed category \( \mathbb{M} \rightarrow \mathbf{Cat} \),
2. a (locally discrete) double 2-opfibration \( \mathbb{E} \rightarrow \mathbb{M} \),
3. a pair of functors \( \mathcal{X} \rightarrow M_0, \mathcal{M}_1 \times_{M_0} \mathcal{X} \rightarrow \mathcal{X} \) equipped with further structure morphisms categorifying Definition 2.1 (see [MV98]).
Definition 3.2. Let $\mathbb{M}$ be a double category. Suppose $\mathcal{X}$ and $\mathcal{Y}$ are doubly indexed categories $\mathbb{M} \to \text{Cat}$. Then a Tambara module $(P, \text{st})$ is a horizontal natural transformation $\mathcal{X} \Rightarrow \mathcal{Y}$:

$$
\mathcal{X}(o) \xrightarrow{P_o} \mathcal{Y}(o)
$$

(3.7)

The naturality of $(P, \text{st})$ amounts to ask, among the other things (see, mutatis mutandis, [Par11, Definition 1.6], which defines vertical natural transformations):

$$
\begin{array}{ccc}
\mathcal{X}(o) & \xrightarrow{P_o} & \mathcal{Y}(o) \\
1_o \downarrow & \mathcal{X}(o) & \xrightarrow{P_o} \mathcal{Y}(o) \\
\mathcal{X}(o) & \xrightarrow{P_o} \mathcal{Y}(o) & \xrightarrow{P_o} \mathcal{Y}(o)
\end{array}
$$

(3.8)

$$
\begin{array}{ccc}
\mathcal{X}(o) & \xrightarrow{P_o} \mathcal{Y}(o) & \xrightarrow{P_o} \mathcal{Y}(o) \\
\mathcal{X}(o) & \xrightarrow{P_o} \mathcal{Y}(o) & \xrightarrow{P_o} \mathcal{Y}(o)
\end{array}
$$

(3.9)

Remark 3.2.1. Just for fun, the transpose definition would be that of a family of functors $F_o : \mathcal{X}(o) \to \mathcal{Y}(o)$ that commute with the horizontal part of the action of $\mathbb{M}$, yielding squares

$$
\begin{array}{ccc}
\mathcal{X}(o) & \xrightarrow{\text{om}} & \mathcal{X}(o') \\
F_o & \xrightarrow{\alpha} & F_{o'} \\
\mathcal{Y}(o) & \xrightarrow{-\text{om}} & \mathcal{Y}(o')
\end{array}
$$

(3.10)

given again by natural transformations

$$
\alpha_m : x \circ m \cdot y \longrightarrow F_o(x) \circ m \cdot F_{o'}(y)
$$

(3.11)

whose interpretation is obscure to the author.

In the case $\mathbb{M}$ is not only a ‘discrete’ double category, but a one-object discrete double category, then this recovers exactly ‘classical’ Tambara modules between actions of monoidal
categories [CEG+20]. All squares look like this (notice the lack of indexing over objects):

\[
\begin{array}{ccc}
X & \xrightarrow{P} & Y \\
\downarrow{m} & & \downarrow{m} \\
X & \xrightarrow{p} & Y \\
\end{array}
\]  

and the laws (3.8)–(3.9) encode the usual laws for a Tambara structure. If \( \mathcal{M} \) is a bicategory encoded as an horizontally discrete double category, then nothing much changes, and laws (3.8)–(3.9) are the only ones which remain non-trivial.

3.1. \textbf{Pastro–Street theory.} In [PS08], a free-forgetful-cofree adjunction is constructed between profunctors \( P : \mathcal{X} \rightarrow \mathcal{Y} \) and Tambara modules \( (P, \text{st}) : (\mathcal{X}, \bullet) \rightarrow (\mathcal{Y}, \bullet) \). To reconstruct this adjunction, we need first of all to define what’s a ‘profunctor’ without the Tambara structure.

We expect it to be the same as our initial ansatz, i.e. simply a profunctor over \( \mathcal{M}_0 \). To check this, we ask given two doubly indexed categories \( \mathcal{X}, \mathcal{Y} : \mathcal{M} \rightarrow \textbf{Cat} \), what are the corresponding ‘bare’ categories to be used as domain and codomain for such a profunctor? It’s all that left if we ‘forget’ all the data in \( \mathcal{X} \) associated with the action of non-trivial morphisms in \( \mathcal{M} \), i.e. the (‘singly’) indexed category

\[
\begin{align*}
\mathcal{X}_0 & := \mathcal{M}_0 \hookrightarrow \mathcal{M} \xrightarrow{X} \textbf{Cat}, \\
\mathcal{Y}_0 & := \mathcal{M}_0 \hookrightarrow \mathcal{M} \xrightarrow{Y} \textbf{Cat}
\end{align*}
\]  

One quickly realizes a ‘Tambara module’ for this trivialization is indeed a profunctor over \( \mathcal{M}_0 \) (the strength is forced to be the identity by (3.8)):

\[
\begin{array}{ccc}
\mathcal{X}(o) & \xrightarrow{P_o} & \mathcal{Y}(o) \\
& & \\
\mathcal{X}(o) & \xrightarrow{P_o} & \mathcal{Y}(o)
\end{array}
\]  

Given two \( \mathcal{M} \)-actions \( \mathcal{X}, \mathcal{Y} \), we have thus two categories:

(1) The category \( \text{Tamb}(\mathcal{X}, \mathcal{Y}) \) of Tambara modules in the sense of definition Definition 3.2, having as morphisms (natural) families of (natural) transformations \( \beta_o : P_o \Rightarrow Q_o \) such
that all equations

\[ \begin{array}{ccc}
X(o) & \xrightarrow{P_o} & Y(o) \\
\downarrow m \ast & & \downarrow m \ast \\
X(o') & \xrightarrow{Q_{o'}} & Y(o')
\end{array} \]

\[ \begin{array}{ccc}
X(o) & \xrightarrow{P_o} & Y(o) \\
\downarrow m \ast & & \downarrow m \ast \\
X(o') & \xrightarrow{Q_{o'}} & Y(o')
\end{array} \]

(3.15)

hold.

(2) The category \( \text{Prof}(X_0, Y_0) \) of profunctors over \( M_0 \), having as morphisms (natural) families of (natural) transformations \( \beta_o : P_o \Rightarrow Q_o \).

We are looking for a triple of adjoint functors

\[ \begin{array}{ccc}
\text{Tamb}(X, Y) & \xleftarrow{\Theta} & \text{Prof}(X_0, Y_0) \\
\downarrow U & & \downarrow \Psi \\
\text{Prof}(X_0, Y_0) & \xrightarrow{\Theta} & \text{Tamb}(X, Y)
\end{array} \]

(3.16)

where \( U \) forgets the structure \((\text{st})\) as well as the properties of a Tambara module.

One can prove this directly, by using the same constructions expounded in [Rom20, Chapter 5] and derived from Pastro and Street’s original proof. That path involves quite a lot of coend calculus and the strategy is to prove that \( U \Theta \) is a comonad on \( \text{Prof}(X_0, Y_0) \) and \( U \Psi \) is a left adjoint monad. Alternatively, notice \( U \) is really pullback along \( M_0 \hookrightarrow \mathbb{M} \) and thus \( \Theta \) and \( \Psi \) are given by left and right Kan extension.

**Proposition 3.3.** The comonad \( U \Theta \) is defined on a given \( P : \text{Prof}(X_0, Y_0) \) as follows:

\[ (U \Theta P)_o(x, y) = \int_{o' : M_0} \int_{m : \mathbb{M}(o, o')} P_{o'}(m \ast x, m \ast y) \]  

(3.17)

for each \( o : M_0 \).

**Proposition 3.4.** The right adjoint \( U \Psi \) to \( U \Theta \) is defined on a given \( Q : \text{Prof}(X_0, Y_0) \) as follows:

\[ (U \Psi Q)_{o'}(x, y) = \int_{\overset{o : M_0}{m : M(o, o')}} \int_{\overset{a : X(o), b : Y(o)}{a : X(o), b : Y(o)}} X(o')(m \ast a, x) \times Q_o(a, b) \times Y(o')(y, m \ast b) \]  

(3.18)

for each \( o' : M_0 \).

Once \( \Psi \) and \( \Theta \) are defined, the following is an easy corollary:
**Theorem 3.5** (Dependent profunctor representation theorem). Let $o, o' : M$, let $a : \mathcal{X}(o)$, $b : \mathcal{Y}(o)$, $s : \mathcal{X}(o')$, $t : \mathcal{Y}(o')$

\[
\int_{P : \text{Tamb}(\mathcal{X}, \mathcal{Y})} \text{Set}(P_o(a, b), P_{o'}(s, t)) \cong \int_{m : M(o, o')} \mathcal{X}(o')(s, m \cdot a) \times \mathcal{Y}(o')(m \cdot b, t) \quad (3.19)
\]

In the theory of optics, the sets appearing in (3.19) gather as hom-sets of a category, the category of optics. Thus it feels warranted to do the same here, calling **dependent optics** the category $\text{Optic}_{\mathcal{X}, \mathcal{Y}}$ whose objects are given by triples $(o : M, a : \mathcal{X}(o), b : \mathcal{Y}(o))$ and whose hom-sets are given by the sets appearing in the above isomorphism.

This exact same definition appears in [Ver22], where Theorem 3.5 is proved in §4.2, albeit in a different form.

### 4. Examples

Arguably the most important example of dependent optics (or better: their most illustrious progenitor) are dependent lenses, which, as we are going to prove, arise from the canonical action of (the bicategory) $\text{Span}(\mathcal{I})$ on the self-indexing of $\mathcal{I}$ described in Section 2.1. This has been worked out by Vertechi in [Ver22, §3.1]. The key observation is the following lemma (unstated in *ibid.*):

**Lemma 4.1.** Let $\mathcal{I}$ be a finitely complete category. Let $v : s \to j$, $u : a \to i$ be maps in $\mathcal{I}$, and let $m : i \leftarrow z \rightarrow j$ be a span in $\mathcal{I}$. Then

\[
\mathcal{I}/j(v, q \cdot p^* u) \cong \sum_{f \in \mathcal{I}(s, a)} \mathcal{I}/(i \times j)((f \cdot q \cdot u, v), (p, q)) \quad (4.1)
\]

**Proof.** Observe an arrow $\phi \in \mathcal{I}/j(v, q \cdot p^* u)$ is given by an arrow $\phi : s \to p^* a$ fitting in the following commutative diagram:

\[
\begin{array}{ccccccccc}
& & & & & & & & & \\
& & & & & & & & & a \\
& & & & & & & & & p^* a \\
& & & & & & & & & \bullet \phi \\
i & & & & & & & & & z \\
p & & & & & & & & & j \\
& & & & & & & & & \downarrow q \\
& & & & & & & & & v \\
\end{array}
\]

Since $\phi$ is a map towards the pullback of $u$ and $p$ over $z$, it contains the same data as a map $f : s \to a$ and a map $g : s \to z$ such that $g \cdot p = f \cdot q \cdot u$. But we also want the triangle on the right to commute, hence the map $g$ has to satisfy $g \cdot q = v$ too. We thus draw another diagram,
using the observation that the span \( m : i \xleftarrow{p} z \xrightarrow{q} j \) is equivalently given as \( \langle p, q \rangle : z \to i \times j \):

\[
\begin{array}{ccc}
  & s & \\
  f & \downarrow \exists \langle f u, v \rangle & \downarrow v \\
 \exists \langle f u, v \rangle & \downarrow g & \downarrow \langle p, q \rangle \\
 a & \downarrow \pi_i & i \times j \\
 i & \xleftarrow{p} z & \xrightarrow{q} j \\
 u & \xleftarrow{a} i & \xrightarrow{b} j \\
\end{array}
\] (4.3)

The maps \( f \) and \( v \) can be packaged into a unique map \( \langle f \# u, v \rangle : s \to i \times j \), by universal property of \( i \times j \). It’s now easy to see a map \( \langle f \# u, v \rangle \to \langle p, q \rangle \) in \( I / i \times j \) encodes exactly the data and the constraints required to the map \( g \) invoked above. It’s the data of a map \( s \to z \) in \( I \), such that \( g \# \langle p, q \rangle = \langle f \# u, v \rangle \), which means \( g \# p = f \# u \) and \( g \# q = v \), as desired.

Viceversa, given \( f \) and \( g \) as in the previous diagram, it’s easy to reconstruct \( \phi \) using the universal property of the pullback. □

**Example 4.1** (Dependent lenses). On the right hand side of (3.19) we set \( \mathcal{X} = \mathcal{Y} = L \), where the latter is the functor defined in (2.10), so that

\[
\text{Optic}_{L,L}(s \xrightarrow{v} j \xleftarrow{t}, a \xrightarrow{u} i \xleftarrow{b}) := \int_{i \xleftarrow{z} j} I / (v, q \# u) \times I / (j, q \# u', v')
\]

\[
\cong \int_{(p, q) : z \to i \times j} \sum_{f \in I(s, a)} I / (i \times j) (\langle f \# u, v \rangle, \langle p, q \rangle) \times I / (j, q \# u', v')
\]

\[
\cong \sum_{f \in I(s, a)} \int_{(p, q) : z \to i \times j} I / (i \times j) (\langle f \# u, v \rangle, \langle p, q \rangle) \times I / (j, q \# u', v')
\]

\[
\cong \sum_{f \in I(s, a)} I / j(v_*(f \# u)^* u', v')
\] (4.4)

One can visualize the data of this last expression as the dotted arrow in the following commutative diagram:

\[
\begin{array}{ccc}
  t & \xleftarrow{f t} & s \times_i b & \xrightarrow{b} \\
  v' & \downarrow & \downarrow (f u)^* u' & u' \\
  j & \xleftarrow{v} & s & \xrightarrow{a} i \\
\end{array}
\] (4.5)
We get our usual dependent lenses when $v$ and $u$ are trivial, i.e. when the cospans $s \xrightarrow{v} j \xleftarrow{v'} t$ and $a \xrightarrow{u} i \xleftarrow{u'} b$ are ‘trivial on the right’. To see that indeed the usual category of $\text{DLens}$ is equivalent to this one, consider the functor sending a cospan $a \xrightarrow{u} i \xleftarrow{b} u'$ to the map $u^*u' : b \times_i a \to a$ obtained by pulling back $u'$ along $u$. On morphisms, this functor takes a diagram such as the one above and maps it to the dependent lens comprised of the middle two squares in the diagram below:

$$
\begin{array}{c}
\begin{array}{c}
t \leftarrow s \times_j t \leftarrow s \times_i (b \times_i a) \rightarrow b \times_i a \rightarrow b \\
\downarrow \downarrow \downarrow \downarrow \downarrow \\
j \leftarrow v \leftarrow s \leftarrow s \xrightarrow{j} a \xrightarrow{u} i \\
v' \leftarrow v^*v' \leftarrow v^*u' \xrightarrow{u^*u'} \rightarrow u'
\end{array}
\end{array}
\quad (4.6)
$$

On the left, the pasting property of pullback squares allows us to conclude $f^*u^*u' = (f^*u)^u'$, so that the morphisms out of $s \times_i b \to s$ and $s \times_i (b \times_i a)$ are the same. On the right, the universal property of pullbacks tells us that the data of $f^*$ such that $f^*v' = (f^*u)^u' v$ is the same as that of an arrow (the dashed $\exists!$ arrow above) $s \times_i (b \times_i a) \to s \times_j t$.

This functor is an equivalence of categories. On the one hand the action on morphisms is full and faithful, since $f$ is unaltered and $f^*$ and $f'^*$ are in bijection by universal property of the pullback. On the other hand it is essentially surjective since every map $p : a \to i$ is evidently isomorphic (in fact, equal) to the image of the cospan $i \xleftarrow{p} a$.

**Example 4.2** (Compound optics). Milewski proposed compound optics [Mil22, §8] as the class of optics associated to two actions of a bicategory $\mathcal{M}$ on $\mathcal{M}_0$-indexed categories $\mathcal{C}$ and $\mathcal{D}$ by the definition:

$$
\text{Optic}_{o,o'}(a,b)(s,t) := \int^{m : \mathcal{M}(o,o')} (\text{Lan}_{(m,m)} \circ \mathcal{Y}_{(a,b)})(s,t) \quad (4.7)
$$

Here $\mathcal{Y}_{(a,b)}$ denotes the Yoneda embedding of $(a,b) : \mathcal{C}(o) \times \mathcal{D}(o)$; while $\langle m,m \rangle \bullet$ denote the action of $m : o \to o'$ in the fibrewise product of the indexed categories $\mathcal{C}^{\text{op}}$ and $\mathcal{D}$, i.e.

$$
\langle m,m \rangle \bullet : \mathcal{C}(o) \times \mathcal{D}(o) \xrightarrow{(\mathcal{C}(m))^{\text{op}} \times (\mathcal{D}(m))} \mathcal{C}(o)^{\text{op}} \times \mathcal{D}(o'). \quad (4.8)
$$
We will denote the action of $C$ on morphisms of $M$ as $\bullet$. Then, using the coend formulas for Kan extensions [Lor21, §2], one has

\[(\text{Lan}_{(m,m)\bullet} \mathcal{J}_{(a,b)})(s,t)\]
\[\cong \int_{(x,y):C(o)^{op} \times D(o)} C(o')^{op}(m \bullet x, s) \times D(o')(m \bullet y, t) \times \mathcal{J}_{(a,b)}(x, y)\]
\[\cong \int_{(x,y):C(o)^{op} \times D(o)} C(o')(s, m \bullet x) \times D(o')(m \bullet y, t) \times C(o)(x, a) \times D(o)(b, y)\]
\[\cong C(o')(s, m \bullet a) \times D(o')(b \bullet y, t).\]

(4.9)

Therefore we conclude Equation (4.7) and Equation (3.19) present the same object.

**Example 4.3** (Fibre optics). Fibre optics [BCG+21] are a proposed definition of a dependently-typed generalisation of optics. This structure is convoluted to define but makes it possible to talk about things like ‘stochastic dependent lenses’. Strictly speaking, they generalize dependent lenses by replacing the canonical action of $\text{Span}(I)$ with something satisfying the same abstract properties.

The data of that definition abstracts some of the properties of the actions we used to define dependent lenses above. Suppose we still have a locally cartesian category $I$, together with an $I$-indexed monoidal category of twists, $M : I^{op} \to \text{MonCat}$. Suppose, moreover, that we have indexed actegories $C, D : I^{op} \to \text{Act}$ such that, for every $i : I$, $C(i)$ and $D(i)$ are $M(i)$-actegories:

\[\xymatrix{\text{Act} & I^{op} \ar[l]_{C,D} \ar[r]^{M} & \text{MonCat}}\]

(4.10)

We also assume there are $\mathcal{X}, \mathcal{Y} : I \to \text{Cat}$ such that for each $f : i \to j$ in $I$, $\mathcal{X}_i(f) \vdash C(f)$ in $\text{Cat}$ (hence $\mathcal{X}$ and $\mathcal{Y}$ coincide with $C \downarrow U$ and $D \downarrow U$ on objects, where $U : \text{Act} \to \text{Cat}$ forgets the actegorical structure). For simplicity, we denote by $f^*$ both $C(f)$ and $D(f)$ and by $f_!$ both $\mathcal{X}(f)$ and $\mathcal{Y}(f)$. We ask that $C$ and $D$ satisfy the Beck–Chevalley condition, which amounts to asking that, in the diagram below, if the square on the left is a pullback square in $I$, then the square on the right is commutative in $\text{Cat}$:

\[\xymatrix{\bullet & \bullet \ar[l]_f \ar[d]_h \ar[r]^g \ar@{=}[d] & \bullet \ar[d]^{h^*} \ar[r]_{g^*} & \bullet \ar[u]_{f_!} \ar[r]_{k_!} & \bullet}\]

(4.11)

\[\text{Here } \pi : \text{Act} \to \text{MonCat} \text{ is the 2-fibration of actegories described in [CG22, §3].}\]
We can use this data to define ‘spans with \( \mathcal{M} \)-apex’, so that we can define the action of \textit{linear polynomials with coefficients in} \( \mathcal{M} \) \textit{and variables indexed by} \( \mathcal{I} \).

\[
\begin{array}{c}
\xymatrix{
& X_z \\
M & \ar[ur]_{p^*} \ar[dr]^{p_i} & \\
X_i \ar[rr]^{M} \ar[dr]_{p} & z \ar[ur]^{q} \ar[rr]_{q} & X_j \\
& j \\
\}
\end{array}
\]

(4.12)

The acting bicategory is \( \text{Mat}_\mathcal{I}(\mathcal{M}) \), so defined:

1. objects are the same as \( \mathcal{I} \),
2. morphisms \( i \to j \) are given by spans \( i \overset{p}{\leftarrow} z \overset{q}{\to} j \) together with a choice of \( M : \mathcal{M}_z \) of ‘apex twist’,
3. composition of \( (M, p, q) : i \to j \) and \( (N, r, s) : j \to k \) is given by the pink span and apex twist:

\[
\begin{array}{c}
\xymatrix{
& (q^*(r^*M)) \ar[r] \ar[d] & (r^*(q^*N)) \\
M \ar[urr] & z \times_j w \ar[ur]^{q^*(r)} \ar[r]_{r^*(q)} & N \\
& N \\
\}
\end{array}
\]

(4.13)

4. identity for an object \( i : \mathcal{I} \) is given by the unit \( I_i \) of \( \mathcal{M}_i \),
5. 2-morphisms \( \alpha : M \Rightarrow M' : i \to j \) are given by morphisms of \( \mathcal{M}_{i \times j} \), and so are their composition and identities.
Hence $\text{Mat}_\mathcal{I}(\mathcal{M})$ admits an action on the indexed category $\mathcal{C}$ (and $\mathcal{D}$) analogous to that of $\text{Span}(\mathcal{I})$ on the self-indexing of $\mathcal{I}$:

$$\begin{align*}
\text{Mat}_\mathcal{I}(\mathcal{M}) & \xrightarrow{L_c} \mathcal{C} \\
& \xrightarrow{\alpha} \mathcal{C}(x) \\
& \xrightarrow{\alpha^*} \mathcal{C}(y)
\end{align*} \tag{4.14}$$

Such an action is central in [Sch14], where the action of $(M, p, q)$ is called a ‘pull-tensor-push operation’, and it’s used to abstract integral transforms.

Then $\text{Optic}_{L_c, L_D}$, in the sense of Theorem 3.5, is defined by:

$$\text{Optic}_{L_c, L_D}((i, x, x'), (j, y, y')) := \int^{(M, p, q)} \mathcal{C}(i)(x, q_* M p^*(y)) \times \mathcal{D}(j)(q_* M p^*(y'), x').$$

where the coend runs over $(M, i \xrightarrow{p} z \xrightarrow{q} j) : \text{Mat}_\mathcal{I}(\mathcal{M})(i, j)$.

Compared to definition of fibre optics in [BCG+21], the pull and push operations are now allowed to be done along any morphism instead of just projection morphisms. That is, in the original definition the coend only ran over projection spans $i \xrightarrow{\pi_i} i \times j \xrightarrow{\pi_j} j$ (no restrictions on $M$ are present). As proven in [Sch14, Proposition 3.23], if we also ask for a $\mathcal{M}_!$ which provides left adjoints to each functor $\mathcal{M}(f)$, then every pull-push operation can be simulated by a pull-tensor-push along a projection span. Indeed, this is the case, in the original definition of fibre optics.

5. Conclusion

In this note, we proposed a new definition of Tambara modules that generalizes the classical one and captures the recently proposed definitions of dependent optics [Ver22; Mil22] by a similar representation theorem as the one linking the profunctor and existential encoding of mixed optics [CEG+20].

The link with double category theory is quite intriguing, and we wonder if the quick results sketched in Section 3 can be put in the context of a more ample and fruitful double-categorical framework.

In particular, we feel like we ignored some double categorical information in formulating Theorem 3.5, which could be made not more general but more complete if we worked double-categorically throughout. Moreover the Yoneda theory described in [Par11] should be
technically useful given the observation Tambara modules are horizontal natural transforma-

Finally, the double-categorical structure should percolate to optics. What structure does
the definition of optics from doubly indexed categories impose on categories of optics? And
which examples are captured by the full double categorical story which are not captured
otherwise? Indeed, we observe all the examples we have in Section 4 concern actions of
framed bicategories [Shu08], which are ambiguously bi- and double categories.
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