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Abstract

We consider the classic problem of estimating $T$, the total number of species in a population, from repeated counts in a simple random sample. We first show that the frequently used Chao-Lee estimator can in fact be obtained by Bayesian methods with a Dirichlet prior, and then use such clarification to develop a new estimator; numerical tests and some real experiments show that the new estimator is more flexible than existing ones, in the sense that it adapts to changes in the normalized interspecies variance $\gamma^2$. Our method involves simultaneous estimation of $T$, $\gamma^2$, and of the parameter $\lambda$ in the Dirichlet prior, and the only limitation seems to come from the required convergence of the prior which imposes the restriction $\gamma^2 \leq 1$. We also obtain confidence intervals for $T$ and an estimation of the species’ distribution. Some numerical examples are given, together with applications to sampling from a Census database closely following Benford’s law, showing good performances of the new estimator, even beyond $\gamma^2 = 1$. Tests on confidence intervals show that the coverage frequency appears to be in good agreement with the desired confidence level.
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1 Introduction

We consider the classic problem of estimating the number $T$ of species in a population, and, subsequently, their distribution, from a simple random sample drawn with replacement. We are interested in the “small sample” regime in which it is likely that not all species have been observed, a question
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arising in very many situations: see, for instance, Böhning et al. (2004), Brose, Martinez and Williams (2003), Bunge and Fitzpatrick (1993), Church and Gale (1991), Efron and Thisted (1976), Esty (1986), Gandolfi and Sastri (2004), Shen, Chao and Lin (2003); see also http://viceroy.eeb.uconn.edu/estimates. In particular, Bunge and Fitzpatrick (1993) calls for some development of a Bayesian method for the estimation of \( T \), which is the direction that we end up taking.

Related to the estimation of \( T \) is the problem of estimating the total probability \( U \) of the unobserved species, which is also the probability of observing a new species on the next trial, and many, often unrelated, methods have appeared in the literature to deal with both problems. Our first result is that two of the most well-known methods for estimating \( U \), the Turing-Good (Good 1953) and a suitable modification of Laplace’s add-\( \lambda \) (Orlitsky, Santhanam and Zhang, 2003) estimators, coincide in their prediction if and only if \( T \) equals the most well known among its own estimators, namely that of Chao-Lee (Chao and Lee, 1992). Such a connection gives a new meaning to the normalized interspecies variance \( \gamma^2 \), which is a quantity whose evaluation is taken as a preliminary step in the Chao-Lee method, in terms of \( \lambda \). Actually, it suggests that we consider a simultaneous estimation of \( T \) and either \( \gamma^2 \) or \( \lambda \), which is what we sketch in Section 3. Even if this shows some improvement upon previously known methods, it is quickly clear that there is still something missing (as predicted in Esty, 1986) and that a more thorough understanding of the problem is needed.

Although it is not often realized, Laplace’s add-\( \lambda \) is actually based on the Bayesian posterior distribution on the species probabilities starting from a Dirichlet prior (see Good, 1965; Jeffreys, 1961; Johnson, 1932; Zabell, 1982 for the use of such prior). Because of the previously discovered connections, the entire issue can now be phrased in particular Bayesian terms; see also Boender and Rinnoy Kan (1987), Marchand and Schroeck (1982) for unrelated Bayesian approaches to this problem. This is the main content of our work, and it is carried out in Section 4. Eventually, we determine a new estimator \( \hat{T}_{\lambda} \), which performs rather well in several examples.

The main mathematical difficulties in developing the new method concern the admissibility of the parameters. In the first place, \( \gamma^2 \) is nonnegative, but the corresponding solution to the equations leading to its simultaneous estimation with \( T \) might not be so. Therefore, we replace, already in Section 3, one of the equations by a minimization. In the second place, we need to guarantee that for any sample \( \hat{T}_{\lambda} \) is not less than the number \( N \) of observed species, and that the estimate \( \hat{\lambda} \) of \( \lambda \) is not less than 1, as required.
for a proper Dirichlet prior to exist. We are able to prove that all these consistency results hold, as shown in Section 4.

Notice that for many samples the solution $\lambda$ of the minimization problem is one of the extreme values $1$ and $\infty$, so that these two values occur quite often, a phenomenon observed but not yet explained in the literature (see Esty, 1985 for a discussion of this point).

Next, notice that the requirement that $\lambda \geq 1$, which in our scheme is equivalent to $\gamma^2 \leq 1$, is the only real limitation of the method and that there are skewed distributions with $\gamma^2 > 1$ (see Section 6). Yet, it appears that our estimation method works well even for a range of values of $\gamma^2$ exceeding $1$, even up to $3$; it is only for very large values of $\gamma^2$ that the our estimators fails, but this limitation seems to be shared by all existing estimators. In fact, the ACE (Abundance-based Coverage Estimator) method was developed to deal with $\gamma^2 > 1$ (Chao, 2004; Chao, Ma and Yang, 1993; Chao et al., 2000): the method separates “abundant” and “rare” species as those appearing more or less than a fixed $K$, applies usual estimation to rare species (presumably with a reduced $\gamma^2$) and then adds the number of the abundant ones. Upon the suggestion of a referee, we have made extensive tests about using ACE, applied in particular to the Chao-Lee estimator and to ours. It appears that this method is effective up to $\gamma^2 \approx 3$, in which our method already performs well, so we got only a moderate improvement. For much larger values of $\gamma^2$ nothing seems to work.

In addition, in Section 5, we use the estimates of $T$ and $\lambda$ to provide estimates of the species probabilities, for both the observed and the unobserved species. This allows us also to generate confidence intervals for $T$ by means of resampling from the estimated distribution.

Finally, in Section 6 we present some numerical simulations which suggest that $\hat{T}_\lambda$ is more flexible than existing estimators. The performance of all estimators seems to greatly depend on the normalized variance $\gamma^2$, and for different values of $\gamma^2$ different estimators achieve the best estimation suggesting that each has its own merits. Nonetheless, the new estimator seems flexible in the sense that it appears to have acceptable performances for all values of $\gamma^2 \in [0, 3]$. We also present a real test on discovering the number of digits from a data set, the census data in the example. This type of data is known to closely follow Benford’s law (see Benford, 1938; Hill, 1995; and Tao, 2009) for groups of digits of any size. We simulate the sequential discovery of the number of $T = 90$ two-digit pairs in our numerical system from a census data base, and compare our estimator with that of Chao-Lee and their ACE versions. Next, the estimates of the species probabilities obtained in
Section 5 are used to improve the empirical estimates of Benford’s distribution, showing excellent improvement. In the end, we test the confidence intervals for \( T \) and find very good agreement between the confidence level and the fraction of samples in which the interval contains the true value.

2 Some known estimators of \( T \) and related quantities

To fix the notation, assume that the population has a total of \( T \) species having proportions \( p_1, \ldots, p_T \), and that in a sample \( x_1, \ldots, x_n \) of size \( n \) there are \( N \) observed species. For \( i = 1, \ldots, T \), let \( m_i \) be the number of observations of the species \( i \) in the sample, so that \( \sum_{i=1}^{N} m_i = n \). We assume that the \( m_i \)'s are given one of the possible orders in which \( m_1 \geq m_2 \ldots, m_N \geq 1 \) and \( m_i = 0 \) for \( i = N + 1, \ldots, T \). Also, for \( j = 1, \ldots, n \), let \( n_j \) be the prevalence of \( j \), which is to say the number of species observed exactly \( j \) times, so that \( \sum_{j=1}^{n} n_j = N \). Next, let \( L_n(i) = m_i/n \) be the empirical frequency of species \( i \), so that \( C = \sum_{i:L_n(i)>0} p_i \) is the coverage, i.e, the total probability of the observed species, and \( U = 1 - C = \sum_{i:L_n(i)=0} p_i \) is the unobserved probability. We are interested in the estimation of \( T \) and the \( p_i \)'s.

If only interested in estimating the probability \( U \) of observing a new species at the next trial, one may assume that there are \( N + 1 \) species, the \( N \) observed ones and the “new” species with probability \( U \) (see, e.g., Lijoi, Mena and Prünster, 2007; Mao, 2004), which suggests a close relationship between the estimations of \( U \) and \( T \) (as in the title of Esty, 1985). Under this assumption, interesting estimators of the \( p_i \)'s are Laplace’s “add-\( \lambda \)” (Laplace, 1995; Orlitsky et al., 2003):

\[
\hat{p}_i = \frac{m_i + \lambda}{\lambda + \sum_{i \geq 1} (m_i + \lambda)} = \frac{m_i + \lambda}{n + (N + 1)\lambda},
\]

thus estimating \( U \) by \( \hat{U}_{L,\lambda} = \lambda/n + (N + 1)\lambda \), and the abundance-based estimator of Turing and Good (1953), \( \hat{p}_i = 1/n_j(j + 1)n_{j+1}/n \), if \( i \) appeared \( j \geq 0 \) times; since we are taking \( n_0 = 1 \), this gives

\[
\hat{U}_{TG} = \frac{n_1}{n}.
\]

According to Orlitsky et al. (2003), which evaluates estimators of \( U \) by introducing attenuation, \( \hat{U}_{TG} \) is quite effective since it is simple but still with low attenuation; the asymptotic performance could be improved at the cost of more involved expressions, so to keep things simple we adopt \( \hat{U}_{TG} \) in the rest of the paper. We also disregard the smoothing proposed
in Good (1953), aimed at removing isolated zeros in the $n_j$’s, which could certainly give slight improvements but would add annoying details to the presentation. In particular, it would change $n_1 = 0$ into $n_1 = 1$, and we use here the former condition as a simple indicator that all species have been observed.

Returning to estimators of $T$, our work relates to the nonparametric methods in Church and Gale (1991), Harris (1968), and in particular to the frequently used Chao-Lee estimator (Chao and Lee, 1992)

$$\hat{T}_{CL}(\hat{\gamma}) = \frac{N}{1 - \hat{U}_{TG}} + \frac{n\hat{U}_{TG}}{(1 - \hat{U}_{TG})}\hat{\gamma}^2,$$

with $\hat{\gamma}^2$ an estimate of the normalized variation coefficient $\gamma^2$ of the $p_i$’s. A more precise meaning can be given to $\gamma^2$ by assuming that $p$ is itself a random variable uniformly distributed on the $T$ population probabilities $p_1, \ldots, p_T$; in this case, its average is $\bar{p} = T^{-1}\sum_{k=1}^{T} p_k = T^{-1}$, and its normalized variation coefficient becomes

$$\gamma^2 = \frac{\text{var}(p)}{[E(p)]^2} = T\sum_{k=1}^{T}(p_k - \bar{p})^2 = T\sum_{k=1}^{T} p_k^2 - 1.$$  \hspace{1cm} (2.3)

Note that the expression (2.2) appeared in Esty (1985) with $\gamma^2 = 1/k$, where a negative binomial prior with parameter $k$ was considered and then an estimation of $k$ was needed; furthermore it appeared in Böhlne and Schön (2005), Bishop, Fienberg and Holland (1975), Darroch and Ratcliff (1980), Lindsay and Roeder (1987), with $\gamma = 0$ to deal with the uniform case; in the sequel we denote $\hat{T}_{Unif} = \hat{T}_{CL}(0)$.

To get an estimate of $\gamma^2$, Chao and Lee (1992) proceed from (2.3) by using an estimate of Good and Toulmin (1956)

$$\sum_{k=1}^{T} p_k^2 \approx \hat{V}_{GT} = \sum_{j \geq 1} j(j - 1)n_j \frac{n(n - 1)}{n(n - 1)}$$  \hspace{1cm} (2.4)

and using one preliminary estimate for $T$, $\hat{T}_{Unif}$ for instance, to obtain an expression for $\hat{\gamma}^2$. It appears, however, that for some populations $\hat{T}_{CL}$ is converging quite slowly to the true value (see Section 6, in particular figure 3) and we believe that this is due to the errors in the preliminary evaluation of $T$.

To correct the sensitivity to initial values, one could attempt a simultaneous estimation of $T$ and $\gamma^2$; this is mentioned in Esty (1986), hinting at a
second moment method, but deemed too unstable (in particular, Esty, 1986, Section 4, reports on experiments showing an extremely high variance). We now briefly indicate a way of performing the simultaneous estimation which yields quite good results except for some particular samples. Equations (2.2) and (2.3), with \( \sum_{k=1}^{T} p_k^2 \) replaced by \( \hat{V}_{GT} \) as given in (2.4), can be considered simultaneously in the unknowns \( T \) and \( \gamma^2 \), searching for solutions \( \hat{T} \geq N \) and \( \hat{\gamma}^2 \geq 0 \). However, simple examples show that sometimes \( \hat{\gamma}^2 < 0 \): this happens, for instance, when all species are observed once except for one observed three times, as one can easily verify. We then suggest replacing equation (2.3) by a minimization:

\[
\hat{\gamma}^2 = \arg \inf_{\gamma^2 \geq 0} \left| \gamma^2 - (T\hat{V}_{GT} - 1) \right|
\]

with \( \hat{V}_{GT} \) as in (2.4). If \( u = \hat{U}_{TG} \) and \( v = \hat{V}_{GT} \), the function to minimize becomes

\[(1 - u - nuv)\gamma^2 + 1 - u - Nv.\]

We have a proof, which we omit for brevity, that for any possible sample there is a unique solution; we denote such a solution by \( \hat{\gamma}_1^2 \) and the corresponding solution for \( T \) by \( \hat{T}_1 = T_1(\hat{\gamma}_1^2) \). As indicated by the simulations in Section 6, the new estimator seems to perform quite well in most samples, but has an extremely large variance when \( 1 - u - nuv \sim 0 \), which can be seen to happen for every type of population at specific sample sizes; this is presumably the reason for the high variance reported in Esty (1986). Thus the estimator would be very good if one had a method to exclude a priori such a condition, which unfortunately is at present not available. In Section 3 we get a better understanding of the quantities involved in the Chao-Lee estimator.

### 3 Preliminary results on new estimators

(I) Our first result shows that the Chao-Lee estimator emerges as a result of a condition on \( T \), namely the coincidence of two estimators of \( U \).

We start by modifying the add\( -\lambda \) method. Instead of the fictitious \( N+1 \) we apply it to the true, but unknown, number \( T \) of species. Then (2.1) becomes

\[
\hat{p}_i(\lambda) = \frac{m_i + \lambda}{\sum_{i=1}^{T}(m_i + \lambda)} = \frac{m_i + \lambda}{n + T\lambda},
\]

and the estimate of \( U \) changes to \( \hat{U}_\lambda = (T - N)\lambda/T\lambda + n \). Now, we can hope to reconcile the modified “add \( \lambda \)” and the unsmoothed Turing-Good estimators by requiring that they agree on the estimate of \( U \), in other words that \( \hat{U}_\lambda = \hat{U}_{TG} \). Somewhat surprisingly, solving for \( T \) we get

\[
\hat{T}_\lambda = \frac{N + n\hat{U}_{TG}/\lambda}{1 - \hat{U}_{TG}}.
\]

We have obtained
Table 1: Comparison of estimators on four populations whose probabilities range from rather uniform to extremely skewed. 1000 iterations per simulation.

| Estimator | Population | $\gamma^2$ | $n=100$ | Mean | Std | MSE | Mean | Std | MSE | Mean | Std | MSE | Mean | Std | MSE |
|-----------|------------|-------------|---------|-------|-----|-----|-------|-----|-----|-------|-----|-----|-------|-----|-----|
| $T_{Chao}$ | 103 | 18 | 18 | 85 | 15 | 21 | 80 | 17 | 26 | 31 | 17 | 71 |
| $T_{Unif}$ | 101 | 13 | 13 | 80 | 9 | 21 | 68 | 8 | 32 | 19 | 3 | 81 |
| $T_{CL}$ | 104 | 15 | 15 | 85 | 12 | 20 | 82 | 15 | 23 | 27 | 7 | 73 |
| $T_{ACE}$ | 104 | 15 | 15 | 85 | 12 | 20 | 80 | 14 | 24 | 28 | 10 | 72 |
| $T_{JK}$ | 117 | 21 | 27 | 97 | 22 | 22 | 91 | 30 | 32 | 39 | 24 | 68 |
| $T_{1}$ | 115 | 50 | 53 | 98 | 42 | 42 | 125 | 66 | 71 | 37 | 16 | 65 |
| $T_{2}$ | 106 | 15 | 16 | 82 | 10 | 21 | 68 | 8 | 32 | 19 | 3 | 80 |
| $T_{^\hat{}\lambda}$ | 112 | 27 | 29 | 94 | 23 | 24 | 97 | 19 | 20 | 26 | 5 | 74 |
| $T_{^\hat{}\lambda_{ACE}}$ | 112 | 27 | 29 | 94 | 23 | 24 | 95 | 20 | 21 | 30 | 8 | 70 |

Lemma 3.1. The extended “add–$\lambda$” and the Turing-Good estimators of $U$ coincide if and only if $T = T_{CL}(\gamma)$ with $\gamma^2 = 1/\lambda$.

From now on we will assume $\gamma^2 = 1/\lambda$.

(II) The explicit expression of $\hat{U}_\lambda$ in terms of the $p_i$’s given by the extended add–$\lambda$ (3.1) and Lemma 3.1 together show that the estimator of $T$ given in (2.2) can be seen as the solution of a first moment estimate, so that one can hope to derive $\hat{\gamma}^2$, or equivalently $\hat{\lambda}$, from a second moment relation; the form of such a relation can be suggested by the discussion at the end of the previous section and by (2.4), together with the requirement that $\gamma^2 \geq 0$ thus $\lambda \geq 0$. This leads to the system

$$\begin{align*}
\hat{U}_\lambda &= \sum_{k=N+1}^{T} \hat{p}_k(\lambda) = \hat{U}_{TG} \\
\hat{\lambda}_2 &= \arg \inf_{\lambda \geq 0} \left| \sum_{k=1}^{T} \hat{p}_k(\lambda)^2 - \hat{V}_{GT} \right|.
\end{align*}$$

The solutions $\hat{T}_2(\hat{\lambda}_2)$ and $\hat{\lambda}_2$ of the above system, together with $\hat{\gamma}^2 = \hat{\lambda}_2^{-1}$, give new estimators; although this seems to improve the estimation in some

Table 2: Comparison of estimators on four populations with probability distributions following Zipf’s law, i.e., proportional to $1/i + T$ for $i = 1, \ldots, T$; $K = 20, 10, 5, 1$. 1000 iterations per simulation.

| Estimator | Population | $\gamma^2$ | $n=100$ | Mean | Std | MSE | Mean | Std | MSE | Mean | Std | MSE | Mean | Std | MSE |
|-----------|------------|-------------|---------|-------|-----|-----|-------|-----|-----|-------|-----|-----|-------|-----|-----|
| $T_{Chao}$ | 97 | 19 | 20 | 93 | 19 | 20 | 91 | 21 | 23 | 88 | 24 | 27 |
| $T_{Unif}$ | 89 | 11 | 15 | 82 | 10 | 21 | 74 | 9 | 27 | 63 | 8 | 38 |
| $T_{CL}$ | 96 | 16 | 16 | 94 | 17 | 18 | 95 | 19 | 20 | 108 | 27 | 28 |
| $T_{ACE}$ | 96 | 16 | 16 | 94 | 17 | 18 | 92 | 18 | 20 | 89 | 20 | 23 |
| $T_{JK}$ | 112 | 30 | 32 | 108 | 37 | 38 | 106 | 50 | 51 | 99 | 32 | 32 |
| $T_{1}$ | 122 | 61 | 65 | 137 | 77 | 85 | 152 | 83 | 97 | 89 | 56 | 57 |
| $T_{2}$ | 90 | 11 | 15 | 82 | 10 | 21 | 74 | 9 | 27 | 63 | 8 | 38 |
| $T_{^\hat{}\lambda}$ | 111 | 28 | 31 | 112 | 27 | 30 | 112 | 21 | 24 | 99 | 15 | 15 |
| $T_{^\hat{}\lambda_{ACE}}$ | 111 | 28 | 31 | 112 | 27 | 30 | 110 | 23 | 25 | 102 | 20 | 20 |
cases, it does appear to have significant flaws: see tables 1 and 2 in Section 6, in particular the estimation for population 3. We think that the problems come from the too simple form of the function minimized in the system.

4 The Bayesian interpretation

To improve things we recall that the add–λ estimated probabilities are the posterior averages of a Dirichlet prior with a single parameter λ (see Good, 1967, Johnson, 1932, Zabell, 1982). The only novelty here is that we consider the prior and the posterior assuming an unknown number T of species; in other words we consider the Bayesian posterior $\rho_{n,T,\lambda}$ given a sample with species records $m_1,\ldots,m_N$, from a Dirichlet prior with parameter $\lambda \geq 1$ on $Q_T = \{p = (p_1\ldots p_{T-1}) : p_k > 0, \sum_{k=1}^{T-1} p_k \leq 1\}$; we notice only that the condition $\lambda \geq 1$ is necessary for the convergence of the prior. This leads to a reinterpretation of the second moment minimization introduced above in terms of the posterior: one way of achieving this is the substitution of $\hat{p}_k(\lambda)^2$ by $E_{\rho_{n,T,\lambda}}(p_k^2)$ in the above system, which then becomes

\[
\begin{align*}
\hat{U}_{\lambda} &= \sum_{k=N+1}^{T} E_{\rho_{n,T,\lambda}}(p_k) = \hat{U}_{TG} \\
\hat{\lambda} &= \text{arg inf}_{\lambda \geq 1} \left| \hat{V}_{TG} - \sum_{k=1}^{T} E_{\rho_{n,T,\lambda}}(p_k^2) \right|.
\end{align*}
\]

Notice that now we need to take $\lambda \geq 1$ as required by the convergence of the prior. This does not cover all possible populations, since $\gamma^2 = \lambda^{-1}$ can exceed one for peculiar populations, but seems to cover the most natural cases (see Section 6 for a discussion on this point). Our proposed estimation is thus to compute

\[
\hat{\lambda} = \text{arg inf}_{\lambda \geq 1} |f(\lambda)| \quad \text{with} \quad f(\lambda) = \hat{V}_{TG} - \sum_{k=1}^{T} E_{\rho_{n,T,\lambda}}(p_k^2),
\]

and then compute $\hat{T}_{\hat{\lambda}}$ from the first equation of the system, which amounts to taking $\hat{T}_{\hat{\lambda}}$ as in (2.2) with $\lambda^{-1} = \gamma^2$, i.e.,

\[
\hat{T}_{\hat{\lambda}} = \frac{N}{1 - \hat{U}_{TG}} + \frac{n\hat{U}_{TG} - 1}{(1 - \hat{U}_{TG})} \hat{\lambda}^{-1}.
\]

For this to make sense we need to study $f(\lambda)$ and show that for every possible sample there is a unique solution to (4.1) and, finally, that $\hat{T}_{\hat{\lambda}} \geq N$. At the end we will have enough information to produce explicit expressions for $(\hat{\lambda}, \hat{T}_{\hat{\lambda}})$. 
It is a standard calculation using Gamma functions that for every \( \lambda \geq 1, \)
\( 1 \leq i \leq T \) and \( \alpha \in \mathbb{N}, \)
\[
E_{\rho_n,T,\lambda}(p_i^\alpha) = \frac{\Gamma(T\lambda + n)}{\Gamma(T\lambda + n + \alpha)} \frac{\Gamma(m_i + \lambda + \alpha)}{\Gamma(m_i + \lambda)},
\] (4.3)
so that we can get an explicit expression for \( f(\lambda). \) To do so, we let \( u = \hat{U} \) and \( v = \hat{V} \) and express \( f(\lambda) \) as function of \( u \) and \( v; \) also let \( q = vn(n-1) + n = \sum_{j>0} j^2 n_j = \sum_{k=1}^T m_k^2. \) From equation (4.3) we get
\[
f(\lambda) = \hat{V} - \sum_{k=1}^T \left( E_{\rho_n,T,\lambda}(p_k^2) \right)
= v - \sum_{k=1}^T \frac{(m_k + \lambda)(m_k + \lambda + 1)}{(T\lambda + n)(T\lambda + n + 1)}
= v - \frac{\sum m_k^2 + n(2\lambda + 1) + T(\lambda^2 + \lambda)}{(T\lambda + n + 1)(T\lambda + n)}
\] (4.4)
\[= v - \frac{vn(n-1) + n + n(2\lambda + 1) + \lambda(\lambda + 1)N+nu/\lambda}{[n + \lambda N+nu/\lambda + 1][n + \lambda N+nu/\lambda]} \]
The next three lemmas identify some properties satisfied by \( \hat{U} = n_1/n \) and
\[\hat{V} = \hat{V}_{GT} = \sum_{j \geq 1} \frac{j(j-1)n_j}{n(n-1)}\]
whatever the values in the sample.

**Lemma 4.1.** For every sample, \( \hat{U} + \hat{V} \leq 1 \)

**Proof of Lemma 4.1.** Since \( q = \sum_{j>0} j^2 n_j \) and \( n = \sum_{j>0} jn_j \) we have that \( \hat{U} + \hat{V} = n_1/n + q - n/n(n + 1) \leq 1 \) is implied by
\[\text{for } n > 1 \]
\[\sum_{j=1}^N j^2 n_j^2 - n \sum_{j=1}^N j^2 n_j^2 \geq n_1^2 - n_1 \sum_{j=2}^N jn_j - n_1 \sum_{j=2}^N jn_j \geq 0 \]
Lemma 4.2. For every sample, \( N + \hat{U} - 1 - n\hat{U} \geq 0 \)

Proof of Lemma 4.2. By the definition of \( \hat{U} \) we have \( N + \hat{U} - 1 - n\hat{U} = N - n_1 + n_1/n - 1 \), then either \( n = n_1 = N \) and the right-hand side becomes 0, or \( N - n_1 \geq 1 \) and the relation holds.

Lemma 4.3. For every sample, \((\hat{V}nN - \hat{V}N + N - n)n = qN - n^2 \geq 0\)

Proof of Lemma 4.3. Expressing \( q, N, \) and \( n \) as functions of the \( n_j \)'s we get

\[
q = \sum_{j>0} j^2 n_j, \ N = \sum_{j>0} n_j \text{ and } n = \sum_{j>0} jn_j.
\]

Then

\[
qN - n^2 = \left( \sum_{j>0} j^2 n_j \right) \left( \sum_{k>0} n_k \right) - \left( \sum_{j>0} jn_j \right)^2
\]

\[
= \left( \sum_{j>0} j^2 n_j^2 + \sum_{j>0} \sum_{k \neq j} j^2 n_j n_k \right) - \left( \sum_{j>0} j^2 n_j^2 + \sum_{j>0} \sum_{k \neq j} jn_j kn_k \right)
\]

\[
= \sum_{j>0} \sum_{k \neq j} (j^2 - jk) n_j n_k
\]

\[
= \sum_{j>0} \sum_{j<k} (j^2 - jk + k^2 - kj) n_j n_k
\]

\[
= \sum_{j>0} \sum_{j<k} (j - k)^2 n_j n_k \geq 0.
\]

The above properties can be summarized in the following conditions for \( u \) and \( v \), which we assume from now on:

\begin{align*}
0 &\leq u \leq 1 \quad (4.5) \\
0 &\leq v \leq 1 \\
1 &\geq u + v \\
0 &\leq N + u - 1 - nu \quad (4.6) \\
0 &\leq vnN - vN + N - n \quad (4.7)
\end{align*}

We can now give an explicit expression for \( \hat{\lambda} \).

Theorem 4.1. With \( f(\lambda) \) as in equation (4.4) we have

\[
\hat{\lambda} = \arg \inf_{\lambda \geq 1} \left| f(\lambda) \right|
\]

so that

\[
\hat{\lambda} = \begin{cases} 
1, & \text{for } \beta_1 < \lambda_2 \text{ and } 1 \geq \lambda_2; \ i.e., \ \frac{2-v(N+1)}{2-v+vN} \leq u \leq 1-v, \\
\lambda_2, & \text{for } \beta_1 < \lambda_2 \text{ and } \lambda_2 \geq 1; \ i.e., \ 1-Nv < u \leq \frac{2-v(N+1)}{2-v+vN}, \\
\infty, & \text{for } \lambda_2 \leq \beta_1; \ i.e., \ 0 \leq u \leq 1-Nv.
\end{cases}
\]
where \( \beta_1 = -n/N \) is the largest singularity of \( f(\lambda) \) and

\[
\lambda_2 = \frac{1 - u - v + uv - uvn}{Nv + u - 1}.
\]

**Proof of Theorem 4.1.** The equation \( f(\lambda) = 0 \) has solutions:

\[
\lambda_1 = \frac{-2n + nu}{N} \leq 0, \quad \lambda_2 = \frac{1 - u - v + uv - uvn}{Nv + u - 1}
\]

The root \( \lambda_1 \) is always non positive and thus it is not interesting and if \( \lambda_2 \geq 1 \), it achieves the required minimum. To evaluate the other cases note that the function \( f(\lambda) \) has two poles

\[
\beta_1 = -\frac{n - 1}{N}, \quad \beta_2 = -\frac{n - 1}{N} - \frac{1 - u}{N}
\]

and \( \lambda_1 < \beta_2 < \beta_1 \). Moreover,

\[
\lim_{\lambda \to \beta_1^+} f(\lambda) = \infty \cdot \text{sgn} \left( \frac{(u - 1)(vnN - vN + N - n)}{N^2} \right) = -\infty
\]

by (4.5) and (4.7), and

\[
\lim_{\lambda \to +\infty} f(\lambda) = \frac{Nv + u - 1}{N}.
\]

We now verify that

**Lemma 4.4.** \( f(\lambda) \) is increasing for \( \lambda > \beta_1 \).

**Proof of Lemma 4.4.** Let \( g(\lambda) \) be such that

\[
f'(\lambda) = \frac{(1 - u)g(\lambda)}{(n + N\lambda)(1 - u + n + N\lambda)}.
\]

Then

\[
\lim_{\lambda \to \beta_1^+} g(\lambda) = n(1 - u)^2(vnN - vN + N - n) > 0
\]

by (4.7). Note that \( g \) satisfies

\[
g'(|\lambda) = 2N^2(\lambda + u - 1 - nu)\lambda + 2nN(-1 - n + 2N + u - Nu - Nv + nNv + Nuw - nNuv)
\]

with the leading coefficient nonnegative by (4.6). Therefore, if \( \lambda > \beta_1 = -n/N \)

\[
g'(\lambda) > 2nN(1 - u)(vnN - vN + N - n) \geq 0
\]
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again by (4.7). Thus $g' > 0$ for all $\lambda > \beta_1$ and, by (4.10), $g > 0$ for all $\lambda > \beta_1$ and since the other factors in $f'$ are also positive, we have that $f' > 0$ for all $\lambda > \beta_1$ as required.

Now there are three possibilities.

1. If $u \leq 1 - Nv$ then from (4.9) and Lemma 4.4, it follows that $f < 0$ for all $\lambda > \beta_1$ and increasing, thus
   \[
   \hat{\lambda} = \arg \inf_{\lambda \geq 1} |f(\lambda)| = \arg \max_{\lambda \geq 1} f = +\infty.
   \]

2. If $1 - Nv < u <$ then from (4.8) $\lambda_2 \geq 1$ is equivalent to $u \leq 2 - v(N + 1)/2 - v + vn$, in which case $\hat{\lambda} = \lambda_2$.

3. If $2 - v(N + 1)/2 - v + vn < u$ then $\lambda_2 < 1$ and by Lemma 4.4
   \[
   \hat{\lambda} = \arg \inf_{\lambda \geq 1} |f(\lambda)| = \arg \min_{\lambda \geq 1} f = 1
   \]

The conditions on $u$ and $v$ are translated into those for $\lambda_2$ and $\beta_1$ by direct calculation.

Finally, from (4.2) we get the estimator for $T$:

\[
\hat{T}_\lambda = \frac{N + n\hat{U}_{TG}/\hat{\lambda}}{1 - \hat{U}_{TG}} = \begin{cases}
  n\frac{N + n_1}{n - n_1}, & \text{for } \beta_1 < \lambda_2, \\
  \frac{NN_1}{n - n_1}, & \text{if } \lambda_2 < \beta_1.
\end{cases}
\]

or, alternatively,

\[
\hat{T}_\lambda = \begin{cases}
  \frac{N + nu}{1 - u}, & \text{for } \frac{2 - v(N + 1)}{2 - v + vn} \leq u \leq 1 - v, \\
  \frac{N - Nv - nu}{1 - u - v + uv - wn}, & \text{for } 1 - Nv \leq u \leq \frac{2 - v(N + 1)}{2 - v + vn}, \\
  \frac{N}{1 - u}, & \text{for } 0 \leq u \leq 1 - Nv.
\end{cases}
\]

Notice that when $\hat{\lambda} = \infty$ we get $\hat{T}_\lambda = \hat{T}_{Unif}$.

5 Estimate of species distribution and confidence intervals for $T$

We now use the posterior average probability of each species together with $\hat{T}_\lambda$ and $\hat{\lambda}$ as an estimate of the species probabilities. For the observed species, which is to say $i = 1, \ldots, N$, this amounts to

\[
\hat{\rho}_i = E_{\rho_n, \hat{T}_\lambda, \hat{\lambda}}(y_i) = \frac{m_i + \hat{\lambda}}{\hat{T}_\lambda + n} = \frac{(m_i + \hat{\lambda})(1 - \hat{U}_{TG})}{n + N\hat{\lambda}}
\]

(5.1)
This expression is correct also for $\hat{\lambda} = \infty$, in which case all species are estimated to have probability $(\hat{T})^{-1}$. Also note that these values are close to the unbiased estimator $m_i/n$ of the probability of the $i$-th species and can be seen as a mixture of the Laplace add-$\lambda$ and Turing-Good estimators since they are obtained by adding $\lambda$ to the frequency $m_i$ of the $N$ observed species (recall that $n = \sum_{i=1}^{N} m_i$), but only after assigning the probability $\hat{U}$ to the event that we will observe a new species; the estimate for each of the $N$ species is then reduced by the factor $1 - \hat{U}$ to compensate for this and, in fact,

$$\left(\hat{T}\lambda - N\right) = \frac{\hat{\lambda}(1 - \hat{U}_{TG})}{n + N\hat{\lambda} + \hat{U}_{TG}} = \hat{U}_{TG}.$$

This is likely to be a sensible way to make the attenuation of the Laplace estimator finite (Orlitsky et al., 2003).

For the unobserved species, a simple approach would be to uniformly split the probability $\hat{U}$ among the $\hat{T}\lambda - N$ unobserved species which would give

$$\frac{\hat{U}}{\hat{T}\lambda - N} = \frac{\hat{\lambda}}{\hat{T}\lambda + n} = \frac{\hat{\lambda}(1 - \hat{U})}{n + N\hat{\lambda}}.$$

On the other hand, notice that, since one can rewrite the first equation of the system as $1 - \sum_{k=1}^{N} \hat{p}_k(\lambda) = 1 - \hat{U}_{TG}$, the reconciliation method never used the moments of the $p_i$’s for $i > N$; therefore, we have some freedom in assigning the estimations of the $p_i$’s for $i > N$. These probabilities can, in fact, be estimated by taking into account the meaning of $\lambda^{-1} = \gamma^2$ as normalized species variance; we could then assign probabilities to the unobserved species to achieve the estimated normalized variance $\hat{\gamma}^2$. For simplicity, we actually use a closely related function and focus on $\sum_{k=1}^{N} p_k^2$ and its estimator $\hat{V}$. This is a valid approach except when $u < 1 - N\hat{v}$, in which case $f(\lambda) < 0$ and $\hat{V}$ turns out to be too small to be a reasonable estimate of $\sum_{k=1}^{N} p_k^2$; in that case we replace $\hat{V}$ with $\sum_{k=1}^{N} E_{\rho,\hat{T}\lambda,\hat{\lambda}}(p_k^2)$. Clearly $\sum_{k=1}^{N} (E_{\rho_n,T,\lambda}(p_k))^2 \leq \hat{V} \vee \sum_{k=1}^{N} E_{\rho_n,T,\lambda}(p_k^2)$ by Jensen’s inequality, and thus we require that the estimates $\hat{p}_k$ of the probabilities of the unobserved species satisfy:

$$\sum_{k=N+1}^{\hat{T}\lambda} (\hat{p}_k)^2 = \left(\hat{V} \vee \sum_{k=1}^{\hat{T}\lambda} E_{\rho_n,T,\lambda}(p_k^2) \right) - \sum_{k=1}^{N} \left(E_{\rho_n,T,\lambda}(p_k)\right)^2 =: \hat{V} \quad (5.2)$$

We can use any two-parameter distribution, such as for instance

$$p_i = c\alpha^{-i-N} \text{ for } i = N + 1, \ldots, \hat{T}\lambda, \quad (5.3)$$
and require that
\[
\sum_{i=N+1} \hat{T}_\lambda p_i = \hat{U}_{TG} \quad \text{and} \quad \sum_{i=N+1} \hat{T}_\lambda p_i^2 = \hat{V}.
\]
Solving for \(c\) and \(\alpha\) gives the estimated unobserved probabilities \(\hat{p}_i = p_i(c, \alpha)\). It is easily seen that if \(T > N\), then
\[
\alpha(1 - \alpha) \approx \frac{\hat{U}_{TG}}{\hat{V}} \quad \text{and} \quad c \approx \frac{\hat{U}_{TG}(1 - \alpha)}{\alpha}.
\]
(5.4)

In Section 6 below we generate confidence intervals by resampling based on the estimated species probabilities as obtained in (5.1), (5.3) and (5.4), with \(\hat{V}\) as in (5.2).

6 Simulations and experiments

In this section we present some typical numerical simulations and tests, out of a large number of similar tests, of the performance of several estimators compared to those we have developed here; in particular, besides \(\hat{T}_1\) (see Section 2), \(\hat{T}_2\) (see Section 3 (II)) and \(\hat{T}_\lambda\), we compare the general lower bound \(\hat{T}_{\text{Chao}}\) (Chao, 1984), \(\hat{T}_{\text{Unif}} = \hat{T}_{CL}(0); \hat{T}_{CL} = \hat{T}_{CL}(\hat{\gamma}^2)\) see (2.2); \(\hat{T}_{\text{ACE}}\) (see Chao et al., 1993), which is the ACE method applied to the Chao-Lee estimator; the Jackknife estimator with optimal parameter \(\hat{T}_{JK}\) from Burnahm and Overton (1979); and, finally, \(\hat{T}_{\lambda_{\text{ACE}}}\), which amounts to applying the ACE method to our estimator \(\hat{T}_\lambda\). In table 1 we consider several simulated populations with increasing values of \(\gamma^2\):

1. a population with \(p_i\)'s \(\sim N(1, 0.1)\) which turns out to have \(\gamma^2 \approx 0.009\) and thus it is quite uniform;

2. a population with \(p_i\)'s \(\sim U[0, 1]\) which has \(\gamma^2 \approx 0.3317\), thus less uniform;

3. a population with \(p_i\)'s \(\sim Exp(1)\) and \(\gamma^2 \approx 0.9992\), thus nonuniform; and, finally,

4. an extremely skewed population based on \(p_i\)'s \(\sim \Gamma(0.1, 5)\) which results in \(\gamma^2 \approx 9.1289\).

Each population’s distribution is generated from \(T\) independent and identically distributed random variables, normalized to sum to 1, and then the resulting \(\gamma^2\) is determined as normalized interspecies variance.
In table 1 we report simulations of a simple random sample of size 100 from each population by showing the mean, SD and the mean square error. One can see that in populations (1) – (3) the performance of the estimators depends on $\gamma^2$: in (1), the best estimation (in terms of mean and MSE) is given by $\hat{T}_{Unif}$, in (2) by $\hat{T}_{JK}$, and in (3) by $\hat{T}_{\lambda}$; but that $\hat{T}_{\lambda}$ is performing quite well in each case. Overall, it turns out that this estimator is the one which best adapts to the different values of $\gamma^2$. One can also clearly see that the previous two estimators $\hat{T}_1$ and $\hat{T}_2$ had serious defects. As we mentioned in the introduction, none of the estimators is able to deal with population (4). In general, all estimators would eventually converge but that requires samples of the order of $10^{20}$ because of the smallness of some species probabilities.

In figure 1, to confirm this picture, we simulated sequential simple random samples of increasing sizes (up to $n = 500$). We note that overall $\hat{T}_{\lambda}$ is always close to giving the best results. In figure 1 we plot data of the comparison between $\hat{T}_{\lambda}$ and the Chao-Lee estimator for population (3); this is one of the most evident cases, but a similar improvement happens for many populations, with some exceptions which we briefly indicate further below.

![Figure 1: Comparison of $\hat{T}_{\lambda}$ with $T_{CL}$ and $T_{Chao}$ on a sequential simple random sample from population (3) with $\gamma^2 = 0.9992$, $T = 100$ and $n \in [20, 500]$.](image-url)
Table 3: Summary of confidence interval performances at the given confidence level. Tests are made for populations (1)-(3) and intervals are obtained from the probabilities estimated in Section 5 by resampling. Each entry reports the fraction of hits, and the average interval size in brackets.

| Confidence level | 1               | 2               | 3               |
|------------------|-----------------|-----------------|-----------------|
| 90%              | 93% (1115)      | 92% (821)       | 80% (707)       |
| 95%              | 95% (1225)      | 98% (889)       | 89% (827)       |
| 99%              | 97% (1520)      | 100% (1064)     | 98% (977)       |

In table 2, we repeated the same simulations as in table 1, this time with four distributions following Zipf’s law (from Zipf, 1935, see also Pietronero et al., 2001); in particular, \( p_i = 1/i + K \) for \( i = 1, \ldots, 100 \). We consider \( K = 20, 10, 5, 1 \) which correspond to increasing values of \( \gamma^2 \). Once again, different estimators achieve the best performance (Chao, Chao-Lee twice, and ours); for this kind of data \( \hat{T}_{CL} \) is the overall best estimator, but \( \hat{T}_\lambda \)
assigns acceptable values for all cases. Notice that the best performance occurs for $\gamma^2 \approx 2.6$, which is outside the admissible range. ACE does not really improve the results.

Next, table 3 shows some simulations about confidence intervals for $T$ based on samples of size $n = 400$ computed from $\hat{T}_\lambda$; confidence intervals are obtained by estimating the species probabilities $p_i$’s as described in Section 5 and then resampling 1000 times from the estimated population distribution. This process is repeated 100 times and table 3 indicates, for populations (1)-(3), respectively, the percentage of times the confidence intervals contain the true value of $T = 1000$ and the average size of the confidence interval. The hitting percentage comes out remarkably well, due to the good approximation of the true population distribution by the estimated one.

Next, figure 2 shows a sequential estimation of the initial two-digit distribution based on the populations of counties in the states of the U.S. whose names begin with the letter “A.” There are $T = 90$ possible initial pairs of digits and the distribution is known to follow Benford’s law (Fewster, 2009; Hill, 1995). Sample sizes range from 10 to 184, and for each size repeated random sampling of that size is taken 100 times and averaged. One can see that the two estimators’s performance depends also on the size of the sample; to compare the two we have taken the MSE, over the sample size, from

**Figure 3:** Comparison of $\hat{T}_\lambda$, $T_{CL}$, $\hat{T}_{\lambda_{ACE}}$, $\hat{T}_{ACE}$ and $T_{Chao}$ on a pseudo-Benford’s law with $p_i = \text{const} \log(1 + 1/i)$, $i = 1, \ldots, 100$. Here $\gamma^2 \approx 3.54$ and $n \in [20, 1000]$. 
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Figure 4: Comparison of estimations, empirical and using $\hat{p}_i$, of the two-digit Benford’s law from July 1, 2008 census data of the populations of 184 counties for the States with initial letter “A” taken from U.S Census Bureau. Observed were $N = 67$ out of $T = 90$ classes. Here $\hat{T}_\lambda = 91$.

the true value of $T$, which turned out to be 48 for our estimator and 99 for Chao-Lee. On the other hand, figure 3 studies a pseudo-Benford distribution in which $p_i = \text{const} \log (1 + 1/i)$ for $i = 1, \ldots, 100$, instead of $i$ ranging from 10 to 99. In this case one can see the effect of the ACE method: the Chao-Lee estimator, which is quite inefficient at such high $\gamma^2$, is greatly improved by ACE, while ours, which already has an acceptable performance, is only slightly improved by ACE.

Finally, in figure 4 we use the method of Section 5 to approximate the entire distribution, Benford’s law in this case, improving with respect to plain distribution estimation. We use the entire Census set of $n = 184$ counties. The sample size is such that likely not all pairs were observed. Indeed, we have $N = 67$ observed pairs and empirical estimates of the pair probabilities show a total variation distance from Benford’s law of 0.26. On the other hand, $\hat{T}_\lambda = 91$, the probabilities estimated by $\hat{p}_i$ give a total variation distance of 0.185 and practically each single $p_i$ is better estimated. Notice also that the only species incorrectly predicted to exist (the one numbered 91) is estimated to have a rather small probability, thus partially correcting the prediction error.
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