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Abstract

We study a regularized version of Hastings-Levitov planar random growth that models clusters formed by the aggregation of diffusing particles. In this model, the growing clusters are defined in terms of iterated slit maps whose capacities are given by

\[ c_n = c|\Phi'_{n-1}(e^{\sigma + i\theta_n})|^{-\alpha}, \quad \alpha \geq 0, \]

where \( c > 0 \) is the capacity of the first particle, \( \{\Phi_n\}_n \) are the composed conformal maps defining the clusters of the evolution, \( \{\theta_n\}_n \) are independent uniform angles determining the positions at which particles are attached, and \( \sigma > 0 \) is a regularization parameter which we take to depend on \( c \). We prove that under an appropriate rescaling of time, in the limit as \( c \to 0 \), the clusters converge to growing disks with deterministic capacities, provided that \( \sigma \) does not converge to 0 too fast. We then establish scaling limits for the harmonic measure flow over longer time periods showing that, by letting \( \alpha \to 0 \) at different rates, this flow converges to either the Brownian web on the circle, a stopped version of the Brownian web on the circle, or the identity map. As the harmonic measure flow is closely related to the internal branching structure within the cluster, the above three cases intuitively correspond to the number of infinite branches in the model being either 1, a random number whose distribution we obtain, or unbounded, in the limit as \( c \to 0 \).

We also present several findings based on simulations of the model with parameter choices not covered by our rigorous analysis.
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1 Introduction

Hastings-Levitov processes, introduced in [8], provide a framework for modelling planar random growth which occurs through the repeated aggregation of particles. Specific examples of such processes include off-lattice versions of diffusion-limited aggregation (DLA) [21], dielectric breakdown [16], and the Eden model [6] for biological growth. In these models, individual particles are represented as conformal mappings, and the process of aggregation corresponds to repeated composition of such maps.

For $c > 0$, consider the conformal map $f_c: \Delta = \{z \in \mathbb{C}: |z| > 1\} \rightarrow D_1 = \Delta \setminus (1, 1 + d)$, that satisfies $f_c(z) = e^{cz} + O(1)$ at infinity, and sends the exterior unit disk onto the exterior unit disk minus a slit of length $d = d(c)$. This map corresponds to a single particle (represented by the slit) being attached to the unit disk at the point 1. An explicit expression for these slit maps can readily be obtained. The length or “size” of the slit and the associated capacity increment $c$ are related via

$$e^c = 1 + \frac{d^2}{4(1 + d)}.$$  

Typically we are interested in understanding the geometry of the clusters as the size of the particles tends to zero, whilst the number of particles attached becomes very large. From the above expression it is easy to show that $d \propto c^{1/2}$ as $c \rightarrow 0$. Therefore, the requirements that $c \rightarrow 0$ and $d \rightarrow 0$ are equivalent.

Let $\{\theta_k\}_{k=1}^{\infty}$ be a sequence of angles in $[0, 2\pi)$ and let $\{c_k\}_{k=1}^{\infty}$ be a sequence of positive numbers. We introduce rescaled and rotated conformal maps

$$f_k(z) = e^{i\theta_k} f_{c_k}(e^{-i\theta_k} z).$$  

These maps are then used as building blocks for a growth process defined using the iterated maps

$$\Phi_n(z) = f_1 \circ \cdots \circ f_n(z), \quad n = 1, 2, \ldots .$$

\[\text{1The Hastings-Levitov model can be set up for more general particle shapes, but having a concrete expression for the building blocks allows us to conveniently perform certain computations explicitly. We believe our results hold for a wide class of reasonable particles.}\]
Each $\Phi_n$ is a conformal map of the exterior disk onto the complement of a compact set $K_n$,

$$\Phi_n : \Delta \to D_n = \mathbb{C} \setminus K_n,$$

and $\Phi_n$ has an expansion at infinity of the form

$$\Phi_n(z) = e^{C_n z} + O(1), \quad \text{where} \quad C_n = \sum_{k=1}^{n} c_k.$$ 

The sets $\{K_n\}_{n=1}^\infty$ form an increasing sequence and are referred to as the growing clusters, and $\text{cap}(K_n) = e^{C_n}$ is the logarithmic capacity of the $n^{th}$ cluster and is comparable to the diameter of the cluster.

By choosing different sequences of angles and capacities, a wide class of growth processes can be described. In the present context, we are specifically interested in modelling the aggregation of diffusing particles: the point of attachment of each particle should then be determined by the hitting probability of a Brownian motion started at infinity. To achieve this, we choose the sequence $\{\theta_k\}_{k=1}^\infty$ to be independent random variables, each uniformly distributed on $[0, 2\pi)$. The conformal invariance of harmonic measure in the plane then means that at step $n+1$, a point on the boundary of the cluster $K_n$ is chosen according to harmonic measure seen from $\infty$, and a particle, the image under $\Phi_n$ of $(1, 1 + d_{n+1})$, is attached at this point. Here, and in what follows, $d_{n+1}$ is short-hand notation for $d(c_{n+1}).$

From the point of view of physical systems, for instance in DLA, it is natural to request that all particles have roughly the same size after attachment to the growing cluster. The final arc length of the $(n+1)^{th}$ arrival is given by

$$\ell(d_{n+1}) = \int_1^{1+d_{n+1}} |\Phi_n'(re^{i\theta_{n+1}})|dr = d_{n+1} |\Phi_n'(r_0 e^{i\theta_{n+1}})|$$

for some $r_0 \in [1, 1 + d_{n+1}]$, assuming sufficient regularity of $|\Phi_n'|$ close to the boundary. In the Hastings-Levitov growth model with parameter $\alpha \in [0, 2]$, usually referred to as HL($\alpha$), one sets $d_1 = d$ and

$$d_{n+1} = \frac{d}{|\Phi_n'(e^{i\theta_{n+1}})|^{\alpha/2}}, \quad n = 2, 3, \ldots.$$  

This means that the size of every particle is scaled by a power of the derivative so as to take into account, to an extent that varies with $\alpha$, the local distortion associated with the conformal map $\Phi_n$ near the point of attachment. In particular, the choice $\alpha = 2$ means that, heuristically, $\ell(d_n)$ is close to $d$ for each $n$ and this model was therefore proposed as a candidate for off-lattice DLA. Setting $\alpha = 0$ means that $d_n = d$ for all $n$, and so the maps $\{f_n\}_{n=1}^\infty$ are independent and identically distributed. Although this is the least physical of the Hastings-Levitov models in that the factor by which the particles are distorted can be shown to grow exponentially fast, it is the mathematically most tractable, and has been studied in [20] and [17].

The HL($\alpha$) models, for $\alpha > 0$, lend themselves well to computer simulations (see for instance [8] and [5]); however it seems that it is hard to establish rigorous results concerning their long-time behavior. Looking at the definition (5), it becomes clear that the growth of clusters at any given stage depends on its past history in a complicated way. Furthermore, from a technical point of view, the derivatives $\Phi_n'$ become badly behaved on the boundary as $n$ becomes large, making it difficult to obtain useful estimates on $\{d_n\}$. 
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In this paper, we study a regularized version of the Hastings-Levitov model for \( \alpha > 0 \), which we call HL(\( \alpha, \sigma \)). In this model, the capacity increments are given by

\[
c_{n+1} = \frac{c}{|\Phi'_n(e^{\sigma+i\theta_{n+1}})|^\alpha}, \quad n = 0, 1, 2, \ldots
\]

Here \( \sigma > 0 \) is a regularization parameter that is allowed to depend on \( c \) and we take \( \Phi_0 \) to be the identity map. The geometric quantities \( d_n \) can then be determined using (1). Similar conformal mapping models of growth phenomena also appear in [4] and [20]: Carleson and Makarov introduced and studied the analogous regularization for a Loewner chain formulation of the Hele-Shaw flow, see Section 2.3 of [3] and this provided the inspiration for studying the particular regularization considered in this paper. We have also benefited from the work of Rohde and Zinsmeister (see in particular [20, Section 6]).

Letting \( \sigma \to 0 \), we recover an equivalent formulation of HL(\( \alpha \)). In view of (4), a natural range of the parameter is \( \sigma \approx d \). The range \( \sigma \approx d \) seems especially interesting since direct calculation shows that \( |f'_n(e^{\sigma+i\theta})| \) is scale invariant for \( \sigma \) and \( \theta \) in this range and, furthermore, simulations reveal non-trivial geometric structures. For all \( \sigma < \infty \), each \( c_n \) still depends on the whole sequence \( \theta_1, \ldots, \theta_n \) via the scaling by the derivative, and so the model retains the long-term dependencies featuring in HL(\( \alpha \)). However, provided \( \sigma \) does not tend to 0 too quickly, the scaling is less singular than for \( \sigma = 0 \) and allows us to make use of distortion estimates on conformal maps. Figure 3 illustrates the effect of varying \( \sigma \) on the HL(\( \alpha, \sigma \)) cluster in the cases when \( \alpha = 0.5 \) and \( \alpha = 2 \).

There are a number of well known open problems relating to HL(\( \alpha \)) for \( \alpha > 0 \). Whilst we are not able to solve these problems directly, we are able to give partial answers to related questions for the regularized model.

Hastings and Levitov predicted that, for small particles, the HL(\( \alpha \)) process undergoes a phase transition as \( \alpha \) increases through the point \( \alpha_{\text{crit}} = 1 \): for \( \alpha \in [0, 1) \), the clusters look like disks, whereas for \( \alpha \in (1, 2] \) the clusters seem to be random anisotropic shapes. Simulations of HL(\( \alpha, \sigma \)) suggest that this phase transition at \( \alpha_{\text{crit}} = 1 \) is also present in the regularized model when \( \sigma = \mathcal{O}(d) \) (see Figure 3). We cannot at present prove any statements regarding the existence or non-existence of limit clusters in this regime, or the possible presence of a sharp phase transition phenomenon. However, we have been able to show that the macroscopic shape of the regularized HL(\( \alpha, \sigma \)) clusters is a disk for all values of \( \alpha \), even if \( \sigma \to 0 \) as \( c \to 0 \), provided that this convergence is not too fast relative to that of \( c \).

As each particle in a cluster is attached to a single “parent” particle, the cluster can be viewed as a random tree, rooted at the vertex corresponding to the initial unit disk. The branches of the cluster are the connected components of the graph obtained by deleting the root vertex so each branch is a maximal set of particles sharing a common ancestor particle. It has been shown that the HL(0) cluster has a single infinite branch as the number of particles goes to infinity (see [17] for a version of this result in the small particle limit, although it is known to be true for any particle size). A natural question is to ask what the smallest value of \( \alpha \) is for which the HL(\( \alpha \)) cluster has more than one infinite branch, and whether the number of infinite branches increases as a function of \( \alpha \). For the regularized HL(\( \alpha, \sigma \)) cluster, again provided that \( \sigma \) does not converge to zero too fast, we show that if \( \alpha \) is allowed to tend to zero appropriately, then the limiting harmonic measure flow is that of a cluster with a random number of infinite branches and the distribution of the number of infinite branches is stochastically increasing in \( \alpha \).

Interpreting branching in terms of harmonic measure flow, our main results in this direction can be phrased as follows. Suppose that \( \sigma \gg (\log c^{-1})^{-1/2} \). Then in the limit as \( c \to 0 \), the HL(\( \alpha, \sigma \))
cluster is a disk with internal structure consisting of

- one infinite branch if \( \alpha \ll c^{1/2} \);
- a random number of infinite branches, whose distribution is stochastically increasing in \( \alpha \), if \( \alpha c^{-1/2} \rightarrow a \in (0, \infty) \);
- deterministic radial growth if \( \alpha \gg c^{1/2} \).

In the next section we give an overview of our main results as well as an outline of the proof strategies that we have used. In Section 3 we discuss simulations that we have performed, notation and preliminary estimates are in Section 4 and the proofs take up the remainder of the paper. Results for deterministic capacity sequences are in Section 5, capacity limits are in Section 6, macroscopic scaling limits are in Section 7 and scaling limits of the harmonic measure flow are in Section 8.
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## 2 Overview of results

Our first aim in this paper is to show that as \( c \to 0 \), in the scaling limit \( N = \lfloor T/c \rfloor \), the HL(\( \alpha, \sigma \)) map \( \Phi_N \) converges to a deterministic limit, namely, the map

\[
\Phi(z) = (1 + \alpha T)^{1/\alpha} z, \quad z \in \Delta.
\]

Note that as \( \alpha \to 0 \), \( \Phi(T) \to e^T z \). This recovers the result in [17], where it was shown that the corresponding scaling limit for HL(0) is the deterministic map

\[
z \mapsto e^T z, \quad z \in \Delta.
\]

Since our growth process exhibits a non-trivial dependence on its past, the time-reversal arguments in [20] and the martingale techniques in [17] are not immediately applicable. However, we are able to show that, provided \( \sigma \) does not tend to 0 too quickly, the capacities \( \{c_k\}_{k=1}^\infty \) are close, with high probability, to the deterministic sequence \( \{c_k^*\}_{k=1}^\infty \) defined by

\[
c_k^* = \frac{c}{1 + \alpha c(k-1)}, \quad k = 1, 2, \ldots
\]
Some intuition behind the form of this sequence is provided at the end of this section. In Section 6 we prove the following theorem, which is stated precisely with detailed hypotheses in Theorem 6.2.

**Theorem (Convergence of capacities).** Let $\sigma \gg (\log c^{-1})^{-1/2}$. Then there exists some absolute constant $\beta > 0$ such that

$$\Pr \left( \sup_{n \leq N} \frac{\log c_n}{c_n^\beta} > \alpha c \right) \to 0$$

as $c \to 0$.

Using the fact that $|1 - x| \leq |\log x| (1 + |\log x|/2)$ for small $x$, this is equivalent to showing that

$$|c_n - c_n^\ast| < 2\alpha c^{1+\beta}$$

for the above range of $n$.

We prove the above result in two stages. Firstly, we define a “starred” growth process by using the deterministic capacities (7) in place of (6) in the constructions of the building blocks $\{f_n^k\}$ and in the corresponding compositions $\Phi_n^\ast$. We couple the starred and un-starred maps by using the same angles of rotation; however we suppress this dependence for notational simplicity. As the $\Phi_n^\ast$ maps do not exhibit the complicated dependence of the $\Phi_n$ maps, in Section 5 we adapt the martingale techniques in [17] to prove that these maps converge in probability as $c \to 0$ to a deterministic map that takes the exterior unit disk to the complement of an inflated disk. In fact, the martingale techniques in [17] to prove that these maps converge in probability as $c \to 0$ to a deterministic map that takes the exterior unit disk to the complement of an inflated disk. In fact, we show more generally that this result holds if $\{c_n^\ast\}$ is replaced by any deterministic sequence of capacities that are uniformly bounded by $c$. Secondly, in Section 6 we use the coupling of $\Phi_n^\ast$ with $(\Phi_n^\ast)'$ to bound their difference in terms of the parameter $\sigma$, using a recursive argument. It is in this part of the proof that the regularization parameter $\sigma$ plays a crucial role, as the fact that we are evaluating derivatives away from the boundary of $\Delta$ allows us to make use of uniform distortion bounds on quantities like $|\Phi_n^\ast(e^{\sigma+it})|$. A Grönwall-type argument completes the proof that $\{c_n\}$ and $\{c_n^\ast\}$ are uniformly close.

By adapting the techniques in [11], we next show that the conformal maps $\Phi_N$ converge in probability to the deterministic limit map $\Psi_T(z) = (1 + \alpha T)^{1/\alpha} z$, provided we scale the number of arriving particles as $N = [T/c]$. Our arguments here rely on the facts that the convergence $\sup_k |c_k - c_k^\ast|/c \to 0$ implies weak convergence of driving measures for the Loewner representation of the growth process, and that weakly convergent driving measures lead to sequences of conformal maps that converge in the sense of Carathéodory. In Section 7 this then leads to the first of our two main theorems, which is stated precisely with detailed hypotheses in Theorem 7.2.

**Theorem (Convergence of clusters to disks).** Let $T > 0$ and $\alpha > 0$ be fixed. Set $N = [T/c]$ and suppose $\sigma \gg (\log c^{-1})^{-1/2}$. Then, as $c \to 0$, the laws of the maps $\Phi_N$ converge weakly with respect to uniform convergence on compact subsets to a point mass at $\Psi_T(z) = (1 + \alpha T)^{1/\alpha} z$.

Observe that when $\alpha = 2$ this result implies that the cluster after $N$ arrivals is approximately a disk with area $\pi(1 + 2cN)$, so the area increases at a constant rate in the number of particles. This is consistent with the idea that $\alpha = 2$ corresponds to a model in which all particles are the same size. Even though our choice of $\sigma$ is not in the range needed to ensure that the sizes of the particles are not distorted by the composition process, namely $\sigma \leq d$, this result suggests, nevertheless, that a deterministic correction to the capacities is enough to ensure that on average all particles are the same size. Similarly, when $\alpha = 1$, the total boundary length of a cluster with $N$ particles is close to
2\pi(1 + cN), and thus grows at a constant rate. This is the instance of the Hastings-Levitov model thought to be an analog of the Eden model and so the above result is consistent with a model which exhibits growth proportional to local arclength.

We next prove that the rescaled harmonic measure flow converges in a certain space of weak flows introduced in [17], and we identify the weak limit. The harmonic measure flow exhibits a phase transition at \( \alpha = 0 \) and we therefore consider different “off-critical” limits by letting \( \alpha \to 0 \) at different rates and obtain the following result.

**Theorem** (Convergence of harmonic measure flow). Suppose that \( \sigma \gg (\log c^{-1})^{-1/2} \). Then as \( c \to 0 \), on timescales of order \( c^{-3/2} \), one of the following three situations arises.

- If \( \alpha c^{-1/2} \to 0 \), the harmonic measure flow converges to the Brownian web.
- If \( \alpha c^{-1/2} \to \infty \) (sufficiently slowly), the harmonic measure flow converges to the identity flow.
- If \( \alpha c^{-1/2} \to a \in (0, \infty) \), the harmonic measure flow converges to a time-change of the Brownian web, stopped at a finite time that is decreasing in \( a \).

The proof relies on the fact that \( \sup_k |c_k - c_k^*|/c \to 0 \) and that the sequence \( \{c_k^*\} \) is independent of the history of the cluster. This enables us to show that the harmonic measure flow is close to a martingale and identify the Brownian limits over time periods of order \( c^{-3/2} \). Full statements and proofs are given in Theorems 8.1 and 8.2. We note that the result is not particular to the sequence \( \{c_k^*\} \), and a similar classification holds for general particle sequences that do not exhibit a dependence on the past history of the growth. This phenomenon is illustrated in Figure 1.

**Figure 1:** Harmonic measure flow corresponding to \( \Phi_n^x \) with 1,000,000 particles when \( c = 10^{-4} \) for \( \alpha = 10^{-4} = c \) (left) and \( \alpha = 10^{-2} = c^{1/2} \) (right).

It is shown in [17] that the evolution of harmonic measure on the cluster boundary is closely related to the random tree structure that is contained within the cluster. Intuitively there is a correspondence between the number of infinite branches in a cluster and the number of distinct paths arising from the harmonic measure flow started at time zero that survive infinitely long. As all Brownian motions on the circle starting at a fixed time eventually coalesce into a single Brownian motion, we interpret this result as the HL(\( \alpha, \sigma \)) cluster when \( \alpha \ll c^{1/2} \) having a single infinite branch, or equivalently all particles arriving beyond a certain time sharing a common ancestor. If
\( \alpha \gg c^{1/2} \), the harmonic measure flow converges to the identity flow which intuitively corresponds to the number of infinite branches becoming unbounded in the limit as \( c \to 0 \). If \( \alpha c^{-1/2} \to a \in (0, \infty) \), the Brownian web stopped at a finite time intuitively corresponds to a random number of infinite branches in the \( \text{HL}(\alpha, \sigma) \) cluster. By using a result of Bertoin and Le Gall \cite{2} that relates the Brownian web to Kingman’s coalescent, we are able to give the distribution of this random number and show that it is stochastically increasing in \( a \).

### Regularization at infinity

We give an example of a simple regularization for which it is possible to calculate the capacity sequence \( \{c_k\} \) explicitly. This provides some intuition behind the definition of the deterministic sequence \( \{c^*_k\} \) in \((7)\) which features in our coupling arguments.

In the definition of \( \text{HL}(\alpha, \sigma) \) let \( \sigma = \infty \), that is, let \( \sigma \to \infty \). Then at the \( k \)th step of the process, we are scaling successive capacity increments by the derivatives of the conformal maps at infinity, that is, by the total capacity of the growing cluster after \( k - 1 \) steps. For a single building block then, \( |f_c' (\infty)|^{-\alpha} = \exp(\alpha c) \). Let \( q(k) = c_k / c \). Since the point at infinity is fixed by the individual maps \( f_{c_k} \), the chain rule yields

\[
q(k) = |\Phi'_{k-1}(e^{\sigma+i\theta_k})|^{-\alpha} = \prod_{j=1}^{k-1} |f'_{c_j}(\infty)|^{-\alpha} = e^{-\alpha c \sum_{j=1}^{k-1} q(j)}.
\]

We know a priori that \( q(k) \leq 1 \) for all \( k \) since the total capacity of the cluster is non-decreasing. From the relation

\[
q(k) - q(k-1) = e^{-\alpha c \sum_{j=1}^{k-1} q(j)} \left( e^{-\alpha c q(k-1)} - 1 \right),
\]

we obtain

\[
\frac{q(k) - q(k-1)}{q(k-1)} = e^{-\alpha c q(k-1)} - 1 = -\alpha c q(k-1) + O(c^2),
\]

and upon dividing by \( q(k-1) \) and integrating over \([1, n]\), we recover

\[
\left[ -\frac{1}{q(x)} \right]^n_1 = -\alpha c (n - 1) + n O(c^2).
\]

By assumption, \( q(1) = 1 \), and after rearranging, we find

\[
c_n = cq(n) = c (1 + \alpha c (n - 1) + n O(c^2))^{-1}.
\]

When we pass to the limit with the natural scaling \( N = \lceil T/c \rceil \), the last equation produces the expressions in \((7)\) as leading terms. (Cf. \cite{8} p.251.)

### 3 Simulations

In this section we show simulations that illustrate the results above. We also present some experimental findings for the model with the parameter choice \( \sigma = d \) that is not covered by our rigorous analysis. Simulations of clusters were generated using computer code that is based on code available on C. McMullen’s webpage \cite{15}. A repository of simulations that includes values of \( \alpha \) and \( \sigma \) not shown below can be found in \cite{12}.
Figure 2: Capacity sequences $\{c_n\}_{n=1}^{25,000}$ for $\text{HL}(\alpha, \sigma)$ with $c = 10^{-4}$ for $\alpha = 0.5$ (left) and $\alpha = 2$ (right) when $\sigma = 1$, $\sigma = 0.2 = 2(\log c^{-1})^{-1/2}$ and $\sigma = 0.02 = d$.

Figure 2 shows samples of capacity sequences $\{c_k\}_{k=1}^{25,000}$ for $\alpha = 0.5$ and $\alpha = 2$ for three different values of the regularization parameter $\sigma$. When $\sigma$ is sufficiently large compared to $c$, the sequence $\{c_k\}$ is essentially indistinguishable from the deterministic sequence $\{c^*_k\}$ as predicted by Theorem 6.2. When $\sigma$ is on the order of the basic particle size $d$, the overall trend in $\{c_k\}$ follows the deterministic sequence for $\alpha = 0.5$, but the random fluctuations increase in amplitude, whereas for $\alpha = 2$ there is no clear deterministic limit for $\{c_k\}$ as $c \to 0$. Indeed, we do not believe that there
is a deterministic limit when $\alpha > 1$ if $\sigma$ is chosen small enough (say $\sigma = \mathcal{O}(c^{1/2})$), but we do not have a proof of this. Simulations further suggest that it should be possible to strengthen Theorem 6.2 and consequently all subsequent results, to hold for $\sigma \gg c^\gamma$ for some $\gamma \geq 1/2$. However, the distortion estimates that we use in our proof are no longer sufficient in this case.

Figure 3 shows simulations of clusters generated using the same capacity and angle sequences as above. When $\sigma$ is sufficiently large, the clusters grow as inflating disks with growth rates as predicted by Theorem 7.2 when $\sigma$ is on the order of the basic particle size $d$, the cluster is still an inflating disk for $\alpha = 0.5$, whereas for $\alpha = 2$ the cluster appears to be growing randomly shaped fingers. In fact, when $\sigma = d$, all simulations of clusters with $\alpha \in (0,1)$ appear to produce disks, whilst those with $\alpha \in (1,2]$ appear to produce random cluster shapes. This is consistent with the claim made by Hastings and Levitov that the cluster growth undergoes a phase transition as $\alpha$ increases through the point $\alpha_{\text{crit}} = 1$. We cannot at present prove any statements regarding the existence of limit clusters in this regime, or the possible presence of a sharp phase transition phenomenon.

Figure 4 illustrates the evolution of harmonic measure on the cluster boundary under the aggregation process. Gaps between flow lines correspond to the harmonic measure carried by the fingers of the cluster that are attached between the corresponding points on the circle. When $\sigma$ is sufficiently large, the flows are close to the identity flow as is asserted in Theorem 8.2 when $\sigma$ is on the order of the basic particle size $d$, the flow is still close to the identity flow for $\alpha = 0.5$, whereas for $\alpha = 2$ it is suggestive of a random, anisotropic scaling limit, and is reminiscent of the general features of the (deterministic) anisotropic flows in [11]. As time increases, five large gaps appear between the flow lines which corresponds to the five fingers growing in Figure 3(f). These gaps appear to be asymptotically stable, suggesting that, once established, the fingers will persist indefinitely. In fact, when $\sigma = d$, all simulations of flows with $\alpha \in (0,1)$ appear to produce identity flows, whilst those with $\alpha \in (1,2]$ appear to produce random anisotropic limits with asymptotically stable gaps, again suggestive of a phase transition as $\alpha$ increases through the point $\alpha_{\text{crit}} = 1$.

4 Preliminaries

In this section we firstly set out the notation that we will use in the remainder of the paper. We then state some estimates that will feature in our proofs later on.

Notation

Throughout this paper, $\{\theta_k\}_{k=1}^\infty$ denotes a sequence of independent random variables, uniformly distributed on $[0,2\pi)$. Let $\{\mathcal{F}_n\}_{n=1}^\infty$ be the filtration generated by the sequence of angles: $\mathcal{F}_n = \sigma(\theta_1, \ldots, \theta_n)$. With the exception of Section 3, $\{c_k\}_{k=1}^\infty$ will denote the sequence of capacities defined in (1), where $c > 0$ is an “initial” capacity that will tend to zero to enable us to obtain scaling limits. In Section 5, $\{c_k\}_{k=1}^\infty$ will be used to denote any deterministic sequence of capacities with $0 < c_k \leq c$. The sequence of slit lengths $\{d_k\}_{k=1}^\infty$ is calculated from the sequence of capacities using the relation (1).

The building blocks of our clusters are the rotated slit maps $f_k$ defined in (2), and these are composed to form the cluster maps $\Phi_n$ defined in (3). More generally, we shall also consider the maps

$$\Phi_{n,m} = f_m \circ \cdots \circ f_1: \Delta \to D_{n,m}, \quad \text{for} \quad 1 \leq m \leq n.$$ (8)
Figure 3: HL(α, σ) clusters with 25,000 particles when c = 10^{-4} for α = 0.5 (left) and α = 2 (right) when σ = 1, σ = 0.2 = 2(\log c^{-1})^{-1/2} and σ = 0.02 = d. Particles arriving within the same epoch of 5,000 arrivals have the same colour.
Figure 4: Harmonic measure flow for HL($\alpha, \sigma$) with 25,000 particles when $c = 10^{-4}$ for $\alpha = 0.5$ (left) and $\alpha = 2$ (right) when $\sigma = 1$, $\sigma = 0.2 = 2(\log c^{-1})^{-1/2}$ and $\sigma = 0.02 = d$.

Note that with this notation, $\Phi_{n,1} = \Phi_n$. The map $\Phi_{n,m}$ has capacity

$$C_{n,m} = \sum_{k=m}^{n} c_k$$

and we write $C_n = C_{n,1}$.
In our analysis, we also need to consider the inverse conformal maps
\[ g_c = f_c^{-1} : \Delta \setminus (1, 1 + d] \to \Delta \]
and the corresponding \( g_k = f_k^{-1} \), as well as
\[ \Gamma_n = (\Phi_n)^{-1} : D_n \to \Delta, \]
along with the functions \( \Gamma_{n,m} = (\Phi_{n,m})^{-1} \).

We often find it convenient to use logarithmic coordinates. To this end, we write
\[ C_{\sigma}^+ = \{ z \in \mathbb{C} : \text{Re}(z) > \sigma \} \quad \text{and} \quad \mathbb{C}_+ = \mathbb{R}_0^+ , \]
define \( \tilde{g}_c(z) = \log(g_c(e^z)) \), and setting \( \tilde{D}_{n,m} = \{ z : e^z \in D_{n,m} \} \) we introduce
\[ \tilde{\Gamma}_{n,m}(z) = \log[\Gamma_{n,m}(e^z)] , \quad z \in \tilde{D}_{n,m} . \]

The map \( \tilde{g}_c \) extends locally in a continuous way to the imaginary axis so we can define a continuous map \( \gamma_c \) from the open set \( \mathbb{R} \setminus 2\pi \mathbb{Z} \) to itself by
\[ \gamma_c(x) = \text{Im} \tilde{g}_c(ix), \quad x \in (0, 2\pi) . \]

For each of the above definitions we also define “starred” versions in which the capacity sequence \( \{ c_k \}_{k=1}^{\infty} \) is replaced by the sequence \( \{ c_k^* \}_{k=1}^{\infty} \) defined in (7). We denote these using the notation \( f_k^*, \Phi_n^* \), and so on.

Estimates

Our analysis relies heavily on bounds on the building block \( f_c(z) \) and its derivate. More precisely, in our coupling argument, we need to be able to compare maps associated with different capacity increments, evaluated at the same point. We list below a collection of such estimates. We use the letter \( A \) to indicate generic absolute constants. In cases where it is useful to track these absolute constants, we add subscripts.

When working with slit maps, estimates can obtained by performing an asymptotic analysis of the explicit expressions for the mapping: one finds that if \( |z - 1| > 2d \), then, as \( c \to 0 \),
\[
\begin{align*}
    f_c(z) &= z \left( 1 + c \frac{z + 1}{z - 1} \right) + O \left( \frac{c^2}{(z - 1)^3} \right) , \\
    f'_c(z) &= 1 + c \left( 1 - \frac{2}{(z - 1)^2} \right) + O \left( \frac{c^2}{(z - 1)^3} \right) , \\
    \frac{1}{f'_c(z)} &= 1 + c \left( \frac{2}{(z - 1)^2} - 1 \right) + O \left( \frac{c^2}{(z - 1)^3} \right) .
\end{align*}
\]

However, using standard results from Loewner theory yield cleaner bounds that are easier to extend to more general particles. Let \( \{ p_t(z) \}_{t > 0} \) be a family of analytic functions such that for each \( t \), \( p_t(z) \) has strictly positive real part for \( z \in \Delta \). The Loewner differential equation,
\[ \varphi_t(z) = z \varphi'_t(z)p_t(z) , \quad z \in \Delta, t > 0 , \quad (9) \]
together with the initial condition \( \varphi_0 = z \) then parametrizes a family \( \{ \varphi_t \}_{t \geq 0} \) of conformal maps 

\[
\varphi_t : \Delta \to D_t,
\]

onto simply connected domains \( D_t \) forming a decreasing sequence, with expansions at infinity of the form \( \varphi_t(z) = e^t z + O(1) \). Notice that there is a family of probability measures \( \{ \mu_t \}_{t > 0} \) on the unit circle such that

\[
p_t(z) = \int \frac{z + \zeta}{z - \zeta} d\mu_t(\zeta).
\]

In this parametrization of the Loewner mappings, the time parameter \( t > 0 \) corresponds precisely to the total capacity of cluster \( K_t = \mathbb{C} \setminus D_t \) via \( \text{cap}(K_t) = e^t \).

In particular, the mappings onto the complement of \( \text{HL}(\alpha, \sigma) \) clusters can be obtained by considering the measure-valued process with

\[
d\mu_t(e^{i\theta}) = \sum_{k=1}^{\infty} 1_{[C_{k-1}, C_k]}(t) \delta_{\theta_k},
\]

solving the corresponding Loewner equation, and setting

\[
\Phi_n = \varphi_{C_n}.
\]

We refer the reader to \([3, 14, 11]\) for background material on the Loewner equation in the present context.

The following result is stated in \([9]\) in a more general setting (see \([10, \text{Section 3}]\) for a proof in the chordal case; the radial case is entirely similar). We have adapted the notation to match that of the present paper. In our case, the Loewner driving terms (in the notation of \([9]\)) are of the form

\[
W(t) = \Theta 1_{[0, c)}(t),
\]

where \( \Theta \) has uniform distribution on \([0, 2\pi]\).

**Lemma 4.1.** There exists a constant \( 0 < A_0 < \infty \) such that, if \( |z| - 1 > 2(d \lor d^*) \), then

\[
e^{-A_0 \frac{|c - c^*|}{(|z| - 1)^2}} \leq \left| \frac{f'_c(z)}{f'_{c^*}(z)} \right| \leq e^{A_0 \frac{|c - c^*|}{(|z| - 1)^2}}
\]

and

\[
|f_c(z) - f_{c^*}(z)| \leq A_0 |f'_{c \wedge c^*}(z)|(|z| - 1) \left( e^{A_0 \frac{|c - c^*|}{(|z| - 1)^2}} - 1 \right).
\]

We shall implement this result in the following guise.

**Lemma 4.2.** There exists a constant \( 0 < A_0 < \infty \) such that, if \( |z| - 1 > 2(d \lor d^*) \), then

\[
\left| \log \left| \frac{f'_c(z)}{f'_{c^*}(z)} \right| \right| \leq A_0 \frac{|c - c^*|}{(|z| - 1)^2}.
\]

Further, there exists a constant \( 1 < A_1 < \infty \) such that if \( (|z| - 1)^2 > A_1 (c \lor c^*) \) then

\[
|f_c(z) - f_{c^*}(z)| \leq A_1 \frac{|c - c^*|}{|z| - 1}.
\]
Proof. The first statement follows directly from the previous lemma. The inequality (14) can be deduced from (12) once we have established that 
\[ |f'_c(z) - (z - i\theta)| \leq A \]
for some absolute constant \( A < \infty \). But this is immediate, by setting \( c^* = 0 \) in (11) and using our conditions on \( |z| \).

We recall some of the facts about the inverse maps \( g_c = f^{-1}_c \) in logarithmic coordinates proved in [17] (see the beginning of this section for definitions of \( \tilde{g} \) and \( \gamma \)).

Lemma 4.3. If \( \text{Re}(z) > d \), then

\[
\frac{1}{2\pi} \int_0^{2\pi} (\tilde{g}_c(z - i\theta) - (z - i\theta)) d\theta = -c. \tag{15}
\]

Moreover, for any symmetric particle,

\[ \int_0^{2\pi} \tilde{\gamma}_c(x) dx = 0, \]

where \( \tilde{\gamma}_c(x) = \gamma_c(x) - x \).

In the case of slit maps, we can explicitly calculate \( \gamma_c \) as

\[ \gamma_c(x) = 2\text{sgn}(x) \tan^{-1} \sqrt{e^c \tan^2(x/2) + e^c - 1}, \quad x \in [-\pi/2, \pi/2] \setminus \{0\}. \]

We use this in the following lemma.

Lemma 4.4. For all \( x \in \mathbb{R} \setminus 2\pi\mathbb{Z} \),

\[ |\gamma_c(x) - \gamma_{c^*}(x)| \leq \frac{2|c - c^*|}{|\tan(x/2)| \vee \sqrt{e^c \wedge c^*}}. \]

Proof. Let \( \dot{\gamma}_c(x) \) denote differentiation with respect to \( c \). Then, for \( x \notin \mathbb{Z} \),

\[ |\dot{\gamma}_c(x)| = \frac{2}{\sqrt{e^c \tan^2(x/2) + e^c - 1}} \leq \frac{2}{|\tan(x/2)| \vee \sqrt{e^c}}. \]

The result follows from the Mean Value Theorem.

Define the function \( \rho(c) \) by

\[ 1 = \frac{1}{2\pi} \rho(c) \int_0^{2\pi} \tilde{\gamma}_c(x)^2 dx. \tag{16} \]

The following result is shown in [17].

Lemma 4.5. There is an absolute constant \( A_2 \) such that for \( 0 < |x| < \pi \),

\[ |\gamma_c(x)| \leq \frac{A_2 e}{|x| \vee \sqrt{e^c}}. \]

Moreover, \( A_2 \) may be chosen so that

\[ e^{3/2}/A_2 \leq \rho(c)^{-1} \leq A_2 e^{3/2}, \]

and

\[ \frac{1}{2\pi} \int_0^{2\pi} |\tilde{\gamma}_c(x)\tilde{\gamma}_c(x + h)| dx \leq \frac{A_2 e^2}{h} \log \left( \frac{1}{c} \right) \]

whenever \( h \in [d, \pi] \).
Furthermore, in the case of slit maps, it can be shown explicitly that
\[ c^{-3/2} \rho(c)^{-1} \to \frac{16}{3\pi} \]  
(17)
as \( c \to 0 \).

5 Deterministic capacity sequences

In this section only, we assume that \( \{c_k\}_{k=1}^\infty \) is any deterministic sequence of numbers depending on a parameter \( c \) with the property that \( 0 < c_k \leq c \) for all \( k \). In particular, note that the sequence \( \{c_k^*\}_{k=1}^\infty \) in (17) satisfies this condition.\(^2\) The result and argument below is a refinement of [17, Proposition 5.1] and shows that, with high probability, the conformal map \( \Phi_n \) is close to \( z \mapsto e^{Cn}z \).

**Theorem 5.1.** Let \( \Phi_n \) denote the conformal map corresponding to particles with deterministic capacities \( 0 < c_k \leq c \) and independent uniform angles \( 0 \leq \theta_k < 2\pi \). For any \( N \in \mathbb{N}, \sigma > 0 \) and \( 0 < \epsilon < \sigma/3 \) satisfying \( \sigma - 3\epsilon > d \lor c^{1/3} \), we have

\[
P\left( \sup_{z \in \mathbb{C}, n \leq N} |\tilde{\Phi}_n(z) - z - C_n| < \epsilon \right) \geq 1 - AN \left( \frac{c^{4/5}}{\epsilon^{11/5}((\sigma - 3\epsilon)^{9/5} \land 1)} \right) \exp \left( -A(\sigma, \epsilon, N) \frac{\epsilon^2}{c} \right),
\]

where
\[
A(\sigma, \epsilon, N) = \frac{A}{\log \left( \frac{1}{\sigma - 3\epsilon} + \log(\sigma + N\epsilon) + \frac{\epsilon}{\sigma - \epsilon} \right)}.
\]

Note that this probability tends to 1 provided the argument in the exponent tends to \( \infty \), and that this can be ensured through a judicious choice of parameters \( \sigma \) and \( \epsilon \).

**Proof.** The required bound is established through a series of lemmas that will be stated after the present proof. The proof strategy is to first show that, for fixed \( z \), \( |\tilde{\Gamma}_n(z) - z + C_n| \) is small by using exponential martingale estimates (Lemma 5.4). We then show that this result holds uniformly for all \( z \) bounded away from the imaginary axis (Lemma 5.5). The result then follows by the observation that if \( w = \tilde{\Gamma}_n(z) \), then

\[ |\tilde{\Phi}_n(w) - w - C_n| = |z - \tilde{\Gamma}_n(z) - C_n|. \]

Let \( \sigma, \epsilon > 0 \) be given, satisfying \( \sigma - 3\epsilon > d \) and fix \( N \in \mathbb{N} \). Set

\[ M = M(c, N, \epsilon) = \left\lceil \frac{1}{\epsilon} C_N \right\rceil, \]

where \( C_N = \sum_{j=1}^N c_j \). For \( 1 \leq m \leq M \), we now define

\[ R_m = R_m(\sigma, \epsilon) = \sigma + (m - 2)\epsilon, \]

Note that
\[ R_1 = \sigma - \epsilon \quad \text{while} \quad R_M \leq \sigma + C_N - 2\epsilon. \]

\(^2\)The results below can be generalized in a straightforward way to the case where the \( c_k \) are random but independent of the sequence of angles \( \{\theta_k\}_{k=1}^\infty \), however they cannot be extended to the sequence \( \{c_k\}_{k=1}^\infty \) defined in (6) due to the dependence of \( c_k \) on \( \theta_1, \ldots, \theta_k \).
Finally, we let \( n_m \geq 1 \) denote the largest integer such that
\[
C_{n_m} \leq R_m - \sigma + 2\epsilon.
\]

We now consider points on the line
\[
z \in \ell_{R_m} = \{ w \in \mathbb{C} : \text{Re}(w) = R_m \},
\]
and define the following stopping time:
\[
T_{R_m} = \inf \left\{ n \geq 1 : z \notin \tilde{D}_n \text{ or } \text{Re}(\tilde{\Gamma}_n(z)) \leq R_m - C_n - \epsilon \text{ for some } z \in \ell_{R_m} \right\} \land n_m.
\]

Because of the normalization of \( \Phi_n \) at \( \infty \), the function \( z \mapsto \tilde{\Gamma}_n(z) - z + C_n \) is a bounded holomorphic function in the half-planes
\[
\mathbb{C}_{R_m+} = \{ z \in \mathbb{C} : \text{Re}(z) > R_m \},
\]
and hence, by the maximum principle,
\[
\sup_{\mathbb{C}_{R_m+}} |\tilde{\Gamma}_n(z) - z + C_n| = \sup_{\ell_{R_m}} |\tilde{\Gamma}_n(z) - z + C_n|.
\]

With this in mind, we define, for each \( R_m \), the event
\[
\Omega_{R_m} = \Big\{ \sup_{z \in \ell_{R_m}, n \leq T_{R_m}} |\tilde{\Gamma}_n(z) - z + C_n| < \epsilon \Big\}.
\]

We then consider the desirable event
\[
\Omega_0(N, \epsilon, \sigma) = \bigcap_{m=1}^{M} \Omega_{R_m}.
\]

For \( n \leq N \), we can find a \( k \leq M \) such that
\[
R_k + \epsilon - \sigma \leq C_n \leq R_k + 2\epsilon - \sigma.
\]
Thus, if \( \text{Re}(z) \geq C_n + \sigma - \epsilon \), then \( \text{Re}(z) \geq R_k \). Hence, on the event \( \Omega_0(N, \epsilon, \sigma) \), it follows that
\[
z \in \tilde{D}_n \text{ and } |\tilde{\Gamma}_n(z) - z + C_n| < \epsilon.
\]

We note that, on \( \Omega_0(N, \epsilon, \sigma) \), we have
\[
\text{Re}(\tilde{\Gamma}_n(z)) < R_k - C_n + \epsilon \leq \sigma.
\]
This means that for \( w \in \mathbb{C} \) with \( \text{Re}(w) \geq \sigma \), there exists a \( z_0 \) with \( \text{Re}(z_0) \geq R_k \) such that
\[
w = \tilde{\Gamma}_n(z_0).
\]
Hence
\[
|\tilde{\Phi}_n(w) - w - C_n| = |z_0 - \tilde{\Gamma}_n(z_0) - C_n| < \epsilon,
\]
which implies that
\[
\mathbb{P} \left( \sup_{z \in \mathbb{C}_{\sigma+}, n \leq N} |\tilde{\Phi}_n(z) - z - C_n| < \epsilon \right) \geq \mathbb{P}(\Omega_0(N, \epsilon, \sigma)).
\]

Since
\[
\mathbb{P}(\Omega_0(N, \epsilon, \sigma)) \geq 1 - \sum_{m=1}^{M} \mathbb{P}(\Omega_{R_m}^c),
\]

it will be sufficient to establish the upper bound on \( \mathbb{P}(\Omega_{R_m}^c) \) stated below in [26], from which the result will follow. \( \square \)
We now prove the sequence of lemmas needed to establish this bound.

**Lemma 5.2.** For \( z \in \ell_R \) and with
\[
M_n(z) = \tilde{\Gamma}_n(z) - z + C_n, \quad n \geq 1,
\]
the stopped process \( (M_{nT_Rm-1}(z), n \geq 1) \) is a martingale with respect to the filtration \( \{\mathcal{F}_n\}_{n=1}^{\infty} \).

**Proof.** Measurability is immediate from the definitions, and integrability follows from the boundedness of \( M_n \).

Our first observation is that \( T_{Rm}(\omega) = n_m, \omega \in \Omega_R \), for all \( m = 1, \ldots, M \); this follows from the inequality
\[
\epsilon > \left| \tilde{\Gamma}_{T_{Rm}}(z) - z + C_{T_{Rm}} \right| \geq \text{Re}(z) - C_{T_{Rm}} - \text{Re}(\tilde{\Gamma}_{T_{Rm}}(z)).
\]

We write
\[
M_{n+1}(z) - M_n(z) = \tilde{\Gamma}_{n+1}(z) + c_{n+1} = \tilde{g}_{c_{n+1}}(\tilde{\Gamma}_n(z) - i\theta_{n+1}) + c_{n+1}.
\]

For \( n \leq T_{Rm} - 1 \), by the definitions of the stopping time and \( R_m \),
\[
\text{Re}(\tilde{\Gamma}_n(z)) > R_m - C_n - \epsilon \geq \sigma - 3\epsilon \geq d > d_{n+1}.
\]
Consequently we can apply Lemma 4.3, and we obtain
\[
\mathbb{E}[M_{n+1}(z) - M_n(z) | \mathcal{F}_n] = \frac{1}{2\pi} \int_0^{2\pi} \tilde{g}_{c_{n+1}}(\tilde{\Gamma}_n(z) - i\theta) d\theta + c_{n+1} = 0,
\]
which establishes that \( \mathbb{E}[M_{n+1}(z) | \mathcal{F}_n] = M_n(z) \).

We next show that, for a single fixed \( z \in \ell_R \), the process \( |M_n(z)| \) is small with high probability. We make use of the following version of Bernstein's inequality (see [7, Proposition 1]).

**Lemma 5.3.** Let \( \{x_j\}_{j=1}^{\infty} \) be a martingale difference sequence with respect to the filtration \( \{\mathcal{F}_j\}_{j=1}^{\infty} \).

Suppose \( |x_j| \leq A \) for all \( j = 1, 2, \ldots, \) set
\[
M_n = \sum_{j=1}^{n} x_j, \quad n \geq 1,
\]
and define
\[
\langle M \rangle_n = \sum_{j=1}^{n} \mathbb{E}[|x_j|^2 | \mathcal{F}_{j-1}].
\]

Then, for \( \epsilon > 0 \) and any bounded stopping time \( \tau \),
\[
\mathbb{P} \left( \sup_{n \leq \tau} |M_n| > \epsilon, \langle M \rangle_\tau \leq L \right) \leq 2 \exp \left( -\frac{\epsilon^2}{2 \left( L + \frac{4\epsilon^2}{3} \right)} \right). \tag{22}
\]
Lemma 5.4. Let $\epsilon > 0$ and suppose $\sigma - 3\epsilon > d$. Then, for any $z \in \ell_{R_m}$,

$$
\mathbb{P} \left( \sup_{n \leq T_{R_m}} |M_n(z)| \geq \epsilon \right) \leq 2 \exp \left( -A(\sigma, \epsilon, m) \frac{\epsilon^2}{c} \right),
$$

where

$$
A(\sigma, \epsilon, m) = \frac{A}{\log \frac{1}{\sigma - 3\epsilon} + \log(\sigma + m\epsilon) + \frac{\epsilon}{\sigma - \epsilon}}
$$

and $A > 0$ is a universal constant.

Proof. We first establish that the increments $x_n(z) = |M_{n+1}(z) - M_n(z)|$ are uniformly bounded, and tend to zero with $c$. Indeed, when $n \leq T_{R_m} - 1$, the estimate (21) holds, and using the asymptotic expansion of the map $\tilde{g}_{c_{n+1}}$, or [17, Equation (4)], we obtain

$$
|M_{n+1}(z) - M_n(z)| = |\tilde{g}_{c_{n+1}}(\tilde{\Gamma}_n(z) - i\theta_{n+1}) + c_{n+1}|
\leq A_3 \frac{c_{n+1}}{e^{\text{Re}(\tilde{\Gamma}_n(z))} - 1}
\leq A_3 \frac{2c_{n+1}}{R_m - C_n - \epsilon}
\leq A_3 \frac{2c}{\sigma - 3\epsilon}
$$

Next, we turn to second moments; applying the same bounds as before, we find that

$$
\mathbb{E}[|M_{n+1}(z) - M_n(z)|^2 | \mathcal{F}_n] \leq A_3^2 \frac{(c_{n+1})^2}{2\pi} \int_0^{2\pi} \frac{1}{|e^{\text{Re}(\tilde{\Gamma}_n(z)) - i\theta} - 1|^2} d\theta
= A_3^2 \frac{(c_{n+1})^2}{e^{2\text{Re}(\tilde{\Gamma}_n(z))} - 1}
\leq A_3^2 \frac{(c_{n+1})^2}{R_m - C_n - \epsilon}.
$$

To obtain the second equality, we compute the integral $\int_T |e^{\sigma + i\theta} - 1|^{-2} d\theta$ explicitly. Using this estimate, we obtain that

$$
\sum_{j=1}^{T_{R_m} - 1} \mathbb{E}[x_j^2 | \mathcal{F}_j] \leq A_3^2 \sum_{j=1}^{n_m} \frac{(c_{j+1})^2}{R_m - C_j - \epsilon}
\leq A_3^2 c \int_0^{R_m - \sigma + 2\epsilon} \frac{1}{R_m - x - \epsilon} dx
\leq A_3^2 c \left( \log \frac{1}{\sigma - 3\epsilon} + \log(R_m - \epsilon) \right).
$$

We now invoke Lemma 5.3 and the desired exponential bound follows. □

We proceed by showing that the martingales $(M_n(z))$ do not vary too much over the line $\ell_R$. 
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Lemma 5.5. Let $L \in \mathbb{N}$ be given. Then, provided $c(\sigma - 3\epsilon)^{-3} \leq 1$,

$$
\Pr\left( \sup_{n \leq T_{R_m}} |M_n(z) - M_n(w)| \geq \frac{c}{2} \text{ for some } z, w \in \ell_{R_m}, |z - w| \leq \pi/L \right) \leq A \frac{c}{L^{2/3} \epsilon^2 ((\sigma - 3\epsilon)^3 \land 1)}, \tag{25}
$$

where $A > 0$ is a universal constant.

Proof. We again argue as in [17, Section 5].

We set $\tilde{M}_n(z, w) = M_n(z) - M_n(w)$; then by a Lipschitz-type estimate, and the bounds in [17],

$$
|\tilde{M}_{n+1}(z, w)| = \|\tilde{g}_{c_{n+1}}(\tilde{\Gamma}_n(z) - i\theta_{n+1}) - \tilde{g}_{c_{n+1}}(\tilde{\Gamma}_n(w) - i\theta_{n+1})\|
\leq \|\tilde{g}'_{c_{n+1}}\|_{\infty} \left( |\tilde{M}_n(z, w)| + |z - w| \right)
\leq A_4 \min\{\text{Re}(\tilde{\Gamma}_n(z) - 1), (\text{Re}(\tilde{\Gamma}_n(z) - 1))^2\} \left( |\tilde{M}_n(z, w)| + |z - w| \right).
$$

To lighten notation, we set $q(s) = \min\{s, s^2\}$. Mimicking the Grönwall-type argument in [17] in the present setting leads to

$$
\mathbb{E} \left[ \sup_{k \leq T_{R_m}} |\tilde{M}_k(z, w)|^2 \right] \leq |z - w|^2 \left( \exp \left( A_4 c \int_{\sigma - 3\epsilon}^{\infty} \frac{ds}{q(s)^2} \right) - 1 \right).
$$

We now compute

$$
c \int_{\sigma - 3\epsilon}^{\infty} \frac{1}{q(s)^2} ds = c \int_{\sigma - 3\epsilon}^{1} \frac{ds}{s^4} + c \int_{1}^{\infty} \frac{ds}{s^4} = c \left( 3 + \frac{1}{(\sigma - 3\epsilon)^3} \right).
$$

Note that

$$
\frac{c}{3} \left( 3 + \frac{1}{(\sigma - 3\epsilon)^3} \right) \leq 2c[(\sigma - 3\epsilon)^{-3} \land 1] \leq 2.
$$

So, using the inequality

$$
e^x - 1 \leq x \left( 1 + \frac{x}{2} e^x \right), \quad x \geq 0,
$$

we deduce

$$
\mathbb{E} \left[ \sup_{k \leq T_{R_m}} |\tilde{M}_k(z, w)|^2 \right] \leq A_5 c[(\sigma - 3\epsilon)^{-3} \land 1]|z - w|^2.
$$

By Kolmogorov’s theorem then (see [17, Proposition 5.1] for details), we have

$$
\sup_{k \leq T_{R_m}} |\tilde{M}_k(z, w)| \leq V(c, \sigma, \epsilon)|z - w|^{1/3}, \quad z, w \in \ell_{R_m},
$$

for a random variable $V$ with second moment bounded in terms of $c[(\sigma - 3\epsilon)^{-3} \land 1]$. The desired conclusion now follows upon applying Chebyshev’s inequality.
To achieve uniform control over the process for all starting points on $\ell_R$, we pick points $z_k \in \ell_R$ with spacing $2\pi/L$. Then, after combining the previous two lemmas, and using union bounds, we deduce that
\[ P(\Omega^c_{R_m}) \leq 2Le^{-A(\sigma, \epsilon, m)\epsilon^2} + A\frac{c}{L^{2/3}\epsilon^2[(\sigma - 3\epsilon)^3 \wedge 1]} . \]
Optimizing $L \mapsto K_1L + K_2/L^{2/3}$ over $L$, we obtain
\[ P(\Omega^c_{R_m}) \leq A\frac{c^{3/5}}{\epsilon^{6/5}[(\sigma - 3\epsilon)^{9/5} \wedge 1]} e^{-A(\sigma, \epsilon, m)\epsilon^2} , \] which then establishes Theorem 5.1.

Switching back from logarithmic to standard coordinates, we can interpret the theorem as follows.

**Corollary 5.6.** Under the same hypotheses as Theorem 5.1, on the event $\{\sup_{z \in C_{\sigma^+, n} \leq N} |\tilde{\Phi}_n(z) - z - C_n| < \epsilon\}$, we have
\[ \sup_{z \in C_{\sigma^+, n} \leq N} |\Phi_n(z) - e^{C_n}z| < \epsilon e^{6\epsilon}, \]
and
\[ \sup_{z \in C_{\sigma^+, n} \leq N} |\Phi'_n(z) - e^{C_n}| < \frac{2\epsilon e^{6\epsilon}}{e^\sigma - 1}. \]

Hence the probability of these events is bounded below by
\[ 1 - AN\frac{c^{8/5}}{\epsilon^{11/5}[(\sigma - 3\epsilon)^{9/5} \wedge 1]} \exp \left(-A(\sigma, \epsilon, N)\frac{c^2}{c}\right) . \]

**Proof.** The first claim is immediate from standard estimates on the exponential function. For the second, we can use Cauchy’s formula with $|z| \geq e^\sigma$ to get an estimate on the derivative by observing that
\[ |\Phi'_n(z) - e^{C_n}| \leq \frac{1}{2\pi} \int_{T(z, \frac{1}{2}(e^\sigma - 1))} \frac{|\Phi_n(\zeta) - e^{C_n}\zeta|}{|z - \zeta|^2} |d\zeta| \]
\[ < \frac{2\epsilon e^{6\epsilon}}{e^\sigma - 1} . \]

\[ \square \]

Theorem 5.1 applies in particular to sequences of capacities $\{c^*_k\} \sim \{c_{k+m}\}_{m=1}^\infty$ defined in (7) and uniform (iid) angles $\{\theta_{k+m}\}_{m=1}^\infty$ for any $k \in \mathbb{N}$. Before applying this theorem, we observe that
\[ \left| C^*_{n,k} - \frac{1}{\alpha} \log \left( \frac{1 + \alpha cn}{1 + \alpha c(k - 1)} \right) \right| = \left| \sum_{m=k}^n c^*_m - \int_{k-1}^n c \frac{dx}{1 + \alpha cx} \right| \leq \alpha c^2(n - k + 1) . \] Combining this result with Theorem 5.1 and Corollary 5.6 we get the following corollary immediately.
Corollary 5.7. For any \( N \in \mathbb{N} \), \( \sigma > 0 \), \( c > 0 \), \( \alpha > 0 \) and \( \epsilon > 0 \) with \( 0 < \epsilon - \alpha c^2 N < \sigma / 3 \) and \( \sigma - 3 \epsilon + 3 \alpha c^2 N > d / c^{1/3} \), we have

\[
P \left( \sup_{z \in \mathbb{C}_{\sigma^+}, k < n \leq N} \left| \Phi_{n,k}^* (z) - z - \frac{1}{\alpha} \log \left( \frac{1 + \alpha cn}{1 + \alpha c(k-1)} \right) \right| < \epsilon \right) \geq 1 - AN^{2} \left( \epsilon - \alpha c^2 N \right)^{11/5} \left( (\sigma - 3 \epsilon + 3 \alpha c^2 N)^{9/5} \wedge 1 \right) \exp \left( -A(\sigma, \epsilon - \alpha c^2 N, N) \frac{(\epsilon - \alpha c^2 N)^2}{c} \right).
\]

In standard coordinates, this means that on the event above

\[
\sup_{z \in \mathbb{C}_{\sigma^+}, k < n \leq N} \left| \Phi_{n,k}^* (z) - \left( \frac{1 + \alpha cn}{1 + \alpha c(k-1)} \right)^{1/\alpha} z \right| < \epsilon e^{6 \epsilon}
\]

and

\[
\sup_{z \in \mathbb{C}_{\sigma^+}, k < n \leq N} \left| (\Phi_{n,k}^*)' (z) - \left( \frac{1 + \alpha cn}{1 + \alpha c(k-1)} \right)^{1/\alpha} \right| < \frac{2 \epsilon e^{6 \epsilon}}{e^{\sigma} - 1}
\]

6 Convergence of capacities

From this point onwards, we take the sequence \( \{c_k\}_{k=1}^{\infty} \) to be that specified by (6). In this section we use the coupling between the starred and un-starred maps \( (\Phi_n^*)' \) and \( \Phi_n' \), induced by using the same sequence of angles of rotation, to show that with high probability the sequence \( \{c_k\}_{k=1}^{\infty} \) is close to \( \{c_k^*\}_{k=1}^{\infty} \).

Since

\[
c_n = \frac{c}{|\Phi_{n-1}'(e^{\sigma} + i\theta_n)|^{1/\alpha}},
\]

we can write

\[
\left| \log \frac{c_n}{c_n^*} \right| = \left| \log \frac{c_n}{c_n^*} \right| + \left| \log \frac{|(\Phi_{n-1}'(e^{\sigma} + i\theta_n))|^{-\alpha}}{|(\Phi_{n-1}'(e^{\sigma} + i\theta_n))|^{-\alpha}} \right| \leq \alpha \left| \log \frac{|\Phi_{n-1}'(e^{\sigma} + i\theta_n)|}{|\Phi_{n-1}'(e^{\sigma} + i\theta_n)|} \right| ^{-\alpha} \left| \log \frac{|(\Phi_{n-1}'(e^{\sigma} + i\theta_n))|}{1 + \alpha c(n-1)} \right| ^{-\alpha}.
\]

We now show that \( \Phi_n' \), the derivatives of the HL(\( \alpha, \sigma \)) maps, are close to \( (\Phi_n^*)' \) away from the boundary. We define accumulated errors

\[
S_\alpha (w, n) = \log \left| \frac{\Phi_n'(w)}{(\Phi_n^*)'(w)} \right|
\]

and similarly, we introduce the single-step errors

\[
s_\alpha (c_n, c_n^*, w) = \log \left| \frac{f_n'(w)}{(f_n^*)'(w)} \right|.
\]

Note that by Lemma 4.2

\[
|s_\alpha (c_n, c_n^*, w)| \leq A_0 \frac{|c_n - c_n^*|}{|w| - 1}.
\]
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Lemma 6.1. Suppose that $c > 0$ and $z \in \Delta$ satisfies $(|z| - 1)^2 > 16A_1c^2$ and suppose that $n < \inf \{k : |c_k - c_k^*| > 2c \}$. Then

$$
\left| \frac{\Phi_{n-1}'(f_n^*(z))}{\Phi_{n-1}(f_n(z))} \right| \leq 8A_1 \frac{|c_n - c_n^*|}{(|z| - 1)^2}. 
$$

Proof. Suppose $r = |f_n^*(z)| - 1 > |f_n(z)| - 1$; we deal with the reverse case later. First observe that $|f_n(z)| \in B(f_n^*(z), r)$ so that we can “localize” the standard distortion estimates on the unit disk $D$ to $B(f_n^*(z), r)$. To do this we write

$$
\Phi_{n-1}'(f_n(z)) = f_n^*(z) + (|f_n^*(z)| - 1) \left( \frac{f_n(z) - f_n^*(z)}{|f_n(z)| - 1} \right) = w^* + rw(z),
$$

and use Lemma 4.2 our assumptions on $|z|$ and $c$ and the crude estimate

$$
|f_n^*(z)| - 1 \geq |z| - 1
$$

to bound the denominator appearing in $w(z)$ to see that

$$
|w(z)| \leq A_1 \frac{|c_n - c_n^*|}{(|z| - 1)^2} \leq 1/2.
$$

In these new coordinates,

$$
\frac{(1 - |w(z)|)^3}{1 + |w(z)|} \leq \left| \frac{\Phi_{n-1}'(w^*)}{\Phi_{n-1}'(f_n(z))} \right| \leq \frac{(1 + |w(z)|)^3}{1 - |w(z)|},
$$

We express $\log |\Phi_n'(z)|$ in terms of $\log |(\Phi_n^*)'(z)|$ and the error function introduced above, and find that

$$
\log |\Phi_n'(z)| = \log |f_n'(z)| + \log |\Phi_{n-1}'(f_n(z))| \\
= \log |f_n'(z)| + \log |(\Phi_{n-1})'(f_n(z))| + \log \left| \frac{\Phi_{n-1}'(f_n(z))}{\Phi_{n-1}'(f_n^*(z))} \right| \\
= \log |f_n'(z)| + \log |(\Phi_{n-1})'(f_n(z))| + \log \left| \frac{\Phi_{n-1}'(f_n(z))}{\Phi_{n-1}'(f_n^*(z))} \right| + S_\alpha(f_n^*(z), n - 1) \\
= \log |(\Phi_n^*)'(z)| + \log \left| \frac{\Phi_{n-1}'(f_n(z))}{\Phi_{n-1}'(f_n^*(z))} \right| + S_\alpha(f_n^*(z), n - 1) + s_\alpha(c_n, c_n^*, s),
$$

and hence,

$$
S_\alpha(z, n) = S_\alpha(f_n^*(z), n - 1) + s_\alpha(c_n, c_n^*, s) + \log \left| \frac{\Phi_{n-1}'(f_n(z))}{\Phi_{n-1}'(f_n^*(z))} \right|.
$$
so that

\[ 3\log(1 - |w(z)|) - \log(1 + |w(z)|) \leq \log \left| \frac{\Phi_n'(w^*)}{\Phi_n'(f_n(z))} \right| \leq 3\log(1 + |w(z)|) - \log(1 - |w(z)|). \]

Setting \( F(x) = 3\log(1 + x) - \log(1 - x) \), we note that

\[ |F(x)| \leq \sup_{x \in [-1/2, 1/2]} |F'(x)| \cdot |x| \leq 8|x|, \quad x \in [-1/2, 1/2], \]

so, using (32),

\[ \left| \log \left| \frac{\Phi_n'(w^*)}{\Phi_n'(f_n(z))} \right| \right| \leq 8|w(z)| \leq 8A_1 |c_n - c^*_n| \]

Returning to the case \(|f_n^*(z)| - 1 < |f_n(z)| - 1\), we interchange the roles of \( f_k \) and \( f_n^* \) in (31). In that case we get exactly the same bound by observing that

\[ |f_n(z)| - 1 \geq |f_n^*(z)| - 1 \geq |z| - 1. \]

This completes the proof. \( \square \)

We return to the relation

\[ S_\alpha(z, n) = S_\alpha(f_n^*(z), n - 1) + s_\alpha(c_n, c^*_n, z) + \log \left| \frac{\Phi_n'(f_n(z))}{\Phi_n'(f_n^*(z))} \right| \]

and implement our lemmas to obtain

\[ |S_\alpha(z, n)| \leq |S_\alpha(f_n^*(z), n - 1)| + A_0 \frac{|c_n - c^*_n|}{(|z| - 1)^2} + 8A_1 \frac{|c_n - c^*_n|}{(|z| - 1)^2} \]

\[ = |S_\alpha(f_n^*(z), n - 1)| + A_3 \frac{|c_n - c^*_n|}{(|z| - 1)^2} \]

with \( A_3 = A_0 + 8A_1 \). Thus, we have

\[ |S_\alpha(z, n)| \leq A_3 \sum_{k=1}^{n-1} \frac{|c_k - c^*_k|}{(|\Phi_n'(f_n^*(z))| - 1)^2}. \]

In what follows, let \( N \in \mathbb{N} \), and define the stopping time

\[ N(\epsilon) = \inf \left\{ n : \left| \log \frac{c_n}{c^*_n} \right| \geq 1 \text{ or } \sup_{z \in \mathbb{C}, k < n} \left| \frac{\Phi_n^*(z)}{\Phi_n'(f_n^*(z))} \right| \leq \left( \frac{1 + \alpha n}{1 + \alpha(k - 1)} \right)^{1/\alpha} \leq \epsilon \right\} \wedge N. \]

Note that for \( k \leq N(\epsilon) - 1 \),

\[ |c_k - c^*_k| \leq c^*_k \left| \log \frac{c_k}{c^*_k} \right| \left( 1 + \left| \log \frac{c_k}{c^*_k} \right| / 2 \right) \]

\[ \leq 2c^*_k \left| \log \frac{c_k}{c^*_k} \right| \]

\[ < 2\epsilon \]

and hence \( c_k < 3\epsilon \).
Theorem 6.2. Suppose that $c, \sigma, \epsilon > 0$ satisfy $\sigma^2 > 16A_1c$ and $0 < \epsilon < \sigma/2$. Then

$$\sup_{n \leq N(\epsilon)} \left| \log \frac{c_n}{c_n^*} \right| \leq \frac{2\alpha\epsilon}{\sigma} \exp \left( \frac{8A_3 \log(1 + \alpha c N)}{\sigma^2} \right).$$

In particular, taking $\epsilon = c^{1/3}$ and $\sigma > (64A_3 \log(1 + \alpha T))^{1/2} (\log c^{-1})^{-1/2}$, then

$$\mathbb{P} \left( \sup_{n \leq \lceil T/c \rceil} \left| \log \frac{c_n}{c_n^*} \right| > \alpha c^{1/6} \right) \to 0$$
as $c \to 0$.

Proof. Suppose that $2 \leq n \leq N(\epsilon)$. We recall our decomposition

$$\left| \log \frac{c_n}{c_n^*} \right| \leq \alpha \log \frac{\Phi'_{n-1}(e^{\sigma + i\theta_n})}{\Phi'_{n-1}(e^{\sigma + i\theta_n^*})} + \log \frac{[\Phi'_{n-1}]^\alpha(e^{\sigma + i\theta_n})}{1 + \alpha c(n - 1)}.$$

$$= \log \frac{[\Phi'_{n-1}]^\alpha(e^{\sigma + i\theta_n})}{1 + \alpha c(n - 1)} + \alpha S_\alpha(e^{\sigma + i\theta_n}, n)$$

$$\leq \log \frac{[\Phi'_{n-1}]^\alpha(e^{\sigma + i\theta_n})}{1 + \alpha c(n - 1)} + \alpha A_3 \sum_{k=1}^{n-1} \frac{c_k - c_k^*}{(|\Phi'_{n-1,k}(e^{\sigma + i\theta_n})| - 1)^2}$$

$$\leq \log \frac{[\Phi'_{n-1}]^\alpha(e^{\sigma + i\theta_n})}{1 + \alpha c(n - 1)} + 2\alpha A_3 \sum_{k=1}^{n-1} \frac{c_k^*}{(|\Phi'_{n-1,k}(e^{\sigma + i\theta_n})| - 1)^2}.$$

Now since $|\Phi'_{n-1,k}(z) - \left( \frac{1 + \alpha c(n - 1)}{1 + \alpha c(k - 1)} \right)^{1/\alpha} z | < \epsilon$, we have

$$|\Phi'_{n-1,k}(e^{\sigma + i\theta_n})| - 1 > \left( \frac{1 + \alpha c(n - 1)}{1 + \alpha c(k - 1)} \right)^{1/\alpha} e^\sigma - \epsilon - 1$$

$$> 1 + (1 + \sigma) - \epsilon - 1$$

$$> \sigma/2.$$

Also, $|(|\Phi'_{n-1,k}|(z) - (1 + \alpha c(n - 1))^{1/\alpha}| < 2\epsilon/(e^\sigma - 1)$, and so

$$\left| \log \frac{[\Phi'_{n-1}]^\alpha(e^{\sigma + i\theta_n})}{1 + \alpha c(n - 1)} \right| < \frac{2\alpha\epsilon}{\sigma}.$$

Hence

$$\left| \log \frac{c_n}{c_n^*} \right| < \frac{2\alpha\epsilon}{\sigma} + \frac{8A_3 \alpha}{\sigma^2} \sum_{k=1}^{n-1} |c_k| \left| \frac{c_k}{c_k^*} \right|$$

$$< \frac{2\alpha\epsilon}{\sigma} + \frac{8A_3 \alpha c}{\sigma^2} \sum_{k=1}^{n-1} (1 + \alpha c(k - 1))^{-1} \left| \frac{c_k}{c_k^*} \right|.$$
An application of Grönwall’s lemma yields
\[
\left| \log \frac{c_{n+1}}{c_n} \right| \leq \frac{2\alpha \epsilon}{\sigma} \exp \left( \frac{8A_3 \alpha c}{\sigma^2} \int_0^n (1 + \alpha cx)^{-1} dx \right) \\
\leq \frac{2\alpha \epsilon}{\sigma} \exp \left( \frac{8A_3 \log(1 + \alpha cN)}{\sigma^2} \right).
\]

The second statement follows by applying Corollary 5.7 to show that \( N(\epsilon) > \lfloor T/c \rfloor \) with high probability. \( \Box \)

7 Scaling limits for conformal maps

We shall now prove that (for fixed \( \alpha > 0 \)) the conformal maps \( \Phi_N \) associated with the regularized \( \text{HL}(\alpha, \sigma) \) process converge in probability, when \( N = \lfloor T/c \rfloor \) for some fixed \( T > 0 \) and \( c \to 0 \), to the deterministic limit map
\[
\Psi_T(z) = (1 + \alpha T)^{1/\alpha} z, \quad z \in \Delta.
\]
As was indicated in Section 4 (see also [20, 11]), the composed maps \( \Phi_N \) can be described using the Loewner equation (9) driven by the random measures (10). To be precise, \( \Phi_N = \varphi_{C_N} \) where \( \varphi_t \) is the Loewner chain driven by the measures \( \mu_c \) on the space \( S = \mathbb{T} \times [0, \infty) \) satisfying
\[
d\mu_c(\theta, t) = \delta_{\xi_c(t)} dt,
\]
where
\[
\xi_c(t) = \exp \left( i \sum_{k=1}^N \theta_k 1_{(C_k-1, C_k)}(t) \right), \quad t < C_N. \tag{33}
\]
We denote by \( \mathcal{M}(S) \) the collection of bounded Borel measures on the space \( S \), and endow \( \mathcal{M}(S) \) with the weak topology. That is, with the notation
\[
\langle f, \nu \rangle = \int_S f(\theta, t) d\nu(\theta, t),
\]
we have \( \mathcal{M}(S) \ni \nu_n \to \nu \) provided \( \langle f, \nu_n \rangle \to \langle f, \nu \rangle \) for every \( f \in C_b(S) \). Thus the measures \( \mu_c \) associated with the \( \text{HL}(\alpha, \sigma) \) growth process can be viewed as random elements of the space \( \mathcal{M}(S) \). Note that the pairing of \( f \in C_b(S) \) with these random measures produces random variables determined by the expressions
\[
\langle f, \mu_c \rangle = \sum_{k=1}^N \int_{C_k-1}^{C_k} f(\theta_k, t) dt. \tag{34}
\]

Lemma 7.1. For fixed \( T > 0 \), let \( N = \lfloor T/c \rfloor \), let \( (\mu_c)_{c>0} \) be the measures defined above that generate \( \text{HL}(\alpha, \sigma) \) maps \( \Phi_N \), and let \( \nu \in \mathcal{M}(S) \) be the measure given by
\[
d\nu(\theta, t) = 1_{[0, \log(1+\alpha T)/\alpha]}(t) d\theta dt.
\]
Then, provided \( \sigma \gg (\log c^{-1})^{-1/2} \), we have \( \mu_c \to \nu \) in distribution as \( c \to 0 \), with respect to the weak topology.
Proof. Let

\[ N' = \inf\{ n : |c_{n+1} - c_{n+1}^*| > 2\alpha c^{1+\beta} \} \land N \]

where \( \beta > 0 \) is the absolute constant guaranteed by Theorem \[6.2\] such that \( N' - N \to 0 \) in probability as \( c \to 0 \). It follows that \( C_{N'} - C_N \to 0 \) in probability.

Furthermore if \( n \leq N' \), then

\[ |C_n - C_n^*| \leq \sum_{k=1}^{n} |c_k - c_k^*| \leq 2\alpha T c^\beta \to 0 \]

and hence, by \[27\],

\[ |C_{N'} - \log(1 + \alpha T)/\alpha| \leq |C_{N'} - C_N| + |C_N - C_N^*| + |C_N^* - \log(1 + \alpha T)/\alpha| \to 0 \]

in probability as \( c \to 0 \).

Recall (see \[13, Theorem 16.16\]) that in order to prove that \( \mu_c \to \nu \) in distribution (and hence in probability since \( \nu \) is a constant element of \( \mathcal{M}(S) \)) we have to show that \( \langle f, \mu_c \rangle \to \langle f, \nu \rangle \) in distribution for each \( f \in C_b(S) \).

Let \( f \in C_b(S) \) be given. As \( f \) is bounded,

\[ \langle f, \mu_c \rangle - \sum_{k=1}^{N'} \int_{C_{k-1}}^{C_k} f(\theta, t)d\theta dt \to 0 \]

and

\[ \langle f, \nu_c \rangle - \sum_{k=1}^{N'} \int_{C_{k-1}}^{C_k} \int_{\mathbb{T}} f(\theta, t)d\theta dt \to 0 \]

in probability. Also, by uniform continuity of \( f \) on compact intervals, given \( \varepsilon > 0 \), for \( c \) sufficiently small

\[ |f(\theta, t) - f(\theta, s)| \leq \varepsilon \]

whenever \( |s - t| < 3c \). Therefore, the bound \( c_k < 3c \) for all \( k \leq N' \) implies that

\[ \left| \sum_{k=1}^{N'} \int_{C_{k-1}}^{C_k} (f(\theta, t) - f(\theta, C_{k-1} \rangle) dt \right| \leq \varepsilon \sum_{k=1}^{N} c_k \leq 3\varepsilon T \]

and similarly

\[ \left| \sum_{k=1}^{N'} \int_{C_{k-1}}^{C_k} \int_{\mathbb{T}} (f(\theta, t) - f(\theta, C_{k-1} \rangle) d\theta dt \right| \leq 3\varepsilon T. \]

Therefore, in order to show that

\[ |\langle f, \mu_c \rangle - \langle f, \nu \rangle| \to 0 \]

in probability, it is enough to show that

\[ \left| \sum_{k=1}^{N'} \left( c_k f(\theta, C_{k-1}) - \int_{\mathbb{T}} c_k f(\theta, C_{k-1}) d\theta \right) \right| \]

\leq \sum_{k=1}^{N'} |c_k f(\theta, C_{k-1}) - c_k^* f(\theta, C_{k-1}^*)| + \sum_{k=1}^{N'} c_k^* \left( f(\theta, C_{k-1}^*) - \int_{\mathbb{T}} f(\theta, C_{k-1}^*) d\theta \right) \to 0 \]

(35)
in probability.

We begin with the second term in (35). Since the time increments \( \{c_k^*\} \) are deterministic (and, in particular, independent of \( \{\theta_k\} \)), we can show that this term tends to zero almost surely by the strong law of large numbers, as in the proof of [11, Theorem 2].

It remains to bound the first term in (35). For \( k \leq N' \),

\[
|c_k f(\theta_k, C_k) - c_k^* f(\theta_k, C_k^*)| \leq c_k^* |f(\theta_k, C_k) - f(\theta_k, C_k^*)| + |c_k - c_k^*| |f(\theta_k, C_k)|
\]

\[
\leq 2c \max_{\theta \in \mathcal{T}, |s-t| \leq \alpha_T c^\beta} |f(\theta, s) - f(\theta, t)| + \alpha c^\beta \|f\|_\infty.
\]

Since \( f \) is a bounded continuous function, and \( N' \leq T/c \), the sum tends to zero as \( c \to 0 \). Thus \( \langle f, \mu_c \rangle \to \langle f, \nu \rangle \) in probability, and we are done.

**Theorem 7.2.** Let \( T > 0 \) be fixed and set

\[ \Phi_N = f_1 \circ \cdots \circ f_N, \]

with \( N = \lceil T/c \rceil \). Then, provided \( \sigma \gg (\log c^{-1})^{1/2} \), the maps \( \Phi_N \) converge in distribution to the conformal map \( \Psi_T(z) = (1 + \alpha T)^{1/\alpha} z \) as \( c \to 0 \), with respect to the topology of uniform convergence on compact subsets.

An almost identical argument can be used to show that, if \( \alpha \to 0 \) as \( c \to 0 \), then \( \Phi_N(z) \to e^T z \) in the same sense as above.

**Proof.** The map \( \Phi_N = \varphi_{CN}^c \) where \( \{\varphi_t^c\} \) is the family of conformal mappings driven by the measures \( \mu_c \). Since \( \mu_c \to \nu \) in distribution with respect to the weak topology, by the continuity result contained in [11, Proposition 1], we obtain

\[ \varphi_t^c(z) \to e^t z \]

uniformly on compacts, for each \( t \leq \log(1 + \alpha T)/\alpha \). Since \( C_N \to \log(1 + \alpha T)/\alpha \) in probability as \( c \to 0 \), we get

\[ \Phi_N \to \exp(\log(1 + \alpha T)/\alpha) z = \Psi_T(z) \]

as required.

Using the fact that \( \int_T (z + \zeta)/(z - \zeta) |d\zeta| = 1 \), it is readily verified that the mappings

\[ \Psi_t(z) = (1 + \alpha t)^{1/\alpha} z \]

solve the Loewner-type equation

\[ \dot{\varphi}_t(z) = z \varphi_t'(z) \int_T \frac{z + \zeta}{z - \zeta} \frac{|d\zeta|}{|\varphi_t'(\zeta)|^{\alpha}} \]

with initial condition \( \varphi_0(z) = z \). The non-linear equation (36) is sometimes conjectured to be relevant for a description of possible small-particle scaling limits in the Hastings-Levitov HL(\( \alpha \)) model (see [3, 20]). The case \( \alpha = 2 \) corresponds to Hele-Shaw flow, which is known to be ill-posed in general, reflecting the fact that obtaining corresponding small-particle scaling for the conformal maps \( \Phi_N \) when \( \alpha > 0 \) and \( \sigma \ll d \) seems to be a challenging problem.
Remark. The arguments used in this section hold if \( \{c_k\}_{k=1}^\infty \) is any sequence of capacities which is well approximated by a deterministic (or indeed independent of \( \{\theta_k\}_{k=1}^\infty \) sequence of capacities. Specifically suppose there exists a sequence \( \{c_k\}_{k=1}^\infty \) dependent on a parameter \( c > 0 \) such that 
\[ 0 < c_k \leq c \text{ for all } k, \text{ and for any } T > 0, \]
\[ \mathbb{P}\left( \inf\{n : |c_n - c_n^*| > 2\alpha c^{1+\beta}\} < T/c \right) \to 0 \]
as \( c \to 0 \), for some absolute constant \( \beta > 0 \). Then Theorem 7.2 generalises to show that, in the small particle limit, the clusters arising from such a sequence converge to growing disks. The results in the next section can be generalised in a similar way.

8 Scaling limits and phase transition for harmonic measure flows

In the previous section we showed that, in the small particle limit, the macroscopic shape of the cluster converges to a disk. However, as clusters are formed by repeated aggregation of particles they have a complicated and (as we will see) interesting internal structure. In particular, there is a natural notion of ancestry for the particles and by tracing ancestral lines we are able to identify random tree-like structures or branches within the cluster that correspond to the disconnected components of \( K_n \cap \Delta \). In [17] it is shown that these are closely related to the evolution of harmonic measure on the cluster boundary. Therefore, by analyzing the evolution of harmonic measure on the boundary for the HL(\( \alpha, \sigma \)) clusters as \( c \to 0 \) when \( \sigma \gg (\log c^{-1})^{-1/2} \), we can in a certain sense gain insight into the internal branching structure of the cluster.

In this section, we show that the harmonic measure flow exhibits a phase transition at \( \alpha = 0 \). If \( \alpha = 0 \), in [17] it is shown that under appropriate scaling the harmonic measure flow converges to the Brownian web on the circle. As all Brownian motions on the circle starting at a fixed time eventually coalesce into a single Brownian motion, this intuitively corresponds to the HL(0) cluster having a single infinite branch, or equivalently all particles arriving beyond a certain time sharing a common ancestor. If \( \alpha > 0 \) is fixed as \( c \to 0 \) we show that the harmonic measure flow of the HL(\( \alpha, \sigma \)) cluster converges to the Brownian web and the situation is the same as for \( \alpha = 0 \); whereas if \( \alpha c^{-1/2} \to a \in (0, \infty) \), the harmonic measure flow converges to a time-change of the Brownian web, stopped at some finite time, which intuitively corresponds to a finite, but random number of infinite branches. By using a result of Bertoin and Le Gall [2] that relates the Brownian web to Kingman’s coalescent we are able to give the distribution of this number and show that it is stochastically increasing in \( a \).

For \( n \geq m \) and \( x \in \mathbb{R} \) define the harmonic measure flow \( \check{\Gamma}_{n,m}(x) = \text{Im} \check{\Gamma}_{n,m}(ix) \) where \( \check{\Gamma}_{n,m}(z) \) is defined in Section 4. This map expresses how the harmonic measure on \( \partial K_m \) is transformed by the arrival of new particles up to time \( n \). Suppose that \( 0 \leq x < y < 2\pi \) so that \( \Phi_m(e^{ix}), \Phi_m(e^{iy}) \in \partial K_m \). Then the harmonic measure (from \( \infty \)) of the positively oriented boundary segment between these two points is given by \( (y-x)/2\pi \) and after \( n \) arrivals, the harmonic measure on \( \partial K_n \) between these two points is given by \( (\check{\Gamma}_{n,m}(y) - \check{\Gamma}_{n,m}(x))/2\pi \).

We define a timescale \( N_t = \lfloor tc^{-3/2} \rfloor \), and stopping times
\[ N(t) = \inf\{n : |c_{n+1} - c_{n+1}^*| > 2\alpha c^{1+\beta}\} \land N_t \]
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\[
\sigma > (64 A_3 \log(1 + \alpha c^{-1/2} t))^{1/2} (\log c^{-1})^{-1/2},
\]

where, provided that
\[
\beta > 0 \text{ is the absolute constant guaranteed by Theorem 6.2 such that } N(t) - N_t \to 0 \text{ in probability as } c \to 0.
\]

In what follows, we assume that \( \sigma \gg (\log c^{-1})^{-1/2} \) and that \( \alpha \to 0 \) sufficiently fast that for any fixed \( t > 0 \), (37) eventually holds. Note that the arguments also hold when \( \alpha \not\to 0 \) but in this case we either need to bound \( \sigma \) away from 0, or run the processes over shorter timescales.

**Theorem 8.1.** Suppose that \((s, x) \in [0, \infty) \times \mathbb{R}\) are fixed. Then for \( c \in (0, 1/2] \), the process \( \left( \tilde{\Gamma}_{N(t), N(s)}(x) \right)_{s \leq t} \) is tight, and any weak limit as \( c \to 0 \) is a continuous local martingale starting from \( x \) at time \( s \).

Furthermore, provided \( \sigma \gg (\log c^{-1})^{-1/2} \),

- If \( \alpha c^{-1/2} \to \infty \) (sufficiently slowly that for any fixed \( t > 0 \), \( \text{(37) eventually holds} \)),
  \[
  \left( \tilde{\Gamma}_{N_t, N_s}(x) \right)_{s \leq t} \to x
  \]
  uniformly on compacts in probability as \( c \to 0 \);

- If \( \alpha c^{-1/2} \to 0 \), \( \left( \tilde{\Gamma}_{N_t, N_s}(x) \right)_{s \leq t} \) converges in distribution to Brownian motion starting from \( x \) at time \( s \) with diffusivity \( \frac{16}{3 \pi} \);

- If \( \alpha c^{-1/2} \to a \) for some \( a \in (0, \infty) \), \( \left( \tilde{\Gamma}_{N_t, N_s}(x) \right)_{s \leq t} \) converges in distribution to a time change of a standard Brownian motion stopped at \( 32/(3 \pi a) \) with time change given by
  \[
  t \mapsto \frac{32}{3 \pi a} \left( 1 - \frac{1}{\sqrt{1 + at}} \right).
  \]

**Proof.** First note that
\[
\tilde{\Gamma}_{n,m}(x) = x + \sum_{k=m+1}^{n} \tilde{\gamma}_c (\tilde{\Gamma}_{k-1,m}(x) - \theta_k)
\]
\[
= x + \sum_{k=m+1}^{n} \tilde{\gamma}_c (\tilde{\Gamma}_{k-1,m}(x) - \theta_k) + \sum_{k=m+1}^{n} (\tilde{\gamma}_c - \tilde{\gamma}_c^*) (\tilde{\Gamma}_{k-1,m}(x) - \theta_k),
\]
and hence, for any fixed \( T > 0 \), if \( m < n \leq N(T) \) then by Lemma \( 4.4 \),
\[
\left| \Gamma_{n,m}(x) - x - \sum_{k=m+1}^{n} \tilde{\gamma}_c (\tilde{\Gamma}_{k-1,m}(x) - \theta_k) \right|
\]
\[
\leq 2 \sum_{k=m+1}^{n} \left| \frac{c_k - c_k^*}{\tan((\tilde{\Gamma}_{k-1,m}(x) - \theta_k)/2) \vee c_k \wedge c_k^*} \right|
\]
\[
\leq 4 \alpha c^\beta \sum_{k=m+1}^{n} \left| \frac{c_k^*}{\tan((\tilde{\Gamma}_{k-1,m}(x) - \theta_k)/2) \vee c_k^*/2} \right|.
\]
Hence there exists an absolute constant $A$ such that

$$
\mathbb{E} \left( \sup_{m \leq n \leq N(T)} |\tilde{\Gamma}_{n,m}(x) - x - \sum_{k=m+1}^{n} \tilde{g}_{c_k^*}(\tilde{\Gamma}_{k-1,m}(x) - \theta_k)| \right)
\leq 4\alpha c^\beta \sum_{k=m+1}^{\lfloor Tc^{-3/2} \rfloor} \frac{c_k^*}{|\tan((\tilde{\Gamma}_{k-1,m}(x) - \theta_k)/2)| \sqrt{c_k^*/2}}
= 4\alpha c^\beta \sum_{k=m+1}^{\lfloor Tc^{-3/2} \rfloor} \int_{0}^{2\pi} \frac{c_k^*}{2\pi |\tan(\theta/2)| \sqrt{c_k^*/2}} d\theta
= \frac{4\alpha c^\beta}{\pi} \sum_{k=m+1}^{\lfloor Tc^{-3/2} \rfloor} c_k^* \log((c_k^*)^{-1}) \left( 1 + \frac{2^{3/2}(c_k^*)^{-1/2} \tan^{-1} \sqrt{c_k^*/2} + \log(2 + c_k^*)}{\log((c_k^*)^{-1})} \right)
\leq A\alpha c^\beta \int_{0}^{\lfloor Tc^{-3/2} \rfloor} \frac{c}{1 + \alpha c x} \log \left( \frac{1 + \alpha Tc^{-1/2}}{c} \right) d\theta
\leq A c^\beta \left( \log \frac{1 + \alpha Tc^{-1/2}}{c} \right)^2
\to 0
$$
as $c \to 0$.

So it remains to show that

$$
Y_t = \sum_{k=N_s}^{N_t} \tilde{g}_{c_k^*}(\tilde{\Gamma}_{k-1,N_s}(x) - \theta_k), \quad t \geq s,
$$
converges in distribution to a continuous martingale starting from 0 at time $s$. Since

$$
\int_{0}^{2\pi} \tilde{g}_c(\theta) d\theta = 0
$$
for all constants $c > 0$, and $c_k^*$ is deterministic (independent of $\mathcal{F}_k$), it is straightforward to check that $Y_t$ is a martingale.

If $s \leq r \leq t$, then recalling the definition of $\rho$ from (16),

$$
\mathbb{E}[Y_t - Y_r]^2 = \mathbb{E} \left[ \left( \sum_{k=N_r+1}^{N_t} \tilde{g}_{c_k^*}(\tilde{\Gamma}_{k-1,N_s}(x) - \theta_k) \right)^2 \right]
= \sum_{N_r+1 \leq j,k \leq N_t} \mathbb{E}(\tilde{g}_{c_j^*}(\tilde{\Gamma}_{j-1,N_s}(x) - \theta_j)\tilde{g}_{c_k^*}(\tilde{\Gamma}_{k-1,N_s}(x) - \theta_k))
= \sum_{k=N_r+1}^{N_t} \mathbb{E}(\tilde{g}_{c_k^*}(\tilde{\Gamma}_{k-1,N_s}(x) - \theta_k)^2)
= \sum_{k=N_r+1}^{N_t} \rho(c_k^*)^{-1},
$$

(38)
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Note that for the second equality to hold it is again crucial that $c_k^*$ is independent of $\mathcal{F}_k$. Therefore

$$
\mathbb{E}[(Y_t - Y_r)^2] \leq A_2 \sum_{k=N_r+1}^{N_t} (c_k^*)^{3/2} \leq A_2(t - r),
$$

where $A_2$ is the absolute constant from Lemma 4.5. Hence, by Aldous’ criterion (see, for example, [13, Theorem 16.11]), the family of processes $\{(Y_t)_{t \geq s} : c \in (0, 1/2)\}$ is tight. Also, by Lemma 4.5, the jumps in $Y_t$ are bounded in absolute value by $A_2c^{1/2}$. Let $\mu$ be any weak limit law for the limit $c \to 0$. Write $(Z_t)_{t \geq s}$ for the coordinate process on $\{f \in D([s, \infty), \mathbb{R}) : f(s) = 0\}$. Then $\mu$ is supported on continuous paths and under $\mu$, $(Z_t)_{t \geq s}$ is a local martingale in the natural filtration of $(Z_t)_{t \geq s}$.

By (17)

$$
\left| \sum_{k=N_r+1}^{N_t} \rho(c_k^*)^{-1} - \frac{16}{3\pi} \sum_{k=N_r+1}^{N_t} (c_k^*)^{3/2} \right| \leq (t - r) \sup_{k \in \mathbb{N}} (c_k^*)^{-3/2} \rho(c_k^*)^{-1} - \frac{16}{3\pi} \to 0
$$

and

$$
\left| \sum_{k=N_r+1}^{N_t} (c_k^*)^{3/2} - \frac{2c^{1/2}}{\alpha} \left( \frac{1}{\sqrt{1 + \alpha c^{-1/2} t}} - \frac{1}{\sqrt{1 + \alpha c^{-1/2} s}} \right) \right| 
\leq \sum_{k=N_r+1}^{N_t} (c_k^*)^{3/2} - \int_{rc^{-3/2}}^{tc^{-3/2}} \frac{c^{3/2}}{(1 + \alpha cx)^{3/2}} dx 
\leq \frac{3}{2}(t - r)\alpha c 
\to 0.
$$

Recalling (38), we obtain that

$$
\mathbb{E}[(Y_t - Y_r)^2] \to \begin{cases} 
\frac{16}{3\pi} (t - r), & \text{if } \alpha c^{-1/2} \to 0; \\
\frac{32}{3\pi a} \left( \frac{1}{\sqrt{1+a r}} - \frac{1}{\sqrt{1+a t}} \right), & \text{if } \alpha c^{-1/2} \to a; \\
0, & \text{if } \alpha c^{-1/2} \to \infty,
\end{cases}
$$

as $c \to 0$.

Hence, if $\alpha c^{-1/2} \to \infty$ then, provided $N(t) \to N_t$ uniformly on compacts in probability (which is ensured by the assumptions and Theorem 6.2), we have $(\Gamma_{N_t,N_s}(x))_{s \leq t} \to x$ in probability.

Similarly, if $\alpha c^{-1/2} \to 0$, then for any weak limit measure $\mu$, the coordinate function $Z_t$ has the property that $(Z_t^2 - \frac{16}{3\pi} t)_{t \geq s}$ is a martingale and so, by Lévy’s characterization of Brownian motion, $(\Gamma_{N_t,N_s}(x))_{s \leq t}$ converges in distribution to Brownian motion starting from $x$ at time $s$ with diffusivity $16/(3\pi)$.
If \( \alpha c^{-1/2} \to a \) for some \( a \in (0, \infty) \), then \( \left( Z_t^2 - \frac{32}{3\pi a} \left( 1 - \frac{1}{\sqrt{1 + at}} \right) \right)_{t \geq s} \) is a martingale and so \((\bar{\Gamma}_{N_t, N_s}(x))_{s \leq t}\) converges in distribution to a time change of a standard Brownian motion \( W(t) \) stopped at \( 32/(3\pi a) \), that is,

\[
(\bar{\Gamma}_{N_t, N_s}(x))_{s \leq t} \Rightarrow \left( x + W\left( \frac{32}{3\pi a} \left( 1 - \frac{1}{\sqrt{1 + at}} \right) \right) - W\left( \frac{32}{3\pi a} \left( 1 - \frac{1}{\sqrt{1 + as}} \right) \right) \right)_{t \geq s}.
\]

The following theorem extends the result above to show that if \( \alpha c^{-1/2} \to a \in [0, \infty) \), the harmonic measure flow converges to a time change of the coalescing Brownian flow (more commonly known as the Brownian web). Due to the discontinuities in time of the harmonic measure flow, it is convenient to work in the flow space \( D([0, \infty), D) \) that is defined in [18]. The construction of this space and criteria for proving convergence can be found in [18].

**Theorem 8.2.** Suppose that \( \sigma \gg (\log c^{-1})^{-1/2} \). If \( \alpha c^{-1/2} \to 0 \) then the rescaled harmonic measure flow

\[
(\bar{\Gamma}_{N_t, N_s}(x))_{s \leq t}
\]

converges weakly in the flow space \( D^\sigma([0, \infty), D) \) to the coalescing Brownian flow on the circle with diffusivity \( \frac{4}{\sigma} \).

If \( \alpha c^{-1/2} \to a \) for some \( a \in (0, \infty) \) then the rescaled harmonic measure flow \((\bar{\Gamma}_{N_t, N_s}(x))_{s \leq t}\) converges weakly in the flow space \( D^\sigma([0, \infty), D) \) to a time change of the coalescing Brownian flow on the circle stopped at \( 32/(3\pi a) \) with time change given by \( t \mapsto \frac{32}{3\pi a} \left( 1 - \frac{1}{\sqrt{1 + at}} \right) \).

**Proof.** This proof is an adaptation of [18, Proposition 2.3].

For \( e = (s, x) \in [0, \infty) \times \mathbb{R} \), let

\[
(X^e_t)_{t \geq s} = (\bar{\Gamma}_{N_t, N_s}(x))_{s \leq t}.
\]

If \( E = \{e_1, e_2, \ldots\} \) is a countable sequence in \( [0, \infty) \times \mathbb{R} \), then by a similar argument to above, the family of processes \((X^e_t)_{t \geq s})_{e \in E}\) is tight. If \( \mu \) is any limit measure then it is straightforward using the estimate

\[
\frac{1}{2\pi} \int_0^{2\pi} |\gamma_e(x)\gamma_e(x + h)| dx \leq \frac{A_2 c^2}{h} \log \left( \frac{1}{c} \right)
\]

whenever \( h \in [d, \pi] \) from Lemma 4.5 to show that under \( \mu \), for any \( i, j \) the product of coordinate processes \((Z^e_t)_{s \vee s_j \leq T^i} \) is a local martingale where \( T^i \) is the time of first coalescence of the processes \( Z^i_t, Z^j_t \) on the circle. We also note that \( \mu \) inherits from the laws of \((X^e_t)_{t \geq s})_{e \in E}\) the property that, with probability 1, for all \( n \in \mathbb{Z} \), the process \((Z^i_t - Z^j_t + 2\pi n : t \geq s_i \vee s_j)\) has no change in sign. So, by an optional stopping argument, \( Z^i_t - Z^j_t \) is constant for \( t \geq T^i \). This means that the finite dimensional distributions of the rescaled harmonic measure flow converge in distribution to those of the (time changed) coalescing Brownian flow and hence, by Theorem 6.1 in [18], the rescaled harmonic measure flow has the claimed limit distribution.

Suppose that \( 0 \leq x < y < 2\pi \). Then, after the arrival of \( N_t \) particles, the harmonic measure of the part of the cluster that has grown between \( e^{ix} \) and \( e^{iy} \) is given by \( (\bar{\Gamma}_{N_t, 0}(x) - \bar{\Gamma}_{N_t, 0}(y))/2\pi \). Therefore, if the paths \((\bar{\Gamma}_{N_t, 0}(x))_{t > 0}\) and \((\bar{\Gamma}_{N_t, 0}(y))_{t > 0}\) coalesce, then no further particles will attach.
to the cluster between them and hence only finite branches are rooted between \(e^{ix}\) and \(e^{iy}\). This suggests a correspondence between the number of infinite branches in a cluster and the number of gaps, or discontinuities in the flow, that survive infinitely long. We call \(x \in [0, 2\pi)\) a “common ancestor” point if \(\bar{\Gamma}_{N_t,0}(x)\) is discontinuous at \(x\) for all \(t > 0\). The following result from [2] gives the distribution of the number of discontinuities in the coalescing Brownian flow at each time, which can be applied to the above result to obtain the distribution of the number of common ancestors in the limit HL(\(\alpha, \sigma\)) cluster.

**Theorem** (Bertoin and Le Gall, 2005). Suppose that \(X^1_0, \ldots, X^p_0\) are uniformly distributed on the unit circle (identified with \([0, 1)\)) and suppose that \(X^1_t, \ldots, X^p_t\) are coalescing Brownian motions with diffusion coefficient \(\sqrt{1/12}\) starting from \(X^1_0, \ldots, X^p_0\). Define a partition \(\Pi^p_t\) on \(\{1, 2, \ldots, p\}\) by \(i \sim j\) if and only if \(X^i_t = X^j_t\). Then the process \(\Pi^p_t\) is Kingman’s coalescent.

Well known properties of Kingman’s coalescent (see [1] for an overview of Kingman’s coalescent and related processes) therefore imply the following.

**Proposition 8.1.** Suppose that \(\sigma \gg (\log c)^{-1/2}\) and \(\sigma c^{-1/2} \rightarrow a\) for some \(a \in [0, \infty)\). Let \(B\) be the number of common ancestors in the limit HL(\(\alpha, \sigma\)) cluster as \(c \rightarrow 0\), that is the number of points \(x\) at which \(\lim_{c \rightarrow 0} \bar{\Gamma}_{N_t,0}(x)\) is discontinuous for all \(t > 0\).

If \(a = 0\), then \(B = 1\) a.s.

Suppose \(a > 0\) and let \(\tau_j\) be the time of coalescence into \(j\) partitions in Kingman’s coalescent. Then,

\[
P(B \leq j) = P(\tau_j \leq 8/(9\pi a)),
\]

and, in particular, the distribution of \(B\) is stochastically increasing in \(a\).

Furthermore, the distribution of \(\tau_j\) can be explicitly calculated by

\[
\tau_j \sim \sum_{k=j+1}^{\infty} E_k
\]

where \(E_k\) are independent exponential random variables with rates \(k(k-1)/2\). Conditional on \(B = j\), the positions of the \(j\) common ancestors are that of \(j\) independent uniform points on \([0, 2\pi)\).
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