A detailed dynamical model for inclination-only dependent lunisolar resonances. Effect on the ”eccentricity growth” mechanism.
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Abstract

The focus of this paper is on inclination-only dependent lunisolar resonances, which shape the dynamics of a MEO (Medium Earth Orbit) object over secular time scales (i.e. several decades). Following the formalism of [1], we discuss an analytical model yielding the correct form of the separatrices of each one of the major lunisolar resonances in the ”action” space \((i, e)\) (inclination, eccentricity) for any given semi-major axis \(a\). We then highlight how our method is able to predict and explain the main structures found numerically in Fast Lyapunov Indicator (FLI) cartography. We focus on explaining the dependence of the FLI maps from the initial phase of the argument of perigee \(\omega\) and of the longitude of the ascending node \(\Omega\) of the object and of the moon \(\Omega_L\). In addition, on the basis of our model, we discuss the role played by the \(\Omega - \Omega_L\) and the \(2\Omega - \Omega_L\) resonances, which overlap with the inclination-only dependent ones as they sweep the region for increasing values of \(a\), generating large domains of chaotic motion. Our results provide a framework useful in designing low-cost satellite deployment or space debris mitigation strategies, exploiting the natural dynamics of lunisolar resonances that increase an object’s eccentricity up until it reaches a domain where friction leads to atmospheric re-entry.
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1 Introduction

The region on which we focus our attention is delimited by semi-major axis \( a \in [17000 \text{ km}, 32000 \text{ km}] \), eccentricities \( e \in [0, 1) \) and inclinations \( i \in [30^\circ, 90^\circ] \). This region is of particular interest from both a theoretical and practical standpoint. Indeed, it is very rich from a dynamical point of view, due to the presence of a web of numerous secular and semi-secular lunisolar resonances (see [2]), which causes chaotic motion. See [3], [4], [5], [6], [7], and [8], where it is possible to find a summary of the most important mathematical models used to study the dynamics of small bodies around the Earth. Also, see [9] for a guideline to study the geography of the different kinds of resonances. We recall that the MEO region is home to various artificial satellites, whose most common applications include navigation, communication, and geodetic(space environment science. As an example, we have the GNSS (global navigation satellite system) constellations, which have \( e \sim 0 \) and consists of the Russian GLONASS (\( a \sim 25510 \text{km}, i \sim 64.8^\circ \)), the American GPS (\( a \sim 26561 \text{km}, i \sim 55^\circ \)), the Chinese BEIDOU (\( a \sim 27906 \text{km}, i \sim 55^\circ \)), the European GALILEO (\( a \sim 29601 \text{km}, i \sim 56^\circ \)). In addition, in this region we can find the Molniya satellites, launched by the Soviet Union from 1965 to 2004. These satellites use highly eccentric elliptical orbits (ranging between \( e \sim 0.5 \) and \( e \sim 0.8 \) and inclination \( \sim 64^\circ \)) known as Molniya orbits, which have a long dwell time over high latitudes. The orbits of all these types are mainly influenced by an inclination-only dependent lunisolar resonance: the \( 2g + h \) (close to \( 56^\circ \)) or the \( 2g \) (close to \( 64^\circ \)). Recently, many advances in the understanding of Molniya orbits have been made: [10], [11], [12].

For quite a long time, the problem of lunisolar resonances has remained quite “underrated” ([13]), but it gained more and more interest with the increased awareness of the threat imposed by space debris. Indeed, it is possible to design low cost end-of-life (EoL) disposal strategies exploiting resonant effects that increase an object’s eccentricity up until it reaches a domain where friction leads to atmospheric re-entry (see [14], [3], [15], [16], [17], [18] and references therein). We will briefly discuss this topic in section 5.

Our main contributions in the present work can be summarized as follows.

- We provide an analytic framework useful to understand the structure of all inclination-only dependent lunisolar resonances and to compute the correct form of their separatrices in the ”action” space (i.e. the space of the elements \((e, i)\)), as shown in section 4. Our analysis extends the one done in [1] by providing a more detailed treatment of the crossing domain of each lunisolar resonance with the \( \Omega - \Omega L \) and \( 2\Omega - \Omega L \) resonances. As an example, we will provide all the details for the particular case of the \( 2g \) resonance. Results for all the major lunisolar resonances (the \( g + h \), \( 2g + h \), \( 2g \), \( 2g - h \), \( g - h \)) are summarized in the form of tables with numerical coefficients in the appendix.
- We show the correspondence between the theoretical phase portraits at each resonance and the numerical stability maps computed by the ”Fast Lyapunov Indicator” (FLI, see [19], [20]).
We provide quantitative estimates for the maximum eccentricity, as a function of the initial inclination, which can be reached via the "eccentricity growth" mechanism, separately for each resonance, providing also the limits in inclination within which the mechanism is active, as well as the dependence of these limits on the initial phases $\Omega, \Omega_L$. In fact, analogously to [1], we identify these limits by the values of the inclination that marks the transition of circular orbits ($e = 0$) from stable to unstable via an analogue of the Kozai mechanism ([21], [22]).

The structure of the paper is as follows: Section 2 discusses the model and basic definitions regarding lunisolar resonances; in Section 3 the details of the construction of our analytic framework are shown; Section 4 explains how the correct form of the separatrices of lunisolar resonances can be retrieved from the analytic model; finally, Section 5 provides estimates for the eccentricity growth mechanism.

2 The Hamiltonian Model - definition of resonances

In the present study, we use the same model as in [1]. Consider a MEO object under the gravitational influence of the Earth, the Moon, and the Sun in an Earth-centered inertial frame. We denote as $(a,e,i,M,\omega,\Omega)$ the orbital elements (semi-major axis, eccentricity, inclination, mean anomaly, argument of the perigee, right ascension of the ascending node). We assume an Earth-centered inertial frame (ECI coordinates) with the Mean Equator Mean Equinox convention. We assume circular orbits for the Moon and the Sun, where the longitude of the solar ascending node is constant: $\Omega_S = 0 \forall t$. The system can be modelled by an Hamiltonian of the form

$$H = H_{\text{kep}} + H_{J_2} + H_{LS}$$  \hspace{1cm} (1)

with

$$H_{\text{kep}} = \frac{v^2}{2} - \frac{\mu_E}{r}$$

$$H_{J_2} = \frac{R_E^2 J_2 \mu_E}{2 r^3} \left( 3 \sin^2 \phi - 1 \right)$$

$$H_{LS} = -\frac{\mu_L}{r_L} \left( \frac{r_L}{\|r - r_L\|} - \frac{r \cdot r_L}{r_L^2} \right) - \frac{\mu_S}{r_S} \left( \frac{r_S^2}{\|r - r_S\|} - \frac{r \cdot r_S}{r_S^2} \right),$$

where $r, v$ denotes the geocentric distance and velocity of the test-particle, $\phi$ is the geocentric latitude, $R_E$ is the mean equatorial Earth’s radius and $J_2$ the Earth’s oblateness coefficient. The geocentric vectors of the Moon and Sun are, respectively, $r_L$ and $r_S$. The gravitational parameters for the Earth, the Moon, and the Sun are respectively $\mu_E, \mu_L, \mu_S$. Finally, $\|\cdot\|$ denotes the
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Euclidean norm. The numerical values of the physical constants used in this study are provided in Table C1.

Since we are interested in the secular dynamics, we perform an average on the short-periodic terms, namely those depending on the mean anomalies of the object and the perturbers. After averaging, the mean anomaly \( M \) becomes a cyclic variable, thus its conjugated action \( L \) (or equivalently, the semi-major axis \( a \)) remains constant. As a consequence, the secular Hamiltonian \( H \) reduces to a time-dependent two degrees of freedom model, in which the dependence on time is just through the longitude of the lunar ascending node \( \Omega_L \), with frequency \( \nu_L = - \frac{2\pi}{18.6 \text{ years}} \). We introduce a dummy action \( A \) conjugated to \( \Omega_L \) in order to render the system autonomous.

Thus, the final model reads:

\[
\bar{H} = -\frac{\mu_E}{2a} - \frac{\mu_E J_2 R_E^2}{2a^3 (1 - e^2)^{3/2}} \left( 1 - \frac{3}{2} \sin^2 i \right) + \bar{H}_{LS} + \nu_L A
\]  

\( \bar{H}_{LS} \) are given in [23] (see also [8]). The validation of the model above as a sufficient basis for understanding the dynamics at MEO has been done in several works ([5], [24], [8], [25]).

A lunisolar secular resonance, occurs when

\[
\exists (k_1, k_2, k_3) \in \mathbb{Z}^3 \setminus \{0\} \quad \text{s. t.} \quad k_1 \dot{\omega} + k_2 \dot{\Omega} + k_3 \dot{\Omega}_M = 0,
\]  

where, expressing \( \bar{H}_{J_2} \) in Delaunay variables

\[
L = \sqrt{\mu_E a}, \quad G = L \sqrt{1 - e^2}, \quad H = G \cos i, \quad g = \omega, \quad h = \Omega,
\]

we find (under the \( J_2 \) approximation)

\[
\dot{\omega} = -\frac{3J_2 R_E^2 \mu_E}{4} \frac{1}{L^3 G^4} \left( 1 - 5 \frac{H^2}{G^2} \right), \quad \dot{\Omega} = -\frac{3J_2 R_E^2 \mu_E^4}{2} \frac{H}{L^3 G^5},
\]

or

\[
\dot{\omega} = \frac{3J_2 R_E^2 \sqrt{a \mu_E} (5 \cos(2i) + 3)}{8a^4 (e^2 - 1)^2}, \quad \dot{\Omega} = -\frac{3J_2 R_E^2 \sqrt{a \mu_E} \cos i}{2a^4 (e^2 - 1)^2}.
\]  

(4)

Inserting (4) into (3) yields an expression involving the elements \( a, e \) and \( i \), which provides the location of the secular resonance. Including terms from the lunisolar tides introduces only a negligible error to this relation at MEO altitude. From (4), we see that resonances of the type \( k_1 \dot{\omega} + k_2 \dot{\Omega} \) are independent from \( a \) and \( e \). Thus these resonances are called inclination-only dependent. The critical inclination \( i_* \) of the lowest order (and most important) ones is provided in Table 1.
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Table 1: Location of the most relevant inclination-only dependent lunisolar resonances.

| Resonance | Critical Inclination $i_\star$ | Location in degrees |
|-----------|-------------------------------|---------------------|
| $g + h$   | $\arccos \left( \frac{1 + \sqrt{5}}{5} \right)$ | $\sim 46.38^\circ$ |
| $2g + h$  | $\arccos \left( \frac{1 + \sqrt{21}}{10} \right)$ | $\sim 56.06^\circ$ |
| $2g$      | $\frac{1}{2} \arccos \left( -\frac{2}{3} \right)$ | $\sim 63.43^\circ$ |
| $2g - h$  | $\arccos \left( -\frac{1 + \sqrt{21}}{10} \right)$ | $\sim 69.01^\circ$ |
| $g - h$   | $\arccos \left( -\frac{1 + \sqrt{5}}{5} \right)$ | $\sim 73.15^\circ$ |
| $h$       | $\frac{\pi}{2}$               | $= 90^\circ$       |

When dealing theoretically with the problem of lunisolar resonances, an important remark to keep in mind is that all resonances involving only the frequencies $\nu_L = \dot{\Omega}_L$ and $\dot{\Omega}$ belong to the so-called "first fundamental model" of resonance, thus having the structure of a pendulum, while inclination-only dependent resonances belong, instead, to the "second fundamental model" (see [26], [13]). This remark is important because the use of the "first fundamental model" (or pendulum) to model the inclination-only dependent resonances leads to very imprecise predictions about the form of each resonance’s separatrices (see for example [27]).

To get a global view of how the resonances shape the action space, Figure 1 compares the theoretical web of lunisolar resonances (left) with the FLI map of the same region (right). The computation of the Fast Lyapunov Indicator is done as in [19] and [20]. The position of the inclination-dependent resonances listed in Table 1, as well as some of the first order lunar resonances, is marked in the same figure. We note that from the theoretically infinite number of lunisolar resonances just a few are actually important for the dynamics, and so visible in the FLI maps. Besides the inclination-dependent ones, a fundamental role is played by the resonances $\Omega - \Omega_L$ and $2\Omega - \Omega_L$. Indeed, while sweeping the phase space as the altitude increases, they overlap with the inclination-only dependent lunisolar resonances and generate larger and larger domains of chaotic motion (see Figure 1). As pointed out in [1], these last two resonances are represented in the Hamiltonian by terms depending on $\sin i_L$, while higher order resonances have coefficients proportional to $\sin^2 i_L$, and so their influence is much smaller. This explains the numerical results found for example in [7] and [28]; see also Section 3 below.

3 Analytic Theory

In this section, we will discuss in detail the process leading to a useful integrable model for all the lunisolar resonances of Table 1.
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Fig. 1: Left: theoretical resonance web obtained by the resonance curves \((i, e)\) for semi-major axis fixed (Eq. (3)-(4)) up to order \(|k_1| + |k_2| + |k_3| = 4\). Right: FLI stability maps for \(a = 20000\) km, \(24000\) km and \(30000\) km. The remaining initial conditions in the computation of the FLI maps are \(\Omega = \omega = \Omega_L = 0\). From the theoretically infinite number of lunisolar resonances just a few are actually important for the dynamics and visible in the FLI maps. Notice that the resonances \(\Omega - \Omega_L\) and \(2\Omega - \Omega_L\), while sweeping the phase space as the altitude increases, overlap with the inclination-only dependent lunisolar resonances and generate larger and larger domains of chaotic motion.

3.1 Resonant Variables

Consider an inclination-only dependent lunisolar resonance \(\sigma = k_1\omega + k_2\Omega\) (with \(k_1 \neq 0\)) located at \(i^*\). First, we need a suitable set of coordinates to study the resonance at hand. We start with Modified Delaunay variables

\[
P = L(1 - \sqrt{1 - e^2}), \quad Q = G(1 - \cos i), \quad p = -\omega - \Omega, \quad q = -\Omega. \quad (5)
\]

First, we perform a Taylor expansion up to a preselected order \(n\) around \((e = 0, i = i^*)\). This is done by performing in \(\mathcal{H}\) the substitutions \(Q \to Q^* + \varepsilon \delta Q, \; P \to \varepsilon \delta P\), where \(\varepsilon\) is a bookkeeping parameter. After the expansion, we set \(\varepsilon = 1\), and recover a polynomial truncated series form for the Hamiltonian
in the variables $\delta Q, \delta P$. Next we introduce a suitable canonical transformation

$$(\delta P, \delta Q, p, q) \overset{f}{\rightarrow} (J_R, J_F, u_R, u_F)$$

to resonant variables, where $u_R$ is related to the resonant angle $k_1 \omega + k_2 \Omega$ and $u_F$ is a fast angle. We build $f$ as the canonical transformation generated by the function $S = -\sigma/2J_R + qJ_F$. Here, depending on the selected resonance for study, $\sigma$ could be $2g + 2h$, $2g - h$, $2g$, $2g - h$ or $2g - 2h$. Table 2 summarizes the explicit expression of $f$ for the lowest order inclination dependent resonances.

Finally, by introducing Poincaré variables $X = \sqrt{2J_R}\sin u_R$, $Y = \sqrt{2J_R}\cos u_R$, we arrive at a resonant form of the Hamiltonian $H(X, Y, J_F, u_F, A, \Omega_L)$. The canonical change of variables $f$ is chosen so that $H$ is a polynomial in the variables $X$ and $Y$.

Now, performing the above steps, we readily see that the Hamiltonian $H$ has the structure $H = H_R + H_{CM} + H_M$ with $H_{CM} = H_{CM}^0 + H_{CM}^1$, where:

$$
\begin{align*}
H_R &= R_{20}X^2 + R_{02}Y^2 + R_{22}X^2Y^2 + R_{40}X^4 + R_{04}Y^4 + \ldots \\
H_{CM}^0 &= \omega_F J_F + \alpha J_F^2 + C_1 \cos u_F + C_2 \cos 2u_F + \ldots \\
H_{CM}^1 &= A \nu_L + D_{21} \cos (2u_F + \Omega_L) + D_{11} \cos (u_F + \Omega_L) + \ldots \\
H_M &= M_{120}J_F X^2 + M_{102}J_F Y^2 + \ldots
\end{align*}
$$

The numerical values of the constants appearing in the Hamiltonian $R_{20}, R_{02}, R_{22}, R_{40}, R_{04}, C_1, C_2, D_{21}, D_{11}, \alpha$ and $\omega_F$ can be found in the appendix. The indices “$R$” and “$CM$” in the above notation stand for “Resonant” and “Center Manifold” respectively. The precise meaning of these terms is discussed in [1], and also in detail below. On the other hand, the terms in $H_M$ instead represent a coupling between resonant $(X, Y)$ and ”Center Manifold” variables $(u_F, J_F, \Omega_L, A)$, which play a key role in the appearance of chaos in the system. Regarding in particular the terms $H_R$ and $H_{CM}$, we have that:

- the term $H_R$ yields a 1DOF integrable Hamiltonian related to the center of the particular resonance at hand,

Table 2: The canonical transformation $f$ for inclination-only dependent lunisolar resonances.

| Resonance | Gener. Function | Angle variables | Action variables |
|-----------|----------------|----------------|-----------------|
| $g + h$   | $S = pJ_R + qJ_F$ | $u_R = p, u_F = q$ | $\delta Q = J_F, P = J_R$ |
| $2g + h$  | $S = \frac{2p-q}{2}J_R + qJ_F$ | $u_R = p - \frac{q}{2}, u_F = q$ | $\delta Q = J_F - \frac{2}{3}J_R, P = J_R$ |
| $2g$      | $S = (p-q)J_R + qJ_F$ | $u_R = p - q, u_F = q$ | $\delta Q = J_F - J_R, P = J_R$ |
| $2g - h$  | $S = (p - \frac{q}{2})J_R + qJ_F$ | $u_R = p - \frac{q}{2}, u_F = q$ | $\delta Q = J_F - \frac{3}{2}J_R, P = J_R$ |
| $g - h$   | $S = (p - 2q)J_R + qJ_F$ | $u_R = p - 2q, u_F = q$ | $\delta Q = J_F - 2J_R, P = J_R$ |
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Fig. 2: From left to right: Center Manifold for the 2g resonance at 20000 km, 22500 km, 28000 km and inclination of the Laplace Plane between 15000 km and 35000 km. We can see the influence of the resonances $\Omega - \Omega_L$ (b) and $2\Omega - \Omega_L$ (c) on the Center Manifold. In order to numerically visualize it, we compute the Poincaré map of $H_{CM}$ for a surface where $\Omega_L = 0$.

- the term $H_{CM}$ describes the dynamics of circular orbits. Indeed, if $e = 0$ it holds $X = 0$ and $Y = 0$. But for these values of $X$ and $Y$ we have $\dot{X} = H_Y = 0$ and $\dot{Y} = -H_X = 0$ $\forall t$, since we don’t have linear terms in $X$ and $Y$. It follows that the dynamics of circular orbits is described by $H_{CM}$, and the motion takes place in an invariant sub-manifold embedded in the phase space, the center manifold. In particular, $H^0_{CM}$ is an integrable Hamiltonian describing the evolution of the inclination vector around a fixed point (forced inclination) corresponding to the inclination of the Laplace plane, usually defined as the plane normal to the axis about which the pole of a satellite’s orbit precesses ([29], [30], [31]). Thus the phase space under the flow of $H^0_{CM}$ is foliated by rotational tori, the motion along which represents an oscillation around this forced inclination, which increases with the altitude (see Section 3.2.1, Figure 2 and Figure 3 (a),(d)). Far from the lunar resonances $u_F + \Omega_L$ and $2u_F + \Omega_L$, the Hamiltonian $H^1_{CM}$ is just a small perturbation of the former dynamics. However, as we approach one of the lunar resonances the phase space changes drastically, as can be seen from Figure 2 (b-c).

3.2 An integrable model of the resonance

As in [1], we now seek to construct a heuristic integrable model for the resonance, allowing us to derive theoretical forms (and formulas) for the separatrices of each resonance. To this end, however, we now change strategy with respect to [1] and choose a different way to treat the coupling of the center manifold variables ($u_F, J_F$) with the resonant variables ($X, Y$) of the problem. In particular, starting with analytic expressions valid for circular orbits, our aim is to find an analytic approximation for $J_F(t)$, and then to plug it inside the full Hamiltonian. By averaging over the angles we will end up with an integrable model of the dynamics in the variables $X$ and $Y$. We now discuss three different approaches to build an analytic approximation of the solution of $J_F(t; a, i_0, \Omega_0, \Omega^0_L)$.
3.2.1 The Linear Approach

Consider a region of the phase space where the resonance in consideration is far from other resonances. Setting \( X = Y = 0 \) (which is an invariant sub-manifold of the phase space under the full Hamiltonian flow), the Hamiltonian governing the dynamics of circular orbits is just \( H^0_{CM} \). As in [1], we call the sub-manifold \( X = 0 = Y \) the center manifold. Far from other resonances, the center manifold is foliated by rotational tori, describing small oscillations with amplitude equal to twice the inclination of the Laplace plane (see [1] and Figure 2 (a)). An accurate model for \( J_F(t) \) can then be constructed by considering only the main terms in \( H^0_{CM} \). However, close to the crossing of the considered resonance with the \( \Omega - \Omega_L \) or the \( 2\Omega - \Omega_L \) resonances, the Hamiltonian describing the center manifold dynamics has to be modified with respect to \( H^0_{CM} \) according to

\[
K = \omega_F J_F + \alpha J_F^2 + C_1 \cos u_F + C_2 \cos 2u_F + D_{11} \cos(u_F + \Omega_L) + D_{21} \cos(2u_F + \Omega_L)
\]  

(7)

We call below linear approach \( L \) the one in which we neglect altogether the lunar terms \( D_{11} \cos(u_F + \Omega_L), D_{21} \cos(2u_F + \Omega_L) \) in \( K \). Instead, we will call linear approach with linear node terms \( LL \) the one in which the terms \( D_{11} \cos(u_F + \Omega_L), D_{21} \cos(2u_F + \Omega_L) \) are taken into account. Far from other resonances \( \omega_F \) is more than an order of magnitude bigger with respect to the other coefficients, so we can take

\[
\dot{u}_F = \frac{\partial K}{\partial J_F} \sim \omega_F \implies u_F(t) \sim u_F^0 + \omega_F t.
\]  

(8)

while (setting \( \Omega_L(0) = 0 \)), \( \Omega_L(t) = \nu_L t \) with \( \nu_L = \frac{2\pi}{18.613 \text{ years}} \). Substituting the above expressions in the equations of motion for \( J_F \) under the Hamiltonian \( K \) we find:

\[
\dot{J}_F = -\frac{\partial K}{\partial u_F} \sim C_1 \sin u_F + 2C_2 \sin 2u_F + D_{11} \sin(u_F + \Omega_L) + D_{22} \sin(2u_F + \Omega_L)
\]  

(9)

Table 3: The canonical transformation \( f \) for inclination-only dependent lunisolar resonances.

| \( \Omega - \Omega_L \)       | \( 2\Omega - \Omega_L \)       |
|------------------------------|------------------------------|
| \( S = (u_F + \Omega_L)J_S + \Omega_L J_L \) | \( S = (2u_F + \Omega_L)J_S + \Omega_L J_L \) |
| \( u_S = u_F + \Omega_L \)     | \( u_S = 2u_F + \Omega_L \)     |
| \( J_{FF} = J_S \)             | \( J_{FF} = 2J_S \)             |
| \( A = J_S + J_L \)            | \( A = J_S + J_L \)            |
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So we get

\[
J_F(t) = J_F^0 + \int_0^t C_1 \sin(u_F(s)) \, ds + \int_0^t 2C_2 \sin(2u_F(s)) \, ds + \cdots = \\
= J_F^0 + \frac{C_1}{\omega_F} \cos(u_F^0) + \frac{C_2}{\omega_F} \cos(2u_F^0) + \\
+ \frac{D_{11}}{\omega_F + \nu_L} \cos(u_F(t)) + \frac{2D_{21}}{2\omega_F + \nu_L} \cos(2u_F(t)) + \\
- \frac{C_1}{\omega_F} \cos(u_F(t)) - \frac{C_2}{\omega_F} \cos(2u_F(t)) + \\
- \frac{D_{11}}{\omega_F + \nu_L} \cos(u_F(t) + \Omega_L(t)) + \\
- \frac{2D_{21}}{2\omega_F + \nu_L} \cos(2u_F(t) + \Omega_L(t)).
\]

The meaning of (10) can be easily understood with the help of the schematic Figure 3. We note that the coefficient \(C_1\) is of order \(O(i_E)\), while the coefficient \(C_2\) is \(O(i_E^2)\) (see Table C2 in the appendix). The coefficients \(D_{11}\) and \(D_{21}\) are of order \(O(i_{Lap})\). Thus, the leading terms in (10) are

\[
J_F(t) = J_F^0 + \frac{C_1}{\omega_F}(\cos(u_F^0) - \cos(u_F(t))) + \ldots
\]

Translating this result to orbital elements, we find that at first order (see equation (66) of [1])

\[
i \approx i_p + i_{Lap} \cos \Omega,
\]

where \(i_p\) is the satellite’s proper inclination and \(i_{Lap}\) is the inclination of the Laplace plane. So, far from the resonances \(\Omega - \Omega_L\) and \(2\Omega - \Omega_L\), the center manifold at first order portrays the motion of the inclination vector whose endpoint describes a closed curve which, up to terms \(O(i_{Lap}^2)\), is a circle with radius \(i_p\) and center shifted by a value \(i_{Lap}\) (see Figure 2).

Consider now a non-circular orbit. The dynamics is described by the full Hamiltonian \(H(X, Y, J_F, u_F, A, \Omega_L)\). A useful model is then constructed by plugging into \(H\) the solution found above for \(J_F\) and \(u_F\). This step is justified as long as \(J_F(t), u_F(t)\) remain robust even for non-circular orbits, a fact checked by numerical experiments. Now, for a resonance \(\sigma\) the angles \(u_F\) and \(\Omega_L\) are fast with respect to the resonant angle. So we consider the average of \(H\) over this last two angles:

\[
\bar{H} = \frac{1}{2\pi} \int_0^{2\pi} \left( \frac{1}{2\pi} \int_0^{2\pi} H du_F \right) d\Omega_L = \\
= \gamma_{20}X^2 + \gamma_{02}Y^2 + \gamma_{22}X^2Y^2 + \gamma_{40}X^4 + \gamma_{04}Y^4 + \ldots
\]
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Fig. 3: According to the leading terms of (10), the inclination vector $(i \cos \Omega, i \sin \Omega)$ follows approximately a circle of radius equal to the proper inclination $i_p$ centered around a point with non-zero inclination equal to the inclination of the Laplace plane $i_{Lap}$.

where the coefficients $\gamma_{ij}$ are functions of $u_F^0, J_F^0, a$. The Hamiltonian $\bar{H}(X, Y; J_F^0, u_F^0, a)$ is integrable, and it contains only the resonant variables $X, Y$.

3.2.2 The Pendulum Approach

Suppose now to be in a region subjected to the influence of one of the lunar resonances $\Omega - \Omega_L$ or $2\Omega - \Omega_L$. Then, we no longer have a linear evolution of $u_F$ (Figure 2 (b-c)). In this case, however, we can still construct an analytic model following the method proposed in [25]. More precisely, we start from a Hamiltonian including only the lunar resonance considered ($u = u_F + \Omega_L$ or $u = 2u_F + \Omega_L$)

$$K = \nu_L A + \omega_F J_F + \alpha J_F^2 + C_1 \cos u_F + C_2 \cos 2u_F + D \cos u$$

where $D \cos u$ stands for $D_{11} \cos(u_F + \Omega_L)$ or $D_{21} \cos(2u_F + \Omega_L)$.

Then we apply the canonical transformation

$$J_F \mapsto J_{FF} - \frac{C_1}{\omega_F} \cos u_F - \frac{C_2}{2\omega_F} \cos 2u_F.$$  

The new harmonic terms generated from $J_{FF}^2$ have a minimal contribution to the dynamics, thus we can neglect them. We end up with the Hamiltonian $K' = \omega_F J_{FF} + \alpha J_{FF}^2 + D \cos u$. We then perform another canonical transformation $(u_F, J_{FF}, A) \mapsto (u_S, J_S, J_L)$ with generating function $S = uJ_S + \Omega_L J_L$ (see Table 3).

In the resulting Hamiltonian, $J_L$ is a constant of motion which can be set equal to 0 without loss of generality. We end up with the Hamiltonian of a pendulum with the equilibrium point $J_S^\star$ translated from the origin. So, with a last transformation $J_S \mapsto \delta J_S + J_S^\star$ we arrive at a Hamiltonian $H_P$ of a
pendulum with origin in 0 in the variables $\delta J_S, u_S$. We can then express $\delta J_S$ has a function of the energy $E$, choosing the right sign of the square root in the solution with respect to being in a region above or below the separatrix of the lunar resonance at hand. We can now go back following the transformations $\delta J_S \mapsto J_S \mapsto J_F \mapsto J_F$, finding an expression $J_F(u_F, E)$. Finally, by imposing initial conditions $J_F^0 = J_F(u_F^0, E_0)$, solving for $E_0$ and then substituting the value found we can reach an expression for $J_F$ as a function of the initial conditions.

At this point we can plug in the Hamiltonian the solution for $J_F$ found and proceed with the computation of the average over $u_F$ and $\Omega_L$, arriving at an integrable model of the dynamics even close to one of the lunar resonances considered. We will call this method the pendulum approach $P$. For more details see [25].

### 3.2.3 Comparison of the Methods

Generally, the pendulum method $P$ works best when we are close to the separatrix of the lunar resonance considered, the linear method $L$ works better far from it and the $LL$ method works better between the two resonances. As an example, for the $2g+h$ resonance the ”pendulum” model $P$ works better between 23000km and 25000km for the $\Omega - \Omega_L$ resonance and between 28000km and 32000km for the $2\Omega - \Omega_L$ one. This is shown in Figure 4, where the analytical solution (in red) for $J_F(t)$ is compared against the numerical solution (in blue) obtained without simplifications. We can clearly see that the $P$ method works very well when we are in the domain of the $\Omega - \Omega_L$ or the $2\Omega - \Omega_L$ resonance (second and last row of Figure 4 respectively). In between, when both resonances influence the dynamics, the method that works best is the $LL$ one, as it considers both such resonances (third row of Figure 4). For low altitudes, when the $\Omega - \Omega_L$ and the $2\Omega - \Omega_L$ resonance are quite far, the $L$ approach works better.

### 3.3 Bifurcations

Following the process described in the previous sections, we derived a 1DOF model depending on the variables $(X, Y)$ and on the parameters $a, J_F^0, u_F^0$, or equivalently $a, i_0, \Omega_0$. We will now discuss the various bifurcations of stable and unstable fixed points altering the form of the phase portraits in $(X, Y)$ as the parameter $J_F^0$ (or $i_0$) changes.

First, fixing a value of $u_F^0$, we are interested in determining the linear stability of the point $X = 0, Y = 0$ (which corresponds to circular orbits). This amounts to considering the Hessian matrix

$$\nabla^2 \bar{H} \bigg|_{X=0,Y=0} = \begin{pmatrix} \bar{H}_{XX} & \bar{H}_{XY} \\ \bar{H}_{YX} & \bar{H}_{YY} \end{pmatrix} \bigg|_{X=0,Y=0}$$

and computing its eigenvalues $\lambda_1$ and $\lambda_2$, which are functions of the parameters $J_F^0, a$ and $u_F^0$. In our case, given the lack of linear terms in $X$ and $Y$, the mixed
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Fig. 4: $2g$ resonance: numerical (blue) and analytical (red) solution of $J_F$ at 18000 km, 22500 km, 25000 km and 28000 km comparing the $LL$ approach (left) with the $P$ one (right). Below 16000 km, the $L$ approach would work best. At 18000 km the influence of the $\Omega - \Omega_L$ is still small, so the $LL$ and the $P$ approach are comparable. Around 22500 km because of the $\Omega - \Omega_L$ resonance the $LL$ approach fails while the $P$ one works. Between 25000 km and 27000 km, in a domain in-between both resonances, the $P$ approach performs worst than the $LL$ one. Around 28000 km we are in the domain of the $2\Omega - \Omega_L$ resonance, and the $LL$ approach fails.
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Fig. 5: Analytic bounds of the hyperbolic region against an FLI map for the resonance $2g + h$ at 20000 km. The bounds are shifted along the torus for different values of $\Omega_0$. The values of $i_1$ and $i_2$ correspond to the black dots, and the blue dotted line show these values in the FLI map. The green lines correspond to the analytic solutions of $J_F(t; a, i_1, \Omega)$ and $J_F(t; a, i_2, \Omega)$.

derivatives will vanish, and so we have $\lambda_1 = \bar{H}_{XX} = \gamma_{20}(u^0_F, J^0_F) = \gamma_{20}(i^0, \Omega^0)$ and $\lambda_2 = \bar{H}_{YY} = \gamma_{02}(u^0_F, J^0_F) = \gamma_{02}(i^0, \Omega^0)$.

For $e = 0$, $J_F = \delta Q$. Thus $J_F$ becomes a function of the inclination $i$ only, which in turn allows expressing the instability interval as a function of the inclination $i$. By studying the sign of the function $\lambda_1\lambda_2$, we can find two bounds within which the point $X = 0$, $Y = 0$ is hyperbolic. We will denote such limiting values $i_1$ and $i_2$. Since, as already remarked, a circular orbit belongs to one of the rotational tori of the central manifold, changing the value of $u^0_F = -\Omega_0$ shifts the whole structure along the torus (see Figure 8 (right) and Figure 5).

We are now ready to study the typical bifurcations of the motion for changing values of $i$: for $i < i_1$ the point $X = 0$, $Y = 0$ is stable, and we have an elliptic point, for $i \in [i_1, i_2]$ $X = 0$, $Y = 0$ becomes hyperbolic and we have a figure 8 separatrix getting bigger and bigger for increasing values of $i$. When $i > i_2$ we go back to an elliptic point in $X = 0$, $Y = 0$, but the other two hyperbolic points start to form and we have in total 5 critical points, 3 elliptic and 2 hyperbolic. We have a "vertical" separatrix for the $2g + h$ and $g - h$, while we have an "horizontal" one for the resonances $2g$ and $2g - h$. For the $g + h$ resonance the evolution is reversed (see Figure 6).

4 Recovering the structure of FLI stability maps

In this section, we will see how we can predict the structure of the separatrices in the FLI maps using the analytic theory developed so far. We stress that the model we constructed starts from a solution of $J_F(t)$ valid for $e = 0$. Anyway, by exploiting the fact that there are planes in the phase space where $J_F$ is
constant, which we call fast drift planes, we will be able to provide analytic predictions which are accurate even for high values of the eccentricity.

4.1 The Procedure

We will start by providing all the procedure details in the particular case of the $2g$ resonance. The same steps can be used for any inclination-only dependent lunisolar resonance.

We first fix a value for $a$ and $u_F^0$. We then find the integrable model $\tilde{H}(X,Y; J_F^0, u_F^0, a)$ following the method explained in the previous section. Next, we compute the two values of the inclination $i_1$ and $i_2$ limiting the instability region for circular orbits. Figure 7 shows the results for $a = 18000$ km, $u_F^0 = 0^\circ$. We consider a series of phase portraits showing all bifurcations occurring in this region of interest.

The FLI map shows the separatrices that we see in the plane $X$, $Y$ (or in the normalized variables $e \cos u_R$, $e \sin u_R$), and the value of the angle $u_R$ changes the “scanning” direction with which we see these separatrices. We recall that for the $2g$ resonance $u_R = p - q$. Since we took $\omega_0 = 0$, $\Omega_0 = 0$, we have $u_R = 0$, thus we are scanning the phase portrait of the integrable model vertically.

We proceed in the following way (see Figure 7 (left)).

- First we sample on the line $e = 0$ some points with inclination between $i_1$ and $i_2$.
- For each of these points we will have in the $(e \cos u_R, e \sin u_R)$ plane a phase portrait with a figure 8 separatrix.
- We seek the value of eccentricity for which the line of our scanning direction (in our case the vertical axis) intersects the separatrix.
- We follow the fast drift plane for the initial inclination considered up to the value of eccentricity found in the previous step.

In conclusion, between $i_1$ and $i_2$ we will just see a horizontal line at $e = 0$, corresponding to the hyperbolic point at the origin, while after $i_2$ we see a line corresponding to the positions of the hyperbolic point of the ”second” separatrix.

On the other hand, if we set initially $\omega_0 = 90^\circ$, still with $u_F^0 = 0^\circ$, we will have $u_R = -90^\circ$, so our scanning direction becomes horizontal. As a consequence, besides the segment corresponding to the origin, between $i_1$ and $i_2$ we also find a curve in the $(i-e)$ plane, and after $i_2$ we intersect the ”second” separatrix in two points. Thus, we see two curves in the FLI map (see Figure 7 right).

Summing up, according to the choice of $u_F^0$ the hyperbolic region shifts along the tori corresponding to the two values $i_1$ and $i_2$, and the scanning direction changes with $u_R$. Hence the FLI map will change accordingly.

This approach works well when the true dynamics is not too far from the integrable one.
Anyway, even when the inclination-only dependent lunisolar resonance at
hand interacts with another resonance, we are able to predict the extension of
the hyperbolic region for circular orbits, and thus the width of the resonance
(see for example Figure 5 and Figure 6 of [1]).

A commentary for altitudes between 17000 km and 32000 km for all
resonances is given in the appendix.

5 Eccentricity growth

Since navigation satellites have almost circular orbits, we are interested in find-
ing out which is the maximum eccentricity $e_{\text{max}}$ that an object starting with
an almost zero eccentricity could reach moving along the unstable manifold of
the center manifold. When circular orbits are unstable, we have a figure-eight
separatrix in the $X - Y$ plane. In order to find $e_{\text{max}}$, we need to compute the
uppermost point of such separatrix, which is reached at the end of the insta-
bility domain $i_2$ for all resonances but the $g + h$ one, where such maximum
is reached at $i_1$. For simplicity, we will provide these results starting from a
"Breiter-like" Hamiltonian:

$$H_{BR}(X, Y, J_F; a) = \omega_F J_F + \alpha^2 J_F^2 + R_{20} X^2 +$$
$$R_{02} Y^2 + R_{40} X^4 + R_{04} Y^4 + M_{140} J_F X^4 + M_{104} J_F Y^4 +$$
$$R_{60} X^6 + R_{06} Y^6 + M_{120} J_F X^2 + M_{102} J_F Y^2 +$$
$$M_{220} J_F^2 X^2 + M_{202} J_F^2 Y^2 +$$
$$R_{22} X^2 Y^2 + R_{42} X^4 Y^2 + R_{24} X^2 Y^4. \quad (15)$$

We can proceed in the following way. Similarly to 3.3, the Hessian of $H_{BR}$
for the variables $X, Y$ is diagonal, so it’s eigenvalues are just

$$\lambda_1 = \left. \frac{\partial^2 H_{BR}}{\partial X^2} \right|_{X=0, Y=0} = 2(R_{20} + M_{120} J_F + M_{220} J_F^2),$$
$$\lambda_2 = \left. \frac{\partial^2 H_{BR}}{\partial Y^2} \right|_{X=0, Y=0} = 2(R_{02} + M_{102} J_F + M_{202} J_F^2). \quad (16)$$

Consider their product $f_e(J_F; a) = \lambda_1 \lambda_2$. Let $J_F^{(1)}, J_F^{(2)}$ be the solutions
to $f_e = 0$. They corresponds to the inclination bound within which the center
orbits are unstable:

$$i_{1,2} = \arccos \left( \cos i_\star - \frac{J_F^{(1,2)}}{L} \right). \quad (17)$$

Now, we can find the highest point of the figure-8 separatrix $Y_{\text{max}}$ by solving
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\[
Y_{\text{max}} = \begin{cases} 
H_{BR} \bigg|_{X=0,J_F=J_F^{(2)}} & = H_{BR} \bigg|_{X=0,Y=0} \\
Y > 0 
\end{cases}
\]  \tag{18}

(or a similar system for horizontal figure-8 separatrices).

Now, the maximum eccentricity reachable for circular orbits close to an inclination-only dependent lunisolar resonance is given by

\[
e_{\text{max}} = \sqrt{1 - \left(1 - \frac{Y_{\text{max}}^2}{2L}\right)}.
\]  \tag{19}

The figure-8 separatrix associated to the unstable origin reaches its maximum size at \(i = i_\star\). So, from the fourth-order truncation of \(H_{BR}\) in \(X\) and \(Y\), we have \(Y_{\text{max}}^2 = R_{02}/R_{04}\). These steps bring to equations (46) and (47) of [1], which give a simplified formula for \(e_{\text{max}}\) in the case of the \(2g + h\) resonance. An analogous formula can be given for the \(2g\) resonance:

\[
e_{\text{max}} = \sqrt{1 - \left(1 - (1.15 \times 10^{-4}) \left(\frac{a}{R_E}\right)^5\right)^2}.
\]  \tag{20}

Numerical values for \(e_{\text{max}}\) compared against the re-entry eccentricity can be found in the top row of Figure 9.

From these numerical values, we conclude that a disposal strategy that exploits the eccentricity growth due to diffusive transport is essentially possible only close to the \(2g + h\) resonance or close to the \(2g\) one for high altitudes.

In addition, the growth of the eccentricity along the unstable manifold of the central manifold is exponential in time, and it is possible to estimate the \(e\)-folding time \(T_e\) as the inverse of the positive real eigenvalue (see the bottom of Figure 9).

The Hamiltonian \(H_{BR}\) could be regarded as an average over the angles of the motion. If we follow this same procedure using the more realistic model obtained in Section 3 we would get almost the same value for \(e_{\text{max}}\), but the location of such point would be shifted in inclination with varying values of \(\Omega\). This explains the results obtained in previous works, such as [16], where the simulations were carried out for three different values of inclination, a nominal one and the plus or minus one degree. The different behaviors found for the possible eccentricity growth are explained in Figure 10. Here on the left the maximum eccentricity \(e_{\text{max}}\) reachable along the \(2g + h\) resonance is computed analytically, while on the right the same value is computed numerically by propagating a grid of initial conditions. From Figure 10 we can conclude that the theory works well in the non-chaotic domain (as expected, since the theory is based on an integrable approximation). On the other hand, in domains of strong chaos, we actually see that the theory overestimates the possible eccentricity growth. This is understandable, since the theoretical separatrices of the integrable model (which, in reality, are destroyed in the strong chaos regime),
keep growing as the initial inclination increases, even after the eccentricity for which we would have atmospheric re-entry (shown as the green contour line in Figure 10). Nevertheless, the theoretical model keeps explaining the dependence of the eccentricity growth on the initial phase $\Omega$. This is due to (and consistent with) the mechanism explained in Section 3, i.e., the shift of the curve representing the intersection of the plane of fast drift with the plane $(i,e)$ as $\Omega$ changes, due to the structure of the invariant tori of the associated center manifold of circular orbits.

6 Conclusions

We have seen how the integrable model developed in Section 3 can be used to understand the structure of inclination-only dependent lunisolar resonances and to compute the correct extension of their separatrices (as shown in Section 4). Also, the model can be used to compute the limiting values $i_1$ and $i_2$ within which circular orbits are unstable, and thus where the central manifold becomes normally hyperbolic. This can be used to estimate the width in inclination of a given resonance for any semi-major axis $a$. In the appendix, we provide a report for every resonance. We built our integrable model assuming a single resonance. Because of this, the prediction of the separatrices is accurate far from the intersections with the $\Omega - \Omega_L$ and $2\Omega - \Omega_L$ resonances, but in any case, the prediction of the width of the resonance is always quite accurate. Moreover, we have seen how our model is able to explain the dependence of the FLI maps from the phases of the angles $\omega, \Omega$ and $\Omega_L$: given a particular resonance, the combination of the angles $\omega$ and $\Omega$ gives the value of the angle $u_R$ which defines the direction in which the integrable phase portrait is seen. Then, the initial phase of $\Omega_L$ affects the shape of the center manifold (the whole phase portrait is moved up or down), and the angle $\Omega$ defines where we are on a particular torus of the center manifold. So in this way the instability region where the central manifold becomes normally hyperbolic is shifted along the two limiting tori. Such prediction is show in the left of Figure 8. In addition, we have seen in Figure 9 that our integrable approximation shows that eccentricity-growth re-entry is possible for the $2g + h$ resonance and for the $2g$ one when the altitude is high enough.
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Fig. 6: Series of bifurcations for the integrable phase portrait of inclination-only dependent lunisolar resonances at 20000 km. From left to right, the value of the inclination increases: $g + h : i = 44^\circ, 46.54^\circ, 46.7^\circ, 46.8^\circ$; $2g + h : i = 55.7^\circ, 56.1^\circ, 56.9^\circ, 59.5^\circ$; $2g : i = 63.2^\circ, 63.8^\circ, 65.8^\circ, 70.6^\circ$; $2g - h : i = 69.1^\circ, 69.3^\circ, 69.5^\circ, 71.7^\circ$; $g - h : i = 73.45^\circ, 73.47^\circ, 74^\circ, 79.7^\circ$. 
Fig. 7: Analytic predictions for the vertical (left) and horizontal (right) scanning direction. Blue lines in the FLI maps correspond to the fast drift planes for $i_1$ and $i_2$. In this plot, first four values of the inclination are chosen. For each of these values, for $e = 0$, one gets an integrable phase portrait, corresponding to four values of $J_F$. Since $J_F$ is conserved along a fast drift plane, the same integrable phase portrait holds along the fast drift plane. The FLI map shows the point obtained by intersecting the separatrix of the integrable phase portrait with the scanning direction dictated by the choice of the initial angles $u_R$, which is a combination of the keplerian elements $\omega$ and $\Omega$. This point will have an eccentricity $e_p$. Then, by intersecting the fast drift plane with the line of constant eccentricity $e_p$ one finds a point in the FLI map.
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Fig. 8: (Left) Theoretical amplitude of the resonances considered in this paper as a function of the altitude. The resonances are: $g + h$ (red), $2g + h$ (green), $2g$ (blue), $2g - h$ (magenta), $g - h$ (cyan), and in gray the $\Omega - \Omega_L$ (lower) and $2\Omega - \Omega_L$ (higher). The amplitude for those last two lunar resonances is computed for circular orbits. The theoretical extension for the inclination-dependent resonances has been computed using the "Breiter" model. (Right) Analytical 3D representation of the $2g + h$ resonance.

Fig. 9: Top: The maximum eccentricity reachable for circular orbits close to an inclination dependent resonance as a function of the semimajor axis $17000\text{km} \leq a \leq 32000\text{km}$ (black line) in comparison with the eccentricity for which the orbit’s perigee $a(1-e)$ is equal to the Earth’s radius (blue line). These plots show that a disposal strategy which exploits the eccentricity growth due to diffusive transport is essentially possible only close to the $2g + h$ resonance or close to the $2g$ one for high altitudes. Bottom: The $e$-folding time $T_e$ as a function of the semimajor axis ranging from $17500\text{km}$ to $35000\text{km}$.
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Fig. 10: Computation of the maximum eccentricity reachable along the $2g+h$ resonance for $a = 20000$ km and $27000$ km in the $(i, \Omega)$ plane. Left: analytical computation, using the procedure described on section 5 for the computation of $e_{\text{max}}$, using instead of $H_{BR}$ the integrable Hamiltonian computed in Section 3 with the $LL$ method. The values for $i_1$ and $i_2$ are shifted along the corresponding tori of the Center Manifold as the initial value of the angle $\Omega$ changes. The values of $e_{\text{max}}$ increase with the size of the figure-8 separatrix of the resonance, and the maximum value is obtained on the torus corresponding to $i_2$. Right: numerical computation up to 1000 years (at 20000 km) and 500 years (at 27000 km) on a 300x300 grid in the $(i, \Omega)$. For every point of the grid $(i^*, \Omega^*)$, $e_{\text{max}}$ has been computed by propagating a grid 60x60 of initial conditions for the remaining keplerian elements $e \in [10^{-5}, 10^{-4}]$ and $\omega \in [0, 2\pi]$; then, $e_{\text{max}}$ for the point $(i^*, \Omega^*)$ is given by the maximum eccentricity reached over the $(e, \omega)$ grid. In the “ordered” domain of 20000 km we have a good agreement between the two plots. At 27000 km the value of $e_{\text{max}}$ depends on the structure of the manifolds. In addition, the integrable model gives values of the eccentricity greater than the re-entry one (whose value is plotted as the black contour line). See Figure 5 and Figure 6 of [1] for the FLI maps at these altitudes.
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Appendix A  The resonances $\Omega - \Omega_L, 2\Omega - \Omega_L$

As highlighted in the main body of this paper, the two resonances $\Omega - \Omega_L$ and $2\Omega - \Omega_L$ have a key role in shaping the dynamics in the MEO region, and they belong to the first fundamental model of resonance. In this section, we will study them in greater detail.

To obtain a model for these resonances, we perform the following steps. We first isolate from the Hamiltonian (1) just the terms containing $\Omega - \Omega_L$ or $2\Omega - 2\Omega_L$, and then we express the result in modified Delaunay coordinates. The center of the resonance is $\mathcal{C} = \{(e, i) : \nu_{\Omega} = \nu_{\Omega_L}\}$. We fix a point $(P^*, Q^*) \in \mathcal{C}$. We perform a Taylor expansion around $(P^*, Q^*)$. Next, we apply the canonical transformation generated by $S = (q + \Omega_L)J_R + pJ_1 + \Omega_LJ_2$. In the resulting Hamiltonian, we would have $J_R(\nu_{\Omega} + \nu_{\Omega_L})$, so the linear term vanishes. Also, after the canonical transformation, we will not have the angles $u_1$ and $u_2$, so $J_1$ and $J_2$ are constants of motions, and we set them to 0. Finally, we obtained an Hamiltonian $H_F$ function of just $u_R$ and $J_R$, which has the form

$$H_F = C + \alpha J_R^2 - \gamma_1 \cos u_R + \gamma_2 \cos 2u_R + \delta J_R \cos u_R + \ldots$$

for suitable $C, \alpha, \gamma_1, \gamma_2, \delta \in \mathbb{R}$, and its phase portrait is equivalent to the one of the pendulum (see Figure 1). Again, in the FLI map we see the separatrix of such resonance, thus when $u_R = 0$ we will just see the hyperbolic point, while for $u_R = 180^\circ$ we will have two lines corresponding to the points obtained by intersecting a vertical line in $u_R = 180^\circ$ with the separatrix. By repeating this step for a suitable number of points in the center of the resonance $\mathcal{C}$ we can plot an analytic prediction of the extension of the resonance over the FLI map (see Figure 1).

Appendix B  Analytic Predictions

In this section, we will provide a detailed analysis of the applicability of the method discussed in Sections 3 - 4 for the lowest order inclination dependent
resonances. Here we provide a commentary for every altitude and resonance, highlighting which of the approaches described in this paper works best in that particular case and which lunar resonance intersects the domain if there is one. You can compare this against the FLI cartography in Figure B2 and Figure B3.

B.1 \( g + h \) resonance

- Until 22000 km, the "linear" approach works better.
- Between 22000 km and 25000 km, the "pendulum" approach works better.
- Above 26000 km, the sweeping of the \( \Omega - \Omega_L \) resonance prevents us from obtaining good predictions.

B.2 \( 2g + h \) resonance

- Below 23000 km, everything works fine with the "linear" approach.
- Between 24000 km and 25000 km the \( 2g + h \) resonance interacts with the \( \Omega - \Omega_L \). This leads to a loss in accuracy of the analytic prediction, especially for \( \Omega = 180^\circ \).
- Between 26000 km and 28000 km we are in a domain where the \( \Omega - \Omega_L \) affects the resonance for higher and higher values of the eccentricity, while for lower ones the chaotic region of the \( 2g + h \) resonance is surrounded by a stable region. For \( \Omega = 0 \) the prediction of the first separatrix still gives some information about the development of the resonance.
- Above 29000 km we are in the domain of the \( 2\Omega - \Omega_L \) resonance. Moreover, due to the increasing value of the Laplace plane, the domain of the \( 2g + h \) resonance starts intersecting the \( 2g \) resonance.

- From 17000 km to 20000 km we start to see the influence of the \( \Omega - \Omega_L \) resonance, and we need to use the \( LL \) approach. At 17000 km we could also use the \( L \) one.
- At 21000 km, we have the intersection with the \( \Omega - \Omega_L \) resonance.
- At 22000 km, the dynamics is still shaped by the interaction with the \( \Omega - \Omega_L \) resonance, and because of this, the model predictions are not very accurate.
- From 23000 km to 24000 km the predictions are back to be fairly accurate. Since we are in a transition zone slightly influenced by both the \( \Omega - \Omega_L \) and the \( 2\Omega - \Omega_L \) resonance, the approach that works better is the \( LL \) one.
- At 25000 km, we start to really see the influence of the \( 2\Omega - \Omega_L \) resonance.
- At 26000 km, we have the intersection with the \( 2\Omega - \Omega_L \) resonance. Every approach fails and it is not possible to provide accurate predictions.
- From 27000 km to 28000 km, we start to be able to provide some insights with our analytical method, but we begin to see the influence of the \( 2g \) resonance starting to intersect the domain of the \( 2g + h \) one. In this case, the better estimate is given by the \( L \) method, with the tori of the \( P \) one.
- Above 29000 km, the intersection of the \( 2g + h \) resonances with the \( 2\Omega - \Omega_L \) and the \( 2g \) ones makes the system too much chaotic to provide analytic predictions.
B.3 $2g$ resonance

- Until 19000 km, the "linear" approach $L$ works better.
- Between 20000 km and 24000 km, the dynamics is influenced by the $\Omega - \Omega_L$ resonance.
  - From 20000 km when we begin to see the influence of the $\Omega - \Omega_L$ resonance, the "pendulum" approach starts to work better for low eccentricities, but this approach fails for higher ones.
  - For 22000 km and 23000 km, we are in a chaotic domain close to the $\Omega - \Omega_L$ resonance.
  - Between 23000 km and 24000 km, the influence of the $\Omega - \Omega_L$ resonance is still strong. It is best to use the predictions of the linear $L$ method with the tori of the $LL$ one.
- At 25000 km we are in a transition zone where dynamics is influenced by both the $\Omega - \Omega_L$ and the $2\Omega - \Omega_L$ resonance. The approach that works better is the $LL$ one.
- From 26000 km to 32000 km we are in the domain of the $2\Omega - \Omega_L$ resonance.
  - At 28000 km we are very close to the $2\Omega - \Omega_L$ resonance. The linear approach fails, and so we use the $P$ one. Being so close to the $2\Omega - \Omega_L$ resonance, our predictions can’t be accurate, but nevertheless, the second separatrix in the $\omega = 90^\circ$ gives a sense for the extension of the chaotic region.
  - Above 29000 km both the $LL$ and the $P$ approaches fail. Also, the domain of the $2g + h$ and of the $2g$ resonance start to overlap. The best we can do is to use the predictions of the $L$ method with the tori of the $P$ one.
  - At 31000 km and 32000 km the domain of the $2g + h$ and of the $2g$ resonance overlap. Thus the region is very chaotic and the predictions cannot be accurate.

B.4 $2g - h$ resonance

- From 17000 km to 20000 km we start to see the influence of the $\Omega - \Omega_L$ resonance, and we need to use the $LL$ approach. At 17000 km we could also use the $L$ one. The behavior of the pendulum method $P$ is the same as in the previous resonance $2g$: it works very well for low eccentricities but fails for higher values.
- At 21000 km we have the intersection with the $\Omega - \Omega_L$ resonance.
- At 22000 km the dynamics is still shaped by the interaction with the $\Omega - \Omega_L$ resonance, and because of this, the model predictions are not very accurate.
- From 23000 km to 24000 km the predictions are back to be fairly accurate. Since we are in a transition zone slightly influenced by both the $\Omega - \Omega_L$ and the $2\Omega - \Omega_L$ resonance, the approach that works better is the $LL$ one.
- At 25000 km we start to really see the influence of the $2\Omega - \Omega_L$ resonance.
- At 26000 km we have the intersection with the $2\Omega - \Omega_L$ resonance. Every approach fails and it is not possible to provide accurate predictions.
B.5 $g - h$ resonance

- From 17000 km to 19000 km, predictions work well with the $LL$ approach. This region is slightly influenced by the $\Omega - \Omega_L$ resonance.
- At 20000 km, we have the intersection with the $\Omega - \Omega_L$ resonance. We can’t provide predictions also at 21000 km.
- At 22000 km, the predictions are back to being fairly accurate. Since we are in a transition zone slightly influenced by both the $\Omega - \Omega_L$ and the $2\Omega - \Omega_L$ resonance, the approach that works better is the $LL$ one.
- From 23000 km, we start to really see the influence of the $2\Omega - \Omega_L$ resonance.
- At 25000 km, we have the intersection with the $2\Omega - \Omega_L$ resonance. Also, we start to see the merging of the $g - h$ resonance with the $2g - h$ one.
- Above 26000 km, the intersections with the other resonances (mainly the $2g - h$ and the $2\Omega - \Omega_L$ ones) destroy completely the structure provided by the integrable approximation.
A detailed dynamical model for inclination-only dependent lunisolar resonances.

Fig. B2: FLI cartography in the $e \in [0, 0.7], i \in [30^\circ, 90^\circ]$ plane for $\omega = 0^\circ, \Omega = 0^\circ, a \in [19000 \text{ km}, 30000 \text{ km}]$. 
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Fig. B3: FLI cartography in the $e \in [0, 0.7], \ i \in [30^\circ, 90^\circ]$ plane for $\omega = 0^\circ, \Omega = 180^\circ, \ a \in [19000 \text{ km}, 30000 \text{ km}]$,
Appendix C  Coefficients

In this section, we report the explicit expressions of coefficients of the resonant Hamiltonian in the case of each of the resonances of Table 1.

We set the unit of time to be one synodic day $d$, and the unit of length to be the Earth radius, $R_E$. The numerical values of the constants involved are reported in Table C1. Consider an inclination dependent resonance $\sigma = 2\omega + m_2\Omega$, located at $i_*$. The coefficients of the terms independent of the variables $X$ and $Y$ do not depend on $m_2$. Their analytic formula is given in Table C2. We abbreviate $\sin \alpha$ and $\cos \alpha$ with $s\alpha$ and $c\alpha$. Notice that the coefficient of $J_2^2$ does not depend from $i_*$. The numerical value is

$$
\left( -8.120 \times 10^{-4} \left( \frac{a}{R_E} \right)^3 - (2.329 \times 10^{-8}) \frac{a}{R_E} \right) \frac{1}{R_E^2}
$$

for every resonance.

A general analytic expression for the coefficients of the terms depending from $X$ or $Y$ could be given, but it is quite cumbersome. Thus, for these coefficients we provide the numerical values. We recall that $X$ and $Y$ have the dimension of a square root of an action, and that an action has the dimension of energy times time.

| Symbol | Description | Numerical Value |
|--------|-------------|-----------------|
| $R_E$  | Earth Radius | 6378.1363 km    |
| $\mu_E$ | Standard Gravitational Parameter $GM_E$ of the Earth | $11467.9 \frac{R_E^3}{d^2}$ |
| $\mu_L$ | Standard Gravitational Parameter $GM_L$ of the Moon | $141.056 \frac{R_E^3}{d^2}$ |
| $\mu_S$ | Standard Gravitational Parameter $GM_S$ of the Sun | $3.81819 \times 10^9 \frac{R_E^3}{d^2}$ |
| $r_L$  | Radius of the Moon | 60.2303 $R_E$ |
| $r_S$  | Radius of the Sun | 23451.9 $R_E$ |
| $i_E$  | Obliquity of the Ecliptic | 23.4392911° |
| $i_L$  | Mean Inclination of the Lunar Orbit | 5.15° |
| $J_2$  | Earth zonal harmonic | $1.08263 \times 10^{-3}$ |
Table C2: Coefficients of the main terms of $H_{CM}$.

| Term          | Coefficient                                                                 |
|---------------|-----------------------------------------------------------------------------|
| $J_F$         | $\omega_F = \frac{3ci_sJ_2\sqrt{\mu_E R_E^2}}{2a^{7/2}} + \frac{3ci_s n^{3/2} \mu_L (3si_F^2 - 2)(3si_F^2 - 2)}{16\sqrt{\mu_E r_F^2} L} + \frac{3ci_s n^{3/2} \mu_E (2 - 3s_i^2)}{8\sqrt{\mu_E r_F^2} S}$ |
| $J_F^2$       | $\alpha = -\frac{3J_2^2 R_E^2}{4a^4} - \frac{3s_i \mu_L (3si_F^2 - 2)(3si_F^2 - 2)}{32\mu_E r_F^2 L} + \frac{3s_i \mu_S (3si_F^2 - 2)}{16\mu_E r_F^2 S}$ |
| $\cos u_F$    | $C_1 = \frac{3ci_s c_i E n^2 \mu_L s_i s_i L (3si_F^2 - 2)}{8r_F^2 L} - \frac{3ci_s c_i E n^2 \mu_S s_i s_i L}{4r_F^2 S}$ |
| $\cos 2u_F$   | $C_2 = \frac{3a^2 s_i s_i L^2 (3si_F^2 - 2) - 3a^2 c_i s_i s_i L}{16 r_F^2}$ |
| $\cos(2u_F + \Omega_L)$ | $D_{21} = -\frac{3a^2 (1 + c_i E) c_i L \mu_L s_i s_i s_i L}{16 r_F^2}$ |
| $\cos(u_F + \Omega_L)$ | $D_{11} = -\frac{3a^2 c_i L \mu_L s_i s_i s_i L (c_i E - 2s_i^2)}{8r_F^2 L}$ |

Table C3: Coefficients of $X_2^2$, $Y_2^2$, $X_4$, $Y_4$.

| Resonance | Coef. of $X^2 = -Y^2$ | Coef. of $X^4$ | Coef. of $Y^4$ |
|-----------|------------------------|----------------|----------------|
| $g + h$   | $(9.235 \times 10^{-7} \left(\frac{\mu_E}{r_F}\right)^{3/2}) \frac{R_E^2}{a}$ | $(1.542 \times 10^{-4} + 6.912 \times 10^{-6}) \frac{n}{\mu_E} \frac{R_E^2}{a}$ | $(1.542 \times 10^{-4} + 1.439 \times 10^{-6}) \frac{n}{\mu_E} \frac{R_E^2}{a}$ |
| $2g + h$  | $(-3.857 \times 10^{-6} \left(\frac{\mu_E}{r_F}\right)^{3/2}) \frac{R_E^2}{a}$ | $-2.710 \times 10^{-5} + 7.458 \times 10^{-6} \frac{n}{\mu_E} \frac{R_E^2}{a}$ | $-2.710 \times 10^{-5} - 1.091 \times 10^{-6} \frac{n}{\mu_E} \frac{R_E^2}{a}$ |
| $2g$      | $(4.988 \times 10^{-4} \left(\frac{\mu_E}{r_F}\right)^{3/2}) \frac{R_E^2}{a}$ | $-2.090 \times 10^{-4} - (3.493 \times 10^{-4}) \frac{n}{\mu_E} \frac{R_E^2}{a}$ | $-2.090 \times 10^{-4} + 1.164 \times 10^{-4} \frac{n}{\mu_E} \frac{R_E^2}{a}$ |
| $2g - h$  | $(1.767 \times 10^{-6} \left(\frac{\mu_E}{r_F}\right)^{3/2}) \frac{R_E^2}{a}$ | $-1.992 \times 10^{-5} - (3.867 \times 10^{-6}) \frac{n}{\mu_E} \frac{R_E^2}{a}$ | $-1.992 \times 10^{-5} - (2.121 \times 10^{-6}) \frac{n}{\mu_E} \frac{R_E^2}{a}$ |
| $g - h$   | $(1.630 \times 10^{-7} \left(\frac{\mu_E}{r_F}\right)^{3/2}) \frac{R_E^2}{a}$ | $-6.414 \times 10^{-7} - (3.243 \times 10^{-6}) \frac{n}{\mu_E} \frac{R_E^2}{a}$ | $-6.414 \times 10^{-7} - (2.613 \times 10^{-6}) \frac{n}{\mu_E} \frac{R_E^2}{a}$ |

Table C4: Coefficients of $X_6$, $Y_6$.

| Resonance | Coef. of $X_6$ | Coef. of $Y_6$ |
|-----------|----------------|----------------|
| $g + h$   | $(2.248 \times 10^{-6} \left(\frac{\mu_E}{r_F}\right)^{3/2}) \frac{R_E^2}{a}$ | $(2.248 \times 10^{-6} + 1.902 \times 10^{-11}) \left(\frac{\mu_E}{r_F}\right)^{3/2} \frac{R_E^2}{a}$ |
| $2g + h$  | $-4.271 \times 10^{-7} \left(\frac{\mu_E}{r_F}\right)^{3/2}$ | $-4.271 \times 10^{-7} - (5.746 \times 10^{-12}) \left(\frac{\mu_E}{r_F}\right)^{3/2}$ |
| $2g$      | $-3.475 \times 10^{-6} \left(\frac{\mu_E}{r_F}\right)^{3/2}$ | $-3.475 \times 10^{-6} \left(\frac{\mu_E}{r_F}\right)^{3/2}$ |
| $2g - h$  | $-7.376 \times 10^{-6} \left(\frac{\mu_E}{r_F}\right)^{3/2}$ | $-7.376 \times 10^{-6} - (1.084 \times 10^{-10}) \left(\frac{\mu_E}{r_F}\right)^{3/2}$ |
| $g - h$   | $-1.261 \times 10^{-5} \left(\frac{\mu_E}{r_F}\right)^{3/2}$ | $-1.261 \times 10^{-5} - (2.822 \times 10^{-10}) \left(\frac{\mu_E}{r_F}\right)^{3/2}$ |
### Table C5: Coefficients of $X^2Y^2$, $X^2Y^4$.

| Resonance | Coeff. of $X^2Y^2$ | Coeff. of $X^2Y^4$ |
|-----------|--------------------|-------------------|
| $g + h$   | $2.130 \times 10^{-8} \left( \frac{\nu}{\nu_E} \right) + 3.093 \times 10^{-5} \left( \frac{\nu}{\nu_E} \right)^2 \frac{1}{\pi_E}$ | $6.743 \times 10^{-6} \left( \frac{\nu}{\nu_E} \right)^{3/2} + (5.103 \times 10^{-11}) \left( \frac{\nu}{\nu_E} \right)^{3/2} \frac{1}{\pi_E}$ |
| $2g + h$  | $-5.419 \times 10^{-5} \left( \frac{\nu}{\nu_E} \right)^{1/2} - (3.448 \times 10^{-9}) \frac{1}{\pi_E}$ | $-1.281 \times 10^{-6} \left( \frac{\nu}{\nu_E} \right)^{3/2} - (1.551 \times 10^{-11}) \left( \frac{\nu}{\nu_E} \right)^{3/2} \frac{1}{\pi_E}$ |
| $2g$      | $-4.060 \times 10^{-4} \left( \frac{\nu}{\nu_E} \right)^{1/2} - (2.329 \times 10^{-8}) \frac{1}{\pi_E}$ | $-1.042 \times 10^{-5} \left( \frac{\nu}{\nu_E} \right)^{3/2} - (1.087 \times 10^{-10}) \left( \frac{\nu}{\nu_E} \right)^{3/2} \frac{1}{\pi_E}$ |
| $2g - h$  | $-7.984 \times 10^{-4} \left( \frac{\nu}{\nu_E} \right)^{1/2} - (4.080 \times 10^{-8}) \frac{1}{\pi_E}$ | $-2.213 \times 10^{-5} \left( \frac{\nu}{\nu_E} \right)^{3/2} - (3.923 \times 10^{-10}) \left( \frac{\nu}{\nu_E} \right)^{3/2} \frac{1}{\pi_E}$ |
| $g - h$   | $-1.282 \times 10^{-3} \left( \frac{\nu}{\nu_E} \right)^{1/2} - (5.856 \times 10^{-8}) \frac{1}{\pi_E}$ | $-3.783 \times 10^{-5} \left( \frac{\nu}{\nu_E} \right)^{3/2} - (8.361 \times 10^{-10}) \left( \frac{\nu}{\nu_E} \right)^{3/2} \frac{1}{\pi_E}$ |

### Table C6: Coefficients of $J_F^2X^2$, $J_F^2Y^2$.

| Resonance | Coeff. of $J_F^2X^2$ | Coeff. of $J_F^2X^2$ |
|-----------|----------------------|----------------------|
| $g + h$   | $\left( \frac{\nu}{\nu_E} \right)^{1/2} - (5.155 \times 10^{-10}) \left( \frac{\nu}{\nu_E} \right)^{1/2} \frac{1}{\pi_E}$ | $\left( \frac{\nu}{\nu_E} \right)^{1/2} - (5.718 \times 10^{-10}) \left( \frac{\nu}{\nu_E} \right)^{1/2} \frac{1}{\pi_E}$ |
| $2g + h$  | $\left( \frac{\nu}{\nu_E} \right)^{1/2} - (1.074 \times 10^{-9}) \left( \frac{\nu}{\nu_E} \right)^{1/2} \frac{1}{\pi_E}$ | $\left( \frac{\nu}{\nu_E} \right)^{1/2} - (1.047 \times 10^{-9}) \left( \frac{\nu}{\nu_E} \right)^{1/2} \frac{1}{\pi_E}$ |
| $2g$      | $\left( \frac{\nu}{\nu_E} \right)^{1/2} - (1.087 \times 10^{-9}) \left( \frac{\nu}{\nu_E} \right)^{1/2} \frac{1}{\pi_E}$ | $\left( \frac{\nu}{\nu_E} \right)^{1/2} - (1.895 \times 10^{-5}) \left( \frac{\nu}{\nu_E} \right)^{1/2} \frac{1}{\pi_E}$ |
| $2g - h$  | $\left( \frac{\nu}{\nu_E} \right)^{1/2} - (5.464 \times 10^{-10}) \left( \frac{\nu}{\nu_E} \right)^{1/2} \frac{1}{\pi_E}$ | $\left( \frac{\nu}{\nu_E} \right)^{1/2} - (5.409 \times 10^{-10}) \left( \frac{\nu}{\nu_E} \right)^{1/2} \frac{1}{\pi_E}$ |
| $g - h$   | $\left( \frac{\nu}{\nu_E} \right)^{1/2} - (5.155 \times 10^{-10}) \left( \frac{\nu}{\nu_E} \right)^{1/2} \frac{1}{\pi_E}$ | $\left( \frac{\nu}{\nu_E} \right)^{1/2} - (5.718 \times 10^{-10}) \left( \frac{\nu}{\nu_E} \right)^{1/2} \frac{1}{\pi_E}$ |

### Table C7: Coefficients of $J_F^2X^4$, $J_F^2Y^4$.

| Resonance | Coeff. of $J_F^2X^4$ | Coeff. of $J_F^2X^4$ |
|-----------|----------------------|----------------------|
| $g + h$   | $2.028 \times 10^{-5} \left( \frac{\nu}{\nu_E} \right)^{3/2} + (3.863 \times 10^{-12}) \left( \frac{\nu}{\nu_E} \right)^{3/2} \frac{1}{\pi_E}$ | $2.028 \times 10^{-5} \left( \frac{\nu}{\nu_E} \right)^{3/2} + (3.403 \times 10^{-11}) \left( \frac{\nu}{\nu_E} \right)^{3/2} \frac{1}{\pi_E}$ |
| $2g + h$  | $2.227 \times 10^{-5} \left( \frac{\nu}{\nu_E} \right)^{3/2} + (1.383 \times 10^{-10}) \left( \frac{\nu}{\nu_E} \right)^{3/2} \frac{1}{\pi_E}$ | $2.227 \times 10^{-5} \left( \frac{\nu}{\nu_E} \right)^{3/2} + (2.285 \times 10^{-10}) \left( \frac{\nu}{\nu_E} \right)^{3/2} \frac{1}{\pi_E}$ |
| $2g$      | $2.543 \times 10^{-5} \left( \frac{\nu}{\nu_E} \right)^{3/2} + (7.293 \times 10^{-10}) \left( \frac{\nu}{\nu_E} \right)^{3/2} \frac{1}{\pi_E}$ | $2.543 \times 10^{-5} \left( \frac{\nu}{\nu_E} \right)^{3/2} + (2.543 \times 10^{-5}) \left( \frac{\nu}{\nu_E} \right)^{3/2} \frac{1}{\pi_E}$ |
| $2g - h$  | $2.543 \times 10^{-5} \left( \frac{\nu}{\nu_E} \right)^{3/2} + (7.293 \times 10^{-10}) \left( \frac{\nu}{\nu_E} \right)^{3/2} \frac{1}{\pi_E}$ | $2.543 \times 10^{-5} \left( \frac{\nu}{\nu_E} \right)^{3/2} + (2.543 \times 10^{-5}) \left( \frac{\nu}{\nu_E} \right)^{3/2} \frac{1}{\pi_E}$ |
| $g - h$   | $3.544 \times 10^{-5} \left( \frac{\nu}{\nu_E} \right)^{3/2} + (3.544 \times 10^{-10}) \left( \frac{\nu}{\nu_E} \right)^{3/2} \frac{1}{\pi_E}$ | $3.544 \times 10^{-5} \left( \frac{\nu}{\nu_E} \right)^{3/2} + (8.064 \times 10^{-10}) \left( \frac{\nu}{\nu_E} \right)^{3/2} \frac{1}{\pi_E}$ |
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