LOCAL INVERSES OF SHIFT MAPS ALONG ORBITS OF FLOWS

SERGIY MAKSYMENKO

Abstract. Let $F$ be a smooth flow on a smooth manifold $M$ and $D(F)$ be the group of diffeomorphisms of $M$ preserving orbits of $F$. We study the homotopy type of the identity components $D_{id}(F)^r$ of $D(F)$ with respect to distinct Whitney topologies $W^r$, $(0 \leq r \leq \infty)$. The main result presents a class of flows $F$ for which $D_{id}(F)^r$ coincide for all $r$ and are either contractible or homotopy equivalent to the circle. The group $D_{id}(F)^0$ was studied in the author’s paper [“Smooth shifts along trajectories of flows”, Topol. Appl. 130 (2003) 183-204]. Unfortunately that article contains a gap in estimations of continuity of local inverses of the so-called shift map. The present paper also repairs these estimations and shows that they hold under additional assumptions on the behavior of regular points of $F$.

1. Introduction

Let $M$ be a smooth ($C^\infty$), connected, $m$-dimensional manifold possibly non-compact and with or without boundary. Let also $F$ be a smooth vector field on $M$ tangent to $\partial M$ and generating a global flow $F: M \times \mathbb{R} \to M$. Denote by $\Sigma_F$ (or simply by $\Sigma$) the set of singular points of $F$.

Let $E(F)$ be the subset of $C^\infty(M,M)$ consisting of maps $f$ such that

1. $f(o) \subset o$ for every orbit $o$ of $F$;
2. $f$ is a local diffeomorphism at every singular point $z \in \Sigma_F$.

Let also $D(M)$ be the group of $C^\infty$-diffeomorphisms of $M$ and

$$D(F) \overset{\text{def}}{=} E(F) \cap D(M)$$

be the group of diffeomorphisms preserving orbits of $F$.

For every $r = 0, 1, \ldots, \infty$ denote by $E_{id}(F)^r$ (resp. $D_{id}(F)^r$) the path-component of the identity map $id_M$ in $E(F)$ (resp. $D(F)$) with respect to the weak $W^r$ Whitney topology, see Definition 1.4. In particular
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$\mathcal{E}_{id}(\mathbf{F})^0$ (resp. $\mathcal{D}_{id}(\mathbf{F})^0$) consists of maps $f$ which are homotopic to $id_M$ in $\mathcal{E}(\mathbf{F})$ (resp. $\mathcal{D}(\mathbf{F})$).

Define the following map $\varphi : \mathcal{C}^\infty(M, \mathbb{R}) \to \mathcal{C}^\infty(M, M)$ by $\varphi(\alpha)(x) = F(x, \alpha(x))$ for $\alpha \in \mathcal{C}^\infty(M, \mathbb{R})$ and $x \in M$. We will call $\varphi$ the shift map along orbits of $F$ and denote by $Sh(\mathbf{F})$ its image $\varphi(\mathcal{C}^\infty(V, \mathbb{R}))$ in $\mathcal{C}^\infty(M, M)$. Then the following inclusions hold true:

$$Sh(\mathbf{F}) \subset \mathcal{E}_{id}(\mathbf{F})^\infty \subset \cdots \mathcal{E}_{id}(\mathbf{F})^1 \subset \mathcal{E}_{id}(\mathbf{F})^0.$$ 

The idea of replacing the time in a flow map with a function was extensively used e.g. in [8, 3, 31, 12, 27, 10] for reparametrizations of measure preserving flows and investigations of their mixing properties, see also [19, §1]. Smooth shifts functions were applied in [13, 15, 16, 14, 17] for study of homotopical properties of certain infinite dimensional groups of diffeomorphisms and their actions on spaces of smooth maps. Also in [19, 18] some applications to parameter rigidity of vector fields are given.

Suppose $F$ is linearizable at each $z \in \Sigma_F$, see e.g. [29, 30, 32, 2, 11]. In [13] the author in particular claimed that if in addition $M$ is compact, then $\mathcal{D}_{id}(\mathbf{F})^0$ and $\mathcal{E}_{id}(\mathbf{F})^0$ are either contractible or homotopy equivalent to the circle $S^1$ when endowed with $W^\infty$ topologies. Unfortunately, it turned out that in such a generality this statement fails and it is necessary to put additional restrictions on the behavior of regular orbits of $F$. In fact it was shown that $Sh(\mathbf{F}) = \mathcal{E}_{id}(\mathbf{F})^0$ and the mistakes appeared in estimations of continuity of local inverses of $\varphi$, see [13, Defn. 15, Th. 17, Lm. 32] and also Remarks 7.4 and 8.1 for detailed discussion.

Furthermore, the above description of $\mathcal{D}_{id}(\mathbf{F})^0$ was essentially used in another author’s paper [15] concerning calculations of the homotopy types of stabilizers and orbits of Morse functions on surfaces.

The aim of the present paper is to repair incorrect formulations and proofs of [13] and using [14, 19, 17] extend the classes of vector fields for which the homotopy types of $\mathcal{E}_{id}(\mathbf{F})^r$ and $\mathcal{D}_{id}(\mathbf{F})^r$ can be described (Theorem 3.5). In particular it will be shown that the results of [13] used in [15] remain true (Theorem 3.7).

1.1. Structure of the paper. For the convenience of the reader and due to the length of the paper we will now briefly describe its contents.

In §2 we recall the notion of shift map and review (correct) results obtained in [13]. Also notice that if a flow $\mathbf{F}$ of a vector field $F$ is not global, then we can find a smooth function $\mu : M \to (0, +\infty)$ such that the flow $\mathbf{F}'$ generated by vector field $F' = \mu F$ is global, e.g. [6, Cor. 2]. Moreover, $F$ and $F'$ have the same orbit structure,
whence $E(F) = E(F')$ and $D(F) = D(F')$. Thus it could always be assumed that $F$ is global. Nevertheless, in §§10 and 11 we will consider restriction $F|_W$ of $F$ to open subsets $W \subset M$ and compare shift maps of $F$ and $F|_W$. The latter vector field usually generates non-global flow, therefore in this paper it is chosen to work with local flows from the beginning. In particular, the domain of shift map $\varphi$ of $F$ changes to certain open and convex subset $\func(F) \subset C^\infty(M, \mathbb{R})$.

In §3 we introduce a certain class of vector fields $F(M)$ on $M$ and formulate the principal result of the paper: for every $F \in F(M)$ its shift map $\varphi$ is a local homeomorphism of $\func(F)$ onto its image $Sh(F)$ with respect to $S^\infty$ topologies (Theorem 3.5). It follows that $Sh(F)$ is either contractible or homotopy equivalent to the circle, and so is the subspace of $Sh(F)$ consisting of diffeomorphisms. On the other hand, in [18] it is considered a class of vector fields $F'(M)$ which contains $F(M)$ and such that for every $F \in F'(M)$ the image of its shift map $Sh(F)$ coincides with either $E_{id}(F)^1$ or $E_{id}(F)^0$ for each $F \in F(M)$. Thus we obtain that $E_{id}(F)^r (D_{id}(F)^s)$ coincide with each other at least for all $r \geq 1$ and these spaces are either contractible or have homotopy type of $S^1$. As an application we prove Theorem 3.7 which extends [15, Th. 1.3]. The rest of the paper is devoted to the proof of Theorem 3.5.

The assumptions of Theorem 3.5 imply that $\varphi$ is locally injective, therefore in order to prove this theorem it suffices to show that $\varphi$ is open with respect to $S^\infty$ topologies. In §4 we present a characterization of $S^{r,s}$-openness of $\varphi$ for some $r, s \geq 0$, (Theorem 4.2). First we describe local inverses of $\varphi$ as certain crossed homomorphisms and then show that like for homomorphisms of groups $S^{r,s}$-openness of the whole map $\varphi$ is equivalent to $S^{s,r}$-continuity of its local inverse defined only on arbitrary small $S^s$-neighbourhood of the identity map $id_M$.

Further in §5 we recall notorious examples of irrational flows on the torus and some modifications of them. It is shown that shift maps of these flows are not local homeomorphisms onto their images. This provides counterexamples to [13, Th. 1] and illustrates certain properties prohibited by Theorem 3.5.

In §6 we repair [13, Lm. 28] by giving sufficient conditions for $S^{r,s}$-openness of $\varphi$ to be inherited by regular extensions of vector fields.

§7 summarizes the formulas for local inverses of shift maps of linear flows obtained in [13] and “reduced” Hamiltonian flows of homogeneous polynomials in two variables obtained in [19, 14]. Estimations of continuity of these formulas for linear flows were based on incorrect “division lemma” [13, Lm. 32], see §7.4. We will show how to avoid referring to this lemma.
§8 provides a correct version of [13, Th. 17], see Theorem 8.2. It reduces verification of openness of \( \varphi \) to openness of a family \( \{ \varphi_{V_i} \} \) of “local shift maps” corresponding to any locally finite cover \( \{ V_i \} \) of \( M \) e.g. by arbitrary small smooth closed disks. The essentially new additional object here is a finite subset \( \Lambda' \subset \Lambda \) which appears due to the construction (8.3) of \( S^\infty \)-open set \( \mathcal{N} \) and by existence of singularities for which “local shift map” is \( S^\infty \)-open but not \( S^{d(r)} \)-open for some function \( d : \mathbb{N} \to \mathbb{N} \). Without finiteness of \( \Lambda' \) the shift map \( \varphi \) is open if its image is endowed with the so-called very-strong topology, [9]. This effect appears of course only on non-compact manifolds.

§9 splits the “global analytical problem” of verification of openness of local shift map \( \varphi_{V_i} \) into the following two problems

(i) openness of local shift map \( \varphi_{W,V} \) corresponding to the restriction \( F|_W \) to arbitrary open neighbourhood \( W \) of \( V \), and

(ii) openness of the image \( Sh(F_{W,V}) \) in \( Sh(F,V) \).

Due to Theorem 8.2 the set \( V \) can also be taken arbitrary small. Hence to solve (i) it suffices to consider vector fields in \( \mathbb{R}^n \). Thus (i) is a “local analytical” problem. Its solutions for certain vector fields are given in §7.

§10 and §11 present sufficient conditions for resolving (ii) at regular and singular points respectively (Theorem 10.1 and Lemma 11.2). In both cases the assumptions on \( F \) are formulated in the terms of dynamical systems theory, and so the problem (ii) can be regarded as a “global topological” one. In the regular case these conditions are also necessary. Moreover, in the singular case they are relevant with the notion of an isolated block introduced by C. Conley and R. Easton in [4], see Lemma 11.5.

Finally in §12 we prove Theorem 3.5.

1.2. Preliminaries. Put \( \mathbb{N}_0 = \mathbb{N} \cup \{0\} \) and \( \overline{\mathbb{N}}_0 = \mathbb{N} \cup \{0, \infty\} \).

Let \( M \) be a smooth manifold of dimension \( m \). Glue to \( M \) a collar \( \partial M \times [0,1) \) by the identity map \( \partial M \times 0 \to \partial M \) and denote the obtained manifold by \( M' \). If \( \partial M = \emptyset \), then \( M' = M \). Evidently, \( M' \) has smooth structure in which it is diffeomorphic with the interior \( \text{Int} M \). Moreover \( M \) is a closed subset of \( M' \) and \( \partial M' = \emptyset \). We will call \( M' \) a collaring of \( M \), see Figure 1.

**Definition 1.3.** A closed subset \( V \subset M \) will be called a \textbf{D-submanifold} if there exists an \( m \)-dimensional submanifold \( V' \subset M' \) possibly with boundary and such that \( V = M \cap V' \) and the intersection \( \partial M \cap \partial V' \) is transversal, see Figure 7.
Denote by $\text{Int} V$ the interior of $V$ in $M$. Then $\text{Int} V = V \setminus \partial V'$. We will also say that $V$ is a $D$-neighbourhood of every point $z \in \text{Int} V$.

Let $V \subset M$ be a $D$-submanifold. If $V \cap \partial M = \emptyset$, then $V$ is a manifold with boundary, otherwise, $V$ is a manifold with corners with $\partial M \cap \partial V'$ as the set of corners. Evidently, $M$ is a $D$-submanifold of itself, and each $z \in \text{Int} M$ has arbitrary small $D$-neighbourhoods each diffeomorphic to a closed $m$-disk.

Let $N$ be another smooth manifold, $N'$ be its collaring, and $f : V \to N$ be a map. We say that $f$ is of class $C^r$, $r \in \mathbb{N}_0$ (embedding, immersion, etc.) if it extends to a $C^r$ map (embedding, immersion, etc.) $U \to N'$ from some open neighbourhood $U$ of $V$ in $M'$ into the collaring $N'$ of $N$.

Then it is known well-known that $f$ is $C^r$ if, and only if, the restriction $f|_{\text{Int} V \setminus \partial M}$ is $C^r$ and all its derivatives have continuous limits when $x$ tends to some point $y \in \partial V'$, see e.g. [33, 28, 24, 5] for manifolds with boundary and e.g [22, Pr. 2.1.10] for manifolds with corners.
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\caption{D-submanifolds $V$ and $W$}
\end{figure}

Denote by $C^r(V, N)$, $r \in \mathbb{N}_0$, the space of all $C^r$ maps $V \to N$. Then similarly to [7] this space can be endowed with weak $W^r$ and strong $S^r$ topologies. If $V$ is compact then $W^r$ and $S^r$ coincide for all $r \in \mathbb{N}_0$. For a subset $X \subset C^r(V, N)$ denote by $(X)^r_W$ (resp. $(X)^r_S$) the set $X$ with the induced $W^r$ (resp. $S^r$) topology, $r \in \mathbb{N}_0$.

**Definition 1.4.** A homotopy $H : V \times I \to N$ will be called an $r$-homotopy, $(r \in \mathbb{N}_0)$, if for every $t \in I$ the map $H_t = H(\cdot, t) : V \to N$ is $C^r$ and all its partial derivatives in $x \in V$ up to order $r$ are continuous in $(x, t)$. In other words, $H$ is an $r$-homotopy if, and only if, it yields a continuous path $I \to C^r(V, N)$ from the standard topology of $I$ to the $W^r$ topology of $C^r(V, N)$.

Hence for every $f \in X$ its path connected component in $(X)^r_W$ consists of all $g \in X$ which are $r$-homotopic to $f$ in $X$.

Now let $V_1, V_2$ be $D$-submanifolds of some smooth manifolds, $N_1, N_2$ be two smooth manifolds, $X \subset C^\infty(V_1, N_1)$ and $Y \subset C^\infty(V_2, N_2)$ be two subsets, and $F : X \to Y$ be a map.
Definition 1.5. We say that $F$ is $W^{r,s}$-continuous (open, etc.) for some $r, s \in \mathbb{N}_0$ if it is continuous (open, etc.) as a map $F : (\mathcal{X})_W^r \to (\mathcal{Y})_W^s$.

Similarly we can define $S^{r,s}$-continuous (open, etc.) maps with respect to strong topologies.

Notice that the statement that $F$ is $W^{\infty,\infty}$-continuous at some $x \in \mathcal{X}$ means that for every $s \geq 0$ and a $W^s$-open neighbourhood $V_{F(x)} \subset \mathcal{Y}$ of $F(x)$ there exist $r \geq 0$ and a $W^r$-neighbourhood $U_x \subset \mathcal{X}$ of $x$ both depending on $s$ and $V_{F(x)}$ such that $F(U_x) \subset V_{F(x)}$. But in general such a map can be not $W^{r,s}$-continuous for any $r, s$, see e.g. [23, p. 93. Eq. (2)], and [25].

2. Shift map

Let $F$ be a vector field on $M$ tangent to $\partial M$. Then for every $x \in M$ its orbit with respect to $F$ is a unique mapping $o_x : \mathbb{R} \supset (a_x, b_x) \to M$ such that $o_x(0) = x$ and $\frac{d}{dt} o_x = F(o_x)$, where $(a_x, b_x) \subset \mathbb{R}$ is the maximal interval on which a map with the previous two properties can be defined. By standard theorems in ODE the following subset of $M \times \mathbb{R}$

$$\text{dom}(F) = \bigcup_{x \in M} x \times (a_x, b_x),$$

is an open, connected neighbourhood of $M \times 0$ in $M \times \mathbb{R}$. Then the local flow of $F$ is the following map

$$F : M \times \mathbb{R} \supset \text{dom}(F) \longrightarrow M, \quad F(x, t) = o_x(t).$$

If $M$ is compact, then $\text{dom}(F) = M \times \mathbb{R}$, e.g. [26].

Notice that is $x \in M$ is either fixed or periodic for $F$, then $x \times \mathbb{R} \subset \text{dom}(F)$.

Example 2.1. Let $F(x) = x^2 \frac{d}{dt}$ be a vector field on $\mathbb{R}^1$. Then it is easy to see that it generates the following local flow $F(x, t) = \frac{x}{1-xt}$. Hence $F$ is defined on the subset $\text{dom}(F) \subset \mathbb{R}^2$ bounded by the hyperbola $xt = 1$, see Figure 2.

Let $V \subset M$ be either an open subset or a $D$-submanifold and $i_V : V \subset M$ be the identity inclusion. Denote by $\mathcal{E}(F, V)$ the subset of $C^\infty(V, M)$ consisting of maps $f : V \to M$ such that (i) $f(o \cap V) \subset o$ for every orbit $o$ of $F$, and (ii) $f$ is an embedding at every singular point $z \in \Sigma_F$. Let also $\mathcal{D}(F, V) \subset \mathcal{E}(F, V)$ be the subset consisting of immersions $V \to M$. 

Let $E_{id}(F, V)^r$ and $D_{id}(F, V)^r$ be the path-components of $i_V$ in the spaces $E(F, V)$ and $D(F, V)$ respectively endowed with the corresponding topologies $W^r$.

Denote by $\text{func}(F, V)$ the subset of $C^\infty(V, \mathbb{R})$ consisting of functions $\alpha$ whose graph $\Gamma_\alpha = \{(x, \alpha(x)) : x \in V\}$ is contained in $\text{dom}(F)$. Then we can define the following map

$$\varphi_V : C^\infty(V, \mathbb{R}) \supset \text{func}(F, V) \longrightarrow C^\infty(V, M)$$

by $\varphi_V(\alpha)(x) = F(x, \alpha(x))$. We will call $\varphi_V$ the (local) shift map of $F$ on $V$ and denote its image in $C^\infty(M, M)$ by $Sh(F, V)$. Put

$$\Gamma_V^+ = \{ \alpha \in \text{func}(F, V) : d\alpha(F)(x) > -1 \quad \forall x \in V\},$$

where $d\alpha(F)$ is a Lie derivative of $\alpha$ along $F$. Since $\text{func}(F, V)$ is an $S^0$-open and convex subset of $C^\infty(V, \mathbb{R})$ and the map $L_F : C^\infty(V, \mathbb{R}) \rightarrow C^\infty(V, \mathbb{R})$, $L_F(\alpha) = d\alpha(F)$

is evidently linear and $S^{1, 0}$ continuous, we see that $\Gamma_V^+$ is convex and $S^1$-open in $C^\infty(V, \mathbb{R})$. It also follows from [13, Lm. 20 & Cor. 21] that

$$\Gamma_V^+ = \varphi_V^{-1}(D_{id}(F, V)^1), \quad Sh(F, V) \subset E(F, V).$$

Lemma 2.2. [17] The following inclusions hold true:

$$\varphi_V(\Gamma_V^+) \subset D_{id}(F, V)^\infty \subset \cdots \subset D_{id}(F, V)^r \subset \cdots \subset D_{id}(F, V)^0,$$

$$Sh(F, V) \subset E_{id}(F, V)^\infty \subset \cdots \subset E_{id}(F, V)^r \subset \cdots \subset E_{id}(F, V)^0.$$ 

If $Sh(F, V) \subset E_{id}(F, V)^r$, then $\varphi_V(\Gamma_V^+) = D_{id}(F, V)^r$. \hfill $\Box$

The set $\ker(\varphi_V) \overset{\text{def}}{=} \varphi_V^{-1}(i_V)$ will be called the kernel of $\varphi_V$.

Lemma 2.3. The following properties of shift map hold true:

1. $\varphi_V$ is $W^{r, r}$- and $S^{r, r}$-continuous for all $r \geq 0$, [13, Lm. 2].
2. $d\mu(F) = 0$ for every $\mu \in \ker(\varphi_V)$, [13, Lm. 7].
3. Let $\alpha, \beta \in \text{func}(F, V)$. Then, [13, Lm. 7], the following conditions are equivalent:
(a) \( \varphi_V(\alpha) = \varphi_V(\beta) \)
(b) \( \alpha - \beta \in \func(F, V) \) and \( \varphi_V(\alpha - \beta) = i_V, \) i.e. \( \alpha - \beta \in \ker(\varphi_V). \)

(4) \( \varphi_V \) is locally injective with respect to each of \( \mathcal{W}^r \) or \( \mathcal{S}^r \) topologies of \( \func(F, V) \) if and only if \( \Sigma_F \cap V \) is nowhere dense in \( V, \) [13, Pr. 14].

(5) Suppose that \( V \) is connected and that \( V \cap \Sigma_F \) is nowhere dense in \( V. \) Then, [13, Th. 12(2)],

(a) either \( \ker(\varphi_V) = \{0\} \) and thus \( \varphi_V \) is injective. This case holds if \( V \) contains either a non-periodic point of \( F \) or a fixed point \( z \in V \cap \Sigma_F \) such that the tangent linear flow \( T_z F_t \) on the tangent space \( T_z M \) is the identity;

(b) or \( \ker(\varphi_V) = \{n\nu\}_{n \in \mathbb{Z}} \) for some smooth \( \nu : V \to (0, \infty). \) In this case \( V \times \mathbb{R} \subset \dom(F), \) so \( \func(F, V) = C^\infty(V, \mathbb{R}). \)

3. Main result

Let \( M \) be a smooth manifold of dimension \( m. \) We will introduce a class \( \mathcal{F}(M) \) of smooth vector fields \( F \) on \( M \) satisfying certain topological conditions on regular points and certain analytical conditions on singular points. The main result describes the homotopy types of the identity path components of \( \mathcal{E}(F) \) and \( \mathcal{D}(F). \) First we give some definitions.

**Recurrent points.** Let \( F \) be a vector field on \( M \) and \( z \in M \) be a regular point of \( F, \) i.e. \( F(z) \neq 0. \) Then \( z \) is called recurrent if there exists a sequence \( \{t_i\}_{i \in \mathbb{N}} \) of real numbers such that \( \lim_{i \to \infty} |t_i| = \infty \) and \( \lim_{i \to \infty} F(z, t_i) = z. \) In particular, every periodic point is recurrent.

**First recurrence map.** Let \( z \) be a periodic point of \( F, \) \( o_z \) be its orbit, and \( B \subset M \) be and open \( (m - 1)-\)disk passing through \( z \) and transversal to \( o_z. \) Then we can define a germ at \( z \) of the so-called first return (or Poincaré) map \( R : (B, z) \to (B, z) \) associating to every \( x \in B \) the first point \( R(x) \) at which the orbit \( o_x \) of \( x \) first returns to \( B. \) It is well-known that \( R \) is a diffeomorphism at \( z, \) e.g. [26].

**Reduced Hamiltonian vector fields.** Let \( g : \mathbb{R}^2 \to \mathbb{R} \) be a homogeneous polynomial of degree \( p \geq 2, \) so we can write

\[
(3.1) \quad g = L_1^{l_1} \cdots L_a^{l_a} \cdot Q_1^{q_1} \cdots Q_b^{q_b},
\]

where \( L_i \) is a non-zero linear function, \( Q_j \) is an irreducible over \( \mathbb{R} \) (definite) quadratic form, \( l_i, q_j \geq 1, \) \( L_i/L_{i'} \neq \text{const for } i \neq i', \) and \( Q_j/Q_{j'} \neq \text{const for } j \neq j'. \) Denote

\[
D = L_1^{l_1-1} \cdots L_a^{l_a-1} \cdot Q_1^{q_1-1} \cdots Q_b^{q_b-1}.
\]
Then $g = L_1 \cdots L_a \cdot Q_1 \cdots Q_b \cdot D$ and $D$ is the greatest common divisor of the partial derivatives $g'_x$ and $g'_y$. The following vector field on $\mathbb{R}^2$:

$$F(x, y) = -(g'_y/D) \frac{\partial}{\partial x} + (g'_x/D) \frac{\partial}{\partial y}$$

will be called the reduced Hamiltonian vector field of $g$. In particular, if $g$ has no multiple factors, i.e. $l_i = q_j = 1$ for all $i, j$, then $D \equiv 1$ and $F$ is the usual Hamiltonian vector field of $g$.

Notice that $dg(F) \equiv 0$ and the coordinate functions of $F$ are homogeneous polynomials of degree $\deg F = a + 2b - 1$ being relatively prime in the ring of polynomials $\mathbb{R}[x, y]$.

“Elementary” singularities. Let $F$ be a vector field on $\mathbb{R}^k$. It can be regarded as a map $F : \mathbb{R}^k \to \mathbb{R}^k$. Define the following types (Z), (L), and (H) of such vector fields.

- **Type (Z):** $F(x) \equiv 0$.

- **Type (L):** $F(x) = \alpha(x) \cdot Ax$, where $A$ is a non-zero $(k \times k)$-matrix, and $\alpha : \mathbb{R}^n \to (0, +\infty)$ is a $C^\infty$ strictly positive function. Let $\lambda_1, \ldots, \lambda_k$ be all the eigenvalues of $A$ taken with their multiplicities. We can also assume that $A$ has a real Jordan normal form. Then we will distinguish the following particular cases.

  - **(L1)** $\Re(\lambda_j) \neq 0$ for some $j = 1, \ldots, k$;

  - **(L2)** The real Jordan normal form has the block

    $$\left\| \begin{array}{cccc}
    0 & 1 & \cdots & 1 \\
    0 & 0 & \cdots & 0 \\
    \vdots & \ddots & \ddots & \vdots \\
    0 & 0 & \cdots & 0
    \end{array} \right\| n, \quad n \geq 2;$$

  - **(L3)** The real Jordan normal form has the block

    $$\left\| \begin{array}{ccc}
    0 & b & 1 & 1 \\
    b & 0 & 1 & 0 \\
    \vdots & \ddots & \ddots & \vdots \\
    0 & b & 0 & b
    \end{array} \right\| 2n, \quad (n \geq 2, b \neq 0).$$

In all other cases $A$ is similar to the matrix:

$$\left\| \begin{array}{ccc}
0 & b_1 & \cdots \\
-b_1 & 0 & \cdots \\
\vdots & \ddots & \ddots \\
0 & \cdots & -b_n \\
-b_n & 0 & \cdots \\
\vdots & \ddots & \ddots \\
0 & \cdots & 0
\end{array} \right\|, \quad n \geq 1, \quad b_j \neq 0 \forall j = 1, \ldots, n.$$

Then we will also distinguish the following two cases:

- **(L4)** there exists $\tau > 0$ such that $b_j \tau \in \mathbb{Z}$ for all $j$;

- **(L5)** such $\tau$ as in (L4) does not exist.
**Type** (H): \( F(x, y) = \alpha(x, y) \cdot (-g'_y/D, g'_x/D) \) for some strictly positive \( C^\infty \) function \( \alpha : \mathbb{R}^2 \to (0, +\infty) \), and a homogeneous polynomial \( 3.1 \) such that \( a + 2b - 1 \geq 2 \), so \( F \) is not of type (L). Again we separate the following cases:

(HE) \( a = 0 \) and \( b \geq 2 \), i.e. \( g \) is a product of at least two distinct definite quadratic forms and has no linear multiples. In this case \( 0 \in \mathbb{R}^2 \) is a degenerate global **extreme** of \( g \);

(HS) \( a \geq 1 \) and \( a + 2b \geq 3 \), so \( g \) has linear multiples. In this case \( 0 \in \mathbb{R}^2 \) is a degenerate **saddle** critical point for \( g \).

**Remark** 3.1. The types (L), (H), (HE), and (HS) coincide with the ones considered in [18].

Also notice that in the case (L4) almost orbits of \( F \) are periodic, while in the case (L5) almost orbits are non-periodic and recurrent.

**Regular extensions and products of vector fields.** Let \( M, N \) be manifolds, \( G : M \to TM \) be a vector field on \( M \), and \( F \) be a vector field on \( M \times N \). Then \( F \) can be regarded as a map \( F : M \times N \to TM \times TN \).

We say that \( F \) is a **regular extension of** \( G \) if

\[
F(x, y) = (G(x), H(x, y)), \quad (x, y) \in M \times N,
\]

for some smooth map \( H : M \times N \to TN \), so \( G \) is the “first” coordinate of \( F \) and does not depend on \( y \), see e.g. [1, 32]. If \( H \) does not depend on \( x \), i.e. is a vector field on \( N \), then

\[
F(x, y) = (G(x), H(y))
\]

will be called the **product** of \( G \) and \( H \). Moreover, if \( H \equiv 0 \), i.e.

\[
F(x, y) = (G(y), 0),
\]

then \( F \) is said to be a **trivial extension** of \( G \).

In the case \( N = \mathbb{R}^n \) we will also say that \( F \) is a (regular or trivial) \( n \)-extension. Evidently, a regular (trivial) \( m \)-extension of a regular (trivial) \( n \)-extension is a regular (trivial) \( (m+n) \)-extension, see e.g. [32, 13]. The following simple statement is left for the reader:

**Lemma** 3.2. (a) a trivial extension is the same as a product with zero vector field;

(b) a product of vector fields is a regular extension of each of them;

(c) every non-zero linear vector field is a regular extension of a linear vector field defined by one of the following matrices: \( \|a\|, \| \frac{a}{-b} \|, (b \neq 0) \), or \( \| \frac{1}{b} \| \).

**Definition** 3.3. Let \( z \in F \) and \( (T) \) denotes one of the types (Z), (L), (L1), etc., defined above. We will say the germ of \( F \) at \( z \) **is of type**
if the germ of $F$ at $z$ is equivalent to a regular extension of some vector field of type $(T)$. By $\Sigma^{(T)}$ and $\Sigma^{(T)'}$ we will denote the set of singular points of $F$ or types $(T)$ and $(T)'$ respectively.

Evidently, a singular point can belong to distinct types.

**Definition 3.4.** We will say that a $C^\infty$ vector field $F$ on a $C^\infty$ manifold $M$ belongs to class $\mathcal{F}(M)$ if it satisfies the following conditions:

(a) $F$ is tangent to $\partial M$ and $\Sigma_F$ is nowhere dense in $M$;
(b) every non-periodic regular point of $F$ is non-recurrent;
(c) for every periodic point $z$ of $F$ the germ at $z$ of its first recurrence map $R : (D, z) \to (D, z)$ is either periodic or the tangent map $T_z R : T_z D \to T_z D$ has eigen value $\lambda$ such that $|\lambda| \neq 1$;
(d) for every $z \in \Sigma_F$ the germ of $F$ at $z$ is either
   
   $(\ast)$ a product of finitely many vector fields each of which is of type $(L)$ or $(H)$, or
   
   $(\ast\ast)$ belongs to one of the types $(L_1)'$, $(L_2)'$, $(L_3)'$, or $(H)'$, but $z$ is an isolated singular point of $F$.

Thus if the germ of $F$ at $z$ is a regular extension of an $(L_4)$-vector field, then $F$ must in fact be a product of such a vector field with vector fields of types $(L)$ or $(H)$ only. Also notice that singularities of type $(L_5)$ are not allowed at all since they have recurrent orbits. Moreover, we will present examples of vector fields with singularities of type $(L_5)$ for which the statement of our main result fails, see the end of §5.

The following theorem summarizes the results obtained in [18] and in this paper.

**Theorem 3.5.** c.f. [13, Th. 1] and [18]. Let $F \in \mathcal{F}(M)$, $\varphi$ be the shift map of $F$, and $\Gamma^+ = \{ \alpha \in \func(F) : d\alpha(F)(x) > -1 \ \forall x \in M \}$. Then

$$Sh(F) = \mathcal{E}_{id}(F)^1, \quad \varphi(\Gamma^+) = D_{id}(F)^1.$$ 

If $\Sigma = \Sigma^{(L)} \cup \Sigma^{(HS)}'$, then $Sh(F) = \mathcal{E}_{id}(F)^0$ and $\varphi(\Gamma^+) = D_{id}(F)^0$.

Suppose that $\Sigma \setminus (\Sigma^{(L)} \cup \Sigma^{(H)})'$ is compact (this is always true for compact $M$). Then both maps

$$\varphi : \func(F) \to \mathcal{E}_{id}(F)^1, \quad \varphi|_\Gamma : \Gamma \to D_{id}(F)^1$$

are either homeomorphisms or $\mathbb{Z}$-covering maps with respect to $S^\infty$ topologies. If $M$ is compact, then the inclusion $D_{id}(F)^1 \subset \mathcal{E}_{id}(F)^1$ is a homotopy equivalence and both spaces are either contractible or homotopy equivalent to the circle. If $F$ has at least one non-closed orbit, or a singular point at which the linear part (i.e. 1-jet) of $F$ vanishes, then $D_{id}(F)^1$ and $\mathcal{E}_{id}(F)^1$ are contractible.
The first statement about the image of shift maps is established in [18] under more general assumptions on $F$. Therefore we will be proving the second part of Theorem 3.5, see §12. Notice that in comparison with [13, Th. 1] two additional assumptions are added: “non-ergodicity” condition (like absence of recurrent orbits) and compactness of certain subset of singular points. On the other hand the classes of admissible singularities for $F$ are extended due to results of [14, 19, 20].

3.6. Functions on surfaces. As an application of Theorem 3.5 we will now show that [15, Th. 1.3] which used incorrect results of [13] remains true. Moreover, we extend the latter theorem to a large class of functions on surfaces with degenerate homogeneous singularities satisfying certain “secondary” non-degeneracy conditions.

Let $M$ be a compact surface, $P$ be either the real line $\mathbb{R}$ or the circle $S^1$. For a smooth map $f : M \to P$ denote by $\Sigma_f$ the set of its critical points. Let also $S(f) = \{h \in \mathcal{D}(M) : f \circ h = f\}$ be the stabilizer of $f$ with respect to the action of $\mathcal{D}(M)$ on $C^\infty(M, P)$ and be the identity component of $S(f)$ with respect to the $\mathcal{W}^\infty$ topology.

**Theorem 3.7.** c.f. [15, Th. 1.3]. Let $f \in C^\infty(M, P)$. Suppose that

(i) $f$ takes constant values on connected components of $\partial M$ and has no critical points on $\partial M$;

(ii) for every $z \in \Sigma_f$ the map $f$ is $C^\infty$ equivalent near $z$ to a homogeneous polynomial $g_z$ without multiple factors such that $\deg g_z \geq 2$.

If $M$ is orientable and $\Sigma_f$ consists of non-degenerate local extremes only, i.e. $f$ is a Morse map without critical points of index 1, then $S_{id}(f)$ is homotopy equivalent to the circle. In all other cases $S_{id}(f)$ is contractible as well.

**Sketch of proof.** It suffices to assume that $M$ is orientable. A non-orientable case will follow from orientable one by arguments of [15, §4.7].

Similarly to [15, Lm. 5.1] using (i) and (ii) it is possible to construct a vector field $F$ on $M$ with the following properties:

(A) $df(F) = 0$, in particular $F$ is tangent to $\partial M$;

(B) $F(z) = 0$ iff $z \in M$ is a critical point of $F$, i.e. $\Sigma_F = \Sigma_f$;

(C) for every critical point $z \in \Sigma_f$ there exists a local presentation $f : \mathbb{R}^2 \to \mathbb{R}$ of $f$ in which $z = 0$, $f$ is a homogeneous polynomial of degree $\geq 2$ and without multiple factors, and $F(x, y) = (-f'_y, f'_x)$ is a Hamiltonian vector field of $f$.

Then it follows from (A), (B), and arguments of [15, Lm. 3.5] that $S_{id}(f) = \mathcal{D}_{id}(F)^\infty$. 
Notice that $F$ belongs to class $\mathcal{F}(M)$. Indeed, conditions (a) and (b) are evident. Moreover, for each periodic point of $F$ its first recurrent map is the identity, which implies (c).

Finally by (C) each non-degenerate saddle of $f$ is of type (L1), each non-degenerate local extreme of $f$ is of type (L4), while all degenerate critical points of $f$ are of types (H). This implies (d).

Hence $\mathcal{S}_{id}(f) = \mathcal{D}_{id}(F)^\infty$ is either contractible or homotopy equivalent to $S^1$. If $M$ is orientable and $\Sigma_f$ consists of non-degenerate local extremes only, then $f$ is Morse and belongs to one of the types (A)-(D) of \cite[Th. 1.9]{15}. In this case the corresponding shift map is not injective, whence $\mathcal{S}_{id}(f)$ is homotopy equivalent to $S^1$.

In all other cases $\varphi$ is injective and so $\mathcal{S}_{id}(f)$ is contractible. Indeed, if $f$ has a saddle critical point then $F$ has a on-closed orbit, while if $f$ has a degenerate local extreme $z$ then $j^1F(z) = 0$. □

4. Openness of $\varphi$

Let $V \subset M$ be a $D$-submanifold. Our aim is to find sufficient conditions for the shift map $\varphi_V : \text{func}(F, V) \to Sh(F, V)$ to be a local homeomorphism with respect to $S^\infty$ topologies. Since $\varphi_V$ is $S^{r,r}$-continuous for all $r \in \mathbb{N}_0$, this is equivalent to $S^{\infty,\infty}$-openness of $\varphi_V$. Moreover, as $\varphi_V$ is locally injective, we can also require that its local inverses are $S^{\infty,\infty}$-continuous and defined on $S^\infty$-open subsets of $Sh(F, V)$.

In this section we show that $S^{r,s}$-openness of $\varphi_V$ for some $r, s \in \mathbb{N}_0$ is equivalent to $S^{r,r}$-continuity of its local inverse defined only on some neighbourhood of the identity inclusion $i_V : V \subset M$ in $Sh(F, V)$.

**Definition 4.1.** Let $A$ be a group and $S$ be a semigroup with unit $e$. Then the **right action** of $S$ on $A$ is a map $*: A \times S \to A$ such that $\alpha * e = \alpha$ and $\alpha * (f \cdot g) = (\alpha * f) \cdot g$ for all $\alpha \in A$ and $f, g \in S$. A map $\sigma : S \to A$ is called a **crossed homomorphism** if

$$
\sigma(f \cdot g) = (\sigma(f) \cdot g) \sigma(g).
$$

Suppose for the moment that $F$ generates a global flow $F$. Put $S = Sh(F)$ and $A = \text{func}(F) = C^\infty(M, \mathbb{R})$. Then $A$ is an abelian group and by \cite[Eq (8)]{13} $S$ is a subsemigroup of $C^\infty(M, M)$ acting from the right on $A$ as follows:

$$
\alpha \circ s : M \xrightarrow{s} M \xrightarrow{\alpha} \mathbb{R}, \quad \alpha \in A, \ s \in S.
$$

Suppose also that the shift map $\varphi$ of $F$ is injective, i.e., $\varphi : C^\infty(M, \mathbb{R}) \to Sh(F)$ is a bijection. Then it follows from \cite[Eq (8)]{13} that the inverse map

$$
\sigma = \varphi^{-1} : Sh(F) \to C^\infty(M, \mathbb{R})
$$

...
is a crossed homomorphism, i.e.
\[ \sigma(f \circ g) = \sigma(f) \circ g + \sigma(g), \quad \forall f, g \in S. \]

If \( \varphi \) is not injective, then the local inverse of \( \varphi \) near \( \text{id}_M \) is a "local crossed homomorphism". Moreover, if \( F \) is not a global flow, then \( \text{func}(F) \) is an open subset of \( C^\infty(M, \mathbb{R}) \) containing the zero function, i.e. a "local group".

Notice that if \( Sh(F) \) were a group and \( \varphi^{-1} \) were a homomorphism, then continuity of \( \varphi^{-1} \) would be equivalent to its continuity at the unit element \( \text{id}_M \) only, which of course is a simpler problem. In our case \( Sh(F) \) is just a semigroup, \( \varphi^{-1} \) is a local crossed homomorphism, and \( \text{func}(F, V) \) is in general a local group. Nevertheless we will now show that continuity of local inverses of \( \varphi \) is equivalent to continuity of the local inverse of \( \varphi \) at \( i_V : V \subset M \).

**Theorem 4.2.** Let \( V \subset M \) be a \( D \)-submanifold and \( r, s \in \mathbb{N}_0 \). Then the following conditions are equivalent:

1. The shift map \( \varphi_V : \text{func}(F, V) \rightarrow Sh(F, V) \) is \( S^{r,s} \)-open;
2. For every \( \alpha \in \text{func}(F, V) \) there exists an \( S^s \)-neighbourhood \( N_f \) of \( f = \varphi_V(\alpha) \) in \( Sh(F, V) \) and an \( S^{s,r} \)-continuous section of \( \varphi_V \), i.e. a map

\[
\sigma : N_f \rightarrow C^\infty(V, \mathbb{R}),
\]

such that \( \sigma(f) = \alpha \) and \( \varphi_V \circ \sigma = \text{id}(N_f) \). In other words

\[
f(x) = F(x, \sigma(f)(x)),
\]

for all \( g \in N_f \) and \( x \in V \).
3. Property (2) holds for the zero function \( \alpha = 0 : V \rightarrow \mathbb{R} \) and the identity inclusion \( f = \varphi_V(0) = i_V : V \subset M \).

**Proof.** (1)\( \Rightarrow \)(2). Suppose that \( \varphi_V : \text{func}(F, V) \rightarrow Sh(F, V) \) is \( S^{r,s} \)-open. Since \( \varphi_V \) is locally injective with respect to the \( S^0 \) topology, condition (1) means that for every \( \alpha \in \text{func}(F, V) \) there exists an \( S^r \)-open neighbourhood \( M_\alpha \) in \( \text{func}(F, V) \) such that

a) the restriction \( \varphi_V|_{M_\alpha} : M_\alpha \rightarrow \varphi_V(M_\alpha) \) is a bijection,
b) \( \varphi_V(M_\alpha) \) is \( S^s \)-open in \( Sh(F, V) \), so \( \varphi_V(M_\alpha) = Sh(F, V) \cap N_f \), for some \( S^s \)-open \( N_f \) neighbourhood of \( f = \varphi_V(\alpha) \) in \( C^\infty(V, M) \),
c) the inverse map \( \sigma_V = \varphi_V^{-1} : \varphi_V(M_\alpha) \rightarrow M_\alpha \) is \( S^{s,r} \)-continuous.

Then \( N_f \overset{\text{def}}{=} \varphi_V(M_\alpha) = Sh(F, V) \cap N_f \) and \( \sigma_V \) satisfy condition (2).

The implication (2)\( \Rightarrow \)(3) is evident.
(3) $\Rightarrow$ (1). It suffices to show that for every $\alpha \in \func(F, V)$ there exists an $S^r$-open neighbourhood $\mathcal{M}_0$ in $\func(F, V)$ satisfying conditions a)-c) above. Condition (3) means that such a neighbourhood $\mathcal{M}_0$ exists for the zero function $0$.

For every $\alpha \in C^\infty(V, \mathbb{R})$ define the following subset of $C^\infty(V, M)$

$$\mathcal{U}_\alpha = \{ f \in C^\infty(V, M) : (f(x), \alpha(x)) \in \dom(F), \forall x \in V \}$$

and consider a map $q_\alpha : \mathcal{U}_\alpha \to C^\infty(V, M)$ defined by

$$q_\alpha(f)(x) = F(f(x), \alpha(x)), \quad f \in \mathcal{U}_\alpha, \ x \in V.$$  

It is easy to see that $\mathcal{U}_\alpha$ is $S^0$-open in $C^\infty(V, M)$. Also notice that, $q_\alpha$ is $S^{r^r}$-continuous for all $r \in \mathbb{N}_0$ and that $i_V \in \mathcal{U}_\alpha$ if and only if $\alpha \in \func(F, V)$.

**Lemma 4.3.** The image of $q_\alpha$ coincides with $\mathcal{U}_\alpha$ and $q_{-\alpha}$ is its inverse, i.e., $q_{-\alpha} = q_\alpha^{-1} : \mathcal{U}_\alpha \to \mathcal{U}_\alpha$. Thus $q_\alpha$ is an $S^{r^r}$-homeomorphism ($\forall r \in \mathbb{N}_0$) between the $S^r$-open sets $\mathcal{U}_\alpha$ and $\mathcal{U}_{-\alpha}$.

**Proof.** Let $f \in \mathcal{U}_\alpha$, i.e. $(f(x), \alpha(x)) \in \dom(F)$ for all $x \in V$. Then

$$(q_\alpha(f)(x), -\alpha(x)) = (F(f(x), \alpha(x)), -\alpha(x)) \in \dom(F),$$

$q_{-\alpha} \circ q_\alpha(f)(x) = F(F(f(x), \alpha(x)), -\alpha(x)) = F(f(x), \alpha(x) - \alpha(x)) = f(x).$  

Hence $q_\alpha(\mathcal{U}_\alpha) \subset \mathcal{U}_{-\alpha}$ and $q_{-\alpha} \circ q_\alpha = \text{id}_{\mathcal{U}_\alpha}$. Interchanging $\alpha$ and $-\alpha$ will give the result. \qed

Now we turn to the proof of Theorem 4.2. For every $\alpha \in \func(F, V)$ set

$$\mathcal{M}_\alpha \overset{\text{def}}{=} (\mathcal{M}_0 \cap \varphi_V^{-1}(\mathcal{U}_\alpha) + \alpha) \cap \func(F, V).$$

Then $\mathcal{M}_\alpha$ is $S^r$-open in $\func(F, V)$.

Moreover $\alpha \in \mathcal{M}_\alpha$. Indeed, since $\alpha \in \func(F, V)$, we have that $i_V \in \mathcal{U}_\alpha$, whence $0 \in \varphi_V^{-1}(i_V) \subset \varphi_V^{-1}(\mathcal{U})$ and thus $\alpha \in \mathcal{M}_\alpha$.

We will show that $\mathcal{M}_\alpha$ satisfies the conditions a)-c) above.

a) The restriction of $\varphi_V$ to $\mathcal{M}_\alpha$ is 1-1, since so is $\varphi_V|_{\mathcal{M}_0}$.

Conditions b) and c) are implied by the following lemma:

**Lemma 4.4.** Let $\mathcal{M}_\alpha' \subset \mathcal{M}_\alpha$ be any $S^r$-open subset. Then $\varphi_V(\mathcal{M}_\alpha')$ is $S^s$-open in $Sh(F, V)$.

**Proof.** Denote $\mathcal{M}_0' = \mathcal{M}_\alpha' - \alpha$. Then $\mathcal{M}_0' \subset \mathcal{M}_0 \cap \varphi_V^{-1}(\mathcal{U}_\alpha)$ and by the condition b) for $\mathcal{M}_0$ there exists an $S^s$-open subset $\mathcal{N}'$ of $C^\infty(V, M)$ such that

$$\varphi_V(\mathcal{M}_0') = Sh(F, V) \cap \mathcal{N}'.$$

Define the following $S^{r^r}$-homeomorphism

$$a_\alpha : C^\infty(V, \mathbb{R}) \to C^\infty(V, \mathbb{R}), \quad a_\alpha(\beta) = \alpha + \beta.$$
Then we obtain the following commutative diagram:

\[
\begin{array}{ccc}
\mathcal{M}_0' & \xrightarrow{\varphi_V} & \varphi_V(\mathcal{M}_0') = Sh(F, V) \cap \mathcal{N}' \cap U_\alpha \\
\downarrow a_\alpha & & \downarrow q_\alpha \\
\mathcal{M}_0' & \xrightarrow{\varphi_V} & Sh(F, V) \cap q_\alpha(\mathcal{N}' \cap U_\alpha)
\end{array}
\]

simply meaning that \( F(\beta(x) + \alpha(x)) = F(F(x, \beta(x)), \alpha(x)) \) for all \( \beta \in \mathcal{M}_0 \) and \( x \in V \). We claim that

\[
\varphi_V(\mathcal{M}_0') = Sh(F, V) \cap q_\alpha(\mathcal{N}' \cap U_\alpha).
\]

Indeed, by (4.1), \( \varphi_V(\mathcal{M}_0') \subset Sh(F, V) \cap q_\alpha(\mathcal{N}' \cap U_\alpha) \).

Conversely, let \( g \in Sh(F, V) \cap q_\alpha(\mathcal{N}' \cap U_\alpha) \), i.e., there exist \( \beta \in \text{func}(F, V) \) and \( f \in \mathcal{N}' \cap U_\alpha \) such that

\[
(4.2) \quad g(x) = F(x, \beta(x)) = F(f(x), \alpha(x)), \quad \forall x \in V.
\]

Then \( f(x) = F(x, \beta(x) - \alpha(x)) \), i.e. \( f \in Sh(F, V) \) and therefore

\[
f = \varphi_V(\beta - \alpha) \in Sh(F, V) \cap \mathcal{N}' \cap U_\alpha = \varphi_V(\mathcal{M}_0').
\]

Thus there exists \( \gamma \in \mathcal{M}_0' \), possibly distinct from \( \beta - \alpha \), such that \( f = \varphi_V(\gamma) \). Denote \( \beta' = \gamma + \alpha \). Then \( \beta' \in \mathcal{M}_\alpha' \) and

\[
g(x) = F(f(x), \alpha(x)) = F(F(x, \gamma(x)), \alpha(x)) = F(x, \beta'(x)).
\]

In other words, \( g = \varphi_V(\beta') \in \varphi_V(\mathcal{M}_\alpha) \). Lemma 4.4 and Theorem 4.2 are completed. \( \square \)

5. EXAMPLES WHEN SHIFT MAP IS NOT OPEN

In this section we discuss four examples of well-known flows whose shift maps turn out not to be homeomorphisms onto their images. They have similar nature, but are given on different types of manifolds. These example provide counterexamples to [13, Th. 1]. All manifolds in this section are compact, therefore we will not distinguish weak and strong topologies. In all the examples below our vector fields will satisfy the assumptions of the following simple lemma:

Lemma 5.1. Let \( F \) be a vector field on a compact manifold \( M \) tangent to \( \partial M \). Suppose that the shift map \( \varphi \) of \( F \) is injective and for every \( r \in \mathbb{N}_0 \), a \( \mathcal{W}^r \)-neighbourhood \( \mathcal{N} \) of \( \text{id}_M \), and arbitrary large \( T > 0 \) there exists \( t \in \mathbb{R} \) regarded as a constant function \( t : M \to \mathbb{R} \) such that \( |t| > T \) and \( F_t = \varphi(t) \in \mathcal{N} \). Then \( \varphi \) is not \( \mathcal{W}^{r,s} \)-open for any \( r, s \in \mathbb{N}_0 \). In particular, \( \varphi \) is not a homeomorphism onto its image with respect to \( \mathcal{W}^\infty \) topologies of \( \mathcal{C}^\infty(M, \mathbb{R}) \) and \( Sh(F) \). \( \square \)
Proof. Consider the following \( W^0\)-neighbourhood of the zero function:
\[
\mathcal{M}_0 = \{ \alpha \in C^\infty(M, \mathbb{R}) : |\alpha(x)| < 1 \}.
\]
Suppose that there is a \( W^r\)-neighbourhood \( \mathcal{N} \) of \( \text{id}_M \) such that \( \mathcal{N} \subset \varphi(\mathcal{M}_0) \). By assumption there exists a constant function \( t > 1 \) such that \( \varphi(t) \in \mathcal{N} \). Since \( \varphi \) is injective, and \( t \notin \mathcal{M}_0 \), we obtain that \( \varphi(t) \notin \varphi(\mathcal{M}_0) \), whence \( \mathcal{N} \not\subset \varphi(\mathcal{M}_0) \). This contradiction implies that \( \varphi \) is not \( W^{r_\ast}\)-open for any \( r, s \in \mathbb{N}_0 \). \( \square \)

**Irrational flow.** For simplicity we will consider the irrational flow on \( T^2 \). Let \( \mu \in \mathbb{R} \) be an irrational number and \( F \) be the *irrational* flow on the 2-torus \( T^2 = \mathbb{R}^2/\mathbb{Z}^2 \) given by \( F(x, y, t) = (x + t, y + t/\mu) \).

**Lemma 5.2.** The shift map \( \varphi : C^\infty(T^2, \mathbb{R}) \to C^\infty(T^2, T^2) \) of \( F \) is not \( W^{r_\ast}\)-open for any \( r, s \in \mathbb{N}_0 \).

*Proof.* Notice that every orbit of \( F \) is non-closed and everywhere dense, so \( \varphi \) is injective. First we give convenient formulas for the metrics generating \( W^r \) topologies on \( C^\infty(T^2, T^2) \). Let \( f : T^2 \to T^2 \) be a \( C^\infty \) map. Then \( f \) lifts to some \( \mathbb{Z}^2\)-equivariant map \( \tilde{f} = (\tilde{f}_1, \tilde{f}_2) : \mathbb{R}^2 \to \mathbb{R}^2 \). Let \( I^2 = [0, 1] \times [0, 1] \subset \mathbb{R}^2 \) be the fundamental domain for the covering map \( p : \mathbb{R}^2 \to T^2 \). Define the \( r \)-th norm of \( f \) by
\[
\|f\|_r^r = \sum_{j=1,2} \left( \sup_{(x,y) \in I^2} \min(\{ |\tilde{f}_j| \}, 1 - \{|\tilde{f}_j|\}) + \sum_{1 \leq 1 + i_2 \leq r} \sup_{(x,y) \in I^2} \left| \frac{\partial^{1+i_2} \tilde{f}_j}{\partial x^{1+} \partial y^{i_2}} \right| \right),
\]
where \( \{ |t| \} \) is the fractional part of the absolute value of \( t \in \mathbb{R} \).

Let \( \varepsilon > 0 \) and \( \mathcal{N}_\varepsilon^r = \{ f \in C^\infty(T^2, T^2) : \| f - \text{id}_{T^2}\|_r^r < \varepsilon \} \) be a base \( W^r \)-neighbourhood of \( \text{id}_{T^2} = \varphi(0) \in C^\infty(T^2, T^2) \) for some \( \varepsilon > 0 \).

We will show that there exists arbitrary large (by absolute value) \( n \in \mathbb{Z} \) such that \( \varphi(n\mu) = F_{n\mu} \in \mathcal{N}_\varepsilon^r \). Then our lemma will follow from Lemma 5.1.

Notice that \( F_{n\mu}(x, y) = (x + n\mu, y + n) \equiv (x + n\mu, y) \) for all \( n \in \mathbb{Z} \), i.e., \( F_{n\mu} \) is just a “rotation along the first coordinate”. Since this map is defined by adding constants to coordinates, it follows from formula for \( \| f \|_r^r \) that for each \( r \in \mathbb{N}_0 \) the distance between \( \text{id}_{T^2} \) and \( F_{n\mu} \) with respect to the \( W^r \) topology is equal to
\[
\| F_{n\mu} - \text{id}_{T^2} \|^r = \min(\{ |n\mu| \}, 1 - \{ |n\mu| \})
\]
and therefore does not depend on \( r \).

Since \( \mu \) is irrational, the set \( T_\mu = \{ \min(\{ |n\mu| \}, 1 - \{ |n\mu| \}) \}_{n \in \mathbb{Z}} \) is everywhere dense in \( S^1 = \mathbb{R}/\mathbb{Z} \). Hence there are arbitrary large (by absolute value) \( n \in \mathbb{Z} \) such that \( \| F_{n\mu} - \text{id}_{T^2} \|^r < \varepsilon \), i.e. \( F_{n\mu} \in \mathcal{N}_\varepsilon^r \). \( \square \)

**Irrational flows on a solid torus.** Let \( D^2 = \{ z \in \mathbb{C} : |z| \leq 1 \} \) be the unit disk in the complex plane, \( T = S^1 \times D^2 \) be the solid
torus, and \( \mu \) be an irrational number. Define the following flow on \( T \) by \( \mathbf{F}(\phi, z, t) = (\phi + t \mod 1, e^{2\pi t/\mu}z) \). Then by the arguments similar to Lemma 5.2 it can be shown that \( \mathbf{F} \) satisfies assumptions of Lemma 5.1.

The main feature of this example is that \( \mathbf{F} \) has periodic orbit \( \gamma = S^1 \times 0 \) and all other ones are recurrent. Let \( B = 1 \times D^2 \) be and \( R : B \to B \) be the first recurrence map of \( \gamma \) defined by \( R(z) = e^{2\pi/\mu}z \), i.e. it is the rotation by \( \frac{2\pi}{\mu} \). Then \( R \) is not periodic, eigen values of its tangent map \( T_0 R \) at 0 \( \in B \) have modulus 1, and the iterations of \( R \) can be arbitrary close to \( \text{id}_B \). Thus \( \mathbf{F} \) satisfies all assumptions but (b) of Definition 3.4 of class \( \mathcal{F}(T^2) \).

**Periodic linear flows.** Given \( \lambda_1, \ldots, \lambda_n \in \mathbb{R} \) define the following linear flow on \( \mathbb{R}^{2n} = \mathbb{C}^n \) by
\[
(5.1) \quad \mathbf{F}(z_1, \ldots, z_n, t) = (e^{i\lambda_1 t}z_1, \ldots, e^{i\lambda_n t}z_n).
\]
Evidently, the closed \( 2n \)-disk \( D_r \) of radius \( r \) and centered at the origin is invariant with respect to \( \mathbf{F} \).

**Lemma 5.3.** The following conditions are equivalent:

1. \( \mathbf{F}_r = \text{id}_{\mathbb{C}^n} \) for some \( r > 0 \), i.e. \( \lambda_j r \in \mathbb{Z} \) for all \( j = 1, \ldots, n \);
2. every \( z \in \mathbb{C}^n \) is either fixed or periodic with respect to \( \mathbf{F} \);
3. at least one point \( z = (z_1, \ldots, z_n) \) with all non-zero coordinates is periodic.

A flow satisfying one of these conditions will be called **periodic**.

**Proof.** The implications (1) \( \Rightarrow \) (2) \( \Rightarrow \) (3) are evident. (3) \( \Rightarrow \) (1) Let \( z \in \mathbb{C}^n \) be a point with all non-zero coordinates and \( \theta \) be the period of \( z \) with respect to \( \mathbf{F} \). Then \( e^{i\lambda_j \theta}z_j = z_j \neq 0 \) for all \( j = 1, \ldots, n \), whence \( \lambda_j \cdot \theta / 2\pi \in \mathbb{Z} \). \( \square \)

**Lemma 5.4.** If \( \mathbf{F} \) is not periodic then its shift map \( \varphi \) is injective and is not \( W^{r,s} \)-open for any \( r, s \in \mathbb{N}_0 \).

**Proof.** By Lemma 5.3 every point \( z \in \mathbb{C}^n \) with all non-zero coordinates is non-periodic and it is easy to see that its orbit is dense on some open subset of the sphere \( S^{2n-1}_{|x|} = \partial D_{|x|} \) of radius \( |x| \). In particular, this orbit is non-closed, whence the shift map of \( \mathbf{F} \) is injective. Then similarly to Lemma 5.2 we can find arbitrary large \( t \in \mathbb{R} \) such that \( \mathbf{F}_t \) is arbitrary close to \( \text{id}_{\mathbb{R}^{2n}} \) in any of \( W^r \) topologies. \( \square \)

**Flow on** \( S^{2n} \), \( n \geq 2 \). We will now extend the last result for the construction of a flow on the sphere \( S^{2n} \) with two fixed points at which this flow is linear.

Let \( \mathbb{R}^{2n}_1 \) and \( \mathbb{R}^{2n}_2 \) be two copies of \( \mathbb{R}^{2n} = \mathbb{C}^n \). Define a diffeomorphism \( \eta : \mathbb{R}^{2n}_1 \setminus \{0\} \to \mathbb{R}^{2n}_2 \setminus \{0\} \) by \( \eta(z) = \frac{z}{||z||} \), where \( ||z|| \) is the usual
Euclidean norm in $\mathbb{R}^{2n}$. Then $\eta$ maps every sphere of radius $r$ centered at 0 to the sphere of radius $1/r$. Gluing $\mathbb{R}^{2n}_1$ and $\mathbb{R}^{2n}_2$ via $\eta$ we obtain a $2n$-sphere.

Notice that Eq. (5.1) defines the flows on $\mathbb{R}^{2n}_1$ and $\mathbb{R}^{2n}_2$ so that the following diagram is commutative:

$$
\begin{array}{ccc}
\mathbb{R}^{2n}_1 \setminus \{0\} & \xrightarrow{\eta} & \mathbb{R}^{2n}_2 \setminus \{0\} \\
F_t \downarrow & & \downarrow F_t \\
\mathbb{R}^{2n}_1 \setminus \{0\} & \xrightarrow{\eta} & \mathbb{R}^{2n}_2 \setminus \{0\}.
\end{array}
$$

Hence these flows determine a unique flow $F'$ on $S^{2n}$ with two fixed points. Moreover, $F'$ is linear on the charts $\mathbb{R}^{2n}_1$ and $\mathbb{R}^{2n}_2$ at these points.

Now suppose that $F$ is not periodic. Then we can find arbitrary large $t \in \mathbb{R}$ such that $F_t$ is arbitrary close to $\text{id}_{\mathbb{R}^{2n}}$ in any of $W^r$ topologies. This implies that $F'$ satisfies assumptions of Lemma 5.1.

6. Regular and trivial extensions

The results of this section will allow to estimate continuity of shift maps for vector fields of types (L) and (H).

Let $M, N$ be two manifolds, $G$ be a vector field on $M$, $F$ be some regular extension and $\bar{G}$ be the trivial extension of $G$ on $M \times N$. Thus

$$
F(x, y) = (G(x), H(x, y)), \quad \bar{G}(x, y) = (G(x), 0),
$$

for some smooth map $H : M \times N \to TN$. By $F$, $\bar{G}$, and $G$ we will denote the corresponding local flows, and by $\varphi$, $\bar{\psi}$, and $\psi$ the corresponding shift maps of $F$, $G$, and $G$. It is easy to see that

$$
(6.1) \quad \text{dom}(F) \subset \text{dom}(\bar{G}) = \text{dom}(G) \times N.
$$

Moreover,

$$
(6.2) \quad F(x, y, t) = (G(x, t), H(x, y, t)), \quad \bar{G}(x, y, t) = (G(x, t), y),
$$

for some smooth map $H : \text{dom}(\bar{G}) \to N$.

Let $V \subset M \times N$ be a connected compact $D$-submanifold. Then it follows from (6.1) that $\text{func}(F, V)$ is $W^0$-open in $\text{func}(\bar{G}, V)$. Define the map

$$
P : \text{Sh}(F, V) \to \text{Sh}(\bar{G}, V)
$$

by the rule: if $f \in \text{Sh}(F, V)$, and $f(x, y) = (A(x, y), g(x, y))$, then $P(f)(x, y) = (A(x, y), y)$. It follows from (6.2) that $P$ is well defined.
and is \( W^{r,s} \)-continuous for every \( r \in \mathbb{N}_0 \). Moreover, we have the following commutative diagram:

\[
\begin{array}{ccc}
\text{func}(F, V) & \xrightarrow{\varphi_V} & Sh(F, V) \\
\downarrow & & \downarrow_{P} \\
\text{func}(G, V) & \xrightarrow{\bar{\psi}_V} & Sh(G, V)
\end{array}
\]

**Theorem 6.1.** Suppose that \( \Sigma_G \) is nowhere dense in \( M \) and that \( \bar{\psi}_V \) is \( W^{r,s} \)-open for some \( r, s \in \mathbb{N}_0 \).

1. If \( \bar{\psi}_V \) is injective, then \( \varphi_V \) is \( W^{r,s} \)-open as well.
2. If \( \varphi_V \) is \( W^{r,s} \)-open, then \( P \) is locally injective with respect to the \( W^s \) topology of \( Sh(F, V) \).

Suppose in addition that \( \bar{\psi}_V \) is also \( W^{s,t} \)-open for some \( t \in \mathbb{N}_0 \).

1. If \( P \) is locally injective with respect to the \( W^s \) topology of \( Sh(F, V) \), then \( \varphi_V \) is \( W^{r,t} \)-open.
2. If both \( \bar{\psi}_V \) and \( \varphi_V \) are not injective, then \( P \) is locally injective with respect to the \( W^0 \) topology of \( Sh(F, V) \), whence, by (3), \( \varphi_V \) is \( W^{r,t} \)-open.

**Proof.** (1) If \( \bar{\psi}_V : \text{func}(G, V) \to Sh(G, V) \) is a bijection, it follows from (6.3) that so is \( \varphi_V \). Let \( \mathcal{M} \subset \text{func}(F, V) \) be a \( W^r \)-open subset. Then

\[
\varphi_V(\mathcal{M}) = P^{-1} \circ \bar{\psi}_V(\mathcal{M})
\]

is \( W^s \)-open in \( Sh(F, V) \) due to \( W^{r,s} \)-openness of \( \bar{\psi}_V \) and \( W^{s,s} \)-continuity of \( P \).

(2) Let \( \alpha \in \text{func}(F, V) \) and \( f = \varphi_V(\alpha) \). We will find a \( W^s \)-neighbourhood of \( f \) such that \( P|_\mathcal{N} \) is 1-1.

Since both \( \varphi_V \) and \( \bar{\psi}_V \) are \( W^{r,s} \)-open and locally injective with respect to \( W^0 \) topologies of \( \text{func}(F, V) \) and \( \text{func}(G, V) \) respectively, there exists a \( W^r \)-neighbourhood \( \mathcal{M} \) of \( \alpha \) in \( \text{func}(F, V) \) such that \( \mathcal{N} = \varphi_V(\mathcal{M}) \) is a \( W^s \)-neighbourhood of \( f \) in \( Sh(F, V) \) and the restrictions of \( \varphi_V \) and \( \bar{\psi}_V \) to \( \mathcal{M} \) are 1-1. Then it follows from (6.3) that \( P|_\mathcal{N} \) is 1-1 as well.

(3) Let \( \mathcal{M} \subset \text{func}(F, V) \) be a \( W^r \)-open subset and \( \alpha \in \mathcal{M} \). We will show that there exists a \( W^s \)-neighbourhood \( \mathcal{M}' \subset \mathcal{M} \) of \( \alpha \) such that \( \varphi_V(\mathcal{M}') \) is \( W^t \)-open in \( Sh(F, V) \). Since \( \alpha \in \mathcal{M} \) is arbitrary, we will obtain that \( \varphi_V(\mathcal{M}) \) is \( W^t \)-open in \( Sh(F, V) \).

It follows from \( W^{r,s} \)-openness of \( \bar{\psi}_V|_\mathcal{M} \) and \( W^{s,s} \)-continuity of \( P \) that the set \( P^{-1} \circ \bar{\psi}_V(\mathcal{M}) \) is a \( W^s \)-open neighbourhood of \( \varphi_V(\alpha) \) in \( Sh(F, V) \). Moreover, since \( P \) is locally injective with respect to the \( W^s \) topology.
of \(\text{Sh}(\mathbf{F}, V)\), there exists a \(W^0\)-neighbourhood \(\mathcal{N} \subset P^{-1} \circ \psi_V(\mathcal{M})\) of \(\varphi_V(\alpha)\) such that the restriction \(P|_{\mathcal{N}} : \mathcal{N} \to \text{Sh}(\mathbf{G}, V)\) is injective.

Denote \(\mathcal{M}' = \mathcal{M} \cap \varphi_V^{-1}(\mathcal{N})\). We claim that

\[
\varphi_V(\mathcal{M}') = P^{-1} \circ \psi_V(\mathcal{M}') \cap \mathcal{N},
\]

whence \(\varphi_V(\mathcal{M}')\) will be \(W^0\)-open in \(\text{Sh}(\mathbf{F}, V)\). Indeed,

\[
P^{-1} \circ \psi_V(\mathcal{M}') \cap \mathcal{N} \quad \xrightarrow{[6.3]} \quad P^{-1} \circ P \circ \varphi_V(\mathcal{M}') \cap \mathcal{N} \quad \xrightarrow{\text{injectivity of } P|_{\mathcal{N}}} \quad \varphi_V(\mathcal{M}').
\]

(4) Suppose that both \(\psi_V\) and \(\varphi_V\) are not injective. We will show that for some \(m > 0\) there exists a free \(P\)-equivariant action of the group \(\mathbb{Z}_m\) on \(\text{Sh}(\mathbf{F}, V)\) such that \(P(f) = P(g)\) iff \(f, g\) belongs to the same \(\mathbb{Z}_m\)-orbit. This will give us a decomposition \(P : \text{Sh}(\mathbf{F}, V) \xrightarrow{\sim} \text{Sh}(\mathbf{F}, V)/\mathbb{Z}_m \xrightarrow{\sigma} \text{Sh}(\mathbf{G}, V)\) in which \(q\) is a covering map, and \(\sigma\) is a bijection with the image \(P(\text{Sh}(\mathbf{F}, V)) \subset \text{Sh}(\mathbf{G}, V)\). Then \(q\) will be locally injective with respect to the \(W^0\) topology since \(\mathbb{Z}_m\) is a finite group. Hence so will be \(P\).

By Lemma [2.3] (5b) \(\text{func}(\mathbf{G}, V) = \text{func}(\mathbf{F}, V) = C^\infty(V, \mathbb{R})\), \(\ker(\psi_V) = \{n\bar{\eta}\}_{n \in \mathbb{Z}}\), and \(\ker(\varphi_V) = \{n\eta\}_{n \in \mathbb{Z}}\) for some smooth functions \(\bar{\eta}, \eta : \mathcal{M} \times \mathcal{N} \to (0, \infty)\) such that

\[
\bar{G}(x, y, t + \bar{\eta}(x, y)) \equiv \bar{G}(x, y, t), \quad \bar{F}(x, y, t + \eta(x, y)) \equiv \bar{F}(x, y, t).
\]

In other words

\[
(6.4) \quad (\mathbf{G}(x, t + \bar{\eta}), y) = (\mathbf{G}(x, t), y), \quad (\mathbf{G}(x, t + \eta), \mathbf{H}(x, y, t + \eta)) = (\mathbf{G}(x, t), \mathbf{H}(x, y, t)).
\]

It follows that \(\bar{G}(x, y, t + \eta) = (\mathbf{G}(x, t + \eta), y) = (\mathbf{G}(x, t), y) = \mathbf{G}(x, y, t)\), whence \(\eta \in \ker(\psi_V)\), i.e. \(\eta = m\bar{\eta}\) for some \(m \in \mathbb{Z}\).

In particular, by (2) of Lemma [2.3] \(\bar{\eta}\) is constant along orbits of \(F\). Since for every \(\alpha \in \text{func}(\mathbf{F}, V)\) the map \(\varphi_V(\alpha)\) preserves every orbit of \(F\), we have that \(\bar{\eta} \circ \varphi_V(\alpha) = \bar{\eta}\), whence

\[
\varphi_V(\bar{\eta}) \circ \varphi_V(\alpha) \quad \xrightarrow{[8]} \quad \varphi_V(\alpha + \bar{\eta}) \circ \varphi_V(\alpha) = \varphi_V(\alpha + \bar{\eta}).
\]

Then we can define an action \(*\) of the group \(\mathbb{Z}_m\) on \(\text{Sh}(\mathbf{F}, V)\) by

\[
k \ast f = \varphi_V(k\bar{\eta}) \circ f, \quad k \in \mathbb{Z}_m, \quad f \in \text{Sh}(\mathbf{F}, V).
\]

Evidently this action is free and by (6.4) is equivariant with respect to \(P\).

Moreover, let \(f = \varphi_V(\alpha), \ g = \varphi_V(\beta)\) for some \(\alpha, \beta \in \text{func}(\mathbf{F}, V)\) and suppose that \(P(f) = P(g)\), i.e. \(\psi_V(\alpha) = \psi_V(\beta)\). Then it follows from (3) of Lemma [2.3] that \(\alpha - \beta = k\bar{\eta}\) for some \(k \in \mathbb{Z}\), whence \(f = \varphi_V(k\bar{\eta}) \circ g\). Moreover, since \(\eta = m\bar{\eta}\), we may take \(k\) modulo \(m\). In other words, \(P(f) = P(g)\) iff \(f = k \ast g\) for some \(k \in \mathbb{Z}_m\). \(\square\)
7. Vector fields of types (L) and (H)

The following lemma shows that property of openness of shift maps near singular points is invariant under reparametrizations.

**Lemma 7.1.** c.f. [20]. Let \( F \) be a \( C^\infty \) vector field on \( M, \nu : M \to (0, +\infty) \) a \( C^\infty \) strictly positive function, and \( G = \nu F \). Let also \( V \subset M \) be a \( D \)-submanifold and \( \varphi_V \) and \( \psi_V \) be shift maps for \( F \) and \( G \) respectively. Then \( Sh(F, V) = Sh(G, V) \). Moreover, \( \varphi_V \) is \( S^{r,s} \)-open iff so is \( \psi_V \).

**Proof.** Define the functions \( \alpha : \text{dom}(F) \to \mathbb{R} \) and \( \beta : \text{dom}(G) \to \mathbb{R} \) by

\[
\beta(x, s) = \int_0^s \nu(G(x, \tau)) d\tau, \quad \alpha(x, s) = \int_0^s \frac{d\tau}{\nu(F(x, \tau))}.
\]

Then it is well-known that for each \( f \in \text{func}(F, V) \) and \( g \in \text{func}(G, V) \), see e.g. [20],

\[
G(x, g(x)) = F(x, \beta(x, g(x))), \quad F(x, f(x)) = G(x, \alpha(x, f(x))),
\]

for all \( x \in V \). Define the following map

\[
\zeta : \text{func}(G, V) \to \text{func}(F, V), \quad \zeta(g)(x) = \beta(x, g(x)).
\]

Then \( \zeta \) is a homeomorphism with respect to topologies \( W^r \) for all \( r \), and its inverse is given by \( \zeta^{-1}(f)(x) = \alpha(x, f(x)) \). Moreover \( \psi_V = \varphi_V \circ \zeta \). Hence \( \varphi_V \) is \( S^{r,s} \)-open iff so is \( \psi_V \). \( \square \)

Thus the study of vector fields of types (L) and (H) is suffices to consider linear and reduced Hamiltonian vector fields only.

**Lemma 7.2.** [19, 14]. Let \( g : \mathbb{R}^2 \to \mathbb{R} \) be a homogeneous polynomial, \( G \) be its reduced Hamiltonian vector field, \( F \) be a trivial \( n \)-extension of \( G \) on \( \mathbb{R}^n \times \mathbb{R}^2 \), and \( V \) be a \( D \)-neighbourhood of \( 0 \in \mathbb{R}^{n+2} \). Then the shift map \( \varphi_V \) of \( F \) is \( W^{\infty,\infty} \)-open. If \( \deg G \geq 2 \), i.e. \( G \) is of type (H), then for every regular \( n \)-extension of \( G \) its shift map is \( W^{\infty,\infty} \)-open as well.

**Proof.** It follows from [19, 14] that the shift map \( \bar{\psi}_V \) of \( \bar{G} \) has a \( W^{\infty,\infty} \)-continuous local section on some neighbourhood of the identity inclusion \( i_V : V \subset \mathbb{R}^{n+2} \), see also [19, Th. 11.1]. By Theorem 1.2 this implies \( W^{\infty,\infty} \)-openness of \( \psi_V \).

Moreover, if \( \deg G \geq 2 \), i.e. the linear part of \( F \) at 0 vanishes, then by Lemma 2.3 \( \varphi_V \) is injective. Hence by (1) of Theorem 6.1 the shift map of \( G \) is \( W^{\infty,\infty} \)-open as well. \( \square \)
Lemma 7.3. Let $B$ be a non-zero $(k \times k)$-matrix, $G(y) = By$ be the corresponding linear vector field on $\mathbb{R}^k$, $G(y,t) = e^{Bt}y$ be its flow, and $F$ be a vector field on $\mathbb{R}^{n+k}$ being a regular (possibly trivial) $n$-extension of $G$ with respect to the origins of $\mathbb{R}^{n+k}$ and $\mathbb{R}^k$ as indicated in the third column of the table below. Let also $V \subset \mathbb{R}^{n+k}$ be a $D$-neighbourhood of the origin $0 \in \mathbb{R}^{n+k}$. Then the shift map $\varphi_V$ of $F$ is $W^{r,s}$-open for the values $r, s$ described in the following table.

| type | $B$ | $F$ | openness of $\varphi_V$ |
|------|-----|-----|--------------------------|
| 1 (L1) | $B = ||a||$, $a \neq 0$, | regular | $W^{r,r+1}$, $r \geq 0$ |
| 2 (L1) | $B = ||a - b||$, $a, b \neq 0$ | regular | $W^{r,r+2}$, $r \geq 0$ |
| 3 (L2) | $B = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix}$, | regular | $W^{r,r+1}$, $r \geq 0$ |
| 4 (L3) | $B = \begin{bmatrix} 0 & b \\ 0 & 0 \end{bmatrix}$, $b \neq 0$ | regular | $W^{\infty,\infty}$ |
| 5 (L4) | $B = \begin{bmatrix} 0 & b \\ 0 & 0 \end{bmatrix}$, $b \neq 0$ | trivial | $W^{\infty,\infty}$ |
| 6 (L4) | $B = \begin{bmatrix} 0 & -b_1 \\ b_1 & 0 \\ \vdots \\ 0 & -b_l \\ b_l & 0 \end{bmatrix}$, $l \geq 2$ | trivial | $W^{\infty,\infty}$ |
| 6a (L4) | (a) $b_j \tau \in \mathbb{Z}$ for some $\tau > 0$ and all $j = 1, \ldots, l$ (periodic case) | trivial | $W^{\infty,\infty}$ |
| 6b (L5) | (b) otherwise (non-periodic case) | — | — |

Proof. In the cases 1-3 we will first suppose that $F$ is a trivial $n$-extension of $G$. Then $F$ is linear and is generated by the following matrix $||0_n 0_B||$, where $0_n$ is the zero $(n \times n)$-matrix. Let $\tau$ denote the coordinates in $\mathbb{R}^n$.

**Case 1.** In this case $F(\tau,x) = ax$, $(a \neq 0)$, $F$ generates the following global flow $F(\tau,x,t) = (\tau,x e^{at})$ on $\mathbb{R}^{n+1}$, $\varphi_V$ is injective (because $F$ has non-closed orbits), its image $Sh(F,V)$ consists of maps $f = (f_1,f_2) \in C^\infty(V,\mathbb{R}^n \times \mathbb{R})$ satisfying the following conditions:

$$f_1 \equiv \tau, \quad f_2(\tau,0) = 0, \quad \frac{\partial f_2(\tau,0)}{\partial x} > 0, \quad xf_2(\tau,x) > 0 (\forall x \neq 0),$$

and the inverse mapping $\varphi_V^{-1} : Sh(F,V) \to C^\infty(V,\mathbb{R})$ is given by

$$(7.1) \quad \varphi_V^{-1}(f)(\tau,x) = \frac{1}{a} \ln \frac{f_2(\tau,x)}{x} = \frac{1}{a} \ln \int_{0}^{1} \frac{\partial f_2(\tau,tx)}{\partial x} dt,$$

see [13] Eq. (23) & (27). Hence $\varphi_V^{-1}$ is $W^{r+1,r}$-continuous for all $r \geq 0$, whence $\varphi_V$ is $W^{r,r+1}$-open.
Case 2. We will regard \( \mathbb{R}^{n+2} \) as \( \mathbb{R}^n \times \mathbb{C} \). Since \( a \neq 0 \), we have that \( F \) has non-closed orbits, whence again its shift map \( \varphi_V \) is injective but now the image \( Sh(F, V) \) can not be described so simply as in the previous cases. Let \( \alpha \in C^\infty(V, \mathbb{R}) \) and \( f = (f_1, f_2) = \varphi_V(\alpha) \in C^\infty(V, \mathbb{R}^n \times \mathbb{C}) \). Then \( f_1 \equiv \tau \). Notice that we can define complex conjugate \( \tilde{f}_2 \) and its partial derivatives \( \frac{\partial f_2}{\partial z} \) and \( \frac{\partial f_2}{\partial \bar{z}} \) in \( z \) and \( \bar{z} \) in a usual way. Then it follows from \cite{13} Eq. (29) & Lm. 34 that

\[
\alpha(\tau, z) = \frac{1}{2a} \ln \frac{\text{Im}(\omega \cdot f_2 \cdot d\tilde{f}_2(\bar{\omega}))}{\text{Im}(\omega \cdot z \cdot \bar{\omega})} = \frac{1}{2a} \ln \frac{\text{Im}(\omega \cdot f_2 \cdot (\frac{\partial f_2}{\partial z} \omega + \frac{\partial f_2}{\partial \bar{z}} \bar{\omega}))}{y(a^2 + b^2)}
\]

and that the numerator of the last fraction is equal to zero, when \( y = 0 \). It follows from this formula and the Hadamard lemma that the expression of \( \alpha \) via \( f \) contains partial derivatives of \( f \) up to order 2. Hence \( \varphi_V^{-1} \) is \( W^{r+2,r} \)-continuous for all \( r \geq 0 \).

Case 3. Now \( F(\tau, x, y) = y \frac{\partial}{\partial x} \) for \( (\tau, x, y) \in \mathbb{R}^{n+2} \) and it generates the following flow \( F(\tau, x, y, t) = (\tau, x + yt, y) \). Then \( \varphi_V \) is again injective (since \( F \) has non-closed orbits), its image \( Sh(F, V) \) consists of mappings \( f = (f_1, f_2, f_3) \in C^\infty(V, \mathbb{R}^n \times \mathbb{R} \times \mathbb{R}) \) such that

\[
f_1 \equiv \tau, \quad f_2(\tau, x, 0) = 0, \quad f_3 \equiv y,
\]

and the inverse map \( \varphi_V^{-1} : Sh(F, V) \to C^\infty(V, \mathbb{R}) \) is given by

\[
\varphi_V^{-1}(f) = \frac{f_2(\tau, x, y) - x}{y} = \int_0^1 \frac{\partial f_2(\tau, x, ty)}{\partial y} dt,
\]

see \cite{13} Eq. (26)]. Hence \( \varphi_V^{-1} \) is \( W^{r+1,r} \)-continuous for all \( r \geq 0 \).

Since in the cases 1-3 \( \varphi_V \) is injective, it follows from (1) of Theorem \ref{6.1} that the same estimations of continuity of \( \varphi_V^{-1} \) hold for regular extensions of \( G \).

Notice that in the remaining cases 4-6 \( F \) is a regular \( n \)-extension of the linear vector field \( G_5 = -by \frac{\partial}{\partial x} + bx \frac{\partial}{\partial y} \) defined by the matrix \( B_5 = \begin{pmatrix} 0 & -b \\ b & 0 \end{pmatrix} \). In fact, it is easy to see that this vector field is the Hamiltonian vector field of the homogeneous polynomial \( g(x, y) = \frac{b}{2}(x^2 + y^2) \). Also notice that the shift map \( \varphi_V \) of any trivial extension \( F \) of \( G_5 \) is not injective and its kernel \( \ker(\varphi_V) \) consists of integer multiples of constant function \( \frac{2\pi}{b} \).

Case 5. It follows from Lemma \ref{7.2} that local inverses of \( \varphi_V \) are \( W^{\infty,\infty} \)-continuous. An independent proof of \( W^{\infty,\infty} \)-continuity of \( \varphi_V \) for this case is also given in \cite{21} under more general settings. Notice that in this case we claim nothing about openness of shift maps of regular extensions \( F \) of \( G_5 \), since due to Theorem \ref{6.1} it is necessary to have additional information about \( F \).
**Case 4.** We will regard $\mathbb{R}^4$ as $\mathbb{C}^2$. Suppose at first that $F$ is a trivial $n$-extension of $G$. Since $G$ is a regular 2-extension of $G_5$, we see that $F$ is a regular $(n + 2)$-extension of $G_5$. Let also $\bar{G}$ be a trivial $(n + 2)$-extension of $G_5$. Thus $F$ and $\bar{G}$ are defined on $\mathbb{R}^n \times \mathbb{C} \times \mathbb{C}$ and generate the following global flows:

$$F(\tau, z_1, z_2, t) = (\tau, e^{ibt}(z_1 + t z_2), e^{ibt} z_2), \quad \bar{G}(\tau, z_1, z_2, t) = (\tau, z_1, e^{ibt} z_2).$$

Denote $\theta = \frac{2\pi}{b}$ and let $V \subset \mathbb{R}^n \times \mathbb{C}^2$ be a $D$-neighbourhood of $0 \in \mathbb{R}^n \times \mathbb{C}^2$. For every $\alpha \in C^\infty(V, \mathbb{R})$ put

$$f(\alpha)(\tau, z_1, z_2) = e^{ib\alpha(\tau, z_1, z_2)} z_1, \quad g(\alpha)(\tau, z_1, z_2) = e^{ib\alpha(\tau, z_1, z_2)} z_2.$$

Then the shift maps $\varphi_V$ and $\bar{\psi}_V$ of $F$ and $G$ respectively are given by

$$(7.3) \quad \varphi_V(\alpha) = (\tau, f(\alpha) + \alpha \cdot g(\alpha), g(\alpha)), \quad \bar{\psi}_V(\alpha) = (\tau, z_1, g(\alpha)).$$

Similarly to (6.3) define $P : Sh(F, V) \to Sh(G, V)$ by the following rule: if $h = (\tau, f, g) \in Sh(F, V) \subset C^\infty(V, \mathbb{R}^n \times \mathbb{C} \times \mathbb{C})$, then $P(h)(\tau, z_1, z_2) = (\tau, z_1, g(z_1, z_2))$. Evidently, $\bar{\psi}_V = P \circ \varphi_V$.

By the case 5 the shift map $\bar{\psi}_V : C^\infty(V, \mathbb{R}) \to Sh(G, V)$ is $W^{\infty, \infty}$-open. We claim that so is $\varphi_V : C^\infty(V, \mathbb{R}) \to Sh(F, V)$. Since $G$ has non-closed orbits, $\bar{\psi}_V$ is always injective, whence it will follow from (1) of Theorem [6.1] that the shift map of any regular extension of $G$ is $W^{\infty, \infty}$-open as well.

By (3) of Theorem [6.1] it suffices to show that $P$ is locally injective with respect to the $W^1$ topology. Evidently, $\bar{\psi}_V^{-1} \circ \varphi_V(\alpha) = \{\alpha + \theta n\}_{n \in \mathbb{Z}}$, whence we obtain from (7.3) that

$$P^{-1} \circ \bar{\psi}_V(\alpha) = \{\varphi_V(\alpha) + (0, \theta n \cdot g(\alpha), 0) \mid n \in \mathbb{Z}\}.$$ 

Now, define the following $C^1_W$-neighbourhood of $\varphi_V(\alpha)$ in $Sh(F, V)$:

$$\mathcal{N} = \{f \in Sh(F, V) \mid \|f - \varphi_V(\alpha)\|_V^1 < |\theta|/4\}.$$ 

We claim that the restriction $P|_{\mathcal{N}}$ is 1-1.

Since $\varphi_V$ is injective, it suffices to establish that whenever both $\varphi_V(\beta)$ and $\varphi_V(\beta + \theta n)$ belong to $\mathcal{N}$ for some $\beta \in C^\infty(V, \mathbb{R})$, then $n = 0$. Notice that

$$\|g(\beta)\|_V^1 \geq \|g(\beta)\|_{(z_1, z_2)}^1 = \left|e^{ib\beta} \left(\beta z_2 + 1\right)\right|_{(z_1, z_2) = 0} = 1.$$ 

Then

$$\|\varphi_V(\beta) - \varphi_V(\beta + \theta n)\|_V^1 \leq \|\varphi_V(\beta) - \varphi_V(\alpha)\|_V^1 + \|\varphi_V(\beta + \theta n) - \varphi_V(\alpha)\|_V^1 \leq |\theta|/2.$$ 

On the other hand,

$$\|\varphi_V(\beta) - \varphi_V(\beta + \theta n)\|_V^1 = \|(0, \theta n g(\beta), 0)\|_V^1 \geq |\theta n|.$$
Hence \( n = 0 \).

**Case 6a.** In this case \( F \) is a regular extension of \( G_5 \). Since the flow \( F \) is periodic, we have that the shift maps of \( F \) and \( G_5 \) are not injective and by the case 5 the shift map of \( G_5 \) is \( W^{\infty, \infty} \)-open. Then by (4) of Theorem 6.1 so is the shift map of \( F \).

**Case 6b.** In this case \( \varphi_V \) is injective, but as it is shown in Lemma 5.4 its inverse map is not even \( W^{\infty, \infty} \)-continuous.

Lemma 7.3 is completed. \( \square \)

**Remark 7.4.** Incorrect estimations of continuity of local inverses of \( \varphi_V \) given in [13, pages 199-200] were bases on at the following “division lemma”, which was wrongly formulated\(^1\) in [13].

**Lemma 7.5.** c.f. [13, Lm. 32]. Let \( F \) be either \( \mathbb{R} \) or \( \mathbb{C} \), \( V \subset F \) be a \( D \)-submanifold, and \( Z : C^\infty(V, F) \to C^\infty(V, F) \) be a map defined by the formula: \( Z(\alpha)(x) = x \cdot \alpha(x) \). If \( F = \mathbb{R} \) then the inverse map \( Z^{-1} : \text{im} \ Z \to C^\infty(V, F) \) is \( W^{r+1,r} \)-continuous for all \( r \geq 0 \). If \( F = \mathbb{C} \), then \( Z^{-1} \) is only \( W^{\infty, \infty} \)-continuous.

The case \( F = \mathbb{R} \) easily follows from the Hadamard lemma, see also [25]. The case \( F = \mathbb{C} \) is more complicated and can be established by the methods of [19, 14] but during the proof of Lemma 7.3 we avoided referring to it.

**8. Fragmentation**

The aim of this section is to repair [13, Th. 17] by giving a sufficient condition for the shift map \( \varphi : \text{func}(F) \to \text{Sh}(F) \) to be either a homeomorphism or an infinite cyclic covering map with respect to \( S^\infty \) topologies, see Theorem 8.2.

**Remark 8.1.** The error occurred in the third paragraph of [13, Th. 17], where it was claimed that “... the image \( N_i = \varphi_{U_i}(M'_i) \) is a \( C^r_W \)-neighbourhood of \( f|_{U_i} \) in \( C^\infty(U_i, M) \) for all \( r \in \mathbb{N}_0 \).” First of all this phrase contains a misprint: instead of \( C^\infty(U_i, M) \) the author supposed to be written \( \text{im} \varphi_{U_i} \). But nevertheless the statement that \( N_i \) is \( C^r_W \)-open in \( \text{im} \varphi_{U_i} \) does not follow from the assumptions of [13, Th. 17] and must be included into the formulation of “section” property \( (S)^0 \) of [13, Defn. 15]. This is the point which was missed.

**Theorem 8.2.** c.f. [13, Th. 17]. Let \( F \) be a vector field on \( M \) such that \( \Sigma_F \) is nowhere dense. Suppose that there exists \( a \in \mathbb{N}_0 \), a function

\(^1\)In [13, Lm. 32] it was claimed that \( Z^{-1} \) is \( W^{r,r} \)-continuous for all \( r \in \mathbb{N}_0 \). But the latter inequality in the proof of [13, Lm. 32] actually shows \( W^{r,r} \)-continuity of \( Z \) but not of its inverse.
d : N₀ → N₀, a locally finite cover \{V_i\}_{i \in \Lambda} of M by D-submanifolds, and a finite (possibly empty) subset \Lambda' \subset \Lambda such that \{\text{Int}V_i\}_{i \in \Lambda} is also a cover of M, and the local shift map

\[ \varphi_{V_i} : \text{func}(F, V_i) \to Sh(F, V_i) \]

is \( S^{\infty, \infty} \)-open if \( i \in \Lambda' \) and \( S^{r,d(r)} \)-open for all \( r \geq a \) if \( i \in \Lambda \setminus \Lambda' \). Then the shift map

\[ \varphi : \text{func}(F) \to Sh(F) \]

is \( S^{\infty, \infty} \)-open. Moreover, if \( \Lambda' = \emptyset \), then \( \varphi \) is \( S^{r,d(r)} \)-open for every \( r \geq a \).

Hence if \( \varphi : \text{func}(F) \to Sh(F) \) is injective, then it is a homeomorphism with respect to \( S^{\infty} \) topologies. Otherwise, \( \varphi \) is a \( \mathbb{Z} \)-covering map.

Proof. The proof follows the line of [13, Th. 17]. Since \( \Sigma_F \) is nowhere dense, there exists a continuous function \( \delta : M \to (0, \infty) \) such that for every periodic point \( x \) of period \( \theta_x \) we have that \( \delta(x) < 3\theta_x \), see [13, Pr. 14].

Let \( \alpha \in \text{func}(F) \), \( r \geq a \), \( d^r \) be a metric on the manifold \( J^r(M, \mathbb{R}) \) of \( r \)-jets, \( \nu : M \to (0, 1) \) be a strictly positive continuous function such that \( \nu < \delta \), and

\[ \mathcal{M} \overset{\text{def}}{=} \{ \beta \in \text{func}(F) \mid d^r(j^r\alpha(x), j^r\beta(x)) < \nu(x), \forall x \in M \} \]

be a base \( S^r \)-neighbourhood of \( \alpha \), where \( j^r\beta(x) \) denotes the \( r \)-jet of \( \beta \) at \( x \). Then the restriction of \( \varphi \) to \( \mathcal{M} \) is injective, [13, Pr. 14]. We will show that \( \varphi(\mathcal{M}) \) is \( S^{\infty} \)-open in \( Sh(F) \) and if \( \Lambda' = \emptyset \), then \( \varphi(\mathcal{M}) \) is even \( S^{d(r)} \)-open in \( Sh(F) \). This will complete Theorem 8.2.

For every \( i \in \Lambda \) let

\[ \mathcal{M}_i \overset{\text{def}}{=} \{ \beta \in \text{func}(F, V_i) : d^r(j^r\alpha(x), j^r\beta(x)) < \nu(x), \forall x \in V_i \} \]

be an \( S^r \)-neighbourhood of \( \alpha_{|V_i} \) in \( \text{func}(F, V_i) \). It follows from assumption about openness of \( \varphi_{V_i} \) that

\[ \varphi_{V_i}(\mathcal{M}_i) = Sh(F, V_i) \cap \mathcal{N}_i, \]

where \( \mathcal{N}_i \) is \( S^{\infty} \)-open in \( C^{\infty}(V_i, M) \) for \( i \in \Lambda' \) and \( S^{d(r)} \)-open for \( i \in \Lambda \setminus \Lambda' \). Moreover, the restriction of \( \varphi_{V_i} \) to \( \mathcal{M}_i \) is one-to-one.

Let \( p_i : C^{\infty}(M, \mathbb{R}) \to C^{\infty}(V_i, M) \) and \( q_i : C^{\infty}(M, M) \to C^{\infty}(V_i, M) \) be the “restriction to \( V_i \)” maps. Then we have the following commutative diagram

\[ \begin{array}{ccc}
\text{func}(F) & \overset{\varphi}{\longrightarrow} & Sh(F) \\
p_i \downarrow & & \downarrow q_i \\
\text{func}(F, V_i) & \overset{\varphi_{V_i}}{\longrightarrow} & Sh(F, V_i)
\end{array} \]
By definition $\varphi$ and $\varphi_{V_i}$ are surjective. It also follows from definitions of $\text{func}(F)$ and $\text{func}(F, V_i)$ and assumption that $V_i$ is a $D$-submanifold, that every $\sigma \in C^\infty(V, \mathbb{R})$ extends to some $\bar{\sigma} \in C^\infty(M, \mathbb{R})$. Moreover, if $\sigma \in \text{func}(F, V_i)$, we can assume that $\bar{\sigma} \in \text{func}(F)$, whence $p_i(\text{func}(F)) = \text{func}(F, V_i)$. Therefore $q_i$ is surjective as well. It follows from definition that

$$\mathcal{M} = \bigcap_{i \in \Lambda} p_i^{-1}(\mathcal{M}_i).$$

Put

$$(8.3) \quad \mathcal{N} \overset{\text{def}}{=} \bigcap_{i \in \Lambda} q_i^{-1}(\mathcal{N}_i).$$

Since $\{V_i\}_{i \in \Lambda}$ is a locally finite cover and $\Lambda'$ is finite, it follows from [13, Lm. 18] that $\mathcal{N}$ is $S^\infty$-open in $C^\infty(M, M)$ and even $S^{d(r)}$-open if $\Lambda' = \varnothing$. We will now show that

$$(8.4) \quad \varphi(\mathcal{M}) = Sh(F) \cap \mathcal{N}.$$ 

This will complete our theorem.

It follows from (8.2) and (8.3) that $\varphi(\mathcal{M}) \subset Sh(F) \cap \mathcal{N}$. Conversely, let $g \in Sh(F) \cap \mathcal{N}$. Then $g_{V_i} = q_i(g) \in Sh(F, V_i) \cap \mathcal{N}_i = \varphi_{V_i}(\mathcal{M}_i)$ for all $i \in \Lambda$ and $g = \varphi(\beta')$ for some $\beta' \in C^\infty(M, \mathbb{R})$. We have to find (possibly another) function $\beta \in \mathcal{M}$ such that $g = \varphi(\beta)$. Since the restriction of $\varphi_{V_i}$ to $\mathcal{M}_i$ is injective, $g_{V_i} = \varphi_{V_i}(\beta_i)$ for a unique $\beta_i \in \mathcal{M}_i$.

It remains to show that $\beta_i = \beta_j$ on $V_i \cap V_j$ for all $i, j \in \Lambda$. Since $\{\text{Int}V_i\}_{i \in \Lambda}$ is a cover of $M$ as well, the family of functions $\{\beta_i\}_{i \in \Lambda}$ will define a unique smooth function $\beta \in \bigcap_{i \in \Lambda} p_i^{-1}(\mathcal{M}_i) = \mathcal{M}$ such that $\beta|_{V_i} = \beta_i$ and $\varphi(\beta) = g$. This will prove (8.4) and complete our theorem.

Let $x \in \text{Int}V_i \cap \text{Int}V_j$ for some $i, j \in \Lambda$. Then $g(x) = F(x, \beta_i(x)) = F(x, \beta_j(x))$.

If $x$ is a non-periodic regular point, then $\beta_i(x) = \beta_j(x)$.

If $x$ is periodic of period $\theta_x$, then $\beta_i(x) - \beta_j(x) = b\theta_x$ for some $b \in \mathbb{Z}$.

But $|\beta_i(x) - \beta_j(x)| \leq |\alpha(x) - \beta_i(x)| + |\alpha(x) - \beta_j(x)| < 2\delta(x) < \theta_x$, whence $b = 0$.

Thus $\beta_i = \beta_j$ on $(\text{Int}V_i \cap \text{Int}V_j) \setminus \Sigma_F$. Since $\Sigma_F$ is nowhere dense, we see that $\beta_i = \beta_i$ on all of $V_i \cap V_j$ as well. \hfill \square

9. Replacing $M$ with an open subset

Theorem [8.2] reduces the verification of openness of the shift map to openness of a family of shift maps $\{\varphi_{V_i}\}$, where $\{V_i\}$ is any locally

\footnote{If $\Lambda'$ were infinite, then $\mathcal{N}$ would be open in the so-called very-strong topology, see [9].}
finite cover of $M$ by $D$-submanifolds. Our next aim is to “localize” the verification an openness of $\varphi_V$ by replacing all the manifold $M$ with an open neighbourhood $W$ of $V$.

Let $F$ be a vector field on $M$, $W \subset M$ be a connected, open subset, and $F_W : W \times \mathbb{R} \supset \text{dom}(F_W) \to W$ be the local flow generated by the restriction $F|_W$ of $F$ to $W$. Then

$$\text{dom}(F_W) \subset \text{dom}(F) \cap (W \times \mathbb{R})$$

and $F = F_W$ on $\text{dom}(F_W)$. Let $V \subset W$ be a $D$-submanifold. Then $\text{func}(F_W, V)$ is an $S^0$-open subset of $\text{func}(F, V)$, and the corresponding shift map $\varphi_{W,V}$ of $F_W$ coincides with $\varphi_V$ on $\text{func}(F_W, V)$, i.e.

$$\varphi_{W,V} = \varphi_V|_{\text{func}(F_W, V)} : \text{func}(F_W, V) \to \text{Sh}(F_W, V) \subset \text{Sh}(F, V).$$

The following statement characterizes openness of $\varphi_V$ via openness of $\varphi_{W,V}$.

**Theorem 9.1.** Let $V \subset W$ be a $D$-submanifold, and $r, s \in \mathbb{N}_0$. Then the following conditions (A)-(C) are equivalent:

(A) The shift map $\varphi_V$ is $S^{r,s}$-open;

(B) The shift map $\varphi_{W,V}$ is $S^{r,s}$-open and its image $\text{Sh}(F_W, V)$ is $S^s$-open in $\text{Sh}(F, V)$, i.e. there exists an $S^s$-open subset $N \subset C^\infty(V, W)$ such that

$$\text{Sh}(F, V) \cap N = \text{Sh}(F_W, V).$$

(C) The shift map $\varphi_{W,V}$ is $S^{r,s}$-open and there exists an $S^s$-neighbourhood $N$ of the identity inclusion $i_V : V \subset M$ in $C^\infty(V, M)$ such that

$$\text{Sh}(F, V) \cap N \subset \text{Sh}(F_W, V).$$

**Proof.** (A)⇒(B). Since $\text{func}(F_W, V)$ is an $S^0$-open subset of $\text{func}(F, V)$ and $\varphi_V$ is an $S^{r,s}$-open map, it follows that the restriction

$$\varphi_V|_{\text{func}(F_W, V)} = \varphi_{W,V}$$

is an $S^{r,s}$-open map and its image $\text{Sh}(F_W, V)$ is $S^s$-open in $\text{Sh}(F, V)$.

The implication (B)⇒(C) is evident.

(C)⇒(A). Suppose that $\varphi_{W,V}$ is $S^{r,s}$-open. Then by (2) of Theorem 1.2 there exists an $S^s$-neighbourhood $U$ of the identity inclusion $i_V : V \subset W$ in $C^\infty(V, W)$ and an $S^{s,r}$-continuous section of $\varphi_{W,V}$ defined on $U' = U \cap \text{Sh}(F_W, V)$:

$$\sigma : \text{Sh}(F, V) \supset \text{Sh}(F_W, V) \supset U' \xrightarrow{\sigma} \text{func}(F_W, V) \subset \text{func}(F, V),$$

i.e., $\varphi_{W,V} \circ \sigma = \text{id}_{U'}$. 


Since \( Sh(F, V) \cap N \subset Sh(F_W, V) \) and \( C^\infty(V, W) \) is an \( S^0 \)-open subset of \( C^\infty(V, M) \), we obtain that \( U'' = U' \cap N \) is an \( S^6 \)-neighbourhood of \( i_V : V \subset M \) in \( C^\infty(V, M) \). Moreover, \( \varphi_V \) coincides with \( \varphi_{W,V} \) on \( func(F_W, V) \). Therefore \( \sigma \) is also a section of \( \varphi_V \) defined on \( U'' \). Then by (2) of Theorem 4.2 \( \varphi_V \) is \( S^{r,s} \)-open. \( \square \)

Emphasize that in this theorem \( W \) is an arbitrary open neighbourhood of \( V \).

10. **Openness of \( Sh(F_W, V) \) in \( Sh(F) \). Regular case.**

Let \( z \) be a regular point of \( F \), i.e. \( F(z) \neq 0 \). In this section we present necessary and sufficient conditions for \( W^{r,r} \)-openness of local shift map \( \varphi_V \), where \( V \) is arbitrary small \( D \)-neighbourhood of \( z \), see Theorem 10.2. As a consequence we will obtain the following

**Theorem 10.1.** Suppose that \( z \) is a regular point of \( F \) having one of the following properties:

(a) \( z \) is non-periodic and non-recurrent;
(b) \( z \) is periodic and the germ at \( z \) of its first recurrence map \( R : (B, z) \to (B, z) \) is periodic;
(c) \( z \) is periodic and the tangent map \( T_z R : T_z B \to T_z B \) has at least one eigen value \( \lambda \) such that \( |\lambda| \neq 1 \).

Then for any sufficiently small connected \( D \)-neighbourhood \( V \) of \( z \) the corresponding shift map \( \varphi_V \) of \( F \) is \( W^{r,r} \)-open for all \( r \geq 1 \). Moreover, if \( z \) satisfies either (a) or (b), then \( \varphi_V \) is \( W^{0,0} \)-open as well.

The proof will be given in 10.8.

Since \( z \) is a regular point of \( F \), there exist \( \varepsilon > 0 \), a neighbourhood \( W' \) of \( z \), and a diffeomorphism

\[ \eta : W' \to \mathbb{R}^{n-1} \times (-4\varepsilon, 4\varepsilon) \]

such that in the coordinates \((y, s)\) on \( W' \) induced by \( \eta \) we have that

\[ F((y, s), t) = (y, s + t), \]

whenever \( s, s + t \in (-4\varepsilon, 4\varepsilon) \). We will call \( W' \) a \( 4\varepsilon \)-flow-box at \( z \), see Figure 3. Let also \( W = \eta^{-1}(\mathbb{R}^{n-1} \times (-\varepsilon, \varepsilon)) \subset W' \) be the “central” \( \varepsilon \)-flow-box at \( z \). For every \( D \)-submanifold \( V \subset W \) denote

\begin{equation}
U_V = \{ \alpha \in \text{func}(F, V) : \varphi_V(\alpha)(V) \subset V \}.
\end{equation}

Then \( \text{func}(F_W, V) \subset U_V \) and

\begin{equation}
\varphi_V(U_V) = Sh(F, V) \cap C^\infty(V, W)
\end{equation}

is a \( W^0 \)-open neighbourhood of \( i_V \) in \( Sh(F, V) \).
Figure 3. Flow box

Let $p_1 : W' \to \mathbb{R}^{m-1}$ and $p_2 : W' \to (-4\varepsilon, 4\varepsilon)$ be the standard projections. Then we can define two maps $P_1 : \mathcal{U}_V \to \mathcal{C}^\infty(V, \mathbb{R}^{m-1})$ and $P_2 : \mathcal{U}_V \to \mathcal{C}^\infty(V, (-\varepsilon, \varepsilon))$ by

$$P_1(\alpha) = p_1 \circ \varphi_V(\alpha) : V \xrightarrow{\varphi_V(\alpha)} W \cong \mathbb{R}^{m-1} \times (-\varepsilon, \varepsilon) \xrightarrow{p_1} \mathbb{R}^{m-1},$$

$$P_2(\alpha) = p_2 \circ \varphi_V(\alpha) : V \xrightarrow{\varphi_V(\alpha)} W \cong \mathbb{R}^{m-1} \times (-\varepsilon, \varepsilon) \xrightarrow{p_2} (-\varepsilon, \varepsilon),$$

for $\alpha \in \mathcal{U}_V$. Thus $\varphi_V(\alpha) = (P_1(\alpha), P_2(\alpha))$.

**Theorem 10.2.** Let $V \subset W$ be a connected compact $D$-submanifold, and $0 : V \to \mathbb{R}$ be the zero function.

1. Then the map $P_1$ is locally constant with respect to the $\mathcal{W}^0$ topology of $\mathcal{U}_V$ and its image $P_1(\mathcal{U}_V) \subset \mathcal{C}^\infty(V, \mathbb{R}^{m-1})$ is at most countable.

2. The shift map $\varphi_V : \text{func}(F, V) \to \text{Sh}(F, V)$ is $\mathcal{W}^{\alpha-r}$-open if and only if $P_1(0)$ is an isolated point of $P_1(\mathcal{U}_V)$ in $\mathcal{C}^\infty(V, \mathbb{R}^{m-1})$ with respect to the $\mathcal{W}$ topology.

**Proof.** (1) We need the following lemma:

**Lemma 10.3.** Let $\alpha, \beta \in \mathcal{U}_V$. Then one of the following conditions holds true:

(i) $|\alpha(x) - \beta(x)| < 2\varepsilon$ for all $x \in V$,

(ii) $\alpha(x) - \beta(x) > 6\varepsilon$ for all $x \in V$.

(iii) $\beta(x) - \alpha(x) > 6\varepsilon$ for all $x \in V$.

Moreover, condition (i) implies that

(iv) $P_1(\beta) = P_1(\alpha)$ and $P_2(\beta) = P_2(\alpha) + \beta - \alpha$.

**Proof.** Define the following three open, mutually disjoint subsets of $V$:

$$K_1 = \{x \in V : |\alpha(x) - \beta(x)| < 2\varepsilon\},$$

$$K_2 = \{x \in V : \alpha(x) - \beta(x) > 6\varepsilon\},$$

$$K_3 = \{x \in V : \beta(x) - \alpha(x) > 6\varepsilon\}.$$

Let $x \in V$ and suppose that $|\beta(x) - \alpha(x)| \geq 2\varepsilon$, i.e. $x \notin K_1$. Since $W$ is the central $\varepsilon$-flow-box of a $4\varepsilon$-flow-box, and

$$\varphi_V(\alpha)(V) \cup \varphi_V(\beta)(V) \subset W,$$
we see that \(|\beta(x) - \alpha(x)| > 6\varepsilon\), i.e. \(x \in K_2 \cup K_3\). Thus \(V = K_1 \cup K_2 \cup K_3\). Since \(V\) is connected and \(K_i\) are open and disjoint, we obtain that \(V\) coincides with one of them.

(i)\(\Rightarrow\)(iv) Denote \(f = \varphi_V(\alpha)\), \(g = \varphi_V(\beta)\), and \(\tau(x) = \beta(x) - \alpha(x)\). Then
\[
(10.3) \quad g(x) = \mathbf{F}(x, \beta(x)) = \mathbf{F}(\mathbf{F}(x, \alpha(x)), \beta(x) - \alpha(x)) = \mathbf{F}(f(x), \tau(x))
\]
for all \(x \in V\). Suppose that \(|\tau| < 2\varepsilon\) on all of \(V\). Recall that \(\mathbf{F}(y, s; t) = (y, s + t)\) whenever \(s, t, s + t \in (-4\varepsilon, 4\varepsilon)\) and \(y \in \mathbb{R}^{m-1}\). Since \(|P_2(\alpha)|, |P_2(\beta)| < \varepsilon\), we obtain that \(|P_2(\alpha) + \tau| < 3\varepsilon\) and
\[
(P_1(\beta), P_2(\beta)) = g \mathbf{F}(P_1(\alpha), P_2(\alpha); \tau) = (P_1(\alpha), P_2(\alpha) + \beta - \alpha).
\]
Hence \(P_1(\beta) = P_1(\alpha)\) and \(P_2(\beta) = P_2(\alpha) + \beta - \alpha\). \(\Box\)

**Corollary 10.4.** Define the following equivalence relation on \(U_V\) by
\[
\alpha \sim \beta \quad \text{if and only if} \quad |\alpha - \beta| < 2\varepsilon.
\]
Then every class is \(W^0\)-open and by (iv) of Lemma \(10.3\) the map \(P_1\) is defined on the equivalence classes, whence \(P_1\) is locally constant.

Moreover, there is a well-defined strict order on the equivalence classes of \(\sim\): if \(A\) and \(B\) are two distinct classes of \(\sim\) then
\[
A > B \quad \text{if and only if} \quad \alpha - \beta > 6\varepsilon
\]
on \(V\) for some \(\alpha \in A\) and \(\beta \in B\). Hence there are at most countable many classes of \(\sim\), and therefore the image of \(P_1\) is at most countable.

**Proof.** We have only to show that the definition of “>” does not depend on a particular choice of \(\alpha\) and \(\beta\). Let \(\alpha' \in A\) and \(\beta' \in B\) be another functions. Then
\[
\alpha' - \beta' = (\alpha' - \alpha) + (\alpha - \beta) + (\beta - \beta') > -2\varepsilon + 6\varepsilon - 2\varepsilon = 2\varepsilon.
\]
Hence by Lemma \(10.3\) \(\alpha' - \beta' > 6\varepsilon\) as well. \(\Box\)

This corollary proves (1).

(2) Let \(A_0\) be the equivalence class of \(\sim\) containing the zero function \(0\), i.e. \(A_0 = \{\alpha \in U_V : |\alpha| < 2\varepsilon\}\). Then it is easy to see that
\[
A_0 = \func(\mathbf{F}_W, V), \quad \text{whence} \quad Sh(\mathbf{F}_W, V) = \varphi_{W,V}(A_0) = \varphi_V(A_0).
\]
Thus we obtain the following commutative diagram

$$
\begin{array}{ccc}
A_0 = \text{func}(F_W, V) & \xrightarrow{\varphi_{W,V} = \varphi_V} & \mathcal{U}_V & \xrightarrow{\varphi_V} & \text{func}(F, V) \\
\varphi_V(A_0) = Sh(F_W, V) & \xrightarrow{\varphi_V} & \varphi_V(\mathcal{U}_V) = Sh(F, V) \cap C^\infty(V, W) & \xrightarrow{\varphi_V} & Sh(F, V) \\
\end{array}
$$

\[P_1(A_0) \xrightarrow{\varphi_V} \mathcal{U}_V \xrightarrow{\varphi_V} \text{im} P_1\]

Lemma 10.5. The image \(Sh(F_W, V)\) is \(W^r\)-open in \(Sh(F, V)\) for some \(r \in \mathbb{N}_0\) if and only if \(P_1(0) = P_1(A_0)\) is an isolated point of the image \(\text{im} P_1 = P_1(\mathcal{U}_V) \subset C^\infty(V, \mathbb{R}^{m-1})\) with respect to the \(W^r\) topology.

Proof. Sufficiency. Suppose that \(P_1(0)\) is an isolated point of \(\text{im} P_1\) in the \(W^r\) topology, i.e. \(P_1(0)\) is a \(W^r\)-open subset of \(\text{im} P_1\). Since \(p_1^r\) is \(W^{r^*-r}\)-continuous, we obtain that \(Sh(F_W, V) = \varphi_V(A_0)\) is \(W^r\)-open in \(\varphi_V(\mathcal{U}_V)\) being \(W^r\)-open in \(Sh(F, V)\). Hence \(Sh(F_W, V)\) is \(W^r\)-open in \(Sh(F, V)\) as well.

Necessity. Conversely, suppose that \(P_1(0)\) is not isolated in \(\text{im} P_1\) with the \(W^r\) topology. We will construct a sequence of functions \(\{\beta_i\}\) such that

(i) \(P_1(\beta_i) \neq P_1(0)\),

(ii) the sequence \(\{\varphi_V(\beta_i)\}\) converges to \(i_V : V \subset M\) in the \(W^r\) topology.

It will follow from (i) that \(\varphi_V(\beta_i) \not\in Sh(F_W, V) = \varphi_V(A_0)\), and in particular \(\beta_i \not\in A_0 = \text{func}(F_W, V)\) for all \(i \in \mathbb{N}\). Then from (ii) we will obtain that \(Sh(F_W, V) = \varphi_{W,V}(A_0)\) is not a \(W^r\)-neighbourhood of \(i_V\) in \(Sh(F, V)\), i.e. \(Sh(F_W, V)\) is not \(W^r\)-open in \(Sh(F, V)\).

Since \(P_1(0)\) is not isolated in \(\text{im} P_1\), there exists a sequence of classes \(\{A_i\}\) distinct from \(A_0\) such that their images \(P_1(A_i)\) converge to \(P_1(A_0)\) in the \(W^r\) topology.

It is easy to see that for every \(i \in \mathbb{N}\) there exists a function \(\beta_i \in A_i\) such that \(P_2(\beta_i)(x, s) = P_2(0)(x, s) = s\). Indeed, take any \(\beta_i' \in A_i\) and set \(\beta_i = \beta_i' - p_2(\beta_i')\).

We claim that the sequence \(\{\beta_i\}_{i \in \mathbb{N}}\) satisfies conditions (i) and (ii). Property (i) holds since \(P_1(\beta_i) = P_1(A_i) \neq P_1(A_0)\) for all \(i \in \mathbb{N}\).

Moreover, we have that \(P_2(\beta_i) = P_2(0) = p_2 \circ i_V\) and \(\{P_1(\beta_i)\} \subset C^\infty(V, \mathbb{R}^{m-1})\) converges to \(P_1(0) = p_1 \circ i_V\) in \(W^r\) topology. Hence \(\varphi_V(\beta_i)\) converges to \(i_V\) with respect to the \(W^r\) topology. This proves (ii). \(\square\)

Lemma 10.6. The map \(\varphi_{W,V}\) is \(W^{r, r}\)-open for all \(r \geq 0\).
Proof. Notice that
\[ \operatorname{func}(F_W, V) = \{ \alpha \in C_\infty(V, \mathbb{R}) : |\alpha(y, s)| < \varepsilon, |s + \alpha(y, s)| < \varepsilon \}, \]
and
\[ \varphi_{W,V}(\alpha)(y, s) = (y, \alpha(y, s) + s). \]
Hence
\[ Sh(F_W, V) = \{ f \in C_\infty(V, W) : p_1 \circ f(y, s) = y, |p_2 \circ f| < \varepsilon \}, \]
and the inverse map \( \varphi_{W,V}^{-1} : Sh(F_W, V) \to \operatorname{func}(F_W, V) \) is given by
\[ \varphi_{W,V}^{-1}(f)(y, s) = p_2 \circ f(y, s) - s. \]
Evidently, this map is \( W^{r,r} \)-continuous for all \( r \in \mathbb{N}_0 \), whence \( \varphi_{W,V} \) is \( W^{r,r} \)-open. \( \square \)

Now statement (2) follows from 10.5, 10.6 and statement (B) of Theorem 9.1. Theorem 10.2 is completed. \( \square \)

10.7. Periodic case. Let \( z \) be a periodic point of \( F \). We will show that for a sufficiently small flow-box at \( z \) the images of \( \sim \)-classes defined in 10.4 can be described in terms of its first recurrence map only, see (10.5).

Let \( \theta \) be the period of \( z \), \( B \) be a codimension one open disk which transversally intersects the orbit of \( o_z \) at \( z \), and \( R : (B, z) \to (B, z) \) be the first recurrence map. Let also \( \varepsilon < \theta/5 \) and \( \eta : W' \to \mathbb{R}^{m-1} \times (-4\varepsilon, 4\varepsilon) \) be a \( 4\varepsilon \)-flow-box at \( z \). Decreasing \( W' \) we can assume, in addition, that
\[ o_z \cap W' = F(z \times (-4\varepsilon, 4\varepsilon)), \]
\( B \subset W' \), and \( B \) is transversal to all orbits of \( W' \), so that the restriction \( p_1|_B : W' \supset B \to \mathbb{R}^{m-1} \) is a diffeomorphism. Put
\[ d = (p_1|_B)^{-1} \circ p_1 : V \xrightarrow{p_1} \mathbb{R}^{m-1} \xrightarrow{(p_1|_B)^{-1}} B. \]
Then \( d \) preserves the first coordinate.

Let \( W \subset W' \) be the central \( \varepsilon \)-flow-box, \( V \subset W \) be a connected \( D \)-neighbourhood of \( z \), and \( A \) be the \( \sim \)-class of \( \mathcal{U}_V \). Then it follows from (10.4) that there exists a unique \( k \in \mathbb{Z} \) such that \( |\alpha(z) - k\theta| < \varepsilon \) for every \( \alpha \in A \), and
\[ P_1(A) = p_1 \circ R^k \circ d : V \xrightarrow{d} B \xrightarrow{R^k} B \xrightarrow{p_1} \mathbb{R}^{m-1}. \]
10.8. **Proof of Theorem 10.1.** Due to Theorem 10.2 it suffices to find a $4\varepsilon$-flow-box neighbourhood $W'$ of $z$ such that for every connected $D$-neighbourhood $V$ of $z$, contained in the central $\varepsilon$-flow-box neighbourhood $W$, the image $P_1(0)$ is an isolated point of $P_t(U_V)$ in the $W'$ topology, where $r \geq 0$ in the cases (a) and (b), and $r \geq 1$ in the case (c).

(a) Suppose that $z$ is non-recurrent. Then there exist $\varepsilon > 0$, and a $4\varepsilon$-flow-box neighbourhood $W'$ of $z$ such that $F(z,t) \in W'$ iff $|t| < 4\varepsilon$. Let $W \subset W'$ be the central $\varepsilon$-flow-box and $V \subset W$ be a connected $D$-neighbourhood. Then it follows from Lemma 10.3 that there exists only one equivalence class of $\sim$. Hence $\text{im } P_1 = P_1(0)$, and thus $P_1(0)$ is isolated in $\text{im } P_1$ in any of $W^r$ topologies.

Suppose that $z$ is periodic. Let $B$ be a codimension one open disk which transversally intersects the orbit of $o_z$ at $z$, $R : (B,z) \to (B,z)$ be the first recurrence map, and $W'$, $W$, and $V$ be such as in §10.7. If the germ of $R$ at $z$ is periodic of some period $q$, then we can assume that there exists an open neighbourhood $E \subset B$ of $z$ such that $R(E) = E$ and $d(V) \subset E$. Then it follows from (10.5) that the image of $P_1$ is finite and consists of $q$ points. Hence $P_1(0)$ is isolated in $\text{im } P_1$ in any of $W^r$ topologies.

(c) Suppose that the tangent map $T_z R : T_z B \to T_z B$ has at least one non-zero eigenvector $v \in T_z B \subset T_z V$ with eigenvalue $\lambda$ such that $|\lambda| \neq 1$. Then $T_z R^k(v) = \lambda^k v$. Let $T_z p_1 : T_z B \to T_{p_1} \mathbb{R}^{m-1}$ be the tangent map of $p_1$ at $z$ and $u = T_z p_1(v)$. Then for every class $A$ corresponding to some $k \in \mathbb{Z}$ we have that

$$T_z(P_1(A)) \equiv T_z(p_1 \circ R^k \circ d)(v) = \lambda^k u.$$  

Since $|\lambda| \neq 1$, we see that $P(0)$ is isolated in $\text{im } P_1$ in any of $W^r$ topologies for $r \geq 1$. \hfill \Box

11. **Openness of $\text{Sh}(F_W, V)$ in $\text{Sh}(F)$.** **Singular case**

Let $W \subset M$ be an open subset and $V \subset W$ be a $D$-submanifold. Similarly to §10.1, put

$$U_V = \{ \alpha \in \text{func}(F, V) : \varphi_V(\alpha)(V) \subset W \}.$$  

Then $\text{func}(F_W, V) \subset U_V$ and

$$\varphi_V(U_V) = \text{Sh}(F, V) \cap C^\infty(V, W)$$  

is a $W^r$-open neighbourhood of $i_V$ in $\text{Sh}(F, V)$. We will now present a sufficient condition which guarantees that $\text{func}(F_W, V) = U_V$. Due
to (11.2) this will imply that
\[ Sh(F_W, V) \overset{\text{def}}{=} \varphi_V(\func(F, V)) = \varphi_V(U_V) = Sh(F, V) \cap C^\infty(V, W) \]
is \( W^0 \)-open in \( Sh(F, V) \). In particular we prove (11.3) for vector fields of types (Z), (L), (H) and their products.

**Definition 11.1.** Let \( V \subset W \) be a subset. We will say that a pair \((W, V)\) has **proper boundary intersection** property (p.b.i.) if for any \( x \in V, a \in \mathbb{R}, \) and \( T > 1 \) such that
- \( F(x, \tau a) \in W \) for \( \tau \in [0, 1) \cup \{T\}, \) but
- \( F(x, a) \in \Fr(W) = \overline{W} \setminus W, \)
there exists \( \tau' \in (1, T) \) such that \( F(x, \tau' a) \notin \overline{W}, \) see Figure 4a).

Roughly speaking, if the orbit \( o_x \) of any \( x \in V \) leaves \( W \) for a certain amount of time and comes back into \( W \), then during this time it must leave the closure \( \overline{W} \). In Figure 4b) the pair \((W, V)\) does not satisfy p.b.i.

The following lemma is the crucial implication of p.b.i.:

**Lemma 11.2.** Let \( z \in W, \ F(z) = 0, \) and \( V \subset W \) be a connected \( D \)-neighbourhood of \( z \) such that \((W, V)\) has p.b.i. Then \( \func(F_W, V) = U_V. \)

**Proof.** Let \( \alpha \in U_V, \) so \( F(x, \alpha(x)) \in W \) for all \( x \in W. \) We have to show that \( \alpha \in \func(F_W, V). \) It suffices to verify that the following subset of \( V: \)

\[ K_\alpha = \{ x \in V : F(x, s\alpha(x)) \in W \text{ for all } s \in I = [0, 1] \} \]

coincides with all of \( V. \) Notice that \( z \in K_\alpha. \) Moreover, since \( W \) is open in \( M, \) it follows that \( K_\alpha \) is open in \( V. \) Therefore it suffices to show that \( V \setminus K_\alpha \) is open in \( V \) as well. Since \( V \) is connected, we will get that \( K_\alpha = V. \)

Let \( x \in V \setminus K_\alpha. \) Then \( x = F(x, 0 \cdot \alpha(x)) \) and \( F(x, 1 \cdot \alpha(x)) \) belong to \( W \) and there exists \( \tau_0 \in (0, 1) \) such that \( F(x, \tau \alpha(x)) \in W \) for all \( \tau \in [0, \tau_0) \)
while \( F(x, \tau_0 \alpha(x)) \in \text{Fr}(W) \). Now it follows from p.b.i. for the pair \((W, V)\) that there exists \( \tau' \in (\tau_0, 1) \) such that \( F(x, \tau' \alpha(x)) \notin \overline{W} \).

Then there is an open neighbourhood \( V_x \) of \( x \) in \( V \) such that

\[
F(y, \tau' \alpha(y)) \notin W
\]

for all \( y \in V_x \). Hence \( V_x \subset V \setminus K_\alpha \), and thus \( V \setminus K_\alpha \) is open in \( V \). \( \square \)

The following simple lemma is left for the reader.

**Lemma 11.3.** (1) If \((W, V)\) has p.b.i., then for every subset \( V' \subset V \) the pair \((W, V')\) also has this property.

(2) Let \( W' \) be an open neighbourhood of \( \overline{W} \). Then \((W, V)\) has property p.b.i. with respect to \( F \) iff it has this property with respect to the restriction \( F|_{W'} \). In other words, p.b.i. is determined by the behavior of \( F \) on arbitrary small neighbourhood of \( \overline{W} \) only.

(3) For every \( x \in W \) denote by \( \gamma_x \) the connected component of \( o_x \cap W \) containing \( x \). Suppose that \( \text{Fr}(W) \) is a smooth submanifold of \( M \) and for every \( x \in V \) its orbit \( o_x \) is transversal to \( \text{Fr}(W) \) at each \( y \in \gamma_x \cap \text{Fr}(W) \) whenever such a point exists. Then \((W, V)\) has p.b.i.

### 11.4. Isolating blocks

Statement (3) of Lemma 11.3 is relevant with one of the principal results of [4]. An open subset \( U \subset M \) is an isolating neighbourhood for the flow \( F \) if \( o_x \not\subset U \) for all \( x \in \text{Fr}U = \overline{U} \setminus U \). A closed \( F \)-invariant subset \( X \subset M \) is isolated, if \( X \) is the maximal invariant subset of some isolating neighbourhood \( U \) of \( X \).

Let \( W \) be a compact \( D \)-submanifold of \( M \) and \( w = \overline{W} \setminus \text{Int}W \) be its boundary. Denote

\[
w^+ = \{ x \in w : \exists \varepsilon > 0 \text{ with } F(x \times (-\varepsilon, 0)) \cap W = \emptyset \}, \\
w^- = \{ x \in w : \exists \varepsilon > 0 \text{ with } F(x \times (0, \varepsilon)) \cap W = \emptyset \}, \\
\tau = \{ x \in w : F \text{ is tangent to } w \}.
\]

Then \( W \) is called an isolating block for \( F \) if \( w^+ \cap w^- = \tau \) and \( \tau \) is a smooth submanifold of \( w \) with codimension one. Thus \( w^+ \) and \( w^- \) are submanifolds (possibly with corners is so is \( W \)) of \( w \) with common boundary \( \tau \). It follows that the interior of an isolating block is an isolating neighbourhood. Moreover, from (3) of Lemma 11.3 we obtain

**Lemma 11.5.** If \( W \) is an isolating block, then for any subset \( V \subset \text{Int}W \) the pair \( (\text{Int}W, V) \) has p.b.i.

**Theorem 11.6.** [4] Let \( X \subset M \) be a closed isolated \( F \) invariant subset and \( U \supset X \) be its isolating neighbourhood. Then there exists an isolating block \( W \) such that \( X \subset \text{Int}W \subset U \).
This result was established for the case when $W$ is a manifold with boundary, but if $\partial M$ is $F$-invariant and $X \cap \partial M \neq \emptyset$, then the proof easily extends to $D$-submanifolds.

**Corollary 11.7.** Suppose $z$ is an isolated singular point of $F$. Then there exist a base $\beta = \{W_\alpha\}_{\alpha \in A}$ of open neighbourhoods of $0 \in \mathbb{R}^k$ such that for every $W \in \beta$ and any subset $V \subset W$ the pair $(W, V)$ has p.b.i.

11.8. **Semi-invariant sets.** We say that $W$ is *negatively* (positively) invariant with respect to $F$ if for every $x \in W$ and $t \leq 0$ ($t \geq 0$) such that $(x, t) \in \text{dom}(F)$ we have $F(x, t) \in W$. In this case we will also say that $W$ is *semi-invariant*.

**Lemma 11.9.** If $W$ is semi-invariant with respect to $F$, then for any subset $V \subset W$ the pair $(W, V)$ has p.b.i.

*Proof.* Notice that if $x, F(x, Ta) \in W$ for some $a \in \mathbb{R}$ and $T > 1$, then it follows from semi-invariance of $W$ that $F(x, \tau a) \in W$ for all $\tau \in [0, T]$. Hence there are no $x \in V$, $a \in \mathbb{R}$ and $T > 1$ satisfying assumptions of Definition 11.11. Therefore $(W, V)$ has p.b.i. □

11.10. **Product of flows.** For $i = 1, 2$ let $M_i$ be a manifold, $F_i$ be a vector field on $M_i$, $W_i \subset M_i$ be an open subset, and $V_i \subset W_i$ be a subset. Denote $M = M_1 \times M_2$ and $W = W_1 \times W_2$. Consider the product of these vector fields $F(x, y) = (F_1(x), F_2(y))$ on $M$. It generates a local flow $F(x, y, t) = (F_1(x, t), F_2(y, t))$.

**Lemma 11.11.** Suppose that $(W_i, V_i)$ has p.b.i. with respect to $F$, $(i = 1, 2)$, and let $V \subset V_1 \times V_2$ be a subset. Then $(W, V)$ has p.b.i. with respect to $F$.

*Proof.* Let $x = (x_1, x_2) \in V$, $a \in \mathbb{R}$, and $T > 1$ be such that

\[ F(x, \tau a) = (F_1(x_1, \tau a), F_2(x_2, \tau a)) \in W, \quad \tau \in [0, 1) \cup \{T\}, \]

\[ F(x, a) = (F_1(x_1, a), F_2(x_2, a)) \in \text{Fr}W = (\text{Fr}(W_1) \times W_2) \cup (W_1 \times \text{Fr}(W_2)). \]

In particular, $F_i(x_i, a) \in \text{Fr}(W_i)$ for at least one index $i = 1, 2$. For definiteness assume that $F_1(x_1, a) \in \text{Fr}(W_1)$. Since $x_1 \in V_1$, it follows from p.b.i. for $(W_1, V_1)$ that there exists $\tau' \in (1, T)$ such that $F_1(x_1, \tau'a) \notin W_1$. Then $F(x, \tau'a) \notin W$ as well. Hence $(W, V)$ has p.b.i. with respect to $F$. □

**Corollary 11.12.** Let $F$ be a product of vector fields of types (L) or (H) on $\mathbb{R}^m$. Then there exist a base $\beta = \{W_\alpha\}_{\alpha \in A}$ of open neighbourhoods of $0 \in \mathbb{R}^k$ such that for every $W \in \beta$ and any subset $V \subset W$ the pair...
$$(W,V)$$ has p.b.i. In particular, if $V$ is a connected $D$-neighbourhood of 0, then $\text{func}(F_W,V) = \mathcal{U}_V$ and thus by (11.2)

$$Sh(F_W,V) = Sh(F,V) \cap C^\infty(V,W)$$

is $W^0$-open in $Sh(F,V)$.

Proof. Due to Lemma 11.11 it suffices to assume that $F$ is of type (L) or (H). If $F$ is of type (HE), then 0 has an arbitrary small invariant neighbourhoods $W$ and by Lemma 11.9 $(W,V)$ has p.b.i. for any subset $V \subset W$. If $F$ is of type (HS) then $\{0\} \subset \mathbb{R}^2$ is an isolated invariant subset of any of its small neighbourhood, whence existence of $W$ follows from Theorem 11.6 though it can easily be constructed without referring to this theorem.

It remains to consider the case when $F(x) = Bx$, where $B$ is a Jordan cell corresponding either to some eigen value $a \in \mathbb{R}$ or to the pair of complex conjugate $a \pm ib$, ($a, b \in \mathbb{R}$).

1) If $a > 0$ ($a < 0$), then, e.g. [26], 0 has arbitrary small positively (negatively) $F$-invariant neighbourhoods $W$. Moreover, if $B = \left[ \begin{array}{c} 0 \ b \\ -b \ 0 \end{array} \right]$, then 0 in $\mathbb{R}^2$ has arbitrary small $F$-invariant neighbourhoods $W$. Then again by Lemma 11.9 such neighbourhoods have desired properties.

2) Suppose that $B = \left[ \begin{array}{c} 0 \ 1 \\ -1 \ 0 \end{array} \right]$ is nilpotent. Then the coordinate functions of $F$ are given by the following formulas:

$$F_1(x,t) = x_1 + x_2t + x_3 \frac{t^2}{2!} + \cdots + x_m \frac{t^{m-1}}{(m-1)!}, \quad F_i = \frac{\partial F_{i-1}}{\partial t},$$

for $i = 2, \ldots, m$. In particular, for each $x \in \mathbb{R}^m$ these functions are polynomials in $t$ of degree $\leq m - 1$. Hence for every $\bar{r} > 0$ there exists $T > 0$ such that if $|x_0| < \bar{r}$ and $x_0$ is not a fixed point of $F$, then $\|F(x,t)\|$ strictly monotone increases when increases $t > T$ (decreases $t < -T$).

For every $r \geq 0$ let $V_r \subset \mathbb{R}^m$ be the closed $m$-disk of radius $r$ centered at the origin and $W_r = \text{Int}(V_r)$ be its interior. Since $F(0,t) = 0$ for all $t \in \mathbb{R}$, it follows that for every $R > 0$ there exists $r < \bar{r}$ such that $F(V_r \times [-T,T]) \subset W_R$, i.e. $\|F(x,t)\| < R$ for $\|x\| \leq r$ and $|t| \leq T$. We claim that the pair $(W_R,V_r)$ has p.b.i.

Suppose that for some $x \in V_r$ and $a \in \mathbb{R}$ we have $F(x,\tau a) \in W_R$ for $\tau \in [0,1)$ and $F(x,a) \in \text{Fr}(W_R) = \partial V_R$, i.e. $\|F(x,\tau a)\| < R$ and $\|F(x,a)\| = R$. Then $|a| > T$, whence $\|F(x,t)\|$ strictly monotone increases when increases $|t|$. In particular, $\|F(x,\tau a)\| > R$ for all $\tau > 1$, i.e. $F(x,\tau a) \notin V_R = W_R$.

3) Suppose that $\lambda = ib$, ($b \neq 0$), is purely imagine but $m = 2k \geq 4$ for some $k \geq 2$. Then regarding $\mathbb{R}^m$ as $\mathbb{C}^k$ we have that in complex
coordinates \( A = \begin{vmatrix} \frac{i^b}{i^b} & \frac{1}{i^b} \\ \vdots \\ \frac{i^b}{i^b} & 1 \\ \frac{i^b}{i^b} & \frac{1}{i^b} \end{vmatrix} \). Hence the coordinate functions of \( F \) are given by formulae similar to the case 2). Denote \( z = (z_1, \ldots, z_k) \) and \( p(z, t) = z_1 + z_2t + z_3\frac{t^2}{2!} + \cdots + z_k\frac{(k-1)!}{(k-1)!} \). Then

\[
F_1(z, t) = e^{ib}p(z), \quad F_i = e^{ib}\frac{\partial F_{i-1}}{\partial t}, \quad i = 2, \ldots, k.
\]

Since \( |e^{ib}| = 1 \), it follows that \( \|F(x, t)\| \) satisfies monotonicity conditions analogous to the case 2). Then by the similar arguments we obtain that for every \( R > 0 \) there exists \( r > 0 \) such that the pair \((W_R, V_r)\) has property p.b.i. \( \square \)

12. Proof of Theorem 3.5

Let \( F \) be a vector field of class \( \mathcal{F}(M) \). It follows from results of [18] that \( Sh(F) = \mathcal{E}_{id}(F)^k \), where \( k = 1 \) if \( \Sigma \neq \Sigma^{(L)} \cup \Sigma^{(HS)} \) and \( k = 0 \) otherwise.

Therefore we should prove that the map \( \varphi: \text{func}(F) \to Sh(F) \) is a homeomorphism with respect to \( S^\infty \) topologies. Actually we want to apply Theorem 8.2.

Claim 12.1. Suppose that \( F \) belongs to class \( \mathcal{F}(M) \).

(1) If \( z \in \Sigma \), then for any sufficiently small connected compact \( D \)-neighbourhood \( V \) of \( z \) the shift map \( \varphi_V: \text{func}(F, V) \to Sh(F, V) \) is \( W^{\infty, \infty} \)-open. Moreover, if \( z \in \Sigma^{(L)} \cup \Sigma^{(HS)} \), then \( \varphi_V \) is even \( W^{r, r+2} \)-open for all \( r \geq 0 \).

(2) If \( z \) is a regular point of \( F \), then for any sufficiently small connected compact \( D \)-neighbourhood \( V \) of \( z \) the shift mapping \( \varphi_V: \text{func}(F, V) \to Sh(F, V) \) is \( W^{r, s} \)-open for all \( r \geq 1 \).

Proof. By (C) Theorem 9.1 it suffices to find a neighbourhood \( W \) of \( z \) such that for every connected \( D \)-neighbourhood \( V \subset W \) of \( z \)

(i) the shift map \( \varphi_{W,V}: \text{func}(F_{W,V}) \to Sh(F_{W,V}) \) is \( W^{r, s} \)-open for the corresponding values \( r, s \), and

(ii) its image \( Sh(F_{W,V}) \) is \( W^k \)-open in \( Sh(F) \), where \( k = 0 \) in the cases (1), and \( k = 1 \) in the case (2).

(1) Let \( z \in \Sigma_F \). Then by definition of class \( \mathcal{F}(M) \) there exists a neighbourhood \( W \) of \( z \) on which in some local coordinates either

(a) \( F \) is a product of finitely many vector fields \( G_1, \ldots, G_n \) each of which is of types \((Z), (L)\), or \((H)\), or

(b) \( F \) belongs to one of the types \((L1)^{\prime}, (L2)^{\prime}, (L3)^{\prime}\), or \((H)^{\prime}\) but \( z \) is an isolated singular point of \( F \).
Decreasing $W$ we can also assume that $Sh(F_{W}, V)$ is $W^0$-open in $Sh(F)$, i.e. condition (ii) is satisfied. In the case (a) this follows from Corollary 11.12 while in the case (b) from Corollary 11.7.

Then (i) directly follows from Lemmas 7.1-7.3.

(2) Suppose that $z$ is a regular point for $F$. Since $F$ belongs to $\mathcal{F}(M)$, it follows that the assumptions of Theorem 10.1 are satisfied, whence for any sufficiently small $D$-neighbourhood of $z$ the shift map $\varphi_V$ is $W^{r,r}$-open for all $r \geq 1$.

For every $z \in M$ let $V_z$ be a neighbourhood guaranteed by Claim 12.1.

By assumption of Theorem 3.5 the set $\Sigma \setminus \left(\Sigma^{(1)} \cup \Sigma^{(2)}\right)$ is compact.

Therefore using paracompactness of $M$ we can find a locally finite cover $\{V_i\}_{i \in \Lambda}$ of $M$ by compact connected $D$-submanifolds and a finite subset $\Lambda' \subset \Lambda$ such that the map $\varphi_{V_i}$ is $W^{\infty,\infty}$-open for $i \in \Lambda'$ and $W^{r,r+2}$-open for all $r \geq 0$ whenever $i \in \Lambda \setminus \Lambda'$. Hence by “fragmentation” Theorem 8.2 $\varphi$ is a local homeomorphism with respect to $S^\infty$ topologies. All other statements concerning homotopy types of $D_{id}(F)'$ and $E_{id}(F)'$ follow by the arguments of the proof of [13, §9]. Theorem 3.5 is completed.
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