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Abstract
We release a Python module containing several tools to build analogical grids from words contained in a corpus. The module implements several previously presented algorithms. The tools are language-independent. This permits their use with any language and any writing system. We hope that the tools will ease research in morphology by allowing researchers to automatically obtain structured representations of the vocabulary contained in corpora or linguistic data. We also release analogical grids built on the vocabularies contained in 1,000 corresponding lines of the 11 different language versions of the Europarl corpus v.3. The grids were built on N-grams of different lengths, from words to 6-grams. We hope that the use of structured parallel data will foster research in comparative linguistics.
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1. Introduction

Paradigm tables are known for their usefulness in learning conjugation or declension when studying a language. Such paradigm tables are the result of grammatical tradition or thorough linguistic formalization. They are commonly found in dictionaries and constructed from lexemes and exponents, like the one shown in Figure 2 (left) which is taken from a French & English dictionary (Mansion, 1981 grey section, p. 1).

Analogical grids are not paradigm tables, but they also give a compact view on the organization of a lexicon up to a certain extent (see below, Section 2.1.). Analogical grids are the result of an empirical procedure. They may be seen as a preliminary step towards the production of paradigm tables. Figure 2 (right) shows an example of an analogical grid in English. They can be used to study the productivity of a language (Singh and Ford, 2000), Neuwel and Fulop, 2002, Hathout, 2008). Fam and Lepage (2016) performed such an analysis across 12 languages using analogical grids built from the Bible corpus (Christodouloupoulos, 2015).

As another example of use, Hathout (2009) showed how to produce the French word fructification by analogy from the neighboring word forms fructifier, fructification, and rectifier in the same series (see Figure 1).

\[
\begin{array}{c|c|c}
\text{fructifier} & \text{family} & \text{fructification} \\
\hline
\text{series} & \text{series} & \\
\text{rectifier} & \text{family} & \text{rectification} \\
\end{array}
\]

fructifier : fructification :: rectifier : rectification

Figure 1: Producing a new word form from neighboring word forms. Example taken from (Hathout, 2009)

This paper introduces the release of a Python module which implements previously presented algorithms that automatically build analogical grids. We also release analogical clusters and analogical grids produced from a parallel corpus on 11 European languages using this Python module.

2. Main Usages of the Tools Released

We release an implementation of previously presented algorithms to produce analogical grids as a Python 2 module called Nlg. The various algorithms have been presented elsewhere (Lepage, 1998; Lepage, 2014; Fam and Lepage, 2016). One particular program called Words2Grids in this module simply takes a list of word forms as input and delivers a list of analogical grids. Each word form in the list is converted into a feature vector before analogical grids are constructed from such feature vectors. The module also provides another program, Words2Vectors, to produce feature vector representations either directly from word forms or from descriptions of word forms. The following sections introduce several ways to use the Python module.

2.1. From Word Forms to Analogical Grids

The default usage of the module is to produce analogical grids from a list of word forms. An analogical grid is a matrix of words where four words from two rows and two columns are a proportional analogy. Formula (1) gives the definition of an analogical grid.

\[
P_1^1 : P_1^2 : \ldots : P_1^m \implies \forall (i,k) \in \{1,\ldots,n\}^2, P_i^j : P_k^j \implies \forall (j,l) \in \{1,\ldots,m\}^2, P_1^1 : P_1^2 : \ldots : P_1^m \\
\]

Analogy is defined from feature vectors representing word forms, through equality of ratios. A ratio is the difference between two feature vectors plus the edit distance between...
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Figure 2: A paradigm table (left) taken from a French & English dictionary (Mansion, 1981) and an analogical grid (right) obtained by our tools (and reduced to a few rows for lack of space).

| Regular verb | Infinitive | Preterit | Past participle | Present participle |
|--------------|------------|----------|-----------------|-------------------|
| walk         | walked     | walked   | walking         |                   |
| smoke        | smoked     | smoked   | smoking         |                   |
| write        | wrote      | written  | writing         |                   |
| think        | thought    | thought  | thinking        |                   |

| Irregular verb | Infinitive | Preterit | Past participle | Present participle |
|----------------|------------|----------|-----------------|-------------------|
| initiate       | initiated  | initiates|                  |                   |
| undercry       |            |         |                  |                   |
| mummify        | mummified  |          |                  |                   |
| tole           | tollen     |          |                  |                   |

The word forms. We refer the reader to (Fam and Lepage, 2016) for exact definitions.

In this setting, a word form is represented as a vector of features which are simply the number of occurrences for all the characters in the alphabet. For instance, in lowercase English, the dimension of the vector is 26 (from a to z) as illustrated in Formula (2). Here, the notation \(|A|c\) stands for the number of occurrences of character \(c\) in string \(A\).

\[
A = \begin{pmatrix} |A|_a \\ |A|_b \\ \vdots \\ |A|_z \end{pmatrix} \quad \text{walking} = \begin{pmatrix} 1 \\ 0 \\ \vdots \\ 0 \end{pmatrix}
\] (2)

The right part of Figure 2 shows few lines of an analogical grid that has been obtained on a list of English word forms with the program Words2Grids.

2.2. From Morphological Features to Paradigm tables

The previous use of the released tools automatically converts word forms into specific feature vectors. In opposition to that, it is possible for the user to produce real paradigm tables from feature vectors standing for actual morphological features, like lemma, part-of-speech, case, tense. Such feature vectors can be built, for instance, from the Unimorph Project (Kirov et al., 2016) data which have been built from parsing Wiktionary data into a language-independent feature schema (Sylak-Glassman et al., 2015b). Sylak-Glassman et al., 2015a). Formula (3) illustrates the representation of the word form walking; its lemma is to walk and it has the verb (VB), present (PRST), participle (PTCP) tags as morphological features. For the purpose of inner processing, the labels are converted into Boolean values.

\[
A = \begin{pmatrix} \text{lemma} = "to walk"(A) \\ is_{VB}(A) \\ is_{NN}(A) \\ is_{PRST}(A) \\ is_{PTCP}(A) \end{pmatrix} \quad \text{walking} = \begin{pmatrix} 1 \\ 1 \\ 0 \\ 1 \end{pmatrix}
\] (3)

Figure 3 shows an example of a paradigm table built from a list of word forms described by morphological features. For some lemmas, some cells may be empty. These lemmas are not necessarily defective; this simply means that the forms did not appear in the input data. It should be stressed that the names of the morphological features are not shown in the paradigm tables output by our programs.

2.3. From User-Defined Features to New Types of Grids

It is possible to directly use user-defined features, i.e., richer vector representations of word forms as input to the released programs. As an example, the feature vector shown in Formula (4) concatenates the two types of vectors presented in the previous sections.

\[
A = \begin{pmatrix} \text{lemma} = "to walk"(A) \\ is_{VB}(A) \\ is_{NN}(A) \\ is_{PRST}(A) \\ is_{PTCP}(A) \end{pmatrix} \quad \text{walking} = \begin{pmatrix} 1 \\ 1 \\ 0 \\ 0 \end{pmatrix}
\] (4)

From such feature vectors, the programs output regular paradigm tables (see Figure 4 as an example). We hope that researchers will freely define their own types of feature vector representations to build analogical grids that correspond to their own needs.

\[
\begin{align*}
\text{initiate} : & \quad \text{initiated} : \quad \text{initiates} \\
\text{stage} : & \quad \text{staged} : \quad \text{stages} \\
\text{elucidate} : & \quad \text{elucidated} : \quad \text{elucidates} \\
\text{assume} : & \quad \text{assumed} : \quad \text{assumes} \\
\end{align*}
\]

Figure 4: A regular paradigm table built from combining two previous feature vectors.

2.4. An Example of How to Use the Tools

In this section, we show an example of how to use the tools to produce analogical grids from a text. The following illustration is taken from (Fam and Lepage, 2017).

Consider that we have a text as shown in the top of Figure 6. It is a forged example in Indonesian, a language known for its richness of derivational morphology. Using a tokenizer, we can get a list of tokens and then obtain a set of words...
Figure 5: Analogical grids in Indonesian extracted from a set of word in the bottom of Figure 6. It is shown as RAW output (top) and printed using pretty print option (bottom).

Anto memakan nasi dan meminum air. Nasi itu dibeli di pasar. Di pasar, Anto melihat mainan. Anto senang main bola. Setelah main, Anto suka minum es dan makan cilok. Makanan dan minuman itu juga dia beli di pasar. Es dan cilok memang enak dimakan dan diminum selesai olahraga.

The attributes of the grids are printed on top of each grid.

- **length**: number of rows
- **width**: number of columns
- **size**: size of the analogical grid
- **filled**: number of non-empty cells
- **saturation**: saturation of the analogical grid

The bottom of Figure 5 shows the analogical grid extracted from the set of words in Figure 6 printed using the pretty print option. It has a size of 16 cells with 4 rows and 4 columns. 12 cells out of 16 cells are filled so that the saturation of the grid is 0.75. Further details about the attributes of analogical grids, like size and saturation, will be described in Section 3.3 and Section 3.4.

2.4.2. Extracting Analogical Grids Around Particular Word Forms

We also offer a function to focus the study on one particular word form: it is possible to deliver only those analogical grids which contain the particular word form under scrutiny.

The Words2Grids program runs in fact in two steps. It first extracts analogical clusters from a list of word forms and then builds analogical grids from the extracted clusters. First, we extract all analogical clusters using the Words2Clusters program with a specific option called **focus**. This option will only extract analogical clusters which contain a particular word given as parameter of the option. We then use the Clusters2Grids program to produce the analogical grids from the previously extracted clusters.
all of these procedures are performed seamlessly to the users by the Words2Grids program. For example, to produce all analogical grids which contain the word walking, we can run the following command.

```bash
$ python Words2Grids.py < anto.words.id.txt --focus 'walking'
```

By building analogical grids from those clusters, the user obtains all the analogical grids which contain that word form. It is then possible to characterize the actual productivity of a particular word form by inspecting the size of the analogical grids that contain it. For further study, as proposed in (Hathout, 2009), one can then retrieve all the word forms that have the same relationship with the word form under scrutiny. These words are basically the neighboring word forms inside the analogical grids.

## 3. Languages and Data in the Released Resource

By using the procedure described in Section 2.1, we produced analogical grids from all the words contained in 1,000 corresponding lines of the Europarl corpus v3 (Koehn, 2007) in all of the 11 European languages. The motivation for using a multilingual parallel corpus is to base the analogical grids produced to perform comparative studies across these languages. We produced the analogical grids for different sizes of N-grams, from unigrams to six-grams.

| Language | # tokens | # types | Avg length of types |
|----------|----------|---------|---------------------|
| da       | 27,034   | 5,304   | 9.06±4.22           |
| de       | 27,042   | 5,753   | 9.69±4.19           |
| el       | 28,559   | 6,397   | 16.45±6.21          |
| en       | 28,594   | 4,305   | 7.35±2.77           |
| es       | 29,974   | 5,300   | 8.18±2.91           |
| fr       | 20,604   | 7,473   | 10.60±4.22          |
| it       | 28,269   | 5,425   | 8.08±2.84           |
| nl       | 28,933   | 5,028   | 8.90±3.99           |
| pt       | 29,342   | 5,472   | 8.32±3.04           |
| sv       | 25,681   | 5,452   | 9.03±4.11           |

Table 1: Statistics on the first 1,000 lines of Europarl corpus

Table 1 shows the statistics of the input data. French has the largest number of tokens with more than thirty thousand tokens. Although Finnish has the smallest number of tokens with around twenty thousand tokens, it has the largest number of types followed by Greek. It is due to the characteristic of Finnish being an agglutinative language. This is also reflected by the average length of types. Finnish has the second longest average length (around 11 characters per type in average) of types after Greek (around 17 characters per type in average), contrary to the order of largest number of types. The other languages tend to have around twenty eight thousand tokens represented by around five thousand types with average length of 9 characters.

### 3.1. Data Format

We release a complete dataset of analogical clusters and analogical grids produced on the data described in the previous section. Each file contains a list of analogical clusters or analogical grids.

As for the analogical clusters, each line in a file is one analogical cluster, i.e., a list of ratios separated by two colons. A ratio consists in two strings separated by a colon. The format of is thus as follows.

\[
A_1 : B_1 :: A_2 : B_2 :: A_3 : B_3 :: \ldots :: A_N : B_N
\]

As for analogical grids, each line in a file is one analogical grid, i.e., a list of rows separated by two colons. A row is a fixed list of strings separated by colons. The format of is as follows.

\[
w_1^1 : w_1^2 : \ldots : w_m^1 :: w_2^1 : w_2^2 : \ldots : w_m^2 :: \ldots :: w_n^m
\]

Indeed, an analogical cluster is just an analogical grid with 2 columns and no empty cell.

### 3.2. Number of Analogical Grids Produced

Figure 2 (top) shows the number of analogical grids produced for each language with different sizes of N-grams (caution: scale in ten thousands of grids). The number of analogical grids produced rises from unigrams to bigrams, and decreases afterwards in all languages, except Finnish and Greek.

For Finnish, an explanation may be that Finnish, being an agglutinative language, a single word form in that language corresponds in fact to several words in the other European languages, i.e., unigrams in Finnish correspond to bigrams or trigrams in the other European languages. Finnish also exhibits the highest number of analogical grids output for unigrams. This reflects the morphological richness of this language in comparison to the other languages.

For Greek, the number of analogical grids is stable at around 1,000 analogical grids for all sizes if N-grams. The number of analogical grids seems to be stable across N-grams.

The average size of analogical grids exhibit high fluctuations from unigrams to fourgrams. A drop is observed afterwards. The difference is up to five times for languages like English, Spanish, French, and Italian. However, we do not see that for Greek.

### 3.3. Average Size of Analogical Grids

The size of an analogical grid is defined as its number of rows multiplied by its number of columns. (See Formula (5)). E.g., the analogical grid in Figure 2 has a size of \(5 \times 4 = 20\).

\[
\text{Size} = \text{Number of rows} \times \text{Number of columns}
\]
As can be seen from Figure 7, we observe a similar behaviour for average size and number of analogical grids produced. The average size of the analogical grids in all languages reaches its peak on bigrams and then goes down until sixgrams, except for Swedish. The same interesting phenomenon in Finnish occurs again as it has lower average size for longer N-gram. On the other hand, Greek has the largest average size for bigrams and trigrams despite having the smallest average size for unigrams. This might be caused by Greek having a richer system of auxiliary verbs. Said in another way, one word in other languages may be expressed with two or more words in Greek. Swedish is another anomaly: the largest average size for Swedish is observed on trigrams instead of bigrams.
3.4. Saturation of Analogical Grids

The number of empty cells of an analogical grid can be roughly considered the number of possible forms not present in the data. We call saturation \(\text{saturation} = 100 - \frac{\text{Number of empty cells} \times 100}{\text{Total number of cells}}\) (6).

The average saturation of analogical grids produced in 11 languages of our Europarl data tends to rise from unigrams to sixgrams (see Figure 2 (bottom)). This indicates that analogical grids on longer N-grams are more dense. However, it should be kept in mind, by referring to the results on number of analogical grids and their average size, that they are much less numerous and much smaller.

Empty cells can be filled by potential word forms. Thus, they illustrate productivity in language. The confidence with which empty cells can be filled is of course linked with the problem of over-generation by analogy. These potential word forms are basically unseen from the corpus used to build the analogical grids. Studying the productivity of correct word forms from analogical grids would be another intriguing experiment to perform. We hope that such a resource can be used by other researchers for re-inflection tasks or to address to some extent the out-of-vocabulary (OOV) problem.

4. Conclusion

We released a Python module for the production of analogical grids from word forms contained in a corpus. Several additional functions are implemented for the sake of language productivity analysis and for the use of richer features than just character counts.

In addition, we released a complete data set which contains analogical clusters and analogical grids built on 1,000 corresponding lines in 11 European languages extracted from the Europarl corpus v.3.

We hope that such module and data will be used by researchers in comparative linguistic studies, in re-inflection tasks or other tasks of Natural Language Processing. We hope that the tools provided in the module will be used for the study of other languages than those of the resource released.
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