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Abstract—Currently, task-oriented grasp detection approaches are mostly based on pixel-level affordance detection and semantic segmentation. These pixel-level approaches heavily rely on the accuracy of a 2D affordance mask, and the generated grasp candidates are restricted to a small workspace. To mitigate these limitations, we firstly construct a novel affordance-based grasp dataset and propose a 6-DoF task-oriented grasp detection framework, which takes the observed object point cloud as input and predicts diverse 6-DoF grasp poses for different tasks. Specifically, our implicit estimation network and visual affordance network in this framework could directly predict coarse grasp candidates, and corresponding 3D affordance heatmap for each potential task, respectively. Furthermore, the grasping scores from coarse grasps are combined with heatmap values to generate more accurate and finer candidates. Our proposed framework shows significant improvements compared to baselines for existing and novel objects on our simulation dataset. Although our framework is trained based on the simulated objects and environment, the final generated grasp candidates can be accurately and stably executed in the real robot experiments when the object is randomly placed on a support surface.

I. INTRODUCTION

Recently, task-oriented robotic grasping and manipulation have received more and more attention from the robotics community [1]–[3], which aims to generate different robotic actions and interactions for the same object representing of a potential scenario. The outcome of task-oriented robotic motion can benefit a robot’s ability to understand the semantic context of objects better. For example, traditional robotic grasping detection methods (pixel-based and point cloud-based) all generate random grasp candidates around the target object. However, these methods lack the understanding of object context (such as global and local texture).

To cope with this limitation, some researchers introduce the concept of affordance into the robotic field, which plays a key role as mediator, organising the diversity of possible perceptions into tractable presentations that can support reasoning processes to improve the generalization of tasks [4], [5]. However, most of the current mainstream affordance-based robot grasping methods require prior pixel-level target detection and semantic segmentation [6]–[10], where grasping candidates are generated after obtaining the target object part. Nonetheless, this kind of grasp detection strategy cannot essentially couple with the contextual information of objects, and the pose of pixel-based grasp is at a limited dimension. To combine 6-DoF grasp detection with affordance knowledge, some works are also proposed to use the observed point cloud as the model input recently [11]–[14]. These methods either rely solely on a generative model to generate target region grasping, or use mask to assist grasping detection, which cannot achieve a great trade-off between grasp quality and generalization ability.

As illustrated in Figure 1, we present a novel 6-DoF task-oriented grasp detection framework for affordance-based robotic grasping task. Specifically, the input of our framework is the partial object point cloud captured by the RGB-D camera. Our framework consists of two modules: grasping affordance detection module and visual affordance prediction module. Motivated by the grasp generation approach based on the generative model (VAEs) [15], it achieves great grasp generation results for some clearly outlined objects like a mug, scissor and bottle. Due to the complex data distribution and geometry structures of points, we postulate that the uni-modal distribution assumption can be violated in multi-affordance grasping generation tasks. Especially the generated grasp poses from point-wise features can vary vastly within different affordances. Thus, we design each task with an implicit representation to better represent the complex distribution. Otherwise, a grasp evaluation network is designed to evaluate the generated coarse grasp candidates. Both networks are trained in our self-constructed affordance grasp dataset. For the visual affordance prediction module, inspired by the work of 3D affordanceNet benchmark [16],
we designed an attention-aware bilinear feature learning network to capture the geometric dependencies and semantic correlations by learning point features and edge features, simultaneously. Sequentially, the predicted affordance map guides coarse grasp candidates to centrally distribute around the spatial region of the maximum map value, which could significantly improves the accuracy and stability of the generated grasps.

The main contributions of this paper can be summarized as:

- Based on the work of ACRONYM [17], we introduce an affordance grasp dataset where each successful grasp of each object is annotated as a task-oriented label. Each grasp is evaluated by the simulated engine.
- An implicit multi-stream network is proposed to generate diverse affordance-based grasp candidates directly, showing a better performance than the VAEs model.
- To use the spatial context of objects, we design an attention-aware bilinear feature learning network and first introduce 3D visual affordance to real robotic grasping, which effectively guides coarse grasp candidates to become more affordance-centric and finer. We also demonstrate that these grasps generated from simulated objects can be transferred to real world.

II. RELATED WORK

Deep Visual Grasping Detection

Many deep learning-based approaches have been proposed to tackle the grasp detection problem using full supervision, i.e., pixel-wise or point-wise ground truths. [18] proposed a two-step cascaded system to combine image detection and grasp generation by training different deep neural networks. [19] adopted a single-stage regression model to graspable bounding boxes to improve grasp detection performance. However, these earlier grasp detection methods are mostly based on pixel images, causing generated grasp poses to be at a limited state and action space like top-down grasps. Recently, 6-DoF grasp detection methods have become the mainstream for robotic grasping tasks. Based on point cloud, [20] proposed a grasp pose detection (GPD) algorithm to generate grasps using a sampling strategy. Based on GPD algorithm, [21] used PointNet [22] to process point cloud for grasping evaluation, achieving to produce diverse grasp candidates of high quality. However, we find that many generated grasps from GPD lack understanding of the surface and contours of objects on a physical interaction level, and it will cause lots of failures on larger and clearly outlined objects [23]. To address this problem, [15] introduced variational autoencoder (VAEs) to generate grasp samples from point cloud, where generated successful grasps embody a certain understanding of the target object. To further improve the physical interaction between object point cloud and the generated grasps, we employ an implicit estimation model to end-to-end generate grasps of objects for different semantic parts without extra visual preprocessing like segmentation and transformation.

Affordance-based Robotic Grasping

[24] firstly introduced the concept of affordance, which characterizes the functional properties of objects. Widely accepted by the robotics community, the goal of affordance learning is to reason different physical and contextual meaning of objects [25], [26]. It’s very challenging to achieve affordance learning on robotic scene, researchers proposed many approaches to learn different object parts through pixel-wise or point-wise feature and corresponding semantic information [3], [7], [27], [28].

For the robotic grasping based on pixel-wise affordance, [29] labeled different object parts as semantic information to guide the robot to grasp though it can only be applied to similar objects. To obtain a better generalization ability, [30] proposed to use data-driven approach to accomplish part-based affordance detection, which demonstrates robot could execute successfully after detecting the pixel-wise affordance. Furthermore, [14] proposed a context-aware grasping engine (database), which combines part affordance, part material, and tasks to train a semantic grasp network. That improves the relationship between grasping and objects though it cannot generate diverse grasp candidates automatically. On the basis of traditional pixel-wise part segmentation, [9] introduced an extra keypoint detection module, whose predictions consists of position, direction, and extent, guiding a more stable grasp pose. However, the problem of these pixel-based part affordance methods is that 6-DoF grasp detection is hard to embed in it, causing generated robotic grasp candidates in a very restricted workspace.

Only recently, some works started to study affordance-based learning on observed point clouds by extending semantic segmentation methods to the point-wise level. [31] used a demonstration method to learn tasks, specifically grasping based on visual point cloud. [32] proposed a grasp affordance patch mapping method to generate optimal grasping region and then execute grasp while whole execution process is cumbersome. [11] proposed a GIGA framework to use implicit representation, jointly learning grasp affordance and 3D reconstruction. It achieves a great state-of-the-art grasping performance, while the weakness is that each object is related to a single affordance. Furthermore, [13] collected a TaskGrasp dataset by scanning real object point cloud and divided each object into diverse tasks, which also introduced graph knowledge to help task-oriented grasping generation. However, the grasps in this dataset are annotated purely through the geometric shape of the object, and assumes that each affordance is true manually without considering the true context of object. In this paper, we also construct an affordance dataset where each grasp is evaluated through the simulation engine. Moreover, we propose to combine task-oriented 6-DoF grasp detection with 3D visual affordance of the object together to achieve a better grasp performance and then transfer the simulated grasps to real objects.

III. PROBLEM FORMULATION

We consider a setup consisting of a robotic arm with parallel-jaw grippers, an RGB-D camera and an object on a planar tabletop to be grasped. A single-view depth map is captured by the RGB-D camera to convert into a 2.5D partial
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point cloud \( P \in \mathbb{R}^{N \times 3} \) and then passes into the pipeline. For simplicity, all spatial quantities are in camera coordinate frames.

Our pipeline consists of two models: the Grasping Affordance Detection Model and the Visual Affordance Prediction Model. The first model aims to learn a posterior distribution \( D(\mathcal{G}(T^*)|P) \), where \( P \) is the input partial point cloud and \( \mathcal{G}(T^*) \) represents successful grasps of different mini-task actions \( T \in (0, M) \), such as wrap, grasp, pour, and cut, where \( M \) is the total number of mini-task categories. This model outputs coarse 6-DoF grasp detection candidates \( \mathcal{G}_C \) and associated confidence scores \( \mathcal{S}_C \). Furthermore, the function of the second model is to predict a 3D visual affordance map \( \mathcal{S}_{AM} \in [0, 1]^N \) for different mini-task actions \( T \), which are combined with original grasp confidence scores \( \mathcal{S}_C \) to obtain fine grasp candidates \( \mathcal{G}_F \). Each generated grasp \( \mathcal{G}_i \in (\mathcal{G}_C, \mathcal{G}_F) \) is denoted as \((R, T) \in \text{SE}(3)\). We trained our grasp framework by randomly rotating the objects with different affordance in a simulated rendering environment, where final generated grasps \( \mathcal{G}_F \) are defined according to the object reference frame whose axes are parallel to the camera. Finally, the \( \mathcal{G}_F \), representing fine successful grasps of a certain task affordance, will be transformed into the camera coordinate frame to be executed in the real robot experiments.

IV. MULTI-TASK GRASP GENERATION FRAMEWORK WITH IMPLICIT ESTIMATION AND VISUAL AFFORDANCE

In this section, we firstly collect an affordance grasp dataset based on the simulation and implementation of the above-mentioned two modules, and then describe how they are jointly trained to learn successful grasps from partial object point cloud with different task-oriented affordances.

A. Affordance Grasp Dataset Construction

Inspired by the 3D AffordanceNet [16] and ACRONYM dataset [17], we focus on constructing a new dataset for task-oriented grasping based on simulated ShapeNet [33] objects. We choose the ACRONYM dataset as our grasp prototype because it is a large and well-established dataset for robot grasp planning, which in total contains more than 17M parallel grasps and diverse objects from different categories. Moreover, each grasp in this dataset is evaluated and then judged as a successful or failed one through a physics simulator. As shown in Table I, we exclude many object categories because they lack affordance meaning and could not be applied to household robotic scenarios.

Rather than using different object parts as different affordance representations [9], [14], [16], we annotate all successful grasps of selected objects with different affordance labels. For example, grasp affordance in the mug instance means all successful grasps around the mug handle while pour affordance means all successful grasps around the upper mug rim. During our annotating process, the affordance label number for different objects of same categories are assumed to be the same though we find the distribution of successful grasps of a few objects is not similar. Taking the mug as example, all successful grasps of some mugs with special shape can only be divided into two kinds of affordance types. As a result, we use a constant grasp pose value to indicate successful grasp for the other two kinds of affordance types. All failed grasp candidates of selected objects existing in [17] are also reserved in our dataset as negative grasp samples. Otherwise, we transform all objects and corresponding grasps into a uniform coordinate frame, which is conducive to the training of two subsequent modules. Figure 2 visualizes different affordance results of selected objects in our dataset. Finally, our affordance grasps dataset consists of 203 household objects from 6 categories, and more than 100K successful grasps are selected and annotated into 6 common tasks in our daily life.

B. Grasping Affordance Detection Module

In Figure 1, our grasping affordance detection module consists of two sub-networks: an implicit estimation network and a grasping evaluation network. Firstly, based on the proposed dataset, the object point cloud is captured by the camera by rotating the object at a random pose in the rendering environment, and each point cloud is sampled to 2048 points through farthest point sampling (FPS). Then the implicit estimation network takes the partial point cloud as input and outputs diverse grasp candidates corresponding to its affordance label. On the other side, the grasping evaluation network takes different grasps as input and learns a classifier to recognize success and failure. Finally, coarse grasp candidates of each affordance label will be obtained when the generated grasps from the implicit estimation network are input into the trained grasping evaluation network. Below, we present details of these two sub-networks.

**Implicit Estimation Network:** Generative modelling is a cornerstone for machine learning, which has been widely used in the 2D vision field, like image tampering and image compositing. In previous 3D point cloud-based robotic research [13], [15], variational autoencoders (VAEs) is commonly chosen to numerous grasp candidates. However, an

| Table I |
| --- |
| **Statistic of object number and corresponding affordance categories in the affordance grasp dataset** |
| Object & grasp | grasp | wrap | pour | contain | grasp | cut | wrap | wrap | grasp | pour | contain |
| Affordance & Number | 60 | 37 | 62 | 9 | 32 | 8 |

Fig. 2. Visualization of our partial affordance grasp dataset. (Left) 3D model of ShapeNet objects. (Right) All markers represent successful grasps and different colors of markers indicate different grasp tasks.
accurate VAEs model usually needs a prior partition function to predict the distribution of ground truth, like mixture of Gaussian, hidden Markov or Boltzmann machine. Especially when we need to predict SE(3) grasps of different affordance tasks simultaneously, it is challenging to sample from these models. On the other hand, using an implicit model is a more natural way in terms of the sampling strategy [34]–[36], which can be simply expressed by the following sampling procedure:

1. Sample \( \zeta \sim \mathcal{M}(0, I) \)
2. Return \( \chi := \mathcal{N}(\zeta) \)

Where \( \mathcal{M} \) is a latent distribution and \( \mathcal{N} \) is a highly expressive function approximator, usually replaced by a neural network.

To encode both affordance and geometry from partial point cloud, we use implicit maximum likelihood estimation method [35] to predict grasp poses. As shown in Figure 3, we propose a multi-stream neural network architecture for jointly predicting SE(3) grasps of different affordance tasks. Each stream represents different affordance label of certain object. At each network stream, the sampled point cloud \( \mathcal{P}^{2048 \times 3} \) is concatenated with a latent indicator \( \mathcal{L} \) and then is input into the PointNet++ [37] architecture to extract spatial information between the point cloud and the potential grasp pose. After that, a 1024-d generalized feature vector (GFV) can be obtained. We parametrize each GFV with separated small full-connected layers. The output rotation and translation values of the target grasp pose are expressed as:

\[
R^T_P \rightarrow \text{quat}_1, \text{quat}_2, \text{quat}_3, \text{quat}_4 \quad (1)
\]

\[
T^T_P \rightarrow [X, Y, Z] \quad (2)
\]

where \( T \) and \( P \) separately represent the affordance label and the object point cloud, and rotation values are predicted as a form of quaternion.

**Grasping Evaluation Network:** Similar to the evaluation method of [15], we choose to combine all grasp poses \((\mathcal{G}_s, \mathcal{G}_j)\) with object point cloud \( \mathcal{P} \) as the input of the network, where a gripper point cloud corresponding to each grasp pose is used to approximate the real gripper. An extra binary value is also used to judge whether the point from the combined point cloud belongs to the object or gripper. Furthermore, like the implicit estimation network, we still use PointNet++ [37] to explore the spacial relationship between object point cloud and gripper point cloud. The output module consists of three full-connected layers [1024, 512, 256] and a final sigmoid layer. Finally, according to the binary ground truth label (success or failure), it is easy to train a classifier to predict the successful probability of each input grasp. After finishing the evaluator training, this model is used to deal with output results from implicit estimation network, which can guarantee final grasp candidates are all successful.

**C. Visual Affordance Prediction Module**

Figure 4 illustrates our attention-aware visual affordance network architecture, which consists of two main components: embedding network and metric decoder. The embedding network is the most important part in our network since the performance of the metric decoder relies on learned embedding space. We expect this embedding work to realize two critical functions: 1) to encode the geometric relationship of the local region, especially for different affordance parts, 2) to encode global semantic information based on global context.

Based on this idea, we design an attention-aware bilinear learning framework that incorporates the point features and edge features to extract local and global semantic information. In particular, we adopt the PointNet [22] and DGCNN [38] as our backbone to extract different semantic features respectively. Based on PointNet, three sequential convolutional layers (Conv(64, 128, 256)) are used to produce global semantic features. [38] proposed a dynamic graph network architecture, which could effectively output local geometry features from the first EdgeConv layer (EConv(64)) and global space features from the final multi-layer perceptrons layer (MLP(512)). To further obtain local correlations for each affordance part, the multi-head self-attention (MHSA(64,128)) module is applied to generate more semantic features, encouraging point-wise features to aggregate with global context for affordance-meaning point cloud. After obtaining the point feature and edge feature, they are concatenated together to input into the metric decoder, which consists of a stack of multi-layer perceptron layers. It finally predicts a probability distribution based on the partial point cloud corresponding to different affordance tasks:

\[
H^N = \{H_1^N, \ldots, H_M^N\} \quad (3)
\]

\[
H_i^N = \{h_i^0, \ldots, h_i^{N-1}\}, h_i^j \in [0, 1] \quad (4)
\]

where \( H_i^N \) is the predicted point cloud map values of affordance label \( i \). In our network model, the parameters of
\( N \) and \( M \) represent the sampled point cloud number and affordance task number, respectively.

D. Training

The grasp affordance module is trained based on our proposed grasp affordance dataset, and visual affordance prediction module is trained on the 3D AffordanceNet dataset [16], which causes two kinds of training loss. For the grasp affordance loss, we firstly compute minimum L1 loss between any predicted grasp pose \( \hat{G}_i = [\text{quat}_1, \text{quat}_2, \text{quat}_3, \text{quat}_4, X, Y, Z] \) with the ground-truth grasp poses \( G(T)^* \) for each affordance task \( T \). To simplify the computational complexity, each grasp pose is transformed to 7 control points representing a gripper to make training simpler. Thus, the loss function of the implicit estimation network is denoted as \( \mathcal{L}_i \):

\[
\mathcal{L}_i = \frac{1}{M} \sum_{i=1}^{M} \left( \min \left( \frac{1}{k} \| \hat{G}_i - G(T)^* \|_1 \right) \right)
\]

Moreover, for the loss function of the grasping evaluation network, we adopt the standard binary cross-entropy loss between any predicted grasp status \( o_i \in [0, 1] \) and the ground-truth grasp label \( o \in \{0, 1\} \) (0 for failure, 1 for success). Thus, the loss of the grasp evaluator is denoted as \( \mathcal{L}_e \):

\[
\mathcal{L}_e = -(o \log \hat{o} + (1 - o) \log (1 - \hat{o}))
\]

As visual affordance loss, the same training target in benchmark [16] is adopted:

\[
\mathcal{L}_v (m, m) = W_1 * L_{ce} (m, m) + W_2 * L_{dice}(m, m)
\]

where \( m \in [0, 1] \) denotes predicted affordance map values and \( m \in [0, 1] \) denotes the ground-truth propagation score (0 is the minimum value of correlation for each affordance label, 1 is the maximum value of correlation). \( L_{ce} \) is the cross-entropy loss and dice loss \( L_{dice} \) is also introduced to mitigate the imbalance issue caused by the dataset. In our training process, hyper parameters \( W_1 \) and \( W_2 \) are set as 0.4 and 0.6, separately.

V. EXPERIMENTS

A. Implementation details

Data Augmentation: The object point cloud were captured through rotating at a random Euler angle \((x, y, 0)\), where the range of rotation is \( x \in [0, 2\pi] \), \( y \in [-\pi/2, \pi/2] \). The rotation number of each object is 900 times, where jitter and dropout operation are added in each rotation. After that, the observed partial point cloud is sampled to 2048 points through the farthest point sampling (FPS) algorithm during training. And they are also processed through a mean centered and unit-scaled trick. For the visual affordance prediction, where we followed [16], the point cloud needs to be further normalized during the training.

Fine Grasp Candidate Generation: For each affordance label \( i \), all coarse grasp candidates \( G_i \) output by the grasping detection module are sorted in descending order according to their confidence scores \( S_c \). Then, the predicted values of affordance heatmap from visual affordance module can be also obtained and sorted descending as \( H^N_i \). To reduce the computational cost for the sampling sparse point cloud, we take the point cloud area where the top 100 maximum values in the \( H^N_i \) are located (outliers are filtering) to approximately represent our affordance labels, which could be expressed as \( \mathcal{P}^{100}_i \). Note that most of values of \( H^N_i \) are approximate 0 because they do not belong to label \( i \). After that, each point from \( \mathcal{P}^{100}_i \) is selected to compute the L2 distance with the middle control point \( P_{cm} \) of each coarse candidate, the minimal distance is regarded as the vision-guided score for each grasp:

\[
S_{v}^i = \min(||P_i^j - P_{cm}||_2), for \ j \in [0, 100] \]

The final grasp candidate can be obtained by combining the value of \( S_c \) and \( S_{v}^i \):

\[
S_{x}^i = \alpha_1 * S_c + \alpha_2 * S_{v}^i
\]

where \( S_{x}^i \) represents the score of fine grasp candidates for affordance label \( i \) and the hyperparameters of \( \alpha_1, \alpha_2 \) are both set to 0.5.

B. Quantitative Evaluation of Proposed Framework

We design two baselines for comparison with our method.

1) Baseline1: This is from the similar work [13], which takes the scanned point cloud as input to train a framework to generate different task-oriented grasps. The grasp detection benchmark from this work is adapted from [15] and knowledge edge graph is introduced to connect diverse tasks and objects. However, we find that the effect of knowledge graph is limited in our dataset due to fewer tasks and object categories.

2) Baseline2: This can be considered as a degraded version of our method, where the multi-stream implicit estimation method is employed to detect grasp without the guiding of the 3D visual affordance. To demonstrate the effectiveness of our method, we also design an evaluation metric to compare the grasp similarity between predicted grasp and ground truths in our dataset. Similar to the loss function of the implicit estimation network, we sample 100 predicted grasps and ground truth grasps randomly and then we will compare the L1 distance of each predicted grasp \( G \) with \( G(T)^* \), the minimum value is assumed as its similarity value. The mean value of the sum of 100 minimum values can be computed as the evaluated similarity metric (ESM). And a smaller ESM value means a better similarity between predicted grasps and ground truths.

1) Ablation Study of grasping affordance detection: We study the effects of the grasp detection model from our implicit estimation network (IEN) and widely used VAEs model [15], and the comparison results of ESM are listed in Table II. It shows that our network can achieve a better prediction result than the VAEs model. Moreover, we illustrate the effect of length of the latent vector in our implicit estimation network. As can be seen from Figure 5, when the length of latent vector equals to 2, the network achieves the best performance in the test set because a slightly bigger latent vector can cause the over-fitting problem.
2) Ablation Study of the visual affordance module: As the vision-guiding module, the visual affordance network is also the most important component of our framework. Thus, we continue to study the effects of various designs existing in visual affordance network. Though point-level (PointNet [22] and PointNet++ [37]) and edge-level (DGCCN [38]) method are used in the benchmark [16], we denote the levels of new features, i.e. point feature, edge feature, and MHSA module, respectively. The results of three variants are listed in Table III. Eventually, the integration features of three levels give us the best performance on the visual affordance prediction.

3) Comparison with baselines: Table IV and V summarize the ESM results of comparing our method to the baselines on existing objects and novel objects, respectively. It is not surprising that the using of implicit representation leads to improvements for task-oriented grasp prediction. Moreover, for most object point clouds, the 3D affordance map in our method could effectively improves the final prediction result. We also observe a phenomenon that the coarse version of our approach (Baseline2) sometimes is better than our method. This is probably because the input partial point cloud sometimes lacks the affordance context. For example, grasp of mug corresponds to the mug handle. If the captured mug point cloud misses the handle completely, that will cause a bad affordance heatmap. Our method also shows that the best performance for novel objects, demonstrating a great ability for generalization.

4) Visualization Analysis: Figure 6 and 7 show the visualization results of our proposed method for task-oriented grasp prediction, respectively. The results of affordance-based grasp candidates from our method are compared with the predictions from the degraded version and ground truths. Seen from Figure 6, it is very challenging to predict the grasps restricted in a small affordance region. The coarse grasp candidates from degraded version of our method are not ideal because many predicted grasps are not centric-around the affordance context (like grasp around the handle of a mug, and cut around the handle of a knife). However, the predictions from our method could be more concentrated on the affordance area, and the fine grasp candidates are more accurate. Figure 7 also shows the visualization results of the 3D affordance map and corresponding grasp candidates. We find an interesting result when the affordance region is evenly distributed over the contour of the object (like wrap of the bowl and mug), where the predictions of our method will be similar to the coarse candidates. That is because the groundtruths are uniformly distributed around the whole point cloud, causing the vision-guided score $S^t_i$ cannot effectively improve the original grasping score $S^C_i$.

C. Real Robotic Evaluation

To evaluate the performance using our task-oriented grasping detection framework for robotic grasping, we run real robot experiments to demonstrate that our model trained...
from simulation transfers well to the real robot environment. In the experiment setup, we put a single object on a flat table at an arbitrary pose without any clutter. As shown in Figure 8, all the objects we test are unknown to the system. To avoid causing damage to real objects and gripper, some objects like mug and knife are obtained through 3D-print technology. Near the target object, a KUKA LWR robot is fixed on the table with a 2-fingered WSG-50 gripper. And about 1.2m in front of the robot and target object, a Mechmind RGB-D camera is suspended on a bracket to capture the object point cloud. The obtained point cloud is input into the trained framework. For each task, over 3000 successful coarse grasp candidates are output first. Then a 3D visual affordance map for this affordance label is predicted to couple with the original grasp score. Finally, 20 fine-sampled grasp candidates are sent to the robot for execution according to their final evaluated grasping scores in descending order, where the first grasp (highest score) will be executed if there is no problem for its planning in MoveIt. The whole framework is trained and inferred on the desktop PC with NVIDIA GTX 2080Ti GPU. Figure 9 shows the evaluation examples based on different tasks and objects from real robot grasping. It demonstrates that our approach trained in simulation can be validated successfully in a real environment. During the process of experiments, we find that if more affordance features like handle of mug and knife can be captured by camera, the final execution grasp is more stable and accurate. And the gap between simulation and real environment also exists when the texture of real object is very smooth and irregular though the generate grasp looks good. Nonetheless, for almost each experiment, our fine grasp poses mainly focus on corresponding affordance area, showing our framework can well reason the relationship between grasp detection and task-oriented affordance.

VI. CONCLUSION AND FUTURE WORK

This paper investigates the challenging problem of task-oriented robotic grasping. Focusing on 6-DoF grasp detection, we proposed a novel solution through designing three modules: an implicit estimation network, a grasp evaluation network, and an attention-aware visual affordance network, which achieves consistent and clear improvements over baselines for existing and novel objects in our self-constructed affordance grasp dataset. This work provides several key insights into task-oriented grasping: 1) the learning of implicit representations from object and grasp poses from each affordance label is the core of 6-DoF grasping affordance detection. 2) the exploitation of point-based, edge-based features and the attention mechanism are necessary to achieve a better affordance map prediction. 3) the generated 3D affordance map could effectively guides coarse grasp candidates to become more accurate and finer for a specific affordance task. For the future work, we hope to use the advantage of the simulation environment to rapidly extend the number of object categories and affordance labels, improving the generalization ability of our framework. Moreover, we also want to explore the possibility to combine the trained framework with hand-over task, which is beneficial to increase the use of affordance learning in robotic field.
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