A BIAS PARITY QUESTION FOR STURMIAN WORDS
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Abstract. We analyze a natural parity problem on the divisors associated to Sturmian words. We find a clear bias towards the odd divisors and obtain a sharp asymptotic estimate for the average of the difference odd-even function tamed by a mollifier, which proves various experimental results.

1. Introduction

Sturmian words are remarkable objects that lie at the frontier between order and chaos in the ample comprising world of binary sequences. They have interesting properties of which a few characterize them thoroughly. One of them says that a Sturmian word is a binary sequence that is not ultimately periodic and has minimal complexity, that is, it contains exactly \( n + 1 \) distinct blocks of \( n \) consecutive letters for each \( n \geq 0 \). Sturmian words where first introduced in 1940 by Morse and Hedlund [20] and since then, they have become a topic of intensive research [9], [10], [13], [14], [15], [16], [17], [18], [21], [22], [23].

Since an infinite word formed by just two letters is given by the sequence of natural numbers indicating the positions of just one of the two letters, a natural question is if this sequence has any special properties in the case of Sturmian words. Thus our object is to investigate the following parity problem that has an arithmetical flavor.

Suppose \( w = w_1w_2 \cdots \) is a binary word with letters from the alphabet \( A = \{a, b\} \). For each \( n > 0 \), denote by \( o_w(n) \) the number of divisors \( j \mid n \) for which \( w_j = b \) and \( n/j \) is odd, and similarly, let \( e_w(n) \) be the number of divisors \( j \mid n \) for which \( w_j = b \) and \( n/j \) is even. Thus

\[
\begin{align*}
o_w(n) &:= |\{ j \in \mathbb{N} : j \text{ divides } n, w_j = b, n/j \text{ odd} \}|, \\
e_w(n) &:= |\{ j \in \mathbb{N} : j \text{ divides } n, w_j = b, n/j \text{ even} \}|.
\end{align*}
\]

The behavior of the parity functions is quite irregular, as can be seen in Figure 1 drawn for the Fibonacci word \( w = ababaabaaba ... \), a generic, recursively generated Sturmian word [2], [19], [21, A003849].

We measure the deviation from the equilibrium of parity by the difference

\[
D_w(n) = o_w(n) - e_w(n) \tag{1}
\]

The question is whether, for an arbitrary Sturmian word, there exists a bias in the distribution towards evens or odds and if the difference function is accurate enough to weight any possible dependence on the word \( w \).
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**Question 1.** For any arbitrary Sturmian word \( w \), is there a particular tendency of \( D_w(n) \) of being more positive than negative, or conversely, as \( n \) increases towards infinity?

![Figure 1. The Fibonacci parity functions \( o_w(n) \) (left) and \( e_w(n) \) (right) for \( n \in [2, 300] \).](image)

At first look, while perhaps for low values of \( n \), the function \( 1 \) that counts the deviation between the number of even or odd divisors may take somewhat disparate values, perhaps in the long run or at least on average, we should not expect any bias on the positive or negative values over the normal statistical variance. At least that happens in similar questions, such as the Lehmer problem \([6]\) or on the parity of pairs of residue classes and their inverses \([3, 4, 5, 7, 8]\). Although the balance is most likely tilted in the case of primes, where up to some limit, are more preponderant those of the form \( 4k+3 \) than those of the form \( 4k+1 \) (Chebyshev’s bias, see Rubinstein and Sarnak \([24]\)) or the more general Shanks-Rényi prime races problem (see Lamzouriz \([12]\)).

In the case of the Fibonacci word, the distribution of \( D_w(n) \) looks still quite random, but if we calculate its average, \( \sum_{n=1}^x D_w(n) \), we observe a clear tendency of linear increase (see Figure 2). This shows a strong bias towards the odd divisors. Is there an explanation for such a strong discrepancy. We will see that the same behavior is characteristic and does not depend of the Fibonacci word \( w \) and in Section 2 we will see that the appearance of exactly that slope of increase of the average of \( D_w(n) \) is quite natural.

For any Sturmian word \( w \) over the alphabet \( A = \{a, b\} \), we denote by \( \beta_w \) the limit proportion of the occurrence of letter \( b \), that is,

\[
\beta_w := \lim_{n \to \infty} \frac{|\{1 \leq j \leq n : w(j) = b\}|}{n}.
\]

The existence of \( \beta_w \) is assured for any Sturmian word \([11, \text{Chapter 9}]\). For example, for the Fibonacci word, its precise value is \((3 - \sqrt{5})/2\).

Our treatment of Question 1 conveniently tames the partial averages of the difference function by a mollifier. Thus, we wish to evaluate

\[
M_w(x) = \sum_{n=1}^x D_w(n) \left(1 - \frac{n}{x}\right).
\]  

(2)

In particular, we would like to answer to the following question: does \( M_w(x) \) have constant sign for \( x \) large enough, or does it have infinitely many changes of sign? As we shall see
below, $M_w(x)$ is positive for $x$ large enough. We will actually prove a stronger statement, obtaining a sharp asymptotic formula for $M_w(x)$.

**Theorem 1.** Let $w$ be a Sturmian word. Then, for any $\delta > 0$,

$$M_w(x) = \frac{\beta_w \log 2}{2} x + O_\delta \left( x^{\frac{1}{3} + \delta} \right).$$

Let us remark that since $\beta_w > 0$, the asymptotic estimation (3) implies that $M_w(x) > 0$ for all sufficiently large $x$, proving a strong bias towards the odd divisors for all Sturmian words.

The paper is organized as follows: in Section 2 we discuss the analogue question on the parity of the divisors of positive integers instead of Sturmian words, in the next two sections we employ the techniques developed for the Dirichlet series associated to Sturmian words and then use them to prove Theorem 1 in the last section.

## 2. The parity problems for the sequence of positive integers

In this section we look on the parity problem for the infinite word $u = b b b \ldots$, whose letters are all equal, with $b$. The word $u$ is not a Sturmian word, but its analysis puts on perspective the more complex cases.

In the following, for simplicity, we will drop the subscript and write $o(n), e(n)$ and $D(n)$ instead of $o_u(n), e_u(n)$ and $D_u(n)$.

Like in the case of Sturmian words, the values of these parity functions are very irregular (see Figure 3) and the involvement of the primes is part of the motive.

For any $n \geq 1$, the parity functions $o(n), e(n)$ can easily be obtained if the decomposition in the prime factors of $n$ is known. Indeed, let $n = 2^\alpha r$, with $\alpha > 0$, $r$ odd and $r = p_1^{\alpha_1} \cdots p_k^{\alpha_k}$. Then, all the divisors of $n$ are the terms of the sum obtained after all multiplications are done in the formal product

$$(1 + 2 + \cdots + 2^\alpha)(1 + p_1 + \cdots + p_1^{\alpha_1}) \cdots (1 + p_k + \cdots + p_k^{\alpha_k}).$$

In particular, we see that the total number of divisors of $n$ is equal to $(\alpha + 1)(\alpha_1 + 1) \cdots (\alpha_k + 1) = (\alpha + 1)d(r)$, where $d(\cdot)$ denotes the number of divisors function.
Now, if $\alpha = 0$, $n$ being odd has no even divisors, so it follows that $e(n) = 0$ and
\[ o(n) = o(r) = (\alpha_1 + 1) \cdots (\alpha_r + 1) = d(r). \]
If $\alpha \geq 1$, the number of odd divisors is still being equal to $d(r)$, while for each odd divisor of $n$ it corresponds $\alpha$ even divisors (those obtained by multiplying it by $2, 2^2, \ldots, 2^\alpha$). Thus, we have the general formulas
\[
\begin{aligned}
o(n) &= d(r), \\
e(n) &= \alpha \cdot d(r),
\end{aligned}
\]
for $n = 2^\alpha r$, with $r$ odd. \hspace{1cm} (4)

Two special cases, in which $e(n)$ attains its minimum and its maximum values occur. The minimum of $e(n)$ appears often, since any odd $n$ has no even divisors. Thus $e(n) = 0$ and $o(n) = d(n)$ for $n$ odd. In this case a local maximum, $o(n) = 2^k$, is attained if $n = 1 \cdot 3 \cdot 5 \cdots (2k + 1)$. At the other end, if $n$ is a power of 2, then one is the only odd divisor of $n$, so $e(n) = \alpha$ and $o(n) = 1$ if $n = 2^\alpha$.
Figure 5. Locally, in short intervals, in which some abnormal values of $D(n)$ occur, the partial averages may show a noisier effect. This happens, for example, in the interval of length 300 that starts at $10^7$.

Figure 5 is caused by the reach in divisors number $n = 10000080 = 2^4 \cdot 3^2 \cdot 5 \cdot 17 \cdot 19 \cdot 43$, which implies $o(n) = 48$, $e(n) = 192$ and $D(n) = 48 - 192 = -144$.

Next, by (4) the formula for the difference function is

$$D(n) = o(n) - e(n) = (1 - \alpha)d(r), \quad \text{for } n = 2^\alpha r, \alpha \geq 0, r \text{ odd}. \quad (5)$$

Notice that if $n$ is even but not divisible by four, than $e(n) = o(n) = d(n)$, so $D(n) = 0$.

In the following, we assume $x$ is sufficiently large and calculate the average of $D(n)$ over the positive integers $n \leq x$. Using formula (5), we have:

$$\sum_{n=1}^{x} D(n) = \sum_{r=1}^{x} \left[ \log \frac{x}{\log 2} \right] \sum_{\alpha=0}^{2^\alpha r \leq x} (1 - \alpha)d(r). \quad (6)$$

Let us denote the divisors sum over the odd integers by $I(t)$, that is

$$I(t) := \sum_{r=1}^{t} d(r). \quad (7)$$

Then, (6) becomes

$$\sum_{n=1}^{x} D(n) = I(x) - I(x/4) - 2I(x/8) - \cdots - (1 - \tau)I(x/2^\tau) + R(x), \quad (7)$$

where $\tau = \left[ \frac{\log x}{\log 2} \right]$ and

$$R(x) = \tau I(y), \quad (8)$$

for some $y \leq x/2^{\tau+1}$, collects the remaining terms.

We need the following two lemmas.
Lemma 1. We have

\[ A_o(x) := \sum_{1 \leq n \leq x \atop n \text{ odd}} \frac{1}{n} = \frac{1}{2} \log x + \frac{\log 2}{2} + \frac{\gamma}{2} + O\left(\frac{1}{x}\right), \]

where \( \gamma \) is Euler’s constant.

Proof. The harmonic sum up to \( x \) is

\[ A(x) = \sum_{1 \leq n \leq x} \frac{1}{n} = \log x + \gamma + O\left(\frac{1}{x}\right). \]

Then

\[ A_o(x) = A(x) - A(x/2)/2 = \frac{1}{2} \log x + \frac{\log 2}{2} + \frac{\gamma}{2} + O\left(\frac{1}{x}\right), \]

what had to be proved. \( \square \)

The sum of odd divisors can be calculated by the well-known inclusion-exclusion Dirichlet method and this is the object of the next lemma.

Lemma 2. We have

\[ I(x) = \sum_{n=1 \atop n \text{ odd}}^{x} d(n) = \frac{1}{4} x \log x + x \left(\frac{\log 2}{2} + \frac{\gamma}{2} - \frac{1}{4}\right) + O\left(\sqrt{x}\right). \]

Proof. First we write the sum of the divisors as a double sum that counts lattice points under a hyperbola:

\[ I(x) = \sum_{n=1 \atop n \text{ odd}}^{x} d(n) = \sum_{1 \leq ab \leq x \atop a,b \text{ odd}} 1. \]

The contribution of the numerous smaller terms can be controlled efficiently counting them twice, in different order. Thus, we have

\[
\begin{align*}
I(x) &= \sum_{1 \leq a \leq \sqrt{x} \atop a \text{ odd}} \sum_{1 \leq b \leq \frac{x}{a} \atop b \text{ odd}} 1 + \sum_{1 \leq b \leq \sqrt{x} \atop b \text{ odd}} \sum_{1 \leq a \leq \frac{x}{b} \atop a \text{ odd}} 1 - \sum_{1 \leq a \leq \sqrt{x} \atop a \text{ odd}} \sum_{1 \leq b \leq \sqrt{x} \atop b \text{ odd}} 1 \\
&= 2 \sum_{1 \leq a \leq \sqrt{x} \atop a \text{ odd}} \left(\frac{x}{2a} + O(1)\right) - \left(\frac{\sqrt{x}}{2} + O(1)\right)^2 \\
&= xA_o(\sqrt{x}) - \frac{x}{4} + O\left(\sqrt{x}\right).
\end{align*}
\]

Then, using Lemma [1] we find that

\[
\begin{align*}
I(x) &= x \left(\frac{1}{2} \log \sqrt{x} + \frac{\log 2}{2} + \frac{\gamma}{2} + O\left(\frac{1}{\sqrt{x}}\right)\right) - \frac{x}{4} + O\left(\sqrt{x}\right) \\
&= \frac{1}{2} x \log \sqrt{x} + x \left(\frac{\log 2}{2} + \frac{\gamma}{2} - \frac{1}{4}\right) + O\left(\sqrt{x}\right),
\end{align*}
\]
Now we are ready to obtain the estimate of the average of the difference of parity functions.

**Proposition 1.** We have

\[
\sum_{1 \leq n \leq x} D(n) = \log 2 \cdot x + O(\sqrt{x})
\]

**Proof.** Replacing the corresponding terms of the sum in (7) and in the relation (8) by their estimate from Lemma 2, we have

\[
\sum_{n=1}^{x} D(n) = I(x) - I(x/4) - 2I(x/8) - \cdots - (1 - \tau)I(x/2^\tau) + R(x)
\]

where we denoted

\[
S_1(\tau) = 1 - \frac{1}{2^2} - \frac{2}{2^3} - \cdots - \frac{\tau - 1}{2^\tau},
\]

\[
S_2(\tau) = 1 - \frac{1}{2^2} - \frac{2 \cdot 3}{2^3} + \cdots + \frac{(\tau - 1)\tau}{2^\tau},
\]

\[
S_3(\tau) = 1 - \frac{1}{2^2} - \frac{2}{2^3} - \cdots - \frac{\tau - 1}{2^{\tau/2}}
\]

and \(\tau = \left[ \log \frac{x}{\log 2} \right]\). The sums \(S_1(\tau), S_2(\tau), S_3(\tau)\) can be added and expressed in closed-form and then their sizes can be easily evaluated. Thus we find that all terms except the second from the right hand side of (9) are no larger than \(O(\sqrt{x})\). Then, since

\[
S_2(\tau) = 4 + O\left( \frac{\log x}{x} \right),
\]

the main term on the right hand side of (9) is

\[
\frac{\log 2}{4} x S_2(\tau) = x \log 2 + O(\log x),
\]

which concludes the proof. \(\square\)

Notice that the experiment drawn in Figure 4 is confirmed by the slope from the above proposition since \(\log 2 \approx 0.69314\).

### 3. Infinite words and Dirichlet series

Let \(A\) be a finite alphabet. Given a map \(H : A \to \mathbb{C}\) and an infinite word \(w : \mathbb{N} \to A\), we compose \(H\) with \(w\) and consider the associated Dirichlet series

\[
F(H, w, s) := \sum_{n=1}^{\infty} \frac{H(w(n))}{n^s},
\]

which is absolutely convergent in the half-plane \(\Re s > 1\). The analytic function \(F(H, w, s)\) captures some properties of the given word \(w\). If \(H\) is injective, the word is uniquely determined by the function \(F(H, w, s)\). More precisely, the coefficients \(H(w(n))\) can be
recovered from \( F(H, w, s) \) via Perron type formulas. For any positive integer \( n \), any \( x \) in the interval \((n, n+1)\), and any real number \( c > 1 \),

\[
\sum_{j=1}^{n} H(w(j)) = \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} \frac{F(H, w, s)x^s}{s} ds, \tag{11}
\]

where the integral above is to be interpreted as the symmetric limit \( \lim_{T \to \infty} \int_{c-iT}^{c+iT} \).

Working with the Dirichlet series \( F(H, w, s) \) in the half-plane of convergence \( \Re s > 1 \) may reveal various properties of the given words \( w \). More interesting are cases when the functions \( F(H, w, s) \) have analytic or meromorphic continuation to larger half-planes. For example, for a word of the form \( w = aaaa \ldots \), we have

\[
F(H, w, s) = \sum_{n=1}^{\infty} \frac{H(a)^n}{n^s} = H(a)\zeta(s), \tag{12}
\]

a constant multiple of the Riemann zeta function \( \zeta(s) \). In this case \( F(H, w, s) \) has a meromorphic continuation to the entire complex plane, the only pole being a simple pole at \( s = 1 \) (for \( H(a) \) nonzero). Similarly, any Dirichlet \( L \)-function, and more generally any finite linear combination of Dirichlet \( L \)-functions \( c_1L(s, \chi_1) + \cdots + c_kL(s, \chi_k) \) is of the form

\[
c_1L(s, \chi_1) + \cdots + c_kL(s, \chi_k) = F(H, w, s), \tag{13}
\]

for some alphabet \( A \), some map \( H : A \to \mathbb{C} \), and some periodic word \( w \). In all these cases \( F(H, w, s) \) has analytic continuation to the entire complex plane, with a possible pole at \( s = 1 \) if one or more of the characters \( \chi_1, \ldots, \chi_k \) are principal.

Let now \( A \) be an alphabet, \( H : A \to \mathbb{C} \), and let \( \lambda \) be a real number satisfying \( 0 \leq \lambda < 1 \). Suppose \( w \) and \( w' \) are two words that coincide at enough many places so that for any \( \varepsilon > 0 \),

\[
\lim_{n \to \infty} \frac{|\{j : 1 \leq j \leq n, w'(j) \neq w(j)\}|}{n^{\lambda + \varepsilon}} = 0. \tag{14}
\]

Then it is easy to see that the difference \( F(H, w', s) - F(H, w, s) \) has analytic continuation to the half-plane \( \Re s > \lambda \). Therefore in such cases \( F(H, w', s) \) has analytic (respectively meromorphic) continuation to the half-plane \( \Re s > \lambda \) if and only if \( F(H, w, s) \) has the same property.

4. Dirichlet series associated to Sturmian words

A one-parameter family of Dirichlet series whose coefficients are Sturmian words is studied by Kwon [11]. For our purpose, we have proceed as follows. If \( w \) is a Sturmian word, \( F(H, w, s) \) has meromorphic continuation to the half-plane \( \Re s > 0 \), the only pole being a simple pole at \( s = 1 \). Therefore for any word \( w' \) which coincides with a Sturmian word \( w \) at enough many positions so that \( \lambda \) holds for some \( 0 \leq \lambda < 1 \), the corresponding Dirichlet series \( F(H, w', s) \) has meromorphic continuation to the half-plane \( \Re s > \lambda \), the only pole being a simple pole at \( s = 1 \).

Let \( w \) be a Sturmian word over the alphabet \( A = \{a, b\} \), and assume for simplicity that \( H(a) = 0 \) and \( H(b) = 1 \). The proportion of positions \( j \) up to \( n \) for which \( w(j) = b \) has a limit as \( n \) tends to infinity. Let \( \beta_w \) denote this limit,

\[
\beta_w := \lim_{n \to \infty} \frac{\{1 \leq j \leq n : w(j) = b\}}{n} = \lim_{n \to \infty} \frac{1}{n} \sum_{1 \leq j \leq n} H(w(j)). \tag{15}
\]
Any two factors of \( w \) having the same length contain about the same number of \( a \)'s and \( b \)'s. To be precise, for any positive integers \( n_1, n_2 \) and \( L \),

\[
\left| \sum_{n_1 \leq j < n_1 + L} H(w(j)) - \sum_{n_2 \leq j < n_2 + L} H(w(j)) \right| \leq 1. \tag{16}
\]

Therefore, for any positive integer \( n \),

\[
\left| \beta_n - \sum_{1 \leq j \leq n} H(w(j)) \right| \leq 1. \tag{17}
\]

For \( \Re s > 1 \), we rewrite \( F(H, w, s) \) as

\[
F(H, w, s) = \sum_{n=1}^{\infty} \frac{H(w(n))}{n^s} = \sum_{n=1}^{\infty} H(w(n)) \int_1^{\infty} \frac{s}{t^{s+1}} dt. \tag{18}
\]

We further have

\[
F(H, w, s) = s \int_1^{\infty} \frac{\sum_{t \leq n} H(w(n))}{t^{s+1}} dt, \tag{19}
\]

which may be rewritten as

\[
F(H, w, s) = \frac{\beta_w}{s-1} + \beta_w - s \int_1^{\infty} \frac{\beta_w t - \sum_{t \leq n} H(w(n))}{t^{s+1}} dt. \tag{20}
\]

By (17), the numerator under the integral on the right side of (20) is \( O(1) \). It follows that this integral represents an analytic function of \( s \) in the entire half-plane \( \Re s > 0 \). In conclusion, \( F(H, w, s) \) has an analytic continuation to the half-plane \( \Re s > 0 \), with the exception of a simple pole at \( s = 1 \), with residue \( \beta_w \).

In order to take advantage of the pole at \( s = 1 \) in concrete applications, we need to have some knowledge on the growth of \( |F(H, w, s)| \) for \( s = \sigma + it \) with \( |t| \) large and \( \sigma \) not too close to zero. For any fixed \( \delta > 0 \), one has

\[
|F(H, w, \sigma + it)| = O(1),
\]

uniformly for all \( \delta \leq \sigma \leq 1 + \delta \) and \( |t| \geq 1 \). For points on the vertical line \( \sigma = 1 + \delta, \) \( (21) \) follows directly from \( (10) \). For points on the vertical line \( \sigma = \delta, \) \( (21) \) follows from \( (20) \), taking into account that the numerator under the integral in \( (20) \) is \( O(1) \). Then the convexity bound \( (21) \), for all \( \delta \leq \sigma \leq 1 + \delta \), follows from the general theory of Dirichlet series (see Titchmarsh [25]).

5. Proof of Theorem 1

To prove the sharp asymptotic formula (3), we will make use of the properties of \( F(H, w, s) \) discussed above.

Recall that the Dirichlet convolution of two arithmetical functions \( f, g : \mathbb{N} \to \mathbb{C} \) is the function \( f * g : \mathbb{N} \to \mathbb{C} \) defined by

\[
(f * g)(n) = \sum_{d \mid n} f(d)g\left(\frac{n}{d}\right). \tag{22}
\]
Let us observe that $D$ is the Dirichlet convolution of $H \circ w$ with the function $h$ given by $h(n) = (-1)^{n + 1}$. Indeed,

$$((H \circ w) \ast h)(n) = \sum_{d \mid n} H(w(d))h\left(\frac{n}{d}\right) = \sum_{d \mid n, w(d) = b} (-1)^{\frac{n}{d} + 1} = D_w(n).$$

(23)

Dirichlet convolution corresponds to multiplication of the associated Dirichlet series. Therefore, in the half-plane of absolute convergence $\Re{s} > 1$,

$$\sum_{n=1}^{\infty} \frac{D_w(n)}{n^s} = F(H, w, s) \sum_{n=1}^{\infty} \frac{(-1)^{n+1}}{n^s}.$$  

(24)

Here the sum on the right side of (24) equals

$$1 - \frac{1}{2^s} + \frac{1}{3^s} - \frac{1}{4^s} + \cdots = \left(1 - \frac{2}{2^s}\right) \sum_{n=1}^{\infty} \frac{1}{n^s},$$

(25)

and we obtain

$$\sum_{n=1}^{\infty} \frac{D_w(n)}{n^s} = \left(1 - \frac{1}{2^{s-1}}\right) \zeta(s) F(H, w, s).$$

(26)

Next, we use a variant of Perron’s formula [[26]] in combination with (2) and (26) in order to express $M_w(x)$ as an integral over a vertical line. For any real numbers $x \geq 1$ and $c > 1$,

$$M_w(x) = \sum_{n \leq x} D_w(n) \left(1 - \frac{n}{x}\right) = \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} \frac{(1 - \frac{1}{2^{s-1}}) \zeta(s) F(H, w, s)x^s}{s(s + 1)} ds.$$  

(27)

The integrand on the right side of (27) is analytic on the entire half-plane $\Re{s} > 0$, except for a pole at $s = 1$. Notice that at $s = 1$ both $\zeta(s)$ and $F(H, w, s)$ have simple poles, while $1 - 1/2^{s-1}$ has a simple zero. Therefore the integrand on the right side of (20) has a simple pole at $s = 1$. The Taylor series expansion of $1 - 1/2^{s-1}$ about $s = 1$ is

$$1 - \frac{1}{2^{s-1}} = 1 - e^{-(s-1)\log 2} = (s - 1) \log 2 + \cdots$$

(28)

Also, as we know,

$$\zeta(s) = \frac{1}{s-1} + \text{analytic}$$

(29)

and

$$F(H, w, s) = \frac{\beta_w}{s-1} + \text{analytic}.$$  

(30)

Using (28), (29) and (30) it follows that the residue at $s = 1$ of the integrand on the right side of (27) equals $\frac{\beta_w \log 2}{x}$. Let now $T > 1$ be a parameter, whose precise value will be given later. We fix a small $\delta > 0$, and then shift the line of integration on the right side of (27) to the left. In doing so, we encounter the pole at $s = 1$. We choose the new contour as follows. We start vertically from $1 + \delta - i\infty$ to $1 + \delta - iT$, then move left to $\delta - iT$, then move vertically to $\delta + iT$, then go horizontally to $1 + \delta + iT$, and then vertically to $1 + \delta + i\infty$. Next, employing [[21]] in combination with known bounds for $\zeta(s)$ on the critical strip, we find that if we choose $T = x^{2/3}$, then the integral over the new contour is bounded as $O_{\delta}\left(x^{\frac{2}{3}+\delta}\right)$. Lastly, by the residue theorem we obtain the desired asymptotic formula, which completes the proof of the theorem.
Acknowledgements. Calculations and plots created using the free open-source mathematics software system SAGE: [http://www.sagemath.org](http://www.sagemath.org)

References

[1] J. P. Allouche, J. Shallit, *Automatic sequences. Theory, applications, generalizations* Cambridge: Cambridge University Press xvi, 571 p. (2003).

[2] J. Berstel, *Fibonacci words— a survey*, in The book of L, pp. 13–27, Springer Berlin Heidelberg, 1986.

[3] C. I. Cobeli, S. M. Gonek, A. Zaharescu, *The distribution of patterns of inverses modulo a prime*, J. Number Theory 101, no. 2 (2003), 209–222.

[4] C. Cobeli, M. Văjăitu, A. Zaharescu, *Distribution of gaps between the inverses mod q*, Proc. Edinb. Math. Soc. (2) 46, no. 1 (2003), 185–203.

[5] C. Cobeli, M. Văjăitu, A. Zaharescu, *The distribution of rationals in residue classes*, Math. Rep. (Bucur.) 14(64), no. 1 (2012), 1–19.

[6] C. Cobeli, A. Zaharescu, *Generalization of a problem of Lehmer*, Manuscripta Math. 104, no. 3 (2001), 301–307.

[7] C. Cobeli, A. Zaharescu, *The order of inverses mod q*, Mathematika 47, no. 1-2 (2002), 87–108.

[8] C. Cobeli, A. Zaharescu, *On the Farey fractions with denominators in arithmetic progression*, J. Integer Seq. 9, no. 3 (2006), Article 06.3.4, 26 pp.

[9] A. Haynes, H. Koivusalo, J. Walton, *A characterization of linearly repetitive cut and project sets*, Nonlinearity 31 (2018), 515–539.

[10] D. Y. Kwon, *A two-dimensional singular function via Sturmian words in base β*. J. Number Theory 133, no. 11 (2013), 3982–3994.

[11] D. Y. Kwon, *A one-parameter family of Dirichlet series whose coefficients are Sturmian words*, J. Number Theory 133, no. 2 (2015), 824–835.

[12] Y. Lamzouri, *The Shanks-Rényi prime number race with many contestants*, Mathematical research letters, 19 no. 3 (2012), 649–666.

[13] F. Leveê, G. Richomme, *Quasiperiodic Sturmian words and morphisms*, Theor. Comput. Sci., 372(1) (2007), 15–25.

[14] M. Lothaire, *Algebraic Combinatorics on Words*, volume 90 of Encyclopedia of Mathematics and its Applications, Cambridge University Press, 2011.

[15] Aldo de Luca, Alessandro De Luca, *Sturmian words and the Stern sequence*, Theor. Comp. Sci. 581 (2015), 26–44.

[16] S. Marcus, *Quasiperiodic infinite words*, Bull. Eur. Assoc. Theor. Comput. Sci. EATCS, 82 (2004), 170–174.

[17] S. Marcus, T. Monteil, *Quasiperiodic infinite words: multi-scale case and dynamical properties*, Arxiv:math/0603354v1, 2006.

[18] G. Melancon, *Lyndon factorization of sturmian words*, Discr. Math., 210 (2000), 137–149.

[19] A. Monnerot-Dumaine, *The Fibonacci Word Fractal*, preprint (2009) hal-00367972, 24 pp. (available on-line at [http://hal.archives-ouvertes.fr/hal-00367972](http://hal.archives-ouvertes.fr/hal-00367972/)).

[20] M. Morse, G. Hedlund, *Symbolic dynamics II: Sturmian trajectories*, Amer. J. Math., 62(1) (1940), 1–42.

[21] OEIS, *The On-Line Encyclopedia of Integer Sequences*, published electronically at [http://oeis.org](http://oeis.org).

[22] J. Peltoniäki, M. A. Whiteland, *A Square Root Map on Sturmian Words*, The Electronic J. of Comb. 24, Issue 1, #P1.54 (2017), pp. 50.

[23] P. Rotondo, B. Vallée, *The recurrence function of a random Sturmian word*, Proceedings of the Fourteenth Workshop on Analytic Algorithmics and Combinatorics (ANALCO) 2017, 100-114.

[24] M. Rubinstein, P. Sarnak, *Chebyshev’s bias*, Experimental Mathematics, 3 (1994), 173–197.

[25] E. C. Titchmarsh, *The Theory of Functions*, 2nd Edition, Oxford University Press, London, 1939.

[26] E. C. Titchmarsh, *The Theory of the Riemann Zeta-Function*, 2nd edition, revised by D. R. Heath-Brown, Clarendon Press, Oxford, 1986.
