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Abstract

We introduce a lightweight network to improve descriptors of keypoints within the same image. The network takes the original descriptors and the geometric properties of keypoints as the input, and uses an MLP-based self-boosting stage and a Transformer-based cross-boosting stage to enhance the descriptors. The boosted descriptors can be either real-valued or binary ones. We use the proposed network to boost both hand-crafted (ORB [34], SIFT [24]) and the state-of-the-art learning-based descriptors (SuperPoint [10], ALIKE [53]) and evaluate them on image matching, visual localization, and structure-from-motion tasks. The results show that our method significantly improves the performance of each task, particularly in challenging cases such as large illumination changes or repetitive patterns. Our method requires only 3.2ms on desktop GPU and 27ms on embedded GPU to process 2000 features, which is fast enough to be applied to a practical system. The code and trained weights are publicly available at github.com/SJTU-ViSYS/FeatureBooster.

1. Introduction

Extracting sparse keypoints or local features from an image is a fundamental building block in various computer vision tasks, such as structure from motion (SfM), simultaneous localization and mapping (SLAM), and visual localization. The feature descriptor, represented by a real-valued or binary descriptor, plays a key role in matching those keypoints across different images.

The descriptors are commonly hand-crafted in the early days. Recently, learning-based descriptors [10, 53] have shown to be more powerful than hand-crafted ones, especially in challenging cases such as significant viewpoint and illumination changes. Both hand-crafted and learning-based descriptors have shown to work well in practice. Some of them have become default descriptors for some applications. For example, the simple binary descriptor ORB [34] is widely used for SLAM systems [20, 29]. SIFT [24] is typically used in structure-from-motion systems.

Considering that the descriptors have already been integrated into practical systems, replacing them with totally new ones can be problematic, as it may require more computing power that may not be supported by the existing hardware, or sometimes require extensive modifications to the software because of changed descriptor type (e.g. from binary to real).

In this work, we attempt to reuse existing descriptors and enhance their discrimination ability with as little computational overhead as possible. To this end, we propose a lightweight network to improve the original descriptors. The input of this network is the descriptors and the geomet-
tic properties such as the 2D locations of all the keypoints within the entire image. Each descriptor is firstly processed by an MLP (Multi-layer perceptron) and summed with geometric properties encoded by another MLP. The new geometrically encoded descriptors are then aggregated by an efficient Transformer to produce powerful descriptors that are aware of the high-level visual context and spatial layout of those keypoints. The enhanced descriptors can be either real-valued or binary ones and matched by using Euclidean/Hamming distance respectively.

The core idea of our approach, motivated by recent work [25, 36, 41], is integrating the visual and geometric information of all the keypoints into individual descriptors by a Transformer. This can be better understood intuitively by considering when people are asked to find correspondences between images, they would check all the keypoints and the spatial layout of those keypoints in each image. With the help of the global receptive field in Transformer, the boosted descriptors contain global contextual information that makes them more robust and discriminative as shown in Fig. 1.

We apply our FeatureBooster to both hand-crafted descriptors (SIFT [24], ORB [34]) and the state-of-the-art learning-based descriptors (SuperPoint [10], ALIKE [53]). We evaluated the boosted descriptors on tasks including image matching, visual localization, and structure-from-motion. The results show that our method can significantly improve the performance of each task by using our boosted descriptors.

Because FeatureBooster does not need to process the image and adopts a lightweight Transformer, it is highly efficient. It takes only 3.2ms on NVIDIA RTX 3090 and 27ms on NVIDIA Jetson Xavier NX (for embedded devices) to boost 2000 features, which makes our method applicable to practical systems.

2. Related work

Feature descriptors: For a long time, the descriptors are commonly hand-crafted. SIFT [24] and ORB [34] are the most well-known hand-crafted descriptors, which are still widely used in many 3D computer vision tasks for their good performance and high efficiency. Hand-crafted descriptors are usually extracted from a local patch. It hence limits their representation capability on higher levels. With the development of deep learning and the emergence of patch dataset with annotation [7], learning-based descriptors have been widely studied. Most learning-based descriptors from patches adopt the network architecture introduced in L2-Net [44] and are trained with different loss functions, e.g. triplet loss [28, 43, 45], N-Pair loss [44] and list-wise ranking loss [17]. Learning-based dense descriptors [10, 12, 16, 30, 33, 50] can leverage information beyond local patches in that they are typically extracted from the entire image using convolutional neural networks, thus exhibiting superior performances on large viewpoint and illumination changes. Though a lot of descriptors have been invented, how to boost existing descriptors has received little attention, particularly through a learning-based approach.

Improve existing feature descriptors: It has been found that projecting existing descriptors into another space by a non-linear transformation leads to better matching results [32]. RootSIFT [2] shows that simply taking the square root of each element of the normalized SIFT descriptors can improve the matching results. Apart from improving the discrimination, some works also seek to compress the descriptors by reducing the descriptor’s dimension, such as PCA-SIFT [19] and LDAHash [40]. A recent work [11] trained a network to map different types of descriptors into a common space such that different types of descriptors can be matched. Our work shares the core idea with this line of research but aims to enhance the discrimination ability to exist descriptors using a lightweight neural network.

Feature matching: Once feature descriptors are acquired, the correspondences between images are usually found by nearest neighbor (NN) search. The incorrect matches can be filtered by adopting some tricks (e.g. mutual check, Lowe’s ratio test [24], and RANSAC [14]). However, NN search ignores the spatial and visual relationship between features and usually produces noisy matching results. To address this problem, SuperGlue [36] trained an attentional graph neural network by correlating two sets of local features from different images to predict the correspondences. Our approach is largely inspired by SuperGlue, but does not attempt to improve the matching process. It instead enhances the feature descriptors from a single image, such that a simple NN search can be used to produce competitive results. Therefore our approach can be seamlessly integrated into many existing pipelines such as a BoW(bag-of-word) [15] implementation.

Feature context: The distribution of feature locations and descriptors within an entire image forms a global context that can be helpful for feature matching as demonstrated in SuperGlue [36]. In this paper, we aim to integrate the global context information into original descriptors to boost their discrimination ability rather than learning to describe the image from scratch. The closest work to our approach is SConE [47] and ContextDesc [25]. SConE [47] develops a constellation embedding module to convert a set of adjacent features (including original descriptors and their spatial layout) into new descriptors. This module is designed for a particular type of descriptor (FREAK [1]). ContextDesc [25] uses two MLPs to encode the visual context and geometric context into global features to improve the local descriptors. It however requires to use of extra CNN to extract high-level features from the original image to construct the visual context.
By contrast, our method takes only the descriptors and geometric information (such as 2D locations) as the input and uses a lightweight Transformer to aggregate them to produce new descriptors. The new descriptors can be both binary or real-valued ones and can be seamlessly integrated into existing visual localization, SLAM, and structure-from-motion systems. No need to process the raw images makes our method very efficient and can run in real-time on embedded GPU devices.

3. Overview

We propose a lightweight network to boost the feature vectors (or descriptors) of a set of keypoints extracted from an image by some existing keypoint detectors as shown in Fig. 2. It takes only the feature descriptors as well as the geometric information such as feature position, orientation, and scale as the input, and outputs new descriptors that are much more powerful than the original ones. The new descriptors can be either real-valued or binary vectors which may be different from the original ones. Our feature booster does not need to process the image from which those keypoints are extracted, which makes our model lightweight and efficient, and can be more easily integrated into existing Structure-from-motion or SLAM systems. No need to access the original images also makes our approach possible to reuse 3D maps already built with certain types of features.

The proposed pipeline consists of two steps: Self-boosting and Cross-boosting. Self-boosting refers to using a lightweight MLP network to project the original feature vector into a new space. It also encodes geometric information such as 2D location, detection score, and orientation/scale to a high-dimensional vector to improve the metric information as aforementioned. Cross-boosting exploits the spatial relationships between those keypoints, while the spatial contextual cues could greatly enhance the matching capability as demonstrated in [36]. Therefore, we also embed the geometric information into a high dimensional vector using another MLP (MLPgeo) to further improve the descriptor. We encode not only the 2D location of keypoints (xi, yi), but also other information such as the scale si, orientation θi, and detection score ci when they are available. The high-dimensional embedded geometric information is added to the transformed descriptor:

\[
d_{i}^{tr} \leftarrow d_{i}^{tr} + \text{MLP}_{\text{geo}}(p_{i}).
\]

Here, \( p_{i} = (x_{i}, y_{i}, c_{i}, \theta_{i}, s_{i}) \) represents all available geometric information as aforementioned.

3.2. Cross-boosting

Self-boosting enhances the descriptor of each keypoint independently without considering the possible correlation between different keypoints. For example, it does not exploit the spatial relationships between those keypoints, while the spatial contextual cues could greatly enhance the matching capability as demonstrated in [36]. Therefore, the boosted descriptors from the self-boosting stage are limited to the local context and still perform poorly under some challenging environments (e.g. repetitive patterns or weakly textured scenes). To address this issue, we further process those descriptors by a cross-boosting stage.

Motivated by SuperGlue [36], we use a Transformer to capture spatial contextual cues of the sparse local features extracted from the same image. We denote the Transformer
Figure 2. The proposed FeatureBooster pipeline consists of self-boosting and cross-boosting stages. Self-boosting applies an MLP to encode the geometric properties of a keypoint and combines it with a new descriptor projected by another MLP. In the cross-boosting stage, the geometrically encoded descriptors of all the keypoints within the entire image are then sent to a lightweight Transformer to generate boosted descriptors. Finally, the boosted descriptors are used for feature matching.

MHA uses the attention matrix to enable the global interaction between query and value. The computation of the attention matrix relies on the matrix dot product between query and key, which results in a time and space complexity quadratic with the context size \(O(N^2D)\). It is easy to see that the complexity introduced by MHA makes Vanilla Transformer difficult to scale to inputs with a large context size \(N\). In our case, the context size \(N\) is the number of local features within an image. Unfortunately, it is very common that thousands of local features have been extracted within one image.

**Attention-Free Transformer:** To address the scalability problem in our case, we propose to use an efficient Attention-Free Transformer (specifically AFT-Simple) [51] to replace the MHA operation in a Vanilla Transformer. Unlike MHA or recent linearized attention [18], Attention-Free Transformer (AFT) does not use or approximate the dot product attention. Specifically, AFT rearranges the computation order of Q, K, and V just like linear attention, but multiplies K and V element-wise instead of using matrix multiplication. The Attention-Free Transformer for keypoint \(i\) can be formulated as:

\[
f_i(X) = \sigma(Q_i) \odot \frac{\sum_{j=1}^{N} \exp(K_{ij}) \odot V_j}{\sum_{j=1}^{N} \exp(K_{ij})},
\]

where \(\sigma(\cdot)\) is a Sigmoid function; \(Q_i\) represents \(i\)-th row of Q; \(K_{ij}, V_j\) represent the \(j\)-th rows of K, V. AFT-simple performs a revised version of the MHA operation where the number of attention heads is equal to the model’s feature dimension \(D\) and the similarity used in MHA is replaced by a kernel function \(\text{sim}(Q, K) = \sigma(Q) \cdot \text{softmax}(K)\). In
this way, attention can be computed by element-wise multiplication instead of matrix multiplication, which results in a time and space complexity that is linear with context and feature size \(O(ND)\). Fig. 3(b) illustrates the computation graph of AFT-Simple.

3.3. Loss Functions

As in previous work [17, 33], we treat the descriptor matching problem as nearest neighbor retrieval and use the Average Precision (AP) to train the descriptors. Considering transformed local feature descriptors \(d_{tr}^r = (d_{1tr}^r, \ldots, d_{Ntr}^r)\), we want to maximize the AP [6] for all descriptors and our goal for training is to minimize the following cost function:

\[
\mathcal{L}_{AP} = 1 - \frac{1}{N} \sum_{i} AP(d_{tr}^i))
\]

To ensure that the original descriptors will be boosted, we propose to use another loss to force the performance of transformed descriptors to be better than the original ones:

\[
\mathcal{L}_{BOOST} = \frac{1}{N} \sum_{i} \max(0, \frac{AP(d_i)}{AP(d_{tr}^i)} - 1)
\]

The final loss is the sum of the above two losses:

\[
\mathcal{L} = \mathcal{L}_{AP} + \lambda \mathcal{L}_{BOOST}
\]

where \(\lambda\) is a weight to regulate the second term. We use a differentiable approach (FastAP [8]) to compute the Average Precision (AP) for each descriptor.

Figure 3. Different architectures of the attention layer. (a) Attention layer in a vanilla Transformer. (b) Attention-Free Transformer (AFT-simple), where only element-wise multiplication is required.

3.4. Different types of descriptors

We are able to train our model to boost the descriptors into both binary and real-valued forms by using different ways to compute the distance vector \(Z\).

**Real-Valued Descriptors:** We apply \(L_2\) normalization to the output vector of the last layer of FeatureBooster, and the pairwise distance vector \(Z\) can be calculated as:

\[
Z = 2 - 2d_{tr}^r (d_{tr}^r)^\top
\]

In this case, the bound range of \(Z\) is \([0, 4]\) and we quantize the \(\Omega\) as a finite set with 10 elements.

**Binary Descriptors:** We first use \(\tanh\) to threshold the output vector of the last layer of FeatureBooster to \([-1, 1]\). The output vector is then binarized to \([-1, 1]\). However, there is no real gradient defined for binarization. Our solution is to copy gradients from binarized vector to unbinarized vector following the straight-through estimator [5]. Finally, the pairwise distance vector \(Z\) can be obtained as:

\[
Z = \frac{1}{2} (D - d_{tr}^r (d_{tr}^r)^\top)
\]

For the Hamming distance, the values of \(Z\) are the integer in \([0, 1, \ldots, D]\), and \(AP\) can be computed in a closed form by setting \(b = D\) in FastAP. However, we use \(b = 10\) to get a larger margin between matching descriptors and non-matching descriptors as the discussion in [8].

4. Implementation details

In this section, we provide some implementation details for training FeatureBooster. FeatureBooster is plug-and-play and can be combined with any feature extraction process. In this paper, we trained FeatureBoosters for ORB [34], SIFT [24], SuperPoint [10], and ALIKE [53] respectively. We use ORB-SLAM2’s [29] extractor for ORB extraction and COLMAP’s [37, 39] extractor for SIFT extraction. For SuperPoint [10], we use its open-source repository.
and the Non-Maximum Suppression (NMS) radius is 4 pixels. For ALIKE [53], we use its default open-source model.

**Architecture details:** All the models were implemented in PyTorch [31]. The Transformer in FeatureBooster uses \( L = 9 \) encoder layers for ALIKE and SuperPoint, and \( L = 4 \) for ORB and SIFT. The query, key, and value in the Transformer encoder have the same dimension \( D \) as that of the input descriptor. The feed-forward network in Transformer is an MLP with 2 layers where the output dimensions are \((2D, D)\). The geometric encoder is an MLP with five layers where the output dimensions are \((32, 64, 128, D, D)\) respectively. Note the 2D locations of keypoints are normalized by the largest image dimension and the feature orientation is represented in radians. For ORB (or binary) descriptors, we first convert them to a float vector and normalized them from \([0, 1]\) to \([-1, 1]\) and then send them to the 2-layer MLP with shortcut connection where the output dimensions are \((2D, D)\) like all other descriptors.

**Training data:** We trained all the FeatureBoosters on MegaDepth [21] and adopt the training scenes used in DISK [48]. We computed the overlap score between two images following D2-Net [12] and sampled 300 training pairs with an overlap score in \([0.1, 1]\) for each scene at every epoch. A random \(512 \times 512\) patch centered around one correspondence is selected for each pair. During the training, all the local features were extracted on-the-fly, yielding up to 2048 local features from a single image. The labels for matched descriptors and unmatched descriptors were generated by checking the distance between the re-projected points and the keypoints. For matched descriptors, the distance is below 3 pixels. For unmatched descriptors, the distance is greater than 15 pixels, considering the possible annotation errors.

**Training details:** We set \( \lambda = 10 \) in the training loss and trained our FeatureBoosters using AdamW [23] optimizer. We increased the learning rate to \( 1 \times 10^{-3} \) linearly in the first 500 steps and then decreased the learning rate in the form of cosine at each epoch in the following steps. The batch size is 16 during the training.

### 5. Experiments

After training our model on MegaDepth [21], we evaluate the trained model on image matching, visual localization, and structure-from-motion tasks using the public benchmark datasets. Note we do not fine-tune the model using the images from those datasets. We also show some matching results for real-world images from the Internet in Fig. 5. Finally, we also conduct an ablation study about the key components of our method.

#### 5.1. Image Matching

We first evaluate our method on the image matching task using the HPatches [3] test sequences. HPatches dataset contains 116 different sequences of which 58 sequences have illumination changes and 58 sequences have viewpoint changes. Following D2Net [12], we excluded eight sequences for this experiment.

**Experiment setup:** We follow the evaluation protocol in D2Net [12] and record the mean matching accuracy (MMA) [27] under thresholds varying from 1 to 10 pixels, together with the numbers of features and matches. The MMA is defined as the average percentage of correct matches under different reprojection error thresholds. Like D2-Net, we use mutual nearest neighbor search as the matching method. For comparison, we report the results of raw descriptors, boosted descriptors by our approach, a variant for SIFT (RootSIFT [2]), and a learning-based patch descriptor (SOSNet [45]). All the DoG-based descriptors were computed from the same DoG keypoints for a fair comparison.

**Result:** Fig. 4 shows MMA results on HPatches under illumination and viewpoint change. Our method can enhance the performance of all descriptors for either the transformed real-valued descriptors or the binary ones. For SIFT, the transformed real-valued descriptors by our method outperforms SOSNet, while can find more correct matches as shown in the Table as shown in Fig. 4. In addition, we
can see the potential of FeatureBooster for descriptor compression (real-valued descriptor to binary descriptor). The transformed binary descriptor from SuperPoint has a similar expression (real-valued descriptor to binary descriptor). The result of the learning-based matching method (SuperPoint+Boost-B) can see the potential of FeatureBooster for descriptor compression.

5.2. Visual Localization

In the second experiment, we evaluate our method in visual localization, a more complete pipeline in computer vision. Two challenging scenarios are selected for evaluation: an outdoor dataset with severe illumination changes and a large-scale indoor dataset with plenty of texture-less areas and repetitive patterns.

**Experiment setup:** For the outdoor scenes, we use the Aachen Day-Night database v1.1 [52], which contains 6697 day-time database images and 1015 query images (824 for the day and 191 for the night). For the indoor scenes, we use the InLoc dataset [42], which contains about 10k database images collected in two buildings. We use the hierarchical localization toolbox (HLoc) [35] for visual localization on Aachen Day-Night and InLoc dataset by replacing the feature extraction module with different feature detectors and descriptors. We use the evaluation protocol on the Long-Term Visual Localization Benchmark [46] and report the percentage of correct localized query images under given error thresholds. For comparison, we also report the result of the learning-based matching method (SuperPoint+SuperGlue). Not that all other methods use mutual nearest neighbor search for matching. We adopt ratio test or distance test for mutual nearest neighbor matching. For a fair comparison, the ratio or distance thresholds of all the transformed descriptors are selected according to the threshold criteria of their corresponding baselines.

**Result:** The results are shown in Tab. 1. Our method significantly improves the performance for all the features in both outdoor and indoor environments, especially for SIFT. After boosting, even the binary ORB descriptors can compete with the SuperPoint and outperform ALIKE in indoor environments (InLoc). We can see that the real-valued and binary boosted SIFT both show considerable competitiveness compared to SOSNet on the Day-Night outdoor dataset. The result also can show that SuperGlue still has the best performance in this experiment. However, our method boosts descriptors before the matching stage, making it more versatile and easy to insert into existing systems.

**5.3. Structure-from-motion**

**Experiment setup:** We use three medium-scale datasets in the ETH SfM benchmark [38] following D2-Net [12] for evaluation. We use exhaustive image matching for all these datasets and adopt ratio test or distance test for mutual nearest neighbor matching. Then, we run the SfM using COLMAP [37, 39]. Following the evaluation protocol defined by [38], we report the number of registered images, sparse points, total observations in image, mean feature track length, and mean re-projection error.

**Result:** Tab. 2 shows the results. Our approach again enhances the performance of all the features on the task of structure-from-motion. Our method can help the original features to produce a more complete reconstruction, as our approach can register more images and reconstruct more 3D points as shown in Tab. 2. Besides, our FeatureBooster can achieve higher feature track length, which means that we can find more correspondences between images to reconstruct 3D points while tracking the same features across many images. We also observe the situation that has been...
Booster can be useful for many practical applications. We believe that our FeatureBooster demonstrates its potential for descriptor compression and can run in real time. We believe that our FeatureBooster can help various classes of descriptors (SIFT, ORB, SuperPoint, and ALIKE) to perform better under different vision tasks. Furthermore, our FeatureBooster jointly processes the geometric properties and visual descriptors of all the key-points within a single image to extract the global contextual information. With the help of the global context, the transformed descriptors become powerful even though the original descriptor is very weak. Our experiments show that FeatureBooster can help various classes of descriptors (SIFT, ORB, SuperPoint, and ALIKE) to perform better under different vision tasks. Furthermore, our FeatureBooster demonstrates its potential for descriptor compression and can run in real time. We believe that our FeatureBooster can be useful for many practical applications.

6. Discussion

Computational cost: Our network is lightweight and efficient. We measure the runtime of our method on both a desktop GPU and an embedded GPU. A forward pass with 2000 features in NVIDIA RTX 3090 takes on average 3.2/4.7ms for our 4/9 layers network, while in NVIDIA Jetson Xavier NX it needs 27/46ms.

Generalization: Though for each feature we need to train their corresponding FeatureBooster, experiments show that our approach works well for various classes of descriptors (hand-crafted or learned, binary or real-valued). Our models are trained with the MegaDepth [21] dataset and do not need to be fine-tuned for different tasks or datasets.

Limitations: The performance of the boosted descriptor is limited by the representation ability of the raw descriptor, though the performance gain tends to be larger for weaker descriptors like ORB. Our approach cannot be applied to enhance dense features because the computational cost grows with the number of feature points.
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5.4. Ablation Study

Tab. 3 shows an ablation study of different components in our network. The study shows that geometric encoding is necessary for self-boosting, and the cross-boosting has a better performance for descriptor boosting. With the help of both modules, our transformed descriptors perform significantly better.
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Generalization: Though for each feature we need to train their corresponding FeatureBooster, experiments show that our approach works well for various classes of descriptors (hand-crafted or learned, binary or real-valued). Our models are trained with the MegaDepth [21] dataset and do not need to be fine-tuned for different tasks or datasets.

Limitations: The performance of the boosted descriptor is limited by the representation ability of the raw descriptor, though the performance gain tends to be larger for weaker descriptors like ORB. Our approach cannot be applied to enhance dense features because the computational cost grows with the number of feature points.

7. Conclusion

We introduce a descriptor enhancement stage into the traditional feature matching pipeline and propose a versatile and lightweight framework for descriptor enhancement called FeatureBooster. FeatureBooster jointly processes the geometric properties and visual descriptors of all the key-points within a single image to extract the global contextual information. With the help of the global context, the transformed descriptors become powerful even though the original descriptor is very weak. Our experiments show that FeatureBooster can help various classes of descriptors (SIFT, ORB, SuperPoint, and ALIKE) to perform better under different vision tasks. Furthermore, our FeatureBooster demonstrates its potential for descriptor compression and can run in real time. We believe that our FeatureBooster can be useful for many practical applications.
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