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Abstract

In task-oriented dialogue systems, response generation from meaning representations (MRs) often suffers from limited training examples, due to the high cost of annotating MR-to-Text pairs. Previous works on self-training leverage fine-tuned conversational models to automatically generate pseudo-labeled MR-to-Text pairs for further fine-tuning. However, some self-augmented data may be noisy or uninformative for the model to learn from. In this work, we propose a two-phase self-augmentation procedure to generate high-quality pseudo-labeled MR-to-Text pairs: the first phase selects the most informative MRs based on model’s prediction uncertainty; with the selected MRs, the second phase generates accurate responses by aggregating multiple perturbed latent representations from each MR. Empirical experiments on two benchmark datasets, FEWSHOTWOZ and FEWSHOTSGD, show that our method generally outperforms existing self-training methods on both automatic and human evaluations.

1 Introduction

In task-oriented dialogue systems, a natural language generation (NLG) module is an essential component: it maps structured dialogue meaning representations (MRs) into natural language responses. The NLG module has a great impact on users’ experience because it directly interacts with users using text responses (Wen et al., 2015; Rastogi et al., 2020a; Kale and Rastogi, 2020; Peng et al., 2020). However, in real-world applications, developers often only have a few well-annotated data and confront a high data collection cost in specific domains. This real-world challenge makes building an NLG module in the low-data setting a valuable research problem (Kale and Rastogi, 2020; Chen et al., 2020; Peng et al., 2020).

While language models have been widely adopted to build the NLG module in task-oriented dialogue systems, they usually require thousands of MR-to-Text pairs for learning the domain-specific knowledge (Wen et al., 2016; Zhu et al., 2019; Yang et al., 2021; Lee, 2021). To collect more training data under a feasible budget, previous works propose three general approaches: (1) designing hand-craft rules to augment new data, which is hard to scale up (Wei and Zou, 2019; Feng et al., 2020); (2) building task-specific data retriever to search related data, which may overfit on the few training data (Xu et al., 2021); or (3) leveraging pre-trained language models to generate new data, which may generate “too noisy” data (Peng et al., 2021; Fabbri et al., 2021; Heidari et al., 2021).

Ideally, the augmented data should help the

| Self-augmented Data | $E[p_θ]$ | $Var[p_θ]$ |
|---------------------|----------|-----------|
| 1                   | low      | low       |
| 2                   | low      | high      |
| 3                   | high     | low       |
| 4                   | high     | high      |

Table 1: Examples of our self-augmented data and data selection strategy. The text is the input MR (e.g. request is the dialogue intent, and (ref = ?) is the slot-value pair of the current intent). The model $p_θ$ generates synthetic dialogue response conditioning on the text. For each self-augmented data, a low predictive mean $E[p_θ]$ indicates that the model finds the augmented data “too noisy” (e.g. out-of-domain or invalid response), and a low predictive variance $Var[p_θ]$ indicates that the model finds the augmented data “too certain” (e.g. uninformative response). In this work, we propose to select examples with high $E[p_θ]$ and high $Var[p_θ]$. |
Figure 1: Our two-phase self-augmentation (SA$^2$) self-training framework for few-shot MR-to-Text generation.

In this work, we propose to address the issue of selecting high-quality self-augmented examples with a two-phase procedure, where each phase will take care of selecting inputs and generating outputs independently. As illustrated in Figure 1, the first phase evaluates input MRs with model’s prediction uncertainty, aiming at selecting input examples that are informative to the current model. Specifically, for each input MR, we let the current model generate a response, and then apply the Monte Carlo Dropout method (Gal and Ghahramani, 2016) to estimate the predictive mean $E[p_\theta]$ and predictive variance $\text{Var}[p_\theta]$ of the generated response. In uncertainty quantification (Gal, 2016), high predictive mean indicates that the model is familiar with this input (i.e. in-domain data) and high predictive variance reflects that the model is sensitive to this input (i.e. informative data). Hence, we propose to select input MRs with high predictive mean and variance. Note that our uncertainty-based data selection strategy neither requires training additional neural models to select the valid data (Bakshi et al., 2021; Heidari et al., 2021; Mehta et al., 2022), nor need to calculate the data statistics across all training epochs and re-train the model overall again (Swayamdipta et al., 2020). The second phase aims at further improving the quality of the selected data. We adopt an idea from contrastive representation learning (Gao et al., 2021) and use the aggregation of randomly perturbed latent representations to help the model produce more accurate responses. The combination of these two phases guarantees the proposed method selects more informative MR inputs and generates less noisy responses for further model fine-tuning.

In summary, the contributions of this work are as follows:

1. Proposing a novel self-training algorithm for the few-shot MR-to-Text generation problem in task-oriented dialogue systems, which applies a two-phase self-augmentation strategy to identify informative MRs and generate accurate responses for further fine-tuning.
2. Showing that the proposed method generally outperforms other few-shot NLG baselines on two benchmark datasets, FEWSHOTWOZ (Peng et al., 2020) and FEWSHOTSHERD (Xu et al., 2021) in both automatic and human evaluations.
3. Conducting in-depth empirical analysis on key components of the proposed few-shot self-training framework: the pre-trained language model, the data selection strategy, and the model training configurations.

2 Related Works

Task-oriented dialogue generation. Previous NLG methods generate system responses by:
designing handcraft response templates and filling in slot-value pairs from system actions, or (2) building data-driven neural models, which encode systems actions into latent feature representations and decode natural language responses with more diversity in realization. However, both approaches cause high data collection costs. The template-based methods (Langkilde and Knight, 1998; Cheyer and Guzzoni, 2006) require collecting a comprehensive set of templates to cover all possible combinations of dialog acts and slot-value pairs, while data-driven methods (Wen et al., 2015, 2017; Zhu et al., 2019) require collecting thousands of system action and response pairs to ensure the neural model generating fluent responses.

**Few-shot NLG.** Recent works on few-shot NLG mainly focus on developing or adapting pre-trained language models. Peng et al. (2020) presents the first few-shot NLG benchmark for task-oriented dialog systems, and develops a pre-trained language model which can be fine-tuned with only a few domain-specific labels to adapt to new domains. Chen et al. (2020) applies the switch mechanism to combine the information from both input data and pre-trained language models, which achieves good performance in table-to-text generation tasks. Chang et al. (2021) studies the training data selection strategies in few-shot NLG, and finds that clustering-based selection strategy consistently helps generative models get better performance than randomly sampling.

**Self-training for NLG.** There has been some works applying the self-training technique to improve the model’s generalization ability in NLG tasks. Some works (Mi et al., 2021; Xu et al., 2021) leverage the self-training framework to pseudo-label the unlabeled data and select the training data based on the confidence score from a single student model. Other works (Kedzie and McKeown, 2019; He et al., 2020) show that the noisy self-training is able to utilize unlabeled data and improve the performance of the supervised baseline. However, their observations come from large-scale training datasets, which may not necessarily hold in the few-shot data setting, because a single Transformer-based model may heavily overfit on the few-shot training data in the early iteration.

We also find some works (Bakshi et al., 2021; Heidari et al., 2021; Mehta et al., 2022) leverage generation models to produce pseudo-labeled data. However, they train additional neural models to select the pseudo-labeled data. Bakshi et al. (2021) and Heidari et al. (2021) use the reconstruction loss from a fine-tuned BART model (Lewis et al., 2020) to select the pseudo-labeled data. Besides, Mehta et al. (2022) leverage a fine-tuned BLEURT model (Sellam et al., 2020) with a selection threshold to select pseudo-responses for self-training. Intuitively, the pseudo-labeled data should bring new domain-specific knowledge to the model. While prior works select the pseudo-labeled data using an independent neural model, we propose to select the pseudo-labeled data using the generation model itself and eliminate the requirement for training additional models.

**Data selection strategies.** Some works in active learning leverage human judgments to select the augmented data. Peris and Casacuberta (2018); P.V.S and Meyer (2019) design data selection functions to select a subset of representative unlabeled data for humans to annotate, and get better model performance by leveraging human annotation. However, the additional requirement of human judgments will increase the difficulty of adapting the method across different domains. Another work (Swayamdipta et al., 2020) leverages the model training dynamics to categorize and select the data, but their method requires massive ground-truth labeled data. In contrast, our self-training framework does not require additional human judgments or massive ground-truth labeled data, which can be easily adapted to different tasks across different domains.

### 3 Proposed Method

In task-oriented dialogue systems, the NLG module translates a structured dialogue meaning representation $\mathcal{A}$ into a natural language response $\pi = \{x_1, \ldots, x_T\}$. One structured dialogue meaning representation $\mathcal{A}$ consists of $K$ dialogue intents and a list of slot-value pairs for each intent:

$$\mathcal{A} = \{I_k, (s_{k,1}, v_{k,1}), \ldots, (s_{k,P_k}, v_{k,P_k})\}_{k=1}^{K}$$

where the dialogue intent $I_k$ indicates different types of system actions and the slot-value pairs $\{(s_{k,i}, v_{k,i})\}_{i=1}^{P_k}$ shows the category names and their content information to be expressed in the response. For example, $\text{inform} (\text{area} = \text{west}; \text{choice} = \text{many})$, where $\text{inform}$ is the dialogue intent, $\text{area}$ and $\text{choice}$ are the slot names, $\text{west}$ and $\text{many}$ are the slot values.
We define $p_\theta(x \mid A)$ as the generation model that generates the response $x$ in an auto-regressive way conditioning on $A$:

$$p_\theta(x \mid A) = \prod_{t=1}^{T} p_\theta(x_t \mid x_{1:t-1}, A) \tag{2}$$

where $\theta$ is the model parameter. A typical way of learning $\theta$ is by maximizing the log-likelihood of the conditional probabilities in Equation 2 over the original training set $D_L$:

$$L_\theta(D_L) = \sum_{n=1}^{D_L} \sum_{t=1}^{T} \log p_\theta(x_{t,n} \mid x_{1:t-1,n}, A_n) \tag{3}$$

In the few-shot MR-to-Text generation setting, the size of training data $|D_L|$ is a small number (e.g. $\leq 50$).

3.1 Self-training with Two-phase

Self-augmentation ($\text{SA}^2$)

The $\text{SA}^2$ self-training algorithm starts from a warm-up stage, where a base generation model is trained on the original training set $D_L$ for a few epochs. Then, in each iteration of self-training, the algorithm consists of four steps: synthetic text annotation, uncertainty-based data selection, response refinement, and model fine-tuning.

The synthetic text annotation uses the current model to generate synthetic text responses based on input MRs and constructs a preliminary version of self-augmented data $D_A$. Next, the data selection uses the prediction uncertainty of the current model on the synthetic responses to select informative MRs in $D_A$, which is the first phase of self-augmentation. Given the selected MRs, the second phase of self-augmentation is to generate more accurate text responses via aggregating multiple latent representations from model parameters with different dropout masks, which produces the pseudo-labeled data $D_{LU}$. Finally, the current model is fine-tuned with both the original training set $D_L$ and the pseudo-labeled dataset $D_{LU}$.

The detailed procedure of $\text{SA}^2$ self-training algorithm is demonstrated in algorithm 1. We describe the proposed uncertainty-based data selection method in §3.2 and response refinement method in §3.3 respectively.

3.2 Phase I: Uncertainty-based Data Selection

We hypothesize that the generation model is likely to gain little by learning from the data, if (1) it finds “too noisy”, which may be out-of-domain or invalid; (2) it finds “too certain”, which may be uninformative to learn from. Therefore, we propose to select the data which the current model finds “less noisy” and “more uncertain”. Intuitively, data with “less noise” may provide helpful domain-specific knowledge to the model, meanwhile “more uncertainty” indicates the model has not learned well from the data yet, thus may produce incoherent responses.

Uncertainty estimation. We use the Monte Carlo Dropout method (Gal and Ghahramani, 2016; Mukherjee and Awadallah, 2020) to estimate the “noise” and “uncertainty” of each self-augmented data regarding the current model. For each self-augmented data $(x, A)$, we enable dropouts before every hidden layer in the generation model, perform $M$ forward passes through the model, and get $M$ i.i.d. model likelihood estimations $\{p_\theta(x \mid A)\}_{i=1}^{M}$. These $M$ outputs are empirical samples of an approximated posterior distribution $p(x \mid A)$ (Gal, 2016). Then, we compute the predictive mean $\mathbb{E}[p_\theta]$ of the approximated distribution

### Algorithm 1: SA² Self-training Algorithm

**Input:** The original training set $D_L$, in-domain MRs $D_U$, base generation model $p_\theta$, number of self-training iterations $S$

**Output:** A fine-tuned generation model $\bar{p}_\theta$

1: Load $p_\theta$ and train $p_\theta$ on $D_L$
2: for $s = 1, \ldots, S$ do
3: Initialize $D_A = \emptyset$ and $D_{LU} = \emptyset$
4: // Synthetic Text Annotation
5: for $A_n \in D_U$ do
6: Generate $\bar{x}_n \sim p_\theta(x_n \mid A_n)$
7: $D_A \cup \{ (x_n, A_n) \}$
8: end for
9: // Data Selection
10: Compute threshold $\bar{\mu}$ and $\bar{s}$ using Eq. (6)
11: for $(x_n, A_n) \in D_A$ do
12: if $\mathbb{E}[p_\theta] > \bar{\mu}$ and $\text{Var}[p_\theta] > \bar{s}$ then
13: // Response Refinement
14: Generate $\bar{x}_n$ using Eq.(7)
15: $D_{LU} \cup \{ (\bar{x}_n, A_n) \}$
16: end if
17: end for
18: Fine-tune $p_\theta$ on $D_{LU} \cup D_L$
19: end for
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\( p(x \mid A) \) and predictive variance \( \text{Var}[p_\theta] \) of the empirical samples:
\[
\mathbb{E}[p_\theta] \approx \frac{1}{M} \sum_{i=1}^{M} p_{\theta_i}(x \mid A) \quad (4)
\]
\[
\text{Var}[p_\theta] \approx \frac{1}{M} \sum_{i=1}^{M} (p_{\theta_i}(x \mid A) - \mathbb{E}[p_\theta])^2 \quad (5)
\]
A low predictive mean \( \mathbb{E}[p_\theta] \) means the model finds the current data “too noisy”, because it has a low likelihood estimation of the current data, which indicates the current data may be out-of-domain or invalid; while a low predictive variance \( \text{Var}[p_\theta] \) means the model finds the current data “too certain”, because all empirical samples have a similar likelihood estimation of the current data, which indicates the current data may be uninformative for the model to learn from. Therefore, we consider self-augmented data with both high predictive means and variances are examples of interest.

**Selection strategy.** The next question is *what are the thresholds for high predictive means and variances?* First, we calculate the corpus-level predictive mean \( \mu_A \) of the self-augmented \( D_A \), and filter out the augmented data which have a lower predictive mean than \( \mu_A \), because we observe that such data are often very noisy and contain many redundant slots. Then, we combine and sort the original training data \( D_L \) and the remaining self-augmented data, and further remove the outliers (i.e. first and last 1% of datapoints). Assume that the collection of predictive mean scores \( \mathbb{E}[p_\theta] \) and variance scores \( \text{Var}[p_\theta] \) of the selected data follows a Gaussian distribution respectively, then the data selection threshold is defined as
\[
\bar{\mu} = \frac{1}{N} \sum_{n=1}^{N} p_n, \quad \bar{s} = \frac{1}{N} \sum_{n=1}^{N} v_n \quad (6)
\]
where \( p_n \) is the predictive mean and \( v_n \) is the predictive variance of the \( n \)-th selected data, \( N \) is the total number of original training data and remaining self-augmented data (after removing the outliers).

We select the self-augmented data with high \( \mathbb{E}[p_\theta] \) (above the average predictive mean \( \bar{\mu} \)) and high \( \text{Var}[p_\theta] \) (above the average predictive variance \( \bar{s} \)). We also explored other data selection strategies (detailed in §4.4), and find that selecting high \( \mathbb{E}[p_\theta] \) and high \( \text{Var}[p_\theta] \) data empirically brings more performance improvements than other strategies.

### 3.3 Phase II: Response Refinement

Since the large generation model is trained on a small training set, it is very likely to overfit and produce high-biased latent representations that cause the generation of inaccurate text responses. To reduce the risk of producing high-biased latent representations, we adopt dropout noise proposed in contrastive learning (Gao et al., 2021) into the latent representation during inference.

Specifically, for each selected input MR from **Phase I**, we enable the dropout masks of the model (placed on fully-connected layers as well as attention probabilities) at the decoding timestamp \( t \), and compute \( R \) latent representations \( \{h_{\theta_i}^t\}_{i=1}^{R} \), then take an average over all latent representations to obtain the final latent representation for the current probability distribution:
\[
p(\bar{x}_t \mid \bar{x}_{1:t-1}, A) = \text{softmax}(\frac{1}{R} \sum_{i=1}^{R} h_{\theta_i}^t) \quad (7)
\]

Then, we generate the text response \( \bar{x} \) according to the probability distribution \( p(\bar{x}_t \mid \bar{x}_{1:t-1}, A) \) and add the data \( (\bar{x}, A) \) into the pseudo-labeled dataset \( D_{L'} \). We fine-tune the generation model on both the original training set \( D_L \) and the pseudo-labeled dataset \( D_{L'} \). Fine-tuning the refined responses is shown to improve the model’s final performances (detailed in §4.3).

### 4 Experiments

We conduct experiments to answer three research questions: (1) Is SA\(^2\) self-training algorithm a helpful method to deal with the few-shot dialogue generation problem? (2) Can our data selection strategy effectively filter out the “too noisy” and “uninformative” augmented data? (3) Can our response refinement method help improve the performance of the NLG model?

#### 4.1 Setups

**Benchmark datasets.** We evaluate our method on two few-shot dialogue generation benchmark datasets: **FEWSHOTWOZ** (Peng et al., 2020) and **FEWSHOTSOGD** (Xu et al., 2021). **FEWSHOTWOZ** has 7 domains and an average number of 50 training examples per domain. **FEWSHOTSOGD** has 16 domains and an average number of 35 training examples per domain. However, both datasets do not provide the development sets for hyper-parameter tuning. To create the standard training/dev/test data
Table 2: Automatic evaluation results on the test set of FEWSHOTWOZ (BLEU↑, ERR↓). The results of AUG-NLG come from the data and code released by Xu et al. (2021), the other results come from our implementation.

|            | Restaurants | Hotels | Flights | Buses | Events | Rentalcars | Services | Ridesharing |
|------------|-------------|--------|---------|-------|--------|------------|----------|-------------|
| SC-GPT     | 19.86       | 22.21  | 26.63   | 19.87 | 26.41  | 20.21      | 27.32    | 22.03       |
| AUG-NLG    | 19.73       | 12.38  | 23.20   | 16.81 | 19.62  | 16.64      | 20.18    | 17.20       |
| ST-ALL     | 19.71       | 21.45  | 26.90   | 19.76 | 25.68  | 20.22      | 27.59    | 21.14       |
| ST-NLL     | 14.52       | 21.29  | 27.59   | 20.27 | 25.81  | 20.07      | 26.54    | 19.84       |
| ST-SA² (ours) | 20.42     | 22.90  | 27.12   | 21.16 | 25.32  | 20.70      | 28.34    | 23.28       |

|            | Movies | Calendar | Banks | Music | Homes | Media | Travel | Weather |
|------------|--------|----------|-------|-------|-------|-------|--------|---------|
| SC-GPT     | 25.71  | 23.53    | 25.99 | 24.01 | 24.90 | 26.24 | 24.97  | 27.89   |
| AUG-NLG    | 16.93  | 13.60    | 12.89 | 9.56  | 18.06 | 10.51 | 15.77  | 10.74   |
| ST-ALL     | 26.19  | 24.86    | 25.03 | 24.62 | 24.97 | 26.56 | 25.28  | 28.06   |
| ST-NLL     | 23.98  | 23.67    | 25.70 | 18.88 | 24.82 | 26.99 | 24.95  | 28.64   |
| ST-SA² (ours) | 28.95  | 25.24    | 28.14 | 27.23 | 25.03 | 28.76 | 25.34  | 29.27   |

Table 3: Automatic evaluation results of BLEU scores on the test set of FEWSHOTSVDG. The results of AUG-NLG come from the data and code released by Xu et al. (2021), the other results come from our implementation.

splits, we randomly sampled 10% data from the original test set as the dev set, and kept the training set unchanged. For fair comparisons across different methods, we evaluated all methods on the new split test set. The detailed data statistics of the two benchmarks are described in Appendix B.

Unlabeled data. The two benchmark datasets are sampled and constructed based on the three datasets: RNNLG (Wen et al., 2016), MultiWOZ (Budzianowski et al., 2018) and SGD (Rastogi et al., 2020b). To ensure the input MRs are within the same domain of the original training set $D_L$, we collect all augmented MRs from the training set of RNNLG, MultiWOZ, and SGD. For FEWSHOTWOZ, we collect an average number of 9,080 unlabeled MRs per domain. For FEWSHOTSVDG, we collect an average number of 7,532 unlabeled MRs per domain. The detailed data statistics of each domain are demonstrated in Appendix B.

Baselines. We compare our method with four baselines and describe the model configuration and training details in Appendix C. (1) SC-GPT (Peng et al., 2020) is the state-of-the-art pre-trained language model for NLG in task-oriented dialogue systems, which is further fine-tuned on each specific domain using the original training data $D_L$; (2) AUG-NLG (Xu et al., 2021) leverages the pre-trained SC-GPT model, first trains it on its automatically retrieved augmented data, then fine-tunes it on each few-shot domain; (3) ST-ALL is the traditional self-training baseline which learns from all self-augmented data without any data selection and text refinement; (4) ST-NLL adopts the traditional self-training baseline but learns from the self-augmented data which has a lower than the average reconstruction loss according to the current generation model; (5) ST-SA² is our method, in addition to our proposed data selection strategy and response refinement method, we apply a rule-based parser (Kedzie and McKeown, 2019) to heuristically filter out invalid responses that do not match the slot-value pairs in the input MRs on the FEWSHOTWOZ dataset in order to achieve lower ERR.

Automatic evaluation. We follow the prior works (Wen et al., 2015; Peng et al., 2020; Xu et al., 2021) and use BLEU score and Slot Error Rate (ERR) for automatic evaluation. ERR is computed by exact matching the slot tokens in the generated responses as $ERR = (p + q)/N$, where $N$ is the total number of slots in the MR, and $p$, $q$
is the number of missing and redundant slots in the generated response. For each MR, we generate five responses and select the top one with the lowest ERR as the final output. Note that we only compute ERR on the FEWSHOTWOZ dataset, because the FEWSHOTSGD dataset does not release its evaluation script.

**Human evaluation.** We follow the prior works (Peng et al., 2020; Kale and Rastogi, 2020) and use Amazon Mechanical Turk to conduct human evaluation. We recruited master level workers with over 90% approval rate to compare and rate the responses generated by different methods and the ground truth response. The workers are asked to rate the response on a scale of 1 (bad) to 3 (good) in terms of informativeness and naturalness. Informativeness indicates how much information from the input MR has been covered in the response, and naturalness measures whether the response looks coherent, grammatical, and natural. Each data pair is rated by 3 workers. We randomly sample 120 examples from each dataset, and collect a total of 2880 ratings.

### 4.2 Result Analysis

**On FEWSHOTWOZ.** The automatic evaluation results in Table 2 show that ST-SA$^2$ outperforms other baselines across all domains in both BLEU and ERR. Besides, we observe that SC-GPT is a strong baseline, and ST-NLL can bring more performance improvements than AUG-NLG and ST-ALL in 5 out of 7 domains, which shows the effectiveness of data selection in self-training. The human evaluation results in Table 5 indicate that ST-SA$^2$ can generate more natural and informative responses than SC-GPT and ST-NLL. We provide some model generation results of different methods in Appendix E.

**On FEWSHOTSGD.** The automatic evaluation results in Table 3 illustrate that ST-SA$^2$ outperforms other baselines in 14 out of 16 domains in BLEU score. Additionally, we find that ST-ALL generally outperforms AUG-NLG, which indicates that additional pre-training on the retrieved task-relevant data does not necessarily help the model generate better responses. In contrast, the self-training method ST-ALL generally improves the model performances in 10 out of 16 domains, which shows the benefit of learning from self-augmented data. The human evaluation results in Table 6 demonstrate that ST-SA$^2$ is capable to generate more informative and natural responses than SC-GPT and ST-ALL. We provide some model generation results of different methods in Appendix E.

### 4.3 Ablation Study on Response Refinement

To validate the effectiveness of the proposed response refinement method, we conduct ablation study on ST-SA$^2$ by removing the representation aggregation in Equation 7 and the rule-based filter (Kedzie and McKeown, 2019) respectively. We observe from Table 4 that removing the representation aggregation during response refinement will lead to degraded performances in both BLEU and ERR across all domains, which indicates the importance of obtaining lower-biased latent representations during self-augmentation. Besides, we find that...
removing the rule-based filter will lead to worse performances in ERR across all domains, which reveals that the model is still likely to generate incorrect responses, and those incorrect pseudo-labeled data will cause the model to learn irrelevant patterns and perform worse on the unseen test set.

4.4 Analysis of Other Components in SA$^2$ Self-training Algorithm

In this section, we provide additional empirical analysis on other components that will affect the performance of the SA$^2$ self-training algorithm, in order to gain more insights about the self-training technique in solving the few-shot NLG problem.

Data selection strategies. Table 7 compares different data selection strategies of ST-SA$^2$ in the Restaurant domain on the test set of FEWSHOTWOZ. We find that selecting low $E[p_0]$ data will lead to degraded performance in BLEU score, because low $E[p_0]$ data often contains more redundant tokens compared with the ground-truth response. Although low $E[p_0]$ data gives lower ERR, the generated texts are not very natural and fluent. Selecting high $E[p_0]$ and low $Var[p_0]$ data will also lead to degraged performance in the BLEU score, which is probably because the model overfits on the uninformative data. We provide some self-augmented and pseudo-labeled examples of different data selection strategies in Appendix D.

Base generation models. For the base generation model selection, we compare different pretrained language models, including GPT2 (Raford et al., 2019), DialoGPT (Zhang et al., 2020) and SC-GPT. GPT2 is an open-end text generation model, and DialoGPT is an open-domain dialogue generation model. In contrast, SC-GPT is trained on around 400K MR-to-Text pairs in task-oriented dialogue generation datasets. As can be seen in Table 8, SC-GPT gives much better performance than GPT2 and DialoGPT, which indicates that selecting a suitable base generation model is critical for self-training.

Training hyper-parameters. Table 9 compares different training hyper-parameters of ST-SA$^2$ in the attraction domain of FEWSHOTWOZ dataset. We observe that the learning rate plays an essential role in training NLG models under the low-data setting. If the learning rate is too large, the development loss may not converge because the training set is too small; if the learning rate is too small, the model may get stuck into the local optimal. Finally, we find a good combination of learning rate and training epoch can help the model achieves the best performance, but the specific values vary across different domains. We provide training hyper-parameter configurations of each domain in Appendix C.

5 Conclusions

In this work, we present a two-phase self-augmentation self-training algorithm to deal with the few-shot dialogue generation problem in task-oriented dialogue systems. We propose to select informative input MRs based on model’s prediction uncertainty, and improve the pseudo response generation by aggregating randomly perturbed latent representations. Empirical experiments on two few-shot NLG datasets show that our proposed method achieves the best performance among other baselines in both automatic and human evaluations.

| $E[p_0]$ | $Var[p_0]$ | BLEU $↑$ | ERR $↓$ |
|---|---|---|---|
| 1 | low | 32.72 | 1.62 |
| 2 | low | 32.24 | 1.62 |
| 3 | high | 33.18 | 2.28 |
| 4 | high | 36.48 | 2.60 |

Table 7: Different data selection strategy comparison of ST-SA$^2$ in the Restaurant domain on the test set of FEWSHOTWOZ.

| Base Model | BLEU $↑$ | ERR $↓$ |
|---|---|---|
| 1 | GPT2 | 24.22 | 13.68 |
| 2 | DialoGPT | 14.77 | 20.84 |
| 3 | SC-GPT | 36.48 | 2.60 |

Table 8: Different base generation model comparison of ST-SA$^2$ in the Restaurant domain on the test set of FEWSHOTWOZ.

| Epoch | LR | BLEU $↑$ | BLEU $↑$ | ERR $↓$ | ERR $↓$ |
|---|---|---|---|---|---|
| 1 | 10 | 1e-6 | 23.22 | 24.75 | 2.93 |
| 2 | 20 | 1e-6 | 22.96 | 24.63 | 2.04 |
| 3 | 20 | 5e-7 | 23.43 | 25.63 | 1.40 |
| 4 | 20 | 5e-8 | 23.29 | 24.82 | 1.91 |

Table 9: Different training hyper-parameters comparison of ST-SA$^2$ in the Attraction domain of FEWSHOTWOZ, where Epoch is the number of training epochs within a self-training iteration, and LR is the initial learning rate at the beginning of each training epoch. We select the best model which has the highest BLEU$_{dev}$. 

...that our proposed method achieves the best performance among other base-lines in both automatic and human evaluations.
Limitations

The performance of SA$^2$ self-training algorithm is influenced by the pre-trained language model used as the base generation model, because it offers the starting point for data selection and data augmentation. Building a good pre-trained language model for the MR-to-Text generation task is non-trivial, but future work in this direction will certainly benefit few-shot learning on dialogue generation. Besides, the SA$^2$ self-training algorithm requires large GPU resources for augmenting pseudo-labeled data. A more computationally efficient decoding method of Transformer-based models would save a significant amount of time and GPU resources.
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A Details of SA\textsuperscript{2} Self-training Algorithm

We choose the pre-trained language model SC-GPT (Peng et al., 2020) as our base generation model $p_\theta$. We collect in-domain MRs from the training set of existing task-oriented dialogue datasets, such as MultiWOZ corpus (Budzianowski et al., 2018) and Schema-Guided Dialog corpus (Rastogi et al., 2020a). We use nucleus sampling (Holtzman et al., 2020) with the threshold $p = 0.9$ to generate the output tokens for both synthetic text annotation and refined response generation.

B Dataset Details

Note that the original FEWSHOT WOZ and FEWSHOT SGD do not have a development set. To create the standard training/dev/test data splits, we randomly sampled 10% data from the original test set as the dev set, and kept the training set unchanged. For fair comparisons across different methods, we evaluated all methods on the newly split test set. The detailed data statistics of FEWSHOT WOZ is presented in Table 10. The detailed data statistics of FEWSHOT SGD is demonstrated in Table 11.

C Experimental Details

General Setups: The model is trained on an NVIDIA GeForce GTX 1080 Ti GPU server with 12GB memory. For the learning rate, we use the linear rate scheduler with no warm-ups. The AdamW optimizer (Loshchilov and Hutter, 2019) with default weight decay is used to update the parameters. For generation, we use nucleus sampling with $p = 0.9$ across all experiments.

SC-GPT: The pre-trained language model SC-GPT is loaded and fine-tuned on the original few-shot training set $\mathcal{D}_L$. The training epoch is set to 10, the batch size is set to 1, and the initial learning rate is set to 1e-5 across all domains in both FEWSHOT WOZ and FEWSHOT SGD.

AUG-NLG: There are two learning stages. In the first stage, the pre-trained language model SC-GPT is loaded and trained on the retrieved augmented data released by Xu et al. (2021), where the training epoch is set to 10, the batch size is set to 4, and the initial learning rate is set to 1e-5 across all domains in both datasets. For all self-training methods, we start with the model checkpoint from the SC-GPT baseline. The maximum self-training iteration is set to $S = 5$. For evaluation, we save all model checkpoints at each self-training iteration, and report the best-performed model which has the highest $\text{BLEU}_{dev}$ score among all iterations (not necessarily the last iteration).

For ST-ALL and ST-NLL, in each self-training iteration, the training epoch is set to 10, the batch size is set to 4, and the initial learning rate is set to 1e-5 across all domains in both datasets.

For the model hyper-parameters in ST-SA$^2$, we set $M = 10$ in Equation 4 and Equation 5, and set $R = 10$ in Equation 7. For ST-SA$^2$, the training batch size is set to 4, and we report the detailed training epoch and initial learning rate across different domains and datasets for reproducibility purpose in Table 12 and Table 13.

D Self-Augmented Data Examples

Table 14 shows some examples of self-augmented data $\mathcal{D}_A$ and pseudo-labeled data $\mathcal{D}_L'$ under different data selection strategies in the Restaurant domain of FEWSHOT WOZ.

E Model Prediction Examples

Table 15 demonstrates some examples of model generation results in FEWSHOT SGD. Table 16 demonstrates some examples of model generation results in FEWSHOT WOZ.
### Table 10: Data statistics for the original manual-labeled data $D_L$ and the unlabeled data $D_U$ on FEWSHOTWOZ.

| Domain       | # Training Pairs | # Dev Pairs | # Test Pairs | # Unlabeled Data |
|--------------|------------------|-------------|--------------|------------------|
| Restaurants  | 51               | 12          | 117          | 10,000           |
| Laptop       | 51               | 137         | 1242         | 10,000           |
| Hotel        | 51               | 7           | 71           | 10,000           |
| TV           | 50               | 68          | 612          | 7,035            |
| Attraction   | 50               | 34          | 306          | 10,000           |
| Train        | 50               | 65          | 592          | 10,000           |
| Taxi         | 40               | 4           | 43           | 6,527            |

### Table 11: Data statistics for the original manual-labeled data $D_L$ and the unlabeled data $D_U$ on FEWSHOTSGD.

| Domain       | # Training Pairs | # Dev Pairs | # Test Pairs | # Unlabeled Data |
|--------------|------------------|-------------|--------------|------------------|
| Restaurants  | 50               | 961         | 8,657        | 10,000           |
| Laptop       | 50               | 3,615       | 3,605        | 10,000           |
| Hotel        | 50               | 272         | 737          | 10,000           |
| Flights      | 50               | 427         | 473          | 7,035            |
| Buses        | 50               | 836         | 712          | 10,000           |
| Events       | 50               | 287         | 2592         | 10,000           |
| Rentalcars   | 50               | 34          | 7,146        | 10,000           |
| Services     | 50               | 793         | 7,378        | 10,000           |
| Ridesharing  | 48               | 65          | 8,259        | 7,035            |
| Movies       | 30               | 737         | 6,634        | 10,000           |
| Calendar     | 25               | 4,793       | 3,615        | 10,000           |
| Banks        | 23               | 2,988       | 2,453        | 10,000           |
| Music        | 21               | 6,594       | 6,594        | 7,035            |
| Homes        | 21               | 5,073       | 5,073        | 10,000           |
| Media        | 14               | 563         | 5,657        | 7,035            |
| Travel       | 14               | 568         | 5,703        | 10,000           |
| Weather      | 11               | 528         | 5,299        | 7,035            |

### Table 12: Training hyper-parameter configurations of ST-SA$^2$ in FEWSHOTWOZ, where Epoch is the number of training epochs within a self-training iteration, and LR is the initial learning rate at the beginning of each training epoch. We set the maximum self-training iteration $S = 5$, and select the model which has the highest BLEU$_{dev}$ across all self-training iterations.

| Domain       | Epoch | LR     | BLEU$_{dev}$ | BLEU$_{test}$ | ERR$_{test}$ |
|--------------|-------|--------|--------------|---------------|--------------|
| 1 Restaurants| 10    | 8e-7   | 38.10        | 36.48         | 2.60         |
| 2 Laptop     | 10    | 5e-6   | 34.19        | 35.42         | 2.04         |
| 3 Hotel      | 10    | 1e-6   | 33.46        | 42.63         | 1.78         |
| 4 TV         | 10    | 1e-6   | 37.10        | 36.39         | 1.63         |
| 5 Attraction | 20    | 5e-7   | 23.43        | 25.63         | 1.40         |
| 6 Train      | 10    | 8e-7   | 23.65        | 25.34         | 1.62         |
| 7 Taxi       | 10    | 1e-6   | 6.08         | 20.95         | 0.00         |

### Table 13: Training hyper-parameter configurations of ST-SA$^2$ in FEWSHOTSGD, where Epoch is the number of training epochs within a self-training iteration, and LR is the initial learning rate at the beginning of each training epoch. We set the maximum self-training iteration $S = 5$, and select the model which has the highest BLEU$_{dev}$ across all self-training iterations.

| Domain       | Epoch | LR     | BLEU$_{dev}$ | BLEU$_{test}$ |
|--------------|-------|--------|--------------|---------------|
| 1 Restaurants| 10    | 1e-6   | 20.69        | 20.42         |
| 2 Hotels     | 10    | 1e-6   | 22.69        | 22.90         |
| 3 Flights    | 10    | 5e-6   | 25.82        | 27.12         |
| 4 Buses      | 10    | 1e-6   | 21.74        | 21.16         |
| 5 Events     | 10    | 5e-6   | 26.46        | 25.32         |
| 6 Rentalcars | 10    | 1e-5   | 20.67        | 20.70         |
| 7 Services   | 10    | 1e-6   | 28.57        | 28.34         |
| 8 Ridesharing| 10    | 1e-6   | 23.61        | 23.28         |
| 9 Movies     | 10    | 1e-6   | 29.37        | 28.95         |
| 10 Calendar  | 10    | 1e-6   | 25.97        | 25.24         |
| 11 Banks     | 10    | 1e-6   | 27.45        | 28.14         |
| 12 Music     | 10    | 1e-6   | 27.06        | 27.23         |
| 13 Homes     | 10    | 1e-6   | 24.45        | 25.03         |
| 14 Media     | 10    | 1e-5   | 28.40        | 28.76         |
| 15 Travel    | 10    | 1e-6   | 24.09        | 25.34         |
| 16 Weather   | 10    | 5e-7   | 27.43        | 29.27         |
Table 14: Examples of self-augmented data $\mathcal{D}_A$ and pseudo-labeled data $\mathcal{D}_{L'}$ under different data selection strategies in the **Restaurant** domain of FEWSHOTWOZ.

| Domain: Ridesharing |
|---------------------|
| Input MR | **INFORM** (*ride_fare = $11.02; approximate_ride_duration = 20*) |
| Human | it should take around 20 minutes and cost $11.02. |
| SC-GPT | the cost of the cab is $11.02 and the ride lasts 20 minutes. |
| AUG-NLG | the ride lasts 20 minutes and will cost $11.02. |
| ST-ALL | it will take 20 minutes and cost $11.02. |
| ST-NLL | the cost of the cab is $11.02 and the ride will last 20 minutes. |
| ST-SA² (ours) | the cost is $11.02 and it will take 20 minutes. |

| Domain: Media |
|----------------|
| Input MR | **OFFER** (*title = the visitor, viva las vegas*) |
| Human | how about the visitor or viva las vegas? |
| SC-GPT | the visitor, viva las vegas is the only movie that meets your criteria. |
| AUG-NLG | the visitor viva las vegas. |
| ST-ALL | the visitor, viva las vegas is also available. |
| ST-NLL | the visitor, viva las vegas is playing. |
| ST-SA² (ours) | how about the visitor, viva las vegas? |

| Domain: Hotels |
|----------------|
| Input MR | **CONFIRM** (*where_to = sydney; number_of_adults = 1; check_in_date = next monday; check_out_date = march 11th*) |
| Human | please confirm: the location is sydney for a group of 1. the check in date will be next monday and the check out date will be march 11th. |
| SC-GPT | please confirm the following: you’d like to stay in sydney for 1 person from next monday to march 11th. |
| AUG-NLG | this is for a hotel in sydney, the reservation is for 1 person, the check-in date is next monday. |
| ST-ALL | sure. how about sydney? there’s 1 person in your group, and you’ll be arriving next monday. you’ll be leaving march 11th. |
| ST-NLL | okay, i’ve got that. you’d like a 1 person reservation for a house in sydney that’d be held next monday, and will be retired on march 11th. is that right? |
| ST-SA² (ours) | so to recap: you want a house in sydney for 1 person with a departure date of next monday and a march 11th check out. |

Table 15: Examples of model generation results from the test set of FEWSHOTSGD.
### Table 16: Examples of model generation results from the test set of FEWSHOT WOZ.

#### Domain: Restaurant

| Input MR | Human | SC-GPT | AUG-NLG | ST-ALL | ST-NLL | ST-SA² (ours) |
|--------|------|--------|---------|--------|--------|-------------|
| inform_no_match ( pricerange = expensive ; area = bernal heights ) | there are no expensive restaurants in bernal heights | there are no expensive restaurants in the bernal heights area | unfortunately there is no restaurant near bernal heights that is expensive | there is no restaurant in the expensive price range in the bernal heights | unfortunately there is no restaurants in the expensive price range in the bernal heights area | there are no expensive restaurants in the bernal heights area |

#### Domain: Laptop

| Input MR | Human | SC-GPT | AUG-NLG | ST-ALL | ST-NLL | ST-SA² (ours) |
|--------|------|--------|---------|--------|--------|-------------|
| inform_only_match ( name = tecra morpheus 65 ; type = laptop ; batteryrating = exceptional ; pricerange = moderate ) | the tecra morpheus 65 laptop is a moderate price range computer, with an exceptional battery rating | tecra morpheus 65 is a nice laptop that is in the moderate price range. it has exceptional battery rating | the tecra morpheus 65 is a laptop in the moderate price range and comes with an exceptional battery rating | tecra morpheus 65 is a laptop in the moderate price range with an exceptional battery rating |

#### Domain: Hotel

| Input MR | Human | SC-GPT | AUG-NLG | ST-ALL | ST-NLL | ST-SA² (ours) |
|--------|------|--------|---------|--------|--------|-------------|
| inform_count ( type = hotel ; count = 182 ; hasinternet = dont_care ) | there are 182 hotels if it does not matter if they have internet or not | there are 182 hotels that do not care if there internet is | there are 182 hotels that do not care about internet access | there are 182 hotels that do not care if they have internet or wi-fi | there are 182 hotels that do not care about internet |

#### Domain: TV

| Input MR | Human | SC-GPT | AUG-NLG | ST-ALL | ST-NLL | ST-SA² (ours) |
|--------|------|--------|---------|--------|--------|-------------|
| inform_no_match ( type = television ; hasusbport = true ; screensizerange = medium ; family = l6 ) | i apologize but there are no televisions with medium screen size , that has usb ports | the l6 television has usb ports, whereas the television without has only a medium screen size. | there are no televisions that are in the medium family, with usb ports or in the l6 product family. | there are no televisions in the medium screen size range with usb ports in the l6 family. |

#### Domain: Attraction

| Input MR | Human | SC-GPT | AUG-NLG | ST-ALL | ST-NLL | ST-SA² (ours) |
|--------|------|--------|---------|--------|--------|-------------|
| sorry ( area = centre ; choice = none ) | i have none available in the centre. would you like a different area or attraction? | i don’t have any results for centre. would you like me to look in any other areas? | there aren’t any listings for centre. would you like to try a specific area? | there are none in the centre. would you like me to check other areas? | there are none in the centre. would you like me to check in another area? | sorry, i don’t have any listings for centre. do you want me to check another area? |

#### Domain: Train

| Input MR | Human | SC-GPT | AUG-NLG | ST-ALL | ST-NLL | ST-SA² (ours) |
|--------|------|--------|---------|--------|--------|-------------|
| inform ( leaveat = 16:34 ; id = tr8132 ) @ request ( people = ? ) | i have the tr8132 which leaves at 16:34. how many tickets please? | tr8132 leaves at 16:34. how many tickets will you need? | there is a train that leaves at 16:34. how many tickets would you like? | i have train tr8132 leaving at 16:34. how many tickets would you like? | i have train tr8132 that leaves at 16:34. how many tickets would you like to book? | tr8132 leaves at 16:34. how many tickets would you like? |

#### Domain: Taxi

| Input MR | Human | SC-GPT | AUG-NLG | ST-ALL | ST-NLL | ST-SA² (ours) |
|--------|------|--------|---------|--------|--------|-------------|
| request ( destination = ? ; arriveby = ? ) | i would be happy to book your taxi but i will need your destination and preferred arrival time as well. sure, where would you like to travel to? also where would you like to be picked up from? | what time would you like to arrive? | sure, where would you like to go to and what time? | what is your destination? do you have a arrival time in mind? | sure, where would you like to go to? also, what time would you like to arrive? |

2784