Abstract

Focused sequent calculi are a refinement of sequent calculi, where additional side-conditions on the applicability of inference rules force the implementation of a proof search strategy. Focused cut-free proofs exhibit a special normal form that is used for defining identity of sequent calculi proofs. We introduce a novel focused display calculus \( fD.LG \) and a fully polarized algebraic semantics \( FP.LG \) for Lambek-Grishin logic by generalizing the theory of multi-type calculi and their algebraic semantics with heterogeneous consequence relations. The calculus \( fD.LG \) has strong focalization and it is sound and complete w.r.t. \( FP.LG \). This completeness result is in a sense stronger than completeness with respect to standard polarized algebraic semantics (see e.g. the phase semantics of Bastenhof for Lambek-Grishin logic or Hamano and Takemura for linear logic), insofar we do not need to quotient over proofs with consecutive applications of shifts over the same formula. We plan to investigate the connections, if any, between this completeness result and the notion of full completeness introduced by Abramsky et al. We also show a number of additional results. \( fD.LG \) is sound and complete w.r.t. LG-algebras: this amounts to a semantic proof of the so-called completeness of focusing, given that the standard (display) sequent calculus for Lambek-Grishin logic is complete w.r.t. LG-algebras. \( fD.LG \) and the focused calculus \( fL.G \) of Moortgat and Moot are equivalent with respect to proofs, indeed there is an effective translation from \( fL.G \)-derivations to \( fD.LG \)-derivations and vice versa: this provides the link with operational semantics, given that every \( fL.G \)-derivation is in a Curry-Howard correspondence with a directional \( \tilde{\lambda\mu} \)-term.

1 Introduction

The problem of the identity of proofs is a fundamental one. It has been actively investigated in philosophy and mathematics (when do two proofs correspond to the same argument?), and in computer sciences (when do two algorithms correspond to the same program?). A logic can be presented by different formalisms. Sequent calculi often exhibit syntactically different proofs of the very same end-sequent. Some of these proofs differ from each other by trivial permutations of inference rules. Other formalisms, like natural deduction calculi or proof nets, are less sensitive to inference rule permutations and are usually taken as benchmarks for defining identity of proofs. Focused sequent calculi \([4,5,25]\) make use of syntactic restrictions on the applicability of inference rules achieving three main goals: (i) the proof search space is considerably reduced without losing completeness, (ii) every cut-free proof comes in a special normal form, (iii) leading to a criterion
for defining identity of sequent calculi proofs. Being able to identify or tell apart two proofs has far-reaching consequences. In particular, in the tradition of parsing-as-deduction \[22, 23\], various logical systems – and notably various extensions of the Lambek calculus – have been proposed to recognise not only whether sentences are syntactically well-formed, but also to capture different semantic readings by ‘genuinely different’ proofs in the type logic \[8, 27\].

In this paper, we focus on the minimal Lambek-Grishin logic and we provide a novel algebraic and proof-theoretic analysis of the focused Lambek-Grishin calculus \[27\]. More in general, this analysis leads to the identification of a new class of display calculi and their natural algebraic semantics. The gist of the analysis is to generalise (and refine) multi-type display calculi and heterogeneous algebras \[10\] admitting not only heterogeneous operators, but also heterogeneous consequence relations, now interpreted as weakening relations \[21\] (i.e. a natural generalisation of partial orders). Here, we introduce a specific instance of this class tailored for the signature of the Lambek-Grishin logic and we plan to provide the full picture as future work. In particular, we plan to show that if a calculus belongs to this class, then it enjoys cut-elimination, aiming at generalizing the cut-elimination meta-theorem in the tradition of display calculi (see \[29\]). Moreover, we conjecture that any displayable logic \[16\] can be equivalently presented as an instance of this class. The next paragraph summarises the main features of this analysis in general terms, without special reference to Lambek-Grishin logic.

In the case of focused sequent calculi, the distinction between positive versus negative formulas is the key ingredient for organising proofs in so-called phases. The distinction is proof-theoretically relevant in that it reflects a fundamental distinction between logical introduction rules: the left introduction rules for positive connectives are invertible while the right introduction rules are non-invertible in general, and vice versa for negative connectives. We observe that this distinction is also semantically grounded, indeed positive formulas (in the original language of the logic) are left adjoints and negative formulas (in the original language of the logic) are right adjoints. Proofs in focalized normal form (see \[27\]) are cut-free proofs organised in three phases: two focused phases (either positive or negative) and non-focused phases (also called neutral phases). A focused positive (resp. negative) phase in a derivation is a proof-section (see definition \[17\]) where a formula is decomposed as much as possible only by means of non-invertible logical rules for positive (resp. negative) connectives. This formula and all its immediate subformulas in this proof-section are said ‘in focus’. All the other rules are applied only in non-focused phases. So, each derivable sequent has at most one formula in focus. Moreover, the interaction between two focused phases is always mediated by a non-focused phase.

So-called shift operators – usually denoted as \(\uparrow\) and \(\downarrow\) \[18, 19, 6\] – are often considered to polarize a focused sequent calculus, i.e. as a tool to control the interplay between positive and negative formulas and the interaction between phases. Shifts are adjoint unary operators that change the polarity of a formula, where \(\uparrow\) goes from positive to negative, \(\downarrow\) goes from negative to positive, and \(\uparrow \downarrow\). In this paper, we consider positive and negative formulas as formulas of different sorts. We also distinguish between positive (resp. negative) pure formulas and positive (resp. negative) shifted formulas, i.e. formulas under the scope of a shift operator, hence we call it a full polarization. So, we end up in considering four different sorts, each of which is interpreted in a different sub-algebra. Therefore, in this setting shifts are heterogeneous operators, where \(\uparrow\) gets split into \(\uparrow\) (from positive pure formulas into negative shifted formulas) and \(\uparrow\) (from positive shifted formulas into positive pure formulas), \(\downarrow\) gets split into \(\downarrow\) (from negative pure formulas into positive shifted formulas) and \(\downarrow\) (from negative shifted formulas into positive pure formulas), \(\uparrow \downarrow\) and \(\downarrow \uparrow\). Moreover, the composition of two shifts is still either a closure or an interior operator (by adjunction), but we do not assume that it is an identity.

\[\text{1 Note in the literature on multi-type display calculi 'types' is used instead of 'sorts'.}\]
The present investigation was largely inspired by the work of Samson Abramsky, specifically from his contributions on the Geometry of Interactions program (see [2]) and his categorical and game-theoretic perspective on the semantics of linear logic. In particular, in [1] Abramsky and Jagadeesan introduce a game-theoretic semantics for the multiplicative fragment of linear logic expanded with the so-called MIX rule, and show a strong form of completeness they call full completeness. This notion is inherently stronger than standard completeness (that is with respect to provability), indeed it requires "a semantic characterization of the space of proofs of a given logic". More precisely, given a logic $L$ and the appropriate categorical model $M$ where formulas are interpreted as objects and proofs as morphisms, $M$ is fully complete for $L$ if every morphism $[\pi] : [A] \to [B]$ in $M$ is the denotation of some proof $\pi$ of $A \vdash B$ in $L$. In [3] Abramsky and Melliès extend the full completeness result to the multiplicative-additive fragment of linear logic with respect to a new concurrent form of games semantics.

First of all, let us emphasize the striking differences between the present approach and the two papers cited above. Leaving aside that in this paper we focus on the Lambek-Grishin logic, notice that in [1] and [3] the identity of proofs is addressed via proof nets, where here we work with focused sequent calculi. We do not consider this an essential difference from a conceptual point of view. Most importantly, the notion of full completeness makes sense, strictly speaking, only for a categorical semantics. What we do here is to take seriously the idea that different semantics, even algebraic semantics, could be more tightly or less tightly connected to a logic, in the sense that they reflect more closely or less closely the structure of proofs. Moreover, the notion of weakening relation (see section 2.1), the key ingredient for defining fully polarized algebras, has a natural categorical presentation (see [21]) and we plan to provide a categorical presentation of the present approach in future work, where the notion of full completeness can be rigorously defined.

The paper is structured as follows. In section 2 we introduce fully polarized LG-algebras $\mathbb{FP}_L$. In section 3 we introduce the focused display calculus $\mathbb{FD}_L$ for the minimal Lambek-Grishin logic and we prove that it has the strong focalization property. In section 4 we show that the calculus $\mathbb{FD}_L$ is sound and complete w.r.t. $\mathbb{FP}_L$ and LG-algebras, and in section 5 that $\mathbb{FD}_L$ has canonical cut-elimination. Section 6 provides the effective translation between derivations of the calculi $\mathbb{FD}_L$ and $\mathbb{FL}_L$.

## 2 Algebraic semantics

In this section we first recall the definition of Lambek-Grishin algebras, weakening relations and their properties needed in what follows. Then, we define fully polarized LG-algebras.

### 2.1 Preliminaries

#### Lambek-Grishin algebras

The basic Lambek-Grishin logic $\mathbb{LG}$ [26] is the pure logic of residuation in the signature that expands the (non-unital, non-associative) Lambek calculus [23] with the so-called Grishin connectives (i.e. a co-tensor $\oplus$ and its residuals $\ominus$, $\odot$). $\mathbb{LG}$ is complete w.r.t. Lambek-Grishin algebras defined below.

▶ **Definition 1.** A basic Lambek-Grishin algebra $G = (G, \leq, \otimes, \backslash, \odot, /, \ominus)$ is a partially ordered algebra endowed with six binary operations compatible with the order $\leq$. Moreover, the following residuation laws hold:

\[
B \leq A \backslash C \iff A \otimes B \leq C \iff A \leq C / B \quad C \ominus B \leq A \iff C \leq A \odot B \iff A \odot C \leq B \quad (1)
\]
Weakening relations and collages

In this paper we use weakening relations \cite{20, 21, 13, 14, 9} to interpret the heterogeneous consequence relations of the calculus introduced in section 3.1. Weakening relations can be viewed as the order-theoretic equivalents of profunctors \cite{7} (aka distributors or bimodules), which have already been considered in models of polarized logic \cite{18, 11}. In particular, partial orders are weakening relations where \( A = B \) and \( A \leq B \). We use \( \preceq \subseteq A \times B \) and \( \preceq A \leq B \) interchangeably to denote a weakening relation with source \( A \) and target \( B \), and \( \preceq A \) as an abbreviation for \( \preceq A \).

\[\begin{align*}
A' \preceq A & \quad \quad \quad A \preceq B \quad \quad \quad B \leq B' \\
A \leq B & \quad \quad \quad B \leq B'
\end{align*}\]

▶ Definition 2. A weakening relation is a relation \( \preceq \subseteq A \times B \) on two partially ordered set \((A, \leq A)\) and \((B, \leq B)\) that is compatible with the orders \( \leq A \) and \( \leq B \) in the following sense

\[\begin{align*}
A' \preceq A & \quad \quad \quad A \preceq B \quad \quad \quad B \leq B' \\
A' \leq A & \quad \quad \quad A \leq B \quad \quad \quad B' \leq B
\end{align*}\]

▶ Definition 3. Given two weakening relations \( \preceq A \subseteq A \times A \) and \( \preceq B \subseteq B \times B \), we say that the order-preserving functions \( L : A \to B \) and \( R : B' \to A' \) form a heterogeneous adjoint pair \( \preceq A \dashv \preceq B \) if for every \( A \in A \) and \( B' \in B' \),

\[L(A) \preceq_B B' \iff A \preceq_A R(B')\]

\[\begin{array}{c}
A' \preceq A \quad \quad \quad A \preceq B \quad \quad \quad B \leq B'
\end{array}\]

If \( A' = A \), \( \preceq A = \leq A \), \( B' = B \) and \( \preceq B = \leq B \), we recover the usual definition of adjunction.

▶ Proposition 4. If \( L \dashv \preceq A \) is a heterogeneous adjunction, then it defines a weakening relation \( \preceq \subseteq A \times B \) by \( L(A) \preceq_B B' \), which is also equivalent to \( A \preceq_A R(B') \). We say that \( \preceq \) is the weakening relation represented by \( L \dashv \preceq A \) \( R \).

The proof only requires unfolding of the definitions (see appendix A).

▶ Definition 5. If \( \preceq \subseteq A \times B \) is a weakening relation, then the relation \( \preceq_{A \cup B} : = \preceq_A \cup \preceq_B \) defined on the disjoint union \( A \cup B \) is an order. We call it the collage order on \( A \cup B \).

The collage order \((A \cup B, \preceq_{A \cup B})\) corresponds to the collage \cite{28} (or cograph) of \( \preceq \) seen as a profunctor. We extend the \( \cup \) notation to weakening relations.

▶ Definition 6. If we are in the following situation:

\[\begin{array}{c}
A \preceq A' \quad \quad \quad B \preceq B'
\end{array}\]

and we also have \( \preceq_A \subseteq \leq \) and \( \preceq_B \subseteq \leq \), then the relation \( \preceq : = \leq \cup \leq \subseteq \) is a weakening relation on the collage orders \( A \cup A' \) and \( B \cup B' \), and we call it the collage weakening relation.

2.2 Fully polarized LG-algebra

We write \( \partial A \) for the order dual of \((A, \leq A)\), i.e. \( A \leq_{\partial A} A' \) iff \( A' \leq A \). We use \( P, Q \) (resp. \( \partial P, \partial Q \)) for pure (resp. shifted) positive elements, i.e. elements in the poset \( P \) (resp. in \( \partial P \)); \( M, N \) (resp. \( \partial M, \partial N \)) for...
pure (resp. shifted) negative elements, i.e. elements in the poset \( \mathbb{N} \) (resp. \( \hat{\mathbb{N}} \)); \( \hat{P}, \hat{Q}, \hat{R} \) (resp. \( \hat{M}, \hat{N}, \hat{L} \)) for general positive (resp. negative) elements, i.e. elements in the poset \( \hat{P} \) (resp. \( \hat{N} \)). The letters \( A, B, C \) are used whenever we do not need to specify the poset.

An order-type over \( n \in \mathbb{N} \) is an \( n \)-tuple \( \epsilon \in [1, \partial]^n \). For any order type \( \epsilon \), we let \( \Lambda^\epsilon := \Pi_{\epsilon,1}^n \Lambda^\epsilon \). We use \( n_i \in \mathbb{N} \) to denote the arity of a connective \( h \). The language \( \mathcal{L}_{\mathbb{F}, \mathbb{P}, \mathbb{L}G} \) (from now on abbreviated as \( \mathcal{L}_{\mathbb{F}, \mathbb{P}, \mathbb{L}G} \)) takes as parameters: two disjoint denumerable sets of proposition letters \( \mathcal{A}t\mathcal{P}\mathcal{r} \mathcal{P} \mathcal{r} \mathcal{P} \), \( \mathcal{A}t\mathcal{P} \mathcal{r} \mathcal{P} \mathcal{r} \mathcal{P}^\ast \), elements of which are denoted \( p, q \), and \( \mathcal{A}t\mathcal{P} \mathcal{r} \mathcal{P} \mathcal{r} \mathcal{P}^\ast \), elements of which are denoted \( m, n \), and two disjoint sets of connectives:

\[
\begin{align*}
\mathcal{P} & = \{ \emptyset, \emptyset \cup, \emptyset \cap, \emptyset \backslash, \emptyset /, \emptyset \partial, \emptyset \downarrow, \emptyset \uparrow, \emptyset \equiv \} \\
\mathcal{G} & = \{ \emptyset, \emptyset \cup, \emptyset \cap, \emptyset \backslash, \emptyset /, \partial, \downarrow, \equiv \}
\end{align*}
\]

We define the collage posets \( \mathcal{F}, \mathcal{G} \) i.e.

\[
\begin{align*}
\epsilon(\emptyset) & = \epsilon(\emptyset) = \epsilon(\emptyset) = \epsilon(\emptyset) = \epsilon(\emptyset) = (1, 1) \\
\epsilon(\emptyset \cup) & = \epsilon(\emptyset \cap) = \epsilon(\emptyset \backslash) = \epsilon(\emptyset /) = \epsilon(\partial) = 1 \\
\epsilon(\emptyset \equiv) & = \epsilon(1) = \epsilon(1) = \epsilon(1) = (1, \partial)
\end{align*}
\]

\[\text{Definition 7.} \] A fully polarized \( \mathbb{L}G \)-algebra \( (\mathbb{F}, \mathbb{P}, \mathcal{L}G) \) is defined by four posets \( (\mathbb{P}, \leq), (\hat{\mathbb{P}}, \equiv), (\mathbb{N}, \leq) \) and \( (\hat{\mathbb{N}}, \equiv) \) together with

- Two adjunctions \( \uparrow \downarrow \) and \( \downarrow \uparrow \)

\[
\begin{align*}
\mathbb{P} & \quad \downarrow \quad \mathbb{N} \\
\hat{\mathbb{P}} & \quad \downarrow \quad \hat{\mathbb{N}} \\
\end{align*}
\]

We use \( \equiv \) for the weakening relation represented by \( \uparrow \downarrow \) and \( \leq \) for the weakening relation represented by \( \downarrow \uparrow \).

- Three weakening relations \( \equiv \subseteq \mathbb{P} \times \hat{\mathbb{P}} \), \( \leq \subseteq \mathbb{P} \times \hat{\mathbb{N}} \) and \( \equiv \subseteq \hat{\mathbb{N}} \times \hat{\mathbb{N}} \) such that for all \( P \in \mathbb{P} \) and \( N \in \mathbb{N} \) we have

\[\uparrow P \equiv N \iff P \leq N \iff P \equiv \downarrow N\]

i.e. \( \leq \) is the weakening relation represented by the heterogeneous adjunction \( \uparrow \equiv \downarrow \).

We define the collage posets \( (\hat{\mathbb{P}}, \equiv) = (\mathbb{P} \cup \hat{\mathbb{P}}, \leq \equiv \subseteq \mathbb{P} \equiv), (\hat{\mathbb{N}}, \equiv) = (\mathbb{N} \cup \hat{\mathbb{N}}, \equiv \subseteq \hat{\mathbb{N}} \equiv) \) and the collage weakening relation \( \equiv \subseteq \mathbb{P} \equiv \subseteq \hat{\mathbb{N}} \equiv \equiv \subseteq \hat{\mathbb{N}} \equiv \mathbb{N} \equiv \equiv \) summarised in Fig. 1.

\[\text{Figure 1} \] Weakening relations in \( \mathcal{L}_{\mathbb{F}, \mathbb{P}, \mathbb{L}G} \)-algebras.

- Six operations (that we call \( \mathbb{L}G \)-connectives)

\[
\begin{align*}
\emptyset : \hat{\mathbb{P}} \times \hat{\mathbb{P}} & \to \mathbb{P} & \emptyset : \hat{\mathbb{P}} \times \hat{\mathbb{N}} \to \hat{\mathbb{P}} & & \emptyset : \hat{\mathbb{N}} \times \hat{\mathbb{P}} \to \mathbb{P} \\
\bigcirc : \hat{\mathbb{N}} \times \hat{\mathbb{N}} \to \mathbb{N} & & \bigcirc : \hat{\mathbb{N}} \times \hat{\mathbb{N}} \to \hat{\mathbb{N}} & & \bigcirc : \hat{\mathbb{N}} \times \hat{\mathbb{N}} \to \hat{\mathbb{N}} \\
\oplus : \hat{\mathbb{N}} \times \hat{\mathbb{N}} \to \mathbb{N} & & \oplus : \hat{\mathbb{N}} \times \hat{\mathbb{N}} \to \hat{\mathbb{N}} & & \oplus : \hat{\mathbb{N}} \times \hat{\mathbb{N}} \to \hat{\mathbb{N}}
\end{align*}
\]
such that the following heterogeneous adjunctions hold
\[
\begin{align*}
\hat{Q} \preceq \hat{P} \setminus \hat{N} & \quad \text{iff} \quad \hat{P} \otimes \hat{Q} \preceq \hat{N} \quad \text{iff} \quad \hat{P} \preceq \hat{N} \setminus \hat{Q}, \\
\hat{P} \circ \hat{N} \preceq \hat{M} & \quad \text{iff} \quad \hat{P} \preceq \hat{M} \oplus \hat{N} \quad \text{iff} \quad \hat{M} \circ \hat{P} \preceq \hat{N},
\end{align*}
\] (6)

Finally, 12 operations (that we call \(\ell\)-variants and \(r\)-variants, or simply LG-variants)
\[
\begin{align*}
\otimes_{\ell} : & \quad \hat{N} \times \hat{P} \to \hat{N} & \otimes_{r} : & \quad \hat{N} \times \hat{P}^0 \to \hat{N} \\
\otimes_{\ell} : & \quad \hat{P} \times \hat{N} \to \hat{P} & \setminus_{\ell} : & \quad \hat{N}^0 \times \hat{P} \to \hat{P} \\
\otimes_{r} : & \quad \hat{P} \times \hat{N} \to \hat{N} & \setminus_{r} : & \quad \hat{N}^0 \times \hat{P} \to \hat{P}
\end{align*}
\]
such that the following adjunctions hold
\[
\begin{align*}
\hat{Q} \preceq \hat{P} & \quad \iff \quad \hat{P} \otimes \hat{Q} \preceq \hat{R}, \quad \hat{L} \otimes_{\ell} \hat{N} \preceq \hat{M} \quad \iff \quad \hat{L} \leq_{\ell} \hat{M} \oplus_{\ell} \hat{N} \quad \iff \quad \hat{M} \circ_{\ell} \hat{L} \leq_{\ell} \hat{N} \\
\hat{Q} \preceq \h L \setminus_{\ell} \hat{N} & \quad \iff \quad \hat{P} \otimes \hat{L} \preceq \hat{R} \setminus_{\ell} \hat{Q}, \quad \hat{P} \setminus_{\ell} \hat{N} \preceq \hat{R} \quad \iff \quad \hat{P} \leq_{\ell} \hat{M} \setminus_{\ell} \hat{R} \quad \iff \quad \hat{M} \otimes \hat{R} \leq_{\ell} \hat{N} \quad \iff \quad \hat{R} \circ_{\ell} \hat{P} \preceq_{\ell} \hat{N}
\end{align*}
\] (7)

\begin{itemize}
\item \textbf{Proposition 8.} In any \(\mathbb{F}.\mathbb{P}.\mathbb{L}.\mathbb{G}\) we have \(\preceq \leq = \preceq = \leq\).
\end{itemize}

\textbf{Proof.} We show that \(\preceq \leq = \preceq = \leq\). Fix \(P \in \mathbb{P}, N \in \mathbb{N}\) and assume that \(P \preceq \hat{Q}\) and \(\hat{Q} \preceq \hat{N}\) for some \(\hat{Q} \in \hat{P}\). From \(\hat{Q} \preceq N\), we conclude that \(\hat{Q} \preceq \downarrow N\), for \(\preceq\) is the weakening relation represented by \(\uparrow \\downarrow\) (see proposition 4). From \(P \preceq \hat{Q}\) and \(\hat{Q} \preceq \downarrow N\) we conclude \(P \preceq \downarrow N\), for \(\preceq\) is a weakening relation compatible with the partial order \(\preceq\). Therefore, \(P \preceq N\) by 5.

Now, fix \(P \in \mathbb{P}, N \in \mathbb{N}\) and assume \(P \leq N\). On the one hand, \(P \preceq \downarrow N\) by 6. On the other hand, \(\downarrow N \preceq \downarrow N\) gives \(\downarrow N \preceq N\) by proposition 4 on \(\preceq\). The equality \(\preceq = \preceq = \leq\) is proven in a similar way.

\begin{itemize}
\item \textbf{Remark 9.} In \(\mathbb{F}.\mathbb{P}.\mathbb{L}.\mathbb{G}\), operations that are order-reversing in some coordinate are considered ‘problematic’, essentially because source and target of weakening relations are, in general, of different types. Remark 2.23 in \(\mathbb{F}.\mathbb{P}.\mathbb{L}.\mathbb{G}\) illustrates the concern considering negation and implication in Boolean or Heyting algebras as prototypical examples. We observe that this is an issue only insofar we confine ourselves to homogeneous operations. In the present setting, the problem is overcome allowing heterogeneous operations. In the case of fully polarized LG-algebras, shifts, the adjoints of shifts, LG-connectives, and LG-variants are heterogeneous operations (see definition 7).
\end{itemize}

\section{Proof theory}

The basic Lambek-Grishin logic can be presented as a (single-type) proper display sequent calculus (see [26]). Section 2.1 of [27] provides a display sequent calculus for the basic Lambek-Grishin logic and its expansion with Grishin’s [17] ‘linear distributivity’ structural rules capturing interaction between the \(\otimes\) and the \(\oplus\) families of connectives. Section 3.1 of [27] provides a focused sequent calculus \(\mathbb{F}.\mathbb{L}.\mathbb{G}\) for the same logic. In [27] the calculus \(\mathbb{F}.\mathbb{L}.\mathbb{G}\) is considered a display calculus given that all the connectives in the language are residuated in each coordinate, even tough the so-called \textit{display postulates} capturing residuation can only be applied in neutral phases. On the contrary, all the connectives of the calculus \(\mathbb{D}.\mathbb{L}.\mathbb{G}\) introduced in section 3.1 are residuated and display postulates can be applied \textit{in any phase}. Therefore, \(\mathbb{D}.\mathbb{L}.\mathbb{G}\) is a display calculus accordingly to the usual definition. It is worth to mention here that \(\mathbb{F}.\mathbb{L}.\mathbb{G}\) and \(\mathbb{D}.\mathbb{L}.\mathbb{G}\) are equivalent calculi, indeed, it is not difficult to define faithful translations from \(\mathbb{F}.\mathbb{L}.\mathbb{G}\)-derivations to \(\mathbb{D}.\mathbb{L}.\mathbb{G}\)-derivations and vice versa (see Section 6).
More in general, fD.LG has the following distinctive features: (i) homogeneous as well as heterogeneous connectives are considered (multi-type), (ii) each rule is closed under uniform substitution within each type (properness), (iii) every structure occurring in a derivable sequent can be isolated either in precedent or, exclusively, in succedent position by means of display postulates (display property), and (iv) homogeneous as well as heterogeneous turnstiles are considered. Any multi-type proper display calculus (see [29, 12]) has features i-iii but not iv.

3.1 Focused display LG-calculus

The language of fD.LG is the Lambek-Grishin display calculus language expanded with the structural ℓ, r-variants and shifts operators.

Notation 10. Following the display calculi literature [15], we adopt a notation where structural and operational (aka logical) connectives are in a one-to-one correspondence. Moreover, we mark the structural counterpart of a connective ⋆ as follows: ⋆ if ⋆ is a left-adjoint or residual, ⋆ if ⋆ is a right-adjoint or residual.

The Lambek-Grishin structural and operational connectives are the following

| Structural symbols | ⊗ ▼ ▲ ▼ |
|--------------------|--------|
| Operational symbols | ⊗ ▼ ▲ ▼ |

Below we list the structural ℓ, r-variants included in the language of fD.LG and the corresponding operational ℓ, r-variants (in grey cells). We consider ℓ, r-variants essentially to ensure the display property, therefore we find more convenient to not include at all the operational ℓ, r-variants in the language of fD.LG. The subscript ℓ (resp. r) of a ℓ-variant ⋆ℓ (resp. r-variant ⋆r) indicates that the subformula on its left is of the opposite polarity w.r.t. the corresponding LG-connective ⋆.

| Structural symbols | ⇧ ⇧ ⇧ ⇧ |
|--------------------|--------|
| Operational symbols | ⇧ ⇧ ⇧ ⇧ |

Below we list the structural and operational shifts operators. We find more convenient to not include the operational adjoints of shifts (in grey cells) in the language of fD.LG

| Structural symbols | ↓ ↓ ▲ ↑ |
|--------------------|--------|
| Operational symbols | ↓ ↓ ▲ ↑ |

For any connective h (either structural or operational), the arity nh, order-type e(h), and its classification as 𝐹-connective or , exclusively, 𝐺-connective are like in [13]

Notation 11. We adopt the following notational convention for formulas and structures: ˚P ∈ {P, P}, ˚X ∈ {X, X}, ˚N ∈ {N, N}, ˚Δ ∈ {Δ, Δ}. For instance, accordingly to this convention, we have that ˚P ▼ ˚Q ∈ {P ▼ Q, P ▼ Q, P ▼ Q, P ▼ Q}. Therefore, general formulas and structures are not a full-fledged sort, but rather an abbreviation.
Display, Focusing and Full Polarization

The calculus \textbf{fdLG} manipulates formulas and structures defined by the following mutual recursion, where \( p \in \text{AtProp}^+ \) and \( n \in \text{AtProp}^- \):

\begin{align*}
\text{PurePosFm} \ni P & ::= p \mid P \otimes P | P \sqcap N | N \otimes P & \text{Pure positive formulas} \\
\text{PureNegFm} \ni N & ::= n \mid N \oplus N | P \setminus N | N \setminus P & \text{Pure negative formulas} \\
\text{ShiftedPosFm} \ni P & ::= \Downarrow N & \text{Shifted positive formulas} \\
\text{ShiftedNegFm} \ni N & ::= \Uparrow P & \text{Shifted negative formulas} \\
\text{GenPosFm} \ni P & ::= P | P & \text{General positive formulas} \\
\text{GenNegFm} \ni N & ::= N | N & \text{General negative formulas} \\
\text{PurPosStr} \ni X & ::= P | \\Delta | X \otimes X | X \sqcup \Delta | \Delta \sqcap X & \text{Pure positive structures} \\
\text{PurNegStr} \ni \Delta & ::= N | \\Uparrow X | \Delta \Uparrow \Delta | \Delta \Downarrow X | \Delta \Downarrow X & \text{Pure negative structures} \\
\text{ShiftedPosStr} \ni X & ::= P | \\Uparrow \Delta | X \Uparrow X \Uparrow \Delta | X \Uparrow \Delta | \Delta \Uparrow \Delta & \text{Shifted positive structures} \\
\text{ShiftedNegStr} \ni \Delta & ::= N | \\Uparrow X | \Delta \Uparrow X | X \Uparrow \Delta | \Delta \Uparrow \Delta & \text{Shifted negative structures} \\
\text{GenPosStr} \ni X & ::= X | X & \text{General positive structures} \\
\text{GenNegStr} \ni \Delta & ::= \Delta | \Delta & \text{General negative structures}
\end{align*}

The well-formed sequents are the following:

\begin{align*}
\begin{array}{cccc}
\text{Positive sequents} & X \vdash Y & X \vdash Y & X \vdash Y & X \vdash Y \\
\text{Negative sequents} & \Delta \vdash \Gamma & \Delta \vdash \Gamma & \Delta \vdash \Gamma & \Delta \vdash \Gamma \\
\text{Neutral sequents} & X \vdash \Delta & X \vdash \Delta & X \vdash \Delta & X \vdash \Delta \\
\end{array}
\end{align*}

\>(8)

\textbf{Notation 12.} We extend the previous conventions to sequents as follows: \( \hat{\cdot} \in \{ \cdot, \vdash, \ldots, \cdot \} \), \( \hat{\cdot} \in \{ \cdot, \vdash, \ldots, \cdot \} \), \( \hat{\cdot} \in \{ \cdot, \vdash, \ldots, \cdot \} \). The reading is supposed to preserve well-formedness. For instance, in a premise of a binary logical rule \( \hat{\cdot} = \hat{\cdot} \) iff \( \hat{X} = X \) and \( \hat{Y} = Y \), or \( \hat{\cdot} = \hat{\cdot} \) iff \( \hat{X} = X \) and \( \hat{Y} = Y \), and so on. Therefore, each binary logical rule below denotes four different rules. Nonetheless, notice that in any actual derivation the instantiation of a logical inference rule is unique and completely deterministic.

The calculus \textbf{fdLG} consists of the following rules.

\textbf{Axioms and cuts}

\begin{align*}
\text{P-Cut} & \quad \frac{\hat{\cdot} \vdash \hat{\cdot} | \hat{\cdot} \vdash \hat{\cdot}}{\hat{X} \vdash \hat{Y}} \\
\text{nN-Cut} & \quad \frac{\hat{\cdot} \vdash \hat{\cdot} | \hat{\cdot} \vdash \hat{\cdot}}{\hat{\cdot} \vdash \hat{\cdot} \vdash \hat{\cdot}} \\
\text{N-Cut} & \quad \frac{\hat{\cdot} \vdash \hat{\cdot} | \hat{\cdot} \vdash \hat{\cdot}}{\hat{\cdot} \vdash \hat{\cdot} \vdash \hat{\cdot}}
\end{align*}

\>(9)

\textbf{Logical rules}

The logical rules transforming a structural connective in the premise into its logical counterpart in the conclusion are called \textit{translation rules}. All the other logical rules are called \textit{tonicity rules}. In the literature on focused calculi, ‘asynchronous’ and ‘synchronous’, respectively, are often used (e.g. in
Below we use a double inference line to denote two rules: (i) from the premise to the conclusion and (ii) from the conclusion to the premise. We use the same name for both rules.

\[
\begin{align*}
\text{Proposition 13.} & \quad \text{Sequents of the form } \vdash \bigoplus Y, \Delta \vdash \bigoplus X \text{ and } \vdash \bigoplus \Delta \text{ are not derivable.} \\
\text{Proof.} & \quad \text{By quick induction on the derivation and examination of every rule with the following} \\
& \quad \text{induction hypothesis: “In a sequent } S, \text{ if } \bigoplus X (\text{resp. } \Delta) \text{ occurs in } S \text{ in precedent (resp. succedent)} \\
& \quad \text{position, then put in display, the succedent (resp. precedent) is either pure negative or shifted} \\
& \quad \text{positive (resp. pure positive or shifted negative).” It namely works because LG connectives are pure,} \\
& \quad \ell, r-variants are shifted and because it holds for the conclusion of rules involving shifts.}
\end{align*}
\]
3.2 Focalization

In this subsection we first provide a procedural description and a formal definition of strongly focused proof of an arbitrary sequent calculus (definition 18, adapted from [24, def. 3]). Then, we show that fD.LG has strong focalization (theorem 22). In the end we provide some nomenclature and a diagrammatic representation of the ‘topology of rules’ of fD.LG. We use \( \Psi, \Phi \) to refer to arbitrary structures.

The backward-looking proof search strategy implemented by a focused sequent calculus (see for instance [5]) can be roughly described as follows: (i) pick a formula, (ii) decompose the chosen formula as much as possible via applications of non-invertible logical rules, (iii) once you reach a subformula of the opposite polarity or an atom, then you may apply structural rules or invertible logical rules, (iv) repeat the process. In order to make precise this informal procedural description, we use a couple of preliminary definitions (see for instance [15]).

▶ Definition 14 (Signed generation tree). The positive (resp. negative) generation tree of a structure \( \Psi \), denoted \(+\Psi\) (resp. \(\Psi\)), is defined by labelling the root node of the generation tree of \(\Psi\) with the sign \(+\) (resp. \(\) ), and then propagating the labelling on each remaining node as follows:

For any node labelled with \( h \in F \cup G \) of arity \( n_h \geq 1 \), and for any \( 1 \leq i \leq n_h \), assign the same (resp. the opposite) sign to its \( i \)-th child node if the order-type \( \epsilon(h, i) = 1 \) (resp. if \( \epsilon(h, i) = \partial \)).

The signed generation tree of a sequent \( \Psi \mid \Phi \) consists of the signed generation trees \(+\Psi\) and \(\Phi\).

▶ Definition 15 (Skeleton and PIA). A node in a signed generation tree of a sequent is called skeleton if it is labelled with \(+f\) for some \( f \in F \) or with \(−g\) for some \( g \in G \). Otherwise, it is called a PIA node.

An example of signed generation tree is given in Fig. 3 in appendix C. Notice that any signed generation tree of a well-formed structure \( \Psi \) in the language of fD.LG can be partitioned into skeleton vs PIA subtrees (i.e. connected subgraphs of the signed generation tree of \(\Psi\)).

▶ Definition 16 (Transition node). A transition node of a signed generation tree \( \sigma \) is the uppermost node of a skeleton or PIA subtree excluding the root of \(\sigma\).

▶ Definition 17 (Proof-section). A proof-section \( \pi' \) of a proof-tree \( \pi \) is a connected subgraph of \(\pi\), such that for every node \( S \in \pi' \), if \( S \) is not a leaf of \(\pi'\) and it is introduced by a rule application \( R \), then also the premise(s) of \( R \) are in \(\pi'\).

▶ Definition 18 (Strong focalization). A sequent proof \( \pi \) is strongly focalized if cut-free and, for every formula \( A \) occurring in \(\pi\), every PIA subtree of \( A \) is constructed by a proof-section of \(\pi\) containing only tonicity rules.

▶ Proposition 19. Let \( h \) be an operational connective occurring in the generation tree of the end-sequent \( \Psi \mid \Phi \) in a fD.LG-proof \( \pi \), and let \( S \) be the uppermost sequent in \(\pi\) where \( h \) occurs. If \( h \) is a skeleton node, then it is introduced in \( S \) via a translation rule. If \( h \) is a PIA node, then it is introduced in \( S \) via a tonicity rule.

Proof. Immediate by inspection of the rules of fD.LG. ◀

▶ Proposition 20. Let \( A \) be a formula occurring in a \( \ell\)-variant-free sequent. If a shift labels a node \( v \) of the signed generation tree of \( A \), then either \( v \) is a transition node or it is the root of \( A \).

Proof. This is due to the presence of shift operators and the polarization of the calculus: For every LG structural connective \( \star \in F \) (resp. \( \star \in G \)), (i) the target sort of \( \star \) is positive (resp. negative), and (ii) the source sort of the \( i \)-th argument of \( \star \) is positive (resp. negative) iff \( \epsilon(\star, i) = 1 \). ◀
The language expansion with $\ell$-variants guarantees that $\mathsf{fD.LG}$ enjoys the display property. Indeed, any substructure, no matter if it occurs in a positive, negative or neutral sequent, can be isolated either in precedent or, exclusively, in succedent position. This property is desirable when it comes to prove cut-elimination or develop a general theory for a class of calculi. Nevertheless, allowing structural rules in positive or negative sequents has undesirable consequences on focalization.

We argue that confining to $\ell$-variants-free proofs is harmless in the following sense:

- **Proposition 21.** for every $\mathsf{fD.LG}$-derivable sequent $S$ there exists an equivalent $\ell$-variants-free sequent $S'$ such that $S'$ has a $\ell$-variants-free proof.

**Proof.** We provide here a sketch of the proof. First of all, notice that display postulates are invertible unary structural rules, no other structural rules is allowed in positive or negative sequents, and auxiliary formulas in tonicity rules occur in isolation. Therefore, even tough we may apply a series of display postulates, what we get are equivalent sequents that can be further manipulated only by applications of display postulates. Therefore, the proof search boils down to retrieve back the initial sequent of this list of equivalent sequents and continue as planned.

We can now state the strong focalization property tailored to $\mathsf{fD.LG}$.

- **Theorem 22.** Every cut-free and $\ell$-variants-free proof in $\mathsf{fD.LG}$ is strongly focalized.

**Proof.** Fix a cut-free and $\ell$-variants-free $\mathsf{fD.LG}$-proof $\pi$, a formula $A$ occurring a sequent of $\pi$, and a PIA subtree $\Sigma$ of $A$. We prove by induction on $\Sigma$ that for every subtree $\Sigma'$ of $\Sigma$ which is closed by descendant, the subgraph of $\pi$ formed by the rules introducing the connectives of $\pi$ is a proof-section of $\pi$ of end sequent $S$, and if $\Sigma' \neq \Sigma$ then $S$ is of the form $(\star) : X \triangleright P$ or $N \triangleright \Delta$.

Call $h$ the root of $\Sigma'$ and $R$ the rule introducing $h$ in $\pi$. We decompose $\Sigma' = h(\Sigma_1, ..., \Sigma_n)$, with $n \in \{1, 2\}$ ($h$ is a shift or LG connective) and $\Sigma_i$ a subtree closed by descendant. As $h$ is a PIA node, $R$ is a tonicity rule by proposition 19.

Case (a): If $\Sigma_i$ is empty, we let $\pi_i$ be the tree consisting of the $i$-th premise $S_i$ of $R$. As $S_i$ is derivable, $\pi_i$ is a proof-section.

Case (b): If $\Sigma_i$ is non-empty, we apply the induction hypothesis on $\Sigma_i$, yielding a proof-section $\pi_i$ of $\pi$ containing only tonicity rules and of end sequent $S_i$ of the form $(\star)$.

Take $\pi'$ the subgraph made of $\pi_1, ..., \pi_n$ and the conclusion $S$ of $R$. In case (a), $S$ is connected to $\pi_i$ by construction. In case (b), by looking at the rules, the only variant-free rules applicable on focused sequents (i.e. sequents of the form $(\star)$) are tonicity rules, introducing an operational connective. Therefore, the only possibility is that the rule after $\pi_j$ is $R$, so $S$ is connected to $\pi_j$. Therefore, $\pi'$ is a proof-section containing only tonicity rules and introducing all connectives of $\Sigma'$.

If $\Sigma' \neq \Sigma$, $h$ is not the root of $\Sigma$. Therefore, $h$ is not a transition node and not the root of $A$, so $h$ is not a shift by proposition 20. Therefore, $S$ is also of the form $(\star)$.

- **Proposition 23.** Every PIA subtree of a formula occurring in a variant-free $\mathsf{fD.LG}$-sequent contains at least one LG-connective.

**Proof.** This is due to the fullness of the polarization, i.e. the sort of shifts. The target of $\uparrow$ and $\downarrow$ is shifted but their source sort is pure, i.e. their argument must begin by a LG formula or an atom. In other words, composing $\uparrow$ and $\downarrow$ is impossible.

Proposition 23 forces the focused sections to be uninterrupted from the point of view of LG connectives. In a forward-looking derivation, it is then impossible to defocus a formula $A$, and then refocus on $A$. Therefore, translating a $\mathsf{fD.LG}$ derivation to $\mathsf{f.LG}$ by removing shift rules would preserve strong focalization.

Now we provide the definition of phases and phase transitions tailored to $\mathsf{fD.LG}$. 

\[\text{G. Greco, V. D. Richard, M. Moortgat, and A. Tzimoulis / 11}\]
Definition 24 (Phases and phase transitions). Let $\pi$ be a cut-free and $\ell$-r-variant-free proof in $\text{fd.LG}$. A sequent $S$ occurring in $\pi$ is focused (aka $S$ is in a focused phase of $\pi$) if it is positive $(S = \bar{X} \vdash \bar{Y})$ or negative $(S = \Delta \vdash \Gamma)$ and no structural shift occurs in $S$ (namely, $\vdash \downarrow$, $\downarrow \vdash$, $\uparrow \downarrow$, $\downarrow \uparrow$). Any other sequent $S'$ occurring in $\pi$ is non-focused (aka $S'$ is in a non-focused phase of $\pi$).

A phase transition in $\pi$ is a proof-section $\pi'$ of $\pi$ such that the LG-connectives tonicity rules are not applied in $\pi'$ and its initial-sequent is focused (resp. non-focused) iff its end-sequent is non-focused (resp. focused). A phase transition where the initial-sequent is focused is called defocusing, and focusing otherwise.

By design of $\text{fd.LG}$, the application of a shift logical rule is needed to move from a focused to a non-focused phase (resp. from a non-focused to a focused phase). Therefore, we may say that principal shifted formulas are the gate-keepers of phase transitions. Because $\text{fd.LG}$ enjoys subformula property, any formula introduced in a cut-free proof $\pi$, and in particular shifted formulas, will also occur in the conclusion of $\pi$. Therefore, we may say that shifted formulas are witnesses of the relevant proof structure of $\pi$. Therefore, we find useful to introduce the following nomenclature:

Definition 25 (Entry-point and exit-point). The principal formula introduced by $\downarrow_{L}$ (resp. $\uparrow_{R}$) is called the positive (resp. negative) entry-point of the induced phase transition. The principal formula introduced by $\uparrow_{R}$ (resp. $\downarrow_{L}$) is called the positive (resp. negative) exit-point of the induced phase transition.

We now provide a diagrammatic representation to visualise the topology of rules and phase transitions tailored to $\text{fd.LG}$ and, ultimately, make apparent the strong focalization property.

The diagram in figure 2 depicts the phase transition flow chart of $\text{fd.LG}$. The white area contains the generic form of focused sequents, where each of them is either positive or negative (see definition 24). The grey and yellow areas contain the generic form of non-focused sequents (see definition 24), where all neutral sequent seat inside the yellow area. We use metavariables $S, S', S''$ for sequents and arrows to depict rules. Arrows $\Rightarrow$ and $\Leftrightarrow$ points towards the conclusion of the rule $R$. In particular, $\Rightarrow S$ represents a zeroary rule $R$ (i.e. an axiom) and $S' \Rightarrow S$ represents a unary rule $R$ (here shift logical rules). A double-headed arrow $\Leftrightarrow R$ represents an invertible rule (here structural rules introducing or eliminating a shift). $\Leftrightarrow$ are ‘teleporters’ where the configuration $S' \Leftrightarrow$ and $S'' \Leftrightarrow$ together with $\Leftrightarrow S$ represents a binary rule with premises $S', S''$ and conclusion $S$ (i.e. tonicity rules). To exemplify the conventions involving teleporters, let us consider two configurations included in the diagram of figure 2: (i) Sequents of the form $X \vdash P$ could occur as premises and conclusion of $\emptyset$, therefore they occur in the configuration $X \vdash P \Leftrightarrow$ and $X \vdash P \Leftrightarrow$ together with $\Leftrightarrow X \vdash P$. (ii) Sequents of the form $N \vdash \Delta$ could occur as premise of $\emptyset_{R}$ and sequents of the form $N \vdash \Delta$ could occur as premise and conclusion of $\emptyset_{L}$, therefore they occur in the configuration $X \vdash P \Leftrightarrow$ and $N \vdash \Delta \Leftrightarrow$ together with $\Leftrightarrow N \vdash \Delta$.

Summing up, the topology of rules is a follows: (i) the white area is closed under axioms, tonicity rules, and display postulates for $\ell$-r-variants, (ii) the grey area is closed under display postulates for shifts and $\ell$-r-variants, (iii) the yellow area is closed under any other structural rules (i.e. display postulates for LG-connectives and, whenever we consider analytic extensions of the minimal logic, all the relevant additional structural rules) and translation rules, (iv) the boundary between white and gray areas is crossed only by (non-invertible) shift logical rules, and (v) the boundary between gray and yellow area is crossed only by (invertible) shift structural rules.

---

2 Notice that sequents of the form $\bar{X} \vdash \bar{Y}, \Delta \vdash \Gamma$ and $\bar{X} \vdash \Delta$ are not derivable (see proposition 13) and, therefore, they are not included in the diagram.

3 Notice that in this case we do not explicitly mention the name of the rule in the diagram.
4 Completeness of focusing

In this section first we prove that the focused calculus \( fD.LG \) is sound and complete w.r.t. \( FP.LG \). Then we prove that \( fD.LG \) is sound and complete w.r.t. LG-algebras: this amounts to a semantic argument showing the so-called completeness of focusing.

4.1 Soundness and completeness w.r.t. \( FP.LG \)-algebras

Soundness and completeness are proven as usual in the case of algebraic semantics, where the only departure is that now we consider weakening relations instead of just orders. Soundness is stated as follows:

\[ \text{Theorem 26. Each rule of the focused display calculus } fD.LG \text{ is sound under any interpretation in a fully polarized algebras } FP.LG. \]

\[ \text{Proof. Given a } FP.LG \text{-algebra } A \text{ and an interpretation } (\cdot)^A, \text{ it is straightforward to check by induction on the complexity of proofs that for every sequent } S \text{ derivable in } fD.LG, \text{ the interpretation } (S)^A \text{ is valid. We leave the proof to the reader. Below we simply recall that interpretations of pure atomic formulas } p^A \text{ and } n^A \text{ homomorphically extend to arbitrary formulas, and each consequence relation is interpreted by a weakening relation as follows} \]

\[
\begin{array}{cccccccc}
\downarrow & \vdash & \vdash & \vdash & \vdash & \vdash & \vdash & \vdash \\
\downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow \\
\leq & \leq & \leq & \leq & \leq & \leq & \leq & \leq \\
\end{array}
\]

In order to prove completeness, we need to introduce the auxiliary notion of standard sequents.

\[ \text{Definition 27. The principal subtree of a structure } \Psi \text{ is the largest subtree of the signed generation tree of } A \text{ containing the root and which is either a skeleton subtree or a PIA subtree.} \]
Display, Focusing and Full Polarization

Definition 28. Let $\Psi$ be a structure. We call $[\Psi]$ (resp. $[\Psi]^n$) the structure of same sort obtained, when it is defined, by turning every connective of its principal subtree $\Sigma$ into either

(i) its structural counterpart if $\Sigma$ is a skeleton subtree of $+\Psi$ (resp. $-\Psi$)
(ii) its operational counterpart if $\Sigma$ is a PIA subtree of $+\Psi$ (resp. $-\Psi$)

and turning all other connectives into their operational counterpart.

Given a well-formed sequent $\Psi \vdash \Phi$, its standard sequent is $[\Psi] \vdash [\Phi]$.

To exemplify the instrumental use of standard sequents in proving completeness, consider the following observation. The sequent $p \otimes q \vdash p \otimes q$ is not derivable in $\mathsf{FD.LG}$, despite the fact that $\leq$ is a partial order, so in particular $p \otimes q \leq p \otimes q$ in every $\mathsf{FP.LG}$-algebra. However, the standard sequent $p \hat{\otimes} q \vdash p \otimes q$ is $\mathsf{FD.LG}$-derivable and moreover $(p \hat{\otimes} q)^{\mathsf{F}} = (p \otimes q)^{\mathsf{F}} = p^{\mathsf{F}} \otimes q^{\mathsf{F}}$. See Lemma 53 in Appendix A for a recursive definition of $[\cdot]$ and $[\cdot]^n$. Completeness is stated as follows:

Theorem 29. For every $\mathsf{FP.LG}$-algebra $A$ and every well-formed sequent $\Psi \vdash \Phi$ in the language of $\mathsf{FD.LG}$, if the interpretation $(\Psi \vdash \Phi)^A$ is a valid, then the standard sequent $[\Psi] \vdash [\Phi]$ is derivable in $\mathsf{FD.LG}$.

Proof. We prove completeness by building a syntactic model $A$. Let $\simeq_p$, $\simeq_\Phi$, $\simeq_N$ and $\simeq_N^*$ be the equivalence relation generated by (14).

$$
\begin{align*}
\Psi \simeq_p \Phi & \iff [\Psi] \vdash [\Phi] \\
\Psi \simeq_\Phi \Phi & \iff [\Psi] \vdash [\Phi] \\
\Psi \simeq_N \Phi & \iff [\Psi] \vdash [\Phi] \\
\Psi \simeq_N^* \Phi & \iff [\Psi] \vdash [\Phi]
\end{align*}
$$

(14)

In particular, $\simeq_p$, $\simeq_\Phi$, $\simeq_N$ and $\simeq_N^*$ are congruence relations (by toticnicity rules and cut rules, see Appendix A for a detailed proof). For any $s \in \{P, \hat{P}, N, \dot{N}\}$, let $[\Psi]_s$, denote the class of structures $\Phi$ such that $\Phi \simeq_s \Psi$. We define operations and weakening relations by (15).

$$
\begin{align*}
[X]_s & \otimes^A [\dot{Y}]_s = [X \hat{\otimes} \dot{Y}]_s \\
[X]_s & \otimes^A [\dot{\Lambda}]_s = [X \hat{\otimes} \dot{\Lambda}]_s \\
[\dot{\Lambda}]_s & \otimes^A [\dot{\Lambda}]_s = [\dot{\Lambda} \hat{\otimes} \dot{\Lambda}]_s \\
[\dot{\Lambda}]_s & \otimes^A [\dot{\Lambda}]_s = [\dot{\Lambda} \hat{\otimes} \dot{\Lambda}]_s
\end{align*}
$$

(15)

It is not difficult to see that the operations and relations of (15) are well-defined, and that the relations are indeed orders or weakening relations. The technical proof is provided in Appendix A.

We take $P = \mathsf{PurePosStr}/\approx_p$, $\hat{P} = \mathsf{ShiftedPosStr}/\approx_p$, $N = \mathsf{PureNegStr}/\approx_N$ and $\dot{N} = \mathsf{ShiftedNegStr}/\approx_N$. It is easy to show that properties (4), (5), (6) and (7) of definition 7 are verified thanks to the correspondent rules of the calculus.

4.2 Soundness and completeness w.r.t. LG-algebras

Given an LG-algebra $G = (G, \leq, \otimes^G, \hat{\otimes}^G, \setminus^G, \ominus^G, \oslash^G, \odot^G)$ we define an $\mathsf{FP.LG}$-algebra $A_G$ as follows: We take a copy of $G$ as the domain of any sub-algebra in $A_G$, by defining shifts as maps sending an element to its copy in the appropriate sub-algebra of $A_G$, and finally, for each $A, B$ in the appropriate sub-algebra of $A_G$, for each weakening relation $R$ in $A_G$, and for each binary operation $\star^A$ in $A_G$, by defining
We do so recursively:

$$AB \iff A \leq B \quad \text{and} \quad A \ast G B \iff A \star G B$$

» Proposition 30. For every LG-algebra $G$, $A_G$ is an $\mathbb{F}P.LG$-algebra.

Proof. It is straightforward to check that weakening relations and operations are well-defined, and (5), (6), and (7) hold, so $A_G$ is an $\mathbb{F}P.LG$ algebra accordingly to Definition 7.

Conversely, given an $\mathbb{F}P.LG$ algebra $A$ we first define $π(A) = (L, ≤, ⊓, ⊔, /, −, \diamond, \ast, ⋄, ◁)$ by taking $L = P \sqcup N$, by defining $A ≤ B$ iff $A^+ \leq B^−$, where

$$\begin{align*}
\hat{P} \ni A^+ & = \begin{cases} A & \text{if } A \in P \\ \downarrow A & \text{if } A \in N \end{cases} \\
\downarrow A & \text{if } A \in N
\end{align*} \quad \text{and} \quad \hat{N} \ni A^- = \begin{cases} A & \text{if } A \in N \\ \uparrow A & \text{if } A \in P \end{cases} \quad (16)
$$

and by defining the operations as follows

$$\begin{align*}
A \diamond π(A) B & := A^+ \ominus A B^+ \quad A \ominus π(A) B := A^+ \ominus A B^- \quad A \ast π(A) B := A^- \ominus A B^+ \\
A \ast π(A) B & := A^- \ominus A B^- \quad A \ominus π(A) B := A^+ \ominus A B^-
\end{align*} \quad (17)
$$

» Proposition 31. For every $\mathbb{F}P.LG$ algebra $A$, $π(A)$ is a pre-order.

Proof. First let us show that $≤$ is transitive. Assume that $A ≤ B$ and $B ≤ C$, that is $A^+ \leq B^−$ and $B^+ \leq C^−$. If $A \in P$ then $B \leq C^−$, which is equivalent to $\uparrow B \leq C^−$ and hence $A^+ \leq C^−$. If $B \in N$ then $A^+ \leq B$, which is equivalent to $A^+ \leq \downarrow B$ and hence again we get $A \leq C$. It is easy to show that $≤$ is reflexive, so $≤$ is a pre-order.

Now we define $G_A$ based on $π(A)$ by taking the quotient over $≤ \cap ≥$. Since the operations on $π(A)$ are monotone and antitone, $≤ \cap ≥$ is in fact a congruence relation and the operations on $G_A$ can be defined in the usual way.

» Proposition 32. For every $\mathbb{F}P.LG$ algebra $A$, $G_A$ is an LG-algebra.

Proof. We need to show that the defined operations are residuated in each coordinate. Assume that $A \in P$, $B \in N$ and $C \in P$:

$$\begin{align*}
A \otimes G_A B & \leq C \quad \iff \quad A \otimes B \leq \uparrow C \\
& \iff \quad A \leq C / G_A B
\end{align*}$$

and

$$\begin{align*}
A \otimes G_A B & \leq C \quad \iff \quad A \ominus B \leq \uparrow C \\
& \iff \quad B \leq A \ominus G_A C
\end{align*}$$

The rest of the cases are done analogously.

» Theorem 33 (Completeness and Soundness). The system $\mathbf{fD.LG}$ is sound and complete with respect to LG-algebras.

First let us define a translation of formulas of $\mathbf{fD.LG}$ into formulas of the language of LG-algebras. We do so recursively:

- Positive and negative atoms are sent to atoms.
- For each binary connective $\ast$ we define $τ(A \ast B)$ to be $τ(A) \ast τ(B)$.
- Finally $τ(\downarrow A)$ and $τ(\uparrow A)$ are defined to be $τ(A)$. 

Let $\tau$ be an arbitrary turnstile in the language of $\mathbf{fD.LG}$ and let $w$ be an arbitrary weakening relation of an $\mathbb{FP.LG}$ algebra. We will show that any sequent $A \vdash B$ is provable in $\mathbf{fD.LG}$ if and only if $\tau(A) \vdash \tau(B)$ is provable in the logic of LG-algebras. Since $\mathbf{fD.LG}$ is sound and complete with respect to $\mathbb{FP.LG}$ algebras it is enough to show that the sequent is falsified in an $\mathbb{FP.LG}$ algebra if and only if its translation is falsified in an LG-algebra.

Assume $\mathcal{G} \not\vdash \tau(A) \leq \tau(B)$. Then it is immediate that $\mathcal{A}_G \not\vdash A \wedge B$ (since $\downarrow$ and $\uparrow$ are essentially ‘identity maps’, given that we defined shifts as maps sending an element to its copy in the appropriate sub-algebra of $\mathcal{A}_G$).

For the opposite direction first we make a distinction. We call a formula in normal form, if the outermost connective is binary. It’s immediate that it’s enough to restrict ourselves to normal form formulas and show that if $\mathcal{A}_G \not\vdash A \wedge B$ then $\mathcal{A}_\pi \not\vdash \tau(A) \leq \tau(B)$. Notice that if in $\pi(\downarrow)$, it is the case that $C \not\leq D$ then so is the case in $\mathcal{A}_\pi$. So assume that $\mathcal{A}_G \not\vdash A \wedge B$. Then by definition $\pi(\downarrow) \vdash \tau(A) \leq \tau(B)$. This in turn implies that $\mathcal{A}_\pi \not\vdash \tau(A) \leq \tau(B)$. This concludes the proof.

### 5 Canonical cut-elimination

We show here that the class of multi-type proper display calculi [12] can be extended to include calculi involving heterogeneous sequents, and that $\mathbf{fD.LG}$ belongs to that class.

> **Remark 34.** For simplicity, here we confine ourselves to ‘minimal’ multi-type proper display calculi with heterogeneous sequents, i.e. calculi where the only structural rules are display postulates and cuts. If we admit additional structural rules in the neutral phase, then some additional care is needed. We leave this as future work.

Eliminating a parametric (possibly heterogeneous) cut amounts to be able to substitute a formula of a sort $\sigma$ by any structure of another (possibly different) sort $\sigma'$, and keeping derivability. As structural connective arguments have a fixed sort, substitution may lead to a clash of sorts.

To illustrate how this has to work, let us take the example of (18), where we want to move up the cut on the derivable sequent $p \hat{\otimes} (\downarrow p \setminus n) \not\vdash \downarrow n$ to the uppermost occurrence of $\downarrow n$ in $\tau_2$ (see 19). This transformation requires to substitute every parametric occurrence of $\downarrow n$ in $\pi_2$ by $p \hat{\otimes} (\downarrow p \setminus n)$, which is still positive but pure. The problem is that there is an occurrence of $\downarrow n$ under $\uparrow$, and that this connective only takes shifted structures as argument. Therefore, we have to also mutate (i.e. convert) $\uparrow$ into $\uparrow$ so that the sequent stays well-formed. We can check that the instances of rule $\uparrow$ $\vdash \downarrow$ are changed into instances, that turn out to be instances of rule $\uparrow$ $\vdash \downarrow$. In other words, the mutation $\uparrow \mapsto \uparrow$ preserves the derivability. The result of the parametric move is shown in 20.

The mutation generated by (18) also has an impact on $\hat{\otimes}$, because $\downarrow n$ appears as an argument of $\hat{\otimes}$ in $\pi_2$. However, as this connective accepts shifted as well as pure arguments, it does not have to mutate, or equivalently, it mutates into itself $\hat{\otimes} \mapsto \hat{\otimes}$. Last but not least, turnstiles also have to mutate. From (18) to (20), we have the following conversions: $\vdash \mapsto \vdash$, $\vdash \mapsto \vdash$ and $\vdash \mapsto \vdash$. This example is the pattern (Pos, Shifted) $\xrightarrow{pre}$ (Pos, Pure) contained in $\mu_{\downarrow}$ (21) of proposition 39.
We call $S_F$ (resp. $S_G$) the set of structural $F$-connectives (resp. $G$-connectives), $S = S_F \cup S_G$ (resp. $S_n$ for connectives of arity $n \geq 0$) and $T$ the set of turnstiles. The sort-position function $\text{sort} \cdot \text{pst}$ maps every structural connective and turnstile to its nonempty vector on $\text{Sort} \times \text{Pst}$, where $\text{Sort} = \{\text{Pos}, \text{Neg}\} \times \{\text{Pure}, \text{Shifted}\}$ is the set of sorts and $\text{Pst} = \{\text{pre}, \text{suc}\}$ the set of positions.\footnote{Recall that the $i$-th position of a structural connective $H$ ($0 \leq i \leq \text{art}(H)$) is given by: $\text{pst}(H, i) = \text{pre}$ if: (i) $i = 0$ and $H \in S_F$, or (ii) $h \in S_F$ and $e(h, i) = 1$, or (iii) $h \in S_G$ and $e(h, i) = \partial$.}

The initial pair of sort and position stands for the target of the structural connective, e.g. $\text{sort} \cdot \text{pst}((\text{Neg}, \text{Shifted}), (\text{Pos}, \text{Pure}))$. For a turnstile $t$ from sort $s$ to $s'$, we set $\text{sort} \cdot \text{pst}(t) = ((s, \text{pre}), (s', \text{suc}))$.

\textbf{Definition 35.} A \textit{mutation} $\mu$ is a function $\mu : \text{Sort} \times \text{Pst} \to \text{Sort} \times \text{Pst}$ together with two other functions (called identically) $\mu : \cup_{s}(S_n \times \varphi(\llbracket 1, n \rrbracket)) \to \varphi(\llbracket 0 \rrbracket)$ and $\mu : T \times \varphi(\llbracket 1, 2 \rrbracket) \to T$ such that:

1. for all $(s, d) \in \text{Sort} \times \text{Pst}$, if $\mu(s, d) = (s', d')$ then $d = d'$
2. for all $(H, I) \in S$, and $\mu(H, I) = (H', I')$ $\text{sort} \cdot \text{pst}(H') = \mu_{H,F}(\text{sort} \cdot \text{pst}(H))$
3. for all $(t, I) \in T$, $\text{sort} \cdot \text{pst}(\mu(t, I)) = \mu(\text{sort} \cdot \text{pst}(t))$

where $\mu_f(w_0...w_n) = w'_0...w'_n$ with $w'_i = \begin{cases} \mu(w_i) & \text{if } i \in I \\ w_i & \text{if } i \notin I \end{cases}$

Moreover, we say that $\mu$ contains a pattern $s \overset{d}{\to} s'$ if $\mu(s, d) = (s', d')$.\footnote{Recall that the $i$-th position of a structural connective $H$ ($0 \leq i \leq \text{art}(H)$) is given by: $\text{pst}(H, i) = \text{pre}$ if: (i) $i = 0$ and $H \in S_F$, or (ii) $h \in S_F$ and $e(h, i) = 1$, or (iii) $h \in S_G$ and $e(h, i) = \partial$.}
The input set $I \subseteq [1, n]$ stands for the arguments that have to be mutated. In the above example, we ask for $\mu(\hat{G}, (1))$ because only the first argument of $\hat{G}$ contains a parametric occurrence of $[n]$. Whether the target (index 0) changes its sort is up to whether $H(I, 0)$ has to produce either $\emptyset$ (not changing the target sort of $H$) or $[0]$ (possibly changing the target sort of $H$) as additional output. In the example, we have $\mu(\hat{C}, (1)) = (\hat{G}, 0)$ stops there the propagation of the need to mutate structural connectives (i.e. the propagation of the $\ast$ label in definition 36), and thus turnstile $\vdash$ does not have to be mutated.

The combinatorial behaviour of mutations can be better understood if we see the set of sorts (in Fig. 1 for (FD, LG) as a (thin small) category where weakening relations are morphisms and orders the identities. Given a category $C$, a morphism $f : A \to B$ acts on morphisms $g : C \to A$ by post-composition $f \circ g : C \to B$ (succedent mutation) and on morphisms $g : B \to D$ by pre-composition $g \circ f : A \to D$ (precedent mutation). The action of identities is the identity.

Mutations can extend to sequents and rules, given a set of congruent structure occurrences.

**Definition 36.** Fix a mutation $\mu$, a sequent $S$ and a set of formula occurrences $(A_j)_j$ of $S$. For any structures $(\Psi_j)_j$ such that for all $j$, $(\text{sort}(\Psi_j), \text{pst}(A_j)) = \mu(\text{sort} - \text{pst}(A_j))$, we define the uniform substitution of $(A_j)_j$ by $(\Psi_j)_j$ with mutation $\mu$ on $S$ as follows:

1. Take the generation tree of $S$ (its root is the turnstile) and proceed inductively, starting from the deepest nodes.
   a. Substitute every $A_j$ by $\Psi_j$ and label it by $\ast$ if $\mu(\text{sort} - \text{pst}(A_j)) \neq \text{sort} - \text{pst}(A_j)$.
   b. For every internal structural node $H$, by calling $I$ its children who are labelled by $\ast$, replace $H$ by $H'$ from $\mu(H, I) = (H', I')$, and label it by $\ast$ if $0 \in I'$ and $\mu(\text{sort} - \text{pst}(H, 0)) \neq \text{sort} - \text{pst}(H, 0)$.
   c. Similarly for the turnstile, turn $t$ into $\mu(t, I)$.

The new sequent $\mu(\Psi_j)/\mu(A_j)_j[S]$ is well-formed.

On any rule $R$ we define its mutation $\mu(\Psi_j)/\mu(A_j)_j[S]$ by applying the uniform substitution with mutation to every premise and the conclusions.

In practice, if $I = \emptyset$ for some connective $H$, $\mu(H, I)$ is supposed to be $(H, \emptyset)$.

**Definition 37.** We adapt the conditions of (12) to define the class of heterogeneous multi-type proper display calculi by removing $C_9$ and modifying $C'_6$, $C'_7$, and $C'_{10}$ as follows:

- $C'_6$ (Closure under precedent mutations) For every derivable turnstile $t \in T$ of sort $\text{sort}(t) = (s, s')$, there exists a mutation $\mu$ containing a pattern $s' \xrightarrow{\text{pre}} s$ such that the mutation of every rule wrt. $\mu$ is derivable in the calculus.
- $C'_7$ (Closure under succedent mutations) For every derivable turnstile $t \in T$ of sort $\text{sort}(t) = (s, s')$, there exists a mutation $\mu$ containing a pattern $s \xrightarrow{\text{suc}} s'$ such that the mutation of every rule wrt. $\mu$ is derivable in the calculus.
- $C'_{10}$ (Closure under turnstile composition) For every turnstiles $t, t' \in T$ such that $\text{sort}(t) = (s, s')$ and $\text{sort}(t') = (s', s'')$, there exists a turnstile $t'' \in T$ such that the following cut is definable and belongs to the system:
  
  \[
  \begin{array}{c}
  \Psi t A \\
  \Psi t'' \Phi
  \end{array}
  \begin{array}{c}
  A t' \Phi
  \end{array}
  \]

- $C'_{10}$ (Uniqueness of turnstiles) There is at most one turnstile by pair of sorts.

**Theorem 38 (Canonical cut-elimination).** Any multi-type heterogeneous sequent calculus enjoys cut-elimination.

---

5 By derivable turnstile, we mean that there is a derivable sequent on that turnstile.
Proof. We follow the proof of [12] and we only expand on the parts of which the proof departs from it, assuming principal formulas are in display. In the parametric move, we are in the following situation:

\[
\begin{array}{c}
\vdash \pi_1 \\
(A_1 t_{1,1} \Phi_i) \\
\vdash \pi_2 \\
(\cdots) \\
(\cdots) \\
\vdash \pi \\
\Psi t_1 A \\
\Psi t_3 A \\
\Psi t_3 \Phi \\
\end{array}
\]

with the \(A_i\)s being the uppermost congruent occurrences of \(A\). We treat the case of \(A_i\) and when it is principal (case (1)). Call \(s'\) the sort of \(\Psi\) and \(s\) the sort of \(A\). By \(C'_{2}, A_1\) is also of sort \(s\).

By \(C'_{10}\), the calculi contains the \(t_1 t_{2,1}\)-cut. By \(C'_{6}'\), there exists a mutation \(\mu\) containing a pattern \(s \rightarrow s'\). For every rule \(R\) in the section \(\pi_2\), we track the congruent occurrences \(A_j\) of \(A\) in \(R\) and substitute them uniformly by \(\Psi\) with mutation, yielding \(\mu_{\Psi_j/(A_j)}(R)\), which is derivable by \(C'_{6}'\). By a straightforward induction on \(\pi_2\), its mutation \(\mu_{\Psi_j/(A_j)}(\pi_2)\) is a well-formed proof of end sequent \(\mu_{\Psi_j/(A_j)}(A t_2 \Phi) = \Psi t_1' \Phi,\) and \(\pi_1' = t_1\) by \(C'_{10}'\). Moreover, we can cut on \(A t_{2,j} \Psi\) with \(\Psi t_1 A\) thanks to \(C'_{10}'\) and \(\Psi t_1 \circ t_{2,j} = \mu(t_{2,j})\) by \(C'_{10}\).

\[
\begin{array}{c}
\vdash \pi_2 \\
A_i t_{2,j} \Phi_i \\
\vdash \pi \\
\Psi t_1 A \\
\Psi t_3 \Phi \\
\end{array}
\]

\[
\begin{array}{c}
A_{t_2} \Phi \\
\vdash \pi_2' \\
\vdash \pi_2' \\
\vdash \pi' \\
\Psi t_1 A \\
\Psi t_3 \Phi \\
\Psi t_3 \Phi \\
\end{array}
\]

\[
\begin{array}{c}
\vdash \pi_2 \\
A_i t_{2,j} \Phi_i \\
\vdash \pi \\
\Psi t_1 A \\
\Psi t_3 \Phi \\
\Psi t_3 \Phi \\
\end{array}
\]

\[
\begin{array}{c}
\vdash \pi_2 \\
A_i t_{2,j} \Phi_i \\
\vdash \pi \\
\Psi t_1 A \\
\Psi t_3 \Phi \\
\Psi t_3 \Phi \\
\end{array}
\]

Case (2) of [12] works similarly.

**Proposition 39.** \(\text{fD.LG}\) satisfies conditions \(C'_{6}'\) and \(C'_{7}'\).

Proof. The 4 mutations\(^6\) of \(\text{fD.LG}\) are the following (using the symbols of \(\text{fF.LG}\) instead of explicit sorts, the \(I\) and \(I'\) are left implicit):

\[
= \mu_{\Psi_j/(A_j)}\text{ is the identity}
\]

\[
= \mu_{\Psi_j/(A_j)}\text{ acts on the rest like the identity or doesn’t change the connective’s name (thanks to name overloading, e.g. \(\otimes\) taking either pure or shifted structures as input)}
\]

\[
= \mu_{\Psi_j/(A_j)}\text{ on }P-Cut \leftrightarrow \text{PB-Cut}
\]
Display, Focusing and Full Polarization

\[ H_L \mapsto H \text{ and } H_R \mapsto H \text{ for every } LG \text{ connective } H. \mu_{\ell,r} \text{ acts on the rest like identity or doesn't change the connective’s name} \]

\[ \mu_L : \]

\[
P \xrightarrow{\text{MC}} N \quad N \xrightarrow{\text{PCE}} P \quad \vdash \xrightarrow{\text{PB-Cut}} \quad \vdash \xrightarrow{\text{PB-Cut}}
\]

\[ \text{P-Cut} \mapsto \text{PB-Cut} \quad \text{P-Cut} \mapsto \text{PB-Cut} \]

\[ \mu_r \text{ acts on the rest like identity or doesn’t change the connective’s name} \]

\[ \triangleright \]

**Theorem 40.** \( fD.LG \) is a heterogeneous multi-type proper display calculus.

**Proof.** \( fD.LG \) clearly enjoys condition \( C_2 - C_5 \), and \( C_8 \) because it is fully residuated. New conditions \( C'_{10} \) and \( C''_8 \) are also easily checked. Finally, \( C'_{11} \) holds thanks to proposition 39. \[ \triangleright \]

**Corollary 41.** \( fD.LG \) enjoys canonical cut-elimination.

### 6 Proof translations

The rules of the minimal calculus \( fL.G \) are provided in Section 3.1 of [27]. Here are the translations between \( fD.LG \) and \( fL.G \). In the following, we assume that in \( fL.G \), axioms are only possible on atomic formulas. The results remain valid when axioms on every formula are allowed, but \( \vdash \) would involve a structural normalization using \( \llbracket \cdot \rrbracket \) and \( \llbracket \cdot \rrbracket \) transformations.

#### 6.1 From \( fL.G \) to \( fD.LG \)

**Definition 42.** Given a \( fL.G \) formula \( A \) its positive polarization \( \llbracket A \rrbracket^+_{f} \) (resp. negative polariziation \( \llbracket A \rrbracket^-_{f} \) ) is a positive (resp. negative) \( fD.LG \)-formula defined by (24). Moreover, we have that \( \llbracket A \rrbracket^+_{f} \) (resp. \( \llbracket A \rrbracket^-_{f} \) ) is pure if \( A \) is \( fL.G \)-positive (resp. \( fL.G \)-negative).

\[
\begin{align*}
\llbracket A \otimes B \rrbracket^+_{f} &= \llbracket A \rrbracket^+_{f} \otimes \llbracket B \rrbracket^+_{f} \\
\llbracket A \oplus B \rrbracket^+_{f} &= \llbracket A \rrbracket^+_{f} \oplus \llbracket B \rrbracket^+_{f} \\
\llbracket A \otimes B \rrbracket^-_{f} &= \llbracket A \rrbracket^-_{f} \otimes \llbracket B \rrbracket^-_{f} \\
\llbracket A \oplus B \rrbracket^-_{f} &= \llbracket A \rrbracket^-_{f} \oplus \llbracket B \rrbracket^-_{f} \\
\llbracket p \rrbracket^+_{f} &= p \\
\llbracket p \rrbracket^-_{f} &= n
\end{align*}
\]

\[ \text{(24)} \]

**Definition 43.** Given an input structure \( X \) (resp. an output structure \( \Delta \) ), \( \llbracket X \rrbracket^+_{S} \) (resp. \( \llbracket \Delta \rrbracket^-_{S} \) ) is a positive structure (resp. negative structure) of \( fD.LG \) defined by (25) without structural shift or \( \ell \), \( r \)-variant. The translation of a \( fL.G \)-sequent into a \( fD.LG \)-sequent is given by (26).

\[
\begin{align*}
\llbracket X \otimes Y \rrbracket^+_{S} &= \llbracket X \rrbracket^+_{S} \otimes \llbracket Y \rrbracket^+_{S} \\
\llbracket X \otimes \Delta \rrbracket^+_{S} &= \llbracket X \rrbracket^+_{S} \otimes \llbracket \Delta \rrbracket^+_{S} \\
\llbracket X \otimes Y \rrbracket^-_{S} &= \llbracket X \rrbracket^-_{S} \otimes \llbracket Y \rrbracket^-_{S} \\
\llbracket X \otimes \Delta \rrbracket^-_{S} &= \llbracket X \rrbracket^-_{S} \otimes \llbracket \Delta \rrbracket^-_{S}
\end{align*}
\]

\[ \text{(25)} \]

\[
\begin{align*}
\llbracket X \triangleright A \rrbracket^+_{S} &= \llbracket X \rrbracket^+_{S} \triangleright \llbracket A \rrbracket^+_{f} \\
\llbracket X \triangleright \Delta \rrbracket^-_{S} &= \llbracket X \rrbracket^-_{S} \triangleright \llbracket \Delta \rrbracket^-_{S}
\end{align*}
\]

\[ \text{(26)} \]

**Definition 44.** A \( fD.LG \)-sequent \( S \) is called normal if there exists a \( fL.G \)-sequent \( S' \) such that \( S = \llbracket S' \rrbracket \).
By the remark in definition [43], normal sequents do not contain structural shifts or \(\ell, r\)-variants. Therefore, a normal sequent is either positive focused, negative focused or neutral (non-focused).

**Theorem 45.** Every \(\text{f.LG}\)-derivation of a sequent \(S\) can be translated into a \(\text{fD.LG}\)-derivation of \([S]\).

**Proof.** Set a proof \(\pi\) of a sequent \(S\). We translate every rule \(R\) of \(\pi\) by a rule \([R]\) of \(\text{fD.LG}\) by induction on \(\pi\). We only treat a sufficient sample of rules. The others are similar.

\[
\begin{align*}
\left[\begin{array}{c}
p \\ \vdash p
\end{array}\right]
\end{align*}
\]

\[
\begin{align*}
\left[\begin{array}{c}
X \\ \vdash A
\end{array}\right] \\
\left[\begin{array}{c}
Y \\ \vdash B
\end{array}\right] \\
\left[\begin{array}{c}
A \\ \otimes B
\end{array}\right]
\end{align*}
\]

\[
\begin{align*}
\text{\(\otimes_R\)}
\end{align*}
\]

\[
\begin{align*}
\left[\begin{array}{c}
A \\ \otimes B
\end{array}\right] \\
\left[\begin{array}{c}
A \\ \otimes B
\end{array}\right] \\
\left[\begin{array}{c}
\Delta
\end{array}\right]
\end{align*}
\]

\[
\begin{align*}
\text{\(\otimes_L\)}
\end{align*}
\]

In the following, we assume that \(A\) is \(\text{f.LG}\)-positive, i.e. begins by \(\otimes, \odot, \odot\) or a positive atom. From definition [42] we clearly have that \([A]_F = \uparrow[R]_F\) with \([A]_F\) being positive pure.

\[
\begin{align*}
\left[\begin{array}{c}
A \\ \vdash A
\end{array}\right] \\
\left[\begin{array}{c}
\Delta
\end{array}\right]
\end{align*}
\]

\[
\begin{align*}
\text{\(\mu^*\)}
\end{align*}
\]

\[
\begin{align*}
\left[\begin{array}{c}
X \\ \vdash A
\end{array}\right] \\
\left[\begin{array}{c}
X \\ \vdash A
\end{array}\right]
\end{align*}
\]

Display postulates are translated by themselves. Note that translation \([\cdot]\) is injective on derivations.

6.2 From \(\text{fD.LG}\) to \(\text{f.LG}\)

We establish the form of \(\text{fD.LG}\)-derivable normal sequents in proposition [??] to translate them back to \(\text{f.LG}\). We identify proof-sections containing non-normal sequents in proposition [51] and give their translation back to \(\text{f.LG}\) in theorem [52].

**Definition 46.** The depolarization \([A]\) of a \(\text{fD.LG}\)-formula \(A\) is the \(\text{f.LG}\)-formula obtained by removing the shifts of \(A\).

**Definition 47.** Given a \(\text{fD.LG}\)-structure \(\Psi\) without structural shift or \(\ell, r\)-variant, its translation \([\Psi]\), obtained by depolarizing each formula occurring in \(\Psi\), is a \(\text{f.LG}\)-structure. Moreover, if \(\Psi\) is positive (resp. negative), then \([\Psi]\) is an input (resp. output) structure.
Definition 48. Given a normal sequent \( S \) of (??), its translation \( [S] \) is given by (27).

\[
\begin{align*}
[X \vdash \hat{P}] &= [X] \uparrow [P] \\
[N \vdash \hat{\Delta}] &= [N] \uparrow [\hat{\Delta}] \\
[X \vdash \hat{\Delta}] &= [X] \uparrow [\hat{\Delta}] 
\end{align*}
\] (27)

Proposition 49. Every \( fD.LG \)-derivable variant-free sequent admits a minimal proof, i.e. a cut-free and variant-free proof where there is no sequence of a rule an its inverse and no shift display postulate.

Proof. \( fD.LG \)-cuts can be eliminated and we can reduce every proof by eliminating step by step sequences of a rule and its inverse (i.e. display postulates and \( \downarrow \) and \( \uparrow \)). In particular, all rules including variants (and thus all sequents including variants) get eliminated. We also replace sequences of rules \( \uparrow, \uparrow \vdash \downarrow \) (resp. \( \downarrow, \downarrow \vdash \uparrow \)) by \( \downarrow \) (resp. \( \uparrow \)), so that there is no shift display postulate anymore. Therefore, a minimal proof does not contain any rule which premise(s) and conclusion are all non-neutral non-focused sequents.

Definition 50. A processing proof-section of a \( fD.LG \)-proof \( \pi \) is a proof-section of \( \pi \) where the leaves and the root are normal sequents and there is at least one internal non-normal sequent.

Proposition 51. In a minimal proof, every processing proof-section is of the form of one proof-section of (28).

\[
\begin{align*}
\text{\Leftrightarrow} & \quad \begin{cases}
N \vdash \Delta \\
N \vdash \downarrow \Delta
\end{cases} \quad \downarrow_L & \quad \rightarrow & \quad \begin{cases}
X \vdash P \\
X \vdash \uparrow P
\end{cases} \quad \uparrow_R \\
\text{\Leftarrow} & \quad \begin{cases}
X \vdash N \\
X \vdash \downarrow N \\
X \vdash \downarrow N
\end{cases} \quad \downarrow_R & \quad \rightarrow & \quad \begin{cases}
P \vdash \Delta \\
P \vdash \downarrow \Delta \\
P \vdash \downarrow \Delta
\end{cases} \quad \downarrow_L \\
\text{\iff} & \quad \begin{cases}
\vdash n & \vdash n \\
\vdash n & \vdash n \\
\vdash n & \vdash n
\end{cases} \quad \downarrow_R & \quad \iff & \quad \begin{cases}
p \vdash p \\
p \vdash \uparrow p \\
p \vdash \uparrow p
\end{cases} \quad \uparrow_R \\
\text{\iff} & \quad \begin{cases}
p \vdash \Delta \\
p \vdash \downarrow \Delta \\
p \vdash \downarrow \Delta
\end{cases} \quad \downarrow_L & \quad \iff & \quad \begin{cases}
p \vdash \Delta \\
p \vdash \downarrow \Delta \\
p \vdash \downarrow \Delta
\end{cases} \quad \downarrow_L \\
\text{\iff} & \quad \begin{cases}
p \vdash \Delta \\
p \vdash \downarrow \Delta \\
p \vdash \downarrow \Delta
\end{cases} \quad \downarrow_L & \quad \iff & \quad \begin{cases}
p \vdash \Delta \\
p \vdash \downarrow \Delta \\
p \vdash \downarrow \Delta
\end{cases} \quad \downarrow_L
\end{align*}
\] (28)

Proof. By looking at the rules of \( fD.LG \), the rules where the premise is normal but not the conclusion are \( \downarrow_L, \downarrow_R, \uparrow_L, \uparrow_R \) and \( \uparrow \). Minimality of the proof forbids to stay in positive / negative non-focused phase for two sequents or more. It is easy to check that the cases \( \iff \) and \( \iff \) are only possible when both precedent and succedent are a formula, which only happens when that formula is an atom.

Theorem 52. Every \( fD.LG \)-derivation of a normal sequent \( S \) can be transformed into a derivation of \( [S] \).

Proof. Set a derivation of a normal sequent \( S \) and call \( \pi \) its minimal proof. We translate every rule \( R \) of \( \pi \) by a rule \( [R] \) of \( fL.G \) by induction on \( \pi \). As previously, we only treat a sufficient sample of the cases.
• Normal rules (i.e. both premises and conclusions are normal):

\[
\frac{p \vdash p}{\phi \vdash \phi}^{\text{Id}} = \frac{p}{\phi^{Ax}}
\]

\[
\frac{X \vdash \hat{p} \quad Y \vdash \hat{q}}{X \hat{\otimes} Y \vdash \hat{p} \hat{\otimes} \hat{q}}^{\otimes_R} = \frac{[X] \vdash [\hat{p}] \quad [Y] \vdash [\hat{q}]}{\hat{X} \hat{\otimes} \hat{Y} \vdash \hat{p} \hat{\otimes} \hat{q}}
\]

\[
\frac{\hat{p} \hat{\otimes} \hat{q} \vdash \hat{\Delta}}{\hat{p} \otimes \hat{q} \vdash \hat{\Delta}}^{\otimes_L} = \frac{[\hat{p}] \otimes [\hat{q}] \vdash [\hat{\Delta}]}{[\hat{p} \otimes \hat{q}] \vdash \hat{\Delta}}
\]

Display postulates of LG connectives are translated by themselves too.

• We translate processing proof-sections by one or two (de)focusing rules. Here, we take the case $P$ is pure positive, so $[P]$ is $\mathbf{fD.LG}$-positive and the application of $\mu^*$ and $\tilde{\mu}$ is allowed.

\[
\frac{X \vdash p \quad \hat{p} \vdash \mu^*}{\hat{X} \hat{\vdash} \hat{p}^{\mu^*}}^{\mu^*} = \frac{[X] \vdash [p] \quad [\hat{p}] \vdash [\mu^*]}{\hat{X} \hat{\vdash} \hat{p}}
\]

\[
\frac{p \vdash \Delta \quad \hat{p} \vdash \tilde{\mu}}{\hat{p} \vdash \hat{\Delta} \quad \hat{\Delta} \vdash \hat{p}^{\tilde{\mu}}}^{\tilde{\mu}} = \frac{[p] \vdash [\Delta] \quad [\hat{p}] \vdash [\tilde{\mu}]}{[\hat{p} \vdash \hat{\Delta} \quad \hat{\Delta} \vdash [\hat{p}^{\tilde{\mu}}]}
\]

Although translation $[\cdot]$ is not injective on structures, it is injective on derivations.

\section{Conclusions}

We observe that every connective in the language of $\mathbf{fD.LG}$ exhibits a core of minimal properties in any sub-algebra, namely it has finite arity and it is residuated in each coordinate. This leaves open the option that additional properties hold in the full algebra. Special sub-classes of $FP_LG$ algebras could then be captured by expanding the minimal calculus with opportune structural rules. If the rules are analytic-inductive (see \cite{10} for a definition) we conjecture that the cut-elimination will be preserved too. What we have in mind here is a natural generalisation of the cut-elimination meta-theorem of multi-type display calculi for a broader class of calculi, of which $\mathbf{fD.LG}$ is a prototypical example. We also plan to investigate up to which extent focalization will be preserved too.
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A Proof complements

Proof of proposition. Set $A_1, A_2 \in \mathcal{A}$, and $B'_1, B'_2 \in \mathcal{B}'$ such that $A_2 \preceq_{\mathcal{A}} A_1, B'_1 \preceq_{\mathcal{B}'} B'_2$, and $A_1 \prec B_1$. Equation $A_1 \prec B_1$ is equivalent to $L(A_1) \preceq_{\mathcal{B}'} B'_1$, and as $\preceq_{\mathcal{B}}$ is a weakening relation, we have $L(A_1) \preceq_{\mathcal{B}} B'_1$. This last equation is equivalent (by adjunction) to $A_1 \preceq_{\mathcal{B}} R(B'_1)$ and as $\preceq_{\mathcal{B}}$ is a weakening relation, we have $A_2 \preceq_{\mathcal{B}} R(B'_2)$, which is equivalent to $A_2 \preceq_{\mathcal{B}} B'_2$. Therefore, $\prec$ is a weakening relation.

Proof that $\preceq_{\mathcal{A}}$ is a weakening relation (definition). We have $\preceq_{\mathcal{A}} = \preceq_{\mathcal{A}} \cup \preceq_{\mathcal{A}'}$, a relation on $(\mathcal{A} \cup \mathcal{A'}) \times (\mathcal{B} \cup \mathcal{B}')$. Set $A_1, A_2 \in \mathcal{A} \cup \mathcal{A}'$ and $B_1, B_2 \in \mathcal{B} \cup \mathcal{B}'$ such that $A_2 \preceq_{\mathcal{A} \cup \mathcal{A}'} A_1, B_1 \preceq_{\mathcal{B} \cup \mathcal{B}'} B_2$, and $A_1 \preceq_{\mathcal{A}} B_1$. We only show how to get $A_2 \preceq_{\mathcal{A}} B_1$, the other side is similar by symmetry of the problem.

- If $A_1$ and $A_2$ are both in $\mathcal{A}$ (resp. $\mathcal{A}'$), then $A_2 \preceq_{\mathcal{A} \cup \mathcal{A}'} A_1$ is equivalent to $A_2 \preceq_{\mathcal{A}} A_1$ (resp. $A_2 \preceq_{\mathcal{A}'} A_1$) and $A_1 \preceq_{\mathcal{A}} B_1$ is equivalent to $A_1 \preceq_{\mathcal{A}} B_1$ or $A_1 \preceq_{\mathcal{A}'} B_1$ (resp. $A_1 \preceq_{\mathcal{A}'} B_1$). In all cases, because $\preceq_{\mathcal{A}} \leq \preceq_{\mathcal{A}'} \leq \preceq_{\mathcal{A} \cup \mathcal{A}'}$ are all weakening relations, we have $A_2 \preceq_{\mathcal{A}} B_1$. Therefore, $A_2 \preceq_{\mathcal{A}} B_1$.

- If $A_2 \in \mathcal{A}$ and $A_1 \in \mathcal{A}'$, then we have $A_2 \preceq_{\mathcal{A}} A_1$ and $A_1 \preceq_{\mathcal{A}'} B_1$. Therefore $A_2 \preceq_{\mathcal{A}'} B_1$, because $\preceq_{\mathcal{A}} \leq \preceq_{\mathcal{A}'}$ by hypothesis, hence $A_2 \preceq_{\mathcal{A}'} B_1$.

- The case $A_2 \in \mathcal{A}'$ and $A_1 \in \mathcal{A}$ is impossible because the union is disjoint and $\preceq_{\mathcal{A}}$ is only from $\mathcal{A}$ to $\mathcal{A}'$.

The following four lemmas provide detailed complements to the proof of completeness by showing that the equivalence relations $\simeq_s$ for $s \in \{\mathbb{F}, \mathbb{P}, \mathbb{N}, \mathbb{K}\}$ are congruences are thus that the operations and weakening relations / orders defined on them are well-defined.

Lemma 53. Given a formula $A$ and a structure $\Psi$, we write $\text{Str}(A)$ the structure obtained by turning the connectives of $A$ into their structural counterparts, and $\text{Fm}(\Psi)$ the formula obtained by turning the connectives of $\Psi$ into their operational counterpart, when it exists (in the other case,
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\[ \text{Fm}(\Psi) \text{ is not defined}. \] When \( \| A \| \) and \( \| \Psi \| \) are defined, they enjoy the following property:

\[
\begin{align*}
\| A \| &= \| \text{Str}(A) \| \quad \text{if } A \text{ is a } T \text{-formula} \\
\| \Psi \| &= \text{Fm}(\Psi) \quad \text{if } \Psi \text{ is a } G \text{-structure}
\end{align*}
\]

\[
\begin{align*}
\| \hat{X} \hat{\otimes} \hat{Y} \| &= \| \hat{X} \hat{\otimes} \hat{Y} \| \\
\| \hat{X} \hat{\otimes} \hat{\Delta} \| &= \| \hat{X} \hat{\otimes} \hat{\Delta} \| \\
\| \hat{X} \hat{\otimes} \hat{Y} \| &= \| \hat{X} \hat{\otimes} \hat{Y} \|
\end{align*}
\]

Proof. Unfolding definition[23] directly gives these results. ▼

- **Lemma 54.** If \( \hat{X} \hat{\lor} \hat{\Delta} \) (resp. \( X \hat{\lor} \hat{\Delta} \)) is derivable, then \( \hat{X} \hat{\lor} \text{Fm}(\Delta) \) (resp. \( X \hat{\lor} \text{Fm}(\Delta) \)) is derivable.

Proof. By induction on \( \Delta \) (resp. \( X \)), by successively applying translation rules on all structural connectives of \( \Delta \) (resp. \( X \)). ▼

- **Lemma 55.** For every structure \( \Psi \) of sort \( s \), the sequent \( \| \Psi \| \preceq \| \Psi \| \) is derivable, if it is defined.

Proof. By induction on \( \Psi \). If \( \Psi \) is an atomic formula, \( \| \Psi \| = \| \Psi \| \) so \( \rho \text{-Id} \) or \( n \text{-Id} \) is applicable.

If \( \Psi = \hat{X} \hat{\otimes} \hat{Y} \), let us develop the case \( \hat{X} = X \) and \( \hat{Y} = Y \), the others being similar. We use the induction hypothesis on \( X \) and \( Y \). By assumption, \( \| \Psi \| \) exists, so \( \hat{Y} \) does begin by \( \hat{\lor} \), \( \hat{\lor} \), \( \hat{\land} \), \( \hat{\land} \), \( \hat{\neg} \) or \( \hat{\neg} \). So it begins by a shift: \( \hat{Y} = \hat{\Delta} \) and we can then derive

\[
\begin{align*}
\| \hat{Y} \| &\vdash \| \hat{\Delta} \| & \text{(IH)} \\
\| \hat{Y} \| &\vdash \| \hat{\Delta} \| & \text{Lemma 53} \\
\| \hat{Y} \| &\vdash \| \hat{\Delta} \| & \text{Lemma 54} \\
\| \hat{Y} \| &\vdash \text{Fm}(\Delta) & \text{(\( l_R \))} \\
\| \hat{Y} \| &\vdash \text{Fm}(\Delta) & \text{Lemma 53} \\
\| \hat{X} \hat{\otimes} \hat{Y} \| &\vdash \text{Fm}(\Delta) \hat{\otimes} \text{Fm}(\Delta) & \text{(\( \Omega_R \))} \\
\| \hat{X} \hat{\otimes} \hat{Y} \| &\vdash \text{Fm}(\Delta) \hat{\otimes} \text{Fm}(\Delta) & \text{Lemma 53} \\
\| \hat{X} \hat{\otimes} \hat{Y} \| &\vdash \| \hat{\Delta} \| & \text{Lemma 53}
\end{align*}
\]

The other LG-connectives work similarly.

If \( \Psi = \hat{\Delta} \), we use the induction hypothesis on \( \Delta \) to get

\[
\begin{align*}
\| \hat{\Delta} \| &\vdash \| \hat{\Delta} \| & \text{Lemma 53} \\
\| \text{Fm}(\Delta) \| &\vdash \| \hat{\Delta} \| & \text{Lemma 53}
\end{align*}
\]
\[\text{Lemma 56. For every derivable sequents } \frac{[\Psi] t [\Phi]}{[\Psi] [\Phi] [\Psi']}, \text{ we can derive the cut } \frac{[\Psi] t [\Phi]}{[\Psi'] [\Phi'] [\Psi']}\]

where the composition \( t' \) is determined by the sort of \( \Psi \) and \( \Psi' \).

Proof. We proceed by induction on \( \Phi \).

If \( \Phi \) is an atomic formula, \([\Phi] = [\Phi]\) is a formula, so we can proceed to a \( t' \) cut of \([\Phi]\) (i.e. \(\text{P-Cut, N-Cut, Pn-Cut or nN-Cut}\)).

If \( \Phi = \hat{X} \hat{Y} \), we know that at the introduction of \([\Psi] = \text{Fm}(\hat{X}) \otimes \text{Fm}(\hat{Y})\), we have some sequent \( \hat{X} \hat{Y} \rightarrow \text{Fm}(\hat{X}) \otimes \text{Fm}(\hat{Y}) \) and the proof

\[
\\begin{array}{c}
\vdash \pi_1 \\
X' \hat{Y} \vdash [X']\hat{Y} \\
\hline
X' \hat{Y} \vdash [X']\hat{Y} \\
\vdash \pi \\
[\Psi] [\Phi]
\\end{array}
\]

We can then apply the induction hypothesis on \( \hat{X} \) and \( \hat{Y} \). Here, we develop the case where \( t' = \hat{f} \) (so \( \Psi \) is positive):

\[
\\begin{array}{c}
\vdash \pi_2 \\
\hat{Y} \hat{Y} \vdash [\hat{Y}] \\
\hline
\hat{Y} \hat{Y} \vdash [\hat{Y}] \\
\vdash \pi \\
[\Psi] [\Phi]
\\end{array}
\]

The case where \( t' = \hat{f} \) works similarly with \( \hat{\gamma} \) and \( \hat{\gamma} \).

The fact that the uniform substitution \( \pi([\Psi'] [\Phi]) \) can be defined and is derivable in \texttt{fDLG} is not proven here. We would have to provide a way of transforming some structural connectives (in specific positions) into others, what is partly already implicit in the use of overloaded connectives (e.g. \(\hat{\otimes}\)’s arguments can be either pure or shifted). This operation pertains to the problem of canonical cut-elimination with heterogeneous sequents, what is left to a subsequent paper.

If \( \Phi = \hat{X} \), we use the same procedure, by induction hypothesis on \( X \). The turnstile \( t' \) can only be \( \hat{\ell} \). Here we develop the case where \( \Psi' \) is shifted.
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The other cases are treated similarly.

Complements for the proof of completeness (theorem 29). We prove that the equivalence relations \( \approx \) are congruences, i.e. that they respect the operations and the orders. It will follow that the operations and weakening relations defined on these equivalence classes are well-defined. We only detail the case of \( \otimes \) with one pure and one shifted premise, and \( \leq \), the rest being similar.

\[
\begin{align*}
\otimes_R & \qquad \frac{X \approx_p Y}{[X] \vdash [Y]} & \quad & \\
\text{Lemma 53} & \qquad \frac{X \approx_p Y}{[X] \otimes [X] \vdash [Y] \otimes [Y]} & \quad & \\
\text{Lemma 53} & \qquad \frac{[X] \otimes [X] \vdash [Y] \otimes [Y]}{[X] \otimes Y \vdash Y} & \quad & \\
\text{Lemma 56} & \qquad \frac{X \approx_p Y}{[X] \vdash [Y]} & \quad & \\
\end{align*}
\]

For every homogeneous turnstile \( t \), reflexivity, transitivity and antisymmetry of \( \uparrow \) are a consequence of lemma 53, lemma 56 and definition of \( \approx \), respectively. For heterogeneous turnstiles \( t \), the weakening property of \( \uparrow \) is a consequence of lemma 56. The property (2) of definition 7 is due to rules \( \uparrow \downarrow \) and \( \downarrow \downarrow \) and (5) to rules \( \downarrow \uparrow \) and \( \uparrow \downarrow \). The adjunction (6) and (7) straightforwardly hold thanks to the corresponding rules in (11). We only develop the example of property \( \uparrow \uparrow \downarrow \) for:

\[
\begin{align*}
\frac{\uparrow \uparrow [X] \vdash [\Delta]}{\uparrow [X] \vdash [\Delta]} & \quad & \\
\text{Lemma 53} & \qquad \frac{[X] \vdash [\Delta]}{[X] \vdash [\Delta]} & \quad & \\
\text{Lemma 53} & \qquad \frac{[X] \vdash [\Delta]}{[X] \vdash [\Delta]} & \quad & \\
\end{align*}
\]

B Symmetries

Lambek-Grishin calculus exhibits two main symmetries [26]: an order-preserving left-right symmetry \( \cdot \cdot \) and an order-reversing dual symmetry \( \cdot \cdot \cdot \) represented in (29)\(^8\). We extend them to \( \Gamma, \Pi, \Lambda \) and

\footnotesize
\[\text{Reflexivity on structures } \Psi \text{ such that } [\Psi] \vdash [\Psi] \text{ is not defined is explicitly added.}\]
\[\text{These definitions should be understood as } (A \otimes B)^\cdot \cdot = B^\cdot \cdot \otimes A^\cdot \cdot, (A \otimes B)^\cdot \cdot \cdot = B^\cdot \cdot \otimes A^\cdot \cdot \cdot, \text{ etc.}\]

\[\text{\footnotesize} \]

\[\text{\footnotesize} \]

\[\text{\footnotesize} \]

\[\text{\footnotesize} \]
The dual of a turnstile \( t \) is given by (30) through the turnstile interpretation of (13):
\[
t = \frac{t}{A} = \frac{A \otimes B}{C \otimes B} = \frac{C / A}{B \otimes A},
\]
e.g. \( \vdash \frac{\infty}{\infty} = \frac{\infty}{\infty} \).

The presentation of \( \text{fD.LG} \) rules in section 3.1 also reflects the dual symmetry. In equation (10) the dual of rule \( R \) is the one displayed on the opposite side of the page w.r.t. the vertical axis. Therefore we have the following property.

**Proposition 57.** If \( \Phi \vdash \Psi \) is a derivable sequent, then \( \Phi \vdash \Psi \) and \( \Psi \vdash \Phi \) are also derivable.

### C Examples

In the tradition of parsing-as-deduction [22, 23], various extensions of the Lambek calculus have been proposed to recognize whether sentences are syntactically well-formed and tell apart different readings [27]. A well-formed sentence like (1-a), for example, is semantically ambiguous as shown by the paraphrases (1-b) or (1-c).

(1) a. Everyone likes some teacher.
   b. For everyone, there is a teacher such that she likes it. (\( \forall \exists \)-reading)
   c. There is a teacher such that everyone likes it. (\( \exists \forall \)-reading)

In particular, the previous readings can be already captured by genuinely different focused proofs of the minimal Lambek logic. In figure 5 and figure 4 we provide \( \text{fD.LG} \)-derivations of the two readings, where every occurrence of atoms \( n \) (common nouns) and \( np \) (noun phrases) is assigned a positive polarity, and every occurrence of atoms \( s \) (sentence) is assigned a negative polarity (cfr. derivation (35) in [27] where the polarity assignment is called ‘bias’). Notice how in figure 5 first some teacher is attacked, and only then everyone is attacked. In figure 4 is the other way around. Figure 3 shows the signed generation of the end-sequent.
Figure 3  Signed generation tree of the end-sequent in figure 4 and 5. Skeleton nodes are encapsulated in a box where PIA nodes are not.

Figure 4  Derivation attached to (1-b) \( \forall \exists \)-reading.
Figure 5  Derivation attached to (1-c) $\exists y$-reading.