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ABSTRACT

Neural machine translation (NMT) architectures have achieved promising results for automatic program repair. Yet, they have the limitation of generating low-quality patches (e.g., not compilable patches). This is because the existing works only optimize a purely syntactic loss function based on characters and tokens without incorporating program-specific information during neural network weight optimization. In this paper, we propose a novel program repair model called RewardRepair. The core novelty of RewardRepair is to improve NMT-based program repair with a loss function based on program compilation and test execution information, rewarding the network to produce patches that compile and that do not overfit. We conduct several experiments to evaluate RewardRepair showing that it is feasible and effective to use compilation and test execution results to optimize the underlying neural repair model. RewardRepair correctly repairs 207 bugs over four benchmarks, we report on repair success for 121 bugs that are fixed for the first time in the literature. Also, RewardRepair produces up to 45.3% of compilable patches, an improvement over the 39% by the state-of-the-art.
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1 INTRODUCTION

Automatic program repair (APR) aims to reduce manual work related to bug localization and bug fixing [14, 43]. With recent advances in deep learning, research has been proposed to use neural networks for program repair, a subarea of a trend on using machine learning on code [10]. This line of work, put here under the umbrella term “neural program repair”, mostly uses neural machine translation (NMT) approaches [5, 8, 19, 22, 35, 55, 56].

Program repair systems based on neural machine translation treat the repair task as a translation from buggy code to correct code, both represented as a sequence of tokens [8]. Given sufficient training data, NMT-based repair has achieved promising performance [5, 8, 19, 22, 35, 55, 56]. All the prior works on program repair based on neural machine translation use the static loss function: cross-entropy loss based on token similarity.

Despite early successes, NMT-based program repair approaches suffer from two major drawbacks. First, they often generate patches that do not compile [8]. The reason is that a lower cross-entropy value does not necessarily lead to a compilable patch. Second, the loss function under optimization forces the neural network to learn to produce absolutely identical patches, thus missing the opportunity to explore semantically equivalent. However, Rabin et al. [45] made the case that generalizability in machine learning on code relates to generalization over equivalent programs. Both problems (uncompilability and being stuck with syntactic identity) share the same root: there is a discrepancy between the core training objective, learning to generate compilable and correct patches, and the loss function that is being optimized. The cross-entropy loss used in related work requires a strict pairwise matching between the generated patch and the human-written ground truth patch, and not more [74]. Nothing in cross-entropy loss encourages the neural network to produce compilable or syntactically different but semantically equivalent patches. This is the problem we address in this paper.

We introduce a novel neural repair model, called RewardRepair based on a mixed learning objective. The key insight in the design of RewardRepair is the combination of a syntactic training objective at the token-level and a semantic training objective based on program execution. RewardRepair defines a discriminator to discriminate good patches from low-quality ones during the training of the neural network. The discriminator is based on executing the compiler and running the test cases on the generated patches, providing high qualified execution feedback on their quality. This feedback is transformed as a quantified reward signal that modulates the cross-entropy loss. Then, the neural network’s weights are updated based on this novel discriminator. In other words, in RewardRepair, backpropagation embeds essential compilation and execution information.

We conduct large experiments to evaluate RewardRepair based on four well-accepted datasets from the literature, including Defects4J version 1.2 [23], Defects4J version 2.0 [23], Bugs.jar [49] and QuixBugs [31]. First, we show that RewardRepair produces more correct patches than the recent related work. In total, RewardRepair repairs 207 on the four benchmarks. RewardRepair achieves an improvement in two benchmarks Defects4J (v2.0) and Bugs.jar, and achieves the top-2 performance in the other two benchmarks Defects4J (v1.2) and QuixBugs. Second, we demonstrate that RewardRepair outperforms the state-of-the-art on addressing the compilability problem in neural program repair, CURE [22], by producing a higher ratio of compilable patches in all considered beam size configuration (45.3% versus 39% in top-30, and 37.5% versus 28% in top-100 candidate patches).
The token-based cross-entropy loss optimization is effective at guiding the human-written patches given as input during training. However, the model to generate patches syntactically identical or close to the expected token distribution. This means that the cross-entropy loss does not favor patches that compile non-compilable patches. Even worse, if a generated patch has a significantly lower loss per the token-based cross-entropy, although being non-compilable, it would be favored by the model at training time. Secondly, the cross-entropy loss function fails to learn from semantically equivalent patches: a syntactically different but semantically equivalent patch could potentially have a high cross-entropy loss value. This means that the cross-entropy loss discourages the network to explore equivalent solutions. In the field of neural machine translation (NMT), this problem is known as the overcorrection problem of cross-entropy loss [34, 74]: cross-entropy based models tend to learn strictly identical translations and to overcorrect synonymous tokens which would be acceptable. Overall, the problem we address in this paper is that the cross-entropy loss used in previous research cannot learn programming knowledge beyond tokens.

2 BACKGROUND

2.1 Neural Program Repair

Neural Machine Translation (NMT) systems have recently achieved state-of-the-art performance on program repair tasks, forming a field called “neural program repair” [5, 8, 19, 22, 35, 55, 56, 76]. Despite the difference in their inputs and neural models, those works are similar in the sense that they are all based on a typical NMT model formulated as an encoder-decoder-attention architecture optimized with cross-entropy loss function [3, 34, 57, 58, 74]. All the prior works on program repair are based on the NMT architecture with a cross-entropy loss function to update the neural network weights [5, 8, 19, 22, 35, 55, 56, 76]. The cross-entropy loss (a.k.a. log loss) is a measure from information theory, building upon entropy and calculating the difference between two probability distributions [3, 16]. During the training of a neural repair model, the cross-entropy loss calculates the difference between the generated tokens and the human-written patch tokens in a strict pairwise matching manner [3, 34, 74], and is used to update the neural network weights by backpropagation. In program repair, a low cross-entropy value means that the generated patch is syntactically close to the ground truth patch at the token-level.

2.2 Limitations of Current Neural Repair

The token-based cross-entropy loss optimization is effective at guiding the model to generate patches syntactically identical or close to the human-written patches given as input during training. However, it suffers from two major limitations. Firstly, a major goal in patch generation is to generate well-formed patches that compile. Unfortunately, the cross-entropy loss does not favor patches that compile over non-compilable patches. Even worse, if a generated patch has a significantly lower loss per the token-based cross-entropy, although being non-compilable, it would be favored by the model at training time. Secondly, the cross-entropy loss function fails to learn from semantically equivalent patches: a syntactically different but semantically equivalent patch could potentially have a high cross-entropy loss value. This means that the cross-entropy loss

...
3 REWARDREPAIR

3.1 Overview

In this paper, we propose a novel neural repair model called RewardRepair. The core idea of RewardRepair is to improve the learning process of neural program repair and in particular to address the limitations of using the cross-entropy loss function at the token-level. Figure 1 gives an overview of RewardRepair. The top, middle and bottom parts represent three stages of RewardRepair: syntactic training, semantic training and inference. RewardRepair is trained with two datasets respectively, a syntactic training dataset with pairs of buggy and patch code, and a semantic training dataset. They are fundamentally different. The syntactic training dataset only consists of textual patches as in the related work [8, 22, 35]. However, the requirements for the semantic training dataset are full execution: each sample in the dataset comes with a compiler configuration and test cases. Achieving full execution enables us to derive execution-based information to be used for optimizing the neural network weights with programming knowledge during backpropagation.

Syntactic training is our first training phase. We train RewardRepair to optimize the cross-entropy loss based on a large bug fix corpus per the related work [5, 8, 19, 22, 30, 35, 55]. Syntactic training is meant to provide a good initial model for semantic training. Semantic training is our second phase after sufficient syntactic training. Semantic training is used alternately with syntactic training. Semantic training is based on a discriminative model. The discriminative model of RewardRepair analyzes the candidate patches with four discriminators (difference discriminator, compilability discriminator, plausibility discriminator and regression discriminator), and modulates the cross-entropy loss before the start of backpropagation on training. The inference is the final phase. Once RewardRepair has been trained, it can generate patches for new and unseen bugs based on the trained patch generator.

3.2 Code Representation

As code representation, we follow Lutellier et al. [35] to represent the buggy code and context code as two separate token sequences. In RewardRepair, the context code is considered as 10 lines of code surrounding the buggy code. In addition, the context code is enriched with a summary of the buggy class as proposed by Chen et al. [8] as follows: we keep all the instance variables and their initializers, along with the signature of the constructors and methods. We follow the existing work [22] to use subword tokenization with SentencePiece [25], as demonstrated useful by Karampatsis et al. [24].

3.3 Patch Generator

In RewardRepair, the patch generator is trained in a supervised manner based on an encoder-decoder architecture [46, 57]. Syntactic training takes as input buggy code tokens $B = (b_0, b_1, \ldots, b_n)$, context code tokens $C = (c_0, c_1, \ldots, c_m)$, and tokens from the ground truth fix patch $F = (f_0, f_1, \ldots, f_k)$. RewardRepair transforms the $B$ and $C$ into a predicted patch $F' = (f'_0, f'_1, \ldots, f'_k)$. Note that size of the buggy code, context code, ground truth patch and predicted patch, i.e., $n, m, t$ and $k$, can be different. In RewardRepair, patch generation is shared by both syntactic training and semantic training.

3.4 Syntactic Training of RewardRepair

RewardRepair initially trains the patch generator with cross-entropy loss function per the state-of-the-art of NMT for program repair [5, 8, 19, 22, 30, 35, 55]. For each training point, the optimization target is to minimize the loss between ground truth fix patch $F$ and...
the predicted patch $F$. As shown in the previous study [22, 35], syntactic training is trained with a large corpus of buggy code and fixed code pairs. Syntactic training could be trained for multiple epochs to achieve convergence and obtain the best combination of weights. By the end of syntactic training, the patch generator’s weights between the connections of the networks are optimized.

### 3.5 Semantic Training of RewardRepair

The goal of semantic training is to let the patch generator be aware of program-specific knowledge (compilation and execution) beyond the syntactic loss computation at the token-level. For that, we propose a mixed learning objective [34], where “mixed” means that the core learning objective is combined with two or more sub-learning objectives. Our mixed learning objective combines the core cross-entropy objective with compilation and execution information. Once the RewardRepair has been sufficiently trained with syntactic training, we start the semantic training process alternately with syntactic training.

For semantic training, RewardRepair employs a discriminative model to assess the quality of generated patches based on compilation and test oracles. As a result, the discriminative model outputs a reward value that quantifies the patch quality, which is used to adjust the weights of the patch generator during backpropagation. A higher reward means better quality for the generated patch, e.g., the patch is compilable and passes all test cases. On the contrary, a lower reward means that the quality of the generated patch may be unsatisfying, e.g., the patch is non-compilable.

Precisely, the patch reward value modulates the token-level loss value before the start of the backward pass [42, 48, 75], so that the updated loss can then be properly represented with program-specific knowledge. In such a way, the discriminator guides the neural network to generate high-quality patches. To our knowledge, we are the first to introduce semantic training based on a patch discriminative model for neural program repair.

#### 3.5.1 Discriminative model

In machine learning, a discriminator is a model for identifying “good” and “bad” predictions [17]. The discriminator of RewardRepair is the key component of the semantic training phase. Its goal is to measure the quality of the generated patches, which is then quantified as a reward signal. In RewardRepair, the discriminative model is composed of four discriminators, each of them specialized in one aspect of patch quality. These four discriminators are serially executed. Each discriminator does a binary classification: whether a patch fulfills the discriminator’s criterion or not. When a discriminator is affirmative, it means the patch passes the quality criterion, and it is passed to the next discriminator. In the rest of this section, we present the four discriminators of RewardRepair.

**Difference discriminator.** The difference discriminator validates whether the generated patches are different from the given buggy code. It is required because we found that neural repair models regularly generate a patch that is identical to the given buggy code, i.e., the output of the model is identical to the input of the model (called a “no-change” patch in this paper). This happens when the neural nets discover that the buggy code achieves the maximum likelihood estimation. This is explained by previous research [54], which has shown that the many buggy codes are similar to correct code, with only minor transformations and few changed tokens. Consequently, the generator tends to copy the buggy code because it is the maximum likelihood prediction, per the data seen at training time. We design the difference discriminator to syntactically compare the generated patch code with the input buggy code, with a token sequence comparison. If the buggy code and generated patched code are the same, the difference discriminator assigns the generated patch a penalty, called in this paper the no-change penalty ($R_{\text{no-change}}$), i.e., a negative reward. This penalty signal modulates the RewardRepair loss to avoid the generation of no-change patches.

**Compilability discriminator.** The compilability discriminator validates whether the generated patches are compilable. As shown in previous research [22], neural repair models suffer from outputting non-compilable patches. For example, the golden sequenceR model produces 79.7% of patches that are not compilable in top-50 candidate patches. To force the generator towards producing compilable patches, we introduce a compilability discriminator in the semantic training phase. The compilability discriminator employs the compiler to compile the generated program. If the patched program is compilable, RewardRepair assigns a compilable reward ($R_{\text{compilable}}$) and passes the patch to the next discriminator for further assessment. Otherwise, a non-compilable penalty ($R_{\text{non-compilable}}$), i.e., a negative reward, is returned to the RewardRepair model.

**Plausibility discriminator.** The plausibility discriminator aims at encouraging the generator to produce patches that pass the human-written test cases provided by developers. Recall that, per the seminal work on program repair [29], test cases can be used as an executable program specification. In other words, if a patch passes the human-written tests, it is considered as a plausible patch. During semantic training, RewardRepair is trained on buggy projects with executable human-written tests. Each candidate patch is executed against the human-written tests. If a patch makes all human-written tests pass, a plausible reward ($R_{\text{plausible}}$) is assigned. By doing so, the plausibility discriminator leverages the human-written tests to drive the network to produce plausible patches that pass all human-written tests.

**Regression discriminator.** The last discriminator used in RewardRepair’s discriminative model is the regression discriminator. The goal of this discriminator is to minimize the behavioral changes introduced by the patch. This discriminator complements the plausible patch discriminator by specifying behavior outside the human-written tests, in order to avoid patch overfitting [27, 28, 53, 72]. The RewardRepair regression discriminator employs automatically generated tests, per the RGT technique of Ye et al. [70]. The effectiveness of this technique to identify correct patches from plausible patches has been shown in recent work [62, 67, 68]. The idea of the RGT technique is to automatically generate test cases based on the ground truth patched program to expose program execution behavior differences between a generated patch and a ground truth patch [28, 62, 70]. If a candidate patch makes all RGT tests pass, i.e., it does not contradict the ground truth program behavior, it is considered as likely-correct.
During semantic training, all patches are executed against the RGT tests. If a candidate patch makes all automatically generated tests pass, meaning the same program execution behavior with ground truth program, then a likely-correct reward signal \(R_{\text{correct}}\) is assigned to this patch. This discriminator’s reward is used to encourage the RewardRepair to avoid regressions. This means we encourage RewardRepair to generate non-overfitting patches beyond the existing test cases.

### 3.5.2 Defining reward values from discriminators

As shown previously, RewardRepair defines five reward signals for patch quality assessment. The discriminators are executed serially, that is, if a patch does not satisfy one discriminator, then the reward \(R\) obtained up to that moment is returned immediately and other discriminators are not executed. Consequently, the \(R\) is the maximum of the five reward values as follows:

\[
R = \max(R_{\text{no-change}}, R_{\text{non-compilable}}, R_{\text{compilable}}, R_{\text{plausible}}, R_{\text{correct}}) = \max(s_0, s_1, s_2, s_3, s_4) \tag{1}
\]

where \(s_i \in \{0, 1, 2, 3, 4\}\) are five scaling parameters that control the range of the reward values. The scaling parameters of \(s_i\) define a configuration space that is controlled by end-users of RewardRepair. Additionally, those reward values must fulfill the following constraint:

\[
R_{\text{no-change}} < R_{\text{non-compilable}} < R_{\text{compilable}} < R_{\text{plausible}} < R_{\text{correct}} \tag{2}
\]

where the higher reward value represents the better quality of the generated patch.

Given the cross-entropy \(L\), the loss function of RewardRepair \(L_{\text{RewardRepair}}\) dynamically reweights \(L\) with respect to the discriminator’s reward signal \(R\), which encodes the quality of the generated patch. We follow \([48, 71]\) to formulate RewardRepair loss function as a scaling of the cross-entropy, as follows:

\[
L_{\text{RewardRepair}} = (1 - R) \ast L \quad (\text{where } R < 1) \tag{3}
\]

The reward modulator \((1 - R)\) constrains the domain of \(R \in (-\infty, 1)\), as it is meaningless for the objective function to minimize a negative loss. In this formulation, the syntactic cross-entropy at the token-level is combined with the semantic reward at patch-level, embedding compilation and execution knowledge deep into the neural model. It mitigates the limitations of only considering cross-entropy loss in program repair tasks and solves the problem discussed in Section 2.3.

For low-quality patches, RewardRepair assigns a penalty, i.e., negative reward value, to increase the original cross-entropy loss \(L\). Thus the domain for \(R_{\text{no-change}}, R_{\text{non-compilable}} \in (-\infty, 0)\). On the contrary, for the high-quality patches, RewardRepair scales down the original \(L\) by assigning positive reward values for \(R_{\text{compilable}}, R_{\text{plausible}}\), and \(R_{\text{correct}}\) to encourage the model. The domain for these three reward values is \([0, 1]\). Based on Equation 3, the higher the reward, the smaller computed loss is back-propagated into the neural model. The extreme case is the highest reward value approximate to 1, where the RewardRepair loss goes close to 0. This indicates that the generated patch is likely correct and the network should not be changed.

### 3.5.3 Algorithm

Algorithm 1 presents one step of semantic training. Given the encoded buggy \(b\) and context code \(c\) (line 2 and 3), the patch generator \(G\) generates a candidate patch (line 5). Then, the cross-entropy loss \(L\) is computed by comparing the distribution between the ground truth patch \(p\) and the generated patch \(q\) (line 6), where the \(x\) indicates the index of tokens. The discriminator provides a reward \(R\) based on generated patch \(q\) and the corresponding program compilability and test execution information (line 7).

Lastly, RewardRepair combines the cross-entropy loss at token-level and reward value at patch-level to form RewardRepair loss (line 8), which encodes the program-specific knowledge.

### 3.6 Inference

At inference phase, for a given suspicious statement found by fault localization tools (e.g., Ochiai [1]), RewardRepair represents it with two sequences of tokens: one for the suspicious statement, the other one for its context (see Section 3.3). Those tokens are given to the patch generator of RewardRepair, previously trained as explained in Sections 3.4 and 3.5. As RewardRepair is configured by the inference beam size \(n\) (see \([8, 22]\)), it outputs the \(n\) best patches for that suspicious statement. RewardRepair can be used with any fault localization technique in real-world bug repair tasks, as shown by \([4]\).

### 3.7 Implementation

We implement RewardRepair’s patch generator with the state-of-the-art Transformer based architecture \([46]\) from Hugging Face. RewardRepair is trained with 15 syntactic training epochs and 4 semantic training epochs. For hyper-parameters configuration, we use a vocabulary size of 32 128. We configure RewardRepair to take a maximum of 512 input tokens from buggy and context code, and generate a patch with a maximum of 100 tokens. The learning rate sets to \(1e^{-4}\) for both syntactic and semantic training. We configure reward scaling values \(s_i \in \{0, 1, 2, 3, 4\}\) respectively to \([-0.4, -0.2, 0.2, 0.4, 0.6]\) for the best experiment result. The encoder and decoder consist of 6 layers. RewardRepair is configured by a beam size of 200 and outputs the 200 best patches per bug. We consider the beam...
4 EXPERIMENTAL METHODOLOGY

In this section, we describe our methodology for evaluating RewardRepair by defining three research questions and how we propose to answer them.

4.1 Research Questions

- RQ1 (comparison with other tools): To what extent is RewardRepair effective at repairing bugs compared with the state-of-the-art repair approaches?
- RQ2 (compilable rate): To what extent does RewardRepair improve the compilability of generated patches?
- RQ3 (impact of semantic training): To what extent does semantic training improve the effectiveness of RewardRepair?

4.2 Dataset

Recall that we need three datasets for syntactic training, semantic training, and testing.

We have common criteria for both training and testing datasets: 1) all datasets are composed of bug-fix patches; 2) we focus on single-hunk patches, where the patch is confined to a single contiguous chunk of code, at a single location, per previous work [8, 30, 32]; 3) we discard patches that do not make program behavior differences, e.g., those with only changes in comments or logging.

Next, we have specific requirements per dataset. Table 1 shows the dataset of patches that we use for training and evaluating RewardRepair. The first column indicates the phase where each dataset is used. The second column gives the requirements for each dataset. The third column gives the source of the dataset and the fourth column indicates the number of patches in this dataset.

For example, as shown in the first row, RewardRepair is syntactically trained with data from three different sources, CoCoNuT [35], MegaDiff [44] and CodRep [9].

As aforementioned in Section 3, the selection criteria for semantic training dataset are: 1) to be able to compile the patched program; 2) to run the test cases on the patched program; 3) to be able to automatically generate tests to specify the expected program behavior. All criteria are met for 123 single-hunk bugs of the Bears dataset [36], for which some available RGT tests were generated by previous research [67]. It is to be noted that those criteria are very strong, and neither CoCoNuT [35], MegaDiff [44] nor CodRep [9] meet them, in particular, the patched program cannot be compiled.

To test RewardRepair, we use well-accepted datasets from program repair research [11, 33, 37, 68]: Defects4J [23], Bugs.jar [49], and QuixBugs [31]. For all those bug datasets, the requirements of compilation and test execution are met. In line with the most recent work [76], we also consider the bugs of Defects4J version 2.0. After filtering single-hunk bugs, we use 120 bugs from Defects4J (v1.2) and 257 additional new bugs from Defects4J version 2.0 denoted as Defects4J (v2.0) in our paper. We use the same single-hunk bugs criteria for Bugs.jar and QuixBugs.

4.3 Methodology for RQ1

In RQ1, we compare RewardRepair against the state-of-the-art neural repair approaches: CURE [22], Recoder [76], CoCoNuT [35], and other approaches [21, 32, 38, 50, 51, 63, 64, 66, 73]. Per previous studies [22, 35], we take the quantitative results from the literature. We run RewardRepair under two fault localization modes. First, we use spectrum-based fault localization with Gzoltar [47] per previous work [29, 66]. Second, we assume that the fault has been localized, an evaluation technique known as perfect fault localization and extensively used in recent work [22, 33, 35].

We compute the two traditional APR performance metrics for each testing dataset: 1) the number of bugs that are correctly repaired. In our paper, a patch is deemed correctly repaired if it meets either of the two following criteria: it is identical to the developer patch, or it is considered as correct by manual analysis done by at least two authors; 2) the number of bugs that can be uniquely repaired by individual repair approaches.

4.4 Methodology for RQ2

In RQ2, we calculate the compilable rate of RewardRepair. As compilable rates were reported in SequenceR [8], CoCoNuT [35] and CURE [22], we use the same benchmarks Defects4J (v1.2) and QuixBugs as they do, and compare against the numbers reported in the original papers. We also follow the existing work [22] and compute the compilable rate depending on the beam size. We report on beam sizes in 30, 100 and 200. We do not consider larger beams due to the limitations of our available GPUs.

4.5 Methodology for RQ3

In RQ3, we conduct an ablation study with the goal of measuring the effect of semantic training. To understand the contribution of semantic training, we compare the effectiveness of RewardRepair considering: 1) only syntactic training; 2) both syntactic and semantic training. For doing this study, we apply the same protocol as the one used for responding to the RQ1. We conduct manual analysis on the unique bugs that are only repaired by including semantic training and present the most interesting categories on repair action changes.

5 EXPERIMENTAL RESULTS

5.1 RQ1: Comparative Study with Other Repair Approaches

| Phases          | Requirements                  | Name & Source          | #Patches |
|-----------------|-------------------------------|------------------------|----------|
| Syntactic training | Tokenization                  | CoCoNuT [35]           | 3,241,966|
|                  |                               | MegaDiff [44]          | 240,306  |
|                  |                               | CodRep [9]             | 24,969   |
| Semantic training | Tokenization, Compilation Developer and RGT Tests | Bears [36] | 123  |
|                  |                               | Defects4J(v1.2) [23]   | 120      |
|                  |                               | Defects4J(v2.0) [23]   | 257      |
|                  |                               | Bugs jar [49]         | 490      |
|                  |                               | QuixBugs [31]         | 34       |

Table 1: Datasets used for the different steps of our experiment.
Table 2: Comparison of RewardRepair against the related work, the numbers from the related work are filtered by single-hunk bugs. Across all benchmarks, RewardRepair correctly fixes 207 bugs and uniquely fixes 121 ones. We use 4 testing benchmarks to maximize generalizability.

Table 2 shows the patch generation results of RewardRepair and 12 other APR approaches on four benchmarks: the two versions of Defects4J, Bugs.jar and QuixBugs. The numbers are the correctly repaired bugs by each APR approach. The results are those reported in the literature, by the authors of the tool or by subsequent comparative experiments [33, 68]. A '-' indicates that the APR approach has not been evaluated on the considered benchmark, to the best of our knowledge. Note that the first seven APR approaches were executed with spectrum-based fault localization (FL), where the later approaches assumed perfect FL. We measure RewardRepair’s effectiveness with both spectrum-based and perfect FL. Next, we focus on the comparison under perfect FL as the most state-of-the-art techniques only report effectiveness with perfect FL.

### Repaired bugs

Overall, RewardRepair is able to correctly repair 45 of 120 bugs on Defects4J (v1.2), 45 of 257 bugs on Defects4J (v2.0), 97 of 490 bugs on Bugs.jar and 20 of 34 bugs on QuixBugs benchmark. From these results, we make the following observations.

- **RewardRepair** outperforms all APR approaches in two benchmarks: Defects4J (v2.0) and Bugs.jar. RewardRepair sets new baselines of repaired bugs for these two benchmarks. While the majority of APR papers showcase bugs from version 1.0 or 1.2 of Defects4J, Listing 2 gives the correct RewardRepair patch for a Defects4J (v2.0) bug: `JacksonDatabind_57`. As shown, RewardRepair succeeds in reusing the surrounding variables `offset` and `length` to construct the parameter list for overridden method `createParser`. Recoder [76], which is so far the best tool evaluated on Defects4J (v2.0) fails at repairing this bug.

- In addition, RewardRepair achieves the top-2 performance on Defects4J (v1.2) and QuixBugs benchmarks. RewardRepair performs better than all APR approaches on Defects4J (v1.2) but Recoder. Regarding Recoder’s performance on Defects4J (v1.2), we analyze the bugs that cannot be repaired by RewardRepair. We find that three bugs (`Closure-14`, `Closure-104`, and `Closure-118`) require fixing tokens outside the considered buggy class and three bugs (`Lang-26`, `Lang-43` and `Closure-33`) require fixing tokens outside the context code scope as implemented by RewardRepair. This analysis suggests that RewardRepair could achieve better performance by enlarging the context code scope. Regarding CURE’s performance on QuixBugs, the reason is likely the beam size: recall that CURE generates 10,000 candidate patches for each bug, while RewardRepair generates 200 patches per bug. As shown in previous research [55], a larger beam size leads to more correct patches.

### Uniquely repaired bugs

Let us now focus on the last row of Table 2, which gives the number of uniquely repaired bugs by RewardRepair. RewardRepair respectively repairs 5, 34, 78 and 4 unique bugs for Defects4J (v1.2), Defects4J (v2.0), Bugs.jar and

```java
Listing 3: RewardRepair patch for Closure-1 from Defects4J(v1.2), identical to the developer patch.

```
QuixBugs, all of which were never repaired by any other APR approaches in the literature. This shows RewardRepair complements all the existing works on the four considered benchmarks.

Figure 2 gives the detailed uniqueness analysis on Defects4J (v1.2) with the state-of-the-art APR approaches. We give the exact results for the most recent neural repair approaches (CoCoNuT, CURE, and Recoder). We combine the rest of the top-ranked related work in a unique bin for sake of readability. As shown, RewardRepair fixes 5 unique bugs compared with the other APR approaches on Defects4J (v1.2). Notably, they come from three different Defects4J projects (Closure, Lang and Math) showing that the additional learned knowledge is not specific to one single domain.

Listing 3 gives the RewardRepair patch for Closure-101, which can only be fixed by RewardRepair. This is a patch with an addition of an if block, including the code of the then statement. RewardRepair learns the if condition from the given context code. While pattern-based repair is able to synthesize conditions (e.g., TBar [32]), no pattern-based repair systems have this complete if/then/return pattern. The recent neural repair models, CoCoNuT and CURE, do not generate this patch, we suspect that with a strict token-based cross-entropy optimization, Recoder does not learn such a complex patch structure. RewardRepair is the first to produce this addition-only patch based on a non-trivial if/then/return structure.

Generalizability. Durieux et al. [11] revealed the phenomenon of “benchmark overfitting” in program repair, meaning that performance results reported in the APR literature do not generalize to other benchmarks. The main reason is that APR approaches were typically evaluated in a single dataset, in particular, Defects4J (v1.2) in Java evaluation. RewardRepair is evaluated on four benchmarks in order to maximize the generalizability of our claims. To our knowledge, this is one of the experiments with the largest number of testing benchmarks used for assessing the proposed repair approach.

Answer to RQ1: RewardRepair correctly fixes 45, 45, 97 and 20 bugs on the considered Java benchmarks Defects4J (v1.2), Defects4J (v2.0), Bugs.jar and QuixBugs, respectively. There are 121 unique bugs that are repaired by RewardRepair for the first time ever w.r.t. the APR literature. The external validity of our results is founded on 4 testing benchmarks.

### Table 3: Average compilable rates of the Top-K candidate patches in Defects4J(v1.2) and QuixBugs. '-' indicates data unavailability.

| Model        | Top-30 | Top-100 | Top-200 |
|--------------|--------|---------|---------|
| SequenceR [8] | 33%    | -       | -       |
| CoCoNuT [35] | 24%    | 15%     | 6%-15%  |
| CURE [22]    | 39%    | 28%     | 14%-28% |
| RewardRepair | 45.3%  | 37.5%   | 33.1%   |

Table 3 shows the average compilable rates of the top-k candidate patches in Defects4J (v1.2) and QuixBugs. '-' indicates data unavailability.

5.2 RQ2: Improvement of Compilable Rate

Table 3 shows the average compilable rates of the top-k candidate patches where k relates to the beam size. For sake of a fair comparison, we use the same methodology as Jiang et al. [22] and we combine Defects4J (v1.2) and QuixBugs together (our appendix website gives the results per benchmark [12]). We provide ranges for CoCoNuT and CURE regarding the top-200 results due to data unavailability: the range is the bracket [top-100, top-1000] of compilable rates as reported in the original paper of CURE [22].

Notably, the compilable rate of RewardRepair outperforms the three considered approaches CURE, CoCoNuT and SequenceR for all beam size configurations. In the best case, RewardRepair achieves a compilable rate of up to 45.3%, which is the highest among the three considered beam sizes. Next, we see that the compilable rate of RewardRepair decreases when we increase the beam size, this result is consistent with the ones of CURE and CoCoNuT. Since the beam enumerates by decreasing probability, it suggests that the learned neural model does capture compilability and favors it.

Recall that the key contribution of CURE [22] is to introduce two strategies to increase the patch compilable rate of NMT based neural repair models: valid-identifier checker strategy and length-control strategy. Both strategies work in the inference phase, by filtering out the invalid tokens in the Java code or patches that are not close in length to the buggy code. This means that CURE does not embed program-specific knowledge in the neural network. On the contrary, RewardRepair learns this knowledge during semantic training. That is if an invalid identifier is used during semantic training and results in a non-compilable patch, RewardRepair punishes the patch by increasing the loss. Beyond identifiers, RewardRepair is also able to learn other grammar knowledge during semantic training, such as structure and typing constraints related to the domain classes.
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patches.

| Reason                                      | No. Failures |
|--------------------------------------------|--------------|
| cannot find symbol                         | 606          |
| illegal start of expression                | 329          |
| no suitable method constructor found for...| 132          |
| incompatible types                         | 123          |
| not a statement                            | 102          |
| “;” expected                               | 76           |
| unreachable statement                      | 63           |
| case, default, or ] expected               | 59           |
| incompatible types                         | 56           |
| method X in class Y cannot be applied to given types | 53   |

Table 5: Ablation study w.r.t correct patches.

| Model                          | D4J(v1.2) | D4J(v2.0) | Bugs.jar | QuixBugs | Total |
|-------------------------------|-----------|-----------|----------|----------|-------|
| RewardRepair (Syntactic)     | 42        | 40        | 93       | 18       | 193   |
| RewardRepair (Syntactic-Semantic) | 45        | 45        | 97       | 20       | 207   |

Table 5 shows the results of the ablation study w.r.t semantic training and semantic training of RewardRepair.

Add if conditions                   1852      2316
Method invocation                 1040      1352
Add return statement              1123      1554
Ternary operator for null checking     0   221

Table 6: Examples of repair action differences between syntactic training and semantic training of RewardRepair.

(a) Buggy line

- this.dataset = dataset;

(b) Two non-compilable patches by syntactic training

+ .setDataSet(dataset) // patch 1

+ .setDataSet( ); // patch 2

(c) Correct compilable patch by semantic training

+ setDataset(dataset);

Listing 5: Bug Chart-12 only fixed by semantic training

and the range of interquartile values (boxes). We explain this by statistical sampling (sampling 30 items yields less stable results than sampling 200). However, it may also be that the compilable rate does change significantly for some bugs. This latter explanation is supported by the fact that there is a clear difference in compilable rate depending on the project (Lang patches compile much more than Time patches). This latter phenomenon – the compilable rate significantly varying over projects, in the worst case being 0% – is a yet unknown limitation of neural program repair and suggests more future research on this to increase the compilable rate in a more uniform way.

Answer to RQ2: For all considered beam sizes, RewardRepair improves the compilable rate over the state-of-the-art. Over all benchmarks, RewardRepair reaches up to 45.3% of compilable patches (approximately one out of two patches compile), showing that the RewardRepair neural model has captured important information w.r.t. compilation.

5.3 RQ3: Impact of Semantic Training

Table 5 shows the results of the ablation study w.r.t semantic training. Per the same protocol as RQ1, the considered metric is the number of correct patches. The first row shows RewardRepair’s effectiveness with only syntactic training, the second row shows RewardRepair with both syntactic and semantic training. For example, RewardRepair with only syntactic training generates 42 correct patches on Defects4J (v1.2), and RewardRepair with semantic training generates 45 correct patches. Overall, the addition of semantic training after syntactic training does yield more correct patches on all considered benchmarks. This shows that semantic training addresses the limits of syntactic training, and the improvement is not tied to specific benchmarks.

To better understand the effectiveness of semantic training, we manually analyze those unique bugs that are only generated by RewardRepair by including semantic training (and not generated with pure syntactic training). This leads to an analysis of 14 800 patches (7 400 candidate patches by syntactic training and 7 400 patches by semantic training).
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Answer to RQ3: Our ablation study shows semantic training of RewardRepair contributes to improving the overall effectiveness in terms of correctly fixed bugs.

6 DISCUSSION
6.1 Impact of Inference Beam Size
We investigate the impact of beam search size in the inference time, and our experiment shows a bigger beam size indeed leads to more correct patches generated, which confirms the study of Tufano et al. [56]. We provide the results of configuring beam size as 500 in our online appendix repository [12].

6.2 Threats to Validity
A threat to external validity relates to whether the performance of RewardRepair generalizes to arbitrary programming languages. Per the standards of the field, our approach has been tested in one language (Java) and the evaluation is carried out on established benchmarks. In principle, our approach can be applied to other programming languages and datasets. A threat to internal validity relates to the hyper-parameter configuration we adopted. To ensure replicability and extension, we make all the source code and results publicly available for future research [12].

7 RELATED WORK
7.1 Automatic Program Repair
A decade of research has generated a rich body of work on automatic program repair [14, 43]. We have already discussed neural repair approaches [5, 8, 19, 22, 30, 35, 55, 56, 76] in Section 2. These approaches only use the syntactic cross-entropy loss objective, which poses a discrepancy between the training objective of generating compilable correct patches and the loss criterion. The key novelty of RewardRepair is the discriminative model to capture the compilation and execution knowledge during model training and backpropagation.

We mentioned generate and validate (G&V) program repair approaches in RQ1 (Section 5.1). Other notable G&V systems include [6, 15, 38, 73]. Moreover, the third line of research is about synthesis-based repair [13, 26, 39, 40, 52, 65, 66] which converts the search problem to a satisfiability problem. All these approaches often work by extracting a repair constraint typically via symbolic execution incorporated with human knowledge for patch generation. On the contrary, RewardRepair automatically learns such fix operators, language grammar and semantics from the training corpus.

In the field of APR, the recent work of Jiang et al. [22] is the most closely related to ours, also focusing on the non-compilable patch problem. They address this problem by employing a valid-identifier checker in the inference stage to filter invalid tokens. However, many reasons could lead to a non-compilable patch, and the presence of invalid identifiers is only one of them. Our approach is fundamentally different: 1) RewardRepair works at training time and not at inference time; 2) RewardRepair is based on the actual compilation and test execution of training patches; 3) RewardRepair encourages syntactic diversity while CURE encourages patches similar to the buggy code (the length-control strategy in CURE).

7.2 Discriminators for Machine Learning on Code
Several works propose deep learning on code based on a discriminator [2, 20] where the discriminator provides a loss that solves the discrepancy between the generated and real distributions of the object under study, as pioneered by generative adversarial networks (GAN) [17]. Harer et al. [20] propose an adversarial learning approach to solve software vulnerabilities. Alhefdhi et al. [2] leverage a similar GAN architecture to suggest repairs that are as close as possible to human-written repairs. RewardRepair shares the concepts of employing a traditional NMT model as a generator, and of replacing the cross-entropy loss with the feedback from a discriminator. The key difference between this related work and ours is that our discriminator uses execution information, through compilation and test execution.

7.3 Improving Backpropagation
Past research has improved the cross-entropy loss based on domain-specific knowledge. In neural machine translation, Zhang et al. [74]
show the limitation of considering cross-entropy loss and its tendency to overcorrect synonymous words and phrases. To relieve the problem, further research [34, 74] proposed to combine cross-entropy loss and add translation evaluation at the sentence level. In object detection, Ryoo et al. [48] proposed AnchorLoss to dynamically re-scale the cross-entropy based on prediction difficulty. Loss scaling is a technique used in floating-point optimization, consisting of scaling up the loss value up before the start of backpropagation [42, 75].

7.4 Training based on Execution

Recently, semantic information has been used in program synthesis tasks. Chen et al. [7] and Gupta et al. [18] propose execution-guided synthesis leveraging the semantics of the language. These approaches execute a partial program to obtain intermediate states to guide program synthesis. Wang et al. [60] use dynamic information from execution to measure semantic redundancy between student programs. Meshbah et al. [41] extract compiler diagnostic information as an input source for repairing compilation errors. As in our work, these approaches use execution information as an additional input for the considered model. The key difference is that none of them employ the execution information as a reward signal to update the neural network weights through backpropagation. Wang and colleagues [59, 61] leverage the full execution traces to learn neural semantic program embeddings. These related works improve the code representation based on semantic information. Our novelty is not on the representation, but on the training objective improvement, which is not addressed in [59, 61].

8 CONCLUSION

We have presented a novel neural program repair model RewardRepair based on compilation and test execution. The key idea is to employ a discriminative model to provide a reward signal on the generated patches according to the actual execution outcome. This signal modulates the purely syntactic cross-entropy loss function in what we call semantic training. We have conducted an extensive empirical evaluation, including a comprehensive experiment on the widely used benchmark Defects4J, Bugs.jar and QuixBugs. Our empirical evaluation, including a comprehensive experiment on the backpropagation process to improve neural program repair.
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