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Recent developments of the sources of intense and ultrashort X-ray pulses stimulate theoretical studies of phenomena occurring on ultrafast timescales. In the present study, spin-flip dynamics in transition metal complexes triggered by sub-femtosecond X-ray pulses are addressed theoretically using a density matrix-based time-dependent configuration interaction approach. The influence of different central metal ions and ligands on the character and efficiency of spin-flip dynamics is put in focus. According to our results, slight variations in the coordination sphere do not lead to qualitative differences in dynamics, whereas the nature of the central ion is more critical. However, the behavior in a row of transition metals demonstrates trends that are not consistent with general expectations. Thus, the peculiarities of spin dynamics have to be analyzed on a case-to-case basis.

I. INTRODUCTION

Novel light sources such as High Harmonics Generation (HHG) and X-ray Free Electron Laser (XFEL) are steadily improving in terms of increasing intensity, energy and shortening pulse duration and temporal resolution down to attoseconds.¹⁻³ Such an advance allows one to study electron dynamics on a few femtosecond and subfemtosecond timescales.¹⁻³ The key point is the preparation of a superposition of quantum states by pulses, which have a broad linewidth in the frequency domain. This non-stationary superposition then coherently evolves in time. Examples of such behavior were demonstrated experimentally and reinforced theoretically for the different cases of charge migration.⁵ Due to their ultrafast character, the early electron dynamics appear to be almost isolated from nuclear motion and other effects taking place at longer times.

Another kind of coherent dynamics reported recently and considered in this paper is the spin dynamics initiated by X-ray light.⁶⁻¹⁰ Its principle is briefly illustrated in Fig. 1(a) showing the many-body state patterns without (Spin–Free (SF)) and with (Spin–Orbit (SO)) strong Spin–Orbit Coupling (SOC), which is characteristic for core-excited states. Initially, only the spin-allowed transitions with ∆S = 0, i.e., between green and red SF states, are occurring upon light absorption. It was shown that the creation of a core-hole in 2p orbitals, i.e., the L₂,₃-edge absorption, in transition metal complexes is followed by the mixing of states with different spins evolving in time. For certain pulse characteristics, this process leads to a spin-flip, taking place within about a femtosecond, which is extremely fast compared to the conventional spin-crossover times, taking, as a rule, more than 50 fs.¹²⁻¹⁴ However, in exceptional cases, it may take notably less time.¹⁵ Since SOC for the deeper holes with non-zero angular momentum is in general much larger than in the valence band, simulating dynamics initiated by high-energy photons is of interest.

From the general viewpoint, the ultrafast spin-flip should occur when a superposition of states with 2p₃/₂ and 2p₁/₂ core holes is effectively prepared by excitation with a broadband pulse. Thus, one can expect this process to be purely dictated by the properties of these core holes, with the chemical environment and the details of the pulse characteristics being less relevant. However, previous works concluded that the carrier frequency and the width of the pulse are essential to trigger the efficient spin-flip transition. In particular, the creation of superposition of the 2p₃/₂ and 2p₁/₂ core holes was not always a prerequisite for such a spin transition to occur. Moreover, the peculiarities of the dynamics were discussed only for one particular system - hexaaqua iron (II) complex [Fe(H₂O)₆]²⁺, where a sub-femtosecond transition from quintet to triplet states has been observed. Therefore, the question of the conditions for the efficient spin transition calls for additional study.

Figure 1. (a) Scheme of many-electron energy levels in the system without (left) and with (right) SOC. States of different spin are marked with red and blue colors; we additionally distinguish the “ground” states (green), which can be populated due to the finite temperature. The light pulse with carrier frequency Ω and bandwidth σ is shown in gray; it prepares the superposition of the SOC states. (b) Population pattern of the core (C) and valence (V) states with spins Sg and Sf enabled by the light absorption (Abs.), stimulated emission (SE), and SOC (VSOC). The style of arrows corresponds to the primary, secondary, and tertiary processes.
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The central question of this article is how the nature of the excited metal atom and its chemical environment (coordination sphere) influences the dynamics and the spin-flip yield. Focusing on the transition metal (Ti, Cr, Fe, Ni) complexes with different weak- and strong-field ligands, we deduce the compounds, from which one can expect significant changes in the populations of states with different spins, and discuss conditions, at which one can observe them.

The article is organized as follows: First, we present the theoretical method used in this work in Section II. Further, the logic behind the choice of the objects under investigation is explained in Section III and the essential parameters of the computation are presented in Section IV. The influence of ligands and the nature of the central metal on the dynamics are presented in Section V and are further analyzed in Section VI. Finally, the conclusions are given in Section VII.

II. METHOD

The approach we use for the study of the populations of spin states is the quite general density matrix-based Time-Dependent Restricted Active Space Configuration Interaction (TD-RASCI) described elsewhere. Since the whole process of interest lasts no more than few fs, nuclear motion is neglected in the calculation. The dynamics of an open system are described by the Liouville-von Neumann equation:

\[ \frac{\partial}{\partial t} \hat{\rho} = -i[\hat{H}, \hat{\rho}] + \mathcal{D}\hat{\rho}. \]  

If one writes the Hamiltonian operator in the basis of configuration state functions, it has the form

\[ \hat{H}(t) = \hat{H}_{\text{CI}} + \hat{V}_{\text{SOC}} + \hat{U}_{\text{ext}}(t). \]

Here, \( \hat{H}_{\text{CI}} \) and \( \hat{V}_{\text{SOC}} \) are the Configuration Interaction (CI) Hamiltonian, responsible for electron correlation effects, and the SO interaction part, respectively. The light field contributes to the Hamiltonian with the time-dependent light-matter interaction term \( \hat{U}_{\text{ext}}(t) = -\mathbf{d} \cdot \hat{E}(t) \) in the dipole approximation, where \( \mathbf{d} \) is a transition dipole matrix and \( \hat{E}(t) \) is an external electric field.

However, in practical applications to the spin-flip dynamics, the so-called SF basis \( \{ \Phi_i^{(S_i,M_{S_i})} \} \) is more convenient. These \( \{ \Phi_i^{(S_i,M_{S_i})} \} \) are the eigenfunctions of \( \hat{H}_{\text{CI}} \) and correspond to a particular spin \( S \) and its projection \( M_S \) onto the quantization axis and thus are the eigenfunctions of the \( \hat{S}_z \) and \( \hat{S}_\perp \) operators. The term \( \hat{V}_{\text{SOC}} \) couples different SF functions by SOC such that the eigenfunctions of \( \hat{H}_{\text{CI}} + \hat{V}_{\text{SOC}} \) are the linear combinations of SFs with different spin. The density matrix in the SF basis is given by

\[ \rho(t) = \sum_{i,j} \rho_{ij}^{(S_i,M_{S_i})}(t) \langle \Phi_i^{(S_i,M_{S_i})} | \Phi_j^{(S_j,M_{S_j})} \rangle. \]

Diagonal elements \( \rho_{ii} \) in such representation are the populations of the corresponding SF states \( | \Phi_i^{(S_i,M_{S_i})} \rangle \). For the simplicity of analysis, the values of state populations \( \rho_{ii} \) with the same total spin \( S \) have been summed

\[ P(S) = \sum_{S_z=S} \rho_{ii}^{(S_z,M_{S_z})}. \]  

We use the following notation for the different groups of states: \( P(GS) \) is the population of a single or several ground states with the spin \( S_g \) split by SOC and found in thermal equilibrium at finite temperature. \( P(S_f) \) is the population of the excited states with the same spin \( S_f \), which is also called the “main” spin below. \( P(S_f) \) is the population of the excited states with the “flipped” spin \( S_f \) different from that of the ground one. The mean value of the spin squared operator has been calculated in SF basis as

\[ \langle \hat{S}^2 \rangle = \text{tr}[\hat{\rho} \hat{S}^2] = \sum_i \rho_{ii} S_i^2 = \sum S \cdot P(S) \cdot S(S + 1) \]

and is used further as an integral characteristic of the spin-flip process.

For simplicity, the incoming electric field was chosen to be a single linearly-polarized pulse with a temporal Gaussian envelope

\[ \hat{E}(t) = A \hat{e} \exp(-t^2/(2\sigma^2)) \sin(\Omega t), \]

although the pulse trains are more efficient to induce spin-flip transitions. Here, \( A, \hat{e}, \Omega, \) and \( \sigma \) are the amplitude, polarization, and carrier frequency. The pulse width \( \sigma \) was chosen such as to cover a wide range of valence-core excitations; thus, it corresponds to the ultrashort pulse in the time domain.

Propagation of the density matrix according to Eq. (1) is performed in SF basis with the Runge-Kutta-Cash-Karp method of the 4(5) order of accuracy. In the initial density matrix, the states were populated according to the Boltzmann distribution: \( \rho_{ij}(0) = \delta_{ij} \exp(-E_i/(kT)) \). Neither Auger decay and photoionization nor coupling to the environment were taken into account in the present study for the simplicity of interpretation. Thus, we omit the dissipation operator in Eq. (1) for the current application, i.e., \( \mathcal{D} = 0 \). However, we note that such effects may matter for a general case. All the computations for the density matrix propagation are carried out employing the locally modified version of the OpenMOLCAS package.

III. INVESTIGATED SPECIES

In this study, we have focused on transition metal complexes as convenient objects to study the effect of chemical structure on the spin dynamics. These complexes exhibit states of different multiplicities that can be close in energy, as shown in Fig. 1. Their relative energies are governed by the interplay of the ligand field splitting and pairing (exchange) energy and depend on the position of the ligand in the spectrochemical series. In turn, SOC increases from left to right in the row of transition metals. Both effects influence relative stability and spin crossover properties.
When talking about the soft X-ray excitation of metal atoms, the electronic states relevant for such dynamics are of the $2p \rightarrow 3d$ type and are strongly dipole allowed, in contrast to the weaker $2p \rightarrow 4s$ ones. Depending on the number of electrons in the $d$-shell, the number of these states also varies because of the difference in the available $d$-holes for an excited $2p$ electron. Variation in the total number of accessible states may also strongly influence the spin dynamics, in addition to differences in SOC strength, and its impact has been studied here. Further, the $3p \rightarrow 3d$ transitions could also be relevant for observing spin-dynamics and seem to be more attractive as M-edge absorption requires less energetic radiation, but at the same time, SOC for the $3p$ holes is notably smaller than for the $2p$ ones. This type of transitions has also been considered in this paper.

Two main sets of compounds were studied, see Table I. The weak-field $d^6$ iron hexaaqua complex $[\text{Fe(H}_2\text{O)}_6]^2+$ with a quintet ground state is used as a reference as it has been recently studied and demonstrated an efficient spin-flip transition. The set I includes this hexaaqua iron (II) complex and its derivatives with the general formula $[\text{FeX}_n(\text{H}_2\text{O})_{6-n}]^{2+}$, where water molecules are partially or completely replaced by stronger ligands $X=\text{NH}_3$ ($n=1$ or 6), or even stronger CN$^-$ ligand ($n=1$). This set is intended to test the influence of ligand strength; complexes of set I are listed in Table II in the ascending order of the spectrochemical strength of ligands.

The second set comprises six-coordinated complexes $[\text{TiO}_6]^{8-}$ and $[\text{M(H}_2\text{O)}_6]^{8+}$ with M=Cr, Fe, Ni ordered by the SOC value or equivalently by their nuclear charge. The perovskite building block, $[\text{TiO}_6]^{8-}$ cluster, has been chosen because of its high relevance to many functional materials; besides, it resembles the reference $[\text{Fe(H}_2\text{O)}_6]^{2+}$ complex, also having a nearly octahedral coordination sphere of oxygen atoms. It is also interesting from the viewpoint of the number of possible singly-excited $2p^{-1}3d^1$ configurations as this number is quite small (Table II). The nickel complex, possessing an almost filled $d$-shell, also features the small number of relevant electronic configurations similar to Ti, but its SOC constant is larger by about a factor of three. The chromium complex has a more intricate electronic structure with the $d^3$ ground state, resulting in lots of excited states similar to the reference iron compound. A standalone compound, in some sense, is $[\text{Fe(CO)}_5]^0$. Due to the strong-field ligands, it has a singlet ground state, and the spin-state energetic pattern is substantially different from the other high-spin complexes.

### IV. COMPUTATIONAL DETAILS

All structures were optimized at the DFT level with the BLYP functional and cc-pVTZ basis set in Gaussian program package. A CASPT2 geometry optimization was performed for some of the structures (see Table I) that led to bond shortening, slight changes in oscillator strengths and insignificant variations in dynamics. Scalar relativistic effects were introduced via the Douglas-Kroll-Hess transformation in conjunction with the all-electron ANO-RCC basis sets of VTZP quality. The active space of 8 orbitals (three $2p$ and five $3d$) was found to give a good approximation and is used for all species except for the $[\text{Fe(CO)}_5]^0$. Full CI has been done for the $3d$ subspace (RAS2), while for the $2p$ subspace (RAS1), only one hole has been allowed. For $[\text{Fe(CO)}_5]^0$,
the $3d\sigma$ ($a'_1$), four $3d$ ($e'$ and $e''$), and $3d\sigma^*$ ($a''_1$) orbitals were added to the RAS2 as well as four $\pi^*$ orbitals to the RAS3 with only one electron allowed, resulting in 13 orbitals in the active space. The X-ray Absorption Spectrum (XAS) was calculated at the Restricted Active Space Self-Consistent Field (RASSCF) level of theory. Note that all the experimental spectra were shifted to be aligned with calculations for the computational consistency as opposed to the conventional way of doing vice versa.

The particular construction of basis functions and respective matrices in Eq. (2) has been done as follows. First, molecular orbitals were optimized in a state-averaged RASSCF procedure, where averaging over all possible electron configurations has been performed. These orbitals were kept frozen during the propagation. In order to include dynamic correlation, the CASPT2 and Restricted Active Space Second Order Perturbation Theory (RASPT2) methods have been used in specific cases. The SOC coupling matrix $V_{\text{SOC}}$ is computed by means of the state interaction approach implementing the atomic mean field integral method. It has proven itself to be a versatile tool for computing the $L_{2,3}$-edge absorption spectra calculations of transition metal complexes.

The respective calculations have been done with the OpenMOCAS program package. The width of the light pulse $\sigma$ was set to 0.2 fs in the time domain, see Eq. (6), for all simulations. The carrier frequency $\Omega$ was chosen to correspond to the center between the $L_3$ and $L_2$ bands, see Table I. The amplitude $A$ of the pulse was adjusted to ensure approximately the same depletion of the ground state in all simulations. The initial population of near-degenerate ground states in the high-spin complexes corresponded to the temperature of $T = 300$ K.

V. RESULTS

A. Influence of ligand strength

The influence of the ligand surrounding on the dynamics has been studied on the example of Fe$^{2+}$ complexes with H$_2$O, NH$_3$, and CN$^-$ ligands. Despite different positions in the spectrochemical series (especially that of H$_2$O and CN$^-$), all these complexes have a quintet ground state, see Table II. XAS for all members of the set represent dipole-allowed transitions from the $2p_{3/2}$ and $2p_{1/2}$ orbitals to the non-bonding $3d(t_{2g})$ and anti-bonding $3d\sigma^*(e_g)$ levels. Although one sees clear differences in the nature and energy of individual transitions between complexes, e.g., in the extent of spin-mixing, these differences are washed out upon lifetime broadening. Therefore, the XAS spectra of different species are fairly similar, showing only minor differences in the $L_3/L_2$ energy splitting as well as in the structure of the $L_3$ edge, see Fig. 2(a).

The spin-flip dynamics occurring in these complexes upon light excitation is illustrated in Fig. 2(b) and (c), where the time-dependent values of $\langle S^2 \rangle$ are presented. One can see that upon excitation, the expectation value $\langle S^2 \rangle$ first quickly drops from the value of $6h^2$, corresponding to the quintet state manifold, and then slower evolves after the pulse is over, exhibiting some oscillations. However, the final $\langle S^2 \rangle$ does not reach the triplet value of $2h^2$, evidencing a notable contribution from quintet states in the superposition.

Concerning the influence of ligands, the same statement as for XAS can also be made for the dynamics. It can be seen from a similar form of the respective $\langle S^2 \rangle$ curves as a function of time in Fig. 2(b) and (c) for two different pulses. These pulses have different carrier frequencies and amplitudes and thus involve different groups of states in the dynamics. For instance, the gray pulse (panel (c)), centered between $L_3$ and $L_2$, overlaps with the latter edge in energy, whereas the orange pulse (panel (b)) barely touches it. This fact explains the larger yield of triplet states in the case of the gray pulse. Comparing the curves for different ligands, one can conclude that, at least for short pulses (broad in energy), the smearing of the fine details of the electronic structure occurs, leveling the differences due to ligands. Summarizing, the relatively small changes in the chemical environment, which do not lead to a change in the spin of the ground state or qualitative differences in the order of electronic states, cannot be used to tweak the character of the spin-flip dynamics.

To consider a qualitatively different case, we now address the results for [Fe(CO)$_3$I$^0$. For this complex, all ligands have a strong field, and, in contrast to [Fe(H$_2$O)$_3$(CN)]$^-$, this results in the low-spin singlet ground state. [Fe(CO)$_3$I$^0$ spectrum is less consistent with the experiment than that of the [Fe(H$_2$O)$_6$]$_2^{2+}$ species (see Fig. 3(a)) as the SOC splitting is underestimated by 2-3 eV, but main spectral features can be

Figure 2. (a) Calculated XAS of the reference complex [Fe(H$_2$O)$_6$]$^{2+}$ and complexes from set 1, see Table II (b) and (c) Time evolution of the $\langle S^2 \rangle$ for these complexes for two different pulses; their characteristics are given in the respective panels, and filled curves depict the time envelopes. The centers of the corresponding excitation bands in the frequency domain are also depicted in panel (a) with two vertical lines. The amplitude has been selected to give a comparable depletion of the ground state.
The influence of the central atom is studied on the example of complexes from set 2, see Table I. In the upper row of Fig. 4, the calculated $L_{2,3}$ absorption spectra are presented. Overall, a reasonably good agreement with the experiment is reached already at the RASSCF level of theory. For [Cr(H$_2$O)$_6$]$^{3+}$ spectra, the CASPT2 correction has been calculated, but it did not give any significant improvement of the agreement. The SOC splitting between the $L_1$ and $L_2$ bands, as well as the ligand-field splitting within $L_3$ band, is well reproduced for all systems under study. The [TiO$_6$]$^{8-}$ spectrum is compared to the Ti $L_{2,3}$-edge XAS in SrTiO$_3$ [39] as a reference for the $d^0$ system in the octahedral field of oxygen atoms. It shows four clear peaks originating from the $2p_{3/2}d_{2g}$, $2p_{3/2}e_{g}$, $2p_{1/2}d_{2g}$, $2p_{1/2}e_{g}$ states. A somewhat similar multiplet configuration can be roughly recognized for other species of the row, but one sees an intensity redistribution and appearance of additional peaks due to the stronger multiclonfigurational character.

The first row in Fig. 5 depicts the decomposition of spectra in the spin multiplicity of final states (red and blue curves). Note that almost everywhere, the contributions from the states with “main” or “ground” spin $S_g$ (red) are higher than from the ones with the “flipped” spin $S_f$ (blue). The only exceptions are the $L_2$ band of [TiO$_6$]$^{8-}$ and the 712-727 eV region of [Fe(H$_2$O)$_6$]$^{3+}$ shown in Fig. 4 (a1) and (c1), respectively.

The spin dynamics of the set 2 are shown in the lower row of Fig. 4. The [TiO$_6$]$^{8-}$ compound features strong oscillations between the “main spin” and “flipped spin” states with a period of about 0.6 fs, which corresponds to 6.9 eV energy (Fig. 4 (a2)), correlating with the $L_3$/L$_2$ SOC splitting. It is caused by the relatively small number of states involved in the dynamics giving rise to the Rabi-like oscillations. Other complexes demonstrate the same trend, i.e. oscillations have the characteristic period inversely proportional to the value of SO multiplet energy separation $\Delta E[eV] = 4.14/|t| [fs]$. Along with the shortening of the oscillation period, their amplitude decreases in the row due to the increase of the SOC energy separation. In cases of chromium (Fig. 4 (b2)) and iron (Fig. 4 (c2)), the oscillations are damped slowly which is related to a huge number of involved states. Similar behavior has also been observed for the [Fe(CO)$_3$]$^{3+}$ (Fig. 5).

The prevailing population of states with the “flipped spin” (blue line in the lower row of panels in Fig. 4) is observed only in [TiO$_6$]$^{8-}$ and [Fe(H$_2$O)$_6$]$^{2+}$ complexes, whereas for [Cr(H$_2$O)$_6$]$^{3+}$ and [Ni(H$_2$O)$_6$]$^{2+}$ the spin of the ground state (red line) stays dominant. This behavior is also observed for the $S^2$ curves (dashed line). For the former two cases, the $S^2$ significantly deviates from the initial value and tends to the flipped value, namely singlet (0$^2$S) to triplet (2$^2$S) transition for [TiO$_6$]$^{8-}$ and quintet (6$^4$S) to triplet (2$^2$S) for [Fe(H$_2$O)$_6$]$^{2+}$. In turn, only a moderate spin transition can be seen for [Cr(H$_2$O)$_6$]$^{3+}$ (b2) and [Ni(H$_2$O)$_6$]$^{2+}$ (d2).

To summarize, there is no correlation between the efficiency of spin transition and the value of SOC, which is opposite to what can be anticipated from general considerations.

To strengthen this conclusion, one has to exclude the influ-
ence of the light pulse because the amplitude has been selected differently for different complexes. It seems natural that the pulse strength notably influences the different for different complexes. It seems natural that the pulse strength notably influences the experimentally observed yield of spin transition. Observed saturation takes place when the ground state population is almost completely depleted. These values of amplitude, at which the total population of the ground states GS drops below 0.1, were chosen for all the complexes to exclude the influence of the pulse strength possibly. In transition metal row, the characteristic A value increases as we excite in the center of L2,3-edge, meaning that stronger pulse is needed to overlap with more energetically distant transitions separated by SOC efficiently. As an example, note in Fig. 4(a) the growing prominence of oscillations with the increasing amplitude, witnessing an involvement of more distant L2/L3 groups of states.

Finally, the 3p → 3d excitations have been considered. The respective XAS spectra are given in Supplement. Although SOC is also notable in this case (SOC splittings are up to 6 eV in [Ni(H2O)6]2+), the Sg states are by far prevailing among the bright states and no spin-flip dynamics is observed. That is why this case will be not further discussed here.

VI. DISCUSSION

From the discussion in Sections V A and V B one can make three general observations. First, the qualitative character of the dynamics is only barely dependent on the chemical nature of ligands unless the electronic structure is altered completely. The examples are high-spin complexes of the set I, demonstrating a very similar behavior, and [Fe(CO)5]0, possessing the low-spin ground state and exhibiting a completely different energetic pattern of spin-states. Second, in contrast to expectations, the value of SOC splitting does not play a
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Figure 6. Force-directed graph, showing the clustering of the states of [Fe(CO)\textsubscript{5}]\textsuperscript{0} according to the transition-dipole and SOC coupling, see Eq. (7). Each node corresponds to one of the 3766 SF basis states \( \Phi_{ij}^{(S,M_S)} \): green – GS singlet states, red – excited singlet states, blue – excited triplet states. Large circles indicate states participating in the dynamics, i.e., having a notable maximal population; small circles correspond to the “spectator” states acquiring no population.

decisive role in the character of dynamics, as seen from the comparison of different metals. For instance, [Ni(H\textsubscript{2}O)\textsubscript{6}]\textsuperscript{2+} has the largest SOC constant in the considered series but does not show prominent spin-flip dynamics. On the other hand, [TiO\textsubscript{6}]\textsuperscript{8–} with its SOC constant being by a factor of three smaller, demonstrates intricate dynamics. Third, the critical point is the ratio between the SF states with different spins constituting the SOC-eigenstates. It can be seen from the XAS decomposition into \( S_g \) and \( S_f \) contributions in Figs. [3] and [4]. Indeed, a significant spin-flip was observed for titanium and iron compounds, where bright states with the prevailing amount of the \( S_f \) spin contributions are dominating in XAS for the high-energy flank of the \( L_3 \) and the whole \( L_2 \) edges. It means that at specific energy ranges more SF “flipped” states can be accessed by the excitation. For the 3\( p \) excitation, there are no such ranges, and spin-flip is not observed. However, a profound analysis going beyond these simple observations is complicated due to the vast amount of the electronic states which are coupled in an entangled way.

To shed light on the reasons for such behavior and attain a more mechanistic understanding, let us consider a somewhat simplified model, see Fig. [1b]. Assuming that we are working in the saturated regime (Fig. [3]) and thus can neglect the details of the incoming light pulse for simplicity, the dynamics are governed by two factors – strengths of the dipole transition and that of the SOC. Let us follow the density matrix evolution and namely, its diagonal elements in the basis of SF states. Initially, an entire population resides in the ground state and the lowest excited states, which are populated according to the respective Boltzmann factors, see Section IV. The light pulse couples these initial states with the core ones through the respective transition dipole \( \mathbf{d} \) matrix elements. Note that the spin quantum number is conserved \( GS \rightarrow S_g \) due to the spin selection rules. Reflecting this fact, in Fig. [4] the red line \( S_g \) rises simultaneously with the arriving pulse. In the SOC picture, states with strictly defined spin do not exist, as the spin quantum number is not conserved; thus, the predominant population of the \( S_g \) SF states corresponds to a non-stationary superposition of SOC eigenstates. After the initial population of the core-excited \( S_g \) states, all SF states get mixed regardless of their spin through \( V_{SOC} \). That is why the blue \( S_f \) line goes up parallel to the red one but after a short delay (see Fig. [4]). Once the pulse is switched off, the dynamics are governed solely by the elements of \( V_{SOC} \). This free dynamics is then determined by the populations accumulated during the pulse in the bright core-excited states with spin \( S_g \) and their SO coupling to other states with both \( S_g \) and \( S_f \).

Provided a large number of coupled states, we employ a concept widely used in the big data analysis to illustrate some trends. Let us start the discussion from the example of [Fe(CO)\textsubscript{5}]\textsuperscript{0} complex; see Fig. [6]. This figure is obtained with the NetworkX package\textsuperscript{[19]} implementing the force-directed graph drawing algorithm by Fruchterman and Reingold\textsuperscript{[20]} Here, each node corresponds to one of the 3766 SF basis states \( \Phi_{ij}^{(S,M_S)} \) and the color encodes their nature, e.g., ground as well as excited states with spins \( S_g \) and \( S_f \). The size of the nodes, in turn, denotes whether the state is involved in dynamics (we call it participating) or stays mainly unpopulated (spectator). The distances between nodes are optimized to minimize spring-like forces between them. If the pulse characteristics are left besides the discussion, the force \( (F_{ij} = -k_{ij}\Delta r_{ij}) \) between nodes \( i \) and \( j \) corresponds to the spring constant

\[
k_{ij} = c |(V_{SOC})_{ij}| + |d_{ij}|, \tag{7}
\]

where \( c \) is a factor governing the relative importance of the two couplings. It has been adjusted for visual clarity to illustrate the clustering of states. These two quantities in the sum are correlated to the degree of spin conversion. The dipole matrix identifies states which can be directly populated by the light absorption from the initial state manifold (which is denoted as green nodes in the figure). The subsequent dynamics is governed mainly by the strength of SOC. The combination of these two quantities allows considering the entangled effects together.

Looking at Fig. [6], one can notice the following peculiarities. According to the above criteria, the states group in two main clusters which are separated from each other and thus are connected neither by transition dipole nor by SOC. Inside both clusters, one can distinguish four subgroups. The red one corresponds to the singlet \( S_g \) excited states \( (M_S = 0) \); the three blue subgroups are triplet \( S_f \) states grouped by their \( M_S \) quantum number. Inside of the smaller subgroups, both \( \mathbf{d} \) and \( V_{SOC} \) contributions keep nodes together, whereas between them only the SO interaction is non-zero. This is due to the spin selection rules \( (\Delta S = 0, \Delta M_S = 0) \) for the dipole transitions, causing the blocked structure of \( \mathbf{d} \). Remarkably, the participating states (big nodes) are found only in the cluster, where the single ground state (green node) is entering. Thus, the second big cluster is completely excluded from the dynamics. Even in the former cluster, a relatively small amount of states (about 200 out of 1800) are populated during dynamics. The last important notice is that the amount of the
“spin-flipped” states in this participating cluster is larger than that of the spin-conserved ones.

The graphs for the other compounds of set 2 and the reference [Fe(H₂O)₆]²⁺ complex are presented in Fig. 7. For most of the species (apart from [Ni(H₂O)₆]²⁺), the states also group in two major clusters. [TiO₆]⁸⁻ (panel (a)), however, does not show subdivision according to the $M_S$ quantum number for the triplet states. For this complex, the overall number of states is the lowest among all systems. The singlet ground state enters only one cluster similar to [Fe(CO)₅]⁰. Analogously to the latter, the amount of triplet $S_f$ states is dominating over the $S_g$ singlet states. [Cr(H₂O)₆]³⁺ and [Fe(H₂O)₆]²⁺ systems shown in panels (b) and (c), respectively, demonstrate similar clustering. In these two cases, the $M_S$-components of the ground state are distributed between two major clusters, thus leading to the involvement of both groups of states into the dynamics. Therefore, almost all considered states are populated within the first femtosecond. This behavior should, however, depend on the temperature: for low temperatures, only one component of the ground state may be initially populated. Both clusters show a distinct splitting according to the $M_S$ quantum number. The difference between the two systems is the ratio between numbers of $S_f$ and $S_g$ states. The flipped states are prevailing in the case of [Fe(H₂O)₆]²⁺ and represent a minority in the case of [Cr(H₂O)₆]³⁺. [Ni(H₂O)₆]²⁺ is somewhat similar to [TiO₆]⁸⁻ since the total number of states is quite small. The three components of the ground state are also uniformly distributed throughout the cluster. The overall $M_S$ grouping is less pronounced but still can be seen in the central part of the panel (d). In contrast to other cases, the separation of states into two clusters is not present. One should also note the dominating number of the $S_g$ states.

Although the graphs given in Figs. [6] and [7] provide a convenient visualization of the connections between different states, they do not allow to make an unambiguous conclusion about the decisive factors, which could be used for the a priori assertion on the efficiency of spin flip for an arbitrary system. The only factor which seems to favor the efficient transition is the dominating number of spin-flipped states over the states with the ground state spin. Such a situation is observed for [Fe(CO)₅]⁰, [Fe(H₂O)₆]²⁺, and [TiO₆]⁸⁻, being efficient systems, and is not observed for [Cr(H₂O)₆]³⁺ and [Ni(H₂O)₆]²⁺, showing no prominent spin transition. As described for the case of set 2, this domination can be present in some energy ranges and be absent for the other. This fact, explains the dependence of the efficiency on the particular pulse characteristics used for the excitation, see Refs. [9][10]. In this respect, the proper pulse leading to spin transition should necessarily overlap with the spectral regions, where $S_f$ states dominate.
VII. CONCLUSIONS

This article represents an extension of the previous study of the ultrafast spin-flip dynamics in the core-excited states, which has been performed for a prototypical Fe$^{2+}$ complex.\(^{9,10}\) There, the occurrence of the spin transition within the time window of hundreds of attoseconds has been observed, being also dependent on the characteristics of the exciting X-ray light pulse. Here, we address the main question, what is the crucial factor, influencing the spin dynamics in terms of the yield of the spin-flipped states? For example, how central metal ion and surrounding ligands influence the extent of the transition. An intuitive answer can be suggested based on the two-level model, where the probability of the transition between states is proportional to the square of the coupling matrix element.\(^{17}\) In particular, the efficiency of spin-flip should be proportional to the SOC constant. Therefore, one expects the population transfer from states with the spin of the ground state $S_0$ to ones with a different spin $S_f$ to increase from left to right in the periodic table. However, the situation appears to be more complicated. Although the values of the SOC matrix $V_{\text{SOC}}$ responsible for $L_{2,3}$-splitting are indeed important, the number of the relevant states plays a decisive role. For instance, the SOC strength in [Ni(H$_2$O)$_6$]$^{2+}$ is three times larger than in [TiO$_6$]$^{8-}$, but the small number of the accessible spin-flipped $S_f$ states makes the whole process inefficient in the former case, while in the latter, the spin dynamics is much more prominent.

Importantly, the exciting pulse should overlap with the spectral regions where $S_f$ states dominate. Here, the decomposition of XAS provides a hint about how many states of different multiplicities are presented and what is the chance of having enough relevant states in order to observe a target effect. Relevant states are those that are coupled to the ground state by the dipole matrix elements either directly or indirectly through SOC.

The effect seems to be stable to moderate changes in the coordination sphere. For instance, the exchange of ligands situated close to each other in the spectrochemical series (e.g., H$_2$O and NH$_3$) does not lead to the qualitative changes in the rate and completeness of the spin dynamics. However, ligands can substantially change the electronic structure of the outer valence shell, altering the relative energetic stability of the spin states. It is observed for [Fe(CO)$_5$]$^0$, where the ground state spin is changed to a singlet in contrast to [Fe(H$_2$O)$_6$]$^{2+}$ with its quintet ground state.

In conclusion, the character and efficiency of the dynamics have to be analyzed on a case-to-case basis, as no general trends have been observed. We note that a crucial issue for the spin-flip yield is the rate of electronic and nuclear dephasing. On the example of [TiO$_6$]$^{8-}$ and [Fe(CO)$_5$]$^0$ systems, one observes the oscillations of $\langle S^2 \rangle$ with time, and the final spin should strongly depend on when the oscillations will be effectively damped due to decoherence. However, this issue requires further investigation.
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