Abstract. For many natural and engineered systems, a central function or design goal is the synchronization of one or more rhythmic or oscillating processes to an external forcing signal, which may be periodic on a different time-scale from the actuated process. Such subharmonic synchrony, which is dynamically established when \( N \) control cycles occur for every \( M \) cycles of a forced oscillator, is referred to as \( N:M \) entrainment. In many applications, entrainment must be established in an optimal manner, for example by minimizing control energy or the transient time to phase locking. We present a theory for deriving inputs that establish subharmonic \( N:M \) entrainment of general nonlinear oscillators, or of collections of rhythmic dynamical units, while optimizing such objectives. Ordinary differential equation models of oscillating systems are reduced to phase variable representations, each of which consists of a natural frequency and phase response curve. Formal averaging and the calculus of variations are then applied to such reduced models in order to derive optimal subharmonic entrainment waveforms. The optimal entrainment of a canonical model for a spiking neuron is used to illustrate this approach, which is readily extended to arbitrary oscillating systems.
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1. Introduction. The synchronization of interacting cyclical processes that evolve on different time-scales plays a fundamental role in many natural phenomena and engineered structures [1, 2]. The concept of synchronization is particularly significant to the study of biological systems [3, 4], which exhibit endogenous oscillations with periods ranging from milliseconds, such as in spiking neurons [5], to years, as in hibernation cycles [6]. All life on earth consists of rhythmic systems that are affected by other cyclical processes, such as the daily light and temperature changes that actuate circadian pacemakers [7], and the complex environmental cycles that drive plant growth [8]. Biological systems may also interact in networks of responsive dynamical units, such as the neurons that constitute circadian oscillators [9] and central pattern generators [10] in the brain, or communicating insects [11], for which even the simplest models can produce very complex dynamics [12].

The process of entrainment, which refers to the dynamic synchronization of an oscillating system to a periodic input, is significant in biology [13, 14, 15, 4], with particular relevance in neuroscience [16, 17, 18], and is also observed in reactive chemical systems [19, 20, 21]. The notion of entrainment is paramount for understanding rhythmic systems, as well as for controlling such systems in an optimal manner [22, 23]. Optimal entrainment also has compelling applications in clinical medicine, such as protocols for coping with jet lag [24, 25], clinical treatments for neurological disorders including epilepsy [26, 27], Parkinson’s disease [28], and tinnitus [29], and optimization of cardiac pacemakers [30]. Techniques for controlling the entrainment process can also be used in the design of vibrating mechanical structures [1, 31] and nanoscale electromechanical devices [32, 33] that require frequency control or phase locking, and can enable transformational technologies such as neurocomputers [34] and chaos communication [35]. Various phenomena such as noise-induced synchronization [36], time-scales in synchronization and network dynamics [37, 38], and transient phenomena [22, 39] have been examined.

Nonlinear oscillating systems are often studied by transforming the complex dynamic equations that describe their behavior into phase coordinates [40, 12], which
can also be experimentally established for a physical system when the dynamics are unknown [41, 42]. Such models have been studied extensively, with a particular focus on neural [40, 43] and electrochemical [19, 44, 45] systems. The reduction of a system model from a complicated set of differential equations to a simple scalar phase coordinate representation is especially compelling from a control-theoretic perspective because it enables a corresponding reduction in the complexity of optimal control problems involving that system. Optimal control of phase models has been investigated with various objectives, such as to alter the spiking of a single neuron using minimum energy inputs [46] with constrained amplitude [47, 48] and charge balancing [49, 50], as well as to control a network of globally coupled neurons [51]. Several studies have focused on optimal waveforms for entrainment using basic models [52, 23], and our recent work has resulted in optimal entrainment controls for general nonlinear oscillators that require no knowledge about the initial state or phase of the system [53], and can account for uncertainty in oscillation frequency [54]. These investigations have demonstrated that phase coordinate reduction provides a practical approach to the optimal control of complex oscillating systems.

Previous work on optimal control of the entrainment process has focused on the harmonic case, which corresponds to a one-to-one (1:1) relationship between the frequencies of the stimulus and oscillator. Many physical processes, however, undergo subharmonic $N:M$ entrainment, which transpires when $N$ cycles of the stimulus occur for every $M$ cycles of the oscillator [15]. Originally examined in the context of loudspeaker dynamics [55], subharmonic synchronization can emerge among weakly coupled oscillators [56, 57], and can be induced in forced or injection-locked oscillators to produce entrainment [58, 59]. Subharmonic locking phenomena are of interest in a wide range of fields, and neuroscience in particular. Applications exist in magnetoencephalography [60], the study of brain connectivity [61], dynamic neural regulation [62], as well as in the clinical treatment of epilepsy [28, 26, 63]. Subharmonic entrainment plays a central role in our understanding of human perception of beat and meter [64, 65, 66], as well as sound in general, and an ability to affect this phenomenon will lead to innovative therapies for tinnitus [29, 67]. Indeed, the functional connectivity of the cerebral cortex may be shaped by mutual entrainment of bursting neurons across multiple time scales in a coevolutionary manner [61, 68, 69]. Previous studies have found that subharmonic synchronization phenomena are ubiquitous in biological systems. In fact, respiration and heartbeat in human beings is typically entrained at a 1:4 ratio [70], and evidence exists that human sleep latency is entrained by the lunar cycle [71, 72], which is a 1:28 ratio. Other investigations have focused on engineering subharmonic locking in electronic circuits [73, 74], antenna systems [75], and voice coil audio systems [76, 77].

In this paper, we develop a method for engineering weak, periodic signals that achieve subharmonic entrainment in nonlinear oscillating systems without the use of state feedback. We apply the methods of phase model reduction, formal averaging, and the calculus of variations, which have been used in our previous studies on harmonic entrainment [53, 54, 39]. In addition to yielding optimal waveforms for entrainment using weak forcing, this approach allows us to approximate the entrainment regions called Arnold tongues whereby the frequency-locking characteristics of the controlled system are visualized [56, 52]. We have previously used such graphs to characterize the performance of optimal controls derived using the phase response curve (PRC) of an oscillator when it is applied for harmonic entrainment of the original oscillator in state space [54]. This crucial validation is extended to the methodology
that we apply here to the subharmonic case.

In the following section, we discuss the phase coordinate transformation for a nonlinear oscillator and various methods for computing the PRC. In Section 3, we describe how averaging theory is used to study the asymptotic behavior of an oscillating system under subharmonic rhythmic forcing, and in Section 4 we use the calculus of variations to derive the minimum-energy subharmonic entrainment control for a single oscillator with arbitrary PRC. In Section 5, a similar approach is applied to derive the control of fixed energy that produces the fastest subharmonic entrainment of a single oscillator. In Section 6, we formulate a result on minimum-energy subharmonic entrainment of ensembles of structurally similar nonlinear oscillators, and in Section 7 we study the dual objective of entraining the largest collection of such oscillators with a control of fixed energy. This is followed by Section 8, where we examine the performance of minimum energy subharmonic entrainment waveforms computed for the Hodgkin-Huxley model [78], as well as Section 9, where the convergence rate of the system subject to inputs for fast subharmonic entrainment is examined. Finally, in Section 10 we discuss several details and implications of this paper. Throughout the manuscript, important concepts are described graphically using illustrations as well as examples using the phase model of the Hodgkin-Huxley system, which is described in Appendix B, as a canonical nonlinear oscillator.

2. Phase models. The phase coordinate transformation is a model reduction technique that is widely used for studying oscillating systems characterized by complex nonlinear dynamics [19], and can also be used for system identification when the dynamics are unknown [79]. Consider a full state-space model of an oscillating system, described by a smooth ordinary differential equation system

$$\dot{x} = f(x, u), \quad x(0) = x_0, \quad t \in [0, \infty) \quad (2.1)$$

where $x(t) \in \mathbb{R}^n$ is the state and $u(t) \in \mathbb{R}$ is a control. Furthermore, we require that (2.1) has an attractive, non-constant limit cycle $\gamma(t) = \gamma(t+T)$, satisfying $\dot{\gamma} = f(\gamma, 0)$, on the periodic orbit $\Gamma = \{y \in \mathbb{R}^n : y = \gamma(t) \text{ for } 0 \leq t < T\} \subset \mathbb{R}^n$. In order to study the behavior of this system, we reduce it to a scalar equation

$$\dot{\psi} = \omega + Z(\psi)u, \quad (2.2)$$

which is called a phase model, where $Z$ is the phase response curve (PRC) and $\psi(t)$ is the phase associated to the isochron on which $x(t)$ is located. The isochron is the manifold in $\mathbb{R}^n$ on which all points have asymptotic phase $\psi(t)$ [80]. It is standard practice to define $\psi(t) = 0 \pmod{2\pi}$ when the first variable in the state vector $x$ attains its maximum over the orbit $\Gamma$. This is due to the significant role of mathematical neuroscience in the development of phase model theory. For models of neural oscillators, the first state variable often denotes the membrane potential, which exhibits spiking or relaxation behavior, so that $\psi(t) = 2\pi k$ for $k = 1, 2, \ldots$ occur concurrently with successive spikes. The conditions for validity and accuracy of phase reduced models have been determined [81, 82], and the reduction is accomplished through the well-studied process of phase coordinate transformation [83], which is based on Floquet theory [84, 85]. The model is assumed valid for inputs $u(t)$ such that the solution $x(t, x_0, u)$ to (2.1) remains within a neighborhood $U$ of $\Gamma$.

To compute the PRC, the period $T = 2\pi/\omega$ and the limit cycle $\gamma(t)$ must be approximated to a high degree of accuracy. This can be done using a method for determining the steady-state response of nonlinear oscillators [86] based on perturbation theory [87] and gradient optimization [88]. The PRC can then be computed by
integrating the adjoint of the linearization of (2.1) [40], or by using a more efficient and numerically stable spectral method developed more recently [89]. A software package called XPPAUT [90] is commonly used by researchers to compute the PRC. We employ a technique derived from the method of Malkin [91] in order to compute PRCs, for which details are given in Appendix C. The PRC of the Hodgkin-Huxley system with nominal parameters, along with the limit cycle, is shown in Figure 2.1.

3. Fundamental theory of subharmonic entrainment by weak forcing.

An essential objective in all entrainment applications is to force the frequency of an oscillator to a desired value. While this can be accomplished using any sufficiently powerful rhythmic signal, it is often desirable to do so using an input that consumes minimum energy, or satisfies another optimization objective. The harmonic (1:1) case constitutes the canonical entrainment problem, which was examined for arbitrary nonlinear oscillating systems in our previous work [53, 54]. The theory of subharmonic (N:M) entrainment that is presented here is a nontrivial extension of those results.

Our goal is to entrain the system (2.2) to a target frequency Ω using a periodic forcing control $u(t)$ of frequency $\Omega_f$, such that $M$ cycles of the oscillator occur for every $N$ cycles of the input. When such $N:M$ entrainment occurs, then the target and forcing frequencies satisfy $M\Omega_f = N\Omega$, so that the control input has the form $u(t) = v(\frac{N}{M}\Omega t)$, where $v$ is 2π-periodic. From here on, it is assumed that $N$ and $M$ are coprime integers. In addition, we adopt the weak forcing assumption, i.e., $v = \varepsilon v_1$ where $v_1$ has unit energy and $\varepsilon \ll 1$, so that given this control the state of the original system (2.1) is guaranteed to remain in a neighborhood $U$ of $\Gamma$ in which the phase model (2.2) remains valid [81]. We then define a slow phase variable by $\phi(t) = \psi(t) - \Omega t$, and call the difference $\Delta \omega = \omega - \Omega$ between the natural and target frequencies the frequency detuning. The dynamic equation for the slow phase is then

$$\dot{\phi} = \dot{\psi} - \Omega = \Delta \omega + Z(\Omega t + \phi)v\left(\frac{N}{M}\Omega t\right),$$

where $\dot{\phi}$ is called the phase drift. In order to study the asymptotic behavior of (3.1) it is necessary to eliminate the explicit dependence on time on the right hand side, which can be accomplished by using formal averaging [19]. If $P$ is the set of 2π-periodic
functions on $\mathbb{R}$, we can define an averaging operator $\langle \cdot \rangle : \mathcal{P} \to \mathbb{R}$ by
\[
\langle x \rangle = \frac{1}{2\pi} \int_0^{2\pi} x(\theta) d\theta. \tag{3.2}
\]
In addition, let us define the forcing phase $\eta = \Omega f t = \frac{N}{M} \Omega t$ and a change of variables $\theta = \eta/N$. Then the weak ergodic theorem for measure-preserving dynamical systems on the torus [92] implies that for any periodic function $v$, the interaction function
\[
\Lambda^{NM}_v(\phi) \triangleq \langle Z(M\theta + \phi)v(N\theta) \rangle
\]
exists as a continuous, $2\pi$-periodic function in $\mathcal{P}$. In addition, because both $Z$ and $v$ are $2\pi$-periodic, $\Lambda^{NM}_v$ can be expressed by integrating with respect to $\eta$ or to $\xi = M\theta = \Omega t$ to yield two equivalent expressions given by
\[
\Lambda^{NM}_v(\phi) = \frac{1}{2\pi N} \int_0^{2\pi N} Z\left(\frac{M}{N}\eta + \phi\right) v(\eta) d\eta
= \frac{1}{2\pi N} \sum_{j=0}^{N-1} \int_0^{2\pi} Z\left(\frac{M}{N}[2\pi j + \eta] + \phi\right) v(\eta) d\eta, \tag{3.4}
\]
\[
\Lambda^{NM}_v(\phi) = \frac{1}{2\pi M} \int_0^{2\pi M} Z(\xi + \phi)v\left(\frac{N}{M}\xi\right) d\xi
= \frac{1}{2\pi M} \sum_{\ell=0}^{M-1} \int_0^{2\pi} Z(\xi + \phi)v\left(\frac{N}{M}[2\pi \ell + \xi]\right) d\xi. \tag{3.5}
\]
In particular, the expression (3.4) can be written as
\[
\Lambda^{NM}_v(\phi) = \langle Y^{NM}(\eta,\phi)v(\eta) \rangle
\]
where we define the function
\[
Y^{NM}(\eta,\phi) = \frac{1}{N} \sum_{j=0}^{N-1} Z\left(\frac{M}{N}[2\pi j + \eta] + \phi\right). \tag{3.7}
\]
We henceforth write $Y^{NM}(\eta) \triangleq Y^{NM}(\eta,0)$. At this point, let us establish several important expressions that will be used throughout the following sections. First, we define a function $Q$ as the 1:1 interaction function of $Z$ with itself by
\[
Q(\phi) \triangleq \langle Z(\theta + \phi)Z(\theta) \rangle. \tag{3.8}
\]
By defining an inner product $(\cdot, \cdot) : \mathcal{P} \times \mathcal{P} \to \mathbb{R}$ by $(f, g) = \langle fg \rangle$, the Cauchy-Schwarz inequality yields $|Q(\phi)| \leq \langle Z^2 \rangle = Q(0)$, and the periodicity of $Z$ results in $Q(\phi) = \langle Z(\theta + \phi)Z(\theta) \rangle = \langle Z(\theta)Z(\theta - \phi) \rangle = Q(-\phi)$. We can then define
\[
V^{NM}(\phi) \triangleq \frac{1}{N} \sum_{j=0}^{N-1} Q\left(\frac{M}{N}[2\pi j + \phi]\right), \tag{3.9}
\]
Fig. 3.1. Illustration of important properties of an interaction function $N^{NM}(\phi)$. The maximum and minimum values $N^{NM}(\phi^+)$ and $N^{NM}(\phi^-)$, which occur at the phases $\phi^+$ and $\phi^-$, respectively, determine the range of frequency detuning for which the oscillator can be entrained using weak forcing. The roots of the equation $\Delta \omega + N^{NM}(\phi) = 0$ determine the average phase shift, relative to $\Omega f$, at which the oscillation stabilizes from a given initial phase. For initial phase in the pink (resp. blue) range, the asymptotic phase shift will be $\phi^*_1$ (resp. $\phi^*_2$). The arrows indicate the evolution of the phase $\phi$ in equation 3.13.

which inherits the properties $|V^{NM}(\phi)| \leq V^{NM}(0)$ for all $\phi \in [0, 2\pi)$ and $V^{NM}(-\phi) = V^{NM}(\phi)$ from the properties of $Q$. We will subsequently write $V_0^{NM} \equiv V^{NM}(0)$ and $V_{\phi}^{NM} = \min_{\phi \in [0, 2\pi]} V^{NM}(\phi)$. The expression (3.9) is important because using $v(\theta) = Y^{NM}(\theta, \psi)$ in (3.5) yields

$$N^{NM}_{Y^{NM}}(\theta, \psi)(\phi) = \frac{1}{2\pi M} \sum_{\ell=0}^{M-1} \int_0^{2\pi} Z(\xi + \phi) Y^{NM} \left( \frac{N}{M} [2\pi \ell + \xi], \psi \right) d\xi$$

$$= \frac{1}{2\pi N} \sum_{j=0}^{N-1} \int_0^{2\pi} Z(\xi + \phi) Z \left( \xi + \frac{M}{N} 2\pi j + \psi \right) d\xi$$

$$= \frac{1}{N} \sum_{j=0}^{N-1} Q \left( \frac{M}{N} 2\pi j + \phi - \psi \right) = V^{NM}(\phi - \psi). \quad (3.10)$$

In addition, using (3.6) we see that the energy of the function $Y^{NM}$ is given by

$$\langle Y^{NM} Y^{NM} \rangle = N^{NM}_{Y^{NM}}(0) = V_0^{NM}. \quad (3.11)$$

The functions $Y^{NM}$, $Q$, and $V^{NM}$, as defined in (3.7), (3.8), and (3.9), respectively, will appear repeatedly in the subsequent derivations of optimal subharmonic entrainment controls.

As in the case of 1:1 entrainment, the formal averaging theorem [93] permits us to approximate (3.1) by the averaged system

$$\dot{\phi} = \Delta \omega + N^{NM}(\phi) + O(\epsilon^2) \quad (3.12)$$

in the sense that there exists a change of variables $\phi = \phi + \epsilon h(\phi, \phi)$ that maps solutions of (3.1) to those of (3.12). A detailed derivation for the 1:1 case is given in Appendix B of [54], and this can be easily extended to the $N:M$ case. Therefore the weak forcing assumption $v = \epsilon v_1$ with $\epsilon << 1$ allows us to approximate the phase drift equation by

$$\dot{\phi} = \Delta \omega + N^{NM}_v(\phi). \quad (3.13)$$
Fig. 3.2. Illustration of Arnold tongues for the three cases listed in Table 3.1. The left boundary is shown in blue, and the right boundary is shown in red.

| Case A | 0 < \Lambda_{NM}^M(\varphi^-) < \Lambda_{NM}^M(\varphi^+) |
|--------|---------------------------------------------------|
| Frequency: | \Omega_f > \frac{N}{M} \omega |
| Boundary: | left/top | right/bottom |
| \( P_{NM}(\Omega_f) \) | \(-\Delta\omega/N_{NM}^M(\varphi^-)\) | \(-\Delta\omega/N_{NM}^M(\varphi^+)\) |
| Case B | \( N_{NM}^M(\varphi^-) < 0 < N_{NM}^M(\varphi^+) \) |
| Frequency: | \( \Omega_f > \frac{N}{M} \omega \) | \( \Omega_f < \frac{N}{M} \omega \) |
| Boundary: | left | right |
| \( P_{NM}(\Omega_f) \) | \(-\Delta\omega/N_{NM}^M(\varphi^-)\) | \(-\Delta\omega/N_{NM}^M(\varphi^+)\) |
| Case C | \( N_{NM}^M(\varphi^-) < 0 < N_{NM}^M(\varphi^+) \) |
| Frequency: | \( \Omega_f > \frac{N}{M} \omega \) | \( \Omega_f < \frac{N}{M} \omega \) |
| Boundary: | N/A | left/bottom | right/top |
| \( P_{NM}(\Omega_f) \) | N/A | \(-\Delta\omega/N_{NM}^M(\varphi^-)\) | \(-\Delta\omega/N_{NM}^M(\varphi^+)\) |

Table 3.1
Arnold tongue boundary estimates for \( N:M \) entrainment derived from (3.14), where \( \Delta\omega \equiv \omega - \frac{M}{N} \Omega_f \).

The averaged equation (3.13) is autonomous, and approximately characterizes the asymptotic behavior of the system (2.2) under periodic forcing. Specifically, we say that the system is entrained by a control \( u = v(\Omega_f t) \) when the phase drift equation (3.13) satisfies \( \dot{\varphi} = 0 \), which will occur as \( t \to \infty \) if there exists a phase \( \varphi_* \) that satisfies \( \Delta\omega + \Lambda_{NM}^M(\varphi^*) = 0 \). When both the control waveform \( v \) and PRC \( Z \) are non-zero, the function \( \Lambda_{NM}^M(\varphi) \) is not identically zero, so when the system is entrained there exists at least one \( \varphi_* \in [0, 2\pi) \) that is an attractive fixed point of (3.13). The stable fixed points \{ \( \varphi^*_i \) \} of (3.13), which are the roots of the equation \( \Delta\omega + \Lambda_{NM}^M(\varphi) = 0 \), determine the average phase shift, relative to \( \Omega_f t \), at which the oscillation stabilizes from a given initial phase. In addition, we define the phases \( \varphi^+ = \text{arg max}_\varphi \Lambda_{NM}^M(\varphi) \) and \( \varphi^- = \text{arg min}_\varphi \Lambda_{NM}^M(\varphi) \) at which the interaction function achieves its maximum and minimum values, respectively. In order for entrainment to occur, \( -\Lambda_{NM}^M(\varphi^+) \leq \Delta\omega \leq -\Lambda_{NM}^M(\varphi^-) \) must hold, so that at least one stable fixed point of \( \Lambda_{NM}^M \) exists. Thus the range of the interaction function determines which values of the frequency detuning \( \Delta\omega \) yield phase locking. These properties are illustrated in Figure 3.1.

Moreover, the interaction function can be used to estimate the values of the minimum root mean square (RMS) energy \( P_{NM}(\Omega_f) = \sqrt{\langle v^2 \rangle} \) that results in locking of an oscillator to a given frequency \( \Omega_f \) at a subharmonic \( N:M \) ratio using the waveform
This is accomplished by substituting the expression \( v(\theta) = P^v_{\nu^N}(\Omega_f)_{\tilde{v}}(\theta) \) and the relation \( \Omega_f = \frac{N}{M} \Omega \) into the equation \( \Delta \omega + \Lambda^{NM}_v(\varphi) = 0 \) and simplifying to obtain
\[
\omega - \frac{M}{N} \Omega_f + P^v_{\nu^N}(\Omega_f) \cdot \Lambda^{NM}_\nu(\varphi) = 0,
\]
where \( \tilde{v} \) is a unit energy normalization of \( v \). This equation is then solved for \( P^v_{\nu^N}(\Omega_f) \) at \( \varphi = \varphi^+ \) and \( \varphi = \varphi^- \) to produce linear estimates of boundaries for the regions of pairs \( (\Omega_f, P^v_{\nu^N}) \in \mathbb{R}^2 \) that yield entrainment. These regions are known as Arnold tongues, so named after mathematician who first described a similar phenomenon for recurrent maps on the circle (Section 12 of [94]). The RMS energy is used because the boundary of the entrainment region is approximately linear for weak forcing, and yields a clear visualization [56, 52]. The Arnold tongue boundary estimates obtained using (3.14) can be classified into three different cases that depend on the signs of \( \Lambda^{NM}_{\nu^N}(\varphi^+) \) and \( \Lambda^{NM}_{\nu^N}(\varphi^-) \), which are listed in Table 3.1 and illustrated in Figure 3.2.

Based on the theoretical foundation and fundamental notations presented in this section, we proceed to formulate and solve several design and optimization problems for subharmonic entrainment of one or more oscillating systems. In the following section, we address the canonical problem of establishing subharmonic resonance of a single oscillator to a periodic input of minimum energy at a desired frequency.

### 4. Minimum energy subharmonic entrainment of an oscillator.

In many applications described in Section 1, it is desirable to achieve entrainment of an oscillator by using a control of minimum energy. This problem can be formulated as a variational optimization problem where the objective function to be minimized is the control energy \( \langle v^2 \rangle \), and the design constraint is \( \omega + \Lambda^{NM}_v(\varphi^+) \geq \Omega \) if \( \Omega > \omega \) and \( \omega + \Lambda^{NM}_v(\varphi^-) \leq \Omega \) if \( \Omega < \omega \). This inequality is active when optimal entrainment occurs, and hence can be expressed as the equality constraint
\[
\begin{align*}
\Delta \omega + \Lambda^{NM}_v(\varphi^+) &= 0 &\text{if } \Omega > \omega, \\
\Delta \omega + \Lambda^{NM}_v(\varphi^-) &= 0 &\text{if } \Omega < \omega.
\end{align*}
\]

We formulate the problem for \( \Omega > \omega \) to obtain the minimum energy control for frequency increase \( v_+ \) using the calculus of variations [95]. The derivation of the case where \( \Omega < \omega \) is similar, and results in the symmetric control \( v_- \). The constraint (4.1) can be enjoined to the cost \( \langle v^2 \rangle \) using a multiplier \( \lambda \), leading to the objective
\[
\mathcal{J}[v] = \langle v^2 \rangle - \lambda(\Delta \omega + \Lambda^{NM}_v(\varphi^+)) = \langle v^2 \rangle - \lambda \Delta \omega - \frac{\lambda}{2\pi} \int_0^{2\pi} Y^{NM}(\eta, \varphi^+) v(\eta) d\eta
\]
\[
= \frac{1}{2\pi} \int_0^{2\pi} (v(\eta) \left[ Y^{NM}(\eta, \varphi^+) - \lambda \Delta \omega \right] - \lambda Y^{NM}(\eta, \varphi^+) - \lambda \Delta \omega) d\eta,
\]
where the expression (3.6) is substituted for \( \Lambda^{NM}_v \). Applying the Euler-Lagrange equation [95], we obtain the necessary condition for a candidate optimal solution
\[
v_m(\eta) = \frac{\lambda}{2} Y^{NM}(\eta, \varphi^+).
\]
Recalling (3.10), we obtain
\[
\Lambda^{NM}_{v_m}(\varphi) = \frac{\lambda}{2} Y^{NM}(\theta, \varphi^+) = \frac{\lambda}{2} Y^{NM}(\varphi - \varphi^+).
\]
Fig. 4.1. Minimum energy subharmonic entrainment controls $v_+$ for increasing the frequency of the Hodgkin-Huxley neuron model by 3%. The controls for $N, M = 1, \ldots, 5$ are shown, and the domain and range in each plot are $[0, 2\pi]$ and $[-0.4, 1.2]$, respectively. The black line indicates the $x$-axis, and the red dashed line is the average value of the control. The subharmonic ratio and RMS control power are indicated. Observe that if $N = 1$, the control is simply repeated $M$ times to effectively produce 1:1 entrainment, which requires the lowest energy. As $N$ grows large for a fixed $M$, the controls converge to a constant $\text{\Upsilon}$ given in equation (4.8).

Therefore the constraint (4.1) results in

$$0 = \Delta \omega + \Lambda_{v_m}^{NM}(\varphi^+) = \Delta \omega + \frac{\lambda}{2} V_{0}^{NM},$$

so the multiplier is given by $\lambda = -2\Delta \omega / V_{0}^{NM}$. Consequently, we can express the minimum-energy control that entrains the system (2.2) to a target frequency $\Omega$ using a periodic forcing control $u(t) = v(\Omega_f t)$, where $v$ is $2\pi$-periodic and $\Omega_f = \frac{1}{M} \Omega$, as

$$v_m(\eta) = \begin{cases} v_+(\eta) = -\frac{\Delta \omega}{V_{0}^{NM}} \cdot Y_{NM}(\eta, \varphi^+) & \text{if } \Omega > \omega, \\ v_-(\eta) = -\frac{\Delta \omega}{V_{0}^{NM}} \cdot Y_{NM}(\eta, \varphi^-) & \text{if } \Omega < \omega, \end{cases}$$

where $\eta = \Omega_f t$ is the forcing phase. In practice, we may omit the phase ambiguity $\varphi^+$ or $\varphi^-$ in (4.7) because entrainment is asymptotic. The optimal waveforms for minimum-energy entrainment of the Hodgkin-Huxley system are shown in Figure 4.1 for values of $N, M = 1, \ldots, 5$, and the corresponding interaction functions are shown in Figure 4.2. Observe that in Figure 4.1, the 1:M minimum-energy control will repeat the 1:1 optimal waveform $M$ times during the control cycle. As the ratio $N/M$ grows...
large, the controls converge to a constant given by

$$\Upsilon = -\Delta \omega \cdot \frac{\int_0^{2\pi} Z(\theta) d\theta}{\int_0^{2\pi} Q(\varphi) d\varphi},$$  \hspace{1cm} (4.8)

as seen by substituting the limiting expressions as $N \to \infty$ for $Y_{NM}$ and $V_{NM}$ from equations (3.7) and (3.9) into the solution (4.7).

Finally, by invoking (3.11), we see that the minimum energy waveform (4.7) for subharmonic entrainment of a single oscillator has energy given by

$$\langle v_m^2 \rangle = \left(\frac{\Delta \omega}{V_0} \right)^2 \langle Y_{NM}(\eta, \varphi^*)Y_{NM}(\eta, \varphi^*) \rangle = \frac{(\Delta \omega)^2}{V_0^2}. \hspace{1cm} (4.9)$$

We have shown that the minimum energy periodic control $u(t) = v(\frac{N}{M} \Omega t)$ that achieves subharmonic entrainment of a single oscillator with natural frequency $\omega$ to a target frequency $\Omega$ is a re-scaling of the function $Y_{NM}(\eta)$ given in (3.7), where $\eta = \frac{N}{M} \Omega t$ is the forcing phase. In the case that $N = M = 1$, these results reduce to the solution in the harmonic (1:1) case, which is a re-scaling of the PRC $Z \{53, 54\}$. In addition, it is important to note that very similar optimal inputs for altering the frequency of oscillating neural systems in the phase model representation have been obtained using other methods in the harmonic (1:1) case $[46, 47]$. The fundamental conclusion is that when the desired change in the frequency of the oscillator is small and the applied input to the system is weak, the optimal control in the harmonic case is a re-scaling of the PRC. Therefore we expect that applying alternative methods $[46, 47]$ to compute inputs for minimum energy subharmonic control of oscillators will also result in solutions similar to (4.7).

5. Fast subharmonic entrainment of an oscillator. An alternative objective to minimizing control energy is to entrain a system to a desired frequency as quickly as possible using a control of given energy. This problem has been examined for the harmonic (1:1) case for arbitrary nonlinear oscillating systems in our previous work $[39]$, and the solution for the subharmonic ($N:M$) case extends those results by applying the techniques derived in Section 3.

Our goal here is to entrain the system (2.2) to a target frequency $\Omega$ as quickly as possible by using a periodic control $v$ of fixed energy $P = \langle v^2 \rangle$ and forcing frequency $\Omega_f$ that satisfies $M \Omega_f = N \Omega$. Employing averaging theory as in Section 3 yields the phase drift equation (3.13), where the interaction function would ideally be of a piecewise-constant form, so that the averaged slow phase $\varphi$ converges to a fixed point $\varphi^*$ at a uniform rate from any initial value. However, a discontinuity at $\varphi \to \varphi^*$ would result in an unbounded control $v$, as explained in Lemma 2 of Appendix A, which makes such a control infeasible in practice. An alternative is to maximize $|\dot{\varphi}|$, the rate of convergence of the averaged slow phase in the neighborhood of its attractive fixed point $\varphi^*$. The calculus of variations can then be used to obtain a smooth optimal candidate solution that also performs well in practice. When the system (3.13) is entrained by a control $v$, there exists an attractive fixed point $\varphi^*$ satisfying $A_v^{NM}(\varphi^*) + \Delta \omega = 0$ and $\frac{d}{d\varphi}A_v^{NM}(\varphi^*) < 0$, as seen in Figure 5.1. Observe that by inspecting (3.6), one can write

$$\frac{d}{d\varphi}A_v^{NM}(\varphi^*) = \frac{d}{d\varphi} \langle Y_{NM}(\eta, \varphi^*)v(\eta) \rangle = \langle Y_{NM}^{NM}(\eta, \varphi^*)v(\eta) \rangle, \hspace{1cm} (5.1)$$
where \( Y^{NM} \) is as defined in (3.7) and \( Y_{\varphi}^{NM}(\eta, \varphi) \) is its derivative, given by

\[
Y_{\varphi}^{NM}(\eta, \varphi) = \frac{d}{d\varphi} Y^{NM}(\eta, \varphi) = \frac{1}{N} \sum_{j=0}^{N-1} Z\left(\frac{M}{N} \cdot 2\pi j + \eta + \varphi\right),
\]

with \( Z'(\theta + \varphi) = \frac{d}{d\varphi} Z(\theta + \varphi) \). As was done for \( Z \) in Section 3, we can define the interaction function of \( Z' \) with itself by

\[
K(\varphi) \triangleq \langle Z'(\theta + \varphi)Z'(\theta) \rangle,
\]

which is maximized at \( \varphi = 0 \) with the maximum value \( K(0) = \langle Z'Z' \rangle \). The periodicity of \( Z \) implies that \( |K(\varphi)| \leq \langle Z'Z' \rangle \) for all \( \varphi \in [0, 2\pi) \), and \( K(\varphi) = K(-\varphi) \). We then define

\[
S^{NM}(\varphi) \triangleq \frac{1}{N} \sum_{j=0}^{N-1} K\left(\frac{M}{N} \cdot 2\pi j + \varphi\right),
\]

which inherits the properties \( |S^{NM}(\varphi)| \leq S^{NM}(0) \) for all \( \varphi \in [0, 2\pi) \) and \( S^{NM}(-\varphi) = S^{NM}(\varphi) \) from the function \( K \). We will use the notation \( S_0^{NM} \triangleq S^{NM}(0) \) and \( S^{NM} = \min_{\varphi \in [0,2\pi]} S^{NM}(\varphi) \). By substituting \( Z' \) for \( Z \) and \( Y_{\varphi}^{NM} \) for \( Y^{NM} \) in (3.10), we can obtain

\[
\frac{d}{d\phi} \Lambda^{NM}_{Y^{NM}}(\theta, \psi)(\phi) = \frac{1}{N} \sum_{j=0}^{N-1} K\left(\frac{M}{N} \cdot 2\pi j + \phi - \psi\right) = S^{NM}(\phi - \psi).
\]

In addition, by combining (5.1) and (5.5), the energy of the function \( Y_{\varphi}^{NM} \) is given by

\[
\langle Y_{\varphi}^{NM} Y_{\varphi}^{NM} \rangle = \Lambda^{NM}_{Y^{NM}}(0) = S_0^{NM}.
\]

The functions \( K \), and \( S^{NM} \), as defined in (5.3) and (5.4), respectively, will appear repeatedly in the following derivation of fast subharmonic entrainment controls.

In order to maximize the rate of entrainment in a neighborhood of \( \varphi^* \) using a control of energy \( P \), the value of \( |\varphi| \) should be maximized for values of \( \varphi \) near \( \varphi^* \), which occurs when \( -\frac{d}{d\varphi} \Lambda^{NM}_v(\varphi^*) \) is large, as illustrated in Figure 5.1. This results in the following optimal control problem formulation for fast subharmonic entrainment:

\[
\max_{v \in P} J[v] = -\frac{d}{d\varphi} \Lambda^{NM}_v(\varphi^*) \tag{5.7}
\]

s.t. \( \langle v^2 \rangle = P \)

\[
\Lambda^{NM}_v(\varphi^*) + \Delta \omega = 0. \tag{5.9}
\]

The constraints can be adjoined to the objective using multipliers \( \lambda \) and \( \mu \) to yield

\[
J[v] = -\frac{d}{d\varphi} \Lambda^{NM}_v(\varphi^*) + \lambda(\langle v^2 \rangle - P) + \mu(\Lambda^{NM}_v(\varphi^*) + \Delta \omega)
\]

\[
= -\langle Y_{\varphi}^{NM}(\eta, \varphi^*)v(\eta) \rangle + \lambda(\langle v^2 \rangle - P) + \mu(\langle Y_{\varphi}^{NM}(\eta, \varphi^*)v(\eta) \rangle) + \mu \Delta \omega
\]

\[
= \frac{1}{2\pi} \int_0^{2\pi} \langle v(\eta) \rangle \left[ \mu Y^{NM}(\eta, \varphi^*) - Y_{\varphi}^{NM}(\eta, \varphi^*) + \lambda v(\eta) \right] - \lambda \langle v \rangle \tag{5.10}
\]

\[
- \mu \Delta \omega \rangle d\eta.
\]

\[
\mu \Delta \omega \rangle d\eta.
\]
The associated Euler-Lagrange equation is
\[ \mu Y_{NM}(\eta, \varphi^*) - Y_{\varphi}(\eta, \varphi^*) + 2\lambda v(\eta) = 0, \] (5.11)
and solving for \( v \) yields the candidate solution
\[ v_f(\eta) = \frac{1}{2\lambda} \left[ Y_{\varphi}(\eta, \varphi^*) - Y_{\varphi}(\eta, \varphi^*) \right]. \] (5.12)

The multipliers \( \lambda \) and \( \mu \) can be found by substituting (5.12) into the constraints (5.8) and (5.9). This yields the equations
\[ \frac{1}{4\lambda^2} \left[ \langle Y_{\varphi}^N Y_{\varphi}^M \rangle - 2\mu \langle Y_{\varphi}^N Y_{\varphi}^N \rangle + \mu^2 \langle Y_{NM}^N Y_{NM}^N \rangle \right] = P, \] (5.13)
\[ \frac{1}{2\lambda} \left[ \langle Y_{\varphi}^N Y_{\varphi}^N \rangle - \mu \langle Y_{NM}^N Y_{NM}^N \rangle \right] = -\Delta \omega, \] (5.14)
where averaging is done with respect to the variable \( \eta \). Because \( Z \) is 2\( \pi \)-periodic, then \( Z' \) is as well, as are \( Y_{NM}^N \) and \( Y_{NM}^N \) in both arguments. Thus one can show, e.g., using Fourier series, that \( \langle Z' Z \rangle = 0 \), and \( \langle Y_{NM}^N Y_{NM}^N \rangle = 0 \) also, so that (5.14) easily yields
\[ \mu = \frac{2\Delta \omega \lambda}{V_{NM}^N}. \] (5.15)
where \( V_{NM}^N = \langle Y_{NM}^N Y_{NM}^N \rangle \) can be seen from (3.11). Substituting this result into (5.13) leads to a quadratic equation for \( \lambda \) given by
\[ \frac{1}{4\lambda^2} S_{0}^{NM} + \frac{(\Delta \omega)^2}{V_{NM}^N} = P. \] (5.16)

Substituting (5.12) into the equation (5.1), and recalling that \( \langle Y_{\varphi}^N Y_{\varphi}^N \rangle = 0 \), yields
\[ \frac{d}{d\varphi} \Lambda_{vf}(\varphi^*) = \frac{1}{2\lambda} \left[ (Y_{\varphi}(\eta, \varphi^*) Y_{\varphi}(\eta, \varphi^*)) - \mu \langle Y_{\varphi}(\eta, \varphi^*) Y_{\varphi}(\eta, \varphi^*) \rangle \right] = \frac{1}{2\lambda} Y_{\varphi}(\varphi^*) = \frac{1}{2\lambda} S_{0}^{NM}. \] (5.17)
Fig. 5.2. Fast subharmonic entrainment controls $v_f$ for the Hodgkin-Huxley neuron model with frequency detuning of 0% to ±5%. The controls for $N, M = 1, \ldots, 5$ are shown rescaled to unit power, with the domain and range in each plot at $[0, 2\pi]$ and $[-3.7, 3.7]$, respectively. The black line indicates the $x$-axis. The entrainment ratio and RMS control energy are indicated; higher power is necessary to achieve a given detuning as the ratio $N/M$ increases. The entrainment rate, which is characterized by the slope of $N_{eN}^M(\phi^*)$, is noted in blue at bottom left for maximum detuning at ±5%, and in red at bottom right for zero detuning.

Fig. 5.3. Interaction functions $N_{eN}^M$ for fast subharmonic entrainment controls $v_f$ for the Hodgkin-Huxley neuron model with frequency detuning of 0% and ±5%, where the domain and range in each plot is $[0, 2\pi]$ and $[-0.04, 0.05]$, respectively. The entrainment ratio and control energy are indicated, and the black line indicates the $x$-axis. As $N$ grows large, the interaction function converges to small variation about $\Delta \omega$, which is indicated in each case by a dashed line. Red and blue stars mark the phases $\{\phi^-\}$ and stable fixed points $\{\phi^*_i\}$ of (3.13), each of which occur $N$ times.

In particular, $S_{0N}^M > 0$, so we choose $\lambda < 0$ when solving (5.16) for $\lambda$ in order for the expression (5.17) to be negative in order for the objective in (5.7) to be maximized. It follows that the optimal waveform and multiplier can be obtained from (5.11), (5.15) and (5.16) as

$$v_f(\eta) = \frac{Y_{eN}^M(\eta, \phi^*)}{2\lambda} - \frac{\Delta \omega Y_{eN}^M(\eta, \phi^*)}{V_0^M}, \quad \lambda = -\frac{1}{2} \sqrt{\frac{S_{0N}^M}{P - (\Delta \omega)^2 V_0^M}}, \quad (5.18)$$

where phase-locking occurs fastest when the oscillator is in the neighborhood of the phase $\psi(t) = \phi^*$ at the start of entrainment with $v_f$. For zero frequency detuning, the optimal waveform is a re-scaling of $Y_{eN}^M$, which is a sum of shifted derivatives of the PRC function. As $|\Delta \omega|$ increases, $v$ continuously transforms towards a rescaling of $Y_{eN}^M$, which is the minimum energy waveform for subharmonic entrainment, as derived in the previous section. This transition reflects the conceptual trade-off between the fast entrainment objective (5.7) and frequency control constraint (5.9), which can be satisfied only when $P > (\Delta \omega)^2 V_0^M$, as shown in (4.9). When $N = M = 1$, these results reduce to the harmonic (1:1) case [39]. Figure 5.2 shows the fast subharmonic entrainment controls for the Hodgkin-Huxley model for values of $N, M = 1, \ldots, 5$ at detunings between −5% and 5%, and Figure 5.3 shows several corresponding interac-
tion functions. It is important to note that the choice of control energy $P$ significantly impacts the control waveform in the case of non-zero detuning, as seen in the panels on the diagonal of Figure 5.2.

6. Minimum energy subharmonic entrainment of oscillator ensembles. In practice, biological systems exhibit variation in parameters that characterize the system dynamics, which must be taken into account when designing optimal entrainment controls. We approach this issue by modeling an ensemble of systems as a collection of phase models with a common PRC that is derived using a nominal parameter set, and the frequencies span the range of natural frequencies resulting from phase model reduction of systems with parameters in a specified range. A justification of this approach and a sensitivity analysis is provided in Section 5 in [54]. The following extension of this modeling and control technique to subharmonic ($N:M$) entrainment parallels our previous work [54] by incorporating the theory derived in Section 3, and contains a more rigorous optimality proof and additional generalizations.

Specifically, we consider a collection of systems $\dot{x} = f(x, u, p)$ where $x \in \mathbb{R}^n$ is the state, $u \in \mathbb{R}$ is a scalar control, and $p \in D \subset \mathbb{R}^d$ is a vector of constant parameters varying on a hypercube $D$ containing a nominal parameter vector $q$. Each system can be reduced to a scalar phase model $\dot{\theta} = \omega(p) + Z(\theta, p)u$, where the natural frequency and PRC depend on the parameter vector $p$. In order to design a control that entrains the ensemble for all $p \in D$, we approximate it by 

$$\{\dot{\theta} = \omega(p) + Z(\theta, q)u : p \in D\},$$

where $Z(\theta, q)$ is the nominal PRC.

Our strategy is to derive a minimum energy periodic control signal $u(t) = v(\Omega t)$ that guarantees entrainment for each system in the ensemble of oscillators

$$F = \{\dot{\psi} = \omega + Z(\psi)u : \omega \in [\omega_1, \omega_2]\}$$

(6.1)

to a frequency $\Omega$, where the target and forcing frequencies satisfy $M\Omega_f = N\Omega$. We approach the subharmonic entrainment of oscillator ensembles by applying the theory in Section 3 to the derivation of optimal ensemble controls in Section 4 of [54]. We call the range of frequencies that are entrained by the control $v$ applied at the frequency $\Omega_f$ with subharmonic ratio $N:M$ the subharmonic locking range $R_{N:M}[v] = [\omega_-, \omega_+]$, and when $[\omega_1, \omega_2] \subseteq R_{N:M}[v]$ we say that the ensemble $F$ is entrained. This requirement results in two constraints, which can be visualized with the help of Figure 6.1, of the form

$$\Delta\omega_+ \triangleq \omega_+ - \Omega = -N\Omega(M)\varphi^- \geq \omega_2 - \Omega \triangleq \Delta\omega_2,$$

$$\Delta\omega_- \triangleq \omega_- - \Omega = -N\Omega(M)\varphi^+ \leq \omega_1 - \Omega \triangleq \Delta\omega_1.$$

(6.2)

The objective of minimizing control energy $\langle v^2 \rangle$ given the constraints (6.2) gives rise to the optimization problem

$$\min J[v] = \langle v^2 \rangle, \quad v \in \mathcal{P}$$

s.t. $\Delta\omega_2 + N\Omega(M)\varphi^- \leq 0$, $\Delta\omega_1 - N\Omega(M)\varphi^+ \leq 0$.

(6.3)

We refer to the event that one of $v_+$ (when $\omega_2 < \Omega$) or $v_-$ (when $\omega_1 > \Omega$) in (4.7) can solve the problem (6.3) as Case I. Understanding the Arnold tongues that characterize subharmonic entrainment of ensembles in the form of $F$, as illustrated in Figure 6.2, will clarify the conditions when (4.7) is optimal, and when another class of solutions, which we call Case II, is superior. We derive this condition, which depends on the
Fig. 6.1. This graphic illustrates the constraints (6.2). The curve shown is $\Omega - N^\Omega_N M^\varphi(\varphi^-)$, and the frequency locking region $R_{N M}[v] = [\omega_-, \omega_+]$ is indicated by pink shading. When $[\omega_1, \omega_2] \subseteq R_{N M}[v]$, then the collection (6.1) is entrained to $\Omega$.

Fig. 6.2. Illustration of ensemble Arnold tongues for Case I (both $v_-$ and $v_+$) and Case II controls, which are used when constraints on $\Lambda_{N M}^\Omega(\varphi^-)$ and $\Lambda_{N M}^\Omega(\varphi^+)$ are active. Note that one-sided tongues as in Figure 3.2 can occur in either case, depending on $N, M$, and the PRC $Z$, as shown in Section 8. The range $[\omega_1, \omega_2]$ of frequencies in the ensemble $F$ is marked with a red bar.

ensemble parameters $\omega_1$ and $\omega_2$ and $Z$ as well as the target frequency $\Omega$ and the subharmonic ratio $N:M$.

In contrast to the description in Section 3 of the Arnold tongue associated with a single oscillator and a given waveform, given an ensemble $F$ we are interested in the relationship between the locking range $R_{N M}[v]$ and the RMS control power. Therefore, we define the ensemble Arnold tongue as the set of pairs $(\omega, P_{N M}^{NM}[v]) \in \mathbb{R}^2$ that result in entrainment of an oscillator in $F$ with natural frequency $\omega$ to a frequency $\Omega_f$ at a subharmonic $N:M$ ratio using the waveform $v$, where $w$ is the natural frequency of the oscillator. The equation (3.14) is modified to $\omega - \Omega + P_{N M}[\omega] \cdot N^\Omega_N M^\varphi(\varphi) = 0$, where the left and right boundaries of the Arnold tongue are approximated by solving for $P_{N M}[\omega]$ as a function of $\omega$ and substituting $\varphi = \varphi^-$ and $\varphi = \varphi^+$, respectively. This yields

$$P_{N M}[\omega] = \begin{cases} \frac{(\Omega - \omega)}{N^\Omega_N M^\varphi(\varphi^-)}, & \text{right} \\ \frac{(\Omega - \omega)}{N^\Omega_N M^\varphi(\varphi^+)}, & \text{left} \end{cases}$$

(6.4)

as a linear estimate of the ensemble Arnold tongue boundary, where $\bar{v} = v/\sqrt{\langle v^2 \rangle}$ is the unit power normalization of $v$ as before. Illustrations of Arnold tongues for the two possible cases are illustrated in Figure 6.2. The notion of Arnold tongues guides our derivation in the following subsections of the possible optimal control solutions and criteria for optimality of these different cases.
6.1. Case I: Solution (4.7) is optimal for subharmonic ensemble entrainment. To derive the conditions when (4.7) is optimal, we focus on the entrainment of $F$ to a frequency $\Omega \in [\omega_1, \omega_2]$ using $v_-$ when $\Delta \omega_+ = \Delta \omega_2 > -\Delta \omega_1$ (i.e., when $\omega_2$ is further from $\Omega$ than $\omega_1$) while noting that the case where $v_+$ is optimal for $\Delta \omega_2 < -\Delta \omega_1 = -\Delta \omega_-$ (i.e., when $\omega_1$ is further from $\Omega$ than $\omega_2$) is symmetric. Because $\omega_2$ is the natural frequency in the ensemble farthest from $\Omega$, we use $\Delta \omega = \Delta \omega_2$ in (4.7), and then check whether $[\omega_1, \omega_2] \subseteq R_{\Omega}^{NM}$. Then the first constraint in (6.3) is active, which yields

$$-\Delta \omega_+ = \Lambda_{\nu}^{NM}(\varphi^-) = -\Delta \omega_2,$$

so that $\omega_+ = \omega_2$ is the upper bound on the locking range $R_{\Omega}^{NM}[v]$, as desired. It remains to determine $\Lambda_{\nu}^{NM}(\varphi^+) = \Omega - \omega_-$, from which we obtain the lower bound $\omega_-$ on $R_{\Omega}^{NM}[v]$. Using the expression (3.6) for $\Lambda_{\nu}^{NM}(\varphi)$ together with the solution for $v_-$ in (4.7) using $\Delta \omega = \Delta \omega_2$, we find that

$$\Lambda_{\nu}^{NM}(\varphi) = (Y^{NM}(\eta, \varphi)v_-(\eta)) = -\frac{\Delta \omega_2}{V_0^{NM}} V^{NM}(\varphi - \varphi^-).$$

Observe that $\Lambda_{\nu}^{NM}(\varphi)$ is maximized when $V^{NM}(\varphi - \varphi^-)$ is minimized, and hence to find $\Lambda_{\nu}^{NM}(\varphi^+)$ it suffices to find the minimum value $V^{NM}_* = V^{NM}_0$ of $V^{NM}$. It follows that

$$\Lambda_{\nu}^{NM}(\varphi^+) = -\frac{\Delta \omega_2}{V_0^{NM}} V^{NM}_*,$$

and the lower bound of $R_{\Omega}^{NM}[v]$ is $\omega_- = \Omega - \Lambda_{\nu}^{NM}(\varphi^+)$. If $\omega_- < \omega_1$, then $[\omega_1, \omega_2] \subseteq R_{\Omega}^{NM}[v]$, hence the control $v_-$ in (4.7), with $\Delta \omega = \omega_2 - \Omega$, is the minimum energy solution to problem (6.3), and entrains $F$ to the frequency $\Omega$.

Therefore to determine whether the problem is optimally solved by $v_-$, the decision criterion is obtained by combining the definition $\Lambda_{\nu}^{NM}(\varphi^+) = -\Delta \omega_-$ with (6.5) and (6.7) to yield the boundary estimate $\Delta \omega_- = \Delta \omega_+ V^{NM}_*/V_0^{NM}$. Thus if the relation

$$\Delta \omega_1 > \Delta \omega_- = \frac{\Delta \omega_2}{V_0^{NM}} V^{NM}_*$$

is satisfied, then $v_-$ with $\Delta \omega = \Delta \omega_2$ will be optimal. The derivation of the condition when $v_+$ is optimal is symmetric, and results in a boundary estimate $\Delta \omega_+ = \Delta \omega_1 V^{NM}_*/V_0^{NM}$. It follows that if the condition

$$\Delta \omega_2 < \Delta \omega_+ = \frac{\Delta \omega_1}{V_0^{NM}} V^{NM}_*$$

holds, then the control $v_+$ with $\Delta \omega = \Delta \omega_1$ is optimal for entraining $F$ to the frequency $\Omega$. When neither (6.8) or (6.9) holds, then neither $v_-$ or $v_+$ in (4.7) is the solution to (6.3). In the following subsection, we derive the optimal solution for that case.

6.2. Case II: Neither of conditions (6.8) and (6.9) are satisfied. In Case I above, when (4.7) is optimal for entraining the ensemble (6.1), only one of the constraints in problem (6.3) is active. When neither of the conditions (6.8) and (6.9) is satisfied, the solution to problem (6.3) occurs when both constraints are active. To derive this solution, we adjoin the constraints in (6.3) to the minimum energy
objective function using multipliers \( \mu_- \) and \( \mu_+ \), which gives rise to the cost functional

\[
\mathcal{J}[v] = \langle v^2 \rangle - \mu_-(\Delta \omega_2 + N_{v}^{NM}(\varphi^-)) - \mu_+(\Delta \omega_1 - N_{v}^{NM}(\varphi^+))
\]

\[
= \frac{1}{2\pi} \int_0^{2\pi} \left( v(\eta) \left[ \mu_- Y^{NM}(\eta, \varphi^-) + \mu_+ Y^{NM}(\eta, \varphi^+) \right] - \mu_- \Delta \omega_2 + \mu_+ \Delta \omega_1 \right) d\eta,
\]

(6.10)

where we have used the expression (3.6) for \( N_{v}^{NM} \). Solving the Euler-Lagrange equation yields

\[
v_\ast(\theta) = -\frac{1}{2} [\mu_+ Y_{v}^{NM}(\eta, \varphi^+) - \mu_- Y_{v}^{NM}(\eta, \varphi^-)],
\]

(6.11)

which we substitute back into problem (6.3) to obtain

\[
\langle v^2 \rangle = \frac{1}{4} \left( (\mu_+ Y_{v}^{NM}(\eta, \varphi^+) - \mu_- Y_{v}^{NM}(\eta, \varphi^-))^2 \right)
\]

\[
= \frac{1}{4} (\mu_+^2 + \mu_-^2) V_0^{NM} - \frac{1}{2} \mu_+ \mu_- V^{NM}(\Delta \varphi),
\]

(6.12)

\[
N_{v}^{NM}(\varphi^+) = -\frac{1}{2} \mu_+ V_0^{NM} + \frac{1}{2} \mu_- V^{NM}(\Delta \varphi),
\]

(6.13)

\[
N_{v}^{NM}(\varphi^-) = \frac{1}{2} \mu_- V_0^{NM} - \frac{1}{2} \mu_+ V^{NM}(\Delta \varphi),
\]

(6.14)

where \( \Delta \varphi = \varphi^+ - \varphi^- \) is the range spanned by \( N_{v}^{NM}(\varphi) \) for \( \varphi \in [0, 2\pi] \). Using the expressions (6.12), (6.13), and (6.14) transforms the functional optimization problem (6.3) into a nonlinear programming problem in the variables \( \mu_- \), \( \mu_+ \), and \( V^{NM}(\Delta \varphi) \), given by

\[
\min \mathcal{J}[\mu_-, \mu_+, V(\Delta \varphi)] = \frac{1}{4} (\mu_-^2 + \mu_-^2) V_0^{NM} - \frac{1}{2} \mu_+ \mu_- V^{NM}(\Delta \varphi)
\]

s.t.

\[
\Delta \omega_2 + \frac{1}{2} \mu_- V_0^{NM} - \frac{1}{2} \mu_+ V^{NM}(\Delta \varphi) \leq 0,
\]

(6.15)

\[-\Delta \omega_1 + \frac{1}{2} \mu_+ V_0^{NM} - \frac{1}{2} \mu_- V^{NM}(\Delta \varphi) \leq 0.
\]

We focus in Case II on optimal solutions to problem (6.15) for which both constraints are active. Indeed, when Case I is in effect, one of conditions (6.8) or (6.9) is satisfied, so that \( \mu_+ = 0 \) or \( \mu_- = 0 \), and problem (6.15) is reduced to problem (4.3) with \( \lambda = \mu_+ \) or \( \lambda = -\mu_- \), respectively. Otherwise, both constraints in problem (6.15) are active, with multipliers given by

\[
\mu_+ = \frac{2(\Delta \omega_1 V_0^{NM} - \Delta \omega_2 V^{NM}(\Delta \varphi))}{(V_0^{NM} - V^{NM}(\Delta \varphi))(V_0^{NM} + V^{NM}(\Delta \varphi))},
\]

(6.16)

\[
\mu_- = \frac{2(\Delta \omega_1 V^{NM}(\Delta \varphi) - \Delta \omega_2 V_0^{NM})}{(V_0^{NM} - V^{NM}(\Delta \varphi))(V_0^{NM} + V^{NM}(\Delta \varphi))}.
\]

For these multipliers, the objective in problem (6.15) is reduced to function of \( \beta = V^{NM}(\Delta \varphi) \) given by

\[
\mathcal{J}[\beta] = \frac{1}{(V_0^{NM} - \beta)^2 + (V_0^{NM} + \beta)^2} \left( \frac{(\Delta \omega_1 V_0^{NM} - \Delta \omega_2 \beta)^2 + (\Delta \omega_1 \beta - \Delta \omega_2 V_0^{NM})^2}{(V_0^{NM} - \beta)^2(V_0^{NM} + \beta)^2} \right)
\]

\[
- \frac{2(\Delta \omega_1 V_0^{NM} - \Delta \omega_2 \beta)(\Delta \omega_1 \beta - \Delta \omega_2 V_0^{NM})}{(V_0^{NM} - \beta)^2(V_0^{NM} + \beta)^2} \beta.
\]

(6.17)
Differentiating the cost (6.17) with respect to $\beta$ results in

$$
\frac{dJ[\beta]}{d\beta} = -2 \frac{(V_{0}^{NM} \Delta \omega_1 - \beta \Delta \omega_2)(V_{0}^{NM} \Delta \omega_2 - \beta \Delta \omega_1)}{(V_{0}^{NM} - \beta)^2(V_{0}^{NM} + \beta)^2}.
$$

(6.18)

Recall that because neither of the conditions (6.8) or (6.9) holds, then

$$
V_{0}^{NM} \Delta \omega_1 - V_{0}^{NM} \Delta \omega_2 < 0 \quad \text{and} \quad V_{0}^{NM} \Delta \omega_2 - V_{*}^{NM} \Delta \omega_1 > 0.
$$

(6.19)

We are restricted to $\beta = V_{*}^{NM}(\Delta \phi) \in [V_{*}^{NM}, V_{0}^{NM}]$, so we write $V_{*}^{NM} - \beta = p(V_{*}^{NM} - V_{0}^{NM})$ for some $p \in [0, 1]$. In addition, the fact that $\omega_1 < \omega_2$ results in $\Delta \omega_1 - \Delta \omega_2 < 0$ and $\Delta \omega_2 - \Delta \omega_1 > 0$. Therefore the quantities in the numerator of (6.18) satisfy

$$
V_{0}^{NM} \Delta \omega_1 - \beta \Delta \omega_2 = V_{0}^{NM} \Delta \omega_1 - V_{*}^{NM} \Delta \omega_2 + (V_{*}^{NM} - \beta) \Delta \omega_2
$$

$$
= p(\Delta \omega_1 - \Delta \omega_2) V_{0}^{NM} + (1 - p)(V_{0}^{NM} \Delta \omega_1 - V_{*}^{NM} \Delta \omega_2) < 0,
$$

(6.20)

$$
V_{0}^{NM} \Delta \omega_2 - \beta \Delta \omega_1 = V_{0}^{NM} \Delta \omega_2 - V_{*}^{NM} \Delta \omega_1 + (V_{*}^{NM} - \beta) \Delta \omega_1
$$

$$
= p(\Delta \omega_2 - \Delta \omega_1) V_{0}^{NM} + (1 - p)(V_{0}^{NM} \Delta \omega_2 - V_{*}^{NM} \Delta \omega_1) > 0.
$$

(6.21)

The relations (6.20) and (6.21) imply that (6.18) is positive for all values of $\beta = V_{*}^{NM}(\Delta \phi) \in [V_{*}^{NM}, V_{0}^{NM}]$, so that the cost (6.17) increases when $V_{*}^{NM}(\Delta \phi)$ does. Therefore the objective (6.17) is minimized when $V_{*}^{NM}(\Delta \phi)$ is, which occurs when $V_{*}^{NM}(\Delta \phi) = V_{*}^{NM}$. Therefore the problem (6.15) is solved when

$$
\Delta \phi = \varphi_{*}^{NM} = \arg\min_{\varphi \in [0, 2\pi]} V_{*}^{NM}(\varphi),
$$

(6.22)

and the multipliers are as in (6.16). The locking range for this control is then exactly $R_{\Omega}^{NM}[v_{e}] = [\omega_1, \omega_2]$, which satisfies the entrainment constraints (6.2).

By combining the results in Sections 6.1 and 6.2 for Cases I and II we can completely characterize the minimum energy control that entrains the ensemble $F$ in (6.1) to a target frequency $\Omega$ with subharmonic ratio $N:M$. This full solution is

$$
v_{e}(\eta) = \begin{cases} 
\frac{-\Delta \omega_{1} V_{0}^{NM} Y_{NM}^{NM}(\eta, \varphi^{+})}{V_{*}^{NM} V_{0}^{NM}} & \text{if } \Delta \omega_{1} < \frac{\Delta \omega_{1}}{V_{0}^{NM}} V_{*}^{NM}, \\
\frac{(\Delta \omega_{2} V_{*}^{NM} - \Delta \omega_{1} V_{0}^{NM})}{(V_{0}^{NM} - V_{*}^{NM})(V_{0}^{NM} + V_{*}^{NM})} Y_{NM}^{NM}(\eta, \varphi_{*}^{NM}) + \frac{(\Delta \omega_{1} V_{*}^{NM} - \Delta \omega_{2} V_{0}^{NM})}{(V_{0}^{NM} - V_{*}^{NM})(V_{0}^{NM} + V_{*}^{NM})} Y_{NM}^{NM}(\eta, 0) & \text{if } \frac{\Delta \omega_{1}}{V_{0}^{NM}} V_{*}^{NM} < \Delta \omega_{1} < \frac{\Delta \omega_{2}}{V_{0}^{NM}} V_{*}^{NM} \\
\frac{-\Delta \omega_{2} V_{0}^{NM} Y_{NM}^{NM}(\eta, \varphi^{-})}{V_{*}^{NM} V_{0}^{NM}} & \text{if } \Delta \omega_{1} > \frac{\Delta \omega_{1}}{V_{0}^{NM}} V_{*}^{NM}.
\end{cases}
$$

(6.23)
Finally, the energy of $v$, which is the minimum value of the objective (6.10), simplifies to

$$\langle v^2 \rangle = \begin{cases} 
\frac{(\Delta \omega_1)^2}{V_{NM}^2} & \text{if } \Delta \omega_2 < \frac{\Delta \omega_1}{V_{0}^{NM}} \frac{V_{NM}}{V_{*}^{NM}} \frac{1}{\omega_1}, \\
\frac{(\Delta \omega_1^2 + \Delta \omega_2^2) V_{0}^{NM} - 2 \Delta \omega_1 \Delta \omega_2 V_{NM}^{NM}}{(V_{0}^{NM} - V_{2}^{NM})(V_{NM}^{NM} + V_{*}^{NM})} & \text{if } \Delta \omega_1 < \frac{\Delta \omega_2}{V_{0}^{NM}} \frac{V_{NM}}{V_{*}^{NM}} \\
\frac{(\Delta \omega_2)^2}{V_{NM}^2} & \text{if } \Delta \omega_1 > \frac{\Delta \omega_2}{V_{0}^{NM}} \frac{V_{NM}}{V_{*}^{NM}}.
\end{cases}$$

(6.24)

We have shown that the minimum energy periodic control $u(t) = v(\frac{N}{M} \Omega t)$ that achieves subharmonic entrainment of an ensemble of oscillators (6.1) to a target frequency $\Omega$ is an appropriately weighted sum of shifted functions $Y_{NM}$, as given in (3.7), where $\eta = \frac{N}{M} \Omega t = \Omega_J t$ is the forcing phase. When $N = M = 1$, these results reduce to the optimal solution for the harmonic (1:1) case [54]. Figure 7.1 shows the minimum energy subharmonic controls for ensembles of Hodgkin-Huxley neurons for $N, M = 1, \ldots, 5$ and several ranges of $[\omega_1, \omega_2]$. We have also presented generalized criteria for using the two derived classes of optimal controls, which can be applied to systems with Type I (strictly positive) and Type II PRCs, while the derivation in our previous work on 1:1 entrainment required $Q_* < 0$. It is important to note that using $\Omega = \frac{1}{2}(\omega_1 + \omega_2)$ allows the ensemble to be entrained with a minimum control energy, as in the case of $[\omega_1, \omega_2] = [0.95 \omega, 1.05 \omega]$. One can then consider a dual objective of maximizing the locking range of entrainment given a fixed power, as described in the following section.

### 7. Maximum locking range for subharmonic entrainment

In some applications, the frequency range $[\omega_1, \omega_2]$ of the oscillators in $F$ in (6.1) is not known, or it is desirable to entrain the largest collection of oscillators with similar PRC but uncertain frequency. For such cases, we seek a control $v$ that maximizes the locking range of entrainment $R_{Qv}[v]$ for a fixed control energy $\langle v^2 \rangle = P$. Because $R_{Qv}[v] = [\omega_-, \omega_+]$, we wish to maximize $\omega_+ - \omega_- = \Delta \omega_+ - \Delta \omega_- = A_v^{NM}(\varphi^+) - A_v^{NM}(\varphi^-)$, where the latter equality is due to the constraints 6.2. The resulting optimization problem can be formulated as

$$\max_{v \in P} \mathcal{J}[v] = A_v^{NM}(\varphi^+) - A_v^{NM}(\varphi^-)$$

(7.1)

s.t. $\langle v^2 \rangle = P.$

(7.2)

By adjoining the constraint to (7.2) to the objective using a multiplier $\lambda$, we obtain a cost functional given by

$$\mathcal{J}[v] = A_v^{NM}(\varphi^+) - A_v^{NM}(\varphi^-) - \lambda(\langle v^2 \rangle - P)$$

$$= \langle Y_{NM}(\eta, \varphi^+) v(\eta) \rangle - \langle Y_{NM}(\eta, \varphi^-) v(\eta) \rangle - \lambda(\langle v^2 \rangle - P)$$

$$= \frac{1}{2\pi} \int_0^{2\pi} (v(\eta) [Y_{NM}(\eta, \varphi^+) - Y_{NM}(\eta, \varphi^-) - \lambda v(\eta)] + \lambda P) d\eta.$$ 

(7.3)

Solving the Euler-Lagrange equation yields a candidate solution in the form

$$v_*(\eta) = \frac{1}{2\lambda} [Y_{NM}(\eta, \varphi^+) - Y_{NM}(\eta, \varphi^-)].$$ 

(7.4)
Fig. 7.1. Minimum energy subharmonic entrainment controls for Hodgkin-Huxley neuron ensembles with frequency ranges $[0.925\omega, 1.025\omega]$, $[0.9375\omega, 1.0375\omega]$, $[0.9625\omega, 1.0625\omega]$, and $[0.975\omega, 1.075\omega]$, and target frequency $\Omega = \omega$ equal to the nominal natural frequency in Appendix B. In each panel, the controls are rescaled so that the greatest energy waveform has unit energy, and the domain and range in each plot is $[0, 2\pi]$ and $[-3.7, 3.7]$, respectively. The entrainment ratio is indicated at the top, while the lowest energy (for $v_r$) and highest energy (for $v_\pm$ or $v_{\mp}$) are shown at bottom left and right, respectively.

Fig. 7.2. Interaction functions for the controls shown in Figure 7.1, where the domain and range in each plot is $[0, 2\pi]$ and $[-0.05, 0.05]$, respectively. The entrainment ratio is indicated, and the black line denotes the $x$-axis.

By applying (3.10), the interaction function is shown to be

$$\Lambda_{v_{\tau}}(\phi) = \frac{1}{2\lambda} [V(\phi - \phi^+) - V(\phi - \phi^-)],$$

so the objective (7.1) is given by

$$\Lambda_{v_{\tau}}(\phi^+) - \Lambda_{v_{\tau}}(\phi^-) = \frac{1}{\lambda} [V(0) - V(\Delta\phi)].$$

It follows that to maximize the entrainment range, the phase $\Delta\phi$ must minimize $V_{NM}$ in order to maximize the span of the interval $R_{NM}[v]$, hence $\Delta\phi = \phi^*_{NM}$ as in (6.22). In addition, substituting the candidate solution (7.4) into the constraint (7.2), we obtain

$$P = \langle v_{\tau}^2 \rangle = \frac{1}{4\lambda^2} [2\langle Y_{NM} Y_{NM} \rangle - 2\langle Y_{NM}(\eta, \phi^+) Y_{NM}(\eta, \phi^-) \rangle] = \frac{1}{2\lambda^2} [V_0 - V^*_{NM}],$$

so that solving for the multiplier $\lambda$ yields

$$\lambda = \frac{1}{\sqrt{2P}} \sqrt{V_0 - V^*_{NM}}.$$

Therefore the waveform of energy $P$ with maximum locking range $R_{NM}[v]$ for an ensemble of the form (6.1) is given by

$$v_{\tau}(\eta) = \frac{\sqrt{P}}{\sqrt{2(V_0 - V^*_{NM})}} [Y_{NM}(\eta, \phi^*_{NM}) - Y_{NM}(\eta, 0)].$$
8. Simulations of Minimum-Energy Entrainment. In this section, we present the results of several numerical simulations that validate the theoretical results that we have derived above for minimum-energy subharmonic entrainment. Specifically, we compare the theoretical Arnold tongues for the waveforms that were derived from the phase-reduced Hodgkin-Huxley system with computed Arnold tongues for the phase-reduced and full state-space systems. We first apply the phase reduction procedure described in Appendix C to the equations given in Appendix B. Because of the periodicity of $Z$, $v$, and $N_M$, all of these functions are conveniently represented using Fourier series, as described in Appendix A. These representations are used to synthesize optimal waveforms, which are then applied to simulations to test for entrainment of ordinary differential equation systems for phase models and state-space systems. Numerical integrations are performed using the 4th order Runge-Kutta method.

For the waveform $v_-$ as in (4.7), which is used to entrain a single oscillator, the results are shown in Figures 8.1 and 8.2. In this case the natural frequency $\omega$ of the oscillator is fixed, and the minimum RMS energy $P^{\text{SM}}_v(\Omega_f)$ is obtained as a function of the forcing frequency $\Omega_f$. The theoretical Arnold tongue is computed by rearranging (3.14), while the actual Arnold tongues for the phase-reduced and state-space system are computed by fixing values of $\Omega_f$ and using a line search to compute the boundary of the entrainment region. A bisection search is initialized using guesses of .9 and 1.1 times the theoretical estimate of $P^{\text{SM}}_v(\Omega_f)$, and is terminated when the upper and lower bound are within 0.01 times that estimate. To determine whether a unit energy waveform $\tilde{v}$ entrains a phase model (2.2) for a given pair $(\Omega_f, P^{\text{SM}}_v)$ of forcing frequency and control energy, the control input $u(t) = P^{\text{SM}}_v \cdot \tilde{v}(\Omega_f t)$ is applied to the phase model, which is initialized at a fixed point of $\Delta \omega + N_M^\ast(\varphi)$, such as $\varphi_1^\ast$ in the illustration in Figure 3.1. The system (2.2) is integrated numerically, and then the time-series $\psi_k := \psi(k T_e)$, $k = 1, 2, \ldots$, where $T_e = 2\pi/\Omega$ is the desired period for the entrained system, is examined to check for convergence to a steady state value. Convergence of this time-series implies that the forced system has the desired period $T_f$. In practice, we check whether $\psi_k$ for $k = 46, \ldots, 50$ remains within an error tolerance of $\epsilon_1 = 10^{-1}$. This approach provides enough time to guarantee that the system has converged to steady-state, in the case that entrainment occurs. Our experiments have shown that this straightforward approach is sufficient to approximate the minimum RMS energy $P^{\text{SM}}_v(\Omega_f)$ with error below 1% of the actual value. We extend the same technique to compute Arnold tongues for the full state-space system (2.1) by applying to it the same control, and examining the time-series $y_k := x_1(k T_e)$, $k = 1, 2, \ldots$, where $x_1(t)$ is the first state variable. To obtain a reasonably accurate estimate of the boundary, we accept that convergence has occurred when $y_k$ for $k = 200, \ldots, 250$ remains within an error tolerance of $\epsilon_2 = 10^{-2}$. Note that although a phase ambiguity exists because we have solved for $\varphi^+$ and $\varphi^-$, the initial phase at which the control is applied is unimportant because entrainment is an asymptotic process. The waveform (7.9) is actually a special case of (6.24) when $\Omega = \frac{1}{2}(\omega_1 + \omega_2)$, and the extremal detunings $\Delta \omega_2 = -\Delta \omega_1$ are related to the control energy by $P = 2(\Delta \omega_2)^2/(V_0 \Delta M - V_{\text{SM}})$. Such controls are shown in purple in Figure 7.1. We may deduce that the control (7.9) results in the greatest locking range for a fixed control energy, and can be applied at subharmonic forcing frequency $\Omega = N \frac{1}{2} \Delta \omega_1$ to entrain the ensemble $\mathcal{F}$ with minimum control energy. These dual objectives are optimized by the same waveform, and this link clarifies the relationship between the interaction function and the maximal frequency locking range, which was first observed for harmonic entrainment [23, 53].
Arnold tongues for minimum energy subharmonic entrainment controls $v_m$ for Hodgkin-Huxley neurons, where the target frequency is $\Omega = 0.99\omega$. The domain in each panel is the forcing frequency $\Omega_f$ on the interval of $90\%$ to $110\%$ of $\frac{1}{2}\omega$ where $\omega$ is the natural frequency, and the range is $[0,1]$. The entrainment ratio is indicated at the bottom right. The shaded region is the theoretical Arnold tongue as determined by Table 3.1. The actual boundaries of the Arnold tongues are computed as well for entrainment of the phase model, as shown in blue, and for the full state-space model, as shown in red. For the 4:1 and 4:3 cases, the tongues become too narrow to compute for the state-space model.

Examination of entrainment regions for the waveforms $v_e$ in (6.23) that entrain ensembles of oscillators is complicated by the alternative notion of entraining an ensemble, as illustrated in Figure 6.2. Rather than varying the forcing frequency to compute Arnold tongue of a single oscillator with fixed natural frequency, this notion of an ensemble Arnold tongue requires the forcing frequency to remain fixed while the forcing energy required to entrain oscillators with varying natural frequency is determined. Recall that in Section 6 we considered a collection of systems $\dot{x} = f(x, u, p)$ where $p \in D \subset \mathbb{R}^d$ is a vector of constant parameters varying on a hypercube $D$ containing a nominal parameter vector $q$. This collection was reduced to the ensemble $\mathcal{F}$ in (6.1). Thus the ensemble Arnold tongues for the phase-reduced ensemble can be computed by varying $\omega$ in $\mathcal{F}$ and computing the boundaries as described above. For the ensemble of state-space oscillators, we consider the parameter hyper-
Fig. 8.3. Arnold tongues for minimum-energy subharmonic entrainment ensemble controls $v_e$ for Hodgkin-Huxley neurons, where the target frequency is $\Omega = 0.99\omega$. The domain in each panel is the forcing frequency $\Omega_f$ on the interval of 90% to 110% of $\frac{N}{12}\omega$ where $\omega$ is the natural frequency, and the range is $[0, 0.5]$. The entrainment ratio is indicated at the bottom right. The shaded region is the theoretical Arnold tongue as determined by (6.4). The computed boundaries of the Arnold tongues are shown in blue for entrainment of the phase model, and minimum entrainment energies for the state-space model with parameter values at the corner points of $D$ are shown in red.

Fig. 8.4. Arnold tongues for minimum energy subharmonic entrainment ensemble controls $v_e$ for Hodgkin-Huxley neurons, where the target frequency is $\Omega = 0.99\omega$. All of the Arnold tongues in Figure 8.3 are shown together on one plot, where the domain is $\Omega_f/\omega$, i.e., the ratio between the forcing and natural frequencies.

cube $D := \prod_{i=1}^{7} [q_i, 1.02q_i]$, where $q = (q_1, \ldots, q_7)$ represents the nominal set of parameters $V_{Na}, V_K, V_L, g_{Na}, g_K, g_L,$ and $c$ of the Hodgkin-Huxley system. Each corner of $D$ corresponds to a frequency of oscillation, for which we find the minimum power $P^{\text{EM}}_N(\omega)$ that results in entrainment. These points are plotted along with the shaded theoretical Arnold tongues in Figures 8.3 and 8.4, which arise from simulations in which the target frequency is set to 99% of the nominal frequency for the Hodgkin-Huxley system.

Figures 8.1 and 8.2 show close agreement between the phase-locking regions predicted from the theory and the computed boundaries when the forcing frequency $\Omega_f$ is within several percent of $\frac{N}{12}\omega$, and the first order approximation for the phase dynamics given by the model 2.2 is accurate. For larger frequency detuning, the nonlinear behavior of the oscillation is not captured by the phase model. Figures 8.3 and 8.4
show that the theoretical and computed ensemble Arnold tongues agree as well.

9. Simulations of Fast Entrainment. In this section, we apply the optimal waveforms for fast subharmonic entrainment given by (5.18) to the Hodgkin-Huxley model in order to verify the performance. We compare the observed entrainment rates near the asymptotic value of the slow phase with the theoretical value predicted by the gradient of the interaction function, as illustrated in Figure 5.1. We first note that near the attractive fixed point \( \varphi^* \), we can model the dynamics of the averaged slow phase \( \varphi \), which evolves according to (3.13), using a first order Taylor series approximation about \( \varphi^* \). This takes the form

\[
\dot{\varphi} = \Delta \omega + A^\text{NM}_v(\varphi^*) + \frac{d}{d \varphi} A^\text{NM}_v(\varphi^*)(\varphi - \varphi^*) = \frac{d}{d \varphi} A^\text{NM}_v(\varphi^*)(\varphi - \varphi^*), \tag{9.1}
\]

where \( \Delta \omega + A^\text{NM}_v(\varphi^*) = 0 \) because \( \varphi^* \) is the fixed point that yields \( \dot{\varphi} = 0 \) for (3.13). Setting \( \varphi_0 = \varphi - \varphi^* \), the equation (9.1) becomes

\[
\dot{\varphi}_0 = \frac{d}{d \varphi} A^\text{NM}_v(\varphi^*)\varphi_0 \tag{9.2}
\]

when \( \varphi_0 \) is near zero. Recall that the slow phase itself is defined by \( \phi(t) = \psi(t) - \Omega t = \psi(t) - \frac{\psi}{\Omega} \Omega t \), and follows the dynamics (3.1). Due to the weak forcing assumption, (3.1) can be approximated near the steady state value \( \phi^* \) by (9.2) where \( \varphi_0 \) is replaced with \( \phi_0 = \phi(t) - \phi^* \). Hence the slow phase \( \phi \) decays exponentially to \( \phi^* \) according to \( |\phi - \phi^*| = c_0 + \frac{1}{d \varphi} A^\text{NM}_v(\varphi^*) t \), where \( c_0 \) is independent of time. This leads to the following methods for approximating entrainment rates when simulating phase models and state-space systems.

For simulations involving the phase model, we examine the slow phase by simulating the phase model (2.2) where \( u \) is the subharmonic fast entrainment input given by (5.18). In particular, we create a time-series \( \phi_k := \phi(kT_e) = \psi(kT_e) - \Omega kT_e \), \( k = 1, 2, \ldots \), that samples the slow phase system (3.1), where \( T_e = 2\pi/\Omega \) is the desired period for the entrained system. The behavior of the phase difference \( \phi_k - \phi^* \) in the neighborhood of \( \phi^* \) can be closely described by an exponential decay

\[
\ln |\phi_k - \phi^*| = c_0 + \kappa_1 kT_e, \tag{9.3}
\]

where \( \kappa_1 \) is a negative coefficient that quantifies entrainment rate for the phase model. Alternatively, (9.3) leads to the relation

\[
\ln |\phi_{k+1} - \phi_k| = c_1 + \kappa_1 kT_e, \tag{9.4}
\]

where \( c_1 \) is independent of \( k \).

When simulating entrainment of the state-space model, the slow phase \( \phi(t) \) must be approximated by locating the peaks of the first state variable \( x_1 \). We first form the time-series \( z_j := x_1(t_j), j = 1, 2, \ldots \), where \( t_j \) is the time of the \( j \)th peak. Recall that we define \( \psi(t_j) = 0 \) (mod 2\( \pi \)) to occur when \( x_1 \) attains a peak in its cycle, so that \( \psi(t_j) = 2\pi j \). We can then define a new slow phase sequence by \( \phi_j := \phi(t_j) = \psi(t_j) - \Omega t_j \), which yields \( t_j = (2\pi j - \phi_j)/\Omega \), and hence \( t_{j+1} - t_j = T_e - (\phi_{j+1} - \phi_j)/\Omega \), which yields

\[
\phi_{j+1} - \phi_j = 2\pi \frac{T_e - (t_{j+1} - t_j)}{T_e}. \tag{9.5}
\]
Comparing entrainment rates for the Hodgkin-Huxley model. Left: Phase difference from steady-state value $\psi_k - \psi_\infty$ as a function of period $k$ for harmonic (1:1) fast entrainment simulations of the phase model (blue) and state-space model (red). Dashed lines show exponential fits. The target frequency is $\Omega = 1.01\omega$. Center: Linear fits with slopes $\kappa_1$ and $\kappa_2$ of the log of the phase difference from steady state for the phase model and state-space model, according to (9.3) and (9.6), respectively. The phase converges exponentially to the steady-state. Right: The dashed line is tangent to $\dot{\phi} = \Delta \omega + \Lambda(\phi)$ at the attractive phase $\phi = \phi^* = 0$. The slope of the line is $\frac{d}{d\phi} N_M^{NM}(\phi^*)$, which is the theoretical value of the convergence rate when the oscillator is in the neighborhood of $\phi^*$. For the simulations, the system is initialized so that $\phi(0) = \psi^* - 0.4$ radians. In this example $\kappa_1 = -0.0252$, $\kappa_2 = -0.0229$, and $\frac{d}{d\phi} N_M^{NM}(\phi^*) = -0.0256$.

Entrainment rates resulting from subharmonic fast entrainment controls $v_f$ in 5.18 for the Hodgkin-Huxley neuron model. The domain in each panel is the forcing frequency $\Omega_f$ on the interval of 97% to 103% of $\frac{2\pi}{\Omega}$ where $\omega$ is the natural frequency, and the range is [0.007, 0.050]. The entrainment ratio is indicated at the top left, and the control waveform energy, which is adjusted to be slightly greater than the minimum to guarantee entrainment for all the detuning values for each subharmonic ratio, is given at the bottom left. The red line is the theoretical entrainment rate $\frac{d}{d\phi} N_M^{NM}(\phi^*)$, and the computed values of $\kappa_1$ and $\kappa_2$ are shown in blue and green, respectively.

Using the slow phase sequence $\{\phi_j\}$ instead of $\{\phi_k\}$ in (9.4) and applying (9.5) yields

$$\ln \left| 2\pi \frac{T_e - (t_{j+1} - t_j)}{T_e} \right| = c_2 + \kappa_2 j T_e,$$

where $c_2$ is independent of $j$ and $\kappa_2$ is a negative coefficient that quantifies the entrainment rate for the state-space model.

The coefficients $\kappa_1$ and $\kappa_2$ are in practice very near to the theoretical entrainment rate $\frac{d}{d\phi} N_M^{NM}(\phi^*)$, and we expect $\kappa_1$ to be consistently closer to the theoretical value, because the latter is derived from the phase model. The procedures for obtaining $\kappa_1$ and $\kappa_2$ are illustrated in Figure 9.1, which illustrates an example of harmonic (1:1) fast...
entrainment of the Hodgkin-Huxley system phase model and state-space model where $\Omega = 1.01\omega$, and where the theoretical and computed entrainment rates are found to be very similar. In addition, the same experiment is repeated for subharmonic $(N:M)$ entrainment and for a range of values of the detuning $\Delta\omega$, and the results are given in Figure 9.2. The values are in close agreement, although the computation becomes problematic at higher entrainment ratios. Observe that the entrainment rate is highest near the center of each panel in Figure 9.2, which corresponds to $\Delta\omega \equiv 0$. This is because the frequency of the oscillator does not need to be altered, so that the entrainment rate maximization objective (5.7) takes precedence in the problem formulation posed in (5.7)-(5.9). Conversely, when the detuning is greater, i.e., when $\Omega$ is farther from $\omega$, the optimal theoretical and observed entrainment rate is lower, because the the frequency entrainment design constraint (5.9) influences the problem significantly.

10. Discussion. The effect of the subharmonic forcing ratio on the entrainment properties of a phase model and given input waveform can be inferred directly from the definition of the interaction function in (3.3). The locking range of a control waveform, and hence the Arnold tongue, depends on the properties of the interaction function, as illustrated in Figure 3.1 and Table 3.1. The cases of sinusoidal PRC and sinusoidal forcing are particularly useful. If the PRC is $Z(\theta) = \sin(\theta)$, then it is evident that $N:M$ entrainment is not possible when $N > M$, because the orthogonality of the trigonometric basis functions of the Fourier series would result in $\Lambda_{N,M}(\varphi) = 0$. Conversely, if the input is $v(\theta) = \sin(\theta)$, then $N:M$ entrainment is not possible when $N < M$ for the same reason. This leads to the lemma regarding the existence of subharmonic locking regions which is given in Appendix A.

Furthermore, observe also that as $N$ increases in Figure 4.2, the interaction function quickly narrows to a very small range, which no longer contains the origin, so that the Arnold tongue will skew to one side. This is illustrated in Case C of Figure 3.2, and is observed in practice for the 4:1 and 4:3 cases in Figure 8.1. This is due to the rapid decrease of energy in successive terms of the Fourier series for the Hodgkin-Huxley PRC. In fact, $N:M$ entrainment can be established only if there is significant energy in the $N^{th}$ term of this series. Because the coefficients of the Fourier series for the Hodgkin-Huxley PRC are nearly negligible beyond the fourth order, the Arnold tongues also become extremely thin, and so that subharmonic entrainment with $N = 5$ (and $M < 5$) cannot be established in practice for this system.

Throughout this paper, we focus on deriving waveforms which are optimal in the case of the weak forcing assumption, as described in Section 3. Many approximations are made in the process of phase reduction and averaging, so that the controls presented above are optimal only in an approximate sense, as the input energy $\langle v^2 \rangle$ approaches zero. An analysis of the accuracy and divergence from optimality of the produced controls, taking into account control amplitude, accuracy of phase reduction, and effects of averaging is a challenging problem that is left for future work. It is important to emphasize that the techniques presented here provide a straightforward way to compute near optimal controls numerically, and have been applied successfully in an experimental setting [39]. Furthermore, from the simulation shown in Figure 8.4, we see that the optimal waveforms obtained using the phase modeling technique produce a similar result to the theory when applied to both the phase model and original model. This strongly supports the hypothesis that optimal entrainment controls derived using a phase model are very near optimal for the original system, provided the oscillator remains within a neighborhood of its limit cycle.
The results on subharmonic entrainment of oscillator ensembles in Section 6 can be interpreted as a means of shaping the Arnold tongue characterizing the entrainment of an oscillatory ensemble. By adjusting the forcing waveform while keeping the forcing frequency $\Omega_f$ fixed, it is possible to significantly alter the frequency range $(\omega_1, \omega_2)$ of the collection of oscillators $F$ subjected to subharmonic phase-locking. The main focus here is on accomplishing such manipulation in an optimal manner. In most cases, entrainment of a given ensemble $F$ can actually be achieved using a biased sinusoid of the form $u(t) = b_0 + b_1 \sin(\Omega_f t)$ with appropriate constants $b_0$, $b_1$, and $\Omega_f$. However, the derived waveforms accomplish this design goal using significantly less energy. Furthermore, the analysis of Arnold tongues for minimum-energy waveforms provides a framework for studying the possibilities and limitations of engineering entrainment of rhythmic systems on multiple time scales, for instance in an interacting network. Such analysis may also shed light on the evolved optimal periodic activity of complex multi-scale biological systems. For example, experimentally measured subharmonic entrainment regions were approximated by injecting single Aplysia motoneurons with sinusoidal inputs of varying frequency and amplitude [62], resulting in plots similar to Figures 8.3 and 8.4.

An indirect implication of this work stems from the importance of the interaction function between the PRC of one or more oscillators and the common control input for the phase-locking properties of the ensemble. In this paper we have focused entirely on the frequency locking aspect of entrainment, and did not consider the fixed point of the average slow phase $\varphi$ to which oscillators converge, as long as the frequency control objective is satisfied. However, as one can see in Figure 3.1, the form of the interaction function determines the asymptotic phases of entrained oscillators, which is of particular interest when manipulating the synchronization of multiple rhythmic units. The techniques presented here can therefore be extended to engineer synchronization in collections of oscillators using weak forcing without feedback information, which is of compelling interest in electrochemistry [96], neuroscience [97], and circadian biology [98]. The impact may be greatest on the ability to manipulate collections of biological circadian and neural systems, for which the entrained phases may need to be design in a nonuniform manner, by using common inputs. Novel paradigms for designing synchronization patterns in rhythmic biological and electrochemical systems will appear in our future work.

Conclusions. We have developed a methodology for designing optimal waveforms for subharmonic entrainment of oscillator ensembles to a desired frequency using weak periodic forcing. Our approach is based on phase model reduction, formal averaging theory, and the calculus of variations. Diverse objectives such as minimizing input energy, maximizing the rate of entrainment, and designing the entrainment frequency and control power are considered. In addition, the entrainment of large ensembles of oscillators with uncertain parameters is explored.

In order to characterize the phenomenon of subharmonic entrainment, we also derive an approximation of the locking region in energy-frequency space for a periodically forced oscillator, called an Arnold tongue, or for an oscillator ensemble, which we refer to as an ensemble Arnold tongue. The entrainment of phase-reduced Hodgkin-Huxley neurons is considered as an example problem throughout the paper, and boundaries of Arnold tongues are computed for various subharmonic entrainment ratios and controls to compare to the theoretical regions. Detailed descriptions and illustrations are provided to connect the behavior of entrained systems to the corresponding Arnold tongues and interaction functions. Simulations to compute ac-
tual Arnold tongues are described and carried out for minimum energy subharmonic entrainment controls for single oscillators and oscillator ensembles, and the measurement of entrainment rates of simulations is described and carried out to examine the performance of fast entrainment waveforms. In all cases, the computational results closely correspond to what is predicted by the derived theory.

This work provides a comprehensive study of subharmonic entrainment of weakly forced nonlinear oscillators, as well as a practical technique for control synthesis. The methods presented here may also be used for the analysis of synchronization in interacting rhythmic systems across different time-scales. The approach described is of direct interest to researchers in chemistry and biology, and particularly neuroscience.

Appendix A. Interaction functions for subharmonic entrainment.

Because the PRC $Z(\theta)$, input waveform $v(\theta)$, and interaction function $\Lambda_{v}^{NM}(\varphi)$ are all $2\pi$-periodic, they are most conveniently represented using Fourier series, and interaction functions can easily be computed by inspecting the equation 3.3. Let us denote the Fourier series for $v$ by

$$v(\theta) = \frac{1}{2}c_0 + \sum_{n=1}^{\infty} c_n \cos(n\theta) + \sum_{n=1}^{\infty} d_n \sin(n\theta).$$

(A.2)

By applying trigonometric angle sum identities and the orthogonality of the Fourier basis, we can obtain $\Lambda_{v}^{NM}(\varphi)$ by first computing

$$\Lambda_{v}^{NM}(M \varphi) = \frac{a_0 c_0}{4} + \frac{1}{2} \sum_{j=1}^{\infty} [a_{Mj} c_{Nj} + b_{Mj} d_{Nj}] \cos(j \varphi)$$

$$+ \frac{1}{2} \sum_{j=1}^{\infty} [b_{Mj} c_{Nj} - a_{Mj} d_{Nj}] \sin(j \varphi),$$

(A.3)

then making the appropriate re-scaling. The integers $N$ and $M$ must be coprime. The equation (A.3) leads to the following lemma:

Lemma 1: Condition for existence of subharmonic entrainment. Given a phase model (2.2) and an input waveform $v(\theta)$, subharmonic $(N:M)$ entrainment to a target frequency $\Omega \neq \omega$ using a forcing frequency $\Omega_f = \frac{N}{M} \Omega$ is possible if and only if $a_{Mj} c_{Nj} + b_{Mj} d_{Nj} \neq 0$ or $b_{Mj} c_{Nj} - a_{Mj} d_{Nj} \neq 0$ for at least one $j \in \mathbb{N}$.

Proof: If $a_{Mj} c_{Nj} + b_{Mj} d_{Nj} = 0$ and $b_{Mj} c_{Nj} - a_{Mj} d_{Nj} = 0$ for all $j \in \mathbb{N}$, then $\Lambda_{v}^{NM}(\varphi) \equiv 0$ by (A.3). Therefore if $\Delta \omega = \omega - \Omega \neq 0$, then $\Lambda_{v}^{NM}(\varphi) + \Delta \omega = 0$ has no solution and (3.13) has no fixed point. Therefore entrainment cannot occur.

Conversely, suppose that $N:M$ entrainment is possible for $\Delta \omega \neq 0$. It follows that $\Lambda_{v}^{NM}(\varphi) + \Delta \omega = 0$ must have a solution, hence $\Lambda_{v}^{NM}(\varphi)$ is not identically zero, and therefore $a_{Mj} c_{Nj} + b_{Mj} d_{Nj} \neq 0$ or $b_{Mj} c_{Nj} - a_{Mj} d_{Nj} \neq 0$ for at least one $j \in \mathbb{N}$. □

Lemma 2: Continuity of interaction function. Interaction function $\Lambda_{v}^{NM}$ is continuous when $v$ is bounded.

Proof: Suppose $v$ is bounded but $\Lambda_{v}^{NM}$ in (3.3) is discontinuous at $\phi \in [0, 2\pi)$. Then $\exists M > 0$ such that $|v(\theta)| < M \ \forall \theta \in [0, 2\pi)$, and $\exists \sigma > 0$ such that $|\Lambda_{v}^{NM}(\phi + \frac{\delta}{2}) - \Lambda_{v}^{NM}(\phi - \frac{\delta}{2})| > \sigma \ \forall \delta \in (0, d)$ for some $d > 0$. Because $Z$ is continuous, it follows that
∀ \epsilon > 0, \exists \delta > 0 such that |Z(\theta + \delta) - Z(\theta)| < \epsilon. Then for arbitrary fixed \epsilon > 0,

\begin{align*}
0 < \sigma < |\Lambda^M_v(\phi + \frac{\delta}{2}) - \Lambda^M_v(\phi - \frac{\delta}{2})| = & \left| \frac{1}{2\pi} \int_0^{2\pi} [Z(M \theta + \phi + \frac{\delta}{2}) - Z(M \theta + \phi - \frac{\delta}{2})] \cdot |v(N \theta)| d\theta \right| \\
& \leq \frac{1}{2\pi} \int_0^{2\pi} |Z(M \theta + \phi + \frac{\delta}{2}) - Z(M \theta + \phi - \frac{\delta}{2})| \cdot |v(N \theta)| d\theta \\
& \leq \frac{1}{2\pi} \int_0^{2\pi} \varepsilon M d\theta = \varepsilon M.
\end{align*}

Therefore \varepsilon M > \sigma, and choosing \varepsilon = \sigma/(2M) yields a contradiction. \qed

Appendix B. Hodgkin-Huxley Model.

The Hodgkin-Huxley model describes the propagation of action potentials in neurons, specifically the squid giant axon, and is used as a canonical example of neural oscillator dynamics. The equations are

\begin{align*}
\dot{cV} &= I_b + I(t) - g_{Na} h(V-V_{Na}) m^3 - g_K (V-V_k) n^4 - g_L (V-V_L) \\
\dot{m} &= a_m(V)(1-m) - b_m(V)m, \\
\dot{h} &= a_h(V)(1-h) - b_h(V)h, \\
\dot{n} &= a_n(V)(1-n) - b_n(V)n,
\end{align*}

where

\begin{align*}
a_m(V) &= 0.1(V+40)/(1-\exp(-(V+40)/10)), \\
b_m(V) &= 4 \exp(-(V+65)/18), \\
a_h(V) &= 0.07 \exp(-(V+65)/20), \\
b_h(V) &= 1/(1+\exp(-(V+35)/10)), \\
a_n(V) &= 0.01(V+55)/(1-\exp(-(V+55)/10)), \\
b_n(V) &= 0.125 \exp(-(V+65)/80).
\end{align*}

The variable \( V \) is the voltage across the axon membrane, \( m, h, \) and \( n \) are the ion gating variables, \( I_b \) is a baseline current that induces the oscillation, and \( I(t) \) is the control input. The units of \( V \) are millivolts and the units of time are milliseconds. Nominal parameters are \( V_{Na} = 50 \text{ mV}, V_K = -77 \text{ mV}, V_L = -54.4 \text{ mV}, g_{Na} = 120 \text{ mS/cm}^2, \)

\( g_K = 36 \text{ mS/cm}^2, g_L = 0.3 \text{ mS/cm}^2, I_b = 10 \mu A/cm^2, \) and \( c = 1 \mu F/cm^2, \) for which the period of oscillation is \( T = 14.63842 \pm 10^{-5} \text{ ms}. \)

Appendix C. Computation of Phase Response Curves.

In this appendix we present a basic summary of the technique for phase coordinate transformation, derived directly from the method of Malkin [91]. This derivation leads to a straightforward method for numerical computation of phase response curves, which is implemented here to automatically compute phase models from the Hodgkin-Huxley equations for numerous parameter sets in order to produce Figures 8.3 and 8.4 above. A collection of theorems regarding existence, accuracy, and validity of phase-reduced models has been produced [82].

Consider a smooth ODE system \( \dot{x} = f(x,u), \) where \( x(t) \in \mathbb{R}^n \) is the state and \( u(t) \in \mathbb{R} \) is a control, such that \( \dot{x} = f(x,0) \) has an attractive, non-constant, \( T \)-periodic limit cycle \( \gamma(t) = \gamma(t + T) \in \Gamma \subset \mathbb{R}^n \) evolving on the periodic orbit \( \Gamma = \{ y \in \mathbb{R}^n : y = \gamma(t) \text{ for } 0 \leq t < T \}. \) A bijection can be defined between \( \Gamma \) and the circle \( S^1, \) which is homeomorphic to the interval \( [0,2\pi] \), hence any point \( x \in \Gamma \) can be associated with a scalar phase \( \phi \in [0,2\pi) \) by a map \( \alpha : \Gamma \rightarrow [0,2\pi) \) with action
\( \alpha(x) = \phi. \) We choose \( \alpha \) such that the phase is proportional to time on the the limit cycle, i.e., \( \alpha^{-1}(\phi) = \gamma(\phi/\omega), \) where \( \omega = 2\pi/T \) is the natural oscillator frequency, and so \( \gamma(0) = \alpha^{-1}(0) = \gamma(2\pi). \) Denote by \( x(t, x_0, u) \) a trajectory satisfying \( \dot{x} = f(x, u) \) for a control function \( u : [0, t] \rightarrow \mathbb{R} \) and \( x(0) = x_0. \) Then \( \gamma(t) = x(t, \alpha^{-1}(0), 0), \) so that if \( x(0) = x_0 \in \Gamma \) then \( x(t, x_0, 0) = \gamma(t + \phi_0/\omega), \) where \( \phi_0 = \alpha(x_0). \) We can define a phase variable \( \phi : [0, \infty) \rightarrow [0, 2\pi) \) for trajectories \( x(t, x_0, 0), x_0 \in \Gamma \) by \( \phi(t) = \alpha(x(t, x_0, 0)) = \alpha(\gamma(t + \phi_0/\omega)). \) Because \( \gamma(t) \) is periodic, then \( \phi(t) \) is periodic, and our choice of \( \alpha \) results in an affine system \( \phi(t) = \omega t + \phi_0, \) so that \( \phi(t) = \omega. \) For any \( x_0 \in \Gamma, \) we define \( \gamma(0) = x_0, \) so that \( \phi_0 = \alpha(x_0) = \alpha(\gamma(0)) = 0. \)

Denote by \( \mathcal{A} = \{ y \in \mathbb{R}^n : \lim_{t \to \infty} x(t, y, 0) \in \mathbb{R}^n \} \) the set attracted by the periodic orbit \( \Gamma, \) so if \( x_0 \in \mathcal{A} \) then \( x(t, x_0, 0) \in \mathcal{A} \) for \( t \geq 0. \) This allows us to extend the notion of phase mapping to any solution \( x(t, x_0, 0) \) for \( x_0 \in \mathcal{A}, \) by defining an asymptotic phase \( \theta_0 \in [0, 2\pi) \) such that \( \lim_{t \to \infty} \| x(t, x_0, 0) - \gamma(t + \theta_0/\omega) \| = 0. \) We can define an asymptotic phase map \( \nu : \mathcal{A} \rightarrow [0, 2\pi) \) that maps the point \( x_0 \in \mathcal{A} \) to the corresponding phase \( \theta_0, \) i.e., \( \theta_0 = \nu(x_0). \) In the case that \( x_0 \in \Gamma, \) then \( \| x(t, x_0, 0) - \gamma(t + \phi_0/\omega) \| = 0, \) so that \( \nu(x_0) = \theta_0 = \phi_0 = \alpha(x_0). \) The asymptotic phase variable \( \theta : [0, \infty) \rightarrow [0, 2\pi) \) is a mapping \( \theta(t) = \nu(x(t, x_0, 0)) \) for \( t \geq 0, \) which is defined for \( x_0 \in \mathcal{A}. \) Therefore if \( x_1, x_2 \in \mathcal{A} \) satisfy \( \nu(x_1) = \nu(x_2), \) then \( \nu(x_1, x_2) \) for all \( t \geq 0. \) We define an equivalence class on \( \mathcal{A} \)

\[ \begin{align*}
\gamma(t) &
\in \Gamma, \\
\theta(t) &
\in [0, 2\pi), \\
x(t) &
\in \mathcal{A}
\end{align*} \]

by \( x_1 \sim x_2 \) if \( \nu(x_1) = \nu(x_2), \) and denote class elements in the quotient space by \( [x_0] \in \mathcal{A}/\sim, \) so that \( \nu([x_0]) = \theta_0. \) We call the class element \( [x_0] \) the isochron corresponding to the phase \( \theta_0. \) Let \( x_1 \in \mathcal{A} \) satisfy \( x_1 \in [x_0] \) for \( x_0 \in \Gamma, \) so that \( \nu(x_1) = \nu(x_0). \) Then \( \theta(t) = \nu(x(t, x_0, 0)) = \alpha(x(t, x_0, 0)) = \alpha(x(t, x_0, 0)) = \phi(t) = \omega t + \alpha(x_0) = \omega t + \phi_0. \) Therefore the asymptotic phase along \( \gamma(t), \) when \( u \equiv 0, \) satisfies \( \theta(t) = \omega t + \theta_0 \) and \( \theta(t) = \omega. \) For any \( x_1 \in \mathcal{A}, \) there exists \( x_0 \in \Gamma \) such that \( x_1 \sim x_0. \) Therefore we can define \( \gamma(0) = x_0 \) where \( x_1 \in [x_0] \in \mathcal{A}/\sim, \) so that \( \theta_0 = \nu(x_1) = \nu(x_0) = \alpha(x_0) = \alpha(\gamma(0)) = 0. \) The following diagram displays the relevant mappings and spaces.

We can extend the notion of asymptotic phase to the case when \( u(t) \neq 0, \) provided that \( x(t, x_0, u) \in \mathcal{A} \) for \( t \geq 0. \) In this case we define a new asymptotic phase map \( \nu : \mathcal{A} \rightarrow [0, 2\pi) \) that acts according to \( \theta(t) = \nu(x(t, x_0, u)) = \nu(x(t, x_0, u), 0)), \) so that \( \theta(t) \) at a time \( t \geq 0 \) evaluates the asymptotic phase of the point \( x(t, x_0, u), 0). \) In other words, it is the asymptotic phase of \( x(t, x_0, z) \) where \( z(s) = u(s) \) for \( s \in [0, t) \) and \( z(s) = 0 \) for \( s \geq t. \)

It is possible to use a linearization of the system \( \dot{x} = f(x, u) \) about its limit cycle \( \gamma(t) \) to obtain the ODE for the asymptotic phase variable \( \theta(t) \) given infinitesimal inputs \( u(t) \) such that the solution \( x(t, x_0, u) \) remains within a neighborhood of the periodic orbit \( \Gamma. \) Define the perturbation variable \( \Delta x(t) = x(t) - \gamma(t), \) so that the linearization about \( \gamma \) is \( \Delta \dot{x}(t) = A(t) \Delta \dot{x}(t) + b(t)u \) where

\[
A(t) = \left. \frac{\partial}{\partial x} f(x, 0) \right|_{x = \gamma(t)} \quad \text{and} \quad b(t) = \left. \frac{\partial}{\partial u} f(\gamma(t), u) \right|_{u = 0}
\]

Note that \( A(t) \) and \( b(t) \) are \( T \)-periodic because they depend on \( \gamma(t), \) hence we can...
apply Floquet theory to the linearized system [84]. The fundamental matrix \( \Phi(t) \) satisfies \( \Phi(t) = A(t)\Phi(t) \) with \( \Phi(0) = I \), and its adjoint \( \Psi(t) = -A^\dagger(t)\Psi(t) \) with \( \Psi(0) = I \), where \( \dagger \) denotes the Hermitian transpose. Recall that \( \Psi^\dagger(t)\Phi(t) = \Psi^\dagger(0)\Phi(0) = I \), and that \( y(t) = \Phi(t)y(0) \) if \( \dot{y}(t) = A(t)y(t) \). Recall also Floquet’s theorem [85], which states that if \( A(t) \) is a continuous, \( T \)-periodic matrix, then for all \( t \in \mathbb{R} \) any fundamental matrix solution \( \Phi \) for \( \dot{x} = A(t)x \) can be written in the form \( \Phi(t) = Q(t)e^{Bt} \) where \( Q(t) \) is a nonsingular, differentiable, \( T \)-periodic matrix and \( B \) is a constant matrix. Furthermore, if \( \Phi(0) = I \) then \( Q(0) = I \).

Define the monodromy matrix \( M(t) = \Phi(t + T)\Psi^{-1}(t) \), which is the linearized return map of the dynamical system. By Floquet’s theorem, there exists a matrix \( B \) such that \( \Phi(t) = Q(t)e^{Bt} \) where \( Q(t) \) is \( T \)-periodic, hence

\[
M(t) = \Phi(t + T)\Psi^{-1}(t) = \Phi(t + T)\Phi^{-1}(t) = Q(t + T)e^{B(t + T)}e^{-Bt}Q^{-1}(t) = Q(t)e^{BT}Q^{-1}(t). \tag{C.1}
\]

Therefore \( M(t) \) is \( T \)-periodic and isospectral, because \( M(t) \) is similar to the constant matrix \( M(0) = e^{BT} \). The eigenvalues \( \lambda_i \) of \( M(t) \) are the Floquet multipliers of the linearization, each of which corresponds to an eigenvalue \( \rho_i \) of \( B \), called characteristic exponents, where \( \lambda_i = e^{\rho_i T} \). One of the Floquet multipliers of \( \gamma(t) \) is always 1, and by the stable manifold theorem the other \( n - 1 \) multipliers are less than 1 [84].

In the case \( u(t) = 0 \), the limit cycle satisfies \( \dot{\gamma}(t) = f(\gamma(t), 0) \), so that \( \dot{\gamma}(t) = A(t)\gamma(t) \) and hence \( \dot{\gamma}(t) = \Phi(t)\dot{\gamma}(0) \). In particular, \( \dot{\gamma}(t) = \dot{\gamma}(t + T) = \Phi(t + T)\dot{\gamma}(0) = \Phi(t + T)\Phi^{-1}(t)\dot{\gamma}(t) = M(t)\dot{\gamma}(t) \). It follows that \( \dot{\gamma}(t) = f(\gamma(t), 0) \) is the unique eigenvector of \( M(t) \) corresponding to the Floquet multiplier \( \lambda = 1 \), which has algebraic multiplicity of 1. Let \( m(t) \in \mathbb{R}^n \) be the unique eigenvector of \( M(t) \) corresponding the the Floquet multiplier \( \lambda = 1 \), so that \( M(t)m(t) = m(t) \), and scaled such that \( m(t)\dot{\gamma}(t) = \omega \). It follows that \( m(t)f(\gamma(t), 0) = m(t)\dot{\gamma}(t) = \omega \).

Recall that we defined a mapping \( \nu : A \to [0, 2\pi) \) that acts by \( \theta(t) = \nu(x(t, x_0, u)) \), and which if chosen properly results in a phase model \( \dot{\theta}(t) = \omega \) when \( u = 0 \). Then for \( x_0 \in \Gamma \),

\[
m(t)f(\gamma(t), 0) = \omega = \dot{\theta} = \frac{d}{dt} \nu(x(t, x_0, 0)) = \frac{\partial}{\partial x} \nu(x) \bigg|_{x=x(t)} \cdot \dot{\gamma}(t) = \frac{\partial}{\partial x} \nu(x) \bigg|_{x=x(t)} \cdot f(\gamma(t), 0).
\]

We may therefore infer that \( m(t) = \frac{\partial}{\partial x} \nu(x) \bigg|_{x=x(t)} \), and deduce that \( m(t) \) is \( T \)-periodic because \( \gamma(t) \) is. When \( u(t) \neq 0 \), the linearized trajectory satisfies

\[
\dot{\theta}(t) = \frac{\partial}{\partial x} \nu(x) \bigg|_{x=x(t)+\Delta x(t)} \cdot \dot{x}(t) = \frac{\partial}{\partial x} \nu(x) \bigg|_{x=x(t)+\Delta x(t)} \cdot (f(\gamma(t), 0) + A(t)\Delta x(t) + b(t)u).
\]

To obtain the infinitesimal PRC we set \( \Delta x(t) = 0 \), so that \( \dot{\theta}(t) = \omega + m(t)b(t)u \). Now when \( x(t) = \gamma(t) \) we have shown that \( \theta(t) = \omega t \), so we use \( t = \theta(t)/\omega \). It follows that we can write \( m(t)b(t) = m(\theta/\omega)b(\theta/\omega) \). We then obtain the system \( \dot{\theta}(t) = \omega + Z(\theta)u \) where \( Z(\theta) = m(\theta/\omega)b(\theta/\omega) \) is the PRC.

We see that \( m(t) = M(t)m(t) = (\Phi(t + T)\Phi^{-1}(t))m(t) = \Psi(t)\Psi^{-1}(t + T)m(t) = \Psi(t)m(-T) = \Psi(t)m(0) \), hence \( m(t) \) satisfies the adjoint equation \( \dot{m}(t) = -A^\dagger(t)m(t) \). This leads to the following method for computing \( Z(\theta) \):
Algorithm 1: Adjoint method.
1. Choose point $x_0 \in \Gamma$ and compute $\gamma(t) = x(t, x_0, 0)$ by integrating $\dot{x}(t) = f(x(t), 0)$ with $x(0) = x_0$.
2. Compute $\Phi(T)$ by integrating $\dot{\Phi}(t) = A(t)\Phi(t)$ with $\Phi(0) = I$.
3. Compute $M = M(0) = \Phi(T)$ and the eigenvector $\mu$ of $M^T$, and set $m_0 = \omega(\mu^T f(x_0, 0))^{-1} \cdot \mu$.
4. Integrate $\dot{m}(t) = -A^T(t)m(t)$ with $m(0) = m_0$.
5. The PRC is given by $Z(\theta) = m^T(\theta/\omega)b(\theta/\omega)$.

The above algorithm has issues with computational stability, because integration of the adjoint system is numerically unstable if $\Phi(t)$ is poorly conditioned. Rather than using the adjoint method, we can employ the projection method which, although computationally costlier, does not have issues of numerical instability and thus does not require optimization using polynomial approximation schemes.

Algorithm 2: Projection Method.
1. Compute the limit cycle $\gamma(t)$, the period $T$, and the natural frequency $\omega$.
2. For each $\theta \in [0, 2\pi)$, let $x_\theta = \alpha^{-1}(\theta) = \gamma(\theta/\omega)$, and compute $x(t, x_\theta, 0)$ using $\dot{x}(t) = f(x(t), 0)$ for $x(0) = x_\theta$.
3. Let $A_\theta(t)$ be the linearization of $f(x(t), 0)$ about $\gamma_\theta(t) = \gamma(t + \theta/\omega)$, so that $\gamma_\theta(0) = x_\theta$. Compute $\Phi_\theta(T)$ where $\Phi_\theta(t) = A_\theta(t)\Phi_\theta(t)$ with $\Phi_\theta(0) = I$.
4. Set $M_\theta = \Phi_\theta(T)$, and compute the eigenvector $\mu_\theta$ of $M_\theta^T$.
5. $m_\theta = \omega(\mu_\theta^T f(x_\theta, 0))^{-1} \cdot \mu_\theta$, and $Z(\theta) = m_\theta^T b(\theta/\omega)$.

Algorithm 2 eliminates the need to integrate the adjoint equations, wherein numerical instability occurs when the adjoint of the linearization is ill-conditioned. However, the forward equations must be solved for a full cycle to evaluate $Z(\theta)$ at every desired $\theta$ value. For further details and useful software packages, we refer the reader to several sources [40, 89, 90].
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