In the paper, we propose a novel prediction technique to predict Zernike coefficients from interference fringes based on Generative Adversarial Network (GAN). In general, the task of GAN is image-to-image translation, but we design GAN for image-to-number translation. In the GAN model, the Generator’s input is the interference fringe image, and its output is a mosaic image. Moreover, each piece of the mosaic image links to the number of Zernike coefficients. Root Mean Square Error (RMSE) is our criterion for quantifying the ground truth and prediction coefficients. After training the GAN model, we use two different methods: the formula (ideal images) and optics simulation (simulated images) to estimate the GAN model. As a result, the RMSE is about 0.0182 ± 0.0035λ with the ideal image case and the RMSE is about 0.101 ± 0.0263λ with the simulated image case. Since the outcome in the simulated image case is poor, we use the transfer learning method to improve the RMSE to about 0.0586 ± 0.0035λ. The prediction technique applies not only to the ideal case but also to the actual interferometer. In addition, the novel prediction technique makes predicting Zernike coefficients more accurate than our previous research.
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1. Introduction

Aberration is the difference between an actual image and an ideal image in the optical system. Therefore, aberration is one of the essential reference indicators when designing an optical system. Usually, the aberration of a system is quantified when evaluating the system’s performance, such as Seidel aberrations [1] and Zernike polynomials [2]. For example, the Zernike polynomials use a series of orthogonal polynomials for the unit circle [3].

One method to measure aberration is an interferometer. The aberration information is recorded on the interference fringe image. Therefore, Zernike coefficients could be calculated using traditional optical equations, such as the interference phase shift method, the Fourier transform method, and the phase-shift method. The conventional conversion methods convert interference fringe images to Zernike coefficients and require two steps, which are complex mathematical calculations. First, the interference fringe image is converted into the wavefront difference or phase difference. Second, Zernike coefficients are calculated using the surface fitting method with Zernike polynomials [4].
To simplify the calculation process, we use deep learning to obtain the Zernike coefficients from interference fringe images. A neural network learns from a lot of training datasets. After finishing the training, the model predicts the answer for the new image [5]. Therefore, this method does not need complex mathematical calculations and can expect the answers needed. In this paper, we use the Generative Adversarial Network (GAN) to predict Zernike coefficients quickly and simply.

Goodfellow and others proposed the GAN model in 2014 to achieve unsupervised learning of adversarial networks [6]. The network architecture of the GAN model is composed of two networks as follows: the Generator network and the Discriminator network [7]. The goal of the Generator network is to generate images that are close to authentic images. The Discriminator network is an auxiliary role for training the Generator network to achieve unsupervised learning. The concept of Pix2Pix is an image-to-image conversion method uses applications of the GAN model. Therefore, the GAN model generates training datasets, image recognition, image inpainting, and fake photography using human image synthesis technology (DeepFake) [8–19]. In previous research, many studies focused on fringe and aberration using deep learning [20–24], and we used GoogLeNet to predict Zernike coefficients [25]. The prediction accuracy is good but not good enough, so we study GAN to improve the prediction accuracy.

According to the advantage of GAN image-to-image translation, we propose a novel usage for GAN in this paper. We design a mosaic image as the output image of the Generator, and each piece of the mosaic image links to the number of Zernike coefficients. That is a new concept of GAN for image-to-number translation. Therefore, we use GAN to predict Zernike coefficients (mosaic image) from interference fringe images directly. First, the training datasets are generated by Python with an optics formula since the interferometer cannot easily create many interference fringe images as the Generator’s inputs. Then, we use optical software, VirtualLab (VL), to generate simulated images and to transfer learning to improve the accuracy with almost actual interference fringe images [26,27]. According to the result, the prediction technique can predict the Zernike coefficients of an interference fringe from the interferometer in the future.

2. Methods
2.1. Datasets for GAN Model

We need two input images, for the Generator and the Discriminator networks, to train the GAN model. First, we generate images as the input of the Generator network based on the optics formula in Python since the interferometer cannot easily obtain many actual pictures in a short time. We need to sequentially generate the phase difference and the interference fringe based on two formulas. The phase difference formula is represented by Zernike polynomials based on a polar coordinate system, as shown in Equation (1).

\[ \delta(r, \theta) = \sum_{n=1}^{N} a_n z_n(r, \theta) \]  

where the \( \delta \) represents the appearance of the phase difference, \( a_n \) represents the value of the nth Zernike coefficients, and \( z_n \) represents the nth item in the polynomials. In this paper, the range of \( a_n \) is \(-0.5–0.5\), radius \( r \) is \( 0–1 \), angle \( \theta \) is \( 0–2\pi \), and order \( n \) is \( 1–32 \). When producing the datasets, the Zernike coefficients are set randomly. The piston term in the first order of the Zernike mode should be ignored because it does not affect the wavefront distribution. Additionally, we do not analyze the piston term. Moreover, each Zernike polynomials item represents a kind of aberration meaning and the coefficient is a quantitative aberration.

Then, we use the phase difference to calculate the interference fringe formula based on the interference fringe formula, as shown in Equation (2), where \( I_a \) is the reference light and \( I_b \) is the tested light. Since the interference fringe formula is a series of the cosine function, the positive and negative values of Zernike coefficients may have a chance to produce the
same interference fringes. Therefore, these datasets should not be used for model training because one input fringe image corresponds to more than one series of coefficients. To solve this problem, we use the phase shift method to make the GAN model distinguish between positive and negative values of Zernike coefficients.

\[
I = I_a + I_b + 2\sqrt{I_a I_b} \cos(\delta)
\] (2)

According to the phase-shift method, we use two interference fringes, including the original interference fringe and the reference fringe based on the phase difference adding \(\pi/4\), as shown in Equations (3) and (4). Regarding how to combine the two images for the model’s input, a previous paper divided the two interference fringes for generating one input image [25]. However, during the training process, there is a phenomenon of divergence or overfitting when we only divided the two fringes. Therefore, this paper further uses the logarithmic divided fringes in our training experience, as shown in Equation (5). The possible reason is that some of the \(I'\) values are too large when the \(I_2\) values are too small or close to zero. Therefore, the input interference fringe images are adjusted in this paper, and the training dataset is different from the previous article [25]. The image size is 256 × 256 pixels.

\[
I_1 = I_a + I_b + 2\sqrt{I_a I_b} \cos(\delta)
\] (3)

\[
I_2 = I_a + I_b + 2\sqrt{I_a I_b} \cos\left(\delta + \frac{\pi}{4}\right)
\] (4)

\[
I' = \log\left(\frac{I_1}{I_2}\right)
\] (5)

Second, we also generate the ground truth, with Zernike coefficients as one of the Discriminator’s inputs; another input is a fake image that is the output of the Generator network. The actual image is designed with 32 equal pieces, and each part corresponds to one of the Zernike coefficients. The image size is 256 × 256 pixels, so each piece has 2048 pixels. An example of the target image looks similar to a mosaic image, and the size of each piece is 32 × 64 pixels, as shown in Figure 1a, where \(c_1\) is the first Zernike coefficient and \(c_2\) is the second Zernike coefficient, etc. Therefore, the GAN becomes the image-to-number translation network.

The Generator’s output is also the mosaic image that corresponded to the Zernike coefficients. In the output image, the pixel value of each piece is the predicted coefficient. Therefore, the 32 predicted values are the average of 30 × 62 pixels but without the edge of the region. Since the edge pixels have a more significant chance of producing uncertain values and of influencing the accuracy, we removed the edge pixels of each piece for checking the Generator’s output.

Figure 1. An example of the designed image. (a) The 32 Zernike coefficients image. (b) The 36 Zernike coefficients image.
Furthermore, the predicted number of Zernike coefficients can be increased, and the target image are also divided into more elements. An example of the designed image for 36 Zernike coefficients is shown in Figure 1b. \( c_1 \) is the first Zernike coefficient, and \( c_2 \) is the second Zernike coefficient, etc.

2.2. Generative Adversarial Network (GAN)

In the paper, we use Generative Adversarial Network (GAN) to predict 32 Zernike coefficients. A Generator network and a Discriminator network consist of a GAN model. The following introduces the architecture of networks, training model, and the architecture of experimental.

2.2.1. The Generator Network

The Generator network is a Convolutional Neural Network (CNN) with the U-Net structure. As shown in Figure 2, the Generator consists of seven down-sampling layers of CNN and seven up-sampling layers of CNN. The Generator’s input is the logarithmic divided fringes, and the output is the fake image for predicting the Zernike coefficients. As the down-sampling layers are used to extract the features from the input, the data are reconstructed by up-sampling layers to increase the data size for output. In the down-sampling layers, one layer comprises two \( 2 \times 2 \) convolutional layers, two normalization layers, and one \( 2 \times 2 \) max-pooling layer. In the up-sampling layers, one layer consists of one \( 2 \times 2 \) convolution transpose layer, two \( 2 \times 2 \) convolutional layers, two normalization layers, and one \( 2 \times 2 \) max-pooling layer in which the convolution transpose layer concatenates with the corresponded layer of the down-sampling structure. Moreover, the down-sampling network uses the hyperbolic tangent (tanh) activation function, and the up-sampling form uses the parametric rectified linear unit (PReLU) activation function. The normalization layers of the Generator network are Instance Normalization.

![Figure 2. The architecture of the Generator network.](image)

2.2.2. The Discriminator Network

The Discriminator network represents a convolutional PatchGAN classifier and learns to classify the Generator’s output image as real or fake, as shown in Figure 3. Since the Discriminator network has a classifier function for the Generator network, GAN becomes an unsupervised learning network. The PatchGAN has three purposes: to reduce the number of parameters, to avoid overfitting, and to decrease the training time of the model. The Discriminator network includes four down-sampling layers, and one layer composes one \( 4 \times 4 \) convolution layer and one normalization layer. The activation function uses a leaky rectified linear unit (LeakyReLU), and the normalization layers are Bench Normalization.
tion except the second, that is Instance Normalization. Finally, the Discriminator’s output is $8 \times 8$ pixels to judge the real and fake images.

![Figure 3. The architecture of the Discriminator network.](image)

2.2.3. Training GAN Model

We use the Colab service provided by Google for training the GAN model. First, the parameters of the Discriminator network are updated with the initial fake image and actual image, but the Generator network is maintained. Second, the parameters of the Generator network are updated with the interference fringe image and the Discriminator’s output that is the judgment of the fake photo, but the Discriminator network is maintained. Third, the Discriminator network is renewed again with the Generator’s output image, a fake image, and the ground truth image, but the Generator network is maintained. Fourth, the Generator network is renewed with the interference fringe image and the judgment of fake picture, but the Discriminator network is maintained. Then, these two networks are trained interactively, as shown in Figure 4.

![Figure 4. Training Process of GAN model.](image)

The actual image is the ground truth image generated by the formulas with Zernike coefficients. The fake image is the Generator’s output image, and it gradually approximates the actual picture during the training process. The Discriminator’s output is the judgment of a fake photo and can help the Generator update parameters. The training process of the
GAN model is to maximize the discriminator loss function and to minimize the generator loss function.

The randomly generated datasets include 400 training images and 40 validation images. The total training epochs are 700 epochs for converging during the five iterations of the training processes. The Generator’s optimizer is Root Mean Square Prop (RMSProp), and the learning rate is fixed at 0.001. The Discriminator’s optimizer is the Stochastic gradient descent (SGD), and the initial learning rate is 0.00002, used on the first two processes and then become one-tenth for each following procedure. Finally, we obtain the pre-trained model when the training process is complete.

2.2.4. Testing GAN Model

We also use the Colab service provided by Google to test the GAN model (pre-trained model). The test process includes two different fringe datasets in the paper, based on the formula as an ideal image and optics software as an approximate actual image, to estimate the GAN model. The fringe datasets input the Generator network to test the model, and the Generator predicts fake pictures. The testing datasets in the ideal images are different from the training datasets. According to the image-to-number translation, 32 Zernike coefficients are calculated from a fake photo and then use the quantified ground truth (target image) and the Generator’s output (fake image) to calculate the RMSE. When the RMSE is smaller, the fake photo is closer to the target image. The process of testing and transfer learning is shown in Figure 5.

![Figure 5. The flowchart of the testing and transfer learning.](image)

Testing_1 with an ideal image: The testing datasets are generated randomly by Python with the optics formula for testing the Generator. The testing datasets have 1000 photos and are inputted into the Generator. Additionally, then, the Generator’s outputs, fake images, are translated to Zernike coefficients to obtain an averaged RMSE from 1000 tests.

Testing_2 with a simulated image: The testing datasets are generated randomly by VL with a Fizeau interferometer for testing the Generator. The testing datasets have ten simulated images and are inputted into the Generator. Additionally, then, the Generator’s outputs, fake photos, are translated to Zernike coefficients to obtain an averaged RMSE from ten tests.

Transfer learning with the simulated image: The training datasets are generated randomly by VL with a Fizeau interferometer for retraining the pre-trained model. The training datasets have 100 simulated images and are inputted into the pre-trained model to acquire a new GAN model. The training datasets (100 simulated images) do not include the testing datasets (ten simulated images). After finishing the transfer learning, we use
2.3. The Architecture of Experimental

In the paper, we use the same way to estimate the GAN model from the previous article [25]. VirtualLab fusion (VL) is a simulation software based on the field tracing concept, and it can calculate approximate authentic interference fringe images. To obtain the fringe images, we build a Fizeau interferometer in VL to simulate various interference fringe with different aberration coefficients. That helps us evaluate the performance of the GAN model more authentically.

3. Results

3.1. Testing_1 with Ideal Images

The testing process must be executed since we should understand the model’s performance after the training process. According to the Testing_1 process, the Generator predicts 1000 fake images using the ideal image of interference fringe and obtains 1000 RMSE. After averaging the 1000 RMSE values, the result is about 0.0182 ± 0.0035\(\lambda\). For example, one testing image of the interference fringe as the input of the pre-trained model is shown in Figure 6, and the target image is shown in Figure 7a. Then, the Generator outputs the fake photo, as shown in Figure 7b. The comparison between the Zernike coefficients and predicted values is shown in Figure 8, and we do not show the difference of the first coefficient because the effect is negligible.

3.2. Testing_2 and Transfer Learning with Simulated Images

To understand the applicability of the GAN model and whether it can predict the coefficient with the actual interference fringes, the simulated images are used to test the GAN model. According to the Testing_2 process, the Generator makes ten fake images using the simulated image of interference fringe and obtains ten RMSE. After averaging the ten RMSE values, the result is about 0.101 ± 0.0263\(\lambda\) in which some of the predicted values of Zernike coefficients have significant errors. The prediction accuracy with the simulated image is worse than the ideal image since the image has more image details, and the training datasets do not include this kind of data.

Figure 6. The ideal images of interference fringe. (a) The phase shift is zero. (b) The phase shift is \(\pi/4\). (c) The input image of the Generator according to Equation (5).
For these reasons, the GAN model needs to be trained again using the transfer learning process with 100 simulation images. After the transfer learning process, the new GAN model is acquired, and it is tested again using ten of the same simulated images. After averaging the ten RMSE values, the result is about $0.0586 \pm 0.0183 \lambda$. The new GAN model is better than the pre-trained model, and the tested RMSE is reduced to $0.0424 \lambda$. Therefore, we prove that the transfer learning can improve the prediction accuracy of the GAN model.
For example, one simulated image of the interference fringe as the input of the GAN model is shown in Figure 9, and it is closer to the actual image than the ideal image. The comparison between the Zernike coefficients and predicted values is shown in Figure 10, and we do not show the difference of the first coefficient because the effect is negligible.

Figure 9. The simulated image of interference fringe. (a) The phase shift is zero. (b) The phase shift is \( \pi/4 \). (c) The input image of the Generator according to Equation (5).

Figure 10. The Zernike coefficients and predicted values with or without transfer learning.

3.3. Summary

We proposed a prediction technique to predict Zernike coefficients based on GoogLeNet with an interference fringe in a previous paper [25]. After continuous research, we found a novel usage of GAN that can effectively improve the prediction accuracy. RMSE is an
evaluation criterion for comparison with the two different methods. The lower RMSE is a better prediction technique than another.

We use two different methods: the formula (ideal images) and optics simulation (simulated images) to compare the performance of two networks. In the first case, the RMSE using GoogLeNet is about $0.055 \pm 0.021\lambda$, and using GAN, it is about $0.0182 \pm 0.0035\lambda$, as shown in Table 1. In the second case, the RMSE using GoogLeNet is about $0.095 \pm 0.018\lambda$, and using GAN, it is about $0.101 \pm 0.0263\lambda$. After the transfer learning, the RMSE using GAN improved to about $0.0586 \pm 0.0183\lambda$, as shown in Table 2. Therefore, the prediction accuracy of the GAN is better than that of GoogLeNet.

| Table 1. The performance of two models—ideal image. |
|-----------------------------------------------------|
| **GoogLeNet [25]** | **GAN** |
| RMSE($\lambda$) | $0.055 \pm 0.021$ | $0.0182 \pm 0.0035$ |

| Table 2. The performance of two models—simulated image. |
|-------------------------------------------------------|
| **GoogLeNet (VL) [25]** | **GAN (VL)** | **GAN (TL)** |
| RMSE($\lambda$) | $0.095 \pm 0.018$ | $0.101 \pm 0.0263$ | $0.0586 \pm 0.0183$ |

The time consumption of the prediction technique is another significant issue. After predicting 1000 times, the two averaged time consumptions are $0.0101\ s$ using GoogLeNet [25] and $0.0634\ s$ using GAN, as shown in Table 3, where the Colab service with a GPU provided by Google was used. Although the time consumption of the GAN is longer than that of GoogLeNet, the accuracy of the GAN is relatively better. Moreover, the RMSE can be reduced by $0.0364\lambda$.

| Table 3. The time consumption of two models. |
|---------------------------------------------|
| **GoogLeNet [25]** | **GAN** |
| RMSE($\lambda$) | $0.055 \pm 0.021$ | $0.0182 \pm 0.0035$ |

3.4. The Advantage of the GAN Model

In this paper, the novel usage of the GAN model is different from before. The Generator’s output is a fake image that links to the prediction values. GAN changes from an image-to-image translation network to an image-to-number translation network. Based on this method, we only need to adjust the designed image (fake image and target image) if the number of Zernike coefficients is increased to 36, as shown in Figure 1b. Additionally, we then used the modified datasets to train and test the GAN model. Moreover, the RMSE is about $0.0451 \pm 0.0237\lambda$ with the ideal image, and the result is also better than that in a previous article [25]. This means that the GAN model can predict more or less Zernike coefficients but does not need to change any layers or parameters.

4. Discussion and Conclusions

The paper proposes a novel prediction technique to predict Zernike coefficients based on the GAN structure with the interference fringe image. Moreover, the GAN becomes an image-to-number translation network, which is a novel usage of GAN. After the testing and transfer learning, the RMSE is about $0.0182 \pm 0.0035\lambda$ with the ideal image and about $0.0586 \pm 0.0183\lambda$ with the simulated image.

In the paper, we achieved four significant points: the prediction accuracy is better than that in our previous research, transfer learning is used to help the model adapt the quality of the simulated image, GAN can predict more or fewer coefficients but only needs to adjust the designed image, and GAN becomes a flexible network for predicting pictures or values.
In the future, we will improve and retrain the prediction technique with the Spatial Light Modulator (SLM) to expand the generalization for the actual fringe images from the interferometer. Additionally, the new GAN usage can increase the possibility of applications in other different research fields.
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