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ABSTRACT
Niche Genetic Algorithms (NGA) are a special category of Genetic Algorithms (GA) that solve problems with multiple optima. These algorithms preserve genetic diversity and prevent the GA from converging on a single optima. Many NGAs suffer from the Niche Radius Problem (NRP), which is the problem of correctly setting a radius parameter for optimal results. While the selection of the radius value has been widely researched, the effects of other GA parameters on genetic diversity is not well known. This research is a parameter sensitivity analysis on the other parameters in a GA, namely mutation rate, number of individuals and number of generations.

1. INTRODUCTION
Background
Niche Genetic Algorithms (NGAs) have been shown to be very successful solving optimization problems in multi-optima domains. But many of these algorithms incorporate a radius parameter that when set poorly produce less than desirable results. This is known as the Niche Radius Problem (NRP). Some algorithms claim to address the NRP. But, the potential of algorithms that suffer from NRP warrants additional research in this area.
The Problem
Much research has been published concerning the role that the radius parameter plays in NGAs. For Fitness Sharing NGAs some research indicates that population size plays a role in genetic diversity [1]. Little research has looked at the parameters used in NGAs, namely the population size, number of individuals per generation and mutation rate. This research conducts a parameter sensitivity analysis on these other parameters using a popular NGA called the Species Conserving Genetic Algorithm [2].

The Proposed Solution
This research will begin to address how NGA parameters affect their ability to locate optima. Learning about the effects of parameters on the NRP is important for many reasons. When doing research in NGAs this research could be used for selecting parameter values. As we continue to address the NRP, NGAs that suffer from NRP will be more useful. Continued research into the NRP has many benefits.
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2. PROPOSED METHOD
2.1. Niche radius problem

GAs are well suited for finding optima in problems that only contain a single optima [3]. In multi-optima problems traditional GAs may converge on a local optima and miss the global optima. A special subset of GAs, called Niche Genetic Algorithms (NGAs), is specifically designed to preserve optima [4-5]. But a number of these algorithms have a radius parameter and determining a good value for the radius can be problematic. The Niche Radius Problem (NRP) is the inability to select a good radius value for radius based NGAs without knowing the distance between optima [6]. The only effective way to determine the distance between optima is to know where the optima are located. But if we knew the location of the optima there would be no need to run the NGA, since optima location is the purpose of the NGA. This creates a paradox in that NGAs can locate the optima assuming that radius is set correctly, which requires knowledge of where the optima are located.

NGAs are good at solving multi-optima problems because they preserve areas of the domain and prevent global convergence. By preserving genetic diversity all of the optima can be located. There are NGAs that address the NRP. CMA-ES [7-9], GAS [10-11], DSGA [12], Fan, Sheng and Chen [13] and Asymmetric Sharing [14-15] all address this problem to some degree. But it is important to continue to do research on the NRP because solving it will provide us with more useful NGA algorithms. One such algorithm that could benefit from more research on the NRP is the Species Conserving Genetic Algorithm (SCGA) [2]. SCGA suffers from poor performance when the radius is incorrectly selected [2].

2.2. Species conserving genetic algorithm

SCGA is an NGA that attempts to conserve areas of the domain [2]. The population of all GAs is under two distinct pressures. There is an explorative pressure found in mutation. Mutation allows the GA to explore new areas of the domain. There is also an exploitative pressure, which is found in selection. This pressure allows the GA to capitalize on fit areas of the domain. Over time the exploitative pressures overcome the explorative pressures. SCGA identifies unique areas of the domain and prevents the exploitative forces from eliminating them until they can be explored [2]. Traditional GAs iteratively performs three operations: selection, crossover and mutation [17, 3]. SCGA enhances the GA by adding two additional operations: seed selection and seed conservation yielding pseudo code as follows [2].

- Initial population
- Begin loop until some terminate condition
- Selection
- Crossover
- Mutation
- Seed conservation
- End loop

The seed selection operation has a radius parameter, $r$ [2]. It evaluates each individual in the current population from the most fit to the least fit. For each individual that it evaluates it checks to see if there is another seed within distance $r$. If no seed exists within $r$ then the individual is marked as a seed. If there is a seed within $r$ then the individual is not a seed. Seeds are locally strong individuals within the radius $r$. Seed conservation ensures that seeds are represented in the next generation [2]. Each seed will replace an individual in the next generation. The operation begins by evaluating the individuals in the next generation within distance $r$ of the seed. If individuals exist in this area of the domain the seed replaces the weakest individual in this area of the domain. If the next generation contains no individuals within this area then the seed replaces the globally weakest individual in the next generation. SCGA is a novel algorithm that preserves locally strong individuals. This preserves their genetic traits and allows them to attempt to find local optima [2].

3. RESEARCH METHOD
3.1. Sensitivity analysis

Sensitivity Analysis is the study of the effect that parameter values have on mathematical models [18]. Sensitivity Analysis can help determine which parameters justify further investigation and which parameters correlate with the output. There are a variety of methods to perform sensitivity analysis. One popular method is the One at a time (OAT) method. In OAT we begin with a baseline set of parameter values. Parameter values are varied one at a time while measuring the change in the output. In this research the following parameter values were selected for the base case. The population size, $N$, was set to 100.
The gene mutation rate, $M$, was set to 0.01. The number of generations, $G$, was set to 200. The radius, $r$, was set to 0.1. All of these values were used in prior research on SCGA [2, 12]. The variation of the parameter values will be ±10%, ±20% and ±40% compared to the base case values. Since we want to preserve genetic diversity we will measure the standard deviation of the domains values in the final generation with the goal of this being high. A low standard deviation would indicate global convergence. We will also measure the average fitness of the final generation.

3.2. Benchmarks

There are a number of widely used benchmarks for multimodal optimization problems. Bernier [16] generalized many of these functions into equation 1.

$$f(x) = Re^{-cx^2} \sin^6(k\pi x^p)$$  \hspace{1cm} (1)

Different values for $R$, $c$, $p$ and $k$ will yield different functions. The value of $c$ determines the rate of decay of the oscillation. Normally $k$ determines the number of optima and $R$ determines the range value of the optima. Some form of this equation has been used in many research papers on NGAs [19-21, 1].

The benchmarks used in this research are shown in equations F1 through F3. All of these problems are maximization problems where the value of $x$ is between 0 and 1 inclusive. All are forms of (1) and have been used in other research.

$$f(x) = \sin^6(5\pi x) \hspace{1cm} (F1)$$
$$f(x) = \sin^6(5\pi x^3) \hspace{1cm} (F2)$$
$$f(x) = \sin^6(10\pi x^2) \hspace{1cm} (F3)$$

These specific functions have also been used in other research as benchmarks [16, 12]. Function 1 is a sine function with optima spaced evenly throughout the domain all with the same range values. When $x$ is between 0 and 1 the function has 5 optima. A graph of the function can be seen in Figure 1.

![Figure 1. Graph of $f(x) = \sin^6(5\pi x)$, 0 <= x <= 1](image)

Function 2 also has 5 optima when $x$ ranges between 0 and 1. However, unlike F1 that has optima evenly spaced within the domain, F2 optima are increasingly closer together as $x$ increases. Figure 2 shows a graph of F2.

![Figure 2. Graph of $f(x) = \sin^6(5\pi x^3)$, 0 <= x <= 1](image)
Function 3 has 10 optima when $x$ ranges between 0 and 1. Similar to F2, these optima appear closer together as $x$ increases. Figure 3 shows a graph of F3.

![Graph of $f(x) = \sin^6(10\pi x^2)$, $0 \leq x \leq 1$](image)

**Figure 3. Graph of $f(x) = \sin^6(10\pi x^2)$, $0 \leq x \leq 1$**

### 3.3. Experiment

In this experiment a number of test cases were executed. The base case of $N = 100$, $G = 200$ and $M = 0.01$ was executed and is used for comparison against all of the base cases. Each variation of ±10%, ±20% and ±40% for each parameter was also executed. The mutation rate is a gene mutation rate. It is evaluated on each gene of each individual in the new generation. A mutation rate of 0.01 would mean that 1% of genes are selected for mutation. This does allow for the possibility that multiple genes in an individual could be mutated. The modeling of domain values as individual uses the method of evenly dividing the domain [22]. The range of domain values has an upper bound (UB) of 1 and the lower bound (LB) of 0. If we assume that the chromosomes are $b_n b_{n-1} \ldots b_1 b_0$, the following equations shows the representation for the domain value $x$. Function 2 shows the equation for converting individuals to domain values.

$$x = LB + \frac{\sum_{i=0}^{n-1} b_i 2^i}{2^n-1} (UB - LB)$$

This equation makes an individual of all 0's be the LB and an individual of all 1's be the UB. All domain values in between are divided evenly based upon the number of chromosomes in an individual. In this research 30 chromosomes were used. As stated early genetic diversity is measured through larger values of the standard deviation of the domain values in the final generation. Additionally, this research documents the average fitness of the final generation. This is included because it is not advantageous to increase genetic diversity at the expense of fitness. This would mean that the GA individuals have not located the optima. Since GAs are non-deterministic results may vary for each execution of the algorithm. For each combination of parameters the SCGA was executed 20 times and all results were averaged. Standard deviation is really the average standard deviation of the 20 runs. A few computed values are also provided. The difference as a percent of standard deviation is calculated for each parameter set compared to the base case. The difference as a percent of average fitness is also calculated. This makes it easy to compare a parameter set to the base case. Finally, the Student T-Test is performed [23]. The T-Test compares the standard deviation of the 20 test cases for the base case to each set of parameters. The $p$ value is determined. The $p$ value threshold of 0.05 is used to determine statistical significance.

### 4. RESULTS AND DISCUSSION

Experiment results are documented in Tables 1 through 9. Tables 1 through 3 contain results for function F1. Tables 4 through 6 contain results for function F2. Tables 7 through 9 contain results for function F3. Each table is dedicated to the results from changing one parameter. In each table the first row is the base case followed by a row for each parameter values changed. Column SD is the average of standard deviations of the final generation. Ideally, we would like this to be large showing genetic diversity. Column AF is the average fitness of the final generation. The next two columns show the difference as a percent of the base case to the parameter set values. The final column $p$ is the $p$ value from the T-Test. Using the value of $p$ equal to 0.05 as a threshold for statistical significance, this research produces very mixed results. For function F1 the cases of $N = 60$, $M = 0.008$ and $M = 0.006$ produce statistically significant results. $M = 0.009$ comes very close with a $p$ value of 0.052. For function F2 the cases of $G = 240$
and G = 160 produce statistically significant results. For F3 only G = 120 produce statistically significant results. When performing a parameter sensitivity analysis statistically significant results indicate a correlation between the parameter and genetic diversity.

| Table 1. Results of varying N for F1 | Table 2. Results of varying G for F1 |
|---|---|
| N  | SD  | AF  | ΔSD | ΔAF | p |
| 100 | 0.1889 | 0.9887 | N/A  | N/A | N/A |
| 110 | 0.1499 | 0.9666 | -2% | 0.67 |
| 120 | 0.2804 | 0.9516 | 48% | 0.7 |
| 140 | 0.1983 | 0.9311 | 5% | 0.86 |
| 90  | 0.1690 | 0.9679 | -11% | 0.12 |
| 80  | 0.2451 | 0.9723 | 30% | 0.37 |
| 60  | 0.2656 | 0.9661 | 41% | 0.039 |

| N  | SD  | AF  | ΔSD | ΔAF | p |
| 100 | 0.1889 | 0.9887 | N/A  | N/A | N/A |
| 200 | 0.2611 | 0.9434 | 38% | 0.2 |
| 240 | 0.2524 | 0.9428 | 34% | 0.59 |
| 280 | 0.2788 | 0.9544 | 48% | 0.93 |
| 180 | 0.2225 | 0.9812 | 18% | 0.55 |
| 160 | 0.1958 | 0.9428 | 4% | 0.14 |
| 120 | 0.2606 | 0.9569 | 38% | 0.5 |

| Table 3. Results of varying M for F1 | Table 4. Results of varying N for F2 |
|---|---|
| M  | SD  | AF  | ΔSD | ΔAF | p |
| 0.01 | 0.1889 | 0.9887 | N/A  | N/A | N/A |
| 0.11 | 0.1099 | 0.9839 | -42% | 0.87 |
| 0.012 | 0.1738 | 0.9861 | -8% | 0.88 |
| 0.014 | 0.1457 | 0.9650 | -23% | 0.24 |
| 0.009 | 0.1216 | 0.9889 | -36% | 0.052 |
| 0.008 | 0.2350 | 0.9758 | 24% | 0.032 |
| 0.006 | 0.1692 | 0.9757 | -10% | 0.027 |

| N  | SD  | AF  | ΔSD | ΔAF | p |
| 100 | 0.1395 | 0.9842 | N/A  | N/A | N/A |
| 110 | 0.2363 | 0.9905 | 69% | 1.07 |
| 120 | 0.1139 | 0.9912 | 15% | 0.46 |
| 140 | 0.2200 | 0.9808 | 58% | 0.88 |
| 90  | 0.0943 | 0.9888 | -32% | 0.19 |
| 80  | 0.0669 | 0.9869 | -52% | 0.31 |
| 60  | 0.1747 | 0.9830 | 25% | 0.98 |

| Table 5. Results of varying G for F2 | Table 6. Results of varying M for F2 |
|---|---|
| G  | SD  | AF  | ΔSD | ΔAF | p |
| 200 | 0.1394528 | 0.9841 | N/A  | N/A | N/A |
| 220 | 0.0693409 | 0.9897 | -50% | 0.99 |
| 240 | 0.2545786 | 0.9870 | 83% | 0.047 |
| 280 | 0.1986731 | 0.9893 | 42% | 0.44 |
| 180 | 0.1700084 | 0.9822 | -50% | 0.63 |
| 160 | 0.1529781 | 0.9888 | 10% | 0.032 |
| 120 | 0.1400206 | 0.9857 | 0% | 0.4 |

| G  | SD  | AF  | ΔSD | ΔAF | p |
| 200 | 0.1395 | 0.9842 | N/A  | N/A | N/A |
| 100 | 0.1860 | 0.9470 | 33% | 0.41 |
| 120 | 0.0945 | 0.9878 | -32% | 0.26 |
| 140 | 0.1580 | 0.9788 | 13% | 0.22 |
| 90  | 0.0971 | 0.9897 | -49% | 0.57 |
| 80  | 0.1042 | 0.9890 | -25% | 0.87 |
| 60  | 0.0976 | 0.9836 | -30% | 0.85 |

| Table 7. Results of varying N for F3 | Table 8. Results of varying G for F3 |
|---|---|
| N  | SD  | AF  | ΔSD | ΔAF | p |
| 100 | 0.1909 | 0.9866 | N/A  | N/A | N/A |
| 110 | 0.1481 | 0.9683 | -22% | 0.46 |
| 120 | 0.1833 | 0.9608 | -4% | 0.29 |
| 140 | 0.1586 | 0.9670 | -17% | 0.77 |
| 90  | 0.2331 | 0.9636 | 25% | 0.29 |
| 80  | 0.0978 | 0.9840 | -49% | 0.88 |
| 60  | 0.0625 | 0.9833 | -67% | 0.07 |

| G  | SD  | AF  | ΔSD | ΔAF | p |
| 200 | 0.1909 | 0.9866 | N/A  | N/A | N/A |
| 220 | 0.1345 | 0.9830 | -30% | 0.52 |
| 240 | 0.3717 | 0.9389 | 95% | 0.46 |
| 280 | 0.1264 | 0.9800 | -34% | 0.91 |
| 180 | 0.1841 | 0.9585 | -4% | 0.10 |
| 160 | 0.1157 | 0.9729 | -39% | 0.26 |
| 120 | 0.2286 | 0.9479 | 20% | 0.02 |

| Table 9. Results of varying M for F3 |
|---|
| M  | SD  | AF  | ΔSD | ΔAF | p |
| 0.01 | 0.1909 | 0.9866 | N/A  | N/A | N/A |
| 0.011 | 0.2711 | 0.9651 | 42% | 0.12 |
| 0.012 | 0.3013 | 0.9610 | 58% | 0.27 |
| 0.014 | 0.1288 | 0.9952 | -33% | 0.22 |
| 0.009 | 0.2700 | 0.9332 | 41% | 0.24 |
| 0.008 | 0.1501 | 0.9848 | -21% | 0.29 |
| 0.006 | 0.0540 | 0.9900 | -72% | 0.96 |

5. CONCLUSION

This research only begins to examine the relationship between genetic diversity and NGA parameters. More research needs to be done. This gives rise to numerous areas of additional research. This research only used one NGA algorithm, SCGA, but there are other NGAs that could benefit from this research. An algorithm doesn't necessarily need to use the term radius to be a candidate for further research. The Fitness Sharing algorithm [19] also suffers from the NRP [10]. Any of these types of algorithms would...
make a good subject for future research. One-at-a-time is not the only sensitivity analysis method. There are many others. Differential Sensitivity Analysis develops sensitivity coefficients that represent the ratio of change of output to input [24]. In Sensitivity Index the output percent difference is computed based on evaluating each parameter value from a minimum to maximum value [25]. And there are many other methods [18]. Using other sensitivity analysis methods is an important area of future research. This research only used 3 benchmark functions shown in equations F1, F2 and F3. But there are other benchmark functions. These functions come from a set of functions used by Bernier [16] and Brown [12]. There are other benchmark functions in the set. There are other interesting functions used in other GA research. The Ackley function was used in Ling et. al. [26] and Raghuwanshi and Kakde [27]. Shubert was used in Ando and Kobayashi [28]. Rosenbrock was used in Raghuwanshi and Kakde [29]. Additional research with other benchmark functions would be beneficial.

Perhaps other parameters of the experiment could produce more decisive results. Even though the base case values are used in other research, they may not be the optimal set of values for comparison. Perhaps using more than 20 trials could produce different results or possibly changing the ±10%, ±20% and ±40% for each parameter could give clearer results. This research shows that in some cases the GA parameters of number of individuals, number of generations and mutation rate can affect the genetic diversity. But no definitive conclusions can be made. One possible conclusion is that how GA parameters affect genetic diversity is different for each function. This theory is supported by observation that the mutation rate in two cases affects genetic diversity in F1, but not F2 or F3. And the number of generations affects genetic diversity in F2 and F3, but not F1. Results show that all three parameters affect genetic diversity in a statistically significant way in at least one test case. Preserving genetic diversity is key to addressing the NRP. This research attempts to examine factors that attribute to genetic diversity, other than the radius parameter. Many new areas of research have been suggested that will help us learn more about genetic diversity.
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