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Abstract

The Aharonov-Bohm effect is a genuine quantum effect typically characterized by a measurable phase shift in the wave function for a charged particle that encircles an electromagnetic field located in a region inaccessible to the mentioned particle. However, this definition is not possible in the majority of the phase space descriptions since they are based on quasiprobability distributions. In this work, we characterize for the first time the Aharonov-Bohm effect within two different formalisms of quantum mechanics. One of them is the phase-space formalism relying on the canonical commutation relations and Weyl transform. In this framework, the aim is to obtain a consistent description of the quantum system by means of the quasiprobability Wigner function. The other one is the Segal-Bargmann formalism, which we mathematically describe and connect with quantum mechanics by means of the commutation relations of the creation and annihilation operators. After an introduction of both formalisms, we study the Aharonov-Bohm effect within them for two specific cases: One determined by a non-zero electric potential, and another determined by a non-zero magnetic vector potential. Subsequently, we obtain a more general description of the Aharonov-Bohm effect that encompasses the two previous cases and that we prove to be equivalent to the well-known description of this effect in the usual quantum mechanics formalism in configuration space. Finally, we delve into the Aharonov-Bohm effect, employing a density operator to depict states with positional and momentum uncertainty, showcasing its manifestation through distinctive interference patterns in the temporal evolution of Wigner functions under an electric potential, and emphasizing the intrinsically quantum nature of this phenomenon.
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1 Introduction

The Aharonov-Bohm effect is the name given to a phenomenon in which the wave function of a charged particle experience a phase variation due to the influence of electromagnetic potentials, in an area with null electromagnetic fields. In 1949, Werner Ehrenberg and Raymond Siday described for the first time the Aharonov-Bohm effect [1]; but it was not until 1959, when the effect was proved by David Bohm and Yakir Aharonov [2], emphasizing the physical meaning of the electromagnetic potentials. Up to that moment, they were regarded as mere mathematical objects used to simplify the computation of electromagnetic systems. It was not until 1982, when this effect could be measured by using a holography electron microscope (Tonomura et al. [3]). More recently, the Aharonov-Bohm effect has been used for different purposes, as the observation of gauge fields [4] or the measure of local deformations on graphene [5].

The setup to prove the Aharonov-Bohm effect has consisted in measuring the corresponding phase variation. For such purpose, an original wave packet has been divided into two equal components and making each of them go through an area where different potentials (scalar or vector) are acting. When recombined and measured, a phase difference among both components is evidenced.

However, this approach for understanding the Aharonov-Bohm effect is not possible for the majority of the phase-space descriptions since they are based on real quasiprobability distributions. In this work, we propose several solutions to study the effect by using genuine phase-space formalisms. Indeed, from the beginning of the XX century, quantization has played a central role in almost all physics fields. In the beginning, after the pioneer work by Heisenberg [6] in 1927, where the principle of uncertainty was postulated as one of the cornerstones of quantum mechanics, it seemed quite unnatural to describe it by using any phase-space formalism. This description, used in classical mechanics, treats on equal footing position and momentum. The introduction of phase space as a valid quantum formalism was first established by Wigner [7] in 1932, when he proposed a quasiprobability distribution function in the derivation of quantum correction terms for the Boltzmann equation. This function would be later known as the Wigner function, key for this new way of describing quantum phenomena. The same year, Weyl [8] developed the correlation between phase-space functions and Weyl ordered operators, in such a way that the Wigner functions can be described as the Weyl transform density matrices of quantum systems. Nevertheless, it was not until 1946 when the theory was considered consistent, owing to the contributions made by Groenewold and Moyal.

Groenewold [9] published an article in which he proved that the Weyl correspondence was in fact an invertible transformation instead of a quantization rule. Thus, the $\star$ product was defined as basis for this isomorphism. At the same time, Moyal [10] established the same theory by studying expected values of monomials with the structure $q^n p^m$. In 1949, the theory was finally regarded as complete. During the second half of the XX century, authors like Takabayasi (1954) [11], Baker (1958) [12], Fairlie (1964) [13], and Kubo (1964) [14] have found important applications for this formalism as well as developing more logic aspects of it.

In this work, we characterize for the first time the Aharonov-Bohm effect within two different phase-space formalisms such as the one associated to the quasiprobability Wigner function and the one defined within the Segal-Bargmann space. For such purpose, the text will be divided into two different sections. The first of them will briefly summarize these two quantum mechanics formalisms; that is, it will define mathematical tools related with expected values and time evolution of the systems. The second part will be devoted to the description of several particular cases in which Aharonov-Bohm effect is present and can be described by using the previously discussed descriptions.
2 Quantum mechanics phase-space formulation

The formulation of quantum mechanics in phase space is mainly based in the use of distribution functions. In part, given that the common probability of position and momentum is not compatible with the uncertainty principle, this functions must only be regarded as mathematical tools. The most famous distribution function is the aforementioned Wigner function. Nevertheless, there exist other examples, such as the Glauber-Sudarshan (1963) [15, 16] or Husimi (1940) [17] functions. The advantage of using these distributions over other formalisms lies in the fact that they only involve c-number equations and not operators. Such distribution functions in phase space can be defined directly through the density operator \( \hat{\rho} \), depending on the position \( Q \) and momentum \( P \), operators and time \( t \), as [18]

\[
\text{Tr} \left\{ \hat{\rho}(Q, P, t)e^{i\xi Q + i\eta P} f(\xi, \eta) \right\} = \int dq dp \ e^{i\xi q + i\eta p} F^f(q, p, t), \tag{1}
\]

such that

\[
F^f(q, p) = \int d\xi dq dp' \left\langle q' + \frac{\eta\hbar}{2} | \hat{\rho} | q' - \frac{\eta\hbar}{2} \right\rangle \cdot \frac{f(\xi, \eta)}{4\pi^2} e^{i(\xi(q' - q) - \eta p')}, \tag{2}
\]

where \( f(\xi, \eta) \) is related to the different association rules of operators describing the system in Hilbert space (\( \mathcal{H} \)). In Table 1, we summarize the rules of association of the distribution functions that we will discuss along this work.

2.1 Phase-space quantization

In the realm of quantum mechanics, we focus on two pivotal observables: position \((Q)\) and momentum \((P)\). These observables obey the canonical commutation relations, notably \([\hat{Q}, \hat{P}] = i\hbar\). To work with them effectively, we express them in both position and momentum representations.

However, this poses an initial challenge. How can we reconcile these seemingly incompatible representations in a unified phase-space formalism? The answer lies in the Weyl quantization method, as proposed by Weyl. This method provides the transformation of phase-space functions into operators in Hilbert space through the Weyl transform. This transform is defined as [8]:

\[
\hat{A}(Q, P) = T_W[A] = \int dq dp d\xi d\eta \frac{A(q, p)}{(2\pi\hbar)^2} \left[ \frac{\pi}{\xi - q} + f(\xi - q + \eta(\hat{P} - p)) \right], \tag{3}
\]

where \( A \) is any given function of the phase space, and \( \hat{A} \) is its corresponding operator in Hilbert space (expressed in terms of position and momentum operators).

Moreover, the Weyl transform is reversible. We can, therefore, obtain alternative expressions for phase-space functions using the inverse Weyl transform:

\[
A(q, p) = T_W^{-1}[\hat{A}] = \int dq dp e^{-i\pi \frac{\hbar}{\pi}} \left\langle q + \frac{y}{2} | \hat{A} | q - \frac{y}{2} \right\rangle. \tag{4}
\]

This duality allows us to effortlessly switch between position and momentum representations.

To preserve the canonical commutation relations in phase space, we introduce the Moyal product. This product, derived from the inverse Weyl transform, not only ensures the consistency of commutation relations but also has a concise representation using "Bopp shifts":

\[
A(q, p) \ast B(q, p) = A \left( q + \frac{i\hbar}{2} \frac{\partial}{\partial p} - \frac{i\hbar}{2} \frac{\partial}{\partial q} \right) B(q, p)
\]

\[
= B \left( q - \frac{i\hbar}{2} \frac{\partial}{\partial p} + \frac{i\hbar}{2} \frac{\partial}{\partial q} \right) A(q, p). \tag{5}
\]

The Moyal bracket [10], defined as \([A, B]_M \equiv A \ast B - B \ast A\), preserves the commutation relations in phase space:

\[
[q, p]_M = q \ast p - p \ast q = (qp + i\hbar/2) - (pq - i\hbar/2) = i\hbar. \tag{6}
\]

This proves that this quantum mechanics formalism satisfies the canonical commutation relations.

Now, let us delve into the Wigner function, a fundamental concept in this formalism.
### Distribution functions

| Distribution functions | Rule of association | $f$ |
|------------------------|---------------------|-----|
| Wigner ($W$)           | Weyl               | $1$ |

\[
W(q,p) = \frac{1}{2\pi\hbar} \int dy \, e^{-\frac{i}{\hbar}py}\psi(q + \frac{y}{2})\psi(q - \frac{y}{2}),
\]

(7)

where $\psi(q)$ is the wave function of the system in position representation, defined as $\psi(q) = \langle q | \psi \rangle$.

We can also express the Wigner function in terms of the wave function in momentum representation [19]:

\[
W(q,p) = \frac{1}{2\pi\hbar} \int du \, e^{i\frac{u}{\hbar}\tilde{\psi}}\tilde{\psi}(p + \frac{u}{2})\tilde{\psi}(p - \frac{u}{2}).
\]

(8)

The Wigner function is a quasiprobability distribution, enabling us to explore the probabilistic nature of quantum systems. It can take negative values, a characteristic that arises due to the uncertainty principle, preventing us from assigning a definite physical meaning to all points in phase space.

The time-dependent Schrödinger equation transforms into an equation governing the evolution of the Wigner function via the Moyal bracket. This allows us to track the dynamic behaviour of quantum systems in phase space, including special cases involving stationary states,

\[
\frac{\partial W}{\partial t} = \frac{1}{i\hbar}[H,W]_M.
\]

(9)

### Segal-Bargmann space

#### formalism of quantum mechanics

Segal-Bargmann space [21–23], denoted as $\mathcal{H}L^2(U,\alpha)$, is a mathematical space consisting of square integrable, holomorphic functions over an open set $U \subset \mathbb{C}$ with respect to the weight $\alpha(z) = e^{-|z|^2}/\pi$.

In $\mathcal{H}L^2(U,\alpha)$, an inner product can be defined, represented as:

\[
\langle f \mid g \rangle = \int_U dz \, \alpha(z) f(z)^* g(z), \quad f, g \in \mathcal{H}L^2(U,\alpha).
\]

(11)

This inner product forms the basis for various connections to quantum mechanics. Indeed, it can be proved that $\{z^n\}_{n=0}^\infty$ is a valid basis of Segal-Bargmann space, given that holomorphic functions are always analytic and hence they can be expressed as a power series [24].

In cases where density operators are not diagonal, the Wigner function still holds significance. It can be constructed from a superposition of Wigner functions associated with individual pure states, offering insights into the energy eigenstates and their respective energy values [20].

\[
H \ast W_{i,j} = E_i \, W_{i,j},
\]

\[
W_{i,j} \ast H = E_j \, W_{i,j}.
\]

(10)
In the context of quantum mechanics, creation and annihilation operators in Hilbert space are derived from the dimensionless position and momentum operators as:

\[
\hat{a} = \frac{1}{\sqrt{2}} \left( \hat{Q}' + i \hat{P}' \right),
\]
\[
\hat{a}^\dagger = \frac{1}{\sqrt{2}} \left( \hat{Q}' - i \hat{P}' \right). \tag{12}
\]

The commutation relations for these operators are analogous to those of \(z\) and \(\partial_z\) in Segal-Bargmann space. This connection is established through the Segal-Bargmann transform \([25, 26]\).

In Segal-Bargmann space, the Husimi function \([17]\) \(\mathcal{H}(z)\) is a quasiprobability distribution defined as:

\[
\mathcal{H}(z) = \frac{1}{2\pi} e^{-|z|^2/2} |\phi(z)|^2. \tag{13}
\]

The Husimi function possesses several noteworthy properties: it is real, non-negative, bounded, has no marginal distributions, and is normalized.

When considering the time evolution of quantum systems in Segal-Bargmann space, creation and annihilation operators play a crucial role. The Hamiltonian operator \(\hat{H}\) is constructed using these operators. The time-dependent Schrödinger equation in this space is given by:

\[
\frac{\partial \phi}{\partial t} = \frac{1}{i\hbar} T_{SB}[\hat{H}]\phi. \tag{14}
\]

Energy eigenstates in Segal-Bargmann space evolve over time with a global phase given by:

\[
\phi(z, t) = e^{-iEt/\hbar} \phi(z, 0). \tag{15}
\]

These fundamental definitions and equations establish the significance of Segal-Bargmann space in quantum mechanics, providing a bridge between holomorphic functions and quantum states.

### 3 Aharonov-Bohm effect

Foremost, we would like to clarify the units we will use for discussing the Aharonov-Bohm effect. On the one hand, we will use natural units determined by \(\hbar = c = \epsilon_0 = 1\). On the other hand, although we reviewed the Segal-Bargmann space by using dimensionless operators in the previous section, we will introduce dimensional operators in the following sections. The question is that we aim to obtain measurable results corresponding to the Aharonov-Bohm effect. Therefore, we will be using the constant \(m\) (the proposed particle mass for all the following study cases) in order to endow the proper dimensions to the corresponding operators. Consequently, we will take any operator with dimensions \(\hat{A}\) and obtain its representation in Segal-Bargmann space as

\[
T_{SB}[\hat{A}] = m^n T_{SB}[\hat{A}'], \tag{16}
\]

where \(\hat{A}'\) is the dimensionless operator and \(n\) is a number such that \(m^n\) gives the proper dimension to the dimensional \(\hat{A}\) operator.

Before approaching Aharonov-Bohm effect in the different proposed formalisms, it is convenient to solve the case for a free particle system\(^1\).

#### 3.1 Free particle

The Hamiltonian operator for a massive particle in the absence of interactions within the Segal-Bargmann space is given by

\[
\hat{H} = \frac{\hat{P}^2}{2m}. \tag{17}
\]

Momentum operator in the Segal-Bargmann space has the form \(T_{SB}[\hat{P}] = im(z - \partial_z)/\sqrt{2}\), while position operator takes the form \(T_{SB}[\hat{Q}] = 1/\sqrt{2} (z + \partial_z)\). Hence, the canonical commutation relations are ensured: \([Q, P] = [(z + \partial_z)/\sqrt{2}, i(z - \partial_z)/\sqrt{2}] = i\). Furthermore, the Hamiltonian operator is expressed as

\[
T_{SB}[\hat{H}] = -\frac{m}{4} \left[ (z - \partial_z)(z - \partial_z) \right] = -\frac{m}{4} \left[ z^2 + \partial_z^2 - 2z\partial_z - 1 \right]. \tag{18}
\]

\(^1\)It must be emphasized the fact that plane waves are a pathological case when normalized. However, we will use them since they allow to simplify the discussion of the Aharonov-Bohm effect.
The particle state, in Segal-Bargmann space, is linked to the square-integrable holomorphic function $\phi(z)$. This function must fulfill the eigenvalue equation

$$ T_{SB}[\hat{H}]{\phi}(z) = -\frac{m}{4} \left[ z^2 + \partial_z^2 - 2z\partial_z - 1 \right] \phi(z) $$

$$ = E \phi(z). \quad (19) $$

One solution to this eigenvalue equation is

$$ \phi(z) = A e^{z \left(4i\sqrt{E/m+z}\right)} + B e^{z \left(-4i\sqrt{E/m+z}\right)}, \quad (20) $$

where $A$ and $B$ are constants. Since the Hamiltonian operator and the momentum operator commute ($[\hat{H}, \hat{P}] = 0$), it must exist an eigenfunction basis common to both operators. Applying the momentum operator to the previous expression, we obtain

$$ T_{SB}[\hat{P}] \cdot A e^{z \left(4i\sqrt{E/m+z}\right)} = \sqrt{2Em} \cdot A e^{z \left(4i\sqrt{E/m+z}\right)}, $$

$$ T_{SB}[\hat{P}] \cdot B e^{z \left(-4i\sqrt{E/m+z}\right)} = -\sqrt{2Em} \cdot B e^{z \left(-4i\sqrt{E/m+z}\right)}. \quad (21) $$

In conclusion, the eigenfunctions are associated with the different senses of the direction of the momentum:

$$ \phi_+(z) = A e^{z \left(4i\sqrt{E/m+z}\right)}, $$

$$ \text{with} \quad p = \sqrt{2mE}; $$

$$ \phi_-(z) = B e^{z \left(-4i\sqrt{E/m+z}\right)}, $$

$$ \text{with} \quad p = -\sqrt{2mE}. \quad (22) $$

On the other hand, we can study the same system by using the Wigner function. The Hamiltonian operator of a massive particle in absence of interaction is given by Equation (17). The momentum operator in phase space is given by $T_w^{-1}[\hat{P}] = p$. Consequently, the canonical commutation relations (with the commutators belonging to this space, Moyal brackets) are fulfilled $[\hat{Q}, \hat{P}] = [q, p]_M = q \star p - p \star q = i$. Therefore, the Hamiltonian operator can be written as

$$ T_w^{-1}[\hat{H}] \star * = \frac{1}{2m} \left[ p^2 - \frac{1}{4}\partial_q^2 - ip\partial_q \right]. \quad (23) $$

The particle state, in phase space, is linked to the Wigner function, $W(q,p)$. This function must satisfy the eigenvalue equation,

$$ T_w^{-1}[\hat{H}] \star W(q,p) = \frac{1}{2m} \left[ p^2 - \frac{1}{4}\partial_q^2 - ip\partial_q \right] W(q,p) $$

$$ = EW(q,p). \quad (24) $$

Owing to the fact that Wigner functions must be real by definition, by taking the conjugate of the evolution equation, we can write

$$ \left( p^2 - 2mE \right) - \frac{1}{4}\partial_q^2 - ip\partial_q W(q,p) = 0, $$

$$ \left( p^2 - 2mE \right) - \frac{1}{4}\partial_q^2 + ip\partial_q W(q,p) = 0. \quad (25) $$

By subtracting both expressions, we obtain

$$ 2ip\partial_q W(q,p) = 0. \quad (26) $$

Therefore, if $p \neq 0$, the Wigner function does not depend on position. Substituting again in the evolution equation:

$$ \left( p^2 - 2mE \right) W(p) = 0. \quad (27) $$

It means that we can write two different solutions by distinguishing the sense of the momentum:

$$ W(p) = A_w \delta(p - \sqrt{2mE}) + B_w \delta(p + \sqrt{2mE}), \quad (28) $$

where $A_w$ and $B_w$ are constants. As we discussed for the Segal-Bargmann space, since the Hamiltonian operator and momentum operator commute ($[\hat{H}, \hat{P}] = 0$), it must exist an eigenfunction basis common to both operators. Contrary to what we did in Segal-Bargmann space, applying the momentum operator is not helpful, since its eigenvalue is a phase-space variable. However, the only values of such variable for which the Wigner function is not null are $p = \pm \sqrt{2mE}$. Therefore, we can conclude that

$$ W_+(q,p) = A_w \delta(p - \sqrt{2mE}), $$

$$ \text{what means} \quad p = \sqrt{2mE}; $$

$$ W_-(q,p) = B_w \delta(p + \sqrt{2mE}). $$
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...electric system will be connected and at $E = 0$, the electrical system will be connected and at $t = \tau > 0$, it will be disconnected \(^2\). In such a case, the Hamiltonian operators corresponding to both regions are \([27]\)

\[
\hat{H}_1 = \frac{\hat{p}^2}{2m} + q\phi_1, \\
\hat{H}_2 = \frac{\hat{p}^2}{2m} + q\phi_2.
\]

In Segal-Bargmann space, we denote $\phi_1(z, t)$ as the quantum state that evolves with $T_{SB}[\hat{H}_1]$, and $\phi_2(z, t)$ as the one that evolves with $T_{SB}[\hat{H}_2]$. Therefore, the total state is described by $\phi(z, t) = (\phi_1(z, t) + \phi_2(z, t))/2$. We begin with a plane-wave, so the initial condition is $\phi(z, 0) = \phi_1(z, 0) = \phi_2(z, 0) = \phi_+(z)$ (for simplicity, we are taking the positive momentum solution, although it is possible to do the same analysis with the negative momentum solution). Once the electrical system is connected, $0 < t < \tau$, each component $\phi_i(z, t)$ acquires a different energy given by

\[
T_{SB}[\hat{H}_1] \phi_1(z, t) = E_1\phi_1(z, t), \quad E_1 = E_0 + q\phi_1, \\
T_{SB}[\hat{H}_2] \phi_2(z, t) = E_2\phi_2(z, t), \quad E_2 = E_0 + q\phi_2.
\]

From the expression we obtained for the time evolution of systems in Segal-Bargmann space (14), we can write

\[
\phi(z, t) = \frac{1}{2} \left[ e^{-iE_1t}\phi_1(z, 0) + e^{-iE_2t}\phi_2(z, 0) \right] = \frac{e^{-iE_2t}}{2} \phi_+(z) \left[ 1 + e^{i\Delta E \cdot \tau} \right],
\]

where $\Delta E = E_2 - E_1 = q(\varphi_2 - \varphi_1) = q\Delta \varphi$.

For a time $t > \tau$, the total probability of detecting the particle with respect to itself at $t = 0$ is given by

\[
P(t) = \left| \frac{\phi(z, \tau)}{\phi(z, 0)} \right|^2 = \frac{1}{|\phi_+(z)|^2} \int dz \ e^{-|z|^2} |\phi(z, \tau)|^2 = \frac{1 + \text{Re} \left( e^{i\Delta \varphi \cdot \tau} \right)}{2|\phi_+(z)|^2} \int dz \ e^{-|z|^2} |\phi_+(z)|^2 = \frac{1}{2} [1 + \cos(q\Delta \varphi \cdot \tau)].
\]

Note that we propose an open system (we allow a sudden appearance and disappearance of different electrical potentials in each conduit) so that there is no conservation of total probability in the system. Hence, we can take the change in the total probability, $P(t)$, as the observable that shows the Aharonov-Bohm effect.

Provided that $q\Delta \varphi \cdot \tau \neq 2\pi n$ with $n \in \mathbb{Z}$, the presence of the electric potential will have a measurable effect even when the electric field is zero ($E = -\partial_\varphi \phi = 0$) in the region accessible to the particle. It must be noted, that the predicted phase difference in Schrödinger formalism, for a non-zero electric potential, is $-q\int dt\varphi$. Particularizing this result to our system ($\varphi$ constant), it becomes $-q\varphi \tau$. Because of this, the phase difference between both wave functions would be $q\Delta \varphi \cdot \tau$, which is the same as the one we have obtained.

On the other hand, if the quantum state that described our system is $|\psi\rangle = (|\psi_1\rangle + |\psi_2\rangle)/2$, where $|\psi_i\rangle$ is the quantum state that evolves with $\hat{H}_i$; then the density operator of our system is $\hat{\rho} = |\psi\rangle \langle \psi| = (\hat{\rho}_{11} + \hat{\rho}_{12} + \hat{\rho}_{21} + \hat{\rho}_{22})/4$, with $\hat{\rho}_{ij} = |\psi_i\rangle \langle \psi_j|$. Therefore, the Wigner function that described our system in the phase-space formalism is $W(x, p, t) = \overline{T_{W}^{-1}[\hat{\rho}]} = (W_{11}(x, p, t) + W_{12}(x, p, t) + W_{21}(x, p, t) + W_{22}(x, p, t))/4$, with $W_{i,j}(x, p, t) = T_{W}^{-1}[\rho_{i,j}]$. We begin again with a plane-wave, so the initial condition is $W(x, p, 0) = \ldots$
\[ W_{i,j}(x, p, 0) = W_+ (x, p), \text{ since we assume the positive momentum solution. Recalling Equations (9) and (10), we obtain the Wigner function for the system at a certain time, } 0 < t < \tau, \text{ as} \]
\[
W(x, p, t) = \frac{W_+(x, p)}{2} [1 + \cos(\Delta E \cdot t)]. \tag{34}
\]

Therefore, for a time \( t > \tau \), the total probability of detecting the particle with respect to itself at \( t = 0 \) is given by
\[
\mathcal{P}(t) = \frac{\int dp dx W(x, p, \tau)}{\int dp dx W(x, p, 0)} = \frac{1}{2} [1 + \cos(q \Delta \varphi \cdot \tau)]. \tag{35}
\]

We derive the same result that we obtained by working within the Segal-Bargmann space; which at the same time coincides with the standard result in Schrödinger formalism. With the aim to visualize the Aharonov-Bohm effect with non-zero electric potential more easily; we build a graphical representation making use of the results we obtained by the phase-space and the Segal-Bargmann space formalisms.

In this graphical representation, both the spatial probability of finding the particle and the phase of the particle are represented through colours (the relationship between colours and the phase is presented in the sidebar). Although the results correspond with a plane wave, in the graphical representation we show the particle as a Gaussian distribution for an easier visualization.

As can be observed in Fig. 1, we begin with a conduit (with zero electric potential) that splits into two. The phase of the particle evolves freely; therefore, the two components are in phase at the end of the route. Fig. 2 illustrates the situation for an induced potential difference between the conduits of \( \Delta \varphi = E_0/2q \) during a time interval of \( t = \tau = 2\pi/E_0 \). Finally, in Fig. 3, the conduits rejoin. The two components of the wave function superposed, and in this particular case, the probability of finding the particle becomes exactly zero.

### 3.3 Aharonov-Bohm effect with non-zero magnetic vector potential

In this case, we will assume an infinite solenoid with a constant magnetic field inside. Outside the solenoid, its value is zero. Therefore, the magnetic vector potential outside the solenoid can be written as
\[
A = \frac{a^2 B}{2r} u_\vartheta, \tag{36}
\]

where \( a \) is the radius of the solenoid (\( a < r \)) and \( \vartheta \) is the angular coordinate.

Suppose a charged particle that surrounds the solenoid on its perpendicular plane at a constant radial distance of its centre, \( r = R \). Just like in the previous case, the probability function will be divided into two parts; one part surrounds the solenoid clockwise, and the other one surrounds it counterclockwise.

We will change the coordinate system in order to simplify the analysis. We define a new coordinate \( s \equiv R \vartheta \), so its canonical conjugate momentum is given by \( p_s = m(r^2/R^2)ds/dt \).

The momentum vector of the particle, expressed in the new coordinate system, is then given by \( \mathbf{p} = p_r \mathbf{u}_r + p_s (R/r) \mathbf{u}_s \). Using the phase-space coordinates of our particle \( (p_r = 0 \text{ y } r = R) \), \( s \) becomes the arc length of the circular trajectory of the particle, and \( \mathbf{p} = p_s \mathbf{u}_s \) becomes its conjugate momentum. Furthermore, it is easy to verify that \( \mathbf{u}_\vartheta = \mathbf{u}_s \). Hence, the magnetic vector potential and the particle momentum have both the same direction. Therefore, we can analyse the system within a two-dimensional phase space, by taking \( s \) as spatial coordinate and \( p \) as its canonical conjugate momentum (we omit the reference to the subscript \( s \) since the momentum only has one non-zero component).

As in the electric potential case, the magnetic system is turned on at \( t = 0 \) and is turned off at \( t = \tau > 0 \). While the solenoid is connected, the hamiltonian of the system is given by [27]
\[
\hat{H} = \frac{(\hat{P} - qA)^2}{2m} = \frac{1}{2m} \left[ \hat{P}^2 - 2qA\hat{P} + q^2A^2 \right]. \tag{37}
\]

Once again, it is necessary to solve the eigenvalue equation. In Segal-Bargmann space, it is
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Fig. 1: Graphical representation of a wave packet which evolves over time while travelling through a conduit which is forked (with zero electric potential). Although the phases correspond with a plane wave, in the graphical representation we represent the wave packet as a Gaussian localized distribution for an easier visualization. We observe in this figure that the phase of the wave packet evolves as the phase of the free particle even when it is split into two. The time interval between the frame (a) and the frame (d) is \( t = \tau = \frac{2}{E_0} \).

given by

\[
T_{SB}[\hat{H}]\phi(z) = \frac{m}{2} \left( -\frac{1}{2} \left[ z^2 + \partial_z^2 - 2z\partial_z - 1 \right] \right.
- i\sqrt{2}\frac{q}{m} A(z - \partial_z) + \frac{q^2 A^2}{m^2} \phi(z) \right)
= E\phi(z), \tag{38}
\]

or

\[
\left[ z^2 + i2\sqrt{2}\frac{qA}{m} z + \partial_z^2 - i2\sqrt{2}\frac{qA}{m} \partial_z 
- 2z\partial_z - \left( 1 - \frac{4E}{m} + 2\frac{q^2 A^2}{m^2} \right) \right] \phi(z) = 0. \tag{39}
\]

The solution of this eigenvalue equation is

\[
\phi(z) = C_1 e^{\frac{i}{2} \sqrt{2} \sqrt{\frac{q}{m}} A (z + \frac{ \pm A}{m})} + C_2 e^{\frac{i}{2} \sqrt{2} \sqrt{\frac{q}{m}} A (z - \frac{ \pm A}{m})}, \tag{40}
\]

where \( C_1 \) and \( C_2 \) are constants. The Hamiltonian and momentum operator commute \( ([\hat{H}, \hat{P}] = 0)\), thus it must exist an eigenfunction basis common to both operators. Applying the momentum operator, we can conclude that

\[
\phi_+(z) = C_1 e^{\frac{i}{2} \sqrt{2} \sqrt{\frac{q}{m}} A (z + \frac{ \pm A}{m})}, \quad \text{with} \quad p = \left[ \sqrt{2mE} + qA \right];
\]

\[
\phi_-(z) = C_2 e^{\frac{i}{2} \sqrt{2} \sqrt{\frac{q}{m}} A (z - \frac{ \pm A}{m})}, \quad \text{with} \quad p = - \left[ \sqrt{2mE} - qA \right]. \tag{41}
\]

If the system is initially in an energy eigenstate (with null magnetic vector potential) and in a superposition of momentum states (one clockwise and the other one counterclockwise), then the function that describes the system is

\[
\phi(z, 0) = C_1 e^{\frac{i}{2} \sqrt{2} \sqrt{\frac{q}{m}} A (z + \frac{ \pm A}{m})} + C_2 e^{\frac{i}{2} \sqrt{2} \sqrt{\frac{q}{m}} A (z - \frac{ \pm A}{m})}, \tag{42}
\]

where \( p_0 = \sqrt{2mE_0} \) is the modulus of the momentum vector that the two components have initially.
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Fig. 2: This figure starts where Fig. 1 finishes. Here it is represented the evolution of the wave packet through two conduits with a potential difference of $\Delta \varphi = E_0/2q$ between them. In frame (a) the electric circuit is connected, so in frame (d) (after having crossed the conduits) the phase difference between the two components is $\pi$ radians. The time interval between the frame (a) and the frame (d) is $t = \tau = 2\pi/E_0$.

When the solenoid is turned on, both components remain as energy eigenstates, but now each one takes a different energy value. By relating the exponentials arguments, we conclude that

$$p \geq 0 \Rightarrow E_+ = \frac{(p_0 - qA)^2}{2m},$$

$$p \leq 0 \Rightarrow E_- = \frac{(p_0 + qA)^2}{2m}.$$  (43)

Therefore, the system at $t > \tau$ is described by

$$\phi(z, t) = e^{-iE_+ \tau} \left[ C_1 e^{i\frac{\sqrt{2}p_0}{m+z}} + C_2 e^{-i\Delta E \tau} e^{i\frac{\sqrt{2}p_0}{m+z}} \right],$$  (44)

where $\Delta E = 2p_0qA/m$. From this expression for $\phi(z, t)$, we can deduce that $|\phi(z, t)|^2 \neq |\phi(z, 0)|^2$, if $\Delta E \tau \neq 2\pi n$ with $n$ an integer. It means that the probability of measuring the particle at a time $t$, compared to the probability of measuring it initially, is different from 1. Therefore, the existence of a non-zero magnetic vector potential has a measurable consequence, even though the magnetic field is zero in the region where the particle is propagating.

Moreover, we can compare our result with the result that is obtained in the Schrödinger formalism [28]. If we supposed the same initial conditions in that formalism, then we would obtain that the wave function, at $t > \tau$, is

$$\psi(s', t) = C e^{-iE_+ \tau} \left[ e^{i\frac{p_0s'}{m}} + e^{-i\Delta E \tau} e^{-i\frac{p_0s'}{m}} \right],$$  (45)

where $E_+$ and $\Delta E$ are exactly the same as the ones we have obtained in Segal-Bargmann formalism.

By applying the Segal-Bargmann transform to the previous wave function, we obtain

$$\phi_\psi(z, t) = C_\sqrt{2\pi}^{1/4} e^{-\frac{z^2}{2m^2}} e^{-iE_+ \tau} \left[ e^{i\frac{\sqrt{2}p_0}{m+z}} + e^{-i\Delta E \tau} \right].$$  (46)

We should remember that the Segal-Bargmann space has been built with dimensionless variables, so the wave function must be expressed in terms of these variables.
It should be noted that taking $C_1 = C_2 = C \sqrt{2\pi}^{1/4} \exp(-p_0^2/2m^2)$, the results obtained computing all the solutions using only the Segal-Bargmann space formalism are identical to the ones obtained through the well-known solutions in position representation.

On the other hand, in phase space, the Hamiltonian operator described by (37) is expressed as follows

$$T_W^{-1}[\hat{H}]^* = \frac{1}{2m} \left[ (p - \frac{i}{2} \partial_s)^2 - 2qA(p - \frac{i}{2} \partial_s) + q^2 A^2 \right]$$
$$= \frac{1}{2m} \left[ p^2 - 4 \partial_s^2 - ip \partial_s - 2qAp + iqA \partial_s + q^2 A^2 \right].$$

The eigenvalue equation is

$$[(p - qA)^2 - 2mE - \frac{1}{4} \partial_s^2 - i(p - qA) \partial_s] W(s,p) = 0.$$  \hspace{1cm} (48) 

By using the same procedure that we used for the free-particle case, we reach the following solutions, which are eigenstates with energy $E$ and momentum $p$.

$$W_+(s,p) = C_1 \delta(p - \sqrt{2mE} + qA),$$
with \hspace{1cm} $p = \left[ \sqrt{2mE} + qA \right]$; 

$$W_-(s,p) = C_2 \delta(p + \sqrt{2mE} - qA),$$
with \hspace{1cm} $p = -\left[ \sqrt{2mE} - qA \right]$.

If the system is initially in an energy eigenstate (with null magnetic vector potential) and in

**Fig. 3:** This figure starts when Fig. 2 finishes. Here it is represented the evolution of the wave packet through two conduits which rejoin (with null electric potential). In all frames the phase difference is $\pi$ radians since the electric potential is null. Therefore, destructive interference of the two components results when the conduits rejoin in frame (d), so the probability of finding the wave packet becomes 0.
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Fig. 4: Graphical representation of a wave packet which evolves over time while travelling through a circular conduit in which centre, a solenoid is placed. Although the phases correspond with a plane wave, in the graphical representation we represent the particle as a localized Gaussian distribution in order to visualize it easier. We see in frame (b) that the probability amplitude split into two (one clockwise and another counterclockwise). Then, in frame (c), the phase of the two components evolve differently, due to the non-zero magnetic vector potential created by the solenoid, until frame (d) when the two components rejoin with a phase difference of $\pi$ radians. Therefore, destructive interference of the two components results and the probability vanishes. The time interval between the frame (a) and the frame (d) is taken as $t = \tau = 4\pi/E_0$.

A superposition of momentum states (one clockwise and the other one counterclockwise), then the Wigner function that describes the system will be the sum of the terms associated with the free-particle solutions clockwise and counterclockwise, $W_{1,1}$ and $W_{2,2}$, together with the sum of the cross-terms $W_{1,2}$ and $W_{2,1}$.

It is easy to verify that $W_{1,2} = W_{2,1}^* = \exp(i2p_0s)\delta(p)$ fulfill the eigenvalue equation (10), where $p_0 = \sqrt{2mE_0}$ is again the modulus of the initial momentum vector of the particle.

Hence, the initial Wigner function is

$$W(s,p,0) = C_{1,1}\delta(p - p_0) + C_{2,2}\delta(p + p_0) + C_{1,2}e^{i2p_0s}\delta(p) + C_{2,1}e^{-i2p_0s}\delta(p). \quad (50)$$

When the solenoid is turned on, the above eigenfunctions remain as energy eigenstates, but now each one of them takes a different energy value. By relating the delta arguments of $W_{1,1}$ and $W_{2,2}$ with the energy and momentum eigenstates, we conclude that

$$p \geq 0 \Rightarrow E_+ = \frac{(p_0 - qA)^2}{2m},$$

$$p \leq 0 \Rightarrow E_- = \frac{(p_0 + qA)^2}{2m}. \quad (51)$$

Therefore, by using Equations (9) and (10), we deduce that the system at $t > \tau$, is described by

$$W(s,p,t) = C_{1,1}\delta(p - p_0) + C_{2,2}\delta(p + p_0) + C_{1,2}e^{-i(\Delta E \tau - 2p_0s)}\delta(p) + C_{2,1}e^{i(\Delta E \tau - 2p_0s)}\delta(p), \quad (52)$$

where $\Delta E = 2p_0qA/m$. It should be noted that this phase difference is the same as the phase difference obtained in Segal-Bargmann space, which
was the same as the one predicted by the Schrödinger formalism.

Also in this case, it is easy to deduce from the expression of \(W(s,p,t)\), that \(W(s,p,t) \neq W(s,p,0)\), when \(\Delta E \tau \neq 2\pi n\) with \(n\) an integer. Therefore, the probability of measuring the particle at a time \(t\), compared to the initial probability of measuring it, has been modified by the existence of a non-zero magnetic vector potential even the magnetic field is null over the area where the particle is propagating.

Moreover, we can compare our result with the result obtained in the Schrödinger formalism [28]. As we had seen in the previous section, the wave function that is obtained in Schrödinger formalism is given by Equation (45). By using Equation (7), the Wigner function reads

\[
W_\psi(s,p,t) = C^2 (\delta(p - p_0) + \delta(p + p_0) + [e^{-i(\Delta E \tau - 2p_0 s)} \delta(p) + e^{i(\Delta E \tau - 2p_0 s)} \delta(p)]) \tag{53}
\]

We could note that taking \(C_{i,j} = C^2\), the solution obtained by using exclusively the phase-space formalism of quantum mechanics is identical to the one obtained by transforming the well-known solution in position representation into a Wigner function in phase-space formalism.

With the aim to visualize the Aharonov-Bohm effect with non-zero magnetic vector potential more easily; we build a graphical representation taking into account the results that we have obtained within the phase-space and the Segal-Bargmann space formalisms. Once again, in that graphical representation, both the spatial probability of finding the particle and the phase of the particle are represented through colours. Although the results correspond with a plane wave, in the graphical representation we represent the particle as a localized Gaussian distribution in order to visualize it easier.

As it can be seen in Fig. 4a, we begin with a circular conduit in which centre, a solenoid is placed. When we connect that solenoid (with \(|\vec{A}| = p_0/16q\) during a time interval of \(t = \tau = 4\pi/E_0\)), the components that travel clockwise and counterclockwise acquire different phases; thereby, when we disconnect the solenoid, the phase difference between those components is \(\pi\) radians (Fig. 4b and Fig. 4c). It means that the probability of finding the particle, for \(t \geq \tau\), vanishes (Fig. 4d).

### 3.4 General Aharonov-Bohm effect

Finally, we will find an expression for general systems affected by the Aharonov-Bohm effect, without supposing a specific case of study [28].

To that end, we make use of a one-dimensional system, where electric and magnetic fields are null over the accessible region, and the magnetic vector potential does not change over time. The latter condition implies that the magnetic vector potential depends only on position and the electric potential depends only on time \((E = -\partial \varphi/\partial x - \partial A/\partial t)\). This case is described by the hamiltonian [27]:

\[
\hat{H} = \frac{1}{2m} (\hat{P} - qA(x))^2 + q\varphi(t). \tag{54}
\]

We obtain the global phase in each of the spaces that we have been considering in this work by proposing an expression that is solution of the corresponding evolution equations. In the Schrödinger formalism, the proposed solution for a particle that begins in \((x_0, t_0)\), is the operator \(\hat{M}(\hat{x}) = \exp(iq[\int_{x_0}^{\hat{x}} dr A - \int_{t_0}^{\hat{t}} dt' \varphi])\) acting on the state of a free particle \(|\psi_0\rangle\).

In Segal-Bargmann space, the operator used to build the solution of the evolution equation is the Segal-Bargmann transform of the previous operator

\[
T_{SB}[\hat{M}] = e^{i[\frac{\alpha}{m\sqrt{2}} \int_{x_0}^{\hat{x}} \partial_2 dr A - q \int_{t_0}^{\hat{t}} dt' \varphi]} \cdot \left( \frac{im}{\sqrt{2}} (z - \partial_z) - \frac{qA}{2} \right) = T_{SB}[\hat{M}] \cdot T_{SB}[\hat{P}] \tag{56}
\]

\[4\] This property may actually be posed as the commutation relation \([\hat{P} - qA, \hat{M}]\), which implies it is fulfilled in all formalisms.
Taking this result into account, we can analyse the evolution Equation (14) with the solution $T_{SB}[\hat{M}]\phi_0(z)$ (Where $\phi_0(z)$ is the solution of a free particle and $H_0$ is its Hamiltonian):

$$T_{SB}[\hat{M}] \left( i\frac{\partial}{\partial t} + q\varphi \right) = \left( \frac{1}{2m} T_{SB}[\hat{P} - qA]^2 + q\varphi \right) \cdot T_{SB}[\hat{M}] \phi_0$$

$$= T_{SB}[\hat{M}] \cdot \left( \frac{1}{2m} T_{SB}[\hat{P}]^2 + q\varphi \right) \phi_0$$

$$(p - qA) \ast T_{W}^{-1}[\hat{M}] = e^{iq\int_{t_0}^{t} d\tau A - \int_{t_0}^{t} d\tau' \varphi} \left( p - \frac{qA}{2} \right) = T_{W}^{-1}[\hat{M}] \ast p.$$ (59)

As the Wigner function do not show global phases, it is not possible to obtain the form of the global phase directly from the evolution equation within such a formalism. However, we can pose a system in which the wave function of a particle is split into two, one part passes through a zone with non-zero electromagnetic potentials and later both parts recombine. As a consequence of that, the phase difference between both parts would be the global phase acquired by the particle due to the Aharonov-Bohm effect. In that case, the only non-trivial equation of evolution given by Equation (9) is that corresponding to $W_{1,2}$; and the solution we propose is $T_{W}^{-1}[\hat{M}] \ast W_0(x, p)$ (with the subscript 1 referring to the wave function that is affected by the Aharonov-Bohm effect and the subscripts 2 and 0 referring to the free particle).

$$= T_{SB} [\hat{M}] \cdot \left( T_{SB} [\hat{H}_0] \phi_0 + q\varphi \phi_0 \right).$$ (57)

Therefore, it is proved that the proposed solution fulfils the evolution equation.

In phase space, the operator posed to generate the solution of the evolution equation is the inverse Weyl transform of $\hat{M}$

$$T_{W}^{-1}[\hat{M}] = e^{iq\int_{t_0}^{t} d\tau A - \int_{t_0}^{t} d\tau' \varphi}. $$ (58)

It can be seen that this operator fulfils the property

$$-T_{W}^{-1}[\hat{M}] \ast W_0 \ast H_0$$

$$= T_{W}^{-1}[\hat{M}] \ast ([H_0, W_0]_{\hat{M}} + q\varphi W_0). $$ (60)

Therefore, it is proved that the proposed solution fulfils the evolution equation.

In each formalism, the proposed solution has been an operator acting on the solution of the free particle. Repeating the procedure, we then obtain the same solution together with a phase. That is the global phase acquired by the particle due to Aharonov-Bohm effect

$$\theta = q \left[ \int_{x_0}^{x} d\tau A - \int_{t_0}^{t} d\tau' \varphi \right].$$ (61)

By extending the previous results to three dimensions and rewriting it in covariant notation, the global phase acquired by the particle becomes

$$\theta = q \int_{C} dx^{\mu} A^{\mu},$$ (62)

where $x^{\mu}$ are the space-time coordinates, $A^{\mu}$ is the electromagnetic four-potential and $C$ is the curve that the charged particle describes. In addition, from Equation (62), it can be seen that a gauge transformation adds a global phase to the wave function; so observables are invariant under gauge transformation.
Although we have rewritten the expression of the global phase in a more compact way by using covariant notation, it is important to note that we have demonstrated its validity only for non-relativistic systems.

### 3.5 Aharonov-Bohm effect with a density operator

Suppose a superposition of two states, one with well-defined position, \( q_0 \), and another one with well-defined momentum, \( p_0 \); but with undetermined coherence. The density operator of such state is thus

\[
\hat{\rho} = \alpha |x_0\rangle \langle x_0| + \gamma |x_0\rangle \langle p_0| + \gamma^* |p_0\rangle \langle x_0| + \beta^* |p_0\rangle \langle p_0|,
\]

with \( \alpha, \beta \in \mathbb{R} \) and \( \gamma \in \mathbb{C} \). If \( \hat{\rho} \) is a density operator, it must be self-adjoint and positive semi-definite.\(^5\) For the last condition to be fulfilled, it is necessary that \( \alpha \beta - |\gamma|^2 \geq 0 \) with \( \alpha, \beta > 0 \). We can see that if \( \gamma = 0 \), there is a complete incoherent superposition, but if \( |\gamma|^2 = \alpha \beta \), there is a complete coherent superposition. With the aim of simplifying the notation, that density operator will be expressed as

\[
\hat{\rho} = \alpha \hat{\rho}_{11} + \gamma \hat{\rho}_{12} + \gamma^* \hat{\rho}_{21} + \beta \hat{\rho}_{22}.
\]

By using the inverse Weyl transform (4) we obtain the following Wigner functions\(^6\)

\[
W(x, p) = \alpha W_{11} + \gamma W_{12} + \gamma^* W_{21} + \beta W_{22},
\]

\[
W_{11}(x, p) = \delta(x - x_0).
\]

\[
W_{22}(x, p) = \delta(p - p_0).
\]

\[
W_{12}(x, p) = \frac{2\gamma}{\sqrt{2\pi}} e^{i\frac{2p(\delta x - p_0 - p_0)}{m}},
\]

\[
W_{21}(x, p) = W_{12}(x, p)^*.
\]

Let us now assume a system similar to that of section 3.2. At time \( t = 0 \), the density operator \( \hat{\rho} \) describes the quantum state with \( |x_0\rangle \) in one conduit and \( |p_0\rangle \) in the other one. At the same time, the electric device is turned on, and it remains on until \( t = \tau \) when it is turned off.

We can calculate the time evolution of each Wigner function \( W_{ij}, i, j = 1, 2 \), by using (9)

\[
\frac{\partial W_{ij}}{\partial t} = -i[H_i \ast W_{ij} - W_{ij} \ast H_j],
\]

where \( H_1 \) is the hamiltonian associated with the conduit where is \( |x_0\rangle \) and \( H_2 \) is the hamiltonian associated with the conduit where is \( |p_0\rangle \).

When \( i = j \), (65) becomes

\[
\frac{\partial W_{ii}}{\partial t} + \frac{p}{m} \frac{\partial W_{ii}}{\partial x} = 0.
\]

The solution of this first-order partial differential equation (PDE) is

\[
W_{ii}(x, p, t) = W(\xi, p),
\]

where \( \xi = t - \frac{mx}{p} \).

By using the initial conditions \( W_{11}(x, p, 0) \) and \( W_{22}(x, p, 0) \) of (64), we obtain

\[
W_{11}(x, p, t) = \delta(x - x_0 - pt/m).
\]

\[
W_{22}(x, p, t) = \delta(p - p_0).
\]

When \( i \neq j \) and \( 0 \leq t < \tau \), (65) becomes

\[
\frac{\partial W_{12}}{\partial t} + \frac{p}{m} \frac{\partial W_{12}}{\partial x} = iq\Delta \varphi W_{12}.
\]

The equation of \( W_{21} \) could be derived from the later equation by taking the complex conjugate. The solution of this first-order PDE is

\[
W_{12}(x, p, t) = W(\xi, p) e^{iq\Delta \varphi t}.
\]

By using the initial conditions \( W_{12}(x, p, 0) \) and \( W_{21}(x, p, 0) \) of (64), we obtain

\[
W_{12}(x, p, t) = \frac{2|\gamma|}{\sqrt{2\pi}} e^{i\theta(x, p, t)}.
\]

\[
W_{21}(x, p, t) = \frac{2|\gamma|}{\sqrt{2\pi}} e^{-i\theta(x, p, t)}.
\]

\[
\theta(x, p, t) \equiv q\Delta \varphi \cdot t + \text{Arg}(\gamma) + 2p \left(x - x_0 - \frac{pt}{m}\right) - p_0 \left(2x - x_0 - \frac{2pt}{m}\right).
\]

When \( t \geq \tau \), \( H_1 \) becomes equal to \( H_2 \), so the exponential of (70) vanished. The Wigner function

\(^5\) We do not include the condition \( \text{Tr}[\hat{\rho}] = 1 \) because it is related to the norm of the state. Once again, we are taking a non-normalizable state as a simple limit of a normalizable one.

\(^6\) Note that we have removed a global factor \( 1/2\pi \) since it is irrelevant due to the non-normalizability of the Wigner function.
that describes the system at $t \geq \tau$ is thus

$$W(x, p, t) = \alpha \delta (x - x_0 - pt/m) + \beta \delta (p - p_0) + \frac{4|\gamma|}{\sqrt{2\pi}} \cos(\theta(x, p, t)).$$

$$\theta(x, p, t) = \Delta\varphi \cdot \tau + \text{Arg}(\gamma) + 2p \left( x - x_0 - \frac{p}{m} t \right) - p_0 \left( 2x_0 - \frac{2p}{m} t \right),$$

(72)

The above expression lets us see how is the time evolution of the Wigner function, depending on the parameters $\alpha$, $\beta$ and $\gamma$ which are related with the coherence of the quantum system. When the system is a complete incoherent superposition, Fig. 5, the only phase-space values in which Wigner function is different from zero are $p = 0$ and $p = x/t$. However, when the system is a complete coherent superposition, Fig. 6, an oscillating background appears. Its contour lines tend to be parallel to $p = 0$ when $t \to \infty$, the same way as $W_{11}(x, p, t)$ does.

The presence of non-vanishing electric potential, makes a phase shift of the oscillation background\footnote{When $q\Delta\varphi \cdot \tau = \pi/2 \pm 2\pi n$ with $n \in \mathbb{Z}$ and $t > \tau$, the maximum contour lines of the oscillation background become minimum and vice versa.} that can be seen in Fig. 6, so it changes the interference pattern when measuring. If we subtract the Wigner function with $\Delta\varphi = 0$ minus the one with $\Delta\varphi \neq 0$, then we obtain

$$\Delta W(x, p, t) = \frac{4|\gamma|}{\sqrt{2\pi}} \left[ \cos(\theta_{\Delta\varphi \neq 0}(x, p, t)) - \cos(\theta_{\Delta\varphi = 0}(x, p, t)) \right].$$

(73)

By integrating $\Delta W(x, p, t)$ with respect to $x$ or to $p$, it is possible to find the difference between the interference pattern in the cases with electric device and without it. This difference between interference patterns is measurable, so the Aharonov-Bohm effect is thus again present.

From (73) we can see that a complete incoherent superposition of states ($\gamma = 0$) does not present Aharonov effect. It shows that Aharonov-Bohm effect is a pure quantum phenomenon, i.e. it is not possible to observe that effect in a classical system.

### 4 Conclusions

In this work, we have studied the Aharonov-Bohm effect within phase-space formalisms of non-relativistic quantum mechanism. The basic approach within these descriptions relies on quasiprobability distributions as the Wigner or Husimi functions, where it is not possible to understand the Aharonov-Bohm effect in terms of a measurable phase shift in the wave function of a charged particle. We have solved this problem by comparing directly different probabilities in the aforementioned phase-space formalisms. For such a purpose, we have first reviewed the basic properties of different phase-space approaches of quantum mechanics including the Segal-Bargmann space. We have explicitly shown how canonical commutation relations are satisfied, which has taken us to review the inverse of the Weyl transform and the Moyal product. Once the bases have been set, we were able to derive the expected value for operators by using Wigner functions and the expressions describing time evolution of systems. On the other hand, we have derived the Segal-Bargmann space as a particular example of spaces $\mathcal{H}L^2(U, \alpha)$. Once it has been established, we have related it to quantum mechanics by means of commutation relations of creation and annihilation operators. At this point, we have also used canonical commutation relations indirectly.

By using these tools, we have posed the non-relativistic Aharonov-Bohm effect in phase space and Segal-Bargmann space. We begin by studying a particular case composed by a system in which the electric potential is not zero. By applying the proposed formalisms, quantifiable effects appear due to the presence of electric potential, even though electromagnetic fields are null within the region where the particles are propagated. Moreover, both formalisms predict the same results as the standard Schrödinger quantum mechanics formalism. Subsequently, we consider another case by studying the situation in which the magnetic potential is non-zero. By applying both formalisms to this system, we can find measurable effects owing to the presence of a magnetic vector potential, even though fields are null in the region accessible for the propagation of the particles. Conversely, for this system it is not possible
to compute explicitly the probabilities of detecting a particle. For this reason, we compare the expressions obtained by means of Wigner and Husimi quasiprobability distributions with the results in Schrödinger formalism by using the transforms that connect them. Similarly, the phase differences that we obtained in the corresponding formalisms agree with the expected ones. Subsequently, we pose a general system in which electric potential and magnetic vector potential are non-zero, in order to obtain a more general expression for the phase acquired by the wave function as a result of Aharonov-Bohm effect. This expression is expressed in a more compact fashion by using covariant notation, where it is easy to check that the effect is gauge independent.
At last, we elucidate the Aharonov-Bohm effect employing a density operator to characterize a superposition of states featuring position and momentum indeterminacy. The density operator is parameterized with real and complex coefficients, representing coherent and incoherent components. Temporal evolution is examined utilizing the Wigner function, giving raise to distinctive interference phenomena. The manifestation of the effect is illustrated through the temporal evolution of Wigner functions in the presence of an electric potential, discerning coherent and incoherent superpositions. The introduction of an electric potential induces a phase shift in the interference pattern, manifesting the Aharonov-Bohm effect. The analysis underscores that this phenomenon is intrinsically quantum mechanical, and its manifestation is absent in classical systems.

**Acknowledgements**

This work was partially supported by the MICINN (Spain) project PID2019-107394GB-I00/AEI/10.13039/501100011033 (AEI/FEDER, UE) and PID2022-139841NB-I00, COST (European Cooperation in Science and Technology)
Actions CA21106 and CA21136. JARC acknowledges support by Institut Pascal at Université Paris-Saclay during the Paris-Saclay Astroparticle Symposium 2022, with the support of the P2IO Laboratory of Excellence (program “Investissements d’avenir” ANR-11-IDEX-0003-01 Paris-Saclay and ANR-10-LABX-0038), the P2I axis of the Graduate School of Physics of Université Paris-Saclay, as well as IJCLab, CEA, APPEC, IAS, OSUPS, and the IN2P3 master projet UCMN.”

**Author Contribution Statement**

All authors contributed equally to the study conception and design. Material preparation, and analysis were performed by all authors. The first draft of the manuscript was written cooperatively, and all authors commented on previous versions of the manuscript. All authors read and approved the final manuscript.

**Data Availability Statement**

Data sharing not applicable to this article as no datasets were generated or analysed during the current study.

**References**

[1] Ehrenberg, W., Siday, R.E.: The refractive index in electron optics and the principles of dynamics. Proceedings of the Physical Society. Section B 62(1), 8 (1949)

[2] Aharonov, Y., Bohm, D.: Significance of electromagnetic potentials in the quantum theory. Physical Review 115(3), 485 (1959)

[3] Tonomura, A., Matsuda, T., Suzuki, R., Fukuhara, A., Osakabe, N., Umezaki, H., Endo, J., Shinagawa, K., Sugita, Y., Fujiwara, H.: Observation of aharonov-bohm effect by electron holography. Phys. Rev. Lett. 48, 1443–1446 (1982). https://doi.org/10.1103/PhysRevLett.48.1443

[4] Tonomura, A.: The aharonov-bohm effect and its applications to magnetic field observation. Asia Pacific Physics Newsletter 2(01), 26–36 (2013)

[5] De Juan, F., Cortijo, A., Vozmediano, M.A., Cano, A.: Aharonov–bohm interferences from local deformations in graphene. Nature Physics 7(10), 810–815 (2011)

[6] Heisenberg, W.: Uber den anschaulichen inhalt der quantentheoretischen kinematik und mechanik. Zeitschrift fur Physik 43(3-4), 172–198 (1927)

[7] Wigner, E.: On the quantum correction for thermodynamic equilibrium. Phys. Rev. 40, 749–759 (1932). https://doi.org/10.1103/PhysRev.40.749

[8] Weyl, H.: Quantenmechanik und gruppentheorie. Z. Physik 46, 1–46 (1927). https://doi.org/10.1007/BF02055756

[9] Groenewold, H.J.: On the principles of elementary quantum mechanics. Physica 12(7), 405–460 (1946). https://doi.org/10.1016/S0031-8914(46)80059-4

[10] Moyal, J.E.: Quantum mechanics as a statistical theory. Mathematical Proceedings of the Cambridge Philosophical Society 45(1), 99–124 (1949). https://doi.org/10.1017/S0305004100000487

[11] Takabayasi, T.: Remarks on the Formulation of Quantum Mechanics with Classical Pictures and on Relations between Linear Scalar Fields and Hydrodynamical Fields. Progress of Theoretical Physics 9(3), 187–222 (1953) https://arxiv.org/abs/https://academic.oup.com/ptp/article-pdf/9/3/187/5412413/9-3-187.pdf. https://doi.org/10.1143/ptp/9.3.187

[12] Baker, G.A.: Formulation of quantum mechanics based on the quasi-probability distribution induced on phase space. Phys. Rev. 109, 2198–2206 (1958). https://doi.org/10.1103/PhysRev.109.2198

[13] Fairlie, D.B.: The formulation of quantum mechanics in terms of phase space functions. Mathematical Proceedings of the Cambridge Philosophical
[14] Kubo, R.: Wigner representation of quantum operators and its applications to electrons in a magnetic field. Journal of the Physical Society of Japan 19(11), 2127–2139 (1964). https://doi.org/10.1143/JPSJ.19.2127

[15] Sudarshan, E.C.G.: Equivalence of semiclassical and quantum mechanical descriptions of statistical light beams. Phys. Rev. Lett. 10, 277–279 (1963). https://doi.org/10.1103/PhysRevLett.10.277

[16] Glauber, R.J.: Coherent and incoherent states of the radiation field. Phys. Rev. 131, 2766–2788 (1963). https://doi.org/10.1103/PhysRev.131.2766

[17] Husimi, K.: Some formal properties of the density matrix. Proceedings of the Physico-Mathematical Society of Japan. 3rd Series 22(4), 264–314 (1940)

[18] Lee, H.-W.: Theory and application of the quantum phase-space distribution functions. Physics Reports 259(3), 147–211 (1995). https://doi.org/10.1016/0370-1573(95)00007-4

[19] Zachos, C.K., Fairlie, D.B., Curtright, T.L.: Quantum Mechanics in Phase Space. WORLD SCIENTIFIC, ??? (2005). https://doi.org/10.1142/5287. https://www.worldscientific.com/doi/abs/10.1142/5287

[20] Zachos, C., Fairlie, D., Curtright, T.: Quantum mechanics in phase space: an overview with selected papers (2005)

[21] Bargmann, V.: On a hilbert space of analytic functions and an associated integral transform part i. Communications on pure and applied mathematics 14(3), 187–214 (1961)

[22] Segal, I.E., Mackey, G.W.: Mathematical problems of relativistic physics. vol. 2. American Mathematical Soc. (1963)

[23] Hall, B.C.: Holomorphic methods in mathematical physics (1999). https://doi.org/10.48550/ARXIV.QUANT-PH/9912054

[24] Galindo Soto, F., Tristán Vega, L.A., Sanz Gil, J., Gómez Pérez, J., Lastra Sedano, A., Jiménez Garrido, J.J., et al.: Guía teórico-práctica de variable compleja para estudios de grado (2015)

[25] v. Neumann, J.: Die eindeutigkeit der schrödingerschen operatoren. Mathematische Annalen 104(1), 570–578 (1931)

[26] Rosenberg, J.: A selective history of the stone-von neumann theorem. Contemporary Mathematics 365, 331–354 (2004)

[27] José, J., Saletan, E.: Classical dynamics: a contemporary approach. American Association of Physics Teachers (2000)

[28] Wittig, C.: Lecture Notes on Quantum Chemistry, Aharonov-Bohm effect and geometric phase