In recent years experimental and theoretical studies of artificially manufactured periodic dielectric media called photonic band gap (PBG) materials or photonic crystals, have attracted considerable attention. PBG materials can have a profound impact in many areas in pure and applied physics. PBG materials are often considered as analogous to electronic semiconductors. The existence or not of spectral gaps in periodic PBG materials or localized states in disordered systems, in analogy with what happens to the electronic materials, is of fundamental importance. While it is by now firmly established that certain periodic arrangement of dielectric structures has a full PBG in 2D and 3D, it is not clear what mechanism is responsible for the formation of gaps. The relative importance of the roles of the two different mechanisms, single scatterer resonances and macroscopic Bragg-like resonances, in the formation of gaps and localized states is still being debated. Preliminary results have shown that there is a direct correspondence between the gaps calculated by plane wave expansion and the Mie resonances of an isolated sphere. It is surprising that the positions of the Mie resonances approximately coincide with the center of the bands. It is tempting to suggest that the Mie resonances of an isolated scatterer to play the role of the energy levels of an isolated atom in a crystal. Also, it would be possible to formulate the problem in a simpler way, similar to the tight-binding (TB) formulation of the electronic problem.

It is well known that the TB method has proven to be very useful in studying the electronic properties of solids. In an empirical TB approach, matrix elements of the Hamiltonian between orbitals centered on different sites are treated as parameters which are adjusted to obtain the band structure and the band gaps, which have been determined by other more accurate methods. The parameters obtained in this way are then used to study other properties of the systems, such as surface states, impurities and properties of disordered systems. The success of the TB formulation has been tested in the study of Si, C and hydrogenated amorphous systems.

In this paper, we show that it is possible to extend the ideas of the LCAO method to the classical wave case. The Mie resonances of the isolated scatterer in the classical case play the role of the localized eigenstates in the electronic case. However, there exist two important differences. First, Mie resonances’ states are not localized, in fact they decay too slowly, as $1/r$ as $r \to \infty$ and this may lead to divergences in some matrix elements. However, in a lattice environment they become localized, with a localization length analogous to the interparticle dimension. Second, in the classical wave case, as opposed to the electronic case, the host medium supports propagating solutions for every frequency. For large wavelengths, this is the dominant propagation mode since no resonances have been excited yet, while for wavelengths comparable to the particle dimension, transmission is achieved through coupling with the fully excited localized resonances. In that sense, we may assume that a plane wave is coupled with the lowest frequency band, while all higher bands are described solely by the higher excited resonances. This assumption is mostly justified in the case of wide gaps and narrow bands, which is the one that we will study. We find that under appropriate rescalings, all matrix elements scale well with distance, and we obtain their functional dependence. This TB parameterization of PBG materials will be very useful in studies of impurities and the effects of disorder in these materials.

We will contend ourselves in the scalar wave equation case of a 2-D periodic array of $N$ infinitely long dielectric cylinders, with periodic boundary conditions and the incident plane wave E-polarized. We assume the normalized electric field for each band to be given by

$$E_n(\vec{r}, \vec{k}) = \frac{c_n^1(k)}{N^{1/2}} e^{i\vec{k}\cdot\vec{r}} + \frac{c_n^2(k)}{N^{1/2}} \sum_{\vec{R}} \Psi_n(\vec{r} - \vec{R}) e^{i\vec{k}\cdot\vec{R}}$$

where $n = 0, 1, 2, \ldots$ is the resonance’s (or band) index, $\Psi_n(\vec{r} - \vec{R})$ stands for the wavefunction of the $n$th resonance localized at $\vec{R}$, and has an angular symmetry $\Psi \sim \cos(n\theta)$. $c_n^1 = 0$, $c_n^2 = 1$ for $n \neq 0$ and are functions...
of the frequency \( (k \equiv |\vec{k}|) \) with \( |e_{1}^{2}|^{2} + |e_{2}^{2}|^{2} = 1 \), \( \vec{r}, \vec{R} \)
\( k \) are 2-D vectors, and we have assumed a unit area unit cell. We will assume a frequency independent
normalized resonance function \( \Psi \), with \( \int \Psi^{*}_{m} (\vec{r}) \Psi_{n} (\vec{r} - \vec{R}) d\vec{r} = \delta_{mn} \delta(\vec{R}) \), as well as \( \int \Psi^{*}_{m} (\vec{r} - \vec{R}) e^{i \vec{k} \cdot \vec{R}} d\vec{r} = 0 \) so that \( \int E_{m}^{*} E_{n} d\vec{r} = \delta_{mm} \) in order to simplify the problem and make a better correspondence with the electronic case. This will turn to be a good approximation for our case of interest. For the lowest frequency band, we should expect \( c_{0}^{2} \rightarrow 1 \), \( c_{0}^{2} \rightarrow 0 \) for \( |\vec{k}| \rightarrow 0 \) and \( c_{0}^{2} \rightarrow 0 \), \( c_{0}^{2} \rightarrow 1 \) for \( |\vec{k}| \rightarrow |\vec{G}|/2 \).

The “Hamiltonian” for the scalar wave equation is \( H = -\nabla^{2}/\epsilon(\vec{r}) \) and the eigenfrequencies \( \omega^{2}/c^{2} \) of the system can be found by diagonalizing the Hamiltonian matrix \( H_{mn} = \int E_{m}^{*} H E_{n} d\vec{r} \). Then:

\[
H_{00} = |c_{0}^{2}(k)|^{2} (\epsilon/E_{00}) + |c_{0}^{2}(k)|^{2} \left( \beta_{00} + \sum_{\vec{R}} \gamma_{00}(\vec{R}) e^{i \vec{k} \cdot \vec{R}} \right) \tag{2}
\]

where we have neglected crossing terms between the plane wave and the resonances (this is not completely justifiable, but it can be argued that they are not important for frequencies close to the gap, and so for impurity and disorder studies). \( \beta_{00} = \int \Psi^{*}_{0}(\vec{r}) H \Psi_{0}(\vec{r}) d\vec{r} \) and \( \gamma_{00}(\vec{R}) = \int \Psi^{*}_{0}(\vec{r}) H \Psi_{0}(\vec{r} - \vec{R}) d\vec{r} \) and \( \langle \epsilon \rangle \) is the averaged dielectric constant. We argue that the functional form of \( |c_{0}^{2}(k)|^{2} \) is similar to the form of the scattering cross section of a single cylinder for the \( n = 0 \) (s-wave) case, so that \( |c_{0}^{2}(k)|^{2} \sim e^{-\lambda(f) \omega_{n}} \). Here \( \omega_{n} = |\vec{k}| c/\sqrt{\langle \epsilon \rangle} \), \( \omega_{0} \) is the single cylinder Mic resonance frequency, \( \lambda(f) \) is a function of the filling ratio \( f \) of the form \( \lambda(f) = b_{1}/f^{b_{2}} \). The power \( \mu \) has to be larger than 2 in order to preserve the correct slope at \( |\vec{k}| \rightarrow 0 \). For simplicity, we choose \( \mu = 4 \).

The second band \( (n = 1 \text{ or } p\text{-like}) \) has a \( \Psi \sim \cos \theta \)
symmetry, and will consist of two linearly independent polarizations, \( p_{x} \) and \( p_{y} \). There will be crossing terms between these two polarizations, but not between \( s \)-like and \( p \)-like resonances. Using the standard notation \( \Psi_{i}^{\pm} \)
for the matrix elements, and taking into account only first and second nearest neighbors, then the nonzero Hamiltonian matrix elements for the case of a square lattice with lattice constant \( a \) is:

\[
H_{ss} = |c_{s}^{2}|^{2} |k|^{2} (\epsilon/E_{00}) + |c_{s}^{2}|^{2} |e_{s} + 2V_{1}(\psi_{ss}) \times \cos \phi_{x} + \cos \phi_{y} + 4V_{1}(\psi_{c}) \cos \phi_{x} \cos \phi_{y} | \tag{3}
\]

\[
H_{p_{x}p_{x}} = c_{p_{x}}^{2} + 2V_{1}(\psi_{pp}) \cos \phi_{y} + 2V_{1}(\psi_{pp}) \cos \phi_{x} + 2 \left( V_{1}(\psi_{pp}) \cos \phi_{x} \cos \phi_{y} \right) \tag{4}
\]

\[
H_{p_{y}p_{y}} = 2 \left( V_{1}(\psi_{pp}) - V_{1}(\psi_{pp}) \sin \phi_{x} \sin \phi_{y} \right) \tag{5}
\]

where \( \phi_{x} = x a, \phi_{y} = y a \) and \( |k| = \sqrt{k_{x}^{2} + k_{y}^{2}} \). \( V^{(1)}, \)
\( V^{(2)} \) refer to the \( \gamma \) matrix elements for first and second nearest neighbors respectively, \( \epsilon \) refers to the \( \beta \), on-site or diagonal, matrix element, \( H_{p_{x}p_{x}} \) is similar to \( H_{p_{y}p_{y}} \) with \( x \leftrightarrow y \) and \( H_{p_{x}p_{x}} = H^{*}_{p_{y}p_{y}} \). In this work we consider only these two bands.

We have fitted the \( V \) and \( \epsilon \) matrix elements for the \( E \) polarization case with cylinders of dielectric constant \( \epsilon = 100 \) in vacuum, to the band structure of five different rectangular lattices with large/small axis ratios: \( 1, 1.05, 1.1, 1.15, 1.2 \) as well as to a hexagonal lattice, for six different filling ratios: \( f = .1, .2, .3, .4, .5, .6 \).

We used a large value for the dielectric constant to ensure that we obtain large gaps and narrow bands. The quality of these fits can be seen in Fig. 1 where we plot the bands as found numerically by the plane wave expansion (PWE) method along with the TB fit, for a square and a hexagonal lattice for two filling ratios. The perfect quality of the fits is an indication of the potential usefulness of the TB method.

We next plot some of the fitted matrix elements. The square root of the diagonal \( \varepsilon_{p_{x}} \) and \( \varepsilon_{p_{y}} \) matrix elements are plotted (Fig. 2a) as a function of the filling ratio \( f \), while the off diagonal \( V_{p_{x}p_{y}} \) matrix elements are plotted (Fig. 2c) as a function of the dimensionless separation distance \( d_{ij} = r_{ij}/a \) where \( r_{ij} \) is the separation distance between cylinders \( i \) and \( j \) and \( a \) is the cylinders’ radius. Notice how bad the scaling is, especially for the \( V_{p_{x}p_{y}} \) element. Apparently, a satisfactory TB description cannot be achieved with this two-center approach, but rather, with the inclusion of the lattice environment \( \Psi \) as well.

The proposed simple rescaling function \( (D_{mn})_{i} \) for the diagonal matrix element that describes the lattice environment of cylinder \( i \), and takes into account the filling ratio and the different symmetries is of the form:

\[
1/(D_{nn})_{i} = \sum_{j \neq i} \tau \cos^{2}(n \theta_{ij}) d_{ij}^{n} \tag{6}
\]

where \( \theta_{ij} \) is the angle between the symmetry axis of the \( p \) resonance on cylinder \( i \) and \( \hat{r}_{ij} \) direction, \( n = 0, 1, \ldots \)
for the \( s, p, \ldots \) resonances, and the sum runs over the nearest neighbors of cylinder \( i \). The power on the angular function was chosen so that the \( p_{x} \) and \( p_{y} \) resonances in the hexagonal lattice be the same. The only choices were \( 2 \) and \( 4 \), and it was found that \( 2 \) gives better results. Eq. 6 is similar to what was used in Ref. [8] for the atomic orbitals, except for two differences: (a) we take into account the resonance’s angular symmetry, and (b) the exponentially decaying part is missing, reflecting the non-localized character of the EM resonances. Finally, \( \tau = [\pi/(a^{2} f)]^{2} \) is a renormalization that takes into account that different structures, with the same lattice constant \( a \) and cylinder radius \( \alpha \), have different filling ratios. \( \tau \) is normalized so that \( \tau = 1 \) for the rectangular structures and \( \tau = 3/4 \) for the hexagonal. We will use this parameter only for the diagonal matrix elements.

For the periodic case, the function \( (D_{mn})_{i} \), is the same for every \( i \), and will characterize the corresponding resonance. We find the diagonal matrix element to scale as \( \sqrt{\tau_{n}} = a_{n}^{a} + a_{n}^{b}(D_{mn}) - a_{n}^{a} + a_{n}^{b}(D_{mn}) - a_{n}^{a} \) where \( a_{n}^{a} = \omega_{0} \alpha/c \).
is the corresponding dimensionless Mie resonance frequency. In Fig. 2b we plot \( \sqrt{v_p} \) vs the environment function \((1/D_n^p)a\). We can see that \( \sqrt{v_p} \) now scales very well, having a larger value for increasing lattice density. The same dependence is found for all bands.

In order to rescale the off diagonal \( V \) matrix element between two neighboring resonances \( i \) and \( j \), we need contributions from the neighbors that are close to the line joining \( i \) and \( j \). Contributions have to be projected on the \( \hat{r}_{ij} \) direction for the \( s \) resonance, while for the \( p \) resonance we have to project on its symmetry axis. Only first nearest neighbors will contribute. At the end, we have to normalize with the sum of all projection weights.

A simple formula that describes the environment of the \( n \) resonance on cylinder \( i \), along the \( \hat{r}_{ij} \) direction is:

\[
\frac{1}{(D_n^p)^{ij}} = \frac{\sum_l (\cos^2 \theta_n^{ij}/d_n^p)}{\sum_l \cos^2 \theta_n^{ij}}
\]

(7)

where \( l \) runs over \( i \)'s nearest neighbors (including \( j \)). \( \theta_n^{ij} \) is the angle between the \( \hat{r}_{il} \) and \( \hat{r}_{ij} \) directions for the \( s \) resonance \((n = 0)\), and for the \( p \) resonance \((n = 1)\), it is the angle between the \( i \)’th resonance’s symmetry axis and the \( \hat{r}_{il} \) direction. Both angles are taken to have a range from \(-\pi/2\) to \(\pi/2\) [4]. Finally, if we include screening in our considerations, then the actual matrix element \( V \) to be used in a particular problem, can be obtained by the fully rescaled one \( V \), by \( V^{ij} = V^{ij}(1 - S^{ij})/(D_n^p)^{ij} + (D_n^p)^{ij} \) where \( S^{ij} \) is the same screening function used in Ref. [4]: \( S^{ij} = \tanh \left( b_1 \sum_i e^{-b_2 |d_{ij}|/d_{ij}^{max}} \right) \), and is different for different matrix elements. The fully rescaled matrix elements are found to scale with separation distance as \( V^{ij} = c_1 d_p^{a_3} + c_3 d_p^{a_4} \). In Fig. 2d we plot the rescaled \( V_{pp\sigma} \) matrix element. We see now that it is a smooth function of separation distance, except for the second nearest matrix elements which do not scale very well for large filling ratios (small distances). Apparently a screening function that depends on the filling ratio as well is needed, but for simplicity and to keep some accordance with the electronic models used so far, we will use this one.

We find that all matrix elements now scale very well with separation distance, so a satisfactory TB description of PBG materials is in order. The rescaling parameters used and the parameters for the rescaled matrix element curves’ generation are presented in Tables 1 and 2. We have also found \( \nu_n = 1.65 \) for all \( n \), and \( b_1 = 0.68 \), \( b_2 = 1.23 \) for \( \lambda(f) \).

| \( b_1 \) | \( b_2 \) | \( b_3 \) | \( c_1 \) | \( c_2 \) | \( c_3 \) | \( c_4 \) |
|---|---|---|---|---|---|---|
| 0.075 | 0.0008 | 10.0 | -0.108 | 4.00 | -0.00096 | 1.30 |
| 0.100 | 0.00008 | 13.5 | 0.425 | 6.14 | 0.0550 | 3.22 |
| 0.700 | 0.0015 | 10.0 | -0.076 | 5.40 | -0.0044 | 2.32 |

Next, we test our results on a nonperiodic lattice. The original periodic lattice is square with filling ratio \( f = 0.2 \) and lattice constant \( a \). We will solve the \( 3 \times 3 \) supercell problem. Each supercell consists of 9 cylinders, and the whole lattice is periodic in terms of this supercell. We keep all cylinders in the supercell in place, except the middle one, which we move from it’s periodic position \((0,0), a/4 \) towards the left, then \( a/4 \) towards the bottom, and then return to the periodic position \((0,0)\) along the diagonal (see insert graph in Fig. 3). Solving the supercell TB problem involves a \( 9 \times 9 \) matrix diagonalization for the \( s \) band, and a \( 18 \times 18 \) matrix diagonalization for the \( p \) band. We plot the 3 highest eigenvalues of the \( s \) band, and the 3 highest and 3 lowest eigenvalues of the \( p \) band. Luckily, for the 3 highest eigenfrequencies of the \( s \) band, we do not need to take into account the free plane wave, since for those frequencies the resonances are fully excited, blocking the background propagation mode. We plot the eigenfrequencies for \( \tilde{k}a = (0,1/3) \), and directly compare our results with the ones obtained numerically by the PWE method, for the same exactly system. It is worth noting that in the PWE method, 100 plane waves per rod are needed for an acceptable numerical convergence. This is a factor of \( 10^4 \) more CPU time than the TB method.

The agreement is excellent, so our TB parameterization works very well for the impurity case too. The photonic TB model proves to be an excellent tool for understanding and describing the band structure and properties of light in PBG structures. We hope that the calculated TB parameters will be used in studies of 2D PBG materials and can stimulate enough interest to extend these studies in 3D photonic crystals.
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FIG. 1. The first two frequency bands for a square lattice with filling ratio $f = .1$ (a) and $f = .4$ (b), and for a hexagonal lattice with $f = .1$ (c) and $f = .4$ (d). Circles correspond to numerical results from the PWE method, while solid lines correspond to the TB fit.

FIG. 2. Fitted TB parameters for the second ($p$-like) frequency band. (a) $\sqrt{\epsilon_p}$ vs $f$. (b) $\sqrt{\epsilon_p}$ vs the rescaled environment function $1/D_p^{\text{on}}$. Circles and squares correspond to $\sqrt{\epsilon_{px}}$ and $\sqrt{\epsilon_{py}}$ respectively of a rectangular lattice with the big axis along $\hat{x}$, and triangles to a hexagonal lattice. (c) $V_{pp\pi}$ vs the separation $d$. (d) The rescaled $V_{pp\pi}$ vs $d$. Circles, squares and diamonds correspond to a rectangular lattice’s $V_{pp\pi}$ elements along the small axis, the large axis and the diagonal, and triangles to a hexagonal lattice. All matrix elements are expressed in the dimensionless units of $(\omega\alpha/c)^2$.

FIG. 3. The three edge eigenfrequencies for each band for a $3 \times 3$ impurity system. All cylinders are identical, with the middle one moving from the equilibrium position, as pointed in the insert graph. The wave vector is always constant $\vec{k}a = (0, 1/3)$. The first band gap extends approximately from $\omega a/c \simeq .53$ to $\omega a/c \simeq .87$, while the second starts at $\omega a/c \simeq 1.03$. 
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