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Abstract
The pandemic caused by the severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) which is related to new coronavirus disease (COVID-19) has mobilized several scientific areas to explore clinical data using soft-computing approaches. In the context of machine learning, previous studies have explored supervised algorithms to predict and support diagnosis based on several clinical parameters from patients diagnosed with and without COVID-19. However, in most of them the decision is based on a “black-box” method, making it impossible to discover the variable relevance in decision making. Hence, in this study, we introduce a non-supervised clustering analysis with neural network self-organizing maps (SOM) as a strategy of decision-making. We propose to identify potential variables in routine blood tests that can support clinician decision-making during COVID-19 diagnosis at hospital admission, facilitating rapid medical intervention. Based on SOM features (visual relationships between clusters and identification of patterns and behaviors), and using linear discriminant analysis, it was possible to detect a group of units of the map with a discrimination power around 83% to SARS-CoV-2-positive patients. In addition, we identified some variables in admission blood tests (Leukocytes, Basophils, Eosinophils, and Red cell Distribution Width) that, in combination had strong influence in the clustering performance, which could assist a possible clinical decision. Thus, although with limitations, we believe that SOM can be used as a soft-computing approach to support clinician decision-making in the context of COVID-19.
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1 Introduction
The global pandemic caused by the severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) has mobilized several scientific areas to explore diagnostic solutions and alternative therapies for this new betacoronavirus disease...
(COVID-19) (Ciotti et al. (2019)). Considering the absence of efficient prevention and therapies, efforts to control COVID-19 are limited to personal actions (i.e., hand washing, face covering, environmental cleaning and physical distancing), place restrictions adopted at local levels (schools, workplaces, restaurants, malls and other closures), and tracing of infected people. However, it is time-consuming and useful at an early period of infection (Liu et al. (2020)). Although some potential treatments were reported to avoid disease complications and decrease hospitalization period (dexamethasone, remdesivir, and heparin) (Tomazini et al. (2020); Spinner et al. (2020); Wilkinson et al. (2020)), the hope to face COVID-19 is indeed in the development of safe and effective vaccines (Raja et al. (2020)). This scenario is especially critical in this pandemic crisis principally due to the exponential growth of infected people and the number of deaths. In this sense, new strategies to support rapid identification of SARS-CoV-2-positive patients became extremely necessary.

The increasing rate of hospital admission of COVID-19 patients provided an extensive clinical and demographic database that is now available. This dataset permits more ambitious computational approaches to be used in order to find “the needle in the haystack” that could support the clinician decision-making for diagnosis and prognosis of COVID-19 cases. Thus, data mining approaches can be performed with a supervised machine learning algorithm to predict future values by classification and/or regression, or since by unsupervised learning to clustering data (Tan et al. (2016)). Currently, some studies have employed supervised machine learning approaches to predict COVID-19 diagnosis based on recognition/analysis of images (Lalmuanawma et al. (2020)) and hemogram tests (Cabitza et al. (2020)). In our summary review (see in 2), we identified that most of classificatory algorithms utilized strategies with “black box” approaches. The major problem regarding this methodology is associated with the models of decision that are created directly by algorithm when it is applied to a database. Thus, it is not possible to accurately recognize or interpret the variable that had influence in the decision-making process during the prediction. Hence, the black boxes-derived algorithms normally result in complex models that are intrinsically not interpretable for human users (Rai (2020)).

When considering medical studies both precision and interpretability should be contemplated (Wu et al. (2020)). Consequently, precisely identifying the variables that have an influence on the algorithm analysis allows understand some data patterns and behaviors for better classification. In addition, when considering a human interpretation, data presentation is also important. This attention towards in the decision-making mechanism facilitates human analysis and is designed as explainable artificial intelligence (XAI). Hence, the possibility to explain and interpret data may improve the final result by three reasons: (1) supporting impartiality in decision-making, detecting and correcting bias in the analyzed dataset; (2) improving the robustness of the process, highlighting possible adverse situations that may impact the decision-making process; and (3) assuring that only significant variables have an influence on the outcome (Arrieta et al. (2020)). In fact, data mining of medical studies, it is preferable to identify all the information behind the decision-making than considering a single outcome as part of the prediction process (Holzinger et al. (2017); London (2019); Tjoa and Guan (2019); Arrieta et al. (2020); Samek et al. (2017); Holzinger et al. (2017); Ahmad et al. (2018); Adadi and Berrada (2018); Goebel et al. (2018); Wu et al. (2020)).

In this context, clustering data analysis has an exploratory nature that aims to identify patterns, correlations, trends, trajectories, groups and anomalies that better describe the dataset. As such, it is important to consider that the quality of the clustering method process depends on the fulfillment of specific criteria. For instance, the clustering approach must search for data subsets in samples that share common and, at same time, distinct features with other data subsets.

On the light of these evidence, this study aims at introducing an exploratory research involving clustering analysis to investigate clinical data from blood tests at hospital admission . The data analysis is supported by use of the unsupervised neural network of self-organizing maps (SOM) (Kohonen (2013)). This network allows the visual identification of relationships between clusters and the knowledge produced in the clustering process, as well as the discovery of patterns and behavior of each variable in the database. Besides, with SOM training, other features related to the dataset used in the training process can be mapped on the grid to observe, for example, class or sub-class information distribution. Thus, through visual exploration of relationships between groups, we observed by SOM analysis patterns and behaviors in the blood test dataset which indicated predicted variables to assist clinician decision-making in the context of COVID-19 diagnosis.

For a better organization, this present article is divided as follows: Section 2 summarizes some co-related works; Section 3 shows the novelty of the proposal, describes the methodology and the data mining process applied in the study and also the theoretical foundations of clustering analysis and SOM features; Section 4 represents the materials and methods; Section 5 presents and discusses the main findings, and finally, Sect. 6 indicates the main conclusions and future perspectives are indicated.
2 Related works

The global pandemic caused by coronavirus 2 (SARS-CoV-2) has mobilized several scientific areas to explore diagnostic solutions, including studies involving data mining approaches in attempt to support a rapid decision-making to COVID-19 diagnosis. According to this, several initiatives have emerged using machine learning methodologies to detect and differentiate COVID-19 positive patients using X-ray and computed tomography (CT) images (Lalmuanawma et al. (2020); Syeda et al. (2020); Duran-Lopez et al. (2020); Civit-Masot et al. (2020); Ohata et al. (2020)). Furthermore, other reports utilized supervised machine learning applications for image recognition and diagnosis in health sciences (Omara et al. (2017); Mei et al. (2017); Mote et al. (2017); Rodrigues et al. (2018); Matsuda et al. (2017); De Souza et al. (2019); O’Driscoll et al. (2017); Chunyan et al. (2016); Mapari et al. (2017); Olivares et al. (2020); Selvachandran et al. (2019); Chouhan et al. (2020); Dourado et al. (2020); Minonizio et al. (2020); Muhammad et al. (2020); Santos et al. (2020); Ding et al. (2020); Bernardo et al. (2019)). However, images-based diagnostics are considered very costly considering that routine blood tests are relatively easy to run and widely used at admission in several clinical centers (Ferrari et al. (2020)).

In this sense, other studies investigated hemogram data from hospitalized patients using different classification algorithms approaches for identification of COVID-19 patients which included: support vector machines and SMOTE Boost algorithms, Naive Bayes classifiers, and others (neural networks, gradient boosted trees, random forests, logistic regression and support vector machine) (Cabitza et al. (2020); Soares et al. (2020); de Moraes Batista et al. (2020); Avila et al. (2020)). Although these findings have indicated an accuracy rate around 80%, the relevant variables to support “decision making” were not precisely identified.

Thus, by precisely comparing the strategies described in the mentioned articles, it was possible detected that in most of them the variable influence in the outcome was not identified. These studies also could not determine the data interpretability essentially comprising of strategies with “black box” approaches, which, as previously mentioned, has several disadvantages in datamining of medical studies (Holzinger et al. (2017); London (2019); Tjoa and Guan (2019); Arrieta et al. (2020); Samek et al. (2017); Holzinger et al. (2017); Ahmad et al. (2018); Adadi and Berrada (2018); Goebel et al. (2018); Wu et al. (2020)). Hence, understanding the features behind the variables influence diagnosis/prognosis prediction of a disease is similarly important to the prediction model, per se, and can be applied in the COVID-19 context, basically exploring unsupervised methods, as, for example, the neural network of self-organizing maps (SOM) was designed to this study.

In Health Sciences, SOM already was designed to cluster clinical and pathological data related to dermatological diseases (Fidan et al. (2016)). The technique was also applied for classification of breast cancer (Omara et al. (2017)). Moreover, SOM was utilized as part of a proposed system to segment magnetic resonance images of brain tumors (Mote et al. (2017)). In other report, the authors found relevant relationships between variables in a database and risk groups for tuberculosis (Orjuela-Cañón et al. (2018)). Finally, SOM was used for choosing the most suitable features to be extracted from electroencephalogram signals in order to discriminate seizures from non-seizures, specifically from patients with nocturnal frontal lobe epilepsy (Pisano et al. (2019)).

3 Novelty of the proposal

This study uses an adaptation of a data mining framework proposed by De Souza et al. (2019) and based on the Practical Software Systems Measurement (PSM) guide (McGarry (2002)). In De Souza et al. (2019), the authors propose a conceptual framework for data mining, structured in different levels of abstraction which were denominated as visions. In the defined framework, the data mining process is guided by the questions (guidelines) that must be answered at the end of its execution. From the De Souza et al. (2019) the Cluster Analysis View, the Process View and the guideline Information Needs are adapted to this paper. These items from the framework will be used in this study at the context of COVID-19 with the following goals:

- Information needs To address the selection of attributes for the training process and procedures for data analysis that allow knowledge discovery, pointing out patterns and features to support identification of patients positive for SARS-CoV-2;

- Cluster analysis view To guide the cluster analysis model, the configuration and application of the SOM algorithm, as well as the types of maps that must be generated and their visual interpretations in order to meet the established Information Needs;

- Process view To organize activities that must be performed for data mining: data gathering, pre-processing, analysis and interpretation of the obtained results, in order to meet the established Information Needs. Figure 1 shows all adapted processes of this study.

3.1 Definition of information needs

In this stage, the Information Needs that should guide the data mining process are defined. Specifically, at this study, the Information Needs are those that may support identification of patterns and behaviors in the blood test dataset that may
Fig. 1  Flowchart plot of process view. Adaptation of the process view structure proposed by De Souza et al. (2019). The Kohonen objects have a set of information resulting from application SOM algorithm such as: dataset, grid of the map and your units, intra-distance of each unit, among others that will be detailed in subsection 3.3.

indicate possible patients positive for SARS-CoV-2. Hence, the main Information Need is then defined as: “Identify which variables in routine laboratory tests in hospitalization present significant patterns for SARS-CoV-2 detection in positive patients.”

3.2 Data extraction and pre-processing

These stages are aimed at generating the database with information extracted from laboratory tests to meet the established Information Need. In the data extraction stage, the laboratory tests for data extraction are defined, as well as the information that will be collected from each patient and the procedures to anonymize patient data. In the pre-processing stage the data are cleaned, extracting relevant data and eliminating inconsistencies that may hinder the meeting of the Information Need. The final result is exported in CSV (Comma-Separated Value) files with raw data and a structure composed by lines and columns.

As described in Sect. 4, in this study, it was utilized public data information by Albert Einstein Hospital in São Paulo, Brazil. With the intention to meet the Information Need established for this study, 599 registers were chosen for analysis. These selected registers contained consistent data for the following variables: Hematocrit, Hemoglobin, Platelets, Mean Platelet Volume, Red blood Cells, Lymphocytes, Mean Corpuscular Hemoglobin Concentration (MCHC), Leukocytes, Basophils, Mean Corpuscular Hemoglobin (MCH), Eosinophils, Mean Corpuscular Volume (MCV), Monocytes and Red blood Cell Distribution Width (RDW). These variables were selected due to their frequent presence in routine automated blood test worldwide (George-Gay and Parker (2003); Barnes et al. (2005)). In the remaining registers, many samples with empty data were found in one or more selected variables, and for this reason they were excluded from the pre-processing step. From the 599 included registers, only 81 of them presented a positive result for SARS-CoV-2 RT-PCR.

3.3 Data clustering analysis

Before introducing the cluster analysis model, it is important to contextualize SOM methodology for COVID-19 dataset.

3.3.1 Self-organized maps

Consider that a generic dataset is available for analysis. This dataset is represented by the set \( X \), and its samples are such that \( X = \{ x_1, x_2, \ldots, x_i, \ldots, x_N \} \). The \( i \)th sample is formed by \( M \) attributes: \( x_i = \{ x_{i1}, x_{i2}, \ldots, x_{ij}, \ldots, x_{iM} \} \).

The clustering algorithms perform the analysis by comparing the \( M \) attributes that describe the \( N \) samples. This is done using some measure of similarity, which allows to infer how close are two samples or how similar are the samples attributes (Haykin (2007)).

The outcome of the analysis process is the allocation of each sample in a cluster by maximizing the similarity between elements in the same cluster. That is a problem that can be modeled as an intra-cluster distance minimization problem. In the taxonomy of machine learning techniques, this process is classified as inductive and unsupervised (Tan et al. (2016)).

Among the algorithms in this category, there is the self-organizing maps proposed by Kohonen (1982). SOM is an artificial neural network, interconnected and unsupervised, which allows a self-organizing mapping of samples with multidimensional attributes into a bidimensional space (grid), solving problems with tasks of data clustering, visualization and abstraction. The technique can also be applied to a wider study of the correlation between multiple attributes in the dataset, with no restrictions concerning the quantity of attributes to study. This is due to its property of allowing to map samples with a high number of dimensions in
reduced dimensions, converting complex nonlinear statistical relationships into geometric relationships. The mapping is done preserving the original topological relationship of the samples since their physical location on the map shows the similarity between the attributes in the original multidimensional space (Kohonen 2013).

The similarity between samples is calculated by Euclidean distance; this value is used in the first stage, designed as “training” step. In this stage, samples are used to train the SOM network, and during the mapping of samples to units of the map.

In the training stage, the SOM network is parametrized with U units of map, and a weight \( w_u \) is associated with each unit. \( w_u \) has the same dimensionality of the samples, that is, \( w_u = \{w_1, w_2, ..., w_M\} \). Weights are usually initialized with random values and are adjusted during the training stage. For a detailed description of this process, see Kohonen (2013).

In this way, the Euclidean distance between the \( i \)th sample and any unit \( u \) in the map is defined as:

\[
d_{X_i, w_u} = ||x_i - w_u||, \quad u = 1...U
\]  

(1)

The winning unit (nearest) for a given sample is chosen among the \( U \) units of map as the one with the smallest distance to the sample. The adjustment of weights is performed to preserve the topology of samples in the dataset; hence, samples with similar attributes will be mapped to the same unit of map or to neighboring units of map and, as the attributes differ, they are represented by adjacent units of map as defined in Kohonen (2013).

The second moment when the distance is used is after the training of the network, when weights are already adjusted. Hence, the operation defined in Eq. (1) is applied to map each sample of the dataset to the map. This is done by attributing an identification number to each unit of the map and, on the other hand, the information of such sample is mapped on the map and allowing at the same time to explore the original sample data.

At the end of the training stage, each unit of the map represents a subset of samples used in training which are similar between themselves, but also having similar attributes to closer units of map and distinct in relation to more distant units of map (Moreira and Silva 2017)). In the pseudocode described in Table 1 and Algorithm 1 is shown SOM algorithm.

According to Haykin (2007), SOM maps are suitable to the task of selecting features to identify patterns in essential information present in a database. Besides that, other relevant advantage is the visualization of relationships between clusters and the knowledge produced by the clustering process itself as, for instance, the weight of each attribute in the data clustering for each unit, and the consequent distribution of samples on the map. In Fig. 2, a sample of weight values visualization is shown. The weight is displayed for three attributes \( x_1, x_2, x_3 \) of the dataset whose elements are mapped onto nine units of map produced by a SOM network training process.

### 3.4 Data post-processing

In this stage the knowledge discovery process was conducted through generation of three types of plots: (i) Feature Vector Visualization Map, (ii) Feature Vector Heatmap and (iii) Topological Distribution Map. This stage is executed every time a different visualization of data is necessary in order to identify tendencies to meet the established Information Need. Data from all samples and the density of features present in the dataset are visualized and explored in an adequate way. The SOM maps generated in this study are presented in Sect. 5.

### Table 1 SOM algorithm input and output

**Input**

- \( X \): an training dataset not labeled, \( X = \{x_i, i = 1,...N\} \);
- \( W \): set of synaptic weights, \( W = \{w_u, u = 1, ...U\} \);
- \( U \): number of units on the map;
- map: map settings (number of units in the grid, map dimension);
- \( dist \): a vector distance measure. This pseudocode uses Euclidean distance;
- \( da \): a matrix distance measure;
- \( \eta \): initial learning rate;
- \( \nu_{uc} \): topological neighborhood function between unit \( u \) and the unit closest to the sample \( c \);
- \( r \): neighborhood radius;
- \( t_{max} \): number of iterations;
- \( e_{max} \): maximum expected error value for weight changes;

**Output**

- \( W \): set of adjusted synaptic weights

**Algorithm 1: SOM algorithm in pseudocode. Adaptation of the pseudocode shown by da Silva et al. (2017)**

1. define \( t = 0 \);
2. while \( t_{max} \) or \( e_{max} \) is not reached do;
3. for each \( x_i \in X \) do;
4. calculate \( dist(x_i, w_u) \), where \( w_u \in W, u = 1,...U \);
5. define \( BMU = \arg \min u dist(x_i, w_u) \);
6. define the weight adjustment as \( w_u = w_u + \nu_{uc} * \eta * (x_i - w_u) \) for unit BMU and your topological neighborhood;
7. \( e = \| W(t + 1) - W(t) \| \);  
8. \( t = t + 1 \);
9. adjusted the learning rate \( \eta \) and the neighborhood radius \( r \), if necessary;
3.5 Knowledge analysis

This final stage is responsible for understanding the behavior, identification patterns, and generation of intrinsic knowledge from findings derived from the laboratory tests present in the database. To support knowledge gain in SOM maps and obtain the “Information Need”, other view data plots as scatter diagrams and other classification tools such as linear discriminant analysis (LDA) can be performed. The processes of analysis execution and results obtainment are fully described in Sect. 5.

4 Material and methods

In this research, the clustering analysis was performed aimed at discovering patterns that may support the identification of positive patients for SARS-CoV-2, based on data processed in the previous stages (Sect. 3.2). First, the training attributes were defined; furthermore, the training procedures were executed and finally, the quality of the training is evaluated. In the first step, to meet the Information Need, a subset of data from the database was selected for the SOM unsupervised network training. The second activity is related to the analysis of clustering and correlation between variables. This activity is performed using the R language with the Kohonen package (Wehrens and Buydens (2007)) and its SOM function (unsupervised mapping) parameterized as follows: data = number of registers on the database after the pre-processing stage (CSV file with laboratory test data); grid=somgrid() = the dimension of the (xdim,ydim) grid must be set by the square root of the number of registers on the database; topo = hexagonal; toroidal = must be set as false; rlen = quantity of epochs for training (uses the guideline proposed by Haykin (2007): \(1000/\log d + 500n\) where \(d\) is the grid dimension and \(n\) is the number of units on the map; alpha = learning rate, with range of values is established with initial and final values less than 1. dist.fcts = method: Euclidean.

The quality of the training process was assessed by the cohesion of similarity between samples that were grouped into the same unit of map. In addition, the dispersion or separability among units was also assessed, in the sense that different units of map should group elements as distinct as possible. Also, the number of samples in each unit of the map is another metric used to assess the quality.

In attempt to find the Information Need, several training sessions of the SOM unsupervised network were conducted with various configuration parameters. Thus, the best quality clustering configuration was found following the criteria established above. The final configuration for training step is described in Table 2.

4.1 Dataset

In this study was utilized public dataset\(^1\) which was available by Albert Einstein Hospital in São Paulo, Brazil, in the Kaggle platform at 2020-03-27. A total of 108 different kinds of tests from 5644 patients allocated at the Hospital were

\(^1\) https://www.kaggle.com/einsteindata4u/covid19
Table 2  SOM function parametrization

| Parameter | Configuration |
|-----------|---------------|
| Data      | 599 samples   |
| grid      | somgrid(5,5)  |
| topo      | Hexagonal     |
| toroidal  | False         |
| rlen      | 14.000        |
| alpha     | For 14 variables: 0.05 with linear reduction up to 0.01 For 4 variables: 0.08 with linear reduction up to 0.03 |
| dist.fcts | Euclidean     |

enrolled in the analysis, including data of RT-PCR for SARS-CoV-2, patient identification, patient age quantile (range 1 to 19), patient admitted (yes or no) to: regular ward, semi-intensive unit and intensive care unit. The process of the data collection, elimination of patients’ personal information, data cleaning and database generation were performed by the above-mentioned institution. Then, we did not have access to raw clinical data and the data available were standardized by z-score normalization (normalization method made by centering the average of data around zero and scaling by the standard deviation) made by Albert Einstein Hospital institution computational group.

5 Experimental results

To access the main objective, first it was established the “Information Need”, that in this case, was defined as "Identify which variables in routine laboratory tests in hospitalization present significant patterns for SARS-CoV-2 detection in positive patients.” Then, the training step of the SOM unsupervised network was performed with parameters described in Sect. 3.3 and blood tests for each patient were used as data input. During training process, 14 variables present in the blood test [Hematocrit, Hemoglobin, Platelets, Mean Platelet Volume, Red blood Cells, Lymphocytes, MCHC, Leukocytes, Basophils, MCH, Eosinophils, MCV, Monocytes and RDW] were investigated to identify patients positive or negative for SARS-CoV-2 with previous confirmation by the gold standard RT-PCR assay. In Fig. 3, three maps resulting from SOM training are shown. The first, in the Feature Vector Visualization Map (a), it is possible to observe vectors of each attribute that represents these above-mentioned variables. The two secondary Topological Distribution Maps represent the topological distribution with both negative (b) and positive (c) SARS-CoV-2 patients.

The maps in Fig. 3 revealed a concentration of positive SARS-CoV-2 patients in the lower region of the map (highlighted in blue in map (c)), although this area also contains SARS-CoV-2 negative patients (map (b)). Considering the cluster analysis produced by the SOM unsupervised network, this aspect indicated that similar weights were attributed for each attribute that composed these units of map and the distinction to weights applied to the other units of map. Therefore, it is possible to determine that the SOM unsupervised network found features that distinguish positive SARS-CoV-2 patients in the set of laboratory tests analyzed. After investigating this mentioned region in the map, it was verified that some units of map have a low weight applied to one or more of the following variables: Leukocytes, Basophils, Eosinophils and Red Blood Cell Distribution Width (RDW).

To validate this analysis, a scatter plot of the variables in the blood test, that were previously included in the training set, was prepared. These variables were distributed on
the Cartesian plane plot in two levels: upper line with negative SARS-CoV-2 patients and lower line with positive SARS-CoV-2 patients. This plot showed that the variables Leukocytes, Basophils, Eosinophils and Red blood cell distribution width (RDW) had different behavior in positive and negative SARS-CoV-2 patients, as can be seen in Fig. 4.

Considering this new set of variables, a new training of SOM unsupervised network was carried out using only those pre-selected variables as attributes to verify the more accurate segregation between SARS-CoV-2 negative and positive groups. In Fig. 5, the weights resulting from this training and the topological distribution of patients on the map are shown.

In this new SOM analysis with 4 variables in the blood test, a large concentration of SARS-CoV-2-positive patients was verified in the map units located on right side of the Map (c). In this region, the set of attribute weights for variables: Basophils, Eosinophils, Leukocytes, and Red Blood Cell Distribution Width—RDW—are similar to each other when compared with the other units on the map (a). This aspect can be observed in Fig. 6, in which the profile of each attribute (that represented the 4 variables in the blood test) is separately shown in a color heatmaps distribution.

Although the map units keep overlapping between SARS-CoV-2-positive and SARS-CoV-2-negative patients in this new training using only four variables in the blood test as attributes, it was possible to identify better data segregation when compared with the previous SOM experiment in which 14 variables were used as attributes. To better understand the proportion of positive and negative patients, each unit of the map was identified with more than one positive result in a new topological ordinal distribution (Fig. 7). In this distribution, four map units (5, 15, 20, and 25) were clustered, indicating a strong tendency to discriminate positive patients to SARS-CoV-2 (Fig. 7).
Fig. 6 Color heatmaps distribution. It is observed at different colors in the heatmaps the distribution of the attributes (that represented the 4 variables in the blood test) in SOM training II.

Fig. 7 Topological ordinal distribution of units of map. Each units of the map were separately identified and it is observed the distribution of SARS-CoV-2 negative and positive patients at each unit in the map.

Table 3 Positive x negative tests on units of map

| Unit map | Negative tests | Positive tests | Positive tests (%) |
|----------|----------------|----------------|--------------------|
| 5        | 33             | 6              | 15                 |
| 12       | 35             | 5              | 12.5               |
| 15       | 17             | 24             | 60                 |
| 20       | 19             | 5              | 20                 |
| 25       | 236            | 37             | 13                 |
| Others   | 178            | 4              | 1.5                |
| Total    | 518            | 81             | 13.5               |

Then, all map units that were set to positive patients were now plotted and their discriminative potential was analyzed with respect to PCR tests (Table 3). In general, it is possible to identify that 178 negative results were segregated in 20 units of map. Further, it was detected that units of map “5”, “12” and “25” were weak to discriminate positive patients (around 12, 5–15%), and units of map “15” and “20” had the highest percentage of correct positive tests, respectively, 60% and 20% (Table 3).

To analyze the discriminatory power of units of map (15, 20, and 25) considering the four variables selected in secondary SOM analysis, a linear discriminant analysis (LDA) was performed. The LDA was run using the language R and its package MVar.pt (Ossani et al. (2020)) with the function DA parameterized as follows: prior = 50% for each class (SARS-CoV-2 positive and SARS-CoV-2 negative); type = “lda”; validation = learning; method = “mle”; testing = NA.

The result of the discriminant analysis is shown in the confusion matrix in Table 4. The confusion matrix showed that units of map 15, 20 and 25 were more predicted to correctly classify positive patients, in a unitary and grouped way. They have attributes with similar weights (they are ‘neighbors’ on the map) and can distinguish SARS-CoV-2-negative and SARS-CoV-2-positive patients with more accuracy. For instance, the unit of map “15” has low weight in the Leukocytes attribute and higher weight in the Red Blood Cell Distribution Width (RDW) (Fig. 5).

Based on the values presented in Table 4, the group comprised of three map units (15, 20, 25) has 82.24% of accuracy, 86.8% of specificity and presented a sensitivity of 56%. Then, the accuracy rate, the specificity and sensitivity for each selected map unit were individually calculated: The unit “15” had the accuracy rate 56%, specificity 47.62% and sensitivity 65%; the unit “20” had the accuracy rate 79%, specificity 88.89% and sensitivity 50%; and the unit “25” had the accuracy rate 71%, specificity 95.43% and sensitivity 29.59%.

6 Conclusions and further work

In consideration to global impact of COVID-19 pandemic, the exploration of data repository with infected and non-infected patients, by machine learning process, is fundamental to promote new tools for diagnosis or prognosis. This study presented the application of SOM unsupervised network for identification of patterns and distinct behaviors in routine blood tests with the purpose of supporting the diagnosis of patients with COVID-19. Data from a public and anonymized database were analyzed covering 5,644 patients.
Table 4  Confusion matrix LDA units of map 15, 20, 25

| Units of map | Units of | Units of | Units of |
|--------------|----------|----------|----------|
|              | 15       | 20       | 25       |
| 15           | Negative | Positive | Negative | Positive | Negative | Positive |
| Negative     | 250      | 10       | 167      | 69       |
| Positive     | 38       | 28       | 11       | 29       |

and 108 laboratory tests, which were available by Albert Einstein Hospital Institution. Although with important limitations such as: i) lack of data knowledge in the collection process, z-score normalization which produced negative values and (ii) the nonexistence of raw data, the approach was effective to discriminate positive and negative patients in some specific conditions. The SOM used here grouped 67 of the 81 positive SARS-CoV-2 patients into three principal map units (15, 20, 25) that had common patterns and behaviors. Thus, a significant portion of the negative results (246 from 518) was separated.

Additionally, during the process of finding and establishing the “Information Need,” which in this case was determined as “what variables in routine laboratory blood test at present significant patterns for detection of SARS-CoV-2 positive patients,” the SOM analyses demonstrated some attributes weights (that represented the variables in the blood test) in each unit of the map, generating human explainability and interpretability of the decision performed in the training process. The main variables found in SOM experiments were: Leukocytes, Basophils, Eosinophils, and Red Blood Cell Distribution Width (RDW) which presented a differentiated behavior for patients diagnosed with COVID-19. This was only possible because SOM is oriented toward visualization of the relationships between the clusters and by its ability to generate knowledge, especially, in units of map 15, 20 and 25, where 83% of SARS-CoV-2-positive patients were correctly classified. In fact, it has already been reported that RDW is a significant predictor of severe illness in hospitalized COVID-19 patients (Lippi et al. (2020); Henry et al. (2020)). In line with our findings other group related that subtle differences in white blood cell pattern verified by complete blood count in routine test with differential fluorescence scattergrams can be used to rapid screening of COVID-19 patients (Osman et al. (2020)). Moreover, corroborating our hypothesis to use admission blood test for support decision-making during COVID-19 discrimination, an encouraging work also demonstrated that hematological parameters may be used to assist the diagnosis of COVID-19 at emergency room (Usul et al. (2020)).

Although these evidences show the importance of blood variables found in our SOM analysis (Leukocytes, Basophils, Eosinophils, and RDW), some additional validation steps should be performed to investigate the predictive value of this parameters in facilitating COVID-19 diagnosis. Hence, considering the potential and limitations of this present work, the following topics can be proposed as next steps in future studies: (i) applying new normalization process and incorporation of new analysis aiming to identify the range of values and, if possible, with more clustering organization; and (ii) proposing a conceptual data mining framework for diagnosing diseases using more accurate classificatory analysis. In this sense, we consider for further studies choose or work with balanced dataset, principally to researches that attempt to explore classificatory algorithms with hemogram row data from hospitalized patients.

In summary, in this present work, it was demonstrated that clusters analysis with neural network SOM may be useful to support the decision-making for clinician discrimination of COVID-19. In addition, we point out some relevant variables in routine blood test that could help in the prognostic evaluation and rapid intervention for SARS-CoV-2-positive patients. Thus, it is possible to suggest briefly here that the behavior and pattern identified in the admission blood tests, more particularly for Leukocytes, Basophils, Eosinophils, and Red Blood Cell Distribution Width (RDW) signatures, can altogether assist the emergency sector in the diagnosis and prognosis, facilitating the clinical decision in the context of COVID-19.
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