Observation of a long-lived prethermal discrete time crystal created by two-frequency driving
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We report the observation of long-lived Floquet prethermal discrete time crystalline (PDTC) order in a three-dimensional position-disordered lattice of interacting dipolar-coupled $^{13}$C nuclei in diamond at room temperature. We demonstrate a novel strategy of "two-frequency" driving, involving an interleaved application of slow and fast drives that simultaneously prethermalize the spins with an emergent quasi-conserved magnetization along the $\hat{x}$-axis, while enabling continuous and highly resolved observation of their dynamic evolution when periodically kicked away from $\hat{x}$. The PDTC order manifests itself in a robust joint doubling response of this drive-induced quasi-conserved spin magnetization interchanging between $\hat{x}$ and $-\hat{x}$; our experiments allow a unique means to study the formation and melting of PDTC order. We obtain movies of the time-crystalline response with a clarity and throughput orders of magnitude greater than previous experiments. We report a PDTC lifetime of 4.68 s (corresponding to 149 Floquet cycles), comparable to state-of-the-art discrete time crystal experiments, and which we measure in a single-shot experiment. Such rapid measurement enables detailed characterization of the entire PDTC phase diagram, rigidity and lifetime, informing on the role of prethermalization towards stabilizing the DTC response. The two-frequency drive approach represents the simplest generalization of DTCs to multi-frequency drives; it expands the toolkit for realizing and investigating long-lived non-equilibrium phases of matter stabilized by emergent quasi-conservation laws.

I. INTRODUCTION

Periodically driven (Floquet) quantum systems enable the realization of novel phases of matter far from thermal equilibrium. An interesting example are discrete time crystals (DTC) [1–3] – infinitely long-lived non-equilibrium phases of matter characterized by the dynamical breaking of time-translation symmetry [4–8], and stabilized by many-body localization, signatures of which were observed in recent experiments [9–13]. In the absence of localization and at high drive frequencies, energy absorption in Floquet systems is suppressed to exceedingly long times – a phenomenon known as “Floquet prethermalization” [14–16], wherein the periodically driven many-body state has a lifetime ($T^*_2$) that is significantly enhanced with respect to the natural system free induction decay time $T^*_2$. The heating rate $\propto (T^*_2)^{-1}$ is exponentially suppressed for sufficiently local interactions and large driving frequencies $\omega_f \gg J$, where $J$ is the intrinsic spin coupling strength [17–19]. Recently, it has been suggested that Floquet drives can yield prethermal discrete time crystals (PDTCs) [20], non-equilibrium metastable states characterized by a robust subharmonic response in the drive frequency, and with a parametrically long lifetime that harnesses prethermalization. This has also inspired extensions of time crystal phenomena to classical systems [21–23]. Nevertheless, characterizing the full phase diagram of the emergent prethermal DTC order, rigidity, and elucidating its thermalization dynamics towards infinite temperature, remains a challenging task [24,25]. At the same time, this is critical for advancing our fundamental understanding of non-equilibrium order, and for leveraging such collective phenomena in applications, such as in quantum
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In this paper, we report on a novel experimental approach for the high-throughput characterization of the formation and melting of PDTCs, which permits measuring their phase diagram with unprecedented high resolution. Our experiments are performed on an interacting system of driven, hyperpolarized, $^{13}$C nuclear spins in diamond (Fig. 1A), endowed with long prethermal lifetimes under Floquet driving. We propose a novel use of a \textit{"two-frequency"} Floquet drive [26] applied to the $^{13}$C nuclei (see Fig. 1B): the spins are made to prethermalize to an effective Hamiltonian $\hat{\mathcal{H}}$ (featuring a quasi-conserved $\hat{x}$-magnetization [27]), under a fast drive (with period $\tau$), while also being periodically kicked away from the prethermal state by a slower drive with period $T$ ($\approx N\tau$). The deviation away from the $\hat{x}$ axis can be continuously monitored in periods between the fast drive, allowing a means to track the full system dynamics for long periods ($>14$s), corresponding to 450 Floquet cycles or $>1.35 \times 10^5$ fast pulses, \textit{without collapsing the quantum state}. Compared to point-by-point measurements in previous experiments, this allows a dimension reduction for mapping the PDTC phase diagram. In concert with the multiple-minute-long $T_1$ lifetimes of the $^{13}$C nuclei, we are able to unravel the emergent prethermal DTC order with significantly higher clarity than previous measurements.

The two-frequency drive developed here represents a generalization of conventional Floquet driving; at once it allows the dynamical engineering of an emergent quasi-conserved quantity to stabilize non-equilibrium order at arbitrary temperatures, while simultaneously exciting the DTC order. Here we analyze the effect of driving on the long-time melting of the time-crystalline metastable state and show that the associated heating rates match well to a theoretical model. Overall therefore, this work enhances the Floquet engineering toolbox for the experimental realization and observation of non-equilibrium order beyond the paradigmatic DTC.

II. SYSTEM

We consider a $^{13}$C nuclear spin ensemble (Fig. 1A) in diamond, optically hyperpolarized for $t_{\text{pol}}=60$s by Nitrogen Vacancy (NV) centers [30,31]. Hyperpolarization yields a $\approx 680$-fold enhancement in $^{13}$C magnetization over thermal equilibrium, yielding a starting density matrix $\rho_0(\sim I_z)$, where $\rho=0.68\%$ (see Methods). Here, $I_0=\sum_j I_{j,v}$ with $v\in\{x, y, z\}$ and $I_{j,v}$ refer to spin-1/2 Pauli operators associated with nuclear spin $j$ [32]. The natural abundance ($1\%$) nuclei are not spatially ordered, and are coupled via dipolar interactions, $\mathcal{H}_{dd}=\sum_{k<l} b_{kl}(3I_{k,z}I_{l,z}-I_{k,-}\cdot I_{l,+})$. They are also subject to electron-mediated random on-site fields $\mathcal{H}_e=\sum_{j} c_j J_z$ [33,34]. One can define a characteristic energy scale via the median interspin coupling, $J=0.66$kHz [35]. The three-dimensional long-range nature of the interactions, together with the concomitant position disorder, prevents many-body localization, and makes simulating the exact Floquet dynamics for a large number of spins inaccessable using classical computers.

Fig. 1B describes the experimental protocol — hyperpolarized $^{13}$C nuclei are tipped along $\hat{x}$ axis, and subject to concatenated “slow” and “fast” Floquet drives, characterized by periods $T$ and $\tau$ respectively, with $T=N\tau$. First, the fast drive, consisting of a train of $\theta(\neq 2\pi)$ pulses (Fig. 1B), engineers the internuclear Hamiltonian so that spins, initially aligned along $\hat{x}$ are rendered quasi-stationary [35]. This is accomplished by arranging $\mathcal{H}_{dd} \rightarrow \mathcal{H}+d_N I_\tau$, to leading order in the Magnus expansion, such that $[\mathcal{H}+d_N I_\tau, I_\tau]=0$ [27]. This quasi-conservation causes the spins to prethermalize along $\hat{x}$ due to the nonintegrable character of $\mathcal{H}$. By contrast, in the absence of the fast drive, evolution under $\mathcal{H}_{dd}$ causes system observables to rapidly (in $J^{-1}$) become indistinguishable from a featureless infinite temperature state.

Interspersed at period $T$, the slower drive \textit{kicks} the spins along the $\hat{y}$ (or $\hat{z}$) axis with angle $\gamma$ (see Fig. 1B). The spins are allowed to prethermalize back along $\hat{x}$ between successive kicks (see Fig. 2A). Fig. 1C shows this visually on the Bloch sphere (in the rotating frame) for a kick of angle $\gamma=\pi+\epsilon$. Therefore, in the prethermal plateau, the system is governed by an effective Hamiltonian obtained through an inverse frequency expansion [27].

For $\gamma=\{0. \pi\}$, although the slow $\hat{y}$ kicks do not cause any extra heating, they give rise to non-equilibrium ordered states. At $\gamma=\pi$ the two-cycle time-evolution operator, $U_F^2=\exp[-i2T\mathcal{H}]$, is governed by the $\mathbb{Z}_2$ symmetric many-body Hamiltonian $\vec{\mathcal{H}}$, where the $\mathbb{Z}_2$ symmetry is implemented by flipping the $\hat{x}$-direction of all spins. This drive-induced symmetry of $U_F$, together with the discrete time-translation invariance, creates a \textit{spatio-temporal} eigenstate order in $U_F$. Any initial state that breaks this symmetry is forced to oscillate with period $2T$, forming a PDTC state. In the experiment, we additionally observe that interactions stabilize a finite region near $\gamma=\pi$, where a stable PDTC period doubling response arises, with the spins flipping from $\hat{x}$ to $-\hat{x}$ between successive kicks (Fig. 1C).

A distinguishing feature of our experiments is the ability to quasi-continuously track the prethermalization dynamics after each kick. The spins are \textit{non-destructively} interrogated by Nuclear Magnetic Resonance (NMR) in $t_{\text{aq}}(>0.6\tau)$ windows between the fast pulses (Fig. 1B). The magnitude and phase of the $^{13}$C Larmor precession is sampled every 1ms, allowing one to reconstruct the instantaneous projections ($I_x(t)$), as well as the phase $\varphi(t)$ of the spin vector in the $\hat{x}$-$\hat{y}$ plane (see Methods). In reality, the quasi-continuous time variable $t$ is discretized in units of $\tau$. Hyperpolarization enables high signal-to-noise (SNR$\geq 10^5$) signal acquisition per measurement point.

It is worth emphasizing that, although rotating-frame DTCs are also observable in our system under a suitable single-frequency drive, either no continuous measurement can be performed or the spins rapidly decay to infinite temperature near the DTC point $\theta=\pi$ [27]. Two-frequency driving circumvents this problem since $\theta$ can be arbitrarily chosen (except for $\theta=\{0. \pi\}$) and DTCs instead appear conditioned on $\gamma$. Concatenated driving, therefore, engineers a separation between the interaction driven spin-dynamics and breaking of a discrete spatio-temporal symmetry [27]. Additionally, the ratio $N\tau=T/\tau$ is tunable, affording flexibility in exploring dynamical regimes at small and large $N$. In typical experiments, $N\leq 1.35 \times 10^5$ fast pulses are applied, corresponding to $M\approx 450$ Floquet cycles. While the latter is comparable to state-of-the-art experiments in many-body localized systems [12,13], our approach portends observing the long-time and intra-period time-crystalline dynamics continuously and without state reinitialization. This constitutes a vast improvement in throughput with respect to contemporary experiments, and yields access to \textit{movies} that elucidate the formation and melting of the DTC state (see SI [27]). The resulting measurement speedup is at least $N\tau M > 10^5$; compared to experiments probing lab-frame ($\hat{z}$) DTCs [24], these gains could be as much...
as \( NM(T_1/t_{pa}) \sim 10^7 \).

**III. PRETHERMALIZATION AND DISCRETE TIME CRYSTALS**

Fig. 2A first clarifies the prethermalization process during the spin kicks, essential to ultimately generate the PDTCs. Shown is a single-shot trace plotting \( \langle T_x \rangle \) after every fast pulse. We display the Floquet cycle number \( M \) on the lower \( x \)-axis and absolute time on the upper \( x \)-axis for an exemplary 165ms window. Here \( \theta = \pi/2 \), and the \( \gamma \)-kicks are applied every 50.7ms (denoted by the dashed lines). Each \( \gamma \)-kick is associated with transient dynamics of the coupled \(^{13}\text{C} \) nuclei as they prethermalize along \( \hat{x} \), producing the flat plateau-like regions shown. The inset Fig. 2A(i) zooms into one representative transient; the oscillation period.

Employing an exemplary choice of flip-angle \( \gamma = 0.97\pi \) slightly away from the perfect DTC point, Fig. 2B demonstrates generation of stable PDTC order, exhibiting period doubling in \( \langle T_x \rangle \) during the application of \( M > 450 \) \( \gamma \)-kicks (see Fig. 3A for full data). The data were collected in a single run of the experiment. Red (blue) colors here represent odd (even) \( \gamma \)-kicks respectively, and prethermal plateaus separate successive kicks. These data comprise \( >1.35 \times 10^5 \) fast pulses, and rigid PDTC behavior is observable for \( >14s \) (see also Fig. 3A). The decay of the signal is approximately mono-exponential with a \( 1/e \) lifetime \( t \approx 4.68s \) (corresponding to \( M = 149 \) Floquet cycles at \( \gamma = 0.97\pi \)), making it amongst the longest DTCs observed in the literature. Moreover, the \( Jt \approx 10^4 \) value here is considerably beyond state-of-art for systems exhibiting DTC order \([9,10,12,13,25]\), demonstrating an ability to probe long-time dynamics in our system. This long-time stability can be attributed to the emergent quasi-conservation of \( \hat{x} \)-magnetization under the evolution engineered by the two-frequency drive. In particular, our driving protocol allows the formation and observation of PDTC order, even if temperature in the prethermal plateau is (close to) infinite \([36]\), but also at room temperature, which may be well above the critical temperature associated with symmetry breaking \([27]\).

Continuous observation yields an insightful view into the thermalization dynamics away from the stable points, a challenging task in other experimental systems. This is demonstrated in data focusing on the instantaneous phase \( \varphi(t) = \tan^{-1}(\langle T_x \rangle / \langle T_y \rangle) \) of the spins in the \( \hat{x}-\hat{y} \)-plane after every fast pulse. This is captured by the points in Fig. 2C for the full 14s experiment, and consid-
Collating 285 such data traces while varying angle \( \gamma \in [-1.1\pi, 1.1\pi] \), it is possible to construct a movie of the kicked prethermalizing spins (see ancillary .gif files in SI [27]). The result is plotted in Fig. 3A, where we display \( \langle J_x \rangle \) (cf. colorbar), with each vertical slice corresponding to measurement data as in Fig. 2B. Left and right vertical axes here refer to the Floquet cycle number \( M \) and absolute time, respectively, on a logarithmic scale. The data highlight the almost three decades in the slow drive kicks, for which we observe the PDTC order. The transition into and out of the finite PDTC regions is clearly evident, and not easily accessible in other experiments, allowing the ability to precisely characterize the heating dynamics (see Fig. 4), and map the entire non-equilibrium phase diagram. Near \( \gamma = 0 \), we observe a suppression of heating due to the emergent drive-induced quasiconservation of the \( \hat{x} \)-magnetization; the low-frequency kicks approximately wrap to the identity, and the effective Hamiltonian \( \mathcal{H} \approx \mathcal{H}_0 \) is built solely from the high-frequency \( \hat{x} \)-drive. Instead, near \( \gamma = \pm \pi \), we observe a region corresponding to PDTC order, where there is a regular switching of the magnetization from \( \hat{x} \) to \(-\hat{x}\) with every slow kick (here 300 fast pulses), a signature of

**Fig. 3. Prethermal DTC phase diagram.** (A) Movie showing emergence of prethermal DTCs. 285 traces similar to Fig. 2B are plotted stacked for different values of kick angle \( \gamma \) in \([-1.1\pi, 1.1\pi]\). Colors represent signal \( \langle J_x \rangle \) (see colorbar). Time \( N\tau \) and Floquet cycle number \( M \) run vertically and are plotted on a logarithmic scale. Data are taken to 14s (\( M=450 \) cycles). Central feature (near \( \gamma=0 \)) shows stabilization of long-time spin survival as a result of drive-induced quasiconservation of \( \hat{x} \)-magnetization due to Floquet prethermalization. PDTC response (striped regions) are visible near \( \gamma = \pm \pi \). Striped signal denotes spins inverting between \( \hat{x} \) and \(-\hat{x}\) in a period-doubled fashion. Spins flip every \( N=300 \) fast pulses, and rigid PDTC response (peaks) persist to three decades of the fast drive. Remaining regions are characterized by rapid spin decay due to dipolar interactions, and are indistinguishable from the infinite-temperature state. Inset: Zoom into PDTC response in two 1s-windows centered at \( t=3.15\pi \), and \( t=11.55\pi \) respectively plotted on a linear scale. Rigid DTC behavior is observable for over 14s, even at \( \gamma=0.97\pi \). See ref. [29] for movie version of same dataset. (B) Fourier transform of the data in (A), plotted with respect to the inverse period of the slow drive \( \omega = 2\pi T^{-1} \) radians. Colors represent strength of Fourier peak intensity spanning six orders of magnitude (colorbar). PDTC (period-doubled) order is evident by the extended white peaks at \( (\gamma, \omega) = (\pm \pi, \pi) \), while the trivial (prethermal) phase arises for \( (\gamma, \omega) = (0, 0) \). Dashed lines indicate expected Fourier peak pattern in the absence of interactions. (C-D) Numerical simulations analogous to the experiments in A-B for \( L=14 \) interacting spins on a pseudo random-graph with \( J\tau = 0.07 \) and \( N = 300 \) (see [27]). There is excellent qualitative agreement with experimental observations.
period doubling response. Interspin interactions play a crucial role to preserve a uniform switching frequency away from \( \gamma = \pi \).

The insets (Fig. 3A(i) and (ii)) show zooms into PDTC regions in a 1.05s window at \( t=3.15s \) and \( t=11.55s \) respectively. We plot them here on a linear scale with time for clarity. While faint, the stable periodic DTC response is markedly clear even in Fig. 3A(ii), highlighting the high SNR in the experiment.

A complementary view of Fig. 3A is presented in Fig. 3B, where we consider the Fourier transform of \( \langle f_0(M) \rangle \), the mean signal value between successive \( \gamma \)-kicks for each value of \( \gamma \) (vertical slices in Fig. 3A). Plotted is the corresponding Fourier intensity on logarithmic scale, where a span to six orders of magnitude is visible. The PDTC response appears as a sharp period-doubling peak in frequency at \( (\gamma, \omega) = (\pm \pi, \pi) \). Using a 20% magnitude threshold, we estimate the finite \( \gamma \) extent of the rigid PDTC regions to \( \Delta \gamma = \pm 0.2 \pi \) about \( \gamma = \pm \pi \). Similarly, the long-lived prethermal phase at \( \gamma = 0 \) appears as a sharp peak at \( (\gamma, \omega) = (0, 0) \). For comparison, the dark regions correspond to rapid state decay near \( \gamma = \pm \pi / 2 \), where the effective Hamiltonian no longer features a quasi-conserved \( \hat{x} \)-magnetization [27].

Finally, we note in the dashed lines in Fig. 3B the expected position of the Fourier peaks in the absence of interactions, \( J=0 \). In this diagram, the peak positions trace a rhombic pattern (dashed lines). The difference in the experimental data is evident, which indicates the role played by interactions in our system.

Comparing the experimental measurements to corresponding numerical simulations (see [27] for details), we find an excellent qualitative agreement: In Fig. 3C-D we display the exact simulation results matching experimental conditions in the data in Fig. 3A-B. Interestingly, we observe that the long-range interactions, together with the random spin positions, induce a self-averaging effect in the simulations so that reliable theoretical results can already be obtained for moderately small system sizes (here \( L=14 \) spins). By contrast, the experimental platform comprises a cluster of about \( L \sim 10^4 \) interacting spins [34] which outcompetes the numerically reachable system sizes by three orders of magnitude. The presence of a large number of interacting degrees of freedom is crucial for experimentally observing collective statistical mechanics phenomena such as symmetry breaking and thermalization. Thus, our results indicate that Floquet-engineered \(^{13}\)C nuclei can serve as a competitive quantum simulator of thermalizing spin dynamics.

The observed PDTC behavior is also insensitive to the initial state. While we lack microscopic control over the initial state, different and highly non-trivial initial states can be obtained from letting the initial hyperpolarized density matrix \( \rho_0 \) evolve under the system Hamiltonian \( \hat{H}_0 + \hat{H}_c \) up to times \( \sim J^{-1} \). For a set of such states we find comparable results between experiment and simulation [27]. Our system thus satisfies all required landmarks of PDTCs: a parametrically long lived prethermal window featuring spatio-temporal symmetry breaking, which is rigid over a finite \( \gamma \)-region, and insensitive to fine-tuned initial states.

IV. MELTING OF PRETHERMAL ORDER

To quantify the stability of the PDTC order away from the stable point at \( \gamma = \pi \), we investigate the influence of finite \( \epsilon \) on its lifetime, which we define as the \( 1/e \) decay time of the signal. In turn, the inverse lifetime defines the associated heating rate.

The long-range character of the dipolar interactions leads to a logarithmically divergent total energy of the system in three dimensions that, when combined with the lack of Lieb-Robinson bounds [19], makes the theoretical analysis of the heating rates for large systems difficult. For these reasons, to quantify the heating rates of the two-frequency drive, we perform a series of numerical simulations, and compare the results against experimental observations [27].

Note that, even at \( \gamma = \pi \) (where the slow drive does not contribute to heating) the system slowly heats up due to energy absorption resulting from the fast (spin-locking) \( \hat{x} \)-drive. This provides a lower bound for relevant heating rates, \( \Gamma_{\min}(\tau) \), which we find scales as a power-law of the \( \hat{x} \)-drive period, \( \Gamma_{\min}(\tau) \sim J^{-\gamma} \) [35]. Finite \( \epsilon \) opens an additional channel for the system to absorb energy and, eventually, the heating rates of both drives conspire to yield a combined overall heating rate \( \Gamma(\tau, \epsilon) \). In Fig. 4 we extract the heating rates associated to finite \( \epsilon \), where we display \( \Gamma - \Gamma_{\min} \) for \( (\tau, \epsilon) \) away from the stable points \( (\gamma = (0, \pi)) \) obtained from Fig. 3A-B, and plotted on a logarithmic scale with respect to both heating rate and deviation \( \epsilon \). The curves indicate a parametrically controllable power-law heating with an exponent \( \gamma = 2.21 \), consistent with Fermi’s Golden rule. Intriguingly, we observe that the power law heating rates are close to identical for both stable points \( \gamma = (0, \pi) \), where the relevant timescales are governed by a Lorentzian \( \Gamma^{-1} \propto [g \epsilon \omega^2 + \Gamma_{\min}]^{-1} \) for some system-dependent constant \( g \); this behavior is also borne out in numerical simulations [27].

V. CONCLUSIONS AND OUTLOOK

Summarizing, we have observed Floquet prethermal discrete time crystals in dipolar-coupled nuclear spins in a bulk three-dimensional solid. We developed a novel protocol to excite and observe the PDTC formation and melting using a concatenated two-frequency Floquet drive. The observed >4.6s PDTC lifetime, corresponding to 149 Floquet cycles, is among the longest reported heretofore and can also be observed in a single run of the experiment. This allowed us to unveil properties of the PDTC phase with a high degree of clarity, including its rigidity and melting characteristics, and to map the entire prethermal phase diagram of the system. Our measurements are in excellent agreement with numerical simulations, and approximate theo-
Our study greatly expands the Floquet engineering toolkit: it portends multi-frequency concatenated drives to excite and stabilize quantum matter far from equilibrium by engineering emergent quasi-conservation laws that offer protection against immediate high-temperature melting. The novel Floquet driving protocol we introduced enables access to intriguing non-equilibrium states, including experimentally observing PDTCs with a stable fractional subharmonic response, or PDTCs and topological prethermal states stabilized by quasiperiodic driving [37]. Moreover, the interplay between the fast and the slow drives is expected to produce entirely new physics away from the time-scale-separated regime, yielding interesting theoretical and experimental insights. An extension of this work to multi-frequency driving is well within the scope of present-day experimental capability, and can be used to introduce more degrees of freedom to Floquet engineering. We envision application of these ideas in quantum simulation and sensing with hyperpolarized prethermal spins in solid-state and AMO platforms.
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VII. METHODS

1. Sample and hyperpolarization methodology: Here we employ a CVD grown single crystal of diamond with a defect density of 1ppm NV centers and natural abundance $^{13}$C. The sample is placed with its [100] face parallel to the hyperpolarization and readout magnetic fields (38mT and 7T respectively). $^{13}$C nuclei are hyperpolarized via the NV centers via a protocol described in Ref. [35] involving continuous optical pumping and swept microwave (MW) irradiation. Polarization is transferred from the NV electrons to proximal $^{13}$C nuclei via a spin-ratchet mechanism that involves traversals of Landau-Zener anticrossings in the rotating frame of the swept MWs. The traversal probabilities are nuclear spin-state selective and are biased towards one nuclear spin orientation; this results in hyperpolarization. Spin diffusion serves to transfer this polarization to nuclear spins in the bulk lattice. Typical bulk polarization levels reached are about 0.6%.

2. Data collection and processing: The data processing pipeline follows a similar approach as described in Ref. [35]. The NMR signal is sampled continuously in $t_{\text{acq}}$ windows between the fast spin-lock pulses, at a sampling rate of 1GS/s via a Tabor Proteus arbitrary waveform transceiver. Continuous observation exploits the fact that the NMR coil produces no backaction on the spins. In typical experiments, the pulses are spaced apart by $\tau=105$ μs and the acquisition windows are $t_{\text{acq}}=64$ μs. The $^{13}$C Larmor precession (at $\approx75$MHz) is heterodyned to 20MHz prior to digitization. For each $t_{\text{acq}}$ acquisition window, we take a Fourier transform and extract the magnitude and phase of the signal.

3. Extraction of amplitude and phase in Fig. 2 and Fig. 3: The magnitude and phase of the Fourier transform of the heterodyned precession in each $t_{\text{acq}}$ readout window report respectively on the magnitude and phase of the spin vector in the $\hat{x}$-$\hat{y}$ plane in the lab frame. This corresponds to magnitude $S_L=(I_x^2+I_y^2)^{1/2}$, and phase $\varphi_L=\angle I_x/I_y$, where subscript $L$ here refers to the lab frame. It is more convenient to instead obtain the phase of the spins $\varphi_R=\varphi$ in the rotating frame. To do this, we note that the phase values $\varphi_L$ obtained in successive $t_{\text{acq}}$ windows just differ by the (trivial) phase accrued during the $t_p$ spin-locking pulse. Subtracting this global phase allows us to extract $\varphi$, which in combination with the magnitude signal then allows us to extract the survival probability along the $\hat{x}$ direction in the rotating frame, $\langle I_x(t) \rangle$ that we display in Fig. 2 and Fig. 3 of the main text.

4. Numerical simulations: To numerically simulate the many-body dynamics of dipolar interacting $^{13}$C nuclei, we design random graphs of $L=14$ and $L=16$ interacting spins-1/2 and perform exact time evolution with up to $10^6 \hat{x}$-kicks (corresponding to $\approx10^3 \hat{y}$-kicks) based on an OMP-parallelized Krylov method using the open-source python package QuSpin [38]. For further details we refer the reader to the supplementary material [27].
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In this supplementary material we provide additional experimental and theoretical details for the article “Observation of a long-lived prethermal discrete time crystal created by two-frequency driving”. In Sec. I, we briefly introduce the Hamiltonian of the system. We continue with details on the experimental implementation (Sec. II) and numerical simulations (Sec. III). Section IV provides additional experimental data backed up by numerics that studies the thermalization behavior under the fast ˆx- and slow ˆz-kicks, and also proves the equivalence of the heating timescales and the lifetime of the prethermal order. Subsequently, in Sec. V, we derive the effective Hamiltonian associated with the fast ˆx- and slow ˆz-concatenated drives. This is followed in Sec. VI by a detailed analysis of the formation of time-crystalline order and the prethermalization dynamics in our system. We conclude in Sec. VII with a detailed analysis of the heating timescales and the lifetime of the prethermal order. Throughout the text, we compare our theoretical predictions against observed experimental data; in particular, we compare our results in detail in Sec. IV, Sec. VI and Sec. VII.
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I. MODEL

In this section, we analyze the dynamics of the Floquet drive built out of two superimposed step drives, that we use in the main text. Since the periods of repetition, N and M, of the two step drives may vary independently, we refer to this protocol as a “two-frequency” drive [cf. Fig. S1]. Note that the term frequency here refers to the inverse periods of the two superimposed drives, rather than the support of their Fourier decompositions. Discrete [39,40] and continuous [41] versions of such posed drives, rather than the support of their Fourier decompositions. Discrete [39,40] and continuous [41] versions of such two-frequency drives have been previously used for dynamical decoupling protocols and Hamiltonian engineering [42].

We investigate a hyperpolarized lattice of 13C nuclei in diamond [30,31]. In the high-field (secular) approximation, the physics of the interactions in the system is captured by the dipolar spin Hamiltonian,

\[ H_{dd} = \sum_{j<k} b_{jk} \left( 3I_j I_k - I_j I_k \right), \]

(1)

where \( b_{jk} = \frac{\mu_n}{\pi} \gamma_n^2 (3 \cos^2 \alpha_{jk} - 1) \frac{1}{|p_{jk}|^2} \) with the gyromagnetic ratio \( \gamma_n = 10.7 \text{MHz/T} \); the angle of the interspin vector \( \vec{r}_{jk} \) and the external magnetic field \( \vec{B}_0 \), is \( \alpha_{jk} = \cos^{-1} \left( \frac{\vec{r}_{jk} \cdot \vec{B}_0}{|\vec{r}_{jk}| |\vec{B}_0|} \right) \). \( I_{j\mu} \) describes a spin-1/2 operator in direction \( \mu \) at some spatial position \( j \). The number of spins in the system is \( L \). In the main text, we had introduced the coupling strength \( J = \langle b_{jk} \rangle \).

13C spins located near paramagnetic impurities, such as NV-centers or other lattice paramagnetic defects (e.g., P1 centers), experience a hyperfine-mediated magnetic field localized from the defect site. Since this field falls off as \( 1/r^3 \), different 13C atoms experience a different shift, based on their location and the distance to the nearest paramagnetic impurity. This effect can be approximately modeled by introducing an additional term in the Hamiltonian,

\[ H_c = \sum_{j=1}^{L} c_j I_{jz}, \]

(2)

where we assume that \( c_j \) are Gaussian distributed random numbers with a standard-deviation on the order of the relevant energy scales in Eq. (1) [34].
The total system Hamiltonian in the laboratory frame is composed of $H_{\text{dd}}, H_z$, and the trivial Zeeman Hamiltonian. Assuming the pulses applied are on-resonance, however, the system is conveniently described in the rotating frame by the Hamiltonian,

$$\hat{H} = H_{\text{dd}} + H_z.$$  

Next, we additionally subject the system to a two-step periodic drive created by two independent external fields applied along (i) the $x$ direction, $U_x$, and (ii) the $z$-direction, $U_z$, cf. Fig S1 [in the theoretical analysis below, we consider $z$ kicks, but in experiments $\hat{y}$-kicks are used as they are easier to implement; as we show in Sec. V, $\hat{z}$- and $\hat{y}$-kicks create the same effective Hamiltonian to leading order and thus yield the same effect on the dynamics, cf. Fig. S8]. The physical system, which generates the time evolution $U_H$, is exposed to a rapid periodic application of the $\hat{x}$-drive; every $N$ repetitions of the $\hat{x}$-drive, we apply the $\hat{z}$-field $U_z$ once, which completes one Floquet period (or cycle). We note that the two constituent drives used here have commensurate periods. The entire evolution over one driving cycle is then described by the Floquet unitary $U_F$:

$$U_F = (U_x U_H)^N U_z,$$  

$$U_z = e^{-i \gamma \hat{I}_z}, \quad U_x = e^{-i \theta \hat{I}_x}, \quad U_H = e^{-i \tau \hat{H}},$$  

where we defined the net spin operator $I_v = \sum_j I_{jv}$ with $v \in \{x, y, z\}$. Note here we have assumed that the pulse action can be described as instantaneous rotations ($\delta$-pulse approximation). The angles of the $\hat{x}$ and $\hat{z}$ rotations are denoted $\theta$ and $\gamma$, respectively [Fig S1].

The stroboscopic dynamics of any initial state $|\psi_0\rangle$ is thus determined by successive applications of $U_F$

$$|\psi(M)\rangle = U_F^M |\psi_0\rangle = \left( (U_x U_H)^N U_z \right)^M |\psi_0\rangle,$$  

where $M$ denotes the stroboscopic Floquet cycle, and similarly for mixed initial states.

II. DETAILS OF THE EXPERIMENTAL IMPLEMENTATION

A. Motivation for using a two-frequency drive

Let us now elucidate upon the experimental motivation for using the two-frequency drive in this work. We begin by noting that the $^{13}$C nuclei are dipolar coupled with the Hamiltonian $H_{\text{dd}}$ above, and when prepared in an initial state $\rho_0 \propto I_x$, undergo dipolar evolution under it. This results in the rapid free induction decay, with a time constant $T_2^* \sim 1.5$ ms.

Consider now the application of a single frequency drive, consisting of a train of $\theta$-pulses spin locked with the $^{13}$C nuclei. Figure S2 shows the integrated signal obtained for different values of $\theta$. While the resulting spin decay lifetimes $T_2^*$ can be far in excess of $T_2^*$, the fastest signal decay occurs for $\theta = \{0, \pi, 2\pi\}$. This stems from the fact that the dipolar interaction is invariant under rotations by $\pi$; this yields an average Hamiltonian under the Floquet drive, $\hat{H}^{(0)} = H_{\text{dd}}$. For other angles of $\theta$, it is easy to show instead that the dipolar interaction is effectively engineered to a form that commutes with the initial state (see Sec. V). This fast decay at $\theta = \pi$ would normally prevent observation of a PDTC in the rotating frame with a single frequency drive alone. In our work, this problem is essentially circumvented by the use of the two frequency drive.

We note that it is still possible to observe the DTC-like behavior in the laboratory frame with a single frequency drive. This is shown experimentally in Fig. S3. However, obtaining data similar to Fig. 2A of the main text then has to be constructed in a point-by-point fashion, and the experiment has to be re-initialized between successive measurement kicks. This makes observation of the formation and melting of the PDTC order at high resolution extremely challenging (cf. Fig. 3 of main text). In summary, our two-frequency drive approach allows the ability to excite the PDTC order while it simultaneously permits the tracking of the spin thermalization continuously, yielding a unique means to observe the driven interacting spin dynamics away from equilibrium.

B. Pulse calibration

The flip angles $(\theta, \gamma)$ in the experiments are calibrated using a $^{13}$C nuclear Rabi oscillation. The first tipping pulse (to be
Fig. S3. Single-frequency driving PDTC. Experimental data showing PDTC with traditional single-frequency driving after initializing the spins with a polarization along \( \hat{z} \). Each data point represents the integrated signal \( \langle I_z \rangle \), readout by multiple-pulse spin-locking after the application of \( M \) pulses with flip angle \( \gamma = 0.97\pi \) and period \( \tau = 31.5\text{ms}, 3.15\text{ms}, 1.05\text{ms}, 0.315\text{ms} \) (A-D). For \( \tau = 31.5\text{ms} \) (A), the DTC response persists for less than 30 Floquet cycles before reaching \( 1/e \) signal decay. The optimal PDTC lifetime is found for \( \tau = 1.05\text{ms} \) (C) where the system sees a quick decay during the first 10 Floquet cycles followed by a long plateau. When driving is too fast, the Floquet Hamiltonian becomes effectively single-particle [cf. Eq. (17)] and a split beat pattern emerges, quickly destroying the DTC response (see (D), \( \tau = 0.315\text{ms} \)). These data motivate the use of a two-frequency in our system which enables the observation of long-lived PDTC order.

Fig. S4. Calibration of flip angle. Experimental data points represent integrated signal readout via spin-locking following initial excitation pulse of finite width. Experiments were performed for different pulse widths and plot represents a Rabi oscillation, with flip angle \( \pi \) being calibrated to the zero-crossing and the rest of the flip angles scaling linearly with pulse width.

Fig. S5. Schematic for the generation of a pseudo-random graph used in numerical simulations: Starting off with a spin \( I_1 \) in some random position, we propose a new position for the next spin \( I_2 \) [see text]. Since \( r_{\text{min}} < r_{12} < r_{\text{max}} \) we accept \( I_2 \) and add it to the graph.

Next, we propose \( I_3 \), which also satisfies all requirements since all inter-spin vectors \( r_{13}, r_{23} > r_{\text{min}} \), while \( r_{13} < r_{\text{max}} \). Hence, we also accept \( I_3 \). The next proposal, \( I_4 \), only has inter-spin vectors which are all larger than \( r_{\text{max}} \) and, thus, constitutes an invalid choice; hence, it is discarded.

If we aim to simulate \( L = 4 \) spins (or more) we would have to continue proposing new spins until a valid fourth spin position is found and added to the graph.

### III. DETAILS OF THE NUMERICAL SIMULATIONS

#### A. Random graph design

We perform exact numerical simulations of the system with \( L \) \(^{13}\text{C}\) nuclear spins, placed on a pseudo-random graph. In creating the lattice graph, we respect two conditions: (i) we ensure a certain average spin density at the system size \( L \); (ii) we avoid isolated spin positions (‘outliers’), that would not contribute to the many-body dynamics as their coupling constant becomes negligible in comparison to their “bulk” spins counterparts due to the spatial decay of the dipolar interactions.

To iteratively generate the spin positions on the graph, we apply the following rule: first, we randomly generate a new spin position, and we check if it has a minimum distance \( r_{\text{min}} \) to all

 calibrated) is followed by a \( \theta = \pi/2 \) spin-lock train. We plot the integrated signal in Fig. S4. The SNR is very good because of the long resulting rotating frame lifetimes \( T_\gamma \). Furthermore, in order to make the experiments less susceptible to precise calibration of the first \( \pi/2 \) pulse (that tips the spins onto the \( \hat{x} \)-\( \hat{y} \) plane), in Fig. 1B [main text] we apply the first phase \( \gamma \)-kick to the spins after a period of 1s, so that the spins have already prethermalized along \( \hat{x} \) before the \( \gamma \)-kicks are applied. This ensures that the initial state of the spins in the experiment is exactly \( \rho_0 \propto \epsilon \hat{I}_x \), with the experimentally measured value \( \epsilon = 0.68\% \).
other spins. In addition, we also require that at least one of the mutual interspin vectors satisfies $|r_{jk}| < r_{max}$ [cf. Fig. S5]. If these conditions are met, we accept the new spin position and add it to the list of spins on the graph. Otherwise we discard the proposed spin position and start over with a new proposal.

B. Time evolution and initial state

In the numerical simulations using this pseudo-random graph of spins, unless stated explicitly otherwise, we initialize the system in the $\hat{x}$-polarized pure product state $|\psi_0\rangle = \bigotimes_{j=1}^{L} \frac{1}{\sqrt{2}}(|\uparrow_j\rangle H |\downarrow_j\rangle)$, and perform numerically exact time evolution according to the protocol given in Eq. (4). While most of our results are based on this initial state, we also show that the effects we observe are qualitatively initial-state independent [cf. Sec. VIB and Fig. S9].

Since the interaction is long-range and the positions of the nuclei are not spatially ordered, the characteristic energy scale of the model is not immediately obvious, and needs to be extracted from the dynamics. To this end, we define a characteristic energy $J = 1/\tau_d$, where $\tau_d$ is the timescale on which single-particle observables decay by a factor of $1/e$, as they approach their equilibrium value when evolved under $U_{\gamma t}$. We note in passing that $J$ may vary depending on the initial state, i.e., different values might be obtained for $J$ when probed with other initial states than $|\psi_0\rangle$. Therefore, the value of $J$ only serves as a rough estimate of relevant energy scales.

To further increase the ergodicity of the drive and diminish finite-size effects in the dynamics, we add a small uniformly distributed random “noise” $\delta \tau \in [-0.05\tau, 0.05\tau]$ to the duration $\tau$ for which we apply $H$, i.e. $\tau \rightarrow \tilde{\tau} = \tau + \delta \tau$ so that $\tilde{\tau}$ is slightly different in each cycle of $(U_x U_H)$ [43,44]. After each application of $U_x, U_z$, respectively, we compute the expectation value of single particle observables

$$\langle x \rangle = \frac{2}{L} \langle \hat{I}_x \rangle, \quad \langle y \rangle = \frac{2}{L} \langle \hat{I}_y \rangle, \quad \text{and} \quad \langle z \rangle = \frac{2}{L} \langle \hat{I}_z \rangle.$$ 

IV. THERMALIZING DYNAMICS: SIMULATION VERSUS EXPERIMENT

We now elucidate in greater detail the thermalization dynamics of the spins in a comparison between theory and experiment. First, we begin by displaying Fig. S6 that shows the data corresponding to the experiments in Fig. 3B of the main text, but with the time-axis plotted in a linear (as opposed to a logarithmic) scale. We plot the survival probability of the spins $|\psi(t)\rangle$ under the concatenated action of the slow and fast drives. The stable points around $\gamma = 0$ and $\pm \pi$ are clearly visible, along with the large region in the center where the spins decay rapidly. The insets (reproduced from the main text), show the PDTC behavior in more detail for two 1s-long windows centered at $t=3.15s$ and $t=11.55s$.

Figure S7 displays the dynamics of the system, obtained numerically ((a)-(c)) and in the experiment ((d)-(f)). In the numerical simulations, the initial state $|\psi_0\rangle$ is evolved in time up to $5 \times 10^4$ kicks for $N = 300$ [throughout the supplementary material, we also show results for a few more values of $N$]. Note that here we treat $\hat{x}$-kicks and $\hat{z}$-kicks on equal footing; each application of $U_x, U_z$, respectively, adds $+1$ to the total number of kicks.

We show the simulated time evolution curves for $\gamma = 0+\epsilon$ (a) and $\gamma = \pi-\epsilon$ (b), where different curves correspond to different values of $\epsilon$ (see colorbar): with an increasing value of $\epsilon$ the heating time gets gradually reduced until no stable magnetization is visible anymore when $\epsilon \rightarrow \pi/2$.

In the experiment, the initial state after the $\pi/2$-pulse about the $y$-axis [see Fig. 1, main text] is the mixed state $\rho_0 \propto \epsilon \hat{I}_y$. The time evolution of the $\hat{x}$-magnetization shown Fig. S7 (d) and (e) is measured in the experiment. Despite the different initial states, the curves are thoroughly comparable on a qualitative basis, with the notable difference that the experimental curves yield much cleaner results in the small $\epsilon$ regime. This can be traced back to large differences in the system size in experiment ($L \sim O(10^4)$) and theory ($L \sim O(10^2)$).

In Fig. S7 (c) (Fig. S7 (f)) we display theoretical (experimental) results of the absolute value of the $\hat{x}$-magnetization, $|\langle \chi \rangle|$, for a wide range of $\gamma$-values. In both panels, we can distinguish between three overall regimes: around $\gamma = 0$ ($\gamma = 2\pi$) heating is suppressed as $U_z$ almost wraps up to the identity so that the slow-frequency $\hat{z}$-kicks become ineffective, and the effective Hamiltonian (discussed in Sec. V) is engineered solely from the high-frequency $\hat{x}$-drive. Around $\gamma = \pi$, we observe a similar behaviour; there, the formation of the PDTC [cf. Sec. VI A] leads to slow thermalization dynamics. In between these regimes the $\hat{z}$-kicks lead to rapid thermalization to infinite temperature result-
Fig. S7. Comparison of numerical simulation and experiment – (a)-(b) Time evolution of the \( \hat{x} \)-polarized initial state under the drive generated by Eq. (4) at \( \gamma = \epsilon \) (a) and \( \gamma = \pi + \epsilon \) (b) for different values of \( \epsilon \): we plot the expectation value of the \( \hat{x} \)-magnetization, \( \langle \hat{x} \rangle = \frac{1}{2} \langle \hat{H}_x \rangle \), vs. time given in number of kicks. (c) \( |\langle \hat{x} \rangle / \langle \hat{x} \rangle_{(\ell= 0)}| \) as a function of the \( \hat{z} \)-kick angle \( \gamma \) and number of kicks. To generate the random graph of spins we used \( r_{\min} = 0.7 \), \( r_{\max} = 0.8 \) with \( L = 14 \). The single particle energies \( c_{ij} \) are normally distributed random numbers with mean \( \langle c_{ij} \rangle = 3b_{jk} \) and standard deviation \( \sigma_c = 10b_{jk} \), where \( b_{jk} \) is the median of all coupling constants of the graph. (d)-(f) Experimental data corresponding to (a) and (b) and (c) respectively. Parameters are as in Fig. 3 of the main text. In all panels, we plot logarithmically many points in the number of kicks. \( N = 300 \) and \( \tau J = 0.07 \) for all figures.

Fig. S8. Equivalence of \( \hat{z} \) and \( \hat{y} \) kicks. Experimental results analogous to the dataset shown in Fig. S7, except here the low-frequency driving consists of composite pulses along \( \hat{z} \) axis rather than simple \( \hat{y} \)-pulses (see Fig. S1 for driving protocol). NMR signal \( \langle \hat{H}_x \rangle \) is measured between fast pulses and composite \( \hat{z} \)-rotation is applied between every \( N \approx 176 \) fast pulses. Single-shot experiment yields one line, and experiment is repeated for different values of \( \gamma \) in \([0, \pi]\). Just as with the experiment with \( \hat{y} \)-pulses, the dynamics show long lifetimes for small flip angle deviations \( \epsilon, \gamma = \epsilon \) (a) and \( \gamma = \pi + \epsilon \) (b).

We note finally that quantitatively identical results are obtained using a \( \hat{z} \)-kick to the spins instead of a \( \hat{y} \)-kick. In the experiment, however, this requires each kick to be constructed out of a composite rotations along the \( \hat{x} \) and \( \hat{y} \) axes. Data corresponding to such \( \hat{z} \)-kicks are shown in Fig. S8 around the two stable points, \( \gamma = \epsilon \) and \( \gamma = \pi - \epsilon \).

Overall, the excellent qualitative agreement between theory and experiment is remarkable considering the three orders of magnitude difference in the system size between the two. From a theory perspective, this justifies the results obtained using exact simulation of the dynamics in the modelled system, and indicates that these numerical techniques can be used to make reliable predictions about experimental systems. Nonetheless, the experiment covers system sizes that are infeasible to reach on any classical computer in the foreseeable future. Therefore, the experiment remains indispensable for probing statistical mechanics concepts related to collective phenomena, such as thermalization dynamics or symmetry breaking, which are only well-defined in the thermodynamic limit.

V. EFFECTIVE HAMILTONIAN

Intuitively, the physics of the two-frequency drive is easy to comprehend when the repetition rates of the two different drives are well separated from one another. In this case, the repetition number of the \( \hat{x} \)-drive is \( N \gg 1 \) [cf. Fig. S1]. In this regime, we can consider the \( \hat{x} \)-drive to be fast, and the \( \hat{z} \)-drive – slow, w.r.t. the energy scale \( J \) of the Hamiltonian.

For the subsequent analysis, it will prove useful to rewrite Eq. (4) in the so-called toggling frame:

\[
(U_x U_H)^N U_z = \left(U_x U_H U_x^{-1}\right)^N U_x U_H U_x^{-1} \cdots U_x U_H U_x^{-1}.
\]
Denoting the toggling frame Hamiltonians by \( \mathcal{H}_n = U_x^n H U_x^{-n} \) leads to the compact expression
\[
U_F = (U_x U_H)^N U_z = \left( \prod_{n=1}^{N} \exp(-i\tau \mathcal{H}_n) \right) U_x^N U_z. \tag{7}
\]

The toggling-frame expansion is based on the Magnus expansion \([47–49]\) in \(N^{-1}\), and provides a tool to compute an approximation for the generator of the \(N\)-cycle unitary \( U_F = (U_x U_H)^N U_z \), associated with the repetition of the \(x\)-drive only. With this, we draw the readers’ attention to the subtle distinction between the Magnus expansion (which does not require a periodic drive), and the Floquet-Magnus expansion (which is the specialization of the former to Floquet systems). The toggling-frame expansion is based on the Magnus expansion.

Upon adding the second drive, the proper stroboscopic Floquet period is increased. Because of this, rather coincidentally, the toggling frame expansion w.r.t. \( N \) will actually approximate the proper Floquet unitary \( U_F = (U_x U_H)^N U_z \), up to the overall single-particle initial kick \( U_x^N U_z \), cf. Eq. (7) and the subsequent analysis in Sec. V A. Then, one can consider applying the toggling frame expansion once more, this time w.r.t. the \(x\)-drive repetition rate \( M \), cf. Eq. (5). This directly provides us an approximate series expansion in powers of \( M^{-1} \) for the generator of \( \{U_F\}_M \). [Sec. V B]

### A. Analysis of the Fast \( x \)-drive

#### Toggling-Frame Expansion

Let us assume the \( x \)-kicks to be high-frequency compared to the energy scales of the system, i.e., \( \tau J \ll 1 \). Then, applying the Baker-Campbell-Hausdorff (BCH) formula to leading-order, the toggling frame unitary can be written as
\[
\prod_{n=1}^{N} \exp(-i\tau \mathcal{H}_n) = \exp \left[ -iN\tau \bar{\mathcal{H}}^{(0)} + O((\tau J)^2) \right], \tag{8}
\]
where the effective Hamiltonian \( \bar{\mathcal{H}}^{(0)} \) to order \( O((\tau J)^2) \), is given by [50]
\[
\bar{\mathcal{H}}^{(0)} = \frac{1}{N} \sum_{n=1}^{N} \mathcal{H}_n = \bar{\mathcal{H}}^{(0)}_{dd} + \bar{\mathcal{H}}^{(0)}_{dz}, \tag{9}
\]
where
\[
\bar{\mathcal{H}}^{(0)}_{dd} = \sum_{j<k} b_{jk} \left( \frac{3}{2} \mathcal{H}_{ll} + \mathcal{G}_c(N, \theta) \mathcal{H}_{dq} - \mathcal{H}_{ll} \mathcal{G}_s(N, \theta) - \bar{I}_j \bar{I}_k \right),
\]
\[
\bar{\mathcal{H}}^{(0)}_{dz} = \sum_{j} c_j \left( \mathcal{G}_c(N, \theta/2) I_{jz} - \mathcal{G}_s(N, \theta/2) I_{jy} \right), \tag{10}
\]
with
\[
\mathcal{H}_{ll/dq} = I_{jz} I_{kz} \pm I_{jy} I_{ky},
\]
\[
\mathcal{H}_{ll} = I_{jz} I_{ky} + I_{jy} I_{kz}, \tag{11}
\]
and
\[
\mathcal{G}_c(N, \theta) = \frac{1}{N} \frac{\sin(\theta)}{\sin(\theta)} \cos((N+1)\theta), \tag{12}
\]
\[
\mathcal{G}_s(N, \theta) = \frac{1}{N} \frac{\sin(\theta)}{\sin(\theta)} \sin((N+1)\theta).
\]

Notice that \( \mathcal{G}_{c/s}(N, \theta) \) decays as \( 1/N \) for large \( N \). Thus, as long as \( \theta \neq n\pi (l \in \mathbb{N}) \), we find \( \mathcal{G}_{c/s}(N, \theta) \rightarrow 0 \) in the \( N \gg 1 \) regime, which simplifies to,
\[
\bar{\mathcal{H}}^{(0)} \approx \bar{\mathcal{H}} = \sum_{j<k} b_{jk} \left( \frac{3}{2} \mathcal{H}_{ll} - \bar{I}_j \bar{I}_k \right). \tag{13}
\]

Importantly, we find \( \left[ I_x, \bar{\mathcal{H}} \right] = 0 \), which implies that the drive preserves any polarization in \( x \) direction to leading order in \( \tau J \). One can readily convince oneself that the smaller higher-order terms break this emergent conservation law. However, at least to order \( O((\tau J)^2) \), these terms are additionally suppressed by a factor of \( 1/N \) [50]. Thus, we expect the leading order effective Hamiltonian to capture well all the interesting physics that plays out in the prethermal state.

Note that the above analysis breaks down as \( \theta \rightarrow \frac{\pi}{2} \). Indeed, in this limit we lose the quasi-conservation of the \( x \)-magnetization already in the leading-order Hamiltonian (cf. Fig. S2). This implies that initially polarized states will decay rapidly to their equilibrium value close to zero magnetization. In the present experiment, the state of the system would then appear indistinguishable from an infinite-temperature state, since we can only measure single-particle operators, whose expectation values match the infinite-temperature value in the quench dynamics governed by \( \bar{\mathcal{H}} \). Fortunately, this behavior can be prevented by setting \( \theta \) sufficiently far away from the \( 0, \pi, 2\pi \) by employing a two-frequency drive. In this work, we therefore work at \( \theta = \frac{\pi}{2} \).

#### Replica Expansion

An alternative approach to the dynamics generated by the fast \( x \)-drive is given by the Floquet Hamiltonian \( \mathcal{H}_{F,-x} \). Unlike the effective Hamiltonian, \( \mathcal{H}_{F,-x} \) only governs the dynamics over a single period of \( \tilde{x} \) driving, \( U_{\tilde{x}} U_H \). Formally, \( \mathcal{H}_{F,-x} \) is defined by,
\[
U_{\tilde{x}} U_H = e^{-i(\theta + \tau) \mathcal{H}_{F,-x}} = e^{-i\theta I_x e^{-i\tau \mathcal{H}}}. \tag{14}
\]
Typically, \( \mathcal{H}_{F,-x} \) can be obtained via a BCH expansion. However, having \( \tau J \ll \theta \) complicates the standard procedure. In fact, here, the BCH expansion produces infinitely many terms \( \propto \theta \). A closed form expression requires a resummation of these terms. A neat way how this can be achieved was recently put forward in Ref. [51] by using a replica resummation. This trick utilizes a replica expression of the logarithm
\[
(\theta + \tau) \mathcal{H}_{F,-x} = \log(U_{\tilde{x}} U_H) = \lim_{\rho \rightarrow 0} \frac{1}{\rho} ((U_{\tilde{x}} U_H) - 1). \tag{15}
\]
In the next step, the right hand side of Eq. (15) can be expanded in powers of \( \tau \). Eventually, to linear order in \( \tau \) this yields
\[
(\theta + \tau) \mathcal{H}_{F,-x} = \theta I_x + \left[ \sum_{j<k} b_{jk} \left( \frac{1}{2} (1 - 3\theta \cot(\theta)) I_{jy} I_{ky} \right. \right. \right.


\[
\left. + \frac{1}{2} (1 + 3\theta \cot(\theta)) I_{jz} I_{kz} - \frac{3}{2} \theta (I_{jz} I_{ky} I_{jy} I_{kz}) \right] \left. - \sum_{j} c_{j} \left( \theta I_{jy} - 2 \theta \cot(\theta/2) I_{jz} \right) \right] + O(\tau^2). \tag{16}
\]
At \( \theta = \frac{\pi}{2} \), the above expression simplifies to
\[
\left( \frac{\pi}{2} + \tau \right) \mathcal{H}_{F,-x} = \frac{\pi}{2} I_x + \tau \bar{\mathcal{H}} + \left[ \frac{3}{4} \left( \sum_{j<k} b_{jk} \bar{\mathcal{H}}_{ll} + \sum_{j} c_{j} (I_{jy} - I_{jz}) \right) \right] \tag{17}
\]
Equation (17) shines a more “local-in-time” light on the dynamics generated by the fast drive. With this approach, we even obtain first-order correction terms. More importantly, Eq. (17) allows us to study the limit \( \tau \to 0 \). There, the system effectively becomes a single particle problem where no notion of (pre-)thermalization exists. Likewise, PDTCs become ill-defined since they require many-body interactions [cf. Sec. VI A]. This renders the \( \tau \to 0 \) regime unfavorable for us [see Fig. S3 (D)]. On the other hand, the large-\( \tau \) regime is equally bad, since the onset of higher-order terms spoils the quasi-conservation of \( \hat{\mathbf{x}} \)-magnetization which protects the PDTC order, cf. Sec. VI. Hence, eventually we are left with a window of suitable \( \tau \) values so that the many-body nature of the effective Hamiltonian is guaranteed while simultaneously the \( \hat{\mathbf{x}} \)-magnetization remains quasi-conserved.

### B. Analysis of the slow \( \hat{\mathbf{z}} \)-drive.

To sum up, in the \( N \gg 1 \) regime, we can use the toggling-frame expansion to approximate Eq. (7) to order \( \mathcal{O}((J\tau)^2) \) as

\[
U_F \approx e^{-i\overline{\mathcal{H}}\tau} U_x^N U_z = U_0 U_x^N U_z, \quad U_0 = e^{-i\overline{\mathcal{H}}} \tag{18}
\]

with \( T = N\tau \). Describing the effects of the slow \( \hat{\mathbf{z}} \)-drive requires a careful analysis of the induced modification to the effective Hamiltonian, which is a prerequisite to understand the thermalizing dynamics of the system in the experiment. Therefore, let us now investigate the repeated application of the slow \( \hat{\mathbf{z}} \)-kicks.

The unitary which describes the time evolution up to \( M \) Floquet cycles is given by

\[
[U_F]^M = \left( U_0 U_x^N U_z \right)^M. \tag{19}
\]

For large values \( N \gg 1 \), we have \( [U_0, U_x] = 0 \), where the unitary \( U_0 \) is defined in Eq. (18). Moreover, \( U_x^N \) denotes a rotation by \( N\theta = N\pi/2 \). Thus, we have \( U_x^N = U_x^{(N \text{ mod } 8)} \). Hence, in the limit \( N \gg 1 \), the action of the high-frequency \( \hat{\mathbf{x}} \)-drive can be summarized into a single unitary

\[
U_0 U_x^N \equiv U_{0x} = \exp \left[ -i\overline{\mathcal{H}}\tau - \frac{i\pi}{2} (N \text{ mod } 8) I_x \right]. \tag{20}
\]

To derive the leading-order effective Hamiltonian of the combined \( \hat{\mathbf{x}} \)- and \( \hat{\mathbf{z}} \)-drive, we apply the toggling frame expansion once again, this time w.r.t. \( M \). To do so, we multiply Eq. (19) from the left by \( 1 = U_z^M U_z^{-M} \), and re-group the terms:

\[
\left( U_0 U_x^N U_z \right)^M = U_z^M \left( U_x^{-M} U_{0x} U_z^M \right) \times
\left( U_x^{(M-1)} U_{0x} U_z^{(M-1)} \right) \times \cdots \times U_z U_{0x} U_z \tag{21}
\]

where the \( M \)-toggling frame Hamiltonians read as

\[
\mathcal{H}_m(\gamma) = U_z^{-m} \left[ \overline{\mathcal{H}} + \frac{\pi}{2T} (N \text{ mod } 8) I_x \right] U_z^m \tag{22}
\]

\[
= \sum_{j<k} b_{jk} \left( \frac{3}{2} I_{I_{k} I_{k}^c} \left[ \cos^2(\mathbf{m}) I_{I_{j} I_{k}^c} + \sin(\mathbf{m}) \sin(\mathbf{m}) I_{I_{j} I_{k}^c} \right] + \frac{\pi}{2T} \right) (N \text{ mod } 8)
\]

Note that we cannot simply follow similar steps as in the analysis of the high-frequency \( \hat{\mathbf{x}} \)-drive: since \( TJ > 1 \), the lowest order Magnus expansion of the toggling frame Hamiltonians is a poor approximation to the total effective Hamiltonian that governs the time evolution. However, there is one notable exception: at \( \gamma = \pi \) all higher orders of the Magnus expansion w.r.t. \( M \) are zero and the lowest order becomes exact (up to corrections from the fast \( \hat{\mathbf{z}} \)-drive). This can be seen right away from Eq. (22) since \( \mathcal{H}_m(\pi) = \mathcal{H} + (-1)^m \mathcal{H}_m(N \text{ mod } 8)/(2T) I_x \). Then, the effective unitary describing evolution over \( M \) periods becomes (up to corrections from the fast drive),

\[
[U_F]^M|_{\gamma=\pi} \approx U_F^M \exp \left[ -iM TF \overline{\mathcal{H}} + d_N(M, l) I_x \right],
\]

\[
d_N(M, l) = \pi(-1)^l((-1)^M-1)(N \text{ mod } 8) / 2((-1)^l-1). \tag{23}
\]

Away from \( \gamma = \pi \), the Magnus expansion cannot be used to obtain generically reliable results.

### VI. PRETHERMAL FLOQUET TIME CRYSTALLINE ORDER

For \( l \) even and \( \gamma = \pi \), the \( \hat{\mathbf{z}} \)-kicks are inactive as they give each spin a complete rotation. For these values of \( \gamma \), the effective Hamiltonian is time-independent (up to corrections \( \mathcal{O}(1/N) \) emerging from the fast-drive, which we neglect). We leave this case aside for the time being, and will return to study its heating rates in Sec. VII.

#### A. Discrete spatio-temporal symmetry breaking and prethermal time crystalline order

Much of the intriguing behavior of the system is for odd \( l \), where it exhibits prethermal time-crystalline order [3] [in this case, the effective Hamiltonian depends on the parity of \( M \): for odd \( M \), we can obtain a contribution from the second term of Eq. (23); for even \( M \), the terms in the second line in Eq. (23) vanish]. In particular, at kick angles \( \gamma \approx \pi \), we argue that the driven-system satisfies all prerequisites for prethermal discrete time-crystals:

(i) Spatio-temporal Symmetry Breaking: After two Floquet cycles \( (M = 2) \), the time-evolution operator Eq. (23) takes a particularly simple form

\[
[U_F]^2|_{\gamma=\pi} = e^{-i2\pi \overline{\mathcal{H}}}. \tag{24}
\]

Notice that \( [\overline{\mathcal{H}}, \hat{\rho}_z] = 0 \), where \( \hat{\rho}_z = e^{-i\pi I_z} \) and thus the two-cycle effective Hamiltonian \( \overline{\mathcal{H}} \) obeys a discrete \( \mathbb{Z}_2 \) symmetry (defined by \( \hat{\rho}_z \)), arising as a consequence of the Floquet drive. This \( \mathbb{Z}_2 \) symmetry operation is induced by flipping the \( \hat{\mathbf{x}} \)-direction of all spins. In fact, it can be generically demonstrated that this emergent symmetry conspires with the discrete time-translation symmetry to yield a spatio-temporal ordering of eigenstates in the Floquet operator itself [20]: at \( \gamma = \pi, U_F \) can be approximated exponentially-well by

\[
U_F \approx \mathcal{U} \hat{\rho}_z e^{-iT \hat{D}} \mathcal{U}^\dagger, \tag{25}
\]

where \( \hat{D} \) is an effective Hamiltonian with the property \( \left[ \hat{\rho}_z, \hat{D} \right] = 0 \) and \( \mathcal{U} \) is a time-independent (though many-body) rotation close to the identity. Then, the effective drive generated by
\( \hat{\rho}_s e^{-iT \hat{D}} \) obeys spatio-temporal eigenstate order. While it might be difficult to obtain \( \mathcal{U} \) and \( \hat{D} \) generically, there is an exception for our long-range interacting model at \( N \mod 8 = 0 \), where \( \mathcal{U} = 1 \) and \( \hat{D} = \overline{\hat{H}} \). For this case, let us denote the joint eigenstates by \( | n, p \rangle \): then \( \overline{\hat{H}} | n, p \rangle = E_n | n, p \rangle \), and \( \hat{p}_s = p | n, p \rangle \ (p \in \{ \pm 1 \}) \). The Floquet unitary can be eigen-decomposed as
\[
U_F = \sum_{n, p \in \{ \pm 1 \}} \exp \left[ -iT \left( E_n + \frac{\pi (1 - p)}{2T} \right) \right] | n, p \rangle \langle n, p |,
\]
where each eigenstate \( | n, p \rangle \) has a partner \( | n, -p \rangle \) whose quasi-energy is shifted by exactly \( \pi / T \). In particular, this implies that any symmetry-broken initial state will necessarily also break the discrete time-translation invariance of the Floquet drive, and instead oscillate with a period of \( 2T \), exhibiting period-doubling [3].

(ii) Insensitivity to the initial state appears as consequence of spatio-temporal eigenstate order. In fact, as we will demonstrate below in Sec. VI B, any initial state which is not an eigenstate of the Floquet unitary and possesses a finite \( \hat{x} \)-magnetization, even mixed states, is subject to stable long-lived period-doubled oscillations.

(iii) A parametrically long-lived prethermal time-window, as analyzed in detail in Sec. VII.

(iv) Robustness to perturbations: when \( \gamma = \pi + \epsilon \) is detuned from the sweet-spot (\( \gamma = \pi \)), the system remains symmetry-broken due to the presence of interactions. We have verified this numerically, using a Fourier-transform of the time-evolution curves of observables in units of stroboscopic cycles \( M \)
\[
\langle O \rangle (\omega) = \sum_{j=0}^{M-1} e^{-i\omega jT} \langle O \rangle (jT),
\]
where \( \omega = 2\pi k/(MT) \) with \( k = 0, \ldots, (M-1) \) and \( \langle O \rangle (jT) \) is the expectation value of the observable of interest at stroboscopic times. The results are displayed in Fig. 3 B and D of the main text for experimental and theoretical data. Around \( \gamma = \pi \) we clearly observe a single rigid peak at \( \omega = \pi / T \) of finite extent (\( \approx \pi / 5 \)), corresponding to a period-doubled oscillation in both panels. In addition, before the system heats up to infinite temperature, the prethermal time-crystalline order is also robust to small random perturbations in the time duration \( \tau \), as we demonstrate numerically in Sec. VII.

It follows therefore that our \( ^{13}\text{C} \) nuclear spin system, subject to the two-frequency drive at \( \gamma \approx \pi \), features prethermal discrete time crystalline (PDTC) order.

### B. Thermalizing dynamics in the presence of emergent (quasi-)conservation laws

Consider again the two-cycle time-evolution operator of Eq. (24). We leave the discussion of unconstrained heating to infinite temperature for Sec. VII. Since the effective Hamiltonian \( \overline{\hat{H}} \) is ergodic, according to the Eigenstate Thermalization Hypothesis (ETH) [52], we expect an initial state to thermalize with respect to \( \overline{\hat{H}} \). After the non-universal initial transient dynamics, the state of the system is described by a Gibbs state, which is determined by the corresponding Lagrange multipliers (the obvious one being the inverse temperature \( \beta \)). Thermal states are time-translation invariant, which implies Lagrange multipliers that are constant in time. Similarly, Floquet prethermal states are described by slowly and continuously changing Lagrange multipliers [43,44].

At first sight, this appears at odds with the period-doubling oscillations of observables, induced by the broken spatio-temporal symmetry near \( \gamma = \pi \). To resolve this conundrum, note first that the thermal properties of the state are defined w.r.t. the period-doubled unitary, Eq. (24): indeed, on the timescale \( 2M \) (discrete) time-translation invariance is inherent. Yet, this does not a priori imply time-invariance of the state on smaller timescales, i.e. over a single Floquet cycle \( M \), where we observe a strong alternating pattern in time. As we explain below, the intriguing mechanism that enables a time-dependence in the (approximate prethermal) Gibbs state can be understood to arise from a fine interplay between two conspiring emergent symmetries of \( \overline{\hat{H}} \), both induced by the two-frequency drive: (i) the spatio-temporal Ising \( \mathbb{Z}_2 \) symmetry in combination with (ii) the \( \hat{x} \)-magnetization quasi-conservation.

If we initialize the system in a \( \mathbb{Z}_2 \)-symmetry-broken state with non-zero magnetization, we expect the system to prethermalize only w.r.t. the corresponding symmetry-broken sector [19]. In the grand-canonical formulation of ETH, the subsystem density matrix \( \hat{\rho}_A \) in the prethermal plateau resembles a thermal state with respect to this symmetry-broken sector of the subsystem (effective) Hamiltonian \( \overline{\hat{H}}_A \). Notice that, in this case, \( \hat{\rho}_A \) is not time-translation invariant under evolution with \( U_F \): instead, \( U_F \hat{\rho}_A U_F^\dagger = \hat{P}_F \hat{\rho}_A \hat{P}_F = \hat{\rho}_A \), where \( \hat{\rho}_A \) corresponds to the (prethermal) subsystem density matrix in the complementary \( \mathbb{Z}_2 \)-symmetry sector. Indeed, the fact that \( \hat{\rho}_A \) is thermal only w.r.t. one of the two \( \mathbb{Z}_2 \) symmetry sectors is equivalent to having non-zero magnetization expectations of \( \hat{\rho}_A \).

More precisely, according to ETH, any given initial state \( | \psi_0 \rangle \) exposed to the drive of Eq. (26) is expected to locally resemble a Gibbs state. In the thermodynamic limit, a subsystem \( A \) will then be described by
\[
\hat{\rho}_A = \frac{1}{Z} \exp \left[ -\beta \overline{\hat{H}}_A - \mu \hat{I}_A \right],
\]
where \( Z = \text{Tr} \left[ \exp \left[ -\beta \overline{\hat{H}}_A - \mu \hat{I}_A \right] \right] \) with the inverse temperature \( \beta \). Here \( \overline{\hat{H}}_A \) and \( \hat{I}_A \) are the Hamiltonian and the \( \hat{x} \)-magnetization restricted to subsystem \( A \), respectively. The magnetization potential \( \mu \) is determined self-consistently from the initial state:
\[
\text{Tr} \left[ \overline{\hat{H}}_A \hat{\rho}_A (t = 0) \right] = \frac{1}{Z} \text{Tr} \left[ \overline{\hat{H}}_A e^{-\beta \overline{\hat{H}}_A - \mu \hat{I}_A} \right],
\]
\[
\text{Tr} \left[ \hat{I}_A \hat{\rho}_A (t = 0) \right] = \frac{1}{Z} \text{Tr} \left[ \hat{I}_A e^{-\beta \overline{\hat{H}}_A - \mu \hat{I}_A} \right].
\]
So long as \( \mu \neq 0 \), the state described by Eq. (28) is not invariant under time evolution with \( U_F \). Instead, time evolution over a single Floquet cycle maps \( \mu \to -\mu \) as a result of the spatio-temporal \( \mathbb{Z}_2 \) symmetry.

Now, consider initializing the system at \( t = 0 \) in a state where, for any subsystem, \( \text{Tr} \left[ \hat{I}_A \hat{\rho}_A (t = 0) \right] = 0 \). For such an initial condition, let us solve Eq. (30) for \( \mu \). Because of the \( \hat{x} \)-magnetization symmetry, \( \overline{\hat{H}}_A \) and \( \hat{I}_A \) possess a common set of eigenvectors, so that \( \overline{\hat{H}}_A | s, m \rangle = E_{s,m} | s, m \rangle \), and \( \hat{I}_A | s, m \rangle = m | s, m \rangle \) with \( m \) fixing the magnetization sector. Then, Eq. (30) (assuming vanishing LHS) can be rewritten as
\[
0 = -\frac{\partial}{\partial \mu} \ln \left( \sum_{s,m} \exp \left[ -\beta E_{s,m} - \mu m \right] \right).
\]
Since \( \overline{\mathcal{H}}_A \) has the additional \( \mathbb{Z}_2 \) Ising symmetry \( \hat{P}_z \) [cf. Sec. VI], we know that \( E_{s,m} = E_{x,-m} \) and thus Eq. (31) boils down to

\[
\sum_{s,m=0} 2me^{-\beta E_{s,m}} \sinh(\mu m) = 0, \tag{32}
\]

which has a unique solution, namely \( \mu \equiv 0 \). To sum up, states that obey \( \text{Tr}[I_{x,m}\hat{\rho}_A(t = 0)] = 0 \) for any subsystem, are invariant under time-evolution with \( U_F \). In particular all eigenstates of \( U_F \) satisfy this condition, since they possess a spatio-temporal ordering.

As an example, consider the following initial state:

\[
|C_\pm \rangle = \frac{1}{\sqrt{2}} \left( \bigotimes_{j=1}^{L} |\rightarrow j\rangle \pm \bigotimes_{j=1}^{L} |\leftarrow j\rangle \right), \tag{33}
\]

where \( |\rightarrow j\rangle \) (\( |\leftarrow j\rangle \)) represents an eigenstate of \( I_j \) with eigenvalue \(+1/2\) (\(-1/2\)). One can convince onself that \( |C_\pm \rangle \) obeys the required ordering and is indeed an eigenstate of \( U_F \). The corresponding subsystem density matrix on a (arbitrary) subsystem \( A \) is the mixed state \( \hat{\rho}_A(t = 0) = 1/2 \left( \bigotimes_{j \in A} |\rightarrow j\rangle\langle \rightarrow j| \pm \bigotimes_{j \in A} |\leftarrow j\rangle\langle \leftarrow j| \right) \) which readily implies \( \text{Tr}[I_{x,m}\hat{\rho}_A(t = 0)] = 0 \). Hence, when starting from the state \( |C_\pm \rangle \) (or likewise any other cat-like linear combination of two \( \hat{x} \)-magnetization eigenstates), no subharmonic oscillations can appear: the state is time-translation invariant under evolution with \( U_F \). In contrast, any symmetry-broken initial state which obeys \( \mu \neq 0 \) necessarily breaks the discrete time-translation symmetry.

To validate this conclusion numerically, we initialize the system in various different states by time-evolving the \( \hat{x} \)-polarized state for some transient time \( t_d \) with \( \mathcal{H} \), i.e. \( |\psi \rangle^{t_d} = e^{-it_d\mathcal{H}} \bigotimes_{j=1}^{L} |\rightarrow j\rangle \). In that way we obtain experimentally accessible, yet highly non-trivial, initial states with non-zero \( \hat{x} \)-magnetization, provided \( t_dJ \lesssim 1 \). The results are displayed in Fig. S9 (a) and (b). We plot the absolute value of the signal \(|\langle x \rangle|\) for clarity. All chosen initial states lead to long-lived subharmonic oscillations of the signal; yet, we find differences in their lifetime: while states with large initial \( \hat{x} \)-magnetization tend to increase their lifetime with increasing \( t_d \), at small initial \( \hat{x} \)-magnetization, the lifetime behavior becomes less systematic. For values very close to zero initial \( \hat{x} \)-magnetization we observe no PDTC order (data not shown).

Experimentally, we pursue the same strategy. We create different initial states by evolving the rotated starting density matrix \( \rho_0 \) (see main text) with the bare Hamiltonian \( \mathcal{H} \) for different times \( t_d \) to obtain a set of different and highly non-trivial initial states, which are subsequently subject to two-frequency driving. Each state corresponds to a different run of the experiment. We display the results in Fig. S9 (c). We show only absolute values, yet all tested initial states create persistent (in time) and rigid (in \( \epsilon \)) subharmonic oscillations with similar heating times. This is a notable difference to the data obtained using numerical simulations, where different initial states can induce considerably different heating times. We hypothesize that the difference in the heating behavior of various initial states is related to the relatively small system sizes that can be reached in the numerical simulations.

Notice that so far our discussion was independent of the inverse-temperature \( \beta \) that describes the prethermal state. In particular, the above conclusions also hold if the initial state is at (or close to) infinite temperature: \( \beta \rightarrow 0 \), but also at room temperature (like in our experiment). In this case, similar to the discussion of Ref. [36], the emergent \( \hat{x} \)-magnetization conservation additionally constrains thermalization. This also implies that no thermal phase transition in \( \overline{\mathcal{H}}_A \) can prevent the PDTC order to form. By contrast, without the emergent \( \hat{x} \)-magnetization conservation, the prethermal state would be solely determined by the energy density of the initial state with no additional protection. In our Floquet system, such a phenomenon can occur when the repetition number \( N \) is decreased and \( \hat{x} \)-non-conserving terms \( \propto 1/N \) start gaining importance, cf. Eq. (12).
VII. HEATING TIMESCALES AND DURATION OF THE PRETHERMAL PLATEAU

The lifetime of a PDTC, like that of any prethermal order, is predominantly determined by the amount of energy absorbed from the nonequilibrium drive. To quantify this energy absorption, we define the heating time empirically, as follows. Given the time evolution curve of some observable $O$, the heating time is the time required to reach $1/e$ of the initial value of that observable. In principle, one would have to define the heating time with respect to the prethermal value of a given observable. However, since we only investigate the quasi-conserved $\hat{x}$-magnetization, the initial and prethermal expectation values coincide.

The concatenated two-frequency drive offers two obvious mechanisms for the system to heat up to infinite temperature: the slow and fast drives independently cause energy absorption, each with a potentially different rate corresponding to its own timescale. Numerically and experimentally, we observe an interplay of both timescales. However, theoretically we can disentangle them and analyze each effect separately. To this end, in what follows, we discuss the influence of heating caused by the slow $\hat{z}$-drive, and then the fast $\hat{x}$-drive, before we conclude with the general case for the two-frequency drive.

A. Heating timescales associated with the slow $\hat{z}$-drive

To analyze heating caused by the slow drive, we assume the (approximate) effective Hamiltonian emerging from the fast drive, Eq. (20), to be exact. This allows us to numerically study a periodic drive of the form of Eq. (18).

We further increase the ergodicity of the relatively small systems accessible in our simulations and diminish the related finite-size effects by adding a small uniformly distributed noise $\delta$ to the driving period [43,44]

$$U_F = e^{-i N (\tau + \delta \tau) \hat{H}} U_z,$$

(34)

where $\delta$ takes a different value in each Floquet cycle.

We then evolve the fully $\hat{x}$-polarized initial state under Eq. (34) up to $5 \times 10^4$ kicks. The results are displayed in Fig. S10. We find a clear power-law scaling of the heating times $\Gamma_z^{-1}$ which is close to a Fermi-golden-rule scaling, $\Gamma_z^{-1} \sim \epsilon^{-2}$. This can be understood as the $\hat{z}$-drive is effectively operating in the low-frequency regime for $N \gg 1$ [the familiar exponential suppression typically occurs in the high-frequency regime]. Note that, at $\epsilon = 0$, although the energies of many-body states can differ by multiples of the drive frequency, heating is suppressed by the complete absence of matrix elements between these states. Finite $\epsilon > 0$ induces finite matrix elements which in turn results in intense energy absorption according to Fermi’s Golden rule. Note that we observe approximately the same golden rule $\epsilon$-scaling for different values of $N$ (Fig. S10a-b).

The power-law suppressed heating in our system, causes the finite stable regions around $\gamma = 0, \pi$ to shrink much faster, as compared to the exponential suppression of heating at high-frequencies. However, in practice the timescales are still parametrically controlled by $\epsilon$ and the prethermal physics is governed by the effective Hamiltonian derived in Sec. V. In fact, the experimentally observed lifetimes for our PDTC readily exceed state-of-art lifetimes of PDTCs in the high-frequency regime [24,25].

We note in passing that finite noise $\delta$ in the driving protocol has no influence on the scaling of heating times, but it is capable of removing long-time finite size synchronization effects [43,44]. This can be seen in Fig. S10 where finite $\delta$ causes more points to align on the straight line without changing its slope, whereas points that are already in-line remain unchanged. Yet another important aspect of finite $\delta$ is shown in Fig. S11: while the curves of the noise-free evolution in (a) – especially their long-time heating behaviour – are affected by finite-size effects, the addition of a small random $\delta$ almost collapses all curves so that the heating times become basically insensitive to the system size $L$. By contrast, the experiment offers the advantage of working with a large enough system size which eliminates finite-size effects for practical purposes, and hence the extra $\delta$-noise is neither necessary, nor used.

B. Heating timescales associated with the fast $\hat{x}$-drive

The physics of the thermalization dynamics associated with the fast $\hat{x}$-drive only, is not immediately obvious due to the interplay between three effects: (i) the power of the dipolar interaction term is critical in three dimensions, which implies a logarithmic divergence of the total energy in the thermodynamic...
limit. (ii) In the limit $\tau \to 0$, the effective Hamiltonian of the system approaches an integrable model, for which the notion of thermalization itself is not well-defined. Integrability breaking, though, occurs at order $O(\tau)$ in the effective Hamiltonian, although its not pronounced at the accessible system sizes in the numerical simulations. (iii) Even when $J\tau \ll 1$, we still have $\theta \sim O(1)$ so that the high-frequency regime ($\theta \ll 1$ and $J\tau \ll 1$) is practically inaccessible.

For these reasons, it is difficult to make predictions for rigorous bounds on the heating rates, given the above properties of the model [19]. Nonetheless, it is possible to study the energy absorption numerically. To this end, we investigate the drive generated by the repeated application of $U_xU_H$ at $\gamma = 0$ with fixed $\theta = \pi/2$ for different values of $J\tau$. From the time-evolution curves we extract the heating times $\Gamma^{-1}_{\text{min}}(J\tau)$ and display them as a function of $\tau$ in Fig. S12 for different random graph realizations. We find that similar to the slow $\hat{z}$-drive – the fast $\hat{x}$-drive shows a power-law scaling, $\Gamma^{-1}_{\text{min}} \propto (J\tau)^{\kappa}$ with a Golden-rule exponent $\kappa \approx -2$. This result is in agreement with recent experimental measurements reported in Ref. [35].

C. Heating model for the concatenated two-frequency drive

Now that we have analyzed the fast and slow drives independently, we can move on with the discussion of the heating rates of the more complex concatenated two-frequency drive.

To understand the combined heating timescales we deploy a simple model: assuming that there are no correlation effects between the different drives (which applies in the time-scale separated regime $N \gg 1$), a simple model that approximates the dynamics of the magnetization decay can be formulated using a discretized-in-time rate equation that captures the influence of the $M$-th kick on the magnetization:

$$\langle \dot{x} \rangle((M+1)T) - \langle \dot{x} \rangle(MT) = - \left[ \frac{\Gamma_z(\varepsilon)}{N} + \Gamma^{-1}_{\text{min}}(J\tau) \right] \langle \dot{x} \rangle(MT).$$

(35)

Notice that the exact functional form of the true time-dependence of the magnetization may not resemble a simple exponential. However, if we are only interested in heating timescales and taking into account the experimentally observed mono-exponential behavior. Eq. (35) provides a valid approximation, since the time required to reach a value of $1/e$ is exactly given by $\Gamma^{-1} = [\Gamma_z(\varepsilon)/N + \Gamma^{-1}_{\text{min}}(J\tau)]^{-1}$. At $\varepsilon = 0$ the slow drive is ineffective so that $\Gamma^{-1}_{\text{min}}(J\tau)$, and we recover the heating rate of the fast drive. For a fixed fast-drive frequency, we can thus identify the minimum heating rate as $\Gamma^{-1}_{\text{min}}(J\tau)$. Together with the conclusions from Sec. VIIA we, therefore, expect a scaling
Fig. S14. **Numerical simulation** – Random graph dependence of the heating time $\Gamma^{-1}$ as a function of $\varepsilon$ for $\gamma = \pi + \varepsilon$ in (a) and $\gamma = 0 + \varepsilon$ in (b) for $N = 255$. We show 20 different realizations. Different colors represent different random graphs, each with $L = 16$, generated using $r_{\text{min}} = 0.7$ and $r_{\text{min}} = 0.8$. For each graph we independently determine $J$ and set $\tau \Delta = 0.2$. Solid lines serve as a guide to the eye.

approximately given by

$$\Gamma^{-1} = \frac{1}{gN \varepsilon^2 + \Gamma_{\text{min}}(\tau \Delta)}.$$  \hspace{1cm} (36)

with some numerical constant $g$. Rearranging this expression as $\Gamma = \frac{g}{N \varepsilon^2 + \Gamma_{\text{min}}}$ we fit a straight line on a log-log plot to both numerical and experimental data, with fitting parameters $g$, $\lambda$, and $\Gamma_{\text{min}}$.

In Fig. S13 we present fits of the heating times extracted from both numerical simulations (Fig. S13 (a)-(b)) and experimental data (Fig. S13 (c)-(d)). The left (right) columns in the figure show data taken in the vicinity of $\gamma = \pi$ ($\gamma = 0$). The axes are chosen such that a straight line indicates scaling according to Eq. (36). For all datasets we see a straight line over at least two decades, which renders the fit results trustworthy, and in agreement with our simplified theoretical model. That said, in the simulated data, we observe a slight upward bending in the small $\varepsilon$-regime. This is to be expected as Eq. (35) constitutes only a minimal approximate model, which completely disregards the interplay between the two constituent drives that are likely to contribute an additional $\varepsilon$ dependence. However, these interplay effects are expected to fade away as time-scale separation becomes more pronounced in the limit $N \gg 1$. This behavior is corroborated by the experimental data in Fig. S13 (c) and (d) obtained with $N = 300$, where almost no bending is visible anymore. A few experimental data points for small $\varepsilon$ in (d) were left out of consideration when computing the fitting line, since the corresponding time-traces did not reach the $1/e$ threshold by the time the experiment ended. Overall, simulation and experimental data yield very similar heating rates, described by a power-law with an exponent close to 2, consistent with our theoretical analysis.

**D. Random graph independence**

To ensure that our results are not affected by the choice of the random graph realization, we show in Fig. S14 the heating times for 20 different random graph realizations around the two special points of interest $\gamma \approx 0$ and $\gamma \approx \pi$. In both regimes, the heating rates show no significant dependence on the specific random graph realization. Instead the long-range interaction terms appear to have a self-averaging effect already at moderate system sizes. This is additionally enhanced by the ergodicity of the dynamics, promoted by adding small random noise to $\tau$. 