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Abstract

In the first part, by the first author’s work of 1972, an integral representation for an ultraspherical polynomial of higher index in terms of one of lower index and an infinite series was obtained. While this representation works well from a theoretical point of view, it is not numerically satisfactory as it involves polynomials of high degree, which are numerically unstable. Here we sum this series to obtain an integral, which is numerically tractable.

1. Introduction

As in [7], we write $W_\lambda^n(x)$ for the ultraspherical (or Gegenbauer) polynomial of degree $n$ and index $\lambda > 0$ (see e.g. [1, p. 302], [21, §4.4]), normalised so that $W_\lambda^n(1) = 1$. This choice of normalisation, due to Bochner [15], is convenient probabilistically; the first part [7] was probabilistically motivated [8]; so too is this sequel (see §5). The $W_\nu^n$ are orthogonal polynomials on the interval $[-1,1]$ with respect to the probability measure $G_\nu$, where

$$G_\nu(dy) = \frac{\Gamma(\nu + 1)}{\sqrt{\pi} \Gamma(\nu + 1/2)} (1 - y^2)^{\nu - 1/2} dy : \quad (1.1)$$

$$\int_{-1}^{1} W_\nu^m(x) W_\nu^n(x) G_\nu(dx) = \delta_{mn} \omega_\nu^n. \quad (1.2)$$

Theorem 1.1 [7]. If $0 < \nu < \lambda$, $x \in [-1,1]$, there exists a probability measure $M_\nu^\lambda(x; dy)$ on $[-1,1]$ such that

$$W_\lambda^n(x) = \int_{-1}^{1} W_\nu^n(y) M_\nu^\lambda(x; dy). \quad (1.3)$$

Moreover, when $\lambda \neq \nu$ the measure $M_\nu^\lambda$ is absolutely continuous with density

$$M_\nu^\lambda(x; dy) = G_\nu(dy) \sum_{m=0}^{\infty} \omega_\nu^m W_\nu^m(x) W_\nu^n(y). \quad (1.4)$$

The series in 1.4 is transparent from a theoretical point of view (it is derived in [7] from the earlier work of Askey and Fitch [3] by an Abel-limit operation), but unsuitable for numerical
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use as it involves polynomials of high degree, which oscillate wildly. Our purpose here is to circumvent this by giving an explicit formula for the sum of the infinite series as a double integral, which is numerically tractable. Our result, Theorem 3.1 below, is interesting in its own right, completing the integral representations in [7] by showing the dependence on the higher index, \( \lambda \), in a more convenient and structurally revealing way.

2. Preliminaries

The Poisson kernel for the Jacobi polynomials reduces in the ultraspherical case to the generating function

\[
\sum_{n=0}^{\infty} \omega_n r^n W_n^\nu(x) = (1 - r^2)/(1 - 2r x + x^2)^{\nu+1}, \quad r \in (-1, 1),
\]

cf. [7, (2.1)]. Note that this is not the usual generating function for the ultraspherical polynomials [21, §4.7.23].

Askey and Fitch [3] showed that for \( x, y \in [-1, 1], r \in (-1, 1), 0 \leq \nu < \lambda \leq \infty \), the series

\[
\sum_{n=0}^{\infty} \omega_n r^n W_n^\lambda(x)W_n^\nu(y)
\]

converges to a non-negative sum-function, which leads to a corresponding probability measure \( M_\nu^\lambda(x) \) satisfying

\[
W_n^\lambda(x) = \int_{-1}^{1} W_n^\nu(y) M_\nu^\lambda(x; dy), \quad n = 0, 1, 2, \ldots \tag{2.3}
\]

Here (see [7]) we may take \( 0 \leq \nu \leq \lambda \leq \infty \), \( x \in [-1, 1] \). Some cases give Dirac laws: if \( x = \pm 1 \), \( M_\nu^\lambda(\pm 1) = \delta_{\pm 1} \) (as \( W_n^\lambda(\pm 1) = (\pm 1)^n \)). If \( \lambda = \nu \), then \( M_\nu^\lambda(x) = \delta_x \) (as there is no projection to be done); so we may restrict to \( \nu < \lambda \) as before. Now [7, Lemma 1] gives the Abel-limit operation explicitly: for \( x, y \in (-1, 1) \), we may take \( r = 1 \) here to get

\[
m_\nu^\lambda(x; y) := \sum_{n=0}^{\infty} \omega_n^\nu W_n^\lambda(x)W_n^\nu(y) \geq 0,
\]

a non-negative function in \( L_1(G_\nu) \), finite-valued unless \( x = y \) and \( \nu < \lambda \leq \nu + 1 \). It is in fact the Radon-Nikodym derivative \( dM_\nu^\lambda(x; dy)/dG_\nu(dy) \):

\[
M_\nu^\lambda(x; dy) = G_\nu(dy) \cdot m_\nu^\lambda(x; y) = G_\nu(dx) \cdot \sum_{n=0}^{\infty} \omega_n^\nu W_n^\lambda(x)W_n^\nu(y). \tag{2.5}
\]

Following [7], for \( \lambda > \nu \) write \( H_\nu^\lambda \) for the probability measure of Beta type on \([0, 1]\) given by the Sonine law

\[
H_\nu^\lambda(dx) := \frac{2\Gamma(\lambda + \frac{1}{2})}{\Gamma(\nu + \frac{1}{2})\Gamma(\lambda - \nu)} \cdot x^{2\nu}(1 - x^2)^{\lambda-\nu-\frac{1}{2}}dx. \tag{2.6}
\]

This occurs in Sonine’s first finite integral for the Bessel function [22, p. 373]: for

\[
\Lambda_{\nu}(t) := \Gamma(\nu + 1)J_\nu(t)(t/2)^{-\mu}, \tag{2.7}
\]
\[
\Lambda_{\lambda-\frac{1}{2}}(t) = \int_{0}^{1} \Lambda_{\nu-\frac{1}{2}}(ut)H_\nu^\lambda(du) \tag{2.8}
\]

(the drop by a half-integer in parameter here reflects the drop in dimension in \( S^d \subset \mathbb{R}^{d+1} \); see §4 below).
For the product of $W_n$ terms in (2.4), we need Gegenbauer’s multiplication theorem for the ultraspherical polynomials [22, p. 369],

$$W_n^\nu(x)W_n^\nu(y) = \int_{-1}^{1} W_n^\nu(xy + \sigma \sqrt{1 - x^2 \sqrt{1 - y^2}}) G_{\nu - \frac{1}{2}}(d\sigma). \quad (2.9)$$

To cope with the drop in index (dimension) in (2.4), we need the Feldheim-Vilenkin integral [7, (2.11)], [1, p.315], [3],

$$W_n^\lambda(x) = \left[ \frac{2\Gamma(\lambda + \frac{1}{2})}{\Gamma(\nu + \frac{1}{2})\Gamma(\lambda - \nu)} \right] \int_{0}^{1} u^{2\nu}(1 - u^2)^{\lambda - \nu - 1} \cdot [x^2 - x^2 u^2 + u^2]^{\frac{\lambda}{2}} \cdot \int \left( \frac{x}{\sqrt{x^2 - x^2 u^2 + u^2}} \right) du. \quad (2.10)$$

3. The result

We can now formulate our result.

**Theorem 3.1.** For $r \in (-1, 1)$, the sum of the Askey-Fitch series (2.4) above is given by the integral (3.1) below:

$$\int_{0}^{1} H_\nu^r (du) \int_{-1}^{1} G_{\nu - \frac{1}{2}}(dv) \frac{[1 - r^2(x^2 - x^2 u^2 + u^2)]}{I_{\nu + 1}}, \quad (3.1)$$

where $I$ is given by

$$I := 1 - 2r \cdot \frac{xy + uv \sqrt{1 - x^2 \sqrt{1 - y^2}}}{\sqrt{x^2 - x^2 u^2 + u^2}} + \frac{(xy + uv \sqrt{1 - x^2 \sqrt{1 - y^2}})^2}{(x^2 - x^2 u^2 + u^2)}. \quad (3.2)$$

Moreover, this holds also for $r = 1$ unless $\nu < \lambda \leq \nu + 1$.

**Proof.** We sum the series by reducing it to the generating function (2.1). There are two steps: reduction of $\lambda$ to $\nu$ by the Feldheim-Vilenkin integral (2.10) and reduction of two $W_n$ terms to one by Gegenbauer’s multiplication theorem (2.9).

We follow [7]. As there, we may substitute for $W_n^\lambda(x)$ from (2.10) into the series (2.4) and integrate termwise, rewriting (2.4) as

$$\int_{0}^{1} H_\nu^r (du) \sum_{n=0}^{\infty} \omega_n^\nu(r[x^2 - x^2 u^2 + u^2]^\frac{1}{2}) \cdot W_n^\nu(y) W_n^\nu\left(\frac{x}{\sqrt{x^2 - x^2 u^2 + u^2}}\right). \quad (3.3)$$

We use Gegenbauer’s multiplication theorem (2.9) with

$$r \mapsto r\sqrt{x^2 - x^2 u^2 + u^2},$$

and replace the product of $W_n^\nu$ factors in the above, at the cost of another integration over $G_{\nu - \frac{1}{2}}(dv)$, by a single $W_n^\nu$ term, with argument

$$\frac{xy}{\sqrt{x^2 - x^2 u^2 + u^2}} + v\sqrt{1 - y^2} \cdot \sqrt{1 - \frac{x^2}{x^2 - x^2 u^2 + u^2}} = \frac{xy + uv \sqrt{1 - x^2 \sqrt{1 - y^2}}}{\sqrt{x^2 - x^2 u^2 + u^2}}. \quad (3.4)$$

The integrand is now of the form $\sum_{n=0}^{\infty} \omega_n^\nu r^n W_n^\nu(\cdot)$, and the result now follows from the generating function (2.1).
Figure 1. Numerical evaluation of series (3.1) for $\lambda = 3.0, \nu = 0.5$.

This result completes and complements the work in [3] and [7] by displaying the dependence on the higher index $\lambda$ in a structurally revealing way: for simplicity, let $r = 1$ so that

$$ I = \left( 1 - xy + uv \frac{\sqrt{1 - x^2} \sqrt{1 - y^2}}{\sqrt{1 - x^2 u^2 + u^2}} \right)^2, $$

and (3.1) is given by

$$ \int_{0}^{1} H_{\lambda}^{\nu}(du) \int_{-1}^{1} G_{\nu+\frac{1}{2}}(dv) \frac{1 - (x^2 - x^2 u^2 + u^2)}{I^{\nu+1}}. $$

Using the definition of $H_{\lambda}^{\nu}$ and the probability measure $G_{\nu+\frac{1}{2}}$ and simplifying, (3.1) becomes

$$ \frac{2}{\sqrt{\pi}} \int_{0}^{1} \frac{\Gamma(\lambda + \frac{1}{2})}{\Gamma(\lambda - \nu)} u^{2\nu}(1 - u^2)^{\lambda - \nu - \frac{1}{2}} \int_{-1}^{1} (1 - v^2)^{\nu - \frac{1}{2}} \left[ \frac{1 - (x^2 - x^2 u^2 + u^2)}{I^{2(\nu+1)}} \right] dvdu. $$

Note that the higher index $\lambda$ occurs only in the outer integral. Moreover, the interactions between the indexes in the outer integral occurs only in the Gamma function $\Gamma(\lambda - \nu)$ and the power $\lambda - \nu - 1/2$ of $(1 - u^2)$.

4. Dimension walks

Write $P_\nu$ for the class of functions $f$ on $[-1, 1]$ which are mixtures of $W_\nu^\nu$, i.e., of the form

$$ f(x) = \sum_{n=0}^{\infty} a_n W_n^\nu(x), \quad \sum_{n=0}^{\infty} a_n = 1, a_n \geq 0 \quad (4.1) $$

for some probability law $a = \{a_n\}_0^\infty$ (the ultraspherical series converges uniformly as $|W_n^\nu(x)| \leq 1$). The classes $P_\nu$ are decreasing in $\nu \in [0, \infty]$, and are continuous in $\nu$, in that

$$ \bigcap_{\mu} \{P_\mu : 0 \leq \mu < \nu \} = P_\nu, \quad \bigcup_{\mu} \{P_\mu : \nu < \mu \leq \infty \} = P_\nu $$
While the parameters \(\lambda, \nu > 0\) are continuous here, the half-integer values are particularly important. With \(S^d\) the \(d\)-sphere – the unit sphere in Euclidean \((d + 1)\)-space \(\mathbb{R}^{d+1}\), a \(d\)-dimensional Riemannian manifold – the relevant index for the ultraspherical polynomial is \(\nu\), where

\[
\nu = \frac{1}{2}(d - 1).
\]

With \(\nu < \lambda\) as above, the higher dimension corresponding to \(\lambda\) will be written \(d'\) (so \(\lambda = \frac{1}{2}(d' - 1)\)). Then, as in [8], [7], the passage from \(\lambda\) to \(\nu < \lambda\) corresponds to projection from the \(d'\)-sphere to the \(d\)-sphere. The limiting case \(\nu = \infty\) gives \(W_n^\infty(x) = x^n\), and \(\mathcal{P}_\infty\) is the class of probability generating functions, or the class of positive definite functions on the unit sphere in Hilbert space ([9, Lemma 2], [20]).

Covariance functions on spheres are very valuable in applications to Planet Earth (see §5). Operations which preserve positive-definiteness are useful in the construction of new families of such covariance functions. Two such operations, coined ‘walks on dimensions’, one changing the dimension by 1, and the other by 2, were proposed for positive-definite functions on spheres by Beatson and zu Castell [5], [6]. The one-step walks in [5] are based on the Riemann-Liouville operators, but lack the highly desirable semi-group property, in which passage from \(\lambda\) to \(\nu\) and then \(\nu\) to \(\mu\) is the same as passage from \(\lambda\) to \(\mu\) directly.

**Theorem 4.1.** For \(f \in \mathcal{P}_\nu\) as in (4.1),

\[
f(x) = \sum_{n=0}^{\infty} a_n W_n^\lambda(x) \in \mathcal{P}_\lambda.
\]  

**Proof.**

\[
\int_{-1}^{1} f(y) M^\mu_{\nu}(x; dy) = \int_{-1}^{1} \sum_{n=0}^{\infty} a_n W_n^\nu(y) M^\lambda_{\nu}(x; dy) \quad (4.3)
\]

\[
= \sum_{n=0}^{\infty} a_n \int_{-1}^{1} W_n^\nu(y) M^\lambda_{\mu}(x; dy) \quad (4.4)
\]

\[
= \sum_{n=0}^{\infty} a_n W_n^\lambda(x) \in \mathcal{P}(S^d), \quad (4.5)
\]

interchange of the sum and integral in 4.4 being justified by the uniform convergence of the Schoenberg expansion. \(\square\)

**Corollary 4.2.** The operation of passing from \(f(x) \in \mathcal{P}_\nu\) to \(\int_{-1}^{1} f(y) M^\mu_{\nu}(x, dy) \in \mathcal{P}_\lambda\) in the theorem has the semigroup property.

**Proof.** The mixture coefficients \(a_n\) are unchanged by this operation, and so remain unchanged under further operations of the same type. \(\square\)

5. **Complements**

5.1. **Hypergroups and symmetric spaces.**

Hypergroups are ‘locally compact spaces with a group-like structure on which the bounded measures convolve in a similar way to that on a locally compact group’, to quote from the
standard work on this important subject, [14, p.1]. The probabilistic setting of random walks on spheres [8, p.196-197] that inspired both [7] and this paper, its sequel, is in hypergroup language that of the Bingham (or Bingham-Gegenbauer) hypergroup. This in turn was inspired by Kingman’s work on random walks with spherical symmetry [18], which gives the Kingman (or Kingman-Bessel) hypergroup. The theory for spheres and for spherical symmetry give the prototypical examples of symmetric spaces of rank one of compact type (constant positive curvature) and of Euclidean type (zero curvature); these are complemented by the case of constant negative curvature, the hyperbolic or Zeuner hypergroups [24]. For background on symmetric spaces we refer to Helgason [17], for spaces of constant curvature to Wolf [23], and for compact symmetric spaces to Askey and Bingham [2].

We note that the Kingman situation (Euclidean space with spherical symmetry) may be recovered from the spherical one here by letting the radius of the sphere tend to infinity. The Bessel functions in the Kingman theory arise from radialisation of the Fourier transform in Euclidean space under spherical symmetry [16, II.7].

5.2. Gaussian processes, path properties, Tauberian theorems.

The positive definite functions in the classes $\mathcal{P}_\nu$ of §4 serve as covariances of Gaussian processes parametrised by spheres. Their distributions are determined by the sequence $a = \{a_n\}$ (the angular power spectrum) of the Schoenberg expansion coefficients above. In particular, the rate of decay of the $a_n$ governs the path properties: the faster the decay, the smoother the paths. For details, see [13]. Crucial here is Malyarenko’s theorem [19, Ch. 4]. This rests on a Tauberian theorem of the first author [10], which in turn derives from work of Askey and Wainger [4]. Here it is necessary to move from the one-parameter family of ultraspherical polynomials $W_n^{\nu}$ to the two-parameter family of Jacobi polynomials $J_n^{\alpha,\beta}$ containing it ([1, Ch. 6], [21, Ch. IV]).

5.3. Sphere cross line.

The motivation for much of the interest in positive definite functions on spheres derives from its applications in geostatistics. Here one has both spatial dependence and temporal evolution, and so one is dealing with geotemporal processes. For background here, see e.g. [11], [12].

Postscript

To close, the first author takes pleasure in noting the half-century between Part I [7] (which derives from his own PhD of 1969) and the present Part II (which derives from the second author’s PhD of 2020). We both take pleasure in dedicating the paper to the memory of Dick Askey, whose influence pervades it. Dick was a famous expert on special functions, but was interested in their applications, including those to probability. When [2] was written, he used to dine out by saying, with tongue in cheek, “I’ve just written a paper with Bingham on Gaussian processes – whatever they are.”
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