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Abstract—Wireless powered backscatter communications (WPBC) is capable of implementing ultra-low-power communication, thus promising in the Internet of Things (IoT) networks. In practice, however, it is challenging to apply WPBC in large-scale IoT networks because of its short communication range. To address this challenge, this paper exploits an unmanned ground vehicle (UGV) to assist WPBC in large-scale IoT networks. In particular, we investigate the joint design of network planning and dynamic resource allocation of the access point (AP), tag reader, and UGV to minimize the total energy consumption. Also, the AP can operate in either half-duplex (HD) or full-duplex (FD) multiplexing mode. Under HD mode, the optimal cell radius is derived and the optimal power allocation and transmit/receive beamforming are obtained in closed form. Under FD mode, the optimal resource allocation, as well as two suboptimal ones with low computational complexity, is developed. Simulation results disclose that dynamic power allocation at the tag reader rather than at the AP dominates the network energy efficiency while the AP operating in FD mode outperforms that in HD mode concerning energy efficiency.

Index Terms—Internet of Things, large-scale networks, network planning, unmanned ground vehicle, wireless powered backscatter communications.

I. INTRODUCTION

WIRELESS powered backscatter communications (WPBC) have been widely adopted in ultra-low-power communication, such as radio-frequency identification (RFID) tags and Internet of Things (IoT) [1]. In general, a WPBC system consists of three components: a carrier emitter, a tag reader, and multiple backscatter tags. At first, the carrier emitter generates radio frequency (RF) signals to activate backscatter tags. Then, each tag harvests the energy of incident RF signals for its internal circuit operations and modulates its information bits by simply reflecting the received carrier signals with different antenna impedances. Finally, the tag reader receives the backscattered signals and decodes them. Thanks to the low power consumption of tags, WPBC enables operation in a battery-free manner. Moreover, instead of generating RF signals by a tag itself, a backscatter tag does not require conventional RF components like local oscillators, mixers, and converters, thereby significantly facilitating the implementation in IoT.

A. Related Works and Motivation

Despite the idea of backscatter communications was conceived by Stockman as early as in 1948 [2], it is not put into practice until recent years. In 2012, a practical backscatter receiver equipped with a non-linear near-optimal detector was designed in [3], and subsequently the same authors proposed to deploy multiple carrier emitters to increase the coverage of wireless sensor networks [4]. Furthermore, a backscatter network was designed in [5] to enable both one-way wireless power transfer (WPT) and two-way wireless information transfer. These works are devoted to WPBC applications in either point-to-point scenario or small-scale networks.

The communication range of WPBC is very limited due to the small amount of energy harvested by a backscatter tag [6]. To extend the coverage of WPBC, dedicated power beacons can be employed. By using a stochastic geometry approach, the works [7] and [8] studied the coverage and capacity of large-scale WPBC networks. In [9], an intelligent backscatter sensor system was developed, where machine learning techniques were leveraged to enhance signal processing of backscatter sensors. In [10], a hybrid device-to-device (D2D) system integrating ambient backscattering with wirelessly powered communications was introduced, where two mode selection protocols were devised so as to adapt to diverse propagation environments. However, although power beacons benefit shortening the distance of WPT, they increase substantially the infrastructure investment of network operators [11].

Thanks to its low cost and mobility, unmanned ground vehicle (UGV) is an attractive medium to replace power beacons in WPBC for large-scale IoT networks. In [12], a UGV was used to act as a mobile relay in wireless powered two-way communication system with two terminals. It is demonstrated that, with an appropriate trajectory design, a UGV can enlarge the achievable data rate region of the system. In [13], the optimal trajectory planning and power allocation at a UGV in a backscatter system with multiple terminals was investigated, to achieve an energy balance between UGV motion and data transmission. To the best of our knowledge, the trajectory planning of UGV and corresponding resource
allocation for large-scale networks with massive terminals is still an open problem. To resolve this problem, in this paper, we design a UGV-assisted backscatter system for large-scale IoT networks, where after careful network planning, a spiral trajectory for the UGV is specified, as well as several efficient resource-allocation methods.

B. Main Contributions

This paper develops a novel network architecture where a UGV is employed to enable a large-scale backscatter network. Specifically, an AP serving as both data transmission/reception and energy carrier emitter is deployed at the center of the network while a backscatter reader is mounted on a UGV that can move along a predesigned trajectory. With the motion of UGV, the reader can visit all tags in sequence, then collect the backscattered data, and finally send them back to the AP for further processing. To fully exploit massive antennas at the AP, both half-duplex (HD) and full-duplex (FD) operation modes are studied and compared. In summary, the main contributions of this paper are as follows:

- A UGV-assisted WBPC architecture suitable for large-scale IoT networks is devised. In the network, the AP transmits RF signals to activate tags. Then, the UGV moves along a predesigned trajectory and the reader mounted on the UGV collects the backscattered data. Finally, the reader relays data to the AP for further processing.
- To optimize the trajectory of UGV, the network coverage is tessellated into hexagonal cells and the optimal radius of cells is derived analytically under both FD and HD modes. Also, the optimal network planning under FD mode is proved identical to that under HD mode;
- Under HD mode, the optimal resource allocation of the network is performed, including Tx/Rx beamforming at the AP and dynamic power allocation at the tag reader;
- Under FD mode, a successive convex approximation (SCA) based algorithm is designed to obtain the optimal power allocation at the tag reader and Tx/Rx beamforming at the AP. Moreover, two suboptimal schemes with low complexity or in closed form are developed.
- Simulation results show that dynamic power allocation at the tag reader is much more energy-efficient than Tx beamforming at the AP. Also, the AP operating in FD mode has higher energy efficiency than that in HD mode.

The proposed system together with the developed algorithms can be applied, e.g., in vehicle manufacturing, where massive tags are deployed to monitor the status of various industrial equipments and UGVs are already on-site.

To detail the contributions described above, the remainder of this paper is organized as follows. Section III develops the network architecture, including network modeling and signal modeling. Section IV formulates the problem of the joint design of network planning and resource allocation, given that the AP operates in HD mode. Then, Section V investigates the case that the AP operates in FD mode, where self-interference is accounted for. Section VI presents and discusses simulation results and, finally, Section VII concludes the paper.

II. THE PROPOSED NETWORK ARCHITECTURE

This section starts with network modeling, followed by the corresponding signal modeling.

A. Network Modeling

We consider a large number of backscatter tags uniformly distributed in coverage area $S$ with density $\lambda$ tags/m$^2$. An AP serving as a central processing unit or an edge computing node is located at the center of the coverage area. Each tag has no built-in battery and can only communicate with a nearby tag reader by backscattering the signals transmitted by the AP. To serve such a large-scale network, a tag reader is mounted on a UGV and shares its battery with the UGV, and the UGV moves along a carefully designed trajectory and visits all tags in succession. During each sojourn time of the UGV, the reader communicates with its nearby tags and then relays the collected data to the AP. In other words, the tag reader serves as a mobile decode-and-forward relay.

As shown in Fig. 1 by using a similar idea to cellular communications, we tessellate the network coverage area into hexagonal cells. Suppose that the AP is located in the central cell with ID $m = 0$, then, around the central cell, there are $M$ regular hexagonal cells and they are indexed in a spiral form with cell ID $m \in M \triangleq \{1, 2, \ldots, M\}$, as shown by the red curve with arrows in Fig. 1. For ease of notation, $m$ is also used to denote the center of the $m$th cell as well. Moreover, all the $M$ cells are grouped into $K$ layers, indexed with $k \in K \triangleq \{1, 2, \ldots, K\}$ from the inner to outer layer. For instance, the six grey cells around the central cell form the first layer (i.e., $k = 1$) while the twelve yellow cells adjacent to the first layer constitute the second layer (i.e., $k = 2$). Clearly, for the $k$th layer, there are $6k$ cells in total.

Due to the relatively short distance between those tags in the central cell and the AP, they are allowed to communicate directly with the AP, or, for security purposes, the central cell can be seen as an exclusion zone without any tag [6]. As a result, the UGV starts to move from the cell with ID $m = 1$, and then to the cell with ID $m = 2$, until the last cell with ID $m = M$ in sequence (cf. Fig. 1). At each cell, the UGV sojourns for a while and the reader communicates with the tags in the cell and, then, relays the collected data to the AP.

Notation: Vectors and matrices are denoted by lower- and upper-case letters in boldface, respectively. Calligraphic letters indicate sets or optimization problems, depending on the context. The operators $|x|$ and $\|x\|$ represent the floor and ceiling functions of a real number $x$, respectively, while $\Re\{x\}$ returns the real part of a complex number $x$. The operators $|x|$, $|x|^2$ and $E[x]$ take the absolute value, Euclidean norm and expectation of $x$, respectively. The superscripts $(-1)^\top$ and $(\cdot)^\top$ mean the inverse and Hermitian transpose of a matrix, respectively. The symbols $\mathbb{R}^{M \times L}$ and $\mathbb{C}^{M \times L}$ indicate the real and complex spaces with dimension $M \times L$, respectively. The abbreviation $x \sim \mathcal{CN}(\delta, \sigma^2)$ implies that $x$ follows a circularly symmetric complex Gaussian distribution with mean $\delta$ and variance $\sigma^2$. Finally, $I$ and $\mathbb{Z}^+$ indicate an identity matrix with proper size and the set of positive integers, respectively.
It is assumed that the reader and tags are all equipped with a single antenna while the AP has $L > 1$ antennas. The propagation channels between the reader and the AP are assumed subject to Rayleigh fading and the large-scale path-loss has a path-loss exponent $\alpha > 2$. In this section, we study the case that the AP operates in half-duplex mode, namely, all $L$ antennas at the AP are used for either data transmission or reception in time-division multiplexing. For comparison purposes, the full-duplex mode will be investigated in Section IV.

Figure 2 illustrates the frame structure and workflow of the network shown in Fig. 1 where the strategy of time-division multiple access (TDMA) is adopted among the tags. Specifically, as shown in Fig. 2(a), a time block of length $T$ is divided into $M$ slots and the $m$th slot corresponds to the sojourn duration of the UGV in the $m$th cell, for all $m \in M$. Each slot is further divided into $I$ sub-slots and the $i$th sub-slot is devoted to the communication between the AP and the $i$th tag in the cell, where $i \in I \triangleq \{1, 2, \cdots, I\}$. In particular, during the $i$th sub-slot when the UGV sojourns in the $m$th cell, that is, in the $(m, i)$th sub-slot, the communications between the AP, the $i$th tag, and the reader consists of three phases:

- **Downlink Phase**: The AP serving as carrier emitter broadcasts signal and the $i$th tag harvests energy from its received signal;
- **Backscattering Phase**: The $i$th tag modulates its data on the same RF carrier as the AP and backscatters them to the reader;
- **Uplink Phase**: The reader decodes the backscattered signal and relays the decoded data to the AP for further processing.

For a given network and UGV trajectory described above, it is clear that the energy consumed by the motion of UGV depends on the number of cells or, equivalently, the radius of hexagonal cells. For an energy-constrained IoT network, the radius of hexagonal cells becomes the dominant factor of the network performance. Before embarking on the technical details of determining cell radius, insofar we assume that the cell radius is a prior, say, $r$, then the area of each hexagonal cell can be given by $S_c = 3\sqrt{3}r^2/2$. Accordingly, the relationship between the coverage area $S$, the number of cells $M$, the number of cell layers $K$, and the radius $r$ can be explicitly established as

$$M = \left[ \frac{S}{S_c} \right] - 1 = \left[ \frac{2S}{3\sqrt{3}r^2} \right] - 1 = \sum_{k=1}^{K} 6k = 3K^2 + 3K. \quad (1)$$

Assuming that the tags are uniformly distributed in the coverage area with density $\lambda$ tags/m$^2$, the average number of tags in each cell is

$$I = \lambda S_c = \frac{3\sqrt{3}}{2} \lambda r^2. \quad (2)$$

By accounting for the motion time and the sojourn time of the UGV spent on all $M$ cells, the total number of sub-slots that the UGV completes visiting all tags in the network, i.e., the length of time block $T$, is explicitly computed as

$$T = \frac{\sqrt{3}rM}{\nu} + MI = (3K^2 + 3K) \left( \frac{\sqrt{3}r}{\nu} + \frac{3\sqrt{3}}{2} \lambda r^2 \right), \quad (3)$$

where $\nu$ denotes the motion speed of the UGV, in the unit of meter per sub-slot.

Now, we compute the energy consumption of the network. On the one hand, in light of (1)-(3), the energy consumed by the UGV can be expressed as

$$E_{UGV} = (\mu_1 + \mu_2\nu)\frac{\sqrt{3}rM}{\nu} + I \sum_{m=1}^{M} p_m + TP_L, \quad (4)$$

where $\mu_1$ and $\mu_2$ are parameters used in the mobility model of a UGV, e.g., $(\mu_1, \mu_2) = (0.29, 7.4)$ for a Pioneer 3DX robot.
\( p_m \) denotes the Tx power of tag reader for relaying data back to the AP when it sojourns at the \( m \)^th cell, and \( P_{in} \) refers to the power consumed by internal circuits of both the UGV and tag reader. Clearly, the first term on the right-hand side (RHS) of (4) denotes the motion energy of UGV; the second term indicates the Tx energy of tag reader, and the last term accounts for the energy consumed by internal circuits of both the UGV and tag reader. On the other hand, let \( w_{m,i} \in \mathbb{C}^{L \times 1} \) denote the beamforming vector of AP intended for the \( i \)^th tag in the \( m \)^th cell, then, the total energy consumed by the AP can be expressed as

\[
E_{AP} = \sum_{m=1}^{M} \sum_{i=1}^{I} \| w_{m,i} \|^2_2 + TP_{AP},
\]

(5)

where the first term on the RHS of (5) indicates the Tx energy of AP, and \( P_{AP} \) in the second term stands for the power consumed by internal circuits of AP.

As illustrated in Fig. 2(b), the horizontal distance between the AP and the center of the \( m \)^th cell can be easily calculated as \( \sqrt{3} \sqrt{k_m} \), where \( k_m = \left[ \sqrt{12m + 6/6 - 1/2} \right] \) is the layer number in which the \( m \)^th cell is located. Given the height \( d_v \) of the AP, the Tx-Rx distance between the AP and UGV is given by

\[
d_m = \sqrt{3r^2 k_m + d_v^2}.
\]

(6)

Furthermore, thanks to the relatively small radius of the cells, the distance \( d_{m,i} \) between the AP and the \( i \)^th tag in the \( m \)^th cell, is approximated by the distance between the AP and the center of the cell, that is, \( d_{m,i} \approx d_m \), \( \forall i \in I \). To make the approximation as accurate as possible, a tolerable path-loss difference \( \Theta \) in dB is specified as

\[
|10\alpha \log d_m - 10\alpha \log d_{m,i}| \leq \Theta.
\]

(7)

It is noteworthy that the tolerance \( \Theta \) plays a pivotal role in the following network planning since the values of \( d_{m,i} \) and \( d_m \) depend on the cell radius \( r \).

B. Signal Modeling

As described above, in each sub-slot the communications between the AP, the \( i \)^th tag, and the reader consists of three transmission phases, namely, the downlink phase, the backscattering phase, and the uplink phase. Now, we elaborate the corresponding signal model at each phase.

1) Downlink Phase: Let \( s_{m,i} \) with normalized energy (i.e., \( \mathbb{E}[|s_{m,i}|^2] = 1 \) be the symbol transmitted by the AP to the \( (m, i)^{th} \) tag. Then, the received signal at the tag can be written as

\[
x_{m,i} = d_m \tilde{f}_m^H w_{m,i} s_{m,i} + a_{m,i},
\]

(8)

where \( f_{m,i} \in \mathbb{C}^{L \times 1} \) denotes the complex channel vector between the AP and tag \( (m, i) \), and \( a_{m,i} \sim \mathcal{CN}(0, \sigma_a^2) \) indicates the circular symmetric additive white Gaussian noise (AWGN) at tag \( (m, i) \).

2) Backscattering Phase: When the UGV sojourns at cell \( m \), the reader mounted on the UGV receives the backscattered signals from tag \( (m, i) \) as well as the interfering signals from the AP. Let \( c_{m,i} \) with \( \mathbb{E}[|c_{m,i}|^2] = 1 \) denote the Tx symbol of tag \( (m, i) \), then, under ideal synchronization, the received signal at the reader can be expressed as

\[
\hat{y}_{m,i} = g_{m,i}\sqrt{\eta} x_{m,i} c_{m,i} + h_m^H w_{m,i} d_m^{-1} s_{m,i} + \zeta_m
\]

(9)

where \( \eta \in [0, 1] \) denotes the power reflection coefficient of the tag; \( g_{m,i} \) is the complex channel coefficient between the tag and tag reader; \( h_m \in \mathbb{C}^{L \times 1} \) denotes the complex channel vector between the AP and tag reader, and \( \zeta_m \sim \mathcal{CN}(0, \sigma_m^2) \) is an AWGN at the reader. Notice that, the approximation in (10) is introduced by neglecting the backscattered noise \( g_{m,i}\sqrt{\eta} a_{m,i} c_{m,i} \), which is plausible due to its relatively lower power compared to the local noise \( \zeta_m \) [16]. Moreover, due to the relatively short distance between the reader and tags compared with that between the reader and AP, the path-loss between the reader and tags is not accounted for.

Since the backscattered signals suffer from both downlink attenuation and backscatter attenuation, at the tag reader the strength of interfering signals from the AP is generally much stronger than that of the backscattered signals. Specifically, in light of (10), the stronger signal, i.e., \( d_m^{-2} h_m^H w_{m,i} s_{m,i} \), can be decoded firstly and then subtracted from the Rx signal \( \hat{y}_{m,i} \) [17], [18]. Thus, the resultant signal can be written as

\[
y_{m,i} \approx g_{m,i}\sqrt{\eta} d_m^{-2} f_m^H w_{m,i} s_{m,i} c_{m,i} + \zeta_m.
\]

(11)

Accordingly, the Rx signal-to-noise-ratio (SNR) at the reader is given by

\[
\gamma_{m,i} = \frac{\eta}{\sigma_m^2 a_m^2} \left| g_{m,i} \right|^2 \left| f_m^H w_{m,i} \right|^2.
\]

(12)

3) Uplink Phase: Let the Tx signal of the reader be \( u_{m,i} \) with \( \mathbb{E}[|u_{m,i}|^2] = 1 \), which contains the decoded information from tag \( (m, i) \) in the previous phase. Then, the received signal at the AP from tag \( (m, i) \) is

\[
z_{m,i} = u_m^H h_m d_m^{-1} \sqrt{p_m} u_{m,i} + \xi,
\]

(13)

where \( p_m \) and \( u_m \in \mathbb{C}^{L \times 1} \) denote the Tx power of the tag reader and the Rx beamforming vector of the AP, respectively; \( \xi \sim \mathcal{CN}(0, \sigma_r^2) \) is an AWGN at the AP. As a result, the received SNR at the AP can be computed as

\[
\Gamma_m = \frac{p_m}{\sigma_r^2 d_m^{-2}} |u_m^H h_m|^2.
\]

(14)

In light of (12) and (14), the achievable data rate between the AP and tag \( (m, i) \) can be explicitly given by

\[
P_{m,i} = \min \left\{ \frac{1}{2} \log \left( 1 + \frac{\eta}{\sigma_m^2 a_m^2} \left| g_{m,i} \right|^2 \left| f_m^H w_{m,i} \right|^2 \right), \frac{1}{2} \log \left( 1 + \frac{p_m}{\sigma_r^2 d_m^{-2}} |u_m^H h_m|^2 \right) \right\},
\]

(15)

where the factor 1/2 before the logarithm operator is due to the dual-hop transmission, namely, from the tag to the tag reader and then to the AP.

Remark 1 (On the CSI acquisition, control signaling, and synchronization). In the network under study, while the tags are battery-free and cannot generate active radio signals, the channel state information (CSI) can be acquired at the
tag reader through semi-blind channel estimation [19] or blind channel estimation [20]. As for the control signaling, following the similar procedure developed in [21], the reader allocates an identification (ID) number to each tag, and then, if necessary, wakes up the desired one by its unique ID and communicates with it by using the RF signals from the AP. As passive tags are usually equipped with low-power oscillators, in practice, the EPC Gen2 protocol [22] uses slotted Aloha to synchronize the AP and all tags in a cell. Namely, each tag adjusts its clock offset upon reception from the AP and introduces a guard time to ensure that it communicates with the reader at the allocated sub-slot [23]. In practice, even imperfect synchronization has little effect on the network performance [24]. For more details on these engineering issues, the interested reader is referred to, e.g., [24], [25] and references therein.

III. JOINT NETWORK PLANNING AND RESOURCE ALLOCATION

In this section, we investigate the network planning and optimal resource allocation at the AP and tag reader, including Tx/Rx beamforming at the AP and Tx power allocation of the tag reader. As the data transmission of tag reader consumes much less energy than the motion of UGV, the objective of our design is to minimize the total energy consumption of the AP and UGV while satisfying the quality-of-service (QoS) requirement of tags and the AP. Accordingly, let $w = \{w_{m,i}|(m,i) \in M \times I\}$, $v = \{v_m|m \in M\}$, and $p = \{p_m|m \in M\}$, the optimization problem of joint network planning and resource allocation can be formulated as follows:

$$\mathcal{P}1 : \min_{w,v,p,r} E_{UGV} + E_{AP} \quad \text{(16a)}$$

s.t. $R_{m,i}^{HD} \geq R_{\text{min}}, \forall (m,i) \in M \times I$, $E_{UGV} \leq E_{\text{max}}$, $T \leq T_{\text{max}}$, $|10^{\alpha} \log d_m - 10^{\alpha} \log d_{m,i}| \leq \Theta$, $0 \leq p_m \leq p_{\text{max}}, \forall m \in M$, $\|w_{m,i}\|^2 \leq P_{\text{max}}, \forall (m,i) \in M \times I$, $\|v_m\|^2 = 1, \forall m \in M$, $r$.

where $E_{UGV}$ and $E_{AP}$ in (16a) are earlier defined in (4) and (5), respectively; $R_{\text{min}} > 0$ in (16b), $E_{\text{max}} \geq 0$ in (16c), and $T_{\text{max}} > 0$ in (16d) indicate the minimum required data rate for tag $(m,i)$, the maximum amount of energy stored in the UGV, and the maximum allowable system operating time, respectively; $p_{\text{max}}$ in (16f) and $P_{\text{max}}$ in (16g) represent the maximum Tx power of the reader and of the AP, respectively; finally, $r$ indicates that Rx beamforming vectors are normalized in power.

Since (16e) puts constraint on the cell radius (i.e., $r$), which further influences the number of cells (i.e., $M$), the number of constraints of $\mathcal{P}1$ depends heavily on the tolerable path-loss difference $\Theta$. As a result, $\mathcal{P}1$ is hard to solve, if not impossible. To tackle this difficulty, we first express $r$ in terms of $K$ using (1):

$$r = \left(\frac{2S}{3\sqrt{3}(3K^2 + 3K + 1)}\right)^{\frac{1}{2}}, \quad (17)$$

then, inserting (17) into (3) yields

$$T = \frac{3K^2 + 3K}{\nu} \left(\frac{2S}{\sqrt{3}(3K^2 + 3K + 1)}\right) + \lambda S, \quad (18)$$

$$t(K)$$

where $t(K)$ denotes the motion time of UGV, which is a function of the number of cell layers (i.e., $K$); and where $\lambda S$ stands for the sojourn time of UGV, which depends on the number of tags in the network (by recalling the fact that time-division multiplexing is applied to tags) but is independent of $K$; and the approximation $(3K^2 + 3K)/(3K^2 + 3K + 1) \approx 1$ is introduced to reach (18), which holds if $K \geq 2$. Consequently, substituting (18) into (3) and as well as performing some algebraic manipulations, Problem $\mathcal{P}1$ can be equivalently rewritten as

$$\mathcal{P}1.1 : \min_{w,v,p,K} \sum_{m=1}^{M} \sum_{i=1}^{I} \|w_{m,i}\|^2 + (t(K) + \lambda S) (P_{AP} + P_{in})$$

$$+ (\mu_1 + \mu_2 \nu) t(K) + I \sum_{m=1}^{M} p_m \quad \text{(19a)}$$

s.t. $(\mu_1 + \mu_2 \nu) t(K) + I \sum_{m=1}^{M} p_m + (t(K) + \lambda S) P_{in}$

$$\leq E_{\text{max}}, \quad (19b)$$

$$t(K) + \lambda S \leq T_{\text{max}}, \quad (19c)$$

$$K \in \mathbb{Z}^+, \quad (19d)$$

$$\text{subject to (16b), (16c) - (16h)}.$$  

While Problem $\mathcal{P}1.1$ is still nontrivial as most variables are coupled together, after careful observation, we find that the number of cell layers (i.e., $K$) can be decoupled from others and determined separately, as detailed below.

A. Optimal Number of Cell Layers

As illustrated in Fig. 1 more cells introduce longer trajectory of the UGV and, thus, higher motion energy consumption. Since data transmission consumes much less energy than the motion of UGV, the energy consumed by both the UGV and tag reader is dominated by the motion of UGV, or equivalently by the number of cells. From this perspective, the number of cells should be as few as possible so as to save energy (strictly speaking, $t(K)$ is an increasing function of $K$, as proved in Appendix A). On the other hand, as shown in (16f), the cell radius is limited by the tolerable path-loss difference. As a result, the optimal radius of hexagonal cells is the maximal value that satisfies the equality of (16e) and the optimal number of cell layers can be determined, as summarized in the following theorem.
Theorem 1. The optimal number of cell layers is given by
\[
K^* = \begin{cases} 
\max \{1, [K_B], [K_I]\}, & \text{if } S \leq \frac{3\sqrt{3}}{2}d_{AP}^2; \\
K_0, & \text{otherwise},
\end{cases}
\tag{20}
\]
where \(K_B, K_I, \) and \(K_0\) are defined in \((62), (67),\) and \((70)\) of Appendix A, respectively.

Proof. See Appendix A. \(\square\)

With the resultant \(K^*\), the optimal radius of hexagonal cells (i.e., \(r^*\)), the number of cells (i.e., \(M^*\)), and the average number of tags in each cell (i.e., \(I^*\)) can be explicitly determined as
\[
r^* = \left(\frac{2S}{3\sqrt{3}(3K^* + 3K^* + 1)}\right)^{\frac{1}{2}},
\tag{21}
\]
\[
M^* = 3K^*^2 + 3K^*,
\tag{22}
\]
\[
I^* = \frac{S\lambda}{3K^*^2 + 3K^* + 1}.
\tag{23}
\]

Once the optimal number of layers (i.e., \(K^*\)) is determined according to Theorem 1, the cell radius (i.e., \(r^*\)) can be easily computed through \(21\) and, finally, the spiral trajectory of the UGV is fixed as per Fig. 1. This completes the task of optimal network planning. Next, we investigate the dynamic resource allocation.

To avoid excessive notation, in the rest of this section we remain to use \(M\) and \(I\), instead of \(M^*\) and \(I^*\) with the understanding that their optimal values are derived. After \(K^*\) is determined by \(20\), Problem \(\mathcal{P}1.1\) can be simplified as

\[
\mathcal{P}1.2 : \min_{w, v, p} \sum_{m=1}^{M} \sum_{i=1}^{I} \| w_{m,i} \|^2 + \sum_{m=1}^{M} p_m
\tag{24a}
\]
\[
\text{s.t.} \ I \sum_{m=1}^{M} p_m \leq C,
\tag{24b}
\]
where \(C \triangleq E_{\text{max}} - \left[(\mu_1 + \mu_2)\bar{t}(K) - (t(K) + \lambda S)P_m\right]\) denotes the amount of energy used for data transmission. It is clear that except \(16^b\), Problem \(\mathcal{P}1.2\) is decoupled in \(w\) and \(\{p, v\}\), both in the objective function and the constraints. To break the coupling of \(16^b\), on account of \(15\), it is straightforward that \(16^b\) is equivalent to

\[
\| f_m^H w_{m,i} \|^2 \geq A_{m,i}, \ \forall (m,i) \in \mathcal{M} \times \mathcal{I},
\tag{25}
\]
\[
p_m \| v_m^H h_m \|^2 \geq B_m, \ \forall m \in \mathcal{M},
\tag{26}
\]
where \(A_{m,i} \triangleq d_m^2 \sigma_m^2 (A_{\text{min}} - 1)/(\eta |g_m,i|^2)\) and \(B_m \triangleq d_m^2 \sigma_m^2 (A_{\text{min}} - 1)\). Therefore, \(\mathcal{P}1.2\) can be decomposed into two independent subproblems, one for \(w\) and the other for \(\{p, v\}\):

\[
\mathcal{P}1.3 : \min_{w} \sum_{m=1}^{M} \sum_{i=1}^{I} \| w_{m,i} \|^2, \ \text{s.t.} \ 16^b, 25;
\tag{27}
\]
\[
\mathcal{P}1.4 : \min_{v, p} \sum_{m=1}^{M} p_m, \ \text{s.t.} \ 16^b, 16^b, 24^b, 26.
\tag{28}
\]

In the following, \(\mathcal{P}1.3\) is first solved to obtain the Tx beamforming vector \(w\) and, then, \(\mathcal{P}1.4\) is solved to obtain both the Rx beamforming vector \(v\) and the power allocation vector \(p\).

B. Optimal Tx Beamforming of the AP

Since all tags work in a time-division multiplexing fashion, \(\mathcal{P}1.3\) can be further decomposed into \(M \times I\) subproblems, one for each \((m,i) \in \mathcal{M} \times \mathcal{I}\):

\[
\mathcal{P}1.3' : \min_{w_{m,i}} \| w_{m,i} \|^2, \tag{29a}
\]
\[
\text{s.t.} \ \| w_{m,i} \|^2 \leq P_{\text{max}}, \tag{29b}
\]
\[
| f_m^H w_{m,i} |^2 \geq A_{m,i}. \tag{29c}
\]

Thanks to the special structure of \(\mathcal{P}1.3'\), \(w_{m,i}\) can be analytically derived, as formalized below.

Theorem 2. The optimal Tx beamforming vector of the AP for the \((m,i)\)th tag is given by

\[
w_{m,i}^* = \sqrt{A_{m,i}} \frac{f_m}{\| f_m \|^2}, \text{ if } \| f_m \|^2 \geq \sqrt{\frac{A_{m,i}}{P_{\text{max}}}}. \tag{30}
\]

Otherwise, Problem \(\mathcal{P}1.3'\) is infeasible.

Proof. See Appendix B. \(\square\)

It is observed that \(30\) is essentially the well-known conjugate beamforming. Also, the condition in \(30\) implies that, if the channel quality between the AP and the \((m,i)\)th tag is too poor to satisfy the QoS requirement under the peak Tx power constraint of AP, \(\mathcal{P}1.3'\) as well as \(\mathcal{P}1\) is infeasible, and the tag is not allowed to make transmission at the moment.

C. Optimal Rx Beamforming of the AP and Optimal Tx Power of the Tag Reader

As the objective function of \(\mathcal{P}1.4\) shown in \(28\) is monotonically increasing with \(p_m \geq 0\), the term \(\| v_m^H h_m \|^2 \) in \(26\) must be maximized so as to minimize the Tx power of tag reader (i.e., \(p_m\)) while satisfying \(20\). Together with \(16^a\), the design of \(v_m\) is the maximal ratio combining (MRC) problem \(26\) while satisfying \(\| v_m \|^2 = 1\). Consequently, the optimal Rx beamforming vector of AP in slot \(m\) is given by

\[
v_m^* = \frac{h_m}{\| h_m \|^2}. \tag{31}
\]

With \(v_m\) determined by \(31\), \(\mathcal{P}1.4\) can be simplified as

\[
\mathcal{P}1.4' : \min_{p} \sum_{m=1}^{M} p_m
\tag{32a}
\]
\[
\text{s.t.} \ p_m \geq \frac{B_m}{\| v_m^H h_m \|^2}, \ \forall m \in \mathcal{M}, \tag{32b}
\]
\[
16^a, 24^b.
\]

Since smaller \(p_m\) would make \(16^a\) and \(24^b\) easier to satisfy and lead to small objective function of Problem \(\mathcal{P}1.4\), it is straightforward that the optimal \(p_m\) should satisfy the equality in \(32b\), as summarized in the following theorem:

Theorem 3. The optimal Tx power of the tag reader in cell \(m\) is given by

\[
p_m^* = \frac{B_m}{\| h_m \|^2}. \tag{33}
\]
if
\[
\frac{B_m}{\|h_m\|_2^2} \leq p_{\text{max}} \quad \text{and} \quad \sum_{m=1}^{M} \frac{IB_m}{\|h_m\|_2^2} \leq C. \tag{34}
\]

Otherwise, Problem $\mathcal{P}1.1'$ is infeasible.

The first condition in (34) implies that, if the channel quality between the tag reader and AP is too poor to satisfy the QoS requirement under the reader’s peak Tx power constraint, the reader shall suspend its communication to the AP at the moment. The second condition in (34) means that the total energy used for data transmission in the network must be no larger than the prepared energy $C$, defined immediately after (24). If one or both of the conditions cannot be satisfied, $\mathcal{P}1.1'$ as well as $\mathcal{P}1$ is infeasible.

IV. FULL-DUPEX MODE

Insofar we have assumed an AP with $L$ antennas operating in HD mode. Compared to HD mode, FD multiplexing achieves higher spectral efficiency and lower latency [27]. In particular, as illustrated in Fig. 3(a), the $L$ antennas at the AP are divided into two parts: $L_T$ antennas are used for data transmission and the remaining $L_R$ ones are for data reception, with $L_T + L_R = L$. As the Tx signal of the AP is generally much stronger than its Rx signal, the FD mode suffers from severe self-interference [28]. While some advanced signal processing techniques can be exploited to suppress self-interference, there is still residual self-interference. To account for this residual self-interference in our design, a self-interference channel between the Tx and Rx antennas is modeled as $Q_{SI} \in \mathbb{C}^{L_T \times L_R}$, which is invariant to different time slots since the antennas are relatively fixed [29], [30].

In the following, we investigate the optimal network planning and resource allocation where the AP operates in FD mode while suffering from residual self-interference. Unlike the HD mode, to deal with the residual self-interference inherent in FD mode, the Rx beamforming vectors at the AP must be carefully redesigned.

Due to the self-interference, the signal model in FD mode differs significantly from the preceding HD counterpart. More specifically, in the uplink phase the Rx signal at the AP for the $(m, i)$th tag is now reexpressed as
\[
z_{m,i} = v_{m,i}^H \left( h_{m,d}^m \hat{\Sigma}_m \sqrt{p_m} u_{m,i} + Q_{SI} w_{m,i}s_{m,i} \right) + \zeta, \tag{35}
\]
where the second term in the parentheses denotes the self-interference caused by the FD operation of the AP. Then, the instantaneous Rx signal-to-interference-plus-noise-ratio (SINR) at the AP can be computed as
\[
\Gamma_{m,i} = \frac{p_m d_{m}^{-\alpha} |v_{m,i}^H h_{m}|^2}{|v_{m,i}^H Q_{SI} w_{m,i}|^2 + \sigma^2}, \tag{36}
\]
and accordingly, the achievable data rate between the AP and the $(m, i)$th tag is modified from (15) as
\[
R_{m,i}^{FD} = \min \left\{ \log \left( 1 + \frac{\eta}{\sigma_m^2 d_m^{-\alpha} |g_{m,i}|^2 |f_{m,i}^H w_{m,i}|^2} \right), \log \left( 1 + \frac{p_m d_{m}^{-\alpha} |v_{m,i}^H h_{m}|^2}{|v_{m,i}^H Q_{SI} w_{m,i}|^2 + \sigma^2} \right) \right\}. \tag{37}
\]

Therefore, the optimization problem of joint network planning and resource allocation under FD mode is the same as that in $\mathcal{P}1$, except that $P_{m,\text{HD}}$ in (16b) and $v_m$ in (16b) are replaced with $R_{m,\text{FD}}$ and $v_{m,i}$, respectively.

As previously stated in Subsection III-A, since the data transmission of tag reader consumes much less energy than the motion of UGV, even though the channel conditions under FD mode differ from those under HD mode, the network planning can follow the same procedure as what we have done in the preceding section. In other words, under FD mode, the radius of hexagonal cells, the number of cells, and the number of tags in each cell are also determined by (21), (22), and (23), respectively. Moreover, for notational simplicity, we remain to use $M$ and $I$, instead of $M^*$ and $I^*$, to denote the number of cells and average number of tags in each cell, respectively.

Then, similar to the derivation from $\mathcal{P}1$ to $\mathcal{P}1.2$, the new problem introduced in this section can also be derived as $\mathcal{P}1.2$ with $R_{m,i}$ and $v_{m,i}$ being replaced, which is now labeled as $\mathcal{P}2$.

In light of $R_{m,i}^{FD}$ given by (37), the discontinuous constraint (16b) is equivalent to the following two inequalities:
\[
|f_{m,i}^H w_{m,i}|^2 \geq A_{m,i}' \tag{38}
\]
\[
|v_{m,i}^H h_{m}|^2 \geq B_{m}' \tag{39}
\]

where $A_{m,i}' \triangleq \sigma_m^2 d_m^{-\alpha} (\eta |g_{m,i}|^2)$ and $B_{m}' \triangleq d_m^{-\alpha} (2^{R_{\text{min}} - 1})$. Although the discontinuity is resolved, the problem $\mathcal{P}2$ is still challenging to solve since the variables $w_{m,i}$, $v_{m,i}$, and $p_m$ are coupled all together in (39).

To proceed, we observe that $v_{m,i}$ is only involved in (39), regardless of either the objective function or other constraints of $\mathcal{P}2$. Accordingly, to minimize the transmit power $p_m$ in (39), $v_{m,i}$ can be determined as per
\[
v_{m,i}^* = \arg \max_{v_{m,i}} \frac{|v_{m,i}^H h_{m}|^2}{|v_{m,i}^H Q_{SI} w_{m,i}|^2 + \sigma^2}, \quad \text{s.t.} \quad (16b). \tag{40}
\]
It is not hard to recognize that (40) is in the form of a generalized Rayleigh quotient [31, Sec. 4.2]. Thus, the solution to (40) can be explicitly expressed as

$$v_{m,i}^* = \frac{(Q_{SI}w_{m,i}w_{m,i}^HQ_{SI}^H + \sigma^2 I)^{-1}h_m}{\| (Q_{SI}w_{m,i}w_{m,i}^HQ_{SI}^H + \sigma^2 I)^{-1}h_m \|_2}.$$  

Inserting (41) into (39) and after performing some straightforward manipulations, (39) can be rewritten as

$$p_mh_m^H(Q_{SI}w_{m,i}w_{m,i}^HQ_{SI}^H + \sigma^2 I)^{-1}h_m \geq B'_m.$$  

After eliminating the nontrivial matrix inversion using Sherman-Morrison formula [32, 42], (42) can be equivalently rewritten as:

$$\frac{\sigma^2}{p_m}B'_m \left( \| Q_{SI}w_{m,i} \|_2^2 + \sigma^2 \right) + |h_m^HQ_{SI}w_{m,i}|^2 - \| h_m \|_2^2 \sigma^2 \| h_m \|_2^2 \leq 0,$$

(43)

where the term $W_1$ is convex (for more details, please refer to Appendix C). Finally, the optimization problem $P2$ can be reduced w.r.t. only $w$ and $p$:

$$\begin{align*}
P2.1 : & \min_{w,p} \sum_{m=1}^{M} \sum_{i=1}^{I} \| w_{m,i} \|_2^2 + I \sum_{m=1}^{M} p_m \\
& \text{s.t. } (16), (16g), (24b), (33), (43).
\end{align*}$$

The problem $P2.1$ is still non-convex due to the concave constraint (33) and the concave term $W_2$ in (43). In principle, by using the technique of semidefinite relaxation (SDR) [33–35], the non-convex $P2.1$ can be transformed into a quasi-convex optimization problem, and then be solved by the bisection method [36]. However, as the SDR-based method requires lifting the problem to higher dimensional space, it is computationally inefficient. Even worse, the SDR-based method may fail when the AP’s antenna size becomes large. To tackle the ineffectiveness of SDR-based method, we use the SCA-based method to reformulate $P2.1$, as detailed below.

### A. SCA-based Joint Optimization (JO-SCA)

For the convexification of (33), the term $\| f_{m,i}^Hw_{m,i} \|_2^2$ is expanded as the first-order Taylor series. Then, (33) at the $n$th iteration can be rewritten in terms of the optimal value of $w_{m,i}$ at the previous iteration (i.e., $w_{m,i}^{(n-1)}$) as

$$A_{m,i} + \| f_{m,i}^Hw_{m,i}^{(n-1)} \|_2^2 - 2Re \left( w_{m,i}^{(n-1)H}f_{m,i}f_{m,i}^Hw_{m,i} \right) \leq 0,$$

(45)

which is linear. Likewise, (43) can be rewritten in the following convex form:

$$\begin{align*}
\frac{\sigma^2}{p_m}B'_m \left( \| Q_{SI}w_{m,i} \|_2^2 + \sigma^2 \right) & + |h_m^HQ_{SI}w_{m,i}|^2 + W_3 \\
- \sigma^2 & \| h_m \|_2^2 \leq 0,
\end{align*}$$

(46)

where $W_3 \triangleq \| h_m \|_2^2 \left( \| Q_{SI}w_{m,i}^{(n-1)} \|_2^2 \right) - 2Re \left( w_{m,i}^{(n-1)}Q_{SI}w_{m,i}^{(n-1)} \right)$ is the first-order Taylor series of the term $W_2$ defined in (43). Therefore, to solve $P2.1$ reduces to solve a sequence of convex problems, where at the $n$th iteration the problem can be written as

$$\begin{align*}
P2.2(n) : & \min_{w,p} \sum_{m=1}^{M} \sum_{i=1}^{I} \| w_{m,i} \|_2^2 + I \sum_{m=1}^{M} p_m^{(n)} \\
& \text{s.t. } (16), (16g), (24b), (33), (43).
\end{align*}$$

which can be easily solved by using popular convex optimization package like CVX [35]. With the optimal solutions $w_{m,i}^{(n)}$ to $P2.2(n)$, for all $(m,i) \in M \times I$, we set $w^{(n)} = w^{(n)}_i$ and then $P2.2(n+1)$ is solved to produce $w^{(n+1)}_i$. This process iterates until it converges. In summary, based on the SCA, the overall procedure for solving the original problem $P2$ is formalized in Algorithm I.

### Computational Complexity: Taking CVX for instance to solve $P2.2(n)$, at each iteration, using the interior-point method yields complexity $O(\sqrt{MTL_I} (M^3 I^2 L_T^2 + M^2 I^2 L_T))$ [37, Sec. 6.6.3]. Thus, the overall complexity of Algorithm I is $O(N_{SCA} \sqrt{MTL_I} (M^3 I^2 L_T^2 + M^2 I^2 L_T))$, where $N_{SCA}$ denotes the number of iterations.

### B. Suboptimal Method with Equal Power Allocation (SO-EPA) at the Reader

While the SCA-based Algorithm I is more efficient than the SDR-based method, it becomes computationally challenging when the size of the problem continues to grow. For instance, considering an IoT network for vehicle manufacturing, there must be a huge number of tags or sensors for equipment and environment monitoring, asset location, and inventory control, among others. As explicitly computed above, the computational complexity of Algorithm I is proportional to $I^{3.5}$ with $I$ being the average number of tags in each cell. This high complexity becomes impractical if $I$ is large. To suit massive-access networks, in the following, we develop a suboptimal parallel algorithm whose complexity is independent of $I$.

The main idea is to keep the Tx power of the tag reader constant in all cells, instead of dynamically adjusting it. With such an equal power allocation at the reader, we have

$$p_m = \min \left\{ \frac{C}{IM}, p_{\max} \right\} \equiv p, \forall m \in M.$$  

(48)
With \( p_m \) determined by (48), \( \mathcal{P}2.2(n) \) formulated in (47) reduces to

\[
\mathcal{P}3(n) : \min_{w_m} \sum_{m=1}^{M} \sum_{i=1}^{I} \|w_{m,i}\|_2^2 \quad \text{(49a)}
\]

s.t. \( \|w_{m,i}\|_2^2 \leq P_{\text{max}} \), \( \frac{\sigma^2}{p} B_m^2 (\|Q_{\text{SI}}w_{m,i}\|_2^2 + \sigma^2) + |h_m^H Q_{\text{SI}}w_{m,i}|^2 + W_3 - \sigma^2 \|h_m\|_2^2 \leq 0 \), \( \text{(49b)} \)

\[
\frac{\sigma^2}{p} B_m^2 (\|Q_{\text{SI}}w_{m,i}\|_2^2 + \sigma^2) + |h_m^H Q_{\text{SI}}w_{m,i}|^2 + W_3 - \sigma^2 \|h_m\|_2^2 \leq 0, \quad \text{(49c)}
\]

Clearly, \( \mathcal{P}3(n) \) can be decomposed into \( MI \) parallel subproblems, for all \((m,i) \in M \times I:\)

\[
\mathcal{P}3.1(n) : \min_{w_{m,i}} \|w_{m,i}\|_2^2, \text{ s.t. (49c) and (45)}. \quad \text{(50)}
\]

Once the solution to \( \mathcal{P}3.1(n) \) is obtained, substituting it into (41) gives the optimal Rx beamforming vector of the AP.

**Computational Complexity:** As \( \mathcal{P}3.1(n) \) involves only \( L/2 \) variables, by using the CVX, the overall computational complexity is \( O \left( N_{\text{SCA}} \sqrt{L/2} \left( L^2/4 + L^3/8 \right) \right) \).

As the suboptimal method described above computes Tx/Rx beamforming vectors for different tags in parallel, the number of tags has no influence on the computational complexity. However, the computational complexity is still in proportional to \( L_{\text{T}}^{3.5} \) with \( L_{\text{T}} \) being the number of Tx antennas at the AP. Clearly, massive antennas would yield excessive burden in computation. Thus, in the following, we further develop another suboptimal method with closed-form solution.

**C. Suboptimal Method with Fixed Tx Beamforming (SO-FB) at the AP**

Now, the Tx beamforming vector at the AP is fixed and designed in a similar way as in the HD mode. Specifically, \( w_{m,i} \) is given by (30) with \( A_{m,i} \) (defined in 25) being replaced by \( A'_{m,i} \) (defined in 38). Then, substituting (30) into (41) gives the optimal Rx beamforming of the AP. With \( w \) and \( v \) being fixed, the optimization of \( p \) can be formulated as

\[
\mathcal{P}3.2 : \min_{p} \sum_{m=1}^{M} p_m, \text{ s.t. (16), (245), and (45)}. \quad \text{(51)}
\]

The closed-form solution to \( \mathcal{P}3.2 \) is formalized in the following theorem.

**Theorem 4.** The optimal Tx power of the tag reader in cell \( m \) is \( p^*_m = D_m \), if \( 0 \leq D_m \leq p_{\text{max}} \) and \( I \sum_{m=1}^{M} D_m \leq C \), where

\[
D_m \triangleq \max \left\{ \frac{\sigma^2 p'_{m}}{\|h_m\|_2^2 \|Q_{\text{SI}}w_{m,i}\|_2^2 + \sigma^2} - |h_m^H Q_{\text{SI}}w_{m,i}|^2 - \sigma^2 \|h_m\|_2^2 \right\}, \quad \text{(52)}
\]

**Otherwise, Problem \( \mathcal{P}3.2 \) is infeasible.**

**Proof.** In light of (52), the inequality (43) can be equivalently rewritten as \( p_m \geq D_m \). Then, together with (16), it is evident that \( p_m \) is bounded as \( D_m \leq p_m \leq p_{\text{max}} \). By using a similar approach to deriving Theorem 3 if \( D_m \leq p_{\text{max}} \), then the optimal \( p_m \) that makes \( \sum_{m=1}^{M} p_m \) minimal is obtained at its lower bound, yielding \( p^*_m = D_m \).

It is noteworthy that, while the conditions in Theorem 4 are similar to those in Theorem 3, the problem \( \mathcal{P}3.2 \) being infeasible does not necessarily mean the original problem being infeasible because the solution obtained by \( \mathcal{P}3.2 \) is suboptimal.

**V. Numerical Results and Discussions**

In this section, we present and discuss simulation results pertaining to the proposed network and developed algorithms. In the related Monte-Carlo simulation experiments, we consider a backscatter network with coverage area 500 m², in which the tags are of density 0.8 tag/m² [8]. The AP of height 25 m is located at the center of the coverage area. The velocity of the UGV is 2 m/s, and the parameters for the mobility model of UGV are \( (\mu_1, \mu_2) = (0.29, 7.4) \). All fading channels, including the self-interference channel at the AP operating in FD mode, i.e., the elements of \( g_{m,i}, f_{m,i}, h_m, \) and \( Q_{\text{SI}} \), are subject to \( \mathcal{CN}(0, 1) \). The noise power at the tag reader in cell \( m \) is set to \( \sigma^2_m = -20 \text{ dBm} \), for all \( m \in M \), with power spectral density of \( -70 \text{ dBm/Hz} \) over 100 kHz bandwidth [13]. Also, we set \( L_T = L_R = L/2 \) for simplicity, with \( L \) being an even number. For ease of retrieval, the main parameters used in our simulation experiments are summarized in Table I unless specified otherwise. All simulation results reported below are obtained by making an average over 800 Monte-Carlo trials.

It remains to mention that, while the optimization problems discussed above may be infeasible since wireless networks may suffer from poor channel quality in practice, in this section we simulate the proposed methods with feasible points for fair comparison, like [39]. To address the infeasibility, admission control can be applied, as discussed in [40].

**A. Half-Duplex Mode**

To illustrate the effect of network planning, Fig. 3 plots the optimal number of cell layers and the corresponding cell radius versus the AP coverage area. We observe that the optimal number of cell layers is not a monotonically increasing function but looks like a unit-step function of the coverage area. For instance, the optimal number of cell layers remains to \( K^* = 3 \) when the coverage area grows from 500 m² to 900 m². The reason behind this observation is that the optimization problem \( \mathcal{P}1.1 \) is integer programming concerning the number of cell layers. On the other hand, Fig. 3 also illustrates that the optimal cell radius does not increase monotonically with respect to the coverage area. For instance, when the coverage area grows from 300 m² to 500 m² or 900 m² to 1100 m², the cell radius decreases, because the cell radius reflects the tradeoff between the energy consumed by the motion of UGV and the energy for data transmission. This irregular cell size is why we should make optimal network planning rather than increasing the cell radius rashly. Finally, when the coverage area grows from 500 m² to 900 m², the optimal number of cell layers remains at \( K^* = 3 \) but the cell
radius increases linearly with the coverage area since it must be seamlessly tessellated.

To show the effect of network planning on energy consumption of both the tag reader and UGV, Fig. 5(a) compares the motion energy consumed by UGV with the Tx energy of tag reader versus the path-loss error tolerance defined in (7). It is observed that the motion energy consumed by UGV decreases significantly with higher tolerance of path-loss error or, equivalently, larger radius of hexagonal cells. The reason underlying this observation is that larger cell radius implies shorter trajectory of UGV, thus consuming less motion energy. By contrast, Fig. 5(a) also shows that the energy used for data transmission at tag reader is much lower than the motion energy of UGV, and it is almost unvaried with cell radius. This is because the Tx energy of tag reader is dominated by the number of tags, given a certain network coverage. On the other hand, Fig. 5(a) also plots the optimal radius of hexagonal cells, which is an equivalent performance indicator of the path-loss error tolerance. By virtue of (7), it is clear that higher tolerance of path-loss error implies larger radius of hexagonal cells, and vice versa, as illustrated by the red curve with circles in Fig. 5(a).

---

**TABLE I**

**SIMULATION PARAMETER SETTING**

| Symbol | Parameter                          | Value    |
|--------|------------------------------------|----------|
| $d_{AP}$ | Height of the AP                   | 25 m     |
| $S$    | Coverage of the AP                 | 500 m²   |
| $P_{\text{max}}$ | Maximum Tx power of the AP          | 40 dBm   |
| $P_{\text{AP}}$ | Power consumed by internal circuits of the AP | 0.5 W    |
| $L$    | Number of antennas of the AP       | 2 - 64   |
| $\nu$  | Velocity of the UGV                | 2 m/s    |
| $E_{\text{max}}$ | Maximum energy stored in the UGV | 10^4 Joule |
| $\lambda$ | Density of backscatter tags         | 0.8 tag/m² |
| $\eta$ | Reflection factor of backscatter tags | 0.8 [38] |
| $P_{\text{max}}$ | Maximum Tx power of a tag reader   | 30 dBm   |
| $P_{\text{in}}$ | Power consumed by internal circuits of a tag reader | 0.2 W    |
| $\Theta$ | Path-loss error tolerance          | 0.4 dB   |
| $\alpha$ | Path-loss exponent                 | 2.8      |
| $R_{\text{min}}$ | Data rate requirement              | 1 bps/Hz |

---

**Fig. 4.** The effect of AP coverage area on the optimal number of cell layers and the corresponding cell radius.

**Fig. 5.** The effects of network planning and multiple antennas on energy consumption of the network with AP in HD mode.
To illustrate the effect of multiple antennas on energy consumption of the network, Fig. 5(b) compares the energy consumed by tag reader with that by AP versus the number of antennas at AP. It is seen that both energy consumptions decrease with more antennas at AP. The reasons behind this observation are twofold: i) in the downlink phase, more antennas at AP benefits higher Tx beamforming gain to reduce Tx power, and ii) in the uplink phase, more efficient Rx beamforming at AP allows lower Tx power of tag reader. On the other hand, Fig. 5(b) shows also that the energy consumed by AP is much higher than that by tag reader. This is in good accordance with the rudiments of backscatter communications, namely, as backscattered signals suffer from both downlink and backscatter attenuations, the Tx power of AP would be much higher than that of tag reader.

### B. Full-Duplex Mode

Now, we are in a position to investigate the network performance in case the AP operates in FD mode. As discussed earlier, once the network planning is done or, equivalently, the radius of hexagonal cells is determined, the motion energy of UGV is fixed. As a result, compared with HD mode, FD mode changes only energies consumed by the AP and tag reader. Accordingly, Fig. 6(a) illustrates the total energies consumed by both the AP and tag reader versus the number of antennas at the AP. In particular, three different proposed algorithms developed in Section IV are compared, including the SCA-based joint optimization (denoted JO-SCA for short) and two suboptimal methods: one is with equal power allocation at the AP (i.e., SO-EPA), and the other is with fixed beamforming at the AP (i.e., SO-FB). For comparison purposes, two conventional methods developed in [33], namely, the maximal ratio combining/maximal ratio transmission (MRC/MRT) where the Tx and Rx beamforming vectors are given by (30) and (31), respectively, and the receive zero-forcing (RZF) where the Tx and Rx beamforming vectors are given by (30) and (41), respectively, are also plotted in Fig. 6(a) as benchmarks.

Figure 6(a) illustrates that the JO-SCA algorithm consumes the least energy, at the cost of the highest computational complexity (as specified at the end of Section IV-A). Regarding the two suboptimal algorithms, it is seen that the SO-FB consumes a slightly higher energy than the JO-SCA algorithm but the SO-EPA consumes much higher energy than the others. The rationale behind such observations is far from straightforward. Intuitively speaking, the SO-EPA algorithm requires higher computational complexity than the SO-FB algorithm, as the former needs dynamically adjust the Tx and Rx beamforming of AP whereas the Tx beamforming of the latter is fixed in closed form. However, by fixing the Tx energy of tag reader, the SO-EPA algorithm fails to make adaption to the backscattered energy obtained at the tag reader (in the downlink phase) and to the channel condition from tag reader to the AP in the uplink phase. Therefore, we conclude that, to enable lower energy consumption, dynamic power allocation at tag reader is much more efficient than Tx beamforming at the AP. On the other hand, Fig. 6(a) shows that both the benchmark MRC/MRT and RZF schemes outperform the SO-EPA since they make dynamic power allocation, and the MRC/MRT underperforms the RZF because neither its Rx nor Tx beamforming is optimal. Further, the RZF scheme underperforms the SO-FB as the latter implements the transmitting zero-forcing. Therefore, the proposed SO-FB algorithm is promising in real-world applications because of its good tradeoff between energy efficiency and computational complexity.

It is noteworthy that, in our simulation experiments about Fig. 6(a), the MRC/MRT, RZF, and SO-FB algorithm are not suitable if the number of antennas at AP is less than 6 (i.e., $L \leq 6$), since the energy constraints in Theorem 4 are not satisfied. This limit has little effect on our network design because massive MIMO already finds wide application in practice.

Finally, Fig. 6(b) compares the energy consumption of both the tag reader and the AP under HD and FD modes versus the density of tags with a different number of antennas at the AP. At first, it is seen that, whichever the HD or FD multiplexing is concerned, the total network energy consumption increases with higher tag density (i.e., $\lambda$) or fewer antennas (i.e., $L$), as expected. Then, for a fixed antenna configuration (i.e., $L$),
we observe that the FD mode consumes less energy than the HD mode. The reason behind this observation is as follows. In our simulation experiments, the number of antennas at the AP remains the same whenever HD or FD mode is applied, which means that the number of Tx antennas in the FD mode is only half of that in the HD mode. Without a doubt, fewer Tx antennas will decrease the achievable data rate. Because the achievable data rate is not a linear yet a logarithmic function of the received SINR, the AP operating in FD mode with $L/2$ Tx and $L/2$ Rx antennas achieves more than half the data rate of that operating in HD mode with $L$ Tx/Rx antennas [41, Sec. 8.2]. Consequently, the FD mode consumes less energy than the HD mode under the same minimum data rate constraint, as illustrated in the figure. As a result, the FD mode is preferable to the HD mode in the energy-limited backscatter communications networks.

VI. CONCLUDING REMARKS

This paper developed a UGV-assisted wireless backscatter communications system for large-scale IoT networks, where the AP can operate either in half-duplex or full-duplex mode. At first, the trajectory of UGV was designed by using hexagonal tessellation, given a path-loss tolerance. Then, the optimal resource allocation, including dynamic power allocation at the tag reader and Tx/Rx beamforming at the AP, were performed. Finally, our research results disclose that, for a given antenna configuration at the AP, full-duplex multiplexing mode benefits higher energy efficiency than half-duplex mode. Also, to reduce computational complexity, fixed Tx beamforming at the AP can be allowed since it only degrades slightly the system energy efficiency, compared with the optimal resource allocation. The proposed system together with the developed algorithms can be applied, e.g., in vehicle manufacturing, where massive tags are deployed to monitor the status of various industrial equipments and UGVs are already on-site.

APPENDIX A

PROOF OF THEOREM 11

In light of the constraints of Problem P1.1 shown in (19), it is clear that (19b), (19c) and (16c) are dependent on $K$. So, we start with these constraints. Specifically, by virtue of (19b), we have $(\mu_1 + \mu_2 + \mu_{P_{\text{In}}})t(K) \leq E_{\text{max}} - 1 = \sum_{m=1}^{M} p_m - \lambda S P_{\text{In}} < E_{\text{max}} - \lambda S P_{\text{In}}$, which implies $t(K) < F_0 \triangleq (E_{\text{max}} - \lambda S P_{\text{In}})/(\mu_1 + \mu_2 + \mu_{P_{\text{In}}})$. On the other hand, the first-order derivative of $t(K)$ with respect to $K$ can be calculated as $t'(K) = (6K + 3)(\kappa + 1)\sqrt{2S/\sqrt{3}(2\kappa\sqrt{S})} > 0$ with $\kappa \triangleq 3K^2 + 3K + 1 \geq 7$, which means $t(K)$ increases with $K \geq 1$. Thus, $t(K) < F_0$ can be readily solved by means of inverse function, given by

$$1 \leq K < F$$

$$1 \leq \frac{1}{6} \left( 9 + \frac{2}{3}\sqrt{3\nu^2 F_0^2 + 6\nu F_0} \sqrt{\frac{3\nu^2 F_0^2}{4S^2} + \frac{2\sqrt{3}}{S}} \right) < \frac{1}{2},$$

(53)

Likewise, (19c) implies that

$$1 \leq K \leq G$$

$$1 \leq \frac{1}{6} \left( 9 + \frac{3}{S}\sqrt{3\nu^2 G_0^2 + 6\nu G_0} \sqrt{\frac{3\nu^2 G_0^2}{4S^2} + \frac{2\sqrt{3}}{S}} \right) - \frac{1}{2},$$

(54)

where $G_0 \triangleq T_{\text{max}} - \lambda S$.

Now, we are in a position to tackle (16c). We first determine the range of $d_m$. As shown in Fig. 2(b) where the farthest point and the nearest point at which a tag may be located in cell $m$ from the AP are marked with “1” and “0”, respectively, the distance from the AP to point “1” can be calculated as $d_{m_1} = (\sqrt{3r_{km} + \sqrt{3r/2})^2 + (r/2)^2 + d_{AP}^2})^{1/2}$, and the distance from the AP to point “0” is $d_{m_0} = (\sqrt{3r_{km} - \sqrt{3r/2})^2 + d_{AP}^2})^{1/2}$. Since $d_{m_0} < d_{m_1}$ and $d_{m_0} < d_m$, (16c) can be decomposed into

$$10\alpha \log d_{m_1} - 10\alpha \log d_{m_0} \leq \Theta, \quad 10\alpha \log d_{m_0} - 10\alpha \log d_{m_0} \leq \Theta.$$ (55) (56)

Next, we elaborate the process to solve (55), (56) can be solved in a similar way.

Substituting the expressions of $d_{m_1}$ shown above and $d_m$ given by (6) into (55) yields

$$\left( \frac{\sqrt{3r_{km} + \sqrt{3r/2})^2 + (r/2)^2 + d_{AP}^2}}{3r^2 k_m^2 + d_{AP}^2} \right) \leq 10^{\frac{\alpha}{\Theta}}.$$ (57)

Relaxing $k_m$ to a continuous variable, say, $\tau$ with $1 \leq \tau \leq K, (57)$ can be rewritten as

$$\left( \frac{\sqrt{3r_{\tau} + \sqrt{3\tau/2})^2 + (\tau/2)^2 + d_{AP}^2}}{3(\tau r)^2 + d_{AP}^2} \right) \leq 10^{\frac{\alpha}{\Theta}}.$$ (58)

As illustrated in Fig. 2(a), $f_1(\tau)$ defined in (58) is a convex quadratic function, and its maximizer can be calculated as

$$\xi = \sqrt{\frac{1}{9} + \frac{d_{AP}^2}{3r^2}} > \frac{1}{3} = \left( \frac{1}{9} + \frac{d_{AP}^2}{2S} \sqrt{S(3K^2 + 3K + 1)} \right)^{\frac{1}{2}} \frac{1}{3}.$$ (59)

By recalling $1 \leq \tau \leq K$, to compare $\xi$ with $K$, an auxiliary function is constructed as

$$f_2(K) \triangleq \left( \xi + \frac{2}{3} \right)^2 - \left( K + \frac{1}{3} \right)^2 = \left( 3\sqrt{3}d_{AP}/2S - 1 \right) K^2 + \left( \frac{3\sqrt{3}d_{AP}/2S}{2} - 3 \right) K + \frac{\sqrt{3}d_{AP}^2}{2S}.$$ (60)

As shown in Fig. 2(b) and Fig. 2(c), if $S \leq 3\sqrt{3}d_{AP}^2/2$ or $S > 3\sqrt{3}d_{AP}^2/2$ together with $K \leq K_A \triangleq \left( 9\sqrt{3}d_{AP}^2 - 4S + \sqrt{16 - 81d_{AP}^2/S^2} \right) / (12S - 18\sqrt{3}d_{AP})$, $f_2(K) > 0$, which means $K \in [0, \xi]$. On the other hand, if $S > 3\sqrt{3}d_{AP}^2/2$ together with $K > K_A, f_2(K) < 0$, which gives $K \in (\xi, \infty)$. Therefore, (58) can be discussed with the following two cases:
Case I: $S \leq 3\sqrt[3]{d_{AP}^2}/2$ or $S > 3\sqrt[3]{d_{AP}^2}/2$ together with $K \leq K_A$. In this case, the maximum of $f_1(\tau)$ is $f_1(\xi)$. Thus, $f_3(K) \equiv -\left(2S + 3\sqrt[3]{d_{AP}^2}\right) \theta K^2 + \left(2S - 3\sqrt[3]{d_{AP}^2}\right) K + \frac{2S}{3} - \sqrt[3]{d_{AP}^2} \leq 0$,

where $\theta \equiv 10^{\frac{\Delta_a}{2}} - 1$. Then, (61) can be dealt with two sub-cases: If $S > 3\sqrt[3]{d_{AP}^2}/2$, as shown in Figs. 2(d), $K$ is bounded as

$$K \geq K_B \triangleq \frac{2S - 3\sqrt[3]{d_{AP}^2} \theta + \sqrt{\Delta_a}}{2\theta (2S + 3\sqrt[3]{d_{AP}^2})},$$

with $\Delta_a \triangleq (2S - 3\sqrt[3]{d_{AP}^2})^2 + 4\theta (2S + 3\sqrt[3]{d_{AP}^2}) (2S/3 - \sqrt[3]{d_{AP}^2})$. On the other hand, if $S \leq 3\sqrt[3]{d_{AP}^2}/2$, as shown in Figs. 2(e) and 2(f), (61) is always satisfied with $K \geq 1$.

Case II: $S > 3\sqrt[3]{d_{AP}^2}/2$ together with $K > K_A$. Now, the maximum of $f_1(\tau)$ is $f_1(\xi)$. Thus, $f_3(K) \equiv \left(2S + 3\sqrt[3]{d_{AP}^2}\right) \theta K^2 + \left(2S - 3\sqrt[3]{d_{AP}^2}\right) K + \frac{2S}{3} - \sqrt[3]{d_{AP}^2} \leq 0$, as shown in Figs. 2(g), we obtain $\xi \geq \xi_A$, where

$$\xi_A \triangleq \frac{2\sqrt{3}S(2\theta^2 + 3) + (12S^2(2\theta^2 + 3)^2 + 576\theta^2(4\theta^2 + 3))^\frac{1}{2}}{216d_{AP}^2 \theta^2}.$$  

Substituting $\xi_A$ into $\xi_B$ gives

$$K \geq \frac{\sqrt{12\xi_A - 3}}{6} - \frac{1}{2}.$$  

Combining the preceding Case I and Case II, we infer that $K$ is bounded as

$$\left\{
\begin{array}{ll}
K \geq K_B, & \text{if } S \leq 3\sqrt[3]{d_{AP}^2}/2; \\
K_B \leq K \leq K_A & \text{or } K \geq \max \left\{ K_A, \frac{1}{2} \sqrt{12\xi_A - 3} - \frac{1}{2} \right\}, & \text{otherwise},
\end{array}
\right.$$

By using a similar approach as above, (59) implies that

$$\left\{
\begin{array}{ll}
K \geq K_I, & \text{if } S \leq 3\sqrt[3]{d_{AP}^2}/2; \\
K_I \leq K \leq K_{II} & \text{or } K \geq \max \left\{ K_{II}, \frac{1}{2} \sqrt{12\xi_I - 3} - \frac{1}{2} \right\}, & \text{otherwise},
\end{array}
\right.$$

with

$$K_I \triangleq \frac{2S10^{\frac{\Delta}{2}} - 3\sqrt[3]{d_{AP}^2} \theta + \sqrt{\Delta_I}}{2\theta (2S + 3\sqrt[3]{d_{AP}^2})},$$

where

$$\Delta_I = \left(2S10^{\frac{\Delta}{2}} - 3\sqrt[3]{d_{AP}^2} \theta + 10^{\frac{\Delta}{2}} S/2 \right) (2S + 3\sqrt[3]{d_{AP}^2}) - 4\theta (\sqrt[3]{d_{AP}^2} \theta + 10^{\frac{\Delta}{2}} S/2) (2S + 3\sqrt[3]{d_{AP}^2}), \xi_I \triangleq (\sqrt[3]{S}(1 - 2\theta')) / (24d_{AP}^2 \theta'), \theta' \triangleq \left(1 - 10^{\frac{\Delta}{2}} \right)^2 / \left(1 + 10^{\frac{\Delta}{2}} \right)^2,$$

and $K_{II} \triangleq (3\sqrt[3]{d_{AP}^2} S + 14\sqrt[3]{Sd_{AP}^2} + S^2 - 9d_{AP}^4) / (4S - 6\sqrt[3]{d_{AP}^2})$.

In summary, integrating [53], [54], [55], [66] and [19a] the domain of $K$ is

$$D = \left\{ \max \{ K_B, K_I \}, \min \{ F, G \} \right\} \cap \mathbb{Z}^*_+, \text{if } S \leq \frac{3\sqrt[3]{d_{AP}^2}}{2};$$

$$D_a \cap D_b \cap D_c \cap D_d \cap D_e \cap D_f \cap D_g \cap D_h,$$

(68)

where $D_a = \left[ K_B, K_A \right] \cup \left[ \max \{ K_A, \sqrt{12d_{AP}^2 - 3}/6 - 1/2 \}, +\infty \right]$, $D_f = \left[ 1, \min \{ F, G \} \right]$, and $D_c = \left[ K_I, K_{II} \right] \cup \left[ \max \{ K_I, \sqrt{12d_{AP}^2 - 3}/6 - 1/2 \}, +\infty \right]$.

As the cell radius $r$ or the cell layers $K$ has little effect on channel conditions in the considered network, the objective function (19a) of Problem 1.1 increases with $t(K)$, which is monotonically increasing with $K \geq 1$. Consequently, to minimize this objective function, $K$ must reach the lower bound of (68). Therefore, if $S \leq 3\sqrt[3]{d_{AP}^2}/2$, then we obtain

$$K^* = \max \{ 1, \left[ K_B \right], \left[ K_I \right] \}.$$  

(69)

Otherwise, $K^* = K_0$, where

$$K_0 = \left\{ \begin{array}{ll}
\max \{ 1, \left[ K_B \right], \left[ K_I \right] \}, & \text{if } S_0 \cap S_I \neq \emptyset; \\
\max \{ 1, \left[ K_B \right], \left[ \frac{1}{2} \sqrt{12d_{AP}^2 - 3} - \frac{1}{2} \right], \}, & \text{if } S_0 \cap S_I = \emptyset \text{ and } S_I \cap S_X = \emptyset; \\
\max \{ \left[ K_B \right], \left[ K_I \right], \left[ \frac{1}{2} \sqrt{12d_{AP}^2 - 3} - \frac{1}{2} \right], \}, & \text{if } S_0 \cap S_I = \emptyset \text{ and } S_Y \neq \emptyset; \\
\max \{ \left[ K_B \right], \left[ K_I \right], \left[ \frac{1}{2} \sqrt{12d_{AP}^2 - 3} - \frac{1}{2} \right], \}, & \text{otherwise},
\end{array} \right.$$

(70)

with $S_0 \triangleq \left[ \max \{ 1, \left[ K_B \right] \}, \left[ K_A \right] \right]$, $S_I \triangleq \left[ \max \{ 1, \left[ K_I \right] \}, \left[ K_{II} \right] \right]$, $S_X \triangleq \left[ \sqrt{12d_{AP}^2 - 3}/6 - 1/2, \infty \right]$, and $S_Y \equiv \left[ \sqrt{12d_{AP}^2 - 3}/6 - 1/2, \infty \right]$. It is noteworthy that the four cases in (70) are arranged in a set manner. For instance, the first line means if the sets $[K_B, K_A], [K_I, K_{II}]$ are nonempty and intersect with each other, the lower bound of the second line in (68) is obviously $\max \{ 1, \left[ K_B \right], \left[ K_I \right] \}$. Finally, the results derived above are formalized in Theorem 1.

**Appendix B**

**Proof of Theorem 2**

By using the maximal ratio transmitting (MRT) strategy, $w_{m,i}$ can be determined as

$$w_{m,i} = \sqrt{P_{m,i}} \frac{f_{m,i}}{\| f_{m,i} \|_2},$$

(71)
where $P_{m,i}$ represents the Tx power of the AP. Thus, obtaining the optimal $w_{m,i}$ of Problem $P1.3'$ is equivalent to obtaining the optimal $P_{m,i}$ of the following problem:

$$
\mathcal{P}(P_{m,i}) : \min P_{m,i} \quad \text{s.t. } P_{m,i} \leq P_{\text{max}},
$$

(72a)

$$
\sqrt{P_{m,i} f_{m,i}^H f_{m,i}} \geq \sqrt{A_{m,i}}.
$$

(72b)

According to (72a) and (72b), $P_{m,i}$ is bounded as $A_{m,i} / \|f_{m,i}\|^2 \leq P_{m,i} \leq P_{\text{max}}$. Since the objective function is monotonically increasing, it is evident that if

$$
\frac{A_{m,i}}{\|f_{m,i}\|^2} \leq P_{\text{max}},
$$

(73)

the optimal $P_{m,i}$ of Problem $\mathcal{P}(P_{m,i})$ is obtained at its lower bound as

$$
P^*_{m,i} = \frac{A_{m,i}}{\|f_{m,i}\|^2}.
$$

(74)

However, if (73) does not hold, we cannot obtain $P_{m,i}$ under the constraints, thus, the initial problem is infeasible. Finally, substituting (74) into (71) and rearranging (73) complete the proof.

APPENDIX C
DERIVATION OF (43)

Define $\Delta \triangleq (r s^H + O)^{-1}$ with $r = s = Q_{\text{SI}} w_{m,i}$ and $O = \sigma^2 I$, then, the inequality (42) can be rewritten as

$$
p_m h_m^H \Delta h_m \geq B^\prime_m.
$$

(75)

With the help of Sherman-Morrison formula (32), $\Delta$ can be equivalently expressed as

$$
\Delta = O^{-1} - \frac{Q_{\text{SI}} w_{m,i} w_{m,i}^H Q_{\text{SI}}}{1 + \sigma^2 w_{m,i}^H Q_{\text{SI}} w_{m,i}} + \frac{I}{\sigma^2}.
$$

(76)

Substituting (76) into (75) yields

$$
p_m \left( \frac{h_m^H Q_{\text{SI}} w_{m,i}}{\|Q_{\text{SI}} w_{m,i}\|^2} \right)^2 \geq \frac{B^\prime_m}{\sigma^2},
$$

(77)

which in turn gives (43). Moreover, as for $W_1$ defined in (43), it is clear that $\|Q_{\text{SI}} w_{m,i}\|^2 / p_m$ is jointly convex w.r.t. $w_{m,i}$ and $p_m > 0$ (see the proof in Sec. 3.2.6), and that $\sigma^2 / p_m$ is convex w.r.t. $p_m > 0$ as well. Therefore, $W_1$ is jointly convex w.r.t. $w_{m,i}$ and $p_m$.
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