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Abstract—This paper aims to propose and theoretically analyze a new distributed scheme for sparse linear regression and feature selection. The primary goal is to learn the few causal features of a high-dimensional dataset based on noisy observations from an unknown sparse linear model. However, the presumed training set which includes \( n \) data samples in \( \mathbb{R}^p \) is already distributed over a large network with \( N \) clients connected through extremely low-bandwidth links. Also, we consider the asymptotic configuration of \( 1 \ll N \ll n \ll p \). In order to infer the causal dimensions from the whole dataset, we propose a simple, yet effective method for information sharing in the network. In this regard, we theoretically show that the true causal features can be reliably recovered with negligible bandwidth usage of \( O(N \log p) \) across the network. This yields a significantly lower communication cost in comparison with the trivial case of transmitting all the samples to a single node (centralized scenario), which requires \( O(np) \) transmissions. Even more sophisticated schemes such as ADMM still have a communication complexity of \( O(Np) \).

Surprisingly, our sample complexity bound is proved to be the same (up to a constant factor) as the optimal centralized approach for a fixed performance measure in each node, while that of a naive decentralized technique grows linearly with \( N \). Theoretical guarantees in this paper are based on the recent analytic framework of debiased LASSO in [1], and are supported by several computer experiments performed on both synthetic and real-world datasets.

Index Terms—Distributed Learning, Debiased LASSO, Sparse Feature Selection, Communication Cost, Sample Complexity

I. INTRODUCTION

DISTRIBUTED machine learning has become increasingly popular nowadays due to the abundance of real-world data as well as the fact that data instances are split among several connected machines. For instance, smartphones have already been transformed into powerful sensors that constantly gather information through their cameras and microphones. These devices are frequently carried by millions of people around the globe and generate huge amounts of distributed data while remain connected to a few servers in a large network, e.g., the Internet. Although such data can greatly improve the quality of AI-based services on the server-side, the computational budget and more importantly the required bandwidth to transmit the samples to a single server are prohibitively expensive. Moreover, the transmission of raw user data raises serious concerns w.r.t. privacy. The limitations mentioned above, followed by the fact that client-side devices of this era are also highly-capable computing machines, have motivated researchers to develop schemes for learning from data in a distributed and privacy-preserving manner.

Training machine learning models in each client in isolation faces two major obstacles. First, the high dimension of feature vectors does not naturally match the insufficient size of local datasets in each client. This issue increases the risk of over-fitting and makes the locally trained models to be unreliable. Second, clients should not (due to privacy) or cannot (due to bandwidth restriction) transmit data samples to each other or to a server node, which constrains the amount of transmitted information not to exceed a certain threshold. This prevents us from accumulating all the data on a single server.

This problem has been the center of attention in a variety of research areas [2], [3], [4], [5], [6], [7]. In this work, we set out to provide a solution for a particular case of interest: sparse linear feature selection in high dimensions when samples are distributed over a network of size \( N \geq 1 \) with at least one central node. We assume the links in the network to have extremely low bandwidths, such that the amount of transmitted information per link may not exceed \( \tilde{O}(1) \) w.r.t. dimension \( p \) and sample size \( n \). The core idea behind our solution is to first, identify an initial set of supposedly causal dimensions on each client through a weakly-regularized variant of debiased LASSO estimator [1]. All such dimension sets can be passed to a server with negligible communication cost. Then, a simple majority-voting scheme aggregates the received information at the server-side and outputs an appropriate final set for causal dimensions. This final set can then be shared with all the clients, again with a negligible number of transmissions per link. We both theoretically and experimentally show that the accuracy of selected features returned by our method significantly surpasses those that can be achieved in each client, separately (Decentralized scenario). In fact, our achieved accuracy in terms of true/false positive rates is surprisingly close to that of the optimal case in which all data samples are already accumulated in a central server node (centralized scenario).

From now on, let us denote by \( \rho > 0 \) the signal-to-noise ratio of the unknown sparse model, which is the ratio of the non-zero coefficient values in the linear model to the standard deviation of the observation noise. Mathematically speaking, we prove that for a signal-to-noise ratio of \( \rho \), a proper asymptotic configuration which we define and discuss in details in Section [V] and as long as \( N \) is appropriately bounded, the minimum-required sample size in order to guarantee a false positive rate of \( \epsilon \log p/p \) and true positive rate of \( 1 - \delta \), for \( \epsilon, \delta > 0 \), is \( n \geq \Theta \left( \rho^{-2} \log \frac{1}{\epsilon \delta} \right) \). However, this bound corresponds to the optimal centralized scenario where all data
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TABLE I
SAMPLE COMPLEXITY, COMMUNICATION COST, AND COMPUTATIONAL COMPLEXITY TRADEOFF BETWEEN OUR PROPOSED METHOD AND TWO EXTREME SCENARIOS. PLEASE NOTE THAT WE USUALLY HAVE 1 ≪ N ≪ n ≪ p IN PRACTICE, WHICH SHOWS THE EXTENT OF IMPROVEMENTS IN THIS WORK.

|                   | Minimum required sample size, n ≥ | Total communication cost | Computational complexity |
|-------------------|-----------------------------------|--------------------------|-------------------------|
| Decentralized     | $\Theta \left(N p^{-2} \log \frac{1}{\epsilon \delta}\right)$ | $O(1)$                  | $O\left( Nnp^2 + p \right)$ |
| Centralized       | $\Theta \left(p^2 \log \frac{1}{\epsilon \sigma}\right)$ | $O(np)$                  | $O\left( np^2 + p \right)$ |
| Proposed          | $\Theta \left(p^2 \log \frac{1}{\epsilon \sigma}\right)$ | $O(N \log p)$           | $O\left( np^2 + p \right)$ |

patches are already transmitted to a single server node. Hence, this strategy imposes a prohibitively high communication cost of $O(np)$ total transmissions. In another extreme scenario, the learner may wish to train each node in isolation, i.e., the fully decentralized case. This reduces the communication cost to $O(1)$, however, the minimum required sample size in order to guarantee that all nodes are doing fine would inevitably increase to $n ≥ \Theta \left(N p^{-2} \frac{1}{\epsilon \sigma}\right)$, which is not practical in most real-world situations.

Our proposed method effectively mitigates between sample complexity and communication cost while also distributes the computational complexity all over the network. More precisely, the proposed method offers a communication cost of $O(N \log p)$, while requires a total sample size of $n ≥ \Theta \left(p^2 \log \frac{1}{\epsilon \sigma}\right)$ which is the same (up to a vanishing constant factor) as the optimal centralized case. See Table I for a more informative comparison. Considering the fact that we usually have $p ≫ n ≫ N ≫ 1$ in practice, the above bounds imply a significant reduction in the number of transmissions without the need to increase the sample complexity compared to the fully-decentralized case. Additionally, the proposed method preserves privacy since it does not transmit raw user data. Our theoretical analysis is based on a number of fundamental guarantees for debiased LASSO regression, which have been recently proved in [1]. Moreover, the experimental validations in this paper consider both synthetic and real-world data, where we show a comparable performance has been achieved with rival methods which either impose more communication cost, or lack theoretical guarantees for their solutions.

A. Related Works

The most popular techniques in distributed learning are based on parameter sharing in a star-shaped network [8], [9], [10], [11]. Here, the server node is supposed to constantly send the aggregated model parameters to all the clients, where each client can then update parameters based on its local data. The server again aggregates the updated parameters sent from each client and iterates this process until some convergence criteria are satisfied. The alternating direction method of multipliers (ADMM) is a well-known technique in this family, first developed in [12] and [13], and then used to solve distributed convex optimization problems in [9]. Also, the convergence analysis of ADMM under any convex or sub-convex regime is discussed in [14] and [15]. ADMM primarily requires a star-shaped network, however, a newer version called Distributed-ADMM has been recently introduced in [16] which works on any connected graph. Another noticeable method for training distributed deep networks is the FederatedAveraging algorithm in [8].

Recently, distributed sparse linear regression has become increasingly popular; For instance, [17], [18] employ diffusion adaptation to maintain the sparsity of the learned linear models. Generally speaking, a central idea to guarantee sparsity in such models is to use $\ell_1$-regularization; For example, see [19], [20], [21]. The mentioned methods share all the model parameters in the network, making the communication cost be at least the order of data dimension. Notably, [19] introduced a debiased LASSO model for a network-based setting that comes with some theoretical convergence guarantees. In [20], communication cost is the order of the data dimension, but there is an upper-bound for the steps needed for convergence. It is in contrast to methods such as ADMM, which suffer from slow convergence. In another related line of work, some existing algorithms are based on iterative hard thresholding (IHT) to keep the model parameter sparse, e.g., [22], [23]. Additionally, [24], [10] develop the IHT grounded methods for distributed sparse learning, where [10] in particular highly concentrates on communication cost reduction.

The high-dimensional nature of the majority of real-world problems has made feature selection to be an essential stage in modern machine learning. In particular, the importance of dimension reduction in distributed learning has motivated researchers to develop methods for distributed feature selection; see [25], [26], [27], [28], [29]. A number of recent advances in this line of research concentrate on reducing the communication cost [11], [30]. In particular, the method proposed by [30] has been claimed to effectively decrease the communication cost by applying a thresholding method; However, the mentioned works lack explicit theoretical guarantees for their claimed performance improvements.

The rest of the paper is organized as follows: Mathematical definition of the problem is given in Section II. Our proposed method is discussed in Section III. In Section IV, we theoretically analyze our method and present some formal performance guarantees. Section V is devoted to experiments on both synthetic and real-world data. Finally, conclusions are made in Section VI.

II. PROBLEM SETTING AND MAIN RESULTS

We consider a linear sparse Gaussian model
\begin{equation}
Y = X0^* + \omega, \tag{1}
\end{equation}
where $X \in \mathbb{R}^{n \times p}$ and $Y \in \mathbb{R}^n$ are the design matrix and observation vector, respectively. Also, $\omega \sim \mathcal{N}(0, \sigma^2 \mathbf{I}_{p\times n})$ is the additive white observation noise. Parameters $n$ and $p$ represent the sample size and data dimension, respectively. The rows of design matrix $X$ are i.i.d instances of a zero-mean multivariate Gaussian distribution with covariance matrix $\Sigma \in \mathbb{R}^{p \times p}$. We have assumed $\Sigma$ to be positive definite
with a bounded condition number \( n \). Also, without loss of generality, let us assume all the diagonal entries of \( \Sigma \) are 1. We have examined both cases of 1) known and 2) unknown covariance matrix in this work. For the latter case, i.e., unknown \( \Sigma \), some further assumptions on \( \Sigma \) are required for the analysis to be non-trivial \([31]\). For example, we assume that the dimensions of the presumed multivariate Gaussian can only be weakly dependent, which means the precision matrix (inverse of covariance) should be sparse. More relaxed arguments can replace the above assumption with the help of more sophisticated mathematical tools. However, this approach goes beyond the scope of this paper.

The latent parameter \( \theta^* \in \mathbb{R}^p \) is assumed to be \( s_0 \)-sparse, i.e., it has \( s_0 \) nonzero entries with \( s_0 \ll p \), and the support of \( \theta^* \), denoted by \( T \), can be any subset of size \( s_0 \) from the dimension set \([p]\). In order to simplify some of our asymptotic results, let us assume \( s_0 \leq O(\log p) \). Moreover, nonzero entries of \( \theta^* \) are assumed to satisfy the following condition:

\[
|\theta^*_i| \geq \beta \quad \forall i \in T.
\]

This assumption is necessary for feature selection, since if any dimension in the support of \( \theta^* \) becomes infinitesimally small, then perfect recovery of \( T \) becomes asymptotically impossible. Throughout the paper, we refer to the quantity \( \beta/\sigma \) as Signal-to-Noise Ratio (SNR). Finally, we assume data is row-wise distributed amongst \( N \geq 1 \) clients. For simplicity, we assume each client has access to \([n/N]\) data samples. However, generalizing the results to non-equal data subsets is straightforward as long as each data patch still has a size of \( O(n/N) \) in the asymptotic regime.

The problem is to find an estimator for \( T \), denoted by \( \hat{T} \subset [p] \), such that 1) the number of False Positives (FP) defined as

\[
\text{FP} = |\hat{T} - T|
\]

remains \( O(\log p) \) with an arbitrarily small constant, and 2) the number of True Positives (TP) defined as

\[
\text{TP} = |T \cap \hat{T}|
\]

becomes arbitrarily close to \( s_0 \), all with high probability. Here, \(|\cdot|\) denotes the cardinality of a set. The following theorem states our main results:

**Theorem 1 (Main Results).** Assume the sparse linear model described in \([1]\) such that the unknown coefficient vector \( \theta^* \) is \( s_0 \)-sparse with \( s_0 \leq O(\log p) \). Also, let total sample size to satisfy \( n \geq \Theta(s_0 \log p) \). Suppose data samples are distributed amongst \( N \) clients with

\[
N \leq \min \left[ O\left(\frac{n}{s_0 \log p}\right), o(p) \right],
\]

while all clients are connected to at least one central server node (Bounded Network Size). Finally, assume SNR satisfies the following condition (Non-Negligible SNR):

\[
\frac{\beta}{\sigma} \geq \Theta\left(\frac{\sqrt{\log p}}{n/N} + \frac{\log p}{n/N}\right).
\]

Then, the necessary and sufficient conditions on sample complexity and communication cost in order to guarantee

\[
\text{FP} \leq \epsilon \log p, \quad \text{TP} \geq s_0 (1 - \delta)
\]

for \( \epsilon, \delta > 0 \) are as follows:

- (centralized): having \( n \geq \Theta\left(\frac{(\beta/\sigma)^2 \log 1/\epsilon}{\epsilon^2}\right) \) and a minimum of \( O(np) \) transmissions across the network, guarantees the above goals with probability at least \( 1 - O(p^{-1}) \).

- (decentralized): having \( n \geq \Theta\left(N\frac{(\beta/\sigma)^2 \log 1/\epsilon}{\epsilon^2}\right) \) and at most \( O(1) \) overall transmissions, guarantees the above goals with probability at least \( 1 - O(Np^{-1}) = 1 - o(1) \).

Finally, there exists a polynomial-time algorithm such that the same guarantees on true and false positives hold with probability at least \( e^{-O(Np^{-1}N^{-1})} = e^{-o(1)} \), as long as the following conditions are satisfied:

- (The proposed): having \( n \geq \Theta\left(\frac{(\beta/\sigma)^2 \log 1/\epsilon}{\epsilon^2}\right) \), and making \( O(N \log p) \) transmissions across the network.

It should be noted the above assumptions, i.e., bounded network size and non-negligible SNR conditions, are fundamental and cannot be bypassed. In fact, increasing the network size \( N \) while \( n \) and \( p \) are fixed simply means the number of data samples in each client is being reduced toward zero. And at some point, decisions in each client become so unreliable that makes the correct recovery almost impossible, unless actual samples are transmitted. A similar argument holds for the SNR \( \beta/\sigma \).

The proof of Theorem 1 is given according to the following agenda: First, we propose a simple and efficient algorithm in Section III which is claimed to achieve the final (proposed) sample complexity and communication cost bounds in Theorem 1. Then, we theoretically analyze its performance in Section IV and concurrently analyze the performance of centralized and decentralized cases, as well.

### III. The Proposed Algorithm

Before formally specifying our algorithm, first let us review some key aspects of sparse regression and feature selection via LASSO algorithm \([32], [33]\). Given the pair \((X, Y)\), model parameters \( \theta^* \) can be learned via LASSO regression:

\[
\hat{\theta}_{\text{Lasso}} = \arg\min_{\theta \in \mathbb{R}^p} \left\{ \ell_4(\theta; X, Y) \doteq \|Y - X\theta\|_2^2 + \lambda \|\theta\|_1 \right\},
\]

where \( \lambda \geq 0 \) is a user-defined regularizing coefficient that controls the sparsity level of \( \hat{\theta}_{\text{Lasso}} \). Also, \( \|\cdot\|_1 \) and \( \|\cdot\|_2 \) denote the \( \ell_1 \) and \( \ell_2 \) norms, respectively. LASSO regression has been extensively analyzed in previous works, cf. \([24], [33], [35]\). Here, we are particularly interested in feature selection through investigating the support of the LASSO estimator in \([17]\). To
Algorithm 1: The proposed method (Sample size of client $i$ is denoted by $n_i$, where $n = n_1 + \ldots + n_N$).

Stage One:
for each client $i \in [N]$ in parallel do:

1. $\hat{\theta}_i^{\text{lasso}} \leftarrow \mathop{\arg\min}_{\theta} \ell_{ih}(\theta; X_i, Y_i)$
2. $\hat{\theta}_i^d \leftarrow \hat{\theta}_i^{\text{lasso}} + \frac{1}{\tau_i} M_i X_i^T (Y_i - X_i \hat{\theta}_i^{\text{lasso}})$
3. $\mathcal{F}_i \leftarrow \left\{ k : |\hat{\theta}_i^{d,(k)}| \geq \tau_i \right\}$

Send $\mathcal{F}_i$ to server

Stage Two:
server executes:

$\hat{F} \leftarrow$ majority vote between $\{\mathcal{F}_1, \ldots, \mathcal{F}_N\}$

Compute $\hat{F}$ and send it to all clients.

this end, it has been already shown that the “debiased LASSO” estimator could be a better alternative \cite{[27], [38], [34]}, which is defined as:

$$\hat{\theta}_i^d = \hat{\theta}_i^{\text{lasso}} + \frac{1}{n} M_i X_i^T (Y_i - X_i \hat{\theta}_i^{\text{lasso}})$$ \hspace{1cm} (3)

Assuming covariance matrix $\Sigma$ is unknown, $M$ in (3) represents an estimation of the inverse covariance matrix $\Theta = \Sigma^{-1}$. Calculating $M$ requires a number of precise steps which are thoroughly discussed in Section 3.3.2 of \cite{[1]}. We have also described it in details in Appendix A. We now describe our proposed method which is basically built upon the debiased LASSO estimator in (3).

By $(X_i, Y_i)$, we represent the $i$th patch of data which is located in client $i \in [N]$. In our method, each client $i$ attempts to recover the model parameters via (3) using only $(X_i, Y_i)$. Such local recoveries could be unreliable, e.g., associated with a high FP, since the number of local samples $n/N$ might be relatively small. However, a central server node can have limited communications with the clients to gather, aggregate, and then refine these unreliable estimations into a far more accurate estimator for $T$.

Our proposed method consists of two main stages which are formally explained in Algorithm 1. At the first stage, each client $i$ independently solves

$$\hat{\theta}_i^{\text{lasso}} \leftarrow \mathop{\arg\min}_{\theta \in \mathbb{R}^p} \|Y_i - X_i \theta\|^2_2 + \lambda_i \|\theta\|_1$$

where $\lambda_i$ belongs to a predetermined interval which will be fixed shortly. The estimator $\hat{\theta}_i^{\text{lasso}}$ is then debiased according to (3), which results in $\hat{\theta}_i^d$. For a specific threshold $\tau_i > 0$ which is fixed in Section IV the following index set from client $i$ is computed and then transmitted to the server:

$$\mathcal{F}_i \leftarrow \left\{ k : |\hat{\theta}_i^{d,(k)}| \geq \tau_i \right\},$$

where $\hat{\theta}_i^{d,(k)}$ represents the $k$th dimension of $\hat{\theta}_i^d$. Therefore, $\mathcal{F}_i$ is the set of features whose magnitudes are above a given threshold $\tau_i$.

In the second stage, the server node performs a majority vote to select those feature indices (or equivalently, dimensions in $[p]$) which have appeared in at least half of the feature sets $\{\mathcal{F}_i | i \in [N]\}$, and then outputs them as the final estimator $\hat{T}$.

The server can then share these final dimensions with all the clients in the network.

In the proceeding section, we theoretically show how Algorithm 1 solves this issue with a negligible communication cost. In a proper parameter configuration and by carefully choosing $\lambda_i$s, one can keep false positives less than $O(\log p)$ while having a non-zero true positive with high probability. This way, the average communication cost (number of transmissions per link) for our method is $O(\log p)$. This corresponds to both the cost per client for accumulating initial causal features at the server side, and also the cost of sending the final learned features back to the clients for possible post training. Note that we have already assumed, and also usually have $s_0 = O(\log p)$ in real-world problems. In contrast to our method, the communication cost of many rival methods, e.g. FederatedAveraging algorithm, is $O(pt)$ where $t \geq 1$ denotes the number required iterations. This shows a significant reduction in communication cost in our work.

IV. PERFORMANCE ANALYSIS

This section is devoted to a thorough theoretical analysis of our method. We begin by showing that for each client $i = 1, \ldots, N$, there exists a positive threshold $\tau_i$, such that following events happen with high probability:

1) $|\mathcal{F}_i| \leq O(\log p) \ll p$.
2) $\mathcal{F}_i$ has positive intersection with $T$.

This way, feature sets $\mathcal{F}_i$ become easy to transmit, and also their intersection, as we show later, gives us the true causal features with a high probability and very low error rate.

In order to prove claims 1) and 2) above, we estimate the expected values of the number of truly selected features (true positive or TP), and falsely selected features (FP) in each client. Then, we show TP and FP concentrate around their respective expectations. We use the terms true positive rate (TPR) and false positive rate (FPR) to denote the probabilities of selecting a causal and non-causal feature, respectively. Mathematically speaking,

$$\text{FPR} \leq \frac{\mathbb{E}[\text{FP}]}{p - s_0}, \hspace{1cm} \text{TPR} \leq \frac{\mathbb{E}[\text{TP}]}{s_0}.$$  

For a fixed client $i$, we establish an upper-bound for $\mathbb{E}[\text{FP}]$, and a lower-bound for $\mathbb{E}[\text{TP}]$, where we show they decrease exponentially w.r.t. $\tau_i$. However, there exists a positive interval for $\tau_i$ in each client $i$, such that with high probability, TPR is still close to 1 while FPR has significantly dropped toward zero. By choosing $\tau_i$ from such interval, both claims 1) and 2) hold. Ultimately, we show how a simple majority vote can recapture the true support of $\theta^*$ at the server-side.

A. Specific Notations

By $\|A\|_{\infty}$ or $\infty$-norm of matrix $A$, we mean $\max_i \|A_i\|_1$ where $A_i$ denotes the $i$th row of $A$, and $|A|_{\infty}$ denotes the maximum absolute value of the entries of $A$, i.e., $|A|_{\infty} = \max_i \|A_i\|_1$. The $\ell_1$-norm of $A$ indicated by $\|A\|_1$ equals to $\max_i \|A_i\|_1$ or the maximum $\ell_1$-norm of the columns of $A$. We write $f(x) \leq g(x)$ to say for all $x$ in the domain of $f$, $f(x)$ is approximately bounded by $g(x)$, i.e. $f(x) \leq Cg(x)$ for some positive constant $C$.  

IEEE TRANSACTIONS ON SIGNAL PROCESSING (SUBMITTED)
B. Analysis of Performance per Client

According to Algorithm 1, the initial set of causal features in each client should be computed via a debiased LASSO estimator. In this regard, we take advantage of Theorem 3.13 in [1] (Theorem 2 below) to bound \( \mathbb{E}[\mathbf{TP}] \) and \( \mathbb{E}[\mathbf{FP}] \), and then we show how \( \mathbf{TP} \) and \( \mathbf{FP} \) concentrate around their respective means.

**Theorem 2** (Debiased LASSO of [1]). For the sparse linear model of (1), assume \( X \) to have i.i.d. rows sampled from \( \mathcal{N}(0, \Sigma) \) and let \( s_0 \) denote the support size of \( \theta^* \). Let \( \hat{\theta}^{\text{Lasso}} \) denote the estimator defined by (17) with \( k = kr\sqrt{(\log p)/n} \), where \( k \) belongs to a fixed and known range of values. Also, define \( \hat{\theta}^d \) as in (3). Then, there exist constants \( c \) and \( C \) such that, for \( n \geq c s_0 \log p \), the following holds for the residuals of debiased LASSO:

\[
\sqrt{n} (\hat{\theta}^d - \theta^*) = Z + \tilde{R},
\]

where \( Z|X \) follows a Gaussian distribution with zero mean and covariance matrix \( \sigma^2 M \Sigma M^T \). \( \hat{\Sigma} \) denotes sample covariance matrix, and \( \tilde{R} \) is a residual vector where we have \( \|R\|_\infty \leq C \sigma \sqrt{n} \log p \) with probability at least

\[
1 - 2p e^{-c \cdot n/s_0} + p e^{-cn} + 8p^{-1},
\]

for some constant \( c, > 0 \).

The explicit bounds in Theorem 2 correspond to the ideal situation where all the \( n \) data points are already gathered in a single server node. Roughly speaking, Theorem 2 states that under a bounded sparsity condition, estimator \( \hat{\theta}^d \) with high probability follows an approximate joint Gaussian distribution as

\[
\hat{\theta}^d|X \sim \mathcal{N} \left( \theta^* + R, \frac{\sigma^2}{n} M \Sigma M^T \right),
\]

where \( R \overset{d}{=} \tilde{R}/\sqrt{n} \) and thus \( \|R\|_\infty \leq C \sigma \log p \sqrt{n} \), for some constant \( C \).

In this work, we use Theorem 2 in each client, separately. Also from now on, all expectation operators are implicitly assumed to be conditional, i.e. \( \mathbb{E}(\cdot) = \mathbb{E}(\cdot|X, \mathbf{W}) \), where \( X \) is the random design matrix and \( \mathbf{W} \) denotes the event of having \( \|R\|_\infty \leq O \left( \frac{\sigma \log p \sqrt{n}}{n/N} \right) \). According to parameter setting of Theorem 1 and the results of Theorem 2 we already know

\[
\mathbb{P}(\mathbf{W}) \geq 1 - 2p e^{-c \cdot n/(N s_0)} + p e^{-cn/N} + 8p^{-1} = 1 - O(p^{-1}).
\]

Before bounding \( \mathbb{E}[\mathbf{TP}] \) and \( \mathbb{E}[\mathbf{FP}] \) and analyze their concentration bounds, let us obtain a high probability upper bound for \( \|M \hat{\Sigma} M^T\|_\infty \) via the following two lemmas:

**Lemma 1.** For two arbitrary matrices \( A \) and \( B \) which are conformable for multiplication, we have:

\[
\|A B\|_\infty \leq \|A\|_\infty \|B\|_1
\]

**Lemma 2.** Consider the linear model in (1), and let \( \hat{\theta}^d \) be as in (3). According to (4), we know that \( \hat{\theta}^d|X \sim \mathcal{N} \left( \theta^* + R, \frac{\sigma^2}{n} M \Sigma M^T \right) \) with high probability, then we have:

\[
\max_{i \in [p]} \left( M \hat{\Sigma} M^T \right)_{i,i} \leq 1 + \sqrt{\frac{\log p}{n}}
\]

The proofs of Lemmas 1 and 2 are given in Appendix C. Recall \( \hat{\theta}^d_i \) as the debiased LASSO estimator of client \( i \in [N] \). Then, by combining the result of Lemma 2 with (4), we have

\[
\hat{\theta}^d_i|X \sim \mathcal{N} \left( \theta^* + R, \hat{\Sigma} \right),
\]

where we have

\[
|R|_\infty \leq R_{\text{max}} \leq O \left( \frac{\sigma \sqrt{s_0 \log p}}{n/N} \right) \quad \text{and}
\]

\[
|\hat{\Sigma}|_\infty \leq \sigma_{\text{max}}^2 \leq \sigma^2 \left( 1 + \frac{\log p}{n/N} \right),
\]

with probability at least \( 1 - O(p^{-1}) \).

Next, we use the results of Theorem 2 and Lemmas 2 and 1 for analyzing \( \mathbb{E}[\mathbf{TP}] \) and \( \mathbb{E}[\mathbf{FP}] \) in each client \( i \in [N] \). The following theorem gives theoretical guarantees that as long as the number of samples per client \( n/N \) and signal-to-noise ratio \( \beta/\sigma \) are sufficiently large w.r.t. dimension \( p \), then false positive and true positive rates can be kept near 0 and 1, respectively.

**Theorem 3.** Assume the linear sparse model of (1), where data samples are equally distributed among \( N \) distinct clients. Also, assume the bounded network size and non-negligible SNR conditions of Theorem 7 are satisfied. For any client \( i \), let us use the data portion \( (\bar{X}_i, Y_i) \) to obtain a debiased LASSO estimator \( \hat{\theta}^d_i \) which is then used to estimate the causal features according to Algorithm 7 by comparing the magnitudes of \( \hat{\theta}^d_{i,k} \), \( k \in [p] \), with the threshold \( \tau_i > 0 \).

Assume a known function \( \zeta(\cdot) = \zeta(\cdot/n|N, p, s_0) \), where we have

\[
\zeta(x) = O \left[ \frac{\sqrt{s_0 \log p}}{n/N} + \left( \frac{\log(x^{-1})}{n/N} \right)^{1/2} \sqrt{1 + \frac{\log p}{n/N}} \right]
\]

for \( x \in \mathbb{R}_+ \). For arbitrary \( \epsilon, \delta \in (0, 1) \), assume \( \zeta(\epsilon^{-1}), \zeta(\delta^{-1}) < \beta/(2\sigma) \). Also assume

\[
\tau_i \in \left[ \sigma \zeta\left( \epsilon^{-1} \right), \beta - \sigma \zeta\left( \delta^{-1} \right) \right],
\]

where the interval is non-empty due to above assumptions. Then, FPR is upper-bounded by \( \epsilon \) and TPR is lower-bounded by \( 1 - \delta \), with probability at least \( 1 - O(p^{-1}) \).

**Proof.** Let us define the random indicator variables \( \hat{A}_1, \ldots, \hat{A}_p \) as follows:

\[
\hat{A}_k = \begin{cases} 1 & \left| \hat{\theta}^d_{i,k} \right| \geq \tau_i, \quad k = 1, \ldots, p. \\ 0 & \text{otherwise} \end{cases}
\]

Thus, random entities \( \mathbf{FP} \) and \( \mathbf{TP} \) can be rewritten as

\[
\mathbf{FP} = \sum_{k \in [p]} \hat{A}_k, \quad \mathbf{TP} = \sum_{k \in [p]} \hat{A}_k.
\]

We have the following set of equations for \( \mathbb{E}[\mathbf{FP}] \):

\[
\mathbb{E}[\mathbf{FP}] = \mathbb{E} \left[ \sum_{k \in [p]} \hat{A}_k \right] = \sum_{k \in [p]} \mathbb{E} [\hat{A}_k] = \sum_{k \in [p]} \mathbb{P} \left( \left| \hat{\theta}^d_{i,k} \right| \geq \tau_i \right)
\]

Based on the fundamental framework which is provided form Theorem 2 all the following results inside the proof hold with
a probability at least $P(\Psi) \geq 1 - 2pe^{-c,n/s_0} + pe^{-cn} + 8p^{-1}$. From \cite{5}, we have (while noting that $\forall k \notin T$ : $\theta^*_k = 0$)
\[
\forall k \notin T : P \left( \left| \hat{\theta}^{d,(k)}_i \right| \geq \tau_i \right) = P \left( \hat{\theta}^{d,(k)}_i \geq \tau_i \right) + P \left( \hat{\theta}^{d,(k)}_i \leq -\tau_i \right) = 1 - \frac{1}{2} \text{erf} \left( \frac{\tau_i - R_k}{(2\Sigma_{k,k})^{1/2}} \right) - \frac{1}{2} \text{erf} \left( \frac{\tau_i + R_k}{(2\Sigma_{k,k})^{1/2}} \right),
\]
(6)
where $|R|_\infty \leq R_{\max}$ and $|\hat{\Sigma}|_\infty \leq \sigma_{\max}^2$. Defining $\text{erfc}(u) = 1 - \text{erf}(u)$ for $u \in \mathbb{R}_+$ and assuming $\tau_i \geq R_k$, the formulation in \cite{6} can be bounded as follows:
\[
P \left( \left| \hat{\theta}^{d,(k)}_i \right| \geq \tau_i \right) \leq \text{erfc} \left( \frac{\tau_i - R_k}{(2\Sigma_{k,k})^{1/2}} \right) \leq \text{erfc} \left( \frac{\tau_i - R_{\max}}{\sqrt{2}\sigma_{\max}} \right) \leq \exp \left( -\frac{\tau_i - R_{\max}}{\sqrt{2}\sigma_{\max}} \right)^2 \leq \epsilon,
\]
(7)
where we have used the inequality $\text{erfc}(x) \leq \exp(-x^2)$ for $x > 0$. Also, it worth noting that this bound is tight in the following sense:
\[
\text{erfc}(x) \geq \sqrt{\frac{2e}{\pi}} \frac{n}{n/N} e^{-\eta x^2},
\]
where $\eta > 1$ can be arbitrarily chosen. We take advantage of this tightness in later parts of the paper.

Therefore, it implies that $\tau_i \geq R_{\max} + \sqrt{2}\sigma_{\max} \log^{1/2}(1/e)$, which according to the definitions of $R_{\max}$ and $\sigma_{\max}$ can be simplified as follows:
\[
\tau_i \geq C\sigma \left( \sqrt{\frac{\log p}{n/N}} + \left( \frac{\log(e^{-1})}{n/N} \right)^{1/2} \right) \left( 1 + \sqrt{\frac{\log p}{n/N}} \right),
\]
(8)
for some constant $C$.

Similar to FPR, one can write $E[TP] = \sum_{k \in T} E\hat{A}_k$. For the case of true positive rate (and unlike FPR), we wish to minimize the above term w.r.t. to $R_k$ and $\hat{\Sigma}_{k,k}$ to lower-bound TP. Also, we know $\hat{\theta}^{d,(k)}_i$ follows a Gaussian distribution with mean $\theta^*_k + R_k$, where $|\theta^*_k| \geq \beta$. Therefore, for all $k \in T : P \left( \left| \hat{\theta}^{d,(k)}_i \right| \geq \tau_i \right) = 1 - \frac{1}{2} \text{erf} \left( \frac{\tau_i - (\theta^*_k + R_k)}{(2\Sigma_{k,k})^{1/2}} \right) \geq 1 - \frac{1}{2} \text{erf} \left( \frac{\beta - R_{\max} - \tau_i}{\sqrt{2}\sigma_{\max}} \right) \geq 1 - \delta,$
(9)
which, following the same procedure as before, implies the following bound for $\tau_i$:
\[
\tau_i \geq \beta - R_{\max} - \sqrt{2}\sigma_{\max} \log^{1/2}(1/\delta),
\]
(10)
which is achieved at the server node must be $O(\epsilon \log p/p)$, for arbitrary

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig1.png}
\caption{Behaviour of the expected FPR and TPR as a function of threshold in each client. As can be seen, there exists an interval in which TPR is high, while FPR has already declined toward zero. By choosing the threshold from this area, one can attain an initial feature set which includes the majority of causal factors, while its size might not be too large.}
\end{figure}

The rest of the job is straightforward and the proof is complete.

In fact, we already know from Theorem 2 that coefficients $\hat{\theta}^{d,(k)}_i$ of client $i$ should concentrate around their true corresponding values in $\theta^*$, which are either zero when $k \notin T$, or are larger (in magnitude) than $\beta$ when $k \in T$. Theorem 3 states that under certain conditions, by choosing the thresholds $\tau_i$ in an appropriate interval, which is a subset of $[0, \beta]$, we can guarantee that TPR is close to one while FPR has remained small with high probability.

In order to give some intuition to the reader, we set out to graphically illustrate the behavior of both the upper-bound for FPR and the lower-bound for TPR as a function of threshold $\tau_i$, both derived in Theorem 3. Here, $n = 20$ and $p = 5000$ have been fixed, and then the number of causal dimensions $s_0$ and/or variance of additive noise $\sigma^2$ have been chosen so that the constraints imposed by the theorem are satisfied. The results are depicted in Figure 1. As one would expect, both the TPR and FPR (together with their respective lower and upper-bounds) ultimately decrease with an exponential rate as $\tau_i$ is being increased. However, the downfall for lower-bound of TPR starts at a much larger threshold compared to the upper-bound of FPR.

In any case, the existence of an appropriate interval for threshold values has been both theoretically and experimentally validated. This gives us some proper candidate sets $\mathcal{F}_i$, as defined in Algorithm 1, that can be easily transmitted to the server to uncover the true causal features through a simple majority vote. Using the notation from Theorem 2 first, let us clarify that the expected FPR and TPR can be easily translated to expectations of TP and FP as follows:
\[
E[TP] \geq s_0 (1-\delta), \quad E[FP] \leq (p – s_0)\epsilon.
\]
As we have already discussed, we need $FPR \leq O(\log p/p)$ in each client to guarantee the vast majority of $\mathcal{F}_i$s remain relatively small in size; i.e., their cardinality remains $O(\log p)$. It should be reminded that the final FPR which would be achieved at the server node must be $O(\epsilon \log p/p)$, for arbitrary
small $\epsilon$. The following corollary gives us explicit bounds for TPR and FPR as functions of primary hyper-parameters such as $n, N, p, s_0$ and signal-to-noise ratio $\beta/\sigma$.

**Corollary 1 (Explicit bounds on TPR and FPR).** Consider the setting of Theorem 3. Then, a proper interval for threshold $\tau_i$ of client $i \in [N]$ exists if, and only if

\[
\frac{\beta}{\sigma} \geq \Theta \left( \sqrt{\frac{n}{N}} \log \frac{p}{n/N} + \sqrt{\log \frac{p}{n/N}} \right). \tag{11}
\]

Moreover, under the above condition a FPR of at most $O \left( \log p/p \right)$ is guaranteed in each client. Let us define $\Lambda \equiv \log p/(n/N)$. Then, FPR and TPR can be respectively written as

\[
\text{FPR} = \exp \left[ -\frac{n}{N} f \left( \frac{\beta}{\sigma}, s_0, \Lambda \right) \right]
\]
\[
\text{TPR} = 1 - \exp \left[ -\frac{n}{N} g \left( \frac{\beta}{\sigma}, s_0, \Lambda \right) \right], \tag{12}
\]

where both $f$ and $g$ have the following asymptotic behavior:

\[
f \cdot g = \Theta \left( s_0 \left( \frac{\beta}{\sigma \sqrt{\Lambda}} - O(\Lambda) \right)^2 \right) \tag{13}
\]

**Proof.** First, assume $\epsilon, \delta = O(1)$, then $\max(e^{-1}, \delta^{-1}) = O(1)$.

It can be seen that in order to have a non-empty interval for threshold $\tau_i$, the upper-bound for $\tau_i$ should exceed its lower-bound. Therefore, it is enough to have

\[
\frac{\beta}{\sigma} \geq \Theta \left( \sqrt{\frac{n}{N}} \Lambda + \sqrt{\frac{\log \max(e^{-1}, \delta^{-1})}{n/N}} \right)^{1/2} \sqrt{1 + \sqrt{\Lambda}},
\]

which, considering all situations: $\Lambda \to 0$, $\Lambda = \Theta(1)$, $\Lambda \to \infty$, and also the fact that $\Lambda > N/n$, readily simplifies to

\[
\frac{\beta}{\sigma} \geq \Theta \left( \sqrt{\frac{n}{N}} \Lambda + \sqrt{\Lambda} \right).
\]

Next, it is easy to see that substituting $\epsilon = O(\log p/p)$ into the bounds of Theorem 3 we must have

\[
\frac{\beta}{\sigma} \geq \Theta \left( \sqrt{\frac{n}{N}} \Lambda + \sqrt{\frac{\log p + O(1)}{n/N}} \right)^{1/2} \sqrt{1 + \sqrt{\Lambda}},
\]

which is already satisfied as long as (11) holds.

Next, we observe that all the upper-bounds that have been used throughout the proof of Theorem 3 are tight. In this regard, we must have

\[
\sqrt{\frac{\log t^{-1}}{n/N}} = \Theta \frac{\beta/\sigma - O(\sqrt{\Lambda})}{\sqrt{1 + \sqrt{\Lambda}}},
\]

where $t$ could be either $\epsilon$ (normalized false positive rate) or $\delta$ (one minus true positive rate). Using simple algebra, the above relation proves the claimed formulations inside the statement of corollary. This completes the proof.

According to Corollary 1, it is easy to see that in each client and for asymptotically large $n$ and $p$, in order to guarantee

\[
\text{FP} = \epsilon \log p \text{ and } \text{TP} = s_0 (1 - \delta)
\]

with probability at least $1 - O \left( \frac{p}{n} \right)$, one just needs satisfy the following condition:

\[
n/N \geq \Theta \left( \frac{\sigma^2}{\beta^2} \log \frac{1}{\epsilon \delta} \right) \geq \Theta \left( \frac{\sigma^2}{\beta^2} \log \frac{1}{\min(\epsilon, \delta)} \right).
\]

Obviously, if we manage to transmit all the data to a single node and then compute the debiased LASSO estimator, then the above condition reduces to $n \geq \Theta \left( (\sigma/\beta)^2 \log \frac{1}{\epsilon \delta} \right)$; however, an overall of $O \left( np \right)$ transmissions all over the network would be required.

**C. Concentration around expected values**

So far, we have analyzed the behavior of TPR and FPR, or equivalently TP and FP, through bounding their expected values. However, in order to complete the analysis, one also needs to show that the above quantities properly concentrate around their expectations. Since both TP and FP are positive random variables, bounding their expectations would naturally give us high probability tail bounds for the actual variables, as well. Using Markov inequality, we have the following upper and lower-bounds for FPR and TPR, respectively.

**Corollary 2.** Consider the setting described in Theorem 3 and assume for some $\epsilon, \delta \in (0, 1)$ we have $\zeta(e^{-1}), \zeta(\delta^{-1}) < \beta/(2\sigma)$. Also, assume the threshold $\tau_i$ for client $i \in [N]$ belongs to the proper interval which has been formulated according to the theorem. Then, with probability at least

\[
1 - O \left( N^{-2} + p^{-1} \right)
\]

we have $\text{FP} \leq N^2 \epsilon \log p$ and $\text{TP} \geq s_0 (1 - N^2 \delta)$.

Proof is straightforward and can be simply obtained through applying Markov inequality on the expectation bounds of Theorem 3. In some special cases, where $n/N$ can be much larger than the minimum requirements of Theorem 3, better concentration and tail bounds can be achieved through applying existing concentration inequalities for weakly-dependent random variables. Appendix B gives a thorough analysis of such cases for an interested reader.

**D. Analysis of Consensus at Server-Side**

According to the section III, the final stage of our proposed algorithm, which is a consensus approach, is to estimate the causal features via majority voting amongst the feature sets that have been received from all the clients. More precisely, we choose those dimensions that appear in at least half of the feature sets. In this sub-section, we calculate high probability tail bounds for FP and TP at the server-side. Assume we have in each client $i \in [N]$:

\[
\frac{\text{FP}}{p - s_0} \leq \Delta \in (0, 1/2).
\]
with probability at least $1 - O(p^{-1} + N^{-2})$. Then, the post-consensus $\text{FP}$, denoted by $\text{FP}_{\text{MV}}$, can be bounded as

$$\frac{\text{FP}_{\text{MV}}}{p - s_0} \leq \sum_{i=1}^{N} \binom{N}{i} \Delta^i (1 - \Delta)^{N-i} \leq \frac{N}{2} \left( \frac{Ne}{N/2} \right)^{N/2} \left( \frac{\Delta}{1 - \Delta} \right)^{N/2} \leq N \left( 4e \epsilon \right)^{N/2} = e^{-N \Theta(\log \Delta^{-1})},$$

(14)

with probability at least

$$\prod_{i=1}^{N} \left[ 1 - O \left( N^{-2} + p^{-1} \right) \right] \geq e^{O(N^{-1} + Np^{-1})}.$$  

Note that probabilities are simply multiplied due to the statistical independence between clients. Also, since we have $N \leq o(p)$ due to our main assumptions, this probability lower bounds converges to 1 in the asymptotic case. Similarly, when $\text{TP} \geq s_0 (1 - \Delta)$ (with $\Delta \in (0, 1/2)$), we would have the following bound for the post-consensus $\text{TP}_{\text{MV}}$:

$$\frac{\text{TP}_{\text{MV}}}{s_0} \geq 1 - e^{-N \Theta(\log \Delta^{-1})},$$

with the same probability bound.

Following the results of Corollary 2 we can easily replace $\Delta$ with $N^2 \epsilon \log p / p$ and $N^2 \delta$, respectively. As a result, the $\text{FP}$ and $\text{TP}$ values after the majority vote with high probability of at least $\exp (N^{-1} + Np^{-1})$ can be bounded as

$$\frac{\text{FP}_{\text{MV}}}{s_0} \leq \left( p - s_0 \right) \exp \left[ -nf \left( \frac{\beta}{\sigma \sqrt{s_0}}, \Lambda, s_0, N, p \right) \right] \text{ and}$$

$$\frac{\text{TP}_{\text{MV}}}{s_0} \geq s_0 - s_0 \exp \left[ -ng \left( \frac{\beta}{\sigma \sqrt{s_0}}, \Lambda, s_0, N, p \right) \right],$$

(15)

where $\Lambda \triangleq \log p / (n/N)$, and

$$f, g = \Theta \left( s_0 \left( \frac{\beta}{\sigma \sqrt{s_0}} - O(\Lambda) \right)^2 \frac{\log(1 + \sqrt{\Lambda})}{\log(p) \log(p)} \right).$$

It is easy to see that based on the parameter setting og Theorem 4 functions $f$ and $g$ both have the asymptotic behavior of $\Theta \left( \beta^2 / \sigma^2 \right)$. Thus, the required sample complexity for certifying an FPR of at most $\epsilon \log p / p$ and TPR of at least $1 - \delta$, with probability at least $\exp \left[ O \left( N^{-1} + p^{-1} \right) \right]$, would be

$$n \geq \Theta \left( \frac{\sigma^2}{\beta} \log \frac{1}{\min(\epsilon, \delta)} \right),$$

which completes the proof of Theorem 1. With respect to communication cost, it should be reminded that since $E[\text{FP}]$ is $O \left( \log p \right)$ in each client, and due to the statistical independence between clients, we have

$$\text{Comm. cost} \leq \sum_{i=1}^{N} (\text{TP}_i + \text{FP}_i) + N (\text{TP}_{\text{MV}} + \text{FP}_{\text{MV}}) \leq O \left( N \log p \right),$$

(16)

with high probability based on Hoeffding inequality. Without using Algorithm 1 and if one tries to train each node in isolation with no communication across the network, the minimum sample complexity would naturally become $N$-times larger than that of the centralized case. Therefore, sample complexity should grow linearly with $N$. On the other hand, the centralized scenario has the same (up to a constant that vanishes in the asymptotic regime) sample complexity as our method while imposes a communication cost of $O(np)$. These facts highlight the theoretically-guaranteed superiority of Algorithm 1 compared to the extreme scenarios of centralized and decentralized training.

What remains to do is to compare Algorithm 1 with a number of most prominent rivals in practice. To the best of our knowledge, the majority of well-known techniques prior to this work do not have strong theoretical guarantees in the form of Theorem 1. However, there are guarantees for methods such as ADMM, as a method of parameter estimation, which are designed to solve similar problems compared to this paper. The proved communication cost bounds for either of such methods are at least $O(Np)$, which is again significantly larger than $O(N \log p)$ of the proposed method. Moreover, it should be noted that almost all existing distributed methods for reliably feature selection such as [26, 11, 39] require at least $O(Np)$ communication bits. Nevertheless, [30] reduces the communication cost to less than $O(p)$, but its shrinkage with respect to total number of dimensions $p$ is not theoretically analyzed.

We can also compare our method with rival techniques through experimenting on a number of synthetic and real-world datasets. In this regard, we have devoted the next section to experimental investigation and comparison with some existing practical methods in this line of research.

V. NUMERICAL EXPERIMENT

This section is devoted to a number of experimental investigations into the theoretical results of previous sections. We have examined the performance of our proposed method over a number of real-world and synthetic datasets. First of all, and for the sake of clarification, let us review a number of well-known criteria for evaluating the performance of any sparse linear regression/feature selection method. The fraction of causal selected dimensions (denoted as “precision”), and the “power” of a method to retrieve causal dimensions are defined as

$$\text{precision} = \frac{\text{TP}}{\text{FP}}, \quad \text{and} \quad \text{power} = \frac{\text{TP}}{s_0},$$

respectively. Here, “power” is also referred to as “recall” by many researchers. Evidently, for a good feature selection model both of the above quantities should be close to 1. Thus, we employ “$F$-Measure”, the harmonic mean of precision and recall, which is defined as

$$F\text{-Measure} = \frac{2 \cdot \text{precision} \cdot \text{recall}}{\text{precision} + \text{recall}},$$

to evaluate the overall performance.
In Figure 4, we fix the number of clients $N$ per client $n$ and increase the number of clients $n/N$ as described earlier. Obviously, given that sample per client is fixed, increasing the number of clients $N$ would increase the $F$-measure which can also be seen in Figure 3. In Figure 4, we fix the number of clients $N = 10$ and sample per client $n/N = 20$. However, we sweep the threshold for choosing the causal dimensions in each client, i.e. $\tau$, and then compute the $F$-measure and other related criteria. We observe that for a properly-chosen range of threshold values, even 10 clients are enough to achieve a reliable $F$-measure which is very close to 1.

### A. Synthetic Data

Let us start with a simple example. Consider the linear model of \[ (1) \] where each row of the design matrix $X$ is independently sampled from $\mathcal{N}(0, I)$ with $p = 100$, $s_0 = 5$, and $\sigma = 10^{-2}$. We randomly choose the support set of $\theta^*$ form $\{p\}$, and initialize the coefficient values by uniformly sampling from $\{[-1, -\beta]\cup[\beta, 1]\}$, where $\beta = 0.1$. In addition, we set the number of samples per client as $n/N = 20$, such that a client would not be able to reliably recover the causal dimensions in isolation. Figure 2 supports this claim, since the obtained $F$-Measure in each single client is at most around 65 percent.

However, the performance significantly improves through applying Algorithm 1 for extracting the support set of $\theta^*$. Figure 3 and 4 show the evaluation criteria of retrieved dimensions in the server as functions of the number of clients, and selection threshold, respectively. More precisely, in Figure 3 we force each client to transmit exactly 25 dimension indices to the server which correspond to the highest absolute values of the debiased-LASSO estimator. These dimension-sets are then aggregated through a majority voting scheme as described earlier. Obviously, given that sample per client $n/N = 20$ is fixed, increasing the number of clients $N$ would increase the $F$-measure which can also be seen in Figure 3. In Figure 4 we fix the number of clients $N = 10$ and sample per client $n/N = 20$. However, we sweep the threshold for choosing the causal dimensions in each client, i.e. $\tau$, and then compute the $F$-measure and other related criteria. We observe that for a properly-chosen range of threshold values, even 10 clients are enough to achieve a reliable $F$-measure which is very close to 1.

### B. Real Data

In this part, we set out to evaluate our method on a real-world dataset in order to detect those mutations in Human Immunodeficiency Virus Type-1 (HIV-1) that statistically associate with resistance to drugs. The dataset has been previously discussed and entirely investigated in [40]. The reference also contains the experimentally-approved mutation sets in the protease and Reverse Transcriptase (RT) positions of the HIV-1 sequences which correspond to 1) resistance to protease inhibitors (PI), 2) Nucleoside Reverse Transcriptase Inhibitors (NRTIs), and 3) to non-nucleoside RT inhibitors (NNRTIs). Therefore, we already know the ground truth which is necessary for evaluation of Algorithm 1.

We have employed our method on one of the drugs (NFV) form the PI drug class. The observation variable, $y$, has been set to be the log-fold-increase of laboratory-tested drug resistance. This way, we can consider the linear model of \[ (1) \] where the design matrix $X$ in this experiment consists of 849 observations (rows) and 209 mutations (features, or columns). Each row of this matrix is a sequence of 0 and 1, where 1 shows the occurrence of a mutation and 0 shows otherwise. Similar to prior works on this dataset, we only consider the mutations appearing more than 3 times in the samples. Also, in order to deal with missing values and preparation of the data, the procedure described at the main data configuration source code [3] has been utilized. Our final purpose is to extract the relevant positions for drug resistance, in a distributed manner and with very low communication cost. This toy example

---

\[ \text{Fig. 2. Based on the setting described so far, the } F\text{-measure in each single client does not reach an acceptable rate.} \]

\[ \text{Fig. 3. Behaviour of accuracy, recall and } F\text{-measure as the number of clients is being increased. Here, we have fixed } n/N = 20, \text{ and each client sends exactly 25 dimension indices to the server.} \]

\[ \text{Fig. 4. Behaviour of accuracy, recall and } F\text{-measure as one increases the selection threshold } \tau. \text{ Here, we have fixed } N = 10, \text{ and } n/N = 20. \text{ It can be seen that there exists an interval for } \tau, \text{ where both accuracy and recall are very close to 1.} \]
could model a distributed and privacy-preserving collaboration format among different genetics research institutes across the world.

We have randomly distributed the samples into $N = 5$ clients, and then applied Algorithm 1 to retrieve the most relevant mutations. Power (recall) and False Discovery Proportion (FDP), defined as 1 – precision, are used to evaluate the results. We have compared our results with two non-distributed methods for feature extraction, which can be found in [11] and [31], respectively. As illustrated in Figure V-B, the performance of our method is more or less comparable to rival techniques, even though in our setting data samples are distributed.

VI. CONCLUSION

Our main contribution is to propose, and also theoretically analyze a distributed and communication-efficient scheme for feature selection in high-dimensional sparse linear models. Using our method, we prove the sample complexity of feature selection in the distributed regime has the same order as that of the centralized case whenever $\ell_1$-regularized linear regression has been utilized as the core strategy. The significance of the previous statement is the fact that such sample complexity is achievable through imposing a very low communication-cost, and without any notable extra computational burden. In particular, we show that a simple thresholding algorithm at each client, together with another simple majority-voting scheme at the server side would give us the theoretically-guaranteed low error rates of centralized scenarios, while the computation is already distributed and privacy of user data is preserved. Theoretical results in this work are based on some recent mathematical findings w.r.t. debiased LASSO estimator in [11]. Also, we have tried to validate our theoretical findings via a number of simple numerical experiments on both synthetic and real-world datasets.

ACKNOWLEDGMENT

This research was supported by a grant from IPM.

REFERENCES

[1] A. Javanmard and A. Montanari, “Debiasing the lasso: Optimal sample size for gaussian designs,” Ann. Statist., vol. 46, no. 6A, pp. 2593–2622, 12 2018. [Online]. Available: https://doi.org/10.1214/17-AOS1630

[2] L. Wang and H. Lian, “Communication-efficient estimation of high-dimensional quantile regression,” Analysis and Applications, vol. 18, pp. 1–19, 07 2020.

[3] A. Hu, C. Li, and J. Wu, “Communication-efficient estimation with penalized quantile regression for distributed data,” Complexity, vol. 2021, pp. 1–16, 01 2021.

[4] X. Chen, W. Liu, X. Mao, and Z. Yang, “Distributed high-dimensional regression under a quantile loss function,” Journal of Machine Learning Research, vol. 21, no. 182, pp. 1–43, 2020. [Online]. Available: http://jmlr.org/papers/v21/20-297.html

[5] J. D. Lee, Q. Liu, Y. Sun, and J. E. Taylor, “Communication-efficient sparse regression,” Journal of Machine Learning Research, vol. 18, no. 5, pp. 1–30, 2017. [Online]. Available: http://jmlr.org/papers/v18/16-002.html

[6] Y. Bao and W. Xiong, “One-round communication efficient distributed m-estimation,” in Proceedings of The 24th International Conference on Artificial Intelligence and Statistics, ser. Proceedings of Machine Learning Research, A. Banerjee and K. Fukumizu, Eds., vol. 130. PMLR, 13–15 Apr 2021, pp. 46–54. [Online]. Available: https://proceedings.mlr.press/v130/bao21a.html

[7] V. Smith, S. Forte, C. Ma, M. Takić, M. J. Jordan, and M. Jaggi, “Cocoa: A general framework for communication-efficient distributed optimization,” vol. 18, no. 1, 2017.

[8] H. McMahan, E. Moore, D. Ramage, S. Hampson, and B. A. y Arcas, “Communication-efficient learning from distributed data,” in AISTATS, 2017.

[9] S. Boyd, N. Parikh, E. Chu, B. Peleato, and J. Eckstein, “Distributed optimization and statistical learning via the alternating direction method of multipliers,” Found. Trends Mach. Learn., vol. 3, no. 1, p. 1–122, Jan. 2011. [Online]. Available: https://doi.org/10.1561/2200000016

[10] P. Han, R. Niu, and Y. C. Eldar, “Modified distributed iterative hard thresholding,” in 2015 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP), 2015, pp. 3766–3770.

[11] M. Singhal, V. Raghunathan, and A. Raghunathan, “Communication-efficient view-pooling for distributed multi-view neural networks,” in 2020 Design, Automation Test in Europe Conference Exhibition (DATE), 2020, pp. 1390–1395.

[12] R. Glowinski and A. Marroco, “Sur l’approximation, par éléments finis d’ordre un, et la résolution, par pénalisation-dualité d’une classe de problèmes de dirichlet non linéaires,” ESAIM: Mathematical Modelling and Numerical Analysis - Modélisation Mathématique et Analyse Numérique, vol. 9, no. R2, pp. 41–76, 1975. [Online]. Available: http://www.numdam.org/item/ESAIM_MMA_1975__9_R2_41_0/

[13] D. Gabay and B. Mercier, “A dual algorithm for the solution of nonlinear variational problems via finite element approximation,” Computers and Mathematics with Applications, vol. 2, no. 1, pp. 17–40, 1976. [Online]. Available: http://www.sciencedirect.com/science/article/pii/0898122176900031

[14] R. Nishihara, L. Lessard, B. Recht, A. Packard, and M. Jordan, “A general analysis of the convergence of admm,” in Proceedings of the 32nd International Conference on Machine Learning, ser. Proceedings of Machine Learning Research, F. Bach and D. Blei, Eds., vol. 37. Lille, France: PMLR, 17–22 Jul 2015, pp. 343–352. [Online]. Available: http://proceedings.mlr.press/v37/nishihara15.html

[15] M. Hong and Z.-Q. Luo, “On the linear convergence of the alternating direction method of multipliers,” Mathematical Programming, vol. 145, no. 1-2, pp. 165–199, 2014.

[16] J. F. Mota, J. M. Xavier, P. M. Aguiar, and M. Püschel, “D-admm: A dual algorithm for separable optimization,” IEEE Transactions on Signal Processing, vol. 61, no. 10, pp. 2718–2723, 2013.

[17] W. Huang, C. Chen, X. Yao, and Q. Li, “Diffusion fused sparse lms algorithm over networks,” Signal Processing, vol. 171, p. 107497, 2020. [Online]. Available: https://www.sciencedirect.com/science/article/pii/S0160960420300082

[18] P. Di Lorenzo and A. H. Sayed, “Sparse distributed learning based on diffusion adaptation,” IEEE Transactions on Signal Processing, vol. 61, no. 6, pp. 1419–1433, 2013.
[19] W. Zhao, F. Zhang, and H. Lian, “Debiasing and distributed estimation for high-dimensional quantile regression,” IEEE Transactions on Neural Networks and Learning Systems, vol. 31, no. 7, pp. 2569–2577, 2020.

[20] A. Zaki, S. Chatterjee, P. Mitra, and L. Rasmussen, “Locally convex sparse learning over networks,” 03 2018.

[21] J. Wang, M. Kolar, N. Srebro, and T. Zhang, “Efficient distributed learning with sparsity,” in Proceedings of the 34th International Conference on Machine Learning, ser. Proceedings of Machine Learning Research, D. Precup and Y. W. Teh, Eds., vol. 70, International Convention Centre, Sydney, Australia: PMLR, 06–11 Aug 2017, pp. 3636–3645. [Online]. Available: http://proceedings.mlr.press/v70/wang17f.html

[22] T. Blumensath and M. Davies, “Iterative thresholding for sparse approximations,” Journal of Fourier Analysis and Applications, vol. 14, pp. 629–654, 12 2008.

[23] T. Blumensath and M. E. Davies, “Iterative hard thresholding for compressed sensing,” Applied and Computational Harmonic Analysis, vol. 27, no. 3, pp. 265 – 274, 2009. [Online]. Available: http://www.sciencedirect.com/science/article/pii/S1063520309000384

[24] S. Patterson, Y. C. Eldar, and I. Keidar, “Distributed sparse signal recovery for sensor networks,” in 2013 IEEE International Conference on Acoustics, Speech and Signal Processing, 2013, pp. 4494–4498.

[25] V. J. Hodge, S. O’Keefe, and J. Austin, “Hadoop neural network for parallel and distributed feature selection,” Neural Networks, vol. 78, pp. 24–35, 2016, special Issue on “Neural Network Learning in Big Data”. [Online]. Available: https://www.sciencedirect.com/science/article/pii/S0893608015001744

[26] L. Morán-Fernández, V. Bolón-Canedo, and A. Alonso-Betanzos, “Centralized vs. distributed feature selection methods based on data complexity measures,” Knowledge-Based Systems, vol. 117, pp. 27–45, 2017, volume. Variety and Velocity in Data Science. [Online]. Available: https://www.sciencedirect.com/science/article/pii/S0950705116303537

[27] D. López, S. Ramírez-Gallego, S. García, N. Xiong, and F. Herrera, “Belief: A distance-based redundancy-proof feature selection method for big data.” Information Sciences, vol. 558, pp. 124–139, 2021. [Online]. Available: https://www.sciencedirect.com/science/article/pii/S0020025520100128

[28] K. Tadist, F. Mrabti, N. S. Nikolov, A. Zahi, and S. Najah, “Sdpso: A parallel and distributed feature selection,” Proceedings of the 2020 ACM-IMS on Foundations of Data Science Conference, 2020.

[29] A. Javanmard and A. Montanari, “Hypothesis testing in high-dimensional regression under the Gaussian random design model: Asymptotic theory,” IEEE Transactions on Information Theory, vol. 60, no. 10, pp. 6522–6554, 2014.

[30] X. Liang and R. Jacobucci, “Regularized structural equation modeling to detect measurement bias: Evaluation of lasso, adaptive lasso, and elastic net,” Structural Equation Modeling: A Multidisciplinary Journal, 12 2019.

[31] M. J. Wainwright, High-Dimensional Statistics: A Non-Asymptotic Viewpoint, ser. Cambridge Series in Statistical and Probabilistic Mathematics. Cambridge University Press, 2019.

[32] C.-H. Zhang and S. Zhang, “Confidence intervals for low-dimensional parameters in high-dimensional linear models,” Journal of the Royal Statistical Society: Series B (Statistical Methodology), vol. 76, 10 2011.

[33] C. H. Zhang and S. Zhang, “Asymptotically optimal confidence regions and tests for high-dimensional models,” The Annals of Statistics, vol. 42, no. 3, pp. 1166–1202. Jun 2014. [Online]. Available: http://dx.doi.org/10.1214/14-AOS1221

[34] K. Das, K. Bhaduri, and H. Kargupta, “A local asynchronous distributed privacy preserving feature selection algorithm for large peer-to-peer networks,” Knowl. Inf. Syst., vol. 24, no. 3, p. 341–367, Sep. 2010.

[35] S.-Y. Rhee, J. Taylor, G. Wadhera, A. Ben-Hur, D. L. Brutlag, and R. W. Shafer, “Genotypic predictors of human immunodeficiency virus type 1 drug resistance,” Proceedings of the National Academy of Sciences, vol. 103, no. 46, pp. 17555–17560, 2006. [Online]. Available: https://www.pnas.org/content/103/46/17555

[36] R. F. Barber and E. J. Candès, “Controlling the false discovery rate via knockoffs,” The Annals of Statistics, vol. 43, no. 5, pp. 2055–2085, Oct 2015. [Online]. Available: http://dx.doi.org/10.1214/15-AOS1337

[37] C. Pelekis and J. Ramon, “Hoeffding’s inequality for sums of weakly dependent random variables,” Mediterranean Journal of Mathematics, vol. 14, 11 2017.

[38] E. Hashorva and J. Huesler, “On multivariate gaussian tails,” Annals of the Institute of Statistical Mathematics, vol. 55, pp. 507–522, 02 2003.

Hanie Barghi received her B.Sc. degree in Computer Engineering from Sharif University of Technology (SUT), Tehran, Iran, in 2018. She received her M.Sc. degree in Artificial Intelligence from SUT in 2021. Her research interests include machine learning, distributed learning, and statistics.

Amir Najafi is currently a postdoctoral associate at the School of Mathematics, Institute for Research in Fundamental Sciences (IPM), Tehran, Iran. He received his B.Sc. and M.Sc. degrees in electrical engineering from Sharif University of Technology (SUT), in 2012 and 2015, respectively. He also received his Ph.D. degree in artificial intelligence from Computer Engineering Dept. of SUT in 2020. He was with the Broad Institute of MIT and Harvard, MA, USA, as a visiting research scholar in 2016, and interned at Preferred Networks Inc., Tokyo, Japan, as a researcher in learning theory group in 2018. His research interests include machine learning theory and statistics.

Seyed Abolfazl Motahari received the B.Sc. degree from the Iran University of Science and Technology (IUST), Tehran, in 1999, the M.Sc. degree from Sharif University of Technology, Tehran, in 2001, and the Ph.D. degree from the University of Waterloo, Waterloo, Canada, in 2009, all in electrical engineering. He is currently an assistant professor with the Computer Engineering Department, Sharif University of Technology (SUT). From October 2009 to September 2010, he was a Post-Doctoral Fellow with the University of Waterloo, Waterloo.

From September 2010 to July 2013, he was a Post-Doctoral Fellow with the Department of Electrical Engineering and Computer Sciences, University of California at Berkeley. His research interests include multiuser information theory, machine learning theory, and bioinformatics. He received several awards including Natural Science and Engineering Research Council of Canada (NSERC) Post-Doctoral Fellowship.
APPENDIX A
CALCULATION OF THE APPROXIMATE INVERSE COVARIANCE MATRIX

Recall that LASSO estimator $\hat{b}_{\text{lasso}}$ for learning the true coefficient vector $\theta^*$ has been defined as:

$$\hat{b}_{\text{lasso}} = \arg\min_{b \in \mathbb{R}^p} \left\{ \ell_4(\theta; X, Y) \doteq \|Y - XB\|_2^2 + \lambda \|\theta\|_1 \right\}, \quad (17)$$

where $\lambda \geq 0$ is a user-defined regularizing coefficient. In this regard, the “debiased LASSO” estimator has been defined as an alternative which is proved to have a number of useful theoretical properties [1], [37], [38], [34]:

$$\hat{b} = \hat{b}_{\text{lasso}} + \frac{1}{n} MX^T (Y - XB) \hat{b}_{\text{lasso}}.$$

For an unknown covariance matrix $\Sigma$, $\Theta$ represents an estimation of the inverse covariance matrix $\Theta = \Sigma^{-1}$. In particular, we have $M = \Phi^{-2} \hat{C}$, where the diagonal matrix $\Phi$ is computed as

$$\Phi^2 = \text{diag}(\hat{a}^2_1, \ldots, \hat{a}^2_p),$$

where $\hat{a}^2_i = \frac{1}{n} (\hat{x}_i - X\hat{\gamma}^T \hat{x}_i)$, with $\hat{x}_i$ is the $i$th column of design matrix $X$, and $X\hat{\gamma}$ is a submatrix of $X$ with $\hat{x}_i$ being removed. Also, in [1] matrix $\hat{C}$ is defined as

$$\hat{C} = \begin{bmatrix} 1 & -\hat{\gamma}_{1,2} & \cdots & -\hat{\gamma}_{1,p} \\ -\hat{\gamma}_{2,1} & 1 & \cdots & -\hat{\gamma}_{2,p} \\ \vdots & \vdots & \ddots & \vdots \\ -\hat{\gamma}_{p,1} & -\hat{\gamma}_{p,2} & \cdots & 1 \end{bmatrix},$$

where $\hat{\gamma}_i = (\hat{\gamma}_{i,j})_{j \in [p] \setminus i} \in \mathbb{R}^{p-1}$ for $i \in [p]$ is defined as follows:

$$\hat{\gamma}_i(\hat{\lambda}) = \arg\min_{\gamma \in \mathbb{R}^p} \frac{1}{2n} \|\hat{x}_i - X\gamma\|_2^2 + \hat{\lambda} \|\gamma\|_1.$$

Here, $\hat{\lambda} = K \sqrt{\log p/n}$ with $K$ being a properly large universal constant.

APPENDIX B
EXPONENTIAL CONCENTRATION FOR TP AND FP

Another look at the formulations for TP and FP in the proof of Theorem 2 i.e.,

$$\text{FP} \doteq \sum_{k \notin \Theta} \hat{A}_k, \quad \text{TP} \doteq \sum_{k \in \Theta} \hat{A}_k,$$

simply reveals that both quantities are sums of several binary random variables, and thus would naturally concentrate if the summands were independently distributed. The main challenge, however, is that $\hat{A}_k$s are not independent. In fact, $\hat{A}_k : k \in [p]$ are the results of thresholding the components of a jointly Gaussian random vector (with high probability and up to some asymptotically small residual based on Theorem 2) whose covariance matrix has non-zero, but infinitesimally small, non-diagonal entries. In other words, $\hat{A}_k$s are weakly dependent binary random variables. In order to obtain a concentration bound for the summation of such variables, one could employ Theorem 1.2 in [42].

**Theorem 4** (Theorem 1.2 in [42]). Suppose $H_1, \ldots, H_p$ to be bounded random variables with $0 \leq H_i \leq 1$ for $i \in [p]$.

Also, $H_i$s are assumed to be weakly-dependent in the following sense: there exists a constant $\gamma \in (0, 1)$ such that for all $Q \subseteq [p]$ the following inequality holds:

$$\mathbb{E} \left( \prod_{i \in Q} H_i \right) \leq \gamma^{|Q|}, \quad (19)$$

where $|Q|$ denotes the cardinality of $Q$. Let us fix a real number $e \in (0, \frac{1}{2} - 1)$, and set $t = \gamma r + \gamma e$. Then, there exists a universal constant $b \geq 1$ such that

$$\mathbb{P} \left( \sum_{i=1}^p H_i \geq t \right) \leq b e^{-p D(\gamma(1+e)||\gamma)},$$

where $D(\gamma(1+e)||\gamma)$ denotes the KL divergence between two Bernoulli random variables with success probabilities of $\gamma(1+e)$ and $\gamma$, respectively:

$$D(\gamma(1+e)||\gamma) = \gamma(1+e) \log \frac{\gamma(1+e)}{\gamma} + (1 - \gamma - \gamma e) \log \frac{1 - \gamma(1+e)}{1 - \gamma}.$$
• $|E| = O(d)$.
• $x_i^{(E)} = t_i^{(E)} \neq 0$: And in case we have $|E| < d$, then $x_i^{(E)} = -\Theta t_i^{(E)}$, where $e_i$ is the $i$-th unit vector in $\mathbb{R}^{|E|}$, and $E^c$ is the complement of $E$. Moreover, let us define

$$\alpha = \frac{\max_j \langle \chi, \Theta x \rangle}{x_i^{(E)}} > 0.$$ 

Now, let $H \sim \mathcal{N}(0, \Sigma)$, and set $t = (\tau, \ldots, \tau)^T \in \mathbb{R}^d$. Then, we have

$$\mathbb{P}(H \geq t) \leq \mathbb{P}(H_{|E|} \geq t_{|E|}) \leq \frac{e^{-\alpha/2}}{(2\pi)^{|E|/2}||\Sigma_{|E|}|} \prod_{i \in E} H_i^{-1}. \tag{21}$$

Based on Lemma 2, and in particular (21), it can be seen that when $n/N = \Theta(p)$, the expectation in (20) drops exponentially w.r.t. $|E|$, where $E$ is a specific subset of $Q$ with $|E| = O(d)$. Since $H_k$ are all strictly smaller than 1 with high probability, it can be seen that there exists a positive constant $\chi < 1$ such that for all $Q \subseteq [p] - T$, we have:

$$\mathbb{E}(\prod_{k \in Q} \hat{A}_k) \leq \chi^{|Q|}.$$

Exact calculation of $\chi$ goes beyond the scope of this work and our efforts have been focused on proving its existence. Combining the above result with those of Theorem 3 gives exponential concentration bounds (similar to Chernoff bounds for independent R.V.s) for both $FP$ and $TP$, whose exponents are linear in $p - s_0$ and $s_0$, respectively. This will give far better high probability guarantees compared to those given in Corollary 2. However, the required constraints for this property, i.e., $n/N = O(p)$, does not hold in many practical purposes.

**APPENDIX C**

**PROOF OF LEMMAS**

**proof of Lemma 7** We can write $|A \times B|_\infty$ as follows

$$|A \times B|_\infty = \max_{i,j} |(A_i, B_j^T)|$$

Form Holder inequality, $|\langle x, y \rangle| \leq ||x||_q ||y||_r$, $\frac{1}{q} + \frac{1}{p} = 1$, we have

$$|A \times B|_\infty \leq \max |A_i|_\infty \times \max_j \left\| B_j^T \right\|_1$$

$$\Rightarrow |A \times B|_\infty \leq |A|_\infty \times \left\| B \right\|_1$$

**Proof of Lemma 2** We analyze this case in two different regimes: 1) when covariance matrix is identity matrix $I_{p \times p}$, but it has been assumed unknown for clients, and 2) when covariance matrix is known and has a bounded condition number. The condition for the first case can be further relaxed; In fact, it is enough to assume the inverse covariance matrix is sufficiently sparse which indicates the dimensions of design matrix are weakly-dependent. However, we omit further details for the sake of simplification.

For the first case, let us obtain an upper-bound for $|(M \hat{\Sigma} - I)(M^T - I)|_\infty$.

Due to Lemma [1], we have

$$|(M \hat{\Sigma} - I)(M^T - I)|_\infty \leq |M \hat{\Sigma} - I|_\infty \times ||M^T - I||_\infty$$

$$\leq (a) |M \hat{\Sigma} - I|_\infty \times ||M - I||_\infty$$

$$\leq (b) \sqrt{\frac{\log p}{n}} \times ||M - I||_\infty$$

$$\leq (c) \sqrt{\frac{\log p}{n}} \times s_0 \sqrt{\frac{\log p}{n}}$$

where (a) is deduced from the definition of $\ell_\infty$-norm and norm-1, and $||A^T||_1 = ||A||_\infty$. Inequality (b) is derived from (10) and Lemma (5.3) of [38], and for the proof of inequality (c) we refer to Theorem 2.4 in [38], where $s_0 = \max_{i \neq j} ||\hat{\Sigma} - \Theta_i \Theta_j||_\infty$. Thus, we can simplify the above chain of inequalities as

$$|M \hat{\Sigma} M^T - M \hat{\Sigma} + I - M^T|_\infty \leq s_0 \times \frac{\log p}{n} \tag{22}.$$ 

By adding $M \hat{\Sigma} - I$ to the l.h.s. of (22) and using the fact that $|A + B|_\infty \leq |A|_\infty + |B|_\infty$, we have

$$|M \hat{\Sigma} M^T - M^T|_\infty \leq s_0 \times \frac{\log p}{n} + |M \hat{\Sigma} - I|_\infty$$

$$\leq s_0 \times \frac{\log p}{n} + \sqrt{\frac{\log p}{n}}.$$ 

Using triangle inequality of $\ell_\infty$-norm, and noticing the fact that $|A|_\infty = |A^T|_\infty$, we have

$$|M \hat{\Sigma} M^T - I|_\infty \leq s_0 \times \frac{\log p}{n} + \sqrt{\frac{\log p}{n}} + |M \hat{\Sigma} - I|_\infty$$

$$= s_0 \times \frac{\log p}{n} + \sqrt{\frac{\log p}{n}} + |M - I|_\infty$$

$$\leq s_0 \times \frac{\log p}{n} + \sqrt{\frac{\log p}{n}} + ||M - I||_\infty$$

$$\leq s_0 \times \frac{\log p}{n} + (1 + s_0) \sqrt{\frac{\log p}{n}}$$

We assumed $\Theta = \Sigma^{-1} = I$, hence $s_0 = 0$, therefore $|M \hat{\Sigma} M^T - I|_\infty \leq \sqrt{\frac{\log p}{n}}$. As a result, we have

$$|M \hat{\Sigma} M^T|_\infty \leq 1 + \sqrt{\frac{\log p}{n}}.$$ 

For the second case, we prove the bound by using the Hoeffding inequality. When covariance matrix is known, one can simply set $M = \Sigma^{-1}$. This way, we have

$$M \hat{\Sigma} M^T = \Sigma^{-1} \hat{\Sigma} \Sigma^{-1} \Sigma^{-1} \left( \frac{1}{n} \sum_{i=1}^{n} X_i X_i^T \right) \Sigma^{-1}$$

where, with a little abuse of notation, $X_i$ denotes the $i$th row of the design matrix $X$. As it is evident, each entry of the empirical covariance matrix $\hat{\Sigma}$ is the sum of $n$ independent
random samples with unbiased means and bounded variances. More precisely, let us write
\[ \hat{\Sigma} = \Sigma + \Sigma^{1/2} \Delta \Sigma^{1/2}. \]
Then, \( \Delta_{i,j} \) for each \( i, j \in [p] \) represents the sum of \( n \) i.i.d. samples with zero mean and a variance of most 2. Thus, it can be bounded as follows:
\[
P( |\Delta_{i,j}| > \varepsilon ) \leq 2 \exp\left( -\frac{n \varepsilon^2}{2W_{i,j}^2} \right),
\]
(23)
where, for \( Z, Z' \sim \mathcal{N}(0, 1) \) being two independent normal R.V.s, we have
\[
W_{i,j}^2 \equiv \mathbb{E}\left[ (ZZ')^2 \right] = 1
\]
for \( i \neq j \), and
\[
W_{i,i}^2 \equiv \mathbb{E}\left[ (Z^2 - 1)^2 \right] = 2.
\]
for \( i \in [p] \). Using the union bound, we have
\[
P( |\Delta|_\infty \geq \varepsilon ) \leq 2p^2 e^{-n\varepsilon^2/2},
\]
or alternatively, with a probability of at least \( 1 - O\left( p^{-1} \right) \) we have
\[
|\Delta|_\infty \leq \sqrt{\frac{\log (2p^3)}{2n}} \leq \sqrt{\frac{\log p}{n}}.
\]
Finally, it can be easily seen that
\[
|M\Sigma M^T - \Sigma^{-1}|_\infty = \left| \Sigma^{-1/2} \Delta \Sigma^{-1/2} \right|_\infty,
\]
and since the maximum eigenvalue of \( \Sigma^{-1} \) is already assumed to be bounded irrespective of \( p \), the same bound (up to a different constant) holds for \( |M\Sigma M^T - \Sigma^{-1}|_\infty \), which completes the proof.