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Abstract—In many clustering scenes, data samples’ attribute values change over time. For such data, we are often interested in obtaining a partition for each time step and tracking the dynamic change of partitions. Normally, a smooth change is assumed for data to have a temporal smooth nature. Existing algorithms consider the temporal smoothness as an a priori preference and bias the search towards the preferred direction. This a priori manner leads to a risk of converging to an unexpected region because it is not always the case that a reasonable preference can be elicited given the little prior knowledge about the data. To address this issue, this paper proposes a new clustering framework called evolutionary robust clustering over time. One significant innovation of the proposed framework is processing the temporal smoothness in an a posteriori manner, which avoids unexpected convergence that occurs in existing algorithms. Furthermore, the proposed framework automatically tunes the weight of smoothness without data’s affinity matrix and predefined parameters, which holds better applicability and scalability. The effectiveness and efficiency of the proposed framework are confirmed by comparing with state-of-the-art algorithms on both synthetic and real datasets.

Index Terms—evolutionary algorithm; dynamic optimization; evolutionary clustering; temporal data.

I. INTRODUCTION

TEMPORAL data clustering refers to partitioning data samples whose attribute values change over time [1]. It requires 1) obtaining a partition for each time step, and 2) tracking the temporal change of partitions. Normally, the change is expected to be smooth over time with the assumption of temporal smooth nature of data [2]. For example, in video segmentation tasks, segmentation can be conducted frame by frame, and results of successive frames have temporal continuity because adjacent frames share similarities [3] [4]. Such instances are also ubiquitous in dynamic community detection [5] [6], user preference mining [8], and consumer behavior analysis [9], etc.

Static clustering that processes data at each time step independently is inappropriate for temporal data, because it is susceptible to noise, and the obtained partitions are unstable at neighboring time periods. An alternative way is to incorporate a temporal smoothness penalty with static clustering approaches. This penalty guarantees the partition evolving smoothly over time. Algorithms following this way can be divided into two types.

The first type incorporates temporal smoothness penalty into clustering validity indexes [2] [10] [11] [12] [13] or considers the penalty when calculating the affinity matrix/representation of data [1] [14] [15] [16] [17]. In online clustering scenarios [14], the weight of the penalty determines to what extent the current partition/affinity matrix/representation is similar to previous ones. Most algorithms preset the weight before clustering [2] [10] [11] [12] [13] [14] [16] [17]. This setting is inapplicable in practice since the amount of temporal changes in data is unavailable a priori. A few algorithms automatically tune the weight by quantifying the significance of previous data on current data clustering [11] [15]. The former [1] involves data’s affinity matrix, in which the quadratic computational complexity and memory demand of the affinity matrix, i.e., $O(S^2)$, may hinder its scalability to datasets with a large number $S$ of samples [12]. The latter [15] is specific to subspace clustering.

The second type simultaneously optimizes the clustering validity index and temporal smoothness penalty by evolutionary multiobjective optimization (EMO) algorithms without tuning the weight [5] [6]. The smoothness penalty in [5] [6] is denoted by the normalized mutual information (NMI) [18] between the current and historical partitions. This denotation is improper to cases with changes in data samples’ memberships and may lead to error propagation, i.e., historical partition error misleads the current clustering. Furthermore, these methods [5] [6] are tailored to dynamic community detection, being impracticable for other tasks.

Besides, both of the two types treat the temporal smoothness as an a priori preference, i.e., incorporating smoothness within the clustering process and searching solutions (i.e., partitions of the dataset) along with the “preferred” direction. This a priori manner may make algorithms converge to an unexpected region because it is not rare to struggle to set a reasonable preference given the little prior knowledge about the data [19].

To address these issues, this paper proposes a new clustering framework called evolutionary robust clustering over time (ERCOT). ERCOT offers two innovations to temporal data clustering: 1) ERCOT processes the temporal smoothness as an a posteriori preference, i.e., incorporating smoothness within the clustering process and searching solutions (i.e., partitions of the dataset) along with the “preferred” direction. This a priori manner may make algorithms converge to an unexpected region because it is not rare to struggle to set a reasonable preference given the little prior knowledge about the data [19].

1In this paper, the term “evolutionary” refers to the algorithms inspired by biological evolution (i.e., evolutionary algorithms (EAs)) rather than the temporal evolution of data.

2In this paper, the term “robust” refers to the stability of the clustering result in the time space [20] instead of resisting uncertainties in the parameter space.
an *a posteriori* preference, avoiding the potential unexpected convergence in existing methods. At each time step, ERCOT first optimizes the clustering objective function without considering the temporal smoothness penalty, which promotes the global convergence concerning the current data. By utilizing EA's population-based search property, multiple solutions with different smoothness concerning historical data are obtained. Solutions with appropriate smoothness can subsequently be selected *a posteriori*, maintaining the partition’s temporal smoothness. 2) In the procedure of selecting solutions with appropriate smoothness, ERCOT automatically tunes the weight of smoothness without data’s affinity matrix, guaranteeing ERCOT’s scalability. The proposed weight auto-tuning method derives the probabilistic models of data distribution at adjacent time steps and automatically infers the weights of data via model stacking. Overall, this paper’s main contributions are:

- ERCOT. The proposed framework automatically processes the temporal smoothness in an *a posteriori* manner, which avoids unexpected convergence that occurs in existing algorithms.
- Smoothness weight auto-tuning method. This method calculates the temporal smoothness weight for ERCOT without predefined parameters and data’s affinity matrix, which holds better scalability than existing algorithms.
- Empirical validation of ERCOT’s clustering accuracy and time efficiency on both synthetic and real datasets. Simulation results demonstrate the superiority of ERCOT with comparison to representative temporal data clustering algorithms.

In this paper, bold capital and bold lowercase letters represent matrices and vectors, respectively. $a_s$ is the $s$th row of $A$. $|A|$ denotes the number of rows of $A$. $A_i$ is a sub-matrix of $A$ with rows (data samples) belonging to the $i$th cluster. $z_c$ is a vector representing the $c$th cluster centroid, which can be extracted from $z$. $a^t_i$, $A^t$ refer to the evolving scalar, vector, and matrix at time $t$, respectively. $P^{G,t}$ denotes the evolving matrix in the $G$th algorithmic generation of time $t$.

The remainder of the paper contains: literature review in Section II, the proposed ERCOT in Section III, experiments in Section IV, and conclusions in Section V.

II. RELATED WORK

A. Temporal Data Clustering

Temporal data clustering handles data samples whose attribute values change over time. The focus is to obtain a partition for each time step and keep the partition’s smoothness over consecutive time steps. This clustering task is conceptually different from data stream clustering and incremental clustering. In data stream clustering, data samples’ attribute values remain unchanged, but new samples continually appear as time goes by. The aim is to partition data in a single pass with restricted memory. Incremental clustering could handle temporal data, but it does not concern about temporal smoothness but low computational cost at the price of clustering accuracy [1].

To jointly consider clustering accuracy and temporal smoothness, the seminal work [2] added a smoothness penalty to the objective function of k-means [21] and agglomerative hierarchical clustering. The objective function [2] is

$$J_{total} = (1 - \alpha)J_{snapshot} + \alpha J_{temporal},$$

where the total objective $J_{total}$ is an aggregation of the present clustering accuracy $J_{snapshot}$ and temporal smoothness $J_{temporal}$, and $\alpha$ is a user-defined parameter determining the weight of smoothness. Chi et al. [14] extended the above work to spectral clustering and proposed two smoothness measures, i.e., preserving cluster quality and preserving cluster membership. The former evaluates the quality of the current partition in clustering historical data, whereas the latter estimates the similarity between the present and historical partitions. The temporal smoothness was further considered in co-clustering methods [11] and the computational complexity of spectral clustering was reduced by the $E^2$SC algorithm [12]. Later, the affinity propagation was introduced to deal with temporal smoothness by exchanging messages among the data at different time points [16] [17]. Dirichlet process was also employed for modeling the time-varying clusters, in which the partition was inferred via Gibbs sampling [13].

The above algorithms need to predefine the value of $\alpha$, which is nontrivial in practice because the amount of temporal changes in data is unavailable a priori. To address this issue, the AFFECT [1] adaptively estimated the optimal weight of smoothness by shrinkage estimation. The CESM [15] proposed a data self-expressive model for temporal data clustering in subspaces. The weight of smoothness was automatically inferred by alternately minimizing the model.

In [22], the clustering validity index and temporal smoothness were simultaneously optimized by EMO without tuning the weight. This idea was later employed in dynamic community detection [5] [6]. These methods [5] [6] [22], together with the approach proposed in [23], quantify the temporal smoothness either by the distance between present and historical cluster centroids or by the NMI [13] between present and historical partitions. This quantification may result in error propagation, i.e., the error in historical cluster centers/partition may mislead the current clustering. Additionally, almost all the existing methods [24] consider the temporal smoothness as an *a priori* preference, i.e., inserting smoothness into the clustering process and restricting the search of solutions along with the “preferred” direction. This *a priori* manner leads to a risk of losing solution diversity and converging to an unexpected region since it is not always the case that a reasonable preference can be elicited given the little prior knowledge about the data [19].

This paper proposes the evolutionary robust clustering over time (ERCOT) framework to address the above issues. ERCOT is related to the terminology robust optimization over time (ROOT) [20] but is significantly different from ROOT in essence. ROOT is for optimization and focuses on predicting robust solutions for future environment. In comparison, ERCOT works on clustering and emphasizes maintaining a robust data partition concerning previous data.
B. Evolutionary Multiobjective Optimization

Multiobjective optimization problems (MOPs) can be formulated as
\[
\min_f(x) = (f_1(x), f_2(x), \ldots, f_p(x))
\]
\[\text{s.t. } x \in \Omega, \tag{2}\]
where \(x = (x_1, x_2, \ldots, x_g)^T\) is a candidate solution, \(\Omega \subseteq \mathbb{R}^g\) is the decision space, \(f : \Omega \rightarrow \mathbb{R}^p\) includes \(p\) conflicting objectives to be minimized, and \(\mathbb{R}^p\) is the objective space. EMO algorithms are the main techniques for simultaneously optimizing the multiple objectives in MOPs \[25\] \[26\].

**Definition 1.** Solution \(x_1\) is said to Pareto dominate solution \(x_2\), i.e., \(x_1 \prec x_2\), if and only if \(\forall i \in \{1, 2, \ldots, p\}, f_i(x_1) \leq f_i(x_2)\) and \(\exists i \in \{1, 2, \ldots, p\}, f_i(x_1) < f_i(x_2)\) \[25\].

**Definition 2.** \(x^*\) is said to be a Pareto non-dominate solution, if there is no other solution \(x \in \Omega\) satisfying \(x \prec x^*\) \[25\].

**Definition 3.** All the Pareto non-dominate solutions constitute the Pareto non-dominate solution set \(P^*\), the corresponding objective values form the Pareto front (PF) \[25\].

Clustering can be modeled as MOPs and solved by EMO algorithms. Such clustering paradigm allows simultaneously processing multiple clustering validity indexes and problem/model-specific criteria, offering great flexibility and scalability over traditional methods \[27\] \[28\].

III. ERCOT

The proposed ERCOT processes the smoothness in temporal data clustering \(a \text{ posteriori}\) and automatically tunes the smoothness weight. This new scheme avoids unexpected convergence that occurs in existing methods and holds better scalability.

A. Workflow of ERCOT

We take a two-objective function (clustering validity index) and genetic algorithm as an example to illustrate the workflow of ERCOT. However, this illustration does not indicate that ERCOT is tailored to the exemplified objective function and algorithm. Instead, the novelty and core idea of ERCOT, i.e., processing temporal smoothness \(a \text{ posteriori}\) and automatically tuning smoothness weight, can be incorporated with various objective functions and algorithms for different problem-solving.

The workflow is given in Algorithm 1. It starts with randomly generating \(N\) solutions (solution representation is explained in Section III-C) and evaluating the \(N\) solutions’ fitness (i.e., clustering validity) by Equation (3) (line 2 of Algorithm 1). These solutions and their fitness constitute the initial parent population \(P^{G,t}\). Each row of \(P^{G,t}\) reports a solution and its corresponding fitness. Iterative generations follow the initialization. Four steps are involved in each generation \(G\):

Step 1, reinitializing the population only if a new time step arrives (lines 4-7 of Algorithm 1). DNSGAI1’s reinitialization setting \[29\] is adopted due to its simplicity and efficiency: \(p\) percent of the \(N\) solutions are randomly selected from the final population of the last time step \(P^{G_{max},t-1}\) to inherit historical partitions (requires a decoding-encoding operation of Equations (4) and (5)), and the other solutions are randomly generating \(N\) solutions (solution representation is \(x\), see Equation (2)).

**Algorithm 1** Workflow of ERCOT

**Require:** maximum number of generations \(G_{max}\) at each time step, data \(A^t\) at time \(t = 1, 2, \cdots\)

1: \(G = 1, t = 1\)
2: \(P^{G,t} \leftarrow \text{initialization}(A^t)\)
3: while stopping criterion not met do
4:   if a new time step arrives then
5:     \(G = 1, t = t + 1\)
6:     \(P^{G,t} \leftarrow \text{reinitialization}(P^{G_{max},t-1}, A^t)\)
7:   end if
8:   \(Q^{G,t} \leftarrow \text{reproduction}(P^{G,t}, A^t)\)
9:   if \(t > 1\) and \(G = G_{max}\) then
10:      \(\alpha^{t-1} \leftarrow \text{smoothness weight auto-tuning}(P^{G_{max},t-1}, A^t-1, P^{G,t}, Q^{G,t}, A^t)\)
11:     \(P^{G+1,t} \leftarrow \text{fitness accumulation}(P^{G,t}, Q^{G,t}, A^{t-1}, \alpha^{t-1})\)
12: else
13:     \(P^{G+1,t} \leftarrow \text{environmental selection}(P^{G,t}, Q^{G,t})\)
14: end if
15: \(G = G + 1\)
16: end while

**Return:** Final partitions of time \(t = 1, 2, \cdots\)

Step 2, reproducing offspring population (line 8 of Algorithm 1). \(N\) offspring solutions are produced by the single-point crossover \[40\] and polynomial mutation \[41\] due to their good performance found in evolutionary clustering literature \[27\]. These solutions are then refined by Equation (5) to accelerate convergence, and their fitness is evaluated by Equation (5). These solutions and their corresponding fitness constitute the offspring population \(Q^{G,t}\). Each row of \(Q^{G,t}\) reports a solution and its corresponding fitness.

Step 3, tuning smoothness weight and calculating the accumulated fitness only at the last generation \(G_{max}\) of each time \(t > 1\) (lines 9-12 of Algorithm 1). The weight of smoothness is automatically tuned by quantifying the significance of historical data \(A^{t-1}\) on clustering present data \(A^t\). The accumulated fitness considers not only solutions’ accuracy on clustering \(A^t\) but also their quality on partitioning \(A^{t-1}\). Therefore, partition’s temporal smoothness will be maintained by selecting solutions according to the accumulated fitness at the last generation (line 12 of Algorithm 1). The accumulated fitness of parent and offspring solutions is updated to \(P^{G,t}\) and \(Q^{G,t}\), respectively. Each row of \(P^{G,t}\) and \(Q^{G,t}\) reports a solution and its corresponding accumulated fitness.

Step 4, conducting environmental selection. NSGAII’s environmental selection \[32\] is utilized to select promising solutions \(P^{G+1,t}\) for the next generation (line 12 or 14 of Algorithm 1).

After generation terminates, ERCOT outputs the fittest solution as the final partition. For the two-objective function employed here, the method of \[33\] \[34\] can be used to identify the knee point among the Pareto non-dominate solutions as the final partition.
B. Objective Function

We employ a two-objective function. The motivation of employing this objective function is the two objectives trading off each other’s tendency to increase or decrease the number of clusters, which enables ERCOT to automatically determine the number of clusters in a single run:

\[
\min f^t(x) = (f^t_{cp}(z), f^t_{sep}(z)),
\]

\[
f^t_{cp}(z) = \sum_{s=1}^{C} \sum_{c=1}^{S} u_{sc} \text{Dis}(z_c, a^t_s),
\]

\[
f^t_{sep}(z) = 1/ \min_{c \neq c'} \text{Dis}(z_c, z_{c'}),
\]

with

\[
u_{sc} = \begin{cases} 1, & \text{if } \text{Dis}(z_c, a^t_s) \leq \text{Dis}(z_{c'}, a^t_s), \text{ for } 1 \leq c' \leq C; \\ 0, & \text{else}, \end{cases}
\]

where \( z \) represents cluster centroids being decoded from solution \( x \); \( z_c \in z \) (\( c = 1, 2, \cdots, C \)) is the \( c \)-th centroid; \( a^t_s \in A^t \) (\( s = 1, 2, \cdots, S \)) is the \( s \)-th data sample at time \( t \); and \( \text{Dis}() \) calculates the Euclidean distance. \( f_{cp} \) expresses the intra-cluster compactness and is less biased towards spherically shaped clusters compared with the well-known \( J_m \) which squares \( \text{Dis}() \). \( f_{sep} \) measures the inter-cluster separation [27].

The advantages of the two-objective function over existing ones in temporal data clustering are that it is conceptually simple and captures more diverse characteristics of datasets by jointly considering the intra- and inter-cluster information. More importantly, \( f_{cp} \) prefers partitions with a large number of clusters, whereas \( f_{sep} \) favors partitions with fewer clusters, i.e., the two objectives balance each other’s tendency to increase or decrease the number of clusters. Consequently, multiple partitions at different hierarchical levels can be obtained in a single algorithmic run. The final number of clusters can further be determined by selecting a final partition from the obtained ones.

Note that apart from the cluster prototype-based \( f_{cp} \) and \( f_{sep} \), the validity indexes based on cluster labels can also be incorporated with ERCOT for distinctively shaped datasets [27].

C. Solution Encoding

We adopt a hybrid real encoding to fit with the employed objective function, as shown in Figure 1. The motivation of adopting this encoding is it allowing ERCOT to automatically optimize the number of clusters \( C \) (\( 2 \leq C \leq C_{\text{max}} \)). The first \( C_{\text{max}} \) entries are masks controlling the activation/inactivation of cluster centroids, while the rest entries represent cluster centroids. The mask \( m_c \) (\( c = 1, 2, \cdots, C_{\text{max}} \)) is a real number from \( [0, 1] \). Centroid \( z_c \) is activated if \( m_c \geq 0.5 \); otherwise \( z_c \) is inactivated. The example in Figure 1 represents a partition with \( C = 2 \) clusters, and the centroids are \((0.7, 0.2, 0.6)\) and \((0.1, 0.8, 0.2)\), respectively.

Note that the Locus-based encoding can also be adopted if cluster label-based validity indexes are involved in the objective function for distinctively shaped datasets [36].

Remark 1. Since the data evolve over time, the centroids represented by solutions in \( P^{G_{\text{max}}, t-1} \) cannot be directly used for the reinitialization of time \( t \) (line 6 of Algorithm 1). We conduct a decoding-encoding operation to transform the centroids from the data space of time \( t-1 \) to that of time \( t \) as follows.

For each of the selected solutions from \( P^{G_{\text{max}}, t-1} \), we decode its activated centroids \( z_c, c = 1, 2, \cdots, C \), to the memberships of data samples:

\[
u_{sc} = \begin{cases} 1, & \text{if } \text{Dis}(z_c, a^t_s) \leq \text{Dis}(z_{c'}, a^t_s), \text{ for } 1 \leq c' \leq C; \\ 0, & \text{else}, \end{cases}
\]

where \( u_{sc} \) is the membership of the sample \( s \) to centroid \( c \) at time \( t-1 \). After that, we update the activated centroids by encoding the memberships according to \( A^t \):

\[
z_c = \frac{\sum_{s=1}^{S} u_{sc} a^t_s}{\sum_{s=1}^{S} u_{sc}},
\]

Only the samples that appear at both time \( t \) and \( t-1 \) are considered in Equation (4). Solutions with updated activated centroids (masks and inactivated centroids remain unchanged) inherit the partition \( (t-1) \)’s partitions and fit with time \( t \)’s data prototype, thus can be used as initial solutions of \( t \).

Remark 2. To accelerate convergence, at the reproduction step (line 8 of Algorithm 1), we refine the activated centroids \( z_c, c = 1, 2, \cdots, C \), of each offspring solution by Equation (5), where \( u_{sc} = 1 \), if \( \text{Dis}(z_c, a^t_s) \leq \text{Dis}(z_{c'}, a^{t-1}_s) \), for \( 1 \leq c \leq C \); \( u_{sc} = 0 \), otherwise.

D. Fitness Accumulation

We propose the fitness accumulation to measure solutions’ clustering validity on both the present data \( A^t \) and the previous data \( A^{t-1} \) at the last generation \( G_{\text{max}} \) of each time \( t > 1 \). The temporal smoothness of partition can be maintained by selecting solutions according to the accumulated fitness (line 12 of Algorithm 1). We define the accumulated fitness \( f^t(x) \) of solution \( x \) at time \( t = 2, 3, \cdots \) as

\[
f^t(x) = (1 - \alpha^{t-1}) f^t(x) + \alpha^{t-1} f^{t-1}(x),
\]

where \( f^t(x) \) and \( f^{t-1}(x) \) are calculated by Equation (3), \( f^t(x) \) is the fitness of \( x \) on the present data \( A^t \), \( f^{t-1}(x) \) is the fitness of \( x \) on the previous data \( A^{t-1} \), \( \alpha^{t-1} \) is the weight of temporal smoothness and is automatically tuned by the method in Section III-E. Since the data evolve over time, before evaluating \( f^{t-1}(x) \), the decoding-encoding operation of Equations (4) and (5) is executed to transform the centroids represented by \( x \) from the data space of time \( t \) to that of \( t-1 \). Parents and offspring with accumulated fitness are updated to \( P^{G,t} \) and \( Q^{G,t} \), respectively (line 11 of Algorithm 1).
The proposed fitness accumulation has two key features: 1) It expresses the temporal smoothness of how well the current partition fits with historical data, avoiding being affected by historical partition error. 2) It is executed only at the last generation of each time step, enabling ERCOT to search for accurate partitions without being penalized by temporal smoothness (lines 8 and 14 of Algorithm 1), and then process the smoothness in an a posteriori manner (lines 9-12 of Algorithm 1).

This posterior manner is rational due to the following reasons. First, it is intuitive to prioritize clustering accuracy with that of characteristics, the quantification is conducted in each cluster rather than in the whole dataset.

The procedure of smoothness weight auto-tuning is depicted in Figure 2. In this procedure, first, \( A_t \) and \( A_t^{-1} \) are normalized to zero mean, respectively; then, only the data samples of \( A_t \) and \( A_t^{-1} \) that appear at both time \( t \) and \( t - 1 \) are considered in the following four steps. Since only the common data samples at adjacent time steps are needed in processing smoothness, ERCOT can readily handle datasets with inserting and removing samples over time.

In step 1, to conduct the quantification in each cluster, we need a pseudo-partition of \( A_t \) and link the clusters formed by the pseudo-partition to \( A_t^{-1} \)’s clusters. As the smoothness weight auto-tuning is executed a posteriori after data clustering (line 9 of Algorithm 1), we can identify the knee point among the Pareto non-dominated solutions of the final population \( P_{\text{max,t}} \cup Q_{\text{max,t}} \) as the pseudo partition of \( A_t \) by the method of [33]. This pseudo partition is a feasible classification of \( A_t \) without penalizing by temporal smoothness.

In step 2, we execute a cluster matching operation since clusters’ permutation at time \( t \) may be different from that at \( t - 1 \). For each cluster in the pseudo-partition of time \( t \), this operation pairs it with a \( (t - 1) \)’s cluster, such that the two paired clusters have the maximum number of common samples. This one-to-one matching can be done in polynomial time by the Hungarian algorithm [39].

In step 3, for each pair of the matched clusters, we stack the probabilistic models as:

\[
\widehat{\varphi}_{A_t^i} = (1 - \alpha_t^{i-1})\varphi_{A_t^i} + \alpha_t^{i-1}\varphi_{A_t^i-1},
\]

where \( i \) refers to the \( i \)th pair of matched clusters; \( A_t^{i-1} \) and \( A_t^i \) are the data belonging to the matched clusters at time \( t - 1 \) and \( t \), respectively; \( \varphi_{A_t^{i-1}} \) and \( \varphi_{A_t^i} \) are the probabilistic models of \( A_t^{i-1} \) and \( A_t^i \), respectively; \( \widehat{\varphi}_{A_t^i} \) is an approximation of \( \varphi_{A_t^i} \), where \( \varphi_{A_t^i} \) is the true latent probability density function describing \( A_t^i \); \( \alpha_t^{i-1} \) represents the significance of \( A_t^{i-1} \).

The optimal stack can be obtained by maximizing the probability of observing out-of-sample \( A_t^i \), which can be modeled as maximizing the log-likelihood function [38]:

\[
\log L = \sum_{a \in \mathcal{A}_{\text{test}}} \log \widehat{\varphi}_{A_t^i},
\]

where \( \mathcal{A}_{\text{test}} \) are the out-of-sample (test) data of \( A_t^i \). Equation (8) can be solved by the method of [38] in two sub-steps:

- Sub-step 3.1, randomly dividing \( A_t^i \) into \( v \) folds by the principle of cross-validation. For each fold, the training part is used to deduce the \( \varphi_{A_t^i} \) of Equation (7); the testing part forms the \( \mathcal{A}_{\text{test}} \) of Equation (8). The likelihood of each sample in the testing part can be estimated by Equations (7) and (8).

- Sub-step 3.2, estimating the \( \alpha_t^{i-1} \) of the optimal stack by maximizing the equivalence of Equation (8):

\[
\log L = \sum_{s} \log((1 - \alpha_t^{i-1})\varphi_{A_t^i}(a_s) + \alpha_t^{i-1}\varphi_{A_t^{i-1}}(a_s)),
\]

where \( \varphi_{A_t^i}(a_s) \) and \( \varphi_{A_t^{i-1}}(a_s) \) are the \( (s,1) \)th and \( (s,2) \)th entries of the matrix obtained in sub-step 3.1, respectively. Equation (9) can be easily solved by the expectation-maximization algorithm [40].

In step 4, after estimating the weights of all pairs of matched clusters, we aggregate the final weight \( \alpha_t^{i-1} \) according to the size of each cluster:

\[
\alpha_t^{i-1} = \frac{\sum_{i} |A_t^{i-1}| |A_t^i|}{|A_t^{i-1}| + |A_t^i|} \alpha_t^{i-1},
\]

where \( |A| \) denotes the number of samples in \( A \), and \( i = 1, 2, \ldots, C^t \) refers to the \( i \)th pair of matched clusters. A higher \( \alpha_t^{i-1} \) value indicates a larger relevance of \( A_t^{i-1} \) to \( A_t \), and vice versa.

F. Computational Complexity

The computational complexity of each generation of ERCOT is analyzed below.
The two objectives of Equation 3, i.e., \( f_{cp} \) and \( f_{step} \) require \( O(SDC_{max} N) \) and \( O(DC_{max} (C_{max} - 1) N) \) computations, respectively, where \( S \) is the number of data samples to be clustered, \( D \) is the dimensionality of data sample, \( C_{max} \) is the maximum number of clusters, and \( N \) is the population size. Because \( C_{max} - 1 \ll S \), the computational complexity of objective function evaluation is \( O(SDC_{max} N) \).

The complexity of evolutionary operators, i.e., the crossover, mutation, and selection, is dominated by environmental selection [32]. The complexity of environmental selection is \( O(pN^2) \) [32], where \( p \) is the number of objectives. ERCOT has \( p = 2 \) objectives, thus the complexity of environmental selection is \( O(N^2) \).

The complexity of smoothness weight auto-tuning is \( O(SDv) \), where \( v \) is the number of folds of the cross-validation employed in Sub-step 3.1.

Because \( N \ll S \), the overall complexity of ERCOT is \( O(SDC_{max} N + SDv) \).

IV. EXPERIMENT

A. Experimental Setup

1) Datasets: We design eight synthetic datasets emulating various kinds of change patterns, i.e., data evolve with 1) varying attribute values, 2) concept drift [14], 3) inserting and removing samples, and 4) varying cluster numbers. These datasets comprehensively verify the efficiency and effectiveness of ERCOT. Details of the datasets are given along with the experimental analysis in Section IV-B. We further examine ERCOT on two real (experimental) temporal data clustering problems, i.e., bird flocks tracking [41] and video background segmentation [8], to testify ERCOT’s practicability.

2) Measures: We employ the rand index (RI) [42] and NMI [13] as performance measures. RI evaluates the similarity between the clustering result and data labels, whereas NMI calculates the mutual information between the clustering result and data labels. Higher RI and NMI values indicate better performance. For temporal data, we calculate the mean RI (mRI) and mean NMI (mNMI) of all time steps to evaluate algorithms’ overall performance.

3) Referred Algorithms: We compare ERCOT with five temporal data clustering algorithms4 i.e., k-meansCOT [2], AFFECT [1], E\(^2\)SC [12], penaltyEC, and staticEC:

- k-meansCOT [2]: A seminal algorithm which incorporates temporal smoothness into the centroid update step of k-means.
- AFFECT [1]: A state-of-the-art method that adaptively estimates the weight of smoothness. Here we use the k-means-based AFFECT version.
- E\(^2\)SC [12]: A state-of-the-art spectral clustering approach with a predefined smoothness weight=0.1.
- penaltyEC: A variation of ERCOT that we give here for experimental comparison. It employs the temporal data clustering idea in dynamic community detection [5] [6] (mentioned in Section II-A), since the problem-specific methods of [5] [6] cannot be directly employed for comparison. PenaltyEC uses the same reinitialization, reproduction, and environmental selection with ERCOT but simultaneously optimizes the \( f_{cp} \) and the NMI between partitions at adjacent time steps without fitness accumulation.
- staticEC: The static version of ERCOT that clusters the data at each time independently.

4) Parameter Settings: Algorithms’ parameters are set in accordance with their original papers [2] [1] [12], respectively. Parameters in the evolutionary operators in penaltyEC, staticEC, and ERCOT are set following the practice in [29] [30]. Ge., crossover rate=0.9, mutation rate=0.9, mutation distribution index=20, reinitialization percent \( p=0.8 \), and population size \( N=100 \). In the smoothness weight auto-tuning of ERCOT, multi-variate Gaussian distribution is used as the probabilistic model, and \( v=500 \)-fold cross-validation is employed for a trade-off between estimation accuracy and time efficiency. The

5There are also relevant algorithms [11] [13] [15] [16] [17], but they are specific to co-clustering [11], text data clustering [13], subspace clustering [15], and offline clustering (both historical and future data are used for temporal smoothness) [16] [17], thus are unavailable for comparison.

6The leave-one-out cross-validation is adopted to cases with less than 500 data samples.
maximum number of clusters $C_{max} = 8$ for experiments without giving the number of clusters a priori. The maximum fitness (function) evaluations of each algorithm at each time step is $1000$ for a fair comparison. Each algorithm runs $30$ times on each dataset.

B. Performance Comparison

The mRI and mNMI results of algorithms on synthetic datasets are collected in Tables I and II respectively. Algorithms’ performance ranks are depicted in Figure 3. Figure 3 clearly shows that ERCOT wins the best in most datasets, demonstrating ERCOT’s overall superiority. Detailed analysis is given below.

1) Tracking Evolving Clusters: Syn1 and Syn2 test the algorithms’ ability to track evolving clusters. We design the two datasets similar to those of [1] [12]. For Syn1, $200$ samples are drew equally from four $2$-D Gaussian distributions with mean vectors $(2, 2), (-2, 2), (-2, -2), (2, -2)$ and covariance matrices $0.8I$ ($I$ is the identity matrix), respectively, as shown in Figure 4. We consider a horizon with $10$ time steps and move the bottom-left cluster towards the top-right one with stepsize $0.6$ at each time. The clusters overlap during time 4 to 7, which poses difficulty in tracking the evolving clusters. Syn2 is a $4$-D version of Syn1 with mean vectors $(2, 2, 2, 2), (-2, -2, 2, 2), (-2, -2, -2, -2), (2, 2, -2, -2)$. Other settings of Syn2 are the same as Syn1. We do not consider higher-dimensional instances because handling high-dimensional data is out of the scope of this paper.

According to Tables I and II the proposed ERCOT is overall comparable with AFFECT, E$^2$SC, and penaltyEC, and is significantly better than $k$-meansCOT and staticEC in Syn1. The four leading algorithms’ performance further enhances in Syn2 because data in $4$-D space are more distinguishable. These results demonstrate that ERCOT can efficiently track the evolving clusters by inheriting historical partitions (line 6 of Algorithm I) and considering temporal smoothness via a posterior fitness accumulation (line 11 of Algorithm I).

By contrast, staticEC fails to handle the two datasets without historical information’s assistance to partition overlapped clusters.

2) Handling Concept Drift: Syn3 and Syn4 examine algorithms’ performance on handling concept drift. Syn3 is a variation of Syn1, which has the following difference from Syn1. In time 4, $15$ samples of the bottom-left cluster (refer to Figure 4) switch their memberships (i.e., concept) to the other three clusters due to cluster overlapping. In time 5, another $15$ samples of the bottom-left cluster move to the other three clusters. In time 6, the $15$ samples mentioned at time 5 move back to the bottom-left cluster. Syn4 is a variation of Syn2, which has the same membership switch as the above.

From Tables I and II ERCOT wins the best in both Syn3 and Syn4, illustrating its outperformance in handling concept drift. The RI results versus time steps of Syn3 are given in Figure 5. According to Figure 5 ERCOT and AFFECT achieve promising and stable results over all time periods. Results of E$^2$SC fluctuate dramatically during time 4 to 6, indicating that the fixed weight of temporal smoothness in E$^2$SC is not suitable when sudden change (i.e., the concept drift) happens. The performance of penaltyEC deteriorates from time 4 to 6. The reason is possible that penaltyEC maintains temporal smoothness by maximizing the consistency of data samples’ memberships between adjacent time steps, which is improper in concept drift (i.e., membership switch) scenarios.

3) Handling Time-Varying Samples: Syn5 and Syn6 investigate algorithms’ performance on cases with inserting and removing samples over time. Syn5 is a variation of Syn1, which has the following difference with Syn1. In time 4, $10$ samples are randomly selected and removed from each cluster. In time 6, $10$ new samples are drew for each cluster. In time 8, $10$ samples are randomly selected and removed from each cluster. Syn6 is a variation of Syn3, which has the same sample change as the above.

The proposed ERCOT is in leading position (from Tables III and IV) in both Syn5 and Syn6, because it can readily handle such datasets by only considering the common samples in the interaction of adjacent time steps (Lines 6, 10, 11 of Algorithm II).
The actual number of clusters is set to be unknown beforehand. Syn7 and Syn8 exploit algorithms’ ability to handle time-varying clusters and determine the number of clusters. Syn7 is derived from Syn3, in which the bottom-left cluster disappears at times 5 and 6, i.e., samples of the bottom-left cluster move to other clusters at the two time steps. Syn8 is derived from Syn4 in the same way as the above. Syn7 and Syn8 pose great challenges to algorithms because they are characterized as both time-varying clusters and concept drift. The actual number of clusters is set to be unknown beforehand in the experiment on these two datasets.

It can be observed from Tables I and II that ERCOT constantly obtains better mRI and mNMI results than other algorithms in Syn7 and Syn8. This superiority benefits from the proposed two-objective function (Equation (3)) and the employed final solution identification method [33]. PenaltyEC is worse than ERCOT in Syn7 and Syn8 because its objectives cannot balance each other’s tendency to increase or decrease cluster numbers, thereby failing to determine a proper number of clusters. The performance of AFFECT is unacceptable, indicating that the Silhouette index [44] that it employed to determine the number of clusters does not work as expected.

C. Efficiency of Core Components of ERCOT

1) Efficiency of Objective Function: The two proposed objectives are conflicting in terms of the tendency to the number of clusters. This characteristic enables ERCOT to determine the number of clusters automatically, and the efficiency has been verified in Section IV.B.4. Figure 6 further plots the solutions obtained by ERCOT at a single run in Syn7. This figure shows that the two objectives hold a trade-off in the obtained ones. These results demonstrate the efficiency of the objective function of ERCOT.

2) Efficiency of Fitness Accumulation: The fitness accumulation expresses temporal smoothness and is only executed at the last generation of each time step. This setting enables ERCOT to search for accurate partitions without being penalized by temporal smoothness, and then process the smoothness in an a posterior manner. The validity of fitness accumulation can be testified by comparing it with penaltyEC which uses the same evolutionary operators as ERCOT but processes the
smoothness in an a priori manner. According to Tables I and II among the 12 mRI and mNMI comparisons in Syn1-6, ERCOT outperforms penaltyEC in 8 instances and is comparable with penaltyEC in 2 out of rest 6 cases. These results demonstrate the efficiency of a posteriori fitness accumulation.

3) Efficiency of Smoothness Weight Auto-Tuning: Syn3 is a challenging dataset with concept drift. We display the weight of temporal smoothness obtained by ERCOT at each time of this dataset in Figure 7(a). The smoothness weights in Figure 7(a) correctly show the relevance between data at successive time steps: The weight goes lower from time 4 because the concept drift and cluster overlapping make the data prototypes at adjacent time steps be dissimilar. Neither concept drift nor cluster overlapping occurs since time 8; thus, the weight gets back to a higher value at time 9. The large weights in times 2, 3, 9, and 10 are reasonable: The data are normalized to zero mean before inferring the weight, therefore the previous data (in each cluster) can play an essential role in revealing the true latent probability density of the current data. Figure 7(b) exhibits the weight of temporal smoothness obtained by ERCOT at each time of Syn7. Similar to the performance in Syn3, the weights properly show the relevance between data at adjacent time periods even though the number of clusters in Syn7 varies over time. These observations demonstrate the feasibility and efficiency of the proposed smoothness weight auto-tuning method in ERCOT.

D. Time Efficiency of ERCOT

We assess the running time of each algorithm in both synthetic and real data (detailed in Section IV) on a PC with i7-6700 3.40 GHz CPU and 8G RAM. Results are reported in Table III.

According to Table III although ERCOT is slower than k-meansCOT and AFFECT, the time it consumes is acceptable concerning to E^2SC, penaltyEC, and staticEC. Particularly, video_seg_MO is a large-scale dataset with 19200 samples. AFFECT fails to solve this dataset due to the unavailable memory demand of the affinity matrix. E^2SC is time-consuming in video_seg_MO because of the heavy computational load of solving the eigenvalue problem [12]. By contrast, ERCOT requires much less running time, illustrating its time efficiency.

Furthermore, staticEC is the static version of ERCOT without considering temporal smoothness. The running time of ERCOT is very close to those of staticEC, validating that the smoothness weight auto-tuning in ERCOT incurs insignificant computational burden to the algorithm.

Additionally, we investigate the scalability of ERCOT in terms of time efficiency. The results in Figure 8 show that the running time of ERCOT increases roughly linearly with the increase in both fitness evaluations and the number of samples. The above results demonstrate the time efficiency of ERCOT.

E. Applications

1) Bird Flocks Tracking: The bird flocks tracking simulates the natural movement and flocking behavior of birds. According to the model in [41], birds’ behavior obeys three rules: 1) flying towards the center of the flock it belongs to; 2) keeping a small distance away from other birds; and 3) trying to match the velocity of birds. We produce the bird_flocks dataset (Figure 9) similar to that in [41] [45]. Initially, four flocks, each with 25 uniformly distributed birds, are drawn. At each time step, birds move following the above three rules; and a stray bird of each flock will join one of the other flocks. Totally 30 time steps are considered. The actual number of clusters is set to be unknown a priori in the experiment on this dataset.

The RI results of algorithms versus time steps are plotted in Figure 10. The mRI among all time steps is given in Table IV k-meansCOT is unavailable in these datasets because it
requires predefining the number of clusters. AFFECT, E\textsuperscript{2}SC, and penaltyEC are inferior to the static approach staticEC, possibly because they fail to determine a correct number of clusters and struggle to predefine a reasonable preference to the temporal smoothness. Compared with staticEC in Figure

ERCOT performs more stable and continually achieves promising results over time, demonstrating its validity.

2) Video Background Segmentation: Video background segmentation refers to grouping perceptually similar pixels into regions at each frame of a video. The region segmentations should keep coherence in the time-variant scenarios due to the temporal smooth nature of scenes [3]. We experiment with three video segmentation tasks with different characteristics, as shown in Figure [11] Video\_seg\_BT [46] has dynamic backgrounds with static objects. It consists of 12 frames, each with 320 × 240 pixels, and the number of segmentations (clusters) varies between 4 and 5. Video\_seg\_MO [47] has a static object that changes its position. It involves 9 frames, each with 160 × 120 pixels and 7 segmentations. Finally, video\_seg\_RC [48] has a snailing background with moving objects. It contains 8 frames, each with 640 × 360 pixels, and the number of segmentations varies between 3 and 4. The three datasets are collected in the RGB color space. The actual number of clusters is assumed to be unknown a priori.

The mRI performance of algorithms is given in Table [V]. \( k \)-meansCOT and AFFECT cannot handle these datasets. The former requires predefining the number of clusters, while the latter's heavy memory demand of the affinity matrix is unavailable in these large-scale datasets (implemented by the AFFECT Matlab toolbox [1]). The proposed ERCOT obtains the best results in two datasets, and the value it reached in the rest dataset is competitive concerning other algorithms. E\textsuperscript{2}SC performs well in Video\_seg\_BT and Video\_seg\_RC, showing its efficiency.

The segmentation results of video\_seg\_MO are exhibited in Figure [12]. These results visualize algorithms’ ability to temporal smoothness maintenance. According to Figure [12] penaltyEC always identifies larger numbers of clusters than the true numbers because its clustering validity index \( J_{cp} \) favors partitions with a huge number of clusters. StaticEC clusters each frame independently, hence cannot keep segmentations smooth in successive frames. Furthermore, its clustering quality in each frame is inferior to other algorithms, and it fails to determine a proper number of clusters. The reason is that for these large-scale datasets, it cannot converge well within the limited fitness evaluations in the absence of historical information’s assistance. In comparison, the proposed ERCOT tracks the rotating chair (marked within red ellipses in Figure [12]) over time. This promising performance benefits from 1) promoting convergence by utilizing historical information in the reinitialization step (lines 4-7 of Algorithm [1]) and 2) maintaining temporal smoothness by fitness accumulation (lines 9-12 of Algorithm [1]). Additionally, ERCOT identifies the actual number of segmentations in each frame. The above
results demonstrate ERCOT’s practicability.

V. CONCLUSIONS

This paper proposed a novel partitional clustering framework ERCOT for temporal data. Unlike existing algorithms, ERCOT processes the temporal smoothness in an a posteriori way, avoiding the potential unexpected convergence in current methods. Furthermore, it automatically tunes the weight of smoothness by quantifying the significance of previous data on the current clustering; and it automatically determines the number of clusters via optimizing multiple partitions at different hierarchical levels in a single run. These features enable ERCOT to hold better scalability and practicality than that of existing algorithms. The comprehensive and extensive experimental analysis demonstrated the superiority of ERCOT over existing algorithms.

The proposed ERCOT involves cluster prototype-based objective function and centroid-based encoding, which is fitted for sphere clusters. In the future, we plan to incorporate cluster label-based objective functions and design advanced encoding schemes for distinctly shaped datasets. Furthermore, it is desirable to equip ERCOT with problem-specific (e.g., dynamic community detection, video segmentation, etc.) techniques for better practical problem-solving, which are also our future research topics.
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