Entropic extensivity and large deviations in the presence of strong correlations
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The standard Large Deviation Theory (LDT) mirrors the Boltzmann-Gibbs (BG) factor which describes the thermal equilibrium of short-range Hamiltonian systems, the velocity distribution of which is Maxwellian. It is generically applicable to systems satisfying the Central Limit Theorem (CLT), among others. When we focus instead on stationary states of typical complex systems (e.g., classical long-range Hamiltonian systems), both the CLT and LDT need to be generalized.

We focus here on a scale-invariant stochastic process involving strongly-correlated exchangeable random variables which, through the Laplace-de Finetti theorem, is known to yield a long-tailed $Q$-Gaussian $N \to \infty$ attractor in the space of distributions ($1 < Q < 3$). We present strong numerical indications that the corresponding LDT probability distribution is given by $P(N, z) = P_0 \epsilon_{q(z)}^{-N}$ with $q = 2 - 1/Q \in (1, 5/3)$. The rate function $r_q(z)$ seemingly equals the relative nonadditive $q$-entropy per particle, with $q \simeq 1 + \frac{10}{3} \frac{1}{Q-3}$, thus exhibiting a singularity at $Q = 1$ and recovering the BG value $q_\star = 1$ in the $Q \to 3$ limit. Let us emphasize that the extensivity of $r_q(z)N$ appears to be verified, consistently with what is expected, from the Legendre structure of thermodynamics, for a total entropy. The present analysis of a relatively simple model somewhat mirroring spin-1/2 long-range-interacting ferromagnets (e.g., with strongly anisotropic XY coupling) might be helpful for a deeper understanding of nonequilibrium systems with global correlations and other complex systems.

PACS numbers:

INTRODUCTION

Boltzmann-Gibbs (BG) statistical mechanics yields various important relations. Still, it is fair to consider the Maxwellian distribution of velocities and the exponential distribution of energies (BG weight or BG factor) as its most important fingerprints [1, 2]. These facts mirror the Central Limit Theorem (CLT) [3, 4] which leads, when the number $N$ of involved random variables increases indefinitely, to convergence towards Gaussian distributions, and the Large Deviation Theory (LDT) [5, 10] which characterizes the speed at which Gaussians are approached while $N$ increases. To be more precise, the BG distribution $p_{BG}$ associated with a many-body Hamiltonian $H_N$ at thermal equilibrium is given by $p_{BG} \propto e^{-\beta H_N}$ whenever $H_N$ includes short-range interactions or no interactions at all. We may then write that $p_{BG} \propto e^{-(\beta H_N/N)N}$, where, consistently with thermodynamics, $\beta H_N/N$ is an intensive quantity. The corresponding LDT statement for a binary stochastic system with $N$ random variables yielding $n$ times say 0, and $(N-n)$ times say 1 concerns the probability $P_N(n/N > z) \in [0,1]$ of the random variable $n/N$ taking values larger than a fixed value $z \in \mathbb{R}$ for increasingly large values of $N$. Under the hypothesis of probabilistic independence, or similar settings, we expect $P_N(n/N > z) \approx e^{-r_1(z)N}$, where the rate function $r_1$ equals a BG relative entropy per particle. Therefore $r_1(z)N$ plays the role of a thermodynamic total entropy which, consistently with the Legendre structure of classical thermodynamics, is extensive, i.e., $r_1(z)N \propto N$ ($N \gg 1$).

Within nonextensive statistical mechanics ($q$-statistics for short) [11–22], we typically tackle with long-range-interacting Hamiltonian systems, among other strongly correlated ones. The associated distributions of velocities appear to be $Q$-Gaussians with $Q > 1$ (see, for instance, [23, 25] for the $\alpha$-XY ferromagnet, [26] for the $\alpha$-Heisenberg ferromagnet, and [27, 30] for the $\alpha$-Fermi-Pasta-Ulam model), with $Q$ approaching unity when the range of the interactions approaches the short-range regime. These facts are to be associated with a $Q$-Central Limit Theorem ($Q$-CLT) which leads, when $N \to \infty$, to a convergence on a $Q$-Gaussian distribution. Sufficient conditions for the $Q$-CLT to hold are already available [31] (see also [22, 32]) but the necessary conditions for a $Q$-CLT still remain as a challenge.

Within $q$-statistics we expect, for the total energy of a long-range-interacting system at its stationary, or quasi-stationary, state, to be super-extensive, hence, not proportional to $N$, as it is the case for short-range-interacting systems. More precisely, we expect $p_q \propto e_{q^{-\beta q H_N}}$, where $H_N$ is a super-extensive Hamiltonian, $\beta_q$ playing the role of an inverse effective temperature ($\beta_q \equiv \beta$ corresponds to the usual inverse kinetic temperature); $\beta_q$ generically differs from $\beta$ (in extreme cases,
by orders of magnitude [34]. We remind that $e^{z}_{1} \equiv [1 + (1 - q)z]^{1/(1-q)}$ with $e^{z}_{1} = e^{z}$. For say two-body (attractive) interactions decaying like $1/(\text{distance})^{\alpha}$ ($\alpha \in [0, \infty)$) within a $d$-dimensional system, we may re-write $p_{q} \propto e^{z}_{\alpha/d} \approx (q/p)^{(d/\alpha)\times(1-p)}$ where $N \equiv \frac{(N^{1-\alpha/d})}{(1-q)^{1-\alpha/d}}$ is, for $N$ increasingly large, constant for $\alpha/d > 1$ (short-range), increases like $N^{1-\alpha/d}$ for $0 < \alpha/d < 1$ (long-range), and increases like $\ln N$ for $\alpha/d = 1$.

Let us emphasize at this point that both ($\beta_{q}N$) and ($\{\mathcal{H}_{N}/N\}$) are intensive quantities. Indeed, let us illustrate these facts by focusing on the following paradigmatic Gibbs thermodynamical energy:

$$
G(V, T, p, \mu, H, \ldots) = U(V, T, p, \mu, H, \ldots) - TS(V, T, p, \mu, H, \ldots) + pV - \mu N(V, T, p, \mu, H, \ldots) - HM(V, T, p, \mu, H, \ldots) - \cdots,
$$

where $T, p, \mu, H$ are the temperature, pressure, chemical potential, and $U, S, V, N, M$ are the internal energy, entropy, volume, number of particles (in turn proportional to the number of degrees of freedom), by dividing both sides by $N^{\alpha/d}$ we obtain

$$
\frac{G(V, T, p, \mu, H, \ldots)}{N^{\alpha/d}} = \frac{U(V, T, p, \mu, H, \ldots)}{N^{\alpha/d}} - \frac{T S(V, T, p, \mu, H, \ldots)}{N^{\alpha/d}} + \frac{pV}{N^{\alpha/d}} - \frac{\mu N(V, T, p, \mu, H, \ldots)}{N^{\alpha/d}} - \frac{HM(V, T, p, \mu, H, \ldots)}{N^{\alpha/d}} - \cdots.
$$

It has been profusely verified in the literature (see [22, 35] and references therein) that all the quantities $G/(N^{\alpha/d})$, $U/(N^{\alpha/d})$, $W/(N^{\alpha/d})$, $S/(N^{\alpha/d})$, $p/(N^{\alpha/d})$, $V/N^{\alpha/d}$, $\mu/N^{\alpha/d}$, $H/N^{\alpha/d}$, $M/N^{\alpha/d}$ are thermodynamically intensive, in the sense that, in the $N \to \infty$ limit, they all yield finite quantities, thus preserving the Legendre structure of classical thermodynamics for both short- and long-range interactions.

We then identify three classes of thermodynamical variables for all values of $\alpha/d$, namely (i) those that are expected to always be extensive ($S, V, N, M, \ldots$), i.e., scaling with $N$, (ii) those that characterize the external conditions under which the system is placed ($T, p, \mu, H, \ldots$), scaling with $N$, and (iii) those corresponding to energies ($G, U$), scaling with $N \alpha/d$. For short-range interactions (i.e., $\alpha/d > 1$), these three classes collapse into the traditional two (intensive and extensive) currently indicated in the textbooks of thermodynamics.

The desirable mathematical counterpart for such systems would of course be to have a $q$-Large Deviation Theory ($q$-LDT) with a probability corresponding to $n/N - 1/2 \geq z$ given by $P(N, z) \approx e^{-r_{q}(z)N}$ where the rate function $r_{q}(z)$ would once again equal some relative nonadditive entropy per particle defined through [11]

$$
S_{q} = k \frac{1 - \sum_{i} p_{i}^{q}}{q - 1} \quad (q \in \mathbb{R}),
$$

with $S_{1} = S_{BG} = -k \sum_{i} p_{i} \ln p_{i}$, $k$ being a conventional positive constant (hereafter taken to be $k = 1$). A more precise notation for $r_{q}(z)$ would be $r_{q}(z)$, since, as we shall verify here below, there is no reason for being $q_{r} = q$; in fact, in all the nontrivial cases that we are aware of, it appears to be $q_{r} \neq q$. However, for simplicity, we shall maintain the notation $r_{q}$.

The quantity $r_{q}(z)N$ is expected to play a role similar to that of a total system thermodynamic entropy which, as mentioned above, should always be extensive, i.e., $\propto N (N \gg 1)$. Naturally, in order to unify all the above situations, we expect $q = f(Q)$, $f(Q)$ being a smooth function which satisfies $f(1) = 1$, thus recovering the usual LDT.

The above $q$-LDT scenario has already been numerically verified for a purely probabilistic model with strong correlations [30, 38], as well as for diverse physical models [39].

**MODEL AND RESULTS**

In the present paper, we focus on a scale-invariant probabilistic model introduced in [40] and based on the Laplace-de Finetti theorem for exchangeable stochastic processes. The random variables are binary (Ising-like) and can be either uncorrelated ($Q = 1$) or strongly correlated ($Q > 1$); each of them takes the values 0 and 1. A specific micro-state with $n$ values 0 and $(N - n)$ values 1 corresponds to $r_{n} = 1/2N^{n}$ for $Q = 1$ and to

$$
r_{n}^{Q} = \frac{B\left(\frac{3-Q}{2Q^{2}} + n, \frac{3-Q}{2Q^{2}} + N - n\right)}{B\left(\frac{3-Q}{2Q^{2}}, \frac{3-Q}{2Q^{2}}\right)}
$$

for long-tailed distributions ($1 < Q < 3$), where $B(x, y) = \Gamma(x)\Gamma(y)/\Gamma(x + y)$ is the Euler Beta function. In this model, $(Q - 1)$ measures the strength of the global correlations, and varies from zero to 2. As a physical analog we may think of a classical $d$-dimensional spin-1/2 highly anisotropic XY ferromagnet with two-body interactions decaying as $1/(\text{distance})^{Q}$. This class of systems approach the Ising ferromagnet and typically corresponds to magnets with two-body highly anisotropic XY interactions in the absence of one-body terms, and also to two-body fully isotropic XY interactions but having, in addition, highly anisotropic one-body terms. Then $Q = 1$ is expected to mirror systems with $0 < \alpha/d < 1$. An extreme such case is the $\alpha = 0$ one, where all spins interact equally strongly with all the other spins of the system. The $Q$-Gaussian distribution would then possibly mirror a non-Maxwellian distribution of velocities. Such distributions have been repeatedly observed in similarly complex systems, e.g., long-range isotropic XY and Heisenberg ferromagnets as well as the long-range Fermi-Pasta-Ulam $\beta$-model.
In the present model there are \(N!/[n!(N-n)!]\) equivalent such micro-states \((n = 0, 1, 2, \ldots, N)\). Consistently, we have
\[
\sum_{n=0}^{N} \frac{N!}{n!(N-n)!} r_n^N = 1.
\] (5)

The quantities \(r_n^N\) defined in Eq. (4) satisfy (see 10) the so-called Leibnitz triangle rule, i.e.,
\[
r_n^N + r_{n+1}^N = r_{n}^{N-1} \quad \forall N, \forall n.
\] (6)

Such sets of probabilities are also known as scale-invariant (see also 11,12) since their distribution at a given scale \(N\) can always be obtained by probabilistic marginalization of higher scales (corresponding to \(N + 1, N + 2, \ldots\)). This property is rather special indeed and should not be confused with the so-called “rule of marginalization”, which is valid for any distribution of probabilities. An example of well defined distribution of \(N\) binary random variables which generically violates relation (5) can be seen in 13. The strength of the Leibnitz triangle rule (see, for instance 14 and related works) can be illustrated by the fact that, under this remarkable hypothesis, the entire set \(\{r_n^N\}, \forall(N, n)\), can be generically and univocally recovered by only providing, for instance, the set \(\{r_N^N\}, \forall N\). In order to provide a more complete view on this issue, let us clarify however that if the system satisfies, as in the present model, exchangeability of the random variables, then the rule of marginalization implies the Leibnitz triangle rule.

The \(N \to \infty\) attractor of this model for fixed \(Q\) turns out 10 to precisely be a \(Q\)-Gaussian, which makes it an interesting case for checking its LDT behavior.

Let us briefly review the algorithm of 10 for constructing the distributions which, in the \(N \to \infty\) limit, yield exact \(Q\)-Gaussians. We define
\[
u_n^N \equiv \frac{(n/N - 1/2)}{\sqrt{(Q - 1)(n/N)(1 - n/N)}}
\] (7)
and also
\[
u_n^N \equiv \frac{2}{\max_{n=1,2,\ldots,N-1} \{u_n^N\}}
\] (8)
where \(\max_{n=1,2,\ldots,N-1} \{u_n^N\} = \frac{1}{\sqrt{(Q-1)(N-1)/2}}\). We also define the discrete width
\[
du_n^N \equiv \frac{[(n/N)(1-n/N)]^{-3/2}}{4(N+1)\sqrt{Q-1}}
\] (9)
from which it follows the (un-normalized) distribution
\[
F_n^N = (du_n^N)^{-1} \frac{N!}{n!(N-n)!} r_n^N,
\] (10)
where \(r_n^N\) is given by Eq. (4) and, after normalization, we have
\[
\tilde{F}_n^N \equiv \frac{F_n^N}{\sum_{n=1}^{N-1} F_n^N}.
\] (11)
The values \(n = 0\) and \(n = N\) are excluded from the sum because these values map to infinity in Eq. (4). \(\tilde{F}_n^N\) is the distribution which, for \(N \to \infty\), is attracted by a \(Q\)-Gaussian. In Fig. 1 we have represented the data \((N\nu_n^N, \tilde{F}_n^N)\), whereas in Fig. 1 the same data have been plotted with respect to \(\tilde{u}\) so that the distribution can be given in the region \([-1/2, 1/2]\). Through the rescaling \(\tilde{u} \equiv \sqrt{2N}\tilde{u}\), one can easily obtain the normalized attractor \(\tilde{F}_N(\tilde{u}) = \sqrt{2N}F(\tilde{u}) = e^{-q/2}\tilde{u}^2\). The discrete width in Eq. (9) is related to the nonequilibrium observed between the points in Fig. 1.

Now, in the LDT realm, we focus on the probability \(P(N, z) \in [0, 1]\) which is defined as that whose values of \(F_n^N\) correspond to \(n/N > 1/2 + z\). More precisely, it is the sum of all values whose \(\tilde{u} > z\) (see shadowed areas in Fig. 1). It is clear that \(P(N, 0) = 1/2\) and \(P(N, 1/2) = 0\). In view of what has been discussed above, we expect to numerically verify that
\[
P(N, z) = P_0(Q, z) e_q^{-r_q(Q, z)N},
\] (12)
with \(P_0(Q, 0) = 1/2\), \(P_0(Q, 1/2) = 0\), and \(r_q(Q, 0) = 0\).

By optimally fitting, with respect to \((q, r_q, P_0)\), the data with Eq. (12), we have heuristically found \(q\) to be given by the simple composition of the well known additive duality \((q \to 2 - q)\) on top of the multiplicative duality \((q \to 1/q)\) (see, for instance, 14,10), namely
\[
q = 2 - \frac{1}{Q} \quad (1 \leq Q < 3),
\] (13)
or, equivalently,
\[
\frac{1}{q - 1} = \frac{1}{Q - 1} + 1.
\] (14)

For uncorrelated binary variables, we have (from 30) with \(z = x - 1/2\) the following BG relative entropy (with regard to equal probabilities)
\[
r_1(z) = \ln 2 + \frac{1 + 2z}{2} \ln \frac{1 + 2z}{2} + \frac{1 - 2z}{2} \ln \frac{1 - 2z}{2}
\] (15)
\[
\sim 2z^2 + \frac{4}{3} z^4 \quad (z \to 0).
\] (16)
\[
\therefore r_1(z) \in [0, \ln 2].
\] (13)

More generally, for strongly correlated binary variables, we have (from 30)
\[
r_q(z) = \frac{1}{q - 1} \left\{ \frac{1}{2} [(1 + 2z)^{q^2} + (1 - 2z)^{q^2}] - 1 \right\}
\] (17)
\[
\sim 2qz^2 + \frac{2}{3} (3 - q^2)(2 - q^2)q^3 z^4 \quad (z \to 0).
\] (18)
where we have used $p = 1/2 + z$ and $1 - p = 1/2 - z$ in expression (3), adopting as a reference distribution the equal probability case. It follows that $r_q(z) \in [0, \ln_2 - q, 2]$, and we verify that $r_q(z)$ recovers $r_1(z)$ for $q_r \to 1$.

Through the optimized fitting, we heuristically found the following relation

$$q_r = \frac{7}{10} + \frac{6}{10} \frac{1}{Q - 1} \quad (1 < Q < 3).$$

(19)

This result was obtained by making $z$ to typically vary up to 0.17 for diverse values of $Q$, which guarantees the verification of the dominant term in Eq. (18). If we could numerically check up to $z = 1/2$, we could guarantee the full expression (17), but this remains out of our present computations.

FIG. 2: $P(N, z)$ for $Q = 1.5$ in log-log (a), $q$-log (b) and ratio (c) representations. Note that the only distribution which provides, in all scales, straight lines in a $\ln_q x$ versus $x$ representation is the $q$-exponential function. It is worthy to mention here that, in our calculations, $z$ values lies in $[0.035, 0.17]$. Calculations for $z$ even larger overcome our present computational capacity. To numerically process the generically chosen $z$ value, we attribute to $F_n^N$ a 5-point cubic (polynomial) interpolation using five neighboring data points (we specifically used interp1d class in scipy.interpolate of Python). We have checked for all the values of $z$ but have illustrated in (c) with only one representative example.
The numerical determination of \( P_0(Q, z) \) is much harder than that of \((q, q_r)\). However, just as a simple indication, we have compared the numerical data with

\[
P_0(Q, z) = 1/4 - az^u + a(1/2 - z)^u \quad (0 \leq z \leq 1/2),
\]

where \( a = 2^u/4 \) in order to satisfy the conditions \( P_0(Q, 0) = 1/2, P_0(Q, 1/2) = 0 \). This particular form was heuristically proposed as a simple illustration; it satisfies \( P_0(Q, z) = P_0(Q, 1/2 - z) \), thus exhibiting an inflexion point at \( z = 1/4 \) which was suggested by numerical exploration (see the Inset of Fig. 3 (a)). Let us however emphasize here that the precise numerical values of \( P_0 \) (as well as its unknown exact analytical expression) have no particular relevance. They play in fact a rather minor role in the conjecture (12), in complete similarity with the corresponding pre-factor in the standard LDT.

As can be seen in Figs. 2 and 3, strong numerical evidence supports conjecture in Eq. (12) with relations (13), (17), (19) and (20). Let us stress that the rate function \( r_q \) yields an extensive (relative) total entropy \( r_q N \) for all values of \( Q \in [1, 3] \), as mandated by the Legendre structure of thermodynamics. However, the corresponding entropic index is not \( q(Q) \) but a different one, namely \( q_r(Q) \). It remains as an open question whether this is the generic case, or rather an exception associated to the present specific model. The fact that three different entropic indices emerge, namely \((Q, q, q_r)\), is not particularly surprising, given the Moebius algebra which characterizes \( q \)-statistics (see [14], [17] and references therein). Another point which deserves emphasis concerns the fact that infinitely many classes of distributions exist which asymptotically are power-laws, for \( N >> 1 \). However, only one of these infinite functional forms is the \( q \)-exponential. All these power-laws definitively differ in the non-asymptotic region, i.e., for relatively low values of \( N \), say \( N \sim 50,100 \). This is the reason for which special numerical attention has been here devoted to that region of \( N \). The evidence that has been achieved strongly points in favor of precisely the \( q \)-exponential form.

**FIG. 3:** (a) \( q_r \) versus \( Q \) is plotted. Dots are obtained through optimization of the overall fitting of \( P(N, z) \) with regard to \((P_0, q_r)\) for typical values of \( Q \) and various values for \( z \in [0.035, 0.17] \). The optimization procedure uses the scipy.optimize module in Python with method SLSQP. The dashed line is the conjecture given in Eq. [19]. For each value of \( z \), we obtain, through an optimized fitting, a value of \( q_r \). For the whole set of values of \( z \), we then obtain the maximal and minimal values of \( q_r \), which determine the upper and lower error bars. The averaged values are indicated by points. Inset: \( P_0 \) versus \( z \) for all \( Q \) values seen in the figure; the dashed line is given by Eq. [20] with the illustrative value \( u = 0.4 \). (b) \( r_q \) values calculated from Eq. [17] are plotted as a function of \( z^2 \) for a representative \( Q \) value. The shaded region indicates the interval consistent with the error bars of \( q_r \) for this \( Q \) value. Calculations for \( z^2 \) even larger overcome our present computational capacity.

**FINAL REMARKS**

At this point, let us conclude by reminding that our aim is to approach, within a more general context, the fingerprints of Boltzmann-Gibbs statistical mechanics, namely the Maxwellian distribution of velocities and the BG exponential weight for the energies. Indeed, in the realm of \( q \)-statistics based on nonadditive entropies, a \( Q \)-Gaussian distribution emerges for the velocities and a \( q \)-exponential weight emerges for the energies, with \( Q \geq q \geq 1 \), the equalities holding precisely for the BG theory. These generalizations should respectively mirror corresponding generalizations of the classical Central Limit Theorem and the Large Deviation Theory. This scenario has been successfully verified for a purely probabilistic model (see [38] and references therein), as well as for some simple physical models [39].

Finally, a comparison with previous results might be helpful. In Ref. [36], a completely different probabilistic
model was focused on. In Ref. [39] we have focused on four existing, physically motivated, models. The model that we focus on here is the one introduced in Ref. [40], where no reference at all exists to a possible exchangeable stochastic system, is thermodynamically extensive, i.e., \( S_{\text{q-entropy}}(N) \propto N \) for \( N \to \infty \), \( \forall Q \) are not yet fully elucidated. Some preliminary understanding is available in [43, 47], but this rich issue still remains as a nontrivial and intriguing open problem.
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