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Abstract. In this article, several discontinuous Petrov–Galerkin (DPG) methods with perfectly matched layers (PMLs) are derived along with their quasi-optimal graph test norms. Ultimately, two different complex coordinate stretching strategies are considered in these derivations. Unlike with classical formulations used by Bubnov–Galerkin methods, with so-called ultraweak variational formulations, these two strategies in fact deliver different formulations in the PML region. One of the strategies, which is argued to be more physically natural, is employed for numerically solving two- and three-dimensional time-harmonic acoustic, elastic, and electromagnetic wave propagation problems, defined in unbounded domains. Through these numerical experiments, efficacy of the new DPG methods with PMLs is verified.

1. Introduction

For various reasons, in recent years, there has been a growing interest in non-standard (i.e. non-Bubnov–Galerkin) finite element methods for wave propagation problems. Some of this interest stems from the following features which defy most conventional wisdom from the classical setting. Simultaneously, some such methods: (1) deliver Hermitian positive-definite stiffness matrices [1, 2]; (2) offer mesh- and wavenumber-independent discrete stability [3, 4]; (3) yield to desirable iterative solvers, such as conjugate-gradient and multigrid [1, 4–6]; (4) readily permit simple and robust adaptive mesh refinement strategies, even on coarse initial meshes with far under-resolved solutions [4]. Each of the features just described emanate from underlying minimum residual principles which can be formulated in general functional settings [7].

In this article, we will consider wave propagation problems arising from time-harmonic acoustic, electromagnetic, and elastodynamic models. Our focus will be directed towards discontinuous Petrov–Galerkin (DPG) methods which, by their nature, involve such non-symmetric variational formulations [8]. DPG methods have already been studied for acoustic wave equations in [3, 4, 6, 7, 9–14], for Maxwell’s equations [15], for elastic media [16–24], and even for applications in nonlinear optics with the Schrödinger equation [25]. Until now, the construction of perfectly matched layers (PMLs) for DPG methods have not been significantly analyzed.

Many wave propagation problems in acoustics, elastodynamics, and electromagnetics are posed on unbounded domains. In computation, this unbounded domain must be partitioned into a bounded interior, wherein the solution is of interest, and an unbounded exterior, wherein the solution can be neglected. By specifying an appropriate absorbing boundary condition (ABC) which mimics the wave absorption properties of the unbounded exterior, all computations can be performed on the bounded
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interior and the truncated exterior. The most popular ABCs are induced by infinite elements [26,27], exact non-reflecting boundary conditions [28], rational ABCs and continued-fraction ABCs [29–33], and PMLs [34].

Among these various ABCs, the PML technique has become particularly popular due to its accuracy, versatility, and simplicity. The PML was first introduced by Bérenger [34] who showed that dampening out propagating waves without creating artificial reflections (i.e. perfect matching) can be achieved by modifying the conductivity parameters of Maxwell’s equations. The complex coordinate stretching approach presented by Chew et al. [35,36] accelerated subsequent developments due to greater generality and flexibility. Since then, the PML technique has been extensively used for an abundance of wave propagation problems in acoustics [37–43], elastodynamics [42,44–50], and electromagnetics [35,42,51,52].

One of the challenges in PML applications is stability issues in anisotropic media [53–59] due to admitting wavemodes with differing phase and group velocity signs. Developing well-posed (or stable) PML for such media has been a topic of several studies [46,53,56–58]. Devising an efficient PML leading to robust absorption by using the minimal number of layers is also of great importance [60–62]. Many studies have investigated improving the performance of PML by optimizing the PML parameters [62–64], constructing adaptive discretizations [42,65–67], and using perfectly matched discrete layers (PMDLs) [68–72].

Recognizing these open problems, the focus of this paper is not the stability analysis or optimal discretization of PMLs. Instead, we only lay a simple foundation for their construction in non-symmetric functional settings. Our focus is on so-called (broken) ultraweak variational formulations which are commonly used with DPG methods and have the special feature that they may be used with general polygonal elements [73]. However, our methods can very easily be applied to any other conceivable variational formulation. Complex coordinate stretching has been discussed in an earlier work for different equations using Bubnov–Galerkin methods [74]. Inspired by this and to elaborate the differences, we present two possible categories of PML-consistent ultraweak variational formulations. Then we discuss each category in the framework of DPG methods including the appropriate choice of the adjoint graph norm.

In Section 2, we briefly review the transformation laws in standard exact sequence Hilbert spaces. Then, in Section 3, we summarily introduce DPG methods. In Sections 4–6, we perform complex coordinate stretching and derive ultraweak variational formulations for acoustic, electromagnetic, and elastodynamic wave propagation problems. In Sections 7 and 8, we describe the numerical verification experiments we performed on the respective wave propagation problems. Finally, in Section 9, we summarize our findings.

As a last remark, although we perform numerical verification in both two and three spatial dimensions for the wave propagation problems mentioned above, for overall brevity, we will often only consider the three-dimensional setting in our analysis. We thereby leave the lesser details of the two-dimensional analysis to the reader.

2. Preliminaries I: Hilbert spaces & transformation rules

2.1. The canonical Hilbert spaces. Let \( \Omega \subseteq \mathbb{R}^3 \) be a connected domain. Throughout this article, we will often be concerned with energy spaces and operators from the following well-known de Rham complex:

\[
H^1(\Omega) \xrightarrow{\nabla} H(\text{curl}, \Omega) \xrightarrow{\nabla \times} H(\text{div}, \Omega) \xrightarrow{\nabla} L^2(\Omega).
\]

In some circumstances, we will require products of two of these energy spaces, \( H^1(\Omega) = (H^1(\Omega))^3 \) and \( L^2(\Omega) = (L^2(\Omega))^3 \), or even the symmetric part of the product of the energy space \( H(\text{div}, \Omega) \):

\[
H(\text{div}, \Omega; S) = \{ \sigma \in (H(\text{div}, \Omega))^3 \mid \sigma = \sigma^T \}.
\]
In these circumstances, $H^1(\Omega)$ is endowed with the row-wise distributional gradient, $\nabla$, and $H(\text{div}, \Omega, S)$ with the row-wise distributional divergence, $\nabla \cdot$.

2.2. Transformation rules in the canonical Hilbert spaces. Let $\varphi : \mathbb{R}^d \to \mathbb{C}^d$ be a smooth invertible transformation with smooth inverse (a diffeomorphism) $x \mapsto \tilde{x} = \varphi(x)$ and define $J_{ij} = \partial_{\tilde{x}_j} \tilde{x}_i$, and $J = \det(J)$. The PML variational formulations we will soon derive will come from equations posed on a stretched domain $\tilde{\Omega} = \varphi(\Omega)$ defined by such a transformation. In order to interpret the corresponding stretched equations on the unstretched computational domain $\Omega$, a coordinate transformation must be applied. In any setting, in order to maintain consistency of the equations, these transformations must be consistent with the energy spaces and operators and, likewise, the entire de Rham complex. Such transformations are called pullbacks in differential geometry and sometimes Piola transformations in engineering literature.

We choose to forgo the details involved in deriving the Piola transformations for the de Rham complex (2.1) because they can be found in various sources. Instead, simply let $\tilde{u} \in H^1(\tilde{\Omega})$, $\tilde{E} \in H(\text{curl}, \tilde{\Omega})$, $\tilde{V} \in H(\text{div}, \tilde{\Omega})$, and $\tilde{q} \in L^2(\tilde{\Omega})$ where

$$ H^1(\tilde{\Omega}) \xrightarrow{\tilde{\nabla}} H(\text{curl}, \tilde{\Omega}) \xrightarrow{\tilde{\nabla} \times} H(\text{div}, \tilde{\Omega}) \xrightarrow{\tilde{\nabla} \cdot} L^2(\tilde{\Omega}). $$

Following [74], the Piola tranforations for the energy spaces above are defined as follows:

1. $H^1$:

   $$ \tilde{u} \circ \varphi = u, $$

2. $H(\text{curl})$:

   $$ \tilde{E} \circ \varphi = J^{-1}E \quad \text{and} \quad (\tilde{\nabla} u) \circ \varphi = J^{-1}(\nabla u), $$

3. $H(\text{div})$:

   $$ \tilde{V} \circ \varphi = J^{-1}JV \quad \text{and} \quad (\tilde{\nabla} \times \tilde{E}) \circ \varphi = J^{-1}(\nabla \times E), $$

4. $L^2$:

   $$ \tilde{q} \circ \varphi = J^{-1}q \quad \text{and} \quad (\tilde{\nabla} \cdot \tilde{V}) \circ \varphi = J^{-1}(\nabla \cdot V). $$

Here, $J^{-1} = (J^{-1})^T$ denotes the inverse and transpose of the Jacobian. Explicitly, $J^T$ is differentiated from the conjugate transpose $J^\dagger = \overline{J}$, where $\overline{J}$ is the complex conjugate of $J$. Under the transformations (2.2a)-(2.2d), the corresponding pullbacks belong to the proper energy spaces in (2.1); $u \in H^1(\Omega)$, $E \in H(\text{curl}, \Omega)$, $V \in H(\text{div}, \Omega)$, and $q \in L^2(\Omega)$.

Remark 2.1. Useful Piola transformations also exist for vector fields defined on $\partial \tilde{\Omega}$. For instance, after accounting for re-normalization,

$$ \tilde{n} \circ \varphi = \frac{J J^{-1} n}{|J J^{-1} n|}, $$

where $\tilde{n}$ is normal to $\partial \tilde{\Omega}$ and $n$ is normal to $\partial \Omega$.

Remark 2.2. Using (2.2d), we can compute the pullback of a volume element, $d\tilde{x} = Jdx$. Similarly, for boundary integrals, it can be shown that $J_{\partial\Omega} = |J J^{-1} n|$, where $J_{\partial\Omega} dS$ is the volume element on $\partial \Omega$.

2.3. Complex coordinate stretching. Motivated by [36], we will form PML variational formulations on bounded domains for wave scattering problems on unbounded domains by solving for stretched waves (e.g. $\tilde{u} \in H^1(\tilde{\Omega})$) instead of their unstretched counterparts (e.g. $u \in H^1(\Omega)$). The trick then is to construct the corresponding variational formulations in such a way that, in a domain of interest, $\Omega_0$, the stretched solution coincides with its unstretched counterpart (e.g. $\tilde{u} \circ \varphi |_{\Omega_0} = u \in H^1(\Omega_0)$). To sufficiently approximate this embedding without knowing the boundary conditions for the domain of interest, a small layer neighbourng the domain of interest (i.e. the PML) is used and a solution $u_{\text{PML}} |_{\Omega_0} \approx u |_{\Omega_0}$ is solved for. Here, the stretching function is constructed so that, for outgoing waves, both the stretched outgoing and the stretched incoming waves vanish exponentially. Generally, in order induce such exponential decay, the stretching function maps into in complex plane.

Extensive research has been devoted to designing stretching functions for various problems. In this article, we choose to consider only a relatively simple but important class of stretching functions for Cartesian domains, which we now define.
Definition 2.1. Let $L > 0$ be the computational domain length and $0 < l < L$ be the interior domain length. In Cartesian coordinates, define a uniaxial stretch to be any transformation such that:

$$\tilde{x}_j = \begin{cases} x_j, & \text{if } 0 < x_j \leq l, \\ x_j + if(x_j, \omega), & \text{if } l < x_j \leq L, \end{cases}$$

where $i = \sqrt{-1}$ is the imaginary unit. For now, $f(x_j, \omega) > 0$ is arbitrary. Notice that, because $f(x_j, \omega)$ is everywhere positive, the outgoing propagative wavemodes $e^{ik_j \tilde{x}}$ will decay exponentially in the PML region $l < x_j \leq L$.

Remark 2.3. The Jacobian $J$, for a uniaxial stretch in Cartesian coordinates, is diagonal:

$$J = \begin{bmatrix} \frac{\partial \tilde{x}_1}{\partial x_1} & 0 & 0 \\ 0 & \frac{\partial \tilde{x}_2}{\partial x_2} & 0 \\ 0 & 0 & \frac{\partial \tilde{x}_3}{\partial x_3} \end{bmatrix}.$$  

3. Preliminaries II: DPG methods

3.1. Broken Hilbert spaces and interface spaces. In the variational formulations to follow, we require several mesh-dependent Hilbert spaces: namely, broken Hilbert spaces and their complementary interface spaces. These are special Hilbert spaces involved in the broken variational formulations which DPG methods generally rely on.

Let $T$ be a finite Lipschitz partition of $\Omega$, from here on referred to as a mesh. Now define the mesh skeleton $S = \{ \partial K | K \in T \}$. Roughly following [15], we define the broken Hilbert spaces

$$H^1(T) = \prod_{K \in T} H^1(K), \quad H(\text{curl}, T) = \prod_{K \in T} H(\text{curl}, K), \quad \text{and} \quad H(\text{div}, T) = \prod_{K \in T} H(\text{div}, K).$$

Lastly, defining $n_K$ as the normal to an element $K \in T$, we also require the following interface spaces on the mesh skeleton:

$$H^{1/2}(S) = \left\{ \tilde{u} \in \prod_{K \in T} H^{1/2}(\partial K) \mid \exists u \in H^1(\Omega) \text{ where } u|_{\partial K} = \tilde{u}|_{\partial K} \forall K \in T \right\},$$

$$H^{-1/2}(S) = \left\{ \tilde{\sigma}_n \in \prod_{K \in T} H^{-1/2}(\partial K) \mid \exists \sigma \in H(\text{div}, \Omega) \text{ where } (\sigma \cdot n_K)|_{\partial K} = \tilde{\sigma}_n|_{\partial K} \forall K \in T \right\},$$

and

$$H^{-1/2}(\text{curl}, S) = \left\{ \tilde{E} \in \prod_{K \in T} H^{1/2}(\text{curl}, \partial K) \mid \exists E \in H(\text{curl}, \Omega) \text{ where } ((n_K \times E) \times n_K)|_{\partial K} = \tilde{E}|_{\partial K} \forall K \in T \right\},$$

Similar definitions as above hold for products of these spaces. e.g. $H^1(T) = \prod_{K \in T} H^1(K)$.

Many important properties of the above spaces are known but are not necessary for our analysis. We refer the interested reader to the detailed discussion in [15, Section 2].

3.2. Broken variational formulations. Consider the following frequency-domain continuity equation for a given quantity, say $q$:

$$-i\omega \rho - \nabla \cdot j = g.$$

Here, $\omega$ is the temporal frequency, $\rho$ is the volume density of $q$, $j$ is the flux of $q$, and $g$ is a source generating $q$. In the next three sections, we will encounter several equations like this. Formally, multiplying the continuity equation by a test function, $v$, integrating over a single element, $K \in T$, and then integrating by parts, we obtain

$$-i\omega (\rho, v)_K + (j, \nabla v)_K - \langle j \cdot n_K, v \rangle_{\partial K} = (g, v)_K.$$
Here, \((\cdot,\cdot)_K\) is the standard \(L^2(K)\)-inner product and \((\cdot,\cdot)_{\partial K}\) is a duality pairing; assuming sufficiently smooth arguments, it is also the \(L^2(\partial K)\)-inner product.

In a common formal derivation of broken variational formulations, the flux variable \(j\) is distinguished on the element \(K\) and on its boundary \(\partial K\) by introducing a new interface flux variable, \(\hat{j}_n\), to replace \(j \cdot n\). Now, summing over each element in the mesh, we arrive at the equation

\[
- i\omega (\rho, v) + (j, \nabla_j v)_{\partial K} = (g, v)_{\partial K}.
\]

Here, \(\nabla_j\) denotes the element-wise distributional gradient and \((\hat{j}_n, v)_{\partial K} = \sum_{K \in T} (\hat{j}_n, v)_{\partial K}\) denotes the accumulation of all respective boundary terms.

Many variational formulations derived like (3.1), can be proven to be well-posed when the test functions are taken from a broken Hilbert space, \(V \subset U \subset \mathbb{H}\) and \(V_r \subset V\) is dense. Notice that (3.1)

\[
\sup_{v \in V_r} |b(u, v)| \leq \|u\|_V \|v\|_{V_r} 
\]

for any Lipschitz \(K \in T\), induce norms on the entire space \(V\) which, for any Lipschitz \(K \in T\), induce norms, \(\|\cdot\|_{V_K} = \|\cdot\|_{\mathbb{H}}/\|\cdot\|_V\), when restricted to \(V_K = \{v|_K \mid v \in V\}\). In this case, the Gram matrix becomes block-diagonal and the inverse can be computed locally and in parallel. This is the reason broken variational formulations are essential in DPG methods. The following final preliminary subsection introduces a particularly well-studied localizable test norm often used in DPG methods.

### 3.3. DPG methods.

Among many other sources, implementation of (practical) DPG methods is described in significant detail in [2, 7, 76, 77]. Therefore, we will only briefly describe their key properties.

Let \(U\) and \(V\) be Hilbert spaces, where \(V\) is broken, and let \(U_h \subset U\) and \(V_r \subset V\) be finite dimensional. Let \(\ell \in V'\) and let \(b : U \times V \rightarrow \mathbb{C}\) be a continuous sesquilinear form. Assuming the appropriate inf–sup condition for \(b\) and the existence of Fortin operator \(\Pi : V \rightarrow V_r\) (see [19, 78]), a practical DPG method with optimal test functions is a discrete least-squares finite element method [7] defined by the problem

\[
\begin{cases}
\text{Find } u_h \in U_h : \\
\quad b(u_h, \Theta_r w_h) = \ell(\Theta_r w_h), \quad \forall w_h \in U_h,
\end{cases}
\]

where \(\Theta_r : U_h \rightarrow V_r\) is the discrete trial-to-test operator defined through the inner product \((\cdot, \cdot)_V\) from the test space \(V\):

\[
(\Theta_r w_h, v_r)_V = b(w_h, v_r), \quad \forall w_h \in U_h, v_r \in V_r.
\]

For general test norms, computation of the trial-to-test operator \(\Theta_r\) in (3.2) requires the inversion of a large symmetric Gram matrix corresponding to the discretization of the inner product \((\cdot, \cdot)_V\). This is made feasible by using a broken test space and special so-called “localizable” test norms, \(\|\cdot\|_V [2, 7]\); i.e. norms on the entire space \(V\), which, for any Lipschitz \(K \in T\), induce norms, \(\|\cdot\|_{V_K} = \|\cdot\|_{\mathbb{H}}/\|\cdot\|_V\), when restricted to \(V_K = \{v|_K \mid v \in V\}\). In this case, the Gram matrix becomes block-diagonal and the inverse can be computed locally and in parallel. This is the reason broken variational formulations are essential in DPG methods. The following final preliminary subsection introduces a particularly well-studied localizable test norm often used in DPG methods.

### 3.4. The graph norm.

With broken ultraweak variational formulations, it is often the case that the bilinear form can be defined

\[
b(u, v) = (u, \mathcal{L}^* v)_{\Omega} + (\hat{u}, v)_{\partial K}, \quad \forall u = (u, \hat{u}) \in U = L^2(\Omega) \times \tilde{U}, v \in V = \text{Dom}(\mathcal{L}^*),
\]

where \(\mathcal{L}^* : V \rightarrow L^2(\Omega)\) be a closed linear operator and \(\text{Dom}(\mathcal{L}^*) \subseteq L^2(\Omega)\) is dense. Notice that (3.1) happens to suggest this functional setting.

For various reasons (see [79]), for any continuously inf–sup stable bilinear form \(b\), it is desirable to use test norms \(\|\cdot\|_V\) closely related to the so-called optimal test norm:

\[
\|v\|_V = \sup_{u \in U} \frac{|b(u, v)|}{\|u\|_U},
\]

where \(\|\cdot\|_U\) is a desired norm on the trial space \(U\).
If the test functions in (3.3) are not broken, then the second term in the bilinear form $b$ can be discarded and, simply, $b(u, v) = \langle u, \mathcal{L}^* v \rangle_\alpha$. In this unbroken setting, which is usually impractical for computation, observe that the optimal test norm (3.4) is readily computable for all $v \in V$:

$$\|v\|_\gamma = \sup_{u \in L^2(\Omega)} \frac{\langle u, \mathcal{L}^* v \rangle_\alpha}{\|u\|_\alpha} = \|\mathcal{L}^* v\|_\alpha.$$ 

Unfortunately, although this norm is closely related to the optimal test norm for the broken test space setting, this norm is not localizable in general. Fortunately, it is usually equivalent to the so-called (adjoint) graph norm:

$$\|v\|_\gamma^2 = \|\mathcal{L}^* v\|_\alpha^2 + \|v\|_\alpha^2,$$

which is localizable [3]. This is the test norm we will consider in this article.

4. ACoustics

When deriving a variational formulation for a model with PMLs, there are two natural paths to consider:

1. Beginning with the strong form of the equations in the stretched coordinates, first construct the pulled-back equations, then multiply with test functions and integrate by parts in the spatial coordinates.

2. Alternatively, first multiply with test functions and integrate by parts to construct a variational formulation in the stretched coordinates, then pull back the corresponding stretched variational formulation to spatial coordinates.

In classical functional settings, it is well-known that these two approaches are identical in that they return the same ultimate variational formulation [74]. However, there are subtle differences to acknowledge in alternative functional settings. We will now illustrate these differences by example; namely, deriving the acoustic wave equations in the ultraweak setting. Other common settings [15] can be treated similarly.

4.1. A variational formulation from the pulled-back equations. Here, we contemplate the first approach described above. Using the time-harmonic ansatz $\tilde{p}(\tilde{x}, t) = \tilde{p}(\tilde{x})e^{-i\omega t}$, consider the strong form of the acoustic wave equations with angular frequency $\omega$:

$$\begin{cases}
-\omega \tilde{u} - \tilde{\nabla}\tilde{p} = 0, \\
-\omega \tilde{p} - \tilde{\nabla} \cdot \tilde{u} = \omega^{-1} \tilde{f},
\end{cases} \iff \begin{cases}
-\omega J^{-1} J u - J^{-1} \nabla p = 0, \\
-\omega p - J^{-1} \nabla \cdot u = \omega^{-1} J^{-1} f.
\end{cases}$$

On the left-hand side are the equations in the stretched coordinates; $\tilde{u}$ is the velocity and $\tilde{p}$ is the pressure. On the right-hand side are the corresponding pulled-back equations in the spatial coordinates; $u$ is the pulled-back velocity and $p$ is the pulled-back pressure. Note that we have chosen to assume $\tilde{f} \in L^2(\Omega)$ and that it obeys the transformation rule (2.2d).

After pre-multiplying the first and second pulled-back equation by $J^T$ and $J$, respectively, it is easy to construct the corresponding variational formulation. Indeed, after performing this pre-multiplication, multiply the pulled-back equations by test functions $v$ and $q$, respectively, and integrate each equation over the domain $\Omega$:

$$\begin{cases}
-\omega J^{-1} J^T J u, v \alpha - (\nabla p, v)_\alpha = 0, \\
-\omega J p, q \alpha - (\tilde{\nabla} \cdot u, q)_\alpha = (\omega^{-1} f, q)_\alpha.
\end{cases}$$

Notice that element-wise integration by parts can now be performed freely in both equations above, after which, we arrive at the following variational formulation:

$$\begin{cases}
\text{Find} \ (p, u, \tilde{u}, n) \in L^2(\Omega) \times E^2(\Omega) \times H_0^{1/2}(S) \times H^{-1/2}(S):
\end{cases}$$

$$\begin{cases}
-\omega J^{-1} J^T J u, v \alpha + (p, \nabla \cdot v)_\alpha - \langle \tilde{p}, v \cdot n \rangle_{\partial \Omega} = 0, \\
-\omega J p, q \alpha + \langle u, \nabla q \rangle_\alpha - \langle \tilde{u}, q \rangle_{\partial \Omega} = (\omega^{-1} f, q)_\alpha, \\
\forall v \in H(\text{div}, T), \quad \forall q \in H^1(T).
\end{cases}$$
Here, we have chosen to include the corresponding functional settings, which are valid if \( \mathbf{J}, \mathbf{J}^{-1} \in L^\infty(\Omega) \), and also homogeneous boundary conditions on the pressure.

**Remark 4.1.** Denote \( \mathbf{v} = (\mathbf{v}, q) \) and define \( \mathcal{V} = \mathcal{H}(\text{div}, \mathcal{T}) \times H^1(\mathcal{T}) \). The corresponding adjoint graph norm is simply

\[
||\mathbf{v}||_{2,\mathcal{V}}^2 = ||i\omega(\mathbf{J}^{-1}\mathbf{J}^T)\mathbf{v} + \nabla q||_0^2 + ||i\omega \mathbf{J} q + \nabla p \cdot \mathbf{v}||_0^2 + ||q||_0^2 + ||\mathbf{v}||_0^2, \quad \forall \mathbf{v} \in \mathcal{V}.
\]

### 4.2 Pulling back a stretched variational formulation

Here, we contemplate the alternative approach described above. Beginning with the strong formulation of acoustics in stretched coordinates (4.1), multiply with arbitrary test functions \( \tilde{\mathbf{v}} \) and \( \tilde{q} \), and immediately integrating by parts in the stretched coordinates. Now, observe that we arrive at the following broken variational formulation:

\[
(\mathbf{J}^{-1})(\mathbf{J}^T) = \frac{1}{2} \text{tr} \left( \nabla \mathbf{J} \right)^T \mathbf{J}^{-1} \mathbf{J}^T \frac{1}{2} \text{tr} \left( \nabla \mathbf{J} \right) + \mathbf{J}^{-1} \mathbf{J}^T \cdot \mathbf{v} \mathbf{J}^{-1} \mathbf{n} = 0,
\]

for \( \mathbf{v} \in \mathcal{H}(\text{div}, \mathcal{T}) \).

Again, homogeneous boundary conditions have been imposed on the pressure.

Let us fix the test function \( (\tilde{\mathbf{v}}, \tilde{q}) \in \mathcal{H}(\text{div}, \mathcal{T}) \) in order to construct the pullback of the stretched variational formulation (4.4). For the sake of rigor, we choose to let \( \tilde{\mathbf{p}}_{\text{ext}} \) be an \( H^1 \)-extension of \( \tilde{\mathbf{p}} \) and, likewise, let \( \tilde{\mathbf{u}}_{\text{ext}} \) be an \( \mathcal{H}(\text{div}, \mathcal{T}) \)-extension of \( \tilde{\mathbf{u}} \). Therefore, \( \mathsf{tr}^T_{\text{grad}} \tilde{\mathbf{p}}_{\text{ext}} = \tilde{\mathbf{p}} \) and \( \mathsf{tr}^T_{\text{div}} \tilde{\mathbf{u}}_{\text{ext}} = \tilde{\mathbf{u}} \).

Now, restricted to a single element \( K \in \mathcal{T} \), the first variational equation becomes

\[
(\mathbf{J}^{-1})(\mathbf{J}^T) = \frac{1}{2} \text{tr} \left( \nabla \mathbf{J} \right)^T \mathbf{J}^{-1} \mathbf{J}^T \frac{1}{2} \text{tr} \left( \nabla \mathbf{J} \right) + \mathbf{J}^{-1} \mathbf{J}^T \cdot \mathbf{v} \mathbf{J}^{-1} \mathbf{n} \quad \forall \mathbf{v} \in \mathcal{H}(\text{div}, \mathcal{T})
\]

where \( \mathbf{p}_{\text{ext}} \) is the \( H^1 \)-pullback of \( \tilde{\mathbf{p}}_{\text{ext}} \). Meanwhile, the second variational equation becomes

\[
(\mathbf{J}^{-1})(\mathbf{J}^T) = (\mathbf{J}^{-1})(\mathbf{J}^T) \mathbf{v} = J_{\alpha K} (\mathbf{J}^{-1})(\mathbf{J}^T) \mathbf{v} = J_{\alpha K} \mathbf{v} = 0,
\]

where \( \mathbf{u}_{\text{ext}} \) is the \( \mathcal{H}(\text{div}) \)-pullback of \( \tilde{\mathbf{u}}_{\text{ext}} \). Sum over over all elements and recall that \( J_{\alpha K} = |\mathbf{J} \mathbf{J}^{-1} \mathbf{n}| \).

Denoting \( \mathbf{\tilde{p}} = \mathsf{tr}^T_{\text{grad}} \tilde{\mathbf{p}}_{\text{ext}} \) and \( \mathbf{\tilde{u}} = \mathsf{tr}^T_{\text{div}} \tilde{\mathbf{u}}_{\text{ext}} \), the two pulled-back variational equations above immediately simplify to

\[
(\mathbf{J}^{-1})(\mathbf{J}^T) = \frac{1}{2} \text{tr} \left( \nabla \mathbf{J} \right)^T \mathbf{J}^{-1} \mathbf{J}^T \frac{1}{2} \text{tr} \left( \nabla \mathbf{J} \right) + \mathbf{J}^{-1} \mathbf{J}^T \cdot \mathbf{v} \mathbf{J}^{-1} \mathbf{n} \quad \forall \mathbf{v} \in \mathcal{H}(\text{div}, \mathcal{T}),
\]

where \( \mathbf{u} \) is the \( \mathcal{H}(\text{div}) \)-pullback of \( \tilde{\mathbf{u}} \).

Here, we have again introduced the natural functional setting, assuming \( \mathbf{J}, \mathbf{J}^{-1} \in L^\infty(\Omega) \).

**Remark 4.2.** As before, denote \( \mathbf{v} = (\mathbf{v}, q) \) and define \( \mathcal{V} = \mathcal{H}(\text{div}, \mathcal{T}) \times H^1(\mathcal{T}) \). The corresponding graph norm is now simply

\[
||\mathbf{v}||_{2,\mathcal{V}}^2 = ||i\omega \mathbf{J} \mathbf{J}^T \mathbf{v} + \mathbf{J}^{-1} \nabla q||_0^2 + ||i\omega q + \mathbf{J}^{-1} \nabla \mathbf{v} \cdot \mathbf{n}||_0^2 + ||q||_0^2 + ||\mathbf{v}||_0^2, \quad \forall \mathbf{v} \in \mathcal{V}.
\]

**Remark 4.3.** It is natural to consider whether the adjoint graph norm corresponding to the stretched variational formulation (4.4) will be mapped to the adjoint graph norm (4.6). A simple calculation shows that this is not the case.

### 4.3 Comparison of the approaches

Clearly, variational formulations (4.3) and (4.5) are not the same. Nevertheless, both are viable for computation and we will not provide a definitive argument to use one over the other.

Note that the converged values of the interface unknowns \( \tilde{\mathbf{u}} \) and \( \tilde{\mathbf{p}} \) will differ between the two equations, since they are themselves Lagrange multipliers determined by the corresponding test space. In the derivation of the first variational formulation (4.3), it should already be clear at the point of (4.2) that the test functions naturally come from the physical domain and it is the trial functions which...
have been pulled-back to the physical domain. Therefore, upon integration by parts, the interface unknowns can be identified with traces of the pulled-back solution \( \text{tr}_{\text{grad}} p \sim \tilde{p} \) and \( \text{tr}_{\text{div}} u \sim \tilde{u}_n \) (see [15] for pertinent discussion).

Alternatively, consider (4.5). Using the transformation rules (2.2a)–(2.2d) and \( \nabla \xrightarrow{\mathcal{L}} \tilde{\nabla} \), note that it may be more naturally expressed as

\[
\begin{aligned}
\text{Find } (p, u, \tilde{p}, \tilde{u}_n) & \in L^2(\Omega) \times L^2(\Omega) \times H^{1/2}(S) \times H^{-1/2}(S) : \\
\{ & (-i\omega u, \tilde{v} \circ \varphi)_{\Omega} + (p, (\tilde{\nabla}_s \cdot \tilde{v}) \circ \varphi)_{\Omega} - (J_{\text{grad}}\tilde{p}, (\tilde{v} \cdot n) \circ \varphi)_{\partial \Omega} = 0, \\
& \quad \forall \tilde{v} \in H(\text{div}, \tilde{T}), \\
& (-i\omega \tilde{p}, \tilde{q} \circ \varphi)_{\Omega} + (u, (\tilde{\nabla}_s \tilde{q}) \circ \varphi)_{\Omega} - (J_{\text{grad}}\tilde{u}_n, \tilde{q} \circ \varphi)_{\partial \Omega} = (i\omega^{-1} f, \tilde{q} \circ \varphi)_{\Omega}, \quad \forall \tilde{q} \in H^1(\tilde{T}).
\end{aligned}
\]

In this form, the interpretation as an acoustic wave equation with stretched test functions is more clear. Indeed, first consider the conforming (unbroken) test function scenario. Here, the interface terms disappear and we are to only left find \( p \) and \( u \), which are clearly seen to be integrated against stretched test functions. To then make sense of the interface terms, we first note that the identification with traces of the pulled-back solution is gone. Indeed, the interface variables in (4.5), \( \tilde{p} \) and \( \tilde{u}_n \), act as Lagrangian multipliers on the stretched mesh instead.

Because we (the authors) find comfort in having a physical interpretation of the interface variables, \( \tilde{p} \) and \( \tilde{u}_n \), we have chosen to focus only on the first class of PML formulation in the following examples. This is not to say that the other formulations cannot be used successfully. Indeed such variational formulations were analyzed for acoustics and elastodynamics in [18].

**Remark 4.4.** In the dual setting, such as considered by DPG* methods [80,81], the alternative variational formulation (4.5) may be a more “natural” fit. Mainly, this is because the solution is then found in the space \( \mathcal{V} \), instead of \( \mathcal{U} \), and the physical interpretation of the interface variable is no longer relevant.

### 5. Electromagnetics

Using the time-harmonic ansatz \( \mathbf{E}(\tilde{x}, t) = \mathbf{E}(\tilde{x}) e^{-i\omega t} \), we consider the strong form of the three-dimensional, linear, isotropic Maxwell’s equations:

\[
(5.1) \quad \begin{cases} 
\nabla \times \mathbf{E} - i\omega \mu \mathbf{H} = 0, \\
\nabla \times \mathbf{H} + (i\omega \epsilon - \sigma) \mathbf{E} = \mathbf{J}^{\text{imp}},
\end{cases} \quad \iff \quad \begin{cases} 
J^{-1} J \nabla \times \mathbf{E} - i\omega \mu J^{-1} \mathbf{H} = 0, \\
J^{-1} J \nabla \times \mathbf{H} + (i\omega \epsilon - \sigma) J^{-1} \mathbf{E} = J^{-1} J \mathbf{J}^{\text{imp}}.
\end{cases}
\]

Here, \( \omega \) is the angular frequency, \( \epsilon \) is the electric permittivity, \( \mu \) is the magnetic permeability, and \( \sigma \) is the material conductivity. On the left-hand side are the equations in the stretched coordinates; \( \mathbf{E} \) is the electric field and \( \mathbf{H} \) is the magnetic field. On the right-hand side are the corresponding pulled-back equations in the spatial coordinates; \( \mathbf{E} \) is the pulled-back electric field and \( \mathbf{H} \) is the pulled-back magnetic field. Note that we have chosen to assume that the impressed current \( \mathbf{J}^{\text{imp}} \in H(\text{div}, \Omega) \).

This is physically motivated by the charge conservation equation in a non-conducting material:

\[
\nabla \cdot \mathbf{J}^{\text{imp}} = i\omega \rho,
\]

where \( \rho \) is the volume charge density in the stretched coordinates. It is also mathematically natural when considering the range of the operators at hand (2.1). Ultimately, this naturally implies that \( \mathbf{J}^{\text{imp}} \) undergoes the transformation (2.2c).

Similar to the treatment of the acoustic wave equations in Section 4.1, pre-multiply both the first and second pulled-back equation by \( JJ^{-1} \). Now upon multiplication with test functions \( \mathbf{F} \) and \( \mathbf{G} \), respectively, and integration over the computational domain \( \Omega \), we arrive at

\[
\begin{aligned}
(\nabla \times \mathbf{E}, \mathbf{F})_{\Omega} - (i\omega \mu JJ^{-1} \mathbf{J}^{\text{imp}} \nabla \times \mathbf{H}, \mathbf{F})_{\Omega} = 0, \\
(\nabla \times \mathbf{H}, \mathbf{G})_{\Omega} + ((i\omega \epsilon - \sigma)JJ^{-1} \mathbf{J}^{\text{imp}} \nabla \times \mathbf{E}, \mathbf{G})_{\Omega} = (\mathbf{J}^{\text{imp}}, \mathbf{G})_{\Omega},
\end{aligned}
\]
From here, element-wise integration by parts can be freely performed and we uncover the following broken ultraweak variational formulation:

\[
\begin{aligned}
\text{Find } (\mathbf{E}, \mathbf{H}, \hat{\mathbf{E}}, \hat{\mathbf{H}}) &\in L^2(\Omega) \times L^2(\Omega) \times H^{1/2}(\text{curl}, \mathcal{S}) \times H^{-1/2}(\text{curl}, \mathcal{S}) : \\
&\quad (\mathbf{E}, \nabla \times \mathbf{F})_\Omega - (i\omega \mu J^{-1} J^T \mathbf{H}, \mathbf{F})_\Omega + \langle \hat{\mathbf{E}}, \mathbf{n} \times \mathbf{F} \rangle_{\partial \Omega} = 0, \quad \forall \mathbf{F} \in H(\text{curl}, \mathcal{T}), \\
&\quad (\hat{\mathbf{H}}, \nabla \times \mathbf{G})_\Omega + \langle (i\omega \sigma - \sigma J J^{-1} J^T) \mathbf{E}, \mathbf{G} \rangle_\Omega + \langle \mathbf{J} \mathbf{H}, \mathbf{n} \times \mathbf{G} \rangle_{\partial \Omega} = (\mathbf{J}^{\text{imp}}, \mathbf{G})_\Omega, \\
&\quad \forall \mathbf{G} \in H(\text{curl}, \mathcal{T}).
\end{aligned}
\]

Here, we have tacitly closed the problem with perfect electric conductor (PEC) boundary conditions and assigned of the correct functional setting for well-posedness.

**Remark 5.1.** Denote \( \mathbf{v} = (\mathbf{F}, \mathbf{G}) \) and define \( \mathcal{V} = H(\text{curl}, \mathcal{T}) \times H(\text{curl}, \mathcal{T}) \). The corresponding adjoint graph norm is simply

\[
\| \mathbf{v} \|_{\mathcal{V}^*} = \| \nabla \times \mathbf{F} - (i\omega + \sigma) (J J^{-1} J^T)^\text{tr} \mathbf{G} \|_\Omega^2 + \| \nabla \times \mathbf{G} + i\omega \mu (J J^{-1} J^T)^\text{tr} \mathbf{F} \|_\Omega^2 + \| \mathbf{F} \|_\Omega^2 + \| \mathbf{G} \|_\Omega^2, \quad \forall \mathbf{v} \in \mathcal{V}.
\]

6. **Elastodynamics**

For simplicity, in this section we only consider the symmetric case \( \mathbf{J} = \mathbf{J}^T \). Notably, the following derivation indeed handles uniaxial stretching (2.5).

Consider the strong form of the homogeneous, time-harmonic linearized elasticity equations:

\[
\begin{aligned}
\text{Find } (\mathbf{S} : \hat{\mathbf{e}}(\mathbf{u})) &= 0, \\
-\nabla : \hat{\mathbf{e}} - \rho \omega^2 \mathbf{u} &= \mathbf{f}.
\end{aligned}
\]

Here, \( \omega \) is the angular frequency, \( \mathbf{S} \) is the compliance tensor, and \( \rho \) is the (uniform) mass density. Meanwhile, \( \hat{\mathbf{e}}(\mathbf{u}) \) and \( \hat{\mathbf{e}}(\mathbf{u}) \) are the linearized strains, defined through the symmetric gradient operators \( \hat{\mathbf{e}}(\cdot) = \frac{1}{2}(\nabla \cdot + \nabla^T \cdot) \) and \( \hat{\mathbf{e}}(\cdot) = \frac{1}{2}(\nabla \cdot + \nabla^T \cdot) \), respectively. Notice that we have place the body force \( \mathbf{f} \in L^2(\Omega) \) and so, component by component, it naturally obeys the transformation rule (2.2d).

As with the acoustic wave equations in Section 4.1, pre-multiply both the first and second pulled-back equation by \( \mathbf{J} \) and \( J \), respectively. Then, multiplying each equation with symmetric \( \tau \) — that is, \( \tau(x) \in \mathcal{S} \), at each spatial coordinate \( x \in \Omega \) — and the vector field \( \mathbf{v} \), respectively, and then integrating parts, we find

\[
\begin{aligned}
\langle J^{-1} \mathbf{S} : \mathbf{J} \mathbf{\sigma} - \mathbf{J} \mathbf{\tau} \rangle_\Omega &= 0, \\
-\langle \nabla : \mathbf{\sigma} - \rho \omega^2 \mathbf{u} \rangle_\Omega &= \langle \mathbf{f} \rangle_\Omega.
\end{aligned}
\]

At this point, after assignment of the correct functional setting for well-posedness, simple element-wise integration by parts delivers the following broken ultraweak variational formulation:

\[
\begin{aligned}
\text{Find } (\mathbf{u}, \mathbf{\sigma}, \hat{\mathbf{u}}, \hat{\mathbf{t}}) &\in L^2(\Omega) \times L^2(\Omega; \mathcal{S}) \times H^{1/2}(\text{curl}, \mathcal{S}) \times H^{-1/2}(\mathcal{S}) : \\
&\quad (J^{-1} \mathbf{S} : \mathbf{J} \mathbf{\sigma}, \hat{\mathbf{J}} \mathbf{\tau})_\Omega + (\mathbf{u}, \nabla \mathbf{\sigma} \cdot \mathbf{\tau})_\Omega - \mathbf{\langle \hat{\mathbf{\tau}} \cdot \mathbf{n} \mathbf{\tau} \rangle}_{\partial \Omega} = 0, \quad \forall \mathbf{\tau} \in H(\text{div}, \mathcal{T}; \mathcal{S}), \\
&\quad (\mathbf{\sigma}, \nabla \mathbf{u} \cdot \mathbf{v})_\Omega - \mathbf{\langle J \rho \omega^2 \mathbf{u} \rangle}_{\partial \Omega} = \mathbf{\langle f \rangle}_{\partial \Omega}, \quad \forall \mathbf{v} \in H^1(\mathcal{T}).
\end{aligned}
\]

Here, we have closed the problem with homogeneous displacement boundary conditions and introduced the mesh traction solution variable \( \text{tr}^{\mathcal{T}} \sim \mathbf{\sigma} \mathbf{n} [17, 21] \).

**Remark 6.1.** Denote \( \mathbf{v} = (\mathbf{\tau}, \mathbf{v}) \) and define \( \mathcal{V} = H(\text{div}, \mathcal{T}; \mathcal{S}) \times H^1(\mathcal{T}) \). The corresponding adjoint graph norm is simply

\[
\| \mathbf{v} \|_{\mathcal{V}^*} = \| \nabla \mathbf{\tau} - J^{-1} \mathbf{S} \mathbf{J} : \mathbf{\tau} \|_\Omega^2 + \| \nabla \mathbf{\tau} - J \rho \omega^2 \mathbf{v} \|_\Omega^2 + \| \mathbf{\tau} \|_\Omega^2 + \| \mathbf{v} \|_\Omega^2, \quad \forall \mathbf{v} \in \mathcal{V},
\]

where \( [\mathbf{S}]_{ijkl} = J_{ni} J_{mk} S_{njml} \), where summation is implied over the repeated indices.
7. Numerical experiments I: set-up

We chose to verify the PML variational formulations (4.3), (5.2), and (6.2), derived above, by approximating well-known, unbounded-domain, closed-form exact solutions. Our approach, which is common in the literature, began by considering the two- and three-dimensional Green’s functions corresponding to the model equations above. In this section, we state the Green’s functions we used, define and illustrate the computation domains, including the PML, declare the boundary conditions used in our experiments, and define our stretching function for the PML.

7.1. Green’s functions. Generally, Green’s functions depend upon two positions in space, \(x, x_0 \in \mathbb{R}^d\). From now on, we will simply assume that \(x_0 = 0\) because it greatly simplifies the exposition.

7.1.1. Acoustics. Let \(\delta(\cdot)\) be the Dirac delta and \(r(x) = |x|\) be the Euclidean norm of the coordinate \(x \in \mathbb{R}^d\). Now, consider the following second-order distributional Helmholtz equation in \(\mathbb{R}^d\):
\[
-\Delta p - \omega^2 p = \delta(r),
\]
with the Sommerfeld radiation boundary condition
\[
\lim_{r \to \infty} r^{(d-1)/2} \left( \frac{\partial p}{\partial r} - i\omega p \right) = 0.
\]
In two dimensions (i.e. \(d = 2\)), the solution to this problem is given by the Green’s function
\[
p_{\text{exact}} = \frac{i}{4} \mathcal{H}_0^{(1)}(\omega r),
\]
where \(\mathcal{H}_0^{(1)}(\cdot)\) is the zeroth order Hankel function of the first kind [82]. In three dimensions (i.e. \(d = 3\)), the solution to this problem is given by the Green’s function
\[
p_{\text{exact}} = \frac{i}{4r} e^{i\omega r}.
\]

7.1.2. Electromagnetics. From now on, we choose to only consider isotropic media and, therefore, we fix the electric permittivity \(\epsilon = \epsilon_0\) and the magnetic permeability \(\mu = \mu_0\). We will also set the material conductivity \(\sigma = 0\).

Let \(e \in \mathbb{R}^d\) be a fixed unit vector, \(|e| = 1\), and let \(e_r(x) = e\) be the corresponding radial unit vector in the \(x\)-direction. Now, consider the following second-order distributional Maxwell equation in \(\mathbb{R}^d\):
\[
\frac{1}{\mu_0} \nabla \times \nabla \times E - \omega^2 \epsilon_0 E = i\omega \delta(r) e,
\]
with the Silver-Muller radiation boundary condition
\[
\lim_{r \to \infty} r \left( \nabla \times E - i k_0 e_r \times (e_r \times E) \right) = 0.
\]
Here, \(k_0 = \omega \sqrt{\epsilon_0 \mu_0}\) is the wavenumber. From now on, we will fix \(e = e_x\), the constant unit vector in the \(x\)-direction.

In two dimensions (i.e. \(d = 2\)), the solution to this problem is given by the Green’s function
\[
E_{\text{exact}} = \frac{i\omega \mu_0}{k_0^2} \left( k_0^2 + \frac{\partial^2}{\partial x \partial y} \right) g(r), \quad \text{where} \quad g(r) = \frac{i}{4} \mathcal{H}_0^{(1)}(k_0 r).
\]
Likewise, in three dimensions (i.e. \(d = 3\)), the solution to this problem is given by the Green’s function [83]
\[
E_{\text{exact}} = i\omega G(r) e_x, \quad \text{where} \quad G(r) = \frac{i\mu_0}{4r} (I + k_0^{-2} \nabla \nabla^T) e^{ik_0 r}.
\]
7.1.3. **Elastodynamics.** In Section 6, the first-order systems (6.1) were expressed for arbitrary com-
pliance tensors \( S = C^{-1} : \mathbb{S} \to \mathbb{S} \). From now on, we choose to only consider isotropic homoge-
neous materials with uniform mass density \( \rho = \rho_0 \). Therefore, the elasticity tensor \( C \) is defined
component-wise \( C_{ijkl} = \lambda \delta_{ij} \delta_{kl} + \mu (\delta_{ik} \delta_{jl} + \delta_{il} \delta_{jk}) \), where \( \lambda \) and \( \mu \) are the Lamé parameters. Likewise, \( S_{ijkl} = \frac{1}{4\mu} (\delta_{ik} \delta_{jl} + \delta_{il} \delta_{jk}) - \frac{\lambda}{2\mu(\lambda+2\mu)} \delta_{ij} \delta_{kl} \).

Now, consider the following second-order distributional linear elasticity equation in \( \mathbb{R}^d \):

\[
- \nabla \cdot \left( C \cdot \nabla u \right) - \rho_0 \omega^2 u = \delta(r) e.
\]

Define the compressive part of the wave field \( u_p = -\frac{1}{k_p} \nabla (\nabla \cdot u) \) and the shear part of the wave field
\( u_s = -\frac{1}{k_s} \nabla \times (\nabla \times u) \), where \( k_p = \sqrt{\frac{\rho_0}{\lambda+2\mu}} \omega \) is the compressive wavenumber and \( k_s = \sqrt{\frac{\rho_0}{\mu}} \omega \) is the shear wavenumber. Under the isotropic constitutive law above, it can be shown that, \( u = u_p + u_s \).

To close the unbounded problem (7.1), we impose the Kupradze-Sommerfeld radiation boundary conditions. Namely,

\[
\lim_{r \to \infty} r^{(d-1)/2} \left( \frac{\partial u_p}{\partial r} - ik_p u_p \right) = 0 \quad \text{and} \quad \lim_{r \to \infty} r^{(d-1)/2} \left( \frac{\partial u_s}{\partial r} - ik_s u_s \right) = 0.
\]

As in Section 7.1.2, let us consider a delta load in the \( x \)-direction, \( e = e_x \). In two dimensions (i.e. \( d = 2 \)), the two Cartesian components of the Green’s function \( u^{\text{exact}} \) are given by \[82\]

\[
u^e_x = \frac{i}{4\mu} \left( \Psi + \frac{x^2}{r^2} \right) \quad \text{and} \quad u^e_y = \frac{1}{4\mu} \left( \frac{xy}{r^2} \right),
\]

where

\[
\Psi = \mathcal{H}^{(1)}_0(k_s r) + \left( \frac{k_p}{k_s} \right)^2 \mathcal{H}^{(1)}_1(k_p r) - \frac{\mathcal{H}^{(1)}_1(k_s r)}{k_s r} \quad \text{and} \quad \chi = \mathcal{H}^{(1)}_2(k_s r) - \left( \frac{k_p}{k_s} \right)^2 \mathcal{H}^{(1)}_2(k_p r).
\]

Similarly, in three dimensions (i.e. \( d = 3 \)), the three components of the Green’s function \( u^{\text{exact}} \) are given by

\[
u^e_x = \frac{i}{4\pi \mu r} \left( \Psi + \frac{x^2}{r^2} \right), \quad u^e_y = \frac{i}{4\pi \mu r} \left( \frac{xy}{r^2} \right), \quad \text{and} \quad u^e_z = \frac{1}{4\pi \mu r} \left( \frac{xz}{r^2} \right),
\]

where

\[
\Psi = \left( \frac{k_p}{k_s} \right)^2 \left( 1 + \frac{3i}{k_p r} - \frac{3}{k_p^2 r^2} \right) e^{ik_p r} + \left( 1 + \frac{1}{k_s r} - \frac{1}{k_s^2 r^2} \right) e^{ik_s r}
\]

and

\[
\chi = \left( \frac{k_p}{k_s} \right)^2 \left( 1 + \frac{3i}{k_p r} - \frac{3}{k_p^2 r^2} \right) e^{ik_p r} - \left( 1 + \frac{3i}{k_s r} - \frac{3}{k_s^2 r^2} \right) e^{ik_s r}.
\]

7.2. **Computational domains.** The computational domains which we have used to approximate the solutions of the unbounded problems above are given in Figure 7.1. Observe that, in each Cartesian direction, both meshes have eight elements in the interior subdomain and four elements in the PML region.

7.3. **Boundary conditions.** Tables 1 and 2 depict the boundary conditions applied to the two- and three-dimensional computational domains in Figure 7.1, respectively.

Note that each of the Green’s functions above has a nontrivial singularity at the origin \( x = 0 \) which has been tacitly avoided in the computational domains above. Therefore, in order to reproduce the Green’s functions in computations, the values of the Green’s functions were introduced into the boundary conditions on the (exterior) faces of the domain facing the singularity. Namely, in 2D, solution-consistent non-homogeneous boundary conditions were applied to \( \{ (x, y) \in \partial \Omega \mid x = 1 \lor y = 1 \} \), and, in 3D, to \( \{ (x, y, z) \in \partial \Omega \mid x = 1 \lor y = 1 \lor z = 1 \} \). On all other faces of the computational domain,
Figure 7.1. Computational domains and meshes separated into interior and PML subdomains: (a) 2D; (b) 3D. In the 3D illustration, a fictitious gap has been introduced between the interior and PML regions. This is for visualization purposes only, and is not present during computations.

Table 1. Boundary conditions applied to the two-dimensional domain in Figure 7.1. In 2D, note that interface variables in (5.2), $\hat{E}$ and $\hat{H}$, are scalar-valued instead of vector-valued.

Table 2. Boundary conditions applied to the three-dimensional domain in Figure 7.1.

On the faces of the computational domain facing away from the singularity, we applied arbitrarily chosen homogeneous boundary conditions. Because each of these faces lie far within the PML, we expect the solution to decay rapidly enough that our choices here introduce negligible errors. On the final remaining faces — e.g. $\{ (x,y) \in \partial \Omega \mid x = 0 \}$, in 2D — the homogeneous boundary conditions were conveniently chosen to be compatible with the actual symmetries in the equations.

7.4. Model parameters. In all of our experiments, we used the fixed angular frequency $\omega = 6\pi$. In the computational domains we used (see Figure 7.1), this choice resulted in three acoustic wavelengths per domain. For electromagnetic model (5.1), we fixed $\epsilon_0 = \mu_0 = 1$ and for the elastodynamic model (6.1), we used the Lamé parameters $\lambda = 2$ and $\mu = \rho_0 = 1$. Therefore, there were also three electromagnetic wavelengths, three elastodynamic pressure wavelengths, and one and a half elastodynamic shear wavelengths, per domain.
7.5. Stretching function. Recall the stretching function given in (2.4). In both two and three dimensions, we used the explicit definition

\[
\tilde{x}_k = \begin{cases} 
    x_k, & \text{if } 0 < x_k \leq l, \\
    x_k + \frac{C}{\omega} \left( \frac{x_k - l}{L - l} \right)^n, & \text{if } l < x_k \leq L,
\end{cases}
\]

where \( l = 2, \ L = 3, \ n = 2, \) and \( C = 5. \)

8. Numerical experiments II: implementation & results

8.1. Discretization. In this subsection, the symbol \( p \) denotes an integer which corresponds to a given polynomial order.

Conforming finite element spaces for non-PML variational formulations corresponding to (4.3), (5.2), and (6.2) have been analyzed in several papers. For the acoustic wave equations, we choose to follow [4] and [7], for electromagnetics we follow [15], and for elastodynamics we follow [18]. Considering the important superconvergence discovery in [84], it is very likely that more efficient discretizations are possible.

Each of the non-superconvergent methods cited above employ a uniform polynomial order \( p \) in the discretization of the trial space \( U \), which we respectively specify here to be \( p = 4 \). Meanwhile, each method also allows for a uniform polynomial \((p + dp)\)-order test space discretization to resolve the trial-to-test operator (3.2). In this article we always use \( dp = 1 \).

8.2. Software. All of our computations were performed with the finite element software \( hp3D \) [85] which uses the ESEAS shape functions library to form the finite element spaces in each of the canonical energy spaces we require [86]. In each of our experiments non-homogeneous boundary conditions were applied to a non-trivial subset of the boundary. In order to apply these essential boundary conditions, we used projection-based interpolation [87]. In each of the energy spaces above, this is a fully-supported feature of the \( hp3D \) software.

8.3. Results. In our computational verification, for each model, in both two and three dimensions, less than 1% relative error was witnessed throughout the interior of the computational domains. The precise relative errors that our DPG methods delivered are recorded in Table 3. Explicitly, the relative error was

| Problem         | 2D       | 3D       |
|-----------------|----------|----------|
| Acoustics       | 0.61286% | 0.52605% |
| Electromagnetics| 0.81578% | 0.73689% |
| Elastodynamics  | 0.61861% | 0.58175% |

Table 3. The relative error in our numerical experiments, for each model problem, in both two and three dimensions.

Qualitatively, in each time-harmonic scattering model, in both two and three dimensions, throughout the entire computational domain, our experiments performed as expected. From a visual inspection of Figures 8.1–8.5, it is clear that each outgoing wave in the interior region steadily propagates from its source and then quickly dissipates within the PML region.
8.3.1. Acoustics. Figure 8.1 depicts the real part of the pressure variable $p$ from our DPG implementations of the two- and three-dimensional acoustic scattering problems described in Section 7.

Figure 8.1. Time-harmonic acoustic wave scattering in the discrete pressure variable $p$ in: (a) 2D; (b) 3D. Here, only the real part of the solution is visualized.

8.3.2. Electromagnetics. Figures 8.2 and 8.3 depict the real part of the discrete electric field $\mathbf{E}$ from our DPG implementations of the two- and three-dimensional electromagnetic scattering problems described in Section 7.

Figure 8.2. Time-harmonic electromagnetic wave scattering of the discrete electric field $\mathbf{E}$ in two dimensions: (a) the $x$-component of the electric field, $E_x$; (b) the $y$-component of the electric field, $E_y$. Here, only the real part of the solution is visualized.

Figure 8.3. Time-harmonic electromagnetic wave scattering of the discrete electric field $\mathbf{E}$ in three dimensions: (a) the $x$-component of the electric field, $E_x$; (b) the $y$-component of the electric field, $E_y$; (c) the $z$-component of the electric field, $E_z$. Again, only the real part of the solution is visualized.
8.3.3. **Elastodynamics.** Figures 8.4 and 8.5 depict the real part of the discrete displacement $u$ from our DPG implementations of the two- and three-dimensional elastodynamic scattering problems described in Section 7.

**Figure 8.4.** Time-harmonic elastodynamic wave scattering of the discrete displacement $u$ in two dimensions: (a) the $x$-component of the displacement, $u_x$; (b) the $y$-component of the displacement, $u_y$. Here, only the real part of the solution is visualized.

**Figure 8.5.** Time-harmonic elastodynamic wave scattering of the discrete displacement $u$ in three dimensions: (a) the $x$-component of the displacement, $u_x$; (b) the $y$-component of the displacement, $u_y$; (c) the $z$-component of the displacement, $u_z$. Again, only the real part of the solution is visualized.

9. **Conclusion**

In this article, broken variational formulations are developed which treat time-harmonic problems posed on unbounded domains. Time-harmonic acoustics, electromagnetics, and elastodynamics models are considered in both two and three spatial dimensions. In the first case that is treated (acoustics), two different broken variational formulations with PML are eventually derived. The first derivation is new for DPG methods and the second was considered previously, in [18]. We remark that both are suitable for computation and that the two derivation strategies are known to deliver identical Bubnov-Galerkin methods. Eventually, the first strategy is judged to be most preferential and so it is then applied time-harmonic electromagnetics and elastodynamics models.

Numerical verification of the efficacy of the preferred PML variational formulations is reported on. The verification was performed in both two and three spatial dimensions, for each model, by comparing to the exact solutions — namely the Green’s function — corresponding to each respective unbounded domains problem with the appropriate radiation boundary conditions. With the chosen PML and uniaxial stretching function, the numerical results are consistently positive across in all circumstances considered. Specifically, we report less than 1% relative error in each of our numerical verification experiments.
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