Abstract: This study examines the relationship between energy consumption, financial development and economic growth for ASEAN-5 countries, namely Malaysia, Indonesia, the Philippines, Singapore and Thailand, over the period from 1980 to 2017. Finance–growth and energy–growth relationships have been well researched; however, the energy–finance–growth nexus is an equally important but less explored area. Our Auto Regressive Distributed Lags (ARDL) bounds test for cointegration results suggests that the variables tend to move together in the long run for all countries, apart from Indonesia. Our study also considers the effect of a structural break due to financial crisis and confirms that the break does not affect the long-term relationship among the variables; in other words, the financial crisis does not affect the energy–finance–growth nexus. Hence, considering the consistency of energy consumption, the importance of the energy sector must not be undermined, and appropriate energy policies are instrumental in maintaining a well-managed financial sector for sustainable economic growth.
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demand [15], while the importance of financial variables in investigating the energy–growth nexus is well documented by [16]. Financial development indicates the actual level of financial resources available for production and channels these funds through banks and stock markets [17]; thus, this promotes economic growth by boosting investment via transparent transactions for productive ventures [15]. A higher level of economic development through raising the capacity of the production sector and attracting foreign investment requires a stable power supply, which necessitates support by the financial sector through channeling resources to the energy sector [18]. A well-developed financial market makes financial resources available to high-return projects; at the same time, this implies better accounting and reporting standards, which increases investors’ confidence [19], and attracts Foreign Direct Investment (FDI) [7], which in turn affects energy consumption. Similarly, financial development increases energy consumption by enhancing liquidity through the allocation of assets to appropriate ventures [15]. Hence, financial development affects the growth of an economy, which may influence energy consumption [20], and consequently, can act as the missing link in the energy–growth nexus [5]. With the growth in the economy, more productive inputs are needed which are supported by activities such as capital accumulation and energy expenditure where the role of finance is undisputable [21].

However, to date, the nature of the relationship remains inconclusive from the relatively small amount of prevailing literature. Some researchers have found a negative relationship between energy consumption and financial development [22], while others detect a positive relationship [13,23]. Similarly, the results of the cointegration and causality analysis-based studies are also inconclusive. Several studies reported bidirectional causality between financial development and energy consumption [8,9,11], since economic activities and energy consumption have a mutual influence on each other [24]. On the contrary, others found only a unidirectional effect either running from financial development to energy consumption [20,25] or the other way around [5]. Further, other scholarly investigations on this topic detected no causal relationship between variables [10]. Hence, our study’s main contribution is to add to this literature by investigating the long-term association between energy consumption and financial development, together with the addition of economic growth, in order to achieve a more comprehensive understanding of this crucial relationship. Further, from statistical perspectives, our study contributes by considering a multivariate model, while a large number of studies investigate the long-term relationship using a bi-variate model (i.e., the finance–growth or energy–growth nexus). Compared to bi-variate models, multivariate models enjoy superiority by incorporating variables to ensure robust results that may alter the statistical relationship established in a bivariate framework [26]. Further, the estimated relationship in a bi-variate model suffers from omitted variable bias, and causality tests from bivariate models can be misleading [27]; whereas, the multivariate approach suggests a maximum likelihood estimation procedure that affords an estimation of all the cointegrating vectors present in a group of variables [28].

Moreover, previous studies remain inconclusive, mostly owing to the choice of samples and methods of analyzing data. In particular, most studies have only been carried out considering a single country or a shorter period, which provide a limited understanding and fail to accommodate the heterogeneity among different countries. A few studies also attempt to analyze the relationship using panel datasets while studying multiple countries [29,30]. However, each country has its distinct financial background, institutions, policies and environments, and as such, the broad comparative analyses conducted at the aggregate level are hardly able to capture such differences [31]. Similarly, countries contrast in terms of their financial structure, size of financial institutions and instruments, financial intermediation efficiency, degree of concentration of financial institutions, the volume of financial transactions and the efficacy of the financial regulatory framework [31,32]. Thus, the inclusion of the unobserved country-specific effects in the error term might lead to biased and inconsistent estimates [33]. Consequently, the panel data-based studies also fail to determine the relationship conclusively. Moreover, in-depth country-specific study, particularly in terms of heterogeneity across areas, lends beneficial reference for other emerging economies [31]. Hence, our study aims to investigate the energy–finance nexus in relation to economic growth for a sample of countries separately in order
to overcome the limitations discussed above. As such, another contribution of our study is to analyze a dataset of countries within a significantly important economic zone (here, we have chosen the five largest economy of Association of South East Asian Nations, which is popularly known as ASEAN-5) using an extended period (38 years) and considering each country separately.

ASEAN is one of the fastest-growing economic regions in the world; constant growth in urbanization and industrialization in the region noticeably increases energy consumption [34]. With the anticipated GDP and population growth rate, the expected energy consumption is projected at an annual growth rate of 4.4 per cent per year up to 2030. According to the International Energy Agency, this growth is substantially higher than the average global annual energy demand growth rate of 1.4% over 2008–2035. However, there has been little published empirical research examining the energy–finance nexus in this region despite the economic significance. Moreover, an empirical analysis of the relationship between energy consumption and financial development in emerging countries is rather scarce [35]. The co-integration and causal relationship between economic growth and energy consumption in ASEAN-5 countries is examined by [34]; however, they overlooked the critical role of financial development in the nexus—a critical factor that channels resources from unproductive to productive uses [36]. Hence, it is imperative that we examine the long-run association of energy–finance–growth for this economically significant set of ASEAN-5 countries.

Moreover, we use annual data from 1980 to 2017 that cover almost four decades which have experienced major changes regionally and globally which can possibly cause structural changes. Therefore, our study considers the possibility of a structural break in the time series data. A structural break in the time series occurs due to some unique economic events [37]. From energy–finance–growth aspects, such events include the changes in economic conditions, changes in energy policy, and fluctuations in the price of energy [38], legislative or technical changes [39]; consequently, these can have a permanent effect on the pattern of the time series [40]. Hence, it is critical to identify structural breaks in the data to avoid model misspecification and coefficient bias and to ensure that tests for the non-stationarity of the data give the correct result [41]; ignoring such break when it is present can result in misinterpretation by reducing the ability to reject a false unit root null hypothesis [37]. Taking such importance into account, we consider the possible impact of a structural break in the analyses due to the Asian financial crisis suffered by the countries in this region during 1997. Consequently, the Zivot-Andrews unit root test procedure is employed to account for the break in the time series, which offers a novel aspect of the study as earlier studies disregard such possibility in analysis for ASEAN-5 countries. Further, we employ the Chow breakpoint test to confirm the break during the crisis period. The impact of the structural break on the long-run relationship between energy, finance and growth is investigated through the approach suggested by [42]. Finally, we employ the Auto Regressive Distributed Lags (ARDL) bounds test technique developed by [43] to examine the long-run relationship among the variables.

Our first set of results from the Chow breakpoint test provides the evidence of a break in the time series for all the variables. However, further analysis using the Gregory and Hansen test confirms that the break does not exert any significant effect on the long-run relationship among the variables for all the countries. Finally, by employing the ARDL bounds test approach, we find that energy–finance–growth has a long-run association for all ASEAN-5 countries, except for Indonesia. Therefore, we provide further insights regarding the relationship between energy, finance and growth by taking the impact of a structural break into account. Our considerations of structural break issues bring a new perspective to the energy–finance–growth literature and further contribute to the existing body of knowledge.

The paper is set out as follows: Section 2 discusses the theoretical aspect of the energy–finance nexus and reviews the existing literature. Section 3 introduces our method and data. Section 4 presents and discusses the findings. Finally, Section 5 summarizes the findings and concludes our study.
2. Literature Review

2.1. The Nexus between Energy Consumption and Financial Development

The role of the energy sector is critical in meeting sustainability goals [44]. An effective financial system promotes customers to buy more products, leading to higher energy consumption [5]. This indicates that financial development indirectly promotes energy consumption through growth in consumers’ level of income. Simultaneously, a well-managed financial system can provide the necessary assistance to manufacturers’ efforts to expand their business operations. As a result, this stimulates innovation and in turn, leads to an increase in energy consumption. In short, by escalating company operations and improving consumer purchasing power, financial sector development can trigger a rise in energy consumption. There also exists an efficiency effect regarding a country’s financial development. The development of financial markets improves diversification and liquidity, which raises investment to greater returns and higher risk projects. For instance, stock market development is expected to result in increased investment, economic growth, and energy demand by increasing the availability of funds for investment projects [13]. Moreover, financial development stimulates a number of changes within a country, such as minimizing borrowing expenses and reducing financial risk, creating high transparency between borrowers and lenders, facilitating financial capital accessibility, improving cross-border investment, and providing energy-efficient products with cutting-edge technology [35]. All these changes can influence the demand for energy, as well as the consumption of energy, in conjunction with investment by businesses.

Similarly, Ref. [7] pointed out that financial development makes it easy to offer low-cost financial resources for customers to purchase big-ticket (durable) items, for instance, houses, automobiles, air conditions, refrigerators, televisions, washing machines and the like. Such products consume a substantial amount of energy; consequently, this may influence the energy consumption of the country in general. Likewise, financial development promotes the purchase of advanced technologies and equipment by providing loans at low cost, which can impact the demand for energy [12]. Financial development, therefore, affects economic growth, and consequently, exert an influence on energy consumption. On the contrary, Ref. [29] argued that financial development cuts the amount of energy consumption either by allowing business-level R&D activities related to more energy-efficient techniques or by promoting more efficient products. Through mobilizing substantial investment resources towards energy-efficient technologies, this likely has vital implications for the economic system [45]. Thus, it is crucial to explain energy consumption behavior through diverse channels. It is also essential to analytically describe financial development and observe its impact on the demand for energy [46].

2.2. Empirical Evidence from Preceding Studies

The empirical evidence, thus far, is inconclusive with regards to the relationship between energy consumption and financial development. As reported by [47], total primary energy consumption, CO\textsubscript{2} emission, and investment have a long-term effect on Saudi Arabia’s financial development. Besides, Ref. [12] found a long-run relationship in the presence of structural breaks in Indonesia using ARDL and the Granger test. Further, Ref. [48] reported a long-run unidirectional influence of financial development on energy consumption in the Indian economy. Similarly, Ref. [25] recognized unidirectional causality from financial development to energy consumption in Japan by applying the ARDL bounds test and Granger causality approach with the data from 1970 to 2012. In contrast, Ref. [49] investigated the financial development and energy consumption relationship in the US market spanning a period from 1973 to 2014. Their results found evidence that financial development decreases energy consumption while analyzing the long-run relationship between financial development and energy demand. On the other hand, Ref. [46] considered energy demand as a measurement of energy consumption and expanded the sample for Next extiiever (or N-11) countries, which include Bangladesh, Egypt, Indonesia, Iran, Mexico, Nigeria, Pakistan, South Korea, the Philippines, Turkey and Vietnam,
and their causality analysis showed contrasting results. They reported that financial development stimulated the demand for energy when they incorporated the role of globalization in their analysis. Then again, some studies have shown that the long-term relationship between energy consumption and financial development is reversed, i.e., that energy consumption stimulates financial development. Besides, Ref. [10] provided the evidence from a group of 19 developing countries from different continents using data from 1980 to 2008; using the Pedroni and Panel Granger test, the study concluded that energy consumption allows these countries to achieve strong economic and financial growth. In a comparable analysis, Ref. [5] measured the relationship for a group of Asian countries between 1980 and 2012 by employing a heterogeneous panel causality test and recognized that there is unidirectional causality from energy consumption to financial development.

We find that the empirical literature provides evidence of contradictory results due to the choice of measurement for variables or methods. For instance, Ref. [9,50] both studied the finance and energy relationship in Tunisia using data from a similar period (in the former from 1971 to 2008, while in the latter from 1972 to 2010). However, the former analysis found bi-directional causality exists between finance and energy using an ARDL-unrestricted error correction model (UECM) framework, while the latter reported unidirectional causality running from energy consumption to financial development while analyzing the data using Johansen cointegration and the VECM approach. Moreover, both studies measured the financial development in the same way; however, Ref. [9] measured energy consumption by total energy consumption per capita, while [50] chose per capita energy consumption growth as a proxy. Similar to [9], a bidirectional relationship was reported in [8] for Malaysia, and in [11] for Saharan Africa countries.

Another stream of studies considered panel data in place of time series analysis; yet, they remained unsettled regarding the relationship between these variables. The generalized method of moments (GMM) technique was employed by [20] to analyze data for Pakistan for 1972–2012; the study concluded that financial development positively and significantly affects energy consumption through the economic growth channel. Besides, Ref. [23] broadly analyzed a pool of 65 countries, including advanced and emerging economies from 1990 to 2011 using dynamic panel test and reported a positive relationship between finance and energy. Similarly, Ref. [7] used a set of 22 developing countries in 1990–2006 with dynamic panel data estimation and found a positive association between finance and energy. Comparable findings were reported by [13] using an alternative set of nine countries in Central and Eastern Europe using a similar dynamic panel estimation. However, Ref. [30] observed no significant relationship between financial development and energy consumption using system-GMM in all the EU-27 countries. Further analysis comparing old and new member countries, however, found out that better financial development intensifies energy consumption for old members regardless of whether the financial development is measured by the banking sector or stock market development. On the other hand, this relationship for the new member countries is sensitive to the proxy used to measure financial development as only the banking sector development is significant.

While a number of studies report a positive association between energy and finance, a negative linkage is recognized by [22] in developing countries when the level of energy intensity is measured against the inflow of FDI. However, their study suffers from a methodological inefficiency as the relationship is measured with simple regression without considering the heterogeneity of the sample countries. In a recent study, Ref. [51] used the data from the North American Free Trade Agreement (NAFTA) Member countries and performed several tests including cross-section dependence. However, they found a negative relationship between energy consumption and financial development.

In conclusion, the empirical evidence is inconclusive thus far and, as such, calls for further investigation of the long-run relationship between energy consumption and financial development, and their effect on economic growth.
3. Materials and Methods

3.1. Data and Variables

This paper investigates the long-term relationship between energy consumption, financial development and economic growth in ASEAN-5, namely, Malaysia, Indonesia, the Philippines, Singapore and Thailand. For empirical analysis purposes, the study employs annual data obtained from the World Development Indicators (WDI) of the World Bank from 1980 to 2017. We use primary energy consumption (Million Tons of Oil Equivalent) as a proxy for each country’s energy consumption [52]. This is reported in net terms and adjusted for nuclear and hydroelectric generated energy values as well as renewable energy. To measure the financial development, we use the country’s domestic credit to the Private Sector (percentage of Gross Domestic Product) as this is a broad measure of financial sector development [9]. Further, GDP per capita (in current US dollars) is used to measure the economic growth of the countries [53]. All of these proxies have widely been used in previous studies [5,9,20].

3.2. Test of the Stationarity of Data

Financial data alway exhibit time series components, including seasonality component, trend, cyclical and irregular changes. Statistically, in order to model the uncertainty of the series, there must be some characteristics that have to remain stable over the time [54]. As by an unit root test is able to determine the stationarity of the variables [54,55]; thus, we employ a group unit root test to generate the stationarity of the series. Further, we also perform a unit root test using Zivot and Andrews’s procedure, which allows for the existence of a possible structural break in the series [56]. The Zivot and Andrews method regards every point as a potential break date, runs a regression for every possible break date sequentially and chooses the most significant one [57], where the t-statistic on the unit root hypothesis is minimized or the t-statistic for the break coefficient is maximized [58]. Conventional tests (i.e., Augmented Dickey–Fuller (ADF) or Phillips–Perron) to determine the presence of unit roots in a data series may erroneously specify the presence of a unit root when the series, in reality, is stationary around a single structural break [56,59]. The existence of endpoints creates divergence towards infinity in the asymptotic distribution of statistics. Some region must, therefore, be selected in such a way that the sample endpoints are not included. Therefore, we follow the suggestion by [56] in choosing the endpoints; the authors proposed that researchers should specify the “trim region” as (0.15 T, 0.85 T). The authors also claim that by endogenously determining the time of structural breaks, the outcomes of the standard unit root hypothesis may be reversed. The model in [56] endogenizes one structural break in a series as follows:

\[ y_t = \mu + \theta DU_t(\hat{T}) \hat{y}_t + \gamma DT_t(\hat{T}_b) + \alpha y_{t-1} + \sum_{j=1}^{k} \xi_j \Delta y_{t-j} + \varepsilon_t \]  

(1)

This model takes both the probability of intercept shift and a trend break into consideration. \( DU_t \) is a dummy variable that captures a change in the intercept, and another dummy variable \( DT_t \) represents a change in the trend at time \( T_b \). The test hypothesizes that the series \( (y_t) \), is \( I(0) \) with one structural break. \( T_b \) denotes the break date, and if \( t > T_b \) then \( DU_t \) takes the value 1, and 0 otherwise; whereas, if \( (t > T_b) \) \( DT_t \) is equal to \( (t - T_b) \), and 0 otherwise. If the coefficient of \( \alpha \) is statistically significant, the null hypothesis is rejected.

3.3. Test of the Effect of a Structural Break in Cointegration

As [60] claims, disregarding the problem of possible structural breaks can invalidate statistical results for cointegration besides testing unit root tests. The author of [61] states that when a structural change is present, traditional cointegration tests that do not allow for the break can produce “spurious cointegration”. Therefore, a consideration for the possible effects of structural breaks on the results of a cointegration test is required since breaks generally arise as a result of major changes in policy or external shocks in the economy.
The method proposed by [42] addresses the issue of estimating co-integration when a potential structural break may be present by applying a residual-based technique to test the null hypothesis of no co-integration against the alternative of co-integration in the presence of a break (such as regime change). They introduced three alternative models by considering the existence of a potential unknown which is endogenously determined.

The first model includes an intercept (or constant) and a level shift dummy. The model is as follows:

\[ Y_{it} = \mu_1 + \mu_2 DU_t + \alpha_1 y_{2t} + \epsilon_t \] (2)

In this case, after the break date, the dummy for the variable \( DU_t \) takes the value 1, and 0 otherwise.

The second alternative model includes an intercept and trend with a level shift dummy, and is as follows:

\[ Y_{it} = \mu_1 + \mu_2 DU_t + \mu_3 t + \alpha_1 y_{2t} + \epsilon_t \] (3)

The third one is the “full break model” that includes two dummy variables, for the intercept and for the slope, without incorporating a trend in the model. This model accommodates for change in both the intercept and slope as specified below:

\[ Y_{it} = \mu_1 + \mu_2 DU_t + \alpha_1 y_{2t} + \alpha_2 y_{2t} DU_t + \epsilon_t \] (4)

In the equations, \( DU_t = 0, \text{ if } t \leq [n \tau] \text{ and } DU_t = 1 \text{ if } t > [n \tau] \), where the unknown parameter \( \tau \in (0,1) \) is delineated as the relative timing of the change point. \( \alpha_1 \) denotes the cointegration slope coefficient before the regime shift, and \( \alpha_2 \) indicates the change in the slope coefficient at the time of regime shift. Finally, \( \mu_1 \) and \( \mu_2 \) indicate a change in the intercept before and at the time of the shift in the intercept.

3.4. Test of Cointegration—ARDL Bounds Test Approach

We employ the ARDL bounds test developed by [43] to determine the long-run relationship between the variables. The ARDL framework provides multiple benefits to predict cointegration. One of the major advantages is that while other techniques of cointegration necessitate the integration of all regressors of the same order, ARDL can be applied regardless of the order of integration of the variables.

Following [43] ARDL bounds test for cointegration approach, this study estimates the following model to investigate the relationship between variables:

\[ \Delta EC_t = \alpha_0 + \sum_{i=1}^{p} \beta_i EC_{t-i} + \sum_{i=1}^{p} \theta_i FD_{t-i} + \sum_{i=1}^{p} \lambda_i GDPPC_{t-i} + \delta_1 EC_{t-1} + \delta_2 FD_{t-2} + \delta_3 GDPPC_{t-3} + \mu_t \] (5)

where, \( EC, FD \) and \( GDPPC \) represent energy consumption, financial development and economic growth respectively; \( \Delta \) is the first difference operator; \( \mu \) is the error term and \( p \) is the optimal lag length. The maximum lag lengths are determined by using one or more of the “information criteria”—the Akaike information criterion (AIC) or the Schwarz Bayesian criterion (SBC).

In the ARDL bounds test of cointegration, F-statistics is used to examine the null hypothesis of no cointegration among the variables; specifically, the test of the null hypothesis for no cointegration among variables (H0: \( \delta_1 = \delta_2 = \delta_3 = \delta_4 \)) against the alternative hypothesis (H1: \( \delta_1 \neq \delta_2 \neq \delta_3 \neq \delta_4 \)). The estimated F-statistics value is then compared with the upper and lower boundary of critical values. If the F-test statistic exceeds their corresponding upper critical values, the evidence of a long-term relationship between the variables is conclusive. Alternatively, the null hypothesis of no cointegration cannot be rejected if the F-statistics value is smaller than the critical values; whereas, if the value falls between the two critical value bounds, the decision regarding a long-term relationship remains
inconclusive. Therefore, the nexus between energy consumption, financial development and economic growth is measured with the model specified below:

$$EC_t = \alpha + \sum_{i=1}^{p} \beta_i EC_{t-i} + \sum_{i=1}^{p} \theta_i FD_{t-i} + \sum_{i=1}^{p} \lambda_i GDPPC_{t-i} + \epsilon_t$$  \hspace{1cm} (6)

4. Results and Discussions

Financial data usually exhibit irregular changes. A breakpoint test is used in this study to identify a possible structural break in the time series. Time series data can often contain a structural break due to a change in policy, a sudden shock to the economy or market crash [55,62]. From Figure 1, we observe that the variables are subject to structural changes around the year 1997, especially, the FD for all the countries under consideration. One possible reason behind such a break is the Asian Financial Crisis. The ASEAN-5 countries under consideration experienced severe economic downturn caused by the event along with other Asian countries. The crisis brought into view the region’s vulnerability, which was mainly related to financial and economic fragility; therefore, this resulted in diversified growth and financial sector development in ASEAN-5 economies [63]. Consequently, the demand and supply of energy of the economies were affected through the economic stagnation induced by the crisis [64].

| Country    | Variables | EC | FD | GDPPC |
|------------|-----------|----|----|-------|
| Malaysia   |           | ![Graph](Malaysia_EC.png) | ![Graph](Malaysia_FD.png) | ![Graph](Malaysia_GDPPC.png) |
| Indonesia  |           | ![Graph](Indonesia_EC.png) | ![Graph](Indonesia_FD.png) | ![Graph](Indonesia_GDPPC.png) |
| Philippines|           | ![Graph](Philippines_EC.png) | ![Graph](Philippines_FD.png) | ![Graph](Philippines_GDPPC.png) |
| Singapore  |           | ![Graph](Singapore_EC.png) | ![Graph](Singapore_FD.png) | ![Graph](Singapore_GDPPC.png) |
| Thailand   |           | ![Graph](Thailand_EC.png) | ![Graph](Thailand_FD.png) | ![Graph](Thailand_GDPPC.png) |

**Figure 1.** Structural break in time series. EC: energy consumption; FD: financial development; GDPPC: gross domestic product per capita.
To confirm the possible structural break, we begin with the Chow test, which specifies a null hypothesis of no break to occur in the considered year (i.e., 1997). The Chow test fundamentally examines whether a single line of regression or whether two distinct lines of regression fit the data best [65]. The results, presented in Table 1, show that the F-statistic is significant for all the variables in all five countries, thus, confirming the structural break during the 1997 Asian Financial Crisis in the time series variables under consideration.

Table 1. Chow Test of breakpoint for the year 1997.

| Country   | Variables EC | FD            | GDPPC         |
|-----------|--------------|---------------|---------------|
| Malaysia  | 36.5653 ***   | 25.45166 ***  | 17.04503 ***  |
| Indonesia | 32.57413 ***  | 29.58952 ***  | 14.50024 ***  |
| Philippines | 46.67442 *** | 14.14112 ***  | 71.78095 ***  |
| Singapore | 5.675828 ***  | 2.469036 *    | 9.513005 ***  |
| Thailand  | 49.66331 ***  | 4.515376 ***  | 24.24333 ***  |

Note: *, ** and *** indicate the level of significance at 10%, 5% and 1% respectively.

First, the Levin, Lin and Chu, and ADF unit root tests are used to examine the data series and the results are reported as follows (Table 2):

Table 2. Levin, Lin and Chu and Augmented Dickey–Fuller (ADF) unit root tests.

| Country   | Variables EC | Test Statistics | Probability | Null: Unit root (Assumes Individual Unit Root Process) | Test Statistics | Probability |
|-----------|--------------|-----------------|-------------|-------------------------------------------------------|-----------------|-------------|
| Malaysia  | Level        | −3.10953        | 0.0009      | 11.3337                                               | 0.0786          |
|           | First difference | −8.066572 **   |             |                                                       |                 |
| Indonesia | Level        | −2.70444       | 0.0034      | 10.3520                                               | 0.1106          |
|           | First difference | −4.487476     |             |                                                       |                 |
| Philippines | Level      | 3.22481         | 0.9994      | 2.07530                                               | 0.9126          |
|           | First difference | −3.946545 ***  |             |                                                       |                 |
| Singapore | Level        | −2.38512        | 0.0085      | 4.09117                                               | 0.6643          |
|           | First difference | −4.09117       |             |                                                       |                 |
| Thailand  | Level        | −3.23710        | 0.0006      | 9.20032                                               | 0.1626          |
|           | First difference | −9.20032       |             |                                                       |                 |

The results show that all series are non-stationary as individuals but stationary when the variables are grouped as common according to country, except the Philippines. Therefore, it is interesting to identify the impact of structural changes as well as breaks in the time series. Considering the existence of structural change, we perform the unit root test advised in [56], and the results of the test are presented in Table 3.

Table 3. Zivot and Andrews unit root test results.

| Country   | Variables | Test Statistics | Order of Integration |
|-----------|-----------|-----------------|----------------------|
| Malaysia  | EC        | −3.538905       | I (1)                |
|           | FD        | −8.066572 **    | I (1)                |
|           | GDPPC     | −4.487476       | I (1)                |
| Indonesia | EC        | −4.924191       | I (1)                |
|           | FD        | −4.859985 ***   | I (0)                |
|           | GDPPC     | −7.681760 ***   | I (0)                |
|           |           | −5.122355       | I (0)                |
|           |           | −3.089798 ***   | I (0)                |
|           |           | −6.420811       | I (0)                |
Table 3. Cont.

| Country | Variables | Test Statistics | Order of Integration |
|---------|-----------|-----------------|----------------------|
| Philippines | EC Level | −2.522312 | I (1) |
|          | First difference | −5.759279 *** | I (1) |
|          | FD Level | −2.987915 | I (1) |
|          | First difference | −7.296979 *** | I (1) |
|          | GDPPC Level | −1.635966 | I (1) |
|          | First difference | −7.807071 * | I (1) |
| Singapore | EC Level | −3.832414 ** | I (0) |
|          | First difference | −5.806963 | I (0) |
|          | FD Level | −3.792653 *** | I (0) |
|          | First difference | 0.083147 | I (0) |
|          | GDPPC Level | −4.975770 ** | I (0) |
|          | First difference | −6.545626 | I (0) |
| Thailand | EC Level | −3.860627 | I (1) |
|          | First difference | −6.135177 *** | I (1) |
|          | FD Level | 0.000112 *** | I (0) |
|          | First difference | −5.576288 | I (0) |
|          | GDPPC Level | −2.777161 | I (0) |
|          | First difference | −5.494244 ** | I (0) |

Note: *, ** and *** indicate the level of significance at 10%, 5% and 1% respectively.

The results suggest that the time series are integrated in different orders for all the countries except Malaysia and the Philippines. However, all the variables are integrated either in I (0) or I(1); therefore, the unit root test advocates examining the cointegrating relationship using the ARDL framework. ARDL can be applied irrespective of whether underlying regressors are purely I (0), I(1) or mutually cointegrated and allows variables to have different optimal lags which is impossible for conventional cointegration procedures [66]. However, as the Chow test evidences the presence of structural breaks, we further consider the effect of the break in the long-run relationship among variables. Following the procedure in [67], the Gregory and Hansen test is performed to check if the structural break asserts any significant influence on the long-run relationship among variables.

The results presented in Table 4 illustrate that for all the models, test statistics are smaller than the respective 1% and 5% critical values reported in [42] for the ASEAN-5 countries under consideration. Hence, the test fails to reject the null hypothesis of no cointegration. Accordingly, the result confirms that the existence of the structural break in the series does not affect the co-movement of variables in the long run. The results imply that the crisis may have created distress in the financial sector and the economic growth of the countries, however, the relationship dynamics concerning energy consumption are not affected over time. The result is in line with the findings of [67], who found no evidence of a structural break in the cointegrating relationship among variables. However, the context of their study was different as they were studying the relationship between real money demand, GDP and money supply. Therefore, we conclude that the structural break due to the Asian Financial Crisis did not affect the long-run stability of the relationship. One possible reason is that policy makers in the region have maintained prudent financial positions by continuing capital and liquidity buffers of regional financial institutions after the crisis, which might have subsequently abetted the impact [63].
Table 4. Gregory and Hansen test of the effect of a structural break on cointegration.

| Country   | Model | Test Statistics | Critical Value | Reject H0 |
|-----------|-------|-----------------|----------------|-----------|
|           |       |                 |                | 1%        | 5%        |
| Malaysia  | C     | −3.88           | −5.44          | −4.92     | No        |
|           | C/T   | −4.29           | −5.80          | −5.29     |           |
|           | C/S   | −3.99           | −5.97          | −5.50     |           |
| Indonesia | C     | −3.36           | −5.44          | −4.92     | No        |
|           | C/T   | −5.20           | −5.80          | −5.29     |           |
|           | C/S   | −4.68           | −5.97          | −5.50     |           |
| Philippines | C | −3.42         | −5.44          | −4.92     | No        |
|           | C/T   | −3.85           | −5.80          | −5.29     |           |
|           | C/S   | −3.83           | −5.97          | −5.50     |           |
| Singapore | C     | −4.99           | −5.44          | −4.92     | No        |
|           | C/T   | −4.43           | −5.80          | −5.29     |           |
|           | C/S   | −5.27           | −5.97          | −5.50     |           |
| Thailand  | C     | −3.13           | −5.44          | −4.92     | No        |
|           | C/T   | −3.92           | −5.80          | −5.29     |           |
|           | C/S   | −5.67           | −5.97          | −5.50     |           |

Note: C, C/T and C/S represent a break in intercept, intercept and trend and full break models.

After that, the long-run relationship between energy consumption and financial development, along with economic growth, is tested using the ARDL bounds test approach and the results are presented in Table 5 below:

Table 5. Auto Regressive Distributed Lags (ARDL) bounds test.

| Countries | Models | F     | DW Value |
|-----------|--------|-------|----------|
| Malaysia  | (1,0,1)| 3.6167| 1.79     |
| Indonesia | (4,0,2)| 2.1368| 2.16     |
| Philippines | (1,3,1)| 7.2371| 1.99     |
| Singapore | (4,4,3)| 7.5909| 1.94     |
| Thailand  | (4,4,4)| 5.2977| 2.25     |

| I (0) | I (1) |
|-------|-------|
| Critical Value at 1% | 4.13  | 4.38  |
| Critical Value at 5%  | 3.1   | 3.87  |
| Critical Value at 10% | 2.63  | 3.35  |

Note: DW stands for the Durbin–Watson statistic, which is a test for autocorrelation.

From Table 5, the bounds F-test for cointegration shows the evidence of a long-run relationship between variables at the 1% level of significance for the Philippines, Singapore and Thailand since the calculated F-values (7.2371, 7.5909 and 5.2977 respectively) are higher than the upper bound of the critical value (4.38). Further, for Malaysia, the calculated F-value (3.6167) is higher than the upper bound critical value at 10% (3.35); therefore, the cointegrating relationship holds at the 10% level of significance. However, the statistical evidence provides no such long-run co-movement for Indonesia as the calculated F-value (2.1368) falls below the lower bound of critical values at the 1%, 5% and 10% levels of significance.

The evidence of a cointegrating relationship implies that the energy consumption, financial development and economic growth of the ASEAN-5 countries maintain a relationship over time. The findings indicate that there is a common force that brings the variables back to equilibrium in the long run for all the countries, except Indonesia. The difference in the result for Indonesia might have been due to the banking crisis faced by the country compared to its peer countries. The massive breakdown in the Indonesian banking sector during the Asian Financial Crisis was an extraordinary aspect for the country [68] compared to its peer countries. The banking sector collapse intertwined
with a currency devaluation to spur a twin crisis [69], owing mostly to the undercapitalized and poorly supervised banks [70]. However, our findings contradict with the findings of [12], who report a long-run relationship between energy consumption, financial development and economic growth in Indonesia. In their study, they measured energy consumption using a different proxy (i.e., per capita energy consumption), while our study considers the total consumption of primary energy. Additionally, their study generates quarterly observations from yearly data through interpolation; the differences in data frequency might have contributed to the dissimilar findings.

Overall, our result of the long-run equilibrium among the variables supports the findings of [5,71], who found a long-run equilibrium relationship among energy consumption and financial development in Asian countries. Therefore, the consumption of energy in Malaysia, the Philippines, Singapore and Thailand is associated with macroeconomic variables, namely, financial development and economic growth in the long run.

5. Conclusions
We examine the long-run relationship between energy consumption, financial development and economic growth in ASEAN-5 countries during the period of 1980–2017. To measure the relationship, we use the ARDL bounds test technique proposed by [43] based on the evidence of different levels of integration of the variables for different countries provided by the Unit Root Test proposed by [56]. Additionally, the Chow test of breakpoint is employed to confirm the possibility of a structural break in the series due to the 1997 Asian financial crisis. By considering the evidence of the structural break provided by the Chow test, our study further considers the impact of that structural break on the cointegration by using the technique proposed in [42]. We find that the structural break does not assert a significant impact on the long-run relationship among the variables. Consequently, the ARDL bounds test results show that there is a long-term relationship between energy consumption, financial development and economic growth in Malaysia, the Philippines, Singapore and Thailand, although not for Indonesia. Since these five selected ASEAN countries are not at the same level of economic development, such diverse finding is to be expected [34].

Taking the heterogeneity of macroeconomic development into account, our study provides empirical evidence from multiple countries considering the relationship dynamics for each country separately. ASEAN-5 are energy-dependent economies [27]; in general, they require an intensive use of energy to support their economic development, which is driven by industrial growth. The technology-oriented export focus of ASEAN-5 countries places greater pressures on the volume of energy consumed [34]. Hence, considering the undeniable role of energy, we suggest that policy makers in these countries need to pay considerable attention to financial sector development. An effective financial system is key to ensuring and maintaining sustainable economic development processes for the country. Thus, appropriate policies must be put in place and substantial efforts made to ensure the financial sector is on course. Further, in order to attract investors, it is essential to have a stable and sufficient energy supply. This could, in turn, affect the capital formation of the country through investment and overall economic growth. Therefore, to maintain sustainable economic growth, the energy sector should be supported with essential resources through well-managed development in the financial sector.

This study has some limitations which future research can address. One such limitation is that the analysis is at an aggregated level, while a sectoral analysis may provide greater understanding about the relationship. Further, future research may also include some useful energy-related variables such as CO₂ emission and energy efficiency to expand the multivariate framework as well as incorporate stock market variables to measure the financial development in understanding the relationship in a much better way for the ASEAN region. Notwithstanding these limitations, the study suggests that a structural break should be considered more carefully in determining the long-term relationship among variables. Further research in this field would be of great help, with different methods such as Residual Augmented Least Squares Lagrange Multiplier (RALS-LM) suggested by [72] (see, Ref. [38] for
example) as well as considering the non-linear aspects by investigating the cointegrating relationship with asymmetric techniques such as the non-linear ARDL in [73].
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