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Abstract

State-of-the-art object pose estimation handles multiple instances in a test image by using multi-model formulations: detection as a first stage and then separately trained networks per object for 2D-3D geometric correspondence prediction as a second stage. Poses are subsequently estimated using the Perspective-n-Points algorithm at runtime. Unfortunately, multi-model formulations are slow and do not scale well with the number of object instances involved. Recent approaches show that direct 6D object pose estimation is feasible when derived from the aforementioned geometric correspondences. We present an approach that learns an intermediate geometric representation of multiple objects to directly regress 6D poses of all instances in a test image. The inherent end-to-end trainability overcomes the requirement of separately processing individual object instances. By calculating the mutual Intersection-over-Unions, pose hypotheses are clustered into distinct instances, which achieves negligible runtime overhead with respect to the number of object instances. Results on multiple challenging standard datasets show that the pose estimation performance is superior to single-model state-of-the-art approaches despite being more than ∼35 times faster. We additionally provide an analysis showing real-time applicability (> 24 fps) for images where more than 90 object instances are present. Further results show the advantage of supervising geometric correspondence-based object pose estimation with the 6D pose.

1. Introduction

Object pose estimation is a challenging problem for monocular computer vision despite being essential for many tasks such as augmented reality, object manipulation, scene understanding, autonomous driving and industrial inspection [18, 35, 39]. Learning-based object pose estimation research focuses on maximizing the performance under challenging conditions like domain shift, object occlusion and object symmetries by tendentiously separating the detection from the pose correspondence estimation stage [11, 24, 27, 38, 45] then deriving the 6D pose with the Perspective-n-Points (PnP) algorithm [9] using the estimated geometric correspondences. This leads to shortcomings because a) adopting surrogate training targets decouples pose estimation from the training process and thus limits learning [6] and b) running inference for multi-instance scenarios leads to a computational complexity of at least $O(n)$ with respect to the number of objects ($n$) for the pose estimation stage. Thus, this type of approach has severely diminishing applicability for realistic scenarios.

Recent object pose estimation research trends recognize those shortcomings and partially alleviate them by directly regressing the 6D pose from the intermediate pose correspondences to achieve tremendous results [4, 6, 20, 50]. In [50] and [6], detection is separated from the pose estimation stage, which makes them not end-to-end trainable because they require an object detector. The work in [20]
is end-to-end trainable but separate networks need to be trained for each object and pooling geometric correspondences means multiple objects and instances cannot be handled simultaneously. We improve over these findings by proposing a natural extension to efficiently handle multi-object multi-instance scenarios.

In this work we propose a solution to the aforementioned shortcomings by sharing the latent representation as well as the direct pose regressor over objects and their instances; see Figure 1 for a high-level overview. We classify image locations in the feature maps, regress bounding box and view-dependent object geometry correspondences and regress the direct 6D pose. While the first three of these tasks are intermediate representations, the direct 6D pose head is an up-stream task shared over those intermediate outputs of the network. Consequently, the loss related to the 6D pose is also backpropagated to the down-stream task of geometric correspondence estimation. This design also allows further guidance of the learning process by enforcing consistency between these consecutive tasks, which additionally improves each of them. We propose a concurrent solution to anchors [40] for true location sampling during training that does not require manually choosing hyperparameters based on the expected test data distribution. True locations are sampled and regression targets are standardized using a scalar shape prior derived from the respective object mesh and the backpropagated loss is normalized for each object class. Thus, training is not biased towards larger objects and no prior assumptions need to be made in contrast to the case for anchors.

In summary, our contributions are:

- A simple and efficient solution for multi-object multi-instance object pose estimation that improves over the state of the art.
- A training target sampling scheme that requires no assumptions about the test data distribution.

Efficiently sharing internal representations over objects and instances enables end-to-end trainability that requires only one forward pass through the network to process all object instances in a single input image. We show that processing more than 90 object instances in a single image with more than 24fps on a modern consumer GPU, our method’s performance is competitive to similar state-of-the-art approaches but up to 35 times faster.

The remainder of the paper discusses related work in Section 2, followed by a description of our proposed approach in Section 3 and evaluations in Section 4. Lastly, Section 5 concludes the paper.

2. Related Work

In this section we present the state of the art for monocular 6D object pose estimation with a focus on work that directly regrss the object pose. This is followed by a review of training target sampling for object detection.

Object Pose Estimation Since direct pose regression from feature space leads to inferior performance, the dominant monocular object pose estimation approaches leverage geometric correspondences as regression targets [15, 27, 36, 38, 21, 37]. Poses are derived for each estimated set of object correspondences using variants of PnP [9, 26, 46]. Recent trends replace the classical solver with trainable versions [4, 6, 20, 43, 50] to infer the 6D pose directly from the intermediate geometric correspondences. This enables end-to-end trainable object pose estimation as it provides the additional supervision for the down-stream network parts with the 6D pose. Their findings indicate that direct 6D pose estimation also results in state-of-the-art performance by sharing the pose regressor over objects [6, 50]. However, efficient and simultaneous single-stage multi-object instances handling is a problem that still remains [15].

Considering the top performing approaches in the BOP challenge [16], a benchmark that aims to provide a standardized protocol for an unbiased comparison of object pose estimation, a frequently used technique to handle multiple object instances in an image is to separate object detection from pose estimation [27, 24, 15, 32, 38, 11]. In the first stage, 2D location hypotheses are provided using common object detectors such as Faster-RCNN [40], RetinaNet [29] or FCOS [48]. In the second stage, object crops are passed to the pose estimator but this leads to considerable temporal and computational cost. An exception is EPOS [15] where multi-instance handling is facilitated by using Graph-Cut RANSAC [1] to cluster the predicted geometric correspondences to individual instances. Despite providing a sophisticated approach for addressing object symmetries and multiple object instances with one forward pass through a network, their multi-instance fitting of poses using [1] is computationally very demanding. In our work, we alleviate this issue by adopting ideas from object detectors and incorporate direct pose regression into the detection stage.

Detecting Objects in Images Single-stage object detectors offer efficient solutions for multi-object and multi-instance object localization in 2D [2, 8, 25, 33, 29, 48]. Anchors [29, 33, 40] are used to sample bounding box priors with different sizes and aspect ratios in the multi-scale feature map of feature pyramids [28]. For training, foreground image locations are chosen based on the Intersection-over-Union (IoU) between ground truth bounding boxes and the anchor boxes. As such, training locations are correlated with the projected object shape in the image space. This leads to effective handling of objects with different scales.

Using anchors has two downsides. Firstly, it requires the manual specification of 16 hyperparameters that reflect the expected training and test data statistics. Secondly, the size of the output space depends on the number of anchors sam-
pled for each image location. Recent approaches propose alternative formulations to circumvent these shortcomings while retaining the advantages of anchors [8, 25, 48, 53]. The authors of [48] choose the respective feature map resolution for training explicitly by using the bounding box size to overcome the necessity of sampling anchor boxes. True image locations of the feature map, for loss backpropagation, are assigned based on the respective pixel’s centerness with respect to the ground truth bounding box. Alternatively, [25] models objects as paired-keypoints: the top-left and the bottom-right corner of the bounding box. Similarly, [8] addresses the inefficiency of anchor-based object detection by modeling objects as their center points and estimating the bounding box relative to it. The authors of [53] overcome the requirement of hyperparameters for assigning objects to anchors by designing a flexible maximum likelihood estimation assignment for network training.

We propose to sample training locations based on the visible object mask and the 3D object dimensions. We also use the 3D object dimension to effectively replace the anchor-based target annotation standardization. As such, we encode objects of different sizes and eccentricities more effectively, while also reducing the size of the output space and the number of required hyperparameters.

3. Constant Runtime Object Pose Estimation

This section describes our direct 6D Constant Runtime Object Pose Estimation approach, abbreviated as COPE. We start with a high-level overview of the method. Afterwards, we detail the approaches for deriving anchor-free training targets, true image location sampling and geometry correspondence standardization during training. This is followed by an explanation of the direct 6D pose parameterization and symmetry handling. We conclude with a description of multi-instance clustering and hypotheses filtering during testing.

3.1. Constant Runtime via Direct-pose regression

Our aim is to classify and estimate the poses of all object instances in a single RGB input image. The 6D pose is defined as $\hat{P} \in SE(3)$, which represents the object’s rotation $R \in \mathbb{R}^3$ and translation $t \in \mathbb{R}^3$ with respect to the camera’s coordinate frame. Object meshes are known in advance but no additional information regarding the test scene is required. We define the corner points of the smallest cuboid enclosing the respective object mesh in its coordinate frame as the geometric correspondences ($G_{3D}$). COPE, outlined in Figure 2, outputs the set of object instances visible in the image, parameterized by object type and 6D pose.

COPE builds upon the success of recent efficient object detection approaches [29, 48, 52]. The RGB input image is first processed with a CNN backbone and then multi-scale features are computed using a feature pyramid to estimate the intermediate object representation. Three modules shared over feature maps of sizes $[s/8, s/16, s/32]$, with $s$ being the input image resolution, generate the intermediate outputs $\hat{O}$, $\hat{B}$ and $\hat{G}$. The first module predicts the set of object class probabilities $\hat{O} := \{\hat{o}_0, ..., \hat{o}_k\}$, where $k$ is the number of image locations in the multi-scale feature map and $\hat{o}_k \in \mathbb{R}^4$ is the Bernoulli distributed object class prediction. We denote the number of object classes in the dataset with $a$. The second module predicts the amodal bounding boxes $\hat{B} := \{b_0, ..., b_k\}$, where $\hat{b}_k \in \mathbb{R}^4$. The third module predicts the projection of $G_{3D}$ in the image space $\hat{G} := \{\hat{g}_0, ..., \hat{g}_k\}$, where $\hat{g}_k \in \mathbb{R}^2$ represents the 2D coordinates of the 8 corner points of the smallest cuboid enclosing the respective object mesh. A shared direct pose module slides over the set $\hat{G}$, directly estimating pose hypotheses $\hat{P} := \{\hat{p}_0, ..., \hat{p}_k\}$, where $\hat{p}_k \in \mathbb{R}^9$. The pose output is parameterized by 3 values for translation in $\mathbb{R}^3$ and 6 values for rotation, the first two basis vectors of the rotation matrix in $\mathbb{R}^3$ [54]. A set $\hat{C} := \{\hat{c}_0, ..., \hat{c}_k\}$ is computed to quantify the consistency $\hat{c}_k \in \mathbb{R}^4$ between $\hat{g}_k$ and $\text{proj}_{3D\to 2D}(G_{3D} \cdot \hat{p}_k)$ for each image location separately.

During inference, the network predicts $H = \{\hat{O}, \hat{B}, \hat{G}, \hat{P}, \hat{C}\}$ with constant runtime for a query image. Corresponding elements of $H$ with an image location $k$ of maximum class probability $\hat{o}_k$ below the detection threshold are discarded. The resulting subsets are clustered into object instances using the IoU between elements of $\hat{B}$. The hyperparameter $n$ represents the highest number of consistencies in $\hat{C}$ and is set to 10 for the presented experiments; see the ablation in Table 3. Finally, the detected object classes and the mean of the $n$ poses with the highest consistencies per instance are returned with negligible increase in runtime with respect to the number of object instances. Through this procedure, our method estimates the poses of a large number of object instances in a single test image in real-time ($>24$ fps) on an Nvidia GeForce 3090 GPU.

3.2. Training Target Sampling

Effective assignment of true image locations for updating network weights during training is an ongoing research problem [8, 25, 29, 48, 52, 53]. These true image locations are often sampled in the output feature maps of feature pyramids [28], which is a great tool to efficiently encode scale information in the feature space. Anchors [40] are the standard representation for providing bounding box priors to sample true image location based on the IoU with the ground truth during training [40, 33, 29]. For each image location in the multi-scale feature map, 9 differently shaped and sized bounding box priors are sampled. This requires 16 hyperparameters: 5 each for base sizes and strides and 3 each for ratios and scales [29]. This results in two convenient traits since anchor locations used for updating the network’s weights are chosen based on a threshold parame-
Figure 2. Constant Runtime Object Pose Estimation. Given an input image and a 3D model, image locations are classified while bounding boxes and geometric correspondences are regressed. A direct pose regression module slides over the image locations and regresses the 6D pose from the geometric correspondences. Training is supervised with losses for each module ($L_{cls}$, $L_{box}$, $L_{key}$, $L_{tra}$ and $L_{rot}$) as well as auxiliary losses ($L_{proj}$ and $L_{cons}$) to enforce consistency between estimated correspondences and direct poses. During testing, instances are efficiently clustered using their 2D IoU then the $n$ hypotheses with the highest consistency generate the 6D output.

ter for the IoU with the ground truth:

- Sampling anchors leads to a uniform scale space for the expected bounding boxes. As such, a similar amount of training locations are sampled per object, independent of the object’s size in the image space.

- Regression targets are standardized using the respective anchor’s center, width and height. This means that the regression target space has similar statistics for differently sized objects.

Despite these convenient traits, training target sampling is cumbersome since anchors a) require choosing 16 hyperparameters depending on the expected object scales in image space and b) slow down convergence due to the large output space of 9 anchors per feature map location. We overcome these shortcomings by using a regression target standardization scheme that reflects the object’s geometry and scale.

### 3.2.1 True Location Sampling

Object masks are used for true training location sampling as in [21]. However, instead of predicting object masks and correspondences from a single feature map resolution, our work adopts the divide-and-conquer strategy of feature pyramids to make predictions from multiple feature map resolutions. To overcome the necessity of requiring hyperparameters [40, 48] for choosing the best suited feature map resolution for locating an object, we propose a geometry-based approach to assign true training locations. We supplement true location sampling with a scalar shape prior:

$$\delta_o = \max ||(m_i - m_j)||_2 \quad \forall \quad m_i, m_j \in M, i \neq j$$

(1)

where $M$ is the set of object model vertices. Since the spatial downscaling of the input image through the backbone follows an exponential function, it is intuitive to explicitly choose pyramid levels using a logarithmic function. As such, we choose the respective feature pyramid level with:

$$level = f + \log_d(\delta_o/t_z),$$

(2)

where $f$ depends on the number of pyramid levels used, $t_z$ corresponds to the object’s distance from the camera and $d$ is the only remaining hyperparameter. Since we use three pyramid levels, as in [47], this requires choosing only 6 hyperparameters for FCOS and 12 when using anchors. An additional advantage is that $\delta_o$ better reflects the object shape in all three spatial dimensions and thus also the visible object surface in the image space compared to using the bounding boxes for the assignment of true training locations. As a consequence, elongated objects are tenden-tiously sampled in higher resolved feature pyramid levels than boxy shaped objects. Despite needing fewer hyperparameters, we retain a similar amount of true locations used for training. Classifying true image locations ($L_{cls}$) is supervised using the focal loss [29].

### 3.2.2 Geometric Correspondence Standardization

Instead of standardizing the projected object correspondences $G$ using anchor priors or with a scalar value agnostic
to object shape [48], we directly incorporate $\delta_o$ to scale regression targets of different objects to a similar magnitude:

$$y_G = (c - G)/\delta_o,$$  \hspace{1cm} (3)

where $c$ is the center of the respective feature map location, $G$ are the image locations of the geometric correspondences and $y_G$ are the standardized regression targets. As such, regression targets are encoded similarly as with anchors (with similar $\sigma$ for $G$ for all objects independent of their scale or shape eccentricity). Thus, the computed error is independent of the object's scale in the image space and the training process is not biased for larger objects. Our approach needs no hyperparameters for standardization and convergence is improved since 9 times fewer network output parameters per feature map location are required compared to anchors.

### 3.2.3 Imbalance Problem of Target Locations

Choosing training target locations based on the object mask leads to a training process that is biased towards objects with a larger projected image surface. For classification this is commonly circumvented using the focal loss [40]. Using anchors as location priors alleviates the issue since anchors are sampled uniformly over the expected object scale space. We define a concurrent solution by normalizing over the number of true training locations $l$ and accumulating the gradient afterwards. The regression loss is:

$$L_{reg}(\hat{y}, y) = \frac{1}{a} \cdot \sum_{i=0}^{a} \frac{1}{l_i} \cdot \sum_{j=0}^{l_i} huber(\hat{y}_j, y_j),$$  \hspace{1cm} (4)

where $huber$ is the augmented $l_1$ loss used in RetinaNet [10, 29] and $y$ and $\hat{y}$ are the ground truth and estimate, respectively. This procedure requires no additional trainable parameters and only leads to minor computational overhead during training time and to none during test time despite improving multi-object handling.

### 3.2.4 Direct Pose Regression

The direct pose is regressed using the output $\hat{y}$ of the module that estimates intermediate geometric correspondences as in [6, 20, 43, 50]. The 6D pose is parameterized as $P \in SE(3)$, with $t \in \mathbb{R}^3$ being the 3D translation vector and $R \in \mathbb{R}^{3 \times 3}$ the first two base vectors of the $SO(3)$ rotation matrix as in [6, 23, 50]. These methods perform pose estimation on zoomed crops of the detected objects of interest. They predict the rotation of the camera in the object coordinate frame, i.e. the egocentric rotation, since predicting the rotation in the camera coordinate system, i.e. the allocentric rotation, results in ambiguities due to the cropping [23].

In contrast, we learn to predict geometric correspondences directly in the image space. These correspondences are destandardized with the inversion of Equation (3) and fed to the direct pose estimation module. As such, our approach correlates object rotation with its image location. This means that we are able to directly regress the allocentric rotation since we require no zooming or cropping. Additionally, we can directly regress the 3D translation without requiring a scale-invariant translation representation as used in [6, 27, 50]. The network training is supervised using the image locations sampled with Equation (2).

### 3.3. Symmetry-aware Loss

Objects exhibiting discrete or continuous symmetries, i.e. similar views that correspond to different ground truth poses $P$, are detrimental to the convergence of the network training [34, 38, 42]. We adopt the transformer loss of [38] since symmetries are efficiently handled during loss computation and require no additional trainable weights. We define our keypoint estimation loss for supervising the training of the geometric correspondence learning with:

$$L_{key} = \min_{s \in S_i} L_{reg}(\hat{y}, h\hat{y}),$$  \hspace{1cm} (5)

where $S_i$ is a set of symmetry transformations that depend on the visual ambiguities of the object. We observed that separately choosing hypotheses with $L_{key}$ as well as substituting the direct pose losses for $L_{rot}$ and $L_{tra}$ with Equation (5) introduces ambiguities since the 6D pose is directly derived from the estimated intermediate geometric correspondences. To alleviate this issue we define an indicator function $\mathbb{I}$, indicating the symmetry that minimizes $L_{key}$. As such, we supervise the direct pose regression with:

$$L_{rot/tra} = L_{reg}(\hat{y}, \mathbb{I}(S)y).$$  \hspace{1cm} (6)

Since only one set of $\hat{G}$ is predicted per image location and Equations (5) and (6) sufficiently account for object symmetries, $L_{proj}$ and $L_{cons}$ can be directly computed with $L_{key}$. The projection and the consistency loss are thus defined as:

$$L_{proj} = L_{reg}(G_{3D}\hat{P}, G),$$  \hspace{1cm} (7)

$$L_{cons} = L_{reg}(G_{3D}\hat{P}, \hat{G}).$$  \hspace{1cm} (8)

The overall loss is:

$$L = \alpha \cdot L_{cls} + \beta \cdot L_{box} + \gamma \cdot L_{key} + \delta \cdot L_{rot} + \epsilon \cdot L_{tra} + \zeta \cdot L_{proj} + \eta \cdot L_{cons},$$  \hspace{1cm} (9)

where $\alpha, \beta, \gamma, \delta, \epsilon, \zeta$ and $\eta$ are loss weights. The bounding box estimation, $L_{box}$, is supervised using Equation (4).

### 3.4. Multi-instance Handling

Commonly, multiple instances of the same object in a single image are handled before correspondence estimation by non-maximum suppression of the detection
stage [27, 49, 24, 38] or by clustering correspondences afterwards [15]. The first family of methods individually process each instance’s image crop to estimate the 6D pose. The second family of methods is more advantageous because the network is shared over all objects of interest. Unfortunately, since [15] predicts dense geometric correspondences the method has a high runtime. This is due to the clustering of correspondences to object instances using [1], which is computationally demanding.

In our work, H is first filtered by discarding the non-maximally scoring object classes for each image location k. Subsequently, image locations with a detection score below the detection threshold are pruned. The remaining hypotheses correspond to detected objects. The 2D bounding boxes, ˆB, are used to cluster object instances based on the respective IoU between the outputs of different image locations. Ultimately, using the computed consistency ˆC, the pose is averaged over the n hypotheses of ˆP with the highest consistency for each object instance.

4. Experiments

This section provides quantitative and qualitative evaluations of COPE on several datasets. After introducing the experimental setup, we proceed with comparisons to the state of the art on two challenging datasets using the BOP protocol [16]. In addition, ablation studies are presented to quantify the influence of direct pose supervision on an additional dataset. To further validate and thoroughly test the capabilities of our method, we present results on a synthetic dataset with up to 100 object instances per image.

4.1. Datasets

Evaluation is provided on three standard datasets: LM [13], LM-O [3] and IC-BIN [7]. For evaluation, we use the subsets provided with the BOP challenge. LM provides 200 test images for each of the 13 objects that come with watertight object models. LM constitutes a common benchmark for object pose estimation in cluttered environments. LM-O consists of 200 test images of LM’s second test sequence with all eight objects annotated in each. LM-O provides test images with challenging object occlusions. IC-BIN presents 150 test images of up to 21 instances of two objects with heavy occlusion. COPE is trained on 50k images generated with physically based rendering [5, 17]. Results on LM and LM-O are provided with the same models trained on all 13 objects of LM.

4.2. Evaluation Metrics

Comparison to the state of the art is provided using the performance score of the BOP challenge [16]. Results for pose estimation are reported using the Average Recall: AR = (AR_VSD + AR_MSSD + AR_MSPD)/3. Ablations are evaluated using the ADD recall, or ADD-S recall for objects exhibiting symmetries [13]. We report the fraction of poses below the commonly used error threshold of 10% of the object diameter. Results for object detection are reported using the the mean Average Precision (mAP) of the Microsoft COCO object detection challenge [30]. The results are those for the IoU values from 0.5 to 0.95 in 0.05 steps. Please refer to the supplementary material for details.

4.3. Implementation Details

The weights of the backbone are pre-trained on ImageNet [41] and fine-tuned for 120 epochs using the Adam [22] optimizer with a learning rate of 10−5 and a batch size of 8. Previous work suggests overcoming the domain gap between training on synthetic and testing on real images by not updating certain network weights during optimization [14, 51]. Similarly, we do not update parameters of batch normalizations and the convolutions of the first two stages of the backbone during fine-tuning. We also apply image augmentations as described in [47]. The parameter d in Equation (2) is set to 3 for all experiments.

4.4. Comparison to the State of the Art

Object Pose Estimation We compare the performance of COPE to the state of the art on IC-BIN and LM-O. Results using the BOP setting reporting the AR are provided in Table 1. The bottom section compares single-model methods, i.e approaches that produce estimates for all object classes and their instances in a single forward pass. Both DPOD [51] and EPOS [15] require PoP for deriving the 6D pose from the predicted geometric correspondences, while COPE directly outputs the 6D pose. COPE improves over both methods in AR on average. Compared to the previous single-model state of the art, EPOS, COPE achieves similar AR on LM-O 0.543 as compared to 0.547 but improves to 0.440 in comparison to 0.363 on IC-BIN. More remarkable, however, is that the runtime of COPE is 37 times faster using the inference speed calculated by the BOP toolkit1.

The top section of Table 1 presents the results of multi-model methods. These multi-model methods use an object detector to sample sparse location priors then separately trained networks per object class for correspondence prediction and pose estimation. For the methods [6, 19, 31, 44], no results on IC-BIN are available. Compared to the best individually performing methods on both datasets, CosyPose on IC-BIN and ZebraPose on LM-O, COPE results in ~ 24% relative performance decrease. This is in the expected range due to the known performance decrease for single-staged approaches [29].

Runtime Figure 3 presents the average runtime and standard deviation on IC-BIN for five test runs of COPE, CDPPv2 and CosyPose on an Intel CPU with 3.6GHz and an Nvidia Geforce 3900 GPU. The times reported for

1https://github.com/thodan/bop_toolkit
Figure 3. Runtime Comparison to the State of the Art on IC-BIN. Provided are the times it takes to estimate poses for all object instances in a single image.

Table 1. Comparison to the State of the Art for Pose Estimation. Presented are the Average Recall on IC-BIN and LM-O, the average over both and the inference speed using the BOP toolkit.

| Method       | IC-BIN  | LM-O  | Avg.  | Time  |
|--------------|---------|-------|-------|-------|
| Multi-model  |         |       |       |       |
| AAE [45]     | 0.217   | 0.146 | 0.182 | 0.199 |
| Pix2Pose [38]| 0.226   | 0.363 | 0.295 | 1.230 |
| 2Dto3D [32]  | 0.342   | 0.525 | 0.434 | 0.546 |
| CDPNv2 [27]  | 0.473   | 0.624 | 0.549 | 1.010 |
| SurfEmb [11] | 0.550   | 0.623 | 0.587 | 6.296 |
| CosyPose [24]| **0.574** | 0.618 | **0.596** | 0.227 |
| SO-Pose [6]  | -       | 0.613 | -     | -     |
| CIR [31]     | -       | 0.655 | -     | -     |
| PFA [19]     | -       | 0.683 | -     | -     |
| ZebraPose [44]| -       | **0.718** | -   | 0.250 |

| Single-model |         |       |       |       |
|--------------|---------|-------|-------|-------|
| DPOD [51]    | 0.169   | 0.130 | 0.150 | 0.211 |
| EPOS [15]    | 0.363   | **0.547** | 0.455 | 2.804 |
| Ours         | **0.440** | 0.543 | **0.492** | **0.075** |

CDPNv2 exclude the time required for detecting objects. Despite omitting the runtime of CDPNv2’s first stage, our method is more than 12 times faster and 7 times faster than CosyPose when processing 15 object instances. Most notably, in contrast to multi-model approaches, COPE is capable of directly providing 6D poses for multi-object multi-instance cases at almost constant runtime, which makes it highly suitable for real-time scenarios.

Object Detection Table 2 compares the object detection accuracy (mAP [30]) of COPE to the state of the art on IC-BIN and LM-O using the same training data. On average, COPE outperforms both MaskRCNN [12] and FCOS [48], achieving the highest average mAP over both datasets. On LM-O, COPE is superior to MaskRCNN, achieving 0.532 as compared to 0.375 but slightly inferior to FCOS that reaches 0.622. This is partly due to the lean network design of COPE. Please refer to the supplementary material for more details. COPE’s detected bounding boxes are more precise than both standard detectors used by many multi-model methods on IC-BIN, achieving 0.431 as compared to 0.323 and 0.316. As such our method provides excellent location priors for pose refinement.

4.5. Ablation Studies

Runtime Evaluation In order to exhaustively test the runtime and scalability of COPE, we create a synthetic test dataset using the IC-BIN objects and OpenGL\textsuperscript{2} rendering, named IC-BIN syn. The number of object instances rendered per image is sampled from a uniform distribution with a lower bound of 10 and upper bound of 100. We render the sampled number of object instances randomly from the IC-BIN objects onto the test images of IC-BIN. Results are provided for processing one test image on an Intel CPU with 3.6GHz and an Nvidia GeForce 3090 GPU.

Figure 4 (a) presents the runtime of our method for detecting and estimating the poses of up to 100 object instances in a single image. We report the average runtime and standard deviation for five test runs. The runtime increases negligibly up to 70 detected object instances. For more than 90 instances per image, our method exceeds real-time processing. As such, it provides quantitative proof of the tremendous scalability of the presented approach and the constancy of the runtime with respect to the number of object instances in a single test image. Figure 4 (b) provides a rendered synthetic test image (top) and projected object models based on the estimated poses (bottom).

Direct-pose Regression Table 3 displays the influence of direct pose regression on the end-to-end architecture on the LM [13] and LM-O [3] datasets using the ADD/(-S) re-

\textsuperscript{2}https://github.com/thodan/bop_renderer
Table 3. Ablation Study for Pose Supervision. Provided is the average ADD(-S) recall. The objects Eggbox and Glue are considered as symmetric objects.

| Supervision | Voting | LM  | LM-O |
|-------------|--------|-----|------|
| IM 2D       | PnP    | 0.654 | 0.280 |
| DR 2D       | PnP    | 0.712 | 0.330 |
| 6D          | all    | 0.715 | 0.342 |
| DR-P 2D     | PnP    | 0.672 | 0.341 |
| 6D          | all    | 0.672 | 0.345 |
| DR-PC 2D    | PnP    | 0.712 | 0.348 |
| 6D n=1      |        | 0.722 | 0.338 |
| 6D n=5      |        | 0.724 | 0.346 |
| 6D n=10     |        | 0.732 | **0.350** |
| 6D all      |        | **0.738** | 0.349 |

Figure 5. Pose Supervision Comparison on LM-O's Cat. From left to right: raw image, pose obtained from geometric correspondences and RANSAC-EPnP, and direct pose regression. Blue, red and green meshes indicate ground truth, false positive and true positive pose (as measured by ADD). The column Voting indicates the pose voting procedure using RANSAC-EPnP, an average of all direct pose hypotheses, or an average of the direct pose estimates with the best n hypotheses in terms of \( \hat{C} \).

The results show that supervising the training process with direct pose regression (DR) improves the quality of the intermediate representation (IM) tremendously. The improvement is from 0.654 to 0.715 on LM and from 0.280 to 0.342 on LM-O. Using DR direct pose estimates is superior to using those estimated by RANSAC-EPnP. Providing additional guidance with \( L_{proj} \) (DR-P) improves for the occluded scenario of LM-O but is detrimental for LM. Ultimately, enforcing consistency between the internal representation and the correspondences projected to 2D using the regressed 6D pose with \( L_{cons} \) (DR-PC) leads to good results for direct regression and when using the intermediate representation on both datasets. Figure 5 shows an example of LM-O’s cat under occlusion. The re-projected model using the ground truth is colored blue and the wrong estimate based on ADD, using the intermediate representation and RANSAC-EPnP, is colored red (middle image). Direct pose regression recovers from the incorrect intermediate representation, which is displayed in green (right image).

4.6. Qualitative Evaluation

Figure 6 visualizes results on LM-O, LM and IC-BIN. Displayed are projected object meshes based on the estimated pose in the top row and estimated bounding boxes in comparison to the respective ground truth in the bottom row. Green and red bounding boxes portray estimates and ground truth, respectively. The left image pair indicates a common error for LM-O: a false negative detection of the Eggbox. The right image pair shows that some of IC-BIN’s instances of Juice are difficult to detect while detecting Coffee cup works well even under heavy occlusion if more than the lid is visible.

5. Conclusion

This paper presented a framework for pose estimation that processes up to 70 object instances in a single image with effectively constant runtime and up to 90 in real-time (> 24 fps). Our end-to-end trainable, single-staged approach achieves up to 35 times faster runtime than state-of-the-art approaches with similar formulation while also generating similar pose estimation accuracy. Directly regressing the 6D pose from sparse intermediate geometric correspondences enables efficient network scaling with respect to the amount of object classes and instances. During test time, multiple instances are handled based on their 2D overlaps, which results in negligible runtime increase with respect to the number of instances. As such, we have developed an object pose estimator that is applicable and useful for a broad variety of real-time tasks. In the future, we plan to improve our work by learning the intermediate representation in a self-supervised manner in order to overcome the necessity of defining geometric correspondences.
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