Locally finite two-loop amplitudes for off-shell multi-photon production in electron-positron annihilation

Charalampos Anastasiou, Rayan Haindl, George Sterman, Zhou Yang and Mao Zeng

Institute for Theoretical Physics, ETH Zurich, 8093 Zürich, Switzerland
C.N. Yang Institute for Theoretical Physics and Department of Physics and Astronomy, Stony Brook University, Stony Brook, NY 11794, U.S.A.
E-mail: babis@phys.ethz.ch, haindlr@phys.ethz.ch, george.sterman@stonybrook.edu, yangzho@student.ethz.ch, mzeng@phys.ethz.ch

ABSTRACT: We study the singularity structure of two-loop QED amplitudes for the production of multiple off-shell photons in massless electron-positron annihilation and develop counterterms that remove their infrared and ultraviolet divergences point by point in the loop integrand. The remainders of the subtraction are integrable in four dimensions and can be computed in the future with numerical integration. The counterterms capture the divergences of the amplitudes and factorize in terms of the Born amplitude and the finite remainder of the one-loop amplitude. They consist of simple one- and two-loop integrals with at most three external momenta and can be integrated analytically in a simple manner with established methods. We uncover novel aspects of fully local IR factorization, where vertex and self energy subdiagrams must be modified by new symmetrizations over loop momenta, in order to expose their tree-like tensor structures and hence factorization of IR singularities prior to loop integration. This work is a first step towards isolating locally the hard contributions of generic gauge theory amplitudes and rendering them integrable in exactly four dimensions with numerical methods.
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1 Introduction

Perturbative Quantum Chromodynamics (QCD) has enjoyed rapid progress in the past two decades. Most remarkably, we have witnessed an “next-to-leading order (NLO) revolution” [1–6]: all important hard-scattering LHC processes can be computed, in an automated way, at next-to-leading-order in the strong-coupling expansion [7, 8]. The automation of NLO computations has marked the culmination of years of challenging research which revealed elegant structures in gauge-theory amplitudes, loop integration and phase-space integration over real partonic radiation. Impressive progress on the same fronts (amplitudes, loop and phase-space integration) has been achieved beyond NLO. Many $2 \to 2$ processes are by now computable at next-to-next-to-leading-order (NNLO) [9–15], while hadron collider processes with simpler kinematics can be calculated at $N^3\text{LO}$ [16–22]. A first cross-section for a $2 \to 3$ process has been computed at NNLO in the approximation of a large number of colors [23]. Here we shall explore a factorization-based approach to that may be useful in the computation of multiloop amplitudes with multiple external lines, and give a first application at two loops in massless quantum electrodynamics.

Currently, theoretical simulations and experimental measurements are in most cases of comparable accuracy. However, it is expected that with the collection of 15 times more data by the end of the LHC physics program, in the next two decades, and further advances in data analysis methods, the precision of many measurements will surpass the accuracy of theoretical predictions [24]. Theory will therefore be the limiting factor in the precise extraction of fundamental parameters, in testing the Standard Model of particle physics and in revealing potential signals of new phenomena. It will become important in the future to perform the many more NNLO and $N^3\text{LO}$ cross-section computations necessary to match the projected experimental uncertainties.

We believe that the biggest stumbling block towards this goal is the computation of new two-loop and three-loop amplitudes. This may be surprising given that we have seen an enormous progress in the development of methods for multi-loop amplitude computations in recent years. On the analytic front, powerful algebraic Feynman diagram simplifications with reductions to “master integrals” have been devised [25–47]. The master integrals themselves have been objects of an intense field of research and their evaluation is nowadays made with powerful mathematical methods which exploit newly discovered algebraic properties of polylogarithmic functions and iterated integrals [48–56], enabling direct parametric integration [57] using (quasi-) finite bases [58]. On the numerical side, methods such as solving master integral differential equations numerically [9, 59–63], sector decomposition and related numerical methods in Feynman parameter space [64–76], Mellin-Barnes integration [77–84] have proven to be very powerful.

In their current form, however, the aforementioned methods are seriously challenged by the core of multi-loop amplitude computations needed for the purposes of the future precision physics program at the LHC. Their computational cost increases fast with complexity, measured either by the number of loops or the number of scattered particles. Next genera-
tion problems, such as three-loop amplitudes for $2 \rightarrow 2$ processes\(^1\) beyond the massless case (for which we note recent spectacular breakthroughs [86–88]) and two-loop amplitudes for $2 \rightarrow 3$ processes with two or more mass parameters, appear to have a prohibitive algebraic complexity. Beyond the algebraic obstructions, on the analytic front, the “basis” of special functions (elliptic polylogarithms, etc.) which emerge routinely in such computations is not fully known. There is a realistic chance that the computational complexity cannot be tamed by following these well established and, up to now, very successful paths. New approaches must also be pursued. In this spirit, new ideas aiming at fundamental aspects of perturbative computations are emerging [89–101].

We believe that numerical integration directly in momentum space can provide a powerful solution to the computational complexity of multi-loop amplitudes. In momentum space, Feynman diagrams take the form of simple rational functions before loop integration. The evaluation of the multi-loop amplitude integrands is inexpensive, especially when modern recurrence and other generation methods [7, 8, 102–106] are employed. The idea of integrating amplitudes directly in momentum-space is appealing because at a loop order $N_L$ the number of integrations ($\leq 4N_L$) is independent of the number of scattered particles. This is very helpful in the effort to automate the evaluation of amplitudes for generic processes, since the number of integrations in other approaches depends strongly on the number of external particles. This is, for example, one main reason that while analytic approaches have been very successful in two-loop $2 \rightarrow 2$ amplitudes, the computation of $2 \rightarrow 3$ two-loop amplitudes is much more complicated [23, 107–118]. However, it is also true that direct momentum-space integration cannot be applied in a straightforward manner either. Feynman amplitudes are divergent in $d = 4$ space-time dimensions due to ultraviolet (UV) and infrared (IR) singularities. While UV singularities are canceled by renormalization, IR singularities cancel when all components of physical cross-sections (including phase-space integration over real radiation and convolution with parton densities/fragmentation functions) are assembled. In order to make this cancellation manifest and to obtain convergent representations of the physical remainder, the singularities need to be explicitly extracted from the integrand of multi-loop amplitudes. Similar extractions are of course required for phase-space integrands [13, 15, 19, 22, 119–147].

Rendering amplitudes integrable with removal of IR and UV divergences followed by appropriate contour deformations has been pursued at one loop, in foundational works of refs. [148–155]. At higher loop orders, the structure of IR and UV divergences is severely entangled and designing subtractions which remove simultaneously all singularities is challenging. In a recent work [156], it was shown that such singularities can be successfully removed in practice at higher loops by an amplitude-level “nested subtraction” approach [157–160]. There has also been related work on expressing amplitude integrands in a basis of integrals which makes the divergence structures manifest, known as the “local numerator” approach. This method has been applied in $\mathcal{N} = 4$ super-Yang-Mills theory [161–165] and to less supersymmetric theories, including QCD [112, 166–168].

\(^1\)In supersymmetric gauge theories, scattering amplitudes of even higher external state multiplicities and at four loops have been computed recently, e.g. in [85].
In this article, we demonstrate for the first time that two-loop amplitudes for the processes $e^- + e^+ \rightarrow \gamma^*\gamma^*$ can be freed locally, i.e., at the integrand level, from all infrared and ultraviolet divergences by a limited number of counterterm subtractions. The process of annihilation into off-shell photons is chosen for its relative simplicity, and because its IR structure is closely related to annihilation into massive electroweak bosons. The counterterms remove all types of soft, collinear and ultraviolet singularities. Infrared counterterms are summed into simple universal factors which are easy to integrate analytically, regardless of the number of final-state photons considered. Our approach is inspired by the picture of infrared factorization [157–159, 169–178, 178–185] which is established for amplitudes after integration of the loop momenta. Unlike ref. [156], we will not attempt to construct counterterms for every individual diagram, but will construct counterterms for the sum of all diagrams, using a suitable choice of loop momentum routings to combine all diagrams into a single integrand. The benefit of summing over diagrams is that IR singularities become factorized, that is, proportional to lower-loop amplitudes, and the needed counterterms are very simple even when the number of external legs is very large.

The origin of gauge theory infrared divergences in terms of factorized and universal jet and soft functions has been demonstrated by a number of methods [158, 185]. In this paper, we use a consequence of this factorization: processes with the same set of jet functions and soft infrared functions can differ only in their short-distance, “hard” functions. In this way, a known process can be used as a guide to isolate the hard functions in a more complex process. We shall use below the color-singlet annihilation form factor at two loops (here, in QED) as the known function, which we shall use to determine the much more complex annihilation cross section for $n$ off-shell photons. The construction of counterterms below will follow the procedures implemented in proofs of factorization, and will rely on Ward identities that decouple unphysically polarized vectors from physical processes.

The efficacy of such a subtraction method depends on the logarithmic nature of infrared divergences in gauge theories. The power counting procedure that gives this important result has been known for a long time, and has been described in detail in the literature [186–188]. Key steps in these arguments depend on essential features of self energy and three-point vertex subdiagrams in massless renormalized perturbation theory. First, a renormalized fermion self energy diagram takes the form \( p \pi_F(p^2/\mu^2) \), with \( \mu \) the renormalization scale. This is the inverse propagator times a function, \( \pi_F \), of the invariant mass that is no more than logarithmically divergent. In the same way, the renormalized vector self energy takes an analogous form, with a potentially logarithmically divergent function, \( \pi_V \), times the unique transverse tensor, \( (g^{\mu\nu}q^2 - q^\mu q^\nu)\pi_V(q^2/\mu^2) \). Finally, after integration and renormalization, a three-point subdiagram can depend only on its external momenta, and must obey the relevant Ward identities of the theory.

As discussed below, the tensor properties of two- and three-point functions that we have just described are a challenge to any local subtraction method, because they are only guaranteed to hold after the internal loop integrals have been carried out. At fixed values of internal loop momenta, self energy subdiagrams can produce power divergences in infrared limits. In addition, we will see that the internal loop momenta of vertex subdiagrams generically produce polarizations of their external photons that are in the directions...
of those loop momenta. We shall refer to these below as “loop polarizations”. Loop polarizations, of course, are not necessarily in the directions of external momenta, and, as we shall see, interfere with the factorization, and hence universality, of infrared enhancements. All of these complications begin at two loops, and much of this article will be involved with showing how such obstacles can be overcome. Specifically, we will modify the loop integrand of certain diagrams by adding terms that vanish upon integration, to restore manifest logarithmic singularities that factorize into lower-loop expressions before integration is carried out.

The detailed implementation of these ideas as presented in this paper is intended in part as an existence proof that the challenges described above can be overcome in a realistic theory for a set of physically-realizable processes. Even within these limitations, we do not present our solutions as unique or necessarily optimal. We believe, however, that they provide a basis and motivation to pursue this approach further, in particular to nonabelian theories.

After setting the notation in the following section, we discuss the underlying factorization properties of the class of processes under consideration, and point out the possibility of realizing this factorization at the level of the integrands. In section 3 we construct a set of infrared and ultraviolet counterterms for the one-loop amplitude of multiple off-shell photon production in electron-positron annihilation. The infrared counterterms are manifestly proportional to the tree-level amplitude, thanks to Ward identities that reveal the factorized nature of the singularities. We continue to the construction of IR and UV counterterms for the two-loop amplitude, first for diagrams with fermion loops (section 4), and then for diagrams with loops formed by additional photons (section 5). In these constructions, we will modify certain one-loop self energy and vertex subgraphs to make factorization properties of IR divergences manifest before integration. UV subdivergence counterterms for one-loop subgraphs will be carefully constructed to obey Ward identities even away from the strict UV limit, to prevent spoiling the IR factorization properties of the remaining loop. We will present in section 6 numerical checks to demonstrate that all IR and UV singularities are removed by our subtraction terms. The subtraction terms can themselves be analytically integrated by standard methods, and the detailed calculation will be presented in a forthcoming publication. We conclude with a summary of the procedures developed in this paper, and a brief discussion of the outlook for further progress.

2 Expansions and factorization for integrands

We consider the QED Lagrangian in the Feynman gauge, with \( N_f \) massless lepton fields which carry an electric charge \( q_f \), normalized in units of the positron charge \( e \),

\[
\mathcal{L} = \sum_{f=1}^{N_f} i \bar{\psi}_f \left( \partial - i q_f e A \right) \psi_f - \frac{1}{4} F_{\mu\nu} F^{\mu\nu} - \frac{1}{2 \xi} \left( \partial \cdot A \right)^2, \quad \xi = 1.
\]  

(2.1)

In addition to soft singularities, the theory also exhibits collinear singularities due to the masslessness of the fermionic fields.
We will focus on processes with multiple photons produced in electron-positron annihilation,

\[ e^- (p_1) + e^+ (p_2) \rightarrow \gamma^* (q_1) + \ldots + \gamma^* (q_n), \tag{2.2} \]

where in parenthesis we denote the momenta of the external electron, positron and photons. We will consider here the case of off-shell photons, \( q_i^2 \neq 0 \), focusing on the treatment of initial-state singularities. Although off-shell, these amplitudes are gauge invariant, and share many of the properties of amplitudes for the production of massive vector bosons. By restricting ourselves to off-shell photons only, we can concentrate on the IR divergences associated with initial states. Building on the formalism we develop below, we intend in future work to treat amplitudes with on-shell photons and charged particles in the final state.\(^2\)

### 2.1 Expansions

The infrared structure of a probability amplitude for a process in this class, eq. (2.2), is independent of the number of photons. We will therefore treat the final state in complete generality. For the initial state, we define the Mandelstam variable \( s \equiv (p_1 + p_2)^2 \).

As an expansion series in the coupling constant, a generic \( n \)-photon production amplitude is given by

\[ M = e^n \left[ M^{(0)} + e^2 M^{(1)} + e^4 M^{(2)}_{\text{full}} + \ldots \right], \tag{2.3} \]

where \( M^{(0)} \) denotes the tree-level process and \( M^{(k)} \) is the \( k \)-loop amplitude. At two loops, the \( n \)-photon production amplitude acquires an explicit dependence on the electric charges of all fermionic flavors due to closed fermion loops (as in figure 8 below). The two-loop amplitude can then be further decomposed as

\[ M^{(2)}_{\text{full}} = M^{(2)} + \sum_{c=2}^{n+2} \left( \sum_f q^c_f \right) M^{(2)}_c, \tag{2.4} \]

where \( q^c_f \) is the charge associated to the fermion species \( f \). The term \( M^{(2)} \) contains diagrams with no fermion loops. The amplitude coefficients \( M^{(2)}_c \) originate from Feynman diagrams with a closed fermion-loop, and \( c \) photons coupled to the loop. At two loops, as many as two of these photons may be virtual. Since we are working in QED, due to Furry’s theorem, these coefficients vanish for odd values of \( c \).

The one-loop, two-loop, etc., orders of the \( n \)-photon production amplitude are integrals over loop momenta

\[ M^{(1)} = \int \frac{d^d l}{(2\pi)^d} M^{(1)} (l), \quad M^{(2)} = \int \frac{d^d k}{(2\pi)^d} \frac{d^d l}{(2\pi)^d} M^{(2)} (k, l), \ldots \tag{2.5} \]

We will adopt the above notation also for counterterms and finite amplitudes after subtraction; in all cases, \( M \), with various superscripts and subscripts, will be used to denote

\(^2\)Beginning at two loops, even for outgoing on-shell photons we will encounter “transient” final-state singularities, which disappear in the fully integrated amplitude, but which require special treatment to achieve local integrability.
integrated quantities while $\mathcal{M}$ will be used to denote unintegrated quantities. For the tree amplitude, there is no loop integration, so $M^{(0)}$ and $M^{(0)}$ will be used interchangeably. The tree-level and one-loop amplitudes, $\mathcal{M}^{(0)}$ and $\mathcal{M}^{(1)}$, respectively, will be written down from diagrams in the Feynman gauge; the same is true for a starting expression of the two-loop $\mathcal{M}^{(2)}$, but a modified version of amplitude $\mathcal{M}^{(2)}$ will be constructed, to make IR factorization properties more manifest without changing the integrated amplitude.

To denote counterterms, we will use the generic notation

$$ \mathcal{R}_r \mathcal{M} $$

(2.6)

to represent a local (i.e. integrand-level) approximation of some amplitude $\mathcal{M}$ in a certain IR or UV limit $r$. For example, we will write $\mathcal{R}_{\text{soft}} \mathcal{M}^{(1)}$ to denote the soft limit of the one-loop amplitude. We stress the inherent freedom and ambiguity left in this notation: $\mathcal{R}_r \mathcal{M}$ only needs to match the divergent part of $\mathcal{M}$ in the limit $r$, while the finite part is unspecified. The specific choice of counterterms will be a main topic of this paper. Now it’s natural to use the notation

$$ \mathcal{R}_r \mathcal{M} $$

(2.7)

to denote the result of integrating eq. (2.6) over loop momenta.

Due to the electron-positron initial state, the amplitude takes the form

$$ \mathcal{M} = \mathcal{M} \left( p_2, \bar{v}(p_1), \{q_j\} \right) \mathcal{M} \left( p_1, p_2, \{q_j\} \right) = q_1, \ldots, q_n, \quad (2.8) $$

where $\mathcal{M}$ is a matrix in spinor space, and where the dependence of the amplitude on electron and positron spinors is shown explicitly. We will adopt a similar notation for various amplitude components, whereby $\mathcal{M}^{(X)} (\mathcal{M}^{(X)})$ denotes the integrated (unintegrated) component $X$ of the amplitude with external spinors removed.

For future reference, it will be useful to define the Dirac projectors,

$$ \mathbf{P}_1 \equiv \frac{p_1 \cdot p_2}{2p_1 \cdot p_2}, \quad \mathbf{P}_2 \equiv \gamma^r - \mathbf{P}_1 $$

(2.9)

which satisfy

$$ \mathbf{P}_1^2 = \mathbf{P}_1, \quad \mathbf{P}_2^2 = \mathbf{P}_2, $$

(2.10)

and

$$ \mathbf{P}_1 u(p_1) = u(p_1), \quad \bar{v}(p_2) \mathbf{P}_1 = \bar{v}(p_2), \quad \mathbf{P}_2 u(p_1) = 0, \quad \bar{v}(p_2) \mathbf{P}_2 = 0. \quad (2.11) $$

The first of these projectors, also commonly used in SCET [189], will serve in our definition of infrared counterterms at one and two loops.

### 2.2 Factorization for integrals and integrands

As noted above, for the processes under study, all IR singularities are associated with virtual lines that are either collinear to the incoming electron or positron, or have vanishing momenta and are attached to one of the external lines of the pair or to fermion lines that are
collinear to the incoming lines. All such IR behavior factorizes from the “hard scattering”, in this case the production of off-shell photons.

All such amplitudes enjoy the same pattern of factorization as the (Sudakov) annihilation form factor for massless fermions in QED. Let us briefly review the reasons for this result. Infrared singularities are generated by the loops of jet functions for the electron and for the positron, and by loops in a soft function, which describes the coupling of soft photons to those jets, and their scattering through virtual massless fermion loops. In fact, for our discussion, we will not need to construct these functions explicitly. We need only know that they factor from a hard-scattering, or short-distance function. The hard function, in turn, depends only on the momenta of outgoing photons and the on-shell incoming lines, and is completely insensitive to collinear evolution before the hard scattering, as well as to all soft photons. The factorization is therefore in terms of a product, rather than a convolution. Product factorization is characteristic of all wide-angle or large-momentum transfer scattering amplitudes in gauge theories [158, 173].

There are many ways to express the product factorization described above. For us, it will be convenient to give it as a product in Dirac space, and in terms of integrands, following the notation of eq. (2.5). (We suppress the subscript “full” in eq. (2.5), but the following discussion applies independently to each of the terms in the expansion in the order of fermion loops, eq. (2.4).) For the amplitude that describes the annihilation process \( e^- (p_1) + e^+ (p_2) \rightarrow \gamma^* (q_1) + \cdots + \gamma^* (q_n) \), with all photons off-shell, we will represent the factorized amplitude as a specific matrix element,

\[
M (p_1, p_2, \{q_j\}) = \left< 0 | \bar{\psi} (0) [P_1 T (p_1, p_2, \{q_j\}) P_1] \psi (0) | p_1, p_2 \right>
\]

\[
\equiv F [P_1 T (\{q_j\}) P_1]. \tag{2.12}
\]

Here, the first equality identifies the full amplitude for the annihilation of the pair as the matrix element of a composite operator, written as \( \bar{\psi} [P_1 T P_1] \psi \). This operator is local in the fermion fields, which bracket a Dirac vertex that depends on all of the external momenta, but which is fully infrared finite. The matrix is represented by the box in the figure. We will show how to construct this matrix below. The third relation introduces a shorthand notation that we will use below for the matrix element, as a function \( F \), formally acting on the vertex. The function \( F \) is computed from the loop integrals illustrated in the figure.

As shown in eq. (2.12), each diagram that contributes to \( M \) (and hence \( F \)) in eq. (2.12) contains a single electron-positron vertex \( P_1 T (p_1, p_2, \{q_j\}) P_1 \), represented by the boxed \( T \).
in the figure. At this vertex, the total momentum of the initial state, $p_1 + p_2$, flows into the final-state photons. The factor $T$ in eq. (2.12) represents a hard-scattering function that contains all dependence on the final state momenta $\{q_j\}$. It also depends on the on-shell initial momenta of the pair, $p_1$ and $p_2$. The matrix $T$ begins at lowest order with a sum over tree diagrams, stripped of incoming Dirac spinors. It is multiplied on the left and right by the projection matrix $P_1$ defined in eq. (2.9), whose role we discuss at the close of this subsection. At higher orders, the matrix $P_1 T P_1$ will be computed from sums of loop diagrams. Its integrals, however, will be completely independent of the loop integrals of $F$, as we will describe below. The independence of these integrals is equivalent to the product factorization described above, and realized in the notation of eq. (2.12).

The content of eq. (2.12) is that all IR singularities arise from form factor integration, and are independent of the final state momenta. Correspondingly, the matrix $P_1 T (\{q_j\}) P_1$ is IR finite in four dimensions and has all the dependence on final-state momenta. This relation holds to all orders in perturbation theory [158] for renormalized amplitudes.

Equation (2.12) is also a sum over all orders in this fully factorized expression. To a given power of the coupling, say $(\epsilon^2)^a = (4\pi\alpha)^a$, $a \geq 1$ in the notation of eq. (2.3), $M^{(a)} (\{q_j\})$ is a function of $a$ loop momenta, while $F$ and $T$ appear at all loop orders that add up to $a$, as

$$M^{(a)} (\{q_j\}) = \int_{k_1 \ldots a} \mathcal{M}^{(a)} (\{q_j\}, k_1, \ldots k_a)$$

$$= \sum_{b=0}^{a-1} \int_{k_{b+1} \ldots a} \mathcal{F}^{(a-b)} [k_{b+1}, \ldots k_a; P_1 \int_{k_1 \ldots b} \mathcal{T}^{(b)} (\{q_j\}, k_1, \ldots k_b) P_1]$$

$$+ \mathcal{F}^{(0)} [P_1 \int_{k_1 \ldots a} \mathcal{T}^{(a)} (\{q_j\}, k_1, \ldots k_a) P_1].$$  \hspace{1cm} (2.13)

In this product factorization, the notation implies that the integrals over loops in the form factor $F$ are completely decoupled from those in matrix $T$, whose integrands are represented by $\mathcal{F}$ and $\mathcal{T}$, respectively. The form factor integrand for $\mathcal{F}^{(2)}$ is illustrated diagrammatically in figure 1. Also included implicitly are the UV counterterms that are part of the perturbative expansion in these expressions for renormalized amplitudes.

Because of the separation of integrations, we can think of eq. (2.12) as an effective theory expression for this class of amplitudes, where hard scales, of the order of external invariants, have been integrated out within $T$. From this point of view as well, the matrix $P_1 T P_1$ is a local vertex. The Dirac structure of this vertex depends on the nature of the hard scattering. For our case, with photon production only, $T$ will be a Dirac vector, dressed by an IR finite coefficient function. For other electroweak processes, potentially including heavy lepton flavors in the hard scattering, axial vector, tensor and scalar matrices will all occur in general. In both this picture and the factorization formula, it is necessary to regulate UV divergences associated with the separation of scales, and to renormalize the operator represented here by the vertex.

We can now exploit the perturbative expansion of the factorized amplitude. To begin, in the sum over orders in eq. (2.13), we have already separated the case $b = a$, for which the form factor at zeroth order is just the local vertex, evaluated between the external Dirac
spinors $\bar{v}(p_2)$ and $u(p_1)$. We then find, using the properties of the projectors in eq. (2.11), that at the level of integrands as well as integrals, we may identify

\[
\mathcal{F}(0) \left[ \bar{v}(p_2) \int_{k_1 \ldots a} T^{(a)}(\{q_j\}, k_1, \ldots k_a) P_1 \right] = \bar{v}(p_2) \left[ \bar{v}(p_2) \int_{k_1 \ldots a} T^{(a)}(\{q_j\}, k_1, \ldots k_a) P_1 \right] u(p_1)
= \bar{v}(p_2) \int_{k_1 \ldots a} T^{(a)}(\{q_j\}, k_1, \ldots k_a) u(p_1)
= \int_{k_1 \ldots a} M^{(a)}_{\text{finite}}(\{q_j\}, k_1, \ldots k_a)
= M^{(a)}_{\text{finite}}(\{q_j\}) .
\] (2.14)

In the final definitions we recognize from eq. (2.13) a term from which all IR subdivergences have been subtracted. The finiteness of this term at all loop orders is equivalent to the statement of factorization for this amplitude. Solving for \( M^{(a)}_{\text{finite}} \) in (2.13), we can interpret the additional terms as subtractions, what we will refer to as “infrared counterterms” below, which regulate all IR singularities in the integrand of the amplitude at this order.

Given (2.14), we can now identify, following eq. (2.5) for amplitudes without external spinors, that

\[
T^{(a)} = \bar{M}^{(a)}_{\text{finite}} .
\] (2.15)

This result enables us to solve iteratively for the finite remainder at order \( a + 1 \) in terms of those at lower order,

\[
M^{(a+1)}_{\text{finite}} = M^{(a+1)} - \sum_{b=0}^{a} F^{(a+1-b)} \left[ P_1 \bar{M}^{(b)}_{\text{finite}} P_1 \right] .
\] (2.16)

At the lowest orders, we can immediately write down expressions that we will encounter
again below,

\[
M_{\text{finite}}^{(0)} = M^{(0)}, \quad M_{\text{finite}}^{(1)} = M^{(1)} - F^{(1)} \left[ P_1 \tilde{M}_{\text{finite}}^{(0)} P_1 \right], \quad M_{\text{finite}}^{(2)} = M^{(2)} - F^{(1)} \left[ P_1 \tilde{M}_{\text{finite}}^{(1)} P_1 \right] - F^{(2)} \left[ P_1 \tilde{M}_{\text{finite}}^{(0)} P_1 \right].
\]

(2.17)

(2.18)

(2.19)

The advantage of this procedure is that all dependence on the multiplicity and masses of the produced photons is isolated in the functions \( \tilde{M}_{\text{finite}} \), which are infrared and ultraviolet finite after the integrals have been carried out. For a complex process, however, with high multiplicity in the final state, these integrals may be difficult to carry out analytically.

So far, our discussion is still entirely at the level of integrated amplitudes. As explained above, our goal is to formulate the \( M^{(a)}_{\text{finite}} \) so that they may be evaluated numerically.

With this in mind, we turn to the question of how to derive analogs of eqs. (2.18) and (2.19) at the level of the integrands for these quantities, in forms that are at the same time locally integrable at singularities and manifestly convergent at infinity. To emphasize these two aspects, we write the analogs of (2.18) and (2.19) as

\[
\mathcal{M}_{\text{finite}}^{(0)} = \mathcal{M}^{(0)}, \quad \mathcal{M}_{\text{finite}}^{(1)} = \mathcal{M}^{(1)}_{\text{UV-finite}} - \mathcal{F}^{(1)}_{\text{UV-finite}} \left[ P_1 \tilde{\mathcal{M}}^{(0)}_{\text{finite}} P_1 \right], \quad \mathcal{M}_{\text{finite}}^{(2)} = \mathcal{M}^{(2)}_{\text{UV-finite}} - \mathcal{F}^{(1)}_{\text{UV-finite}} \left[ P_1 \tilde{\mathcal{M}}^{(1)}_{\text{finite}} P_1 \right] - \mathcal{F}^{(2)}_{\text{UV-finite}} \left[ P_1 \tilde{\mathcal{M}}^{(0)}_{\text{finite}} P_1 \right].
\]

(2.20)

(2.21)

(2.22)

In these expressions and below, \( \mathcal{M}^{(a)} \) will denote a sum of \( a \)-loop integrands without UV counterterms. Here the subscript “UV-finite” represents the relevant set of diagrams, with new ultraviolet counterterms subtracted at the integrand level. Schematically, we may write at \( a \) loops, for both \( \mathcal{M}^{(a)} \) and \( \mathcal{F}^{(a)} \),

\[
\mathcal{M}^{(a)}_{\text{UV-finite}} = \mathcal{M}^{(a)} - \sum_{\text{UV regions } i} R_i \mathcal{M}^{(a)} + \cdots,
\]

\[
\mathcal{F}^{(a)}_{\text{UV-finite}} = \mathcal{F}^{(a)} - \sum_{\text{UV regions } i} R_i \mathcal{F}^{(a)} + \cdots,
\]

(2.23)

where \( R_i \) is an operator that inserts a counterterm appropriate for UV region \( i \). Terms not shown involve nestings of UV limits and UV limits where more than a single loop momentum diverges. We will use this notation, adapted to the specific cases being treated, below. In the same spirit, the form factor terms \( \mathcal{F} \) in eqs. (2.21) and (2.22), explicitly subtract the singular infrared behavior of the integrands of the original diagrams.

We emphasize that these relations do not generally hold for amplitude and form factor integrands written down directly from the QED Lagrangian. Beyond one loop, it will be necessary to modify both the original amplitudes and the IR subtraction terms. These changes are necessary because factorization properties are expressions of the symmetries, especially gauge symmetry, of the theory, and such symmetries are not always manifest locally. We explain the challenges involved in finding a construction that obeys these relations in the following sections. We close this section with a brief discussion of counterterms, followed by an explanation of our use of the projection matrices, \( P_1 \).
In our treatment, the ultraviolet counterterms in eq. (2.23) will be written, not directly as a Laurent series in $\epsilon = 2 - d/2$, but as a set of explicit integrals, whose integrands, once combined with the integrands of the original diagrams, produce convergent integrals overall. The counterterm integrals, which can be carried out independently as well, will depend on arbitrary masses, which serve to regularize them in the infrared, and in principle to match them to (massless) QED counterterms in any renormalization scheme. The modifications we make to organize the behavior of the original diagrams and IR subtractions so that they obey eqs. (2.22) affect the choices of UV counterterms in general. We will therefore find it useful to specify IR counterterms before the UV at a given order. Once specified, the UV counterterms may be implemented independently from the IR as in eq. (2.23), and then folded into eq. (2.22) to specify the fully finite amplitude.

The set of counterterms for each diagram that contributes to $M$ will include a subset that is in one-to-one correspondence to the original counterterms of the theory for these diagrams. We will find, however, that additional counterterms are necessary to make all integrals converge, even though these counterterms may add up to zero in the final integral. An example will be found below in light-by-light scattering diagrams.

Many of the same UV counterterms that appear in $M$ will appear in the form factor integrals of $F$. We will also encounter UV counterterms associated with the renormalization of the vertex we have denoted by $P_1^T P_1$.

In our discussion, we shall not consider contributions to the amplitude with the self-energies of the external lines, which we simply truncate and multiply by spinors or photon polarizations. Correspondingly, we do not carry out a multiplicative renormalization for our amplitudes. This process, however, is completely standard and unaltered by our construction. We will implement our construction explicitly for the one- and two-loop amplitudes of the full class of processes in eq. (2.2).

Finally, before going on to the treatment of the one-loop amplitudes, eq. (2.21), we will address the motivation for the use of the projectors $P_1$. The example of $M_{\text{finite}}$ shows, at the first nontrivial order, the essential role of these projections. Consider the factor $F^{(1)}$, which is illustrated in figure 2. Because the integral in $F^{(1)}$ is fully decoupled from $\tilde{M}^{(0)}$, the fermion propagators that are contracted with the local vertex in figure 2 are generically off-shell. This would imply that, without the projectors, the tree-level hard scattering function $\tilde{M}^{(0)}$ would lose gauge invariance. At tree level, this means that it would not be transverse to unphysical polarizations of the external photons.

To see the loss of gauge invariance explicitly, we consider a generic contribution to $\tilde{M}^{(0)}$, with $n$ external photons attached in some fixed order $\Pi$, with fixed polarizations, $\epsilon^\ast(q_e)$. We isolate one of these, say $\epsilon^\ast\nu(q_e)$, which we will replace by its momentum $q_e^{\nu}$. We will refer to such a polarization as “scalar” or “longitudinal”, terms which are equivalent for massless vectors. For massive vectors, $q_e^{\nu}$ is strictly speaking the scalar polarization.

Let us denote by $M_{\nu}^{(0,\Pi)}$ the sum of all insertions of the scalar-polarized photon of momentum $q_e$ into the fermion line from which the final-state photons emerge, keeping the order of the other photons fixed. This sum reduces to only two terms, determined by the QED Ward identity. The result is easily derived in complete generality by repeated use of the lowest order identity, which will be revisited in the next section. Here, we simply give
Figure 2. Illustration of $F^{(1)}$ at lowest order.

If this expression is inserted in eq. (2.21) without the projectors $P_1$, both terms will vanish only if both virtual fermion lines in figure 2 are on-shell. As a result, there will be gauge dependence in all regions except when the virtual photon carries zero momentum. In particular, in collinear regions for the photon’s momentum, gauge dependence is induced. In contrast, with the projectors in place, this gauge-dependence vanishes identically because $p_1^2 = p_2^2 = 0$. At the same time, in all singular regions, the projectors act as the identity for on-shell lines.

In summary, the result of our procedure will be expressions for the integrands of amplitudes, as in eqs. (2.21) and (2.22), in which all infrared singularities are subtracted as form factor integrands (the $F^{(1)}$ in eq. (2.13)), up to two loops. All process-dependent information is isolated in each $\mathcal{M}^{(a)}_{\text{finite}}$, which can in principle be evaluated numerically. We anticipate that it will be possible to extend this procedure beyond two loops, and to other theories for a wide class of related processes.

In the following section, we turn to this formalism at one loop.

3 The one-loop amplitude

The one-loop amplitude $M^{(1)}$ for the process $e^-(p_1) + e^+(p_2) \rightarrow \gamma^*(q_1) + \ldots \gamma^*(q_n)$ is a $d$-dimensional integral (with $d = 4 - 2\varepsilon$ in dimensional regularization) over the components of the loop momentum, as in eq. (2.5). $M^{(1)}$ is singular in $d = 4$ space-time dimensions, due to IR and UV divergences. In this section, we will describe how to remove these singularities systematically from the integrand, through the introduction of simple counterterms. Our approach will be by direct construction of the necessary subtractions. As we proceed, the general formula for the fully-integrable and process-dependent result, $\mathcal{M}^{(1)}_{\text{finite}}$ in eq. (2.21),
will emerge from the analysis. We emphasize that, even at one loop, we will encounter many individual diagrams that do not have the structure of eq. (2.21).

Our aim is to identify a set of counterterms that are local in momentum space, and which add up to a single function $\mathcal{M}_{\text{singular}}^{(1)}(l)$ of the loop momentum that approximates the full one-loop integrand $\mathcal{M}^{(1)}$ in all divergent limits. The integration will then be re-organized into two integrals,

$$M^{(1)} = \int \frac{d^d l}{(2\pi)^d} \left[ \mathcal{M}^{(1)}(l) - \mathcal{M}_{\text{singular}}^{(1)}(l) \right] + \int \frac{d^d l}{(2\pi)^d} \mathcal{M}_{\text{singular}}^{(1)}(l) .$$

(3.1)

The first integral on the right-hand side, which we will identify with $M_{\text{finite}}^{(1)}$ in eq. (2.18), will be convergent in four space-time dimensions and amenable, in principle, to direct numerical integration. We will not discuss its practical computation here, but note that relevant methods have been developed in ref. [190]. The second integral will contain all divergences in the dimensional regularization parameter $\epsilon$. We will detail the construction of its integrand and its evaluation within dimensional regularization. We emphasize that the finiteness of the first term in eq. (3.1) is a property of the sum over all one-loop diagrams, and the construction of counterterms will reflect properties of the sums of their integrands.

Generic IR and UV counterterms at one loop have already been derived in refs. [151, 152, 191]. The counterterms that we present in this section are equivalent to the ones in the literature, in approximating all singular limits of one-loop amplitudes. Their derivation here serves to describe generic features of our methodology and as an introduction to the construction of the more complicated two-loop counterterms that will be presented for the first time, in later sections. Our derivation of local UV counterterms at one loop is designed, in particular, to respect Ward identities. The full set of counterterms will become important at two loops in constructing UV-subdivergence counterterms that do not spoil IR-factorization properties, which depend crucially on these Ward identities. As suggested in section 2.2, we will see that the IR and UV counterterms necessary for a process with $n$ photons match those of the $e^+e^-$ annihilation form factor. In this way, we use our knowledge of the simplest process under consideration, $e^+e^- \rightarrow \gamma^*$, to organize singular contributions to a much larger set of processes.

### 3.1 IR divergences of the one-loop amplitude

In this subsection we will present the subtraction of IR divergences from $M^{(1)}$, reflected at the integrand level by the terms $\mathcal{F}^{(1)}$ in eq. (2.21). We will study their UV structure in the following subsection.

We may decompose the one-loop amplitude into four classes,

$$M^{(1)} = M^{(1,A)} + M^{(1,B_1)} + M^{(1,B_2)} + M^{(1,C)} ,$$

(3.2)
each of which is characterized by the following diagrams:

- the virtual photon is adjacent to both incoming fermions,

  \[ M^{(1,A)} \equiv \begin{array}{c}
  \text{l} \\
  p_1 \\
  q_1 \\
  q_2 \\
  q_n \\
  p_2 \\
  \end{array} + \text{external photon permutations}, \quad (3.3) \]

- the virtual photon is adjacent to the incoming electron but not to the incoming positron,

  \[ M^{(1,B_1)} \equiv \begin{array}{c}
  p_1 \\
  p_2 \\
  q_1 \\
  q_2 \\
  q_n \\
  \text{l} \\
  \end{array} + \begin{array}{c}
  p_1 \\
  p_2 \\
  q_1 \\
  q_3 \\
  q_n \\
  \text{l} \\
  \end{array} + \ldots, \quad (3.4) \]

  where the ellipses denote additional photon insertions into the “hard” subdiagram, consisting of all lines that are off-shell for \( l \parallel p_1 \), as well as permutations among the external photons,

- the virtual photon is adjacent to the incoming positron but not to the incoming electron,

  \[ M^{(1,B_2)} \equiv \begin{array}{c}
  p_1 \\
  p_2 \\
  q_1 \\
  q_2 \\
  q_n \\
  \text{l} \\
  \end{array} + \begin{array}{c}
  p_1 \\
  p_2 \\
  q_1 \\
  q_2 \\
  q_3 \\
  \text{l} \\
  \end{array} + \ldots, \quad (3.5) \]

- and, finally, the virtual photon is not adjacent to either of the incoming fermions

  \[ M^{(1,C)} \equiv \begin{array}{c}
  p_1 \\
  p_2 \\
  q_1 \\
  q_2 \\
  q_n \\
  \text{l} \\
  \end{array} + \begin{array}{c}
  p_1 \\
  p_2 \\
  q_1 \\
  q_2 \\
  q_3 \\
  \text{l} \\
  \end{array} + \ldots. \quad (3.6) \]

We assign a loop momentum label \( l \) to all the diagrams, and the loop momentum flow is directed towards the vertex closest to the incoming electron. To compute diagrams analytically, it is often convenient to choose different momentum routings in different diagrams, as
permitted by the shift-invariance of loop integrals. However, as will become apparent soon, such loop momentum label assignments can obscure important cancellations of collinear singularities in the sum of diagrams. A judicious assignment of the loop momentum for all diagrams is necessary in order to render these cancellations local in momentum space, and our momentum assignment achieves this purpose. In addition, the collinear limits will factorize in terms of the tree-amplitude, again locally at the level of the integrand.

IR singularities are associated with configurations where the loop momentum \( l \) either vanishes in all four components, or is collinear to one of the two incoming lines. For the diagrams of \( M^{(1)} \), the complete list of such singularities is

- a soft singularity \( l = 0 \) in the graphs of \( M^{(1,A)} \),
- a collinear singularity \( l = -x_1 p_1, 0 \leq x_1 \leq 1 \), in the graphs of \( M^{(1,A)} \) and \( M^{(1,B_1)} \),
- a collinear singularity \( l = x_2 p_2, 0 \leq x_2 \leq 1 \), in the graphs of \( M^{(1,A)} \) and \( M^{(1,B_2)} \).

We refer to these points or lines as “pinch surfaces” [159, 180]. To identify these regions, we recall that diagrammatic integrals are defined in the complex plane for each loop momentum component, and carried out along a contour that is specified by the “\( i\epsilon \)” prescription for propagator denominators. In general, these contours can be deformed away from poles where propagator denominators vanish, unless poles coalesce from opposite sides of the contour, producing a “pinch”. This happens from two poles of a single denominator, whenever the corresponding line carries zero momentum in all four components, or from pairs of denominators, when they share the light-like momentum of an external particle. The latter are collinear pinches, the former are soft. Note that when the virtual photon line of diagram \( M^{(1,A)} \) carries zero momentum, both adjacent internal fermion lines are automatically on-shell, carrying their respective external momenta, so that in this case a soft pinch forces three lines to be on shell at once.

The set of collinear and soft singularities identified above do not exhaust the full set of pinch surfaces in the amplitudes that we treat here, but they are the only ones that produce infrared singularities. That is, they are the only pinch surfaces that are not integrable in four dimensions. The simplest examples of integrable pinch surfaces are points in loop momentum space where a fermion line carries zero momentum. All of our diagrams include such points within their loop momenta, but they are always integrable, because of the extra factor of momentum in the numerator of fermion propagators. We will not reproduce the power counting necessary to show these results here, but refer the reader to, for example, refs. [159, 180]. A recent and very general discussion has been given in ref. [192].

An essential feature of the list of divergent pinch surfaces given above is that it is the same for any number of final-state photons in our basic set of processes, eq. (2.2). As we will show, as indicated in eq. (2.21), that this universality will be inherited by the IR counterterms necessary to factorize infrared behavior. Indeed, the full infrared behavior for every such amplitude is already present in the case \( n = 1 \) in eq. (2.2), the annihilation form factor \( e^+ + e^- \rightarrow \gamma^* \).

We now seek a function \( \mathcal{M}_{\text{IR}}^{(1)} \) that approximates the one-loop integrand \( \mathcal{M}^{(1)} \) in all of the above IR-divergent limits for the general process with an arbitrary number of photons.
in the final state. The construction of such an approximation is complicated somewhat by overlaps of soft and collinear divergences. For example, the region \( l \sim -x_1 p_1 \), which yields a collinear singularity, overlaps for \( x_1 = 0 \) with the \( l \sim 0 \) region, which yields a soft singularity. The entanglement of IR divergences takes more complicated patterns at higher loop orders. However, it has been shown that approximations of the integrands of arbitrary loop integrals can be constructed systematically with the method of nested subtractions [157–159, 188]. In this approach, the diverse singular regions are ordered according to their extent within the integration volume. Then, the singularities are removed recursively, subtracting first the ones corresponding to the smallest volumes. Example applications of the nested subtractions method for one- and two-loop Feynman integrals can be found in ref. [156]. In this article, we perform an explicit application of the method for physical amplitudes.

Following the nested subtraction approach, we first need to find an approximation of the integrand in the soft limit, which receives contributions only from the diagrams of the class \( M^{(1,A)} \). The sum of their integrands can be written compactly in the form

\[
\mathcal{M}^{(1,A)} = \frac{-ie^2}{l^2(p_1 + l)^2(p_2 - l)^2} \mathcal{N}^{(1)},
\]

(3.7)

where the numerator \( \mathcal{N}^{(1)} \) reads

\[
\mathcal{N}^{(1)} = \bar{v}(p_2) \gamma^\mu \left( I - p_2 \right) \tilde{\mathcal{M}}^{(0)}(p_1 + l, p_2 - l, q_1, \ldots, q_n) \left( p_1 + l \right) \gamma_\mu u(p_1).
\]

(3.8)

In the soft limit \( l^\mu \rightarrow 0 \), we neglect \( l \) inside \( \tilde{\mathcal{M}}^{(0)} \), and approximate \( \mathcal{M}^{(1)} \) with

\[
\mathcal{M}^{(1)} \xrightarrow{l^\mu \rightarrow 0} \mathcal{M}^{(1)} - \frac{ie^2 \bar{v}(p_2) \gamma^\mu \left( I - p_2 \right) \tilde{\mathcal{M}}^{(0)}(p_1, p_2, q_1, \ldots, q_n) \left( p_1 + l \right) \gamma_\mu u(p_1)}{l^2(p_1 + l)^2(p_2 - l)^2}.
\]

(3.9)

In this definition of the soft counterterm, we have left the denominators of the outermost electron and positron lines intact, in particular not dropping terms quadratic in \( l \) compared to \( p_i \cdot l \), with \( i = 1, 2 \). In addition, we keep the exact \( l \)-dependence in the numerator except inside \( \tilde{\mathcal{M}}^{(0)} \), where we set \( l = 0 \).

We now turn our attention to the collinear region \( l \parallel p_1 \). Naively, we would have to analyze each diagram individually, but the situation is actually much simpler. In covariant gauges, collinear divergences appear when vector particles connect jet subdiagrams to the hard scattering. In individual diagrams, these contributions are non-factoring in their momentum dependence. Such collinear vector lines, however, always carry scalar polarizations (equivalent to longitudinal polarizations for massless particles), contracted with the hard scattering subdiagram. The Ward identities of the theory (in this case, QED) ensure that the sum of all such contributions factorizes at fixed momenta for the collinear photons [188]. This, by now standard, result enables us to introduce local counterterms for the sum of diagrams, avoiding the potentially complicated non-factoring dependence of each diagram individually.
Only the diagrams in $M^{(1,A)}$ and $M^{(1,B_1)}$ contribute to the collinear divergence in the region $l \parallel p_1$. We write the sum of their integrands in the form

$$M^{(1,A+B_1)} \equiv M^{(1,A)} + M^{(1,B_1)}$$

$$= \frac{-ie}{l^2(p_1 + l)^2} \bar{\nu}(p_2)\eta_{\mu\nu} \overline{\tilde{\mathcal{M}}_{\mu}^{(0,A+B_1)}(p_1 + l, p_2, l; q_1, \ldots, q_n)} \left(\not{p}_1 + \not{l}\right) \gamma_\nu u(p_1).$$

(3.10)

In this relation, $\overline{\tilde{\mathcal{M}}}_{\mu}^{(0,A+B_1)}(p_1 + l, p_2, l; q_1, \ldots, q_n)$ represents the sum of tree diagrams from the set $A + B_1$ including all vertices at which the final state photons and an additional external photon of momentum $l$ attach, but excluding the diagram where $l$ is directly attached to $p_1$. Momentum $l$ flows out of each tree diagram and into the vertex adjacent to the electron line that is external to the full one-loop diagram, to be consistent with eq. (3.7). The polarization vector of the exchanged photon (momentum $l$) as well as the electron and positron spinors are removed from $\overline{\tilde{\mathcal{M}}}_{\mu}^{(0,A+B_1)}$. The momenta of the additional photon and the incoming electron are generically off-shell, but they approach the mass shell in the collinear limit $l^\mu \approx x_1 p_1^\mu$.

Using $\eta_1$ as a reference vector, any $q^\mu$ in the direction of $p_1^\mu$, i.e., $q^\mu = x_q p_1^\mu$ can be approximately rewritten as

$$q^\mu \approx \frac{q \cdot \eta_1}{l \cdot \eta_1} l^\mu,$$

(3.11)

or alternatively,

$$q^\mu \approx \frac{2q \cdot \eta_1}{(l + \eta_1)^2 - \eta_1^2} l^\mu.$$  

(3.12)

Either of these approximations becomes accurate in the diagrams above when the photon of momentum $l$ becomes collinear to $p_1$, with $q^\mu$ a linear combination of $p_1^\mu$ and $l^\mu$. While eq. (3.11), with a denominator linear in $l$, suffices in order to demonstrate the factorization of collinear singularities (see, for example, ref. [158]), in this article we use the equivalent version of eq. (3.12) with a quadratic denominator.

Similarly, in the collinear limit $l \approx -x_1 p_1$, the metric tensor can be decomposed in terms of $l^\mu$ and the generic vector $\eta_1^\mu$ as

$$\eta_{\mu\nu} = \frac{l^\mu l^\nu}{l \cdot l} + \frac{\eta_1^\mu \eta_1^\nu}{l \cdot \eta_1} - \frac{\eta_1^2}{(l \cdot \eta_1)^2} l^\mu l^\nu + \eta_1^\mu \eta_1^\nu,$$

(3.13)

where $\eta_1^\mu l_\nu = \eta_1^\nu l_\mu = 0$, (no $\eta_1^\mu \eta_1^\nu$ term is necessary at $l^2 = 0$). Staying always within the collinear approximation, where $l^2 \rightarrow 0$, we can equivalently approximate the metric with

$$\eta_{\mu\nu} \approx \frac{2l^\mu \eta_1^\nu}{(l + \eta_1)^2 - \eta_1^2} + \frac{2l^\nu \eta_1^\mu}{(l + \eta_1)^2 - \eta_1^2} - \frac{4\eta_1^2}{(l + \eta_1)^2 - \eta_1^2} l^\mu l^\nu + \eta_1^\mu \eta_1^\nu.$$  

(3.14)

Using anti-commutation relations for Dirac matrices and the Dirac equation satisfied by the external spinor $u(p_1)$, in the collinear limit $l^\mu \approx -x_1 p_1$, the rightmost factors in eq. (3.10) can be re-written as,

$$\left(\not{p}_1 + \not{l}\right) \gamma_\nu u(p_1) \approx 2(p_1 + l)_\nu u(p_1) \propto p_1 \gamma_\nu.$$  

(3.15)
We now use these considerations to show how collinear singularities factorize on a point-by-point basis in our one-loop diagrams.

By decomposing the metric tensor $\eta^{\mu\nu}$ in eq. (3.10) according to eq. (3.14), we notice that only one term gives a non-vanishing contribution in the collinear limit. Thus, in the limit $l \approx -x p_1$ we can make the replacement $\eta^{\mu\nu} \rightarrow 2\eta^{\nu}_{1} l^\mu/[(l + \eta_1)^2 - \eta_2^2]$ without changing the behavior of $\mathcal{M}^{(1, A+B_1)}$ in the region $l \parallel p_1$. This allows us to write

$$\mathcal{M}^{(1, A+B_1)} = \mathcal{M}^{(1, A)} + \mathcal{M}^{(1, B_1)} \approx -ie \frac{\bar{v}(p_2)}{l^2(p_1 + l)^2} \left[ 2\eta^{\nu}_{1} l^\mu \tilde{\mathcal{M}}^{(0, A+B_1)}(p_1 + l, p_2, l; q_1, \ldots, q_n) \right] \times \left( p_1 + l \right) \gamma_\nu u(p_1).$$

(3.16)

We represent the right-hand side of eq. (3.16) graphically by

\[ e^2 \mathcal{M}^{(1, A+B_1)} \approx \] graph

The triangle arrow at the lower end of photon lines denotes the following polarization approximation in the photon propagator:

\[ -i q^\nu \eta^{\mu\nu} \rightarrow -i \frac{2\eta^{\nu}_{1} q^\mu}{q^2 (q + \eta_1)^2 - \eta_2^2}, \]

(3.18)

where $\eta_1$ is chosen to have a large rapidity separation from $p_1$ (i.e. it is not collinear to $p_1$). Here we are effectively considering a photon line whose polarization is proportional to its own momentum, a scalar polarization. Here and below we choose the triangle arrow notation to define a quadratic, rather than linear, denominator in the approximate polarization tensor. For the opposite collinear limit, we use a gray triangle to denote an analogous approximation, with a reference vector $\eta_2$ chosen to have a large rapidity.
Figure 3. A pictorial representation of a tree Ward identity eq. (3.20). Fermion-fermion-photon vertices with arrowed photons denote a contraction of the QED triple vertex with the photon momentum \(-ie\gamma^\mu \rightarrow -ie\gamma\), multiplied by appropriate extra factors shown on the left-hand side of eq. (3.20). The photon can be regarded as an external photon with a scalar polarization vector, equal to its momentum. The double lines represent insertions of momenta without a photon-fermion vertex, multiplied by appropriate factors as shown on the right-hand side of eq. (3.20).

separation from \(p_2\),

\[
\frac{2\eta^\mu_1}{(q + \eta_1)^2 - \eta_1^2} \left[ \frac{i}{\slashed{p} - \slashed{q}} (-ie\gamma) \frac{i}{\slashed{p}} \right] = e \frac{2\eta^\mu_1}{(q + \eta_1)^2 - \eta_1^2} \left[ \frac{i}{\slashed{p} - \slashed{q}} - \frac{i}{\slashed{p}} \right].
\] (3.19)

The expression in eq. (3.16) is now ready to be simplified with a partial fractioning identity, which is a manifestation of the QED Ward identity,

\[
\frac{2\eta^\mu_1}{(q - \eta_2)^2 - \eta_2^2} \left[ \frac{i}{\slashed{p} + \slashed{q}} (ie\gamma) u(p) \right] = e \frac{2\eta^\mu_1}{(q - \eta_2)^2 - \eta_2^2} u(p),
\] (3.20)

This identity describes the effect of attaching a photon with a scalar polarization on a fermion line. We visualize the identity in figure 3. We also note the following identities for insertions of scalar photons in external fermion lines:

\[
\frac{-2\eta^\mu_1}{(q - \eta_2)^2 - \eta_2^2} \left[ \frac{i}{\slashed{p} + \slashed{q}} (ie\gamma) \bar{v}(p) \right] = e \frac{-2\eta_1^\mu}{(q - \eta_2)^2 - \eta_2^2} \bar{v}(p),
\] (3.21)

\[
\frac{2\eta_1^\mu}{(q + \eta_1)^2 - \eta_1^2} \left[ \bar{v}(p) (-ie\gamma) \frac{i}{\slashed{p} + \slashed{q}} \right] = e \frac{2\eta_1^\mu}{(q + \eta_1)^2 - \eta_1^2} \bar{v}(p),
\] (3.22)

which are depicted pictorially in figure 4. We now see that repeated applications of eqs. (3.20)–(3.22) to eq. (3.17) result in pairwise cancellations of all terms except one,

\[
e^2 \mathcal{M}^{(1,A+B_1)} \approx \frac{-ie^2}{p^2 (p_1 + l)^2} \bar{v}(p_2) \left[ \frac{2\eta^\mu_1}{(l + \eta_1)^2 - \eta_1^2} \bar{M}^{(0)} \right] \left( \slashed{p}_1 + \slashed{l} \right) \gamma_\nu u(p_1),
\] (3.23)

where \(\mathcal{M}^{(0)}\) is the lowest-order tree diagram, whose external vertices do not include the virtual photon. The cancellations are illustrated, as an example, for graphs in two-photon
Figure 4. A pictorial representation of the effect of attaching scalar-polarized photons to external fermion lines in eqs. (3.21)–(3.22). The dots represent external fermion legs.

Figure 5. The application of Ward identities to factorize the $l \parallel p_1$ collinear divergence in the case of two-photon production. This is a graphical representation of eq. (3.23).
production in figure 5. With the action of the Ward identity, non-factorizing collinear singularities cancel, and the one-loop collinear limit is expressed in terms of the lowest order, on-shell tree amplitude. The general case of an arbitrary number of photon emissions is proven analogously, and eq. (3.23) holds generally.

Interestingly, if we choose \( \eta_1 \) to be equal to \(-p_2^\parallel\) in eq. (3.23), then the three denominators become identical to those of the soft-photon approximation given by the right-hand side of eq. (3.9). After some simple Dirac algebra, it can be shown that the numerator of eq. (3.23) also coincides with that of eq. (3.9) in the collinear limit \( l \parallel p_1 \). An analogous observation can be made for the opposite collinear limit \( l \parallel p_2 \). Therefore, the right-hand side of eq. (3.9), which is simply a form factor whose vertex is the tree amplitude (with \( l \) set to 0), may be used as a “global” IR counterterm that simultaneously cancels soft and collinear singularities of the one-loop amplitude. This is an expression of the universality of IR behavior in the complete set of amplitudes under consideration. As discussed in section 2.2, we will place the tree amplitude between the Dirac projectors defined in eq. (2.9). We arrive at the following global IR counterterm,

\[
\mathcal{R}_{\text{IR}} \mathcal{M}^{(1)} = i e^2 \bar{v}_2 \gamma^\mu \left( p_2^\parallel - l \right) \mathcal{P}_1 \tilde{\mathcal{M}}^{(0)}(p_1, p_2; q_1, \ldots, q_n) \mathcal{P}_1 \left( p_1^\parallel + l \right) \gamma_\mu u(p_1) \left( \frac{l^2}{l^2 - 2(p_1 + l)^2(l - p_2^\parallel)^2} \right),
\]

which is equivalent to the soft photon approximation in eq. (3.9) because \( \mathcal{P}_1 \) acts as the identity in the soft, and collinear, regions. This is the usual one-loop form factor, which we will denote by \( \mathcal{F}^{(1)} \), but with the QED vertex replaced by the truncated tree-level spinor matrix sandwiched between a pair of projectors, just as in eq. (2.12). Therefore, the one-loop IR counterterm is equivalent to

\[
\mathcal{R}_{\text{IR}} \mathcal{M}^{(1)} \equiv \mathcal{F}^{(1)} \left[ \mathcal{P}_1 \tilde{\mathcal{M}}^{(0)}(p_1, p_2; q_1, \ldots, q_n) \mathcal{P}_1 \right] \equiv \tilde{M}^{(0)} \equiv \mathcal{M}^{(0)},
\]

where we have recalled the corresponding diagrammatic notation of figure 2.

The IR subtraction with the form factor counterterm of eq. (3.25) suffices to remove locally infrared singularities for one-loop amplitudes where the final-state photons are on-shell as well. Even though diagrams such as in \( M^{(1,C)} \) have collinear pinches when two fermion lines share the momentum of a light-like outgoing photon, numerator factors conspire to make them IR finite in physical amplitudes. In contrast, certain two-loop diagrams with on-shell photons are only finite after integration, in their original forms. An extension of our formalism at two loops for on-shell photons will be presented in future work.

We comment here on how the \( \mathcal{P}_1 \) projector, as defined by eq. (2.9), in eq. (3.24) yields a tree-amplitude factor explicitly, in a regularization scheme where helicities are treated
in four dimensions. Using the spin sum for either \( u(p_1) \) or \( \bar{v}(p_2) \), the projector \( P_1 \) has the following two alternative representations,

\[
P_1 = \frac{1}{2p_1 \cdot p_2} \not{\!\! p}_1 \left( v_L(p_2)\bar{v}_L(p_2) + v_R(p_2)\bar{v}_R(p_2) \right),
\]

\[
P_1 = \frac{1}{2p_1 \cdot p_2} \left( u_L(p_1)\bar{u}_L(p_1) + u_R(p_1)\bar{u}_R(p_1) \right) \not{\!\! p}_2.
\]

Without loss of generality, let us consider the case in which the incoming electron is left-handed, and the incoming positron is right handed. We replace \( u(p_1) \) by \( u_L(p_1) \) and replace \( \bar{v}(p_2) \) by \( \bar{v}_R(p_2) \) in eq. \((3.24)\). (Due to the chirality-preserving nature of interactions in massless QED, the amplitude vanishes when the incoming electron and positron have the same chirality.) These spinors satisfy,

\[
\begin{align*}
1 - \gamma^5 u_L(p_1) &= u_L(p_1), & \frac{1 + \gamma^5}{2} u_L(p_1) &= 0, \\
\bar{v}_R(p_2)\frac{1 + \gamma^5}{2} &= \bar{v}_R(p_2), & \bar{v}_R(p_2)\frac{1 - \gamma^5}{2} &= 0.
\end{align*}
\]

The IR counterterm \( \mathcal{R}_{\text{IR}} \mathcal{M}^{(1)} \) in eq. \((3.24)\) is rewritten as

\[
\mathcal{R}_{\text{IR}} \mathcal{M}^{(1)} = \frac{-ie^2}{l^2(p_1 + l)^2(l - p_2)^2(2p_1 \cdot p_2)^2} \bar{v}_R(p_2)\gamma^\mu (\not{\!\! p}_2 - \not{l}) \not{\!\! p}_1 \\
	imes (v_L(p_2)\bar{v}_L(p_2) + v_R(p_2)\bar{v}_R(p_2)) \mathcal{M}^{(0)}(p_1, p_2, q_1, \ldots, q_n) \\
	imes (u_L(p_1)\bar{u}_L(p_1) + u_R(p_1)\bar{u}_R(p_1)) \not{\!\! p}_2 \left( \not{l}_1 + \not{l} \right) \gamma_\mu u_L(p_1).
\]

Since an odd number of gamma matrices preserves chirality, the above expression reduces to

\[
\mathcal{R}_{\text{IR}} \mathcal{M}^{(1)} = \frac{-ie^2}{l^2(p_1 + l)^2(l - p_2)^2(2p_1 \cdot p_2)^2} \bar{v}_R(p_2)\gamma^\mu (\not{\!\! p}_2 - \not{l}) \not{\!\! p}_1 u_R(p_2) \\
	imes \left[ \bar{v}_R(p_2) \mathcal{M}^{(0)}(p_1, p_2, q_1, \ldots, q_n) u_L(p_1) \right] \bar{u}_L(p_1) \not{\!\! p}_2 \left( \not{l}_1 + \not{l} \right) \gamma_\mu u_L(p_1).
\]

The square bracket in this equation is precisely the tree amplitude contracted with the external spinors \( \bar{v}_R(p_2) \) and \( u_L(p_1) \), so the counterterm of eq. \((3.24)\) is proportional to the tree amplitude even before integration.

In summary, in this subsection we have shown that the following remainder of the one-loop amplitude leads to an IR-finite integration,

\[
\mathcal{M}^{(1)}_{\text{IR-finite}} = \mathcal{M}^{(1)} - \mathcal{R}_{\text{IR}} \mathcal{M}^{(1)},
\]

with \( \mathcal{R}_{\text{IR}} \mathcal{M}^{(1)} \) given by the explicit subtraction of eq. \((3.31)\), or equivalently, in form factor notation by eq. \((3.25)\). Although this procedure provides an integral that is free of infrared singularities, to provide a numerically computable expression, we must also subtract UV-divergent behavior at the level of the integrand. We now turn to this procedure.
3.2 Ward identity-preserving Ultraviolet counterterms

The IR-finite one-loop integrand, eq. (3.32), retains its non-convergent behavior in the UV limit. It is therefore not yet suitable for numerical evaluation. In order to remove the integral’s UV-singularities through a local subtraction, we need to find an approximating function $R_{UV} M_{IR-finite}^{(1)}$ that matches the singular behavior of the integrand in the UV-limit,

$$R_{UV} M_{IR-finite}^{(1)} = R_{UV} (M^{(1)} - R_{IR} M^{(1)}) = R_{UV} (M^{(1)} - R_{UV} R_{IR} M^{(1)}) ,$$

with $R_{IR} M^{(1)}$ given in eq. (3.24). It is at this point that we will encounter UV divergences associated with the factorized amplitude, eq. (2.12).

At one loop in the process under study, UV divergences occur only in triangle diagrams and fermion self-energies, which we will denote by $\Gamma_{\nu \gamma}^{(1),\nu}$ and $\Pi_{e}^{(1)}$, respectively. Following our convention for the routing of the loop momenta, these Green’s functions have the integrands

$$e \Gamma_{\nu \gamma}^{(1),\nu}(p, q, l) \equiv \frac{\gamma^\mu (p + l) \gamma^\nu (p + l)}{(p + q + l)^2 (p + l)^2 l^2} ,$$

and

$$\Pi_{e}^{(1)}(p, l) \equiv \frac{-e^2 \gamma^\mu (p + l) \gamma^\mu}{l^2 (l + p)^2} ,$$

where $p$ is in general off-shell and $q$ can be the momentum of a real or (starting at two loops) virtual photon. The Ward identity for these Green’s functions takes the form

$$q_{\nu} \Gamma_{\nu \gamma}^{(1),\nu}(p, q, l) = \Pi_{e}^{(1)}(p, l) - \Pi_{e}^{(1)}(p + q, l) .$$

For the vertex diagram, we choose, as suggested above, a UV counterterm that is defined by its integrand, given in this case by

$$e \Gamma_{\nu \gamma}^{(1),UV}(l) \equiv \frac{\gamma^\mu l_{\mu} l_{\mu}}{(l^2 - M^2)^2} ,$$

where $l_{\mu}$ is the momentum of the virtual photon.
which picks out the only term of the numerator that results in a logarithmic UV divergence, while regulating denominators with a common mass, $M$, which will play the role of a renormalization scale. We stress that in this paper, a “counterterm” is always defined at the integrand level, although the graphical notation above draws the counterterm as a local vertex. Our counterterms include all local counterterms in the conventional sense once, but only after, loop integration is carried out.

For the fermion self energy, we must cancel both linear and logarithmic UV divergences, where the latter are linear in the external momentum. Again regulating denominators with a common mass, the resulting counterterm that we choose is

$$\Pi_e^{(1,\text{UV})}(p, l) = (-e^2) \left( \frac{\gamma^\mu f\gamma^\nu}{(l^2 - M^2)^2} - \frac{\gamma^\mu f p\gamma^\nu}{(l^2 - M^2)^3} \right)$$

$$= -e^2 \frac{\gamma^\mu f\gamma^\nu}{(l^2 - M^2)^2} - p_\nu \Gamma_{\text{ee}\gamma}^{(1,\text{UV}),\nu}(l).$$

In each case, the label (1) indicates that this is a one loop local counterterm. Notice that the above counterterms satisfy the Ward identity as well,

$$q_\nu \Gamma_{\text{ee}\gamma}^{(1,\text{UV}),\nu}(l) = \Pi_e^{(1,\text{UV})}(p, l) - \Pi_e^{(1,\text{UV})}(p + q, l),$$

for any values of $l$ whether or not they are large compared to the scales of external momenta. Therefore, the renormalized remainders of the above Green’s functions will automatically satisfy the Ward identity as well. Though not essential for the one-loop case, this will turn out to be a particularly useful property at two loops for obtaining factorized counterterms of collinear limits in the presence of UV sub-divergences.

Note that the Ward identity for the UV counterterms eq. (3.39) is by no means guaranteed by the Ward identity for the original diagrams eq. (3.36), since we always have the freedom of adjusting non-divergent contributions to the UV counterterms. For example, an alternative UV counterterm for the self energy diagram, by Nagy and Soper [191], is

$$- e^2 \frac{\gamma^\mu (f + p)\gamma^\nu}{[(l + p/2)^2]^2}.$$

This alternative counterterm perfectly matches the UV-divergent behavior of eq. (3.34) at both linearly and logarithmically divergent orders, but its finite parts would not preserve the Ward identities in conjunction with our UV vertex counterterm, eq. (3.37). We have chosen non-divergent terms so that the UV counterterm for the self energy, eq. (3.38), is aligned with our UV counterterm for the vertex, eq. (3.37), for both finite and divergent parts, preserving the Ward identity locally.\(^3\)

\(^3\)A clean way to arrive at eqs. (3.37) and (3.38) is to perform a series expansion of eqs. (3.34) and (3.35)
We have now specified the local UV-counterterms of the one-loop amplitude,

\[ e^2 R_{UV} \mathcal{M}^{(1)} = p_1^{(1)} q_1 + p_2^{(1)} q_2 + \ldots + \text{external photon permutations} \]  

Finally, we need to find a UV approximation for the infrared counterterm, \( R_{IR} \mathcal{M}^{(1)} \) in eq. (3.24). We choose

\[ e^2 R_{UV} R_{IR} \mathcal{M}^{(1)} \equiv \bar{v}(p_2) \begin{bmatrix} P_1 \\ P_2 \end{bmatrix} \begin{bmatrix} (1) \\ u(p_1) \end{bmatrix} = \bar{v}(p_2) \left( -ie^2 \gamma^\mu P_1 \bar{M}^{(0)}(p_1, p_2; q_1, \ldots, q_n) P_1 \gamma_\mu \right) u(p_1). \]  

In the above, we have drawn a square vertex with an extra cross to denote the UV limit of the triangle diagram in eq. (3.25) with a form factor vertex \( P_1 \bar{M}^{(0)} P_1 \), analogous to how the diagram in eq. (3.37) denotes the UV limit of the vertex diagram in eq. (3.34), with a label “(1)” indicating that it is a 1-loop counterterm. Again the projector \( P_1 \) is always omitted in the diagrammatic notation. In terms of the relation, eq. (2.21) that defines \( \mathcal{M}^{(1)}_{\text{finite}} \), this counterterm will produce a contribution to \( \mathcal{F}_{\text{UV−finite}}^{(1)} \).

We have now succeeded in finding an approximation of the one-loop amplitude integrand in all singular limits. We can then decompose the integrand as,

\[ \mathcal{M}^{(1)}(l) = \mathcal{M}^{(1)}_{\text{finite}}(l) + \mathcal{M}^{(1)}_{\text{singular}}(l). \]  

The first term on the right-hand side of eq. (3.43), \( \mathcal{M}^{(1)}_{\text{finite}}(l) \), is integrable in four space-time dimensions. All singularities are now contained in

\[ \mathcal{M}^{(1)}_{\text{singular}}(l) = R_{IR} \mathcal{M}^{(1)}_{\text{finite}}(l) + R_{UV} \mathcal{M}^{(1)}_{\text{finite}}(l) - R_{UV} R_{IR} \mathcal{M}^{(1)}_{\text{finite}}(l). \]  

in the limit of large \( l \), and truncate both series at the order that corresponds to a logarithmic divergence after loop integration, before adding a mass regulator to every propagator. The uniform truncation of the series preserves the Ward identity that relates the vertex and the self energy, and the final step of adding an IR mass regulator again preserves the Ward identities.
Expressions for the counterterms on the right-hand side of eq. (3.44) have been given by eqs. (3.24) for the IR counterterm, eqs. (3.34), (3.36) and (3.41) for the UV subtraction and (3.42) for the combined UV/IR term. The integration of the counterterms in \( \mathcal{M}_{\text{singular}}(l) \) over loop momentum \( l \) can be performed simply in \( d = 4 - 2\epsilon \) dimensions. These results can then be combined with the numerical evaluation of \( \mathcal{M}_{\text{finite}}(l) \). In terms of the general relation, eq. (2.21), we can identify

\[
\mathcal{M}_{\text{UV-finite}}^{(1)} = \mathcal{M}^{(1)} - \mathcal{R}_{\text{UV}}\mathcal{M}^{(1)},
\]

\[
\mathcal{F}_{\text{UV-finite}}^{(1)} = \mathcal{R}_{\text{IR}}\mathcal{M}^{(1)} - \mathcal{R}_{\text{UV}}\mathcal{R}_{\text{IR}}\mathcal{M}^{(1)} = \mathcal{F}^{(1)} - \mathcal{R}_{\text{UV}}\mathcal{F}^{(1)},
\]

where in the second relation for \( \mathcal{F}_{\text{finite}}^{(1)} \) we have used eq. (3.25). We note that the single IR subtraction, \( \mathcal{F}^{(1)} \), removed soft and collinear divergences from a large class of diagrams, thus simplifying the application of the method. At one loop, our construction was carried out with unmodified integrands, specified directly by the QED Lagrangian. At two loops, we will find again that the set of IR subtractions is much simpler than the full set of diagrams. To achieve this simplification, however, it will be necessary to develop modified, but equivalent integrands.

### 3.3 Integration of singular counterterms

Before going on to the two-loop application of our method, we will complete the discussion of the one-loop case by integrating our one-loop counterterms in dimensional regularization. This is the lowest-order example of how the factorization procedure gives a set of closed expression with all singularities of the amplitude, both IR and UV, isolating all dependence on the final state in an integrable function, specified by eq. (3.43).

Let us consider first the UV counterterms for the one-loop vertex and propagator, which appear in eq. (3.41). The vertex counterterm integrates to,

\[
\int \frac{dl}{(2\pi)^d} e^{\Gamma_{\text{vertex}}^{(1,\text{UV})},\nu}(l) = \tilde{Z}_{1}^{(1)} (-ie\gamma^\nu),
\]

or, diagrammatically,

\[
\int \frac{dl}{(2\pi)^d} \Gamma_{\text{vertex}}^{(1,\text{UV})}(l) = \tilde{Z}_{1}^{(1)},
\]

with

\[
\tilde{Z}_{1}^{(1)} = \frac{e^2}{(4\pi)^2} \Gamma(1 + \epsilon) \frac{(1 - \epsilon)^2}{\epsilon} (M^2)^{-\epsilon}.
\]

For the integral of the electron-propagator counterterm we find

\[
\int \frac{dl}{(2\pi)^d} \frac{i}{p} \Pi_{\text{vertex}}^{(1,\text{UV})}(p, l) \frac{i}{p} = -\tilde{Z}_{1}^{(1)} \frac{i}{p},
\]
or, diagrammatically,

\[ \int \frac{d^d l}{(2\pi)^d} (l/\not{p})_{(1)} \otimes (l/\not{p})_{(1)} = -\tilde{Z}_{(1)} \] \quad \text{(3.50)}

As expected, every vertex or propagator counterterm in eq. (3.41) is proportional to the corresponding tree diagram. The proportionality factor is equal and opposite for the two types of counterterms, which is a direct consequence of the Ward identity (3.36). Therefore, in the integral, vertex and propagator counterterms cancel pairwise. Since there is one more vertex than propagators in any such graph, we deduce a very simple result for the integral of the UV counterterms. They are proportional to the tree-amplitude,

\[ e^2 R_{UV} M^{(1)} = e^2 \int \frac{d^d l}{(2\pi)^d} R_{UV} M^{(1)} = \tilde{Z}_{(1)} M^{(0)}. \quad \text{(3.51)} \]

We will return to the role of the Ward identity in the renormalized amplitude below. Equally simple is the integration of the UV counterterm of the form factor vertex, the integral of eq. (3.42),

\[ e^2 R_{UV} R_{IR} M^{(1)} = e^2 \int \frac{d^d l}{(2\pi)^d} R_{UV} R_{IR} M^{(1)}(l) = \frac{\tilde{Z}_{(1)}}{4(1-\epsilon)^2} \bar{v}(p_2) \gamma^\mu \gamma^\nu P_1 \tilde{M}^{(0)} P_1 \gamma_\nu \gamma_\mu u(p_1). \quad \text{(3.52)} \]

Meanwhile, the integration of the IR counterterm yields

\[ R_{IR} M^{(1)} = \int \frac{d^d l}{(2\pi)^d} \mathcal{J}^{(1)}(l) \quad \text{(3.53)} \]

\[ = -\frac{1}{4(1-\epsilon)} \bar{v}(p_2) \gamma^\mu \gamma^\nu P_1 \tilde{M}^{(0)} P_1 \gamma_\nu \gamma_\mu u(p_1), \quad \text{(3.54)} \]

with \( s = (p_1 + p_2)^2 \). Combining this result with the ultraviolet counterterm of eq. (3.51) and the UV-IR combination counterterm of eq. (3.52) to get the full singular contribution to the amplitude in eq. (3.44), we find that the divergent part of the bare one-loop amplitude is

\[ M_{\text{singular}}^{(1)} = \frac{1}{(4\pi)^{\frac{d}{2}} \Gamma(1-\epsilon)} (s)^{-\epsilon} \times \left\{ \frac{2}{\epsilon^2} + \frac{3}{\epsilon} + \ln \left( \frac{M^2}{s} \right) + 11 \right\} \bar{v}(p_2) P_1 \tilde{M}^{(0)} P_1 u(p_1) \]

\[ - \frac{1}{4} \left( \ln \left( \frac{M^2}{s} \right) + 3 \right) \bar{v}(p_2) \gamma^\mu \gamma^\nu P_1 \tilde{M}^{(0)} P_1 \gamma_\nu \gamma_\mu u(p_1) + \mathcal{O}(\epsilon). \quad \text{(3.54)} \]

We note that

\[ \bar{v}(p_2) P_1 \tilde{M}^{(0)} P_1 u(p_1) = \bar{v}(p_2) \tilde{M}^{(0)} u(p_1) = M^{(0)}, \quad \text{(3.55)} \]

and the divergent part as \( \epsilon \to 0 \) is proportional to the tree-amplitude in agreement with previous expectations [172, 173].
4 Two-loop diagrams with fermion loops

In the previous section, we exploited factorization to construct local infrared and ultraviolet counterterms for one-loop amplitudes. We are now ready to develop counterterms that achieve the same goal for two-loop amplitudes. The result will be a set of integrands that are locally integrable in exactly \( d = 4 \) dimensions. As mentioned above, to achieve integrability it will be necessary to develop a modified, but analytically equivalent, integrand for this set of diagrams with respect to expressions obtained by the direct application of Feynman rules. The finite remainders found from our modified integrands will satisfy eq. (2.22), thus implementing factorization at the level of the integrand.

In this section, we begin the treatment of two-loop diagrams with the study of those diagrams with a fermion loop. As we shall see, the IR structure of these diagrams is closely related to that of the one-loop diagrams treated above. Nevertheless, we will encounter several obstacles to the construction of local infrared counterterms. In these diagrams, such issues will involve integrals over the fermion loops.

Once integrated, fermion loops enjoy features associated with the Ward identities of QED, such as the transversality of the vacuum polarization, and the UV-finiteness of light-by-light scattering. These are routinely invoked in treatments of the renormalization and IR structure of the full amplitude. Here, we seek to implement these features on a local basis in momentum space.

As we shall see, the integrands of diagrams with a one-loop photon vacuum polarization subgraph exhibit power singularities in addition to logarithmic singularities. They also give rise to anomalous polarizations ("loop polarizations" below) that spoil the local factorization in collinear limits that we found at one loop. These problems can be sidestepped at the cost of giving up manifest locality, if we integrate first over the vacuum polarization loop. This, however, is just what we want to avoid doing here. In addition, local collinear factorization is not manifest for individual Feynman diagrams with four-point or higher fermion loop subgraphs, which, while they do not contribute to collinear divergences after integration, exhibit collinear singularities locally.

We will solve these problems by deriving alternative forms for the amplitude integrands, for which the power-counting of singularities is canonical, and whose properties in collinear regions are locally consistent with factorization. For these modified amplitude integrands, we will be able to design local counterterms that cancel all infrared and ultraviolet singularities, point by point in the integration domain.

4.1 Diagrams with one-loop photon vacuum polarization subgraphs

Recalling the notation of eq. (2.4), we start with \( \mathcal{M}_2^{(2)} \), consisting of two-loop diagrams with a photon vacuum polarization subgraph, as in figure 6. The integrand \( \mathcal{M}_2^{(2)} \) can be generated from the diagrams of the one-loop amplitude in eqs. (3.3)–(3.6), by replacing the
Figure 6. A class of diagrams that contribute to $M_2^{(2)}$ with a photon vacuum polarization subgraph.

free photon propagator with its one-loop correction,

$$\frac{-i g_{\mu \nu}}{l^2} \rightarrow \frac{\mu}{l} \quad \frac{\nu}{l} \quad k \rightarrow k + l \equiv \frac{-i}{l^2} (\frac{-i}{l^2} \Pi_{\mu \nu} (l)) \frac{-i}{l^2},$$  \hspace{1cm} (4.1)

with

$$-i \Pi_{\mu \nu} (l) = -e^2 \frac{\text{tr} [(\frac{k}{l} + l) \gamma_\mu \gamma_\nu]}{k^2 (k + l)^2}.$$  \hspace{1cm} (4.2)

We observe that in the single soft limit, $l^\mu \sim \delta \rightarrow 0$, $\mu = 0, \ldots, 3$, at fixed, non-lightlike $k$, the one-loop photon propagator integrand scales as

$$\frac{-i}{l^2} (\frac{-i}{l^2} \Pi_{\mu \nu} (l)) \frac{-i}{l^2} \sim \delta^{-4},$$  \hspace{1cm} (4.3)

which is more singular than at tree-level by two powers. This leads to a power-like singularity for the two-loop amplitude in the limit of soft $l$, and it is no longer possible to rely on the leading-power approximation to write down a factorized counterterm analogous to eq. (3.9) of the one-loop case. Similarly enhanced are collinear singularities. For example, in the collinear limit $l \parallel p_1$ at generic values of the vacuum polarization loop momentum, the divergence in $l$ is linear instead of logarithmic, simply because of the factor $(l^2)^{-2}$. At each such point, the polarization of the photon $l$ may be proportional to $k^\mu$, which is arbitrary, and hence non-factorizing in general. Hence, at the local level, the two-loop integrand loses important features that we found at one loop.

The soft and collinear non-factorizing and power-like singularities of the amplitude we have just identified, however, are only apparent at the local, fully unintegrated level. For example, after integrating over the fermion loop momentum $k$, a tree-like $\delta^{-2}$ scaling is restored for the propagator in the soft limit, where all components of $l^\mu$ scale like $\delta$. However, it is not necessary to integrate the fermion loop to reduce the degree of divergences in $l$ to the logarithmic level. The vacuum polarization loop integral can be rewritten in a fully equivalent manner by, for example, Passarino-Veltman tensor reduction [193]. After
Figure 7. Ward identity for factoring out collinear divergences when $l \parallel p_1$, which relies on the leading-order approximation that the photon polarization is longitudinal or equivalently, scalar.

this reduction, the integrand for the one-loop photon propagator reads,

\[
\frac{k^\mu}{l^\nu} \frac{1}{k+1} = \frac{1}{l^2} \frac{2(d-2)}{d-1} e^2 \left( \eta_{\mu\nu} - \frac{l_{\mu}l_{\nu}}{l^2} \right) \frac{1}{k^2(k+1)^2}.
\] (4.4)

The result of the $k$ loop integral for this expression is precisely equivalent to the original form, but in this expression the transversality of the photon is manifest.

The above form can be replaced by an even simpler expression, in which logarithmic power counting is also regained. The same gauge-invariant amplitude will be found if the $l_{\mu}l_{\nu}/l^2$ term from the vacuum polarization is dropped in every diagram in which it appears. In practice, by repeated use of the same Ward identity as in eq. (3.20), it is easy to show that when all diagrams are combined these terms produce a fully scaleless integral. Therefore, the longitudinal tensor gives a zero contribution to the amplitude integral and it can be dropped from the propagator.\footnote{Scaleless integrals vanish in dimensional regularization due to cancellation of UV and IR poles. Dropping scaleless integrals mixes UV and IR poles, but this is not a problem because the universal structure of UV and IR divergences of gauge theory amplitudes are known.} After doing so, the tensorial form of the effective one-loop virtual propagator matches the one of the tree photon-propagator,

\[
\frac{k^\mu}{l^\nu} \frac{1}{k+1} \rightarrow \eta_{\mu\nu} \frac{2(d-2)}{l^2} \frac{1}{d-1} \frac{1}{k^2(k+1)^2}.
\] (4.5)

Using this result, it is simple to generate a suitable integrand for $\mathcal{M}_2^{(2)}(k,l)$ from the corresponding one-loop amplitude integrand $\mathcal{M}_1^{(1)}(l)$ as

\[
\mathcal{M}_2^{(2)}(k,l) = i \frac{2(d-2)}{d-1} \frac{1}{k^2(k+1)^2} \mathcal{M}_1^{(1)}(l).
\] (4.6)
This is our first example of a modified, alternative two-loop integrand, whose integral is equivalent to the original form, but whose infrared behavior is amenable to local subtraction and factorization as in figure 7.

Infrared singularities in eq. (4.6) are approximated by the counterterm

\[ R_{\text{IR}}^{(2)}(k,l) = i \frac{2(d-2)}{d-1} \frac{1}{k^2(k+l)^2} R_{\text{IR}}^{(1)}(l) \]

\[ \equiv \mathcal{F}^{(2)}(k,l) , (4.7) \]

where the “form factor” diagram \( R_{\text{IR}}^{(2)}(l) = \mathcal{F}^{(1)}(l) \) is given by eq. (3.24). The second identify defines the modified two-loop form factor subtraction for the contributions of this set of diagrams to the integrable two-loop integrand in eq. (2.22). This modified form factor subtraction would emerge from exactly the same reasoning as above applied to the vacuum polarization in its diagrams.

We now turn our attention to ultraviolet divergences, subtracting the UV subdivergences of \( M^{(2)}_2 - R_{\text{IR}} M^{(2)}_2 \) as \( k \to \infty \) or \( l \to \infty \), as suggested in eq. (2.23). Instead of giving separate but straightforward derivations of the UV counterterms, it is equivalent in this case simply to present the following full remainder after the subtraction, whose integrals are free of infrared and ultraviolet singularities,

\[ M^{(2)}_2,\text{finite} = i \frac{2(d-2)}{d-1} \left[ \frac{1}{k^2(k+l)^2} - \frac{1}{(k^2-M^2)^2} \right] \mathcal{M}^{(1)}_{\text{finite}}(l) . (4.8) \]

Here, the finite one-loop result is specified by eqs. (3.43) and (3.44),

\[ \mathcal{M}^{(1)}_{\text{finite}}(l) = \mathcal{M}^{(1)}(l) - R_{\text{UV}} \mathcal{M}^{(1)}(l) - R_{\text{IR}} \mathcal{M}^{(1)}(l) + R_{\text{UV}} R_{\text{IR}} \mathcal{M}^{(1)}(l) . (4.9) \]

Notice that \( M^{(2)}_2,\text{finite} \) in eq. (4.8) is not singular in the simultaneous \( k,l \to \infty \) limit, so it is not necessary to subtract an additional counterterm for the “double-UV” limit. In eq. (4.9), the one-loop IR subtraction produces an integrand that vanishes like a power when \( l^\mu \) or \( l^2 \) vanishes, and thus controls logarithmic enhancements in momentum \( l^\mu \) from IR limits of the vacuum polarization integral over \( k \). A straightforward expansion of the terms in eq. (4.8), using (4.9), shows that it is precisely of the form anticipated in eq. (2.22) in terms of our modified amplitude and form factor integrands.

In summary, we have decomposed the \( M^{(2)}_2 \) coefficient to the two-loop amplitude integrand into a remainder that can be integrated directly in four dimensions, and a simple singular part that can be integrated in \( d = 4 - 2\epsilon \) dimensions,

\[ M^{(2)}_2 = M^{(2)}_2,\text{finite} + M^{(2)}_2,\text{singular} , (4.10) \]

with \( M^{(2)}_2,\text{finite} \) given by eqs. (4.8) and (4.9).

### 4.2 Other fermion-loop contributions

We will now treat the remaining classes of fermion-loop diagrams, with \( c > 2 \), where \( \kappa = c - 2 \) final-state photons are emitted from the fermion loop, as in figure 8. The loop
Figure 8. The class of diagrams that contributes to the $M_{\kappa+2, \kappa > 0}$ two-loop amplitude coefficient.

Figure 9. Illustration of a single collinear singularity in graphs with fermionic loops as $l$ becomes parallel to $p_1$. The gray blob denotes all permutations of the real and virtual photons attached to the fermion loop.

momentum $l$ is always chosen to be the photon momentum flowing to a vertex adjacent to the $p_1$ electron, and the other loop momentum $k$ is always chosen to be one of the fermion lines in the fermion box.\footnote{It is not important which one of the four lines in the box is chosen as $k$, and the choice does not have to be aligned between different diagrams.} Due to Furry’s theorem, amplitude coefficients for odd values of $\kappa$ vanish. We do not consider diagrams in which a single virtual photon decays into an odd number of final-state photons ($\kappa = c - 1$), because the IR divergences of this set of diagrams are identical to those of a one-loop diagram with the emission of $n - \kappa + 1$ photons, at least one of which is off-shell.

Some diagrams that contribute to $M_{\kappa+2, \kappa > 0}$, illustrated by figure 9, develop collinear singularities when a virtual photon that is attached at one end to the incoming electron or positron and at the other to the fermion loop becomes parallel to the incoming fermion.
The functional form of all such diagrams that contribute to the collinear singularity from $l \parallel p_1$ is

\[
M^{(2)}_{\kappa+2} = \frac{1}{l^2(p_1+l)^2}\bar{v}(p_2)A_\nu(q_{\kappa+1}, \ldots, q_n)(\not{p}_1 + \not{l}) \gamma_\mu u(p_1)
\times M_\text{photons}^{\mu\nu}(q_1, \ldots, q_\kappa, l, -\sum_{j=1}^\kappa q_j - l).
\] (4.11)

In the collinear limit $l \approx -xp_1$, the last few factors times the Dirac spinor $u(p_1)$ become

\[
(\not{p}_1 + \not{l}) \gamma_\mu u(p_1) \approx 2(1-x)p_1^\mu u(p_1).
\] (4.12)

Since this is proportional to $p_1^\mu$, we can apply the approximation of eqs. (3.12) and (3.18) with $q$ replaced by $l$ to rewrite eq. (4.11) as

\[
M^{(2)}_{\kappa+2} \bigg|_{l \parallel p_1} \rightarrow \frac{1}{l^2(p_1+l)^2}\bar{v}(p_2)A_\nu(q_{\kappa+1}, \ldots, q_n)(\not{p}_1 + \not{l}) \frac{2\gamma_1}{(l + \eta_1)^2 - \eta_1^2} u(p_1)
\times l_\mu M_\text{photons}^{\mu\nu}(q_1, \ldots, q_\kappa, l, -\sum_{j=1}^\kappa q_j - l).
\] (4.13)

The one-loop $(\kappa + 2)$-photon amplitude $M^{\mu\nu}$ can be simplified further with the use of Ward identities. The two virtual photons that attach to these loops have momenta $l$ and $-l - \sum_{i=1}^\kappa q_i$ flowing out of the loops. Of the two, the photon with momentum $l$ is scalar-polarized. The action of the Ward identity is illustrated below for the case of two photons in the final state. We have, in the notation of figure 3 and eq. (3.20),

\[
\frac{2\gamma_1}{(l + \eta_1)^2 - \eta_1^2} l_\mu M_\text{photons}^{\mu\nu}(k, q_1, q_2, l, \tilde{l})
\]

\[
= \begin{cases} 
q_1 & k \\
q_2 & l
\end{cases} + \begin{cases} 
q_1 & k \\
q_2 & \tilde{l}
\end{cases} + \text{symmetric terms}
\]

\[
= e \begin{pmatrix}
q_1 & k & \tilde{l} & l & q_2 \\
\end{pmatrix} + \text{symmetric terms}
\]
We have used the shorthand notation \( \tilde{l} = -l - q_1 - q_2 \), while “symmetric terms” denotes diagrams with other permutations of external photons \( q_i \). In the final equality, we find the difference of integrands for the same three-photon amplitude evaluated at two different values of the loop momentum,

\[
\frac{2\eta_1}{(l + \eta_1)^2 - \eta_1^2} l_\mu M_\mu^{\alpha\nu} (k, q_1, q_2, l, \tilde{l}) = \frac{2\eta_1}{(l + \eta_1)^2 - \eta_1^2} \left[ M_\nu^{\alpha\mu\nu} (k, q_1, q_2, -l_1 - l_2) - M_\nu^{\alpha\mu\nu} (k + l, q_1, q_2, -l_1 - l_2) \right],
\]

where \( M_\nu^{\alpha\mu\nu} \) is defined in eq. (4.14). This difference integrates to zero in dimensional regularization, which respects momentum-shift invariance. Therefore

\[
\int \frac{d^d k}{(2\pi)^d} \frac{2\eta_1}{(l + \eta_1)^2 - \eta_1^2} l_\mu M_\mu^{\alpha\nu} (k, q_1, q_2, \ldots, l, \tilde{l}) = 0.
\]

We again encounter a situation, however, in which integration over a loop momentum removes singularities which are present locally, and need to be removed for local integrability. As for the vacuum polarization diagrams above, we will achieve the removal of local collinear singularities by a modification of the integrand, adding to it terms that vanish upon integration, as follows. Again, gauge invariance will make this possible. Without changing the integrated value of the amplitude, we can exploit eq. (4.16) and modify the
integrand of eq. \((4.11)\) as,

\[
\mathcal{M}_{\kappa+2}^{(2)} = \frac{1}{l^2(p_1 + l)^2} \bar{v}(p_2) A_\nu(q_{\kappa+1}, \ldots, q_n) \left( p_1 + l \right) \gamma_\mu(l, \eta) u(p_1) \\
\times \mathcal{M}^{\mu\nu}_{\text{photons}} \left( q_1, \ldots, q_k, l, -\sum_{j=1}^\kappa q_j - l \right). \tag{4.17}
\]

Here, we have modified the vertex adjacent to the incoming electron line, replacing \(\gamma_\mu\) by

\[
\hat{\gamma}_\mu(l, \eta_1) \equiv \gamma_\mu - l_\mu \frac{2 \eta_1}{(l + \eta_1)^2 - \eta_1^2}, \quad \eta_1^2 \neq 0, \tag{4.18}
\]

where \(\eta_1\) is chosen so that it produces no new pinches from the extra denominator. In the collinear limit, \(l = -xp_1\), we have

\[
\left( p_1 + l \right) \hat{\gamma}_\mu(l, \eta_1) u(p_1) \xrightarrow{l = -x p_1 \to 0} 0. \tag{4.19}
\]

An analogous modification will be made for diagrams which develop a singularity when a photon is collinear to the positron. For diagrams which can develop both types of collinear singularities, we perform these modifications simultaneously. We write,

\[
\begin{align*}
\begin{tikzpicture}
\draw (-1.25,0) -- (1.25,0) node[anchor=north] {\(p_1\)};
\draw (0,-1.25) -- (-1.25,0) node[anchor=west] {\(l_a\)};
\draw (0,1.25) -- (1.25,0) node[anchor=east] {\(l_b\)};
\draw (1.25,0) -- (0,-1.25) node[anchor=south] {\(p_2\)};
\end{tikzpicture}
\end{align*}
\]

\[
= \bar{v}(p_2) \hat{\gamma}_\nu(l_b - \eta_2) \left( l_b - p_2 \right) \ldots \left( p_1 + l_a \right) \hat{\gamma}_\mu(l_a, \eta_1) \mathcal{M}^{\mu\nu}_{\text{photons}}. \tag{4.20}
\]

The above expression integrates to the same value as with \(\hat{\gamma}_\mu \to \gamma_\mu\), and is free of collinear singularities. We have chosen the reference vector for the \(p_2\)-collinear divergence to be \(-\eta_2\), in accordance with eq. \((3.19)\). We note that in this case, there is no corresponding modification to a form factor subtraction term in eq. \((2.22)\). The modified contributions are now infrared-integrable on their own, without further subtraction.

In summary, we have modified the integrand of \(\mathcal{M}_{\kappa+2}^{(2)}\), to make each of its diagrams regular in all its collinear limits, without changing its integral. This was done with a simple modification of the fermion-photon vertex when it occurs adjacent to an incoming leg. This class of diagrams has no further infrared divergences.

### 4.3 UV counterterms for \(c = 4\)

In QED, the fermion loops in \(\mathcal{M}_c^{(2)}\) for \(c = 4\) are UV finite after summing over diagrams that permute the photons connected to the loop, but only after the fermion loop integral
Figure 10. The four-photon subdiagram with a fermion loop, which has unphysical UV divergences diagram by diagram.

has been carried out. The complete result must be finite, simply because there is no gauge-invariant local four-photon vertex. Nevertheless, individual diagrams for \( c = 4 \) (light-by-light scattering) are UV divergent in \( d = 4 \). To preserve local convergence, we must construct additional counterterms for these diagrams. Analogous counterterms were developed for QCD in ref. [191]. Unlike QCD, however, for QED such counterterms have no counterpart in the renormalization of the theory.

The general form of a four-photon subdiagram is

\[
V^{\mu_1 \mu_2 \mu_3 \mu_4}(q_1, q_2, q_3, -q_1 - q_2 - q_3) = e^4 (-1) \frac{\text{tr}[\not k \gamma^{\mu_1} (\not k + \not q_1) \gamma^{\mu_2} (\not k + \not q_1 + \not q_2) \gamma^{\mu_3} (\not k + \not q_1 + \not q_2 + \not q_3) \gamma^{\mu_4}]}{k^2(k + q_1)^2(k + q_1 + q_2)^2(k + q_1 + q_2 + q_3)^2},
\]

as illustrated in figure 10. In the UV limit, we write down the counterterm just as for the vacuum polarization in eq. (4.8), by dropping all external momenta and IR-regulating denominators with a mass \( M \),

\[
\mathcal{R}_{\text{UV}} V^{\mu_1 \mu_2 \mu_3 \mu_4} = -e^4 \frac{\text{tr}(\not k \gamma^{\mu_1} \not k \gamma^{\mu_2} \not k \gamma^{\mu_3} \not k \gamma^{\mu_4})}{(k^2 - M^2)^4}.
\]

The counterterm in this expression corresponds to the specific subdiagram of eq. (4.21). There are six such counterterms, corresponding to the number of non-cyclic permutations of indices, and hence to distinguishable attachments of the two virtual and two real photons to the loop. Our UV-convergent contribution to \( \mathcal{M}_{4, \text{finite}}^{(2)} \) is just the sum of these six distinguishable diagrams, each minus its counterterm. Each one of these combinations specifies a locally integrable two-loop integral, which is also UV convergent.

The corresponding contribution to \( \mathcal{M}_{4, \text{singular}}^{(2)} \) is just the sum of the six counterterms, eq. (4.22) plus permutations. Their sum can be combined into a single, local vertex embedded in the one-loop diagram in figure 11. Using tensor reduction, we obtain for this sum, which is necessarily symmetric in the indices \( \mu_1 \ldots \mu_4 \), an integrand that is proportional to
The integral of loop momentum $k$ has a pole, so that the sum of counterterms is finite in $d = 4$,
\[
\sum_{\text{permutations}} \int \frac{d^d k}{(2 \pi)^d} \mathcal{R}_{\text{UV}} V^\mu_1 \mu_2 \mu_3 \mu_4 = \frac{i e^4}{12 \pi^2} \left[ \eta^\mu_1 \mu_2 \eta^\mu_3 \mu_4 + \eta^\mu_1 \mu_3 \eta^\mu_2 \mu_4 + \eta^\mu_1 \mu_4 \eta^\mu_2 \mu_3 \right].
\]  

(4.24)

As noted above, this finite result does not correspond to a counterterm of QED renormalization. In fact, it is not by itself gauge invariant, simply because it does not vanish when index $\mu_i$ is contracted with the corresponding photon’s momentum. This is not a problem, however, because the integral of the diagram in figure 11 is locally IR finite and UV convergent. Figure 11 simply produces finite shifts in $M^{(2)}_{\text{4, finite}}$, finite and $M^{(2)}_{\text{4, singular}}$, singular, with the same magnitudes but with opposite signs. Its only effect is to enable us to express $M^{(2)}_{\text{4, finite}}$ as a sum of locally integrable and UV convergent diagrams.

To summarize the results of this section, we have identified integrable expressions for the sets of two-loop diagrams with fermion loops, $\{M^{(2)}_c\}$. For those with a vacuum polarization, $M^{(2)}_2$, the integrable remainder is found by subtracting singular terms that are closely related to one-loop IR and UV singularities. The remainder is given in convenient form by eq. (4.8), which is equivalent to the subtraction specified in eq. (2.22), in terms of the one-loop integrable remainder function. The sums of diagrams with $c > 2$, with final-state photons attached to the fermion loop, are finite, even though individual diagrams have collinear singularities, and in the case $c = 4$, ultraviolet divergences. For all such diagrams, modifications of the integrands themselves, as in eq. (4.17), lead to expressions that are locally integrable on a diagram-by-diagram basis, and which taken together give the original integral. For the $c = 4$ light-by-light case, the introduction of a set of UV
counterterms whose sum is finite provides a convergent integrand, while giving the same finite result as in the original form after integration. In the following section, we turn to the remaining two-loop diagrams, without fermion loops.

5 Two-loop photonic contributions

In this section, we will describe the construction of subtraction terms for the ultraviolet and infrared singularities in the $\mathcal{M}^{(2)}$ integrand that consists of two-loop Feynman diagrams with no fermion loops. All of these diagrams will have two virtual photons. As for the fermion loop diagrams, the finite remainders found from our modified integrands will satisfy eq. (2.22), again implementing factorization at the level of the integrand.

For the removal of infrared divergences, we will adopt the same form factor approach as we used for the one-loop amplitude, where the local integrand of a $2 \to 1$ form factor with an appropriately defined vertex served as the infrared counterterm for the amplitude of a generic $2 \to n$ process. For this approach to succeed, collinear photons must factorize locally from the off-shell subdiagram in all singular limits, that is, prior to any integration.

As we shall see, the factorization of a collinear photon in certain two loop diagrams is less obvious than the one loop, precisely because of the presence of the extra loop momentum. The procedure we will describe below entails two steps:

- first generating the two-loop integrand with an appropriate routing of loop momenta,
- and then replacing some terms in the integrand with equivalent ones (i.e., which integrate to the same value) that are locally integrable in collinear singular limits.

The following three subsections detail and summarize these steps, which will bring the infrared singularities of this set of diagrams under control.

Once we have derived a locally integrable integrand for the two-loop amplitude, we will still need two sets of ultraviolet counterterms, just as we did at one loop, and implemented as described after eq. (2.23). The elements of the first set are in one-to-one correspondence with the counterterms of the QED Lagrangian, but presented in integral form. They are formulated so that, when added to the full integrand, they give a fully convergent integral in all UV limits of the original amplitude. The second set of UV counterterms is required because form factor-based infrared counterterms induce additional UV divergences. We emphasize again that the latter counterterms are a familiar feature of many factorization techniques. Subsection 5.4 will deal with the construction of both sets of UV counterterms.

The outcome of the construction described below will be a reorganized expression for the full two-loop photonic contributions to the amplitude. It will be the sum of a set of “simple” but singular integrals, which can be carried out in dimensional regularization for any of the $2 \to n$ processes in question, plus an integral that depends on all the details of the process, but which is numerically integrable in four dimensions. The number of IR and UV counterterms generated by this procedure will depend on the process, but will not be qualitatively different than for the original set of diagrams with their QED counterterms.
5.1 Generation of the two-loop integrand

We construct the two-loop integrand starting from the usual application of QED Feynman rules in the Feynman gauge. This construction is not unique, given the invariance of individual Feynman diagrams under shifts of the loop momenta. To combine all diagrams into a single integrand, we need to make an unambiguous choice of momentum labeling for every diagram so that they may be combined before integration. Once loop momenta are labeled in this way, we may systematically identify and combine singular soft and collinear regions in the full set of diagrams. Analogous procedures will apply in any theory.\footnote{In passing, we also note that labeling the momentum of a line does not specify its direction. In particular, the set of subtractions we will construct eliminates singularities when the internal photons are in either of the directions specified by the incoming fermions.}

As at one loop, we aim to label loop momenta in a way which allows the application of Ward identities for a local cancellation of non-factorizing collinear singularities.

We label the momenta of the two virtual photons with $l$ and $k$, both directed away from the vertex closest to the incoming positron. It is unimportant to specify which of the two photons carries momentum $k$ and which carries momentum $l$, due to a symmetrization over momentum routings, which we will discuss shortly. This initial integrand is illustrated by,

\[
\mathcal{M}_0^{(2)}(k,l) = \ldots
\]  

We will need to manipulate this form further, in order to produce a modified integrand, which we will denote as

\[
\mathcal{M}^{(2)}(k,l),
\]  

(5.2)
which will factorize in all singular collinear limits. Our manipulations will include sym-
metrizations of the loop momenta, and modifications of integrands that do not change
integrated results. We detail these manipulations in the following subsections.

5.1.1 Global amplitude symmetrizations

As we will soon explain, we need to perform the four-fold symmetrization generated by

\[ k \leftrightarrow l, \quad (k_\perp, l_\perp) \leftrightarrow (-k_\perp, -l_\perp), \]  

(5.3)

where \( k_\perp \) and \( l_\perp \) are the components of the loop momenta \( k^\mu \) and \( l^\mu \) that are orthogonal
to both the incoming electron momentum, \( p_1 \), and the incoming positron momentum, \( p_2 \). This symmetrization is applied globally, to all diagrams of the amplitude. The symmetrized
integrand,

\[ M^{(2)}_{\text{sym}}(k, l) \equiv \frac{1}{4} \left[ M^{(2)}_0(k, l) + M^{(2)}_0(l, k) + M^{(2)}_0(k^*, l^*) + M^{(2)}_0(l^*, k^*) \right], \]  

(5.4)

with \( l^* = l(l_\perp \rightarrow -l_\perp), \quad k^* = k(k_\perp \rightarrow -k_\perp), \) exhibits more complete factorization properties
than the individual terms that make it up on the right-hand side. Here, the notation \( M^{(2)}_0 \) refers to the integrands written down directly from the QED Lagrangian, which are
symmetrized as shown to define \( M_{\text{sym}} \).

To see the need for the \( k \leftrightarrow l \) symmetrization, let us examine, as an example, two-loop
diagrams of the \( e^- (p_1) + e^+ (p_2) \rightarrow \gamma^* (q_1) + \gamma^* (q_2) \) amplitude that are singular in two
different collinear limits. First, we consider a loop momentum \( k \) collinear to the positron
momentum \( p_2 \), with the second loop momentum \( l \) in the hard region. Analogous to the
analysis of collinear singularities at one loop using Ward identities, a sum of diagrams
which factorize in the collinear \( k \parallel p_2 \) singularity are,

\[ M^{(2)}_0(k, l) \rightarrow \begin{array}{c}
\text{grey triangles}
\end{array} \]

\[ \begin{array}{c}
\text{collinear approximation for photon propagators}
\end{array} \]

\[ \text{collinear to } p_2, \text{ defined in eq. (3.19). The identity follows, as at one loop, by successive}
\text{application of the lowest order Ward identity, eq. (3.20). In eq. (5.5),}
\text{we have included only a typical class of diagrams where the momentum}
\text{k is adjacent to the collinear leg } p_2 \text{ and}
\text{the momenta } l \text{ and } l^* \text{ are orthogonal to it.}
\]

In the above, grey triangles denote the collinear approximation for photon propagators
collinear to \( p_2 \), defined in eq. (3.19). The identity follows, as at one loop, by successive
application of the lowest order Ward identity, eq. (3.20). In eq. (5.5), we have included only
a typical class of diagrams where the momentum \( k \) is adjacent to the collinear leg \( p_2 \) and
attaches to all propagators of the same one-loop subgraph. The dots denote omitted diagrams that can also be grouped into similar classes. In the collinear limit that we consider here, Ward identities (leading to factorization) can be applied to each class independently.

Let’s now look at a distinct limit, where the photon of momentum \( k \) becomes collinear to the incoming electron, \( k \parallel p_1 \),

\[
\mathcal{M}_0^{(2)}(k, l) \xrightarrow{k \parallel p_1} + + + + + \ldots
\]

In eq. (5.6), we show the analogous set of Feynman diagrams that are needed as a sum for factorization, using white triangles to denote collinear approximations defined in eq. (3.18). Once again, the collinear singularity occurs when the loop momentum \( k \) is adjacent to the external leg, which carries momentum \( p_1 \) this time. We now observe that the second Feynman diagram on the right-hand side of eqs. (5.6) is actually also needed in eq. (5.5), but with the momenta \( l \) and \( k \) exchanged. If we make a single assignment of loop momenta that is consistent with factorization of the \( k \parallel p_1 \) limit, then we will spoil the factorization of the \( k \parallel p_2 \) limit, and vice versa. In effect, the assignment of momenta can be thought of as an instruction for how to combine the integrands of the diagrams shown in these figures. With fixed assignments of line momenta as shown in the figures, the association of the points in momentum space where the Ward identity acts would not be automatic, but would require a change of variables. This conflict is resolved simply by symmetrizing over the two momentum assignments, and both collinear limits factorize for the combination \( \mathcal{M}_0^{(2)}(k, l) + \mathcal{M}_0^{(2)}(l, k) \) without a change of variables in momenta. Once the momenta are averaged in this manner, each momentum assignment will find its matching assignment in every diagram.

The additional reflections \((k_\perp, l_\perp) \leftrightarrow (-k_\perp, -l_\perp)\) in the transverse plane in eq. (5.4) are required for the factorization of collinear singularities in propagators which receive hard self energy and vertex corrections. The diagrams in question are shown in figure 12, for the case when the self energy or vertex corrections are on the electron side. The case when they appear on the positron side is completely analogous and is omitted from the figure as well as much of the later discussions. We will see below the role of reflections in the transverse planes when we study collinear limits involving these diagrams.

We will refer to the diagrams with an electron or positron self energy correction outside the gray off-shell subdiagram, from which the final-state photons emerge, as type \( \text{S} \), and
Figure 12. Diagrams requiring special treatment. We refer to the diagrams of the first line as type S, and of the second line as type V.

the diagrams with a QED vertex correction outside the gray photon emission blob as type V. For concreteness, we will assign $l$ to be the momentum of the virtual photon of the self energy or vertex sub-loop in type S and type V diagrams as in figure 12. This choice is simply a convention, since the integrand will be symmetrized according to eq. (5.4) in the end. We call all the other diagrams regular diagrams, decomposing the two-loop integrand as a sum of contributions from these three classes,

$$M^{(2)}_{\text{sym}} = [M^{(2)}_{\text{type S}} + M^{(2)}_{\text{type V}} + M^{(2)}_{\text{regular}}]_{\text{sym}},$$

where $M^{(2)}_{\text{sym}}$ denotes the full initial integrand with fixed momentum assignments and symmetrizations in eq. (5.3) for each of the terms on the right. We will not alter the integrand of $M^{(2)}_{\text{regular}}$ beyond these momentum symmetrizations, while $M^{(2)}_{\text{type S}}$ and $M^{(2)}_{\text{type V}}$ will require a somewhat more elaborate treatment.

5.1.2 Collinear regions in type S and type V diagrams

The diagrams in $M^{(2)}_{\text{type S}}$ and $M^{(2)}_{\text{type V}}$ of figure 12, until altered, do not exhibit factorization in all infrared singular limits locally. In this discussion, we demonstrate that local factorization can be achieved by overcoming three challenges, as summarized below and then elaborated upon.

1. Stronger than logarithmic divergences due to doubled fermion propagators,

2. apparent contributions of unphysical “loop polarizations” that are not compatible with factorization in collinear limits,
Figure 13. Illustration of the desired factorization property of type S diagrams in the collinear $k \parallel p_1$ limit. Prior to integration, the propagator denominator $(p_1 + k)^2$ appears twice, giving rise to power divergences in the collinear limit. Appropriate modifications of the diagrams are needed to reduce the divergence to a logarithmic one, so that we can apply the collinear approximations, in particular the polarization approximations eq. (3.18) with $q = k$ indicated by the triangle arrow.

3. and, finally, scaleless integrals appearing as self energy corrections to external legs.

The first challenge, which we encountered for photon self-energies in the previous section, is apparent in diagrams of type S, where self energy corrections to a fermionic propagator adjacent to an external electron or positron are inserted. These diagrams possess single-soft $k \to 0$ and collinear $k \parallel p_1$ singularities, whose strength is exacerbated by the presence of the self energy correction and the double occurrence of a denominator.⁷ A straightforward power counting shows power divergences, instead of tamer logarithmic divergences. A naive subtraction of the infrared divergences would require counterterms for both the leading and next-to-leading singular terms, while the factorization of $k \parallel p_1$ collinear singularities with the application of Ward identities, schematically illustrated in figure 13, would apply only to the leading terms. Of course, if we perform the integral over $l$, the amputated self energy diagram gives a result proportional to $p_1 + k$ which combines with the identical $p_1 + k$ from the numerator of the adjacent fermion propagator to cancel the extra $(p_1 + k)^2$ denominator, but this would not achieve our goal of fully local factorization.

The second challenge posed by “loop polarizations” emerges, for example, in the calculation of the collinear limit $k \to -xp_1$ in type V diagrams. Let us focus on the vertex subgraph given by eq. (3.34) multiplied with a common fermion propagator and a spinor

⁷A related discussion of double propagators can be found in ref. [94].
factor, as they appear in type V diagrams,

\[
\frac{-i e^3}{(p_1 + l + k)^2(p_1 + l)^2 j^2} \gamma_\mu (p_1 + l)^2 \gamma_\nu p_1 \gamma_\mu u(p_1)
\]

The tensor structure of the subgraph in the collinear limit is crucial for factorization. Analogous to the one-loop case in eq. (3.15), the term with the vector \(l_\nu\) in the numerator corresponds to a photon with a scalar polarization in the collinear limit. This term, when all Feynman diagrams of type V are summed and cancellations due to Ward identities are carried out, yields a factorized contribution in this limit. The \(l_\nu\) vector, on the other hand, corresponds to a photon with a random polarization, which we call “loop polarization”, and it is problematic. Ward-identity cancellations are not present for these terms. Before going on, we note that both loop polarization terms in (5.8) have one fewer propagator than the original diagram, and appear in integrals characteristic of self energies, rather than the full vertex. This feature will be used to advantage below.

The third challenge concerns the factorization of \(k \parallel p_2\) collinear singularities. Regular diagrams (i.e., not of type S or type V) factorize straightforwardly by Ward identities after using the collinear polarization approximation of eq. (3.19) with \(q = k\). But the sum of type S and type V diagrams, through Ward identities, becomes an expression which does not factorize into lower-loop amplitudes times an one-loop correction on the incoming positron \((p_2)\) leg, as illustrated in figure 14. Of course, this problem goes away if we do not attempt to formulate factorization locally; after integrating over the sub-loop \(l\), the self energy correction to the incoming electron line produces a factor of \(\bar{u}(p_1)\), which annihilates the massless external spinor \(u(p_1)\), and the right-hand side of figure 14 vanishes. However, in order to be able to construct local counterterms for the amplitude, we need to exhibit factorization at the integrand level. It is therefore our aim to rewrite the type S and type V diagram expressions so that the sum in figure 14 vanishes locally in the limit \(k \parallel p_2\). Later we will construct the modified vertex integrand, eq. (5.12) and modified self energy integrand, eq. (5.18), which exactly satisfy the desired Ward identity,

\[
\frac{\eta_2 k_\mu}{(k - \eta_2)^2 - \eta_2^2} V_{\text{mod}}^\mu + \frac{\eta_2 k_\mu}{(k - \eta_2)^2 - \eta_2^2} S_{\text{mod}}^\mu = 0, \quad \text{when } k \parallel p_2.
\]

as illustrated in figure 15.

**5.1.3 Strategy for factorizable vertex and self energy corrections**

In the following, local factorization is made possible by specifying modified one-loop vertex and self energy integrands for subdiagrams that appear adjacent to the incoming lines.
Figure 14. Illustration of the $k \parallel p_2$ collinear singularities when summing type S and type V diagrams. The sum is a non-factorized collinear singularity at the integrand level, and vanishes only after integration.

Figure 15. The exchange photon Ward identity for the modified integrands. This figure should be contrasted with figure 14 for the unmodified integrands, where the right-hand side is nonzero locally.

The modified integrands are designed to leave the integrated amplitudes unchanged in dimensional regularization. These modifications will apply to generic $e^- (p_1) + e^+ (p_2) \to \gamma^* (q_1) + \ldots + \gamma^* (q_n)$ amplitudes of an arbitrary photon multiplicity, $n$, in the final state, as well as to the two-loop $2 \to 1$ form factor. We will see that suitably modified integrands of the latter can serve as local IR counterterms of all other amplitudes in the class, providing a non-trivial two-loop generalization of the one-loop IR counterterm of eq. (3.24).

Each integral in the type S and type V diagrams of figure 12 is characterized by an internal loop momentum for the vertex or self energy, which we will denote as $l$, and the momentum of the exchanged photon, which we denote by $k$. As noted above, the loop labels will be symmetrized, but the arguments here will not require that.
In these diagrams, the singular regions can be denoted by seven pairs \((A, B)\). The first index, \(A\), refers to the loop momentum \(k\) and takes the values \(A = 1, 2, S, H\) when \(k\) is collinear to \(p_1\), collinear to \(p_2\), soft or hard respectively. Here “hard” means the typical hard momentum transfer scale of the process, for example, the energy of final-state photons, which are taken to be all of the same order. The second, \(B\), refers to the loop momentum \(l\), and can take the values \(B = 1, S, H\) only for the singular regions of these diagrams.

For all leading singular regions of the form \((A, B)\) where neither \(A\) nor \(B\) equals \(H\), there are no hard sub-integrals by definition. In these regions, \((1, 1), (2, 1), (S, 1)\), on-shell lines are attached to tree rather than one-loop subgraphs and the necessary Ward identities, based as always on eq. (3.20), work point-by-point in loop momentum space. The singularities factorize locally, and do not require any alterations of the functional form of the integrand. We can thus focus on “single limits”, \((1, H), (2, H), (S, H), (H, 1)\), where only one of the loop momenta becomes soft or collinear. We will now show how to treat the single-collinear limits. The region \((S, H)\) may be treated similarly to \((1, H)\).

To factorize the amplitude in the three single-collinear limits, where a collinear line attaches to a vertex carrying hard loop momentum, we will try to construct integrands that have four necessary and sufficient properties:

- In region \((1, H)\) (exchange photon \(k\) collinear to \(p_1\) and loop momentum \(l\) hard and fixed) there should be no “loop polarizations” in singular terms. Leading singular behavior in this region should arise only from terms in which the photon with momentum \(k^\mu\) is scalar-polarized, i.e., with a polarization vector proportional to \(p_1^\mu\) or \(k^\mu\), on the index that is contracted with the hard scattering subdiagram. This polarization is captured by the polarization approximation introduced in eq. (3.18).

- In the same region \((1, H)\), power-like singularities coming from doubled propagators in type S diagrams, shown in figure 12(a)-(b), should be reduced to no stronger than logarithmic.

- In region \((2, H)\) (\(k\) collinear to \(p_2\), \(l\) fixed), singular terms should obey the modified Ward identity for the scalar polarized photon of momentum \(k\) when it attaches to the type V vertex diagram on the \(p_1\) line or is adjacent to the type S self energy diagram, as in figure 15.

- The Ward identity for a scalar-polarized photon carrying loop momentum \(l\) in the region \((H, 1)\) (\(k\) hard and \(l\) collinear to \(p_1\)), illustrated in figure 16, is responsible for factorizing the \(l \parallel p_1\) singularity into a product of a singular collinear function and a one-loop amplitude with loop momentum \(k\). This identity is respected by the original Feynman diagram expressions and must remain valid after any modifications that we perform on type V diagrams. In practice this means that the modification of the type V diagram, which appears on the left-hand side of figure 16, should not change its singular behavior in the \(l \parallel p_1\) limit.
5.1.4 Modification of type V integrands

For type V diagrams in figure 12(c)-(d), i.e., QED vertex diagrams on an external fermion leg, with $k$ the exchanged photon and $l$ the loop momentum, the $l$ sub-loop integrand can be written as

$$
V_0^\mu(l,k,p_1) = -ie^3 \left[ \frac{(p_1^\mu + k^\mu)\gamma_\alpha(p_1^\mu + k^\mu + l^\mu)\gamma_\alpha(p_1^\mu + l^\mu)}{(p_1 + k)^2(p_1 + k + l)^2l^2(p_1 + l)^2} \right] u(p_1).
$$

Note that we have included the adjacent $(\not{p_1} + k)/(p_1 + k)^2$ fermion propagator in the expression for the vertex. The subscript in $V_0$ indicates that we will later modify this factor of the integrand.
After some Dirac algebra in \(d = 4 - 2\varepsilon\) dimensions, using identities such as \(\gamma_\alpha \gamma^\mu \gamma^\nu = 2\varepsilon \gamma^\mu \gamma^\nu - 2\gamma^\mu \gamma^\nu \gamma^\mu\), we find

\[
V_0^\mu(l, k, p_1) = \frac{2i\varepsilon^3}{(p_1 + k)^2} \left\{ (1 - \varepsilon) \frac{2(p_1^\mu + l^\mu)}{l^2(p_1 + l)^2} \left[ 1 - \frac{k^2 + (p_1 + l)^2}{(p_1 + k + l)^2} \right] \right. \\
- \frac{2(p_1^\mu + l^\mu)}{(p_1 + l)^2(p_1 + k + l)^2} + \left. \frac{2(p_1 + k)^\mu - \gamma^\mu k}{l^2(p_1 + k + l)^2} \right\} u(p_1). \tag{5.11}
\]

This factor includes all the dependence on loop momentum, \(l^\mu\). The overall denominator \( (p_1 + k)^2 \) produces a pinch for \(k\) collinear to \(p_1\) in combination with the denominator \(k^2\) of the propagator for the photon emerging from the one-loop vertex. Similarly, a pinch singularity is produced for \(l\) collinear to \(p_1\) due to the denominators \(l^2\) and \((l + p_1)^2\). Crucially, we observe that these two collinear singularities are disentangled. In particular, the terms in the first two lines of eq. (5.11) that are singular for both \(k \parallel p_1\) and \(l \parallel p_1\) cancel in the \(l \parallel p_1\) limit. Similarly, the final term of eq. (5.11), proportional to \(\not{p}_1 + \not{k}\), is suppressed in the \(k \parallel p_1\) limit and is singular only when \(l \parallel p_1\). This natural separation of the \((1, H)\) and \((H, 1)\) collinear regions allows us to modify terms of the integrand which contribute to the \(k \parallel p_1\) limit without affecting the singular behavior in the \(l \parallel p_1\) region.

Based on this, we propose to replace \(V_0^\mu\) in eq. (5.11) by an equivalent form, in which loop polarizations proportional to \(l^\mu\) are eliminated from terms that are singular when the exchanged photon momentum \(k\) becomes collinear to \(p_1\). This is done by averaging the full expression on the first line of eq. (5.11), containing the factor \((p_1^\mu + l^\mu)/[l^2(p_1 + l)^2]\), over a change of variables from \(l\) to \(-p_1 - l\), and by averaging over an analogous change of variables in the \(1/[(p_1 + l)^2(p_1 + k + l)^2]\) term of the second line, exchanging \(p_1 + l\) with \(- (p_1 + k + l)\). Finally, anticipating our treatment of region \((2, H)\), we explicitly write down the average \(k_T \leftrightarrow -k_T, l_T \leftrightarrow -l_T\), as required by the global symmetrization of eq. (5.3) applied to both regular diagrams and type S/type V diagrams, which we denote by a subscript \((T)\).

Note that in either limits \(k \parallel p_1\) or \(k \parallel p_2\), \(k_T\) is close to zero and the symmetrization is essentially just \(l_T \leftrightarrow -l_T\).

The resulting expression, only slightly more complicated than (5.11) is

\[
V_\text{mod}^\mu(l, k, p_1) \equiv \frac{2i\varepsilon^3}{(p_1 + k)^2} \left\{ (1 - \varepsilon) \frac{2(p_1^\mu + l^\mu)(k^2 + (\not{p}_1 + \not{l})\not{k})}{(p_1 + k + l)^2} \right. \\
+ \frac{l^\mu k}{(k - l)^2} + (1 - \varepsilon) \frac{k^\mu}{l^2(p_1 + k + l)^2} \left[ (\not{p}_1 + \not{k})\gamma^\mu + \frac{-(\not{p}_1 + \not{l})\gamma^\mu \not{k} + (\not{p}_1 + \not{l})\gamma^\mu (\not{p}_1 + \not{l})}{l^2(p_1 + l)^2(p_1 + k + l)^2} \right] \right\} u(p_1). \tag{5.12}
\]

On the right, we can readily confirm the absence of factorization-breaking loop polarizations for singular contributions in the region \((1, H)\). Explicit factors of \(l^\mu\) are suppressed in this...
region by the factor of $k$ acting on the Dirac spinor, or by an explicit factor of $k^2$. We emphasize that although $V^\mu_{\text{mod}}$ in (5.12) is not equal to $V^\mu_0$, its integral over $l$ gives exactly the same result, so that it can be used in place of $V^\mu_0$ in the calculation of the amplitude.

5.1.5 Modification of type S integrands

The type S self energy integrand is treated in a manner analogous to the type V vertex. We seek a functional form that can be combined with the expressions for the vertex in the Ward identity relevant to the region $(2,H)$, figure 15, when $k$ is collinear to $p_2$ and $l$ is hard. Here we shall simply present the form that will provide the correct combination, confirming that it is equivalent to the defining form of the self energy integrand, after integration.

We start with the integrand of the self energy subdiagram,

$$
\int d^4l S_0(l,p_1,k) = -ie^3(\hat{p}_1 + \hat{k})\frac{\gamma^\alpha(\hat{p}_1 + \hat{k} + \hat{l})\gamma_\alpha(\hat{p}_1 + \hat{k})}{(p_1 + k)^2} \frac{\gamma^\mu u(p_1)}{l^2(p_1 + k + l)^2 (p_1 + k)^2},
$$

(5.13)

which defines the original integrand, $S_0^\mu(l,p_1,k)$. Again we have included the adjacent $(\hat{p}_1 + \hat{k})/(p_1 + k)^2$ fermion propagator in the expression for the self energy, just as we did for the vertex. In this standard form, the factor $S_0$ has a double pole at $(p_1 + k)^2 = 0$, times the truncated self energy, which, after integration over $l$, leaves a single pole in the combination.

To get started, we easily symmetrize the integral over a change of variable,

$$
\int d^4l S_0(l,p_1,k) = \int d^4l \frac{1}{2} [S_0(l,p_1,k) + S_0(-p_1 - k - l,p_1,k)]
$$

$$
= ie^3(1 - \epsilon)\frac{(\hat{p}_1 + \hat{k})}{(p_1 + k)^2} \gamma^\mu u(p_1) \int d^4l \frac{1}{l^2(p_1 + l + k)^2},
$$

(5.14)

in which the single pole is explicit, and proportional to the scalar self energy integral.

Using the symmetries of the integral and the Dirac equation, there are many ways of finding an integrand for the $l$ integral that is equivalent to the ones found from (5.13) and (5.14). We shall find an expression that preserves the Ward identity for the exchange vector $k$ in regions $(1,H)$ and $(2,H)$. (We do not demand that the Ward identity be exact in other, finite regions.)
In our next step, we provide a form equivalent to (5.14), which is a simple combination of two terms, related by a change of variables,

\[ S_1^\mu(l, p_1, k) \equiv -e^3 \frac{i(1 - \epsilon)}{(p_1 + k)^2} \left[ \frac{\vec{k} - \vec{l}}{(p_1 + l)^2(k - l)^2} - \frac{\vec{p}_1 + \vec{k} - \vec{l}}{l^2(p_1 + k + l)^2} \right] \gamma^\mu u(p_1). \] (5.15)

To verify that the integral of \( S_1^\mu \) equals that of \( S_0^\mu \), it is only necessary to change variables to \( l' = l + k \) in the first term of (5.15). It is straightforward to check that this expression, together with the modified vertex expression, eq. (5.12), obeys the modified Ward identity in region (2, \( H \)) as in figure 15.

As it stands, however, eq. (5.15) is not quite what we want, because it introduces a new problem of loop polarizations, previously encountered in the unmodified type V diagrams, in region (1, \( H \)), where \( k \) is parallel to \( p_1 \). These arise from the components of \( l^\mu \) in both the \( p_2 \) and transverse directions.

To solve this problem, we will analyze the loop momentum in the numerators of eq. (5.15) in terms of components parallel and transverse to the incoming momenta \( p_1 \) and \( p_2 \),

\[ l^\mu = \frac{l \cdot p_2}{p_1 \cdot p_2} p_1^\mu + \frac{l \cdot p_1}{p_1 \cdot p_2} p_2^\mu + l_T^\mu. \] (5.16)

We will perform a symmetrization only for the \( p_2 \) light-cone component in the two numerators of eq. (5.15). We leave the \( p_1 \) light-cone component and the transverse components intact. This partial tensor reduction introduces modified versions of the loop momentum vector, \( \vec{l}_+^\mu \) and \( \vec{l}_-^\mu \), defined by

\[ \vec{l}_\pm^\mu = \frac{l \cdot p_2}{p_1 \cdot p_2} p_1^\mu \pm \frac{1}{2} \frac{k \cdot p_1}{p_1 \cdot p_2} p_2^\mu + l_T^\mu. \] (5.17)

in the two numerators. It is a simple exercise to show that replacing \( l \) by \( \vec{l}_+ \) (or \( \vec{l}_- \)) in the first (second) term in the square bracket of eq. (5.15) does not change the result after integration over \( l \). The resulting expression is,

\[ S_{\text{mod}}^\mu(l, p_1, k) \equiv -ie^3 \frac{(1 - \epsilon)}{(p_1 + k)^2} \left[ \frac{\vec{k} - \vec{l}_+}{(p_1 + l)^2(k - l)^2} - \frac{\vec{p}_1 + \vec{k} - \vec{l}_-}{l^2(p_1 + k + l)^2} \right] \gamma^\mu u(p_1). \] (5.18)

We are again using \( \langle T \rangle \) to denote the transverse part of the global symmetrization eq. (5.3). This is our final form for the type S self energy diagram of figure 12(a)-(b).

Eliminating the \( p_2 \) light-cone component of \( l \) removes its contributions to “loop polarizations”. The transverse component of \( l \), which also gives rise to loop polarizations, is eliminated in the \( k \parallel p_1 \) limit by averaging with a global reflection of the amplitude on the transverse plane in eq. (5.3). This reflection is implicitly applied to every term of the amplitude integrand. Under this transverse reflection and averaging, the denominators in eq. (5.18) are unchanged, but the \( l_T \) parts of the numerators cancel.

The transverse symmetrization is specifically designed to eliminate the “loop polarization” problem of the type S. Although this appears to be of a limited scope, the transverse...
symmetrization needs to be applied globally, i.e. to all diagrams as in eq. (5.3), to preserve
the interconnected web of Ward identity relations that enable factorization of divergences
in a variety of other collinear limits.

5.2 Summary and validation of modified amplitude integrand in single-collinear
limits

We have now arrived at an alternative expression for the two-loop amplitude which solves
the challenges of the original form. We first specified the assignments of loop momenta in
all Feynman diagrams of the two-loop integrand \( M^{(2)}(k,l) \), derived in the Feynman gauge,
in eq. (5.1). Then we manipulated the integrand in the following manner.

1. For type V diagrams, i.e. vertex corrections adjacent to external fermion lines as
illustrated in figure 12(c)-(d), we modified the integrand expression \( V^\mu_0 \) in eq. (5.10)
into \( V^\mu_{mod} \) in eq. (5.12) which is identical after integration.

2. For type S diagrams, i.e. self energy corrections adjacent to external fermion lines as
illustrated in figure 12(a)-(b), we modified the integrand expression \( S^\mu_0 \) in eq. (5.13)
into \( S^\mu_{mod} \) in eq. (5.18).

3. For analogous type S and type V diagrams with self energy or vertex corrections
adjacent to positron lines, the corresponding modifications are obtained by reflection.

4. A four-fold symmetrization of the integrand (including all diagrams, some of which
have been modified) is performed as in eq. (5.4).

The outcome is a modified integrand, which is a sum of three contributions, as in eq. (5.7),
now written as

\[
M^{(2)}(k,l) = \left[ M^{(2)}_{type\, S} + M^{(2)}_{type\, V} \right]_{\text{modified}} + M^{(2)}_{\text{regular}},
\]

(5.19)

with the modified self energy and vertex integrands specified by eqs. (5.18) and (5.12),
respectively. The symmetrizations of eq. (5.4) are understood. This will be the starting
point for subtraction of infrared and ultraviolet divergences at the integrand level. The
same modifications will be applied to two-loop form factor subtractions.

Before we proceed with the subtraction of infrared divergences, we will verify that
indeed the new integrand possesses the promised factorization properties. Specifically, below,
we will show analytically that in the regions \((H, 1)\) and \((2, H)\), which were problematic
originally, Ward identities and factorizations are now realized locally in momentum space.
Factorization in the \((1, H)\) region is self-evident by the absence of loop-polarizations in
eq. (5.12) and (5.18) and we do not discuss it any further.

5.2.1 Factorization in region \((H, 1)\)

To test for the desired property in region \((H, 1)\) \((l\) collinear to \(p_1)\), we can replace the
loop momentum vector \(l^\mu\) by \(-(1 - x)p_1^\mu\) with \(1 > x > 0\) in eq. (5.12), except in the
singular denominators, \(l^2\) and \((p_1 + l)^2\). At fixed, off-shell \(k\), we expect the photon carrying
momentum $l$ to satisfy a tree-level Ward identity, giving one term that factorizes $l$ and $k$ dependence, and another term in which they are linked, as shown in figure 16. The latter term will cancel against other diagrams that are singular when $l$ is collinear to $p_1$. Explicit calculation confirms that in the $l \to -(1 - x)p_1$ limit, singular behavior follows the expected pattern.

As noted above, the vertex $V_{\text{mod}}^\mu$, eq. (5.12), is identical to the original form in this region, so we are just exhibiting how this works. Applying the Dirac equation and $p_1^2 = 0$ to the averaged vertex, eq. (5.12), the singular part of the vertex diagram is the collection of terms proportional to the symmetric factor $1/l^2(p_1 + l)^2$. These terms (which are even in $l_T$) are given, in detail, by

$$
\lim_{l \to -(1-x)p_1} [(p_1 + l)^2 l^2 V_{\text{mod}}^\mu] = \frac{2ie^3}{(p_1 + k)^2} \left\{ p_1^\mu - \frac{x(k^2 + x\hat{p}_1\hat{k}) p_1^\mu}{k^2 + 2xp_1 \cdot k} \right. \\
- \left. \frac{x(k^2 + (1-x)\hat{p}_1\hat{k}) p_1^\mu}{k^2 + 2xp_1 \cdot k} + \frac{\hat{p}_1 + \hat{k}}{k^2 + 2xp_1 \cdot k} \right\} u(p_1) \\
= -\frac{2ie^3}{(p_1 + k)^2} \left\{ \frac{x(\hat{p}_1\hat{k})}{(k + xp_1)^2} \right\} \gamma^\mu u(p_1), \tag{5.20}
$$

where the second form results from the cancellation of all terms proportional to $p_1^\mu$, and where we have observed that the Dirac equation implies $\hat{p}_1\gamma^\mu\hat{k} u(p_1) = -\hat{p}_1\hat{k}\gamma^\mu u(p_1)$. A little further rewriting shows that this result equals the sum of terms associated with the Ward identity for a scalar-polarized vector particle, connecting a lowest-order jet with one of the diagrams of the one-loop hard subdiagram,

$$
\lim_{l \to -(1-x)p_1} [(p_1 + l)^2 l^2 V_{\text{mod}}^\mu] = \lim_{l \to -(1-x)p_1} [(p_1 + l)^2 l^2 V_0^\mu] \\
= -ie^3 \frac{2x}{1 - x} \left[ \frac{1}{(x\hat{p}_1 + \hat{k})} - \frac{1}{(\hat{p}_1 + \hat{k})} \right] \gamma^\mu u(p_1). \tag{5.21}
$$

This Ward identity is the expected one, and is represented in figure 16.

### 5.2.2 Region (2, $H$) and the $k$ Ward Identity

The final step is to verify that the Ward identity for the exchanged photon, figure 15, is respected by our modified integrand, eq. (5.12), once it is added to the appropriately-modified self energy, eq. (5.18). Since we are interested in the behavior of the integral in the $k$ collinear to $p_2$ region, (2, $H$), we can approximately set $k^2 = 0$, which simplifies the algebra considerably. Straightforward algebra and the Dirac equation then yield the relatively simple expression

$$
k_\mu V_{\text{mod}}^\mu (l, k, p_1)_{k^2 = 0} = -ie^3 \frac{(1 - \epsilon)}{(p_1 + k)^2} \left[ \frac{(\hat{p}_1 - \hat{l})\hat{k}}{(p_1 + k + l)^2 l^2} + \frac{\hat{l}\hat{k}}{(k - l)^2 (p_1 + l)^2} \right] u(p_1). \tag{5.22}
$$
To this expression, we will add the self energy integrand. Neglecting terms that vanish at $k^2 = 0$, we find

$$k_{\mu} V^\mu_{\text{mod}}(l,k,p_1)|_{k^2=0} + k_{\mu} S^\mu_{\text{mod}}(l,k,p_1)|_{k^2=0} = -ie^3 \frac{(1 - \epsilon)(p_1 + k)}{(p_1 + k)^2} \left[ \frac{(\mathcal{I} - \mathcal{I}_\pm)\mathcal{I}}{(p_1 + k + \mathcal{I})^2} + \frac{(\mathcal{I} - \mathcal{I}_+\mathcal{I})\mathcal{I}}{(k - \mathcal{I})^2(p_1 + \mathcal{I})^2} \right] u(p_1). \quad (5.23)$$

Given that

$$(\mathcal{I} - \mathcal{I}_\pm)\mathcal{I}_2 = 0, \quad (5.24)$$

we verify,

$$k_{\mu} V^\mu_{\text{mod}}(l,k,p_1)|_{k^2=0} + k_{\mu} S^\mu_{\text{mod}}(l,k,p_1)|_{k^2=0} = 0, \quad k \parallel p_2, \quad (5.25)$$

and thus the factorization is complete on a point-by-point basis, as illustrated in figure 15. This takes care of the $(2, H)$ region. Of course, to get the point-by-point Ward identity, we had to use consistent routing of momenta in the vertex and self energy diagrams, and that is what our modifications were designed to achieve.

### 5.3 Two-loop “form factor” infrared counterterms

The amplitude integrands prepared in the previous subsections have the property that they factorize in all infrared limits. As a result of this factorization, infrared singular factors are common to all $e^-(p_1) + e^+(p_2) \rightarrow \gamma^*(q_1) + \ldots + \gamma^*(q_n)$ amplitudes for arbitrary numbers of photons in the final state. In particular, the same singular factors are found in the $2 \rightarrow 1$ “form factor” amplitude, which will enable us to use this simpler process to organize the infrared structure of the entire class of processes. As discussed in section 2, this universality is known to hold once loop momentum integrations are carried out. In this discussion, we have made the ingredients for factorization manifest at the level of integrands in the class of diagrams that we discuss.

To exploit this universality, we begin as in the one-loop case, and generate integrands for the form factor, now with modified vertex and self energy integrands, joining them to the tree level amplitudes for $e^-(p_1) + e^+(p_2) \rightarrow \gamma^*(q_1) + \ldots + \gamma^*(q_n)$. We depict again the one-loop and two-loop form factor functionals, following the notations of eqs. (2.14) and (3.25), as in figures 1 and 2, which we reproduce here as equations for ease of discussion,

$$\mathcal{F}^{(1)} [P_1TP_1] = \quad (5.26)$$
The loop momenta in the form factor amplitude are assigned and symmetrized with an identical procedure as that described in subsection 5.1 for the generic $e^{-}(p_1) + e^{+}(p_2) \rightarrow \gamma^{\ast}(q_1) + \ldots + \gamma^{\ast}(q_n)$ amplitudes. For concreteness, we have made specific assignments on the $k, l$ labels to the virtual photons exchanged among fermion lines in the form factor diagrams. The averaging over loop momentum routings and transverse loop momentum reflections of eq. (5.4) is understood implicitly. Type S self energy and type V vertex subgraphs in the last four diagrams of eq. (5.27) are modified with the extra symmetrizations explained in subsection 5.1, just as the diagrams in figure 12.

The squared vertex in each figure represents a matrix in spinor space, in between a pair of $\mathbf{P}_1 \equiv \frac{p_1 \cdot p_2}{2p_1 \cdot p_2}$ projectors, eq. (2.9). $T$ captures contributions from amplitude propagators which remain off-shell in infrared limits where either $k$ and/or $l$ vanish. As such, and due to factorization, it is independent of the loop momenta assigned to the virtual photons outside the squared vertex in the above diagrams. For our purposes, $T$ will stand for a tree amplitude integrand, independent of both $k$ and $l$, inserted in the one-loop and two-loop form factor of eqs. (5.26) and (5.27), or a one-loop amplitude integrand, depending on the loop momentum $l$, inserted in the one-loop form factor of eq. (5.26).

We have explained in section 3 how an infrared finite remainder of the one-loop amplitude integrand is derived with the use of a one-loop form factor subtraction at the level of the integrand. We recall here the final result at one loop of eqs. (3.32), equivalent to eqs. (3.25) and (3.24),

$$\mathcal{M}_{\text{IR−finite}}^{(1)} = \mathcal{M}^{(1)} - \mathcal{F}^{(1)} \left[ \mathbf{P}_1 \tilde{\mathcal{M}}^{(0)} \mathbf{P}_1 \right].$$

This result is the form we would like to generalize, including the treatment of its induced ultraviolet singularities.

We are now ready to discuss the subtraction of infrared singularities for the two-loop amplitude. Starting from the modified two-loop integrand $\mathcal{M}^{(2)}$ constructed in subsection 5.1, we will first subtract a “global” counterterm that simultaneously cancels all singularities in “double-IR” limits in which both loop momenta $k$ and $l$ are soft or collinear to incoming fermion lines, e.g., the double-soft limit with $k^\mu, l^\mu$ much less than the hard scales, the soft-collinear limit with $k^\mu$ soft, $l \parallel p_i$ (here $i = 1$ or 2), the limit of two collinear pairs

\[ \mathcal{F}^{(2)}[\mathbf{P}_1 T \mathbf{P}_1] = \]

\[ \mathbf{P}_1 \tilde{\mathcal{M}}^{(0)} \mathbf{P}_1 \]

\[ \mathbf{P}_1 \tilde{\mathcal{M}}^{(0)} \mathbf{P}_1 \]
with $k \parallel p_1, l \parallel p_2$, and the two-loop collinear limit with $k, l \parallel p_i$. This global double-IR counterterm is precisely the set of diagrams given in eq. (5.27),

$$\mathcal{R}_{\text{double-IR}} \mathcal{M}^{(2)} = \mathcal{F}^{(2)} \left[ P_1 \tilde{\mathcal{M}}^{(0)} P_1 \right],$$

where we use the two-loop form factor as a local approximation of all double-infrared singularities. The subtraction gives

$$\mathcal{M}^{(2)}_{\text{double-IR-finite}} = \mathcal{M}^{(2)} - \mathcal{F}^{(2)} \left[ P_1 \tilde{\mathcal{M}}^{(0)} P_1 \right],$$

in which we recognize the beginning of the pattern of the two-loop finite remainder, eq. (2.22), so far with a subtraction only for the double-IR limits. The modification of type S and type V diagrams is understood in these expressions to match the behavior of the modified amplitude, as described above.

Next we must subtract a counterterm that cancels all remaining singularities in “single-IR” limits, where one of the two loop momenta becomes either soft (single-soft) or collinear (single-collinear) to the incoming electron or positron, and one loop becomes hard while flowing through the short-distance subdiagram. (Type S and type V diagrams, in which a potentially hard loop is disconnected from the hard scattering are already taken care of.) For this, we are seeking an approximation of the two-loop integrand remainder after the subtraction of the double-IR singularities,

$$\mathcal{R}_{\text{single-IR}} \mathcal{M}^{(2)}_{\text{double-IR-finite}} = \mathcal{R}_{\text{single-IR}} \left( \mathcal{M}^{(2)} - \mathcal{F}^{(2)} \left[ P_1 \tilde{\mathcal{M}}^{(0)} P_1 \right] \right).$$

Due to the local factorization properties of our amplitude integrand, the single-IR singularities of the two-loop amplitude factorize in terms of a one-loop amplitude with hard momentum and a universal factor, which is the same for any number of photons in the final state and can be approximated with a one-loop form factor integrand. The factorization can be easily derived by using Ward identities, analogous to the one-loop case. For example, figure 17 illustrates the factorization of singularities in the single-collinear limit $k \parallel p_1$ in the sum of a class of diagrams. Factorization implies that the full contribution of regions in the amplitude where one loop is infrared and one hard is given by the product of the one-loop integrand in eq. (2.21) and the one-loop form factor integrand,

$$\mathcal{R}_{\text{single-IR}} \mathcal{M}^{(2)} = \mathcal{F}^{(1)} \left[ P_1 \tilde{\mathcal{M}}^{(1)} P_1 \right].$$

Similarly, we remove the single-IR limit from the two-loop form factor counterterm,

$$\mathcal{R}_{\text{single-IR}} \mathcal{F}^{(2)} \left[ P_1 \tilde{\mathcal{M}}^{(0)} P_1 \right] = \mathcal{F}^{(1)} \left[ P_1 \mathcal{F}^{(1)} \left[ P_1 \tilde{\mathcal{M}}^{(0)} P_1 \right] P_1 \right].$$

The above compact notation corresponds to the following momentum representation

$$\mathcal{F}^{(1)} \left[ P_1 \mathcal{F}^{(1)} \left[ P_1 \tilde{\mathcal{M}}^{(0)} P_1 \right] P_1 \right] = \frac{-e^4}{4} \bar{\nu}(p_2) \gamma^\mu \frac{1}{k - p_2} \times P_1 \gamma^\nu \frac{1}{f - p_2} P_1 \tilde{\mathcal{M}}^{(0)} P_1 \frac{1}{f + p_1} \gamma^\nu P_1 \times \frac{1}{k + p_1} \gamma^\mu u(p_1) + \text{(3 symmetric terms of eq. (5.4))}.$$

(5.34)
Combining, eq. (5.32) and eq. (5.33) into eq. (5.31) we have that

\[
\mathcal{R}_{\text{single-IR}} \mathcal{M}_{\text{double-IR-finite}}^{(2)} = \mathcal{R}_{\text{single-IR}} \left( \mathcal{M}^{(2)} - \mathcal{F}^{(2)} \left[ \mathbf{P}_1 \tilde{\mathcal{M}}^{(0)} \mathbf{P}_1 \right] \right) \\
= \mathcal{F}^{(1)} \left[ \mathbf{P}_1 \tilde{\mathcal{M}}^{(1)} \mathbf{P}_1 \right] - \mathcal{F}^{(1)} \left[ \mathbf{P}_1 \mathcal{F}^{(1)} \left[ \mathbf{P}_1 \tilde{\mathcal{M}}^{(0)} \mathbf{P}_1 \right] \mathbf{P}_1 \right] \\
= \mathcal{F}^{(1)} \left[ \mathbf{P}_1 \left( \tilde{\mathcal{M}}^{(1)} - \mathcal{F}^{(1)} \left[ \mathbf{P}_1 \tilde{\mathcal{M}}^{(0)} \mathbf{P}_1 \right] \right) \mathbf{P}_1 \right] \\
= \mathcal{F}^{(1)} \left[ \mathbf{P}_1 \tilde{\mathcal{M}}^{(1)}_{\text{IR-finite}} \mathbf{P}_1 \right],
\]

(5.35)

where \( \tilde{\mathcal{M}}^{(1)}_{\text{IR-finite}} \) is given by eqs. (3.32) using (3.24), removing the external spinors. This provides the second IR subtraction in eq. (2.22).

We recall from the discussion at the end of section 2 that the \( \mathbf{P}_1 \) projectors play an important role in eq. (5.35) in preventing the introduction of spurious IR singularities. Let us examine their action here, in the momentum representation of the above counterterm, which reads

\[
\mathcal{F}^{(1)} \left[ \mathbf{P}_1 \tilde{\mathcal{M}}^{(1)}_{\text{IR-finite}} \mathbf{P}_1 \right] = \frac{-ie^2}{4} \bar{\upsilon}(p_2) \gamma^\mu \frac{1}{l - p_2} \mathbf{P}_1 \tilde{\mathcal{M}}^{(1)}_{\text{IR-finite}}(k) \mathbf{P}_1 \frac{1}{l + p_1} \gamma_\mu \upsilon(p_1) \\
+ 3 \text{ symmetric terms of eq. (5.4).}
\]

(5.36)

In a collinear limit such as \( k \parallel p_1 \) of eq. (3.32), the factor \( \tilde{\mathcal{M}}^{(1)}_{\text{IR-finite}} \), which is defined without external spinors, is actually divergent. The divergence arises from terms of the amplitude that vanish in the Ward identity by the equation of motion for the external fermions. Such
non-factoring terms cannot be canceled by a form factor subtraction. However, given that $\tilde{\mathcal{M}}_{\text{IR-finite}}^{(1)}$ is positioned in between a pair of projectors which play the role of the external spinors, in the sense that $p_1 P_1 = P_1 p_2 = 0$, these singularities are guaranteed to vanish. In the absence of the projectors, such singularities vanish only in regions where the other loop momentum $l$ is soft or collinear to one of the incoming particles.

In conclusion, we have arrived at a compact preliminary result for the finite remainder, subtracted for all infrared limits of our modified two-loop amplitudes,

$$\mathcal{M}_{\text{IR-finite}}^{(2)} = \mathcal{M}^{(2)} - \mathcal{F}^{(2)} \left[ P_1 \tilde{\mathcal{M}}^{(0)} P_1 \right] - \mathcal{F}^{(1)} \left[ P_1 \tilde{\mathcal{M}}^{(1)}_{\text{IR-finite}} P_1 \right].$$  \hspace{1cm} (5.37)

Effectively, this is eq. (2.22) before subtractions for UV behavior are carried out. Eq. (5.37) is valid locally, and the right-hand side is free of nonintegrable infrared behavior at all points in the integration domain of the loop momenta. It is worth pointing out that the number of IR counterterms in this expression is smaller than the number of diagrams that contribute to the amplitude.

5.4 Ultraviolet singularities of the photonic two-loop amplitude $\mathcal{M}^{(2)}$

The integrand $\mathcal{M}_{\text{IR-finite}}^{(2)}$ defined by eq. (5.37) can be thought of as an unrenormalized two-loop amplitude with its infrared singularities subtracted. However, the integral of this amplitude remainder is still singular in the ultraviolet limits $k \to \infty$ and/or $l \to \infty$. To complete our work, we need to remove these ultraviolet singularities from the integrand as well.

Our aim will be to construct ultraviolet counterterms that reflect the structure on the right-hand side of eq. (5.37). As above, we denote them by the action of an operator $R_{\text{UV}}$, so that, schematically,

$$R_{\text{UV}} \mathcal{M}_{\text{IR-finite}}^{(2)} = R_{\text{UV}} \mathcal{M}^{(2)} - R_{\text{UV}} \mathcal{F}^{(2)} \left[ P_1 \tilde{\mathcal{M}}^{(0)} P_1 \right] - R_{\text{UV}} \mathcal{F}^{(1)} \left[ P_1 \tilde{\mathcal{M}}^{(1)}_{\text{IR-finite}} P_1 \right].$$  \hspace{1cm} (5.38)

The first term in eq. (5.38) removes the ultraviolet singularities of the two-loop amplitude integrand $\mathcal{M}^{(2)}$

$$\mathcal{M}^{(2)} - R_{\text{UV}} \mathcal{M}^{(2)} = \mathcal{M}^{(2)}_{\text{UV-finite}}.$$  \hspace{1cm} (5.39)

Similarly, the second term in eq. (5.38) cancels the ultraviolet singularities in the two-loop form factor integrals of $\mathcal{F}^{(2)}$ which serves as a counterterm of double infrared singularities,

$$\mathcal{F}^{(2)} \left[ P_1 \tilde{\mathcal{M}}^{(0)} P_1 \right] - R_{\text{UV}} \mathcal{F}^{(2)} \left[ P_1 \tilde{\mathcal{M}}^{(0)} P_1 \right] = \mathcal{F}^{(2)}_{\text{UV-finite}} \left[ P_1 \tilde{\mathcal{M}}^{(0)} P_1 \right].$$  \hspace{1cm} (5.40)

The last term in eq. (5.38) must remove ultraviolet singularities from both the one-loop form factor integral of $\mathcal{F}^{(1)}$ and its one-loop infrared-subtracted amplitude kernel $P_1 \tilde{\mathcal{M}}^{(1)}_{\text{IR-finite}} P_1$,

$$\mathcal{F}^{(1)} \left[ P_1 \tilde{\mathcal{M}}^{(1)}_{\text{IR-finite}} P_1 \right] - R_{\text{UV}} \mathcal{F}^{(1)} \left[ P_1 \tilde{\mathcal{M}}^{(1)}_{\text{IR-finite}} P_1 \right] = \mathcal{F}^{(1)}_{\text{UV-finite}} \left[ P_1 \tilde{\mathcal{M}}^{(1)}_{\text{IR-finite}} P_1 \right].$$  \hspace{1cm} (5.41)

We will produce the desired ultraviolet approximations in the equations above analogously to the quantum field theoretical procedure of ultraviolet renormalization, by introducing
diagrammatic counterterms. These will have the effect of removing ultraviolet singularities from one-loop and two-loop propagator and vertex subgraphs whenever they appear in diagrams of the one-loop $\mathcal{M}^{(1)}$ and two-loop $\mathcal{M}^{(2)}$ amplitudes as well as the one-loop $\mathcal{F}^{(1)}$ and two-loop $\mathcal{F}^{(2)}$ form factor integrals. Our diagrammatic counterterms will be local in both momentum and coordinate space. Their integrands are functions of the loop momenta, which will combine with corresponding two-loop integrands to give convergent results. However, upon analytic integration of their loop momenta, their integrated values will also match the known poles of QED counterterms in the dimensional regulation parameter $\epsilon$ (common to any renormalization scheme).

This local renormalization procedure completes the integrand decomposition of the two-loop bare amplitude into

$$\mathcal{M}^{(2)} = \mathcal{M}^{(2)}_{\text{singular}} + \mathcal{M}^{(2)}_{\text{finite}},$$

where all ultraviolet and infrared singularities reside in the first term, $\mathcal{M}^{(2)}_{\text{singular}}$, of the right-hand side and the second term $\mathcal{M}^{(2)}_{\text{finite}}$ is completely free of non-integrable singularities in $d = 4$ dimensions. The finite remainder is given by eq. (2.22), reproduced here,

$$\mathcal{M}^{(2)}_{\text{finite}} = \mathcal{M}^{(2)}_{\text{UV-finite}} - \mathcal{F}^{(2)}_{\text{UV-finite}} \left[ P_1 \mathcal{M}^{(0)} \right] P_1 - \mathcal{F}^{(1)}_{\text{UV-finite}} \left[ P_1 \mathcal{M}^{(1)}_{\text{finite}} P_1 \right],$$

where all terms on the right-hand side are convergent in the $k \to \infty$ and/or $l \to \infty$ limits while their sum is free of any infrared singularities. $\mathcal{M}^{(2)}_{\text{singular}}$ is a sum of ultraviolet finite form factor one-loop and two-loop amplitudes whose analytic integration involves well-known integrals [194, 195] and standard reduction methods. The integration of $\mathcal{M}^{(2)}_{\text{singular}}$ over the loop momenta in dimensional regularization will be presented in a separate publication.

In section 3, we explained in detail the derivation of local ultraviolet counterterms for the diagrams in $\mathcal{M}^{(1)}$ and $\mathcal{F}^{(1)}$. We use these counterterms at two loops as well, in order to cancel ultraviolet singularities from one-loop propagator and vertex subgraphs in diagrams of $\mathcal{M}^{(2)}$ and $\mathcal{F}^{(2)}$. We will elaborate below essential infrared properties of their corresponding counterterm diagrams in configurations where one of the loop momenta is in the ultraviolet region and the other is in an infrared singular region. We will then extend the derivation of one-loop counterterms of one-loop self energy and vertex subgraphs for the modified integrands as they appear in type S and type V diagrams. Finally, we will discuss how to derive counterterms which respect infrared factorization, when both loop momenta tend to infinity.

### 5.4.1 One-loop ultraviolet counterterms in regular diagrams

In section 3, we derived one-loop local ultraviolet counterterms for the one-loop QED vertex and electron self energy graphs, eqs. (3.37) and (3.38), respectively. Our approach for their construction aimed to address the following problem. When a loop momentum, for example $k$, is taken to an infinite value, the second loop momentum $l$ is unrestricted and can assume values which give rise to infrared singularities. For such loop momentum configurations, simultaneous subtractions are required for both ultraviolet and soft
or collinear singularities. However, a naive introduction of ultraviolet counterterms could spoil the factorization of collinear singularities.

To address this complication, in section 3 we introduced local ultraviolet counterterms for the one-loop electron propagator and the one-loop electron-electron-photon vertex that respect the QED Ward identity. Let us examine the function of the counterterms of eq. (3.37) and (3.38), for diagrams in $\mathcal{M}^{(2)}_{\text{regular}}$ such as the ones illustrated in figure 18. The corresponding counterterm diagrams, in which the ultraviolet limit is approximated by eqs. (3.37) and (3.38), exhibit the same cancellations of collinear singularities that occur in the original diagrams. The pattern of the Ward identity for the collinear regions of counterterm diagrams is illustrated in figure 19.

Therefore, our construction of ultraviolet counterterms ensures that collinear singularities associated with the non-UV loop remain in a factorized form. This factorized singularity can then be precisely canceled by the form factor amplitude $F^{(1)}_{\text{UV-finite}} \left[ P_1 \tilde{M}^{(1)}_{\text{finite}} P_1 \right]$ in eq. (5.43). We remark that for this cancellation to occur, it is important that the local vertex of the form factor counterterm, $P_1 \tilde{M}^{(1)}_{\text{finite}} P_1$, is UV regularized by the use of the same counterterms for one-loop self energy and vertex graphs as those we have used in $\mathcal{M}^{(2)}_{\text{regular}}$.
Figure 19. Illustration of a Ward identity that must be satisfied by the UV counterterms for one-loop self energy and vertex subgraphs. Note that we are referring to counterterms at the integrand level, and the counterterm designations in the figure correspond to functions whose dependence on the loop momentum \( l \) is suppressed in the notation.

## 5.4.2 One-loop ultraviolet counterterms specific to type S and type V diagrams

To complete the derivation of one-loop ultraviolet counterterms for \( \mathcal{M}^{(2)} \) we have to discuss the ultraviolet limit of the integrand of one-loop vertex and self energy subgraphs in type V and type S diagrams, which we have cast in a modified form.

In the large \( l \) limit, the modified vertex expression of eq. (5.12) is logarithmically divergent, so we can easily write down its UV subdivergence counterterm by taking the leading large-\( l \) limit of the expression,

\[
\mathcal{R}_{l \to \infty} V_{\text{mod}}^\mu = \frac{2ie^3(1-\epsilon)}{(p_1 + k)^2(l^2 - M^2)^2} \left[ p_1^\mu + k^\mu - (p_1 + k)\gamma^\mu - \frac{2l^\mu k^\nu}{l^2 - M^2} \right] u(p_1). \tag{5.44}
\]

Though the original type S electron self energy expression eq. (5.13) is linearly divergent in the limit of large \( l \), our equivalent form of eq. (5.18) is only logarithmically divergent. This allows us to easily write down the UV counterterm

\[
\mathcal{R}_{l \to \infty} S_{\text{mod}}^\mu = \frac{i(1-\epsilon)}{(p_1 + k)^2(l^2 - M^2)^2} \left[ p_1 + \vec{I}_+ - \vec{I}_- + \frac{(\vec{I}_+ + \vec{I}_-)}{(l^2 - M^2)} 2k \cdot l \right] \gamma^\mu u(p_1). \tag{5.45}
\]
The symmetrization of the transverse components of the loop momentum ensures that those momenta remain UV finite when \( k \) is collinear to either \( p_1 \) or \( p_2 \).

Importantly, the above counterterms eqs. (5.44) and (5.45) satisfy the necessary Ward identity for factorization (or rather, cancellation) of the singularity in the limit \( k \parallel p_2 \), analogous to eq. (5.9),

\[
\left. k_\mu \mathcal{R}_{l \to \infty} S^\mu_{\text{mod.}} \right|_{k \to yp_2} = - \left. k_\mu \mathcal{R}_{l \to \infty} V^\mu_{\text{mod.}} \right|_{k \to yp_2} . \tag{5.46}
\]

Because of this result, the UV counterterms do not re-introduce unfactorized collinear singularities when \( k \parallel p_2 \). It is also easy to check that in the limit \( k \parallel p_1 \), the above counterterms do not re-introduce the “loop polarization” problem. In these results the transverse symmetrizations in eqs. (5.44) and (5.45) are necessary.

Type S and type V diagrams are also present in the two-loop form factor amplitude \( F^{(2)} \), which we have used as an infrared counterterm on the right-hand side of eq. (5.37). Consistently, we use the expressions of eq. (5.44) and eq. (5.45) as ultraviolet counterterms in the form factor \( F^{(2)} \) as well.

### 5.4.3 One-loop ultraviolet counterterms specific to the form factor \( F^{(1)} \) and \( F^{(2)} \) amplitudes

In subsections 5.4.1 and 5.4.2, we constructed ultraviolet counterterms for one-loop vertex and self energy graphs in regular diagrams as well as type S and type V diagrams. Additional ultraviolet counterterms are needed for one-loop vertex subgraphs in the form factor \( F^{(1)} \) and \( F^{(2)} \) amplitudes on the right-hand side of eq. (5.37)

The ultraviolet singularity of \( F^{(1)} \) (similar to the usual QED one-loop vertex) has already been encountered in eq. (3.42). The same singularity appears in \( F^{(2)} \), for which a sample diagram is shown of figure 20. The large-\( l \) limit in figure 20 is singular and the singularity can be also subtracted by a counterterm that is identical to the square bracket of eq. (3.42).
Next we construct a one-loop ultraviolet counterterm for the last term in eq. (5.37) with a momentum representation\(^8\)

\[
\mathcal{F}^{(1)} \left[ P_1 \tilde{\mathcal{M}}_{\text{IR-finite}}^{(1)}(l) P_1 \right] = \bar{v}(p_2) \left[ (-ie^2) \frac{\gamma_\mu (k - p_2) P_1 \tilde{\mathcal{M}}_{\text{IR-finite}}^{(1)}(l) P_1 (k + p_1) \gamma_\mu}{k^2 (k + p_1)^2 (k - p_2)^2} \right] u(p_1).
\]

(5.47)

The subtraction of the one-loop singularity as \(l\) becomes large, by using the counterterms of eq. (3.41) and eq. (3.42), turns \(\tilde{\mathcal{M}}_{\text{IR-finite}}^{(1)}(l)\) into \(\tilde{\mathcal{M}}_{\text{finite}}^{(1)}(l)\) of eq. (3.44). A further counterterm for the one-loop singularity as \(k\) becomes large is required and it is similar to eq. (3.42). The ultraviolet approximation of \(k \to \infty\), following the \(l \to \infty\) subtraction, reads

\[
\mathcal{R}_{k \to \infty} \mathcal{F}^{(1)} \left[ P_1 \tilde{\mathcal{M}}_{\text{finite}}^{(1)}(l) P_1 \right] = \bar{v}(p_2) \left[ (-ie^2) \frac{\gamma_\mu (k - p_2) P_1 \tilde{\mathcal{M}}_{\text{finite}}^{(1)}(l) P_1 (k + p_1) \gamma_\mu}{(k^2 - M^2)^3} \right] u(p_1).
\]

(5.48)

5.4.4 Double ultraviolet counterterms

After discussing the subtraction of ultraviolet singularities in single limits where only one of the loop momenta approaches infinity, we turn our attention to double ultraviolet singularities in the region where both loop momenta \(k, l\) become infinitely large. As in the standard renormalization procedure at two loops, the subtraction of such singularities is performed after one-loop singularities have already been subtracted. This order of subtractions for singularities in ultraviolet regions is necessary to avoid double counting, and leads to counterterms for the singularities in the double-ultraviolet region which produce integrands that are also convergent in single-ultraviolet regions.

Double-ultraviolet singularities are found in two-loop one-particle-irreducible (1PI) propagator and vertex graphs or subgraphs in the diagrams of \(\mathcal{M}^{(2)}\) and the two-loop form factor amplitude \(\mathcal{F}^{(2)}\) of eq. (5.27). Counterterms for these singularities can be constructed straightforwardly, with the following steps.

1. We first perform a series expansion of the integrands of the singular 1PI graphs/subgraphs in the limit that both loop momenta become large uniformly, and truncate the series to the order that contributes to logarithmic UV singularities. As a result, we obtain tadpole-type integrands whose only denominators are \(k^2\), \(l^2\) \((k \pm l)^2\), each raised to some non-negative integer power.

2. We then insert masses into all the denominators to eliminate infrared singularities without changing the UV behavior, as was done at one loop in eqs. (3.37) and (3.38). Some of the denominators are already massive by this step, because of the previous subtraction of one-loop UV sub-divergences, and these denominators are kept massive.

The above procedure leads to counterterms that preserve the Ward identities of vertex and propagator graphs at two loops. This is a natural consequence of the Taylor expansion

---

\(^8\)As pointed out earlier, the \(k \leftrightarrow l\) symmetrization in eq. (5.3) makes it rather unimportant how we assign \(k\) and \(l\) to the two photons.
around the ultraviolet limit being truncated consistently at the same order and the intro-
duction of infrared mass regulators being performed in the same manner. The benefit of
Ward identity-preserving ultraviolet counterterms is two-fold. First, the integration of the
counterterms leads to simple results, making manifest cancellations of double-ultraviolet
counterterms of diagrams with two-loop vertex subgraphs against diagrams with two-loop
self energy subgraphs. Second, it permits an extension of our study to three-loop amplitudes
in the future, since our double-ultraviolet counterterms will not destroy the factorization
of collinear singularities associated with a third loop.

Taken together with the modified integrands of the two-loop amplitudes, and the
results of section 4, the UV counterterms described above enable us to construct the fully-
subtracted two-loop amplitude given in eq. (5.43) or equivalently (2.22). The number of
UV counterterms is similar to the number for the original diagrams, because the number
of form factor subtractions is fixed, independent of the number of final-state photons in
the process. In the following section, we will verify the integrability of our construction for
eq. (2.22).

6 Numerical checks of cancellation of singularities for off-shell multi-
photon production

In this section, we numerically check the cancellation of all IR / UV singularities at the
integrand level in $e^-(p_1) + e^+(p_2) \rightarrow \gamma^*(q_1) + \gamma^*(q_2)$. This is an example from the class of
processes for which our formalism applies. Our analysis includes all the terms that make
up $M^{(2)}_{\text{finite}}$ in the full expression of eq. (2.22).

We generate the Feynman diagrams using the program QGRAF [196]. Then we use
custom Mathematica code to insert the Feynman rules, perform loop momentum sym-
metrizations, and modify certain diagram expressions as specified in the preceding text.
Among the full set of two-loop diagrams, we may summarize the following modifications.

- The finite part of diagrams $M^{(2)}_2$, with vacuum polarizations, including both IR and
  UV counterterms, is generated as specified by eq. (4.8).

- Fermion loop diagrams, $M^{(2)}_c$ with $c \geq 4$, are evaluated with modified vertices adja-
  cent to the incoming electron and/or positron lines, given by eq. (4.18).

- The diagrams for $M^{(2)}_4$, which include light-by-light scattering, have UV subtractions,
  as described in section 4.3, which add to a finite result, but which produce convergence
  in otherwise divergent individual diagrams.

- For diagrams without fermion loops (photonic contributions), we use the modified
  two-loop integrands for type V and type S subdiagrams, specified by eqs. (5.12)
  and (5.18), respectively.

- The type S and type V modified integrands are also employed for the form factor
  subtractions, as described in section 5.3.
Ultraviolet counterterms that ensure convergence for two-loop photonic amplitudes and their IR subtractions are constructed as in section 5.4.

We check that the integrand has the correct scaling behavior to be convergent in all possible infrared and ultraviolet limits at arbitrary phase space points. For illustration, we present results for one such point,

\[ p_1^\mu = (1, 0, 0, 1), \]
\[ p_2^\mu = (1, 0, 0, -1), \]
\[ q_1^\mu = (1, 0, 1/3, 1/7), \]
\[ q_2^\mu = (1, 0, -1/3, -1/7), \]

with polarization vectors (satisfying the transversality condition \( \epsilon_i^* \cdot q_i = 0 \))

\[ \epsilon_1^{* \mu} = (4, -4, 9, 7), \]
\[ \epsilon_2^{* \mu} = (2, -1, -3, -7), \]

and external spinors in the Weyl basis (satisfying the Dirac equations \( \slashed{p}_1 u(p_1) = \bar{v}(p_2) \slashed{p}_2 = 0 \))

\[ u(p_1) = \begin{pmatrix} 0 \\ -7 \\ 3 \\ 0 \end{pmatrix}, \quad \bar{v}(p_2) = \begin{pmatrix} 0 \\ 13 \\ -9 \\ 0 \end{pmatrix}. \]

A basis of vectors transverse to the \( p_1-p_2 \) plane is defined as

\[ n_x^\mu = (0, 1, 0, 0), \quad n_y^\mu = (0, 0, 1, 0). \]

We also use a parameterization of the loop momenta \( k^\mu, l^\mu \), which depends on a small parameter \( \delta \) and scaling exponents \( \omega_k^{+}, \omega_l^{\pm} \), \( i = \{+, -, T\} \), starting from an arbitrary choice of loop momenta at \( \delta = 1 \),

\[
\begin{align*}
    k^\mu & = \frac{33}{17} \delta^\omega k^+ p_1^\mu - \frac{48}{89} \delta^{-\omega k} p_2^\mu + \delta^{+T} \left( \frac{21}{23} n_x^\mu + \frac{21}{41} n_y^\mu \right), \\
    l^\mu & = \frac{47}{23} \delta^{+T} p_1^\mu - \frac{7}{61} \delta^{-T} p_2^\mu + \delta^{-T} \left( -\frac{37}{73} n_x^\mu - \frac{39}{67} n_y^\mu \right).
\end{align*}
\]

By selecting appropriately the values of the exponents we can approach particular IR / UV regions. The proof of UV finiteness by testing convergence as loop momenta are scaled to infinity is well established [197]. The IR scalings of eq. (6.5) shown in tables 1)–(3 serve the analogous purpose of testing the behavior of integrals in the neighborhoods of regions where loop momenta are pinched between coalescing poles. The demonstration of IR finiteness or divergence for wide-angle scattering and production amplitudes by use of these scalings is discussed in refs. [159, 198]. The explicit tests here demonstrate the
adequacy of our IR counterterms in regulating singular behavior in these amplitudes.\textsuperscript{9} The mass regulator for the UV counterterms is arbitrarily chosen as $M = 5/3$.

The numerical checks explained below have been repeated with various random choices of external / internal momenta, polarization vectors, and spinors, for us to be confident of the cancellation of IR / UV singularities.

6.1 Photonic contributions

The $M^{(0)}$ tree amplitude for $e^- + e^+ \rightarrow \gamma^* + \gamma^*$ has a “$t$–channel” and a “$u$–channel” Feynman diagram which are symmetric under the exchange of the two final state photons. Of course, this exchange symmetry is valid for the amplitude at all orders in perturbation theory. At any given number of loops, we can identify a diagram as belonging to the $t$ or the $u$ channel by eliminating all virtual photons from it and mapping it correspondingly onto one of the two tree Feynman diagrams.

Our form factor subtractions act on the $t$ and $u$ channels independently of each other, rendering their corresponding amplitude contributions finite separately. To verify the cancellation of singularities it is sufficient to consider only one of the channels. In the following, we present results only for one of the two orderings for the final-state photons.

To test convergence in a singular region, we assign numerical values for the exponents $\omega^+_k, \omega^-_k, \omega^T_k, \omega^+_l, \omega^-_l, \omega^T_l$ which parameterize it appropriately \cite{186–188}. For example, in the single-soft limit where $k$ is soft and $l$ is hard, we set $\omega^+_k = \omega^-_k = \omega^T_k = 1, \omega^+_l = \omega^-_l = \omega^T_l = 0$ in eq. (6.5). Now we can perform an analytic Laurent expansion in $\delta$. For example, in the same region, we obtain

$$\bar{v}(p_2) \overline{M}^{(2)}_{\text{finite}}(p_1) \bigg|_{t-\text{channel}} = \frac{1}{\delta^3} (-630.517 - 24.0761i) + O \left( \frac{1}{\delta^2} \right). \quad (6.6)$$

Since all computations are over rational numbers (recall that all momenta, polarizations, and spinors are chosen to have rational numerical components), the above numerical value is computed with no rounding error, and the final results (involving very large numerators and denominators) have been converted into floating point numbers here only for readability. Therefore we are confident that the expansion coefficients are strictly zero at $O(1/\delta^4)$. Since the integration measure scales as $\int d^4k \int d^4l \sim \delta^4 \cdot \delta^0 = \delta^4$, the integral scales as $\delta$ and is convergent in the single-soft limit.

We repeat the same procedure for all IR / UV limits and we present the scaling of the $t$-channel contribution as $\delta \rightarrow 0$ in table 1. For brevity, only a set of independent limits is presented. For example, due to the global symmetrization $k \leftrightarrow l$, the $k \parallel p_1$ limit is identical to the $l \parallel p_2$ limit. Also, since $p_1$ and $p_2$ are essentially treated in the same way, the $k \parallel p_2$ limit is not shown separately.

We note that the subtracted integrand converges faster than expected in certain IR limits. For example, in the double-soft limit, as shown in the 3rd row of table 1, the four-dimensional finite integral is suppressed by $\delta^2$ instead of $\delta$. This will be beneficial for

\textsuperscript{9}For other processes, typically involving momentum pinches in so-called Glauber regions \cite{159}, additional scaling tests become necessary to verify finiteness.
Table 1. The scaling behavior of the photonic contributions to the finite integrand $\tilde{M}^{(2)}$ in various limits. The scaling of the integration measure has been taken into account, and the amplitude is convergent if it scales as any positive power of $\delta$. The loop momenta $k$ and $l$ are parameterized as eq. (6.5), with the scaling exponents given in this table. Since the integrals always scale as $\delta$ raised to a positive power, there is no divergence in any of the IR / UV limits.

We have also checked that when a loop momentum tends to infinity (the UV limit) while the second loop momentum becomes soft or collinear, the integrand also scales in a way that guarantees finiteness of the integral. This is simply a consequence of the Ward-identity preserving nature of our UV subtraction terms, which guarantees the factorization of infrared divergences with respect to one of the loop momenta point by point in the space of the value of the other loop momentum.

6.2 Fermion loop contributions

Table 2 shows the relevant IR / UV scaling behavior of $M_2^{(2)}$ which receives contributions from Feynman diagrams with a vacuum polarization correction to an internal photon propagator. Again, only the t-channel ordering of the two final-state photons is presented.

Table 3 shows the relevant IR / UV scaling behavior of $M_4^{(2)}$ which receives contributions from six Feynman diagrams with fermion box subdiagrams. We consider the sum of all these diagrams in our numerical check without deleting those that can be obtained from others by crossing.

7 Conclusions

A striking property of gauge theory scattering amplitudes is the factorization of their infrared singularities. In this article, we have taken a first step towards understanding this structure better at a practical level, and developing a subtraction algorithm for the evaluation of multi-loop amplitudes numerically in exactly four dimensions. We have worked in
Table 2. The scaling behavior of the vacuum polarization contributions to the finite integrand $\tilde{M}_2^{(2)}$ in various limits. The loop momenta $k$ and $l$ are parameterized as eq. (6.5), with the scaling exponents given in this table. The scaling of the integration measure has been taken into account. Since the integrals always scale as $\delta$ raised to a positive power, there is no divergence in any of the IR / UV limits.

| Limit   | $\omega_k^+$ | $\omega_k^-$ | $\omega_k^T$ | $\omega_l^+$ | $\omega_l^-$ | $\omega_l^T$ | amplitude scaling |
|---------|---------------|---------------|---------------|---------------|---------------|---------------|------------------|
| $l \parallel p_1$ | 0   | 0   | 0   | 1   | 1   | 1   | $\delta$     |
| $k, l \parallel p_1$ | 0   | 0   | 0   | 2   | 1   | $\delta$     |
| $k, l \rightarrow \infty$ | -1  | -1  | -1  | -1  | -1  | $\delta$     |
| $k \rightarrow \infty$ | -1  | -1  | -1  | 0   | 0   | $\delta$     |

Table 3. The scaling behavior of the fermion box contributions to the finite integrand $\tilde{M}_4^{(2)}$ in various limits. The loop momenta $k$ and $l$ are parameterized as eq. (6.5), with the scaling exponents given in this table. The scaling of the integration measure has been taken into account. Since the integrals always scale as $\delta$ raised to a positive power, there is no divergence in any of the IR / UV limits.

| Limit   | $\omega_k^+$ | $\omega_k^-$ | $\omega_k^T$ | $\omega_l^+$ | $\omega_l^-$ | $\omega_l^T$ | amplitude scaling |
|---------|---------------|---------------|---------------|---------------|---------------|---------------|------------------|
| $l \parallel p_1$ | 0   | 0   | 0   | 0   | 2   | 1   | $\delta$     |
| $k, l \parallel p_1$ | 1   | 1   | 1   | 1   | 1   | 1   | $\delta^3$    |
| $k \rightarrow \infty$ | -1  | -1  | -1  | -1  | -1  | -1  | $\delta$     |

an Abelian gauge theory, which we may think of as the perturbative expansion of massless quantum electrodynamics, and in Feynman gauge.

In loop amplitudes, infrared factorization is generally not manifest point by point in momentum space, or on a diagram by diagram basis. Factorization becomes manifest for the amplitude when gauge symmetry is exploited, as Ward identities eliminate nonfactorizable collinear singularities in combinations of Feynman diagrams. At the integral level, one can make simplifications that permit these group cancellations. First, “hard” contributions can be explicitly integrated out and UV renormalized. This operation renders them finite and projects them to point-like tensor structures, which in turn generate only scalar-polarizations for virtual photons in collinear regions. Second, approximations of Feynman integrals in the relevant divergent limits can be manipulated independently of all other limits. It is therefore permitted and helpful to shift loop momenta differently for each one of these limits, which is seemingly essential in order to demonstrate the can-
cellations of non-factorizing terms. These manipulations of the integrand are helpful in demonstrating general properties of amplitudes, such as the factorization of universal infrared functions from process-dependent hard scattering functions. They do not, however, provide an algorithmic scheme for the numerical calculation of those functions.

An aim of this work has been to investigate whether infrared factorization can be implemented in an alternative way, by exclusively making use of procedures that are strictly local, i.e. valid not only for the integral but also for the integrand. By committing to implementing factorization at the integrand level, the two tools in the previous paragraph cannot be employed. That is, we cannot rely on the results of sub-integrals, or independent shifts of loop momenta. Indeed, integrating out the hard regions leads to a loss of locality, which prevents the construction of local infrared counterterms. Locality is also incompatible with performing independent shifts of the momenta in diverse singular regions of the amplitude. Rather, a global choice of loop momentum routings should achieve the cancellation of non-factorizing divergences in all possible singular limits simultaneously when diagrams are combined without further shifts in momentum.

In this article, we have demonstrated that this goal can be achieved through two loops for a large class of processes in a realistic gauge theory. In our case study, we considered a class of QED amplitudes in Feynman gauge, for the production of multiple off-shell photons in electron-positron annihilation.

For these amplitudes, we generated a two-loop integrand in a form in which factorization is manifest for all infrared singular limits. Our integrand is an average over four copies of a usual Feynman diagrammatic integrand with symmetric, judiciously chosen, loop momenta routings.

Terms in the integrand originating from one-loop vertex and self energy subgraphs require renormalization and contribute to the amplitude at “hard” scales, comparable to the hard momentum transfer and beyond. Using the symmetries of these integrations, however, we know that once they are fully carried out in dimensional regularization they produce only unphysical scalar polarizations on collinear photons that connect the vertex correction to the hard scattering. For such photons, QED Ward identities ensure that non-factorizing contributions cancel at the point-like level in a sum over diagrams. This reasoning, however, does not yet tell us how to actually carry out the relevant integrals numerically. Indeed, for generic values of the vertex or self energy loop momentum, these subdiagrams generate “loop” polarizations on their external photons, in arbitrary directions, as opposed to scalar polarizations in the collinear direction.

In this article, we developed alternative local representations of these subgraphs, different than, although of course derived from, those obtained by a direct application of Feynman rules, with properties required for factorization in all collinear and soft regions. Our novel representation of the amplitude integrand achieves the goal of making factorization in all singular limits manifest locally. It allows only scalar polarizations for those collinear virtual photons that give rise to singular contributions. This ensures a simultaneous cancellation of non-factorizing IR divergent contributions in all possible singular limits and preserves, of course, the integrated value of the original amplitude.

With local factorization manifest, we were able to remove infrared singularities with local, universal counterterms for all \( e^+ + e^- \rightarrow \gamma^*_1 + \ldots + \gamma^*_n \) amplitudes, irrespective of
the photon multiplicity, $n$, in the final state. Specifically, we used a simple form factor amplitude through two loops as a “generating functional” for our infrared counterterms. Each form factor integrand is defined by a finite local vertex, either the tree amplitude or the finite remainder of the one-loop amplitude, between Dirac projection matrices. The expression for the infrared finite remainder of the two loop amplitudes in eq. (5.37) is an elegant outcome of factorization, and it constitutes a main result of this article. We anticipate that this form will generalize to higher orders. We remark that eq. (5.37) holds generally for final states where photons are replaced by other $(W, Z, H)$ massive bosons. It is also valid for the Abelian contributions to QCD amplitudes for the production of generic colorless final states with off-shell photons or other massive bosons in quark anti-quark annihilation.

To remove ultraviolet singularities, we introduced local counterterms for one- and two-loop Green’s functions with two, three and, in the case of diagrams with closed fermion loops, four legs. A delicate issue in constructing our ultraviolet counterterms has been the preservation of factorization in singular regions where one of the loop momenta lies in the ultraviolet regime while the second loop momentum is collinear to an incoming particle. To achieve this, we constructed integrands for ultraviolet counterterms for self energy and vertex graphs with consistent expansions around the ultraviolet limit, which preserve Ward identities and, consequently, local collinear factorization.

It is possible that the reformulated integrands we have found are special cases of a more general diagrammatic analysis based on the underlying gauge symmetry and/or generalized tensor analyses. If so, we anticipate that such principles will emerge in the extension of the approach described here to other theories and to generic processes, involving both incoming and outgoing massless particles.

With the factorization-based method of this article we were able to separate explicitly, for the first time in an amplitude with arbitrary numbers of external particles, and in a realistic gauge theory, the finite remainder of two-loop amplitude integrands from all of their infrared and ultraviolet singularities. As a test, we computed numerically the degree of divergence for all pinch singularities anticipated in the two-loop $e^+ e^- \rightarrow \gamma^* + \gamma^*$ amplitude and demonstrated that the subtracted remainder is indeed integrable, and can in principle be evaluated with numerical integration in exactly $d = 4$ dimensions.

We have carried out the analytic integration of the form factor infrared counterterms and of the ultraviolet counterterms with a straightforward application of tensor reduction techniques to well known master integrals. Our analytic results for the divergent part of the amplitude will be presented in a forthcoming publication.

Once local subtractions are in place, numerical integration of the finite remainders is possible, but presents additional challenges. An important step in this direction has already been taken in ref. [99] and in ref. [190] where amplitudes, from the class of processes with equivalent subtractions for pinch singularities as described here, were evaluated efficiently at one loop. Ref. [99, 190] presents an algorithm in which, after a first analytic integration of the energy components of the loop momenta, a novel deformation of the integration path for the remaining integrals away from non-pinched singularities is constructed. The efficiency of this numerical integration method was tested in ref. [99, 190] with examples of
finite integrals with many external legs and beyond two loops. The application of the same technique for the integration of the finite remainders of the two-loop amplitudes presented in this article is an exciting possibility.

In this article, we formulated a novel subtraction method based on local infrared factorization at two loops for a class of QED amplitudes for the production of off shell photons. We are looking forward to extending our method to generic QCD amplitudes for multiparticle scattering processes at two loops and higher orders in future work.

Acknowledgments

We are grateful to Alexander Ochirov, Alexander Penin, Andrea Pelloni, Armin Schweitzer, Ben Ruijl, Bernhard Mistlberger, Claude Duhr, Dario Kermanschah, Valentin Hirschi, Vittorio del Duca, Yao Ma, Zeno Capatti and Zoltan Kunszt for inspiring discussions. This research was supported in part by the Pauli Centre for Theoretical Physics, the National Science Foundation under Grants PHY-1620628 and PHY-1915093, by the Swiss National Science Foundation under contract SNF200021_179016 and by the European Commission through the ERC grant “pertQCD”.

Open Access. This article is distributed under the terms of the Creative Commons Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in any medium, provided the original author(s) and source are credited.

References

[1] G. Ossola, C.G. Papadopoulos and R. Pittau, Reducing full one-loop amplitudes to scalar integrals at the integrand level, Nucl. Phys. B 763 (2007) 147 [hep-ph/0609007] [nSPIRE].

[2] R.K. Ellis, W.T. Giele and Z. Kunszt, A Numerical Unitarity Formalism for Evaluating One-Loop Amplitudes, JHEP 03 (2008) 003 [arXiv:0708.2398] [nSPIRE].

[3] W.T. Giele, Z. Kunszt and K. Melnikov, Full one-loop amplitudes from tree amplitudes, JHEP 04 (2008) 049 [arXiv:0801.2237] [nSPIRE].

[4] C.F. Berger et al., An Automated Implementation of On-Shell Methods for One-Loop Amplitudes, Phys. Rev. D 78 (2008) 036003 [arXiv:0803.4180] [nSPIRE].

[5] R.K. Ellis, Z. Kunszt, K. Melnikov and G. Zanderighi, One-loop calculations in quantum field theory: from Feynman diagrams to unitarity cuts, Phys. Rept. 518 (2012) 141 [arXiv:1105.4319] [nSPIRE].

[6] A. Bredenstein, A. Denner, S. Dittmaier and S. Pozzorini, NLO QCD Corrections to Top Anti-Top Bottom Anti-Bottom Production at the LHC: 2. full hadronic results, JHEP 03 (2010) 021 [arXiv:1001.4006] [nSPIRE].

[7] V. Hirschi, R. Frederix, S. Frixione, M.V. Garzelli, F. Maltoni and R. Pittau, Automation of one-loop QCD corrections, JHEP 05 (2011) 044 [arXiv:1103.0624] [nSPIRE].

[8] F. Cascioli, P. Maierhofer and S. Pozzorini, Scattering Amplitudes with Open Loops, Phys. Rev. Lett. 108 (2012) 111601 [arXiv:1111.5206] [nSPIRE].
[9] M. Czakon, P. Fiedler and A. Mitov, *Total Top-Quark Pair-Production Cross Section at Hadron Colliders Through $O(\alpha_s^3)$*, *Phys. Rev. Lett.* **110** (2013) 252004 [arXiv:1303.6254] [InSPIRE].

[10] F. Cascioli et al., *ZZ production at hadron colliders in NNLO QCD*, *Phys. Lett. B* **735** (2014) 311 [arXiv:1405.2219] [InSPIRE].

[11] J. Currie, A. Gehrmann-De Ridder, E.W.N. Glover and J. Pires, *NNLO QCD corrections to jet production at hadron colliders from gluon scattering*, *JHEP* **01** (2014) 110 [arXiv:1310.3993] [InSPIRE].

[12] M. Czakon, A. van Hameren, A. Mitov and R. Poncelet, *Single-jet inclusive rates with exact color at $O(\alpha_s^4)$*, *JHEP* **10** (2019) 262 [arXiv:1907.12911] [InSPIRE].

[13] M. Grazzini, S. Kallweit and M. Wiesemann, *Fully differential NNLO computations with MATRIX*, *Eur. Phys. J. C* **78** (2018) 537 [arXiv:1711.06631] [InSPIRE].

[14] R. Boughezal et al., *Z-boson production in association with a jet at next-to-next-to-leading order in perturbative QCD*, *Phys. Rev. Lett.* **116** (2016) 152001 [arXiv:1512.01291] [InSPIRE].

[15] V. Del Duca et al., *Jet production in the CoLoRFulNNLO method: event shapes in electron-positron collisions*, *Phys. Rev. D* **94** (2016) 074019 [arXiv:1606.03453] [InSPIRE].

[16] C. Anastasiou, C. Duhr, F. Dulat, F. Herzog and B. Mistlberger, *Higgs Boson Gluon-Fusion Production in QCD at Three Loops*, *Phys. Rev. Lett.* **114** (2015) 212001 [arXiv:1503.06056] [InSPIRE].

[17] C. Duhr, F. Dulat and B. Mistlberger, *Higgs Boson Production in Bottom-Quark Fusion to Third Order in the Strong Coupling*, *Phys. Rev. Lett.* **125** (2020) 051804 [arXiv:1904.09990] [InSPIRE].

[18] C. Duhr, F. Dulat and B. Mistlberger, *Drell-Yan Cross Section to Third Order in the Strong Coupling Constant*, *Phys. Rev. Lett.* **125** (2020) 172001 [arXiv:2001.07717] [InSPIRE].

[19] L. Cieri, X. Chen, T. Gehrmann, E.W.N. Glover and A. Huss, *Higgs boson production at the LHC using the $q_T$ subtraction formalism at $N^3LO$ QCD*, *JHEP* **02** (2019) 096 [arXiv:1807.11501] [InSPIRE].

[20] F. Dulat, B. Mistlberger and A. Pelloni, *Precision predictions at $N^3LO$ for the Higgs boson rapidity distribution at the LHC*, *Phys. Rev. D* **99** (2019) 034004 [arXiv:1810.09462] [InSPIRE].

[21] F.A. Dreyer and A. Karlberg, *Vector-Boson Fusion Higgs Pair Production at $N^3LO$*, *Phys. Rev. D* **98** (2018) 114016 [arXiv:1811.07906] [InSPIRE].

[22] F.A. Dreyer and A. Karlberg, *Vector-Boson Fusion Higgs Production at Three Loops in QCD*, *Phys. Rev. Lett.* **117** (2016) 072001 [arXiv:1606.00840] [InSPIRE].

[23] H.A. Chawdhry, M.L. Czakon, A. Mitov and R. Poncelet, *NNLO QCD corrections to three-photon production at the LHC*, *JHEP* **02** (2020) 057 [arXiv:1911.00479] [InSPIRE].

[24] M. Cepeda et al., *Report from Working Group 2: Higgs Physics at the HL-LHC and HE-LHC*, *CERN Yellow Rep. Monogr.* **7** (2019) 221 [arXiv:1902.00134] [InSPIRE].

[25] S. Laporta, *High precision calculation of multiloop Feynman integrals by difference equations*, *Int. J. Mod. Phys. A* **15** (2000) 5087 [hep-ph/0102033] [InSPIRE].
[26] C. Anastasiou and A. Lazopoulos, *Automatic integral reduction for higher order perturbative calculations*, JHEP 07 (2004) 046 [hep-ph/0404258] [inSPIRE].

[27] A.V. Smirnov, *Algorithm FIRE – Feynman Integral REDuction*, JHEP 10 (2008) 107 [arXiv:0807.3243] [inSPIRE].

[28] A.V. Smirnov, *FIRE5: a C++ implementation of Feynman Integral REDuction*, Comput. Phys. Commun. 189 (2015) 182 [arXiv:1408.2372] [inSPIRE].

[29] C. Studerus, *Reduze-Feynman Integral Reduction in C++*, Comput. Phys. Commun. 181 (2010) 1293 [arXiv:0912.2546] [inSPIRE].

[30] A. von Manteuffel and C. Studerus, *Reduze 2 - Distributed Feynman Integral Reduction*, arXiv:1201.4330 [inSPIRE].

[31] R.N. Lee, *LiteRed 1.4: a powerful tool for reduction of multiloop integrals*, J. Phys. Conf. Ser. 523 (2014) 012059 [arXiv:1310.1145] [inSPIRE].

[32] P. Maierhöfer, J. Usovitsch and P. Uwer, *Kira — A Feynman integral reduction program*, Comput. Phys. Commun. 230 (2018) 99 [arXiv:1705.05610] [inSPIRE].

[33] A.V. Smirnov and F.S. Chuharev, *FIRE6: Feynman Integral REDuction with Modular Arithmetic*, Comput. Phys. Commun. 247 (2020) 106877 [arXiv:1901.07808] [inSPIRE].

[34] T. Peraro, *FiniteFlow: multivariate functional reconstruction using finite fields and dataflow graphs*, JHEP 07 (2019) 031 [arXiv:1905.08019] [inSPIRE].

[35] H. Frellesvig, F. Gasparotto, M.K. Mandal, P. Mastrolia, L. Mattiazzi and S. Mizera, *Vector Space of Feynman Integrals and Multivariate Intersection Numbers*, Phys. Rev. Lett. 123 (2019) 201602 [arXiv:1907.02000] [inSPIRE].

[36] K.J. Larsen and Y. Zhang, *Integration-by-parts reductions from unitarity cuts and algebraic geometry*, Phys. Rev. D 93 (2016) 041701 [arXiv:1511.01071] [inSPIRE].

[37] J. Böhm, A. Georgoudis, K.J. Larsen, M. Schulze and Y. Zhang, *Complete sets of logarithmic vector fields for integration-by-parts identities of Feynman integrals*, Phys. Rev. D 98 (2018) 025023 [arXiv:1712.09737] [inSPIRE].

[38] J. Böhm, A. Georgoudis, K.J. Larsen, H. Schönemann and Y. Zhang, *Complete integration-by-parts reductions of the non-planar hexagon-box via module intersections*, JHEP 09 (2018) 024 [arXiv:1805.01873] [inSPIRE].

[39] D.A. Kosower, *Direct Solution of Integration-by-Parts Systems*, Phys. Rev. D 98 (2018) 025008 [arXiv:1804.00131] [inSPIRE].

[40] T. Peraro, *Scattering amplitudes over finite fields and multivariate functional reconstruction*, JHEP 12 (2016) 030 [arXiv:1608.01902] [inSPIRE].

[41] P. Mastrolia, T. Peraro and A. Primo, *Adaptive Integrand Decomposition in parallel and orthogonal space*, JHEP 08 (2016) 164 [arXiv:1605.03157] [inSPIRE].

[42] S. Caron-Huot and K.J. Larsen, *Uniqueness of two-loop master contours*, JHEP 10 (2012) 026 [arXiv:1205.0801] [inSPIRE].

[43] H. Ita, *Two-loop Integrand Decomposition into Master Integrals and Surface Terms*, Phys. Rev. D 94 (2016) 116015 [arXiv:1510.05626] [inSPIRE].

[44] P. Mastrolia and S. Mizera, *Feynman Integrals and Intersection Theory*, JHEP 02 (2019) 139 [arXiv:1810.03818] [inSPIRE].
[45] H. Frellesvig et al., *Decomposition of Feynman Integrals on the Maximal Cut by Intersection Numbers*, *JHEP* 05(2019) 153 [arXiv:1901.11510] [INSPIRE].

[46] S. Mizera, *Status of Intersection Theory and Feynman Integrals*, PoS MA2019 (2019) 016 [arXiv:2002.10476] [INSPIRE].

[47] H. Frellesvig et al., *Decomposition of Feynman Integrals by Multivariate Intersection Numbers*, *JHEP* 03(2021) 027 [arXiv:2008.04823] [INSPIRE].

[48] E. Remiddi and J.A.M. Vermaseren, *Harmonic polylogarithms*, *Int. J. Mod. Phys. A* 15 (2000) 725 [hep-ph/9905237] [INSPIRE].

[49] J. Vollinga and S. Weinzierl, *Numerical evaluation of multiple polylogarithms*, *Comput. Phys. Commun.* 167 (2005) 177 [hep-ph/0410259] [INSPIRE].

[50] A.B. Goncharov, M. Spradlin, C. Vergu and A. Volovich, *Classical Polylogarithms for Amplitudes and Wilson Loops*, *Phys. Rev. Lett.* 105 (2010) 151605 [arXiv:1006.5703] [INSPIRE].

[51] C. Duhr, H. Gangl and J.R. Rhodes, *From polygons and symbols to polylogarithmic functions*, *JHEP* 10 (2012) 075 [arXiv:1110.0458] [INSPIRE].

[52] C. Duhr, *Hopf algebras, coproducts and symbols: an application to Higgs boson amplitudes*, *JHEP* 08 (2012) 043 [arXiv:1203.0454] [INSPIRE].

[53] C. Duhr and F. Dulat, *PolyLogTools — polylogs for the masses*, *JHEP* 08 (2019) 135 [arXiv:1904.07279] [INSPIRE].

[54] J. Broedel, C. Duhr, F. Dulat and L. Tancredi, *Elliptic polylogarithms and iterated integrals on elliptic curves. Part I: general formalism*, *JHEP* 05 (2018) 093 [arXiv:1712.07089] [INSPIRE].

[55] J. Ablinger, J. Blümlein, M. Round and C. Schneider, *Numerical Implementation of Harmonic Polylogarithms to Weight w = 8*, *Comput. Phys. Commun.* 240 (2019) 189 [arXiv:1809.07084] [INSPIRE].

[56] C. Duhr and L. Tancredi, *Algorithms and tools for iterated Eisenstein integrals*, *JHEP* 02 (2020) 105 [arXiv:1912.00077] [INSPIRE].

[57] E. Panzer, *Algorithms for the symbolic integration of hyperlogarithms with applications to Feynman integrals*, *Comput. Phys. Commun.* 188 (2015) 148 [arXiv:1403.3385] [INSPIRE].

[58] A. von Manteuffel, E. Panzer and R.M. Schabinger, *A quasi-finite basis for multi-loop Feynman integrals*, *JHEP* 02 (2015) 120 [arXiv:1411.7392] [INSPIRE].

[59] M.L. Czakon and M. Niggenedt, *Exact quark-mass dependence of the Higgs-gluon form factor at three loops in QCD*, *JHEP* 05 (2020) 149 [arXiv:2001.03008] [INSPIRE].

[60] S. Abreu, H. Ita, F. Moriello, B. Page, W. Tschernow and M. Zeng, *Two-Loop Integrals for Planar Five-Point One-Mass Processes*, *JHEP* 11 (2020) 117 [arXiv:2005.04195] [INSPIRE].

[61] V. Casconi, M. Becchetti, R. Bonciani, F. Moriello and V. Del Duca, *Planar Master Integrals for the two-loop light-fermions electroweak corrections to Higgs plus jet production*, PoS RADCOR2019 (2019) 069 [INSPIRE].

[62] F. Moriello, *Generalised power series expansions for the elliptic planar families of Higgs + jet production at two loops*, *JHEP* 01 (2020) 150 [arXiv:1907.13234] [INSPIRE].
[63] H. Frellesvig, M. Hidding, L. Maestri, F. Moriello and G. Salvatori, The complete set of two-loop master integrals for Higgs + jet production in QCD, JHEP 06 (2020) 093 [arXiv:1911.06308] [inSPIRE].

[64] K. Hepp, Proof of the Bogolyubov-Parasiuk theorem on renormalization, Commun. Math. Phys. 2 (1966) 301 [inSPIRE].

[65] M. Roth and A. Denner, High-energy approximation of one loop Feynman integrals, Nucl. Phys. B 479 (1996) 495 [hep-ph/9605420] [inSPIRE].

[66] T. Binoth and G. Heinrich, An automatized algorithm to compute infrared divergent multiloop integrals, Nucl. Phys. B 585 (2000) 741 [hep-ph/0004013] [inSPIRE].

[67] C. Anastasiou, K. Melnikov and F. Petriello, The Electron energy spectrum in muon decay through O(\alpha^2), JHEP 09 (2007) 014 [hep-ph/0505069] [inSPIRE].

[68] C. Anastasiou, S. Beerli and A. Daleo, The Two-loop QCD amplitude gg \to h, H in the Minimal Supersymmetric Standard Model, Phys. Rev. Lett. 100 (2008) 241806 [arXiv:0803.3065] [inSPIRE].

[69] A. Lazopoulos, K. Melnikov and F. Petriello, QCD corrections to tri-boson production, Phys. Rev. D 76 (2007) 014001 [hep-ph/0703273] [inSPIRE].

[70] A.V. Smirnov and M.N. Tentyukov, Feynman Integral Evaluation by a Sector decomposiTion Approach (FIESTA), Comput. Phys. Commun. 180 (2009) 735 [arXiv:0807.4129] [inSPIRE].

[71] S. Borowka et al., pySecDec: a toolbox for the numerical evaluation of multi-scale integrals, Comput. Phys. Commun. 222 (2018) 313 [arXiv:1703.09692] [inSPIRE].

[72] J. Carter and G. Heinrich, SecDec: A general program for sector decomposition, Comput. Phys. Commun. 182 (2011) 1566 [arXiv:1011.5493] [inSPIRE].

[73] S. Borowka et al., Higgs Boson Pair Production in Gluon Fusion at Next-to-Leading Order with Full Top-Quark Mass Dependence, Phys. Rev. Lett. 117 (2016) 012001 [Erratum ibid. 117 (2016) 079901] [arXiv:1604.06447] [inSPIRE].

[74] S. Borowka et al., Full top quark mass dependence in Higgs boson pair production at NLO, JHEP 10 (2016) 107 [arXiv:1608.04798] [inSPIRE].

[75] J. Baglio, F. Campanario, S. Glaus, M. Mühlleitner, M. Spira and J. Streicher, Gluon fusion into Higgs pairs at NLO QCD and the top mass scheme, Eur. Phys. J. C 79 (2019) 459 [arXiv:1811.05692] [inSPIRE].

[76] J. Baglio et al., Higgs-Pair Production via Gluon Fusion at Hadron Colliders: NLO QCD Corrections, JHEP 04 (2020) 181 [arXiv:2003.03227] [inSPIRE].

[77] V.A. Smirnov, Analytical result for dimensionally regularized massless on shell double box, Phys. Lett. B 460 (1999) 397 [hep-ph/9905323] [inSPIRE].

[78] J.B. Tausk, Nonplanar massless two loop Feynman diagrams with four on-shell legs, Phys. Lett. B 469 (1999) 225 [hep-ph/9909506] [inSPIRE].

[79] C. Anastasiou and A. Daleo, Numerical evaluation of loop integrals, JHEP 10 (2006) 031 [hep-ph/0511176] [inSPIRE].

[80] M. Czakon, Automatized analytic continuation of Mellin-Barnes integrals, Comput. Phys. Commun. 175 (2006) 559 [hep-ph/0511200] [inSPIRE].
[81] A.V. Smirnov and V.A. Smirnov, On the Resolution of Singularities of Multiple Mellin-Barnes Integrals, Eur. Phys. J. C 62 (2009) 445 [arXiv:0901.0386] [INSPIRE].

[82] J. Gluza, T. Jelinski and D.A. Kosower, Efficient Evaluation of Massive Mellin-Barnes Integrals, Phys. Rev. D 95 (2017) 076016 [arXiv:1609.09111] [INSPIRE].

[83] I. Dubovyk, A. Freitas, J. Gluza, T. Riemann and J. Usovitsch, Complete electroweak two-loop corrections to Z boson production and decay, Phys. Lett. B 783 (2018) 86 [arXiv:1804.10236] [INSPIRE].

[84] I. Dubovyk, J. Gluza and T. Riemann, Optimizing the Mellin-Barnes Approach to Numerical Multiloop Calculations, Acta Phys. Polon. B 50 (2019) 1993 [arXiv:1912.11326] [INSPIRE].

[85] L.J. Dixon and Y.-T. Liu, Lifting Heptagon Symbols to Functions, JHEP 10 (2020) 031 [arXiv:2007.12966] [INSPIRE].

[86] J. Henn, B. Mistlberger, V.A. Smirnov and P. Wasser, Constructing d-log integrands and computing master integrals for three-loop four-particle scattering, JHEP 04 (2020) 167 [arXiv:2002.09492] [INSPIRE].

[87] J.M. Henn and B. Mistlberger, Four-Gluon Scattering at Three Loops, Infrared Structure, and the Regge Limit, Phys. Rev. Lett. 117 (2016) 171601 [arXiv:1608.00850] [INSPIRE].

[88] Q. Jin and H. Lüo, Analytic Form of the Three-loop Four-gluon Scattering Amplitudes in Yang-Mills Theory, arXiv:1910.05889 [INSPIRE].

[89] S. Catani, T. Gleisberg, F. Krauss, G. Rodrigo and J.-C. Winter, From loops to trees by-passing Feynman’s theorem, JHEP 09 (2008) 065 [arXiv:0804.3170] [INSPIRE].

[90] I. Bierenbaum, S. Catani, P. Draggiotis and G. Rodrigo, A Tree-Loop Duality Relation at Two Loops and Beyond, JHEP 10 (2010) 073 [arXiv:1007.0194] [INSPIRE].

[91] R.J. Hernandez-Pinto, G.F.R. Sborlini and G. Rodrigo, Towards gauge theories in four dimensions, JHEP 02 (2016) 044 [arXiv:1506.04617] [INSPIRE].

[92] S. Buchta, G. Chachamis, P. Draggiotis, I. Malamos and G. Rodrigo, On the singular behaviour of scattering amplitudes in quantum field theory, JHEP 11 (2014) 014 [arXiv:1405.7850] [INSPIRE].

[93] F. Driencourt-Mangin, G. Rodrigo, G.F.R. Sborlini and W.J. Torres Bobadilla, Universal four-dimensional representation of $H \to \gamma \gamma$ at two loops through the Loop-Tree Duality, JHEP 02 (2019) 143 [arXiv:1901.09853] [INSPIRE].

[94] R. Baumeister, D. Mediger, J. Pečovnik and S. Weinzierl, Vanishing of certain cuts or residues of loop integrals with higher powers of the propagators, Phys. Rev. D 99 (2019) 096023 [arXiv:1903.02286] [INSPIRE].

[95] S. Buchta, G. Chachamis, P. Draggiotis and G. Rodrigo, Numerical implementation of the loop-tree duality method, Eur. Phys. J. C 77 (2017) 274 [arXiv:1510.00187] [INSPIRE].

[96] R. Runkel, Z. Szőr, J.P. Vesga and S. Weinzierl, Integrands of loop amplitudes within loop-tree duality, Phys. Rev. D 101 (2020) 116014 [arXiv:1906.02218] [INSPIRE].

[97] J.J. Aguilera-Verdugo et al., Causality, unitarity thresholds, anomalous thresholds and infrared singularities from the loop-tree duality at higher orders, JHEP 12 (2019) 163 [arXiv:1904.08389] [INSPIRE].
[98] R. Runkel, Z. Szőr, J.P. Vesga and S. Weinzierl, Causality and loop-tree duality at higher loops, Phys. Rev. Lett. 122 (2019) 111603 [Erratum ibid. 123 (2019) 059902] [arXiv:1902.02135] [inSPIRE].

[99] Z. Capatti, V. Hirschi, D. Kermanschah and B. Ruijl, Loop-Tree Duality for Multiloop Numerical Integration, Phys. Rev. Lett. 123 (2019) 151602 [arXiv:1906.06138] [inSPIRE].

[100] B. Page and R. Pittau, NNLO final-state quark-pair corrections in four dimensions, Eur. Phys. J. C 79 (2019) 361 [arXiv:1810.00234] [inSPIRE].

[101] R. Pittau, A four-dimensional approach to quantum field theories, JHEP 11 (2012) 151 [arXiv:1208.5457] [inSPIRE].

[102] F. Buccioni, S. Pozzorini and M. Zoller, On-the-fly reduction of open loops, Eur. Phys. J. C 78 (2018) 70 [arXiv:1710.11452] [inSPIRE].

[103] F.A. Berends and W.T. Giele, Recursive Calculations for Processes with n Gluons, Nucl. Phys. B 306 (1988) 759 [inSPIRE].

[104] D.A. Kosower, Light Cone Recurrence Relations for QCD Amplitudes, Nucl. Phys. B 335 (1990) 23 [inSPIRE].

[105] F. Caravaglios and M. Moretti, An algorithm to compute Born scattering amplitudes without Feynman graphs, Phys. Lett. B 358 (1995) 332 [hep-ph/9507237] [inSPIRE].

[106] R. Britto, F. Cachazo and B. Feng, New recursion relations for tree amplitudes of gluons, Nucl. Phys. B 715 (2005) 499 [hep-th/0412308] [inSPIRE].

[107] S. Badger, C. Brunnum-Hansen, H.B. Hartanto and T. Peraro, First look at two-loop five-gluon scattering in QCD, Phys. Rev. Lett. 120 (2018) 092001 [arXiv:1712.02229] [inSPIRE].

[108] S. Abreu, F. Febres Cordero, H. Ita, B. Page and M. Zeng, Planar Two-Loop Five-Gluon Amplitudes from Numerical Unitarity, Phys. Rev. D 97 (2018) 116014 [arXiv:1712.03946] [inSPIRE].

[109] S. Badger, C. Brunnum-Hansen, H.B. Hartanto and T. Peraro, Analytic helicity amplitudes for two-loop five-gluon scattering: the single-minus case, JHEP 01 (2019) 186 [arXiv:1811.11699] [inSPIRE].

[110] S. Abreu, J. Dormans, F. Febres Cordero, H. Ita and B. Page, Analytic Form of Planar Two-Loop Five-Gluon Scattering Amplitudes in QCD, Phys. Rev. Lett. 122 (2019) 082002 [arXiv:1812.04586] [inSPIRE].

[111] S. Abreu, J. Dormans, F. Febres Cordero, H. Ita, B. Page and V. Sotnikov, Analytic Form of the Planar Two-Loop Five-Parton Scattering Amplitudes in QCD, JHEP 05 (2019) 084 [arXiv:1904.00946] [inSPIRE].

[112] H.B. Hartanto, S. Badger, C. Brunnum-Hansen and T. Peraro, A numerical evaluation of planar two-loop helicity amplitudes for a W-boson plus four partons, JHEP 09 (2019) 119 [arXiv:1906.11862] [inSPIRE].

[113] S. Abreu, L.J. Dixon, E. Herrmann, B. Page and M. Zeng, The two-loop five-point amplitude in $\mathcal{N} = 4$ super-Yang-Mills theory, Phys. Rev. Lett. 122 (2019) 121603 [arXiv:1812.08941] [inSPIRE].

[114] D. Chicherin, T. Gehrmann, J.M. Henn, P. Wasser, Y. Zhang and S. Zoia, Analytic result for a two-loop five-particle amplitude, Phys. Rev. Lett. 122 (2019) 121602 [arXiv:1812.11057] [inSPIRE].
[115] D. Chicherin, T. Gehrmann, J.M. Henn, P. Wasser, Y. Zhang and S. Zoia, The two-loop five-particle amplitude in $\mathcal{N} = 8$ supergravity, JHEP 03 (2019) 115 [arXiv:1901.05932] [inSPIRE].

[116] S. Abreu, L.J. Dixon, E. Herrmann, B. Page and M. Zeng, The two-loop five-point amplitude in $\mathcal{N} = 8$ supergravity, JHEP 03 (2019) 123 [arXiv:1901.08563] [inSPIRE].

[117] S. Badger et al., Analytic form of the full two-loop five-gluon all-plus helicity amplitude, Phys. Rev. Lett. 123 (2019) 071601 [arXiv:1905.03733] [inSPIRE].

[118] D.C. Dunbar, J.H. Godwin, W.B. Perkins and J.M.W. Strong, Color Dressed Unitarity and Recursion for Yang-Mills Two-Loop All-Plus Amplitudes, Phys. Rev. D 101 (2020) 016009 [arXiv:1911.06547] [inSPIRE].

[119] A. Gehrmann-De Ridder, T. Gehrmann, E.W.N. Glover and G. Heinrich, Jet rates in electron-positron annihilation at $O(\alpha^3 s)$ in QCD, Phys. Rev. Lett. 100 (2008) 172001 [arXiv:0802.0813] [inSPIRE].

[120] S. Weinzierl, NNLO corrections to 3-jet observables in electron-positron annihilation, Phys. Rev. Lett. 101 (2008) 162001 [arXiv:0807.3241] [inSPIRE].

[121] J. Currie, E.W.N. Glover and J. Pires, Next-to-Next-to Leading Order QCD Predictions for Single Jet Inclusive Production at the LHC, Phys. Rev. Lett. 118 (2017) 072002 [arXiv:1611.01460] [inSPIRE].

[122] M. Czakon, A novel subtraction scheme for double-real radiation at NNLO, Phys. Lett. B 693 (2010) 259 [arXiv:1005.0274] [inSPIRE].

[123] R. Boughezal, F. Caola, K. Melnikov, F. Petriello and M. Schulze, Higgs boson production in association with a jet at next-to-next-to-leading order, Phys. Rev. Lett. 115 (2015) 082003 [arXiv:1504.07922] [inSPIRE].

[124] V. Del Duca, C. Duhr, A. Kardos, G. Somogyi and Z. Trócsányi, Three-Jet Production in Electron-Positron Collisions at Next-to-Next-to-Leading Order Accuracy, Phys. Rev. Lett. 117 (2016) 152004 [arXiv:1603.08927] [inSPIRE].

[125] G. Somogyi and Z. Trócsányi, A New subtraction scheme for computing QCD jet cross sections at next-to-leading order accuracy, hep-ph/0609041 [inSPIRE].

[126] G. Somogyi, Z. Trócsányi and V. Del Duca, A Subtraction scheme for computing QCD jet cross sections at NNLO: Regularization of doubly-real emissions, JHEP 01 (2007) 070 [hep-ph/0609042] [inSPIRE].

[127] G. Somogyi, Subtraction with hadronic initial states at NLO: An NNLO-compatible scheme, JHEP 05 (2009) 016 [arXiv:0903.1218] [inSPIRE].

[128] S. Catani and M. Grazzini, An NNLO subtraction formalism in hadron collisions and its application to Higgs boson production at the LHC, Phys. Rev. Lett. 98 (2007) 222002 [hep-ph/0703012] [inSPIRE].

[129] R. Boughezal et al., Color singlet production at NNLO in MCFM, Eur. Phys. J. C 77 (2017) 7 [arXiv:1605.08011] [inSPIRE].

[130] R. Boughezal, A. Isgrò and F. Petriello, Next-to-leading power corrections to $V + 1$ jet production in $N$-jettiness subtraction, Phys. Rev. D 101 (2020) 016005 [arXiv:1907.12213] [inSPIRE].
[131] G. Billis, M.A. Ebert, J.K.L. Michel and F.J. Tackmann, A toolbox for $q_T$ and 0-jettiness subtractions at $N^3LO$, *Eur. Phys. J. Plus* **136** (2021) 214 [arXiv:1909.00811] [inSPIRE].

[132] I. Moult, L. Rothen, I.W. Stewart, F.J. Tackmann and H.X. Zhu, Subleading Power Corrections for N-Jettiness Subtractions, *Phys. Rev. D* **95** (2017) 074023 [arXiv:1612.00450] [inSPIRE].

[133] I. Moult, L. Rothen, I.W. Stewart, F.J. Tackmann and H.X. Zhu, Subleading Power Corrections for N-Jettiness Subtractions, *Phys. Rev. D* **95** (2017) 074023 [arXiv:1612.00450] [inSPIRE].

[134] J. Gaunt, M. Stahlhofen, F.J. Tackmann and J.R. Walsh, N-jettiness Subtractions for NNLO QCD Calculations, *JHEP* **09** (2015) 058 [arXiv:1505.04794] [inSPIRE].

[135] M. Cacciari, F.A. Dreyer, A. Karlberg, G.P. Salam and G. Zanderighi, Fully Differential Vector-Boson-Fusion Higgs Production at Next-to-Next-to-Leading Order, *Phys. Rev. Lett.* **115** (2015) 082002 [Erratum ibid. **120** (2018) 139901] [arXiv:1506.02660] [inSPIRE].

[136] J. Currie, T. Gehrmann, E.W.N. Glover, A. Huss, J. Niehues and A. Vogt, $N^3LO$ corrections to jet production in deep inelastic scattering using the Projection-to-Born method, *JHEP* **05** (2018) 209 [arXiv:1803.09973] [inSPIRE].

[137] F. Herzog, Geometric IR subtraction for final state real radiation, *JHEP* **08** (2018) 006 [arXiv:1804.07949] [inSPIRE].

[138] L. Magnea, E. Maina, G. Pelliccioli, C. Signorile-Signorile, P. Torrielli and S. Uccirati, Factorisation and Subtraction beyond NLO, *JHEP* **12** (2018) 062 [arXiv:1809.05444] [inSPIRE].

[139] L. Magnea, E. Maina, G. Pelliccioli, C. Signorile-Signorile, P. Torrielli and S. Uccirati, Local analytic sector subtraction at NNLO, *JHEP* **12** (2018) 107 [Erratum ibid. **06** (2019) 013] [arXiv:1806.09570] [inSPIRE].

[140] A. Behring, K. Melnikov, R. Rietkerk, L. Tancredi and C. Wever, Quark beam function at next-to-next-to-next-to-leading order in perturbative QCD in the generalized large-$N_c$ approximation, *Phys. Rev. D* **100** (2019) 114034 [arXiv:1910.10059] [inSPIRE].

[141] K. Melnikov, R. Rietkerk, L. Tancredi and C. Wever, Triple-real contribution to the quark beam function in QCD at next-to-next-to-next-to-leading order, *JHEP* **06** (2019) 033 [arXiv:1904.02433] [inSPIRE].

[142] K. Melnikov, R. Rietkerk, L. Tancredi and C. Wever, Double-real contribution to the quark beam function at $N^3LO$ QCD, *JHEP* **02** (2019) 159 [arXiv:1809.06300] [inSPIRE].

[143] M.A. Ebert, B. Mistlberger and G. Vita, N-jettiness beam functions at $N^3LO$, *JHEP* **09** (2020) 143 [arXiv:2006.03056] [inSPIRE].

[144] M.A. Ebert, B. Mistlberger and G. Vita, Transverse momentum dependent PDFs at $N^3LO$, *JHEP* **09** (2020) 146 [arXiv:2006.05329] [inSPIRE].

[145] S. Catani, D. Colferai and A. Torrini, Triple (and quadruple) soft-gluon radiation in QCD hard scattering, *JHEP* **01** (2020) 118 [arXiv:1908.01616] [inSPIRE].

[146] V. Del Duca, C. Duhr, R. Haindl, A. Lazopoulos and M. Michel, Tree-level splitting amplitudes for a quark into four collinear partons, *JHEP* **02** (2020) 189 [arXiv:1912.06426] [inSPIRE].

[147] V. Del Duca, C. Duhr, R. Haindl, A. Lazopoulos and M. Michel, Tree-level splitting amplitudes for a gluon into four collinear partons, *JHEP* **10** (2020) 093 [arXiv:2007.05345] [inSPIRE].
[148] Z. Nagy and D.E. Soper, *Numerical integration of one-loop Feynman diagrams for N-photon amplitudes*, Phys. Rev. D 74 (2006) 093006 [hep-ph/0610028] [isSPIRE].

[149] D.E. Soper, *Techniques for QCD calculations by numerical integration*, Phys. Rev. D 62 (2000) 014009 [hep-ph/9910292] [isSPIRE].

[150] W. Gong, Z. Nagy and D.E. Soper, *Direct numerical integration of one-loop Feynman diagrams for N-photon amplitudes*, Phys. Rev. D 79 (2009) 033005 [arXiv:0812.3686] [isSPIRE].

[151] S. Becker, C. Reuschle and S. Weinzierl, *Numerical NLO QCD calculations*, JHEP 12 (2010) 013 [arXiv:1010.4187] [isSPIRE].

[152] M. Assadsolimani, S. Becker and S. Weinzierl, *A Simple formula for the infrared singular part of the integrand of one-loop QCD amplitudes*, Phys. Rev. D 81 (2010) 094002 [arXiv:1111.1733] [isSPIRE].

[153] S. Becker, C. Reuschle and S. Weinzierl, *Efficiency Improvements for the Numerical Computation of NLO Corrections*, JHEP 07 (2012) 090 [arXiv:1205.2096] [isSPIRE].

[154] S. Becker, D. Goetz, C. Reuschle, C. Schwan and S. Weinzierl, *NLO results for five, six and seven jets in electron-positron annihilation*, Phys. Rev. Lett. 108 (2012) 032005 [arXiv:0912.1680] [isSPIRE].

[155] S. Becker and S. Weinzierl, *Direct numerical integration for multi-loop integrals*, Eur. Phys. J. C 73 (2013) 2321 [arXiv:1211.0509] [isSPIRE].

[156] C. Anastasiou and G. Sterman, *Removing infrared divergences from two-loop integrals*, JHEP 07 (2019) 056 [arXiv:1812.03753] [isSPIRE].

[157] O. Erdoğan and G. Sterman, *Ultraviolet divergences and factorization for coordinate-space amplitudes*, Phys. Rev. D 91 (2015) 065033 [arXiv:1411.4588] [isSPIRE].

[158] Y. Ma, *A Forest Formula to Subtract Infrared Singularities in Amplitudes for Wide-angle Scattering*, JHEP 05 (2020) 012 [arXiv:1910.11304] [isSPIRE].

[159] J. Collins, *Foundations of perturbative QCD*, vol. 32. Cambridge University Press, 11, 2013 [isSPIRE].

[160] W. Zimmermann, *Convergence of Bogolyubov’s method of renormalization in momentum space*, Commun. Math. Phys. 15 (1969) 208 [isSPIRE].

[161] N. Arkani-Hamed, J.L. Bourjaily, F. Cachazo, S. Caron-Huot and J. Trnka, *The All-Loop Integrand For Scattering Amplitudes in Planar N = 4 SYM*, JHEP 01 (2011) 041 [arXiv:1008.2958] [isSPIRE].

[162] N. Arkani-Hamed, J.L. Bourjaily, F. Cachazo and J. Trnka, *Local Integrals for Planar Scattering Amplitudes*, JHEP 06 (2012) 125 [arXiv:1012.6032] [isSPIRE].

[163] J.L. Bourjaily and J. Trnka, *Local Integrand Representations of All Two-Loop Amplitudes in Planar SYM*, JHEP 08 (2015) 119 [arXiv:1505.05886] [isSPIRE].

[164] J.L. Bourjaily, E. Herrmann, C. Langer, A.J. McLeod and J. Trnka, *Prescriptive Unitarity for Non-Planar Six-Particle Amplitudes at Two Loops*, JHEP 12 (2019) 073 [arXiv:1909.09131] [isSPIRE].

[165] J.L. Bourjaily, E. Herrmann, C. Langer, A.J. McLeod and J. Trnka, *All-Multiplicity Nonplanar Amplitude Integrands in Maximally Supersymmetric Yang-Mills Theory at Two Loops*, Phys. Rev. Lett. 124 (2020) 111603 [arXiv:1911.09106] [isSPIRE].
[166] G. Kälin, G. Mogull and A. Ochirov, Two-loop $N = 2$ SQCD amplitudes with external matter from iterated cuts, JHEP 07 (2019) 120 [arXiv:1811.09604] [inSPIRE].

[167] G. Kälin, G. Mogull, A. Ochirov and B. Verbeek, Infrared and transcendental structure of two-loop supersymmetric QCD amplitudes, JHEP 01 (2020) 068 [arXiv:1911.10218] [inSPIRE].

[168] S. Badger, G. Mogull and T. Peraro, Local integrands for two-loop all-plus Yang-Mills amplitudes, JHEP 08 (2016) 063 [arXiv:1606.02244] [inSPIRE].

[169] R. Akhoury, Mass Divergences of Wide Angle Scattering Amplitudes, Phys. Rev. D 19 (1979) 1250 [inSPIRE].

[170] A. Sen, Asymptotic Behavior of the Wide Angle On-Shell Quark Scattering Amplitudes in Nonabelian Gauge Theories, Phys. Rev. D 28 (1983) 860 [inSPIRE].

[171] G.F. Sterman and M.E. Tejeda-Yeomans, Multiloop amplitudes and resummation, Phys. Lett. B 552 (2003) 48 [hep-ph/0210130] [inSPIRE].

[172] S. Catani, The Singular behavior of QCD amplitudes at two loop order, Phys. Lett. B 427 (1998) 161 [hep-ph/9802439] [inSPIRE].

[173] G.P. Korchemsky and G.F. Sterman, Infrared factorization in inclusive B meson decays, Phys. Rev. D 34 (1986) 1250 [hep-ph/9407344] [inSPIRE].

[174] S.M. Aybat, L.J. Dixon and G.F. Sterman, The Two-loop anomalous dimension matrix for soft gluon exchange, Phys. Rev. Lett. 97 (2006) 072001 [hep-ph/0606254] [inSPIRE].

[175] S.M. Aybat, L.J. Dixon and G.F. Sterman, The Two-loop soft anomalous dimension matrix and resummation at next-to-next-to leading pole, Phys. Rev. D 74 (2006) 074004 [hep-ph/0607309] [inSPIRE].

[176] A. Ferroglia, M. Neubert, B.D. Pecjak and L.L. Yang, Two-loop divergences of massive scattering amplitudes in non-abelian gauge theories, JHEP 11 (2009) 062 [arXiv:0908.3676] [inSPIRE].

[177] J.C. Collins, Sudakov form-factors, Adv. Ser. Direct. High Energy Phys. 5 (1989) 573 [hep-ph/0312336] [inSPIRE].

[178] G.F. Sterman, Partons, factorization and resummation, TASI 95, in proceedings of Theoretical Advanced Study Institute in Elementary Particle Physics (TASI 95): QCD and Beyond, Boulder, U.S.A., June 4–30, 1995, pp. 327–408, hep-ph/9606312 [inSPIRE].

[179] L.J. Dixon, L. Magnea and G.F. Sterman, Universal structure of subleading infrared poles in gauge theory amplitudes, JHEP 08 (2008) 022 [arXiv:0805.3515] [inSPIRE].

[180] E. Gardi and L. Magnea, Factorization constraints for soft anomalous dimensions in QCD scattering amplitudes, JHEP 03 (2009) 079 [arXiv:0901.1091] [inSPIRE].

[181] E. Gardi and L. Magnea, Infrared singularities in QCD amplitudes, Nuovo Cim. C 32N5-6 (2009) 137 [arXiv:0908.3273] [inSPIRE].
[184] T. Becher and M. Neubert, *Infrared singularities of scattering amplitudes in perturbative QCD*, *Phys. Rev. Lett.* **102** (2009) 162001 [Erratum *ibid.* **111** (2013) 199905] [arXiv:0901.0722] [InSPIRE].

[185] I. Feige and M.D. Schwartz, *Hard-Soft-Collinear Factorization to All Orders*, *Phys. Rev. D* **90** (2014) 105020 [arXiv:1403.6472] [InSPIRE].

[186] G.F. Sterman, *Mass Divergences in Annihilation Processes. 1. Origin and Nature of Divergences in Cut Vacuum Polarization Diagrams*, *Phys. Rev. D* **17** (1978) 2773 [InSPIRE].

[187] S.B. Libby and G.F. Sterman, *Jet and Lepton Pair Production in High-Energy Lepton-Hadron and Hadron-Hadron Scattering*, *Phys. Rev. D* **18** (1978) 3252 [InSPIRE].

[188] J.C. Collins, D.E. Soper and G.F. Sterman, *Factorization of Hard Processes in QCD*, *Adv. Ser. Direct. High Energy Phys.* **5** (1989) 1 [hep-ph/0409313] [InSPIRE].

[189] T. Becher, A. Broggio and A. Ferroglia, *Introduction to Soft-Collinear Effective Theory*, vol. 896. Springer, 2015, 10.1007/978-3-319-14848-9 [arXiv:1410.1892] [InSPIRE].

[190] Z. Capatti, V. Hirschi, D. Kermanschah, A. Pelloni and B. Ruijl, *Numerical Loop-Tree Duality: contour deformation and subtraction*, *JHEP* **04** (2020) 096 [arXiv:1912.09291] [InSPIRE].

[191] Z. Nagy and D.E. Soper, *General subtraction method for numerical calculation of one loop QCD matrix elements*, *JHEP* **09** (2003) 055 [hep-ph/0308127] [InSPIRE].

[192] J. Collins, *A new and complete proof of the Landau condition for pinch singularities of Feynman graphs and other integrals*, arXiv:2007.04085 [InSPIRE].

[193] G. Passarino and M.J.G. Veltman, *One Loop Corrections for $e^+e^- \text{ Annihilation Into } \mu^+\mu^-$ in the Weinberg Model*, *Nucl. Phys. B* **160** (1979) 151 [InSPIRE].

[194] G. Kramer and B. Lampe, *Two Jet Cross-Section in $e^+e^- \text{ Annihilation}*, *Z. Phys. C* **34** (1987) 497 [Erratum *ibid.* **42** (1989) 504] [InSPIRE].

[195] G. Kramer and B. Lampe, *Integrals for Two Loop Calculations in Massless QCD*, *J. Math. Phys.* **28** (1987) 945 [InSPIRE].

[196] P. Nogueira, *Automatic Feynman graph generation*, *J. Comput. Phys.* **105** (1993) 279 [InSPIRE].

[197] S. Weinberg, *High-energy behavior in quantum field theory*, *Phys. Rev.* **118** (1960) 838 [InSPIRE].

[198] G.F. Sterman, *An Introduction to quantum field theory*, Cambridge University Press, U.K. (1993).