Interferometer response to geontropic fluctuations
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We model vacuum fluctuations in quantum gravity with a scalar field, characterized by a high occupation number, coupled to the metric. The occupation number of the scalar is given by a thermal density matrix, whose form is motivated by fluctuations in the vacuum energy, which have been shown to be conformal near a light-sheet horizon. For the experimental measurement of interest in an interferometer, the size of the energy fluctuations is fixed by the area of a surface bounding the volume of spacetime being interrogated by an interferometer. We compute the interferometer response to these “geontropic” scalar-metric fluctuations, and apply our results to current and future interferometer measurements, such as LIGO and the proposed GQuEST experiment.
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I. INTRODUCTION

Traditional wisdom in effective field theory (EFT) suggests that quantum fluctuations in the fabric of spacetime should be of the order of \( \sim l_p = \sqrt{8\pi G\hbar/c^3} \sim 10^{-34}\) m, where \( G, \hbar, c, \) and \( l_p \) are the gravitational constant, reduced Planck constant, speed of light, and Planck length, respectively. Fluctuations on such small time and length scales are experimentally undetectable.

It has, however, been recently argued in multiple different contexts that the length scale \( L \) of the physical system itself may enter into the observable [1–6] (see Ref. [7] for a summary)

\[
\left\langle \left( \frac{\Delta L}{L} \right)^2 \right\rangle \sim \frac{l_p}{L},
\]

where \( \Delta L \) is the quantum fluctuation of \( L \). For example, in Refs. [1,4], \( L \) is the length of interferometer arm in flat spacetime. More generally, \( L \) can be the size of a causal diamond in dS, AdS, and flat spacetime [2,3], where the causal diamond associated with a volume \( V \) consists of points which have the property that all causal curves going through the point must intersect \( V \) [8,9]. These works argued that the naive EFT reasoning is corrected by long-range correlations in the metric fluctuations—such as are known to occur in holography—which allow the UV fluctuations to accumulate into the infrared. A physical analog is Brownian motion (discussed in Ref. [7]) where the interactions occur at very short distances but become observable on long timescales as the UV effects accumulate.

While the calculations presented in Refs. [1–5] are firmly grounded in standard theoretical techniques, such as AdS/CFT, they have not yet provided important, detailed experimental information, such as the power spectral density. This was the motivation behind the model of Ref. [4], to provide a framework that reproduces important behaviors of the UV-complete theory while also allowing to calculate detailed signatures in the infrared. In the language of the Brownian motion model, while the fluctuations arise from local interactions, the observable is only defined globally. In the language of an interferometer experiment, one cannot measure spacetime fluctuation within a portion of an interferometer arm length, but must wait for a photon to complete a round trip before making a measurement of the global length fluctuation across the entire arm.

In this work, we continue to develop the model proposed in Ref. [4], utilizing a scalar field coupled to the metric to model the behavior of the spacetime fluctuations proposed in Refs. [1–5]. We call spacetime fluctuations modeled by the scalar field “geontropic fluctuations” since they are geometric fluctuations induced by entropic fluctuations within a finite spatial volume, as we discuss in the next section. In particular, we propose a model in four dimensions, where the metric appears as a breathing mode of a sphere controlled by a scalar field \( \phi \):

\[
\begin{align*}
    ds^2 = -dt^2 + (1 - \phi)(dr^2 + r^2 d\Omega^2).
\end{align*}
\]

Since \( \phi \) effectively controls the area of a spherical surface, it is thus proportional to the entropy of a causal diamond,
and may be identified with the dilaton mode studied in Refs. [3,5], which induces fluctuations in the spherical entangling surface shown in Fig. 1 and is modeled by the metric in Eq. (2). In the model we consider, \( \phi \) is a scalar field whose quantum fluctuations will be characterized by its occupation number, which we label as \( \sigma_{\text{pix}} \). The subscript denotes “pixellon” following the proposal of Ref. [4], referring to the pixels of spacetime whose fluctuations the scalar field is modeling. While we do not derive the form of the metric in Eq. (2), we reproduce the angular correlation proposed in Ref. [1], a nontrivial result (not typical of most metrics) which we take as further evidence that this Ansatz is a good starting point. In addition, the power spectral density has no pathologies in the ultraviolet or infrared, another nontrivial result.

In particular, the quantum fluctuations of the scalar, since they couple to the metric, will give rise to fluctuations in the round-trip time for a photon to traverse from mirror to mirror in an interferometer, as depicted in Fig. 1. Similar to Ref. [4], our main goal is to compute the gauge invariant interferometer observable arising from the metric Eq. (2), with \( \phi \) being a scalar field having a high occupation number. In contrast to Ref. [4], which calculated length fluctuations utilizing the Feynman-Vernon influence functional in a single interferometer arm, we will use only linearized gravity and the QFT of a scalar field with a given occupation number. We will thus be able to extend the previous work in Ref. [4], calculating both the power spectral density and angular correlations in the interferometer arms in a manifestly gauge invariant way, checking previous claims made in Ref. [1], as well as making new predictions. Note that while the model is not yet uniquely derived from first principles in the ultraviolet (utilizing for example shockwave geometry [6], i.e., the gravitational field of fast-moving particles with negligible rest mass [10]), we will argue below that it is nevertheless well motivated from first principles.

More specifically, we consider an interferometer with two arms of equal length \( L \), i.e., with spherical symmetry, and separated by angle \( \theta \), as depicted in Fig. 1. We assume that the first arm as the reference beam points in the direction \( \mathbf{n}_1 \), and the second arm as the signal beam points in the direction \( \mathbf{n}_2 \). We will find that the observable takes the form:

\[
\left\langle \frac{\delta T(t_1, \mathbf{n}_1) \delta T(t_2, \mathbf{n}_2)}{4L^2} \right\rangle = \frac{l_p^2}{4L^2} \int_0^L dr_1 \int_0^L dr_2 \int \frac{d^3 \mathbf{p}}{(2\pi)^3} \frac{\sigma_{\text{pix}}(\mathbf{p})}{2\omega(\mathbf{p})} F(r_1, r_2, p, \Delta x),
\]

(3)

where \( \delta T(t, \mathbf{n}) \) denotes the fluctuation of time delay of light beam sent at time \( t - L \) along the direction \( \mathbf{n} \), and \( p = (\omega, \mathbf{p}), \Delta x = (\Delta t, \Delta \mathbf{x}) \) are four-vectors. The main object of interest in this paper is \( F(r_1, r_2, p, \Delta x) \), which encapsulates the response of the interferometer gravitationally coupled to the scalar field \( \phi \).

The rest of the paper is organized around deriving Eq. (3). In Sec. II, we review the pixellon scalar field model, with an occupation number \( \sigma_{\text{pix}} \) motivated in particular by [4], but also by work demonstrating that the effect of interest is a breathing mode of the horizon [3,5]. We then couple this scalar field to the Einstein-Hilbert action and derive its equation of motion. In Sec. III, we perform a linearized gravity calculation and derive the observable. In particular, we compute the interferometer response function \( F(r_1, r_2, p, \Delta x) \) from our specific model. In Sec. IV, we compute the relevant power spectral density and angular correlation from Eq. (3). We then discuss various existing experimental constraints. Finally, in Sec. V, we conclude. Throughout the paper we will work in units \( \hbar = c = k_B = 1 \) while keeping the gravitational constant \( G = l_p^2/(8\pi) \) explicit.

II. SCALAR FIELD QUANTUM FLUCTUATIONS IN A CAUSAL DIAMOND

The main goal of this section is to motivate the form of the scalar occupation number, \( \sigma_{\text{pix}} \), that will be coupled to the metric. Our discussion here is mostly based on Ref. [4], though, as mentioned previously, it is also broadly consistent with the dilaton model presented in Refs. [3,5]. We first review the pixellon model developed in Refs. [1–6] but use the notation in this work, and the rest of this section directly applies the pixellon model to the specific metric in Eq. (2).

The effect of interest, as presented in Refs. [1,2] is based on fluctuations in the modular Hamiltonian \( K \).
where $B$ is some spatial region with a stress tensor $T_{\mu\nu}$, $dB^\nu$ is the volume element of $B$ (with $dB^\nu$ pointing in the time direction), and $\zeta_\Sigma^K$ is the conformal Killing vector of the boost symmetry of $\Sigma$, the entangling surface between $B$ and its complement $\bar{B}$ [2,8]. One can map $B$ to Rindler space, so $\Sigma$ is also a Rindler horizon. In the context of AdS/CFT, where $T_{\mu\nu}$ is the stress tensor of the boundary CFT, both the vacuum expectation value and the fluctuations of the modular Hamiltonian are known to obey an area law in vacuum [2,11,12]

$$\langle K \rangle = \langle \Delta K^2 \rangle = \frac{A(\Sigma)}{4G},$$

where $A(\Sigma)$ is the area of $\Sigma$. One tempting interpretation of this relation is that $\langle K \rangle \equiv \mathcal{N}$ counts the number of gravitational bits, or pixels, in the system, which is further motivated by the fact that the entanglement entropy $S_{\text{ent}} = \langle K \rangle$ is known to hold in a CFT. The fluctuations of those $\mathcal{N}$ bits then satisfy “root-N” statistics:

$$\frac{|\Delta K|}{\langle K \rangle} = \frac{1}{\sqrt{\mathcal{N}}},$$

where $|\Delta K| = \sqrt{\langle \Delta K^2 \rangle}$ represents the amplitude of the modular fluctuation.

While the precise relation $\langle K \rangle = \langle \Delta K^2 \rangle$ is demonstrated only in the context of AdS/CFT, one can place a Randall-Sundrum brane in the (5-d) bulk of AdS, inducing gravity on the (flat 4-d) RS brane, and show that Eq. (5) holds on the 4-d brane [3]. The measuring apparatus can then be placed on the flat 4-d brane. Further, as shown in [3,13,14], gravity is approximately conformal near the horizon. For an interferometer, the light beams are probing the near-horizon geometry of the spherical entangling surface $\Sigma$ bounding it (shown in Fig. 1), so Ref. [3] argued that the correlator of stress tensor takes the same form as any CFT. Thus, $\langle \Delta K^2 \rangle$ follows Eq. (5), i.e.,

$$\langle \Delta K^2 \rangle \sim \int d^2y \langle \Delta K^2 \rangle \sim \frac{1}{\delta^2} \sim \frac{A}{l_p^2},$$

where $\delta$ denotes the transverse directions (corresponding to the coordinates on $\Sigma$) and $G/\delta^2$ corresponds to a UV cutoff in the theory at a distance scale $\delta \sim l_p$. In our case, $r' \sim \delta$ corresponds to the distance to the (unperturbed) spherical entangling surface $\Sigma$ in our setup shown in Fig. 1. A similar relation holds for $\langle K \rangle$. More generally, as found in [15], an area law for entanglement entropy does not hold only for a CFT but also any massless scalar QFT, which also motivates the scalar model of geontropic fluctuations in [4] and this work.

The idea of Ref. [4] was thus to model the gravitational effects of modular fluctuations with a massless scalar field, dubbed a “pixellon.” Since pixellons are bosonic scalars, their creation and annihilation operators $(a, a^\dagger)$ satisfy the usual commutation relation

$$[a_{\mathbf{p}}, a_{\mathbf{p}'}^\dagger] = (2\pi)^3 \delta(\mathbf{p} - \mathbf{p}').$$

We are interested in modeling the impact of the (fluctuating) effective stress tensor in Eq. (13). We will do this by allowing for a nonzero occupation number $\sigma_{\text{pix}}(\mathbf{p})$,

$$\text{Tr}(\rho_{\text{pix}} a_{\mathbf{p}}^\dagger a_{\mathbf{p}}) = (2\pi)^3 \sigma_{\text{pix}}(\mathbf{p}) \delta^{(3)}(\mathbf{p} - \mathbf{p}').$$

The occupation number should be consistent with the modular energy fluctuation, Eq. (6), as we will check explicitly at the end of this section.

The pixellon couples to the metric and sources the stress tensor at second order in perturbations. In general, we can consider a metric of the form

$$g_{\mu\nu} = \eta_{\mu\nu} + \epsilon h_{\mu\nu} + \epsilon^2 H_{\mu\nu} + \cdots,$$

where $\epsilon$ is a dimensionless parameter that denotes the order in perturbation theory. The vacuum Einstein Equation (EE) is, parametrically [16],

$$G_{\mu\nu} = \epsilon [\nabla^2 h]_{\mu\nu} + \epsilon^2 (\nabla^2 H)_{\mu\nu} - l_p^2 T_{\mu\nu} + \cdots = 0,$$

where the precise form of the equations of motion (e.g., numerical prefactors in the time and spatial derivatives) will depend on the precise form of the metric that we consider below, and where the effective stress tensor is given by

$$T_{\mu\nu} \sim \frac{1}{l_p^2} (\nabla h)^2_{\mu\nu}.$$

At leading order in perturbation theory, the metric perturbation $h_{\mu\nu}$ satisfies the vacuum EE having a form

$$[\nabla^2 h]_{\mu\nu} = 0.$$

However, at second order, the effective stress tensor of $h_{\mu\nu}$ will source a nonzero metric perturbation $H_{\mu\nu}$, i.e.,

$$[\nabla^2 H]_{\mu\nu} = l_p^2 T_{\mu\nu}.$$
One can compute $\langle K \rangle$ from $\langle T_{\mu \nu} \rangle$, but as shown in [2], $\langle K \rangle$ does not gravitate and should be subtracted in the metric equation of motion (similar to a tadpole diagram in QFT). Thus, the vacuum expectation value of this stress tensor vanishes, $\langle T_{\mu \nu} \rangle = 0$, consistent with Eqs. (13) and (14). In contrast, it is expected to have nonzero fluctuations $\langle \Delta K^2 \rangle \sim \langle T_{\mu \nu} T_{\mu \nu} \rangle \neq 0$, which gravitate and lead to physical observables.

Although $\langle \Delta K^2 \rangle$ is directly related to the vacuum two-point function of $H_{\mu \nu}$ or four-point function of $h_{\mu \nu}$, the physical observable can be directly computed from the two-point function of $h_{\mu \nu}$ with a nontrivial density-of-states $\sigma_{\text{pix}}$. That is, we are using the language of linearized gravity in this work, while our result captures the nonlinearity in Eq. (15) and higher orders via $\sigma_{\text{pix}}$. To compute the fluctuations, we quantize the metric perturbations via the scalar field $\phi$, which, to second order in perturbation theory, leads to a nonzero $\langle \Delta K^2 \rangle$, as shown at the end of this section. The major goal of this work is to compute the effects of such quantized metric perturbations on the interferometer depicted in Fig. 1.

More specifically, following Ref. [4], we model these energy fluctuations, in the volume of spacetime interrogated with an interferometer, with a thermal density matrix $\rho_{\text{pix}}$, as shown in Eqs. (9) and (10). The motivation for this choice is based on formal work [8] showing that the reduced density matrix $\rho_{V}$ of the system $V$ bounded by a sphere $S^{d-1}$ or its causal diamond $D$ can be mapped to the thermal density matrix $\rho_{T}$ of the hyperbolic spacetime $R \times H^{d-1}$, which foliates AdS$_{d+1}$, in the asymptotic limit. A similar argument relating the vacuum state of any QFT in a causal diamond to a thermal density matrix can be found in [17].

Thus, following [4], we are motivated to define a thermal density matrix $\rho_{\text{pix}}$ of pixellons using the definition in [18],

$$\rho_{\text{pix}} = \frac{1}{Z} \exp \left[ -\beta \int \frac{d^{3}p}{(2\pi)^{3}} (\epsilon_{p} - \mu) a_{p}^{\dagger} a_{p} \right],$$

$$Z = \prod_{p} \frac{1}{1 - e^{-\beta(\epsilon_{p} - \mu)}},$$

where $\epsilon_{p}$ is the energy of pixellons with momentum $p$, and $\mu$ is the chemical potential counting background degrees of freedom associated with $\langle K \rangle$ [4].

Furthermore, as in Ref. [4], we identify the energy per degree-of-freedom as

$$\beta(\epsilon_{p} - \mu) \equiv \beta \omega(p) \sim \frac{\Delta K}{\langle K \rangle}.$$  

In four dimensions, according to Eq. (5),

$$\frac{|\Delta K|}{\langle K \rangle} = \frac{1}{\sqrt{N}} \sim \frac{I_{p}}{L},$$

suggesting that the energy fluctuation per degree-of-freedom is set by a ratio of UV and IR length scales. Since $\frac{I_{p}}{T} \ll 1$, we approximate the occupation number $\sigma(p)$ by

$$\sigma_{\text{pix}}(p) = \frac{1}{e^{\beta \omega(p)} - 1} \approx \frac{1}{\beta \omega(p)}.$$  

More specifically, we identify the IR length scale $1/L \sim \omega(p)$, so we take

$$\sigma_{\text{pix}}(p) = \frac{1}{\beta \omega(p)},$$

where $a$ is the dimensionless number to be measured in an experiment, or fixed in a UV-complete theory. Here $a = 1/(2\pi)$ corresponds to an inverse temperature $\beta = 2\pi I_{p}$, giving a result most closely mirroring Refs. [1,2,4] in amplitude.

Note that $\sigma_{\text{pix}}(p)$ is not Lorentz invariant, but this is to be expected because the measurement of interest via a causal diamond picks out a frame. This is also not contradictory to our statement that we have computed a gauge invariant observable. It is because Lorentz transformations of $\sigma_{\text{pix}}(p)$ are global transformations of background Minkowski spacetime. After the interferometer picks a frame, the interferometer response is independent of how we describe metric perturbations, i.e., independent of local coordinate transformations at scale of metric perturbations, which is what gauge invariance usually means in linearized gravity.

We now apply this pixellon model to the metric in Eq. (2) and derive the dispersion relation of $\phi$. We start from the linearized Einstein Hilbert action or Fierz-Pauli action [19]

$$S_{FP} = \frac{1}{2\kappa} \int d^{4}x \sqrt{-g} g_{\mu \nu} \left(G^{\mu \nu} [h_{\mu \nu} - \kappa T^{\mu \nu}] \right)$$

$$= \frac{1}{4\kappa} \int d^{4}x \sqrt{-g} g_{\mu \nu} \left(\eta^{\mu \nu} \Box h - \Box h^{\mu \nu} - 2\n^{\rho} \n^{\nu} h_{\rho \nu} + 2\n^{\rho} \n^{\nu} h^{\rho \nu} - 2\kappa T^{\mu \nu} \right) + O(h^{3}),$$

where $\kappa = 8\pi G$. The Fierz-Pauli action can be derived by expanding the full metric $g_{\mu \nu}$ about the Minkowski metric $\eta_{\mu \nu}$, $g_{\mu \nu} = \eta_{\mu \nu} + h_{\mu \nu}$, and keeping the terms quadratic in $h_{\mu \nu}$ in the Einstein Hilbert action [19,20]. Here, $h_{\mu \nu}$ is the metric perturbation associated with the pixellon $\phi$. The terms linear in $h_{\mu \nu}$ are discarded because they can be written as a total derivative [20].

Instead of a functional of a general $h_{\mu \nu}$, $S_{FP}$ in our model is a functional of the metric in Eq. (2) and thus a functional of $\phi$, so the pixellon’s action $S_{pix}[\phi]$ is
\[ S_{\text{pix}}[\phi] \equiv S_{\text{FP}}[h_{\mu\nu}^{\text{pix}}[\phi]], \quad h_{\mu\nu}^{\text{pix}} \, dx^\mu \, dx^\nu = ds_{\text{pix}}^2. \]  

(23)

which after plugging in Eq. (2) becomes

\[ S_{\text{pix}}[\phi] = \frac{1}{2\kappa} \int d^4x \sqrt{-g} \phi [\nabla^2 - 3 \partial_x^2 \phi + \kappa L_{\text{int}}[\phi]], \]

\[ L_{\text{int}}[\phi] = -h_{\mu\nu}^{\text{pix}}[\phi] T^{\mu\nu}. \]  

(24)

Then the equation of motion (EOM) of \( \phi \) is derived by varying \( L_{\text{pix}} \) with respect to \( \phi \).

\[ (\partial_t^2 - c_s^2 \nabla^2) \phi = \frac{\kappa}{c_s^2} \frac{\delta L_{\text{int}}[\phi]}{\delta \phi}, \quad c_s \equiv \sqrt{\frac{1}{3}}. \]  

(25)

Following the logic of Eqs. (12) and (13), to leading order in \( \phi \), the right-hand side of Eq. (25) vanishes. Although Eq. (25) is source-free, one may find that the effective stress tensor contains linear term in \( \phi \), which is a tadpole due to imposing the form of metric in Eq. (2) and can be subtracted off. Equation (25) also implies that for the metric in Eq. (2), \( \phi \) needs to have the dispersion relation

\[ \omega = c_s |\mathbf{p}|, \quad c_s = \sqrt{\frac{1}{3}} \]  

(26)

using the expansion \( \phi = \int \frac{d^3p}{(2\pi)^3} \phi(\mathbf{p}) e^{-i\mathbf{p} \cdot \mathbf{x}} \). It is clear that \( \phi \) is a sound mode with the sound speed \( c_s = \sqrt{\frac{1}{3}} \). This sound mode can be related to the hydrodynamical sound mode in fluid gravity and the butterfly velocity of out-of-time-correlators, (e.g., see Refs. [21,22]), which we will explore in our future work. From Eq. (24), we also notice that to canonically normalize \( \phi \), we can define \( \phi \) such that

\[ \phi = \sqrt{\kappa \phi} = l_p \phi. \]  

(27)

As a consistency check, one can use the metric in Eq. (2) and the occupation number in Eq. (21) to confirm that \( \langle \Delta K^2 \rangle \) has the same scaling in Eq. (5). Although the physical observable is driven by the two-point function of \( \phi \) as we will discuss in Sec. III, \( \langle \Delta K^2 \rangle \) is driven by the four-point function of \( \phi \). One can see this by noting that \( K^2 \sim \langle T_{\mu\nu} \rangle^2 \) according to Eq. (4), while \( T_{\mu\nu} \sim \frac{1}{2} \xi [\langle \nabla \phi \rangle^2]_{\mu\nu} \) according to Eq. (13). In Sec. III, we find, utilizing the Ansatz Eq. (21) for the density of states, \( \langle \phi^2 \rangle \sim \frac{L}{l_p} \) [see Eq. (39)]. Thus, if we identify spatial gradients with the IR length scale \( 1/L \), we obtain \( \langle \Delta K^2 \rangle \sim \frac{L}{l_p^2} \sim \frac{\Delta \sqrt{g}}{4\kappa} \), as expected.

### III. Time Delay in Pixellon Model

The major goal of this work is to compute an interferometer response to fluctuations in the pixellon model. Instead of using the Feynman-Vernon influence functional approach to compute the mirror’s motion, e.g., in [4,20,23], we compute the time delay of a light beam traveling a round trip directly.

In general, for a metric in the form

\[ ds^2 = -(1 - \mathcal{H}_0) dt^2 + (1 + \mathcal{H}_2) dr^2 + 2\mathcal{H}_1 dt dr + \cdots, \]  

(28)

we need to consider three effects: the shift in the clock rate, mirror motion, and light propagation. As discussed in detail in Appendix A, the shift in the clock’s rate only depends on \( \mathcal{H}_0 \), the mirror motion in the radial direction is affected by \( \mathcal{H}_{0,1} \), and the light propagation is determined by all three components \( \mathcal{H}_{0,1,2} \).

In Appendix B, we further show that if we take all of these three effects into consideration and sum up the resulting time delay for both outbound and inbound light, the total time delay \( \mathcal{T} \) of a round trip is completely determined by the pixellon model in Eq. (2). To calculate time delay in a generic metric like Eq. (28), one can refer to Appendix A.

For the metric in Eq. (2), the only nonzero component in the \( t - r \) sector of the metric is \( \mathcal{H}_2 \), so we only need to consider light propagation. Then for a light beam sent at time \( t - L \) along the direction \( \mathbf{n} \), its total time delay \( T(t,\mathbf{n}) \) of a round trip is completely determined by the pixellon field \( \phi \), e.g.,

\[ T(t,\mathbf{n}) = 2L + \frac{1}{2} \int_0^L \, dr [\phi(x) + \phi(x')], \]

\[ x \equiv (t - L + r, r\mathbf{n}), \quad x' \equiv (t + L - r, r\mathbf{n}). \]  

(29)

We have chosen the start time to be at \( t - L \) such that the time coordinate of \( x \) and \( x' \) are symmetric about \( t \).

Since \( \phi \) satisfies the massless free scalar wave equation with the sound speed \( c_s = \frac{1}{\sqrt{3}} \) [i.e., Eqs. (25) and (26)], the quantization for \( \phi(x) \) should be

\[ \phi(x) = l_p \int \frac{d^3p}{(2\pi)^3} \frac{1}{\sqrt{2\omega(p)}} \left( a_p e^{ip \cdot x} + a_p^\dagger e^{-i p \cdot x} \right). \]  

(30)

where \( l_p \) is to make \( \phi(x) \) canonically normalized, as discussed in Eq. (27). Creation and annihilation operators \( a_p, a_p^\dagger \) satisfy the commutation relation in Eq. (8) with a thermal density matrix \( \rho_{\text{pix}} \) defined in Eqs. (16) and (21).

Let us define \( \delta T(t,\mathbf{n}) \) to be the correction to the total time delay \( T(t,\mathbf{n}) \). We write the autocorrelation of \( \delta T(t,\mathbf{n}) \) as

\[ C(\Delta t, \theta) \equiv \left< \frac{\delta T(t_1,\mathbf{n}_1) \delta T(t_2,\mathbf{n}_2)}{4L^2} \right>, \]

\[ \Delta t \equiv t_1 - t_2, \quad \theta = \cos^{-1}(\mathbf{n}_1 \cdot \mathbf{n}_2). \]  

(31)
and using Eq. (29), we obtain
\[
C(\Delta t, \theta) = \frac{1}{16L^2} \int_0^L dr_1 \int_0^L dr_2 
\times \langle (\phi(x_1) + \phi(x_1'))(\phi(x_2) + \phi(x_2')) \rangle,
\]
where \(\langle \mathcal{O} \rangle\) is a shorthand notation for
\[
\langle \mathcal{O} \rangle = \text{Tr}(\rho_{\text{pix}} \mathcal{O}).
\]

We have assumed that \(C(\Delta t, \theta)\) only depends on \(\Delta t\), the difference of the time when the two beams are sent, and \(\theta\), the angular separation of two arms. We will see that this assumption is true.

Besides the correlation function in Eq. (31), a more physical correlation function is to first subtract the time delay of the first arm \(T(t, \mathbf{n}_1)\) from the time delay of the second arm \(T(t, \mathbf{n}_2)\), where two beams are sent at the same time \(t\), and then correlate this difference of time delay at different beam-sent time:
\[
C_T(\Delta t, \theta) = \frac{T(t, \theta) - T(t, \mathbf{n}_1)}{4L^2}.
\]

\(T(t, \theta) \equiv T(t, \mathbf{n}_2) - T(t, \mathbf{n}_1) = \delta T(t, \mathbf{n}_2) - \delta T(t, \mathbf{n}_1),\)

such that
\[
C_T(\Delta t, \theta) = 2[C(\Delta t, 0) - C(\Delta t, \theta)].
\]

Here, we treat the first arm as the reference beam and the second arm as the signal beam. Since the relation between \(C(\Delta t, \theta)\) and \(C_T(\Delta t, \theta)\) is directly given by Eq. (35), we will focus on \(C(\Delta t, \theta)\) in our calculations below. To compute \(C(\Delta t, \theta)\) in Eq. (32), we need to first compute the correlation function of \(\phi\). Using Eq. (30), we obtain
\[
\phi(x) + \phi(x') = l_p \int \frac{d^3 \mathbf{p}}{(2\pi)^3} \frac{1}{\sqrt{2\omega(\mathbf{p})}} 2 \cos[\omega(L - r)]
\times (a_p e^{-i\omega_1 t - ip \cdot x} + a_p^\dagger e^{i\omega_1 t - ip \cdot x}).
\]

Then we have
\[
\langle (\phi(x_1) + \phi(x_1'))(\phi(x_2) + \phi(x_2')) \rangle
= 4l_p^2 \int \frac{d^3 \mathbf{p}_1}{(2\pi)^3} \int \frac{d^3 \mathbf{p}_2}{(2\pi)^3} \frac{1}{\sqrt{4\omega_1(\mathbf{p}_1)\omega_2(\mathbf{p}_2)}}
\times \cos[\omega_1(L - r_1)] \cos[\omega_2(L - r_2)]
\times [a_p a_p^\dagger e^{-i\omega_1 t - ip \cdot x_1} e^{-i\omega_2 t - ip \cdot x_2} + \text{c.c.}],
\]

where we have only kept the term proportional to \(a_p^\dagger a_p\) and \(a_p a_p^\dagger\) since the other terms are zero.

To evaluate Eq. (37), we need to calculate \(\langle a_p^\dagger a_p^\dagger a_p a_p \rangle\) and \(\langle a_p a_p^\dagger \rangle\). The former is given directly by Eq. (9),
\[
\langle a_p^\dagger a_p^\dagger a_p a_p \rangle = \text{Tr}(\rho_{\text{pix}} a_p^\dagger a_p a_p) = (2\pi)^3 \sigma_{\text{pix}}(\mathbf{p}_1) \delta^3(\mathbf{p}_1 - \mathbf{p}_2).
\]

Using both Eq. (9) and the commutation relation in Eq. (8), we find the latter to be
\[
\langle a_p a_p^\dagger \rangle = (2\pi)^3 [1 + \sigma_{\text{pix}}(\mathbf{p}_1)] \delta^3(\mathbf{p}_1 - \mathbf{p}_2)
\approx (2\pi)^3 \sigma_{\text{pix}}(\mathbf{p}_1) \delta^3(\mathbf{p}_1 - \mathbf{p}_2),
\]

where we have used \(\sigma_{\text{pix}}(\mathbf{p}) \gg 1\) at the last line.

Finally, plugging Eq. (39) into Eq. (32), we obtain
\[
C(\Delta t, \theta) = \frac{l_p}{4L^2} \int_0^L dr_1 \int_0^L dr_2 \int \frac{d^3 \mathbf{p}}{(2\pi)^3} \sigma_{\text{pix}}(\mathbf{p})
\times \frac{1}{2\omega(\mathbf{p})} \cos[\omega(L - r_1)] \cos[\omega(L - r_2)]
\times [e^{-i\omega_1 t + ip \cdot \Delta x} + \text{c.c.}],
\]

This is our main result, and we will work on applying it to existing interferometer configurations next.

**IV. OBSERVATIONAL SIGNATURES AND CONSTRAINTS**

After plugging \(\sigma_{\text{pix}}(\mathbf{p})\) in Eq. (21), Eq. (40) is reduced to
\[
C(\Delta t, \theta) = \frac{a_l}{8L^2} \int_0^L dr_1 \int_0^L dr_2 \int \frac{d^3 \mathbf{p}}{(2\pi)^3} \frac{1}{\omega(\mathbf{p})}
\times \cos[\omega(L - r_1)] \cos[\omega(L - r_2)] e^{-i\omega_1 t + ip \cdot \Delta x}.
\]

In the next two subsections, we will study the power spectral density and angular correlation of Eq. (41) in more detail.

**A. Power spectral density**

We first study the power spectral density implied by Eq. (41). Carrying out the angular part of the momentum integral in Eq. (41), we have
\[
C(\Delta t, \theta) = \frac{a l_p}{2 \pi^2 c_s^2 L^2} \int_0^L dr_1 \int_0^L dr_2 \int_0^\infty d\rho \cos[\omega(L - r_1)] \cos[\omega(L - r_2)] e^{-i \omega \Delta t} \int_0^\pi d\theta \sin \theta e^{i \rho |\Delta x| \cos \theta} \\
= \frac{a l_p}{16 \pi^2 c_s^2 L^2} \int_0^L dr_1 \int_0^L dr_2 \int_0^\infty d\omega \cos[\omega(L - r_1)] \cos[\omega(L - r_2)] \frac{\sin[\omega D(r_1, r_2, \theta)/c_s]}{\omega D(r_1, r_2, \theta)} e^{-i \omega \Delta t},
\]

where we have defined

\[
\mathcal{D}(r_1, r_2, \theta) \equiv |\Delta x| = \sqrt{r_1^2 + r_2^2 - 2 r_1 r_2 \cos \theta}.
\]

The additional factor of \(\frac{1}{\omega^2}\) in Eq. (42) comes from using the dispersion relation in Eq. (26). \(C_T(\Delta t, \theta)\) is directly given by plugging Eq. (42) into Eq. (35). One thing to notice here is that \(C(0, 0)\) has a log divergence when integrating \(\omega\) to infinity. A similar log divergence also shows up in \(C(0, 0)\) of [1] [see Eq. (57)] if we sum all the \((\ell, m)\) modes without a cutoff in \(\ell\). Nonetheless, the log divergence in both cases can be regulated by noticing that there is a natural UV cutoff \(\ell_{\max}\) in the number of observable \(\ell\) modes of \(C_T(0, \theta)\), beyond which light is diffracted significantly and thus cannot probe these \(\ell > \ell_{\max}\) fluctuations. The UV cutoff \(\ell_{\max}\) can also be translated to a UV cutoff \(\omega_{\max}\) of frequency, which is usually much higher than the experimental cutoff \(\omega_{\max} \lesssim 10\) rad GHz of the photodetector [24]. Thus, when showing \(C_T(\Delta t, \theta)\) for \(\Delta t = 0\) in Fig. 2, we have imposed a UV cutoff \(\omega_{\max} = 10\) rad GHz. Since \(\omega_{\max}\) enters into Eq. (42) via the combination \(\omega_{\max} L\), we have used an arm length \(L = 5\) m as demonstration. Notice the signal is maximal when the interferometer arms are back-to-back.

![Graph](image)

**Fig. 2.** Equal-time correlation function \(C_T(0, \theta)\) [i.e., Eq. (34)] of the pixellon model without IR cutoff in Eq. (41) (blue) and with an IR cutoff in Eq. (60) (red), where both curves are normalized by \(\frac{a l_p}{2 \pi^2 c_s^2 L^2}\). An UV cutoff \(\omega_{\max} = 10\) rad GHz and arm length \(L = 5\) m is used as demonstration.

Performing a Fourier transform of \(C(\Delta t, \theta)\) with respect to \(\Delta t\), we obtain the two-sided power spectral density \(\tilde{C}(\omega, \theta)\) to be

\[
\tilde{C}(\omega, \theta) = \int_{-\infty}^\infty dt e^{-i \omega t} C(t, \theta) \\
= \frac{a l_p}{8 \pi c_s^3 L^2} \int_0^L dr_1 \int_0^L dr_2 \frac{\sin[\omega D(r_1, r_2, \theta)/c_s]}{\omega D(r_1, r_2, \theta)} \times \cos[\omega(L - r_1)] \cos[\omega(L - r_2)].
\]

To evaluate the power spectral density of \(C_T(\Delta t, \theta)\), we can put Eq. (44) into Eq. (35) such that its power spectral density \(\tilde{C}_T(\omega, \theta)\) is

\[
\tilde{C}_T(\omega, \theta) = 2[\tilde{C}(\omega, 0) - \tilde{C}(\omega, \theta)].
\]

In Fig. 3, we have plotted Eq. (45) over \(\omega L\) for several different separation angles \(\theta\) of the interferometer. In the limit \(\omega \to 0\), Eqs. (44) and (45) reduce to

\[
\tilde{C}(\omega, \theta) = \frac{a l_p}{8 \pi c_s^3} \omega^2 L^2, \\
\tilde{C}_T(\omega, \theta) = \frac{a l_p}{48 \pi c_s^5} \omega^2 L^2 (1 - \cos \theta) + O(\omega^4 L^4).
\]

A major feature of \(\tilde{C}(\omega, \theta)\) at low frequencies is that it is flat in frequency, corresponding to the spectrum of white noise. This feature is consistent with the “random walk intuition” of holographic effects in [7], as well as the random walk models in [25,26]. On the other hand, although \(\tilde{C}(\omega, \theta)\) is independent of \(\omega\) at low frequency, \(\tilde{C}_T(\omega, \theta)\) is quadratic in \(\omega\). It is because, as one can directly observe from Eq. (46), the leading order term of \(\tilde{C}(\omega, \theta)\) at low frequency is angle-independent. Thus, when subtracting the time delay of the first arm from the second arm, this leading order term cancels out, and the next order term, which is quadratic in \(\omega\) and has a nontrivial angular dependence, contributes to \(\tilde{C}_T(\omega, \theta)\).

In Eqs. (46) and (47), there are also additional factors of \(\frac{1}{\omega^2}\) from the expansion of \(\sin[\omega D(r_1, r_2, \theta)/c_s]\) in Eq. (44). Since the leading order term in the expansion of \(\sin[\omega D(r_1, r_2, \theta)/c_s]\) is linear in its argument, it contributes an additional factor of \(\frac{1}{\omega^2}\) to \(\tilde{C}(\omega, \theta)\) in Eq. (46). On the other hand, as we explained above, this leading order term is
angle-independent, so the next order term, which is cubic in its argument, contributes an additional factor of \( \frac{1}{\ell^2} \) to \( \hat{C}_\omega(\alpha, \theta) \) in Eq. (47).

One last observation from Eqs. (46) and (47) is that both \( \hat{C}(\alpha, \theta) \) and \( \hat{C}_\omega(\alpha, \theta) \) are regular in low frequency. In [1], an IR regulator at the scale of \( \frac{1}{\ell^2} \) was added to the 2D Laplacian on the sphere to regulate the angular correlation function as we will discuss in Sec. IV B. To perform an analogous calculation and take into account other IR effects, such as information loss due to soft graviton loss, we will apply the procedures in this section to the pixellon model with an IR cutoff at the same scale as in [1] in Sec. IV C.

## B. Angular correlation

We now study the angular correlation implied by Eq. (41). It will be convenient to first decompose Eq. (41) into spherical harmonics and spherical Bessel functions. Using

\[
e^{ip \cdot (x_1 - x_2)} = \sum_{\ell, m, \ell', m'} 16\pi^2 \ell' (\ell')^2 j_{\ell'} (|p|r) j_{\ell} (|p'|r') Y_{\ell'} m' (\hat{p}) Y_{\ell} m (\hat{p}', \hat{r}) Y_{\ell'} m' (\hat{n}) Y_{\ell} m (\hat{n}', \hat{r}).
\]

(50)

Using \( \int d\Omega Y^\ell m (\hat{p}) Y_{\ell'} m' (\hat{p}') \) we can integrate out all the angular dependence of \( p \), so

\[
C(\Delta t, \theta) = \frac{4l_p}{4\pi}\ell \sum_{\ell, m, r} \int_0^L dr_1 \int_0^L dr_2 \int_0^\infty d\omega \times \cos [\omega (L - r_1)] \cos [\omega (L - r_2)] \times j_\ell (\omega r_1 / c_s) j_\ell (\omega r_2 / c_s) \times Y^{\ell m} (\delta_1, \phi_1) Y^{\ell m} (\delta_2, \phi_2) e^{-i\omega \Delta t},
\]

(51)

where we have an additional factor of \( \frac{1}{c_s^2} \) from replacing \( p \) with \( \omega \) using Eq. (26). If we define the amplitude of each \( (\ell, m) \) mode of the integrand to be

\[
A_{\ell m} (\Delta t, \omega, r_1, r_2) \equiv \cos [\omega (L - r_1)] \cos [\omega (L - r_2)] \times j_\ell (\omega r_1 / c_s) j_\ell (\omega r_2 / c_s) e^{-i\omega \Delta t},
\]

(52)

Eq. (51) can be more compactly written as
\( C(\Delta t, \theta) = \frac{a l_p}{4 \pi c^2 L^2} \sum_{\ell, m} \int_0^L dr_1 \int_0^L dr_2 \int_0^\infty d\omega \left[ A_{\ell m}(\Delta t, \omega, r_1, r_2) Y^{\ell m}(\theta_1, \varphi_1) Y^{\ell m*}(\theta_2, \varphi_2) \right] \times \Delta_c \rho_1(\omega, r_1, r_2). \) \hfill (53)

Let us first look at the equal-time correlator by setting \( \Delta t = 0 \). The amplitude \( c_{\ell m} \) of each \((\ell, m)\) mode of \( C(0, \theta) \) is then given by integrating \( A_{\ell m}(0, \omega, r_1, r_2) \) over \( \omega \) and \( r_{1,2} \) as indicated by Eq. (53), i.e.,

\[ c_{\ell m} = \frac{a l_p}{4 \pi c^2 L^2} \int_0^L dr_1 \int_0^L dr_2 \int_0^\infty d\omega A_{\ell m}(0, \omega, r_1, r_2). \] \hfill (54)

Since these integrals are hard to evaluate analytically, we have plotted the numerical result in Fig. 4. In Fig. 4, we have only plotted the modes starting from \( \ell = 1 \) since the \( \ell = 0 \) mode, which is angle-independent, is cancelled out in \( C_T(\Delta t, \theta) \) as explained in the previous section.

In Fig. 4, we have also shown the amplitude of each \((\ell, m)\) mode found in Ref. [1]. They argued that the angular part of \( C(0, \theta) \) should be described by the Green’s function \( G(\mathbf{r}_1, \mathbf{r}_2) \) of the 2D Laplacian on the sphere with an additional IR regulator at the scale of \( \frac{1}{c^2 \ell^2 \theta} \), i.e.,

\[ (-\nabla^2 + 1/L^2)G(\mathbf{r}_1, \mathbf{r}_2) = \delta^{(2)}(\mathbf{r}_1, \mathbf{r}_2), \]

\[ \delta^{(2)}(\mathbf{r}_1, \mathbf{r}_2) = \frac{1}{L^2} \delta(\cos \theta_1 - \cos \theta_2) \delta(\phi_1 - \phi_2). \] \hfill (55)

where \( \mathbf{r}_l \) are coordinates on the sphere of radius \( L \). \( G(\mathbf{r}_1, \mathbf{r}_2) \) is scale invariant if we extract the overall factor of \( 1/L^2 \) by defining \( \mathbf{r}_l = \frac{\mathbf{r}_l}{L} \), so

\[ (-\nabla^2 + 1/L^2)G(\mathbf{r}_1, \mathbf{r}_2) = \delta^{(2)}(\mathbf{r}_1, \mathbf{r}_2). \] \hfill (56)

After decomposing \( G(\mathbf{r}_1, \mathbf{r}_2) \) into spherical harmonics, one obtains

\[ C(0, \theta) \propto \sum_{\ell, m} \frac{Y^{\ell m}(\theta_1, \varphi_1) Y^{\ell m*}(\theta_2, \varphi_2)}{\ell(\ell + 1) + 1}. \] \hfill (57)

Excellent agreement between the pixellon model and the expectation of Ref. [1] is observed.

As mentioned in Sec. IV A, both \( \bar{C}(\omega, \theta) \) and \( \bar{C}_T(\omega, \theta) \) in this work are regular when \( \omega \to 0 \), even without an IR regulator, e.g., Eqs. (46) and (47). However, it will still be interesting to study the pixellon model with an IR cutoff due to IR effects from the physical size of the interferometer. We will consider the case with an IR cutoff in Sec. IV C, but in this section, we first consider only the model without an IR cutoff. Thus, when comparing Eq. (54) to Ref. [1], we drop the additional \( 1 \) in the denominator of Eq. (57), which appears due to the insertion of an IR regulator. In this case, the amplitude of each \((\ell, m)\) mode becomes \( \frac{1}{\ell(\ell + 1)} \). In Fig. 4, one can observe that the angular correlation in this work is very close to the one in [1] without the IR regulator. Note that one also observes the same angular dependence in the shockwave geometry (e.g., see Refs. [6,10,27,28]), a connection we would like to study further in our future work.

One might also be interested in the amplitude \( \bar{c}_{\ell m}(\omega) \) of each \((\ell, m)\) mode of the power spectral density \( \bar{C}(\omega, \theta) \). Performing a Fourier transform of \( \bar{C}(\Delta t, \theta) \) in Eq. (53) and thus a Fourier transform of \( A_{\ell m}(\Delta t, \omega, r_1, r_2) \) in Eq. (52), we obtain

\[ \bar{c}_{\ell m}(\omega) = \frac{a l_p}{2 c^2 L^2} \int_0^L dr_1 \int_0^L dr_2 A_{\ell m}(0, \omega, r_1, r_2). \] \hfill (58)

We have plotted \( \bar{c}_{\ell m}(\omega) \) starting from \( \ell = 1 \) in Fig. 5. A normalization factor of \( \ell(\ell + 1) \) is multiplied to each curve such that each curve represents the relative power spectra density with respect to the total amplitude \( c_{\ell m} \).

To determine an analytical representation of the amplitude of each \((\ell, m)\) mode, one can also look at \( A_{\ell m}(0, \omega, r_1, r_2) \) at the end points \( r_1 = r_2 = L \). If we integrate \( A_{\ell m}(0, \omega, L, L) \) over \( \omega \), we find the amplitude of each \((\ell, m)\) mode at end points to be
which is the major contribution to \( c_{c\ell m} \) plotted in Fig. 4. Although Eq. (59) decreases more slowly than Eq. (57) over \( \ell \), we have additional suppression due to, for example, the factors of \( \cos[\omega(L - r_{1,2})] \) in Eq. (52) when integrating \( A_{\ell m}(0, \omega, r_1, r_2) \) over \( \omega \) and \( r_{1,2} \), so the total amplitude in Eq. (54) is very close to Eq. (57) without the IR regulator.

### C. IR cutoff

In this section, we apply the calculations in the previous two sections to the pixellon model with an IR cutoff. As discussed above, although both \( \tilde{C}(\omega, \theta) \) and \( \tilde{C}_T(\omega, \theta) \) are regular in the IR, we still expect an explicit IR cutoff to enter the calculation because of the finite size of the interferometer. We will also find that adding an IR cutoff gives a better agreement with the angular correlation of Eq. (57). For this reason, we place an IR cutoff at a scale \( \sim 1/L^2 \), similar to [1], into Eq. (41), e.g.,

\[
C(\Delta t, \theta) = \frac{al_p}{8L^2} \int_0^L dr_1 \int_0^L dr_2 \int \frac{d^3p}{(2\pi)^3} \frac{1}{\omega^2(p) + \frac{1}{L^2}} \times \cos[\omega(L - r_1)] \cos[\omega(L - r_2)] e^{-i\omega\Delta t + ip\cdot\Delta x}.
\]

(60)

Following the same procedure in Sec. IV A, we find that the power spectral density \( \tilde{C}(\omega, \theta) \) in Eq. (44) is modulated by an additional factor in \( \omega \) and \( L \), i.e.,

\[
\tilde{C}(\omega, \theta) \to \left( \frac{\omega^2}{\omega^2 + 1/L^2} \right) \tilde{C}(\omega, \theta),
\]

(61)

while \( \tilde{C}_T(\omega, \theta) \) is still given by Eq. (45). \( C_T(0, \theta) \) and \( \tilde{C}_T(\omega, \theta) \) with this IR cutoff are shown in Figs. 2 and 3, respectively.

One major effect of the IR cutoff is that the amplitude of \( \tilde{C}(\omega, \theta) \) is suppressed at low frequency due to the modulation factor in Eq. (61), as one can directly observe in Fig. 3. For the same reason, the overall amplitude of \( C_T(\Delta t, \theta) \) in the case with an IR cutoff is smaller than the one without IR cutoff as depicted in Fig. 2. As frequency increases, the modulation factor goes to 1, so the amplitude of \( \tilde{C}(\omega, \theta) \) in these two cases becomes nearly identical. In addition, as the separation angle \( \theta \) decreases, the difference between these two cases also becomes smaller since interferometers with smaller \( \theta \) are more sensitive to higher \( \ell \) modes, which have higher characteristic frequency, and thus are less sensitive to the IR cutoff.

One can also determine the suppression factor due to the IR cutoff as \( \omega \to 0 \) by expanding Eq. (61), e.g.,

\[
\tilde{C}(\omega, \theta) = \frac{al_p}{8\pi c_\perp^2} \omega^2 L^2 + O(\omega^4 L^4),
\]

(62)

\[
\tilde{C}_T(\omega, \theta) = \frac{al_p}{48\pi c_\perp^2} \omega^3 L^4(1 - \cos \theta) + O(\omega^6 L^6).
\]

(63)
The IR behaviors of both $\tilde{C}(\omega, \theta)$ and $\tilde{C}_T(\omega, \theta)$ above are very different from the case without an IR cutoff in Eq. (46) and (47) due to the additional factor of $\alpha^2 L^2$ contributed by the modulation factor in Eq. (61). For this reason, one has to be cautious when constraining our model using detectors with peak sensitivity at low frequency, such as LIGO, as discussed in Sec. IV D.

For the angular correlation, after decomposing Eq. (60) into spherical harmonics, we find that the amplitudes $c_{\ell m}(\omega)$ and $\tilde{c}_{\ell m}(\omega)$ of each $(\ell', m)$ mode of $C(0, \theta)$ and $\tilde{C}(\omega, \theta)$ are given by Eqs. (54) and (58), respectively, but $A_{\ell m}(\Delta t, \omega, r_1, r_2)$ is modulated by the same factor in Eq. (61), i.e.,

$$A_{\ell m}(\Delta t, \omega, r_1, r_2) \rightarrow \left(\frac{\alpha^2}{\omega^2 + \frac{1}{\tau^2}}\right) A_{\ell m}(\Delta t, \omega, r_1, r_2).$$  (64)

We show both $c_{\ell m}$ and $\tilde{c}_{\ell m}(\omega)$ with the IR cutoff in Figs. 4 and 5, respectively.

Since the overall amplitude of $\tilde{C}(\omega, \theta)$ is suppressed at low frequency, the amplitude $\tilde{c}_{\ell m}(\omega)$ of different $(\ell', m)$ modes is also suppressed as shown in Fig. 5. In Fig. 4, one can also observe that the amplitude $c_{\ell m}$ falls off more slowly with $\ell$ in the case with an IR cutoff since low $\ell$ modes are more sensitive to this IR cutoff and hence are more suppressed. As noted previously, our model with the IR cutoff better agrees with the results in [1], though one should remain cautious until our model has been fully mapped to a UV-complete theory.

**D. Existing constraints and future projections**

In an effort to detect high frequency gravitational waves and quantum gravity signatures, several laboratory-sized interferometer experiments have been implemented to accurately detect tiny spacetime perturbations. The constraints from these experiments are often reported as upper limits on the one-sided noise strain $\sqrt{S_h(f)}$ of the photon round-trip time, obtained by analyzing interference patterns. For stationary signals, the strain is defined as [29,30]

$$\sqrt{S_h(f)} = \sqrt{2} \int_{-\infty}^{\infty} \frac{\Delta L(\tau) \Delta L(0)}{L} e^{-\omega \tau f} d\tau,$$  (65)

which has units of $Hz^{-1/2}$. This is related to Eq. (44) by Eq. (45), i.e.,

$$\sqrt{S_h(f)} = \sqrt{2} \tilde{C}_T(\omega, \theta),$$  (66)

where $\omega = 2\pi f$ and $\theta$ is the angle between the two interferometer arms, which is taken to be $\pi/2$ for Holometer, GEO-600 and LIGO, and $\pi/3$ for LISA to account for its triangular configuration. Here we only focus on two of the three arms of LISA as a demonstration.

Our power spectrum in Eq. (44) can be parametrized more conventionally by defining

$$\alpha = \frac{2\pi}{c^2} a,$$  (67)

leading to the peak strain $\sqrt{S_h(f_{peak})} \approx \sqrt{2} \alpha l_p/(4\pi) = \sqrt{\alpha/(2.62 \times 10^{-23})} Hz^{-1/2}$ [31]. Here $\alpha \sim 1$ gives the amplitude of the effect computed in [1,2], and should be considered the natural benchmark [32].

We now compare our predicted strain to the experimental constraints from Holometer [29], GEO-600 [33], LIGO [34], and the projected sensitivity from LISA [35]. Since the four interferometers have different arm lengths, the predicted strain from our models will also differ between these experiments. The result assuming $a = 1$ with or without the IR cutoff using Eqs. (44), (45), (61), (66), and (67) is plotted in Fig. 6. Due to the better peak sensitivity of our predicted strain (i.e., at $\omega L \sim 1$ as shown in Fig. 3), the tightest experimental limit comes from LIGO and Holometer measurements, which at $3\sigma$ significance, are roughly $\alpha \lesssim 3$ and $\alpha \lesssim 0.7$ (with IR cutoff), and $\alpha \lesssim 0.1$ and $\alpha \lesssim 0.6$ (w/o IR cutoff), respectively. On the other hand, our model is out of reach for GEO-600 and LISA.

Caltech and Fermilab are commissioning a joint theoretical and experimental initiative called Gravity from Quantum Entanglement of Space-Time (GQuEST) [36,37], dedicated to probing the VZ effect proposed in Ref. [1]. This includes the construction of a tabletop optical Michelson interferometer with arm-length $L = 5$ m, with a novel read-out scheme with single photons rather than the usual interference effect. The advantage of this scheme is that sensitivity beats the standard quantum limit, with signal-to-noise ratio increasing linearly with integration time, rather than the usual square-root dependence. The experiment is projected to be able to constrain $\alpha \lesssim 1$ after 1000 s of background-free integration time, corresponding to a dark count rate of $10^{-3}$ Hz. We expect the constraint on $\alpha$ to tighten linearly with lower dark count rate and longer integration time.

Some previous works on quantifying spacetime fluctuations (motivated by theories other than the VZ effect) argued that the predicted strain should not be directly compared against experimental constraints such as GEO-600 and LIGO [38], since transitional interferometer experiments often utilize Fabry-Perot cavities (e.g., LIGO uses Fabry-Perot cavities within each arm, where the average light storage equals to 35.6 light round trips [39]) to boost the signal-to-noise ratio from astrophysical gravitational waves, while it is unclear whether quantum gravity signals, which are fundamental to spacetime itself, will benefit from additional light-crossings. In Appendix C, we show that spacetime fluctuations based on Eq. (2) do accumulate over a Fabry-Perot cavity, thus justifying our direct strain comparison with gravitational experiments.
V. CONCLUSIONS

In this paper we have investigated fluctuations in the time-of-arrival of a photon in an interferometer, due to a scalar field coupled to the metric as in Eq. (2) with an occupation number given by Eq. (21). This simple scalar field is designed to model the behavior of vacuum fluctuations of the modular energy (e.g., Ref. [2]) from shockwave geometries [6].

We showed that the interferometer observable had a power spectral density quadratically suppressed $\propto \omega^2$ or $\propto \omega^4$, depending on the IR regulator, at low frequency, and an angular correlation between the interferometer arms consistent with that proposed in Ref. [1], as expected from shockwave geometries.

In future work, we plan to more explicitly demonstrate the connection between shockwave geometries and interferometer observables, completing the bridge between the model presented here and the UV-complete theory.
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APPENDIX A: TIME DELAY IN GENERAL METRIC

In this appendix, we derive the time delay of a generic metric in Eq. (28). There are three effects, from the clock rate, the mirror motion, and the light propagation. Only when summing all three do we obtain the gauge invariant observable.

We start by computing the clock’s rate. Since \( g_{tt} = -1 - \mathcal{H}_0 \), to the leading order, the proper time differs from the coordinate time by

\[
\frac{dt}{d\tau} \approx 1 + \frac{1}{2} \mathcal{H}_0. \tag{A1}
\]

Thus, for a clock with radial position \( r \) where there is no metric fluctuation, the difference \( \delta \tau \) between the proper time and the coordinate time from \( t = t_1 \) to \( t = t_2 \) is

\[
\delta \tau(t_1, t_2, r) = -\frac{1}{2} \int_{t_1}^{t_2} dt' \mathcal{H}_0(t', r). \tag{A2}
\]

To account for the mirror’s motion, we consider the geodesic equation of the mirror

\[
0 = \frac{d^2 x^\mu}{dt^2} + \Gamma^\mu_{\alpha\beta} \frac{dx^\alpha}{dt} \frac{dx^\beta}{dt} \approx \frac{d^2 x^\mu}{dt^2} + \Gamma^\mu_{tt} v^t + \Gamma^\mu_{tr} v^r + \cdots. \tag{A3}
\]

Since the velocity of the mirror \( v^t \ll 1 \), to the leading order, \( \frac{dx^t}{dt} \approx -\Gamma^t_{tt} \). Using \( \Gamma^t_{tt} = \frac{1}{2} \eta_{tt} \left( \partial_t h_{tt} + \partial_\phi h_{\phi t} - \partial_\phi h_{t\phi} \right) \), we get

\[
\Gamma^t_{tt} = \partial_\phi h_{tt} - \frac{1}{2} \partial_\phi h_{t\phi} = \partial_\phi h_{tt} - \frac{1}{2} \partial_\phi \mathcal{H}_0. \tag{A4}
\]

so for a mirror at radius \( r \) when there is no metric fluctuation, its radial position \( r_M \) at coordinate time \( t \) is

\[
r_M(t, r) \approx \int_0^t dt' \int_{t_0}^{t'} dt'' \left[ \frac{1}{2} \partial_\phi \mathcal{H}_0(t'', r) - \partial_\phi \mathcal{H}_0(t', r) \right]. \tag{A5}
\]

For the light propagation, the geodesic equation of outgoing light is

\[
\frac{dr_\text{out}}{dr} \approx 1 + \frac{1}{2} \left( \mathcal{H}_0 + \mathcal{H}_2 + 2 \mathcal{H}_1 \right) \approx 1 + \frac{1}{2} \mathcal{H}_0. \tag{A6}
\]

and for ingoing light,

\[
\frac{dr_\text{out}}{dr} \approx -1 + \frac{1}{2} \left( \mathcal{H}_0 - \mathcal{H}_2 - 2 \mathcal{H}_1 \right) \approx -1 + \frac{1}{2} \mathcal{H}_0. \tag{A7}
\]

In total, the proper time \( T^\text{out} \) the light beam takes to reach the mirror is

\[
T^\text{out} \approx \int_{0+\mathcal{H}_0(0,0)}^{L+r_M(L, L)} dr \left[ 1 + \frac{1}{2} \mathcal{H}_0 + \mathcal{H}_2 \right] \mathcal{H}_0(r, r) + \frac{1}{2} \int_{0}^{L} dr \mathcal{H}_0(r, r). \tag{A8}
\]

Similarly, for the ingoing light beam,

\[
T^\text{in} \approx \int_{0+\mathcal{H}_0(2L,0)}^{L+r_M(L, L)} dr \left[ -1 + \frac{1}{2} \mathcal{H}_0 + \mathcal{H}_2 \right] \mathcal{H}_0(r, r) + \frac{1}{2} \int_{0}^{L} dr \mathcal{H}_0(r, r). \tag{A9}
\]

Then the total time delay \( T \) is given by summing up Eqs. (A8) and (A9), \( T = T^\text{out} + T^\text{in} \).

APPENDIX B: GAUGE INVARIANCE OF TIME DELAY

In this appendix, we show that the total time delay \( T = T^\text{out} + T^\text{in} \), where \( T^\text{out} \) and \( T^\text{in} \) are defined in Eqs. (A8) and (A9), of the light beam traveling a round trip is a gauge invariant quantity. Since the \( t - r \) sector of any metric, e.g., Eq. (28), will only be affected by the gauge transformations of coordinate \( t \) or \( r \), we will show that \( T \) is invariant under these two types of gauge transformations.

1. Gauge transformations of coordinate \( t \)

First, let us consider gauge transformations \( x^\mu \rightarrow x^\mu + \xi^\mu \), where only \( \xi_t \neq 0 \), so the metric becomes

\[
ds^2 = -(1 - \mathcal{H}_0 + 2 \partial_\phi \xi_t) dt^2 + (1 + \mathcal{H}_2) dr^2 + 2(\mathcal{H}_1 - \partial_\phi \xi_t) dtdr + \cdots. \tag{B1}
\]

Since \( h_{tt} \) is modified, \( \frac{dx^t}{dt} \rightarrow \frac{dx^t}{dt} + \frac{1}{2} \partial_\phi \xi_t \), the difference between the proper time and the coordinate time becomes

\[
\delta \tau(t_1, t_2, r) \rightarrow \delta \tau(t_1, t_2, r) + \xi_t(t_2, r) - \xi_t(t_1, r). \tag{B2}
\]

The geodesics equations of light beam are modified into

\[
\frac{dr_\text{out}}{dr} \approx 1 + \frac{1}{2} \left( \mathcal{H}_0 - 2 \partial_\phi \xi_t - 2 \partial_\phi \xi_t \right), \tag{B3}
\]

\[
\frac{dr_\text{in}}{dr} \approx -1 + \frac{1}{2} \left( \mathcal{H}_0 - 2 \partial_\phi \xi_t - 2 \partial_\phi \xi_t \right). \tag{B4}
\]
For mirror’s motion, let us define
\[ \delta r^\text{out} \equiv r_M(L, L) - r_M(0, 0), \quad \delta r^\text{in} \equiv r_M(L, L) - r_M(2L, 0). \]

\[ \delta L_{\text{out}} \equiv \frac{d\delta r^\text{out}}{dr} \quad \text{and} \quad \delta L_{\text{in}} \equiv \frac{d\delta r^\text{in}}{dr}. \]

Since \( \Gamma_{\text{out}} = \Gamma_{\text{out}} - \partial_r \xi_1^\text{out} + \partial_r \xi_1^\text{out} = \Gamma_{\text{out}} \) remains unchanged, \( \delta r^\text{out} \rightarrow \delta r^\text{out} \) and \( \delta r^\text{in} \rightarrow \delta r^\text{in} \). In total,
\[ T^\text{out} \rightarrow T^\text{out} + \xi_1(L, 0) - \xi_1(0, 0) - \int_0^L d\xi_1 \partial_r \xi_1 \mid_{t=r} = T^\text{out} + \xi_1(L, 0) - \xi_1(L, L), \]
\[ T^\text{in} \rightarrow T^\text{in} + \xi_1(2L, 0) - \xi_1(L, 0) + \int_0^L d\xi_1 \partial_r \xi_1 \mid_{t=2L-r} = T^\text{in} + \xi_1(L, 0) - \xi_1(L, L). \]

so the total time delay of a round trip \( T \rightarrow T \) under the gauge transformation of coordinate \( t \).

2. Gauge transformations of coordinate \( r \)

Next, let us consider gauge transformations \( x^\mu \rightarrow x^\mu + \xi^\mu \) with \( \xi_\tau \neq 0 \) only. The metric then becomes
\[
\begin{align*}
    ds^2 &= -(1 - \mathcal{H}_0) dt^2 + (1 + \mathcal{H}_2 - 2\partial_r \xi_1^0) dr^2 \\
    &\quad + 2(\mathcal{H}_1 - \partial_r \xi_1^0) dtdr + \cdots.
\end{align*}
\]

The relation between the proper time and the coordinate time remains unchanged. The ingoing and outgoing light’s geodesics are modified to be
\[
\begin{align*}
    \frac{dr^\text{out}}{dr} &\approx 1 + \frac{1}{2} (\mathcal{H}^\text{out} - 2\partial_r \xi_1^0 - 2\partial_r \xi_1^0), \\
    \frac{dr^\text{in}}{dr} &\approx -1 + \frac{1}{2} (\mathcal{H}^\text{in} - 2\partial_r \xi_1^0 + 2\partial_r \xi_1^0).
\end{align*}
\]

\( \Gamma_{\text{in}} \) now becomes \( \Gamma_{\text{in}} = \Gamma_{\text{in}} - \delta^2_1 \xi_1^0, \) so
\[
\begin{align*}
    \delta r^\text{out}_M &\rightarrow \delta r^\text{out}_M + \xi_1(L, L) - \xi_1(0, 0), \\
    \delta r^\text{in}_M &\rightarrow \delta r^\text{in}_M + \xi_1(L, L) - \xi_1(L, 0).
\end{align*}
\]

Then, in total,
\[
\begin{align*}
    T^\text{out} &\rightarrow T^\text{out} + \xi_1(L, L) - \xi_1(0, 0) - \int_0^L d\xi_1 \partial_r \xi_1 \mid_{t=r} = T^\text{out}, \\
    T^\text{in} &\rightarrow T^\text{in} + \xi_1(L, L) - \xi_1(2L, 0) - \int_0^L d\xi_1 \partial_r \xi_1 \mid_{t=2L-r} = T^\text{in}.
\end{align*}
\]

so \( T \) also remains invariant under the gauge transformation of coordinate \( r \). Thus, we have shown that \( T \) is a gauge invariant quantity.

**APPENDIX C: PHASE ACCUMULATION IN FABRY-PEROT CAVITY**

In this appendix, we show that the spacetime fluctuations in Eq. (2) accumulate in a Fabry-Perot cavity, so it is reasonable to compare our predicted strain to the experiments utilizing Fabry-Perot cavities, such as GEO-600 and LIGO, in Sec. V.

A Fabry-Perot Michelson interferometer can be viewed as a linear device that measures the differential single-round-trip phase, \( \Delta \Phi = \Phi_1 - \Phi_2 \) between the two arms—regardless of whether this phase arises from gravitational waves, displacement of mirrors, or space-time fluctuations. This \( \Delta \Phi \) is linearly transferred to the output field \( z \), with noise \( N \) added:
\[
z(f) = \mathcal{M}(f) \Delta \Phi(f) + N(f). \quad \text{(C1)}
\]

In particular, \( \mathcal{M}(f) \) contains the build-up (or suppression) of signal due to the Fabry-Perot cavity.

We now convert the strain-referred noise spectrum \( S_h \) published by LIGO to a spectrum for \( T \). In obtaining \( S_h \) (below 5 kHz, as shown in Fig. 6), LIGO used a long-wavelength approximation, and assumed that the wave has a polarization (stretching along the x and squeezing along the y direction), and propagating along z—perpendicular to the detector plane (e.g., adopted by Chapter 27.6 of [40]). In this case, in the local Lorentz frame of the beam splitter, the first and second mirrors are going to be displaced by \( \pm Lh/2 \), leading to phase shifts of
\[
\Phi_{1,2} = \pm \omega_0 Lh/c \quad \text{(C2)}
\]
and
\[
\Delta \Phi = 2\omega_0 Lh/c. \quad \text{(C3)}
\]

In this way, the \( \Delta \Phi \)-referred spectrum is related to \( S_h \) published by LIGO via
\[
\sqrt{S_{\Delta \Phi}} = \frac{2\omega_0 L}{c} \sqrt{S_h}. \quad \text{(C4)}
\]

We note that at higher frequencies, and/or for interferometers with longer arms, the conversion from \( h \) to \( \Phi \) becomes less trivial. In our case, we have
\[
\Delta \Phi(t) = \omega_0 [\delta T(t, n_1) - \delta T(t, n_2)] = \omega_0 T(t, \theta). \quad \text{(C5)}
\]

We therefore have \( \sqrt{S_{\Delta \Phi}} = \omega_0 \sqrt{S_T} \) and thus
This allows us to straightforwardly relate our observable defined in Eqs. (34) and (45) to the quantity $S_h$ constrained by LIGO. In LIGO, $S_h$ is usually reported as a one-sided spectrum, so we need another factor of 2 when converting the two-sided spectrum $\tilde{C}_T$ in Eq. (45) to the one-sided spectrum $S_h$, i.e.,

$$\sqrt{S_h} = \sqrt{S_T}/\left(2L/c\right) = \sqrt{2\tilde{C}_T\left(\omega, \theta = \frac{\pi}{2}\right)}.$$  

which is consistent with the conversion in Eq. (66).
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