Path Planning of Mobile Robot Based on Improved Multiobjective Genetic Algorithm
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Path planning is the core technology of mobile robot decision-making and control and is also a research hotspot in the field of artificial intelligence. Aiming at the problems of slow response speed, long planning path, unsafe factors, and a large number of turns in the conventional path planning algorithm, an improved multiobjective genetic algorithm (IMGA) is proposed to solve static global path planning in this paper. The algorithm uses a heuristic median insertion method to establish the initial population, which improves the feasibility of the initial path and generates a multiobjective fitness function based on three indicators: path length, path security, and path energy consumption, to ensure the quality of the planned path. Then, the selection, crossover, and mutation operators are designed by using the layered method, the single-point crossover method, and the eight-neighborhood-domain single-point mutation method, respectively. Finally, the delete operation is added, to further ensure the efficient operation of the mobile robot. Simulation experiments in the grid environment show that the algorithm can improve the defects of the traditional genetic algorithm (GA), such as slow convergence speed and easy to fall into local optimum. Compared with GA, the optimal path length obtained by planning is shortened by 17%.

1. Introduction

A mobile robot is a kind of machine device which can perform work automatically [1]. It can not only accept the command of human beings but also act according to the scheme made by artificial intelligence technology [2]. With the development of science and technology, mobile robot has attracted more and more attention. Its application scope is also greatly expanded; from industry, agriculture, medical, service, and other industries to national defense, space exploration, and other dangerous occasions, mobile robots have played an important role [3]. As a key technology for the mobile robot to realize autonomous motion, path planning is one of the most active research directions in the field of mobile robot [4, 5]. The path planning problem of the mobile robot is to make the robot autonomously find a noncollision optimal or suboptimal path from the given starting point to the target point according to certain index requirements (such as path length, path safety, and planning time) within the specified environment with obstacles [6]. According to the degree of mastering the environment, path planning can be divided into global path planning in known environment and local path planning in unknown environment. According to whether the environmental information changes with time, path planning can be divided into static path planning and dynamic path planning. This paper mainly studies the known static path planning in global environment [7–9]. The general steps include environment modeling, path searching, and path optimization. The planning algorithm used in the path search is the core of the whole mobile robot path planning problem, and the selection of the algorithm determines the quality of the planning path [10]. At present, there are many effective solutions to the problem of mobile robot path planning, but with the continuous development of science and technology, the environment faced by path planning technology will become more complex [11], and the task requirements will become more stringent. This requires that the path planning algorithm should have the ability to quickly respond to the complex environment [12], less energy consumption, and be able to avoid all obstacles. This
is not a problem that can be solved by a single traditional algorithm [13]. Therefore, an improved multiobjective genetic algorithm (IMGA) is proposed in this paper. The purpose is to improve the shortcomings of the traditional genetic algorithm by optimizing some genetic operations and quickly plan the shortest, collision-free, and less turning safe operation path of the mobile robot in a static grid environment based on multiple planning indexes, so as to solve the path planning problem with more complex environment and task requirements.

In short, the main contributions of this paper are as follows:

(i) The heuristic median insertion method is designed to generate a feasible initial path and accelerate the algorithm convergence rate
(ii) The multiobjective fitness function is proposed, which gives different measurement criteria and weights to each indicator according to the planning requirements, so as to ensure that the planned path has the shortest path length, better safety, and smoothness and achieve multiobjective optimization of the algorithm
(iii) In order to maintain the population diversity in the later stage of the algorithm and avoid premature convergence, the selection operator is designed by the layered method, the crossover operator is designed by the single-point crossover method, and the mutation operator is designed by the eight-neighborhood-domain single-point mutation method
(iv) The delete operation is added to remove the redundant nodes of the running path to obtain a more optimal path
(v) On the premise of ensuring that each method is simple and effective, and the optimal path can be generated, the algorithm complexity is reduced and the running speed is accelerated

The rest of this paper is organized as follows. Section 2 reviews the related work on path planning techniques. Section 3 introduces the problem description and environment modeling of path planning. Section 4 describes the path planning method based on improved multiobjective genetic algorithm (IMGA), including the operating environment model of the mobile robot, the establishment of the initial population, the generation of the multiobjective fitness function, the improved genetic operation, and the redundant point deletion of the optimal path. The simulation results and analysis are given in Section 5. Section 6 summarizes the paper and plans the direction of future work.

2. Related Work

In this section, the related work of the existing robot path planning problem is reviewed, and its advantages and disadvantages are discussed.

The commonly used path planning algorithms can be roughly divided into four categories: traditional algorithms, graphics methods, intelligent bionics algorithms, and other algorithms [14]. Among them, the genetic algorithm (GA) is widely used in mobile robot path planning research because of its good scalability, robustness, and fast random search ability [15]. However, the traditional genetic algorithm not only has slow convergence speed but also is easy to fall into premature convergence [16]. Therefore, many researchers have improved the genetic operator to improve the limitations of GA. Zhang et al. [17] have discussed an improved genetic algorithm based on visible space. The main ideas are the concept of visible space, matrix coding, and improved mutation operators. This method is applicable in both static and dynamic environments. However, the smoothness and security of the path are not considered, and the selection operation is very random, which may increase the running time of the algorithm. Lamini et al. [18] have proposed an improved same adjacency crossover operator to solve the robot path planning problem. Considering the variable length of the chromosome, the operator can generate a feasible path with better fitness value and avoid premature convergence. However, the initial population quality of this method still needs to be improved, and the path length does not reach the optimal.

Through the optimization of fitness function, the feasible path can be more in line with the actual requirements. Chen and Chen [19] have used prior knowledge to generate uninterrupted feasible paths and redefine the fitness function, thereby effectively optimizing the genetic algorithm and enabling the algorithm to complete evolution in a shorter time. However, the optimal path generated by this method still has redundant nodes, the operator optimality of the genetic algorithm needs to be improved, and the timeliness and accuracy of the algorithm also need to be enhanced. Cheng et al. [20] regarded path planning as a multiobjective optimization problem and evaluated the performance of the results based on four self-defined fitness objective functions, so as to solve the path planning problem of reconfigurable robot in a complex obstacle environment, but the efficiency of the algorithm still needs to be improved.

With the deepening of research, the effective combination of the path planning algorithm provides the possibility to solve the new cross science problems that a single planning algorithm cannot face. A parallel search algorithm combining the genetic algorithm and artificial potential field method has been proposed by Duan and Chen [21]. This method makes the potential field function jump out of the local minimum point by introducing the filling potential field, and then, the genetic algorithm is built on the improved artificial potential field model to optimize the global path. However, the planned path is too tortuous, and there are a large number of redundant sections. Yi et al. [22] have proposed an improved metaheuristics-adaptive genetic algorithm. The algorithm first uses the random Dijkstra algorithm to create the initial population and then replaces the conventional selection operator with an adaptive operator. Simulation experiments in 2D complex environments prove that the method can effectively avoid the local convergence problem
in path planning. However, this method only considers the length of the path in terms of fitness function, and the method of generating the initial path is too complicated, resulting in the algorithm running time is too long. Sun et al. [23] have proposed an improved adaptive genetic algorithm for robot path planning. Firstly, the idea of simulated annealing is introduced in the selection operation of the genetic algorithm. Then, the self-adjusting strategies of crossover and mutation operators are improved. Finally, the planning indexes such as safe driving speed and turning times are added into the fitness function. Simulation experiments show that the improved algorithm has good efficiency. However, the generation of the initial population needs to be improved, and the index measurement method is too complex, which leads to the increase of the running time of the algorithm.

It is worth noting that although existing studies have improved traditional genetic algorithms to some extent [24, 25], there is still no one method that can fully consider the selection of the initial population, the multiobjective fitness function, and the improvement of genetic operation. Moreover, most of the improved algorithms have high algorithm complexity and low operating efficiency. For this reason, this paper proposes an improved multiobjective genetic algorithm (IMGA), which solves the defects of the traditional genetic algorithm effectively by designing each link of the algorithm. The specific design details will be introduced in the rest of this paper.

3. Problem Description and Environment Modeling

In this section, we describe some constraints and environment modeling method for mobile robot path planning.

3.1. Path Planning Problem Description. The theoretical complexity of mobile robot path planning is exponentially times of its number of degrees of freedom [26]. Therefore, in the research process of path planning, some specific constraints and assumptions can simplify the solution of the problem and help researchers find out the optimal solution better. In view of this situation, this paper makes the following provisions:

1. The mobile robot is regarded as a particle without considering the size of the robot and some factors of kinematics
2. The mobile space of the robot is defined as a two-dimensional plane
3. All obstacles in the robot’s moving space are static obstacles. The shape of the obstacles is not limited, and the size and position of the obstacles are known, and their height is not considered

By simplifying the shape, motion state, and moving space of the robot, the path planning problem is still an NP-hard problem.

3.2. Environment Modeling. Using the grid method to model the environment can simply and effectively represent the unknown running space into a clear and intuitive grid map [27]. Therefore, before designing a path planning algorithm for a mobile robot, this paper first uses the grid method to model the running environment of the robot.

Figure 1(a) is a two-dimensional map of the environment without grid processing, which is placed in a rectangular coordinate system. Then, the whole moving space is divided into a 10 × 10 grid diagram, as shown in Figure 1(b). Finally, the obstacles in Figure 1(b) are mapped into corresponding obstacle grids according to the principle that if obstacle is less than a grid, it should be covered with the grid and regarded as a complete obstacle grid. So then, a rasterized environment map of Figure 1(c) is generated. It is obvious that the setting of grid size and number has a great impact on the accuracy of the environmental map. The smaller the unit grid is, the more detailed and accurate the environmental map is.

In Figure 1(c), S, 2, 3,..., 99 and G are the serial numbers of grid nodes, black is the obstacle grid, white is the free grid, S is the starting point of mobile robot operation, and G is the target point. Since the entire grid map is in a rectangular coordinate system, the serial number of each grid node N can correspond to a path point coordinate (x, y). Assuming that the size of the grid map is n × n, the corresponding relationship between the grid serial number and the grid coordinate is

\[
\begin{align*}
  x &= \text{mod} \left( N, n \right) + 1, \\
  y &= \text{int} \left( \frac{N}{n} \right) + 1.
\end{align*}
\]

3.3. Path Coding. Path coding is the premise of the genetic algorithm to solve the path planning problem [28]. Through a certain coding method, the feasible solution of the problem can be transformed from its solution space to the search space that the genetic algorithm can handle [29–31]. In order to shorten the encoding length as much as possible, the serial number of the grid node is used for encoding. Any chromosome in the genetic algorithm can find a feasible path from the starting point to the target point on the grid map, and each gene on the chromosome corresponds to the grid number on the feasible path. To ensure the possibility of the path and enhance the operation efficiency of the algorithm, this paper stipulates that the coding sequence number of any feasible path cannot contain the repeated sequence number and the corresponding sequence number of the obstacle grid. As shown in Figure 1, a feasible path can be expressed as S-41-70-G.

4. IMGA Algorithm and Analysis

In this section, we describe the improved multiobjective genetic algorithm (IMGA) to plan and select the optimal running path of the mobile robot in the grid static environment.

4.1. Population Initialization. The traditional genetic algorithm usually uses a random method to generate the initial population [32]. Although this method is short in time
and easy to operate, the proportion of infeasible paths in the generated path is too large, which affects the convergence speed and operating efficiency of the entire algorithm [33]. Aiming at efficiently generating a higher quality initial population and improving the global performance of the algorithm, this paper proposes a heuristic median insertion method to establish the initial population. The specific process of this method is as follows:

1. Determine the size of the population $M$
2. Determine the size of the grid map $n \times n$ (representing $n$ rows and $n$ columns), the starting point $S$ of the mobile robot path planning (the starting point $S$ can be expressed as $N_1$), the target point $G$ (the target point $G$ can be expressed as $N_{n^2}$), and the number of obstacle grids $f$ (the number of free grids is $n \times n - f$).
3. Generate a path chromosome from the starting point $S$ to the target point $G$, where the starting point $S$ is always the first gene of the chromosome and the target point $G$ is always the last gene of the chromosome.
   (i) Randomly generate a grid number $N_i$ (not belonging to the starting point, ending point, or obstacle grid). At this time, the path of the robot can be expressed as $S - N_i - G$ (or $N_1 - N_i - N_{n^2}$).

![Figure 1: Mapping from real environment map to rasterized environment map. (a) Real environment map. (b) Real environment map with grid. (c) Rasterized environment map.](image-url)
After the initial population is established, the algorithm needs to establish a fitness function to calculate the performance of each individual, so as to determine their pros and cons. Here, the fitness function is equivalent to the objective function of the problem \[34\]. In order to speed up the convergence of the genetic algorithm while ensuring low complexity of the algorithm, and to find the optimal path that can smoothly avoid obstacles and quickly reach the target point \[35\], a multiobjective fitness function based on path length, path safety, and path energy consumption is designed in this paper, which is specifically expressed as follows:

\[
F(N) = \frac{1}{a \cdot L(N) + b \cdot S(N) + c \cdot E(N)},
\]

where \(L(N)\) is a path length function, \(S(N)\) is a path safety function, and \(E(N)\) is a path energy consumption function. \(a\), \(b\), and \(c\) are the weights of the three indicators. The path length is the sum of Euclidean distances between all adjacent nodes, and the function definition is shown in equation (5).

\[
L(N) = \sum_{i=1}^{n-1} \sqrt{(x_{i+1} - x_i)^2 + (y_{i+1} - y_i)^2},
\]

where \(n\) is the number of path nodes, and the path safety function is shown in equation (6).

\[
S(N) = \sum_{i=1}^{n-1} S_i,
\]

where \(S_i\) is the security penalty value of the node \(i\). Although it is stipulated in this paper that all available path nodes cannot be obstacle grids, the threat of obstacles to mobile robots still exists. The distance between the robot and the obstacle directly affects its safety. If the distance is too close, it may cause collision or affect the moving speed of the robot. However, it is not better to be too far away from the obstacle as possible. If the robot is too far away from the obstacle, the path length may be too long. Therefore, in this paper, the eight neighborhood domains of a path node are taken as the standard to measure the safe distance between the point and the surrounding obstacles. If there is no obstacle grid in the eight neighborhood domains of a path node, the point is the safe moving point. Otherwise, the penalty value is increased by 5. The path energy consumption function is shown in equation (7).

\[
E(N) = \sum_{i=2}^{n} E_i(l_{i+1}, l_i),
\]

where \(E_i\) is the energy consumption penalty value of the node \(i\). The path energy consumption of a mobile robot mainly refers to the electric energy consumed by the robot in the course of driving. When the robot moves in a straight line, the electric energy consumed by the unit distance is the same. The most power-consuming process is the turning movement occurring when the robot changes the direction of movement. Therefore, the path energy consumption is
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actually related to the number of turns and the angle of turning, and it is the least energy consumption only if it keeps moving towards the target point. As shown in Figure 3, if the robot turns at point \( i \), then point \( i \) is taken as the origin, and the direction of the horizontal and vertical coordinates of point \( i \) is taken as the dividing line to divide the quadrant. When the robot turns and its forward direction is in the first quadrant, the energy penalty \( E_i \) is plus 1; when the robot’s forward direction is in the second or fourth quadrant, the energy penalty \( E_i \) is plus 3; when the direction of the robot is in the third quadrant, plus 10. In this way, the number of turns of the robot can be reduced, and the smoothness of the entire planned path can be enhanced; it can also ensure that the robot always advances to the target point during the running process and does not make unnecessary deviation movements.

According to the construction of the fitness function, it can be known that the higher the function value, the better the path.

4.3. Genetic Operation

4.3.1. Selection Operation. In genetic operation, selection operation is the part that best embodies “survival of the fittest.” In order to avoid the nondirectional error caused by the traditional roulette selection method [36], this paper adopts the layered method to design selection operator, which is described as follows: after initializing the population, a total of \( M \) individuals are generated, the fitness value of each individual is calculated according to the fitness function, and the fitness values are arranged in descending order. Then, the population can be divided into three classes, each part is a layer, namely, a layer has \( \frac{M}{3} \) individuals. Copy the aliquot with the higher fitness value in the first layer in duplicate, make a copy with the middle fitness value in the second layer, and do not copy the last fitness with the lower fitness, in order to form the offspring population. And the number of population is still \( M \) (if \( M \) is not divisible by 3, the number of individuals in the last share is \( \frac{M}{3} + \text{mod}(M/3) \)). After replicating the first two layers, mod \( (\frac{M}{3}) \) individuals with high fitness value should be selected from the third layer to join the offspring population in order to ensure that the number of the offspring population is still \( M \). This ensures that the best individuals can be passed on to the next generation while maintaining the diversity of the population. The selection method can be seen in Figure 4.

4.3.2. Crossover Operation. Crossover operation is the most important genetic operation in the whole algorithm, and its essence is genetic recombination of chromosomes. That is, by exchanging some of the genes of the parent chromosome, new progeny chromosomes are created. This paper adopts the method of single-point crossing. Randomly select one of the two parent individuals with the same sequence number (except the starting point \( S \) and the target point \( G \)) and then cross at this point. For example: parent individual \( M_1 \); \( S-2-12-67-69-89-G; \) \( M_2 \); \( S-11-22-67-78-80-G \). If the same sequence number does not exist in two parent individuals, no crossover operation is performed.

4.3.3. Mutation Operation. The mutation operation is to mutate any gene on an individual’s chromosome to generate a new chromosome to maintain the diversity of the population. However, traditional single-point mutation, multipoint mutation, and other processing methods are prone to produce infeasible paths, which will affect the operation efficiency of the algorithm. Therefore, this paper uses the method of eight-point neighborhood single-point mutation. First, randomly select a variation point \( N_i \) (except the starting point \( S \) and target point \( G \)) in the individual of the path to be mutated and then randomly determine a nonobstacle grid \( N_i \) (except the adjacent nodes \( N_{i-1} \) and \( N_{i+1} \) in the path to be mutated) in the eight neighborhoods of the mutation point (as shown in Figure 2) to replace the original node. Then, according to the initial path generation method, \( N_{i-1} \) to \( N_{i-1} \) and \( N_{i+1} \) to \( N_{i+1} \) are connected into an uninterrupted path. If there is no free grid to choose from in the eight neighborhoods of the mutation points or a feasible uninterrupted path cannot be generated, this mutation fails. That is, jump out of this mutation operation and reselct the next individual to be mutated and its mutation point.

4.4. Termination Conditions. The termination condition is a standard to measure whether the genetic algorithm can terminate the operation. The termination condition given in this paper is as follows: the optimal fitness value for a given evolutionary algebraic threshold of 50 or 40 consecutive evolutionary populations remains unchanged or the algorithm runs longer than 5 minutes.

4.5. Delete Operation. For the case of redundant nodes in the path, a delete operation is added in this article. The main idea is if a node can be barrier-free connected to its front and rear nodes (nonadjacent path points), then the intermediate nodes between these two points are redundant. Delete these redundant nodes and connect these two points directly, so as to achieve the goal of avoiding unnecessary turning and reducing the path length. To avoid the reduction of path
nodes after the delete operation, which affects the feasibility of crossover and mutation operations in genetic operations, this process is only for the optimal paths obtained by each run. As shown in Figure 5, the original optimal path is S-21-34-66-76-G, and the optimal path after delete operation is S-66-76-G. It is obvious that there are four turns in the original path. After the deletion operation, the redundant nodes 21 and 34 in the section from S point to sequence point 66 are deleted, and only two turns occur in the whole path, and the path length becomes shorter.

4.6. Algorithm Pseudocode. The pseudocode of the IMGA algorithm is shown below. We can see that the time complexity of the whole algorithm is \( O(O_F \ast (O_{ps} + O_{pc} + O_{pm})) \), where \( O_F \) represents the complexity of fitness function, \( O_{ps} \) represents the time complexity of selection operation, \( O_{pc} \) represents the complexity of crossover operation, and \( O_{pm} \) represents the time complexity of mutation operation. In other words, the time complexity of IMGA is determined by both genetic operator and fitness function. Compared with the traditional roulette method, the hierarchical selection method proposed in this paper has less time complexity. Although the fitness function considers multiple indicators, the measurement method of each index is relatively simple. In conclusion, the time complexity of IMGA is not higher than that of traditional GA.

5. Simulation Experiment and Evaluation

In this section, to verify the rationality and optimization degree of the designed improved multiobjective genetic algorithm, MATLAB R2018b software was used to establish a grid model and carry out simulation experiments on the algorithm.

5.1. Experimental Result. The simulation experiment is first carried out in the grid environment model of \( 10 \times 10, 15 \times 15, \) and \( 20 \times 20 \) to verify the universality of the algorithm in different maps. The parameters set in the experiment are as follows: population number: \( NP = 100 \); maximum evolutionary algebra: \( \text{max_gen} = 50 \); crossover probability: \( PC = 0.8 \); mutation probability: \( PM = 0.2 \); path length proportion: \( a = 6 \); path safety proportion: \( b = 1 \); and path energy proportion: \( c = 3 \). The experimental results are shown in Figures 6(a)–7(a). In Figure 6(a), there are 40 obstacle grids, Figure 6(b) has 90 obstacle grids, and Figure 7(a) has 160 obstacle grids. The dotted line represents the running path before delete operation, and the solid line represents the running path after delete operation. According to the statistical results in Table 1, the delete operation designed by this algorithm can effectively reduce the path length. Among them, the number of turns of the running paths with delete operation in environment 2 and environment 3 is also reduced.

---

**Algorithm 1: IMGA Algorithm.**

---

**Figure 4: Fitness segmentation selection principle diagram.**

**Figure 5: Path comparison before and after deletion.**
Although the number of turns of environment 1 has not changed, it can be clearly seen from Figure 6(a) that the angle of the third turning of the running path with deletion operation is significantly smaller. Therefore, this operation can effectively optimize the path and further ensure the efficient operation of the robot. It is an indispensable link in the operation of the entire algorithm.

Taking environment 3 as an example, the influence of the maximum evolution algebra on the algorithm running results is analyzed. Ensure that other parameters remain unchanged, set different maximum evolutionary generation values, and run 10 times, respectively. The experimental results are shown in Table 2, where "-" indicates that the algorithm did not obtain the optimal solution after running 10 times. It can be seen that the larger the maximum evolution algebra, the better the search ability and search stability of the algorithm, but the timeliness is poor, and the algorithm runs longer. In order to search the optimal running path of...
optimal path length, turn times, and tangency with obstacles. Improved genetic algorithm proposed in literature [37]. The algorithm (GA), and Figure 8(b) is the optimal operation of the basic genetic algorithm mentioned in literature [37]. The optimal running path of the algorithm in this paper is shown in Figure 8(c).

Multiple simulation experiments were carried out in the environment 3 of Figure 7(a). It can be seen that the mobile robot as quickly as possible, this paper selects 50 as the maximum evolution algebra value.

Figure 7(b) shows the evolution curve of the algorithm running in environment 3 of Figure 7(a). It can be seen that in this environment, the algorithm designed in this paper tends to be stable when it evolves to the 10th generation, and the algorithm has a fast convergence speed. Moreover, under the regulation of the genetic operation, the path length did not fall into the local optimal immediately but fluctuated slightly and found the global optimal path successfully. It can be proved that the initial population quality of the algorithm designed in this paper is very high, and the fitness function is set reasonably, which is helpful for the algorithm to converge quickly. In the late stage of evolution, the diversity of the population is guaranteed while the stability of the population is maintained. It avoids the problem that the traditional genetic algorithm easily falls into the local optimal.

5.2. Algorithm Comparative Analysis. In order to show the superiority of the proposed algorithm (IMGA) in solving the path planning problem of the mobile robot, IMGA is compared with the improved genetic algorithms in literature [37] and literature [38]. Under the premise of the same control parameters, multiple simulation experiments were carried out in the environment mentioned in literature [37]. The optimal running path of the algorithm in this paper is shown in Figure 8(c). Figure 8(a) is the optimal operation of the basic genetic algorithm (GA), and Figure 8(b) is the optimal operation of the improved genetic algorithm proposed in literature [37]. The optimal path length, turn times, and tangency with obstacles of the three methods are recorded in Table 3. Through the analysis of the operation results, it can be seen that the path obtained by the GA has a large number of turns and redundant path segments, and there are two places pass through the tiny gap between the obstacles, as shown in the blue circle of Figure 8(a). Although the improved algorithm proposed in literature [37] eliminates some redundant path segments and unnecessary turns, there is still a place that passes through the minimal gap between two obstacles, which is very unfavorable for the actual operation of mobile robots. Considering the path length, path security, and path energy consumption, IMGA can avoid the situation of blue circles in Figures 8(a) and 8(b). The path length is reduced by 17% compared with GA, and there are only three places that are tangent to obstacles. Therefore, under the condition of ensuring the optimal path length, the algorithm IMGA in this paper can effectively improve the operation safety of the mobile robot and reduce the number of turning movements of the robot. The improved effect is better than other improved algorithms.

Then, IMCA and Bezier curve smoothing algorithm (BCA) proposed by literature [38] are compared in a more complex environment under the same parameters. The optimal running path is shown in Figure 9. To eliminate the influence of random factors on the algorithm, the above two algorithms were independently executed 30 times, and the statistical results are recorded in Table 4 BCA first obtains the segmented Bezier curves control points (blue square dots in Figure 9) through genetic operations and then plans the optimal smooth path according to the optimization criteria, which is actually a combination of Bezier curve and GA. According to Table 4, compared with BCA, IMGA can obtain a running path with a smaller path length, and the algorithm running time is only five thousandths of BCA. However, as can be seen from Figure 9, the optimal path planned by IMGA is a broken line. Compared with the BCA algorithm, the broken line is smoother and the path length is shorter. However, there are three (one in the middle is not tangent) times tangent to the barrier grid, and the optimal operation path obtained by BCA planning is a smooth curve that is not tangent to any obstacle. Therefore, IMGA still has space for improvement in path safety and smoothness, but it has great advantages in environments with strong real-time requirements.

6. Conclusion

In this paper, an improved multiobjective genetic algorithm is designed to study the path planning problem of the mobile robot. The algorithm uses the heuristic median insertion method during the creation of the initial population, which effectively improves the quality of the initial population and speeds up the convergence rate of the algorithm, and the path length, path safety, and path energy consumption are used as evaluation indicators to establish a multiobjective fitness function, which minimizes the path length while ensuring that the robot always moves toward the target point, avoids unnecessary path energy consumption, and improves the safety of planned paths to a certain extent. Finally, the
improved genetic operation is used to further prevent the
algorithm from falling into local optimum prematurely. Sim-
ulation experiments show that the algorithm can run in envi-
ronments of different scales and complexity. Compared with
other improved algorithms, this method has faster conver-
gence speed and shorter path length. Therefore, this algo-
rithm has certain feasibility and superiority in the field of
path planning problems for the mobile robot. However, there
is still space for improvement in the security and smoothness
of the optimal path planned. This is because the algorithm
takes the path length as the main optimization objective
and pays more attention to the operation efficiency in the
planning process and adopts a relatively simple method to
measure the three indicators of fitness function.

There are still many meaningful topics to be discussed in
this algorithm, and the future research directions are as fol-
lows: (1) better design of fitness function to improve the
overall quality of the planning path, especially the path safety
on the premise of ensuring operation efficiency; (2)
combining the algorithm with Bezier curve or other curve smoothing methods, the polygonal path is planned to be a smoother curve path; (3) increase complexity design, for example, consider the specific model and kinematics factors of mobile robot, design more complex operation environment, and add dynamic obstacles; and (4) apply path planning algorithm to solving scenarios of practical problems, such as express shunting robot, family service robot, and automatic driving vehicle.
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