Abstract: This study evaluates the applicability of numerical weather prediction output supplemented with remote sensing data for near real-time operational estimation of hourly evapotranspiration (ET). Rapid Refresh (RAP) and High-Resolution Rapid Refresh (HRRR) systems were selected to provide forcing data for a Penman-Monteith model to calculate the Actual Evapotranspiration (AET) over Iowa. To investigate how the satellite-based remotely sensed net radiation ($R_n$) estimates might potentially improve AET estimates, Geostationary Operational Environmental Satellite derived $R_n$ (GOES-$R_n$) data were incorporated into each dataset for comparison with the RAP and HRRR $R_n$-based AET evaluations. The authors formulated a total of four AET models—RAP, HRRR, RAP-GOES, HRRR-GOES, and validated the respective ET estimates against two eddy covariance tower measurements from central Iowa. The implementation of HRRR-GOES for AET estimates showed the best results among the four models. The HRRR-GOES model improved statistical results, yielding a correlation coefficient of 0.8, a root mean square error (mm hr$^{-1}$) of 0.08, and a mean bias (mm hr$^{-1}$) of 0.02 while the HRRR only model results were 0.64, 0.09, and 0.04, respectively. Despite limited in situ observational data to fully test a proposed AET estimation, the HRRR-GOES model clearly showed potential utility as a tool to predict AET at a regional scale with high spatio-temporal resolution.
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1. Introduction

1.1. Importance of Evapotranspiration

Actual evapotranspiration is a key element of the land-surface water and energy cycle, strongly influencing the distribution of water and energy exchanges between the surface and atmosphere [1–3]. Understanding evapotranspiration is important in managing water resources such as irrigation scheduling. Accurately predicting AET also is important for regional weather and global climate model predictions, as AET is tightly linked to hydrological and climate processes such as precipitation, runoff, and air temperatures close to the surface and in the Atmospheric Boundary Layer (ABL) [4–10]. Globally, the amount of water lost to the atmosphere through ET is approximately 60% of annual land precipitation [11]. In arid areas, AET can transfer more than 90% of annual precipitation to the
atmosphere [12]. AET is the second highest element of the water budget in the global hydrologic cycle after precipitation, except in tropical areas [13]. Moreover, AET influences precipitation amounts from the land surface and available surface energy [14]. Reliable estimates of AET are essential for hydrologic and climate prediction to improve flood forecasting, drought detection, and risk assessment [15–17], and to determine reservoir losses and agricultural water management [18].

1.2. Background

1.2.1. In Situ AET Measurements and Their Limitations

AET can be measured most directly using weighing lysimeters [19]. It also can be estimated in situ using Bowen ratio methods [20] or Eddy Covariance (EC) methods [21] or evaluated as a residual term in surface energy/water balance equations [22]. Measuring or estimating AET by these methods is not a commonly practiced or easy task, especially over regional or larger scales. Such in situ measurements are very challenging, as they involve high labor costs and require high-precision instrumentation, especially with lysimeter and EC systems [23,24]. Over regional scales, AET estimation has been a challenge because surface observations of AET are typically only available on field scales. For this reason, Remote Sensing (RS) data are often used to provide data for AET estimates on regional to global scales, since such methods can provide cost-effective spatially distributed data [25,26].

1.2.2. AET Estimates Using Remote Sensing Techniques

This study concentrates on satellite-based RS methods. Such RS techniques are suitable to continuously monitor land surface properties over wide areas [27] and RS products also can provide a useful tool for detection and mitigation of natural disasters such as flooding, fires, hazardous weather conditions, and volcanoes by surveying areas inaccessible with in situ methods [28].

However, RS products often require substantial processing time and supplementary data to produce and distribute the final AET estimates. Some satellite platforms have longer revisiting times (e.g., 16 days for LANDSAT and ASTER versus one day for MODIS and half-hourly for GOES), although satellites with longer revisiting times often provide a finer spatial resolution (e.g., near or less than 100 m from LANDSAT and ASTER depending on channels versus 1 km from MODIS). Such trade-offs between spatial and temporal resolutions are a potential issue for AET estimation at shorter time scales and over regional scales. To obtain input data for near real-time operational AET estimates on this scale with our criteria of a short product lag time (<a few hours), moderate but not too coarse spatial resolution (<20 km), and a high temporal resolution (<1 day), we investigated methods to use numerical weather prediction (NWP) output data as forcing for regional-scale AET estimates. The aim of this strategy is to overcome some of the shortcomings that other field and RS data might exhibit regarding an operational real-time AET assessment.

Deriving net radiation ($R_n$) for regional-scale AET estimation using RS data-based models such as SEBAL, METRIC, and ALEXI [16,29–31] requires land surface temperature (LST) data from thermal infrared (TIR) satellite channels. Several remote sensing AET methods also use LSTs or their time change to evaluate the thermodynamic state of the surface and/or ABL and the surface energy balance, including AET. LST estimates from satellites require cloud-free observation conditions, and thus easily can be contaminated by an undiagnosed small-scale cloudiness in the satellite images [32,33]. Deriving LST values also requires detailed knowledge of the atmosphere between satellite and ground target to adjust Top-of-Atmosphere (TOA) satellite TIR radiance measurements to represent the surface radiative temperature [34].

Given the complexities in obtaining LST values from satellite data and the considerable data burden, hourly estimated meteorological data from the NWP output may be a useful alternative, especially in agricultural regions, where LST values are not typically much higher than shelter-level air temperatures or forecast model predictions of air temperature.
Although we did not use TIR RS data as input data for $R_n$ and subsequent AET estimates, GOES insolation data have been used successfully in several studies to estimate $R_n$ and AET in agricultural environments [35,36]. There is also some precedent for the combination of GOES cloud/insolation data with NWP outputs. In this study, we describe how satellite-based RS $R_n$ data derived from the GOES insolation product improved AET estimates from the National Oceanic and Atmospheric Administration’s National Center for Environmental Prediction (NOAA/NCEP) Rapid Refresh (RAP) and High-Resolution Rapid Refresh (HRRR) $R_n$-based outputs under certain situations. These are investigative areas that to date have not been well studied. Note that the HRRR uses remote sensing data from ground-based (weather radar) and satellite platforms. Radar reflectivity as well as atmospheric motion vectors are just a few relevant examples. However, our emphasis is on the value of GOES insolation.

1.2.3. Models Providing AET Estimates or Variables to Estimate AET

Several models continuously provide either AET datasets or surface forcing data that can be used to estimate regional-scale AET. The three models detailed below generate AET and products that can be used to estimate AET with varying temporal and spatial resolutions within the model forecasts.

The North American Land Data Assimilation System (NLDAS) is a collaborative project that provides continuous data over the Coterminous United States (CONUS) to supply initial conditions for NWP [37,38]. The NLDAS provides hourly AET data with a 0.125° (approximately 13 km) spatial resolution using four land-surface models: Mosaic, Noah, Sacramento Soil Moisture Accounting (SAC-SMA), and Variable Infiltration Capacity model (VIC). There are eight surface meteorological variables in the NLDAS: 2 m air temperature (K) and specific humidity (kg kg$^{-1}$); incoming short- and long-wave radiation (W m$^{-2}$); 10 m zonal and meridional wind speeds (m s$^{-1}$); surface pressure (kPa); and hourly integrated precipitation (kg m$^{-2}$) [39].

The Weather Research and Forecasting (WRF) model hydrological extension package (WRF-Hydro) was developed at the National Center for Atmospheric Research (NCAR) to couple hydrological and atmospheric models with earth system models. Outputs of WRF-Hydro include surface soil evaporation (mm) and transpiration (mm); surface latent heat; surface sensible heat and ground heat fluxes (W m$^{-2}$); soil moisture (m$^3$ m$^{-3}$) and temperature (K); and other related quantities [40]. The WRF system uses the NOAA/NCEP Global Forecasting System (GFS) to build initial and boundary conditions for the forecast simulations. Four horizontal resolution values (approximately 18, 9, 3, and 1 km) are available through the WRF system [41].

The Noah-MP LSM (Noah land surface model with multi-parameterization) is a research community effort to improve the Noah LSM by implementing more realistic hydrological and surface energy exchange processes [42]. It is supported within the WRF-Hydro [40]. To implement multi-parameterization processes through the Noah-MP LSM, the canopy surface is separated from the ground surface to provide realistic heterogeneity in the land surface character [42]. ET is represented as a latent heat flux from (1) evaporation of the canopy-intercepted water and from the vegetated or non-vegetated ground, and (2) transpiration through plant stomata.

1.3. Motivation and Goals of the Current Study

Our motivation for this study is to improve the real-time operational streamflow and flood forecasting by the Iowa Flood Center (IFC) [43]. The IFC operates a detailed distributed hydrologic model called the Hillslope-Link Model (HLM) detailed in Quintero et al. [44]. The model follows landscape decomposition proposed by Mantilla and Gupta [45]. Derived from high-resolution Digital Elevation Model (DEM) data, the river network of channel links drains a system of non-overlapping hillslopes. Each link drains exactly one hillslope and hillslopes are irregular-shaped polygons. Mathematically, the model is a system of ordinary differential equations that follow a tree-like topology. The conversion of rainfall takes place at hillslopes with partitioning into surface and subsurface runoff delivery to channel links. The partitioning has the form of a mass balance equation
with rainfall and AET being the external forcings. The runoff delivered to the channels is routed using a basin-wide water velocity model [46]. The output of the model (streamflow) is updated every 15 min for some 400,000 locations within Iowa and communicated to the public via the Iowa Flood Information System (IFIS), an online interactive portal [47]. The computational efficiency of the system comes from an adaptive numerical solver detailed in small et al. [48].

The current version of HLM uses a MODIS-derived monthly ET climatology. We hope that a near real-time operational AET component would improve the existing HLM simulation results by providing AET datasets at a more frequent time interval. Therefore, the goal of this study is to evaluate NWP-based AET models (NWP-AET models) in Iowa incorporating GOES-R_n data in near real-time. We used two NWP output data sets, RAP and HRRR from NOAA/NCEP. GOES-derived R_n was incorporated into these model outputs to investigate how R_n values from GOES would affect AET estimates. The models were validated using EC flux tower measurements. The long-term plan is to provide these hourly AET estimates to IFIS.

This paper is organized as follows: Section 2 outlines methods that include study site descriptions, the selection of the NWP models whose outputs were used to estimate AET for the Iowa domain, and radiation budgets. Section 3 describes the study results. Discussion and conclusions are presented in Sections 4 and 5, respectively.

2. Methods

2.1. Site Description and EC Data Processing

The hydrological modeling framework that is the backbone of the IFIS [47] has a spatial domain that covers approximately 40.0 to 44.5 N and −97.0 to −90.0 W. This study domain includes the whole state of Iowa and parts of six adjacent states in the midwestern United States (Figure 1). Iowa is one of the most heavily agricultural states and is the number one state in terms of corn and soybean production [49]. Detailed information regarding the topography and landscape of Iowa can be found at the Iowa Geological Survey website [50]. The locations of the two EC towers are shown in Figure 1. The two towers are located near Ames and these towers are approximately 54 km away from the city of Des Moines. The east tower is designated Tower 10 (originally NSTL 10), while the west tower is designated Tower 11 (NSTL 11). The distance between these two towers is approximately 335 m. The tower sites are maintained and operated by the Agricultural Research Service of the United States Department of Agriculture (USDA-ARS; formerly the National Soil Tilth Laboratory).

EC data with a 15-min averaging time were provided by the USDA-ARS in Ames, Iowa. Density variations due to the heat and water vapor transfer were considered in the calculation of latent heat flux using equations provided in Webb et al. [51]. The EC flux tower data obtained from the Tower 10 and Tower 11 sites were quality-controlled in terms of friction velocity criterion and spike detection [52]. We discarded raw EC data when the friction velocity ($u^*$) was smaller than the 0.1 m s$^{-1}$ value required to have sufficient turbulence, following the studies by Hernandez-Ramirez et al. [8,9] which used EC systems at the same locations in central Iowa as this study. Our quality control process also eliminated erroneous spikes of flux data greater than the mean plus 3.5 times the standard deviation of the values in individual datasets [10,52]. Resulting data gaps were filled using REddyProc [53]. Gap-filled 15-min averaged EC data were aggregated to hourly data for comparison with hourly modeled AET data.

To evaluate the performance of four ET models—RAP, HRRR, RAP using GOES-R_n (RAP-GOES), and HRRR using GOES-R_n (HRRR-GOES)—compared to the EC ET measurements, we calculated the coefficient of determination ($R^2$), root mean square error (RMSE), mean bias (ME), mean absolute error (MAE), and Spearman correlation coefficients ($\rho$).
2.2. Selection of NWP Output Data Sets

The RAP and HRRR data are two NOAA-operated gridded numerical weather forecast outputs that produce operational hourly data analysis, assimilation, and forecast products over North America and CONUS, respectively. The RAP system has been producing data since 2012 with a spatial resolution of approximately 13 by 13 km; the HRRR system has been producing data since 2014 with a spatial resolution of 3 by 3 km. The two models generate weather forecasts and data with 21 (RAP) and 18 (HRRR) h of lead time, aiming to provide short-range weather forecasts [54].

Among the many possible regional NWP models available, we chose the RAP and HRRR products for AET estimates due to the availability of hourly outputs, which supply forcing data for AET estimates with a fine temporal resolution, adequate spatial resolution, and a relatively short lag time for availability (e.g., the model output is available a few hours after forecast model initialization). Importantly for our purposes, the RAP and HRRR outputs include variables such as incoming and outgoing short- and long-wave radiation fluxes (W m$^{-2}$); air temperature (K); dew point temperature (K); relative humidity (%); and U- and V-components of wind speed at 10 m above ground (m s$^{-1}$)—all these components are necessary for the ET estimation process. Two RAP products (natural level and pressure level) and one HRRR product (surface level) have been downloaded from the NOAAs ftp sites. The desired forcing data were extracted using the wgrib2 format suggested by the Climate Prediction Center of the National Weather Service.

2.3. AET Estimates Based on the Penman-Monteith Method

The Penman-Monteith (PM) method [55], an improved version of the Penman method [56], was used to estimate potential ET (PET), incorporating the effects of the above-canopy aerodynamic resistance ($r_a$), canopy (or bulk) resistance, and stomatal resistance ($r_s$). The PM model showed the best performance in estimation of PET [36] of several models tested. The PM method is considered the standard method to estimate PET by the Food and Agriculture Organization of the United Nations [57] and the Environmental and Water Resources Institute of the American Society of Civil
Engineers [58]. To calculate AET, the PET values must be adjusted to represent actual canopy and environmental conditions.

Monteith [55] presented the following equation for PET:

$$\lambda E = \Delta \cdot \left( R_n - G \right) + \left( \frac{\rho_a \cdot C_p \cdot (e_s - e)}{r_a} \right) \Delta + \gamma \cdot \left( 1 + \left( \frac{r_c}{r_a} \right) \right)$$

where $\lambda E$ is PET, that is, the potential canopy evaporative heat flux (W m$^{-2}$), $\Delta$ is the derivative of the saturation vapor pressure with respect to air temperature (kPa °C$^{-1}$), $R_n$ is net radiation (W m$^{-2}$), $G$ is the soil heat flux (W m$^{-2}$), $\rho_a$ is air density (kg m$^{-3}$), $C_p$ is the specific heat of air at constant pressure ($\approx$1013 J kg$^{-1}$ °C$^{-1}$), the $(e_s - e)$ term is the vapor pressure deficit (kPa), $r_c$ is the bulk canopy stomatal resistance (s m$^{-1}$), $r_a$ is the aerodynamic resistance above the canopy (s m$^{-1}$), and $\gamma$ is the psychrometric constant (kPa °C$^{-1}$).

The Crop Coefficient (Kc) method was used to convert the PM estimates of ET to AET estimates representative of Iowa crops, a method where AET is represented as PET times Kc. This Kc method was developed for well-irrigated conditions of clipped and cool-season grass or full coverage of alfalfa [58]. AET, however, needs to represent real crop conditions, not such an idealized situation. We investigated estimating AET by adjusting the calculation of Kc using the single crop coefficient approach described in Allen et al. [57], with the assumption that there are two major crops grown in Iowa—corn and soybean (60% and 40% of the total acres planted, respectively) [59]. We adopted the change of Kc values over the crop growth stage of corn and soybean depicted graphically in Allen et al. [57]. Kc values are constant at the initial and mid-season crop growth stages, and then Kc is in linear relationship during the crop development and late season. Incorporating these proportions of corn and soybean, a single Kc for the entire model domain at a daily time step was calculated and utilized to run the AET calculations.

The aerodynamic resistance form we use in Equation (1) is from Allen et al. [57]:

$$r_a = \ln \frac{z_m - d}{z_{om}} \ln \frac{z_h - d}{z_{oh}}$$

where $r_a$ is the aerodynamic resistance (s m$^{-1}$), $z_m$ is the height of wind measurement (m), $z_h$ is the height of humidity measurement (m), $d$ is the zero plane displacement height (m), $z_{om}$ is the roughness length for momentum transfer (m), $z_{oh}$ is the roughness length governing the transfer of heat and vapor (m), $k$ is von Karman’s constant, 0.41 (-), and $u_z$ is the wind speed at height $z$ (m s$^{-1}$).

From Allen et al. [57], $d$, $z_{om}$, $z_{oh}$ can be estimated using the crop height, $h$ (m) as follows:

$$d = \frac{2}{3} h$$

$$z_{om} = 0.123 h$$

$$z_{oh} = 0.1 z_{om} = 0.0123 h$$

We used a value of 0.12 m for $h$, specific to the vegetation at the EC validation sites. Combining the above terms yields the equation:

$$r_a = \ln \frac{z_m - 2/3h}{0.123h} \ln \frac{z_h - 2/3h}{0.0123h} \frac{1}{0.41^2 u_z}$$

The canopy resistance form ($r_c$) is also from Allen et al. [57]:

$$r_c = \frac{r_l}{LAI_{active}} = \frac{r_l}{0.5 \cdot LAI}$$
The bulk stomatal resistance of a well-illuminated leaf ($r_l \approx 100 \text{ s m}^{-1}$), $LAI_{active}$ is the active sunlit leaf area index (m$^2$ (leaf area) m$^{-2}$ (soil surface)), and $LAI$ is the total leaf area index (m$^2$ m$^{-2}$). For clipped grass, a general equation for $LAI$ is $LAI = 24 \cdot h$. Combining the above terms results in the following equation for $r_c$ yields:

$$r_c = \frac{r_l}{(0.5 \cdot 24 \cdot h)} \quad (8)$$

The vapor pressure deficit ($e_s - e$) in Equation (1) was estimated as follows [57], with $e_s$ representing a mean daily value of the saturation vapor pressure. The saturation vapor pressure ($e^o(T)$, kPa) at air temperature $T$ ($°C$) is calculated using the relationship:

$$e^o(T) = 0.6108 \cdot \exp \left[ \frac{17.27T}{T + 237.3} \right] \quad (9)$$

The mean daily value of saturation vapor pressure ($e_s$) is then estimated applying the above equation twice, once using the daily maximum air temperature ($T_{max}$) and once using the daily minimum air temperature ($T_{min}$) as $T$ in the above equation then averaging the two results. This approach was shown to perform better than using the daily-average air temperature in Equation (10) to estimate $e_s$, a procedure that routinely underestimates that variable [57]. The calculation of $e_s$ is then:

$$e_s = \frac{e^o(T_{max}) + e^o(T_{min})}{2} \quad (10)$$

The actual vapor pressure ($e$) to complete the vapor pressure deficit term of the PM equation is calculated using $e = RH \cdot e_s$, where RH is the relative humidity evaluated at the EC tower locations.

2.4. Radiation Budget

The net radiation is estimated using the relationship in Diak et al. [35]:

$$R_n = S_o (1 - a) - L_u + L_d \quad (11)$$

where $R_n$ is the net radiation (W m$^{-2}$), $S_o$ is the incident solar radiation (insolation, W m$^{-2}$), $a$ is the surface albedo (dimensionless), $L_u$ is the outgoing (upward) long-wave radiation emanating from the surface (W m$^{-2}$), and $L_d$ is the incoming (downward) long-wave radiation from the atmosphere incident on the surface (W m$^{-2}$). The last two terms on the right-hand side are the net long-wave radiation ($L_n = -L_u + L_d$) and the first term on the right-hand side ($S_o (1 - a)$) is the net solar radiation. The next subsections describe how we estimated the net short- and long-wave radiation components in the experiments when GOES-based values of $R_n$ were used in the PM calculation.

Incident solar radiation at the earth’s surface (insolation) is the driving force for the earth’s atmospheric and surface systems—importantly for this work, the photosynthesis and the hydrologic cycle for land. This study uses insolation estimates derived using a simple radiative transfer model of the atmosphere and surface and imager visible data from the geostationary GOES series of satellites. The details are explained starting in a next paragraph. Only geostationary satellites provide data with the spatial and temporal resolution required to produce accurate insolation estimates over continental-size areas, potentially at half-hourly and longer time scales and at the 1 km spatial scale (0.5 km for the newest GOES platform, GOES-R).

The current version of the insolation model has been described and results from this model were evaluated against surface pyranometer measurements in Diak [60]. The statistical error of the satellite estimates of daily insolation from this simple model has been about 8% on average when compared with daily pyranometer data, and about 18% for hourly insolation comparisons. The system described in Diak [60] is operational at the Space Science and Engineering Center (SSEC) at the University of Wisconsin-Madison, producing half-hourly and daily insolation estimates at a resolution of 0.10 degrees for the CONUS and parts of Mexico and Southern Canada using GOES-visible data from the GOES-East and GOES-West platforms. The insolation model runs in the computational
environment of the Man computer Interactive Data Access System (McIDAS [61]), developed and
distributed by the SSEC. Half-hourly and daily integrated insolation estimates for the previous day
in ASCII text format are available on the SSEC anonymous ftp site proderv1.ssec.wisc.edu in the
subdirectory insolation_high_res. For this work, half-hourly data were averaged to produce hourly
insolation data. The albedo value (\(a\)) of 0.23 was used in Equation (11), representative of the EC sites.

Similar to Diak et al. [35] and Jacobs et al. [36], \(L_n\) is estimated from the relationship:

\[
L_n = L_{nc} \cdot C \tag{12}
\]

\(L_{nc}\) is the clear-sky net long-wave radiation (W m\(^{-2}\)) and \(C\) is a dimensionless cloud factor with a
range of zero to unity. The \(C\) term is equal to the incident solar radiation \((S_o)\) divided by a theoretical
clear-air solar radiation at the surface. The dimensionless \(C\) term in Equation (12) represents a very
basic method to account for the effect of clouds on downward long-wave radiation, which increases
over the clear-sky value when clouds are present under almost all circumstances (as a convention,
positive values are toward the surface and negative are away from the surface). A more rigorous
cloud parameterization for downward long-wave radiation would take into account the emitting
temperature of the cloud base, cloud emissivity, and the transmittance of the atmosphere between the
cloud and surface [62]. Such an evaluation, however, requires cloud and atmospheric information that
is difficult to obtain from any source and is beyond the scope of this work. For the type of agricultural
environment evaluated in this study, net long-wave radiation values can range from small positive
values (warm clouds overlying a cooler surface, a rare occurrence during daytime hours) to maximum
negative values (upwelling exceeds downward, e.g., a clear atmosphere) of around \(-130\) W m\(^{-2}\) [63].
The uncertainty in the method used here is likely on the order of tens of W m\(^{-2}\). Given that the daytime
net radiation budget is dominated by the incoming solar radiation, errors in the net long-wave budget
usually will be small compared to the total net radiation budget under most conditions.

The \(L_{nc}\) term is estimated using the following relationship:

\[
L_{nc} = L_u (1 - \varepsilon_c) \tag{13}
\]

\(\varepsilon_c\) is a dimensionless clear-sky long-wave emissivity estimated using the method described in Prata [64].
Wu et al. [65] reported that this method produced the best results (lowest RMSE and highest \(R^2\)) among
the physical models investigated. This method calculates the atmospheric emissivity as follows:

\[
\varepsilon_c = 1 - (1 + ks) \cdot \exp\left[-(1.2 + 3.0 \cdot ks)^{0.5}\right] \tag{14}
\]

\[
ks = \left(\frac{e_o}{T_o}\right) \cdot \left(\frac{M_w}{R k \cdot \psi}\right) = 46.5 \left(\frac{e_o}{T_o}\right) \tag{15}
\]

\(M_w\) is the molecular weight of water vapor (g mol\(^{-1}\)), \(R\) is the universal gas constant
\((8.314 \times 10^3\) J kg\(^{-1}\) mol\(^{-1}\)), \(k\) (km\(^{-1}\)) is a term which consists of summation of the water vapor
scale height and the atmospheric temperature lapse rate [66], \(\psi\) is a scaling factor (approximately
1.0006), and finally \(e_o\) (hPa) and \(T_o\) (K) represent the water vapor pressure and air temperature at screen
level. This screen level can be interpreted as the height of 2 m above the ground [65].

As discussed above, the calculation of the effective cloud fraction \(C\) requires a theoretical clear-sky
insolation value. To estimate this quantity, we selected the empirical method of Bird and Hulstrom [67],
which showed the best estimates of clear-sky insolation (lowest absolute mean error and RMSE)
according to model comparison studies conducted by Annear [68]. The calculation takes into account
the effects of aerosols, water vapor, and ozone on solar radiation and the major elements of the method
are outlined in the Appendix A.
3. Results

3.1. Regional Climate Conditions and Soil Moisture Dynamics

Figure 2 shows the annual changes of selected variables only from one of the EC towers (Tower 11), as the two tower sites showed similar trends in these variables over the year and Tower 11 had fewer missing data. The 15-min data were aggregated to a daily time scale for display in Figure 2.

Figure 2. Selected field measurements of (a) averaged air temperature at approximately 2 m above ground (°C), (b) averaged net radiation ($R_n$), and latent heat flux (LE) (W m$^{-2}$), (c) averaged wind speed at approximately 2 m above ground ($u$, m s$^{-1}$), (e) averaged volumetric water content (VWC, unitless) measured at 10- and 100-cm depths, (f) total rainfall (mm), and a derived value of (d) VPD (vapor pressure deficit, kPa) on a daily time scale between 1 May, 2016 and 30 April, 2017 at Tower 11. The gray area in (e) represents the time when the surface soil was frozen (soil temperature at 10 cm below the ground surface < 0 °C).
The air temperature ranged between −20 and 30 °C over the year, reaching seasonal highs around June through August and lows between December and February. Net radiation data showed a very similar trend compared to air temperature seasonally. The Latent Heat Flux (LE) was higher during summer months, decreased in fall and winter, and then increased in spring (Figure 2a,b).

Wind speed at 2 m above ground (u) varies approximately between 0.5 and 8 m s\(^{-1}\), with a pronounced daily shift between November 2016 and January through late February 2017. Relative Humidity (RH) fluctuated between 40 and 99%, except for a few days in late May 2016 (data not shown). Between July and September 2016, month-to-month scatterplot results showed that u and RH values had less day-to-day variation with smaller standard deviation compared to the rest of the months (data not shown), which also is seen in Figure 2c.

The Vapor Pressure Deficit (VPD) was calculated using mean temperature-based vapor pressure estimates described in Section 2. Mostly between zero and two of VPD were observed during the crop-growing season (May through October) except for a few days in late May. In late May, RH was extremely low (zero–0.19) and \( e_s \) was higher than other times during the crop-growing season, thus this condition resulted in higher VPD in the range of 2.2 and 3.2 (Figure 2d).

Volumetric Water (soil moisture) Content (VWC) data were recorded from five depths (10, 20, 40, 60, and 100 cm), but we only present results at 10 cm (VWC_10) and 100 cm (VWC_100) below the ground to show the VWC near the surface and VWC from the deepest soil layer, respectively. We noticed that rainfall water constantly replenishes the surface soil layer after diminishing VWC. During the cold months of January and February 2017, VWC decreased close to 0.1 and gradually increased as spring approached, possibly due to the snowmelt and rainfall percolation. The surface soil was frozen between approximately 13 December, 2016 and 16 February, 2017. As expected, VWC from the deepest soil layer was relatively constant compared to the surface soil layer without big increases or declines during the study period. The VWC_100 data revealed that VWC reached the field capacity (near 0.49) after an intense rainfall during September. This occurred again in late February and early April 2017 (Figure 2e).

At Tower 11, the total annual rainfall amount measured during the study period was 863 mm. September was the wettest month of the study period (approximately 211 mm/month), accounting for approximately a quarter of the total amount of the annual rainfall. More than half of the annual rainfall fell between July and September 2016 (Figure 2f), resulting in a wet season in Iowa.

### 3.2. Energy Balance Closure

As a performance check of EC tower data, the energy balance closure was examined using four flux data of net radiation (\( R_n \)), soil heat flux (\( G \)), sensible heat flux (\( H \)), and latent heat flux (\( LE \)) [69]. The available energy (\( R_n - G \)) term needs to be balanced with the sum of \( H \) and \( LE \) [70]. The energy balance closure is estimated using the Energy Balance Ratio (EBR) defined in Equation (16) [71].

\[
EBR = \frac{\sum_{i=1}^{n} (H + LE)}{\sum_{i=1}^{n} (R_n - G)}
\]

where \( t \) is time and \( n \) is the last time step of energy fluxes. EBR was estimated for Towers 10 and 11 using 30-min aggregated four energy fluxes mentioned above during the study period. In addition, the available energy vs. \( H + LE \) was plotted for each site. Data also were divided into crop-growing season and no-crop season to investigate the effect of crop growth on EBR [8].

Table 1 indicates that EBR from both towers was less than 0.8 for the entire study period and a little less than 0.75 during crop-growing season. However, the EBR values were higher during no-crop season than crop-growing season. In contrast, the relationship between available energy vs. sum of \( H \) and \( LE \) reveals that there was a high R\(^2\) observed (R\(^2\) > 0.9) during crop-growing season and the reverse during no-crop season.
Table 1. Energy balance ratio (EBR) and slopes and intercepts from the relationship between $H + LE$ and $R_n - G$.

| Methods        | Tower # | Full Year (May 2016–April 2017) | Crop-Growing Season (May 2016–October 2016) | No-Crop Season (November 2016–April 2017) |
|----------------|---------|---------------------------------|---------------------------------------------|------------------------------------------|
| EBR            | 10      | 0.77                            | 0.72                                        | 0.93                                     |
|                | 11      | 0.74                            | 0.71                                        | 0.84                                     |
| $m$ (slope)    | 10      | 0.59                            | 0.61                                        | 0.53                                     |
|                | 11      | 0.55                            | 0.58                                        | 0.46                                     |
| $b$ (intercept)| 10      | 15.3                            | 13.4                                        | 16.8                                     |
|                | 11      | 15.6                            | 15.2                                        | 15.9                                     |
| $R^2$          | 10      | 0.9                             | 0.94                                        | 0.79                                     |
|                | 11      | 0.89                            | 0.93                                        | 0.78                                     |

3.3. Input Data Comparisons

The 15-min interval field input data were aggregated to hourly data (presented at all five x-axes in Figure 3) for comparison with input variables from the HRRR model (air temperature and RH in Figure 3a,e) or those from calculation results using HRRR data (Rn and u in Figure 3b–d).
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Figure 3. Scatter plots of selected observed hourly input data vs. extraction of hourly numerical weather prediction (NWP) outputs as modeled input data for Tower 11. A black solid line indicates 1:1 line and a blue solid line represents a linear regression line.

In Figure 3e, only RH data of NWP outputs (y-axis) consist of RAP RH data (data obtained before 23 August) and HRRR RH data (on 23 August and after) as the version of the HRRR model before 23 August, 2016 did not generate RH; therefore RH values were taken from the RAP dataset of the same hour between 1 May and 22 August, 2016.

Tower 10 exhibited a very similar pattern of scatter plots (not shown). The $R^2$ values from Tower 10 were 0.99 (air temperature), 0.74 (HRRR Rn), 0.86 (HRRR-GOES Rn), 0.72 (u), and 0.81 (RH), revealing a little better agreement between observed Rn vs. HRRR Rn and worse agreement for HRRR-GOES Rn.
u, and RH plots than those from Tower 11 (Figure 3). The air temperature showed a good agreement between field observation and HRRR input.

3.4. Observed vs. Modeled ET

In this paper, all AET data are presented in the unit of water depth (mm) per time. ET estimates from the NWP-based models and NWP-GOES-Rn models (called modeled AET hereafter) were validated against two EC tower measurements near central Iowa (called observed AET hereafter) for the duration of study period between May 2016 and April 2017. In Figure 4, hourly data between observed and modeled AET were compared by the model. As GOES-Rn data are included in both RAP and HRRR models, there was an increase in $R^2$ (compare (a) and (b) or (c) and (d) for each tower). In Figure 5, these hourly data were aggregated to the daily time scale and compared to the daily aggregated field ET data. There was little or no increase in $R^2$ as GOES-Rn data were used (Figure 5). One common observation from Figures 4 and 5 is that a regression line gets closer to 1:1 line when GOES-Rn data were included.

Table 2 shows the RMSE and MB results to further investigate the relationships between observed and modeled AET data. For both RMSE and MB, data were improved by the inclusion of GOES-R into the models. In general, HRRR and HRRR-GOES produced better results than RAP and RAP-GOES, respectively, in terms of RMSE and MB. As shown with the change in RMSE, the Mean Absolute Error (MAE) has the same trend resulting in the highest MAE with RAP, then a little less with HRRR than RAP, and less with RAP-GOES and HRRR-GOES (data not shown). The Spearman correlation coefficient ($\rho$) results of hourly AET data for the entire year showed that infusing GOES-Rn into RAP and HRRR improved $\rho$ by 12 and 17% for Tower 10, respectively, and 10 and 15% for Tower 11, respectively (Table 3). The warm season (May through August) $\rho$ results for both towers were highest compared to other seasons, indicating that there is a strong correlation between tower AET and modeled AET with hourly data. However, when the data were aggregated to the daily time scale, the $\rho$ from the warm season showed the lowest correlation compared to other seasons. With the daily time scale data, the full year data of $\rho$ shows the best result compared to other seasonal $\rho$ data from the daily time scale.
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**Figure 4.** Scatter plots of observed vs. modeled actual evapotranspiration (AET) in the hourly time scale for Tower 10 (A) and Tower 11 (B) between May 2016 and April 2017. A black solid line indicates 1:1 line and a blue solid line represents a linear regression line.
Figure 5. Scatter plots of observed vs. modeled AET in the daily time scale for Tower 10 (A) and Tower 11 (B) between May 2016 and April 2017.

Table 2. Root mean square error (RMSE) and mean bias (MB) results of modeled AET compared to the tower EC-derived AET for hourly and daily data during the study period.

| Time Intervals | Data      | Units     | Tower # | RAP       | RAP-GOES | HRRR    | HRRR-GOES |
|----------------|-----------|-----------|---------|-----------|----------|---------|-----------|
| Hourly         | RMSE      | mm hr⁻¹   | 10      | 0.1       | 0.08     | 0.09    | 0.08      |
|                |           |           | 11      | 0.1       | 0.08     | 0.09    | 0.07      |
|                | MB        | mm hr⁻¹   | 10      | 0.05      | 0.02     | 0.04    | 0.02      |
|                |           |           | 11      | 0.05      | 0.02     | 0.04    | 0.02      |
| Daily          | RMSE      | mm d⁻¹    | 10      | 1.79      | 0.99     | 1.69    | 0.98      |
|                |           |           | 11      | 1.78      | 0.99     | 1.7     | 0.98      |
|                | MB        | mm d⁻¹    | 10      | 1.15      | 0.34     | 0.86    | 0.34      |
|                |           |           | 11      | 1.13      | 0.38     | 0.87    | 0.37      |

Table 3. Spearman correlation coefficients (\(\rho\)) of the modeled AET against observed AET using hourly and daily data with respect to yearly and seasonal (four-month intervals) duration.

| Time Intervals | Duration of Data | Tower # | RAP       | RAP-GOES | HRRR    | HRRR-GOES |
|----------------|------------------|---------|-----------|----------|---------|-----------|
| Hourly         | Full year        | 10      | 0.68      | 0.8      | 0.63    | 0.8       |
|                |                  | 11      | 0.7       | 0.8      | 0.65    | 0.8       |
|                | MJJA             | 10      | 0.83      | 0.84     | 0.85    | 0.84      |
|                |                  | 11      | 0.84      | 0.86     | 0.85    | 0.86      |
|                | SOND             | 10      | 0.71      | 0.75     | 0.67    | 0.76      |
|                |                  | 11      | 0.7       | 0.74     | 0.68    | 0.74      |
|                | JFMA             | 10      | 0.62      | 0.68     | 0.65    | 0.68      |
|                |                  | 11      | 0.62      | 0.7      | 0.63    | 0.68      |
| Daily          | Full year        | 10      | 0.8       | 0.8      | 0.8     | 0.8       |
|                |                  | 11      | 0.79      | 0.8      | 0.8     | 0.8       |
|                | MJJA             | 10      | 0.49      | 0.43     | 0.51    | 0.43      |
|                |                  | 11      | 0.51      | 0.51     | 0.51    | 0.51      |
|                | SOND             | 10      | 0.63      | 0.61     | 0.64    | 0.61      |
|                |                  | 11      | 0.61      | 0.62     | 0.63    | 0.62      |
|                | JFMA             | 10      | 0.66      | 0.73     | 0.67    | 0.73      |
|                |                  | 11      | 0.65      | 0.73     | 0.68    | 0.73      |
3.5. Temporal ET Changes

Figure 6 shows hourly AET changes of the four models during three random consecutive days in August to demonstrate how models match field observation. Gray areas represent approximately no sunshine hours for the selected days. There was no rain for the three days, except for a few hours of light rain on 20 August. For the three-day period, averaged daily Rn (W m$^{-2}$) was 97.6, 163.7, 165.2, respectively, for Tower 10, and 97.2, 143.6, 151.0, respectively, for Tower 11. During no-sunshine hours (mostly late at night and early in the morning), models tend to overpredict AET compared to the tower AET data. Modeled AET data from 20 August appear to match quite well with tower AET data for a few hours, then tower AET shows the highest peak between 12:00 and 1:00 PM at Tower 10. RAP-GOES and HRR-GOES AET data tend to predict AET pretty closely to tower AET data in the morning of 21 August. On 22 August, all modeled AET tend to overpredict tower AET. The RAP and HRRR model predictions on 22 August were relatively higher than other GOES-based models and field observation (Figure 6).
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**Figure 6.** Time series of hourly AET estimates from four models on three randomly selected days against AET from two towers in late August 2016. The hours are in Central Daylight Time (CDT).

Figure 7 shows the difference between the modeled AET and observed AET in the daily time scale. Between approximately May and mid-September 2016, modeled RAP and HRR model results especially showed a big difference between modeled and observed AETs. Less difference is shown until November 2016 with RAP, and until around October 2016 with HRRR. Adding GOES-Rn did not improve the difference very much between May and July 2016, however inclusion of GOES-Rn greatly improved model AET estimates especially after July 2016.

The HRRR results showed some improvement (Figure 7c,d) over their RAP counterparts from Figure 7a,b by showing less AET difference. There was no distinguishable difference between sites ((a) vs. (b) or (c) vs. (d)).
3.6. Temporal Rn Changes

In Figure 8, the Rn results from three days that match the selected days in Figure 6 showed a diurnal fluctuation throughout day and night as the AET changes in Figure 6. The RAP and HRRR results appear to overestimate Rn, the most compared to tower Rn. GOES-Rn results were close to tower Rn in the morning of 20 August, however overprediction of GOES-Rn was observed during the afternoon. The GOES-Rn data were a little higher than tower Rn for the next two days. Overall, GOES-Rn data were closer to tower Rn than the RAP- and HRRR-produced Rn. RAP and HRRR Rn also overpredicted tower Rn around sunset hours. As GOES-Rn were available for only 18 h a day, there was no comparison between GOES-Rn and tower Rn between 11:00 PM and 4:00 AM each day.
Figure 8. Time series of hourly Rn estimates from three models on a few selected days against Rn from two towers in late August 2016. The hours are in Central Daylight Time (CDT).

3.7. Spatial ET Distributions

Figure 9 depicts the daily total AET distribution over the state of Iowa using HRRR-GOES data. We chose the HRRR-GOES dataset for AET maps in Figure 9 from the four available datasets because HRRR-GOES showed the best performance result by introducing the least RMSE and MB, and higher ρ (Tables 2 and 3). Only one day per month (generally the first day of the month) was selected here to represent the daily AET trend in time and space during the study period. For the months of August and October 2016, the next available non-rainy day was selected, as the first days of these two months were rainy days based on EC tower rainfall data.

It is clear that the summer to early fall months (June through September) have higher daily AET than other months due to higher Rn and air temperature observed during these months (Figure 2). Moreover, there was more available water from the rainfall, which contributes to higher AET during these months. AET becomes less as the cold months (December through February) approach. Following the cold months, AET increases gradually as more incoming Rn is available in March and April. There was no specific trend of higher or lower AET observed between the areas. Southern Minnesota and northern Iowa got a little bit higher estimated AET than other areas in May and October 2016. During the summer months for those selected days, the AET distribution varies. These AET maps seem to show that there are AET values during winter months, although they are much smaller than summer month estimates.
3.8. Monthly Total ET Comparisons

Hourly AET estimates from the four models and 15-min field AET observations were aggregated to the monthly time scale for a seasonal comparison of the total AET estimates. Figure 9 indicates that monthly observed AET data tend to be smaller than all other modeled AET data especially during crop-growing season (May through October 2016). The RAP-GOES and HRRR-GOES models appear to improve monthly AET estimates compared to RAP and HRRR, respectively. For the cold months between December 2016 and March 2017, modeled AET data were less than the monthly total observed...
AET. During this time, HRRR appears to show the smallest AET estimates in the monthly time scale, which is quite the opposite of warmer months (May through September 2016), when HRRR ranked the second highest in monthly total AET estimates. AET estimates from RAP were the highest most of the time, except for December 2016 and February 2017.

4. Discussion

Estimated EBR from the two towers in this study (0.77 and 0.74 for the entire year) tend to agree with the published results [4,72]. Twine et al. [4] reported the EBR values of nine grassland field sites in Oklahoma for two months (June and July) in 1997 ranging between 0.72 and 0.91 using 30-min averaged energy fluxes. Wilson et al. [72] showed the annual EBR values for various landscapes between 0.34 and 1.69. EBR data from the maize site in Bonville, Illinois varied between 0.7 and 1.2 by year, which could be comparable to the EC data we used in this study. Hernandez-Ramirez et al. [8] stated that the four-year (2004–2007) mean annual EBR values using 15-min averaged data for corn and soybean crops in central Iowa were 0.87 and 0.81, respectively, which were higher than our results. Their EBR data for corn and soybean during the crop-growing season and no-crop seasons were 0.87 and 0.82, respectively, for the crop-growing season and 0.90 and 0.78, respectively, for no-crop season. There was no difference in EBR between the crop-growing season and no-crop season when the mean values (0.84) of these two seasons were compared. This is somewhat different from our study. The EBR from our study revealed values during the crop-growing season smaller than those from the no-crop season (0.72 vs. 0.93 for Tower 10 and 0.71 vs. 0.84 for Tower 11, respectively).

During the crop-growing season in Iowa, a high magnitude of LE was observed (the six-month cumulative total is approximately 1685 MJ m$^{-2}$ using 30-min data; data not shown). Whereas, the H value showed a smaller quantity (869 MJ m$^{-2}$) than LE. The wind speed during this season was lower than that of the no-crop season (2.8 vs. 4.0 m s$^{-1}$). Moreover, the dew point temperature and relative humidity (RH) were high. All these conditions cause the atmospheric boundary layer to thin, which results in small eddy diffusivity. These combined field conditions contributed to a low energy balance ratio for the crop-growing field (personal communication with Dr. John M. Norman).

The slope of $(R_n - G)$ vs. $(H + LE)$ was less than one and the intercept was larger than zero for all seasons. This was typically noticed when the energy balance was not closed with the EC system [4,72]. This also was acknowledged by Scott [21]. Scott [21] pointed out that this meant that the $H + LE$ term is greater than $R_n - G$ for lower $R_n - G$ values and less than $R_n - G$ for higher $R_n - G$, which exactly depicts the results of EC tower data in this study.

The vapor pressure deficit (VPD) increased between May and mid-June 2016 as the RH was relatively lower (approximately 55% on average; data not shown) than during the fall season (approximately 75% on average between September and November) and the high $R_n$ (approximately 143 W m$^{-2}$ on average) from Figure 2. About 52 W m$^{-2}$ of $R_n$ was partitioned to LE (36%) at the same time. In particular, the high VPD in late May 2016 was caused by a very low RH observed at the same time (data not shown) and the increasing air temperature.

The ratio of monthly summed LE/monthly summed $R_n$ using daily averaged LE and $R_n$ flux data (Figure 2b) increased as summer approached, reaching peak values of LE/$R_n$ in July and August 2016 during the crop-growing season (0.6 and 0.56, respectively; data not shown). Then, the LE/$R_n$ decreased as winter approached. More than 50% of $R_n$ was used for the LE flux, indicating that there was a high demand for water by plants through the transpiration process and in the air. During December and January, the daily $R_n$ had numerous negative values, therefore the sum of $R_n$ is smaller than that of LE in those months. Therefore, the comparison between monthly LE/monthly $R_n$ during the crop-growing season and during winter is not valid in this case.

The VWC near the ground surface fluctuated between 0.22 and 0.49 during the crop-growing season. The VWC at the soil surface (VWC$_{10}$) increased due to the frequent rainfall in late May 2016, then decreased as water evaporated and was used by crops. The VWC trend was not easy to track when there was a small amount of rain (e.g., a few rainfall events in mid and late June 2016).
However, in July through September numerous rainfall events occurred, accounting for more than 50% of the annual rainfall at the tower site. The VWC_10 changed along the time by showing that the fluctuation of VWC continued and the highest VWC in a year occurred, possibly due to accumulation of water at the surface without losing much water. This was anticipated because it occurred at the time when crop growth reached its maturity. The VWC from the surface soil layer fluctuated more than the deepest layer VWC, indicating that the water content changed due to the interactions between soil surface and atmospheric layer from solar radiation, wind, and ET (Figure 2d).

Air temperature data between HRRR inputs and field observations especially show a very high R² value of 0.99 (Figure 3a). This might indicate that the HRRR-based air temperature could be used for PM-ET when the field air temperature data are not available. In the PM method, ĉ, ρ, Θ, and Ω are directly estimated using a 2 m air temperature. Therefore, the accurately estimated 2 m air temperature is of good use for PM-based ET estimates.

The Rₚ estimation from RAP and HRRR models based in Equation (1) was higher than the field and GOES-Rₚ (Figure 8). This might mean that there could be higher downward short- or long-wave radiation flux or smaller upward short- or long-wave radiation flux from the NWP-based models.

As the time scale was aggregated from hour to day, the difference in AET became larger (Figure 7). When the hourly data were aggregated, the discrepancy between observed and modeled LE became larger during summer months than winter months, as there was a big difference observed at night between modeled and observed AET data. Thus, this overpredicted nighttime modeled AET contributed to a much higher modeled AET than observed AET.

The monthly total AET results were compared to the historical NLDAS data that were monthly averaged between 2002 and 2010 (data not shown; NLDAS data were prepared by Dr. Walter Navarro). The spatial coverage of NLDAS data was the entire state of Iowa. The NLDAS monthly AET was close to the EC tower AET data except for July and August. In those months, NLDAS AET was bigger than AET from the two towers (121 vs. 103 from Tower 10, and 121 vs. 96 from Tower 11 in July; 112 vs. 85 from Tower 10, and 112 vs. 75 from Tower 11 in August) (Figure 10). Although the NLDAS data represented the state of Iowa and tower EC data came from two fields near central Iowa, these two datasets were in agreement with each other.

Figure 10. Monthly AET comparisons of the tower vs. model estimates at Tower 11.
5. Conclusions and Future Directions

This study explores the possibility of using NWP models to estimate hourly ET in near real-time. A numerical study using one-year data showed that the proposed NWP-based ET model was capable of estimating operational hourly ET in near real-time. Hourly, daily, and monthly modeled AET data were compared against two EC tower measurements to validate how model results would match field observations. Hourly data matched well with the field EC data, however, when data were aggregated to daily and monthly time scales, results did not tend to match with the field EC data. Overall, suggested NWP-based ET models with the inclusion of GOES-R worked better than NWP-only ET models with statistical results of lower RMSE, MAE, and ME, and higher \( \rho \) and \( R^2 \). The HRRR-GOES ET model showed the best model results when compared to the field observation. Although model validations with more EC field site data are required, the suggested HRRR-GOES model appears to be usable for near real-time operational ET estimates by showing an improved performance compared to the HRRR model.

In this study, we implemented the expected Kc values based on the FAO-56 report with an assumption that the ET model has a constant Kc for the entire model domain with fixed percentages of corn and soybean crops (60 and 40\%, respectively). This is a very simplified and idealized approach to test our proposed NWP-based ET estimates. The approach has to be improved to obtain more realistic ET estimates over the regional scale. To accomplish this goal, we are working on updating this simple Kc with the MODIS-based Kc method to rescale PET to AET. This new implementation will provide better Kc data by depicting the spatial distribution of Kc.

Although we ruled out the use of other NWP, numerical models, and RS products for input data due to the unavailability of obtaining minimum latency (< a few hours) and larger spatial domain (> 10 km) of other NWP products or a long re-visit time from a high spatial resolution RS product just to meet with our needs to produce a near real-time operational ET estimation tool, we plan to test our models with a few selected products for further validations (for example, NLDAS-2, NOAA models, and WRF-Hydro, or LANDSAT, MODIS, and AVHRR products).

The NWP outputs currently generate data with up to 21 (for RAP) and 18 (for HRRR) h of lead time. This certainly allows us to utilize NWP products for ET forecasting. The authors’ future plan could expand the use of NWP for real-time operational ET forecasting on top of the now-casting production, which helps promote the use of ET for the operational hydrologic model.

This study has been limited to the Iowa domain using data from only two EC towers for model validation. It would be interesting to investigate how well this NWP-based ET model works in other regions by testing it with EC data from other climate zones in the United States. More robust model tests with more widely distributed EC tower data would be required to further prove the usability of the NWP-based ET model for near real-time ET estimation.
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Appendix A  Clear-Air Solar Radiation Estimation

The clear-air solar radiation \( \varphi_s \) (W m\(^{-2}\)) can be expressed as:

\[
\varphi_s = \frac{\varphi_d + \varphi_l}{1 - r_g a_a}
\]  

(A1)

where \( \varphi_d \) is the direct solar radiation (W m\(^{-2}\)), \( \varphi_l \) is the scattered solar radiation (W m\(^{-2}\)), \( r_g \) is the reflectivity of water surface based on the cloud cover, and \( a_a \) is the atmospheric albedo \(^{[67]}\). The \( \varphi_d \) can be calculated as:

\[
\varphi_d = 0.9662 \cdot \varphi_{extr} \cdot T_a \cdot T_w \cdot T_{umg} \cdot T_o \cdot T_R
\]  

(A2)

where \( \varphi_{extr} \) is the extraterrestrial solar radiation (W m\(^{-2}\)), \( T_a \) is the transmittance of aerosol absorptance and scattering, \( T_w \) is the transmittance of water vapor, \( T_{umg} \) is the transmittance of uniformly mixed gases, \( T_o \) is the transmittance of ozone content, and \( T_R \) is the transmittance of Rayleigh scattering in the atmosphere.

The solar radiation from atmospheric scattering, \( \varphi_l \) (W m\(^{-2}\)) is:

\[
\varphi_l = 0.79 \cdot \varphi_{extr} \cdot T_{aa} \cdot T_w \cdot T_{umg} \cdot T_o \cdot \left( \frac{0.5 \cdot (1 - T_R) + B_a \cdot (1 - \frac{T_o}{T_{aa}})}{1 - m_p + m_p^{0.02}} \right)
\]  

(A3)

where \( T_{aa} \) is the transmittance of aerosol absorptance, \( B_a \) is the empirical ratio of forward-scattered irradiance to the total scattered irradiance due to aerosols (0.84 is recommended by Bird and Hulstrom \(^{[67]}\)), and \( m_p \) is the relative optical air mass. The reflectivity of the water surface is calculated by:

\[
r_g = \alpha \cdot A_o^\beta
\]  

(A4)

where \( A_o \) is the solar altitude (degrees), and \( \alpha \) and \( \beta \) are reflectivity equation coefficients provided by Anderson \(^{[73]}\).

The atmospheric albedo \( a_a \) can be represented as:

\[
a_a = 0.0685 + (1 - B_a) \cdot \left( 1 - \frac{T_o}{T_{aa}} \right)
\]  

(A5)
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