Matching the quasiparton distribution in a momentum subtraction scheme
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The quasiparton distribution is a spatial correlation of quarks or gluons along the $z$ direction in a moving nucleon which enables direct lattice calculations of parton distribution functions. It can be defined with a nonperturbative renormalization in a regularization independent momentum subtraction scheme (RI/MOM), which can then be perturbatively related to the collinear parton distribution in the $\overline{\text{MS}}$ scheme. Here we carry out a direct matching from the RI/MOM scheme for the quasi-PDF to the $\overline{\text{MS}}$ PDF, determining the non-singlet quark matching coefficient at next-to-leading order in perturbation theory. We find that the RI/MOM matching coefficient is insensitive to the ultraviolet region of convolution integral, exhibits improved perturbative convergence when converting between the quasi-PDF and PDF, and is consistent with a quasi-PDF that vanishes in the unphysical region as the proton momentum $P^z \to \infty$, unlike other schemes. This direct approach therefore has the potential to improve the accuracy for converting quasidistribution lattice calculations to collinear distributions.
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I. INTRODUCTION

One of the great successes of QCD are factorization theorems, such as those that enable us to make predictions for deep inelastic scattering (DIS) and Drell-Yan processes at hadron colliders [1]. These theorems imply that the scattering cross section can be factorized as a convolution of the partonic cross section and a universal parton distribution function (PDF). The former can be calculated analytically in perturbative QCD, thus allowing for a high precision extraction of the latter from cross section data.

PDFs are the most basic and important objects for us to obtain information about hadron structure in modern physics. Since PDFs are intrinsic properties of the hadron that include low energy degrees of freedom, they can only be calculated with nonperturbative methods such as lattice QCD. Although their low-order moments have been directly calculated with lattice methods [2–4], our most precise knowledge about them comes from global fits to experimental data [5–8] (see [9] for the LHAPDF comparisons).

In parton physics, PDFs are defined as the nucleon matrix elements of light-cone correlation operators. For example, in dimensional regularization with $d = 4 - 2\epsilon$, the bare unpolarized quark distribution function is

$$q_i(x, \epsilon) = \sum_j \frac{1}{x} \int_{y} d^4 y \, Z^\text{MS}_{ij}(x/y, \epsilon, \mu) \, q_j(y, \mu).$$

where $x$ is the momentum fraction, $i$ is a flavor index, the nucleon momentum $P^\mu = (P^0, 0, 0, P^z)$, $\xi^\pm = (t \pm z)/\sqrt{2}$ are the light-cone coordinates, and the Wilson line $W$ is given by the path-ordered exponential

$$W(\xi^-, 0) = P \exp\left(-ig \int_0^\xi d\eta^- A^+(\eta^-)\right).$$

The renormalized PDFs $q_i(y, \mu)$ are defined in the $\overline{\text{MS}}$ scheme as

$$q_i(x, \epsilon) = \int \frac{d\xi^-}{4\pi} e^{-ixP^+\xi^-} \langle P|\bar{\psi}(\xi^-)\gamma^+ W(\xi^-, 0)\psi(0)|P\rangle.$$
correlation—called a quasi-PDF—which can be calculated in lattice QCD. The bare quasi-PDF is defined in momentum space \((x, k)\) and coordinate space \((z)\) as

\[
\bar{q}_i(z, P^c, \mu) = \int_{-\infty}^{\infty} d\mu \int_{-\infty}^{\infty} \frac{d^2z}{(2\pi)^2} e^{i\mathbf{P}^c \cdot \mathbf{z}} \bar{u}(z, P^c, \mu) \bar{q}_i(z, P^c, \mu),
\]

where the spacelike Wilson line is

\[
\bar{q}_i(z, P^c, \mu) = \int_{-\infty}^{\infty} d\mu \int_{-\infty}^{\infty} \frac{d^2z}{(2\pi)^2} e^{i\mathbf{P}^c \cdot \mathbf{z}} \bar{u}(z, P^c, \mu) \bar{q}_i(z, P^c, \mu),
\]

where the spacelike Wilson line is

\[
W_z(z, 0) = P \exp \left(-ig \int_0^z dz' A^z(z') \right).
\]

Unlike the PDF in Eq. (1) that is invariant under a boost along the \(z\) direction, the quasi-PDF changes dynamically under such a boost, which is encoded by its nontrivial dependence on the nucleon momentum \(P^c\). The quasi-PDF in coordinate space \(\bar{q}_i(z, P^c, \mu)\) is multiplicatively renormalized in dimensional regulariza-

The structure of the renormalization of the quasi-PDF in Eqs. (6) and (7) is similar to that of the quark beam-function [11,12], which is a proton distribution with separations along both the plus and minus light-cone directions. Reference [12] gives an all orders proof of the position space multiplicative renormalization of the beam function, and this proof also implied that \(Z_{ij} \propto \delta_{ij}\), so there is never parton mixing in this case. In dimensional regularization it has been explicitly demonstrated that the quasi-PDF is multiplicatively renormalized to two loops [13]. Recently a proof of the multiplicative renormalization has been given both nonperturbatively in Ref. [14] and diagrammatically in Ref. [15]. The multiplicative renormalization property present in Eq. (6) essentially follows from the known renormalization structure of QCD and of Wilson lines. Reference [15] has also demonstrated that there is no flavor mixing in the renormalization of the quasi-PDF.

For a nucleon moving with finite but large momentum \(P^c \gg \Lambda_{QCD}\), the quasi-PDF can be matched onto the PDF through a momentum space factorization formula [10,16]:

\[
\bar{q}_i(x, P^c, \mu) = \int_{-1}^{1} \frac{dy}{|y|} C_{ij} \left( \frac{x}{y}, \frac{\mu}{P^c}, \frac{\mu}{|y|} \right) q_j(y, \mu) + \mathcal{O}(M^2 / P^c, \Lambda_{QCD}^2 / P^c).
\]

where \(C_{ij}\) is the matching coefficient, and the \(\mathcal{O}(M^2 / P^c, \Lambda_{QCD}^2 / P^c)\) terms are higher-twist corrections suppressed by the nucleon momentum \((M\) is the nucleon mass). Here \(q_j(y, \mu)\) for negative \(y\) corresponds to the anti-quark contribution. Note that the matching coefficient depends on the quasi-PDF scheme choice \(X\), and that for \(q_j(y, \mu)\) we always assume the \(\overline{\text{MS}}\) scheme. Both sides of Eq. (8) are formally \(\mu\) independent, but both do depend on the scale \(\mu\) for the renormalized quasi-PDF, and this dependence need not be small. The indicated power corrections are related to higher-

Based on Ji’s proposal, the procedure of calculating PDF from lattice QCD can be summarized as:

1. (1) Lattice simulation of the quasi-PDF;
2. (2) Renormalization of the quasi-PDF in a particular scheme on the lattice;
3. (3) Subtraction of higher-twist corrections;
4. (4) Matching quasi-PDF in the particular scheme to PDF in the \(\overline{\text{MS}}\) scheme.

Efforts have been made to use this proposal to calculate the isovector quark distributions \(f_{u-d}\), including unpolarized, polarized, and transversity distributions, as well as pion distribution amplitude, from lattice QCD [18–25]. For this channel the mixing is not important and so the indices \(i\) and \(j\) are dropped. The one-loop matching coefficients were first calculated in a transverse momentum cutoff scheme in Ref. [26], which we denote as \(C_{ij}^T(x, \mu_T, \mu/p^2)\). The result was confirmed in Refs. [19,27]. The nucleon-mass corrections of \(\mathcal{O}(M^2 / P^c, \Lambda_{QCD}^2 / P^c)\) have already been included in the lattice calculations [18–22,24,25], and the \(\mathcal{O}(\Lambda_{QCD}^2 / P^c)\) correction was numerically fitted in Ref. [20].

In this formula we write \(\mu / |y| P_i\), for the third argument of the matching coefficient. This has recently been proven to be the correct result in Ref. [17].
calculate the RI/MOM scheme quasi-PDF and the one-loop matching coefficient between this quasi-PDF and the PDF in the $\overline{\text{MS}}$ scheme. We do this first in Feynman gauge and then in a general covariant gauge. We also quote the known result for the transverse cutoff quasi-PDF for comparison. In Sec. IV we analyze these results and give a numerical comparison between the quasi-PDF obtained with the matching coefficients and the PDF. We conclude in Sec. V. A few more detailed discussions are left to Appendices, including our implementation of vector current conservation (Appendix A), a demonstration that the matching result is independent of the choice of infrared regulator (Appendix B), exploring an alternate RI/MOM scheme (Appendix C), and deriving a renormalization group equation for the RI/MOM scheme quasi-PDF (Appendix D).

II. RENORMALIZATION OF QUASI PDF IN THE RI/MOM SCHEME

In the RI/MOM scheme we will define the renormalization constant $\tilde{Z}_{\text{OM}}(z, p_R^2, \Lambda, \mu_R)$ in Eq. (6) by imposing a condition on the quasi-PDF evaluated with massless quark states $|ps\rangle$ of momentum $p$ and spin $s$ with $p^2 \neq 0$. We study the iso-vector (non-singlet) case, so that we do not have to consider operator mixing. Here the RI/MOM renormalization condition is

$$\tilde{Z}_{\text{OM}}(z, p_R^2, \Lambda, \mu_R)^{-1}\sum_s \langle ps|\bar{\psi}(z)\gamma^2 W(z, 0)\psi(0)|ps\rangle|_{\mu_R^2 = p_R^2}$$

$$= \sum_s \langle ps|\bar{\psi}(z)\gamma^2 W(z, 0)\psi(0)|ps\rangle|_{\text{tree}}$$

$$= 4p^2 e^{-izp_R^2} |_{p^2 = p_R^2},$$

(9)

where in general $p^\mu = (p^0, 0, 0, p^z)$,

$$\zeta = \frac{1}{4p^2} \sum_s \bar{u}^s \gamma^s u^s$$

(10)

contains the nonsinglet spinor factor and the sum over spins $s$, and $\mu_R$ is the renormalization scale. In Eq. (9) $\Lambda$ denotes the UV cutoff and this definition applies for both lattice QCD calculations where $\Lambda = a^{-1}$ is the inverse lattice spacing, and for continuum dimensional regularization calculations where $\Lambda = \epsilon$. In addition to fixing $p^2 = -\mu_R^2$, the choice of the momentum $p^z$ is also a free parameter that is part of what specifies the scheme, and which, for example, does not have to be equal to the proton momentum $P^z$. For this reason we have denoted this dependence in $\tilde{Z}_{\text{OM}}$ by $p_R^2$. This slightly generalizes Eqs. (7) and (8) since now there are two arguments $p_R^2$ and the momentum of the state $p^z$ appearing in the quasi-PDF matrix element. The factorization formula for

---

2Indeed, the result for the matching coefficient computed in this paper has already been used in the lattice calculation in Ref. [24].
matching in Eq. (8) with the quasi-PDF in the RI/MOM scheme therefore becomes

$$\tilde{q}^{\text{OM}}(x, P^c, \bar{p}_R, \mu_R) = \int_{-\infty}^{\infty} dy \hspace{1em} C^{\text{u}}_{ij}(x, y \bar{p}_R, \mu_R) \frac{\mu}{y P^c \bar{p}_R} q_j(y, \mu).$$

(11)

On the lattice the renormalization is imposed with a Euclidean momentum, $p^2 = -p_E^2$, and we set $p_E^2 = \mu_R^2$ in the condition in Eq. (9). For an on-shell vector current matrix element the unique Dirac structure would be $\gamma^2$, but since the external state is off-shell, the Feynman diagrams will lead to additional structures such as $p^2 \mu / p^2$. To deal with this, we evaluate the external states with Dirac spinors $\bar{u}(p, s)$ and $u(p, s)$ and replace

$$\sum_s \bar{u}(p, s)\langle Y(z)\rangle u(p, s) \to \text{Tr}[\rho_\gamma Y(z)\gamma\zeta],$$

(12)

in order to fully define our off-shell prescription for evaluating the matrix element on the LHS of Eq. (9).

An alternate to using Eq. (12) would be to reduce the Dirac structure of $\gamma$ to a minimal basis of $\{\gamma^i, \gamma^j\}$ terms, and then only utilize the coefficient of the term proportional to $\gamma^2$ to define the RI/MOM quasi-PDF,

$$\sum_s \bar{u}(p, s)\langle Y(z)\rangle u(p, s) \to \gamma^2 \zeta.$$  

(13)

We will explore this alternate definition of the RI/MOM scheme in Appendix C, using the notation $\tilde{q}^{\text{OM}^r}(x, P^c, \bar{p}_R, \mu_R)$ and $C^{\text{OM}^r}$.

A key advantage of using the RI/MOM scheme is that although the renormalization factor $Z^{\text{OM}}$ and bare matrix element depend on the choice of regulator, the renormalized quasi-PDF does not,

$$\tilde{q}^{\text{OM}}(z, P^c, \bar{p}_R, \mu_R) = Z^{\text{OM}}(z, \bar{p}_R, \Lambda, \mu_R)^{-1}\langle \rho^\gamma W(z, 0) \psi(0) | P \rangle.$$  

(14)

where the state $| P \rangle$ may be a proton for the proton quasi-PDF, or a quark for the quark quasi-PDF, etc. Here the $\Lambda$ dependence formally cancels out between $Z^{\text{OM}}$ and the matrix element on the RHS, and the final result for the renormalized quasi-PDF is independent of the choice of UV regulator. For this reason $\tilde{q}^{\text{OM}}(z, P^c, \bar{p}_R, \mu_R)$ is referred to as regulator independent. In practice there may be power suppressed cutoff dependence in the renormalized quasi-PDF due to approximations used for its calculation. For example, on the lattice there are discretization effects of $O(\alpha p^2, \alpha \sqrt{p_E^2, \mu_R})$ which are small in the region $\Lambda_{\text{QCD}} \ll p^2, \sqrt{p_E^2, \mu_R} \ll 1/a$, and only formally vanish in the continuum limit. These effects can be reduced to $O(a^2)$ with improved action methods [36].

In the lattice implementation it should be emphasized that the renormalization constant in Eq. (9) is computed in Euclidean space, but still properly renormalizes the Minkowski space matrix elements. The quasi-PDF proton matrix element in Eq. (14) is computed as a Minkowskian matrix element, and hence has the same infrared behavior as the standard PDF, a point that is crucial for the matching in Eq. (8). Thus the difference between collinear singularities in Minkowski space and the Euclidean space [37] does not affect the quasi-PDF paradigm. This issue has been addressed in detail in Refs. [38,39].

As has been shown in Ref. [26], the quasi-PDF has a linear ultraviolet (UV) divergence. The linear divergence arises from the self energy of the finite length space-like Wilson line $W(z, 0)$ in the quasi-PDF, which can be renormalized as [40–42]

$$W^B(z, 0) = Z^e \epsilon^{\delta m \epsilon} W^R(z, 0),$$

(15)

where “B” and “R” stand for bare and renormalized. The exponential factor $\epsilon^{\delta m \epsilon}$ introduces counterterms that cancel the linear divergences $\delta m \sim \Lambda$, whereas the rest of the renormalization factor $Z_C$ depends on the end points of the Wilson line, including the coordinates 0 and $z$, and includes only logarithmic divergences. We can generalize this renormalization relation to gauge-invariant nonlocal quark bilinear operators, as was proven in [14,15], so that the quasi-PDF renormalization can be split into two parts

$$Z(z, p_R^2, \Lambda, \bar{p}) = e^{\delta m \epsilon} Z_w(z, p_R^2, \bar{p}),$$

(16)

where $\delta m$ contains all linear divergences $\alpha \Lambda$, while $Z_w(z, p_R^2, \bar{p})$ depends on the end points and includes all logarithmic divergences. Both $\delta m$ and $Z_w$ can in principle depend on the UV cutoff $\Lambda$, renormalization parameter $\bar{p}$, and momentum of the state used to specify the renormalization scheme $p_R^2$. In order to specify a well defined renormalization scheme with the split in Eq. (16), a distinct definition must be given for $\delta m$ and $Z_w$. It would be useful if we can redefine the quasi-PDF to make it free of linear divergence, such as the treatment for transverse momentum distributions [43,44], or the gradient flow method [45], but a practical solution on the lattice has not yet been proposed or carried out. With a lattice regulator $\delta m$ will include a linear divergent term $\alpha / a$, and properly canceling these linear divergences is important numerically. Note that the multiplicative renormalization together with the factorization formula for the renormalized quasi-PDF should enable one to predict the mixed UV-IR two-loop terms discussed in Ref. [46]. One strategy is to determine $\delta m$ nonperturbatively from the renormalization of Wilson loop that corresponds to the static quark-antiquark potential [22,28,32,47], which has been explicitly verified to cancel the linear divergence in the quasi-PDF at one loop [28].
In the RI/MOM scheme it is not necessary to separately define \( \delta m \) and \( Z_w \), and we can simply use \( \tilde{Z}_{\text{OM}} \) which includes all divergences. Both linear and logarithmic UV cutoff dependence cancel out in Eq. (14), and this cancellation relies only on the multiplicative renormalizability in Eq. (6). This appears to be the simplest approach when carrying out a fully nonperturbative renormalization on the lattice. (If \( Z_w(z) \) is calculated in lattice perturbation theory, then it is likely beneficial to separately define and calculate \( \delta m \) nonperturbatively.) This also suffices for our purposes for defining the renormalized quasi-PDF, since it is only needed as input for our calculation that matches directly onto the \( \overline{MS} \) PDF by determining the coefficient \( C_{\text{OM}} \) to be used in Eq. (8). We exploit the independence of the RI/MOM scheme to the choice of UV regulator to carry out this matching calculation using dimensional regularization.

### III. MATCHING BETWEEN QUASI-PDF AND PDF

In this section we calculate the one-loop matching coefficient that converts the renormalized quasi-PDF in the RI/MOM scheme to renormalized PDF in the \( \overline{MS} \) scheme. To do the matching, we compare the two matrix elements in an off-shell quark state with momentum \( p^\mu = (p^z, 0, 0, p^z) \), and \( p^2 < 0 \). In dimensional regularization with \( d = 4 - 2\epsilon \) and an expansion about \( \epsilon = 0 \), we do not see the linear divergence. Although the operator is not gauge invariant, its off-shell matrix element is generally

\[
\tilde{q}(z, p^z, \epsilon, -p^2) = \frac{Z_{\text{OM}}}{Z} \left[ \int \frac{d^d k}{(2\pi)^d} (e^{i p k} - e^{i k p}) \right] \left[ \begin{array}{c} -ig_{\mu \nu} \frac{i}{k^2} \left( \begin{array}{c} \epsilon_{\mu} \gamma^\nu \delta^\nu_{\kappa} \delta_{\nu}^\mu \end{array} \right) \\
\delta_{\mu \nu} \left( \begin{array}{c} \epsilon_{\mu} \gamma^\nu \delta^\nu_{\kappa} \delta_{\nu}^\mu \\
\delta_{\mu \nu} \end{array} \right) \\
-ig_{\mu \nu} \frac{i}{k^2} \left( \begin{array}{c} \epsilon_{\mu} \gamma^\nu \delta^\nu_{\kappa} \delta_{\nu}^\mu \\
\delta_{\mu \nu} \end{array} \right) \\
\delta_{\mu \nu} \left( \begin{array}{c} \epsilon_{\mu} \gamma^\nu \delta^\nu_{\kappa} \delta_{\nu}^\mu \\
\delta_{\mu \nu} \end{array} \right) \\
\end{array} \right], \tag{17}
\]

The one-loop Feynman diagrams are shown in Fig. 1. The displayed diagrams are given by

FIG. 1. One-loop Feynman diagrams for the quasi-PDF. The standard quark self energy wave function renormalization is also included, and denoted \( \tilde{q}_{\text{nom}}(z) \).
where in addition we have a contribution from the standard one-loop quark wave function renormalization denoted \( \tilde{q}^{(1)}_{w,fn}(z, p^2, e, -p^2) \).

Here \( C_F = 4/3 \) and \( T^a \) is the SU(3) color matrix in the fundamental representation. The second term in the bracket in the last line of Eq. (18), which is proportional \( z \), does not contribute to the loop integral as it is odd under the exchange of \( p^i - k^i \rightarrow -(p^i - k^i) \).

The quark self-energy correction is \( \tilde{q}^{(1)}_{w,fn}(z, p^2, e, -p^2) = \delta Z_w \tilde{q}^{(0)}(z, p^2) \) with the tree level matrix element in Eq. (17) and \( \delta Z_w \) defined in the on-shell scheme to avoid the need for including residue factors when calculating S-matrix elements for the matching. For an off-shell momentum regulator this is

\[
\delta Z_w = -\frac{\alpha_s C_F}{4\pi} \left( \frac{1}{e} + \ln \frac{\mu^2}{-p^2} + 1 \right) + O(\alpha_s^2). \tag{19}
\]

However, if we follow the definition in Eq. (12) and integrate over the loop momentum with \( z = 0 \), then contributions from Eq. (18) do not exactly cancel the quark self-energy correction in Eq. (19), so the one-loop correction to the conserved local vector current is not zero. This occurs due to the off-shell regulator \( p^2 \neq 0 \), which allows mixing with additional operators due to the off-shellness of the external state.

When using Eq. (12), we can ensure that loop corrections to the vector current cancel, by instead defining \( \delta Z_w \) in the on-shell scheme using the Ward-Takahashi identity:

\[
\begin{align*}
\Gamma_\mu[p, p] &= \frac{\partial S^{-1}(p)}{\partial p^\mu}, \\
\delta Z_w &= \frac{1}{4p^\mu} \text{Tr} \left[ p^\nu \frac{\partial \Sigma(p)}{\partial p^\nu} \right], \\
\delta Z_w &= -\frac{\alpha_s C_F}{4\pi} \left( \frac{1}{e} + \ln \frac{\mu^2}{-p^2} + 1 \right) + O(\alpha_s^2). \tag{20}
\end{align*}
\]

Here \( \Gamma_\mu[p, p] \) and \( S(p) \) are the dressed vertex function and quark propagator, and \( \Sigma(p) \) is the quark self energy. For more details see Appendix A. Since we work with off-shell quarks for an IR regulator, we will use the latter approach. However, we note that since the \( \delta Z_w \) contribution is the same for the PDF and quasi-PDF that we will in the end obtain the same result for the matching whether we use Eq. (19) or Eq. (20).

For the matching calculation it is convenient to use the identity

\[
f(z) = p^i \int_{-\infty}^{\infty} dx e^{-ixp^i} \left[ \int_{-\infty}^{\infty} dz' e^{ixp^i} f(z') \right], \tag{21}\]

and carry out the \( z' \) integral to express each Feynman diagram as an inverse Fourier transform with respect to the variable \( x \). For the quasi-PDF the range of \( x \) is unconstrained and we obtain contributions over the full range \( -\infty < x < \infty \).

For example, carrying out the \( z' \) integral gives

\[
\tilde{q}^{(1)}_{\text{vertex}}(z, p^2, e, -p^2) + \tilde{q}^{(1)}_{w,fn}(z, p^2, e, -p^2)
= zp^2 \int_{-\infty}^{\infty} dx e^{-ixp^i} \text{Tr} \left[ p^\nu \frac{\partial \Sigma(p)}{\partial p^\nu} \right]
\times \frac{i}{k} \frac{\gamma_i}{(2\pi)^3} \frac{-ig_{\mu\nu}}{p - k} \times [\delta(k^2 - xp^2) - \delta(p^2 - xp^2)], \tag{22}\]

where the difference of \( \delta \)-functions makes it clear that this contribution vanishes in the local limit \( z = 0 \). The analogous results for \( \tilde{q}^{(1)}_{\text{tadpole}}(z, p^2, e) \) and \( \tilde{q}^{(1)}_{\text{tadpole}}(z, p^2, e) \) each also contain the same \( [\delta(k^2 - xp^2) - \delta(p^2 - xp^2)] \) factor. For all contributions we therefore can write

\[
p^i \int dk^2 \int_{-\infty}^{\infty} dx e^{-ixp^i} [\delta(k^2 - xp^2) - \delta(p^2 - xp^2)]
= p^i \int_{-\infty}^{\infty} dx [e^{-ixp^i} - e^{-ip^i}] \int dk^2 [\delta(k^2 - xp^2)], \tag{23}\]

and use the \( \delta(k^2 - xp^2) \) to perform the loop integral over \( k^2 \). When evaluating the loop integrals in Eq. (18), we find that for finite \( x \) they are all UV finite and regular as \( e \rightarrow 0 \). Only the vertex plus wave function contribution is UV divergent as \( x \rightarrow \pm \infty \), but for the RI/MOM scheme these divergences are removed by the counterterm contribution, and hence we can still carry out the calculation with \( e = 0 \). We denote the bare contributions in this limit by \( \tilde{q}(z, p^2, 0, p^2) \) where the \( p^2 \) has been added to indicate the IR regulator. In carrying out the required integrals the following results are useful

\[
\begin{align*}
\int_{0}^{1} dy \left[ \frac{1}{(x - y)^2 + y(1 - y)} \right] & = \frac{1}{\sqrt{1 - \rho}} \ln \left( \frac{1 - x - \rho/2 + \sqrt{1 - \rho} \cdot \sqrt{1 - 1 - x}}{-x + \rho/2 + \sqrt{1 - \rho} \cdot \sqrt{1 - 1 - x}} \right), \\
\int_{0}^{1} dy \left[ \frac{(1 - y)}{(x - y)^2 + y(1 - y)} \right] & = \frac{2 \cdot x^2 (1 - x)}{\rho \cdot (1 - x)}.
\end{align*} \tag{24}\]

We find that the sum of one-loop contributions, \( \tilde{q}^{(1)} = \tilde{q}^{(1)}_{\text{vertex}} + \tilde{q}^{(1)}_{w,fn} + \tilde{q}^{(1)}_{\text{tadpole}} \), for the bare quasi-PDF in Feynman gauge is
\[ \tilde{q}^{(1)}(z, p^z, 0, -p^2) = \frac{\alpha_s C_F}{2\pi} (4p^z \zeta) \int_{-\infty}^{\infty} dx (e^{-ixp^z} - e^{-ip^z})h(x, \rho), \]  

where

\[ h(x, \rho) = \begin{cases} 
\frac{1}{\sqrt{1-p^2}} \frac{\rho}{1-x} - \frac{\rho}{2(1-x)} \ln \frac{2x-1+\sqrt{1-p^2}}{2x-1-\sqrt{1-p^2}} - \frac{\rho}{4x(x-1)+\rho} + 1 & x > 1 \\
\frac{1}{\sqrt{1-p^2}} \frac{\rho}{1-x} - \frac{\rho}{2(1-x)} \ln \frac{1+\sqrt{1-p^2}}{1-\sqrt{1-p^2}} + \frac{2x}{1-x} & 0 < x < 1, \\
\frac{1}{\sqrt{1-p^2}} \frac{\rho}{1-x} - \frac{\rho}{2(1-x)} \ln \frac{2x-1+\sqrt{1-p^2}}{2x-1-\sqrt{1-p^2}} + \frac{\rho}{4x(x-1)+\rho} - 1 & x < 0 
\end{cases} \]  

and we have defined

\[ \rho \equiv \frac{(-p^2 - i\epsilon)}{p^z}. \]  

where the \(-i\epsilon\) allows us to easily analytically continue \(\rho\) from \(\rho < 1\) to \(\rho > 1\). For \(x \to \pm\infty\) the integrand in Eq. (25) is \(\propto 1/x\) and hence log-divergent (behavior that is cured by the RI/MOM subtraction). On the other hand, the \(x\) integral is convergent at \(x = 1\). Here the \(\exp(-ip^z)\) term gives a “real” contribution with support in \(-\infty < x < \infty\), while the \(\exp(-ip^z)\) gives a “virtual” contribution proportional to \(\delta(1-x)\), and together they provide a well defined result at \(x = 1\). The one-loop correction to the local vector current is exactly zero as the above integral vanishes at \(z = 0\).

By imposing the condition in Eq. (9), and writing \(Z_{\text{OM}} = 1 + Z_{\text{OM}}^{(1)}\) we obtain

\[ Z_{\text{OM}}^{(1)}(z, p^z, 0, \mu_R) = \tilde{q}^{(1)}(z, p^z, 0, -p^2) = \frac{\tilde{q}^{(1)}(z, p^z, 0, -p^2 = \mu_R^2)}{\tilde{q}^{(0)}(z, p^z)}. \]  

and the additive counterterm contribution

\[ \tilde{q}^{(1)}_{\text{CT}}(z, p^z, p^z_R, \mu_R) = -Z_{\text{OM}}^{(1)}(z, p^z, 0, \mu_R)\tilde{q}^{(0)}(z, p^z). \]  

To simplify the presentation of various formulas below we define the dimensionless ratio

\[ r_R \equiv \frac{\mu_R^2}{p^z_R}. \]  

In Euclidean space, \(p^z_E = p^z_R + p^z_\perp \geq p^z_\perp\), so the renormalization scale \(\mu_R\) one can reach on the lattice by setting \(p^z_\perp = \mu_R^2\) always satisfies \(\mu_R^2 \geq p^z_\perp\). Therefore, we can consider \(\tilde{q}^{(1)}_{\text{CT}}(z, p^z, p^z_R, \mu_R)\) analytically continuing to the region \(r_R > 1\), which is easy to accomplish using the \(ie\) in Eq. (27).

Together these results give the renormalized one-loop quasi-PDF in the RI/MOM scheme

\[ q^{(1)}_{\text{OM}}(z, p^z, p^z_R, \mu_R) = \tilde{q}^{(1)}(z, p^z, 0, -p^2 \ll p^z_R) + \tilde{q}^{(1)}_{\text{CT}}(z, p^z, p^z_R, \mu_R). \]  

As indicated, to setup the matching of the quasi-PDF to the PDF, we must keep our physical IR regulator \(p^z_\perp\) small, i.e., \(\rho \ll 1\). Thus we identify the logarithmic IR divergences by Taylor expanding \(\tilde{q}^{(1)}(z, p^z, 0, -p^2\ll p^z_\perp)\) in \(\rho\). At one-loop order there will only be a \(\ln \rho\) term, corresponding to the leading logarithmic IR singularity which will also appear in the PDF. Also, our notation in Eq. (31) makes clear that the momentum \(p^z\) of the state for which we are considering the quasi-PDF in general need not be equal to the momentum \(p^z_R\) that we use for the RI/MOM counterterm. Defining

\[ h_0(x, \rho) \equiv \begin{cases} 
\frac{1+x}{1-x} \ln \frac{x-1 + 1}{x} & x > 1 \\
\frac{1+x}{1-x} \ln \frac{1-x}{x} & 0 < x < 1, \\
\frac{1+x}{1-x} \ln \frac{x-1}{x} - 1 & x < 0 
\end{cases} \]  

the components of the renormalized quasi-PDF in the RI/MOM scheme are

\[ \tilde{q}^{(1)}(z, p^z, 0, -p^2 \ll p^z_R) = \frac{\alpha_s C_F}{2\pi} (4p^z \zeta) \int_{-\infty}^{\infty} dx (e^{-ixp^z} - e^{-ip^z})h_0(x, \rho), \]

\[ \tilde{q}^{(1)}_{\text{CT}}(z, p^z, p^z_R, \mu_R) = -\frac{\alpha_s C_F}{2\pi} (4p^z \zeta) \int_{-\infty}^{\infty} dx (e^{i(1-x)p^z_\perp - ip^z} - e^{-ip^z})h(x, r_R), \]  

where \(h(x, r_R)\) is obtained from Eq. (26). Here the coupling \(\alpha_s = \alpha_s(\mu)\) is taken to be in the standard \(\overline{\text{MS}}\) scheme. Note that the collinear divergence \(\ln \rho\) only appears in the physical region of the PDF \(0 < x < 1\) through \(h_0\). The sum can be written as
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αμ\(R\) \(x\) to uniquely define our treatment of the spinors when working off-shell. With this definition the renormalized one-loop quasi-PDF in momentum space in the RI/MOM scheme is easily obtained using Eq. (34),

\[
\tilde{q}^{(1)}_{\text{OM}}(x, p^\nu, p_R^\nu, \mu_R) = \frac{\alpha_s C_F}{2\pi} (4\zeta) \left\{ \int dy [\delta(y - x) - \delta(1 - x)] [h_0(y, \rho) - h(y, r_R)] + h(x, r_R) - |\eta|h(1 + \eta(x - 1), r_R) \right\},
\]

where \(\eta \equiv p^\nu/p_R^\nu\). For the momentum space one-loop quasi-PDF \(\tilde{q}^{(1)}_{\text{OM}}(x, p^\nu, \mu_R)\) the difference \([\delta(y - x) - \delta(1 - x)]\) gives a plus-function. We therefore define the following plus functions with subtractions at \(y = 1\)

\[
\begin{align*}
\int_1^\infty dy [g(y)]_\Theta f(y) &= \int_1^\infty dy g(y)[f(y) - f(1)], \\
\int_0^1 dy [g(y)]_+ f(y) &= \int_0^1 dy g(y)[f(y) - f(1)], \\
\int_0^- dy [g(y)]_\ominus f(y) &= \int_0^- dy g(y)[f(y) - f(1)],
\end{align*}
\]

for arbitrary functions \(g(y)\) and \(f(y)\). The renormalized momentum space quasi-PDF in the RI/MOM scheme in Feynman gauge is therefore

\[
\tilde{q}^{(1)}_{\text{OM}}(x, p^\nu, p_R^\nu, \mu_R) = \frac{\alpha_s C_F}{2\pi} (4\zeta) \left\{ \begin{array}{ll}
\left[ \frac{1 + x^2}{1 - x} \ln \frac{x}{1 - x} - \frac{2}{\sqrt{r_R - 1} - [1 + x^2 - \frac{r_R}{2(1 - x)}]} \arctan \frac{\sqrt{r_R - 1}}{2} + \frac{r_R}{4(1 - x) + r_R} \right] & x > 1 \\
\left[ \frac{1 + x^2}{1 - x} \ln \frac{p_R^\nu}{p^\nu} - \frac{2}{\sqrt{r_R - 1} - [1 + x^2 - \frac{r_R}{2(1 - x)}]} \arctan \frac{\sqrt{r_R - 1}}{2} \right] & 0 < x < 1 \\
\left[ \frac{1 + x^2}{1 - x} + \frac{2}{\sqrt{r_R - 1} - [1 + x^2 - \frac{r_R}{2(1 - x)}]} \arctan \frac{\sqrt{r_R - 1}}{2} - \frac{r_R}{4(1 - x) + r_R} \right] & x < 0
\end{array} \right\} + \frac{\alpha_s C_F}{2\pi} (4\zeta) \{h(x, r_R) - |\eta|h(1 + \eta(x - 1), r_R)\}.
\]

Note that the last term vanishes for \(\eta = 1\).

Next we consider the PDF calculated with the same off-shellness regulator, once again using the same identity in Eq. (12) to uniquely define our treatment of the spinors when working off-shell. With this definition the renormalized one-loop matrix element of PDF in the MS scheme is given by

\[
q^{(1)}(x, \mu) = \frac{\alpha_s C_F}{2\pi} (4\zeta) \left\{ \begin{array}{ll}
0 & x > 1 \\
\left[ \frac{1 + x^2}{1 - x} \ln \frac{p_R^\nu}{p^\nu} - \frac{1 + x^2}{1 - x} \ln [x(1 - x)] - (2 - x) \right] & 0 < x < 1 \\
0 & x < 0
\end{array} \right\}.
\]

Considering the factorization formula in Eq. (11), the matching coefficient \(C^\text{OM}\) between the renormalized quasi-PDF in the RI/MOM scheme and standard PDF in the \(\overline{\text{MS}}\) scheme is then determined by the difference between the momentum space quasi-PDF and PDF results

\[
C^\text{OM}(\xi, \mu_R, \mu, p^\nu, p_R^\nu) = \delta(1 - \xi) + \frac{1}{4\zeta} \left[ \tilde{q}^{(1)}_{\text{OM}}(\xi, p^\nu, p_R^\nu, \mu_R) - q^{(1)}(\xi, \mu) \right] + O(\alpha_s^2),
\]

which gives the one-loop matching coefficient.
\[
\begin{align*}
C_{\text{OM}} \left( \xi, \frac{\mu R}{p_R}, \frac{\mu}{p^*}, \frac{p^*}{p_R} \right) - \delta(1 - \xi) \\
= \frac{\alpha_s C_F}{2\pi} \left\{ \begin{array}{ll}
\frac{1 + \xi^2}{1 - \xi} \ln \frac{\xi}{\xi - 1} & \xi > 1 \\
\frac{1 + \xi^2}{1 - \xi} \ln \frac{\xi}{\xi - 1} + \frac{2(1 + \xi^2) - \mu^2}{(1 - \xi)\sqrt{r_R - 1}} \arctan \frac{\sqrt{r_R - 1}}{\eta} + \frac{r_R}{4\xi(\xi - 1) + r_R} \Phi & 0 < \xi < 1 \\
\frac{1 + \xi^2}{1 - \xi} \ln \frac{\xi}{\xi - 1} + \frac{2}{\sqrt{r_R - 1}} (1 - \xi) \arctan \frac{\sqrt{r_R - 1}}{4\xi(\xi - 1) + r_R} & \xi < 0 \\
\end{array} \right. \\
+ \frac{\alpha_s C_F}{2\pi} \{ h(\xi, r_R) - |\eta| h(1 + \eta(\xi - 1), r_R) \}, 
\end{align*}
\]

where \( r_R \) is given in Eq. (30) and \( h \) in Eq. (26). When this result is used in the matching formula Eq. (11) one must take \( p^* = y P^c \) and hence \( \eta = \frac{y P^c}{p_R} \). This is the result for the matching between quasi-PDF in the RI/MOM scheme and PDF in the \( \overline{\text{MS}} \) scheme for the non-singlet case in Feynman gauge. As expected, \( C_{\text{OM}} \) is independent of the IR regulator \(-p^2\) since the logarithmic IR singularities cancel between the quasi-PDF and PDF. An alternate derivation of Eq. (40) with a different choice for the IR regulator is given in Appendix B.

The result in the RI/MOM scheme in Eq. (40) also exhibits convergent behavior as \( \xi \to \pm \infty \). In Sec. III B below we compare this behavior with the results obtained with the quasi-PDF in a \( \overline{\text{MS}} \) and transverse cutoff schemes.

### A. Landau and general covariant gauge

In lattice QCD, the RI/MOM scheme is most easily implemented in the Landau gauge, so in this section we extend our calculation to give the matching result for a general covariant gauge where the gluon propagator is

\[
iD_{\tau}^{\mu\nu}(k) = -\frac{i}{k^2} \left[ g^{\mu\nu} - (1 - \tau) \frac{k^\mu k^\nu}{k^2} \right].
\]

Here \( \tau = 0 \) corresponds to the Landau gauge. We write the quasi-PDF in a general covariant gauge as the \( \tau = 1 \) Feynman gauge result plus a correction

\[
\bar{q}_{\tau}^{\text{OM}}(x, p^*, p_R^*, \mu_R) = q_{\tau}^{\text{OM}}(x, p^*, p_R^*, \mu_R) + \Delta q_{\tau}^{\text{OM}}(x, p^*, p_R^*, \mu_R).
\]

The correction from the \( (1 - \tau) \) term in Eq. (41) is at one-loop given by

\[
\Delta q_{\tau}^{\text{OM}}(x, p^*, p_R^*, \mu_R) = (1 - \tau) \frac{\alpha_s C_F}{2\pi} \left\{ \begin{array}{ll}
[\Delta h_{\tau}(x, r_R)]_{\oplus} & x > 1 \\
[\Delta h_{\tau}(x, r_R)]_{\otimes} & 0 < x < 1 \\
0 & x < 0 \\
\end{array} \right.
\]

\[
+ (1 - \tau) \frac{\alpha_s C_F}{2\pi} (4\xi) [-\Delta h_{\tau}(x, r_R) + |\eta| \Delta h_{\tau}(1 + \eta(x - 1), r_R)],
\]

where

\[
\Delta h_{\tau}(x, r_R) \equiv \left\{ \begin{array}{ll}
\frac{(1 - 2\xi)r_R}{2(1 - x)(\eta(1 + \xi) + 4x(x - 1))} & x > 1 \\
\frac{1 - 2\xi}{2(1 - x)} & 0 < x < 1 \\
\frac{-(1 - 2\xi)}{2(1 - x)(\eta(1 + \xi) + 4x(x - 1))} & x < 0 \\
\end{array} \right.
\]

For the PDF with an off-shell momentum regulator, there is also an additional contribution,

\[
q_{\tau}^{(1)}(x, \mu) = (1 - \tau) \frac{\alpha_s C_F}{2\pi} (4\xi) \left\{ \begin{array}{ll}
0 & x > 1 \\
\frac{(1 - 2\xi)}{x(1 - x)} & 0 < x < 1 \\
0 & x < 0 \\
\end{array} \right.
\]
As a result, the matching coefficient for a general covariant gauge is given by the Feynman gauge result from Eq. (40) plus an additional term

\[
C_{\tau}^{\text{OM}}\left(\xi, \frac{\mu_R}{p_R^x}, \frac{\mu}{p^x}, \frac{p^z}{p_R^x}\right) = C_{\tau}^{\text{OM}}\left(\xi, \frac{\mu_R}{p_R^x}, \frac{\mu}{p^x}, \frac{p^z}{p_R^x}\right) + (1 - \tau) \frac{\alpha_s C_F}{2\pi}\left\{\begin{array}{ll}
[\Delta h_\tau(\xi, r_R)]_0 & \xi > 1 \\
\frac{-(1-2\xi)}{2(1-\xi)} & 0 < \xi < 1 \\
[\Delta h_\tau(\xi, r_R)]_0 & \xi < 0
\end{array}\right.
\]

\[
+ (1 - \tau) \frac{\alpha_s C_F}{2\pi}(4\xi)[-\Delta h_\tau(\xi, r_R) + |\eta|\Delta h_\tau(1 + \eta(\xi - 1), r_R)].
\]  

(46)

When utilizing the matching equation with the RI/MOM scheme in a chosen gauge, we note that the RI/MOM quasi-PDF \(\tilde{q}_\tau^{\text{OM}}\) is gauge dependent, as is the matching coefficient \(C_{\tau}^{\text{OM}}\), and in both cases this is induced by the presence of the gauge dependent RI/MOM UV counterterm. Therefore this gauge dependence is the same and yields a gauge invariant result for the \(\overline{\text{MS}}\) PDF order by order in \(\alpha_s\). When the quasi-PDF is renormalized non-perturbatively and the matching is carried out perturbatively, then the cancellation will be incomplete, and it would be reasonable for example to look at the residual gauge dependence as a means of assessing an uncertainty from higher orders in perturbation theory. However we will see in Sec. IV that at one-loop the gauge dependent terms are much smaller than the residual scale dependence, and hence this is unlikely to be a significant source of uncertainty. For our numerical analysis in Sec. IV we will consider both the Feynman gauge result from Eq. (40), denoted \(C_{\tau}^{\text{OM}}\), and the Landau gauge result obtained from Eq. (46) with \(\tau = 0\), and denoted \(C_{\tau=0}^{\text{OM}}\).

### B. Comparison to other schemes

The one-loop matching coefficient between the quasi-PDF and PDF was originally calculated in Ref. [26] in an on-shell scheme with the UV divergence regulated by a finite transverse momentum cutoff \(\Lambda_T\), using Feynman gauge. Using our notation for the plus functions the result for this scheme is

\[
C^{\Lambda_T}\left(\xi, \frac{\mu}{p^x}, \frac{\Lambda}{p^x}\right) = \delta(1 - \xi) + \frac{\alpha_s C_F}{2\pi}\left\{\begin{array}{ll}
\left[\frac{1 + \xi^2}{1 - \xi}\right] & \xi > 1 \\
\frac{1 + \xi^2}{1 - \xi}\ln\frac{\xi}{\Lambda^2} - \frac{1}{2} & 0 < \xi < 1
\end{array}\right.
\]

\[
+ \frac{1 + \xi^2}{1 - \xi}\ln\frac{\xi}{\Lambda^2} - 1 + \frac{1}{(1 - \xi)^2}\ln\frac{\xi}{\Lambda^2} \right\} \Theta \xi < 0
\]

(47)

This result was used in the lattice calculations of \(f_{u-d}\) in Refs. [18–21]. Note that the linear divergence is not subtracted in the quasi-PDF in this scheme, so there is no renormalization scale \(\mu_R\) associated with it.

In the recent works [23,31], the quasi-PDF is renormalized in the RI/MOM scheme and matched to the quasi-PDF in the \(\overline{\text{MS}}\) scheme. Eventually, the quasi-PDF in the \(\overline{\text{MS}}\) scheme needs to be matched to PDF in the \(\overline{\text{MS}}\) scheme. The result for \(C^{\overline{\text{MS}}}\) is gauge invariant, which follows because on-shell definitions of the quasi-PDF and PDF in the \(\overline{\text{MS}}\) scheme are gauge invariant (or alternatively because any gauge dependence associated with off-shell regulation of the infrared physics will be identical for the quasi-PDF and PDF). To carry out the appropriate matching coefficient for this case one must carefully treat UV divergences that come from \(x \to \pm \infty\), which implies that there is not a single overall plus function for each region. The result for this case is presented in Ref. [17], and our result in RIMOM is consistent with the scheme conversion formulas presented there.

### IV. NUMERICAL ANALYSIS

In this section we numerically analyze the quasi-PDF by studying how the matching coefficient in Eq. (8) changes the PDF. To calculate the convolution between the momentum space matching coefficient \(C_{\tau}^{\text{OM}}(x/y)\) and a PDF \(f(y)\) we note that for \(-1 < y < 1\) and fixed \(x\) the variable \(x/y\) goes over the range \(-\infty < x/y < -|x|\) and \(|x| < x/y < \infty\). For any plus function \(g_{\text{plus}}(x/y)\) of the types defined in Eq. (36), namely with a subtraction at 1, we can carry out the integral by imposing a soft cutoff \(|x/y - 1| > \beta = 10^{-m}\) on its pure function part, and calculating the coefficient of \(\delta\)-function which will also depend on \(\beta\). When \(g_{\text{plus}}(x/y)\) is convoluted with an arbitrary function, the result should be independent of the soft cutoff \(\beta\), as we will check in the calculations. Alternatively, we can also calculate the convolution by using

...
\[
\int dy g_{\text{plus}}^r \left( \frac{x}{y} \right) \frac{f(y)}{|y|} = \int dy' g_{\text{plus}}^r (y') \left[ x \frac{f(x/y')}{|x/y'|} - x \frac{f(x)}{|x|} \right]
= \int_{-\infty}^{\infty} dy \left[ \frac{1}{|y|} g_{\text{plus}}^r \left( \frac{x}{y} \right) f(y) - \frac{1}{|x|} g_{\text{plus}}^r \left( \frac{y}{x} \right) f(x) \right].
\] (48)

Note that here we absorbed the limits \(\theta(1-|y|)\) in the function \(f(y)\). Here the subscript \(r\) on \(g_{\text{plus}}^r\) denotes the pure function, which are the argument of the plus functions. For the first equality in Eq. (48) we changed variable to \(y' = x/y\) and then applied the plus functions. For the last equality in Eq. (48) we changed variable back to \(y = x/y'\) in the first term, and to \(y' = y/x\) in the second term. We have checked that these two methods give the same result.

As an example we use for our analysis the unpolarized isovector parton distribution,
\[
f_{u-d}(x, \mu) = f_u(x, \mu) - f_d(x, \mu) - f_{\bar{d}}(-x, \mu) + f_{\bar{d}}(-x, \mu),
\] (49)

where we include \(f_{\bar{d}}(-x, \mu) = -f_\bar{d}(x, \mu)\) and \(f_{\bar{d}}(-x, \mu) = -f_\bar{d}(x, \mu)\), the antiparton distributions. We use the next-to-leading-order isovector PDF \(f_{u-d}\) from “MSTW 2008” [7] with the corresponding running coupling \(\alpha_s(\mu)\). For the numerical calculation we impose a UV cutoff on the y-integral so that \(|y| < \mu\text{cut} = 10^n\) for any \(x\) and some \(n > 1\).

Results in the RI/MOM scheme are independent of this cutoff, whereas we will show below that the transverse cutoff scheme exhibits sensitivity to \(\mu\text{cut}\). We also test soft cutoffs \(|y| > 10^{-k}\) and \(|x/y - 1| > 10^{-m}\) with \(m \geq 3\), but find that the results in all schemes are independent of \(k\) and \(m\).

As default values for our figures we take \(P^c = 3.0\) GeV, use the Feynman gauge RI/MOM matching result \(C_{\text{OM}}^\text{MS}\) from Eq. (40) and the \(\overline{\text{MS}}\) renormalization scale \(\mu = 3.0\) GeV. The RI/MOM matching coefficient \(C_{\text{OM}}^\text{RI/MOM}\) is a function of \(\mu\) and \(P^c\), as well as the ratios \(P^c/p_R^c\) and \(r_R = p_R^c/(p_R^c)^2\). The size of the correction induced by the matching coefficient does depend on the values of \(P^c/p_R^c\) and \(r_R\), and we will elaborate on this below. For our study, we set the default values \(p_R^c = 0.4P^c\) and \(\mu_R = 2.0p_R^c\) and then consider variations of \(\mu\), \(P^c\), \(P^c/p_R^c\), and \(r_R\) about these choices.

First consider Fig. 2 which shows a comparison of the RI/MOM quasi-PDF \(\Delta_{\text{OM}}^\text{RI/MOM}(x, P^c, p_R^c, \mu_R) = (C_{\text{OM}} \otimes f_{u-d})\) (red solid line) and the \(\overline{\text{MS}}\) PDF \(f_{u-d}(x, \mu)\) (blue dashed line). In this figure and in others below we multiply by \(x\) in order to more easily observe the small differences when taking \(x\) \(\Delta_{\text{OM}}^\text{RI/MOM}\) for any \(\tau = 0\) is shown in the left panel of Fig. 3, which is plotted in the same way as Fig. 2, and appears very similar. To examine these differences more closely, we subtract the central curve \(x f_{u-d}(x, \mu = 3\) GeV) from both \(xf_{u-d}(x, \mu\) and \(x(C_{\text{OM}} \otimes f_{u-d})\), and plot their differences in the right panel of Fig. 2.

Next we examine the gauge dependence of the quasi-PDF in the RI/MOM scheme. The result for Landau gauge \((\tau = 0)\) is shown in the left panel of Fig. 3, which is plotted in the same way as Fig. 2, and appears very similar. To examine the change to the quasi-PDF we therefore plot the difference between the Landau gauge and Feynman gauge...
result in the right panel of Fig. 3. We see that the $\tau$-dependent contribution in the matching coefficient is a fairly small but noticeable correction in the $0 < x < 1$ region, but can be a larger correction for negative $x$.

Our next step is to fix the factorization scale at $\mu = 3.0$ GeV and vary the parameters $r_R$ and $p^z_R$ in the quasi-PDF. From Eq. (37) we see that the definition of the RI/MOM quasi-PDF depends on the parameter $r_R$, so different $r_R$s and $p^z_R$s correspond to different quasi-PDFs. For $\mu_R = \{1.2, 2.0, 2.5\} p^z_R$, we plot in the left panel of Fig. 4 a comparison between $x(C^{\text{OM}} \otimes f_{u-d})(x, \mu_R)$ and $xf_{u-d}(x, \mu)$ with $\mu = 3.0$ GeV (blue dashed line). The blue band shows how the PDF changes when we vary $\mu$ between $\mu = 1.5$ and $\mu = 6.0$ GeV. We see that the RI/MOM quasi-PDF is quite sensitive to the choice of $r_R$, exhibiting larger variations than that of varying the renormalization scale $\mu$ in the PDF. We also observe that the quasi-PDF moves away from the PDF as $\mu_R / p^z_R$ is made larger. The quasi-PDF in the RI/MOM scheme also satisfies a multiplicative renormalization group equation, derived in Appendix D, which can be analyzed with a perturbative anomalous dimension for $\mu_R \gg \Lambda_{\text{QCD}}$. In the right panel of Fig. 4 we vary $p^z_R = \{0.2, 0.4, 1.0\} P^z$ while holding fixed $\mu_R = 2.0 p^z_R$ and $P^z = \mu = 3.0$ GeV. We observe that there exists a range of values with $p^z_R / P^z \approx 0.2 - 0.4$ which tend to minimize the impact of the matching coefficient in the $0 < x < 1$ region.

In Fig. 5 we vary $P^z = \{1, 3, 6\}$ GeV while holding $\mu_R = 2.0 p^z_R$, $p^z_R = 0.4$ GeV fixed with $\mu = 3.0$ GeV. We observe that in the tails ($x > 1$ and $x < -1$) that the RI/MOM quasi-PDF is not sensitive to $P^z$. On the other hand, in the central region $-1 < x < 1$ the matching coefficient gives non-trivial corrections in the $P^z \rightarrow \infty$ limit, and hence there is always perturbative conversion needed between the quasi-PDF and PDF.

Finally we consider the comparison between our RI/MOM results and the matching results in the transverse cut-off scheme. At $P^z = \mu = 3.0$ GeV, $p^z_R = 0.4$ GeV, $\mu_R = 2.0 p^z_R$, and $\Lambda_T = 6.0$ GeV, we calculate $C^{\Lambda_T} \otimes f_{u-d}$ with $y_{\text{cut}} = 10^1, 10^2, 10^3$ and plot the results with comparison to
This is not the case for the quasi-PDF in the transverse cutoff scheme, where the quasi-PDF asymptotes to a nontrivial function for $|x| > 1$ when $P^z \to \infty$.

The reason why $C^{\text{OM}} \otimes f_{u-d}$ has better UV convergence than the transverse cutoff scheme is that the RI/MOM scheme introduces a counterterm to the quasi-PDF which cancels out the UV divergences that arises when one integrates over $y$. The matching result in the RI/MOM scheme therefore yields only a bounded small effect which one can be more confident about treating perturbatively. Thus, to reduce the uncertainties, our results imply that it is reasonable to favor RI/MOM over the transverse cutoff scheme. (In Ref. [17] it is shown that the matching coefficient for the quasi-PDF in the $\overline{\text{MS}}$ scheme, $C^{\text{MS}}$, also yields a convergent convolution integral.)

V. CONCLUSION

We have described the procedure of nonperturbative renormalization of quasi-PDF in the RI/MOM scheme. The $z$-dependent renormalization constant is obtained by imposing Eq. (9) on the off-shell quark matrix element of the spatial correlation operator in lattice QCD. Then the renormalization constant is applied to the nucleon matrix element of the same correlation operator whose Fourier transform gives the quasi-PDF on the lattice. In RI/MOM the renormalized quasi-PDF is regularization invariant and can be related to PDF in the $\overline{\text{MS}}$ scheme through a perturbative matching condition, which is calculable in the continuum theory with dimensional regularization. Since all the large corrections in lattice perturbation theory are absorbed into the nonperturbative renormalization constant, the uncertainty of this procedure comes from lattice discretization effects and perturbative matching in the continuum theory. Our numerical results show that the one-loop matching for the RI/MOM scheme has nice UV convergence and reasonable magnitude for a perturbative correction, which is in contrast to the matching result for the transverse-momentum cutoff scheme. This indicates that the theoretical uncertainty in the perturbative matching for the RI/MOM scheme is small and controllable, thus making it more favorable than the transverse-momentum cutoff scheme. Furthermore, the matching in the RI/MOM scheme is consistent with the quasi-PDF vanishing in the unphysical region $|x| > 1$ as $P^z \to \infty$, unlike the results in the transverse cutoff scheme. To increase the accuracy of our results in the future, one can study the $O(a)$ improvement for the lattice simulation of quasi-PDF and calculate the matching coefficient to higher orders in perturbation theory. A crucial ingredient in obtaining more accurate lattice results is to consider larger $P^z$ by working with finer lattices, in order to reduce power corrections. As the capabilities for doing simulations with larger nucleon momentum on the lattice continue to improve, we believe that our results will provide an important ingredient for future lattice calculations of PDF with the desired accuracy.
It should be noted that on the lattice there are not only discretization errors, but also mixings between the quasi-
PDF and other non-local operators due to the broken
symmetries. We should include all the possible operators
that mix with the gauge-invariant quark bilinear and
determine their renormalization constants nonperturba-
tively \[23,24,31,32\]. (Note that this is much simpler than
the mixing between local operators considered in \[48\],
since there is no mixing to lower dimensional non-local
operators. The mixing between local operators plays no
role in the quasi-PDF analysis.) We must also be aware of
the fact that one can only calculate the spatial correlation
for the quasi-PDF at a finite number of discrete \(z\)'s on the
lattice. As a result, its Fourier transform into momentum
space will exhibit an oscillatory behavior due to the
loop integration as it is guaranteed by the Ward-Takahashi
identity.

\(\Gamma^z = \frac{\alpha_s C_F}{4\pi} \left[ \frac{1}{\epsilon} + \ln \frac{\mu^2}{-p^2} + 1 \right] - 2 \right] + \delta Z_\psi, \) \hspace{1cm} (A3)

where the \(p\) term has made a nonzero contribution. Nevertheless, if we redefine \(\delta Z_\psi\) according to Eq. (20),

\(\delta Z_\psi' = -\frac{\alpha_s C_F}{4\pi} \left[ \frac{1}{\epsilon} + \ln \frac{\mu^2}{-p^2} + 1 \right] - 2 \right], \) \hspace{1cm} (A4)

then the one-loop corrections to the vector current exactly
cancel. Actually, this cancellation takes place even before
loop integration as it is guaranteed by the Ward-Takahashi
identity.

**APPENDIX B: MATCHING ON-SHELL**

The operator mixing, nonvanishing one-loop correction,
and gauge-dependence are all due to the off-shellness of
the external state. In this Appendix we show that the same
result is obtained for the matching coefficient \(C\) when we
use dimensional regularization as the IR regulator.

If we work on-shell, using dimensional regularization for
both UV and IR divergences, then we can use the equation
of motion to eliminate the \(p\) term and there will be no
difference in the two definitions of \(\delta Z_\psi\) in Eqs. (19), (20).

With a massless quark the vertex renormalization for
the local vector current is

\(\delta \Gamma^z = \frac{\alpha_s C_F}{4\pi} \left[ \frac{1}{\epsilon_{UV}} - \frac{1}{\epsilon_{IR}} \right] \gamma^z + \delta Z_\psi' \gamma^z, \) \hspace{1cm} (B1)

and

\(\Sigma(p) = -\frac{\alpha_s C_F}{4\pi} \left[ \frac{1}{\epsilon_{UV}} - \frac{1}{\epsilon_{IR}} \right] p^\mu, \) \hspace{1cm} (B2)

where \(1/\epsilon_{UV}\) and \(1/\epsilon_{IR}\) denote the UV and IR divergences
respectively. The two definitions in Eqs. (19), (20) give
the same \(\delta Z_\psi\), and one-loop correction to the vector current is
strictly guaranteed to be zero. However, the off-shell
momentum subtraction scheme cannot be implemented
on-shell. Nevertheless, the matching calculation requires
comparing renormalized matrix elements for the quasi-PDF
and PDF, so we can carry out the matching on-shell with the
\(1/\epsilon_{IR}\) IR regulator, where the renormalized quasi-PDF is
defined using the UV counterterm from the off-shell
momentum subtraction scheme.

For on-shell massless quarks, the unrenormalized quasi-
PDF calculated in this fashion is
\[ q_\ell^{(1)}(x, p^2) = \frac{\alpha_s C_F}{2\pi} (4\zeta) \begin{cases} \frac{1 + x^2}{1-x} \ln \frac{x}{1-x} + 1 \Theta x > 1 \end{cases} \]

By adding the counterterm defined in Eq. (29), we have the renormalized quasi-PDF

\[ q_\ell^{(1)}(x, p^2, p_R, \mu, \mu) = \frac{\alpha_s C_F}{2\pi} (4\zeta) \begin{cases} \frac{1 + x^2}{1-x} \ln \frac{x}{1-x} - \frac{2}{\sqrt{r_R}} \left[ \frac{1 + x^2}{1-x} - \frac{r_R}{x(1-x)} \right] \arctan \frac{\sqrt{r_R}}{2(1-x)} + \frac{1}{4\zeta(1-x)} \Theta x > 1 \\ \frac{1 + x^2}{1-x} \left( -\frac{1}{\epsilon_R} - \ln \frac{\mu^2}{m^2} + \ln[4\chi(1-x)] \right) + (2 - x) - \frac{2(1+x^2-r_R)}{\sqrt{r_R} - (1-x) \Theta} \arctan \frac{\sqrt{r_R}}{2(1-x)} + \frac{1}{4\zeta(1-x)} \Theta 0 < x < 1 \\ -\frac{1 + x^2}{1-x} \ln \frac{x}{1-x} + \frac{2}{\sqrt{r_R}} \left[ \frac{1 + x^2}{1-x} - \frac{r_R}{x(1-x)} \right] \arctan \frac{\sqrt{r_R}}{2(1-x)} - \frac{r_R}{4(1-x) + r_R} \Theta x < 0 \\ + \frac{\alpha_s C_F}{4\pi} (4\zeta) \{ h(x, r_R) - |\eta| h(1 + \eta(x - 1, r_R)) \} \end{cases} \] (B4)

In pure dimensional regularization the bare PDF at one-loop is proportional to \( (1/\epsilon_{UV} - 1/\epsilon_{IR}) \), so on-shell with dimensional regularization regulating the IR divergence the renormalized PDF in the MS scheme is

\[ q_\ell^{(1)}(x, \mu) = \frac{\alpha_s C_F}{2\pi} (4\zeta) \begin{cases} \frac{1 + x^2}{1-x} \ln \frac{x}{1-x} - \frac{1}{\epsilon_R} \Theta x > 1 \\ 0 \Theta 0 < x < 1 \\ 0 \Theta x < 0 \end{cases} \] (B5)

Computing the matching coefficient

\[ C^{\text{OM}}(\xi, \frac{\mu}{p_R}, \frac{\mu}{p_R'}, \frac{p^2}{p_R'}) = \delta(1 - \xi) + \frac{1}{4\zeta} [q_\ell^{(1)}(\xi, p^2, p_R') - q_\ell^{(1)}(\xi, p^2, p_R)] \] (B6)

then gives exactly the same result for \( C^{\text{OM}} \) as in Eq. (40). This gives an explicit example showing that the matching result is independent of the common IR regulator we choose to use for the PDF and quasi-PDF in the calculation.

**APPENDIX C: AN ALTERNATE RI/MOM SCHEME**

Now let us turn to the alternate scheme for defining the RI/MOM quasi-PDF given in Eq. (13). With this choice the unrenormalized one-loop matrix element in a general covariant gauge is given by our earlier result in Eq. (42) plus an additional term

\[ q_f^{(1)}(x, p^2, 0, p^2) = q_f^{(1)}(x, p^2, 0, p^2) + \Delta q_f^{(1)}(x, p^2, 0, p^2). \] (C1)

with

\[ \Delta q_f^{(1)}(x, p^2, 0, p^2) = \frac{\alpha_s C_F}{4\pi} (4\zeta) \begin{cases} [\Delta h_{f(x, p)}] \Theta x > 1 \\ [\Delta h_{f(x, p)}] \Theta 0 < x < 1 \\ [\Delta h_{f(x, p)}] \Theta x < 0 \end{cases} \] (C2)

where
\[
\Delta h_{\gamma^+}(x, \rho) \equiv \begin{cases} 
\frac{\rho}{(1-\mu^2)^{3/2}} x^2 \ln \frac{2 x (1-x)}{1-x^2} + \frac{2 \rho^2 x (1-x) (x+1)}{1-\mu^2} + \frac{2(1-x)}{1-\mu^2} & x > 1 \\
\frac{\rho}{(1-\mu^2)^{3/2}} x^2 \ln \frac{1-x}{x} + \frac{2 \rho^2 x (1-x) (1-x)}{1-x} - 2(1-x) \ln(1-x) & 0 < x < 1 \\
\frac{\rho}{(1-\mu^2)^{3/2}} x^2 \ln \frac{1-x}{x} - \frac{2 \rho^2 x (1-x) (x+1)}{1-x} - \frac{2(1-x)}{1-\mu^2} & x < 0.
\end{cases}
\]

(C3)

In the RI/MOM scheme, combining the matrix element with \( \rho \to 0 \) with the counterterm, the correction to the renormalized matrix element is

\[
\Delta \tilde{q}^{(1)}_{\gamma^+}(x, p^z, \rho R, \mu R) = -\frac{\alpha_s C_F}{4\pi} \begin{cases} 
\Delta h_{\gamma^+}(x, \rho R) & x > 1 \\
[\Delta h_{\gamma^+}(x, \rho R) + 2(1-x) - 4x]_+ & 0 < x < 1 \\
\Delta h_{\gamma^+}(x, \rho R) & x < 0.
\end{cases}
\]

(C4)

To carry out the matching we must implement the same infrared regulator (i.e., treatment of spinors in the off-shell regulator) for the PDF calculation. To do this we decompose the light-cone PDF into

\[
q^{(1)}_{\gamma^+}(x, \mu) = q^{(1)}(x, \mu) + \frac{\alpha_s C_F}{4\pi} \begin{cases} 
0 & x > 1 \\
[4x - 2(1-x)]_+ & 0 < x < 1 \\
0 & x < 0.
\end{cases}
\]

(C5)

Using these results the matching coefficient becomes

\[
C^{OM_{\gamma^+}}(\xi, \mu R, \mu \frac{p^z}{p_R}, \frac{p^z}{p_R}) = C^{OM}(\xi, \mu R, \mu \frac{p^z}{p_R}, \frac{p^z}{p_R}) + \Delta C^{OM_{\gamma^+}}(\xi, \mu R, \mu \frac{p^z}{p_R}, \frac{p^z}{p_R})
\]

(C6)

with

\[
\Delta C^{OM_{\gamma^+}}(\xi, \mu R, \mu \frac{p^z}{p_R}, \frac{p^z}{p_R}) = \frac{\alpha_s C_F}{4\pi} \begin{cases} 
\frac{2 \rho^2 x (1-x)}{1-x} \arctan \frac{\sqrt{x^2 - 1}}{2} + \frac{2 \rho^2 x (1-x) (2x+1)}{1-x} & \xi > 1 \\
\frac{2 \rho^2 x (1-x)}{1-x} \arctan \frac{\sqrt{x^2 - 1}}{2} - \frac{2 \rho^2 x (1-x) (2x+1)}{1-x} + 2(1-x) & 0 < \xi < 1 \\
\frac{2 \rho^2 x (1-x)}{1-x} \arctan \frac{\sqrt{x^2 - 1}}{2} - \frac{2 \rho^2 x (1-x) (2x+1)}{1-x} + 2(1-x) & \xi < 0
\end{cases}
\]

(C7)

Again this result is independent of the choice of IR regulator used for the matching calculation. If we repeat this calculation using the on-shell scheme discussed in Appendix B then it is easy to see that

\[
\Delta C^{OM_{\gamma^+}}(\xi, \mu R, \mu \frac{p^z}{p_R}) = \left[ q^{(1)}_{CT}(\xi, \mu R, \mu R) - q^{(1)}_{CT}(\xi, \mu R, \mu R) \right]/(4\xi),
\]

which is the difference of the counterterms that specify the two RI/MOM schemes. Using Eq. (C2) this immediately yields Eq. (C7).

Using the same settings as in Fig. 2, we plot in the left panel of Fig. 7 the result for the quasi-PDF computed with the matching in this \( \gamma^+ \) scheme, \( x(C^{OM_{\gamma^+}} \otimes f_{u-d}) \), and compare it with the \( \overline{\text{MS}} \) PDF. In the right panel of Fig. 7 we plot the difference between the two treatments of the spinors, \( x(C^{OM_{\gamma^+}} - C^{OM}) \otimes f_{u-d} \). The modification to the matching from this alternate RI/MOM scheme is seen to be an effect of comparable size to the difference between

---

3We note that our calculation of the PDF with an off-shell regulator also agrees with the calculation of this quantity in Ref. [12]. To achieve this we decompose the PDF in a \( \{\gamma^+ : \gamma^-\} \) basis and then define the PDF as the \( \gamma^+ \) coefficient, while also accounting for the different choice for the wave function renormalization in Eqs. (19) versus (20).
the quasi-PDF and PDF shown in Fig. 2 (right panel), and hence it is important to carefully specify the treatment of spinors when defining an RI/MOM scheme. The results for the two schemes given here suffice to determine the result in any other possible scheme defined by a different treatment of the spinors at one-loop order.

APPENDIX D: RENORMALIZATION GROUP EQUATION FOR THE RI/MOM QUASI-PDF

The $\mu_R$ dependence of the quasi-PDF takes a rather nontrivial form in the RI/MOM scheme, as shown in Eq. (34). It is useful to examine this dependence in the form of a renormalization group equation (RGE). Due to the multiplicative renormalization in Eq. (6), the RGE of the quasi-PDF in position space has the form

$$\frac{d\tilde{q}(z,P^*,\mu_R)}{d\ln \mu_R} = \tilde{\gamma}(z,P^*,\mu_R) \tilde{q}(z,P^*,\mu_R).$$  \hspace{1cm} (D1)

where the anomalous dimension $\tilde{\gamma}$ can be computed from the renormalization constant through

$$\tilde{\gamma}(z,P^*,\mu_R) = -\frac{d}{d\ln \mu_R} \ln Z^{\text{OM}}(z,P^*,\epsilon,\mu_R).$$  \hspace{1cm} (D2)

Based on the result in Eq. (33), and the fact that at one-loop

$$\tilde{\gamma}^{(1)}(z,P^*,\mu_R) = \mu_R \frac{d}{d\mu_R} \frac{d_q^{(1)}(z,P^*,P^*,\mu_R)}{(4p^*z)^{-p^*}},$$  \hspace{1cm} (D3)

we find

$$\tilde{\gamma}^{(1)}(z,P^*,\mu_R) = \frac{\alpha_s C_F}{2\pi} \int_{-\infty}^{\infty} dx (e^{i(1-x)p_R^*z} - 1) \left\{
\begin{array}{ll}
2x-1 & x>1 \\
\frac{2x^2+2x^2}{x^2-1} & 0<x<1 \\
\frac{2x^2+2x^2}{x^2-1} \arctan \sqrt{\frac{r_R-1}{x^2-1}} & x<0
\end{array}\right\}
$$

where $r_R = (\mu_R/p_R^*)^2$. Though hard to evaluate analytically, the above integral is finite and complex.
In the limit of $\mu_R \gg p_R^z$, we have
\[
\tilde{\gamma}^{(1)}(z, p_R^z, \mu_R) = \frac{\alpha_s C_F}{4} \int \frac{dx}{1-x} \left( e^{(1-x)p_R^z} - 1 \right) \frac{\mu_R}{p_R^z}, \tag{D5}
\]
so the anomalous dimension does exhibit linear behavior in $\mu_R$. This shows that the RI/MOM scheme tracks the linear divergence from the Wilson line self-energy, and when solving Eq. (D1) generates an exponential of divergence from the Wilson line self-energy, and when $x>1$ and $x<0$ vanish linearly, and analytically continuing to the region $r_R<1$, the result from the $0<x<1$ region is
\[
\tilde{\gamma}^{(1)}(z, p^z, \mu_R) = \alpha_s C_F \int_0^1 \frac{dx}{\pi} \left( e^{(1-x)p^z} - 1 \right) \frac{1+x^2}{1-x}, \tag{D6}
\]
which is just the Fourier transform of the standard DGLAP momentum space anomalous dimension.
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