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Abstract

Machine reading comprehension (MRC) is a task for question answering that finds answers to questions from documents of knowledge. Most studies on the domain adaptation of MRC require documents describing knowledge of the target domain. However, it is sometimes difficult to prepare such documents. The goal of this study was to transfer an MRC model to another domain without documents in an unsupervised manner. Therefore, unlike previous studies, we propose a domain-adaptation framework of MRC under the assumption that the only available data in the target domain are human conversations between a user asking questions and an expert answering the questions. The framework consists of three processes: (1) training an MRC model on the source domain, (2) converting conversations into documents using document generation (DG), a task we developed for retrieving important information from several human conversations and converting it to an abstractive document text, and (3) transferring the MRC model to the target domain with unsupervised domain adaptation. To the best of our knowledge, our research is the first to use conversation data to train MRC models in an unsupervised manner. We show that the MRC model successfully obtains question-answering ability from conversations in the target domain.

1 Introduction

Conversation agents such as Siri, as well as search engines, such as Google, have been increasing the scope of user questions in which they can provide direct answers to questions that can be extracted from web pages. Providing answers directly from a structured text is often referred to as machine reading comprehension (MRC). Benefiting from deep learning technology, MRC is a question-answering (QA) task that has been extensively studied (Hermann et al., 2015; Qiu et al., 2019). MRC is used to find an answer position in a document to answer a given question. A number of large corpora have played a critical role in advancing MRC research (Rajpurkar et al., 2016; Trischler et al., 2017; Bajaj et al., 2016; Zhang et al., 2018). Many MRC studies have focused on developing new model structures by introducing a new end-to-end neural network model to obtain state-of-the-art performance (Huang et al., 2018, 2019; Shen et al., 2017; Seo et al., 2017; Xiong et al., 2017). However, these state-of-the-art models were evaluated in one domain. In fact, it has been proven that the generalization capabilities of MRC models do not perform well on different datasets (Yogatama et al., 2019).

Unsupervised domain adaptation is an approach to cope with transferring knowledge from a source domain to a different unlabeled target domain (Pan and Yang, 2010). To provide labels for a new domain dataset, question generation is commonly used to create synthetic data consisting of question-answer pairs from documents of the target domain (Rus et al., 2010), so that an MRC model can be trained with both data from the source domain and syntactic data from the target domain (Yue et al., 2021; Lee et al., 2020; Puri et al., 2020; Shakeri et al., 2020; Cao et al., 2020; Wang et al., 2019).

One critical issue in unsupervised domain adaptation for MRC is that previous studies assumed that the input documents must be available in the target domain. There are also many types of information (not limited to the document) in a real-world scenario. To apply MRC to such information, it is necessary to convert the information into documents. However, this conversion is not an easy task.

Let us take a case in customer service support. Human operators in a customer service usually refer to “manual documents” containing necessary knowledge to answer customer questions. The manual usually has limited information. Thus, when there is no information to answer questions, the operators pass the call to a supervisor, and the su-
supervisor continues to talk with the customer to answer the question. This procedure is called “escalation”. The frequency of escalation is not trivial. Moreover, the number of supervisors is usually few, thus it is necessary to reduce escalations. It is obvious that conversations between supervisors and customers have plenty of information that is not included in the document. If we add new information to the document based on supervisor-customer conversations, the MRC task can answer more varied questions.

In domain adaptation for MRC, in which the conversation between an expert and user is the only available data in the target domain, has become a new challenge. The user asks questions and the expert answers the questions. To address this challenge, we propose a framework of domain adaptation of MRC. This framework consists of three processes: (1) training an MRC model on the source domain, (2) converting conversations into documents using document generation (DG), which is a task we developed for retrieving important information from several human conversations and converting it to an abstractive document text, and (3) transferring the MRC model to the target domain with unsupervised domain adaptation, which consists of two stages; self-training and discriminative learning.

Our contributions are summarized as follows:

- We propose a framework of unsupervised domain adaptation of MRC in which the only available data are unlabeled human conversations in the target domain.
- We evaluated MRC models with four different domain data.

2 Related Work

2.1 Machine Reading Comprehension (MRC)

With the wide use of deep learning, significant progress has been achieved on many natural-language-processing tasks including MRC. Hermann et al. (2015) proposed an MRC model using bidirectional long short-term memory to capture the context of documents. The idea has become the foundation of many MRC models. It is a challenging task how to make a machine imitate a human to understand the document and be able to answer questions. A large dataset has played a critical role in progressing MRC research. Rajpurkar et al. (2016) released SQuAD (the Stanford Question Answering Dataset), which contains more than 100,000 sets of a question, answer, and document. After that, the contributions of MRC can be grouped into four categories: developing new model structures, creating new datasets, multi-task learning, and introducing a new evaluation method (Baradaran et al., 2022). Many MRC studies have focused on developing model structures by introducing an end-to-end neural network model to obtain state-of-the-art performance (Huang et al., 2018, 2019; Shen et al., 2017; Seo et al., 2017; Xiong et al., 2017). In a different direction, other papers have focused on creating new datasets (Feng et al., 2020; Choi et al., 2018; Reddy et al., 2019; Campos et al., 2020). The main trend in these papers was to create datasets considering more complex phenomena, i.e., a query is formed by multiple turns and a document has structural elements. Some papers addressed methods to evaluate whether the system acquires a “true” comprehension capability (Jia and Liang, 2017; Wang and Bansal, 2018). To test true comprehension capability, for instance, QA performance was measured when documents were made distracting by inserting adversarial noisy sentences.

2.2 Document Generation (DG)

MRC returns no answer for irrelevant questions to the documents. Self-learning of the MRC model from human conversations is a new challenge. To achieve this, converting human conversations into documents is necessary. We call this task document generation (DG). DG is a similar task to conversation summarization, which focuses on simply extracting important context from conversations (Li et al., 2019). Unlike conversation summarization, however, DG is aimed to use for a specific application, i.e., customer service. Therefore, it is necessary to extract useful information for the application from conversation contexts, e.g., the topics of customer queries and solution the operator provides. Document summarization is divided into two types of methods: extractive and abstractive. Extractive methods select key sentences from original documents (Knight and Marcu, 2000), while abstractive methods highlight key phrases and compactly rewrite them (Gehrmann et al., 2018; Maynez et al., 2020; Chen and Bansal, 2018). DG should ensure the correctness of key facts. For example, when an operator asked, “Were the plates lost or stolen?”, and a customer said,
“No”, then the operator’s response is “You will not be eligible for a refund”. In this case, a key sentence that should be included in the document is a sentence such as “You are eligible for a refund if the plates are lost/stolen or destroyed”.

2.3 Domain Adaptation

One of the hot topics in MRC is developing simultaneous learning of multiple tasks (transfer learning) (Ruder et al., 2019) and transferring the learned MRC model from one domain to another. This is a promising task for obtaining better results, especially in a data-poor setting. The task is referred to as domain adaptation, which can be divided into two types of methods; supervised, and unsupervised. With supervised methods, the model is trained, where the label is available in the target domain (Kratzwald and Feuerriegel, 2019). The aim of supervised domain adaptation in MRC is to enlarge the number of domains the learned model can cope with. With unsupervised methods, no labeled information is available in the target domain. Cao et al. proposed an unsupervised domain-adaptation method on reading comprehension (Cao et al., 2020). They first trained the MRC model in a source domain by fine-tuning a Bidirectional Encoder Representations from Transformers (BERT) model (Devlin et al., 2019), then in the adaptation stage, the fine-tuned model is used to generate synthetic question-answer pairs in the target-domain documents, and the synthetic pairs are used in self-training. Their method worked with an assumption that questions and documents are available in the target domain. Wang et al. proposed a similar method (Wang et al., 2019). The difference is that they used a question generator to extract questions from documents in the target domain. Although their method showed promising results, current MRC cannot handle irrelevant questions that have no information in the given document.
Our proposed framework is on unsupervised domain adaptation tasks. Unlike the above-mentioned studies, we used human conversations, which are the only available data in the target domain as the input.

3 Proposed Framework

The main objective of our research is to develop an MRC technique with which the MRC model can be automatically updated on the basis of human conversations. To achieve this, we add DG to the MRC pipeline. The role of DG is to convert human conversations to documents. Thus, the MRC model trained with source domain data, our goal is to update the model to cover target-domain conversations. To achieve this, we add DG to the MRC pipeline. The role of DG is to convert human conversations to documents. The generated documents are then added to the training data of the MRC model.

Let us assume that we have two different types of domain data: source domain that has conversations and corresponding documents and target domain that has only conversations. If we have an MRC model trained with source domain data, our goal is to update the model to cover target-domain questions. However, the target domain has no document related to the conversations. Thus, the MRC model should be trained with the only available conversation data in the target domain. As shown in Fig. 1, our framework consists of the following three processes.

1. Training an MRC model with answer spans for given questions and corresponding documents data in the source domain.

2. Converting conversations to documents by DG through model training with source-domain data. Given human conversation as an input, the MRC model returns a summary of the conversation.

3. Transferring the MRC model to the target domain with unsupervised domain adaptation. There are two stages; self-learning to train the MRC model with synthetic data and discriminative learning to learn the feature distribution between source and target domains. Thus, the model can provide the answers of questions from both source and target domains.

3.1 Machine Reading Comprehension in Source Domain

Let \( M_{source} = (D, Q, A) \) denote an MRC dataset in the source data, where \( D, Q, \) and \( A \) represent documents, questions, and answer span for the questions, respectively. A question contains not only the user’s question but also the dialogue history between the user and expert. An MRC model \( \mathcal{M} \) takes documents \( D = (d_1, d_2, ..., d_{T_{source}}) \) and questions \( Q = (q_1, q_2, ..., q_{T_{source}}) \) as input, where \( T_{source} \) is the amount of data in the source domain. The model is trained to predict the correct answer spans:

\[
A = ([e_{1_{start}}, e_{1_{end}}], ..., [e_{T_{source_{start}}}, e_{T_{source_{end}}}] )
\] (1)

We use Transformer models to implement the MRC model in the source domain. The Transformer encoder is used to contextually represent the question along with the document. Question \( q_t \) and document \( d_t \) are passed to the Transformer encoder to create contextual representations of the input. To obtain the starting and ending indices of the answer, the encoder output is sent to a linear layer to be converted into logits corresponding to the probabilities of being the start index (\( a_{t_{start}} \)) and end index (\( a_{t_{end}} \)) of the answer span.

The \( a_{t_{start}} \) and \( a_{t_{end}} \) are optimized by minimizing the following loss function:

\[
\mathcal{L} = \frac{1}{2}(CEL(e_{t_{start}}, a_{t_{start}}) + CEL(e_{t_{end}}, a_{t_{end}}))
\] (2)

where \( CEL \) is the cross-entropy loss function, and \( e_{t_{start}} \) and \( e_{t_{end}} \) are the labels at token number \( t \) for the answer start and end indices \( a_{t_{start}} \) and \( a_{t_{end}} \), respectively.

3.2 Document Generation

Given an input dialogue between a user and expert, the goal of DG is to produce a multi-sentence summary that captures the highlights of the dialogue. Let \( N \) be the total number of dialogues consisting of a conversation about topic-\( p \). By giving a dialogue context \( H \), the goal is to generate the summary \( C \) of the dialogue. The \( n \)-th dialogue has a list of utterances \( H_n = (h_1, h_2, ..., h_L) \), where \( h_l \) is the \( l \)-th utterance in the dialogue and \( L \) is the number of utterances. Each utterance contains a sequence of tokens \( h_l = (x_{l1,role}, x_{l1}, x_{l2}, ..., x_{ln}) \), where \( x_{lj} \) is the \( j \)-th token in \( h_l \) and \( n_j \) is the number of tokens in the \( l \)-th role’s utterance. At the beginning of the sequence, we add a special token \( x_{l1,role} \), which represents the role of the speaker, i.e., \( x_{l1,role} \in \{user, expert\} \). The \( n \)-th output from DG is also a sequence of word tokens \( C_n = (c_1, c_2, ..., c_K) \), where \( K \) is the number of tokens. Note that the highlight in \( C_n \) is just some
of the information in topic-\( p \). To gather all information and generate a document of topic-\( p \), we collect the highlights from all conversations, remove duplicate sentences, then put the highlights together as a completed document.

The ground truth summary \( C'_u \) is created by combining all the correct answer of the user’s question for corresponding input dialogue \( H_n \), where user’s questions \( \in Q \). Given a user’s question \( q \) and its answer’s spans \( (e_{\text{start}}, e_{\text{end}}) \), the correct answer sentence \( w \) is taken from the original document. Thus, if there are \( y \) number of utterances in input dialogue \( H_n \) in which the role is user, the ground truth summary is a series of consecutive sentences \( w_1, w_2, \ldots, w_y \).

We use a Transformer (Vaswani et al., 2017) model built with a seq2seq model combining an encoder with a decoder. Studies have shown that if the model is first trained on a large corpus, it will learn the distribution of that corpus vocabulary (Gururangan et al., 2020). Motivated by this, we experimented with pre-training on different out-of-domain datasets, such as the news-based CNN/Daily Mail corpus (Nallapati et al., 2016) and conversation-based SAMSum corpus (Gliwa et al., 2019), and continued to fine-tune the model on our experimental dataset in the source domain. We first trained the model for the summarization task on the large CNN/Daily Mail corpus. The reason we first train the model with this corpus is that the corpus has high quality contexts and summaries that can enable the model to learn a structured document. However, our main focus is not on summarizing an dialogue \( H \), which is taken from the original document. Thus, we continue fine-tuning the model for the summarization task with a conversation-based corpus, such as SAMSum, to obtain more auxiliary vocabulary.

The trained DG model in the procedure above will be used to generate documents in the target domain by giving conversations in the target domain.

### 3.3 Unsupervised Domain Adaptation in Target Domain

The unsupervised domain adaptation in our framework consists of two stages; self-learning and discriminative learning.

In the self-learning stage, we have to generate pseudo-label samples. The MRC model \( \mathcal{M} \) described in Section 3.1 is used to provide pseudo-labels to unlabeled documents in the target domain generated with DG trained in Section 3.2.

However, because the predicted output consists of false answers, we have to choose reliable pseudo-labels. Thus, the underlying assumption in this stage is we only take the samples having high-confidence predictions. Retraining the model using high-confidence samples will further improve its performance (Saito et al., 2017). Despite the fact that the distribution of vocabulary is different between source and target domains, both domains may have similar characteristics. Thus, some samples with high-confidence scores will be similar to or the same as correct answer spans in the target domain. To provide pseudo-labels, we first gather a set of answer spans that have the top \( n_{\text{best}} \) answer-span probabilities \( \hat{p}_t \). The \( \hat{p}_t \) is calculated using a softmax function applied to the sums of start index logits \( a'_{t_{\text{start}}} \) and end index logits \( a'_{t_{\text{end}}} \). We assign a pseudo-label to \( q_t \) if the following two conditions are satisfied. First, \( \hat{p}_t \) should exceed the threshold parameter \( (t_{\text{th}}) \), which we set in the experiment. The second requirement is that the span should not be an empty text. After the pseudo-labeled training set \( (M'_{\text{target}}) \) is composed, \( a_{t_{\text{start}}} \) and \( a_{t_{\text{end}}} \) are updated on the basis of the loss in Eq. (1), except we replace \( e_{t_{\text{start}}} \) and \( e_{t_{\text{end}}} \) with \( a'_{t_{\text{start}}} \) and \( a'_{t_{\text{end}}} \), respectively.

---

**Algorithm 1** Domain adaptation of MRC with DG. \( \mathcal{M} \) is MRC source model, \( D' \) is generated document in target domain derived from DG model, and \( \text{iter}_{\text{DA}} \) is training-epoch number for domain adaptation.

**Input:** \( M_{\text{source}} = \{(D_t, Q_t)\}_{t=1}^{T_{\text{source}}} \), \( M_{\text{target}} = \{(D'_t, Q'_t)\}_{t=1}^{T_{\text{target}}} \) \( \triangleright \) Source data

\( \triangleright \) Target data

**Output:** Optimal model \( \mathcal{M} \) in the target domain

1: \( M_{\text{target}} = \emptyset \)
2: for \( j \leftarrow 1 \) to \( \text{iter}_{\text{DA}} \) do
3: for \( t \leftarrow 1 \) to \( T_{\text{target}} \) do \( \triangleright \) Pseudo-labeled generation
4: Use \( \mathcal{M} \) to predict the pseudo-labels \( a'_{t_{\text{start}}} \) and \( a'_{t_{\text{end}}} \) for \( (D'_t, Q'_t) \) and obtain probability \( \hat{p}_t \)
5: if \( \hat{p}_t \geq t_{\text{th}} \) and \( D'(a'_{t_{\text{start}}}, a'_{t_{\text{end}}}) \neq \text{empty text} \)
6: if \( Q'_t \notin M_{\text{target}} \) then
7: Put \( (D'_t, Q'_t, a'_{t_{\text{start}}}, a'_{t_{\text{end}}}) \) into \( M_{\text{target}} \)
8: end if
9: end if
10: end for
11: for mini-batch \( \delta \) in \( M_{\text{target}} \) do \( \triangleright \) Self training
12: Train \( \mathcal{M} \) with \( \delta \)
13: end for
14: for mini-batch \( \mathcal{M}_{\text{source}} \) in \( M_{\text{target}} \) and \( \mathcal{M}_{\text{source}} \) in \( M_{\text{source}} \) do \( \triangleright \) Discriminative learning
15: Train \( \mathcal{M} \) and \( \mathcal{D} \) with \( \mathcal{M}_{\text{target}} \), \( \mathcal{M}_{\text{source}} \), and domain labels
16: end for
17: end for

---
tively. In each epoch during adaptation training, pseudo-labeled samples are updated using the last model. An additional sample $t$ will be added if the $t$-sample did not exist in the last pseudo-labeled samples.

The discriminative-learning stage is used for the MRC model to learn the difference in the feature distribution between source and target domains. We combine the following two representation outputs from both source and target samples: (1) the last hidden state $r \in \mathbb{R}^{s \times h}$, which is the output of the last layer of the MRC model, and (2) concatenation of start-logits and end-logits, which outputs $\ell$ with dimension $s \times 2$. Note that $s$ and $h$ are the maximum input sequence length and hidden state dimension, respectively. We set $s = 2 \times h$. The input feature $Z$ is calculated with the following process:

$$Z = \ell \odot \text{avg}_{\text{col}}(r),$$  \hspace{1cm} (3)

where $\text{avg}_{\text{col}}$ means the average along columns, which returns a vector in $\mathbb{R}^h$, $\odot$ is an element-wise product, $\ell \in \mathbb{R}^h$, and $Z \in \mathbb{R}^h$. Discriminator $\mathcal{D}$ takes $Z$ as input and computes the probability using a neural network consisting of three linear layers, in which the last layer outputs a one-dimensional value that shows the output probability.

The loss function is the binary cross-entropy loss,

$$\mathcal{L}_{\text{disc}} = - (u \log(\hat{u}) + (1 - u) \log(1 - \hat{u})), \hspace{1cm} (4)$$

where $\hat{u}$ is the probability output from $\mathcal{D}$, and $u \in \{0, 1\}$ is the ground-truth label: 0 for the source domain and 1 for the target domain. The entire procedure of domain adaptation is shown in Algorithm 1.

4 Experiments

4.1 Dataset

In our experiments, we used the Doc2dial (Feng et al., 2020) dataset consisting of about 4,800 annotated conversations with an average of 14 turns per conversation. The utterances are grounded in over 480 documents from four domains of public government service websites in the U.S.: Social security administration (ssa), Department of Motor Vehicles (dmv), Federal Student Aid (studentaid), Veteran’s Affairs (va).

In the training process of the DG model, as we mentioned in Section 3.2, we first trained the model on the large CNN/Daily Mail corpus (Nallapati et al., 2016). This corpus is based on the news articles taken from the CNN and Daily Mail websites. It includes various subjects such as travel and business. It also contains about 300,000 articles written by journalists at CNN and the Daily Mail. We continued to fine-tune the model in the conversation-based SAMSum corpus (Gliwa et al., 2019). The SAMSum corpus is an English dataset consisting of about 15,000 natural conversations in various scenes of real life such as chatting, meeting arrangements, and political discussion. We finally fine-tuned the model in the Doc2dial dataset.

4.2 Hyper-parameters

We implemented the QA from HuggingFace Transformers (Wolf et al., 2019) with a pre-trained model as the encoder and fine-tuned it on the Doc2dial dataset during training. We used two different pre-trained models as the MRC models in the source domain: BERT (Devlin et al., 2019), and Robustly Optimized BERT Approach (RoBERTa) (Liu et al., 2019). Since the grounded document is often longer than the maximum input sequence length for the QA model, we followed a previous study (Feng et al., 2020) to truncate the documents in windows with a stride. We set the stride to 128 tokens, the number of epochs to 5 with cross entropy as the loss function, and the learning rate to $3 \times 10^{-5}$. The batch size was set to 15, and the maximum distance between starting ($a_{\text{start}}$) and ending ($a_{\text{end}}$) indices of answers was set to 50.

In the training process of the DG model, we used BARTlarge, which includes 12 Transformer layers in the encoder and decoder.\footnote{https://huggingface.co/facebook/bart-large} We set the number of epochs to 5 with cross entropy as the loss function and set the learning rate to $3 \times 10^{-5}$. We set the batch size to 15 and maximum length of input sequences to 1024.

In the unsupervised domain-adaptation process, we set the learning rate to $3 \times 10^{-5}$ in the self-training stage and $5 \times 10^{-5}$ in the discriminative-learning stage. We set the same parameters as in MRC in source-domain training for the maximum distance between starting and ending and number of epochs ($iter_{\text{DA}}$). The batch size was set to 5. The input dimension of the first layer in the discriminator network ($h$) was 1024, and the maximum sequence ($i$) was 512. We used a rectified linear unit as the activation function in the first two
layers. The threshold \((\theta_{\text{prob}})\) was set to 0.5, and \(n_{\text{best}}\) was 20.

All parameters were determined on the basis of the best ROUGE-1 score for training the DG model and F1 score for MRC models (source and domain adaptation) on the validation dataset in the experiments.

5 Results and Discussion

5.1 MRC in Source Domain

| Specific Domain | All Domains | ssa | dmv | studentaid | va |
|-----------------|-------------|-----|-----|------------|----|
| BERT            | 61.29 53.88 | 50.99 | 68.77 | 62.83      |
| RoBERTa         | 64.93 63.13 | 62.86 | 73.01 | 70.30      |
| Baseline        | -            | -    | -    | 65.30      |

Table 1: The F1 scores [%] for MRC in source domain on Doc2dial validation set. The baseline score is reported in (Feng et al., 2020).

For the MRC source training, we compared the F1 score results (shown in Table 1) between two different language models: BERT and RoBERTa. We trained and evaluated the MRC model with a specific domain, and with all the domain data. With BERT, which is the same Transformer model as the baseline, we obtained an F1 score of 62.83%. This result is lower than the reported baseline (Feng et al., 2020) of 65.30%. However, with RoBERTa, we obtained a higher score of 70.30%. Therefore, we used RoBERTa to train unsupervised domain adaptation of the MRC model in the target domain.

5.2 Document Generation

| Dataset                      | Evaluation Metrics [%] | ROUGE-1 | ROUGE-L |
|------------------------------|-------------------------|---------|---------|
| Doc2dial                     |                         | 67.02   | 44.06   |
| Doc2dial + CNN/Daily Mail    |                         | 69.74   | 45.26   |
| Doc2dial + CNN/Daily Mail + SAMSum |                   | 69.94   | 45.71   |

Table 2: DG results on Doc2dial validation set during further pre-training on different QA datasets. We trained with the BART model.

The performances of DG are listed in Table 2. Experiments with BART on the validation set showed that fine-tuning on different datasets is beneficial. Pre-training on more structural corpora, such as CNN/Daily Mail, is more useful than directly fine-tuning BART into the Doc2dial dataset. Furthermore, training the model using SAMSum, which contains conversational data and is more similar to Doc2dial, further improved the performance. An example of the generated document results is shown in Table 3. When we increase the conversation, new information will be added to the generated document. Current generated documents gather all information that is based on the conversation order. The information order depends on the given conversation order.

5.3 MRC with Domain Adaptation

5.3.1 With Original Target Documents

| Domain (source to target) | w/o DA | with DA |
|---------------------------|--------|---------|
| studentaid to va          | 50.62  | 53.27   |
| studentaid to ssa         | 49.38  | 55.12   |
| studentaid to dmv         | 54.93  | 60.19   |

Table 4: The F1 scores [%] for MRC without DG when using studentaid data as source domain. DA refers to domain adaptation.

We conducted a domain-adaptation test with original target documents to verify the effective-
ness of a domain-adaptation stage. We first trained an MRC model in the source domain with studentaid data. The next procedure was the same as that shown in Algorithm 1, except we used the original document $D$ in the target domain. We set three domain-adaptation dataset pairs, which were studentaid to va, studentaid to ssa, and studentaid to dmv. As shown in Table 4, the F1 scores of the model trained without/with domain adaptation (DA) were 50.62/53.27, 49.38/55.12, and 54.93/60.19% for studentaid to va, studentaid to ssa, and studentaid to dmv, respectively. Thus, the model trained with DA (our framework) outperformed the model trained without DA.

5.3.2 With Generated Target Documents by DG

Finally, we conducted an experiment for our main task, in which the model is trained with unsupervised DA and with DG. The results for each domain are listed in Table 5. We tested under three conditions: the model trained without DA, model trained with DA and without the discriminative-learning stage, and model trained with both DA and discriminative-learning stage. The results indicate that for the model trained with DA, self-learning alone (without discriminative stage) was not strong enough to outperform the model trained without the DA model. We observed that the number of generated pseudo-labeled sets ($M_{\text{target}}$) remained almost the same in each epoch, such as in studentaid to dmv. Consequently, the model trained with DA but without the discriminative-learning stage performed worse than the model trained without DA. For ssa to dmv, the number of generated pseudo-label sets increased during the training process. Thus, the model trained with DA but without the discriminative-learning stage outperformed the model without DA. Despite 1 or 2% improvement, as we add the discriminative stage to the DA-model training, the model trained with both DA and the discriminative-learning stage outperformed the model trained without DA in all datasets. Even with unstructured documents and without labels in the target domain, we proved that our framework can be used to adapt the model from conversation data.

### Table 5: MRC results with the document generation (DG). DA refers to domain adaptation and DSC refers to discriminative learning.

| Domain       | studentaid | va | ssa | dmv |
|--------------|------------|----|-----|-----|
|              | w/o DA     | w/o DAw/o DSC | w/o DAw/o DSC | w/o DAw/o DSC |
| studentaid   | w/ DA      | w/ DAw/ DSC | w/ DAw/ DSC | w/ DAw/ DSC |
|              | 53.02      | 50.62 | 47.62 | 49.38 |
|              | 53.58      | 51.63 | 48.79 | 50.58 |
|              | 54.26      | 52.45 | 49.70 | 51.02 |
|              | 52.04      | 54.93 | 51.55 | 55.29 |

6 Conclusion

We proposed a framework of unsupervised domain adaptation of MRC in which the only available data are unlabeled human conversations in the target domain. DG, which is a task in the framework, converts a given conversation into a document including conversational context. We also tackled a new challenge of conducting domain adaptation from the source domain with a structured document to a new domain with an unstructured document. We showed that only self-learning does not always improve accuracy. However, discriminative learning with self-learning successfully improved conversational-based MRC domain adaptation.
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