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Abstract: Microgrids using renewable energy sources play an important role in providing universal electricity access in rural areas in the Global South. Current methods of system dimensioning rely on stochastic load profile modeling, which has limitations in microgrids with industrial consumers due to high demand side uncertainties. In this paper, we propose an alternative approach considering demand side management during system design which we implemented using a genetic scheduling algorithm. The developed method is applied to a test case system on Idjwi Island, Democratic Republic of the Congo (DRC), which is to be powered by a micro hydropower plant (MHP) in combination with a photovoltaic (PV) system and a battery energy storage system (BESS). The results show that the increased flexibility of industrial consumers can significantly reduce the cost of electricity. Most importantly, the presented method quantifies the trade-off between electricity cost and consumer flexibility. This gives local stakeholders the ability to make an informed compromise and design an off-grid system that covers their electricity needs in the most cost-efficient way.
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1. Introduction

1.1. Motivation

Limited access to electricity is a significant challenge, particularly in many rural regions in the Global South. As of 2019, close to 760 million people lack access to modern forms of electricity, with about 75% of this population living in Sub-Saharan Africa [1]. United Nations (UN) Sustainable Development Goal (SDG) 7 aims to reach universal access to affordable, reliable, and sustainable energy by 2030 [2]. Decentralized electricity supply through microgrids is expected to play a significant role in achieving this goal. It is estimated that 50% of new energy access on the road to SDG 7 will be provided by off-grid systems [3]. In rural areas in particular, off-grid systems using renewable energy are often more economical than a grid connection [4].

The use of microgrids can reduce the global cost of reaching universal energy access by up to 30% while significantly reducing CO2 emissions [5]. At the same time, microgrids often provide a faster and more reliable path to energy access for rural communities compared to grid connection [6]. Public grids in the Global South tend to be unreliable and suffer from a lack of generation capacity, which further motivates the independent electricity supply through microgrids [7]. Renewable off-grid electrification gives rural communities autonomy and reduces dependency on fossil fuels while reducing environmental impact [8].
Reliable electricity supply is essential for the improvement of living conditions, access to health care and education as well as socio-economic development [9]. The productive use of energy (PUE) plays a vital role in ensuring a positive impact of energy access while securing the economic viability of microgrids [10]. Since domestic electricity demand in newly electrified rural areas is typically low, commercial users can act as “anchor consumers” [11]: their relatively high and reliable energy demand shows the potential to reduce energy costs in microgrids and can therefore be an enabler for off-grid electrification. Using electric energy for value-adding activities generates income that is critical in creating a sufficient ability to pay for electricity [11–13].

The optimal dimensioning of microgrids and the capacity of their components is a central question in research and practical application. It significantly impacts economic viability and therefore is a key factor in the long-term success and sustainability of rural electrification efforts [14,15].

1.2. Related Work

Current research has presented numerous approaches and methods to optimize the generation components of microgrids. Mohseni et al. [16] give an overview of a range of different exact and heuristic optimization algorithms that have been applied to this problem. Rahimian et al. [17] and Hossain-McKenzie et al. [18] present several available software tools for microgrid design. The commercial software HOMER Pro, which enables multi-criteria and multi-objective optimization of off-grid energy systems, is commonly used in feasibility analyses and case studies [8,19]. There is a wide range of further tools available with different capabilities and focuses, from large-area electrification planning to site-specific optimization of individual microgrids [20–23].

While the available microgrid design methods and tools vary widely in application and focus, their design processes generally follow a similar approach. The basis for system design is the electricity demand of the study site represented by the load profiles of the consumers. Based on locally specific data such as solar irradiation, wind energy potential, or fossil fuel cost, microgrid components are dimensioned, optimizing desired objectives.

Analyzing the electricity demand and modeling load profiles of off-grid communities is a central aspect of microgrid dimensioning. Williams et al. [24] developed typical load profiles of different consumer types in rural Tanzania based on surveys and smart meter measurements, which can serve as a basis to model the load profiles of off-grid communities. GIZ’s (Gesellschaft für Internationale Zusammenarbeit—German Corporation for International Cooperation) “Guide to mini-grid sizing and demand forecasting” [14] gives a detailed introduction to demand evaluation and forecasting methods for practical application in regions of the Global South. Blodgett et al. [25] show that survey-based demand estimations are often error-prone—even more so if the goal is not only to predict daily energy consumption but also hourly load profiles needed for many microgrid design tools.

Tools and methods to model hourly load profiles have been developed using neural networks and stochastic methods [26,27]. Espín-Sarzosa et al. [28] present a method for more detailed modeling of the demand of small productive consumers taking voltage variations into account. “Top–down” approaches often use geographic information systems (GIS) data to evaluate energy demand as a basis for the large-area planning of new electricity access [22,29].

Uncertainty in energy consumption and hourly load profiles pose a major challenge in microgrid dimensioning since over- or under capacities strongly impact economic viability and, therefore, the sustainable operation of microgrids [30]. Allee et al. [31] combine survey and smart-meter data using a machine learning approach to improve the accuracy of demand predictions. Bustos and Watts [32] argue that the demand of isolated communities is not fixed but subject to a “trade-off” between the cost of electricity and the level of demand coverage. Their method takes this cost–coverage trade-off for off-grid communities into account during microgrid design.
Demand side management (DSM) in renewable energy microgrids shows significant potential by optimizing the use of renewable energy (RE) sources in order to improve profitability [33,34]. It can reduce required system component dimensions and, therefore, reduce system and energy costs [35]. Vahid et al. [36] and Nazemi et al. [37] present methods to take the DSM of automatically dispatchable loads into account during demand forecasting and load profile modeling.

Awais et al. [38] summarize numerous strategies that have been proposed to solve resource-constrained scheduling problems (RCSP) representing DSM in smart grids. Several methods and tools for finding exact solutions using Integer Linear (ILP) or Mixed-Integer Linear Programming (MILP) have been developed [39,40]. RCSPs are strongly NP-hard, making exact methods for larger problems computationally expensive and motivating the use of heuristic approaches such as genetic algorithms (GA) [41].

1.3. Our Contribution

The presented work is motivated by the authors’ involvement in a microgrid project on Idjwi Island in the eastern Democratic Republic of the Congo (DRC). A local organization operates a microgrid and a micro hydropower plant (MHP) to provide electricity to an industrial campus to support local socio-economic development. The small existing system is not able to cover the energy demand, and the development of a microgrid with a larger MHP and potentially a photovoltaic (PV) system is planned.

While the current system can provide a maximum of approximately 20 kW, the installed consumer capacity of the industrial campus exceeds 120 kW. The industrial campus consists of a relatively small number of facilities, such as mills and workshops, most of which belong to the organization that operates the grid. Arrangements between the facilities, adjustments to operating procedures, and the hours of operations (shifts) can be easily coordinated, and the organization has a strong interest in using the available energy in the most cost- and benefit-optimized way. Therefore, when dealing with limited power, it is common practice to schedule the operation of industrial loads, for example, moving them to nighttime hours. Local stakeholders confirmed that when the generation capacities are expanded in the future, consumers will still be willing to schedule their operations to reduce demand peaks and adapt to RE generation to reduce their cost of electricity. This means that, similarly to the observation in [32], electricity demand and especially hourly load profiles are not fixed but depend on availability and energy cost. While previous work investigates a cost–coverage trade-off, we focus on the trade-off between energy cost and required consumer flexibility.

Existing methods of microgrid dimensioning rely on stochastically modeled load profiles, which are usually based on standard load profiles for one or several representative days of the year. These stochastically modeled, static load profiles can estimate demand in a microgrid well if a large number of relatively small, primarily residential consumers are supplied. Their usage of electricity follows typical patterns, and the large number of independent consumers reduces their individual impact on the total load. However, in the industrial microgrid investigated, the number of consumers is relatively small, and their power demand corresponds to a large fraction of the overall capacity of the microgrid. The operation of a single corn mill, for example, has a major impact on the total load. At the same time, it can be flexibly operated according to the available generated power. This “manual DSM” can reduce the necessary capacity and, consequently, the cost of the microgrid. Existing stochastic, static load profile modeling does not address this cost-flexibility trade-off.

In this paper, we present a novel approach representing the observed consumer scheduling in the microgrid dimensioning process. Instead of modeling load profiles, we model possible electricity generation based on renewable energy potential and generation capacities. In the next step, the operation of consumers is scheduled, maximizing operation during preferred operating times.
Using this demand side management approach during system design gives local stakeholders and microgrid developers the chance to evaluate the relationship between system sizing, energy cost, and required consumer flexibility. We implemented a genetic algorithm (GA) to solve the resource-constrained scheduling problem representing the described DSM approach.

1.4. Organization

In Section 2, we present the developed dimensioning method and the individual steps of the process as well as the implemented scheduling algorithm. Section 3 introduces the case of the microgrid on Idjwi Island, DRC, where the developed method is applied. In Section 4, the results, as well as a comparison with a conventional dimensioning method using Homer PRO, are discussed. In Sections 5 and 6, we draw conclusions and give an outlook on future work.

2. Methods

2.1. Overview

The proposed novel method of microgrid dimensioning considering the demand side flexibility of small industrial consumers aims to avoid the limitations of load profile modeling with conventional methods. Residential and private electricity consumption is often dominated by many small electrical devices such as lighting, consumer electronics or home appliances with power demands far below 1 kW. Their operation is generally unscheduled and unplanned but follows typical daily and weekly patterns [42].

In contrast, small industrial consumers such as mills or workshops often have power demands of more than 10 kW and therefore make up a significant share of the load profile in a typical microgrid. Consequently, applying statistical load profile modeling with such consumers will likely be highly uncertain. At the same time, the number of such consumers is limited, and their operation can often be planned. The proposed method takes advantage of this, applying DSM during system design. Thereby, the uncertainties of load profile modeling are reduced, and it is possible to consider the cost–flexibility trade-off during system design (see Figure 1).

The flow chart in Figure 2 shows the steps of the proposed method. During data collection, the operation data of small industrial consumers are collected (A), and the local potential for power generation from RE sources is assessed (B). In the next step, scenarios are defined as combinations of different dimensioning steps of an MHP, a PV system, and a BESS (C). For each scenario, a generation profile (D), as well as system costs (E), are determined. The developed genetic algorithm is then applied to schedule all jobs of the consumers constrained by the power generation according to the consumers’ preferred operation times (F). We then evaluate the resulting schedules (G). Instead of interpreting them as exact operation schedules for the final microgrid, we use them to quantify the flexi-
bility required from consumers. Together with the calculated Levelized Cost of Electricity (LCOE) (H), it is now possible to make a cost–flexibility trade-off compromising between electricity cost and required consumer flexibility (I).

Figure 2. Overview of the proposed microgrid dimensioning approach.

2.2. Consumer Data Collection

In this first step, the characteristics of potential electricity consumers in the microgrid are assessed. Each consumer can contribute scheduled and unscheduled loads to the total demand. Unscheduled loads are defined as an hourly load profile for one week. Scheduled loads are represented by jobs that describe a shift of a given consumer. Table 1 shows the properties of a job.

Table 1. Properties of jobs used in the scheduling algorithm.

| Duration: | Duration in hours |
| Power: | Power that needs to be reserved/available in the microgrid for the job |
| Release: | Earliest time at which the job can start |
| Deadline: | Latest time at which the job must be executed |

A job is defined to have a constant power demand for a certain duration. This “rectangle” load profile is an obvious simplification of the actual load a small industrial consumer would have during a shift. For the purpose of the developed dimensioning method, it represents the power that needs to be available or “reserved” in the microgrid to ensure the operation of the consumer. Productive processes such as mills or workshops mainly use electric motors, which have start-up powers up to four times the nominal power lasting for a few milliseconds to seconds depending on the machine’s inertia [10]. Since it is unlikely that multiple motors in the microgrid are started exactly at the same time, it is tolerable that the motor’s start-up power exceeds the reserved power for a short time.

Consumers’ operating times can be specified for each hour of one day and by week-days. The three categories shown in Table 2 represent the preferred times of operation.
2.3. Renewable Generation Potential

Electrical generation from micro hydropower is defined by the available flow rate and hydraulic head. We only consider run-of-river type MHP without water storage. Therefore, the available flow rate directly impacts the power output of the MHP:

\[ P_{el} = \eta_{MHP} \cdot Q \cdot \rho_{water} \cdot g \cdot h \]  

(Eq. 1)

- \( P_{el} \) [W]: Electrical generation power at the generator output
- \( \eta_{MHP} \): Overall efficiency of the MHP
- \( Q \) [m\(^3\)/s]: Flow rate of the MHP
- \( \rho_{water} \) [kg/m\(^3\)]: Density of water
- \( g \) [m/s\(^2\)]: Gravitational acceleration
- \( h \) [m]: Hydraulic head (height difference)

Solar irradiation at the site defines the local solar power potential. We use the Photovoltaic Geographical Information System (PVGIS) tool [43] to determine solar power output per kilowatt-peak installed capacity of a PV system. PVGIS uses a model to calculate PV power output considering air temperature, wind speed, cell technology, solar spectrum, and shallow-angle reflection, which is presented in further detail in the cited publications [44,45].

For the subsequent steps of the process, we calculate the multi-annual average of hourly generation potential of solar and hydropower.

2.4. Dimensioning Scenarios

Scenarios are defined by the combination of different sizings of system components of the microgrid. The dimensioning of the solar system and micro hydropower plant define how RE potentials are used and therefore define the power generation throughout the year.

At the same time, the investment and, therefore, the yearly cost of the microgrid depend on the dimensioning of its components. The yearly cost of the system is calculated using the annuity method as proposed in [46]:

\[ A_n = CRF \cdot CAPEX + OPEX \]  

(Eq. 2)

\[ CRF = \frac{WACC \cdot (1 + WACC)^n}{(1 + WACC)^n - 1} \]  

(Eq. 3)

- \( A_n \) (USD/a): Annual microgrid cost (annuity)
- \( CRF \) (1/a): Capital recovery factor
- \( CAPEX \) (USD): Capital expenditures
- \( OPEX \) (USD): Operating expenses
- \( WACC \): Weighted average cost of capital
- \( n \) (years): Economic lifetime

Based on annual cost and annually delivered energy, the LCOE is calculated as follows:

\[ LCOE = \frac{A_n}{E_n} \]  

(Eq. 4)
2.5. DSM—Scheduling of Consumer Operation

The scheduling of consumer jobs is performed for each scenario. Based on the resulting operation schedules, the required consumer flexibility can be evaluated for each scenario. In the following, we describe the formulated resource-constrained scheduling problem to be solved with the implemented genetic algorithm.

2.5.1. Objective Function

The scheduling problem is solved by minimizing the following objective function, which is applied to evaluate the fitness of each individual of the population in the generational loop of the GA.

\[
Cost = w_{uh} \cdot unfavored\_hours + w_{sh} \cdot strongly\_unfavored\_hours + w_{po} \cdot power\_overshoot + w_{ps} \cdot parallel\_schedule\_hours
\]

The objective function contains the decision variables shown in Table 3 to which an individual weight \( w_i \) is assigned. The calculation of the value of the decision variables in the evaluation function of the implemented GA is described in Section 2.6.2.

Table 3. Decision variables.

| Decision Variable                  | Description                                                |
|-----------------------------------|------------------------------------------------------------|
| unfavored\_hours                  | Sum of hours jobs are scheduled in unfavored operating hours |
| strongly\_unfavored\_hours        | Sum of hours jobs are scheduled in strongly unfavored operating hours |
| power\_overshoot                  | kWh of energy demand exceeding availability                 |
| parallel\_schedule\_hours         | Sum of hours jobs of one consumer are scheduled in parallel |

2.5.2. Constraints

The scheduling is carried out minimizing the objective function under the following constraints.

1. Each job must be scheduled once within the timeframe defined by its release and deadline. This constraint is respected by the seeding and mutation function of the implemented GA. Therefore, populations always consist of individual solutions which respect this constraint.

\[
\text{start\_time} \geq \text{release} \tag{6}
\]

\[
\text{start\_time} + \text{duration} < \text{deadline} \tag{7}
\]

2. Jobs of the same consumer cannot be scheduled in parallel. Therefore, for valid scheduling solutions, the value of the decision variable \( \text{parallel\_schedule\_hours} \) must equal 0.

3. The power demand of the scheduled jobs must be equal to or less than the availability at any timestep. The power availability at every timestep \( t \) is defined by the RE generation, the total unscheduled load, and the power provided by the BESS as follows:

\[
P_{\text{available}}(t) = P_{\text{generation}}(t) - P_{\text{unscheduled}}(t) + P_{\text{BESS}}(t) \tag{8}
\]
The power demand of the scheduled jobs at a given timestep $t$ equals

$$P_{\text{demand}}(t) = \sum_{n=1}^{N} P_n(t)$$

(9)

with $N$ being the number of consumers and $P_n$ being the power demand of a job of consumer $n$.

The sum of excess power demand throughout the scheduling period equals the power overshoot, which must be 0 for a valid scheduling solution.

$$\text{power}_\text{overshoot} = \sum_{t=0}^{8759} \begin{cases} P_{\text{demand}}(t) - P_{\text{available}}(t) & \text{if } P_{\text{demand}}(t) > P_{\text{available}}(t) \\ 0 & \text{else} \end{cases}$$

(10)

4. The power of the BESS $P_{\text{BESS}}$ at a given timestep $t$ is positive when it is discharged and negative when it is charged. It is constrained by its capacity, C-rate, and SoC limits. A BESS model respecting these constraints is implemented in the GA. It is described in further detail in Section 2.6.2.

2.6. Implementation of the Resource-Constrained Scheduling Genetic Algorithm

We implemented a GA to solve the resulting resource-constrained scheduling problem using the Python library Distributed Evolutionary Algorithms in Python (DEAP) with the parameters shown in Table 4 [47].

| Table 4. Parameters used in the genetic algorithm. |
|-----------------------------------------------|
| **Population size:** Number of individuals in a population |
| **Number of generations:** Number of generations until termination of the genetic algorithm |
| **Tournament size:** Number of individuals taking part in the tournament selection |
| **Objective weights:** Weights of the objectives as defined in Equation (5) |
| **Power buffer:** Value subtracted from power generation of each timestep representing a buffer of power that must be in between the maximal scheduled demand and the availability |

2.6.1. Individual Representation

Each “individual” corresponds to a schedule of all jobs of the problem and is represented by a list of integer values. Its length is equivalent to the number of jobs to be scheduled. Each value represents the scheduled first timestep of the corresponding job, while the index represents the job’s ID. A seeding function creates the individuals of the initial population. It randomly selects starting times for each job, respecting the allowed timeframe defined by the job’s release and deadline.

2.6.2. Evaluation

During the evaluation, the fitness of an individual is determined. An operation schedule is created in which every job is placed according to the start time given by the individual. With this operation schedule and the power demand of each job, the resulting load profile of the individual is calculated. Based on the given power generation, the power overshoot—representing the “energy shortage per hour”—is calculated.

The BESS is modeled as a dispatchable load and generation capacity. The battery is charged when electricity generation exceeds the demand and discharged when the scheduled demand exceeds generation (see simplified sketch in Figure 3). The discharging and charging power of the BESS is limited by its specified C-rate as follows:

$$P_{\text{max}} = E \cdot C$$

(11)
The evaluation function iterates through each timestep of the individual’s operation schedule. When the power availability at a given timestep exceeds the load of the scheduled consumer operation \( (P_{\text{available}} > P_{\text{demand}}) \), the battery is charged with the available excess power \( (P_{\text{excess}} = P_{\text{available}} - P_{\text{demand}}) \). However, if the excess power exceeds the maximal charging power of the BESS \( (P_{\text{excess}} > P_{\text{max}}) \) or the charging power required to achieve an SoC of 100% in the current timestep, the lower absolute value of the two is used as \( P_{\text{BESS}} \).

Any additional power that cannot be charged into the battery is automatically curtailed (i.e., not fed into the microgrid) and therefore is not part of the evaluation. In practice, a temporary surplus of energy in the electricity grid (compare timestep 39 in Figure 3) leads to a rise in frequency at which PV stand-alone inverters will gradually reduce their output power (not shown in the sketch). If the frequency continues to rise due to a then still existing surplus, the additional power is thermally dissipated by the electronic load controllers of the hydropower plant in order to maintain the power balance and stabilize the frequency.

In case the load of the scheduled consumer operation exceeds the available power \( (P_{\text{demand}} > P_{\text{available}}) \), the BESS is discharged with the required power to match the power overshoot \( (P_{\text{shortage}} = P_{\text{demand}} - P_{\text{available}}) \). If this power exceeds the maximal discharging power \( (P_{\text{shortage}} > P_{\text{max}}) \) or the maximal discharging power required to reach the lower bound of the BESS SoC defined by the maximum depth of discharge, the lower absolute value of the two is used for \( P_{\text{BESS}} \). The power overshoot at the given timestep is reduced by the according discharging power of the BESS.

Any additional power shortage that the battery cannot match will result in a power overshoot \( (\text{power overshoot} > 0) \), making the scheduling scenario invalid (compare timestep 36 in Figure 3).

Similarly, the number of hours of operation of jobs during unfavored and strongly unfavored hours and the parallel scheduling of jobs of one consumer are evaluated. The fitness of the individual is then calculated according to the objective function (5). Additionally, the evaluation function determines the contribution of every single job to the reduction of an individual’s fitness. The larger this contribution is, the higher is the probability of variation of the starting time of the job during mutation.

### 2.6.3. Selection

We use DEAP’s standard tournament selection with a tournament size of 3: The selection method randomly draws three individuals from the population and compares their fitness. The best individual of the ones drawn wins the tournament and is added.
to the offspring. This is repeated N times, with N being the number of individuals in the population.

2.6.4. Crossover

A two-point crossover is applied to two individuals in the offspring with a defined probability. The crossover exchanges a randomly drawn segment of the two individuals.

2.6.5. Mutation

The mutation function is applied to an individual with a user-defined probability. Each individual’s job starting time is varied with a probability defined by the job’s normalized fitness, which has been determined during evaluation. Therefore, jobs with a stronger negative impact on the individual’s fitness are moved with a higher probability. Similar to individual seeding, jobs can only be placed within their allowed timeframe (defined by release and deadline) during mutation.

3. The Case of Kalenge Industrial Campus on Idjwi Island, DR Congo

We apply the proposed method to the test case of the Kalenge Industrial Campus microgrid on Idjwi Island. The observations and exchange with the local operators of the campus were the motivation to develop the presented, novel method. In the following section, we introduce the test case. It is important to note that the collection of consumer data is preliminary and was completed remotely to generate a basis to test the method. A renewed, more detailed data collection is necessary for further application.

3.1. Site Background

Idjwi Island is located in the Eastern Democratic Republic of the Congo (DRC) in Lake Kivu at the border of Rwanda. As of 2017, it had an estimated population of 290,000, which was rapidly growing in the previous decade [48,49]. The lack of infrastructure is a major challenge. Energy access is scarce, since there is no public electricity grid with a connection to the mainland [49]. In the past years, off-grid electrification has gained some momentum, with several new microgrids being developed [50,51].

The Kalenge industrial campus is located on the eastern shore of the Island at GPS coordinates –2.0864, 29.0712. The local organization PROLASA developed the campus to provide infrastructure for small businesses to foster socio-economic development. An MHP with a maximum capacity of 20 kW was built to supply electricity for productive consumers such as corn mills, carpentry, welding, or coffee milling. Since the existing MHP only covers a fraction of the demand, it is planned to increase its capacity and potentially add a PV system to the microgrid. We demonstrate the proposed dimensioning method for the presented site with the system topology shown in Figure 4. The MHP includes an electronic load controller, which dissipates power when the generation exceeds the load.

The industrial campus currently uses a diesel generator to power larger consumers with a demand exceeding the power provided by the MHP. In a future energy system with increased RE generation capacities, the stakeholders aim to not depend on diesel generators due to the relatively high and volatile diesel price of 1.2 to 1.4 USD/L (as of 2020) and difficult fuel supply and logistics.
Figure 4. Aerial image of the industrial campus with locations of generators and consumers (left), sketch of the assumed system topology (right).

3.2. Consumer Data

We collected data on energy consumers and their characteristics in interviews with the manager of the industrial campus and operators of individual businesses. The consumers listed in Table 5 were found to have scheduled operation, meaning they can adapt their operation to the available power generation. Their operation times and jobs have been specified as described in the Methods section.

Table 5. Description of the scheduled consumers in the test case.

| Consumer                  | Number of Jobs per Year | Typical Power of Jobs | Typical Job Duration | Total Energy Demand per Year | Preferred Hours of Operation | Seasonal Limitations                  |
|---------------------------|-------------------------|-----------------------|----------------------|------------------------------|------------------------------|----------------------------------------|
| Corn mill 1               | 39                      | 25 kW                 | 8 h                  | 7800 kWh                     | Sun–Fri, 7 a.m.–5 p.m.       | –                                      |
| Corn mill 2               | 39                      | 25 kW                 | 8 h                  | 7800 kWh                     | Sun–Fri, 7 a.m.–5 p.m.       | –                                      |
| Coffee factory            | 137                     | 11 kW                 | 8 h                  | 12,056 kWh                   | Mon–Sat, 8 a.m.–5 p.m.       | Only during harvesting seasons (beginning of April to mid-December) |
| Metal workshop            | 80                      | 10 kW                 | 4 h                  | 3200 kWh                     | Sun–Fri, 7 a.m.–5 p.m.       | –                                      |
| Wood workshop             | 300                     | 8 kW                  | 7 h                  | 16,800 kWh                   | Mon–Fri, 7 a.m.–5 p.m.       | –                                      |
| Chicken hatchery 1        | 11                      | 10 kW                 | 500 h                | 55,000 kWh                   | –                            | –                                      |
| Chicken hatchery 2        | 11                      | 10 kW                 | 500 h                | 55,000 kWh                   | –                            | –                                      |
| Beverage production       | 251                     | 20 kW                 | 7 h                  | 35,140 kWh                   | Sun–Fri, 7 a.m.–11 p.m.      | –                                      |
| PET blowing machine       | 251                     | 10 kW                 | 7 h                  | 17,570 kWh                   | Sun–Fri, 7 a.m.–11 p.m.      | –                                      |
In addition, the base load profile of unscheduled energy demand at the industrial campus seen in Figure 5 was estimated based on the typical use of small electrical appliances and lighting observed on the industrial campus.

![Figure 5. Unscheduled load profile of the industrial campus.](image1)

3.3. Micro Hydropower Potential

The current MHP is located at the Tama River at GPS coordinates –2.09254, 29.06884, with a distance of approximately 800 m to the industrial campus. The potential intake for an extended, future MHP will be approximately 700 m upstream, providing a head of 120 m. These site specifications are defined by local circumstances, such as available land and accessibility. The Tama River has a catchment area of around 8 km² at the potential intake position. Local flow rate measurements and modeled runoff based on GIS precipitation data [52] provide the estimated flow rate data depicted in Figure 6. A seasonal change between rainy and dry seasons can be observed.

![Figure 6. Average available flow rate at the MHP site.](image2)

3.4. Solar Power Potential

The solar potential was evaluated using the PVGIS tool [43]. The potential output of a PV system in kW/kWp was determined with an hourly resolution from 2005 to 2016 as a basis to calculate a multi-year average power output. As shown in Figure 7, there are very small seasonal changes in the solar power availability at the site.
3.5. Techno-Economic Specifications of System Components

Table 6 summarizes the techno-economic specification of the considered system components. We assume a weighted average cost of capital (WACC) of 10%.

While being one of the most cost-effective off-grid electricity generation technologies, calculating the economic performance of MHP is challenging due to the strong dependency on site-specific factors [53,54]. Therefore, their cost can range from 2000 to 10,000 USD/kW depending on site characteristics. Generally, the cost of MHP per installed capacity decreases with higher hydraulic heads [55,56]. The following cost estimations for the site on Idjwi Island are based on reported cost per kW from MHP projects in neighboring Rwanda.

Table 6. Techno-economic assumptions for the system components.

| Component  | CAPEX  | OPEX  | Lifetime | Other Assumptions |
|------------|--------|-------|----------|-------------------|
| MHP        | $4000 \text{ USD/kW} \ [57]$ | $100 \text{ USD/kWp} \ [58]$ | 40 a | • Efficiency: 75% $^1$ |
| PV system  | $1600 \text{ USD/kWp} \ [59]$ | $15 \text{ USD/kWp} \ [46]$ | 20 a | • PV system losses: 15% [60] |
| BESS $^4$  | $900 \text{ USD/kWh} \ [61]$ | $10 \text{ USD/kWh} \ [61]$ | 10 a | • Round trip eff.: 90% [62,63] |
| Grid $^6$  | $110,000 \text{ USD}$ | 2% | 20 a [64] | • Max. depth of discharge: 80% [46] |

$^1$ The efficiency includes all components of the MHP (penstock to generator) and is assumed to be constant. For the given hydraulic head, a Pelton turbine, which has high partial-load efficiency, would be most suitable [65].

$^2$ Estimation is based on the cost range given in [46,59].

$^3$ Optimal tilt in Rwanda is at $-3^\circ$, but a steeper angle was chosen to allow the rain to wash off dust [66].

$^4$ We only consider lithium-ion batteries since they have become the most economical battery technology for most microgrid applications [67].

$^5$ Estimated cost for the full AC-coupled battery system, including battery and inverter, based on cost range given in [46,62,67].

$^6$ These assumptions are based on cost data from the already existing distribution grid infrastructure at the site. For simplification, we assume no dependency on installed generation capacities.

3.6. Dimensioning Scenarios

We consider two “base scenarios” defined by the dimensioning of the MHP with 45 and 75 L/s nominal flow rate. Here, 45 L/s represents the base flow rate, which is available for at least 95% of the year and therefore provides a steady hydropower generation. At around 60% of the year, the available flow rate exceeds 75 L/s. This second MHP dimensioning scenario provides a higher annual energy supply at the cost of seasonal variations due to the rainy and dry seasons. The scenarios are defined by the combination of the dimensioning steps of each component, as shown in Table 7. We assume that scenarios including a PV...
system require a BESS for system stability and to account for short-term fluctuations of PV generation due to shading from clouds. Therefore, a total of 42 dimensioning scenarios are considered.

Table 7. Overview of the dimensioning scenarios.

| MHP     | PV System          | Battery Storage   |
|---------|--------------------|-------------------|
| 45 L/s  | 0, 20, 40, 60, 80 kWp | 0, 20, 40, 60, 80 kWh |
| 75 L/s  | 0, 20, 40, 60 80 kWp | 0, 20, 40, 60 80 kWh |

4. Results and Discussion

4.1. The Test Case of Kalenge Industrial Campus, Idjwi Island

We applied the developed method for the presented test case and the defined dimensioning scenarios. In the first step, the annual costs of the considered dimensioning scenarios are calculated based on the techno-economic parameters and the respective component sizing. We model a yearly power generation profile for each scenario combining the power output of the MHP and the PV system throughout the year based on the previously presented RE potential. The implemented algorithm is applied for each scenario to schedule the consumers’ jobs, minimizing the operation outside the consumers’ preferred operation times. Table 8 shows the selected parameters of the genetic algorithm.

Table 8. Parameter values chosen for the genetic algorithm.

| Parameter                    | Value            |
|------------------------------|------------------|
| Population size:             | 600              |
| Number of generations:       | 3500             |
| Crossover Probability:       | 50%              |
| Mutation probability:        | 100%             |
| Power buffer:                | 1 kW             |
| Objective weights:           |                  |
| Unfavored hours:             | 1                |
| Strongly unfavored hours:    | 2                |
| Power overshoot:             | 3                |
| Parallel scheduling:         | 100              |

We conducted the scheduling on a computer with an i9-9900K CPU (3.6 GHz) and 32 GB RAM, on which one generational loop took approximately 8.8 s per scenario. Figure 8 shows the convergence of the cost function of Equation (5) for the individual scenarios during the progress of the GA. After approximately 1500 generations, all scenarios show only slow improvements, and we assume convergence toward the respective optimum.

![Figure 8](image_url)  
**Figure 8.** Convergence of the fitness of the best solutions discovered for each scenario.

For each scenario, the algorithm returns the schedule of consumer operation of the best solution discovered. Figure 9 shows exemplary segments of resulting power demand after scheduling. The generation profile represents the maximal RE generation available before curtailment by the electronic load controller of the MHP or the PV inverter. The adaptation of demand to seasonally and daily varying generation is visible. The battery allows the demand to exceed the electricity generation for short periods.
As mentioned in Section 2.1, operation schedules are used as a basis to quantify how much consumer flexibility is required to fulfill the demand with the defined microgrid dimensioning scenarios. They are not intended to be used as exact, yearlong schedules for consumer operation once the off-grid system is completed. Instead, analyzing the modeled operation schedules in the dimensioning process provides insight into the required consumer flexibility during operation.

For example, base scenarios using only an MHP and no PV system or BESS show shifts of energy demand to night hours, indicating increased operation outside consumers’ preferred times. Further analysis of the resulting load profiles demonstrates this effect. The hourly profiles of average weekly load in Figure 10 show the increase of daytime peak and decrease of nighttime demand with increasing microgrid capacities for three exemplary scenarios.

A flatter load profile with higher nighttime operation means that a larger fraction of generated energy of the MHP is used. Therefore, smaller dimensioning scenarios have higher load factors which reduce LCOE at the cost of increasing required consumer flexibility.

Figure 11 shows this effect in detail for the beverage production in the test case. An increase in system component dimensions reduces operating hours outside of the preferred operation times. Visualizations such as this can help local stakeholders understand the impact of increased required flexibility on their operation.
In order to quantify the overall consumer flexibility required for each scenario, we calculate the total number of hours of operation outside of the preferred operation times. LCOE is calculated based on the yearly delivered energy and the scenario’s annual cost.

Figures 12 and 13 show that an increase in consumer flexibility can significantly decrease LCOE. For the test case on Idjwi Island, the modeled scenarios result in LCOE
ranging from over 0.32 USD/kWh to just below 0.15 USD/kWh. Together with the analysis of the scheduling results, we can now quantify the relationship between required consumer flexibility and LCOE and use it as a basis for selecting a system design.

Figure 12. LCOE and required consumer flexibility over decreasing system component dimensioning for the 45 L/s MHP base scenario.

Figure 13. LCOE and required consumer flexibility over decreasing system component dimensioning for the 75 L/s MHP.
The value or cost of consumer flexibility is subject to numerous locally specific, non-technical factors which can hardly be depicted in a microgrid dimensioning method. Therefore, we propose a manual selection and decision by the local stakeholders compromising between flexibility cost and LCOE. For example, the operator of a corn mill might be willing to start their morning shift at 6:00 instead of 8:00 to achieve an electricity price that allows them to operate economically. Productive users of energy should be able to decide how flexible they want to be to reduce their cost of energy. The final selection of an optimal microgrid design for the test case should be based on further considerations. The MHP’s dimensioning can hardly be adapted cost-efficiently when the electricity demand grows in the following years, since civil works and hydro-mechanical equipment would have to be replaced. PV and BESS, on the other hand, could be expanded relatively easily. At the same time, with the estimated demand for the test case, LCOE values below 0.20 USD/kWh are only achievable with the smaller MHP. Depending on the individual ability to pay of consumers and their willingness to operate flexibly, local stakeholders can make an informed decision for an economically viable off-grid energy system.

4.2. Uncertainties in Demand and RE Generation

The developed method determines the required consumer flexibility by scheduling the shifts of small industrial consumers constrained by the available RE generation. The number of shifts and, therefore, the total energy demand as well as the RE generation profiles are subject to uncertainties that impact the resulting required consumer flexibility. While these uncertainties were not considered during the demonstration of the developed method with the test case, they can be addressed in a further application by varying the energy demand and RE generation in sensitivity analyses. During consumer data collection, instead of recording a fixed number of jobs for each consumer, a range of the number of shifts can be determined, taking into account uncertainty and the possible development of energy demand. Uncertainty in RE generation can be represented by modeling generation profiles of single years instead of a multi-year average. Applying the developed method would then result in a possible range of required consumer flexibility.

4.3. Comparison with the Conventional Dimensioning Method

As previously described, conventional methods of microgrid dimensioning rely on modeled load profiles as a basis to design a cost-optimal energy system. For comparison, we apply this conventional approach for the test case using HOMER Pro. In the first step, a synthetic load profile is modeled. HOMER includes standard load profiles for different types of consumer characteristics. The “commercial” profile was selected as it fits best to the typical demand profile of the industrial campus. A random day-to-day variability and timestep variability of 10 and 20%, respectively, are applied to create a synthetic, yearlong load profile that is scaled to match the average daily energy demand of 653 kWh. The load profile in HOMER (see Figure 14) shows significantly higher daytime loads than the results of the scheduling approach. While a more sophisticated load profile modeling of the industrial campus could be performed to consider the consumer characteristics in detail, it would still lack information on the required consumer flexibility.

We optimized an off-grid energy system for the base scenarios of a 45 and 75 L/s MHP with the techno-economic parameters listed in Table 6 in Section 3.5 and obtained the results summarized in Table 9.

We can now compare the resulting microgrid designs from HOMER Pro with the results of our novel method. For base scenario A, the resulting system dimensions are slightly larger than in the modeled scenarios. HOMER’s result for base scenario B lies in the middle of the range of the modeled scenarios.
Table 9. Results of the microgrid optimization with HOMER Pro.

|                      | Base Scenario A—45 L/s MHP | Base Scenario B—75 L/s MHP |
|----------------------|----------------------------|----------------------------|
| PV system:           | 87.1 kWp                   | 32.6 kWp                   |
| BESS:                | 88 kWh                     | 69 kWh                     |
| Annual energy generation: | 489.83 MWh               | 595.64 MWh                |
| Load factor:         | 0.506                      | 0.416                      |
| Annual cost:         | 66,500 USD                 | 65,800 USD                |
| LCOE:                | 0.267 USD/kWh              | 0.265 USD/kWh             |

In both cases, the scheduling results indicate that HOMER’s standard load profile would still require consumer flexibility. This is not quantified during system design and could therefore lead to problems and unanticipated shortages during microgrid operation.

HOMER’s results suggest a relatively large system design and high LCOE. The conventional approach does not allow compromising between consumer flexibility and LCOE in order to match the consumer’s ability to pay. While manually estimating a “flatter” load profile to optimize another scenario is possible and would likely reduce LCOE, the users would not know if the system was feasible for their demand and how much demand side flexibility it would require.

5. Outlook

The presented results for the test case demonstrated that the proposed method and algorithm provide a quantified insight into the trade-off between LCOE and required consumer flexibility in a microgrid for the productive use of energy. The results also point to numerous possible future improvements and further development to facilitate practical application.

5.1. Improved Definition of the Search Space

The current approach requires a search space, which is manually defined by the sizing steps of the system components. Therefore, it is possible to miss an optimal solution either because it lies outside the search space or between defined steps. A possible solution is to apply the developed method in a multi-step process in combination with the conventional
dimensioning approach. In the first step, an optimization using a modeled load profile would be performed, as demonstrated in Section 4.3. The resulting microgrid capacities then define the upper limit of the search space for the DSM approach presented in this paper. After this first run, users can further limit the search space to an “area of interest”, where required consumer flexibility and LCOE are feasible. In this reduced search space, a further run of the DSM approach with smaller steps can be performed. Furthermore, the resulting load profile of a selected dimensioning scenario could be used to verify the results using a conventional dimensioning method.

5.2. Performance Improvements and Reduction of Complexity

The reduction of step size or the extension of the search space would again increase the problem size, which points to a limitation of the current implementation: Solving many relatively large scheduling problems is computationally expensive. It is unlikely that in practical applications, users would be willing to run multi-day optimizations to design an off-grid energy system. The current implementation of the GA shows potential for significant performance improvements, for example, from parallelization and parameter tuning. Reducing the modeled timeframe during optimization from one year to one exemplary month would significantly reduce the problem complexity. Modeling a full year gives the ability to take seasonal variations of generation and demand into account easily. While this is useful for the presented test case, where the hydropower generation shows seasonal variations, it might not be necessary in many other cases, especially in microgrids in Central Africa that rely only on solar power. Reducing the observed timeframe to exemplary segments would also likely reduce the complexity of consumer data collection.

5.3. Combination with Conventional Microgrid Dimensioning Methods Using Modeled Load Profiles

In practical application, our proposed method might be most beneficial in combination with conventional approaches to load profile modeling. A typical microgrid in the Global South, where anchor consumers act as enablers for rural electrification, could have a limited number of small industrial users and many residential consumers with little individual electricity demand [10,11]. The residential, unscheduled baseload can be modeled based on standard load profiles, while the cost of electricity for small industrial consumers could be reduced by finding a feasible compromise with the required flexibility.

5.4. Modeling Diesel Generators

Modeling dispatchable generation from diesel generators is another possible future improvement of the developed method. This would enable the application of off-grid systems with PV as the only RE generation technology, which often include diesel generators as backup. Exploiting demand side flexibility could prove especially valuable in solar–diesel microgrids where the use of the diesel backup generator is associated with high variable costs.

5.5. Incentive Models to Encourage and Reward Consumer Flexibility in Microgrids

The developed method gives users a quantified relationship between required consumer flexibility and the cost of electricity. This is a valuable basis for developing incentive and operation models for productive users of energy that motivate demand flexibility and reward contributions to reduced LCOE. In order to facilitate the stable operation of the microgrid and to avoid overloads, it might be necessary to include remote or timed switches in the microgrid, which connect and disconnect scheduled consumers according to previously agreed operating hours.

5.6. Further Application at the Test Case Site on Idjwi Island

We aim to further develop and apply the novel approach at the presented site on Idjwi Island. The discussion of our results with local stakeholders can provide valuable insight
for future work. It is important to understand which analysis or visualization consumers need to assess and understand the implications of required flexibility for their operation to make an informed flexibility–LCOE trade-off.

Furthermore, a renewed consumer data collection at the site of the test case would be valuable to account for past changes as well as the possible future development of energy demand. At the same time, this gives the chance to develop reliable and efficient methods to collect the required structured consumer data, for example, in workshops or interviews with local stakeholders.

5.7. Microgrid Stability during Operation of Industrial Consumers

The productive use of energy in microgrids poses further challenges outside of the scope of economic system optimization. Industrial consumers such as mills often use asynchronous motors that can make up a significant share of the total load of the microgrid. Especially during start-up, this can be challenging for frequency and voltage stability. Investigating this effect and possible measures to reduce it is valuable, since it can impact the scheduling and operation of small industrial consumers.

5.8. Assessing Small Hydropower Potential for Off-Grid Energy Systems

Finally, the experience from the site on Idjwi Island has shown that while MHPs have a large potential in off-grid energy supply for the productive use of energy, there are significant challenges that complicate their development. Other than for solar power, a quick analysis of generation potential based on GIS data is difficult. Hydropower potential is heavily dependent on site-specific factors and flow rate data. Therefore, the further development of tools that evaluate MHP potential and their integration in dimensioning methods for off-grid energy systems could be a valuable contribution [68].

6. Conclusions

Decentralized electricity supply with microgrids is essential in achieving universal energy access, especially in rural regions in the Global South. Off-grid electrification using renewable energy sources gives rural communities energy independence and improves living conditions. The productive use of electricity in microgrids can ensure their economic viability and foster socio-economic development.

The dimensioning of off-grid energy systems defines their investment, operation, and energy cost. Therefore, appropriate sizing is a key factor for long-term success. Conventional dimensioning methods rely on modeled load profiles and entail uncertainty, especially in microgrids with a high share of productive users of energy. At the same time, they do not provide the opportunity to account for consumer flexibility and quantify its value in reducing LCOE.

In this paper, we present a novel method of microgrid dimensioning that aims to overcome these limitations. Instead of modeling load profiles, we represent the electricity demand of industrial consumers as flexible jobs that can be scheduled according to consumers’ preferences and available renewable energy. This method of applying demand side management during system design gives the opportunity to quantify the value of consumer flexibility to reduce LCOE.

We implemented a genetic algorithm to solve the resource-constrained scheduling problem. While the complexity of the scheduling problem makes it computationally expensive, it proves to be capable of finding viable solutions. We propose several further improvements of the algorithm and simplification of the problem to overcome this limitation.

We demonstrate the novel method with the test case of a microgrid that is planned to supply multiple small industrial consumers on Idjwi Island, DRC. The results show that consumer flexibility has a significant impact on the resulting energy cost. For the test case, LCOE ranging from 0.15 to 0.32 USD/kWh are possible depending on consumer flexibility. The quantified cost–flexibility trade-off gives local stakeholders the ability to make an
informed compromise when designing an off-grid system that matches their ability to pay and the demand side flexibility they are willing to provide.

We compare the novel method with a conventional approach relying on a modeled load profile with HOMER Pro. With the resulting system design, an LCOE of approximately 0.26 USD/kWh is achieved. Unlike the proposed novel method, it does not provide insight into the potential to reduce LCOE by increasing demand side flexibility.

With the presented novel method, we overcome this limitation and contribute a new approach to designing economically viable microgrids for PUE.
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