A boundary integral equation with the generalized Neumann kernel for the Ahlfors map
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1 Introduction

A boundary integral equation with the generalized Neumann kernel has been presented in \cite{8-12} for computing the conformal mapping from multiply connected regions onto Koebe’s 39 canonical slit regions as well as the canonical region obtained by removing rectilinear slits from a strip. Only the right-hand side of the integral equation is different from one canonical region to another. In this paper, we shall extend the method presented in \cite{8-12} to compute the Ahlfors map of bounded multiply connected regions. We shall show that the same integral equation used in \cite{8-12} can be used to compute the Ahlfors map. However, the right-hand side of the integral equation contains the zeros of the Ahlfors map which are unknowns.

A well known integral equation for the Ahlfors map is the boundary integral equation derived by Kerzman and Stein \cite{2} for the Szegö kernel. This integral equation has been used in \cite{3,5,14} to compute the conformal mapping from simply connected regions onto the unit disc. A generalization of Kerzman-Stein method to compute the Ahlfors map for bounded multiply connected regions is given in Bell \cite{1}. The method presented in \cite{1} can be used to compute the Ahlfors map without relying on the zeros of the Ahlfors map. See also \cite{7,15,16}.

The approach proposed in this paper is of theoretical and practical interest. Firstly, it will be shown that the boundary integral equation with the generalized Neumann kernel used to compute the conformal mapping in \cite{8-12} is valid for the Ahlfors map. Secondly, the approach proposed in this paper can be combined with the approach proposed in \cite{1} to obtain a numerical method for computing the zeros of the Ahlfors map which is an interesting problem. The problem of computing the zeros of the Ahlfors map is more
difficult than computing the Ahlfors map itself. A method for computing the zeros of the Ahlfors map for an annulus is presented in [15][16].

For other integral equations for the Ahlfors map of doubly connected regions, see [7]. However, the right-hand side of these integral equations contains also an unknown constant which is a zero of the Ahlfors map.

2 Auxiliary material

Let $G$ be a bounded multiply connected region in the complex plane $\mathbb{C}$ of connectivity $m \geq 1$ with the boundary $\Gamma = \partial G$. The boundary $\Gamma$ consists of $m$ closed smooth Jordan curves $\Gamma_1, \Gamma_2, \ldots, \Gamma_m$ of which $\Gamma_1$ contains the others. The orientation of $\Gamma$ is such that $G$ is always on the left of $\Gamma$. For $j = 1, \ldots, m$, the curve $\Gamma_j$ is parametrized by a $2\pi$-periodic twice continuously differentiable complex function $\eta_j(t)$ with non-vanishing first derivative

$$\eta_j'(t) = d\eta_j(t)/dt \neq 0, \quad t \in J_j = [0, 2\pi].$$

The total parameter domain $J$ is the disjoint union of the intervals $J_1, \ldots, J_m$. We define a parametrization of the whole boundary $\Gamma$ as the complex function $\eta$ defined on $J$ by

$$\eta(t) = \eta_j(t) \text{ if } t \in J_j, \quad e.g.,$$

$$\eta(t) = \begin{cases} 
\eta_1(t), & t \in J_1 = [0, 2\pi], \\
\vdots & \\
\eta_m(t), & t \in J_m = [0, 2\pi].
\end{cases} \tag{1}$$

The meaning of the notation in [11] is as follows: For a given $\hat{t} \in [0, 2\pi]$, to evaluate the value of $\eta(t)$ at $\hat{t}$, we should know in advance the interval $J_j$ to which $\hat{t}$ belongs, i.e., we should know the boundary $\Gamma_j$ contains $\eta(\hat{t})$, then we compute $\eta(\hat{t}) = \eta_j(\hat{t})$.

Let $H$ be the space of all real Hölder continuous functions on $\Gamma$. In view of the smoothness of $\eta$, a real Hölder continuous function $\phi$ on $\Gamma$ can be interpreted via $\phi(t) = \hat{\phi}(\eta(t))$, $t \in J$, as a function $\hat{\phi} \in H$; and vice versa. Let $S$ be the subspace of $H$ that consists of real piecewise constant functions of the form

$$h(t) = \begin{cases} 
h_1, & t \in J_1, \\
\vdots & \\
h_m, & t \in J_m,
\end{cases} \tag{2}$$

with real constants $h_1, \ldots, h_m$.

For a fixed point $a \in G$, we define a complex-valued function $A(t)$ on $\Gamma$ by

$$A(t) = \eta(t) - a, \tag{3}$$

The generalized Neumann kernel formed with $A$ is defined by

$$N(s, t) = \frac{1}{\pi} \text{Im} \left( \frac{A(s)}{A(t)} \frac{\eta'(t)}{\eta(t) - \eta(s)} \right). \tag{4}$$

We define also a real kernel $M$ by

$$M(s, t) = \frac{1}{\pi} \text{Re} \left( \frac{A(s)}{A(t)} \frac{\eta'(t)}{\eta(t) - \eta(s)} \right). \tag{5}$$

The kernel $N$ is continuous and the kernel $M$ has a cotangent singularity type. Hence, the operator

$$N_\mu(s) = \int_J N(s, t) \mu(t) dt, \quad s \in J, \tag{6}$$

is a Fredholm integral operator and the operator

$$M_\mu(s) = \int_J M(s, t) \mu(t) dt, \quad s \in J, \tag{7}$$

is a singular integral operator. For more details, see [6][17].
3 The Ahlfors Map

The Ahlfors map $\omega$ is a branched $m$-to-one analytic function mapping $G$ onto the unit disk. The Ahlfors map takes each boundary component $\Gamma_j$ one-to-one and onto the unit circle. With the normalization

$$\omega(a) = 0, \quad \omega'(a) > 0,$$

the Ahlfors map is unique. For more details, see [4, p. 94] and [13, p. 379].

The Ahlfors map has exactly $m$ zeros in $G$. One of these zeros is $a$ and the remaining $m - 1$ zeros are unknowns. We represent these unknown zeros as $a_1, a_2, \ldots, a_{m-1}$. For $j = 1, 2, \ldots, m - 1$, suppose that $z_j$ is a fixed point inside $\Gamma_j$. Hence, the Ahlfors map $\omega$ can be written as

$$\omega(z) = c(z - a) \prod_{j=1}^{m-1} \frac{a - z_j}{a - a_j} \prod_{j=1}^{m-1} \frac{\eta(t) - a_j}{\eta(t) - z_j} e^{(z-a)f(z)}, \quad (8)$$

where $c = \omega'(a) > 0$ and $f$ is an auxiliary analytic function in $G$. Introducing the product $\prod_{j=1}^{m-1} \frac{a - z_j}{a - a_j}$ in (8) is necessary to ensure that both sides of (8) have the same winding numbers along the boundary components since this is important for the existence of an analytic function $f(z)$ such that (8) is valid. To ensure that $\omega'(a) = c$, we introduce the product $\prod_{j=1}^{m-1} \frac{a - z_j}{a - a_j}$ in (8).

Since $|\omega(\eta(t))| = 1$ on the boundary $\Gamma$, we obtain

$$1 = c|\eta(t) - a| \prod_{j=1}^{m-1} \frac{|a - z_j|}{|a - a_j|} \prod_{j=1}^{m-1} \frac{|\eta(t) - a_j|}{|\eta(t) - z_j|} e^{Re[A(t)f(\eta(t))]}$$

which implies that the boundary values of the function $f$ satisfy

$$Re[A(t)f(\eta(t))] = -\ln c - \sum_{j=1}^{m-1} \ln \frac{|a - z_j|}{|a - a_j|} - \ln |\eta(t) - a| - \sum_{j=1}^{m-1} \ln |\eta(t) - a_j| + \sum_{j=1}^{m-1} \ln |\eta(t) - z_j|. \quad (9)$$

If the zeros $a_1, a_2, \ldots, a_{m-1}$ are known, then the function $f$ is the unique solution of the RH problem

$$Re[A(t)f(\eta(t))] = h(t) + \gamma(t) \quad (10)$$

where

$$\gamma(t) = -\ln |\eta(t) - a| - \sum_{j=1}^{m-1} \ln |\eta(t) - a_j| + \sum_{j=1}^{m-1} \ln |\eta(t) - z_j| \quad (11)$$

and

$$h(t) = -\ln c - \sum_{j=1}^{m-1} \ln \frac{|a - z_j|}{|a - a_j|} \in S. \quad (12)$$

Let $\mu(t) = Im[A(t)f(\eta(t))]$, i.e., the boundary values of the function $f(z)$ are given by

$$Af = \gamma + h + i\mu \quad (13)$$

where $\mu$ and $h$ are unknown functions. It follows from (8) that the function $\mu$ is the unique solution of the integral equation

$$(I - N)\mu = -M\gamma \quad (14)$$

and the function $h$ is given by

$$h = [M\mu - (I - N)\gamma]/2. \quad (15)$$
By obtaining the functions $\mu$ and $h$, we obtain the boundary values of the function $f(z)$ from (13). Then, the values of the function $f(z)$ can be computed for $z \in G$ by the Cauchy integral formula

$$f(z) = \frac{1}{2\pi i} \int_{\Gamma} \frac{\gamma + h + i\mu}{A} \frac{1}{\eta - z} d\eta.$$ (16)

Then, the Ahlfors map $\omega(z)$ is computed from (8).

4 Numerical Example

A reliable procedure for solving the integral equation (14) numerically is by using the Nyström method with the trapezoidal rule with $n$ equidistant nodes in each interval $J_j$, $j = 1, \ldots, m$. See [8–12] for more details.

In this section, we shall consider a numerical example in the annulus $0.1 < |z| < 1$ ($m = 2$). This example have been considered in [16] where the Ahlfors map was computed using the Szegö and the Garabedian kernels. The first zero of the Ahlfors map, $a$, is assumed to be an arbitrary point in $G$. The second zero of the Ahlfors map, $a_1$, was computed in [16] as the zero of the Szegö kernel. It was proved in [16, Theorem 2] that $a_1 = -0.1/\bar{a}$. Orthogonal grid over the original region $G$ is shown in Fig. 1(a). The image of the region $G$ is shown in Fig. 1(b) for $a = 1/\sqrt{10}$ (hence $a_1 = -0.1/\sqrt{10}$) and in Fig. 1(c) for $a = 0.5$ (hence $a_1 = -0.2$). The same number, $n = 128$, of nodes in each interval $J_k$, $k = 1, 2$, was used.

![Figure 1: (a) Grid over the original region $G$. (b) The image of the region $G$ for $a = 1/\sqrt{10}$. (c) The image of the region $G$ for $a = 0.5$.](image)
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