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Abstract

Wavelet decompositions of integral operators have proven their efficiency in reducing computing times for many problems, ranging from the simulation of waves or fluids to the resolution of inverse problems in imaging. Unfortunately, computing the decomposition is itself a hard problem which is oftentimes out of reach for large scale problems. The objective of this work is to design fast decomposition algorithms based on another representation called product-convolution expansion. This decomposition can be evaluated efficiently assuming that a few impulse responses of the operator are available, but it is usually less efficient than the wavelet decomposition when incorporated in iterative methods. The proposed decomposition algorithms, run in quasi-linear time and we provide some numerical experiments to assess its performance for an imaging problem involving space varying blurs.

1 Introduction

The efficient computation of linear operators and their inverses is paramount for nearly any scientific computing problem. A large number of numerical approaches have been developed over the years, such as low rank decompositions, product-convolution expansions [12], hierarchical matrices [20] or wavelet decompositions [24,3]. They can yield huge speed-ups for the practical resolution of problems ranging from partial differential equations [6,28] to inverse problems [11]. We can also expect these ideas to play a growing role in the design of efficient neural networks [14].

A serious hindrance to their popularization is however the high cost to perform the decomposition in a large scale setting. For a square matrix in $\mathbb{R}^{N \times N}$, the cost of a naive decomposition is typically $O(N^3)$, which is incompatible with many current numerical challenges which frequently satisfy $N \gg 10^6$. The main objective of this paper is to reduce the computational burden of decomposing an operator in an orthogonal wavelet basis using an alternative decomposition called product-convolution.

Product-convolution expansions

Let $E$ denote a finite dimensional vector space of discrete $d$ dimensional functions. The functions in $E$ are defined on $\Omega = \{1, \ldots, N_1\} \times \ldots \times \{1, \ldots, N_d\}$ with $N = \prod_{i=1}^{d} N_i$. Throughout the paper we will work with periodic boundary conditions, i.e. consider that $\Omega$ is a discretization of the torus $\mathbb{T}^d$. Consider a linear
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operator $G$ defined for all $f \in \mathcal{E}$ by

$$G : f \mapsto \sum_{y \in \Omega} K(\cdot, y)f(y), \quad (1.1)$$

where $K \in \mathbb{R}^{N \times N}$ is the matrix form (the kernel) of the operator. If all the impulse responses $S(\cdot, y) = K(\cdot + y, y)$ are well approximated by their projections on a low-dimensional subspace $\mathcal{U} = \text{span}(u_k, 1 \leq k \leq m)$, it is possible to construct a product-convolution expansion $H$ of $G$ defined as

$$Hf = \sum_{k=1}^{m} u_k \ast (v_k \odot f), \quad (1.2)$$

where $\ast$ denotes the convolution operator, $u_k \in \mathcal{E}$ is a convolution filter, $\odot$ denotes the point-wise multiplication and $v_k \in \mathcal{E}$ is a multiplier. The multipliers $V = (v_1, \ldots, v_m)$ can be defined as the projections of the impulse responses on $\mathcal{U}$, i.e. $v_k(y) = \langle S(\cdot, y), u_k \rangle$ for all $y \in \Omega$, see [12]. From a numerical perspective, the expansion (1.2) can be evaluated efficiently using fast Fourier transforms with a complexity $O(mN \log(N))$.

Product-convolution expansions have appeared at least 3 decades ago and have been given different names in various fields, see e.g. [5, 25, 15, 17, 10, 1]. A remarkable aspect of these expansions is their ability to interpolate linear operators from scattered impulse responses: the bases $\mathcal{U}$ and $\mathcal{V}$ can be evaluated efficiently for operators with slowly varying impulse responses. Assuming that a few impulse responses $S(\cdot, y_i)$ are known at scattered locations $y_i \in \Omega$, it is possible to evaluate the basis $\mathcal{U}$ using a principal component analysis and to interpolate the projection coefficients over the domain $\Omega$ to obtain the multipliers $V$. This process not only provides a minimax estimate of the operator $G$ [4], but also a compact representation compatible with fast numerical algorithms. We refer the reader to [12] and Section 3.3 of this paper for more insight on the construction and approximation properties of this decomposition.

Wavelet decompositions On the other hand, multi-scale representations of integral operators have led to practical breakthroughs in the theoretical and numerical analysis of partial differential equations and inverse problems. Despite their considerable impact for the compact representation of functions, especially in the field of signal processing, the role of wavelets for coding operators still seems marginal, at least at an industrial level.

A possible explanation is the high cost related to the computation of the wavelet representation of an operator. Let $(\psi_\lambda)_{\lambda \in \Lambda}$ denote an orthogonal wavelet basis and $\Psi^*: \mathcal{E} \to \mathbb{R}^N$ denote the associated forward wavelet transform. The wavelet representation of $G$ in the wavelet basis is the matrix $\Theta = (\theta[\lambda, \mu])_{\lambda, \mu \in \Lambda}$ of coefficients $\theta[\lambda, \mu] = \langle G\psi_\lambda, \psi_\mu \rangle$. For an arbitrary operator $G$, computing these coefficients has a complexity of order $O(N^3)$ operations since the operator $G$ needs to be applied to each of the $N$ wavelets. This cost is prohibitive for large $N$.

The contribution We address this issue by providing a fast decomposition algorithm for product-convolution operators. Its complexity roughly scales as $O(mN \log^2 N \eta^{-\alpha})$ for any arbitrary precision $\eta > 0$, where $\alpha > 0$ is a quantity that depends on the smoothness of the operator and on the number of vanishing moments of the wavelet basis.

One may wonder what is the interest of using a wavelet decomposition if a product-convolution is already available. The reason comes from the higher numerical efficiency of wavelet decompositions when incorporated in iterative methods. For instance, we showed in [11, 13] that the simultaneous sparsity of operators and images in the same orthogonal
wavelet basis could be leveraged to accelerate the resolution of inverse problems by one or two orders of magnitude. The gain comes from two complementary facts:

- the method can operate in the wavelet domain only and avoid to continuously swap between different domains such as the spatial domain, the Fourier domain and the wavelet domain.
- In addition, efficient diagonal preconditioners can be designed since the matrix Θ is concentrated mostly along its diagonal. This idea is often referred to as a multi-level preconditioner [7].

We will illustrate the power of these ideas on a practical image deblurring problem.

## 2 Preliminaries

Let $E$ denote the linear space of $d$-dimensional discretized functions of $N$ samples defined on $\Omega = \{1, \ldots, N_1\} \times \ldots \times \{1, \ldots, N_d\}$ with $\prod_{i=1}^d N_i = N$. This space $E$ will be often identified with $\mathbb{R}^N$ through a bijective mapping $\omega : \Omega \rightarrow \{1, \ldots, N\}$. To simplify the discussion, we assume that the numbers $N_1 = \ldots = N_d = 2^J$ and we use circular boundary conditions.

Assuming that the number of pixels is large enough, methods and analyses proposed in this work can be extended to any boundary conditions by using boundary wavelets. We let $f(x)$ denote the value of a function $f$ at $x$, $v[i]$ denote the $i$-th coefficient of a vector $v$ and $A[i,j]$ denote the $(i,j)$-th element of a matrix $A$.

Let $A$ be an $N \times N$ matrix, we let supp$A$ denote its support i.e. the set of indexes associated to a non-zero coefficient: supp$A = \{(i,j) \in \{1, \ldots, N\}^2 \mid A[i,j] \neq 0\}$. The approximation rates stated in this paper will be expressed with respect to the spectral norm $\| \cdot \|_{2 \rightarrow 2}$ defined by

$$\|A\|_{2 \rightarrow 2} = \sup_{f \in \mathbb{R}^N, \|f\|_2 = 1} \|Af\|_2.$$

### 2.1 One dimensional orthogonal wavelet bases

We first recall the construction of wavelets on the continuous interval $[0,1]$. Let $\phi$ and $\psi$ denote the scaling and mother wavelets. Translated and dilated versions of the wavelets are defined, for $j \geq 0$, as follows

$$\phi_{j,n} = 2^{j/2} \phi \left( 2^j \cdot -n \right),$$

$$\psi_{j,n} = 2^{j/2} \psi \left( 2^j \cdot -n \right),$$

with $n \in \{0, \ldots, 2^j - 1\}$. A mother wavelet $\psi$ is said to have $M$ vanishing moments when

$$\forall 0 \leq m < M, \quad \int_{[0,1]} t^m \psi(t)dt = 0.$$

We now detail the construction of a 1D discrete orthogonal wavelet transform. A function $f : [0,1] \rightarrow \mathbb{R}$ can be discretized leading to a vector $v \in \mathbb{R}^{2^J}$ samples. The Fast Wavelet Transform is derived from the observation that wavelets $\phi$ and $\psi$ are associated to a filter bank $(h,g)$ [23, Theorem 7.7, p. 348]. From these filters $(h,g)$ the discrete wavelets $\phi_j$ and $\psi_j$ can be defined recursively using convolutions and sub-sampling. Setting $\phi_{J,n} = \mathbb{1}_{\{n\}}$, we get for $0 \leq j < J$

$$\phi_{j,l} = \sum_{n \in \mathbb{Z}} h[n - 2^j l] \phi_{j+1,n}, \quad \text{and} \quad \psi_{j,l} = \sum_{n \in \mathbb{Z}} g[n - 2^j l] \phi_{j+1,n}.$$
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We assume that the wavelets are compactly supported i.e. \(\text{supp}(\psi) = [-\delta+1,\delta]\). Note that \(\delta\) is related to the number of vanishing moments of the mother wavelet. Let \(M\) be this number, we have \(\delta \geq M\), with equality for Daubechies wavelets, see e.g., [23, Theorem 7.9, p. 294]. Together with [23, Theorem 7.5, p. 286] and \(g[i] = (-1)^{1-i}h[1-i]\), we deduce that \(\text{supp} h = \text{supp} \phi = [0, 2\delta - 1]\) and \(\text{supp} g = [-2(\delta - 1), 1]\). Therefore for \(0 \leq j \leq J\),
\[
\text{supp} \phi_{j,0} = [0, (2^J - 1)(2\delta - 1)] \quad \text{and} \quad \text{supp} \psi_{j,0} = [-2(2^J - 1)2(\delta - 1), (2^J - 1)].
\]

### 2.2 Orthogonal wavelet bases on \(E\)

In dimension \(d\), we use isotropic separable wavelet bases, see, e.g., [23, Theorem 7.26, p. 348]. Let \(l = (l_1, \ldots, l_d)\). Define \(\rho^0_{j,n} = \phi_{j,n}\) and \(\rho^1_{j,n} = \psi_{j,n}\). Let \(e = (e_1, \ldots, e_d) \in \{0,1\}^d\) and \(T_j = \{0,\ldots,2^j - 1\}^d\). For the ease of reading, we will use the shorthand notation \(\lambda = (j, e, l)\) and \(|\lambda| = j\). We also let \(J = \frac{1}{d} \log_2 N\) and
\[
\Lambda = \left\{ (j, e, l) \mid 0 \leq j \leq J - 1, \, l \in T_j, \, e \in \{0,1\}^d \right\}. \tag{2.1}
\]

The wavelet \(\psi_{\lambda}\) is defined by \(\psi_{\lambda}(x_1, \ldots, x_d) = \psi_{\lambda,j}(x_1, \ldots, x_d) = \rho^1_{j,e_1}(x_1) \cdots \rho^1_{j,e_d}(x_d)\).

With these definitions, every signal \(f \in E\) can be written as
\[
u = \langle u, \psi_{\lambda,j} \rangle \psi_{\lambda,j} = \sum_{\lambda \in \Lambda} \langle u, \psi_{\lambda,j} \rangle \psi_{\lambda,j}.
\]

Finally, we let \(\Psi^* : E \rightarrow \mathbb{R}^N\) denote the discrete forward wavelet transform and \(\Psi\) its inverse. We refer to [23, 9, 8] for more details on the construction of wavelet bases.

### 3 Main results

#### 3.1 Assumptions

The main result will be stated under mild regularity and decay assumptions on the kernels \(u_k\) defined below.

**Definition 3.1** (Smoothness class \(A_{\alpha}\) [71, p. 281]). A convolution kernel \(u_k\) is said to be \(\alpha\)-asymptotically smooth if there exists constants \(C \geq 0\), \(\alpha > 0\) and a compactly supported wavelet basis with \([\alpha]\) vanishing moments such that the following inequality holds:
\[
|\langle u_k \ast \psi_{\lambda}, \psi_{\mu} \rangle| \leq C2^{-(d/2+\alpha)}||\lambda|-|\mu||\vartheta(\lambda, \mu)^{-(d+\alpha)}, \tag{3.1}
\]
where
\[
\vartheta(\lambda, \mu) := 1 + 2^{\min(|\lambda|,|\mu|)} \text{dist}(\text{supp} \psi_{\lambda}, \text{supp} \psi_{\mu})
\]
measures the distance between the wavelets supports.

**Remark 3.1** (Asymptotic smoothness in a continuous setting). In a continuous setting, it can be shown that sufficient conditions for the kernels \(u_k\) to be \(\alpha\)-asymptotically smooth is \(u_k \in W^{\alpha,\infty}(\mathbb{R}^d)\) with the following decay property
\[
|\partial^p u_k(x)| \leq C_k (1 + ||x||_2)^{-(|p|+d)}, \tag{3.2}
\]
for all multi-indexes \(p\) with \(|p| \leq \alpha\). Hence, the \(\alpha\) smoothness property mostly boils down to regularity properties of the kernel. The larger \(\alpha\), the more regular the kernels.
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Our main results will be stated under the following assumptions.

**Assumption 3.1** (Regularity of the kernel).

- the operator $H$ has the form \[1.2\].
- there exists $\alpha > 0$ such that $u_k \in A_\alpha$ for all $1 \leq k \leq m$.
- the mother wavelet is compactly supported on a hypercube of sidelength $2\delta$.

Overall the set of assumptions in Assumption 3.1 describes a fairly large variety of operators comprising blurring operators \[11\], singular integral operators and pseudo-differential operators \[7\].

### 3.2 The algorithm and its guarantees

The main objective of this paper is to efficiently compute a sparse approximation $\tilde{\Theta}$ of the wavelet representation $\Theta$ of $H$ defined by

$$\Theta = \Psi^*H\Psi. \quad (3.3)$$

The proposed algorithm heavily relies on the peculiar structure of product-convolution expansions. In what follows, we let $U_k$ denote the convolution operator with $u_k$, $V_k = \text{diag}(v_k)$ denote the $k$-th multiplier, $A_k = \Psi^*U_k\Psi$ denote the wavelet representation of $U_k$ and $B_k = \Psi^*V_k\Psi$ denote the wavelet representation of the multiplier. The proposed methodology is described in Algorithm (1).

#### Algorithm 1 Decomposition of product-convolution in an orthogonal wavelet basis

**Require:** A precision $\eta > 0$, the

Set $\epsilon_k = \frac{\eta}{m\|v_k\|_\infty}$ for all $1 \leq k \leq m$

Set $\tilde{\Theta}$ an empty sparse matrix

for all $k = 1 \rightarrow m$

Compute $A_k$ (by exploiting the convolution structure) $\triangleright O(N\log^2 N)$

Threshold $A_k$ to get an $\epsilon_k$ approximation $\tilde{A}_k$ $\triangleright O(N\log N)$

Construct $B_k$ (using a sparse cascade algorithm) $\triangleright O(N\log N)$

Compute $C_k = \tilde{A}_kB_k$ $\triangleright O(N\log N\epsilon_k^{-d/\alpha})$

Accumulate $\tilde{\Theta} \leftarrow \tilde{\Theta} + C_k$ $\triangleright O(N\log N\epsilon_k^{-d/\alpha})$

end for

return $\tilde{\Theta}$ an $\eta$-approximation of $\Theta$

Our main theoretical result reads as follows.

**Theorem 3.1.** Under Assumption \[3.1\], Algorithm \[1\] produces a matrix $\tilde{\Theta}$ satisfying $\|\Theta - \tilde{\Theta}\|_{2 \rightarrow 2} \leq \eta$ in $O(\delta^{d+1}m^{\max(1,d/\alpha)}N\log^2 N\eta^{-d/\alpha})$ operations. Furthermore, the number of coefficients in $\tilde{\Theta}$ can also be bounded above by $O(\delta^dN\log^2 N\eta^{-d/\alpha})$.

**Remark 3.2.** In many applications, the kernels of integral operators are smooth. In particular, for $\alpha \geq d$ the term $\max(1,d/\alpha) = 1$. The complexity is thus linear in $m$. Remark \[3.1\] shows that this is satisfied when the kernels $u_k$ are of class $W^{d,\infty}$.

**Remark 3.3.** The bound on the number of coefficients in $\tilde{\Theta}$ provided by Theorem \[3.1\] allows to bound the complexity of matrix-vector products with $\tilde{\Theta}$. If we assume that the operator $G$ belongs to the class $A_\alpha$, a direct application of \[3, 11\] (see also Theorem \[5.1\]), shows
that one can construct an $\eta$ approximation $\tilde{G}$ of $G$, containing no more than $O(\delta^d N \eta^{-d/\alpha})$ coefficients. The result of Theorem 3.1 is therefore optimal up to the $\log_2 N$ factor. We believe that it could be discarded by assuming further regularity of the multipliers $v_k$. We could then use an additional approximation in place of $B_k$, in the exact same fashion as for the $A_k$'s.

### 3.3 Getting a product-convolution expansion

While the last two items in Assumption 3.1 are now well established, the combination with the first one may seem problematic. We review some numerical approaches to design product-convolution expansions below.

#### 3.3.1 Naive interpolation of impulse responses

The simplest and probably the most widespread product-convolution expansions in image processing are based on the assumption of slow variations of the impulse responses of the operator in the domain $\Omega$. Under this assumption, it is possible to set

$$u_k = S(\cdot, y_k)$$

i.e. $(u_k)^m_{k=1}$ are the impulse responses of the operator at some locations $(y_k)^m_{k=1}$. By setting the locations $(y_k)^m_{k=1}$ as a coarse Euclidean grid [25], it is possible to keep a small value for $m$. The functions $(v_k)^m_{k=1}$ are then used to interpolate the impulse responses i.e. they define a partition of unity with the constraints $v_k(y_k) = 1$ for all $1 \leq k \leq m$. The choice of these $v_k$ are discussed in many works, without particular guarantees on the approximation obtained. We refer the interested reader to [10] for a nice overview and [12] for approximation rates.

In the context of PDEs, product-convolution expansions are encountered in Schur complement methods for solving PDEs, Dirichlet-to-Neumann maps and in PDE-constrained optimization as Hessians. In [1], the functions $(u_k, v_k)^m_{k=1}$ are chosen as above, but instead of being defined on a Euclidean grid, locations $(y_k)^m_{k=1}$ are adaptively sampled to best approximate the operator with a fixed number $m$.

#### 3.3.2 Interpolating expansions of impulse responses

Under mild regularity assumptions of the impulse responses, product-convolution expansions can be designed from scattered impulse responses in a more efficient fashion than what was just described [15, 16, 4].

The main idea is to use a principal component analysis of the observed impulse responses $S(\cdot, y_k)$ to obtain a low-dimensional orthogonal basis $(u_k)$. The coefficient maps $(v_k)$ can then be computed by interpolating the known projection coefficients at the positions $(y_k)$. We showed in [4] that this approach was optimal from an approximation theoretic point of view.

#### 3.3.3 Singular value decomposition

When the operator $G$ in (1.1) is fully known, the optimal way (in Frobenius norm) for fixed $m$ to get a product-convolution expansion of an operator (1.1) is to construct a low-rank approximation of the $SVIR S$ (and not the kernel $K$). For many practical problems, the $SVIR S$ has a much lower rank than the kernel $K$. A typical example is the identity operator which has a kernel of rank $N$ and an $SVIR$ of rank 1. We refer to [12] for more examples and mathematical insights.
The low-rank decomposition of space varying impulse response can be achieved by performing a singular value decomposition (SVD) on $S$. For most problems, this approach is however intractable due to the size of matrices $S$.

Alternatively, we may just assume that the action of an operator with a matrix form $S$ can be evaluated on any vector. The couples $(u_k, v_k)_{k=1}^m$ can now be obtained using a randomized SVD of the matrix $S$ [22]. The complexity of such algorithms scales as $O(m^2 N)$, where $m$ is the number of matrix-product evaluations.

4 Numerical experiments – Spatially varying deblurring

4.1 Description of the operators

To assess the performance of the algorithm, we propose to perform numerical experiments on a large scale image deblurring problem. We synthesize two different blurring operators:

- The first one, in Figure 1a, is made of isotropic Gaussian impulse responses with a variance $\sigma(y_1, y_2)$ increasing along the vertical direction only (i.e. $\sigma(y_1, y_2) = 3y_2$ for $(y_1, y_2) \in [0, 1]^2$). The impulse responses are then truncated out, so that 99% of the Gaussian’s energy is kept. This allows to encode the operator as a sparse matrix to accelerate the explicit computation of $\Theta$. Notice that this is however unnecessary to apply our algorithms. As an indication, the largest support has a size $19 \times 19$ pixels.

- The second operator, in Figure 1b models realistic degradations appearing in optical systems [29]. The impulse responses are rotated and skewed Gaussian, with parameters depending on their location with respect to the center of the field. As an indication, the support of the impulse responses are of size $25 \times 25$.

We compute the product-convolution expansions of each of these operators using a randomized SVD of the matrix $S$ as explained in Section 3.3.3. The order $m$ of the expansion has been minimized so as to obtain a fixed deblurring performance, see paragraph 4.3.1. The first operator - Figure 1a - is decomposed with $m = 5$ coefficients, while the second one - Figure 1b - with $m = 25$ coefficients.

4.2 Comparing decomposition timings

In this section, we compare Algorithm 1 to standard decomposition methods. The direct algorithm to compute $\Theta$ from a product-convolution expansion is given in Algorithm 2. It consists in using a matrix-vector product and a wavelet transform for each column. Its complexity is therefore in $O(N^3)$ operations (this complexity is reduced here to $O(N^2)$ since we use the fact that the impulse responses are compactly supported).

Algorithm 2 Naive decomposition of matrices in an orthogonal wavelet basis

```
for all $\lambda \in \Lambda$ do
    Get $\psi_\lambda$ and compute $w_\lambda = H\psi_\lambda$
    Compute $\Psi^*w_\lambda$ to obtain $(\langle H\psi_\lambda, \psi_\mu \rangle)_{\mu \in \Lambda}$. Set it as the $\lambda$-th column of $\Theta$
end for
```
Figure 1: An illustration of the spatially varying blurs used in the numerical experiments. Blurring operators are applied to a Dirac comb to obtain the impulse responses at various locations.
In this comparison, we used parallel implementations running on 12 cores on a workstation with 256GB of RAM in double precision. Figure 2 compares the computing times using 3 Algorithms:

- Algorithm 2 with a direct computation with a sparse matrix (Alg. 2 - exact).
- Algorithm 2 with a product-convolution expansion (Alg. 2 - PC).
- The proposed Algorithm 1 (Alg. 1).

We use square images containing $N = 2^n \times 2^n$ pixels with $n \in \{7, \ldots, 12\}$. The maximal image size is therefore $4096 \times 4096$. We run the algorithms with a Symmlet wavelet basis of order 6. This choice is explained in Remark 4.1. The precision $\eta = 5.10^{-4}$ has been chosen so as to obtain good performance for a deblurring experiment. This choice is further detailed in Section 4.3.1.

In this setting, Algorithm 1 is much faster than any instance of Algorithm 2. For $n = 12$, corresponding to images of 16 millions pixels, the speed-up from Alg. 2 - product-convolution to Alg. 1 is 4680 for the operator on Figure 1a and 2330 for the operator on Figure 1b.

We also evaluate the decomposition times for various precisions with $N = 256 \times 256$ being fixed, see Figure 3. Assuming that the clock time is proportional to the number of operations, we deduce that the number of operations is bounded by a quantity proportional to $\eta^{-d/\alpha}$. We fit the curves with a line to obtain an approximation of the smoothness $\alpha$ of each operator.

| $N$ (pixels) | Alg. 2 - exact | Alg. 2 - PC | Alg. 1 | $O(N^2)$ | $O(N \log_2 N)$ |
|-------------|----------------|-------------|--------|----------|----------------|
| 16k         | 3s             | 3h36m       | 4y308d| 3y308d   | 3h36m          |
| 65k         | 76s            | 15h36m      | 1y440d| 1y440d   | 15h36m         |
| 260k        | 3h36m          | 15x33s      | 2y339d| 2y339d   | 15x33s         |
| 1M          | 177s           | 15x33s      | 2y339d| 2y339d   | 15x33s         |
| 4M          | 15x33s         | 15x33s      | 2y339d| 2y339d   | 15x33s         |
| 16M         | 15x33s         | 15x33s      | 2y339d| 2y339d   | 15x33s         |

**Figure 2:** Running times for various number of pixels $N = 2^n \times 2^n$ with $n \in \{7, \ldots, 12\}$. Left: for the blurring operator on Figure 1a and Right: for the one on Figure 1b.

**Remark 4.1.** The choice of the wavelet basis is of crucial importance as it has to simultaneously provide a good representation for the image and for the operator. A key parameter is the number of vanishing moments of the wavelet basis. As suggested by Definition 3.1, the number of vanishing moments should be at least equal to the smoothness $\alpha$ of the convolution kernels $u_k$ in order to get the best possible approximation.
In [11] we performed extensive numerical experiments of the approximation properties of a wavelet basis w.r.t. the number of vanishing moments. As expected, taking as many moments as possible was preferable for the approximation rate. However, increasing it too much led to insignificant approximation quality while deteriorating the numerical complexity significantly. This is mostly due to the constants of Theorem 5.1 which increase with the number of vanishing moments.

We performed additional numerical simulations - not reported here - to assess the behavior of the complexity of Algorithm 1 w.r.t. the sidelength $\delta$ of the wavelet basis. This sidelength is related to the number of vanishing moments $M$ since $\delta \geq M$ [23, Theorem 5.7, p. 286]. Numerically, we observed that the algorithm actually performs better than the rate $\delta^{d+1}$ in Theorem 5.1.

4.3 A deblurring experiment

The setting We assume that an observed image $f_0 \in E$ reads

$$f_0 = Hf + b,$$

where $f \in E$ is the clean image to recover, $b \sim \mathcal{N}(0, \sigma^2 \text{Id}_N)$ is a white Gaussian noise of standard deviation $\sigma$ and $H \in \mathbb{R}^{N \times N}$ is the blurring operator. The image $f$ used in this experiment is shown in Figure 4a and Figure 4 contains the degraded version $f_0$ with the two operators considered.

The optimization problem In this experiment we will seek to recover the image $f$ by solving the following variational problem

$$\arg \min_{f \in E} E(f) = \frac{1}{2} \|Hf - f_0\|_2^2 + \|\Psi^* f\|_{1,w},$$

where $\|z\|_{1,w}$ is a weighted $\ell_1$-norm with weights $w \in \mathbb{R}^N$ and defined by

$$\|z\|_{1,w} = \sum_{\lambda \in \Lambda} w[\lambda] |z[\lambda]|.$$
Figure 4: Images $f_0$, degraded versions of $f$ for the two operators considered. Noise level $\sigma = 5.10^{-3}$. 

(a) Original image $f$ – 1024 × 1024 pixels

(b) Blurred with blur Figure 1a – SNR = 25.30 dB

(c) Blurred with blur Figure 1b – SNR = 22.72 dB
The solution of this variational problem does not correspond to the state-of-the-art in terms of image quality since the prior is simple, but it is known to perform well in short computation times. Figure 5 shows the solutions of \((4.1)\) for the two blurs, with \(\Psi\) being a Symmlet wavelet basis of order 6, since it offers a good compromise between computing times and visual quality of the results [13]. We use this basis in all the experiments.

\[ \text{Figure 5: Solutions of } (4.1) \text{ for the two operators considered. The exact operator is used with } w[\lambda] = 2 \cdot 10^{-2} \cdot |\lambda|. \]

**The proposed algorithms**  Many algorithms were designed to solve non-smooth convex problems of the form \((4.1)\). The two predominant algorithms are the (accelerated) proximal gradient descent [26] also known as FISTA [2] and the alternating descent method of multipliers (ADMM) [18].

As shown in [13], a very efficient version of FISTA can be derived by approximating \((4.1)\) in the wavelet domain i.e.

\[
\text{arg min}_{z \in \mathbb{R}^N} \frac{1}{2} \| \Theta_L z - z_0 \|^2_2 + \| z \|_{1,w},
\]

where \(z_0 = \Psi^* f_0\), and \(\Theta_L\) is an \(L\)-sparse approximation of \(\Theta = \Psi^* H \Psi\). This idea allows to avoid constantly swapping between the wavelet and spatial domains, where most of the time is spent in traditional solvers. In addition, the matrix \(\Theta_L^T \Theta_L\) - which appears in the gradient of the quadratic term - is mostly concentrated around its diagonal that decreases across sub-bands. An efficient diagonal preconditioner can be designed exploiting
this property and further reduce the number of iterations by a factor roughly equal to 2 without compromising image quality.

The ADMM on its side requires the inversion of symmetric positive definite linear systems with matrix $\Theta^*L + \tau I_N$. This step could also be accelerated using the same ideas, but we observed that it was less efficient in practice and will not further report about this.

Table 1 compares the performance of various algorithms detailed in more details in Appendix A.

| Algorithm  | Description                        | Complexity | MVP | FFT | FWT | Diag |
|------------|------------------------------------|------------|-----|-----|-----|------|
| MVP        | FISTA-PC                           |            | 2   | -   | 2   | -    |
| MVP        | FISTA-W                            | 2          | -   | -   | -   | -    |
| MVP        | FISTA-WP                           | 2          | -   | -   | 1   | -    |
| MVP        | ADMM-PC                            |            |     |     |     | 6m+2 |

**Table 1:** List of algorithms compared in the numerical experiments with their complexity per iteration in terms of matrix vector products (MVP), fast Fourier transforms (FFT), wavelet transforms (WT) and product with diagonal matrices (Diag).

### 4.3.1 Choice of $m$ and $\eta$

The approximation properties of product-convolution expansions are investigated in [12] in terms of Frobenius distance on the operators. We are dealing here with an inverse problem thus the approximation needs are different. Because of the regularization term in (4.1), fine approximations of the operator are unnecessary, allowing to reduce the computational burden, see Figure 6.

We choose the order of expansion $m$ in a such a way that the pSNR of the deblurred images does not differ from more than 0.01dB from the pSNR of the solution of (4.1). From Figure 6, we obtain $m = 5$ for the operator on Figure 1a and $m = 25$ for the operator on Figure 1b. Note that $m$ is larger for the second blur since the impulse response variations are more complex.

In a similar fashion, we select the precision $\eta$ in such a way that the pSNR of the solution of (4.2) does not differ from more than 0.04dB from the pSNR of the solution of (4.1). We do not report the plots, but we found that $\eta = 5 \times 10^{-4}$ was sufficient to ensure this requirement.

### 4.3.2 Computing times

In this paragraph, we precisely compare the different methods designed to solve (4.1). The methodology consists in:

- finding the number $L$ for which the solution of (4.2) has a decrease of pSNR of less than 0.2dB w.r.t. the pSNR of the solution of (4.1),
for each algorithm, finding a number of iteration $N_{it}$ leading to a precision.

$$E(f^{(N_{it})}) - E(f^{(0)}) \leq 10^{-3}E(f^{(0)}).$$  \hspace{1cm} (4.3)

The cost functions are reported in Figure 7 while the timings are reported in Tables 2 and 3. Deblurring were performed on Matlab with automatic multi-threading disabled (using the -singleCompThread option), to avoid uncontrolled behaviors while timing. To further demonstrate the efficiency of FISTA-WP, we implement it in CUDA and run it on a GeForce GTX Titan X in double precision.

|                  | FISTA-Spa | FISTA-PC | ADMM-PC | FISTA-W | FISTA-WP | FISTA-WP (GPU) |
|------------------|-----------|----------|---------|---------|----------|----------------|
| # iterations     | 84        | 80       | 32      | 84      | 38       | 38             |
| Time (s)         | 58.3      | 44.4     | 37.6    | 3.6     | 1.9      | 0.087          |
| Speed-up         | -         | 1.3      | 1.5     | 16.2    | 30.7     | 670            |

Table 2: Timings and iterations number to reach criterion (4.3) for the blur in Figure 1a for the algorithms in Table 1 and in Figure 4a ($N = 1024 \times 1024$).

|                  | FISTA-Spa | FISTA-PC | ADMM-PC | FISTA-W | FISTA-WP | FISTA-WP (GPU) |
|------------------|-----------|----------|---------|---------|----------|----------------|
| # iterations     | 58        | 54       | 34      | 54      | 28       | 28             |
| Time (s)         | 616       | 119.1    | 172.6   | 9.9     | 5.1      | 0.164          |
| Speed-up         | -         | 5.2      | 3.6     | 62      | 120      | 4089           |

Table 3: Timings and iterations number to reach criterion (4.3) for the blur in Figure 1b for the algorithms in Table 1 and in Figure 4a ($N = 1024 \times 1024$).
**Figure 7**: Performance of the deblurring methods in Table 1 for an image of size $1024 \times 1024$. The cost functions are displayed with respect to the number of iterations on the left column and the time on the right column. The first row corresponds to the blur on Figure 1a and the second one to the blur on Figure 1b.
This example confirms that solving problem (4.1) by an approximation in the wavelet domain (4.2) leads to dramatic reduction of computation times (×16 and ×62 speed-up factors) with little loss in the quality (less than 0.2dB). Furthermore, the use of the structure of $\Theta_L$ allows to derive efficient diagonal preconditioners which lead to an extra ×2 speed-up.

5 Proof of the main result

The proof exploits the peculiar structure of product-convolution expansions:

- the convolution operator $U_k = u_k \ast \cdot$ can be decomposed in the wavelet basis and yields a matrix $A_k = \Psi^* U_k \Psi$ in $O(N \log^2 N)$ operations. As long as $U_k$ belongs to the smoothness class described in Definition 3.1, the matrix $A_k$ can be thresholded to obtain a sparse approximation $\tilde{A}_k$ of $A_k$.

- the multipliers $V_k = v_k \odot \cdot$ are diagonal. Therefore the sparsity pattern of $B_k = \Psi^* V_k \Psi$ is included in the set of wavelet with supports intersecting the diagonal and contain at most $O(N \log^2 N)$ non-zero coefficients, with known locations. They can be computed in $O(N \log^2 N)$ operations using a cascade algorithm.

The general approach is therefore to compute each couple $(A_k, B_k)$, compute the products $\tilde{A}_k B_k$ and accumulate the sum to get an approximation $\tilde{\Theta} = \sum_{k=1}^m \tilde{A}_k B_k$ of $\Theta$. The last two steps are also critical since in the general case, the number of coefficients can explode in the product $\tilde{A}_k B_k$ or when summing them all. However, relying again on the peculiar structure of the matrices $\tilde{A}_k$ and $B_k$, one can prove that the complexity of the algorithm stays quasi-linear. In what follows we precisely describe each of these steps.

5.1 Structure of $A_k$

The matrix $A_k = \Psi^* U_k \Psi$ is the wavelet representations of a convolution operator $U_k$. As such, it inherits a peculiar structure. As observed in [13] it has circulant sub-bands. To make it precise, we recall that a wavelet representation $\Theta$ can be decomposed into its wavelet sub-bands:

$$\Theta = \left( \Theta^{e,e'}_{j,j'} \right)_{e,e' \in \{0,1\} \times \{0,1\}^d, \ j, j' \leq J-1}, \quad \text{with } \Theta^{e,e'}_{j,j'}[l, l'] = \Theta[\lambda, \mu].$$

for $l \in T_j, \ l' \in T_{j'}$ and $\lambda = (j, e, l), \ \mu = (j', e', l')$. For instance on 1D signals with $J = 2$, the sub-bands of $\Theta$ are shown in Figure 8.

![Figure 8: Sub-band structure of convolution matrices in the wavelet domain. Here on 1D signals with $J = 2$.](image-url)
The sub-bands $\Theta_{\lambda,\mu}^{c,k}$ themselves have a specific structure captured by the following definition.

**Definition 5.1** (Rectangular circulant matrices). Let $P \in \mathbb{R}^{2^d \times 2^d}$ denote a rectangular matrix and $\tau_a$ be the translation operator by vector $a \in \Omega$. The matrix $P$ is called circulant if and only if

- When $k \geq j$ : there exists $p \in \mathbb{R}^{2^d}$ such that $P[l, :] = \tau_{2^k-j}p$ for all $l \in T_j$.
- When $k < j$ : there exists $p \in \mathbb{R}^{2^d}$ such that $P[ :, l] = \tau_{2j-k}p$ for all $l \in T_k$.

**Lemma 5.1** ([13 Theorem 3]). The sub-bands of matrix $A_k$ are circulant. Therefore, only $O \left( (2^d - 1)N \log_2 N \right)$ coefficients are needed to encode $A_k$. They can be computed with no more than $O \left( (2^d - 1)N \log_2^2 N \right)$ operations.

Furthermore, the matrices $A_k$ are assumed to belong to the smoothness class $\mathcal{A}_\alpha$ governing the decay of its coefficients. This property allows to obtain efficient approximations of $A_k$ as described by Theorem 5.1.

**Theorem 5.1** ([7 Theorem 4.6.2]). Let $A \in \mathcal{A}_\alpha$. For all $L \geq 0$, one can construct a matrix $A_L$ with at most $L$ non-zero entries of $A$ per row and column such that

$$
\|A - A_L\|_{2 \rightarrow 2} \lesssim L^{-\alpha/d}.
$$

(5.1)

As a summary, Lemma 5.1 together with Theorem 5.1 ensure that the computation of the matrices $A_k$ and their approximations at any precision are tractable in large dimensions.

**Remark 5.1.** Note that the approximation step is crucial to obtain a quasi-linear complexity of the overall algorithm. If no approximation were made, the complexity of the product $A_kB_k$ could become quasi-quadratic.

**Remark 5.2.** The proof of Theorem 5.1 gives an explicit way of building $A_L$ from $A$. We recall it here for sake of completeness. The matrix $A_L$ is obtained by zeroing all entries satisfying either (i) $||\lambda|| - |\mu| > J(L)$ or (ii) $\psi(\lambda, \mu) > 2^{J(L)}$ where $J(L)$ is linked to $L$ through the relation $L \lesssim J(L)^{d/J(L)}$. A straightforward algorithm building $A_L$ consists in looping along all rows $\lambda$ and rows $\mu$ and discard elements satisfying either (i) or (ii). This algorithm requires $O(N^2)$ operations in the general case. Due to the particular structure of matrix $A$ - only $\log_2(N)$ coefficient are non-zero per row (Lemma 5.1) - this algorithm has $O(N \log_2 N)$ complexity. In practice, many authors propose to simply threshold $A$. This comes from the observation that keeping coefficients that are larger than $2^{-\lfloor d/2 + \alpha \rfloor}$ do not satisfy (i) and (ii) (from Definition 5.1). Again, since $A$ is encoded with $O(N \log_2 N)$ coefficients, thresholding $A$ costs $O(N \log_2 N)$ instead of $O(N^2)$ in the general case.

**5.2 Structure of $B_k$**

We now turn on discussing the structures of the matrices $B_k = \Psi V_k \Psi^*$. Since the operators $V_k$ are diagonal, the coefficients $B_k[\lambda, \mu] = \langle v_k \circ \psi_\lambda, \psi_\mu \rangle$ necessarily vanish as long as $\supp \psi_\lambda$ and $\supp \psi_\mu$ do not intersect. Define

$$
\mathcal{I} = \{(\lambda, \mu) \in \Lambda \times \Lambda \mid \supp \psi_\lambda \cap \supp \psi_\mu \neq \emptyset \} ,
$$

we thus have $\supp B_k \subseteq \mathcal{I}$ for all $1 \leq k \leq m$. This property allows to derive upper bounds for the number of coefficients in a column and a row of $B_k$ (Lemma 5.2) as well as for the cardinality of $\supp B_k$ (Lemma 5.3).
Lemma 5.2. Assume that the mother wavelet is compactly supported on a hypercube of sidelength $2\delta$. Let $\lambda \in \Lambda$ and $j = |\lambda|$, there are at most $(2\delta)^d(2^d - 1)j + 2^{d(j - j)}$ indexes $\mu \in \Lambda$ such that $\text{supp} \psi_\lambda \cap \text{supp} \psi_\mu \neq \emptyset$.

Proof. Let $\lambda = (j, e, l) \in \Lambda$. From the definition of $\psi_\lambda$ we get that

$$\text{supp} \psi_\lambda \subseteq \left[-(2^{j-1} - 1)(\delta - 1) + 2^{j-1}l, (2^{j-1} - 1)\delta + 2^{j-1}l\right].$$

Consider now another $\mu = (j', e', l') \in \Lambda$. Necessary conditions for the intersections of the supports of $\psi_\lambda$ and $\psi_\mu$ are

$$-(2^{j-j'} - 1)(\delta - 1) + 2^{j-j'}l' \leq (2^{j-j} - 1)\delta + 2^{j-j}l,$$

$$-(2^{j-j} - 1)(\delta - 1) + 2^{j-j}l \leq (2^{j-j'} - 1)\delta + 2^{j-j'}l',$$

where the $\leq$ has to be understood as a component-wise inequality for $d > 1$. Without loss of generality, we assume that $l = 0$.

We let $\mathcal{N}_{j, j'}$ be the set of $l' \in \Lambda$ satisfying the above conditions i.e.

$$\begin{align*}
l' &\geq -2^{j-j'} \left(2^{j-j} + 2^{j-j'} - 2\right) \delta + 2^{j-j'} (2^{j-j} - 1) \\
l' &\leq 2^{j-j'} \left(2^{j-j} + 2^{j-j'} - 2\right) \delta - 2^{j-j'} (2^{j-j} - 1)
\end{align*}$$

The volume of $\mathcal{N}_{j, j'}$ is therefore

$$\# \mathcal{N}_{j, j'} = \left(2^{j-j} \left(2^{j-j} + 2^{j-j'} - 2\right) \delta - 1\right) + 1\right)^d$$

$$\leq \left(2^{j} \left(2^{j} + 2^{j'}\right) (2\delta - 1) + 1\right)^d$$

$$\leq \left(2^{j} \left(2^{j} + 2^{j'}\right) 2\delta + 1 - 2^{j-j} - 1\right)^d$$

$$\leq \left(2^{j} \left(2^{j} + 2^{j'}\right) 2\delta\right)^d$$

Therefore,

$$\begin{align*}
\# \{\mu \in \Lambda | \text{supp} \psi_\mu \cap \text{supp} \psi_\lambda \neq \emptyset\}
\leq & \sum_{j'=0}^{J-1} \sum_{e \in \{0, 1\}^d \setminus \{0\}} \sum_{l' \in \mathcal{T}_{j'}} \mathbf{1}_{\mathcal{N}_{j, j'}}(l') \\
= & (2^d - 1) \sum_{j'=0}^{J-1} \left(2^j \left(2^j + 2^{j'}\right) 2\delta\right)^d \\
\leq & (2^d - 1)(2\delta)^d \left(\sum_{j'=0}^{J-1} 1 + \sum_{j'=j}^{J-1} 2^{d(j-j')}\right) \\
= & (2^d - 1)(2\delta)^d \left(j + 2^{j-j} \frac{2^d j - 2^d j}{2^d - 1}\right) \\
\leq & (2\delta)^d \left((2^d - 1)j + 2^{d(j - j)}\right)
\end{align*}$$

which gives the upper-bound on the number of intersections. \qed
Lemma 5.3. We have \( \# I \leq c(d)\delta^d J 2^{dJ} \), where the constant \( c(d) = 2(2^d - 1)2^d \). Therefore since \( J = \frac{\log_2(N)}{d} \), the total number of intersections is at most

\[
\frac{c(d)}{d} \delta^d N \log_2(N).
\]

Proof.

\[
\# I = \# \{(\lambda, \mu) \in \Lambda \times \Lambda \mid \text{supp } \psi_\mu \cap \text{supp } \psi_\lambda \neq \emptyset\} \\
\leq \sum_{j=0}^{J-1} (2^d - 1)2^{jd}\delta^d \left((2^d - 1)j + 2d(J-j)\right) \\
\leq (2^d - 1)2^{d}\delta^d \left((2^d - 1)J\frac{2^{dj} - 1}{2^d - 1} + J 2^{dJ}\right) \\
\leq 2(2^d - 1)2^{d}\delta^d J 2^{dJ} .
\]

The numerical computation of \( B_k = \Psi^* V_k \Psi \) is conceptually simple. It consists in two steps:

**Step 1** Compute the wavelet transform of each column of \( V_k \) i.e. build a matrix \( \hat{V}_k \) such that \( \hat{V}_k[\lambda, i] = \langle V_k[, i], \psi_\lambda \rangle \) for all \( 1 \leq i \leq N \) and \( \lambda \in \Lambda \). Each column of \( V_k \) is a discrete Dirac mass, i.e. contains only one element. Therefore, its wavelet transform can be computed with a minimal number of operations using a cascade algorithm taking advantage of the signals sparsity. A cascade algorithm consists in applying discrete convolutions with filters \( h \) and \( g \) and subsampling the outputs in a recursive fashion. It is derived from the multiresolution structure of a wavelet transform. We refer to [23, Section 7.3] for more details.

**Step 2** Compute the wavelet transform of each row of \( \hat{V}_k \) i.e. \( B_k[\lambda, \mu] = \langle \hat{V}_k[, \lambda], \psi_\mu \rangle \) for all \( \lambda, \mu \in \Lambda \). Similarly, the \( \lambda \)-th row of \( \hat{V}_k \) is sparse: it contains at most \((2^{J-j}2\delta)^d\) contiguous coefficients. The same sparse cascade algorithm can be used to compute its wavelet transform.

We illustrate the sparsity structure of the matrices \( \hat{V}_k \) and \( B_k \) in Figure 9 for the case of 1D signals. Observe that each row of \( \hat{V}_k \) contains only a few contiguous nonzero indexes. To control the complexity of each step, we will use the following result.

**Lemma 5.4.** Let \( f \in E \) be supported on the hypercube of \( \Omega \) defined by the lower vertex \( q_0 \in \Omega \) and the side length \( \kappa \). We call \( q_1 \in \Omega \) the upper vertex of the hypercube i.e. \( q_1 = q_0 + \kappa \). Let \( c = \Psi^* f \) be its wavelet transform and \( c_{j,e} \) its \((j, e)\)-sub-band i.e. \( c_{j,e}[l] = c[\lambda] = \langle f, \psi_\lambda \rangle \) for all \( l \in T_j \) and \( \lambda = (j, e, l) \). We have

\[
\text{supp } c_{j,e} = [2^{d-j}q_0 - (1 - 2^{-j}), 2^{d-j}q_1 + (1 - 2^{-j})2(\delta - 1)] \\
\# \text{supp } c_{j,e} \leq 2^d \left(2^{(d-j)\kappa^d} + (2\delta)^d\right)
\]

Furthermore, the number of operations to compute \( c \) is bounded above by

\[
2d\delta 2^d \left(\kappa^d + (2^d - 1)(2\delta)^dJ\right).
\]
Figure 9: Wavelet representations of a diagonal matrix. Here we illustrate the case of a 1D wavelet transform of size $1024 \times 1024$ with $J = 3$ decomposition levels.

Proof. Let $\lambda = (j, e, l) \in \Lambda$. From the definition of $\psi_\lambda$ we get that

$$\text{supp} \psi_\lambda \subseteq \left[ -(2^{J-j} - 1)(\delta - 1) + 2^{J-j}l, (2^{J-j} - 1)\delta + 2^{J-j}l \right].$$

Necessary conditions for the intersections of the supports of $\psi_\lambda$ and $f$ are

$$\begin{cases}
q_0 \leq (2^{J-j} - 1)\delta + 2^{J-j}l \\
q_1 \geq -(2^{J-j} - 1)(\delta - 1) + 2^{J-j}l,
\end{cases}$$

where the inequalities have to be understood component-wise. These conditions are equivalent to

$$2^{J-j} (q_0 - (2^{J-j} - 1)) \leq l \leq 2^{J-j} (q_1 + (1 - 2^{-J})2(\delta - 1)).$$

The volume of such a set is

$$\# \text{supp} c_{j,e} = (2^{j-J} q_1 - 2^{j-J} q_0 + (1 - 2^{-J})2(\delta - 1) + (1 - 2^{-J}) + 1)^d$$

$$= (2^{j-J}(q_1 - q_0 + 1) + (1 - 2^{-J})2\delta)^d$$

$$\leq 2^d \left( 2^{d(j-J)}\kappa^d + (2\delta)^d \right)$$

Since filters $g$ and $h$ have the same length, the details and average coefficients of the wavelet transforms have the same size in each sub-band - albeit not the same support. Therefore we only analyze the detail coefficients. The computation of one $c_{j,e}$ is obtained from $d$ convolutions of average coefficients at scale $j + 1$ with wavelet filters of size $2\delta$. Hence the number of operations to compute one $c_{j,e}$ is $d2\delta# \text{supp} c_{j,e}$ and the total number of operations needed to compute $c$ is

$$\sum_{j=0}^{J-1} (2^d - 1)2d\delta# \text{supp} c_{j,e}$$

$$\leq 2d\delta(2^d - 1)2^d \sum_{j=0}^{J-1} \left( 2^{d(j-J)}\kappa^d + (2\delta)^d \right)$$

$$\leq 2d\delta(2^d - 1)2^d \left( \kappa^d \frac{1}{2^d - 1} + (2\delta)^d J \right)$$

which ends the proof. □
We are now ready to bound the complexity of step 1.

**Lemma 5.5.** The computation of the matrix $\hat{V}_k$ requires at most

\[ c(d)(2\delta)^{d+1}N \log_2 N \]

operations. The constant $c(d) = 2^d(2^d - 1)$.

**Proof.** The $i$-th column of $V$ is supported on $\{\omega^{-1}(i)\}$. Using Lemma 5.4 together with $J = \frac{1}{d} \log_2 N$ give the result. \qed

The cost of step 2 is controlled by the following Lemma.

**Lemma 5.6.** The computation of $B_k$ from $\hat{V}_k$ requires at most

\[ c(d)(2\delta)^{d+1}N \log_2 N \]

operations. The constant $c(d) = 2^d + 1(2^d - 1)$.

**Proof.** To bound the number of operations needed to compute $B$ from $\hat{V}$, we need to know the support of each row of $\hat{V}$. Let $\lambda = (j, e, l)$. From Lemma 5.4, the necessary condition for $\hat{V}[\lambda, \cdot]$ to be non-zero is

\[ l \in [2^{j-J}\omega^{-1}(i) - (1 - 2^{-J}), 2^{j-J}\omega^{-1}(i) + (1 - 2^{-J})2(\delta - 1)] \]

Equivalently the condition becomes

\[ \omega^{-1}(i) \in [2^{j-J}l - (2^{j-J} - 1)2(\delta - 1), 2^{j-J}l + (2^{j-J} - 1)]. \]

Therefore $\text{supp} \hat{V}[\lambda, \cdot] = [2^{j-J}l - (2^{j-J} - 1)2(\delta - 1), 2^{j-J}l + (2^{j-J} - 1)]$. Using again Lemma 5.4 we conclude that the number of operations required to compute $B$ from $\hat{V}$ is bounded above by

\[
\sum_{j=0}^{J-1} (2^d - 1)2^{jd}2d^2(2^{j-J} - 1)(2\delta - 1) + 1)^d + (2^d - 1)(2\delta)^dJ
\leq (2^d - 1)2d^2\sum_{j=0}^{J-1} 2^{jd} \left( (2d^j - 1)2^J + (2^d - 1)(2\delta)^dJ \right)
\leq (2^d - 1)2d^2 \left( (2\delta)^dJ2^{dJ} + (2\delta)^dJ2^{dJ} \right)
\leq 22^d(2^d - 1)(2\delta)^{d+1}N \log_2 N
\]

where we used $J = \frac{1}{d} \log_2 N$ to conclude the proof. \qed

Overall, the computation of one matrix $B_k$ can be achieved in $O((2^d+1)N \log_2 N)$ operations. As seen in this two-step algorithm, the crucial ingredient of its efficiency is the sparse cascade algorithm. Its implementation is very similar to the standard algorithm but loops on the non-zero elements of the input signal in $E$. Furthermore, the indexes of each non-zero coefficient at the next scale have to be tracked and reused at the next filtering stage.
5.3 Products $\tilde{A}_kB_k$

Two questions are important while investigating the product $\tilde{A}_kB_k$. First, how many operations are needed for its computation and how many non-zero coefficients are in the product matrix. These questions are answered in the following Lemma.

**Lemma 5.7.** The number of operations required to compute $\tilde{A}_kB_k$ is bounded above by $c(d)\delta^dN \log_2 N \epsilon_k^{-d/\alpha}$. Furthermore, the number of non-zero coefficients is bounded above by the same quantity. The constant $c(d) = \frac{2}{d}(2^d - 1)^2$.

The product $\tilde{A}_kB_k$ could be implemented by building the matrix $\tilde{A}_k$ from the set of circulant vectors and then rely on a standard implementation of sparse matrix-matrix products. However, the building step could be memory-intensive and long time-wise. This step is avoided by taking advantage of the sub-band circulant structure of $\tilde{A}_k$: locations of non-zero coefficients can be predicted from the elements of the circulant vectors.

Before proving Lemma 5.7, we present a useful Lemma.

**Lemma 5.8** ([19] [30]). Let $A$ and $B$ two $N \times N$ matrices. Let $\alpha_i$ be the number of non-zero entries in the $i$-th column of $A$ and $\beta_i$ be the number of non-zeros entries in the $i$-th row of $B$. Then, the number of operations required to perform $AB$ is only $\sum_{i=1}^{N} \alpha_i \beta_i$.

Furthermore, the number of non-zero coefficients in $AB$ is bounded above by the same quantity.

We are now ready to prove Lemma 5.7.

**Proof of Lemma 5.7.** From Theorem 5.1 we know that the number of non-zero coefficients in the $\lambda$-th column of $A$ is bounded by $\alpha_\lambda = L$.

Similarly, Lemma 5.2 shows that the number of coefficients in the $\lambda$-th row of $B$ is bounded by $\beta_\lambda = 2^d \delta^d \left((2^d - 1)j + 2^d(J-j)\right)$.

Therefore the total number of operations is bounded above by:

$$\sum_{\lambda \in \Lambda} \alpha_\lambda \beta_\lambda \leq \sum_{j=0}^{J-1} (2^d - 1)2^d \delta^d \left((2^d - 1)j + 2^d(J-j)\right)$$

$$= (2^d - 1)2^d \delta^d L \left(2^d - 1 \sum_{j=0}^{J-1} j 2^d J + \sum_{j=0}^{J-1} 2^d J\right)$$

$$\leq 2(2^d - 1)2^d \delta^d L J 2^d J$$

$$\leq \frac{2}{d}(2^d - 1)2^d \delta^d LN \log_2 N.$$

Furthermore, $L$ is of the order $\epsilon_k^{-d/\alpha}$ to reach an accuracy $\epsilon_k$ on the approximation of $A_k$. Therefore the total number of operations is bounded above by $c(d)\delta^d N \log_2 N \epsilon_k^{-d/\alpha}$. □

5.4 Accumulation of $\tilde{A}_kB_k$

The last step of the algorithm consists in summing all the products $C_k = \tilde{A}_kB_k$ into $\tilde{\Theta}$. The following results show that the number of coefficients in $\tilde{\Theta}$ does not explode while adding the $C_k$ and that the returned $\tilde{\Theta}_k$ reaches the prescribed accuracy.
Lemma 5.9. There exists $\mathcal{S} \subset \Lambda^2$ s.t. $\text{supp} \tilde{A}_k B_k \subset \mathcal{S}$ for all $1 \leq k \leq m$. Moreover, $\# \mathcal{S} = O \left( (c(d) \delta^d N \log_2 N) \min_k \epsilon_k^{-d/\alpha} \right)$.

Proof. Let $k_0$ be the index such that $\epsilon_{k_0} = \min_k \epsilon_k$. Since $A_{k_0}$ belongs to the smoothness class $\mathcal{A}_0$, there exists a $\mathcal{F} \subset \Lambda^2$ s.t. $\text{supp} A_{k_0} \subseteq \mathcal{F}$. Furthermore all $A_k$ belong to the same $\mathcal{A}_\alpha$ we have that $\text{supp} \tilde{A}_k \subseteq \text{supp} A_{k_0}$.

On the other hand, since all $V_k$ are diagonal matrices $\text{supp} B_k \subseteq \mathcal{I}$ for all $k$.

Define $I$ (resp. $F$) a $N \times N$ matrix with ones on $\mathcal{I}$ (resp. $\mathcal{F}$) and zeros outside. Let $\mathcal{S} = \text{supp} F I$. Then obviously $\text{supp} \tilde{A}_k B_k \subseteq \mathcal{S}$. Moreover, from Lemma 5.7 the number of non-zero coefficients in $F I$ is bounded above by $c(d) \delta^d N \log_2 N \epsilon_{k_0}^{-d/\alpha}$ which concludes the proof. \hfill $\Box$

5.5 Gathering everything

We will now gather all the ingredients to prove Theorem 3.1. The first part of the proof certifies the accuracy of the approximation.

Lemma 5.10. The matrix $\tilde{\Theta}$ returned by Algorithm $\text{I}$ satisfies $\|\Theta - \tilde{\Theta}\|_{2 \to 2} \leq \eta$

Proof. Using triangular inequality and since $\|\cdot\|_{2 \to 2}$ is multiplicative we get

$$\|\Theta - \tilde{\Theta}\|_{2 \to 2} \leq \sum_{k=1}^{m} \|A_k B_k - \tilde{A}_k B_k\|_{2 \to 2}$$

$$\leq \sum_{k=1}^{m} \|B_k\|_{2 \to 2} \|A_k - \tilde{A}_k\|_{2 \to 2} \leq \sum_{k=1}^{m} \|V_k\|_{2 \to 2} \epsilon_k$$

$$= \sum_{k=1}^{m} \|v_k\|_\infty \epsilon_k = \eta.$$  

We used the fact that $\|B_k\|_{2 \to 2} = \|V_k\|_{2 \to 2} = \|v_k\|_\infty$ since $\Psi$ is an orthogonal wavelet basis and $V_k$ is a diagonal matrix. The last equality is derived from the definition of $\epsilon_k = \frac{\eta}{m \|v_k\|_\infty}$.

The second part deals with the overall complexity.

Proof of Theorem 3.1. The overall complexity of computing $\tilde{\Theta}$ is bounded above by a quantity proportional to

$$c(d) \left( \sum_{k=1}^{m} N \log_2 N + N \log_2 N + \delta^{d+1} N \log_2 N + 2 \delta^d N \log_2 N \epsilon_k^{-d/\alpha} \right)$$

$$\leq c(d) \left( 3 \delta^{d+1} m N \log_2 N + 2 N \log_2 N \sum_{k=1}^{m} \left( \frac{\eta}{m \|v_k\|_\infty} \right)^{-d/\alpha} \right)$$

$$\leq c(d) \left( \delta^{d+1} m N \log_2 N + N \log_2 N \eta^{-d/\alpha} m^d \left( \sum_{k=1}^{m} \|v_k\|_\infty^{d/\alpha} \right) \right)$$

The constant $c(d)$ depends only on $d$. The term $\left( \sum_{k=1}^{m} \|v_k\|_\infty^{d/\alpha} \right)$ depends on the considered operator $H$. Finally, $\tilde{\Theta}$ is computed in $O \left( \delta^{d+1} m^{\max(1,d/\alpha)} N \log_2 N \eta^{-d/\alpha} \right)$.

The bound on the number of coefficients in $\tilde{\Theta}$ is obtained using Lemma 5.9. Since there exists a support $\mathcal{S}$ such that all $\text{supp} C_k \subset \mathcal{S}$ we get that $\text{supp} \tilde{\Theta} \subseteq \mathcal{S}$. \hfill $\Box$
Remark 5.3. The complexity analysis does not take into account that \( v_k \) may have some smoothness properties. In this case, the associated \( B_k \) might belong to a class \( \mathcal{A}_{\alpha'} \) and could therefore be thresholded to further speed up the algorithm.
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A Deblurring algorithms

We briefly describe the deblurring algorithms used in the numerical experiments.

A.1 FISTA

Let \( \Psi : \mathbb{R}^N \to \mathbb{R}^N \) denote an orthogonal wavelet transform and \( H : \mathbb{R}^N \to \mathbb{R}^N \) denote a linear operator. We then have

\[
\arg \min_{f \in \mathbb{R}^N} \frac{1}{2} \| H f - f_0 \|_2^2 + \| \Psi^* f \|_{1,w} = \Psi \left( \arg \min_{z \in \mathbb{R}^N} \frac{1}{2} \| H \Psi z - f_0 \|_2^2 + \| z \|_{1,w} \right). \tag{A.1}
\]
The Forward-Backward algorithm applied to the right hand-side of (A.1) starts with an initial guess $z^{(0)} = y^{(1)} \in \mathbb{R}^N$ and iterates for $i \geq 1$ as

$$
\begin{align*}
  z^{(i)} &= \text{Prox}_{\| \cdot \|_1, w} \left( y^{(i)} - \tau \Psi^* H^*(H\Psi y^{(i)} - f_0) \right) \\
  y^{(i+1)} &= z^{(i)} + \frac{i - 1}{i + 2} \left( z^{(i)} - z^{(i-1)} \right)
\end{align*}
$$

with a step-size $\tau \leq \| H \|_2^{-2}$. This algorithm can be applied verbatim with the exact spatial operator (coined as FISTA-Spa). In the same fashion, we design another algorithm, named FISTA-PC, using the product-convolution expansion.

One can also use FISTA to solve (4.2), the approximation of (4.1) in the wavelet domain. It starts by setting $z^{(0)} = y^{(1)} \in \mathbb{R}^N$ and iterates for $i \geq 1$ as

$$
\begin{align*}
  z^{(i)} &= \text{Prox}_{\| \cdot \|_1, w} \left( y^{(i)} - \tau \Sigma \Theta_L^* (\Theta_L y^{(i)} - z_0) \right) \\
  y^{(i+1)} &= z^{(i)} + \frac{i - 1}{i + 2} \left( z^{(i)} - z^{(i-1)} \right)
\end{align*}
$$

where $\Sigma$ is a diagonal preconditioner equal to the identity or to the Jacobi preconditioner $\text{diag}(\Theta_L^* \Theta_L)$. Note that in this alternative, one iteration costs only 2 matrix-vector products with the sparse matrix $\Theta_L$. We will refer to this algorithm as FISTA-W when $\Sigma = I_N$ and FISTA-WP when $\Sigma = \text{diag}(\Theta_L^* \Theta_L)$ (see [13] for more details).

### A.2 ADMM for product-convolution

The resolution of (4.1) using an ADMM or a Douglas-Rachford is expensive due to the resolution of non trivial linear systems at each iteration. We can adapt ideas proposed in [27] and exploit the product-convolution structure to accelerate the resolution of the linear systems and improve its efficiency. We describe this idea below.

A product-convolution operator $H$ can be decomposed as:

$$
H f = \sum_{k=1}^{m} u_k \ast v_k \circ f = \mathcal{U} \mathcal{V} f,
$$

with $\mathcal{V} = \left(V_1 \ldots V_m\right)^T \in \mathbb{R}^{mN \times N}$ and $\mathcal{U} = \left(U_1 \ldots U_m\right) \in \mathbb{R}^{N \times mN}$. This decomposition allows to split the problem (A.1) as

$$
\min_{f \in \mathbb{R}^N, g \in \mathbb{R}^{mN}, z \in \mathbb{R}^N} \frac{1}{2} \| \mathcal{U} g - f_0 \|_2^2 + \| z \|_{1,w},
$$

subject to $\Psi^* f, g = \mathcal{V} f$.

The augmented Lagrangian associated to this problem reads

$$
\mathcal{L}(f, g, z, \xi, \zeta) = \frac{1}{2} \| \mathcal{U} g - f_0 \|_2^2 + \| z \|_{1,w} + \langle \xi, g - \mathcal{V} f \rangle + \langle \zeta, z - \Psi^* f \rangle + \frac{\beta_1}{2} \| g - \mathcal{V} f \|_{2,\gamma}^2 + \frac{\beta_2}{2} \| z - \Psi^* f \|_2^2.
$$

The norm $\| \cdot \|_{2,\gamma}$ is just a weighted $l^2$-norm for the augmented term of $g = \mathcal{U} f$. Weighting the influence of each $U_k$ allows accelerating the convergence of the ADMM, i.e. it acts as a preconditioner. This norm is defined by $\| \cdot \|_{2,\gamma}^2 = \langle D_\gamma \cdot, \cdot \rangle_{\mathbb{R}^m}$, with

$$
D_\gamma = \begin{pmatrix}
\gamma_1 \text{Id}_N & 0 & 0 \\
0 & \ddots & 0 \\
0 & 0 & \gamma_m \text{Id}_N
\end{pmatrix} \in \mathbb{R}^{mN \times mN}
$$
a block diagonal matrix where $\gamma_k > 0$ and $\sum_{k=1}^m \gamma_k = 1$. The choice $\gamma_k = \|U_k\|_{2 \rightarrow 2}$ led to good practical behaviors.

The ADMM amounts to iterating:

- $g^{(i+1)} = \arg \min_{g \in \mathbb{R}^m} \mathcal{L}\left(f^{(i)}, g, z^{(i)}, \xi^{(i)}, \zeta^{(i)}\right)$.

The solution of this sub-problem is given by

$$g^{(i+1)} = (U^* U + \beta_1 D_\gamma)^{-1} \left(U^* f_0 - \xi^{(i)} + \beta_1 D_\gamma \mathcal{V} f^{(i)}\right).$$

The matrix $U^* U$ contains $m \times m$ blocks of size $N \times N$ with the $(k,l)$-th block populated with $U_k^* U_l$. The direct inversion of this matrix will be inefficient even in the Fourier domain. However, using the Woodbury matrix identity [21], the solution can be expressed as

$$g^{(i+1)} = \left(D_\gamma^{-1} - D_\gamma^{-1} U^* (\text{Id}_N + U D_\gamma^{-1} U^*)^{-1} U D_\gamma^{-1}\right) \left(U^* f_0 - \xi^{(i)} + \beta_1 D_\gamma \mathcal{V} f^{(i)}\right).$$

Matrix $(\text{Id}_N + U D_\gamma^{-1} U^*) = \text{Id}_N + \sum_{k=1}^m \gamma_k U_k^* U_k \in \mathbb{R}^{N \times N}$ is diagonal in the Fourier domain and can be efficiently inverted. In this step, the computation of $3m$ FFTs and $4m + 1$ products with diagonal matrices are involved.

- $z^{(i+1)} = \arg \min_{z \in \mathbb{R}^N} \mathcal{L}\left(f^{(i)}, g^{(i+1)}, z, \xi^{(i)}, \zeta^{(i)}\right) = \text{Prox}_{\frac{1}{\rho_2} \mathcal{V}^* \mathcal{V}} \left(\mathcal{U}^* f^{(i)} - \frac{1}{\rho_2} \zeta^{(i)}\right)$.

This step costs one wavelet transform plus a thresholding operation.

- $f^{(i+1)} = \arg \min_{f \in \mathbb{R}^N} \mathcal{L}\left(f, g^{(i+1)}, z^{(i+1)}, \xi^{(i)}, \zeta^{(i)}\right)$.

The solution of this sub-problem reads

$$f^{(i+1)} = (\beta_1 \mathcal{V}^* D_\gamma \mathcal{V} + \beta_2 \text{Id}_N)^{-1} \left(\mathcal{U}^* (\xi^{(i)} + \beta_1 D_\gamma g^{(i+1)}) + \mathcal{V} (\beta_2 z^{(i+1)} + \zeta^{(i)})\right).$$

Matrix $\beta_1 \mathcal{V}^* D_\gamma \mathcal{V} + \beta_2 \text{Id}_N = \beta_1 \sum_{i=1}^m \gamma_i V_i V_i^* + \beta_2 \text{Id}_N$ is $N \times N$ diagonal matrix and can be efficiently inverted. In this step, one wavelet transform and $m + 1$ products with diagonal matrices are involved.

- Update Lagrange multipliers

  $$\xi^{(i+1)} = \xi^{(i)} + \beta_1 D_\gamma (g^{(i+1)} - \mathcal{V} f^{(i+1)})$$

  $$\zeta^{(i+1)} = \zeta^{(i)} + \beta_2 (z^{(i+1)} - \mathcal{V}^* f^{(i+1)}).$$

This step requires $m$ products with diagonal matrices and one wavelet transform.

To summarize, one iteration of the ADMM costs $3m$ FFTs, $3$ wavelet transforms and $6m + 2$ products with diagonal matrices. This is substantially more than one iteration of FISTA with the product-convolution expansion i.e. $2m$ FFTs, $2$ wavelet transforms and $m$ products with diagonal matrices.
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