Optimal control and selectivity of qubits in contact with a structured environment
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We present a theoretical study of the optimal control of a qubit interacting with a structured environment. We consider a model system in which the bath is a bosonic reservoir at zero temperature and the qubit frequency is the only control parameter. Using optimal control techniques, we show the extent to which qubit population and relaxation effects can be manipulated. The reachable qubit states by a shaped control with a fixed maximum intensity are found numerically. We analyze the role of standard control mechanisms and the structure of the set of reachable states with respect to the coupling strength between the system and the environment. This investigation is used as a starting point to explore the selectivity problem of two uncoupled qubits interacting with their own baths and characterized by a specific coupling strength. We numerically derive the optimal control solution for a wide range of parameters and we show that the control law is close to a sinusoidal function with a specific frequency in some peculiar cases.

I. INTRODUCTION

Quantum optimal control [1] is nowadays a key ingredient in a multitude of applications, extending from molecular physics [2–4] to magnetic resonance and more recently to quantum technologies [5]. Efficient optimal control procedures have been developed to manipulate complex quantum systems toward various optimization targets [6–10]. In spite of recent success, challenging control problems remain to be solved, in particular in the case of open quantum systems [11]. The control of a dissipative system in the case of a non-structured environment [12, 13] is by now well understood [5, 11, 14–22]. In addition, controllability results have been established in the mathematical literature for open quantum systems whose dynamics are governed by the Lindblad equation [23–26]. Control processes are not at the same stage of maturity for a structured bath [11, 27–33] in a non-Markovian regime when the fixed-dissipator assumption cannot be made [12, 13]. Recently, several studies have focused on different aspects of the optimal control of non-Markovian dynamics. Among recent investigations, we mention the implementation of quantum gates [34–37], quantum speed limit [38, 39], qubit purification [40–42], thermalization [43], generation of entanglement [44, 45], decoherence control [46–48], the control of wave packet dynamics [49], controllability analysis [50], the control of an inhomogeneous spin ensemble [51], and ground state cooling [52].

Despite these results, the importance of the information back-flow as a useful resource for control protocols remains an open issue. The information back-flow of an open quantum system is linked to the partial or total return of quantum excitations to the system after a certain amount of time spent in the environment. This effect is at the origin of non-Markovianity. We propose to strengthen the previous studies by analyzing the controllability and the reachable states of a qubit in contact with a structured environment. This analysis is a key prerequisite for determining control protocols performing specific tasks and using all the available resources of the environment. As an illustrative relevant example, we consider a qubit interacting with a Lorentzian bath (see [35, 53] for general reviews on this system). A Markovian regime is achieved when the coupling strength and the detuning of the qubit with respect to the central bath frequency are small compared to the width of the Lorentzian spectral density. Non-Markovianity can be observed if these conditions are not met. The modulation of the qubit frequency allows us to modify the information back-flow, and to influence to some extent the relaxation effects. In this context, the role of a constant detuning is well known and the dynamics can be integrated analytically. Several studies have also pointed out the efficiency of a sinusoidal modulation with a specific frequency, usually called the magic frequency, as a way to prevent qubit relaxation [54–57]. However, a precise description of the reachable states for a fixed control time and of the corresponding control protocols is still lacking. We propose here to take a step in this direction by exploring numerically this control problem for the system under study. Note that a complete theoretical answer to this fundamental issue is a very difficult task and goes beyond the scope of this work. Using optimization procedures [5], we find numerically the reachable states for a given initial configuration and we show the extent to which the qubit population can be manipulated in a fixed control time and a finite range of variations for the
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control parameter. We also discuss the underlying control mechanisms and the differences observed when the coupling strength is changed.

Such controllability results are the building block for control design. This general idea is exemplified in the case of the selective control of two qubits. Selectivity is an important prerequisite in quantum computing [5, 58], quantum sensing [59], quantum discrimination and estimation [60, 61], and magnetic resonance [62, 63] applications. In particular, selective control is at the core of fingerprinting or contrast methods in magnetic resonance imaging or classical sensing approaches, which aim at exploiting the differences between qubit responses from a unique input excitation. Note that similar ideas have been also recently developed with the quantum Fisher information for quantum metrology applications [64, 65].

On the basis of the controllability results, we investigate this control issue in the case of two qubits coupled to their own bath with different coupling strengths. Using numerical optimization, we derive the optimal control which brings one of the qubits to the ground state, while preventing the relaxation of the second qubit. We analyze the control mechanisms in different situations, as in the strong coupling regime, where the optimal control law is close to a sinusoidal function. We point out as in the strong coupling regime, where the optimal control law is close to a sinusoidal function. We point out

The Tavis-Cummings Hamiltonian [53] of the form

\[ J(\omega) = \frac{\gamma}{2\pi} \frac{q^2}{(\omega - \omega_c)^2 + q^2}, \]

where \( q \) is the Lorentzian half width at half maximum. The parameter \( \omega_c \) is the central frequency and \( \gamma \) is an effective coupling strength. The bath correlation function \( K \), which is connected to \( J(\omega) \) by a Fourier transform, can then be written as

\[ K(t - t') = \frac{\gamma q}{2} \exp[-q|t - t'| - i\omega_c(t - t')]. \]  

To simplify the following equations, we introduce the parameter \( p = \sqrt{\frac{\gamma q}{2}} \), which has the dimension of a frequency. We assume that this model system is valid in the range of parameters we consider in this study: the couplings and the variations of \( \omega_0 \) must remain small with respect to \( \omega_c \) [66].

We investigate the case for which the whole system has a maximum of one excitation, so that the quantum state can be expressed as

\[ |\psi(t)\rangle = c_0 |\downarrow\rangle_Q \otimes |0\rangle_B + c_1(t) |\uparrow\rangle_Q \otimes |0\rangle_B + \sum_l c_l(t) |\downarrow\rangle_Q \otimes |l\rangle_B, \]

where \( |\downarrow\rangle_Q \) and \( |\uparrow\rangle_Q \) are the ground and excited states of the qubit, whilst \( |0\rangle_B \) is the ground state of the reservoir, and \( |l\rangle_B \) is the bosonic state with one excitation in the mode \( l \) and the other modes in their ground state (we stress that \( l \) cannot be taken equal to the symbols 0 and 1 to indicate these modes since the coefficients \( c_0 \) and \( c_1 \) are already used in other parts of the global state).

By inserting Eq. (3) and Eq. (4) into the Schrödinger equation \( \frac{d}{dt} |\psi(t)\rangle = -i\hbar^{-1}\hat{H}(t)|\psi(t)\rangle \), we arrive at the following dynamical equation

\[ \frac{d}{dt} \begin{pmatrix} c_1(t) \\ y(t) \end{pmatrix} = \begin{pmatrix} -i\omega(t) & -p \\ p & -q \end{pmatrix} \begin{pmatrix} c_1(t) \\ y(t) \end{pmatrix}, \]

where \( y \) is defined by

\[ y(t) = \int_0^t dt' c_1(t') \left[ p e^{-q|t-t'|} e^{-i\omega_c(t-t')} \right] + \frac{1}{p} \sum_l c_l(0), \]

and the frequency \( \omega(t) \) is given by the detuning \( \omega(t) = \omega_0(t) - \omega_c \). We remark that in Eq. (5), \( p \) plays the role of another effective coupling strength. The variable \( y \) allows us to study in a compact way the whole system dynamics. Its value depends directly on the state of the bath. Similar approaches can be found in [55, 67]. Technical details about the derivation of Eq. (5), as well as a generalization to an arbitrary number of Lorentzian modes are given in Appendix A. Note that \( c_0 \), defined in Eq. (4), is a constant of motion that does not impact the dynamics of the reduced system Eq. (5). Moreover,
the coherences of the qubit are given by \( c_{0}^{*}c_{1} \) and \( c_{0}c_{1}^{*} \), and then the time evolution of their module is entirely determined by \( |c_{1}| \). For simplicity, we set \( c_{0} = 0 \).

In the limit when \( \omega, p \ll q \), a simple approximated differential equation can be derived for the parameter \( c_{1} \). When \( q \to \infty \), we stress that the term \( e^{-q(t - t')} \) in Eq.\( (6) \) behaves like \( \frac{2}{q}\delta(t - t') \), with \( \delta \) the Dirac distribution. Assuming that the bath is initially empty, we obtain \( y(t) \approx \frac{2}{q}c_{1}(t) \), and thus we get \( dc_{1}(t) = (-i\omega(t) - \frac{p}{q})c_{1}(t) \).

In this limit, we observe that the control parameter \( \omega(t) \) allows us to control the phase of \( c_{1} \) but we cannot modify the population decay. We have to go beyond this approximation to obtain a noticeable modulation of the qubit relaxation. Note that the boundary between Markovian and non-Markovian regimes is non-trivial because it depends on the amplitude of the information back-flow. The non-Markovian character is well-defined in the case of a free evolution [53] and can be determined from a measure of non-Markovianity, such as the BLP measure [31].

Its definition and its role in the case of a controlled system can thus be formally integrated by using the evolution operator

\[
U(t) = T \exp \left[ \int_{0}^{t} dt' \left( \frac{-i\omega(t')}{p} - \frac{-p}{q} \right) \right],
\]

where \( T \) is the time-ordering operator. The system controllability can be deduced by writing \( U \) as

\[
U(t) = \begin{pmatrix}
    e^{-\omega(t)t} & 0 \\
    0 & e^{-qt}
\end{pmatrix}
\times T \exp \left[ \int_{0}^{t} dt' \left( \frac{pA^{-1}(t')}{0} - \frac{-pA(t')}{0} \right) \right],
\]

with \( W(t) = \int_{0}^{t} \omega(t') dt' \), and \( A(t) = e^{-qt + iW(t)} \). The time-ordered exponential belongs to the group \( SL(2, \mathbb{C}) \) since the argument of the exponential function is a linear combination with complex coefficients of matrices having the same form of \( \hat{\sigma}_{+} \) and \( \hat{\sigma}_{-} \). However, due to the constraints on the coefficient \( A(t) \), the set of admissible matrices is only a subset of \( SL(2, \mathbb{C}) \). Using Eq.\( (8) \), it is straightforward to show that \( \det(U(t)) = \exp[-qt - iW(t)] \), implying that the determinant of \( U \) decreases as a function of time. We thus deduce that the system is not completely controllable since the identity operator cannot be generated for \( t > 0 \) (see Ref. [68], theorem 2.9). This first analysis does not give a precise information about the reachable states by the qubit. This issue is addressed by means of numerical simulations in Sec. III.

### III. Qubit Controllability

This section first aims at describing the reachable states of the qubit by using numerical optimal control techniques. We analyze in a second step the corresponding control mechanisms and we review different state-of-the-art solutions.

#### A. Reachable states of the qubit

We study the qubit controllability by computing the set of points \( |c_{1}|^{2}(t) \) that can be reached in a fixed time \( t \). For conciseness, we consider only the qubit population, and not its phase. Two relevant situations are used to illustrate the properties of the dynamics, namely the trajectories starting either from \( \{c_{1}(0) = 1, y(0) = 0\} \) (case 1) or from \( \{c_{1}(0) = 0, y(0) = 1\} \) (case 2). The set of reachable states (reachable set) is computed as follows. We first partition the space of possible values of \( |c_{1}|^{2} \) in the form \( (t^{\prime}, |c_{1}|^{2}) \) where \( \diamond \) denotes a point in the discretization grid. Using the algorithm GRAPE [6], we then search for a control field \( \omega(t) \) connecting the initial state to the state \( |c_{1}|^{2} \) at time \( t^{\prime} \). For that purpose, we introduce the cost functional \( C_{\omega} = ||c_{1}(t^{\prime})|^{2} - |c_{1}|^{2}||^{2} \), where \( |c_{1}(t^{\prime})|^{2} \) is the population at time \( t^{\prime} \) generated by the optimal control field \( \omega(t) \). The target state is said to be reached numerically if the final cost is lower than 0.01. Further details on the numerical simulations are reported in Appendix B.

In order to limit the intensity of the control field, we introduce bounds on the control amplitude, \( \omega(t) \in [-\omega_{\text{max}}, \omega_{\text{max}}] \). Figures 1 and 2 illustrate the different results. We discriminate in the two figures the points that can be reached by a constant or by a time-dependent control field. Figure 1 shows that the relaxation effect is reduced when \( \omega_{\text{max}} \) increases. Note that only a small increase of the reachable set is achieved with a time-dependent control over a constant control \( \omega(t) = \omega_{\text{max}}, \forall t \), as can be seen in Figs. 1a, c, and d. On the other hand, shaped control fields allow us to access a large area of states below the trajectory with \( \omega(t) = 0 \). In this case, numerical simulations reveal that it is advantageous to use a piecewise-constant control, with first \( \omega(t) = \omega_{\text{max}} \), and then \( \omega(t) = 0 \), to reach states with zero population. Similar behaviors are observed in Fig. 2 except that non-constant control fields allow us to explore a larger area of states that cannot be reached with constant fields. As can be observed in Figs. 2b and c, control protocols starting from \( \omega \simeq 0 \) and switching to \( \omega \simeq \omega_{\text{max}} \) when \( |c_{1}|^{2}(t) \) is maximum lead to \( |c_{1}|^{2} \) around 0.5 even for long control...
FIG. 1. Reachable states for two different bounds of the control amplitude: $\omega_{\text{max}} = 2q$ (a) and $\omega_{\text{max}} = 10q$ (b). A color code from white to dark gray gives the final value of $C_\diamond$ after optimization. Light gray areas correspond to states with a low cost $C_\diamond$, but not enough to ensure the reachability of the state (see the text for details about the used criterion). The orange regions are reachable with a constant control field $\omega(t) \in [-\omega_{\text{max}}, \omega_{\text{max}}]$. Solid and dashed black lines represent the trajectories with respectively $\omega(t) = \omega_{\text{max}}$ and $\omega(t) = 0$. The two insets at the top of the figure show the bath spectral density (black curves) while the colored interval depicts the range of possible frequencies for the control. The parameters are set to $p = \sqrt{5/q}$, and, for the initial condition, $c_1(0) = 1$, $y(0) = 0$. Panels (c), (d), (e), and (f) show examples of control fields and trajectories ending around the points A and B. In these panels, orange solid lines refer to the optimized solutions while in the panels (c) and (d) the dashed purple lines refer to the case of a constant control equal to $\omega_{\text{max}}$.

times. High efficiency of the control process is achieved using small variations of control amplitude.

The examples of Figs. 1 and 2 are given for a qubit strongly coupled to the bath. In the weak coupling regime, the amplitude of oscillations is smaller, which leads to a much smaller reachable set. In particular, the gray area near $|c_1|^2 = 0$ disappears and the fastest way to steer the system to the ground state is approximately given by an exponential decay of the form $|c_1(t)|^2 = e^{-2p^2 t^2/q}$, which corresponds to the system trajectory in the limit $p, \omega_{\text{max}} \ll q$. This is illustrated in Fig. 3. In the weak coupling regime, almost all the accessible states can be reached by using constant controls.

B. Control mechanisms

The examples of control protocols given in Figs. 1 and 2 suggest that most of the reachable states can be obtained with simple control fields, composed of one or two constant parts. In these cases, the dynamics can be solved analytically and simple control mechanisms can be highlighted. The evolution operator for a constant field $\omega$ during a time $t$ is given by

$$U(\omega, t) = \begin{pmatrix} U_{11}(\omega, t) & U_{12}(\omega, t) \\ -U_{12}(\omega, t) & U_{22}(\omega, t) \end{pmatrix},$$  (9)
FIG. 2. Panel (a) is the same as Fig. 1 (with \( p = \sqrt{5}q \)), but with the initial conditions \( c_1(0) = 0 \), and \( y(0) = 1 \). The maximum amplitude is set to \( \omega_{\text{max}} = 10q \). Panels (b) and (c) show respectively two examples of control fields and the corresponding dynamics for a target state \( |c_1|^2 \approx 0.45 \) at \( qt_f = 1.4 \) (point \( B' \)). At this time, the maximum possible value of \( |c_1|^2 \) is 0.46. In these panels, orange solid lines refer to the optimized solutions while the dashed purple lines to a simpler piecewise-constant control.

where

\[
U_{11}(\omega, t) = e^{-(q+i\omega)t/2} \left[ \frac{\Omega}{2} + \frac{q - i\omega}{\Omega} \text{sh} \left( \frac{\Omega t}{2} \right) \right],
\]

\[
U_{22}(\omega, t) = e^{-qq\omega t/2} \left[ \frac{\Omega}{2} - \frac{q - i\omega}{\Omega} \text{sh} \left( \frac{\Omega t}{2} \right) \right],
\]

\[
U_{12}(\omega, t) = -p \frac{2}{\Omega} e^{-(q+i\omega)t/2} \text{sh} \left( \frac{\Omega t}{2} \right),
\]

and \( \Omega = \sqrt{(q - i\omega)^2 - 4p^2} \). It is then straightforward to deduce the time evolution of \( c_1(t) \) corresponding to a constant or to the concatenation of two constant fields. For instance, in the case of Fig. 2c, the time evolution of \( c_1 \) is given by \( c_1(t) = U_{12}(0, t) \) if \( t \leq t^* \) and \( c_1(t) = U_{11}(\omega_{\text{max}}, t-t^*)U_{12}(0, t^*) + U_{12}(\omega_{\text{max}}, t-t^*)U_{22}(0, t^*) \) if \( t > t^* \). The time \( t^* \) is the time when the field value is switched, here chosen as the position of the maximum of \( |U_{12}(0, t)|^2 \), given by the point \( A' \) in Fig. 2a. It is given by

\[
t^* = \left[ \frac{2}{\text{Im}(\Omega)} \text{arccos} \left( \frac{q}{\sqrt{q^2 + (\text{Im}(\Omega))^2}} \right) \right]_{\omega=0}.
\]

We can show that the modulus of \( U_{12} \) is smaller than one, and therefore, it is not possible to completely transfer the bath excitation to the qubit. Moreover, we notice that \( |U_{12}| \) is proportional to \( 1/|\Omega| \) and it decreases to zero when \( \omega \to \pm \infty \). Thus, we recover the possibility to reduce the qubit relaxation when the qubit is detuned from the central bath frequency \( \omega_c \).

We conclude this section by a comparison between a sinusoidal control \( \omega(t) = \omega_{\text{max}} \sin(\Theta t) \), proposed in Refs. [54, 55], and two other simple control fields. It can be shown that a sinusoidal frequency modulation can strongly limit the qubit relaxation if \( \omega_{\text{max}} \gg q, p \) (called below condition 1), and additionally, if the oscillation frequency \( \Theta \) is tuned to the so-called magic frequency defined by \( J_0(\omega_{\text{max}}/\Theta) = 0 \) (condition 2), where \( J_0 \) is the first-order Bessel function [55]. Further details about
FIG. 4. Panel (a) displays the time evolution of the controls fields \( \omega(t) = \omega_{\text{max}} \) (yellow thick solid line), \( \omega(t) = \omega_{\text{max}} \text{sign}(\sin(\omega_{\text{max}} t / 2)) \) (orange dashed line), and \( \omega(t) = \omega_{\text{max}} \sin(\Theta t) \) (purple thin solid line). Panel (b) displays the population \(|c_1|^2(t)\) associated with each control of panel (a). The parameters are set to \( c_1(0) = 1 \), \( y(0) = 0 \), \( \Theta = 20\pi q \), \( \omega_{\text{max}} = 2.40483\Theta \), and \( p = \sqrt{5} q \) (see the text for details).

FIG. 5. Panel (a) displays the time evolution of constant (purple thick line) and sinusoidal (orange thin line) control fields used to discriminate qubits dynamics. Panel (b) depicts the evolution of qubits population. The same color and thickness of panel (a) are used. The two qubits have respectively a coupling strength \( p^{(1)} = \sqrt{5} q \) (dashed line) and \( p^{(2)} = \sqrt{5}(1+5) q \) (solid line). Other parameters are \( c_1(0) = 1 \), \( y(0) = 0 \), \( \omega_{\text{max}} = 30q \), and \( \Theta = \omega_{\text{max}}/2.40483 \).

IV. SELECTIVITY OF TWO UNCOUPLED QUBITS

We consider the simultaneous control of two uncoupled qubits each interacting with its own bath, with two different coupling strengths, \( p^{(1)} \) for the first qubit and \( p^{(2)} = p^{(1)}(1 + \alpha) \) for the second one, with \( \alpha \in \mathbb{R} \) a scale parameter. The value of \( q \) is chosen to be equal for the two qubits. We assume that the two qubits are in the excited state at the initial time. The goal of the control is then to bring one of the qubits to the ground state at time \( t_f \), while preventing the relaxation of the second qubit.

We first solve this control problem by using a sim-
ple frequency modulation in the case when the coupling strengths for the two qubits are quite different. Numerical simulations show that a sinusoidal control field at the magic frequency leads to an impressive gain of selectivity compared to a constant control at maximum amplitude. An example is plotted in Fig. 5. An off-resonance effect (condition 1) prevents relaxation for the qubit with a small value of $p$, while a rapid loss of population is observed for the second qubit (which is characterized by a larger value of $p$), leading to a big population difference, which is well larger than for a constant control (at $t = t_f$). This dissimilarity between the two fields comes from the variations of the sinusoidal control. Since condition 1 is not verified for the second qubit, the time spent near $\sin(\Theta t) = 0$ is not negligible, and the relaxation effect is important. The same kind of mechanism is observed in Figs. 1e and f. Note that the control strategy also works in the weak coupling regime, but the trajectories are very close to exponential decays, and the control time is very long.

The control field producing the best selectivity is in general difficult to determine, especially for smaller values of $\alpha$ and specific control times $t_f$. For this case, we use optimal control techniques to find optimal selective control fields. The control problem is defined through the minimization of the cost functional

$$C = \lambda \left| c_1^{(2)}(t_f) \right|^2 - \left| c_1^{(1)}(t_f) \right|^2,$$

where $\left| c_1^{(1)}(t_f) \right|^2$ and $\left| c_1^{(2)}(t_f) \right|^2$ are the excited-state populations of, respectively, the first and the second qubit, at the final time $t_f$, and $\lambda$ is a parameter weighting $\left| c_1^{(2)}(t_f) \right|^2$. A value of $\lambda > 1$ forces the algorithm to converge toward a solution where the excited-state population of the second qubit is close to zero. The ideal value to obtain in order to achieve a perfect selectivity is then $-1$. Interesting results have been obtained for $\lambda = 2$ and $t_f = 1.225/q$. All the numerical optimizations discussed in this section are performed using these two values. More elaborated cost functionals can also be used depending on the parameters to discriminate. In order to describe the efficiency of the optimal solution with respect to the case $\omega(t) = 0, \forall t$, we introduce the gain $G$ defined as

$$G = \frac{\left| c_1^{(1)}(t_f), \omega = \omega_{\text{opt}} \right|^2 - \left| c_1^{(2)}(t_f), \omega = \omega_{\text{opt}} \right|^2}{\left| c_1^{(1)}(t_f), \omega = 0 \right|^2 - \left| c_1^{(2)}(t_f), \omega = 0 \right|^2},$$

where $\omega_{\text{opt}}$ is the optimized control field. This function provides additional information about the selectivity process, and it may be easier to interpret than the cost functional $C$. However, when the denominator of $G$ is very small, note that a small variation of this latter may induce a large change of $G$. For this reason, we are not interested in a precise value of $G$ (we use the cost functional $C$ for that purpose), but we are looking for a global tendency given by $G \gg 1$ or $G \ll 1$.

The gain of selectivity and the cost functional for several values of $\alpha$ in the interval $[0, 0.5]$ are plotted in Fig. 6. We observe that the optimization process decreases significantly the cost functional. An impressive gain of selectivity is also achieved (up to 26 for $\alpha = 0.45$). Note that the cases $\alpha = 0.45$ and $\alpha = 0.5$ are very similar, and the large difference of $G$ is due to a small variation of the denominator in Eq. (13). We also point out that the optimized control field not only enhances the population difference, but also forces the first qubit to be in the ground state at the final time. It is interesting to stress that the optimal solution does not require very large values of $\omega$, as illustrated in Fig. 6c. The minimum $C \approx -0.412$ (for $\alpha = 0.5$) is reached at $\omega_{\max} = 7.5q$.

Figure 7 displays the optimal control field and the corresponding time evolution of the population $\left| c_1(t) \right|^2$ for $\alpha = 0.5$. A comparison is made between the optimal solution and the constant and sinusoidal cases. Extensive numerical simulations suggest that global minima have been reached. The same results are obtained with repeated launches of the algorithm GRAPE, initialized with multiple random initial fields (a similar study us-
the ones described in Fig. 7. We choose a sinusoidal control at the magic frequency, for \( p^{(1)} = 0.25q \), \( \alpha = 0.5 \), and \( \omega_{\text{max}} = 6.36q \). A fit with a very good accuracy of qubits trajectories is achieved for \( f = 3.38 \). The ground state of the second qubit is reached approximately after a time \( t_f \) given by \( t_f = 5|q + i\omega_{\text{max}}|^2/(2(p^{(2)})^2 q f) \approx 218/q \). We obtain a population of \( |c_1^{(1)}(t_f)|^2 \approx 0.108 \) and \( |c_2^{(2)}(t_f)|^2 \approx 0.006 \) for the first and the second qubit, respectively. The population difference is of the order of 0.10 while it is estimated to 0.41 in the strong coupling regime with the optimal solution given in Fig. 7. Finally, note that, when both \( \omega_{\text{max}} \) and \( p \) are negligible with respect to \( q \), we have \( |q + i\omega_{\text{max}}|^2 \approx q^2 \) and \( f \approx 1 \), and we recover the limit already discussed in Sec. II and III, such that \( |c_1(t)|^2 \approx \exp(-2p^2 f t/q^2) \). In this second limit, the control protocol cannot have any efficient role in the selectivity process.

V. CONCLUSION

This paper presents a complete study of the optimal control of a qubit coupled to a structured environment and driven by modulation of its frequency. We have shown that the full system is not controllable and we have found numerically the reachable qubit states at a given time for two different initial configurations. We have described the structure of the reachable set when the interaction between the system and the environment is varied. We have observed that the structured environment offers interesting control opportunities in the strong coupling regime (for which the information back-flow may produce non-Markovian dynamics). In this case, different control mechanisms have been derived to steer the system to different targets. Differently, in the weak-coupling case, almost all the accessible states can be reached by constant controls. Using this preliminary study, we have explored the selective control of two qubits interacting with their own bath and with different coupling strengths. Optimal control computation leads to a control law close to a sinusoidal modulation. This result is based on two fundamental mechanisms which tend to enhance or prevent the relaxation effect by respectively tuning the qubit frequency at or out of resonance at specific times.

This study provides an example for the complete theoretical analysis of the control of an open quantum system using the tools of optimal control theory. We hope that this will inspire investigations in other quantum systems, and thus contribute to progress in quantum technologies that cannot be put forward without precise control of the different states involved in the dynamic processes. This work also opens the door to further studies on the selective control of qubits. The results of this paper are, e.g., a possible starting point for generalizing fingerprinting processes [63] to the non-Markovian regime. Such protocols combined with optimal control techniques provide a way to approach the physical limits of a measurement process in terms of precision and sensitivity. It would
be also interesting to study the link with the maximization of the quantum Fischer information in this kind of systems \cite{64,65}.
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**Appendix A: Technical description of the system**

This appendix describes the different steps to derive Eq. (5). We also generalize the model of Sec. II to the case when the bath can be characterized by an arbitrary number of Lorentzian modes.

We consider the interaction picture by using the unitary transformation $e^{-it\sum_i \omega_i \hat{a}_i^\dag \hat{a}_i}$. The Hamiltonian defined in Eq. (1) transforms into

$$\hat{H}_I(t) = \hbar \left( \omega_0(t) \hat{\sigma}_+ \hat{\sigma}_- + \sum_l [g_l e^{-i\omega_l t} \hat{\sigma}_+ \hat{a}_l + g^*_l e^{i\omega_l t} \hat{\sigma}_- \hat{a}^\dag_l] \right),$$

and the corresponding Schrödinger equation is

$$i\frac{d\psi(t)}{dt} = -i \left( \omega_0(t) c_1(t) + \sum_l g_l e^{-i\omega_l t} c_l(t) \right) \left( |\uparrow\rangle \otimes |0\rangle_B \right)_{c_1(t)} + \sum_l g^*_l e^{i\omega_l t} c_l(t) \left( |\downarrow\rangle \otimes |1\rangle_B \right)_{c_1(t)}.$$  \hspace{1cm} (A1)

Integrating formally $d_t c_1(t)$, we get

$$c_1(t) = c_1(0) - i \int_0^t dt' g^*_l e^{i\omega_l t'} c_l(t').$$  \hspace{1cm} (A2)

Plugging Eq. (A3) into $d_t c_1(t)$ of Eq. (A2) leads to

$$d_t c_1(t) = -i \omega_0(t) c_1(t) - \sum_l [g_l^2 e^{-i\omega_l (t-t')} - i \sum_k c_l(0)]_{K(t-t')}.$$  \hspace{1cm} (A4)

To proceed further, a bath correlation function $K(t-t')$ has to be specified. We assume that $K$ is the Fourier transform of a spectral density distribution $J$ given by a sum of Lorentzians centered around the frequency $\omega_c$ \cite{53}. We then have

$$K(t-t') = \sum_{k=1}^N p_k^2 e^{-q_k |t-t'| e^{-i\omega_c (t-t')}}; \quad p_k^2, q_k \in \mathbb{R}^+.$$  \hspace{1cm} (A5)

Inserting Eq. (A5) into Eq. (A4) gives

$$d_t c_1(t) = -i \omega_0(t) c_1(t) - \sum_{k=1}^N p_k y_k(t),$$  \hspace{1cm} (A6)

where

$$y_k(t) = \int_0^t dt' c_1(t') \left[ p_k e^{-q_k |t-t'| e^{-i\omega_c (t-t')}} + i \sum_l c_l(0) \right].$$  \hspace{1cm} (A7)

Since $|t-t'| \geq 0$, we can differentiate $y_k$:

$$d_t y_k(t) = -(q_k + i \omega_c) y_k(t) + p_k c_1(t).$$  \hspace{1cm} (A8)

We observe that the whole dynamics is given by a system of $N+1$ first order linear differential equations. The first coordinate $c_1$ encodes the qubit dynamics ($c_0$ is a constant), while the $y_k$ variables are associated with the state of each effective mode. In the main text, we consider only the case $N = 1$. To simplify the notation we use $y_1 = y$, and the system of differential equations is rewritten in a matrix form, to obtain Eq. (5).

**Appendix B: Details on the numerical simulations**

The numerical calculations discussed in this paper have been performed with piecewise-constant control fields. The time step is $0.02/\omega_c$ except in the case of the long control sequences of Fig. 3 where it is $0.1/\omega_c$. The number of points in a grid $(t^*, |c_0|^2)$ is between 1271 and 4141. For each control field, 800 iterations have been performed with piecewise-constant control fields. All optimizations are independent, parallel computing has been used to reduce the overall computation time. To speed up the calculations, in some cases we verified before the optimization process which partitions of the grid can be reached by constant controls.

**Appendix C: Sinusoidal and square-wave control fields**

In this appendix, we present the construction of sinusoidal and periodic square-wave control fields of amplitude $\omega_c$ which lead to an effective decoupling between the qubit and the reservoir. First, we recall the main results that can be established in the case of sinusoidal control \cite{54,55}, and then we extend this approach to square-wave controls.
1. Sinusoidal control

A possible starting point is to consider the evolution generator given in Eq. (8). This propagator is expressed as the product of two operators, one being diagonal, and the other having non-diagonal elements in the canonical basis. This latter is a function of a time-dependent coupling term which depends on the integral over time of the basis. This latter is a function of a time-dependent coupling, with values +\( \omega_{\text{max}} \) and -\( \omega_{\text{max}} \) during the first and second half periods, respectively. Assuming that the initial condition is \( c_1(0) = 1 \) and \( y(0) = 0 \), a straightforward calculation gives

\[
c_1(T) = \frac{U_{11}(-\omega_{\text{max}}T/2)U_{11}(\omega_{\text{max}}T/2)}{U_{12}(-\omega_{\text{max}}T/2)U_{12}(\omega_{\text{max}}T/2)}. \tag{C2}
\]

In the limit \( \omega_{\text{max}} \to \pm \infty \), we have \( \Omega \simeq i(q + i\omega_{\text{max}}) \), and then \( U_{11} \to 1 \) [see Eq. (10)]. We deduce that the dynamics is governed by the term \( U_{12} \). Equation (C2) can be approximated as

\[
c_1(T) \simeq 1 - 2J^2 \left[ e^{-qT/2} \cos(qT/2) - \cos(\omega_{\text{max}}T/2) \right]. \tag{C3}
\]

Equation (C3) shows that the relaxation effect is minimum when \( \omega_{\text{max}}T/2 < 2\pi \), since the first order term of a Taylor expansion in \( T \) is zero. This constraint is the analog of \( J_0(\omega_{\text{max}}/\Theta) = 0 \) for the sinusoidal control. On the opposite, the relaxation effect is enhanced if \( \omega_{\text{max}}T/2 = (2k + 1)\pi \), \( k \in \mathbb{N} \). It must be emphasized that the square-wave solution is always less efficient than a constant control of amplitude \( \pm \omega_{\text{max}} \) and duration \( T \).

2. Square-wave control

We consider a control of period \( T \) with values +\( \omega_{\text{max}} \) and -\( \omega_{\text{max}} \) during the first and second half periods, respectively. Assuming that the initial condition is \( c_1(0) = 1 \) and \( y(0) = 0 \), a straightforward calculation gives

\[
c_1(T) = \frac{U_{11}(-\omega_{\text{max}}T/2)U_{11}(\omega_{\text{max}}T/2)}{U_{12}(-\omega_{\text{max}}T/2)U_{12}(\omega_{\text{max}}T/2)}. \tag{C2}
\]

In the limit \( \omega_{\text{max}} \to \pm \infty \), we have \( \Omega \simeq i(q + i\omega_{\text{max}}) \), and then \( U_{11} \to 1 \) [see Eq. (10)]. We deduce that the dynamics is governed by the term \( U_{12} \). Equation (C2) can be approximated as

\[
c_1(T) \simeq 1 - 2J^2 \left[ e^{-qT/2} \cos(qT/2) - \cos(\omega_{\text{max}}T/2) \right]. \tag{C3}
\]

Equation (C3) shows that the relaxation effect is minimum when \( \omega_{\text{max}}T/2 < 2\pi \), since the first order term of a Taylor expansion in \( T \) is zero. This constraint is the analog of \( J_0(\omega_{\text{max}}/\Theta) = 0 \) for the sinusoidal control. On the opposite, the relaxation effect is enhanced if \( \omega_{\text{max}}T/2 = (2k + 1)\pi \), \( k \in \mathbb{N} \). It must be emphasized that the square-wave solution is always less efficient than a constant control of amplitude \( \pm \omega_{\text{max}} \) and duration \( T \) because in this case

\[
c_1(T) = U_{11}(\pm \omega_{\text{max}}, T), \tag{C4}
\]

which is equal to 1 in the limit \( \omega_{\text{max}} \to \pm \infty \). The convergence toward 1 is therefore faster. An example of dynamics with a square-wave control is plotted in Fig. 4.
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