Gaussian covariance matrices for anisotropic galaxy clustering measurements
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ABSTRACT
Measurements of the redshift-space galaxy clustering have been a prolific source of cosmological information in recent years. Accurate covariance estimates are an essential step for the validation of galaxy clustering models of the redshift-space two-point statistics. Usually, only a limited set of accurate N-body simulations is available. Thus, assessing the data covariance is not possible or only leads to a noisy estimate. Further, relying on simulated realisations of the survey data means that tests of the cosmology dependence of the covariance are expensive. With these points in mind, this work presents a simple theoretical model for the linear covariance of anisotropic galaxy clustering observations with synthetic catalogues. Considering the Legendre moments (‘multipoles’) of the two-point statistics and projections into wide bins of the line-of-sight parameter (‘clustering wedges’), we describe the modelling of the covariance for these anisotropic clustering measurements for galaxy samples with a trivial geometry in the case of a Gaussian approximation of the clustering likelihood. As main result of this paper, we give the explicit formulae for Fourier and configuration space covariance matrices. To validate our model, we create synthetic HOD galaxy catalogues by populating the haloes of an ensemble of large-volume N-body simulations. Using linear and non-linear input power spectra, we find very good agreement between the model predictions and the measurements on the synthetic catalogues in the quasi-linear regime.
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1 INTRODUCTION
Galaxy clustering observations are a wealthy source of cosmological information. The three-dimensional distribution of galaxies on large scales is usually characterized by means of two-point statistics such as the power spectrum (PS) or the two-point correlation function (2PCF). Galaxy redshift surveys such as the 2dF Galaxy Redshift Survey (Colless et al. 2001), Sloan Digital Sky Survey (SDSS) I and II (York et al. 2000), and the Baryonic Oscillation Spectroscopic Survey (BOSS, part of SDSS-III; Dawson et al. 2013) have demonstrated the significance that these probes have for precision cosmology. Spectroscopic surveys that are ongoing or starting soon are the extended Baryonic Oscillation Spectroscopic Survey (eBOSS, part of SDSS-IV; Dawson et al. 2015) and the Hobby Eberly Telescope Dark Energy Experiment (Hill et al. 2008). In the future, next-generation experiments such as the Dark Energy Spectroscopic Instrument (Levi et al. 2013), 4MOST (de Jong et al. 2014), the Subaru Prime Focus Spectrograph (Ellis et al. 2014) and the space-based Euclid mission (Laureijs et al. 2011) will allow for an even more accurate exploration of galaxy clustering over a wide range of redshifts, giving access to invaluable cosmological information.

The strength of the clustering signal along the line-of-sight direction (LOS) differs from that in the transverse directions because of the peculiar velocities of the galaxies. This effect, dubbed redshift-space distortions (RSD; Kaiser 1987), is mostly due to the large-scale infall of galaxies into gravitational potential wells and the non-linear velocity dispersion due to the orbital motion of galaxies in dense, collapsed structures. By assuming a fiducial cosmology to convert redshifts to distances, measurements of the anisotropic...
clustering pattern caused by RSD provide information on the linear growth of structure (Sánchez et al. 2013; Beutler et al. 2014; Samushia et al. 2014; Reid et al. 2014). Further, differences between the true cosmology of the Universe and the assumed fiducial one affect anisotropic clustering measurements through the so-called Alcock-Paczynski effect (Alcock & Paczynski 1979), which can be used in combination with the signal from baryonic acoustic oscillations as a probe of the expansion history of the universe. Modelling this effect allows for measurements of the angular diameter distance \(D_A(\bar{z})\) to and the Hubble parameter \(H(\bar{z})\) at the mean redshift \(\bar{z}\) of the survey (see e.g. Anderson et al. 2014).

A crucial ingredient of these cosmological analyses is an accurate model of the observed clustering statistics at cosmological, i.e., quasi-linear, scales, including the effect of non-linear evolution, galaxy bias and RSD. The validation of such models requires precise estimates of the covariance matrix of the measured anisotropic power spectrum or two-point correlation function. While the estimate of the clustering covariance matrix for the galaxy sample itself can be generated by brute-force production of hundreds or thousands of synthetic realizations using fast approximate schemes for the formation of cosmological structures, model testing is better performed with the full non-linear covariance of the clustering statistic. Hence, the model verification usually relies on large-volume N-body simulations of which only a few realizations can be produced due to limited run-time and memory. Covariance estimates from the ‘mock’ method suffer from the noise due to the finite number of realizations affecting the inverse of the covariance matrix, which propagates into the obtained constraints (Taylor et al. 2013; Dodelson & Schneider 2013; Percival et al. 2014; Taylor & Joachimi 2014). The requirement to keep these error contributions small means that the number of mock realizations could reach the regime of a couple of thousands. The complexity of the problem increases further if the dependence of the covariance on the cosmological model is to be analysed as well (e.g., for the BAO covariance, Labatie et al. 2012). Then, the number of mock realisations significantly increases and the dependence of the covariance on any cosmological parameter can only be interpolated.

Alternative methods can be applied to reduce the required number of independent realizations. Hamilton et al. (2006) uses a resuffling scheme for the phases of a periodic simulation to estimate the PS covariance from a single realization. A similar resampling was used by Schneider et al. (2011). Parametric models of the covariance matrix that only depend on a few free parameters would also be calibrated against a smaller number of simulations (Pearson & Samushia 2015). The noise in the obtained covariance matrix can also be reduced by means of a shrinkage estimation (Pope & Szapudi 2008) or covariance tapering (Paz & Sánchez 2015).

In this work, we present the most simplistic theoretical framework for the modelling of anisotropic clustering covariance. Previous studies showed that a Gaussian likelihood for the two-point statistics is sufficient for RSD experiments in the linear and quasi-linear regime (Manera et al. 2012). This paper aims at an extension of such covariance modelling for anisotropic clustering statistics in order to allow RSD analysis and model verification using synthetic catalogues with periodic boundary conditions. So far, the theoretical modelling of the covariance of anisotropic clustering statistics has not been studied in detail – in contrast to the covariance of the monopole of 3D clustering statistics (Feldman et al. 1994; Smith et al. 2008; Sánchez et al. 2008) or the covariance of angular 2-point statistics (Crocce et al. 2011). In this paper we present the explicit formulae for the covariance of the multipoles as well as clustering wedges of the redshift-space galaxy PS and 2PCF for cubic mock catalogues. For RSD and BAO studies, usually distance scales between 30 \(h^{-1}\) Mpc and 180 \(h^{-1}\) Mpc and wavenumbers between 0.02 \(h\) Mpc\(^{-1}\) and 0.2 \(h\) Mpc\(^{-1}\) are considered as relevant (quasi-linear regime of gravitational evolution, BAO features within this range). Our model is verified on these scales using a set of large-volume N-body simulation whose haloes have been populated with galaxies mimicking the clustering statistics of real surveys by use of the halo occupation distribution (HOD; Peacock & Smith 2000; Scoccimarro et al. 2001; Berlind & Weinberg 2002) technique. The incorporation of the effects of a non-trivial survey geometry (described by the angular and radial selection of galaxies) is left for future work.

This paper is organized as follows: the anisotropic galaxy clustering statistics are introduced in Section 2.1. Measurements of their anisotropic moments and their covariance are presented in Section 2.2. Section 2.3 presents our theoretical modelling of the anisotropic clustering covariance and gives the main results of this paper. In Section 3 we validate our modelling using a set of large-scale N-body simulations which are described in detail in section 3.1. We show that our model successfully gives a smooth representation of the data covariance of the simulations anisotropic clustering in section 3.3. Section 4 concludes our work.

## 2 THE METHODOLOGY

This section contains a description of the galaxy two-point statistics and their measurements. Considering the covariance of the two-point statistics, we describe how they are estimated from data and give a theoretical model for the Gaussian covariance matrix which is the main result of this paper.

### 2.1 Galaxy two-point statistics

Galaxy clustering measurements are based on the galaxy overdensity field,

\[
\delta(x) = \frac{n(x) - \bar{n}(x)}{\bar{n}(x)}, \tag{1}
\]

where \(n(x)\) denotes the actual number of galaxies around a point \(x\), and \(\bar{n}(x)\) is the expected galaxy number density. Most clustering analyses focus on the power spectrum (PS) and its Fourier transform, the two-point correlation function (2PCF). The 3D power spectrum \(P(k)\) gives the covariance of the overdensity field in Fourier space,

\[
\left\langle \delta(k) \delta^*(k') \right\rangle = (2\pi)^3 \delta_0(k-k') \left[ P(k) + \bar{n}^{-1} \right], \tag{2}
\]

where \(\delta_0(k-k')\) is the 3D Dirac delta function and \(\delta^*(k)\) denotes the complex conjugate of the Fourier transform of the overdensity, \(\delta(k)\). For this relation we took into account that the discrete galaxy positions of a given survey are sampled...
by a Poisson point process leading to a shot-noise contribution \( \hat{n}^{-1} \) (Feldman et al. 1994). Redshift-space distortions depend on the line-of-sight (LOS) parameter \( \mu \) which is defined as the cosine of the angle between the LOS and the separation vector of a galaxy pair. None the less, \( P(k) \) is still statistically invariant under rotations around the LOS. Hence, we express the power spectrum in terms of the absolute wavenumber and the LOS parameter, \( P(k) = P(k, \mu) \).

In order to have measurements with a significant signal-to-noise ratio, the anisotropic PS is usually projected onto multipole moments (Padmanabhan & White 2008),

\[
P_\ell (k) \equiv \frac{2\ell + 1}{2} \int_{-1}^{1} \mathcal{L}_\ell (\mu) P(k, \mu) \, d\mu,
\]

where \( \mathcal{L}_\ell (\mu) \) denotes the Legendre polynomial of order \( \ell \). On the other hand, clustering wedges, which have first been defined in configuration space by Kazin et al. (2012), are projections into wide bins of the LOS parameter,

\[
P_{\mu_1 \mu_2} (k) \equiv \int_{\mu_1}^{\mu_2} P(k, \mu) \, d\mu,
\]

where \( \mu_1 \) and \( \mu_2 \) define the lower and upper limit, respectively, of non-intersecting wedges such that \( \mu_2 - \mu_1 = \Delta \mu \). The total number of wedges defines \( \Delta \mu \). We use the usual convention that in the case of only two wedges, these are labelled \( P_1 \) and \( P_0 \) for the \( \mu \)-ranges \([0, 0.5]\) and \([0.5, 1]\), respectively.

Anisotropic clustering is often analysed in terms of the 2PCF defined as \( \xi(s) \equiv \langle \delta(x) \delta(x + s) \rangle \). Hence, it is the configuration-space counterpart of the PS,

\[
\xi(s) = \frac{1}{(2\pi)^3} \int P(k) e^{i k \cdot s} \, d^3 k.
\]

The 2PCF can also be decomposed in terms of the Legendre multipoles (Hamilton 1997); the decomposition can be derived from the PS multipole using

\[
\xi(s) = \frac{i}{2\pi^2} \int_0^{\infty} P_\ell (k) j_\ell (ks) k^2 \, dk,
\]

where \( j_\ell (x) \) is the spherical Bessel function of order \( \ell \). Clustering wedges in configuration space are defined completely analogous to their Fourier space counterparts,

\[
\xi_{\mu_1 \mu_2} (s) \equiv \frac{1}{\mu_2 - \mu_1} \int_{\mu_1}^{\mu_2} \xi(s, \mu) \, d\mu.
\]

By convention, we use the labels \( \xi_{\perp} \) and \( \xi_{\parallel} \) for the case of two wedges.

The relation between 2PCF wedges and multipoles is

\[
\xi_{\mu_1 \mu_2} (s) = \sum_\ell \xi_\ell (s) \mathcal{L}_\ell (\mu_1, \mu_2),
\]

where \( \mathcal{L}_\ell (\mu_1, \mu_2) \) is the average of a Legendre polynomial over the \( \mu \)-range of the wedge,

\[
\mathcal{L}_\ell (\mu_1, \mu_2) \equiv \frac{1}{\Delta \mu} \int_{\mu_1}^{\mu_2} \mathcal{L}_\ell (\mu) \, d\mu.
\]

This integral is evaluated in equation (A22) in the appendix.

### 2.2 Measurements of the covariance matrix of two-point clustering measurements

We consider that the moments of the anisotropic PS have been measured to be \( \hat{P}_s \equiv \hat{P}_s (k_i) \) in \( N_0 \) different wavenumber bins whose centres are at \( k_i \). The subscript \( x \) can either refer to a multipole index \( \ell \) or to a clustering wedge limited by some \( \{\mu_1, \mu_2\} \). Analogously, the 2PCF moments, \( \xi_{\ell, \mu} \equiv \xi_{\ell, \mu} (r_i) \), have been measured in \( N_0 \) separation bins centred at \( r_i \).

Assuming that \( \hat{\delta}(k) \) is a Gaussian random field, the Fourier modes \( [\hat{\delta}(k)]^2 \) follow a Rayleigh distribution (see e.g. Kalus et al. 2015). In the following, we assume that the number of Fourier modes observed is large enough to validate the assumption that the power spectrum follows a multi-variate Gaussian distribution with fixed covariance.\(^1\)

Given that the true inverse of covariance matrix, \( \psi \), is known and fixed, we can compute the likelihood of a model prediction for the clustering statistic, \( \hat{P}_s \) or \( \xi \), by

\[
\mathcal{L} \left( \hat{P}_s | P_s, \psi \right) = \frac{1}{\sqrt{2\pi}} \exp \left[ -\frac{1}{2} \chi^2 (P_s, \hat{P}_s, \psi) \right].
\]

Here, the log-likelihood or \( \chi^2 \) function is given by

\[
\chi^2 (P_s, \hat{P}_s, \psi) = \sum_{x=1}^{N_0} \sum_{y=1}^{N_0} (\hat{P}_{sx} - P_{sx}) \psi_{xy} (\hat{P}_{sy} - P_{sy}),
\]

where \( \psi_{xy} \) are the elements of the precision matrix \( \psi \).

Usually the covariance matrix \( \mathbf{C} \) is estimated from a set of \( N_m \) mock measurements, denoted by \( (\mathbf{P}_x) \), where \( n \in \{1, \ldots, N_m\} \), so that

\[
\mathbf{C}^{P}_{xy} = \frac{1}{N_m - 1} \sum_{n} ((\mathbf{P}_x)^{n} - \langle \mathbf{P}_x \rangle) (\mathbf{P}_y)^{n} - \langle \mathbf{P}_y \rangle).
\]

Here, the mean over all simulations is given by

\[
\langle \mathbf{P}_x \rangle = \frac{1}{N_m} \sum_{n} (\mathbf{P}_x)^{n}.
\]

In order to account for the noise in \( (\mathbf{C}^{-1}) \), the likelihood of equation (10) must be marginalized over the distribution of these uncertainties which, in the case in which \( (\mathbf{C}^{-1}) \) are Gaussian random samples, follows an inverse Wishart distribution with the true precision matrix \( \psi \). In most analyses however, \( (\mathbf{C}^{-1}) \) is treated as the exact inverse covariance, resulting in known biases of the parameter estimates which must be corrected for (see e.g. Kaufman 1967; Hartlap et al. 2006; Percival et al. 2014; Taylor & Joachimi 2014). The smaller the number of realizations, \( N_m \), the larger these corrections are; in the extreme case of \( N_0 \geq N_m - 2 \), the covariance matrix \( \mathbf{C} \) becomes singular.

We want to avoid generating and processing a large number of synthetic catalogues and hence aim for a smooth and non-singular estimate of the covariance matrix by theoretical modelling of the data covariance and its inverse.

\(^1\) Deviations from the Gaussianity of the angular power spectrum likelihood have recently been analysed (Sun et al. 2013; Kalus et al. 2015) and it was shown that constraints on primordial non-Gaussianity are affected by the negligence of the non-Gaussian contribution. The logarithm of the spatial power spectrum was found to be closer to a Gaussian random variable at large scales than the power spectrum itself by Ross et al. (2013). We neglect the dependence of the covariance on cosmological parameters as suggested by Carron (2013).

\(^2\) For the 2PCF likelihood, replace the \( P_s \) by \( \hat{P}_s \) and \( \xi_s \) by \( \hat{\xi}_s \).

\(^3\) The 2PCF covariance matrix \( \mathbf{C}^{P}_{xy} \) is likewise estimated from mock measurements \( (\mathbf{C}^{-1}) \).
2.3 Modelling of the covariance of galaxy two-point clustering measurements

2.3.1 Fourier Space: the Power Spectrum Covariance

The assumption that the 2D power spectrum follows a Gaussian distribution leads to the following relation for the PS mode-by-mode covariance (see Feldman et al. 1994, for the monopole),

\[
\text{Cov}[P(k), P(k')] = \frac{2}{V_s} \frac{(2\pi)^3}{\ell} \delta_0(k-k') \left[ \frac{\hat{L}_\ell \mu \hat{L}_\ell \mu}{
\right] \text{Cov}[\hat{P}_\ell \mu, \hat{P}_\ell \mu],
\]

where \( V_s \) is the volume of the sample.\(^4\) The Dirac delta function reflects the independence of Fourier modes for a random field with statistical translational invariance and in the absence of gravitational mode coupling. The anisotropy of the PS is taken into account by the LOS dependency of \( P(k, \mu) \).

Here, we neglected the trispectrum contribution (Scoccimarro et al. 1999) and the super-sample covariance (SSC; also called beat-coupling). Further, the fact that the local density estimate is obtained in the presence of power on scales larger than the survey size affects the PS covariance of real surveys in the same manner as SSC, but the net effect only makes up 10% of the original beat-coupling effect (de Putter et al. 2012). The contribution of the two latter effects to the PS covariance has been shown to become important at non-linear scales \( k \gtrsim 0.1 \text{ h Mpc}^{-1} \) (de Putter et al. 2012; Takada & Hu 2013; Li et al. 2014).

The mode coupling in the standard trispectrum term due to non-linear gravitational evolution is subdominant compared to SSC, but adds to it creating a plateau in the signal-to-noise ratio of the matter power spectrum in the mildly non-linear regime and beyond (Carron et al. 2015). The modelling of these effects is beyond the scope of this paper and their analysis is left for future work.

The theoretical covariance matrix for binned anisotropic PS measurements is obtained by averaging over the number of independent Fourier modes \( k \) that contribute to each wavenumber bin. We assume the bins to be centred at \( k_i \) with width \( \Delta k \). For readability, the derivation of the following covariance expressions are presented in Appendix A. A useful definition is the multipole expansion of the per-mode covariance given by

\[
\sigma^2_{\ell, j}(k) \equiv \frac{(2\ell + 1)(2\ell' + 1)}{2 \pi} \int_0^1 \left( P(k, \mu) + \frac{1}{\ell \ell'} \hat{L}_\ell \mu \hat{L}_\ell \mu \right) d\mu. \tag{15}
\]

The normalization was chosen such that the pre-factor of \( \sigma^2_{\ell, j}(k) \) is the usual \( 2/V_s \) for an isotropic PS. Equation (A5) in appendix A provides the corresponding formula expressing the power spectrum in a multipole series.

As shown in section A1, our ansatz for the bin-averaged PS multipole covariance \( C_{\ell, j}^P(k_i, k_j) \equiv \text{Cov}[P_{\ell, j}^P] \) yields

\[
C_{\ell, j}^P(k_i, k_j) = \frac{2(2\pi)^4}{V_{k_i}} \delta_{ij} \int_{k_i-\Delta k/2}^{k_i+\Delta k/2} \sigma^2_{\ell, j}(k) k^2 dk, \tag{16}
\]

where the volume of the shell in \( k \)-space is \( V_{k_i} = 4\pi[(k_i + \Delta k/2)^3 - (k_i - \Delta k/2)^3]/3 \). The full multipole expansion presented in the appendix shows that the multipole covariance matrix has terms which mix all multipole contributions. This implies that the monopole covariance is not only given by terms depending on \( (P_0(k) + \bar{n}^{-1})^2 \), but also contains contributions from all higher-order multipoles as well.

Second, we consider clustering wedges \( P^w_{\ell, j}(k) \) as defined by equation (4). We denote the measurement of \( P^w_{\ell, j}(k) \) in the wavenumber bin centred around \( k_i \) as \( P^w_{\ell, j} \). Then, the theoretical covariance of the bin-averaged wedges, \( C_{\ell, j}^w(k_i, k_j) \equiv \text{Cov}[P^w_{\ell, j}, P^w_{\ell, j}] \), is given by (see section A2)

\[
C_{\ell, j}^w(k_i, k_j) = \frac{4(2\pi)^4}{V_{k_i}^2 (\Delta \mu)^2} \delta_{ij} \delta_{\mu \mu'} \times \int_{k_i-\Delta k/2}^{k_i+\Delta k/2} \int_{\mu}^{\mu + \Delta \mu} \left[ P(k, \mu') \right]^2 d\mu k^2 dk, \tag{17}
\]

where \( \delta_{\mu \mu'} \) reflects that the wedges are discrete and non-intersecting. In contrast to the multipoles, different Fourier space wedges are not correlated in our linear Gaussian theory, even after integration over the wavenumber bin.

2.3.2 Configuration Space: the 2PCF Covariance

As in the previous section, we only present here the final results and give the full derivations in section A3. By defining the per-mode multipole covariance as in equation (15), we can write the bin-averaged 2PCF multipole covariance matrix, \( C^{\xi}_{\ell, j}(s_i, s_j) \equiv \text{Cov}[\xi_{\ell, j}^i, \xi_{\ell, j}^j] \), as

\[
C^{\xi}_{\ell, j}(s_i, s_j) = \frac{(2\ell + 1)}{2\pi} \int_0^\infty k^2 \sigma^2_{\ell, j}(k) \bar{\eta}_{\ell}(k s_i) \bar{\eta}_{\ell}(k s_j) dk, \tag{18}
\]

where \( \bar{\eta}(k s_i) \) is the bin-averaged spherical Bessel functions as defined in equation (A10). The bin average has been shown to be necessary in order not to overestimate the 2PCF covariance (Cohn 2006; Sánchez et al. 2008).

In section A4, we derive the covariance of the 2PCF clustering wedges, \( C^{\xi}_{\mu \mu'}(s_i, s_j) \equiv \text{Cov}[\xi_{\mu \mu'}^i, \xi_{\mu \mu'}^j] \), by

\[
C^{\xi}_{\mu \mu'}(s_i, s_j) = \sum_{\ell, j} \frac{(2\ell + 1)}{2\pi} \int_0^\infty \int_0^\infty \bar{E}_{\ell, \mu} \bar{E}_{\ell, \mu'} \times \int_0^\infty k^2 \sigma^2_{\ell, j}(k) \bar{\eta}_{\ell}(k s_i) \bar{\eta}_{\ell}(k s_j) dk. \tag{19}
\]

Here, \( \bar{E}_{\ell, \mu} \) is the average of a Legendre polynomial over the \( \mu \)-range of the wedge as defined in equation (9).

3 VALIDATION OF THE MODEL

In this section, we first describe the set of N-body simulations that we will use to validate our model of the covariance of anisotropic galaxy clustering two-point statistics. Next, we show and discuss the agreement between the theoretical

\[\text{MNRAS 000, 1–17 (2016)}\]
3.1 The N-body Simulations and Galaxy Catalogues

The MINERVA simulations are a set of 100 N-body simulations run using GADGET\(^5\) (last described in Springel 2005) with 1000\(^3\) dark matter (DM) particles per realization in a cubic box of side length 1500 \(h^{-1}\) Mpc with periodic boundary conditions. The simulations were started at redshift \(z_{\text{ini}} = 63\) using 2LPT initial conditions. The input linear power spectrum for the initial conditions was calculated using CAMB (Lewis et al. 2000) for the cosmological parameters chosen for our set of simulations (see Table 1), which match the best-fitting \(\Lambda\)CDM model of the WMAP9 + BOSS DR9 \(\xi(r)\) analysis (Sánchez et al. 2013, Table 1). The positions and velocities of the DM particles were stored for five output redshifts \(z \in \{2.0, 1.0, 0.57, 0.30, 0.02\}\) jointly with the halo positions and velocities found by a friends-of-friend halo finder applied with the standard linking length equal to 0.2 of the mean inter-particle separation. In a post-processing step, SUBFIND (Springel et al. 2001, section 4.2) was run to generate the final halo catalogues for each realization and output redshift. The mean halo mass function for \(z = 0.57\) is plotted in the upper part of Fig. 1. The minimum resolved halo mass is \(m_{\text{min}} = 2.67 \cdot 10^{12} \, h^{-1} M_{\odot}\).

The volume of each realization is large enough to allow for the analysis of anisotropic galaxy clustering probes with a precision comparable to present-day galaxy redshift surveys. In order to generate a galaxy sample comparable to the CMaSS sample of BOSS, we populate the haloes and subhaloes of each simulation with galaxies according to a halo occupation distribution (HOD) model with suitable parameters. In such HOD models the average number \(N\) of synthetic galaxies in haloes of mass \(M\) is given by the mean occupation function \(N(M)\). We follow the parametrization of Zheng et al. (2007) and decompose this function into contributions from central and satellite galaxies,

\[
\langle N(M) \rangle = \langle N_{\text{cen}}(M) \rangle + \langle N_{\text{sat}}(M) \rangle,
\]

where the mean central occupation function,

\[
\langle N_{\text{cen}}(M) \rangle = \frac{1}{2} \left[ 1 + \text{erf} \left( \frac{\log M - \log M_{\text{min}}}{\sigma_{\log M}} \right) \right],
\]

has a smooth cut-off at \(M_{\text{min}}\) modelled by an error function with relative scale \(\sigma_{\log M}\) to describe the scatter between the galaxy luminosity and mass. By setting the satellites contribution to

\[
\langle N_{\text{sat}}(M) \rangle = \langle N_{\text{sat}}(M) \rangle \left( \frac{M - M_0}{M'} \right) ^ \alpha,
\]

we only assign satellites to haloes that are already populated by a central galaxy. The satellite galaxies are sampled with a Poisson distribution with the mean set by equation (22) where the cut-off mass scale is \(M_0\), the normalization mass scale is \(M'_1\), and the power-law slope is \(\alpha\). If a central galaxy is assigned to a halo, its position and velocity are derived from the most-bounded DM particle in that halo. The positions and velocities of satellite galaxies are drawn from random DM particles associated to the hosting halo.

The parameters chosen for our HOD sample at redshift \(z = 0.57\), the mean redshift of the BOSS CMASS sample, are given in Table 2; the resulting mean galaxy occupation function is shown in the lower panel of Fig. 1. The final synthetic galaxy catalogues have a mean galaxy density of \(\bar{n} \approx 4 \cdot 10^{-4} \, h^3 \text{Mpc}^{-3}\). By comparing the redshift-space 2PCF monopole of the HOD sample with the real-space one of the DM particles, we find a linear bias of \(b = 4.02\) derived from the ratio at pair separations \(40 \, h^{-1} \text{Mpc} \leq s \leq 60 \, h^{-1} \text{Mpc}\). Using the ratio of the real- and redshift-space

\(^5\) The latest public release is GADGET-2 which is available at http://www.gadgetcode.org/.
monopole of the HOD sample at these separations, we find that the Kaiser factor is $S = 1.29$, in perfect agreement with the theoretical value of $S = 1 + \frac{3}{2} \beta + \frac{1}{4} \beta^2$ (Kaiser 1987) derived from the growth factor $f = 0.76$ for the MINERVA cosmology. Here, we used $\beta = f/b$, where $f$ is the growth rate, i.e., the logarithmic derivative of the growth function w.r.t. the scale factor.

The agreement between the anisotropic clustering of the HOD galaxy sample and the CMASS sample of BOSS DR11 can be seen in Fig. 2, where we show the comparison of the 2PCF clustering wedges of both samples.

No super-survey modes have been taken into account for our simulations (e.g. by use of the separate universe response, Li et al. 2014) in agreement with the absence of those modes in our modelling of the PS covariance in equation (14).

### 3.2 The two-dimensional power spectrum

As the simplest case, we assume a linear prediction for the 2D galaxy power spectrum where redshift-space anisotropies are caused by the linear Kaiser effect (Kaiser 1987),

$$P^\text{lin}(k, \mu) = b^2 P_L(k) (1 + \beta^2 \mu^2)^2,$$  

(23)

where $P_L(k)$ is the linear matter power spectrum, and $b$ is the linear galaxy bias.

With these assumptions, the only non-vanishing PS multipoles are the monopole, quadrupole, and hexadecapole.

Fig 3 shows the mean PS monopole, quadrupole and hexadecapole from the MINERVA simulations. The linear theory definition of equation (23), shown by the dotted lines, gives an inadequate description of the anisotropic galaxy power spectrum in the quasi-linear regime. To improve upon this description we perform a smoothing spline interpolation of our mean PS multipole measurements, $P^\text{smooth}_l(k)$, shown by the dashed lines in Fig 3, to create a noiseless non-linear power spectrum that we can use for covariance predictions,

$$P^\text{lin}(k, \mu) = P^\text{smooth}_0(k) + P^\text{smooth}_2(k) L_2(\mu) + P^\text{smooth}_4(k) L_4(\mu).$$  

(24)

For the estimation of the smoothing length, we take the measured dispersion of the PS multipoles into account. The BAO wiggles in the smoothed quadrupole have been slightly damped by this procedure but, due to the small signal-to-noise ratio of the BAO feature in the quadrupole, this does not affect the predicted covariance.

In the same way as the linear model of equation (23), by definition this ansatz also has only monopole, quadrupole and hexadecapole contributions. Higher-order multipoles are negligible for $k \lesssim 0.25 \, h \, \text{Mpc}^{-1}$. In the following, we will use these two power spectrum models for the analysis and validation of our Gaussian covariance predictions (referred to as ‘lin’ and ‘smooth’, respectively). In the case of an application of the Gaussian covariance model for the use of RSD model performance tests, the smoothed power spectrum can be replaced by a preliminary fit of the RSD model to the data.

### 3.3 Validation of the Accuracy of the Gaussian Covariance Model

In order to compare the theoretical predictions presented in section 2.3 with the noisy estimates from the MINERVA simulations, we chose two different binning configurations: one leading to an invertible covariance matrix (in case of multipoles up to the hexadecapole or three clustering wedges) denoted ‘large’ and one appropriate for fitting of CMASS-like measurements (for which the data covariance matrix...
obtained from 100 catalogues is singular) denoted ‘small’. These setups are listed in Table 3.

The measurements of the redshift-space two-point clustering assume a plane-parallel LOS along one of the axis of the simulation box (‘distant-observer approximation’). In order to reduce the level of noise in the mean and covariance of the measurements, we measure the two-point statistic of every realization by assuming the LOS to be parallel to each of the three different axes and then average the results.

Due to this averaging over the three LOS axes, the error on the covariance cannot easily be predicted analytically. Thus, we measure the error on the covariance matrix $C^P$ as jackknife estimate from the same set of mock measurements,

$$\left(\Delta C_{xyij}^P\right)^2 = \frac{N_m - 1}{N_m} \sum_m \left( (m) C_{xyij}^P - C_{xyij} \right)^2,$$

where $(m) C_{xyij}^P$ is the covariance estimate based on leaving out the $m$th realization,

$$(m) C_{xyij}^P = \frac{1}{N_m - 1} \sum_{m \neq m} \left( (m) P_{ij}^\ell - \langle P_{ij}^\ell \rangle \right) \left( (m) P_{ij}^\ell - \langle P_{ij}^\ell \rangle \right).$$

The error on the covariance matrix of all configuration space measurements, $C_{xyij}^P$, are obtained in an analogous way. We checked that the jackknife estimate of the error on the covariance matrix for the case of a single LOS axis is in close agreement with the theoretical prediction given in Taylor et al. (2013).

The calculation of the likelihood in equation (10) requires the estimation of the inverse of the covariance matrix, the precision matrix. If this matrix is taken to be the inverse of the data covariance, it is biased due to the sample variance. The level of noise is quite high in our case due to the small number of realizations and large number of measurements bins. Since for many analysis configurations, the data covariance is even singular, we do not comment on the accuracy of the precision matrix here. We shortly discuss the inverse data covariance matrix from our set of simulations for one particular binning scheme in appendix B.

### 3.3.1 Fourier Space Covariance

The predicted covariance of the PS multipoles is compared against the data covariance measured from our 100 simulations in Fig. 4 for the small (upper panel) and large (lower panel) binning setup. We show the dispersion of PS multipoles given by $\sigma^2_P(k_i)$ follows $[C^P_{\ell_i}(k_i)]^{1/2}$. The error bar is likewise given by $\Delta \sigma^2_P(k_i) \equiv [\Delta C^P_{\ell_i}(k_i)]^{1/2}$, where $\Delta C^P_{\ell_i}(k_i)$ is estimated with the jackknife estimator given in equation (25). The difference between linear and non-linear predictions is small for the monopole and quadrupole dispersion. However, the linear prediction of the hexadecapole dispersion slightly overpredicts (underpredicts) the actual dispersion in the data for lower (higher) $k$, respectively, which is better matched by the results obtained from the smoothed multipole measurements. In appendix A1, we comment on the increase of the higher-order multipole variance showing predictions $\sigma_{P_R}$ and $\sigma_{P_R}$.

The measurements of the off-diagonal terms $C^P_{\ell_1,\ell_2}(k_i)$ (for $\ell_1 \neq \ell_2$ and/or $k_i \neq k_i$) suffer from low signal-to-noise and hence show larger relative scatter than the dispersion terms. As the differences in our linear and non-linear modelling are much smaller than the variations in the measurements we find equally good agreement between the two predictions and our simulation data. Because of the scatter, we cannot identify additional contributions such as non-gaussianities in our covariance measurements. To highlight the full covariance properties, we define the correlation matrix for PS multipoles as

$$R^P_{\ell_1,\ell_2}(k_i, k_j) = C^P_{\ell_1,\ell_2}(k_i, k_j) \left[ \sigma_{P_{\ell_1}} P_{\ell_1} \sigma_{P_{\ell_2}} P_{\ell_2} \right]^{-1}.$$

The upper panel of Fig. 5 we show a color representation of the data correlation matrix (upper triangular part) next to the theoretical prediction (lower triangular part). The lower panel shows a cut through the matrix. Note that we normalized the data covariance by the theoretical dispersion.
obtained from the smooth non-linear power spectrum, $\sigma_{P^{nl}}$, so that there is no further noise contamination. The level of unaccounted data correlation in the off-diagonal terms is up to 20%, but this is most likely due to noise contamination instead of systematics not included in our Gaussian ansatz. The noise level for the monopole is larger than for the higher-order multipoles because of the average over the LOS directions which reduces the noise of the RSD but not of the real-space matter clustering.

Assuming three PS wedges, we label the covariance between the $n$-th and $m$-th wedge as $C_{w,n,m}(k_i,k_j)$ and the dispersion as $\sigma_{P^{nl}}(k_i) \equiv [C_{w,n,m}(k_i,k_i)]^{1/2}$ for clarity. For the case of two clustering wedges, we stick with the labels $\perp$ and $\parallel$. Fig. 6 compares the predicted covariance of two (upper panel) and three (lower panel) wedges to the data covariance measured from our 100 realizations for the small binning configuration. The same comparison is plotted for $\sigma_{P^{nl}}(k_i)$, and three wedges, $\sigma_{P^{w,n}}(k_i)$, respectively.

Figure 5. Upper panel: The full correlation matrix of the PS multipoles, $R_{P^{w,i},i}^{P^{w,j}}(k_i,k_j) = C_{P^{w,i},i}^{P^{w,j}}(k_i,k_j)/(\sigma_{P^{w,i}}(k_i)\sigma_{P^{w,j}}(k_j))^{-1}$ (normalized by the theoretical prediction), shows a dominant diagonal and a significant cross-correlation between monopole and quadrupole (shown here: large binning). Lower panel: Cut through the correlation matrix for $l_1 = 0$ at $k_1 = 0.095$ h Mpc$^{-1}$. The correlation contamination from physical effects not accounted for by our model and from noise is at the 15% level and well within the error bars.

Figure 6. Comparison of the dispersion of the PS wedges of our HOD realizations (points) for the small binning configuration with the Gaussian predictions from equation (17) for the linear (dotted lines) and smoothed non-linear (dashed lines) input power spectra. The upper and lower panels show the cases of two wedges, $\sigma_{P_{\perp}}(k_i)$, and three wedges, $\sigma_{P_{w,n}}(k_i)$, respectively.

Figure 7. Comparison of the rms of the PS wedges of our HOD realizations (points) for the large binning configuration with the Gaussian predictions from equation (17) for the linear (dotted lines) and smoothed non-linear (dashed lines) input power spectra. The upper and lower panels show the cases of two wedges, $\sigma_{P_{\perp}}(k_i)$, and three wedges, $\sigma_{P_{w,n}}(k_i)$, respectively.
the case of the large bins in Fig. 7. In the linear-theory predictions, the BAO peaks and troughs in the dispersion are not as damped as in the data, especially for the most parallel wedges. Further, using linear theory the high-k dispersion of the intermediate and most perpendicular wedge is underpredicted ($k \gtrsim 0.15 \, h/\text{Mpc}$).

We complete the PS wedge covariance analysis by showing the full correlation matrix compared to the non-linear prediction in Fig. 8. Here we restrict the analysis to the 3-wedges case for brevity; the 2-wedges correlation matrix has similar properties. As described in section 2.3, the cross-correlation $C^P_{3w,n,m}(k_i, k_j)$ vanishes for $n \neq m$ or $k_i \neq k_j$. The data correlation matrix, $R_{3w,n,m}(k_i, k_j) = C^P_{3w,n,m}(k_i, k_j)[\sigma_{3w,1}(k_i) \sigma_{3w,1}(k_j)]^{-1}$, again normalized by the non-linear theoretical prediction, shows a level of unaccounted cross-correlation of up to 15%. As for the multipole, this is most likely noise contamination and the scatter cannot be associated with any systematic deviations from our Gaussian model.

3.3.2 Configuration Space Covariance

In configuration space, we define the dispersion of 2PCF multipoles by $\sigma^2_\ell(s_i) \equiv [C^F_{\ell,i}(s_i, s_i)]^{1/2}$. In Fig. 9, the predicted dispersion of the 2PCF multipoles is compared to the data dispersion measured from our 100 simulations for the small (upper panel) and large (lower panel) binning setup. The difference between linear and non-linear predictions for the multipole covariance is negligible compared to the deviations between the measurements and the theory estimates. Those deviations are largely due to the low number of realizations and the fact that the Fourier transform to configuration space translates uncorrelated modes into highly correlated measurements of the binned anisotropic 2PCF. The dispersion of higher-order multipole moments of the correlation function is discussed in appendix A3.

The correlation between measurement bins is best illustrated by the full information encoded in the correlation matrix, which is defined in an analogous way to the case of PS multipoles,

$$R^C_{\ell_{1},\ell_{2}}(s_i, s_j) = C^F_{\ell_{1},\ell_{2}}(s_i, s_j) \left[\sigma^{2}_{\ell_{1}}(s_i) \sigma^{2}_{\ell_{2}}(s_j)\right]^{-1}.$$  

Cross-covariance terms, $C^{F}_{\ell_{1},\ell_{2}}(s_i, s_j)$, show a large scatter due to the low signal-to-noise of our measurement. We find

\[ \text{Figure 8. Upper panel: The full correlation matrix of the PS wedges, } R_{3w,n,m}(k_i, k_j) = C^P_{3w,n,m}(k_i, k_j)[\sigma_{3w,1}(k_i) \sigma_{3w,1}(k_j)]^{-1}, \text{ shows a dominant diagonal and no significant cross-correlation between wedges (shown here: large binning scheme). Lower panel: Cut through the correlation matrix for the most transverse wedge, } \xi_{3w,1}, \text{ at } k_i = 0.095 \, h/\text{Mpc}. \text{ The correlation contamination from physical effects not accounted for by our model and from noise is at the 15% level (same level as the error bars).} \]

\[ \text{Figure 9. Comparison of the dispersion of the 2PCF multipoles, } \sigma^2_\ell(s_i) \text{, of our HOD realizations (points) compared with the Gaussian predictions from equation (18) for the small (upper panel) and large (lower panel) binning configuration. The dotted and dashed lines correspond to the linear and smoothed non-linear input power spectra, respectively. In addition, we show the prediction of the real-space covariance as given in Sánchez et al. (2008), rescaled by the linear Kaiser factor } S = 1.28 \text{ as dot-dashed black line. This curve cannot be distinguished from the Gaussian prediction for the monopole given in this work.} \]
that the differences in our linear and non-linear modelling are much smaller than the scatter in the measurements and we conclude agreement between the different predictions and data on an equally good level.

In the upper panel of Fig. 10, we show the structure in the data correlation matrix (upper triangular part) next to the theoretical prediction (lower triangular part). For a better visualization of the level of correlation, the lower panel shows a cut through the matrix. The prediction for the monopole, quadrupole and hexadecapole correlation is in very good agreement with the measurements. We see how the monopole, quadrupole and hexadecapole correlation is noisy, they follow the same trends as our theoretical predictions.

**Figure 10. Upper panel:** In the full correlation matrix of the 2PCF multipoles, \( R_{\ell_1,\ell_2}(s_i,s_j) = C_{\ell_1,\ell_2}(s_i,s_j) / \sigma_{\ell_1}(s_i) \sigma_{\ell_2}(s_j) \) (normalized by the theoretical prediction), shown here for the large binning, we see a high level of cross-correlation which is only slowly declining away from the main diagonals and the diagonals of the monopole-quadrupole and quadrupole-hexadecapole sub-matrices. The monopole and the hexadecapole are not correlated. **Lower panel:** Cut through the correlation matrix for \( \ell_1 = 0 \) at \( s_i = 112.5 \ h^{-1} \) Mpc. Although the correlation curves inferred from our simulations are noisy, they follow the same trends as our theoretical predictions.

**Figure 11.** Comparison of the dispersion of the 2PCF wedges of our HOD realizations (points) for the small binning configuration with the Gaussian predictions from equation (19). The dotted and dashed lines correspond to the linear and smoothed non-linear input power spectra, respectively. The upper and lower panels show the cases of two wedges, \( \sigma_{\ell_1}(s_i) \), and three wedges, \( \sigma_{\ell_2,n}(s_i) \), respectively.

**Figure 12.** Comparison of the dispersion of the 2PCF wedges of our HOD realizations (points) for the large binning configuration with the Gaussian predictions from equation (19). The dotted and dashed lines correspond to the linear and smoothed non-linear input power spectra, respectively. The upper and lower panels show the cases of two wedges, \( \sigma_{\ell_1}(s_i) \), and three wedges, \( \sigma_{\ell_2,n}(s_i) \), respectively.
As for PS wedges, we label the covariance between the $n$-th and $m$-th 2PCF wedge as $C_{3w,n,m}^s(s_i,s_j)$ and the dispersion as $\sigma_{3w,n,m}^s(s_i) \equiv [C_{3w,n,m}^s(s_i,s_i)]^{1/2}$. In the case of two wedges only, we label each one with a subscript $\perp$ or $\parallel$.

In Fig. 11, we plot the predicted dispersion of two (upper panel) and three (lower panel) wedge measurements in configuration space compared to the data dispersion measured from the MINERVA simulation for the small binning configuration. These predictions are based on equation (19), including contributions up to $\ell_1, \ell_2 \leq 6$. We discuss the convergence of the wedge dispersion with the inclusion of higher-order multipoles in appendix A4. The same comparison is plotted for the case of the large bins in Fig. 12. In both cases, there is no significant difference between the linear and the non-linear predictions. The estimate from linear theory is always slightly larger than the estimate from the smoother interpolation of the measured power spectrum multipoles, but this difference is much smaller than the deviation between theory and data.

The cross-correlation for 2PCF wedges is as significant as for the configuration-space multipoles. In analogy to the discussion on the Fourier space wedges, we define the correlation matrix for 2PCF wedges as $R_{\xi,3w}^{s_i,s_j}(s_i,s_j) = C_{3w,n,m}^s(s_i,s_j) \sigma_{3w,n,m}^s(s_i) \sigma_{3w,n,m}^s(s_j)^{-1}$, normalized by the non-linear theoretical prediction. We show the full correlation matrix compared to the non-linear prediction in Fig. 13. Again, we restrict our discussion to the case of three wedges for brevity. The correlation matrix for two 2PCF wedges has similar properties. As the Fourier transformation mixes independent Fourier modes, the covariance $C_{3w,n,m}^s(s_i,s_j)$ only decays slowly with increased separation between the distance bins and ranges of the LOS parameter. The data correlation (upper panel of Fig. 13) shows good overall agreement between the theoretical prediction (lower triangular part) and our measurement (upper triangular part). The plotted full matrix shows also that the cross-correlation structure for 2PCF wedges is more complex than for 2PCF multipoles. For better visualization, we show a cut through the matrix in the lower panel of Fig. 13. We find differences between our measurements and the theoretical predictions of up to 20%, which is a bit higher than for the multipole case. As for the previous cases, these discrepancies are most likely due to noise contamination and the level of noise is very similar for different cuts through the matrix. The model under- or overpredicts the data over wide ranges of pair separations because the noise in the covariance is as correlated as the 2PCF itself. Hence, we are not able to test for deviations from our Gaussian ansatz with the number of realizations at hand.

As before discussed in section 2.3, the shortcomings of our model for the analyzed sample of N-body simulations is the neglected trispectrum contribution which is only relevant for scales in the non-linear regime. We would need a much larger set of N-body simulations in order to validate extensions to the Gaussian model.

As a final test, we analyse whether our model for the monopole covariance in real-space as follows:

$$C_{\xi,0,0}^{\text{lin},\text{m}}(s_i,s_j) = \frac{1}{\pi^2} \int_0^\infty \left[ b^2 P_L(k) + \frac{1}{\pi} \right]^2 \times \bar{j}_e(k s_i) \bar{j}_e(k s_j) k^2 \, dk, \tag{29}$$

From this, the $z$-space covariance is estimated to be $C_{\xi,0,0}^{\text{lin},\text{m}}(s_i,s_j) = S^2 C_{\xi,0,0}^{\text{lin},\text{m}}(s_i,s_j)$, where $S = 1 + \frac{1}{2} \beta + \frac{1}{6} \beta^2$. As shown in Fig. 9, this simple ansatz gives already an excellent description of the covariance of the redshift-space 2PCF monopole, even though the anisotropy of the input power spectrum has been neglected. Any RSD or BAO fit using anisotropic clustering measurements must take the higher-order multipoles into account which can only be done by the formulae presented in this work.

Additional tests indicate that the discrepancy between the simplified monopole recipe and the full Gaussian model presented here depends on the bias. While there is a neg-

---

**Figure 13.** Upper panel: The full correlation matrix of the 2PCF wedge, Corr[$\xi_{3w,1}(k_i), \xi_{3w,2}(k_j)$], is dominated by a high level of correlation between different wedges and distance bins (shown here for the large binning configuration). Lower panel: Cut through the correlation matrix for the most transverse wedge, $\xi_{3w,1}$, at $s_i = 112.5 \, h^{-1} \text{Mpc}$. Although the data cross-correlations are noisy, they are well described by our theoretical prediction (the significant correlation of the covariance is discussed in the text).
ligible difference for the highly biased HOD galaxy sample analysed here (where $b^2 = 4.02$), the covariance of an under-biased tracer sample ($b \leq 1$, similar $\bar{n}$) is only correctly modelled taking the full anisotropy of the input power spectrum into account.

4 CONCLUSIONS

In this work, we presented explicit formulae for the Gaussian covariance matrix of anisotropic two-point clustering measurements. Aiming at precise covariance estimates for the verification of models of the redshift-space clustering two-point statistics, we looked at the covariance of clustering wedges (i.e., large bins in the line-of-sight parameter) and multipole moments of the clustering signal, both in configuration space as well as in Fourier space. The formulae presented here rely on a model for the input power spectrum. In our analysis, we tested two different prescriptions for $P(k, \mu)$: first, a linear model for the redshift-space galaxy power spectrum based on the linear Kaiser effect and a linear galaxy bias on top of the linear-theory prediction for the matter power spectrum. Second, we use a smoothed interpolation of the measured galaxy power spectrum from our simulations.

The covariance model has been tested and validated against a set of large-volume N-body simulations. The number of realizations is enough to have a precise mean measurement of the non-linear anisotropic clustering signal, but the recovered covariance matrices exhibit significant noise due to the relatively small number of realizations.

We show that the Gaussian covariance from the interpolated non-linear power spectrum describes the measured clustering covariance very well. Not only is the overall shape of the dispersion of PS wedges and multipoles in excellent agreement, also broad features such as damped BAOs are described accurately. Relying on the linear power spectrum model, the Gaussian prediction is also in very good agreement with the observed data covariance, but the BAO features in the PS covariance are slightly overpredicted. In configuration space, the measurements of the anisotropic clustering are highly correlated. The theory predictions for the covariance of wedges and multipoles of the two-point correlation function (2PCF) accurately describe the full correlation structure. The differences in these covariances resulting from the two different descriptions for the input power spectrum are almost negligible.

The aim of this work is limited to predictions of the anisotropic clustering covariance on quasi-linear scales in order to allow RSD and BAO fits of the clustering measurements from a limited set of large-volume N-body realizations. Further work is needed to incorporate the beat-coupling with super-survey modes and the contributions from the connected trispectrum part of the covariance with arises due to non-linear evolution (Scoccimarro et al. 1999). These effects have been neglected here due to absence of super-survey modes (super sample covariance; SSC) in the N-body realizations and the restrictions to quasi-linear scales ($k \lesssim 0.2 \, h \, \text{Mpc}^{-1}$, $s \gtrsim 40 \, h^{-1} \, \text{Mpc}$). In order to validate a model for the influence of SSC on the anisotropic clustering covariance, an similar analysis to the work in de Putter et al. (2012); Takada & Hu (2013); Li et al. (2014) – i.e., taking account of the local density estimate and the beat-coupling of smaller scales with super-survey modes – is required, which is beyond the scope of the work presented here.

We expect careful modelling to be more important the more complex the analysed galaxy sample is, and the deeper in the non-linear regime the clustering probe advances. The Gaussian model derived here can easily be extended to account for the dependence of the covariance on cosmological parameters by varying the input power spectrum. In future work, we plan to extend our studies to models of the clustering covariance of surveys with non-trivial geometry – for the analytical treatment in case of isotropic clustering measurements, see de Putter et al. (2012). After submission of our initial manuscript, O’Connell et al. (2015) published a preprint presenting a way to take into account non-Gaussian contributions to the anisotropic 2PCF covariance matrix for a CMASS-like survey.

As final remark, we want to emphasize that the set of MINERVA simulations is especially suited for RSD model testing in the mildly non-linear regime and such tests can make use of the covariance matrices presented in this work. Among other tests, we will apply this in the context of the RSD analysis of the final release of the BOSS galaxy clustering sample currently being prepared.
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Appendix A: Proofs of the Binned Covariance Relations

In this section, we present the full derivation of the various formulae given in section 2.3 for the covariance of binned anisotropic clustering measurements.

We assume \( N_b \) wavenumber bins centred at \( k_i \) with width \( \Delta k \). In the following we will average equation (14) over such bins, which have a volume \( V_b \). This is easily performed by integration in spherical coordinates, so that \( \delta_0(k - k') = \delta_2(k - k') \delta_0(\theta - \theta') \delta_0(\phi - \phi')/(2\pi k^2 \sin \theta) \), and we will make use of the following:

\[
\frac{1}{V_b} \int_{V_b} \int_{V_b} \text{d}^3 k \frac{1}{V_b} \int_{V_b} \text{d}^3 k' \text{Cov}[P(k), P(k')] = \frac{2(2\pi)^4}{V_b} \int_{k - \Delta k/2}^{k + \Delta k/2} \int_{k - \Delta k/2}^{k + \Delta k/2} (k')^2 \text{d}k' \times \int_{\pi/2}^{\pi} \sin(\theta) \text{d}\theta \int_{-\pi/2}^{\pi/2} \sin(\theta') \text{d}\theta' \frac{\delta_2(k - k') \delta_0(\theta - \theta')}{2\pi k^2 \sin \theta} \left[ P(k, \cos(\theta)) + \frac{1}{n} \right]^2, \quad (A1)
\]

where \( V_b \) is the volume of the galaxy sample.

A1 PS Multipoles

Replacing \( P(k, \mu) \) by its multipole expansion, \( P(k, \mu) = \sum \ell P_\ell(k) L_\ell(\mu) \), in the definition of the multipole covariance in equation (15), we find

\[
\sigma_{\ell_1\ell_2}^2 = \frac{(2\ell_1 + 1)(2\ell_2 + 1)}{V_b} \sum_{\ell_3=0}^{\infty} \sum_{\ell_4=0}^{\infty} P_{\ell_3}(k) + \frac{1}{n} \delta_{\ell_30} \left[ P_{\ell_3-\ell_4}(k) + \frac{1}{n} \delta_{\ell_3-\ell_40} \right] \int_1^{\ell_1\ell_2} L_{\ell_1}(\mu) L_{\ell_2}(\mu) L_{\ell_2-\ell_4}(\mu) \text{d}\mu. \quad (A2)
\]

At this point, we use the expansion of a product of two Legendre polynomials by use of Wigner 3j-symbols (Rotenberg et al. 1959),

\[
L_{\ell_1}(\mu)L_{\ell_2}(\mu) = \sum_{\ell=|\ell_1-\ell_2|}^{\ell_1+\ell_2} \left( \ell_1 \quad 0 \quad 0 \right) (2\ell + 1) L_{\ell}(\mu),
\]

and the orthogonality of the \( L_{\ell}(x) \), yielding

\[
\int_1^{\ell_1\ell_2} L_{\ell_1}(\mu)L_{\ell_2}(\mu)L_{\ell_2-\ell_4}(\mu) \text{d}\mu = 2 \sum_{\ell_3=0}^{\min(\ell_1+\ell_2, \ell_3)} \left( \ell_3 \quad 0 \quad 0 \right) (2\ell_3 + 1) \left( \ell_4 \quad 0 \quad 0 \right)^2. \quad (A3)
\]

Inserting this back into the expression for \( \sigma_{\ell_1\ell_2}^2 \) gives

\[
\sigma_{\ell_1\ell_2}(k) = \frac{2(2\ell_1 + 1)(2\ell_2 + 1)}{V_b} \sum_{\ell_3=0}^{\ell_1+\ell_2} \sum_{\ell_4=0}^{\ell_1} P_{\ell_3}(k) + \frac{1}{n} \delta_{\ell_30} \left[ P_{\ell_3-\ell_4}(k) + \frac{1}{n} \delta_{\ell_3-\ell_40} \right] \times \sum_{\ell_5=0}^{\min(\ell_1+\ell_2, \ell_3)} \left( \ell_1 \quad 0 \quad 0 \right) (2\ell_5 + 1) \left( \ell_3-\ell_4 \quad 0 \quad 0 \right)^2, \quad (A4)
\]

where \( \delta_{\ell_0} \) reflects thatrown noise contributes only to the monopole term.
First, we consider PS Legendre moments measured in the wavenumber bins defined above. Their theoretical covariance matrix \( C_{\ell_1 \ell_2 ij} \) can be obtained by the following integration over the bins:

\[
\text{Cov} \left[ P_{\ell_1}^{\mu}, P_{\ell_2}^{\mu'} \right] = \frac{(2\ell_1 + 1)(2\ell_2 + 1)}{V_{k_1} V_{k_2}} \int_{V_{k_1}} \int_{V_{k_2}} \text{Cov} \left[ P(k), P(k') \right] \mathcal{L}_{\ell_1}(\cos(\theta)) \mathcal{L}_{\ell_2}(\cos(\theta')) d^3 k' d^3 k. \tag{A6}
\]

This equation expressed in spherical coordinates as in equation (A1) reads

\[
\text{Cov} \left[ P_{\ell_1}^{\mu}, P_{\ell_2}^{\mu'} \right] = \frac{(2\ell_1 + 1)(2\ell_2 + 1)(2\pi)^4}{V_{k_1} V_{k_2}} \int_{k_{1,\text{min}}}^{k_{1,\text{max}}} \int_{k_{2,\text{min}}}^{k_{2,\text{max}}} k^2 dk \frac{1}{2\ell + 1} \int_{-1}^{1} \text{d} \mu \left[ P(k, \mu) + \frac{1}{n} \right]^{2} \mathcal{L}_{\ell}(\mu) \mathcal{L}_{\ell_2}(\mu). \tag{A7}
\]

where we already evaluated the Dirac delta functions in \( \text{Cov} \left[ P_{\ell_1}^{\mu}, P_{\ell_2}^{\mu'} \right] \), this yields

\[
\text{Cov} \left[ P_{\ell_1}^{\mu}, P_{\ell_2}^{\mu'} \right] = \frac{(2\pi)^4}{V_{k_1} V_{k_2}} \frac{1}{2\ell + 1} \int_{k_{1,\text{min}}}^{k_{1,\text{max}}} \int_{k_{2,\text{min}}}^{k_{2,\text{max}}} k^2 dk \left[ P_{\ell_1}(k) + \frac{1}{n} \right]^{2} \right. \tag{A8}
\]

which corresponds to the result presented in equation (16).

In particular, the monopole covariance will be given by

\[
\text{Cov} \left[ P_{0}^{\mu}, P_{0}^{\mu'} \right] = \frac{1}{V_{k_1} V_{k_2}} \int_{V_{k_1}} \int_{V_{k_2}} \text{Cov} \left[ P(k), P(k') \right] d^3 k' d^3 k \tag{A9}
\]

by a similar integration as in equation (A1) restricted to the volumes of each wedge, \( \Delta V_{k_i} \). The evaluation of the Dirac delta functions in \( \text{Cov} \left[ P(k), P(k') \right] \) yields

\[
\text{Cov} \left[ P_{0}^{\mu}, P_{0}^{\mu'} \right] = \frac{4(2\pi)^4}{V_{k_1} V_{k_2}} \frac{1}{2\ell + 1} \int_{k_{1,\text{min}}}^{k_{1,\text{max}}} \int_{k_{2,\text{min}}}^{k_{2,\text{max}}} k^2 \left[ P_{\ell}(k) + \frac{1}{n} \right]^{2} d\mu d\mu' d^3 k' \tag{A10}
\]

A2 PS Clustering Wedges

For the theoretical covariance matrix \( C_{\mu\nu, i j} \) of the PS clustering wedges, the integration over the wavenumber bins can be written as

\[
\text{Cov} \left[ P_{\mu}^{\ell_1}, P_{\mu'}^{\ell_2} \right] = \frac{1}{V_{k_1} V_{k_2}} \int_{V_{k_1}} \int_{V_{k_2}} \text{Cov} \left[ P(k), P(k') \right] d^3 k' d^3 k \tag{A11}
\]

\[
\text{Cov} \left[ P_{\mu}^{\ell_1}, P_{\mu'}^{\ell_2} \right] = \frac{4(2\pi)^4}{V_{k_1} V_{k_2}} \int_{k_{1,\text{min}}}^{k_{1,\text{max}}} \int_{k_{2,\text{min}}}^{k_{2,\text{max}}} k^2 \left[ P_{\ell}(k) + \frac{1}{n} \right]^{2} d\mu d\mu' d^3 k' \tag{A12}
\]

A3 2PCF Multipoles

Let us first consider the covariance of the (unbinned) 2PCF multipole moments which we will derive from the results in Fourier space by use of equation (5):

\[
\text{Cov} \left[ \xi_{\ell_1}(s), \xi_{\ell_2}(s') \right] = \frac{1}{(2\pi)^6} \int d^3 k \int d^3 k' \text{Cov} \left[ P_{\ell_1}(k), P_{\ell_2}(k') \right] e^{ik \cdot s} e^{ik' \cdot s'}, \tag{A14}
\]

where the covariance of the power spectrum multipoles is given by

\[
\text{Cov} \left[ P_{\ell_1}(k), P_{\ell_2}(k') \right] = (2\pi)^3 \delta_{\ell_1 + \ell_2} \sigma_{\ell_1 \ell_2}^2(k) \tag{A15}
\]

The resulting expression for the covariance of 2PCF multipoles,

\[
\text{Cov} \left[ \xi_{\ell_1}(s), \xi_{\ell_2}(s') \right] = \frac{1}{(2\pi)^3} \int \sigma_{\ell_1 \ell_2}^2(k) e^{ik \cdot s} e^{ik' \cdot s'} d^3 k, \tag{A16}
\]
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can be simplified by use of the same transformation as in equation (6),

\[
\text{Cov} \left[ \xi_{\ell_1}(s), \xi_{\ell_2}(s') \right] = \frac{i^{\ell_1+\ell_2}}{2\pi^2} \int_0^{\infty} k^2 \sigma_{\ell_1 \ell_2}(k) \bar{j}_{\ell_1}(ks) \bar{j}_{\ell_2}(ks') \, dk.
\] (A17)

This equation was already given in an almost identical form by White et al. (2015), but the authors did not explicitly indicate the shot-noise contribution that enters the variance per power spectrum mode, \( \sigma_{\ell_1 \ell_2}(k) \).

The binned covariance of 2PCF multipole moments is then given by the volume average of the spherical Bessel functions over the distance bins as already presented in equation (18),

\[
\text{Cov} \left[ \xi_{\ell_1}, \xi_{\ell_2} \right] = \frac{i^{\ell_1+\ell_2}}{2\pi^2} \int_0^{\infty} k^2 \sigma_{\ell_1 \ell_2}(k) \bar{j}_{\ell_1}(ks) \bar{j}_{\ell_2}(ks) \, dk,
\] (A18)

where we made use of the spherical Bessel functions average over the distance bin around \( s_i \) with volume \( V_{s_i} = 4\pi (s_{i,\text{max}} - s_{i,\text{min}})^3 / 3 \) defined by

\[
\bar{j}_\ell(ks) \equiv \frac{4\pi}{V_{s_i}} \int_{s_{i,\text{min}}}^{s_{i,\text{max}}} s^2 j_\ell(ks) \, ds.
\] (A19)

In contrast to the power spectrum case, the dispersion of higher-order multipole moments of the correlation function does not increase with \( \ell \). In fact, we show in the right panel of Fig. A1 that \( \sigma_{\ell_1} \) and \( \sigma_{\ell_2} \) follow a very similar trend than the hexadecapole deviation.

### A4 2PCF Clustering Wedges

We consider 2PCF clustering wedges as defined in equation (7), and denote the measurement of \( \xi^{\mu+\Delta \mu}_i \) in the distance bin around \( s_i \) by \( \xi_{\ell_i}^i \). Using the relation between wedges and Legendre moments given in equation (8), we can find the covariance of the configuration space wedges:

\[
\text{Cov} \left[ \xi_{\ell_1}^i, \xi_{\ell_2}^{i'} \right] = \frac{1}{V_{s_i} V_{s_j} (\Delta \mu)^2} \int_{s_{i,-\Delta s_i/2}}^{s_{i,+\Delta s_i/2}} \int_{s_{j,-\Delta s_j/2}}^{s_{j,+\Delta s_j/2}} \, ds \, ds' \int_{\mu_1}^{\mu_2} \, d\mu \, d\mu' \sum_{\ell_1, \ell_2} \text{Cov} \left[ \xi_{\ell_1}(s), \xi_{\ell_2}(s') \right] \mathcal{L}_{\ell_1}(\mu) \mathcal{L}_{\ell_2}(\mu').
\] (A20)

By replacing the covariance of the multipoles, we finally arrive at

\[
\text{Cov} \left[ \xi_{\ell_1}^i, \xi_{\ell_2}^{i'} \right] = \sum_{\ell_1, \ell_2} \frac{i^{\ell_1+\ell_2}}{2\pi^2} \mathcal{L}_{\ell_1,\mu} \mathcal{L}_{\ell_2,\mu'} \int_0^{\infty} k^2 \sigma_{\ell_1 \ell_2}^2(k) \bar{j}_{\ell_1}(ks) \bar{j}_{\ell_2}(ks') \, dk.
\] (A21)

as already presented in equation (19), where the wedge-averaged Legendre polynomials \( \mathcal{L}_{\ell,\mu} \) are given by equation (9). Evaluating the integral in that expression yields

\[
\mathcal{L}_{\ell,\mu} = \frac{1}{\Delta \mu} \left[ \mathcal{L}_{\ell_1+1}(\mu + \Delta \mu) - \mathcal{L}_{\ell_1}(\mu + \Delta \mu) - \mathcal{L}_{\ell+1}(\mu) + \mathcal{L}_{\ell-1}(\mu) \right].
\] (A22)

The sum over \( \ell_1 \) and \( \ell_2 \) in equation (19) converges quickly. As shown in Fig. A2, the two wedge dispersion is converged after including only those contributions up to \( \ell_1, \ell_2 \leq 4 \); the dispersion for three wedges needs only to also include \( \ell_1, \ell_2 = 6 \) in the sum in order to achieve convergence at an appropriate level.
\[ \psi = (1 - D) C^{-1}, \quad \text{where} \quad D = \frac{N_b + 1}{N_m - 1}. \]  

In order not to be noise-dominated, we require \( D < 0.5 \). The only binning scheme (using three projections in \( \mu \)) that fulfills this requirement is the ‘large’ scheme in configuration space (\( \Delta s = 15 \, h^{-1} \text{Mpc} \), and 12 bins per wedge/multipole measurement). For brevity, we only discuss the multipole results, \( \psi^\ell_s = (1 - D) (C^\ell)_{\text{smooth}}^{-1} \), where \( C^\ell \) has elements \( C_{\ell \ell',k} (s_i, s_j) \). Further, the axis-averaging of the measurements of the redshift-space two-point statistics is abandoned because equation (B1) would need to be modified in that case.

In analogy to the covariance notation, we write the elements of the precision matrix as \( \psi^\ell_{i,\ell'} (s_i, s_j) \). The theoretical prediction, \( \psi^\ell_{\text{smooth}} \), is obtained from the Gaussian prediction for the multipole covariance using the smoothed input power spectrum (and by setting \( D = 0 \) in equation (B1) due to the absence of sampling noise). Here we focus only on the non-linear prediction for illustration. The prediction from the linear input power spectrum is very similar, as already discussed in section 3.3.

The measured and predicted diagonal entries of the precision matrix are shown in Fig. B1. The error bars are determined with the jackknife method (and for each jackknife estimate, the inverse covariance matrix is rescaled with a modified correction factor \( 1 - D \) accounting for the removed realization by \( N_m \rightarrow N_m - 1 \)). Due to the fact that the covariance matrix is only poorly determined, the errors on the precision matrix are very large (up to ca. 20% after the application of the correction factor). Within these errors, the model predictions \( \psi^\ell_s \) do not show significant deviations.

In order to show the accuracy of the modelling for the off-diagonal terms, we plot the full precision matrix normalized by the theoretical prediction,

\[ R^\ell_{i,\ell'} = \psi^\ell_{i,\ell'} \left[ \psi^\ell_{\text{smooth}} (s_i, s_i) \psi^\ell_{\text{smooth}} (s_j, s_j) \right]^{-\frac{1}{2}}, \]

in the center panel. In order to better visualize the complex structure a cut through this matrix is shown in the right panel. The sub-diagonal entries are negative and ‘mirror’ the diagonal entries. A similar structure is found for terms mixing the monopole and quadrupole as well as the quadrupole and hexadecapole entries. Further away from the block diagonals, the structure is noise-dominated and deviations between data and theory are largely below the noise level.
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