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Abstract

We study a system of nonlinear partial differential equations describing the unsteady motions of incompressible chemically reacting non-Newtonian fluids. The system under consideration consists of the generalized Navier–Stokes equations with a power-law type stress-strain relation, where the power-law index depends on the concentration of a chemical, coupled to a convection-diffusion equation for the concentration. This system of equations arises in the rheology of the synovial fluid found in the cavities of synovial joints. We prove the existence of global weak solutions of the non-stationary model by using the Galerkin method combined with generalized monotone operator theory and parabolic De Giorgi–Nash–Moser theory. As the governing equations involve a nonlinearity with a variable power-law index, our proofs exploit the framework of generalized Sobolev spaces with variable integrability exponent.
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1 Introduction

We are interested in developing an existence theory for a system of partial differential equations (PDEs), which consists of the unsteady incompressible generalized Navier–Stokes equations, wherein the viscosity is a polynomial function of the shear-rate with the power-law index depending on the concentration, and a convection-diffusion equation for the concentration. We would like to know whether the weak solutions to this system exist in the domain $Q_T := \Omega \times (0, T)$, where $\Omega \subset \mathbb{R}^d$ with $d \geq 2$ is a bounded open Lipschitz domain and $(0, T)$ denotes the time interval of interest. Namely, we study the following system of PDEs:

\[ \begin{align*}
\text{div} \ u &= 0 \quad \text{in } Q_T, \\
\partial_t u + \text{div} \ (u \otimes u) - \text{div} \ S(c, Du) &= -\nabla \pi + f \quad \text{in } Q_T, \\
\partial_t c + \text{div} \ (cu) - \text{div} q_c(c, \nabla c, Du) &= 0 \quad \text{in } Q_T,
\end{align*} \tag{1.1-1.3} \]

where $u : Q_T \to \mathbb{R}^d$, $\pi : Q_T \to \mathbb{R}$, $c : Q_T \to \mathbb{R}_{\geq 0}$ are the velocity field, pressure and concentration respectively. In the present context, $f : Q_T \to \mathbb{R}^d$ represents a given density of the bulk force, $Du$ denotes the symmetric velocity gradient, i.e., $Du = \frac{1}{2} (\nabla u + (\nabla u)^T)$, and $S(c, Du)$ and $q_c(c, \nabla c, Du)$ are the extra stress tensor of the Cauchy stress tensor and the diffusion flux,
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respectively. In this setting, for given functions \( u_0 \) and \( c_0 \) defined in \( \Omega \), we prescribe the following initial conditions

\[
\begin{align*}
    u(x, 0) &= u_0(x) \quad \text{and} \quad c(x, 0) = c_0(x) \quad \text{in} \ \Omega,
\end{align*}
\]

where \( 0 \leq c_0 \leq \tilde{c}_0 \) for some positive constant \( \tilde{c}_0 \).

Furthermore, we set \( S_T := \partial \Omega \times (0, T) \) and \( \Gamma_T := S_T \cup \{(x, t) : x \in \overline{\Omega}, t = 0\} \), and we prescribe homogeneous boundary conditions

\[
\begin{align*}
    u(x, t) &= 0 \quad \text{and} \quad c(x, t) = 0 \quad \text{on} \ S_T.
\end{align*}
\]

Finally, as described above, we assume that the extra stress tensor \( S : \mathbb{R}_{\geq 0} \times \mathbb{R}_{\text{sym}}^{d \times d} \to \mathbb{R}_{\text{sym}}^{d \times d} \) is a continuous mapping with the following non-standard growth, strict monotonicity and coercivity conditions: there exist positive constants \( C_1, C_2 \) and \( C_3 \) such that

\[
\begin{align*}
    |S(c, B)| &\leq C_1(|B|^{p(c)-1} + 1), \\
    (S(c, B_1) - S(c, B_2)) : (B_1 - B_2) &> 0 \quad \text{for} \ B_1 \neq B_2, \\
    S(c, B) \cdot B &\geq C_2(|B|^{p(c)} + |S|^{p(c)}) - C_3,
\end{align*}
\]

where \( p : \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0} \) is a Hölder continuous function such that \( 1 < p^- \leq p(c) \leq p^+ < \infty \) and \( p'(c) \) is defined as \( \frac{p(c)}{p(c)-1} \). Furthermore, we assume that the diffusion flux vector \( q_c(c, g, B) : \mathbb{R}_{\geq 0} \times \mathbb{R}^d \times \mathbb{R}_{\text{sym}}^{d \times d} \to \mathbb{R}^d \) is a continuous mapping, which is linear with respect to \( g \), and satisfies the following inequalities: there exist positive constants \( C_4 \) \( C_5 \) such that

\[
\begin{align*}
    |q_c(c, g, B)| &\leq C_4|g|, \\
    q_c(c, g, B) \cdot g &\geq C_5|g|^2.
\end{align*}
\]

The prototypical examples satisfying all the assumptions (1.6)–(1.10) are of the following forms:

\[
S(c, Du) = \nu(c, |Du|)Du, \quad q_c(c, \nabla c, Du) = K(c, |Du|)\nabla c,
\]

where the viscosity \( \nu(c, |Du|) \) depends on the shear-rate and on the concentration in the following fashion:

\[
\nu(c, |Du|) \sim \nu_0(1 + |Du|^2)^{\frac{p(c)}{2} - 2},
\]

where \( \nu_0 \) is a positive constant.

This model is a generalization of the classical power-law model, and the mathematical study of this type of fluid flow model is closely related to our problem. The rigorous mathematical study of power-law fluids began in the late nineteen sixties with the pioneering works of Lions and Ladyzhenskaya in [20] and [16, 17], respectively. In these papers, the authors developed the existence theory for weak solutions of non-stationary models for \( p \geq \frac{3d+2}{d+2} \) with the aid of monotone operator theory. Since then, there has been significant progress in the mathematical theory of non-Newtonian fluids. To obtain the compactness of the convective term, some useful approximation techniques were used such as \( L^\infty \) and Lipschitz truncations, and thus the existence of weak solutions with a wide range of the (constant) power-law index \( p > \frac{3d+2}{d+2} \) was established; see [11, 24, 12, 8] in the case of steady, and [22, 28, 9, 2] for unsteady flows.

Interestingly, it was discovered through laboratory experiments that in a number of non-Newtonian fluid flow models, the power-law index \( p \) is not a fixed constant but is, rather, variable; see, e.g., [23] for a model where the power-law index is of the form \( p(\cdot) := p(|E(x)|^2) \sim p(x) \), \( E \) being a given electric field. Such electro-rheological models were investigated in [25, 26], where
the existence theory was developed. Recently, the Lipschitz truncation method was generalized to variable-exponent spaces in [8], where the existence of weak solutions was shown provided that $p(\cdot)$ is sufficiently regular in some sense, $1 < p^- \leq p(x) \leq p^+ < \infty$ and $p^- > \frac{2d}{d+2}$. The rigorous mathematical study of a PDE system, consisting of the Navier–Stokes equations of power-law type, with a concentration-dependent viscosity, coupled to a convection-diffusion equation, was initiated in [4]. In that paper, however, the power-law index was a fixed number and the concentration was merely a scaling factor of the viscosity, i.e., $\nu(c,|D|^2) \sim f(c)\tilde{\nu}(|D|^2)$. However, for some biological fluids including the synovial fluid, it was shown that the concentration of a particular molecule is not just a scaling factor of the viscosity, but it influences the rate at which the fluid thins the shear. For instance, if the concentration is zero, the viscosity remains constant for different shear-rates. Additionally, for increasing concentration in the solution, the fluid exhibits higher apparent viscosity, and it thins the shear more remarkably. Therefore, a new model describing these fluids was proposed where the shear-thinning index itself is a function of the concentration. Such a model is able to describe the viscous properties of these biological fluids in a better way than the model used in [4]. For the rheological background of this model, see [19, 13].

In [5, 6], the authors started studying this new model. The existence of a weak solution to the elliptic problem was proved in the case when the variable exponent $p(x)$ is bounded below by $\frac{3d}{d+2}$ and $\frac{d}{2}$ respectively. From the viewpoint of computational mathematics, in [14], a construction of a conforming finite element approximation of the stationary model was considered and the convergence analysis of the numerical method was developed in the case of variable-exponent spaces in a two dimensional domain. Subsequently, the analysis was extended to three space dimensions in [15] by using a slightly different numerical scheme.

To the best of our knowledge, there is no existence result for this new model in the case of unsteady fluid flows. In this paper, we shall develop the existence theory for the non-stationary model with the help of a generalized Galerkin method, motivated by [3], together with the use of monotone operator theory in variable-exponent spaces and the parabolic De Giorgi–Nash–Moser regularity theory. As a consequence, we can also obtain the existence result for a class of unsteady electro-rheological fluid flow models as a special case, which is completely new.

2 Main result

In this section, we introduce our main theorem together with some preliminaries required for the precise statement of the theorem. We shall write $z = (x, t) \in \mathbb{R}^{d+1}$, where $x \in \mathbb{R}^d$ denotes the spatial variable and $t \in \mathbb{R}_{\geq 0}$ is the time variable. Let $\mathcal{P}$ be a set of all measurable functions $p : Q_T \to [1, \infty]$; we call a function $p \in \mathcal{P}(Q_T)$ a variable exponent. Then we define $p^- := \text{ess inf}_{z \in Q_T} p(z), p^+ := \text{ess sup}_{z \in Q_T} p(z)$. Throughout the paper, we only deal with the case

$$1 < p^- \leq p^+ < \infty. \tag{2.1}$$

Since we are considering the concentration-dependent power-law index, we need to use generalized Lebesgue and Sobolev spaces with variable exponents. Precisely, we first introduce generalized Lebesgue spaces, which are equipped with the corresponding Luxembourg norms

$$L^{p(\cdot)}(Q_T) := \left\{ u \in L^1_{\text{loc}}(Q_T) : \int_{Q_T} |u(x,t)|^{p(x,t)} \, dx \, dt < \infty \right\},$$

$$\|u\|_{L^{p(\cdot)}(Q_T)} := \inf \left\{ \lambda > 0 : \int_{Q_T} \left| \frac{u(x,t)}{\lambda} \right|^{p(x,t)} \, dx \, dt \leq 1 \right\}.$$
Some basic inequalities, which are well-known for classical Lebesgue spaces, also hold for variable-exponent Lebesgue spaces. For example, if $p, q, s \in \mathcal{P}(Q_T)$ are such that $\frac{1}{s(z)} = \frac{1}{p(z)} + \frac{1}{q(z)}$ for all $z \in Q_T$, then for any $f \in L^{p(z)}(Q_T)$ and $g \in L^{q(z)}(Q_T)$, we have

- (Hölder’s inequality) $\|fg\|_{L^{s(z)}(Q_T)} \leq 2\|f\|_{L^{p(z)}(Q_T)}\|g\|_{L^{q(z)}(Q_T)}$,
- (Young’s inequality) $\int_{Q_T} |fg|^{s(z)} \, dx \, dt \leq \int_{Q_T} |f|^{p(z)} \, dx \, dt + \int_{Q_T} |g|^{q(z)} \, dx \, dt$,

which are not difficult to verify.

Next we define the following anisotropic Sobolev space with variable exponent:

$$W_{p(z)}(Q_T) := \left\{ u \in L^1(0, T; W_{0, \text{div}}^{1,1}(\Omega)^d) : u \in L^2(Q_T)^d \text{ and } |\nabla u| \in L^{p(z)}(Q_T) \right\},$$

$$\|u\|_{W_{p(z)}(Q_T)} := \|u\|_{L^2(Q_T)} + \|
abla u\|_{L^{p(z)}(Q_T)}.$$

It is easy to check that all of the above spaces are Banach spaces, and thanks to [7], they are all separable and reflexive; see [7]. We also define the dual space $(L^{p(z)}(Q_T))^* = L^{p'(z)}(Q_T)$ where the dual variable exponent $p' \in \mathcal{P}(Q_T)$ is defined by $\frac{1}{p(z)} + \frac{1}{p'(z)} = 1$.

Furthermore, in order to study the temporal regularity of functions, we introduce the following parabolic spaces:

$$C([0, T]; L^2(\Omega)) := \{ u \in L^\infty(0, T; L^2(\Omega)) : u : [0, T] \to L^2(\Omega) \text{ is continuous} \},$$

$$C_w([0, T]; L^2(\Omega)) := \{ u \in L^\infty(0, T; L^2(\Omega)) : u : [0, T] \to L^2(\Omega) \text{ is weakly continuous} \},$$

where both spaces are equipped with the $L^\infty(0, T; L^2(\Omega))$ norm.

Finally, we need to introduce the parabolic Hölder space, which has an important role in our analysis. We consider the parabolic metric $d_p$ defined by

$$d_p(z_1, z_2) := |x_1 - x_2| + |t_1 - t_2|^{\frac{1}{2}},$$

where $z_1 = (x_1, t_1), z_2 = (x_2, t_2) \in \mathbb{R}^{d+1}$. We then define the parabolic Hölder space using the above parabolic distance: for some $\alpha \in (0, 1)$,

$$C^{\alpha, \alpha/2}(Q_T) := \{ f \in C(Q_T) : \exists C > 0 \text{ such that } |f(z_1) - f(z_2)| \leq Cd_p(z_1, z_2)^\alpha \text{ for any } z_1, z_2 \in Q_T \},$$

with the norm

$$\|f\|_{C^{\alpha, \alpha/2}(Q_T)} := \|f\|_{L^\infty(Q_T)} + \sup_{z_1, z_2 \in Q_T, z_1 \neq z_2} \frac{|f(z_1) - f(z_2)|}{d_p(z_1, z_2)^\alpha}.$$

Then, our main result concerning the existence of weak solutions is as follows:

**Theorem 2.1.** Let $\Omega \subset \mathbb{R}^d$ with $d \geq 2$ be a bounded open Lipschitz domain, and assume that $f \in L^2(Q_T)^d$, $u_0 \in L^2(\Omega)^d$ and $c_0 \in \{ f \in C^{\alpha_0}(\overline{\Omega}) \text{ for some } \alpha_0 \in (0, 1) : f = 0 \text{ on } \partial \Omega \}$. If $p$ is a Hölder continuous function with $p^- > d$, then there exists a weak solution pair $(u, c)$ to the system of equations (1.1)–(1.3) and some $\alpha \in (0, 1)$ such that

$$u \in C([0, T]; L^2(\Omega)^d) \cap L^{p^-}(0, T; W_{0, \text{div}}^{1, p^-}(\Omega)^d) \cap W_{p(z)}(Q_T),$$

$$c \in C([0, T]; L^2(\Omega)) \cap L^2(0, T; W_{0, 2}^1(\Omega)^d) \cap C^{\alpha, \alpha/2}(\overline{Q_T}),$$

satisfying

$$\int_{Q_T} S(c, Du) : D\psi \, dx \, dt = \int_{Q_T} (f : \psi + (u \otimes u) : D\psi + u \cdot \partial_t \psi) \, dx \, dt + \int_{\Omega} u_0(x) \cdot \psi(x, 0) \, dx.$$
for all $\psi \in C^\infty_{0,\text{div}}(\Omega \times [0,T))^d$ and
\[
\int_{Q_T} q(c, \nabla c, Du) \cdot \nabla \varphi \, dx \, dt = \int_{Q_T} (c \partial_t \varphi + cu \cdot \nabla \varphi) \, dx \, dt + \int_{\Omega} c_0(x) \varphi(x,0) \, dx
\]
for all $\varphi \in C^\infty_0(\Omega \times [0,T])$.

3 Auxiliary tools and results

In this section, we introduce the necessary technical tools, especially from function space theory, that we use throughout the paper. We begin with some embedding theorems. The following proposition concerns the compact embedding of parabolic Hölder spaces.

**Proposition 3.1.** Let $Q_T \subset \mathbb{R}^{d+1}$ be such that $\overline{Q}_T$ is compact in $\mathbb{R}^{d+1}$ and let $0 < \alpha < \beta < 1$. Then the inclusion map $i: C^{\beta,\beta/2}(\overline{Q}_T) \rightarrow C^{\alpha,\alpha/2}(\overline{Q}_T)$ is compact.

**Proof.** We first note that $\overline{Q}_T$ is also compact with respect to the topology induced by the parabolic distance $d_p(\cdot, \cdot)$. Let $\{f_n\}_{n=1}^\infty$ be a bounded sequence in $C^{\beta,\beta/2}(\overline{Q}_T)$. Then, trivially $\{f_n\}_{n=1}^\infty$ is a uniformly bounded and equicontinuous class of functions. By the Arzelà–Ascoli theorem, there exists a subsequence $\{f_{n_i}\}_{i=1}^\infty$ (not relabelled) such that $f_{n_i} \rightarrow f$ in $C(\overline{Q}_T)$ for some $f \in C^{\beta,\beta/2}(\overline{Q}_T)$.

Let $g_n := f - f_n \in C^{\beta,\beta/2}(\overline{Q}_T)$. Then $\|g_n\|_{C^{\beta,\beta/2}(\overline{Q}_T)} \leq C$ for some constant $C > 0$ and $\|g\|_{C(\overline{Q}_T)} \rightarrow 0$ as $n \rightarrow \infty$. To complete the proof, it suffices to show that
\[
[g_n]_\alpha := \sup_{z_1, z_2 \in \overline{Q}_T, z_1 \neq z_2} \frac{|g_n(z_1) - g_n(z_2)|}{d_p(z_1, z_2)^\alpha} \rightarrow 0.
\]
For arbitrarily small $\delta > 0$,
\[
[g_n]_\alpha \leq \sup_{z_1 \neq z_2, d_p(z_1, z_2) \leq \delta} \frac{|g_n(z_1) - g_n(z_2)|}{d_p(z_1, z_2)^\alpha} + \sup_{d_p(z_1, z_2) > \delta} \frac{|g_n(z_1) - g_n(z_2)|}{d_p(z_1, z_2)^\alpha}
\leq \sup_{z_1 \neq z_2, d_p(z_1, z_2) \leq \delta} \frac{|g_n(z_1) - g_n(z_2)|}{d_p(z_1, z_2)^\beta} + \sup_{d_p(z_1, z_2) > \delta} \frac{|g_n(z_1) - g_n(z_2)|}{d_p(z_1, z_2)^\alpha}
\leq \delta^{\beta - \alpha} [g_n]_\beta + 2\delta^{-\alpha} \|g_n\|_{C(\overline{Q}_T)}
\leq C \delta^{\beta - \alpha} + 2\delta^{-\alpha} \|g_n\|_{C(\overline{Q}_T)}.
\]
Therefore,
\[
\limsup_{n \rightarrow \infty} [g_n]_\alpha \leq C \delta^{\beta - \alpha} + 2\delta^{-\alpha} \limsup_{n \rightarrow \infty} \|g_n\|_{C(\overline{Q}_T)} \leq C \delta^{\beta - \alpha}.
\]
Since $\delta > 0$ is arbitrary, we conclude that $[g_n]_\alpha \rightarrow 0$ as $n \rightarrow \infty$, which completes the proof. \qed

Also, we will use the following parabolic version of the Sobolev embedding theorem, which comes from the use of standard Sobolev embedding and an interpolation inequality.

**Proposition 3.2.** There exists a constant $C > 0$, depending only on $d$ and $p$, such that
\[
L^p(0, T; W_0^{1,p}(\Omega)) \cap L^\infty(0, T; L^2(\Omega)) \hookrightarrow L^{\frac{pd+2}{d}}(Q_T),
\]
with
\[
\int_{Q_T} |v|^{\frac{pd+2}{d}} \, dx \, dt \leq C \left( \sup_{0 \leq t \leq T} \int_{\Omega} |v|^2 \, dx \right)^{\frac{\alpha}{\beta}} \int_{Q_T} |\nabla v|^p \, dx \, dt
\]
for every $v \in L^p(0, T; W_0^{1,p}(\Omega)) \cap L^\infty(0, T; L^2(\Omega))$. 
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Additionally, we introduce another important embedding theorem, which is classical in the study of time-dependent problems. See, for example, [27] or Lemma 6.3 in [10].

**Lemma 3.3.** (Aubin–Lions) Let $V_1$, $V_2$ and $V_3$ be reflexive, separable Banach spaces such that

$$V_1 \leftrightarrow V_2 \quad \text{and} \quad V_2 \leftrightarrow V_3,$$

and let $1 < p < \infty$, $1 \leq q \leq +\infty$. Then $\{v \in L^p(0, T; V_1) : \partial_t v \in L^q(0, T; V_3)\}$ is compactly embedded into $L^p(0, T; V_2)$.

Next, in order to ensure the Hölder continuity of the approximate concentrations in the later analysis, we will use the following result, which is mainly due to De Giorgi, Nash and Moser; see [18] for more details.

**Theorem 3.4.** Suppose that there exist positive constants $C_1, C_2 > 0$ such that

$$\|K\|_{L^\infty(Q_T)^{d \times d}} \leq C_1, \quad Kb \cdot b \geq C_2|b|^2 \quad \text{for all} \quad b \in \mathbb{R}^d.$$

Assume further that $g \in L^r(0, T; L^q(\Omega)^d)$ where $q$ and $r$ are arbitrary constants satisfying

$$\frac{2}{r} + \frac{d}{q} = 1 - \varepsilon,$$

with

$$q \in \left[\frac{d}{1 - \varepsilon}, \infty\right], \quad r \in \left[\frac{2}{1 - \varepsilon}, \infty\right] \quad \text{and} \quad 0 < \varepsilon < 1.$$

Let $c \in L^\infty(0, T; L^2(\Omega)) \cap L^2(0, T; W^{1,2}_0(\Omega))$ be a weak solution of $\partial_t c - \text{div} (K(x,t)\nabla c(x,t)) = \text{div} g$ in the sense that

$$\langle \partial_t c, \varphi \rangle + \int_\Omega K \nabla c \cdot \nabla \varphi = \int_\Omega g \cdot \nabla \varphi \, dx \quad \forall \varphi \in W^{1,2}_0(\Omega).$$

If $c_{\Gamma_T} \in C^{\beta, \beta/2}(\Gamma_T)$ for some $\beta \in (0, 1)$, then there exists an $\alpha \in (0, \beta]$ depending on $d, C_1, C_2, \beta, g, q$ and $r$ such that

$$c \in C^{\alpha, \alpha/2}(\overline{Q_T}),$$

with

$$\|c\|_{C^{\alpha, \alpha/2}} \leq C(d, C_1, C_2, \beta, \|g\|_{r,q}).$$

Now we move to function space theory for variable-exponent spaces. In recent years, the mathematical study of variable-exponent spaces $L^{p(\cdot)}$ has been an active research area. One of the major breakthroughs was the identification of the minimum regularity of the exponent $p(\cdot)$, which guarantees the possibility to extend various results from standard Lebesgue space theory to variable-exponent spaces: *log-Hölder continuity*. Most importantly, this regularity on $p(\cdot)$ ensures the boundedness of the Hardy–Littlewood maximal operator on $L^{p(\cdot)}$, which enables one to use tools from harmonic analysis. More precisely, we introduce a subset $\mathcal{P}^{\log}(Q_T) \subset \mathcal{P}(Q_T)$ as the class of log-Hölder continuous functions, satisfying

$$|p(z_1) - p(z_2)| \leq \frac{C_{\log}(p)}{- \log |z_1 - z_2|} \quad \forall z_1, z_2 \in Q_T : 0 < |z_1 - z_2| \leq \frac{1}{2}. \quad (3.2)$$

The following lemma shows that a parabolic Hölder continuous function on $Q_T$ automatically belongs to this class.
Lemma 3.5. Let \( z_1, z_2 \in Q_T \) with \( |z_1 - z_2| < \frac{1}{8} \). Then, for any \( \alpha \in (0,1) \), there exists a \( C > 0 \) such that
\[
d_p(z_1, z_2) \leq \frac{C}{-\log|z_1 - z_2|}.
\]

Proof. From the definition of the parabolic distance, we have \( d_p(z_1, z_2) < \frac{1}{2} \). Furthermore, by an elementary calculation, we can easily verify the following inequalities:
\[
d_p(z_1, z_2) \leq 2|z_1 - z_2|^{1/2} \text{ for } |z_1 - z_2| < 1 \quad \text{and} \quad x^\alpha \leq \frac{C}{-\log x} \text{ for } 0 < x < \frac{1}{2}.
\]

Therefore, we have
\[
d_p(z_1, z_2)^\alpha \leq 2^{\alpha}|z_1 - z_2|^{\alpha/2} \leq \frac{C^{\alpha}}{-\log|z_1 - z_2|}.
\]

What we need in this paper is a density result for the function space \( W_{p(\cdot)}(Q_T) \) defined in Section 2. First, from [21], we infer the existence of a sequence \( \{\lambda_j\}_{j=1}^{\infty} \subset \mathbb{R} \) and a sequence of functions \( \{w_j\}_{j=1}^{\infty} \subset W_{0,\text{div}}^{\ell,2}(\Omega)^d, \ell \in \mathbb{N}, \) satisfying
\begin{itemize}
  \item each \( w_j \) is an eigenfunction associated with the eigenvalue \( \lambda_j \) in the following sense:
  \[
  \langle w_j, \phi \rangle_{W_0^{\ell,2}} = \lambda_j \int_{\Omega} w_j \cdot \phi \, dx \quad \forall \phi \in W_0^{\ell,2}(\Omega)^d,
  \]
  \item \( \int_{\Omega} w_i \cdot w_j \, dx = \delta_{ij} \) for all \( i, j \in \mathbb{N}, \)
  \item \( 1 \leq \lambda_1 \leq \lambda_2 \leq \cdots \) and \( \lambda_j \to \infty, \)
  \item \( \langle w_i/\sqrt{\lambda_i}, w_j/\sqrt{\lambda_j} \rangle_{W_0^{\ell,2}} = \delta_{ij} \) for all \( i, j \in \mathbb{N}, \)
  \item \( \{w_j\}_{j=1}^{\infty} \) is a basis of \( W_{0,\text{div}}^{\ell,2}(\Omega)^d. \)
\end{itemize}

We choose \( \ell > 1 + \frac{d}{2} \) so that \( W_{0,\text{div}}^{\ell,2}(\Omega)^d \hookrightarrow W_{0,\text{div}}^{1,\infty}(\Omega)^d. \) Then we have the following lemma, which is quoted from [1].

Lemma 3.6. Let \( p \in \mathcal{P}_{\log}(Q_T). \) For each \( u \in W_{p(\cdot)}(Q_T), \) there exists a sequence \( \{d_j(t)\}_{j=1}^{\infty} \subset C^1([0,T]), \) satisfying
\[
\left\| u - \sum_{j=1}^{m} d_j(t) w_j \right\|_{W_{p(\cdot)}} \to 0 \quad \text{as } m \to \infty.
\]

In fact, unlike the space used in [1], here we are dealing with the function space of solenoidal functions. However, that does not affect the proof of the lemma as the basis \( \{w_j\}_{j=1}^{\infty} \) consists of solenoidal functions in this paper.
4 Proof of the main theorem

4.1 Galerkin approximations

Let \( \{w_j\}_{j=1}^\infty \) be a basis of \( W^{k,2}_{0,\text{div}}(\Omega)^d \), constructed in the previous section, and let \( \{z_k\}_{k=1}^\infty \) be a basis of \( W^{1,2}_0(\Omega) \) which is orthonormal in \( L^2(\Omega) \). We are looking for a sequence of approximate solutions \( \{u^{N,M}, c^{N,M}\}_{N,M=1}^\infty \) of the form

\[
u^{N,M} = \sum_{i=1}^N a_i^{N,M} w_i, \quad c^{N,M} = \sum_{i=1}^M b_i^{N,M} z_i, \]

where \( a^{N,M} = \{a_j^{N,M}\}_{j=1}^N : (0, T) \rightarrow \mathbb{R}^N \) and \( b^{N,M} = \{b_k^{N,M}\}_{k=1}^M : (0, T) \rightarrow \mathbb{R}^M \), which solve the following system of ordinary differential equations:

\[
\begin{align}
\int_\Omega (\partial_t u^{N,M} \cdot w_j - (u^{N,M} \otimes u^{N,M}) : D w_j + S^{N,M} : D w_j) \, dx &= \int_\Omega f \cdot w_j \, dx \quad \forall j = 1, \ldots, N \tag{4.1}
\end{align}
\]

\[
\begin{align}
u^{N,M}(\cdot, 0) &= u_0^{N,M} = P^N u_0, \tag{4.2}
\end{align}
\]

\[
\begin{align}
\int_\Omega \partial_t c^{N,M} \cdot z_k \, dx - \int_\Omega u^{N,M} c^{N,M} : \nabla z_k \, dx + \int_\Omega q^{N,M}_c \cdot \nabla z_k \, dx &= 0 \quad \forall k = 1, \ldots, M, \tag{4.3}
\end{align}
\]

\[
\begin{align}
c^{N,M}(\cdot, 0) &= c_0^{N,M} = P^M c_0, \tag{4.4}
\end{align}
\]

where

\[
S^{N,M} = S(c^{N,M}, D u^{N,M}), \quad q^{N,M}_c = q_c(c^{N,M}, \nabla c^{N,M}, D u^{N,M}),
\]

and \( P^N, P^M \) denote the \( L^2 \)-orthogonal projections onto the finite-dimensional linear spaces \( A_N = \text{span}\{w_1, \ldots, w_N\}, B_M = \text{span}\{z_1, \ldots, z_M\} \) respectively.

Carathéodory’s theorem (see [29], chapter 30) then guarantees the existence of solutions to (4.1) – (4.4) at least for a short time interval. The uniform estimates that we will derive below enable us to extend the solution onto the whole time interval \((0, T)\).

4.2 Uniform estimates independent of \( M \)

We first derive some uniform estimates that are independent of \( M \). Multiplying the \( j \)th equation in (4.1) by \( a_j^{N,M} \), followed by taking the sum over \( j = 1, \ldots, N \) and integrating the result over \((0, t)\), we obtain

\[
\begin{align}
\|u^{N,M}(t)\|_2^2 + 2 \int_0^t \int_\Omega S^{N,M} : D u^{N,M} \, dx \, d\tau &= \|u_0^{N,M}\|_2^2 + 2 \int_0^t \int_\Omega f \cdot u^{N,M} \, dx \, d\tau.
\end{align}
\]

Applying (1.8) and Poincaré’s inequality and using standard duality estimates together with Young’s inequality, we conclude that

\[
\sup_{t \in (0, T)} \|u^{N,M}(t)\|_2^2 + \int_0^T \int_\Omega \left( |\nabla u^{N,M}|^{p^-} + |S^{N,M}(p^+)\right) \, dx \, dt \leq C, \tag{4.5}
\]
and hence, by Proposition 3.2
\[ \|u^{N,M}\|_{L^{\frac{p-2}{p}}(Q_T)} \leq C. \] (4.6)

Similarly, multiplying the \( k \)th equation in (4.3) by \( b^{N,M}_k \), taking the sum over \( k = 1, \ldots, M \) and integrating the result over \((0, t)\), we arrive at
\[ \|c^{N,M}(t)\|_2^2 + 2 \int_0^t \int_\Omega a_c^{N,M} \cdot \nabla c^{N,M} \, dx \, d\tau = \|c_0^{N,M}\|_2^2. \]

By using (1.9) and (1.10), we have
\[ \sup_{t \in (0, T)} \|c^{N,M}(t)\|_2^2 + \int_0^T \int_\Omega (|\nabla c^{N,M}|^2 + |q_c^{N,M}|^2) \, dx \, dt \leq C. \] (4.7)

Next, we also need to estimate the time derivative of \( a^{N,M} \). We therefore multiply the \( j \)th equation in (4.1) by \( \frac{d}{dt} a^{N,M}_j \), sum over \( j = 1, \ldots, N \), and integrate over time. It is obvious that the first term becomes \( \int_0^T \left| \frac{d}{dt} a^{N,M}_j \right|^2 \, dt \). For the convective term, by (4.5) we have
\[ \int_0^T \int_\Omega (u^{N,M} \otimes u^{N,M}) : \left( \sum_{j=1}^N \frac{d}{dt} a^{N,M}_j \nabla w_j \right) \, dx \, dt \]
\[ \leq \int_0^T \int_\Omega |u^{N,M} \otimes u^{N,M}| \left( \sum_{j=1}^N \left| \frac{d}{dt} a^{N,M}_j \right| \right) \left( \sum_{j=1}^N |\nabla w_j|^2 \right)^{\frac{1}{2}} \, dx \, dt \]
\[ \leq \left( \int_0^T \left| \frac{d}{dt} a^{N,M} \right|^2 \, dt \right)^{\frac{1}{2}} \left( \int_0^T \left( \int_\Omega |u^{N,M} \otimes u^{N,M}| \left( \sum_{j=1}^N |\nabla w_j|^2 \right)^{\frac{1}{2}} \right) \, dx \right)^{\frac{1}{2}} \]
\[ \leq C(N) \left( \int_0^T \left| \frac{d}{dt} a^{N,M} \right|^2 \, dt \right)^{\frac{1}{2}} \left( \int_0^T \left( \int_\Omega |u^{N,M} \otimes u^{N,M}| \, dx \right)^2 \, dt \right)^{\frac{1}{2}} \]
\[ \leq C(N) \left( \int_0^T \left| \frac{d}{dt} a^{N,M} \right|^2 \, dt \right)^{\frac{1}{2}} \sup_{t \in (0, T)} \|u^{N,M}(t)\|_2^2 \]
\[ \leq C(N) \left( \int_0^T \left| \frac{d}{dt} a^{N,M} \right|^2 \, dt \right)^{\frac{1}{2}}. \]

For the term involving the stress tensor, note that
\[ \int_0^T \int_{\Omega} S^{N,M} : \left( \sum_{j=1}^N \frac{d}{dt} a^{N,M}_j \nabla w_j \right) \, dx \, dt \]
\[ \leq \int_0^T \int_{\Omega} |S^{N,M}| \left( \sum_{j=1}^N \left| \frac{d}{dt} a^{N,M}_j \right|^2 \right)^{\frac{1}{2}} \left( \sum_{j=1}^N \left| \nabla w_j \right|^2 \right)^{\frac{1}{2}} \, dx \, dt \]
\[ \leq \left( \int_0^T \left( \sum_{j=1}^N \left| \frac{d}{dt} a^{N,M}_j \right|^2 \right) \, dt \right)^{\frac{1}{2}} \left( \int_0^T \left( \int_{\Omega} |S^{N,M}| \left( \sum_{i=1}^N \left| \nabla w_i \right|^2 \right) \, dx \right)^2 \, dt \right)^{\frac{1}{2}} \]
\[ \leq C(N) \left( \int_0^T \left( \sum_{j=1}^N \left| \frac{d}{dt} a^{N,M}_j \right|^2 \right) \, dt \right)^{\frac{1}{2}} \left( \int_0^T \left( \int_{\Omega} |S^{N,M}| \, dx \right)^2 \, dt \right)^{\frac{1}{2}} \]

By equivalence of norms in finite-dimensional spaces,
\[ \int_{\Omega} |S^{N,M}| \, dx \leq \int_{\Omega} \left( C_1 + C_2 |Du^{N,M}|^{p+1} \right) \, dx \leq C + C(N) \|u^{N,M}\|_{p+1}^p. \]

Hence, by (4.5), we have
\[ \int_0^T \int_{\Omega} S^{N,M} : \left( \sum_{j=1}^N \frac{d}{dt} a^{N,M}_j \nabla w_j \right) \, dx \, dt \]
\[ \leq C(N) \left( \int_0^T \left( \sum_{j=1}^N \left| \frac{d}{dt} a^{N,M}_j \right|^2 \right) \, dt \right)^{\frac{1}{2}} \left( \int_0^T \left( \int_{\Omega} |S^{N,M}| \, dx \right)^2 \, dt \right)^{\frac{1}{2}} \]
\[ \leq C(N) \left( \int_0^T \left( \sum_{j=1}^N \left| \frac{d}{dt} a^{N,M}_j \right|^2 \right) \, dt \right)^{\frac{1}{2}} \left( C + C(N) \int_0^T \|u^{N,M}\|_2^{2(p+1)} \, dt \right)^{\frac{1}{2}} \]
\[ \leq C(N) \left( \int_0^T \left( \sum_{j=1}^N \left| \frac{d}{dt} a^{N,M}_j \right|^2 \right) \, dt \right)^{\frac{1}{2}} \left( C + C(N) \sup_{t \in (0,T)} \|u^{N,M}\|_2^{2(p+1)} \right)^{\frac{1}{2}} \]
\[ \leq C(N) \left( \int_0^T \left( \sum_{j=1}^N \left| \frac{d}{dt} a^{N,M}_j \right|^2 \right) \, dt \right)^{\frac{1}{2}}. \]
Finally for the external force term,

\[
\int_0^T \int_\Omega f \cdot \left( \sum_{j=1}^N \frac{d}{dt} a_j^{N,M} w_j \right) \, dx \, dt \leq \int_0^T \int_\Omega |f| \left( \sum_{j=1}^N \frac{d}{dt} a_j^{N,M} \right)^2 \left( \sum_{j=1}^N |w_j|^2 \right)^{1/2} \, dx \, dt
\]

\[
\leq C(N) \int_0^T \left( \sum_{j=1}^N \frac{d}{dt} a_j^{N,M} \right)^{1/2} \|f\|_2 \, dt
\]

\[
\leq C(N) \|f\|_{L^2(Q_T)} \left( \int_0^T \frac{d}{dt} a_j^{N,M} \right)^{1/2} \, dt .
\]

Collecting all the terms above gives us the following uniform estimate, independent of \(M\):

\[
\int_0^T \left| \frac{d}{dt} a_j^{N,M} \right|^2 \, dt \leq C(N). \tag{4.8}
\]

As a last step, we shall derive an estimate for the time derivative of the approximate concentration. Let \(P_1^M\) be the orthogonal projection onto \(B_M\) with respect to the \(W_0^{1,2}(\Omega)\) inner product. Then, for any \(\varphi \in W_0^{1,2}(\Omega)\), we have from (4.3) that

\[
\left| \int_\Omega \partial_t c^{N,M} \varphi \, dx \right| = \left| \int_\Omega \partial_t c^{N,M} P_1^M \varphi \, dx \right|
\]

\[
\leq \int_\Omega |u^{N,M} c^{N,M} \nabla P_1^M \varphi| \, dx + \int_\Omega |q^N M \nabla P_1^M \varphi| \, dx
\]

\[
\leq \|u^{N,M} c^{N,M}\|_2 \|P_1^M \varphi\|_{1,2} + \|q^N M \|_2 \|P_1^M \varphi\|_{1,2}
\]

\[
\leq C \left( \|u^{N,M} c^{N,M}\|_2 + \|q^N M \|_2 \right) \|\varphi\|_{1,2}.
\]

Integrating over the time interval \((0, T)\) together with (4.5), (4.7), Sobolev embedding and norm equivalence in finite-dimensional spaces leads us to

\[
\int_0^T \left\| \partial_t c^{N,M} \right\|_{W^{-1,2}(\Omega)}^2 \, dt \leq C \int_0^T (\|u^{N,M} c^{N,M}\|_2^2 \, dt + \|q^N M \|_2^2) \, dt
\]

\[
\leq C \int_0^T \|u^{N,M}\|^2 \|c^{N,M}\|_0^2 \, dt + C
\]

\[
\leq C(N) \int_0^T \|u^{N,M}\|^2 \|
abla c^{N,M}\|^2 \, dt + C
\]

\[
\leq C(N).
\]

Therefore, we finally have

\[
\left\| \partial_t c^{N,M} \right\|_{L^2(0,T;W^{-1,2}(\Omega))} \leq C(N). \tag{4.9}
\]

### 4.3 The limit \(M \to \infty\)

Having shown the uniform estimates (4.3) – (4.9), we can establish some necessary convergence results for a selected (not relabelled) subsequence, as \(M \to \infty\). First, by (4.8),

\[
a^{N,M} \to a^N \text{ weakly in } W^{1,2}(0, T) \text{ and thus strongly in } C([0, T]), \tag{4.10}
\]
from which we obtain the following uniform convergence results:

\[ u^{N,M} \rightrightarrows u^N \text{ and } Du^{N,M} \rightrightarrows Du^N. \]  
(4.11)

Next, by (4.7) and (4.9),

\[ c^{N,M} \rightharpoonup c^N \text{ weakly in } \left\{ z \in L^2(0,T; W^{1,2}_0(\Omega)), \partial_t z \in L^2(0,T; W^{-1,2}(\Omega)) \right\}. \]  
(4.12)

Therefore by applying the Aubin–Lions lemma, we deduce that

\[ c^{N,M} \rightarrow c^N \text{ strongly in } L^2(Q_T). \]  
(4.13)

which implies, for a (relabelled) subsequence,

\[ c^{N,M} \rightarrow c^N \text{ almost everywhere in } Q_T. \]  
(4.14)

Next, from (4.11) and (4.14),

\[ S^{N,M} \rightarrow S^N := S(c^N, Du^N) \text{ almost everywhere in } Q_T. \]  
(4.15)

Also, by (4.11) again, for sufficiently large \( M \in \mathbb{N} \),

\[ |Du^{N,M}| < 1 + |Du^N| \text{ almost everywhere in } Q_T. \]

Therefore, by (1.6), we have, for sufficiently large \( M \in \mathbb{N} \), that

\[ |S^{N,M}| \leq C|Du^{N,M}|^{p(c^{N,M})-1} + C \leq C(1 + |Du^N|)^{p(c^{N,M})-1} + C \leq C(1 + |Du^N|)^{p+1} + C \in L^{(p+1)'}(Q_T). \]

Thus, by the dominated convergence theorem, we have

\[ S^{N,M} \rightrightarrows S^N \text{ strongly in } L^{(p+1)'}(Q_T)^{d \times d}. \]  
(4.15)

Finally, concerning \( q^{c,N,M}_c = K(c^{N,M}, |Du^{N,M}|)\nabla c^{N,M} \), by (4.14), (4.11) and the dominated convergence theorem,

\[ K(c^{N,M}, |Du^{N,M}|) \rightarrow K(c^N, Du^N) \text{ strongly in } L^2(Q_T). \]

Therefore, together with (4.12),

\[ q^{c,N,M}_c \rightharpoonup q^c_c := q_c(c^N, \nabla c^N, Du^N) \text{ weakly in } L^2(Q_T)^d. \]  
(4.16)

The convergence results established above allow us to take the limit in our Galerkin approximation. First, by using (4.10), (4.11) and (4.15) we have

\[ \int_{\Omega} \left( \partial_t u^N \cdot w_j - (u^N \otimes u^N) : Dw_j + S^N : Dw_j \right) dx = \int_{\Omega} f \cdot w_j dx \text{ } \forall j = 1, \ldots, N. \]  
(4.17)

Regarding the initial condition for the velocity, thanks to (4.10) and the fact that \( a^{N,M}(0) = a^N_0 \) for all \( M \), if we denote \( \lim_{M \to \infty} u^{N,M}_0 = u^N_0 = P^N u_0 \), we have

\[ u^N(\cdot, 0) = u^N_0. \]
Next, from (4.11), (4.12), (4.16) and a density argument, we have for a.e. \( t \in (0, T) \) that
\[
\langle \partial_t c^N, \varphi \rangle - \int_\Omega \left( u^N c^N \cdot \nabla \varphi - q_c^N \cdot \nabla \varphi \right) \, dx = 0 \quad \forall \varphi \in W^{1,2}_0(\Omega). \tag{4.18}
\]
We shall verify the attainment of the initial condition for the concentration. First, by (4.7) and (4.9), we have
\[
c^N \in C([0, T]; L^2(\Omega)). \tag{4.19}
\]
Next, we integrate (4.3) over \( t \in (0, \tau) \), and pass \( M \) to the limit to get
\[
\int_\Omega c^N(\tau)z_k \, dx - \int_0^\tau \int_\Omega \left( u^N c^N \cdot \nabla z_k - q_c^N \cdot \nabla z_k \right) \, dx \, dt = \int_\Omega c_0 z_k \, dx,
\]
where we have used that \( \|c_0^{N,M} - c_0\|_2 = \|P^M c_0 - c_0\|_2 \to 0 \) as \( M \to \infty \). Since \( \int_\Omega u^N c^N \cdot \nabla z_k \, dx \) and \( \int_\Omega q_c^N \cdot \nabla z_k \, dx \) are integrable in time, as \( \tau \to 0 \), we have
\[
\int_\Omega c^N(\tau)z_k \, dx \to \int_\Omega c_0 z_k \, dx.
\]
Hence, together with (4.19), we finally obtain
\[
\lim_{t \to 0^+} \|c^N(t) - c_0\|_2 = 0.
\]
By (4.19) again, we deduce that
\[
c^N(0) = c_0 \text{ in } L^2(\Omega).
\]

### 4.4 Maximum and minimum principles

Before proceeding further, we shall derive maximum and minimum principles for the concentration by using standard tools for parabolic problems.

We begin with the maximum principle. Let \( \varphi := \chi_{[0, \tau]}(t) \max \{0, c^N - \tilde{c}_0\} \) where \( \tilde{c}_0 \) is the upper bound on the initial datum \( c_0 \). Clearly \( \varphi \in W^{1,2}_0(\Omega) \) for a.e. \( t \in (0, T) \), so we test by \( \varphi \) in (4.18). Integrating over the time \( t \in (0, T) \) yields
\[
0 = \int_0^T \langle \partial_t c^N, \varphi \rangle \, dt - \int_0^T \int_\Omega \left( u^N c^N \cdot \nabla \varphi - q_c^N \cdot \nabla \varphi \right) \, dx \, dt =: I + II + III,
\]
with an obvious numbering. We can then compute I, II and III as follows:

\[
I = \int_0^T \langle \partial_t c^N, \varphi \rangle \, dt = \int_0^T \langle \partial_t \varphi, \varphi \rangle \, dt = \frac{1}{2} \|\varphi(\tau)\|^2_2 - \frac{1}{2} \|\varphi(0)\|^2_2,
\]
\[
II = - \int_0^T \int_\Omega u^N c^N \cdot \nabla \varphi \, dx \, dt = \int_0^T \int_\Omega u^N \cdot \nabla c^N \varphi \, dx \, dt
= \frac{1}{2} \int_0^T \int_\Omega u^N \cdot \nabla |\varphi|^2 \, dx \, dt = 0,
\]
\[
III = \int_0^T \int_\Omega q_c^N \cdot \nabla \varphi \, dx \, dt = \int_0^T \int_\Omega K(c^N, |Du^N|) \nabla c^N \cdot \nabla \varphi \, dx \, dt
= \int_0^T \int_\Omega K(c^N, |Du^N|) \nabla \varphi \cdot \nabla \varphi \, dx \, dt \geq 0.
\]
Altogether, we have \( \|\varphi(\tau)\|_2 \leq \|\varphi(0)\|_2 = 0 \), which implies that
\[
c^N(x,t) \leq \bar{c}_0 \text{ a.e. in } Q_T. \tag{4.20}
\]

In the case of the minimum principle, we choose \( \varphi := \chi_{[0,\tau]}(t)\min\{0,c^N\} \), which obviously belongs to \( W^{1,2}_0(\Omega) \) for a.e. \( t \in (0,T) \). If we proceed as above, we obtain that
\[
0 \leq c^N(x,t) \text{ a.e. in } Q_T. \tag{4.21}
\]

Note that since convex sets are weakly closed and the set \( \{x \in \mathbb{R} : x \geq 0\} \) is convex, weak or strong limits of \( c^N \) are still non-negative.

### 4.5 Uniform estimates independent of \( N \)

Now we shall derive some uniform estimates independent of \( N \). We first multiply the \( j \)th equation in (4.17) by \( a_j^N \), and then take the sum over \( j = 1, \ldots, N \). If we integrate the result over \( (0,t) \), we have
\[
\left\|u^N(t)\right\|_2^2 + 2 \int_0^t \int_{\Omega} S^N : Du^N \, dx \, d\tau = \left\|u_0^N\right\|_2^2 + 2 \int_0^t \int_{\Omega} f \cdot u^N \, dx \, d\tau. \tag{4.22}
\]

As we did before, a straightforward argument leads us to the following uniform estimate:
\[
\sup_{t \in (0,T)} \left\|u^N(t)\right\|_2 + \int_0^T \int_{\Omega} \left( |\nabla u^N|^p(c^N) + |S^N|^{p'(c^N)} \right) \, dx \, dt \leq C. \tag{4.23}
\]

By Proposition 3.2, we have
\[
\left\|u^N\right\|_{L^{\frac{p(d+2)}{(d-2p)}}(Q_T)} \leq C, \tag{4.24}
\]
and thus
\[
\left\|u^N \otimes u^N\right\|_{L^{\frac{p(d+2)}{(d-2p)}}(Q_T)} \leq C. \tag{4.25}
\]

Furthermore, by weak and weak-* lower semicontinuity of norms, we have from (4.7) that
\[
\left\|c^0\right\|_{L^{\infty}(0,T;L^2(\Omega))} + \left\|c^N\right\|_{L^2(0,T;W^{1,2}_0(\Omega))} + \left\|q_c\right\|_{L^2(0,T;L^2(\Omega))} \leq C. \tag{4.26}
\]

Now we shall derive a uniform Hölder estimate for the approximate concentrations \( c^N \). Since \( c_0 = \{f \in C^\alpha(\Omega) \text{ for some } \alpha \in (0,1) : f = 0 \text{ on } \partial \Omega\} \) and \( c^N(\cdot,0) = c_0 \) a.e. in \( \Omega \), we have that for some \( \alpha \in (0,1) \) independent of \( N \), \( c^N(\cdot,0) \in C^\alpha(\Omega) \) after possibly being redefined in a set of measure zero. Therefore we have \( c^N_{|\Gamma_T} \in C^{\beta,\beta/2}(\Gamma_T) \) for some \( \beta \in (0,1) \). Moreover, since \( p^+ > d \), we can choose a positive integer \( m \) sufficiently close to \( 2d \) so that \( \frac{d}{1 - \varepsilon_1} > m > 2d \) and
\[
\frac{2}{m} + \frac{d}{m} = 1 - \varepsilon_1 \text{ and } m > \frac{d}{1 - \varepsilon_1} \text{ for some small } \varepsilon_1 > 0.
\]

Next, as we see from (4.20) and (4.21) that \( c^N \) is uniformly bounded. Hence we have from (4.24) that
\[
\left\|u^N c^N\right\|_{L^m(Q_T)} \leq C \left\|u^N\right\|_{L^{\frac{p(d+2)}{(d-2p)}}(Q_T)} \leq C.
\]

We then apply Theorem 3.4 to (4.18) with \( m = r = q \) and \( g = u^N c^N \). Therefore we have the following estimate:
\[
\left\|c^N\right\|_{C^{\alpha,\alpha/2}(Q_T)} \leq C, \tag{4.27}
\]
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where $C > 0$ is independent of $N$.

Finally, we shall derive a uniform estimate for $\partial_t \mathbf{u}^N$. For simplicity, we shall denote $\mathbf{H}^N := -\mathbf{S}^N + \mathbf{u}^N \otimes \mathbf{u}^N$ and let $\psi_0 := \min \left\{ \frac{p^-(d+2)}{2d}, (p^+)^2 \right\} > 1$. Then, from (4.23) and (4.25), we obtain

$$\|\mathbf{H}^N\|_{L^{q_0}(Q_T)} \leq C.$$  

Now let $\psi \in W^{\ell,2}_{0,\text{div}}(\Omega)^d$ and let $P_{\ell}^N$ denote the orthogonal projection into $A_N$ with respect to the $W^{\ell,2}_{0}(\Omega)$-inner product. Then, from (4.17), we have

$$\left| \int_{\Omega} \partial_t \mathbf{u}^N \cdot \psi \, dx \right| = \left| \int_{\Omega} \partial_t \mathbf{u}^N \cdot P_{\ell}^N \psi \, dx \right| \leq \int_{\Omega} \|H^N\|_{q_0} \|P_{\ell}^N \psi\|_{1,\varrho_0} + \|f\|_2 \|P_{\ell}^N \psi\|_2 \leq C \|H^N\|_{q_0} \|P_{\ell}^N \psi\|_{\ell,2} + \|f\|_2 \|P_{\ell}^N \psi\|_{\ell,2} \leq C \left( \|H^N\|_{q_0} + \|f\|_2 \right) \|\psi\|_{\ell,2}.$$  

Therefore we have that

$$\int_0^T \|\partial_t \mathbf{u}^N\|_{W^{\ell,2}_{\text{div}}(\Omega)}^{q_0} \, dt \leq C \int_0^T \|H^N\|_{q_0}^{q_0} \, dt + \int_0^T \|f\|_2^{q_0} \, dt \leq C \left( \|H^N\|_{q_0}^{q_0} + \|f\|_{L^2(Q_T)}^{2} \right) \leq C,$$

which means that

$$\|\partial_t \mathbf{u}^N\|_{L^{q_0}(0,T;W^{\ell,2}_{\text{div}}(\Omega))} \leq C.$$  

### 4.6 The limit $N \to \infty$

By using the uniform estimates derived in the previous subsection, we can now pass $N$ to $\infty$. First of all, from (4.23) we have

$$\mathbf{u}^N \rightharpoonup \mathbf{u} \text{ weakly in } L^{p^-}(0,T;W^{1,p^-}_{0,\text{div}}(\Omega)^d).$$  

Furthermore, from (4.23) and (4.28) together with the Aubin–Lions compactness lemma, we have $\mathbf{u}^N \to \mathbf{u}$ strongly in $L^2(Q_T)^d$. Therefore, using (4.24) with an interpolation inequality yields

$$\mathbf{u}^N \to \mathbf{u} \text{ strongly in } L^s(Q_T)^d \quad \forall s \in [1, p^- (d+2)/d).$$  

From (4.28), we also have

$$\partial_t \mathbf{u}^N \rightharpoonup \partial_t \mathbf{u} \text{ weakly in } L^{q_0}(0,T;W^{\ell,2}_{\text{div}}(\Omega)).$$  

By (4.23) again, we obtain

$$\mathbf{S}^N \rightharpoonup \mathbf{\bar{S}} \text{ weakly in } L^{p^+}(Q_T)^{d \times d},$$

for some $\mathbf{\bar{S}} \in \mathbb{R}^{d \times d}$.

Next, we move to the convergence of the sequence of approximate concentrations. First, by (4.26), we have

$$c^N \to c \text{ weakly in } L^2(0,T;W^{1,2}_0(\Omega)).$$  

Furthermore, from (4.27) with Proposition 3.1 we obtain

$$c^N \to c \text{ strongly in } C^{\alpha_1, \alpha_1/2}(\mathbf{\bar{Q}}_T).$$
for some $\alpha_1 \in (0, \alpha)$. Using (4.26) again yields
\[
q_c^N \rightharpoonup \bar{q}_c \text{ weakly in } L^2(Q_T)^d
\] (4.35)
for some $\bar{q}_c \in \mathbb{R}^d$.

Now we are ready to pass $N \to \infty$ in the second level of our Galerkin approximations (4.17) and (4.18). First, we fix $\mathbf{v} = g\mathbf{w}_j$ where $g \in C^1_0([0, T])$. Then, by (4.30) and (4.32), we have
\[
\int_{Q_T} \bar{S} : D\mathbf{v} \, dx \, dt = \int_{Q_T} (f \cdot \mathbf{v} + (\mathbf{u} \otimes \mathbf{u}) : D\mathbf{v}) + \mathbf{u} \cdot \partial_t \mathbf{v}) \, dx \, dt + \int_{\Omega} \mathbf{u}_0(x) \cdot \mathbf{v}(x, 0) \, dx,
\]
where we have used
\[
\int_{Q_T} \partial_t \mathbf{u}^N \cdot \mathbf{v} \, dx \, dt = -\int_{\Omega} \mathbf{u}_0^N \cdot \mathbf{v}(x, 0) \, dx - \int_{Q_T} \mathbf{u}^N \cdot \partial_t \mathbf{v} \, dx \, dt
\]
and $\mathbf{u}_0^N \to \mathbf{u}_0$ strongly in $L^2(\Omega)^d$. Since the class of test functions which are finite linear combinations of functions that can be factorized in space and time is dense in the corresponding Bochner space, we have
\[
\int_{Q_T} \bar{S} : D\mathbf{v} \, dx \, dt = \int_{Q_T} (f \cdot \mathbf{v} + (\mathbf{u} \otimes \mathbf{u}) : D\mathbf{v}) + \mathbf{u} \cdot \partial_t \mathbf{v}) \, dx \, dt + \int_{\Omega} \mathbf{u}_0(x) \cdot \mathbf{v}(x, 0) \, dx,
\]
for all $\mathbf{v} \in C^\infty_{0, \text{div}}(\Omega \times [0, T]^d)$.

With the same argument, (4.18) together with (4.30), (4.34) and (4.35) implies
\[
\int_{Q_T} \tilde{q}_c \cdot \nabla \varphi \, dx \, dt = \int_{Q_T} (c \partial_t \varphi + c\mathbf{u} \cdot \nabla \varphi) \, dx \, dt + \int_{\Omega} c_0(x) \varphi(x, 0) \, dx
\]
for all $\varphi \in C^\infty_0(\Omega \times [0, T])$.

Finally, we shall show that the limit function $\mathbf{u}$ is contained in the desired solution space $W_{p(c)}(Q_T)$. By (4.34) and the continuity of $p$,
\[
\forall \varepsilon > 0, \ \exists N \in \mathbb{N} \text{ such that } N \geq N \text{ implies } |p(c^N) - p(c)| < \frac{\varepsilon}{\theta},
\]
where $\theta > 1$ is sufficiently large so that $p(c) - \frac{\theta + 1}{\theta} \varepsilon > 1$. Then we have from (4.23) that
\[
C \geq \int_{Q_T} |\nabla \mathbf{u}^N| p(c^N) \, dx \, dt \geq \int_{\{\nabla \mathbf{u}^N \geq 1\}} |\nabla \mathbf{u}^N| p(c^N) \, dx \, dt
\]
\[
\geq \int_{\{\nabla \mathbf{u}^N \geq 1\}} |\nabla \mathbf{u}^N| p(c^N) - p(c) - \frac{\theta + 1}{\theta} \varepsilon \, dx \, dt \geq \int_{\{\nabla \mathbf{u}^N \geq 1\}} |\nabla \mathbf{u}^N| p(c) - \frac{\theta + 1}{\theta} \varepsilon \, dx \, dt.
\]
Thus, we obtain that
\[
\int_{Q_T} |\nabla \mathbf{u}^N| p(c) - \frac{\theta + 1}{\theta} \varepsilon \, dx \, dt \leq \int_{\{\nabla \mathbf{u}^N \geq 1\}} |\nabla \mathbf{u}^N| p(c) - \frac{\theta + 1}{\theta} \varepsilon \, dx \, dt.
\]
We can then further extract a (not relabelled) subsequence such that
\[
\nabla \mathbf{u}^N \rightharpoonup \nabla \mathbf{u} \text{ weakly in } L^{p(c) - \frac{\theta + 1}{\theta} \varepsilon}(Q_T)^{d \times d}.
\]
Then, weak lower-semicontinuity leads us to
\[
\int_{Q_T} |\nabla u|^{p(c)-2+\varepsilon} \, dx \, dt \leq C,
\]
and thus Fatou’s Lemma with \(\varepsilon \to 0\) yields
\[
\int_{Q_T} |\nabla u|^{p(c)} \, dx \, dt \leq C. \tag{4.38}
\]
Similarly, we can also deduce that
\[
\int_{Q_T} |\mathcal{S}|^{p(c)} \, dx \, dt \leq C. \tag{4.39}
\]

To apply the monotone operator theory in the next subsection, the limit function \(u\) should be an admissible test function in (4.37). This is where the compactness of the convective term becomes relevant, and thus the value of \(p^-\) should be restricted. Let us fix \(v = gw\) where \(g \in C^1([0, T])\) and \(w \in \{w_j\}_{j=1}^\infty\). Then, from (4.17), we have
\[
\int_{Q_T} \partial_t u^N \cdot v \, dx \, dt = \int_{Q_T} ((u^N \otimes u^N) : \nabla v - \mathcal{S}^N : \nabla v + f \cdot v) \, dx \, dt.
\]
From (4.31), (4.30) and (4.32), we have
\[
\int_0^T \langle \partial_t u, v \rangle = \int_{Q_T} ((u \otimes u) : \nabla v - \mathcal{S} : \nabla v + f \cdot v) \, dx \, dt. \tag{4.40}
\]
Now let \(\phi \in W_{p(c)}(Q_T)\). Then, by Lemma 3.6 and (4.40), there exists a subset \(\{\phi_k\}_{k=1}^\infty \subset \text{span}\{gw : g \in C^1([0, T])\} \) and \(w \in \{w_j\}_{j=1}^\infty\) such that \(\|\phi_k - \phi\|_{W_{p(c)}(Q_T)} \to 0\) and
\[
\int_0^T \langle \partial_t u, \phi_k \rangle = \int_{Q_T} ((u \otimes u) : \nabla \phi_k - \mathcal{S} : \nabla \phi_k + f \cdot \phi_k) \, dx \, dt. \tag{4.41}
\]
Since \(p^- > d \geq \frac{3d+2}{d+2}\) for \(d \geq 2\), we have from (4.24) that
\[
\|u \otimes u\|_{L^{p(c)}(Q_T)} \leq \|u\|_{L^{2p(c)}(Q_T)}^2 \leq C\|u\|_{L^2(\Omega)}^2 \leq C\|u\|_{L^{p^-+\frac{3d+2}{d+2}}(Q_T)}^2 \leq C,
\]
and hence we can pass the first term on the right-hand of (4.41) to the limit. Also, by (4.39), we may pass \(k\) to the limit in the second term and the convergence of the third term is trivial. This means that the left-hand side also has a limit as \(k \to \infty\). Therefore, we obtain that
\[
\int_0^T \langle \partial_t u, \phi \rangle = \int_{Q_T} ((u \otimes u) : \nabla \phi - \mathcal{S} : \nabla \phi + f \cdot \phi) \, dx \, dt \quad \forall \phi \in W_{p(c)}(Q_T), \tag{4.42}
\]
and
\[
\partial_t u \in (W_{p(c)}(Q_T))^*. \tag{4.43}
\]
Next, we claim that \(u \in C_w([0, T]; W^{-1,(p^-)'(\Omega)})\). As we have that \(\sup_{t \in (0,T)} \|u\|_{W^{-1,(p^-)'(\Omega)}} \leq C\sup_{t \in (0,T)} \|u(t)\|_2 \leq C\), it is enough to show that \(\int_{\Omega} (u(t_1) - u(t_0)) \cdot \phi \, dx \to 0\) as \(t_1 \to t_0\) for
arbitrary $\phi \in W^{1,p^+}(\Omega)^d$. Note that
\[
\int_{\Omega} (u(t_1) - u(t_0)) \cdot \phi \, dx = \int_{t_0}^{t_1} \langle \partial_t u, \phi \rangle \, dt
\]
\[
= \int_{t_0}^{t_1} \int_{\Omega} \left( (u \otimes u) : \nabla \phi - \mathcal{S} : \nabla \phi + f \cdot \phi \right) \, dx \, dt
\]
\[
\leq \int_{t_0}^{t_1} \left( \|u\|_{L^{2(p^+)'}}^2 + \|\mathcal{S}\|_{L^{(p^+)'}} + \|f\|_2 \right) \|\phi\|_{1,p^+} \, dt
\]
\[
\leq \left( \|u\|_{L^{2(p^+)'}}^2 + \|\mathcal{S}\|_{L^{(p^+)'}} + \|f\|_{L^2} \right) |t_1 - t_2|^{\frac{1}{p^+}} \|\phi\|_{1,p^+}.
\]
Since the last term goes to 0 as $t_1 \to t_0$, we deduce that $u \in C_w([0,T]; W^{-1,(p^+)'}(\Omega))$. From this claim together with the fact $\|u\|_{L^\infty(0,T;L^2(\Omega)^d)} \leq C$, we further deduce that
\[
u \in C_w([0,T]; L^2(\Omega)^d). \tag{4.44}
\]
Now, for fixed $t_0 \in [0,T]$, we have from (4.42) that
\[
\|u(t) - u(t_0)\|_2^2 = \|u(t)\|_2^2 + \|u(t_0)\|_2^2 - 2 \int_{\Omega} u(t) \cdot u(t_0) \, dx
\]
\[
= \|u(t)\|_2^2 - \|u(t_0)\|_2^2 - 2 \int_{\Omega} (u(t) - u(t_0)) \cdot u(t_0) \, dx
\]
\[
= \int_{t_0}^{t} \int_{\Omega} (f \cdot u - \mathcal{S} : D\mathbf{u}) \, dx \, dt - 2 \int_{\Omega} (u(t) - u(t_0)) \cdot u(t_0) \, dx.
\]
Since $\int_{\Omega} (f \cdot u - \mathcal{S} : D\mathbf{u}) \, dx$ is integrable on $[0,T]$ and $u(t_0) \in L^2(\Omega)^d$, we can conclude that
\[
\|u(t) - u(t_0)\|_2^2 \to 0 \quad \text{as} \quad t \to t_0,
\]
which means that
\[
u \in C([0,T]; L^2(\Omega)^d). \tag{4.45}
\]

We next verify the time regularity for the concentration. From (4.18), we have
\[
|\langle \partial_t c^N, \varphi \rangle| = \int_{\Omega} (u^N c^N \cdot \nabla \varphi - q_c^N \cdot \nabla \varphi) \, dx \leq (\|u^N c^N\|_2 + \|q_c^N\|_2) \|\varphi\|_{1,2}
\]
By using (4.20) and the fact $\frac{2d}{d+2} < \frac{3d+2}{d+2} \leq p^-$, we obtain
\[
\int_{0}^{T} \|\partial_t c^N\|_{W^{-1,2}(\Omega)}^2 \, dt \leq C \int_{0}^{T} (\|u^N c^N\|_2^2 + \|q_c^N\|_2^2) \, dt \leq C \int_{0}^{T} \|u^N\|_2^2 \, dt + C \leq C
\]
Therefore, we finally have
\[
\|\partial_t c^N\|_{L^2(0,T;W^{-1,2}(\Omega))} \leq C,
\]
which implies
\[
\partial_t c \in L^2(0,T;W^{-1,2}(\Omega)).
\]
We can now conclude that
\[
c \in C([0,T]; L^2(\Omega)). \tag{4.46}
\]

As a final step, to complete the proof, it remains to show that
\[
\mathcal{S} = S(c, D\mathbf{u}) \quad \text{and} \quad \bar{q}_c = q_c(c, \nabla c, D\mathbf{u}).
\]
These equalities will be verified in the next subsection.
4.7 Identification of the limits $\tilde{S} = S(c, Du)$ and $q_c = q_c(c, \nabla c, Du)$

In this subsection, we shall identify the limit functions to complete the proof. We first note that from (4.17), we have

$$
\int_{Q_T} f \cdot u^N \, dx \, dt = \int_{Q_T} (\partial_t u^N \cdot u^N - (u^N \otimes u^N) : Du^N + S^N : Du^N) \, dx \, dt
$$

$$
= \frac{1}{2} \int_{\Omega} |u^N(T)|^2 \, dx - \frac{1}{2} \int_{\Omega} |u^N(0)|^2 \, dx + \int_{Q_T} S^N : Du^N \, dx \, dt,
$$

where we have used that $\text{div} \, u^N = 0$. Also, by (4.34), we can test by $u$ in (4.42). Therefore, as $\text{div} \, u = 0$, we have that

$$
\int_{Q_T} f \cdot u \, dx \, dt = \int_{Q_T} (u \otimes u) : Du - \tilde{S} : Du \, dx \, dt
$$

$$
= \frac{1}{2} \int_{\Omega} |u(T)|^2 \, dx - \frac{1}{2} \int_{\Omega} |u(0)|^2 \, dx + \int_{Q_T} \tilde{S} : Du \, dx \, dt,
$$

Therefore, it is straightforward to see that

$$
\int_{Q_T} S^N : Du^N \, dx \, dt - \int_{Q_T} \tilde{S} : Du \, dx \, dt
$$

$$
= \int_{Q_T} f \cdot u^N \, dx \, dt - \int_{Q_T} f \cdot u \, dx \, dt
$$

$$
- \frac{1}{2} \int_{\Omega} |u^N(T) - u(T)|^2 \, dx - \int_{\Omega} u^N(T) \cdot u(T) \, dx
$$

$$
+ \int_{\Omega} |u(T)|^2 \, dx - \frac{1}{2} \int_{\Omega} |P^N u_0|^2 \, dx - \frac{1}{2} \int_{\Omega} |u_0|^2 \, dx.
$$

It is obvious that $\int_{Q_T} f \cdot u^N \, dx \, dt \to \int_{Q_T} f \cdot u \, dx \, dt$ and $\|P^N u_0 - u_0\|_2 \to 0$. Also, (4.44) implies that $u^N(T) \to u(T)$ weakly in $L^2(\Omega)$. Thus we have

$$
\limsup_{N \to \infty} \int_{Q_T} S^N : Du^N \, dx \, dt \leq \int_{Q_T} \tilde{S} : Du \, dx \, dt. \quad (4.47)
$$

Next, by (4.34) and the dominated convergence theorem, we obtain for arbitrary but fixed $\phi \in C^\infty([0, T]; C^\infty_0(\Omega)^d)$ that

$$
S(c^N, D\phi) \to S(c, D\phi) \text{ strongly in } L^q(Q_T)^{d \times d} \text{ for all } q \in (1, \infty). \quad (4.48)
$$

Then, by the monotonicity assumption (1.7), we deduce for any $\phi \in C^\infty([0, T]; C^\infty_0(\Omega)^d)$ that

$$
0 \leq \limsup_{N \to \infty} \int_{Q_T} (S(c^N, Du^N) - S(c^N, D\phi)) : (Du^N - D\phi) \, dx \, dt
$$

$$
= \limsup_{N \to \infty} \int_{Q_T} (S(c^N, Du^N) : Du^N - S(c^N, Du^N) : D\phi
$$

$$
- S(c^N, D\phi) : Du^N + S(c^N, D\phi) : D\phi) \, dx \, dt
$$

$$
\leq \int_{Q_T} (\tilde{S} : Du - \tilde{S} : D\phi - S(c, D\phi) : Du + S(c, D\phi) : D\phi) \, dx \, dt
$$

$$
= \int_{Q_T} (\tilde{S} - S(c, D\phi)) : (Du - D\phi) \, dx \, dt.
$$
Now we use Minty’s trick. Since \( C_\infty([0,T];C_0^\infty(\Omega)) \) is dense in \( W_p(c)(Q_T) \), we can set \( \phi = u \pm \lambda v \) with \( \lambda > 0 \) and \( v \in C_\infty([0,T];C_0^\infty(\Omega)^d) \). By passing to the limit \( \lambda \to 0 \) and using the continuity of \( S \), we deduce the desired identification \( \bar{S} = S(c, Du) \).

Next, we shall show the almost everywhere convergence of \( Du^N \) to \( Du \). Let \( B \in \mathbb{R}^{d \times d} \) be a bounded symmetric function. Then with the same procedure as above and the identification \( \bar{S} = S(c, Du) \), we have that

\[
0 \leq \limsup_{N \to \infty} \int_{Q_T} (S(c^N, Du^N) - S(c^N, B)) : (Du^N - B) \, dx \, dt \\
\leq \int_{Q_T} (S(c, Du) - S(c, B)) : (Du - B) \, dx \, dt.
\]

We set \( B = Du \chi_{\{|Du|<\lambda\}} \) for \( \lambda > 0 \) and let \( 0 < k < \lambda \). Then we have

\[
\limsup_{N \to \infty} \int_{\{|Du|<k\}} (S(c^N, Du^N) - S(c^N, Du)) : (Du^N - Du) \, dx \, dt \\
= \limsup_{N \to \infty} \int_{\{|Du|<k\}} (S(c^N, Du^N) - S(c^N, B)) : (Du^N - B) \, dx \, dt \\
\leq \limsup_{N \to \infty} \int_{Q_T} (S(c^N, Du^N) - S(c^N, B)) : (Du^N - B) \, dx \, dt \\
= \int_{Q_T} (S(c, Du) - S(c, B)) : (Du - B) \, dx \, dt \\
= \int_{\{|Du|>\lambda\}} (S(c, Du) - S(c, B)) : (Du - B) \, dx \, dt.
\]

Since the first integral is independent of \( \lambda > 0 \), passing \( \lambda \) to \( \infty \) gives us that

\[
\limsup_{N \to \infty} \int_{\{|Du|<k\}} (S(c^N, Du^N) - S(c^N, Du)) : (Du^N - Du) \, dx \, dt = 0.
\]

Since \( c^N \) converges to \( c \) uniformly and \( S \) is strictly monotone, the only way the above can be true is that \( Du^N \) tends to \( Du \) almost everywhere in the set \( \{|Du|<k\} \). If we pass \( k \) to \( \infty \), we finally have

\[
Du^N \to Du \text{ a.e. in } Q_T. 
\]

Now by (4.34), (4.49) and the dominated convergence theorem,

\[
K(c^N, |Du^N|) \to K(c, |Du|) \text{ strongly in } L^q(Q_T) \text{ for all } q \in (1, \infty).
\]

Finally, together with (4.33), we obtain that

\[
q^N_c \to q_c(c, \nabla c, Du) \text{ weakly in } L^2(Q_T)^d.
\]

Therefore, by the uniqueness of the weak limit, we have

\[
q_c = q_c(c, \nabla c, Du),
\]

which completes the proof of Theorem 2.1.
5 Regularized problem

In this section, we shall discuss a possibility to improve our result. Since the condition $p^- > d$ is the minimum requirement to apply parabolic De Giorgi–Nash–Moser regularity theorem, we need to find another approach, which avoids the use of De Giorgi–Nash–Moser theory. One possibility is to consider the regularized problem. More precisely, we consider the standard mollifier $\eta(z) = \eta(x,t)$ in $\mathbb{R}^{d+1}$ and define

$$\eta_{\varepsilon}(z) = \frac{1}{\varepsilon^{d+1}} \eta \left( \frac{z}{\varepsilon} \right)$$

for each $\varepsilon > 0$. Then we define the stress tensor with a regularized power-law exponent.

$$S_{\varepsilon}(c, B) = (\nu_1 + \nu_2 |B|^2)^{\frac{p(c_{\varepsilon}) - 2}{2}} B,$$

where $*$ is a convolution operator with respect to both space and time variables. Then we proceed with a similar argument to the one used previously in the paper. We begin with the regularized Galerkin approximation. Since $z_j$ has zero trace, we can define extensions by zero so that $z_j \in W^{1,2}(\mathbb{R}^d)$ for all $j = 1, \ldots, M$. For sufficiently small $\varepsilon > 0$, we then look for a sequence of approximate solutions $\{u_{N,M}^{\varepsilon}, c_{N,M}^{\varepsilon}\}_{N,M=1}^\infty$ of the form

$$u_{N,M}^{\varepsilon} = \sum_{i=1}^N a_i^{N,M} w_i, \quad c_{N,M}^{\varepsilon} = \sum_{i=1}^M b_i^{N,M} z_i,$$

where $a_{N,M}^{N,M} = \{a_j^{N,M}\}_{j=1}^N : (0,T) \rightarrow \mathbb{R}^N$ and $b_{N,M}^{N,M} = \{b_k^{N,M}\}_{k=1}^M : (0,T) \rightarrow \mathbb{R}^M$, which solve the following system of ordinary differential equations:

$$\int_\Omega (\partial_t u_{N,M}^{\varepsilon} \cdot w_j - (u_{N,M}^{\varepsilon} \otimes u_{N,M}^{\varepsilon}) : Dw_j + S_{\varepsilon}^{N,M} : Dw_j) \, dx = \int_\Omega f \cdot w_j \, dx \quad \forall j = 1, \ldots, N,$$

$$u_{N,M}^{\varepsilon}(\cdot, 0) = u_{0,N}^{N,M} = P^N u_0,$$

$$\int_\Omega \partial_t c_{N,M}^{\varepsilon} \cdot z_k \, dx - \int_\Omega u_{N,M}^{N,M} c_{N,M}^{\varepsilon} \cdot \nabla z_k \, dx + \int_\Omega q_{\varepsilon}^{N,M} \cdot \nabla z_k \, dx = 0 \quad \forall k = 1, \ldots, M,$$

$$c_{N,M}^{\varepsilon}(\cdot, 0) = c_{0,N}^{N,M} = P^M c_0,$$

where

$$S_{\varepsilon}^{N,M} = S_{\varepsilon}(c_{N,M}^{\varepsilon}, Du_{N,M}^{\varepsilon}), \quad q_{\varepsilon}^{N,M} = q_{\varepsilon}(c_{N,M}^{\varepsilon}, \nabla c_{N,M}^{\varepsilon}, Du_{N,M}^{\varepsilon}).$$

The existence of approximate solutions is implied by standard Carathéodory theory.

When we pass $M$ to $\infty$, the only part different from the previous section is the limit of regularized concentrations. As we have strong $L^2$ convergence of $c_{N,M}$ to $c$, by Young’s convolution inequality, we have

$$\|\eta_{\varepsilon} * c_{N,M}^{\varepsilon} - \eta_{\varepsilon} * c^{\varepsilon}\|_{L^\infty(Q_T)} \leq \|\eta_{\varepsilon}\|_{L^2(Q_T)} \|c_{N,M}^{\varepsilon} - c^{\varepsilon}\|_{L^2(Q_T)} \leq C(\varepsilon) \|c_{N,M}^{\varepsilon} - c^{\varepsilon}\|_{L^2(Q_T)}^2 \rightarrow 0 \quad \text{as} \quad M \rightarrow \infty,$$

which implies

$$\eta_{\varepsilon} * c_{N,M}^{\varepsilon} \Rightarrow \eta_{\varepsilon} * c^{\varepsilon},$$

and hence,

$$S_{\varepsilon}^{N,M} \Rightarrow S_{\varepsilon} := S_{\varepsilon}(c^{\varepsilon}, Du^{\varepsilon}).$$
Next, when we let $N \rightarrow \infty$, instead of using parabolic De Giorgi–Nash–Moser theory to deduce the convergence of concentrations in Hölder norms, we apply Lemma 3.3 once more to obtain
\[ \epsilon^N \rightarrow \epsilon \text{ strongly in } L^2(Q_T), \]

which again implies
\[ \eta_{\epsilon} \ast \epsilon^N \Rightarrow \eta_{\epsilon} \ast \epsilon. \]

For the remaining part of the proof, since $\eta_{\epsilon} \ast \epsilon \in C^{\alpha,\alpha/2}(Q_T)$ for each $\epsilon > 0$, we can proceed with the same argument as the one used in the previous section, and hence we can prove the existence of weak solutions $(u, c) := (u_\epsilon, c_\epsilon)$ for the regularized problem.

To complete the analysis, an ideal scenario is the case when the regularized solution $(u_\epsilon, c_\epsilon)$ converges to the weak solution $(u, c)$ of the original problem as $\epsilon \rightarrow 0$. In that case, we can apply a similar argument to the one used earlier in the paper to pass $\epsilon$ to 0 without exploiting parabolic De Giorgi–Nash–Moser theory, so we can prove the existence of weak solutions to the original problem provided that $p^- \geq \frac{3d+2}{d+2}$.

6 Conclusions

We have established the existence of global weak solutions to the system of PDEs consisting of the generalized Navier–Stokes equations with a power-law type stress-strain relation where the power-law index depends on the concentration, coupled to a convection-diffusion equation. Our main technical tools included generalized monotone operator theory and parabolic De Giorgi–Nash–Moser regularity theory from which we obtained the Hölder continuity of the approximate concentrations. Thus the restriction $p^- > d$ was essential in our analysis since $p^- > d$ was the minimum requirement to ensure the Hölder continuity of the concentration, which then guaranteed the validity of necessary function space theory in variable-exponent spaces.

However, as was mentioned in the introduction, we can apply our method to the electro-rheological fluid flow problem which is of independent interest. In this case, we can prove the existence of weak solutions with lower values of $p^-$. More precisely, we have the following result as a corollary of Theorem 2.1.

Corollary 6.1. Let $\Omega \subset \mathbb{R}^d$ with $d \geq 2$ be a bounded open Lipschitz domain, and assume that $f \in L^{(p^-)^q}(Q_T)^d$ and $u_0 \in L^2(\Omega)^d$. If $p$ is a Hölder continuous function with $p^- > \frac{3d+2}{d+2}$, then there exists a weak solution $u \in C([0, T]; L^2(\Omega)^d) \cap L^{p^-}(0, T; W^{1,p^-}_0(\Omega)^d) \cap W^{1,p^-}(Q_T)$ satisfying
\[
\int_{Q_T} S(Du) : D\psi \, dx \, dt = \int_{Q_T} \left( f \cdot \psi + (u \otimes u) : D\psi + u \cdot \partial_t \psi \right) \, dx \, dt + \int_{\Omega} u_0(x) \cdot \psi(x, 0) \, dx
\]

for all $\psi \in C_0^\infty(\Omega \times [0, T))^d$ where
\[
S(Du) = (C_1 + C_2|Du|^2)^{\frac{d+2}{d+2}} D\psi.
\]

Unlike the model used in this paper, such an electro-rheological fluid flow problem is free from a coupled concentration equation, so there is a possibility to improve the above result. For example, if one could develop parabolic $L^\infty$ or Lipschitz truncation techniques for variable-exponent spaces, we could perhaps obtain the compactness of the convective term with lower values of $p^-$, and hence we could prove the existence of weak solutions with a weaker assumption on $p^-$. Therefore, an interesting direction for future research is to generalize the solenoidal parabolic Lipschitz truncation technique introduced in [2] to the case of variable-exponent spaces, so that we can prove the existence of weak solutions for $p^- > \frac{2d}{d+2}$.
Acknowledgements

Seungchan Ko’s work was supported by the UK Engineering and Physical Sciences Research Council [EP/L015811/1].

References

[1] S. Antontsev and S. Shmarev. Anisotropic parabolic equations with variable nonlinearity. *Publ. Mat.*, 53(2):355–399, 2009.

[2] D. Breit, L. Diening, and S. Schwarzacher. Solenoidal Lipschitz truncation for parabolic PDEs. *Math. Models Methods Appl. Sci.*, 23(14):2671–2700, 2013.

[3] M. Bulíček, J. Málek, and K. R. Rajagopal. Mathematical analysis of unsteady flows of fluids with pressure, shear-rate, and temperature dependent material moduli that slip at solid boundaries. *SIAM J. Math. Anal.*, 41(2):665–707, 2009.

[4] M. Bulíček, J. Málek, and K. R. Rajagopal. Mathematical results concerning unsteady flows of chemically reacting incompressible fluids. In *Partial differential equations and fluid mechanics*, volume 364 of *London Math. Soc. Lecture Note Ser.*, pages 26–53. Cambridge Univ. Press, Cambridge, 2009.

[5] M. Bulíček and P. Pustějovská. On existence analysis of steady flows of generalized Newtonian fluids with concentration dependent power-law index. *J. Math. Anal. Appl.*, 402(1):157–166, 2013.

[6] M. Bulíček and P. Pustějovská. Existence analysis for a model describing flow of an incompressible chemically reacting non-Newtonian fluid. *SIAM J. Math. Anal.*, 46(5):3223–3240, 2014.

[7] L. Diening, P. Harjulehto, P. Hästö, and M. Růžička. *Lebesgue and Sobolev spaces with variable exponents*, volume 2017 of *Lecture Notes in Mathematics*. Springer, Heidelberg, 2011.

[8] L. Diening, J. Málek, and M. Steinhauer. On Lipschitz truncations of Sobolev functions (with variable exponent) and their selected applications. *ESAIM Control Optim. Calc. Var.*, 14(2):211–232, 2008.

[9] L. Diening, M. Růžička, and J. Wolf. Existence of weak solutions for unsteady motions of generalized Newtonian fluids. *Ann. Sc. Norm. Super. Pisa Cl. Sci. (5)*, 9(1):1–46, 2010.

[10] E. Feireisl. *Dynamics of viscous compressible fluids*, volume 26 of *Oxford Lecture Series in Mathematics and its Applications*. Oxford University Press, Oxford, 2004.

[11] J. Frehse, J. Málek, and M. Steinhauer. An existence result for fluids with shear dependent viscosity—steady flows. In *Proceedings of the Second World Congress of Nonlinear Analysts, Part 5 (Athens, 1996)*, volume 30, pages 3041–3049, 1997.

[12] J. Frehse, J. Málek, and M. Steinhauer. On analysis of steady flows of fluids with shear-dependent viscosity based on the Lipschitz truncation method. *SIAM J. Math. Anal.*, 34(5):1064–1083 (electronic), 2003.
[13] J. Hron, J. Málek, P. Pustéovská, and K. R. Rajagopal. On the modeling of the synovial fluid. *Advances in Tribology*, 2010.

[14] S. Ko, P. Pustéovská, and E. Süli. Finite element approximation of an incompressible chemically reacting non-Newtonian fluid. *ESAIM M2AN: Mathematical Modelling and Numerical Analysis*. (Accepted for publication), 2017. Available from arXiv:1703.04766 [math.NA]: https://arxiv.org/abs/1703.04766.

[15] S. Ko and E. Süli. Finite element approximation of steady flows of generalized Newtonian fluids with concentration-dependent power-law index. arXiv:1708.07830v1 [math.NA], 2017.

[16] O. A. Ladyzhenskaya. New equations for the description of the motions of viscous incompressible fluids, and global solvability for their boundary value problems. *Trudy Mat. Inst. Steklov.*, 102:85–104, 1967.

[17] O. A. Ladyzhenskaya. *The mathematical theory of viscous incompressible flow*. Second English edition, revised and enlarged. Translated from the Russian by Richard A. Silverman and John Chu. Mathematics and its Applications, Vol. 2. Gordon and Breach, Science Publishers, New York-London-Paris, 1969.

[18] O. A. Ladyzhenskaya, V. A. Solonnikov, and N. N. Uralceva. *Linear and quasilinear equations of parabolic type*. Translated from the Russian by S. Smith. Translations of Mathematical Monographs, Vol. 23. American Mathematical Society, Providence, R.I., 1968.

[19] S. Lai, W. Kuei and V. Mow. Rheological equations for synovial fluids. *J. Biomech. Eng.*, 100:169–186, 1978.

[20] J.-L. Lions. *Quelques méthodes de résolution des problèmes aux limites non linéaires*. Dunod; Gauthier-Villars, Paris, 1969.

[21] J. Málek, J. Nečas, M. Rokyta, and M. Růžička. *Weak and measure-valued solutions to evolutionary PDEs*, volume 13 of *Applied Mathematics and Mathematical Computation*. Chapman & Hall, London, 1996.

[22] J. Málek, J. Nečas, and M. Růžička. On weak solutions to a class of non-Newtonian incompressible fluids in bounded three-dimensional domains: the case $p \geq 2$. *Adv. Differential Equations*, 6(3):257–302, 2001.

[23] K. R. Rajagopal, M. Růžička, and A. R. Srinivasa. On the Oberbeck-Boussinesq approximation. *Math. Models Methods Appl. Sci.*, 6(8):1157–1167, 1996.

[24] M. Růžička. A note on steady flow of fluids with shear dependent viscosity. In *Proceedings of the Second World Congress of Nonlinear Analysts, Part 5 (Athens, 1996)*, volume 30, pages 3029–3039, 1997.

[25] M. Růžička. *Electrorheological fluids: modeling and mathematical theory*, volume 1748 of *Lecture Notes in Mathematics*. Springer-Verlag, Berlin, 2000.

[26] M. Růžička. Modeling, mathematical and numerical analysis of electrorheological fluids. *Appl. Math.*, 49(6):565–609, 2004.

[27] J. Simon. Compact sets in the space $L^p(0,T;B)$. *Ann. Mat. Pura Appl. (4)*, 146:65–96, 1987.
[28] J. Wolf. Existence of weak solutions to the equations of non-stationary motion of non-Newtonian fluids with shear rate dependent viscosity. *J. Math. Fluid Mech.*, 9(1):104–138, 2007.

[29] E. Zeidler. *Nonlinear functional analysis and its applications. II/B*. Springer-Verlag, New York, 1990. Nonlinear monotone operators, Translated from the German by the author and Leo F. Boron.