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Abstract. In this paper we provide a generalization of the Douglas-Rachford splitting (DRS) and the primal-dual algorithm [24, 55] for solving monotone inclusions in a real Hilbert space involving a general linear operator. The proposed method allows for primal and dual non-standard metrics and activates the linear operator separately from the monotone operators appearing in the inclusion. In the simplest case when the linear operator has full range, it reduces to classical DRS. Moreover, the weak convergence of primal-dual sequences to a Kuhn-Tucker point is guaranteed, generalizing the main result in [53]. Inspired by [34], we also derive a new Split-ADMM (SADMM) by applying our method to the dual of a convex optimization problem involving a linear operator which can be expressed as the composition of two linear operators. The proposed SADMM activates one linear operator implicitly and the other one explicitly, and we recover ADMM when the latter is set as the identity. Connections and comparisons of our theoretical results with respect to the literature are provided for the main algorithm and SADMM. The flexibility and efficiency of both methods is illustrated via a numerical simulations in total variation image restoration and a sparse minimization problem.
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1. Introduction

In this paper we focus on a splitting algorithm for solving the following primal-dual monotone inclusion.

Problem 1.1. Let $\mathcal{H}$ and $\mathcal{G}$ be real Hilbert spaces, let $A: \mathcal{H} \to 2^{\mathcal{H}}$ and $B: \mathcal{G} \to 2^{\mathcal{G}}$ be maximally monotone operators, and let $L: \mathcal{H} \to \mathcal{G}$ be a non-zero linear bounded operator. The problem is to find $(\hat{x}, \hat{u}) \in Z$, where

$$Z = \{ (\hat{x}, \hat{u}) \in \mathcal{H} \times \mathcal{G} \mid 0 \in A\hat{x} + L^*\hat{u}, 0 \in B^{-1}\hat{u} - L\hat{x} \}$$

(1.1)

is assumed to be non-empty.

This problem arises naturally in several problems in partial differential equations coming from mechanical problems [34, 37, 38], differential inclusions [2, 52], game theory [13], among other disciplines. The set $Z$ is the collection of Kuhn-Tucker points [3, Problem 26.30], which is also known as extended solution set (see, e.g., [25] and [30, 53] for the case when $L = \text{Id}$).

It follows from [12, Proposition 2.8] that any solution $(\hat{x}, \hat{u})$ to Problem 1.1 satisfies that $\hat{x}$ is a solution to the primal inclusion

$$\text{find } x \in \mathcal{H} \text{ such that } 0 \in Ax + L^*BLx \tag{1.2}$$

and $\hat{u}$ is solution to the dual inclusion

$$\text{find } u \in \mathcal{G} \text{ such that } 0 \in B^{-1}u - LA^{-1}(-L^*u). \tag{1.3}$$
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Conversely, if \( \hat{x} \) is a solution to (1.2) then there exists \( \hat{u} \) solution to (1.3) such that \((\hat{x}, \hat{u}) \in \mathbb{Z}\) and the dual argument also holds. In the particular case when \( A = \partial f \) and \( B = \partial g^* \), for proper convex lower semicontinuous functions \( f: \mathcal{H} \to [-\infty, +\infty) \) and \( g: \mathcal{G} \to [-\infty, +\infty) \), any solution \( \hat{x} \) to (1.2) is a solution to the primal convex optimization problem

\[
\min_{x \in \mathcal{H}} \left( f(x) + g(Lx) \right),
\]

any solution \( \hat{u} \) to (1.3) is a solution to the dual problem

\[
\min_{u \in \mathcal{G}} \left( g^*(u) + f^*(-L^*u) \right),
\]

and the converse holds under standard qualification conditions (see, e.g., [12]). Problems (1.4) and (1.5) model several image processing problems as image restoration and denoising [18, 21, 26, 42, 46, 50], traffic theory [11, 33, 36], among others.

In the case when \( L = \text{Id} \), Problem 1.1 is solved by the Douglas-Rachford splitting (DRS) [41], which is a classical algorithm inspired from a numerical method for solving linear systems appearing in discretizations of PDEs [27]. Given \( z_0 \in \mathcal{H} \) and \( \tau > 0 \), DRS generates the sequence \((z_n)_{n \in \mathbb{N}} \subset \mathcal{H}\) via the recurrence

\[
(\forall n \in \mathbb{N}) \quad z_{n+1} = J_{\tau A} (2J_{\tau A} z_n - z_n) + z_n - J_{\tau A} z_n,
\]

and \( z_n \to \hat{z} \) for some \( \hat{z} \in \mathcal{H} \) such that \( J_{\tau A} \hat{z} \) is a zero of \( A + B \) [41, Theorem 1], where we denote the resolvent of \( M: \mathcal{H} \to 2^\mathcal{H} \) by \( J_M = (\text{Id} + M)^{-1} \). Under additional assumptions, such as weak lower semicontinuity of \( J_{\tau A} \) or maximal monotonicity of \( A + B \), the weak convergence of the shadow sequence \((J_{\tau A} z_n)_{n \in \mathbb{N}}\) to a zero of \( A + B \) is guaranteed in [41, Theorem 1]. More than thirty years later, the weak convergence of the shadow sequence to a solution is proved in [53] without any further assumption.

In the general case when \( L \neq \text{Id} \), a drawback of DRS is that the maximal monotonicity of \( L^*BL \) is needed in order to ensure the weak convergence of \((z_n)_{n \in \mathbb{N}}\) and the computation of its resolvent at each iteration usually leads to sub-iterations, at exception of very particular cases. Several algorithms in the literature including [4, 5, 6, 12, 14, 55] split the influence of the linear operator \( L \) from the monotone operators, avoiding sub-iterations. In particular, we highlight the primal-dual splitting (PDS) proposed in [55], which generates a sequence in \( \mathcal{H} \times \mathcal{G} \) via the recurrence

\[
(\forall n \in \mathbb{N}) \begin{cases}
 x_{n+1} = J_{\tau A} (x_n - \tau L^* v_n) \\
v_{n+1} = J_{\tau B}^{-1} (v_n + \sigma L(2x_{n+1} - x_n)),
\end{cases}
\]

for some initial point \((x_0, v_0) \in \mathcal{H} \times \mathcal{G}\) and strictly positive step-sizes satisfying \( \tau \sigma \| L \|^2 < 1 \).

In the context of convex optimization, it is well known that DRS applied to (1.5) leads to the alternating direction method of multipliers (ADMM) [34, 35, 37], whose first step needs sub-iterations in general. This drawback is overcome by the splitting methods proposed in [4, 5, 6, 14, 19, 40, 44]. In particular, the algorithm proposed in [19] coincides with PDS in (1.7) in the optimization setting and its convergence is guaranteed if \( \tau \sigma \| L \|^2 < 1 \). In [24], the convergence of the sequences generated by (1.7) with step-sizes satisfying the limit condition \( \tau \sigma \| L \|^2 = 1 \) is studied in finite dimensions. This limit case is important because the algorithm improves its efficiency as the parameters approach the boundary (see Section 5.1), it has the advantage of tuning only one parameter, and the algorithm reduces to DRS and ADMM when \( L = \text{Id} \) and \( \tau \sigma = 1 \) [19, Section 4.2]. Furthermore, a preconditioned version of (1.7) in the optimization context is proposed in [47]. In this extension, \( \tau \text{Id} \) and \( \sigma \text{Id} \) are generalized to strongly monotone self-adjoint linear operators \( \mathcal{T} \) and \( \Sigma \), respectively, and the convergence is guaranteed under the condition \( \| \Sigma^{1/2} L T^{1/2} \| < 1 \). A preconditioned version of (1.7) for monotone inclusions is derived in [23].
In this paper we propose and study the following splitting algorithm for solving Problem 1.1, which is a generalization of DRS when \( L \neq \Id \) and of [23, 55].

**Algorithm 1.2** (Split-Douglas-Rachford (SDR)). *In the context of Problem 1.1, let \((x_0, u_0) \in \mathcal{H} \times \mathcal{G}\), let \( \Sigma: \mathcal{G} \to \mathcal{G} \) and \( \Upsilon: \mathcal{H} \to \mathcal{H} \) be strongly monotone self-adjoint linear operators such that \( U = \Upsilon^{-1} - L^* \Sigma L \) is monotone. Consider the recurrence:

\[
\begin{align*}
(\forall n \in \mathbb{N}) \quad & v_n = \Sigma(\Id - J_{\Sigma^{-1}B})(Lx_n + \Sigma^{-1}u_n) \\
& z_n = x_n - TL^*v_n \\
& x_{n+1} = J_{\Upsilon A}z_n \\
& u_{n+1} = \Sigma L(x_{n+1} - x_n) + v_n.
\end{align*}
\]

Note that Algorithm 1.2 splits the influence of the linear operator from the monotone operators and, by storing \((Lx_n)_{n \in \mathbb{N}}\), only one activation of \( L \) is needed at each iteration. Moreover, in the case when \( \text{ran } L = \mathcal{G} \), we prove in Proposition 3.5 that (1.8) reduces to a preconditioned version of DRS in (1.6), in which case \( J_{TL^*B} \) has a closed formula depending on the resolvent of \( B \). Other preconditioned versions of DRS are used for solving structured convex optimization problems in [6, 8, 10, 57], but they do not reduce to DRS when \( L = \Id \). Without any further assumptions than those in Problem 1.1, we guarantee the weak convergence of the sequence \( \{(x_n, u_n)\}_{n \in \mathbb{N}} \) generated by Algorithm 1.2 to a point in \( \mathcal{Z} \), generalizing the result in [53] to the case when \( L \neq \Id \). In the particular case when \( \|\Sigma^{1/2}LT^{1/2}\| < 1 \), we obtain a reduction of Algorithm 1.2 to the preconditioned PDS in [47] and, when \( \|\Sigma^{1/2}LT^{1/2}\| = 1 \), we generalize [24, Theorem 3.3] to monotone inclusions and infinite dimensions considering non-standard metrics.

We also provide a numerical comparison of Algorithm 1.2 with several methods available in the literature in a total variation image reconstruction problem.

Another contribution of this manuscript is a generalization of ADMM in the convex optimization context, by applying Algorithm 1.2 to the dual problem of (1.4) when \( L = KT \), for some non-trivial linear operators \( T \) and \( K \). This splitting, called Split-ADMM (SADMM), allows us to solve (1.4) by activating \( T \) implicitly and \( K \) explicitly. SADMM reduces to the classical ADMM in the case when \( K = \Id \), \( \Sigma = \sigma \Id \), and \( \Upsilon = \tau \Id \) and, in the case when \( T = \Id \), it is a fully explicit algorithm which splits the influence of the linear operator in the first step of ADMM. We prove the weak convergence of SADMM, generalizing results in [28, 34, 35]. We also prove the equivalence between SDR and SADMM, generalizing some results in [1, 28, 34, 35, 45] to the case when \( L \neq \Id \). In addition, we provide a version of SADMM able to deal with two linear operators as in [9]. The resulting method is a non-standard metric version of several ADMM-type algorithms in [4, 9, 51, 58] and it can be seen as an augmented Lagrangian method with a non-standard metric. We also illustrate the efficiency of SADMM by comparing its numerical performance in an academical sparse minimization example in which the matrix \( L \) be factorized as \( L = KT \) from its singular value decomposition (SVD). We show that the computational time may be drastically reduced by using SADMM with a suitable factorization of \( L \).

The paper is organized as follows. In Section 2 we set our notation. In Section 3 we provide the proof of convergence of SDR and we connect our results with the literature. In Section 4 we derive the SADMM, we provide several theoretical results, and we compare them with the literature in convex optimization. Finally, in Section 5 we provide numerical simulations illustrating the efficiency of SDR and SADMM.

### 2. Notations and Preliminaries

Throughout this paper \( \mathcal{H} \) and \( \mathcal{G} \) are real Hilbert spaces with the scalar product \( \langle \cdot | \cdot \rangle \) and associated norm \( \| \cdot \| \). The identity operator on \( \mathcal{H} \) is denoted by \( \Id \). Given a linear bounded operator \( L : \mathcal{H} \to \mathcal{G} \), we denote its adjoint by \( L^* : \mathcal{G} \to \mathcal{H} \), its kernel by \( \ker L \), and its range by...
ran \( L \). The symbols → and \( \rightarrow \) denote the weak and strong convergence, respectively. Let \( D \subset H \) be non-empty and let \( T: D \to H \). The set of fixed points of \( T \) is \( \text{Fix} T = \{ x \in D \mid x = Tx \} \).

Let \( \beta \in [0, +\infty] \). The operator \( T \) is \( \beta \)-strongly monotone if, for every \( x \) and \( y \) in \( D \), we have \( \langle y - x \mid Tx - Ty \rangle \geq \beta \| x - y \|^2 \), it is nonexpansive if, for every \( x \) and \( y \) in \( D \), we have \( \| Tx - Ty \| \leq \| x - y \| \), it is firmly nonexpansive if

\[
(\forall x \in D)(\forall y \in D) \quad \| Tx - Ty \|^2 \leq \| x - y \|^2 - \| (\text{Id} - T)x - (\text{Id} - T)y \|^2, \tag{2.1}
\]

and it is firmly quasinonexpansive if, for every \( x \in D \) and \( y \in \text{Fix} T \), we have \( \| Tx - y \|^2 \leq \| x - y \|^2 - \| Tx - x \|^2 \). Let \( A: H \to 2^H \) be a set-valued operator. The inverse of \( A \) is \( A^{-1}: u \mapsto \{ x \in H \mid u \in Ax \} \). The domain, range, graph, and zeros of \( A \) are dom \( A \) = \( \{ x \in H \mid Ax \neq \emptyset \} \), ran \( A \) = \( \{ u \in H \mid (\exists x \in H) u \in Ax \} \), gra \( A \) = \( \{ (x, u) \in H \times H \mid u \in Ax \} \), and zer \( A \) = \( \{ x \in H \mid 0 \in Ax \} \), respectively. The operator \( A \) is monotone if, for every \( (x, u) \) and \( (y, v) \) in gra \( A \), we have \( \langle y - x \mid u - v \rangle \geq 0 \) and \( A \) is maximally monotone if it is monotone and its graph is maximal in the sense of inclusions among the graphs of monotone operators. The resolvent of a maximally monotone operator \( A \) is \( J_A = (\text{Id} + A)^{-1} \), which is firmly nonexpansive and satisfies \( \text{Fix} J_A = \text{zer} A \).

For every self-adjoint monotone linear operator \( U: H \to H \), we define \( \| \cdot \|_U = \sqrt{\langle \cdot | \cdot \rangle_U} \), where \( \langle \cdot | \cdot \rangle_U : (x, y) \to \langle x | Uy \rangle \) is bilinear, positive semi-definite, symmetric. For every \( x \) and \( y \) in \( H \), we have

\[
\| x - y \|_U^2 = \| x \|_U^2 - 2\langle x | y \rangle_U + \| y \|_U^2. \tag{2.2}
\]

We denote by \( \Gamma_0(H) \) the class of proper lower semicontinuous convex functions \( f: H \to ]-\infty, +\infty] \). Let \( f \in \Gamma_0(H) \). The Fenchel conjugate of \( f \) is defined by \( f^*: u \mapsto \sup_{x \in H} \langle x | u \rangle - f(x) \), \( f^* \in \Gamma_0(H) \), the subdifferential of \( f \) is the maximally monotone operator \( \partial f: x \mapsto \{ u \in H \mid \langle y - x | u \rangle \leq f(y) \} \), \( (\partial f)^{-1} = \partial f^* \), and we have that \( \text{zer} \ \partial f \) is the set of minimizers of \( f \), which is denoted by \( \text{arg min}_{x \in H} f \). Given a strongly monotone self-adjoint linear operator \( T: H \to H \), we denote by \( \text{prox}_T^Y: x \mapsto \text{arg min}_{y \in H} \left( f(y) + \frac{1}{2}\| x - y \|_T \right) \). \( \tag{2.3} \)

and by \( \text{prox}_{f} = \text{prox}_{1}^f \). We have \( \text{prox}_{f}^Y = J_{T^{-1} \partial f} \) \([3, \text{Proposition 24.24(i)}]\) and it is single valued since the objective function in \( (2.3) \) is strongly convex. Moreover, it follows from \([3, \text{Proposition 24.24}]\) that

\[
\text{prox}_{f}^Y = \text{Id} - T^{-1} \text{prox}_{f^*}^{T^{-1}} T = T^{-1} \left( \text{Id} - \text{prox}_{f^*}^{T^{-1}} \right) T. \tag{2.4}
\]

Given a non-empty closed convex set \( C \subset H \), we denote by \( P_C \) the projection onto \( C \), by \( \iota_C \in \Gamma_0(H) \) the indicator function of \( C \), which takes the value 0 in \( C \) and \( +\infty \) otherwise, we denote by \( N_C = \partial \iota_C \) the normal cone to \( C \), and by \( \text{sr} C \) its strong relative interior. For further properties of monotone operators, nonexpansive mappings, and convex analysis, the reader is referred to \([3]\).

We finish this section with a result involving monotone linear operators, which is useful for the connection of our algorithm and \([47]\).

**Proposition 2.1.** Let \( H \) and \( G \) be real Hilbert spaces, let \( T: H \to H \) and \( \Sigma: G \to G \) be strongly monotone self-adjoint linear operators, and set

\[
V: H \oplus G \to H \oplus G: (x, u) \mapsto (T^{-1}x - L^*u, \Sigma^{-1}u - Lu). \tag{2.5}
\]

Then, the following statements are equivalent.

1. \( T^{-1} - L^* \circ \Sigma \circ L \) is monotone.
2. \( \| \Sigma \frac{1}{2} \circ L \circ T^{-\frac{1}{2}} \| \leq 1 \).
3. \( \| T^{-\frac{1}{2}} \circ L \circ \Sigma \frac{1}{2} \| \leq 1 \).
(4) $\Sigma^{-1} - L \circ T \circ L^*$ is monotone.

(5) For every $(x, u) \in \mathcal{H} \times \mathcal{G}$,

$$
\langle (x, u) \mid V(x, u) \rangle \geq \max \left\{ \|T^{-1}u - L^*x\|_T^2, \|\Sigma^{-1}u - Lx\|_2^2 \right\}. \tag{2.6}
$$

Moreover, if any of the statements above holds, $V$ is $\frac{\tau \sigma}{\tau + \sigma}$-cocoercive, where $\tau > 0$ and $\sigma > 0$ are the strong monotonicity constants of $T$ and $\Sigma$, respectively.

Proof. 1$\iff$2: Since $\Sigma$ and $T$ are strongly monotone, linear, and self-adjoint, it follows from [48, Theorem p. 265] that there exists strongly monotone, linear, self-adjoint operators $\Sigma^\frac{1}{2}$ and $T^\frac{1}{2}$ such that $\Sigma = \Sigma^\frac{1}{2} \circ \Sigma^\frac{1}{2}$ and $T = T^\frac{1}{2} \circ T^\frac{1}{2}$. Moreover, $T$, $\Sigma$, $T^\frac{1}{2}$, and $\Sigma^\frac{1}{2}$ are invertible. Hence, we have

$$
\langle (\forall x \in \mathcal{H}) \mid (T^{-\frac{1}{2}} - L^* \circ \Sigma \circ L)x \mid x \rangle = \|T^{-\frac{1}{2}}x\|^2 - \|\Sigma^\frac{1}{2}Lx\|^2
$$

$$
= \|T^{-\frac{1}{2}}x\|^2 \left( 1 - \frac{\|\Sigma^\frac{1}{2}LY^\frac{1}{2}T^{-\frac{1}{2}}x\|^2}{\|T^{-\frac{1}{2}}x\|^2} \right). \tag{2.7}
$$

Therefore, since $T^{-\frac{1}{2}}$ is a bijection, by denoting $y = T^{-\frac{1}{2}}x$, 1 yields

$$
\|\Sigma^\frac{1}{2} \circ L \circ T^\frac{1}{2}\| = \sup_{y \in \mathcal{H}} \frac{\|\Sigma^\frac{1}{2}LY^\frac{1}{2}y\|}{\|y\|} \leq 1. \tag{2.8}
$$

The converse clearly holds by using the norm inequality in the right hand side of (2.7). 2$\iff$3: Clear from $(\Sigma^\frac{1}{2} \circ L \circ T^\frac{1}{2})^* = T^\frac{1}{2} \circ L^* \circ \Sigma^\frac{1}{2}$. 3$\iff$4: It follows from 1$\iff$2 replacing $\Sigma$ by $T$ and $L$ by $L^*$, respectively. 1$\iff$5: For every $(x, u) \in \mathcal{H} \times \mathcal{G}$,

$$
\langle (x, u) \mid V(x, u) \rangle = \langle x \mid T^{-1}x - L^*u \rangle + \langle u \mid \Sigma^{-1}u - Lx \rangle
$$

In addition, we analogously obtain

$$
\langle (x, u) \mid V(x, u) \rangle = \langle u \mid (\Sigma^{-1} - LLY^*)u \rangle + \|T^{-1}x - L^*u\|_T^2. \tag{2.10}
$$

Hence, it follows from 1 and (2.9) that $\langle (x, u) \mid V(x, u) \rangle \geq \|\Sigma^{-1}u - Lx\|_2^2$. Since 1 is equivalent to 4, (2.10) yields $\langle (x, u) \mid V(x, u) \rangle \geq \|T^{-1}x - L^*u\|_T^2$ and we obtain (2.6). For the converse implication it is enough to combine (2.9) with (2.6).

For the last assertion, note that (2.6) implies, for every $(x, u) \in \mathcal{H} \times \mathcal{G}$,

$$
\begin{align*}
\langle (x, u) \mid V(x, u) \rangle &\geq \tau \|T^{-1}x - L^*u\|^2 \\
\langle (x, u) \mid V(x, u) \rangle &\geq \sigma \|\Sigma^{-1}u - Lx\|^2.
\end{align*} \tag{2.11}
$$

By multiplying the first equation in (2.11) by $\lambda \in [0, 1]$ and the second by $(1 - \lambda)$ and summing up we obtain

$$
\langle (x, u) \mid V(x, u) \rangle \geq \lambda \tau \|T^{-1}x - L^*u\|^2 + (1 - \lambda) \sigma \|\Sigma^{-1}u - Lx\|^2
$$

$$
\geq \min \{\lambda \tau, (1 - \lambda) \sigma\} \|V(x, u)\|^2. \tag{2.12}
$$

The result follows by noting that $\lambda \mapsto \min\{\lambda \tau, (1 - \lambda) \sigma\}$ is maximized at $\lambda^* = \sigma/(\tau + \sigma)$. \qed
3. CONVERGENCE OF ALGORITHM 1.2

Denote by \( M: \mathcal{H} \oplus \mathcal{G} \to 2^{\mathcal{H} \oplus \mathcal{G}} \) the maximally monotone operator [12, Proposition 2.7]

\[
M: (x, u) \mapsto (Ax + L^* u) \times (B^{-1} u - L x).
\]  \hspace{1cm} (3.1)

For every strongly monotone self-adjoint linear operators \( T: \mathcal{H} \to \mathcal{H} \) and \( \Sigma: \mathcal{G} \to \mathcal{G} \), consider the real Hilbert space \( \mathcal{H} \) obtained by endowing \( \mathcal{H} \times \mathcal{G} \) with the inner product \( \langle \cdot | \cdot \rangle_U \), where \( U: (x, u) \mapsto (T^{-1} x, \Sigma^{-1} u) \). More precisely,

\[
\langle \cdot | \cdot \rangle_U: ((x, u), (y, v)) \mapsto \langle x | T^{-1} y \rangle + \langle u | \Sigma^{-1} v \rangle,
\]  \hspace{1cm} (3.2)

and we denote the associated norm by \( \| \cdot \|_U = \sqrt{\langle \cdot | \cdot \rangle_U} \). Observe that, since \( T \) and \( \Sigma \) are strongly monotone, the topologies of \( \mathcal{H} \) and \( \mathcal{H} \oplus \mathcal{G} \) are equivalent.

**Proposition 3.1.** In the context of Problem 1.1, let \( \Sigma: \mathcal{G} \to \mathcal{G} \) and \( T: \mathcal{H} \to \mathcal{H} \) be strongly monotone self-adjoint linear operators such that \( U = T^{-1} - L^* \Sigma L \) is monotone, and define \( T: \mathcal{H} \to \mathcal{H} \) by

\[
T: \begin{pmatrix} x \\ u \end{pmatrix} \mapsto \begin{pmatrix} x_+ \\ u_+ \end{pmatrix} = \begin{pmatrix} J_{T A}(x - TL^* \Sigma (Id - J_{\Sigma^{-1} B})(L x + \Sigma^{-1} u)) \\ \Sigma L(x_+ - x) + (Id - J_{\Sigma^{-1} B})(L x + \Sigma^{-1} u) \end{pmatrix}.
\]  \hspace{1cm} (3.3)

Then, the following hold:

1. For every \( (x, u) \in \mathcal{H} \), we have

\[
(T^{-1} (x - x_+), \Sigma^{-1} (u - u_+)) \in M(x_+, u_+ - \Sigma L(x_+ - x)).
\]  \hspace{1cm} (3.4)

2. Fix \( T = Z = \text{zer} M \).

3. For every \( (\hat{x}, \hat{u}) \in Z \) and \( (x, u) \in \mathcal{H} \), we have

\[
\| T(x, u) - (\hat{x}, \hat{u}) \|_U^2 \leq \| (x, u) - (\hat{x}, \hat{u}) \|_U^2 - \| (x, u) - T(x, u) \|_U^2 - 2\| u_+ - u \| L(x_+ - x)).
\]  \hspace{1cm} (3.5)

**Proof.** 1: From (3.3) and [3, Proposition 23.34(iii)] we obtain

\[
\begin{pmatrix} x_+ \\ u_+ \end{pmatrix} = T \begin{pmatrix} x \\ u \end{pmatrix} \iff \begin{cases} x_+ = J_{T A}(x - TL^* \Sigma (Id - J_{\Sigma^{-1} B})(L x + \Sigma^{-1} u)) \\ u_+ = \Sigma L(x_+ - x) + (Id - J_{\Sigma^{-1} B})(L x + \Sigma^{-1} u) \end{cases}
\]

\[
\iff \begin{cases} x_+ = J_{T A}(x - TL^* (u_+ - \Sigma L(x_+ - x))) \\ u_+ = \Sigma L(x_+ - x) = J_{\Sigma B^{-1}}(\Sigma L x + u) \end{cases}
\]

\[
\iff \begin{cases} T^{-1} (x - x_+) - L^* (u_+ - \Sigma L(x_+ - x)) \in Ax_+ \\ \Sigma^{-1} (u_+ - u) + L x_+ + B^{-1} (u_+ - L x_+) \in B^{-1} (u_+ - \Sigma L(x_+ - x)), \end{cases}
\]  \hspace{1cm} (3.6)

and the result follows from (3.1). 2: It follows from 1 and (1.1) that \( T(\hat{x}, \hat{u}) = (\hat{x}, \hat{u}) \iff (0, 0) \in M(\hat{x}, \hat{u}) \iff (\hat{x}, \hat{u}) \in Z \). 3: Let \( (\hat{x}, \hat{u}) \in Z \). It follows from 2 that \( (0, 0) \in M(\hat{x}, \hat{u}) \).

Hence, 1 and the monotonicity of \( M \) in \( \mathcal{H} \oplus \mathcal{G} \) yield

\[
0 \leq \langle T^{-1} (x - x_+) | x_+ - \hat{x} \rangle + \langle \Sigma^{-1} (u - u_+) | u_+ - \hat{u} + \Sigma L(x - x_+) \rangle
\]

\[
= \langle (x, u) - (x_+, u_+) | (x_+, u_+) - (\hat{x}, \hat{u}) \rangle_{\mathcal{U}} + \langle u - u_+ | L(x - x_+) \rangle
\]

\[
\leq \frac{1}{2} \left( \| (x, u) - (\hat{x}, \hat{u}) \|_U^2 - \| (x, u) - (x_+, u_+) \|_U^2 - \| (x_+, u_+) - (\hat{x}, \hat{u}) \|_U^2 \right) + \langle u - u_+ | L(x - x_+) \rangle
\]

and the result follows. \( \square \)
Remark 3.2.  
(1) Note that (3.3) and Algorithm 1.2 yield, for every \( n \in \mathbb{N} \), \((x_{n+1}, u_{n+1}) = (x_n, u_n)\). This observation and the properties of \( T \) in Proposition 3.1 are crucial for the convergence of Algorithm 1.2 in Theorem 3.3 below.

(2) Proposition 3.1(3) can be written equivalently as, for every \((\hat{x}, \hat{u}) \in Z \) and \((x, u) \in H\), \(\|T(x, u) - (\hat{x}, \hat{u})\|_U^2 \leq \|(x, u) - (\hat{x}, \hat{u})\|_V^2 - \|(x, u) - T(x, u)\|_V^2\), where \(V: (x, u) \mapsto (T^{-1}x - L^*u, \Sigma^{-1}u - Lu)\). Since \(T^{-1} - L^*\Sigma L\) is monotone, Proposition 2.1 asserts that \(V\) is self-adjoint, linear, and cocoercive, but not strongly monotone and, thus, \(\|\cdot\|_V\) does not define a norm.

Theorem 3.3. In the context of Problem 1.1, let \((x_0, u_0) \in H \times G\) and consider the sequence \(((x_n, u_n))_{n \in \mathbb{N}}\) defined by the Algorithm 1.2. Then, the following assertions hold:

(1) \(\sum_{n \geq 1} \|x_{n+1} - x_n\|^2 < +\infty\) and \(\sum_{n \geq 1} \|u_{n+1} - u_n\|^2 < +\infty\).

(2) There exists \((\hat{x}, \hat{u}) \in Z\) such that \((x_n, u_n) \to (\hat{x}, \hat{u})\) in \(H \oplus G\).

Proof. Let \(x = (x, u) \in \text{Fix} T\), for every \(n \in \mathbb{N}\), denote by \(x_n = (x_n, u_n)\), and fix \(n \geq 1\). It follows from Remark 3.2(1) that \(x_{n+1} = T x_n\) and from Proposition 3.1(2) that \(x \in Z\). Therefore, Proposition 3.1(3) yields

\[
\|x_{n+1} - x\|_U^2 \leq \|x_n - x\|_U^2 - \|x_n - x_{n+1}\|_U^2 + 2(u_{n+1} - u_n \mid L(x_{n+1} - x_n)).
\]  

(3.7)

Hence, we deduce from the firm non-expansiveness of \(J_{\mathcal{Y}_A}\) in \((H, \langle \cdot, \cdot \rangle_{\mathcal{Y}^{-1}})\) [3, Proposition 23.34(i)] and the monotonicity of \(U = \mathcal{Y}^{-1} - L^*\Sigma L\) that

\[
\langle u_{n+1} - u_n \mid L(x_{n+1} - x_n)\rangle
\]

\[
= \langle \Sigma L(x_{n+1} - x_n) + v_n - \Sigma L(x_n - x_{n-1}) - v_{n-1} \mid L(x_{n+1} - x_n)\rangle
\]

\[
= \langle x_{n+1} - x_n \mid L^*\Sigma L(x_{n+1} - x_n) + \langle L^*(v_n - v_{n-1}) \mid x_{n+1} - x_n\rangle
\]

\[
- \langle \Sigma L(x_n - x_{n-1}) \mid L(x_{n+1} - x_n)\rangle
\]

\[
= \langle x_{n+1} - x_n \mid L^*\Sigma L(x_{n+1} - x_n) + \langle (x_n - \mathcal{Y}(x_n - \mathcal{Y}^*v_n) \mid x_{n+1} - x_n\rangle
\]

\[
- \langle \Sigma L(x_n - x_{n-1}) \mid L(x_{n+1} - x_n)\rangle
\]

\[
\leq \langle x_{n+1} - x_n \mid L^*\Sigma L(x_{n+1} - x_n) + \langle (x_n - \mathcal{Y}(x_n - \mathcal{Y}^*v_{n-1}) \mid x_{n+1} - x_n\rangle
\]

\[
- \|x_{n+1} - x_n\|_U^2 - \langle \Sigma L(x_n - x_{n-1}) \mid x_{n+1} - x_n\rangle
\]

\[
= -\frac{1}{2}\|x_{n+1} - x_n\|_U^2 - \langle \Sigma L(x_n - x_{n-1}) \mid x_{n+1} - x_n\rangle
\]

\[
\leq -\frac{1}{2}\|x_{n+1} - x_n\|_U^2 + \|x_n - x_{n-1}\|_U^2 - \frac{1}{2}\|x_{n+1} + x_{n-1} - 2x_n\|_U^2.
\]  

(3.8)

Therefore, it follows from (3.7) that

\[
(\forall n \geq 1) \quad \|x_{n+1} - x\|_U^2 + \|x_{n+1} - x_n\|_U^2 \leq \|x_n - x\|_U^2 + \|x_n - x_{n-1}\|_U^2
\]

\[
- \|x_n - x_{n+1}\|_U^2.
\]  

(3.9)

Thus, [22, Lemma 3.1] asserts that

\[
(\forall x \in Z) \quad (\|x - x\|_U^2 + \|x - x_{n-1}\|_U^2)_{n \geq 1} \text{ converges},
\]  

(3.10)

that

\[
\sum_{n \geq 1} \|x_{n+1} - x_n\|_U^2 < +\infty.
\]  

(3.11)
and 1 follows from (3.2) and the strong monotonicity of $\Upsilon^{-1}$ and $\Sigma^{-1}$ [48, p.266].

In order to prove 2, note that, from 1 and the uniform continuity of $U$, we deduce $\|x_n - x_{n-1}\|^2 \to 0$. Hence, (3.10) implies that, for every $x \in Z$, $\|x_n - x\|^2/l_n \to 0$. Now, let $(\pi, \bar{\pi}) \in H$ be a weak sequential cluster point of $((x_n, u_n))_{n \in \mathbb{N}}$, say $(x_{k_n}, u_{k_n}) \to (\pi, \bar{\pi})$ in $H$. It is clear from (3.2) that we have $x_{k_n} \to \pi$ in $H$ and $u_{k_n} \to \bar{\pi}$ in $G$ and from 1 that $x_{k_n+1} \to \pi$ and $u_{k_n+1} \to \bar{\pi}$. Hence, since Proposition 3.1(1) yields

$$
(T^{-1}(x_{k_n} - x_{k_n+1}), \Sigma^{-1}(u_{k_n} - u_{k_n+1})) = M(x_{k_n+1}, u_{k_n+1} - \Sigma L(x_{k_n+1} - x_{k_n})),
$$

we deduce from 1, the uniform continuity of $\Sigma L$, $\Upsilon^{-1}$, and $\Sigma^{-1}$, and [3, Proposition 20.38(ii)], that $(0, 0) \in M(\pi, \bar{\pi})$. Therefore, we conclude from [3, Lemma 2.47] that there exists $\bar{x} \in \text{Fix} T$ such that $x_n \to \bar{x}$ and the result follows from the equivalence of the topologies of $H$ and $H \oplus G$.

\[ \Box \]

**Remark 3.4.** (1) In the proof of Theorem 3.3, we can also deduce that any weak accumulation point of $((x_n, u_n))_{n \in \mathbb{N}}$ is in $Z$ by using the points in the graph of $A$ and $B$ obtained from (3.6) and [3, Proposition 26.5(i)].

(2) The method can include summable errors in the computation of resolvents and linear operators, by using standard Quasi-Féjer sequences. We prefer to not include this extension for simplicity of our algorithm formulation.

(3) Consider the sequences $(v_n)_{n \in \mathbb{N}}, (z_n)_{n \in \mathbb{N}}, (x_n)_{n \in \mathbb{N}}, (u_n)_{n \in \mathbb{N}}$ defined by Algorithm 1.2 with starting point $(x_0, u_0) \in H \times G$. It follows from (1.8) and [3, Proposition 23.34(iii)] that, for every $n \in \mathbb{N},$

$$
v_{n+1} = \Sigma(\text{Id} - J_{2^{-1}B})(Lx_{n+1} + \Sigma^{-1}u_{n+1})
= J_{\Sigma B^{-1}}(\Sigma Lx_{n+1} + u_{n+1})
= J_{\Sigma B^{-1}}(v_n + \Sigma L(2x_{n+1} - x_n)),
$$

leading to

$$
(\forall n \in \mathbb{N}) \quad \begin{cases} x_{n+1} = J_{T^A}(x_n - \Upsilon L^*v_n) \\ v_{n+1} = J_{\Sigma B^{-1}}(v_n + \Sigma L(2x_{n+1} - x_n)) \end{cases},
$$

(3.13)

with starting point $(x_0, \Sigma(\text{Id} - J_{2^{-1}B})(Lx_0 + \Sigma^{-1}u_0)) \in H \times G$. When $\|\Sigma^{1/2} \circ T^2 L \circ \Upsilon^{1/2}\| < 1$, (3.13) is equivalent to the proximal point algorithm applied to $V^{-1}M$ in $(H \times G, \langle \cdot, \cdot \rangle_V)$, where $V : (x, u) \to (T^{-1}x - L^*u, \Sigma^{-1}u - Lx)$ is strongly monotone in view of [47, Lemma 1]. Moreover, when $\Upsilon = \tau \text{Id}$, $\Sigma = \sigma \text{Id}$, and $\sigma ||L||^2 < 1$, (3.13) coincides with the PDS in (1.7) [19, 24, 40, 55]. As stated in Remark 3.2, under our assumptions $V$ is no longer strongly monotone and the same approach cannot be used. On the other hand, a generalization of the previous approach is provided in [55] using the forward-backward splitting in order to allow cocoercive operators in the monotone inclusion when $V$ is strongly monotone. In the optimization context, the inclusion of cocoercive operators allows for convex differentiable functions with $\beta^{-1}$–Lipschitz gradients in the objective function and the convergence results are guaranteed under the more restrictive assumption $\sigma ||L||^2 < 1 - \tau/2\beta$ [24, Theorem 3.1]. Hence, the inclusion of cocoercive operators modifies our monotonicity assumption on $U$ in Algorithm 1.2 distancing us from our main results. This leads us to consider this extension as part of further research.

(4) We deduce from (3.13) and (1.8) that the primal iterates of SDR coincide with those of PDS in (3.13) and SDR includes an additional inertial step in the dual updates, more precisely,

$$
(\forall n \in \mathbb{N}) \quad u_{n+1} = \Sigma L(x_{n+1} - x_n) + v_n.
$$

(3.14)
Hence, it follows from Theorem 3.3(1) and the uniform continuity of $\Sigma L$ that $v_n \to \hat{u}$. As a consequence, we obtain the primal-dual weak convergence of (3.13) when $\|\Sigma^2 \circ L \circ T^\perp\| \leq 1$, which generalizes [47, Theorem 1] and [24, Theorem 3.3], in the case when $\Sigma = \sigma \text{Id}$ and $T = \tau \text{Id}$, to monotone inclusions and infinite dimensions.

(5) By using product space techniques, Algorithm 1.2 allows us to solve

$$\text{find } \hat{x} \in \mathcal{H} \text{ such that } 0 \in A\hat{x} + \sum_{i=1}^m L_i^* B_i L_i \hat{x},$$

where, for every $i \in \{1, \ldots, m\}$, $G_i$ is a real Hilbert space, $A: \mathcal{H} \to 2^{\mathcal{H}}$ and $B_i: G_i \to 2^{\mathcal{G}_i}$, are maximally monotone operators, and $L_i: \mathcal{H} \to G_i$ is a linear bounded operator. Indeed, by setting $G = \bigoplus_{1 \leq i \leq m} G_i$, $B: (u_i)_{1 \leq i \leq m} \mapsto \sum_{i=1}^m u_i B_i$, and $L: x \mapsto (L_i x)_{1 \leq i \leq m}$, (3.15) is equivalent to (1.2). Hence, by setting $\Sigma: (u_i)_{1 \leq i \leq m} \mapsto (\Sigma_i u_i)_{1 \leq i \leq m}$, where $(\Sigma_i)_{1 \leq i \leq m}$ are strongly monotone operators, previous remark allows us to write Algorithm 1.2 as

$$(\forall n \in \mathbb{N}) \begin{cases} 
  x_{n+1} & = J_{T A} (x_n - \Sigma \sum_{i=1}^m L_i^* v_{i,n}) \\
  v_{1,n+1} & = J_{\Sigma_1 B_1^{-1}} (v_{1,n} + \Sigma_1 L_1 (2x_{n+1} - x_n)) \\
  \vdots \hfill \vspace{12pt} \\
  v_{m,n+1} & = J_{\Sigma_m B_m^{-1}} (v_{m,n} + \Sigma_m L_m (2x_{n+1} - x_n)),
\end{cases} \tag{3.16}$$

and the weak convergence of $(x_n)_{n \in \mathbb{N}}$ to a solution to (3.15) is guaranteed by Theorem 3.3, assuming that

$$\Sigma^{-1} - \sum_{i=1}^m L_i^* \Sigma_i L_i \text{ is monotone.} \tag{3.17}$$

Note that (3.16) has the same structure as the algorithm in [23, Corollary 6.2] without considering cocoercive operators or relaxation steps, but the convergence is guaranteed under the weaker assumption (3.17).

(6) Suppose that $\text{ran} \ L^* = \mathcal{H}$ and that $\Sigma = (L^* \Sigma L)^{-1}$. Then, $U = \Sigma^{-1} - L^* \Sigma L = 0$ and the operator $T$ defined in (3.3) is firmly quasinonexpansive in $\mathcal{H}$, in view of Proposition 3.1(3) and (3.9). We thus generalize [53, Corollary 3]. Observe that, in the particular case when $L = \text{Id}$, we have $\Sigma = \Sigma^{-1}$ and the operator $T$ defined in (3.3) reduces to $T: (x, u) \mapsto \Phi_T (J_{TB} (x + \tau u) - \tau u)$, where

$$\Phi_T: \mathcal{H} \to \mathcal{H} \times \mathcal{H}: z \mapsto (J_{TA} z, \Sigma^{-1} (J_{TA} - \text{Id}) z). \tag{3.18}$$

In the case when $\Sigma = \tau \text{Id}$, we recover the operator in [15, Proposition 5.18], which is inspired by [53]. Moreover, note that the inner product $\langle \cdot, \cdot \rangle_U$ defined in (3.2) coincides with that in [53] (up to a multiplicative constant). Altogether, Theorem 3.3 generalizes [53] for an arbitrary operator $L$ and non-standard metrics. It also generalizes [34, Theorem 5.1] from variational inequalities to arbitrary monotone inclusions and it provides the weak convergence of shadow sequences $(T A z_n)_{n \in \mathbb{N}}$ (not guaranteed in [34]).

(7) Note that, by storing $(L x_n)_{n \in \mathbb{N}}$, Algorithm 1.2 only needs to compute $L$ once at each iteration. This observation is important in high dimensional problems in which the computation of $L$ is numerically expensive.

The following result establishes the reduction of Algorithm 1.2 to Douglas-Rachford splitting [29, 41] in the case when $\text{ran} \ L = \mathcal{G}$.

**Proposition 3.5.** In the context of Problem 1.1, assume $\text{ran} \ L = \mathcal{G}$ and set $\Sigma = (LYL^*)^{-1}$. Then, Algorithm 1.2 with starting point $(x_0, u_0) \in \mathcal{H} \times \mathcal{G}$ reduces to the recurrence

$$(\forall n \in \mathbb{N}) \quad z_{n+1} = J_{TL + BL} (2J_{TA} z_n - z_n) + z_n - J_{TA} z_n, \tag{3.19}$$
where \( z_0 = x_0 - \mathcal{Y}^{-1} \Sigma (\operatorname{Id} - J_{\Sigma^{-1}} \mathcal{V}) (Lx_0 + \Sigma^{-1} u_0) \).

**Proof.** Note that ran \( L = \mathcal{G} \) yields, for every \( u \in \mathcal{G} \), \((LTL^* u | u) \geq \tau \|L^* u\|_2^2 \geq \tau \alpha^2 \|u\|_2^2 \), where \( \tau > 0 \) is the strong monotonicity parameter of \( \mathcal{Y} \) and the existence of \( \alpha > 0 \) is guaranteed by [3, Fact 2.26]. Moreover, it follows from [3, Proposition 23.34(iii)&(ii)] that, for every \( 1 \leq L \leq 2 \),

\[
\begin{align*}
J_{TL^* BL} & = \mathcal{Y} L^* J_{1^2 L^* BL 2^2} \mathcal{Y}^{-2} \\
& = \mathcal{Y} (\operatorname{Id} - \mathcal{Y}^2 (LTL^* + B^{-1})^{-1} LT^*) \mathcal{Y}^{-2} \\
& = \operatorname{Id} - TL^* (LTL^* + B^{-1})^{-1} L,
\end{align*}
\]

(3.21)

where the last equality follows from \( \Sigma^{-1} = LTL^* \). On the other hand, [3, Proposition 23.34(iii)] yields

\[
\begin{align*}
v_{n+1} & = \frac{(\Sigma - B^{-1})(L(2x_{n+1} - x_n) + \Sigma^{-1} v_n)}{\Sigma} \\
& = \frac{(LTL^* + B^{-1})^{-1} L(2x_{n+1} - x_n + \Sigma^{-1} v_n)}{\Sigma}.
\end{align*}
\]

(3.20)

where the second equality follows from \( \Sigma^{-1} = LTL^* \). Hence, we have

\[
\begin{align*}
z_{n+1} & \stackrel{(1.8)}{=} x_{n+1} - \mathcal{Y}^{-1} \Sigma (\operatorname{Id} - J_{\Sigma^{-1}} \mathcal{V}) (Lx_n + \Sigma^{-1} u_n) \\
& \stackrel{(3.20)}{=} x_{n+1} - \mathcal{Y}^{-1} \Sigma (\operatorname{Id} - J_{\Sigma^{-1}} \mathcal{V}) (L(2x_{n+1} - x_n + \Sigma^{-1} v_n)) \\
& \stackrel{(1.8)}{=} (\operatorname{Id} - J_{\Sigma^{-1}} \mathcal{V}) (2J_{T^* A} - \operatorname{Id}) z_n + (\operatorname{Id} - J_{T^* A}) z_n \\
& \stackrel{(3.21)}{=} J_{TL^* BL} (2J_{T^* A} - \operatorname{Id}) z_n + (\operatorname{Id} - J_{T^* A}) z_n.
\end{align*}
\]

and \( z_0 \) is obtained from (1.8). \( \square \)

**Remark 3.6.** Note that \( \Sigma = (LTL^*)^{-1} \) is equivalent to \( \Sigma^{-1} - LTL^* = 0 \) and, hence, \( \mathcal{Y}^{-1} - L^* \Sigma L \) is monotone in view of Proposition 2.1. Therefore, Proposition 3.5 and Theorem 3.3 provide the weak convergence of the non-standard metric version of DRS in (3.19) when ran \( L = \mathcal{G} \). This also extends the convergence result in [53].

4. **Split ADMM**

In this section we study the numerical approximation of the following convex optimization problem.

**Problem 4.1.** Let \( \mathcal{H}, \mathcal{G}, \) and \( \mathcal{K} \) be real Hilbert spaces. Let \( g \in \Gamma_0(\mathcal{K}) \), let \( f \in \Gamma_0(\mathcal{H}) \), and let \( T : \mathcal{K} \to \mathcal{G} \) and \( K : \mathcal{G} \to \mathcal{H} \) be non-zero bounded linear operators such that ran \( T^* \cap \operatorname{dom} g^* \neq \emptyset. \)

Consider the following optimization problem

\[
\begin{align*}
\min_{y \in \mathcal{K}} \left( g(y) + f(KTy) \right)
\end{align*}
\]

(\( P \))

**together with the associated Fenchel-Rockafellar dual**

\[
\begin{align*}
\min_{x \in \mathcal{H}} \left( f^*(x) + g^*(-T^*K^*x) \right).
\end{align*}
\]

(\( D \))

Moreover, consider the following Fenchel-Rockafellar dual problem associated to (\( D \))

\[
\begin{align*}
\min_{u \in \mathcal{G}} \left( (g^* \circ -T^*)(u) + f(-Ku) \right).
\end{align*}
\]

(\( P^* \))
We denote by $S_P$, $S_D$, and $S_P^*$ the set of solutions to $(P)$, $(D)$, and $(P^*)$, respectively.

In the particular case when $K = \text{Id}$, Problem 4.1 is also considered in [28, 34, 54, 56] and ADMM is derived in [34] by applying DRS to the first order optimality conditions of $(D)$, with $A = \partial f^*$ and $B = \partial(g^* \circ (-T^* K^*))$. We generalize this procedure by applying Algorithm 1.2 to $(D)$ with $A = \partial f^*$, $B = \partial(g^* \circ (-T^*))$, and $L = K^*$. We thus obtain the Split-ADMM (SADMM), which splits $K$ from $T$. We now provide an example in which this new formulation is relevant.

**Example 4.2.** Let $A$ and $M$ be $n \times N$ and $m \times N$ real matrices, respectively, let $b \in \mathbb{R}^n$, let $\phi \in \Gamma_0(\mathbb{R}^m)$, let $h \in \Gamma_0(\mathbb{R}^n)$, and consider the optimization problem
\[
\min_{y \in \mathbb{R}^N} h(Ay - b) + \phi(My).
\] (4.1)

This problem arises in image and signal restoration and denoising [18, 21, 26, 42, 46, 50]. If $M$ is symmetric and positive definite, as in graph Laplacian regularization (see, e.g., [42, Section II.B] and [46, 50] for alternative regularizations), there exist $P$ unitary and $D$ diagonal such that $M = PD^2PT^\top$. Therefore, by setting $\eta \in [0, 1]$, $K = PD^2PT^\top$, $T = PD^2^{-n}PT^\top$, $g = \phi$, and $f = h(A \cdot -b)$, (4.1) is a particular instance of (P). In some instances, the resolvent computation of $\partial(g^* \circ -T^*)$ is simpler to solve than that of $\partial(g^* \circ -T^* K^*)$ when $\eta \sim 1$, since $D^{1-n} \sim \text{Id}$. The numerical advantage of this approach is illustrated in an academical example in Section 5.2.

Other potential applications arise naturally when $y = \Phi z$, where $z$ denotes frequencies or wavelet coefficients of an image $y$ and $\Phi$ is a frame or unitary linear operator allowing to pass from frequencies to images. Therefore, (4.1) is a particular case of (P) when $f = h(\cdot - b)$, $g = \phi \circ M \circ \Phi$, $K = A$, and $T = \Phi$. The properties of $T$ in this case also make preferable to split $T$ from $K$.

First we provide some existence results and connections between problems $(P)$, $(D)$, and $(P^*)$.

**Proposition 4.3.** In the context of Problem 4.1, consider the inclusion
\[
\text{find } (\hat{x}, \hat{u}) \in \mathcal{H} \times \mathcal{G} \text{ such that } \begin{cases} 
0 \in \partial f^*(\hat{x}) + K\hat{u} \\
0 \in \partial (g^* \circ -T^*)^*(\hat{u}) - K^* \hat{x}.
\end{cases}
\] (4.2)

(1) Suppose that there exists $\hat{y} \in S_P$ and that one of the following assertions hold:
(a) $0 \in \partial g(\hat{y}) + T^* K^* \partial f(KT\hat{y})$.
(b) $0 \in \text{sri (dom } f - KT\text{dom }g)$.

Then, there exists $\hat{x} \in S_D$ such that $(\hat{x}, -T\hat{y})$ is a solution to (4.2).

(2) Suppose that there exists $\hat{x} \in S_D$ and that one of the following assertions hold:
(a) $0 \in \partial f^*(\hat{x}) - KT \partial g^*(-T^* K^* \hat{x})$.
(b) $0 \in \text{sri (dom } g^* - T^* K^* \text{dom } f^*)$.
(c) $0 \in \text{sri (dom } (g^* \circ -T^*) - K^* \text{dom } f^* + 0 \in \text{sri (dom } g^* - \text{ran } T^*)$.

Then, there exists $\hat{y} \in S_P$ such that $(\hat{x}, -T\hat{y})$ is a solution to (4.2).

(3) Suppose that there exists $(\hat{x}, \hat{u})$ solution to (4.2) and that $0 \in \text{sri (dom } g^* - \text{ran } T^*)$.

Then, $(\hat{x}, \hat{u}) \in S_D \times S_P$ and there exists $\hat{y} \in S_P$ such that $\hat{u} = -T\hat{y}$.

Proof. 1a: Let $\hat{x} \in \partial f(KT\hat{y})$ be such that $0 \in \partial g(\hat{y}) + T^* K^* \hat{x}$. Hence, it follows from [3, Corollary 16.30] that
\[
\begin{cases}
0 \in \partial f^*(\hat{x}) - KT\hat{y} \\
0 \in \partial g(\hat{y}) + T^* K^* \hat{x}.
\end{cases}
\] (4.3)
and [12, Proposition 2.8(i)] implies \((\hat{y}, \hat{x}) \in S_P \times S_D\). By defining \(\hat{u} = -T\hat{y}\), we obtain \(0 \in \partial f^*(\hat{x}) + K\hat{u}\). Moreover, \(\text{ran } T^* \cap \text{dom } g^* \neq \emptyset\) yields \(g^* \circ (-T^*) \in \Gamma_0(K)\) and \(-T(\partial g^*)(-T^*) \subseteq \partial (g^* \circ -T^*)\) in view of [3, Proposition 16.6(ii)]. Hence, we deduce from [3, Corollary 16.30] and (4.3) that

\[
-T^* K^* \hat{x} \in \partial g(\hat{y}) \iff \hat{y} \in \partial g^*(-T^* K^* \hat{x})
\]

\[
\Rightarrow \hat{u} = -T\hat{y} \in -T\partial g^*(-T^* K^* \hat{x})
\]

\[
\Rightarrow \hat{u} \in \partial (g^* \circ -T^*)(K^* \hat{x})
\]

\[
\Rightarrow K^* \hat{x} \in \partial (g^* \circ -T^*)^*(\hat{u})
\]

\[
\Rightarrow 0 \in \partial (g^* \circ -T^*)^*(\hat{u}) - K^* \hat{x}.
\]

(4.4)

Therefore, \((\hat{x}, -T\hat{y})\) is a solution to (4.2). By [3, Theorem 16.3 & Theorem 16.47(ii)], \(0 \in \partial (g \circ KT)(\hat{y}) = \partial g(\hat{y}) + T^* K^* \partial f(KT\hat{y})\). The result follows from 1a.

2a: Since, by taking \(\hat{y} \in \partial g^*(-T^* K^* \hat{x})\) such that \(0 \in \partial f^*(\hat{x}) - KT\hat{y}\), we obtain (4.3), the argument is analogous to that in 1a.

2b: By [3, Theorem 16.3 & Theorem 16.47(i)], \(0 \in \partial (f^* + g^* \circ (-T^* K^*))\)(\(\hat{x}\)) = \(\partial f^*(\hat{x}) - KT(\partial g^*)(-T^* K^* \hat{x})\). The result hence follows from 2a.

2c: By [3, Theorem 16.3 & Theorem 16.47(i)], \(0 \in \partial f^*(\hat{x}) + K\partial (g^* \circ -T^*)(K^* \hat{x})\). Moreover \(0 \in \text{sri}(\text{dom } g^* - T^*)\) and [3, Theorem 16.47] imply \(0 \in \partial f^*(\hat{x}) - KT(\partial g^*)(-T^* K^* \hat{x})\). The result hence follows from 2a.

3: It follows from the second inclusion of (4.2) and [3, Theorem 16.47] that \(\hat{u} \in \partial (g^* \circ (-T^*))\)(\(K^* \hat{x}\)) = \(-T\partial g^*(-T^* K^* \hat{x})\). Hence, there exists \(\hat{y} \in \partial g^*(-T^* K^* \hat{x})\) such that \(\hat{u} = -T\hat{y}\), which yields \(0 \in \partial g(\hat{y}) + T^* K^* \hat{x}\). Therefore, by combining \(\hat{u} = -T\hat{y}\) with the first inclusion of (4.2), we deduce (4.3) and the result follows from [12, Proposition 2.8(i)].

\[\square\]

**Remark 4.4.** In the context of Proposition 4.3(3) we obtain the existence of \(\hat{y} \in S_P\) such that \((\hat{x}, \hat{y})\) satisfies (4.3). If we additionally assume that ran \(T\) is closed, the second equation in (4.3) implies that \(\hat{y} \in \text{arg min}_{\text{ran } T_\hat{y} = -\hat{u}} g(\hat{y})\). We thus recover the results in [56, Lemma 2], obtained when \(K = -\text{Id}\).

**Algorithm 4.5** (Split-Alternating Direction Method of Multipliers (SADMM)). In the context of Problem 4.1, let \(\Sigma : \mathcal{G} \to \mathcal{G}\) and \(\Upsilon : \mathcal{H} \to \mathcal{H}\) be strongly monotone self-adjoint linear operators such that \(\Sigma^{-1} - K^* \Upsilon^* K\) is monotone, let \(p_0 \in K\), and let \((q_0, x_0) \in \mathcal{H} \times \mathcal{H}\). Consider, the sequences defined by the recurrence

\[
(\forall n \in \mathbb{N})\begin{cases}
\quad y_n = x_n + \Upsilon(KTp_n - q_n) \\
\quad p_{n+1} \in \text{arg min}_{p \in K} \left( g(p) + \frac{1}{2} ||Tp - (Tp_n - \Sigma K^* y_n)||_{\Sigma^{-1}}^2 \right) \\
\quad q_{n+1} = \text{prox}_{\frac{1}{2}}(T^{-1}x_n + KTp_{n+1}) \\
\quad x_{n+1} = x_n + \Upsilon(KTp_{n+1} - q_{n+1}).
\end{cases}
\]

(4.6)

Observe that the existence and uniqueness of solutions to the convex optimization problem of the second step of (4.6) is not guaranteed without further hypotheses. The following result provides sufficient conditions for the existence of solutions to the optimization problem in (4.6), the equivalence between the sequences generated by Algorithm 1.2 and Algorithm 4.5, and the weak convergence of SADMM.

**Theorem 4.6.** In the context of Problem 4.1, suppose that there exists a solution to (4.2), set

\[A = \partial f^*, \quad B = \partial (g^* \circ (-T^*)), \quad \text{and } L = K^*,\]

(4.7)
and assume that $0 \in \text{sri}(\text{dom} g^* - \text{ran} T^*)$. Then, $(p_n)_{n \in \mathbb{N}}$ defined in (4.6) exists and the following statements hold.

1. \textbf{(SDR reduces to SADMM)} Let $(\tilde{x}_n)_{n \in \mathbb{N}}, (\tilde{u}_n)_{n \in \mathbb{N}},$ and $(\tilde{v}_n)_{n \in \mathbb{N}}$ be the sequences generated by Algorithm 1.2 and set

\begin{equation}
(\forall n \in \mathbb{N}) \quad \begin{cases}
\rho_{n+1} = T^{-1}(\tilde{v}_n)
\bar{q}_{n+1} = T^{-1}(\tilde{x}_n - \tilde{x}_{n+1} - \tilde{y}K\tilde{v}_n).
\end{cases}
\end{equation}

Moreover, set $p_1 \in K$ such that $T\bar{p}_1 = T\tilde{p}_1$, and $q_1 = \tilde{q}_1$, $x_1 = \tilde{x}_1$. Then, sequences $(p_n)_{n \geq 1}$, $(q_n)_{n \geq 1}$, and $(x_n)_{n \geq 1}$ generated by Algorithm 4.5 satisfy, for every $n \geq 1$, $T\bar{p}_n = Tp_n$, $\bar{q}_n = q_n$, and $\bar{x}_n = x_n$.

2. \textbf{(SADMM reduces to SDR)} Let $(p_n)_{n \geq 1}$, $(q_n)_{n \geq 1}$, and $(x_n)_{n \geq 1}$ be sequences generated by Algorithm 4.5 and define

\begin{equation}
(\forall n \in \mathbb{N}) \quad u_{n+1} = \Sigma K^*(x_{n+1} - x_n) - Tp_{n+1}.
\end{equation}

Moreover, set $\tilde{x}_0 = x_1$, $\tilde{u}_0 = u_1$, and let $(\tilde{x}_n)_{n \in \mathbb{N}}$ and $(\tilde{u}_n)_{n \in \mathbb{N}}$ be the sequences generated by Algorithm 1.2. Then, for all $n \in \mathbb{N}$, $\tilde{x}_n = x_{n+1}$ and $\tilde{u}_n = u_{n+1}$.

3. Let $(p_n)_{n \in \mathbb{N}}$, $(q_n)_{n \in \mathbb{N}}$, and $(x_n)_{n \in \mathbb{N}}$ be sequences generated by Algorithm 4.5. Then, the following hold:

(a) There exists $(\hat{y}, \hat{x}, \hat{u}) \in S_P \times S_D \times S_P^*$ such that $(x_n, -Tp_n, q_n) \rightarrow (\hat{x}, \hat{u}, -K\hat{u})$ and $\hat{u} = -T\hat{y}$.

(b) Suppose that $\text{ran} T^* = K$. Then, there exists $\hat{y} \in S_P$ such that $p_n \rightarrow \hat{y}$.

Proof. Note that $g^* - T^* \in \Gamma_0(G)$, that \cite[Corollary 16.53]{3} yields $B = -T \circ (\partial g^*) \circ -T^*$, and that $J_{(\Sigma - 1)B} = (\text{Id} - \Sigma^{-1} T(\partial g^*)(-T^*))^{-1}$. Therefore, it follows from \cite[Corollary 16.30]{3} that

\begin{equation}
(\forall (u, y) \in G^2) \quad y = J_{(\Sigma - 1)B} u \iff (u - y) \in -\Sigma^{-1} T\partial g^*(-T^*y)
\end{equation}

\begin{equation}
\iff (\exists p \in K) \quad \begin{cases}
\quad y = u + \Sigma^{-1} Tp
\quad p \in \partial g^*(-T^*y)
\end{cases}
\end{equation}

\begin{equation}
\iff (\exists p \in K) \quad \begin{cases}
\quad y = u + \Sigma^{-1} Tp
\quad 0 \in \partial g(p) + T^* y
\end{cases}
\end{equation}

\begin{equation}
\iff (\exists p \in K) \quad \begin{cases}
\quad y = u + \Sigma^{-1} Tp
\quad p \in S(u),
\end{cases}
\end{equation}

where $S: u \mapsto \text{arg \ min}(g + \frac{1}{2}\|T \cdot + \Sigma u\|_{S^{-1}}^2)$ and last equivalence follows from \cite[Theorem 16.3]{3} and simple gradient computations. We conclude $\text{dom} S = G$, $\text{prox}^S_{g^* - T^*} = \text{Id} + \Sigma^{-1} TS$, and, therefore,

\begin{equation}
\Sigma(\text{Id} - J_{(\Sigma - 1)B}) = \Sigma(\text{Id} - \text{prox}^S_{g^* - T^*}) = -TS.
\end{equation}

Thus, the optimization problem in (4.6) is equivalent to

\begin{equation}
(\forall n \in \mathbb{N}) \quad p_{n+1} \in S(K^*(x_n + T(KTp_n - q_n)) - \Sigma^{-1} Tp_n)
\end{equation}

and, hence, sequence $(p_n)_{n \in \mathbb{N}}$ exists.

1: It follows from (4.8), (1.8), (4.11), and (4.7) that, for every $n \in \mathbb{N}$, $T\bar{p}_{n+1} = -\bar{v}_n = TS(K^*\tilde{x}_n + \Sigma^{-1} \tilde{u}_n)$ and, thus, $\bar{u}_{n+1} = \Sigma K^* T(K\tilde{p}_{n+1} - \bar{q}_{n+1}) - T\bar{p}_{n+1}$. Therefore, we have

\begin{equation}
(\forall n \geq 1) \quad T\bar{p}_{n+1} = TS(K^*(\tilde{x}_n + \bar{T}(K\tilde{p}_{n+1} - \bar{q}_{n+1}))) - \Sigma^{-1} T\bar{p}_{n+1}.
\end{equation}

In addition, from (1.8), (4.7), and (2.4) we have, for every $n \in \mathbb{N}$, $\tilde{x}_{n+1} = \tilde{x}_n + T\tilde{p}_{n+1} - T\text{prox}_{T^*}^S(T^{-1}\tilde{x}_n + KT\tilde{p}_{n+1})$ and, thus, (4.8) yields $q_{n+1} = \text{prox}_{T}^S(T^{-1}\tilde{x}_n + KT\tilde{p}_{n+1})$. Altogether,
we deduce
\[
\begin{align*}
(\forall n \geq 1) \quad & T\tilde{p}_{n+1} = TS(K^*(\tilde{x}_n + Y(KTP_n - \tilde{q}_n)) - \Sigma^{-1}T\tilde{p}_n) \\
\tilde{q}_{n+1} = & \prox_f^T(\tilde{y}^{-1}\tilde{x}_n + KTP_{n+1}) \\
\tilde{x}_{n+1} = & \tilde{x}_n + Y(KTP_{n+1} - \tilde{q}_{n+1})
\end{align*}
\] (4.14)
and the result follows from (4.12), \(x_1 = \tilde{x}_1, q_1 = \tilde{q}_1\), and \(TP_1 = T\tilde{p}_1\).

2: Define
\[
(\forall n \in \mathbb{N}) \quad \begin{cases}
v_n = -TP_{n+1} \\
z_n = x_n + YKTP_{n+1}
\end{cases}
\] (4.15)
and fix \(n \geq 1\). Hence, we have
\[
q_{n+1} = \prox_f^T(\tilde{y}^{-1}x_n + KTP_{n+1}) \quad \Rightarrow \quad x_n + Y(KTP_{n+1} - q_{n+1}) = \prox_f^{\tilde{y}^{-1}}(x_n + YKTP_{n+1}) \quad \Rightarrow \quad x_{n+1} = J_{\tilde{y}}x_n.
\] (4.16)
Moreover, from (4.12), (4.9), and (4.6), we obtain \(p_{n+1} \in S(K^*x_n + \Sigma^{-1}u_n)\). Hence, (4.11), (4.7), and (4.15) yield \(v_n = \Sigma(Id - J_{\tilde{y}^{-1}B})(Lx_n + \Sigma^{-1}u_n)\). Altogether, from (4.9) we recover the recurrence in Algorithm 1.2 shifted by one iteration and, by setting \(\tilde{x}_0 = x_1\) and \(\tilde{u}_0 = u_1\), the result follows.

3a. Set \((u_n)_{n \geq 1}\) via (4.9) and define, for every \(n \in \mathbb{N}\), \(\tilde{x}_n = x_{n+1}\) and \(\tilde{u}_n = u_{n+1}\). Then, 2 asserts that \((\tilde{x}_n)_{n \in \mathbb{N}}\) and \((\tilde{u}_n)_{n \in \mathbb{N}}\) are the sequences generated by Algorithm 1.2 with the operators defined in (4.7). Note that \(A = \partial g^*\) and \(B = \partial(g^* \circ (-T^*))\) are maximally monotone [3, Theorem 20.25] and that the set \(Z\) defined in (1.1) is the primal-dual solution set to the inclusion (4.2), which is non-empty by hypothesis. Then, by Theorem 3.3(2), there exists some \((\tilde{x}, \tilde{u})\) solution to (4.2) such that \((\tilde{x}_n, \tilde{u}_n) = (x_{n+1}, u_{n+1}) \rightarrow (\tilde{x}, \tilde{u})\). Moreover, Theorem 3.3(1) yields
\[
x_{n+1} - x_n \rightarrow 0,
\] (4.17)
and, thus, (4.9) yields \(-TP_{n+1} = u_{n+1} - \Sigma K^*(x_{n+1} - x_n) \rightarrow \tilde{u}\). Hence, since (4.6) yields, for every \(n \in \mathbb{N}\), \(q_{n+1} = \tilde{y}^{-1}(x_n - x_{n+1}) + KTP_{n+1}\), the weak continuity of \(K\) and (4.17) imply \(q_n \rightarrow -K\tilde{u}\). We conclude that \((x_n, -TP_n, q_n) \rightarrow (\tilde{x}, \tilde{u}, -K\tilde{u})\). The result follows from Proposition 4.3(3).

3b. By 3a, there exists \(\tilde{y} \in SP\) such that \(TP_n \rightarrow T\tilde{y}\). Thus, for every \(z \in K\), there exists \(w \in G\) such that \(z = T^*w\), which yields \((z \mid p_n - \tilde{y}) = (w \mid TP_n - T\tilde{y}) \rightarrow 0\) and, hence, \(p_n \rightarrow \tilde{y}\). This concludes the proof.

\[\square\]

Remark 4.7. (1) Note that the existence of a sequence \((p_n)_{n \in \mathbb{N}}\) is guaranteed without any further assumption than \(0 \in \text{sri}(\text{dom } g^* - \text{ran } T^*)\). This result is weaker than strong monotonicity or full range assumptions made in [9, 34] and improves [31], in which this existence is assumed. Note that, even if there could exist a continuum of solutions to the optimization problem in (4.6), the image through \(T\) is unique, in view of (4.12) and (4.11).

(2) In the case when \(K = \text{Id}\), Theorem 4.6(1) recovers the reduction of DRS when \(A = \partial f^*\) and \(B = \partial(g^* \circ (-T^*))\) to ADMM and the convergence is guaranteed under weaker conditions than the strong monotonicity and full range assumptions used in [34, Section 5.1]. Under the assumption \(\ker T = \{0\}\), this result is obtained in [45, Theorem 3.2].

(3) Suppose that \(K = \text{Id}\). Observe that, given the sequence \((\tilde{v}_n)_{n \in \mathbb{N}}\) generated by SDR, Theorem 4.6(2) asserts that any sequence \((p_n)_{n \in \mathbb{N}}\) satisfying \(-TP_n = \tilde{v}_n\) allows the
convergence of ADMM and its equivalence with DRS applied to the dual problem \( (D) \). The equivalence of ADMM with respect to DRS applied to the primal \( (P) \) is studied in \([54, 56]\).

(4) In the case when \( K = \text{Id} \), Theorem 4.6(2) provides the reduction of ADMM to DRS. Note that this reduction does not need any further assumption on \( T \) than \( \ker T = \{0\} \), used in \([45, \text{Theorem 3.2}] \) (see also \([1, \text{Appendix A}] \) and \([28, \text{Proposition 3.43}] \) in finite dimensions).

(5) Theorem 4.6 provides the weak convergence of shadow sequences, improving \([34, \text{Theorem 5.1}] \) in the optimization setting. In addition, Theorem 4.6 recovers the result in \([28, \text{Proposition 3.42}] \) when \( K \) has full column rank in the finite dimensional setting.

The following result allows to deal with more general formulations involving two linear operators.

**Corollary 4.8.** Let \( \mathcal{H}, \mathcal{G}, \mathcal{h}, \) and \( K \) be real Hilbert spaces, let \( g \in \Gamma_0(\mathcal{K}) \), let \( h \in \Gamma_0(\mathcal{H}) \), and let \( T : \mathcal{K} \to \mathcal{G}, J : \mathcal{H} \to \mathcal{H}, \) and \( K : \mathcal{G} \to \mathcal{H} \) be non-zero bounded linear operators such that

\[
0 \in \text{sri} (\text{dom} g^* - \text{ran} T^*), \quad 0 \in \text{sri} (\text{dom} h^* - \text{ran} J^*), \quad \text{and} \quad 0 \in \text{sri} (KT \text{dom} g + J \text{dom} h).
\]

Consider the convex optimization problem

\[
\min_{y \in \mathcal{K}} \min_{v \in \mathcal{H}} \ g(y) + h(v) \quad \text{s.t.} \quad KT_y + Jy = 0, \tag{4.18}
\]

under the assumption that solutions exist. In addition, let \( \Sigma : \mathcal{G} \to \mathcal{G} \) and \( \Upsilon : \mathcal{H} \to \mathcal{H} \) be strongly monotone self-adjoint linear operators such that \( \Sigma^{-1} - K^* T K \) is monotone, let \( p_0 \in \mathcal{K} \), let \( v_0 \in \mathcal{H} \), let \( x_0 \in \mathcal{H} \), and consider the routine:

\[
(\forall n \in \mathbb{N}) \quad \begin{cases}
    y_n = x_n + \Upsilon (KT p_n + Jv_n) \\
    p_{n+1} \in \arg \min_{p \in \mathcal{K}} \left( g(p) + \frac{1}{2} \| Tp - (TP_n - \Sigma K^* y_n) \|_{\Sigma^{-1}}^2 \right) \\
    v_{n+1} \in \arg \min_{v \in \mathcal{H}} \left( h(v) + \frac{1}{2} \| Jv + KT p_n + 1 - 1 x_n\|_{T}^2 \right) \\
    x_{n+1} = x_n + \Upsilon (KT p_{n+1} + Jv_{n+1}).
\end{cases} \tag{4.19}
\]

Then, there exists \((\hat{y}, \hat{v})\) solution to (4.18) such that the following hold:

1. \( T p_n \to T \hat{y} \) and \( J v_n \to J \hat{v} \).
2. Suppose that \( \text{ran} T^* = \mathcal{K} \). Then, \( p_n \to \hat{y} \).
3. Suppose that \( \text{ran} J^* = \mathcal{H} \). Then, \( v_n \to \hat{v} \).

**Proof.** Note that, by setting \( f = (-J) \triangleright h ; q : q \mapsto \min_{v \in -q} h(v) \), (4.18) can be equivalently written as

\[
\min_{y \in \mathcal{K}} \left( g(y) + \min_{-Jv = KT y} h(v) \right) = \min_{y \in \mathcal{K}} \left( g(y) + f(KT y) \right). \tag{4.20}
\]

Since \( 0 \in \text{sri} (\text{dom} h^* - \text{ran} J^*) \), \([3, \text{Corollary 15.28}] \) yields \( f = (h^* \circ -J^*)^* \in \Gamma_0(\mathcal{H}). \) Hence, the problem in (4.18) is a particular instance of Problem 4.1 and it follows from (4.6), (2.4), and an argument analogous to that in (4.11) that

\[
(\forall n \in \mathbb{N}) \quad q_{n+1} = \Upsilon^{-1} (\text{Id} - \text{prox}_{\text{ran} T \circ -J^*}^{-1}) (x_n + \Upsilon KT p_{n+1}) = -J v_{n+1}, \tag{4.21}
\]

where \( v_{n+1} \) is defined in (4.19). Hence, (4.19) is a particular instance of Algorithm 4.5. Moreover, \([3, \text{Proposition 12.36(i)]} \) yields \( 0 \in \text{sri} (KT \text{dom} g + J \text{dom} h) = \text{sri} (KT \text{dom} g - \text{dom} f) \) and Proposition 4.3(1b) implies the existence of a solution to (4.2). Altogether, Theorem 4.6(3) asserts that there exists \((\hat{y}, \hat{v}) \in S_p \times S_D\) such that \((x_n, -TP_n, q_n) \to (\hat{x}, -T \hat{y}, KT \hat{y})\) and \( \hat{u} = -T \hat{y} \in S_{p^*} \). Moreover, since \( 0 \in \text{sri} (\text{dom} h^* - \text{ran} J^*) \), it follows from (4.20) and \([3, \text{Corollary 15.28(i)]} \) that there exists \( \hat{v} \in \mathcal{H} \) such that \((\hat{y}, \hat{v}) \) is a solution to (4.18). In particular,
Remark 4.9. (1) In the context of Corollary 4.8, let $U = \Sigma^{-1} - K\Sigma K^*$ and $V = \Sigma^{-1} - K^*TK$, which are monotone in view of Proposition 2.1. Then, Algorithm 4.5 can be written equivalently as

\[
\begin{align*}
    p_{n+1} &\in \arg\min_{p \in \mathcal{K}} \left( g(p) + \frac{1}{2}\|KTp + Jv_n + \Sigma^{-1}x_n\|^2_T + \frac{1}{2}\|p - p_n\|^2_{T^*V_T} \right), \\
v_{n+1} &\in \arg\min_{v \in \mathcal{H}} \left( h(v) + \frac{1}{2}\|KTp_{n+1} + Jv + \Sigma^{-1}x_n\|^2_T \right), \\
x_{n+1} &= x_n + T(KTp_{n+1} + Jv_{n+1}),
\end{align*}
\]

which is a non-standard version of the preconditioned ADMM (PADMM) [9] without proximal quadratic term in the second optimization problem of (4.22). It considers the augmented Lagrangian with non-standard metric

\[
\mathcal{L}_T(p, v, x) := g(p) + h(v) + \langle x, KTp + Jv \rangle + \frac{1}{2}\|KTp + Jv\|^2_T,
\]

which generalizes the classical augmented Lagrangian $\mathcal{L}_{r\text{Id}}$ for some $r > 0$. Without the strong monotonicity assumptions used in [9, Theorem 2.1 & Theorem 3.1], the sequences of algorithm (4.19) are well defined and Corollary 4.8 provides weak convergence. Moreover, in the case when $J = \text{Id}$ and $T = \gamma\text{Id}$, Corollary 4.8 ensures convergence under weaker assumptions than [51, Algorithm 2] (see also [4] for a variant involving a differentiable convex function). In [58], a non-standard metric is included only in the multiplier update step of [51, Algorithm 2], but the convergence of the iterates is not obtained.

(2) In the case when $K = \text{Id}$ and $\Sigma = \Sigma^{-1}$, the algorithm in (4.22) reduces to the ADMM algorithm with the augmented Lagrangian with non-standard metric (4.23), which, given $(q_0, x_0) \in \mathcal{H} \times \mathcal{H}$, iterates

\[
\begin{align*}
    p_{n+1} &\in \arg\min_{p \in \mathcal{K}} \left( g(p) + \frac{1}{2}\|Tp + Jv_n + \Sigma^{-1}x_n\|^2_T \right), \\
v_{n+1} &\in \arg\min_{v \in \mathcal{H}} \left( h(v) + \frac{1}{2}\|Tp_{n+1} + Jv + \Sigma^{-1}x_n\|^2_T \right), \\
x_{n+1} &= x_n + \gamma(Tp_{n+1} + Jv_{n+1}).
\end{align*}
\]

In the particular case when $T = r\text{Id}$, it reduces to ADMM [7] and [31, 34, 35, 37] when $J = \text{Id}$.

(3) As in Remark 4.7(1), sequences $(Tp_n)_{n \in \mathbb{N}}$ and $(Jv_n)_{n \in \mathbb{N}}$ in (4.24) are unique even if the solutions to the optimization problems in (4.24) are not unique. The uniqueness of $(p_n)_{n \in \mathbb{N}}$ (resp. $(v_n)_{n \in \mathbb{N}}$) is guaranteed, e.g., if $g$ (resp. $h$) is strictly convex or if ran $T^* = \mathcal{K}$ (resp. ran $J^* = \mathcal{H}$).

The following corollary is a direct consequence of Theorem 4.6 when $T = \text{Id}$.

Corollary 4.10. In the context of Problem 4.1, suppose that $T = \text{Id}$ and that there exists a solution to (4.2). Let $\Sigma : \mathcal{G} \to \mathcal{G}$ and $T : \mathcal{H} \to \mathcal{H}$ be strongly monotone self-adjoint linear operators such that $\Sigma^{-1} - K^*T$ is monotone, let $p_0 \in \mathcal{K}$, let $(q_0, x_0) \in \mathcal{H} \times \mathcal{H}$, and consider the sequences $(p_n)_{n \in \mathbb{N}}$ and $(x_n)_{n \in \mathbb{N}}$ generated by the recurrence

\[
\begin{align*}
    y_n &= x_n + \gamma(Kp_n - q_n), \\
p_{n+1} &= \text{prox}_{\Sigma^{-1}}(p_n - \Sigma K^*y_n), \\
q_{n+1} &= \text{prox}_T(y^{-1}x_n + Kp_{n+1}), \\
x_{n+1} &= x_n + \gamma(Kp_{n+1} - q_{n+1}).
\end{align*}
\]
Then, there exists \((\hat{y}, \hat{x}) \in S_P \times S_D\) such that \((p_n, x_n) \to (\hat{y}, \hat{x})\).

**Remark 4.11.**

1. Note that the explicit method proposed in Corollary 4.10 includes two multiplier updates as the algorithm in [20, Algorithm I]. Our method allows for different step-sizes in primal and dual updates and the main distinction is that the third step in (4.25) includes the information of its second step, while the algorithm in [20, Algorithm I] uses the information of previous iteration.

2. Note that (4.25) and (2.4) yield, for every \(n \in \mathbb{N}\),
\[
x_{n+1} = x_n + \tau Kp_{n+1} - q_{n+1}
= \tau(\text{Id} - \text{prox}_{f^2}^L(\tau^{-1}x_n + Kp_{n+1}))
= \text{prox}_{f^2}^L(x_n + \tau Kp_{n+1})
\]
and \(y_{n+1} = x_{n+1} + \tau(Kp_{n+1} - q_{n+1}) = 2x_{n+1} - x_n\). Therefore, when \(\|\tau^2 \circ K^* \circ \Sigma^2\| < 1\), (4.25) reduces to the algorithm proposed in [47] applied to the dual problem \(\min(f^* + g^* \circ -K^*)(H)\). Hence, Corollary 4.10 is a generalization of [17, Theorem 1] in this context.

3. Observe that the second step in (4.25) is explicit, differing from the first step in ADMM (4.24), which is implicit. This feature allows for an algorithm with very low computational cost by iteration. However, the number of iterations may be much larger than those of ADMM in some instances, as we verify numerically in Section 5.2.

5. **Numerical experiments**

In this section we provide two numerical experiments. In the first experiment we compare SDR with several schemes in the literature for solving the total variation image restoration problem. In the second experiment we consider an academic example in which splitting \(K\) from \(T\) has numerical advantages with respect to ADMM.

### 5.1. Total variation image restoration

A classical model in image processing is the total variation image restoration [49], which aims at recovering an image from a blurred and noisy observation under piecewise constant assumption on the solution. The model is formulated via the optimization problem

\[
\min_{x \in [0,255]^N} \frac{1}{2}\|Rx - b\|_2^2 + \alpha \|
abla \|_1 =: F^{TV}(x),
\]

where \(x \in [0,255]^N\) is the image of \(N = N_1 \times N_2\) pixels to recover from a blurred and noisy observation \(b \in \mathbb{R}^m\), \(R : \mathbb{R}^N \to \mathbb{R}^m\) is a linear operator representing a Gaussian blur, the discrete gradient \(\nabla : x \mapsto \nabla x = (D_1x, D_2x)\) includes horizontal and vertical differences through linear operators \(D_1\) and \(D_2\), respectively, its adjoint \(\nabla^*\) is the discrete divergence (see, e.g., [17]), and \(\alpha \in [0, +\infty[\). A difficulty in this model is the presence of the non-smooth \(\ell^1\) norm composed with the discrete gradient operator \(\nabla\), which is non-differentiable and its proximity operator has not a closed form.

Note that, by setting \(f = \|R \cdot -b\|_2^2/2, g_1 = \alpha 1\|, and g_2 = \ell_1(0,255)^N\), \(L_1 = \nabla\), and \(L_2 = \text{Id}\), (5.1) can be reformulated as \(\min(f + g_1 \circ L_1 + g_2 \circ L_2)\) or equivalently as (qualification condition holds)

\[
\text{find } \hat{x} \in \mathbb{R}^N \text{ such that } 0 \in \partial f(\hat{x}) + L_1^* \partial g_1(L_1 x) + L_2^* \partial g_2(L_2 \hat{x}),
\]

which is a particular instance of (3.15), in view of [3, Theorem 20.25]. Moreover, for every \(\tau > 0\), \(J_{\tau f} = (\text{Id} + \tau R^* R)^{-1}(\text{Id} - \tau R^* b)\), for every \(i \in \{1, 2\}\), \(J_{\tau \partial g_i} = \tau (\text{Id} - \text{prox}_{g_i/\tau})(\text{Id} / \tau)\).
prox_{g_{2/\tau}} = P_{[0,255]^N}$, and $\text{prox}_{g_{1/\tau}} = \text{prox}_{\lambda \|\cdot\|_1/\tau}$ is the component-wise soft thresholder, computed in [3, Example 24.34]. Note that $(\text{Id} + \tau R^* R)^{-1}$ can be computed efficiently via a diagonalization of $R$ using the fast Fourier transform $F$ [39, Section 4.3]. Altogether, Remark 3.4(5) allows us to write Algorithm 1.2 as Algorithm 1 below, where we set $\bar{\tau} = \tau \text{Id}$, $\Sigma_1 = \sigma_1 \text{Id}$, and $\Sigma_2 = \sigma_2 \text{Id}$, for $\tau > 0$, $\sigma_1 > 0$, and $\sigma_2 > 0$. We denote by $\mathcal{R}$ the primal-dual error

$$\mathcal{R} : (x_+,u_+,x,u) \mapsto \sqrt{\frac{||(x_+,u_+)-(x,u)||^2}{||(x,u)||^2}}$$

and by $\varepsilon > 0$ the convergence tolerance. The error $\mathcal{R}$ is inspired from (3.11) in the proof of Theorem 3.3.

**Algorithm 1**

1. Fix $x_0 \in \mathbb{R}^N, v_{1,0} \in \mathbb{R}^m, v_{2,0} \in \mathbb{R}^{2N}, \tau \sigma_1 \|\nabla\|_2^2 + \tau \sigma_2 \leq 1$, and $r_0 > \varepsilon > 0$.

2. while $r_n > \varepsilon$

3. $x_{n+1} = (\text{Id} + \tau R^* R)^{-1}(x_n - \tau \nabla^* v_{1,n} - \tau v_{2,n} - \tau R^* b)$

4. $v_{1,n+1} = \sigma_1 (\text{Id} - \text{prox}_{\lambda \|\cdot\|_1/\sigma_1})(v_{1,n}/\sigma_1 + \nabla (2x_{n+1} - x_n))$

5. $v_{2,n+1} = \sigma_2 (\text{Id} - P_{[0,255]^N})(v_{2,n}/\sigma_2 + 2x_{n+1} - x_n)$

6. $r_n = \mathcal{R}(x_{n+1}, v_{1,n+1}, v_{2,n+1})$

7. end while

8. return $(x_{n+1}, v_{1,n+1}, v_{2,n+1})$

In this case, (3.17) reduces to the monotonicity of $(\tau^{-1} - \sigma_2) \text{Id} - \sigma_1 \nabla^* \nabla$, which is equivalent to

$$\tau \sigma_1 \|\nabla\|_2^2 + \tau \sigma_2 \leq 1,$$

in view of Proposition 2.1. By using the power iteration [43] with tolerance $10^{-9}$, we obtain $\|\nabla\|_2^2 \approx 7.9997$. This is consistent with [16, Theorem 3.1].

Observe that, when $\sigma_1 = \sigma_2 = \sigma$, Algorithm 1 reduces to the algorithm proposed in [19] (when $\sigma \tau (\|\nabla\|_2^2 + 1) < 1$) or [24, Theorem 3.3], where the case $\sigma \tau (\|\nabla\|_2^2 + 1) = 1$ is included.

We provide two main numerical experiments in this subsection: we first compare the efficiency of Algorithm 1 when the step-sizes achieve the boundary in (5.4), verifying that the efficiency is better when the equality is achieved. Next, we compare the performance of different methods in the literature with optimal step-sizes. For these comparisons, we consider the test image of $256 \times 256$ pixels ($N_1 = N_2 = 256$) in Figure 4a (denoted by $\pi$). The operator blur $R$ is set as a Gaussian blur of size $9 \times 9$ and standard deviation 4 (applied by MATLAB function fspecial) and the observation $b$ is obtained by $b = R\pi + e \in \mathbb{R}^{m_1 \times m_2}$, where $m_1 = m_2 = 256$ and $e$ is an additive zero-mean white Gaussian noise with standard deviation $10^{-3}$ (using imnoise function in MATLAB). We generate 20 random realization of random variable $e$ leading to 20 observations $(b_i)_{1 \leq i \leq 20}$.

In Table 1 we study the efficiency of Algorithm 1, in the simpler case when $\sigma_1 = \sigma_2 = \sigma$, as parameters $\sigma$ and $\tau$ approach the boundary $\sigma \tau (\|\nabla\|_2^2 + 1) = 1$. In particular, we set $\sigma = \tau = \kappa/(10\sqrt{1+\|\nabla\|_2^2})$ for $\kappa \in \{6, 7, 8, 9, 10\}$. We provide the averages of CPU time, number of iterations, and percentage of error between objective values $F_{TV}(\pi)$ and $F_{TV}(x_n)$ obtained by applying Algorithm 1 for the 20 observations $(b_i)_{1 \leq i \leq 20}$ and for $\kappa \in \{6, 7, 8, 9, 10\}$. The tolerance is set as $\varepsilon = 10^{-6}$. We observe that the algorithm becomes more efficient (in time and iterations) and accurate (in terms of the objective value) as long as parameters approach the boundary. This conclusion is confirmed in Figure 1, which shows the performance obtained with the observation $b_{13}$. Henceforth, we consider only parameters in the boundary of (5.4).

---

[1] Image Circles obtained from [http://links.uwaterloo.ca/Repository.html](http://links.uwaterloo.ca/Repository.html)
Table 1. Averages of CPU time, number of iterations, and percentage of error in the objective value obtained from Algorithm 1 with $\tau = \sigma_1 = \sigma_2 = \kappa/(10\sqrt{1+\|\nabla\|^2})$ and tolerance $10^{-6}$.

| $\kappa$ | Av. Time(s) | Av. Iter. | Av.% error o.v. |
|----------|-------------|-----------|-----------------|
| 6        | 43.22       | 8729      | 0.3541          |
| 7        | 40.23       | 8179      | 0.3536          |
| 8        | 38.56       | 7725      | 0.3533          |
| 9        | 36.43       | 7340      | 0.3530          |
| 10       | 34.66       | 7003      | 0.3528          |

Figure 1. Comparison of Algorithm 1 with $\tau = \sigma_1 = \sigma_2 = \kappa/(10\sqrt{1+\|\nabla\|^2})$, for image reconstruction from observation $b_{13}$.

Next, we compare Algorithm 1 when $\tau \sigma_1 \|\nabla\|^2 + \tau \sigma_2 = 1$, with alternative algorithms in [24, Theorem 3.3], [24, Theorem 3.1] or [55, Corollary 4.2], [12, Theorem 3.1], and [44], which are called “Condat”, “Condat-Vu”, “MS”, and “AFBS”, respectively. In order to provide a fair comparison in our example, we approximate the best step-sizes by considering a mesh on the feasible set defined by the conditions allowing convergence for each algorithm. In the case when $\varepsilon = 10^{-6}$, the best performance of Condat-Vu is obtained by setting $\tau = 1.2$ and $\sigma = 0.99 \cdot (2 - \tau)/(2\tau \|\nabla\|^2)$ which is next to the boundary of condition $\sigma \tau \|\nabla\|^2 < (1 - \tau/2)$. For MS, the performance is better when the only step-size $\tau$ is next to the boundary of the condition $\tau < 1/(\sqrt{1+\|\nabla\|^2})$, which leads us to set $\tau = 0.99/\sqrt{1+\|\nabla\|^2}$. For AFBS, we found as best parameters $\tau = 0.13$ and $\lambda_n \equiv 1.7/(5\delta n + 10)^{0.505}$ (see [44]). In the case of Condat, we consider 34 cases of parameters $\tau$ and $\sigma$ satisfying $\sigma(1 + \|\nabla\|^2) = 1$, by setting $\tau_k = \delta^k/(800\sqrt{1+\|\nabla\|^2})$ and $\sigma_k = 800/(\delta^k \sqrt{1+\|\nabla\|^2})$, where $\delta = 800^{1/8}$ and $k \in \{1,\ldots,34\}$. For Algorithm 1 we consider the same parameters $(\tau_k)_{1 \leq k \leq 34}$ as those in Condat, and we set $\sigma^f_{1,k} = (1 - \ell)/(\tau_k \|\nabla\|^2)$ and $\sigma^f_{2,k} = \ell/\tau_k$, for $\ell \in 10^{-1} \cdot \{5,0.1,0.05,0.01,0.005,0.003\}$, in view of (5.4). In Table 2 we provide the averages of CPU time, number of iterations, and the percentage of error between objective values $F^{TV}(\bar{x})$ and $F^{TV}(x_{\cdot})$ obtained by previous algorithms with tolerance $\varepsilon = 10^{-6}$ considering the observations $(b_i)_{1 \leq i \leq 20}$. We show the best 5 cases for Algorithm 1 ($k \in \{20,\ldots,24\}$) and the best case for Condat ($k = 22$). We observe that Algorithm 1 and Condat reduce drastically the computational time and iterations obtained in Table 1, which shows the advantage of searching optimal parameters in the boundary of the condition of convergence. We also observe in Table 2 that Algorithm 1 ($k = 22$ and $\ell = 0.001$) is the most efficient method for this tolerance, followed closely by Condat ($k = 22$). Both methods outperform drastically the competitors. In Figure 2 we show the relative error versus iterations and time for the observation $b_{13}$, confirming previous results.
Table 2. Averages of CPU time, number of iterations, and percentage of error in the objective value for Algorithm 1 with $\tau \sigma_1 \| \nabla \|^2 + \tau \sigma_2 = 1$, Condat, Condat-Vũ, AFBS, and MS with tolerance $10^{-6}$.

| Algorithm | $\tau \sigma_1$ | Av. Time(s) | Av. Iter. | Av. % error o.v. |
|-----------|-----------------|-------------|-----------|-----------------|
| Alg. 1    | 0.77 0.16       | 21.12       | 4106      | 0.3531          |
|           | 1.17 0.11       | 15.33       | 3223      | 0.3562          |
|           | 1.77 0.07       | 13.97       | 2787      | 0.3649          |
|           | 2.69 0.05       | 14.36       | 2891      | 0.3771          |
|           | 4.09 0.03       | 16.23       | 3372      | 0.3907          |
| Condat    | 1.77 -          | 14.89       | 2853      | 0.3673          |
| Condat-Vũ | 1.2 -           | 28.19       | 3539      | 0.3738          |
| MS        | 0.33 -          | 62.48       | 6193      | 0.3506          |
| AFBS      | 0.13 -          | 85.76       | 11104     | 0.6611          |

Figure 2. Comparison of Algorithm 1 with $\tau \sigma_1 \| \nabla \|^2 + \tau \sigma_2 = 1$, Condat, Condat-Vũ, AFBS, and MS (observation $b_{13}$).

Table 3. Averages of CPU time, number of iterations, and percentage of error in the objective value for Algorithm 1 with $\tau \sigma_1 \| \nabla \|^2 + \tau \sigma_2 = 1$ and Condat with tolerance $10^{-8}$.

| Algorithm | $\tau \sigma_1$ | Av. Time(s) | Av. Iter. | Av. % error o.v. |
|-----------|-----------------|-------------|-----------|-----------------|
| Alg. 1    | 0.77 0.16       | 93.36       | 19560     | 0.3514          |
|           | 1.17 0.11       | 83.15       | 17561     | 0.3515          |
|           | 1.77 0.07       | 100.06      | 20796     | 0.3515          |
|           | 2.69 0.05       | 128.80      | 26801     | 0.3516          |
|           | 4.09 0.03       | 160.92      | 33709     | 0.3517          |
| Condat    | 1.17 -          | 93.77       | 18451     | 0.3515          |

In order to make a more precise comparison of Algorithm 1 and Condat, we consider a smaller tolerance $\varepsilon = 10^{-8}$. The obtained results are shown in Table 3 and Figure 3. We observe that Algorithm 1 ($k = 21$ and $\ell = 0.001$) achieves the tolerance in approximately 11% less CPU time than Condat in its best case ($k = 21$). The efficiency in the case of the observation $b_{13}$ is illustrated in Figure 3.
Figure 3. Comparison of Algorithm 1 with $\tau_1 \|
abla\|^2 + \tau_2 = 1$ and Condat (observation $b_{13}$).

(a) Original, $F_{TV}(x) = 10.32$, PSNR=22.15
(b) Blurry/noisy $b_{13}$, $F_{TV}(b) = 53.13$, PSNR=25.53
(c) AFBS, $F_{TV}(x_{100}) = 11.28$, PSNR=26.38
(d) MS, $F_{TV}(x_{100}) = 10.56$, PSNR=26.38
(e) Condat-Vũ, $F_{TV}(x_{100}) = 10.94$, PSNR=28.38
(f) Condat ($k = 21$), $F_{TV}(x_{100}) = 10.57$, PSNR=28.80
(g) Alg. 1 ($k = 21$, $\ell = 0.001$), $F_{TV}(x_{100}) = 10.55$, PSNR=28.80

Figure 4. Reconstructed image, after 100 iterations, from blurred and noisy image using AFBS, MS, Condat-Vũ, Condat and Alg. 1.

The reconstructed images, after 100 iterations, for the different algorithms are shown in Figure (4). The best reconstruction, in terms of objective value $F_{TV}$ and PSNR (Peak signal-to-noise ratio), are obtained by Condat and Algorithm 1.

5.2. Split-ADMM in an academical example. In this section, we implement Algorithm 4.5, Corollary 4.10, and ADMM in (4.24) for solving an academical example in the context of Example 4.2. We compare their performances when solving the following optimization problem

$$\min_{x \in \mathbb{R}^N} F(x) = h(x - z) + \alpha \|M x\|_1,$$  \hspace{1cm} (5.5)
where \( h : \mathbb{R}^N \to \mathbb{R} \) is defined by
\[
h : x = (\xi_i)_{1 \leq i \leq n} \mapsto \sum_{i=1}^N \phi(\xi_i), \quad \phi : \mathbb{R} \to \mathbb{R} : \xi \mapsto \begin{cases} |\xi| - \frac{\delta}{2}, & \text{if } |\xi| > \delta; \\ \frac{\xi^2}{2\delta}, & \text{if } |\xi| \leq \delta, \end{cases}
\] (5.6)

\( \delta > 0, z \in \mathbb{R}^N, \alpha > 0, \) and \( M \) is a \( N \times N \) symmetric positive definite real matrix. The first term in (5.5) is a data fidelity penalization using the Huber distance and the second term imposes sparsity in the solution. This type of problems appears naturally in image and signal denoising (see, e.g., [21, 42, 46, 50]).

Since \( M \) is symmetric, there exist \( N \times N \) real matrices \( P \) and \( D \), such that \( P^T = P^{-1} \), \( D \) is diagonal, and \( M = PDP^T \). By setting \( g = h(\cdot - z), \ f = \alpha \| \cdot \|_1, \ K = PD^{-1}P^T, \) and \( T = PD^T P^T \), for some \( \eta \in [0,1] \), we deduce that \( KT = M \) and (5.5) is a particular instance of (P). Next, we illustrate the efficiency of Algorithm 4.5 for different values of \( \eta \in [0,1] \). Observe that, in the case when \( \eta = 0 \) we have \( T = \text{Id} \) and Algorithm 4.5 reduces to the algorithm in Corollary 4.10. On the other hand, in the case when \( \eta = 1 \) we have \( K = \text{Id} \) and Algorithm 4.5 reduces to ADMM in (4.24). We have \( \text{prox}_f : (\xi_i)_{1 \leq i \leq n} \mapsto \text{prox}_{\| \cdot \|} (\xi_i) \), where \( \text{prox}_{\| \cdot \|} \) is the scalar soft-threshold operator [3, Example 24.34(iii)]. Note that, since \( \ker T = \{0\} \), for every \( \eta \in [0,1] \), the optimization problem in the second step of (4.6) admits a unique solution, in view of Remark 4.9(3). Therefore, when \( T = \tau \text{Id} \) and \( \Sigma = \sigma \text{Id} \), Algorithm 4.5 in this example reads as follows.

**Algorithm 2**

1: Fix \( \tau > 0, p_0, q_0, x_0 \in \mathbb{R}^N, \varepsilon > 0, \) and \( r_0 > \varepsilon \).
2: while \( r_n > \varepsilon \) do
3: \( y_n = x_n + \tau (KTp_n - q_n) \)
4: \( p_{n+1} = \text{zer}(\sigma \nabla h(\cdot - z) \ + T^* (T \cdot - (Tp_n - \sigma K^* y_n))) \)
5: \( q_{n+1} = \text{prox}_{f/\tau}(x_n/\tau + KTp_{n+1}) \)
6: \( x_{n+1} = x_n + \tau (KTp_{n+1} - q_{n+1}) \)
7: \( u_{n+1} = \sigma K^*(x_{n+1} - x_n) - Tp_{n+1} \)
8: \( r_{n+1} = R(x_{n+1}, u_{n+1}, x_n, u_n) \)
9: end while
10: return \( (p_{n+1}, q_{n+1}, x_{n+1}) \)

Note that the step 4 in Algorithm 2 involves the resolution of a non-linear equation when \( \eta > 0 \). On the other hand, in the case when \( \eta = 0 \), we have \( T = \text{Id} \) and, as noticed in Remark 4.11(3), the step 4 can be computed explicitly by using \( \text{prox}_g = z + \text{prox}_h(\cdot - z) \) [3, Proposition 23.17(iii)] and the fact that \( \delta h \) is the real Huber function (see [3, Example 8.44 & Example 24.9]). We consider as stopping criterion the primal-dual relative error defined in (5.3).

We compare the performance of Algorithm 2 when \( \eta \in \{0,0.8,0.9,1\} \) with the standard solver `fmincon` of MATLAB for \( N \in \{100,250,500\} \) and different values of the minimum and maximum eigenvalues \( \lambda_{\max} \geq \lambda_{\min} > 0 \) of the matrix \( M \). Since the expected value of \( \lambda_{\max} \) (resp. \( \lambda_{\min} \)) of random matrices generated by a normal distribution increases (resp. decreases) as \( N \) increases (see [32, Table 1.2]), we consider three classes of matrices with condition number \( \kappa = \lambda_{\max}/\lambda_{\min} = 50 \) for each dimension \( N \in \{100,250,500\} \):

- **Class A**: Class of matrices \( M \) with small eigenvalues (\( \lambda_{\max} = N/1000 \)).
- **Class B**: Class of matrices \( M \) with average eigenvalues (\( \lambda_{\max} = 4N \)).
- **Class C**: Class of matrices \( M \) with large eigenvalues (\( \lambda_{\max} = 100N \)).
For each class, we generate 30 random matrices using the `randn` function of MATLAB and the eigenvalues of each randomly generated matrix $M$ is forced to satisfy the conditions of each class after a singular value decomposition $M = PDP^\top$. We next generate $T$ and $K$ as described before. Step 4 in Algorithm 2 is computed via `fsolve` the eigenvalues of each randomly generated matrix $M$ of random matrices.

The function value is very close to the one obtained by `fmincon` (difference of $10^{-14}$ in each dimension. The function value is very close to the one obtained by `fmincon` with tolerance $10^{-14}$ and $F(p_n)$ is the value of the function obtained by `fmincon` when it stops in iteration $\bar{n}$. Finally, we set the tolerance $\varepsilon = 10^{-6}$ and $\tau = 1$ in Algorithm 2.

Table 4 provides the averages of CPU time, iterations, and percentage of improvement with respect to `fmincon` of Algorithm 2 in the cases $\eta \in \{0, 0.8, 0.9, 1\}$ for the 30 random matrices in each class and $N \in \{100, 250, 500\}$. We split our analysis of the results in the three classes of random matrices.

The best performance in the class A (small eigenvalues) is obtained by the case when $\eta = 0$ (Corollary 4.10) in each dimension. The function value is very close to the one obtained by `fmincon` (difference of $10^{-5}$%). For this class, the cases when $\eta \in \{0.8, 0.9\}$ are less accurate but the number of iterations and computational time is larger. We observe that the case when $\eta = 0$ shows a very large number of iterations for achieving convergence and loses precision as the dimension increases. We conclude that SADMM outperforms drastically ADMM and the algorithm of Corollary 4.10, for suitable factorizations of matrices $M$ with average eigenvalues.

Finally, ADMM ($\eta = 1$) is the best algorithm for the class C. It needs very few number of iterations on average and it is more accurate than `fmincon`, since $I_\bar{n}$ is positive. This feature is also verified in $\eta \in \{0.8, 1\}$ but the number of iterations and computational time is larger. We observe that the case when $\eta = 0$ shows a very large number of iterations for achieving convergence and loses precision as the dimension increases.
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