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1 Summary

The Fröhlich polaron model describes a ubiquitous class of problems concerned with understanding properties of a single mobile particle interacting with a bosonic reservoir. Originally introduced in the context of electrons interacting with phonons in crystals, this model found applications in such diverse areas as strongly correlated electron systems, quantum information, and high energy physics. In the last few years this model has been applied to describe impurity atoms immersed in Bose-Einstein condensates of ultracold atoms. The tunability of microscopic parameters in ensembles of ultracold atoms and the rich experimental toolbox of atomic physics should allow to test many theoretical predictions and give us new insights into equilibrium and dynamical properties of polarons. In these lecture notes we provide an overview of common theoretical approaches that have been used to study BEC polarons, including Rayleigh-Schrödinger and Green's function perturbation theories, self-consistent Born approximation, mean-field approach, Feynman's variational path integral approach, Monte Carlo simulations, renormalization group calculations, and Gaussian variational ansatz. We focus on the renormalization group approach and provide details of analysis that have not been presented in earlier publications. We show that this method helps to resolve striking discrepancy in polaron energies obtained using mean-field approximation and Monte Carlo simulations. We also discuss applications of this method to the calculation of the effective mass of BEC polarons. As one experimentally relevant example of a non-equilibrium problem we consider Bloch oscillations of Bose polarons and demonstrate that one should find considerable deviations from the commonly accepted phenomenological Esaki-Tsu model. We review which parameter regimes of Bose polarons can be achieved in various atomic mixtures.
Properties of quantum systems can be modified dramatically when they interact with an environment. One of the first systems in which this phenomenon has been recognized is an electron moving in a deformable crystal. As originally pointed out by Landau and Pekar [1,2], Fröhlich [3] and Holstein [4,5] a single electron can cause distortion of the ionic lattice that is sufficient to provide a strong modification of the electron motion. Qualitatively this can be understood as electron moving together with its screening cloud of phonons, which not only renormalizes the effective mass of the electron but can also make its propagation (partially) incoherent. The resulting “dressed” electron has been termed polaron. Phononic dressing of electrons is important for understanding many solid state materials including ionic crystals and polar semiconductors [6–9], and even high temperature superconductors [10,11]. It has also been discussed in the context of electrons on the surface of liquid helium [9,12,13]. The importance of polaronic renormalization of electron systems goes beyond academic curiosity. In several technologically relevant materials, such as organic semiconductors used in flexible displays, unusual temperature dependence of electron mobility arises from the strong coupling of electrons to phonons [14,15]. By now the idea of polaronic dressing has been extended far beyond electron-phonon systems and has become an important paradigm in physics. One important example is charge carriers in systems with strong magnetic fluctuations, such as holes doped into antiferromagnetic Mott insulators [16,17] or electrons in magnetic semiconductors [18,19], which can be described as magnetic polarons. Even in the Standard Model of high energy physics the way the Higgs field produces masses of other particles [20,21] is closely related to the mechanism of polaronic dressing.

Taken in a broader perspective, polarons represent an example of quantum impurity systems, in which a single impurity introduces interactions (or at least non-trivial dynamics) in the many-body system which is hosting it. Such systems have long been a fertile ground for testing analytical, field-theoretical, and numerical methods for studying quantum many-body systems. Several fundamental paradigms in condensed matter physics have been introduced in the context of quantum impurity models and then extended to other physical problems. The importance of orthogonality catastrophe (OC) has been first realized in connection with the X-ray absorption, in which a time dependent core hole potential leads to a non-trivial dynamics of a Fermi sea of conduction electrons [22]. Subsequent work showed that orthogonality catastrophe also plays an important role in electron transport in mesoscopic systems, such as quantum dots [23,24]. The spin-bath model, describing a two level system interacting with a bath of harmonic oscillators, provided a universal paradigm for the description of quantum systems with dissipation. This class of models not only exhibits phase transitions between quantum and classical behaviors [25] but also serves as a framework for describing qubit coupling to the environment [26]. The Kondo effect, in which scattering of a localized spin on conduction electrons leads to the formation of a bound state, was the starting point of the application of the renormalization group approach to condensed matter systems. The crucial aspect of most impurity problems is that simple perturbative and mean-field approaches are not sufficient. In cases of OC, spin-bath models, and Kondo effect powerful analytical methods have been employed including bosonization (see e.g. [27,28]), renormalization group [29,31], slave particles representation [31,32], and Bethe ansatz solution [33,34].

By contrast, the toolbox of analytical methods that have been utilized for describing mobile impurities interacting with phonon baths in two and three spatial dimensions has been limited. Even though historically the polaron problem has been formulated first, it turned out to be much less amenable to analytical treatment. An important common feature of the spin-bath, OC, and Kondo models is that they are effectively one-dimensional (1d). This may seem surprising since in the two latter systems one considers impurities inside 3d Fermi gases. However, crucial simplification arises from the fact that impurities are fully localized and interact with conduction band electrons only via $s$-wave scattering. Thus only electrons scattering in the angular momentum $l = 0$ channel need to be considered. When the problem is reduced to 1d, it is possible to employ special
non-perturbative techniques not available in higher dimensions [28,35]. On the other hand, analysis of mobile impurities in $d > 1$ requires dealing with full complexities of higher dimensional problems (the special case of mobile impurities in 1d systems has been discussed by [30]). Thus most of the progress in understanding of polarons came from numerical methods such as diagrammatic Monte Carlo analysis [85,91]. Two exceptions come from recently suggested semi-analytical methods that used non-perturbative techniques of renormalization group analysis [55] and Gaussian variational wavefunction [87] and demonstrated excellent agreement with Monte-Carlo calculations (for a review of earlier work on variational wavefunctions see Ref. [58]). The goal of these lecture notes is to provide a pedagogical introduction into the problem of mobile impurities interacting with phonon baths in three dimensions, with an emphasis on the renormalization group (RG) approach proposed in Ref. [55]. We do not attempt to review the full body of literature on the subject of polarons but provide a self-contained overview of basic ideas. The discussion will be centered on a very specific experimental realization of the polaron system: an impurity atom interacting with a Bose-Einstein Condensate (BEC) of ultracold atoms, which we will call BEC polaron. For a pedagogical review with more emphasis on solid state polarons see Ref. [59].

Recent revival of interest in the problem of mobile impurities interacting with a bath of phonons [55,57,60,80] comes from the rapid progress in the field of ultracold atoms. This new experimental platform not only allows to create a large variety of polaronic systems with different impurity masses and tunable interactions [44,56,81–85], but also provides a new toolbox for studying equilibrium and dynamical properties of polarons [12,51,69,83,84,86–89]. Most of our discussion will be concerned with the so-called Fröhlich Hamiltonian

$$\mathcal{H} = \frac{P^2}{2M} + \int d^3k \omega_k \hat{a}_k^\dagger \hat{a}_k + \int d^3k V_k e^{i k \cdot R} (\hat{a}_k + \hat{a}_k^\dagger). \quad (2.1)$$

Here $R$ and $P$ are the impurity position and momentum operators respectively, $M$ is the impurity mass, $\hat{a}_k$ is the annihilation operator of phonons at wavevector $k$, $\omega_k$ describes the phonon dispersion, and $V_k$ is the matrix element of the impurity-phonon interaction at momentum $k$ (see chapter 3 for detailed discussion of the Hamiltonian (2.1)). While this model was originally introduced in the context of electron-phonon systems, it has been shown to describe the interaction between impurity atoms and Bogoliubov modes of a BEC [60,62,69], in the regime where the quantum depletion of the condensate around the impurity is small and scattering of phonons at finite momentum can be neglected (see also derivation below). We note that, while we focus on the specific BEC polaron problem, the theoretical methods that we review here -- and in the case of the RG, develop -- are generic and can be applied to a whole variety of polaron models. Readers interested in polaronic systems other than in the cold atoms context should be able to follow our discussion while skipping the details specific to ultracold quantum gases. We note that Fermi polarons have also been a subject of considerable theoretical [91,96] and experimental [96,101] interest in the context of ultracold atoms. They will not be discussed in this review.

Different regimes of the Fröhlich model are illustrated in FIG.2.1. This model is characterized by two important parameters: the impurity mass $M$ and the impurity-phonon dimensionless coupling strength $\alpha$. In the weak coupling regime, the polaron can be thought of as a quasi free impurity carrying a loosely bound screening cloud of phonons. In the strong coupling regime, on the other hand, the screening cloud is so large that the impurity becomes effectively self-trapped in the resulting potential. These two regimes have been previously described by a weak coupling mean-field theory [102] and a strong coupling approach based on the adiabatic approximation [103] respectively. The most interesting and challenging regime in FIG.2.1 comes in the intermediate coupling case which can be realized only for sufficiently light impurities. In this case Landau’s picture of an impurity carrying a polarization cloud needs to be refined because the light impurity has an additional role of mediating interactions between phonons. As a result the polaron state develops strong correlations between phonons. An efficient analytical description of such highly-correlated intermediate coupling polarons is challenging and has not been available until recently. Feynman developed a variational all-coupling theory [105], which we will review here. While it has been remarkably accurate in the case of optical phonons [104], recent numerical quantum Monte Carlo calculations [53,105] have shown that Feynman's theory does not provide an adequate description at intermediate coupling strengths when phonons with a Bogoliubov dispersion are considered. The advantage of Feynman's approach is simultaneously its main limitation. It approximates the
polaron ground state using only two variational parameters. This explains why the approach does not provide an adequate description of polarons when phonon dispersions with multiple energy scales are considered. By contrast the RG method that we review in these lecture notes has been demonstrated to be in excellent agreement with Monte Carlo calculations. In these lecture notes we will introduce the RG approach and discuss its application to the BEC polaron problem. We emphasize again that the RG method is valid for generic polaron models and is particularly powerful in systems with multiple energy scales in the phonon dispersion and/or impurity phonon coupling. In this sense, the RG approach complements Feynman’s variational theory and Monte Carlo calculations. While it is not as easy for analytical calculations as Feynman’s ansatz, it is far more accurate but still does not require heavy numerics involved in full Monte Carlo calculations (see e.g. Ref. [106] for a review). Most importantly the RG approach provides a lot of physical insight into the nature of the polaronic states at intermediate coupling, not accessible in Monte Carlo.

One of the subtle issues special to interacting systems of ultracold atoms is the question of ultra-violet (UV) divergences. These have to be regularized and the answer should be expressed in terms of the physical scattering length independently of the high momentum cutoff $\Lambda_0$. We discuss this issue explicitly in the case of Bose polarons and show that the Hamiltonian (2.1) has two types of divergences. The first one is linear in $\Lambda_0$ and manifests itself already at the mean-field level [73,74] (this has been recognized in earlier work, see e.g. Refs. [60,107]). The other divergence is logarithmic in $\Lambda_0$ [55] and appears only when higher order corrections (in the interactions $V_k$) are included (see also recent work [78]). We discuss how the power-law divergence is cancelled when one includes mean-field terms not written explicitly in (2.1) and analyzes modifications to the two-particle Lippmann-Schwinger equation due to many-body physics. We also explain that the physical origin of the logarithmic divergence. As we discuss below, this divergence arises from exciting phonon modes at high energies. Traditional approaches such as mean-field, Feynman variational ansatz, and Landau-Pekar strong coupling expansion have a built-in suppression of the high energy modes, which precludes them from capturing the log-divergence. One needs more sophisticated techniques, such as renormalization group approach discussed in these lecture notes or Gaussian variational wavefunctions introduced in [57], to capture this physics.

These lecture notes are organized as follows. In Chap.3 we begin by deriving the Bogoliubov-Fröhlich polaron Hamiltonian describing an impurity in a BEC. Chap.4 is devoted to a review of common theoretical approaches to the Fröhlich model, with special emphasis on the application to the BEC polaron. In Chap.5 we give a detailed pedagogical introduction to the RG approach for
describing intermediate coupling polarons. The RG derivations of ground state polaron properties presented in this chapter have been presented previously in the Ph.D. thesis of one of us (F.G.). In Chap.6 we discuss the important issue of proper UV regularization of the polaron energies, specific to systems of ultracold atoms. Readers who are interested in more generic polaronic models can skip this chapter. We discuss experimentally relevant parameters for quantum gases in Chap.7 where we also present previously unpublished numerical results of the RG method. In Chap.8 we present examples of non-equilibrium BEC polaron problems, and we discuss in particular the problem of polaron Bloch oscillations in a lattice potential. Finally we close with an outlook in Chap.9.
3 Derivation of the Fröhlich Hamiltonian

In this section we introduce a microscopic model that describes an impurity atom immersed in a BEC and discuss why, in a wide regime of parameters, it is equivalent to the celebrated Fröhlich model. The microscopic model is presented in Sec. 3.1 with derivation of the effective Fröhlich Hamiltonian given in Secs. 3.2, 3.3. We examine parameters entering the Fröhlich model and motivate the definition of the dimensionless coupling constant $\alpha$ in Sec. 3.4. In Sec. 3.5 we review the connection between the effective impurity-boson interaction strength $g_{IB}$ and the corresponding scattering length $a_{IB}$ that arises from the Lippmann-Schwinger equation. We will rely on this discussion in subsequent chapters where we discuss UV divergences of the Fröhlich model.

3.1 Microscopic Hamiltonian: Impurity in a BEC

The starting point for our discussion is a many-body system that consists of impurity (I) atoms immersed in a $d$-dimensional BEC of bosons (B), see FIG. 3.1 (a). The density of the BEC will be denoted by $n_0$. For concreteness, in the rest of this section we will restrict ourselves to three dimensional systems, $d = 3$, but we return to the general case later in these lecture notes. We describe host bosons using the second quantized field operator $\hat{\phi}(r)$ and denote their mass by $m_B$. Impurity atoms are described by the field operator $\hat{\psi}(r)$ and we denote their mass by $M$.

In the following we will restrict our analysis to the case of small impurity concentration so that the average distance between impurities is much larger than the polaron size and the inter-boson distance $n_0^{-1/3}$. This allows us to consider a conceptually simpler single-impurity problem. Later on we will also find it convenient to switch to the first quantized representation of the impurity atom, but for now we stay with the second quantized representation of both BEC and impurity atoms.

We introduce contact pseudopotentials $g_B$ and $g_{IB}$ to describe impurity/boson and boson/boson interactions (for pedagogical introduction into pseudopotentials see Ref. [108]) and find the microscopic many-body Hamiltonian (we set $\hbar = 1$)

$$\hat{H} = \int d^3r \left[ \frac{-\nabla^2}{2m_B} + \frac{g_{BB}}{2} \hat{\phi}(r)^\dagger \hat{\phi}(r) \right] \hat{\phi}(r) + \int d^3r \left[ \frac{-\nabla^2}{2M} + g_{IB} \hat{\phi}(r)^\dagger \hat{\phi}(r) \right] \hat{\psi}(r). \quad (3.1)$$

In writing the last equation we neglected external potentials for the impurity and Bose atoms such as coming from the confining parabolic potentials. We assume that these potentials are smooth.

Figure 3.1: We consider a single impurity immersed in a three dimensional homogeneous BEC (a). The total momentum $q$ of the system is conserved, and the interaction of the impurity with the Bogoliubov phonons of the BEC leads to the formation of a polaron. The dispersion relation of the Bogoliubov phonons in the BEC, with an acoustic behavior $ck$ (dashed) for small momenta, is shown in (b) and their scattering amplitude $V_k$ with the impurity in (c).
and shallow enough so that one can perform analysis for a uniform system and then average over density distribution. Later we will also consider extensions of the equation (3.1) to systems with an optical lattice.

3.2 Fröhlich Hamiltonian in a BEC

We now show that Eq. (3.1) can be reduced to an effective Fröhlich polaron Hamiltonian that describes interaction of impurity atoms with the collective phonon excitations of the BEC [60]. Before presenting a detailed derivation we give a short preview. Using Bogoliubov approximation to describe the BEC and keeping the lowest order terms for non-condensed bosonic atoms, we arrive at

\[ \hat{H} = g_{\text{IB}} n_0 + \int d^3 k \left[ \int d^3 r \hat{\psi}^\dagger(r) \hat{\psi}(r) V_k e^{i k \cdot r} \left( \hat{a}_k + \hat{a}_k^\dagger \right) + \omega_k \hat{a}_k^\dagger \hat{a}_k \right] - \int d^3 r \hat{\psi}^\dagger(r) \frac{\nabla^2}{2M} \hat{\psi}(r) = g_{\text{IB}} n_0 + \hat{H}_{\text{FROH}}. \] (3.2)

The second term in Eq. (3.2) has Bogoliubov phonons described by creation and annihilation operators \( \hat{a}_k^\dagger \) and \( \hat{a}_k \). They obey canonical commutation relations (CCRs), \( [\hat{a}_k, \hat{a}_{k'}^\dagger] = \delta(k - k') \). The corresponding Bogoliubov dispersion is given by

\[ \omega_k = ck \sqrt{1 + \frac{1}{2} \xi^2 k^2}, \] (3.3)

and is shown in FIG. 3.1 (b). In addition there are impurity-phonon interactions, which are characterized by the scattering amplitude

\[ V_k = \sqrt{n_0 (2\pi)^{-3/2}} g_{\text{IB}} \left( \frac{\xi k^2}{2 + \xi k^2} \right)^{1/4}, \] (3.4)

which is plotted in FIG. 3.1 (c). We will refer to the model (3.2) as the Bogoliubov-Fröhlich Hamiltonian. Note that we set the overall energy to be zero in the absence of impurities \( E(g_{\text{IB}} = 0) = 0 \).

Bruderer et al. [67] pointed out an important constraint on the validity of (3.2). This approximation works only when condensate depletion in the vicinity of the impurity is small, resulting in a condition on the interaction strength,

\[ |g_{\text{IB}}| \ll 4c\xi^2. \] (3.5)

Here \( \xi \) is the healing length and \( c \) is the speed of sound in the BEC. They are given by

\[ \xi = 1/\sqrt{2m_B g_{\text{BB}} n_0}, \quad c = \sqrt{g_{\text{BB}} n_0/m_B}. \] (3.6)

Additional discussion of experimental conditions required for the model (3.2) to be applicable can be found in Refs. [55, 55].

We note that applicability of the Fröhlich model to describe Bose polarons is still a subject of debate (see Ref. [78, 80] and discussion of the importance of two phonon terms in section 5.3). However this model is interesting for its own sake because of its connection to many other physical systems. Thus it will be the focus of our discussion in these lecture notes.

3.3 Microscopic derivation of the Fröhlich model

Next we turn to the formal derivation of the Fröhlich Hamiltonian (3.2) from the microscopic model (3.1). Note that, although this section is elementary, we present a detailed discussion here for completeness. We start by considering periodic boundary conditions for bosons (we assume period \( L \) in every direction) and take the limit \( L \to \infty \) in the end. Thus the boson field operator can be expressed in terms of a discrete set of bosonic modes \( \hat{d}^{(1)}_k \),

\[ \hat{\phi}(r) = L^{-3/2} \sum_k e^{i k \cdot r} \hat{d}^{(1)}_k. \] (3.7)
density contact interaction in the Hamiltonian as the last term in (3.11) we obtain the Fröhlich Hamiltonian with discreet values of momenta, 

\[ \hat{H}_{\text{B}} = \sum_{k} \omega_k \hat{a}_k \hat{a}_k. \]  

Parameters of the Bogoliubov transformation are given by

\[
\begin{align*}
\cosh \theta_k &= \frac{1}{\sqrt{2}} \sqrt{\frac{k^2/2mb + gmb N_0}{\omega_k}} + 1, \\
\sinh \theta_k &= \frac{1}{\sqrt{2}} \sqrt{\frac{k^2/2mb + gmb N_0}{\omega_k}} - 1.
\end{align*}
\]  

Now we can derive the effective boson-impurity interaction. We rewrite the microscopic density-density contact interaction in the Hamiltonian as

\[
\hat{H}_{\text{IB}} = g_{\text{IB}} \int d^3r \hat{\psi}^\dagger(r) \hat{\psi}(r) \hat{\phi}(r) \hat{\phi}(r) = \frac{g_{\text{IB}}}{L^3} \int d^3r \hat{\psi}^\dagger(r) \hat{\psi}(r) \sum_{k,k'} e^{i(k-k') \cdot r} \hat{d}^\dagger_k \hat{d}^\dagger_{k'}. 
\]  

Taking into account the macroscopic occupation of the condensate (i.e. the state at \( k = 0 \)) gives

\[
\hat{H}_{\text{IB}} = \frac{g_{\text{IB}}}{L^3} \int d^3r \hat{\psi}^\dagger(r) \hat{\psi}(r) \left[ N_0 + \sum_{k \neq 0} e^{ik \cdot r} \sqrt{N_0} \hat{d}^\dagger_k + \text{h.c.} \right] + \sum_{k,k' \neq 0} e^{i(k-k') \cdot r} \hat{d}^\dagger_k \hat{d}^\dagger_{k'} \right].
\]  

Figure 3.2 illustrates different processes in the Hamiltonian (3.11) after expressing bosonic operators \( \hat{d}_k \) in terms of Bogoliubov phonons.

In the spirit of the Bogoliubov approximation we reduce equation (3.11) by keeping only the lowest order terms in \( \hat{d}_{k \neq 0} \), i.e. we disregard the last term in this equation. This follows the usual assumption that the condensate density \( n_0 \) is much larger than the density of excited phonons \( n_{\text{ph}} \). We thus obtain the condition

\[
\frac{n_{\text{ph}}}{n_0} \ll 1.
\]  

We will return to this condition later and derive a simpler expression below.

After expressing the original atomic operators \( \hat{d}_k \) using phonon operators \( \hat{a}_k \) and disregarding the last term in (3.11) we obtain the Fröhlich Hamiltonian with discreet values of momenta,

\[
\hat{H} = \sum_{k} \omega_k \hat{a}^\dagger_k \hat{a}_k + g_{\text{IB}} \frac{N_0}{L^3} + \int d^3r \hat{\psi}^\dagger(r) \left( -\frac{\nabla^2}{2M} + \sum_{k \neq 0} V_{k \text{disc}} e^{-ik \cdot r} (\hat{a}_k + \hat{a}_k^\dagger) \right) \hat{\psi}(r).
\]  

1Note that although \( N_0 \) is a macroscopic number and thus \( \sqrt{N_0} \gg 1 \) in the thermodynamic limit, this by itself does not justify dropping the two-boson vertices \( \sim \hat{d}_k^\dagger \hat{d}_{k'} \). Eq. (3.12) provides the relevant condition.
The scattering amplitude $V_k^{\rm disc}$ is determined by Bogoliubov parameters from Eq. (3.9) \[ V_k^{\rm disc} = g_{\rm B} \frac{L^3}{\sqrt{N_0}} \left( \frac{k^2/2m_B}{2g_{B}n_0 + k^2/2m_B} \right)^{1/4}. \] (3.14)

Note that $V_k^{\rm disc}$ by itself is not well-behaved in the limit $L \to \infty$. However summations over $k$ will be well defined.

As the last step we consider thermodynamic limit by taking $L \to \infty$, while the BEC density $N_0/L^3 = n_0$ remains fixed. To do so, continuous operators $\hat{a}(k)$ are defined in the usual way, which are no longer dimensionless but acquire the dimension $L^{3/2}$.

$$\hat{a}(k) := \left( \frac{L}{2\pi} \right)^{3/2} \hat{a}_k, \quad \{\hat{a}(k), \hat{a}^\dagger(k')\} = \delta(k-k'), \quad \sum_k = \frac{L^3}{(2\pi)^3} \int d^3k. \quad (3.15)$$

As a consequence, the scattering amplitude $V_k^{\rm disc}$ becomes modified and the expression (3.4) for $V_k$ is obtained, which is well-behaved in thermodynamic limit. From the discrete Fröhlich Hamiltonian (3.13) the continuum version Eq. (3.2) is obtained. (Note that in Eq. (3.2) we denoted the continuous expressions for $V_k^{\rm disc}$ by $V_k^{\rm disc}$ and again for simplicity of notations.)

Finally we use the Fröhlich Hamiltonian (3.2) to simplify the condition in Eq. (3.12). In order to estimate the phonon density in the vicinity of the impurity, we consider the effect of quantum depletion due to one-phonon vertices in Eq. (3.11), see also FIG (3.2) (b). To this end we calculate the phonon number $N_{\rm ph}$ due to these processes perturbatively (in the interaction strength $g_{\rm B}$) from the Fröhlich Hamiltonian,

$$N_{\rm ph} = \int d^3k \left( \frac{V_k}{\omega_k} \right)^2 = \frac{n_0 g_{\rm B}^2}{\sqrt{2\pi} c^2 \xi}. \quad (3.16)$$

To understand the length scales of the phonon screening cloud, let us consider the asymptotic expressions for $V_k$ and $\omega_k$,

$$V_k \sim \begin{cases} k^0 = 1 & k \gtrsim 1/\xi, \\ \sqrt{k} & k \lesssim 1/\xi, \end{cases} \quad \omega_k \sim \begin{cases} k & k \gtrsim 1/\xi, \\ k^2 & k \lesssim 1/\xi. \end{cases} \quad (3.17)$$

Thus for small $k \lesssim 1/\xi$ the phonon density $k^2 V_k^2/\omega_k^2 \sim k$, whereas for large $k \gtrsim 1/\xi$ it scales like $k^2 V_k^2/\omega_k^2 \sim k^{-2}$. Thus most of the depleted phonons have momentum $k \approx 1/\xi$, and the phonon cloud has a spatial extend on the order of $\xi$. Consequently we can estimate $n_{\rm ph} \approx N_{\rm ph} \xi^{-3}$ and the condition (3.12) is equivalent to

$$\left| g_{\rm B} \right| \ll \pi^{1/4} c^{2} \xi^{2} = 3.736... \ c \xi^2, \quad (3.18)$$

which is essentially the same condition as Eq. (3.15) suggested in Ref. [67].

### 3.4 Characteristic scales and the polaronic coupling constant

To get a qualitative understanding of the physical content of the Bogoliubov-Fröhlich Hamiltonian, it is instructive to work out the relevant length and energy scales of different processes. The comparison of different energy scales will then naturally lead to the definition of the dimensionless coupling constant $\alpha$ characterizing Fröhlich polarons.

To begin with, we note that the free impurity Hamiltonian is scale-invariant and no particular length scale is preferred. This is different for the many-body BEC state, where boson-boson interactions give rise to the healing length $\xi$ as a characteristic length scale. This can be seen for instance from the Bogoliubov dispersion, which has universal low-energy behavior $\omega_k \sim ck$ and high-energy behavior $\omega_k \sim k^2/2m_B$, with a cross-over around $k \approx 1/\xi$. Note that the same length scale appears in the impurity-boson interactions, where $V_k$ saturates for momenta $k \gtrsim 1/\xi$. Thus we find it convenient to measure lengths in units of $\xi$. 

\[ \]
Because of the scale invariance, no particular energy scale can be assigned to the free impurity. We saw that the Bogoliubov dispersion is scale invariant asymptotically for both \( k \to 0 \) and \( \infty \), but at the characteristic energy
\[
E_{\text{ph}} \approx c/\xi
\]
its behavior is non-universal. The impurity-phonon interaction in the Fröhlich model, on the other hand, is characterized by an energy scale, which can be derived as follows. Consider a localized impurity \( (M \to \infty) \), such that \( \hat{V}^\dagger(r)\hat{\psi}(r) \to \delta(r) \) can formally be replaced by a delta-function in the microscopic Hamiltonian \( (3.1) \). To estimate the magnitude of the relevant terms in \( \hat{\psi}^\dagger \hat{\phi} \), we recall that the interaction terms in the Fröhlich Hamiltonian \( (3.2) \) contain both the condensate and finite momentum atoms. We take \( \hat{d}_{k=0} \to \sqrt{m_0} \) and \( \hat{d}_{k \neq 0} \to \sqrt{n_{\text{ph}}^0} \sim \xi^{-\frac{3}{2}} \), where we used \( \xi \) as a natural lengthscale for phonons. Note that we used \( n_{\text{ph}}^0 \) as an intrinsic density of the BEC quantum depletion and not \( n_{\text{ph}} \) as discussed above in Eq. \( (3.18) \). The typical impurity-phonon interactions scale like \( g_{\text{IB}} \sqrt{n_0 n_{\text{ph}}^0} \) and we find
\[
E_{\text{IB}} \sim g_{\text{IB}} \sqrt{n_0} \xi^{-1}.
\]
We point out that equation \( (3.20) \) was obtained without momentum integration and thus should be understood as characteristic interaction scale per single \( k \)-mode, just like \( (3.10) \) defines \( E_{\text{ph}} \) for a typical phonon with \( k \sim \xi^{-1} \).

Now we can define a single dimensionless coupling constant \( \alpha \) that will characterize the impurity boson interaction strength. While it may seem natural to define it as a ratio \( E_{\text{IB}}/E_{\text{ph}} \), we observe that the Fröhlich Hamiltonian is invariant under sign changes of \( g_{\text{IB}} \), \( (3.20) \) was obtained without momentum integration and thus should be understood as characteristic interaction scale per single \( k \)-mode, just like \( (3.10) \) defines \( E_{\text{ph}} \) for a typical phonon with \( k \sim \xi^{-1} \).

We also note that a natural mass scale in the problem comes from BEC atoms \( m_B \). Hence in Fig. \( 2.1 \) we distinguish between light, \( M < m_B \), and heavy, \( M > m_B \), impurities cases. 

### 3.5 Lippmann-Schwinger equation

In this section we discuss how the effective interaction strength \( g_{\text{IB}} \) can be related to the experimentally accessible scattering length \( a_{\text{IB}} \). The following discussion is specific to ultracold atoms, and can be omitted by readers interested in polarons in other contexts. In Eq. \( (3.1) \), \( g_{\text{IB}} \) is related to \( a_{\text{IB}} \) through the Lippmann-Schwinger equation. Later we will see that the ground state energy

\footnote{When \( M < \infty \) the relation of \( \alpha \) to \( E_{\text{IB}}/E_{\text{ph}} \) is slightly modified because \( E_{\text{IB}} \) depends explicitly on \( g_{\text{IB}} \), which relates to \( a_{\text{IB}} \) via \( m_{\text{red}} \), thus depending on \( M \).}
of the Bogoliubov Fröhlich Hamiltonian (3.22) contains terms scaling with $a_{IB}^2$ (and higher orders). Thus to obtain reliable results, we need to evaluate the BEC MF shift $g_{IB}n_0$ at least to order $a_{IB}^2$, which requires us to consider higher order solutions of the Lippmann-Schwinger equation below.

Experimentally, the interaction strengths $g_{IB}$ and $g_{BB}$ can not be measured directly because they are only convenient parameters in the simplified model (3.1). The actual inter-atomic potentials are far more complicated, and in many cases not even well known. Nevertheless there is a fundamental reason why these interactions can be modeled by simple contact interactions, specified by a parameter $g$ at a given momentum cutoff $\Lambda_0$. When performing two-body scattering experiments, the measured scattering amplitude $f_k$ takes a universal form in the low-energy limit (see e.g. [111] and references therein),

$$f_k = -\frac{1}{1/a + ik}. \tag{3.23}$$

It is determined solely by the scattering length $a$ (here we restrict ourselves to s-wave scattering for simplicity). Since scattering amplitudes can be directly accessed in cold atom experiments, the scattering lengths $a_{IB}$ and $a_{BB}$ fully characterize the interactions between low-energetic atoms.

To connect the value of a scattering length $a$ to the contact interaction strength $g$ in the simplified model, the following argument can be used. The form of the scattering amplitude given by equation (3.23) is universal in the low-energy limit, regardless of the details of a particular interaction potential. The complicated microscopic potential $V_{mic}(x)$ may thus be replaced by any pseudopotential $V_{pseudo}(x)$, as long as it reproduces the same universal scattering length $a$. In particular, we can choose a simple 3D contact interaction potential $V_{pseudo}(x) = g\delta(x)$, where the interaction strength $g$ is chosen such that it gives the correct scattering length

$$a = -\lim_{k \to 0} f_k(g). \tag{3.24}$$

This equation implicitly defines $g(a)$ as a function of $a$ (for a fixed $\Lambda_0$).

To calculate the interaction strength $g_{IB}$ from the scattering length $a_{IB}$, which is assumed to be known from a direct measurement, we now need to calculate the scattering amplitude $f_k(g_{IB})$ by solving the two-body scattering problem with the pseudopotential $g_{IB}\delta(r)$. The easiest way to accomplish this is to use the $T$-matrix formalism, see e.g. [112], where the scattering amplitude is given by

$$f_k = -\frac{m_{red}}{2\pi} \langle k, s|\hat{T}\left(\frac{k^2}{2m_{red}}\right)|k, s\rangle. \tag{3.25}$$

Here $|k, s\rangle$ denotes a spherical s-wave (zero angular momentum $\ell = 0$ of the relative wavefunction) with wave vector $k$, and we introduced the reduced mass $m_{red}$ of the two scattering partners. In the case of the impurity-boson scattering, $m_{red}^{-1} = M^{-1} + m_{BB}^{-1}$, whereas for the boson-boson scattering we would have $m_{red} = m_B/2$.

To calculate the $T$-matrix, we need to solve the Lippmann-Schwinger equation (LSE),

$$\hat{T} = \left(1 + \hat{T}\hat{G}_0\right)\hat{V}, \tag{3.26}$$

where the free propagator is given by

$$\hat{G}_0(\omega) = \int d^3k \frac{|k\rangle\langle k|}{\omega - \frac{k^2}{2m_{red}} + i\epsilon}. \tag{3.27}$$

To zeroth order the $T$-matrix is given by the scattering potential, $\hat{T}_0 = \hat{V}$ where $\hat{V} = \int d^3r |r\rangle g_{IB}\delta(r)\langle r|$, and all higher orders can be solved by a Dyson series.

From the first order LSE we can derive relations [111]

$$a_{IB} = \frac{m_{red}}{2\pi} g_{IB}, \quad a_{BB} = \frac{m_B}{4\pi} g_{BB}, \tag{3.28}$$

which we will use to calculate the scattering amplitude $V_k$ in Eq.(3.14) as well as the BEC properties in Eq.(3.16). Later we will show that proper regularization of the polaron energies requires the
solution of the LSE to second-order in $g_{IB}$ \cite{60, 73, 74}. Hence we will now obtain the relation between $a_{IB}$ and $g_{IB}$ valid up to second order. Formally the second order result is given by $\hat{T} = \hat{T}_0 + \hat{T}_0 \hat{G}_0 \hat{T}_0$. Thus using expressions for $\hat{T}_0$ and $\hat{G}_0$ one easily finds

$$a_{IB} = \frac{g_{IB}}{2\pi m_{\text{red}}} = \frac{2g_{IB}^2}{(2\pi)^3 m_{\text{red}}} \int_0^{\Lambda_0} \frac{k^2}{k^2/2m_{\text{red}}} + \mathcal{O}(a_{IB}^3) \tag{3.29}$$

$$= \frac{g_{IB}}{2\pi m_{\text{red}}} - \frac{4g_{IB}^2}{(2\pi)^3 m_{\text{red}}} \Lambda_0 + \mathcal{O}(a_{IB}^3). \tag{3.30}$$

Note that the integral on the right-hand-side of this equation is UV-divergent, and in order to regularize it we introduced a sharp momentum cut-off at $\Lambda_0$. We will return to this important issue in chapter ~\ref{chapter:6}.
In this chapter, we review common theoretical approaches that have been applied to solve polaron Hamiltonians (like the one due to Fröhlich) in the limits of weak and strong coupling. In Sec. 4.1 we start by giving an overview of commonly used perturbative methods. In Sec. 4.2 we discuss the solution of the BEC polaron problem at infinite impurity mass. Next, in Sec. 4.3 we review a powerful exact method developed by Lee, Low and Pines (LLP) which utilizes the conservation of the polaron momentum $q$. It provides a useful starting point for subsequent approximate mean-field treatment, which we discuss in Sec. 4.4. The influential treatment of the strong coupling regime, due to Landau and Pekar, will be presented in Sec. 4.5. In Sec. 4.6 we review Feynman’s variational path-integral approach, which is considered to be the first successful all-coupling polaron theory. Finally, in Sec. 4.7 we discuss numerical quantum Monte Carlo approaches to the polaron problem. A related discussion can be found in the lecture notes by J. Devreese [59], focusing on solid state problems however.

4.1 Perturbative approaches

In the weak coupling regime the polaron problem can be solved using many-body perturbation theory. We will now discuss two perturbative approaches, the first based on wavefunctions (see Sec. 4.1.1) and the second on Green’s functions (see Sec. 4.1.2). In both cases there are two relevant Feynman diagrams, which are shown in FIG. 4.1. The BEC mean-field shift $g_{\text{IB}} n_0$ in FIG. 4.1 (a) is already included in the Fröhlich Hamiltonian (3.2).

4.1.1 Rayleigh-Schrödinger perturbation theory

We start from a standard perturbative expansion of the Fröhlich Hamiltonian (3.2) in powers of the interaction strength $\alpha$. In the context of many-body theory this is also referred to as Rayleigh-Schrödinger perturbation theory, see e.g. Ref. [113] for a review.

For $\alpha = 0$ the non-interacting Hamiltonian is easily diagonalized in the basis of phonon number states $|n_k\rangle$ and impurity momentum states $\psi_q(r)$. The corresponding eigenenergies read

$$E(n_k, q) = g_{\text{IB}} n_0 + \int d^3 k \omega_k n_k + \frac{q^2}{2M}. \quad (4.1)$$

To obtain the polaron ground state energy at a given total momentum $q$ we start from the non-interacting eigenstate $\psi_q(r) \otimes |0\rangle$. To first order in $V_k$ there is no contribution to the energy, because $V_k \langle n_k | \hat{a}_k + \hat{a}_k^\dagger | n_k \rangle = 0$. To first order in $\alpha$ (i.e. to second order in $V_k$) one virtual phonon can be created and annihilated, see FIG. 4.1 (b). The corresponding ground state energy is

$$E_0(q) = g_{\text{IB}} n_0 + \frac{q^2}{2M} - \int d^3 k \omega_k V^2_k + \frac{q^2}{2M} - \frac{q \cdot k}{M} + O(\alpha^2). \quad (4.2)$$

![Figure 4.1: In (a) and (b) the two Feynman diagrams contributing to the self-energy of the interacting impurity in the Born-approximation are shown. (a) corresponds to the BEC mean-field shift, where $n_0$ is the BEC density. (b) corresponds to the leading-order contribution from the Fröhlich Hamiltonian. In (c) the non-crossing Feynman diagrams are shown which are taken into account in the self-consistent Born approximation.](image-url)
Two comments are in order concerning equation (4.2). Firstly, the ground state energy becomes divergent in the presence of a pole in the integrand. This happens for impurity momenta $|q| \geq Mc$ above which the impurity velocity $q/M$ exceeds the speed of sound $c$ of the phonons. In this regime the impurity becomes supersonic and Cherenkov radiation is emitted by the moving impurity. A dynamical treatment is required to describe these processes in detail and the Rayleigh-Schrödinger perturbation theory breaks down.

The second comment concerns the UV behavior of the result (4.2). When the UV cut-off $\Lambda_0$ is sent to infinity, the integral scales like $\int_0^{\Lambda_0} dk k^2/\omega_k \sim \Lambda_0$ and diverges. This effect is specific to ultracold atoms, and Chap. 6 is devoted to a detailed discussion of the proper regularization procedure.

4.1.2 Green’s function perturbation theory and self-consistent Born approximation

The Rayleigh-Schrödinger perturbation theory is a powerful method for obtaining leading-order results for the polaron energy. Unfortunately it becomes intractable rather quickly when higher order terms are included. A more powerful method relies on using Green’s functions. In particular, this approach allows to use self-consistent approximation schemes, of which the self-consistent Born approximation is the most popular one.

An imaginary-time Green’s function formalism for the polaron problem can be set up, see e.g. Refs. [6, 114]. It has been applied to the polaron problem by many authors, see e.g. Ref. [77] for a recent analysis of polarons in dipolar quantum gases. The Green’s function of the impurity reads

$$G(q, i\omega_n) = \left( i\omega_n - \frac{q^2}{2M} - \Sigma(q, i\omega_n) \right)^{-1},$$

where $\omega_n$ are Matsubara frequencies. Within the Born approximation the self-energy $\Sigma(q, i\omega_n)$ is determined by the Feynman diagrams in FIG 4.1 (a) and (b),

$$\Sigma(q, i\omega_n) = g_{IB} n_0 - \beta^{-1} \sum_{i\nu_m} d^3k |V_k|^2 D_0(k, i\nu_m) G_0(q - k, i\omega_n - i\nu_m).$$

Here $\beta^{-1} \sum_{i\nu_m}$ denotes the sum over all phonon Matsubara frequencies $\nu_m = 2\pi m/\beta$, where the inverse temperature $\beta = 1/k_B T$ should be sent to infinity to obtain ground state properties. The free phonon Green’s function is given by

$$D_0(k, i\nu_m) = 2\omega_k \left( (i\nu_m)^2 - \omega_k^2 \right)^{-1}$$

and the free impurity Green’s function reads $G_0(q, i\omega_n) = (i\omega_n - q^2/2M)^{-1}$.

Analytical continuation of the self-energy (4.4) in Born-approximation yields the retarded self-energy (4.5)

$$\Sigma_R(q, \omega) = g_{IB} n_0 - \int d^3k \frac{|V_k|^2}{\omega_k - \omega + (q - k)^2/2M + i0^+}.$$ 

To derive corrections to the polaron ground state energy analytically, we evaluate the self-energy at the free impurity ground state energy. This yields

$$E_0 = \frac{q^2}{2M} + \text{Re}\Sigma_R(q, q^2/2M) = \frac{q^2}{2M} + g_{IB} n_0 - \int d^3k \frac{|V_k|^2}{\omega_k + k^2/2M - qk/M},$$

which coincides with the Rayleigh-Schrödinger result (4.2). For a discussion of Cherenkov radiation in the Green’s function formalism see e.g. Ref. [77]. From Eq. 4.6, the full self-energy can easily be calculated numerically within the Born-approximation.

To extend the perturbative approach beyond the Rayleigh-Schrödinger theory, the self-consistent Born approximation can be employed. It relies on the self-consistent solution of Eq. (4.3), in which $G_0$ is replaced by the dressed Green’s function $G$,

$$\Sigma(q, i\omega_n) = g_{IB} n_0 - \beta^{-1} \sum_{i\nu_m} d^3k \frac{|V_k|^2 D_0(k, i\nu_m)}{i\omega_n - i\nu_m - \Sigma(q - k, i\omega_n - i\nu_m)}.$$
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This approximation corresponds to summing up an infinite number of non-crossing diagrams as shown in FIG. 4.1(c), see e.g. Ref. [114].

Eq. (4.8) can be solved numerically for Σ(q, ω). In order to obtain some analytical insight, we make an additional approximation and consider the following ansatz for the self-energy,

\[ Σ(q, ω) = ε + \frac{q^2}{2W}. \]  

(4.9)

Here ε denotes a correction to the ground state energy and W gives a correction to the impurity mass; for simplicity we ignored the frequency dependence. By analytical continuation of Eq. (4.8) we obtain

\[ ε + \frac{q^2}{2W} = g_{IB}n_0 - \int d^3k \frac{|V_k|^2}{\omega_k - ω + \frac{q^2 k^2}{2M} + ε + i0^-}, \]  

(4.10)

cf. Eq. (4.6). On the right hand side of the equation we introduced the renormalized mass

\[ M^{-1} = M^{-1} + W^{-1}. \]  

(4.11)

As above, we are interested in the self-energy at the frequency ω where the self-consistently determined impurity Green’s function has a pole, \( ω = q^2/2M + ε \). Putting this into Eq. (4.10) and considering \( q = 0 \) first we obtain

\[ ε = g_{IB}n_0 - \int d^3k \frac{|V_k|^2}{\omega_k + \frac{k^2}{2M}}. \]  

(4.12)

To derive the expression for the renormalized mass \( M \) we expand Eq. (4.10) around \( q = 0 \). Comparison of terms of order \( O(q^2) \) on both sides yields

\[ M^{-1} = M^{-1} - \frac{8\pi}{3M} \int_0^{Λ_0} dk \frac{|V_k|^2 k^4}{(\omega_k + \frac{k^2}{2M})^3}. \]  

(4.13)

The resulting ground state energy from the self-consistent Born approximation reads

\[ E_0(q)|_{SCB} = \frac{q^2}{2M} + \text{Re} Σ_0(q, q^2/2M + ε) = g_{IB}n_0 + \frac{q^2}{2M} - \int d^3k \frac{|V_k|^2}{\omega_k + \frac{k^2}{2M}}. \]  

(4.14)

Note that both (4.2) and (4.14) are UV divergent and require introducing the cut-off \( Λ_0 \). From Eq. (4.14) it is apparent that \( M \) corresponds to the effective mass of the polaron.

### 4.2 Exact solution for infinite mass

We start by solving the problem of a localized impurity with an infinite mass \( M \to ∞ \). Although this corresponds to a special case of a static potential for the bosons, the infinite mass limit illustrates how the phonon cloud in a polaron can be described quantitatively. The corresponding Fröhlich Hamiltonian (3.2) now reads

\[ \hat{H} = g_{IB}n_0 + \int d^3k \left[ V_k \left( \hat{a}_k + \hat{a}_{-k}^\dagger \right) + \omega_k \hat{a}_k^\dagger \hat{a}_k \right], \]  

(4.15)

where we assumed an impurity localized at \( r = 0 \). We denote the phonon part of the wavefunction as \( |Ψ_{ph}\rangle_a \) so that the total wavefunction is given by \( |Φ⟩ = |Ψ_{ph}\rangle_a ⊗ \tilde{ψ}^\dagger(0)|0⟩_I \).

To obtain the phonon wavefunction \( |Ψ_{ph}\rangle_a \) of the polaron ground state, we apply a unitary transformation to the Hamiltonian (4.15),

\[ \hat{U} = \exp \left( \int d^3k \alpha_k^\dagger \hat{a}_k + (α_k^\dagger)^* \right). \]  

(4.16)

This transformation describes a coherent displacement of phonon operators,

\[ \hat{U}^\dagger \hat{a}_k \hat{U} = \hat{a}_k + α_k^\dagger. \]  

(4.17)
Using the symmetry $V_{-k}^* = V_k$, the transformed Hamiltonian reads
\[ \hat{U} \hat{H} \hat{U} = g_{IB} n_0 + \int d^3 k \left[ \omega_k \hat{a}_k^\dagger \hat{a}_k + \left( \hat{a}_k^\dagger (V_k + \omega_k \alpha_k^\infty) + \text{h.c.} \right) + V_k (\alpha_k^\infty + (\alpha_k^\infty)^*) + \omega_k |\alpha_k^\infty|^2 \right]. \]  
(4.18)

By choosing $\alpha_k^\infty = -V_k/\omega_k$, the interaction terms linear in $\hat{a}_k^{(1)}$ can be eliminated. The ground state of the resulting Hamiltonian is given by the vacuum $|0\rangle_\alpha$ and its energy is
\[ E_0 = g_{IB} n_0 - \int d^3 k \frac{|V_k|^2}{\omega_k}. \]  
(4.19)

Finally, the infinite-mass polaron wavefunction is
\[ |\Phi\rangle = \exp \left[ - \int d^3 k \frac{V_k}{\omega_k} (\hat{a}_k^\dagger - \hat{a}_k) \right] |0\rangle_\alpha \otimes \hat{\psi}^\dagger (0) |0\rangle_1. \]  
(4.20)

### 4.3 Lee-Low-Pines treatment

Now we turn our attention to mobile impurities with a finite mass $M < \infty$, and consider a translationally invariant polaron model (it may even be a discrete translational invariance). In this case the momentum of the polaron is a conserved quantity (quasimomentum in the lattice case). In a seminal paper Lee, Low and Pines (LLP) \[102\] demonstrated how the conservation of polaron momentum can be made explicit. Using this as a starting point they developed a weak coupling mean field treatment which we will presented in section 4.4. Note that the LLP treatment is quite general. In the main text we present it for the continuum Fröhlich model \[3.2\] and in appendix 10.1.2 we present a generalization of this method for lattice polarons.

To identify the conserved polaron momentum, a unitary transformation is applied which translates bosons (phonons) by an amount chosen such that the impurity is shifted to the origin of the new frame. Translations of the bosons are generated by the total phonon-momentum operator,
\[ \hat{P}_{ph} = \int d^3 k \; k \hat{a}_k^\dagger \hat{a}_k. \]  
(4.21)

Next we would like to restrict ourselves to a single impurity, which in second-quantized notation means that $\int d^3 r \; \hat{\psi}^\dagger (\hat{\psi}) = 1$ in the relevant subspace. The position operator of the impurity is given by $R = \int d^3 r \; \hat{\psi}^\dagger (r) \hat{\psi} (r)$, and the LLP transformation thus reads
\[ \hat{U}_{LLP} = e^{i\hat{S}}, \quad \hat{S} = R \cdot \hat{P}_{ph}. \]  
(4.22)

To calculate the transformed Fröhlich Hamiltonian, let us first discuss transformations of the phonon operators. Because $\hat{a}_k^\dagger$ changes the phonon momentum by $k$, and $R$ can be treated as a complex number from the point of view of phonons, it follows that
\[ \hat{U}_{LLP}^\dagger \hat{a}_k^\dagger \hat{U}_{LLP} = \hat{a}_k^\dagger e^{-i k \cdot R}. \]  
(4.23)

For the impurity we also want to calculate the transformation of creation and annihilation operators in momentum space, defined in the usual way as
\[ \hat{\psi}_q^\dagger = (2\pi)^{-3/2} \int d^3 r \; e^{-i q \cdot r} \hat{\psi}^\dagger (r). \]  
(4.24)

Now it is easy to show that the LLP transformation corresponds to a shift in momentum for the impurity,
\[ \hat{U}_{LLP}^\dagger \hat{\psi}_q^\dagger \hat{U}_{LLP} = \hat{\psi}_q^\dagger + \hat{P}_{ph}. \]  
(4.25)

The transformation $\hat{U}_{LLP}$ defines the Fröhlich Hamiltonian in the polaron frame,
\[ \hat{H} := \hat{U}_{LLP}^\dagger \hat{H} \hat{U}_{LLP} = g_{IB} n_0 + \int d^3 k \left[ \omega_k \hat{a}_k^\dagger \hat{a}_k + V_k \left( \hat{a}_k^\dagger + \hat{a}_k \right) \right] + \frac{1}{2M} \int d^3 q \; \hat{\psi}_q^\dagger \hat{\psi}_q \left( q - \int d^3 k \; k \hat{a}_k^\dagger \hat{a}_k \right) \right)^2. \]  
(4.26)
It is easy to see that for a single impurity atom $q$ corresponds to the conserved total momentum of the polaron. From now on we will omit the $\hat{\psi}_q^\dagger \hat{\psi}_q$ part and write only the phonon part of the Hamiltonian.

Elimination of the impurity degrees of freedom from the problem comes at the cost of introducing a non-linearity for phonon operators. It describes interactions between the phonons, mediated by the mobile impurity. The corresponding coupling constant is given by the (inverse) impurity mass $M^{-1}$. Thus we conclude that, in order to characterize the polaron problem, two dimensionless coupling constants $\alpha$ and $m_B/M$ are important.

### 4.4 Weak coupling mean-field theory

Next we present the mean-field (MF) solution of the polaron problem in the weak coupling limit, originally suggested by Lee, Low and Pines (LLP) \[102\] as a variational method. In a nutshell, the ground state of the LLP Hamiltonian (4.26) is approximated by a variational ansatz of coherent phonon states. This state is closely related to the state in Eq.(4.20) obtained for an immobile impurity, but importantly the conservation of total momentum is taken into account. Let us note that, initially, Lee, Low and Pines considered their MF ansatz as an all-coupling approach. However, as will be clarified in chapter 5, it does not capture well the strong coupling polaron regime at large couplings $\alpha$.

First, to understand under which conditions the system is weakly coupled, let us study the Fröhlich Hamiltonian in the polaron frame Eq.(4.26) more closely. We observe that in two cases (4.26) is exactly solvable. The first case corresponds to small interaction strength $\alpha \ll 1$. In this case we can approximate $V_k \approx 0$. Hence $[\hat{H}_q, \hat{a}_k^\dagger \hat{a}_k] = 0$, and the Hamiltonian is diagonalized in the phonon-number basis (in $k$-space). The second case corresponds to the large mass $M \to \infty$, when the phonon non-linearity can be discarded. Let us estimate under which conditions this is justified. To this end we consider the case $q = 0$ for simplicity and note that the characteristic phonon momentum is $\xi^{-1}$. We may thus neglect the last term in Eq.(4.26) provided that $1/(2M\xi^2) \ll c/\xi$, where $c/\xi = E_{ph}$ is the characteristic phonon energy, see Eq.(3.19). Thus we arrive at

$$\alpha \ll 1 \quad \text{or} \quad M \gg m_B/\sqrt{2} \quad \text{(weak coupling)}. \quad (4.27)$$

We note that analysis in Ref. \[56\] also showed that perturbation theory becomes asymptotically exact in the limit of small impurity masses $M \to 0$.

To solve for the ground state of Eq.(4.26) in the weak coupling regime, we start from the solution for $M \to \infty$. We solved that case exactly by a coherent displacement operator in Sec.4.2. In the case of a finite mass $M < \infty$ we can use an analogous wavefunction as a variational MF ansatz,

$$|\psi_{\text{MF}}\rangle = \exp \left( \int d^3k \, \alpha_k^{\text{MF}} \hat{a}_k^\dagger - \text{h.c.} \right) |0\rangle = \prod_k |\alpha_k^{\text{MF}}\rangle. \quad (4.28)$$

We emphasize that this simple factorizable wavefunction is formulated in the polaron frame, in the lab frame the MF state reads $|\Phi_{\text{MF}}\rangle = \hat{U}_{\text{LLP}} |\psi_{\text{MF}}\rangle \otimes \hat{\psi}_q^\dagger |0\rangle$.

The coherent amplitudes $\alpha_k^{\text{MF}}$ should be chosen such that the variational MF energy functional $\mathcal{H}_{\text{MF}}(q) = \prod_k \langle \alpha_k^{\text{MF}} | \hat{H}_q | \alpha_k^{\text{MF}} \rangle$ is minimized. This yields self-consistency equations for the ground state polaron

$$\alpha_k^{\text{MF}} = \frac{V_k}{\Omega_k^{\text{MF}}[\alpha_k^{\text{MF}}]} - \frac{k^2}{2M} - \frac{1}{M} \langle q - P_{\text{ph}}^{\text{MF}}[\alpha_k^{\text{MF}}] \rangle, \quad (4.29)$$

Here we introduced the renormalized phonon dispersion in the polaron frame, which reads

$$\Omega_k^{\text{MF}} = \omega_k + \frac{k^2}{2M} - \frac{1}{M} \langle q - P_{\text{ph}}^{\text{MF}}[\alpha_k^{\text{MF}}] \rangle, \quad (4.30)$$

where $P_{\text{ph}}^{\text{MF}}[\alpha_k^{\text{MF}}]$ denotes the MF phonon momentum,

$$P_{\text{ph}}^{\text{MF}}[\alpha_k^{\text{MF}}] = \int d^3k \, k |\alpha_k^{\text{MF}}|^2. \quad (4.31)$$
In the following paragraphs, we will discuss different aspects of the weak coupling MF solution. After simplifying the MF self-consistency equations, we calculate the polaron mass and its energy. From now on, for simplicity, we consider only real-valued scattering amplitudes $V_k \in \mathbb{R}$, which is the case relevant to our model – see Eq. (3.4) – and without loss of generality we assume that $q = (q, 0, 0)^T$ is directed along $e_x$ with $q > 0$.

4.4.1 Self-consistency equation

The infinite set of self-consistency equations (4.29) can be reduced to a single equation for $P_{\text{ph}}^{MF} = P_{\text{ph}}^{MF} e_x$, which is directed along the $x$-axis by symmetry. Using spherical coordinates one can perform angular integrals in Eq.(4.31) analytically and we find

$$P_{\text{ph}}^{MF} = \frac{2\pi M^2}{(q - P_{\text{ph}}^{MF})^2} \int_0^\Lambda_0 dk V_k^2 k \left[ \frac{2\left(\omega_k + \frac{k^2}{2M}\right)}{\omega_k + \frac{k^2}{2M}} \frac{k}{M} (q - P_{\text{ph}}^{MF})^2 + \log \left(\frac{\omega_k + \frac{k^2}{2M} - \frac{k}{M} (q - P_{\text{ph}}^{MF})}{\omega_k + \frac{k^2}{2M} + \frac{k}{M} (q - P_{\text{ph}}^{MF})}\right) \right].$$

(4.32)

This equation can be solved numerically to obtain $P_{\text{ph}}^{MF}$.

It is natural to expect that the phonon momentum never exceeds the total system momentum, i.e. $P_{\text{ph}}^{MF} \leq q$. To show this rigorously, we note that Eq.(4.32) is of the form $P_{\text{ph}}^{MF} = f(q - P_{\text{ph}}^{MF})$ where $f$ is some function. Furthermore we read off from Eq.(4.32) that $f$ is anti-symmetric, $f(P_{\text{ph}}^{MF} - q) = -f(q - P_{\text{ph}}^{MF})$. We will now assume that a solution $P_{\text{ph}}^{MF} > q$ exists and show that this leads to a contradiction. To this end let us first note that for vanishing interactions, $P_{\text{ph}}^{MF} = 0 < q$ is the solution. Then, assuming that the solution $P_{\text{ph}}^{MF}$ depends continuously on the interaction strength $g_B \sim V_k$, we conclude that at some intermediate value of $g_B$ the solution has to be $P_{\text{ph}}^{MF} = q$. This leads to a contradiction since $f(P_{\text{ph}}^{MF} = q - P_{\text{ph}}^{MF}) = f(0) = -f(0) = 0 \neq q$.

4.4.2 Polaron energy

The first physical observable which we easily obtain from the MF solution is the variational polaron energy. At the saddle-point, i.e. for $\alpha_{MF}^k$ from Eq. (4.29), the energy functional is given by

$$E_0(q|\alpha_{MF}^k) = \frac{q^2}{2M} - \frac{(P_{\text{ph}}^{MF})^2}{2M} + g_B n_0 - \int_0^\Lambda_0 d^3k \frac{V_k^2 k^2}{\Omega_{\text{MF}}^k}.$$  

(4.33)

Figure 4.2: The polaron ground state energy $E_0$, calculated from the regularized mean-field theory Eq. (4.33), is shown as a function of the coupling constant $\alpha$. Various impurity-boson mass ratios, $M/m_B = 20$ (bottom curve), $M/m_B = 5$, $M/m_B = 2$ and $M/m_B = 1$ (top curve) are considered. Other parameters are $n_0 = 1 \times 10^{-3}$, $q = 0$ and we used a sharp momentum cut-off at $\Lambda_0 = 2 \times 10^3/\xi$ where Eq. (4.33) is sufficiently converged to its value at $\Lambda_0 = \infty$. 
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Note that we introduced a sharp momentum cut-off at $\Lambda_0$ in the integral on the right hand side. This is necessary because the integral in Eq. (4.33) is UV-divergent and scales linearly with $\Lambda_0$. We will discuss in detail in chapter 6 why such UV divergences appear and how they should be regularized. There we derive the regularized result,

$$E_0(q)_{\text{reg}}^{\text{MF}} = \frac{q^2}{2M} \left(\frac{P_{\text{ph}}^{\text{MF}}}{2M}\right)^2 + \frac{2\pi a_{1B} n_0}{m_{\text{red}}} - \int_{\Lambda_0} d^3 k \frac{V_k^2}{\Omega_k^{\text{MF}}} + \frac{4a_{1B}^2 \Lambda_0 n_0}{m_{\text{red}}}.$$  (4.34)

In FIG. 4.2 we show the resulting polaron energies as a function of the interaction strength and using different mass ratios $M/m_B$ (after regularization of the UV divergence).

The perturbative result in Eq. (4.32) is correctly reproduced by MF polaron theory because $P_{\text{ph}}^{\text{MF}} = O(\alpha)$, see Eq. (4.33). Moreover we see that in the spherically symmetric case of vanishing polaron momentum $q = 0$ we find $P_{\text{ph}}^{\text{MF}} = 0$ and thus, remarkably, MF theory is equivalent to lowest-order perturbation theory in this case [59].

### 4.4.3 Polaron mass

In the following we show how the phonon momentum $P_{\text{ph}}$ can be used to calculate the polaron mass $M_p$. To this end, we note that the polaron velocity is given by $v_p = q/M_p$, where we assumed that in the ground state the full momentum of the system, $q$, is carried by the polaron (instead of being emitted). On the other hand, polaron and impurity position coincide at all times, so $v_I = v_p$.

The momentum $q_I$ carried by the bare impurity can be calculated from the total momentum $q$ by subtracting the phonon momentum $P_{\text{ph}}$, i.e. $q_I = q - P_{\text{ph}}$. This is a direct consequence of the conservation of total momentum. Furthermore, the average impurity velocity is given by $v_I = q_I/M$ and we thus arrive at the MF expression

$$\frac{M}{M_p^{\text{MF}}} = 1 - \frac{P_{\text{ph}}^{\text{MF}}}{q}.$$  (4.35)

An alternative way of calculating the polaron velocity is to assume that the polaron forms a wavepacket with average momentum $q$. Thus $v_p = \partial_q E_0(q)_{\text{MF}}$, and using the self consistency equations (4.29) and (4.31) a simple calculation yields

$$v_p = \frac{d E_0(q)_{\text{MF}}}{dq} = \frac{1}{M} \left( q - P_{\text{ph}}^{\text{MF}} \right).$$  (4.36)

Assuming a quadratic polaron dispersion $E_0(q)_{\text{MF}} = q^2/(2M_p)$ we obtain (4.35) again and this result completely agrees with the semiclassical argument given above. Note however that the semiclassical argument in equation (4.35) is more general because it does not rely on the particular variational state we select.

It is instructive to compute the polaron mass perturbatively in $\alpha$. To this end we expand the perturbative ground state energy Eq. (4.32) to second order in $q$ (around $q = 0$) and obtain

$$M_p^{-1} = M^{-1} = \frac{8\pi}{3} M^{-2} \int_0^{\Lambda_0} dk \frac{k^4 V_k^2}{(\omega_k + \frac{k^2}{M})} + O(\alpha^2).$$  (4.37)

The same expansion can be derived straightforwardly from Eq.(4.35) using the MF expression (4.34) for the total phonon momentum $P_{\text{ph}}^{\text{MF}}$.

In FIG. 4.3 we show the dependence of the MF polaron mass on the coupling strength $\alpha$. We find a linear dependence

$$M_p^{\text{MF}} = M \propto \alpha.$$  (4.38)

When decreasing the bare impurity mass, the ratio $M/M_p^{\text{MF}}$ decreases as well, i.e. the smaller the bare impurity mass the larger the renormalization of the polaron mass. This is in accordance with our expectation that the polaron becomes strongly coupled when the mass ratio $m_B/M$ becomes large. Comparison to the perturbative polaron mass in FIG. 4.3 shows strong qualitative differences to MF, in a striking contrast to the overall polaron energy. Around some critical coupling strength, in this case $\alpha \approx 6$, the perturbative result shows an unphysical divergence of the polaron mass.
Figure 4.3: Polaron mass $M_p/M$ as a function of the coupling strength $\alpha$ for different mass ratios $M/m_B = 1$ (red) and $M/m_B = 5$ (blue). Other parameters are $q/Mc = 0.01$ and $\Lambda_0 = 2 \times 10^3/\xi$. We show MF calculations (solid) and compare them to the perturbative result (dashed) from Eq. (4.37), showing an unphysical divergence of the polaron mass. We also show predictions of the strong coupling approximation (dash-dotted) from Eq. (4.46). The dotted gray line shows the result of the self-consistent Born approximation, see Eq. (4.13), for $M/m_B = 1$.

4.5 Strong coupling Landau-Pekar approach

Next we review the strong coupling polaron wavefunction, originally introduced by Landau and Pekar [1,2] (see also G. R. Alcock in Ref. [115]). We will summarize its application to the problem of an impurity in a BEC, which was discussed in Ref. [71]. From the very beginning it is worth pointing out that the strong coupling approximation does not capture correctly the UV divergence of the Fröhlich model of BEC polarons. This leads us to conclude that – in contrast to common assumptions – the Landau-Pekar wavefunction does not always provide an exact treatment of the strong coupling regime (even though it has been demonstrated to be accurate in the case of optical phonons in solid state systems).

The idea of the strong coupling treatment is to assume a factorizable wavefunction for the impurity and the phonons, which is justified for strong interactions. This assumption is natural in the case of a heavy impurity, when phonons can follow the impurity adiabatically. Similar to the Born-Oppenheimer approximation used to describe molecular binding, where electrons instantly adjust to the positions of the atomic nuclei, the phonons can instantly adjust to a change of the position $\hat{r}$ of the heavy impurity. We can derive the regime of validity of this approximation by comparing the typical impurity energy $1/2M\xi^2$ to characteristic phonon energies $c/\xi$. The impurity can be considered as slow when $1/2M\xi^2 \ll c/\xi$, leading to the condition $M \gg m_B$.

As the impurity mass is decreased, fluctuations of the impurity position may become important. However, they are suppressed when $V_k$ is large (i.e. when $\alpha$ is large). Therefore the wavefunction can be taken as factorizable when either the impurity is heavy or the coupling constant $\alpha$ is sufficiently large,

$$\alpha \gg 1 \quad \text{or} \quad M \gg m_B \quad \text{(strong coupling)}.$$  \hspace{1cm} (4.39)

Note that this implies that strong and weak coupling regimes overlap in the case of large impurity mass $\ddagger M \gg m_B$, see FIG. 2.1.

Mathematically the starting point for the strong coupling treatment is the Fröhlich Hamiltonian Eq. (3.2). The strong coupling wavefunction has a product form,

$$|\Phi_{sc}\rangle = |\Psi_{\text{ph}}\rangle_a \otimes \int d^3r \ \psi_{sc}(r) \ \hat{\psi}^\dagger(r) |0\rangle_1,$$  \hspace{1cm} (4.40)

\ddagger Here we use the term strong coupling to denote the entire regime of parameters where the polaron wavefunction factorizes. In the solid-state literature on polarons this term is attributed only to a parameter regime where interactions are strong and when the fast impurity follows the slow motion of phonons adiabatically. We thank J.T. Devreese and S. N. Klimin for pointing this out.
where $|\Psi_{\text{ph}}\rangle_a$ is the phonon wavefunction and $|\psi_{\text{sc}}\rangle_1$ the impurity state. The first step consists of solving the phonon problem for a given, but arbitrary impurity state $|\psi_{\text{sc}}\rangle_1$.

The effective phonon Hamiltonian has a form

$$\hat{H}_{\text{ph}} = \int d^3k \, \hat{V}_k \left( \hat{a}_k + \hat{a}_k^\dagger \right) + \omega_k \hat{a}_k^\dagger \hat{a}_k, \quad (4.41)$$

where the effective interaction is defined by $\hat{V}_k = \hat{V}_k \, \langle \psi_{\text{sc}} | e^{i \mathbf{k} \cdot \mathbf{r}} | \psi_{\text{sc}} \rangle$, with $\hat{V}_{-k} = \hat{V}_k^*$. This Hamiltonian corresponds to an immobile polaron and can easily be solved by coherent states as described in Sec 4.2.

$$|\Psi_{\text{ph}}\rangle_a = \prod_k |\beta_k\rangle, \quad \beta_k = -\tilde{V}_k / \omega_k. \quad (4.42)$$

The phonon energy is given by $E_{\text{ph}}[|\psi_{\text{sc}}\rangle_1] = -\int d^3k \, |\tilde{V}_k|^2/\omega_k$, and it depends on the particular choice of impurity function. This corresponds to an effective potential seen by the impurity, to which it can slowly adjust.

To make further progress, a variational ansatz is made for the impurity wavefunction. Motivated by the idea that the effective potential due to the phonon cloud can localize the impurity, one introduces a normalized Gaussian wavefunction to approximate the polaron ground state,

$$\psi_{\text{sc}}(r) = \pi^{-3/4} \lambda^{-3/2} e^{-\frac{r^2}{2\lambda^2}}. \quad (4.43)$$

Here $\lambda$ is a variational parameter, describing the spatial extend of the impurity wavefunction.

### 4.5.1 Polaron energy

The total energy

$$E_0|_{\text{sc}} = g_B n_0 + \langle \psi_{\text{sc}} | \frac{\nabla^2}{2M} | \psi_{\text{sc}} \rangle - \int d^3k \, |\tilde{V}_k|^2/\omega_k \quad (4.44)$$

can be expressed in terms of $\lambda$. It was shown in [71] that for the BEC polaron

$$E_0(\lambda)|_{\text{sc}} = g_B n_0 + \frac{3}{4M \lambda^2} - \frac{\sqrt{2}}{\sqrt{\pi}} \alpha \mu/ M \lambda^2 \left[ 1 - \sqrt{\pi} \lambda e^{\lambda^2/\xi^2} \left( 1 - \text{erf}(\lambda/\xi) \right) \right]. \quad (4.45)$$

which can be easily minimized numerically. Here erf(x) denotes the error function and the dimensionless quantity $\mu$ is defined as $\mu = M m_B/(4m_B^2 \alpha)$. A word of caution is in order about this energy and the strong coupling approach in general. The polaronic contribution $E_p$ to the energy in Eq. (4.43), defined as $E_p = E_0 - g_B n_0$, is UV convergent, in fact the cut-off $\Lambda_0 = \infty$ was used in the calculations. At first sight this might seem desirable, however as will be shown in chapter 6 consistency requires the polaronic energy $E_p$ to have a diverging energy towards negative infinity. This was indeed what we found in the MF case, see Eq. (4.33).

Thus the resulting variational energy (4.45) of the strong coupling wavefunction is higher than the true ground state energy by a large cut-off dependent amount (infinite when the UV cut-off $\Lambda_0$ is sent to infinity)! The reason is that interactions with high-momentum phonons are exponentially suppressed in the effective scattering amplitude $\tilde{V}_k$, in contrast to the bare amplitude $V_k$. Hence the strong coupling energy can not be compared one-by-one to properly regularized polaron energies, and more reliable strong coupling impurity wavefunctions $\psi_{\text{sc}}(r)$ should be employed.

### 4.5.2 Polaron mass

By modifying the variational wavefunction (4.43) to a wavepacket describing finite polaron momentum, an expression for the polaron energy was derived [71]. Using the equations in Ref. [71] we arrive at the following expression for the strong coupling polaron mass,

$$M_{\text{pc}} = M + m_B \frac{\alpha}{3\sqrt{2\pi}} \left( 1 + \frac{m_B}{M} \right)^2 \left[ -2 \frac{\lambda}{\xi} + \sqrt{\pi} \left( 1 + \frac{2\lambda^2}{\xi^2} \right) e^{\lambda^2/\xi^2} \left( 1 - \text{erf}(\lambda/\xi) \right) \right]. \quad (4.46)$$
A surprising feature of equation (4.46) is that the strong coupling polaron mass follows the same power-law $M_{sc}^k = M \propto \alpha$ as MF theory for large $\alpha$ (this can be checked by expanding $\lambda$ in powers of $\alpha^{-1}$). Thus in the strong coupling regime both predictions differ only in the prefactor of this power-law. We will show some numerical results for the strong coupling polaron mass in the following chapters, and refer interested readers to Ref. [71] for further discussion.

4.6 Feynman path integral approach

So far we were only concerned with limiting cases of either strong or weak coupling. An important question is how these two regimes are connected, and how the polarons look like at intermediate couplings. To address this question, Feynman applied his path-integral formalism and developed a variational all-coupling polaron theory [103], which we will now summarize.

Feynman’s conceptual starting point is the imaginary-time path-integral for the Fröhlich Hamiltonian (4.2), with a single impurity. For a system at finite temperature a variational all-coupling polaron theory which we will now summarize.

Calculating the full path integral of the remaining action is still a difficult task because of retardation effects. To proceed, Feynman introduced a variational principle. To this end he replaced the exponential function, it holds $S \approx \text{true action}$ because

$$e^{-\beta F} = \int D\tau_0 \prod_k D\alpha_k(\tau) e^{-S[r(\tau), \alpha_k(\tau)]},$$

(4.47)

Because $S[r(\tau), \alpha_k(\tau)]$ is quadratic in the phonons, they can be integrated out analytically (see textbooks [114, 116]). The free energy is then given by $e^{-\beta F} = \int D\tau e^{-S[r(\tau)]}$, with an effective action $S[r(\tau)]$ including retardation effects due to phonon-phonon interactions. For the Bogoliubov-Fröhlich Hamiltonian (4.2) one obtains [60, 117]

$$S[r(\tau)] = \int_0^\beta d\tau M \frac{L^2(\tau)}{2} - \int d^3k \frac{|V_k|^2}{2} \int_0^\beta d\tau \int_0^\beta d\sigma \ G(\omega_k, |\tau - \sigma|) e^{i k \cdot (r(\tau) - r(\sigma))},$$

(4.48)

where the Green’s function of the Bogoliubov phonons reads

$$G(\omega, u) = \frac{\cosh (\omega (u - \beta/2))}{\sinh (\beta \omega/2)}.$$

(4.49)

4.6.1 Jensen-Feynman variational principle

Calculating the full path integral of the remaining action is still a difficult task because of retardation effects. To proceed, Feynman introduced a variational principle. To this end he replaced the true action $S[r(\tau)]$ by a simpler variational model action $S_0[r(\tau)]$. Because of the convexity of the exponential function, it holds $\langle e^{F} \rangle \geq e^{\langle F \rangle}$ according to Jensen’s inequality. Using $e^{-S_0[r(\tau)]}$ as a positive weight, with

$$\langle f[r(\tau)] \rangle_0 = e^\beta F_0 \int D\tau e^{-S_0[r(\tau)]} f[r(\tau)]; \quad e^{-\beta F_0} = \int D\tau e^{-S_0[r(\tau)]},$$

this leads to

$$\int D\tau e^{-S[r(\tau)]} \geq \int D\tau e^{-S_0[r(\tau)]} \exp [- (S[r(\tau)] - S_0[r(\tau)])]$$

$$\geq \int D\tau e^{-S_0[r(\tau)]} \exp [- (S[r(\tau)] - S_0[r(\tau)])_0].$$

In terms of the free energy the last result reads,

$$F \leq F_0 + \frac{1}{\beta} \langle S - S_0 \rangle_0.$$

(4.50)

In order to find an optimal variational action $S_0$ the right hand side of this equation has to be minimized.
4.6.2 Feynman’s trial action

Feynman started by applying the simplest trial action, which includes only the kinetic energy of the impurity,

\[ S_0^{(0)} = \int_0^\beta d\tau \frac{M \dot{r}^2(\tau)}{2}. \]  

(4.51)

He showed [103] that \( S_0^{(0)} \) yields a ground state energy \( E_0 (\beta \to \infty) \) which corresponds to perturbation theory in the coupling constant \( \alpha \).

Next, Feynman included a static potential \( V(r) \) in the action, the strength of which had to be determined variationally,

\[ S_0^{(sc)} = \int_0^\beta d\tau \frac{M \dot{r}^2(\tau)}{2} + \int_0^\beta d\tau V(r(\tau)). \]

(4.52)

He suggested to use either a Coulomb potential, \( V_C(r) = Z/r \), or a harmonic potential, \( V_h(r) = kr^2 \), with \( k \) and \( Z \) being variational parameters. Using the harmonic variational potential Feynman reproduced Landau and Pekar’s strong coupling result with a Gaussian trial wavefunction \( \psi_{sc}(r) \) for the impurity (cf. Eq. (4.49)). In the case of the Coulomb potential he found an exponential trial wavefunction \( \psi_{sc}(r) \sim e^{-\alpha \cdot r^2} \).

The main shortcoming of the trial action (4.52) is that the translational symmetry is explicitly broken by the potential. Note that the same is true for Landau and Pekar’s strong coupling theory. However, to describe correctly the cross-over from a translationally invariant, weakly interacting impurity to the self-trapped strong coupling polaron, a fully translationally invariant trial action should be chosen.

Feynman achieved this by considering a mobile impurity which is coupled to a fictitious mobile mass \( m \). The idea is that the second mass \( m \) models the cloud of phonons which follows the impurity in the polaron state. To obtain an efficient trial action \( S_0 \) for the impurity alone, the second mass is then integrated out. This can be done analytically if a harmonic coupling with spring constant \( mw^2 \) is considered. Then \( m \) and \( w \) are treated as variational parameters.

Thus, the starting point is the full action

\[ S_0[r(\tau), x(\tau)] = \int_0^\beta d\tau \frac{M \dot{r}^2(\tau)}{2} + \int_0^\beta d\tau mw \ddot{x}^2(\tau) + \int_0^\beta d\tau \frac{1}{2} mw^2 |r(\tau) - x(\tau)|^2, \]

(4.53)

where \( x(\tau) \) describes the trajectory of the second mass \( m \). Integrating out the second coordinate \( x(\tau) \) yields Feynman’s famous trial action for the polaron [93, 103],

\[ S_0^{(F)}[r(\tau)] = \int_0^\beta d\tau \frac{M \dot{r}^2(\tau)}{2} + \frac{mw^2}{8} \int_0^\beta d\tau \int_0^\beta d\sigma \left| G(w, |\tau - \sigma|) |r(\tau) - r(\sigma)| \right|^2. \]

(4.54)

The evaluation of the variational free energy \( F_{var} = F_0 + \frac{1}{\beta}(S - S_0)_0 \), see Eq. (4.50), can be performed analytically. In Refs. [93, 118] it was shown that for the Bogoliubov–Fröhlich polaron one obtains

\[ F_{var} = \frac{3}{\beta} \left\{ \log \left[ 2 \sinh \left( \frac{\beta \Omega}{2} \right) \right] - \log \left[ 2 \sinh \left( \frac{\beta w}{2} \right) \right] - \frac{1}{2} \frac{m}{M + m} \left[ \frac{\beta \Omega}{2} \coth \left( \frac{\beta \Omega}{2} \right) - 1 \right] \right\} - \frac{3}{2\beta} \log \left[ \frac{M + m}{M} \right] - \int d^3 k \frac{1}{|V_h|^2} \int_0^\beta du \left( 1 - \frac{u}{\beta} \right) |G(\omega_k, u)\rangle |M_{m, \Omega}(k, u)|. \]

(4.55)

Here \( \Omega = w \sqrt{1 + m/M} \) and the memory function is defined as

\[ M_{m, \Omega}(k, u) = \exp \left[ -\frac{k^2}{2(M + m)} \left( u - \frac{w^2}{\beta} + \frac{m}{M} \cosh \left( \frac{\Omega \beta}{2} \right) - \cosh \left( \frac{\Omega \beta}{2} - u \right) \right) \right]. \]

(4.56)

In the case of (Einstein) optical phonons, where \( \omega_k = \omega \) is independent of \( k \), Feynman’s all-coupling theory (4.54) yields very accurate results [104]. However, as we will discuss below in chapter 7, large discrepancies between Feynmann’s variational solution and Monte-Carlo results
are found for the Bogoliubov-Fröhlich polaron. The main shortcoming of Feynman’s ansatz in this case is that it can not describe all phonon modes accurately since it only has two variational parameters. A possible way around this limitation would be to consider a trial quadratic action in the spirit of Eq. (4.53) but assume auxiliary masses $m_k$ with corresponding $k$-dependent spring constants $w_k$. A dependence of the masses $m_k$ on the Matsubara frequency could also be considered.

### 4.6.3 Polaron mass

So far we only discussed how the polaron ground state energy (or, for finite temperatures, its free energy $F$) can be calculated using the path-integral formalism. Now we turn to the effective mass of the polaron. One way of calculating the effective polaron mass is to derive the polaron energy $E(q)$ for a given total system momentum $q$. Feynman notes, however, that he could not find a generalization of his variational path integral formalism to this case [103]. Indeed we see that after applying the Lee-Low-Pines transformation to obtain the total polaron momentum as a conserved quantity, see Sec. 4.3, the resulting Hamiltonian is no longer quadratic in the phonon operators. Thus phonons can not be integrated out easily anymore.

Alternatively Feynman derived the polaron mass $M_p$ for small momenta from the asymptotic form of the partition function, 

$$
\frac{1}{d} \int d^d k \left| V_k \right|^2 \int_0^\infty du \, e^{-\omega_k u^2} \lim_{\beta \to \infty} M_{m,\Omega}(k, u) \tag{4.58}
$$

for zero temperature.

Feynman notes that the variational mass parameter $m$ in the trial action (4.54) gives a reasonable approximation for the actual polaron mass, $M_p \approx m$. However, in the case of the Bogoliubov-Fröhlich model (3.2) this approximation is rather poor even in the weak coupling limit [55, 60, 70]. It is thus advisable to always use the full expression (4.58) when calculating the polaron energy.

### 4.7 Monte Carlo approaches

One of the first Monte Carlo (MC) approaches was developed by Becker et al. in Ref. [119]. The authors started from Feynman’s expression for the polaron partition function (4.48) where phonons have already been integrated out. Then they used a classical MC method to perform the remaining multi-dimensional integrals. Their results for electrons interacting with optical phonons were found to be in excellent agreement with Feynman’s variational calculations [104]. As for the Feynman’s method, the disadvantage of using the effective action Eq. (4.48) with phonons being integrated out is that the polaron momentum $q$ can not be modified.

This difficulty was overcome by Prokof’ev and Svistunov [88] who developed a diagrammatic quantum Monte Carlo method, see also Ref. [54]. They were able to calculate the full polaron dispersion relation $E_0(q)$, which can be used to compute the effective polaron mass. Recently the diagrammatic MC procedure was also applied to the Bogoliubov-Fröhlich polaron model (3.2), where substantial deviations from Feynman’s path integral approach were found [105]. We will discuss these results below in chapter 7 and compare them to the RG method, which we introduce in the next chapter.

In the diagrammatic quantum MC method [88, 105] the imaginary-time impurity Green’s function is calculated exactly (i.e. with a controlled stochastical error),

$$
G(q, \tau) = \langle 0 | e^{i \hat{H}_\tau} \hat{\psi}_q e^{-i \hat{H}_\tau} \hat{\psi}_q^\dagger (0) | 0 \rangle \quad \tau \geq 0. \tag{4.59}
$$

Here $q$ is the polaron momentum, $\hat{H}$ is the Fröhlich Hamiltonian [322] and $\hat{\psi}_q^\dagger$ denotes the Fourier transform of the impurity field operator $\hat{\psi}_q^\dagger (r)$. From the asymptotic behavior at large imaginary times,

$$
G(q, \tau \to \infty) \longrightarrow Z(q) \exp \left[ - (E_0(q) - \mu) \tau \right], \tag{4.60}
$$

$$
Z(q) = \int_0^\infty \frac{d \tau}{\tau} \exp \left[ - (E_0(q) - \mu) \tau \right]. \tag{4.61}
$$
the polaron dispersion relation \( E_0(q) \) and the quasiparticle weight \( Z(q) \) can be obtained.

To calculate \( G(q, \tau) \) it is written as an infinite-order perturbation series of Feynman diagrams. They consist of the free impurity propagator \( G^{(0)}(p, \tau_2 - \tau_1) = -\theta(\tau_2 - \tau_1) e^{-\left(p^2/2M - \mu\right)(\tau_2 - \tau_1)} \) (with \( \mu \) a tunable chemical potential and \( \theta(\tau) \) the step function), the free phonon propagator \( D^{(0)}(k, \tau) = -\theta(\tau) e^{-\omega_k \tau} \) and the impurity-phonon scattering amplitude \( V_k \). Thus, formally it may be written as

\[
G(q, \tau) = \sum_{m=0}^{\infty} \sum_{\text{diagrams}} \int_{\text{four-momenta}} d^4p_1...d^4p_m \ F(q; \tau; \xi_m; p_1, ..., p_m), \tag{4.61}
\]

where \( m \) denotes the order of a specific diagram with topology \( \xi_m \). The four-momenta \( p_j = (\tau_j, p_j) \) label the phonon momenta at imaginary time \( \tau_j \).

Prokof’ev and Svistunov developed a MC method which allows to evaluate an expression of the form \( \tag{4.61} \) stochastically. Eq. \( \tag{4.61} \) involves integrals with a variable number \( m \) of integration variables, which is not included in usual MC methods for the evaluation of multi-dimensional integrals. Therefore they had to develop a Metropolis-like prescription allowing to change between different diagram orders during the MC calculation.
Extending theoretical description of Fröhlich polarons to intermediate coupling strengths requires taking into account correlations between phonons arising from their interaction with the impurity. Such correlations are absent in both the variational mean-field (MF) wavefunction (see Sec. 4.4) and the Landau-Pekar strong coupling wavefunction (see Sec. 4.5). Effects of quantum fluctuations are at the heart of intermediate coupling polaron physics. Here we present an all-coupling theory for the Fröhlich polaron, based on the renormalization group (RG) approach [55]. We apply this method to describe mobile impurity atoms immersed in a BEC using the Bogoliubov-Fröhlich Hamiltonian (3.13) as a starting point.

When the coupling strength $\alpha \gtrsim 1$ becomes large and the mass ratio $M/m_B \lesssim 1/\sqrt{2}$ becomes small, MF theory becomes inaccurate. Recent quantum Monte Carlo (MC) calculations [105] have shown extremely large deviations of the ground state energy from MF predictions already for small couplings. Comparison of MC results with the mean-field calculations for the Bogoliubov-Fröhlich model is shown in FIG. 5.1. While the MC method [53] is considered to be the most reliable approach for analyzing polaron problems, the analytical insights gained from it are limited.

The RG approach presented in this chapter accomplishes two main tasks. Firstly it describes the polaron quantitatively all the way from weak to strong coupling. It does so much more efficiently than other analytical approaches, thus providing a numerically convenient method. Secondly, it yields important new analytical insights. In particular in the case of the Bogoliubov-Fröhlich Hamiltonian (in three dimensions) the Monte Carlo analysis exhibited a logarithmic UV divergence. Analytic insights gained from the RG method allow us to understand the physical origin of this divergence (see Chapter 6). As shown in FIG. 5.1 the RG approach yields polaron energies which are in excellent agreement with MC results in the weak and intermediate coupling regimes.

The RG method introduced in this chapter builds upon the MF approach to the polaron problem, see Sec. 4.4, by including quantum fluctuations on top of the MF state. In this way correlations between phonons at different momenta are taken into account. The RG formalism relies on a hierarchy of energy scales of phonons with different momenta. This allows to implement

![Figure 5.1: The polaronic contribution $E_p = E_0 - 2\pi a_0 m_0 \lambda_0^{-1}$ to the ground state energy of an impurity immersed in a BEC is shown. It corresponds to the ground state energy of the Fröhlich Hamiltonian after the linear power-law divergence predicted by MF theory is regularized. Results from Feynman path-integral calculations and diagrammatic Monte Carlo (MC) calculations – both taken from Ref. [105] – are compared to MF theory, the RG approach and to variational correlated Gaussian wavefunctions (CGWs) [57]. The results are sensitive to the value of the UV momentum cut-off $\Lambda_0$, here $\Lambda_0 = 2000/\xi$. Other parameters are $M/m_B = 0.26316$ and $q = 0$. The figure was taken from Ref. [55].](image-url)
an iterative construction of the ground state, in which the Hamiltonian is diagonalized with respect to a shell of fast phonons, while modifying the Hamiltonian for the lower energy phonons at the same time. This philosophy is similar to the Born-Oppenheimer approximation used to describe formation of a molecule out of two atoms. Within this method one solves the Schrödinger equation for fast electrons assuming that slow ions are stationary. The electron energy obtained from this analysis becomes an effective potential for ions. The simplest mathematical description of an adiabatic decoupling of fast and slow degrees of freedom consists of formulating a product wavefunction which has to be determined self-consistently. However, one can go beyond this simplistic treatment by solving the dynamics of fast degrees of freedom for a given configuration of slow variables. In this way correlations are built into the ground state wavefunction. This is precisely what is done in the RG approach to solving the polaron problem. In this case Schrieffer-Wolff type unitary transformations are used to decouple fast phonons in a high-energy momentum shell from slow phonons at smaller momenta. In practice this is achieved perturbatively in the ratio of fast and slow phonon frequencies. Step by step, this approach gives access to the polaron’s ground state wavefunction which accurately describes the phonon correlations.

In this chapter we apply the RG method to the Bogoliubov-Fröhlich model describing an impurity immersed in a BEC, see Refs. [55,56]. Previously, the intermediate coupling regime of this problem has been studied using Feynman’s path integral approach [44,60,70] and the numerical MC method [105]. Beyond the Fröhlich model self-consistent T-matrix calculations [73], variational analysis [75,76] and perturbative analysis [78] have been performed. Nevertheless, no clear picture of the physics of the Bogoliubov-Fröhlich model at intermediate couplings has been obtained so far. By comparing ground state energies, see FIG. 5.1, substantial deviations of Feynman path-integral results [60] from MC predictions were found in [105].

In Ref. [55], relying on the analytical insights from the RG method, the key discrepancy between these predictions was identified: The dependence on the UV cut-off. The RG approach demonstrates analytically that the ground state energy $E_0$ of the Bogoliubov-Fröhlich model diverges logarithmically with the UV cut-off $\Lambda_0$, with the energy going to large negative values. This is true even after the linear power-law divergence of the MF contribution to the polaron energy has been properly regularized. The RG prediction is verified by the variational CGW approach and by diagrammatic MC calculations. On the other hand, the Feynman method predicts a UV convergent ground state energy [105].

This chapter is organized as follows. In Sec. 5.1 we introduce the coupling constants which will be renormalized during the shell-by-shell decoupling of phonons. In Sec. 5.2 we present the RG formalism and derive the RG flow equations. The ground state energy of the polaron and the logarithmic divergence in the Bogoliubov-Fröhlich model are discussed in Sec. 5.3. Further equilibrium properties of the polaron ground state are derived from the RG protocol in Sec. 5.4. In Sec. 5.5 we discuss the variational correlated Gaussian wavefunction (CGW) approach and show how it relates to the RG method.

### 5.1 Fröhlich model and renormalized coupling constants

Our starting point is the Fröhlich Hamiltonian (4.26) after the Lee-Low-Pines transformation. As discussed in Sec. 4.4 the Hamiltonian can be solved approximately using MF theory. We want to build upon the MF solution and include quantum fluctuations on top of it. To this end we apply a unitary transformation

$$\hat{U}_{\text{MF}} = \exp \left( \int_{\Lambda_0}^{\Lambda_0} d^3k \, \alpha_k \hat{a}^\dagger_k - \text{h.c.} \right),$$

(5.1)

which displaces phonons operators by the MF solution,

$$\hat{U}_{\text{MF}}^\dagger \hat{a}_k \hat{U}_{\text{MF}} = \hat{a}_k + \alpha_k.$$  

(5.2)

As a result, from Eq. (4.26), the following polaron Hamiltonian is obtained,

$$\hat{H}_q = \hat{U}_{\text{MF}}^\dagger \hat{H}_q \hat{U}_{\text{MF}} = E_0|_{\text{MF}} + \int_{\Lambda_0}^{\Lambda_0} d^3k \, \Omega_k^{\text{MF}} \hat{a}_k^\dagger \hat{a}_k + \int_{\Lambda_0}^{\Lambda_0} d^3k d^3k' \frac{k \cdot k'}{2M} \hat{\Gamma}_k \hat{\Gamma}_{k'}.$$  

(5.3)
Here $E_0|\text{MF}$ is the MF ground state energy, see Eq. (4.33), we defined $\tilde{\Gamma}_k = \tilde{\Gamma}_k^\dagger$ as
\begin{equation}
\tilde{\Gamma}_k := \alpha_k (\hat{a}_k + \hat{a}_k^\dagger) + \hat{a}_k^\dagger \hat{a}_k,
\end{equation}
and $: \ldots :$ stands for normal-ordering.

The absence of terms linear in $\hat{a}_k$ in Eq. (5.3) reflects the fact that $\alpha_k$ correspond to the mean-field (saddle point) solution of the problem. We emphasize that (5.3) is an exact representation of the original Fröhlich Hamiltonian, where operators $\hat{a}_k$ now describe quantum fluctuations around the MF solution. In the equations above, as well as in the rest of this chapter, $\int \d^3 k$ stands for a three dimensional integral over a spherical region containing momenta of length $|k| < \Lambda$.

From Eq. (5.3) we notice that the only remaining coupling constant is the (inverse) impurity mass $M^{-1}$. This should be contrasted to the original Hamiltonian (4.26) before applying the MF shift, where the interaction strength $\alpha$ and the inverse mass $M^{-1}$ define coupling constants. Both are required to determine whether the polaron is in the weak, strong or intermediate coupling regime, see FIG 2.1. In the following section 5.2.1 we will carry out a simple dimensional analysis and show that non-linear terms in (5.3) are marginally irrelevant, allowing an accurate description by the RG (which is perturbative in $M^{-1}$ in every RG step).

To facilitate subsequent RG analysis we generalize the form of the polaron Hamiltonian (5.3) already at this point. To this end we anticipate all required coupling constants generated by the RG flow. The generalized form of the Hamiltonian (5.3) is
\begin{equation}
\tilde{H}_q(\Lambda) = E_0|\text{MF} + \Delta E + \int \d^3 k \left( \Omega_k \hat{a}_k^\dagger \hat{a}_k + W_k (\hat{a}_k^\dagger + \hat{a}_k) \right) + \frac{1}{2} \int \d^3 \mathbf{k} \d^3 \mathbf{k}' \ k_\mu M_{\mu\nu}^{-1} k'_\nu : \tilde{\Gamma}_k \tilde{\Gamma}_{k'} :. \tag{5.5}
\end{equation}

Note that in equation (5.5) we introduced $W_k$ terms that are linear in phonon operators $\hat{a}_k$. Although absent in (5.3) they will be generated in the course of the RG flow. Ref. [56] discusses a more sophisticated version of renormalization protocol in which a shift of all $\hat{a}_k$ operators is introduced in every step of the RG to eliminate linear terms. In these

In the expression (5.5) the coupling constant $M_{\mu\nu}(\Lambda)$ and the RG energy shift $\Delta E(\Lambda)$ depend on the cut-off $\Lambda$ which gets modified during the RG process. Note that interactions are now characterized by a general tensor $M_{\mu\nu}^{-1}$, where anisotropy originates from the total momentum of the polaron, $q = q e_x$, breaking rotational symmetry of the system. Indices $\mu = x, y, z$ label cartesian coordinates and summation over repeated indices is implied. Due to the cylindrical symmetry of the problem the mass tensor has the form $\mathcal{M} = \text{diag}(\mathcal{M}_x, \mathcal{M}_y, \mathcal{M}_z)$, and we will find different flows for the longitudinal and transverse components. While $\mathcal{M}$ can be interpreted as the (tensor-valued) renormalized mass of the impurity, it should not be confused with the mass of the polaron. For a detailed discussion see Appendix 10.2.

The first integral in Eq. (5.5) describes the quadratic part of the renormalized phonon Hamiltonian. It is also renormalized in comparison with the original expression $\Omega_k^{\text{MF}}$ in Eq. (4.33),
\begin{equation}
\Omega_k = \omega_k + \frac{1}{2} k_\mu M_{\mu\nu}^{-1} k_\nu - \frac{k}{M} \cdot (q - \mathbf{P}_{\text{ph}}), \tag{5.6}
\end{equation}
where the momentum carried by the phonon-cloud, $\mathbf{P}_{\text{ph}}$, acquires corrections to the MF result $\mathbf{P}_{\text{ph}}^{\text{MF}}$ in the process of the RG flow. In addition there is a term linear in the phonon operators, weighted by
\begin{equation}
W_k = \left( \mathbf{P}_{\text{ph}} - \mathbf{P}_{\text{ph}}^{\text{MF}} \right) \frac{k}{M} + \frac{k_\mu k_\nu}{2} \left( M_{\mu\nu}^{-1} - \frac{\delta_{\mu\nu}}{M} \right) \alpha_k. \tag{5.7}
\end{equation}

By comparing Eq. (5.5) to Eq. (5.3) we obtain initial conditions for the RG, starting at the original UV cut-off $\Lambda_0$ where $\tilde{H}_q(\Lambda_0) = \tilde{H}_q^\text{MF}$,
\begin{equation}
M_{\mu\nu}(\Lambda_0) = \delta_{\mu\nu} M, \quad P_{\text{ph}}(\Lambda_0) = P_{\text{ph}}^{\text{MF}}, \quad \Delta E(\Lambda_0) = 0. \tag{5.8}
\end{equation}

### 5.2 Renormalization group formalism for the Fröhlich model

Now we proceed to present details of the RG formalism for the Fröhlich polaron. To keep track of all basis transformations we summarize our treatment of the Bose polaron problem in FIG 5.2.
Figure 5.2: Sketch of the RG treatment of the Fröhlich polaron problem (in a BEC): After introducing Bogoliubov phonons to describe excitations of the weakly interacting BEC, a Fröhlich Hamiltonian is obtained. It can be further simplified by applying the Lee-Low-Pines transformation, making conservation of total momentum $q$ explicit. Next the MF polaron solution is introduced, allowing to transform into a frame describing quantum fluctuations around the MF polaron. To find the ground state including quantum fluctuations, an RG procedure is applied which consists of a series of unitary transformations $\hat{U}_\Lambda$. They lead to a factorization of the ground state in subsequent momentum shells.

The essence of the RG is to separate a shell of fast phonon modes, with momenta in a thin shell $\Lambda - \delta \Lambda < |k| < \Lambda$, and decouple them from the remaining slow phonon modes. This renormalizes the remaining Hamiltonian for slow phonons with momenta $|p| < \Lambda - \delta \Lambda$. Such approach is justified by the separation of time-scales associated with slow and fast phonons: In the spirit of the Born-Oppenheimer approximation, slow phonons appear as quasi-static classical variables from the point of view of fast phonons. In practice this means that we may use $1/\Omega_k$, with $k$ a fast-phonon momentum, as a small parameter. This allows us to solve for the ground state of fast phonons, now depending on the slow variables, which introduces entanglement between different phonon modes in the polaron ground state. In practice the RG procedure can be implemented as a consecutive series of unitary transformations $\hat{U}_\Lambda$. We will derive their form explicitly in 5.2.2 below.

5.2.1 Dimensional analysis

We start our discussion of the RG approach by performing dimensional analysis of different terms in the Hamiltonian. This analysis will not only help us understand the behavior of the RG flow equations obtained in the next subsection, but will also highlight distinct energy regimes, in which phonons contribute differently to polaron properties. 

In the following subsection we will perform a momentum-shell RG procedure, i.e. the cut-off $\Lambda$ will be reduced and quantum fluctuations at larger momenta will be decoupled from the problem successively. This gives rise to $\Lambda$-dependent coupling constants, but in this subsection we will ignore such dependence for simplicity. To understand the importance of various terms in Eq. (5.5), we assign a scaling dimension $\gamma$ to the fluctuation field, $\hat{a}_k \sim \Lambda^\gamma$, such that contribution of the quadratic term $\int \Lambda \Omega_k \hat{a}_k^\dagger \hat{a}_k \hat{\Omega}_k \hat{\Omega}_k \sim \Lambda^0 = 1$.

In this step our analysis is presented for the general case of $d$ spatial dimensions.

A unique property of the Bogoliubov-Fröhlich Hamiltonian is the crossover of the phonon dispersion from quadratic behavior ($\Omega_k \sim k^2$) for large momenta to linear behavior ($\Omega_k \sim k$) for small momenta. The crossover takes place around $k_0 \approx \min(\xi^{-1}, M/c)$. For heavy impurities $k_0 \approx 1/\xi$ and the crossover is due to the Bogoliubov dispersion, whereas for light impurities $k_0 \approx M/c$ and the crossover is caused by impurity fluctuations (we approximated $M/c \approx M$). To understand the physics at mid-energies, i.e. before crossover to the linear dispersion regime takes place, we need to perform dimensional analysis based on the quadratic dispersion. For the actual ground state properties on the other hand, we will examine the regime of linear dispersion.

In the following we distinguish three different regimes. In the linear dispersion low-energy regime we have $k \lesssim Mc, \xi^{-1}$ such that

$$\Omega_k \sim k, \quad V_k \sim k^{1/2}, \quad \alpha_k \sim k^{-1/2}.$$ 

(5.11)
Table 5.1: Dimensional analysis of the Hamiltonian \( \hat{H} \) in different energy regimes. In the three columns to the right the scaling of various operators with momentum cut-off \( \Lambda \) is shown for the three distinct cases described in the main text. The first line shows the engineering dimension of the fluctuations, determined by making the bare phonon dispersion scale as \( \int d^d k \Omega_k a_k^2 \sim \Lambda^0 \), see Eq. (5.14).

In the quadratic light-impurity regime it holds \( Mc \lesssim k \lesssim \xi^{-1} \) and we obtain
\[
\Omega_k \sim k^2, \quad V_k \sim k^{1/2}, \quad \alpha_k \sim k^{-3/2}.
\] (5.12)

Finally in the quadratic heavy-impurity regime where \( \xi^{-1} \lesssim k \) (no matter whether \( k \gtrsim Mc \)) it holds
\[
\Omega_k \sim k^2, \quad V_k \sim 1, \quad \alpha_k \sim k^{-2}.
\] (5.13)

In Table 5.1 we summarize the resulting scaling dimensions of different terms of the Hamiltonian (5.3). We observe a markedly different behavior in the regimes of linear and quadratic phonon dispersion. For intermediate energies (i.e. the low-energy sector of the quadratic dispersion regime) we find that all quantum fluctuations are relevant in three spatial dimensions, \( d = 3 \), with the exception of the two-phonon term in the light-impurity case (5.12). Even for \( d > 6 \) the quartic phonon term is always relevant. For low energies in contrast, in all spatial dimensions quantum fluctuations are mostly irrelevant, only the quartic term is marginal. Its pre-factor is given by the inverse mass \( M^{-1} \) which we expect to become small due to dressing with high-energy phonons, making the term marginally irrelevant (this will be shown explicitly later). Therefore we expect that the linear regime \( \Lambda \ll 1/\xi \) is generically well described by the MF theory on a qualitative level. On a quantitative level we also expect that corrections can be captured accurately by the RG protocol introduced below, which is perturbative in \( M^{-1} \) at every step.

5.2.2 Formulation of the RG

Now we turn to the derivation of the RG flow equations for the coupling constants \( \mathcal{M}_{\mu\nu}^{-1}(\Lambda) \) and \( P_{\text{ph}}(\Lambda) \). After introducing the basic idea of our scheme we will carry out the technical part of the calculations. Then we summarize the resulting RG flow equations. In this section we also derive the RG flow of the polaron ground state energy \( \Delta E(\Lambda) \) in the process of decoupling phonons step by step. We discuss the resulting polaron energy renormalization in the next section. Effects of renormalization on other important observables (e.g. the polaron mass) will be discussed later in Section 5.3.

RG step – motivation

Generally the idea of the RG procedure is to make use of the separation of time scales, which usually translates into different corresponding length scales. In our case, momentum space provides us with a natural order of energy scales through the phonon dispersion \( \Omega_k \), see Eq. (5.6). The latter is mostly dominated by the bare Bogoliubov dispersion \( \omega_k \), which ultimately allows us to perform the RG.

To make use of separation of time scales, we may formally split the Hamiltonian into the slow (labeled S) and the fast parts (labeled F), as well as the coupling term between the two (labeled MIX) [114].
\[
\hat{H} = \hat{H}_F + \hat{H}_{\text{MIX}} + \hat{H}_S.
\] (5.14)

In our case, \( \hat{H}_F \) contains only phonons with momenta \( k \) from a high-energy shell \( \Delta - \delta \Lambda \leq k \leq \Lambda \), where \( \Lambda \) is the sharp momentum cut-off and \( \delta \Lambda \to 0 \) is the momentum-shell width. \( \hat{H}_S \) on the other hand contains the remaining phonons with momenta \( p \), where \( p < \Lambda - \delta \Lambda \).
In order to integrate out fast degrees of freedom, we decouple the latter from the slow Hamiltonian. In practice this is achieved by applying a unitary transformation $\hat{U}_\Lambda$, which should be chosen such that the resulting Hamiltonian is diagonal in the fast phonon number operators,

$$[\hat{U}_\Lambda^\dagger \hat{H} \hat{U}_\Lambda, \hat{a}^\dagger_k \hat{a}_k] = 0. \quad (5.15)$$

While solving this equation exactly for $\hat{U}_\Lambda$ is a hopeless task in general, we may at least do so perturbatively. Here we make use of the separation of time scales. As explained above, $\Omega_p/\Omega_k \ll 1$ is automatically the case for most of the slow phonons. The coupling $|\hat{H}_{\text{MIX}}|$ however, has to be sufficiently weak for our method to work. For this reason, our RG protocol should be understood as a perturbative RG in the coupling defined by the impurity mass $M^{-1}$.

We will present the perturbative solution of Eq. (5.15) for $\hat{U}_\Lambda$ below. In the end, when we evaluate the decoupled Hamiltonian in the fast-phonon ground state $|0\rangle_F$, we obtain

$$F(0|\hat{U}_\Lambda^\dagger \hat{H} \hat{U}_\Lambda|0\rangle = \hat{H}_S + \delta \hat{H}_S + O(\Omega_k)^{-2}. \quad (5.16)$$

This is the essence of the RG-step: (i) We find the transformation that diagonalizes the fast phonons and take the fast phonons eigenstate. This effectively reduces the cut-off for the remaining slow-phonon Hamiltonian, $\Lambda \to \Lambda - \delta \Lambda$. (ii) We calculate the effect of fast phonons in their ground state on the new slow degrees of freedom, which results in the RG flow

$$\hat{H}_S \to \hat{H}_S + \delta \hat{H}_S = \hat{H}_S'. \quad (5.17)$$

We can now start with the renormalized Hamiltonian $\hat{H}_S'$ and integrate out its highest energy shell in the next RG step. Following this procedure, provided $\hat{H}_S'$ has the same algebraic form as the original Hamiltonian $\hat{H}_I$, we obtain differential RG flow equations for the coupling constants.

**RG step – formal calculation**

Now we turn to the actual calculation, the individual steps of which were discussed in the last paragraph. In the course of doing this analysis we will prove that (to the considered order in $(\Omega_k)^{-1}$) no more than the two coupling constants $M^{-1}_{\mu\nu}$ and $P_{\text{ph}}$ introduced in Eq. (5.3) are required. Readers who are not interested in the technical details can skip this section and proceed directly to the RG flow equations presented in the following section.

To begin with, we bring the Hamiltonian (5.5) into a more transparent form by evaluating the normal-ordering operator $\ldots :$ in the last term. To this end we make use of the identity

$$: \hat{\Gamma}_k \hat{\Gamma}_{k'} := \hat{\Gamma}_k \hat{\Gamma}_{k'} - \delta (k - k') \left[ \hat{\Gamma}_k + |\alpha_k|^2 \right] \quad (5.18)$$

which we insert in the initial Hamiltonian at $\Lambda = \Lambda_0$. This yields the universal Hamiltonian

$$\hat{H}_U(\Lambda) = E_0|_{\text{MF}} + \Delta E - \int_{\Lambda_0}^{\Lambda} d^3k \frac{k^2}{2M}|\alpha_k|^2 + \frac{1}{2} \int_{\Lambda_0}^{\Lambda} d^3k d^3k' k_{\mu} M_{\mu\nu}^{-1} k_{\nu}' \hat{\Gamma}_k \hat{\Gamma}_{k'} + \int_{\Lambda_0}^{\Lambda} d^3k \left[ \hat{a}^\dagger_k \hat{a}_k \Omega_{k}^{\text{MF}} + \left( (P_{\text{ph}} - P_{\text{ph}}^{\text{MF}}) \mu \frac{k_{\mu}}{M} - \frac{k^2}{2M} \right) \hat{\Gamma}_k \right]. \quad (5.19)$$

In the following we will perform the RG procedure described in the last paragraph on this Hamiltonian (5.19).

We proceed by extracting the fast-phonon Hamiltonian from the general expression (5.19),

$$\hat{H}_F = \int_F d^3k \left[ \hat{a}^\dagger_k \hat{a}_k \Omega_{k}^{\text{MF}} + \left( (P_{\text{ph}} - P_{\text{ph}}^{\text{MF}}) \mu \frac{k_{\mu}}{M} + \frac{1}{2} k_{\mu} W_{\mu\nu} k_{\nu} \right) \hat{\Gamma}_k \right] + \int_{\Lambda_0}^{\Lambda} d^3k \frac{k_{\mu} M_{\mu\nu}^{-1} k_{\nu}}{2} |\alpha_k|^2 + \int_F d^3k d^3k' \frac{k_{\mu} M_{\mu\nu}^{-1} k_{\nu}'}{2} : \hat{\Gamma}_k \hat{\Gamma}_{k'} :. \quad (5.20)$$

Here, and throughout this section, we use the definition

$$W_{\mu\nu} := M_{\mu\nu}^{-1} - \delta_{\mu\nu} M^{-1}. \quad (5.21)$$
to make our expressions more handy. Note that in Eq. (5.20), unlike in Eq. (5.19), we wrote the phonon-phonon interactions in a normal-ordered form again. As a consequence we observe an energy shift (first term in the second line of (5.20)), which seems to reverse the effect of the corresponding term in Eq. (5.19) where we started from. Importantly, however, here the renormalized mass \( M_{\mu\nu} \) appears instead of the bare mass \( M \), thus yielding a non-vanishing overall energy renormalization. Below we will furthermore show that the normal-ordered double-integral in the second line of Eq. (5.20) yields only corrections of order \( O(\delta \Lambda^2) \), and may thus be neglected in the limit \( \delta \Lambda \to 0 \) considered in the RG.

The slow phonon Hamiltonian \( \hat{H}_S \) is simply given by Eq. (5.19) after replacing \( \Lambda \to \Lambda - \delta \Lambda \) in the integrals. Finally, for the coupling terms we find

\[
\hat{H}_{\text{MIX}} = \int_F d^3 k d^3 p \ k_\mu M^{-1}_{\mu\nu} p_\nu \hat{\Gamma}_k \hat{\Gamma}_p, \tag{5.22}
\]

where use was made of the symmetry \( M^{-1}_{\mu\nu} = M^{-1}_{\nu\mu} \). Next we will decouple fast from slow phonons. To this end we make an ansatz for the unitary transformation \( \hat{\Gamma}_k \) as a displacement operator for fast phonons,

\[
\hat{U}_\Lambda = \exp \left( \int_F d^3 k \left[ \hat{F}^\dagger_k \hat{a}_k - \hat{F}_k \hat{a}_k^\dagger \right] \right). \tag{5.23}
\]

Importantly, we assume the shift \( \hat{F}_k \) to depend solely on slow phonon operators, i.e.

\[
[\hat{F}_k, \hat{a}_k] = [\hat{F}_k, \hat{a}_k^\dagger] = 0. \tag{5.24}
\]

The effect of \( \hat{U}_\Lambda \) on fast phonons is simply

\[
\hat{U}_\Lambda \hat{a}_k \hat{U}_\Lambda^\dagger = \hat{a}_k - \hat{F}_k. \tag{5.25}
\]

As a first consequence, normal-ordering of fast phonon operators is unmodified such that

\[
\int_F \langle 0 | \int_F d^3 k d^3 k' \frac{k_\mu M^{-1}_{\mu\nu} k'_\nu}{2} : \hat{\Gamma}_k \hat{\Gamma}_{k'} : | 0 \rangle_F = O(\delta \Lambda^2), \tag{5.26}
\]

where we used that \( \hat{F}_k \) is a smooth function of \( k \). Since the decoupling unitary \( \hat{U}_\Lambda \) is chosen such that \( |0\rangle_F \) (with \( \hat{a}_k |0\rangle_F = 0 \)) is the fast phonon ground state, we may neglect terms from Eq. (5.26). This is the reason why fast phonon-phonon interaction terms in Eq. (5.20) can be discarded.

The operator \( \hat{F}_k \) can be determined from the condition in Eq. (5.15), i.e. we demand that terms linear in fast phonon operators \( \hat{a}_k \) vanish. To this end, let us perform a series expansion in the fast phonon frequency \( \Omega_k \) and note that \( \hat{F}_k = O(\Omega_k)^{-1} \) (for \( \Omega_k = \infty \), fast and slow phonons are decoupled already before applying \( \hat{U}_\Lambda \)). This allows us to make use of the following identity, valid for any slow-phonon operator \( \hat{O}_S \) (with \( \hat{O}_S = O(\Omega_k^0_\| = 1) \)),

\[
\hat{U}_\Lambda^\dagger \hat{O}_S \hat{U}_\Lambda = \hat{O}_S + \int_F d^3 k \left\{ \hat{a}_k \hat{O}_S, \hat{F}^\dagger_k \right\} - \hat{a}_k^\dagger \hat{O}_S \hat{F}_k \} + O(\Omega_k)^{-2}. \tag{5.27}
\]

In this way we derive the following equation for \( \hat{F}_k \), which is a sufficient condition for \( \hat{U}_\Lambda^\dagger \hat{H} \hat{U}_\Lambda \) to decouple into fast and slow phonons,

\[
\Omega_k \hat{F}_k^\dagger = W_k + (\alpha_k - \hat{F}_k) \int_S d^3 p \ p_\sigma \hat{\Gamma}_p + [\hat{H}_S, \hat{F}_k] + O(\Omega_k)^{-2}. \tag{5.28}
\]

As expected, to zeroth order the solution \( \hat{F}_k \) of Eq. (5.28) vanishes, \( \hat{F}_k = O(\Omega_k)^{-1} \). Higher orders can easily be solved iteratively and we obtain

\[
\hat{F}_k = \frac{1}{\Omega_k} \left[ W_k + \alpha_k k_\mu M^{-1}_{\mu\nu} \int_S d^3 p \ p_\nu \hat{\Gamma}_p \right] - \frac{1}{\Omega_k^2} \left[ \alpha_k k_\mu M^{-1}_{\mu\nu} \int_S d^3 p \ \Omega_p^{MF} p_\nu \alpha_p (\hat{a}_p^\dagger - \hat{a}_p) + \left( W_k + \alpha_k k_\mu M^{-1}_{\mu\nu} \int_S d^3 p \ p_\nu \hat{\Gamma}_p \right) k_\sigma M^{-1}_{\sigma\lambda} \int_S d^3 p \ p_\lambda \hat{\Gamma}_p \right] + O(\Omega_k)^{-3}. \tag{5.29}
\]
Using Eq. (5.29) we can calculate the transformed Hamiltonian. It can be written in a compact form
\[ \hat{U}_\Lambda^\dagger \hat{H}_q \hat{U}_\Lambda = \int_F d^3k \, \hat{a}_k^\dagger \hat{a}_k \left( \Omega_k + \hat{\Omega}_S(k) \right) + \delta \hat{H}_S + \hat{H}_S + O(\Omega_k)^{-2}. \] (5.30)
Here the fast-phonon frequency has been modified due to its coupling to slow degrees of freedom, by the amount
\[ \hat{\Omega}_S(k) = k_\mu M_{\mu\nu}^{-1} \int_s d^3p \, p_\nu \hat{\Gamma}_p, \] (5.31)
while renormalization of the slow-phonon Hamiltonian reads
\[ \delta \hat{H}_S = \int_F d^3k \, \frac{k_\mu M_{\mu\nu}^{-1} k_\nu}{2} |\alpha_k|^2 - \int_F d^3k \, \frac{1}{\Omega_k} \left[ W_k + \alpha_k k_\mu M_{\mu\nu}^{-1} \int_s d^3p \, p_\nu \hat{\Gamma}_p \right]^2 + O(\Omega_k)^{-2}. \] (5.32)
This expression includes both, terms depending on the slow phonon operators leading to renormalized coupling constants \( M_{\mu\nu}^{-1} \) and \( P_{ph} \), as well as real numbers describing renormalization of the polaron ground state energy. Finally, let us also mention that in order to calculate Eq. (5.32), only the first order terms \( \sim (\Omega_k)^{-1} \) are required in \( \hat{F}_k \).

### 5.2.3 RG flow equations

Now we are in a position to derive the RG flow equations for the ground state. To this end we compare the Hamiltonian \( \hat{H}_q^\prime \) obtained in the RG step Eq. (5.17) to the original one in Eq. (5.19). Using Eq. (5.32) we find that in the new Hamiltonian the mass term is renormalized, \( M_{\mu\nu} \to M_{\mu\nu}^{-1} \), with
\[ M_{\mu\nu}^{-1} = M_{\mu\nu}^{-1} - 2M_{\mu\nu}^{-1} \int_F d^3k \, \frac{[\Omega_k^2]}{\Omega_k} k_\lambda k_\sigma M_{\sigma\nu}^{-1}. \] (5.33)
Rewriting formally \( M_{\mu\nu}^{-1} = M_{\mu\nu}^{-1} + \delta \Lambda (\partial \Lambda M_{\mu\nu}(\Lambda)) \) and employing \( d^3k = -d^2k \delta \Lambda \) \footnote{Note the minus sign in \( d^3k = -d^2k \delta \Lambda \), accounting for the fact that the RG flows from large to small \( \Lambda \).} we obtain the RG flow equation
\[ \frac{\partial M_{\mu\nu}^{-1}}{\partial \Lambda} = 2M_{\mu\nu}^{-1} \int_F d^3k \, \frac{|\alpha_k|^2}{\Omega_k} k_\lambda k_\sigma M_{\sigma\nu}^{-1}. \] (5.34)
Analogously the RG flow of the \( \mu \)-th component of the phonon momentum is obtained,
\[ \frac{\partial P_{ph}^\mu}{\partial \Lambda} = -2M_{\mu\nu}^{-1} \int_F d^2k \left[ (P_{ph}^\mu - P_{ph}^{MF}) \cdot k + \frac{1}{2} k_\sigma (\delta_{\sigma\lambda} - M_{\sigma\nu}^{-1} k_\nu) \right] \frac{|\alpha_k|^2}{\Omega_k} k_\nu. \] (5.35)

---

(a) \[ M_{\mu\nu}^{-1} \]
(b) \[ (P_{ph}^\mu - P_{ph}^{MF}) \]

Figure 5.3: Typical RG flows of the (inverse) renormalized impurity mass \( M_{\mu\nu}^{-1} \) (a) and the excess phonon momentum \( P_{ph}^\mu - P_{ph}^{MF} \) along the direction of the system momentum \( q \) (b). Results are shown for different coupling strengths \( \alpha \) and we used parameters \( M/m_B = 0.3 \), \( q/Mc = 0.5 \) and \( \Lambda_0 = 20/\xi \) in \( d = 3 \) dimensions. This figure was taken from Ref. [53].
Figure 5.4: The renormalized phonon dispersion relation $\Omega_\Lambda$ is compared to the bare dispersion $\omega_\Lambda + \Lambda^2/2M$ for different coupling strengths $\alpha$ in linear (a) and double-logarithmic scale (b). Because the total momentum $q = 0$ vanishes there is no direction-dependence of the dispersion. Parameters were $M/m_B = 0.26$ and $\Lambda_0 = 200/\xi$.

5.2.4 Solutions of RG flow equations

Now we will discuss solutions of the RG flow equations \(5.34\), \(5.35\). We find that both the inverse mass $M^{-1}_{\mu\nu}$ and momentum $P_{\text{ph}}$ are determined mostly by phonons from the intermediate energy region $k \gtrsim 1/\xi$. For smaller momenta the RG flow of the coupling constants effectively stops, in accordance with our expectation based on dimensional analysis in Sec. 5.2.1.

In FIG 5.3 (a) and (b) a typical RG flow of $M^{-1}_{\mu\nu}$ and $P_{\text{ph}}(\Lambda)$ is calculated numerically for different values of the coupling constant $\alpha$. In both cases we observe that the coupling constants flow substantially only in the intermediate regime where $\Lambda \approx 1/\xi$. For smaller momenta $\Lambda < 1/\xi$, as we discussed in 5.2.1, all terms in the fluctuation Hamiltonian become irrelevant (or marginal) which manifests itself in the well-converged couplings as $\Lambda \to 0$. By comparing different $\alpha$, as expected, we observe that corrections to the renormalized impurity mass $M$ become larger for increasing $\alpha$. Interestingly we observe a non-monotonic behavior for the phonon momentum, which takes a maximum value between $\alpha = 6$ and $\alpha = 12$ in this particular case.

In FIG 5.4 the renormalized phonon dispersion relation $\Omega_k$ is shown as a function of the RG cut-off $k = \Lambda$. Around $\Lambda \approx 1/\xi$ we observe large deviations from the bare dispersion $\omega_k + k^2/2M$. We find that the regime of linear dispersion is extended for large couplings $\alpha$ as compared to the non-interacting case. The slope of the linear regime is given by the speed of sound $c$ and does not change.

5.3 Polaron ground state energy in the renormalization group approach

The first property of the polaron ground state that we will discuss is its energy. In the course of formulating the RG protocol in the last section we have already derived an explicit expression. It consists of the MF term plus corrections from the RG, $E_{0,\text{RG}}(\Lambda) = E_{0,\text{MF}} + \Delta E(\Lambda)$, which are given by

\[
\Delta E(\Lambda) = -\int_\Lambda^{\Lambda_0} d^3k \left\{ \frac{[\alpha_k]^2 k_\mu [\delta_{\mu\nu} - M M^{-1}_{\mu\nu}(k)] k_\nu + [W_k]^2}{\Omega_k} \right\} + O(\Omega_k^{-2}).
\]

To obtain this equation we combined energy shifts from every RG step, see Eq.\(5.32\), with the constant term arising from normal-ordering of the original Hamiltonian, see Eq.\(5.19\). Note that the fully converged energy is obtained from Eq.\(5.36\) by sending $\Lambda \to 0$.

The resulting polaron energy is plotted in FIG 5.1. There we found excellent agreement with recent MC calculations \[105\], confirming the validity of the RG approach. However both the RG and MC predict large deviations from MF theory, already for values of the coupling constant $\alpha \approx 1$. The magnitude (of the order of 20%) of the deviations at such relatively small coupling strength is rather surprising.

In FIG 5.5 (b) we plot the polaron energy $E_0$ again, but for larger values of the coupling constant $\alpha$. For a large value of the UV cut-off $\Lambda_0 = 3000/\xi$ we make a surprising observation that
Figure 5.5: (a) The polaronic contribution to the ground state energy $E_p = E_0 - 2\pi aIB n_0 m_{\text{red}}^{-1}$ in $d = 3$ dimensions is shown as a function of the UV momentum cut-off $\Lambda_0$. Note the logarithmic scale. Results from RG, MF theory and correlated Gaussian wavefunctions (CGWs) [57] are compared to predictions in Ref. [105] (diagrammatic MC - bullets, Feynman - dashed). The data shows a logarithmic UV divergence of the polaron energy. Parameters are $M/m_B = 0.263158$, $q = 0$ and $\alpha = 3$. (b) We show the polaron energy $E_0$ as a function of the coupling constant $\alpha$ for two different UV cut-offs $\Lambda_0$. We conclude that the polaron ground state energy $E_0$ depends sensitively on the value of $\Lambda_0$. Parameters are $M/m_B = 0.26$ and $n_0 = 1 \times \xi^{-3}$.

the polaron energy becomes negative, $E_0 < 0$. This is unphysical for the microscopic Hamiltonian (3.1) with repulsive interactions $g_{IB} > 0$. This suggests that the approximate Fröhlich model for these values of the coupling constant is not sufficient.

In the following subsection we will analytically derive a log-divergence of the polaron energy within the RG formalism and argue that it is related to zero-point fluctuations of the impurity. In the following chapter we provide a physical explanation of this log-divergence.

5.3.1 Logarithmic UV divergence of the polaron energy

In this section we show that Fröhlich model of BEC polaron has a logarithmic UV divergence of the polaron energy in addition to the power law divergence that we pointed out in section 4.4.2.

Recent work [105] considered Feynman’s variational method and showed that after the power law divergence is regularized, the remaining part of the polaron energy is UV convergent. We summarize these results in FIG. 5.5 (a). Numerical MC results, on the other hand, are less clear. Authors of Ref. [105] suggested that after regularizing the power law divergence the polaron energy converges around a cut-off $\Lambda_0 \gtrsim 3000/\xi$. When plotted on a logarithmic scale, however, the data shows no clear convergence, see FIG. 5.5 (a). Instead the data suggests a logarithmic UV divergence, within the errorbars of the MC calculations. In FIG. 5.5 (b) we also compare MC data to the RG prediction Eq. (5.36), which is clearly logarithmically divergent. While the overall scale of the RG energy is somewhat different from the numerical MC results, the slopes of the curves, $\partial_{\Lambda_0} E_0(\Lambda_0)$, are in excellent agreement with each other. Only for large $\Lambda_0 \gtrsim 3000/\xi$ deviations are observed, which are of the order of the MC errorbars however.

In the next subsection we will demonstrate logarithmic divergence by an explicit calculation. Our analysis is based on finding the asymptotic form of momentum dependence of $M(k)$ from RG analysis and putting it into equation (5.36). A logarithmic UV divergence for BEC polarons has also been identified using third order perturbation theory [78].

Asymptotic solution of impurity mass renormalization

First we consider the spherically symmetric case when $q = 0$, where the RG flow equation for the mass is exactly solvable. In this case because of the symmetry $M_{\mu\nu} = \delta_{\mu\nu}M$ and the flow equation reads

$$
\frac{\partial M^{-1}}{\partial \Lambda} = \frac{2}{3} M^{-2} \int d^2k \frac{|\alpha_k|^2}{\Omega_k} k^2 = \frac{8\pi}{3} M^{-2} \frac{|\alpha_{\Lambda}|^2}{\Omega_{\Lambda}} \Lambda^4.
$$

(5.37)
It is a separable differential equation with the solution
\[ \mathcal{M}(\Lambda) = M + \frac{8\pi}{3} \int_{\Lambda}^{\Lambda_0} dk \frac{|\alpha_k|^2}{\Omega_k} k^4. \]  

(5.38)

From Eq. (5.38) we obtain the asymptotic behavior for \( \Lambda, \Lambda_0 \gg \xi^{-1} \). Using \( \alpha_k = -V_k/\Omega_k^{MF} \) and the asymptotic expressions for \( V_k \) and \( \Omega_k^{MF} \),
\[ \Omega_k^{MF} = \frac{k^2}{2m_{red}} \left( 1 + O(k^{-1}) \right), \quad V_k^2 = n_0 a_{IB}^2 m_{red}^2 + O(k^{-2}), \]  

(5.39)

we arrive at
\[ \mathcal{M}(\Lambda) = M + \frac{32}{3} n_0 a_{IB}^2 m_{red} \left( \frac{1}{\Lambda} - \frac{1}{\Lambda_0} \right). \]  

(5.40)

Since we assume that this is a perturbative correction to the mass (in the limit \( \Lambda, \Lambda_0 \rightarrow \infty \)), we can rewrite the last expression as
\[ 1 - \frac{M}{\mathcal{M}(\Lambda)} = \frac{32}{3} n_0 a_{IB}^2 m_{red} \left( \frac{1}{\Lambda} - \frac{1}{\Lambda_0} \right). \]  

(5.41)

More generally, a perturbative expansion of \( M^{-1} \mu_{\nu} \) in \( \Lambda^{-1} \) in the full RG flow equation (5.34) shows that the last Eq. (5.41) is correct even for non-vanishing polaron momentum \( q \neq 0 \).

**Derivation of the log-divergence from the RG**

The ground state energy in Eq. (5.36) has two contributions. The first, which has \( |W_k|^2 \) in it, is UV convergent because \( |W_k| \sim 1/k \) at large \( k \). By using the asymptotic expression for the renormalized impurity mass Eq. (5.41), valid in the UV limit, we find that the second part
\[ \Delta E_{I0} = -4\pi \int_0^{\Lambda_0} dk \frac{k^2 |\alpha_k|^2}{2M} \left( 1 - \frac{M}{\mathcal{M}(k)} \right) = -\frac{4n_0 a_{IB}^2}{M} \int_0^{\Lambda_0} dk \left( 1 - \frac{M}{\mathcal{M}(k)} \right) \]  

(5.42)

becomes logarithmically UV divergent
\[ \Delta E_{UV} = -\frac{128}{3} \frac{m_{red}}{M^2} n_0^2 a_{IB}^4 \int_{\xi^{-1}}^{\Lambda_0} dk \left( \frac{1}{k} - \frac{1}{\Lambda_0} \right) \approx -\frac{128}{3} \frac{m_{red}}{M^2} n_0^2 a_{IB}^4 \log (\Lambda_0/\xi). \]  

(5.43)

We find that the prefactor in front of the log predicted by this curve is in excellent agreement with the MC data shown in FIG. 5.5 (a). We also point out the negative sign of the UV divergence, i.e. \( \Delta E_{UV} \rightarrow -\infty \) as \( \Lambda_0 \rightarrow \infty \). This is in contradiction to the fact that the microscopic Hamiltonian (3.1) is positive definite for \( g_{IB} > 0 \), indicating that additional terms besides the approximate Fröhlich Hamiltonian have to be taken into account in the intermediate and strong coupling regimes.

We note that similar log-divergences are known to appear e.g. in the Casimir effect in quantum electrodynamics, or in relativistic polaron models [120].

Before concluding this section we point out that the discussion of UV divergences of the polaron energy is special to the BEC polarons with the \( \omega_k \) and \( V_k \) given by equations (3.3) and (3.4) respectively. In the case of Einstein (optical) phonons with \( \omega_k = \text{const} \) and \( V_k \sim 1/k \) the UV convergence of the polaron energy was proven rigorously by Lieb and Yamazaki [121].

**5.4 Ground state polaron properties from RG**

In this section we show how properties of the polaron ground state, that are different from the ground state energy, can be calculated from the RG protocol. In particular we discuss the effective polaron mass \( M_p \) (in 5.4.1), the phonon number \( N_{\text{ph}} \) in the polaron cloud (in 5.4.2) and the quasiparticle weight \( Z \) (in 5.4.3). In this section the RG-flow equations for these observables are derived. Results will be discussed in chapter 7.
To calculate polaron properties we find it convenient to introduce the following notations for the ground state in different bases used in this text. Our notations are summarized in FIG. 5.2. When $|\Psi_q\rangle$ denotes the ground state of the Fröhlich Hamiltonian Eq.(3.2) with total momentum $q$, the corresponding ground state of the Hamiltonian (4.26) in the polaron frame reads $|\Psi_q\rangle = \hat{U}_LLP^\dagger |\Psi_q\rangle$. Analogously, the ground state of the Hamiltonian (5.3) reads $|gs_q\rangle = (q)\otimes |\Phi_q\rangle$. To keep our notation simple, we always assume a fixed value of $q$ and introduce the short-hand notation $|gs\rangle \equiv |gs_q\rangle$. In the course of the RG, this ground state factorizes in different momentum shells in every single RG step. After the application of the RG unitary transformation $\hat{U}_\Lambda$, the ground state in the new frame reads $|gs\rangle' := \hat{U}_\Lambda^\dagger |gs\rangle = |0\rangle_F \otimes |gs\rangle_S$ and factorizes.

5.4.1 Polaron Mass

First we turn our attention to the polaron mass $M_p$. As we pointed out in section 4.4.3 it can be determined from the total phonon momentum $q_{ph}$, see Eq.(4.35),

$$M_p = 1 - \frac{q_{ph}}{q}. \quad (5.44)$$

In MF approximation we used $q_{ph} = P_{MF, ph}$ defined by Eq.(4.31). In the following we will include the effect of quantum fluctuations to derive corrections to the polaron mass. To this end we will calculate corrections to the phonon momentum first, which is defined as

$$q_{ph} = \int d^3k \langle gs | \hat{U}_M^\dagger \hat{a}_k \hat{U}_M | gs \rangle = \int d^3k \langle gs | \hat{\Gamma}_k | gs \rangle. \quad (5.45)$$

Here $|gs\rangle$ denotes the ground state in the polaron frame and after introducing quantum fluctuations around MF polaron, i.e. after application of $\hat{U}_M$, Eq.(5.1).

As shown in the Appendix 10.3, the phonon momentum $q_{ph}$ including corrections from the RG, reads

$$q_{ph} = P_{ph}(\Lambda \rightarrow 0), \quad (5.46)$$

where $P_{ph}(\Lambda \rightarrow 0) = \lim_{\Lambda \rightarrow 0} P_{ph}(\Lambda)$ denotes the fully converged RG coupling constant. The last equation justifies the interpretation of $P_{ph}$ as the phonon momentum in the polaron cloud.

5.4.2 Phonon Number

Next we discuss the phonon number $N_{ph}$ in the polaron cloud. In the basis of Bogoliubov phonons, before applying the MF shift (5.1), the phonon number operator reads $\hat{N}_{ph} = \int d^3k \hat{a}_k \hat{a}_k^\dagger$. After application of the MF shift Eq.(5.1) we obtain

$$N_{ph} = N_{ph, MF} + \int d^3k \langle gs | \hat{\Gamma}_k | gs \rangle, \quad (5.47)$$

where the MF result reads

$$N_{ph, MF} = \int d^3k |\alpha_k|^2. \quad (5.48)$$

The second term on the right hand side of Eq.(5.47) can be evaluated by applying an RG rotation $\hat{U}_\Lambda$, and the calculation in Appendix 10.3 leads to the following RG flow equation for the phonon number,

$$\frac{\partial N_{ph}}{\partial \Lambda} = 2 \int_F d^2k \frac{\Omega_k}{\Omega_k} \left[ W_k + \alpha_k \frac{k}{M} \left( P_{ph}(0) - P_{ph} \right) \right] + O(\Omega_k^{-2}). \quad (5.49)$$

It should be supplemented with the initial condition $N_{ph}(\Lambda_0) = N_{ph, MF}$. Note that in Eq.(5.49) the fully converged coupling constant $P_{ph}(0) = P_{ph}(\Lambda = 0)$ at cut-off $\Lambda = 0$ appears and $P_{ph} \equiv P_{ph}(\Lambda)$ should be evaluated at the current RG cut-off $\Lambda$. 
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5.4.3 Quasiparticle weight

The last observable we discuss here is the polaron quasiparticle weight $Z$, which is a key property characterizing the polaron’s spectral function $I(\omega, q)$, see e.g. Refs. [74, 97]. It is defined by the overlap of the polaron to the bare impurity, $Z = |\langle \Phi_q | 0 \rangle|^2$ where $|\Phi_q \rangle$ is the phonon ground state in the polaron frame (see FIG. 5.2) and $|0 \rangle$ denotes the phonon vacuum in this frame.

After applying also the MF shift, Eq. (5.1), the quasiparticle weight reads

$$Z = |\langle gs | \prod_k | - \alpha_k \rangle |^2,$$  \hspace{1cm} (5.50)

where we used that

$$\hat{U}_{\text{MF}}^\dagger |0 \rangle = \prod_k | - \alpha_k \rangle.$$ \hspace{1cm} (5.51)

Moreover, $\prod_k$ includes all momenta $0 < |k| < \Lambda_0$ in these expressions.

A characteristic feature of MF theory is that the polaron quasiparticle weight $Z_{\text{MF}}$ is directly related to its phonon number,

$$Z_{\text{MF}} = e^{-N_{\text{ph}}},$$ \hspace{1cm} (5.52)

This is a direct consequence of the Poissonian phonon statistics assumed in the MF wavefunction. Indeed we find that it is no longer true for the ground state determined by the RG.

By introducing unities of the form $1 = \hat{U}_{\Lambda} \hat{U}_{\Lambda_0}^\dagger$ into Eq. (5.50) for subsequent momentum shells $\Lambda > \Lambda' > \Lambda - \delta \Lambda > ...$, we can formulate an RG for the quasiparticle weight. Our calculation is presented in Appendix 10.3 and it leads to the following RG flow equation,

$$\frac{\partial \log Z}{\partial \Lambda} = \int d^2k k_z \left| \alpha_k - \frac{1}{\Omega_k} \left[ W_k - \alpha_k k_\mu \mathcal{M}_\mu^{-1} \int d^3p p_\mu |\alpha_p|^2 \right] \right|^2 + O(\Omega_k^{-2}).$$ \hspace{1cm} (5.53)

Comparison of this expression with the RG flow of the phonon momentum Eq. (5.49) yields

$$\frac{\partial}{\partial \Lambda} \left( \log Z + N_{\text{ph}} \right) = 2 \int d^2k k_z \left| \alpha_k \right|^2 \int d^3p p_z |\alpha_p|^2 + (P_{\text{ph}}(0) - P_{\text{ph}}) \frac{M_{||}}{M} + O(\Omega_k^{-2}),$$ \hspace{1cm} (5.54)

where we assumed $q = q e_x$ points along $x$. Thus for $q \neq 0$ we find $Z < e^{-N_{\text{ph}}}$, i.e. the phonon correlations taken into account by the RG lead to a further reduction of the quasiparticle weight, even beyond an increase of the phonon number.

5.5 Gaussian variational approach

We close this chapter by discussing an alternative approach [57, 122-124] to describing phonon correlations in the polaron cloud which is closely related to the RG method. This approach is variational and relies on the refinement of the mean-field wavefunction formulated in the polaron frame (i.e. after applying the Lee-Low-Pines transformation, see Sec. 4.3).

The starting point is the LLP Hamiltonian $\hat{H}_q$, see Eq. (4.26). Instead of only displacing all phonon modes coherently, as in the MF case, multimode squeezing between different phonons is included in the variational wavefunction. This is achieved using a so-called correlated Gaussian wavefunction (CGW),

$$|\text{CGW}[\beta, Q]\rangle = \mathcal{D}[\beta] \mathcal{S}[Q]|0\rangle,$$ \hspace{1cm} (5.55)

where the multi-mode squeezing is described by

$$\mathcal{S}[Q] = \exp \left( \frac{1}{2} \int_{-\Lambda_0}^\Lambda d^3k d^3k' Q_{k,k'} \hat{a}^\dagger_k \hat{a}^\dagger_{k'} - \text{h.c.} \right),$$ \hspace{1cm} (5.56)

and a MF-type coherent displacement

$$\mathcal{D}[\beta] = \exp \left( \int_{-\Lambda_0}^\Lambda d^3k \beta_k \hat{a}^\dagger_k - \text{h.c.} \right).$$ \hspace{1cm} (5.57)
is added. Note that in every step of the RG an infinitesimal amount of similar multi-mode squeezing is generated.

To use (5.55) as a variational wavefunction, the energy functional $E_0[\beta, Q] = \langle \text{CGW} | \hat{H}_q | \text{CGW} \rangle$ should be minimized by finding optimal values for all $\beta_k$ and $Q_{k,k'}$. Recently, a fully self-consistent treatment of the resulting variational problem was suggested [57]. It was found that in general $\beta_k \neq \alpha_k$ differs from the MF coherent amplitude $\alpha_k$. Because the wavefunction is Gaussian, the Wick-theorem applies and all phonon correlators can be calculated. In particular,

$$S^\dagger[Q] \hat{D}^\dagger[\beta] \hat{a}_k \hat{D}[\beta] \hat{S}[Q] = \beta_k + \int d^3k' \langle \cosh Q \rangle_{k,k'} \hat{a}_{k'} + \int d^3k'' \langle \sinh Q \rangle_{k,k''} \hat{a}_{k''},$$

see Ref. [57]. Here $[\cosh Q]_{k,k'}$ denotes the matrix element $\langle k | \cosh Q | k' \rangle$ of the matrix function $\cosh Q$, where the matrix $Q$ is defined by its elements $\langle k | Q | k' \rangle = Q_{k,k'}$. Dealing with these complicated matrix functions is what makes the variational CGW problem challenging. However a perturbative treatment of the correlations encoded in $Q$ makes the problem manageable [57].

CGWs yield accurate results for the polaron energy, which are very similar to those predicted by the RG. This is shown in FIG. 5.1 (cf. Ref. [57]) for the case of the Bogoliubov-Fröhlich polaron Hamiltonian. Moreover, starting from the Lee-Low-Pines transformation, they allow to calculate the full polaron dispersion relation $E_0(q)$ which gives access also to the polaron mass. Some results for ultracold quantum gases will be presented in the following chapter.

Sometimes states of the type (5.55) are also referred to as generalized coherent-squeezed states [125]. A lot is known about them from quantum optics, see e.g. Refs. [126–128]. In that case, however, typically only a few modes are considered and matrix functions like $\cosh Q$ can easily be handled. An interesting direction will be to explore whether standard theoretical approaches, used routinely in quantum optics to solve few-mode problems, can be generalized to obtain solutions of the polaron problem efficiently.
6 UV Regularization and log-divergence

In this chapter we explain how different UV divergences of the polaron energy $E_0$ can be regularized. For the MF polaron we found a power-law UV divergence, see Sec. 4.4.2. From the RG we derived a logarithmic UV divergence which is confirmed by numerical MC calculations, see Sec. 5.3.1. Both are specific to the polaron problem in a BEC, thus this chapter can be skipped by readers interested in more generic polaron models.

The key for regularizing the ground state energy is to note that it has three contributions,

$$E_0 = g_{IB} n_0 + \langle \hat{H}_{FROH} \rangle + \langle \hat{H}_{2ph} \rangle,$$

(6.1)

see Eq.(3.2). The first term corresponds to the BEC mean-field energy shift. The second term corresponds to the polaronic contribution, given by the Hamiltonian $\hat{H}_{FROH}$, and describes impurity-phonon scattering. The third term corresponds to two-phonon scattering events $\hat{H}_{2ph} = O(\hat{a}_k^2)$, which have been neglected when deriving the Bogoliubov-Fröhlich model, see Sec.3.3.

To calculate meaningful polaron energies $E_0$, all results should be expressed in terms of the scattering length $a_{IB}$. It is related to the effective interaction strength $g_{IB}$ through the Lippmann-Schwinger equation (LSE), see Sec.3.5, which solves the two-particle scattering problem. Consistency requires that, to a given order in $a_{IB}$, the LSE for $g_{IB}$ yields UV divergences of the BEC mean-field energy $g_{IB} n_0$ which cancel the UV divergences of $\langle \hat{H}_{FROH} \rangle$ and possibly of $\langle \hat{H}_{2ph} \rangle$, see Ref. [60].

6.1 Regularization of the power-law divergence

In the zeroth order in the interaction $g_{IB}$ we do not include the depletion of the condensate by the impurity. This gives us only the BEC mean-field energy shift,

$$E_0^{(0)} = g_{IB} n_0.$$

(6.2)

At this point we realize that it is unphysical to use the bare interaction $g_{IB}$ as the interaction strength. We should solve the LSE to relate the strength of the local pseudopotential, $g_{IB}$, to the scattering length $a_{IB}$. This corresponds to taking the low energy limit of the $T$-matrix, as described in Sec.3.5. Taking the leading order in $a_{IB}$ gives us the regularized energy

$$E_0^{(0,\text{reg})} = \frac{2\pi a_{IB}}{m_{\text{red}}} n_0.$$

(6.3)

Now we add the mean-field part, see Eq.(4.33),

$$E_{MF} = \frac{q^2}{2M} - \frac{(P_{ph})^2}{2M} + g_{IB} n_0 - \int d^3k \ \frac{V_k^2}{\Omega_{MF}^k},$$

(6.4)

which gives the ground state energy

$$E_0^{(1)} = E_0^{(0,\text{reg})} + E_{MF}.$$

(6.5)

The right-most term in Eq.(6.4) has the asymptotic behavior

$$- \int d^3k \ \frac{V_k^2}{\Omega_{MF}^k} \sim - \Lambda_0 m_{\text{red}} n_0 g_{IB}^2 \pi^{-2} =: E_{UV}^{MF},$$

(6.6)

which has a power-law UV divergence. We realize that we should not include simultaneous renormalization of $g_{IB} \rightarrow \frac{2\pi a_{IB}}{m_{\text{red}}}$ and $E_{MF}$. This amounts to double counting. Processes that correspond to renormalization of $g_{IB}$ to $\frac{2\pi a_{IB}}{m_{\text{red}}}$ (virtual scattering of atoms to high momentum states) are the
same ones that are included in $E_{\text{MF}}$. They correspond to condensate particles scattering from $k = 0$ to high momenta.

To remove this double counting we need to subtract

$$E_0^{(1\text{reg})} = E_0^{(0\text{reg})} + E_{\text{MF}} - n_0 VGV. \quad (6.7)$$

Using the result (see Sec 3.3)

$$VGV = g_{\text{IB}}^2 \int \frac{d^3k}{(2\pi)^3} \frac{1}{k^2 - \frac{2m_{\text{red}}}{k^2}}. \quad (6.8)$$

we have after setting $g_{\text{IB}} \to \frac{2\pi a_{\text{IB}}}{m_{\text{red}}}$ (since we are only working in this order of $a_{\text{IB}}$)

$$E_0^{(1\text{reg})} = \frac{2\pi a_{\text{IB}}}{m_{\text{red}}} n_0 + E_{\text{MF}} + n_0 \left(\frac{2\pi a_{\text{IB}}}{m_{\text{red}}}\right)^2 \int \frac{d^3k}{(2\pi)^3} \frac{1}{k^2} \frac{1}{2m_{\text{red}}}. \quad (6.9)$$

Comparison with Eq. (6.6) shows that the UV divergence cancels in this expression. From the last equation the regularized MF result in Eq. (4.34) is easily obtained.

6.2 Explanation of the logarithmic divergence

The origin of the logarithmic UV divergence of the ground state energy of the Fröhlich Hamiltonian can be understood from the following physical argument. Let us go back to the lowest order value of the impurity BEC interaction $E_0^{(0)} = g_{\text{IB}} n_0$. As we discussed in the previous section this expression should be modified so that instead of the pseudopotential $g_{\text{IB}}$ we take the low energy limit of the T-matrix. In the second order in the interaction between impurity and BEC atoms we have

$$T = g_{\text{IB}} + g_{\text{IB}}^2 \int_{|k|<\Lambda_0} \frac{d^3k}{(2\pi)^3} G^0(k) \quad (6.10)$$

where $G^0(k)$ is the Green’s function of the pair of particles: impurity atom and one host atom (in the center of mass frame) $G^0(k) = -2m_{\text{red}}/k^2$. Taking $g_{\text{IB}} = \frac{2\pi a_{\text{IB}}}{m_{\text{red}}}$ we find that the second term in (6.10) has the same power law divergence as the mean-field energy computed earlier. In the previous section we discussed the reason behind it. T-matrix integrates out virtual scattering of atoms to high energy states in order to obtain scattering amplitude at low energies. And mean-field solution of the polaron problem does essentially the same but in a different language: it includes higher momentum states of Bogoliubov phonons, which at high momenta coincide with the original host atoms.

The RG solution of the Fröhlich model goes beyond the mean-field approach and includes momentum dependent renormalization of the impurity mass $m_{\text{red}}^*(k)$. Thus we can expect that the RG solution gives correction to the polaron energy of the type

$$\Delta E_{0}^{\text{QFluct}} = -n_0 g_{\text{IB}}^2 \int \frac{d^3k}{(2\pi)^3} \frac{2(m_{\text{red}}^*(k) - m_{\text{red}})}{k^2} \quad (6.11)$$

In the UV regime the mass renormalization is asymptotically small. Thus, even though integrals involving this small correction may be large, we can write

$$\frac{m_{\text{red}}^*(k) - m_{\text{red}}}{m_{\text{red}}^2} = \frac{M(k) - M}{M^2} \approx \frac{1}{M} \left(1 - \frac{M}{M(k)}\right), \quad (6.12)$$

from which we obtain

$$\Delta E_{0}^{\text{QFluct}} = -n_0 \left(\frac{2\pi a_{\text{IB}}}{m_{\text{red}}}\right)^2 \frac{m_{\text{red}}^2}{M} \int \frac{d^3k}{(2\pi)^3} \frac{1}{k^2} \left(1 - \frac{M}{M(k)}\right) \quad (6.13)$$

This has the same structure of the divergent part as expression (5.43).
We emphasize that this divergence is more subtle than the power law divergence discussed earlier. The latter could be dealt with by combining the mean-field energy with the "background part" of the polaron energy, $g_B n_0$, and arguing that the divergent parts of the two cancel each other. Proper regularization of the log divergence on the other hand requires proper treatment of two-phonon terms $\langle H_{2\text{ph}} \rangle$ is required, but a detailed discussion of their effects on the Fröhlich polaron is still lacking. Such terms have been shown to lead to rich physics beyond the Fröhlich model however [80], including the formation of molecules [73, 75], Efimov trimers [76] and bubble polarons [72].
In this chapter we present numerical results from different theoretical models for experimentally relevant parameters of the Bogoliubov-Fröhlich model. To this end we first discuss the range of validity of this model in Sec. 7.1. In Sec. 7.2 we summarize how the polaron mass $M_p$, its energy $E_0$ and the quasiparticle weight $Z$ can be measured experimentally using RF spectroscopy. Then, in Sec. 7.3, we present numerical data, except for the ground state energy which we discussed extensively in Chaps. 6 and 5.

### 7.1 Experimental considerations

The microscopic model in Eq. (3.1) applies to a generic mixture of cold atoms. Such systems can be realized experimentally either by mixing atoms of different species [129, 130] (including the possibility of choosing different isotopes [131, 132]), or by using one species but with different metastable (e.g. hyperfine) ground states [83, 133]. The model (3.1) can be used as well to describe a charged impurity immersed in a BEC, as realized e.g. with $^+\text{Ba}$ and $^+\text{Rb}$ ions [81]. Experiments cited above provide only a few examples, and in fact a whole zoo of Bose-Bose [82, 85, 134–138] and Bose-Fermi [84, 129–132, 139–148] mixtures have been realized.

Now we will discuss whether these experiments can be described by the Fröhlich polaron model (3.2), when interpreting atoms from the minority species as impurities. To this end we derive conditions on the experimental parameters under which the Fröhlich Hamiltonian (3.2) can be obtained from the microscopic model (3.1). In addition we present typical experimental parameters for such a case.

To give readers some familiarity with typical length and energy scales in current experiments with ultracold atoms, we present realistic numbers for the specific case of a Rb-Cs mixture [82, 85, 135–137]. For a typical $^{87}\text{Rb}$ BEC with a density of $n_0 \approx 10^{13}\text{cm}^{-3}$ and $a_{BB} \approx 100a_0$ [134, 149] (with $a_0$ the Bohr radius) we obtain values for the healing length $\xi \approx 0.9\mu\text{m}$ and for the speed of sound $c \approx 0.6\text{mm/s}$. The characteristic time scale associated with phonons is thus $\xi/c \approx 1.5\text{ms}$. For a $^{133}\text{Cs}$ impurity the inter-species scattering length is $a_{\text{RbCs}} \approx 650a_0$ [137], leading to a dimensionless coupling constant $\alpha = 0.25$. The mass-ratio of $M/m_\text{B} \approx 1.5$ is of the order of unity.

#### 7.1.1 Conditions for the Fröhlich model

Now we turn to the discussion of condition (3.5), $|g_{IB}| \ll 4\epsilon\xi^2$, which requires sufficiently weak impurity-boson interactions $g_{IB}$ for the Fröhlich Hamiltonian to be valid. On the other hand, to reach the interesting intermediate coupling regime of the Fröhlich model, coupling constants $\alpha$ larger than one $\alpha \gtrsim 1$ – i.e. large interactions $g_{IB}$ – are required. We will now discuss under which conditions both $\alpha \gtrsim 1$ and Eq. (3.5) can simultaneously be fulfilled.

To this end we express both equations in terms of the experimentally relevant parameters $a_{IB}$, $m_\text{B}$ and $M$ which are assumed to be fixed, and we treat the BEC density $n_0$ as well as the impurity-boson scattering length $a_{IB}$ as variable parameters. Using the first-order Born approximation result $g_{IB} = 2\pi a_{IB}/m_\text{red}$, see Eq. (3.28), condition (3.5) reads

$$\epsilon := 2\pi^{3/2} \left(1 + \frac{m_\text{B}}{M}\right) a_{IB} \sqrt{a_{BB} n_0} \ll 1. \quad (7.1)$$

Similarly the polaronic coupling constant can be expressed as

$$\alpha = 2\sqrt{2\pi \frac{a_{IB}^2 \sqrt{n_0}}{a_{BB}}} \quad (7.2)$$

1We assume mass ratios $M/m_\text{B} \gtrsim 1$ of the order of one throughout this text. The case of very light impurities is discussed using perturbation theory in $M$ by Ref. [56].
Both $\alpha$ and $\epsilon$ are proportional to the BEC density $n_0$, but while $\alpha$ scales with $a_{IB}^2$, $\epsilon$ is only proportional to $a_{IB}$. Thus to approach the strong coupling regime $a_{IB}$ has to be chosen sufficiently large, while the BEC density has to be small enough in order to satisfy Eq. (7.1).

When setting $\epsilon = \epsilon_{\text{max}} \ll 1$ and assuming a fixed impurity-boson scattering length $a_{IB}$, we find an upper bound for the BEC density,

$$n_0 \leq n_0^{\text{max}} = (1 + m_B/M)^{-2} \left( \frac{a_{IB}/a_0}{100} \right)^{-2} \left( \frac{a_{BB}/a_0}{100} \right)^{-1} \epsilon_{\text{max}}^2 \times 5.45 \times 10^{16} \text{cm}^{-3},$$

where $a_0$ denotes the Bohr radius. For the same fixed value of $a_{IB}$ the coupling constant $\alpha$ takes a maximal value

$$\alpha^{\text{max}} = \epsilon_{\text{max}} \frac{\sqrt{2}}{\pi} (1 + m_B/M)^{-1} \frac{a_{IB}}{a_{BB}},$$

which is compatible with condition (7.1).

### 7.1.2 Experimentally achievable coupling strengths

Before discussing how Feshbach resonances allow to reach the intermediate coupling regime, we estimate values for $\alpha^{\text{max}}$ and $n_0^{\text{max}}$ for typical background scattering lengths $a_{IB}$. Despite the fact that these $a_{IB}$ are still rather small, we find that keeping track of condition (7.1) is important.

To this end we consider two experimentally relevant mixtures, (i) $^{87}\text{Rb}$ (majority) - $^{41}\text{K}$ and (ii) $^{87}\text{Rb}$ (majority) - $^{133}\text{Cs}$ [135, 137]. For both cases the boson-boson scattering length is $a_{BB} = 100 a_0$ [134, 144] and typical BEC peak densities realized experimentally are $n_0 = 1.4 \times 10^{13} \text{cm}^{-3}$ [135]. In the first case (i) the background impurity-boson scattering length is $a_{Rb-K} = 284 a_0$ [145, 147], yielding $\alpha_{Rb-K} = 0.18$ and $\epsilon = 0.21 < 1$. By setting $\epsilon_{\text{max}} = 0.3$ for the same $a_{Rb-K}$, Eq. (7.3) yields an upper bound for the BEC density $n_0^{\text{max}} = 2.8 \times 10^{14} \text{cm}^{-3}$ below the value of $n_0$, and a maximum coupling constant $\alpha_{Rb-K}^{\text{max}} = 0.26$. For the second mixture (ii) the background impurity-boson scattering length $a_{Rb-Cs} = 650 a_0$ [137] leads to $\alpha_{Rb-Cs} = 0.96$ and $\epsilon = 0.83 < 1$. Setting $\epsilon_{\text{max}} = 0.3$ for the same value of $a_{Rb-Cs}$ yields $n_0^{\text{max}} = 0.18 \times 10^{14} \text{cm}^{-3}$ and $\alpha_{Rb-Cs}^{\text{max}} = 0.35$. We thus note that already for small values of $\alpha \lesssim 1$, Eq. (7.1) is often not fulfilled and has to be kept in mind.

The impurity-boson interactions, i.e. $a_{IB}$, can be tuned by the use of an inter-species Feshbach resonance [149], available in a number of experimentally relevant mixtures [135, 140, 143, 147]. In this way, an increase of the impurity-boson scattering length by more than one order of magnitude is realistic.

| $a_{Rb-K}/a_0$ | 284. | 994. | 1704. | 2414. | 3124. | 3834. |
|-----------------|------|------|-------|-------|-------|-------|
| $a_{Rb-K}^{\text{max}}$ | 0.26 | 0.91 | 1.6   | 2.2   | 2.9   | 3.5   |
| $n_0^{\text{max}} [10^{14} \text{cm}^{-3}]$ | 2.8  | 0.23 | 0.078 | 0.039 | 0.023 | 0.015 |
| $a_{Rb-Cs}/a_0$ | 650. | 1950.| 3250. | 4550. | 5850. | 7150. |
| $a_{Rb-Cs}^{\text{max}}$ | 0.35 | 1.0  | 1.7   | 2.4   | 3.1   | 3.8   |
| $n_0^{\text{max}} [10^{14} \text{cm}^{-3}]$ | 0.18 | 0.02 | 0.0073| 0.0037| 0.0022| 0.0015|

Table 7.1: Experimentally the impurity-boson scattering length $a_{IB}$ can be tuned by more than one order of magnitude using a Feshbach-resonance. We consider two mixtures ($^{87}\text{Rb}$ - $^{41}\text{K}$, top and $^{87}\text{Rb}$ - $^{133}\text{Cs}$, bottom) and show the maximally allowed BEC density $n_0^{\text{max}}$ along with the largest achievable coupling constant $\alpha^{\text{max}}$ compatible with the Fröhlich model, using different values of $a_{IB}$ and choosing $\epsilon_{\text{max}} = 0.3 \ll 1$. This table was taken from Ref. [55].
which should be achievable with current technology. Note that if Eq. (3.5) would not be taken into account, couplings as large as $\alpha \sim 100$ would be possible, but then $\epsilon \sim 8 \gg 1$ indicates the importance of the phonon-phonon scatterings shown in FIG. 3.2 (c,d).

In summary we conclude that a faithful realization of the intermediate coupling ($\alpha \approx 1$) Fröhlich polaron in ultracold quantum gases should be possible with current technology.

### 7.2 RF spectroscopy

Radio-frequency (RF) spectroscopy [150, 151] provides one of the most powerful tools for the investigation of polarons. Essentially it consists of a measurement of the full spectral function $I(\omega, q)$ of the impurity, when an RF pulse is used to change the hyperfine state of impurity atoms from a state that does not interact with the BEC to the interacting one. For other theoretical discussions of this problem see Refs. [73, 74, 77, 152]. The data presented below was obtained from time-dependent mean-field calculations [74], see also Chap. 8, but the RG method can be used as well to calculate polaron spectra [152]. In the case of Fermi-polarons, RF spectra have been successfully measured [97]. This experimental technique can be directly carried over to Bose polarons, and RF spectra in Bose-Bose mixtures have indeed been measured [153] already.

Momentum dependent RF spectra $I(\omega, q)$ allow to extract a number of equilibrium properties of the polaron, as summarized in FIG. 7.1 (a). The full spectrum $I(\omega, q)$ moreover contains information about excitations of the polaron. For example, a power-law tail has been identified at high energies [74, 153] and can be related to universal two-body physics [154, 155].

#### 7.2.1 Basic theory of RF spectroscopy

In the following we discuss the RF spectrum of a Fröhlich polaron in a BEC. To this end we assume that impurity atoms have two spin states $\sigma = \uparrow, \downarrow$ which interact with the bosons with different interaction strengths $g^\sigma_{\text{IB}}$. In practice they correspond to different hyperfine states of the atoms. In the absence of the BEC the two spin states are offset by an energy difference $\omega_0$. The Hamiltonian for this system reads

$$\hat{H}_{\text{RF}} = \frac{\omega_0}{2} \sigma_z + |\uparrow\rangle\langle\uparrow| \otimes \hat{H}(g_{\text{IB}}^\uparrow) + |\downarrow\rangle\langle\downarrow| \otimes \hat{H}(g_{\text{IB}}^\downarrow) + \left(\Omega e^{i\omega t} |\downarrow\rangle\langle\uparrow| + \text{h.c.}\right),$$

where $\hat{H}(g_{\text{IB}}^\sigma)$ denotes the Fröhlich Hamiltonian (3.2) for the interaction strength $g_{\text{IB}}^\sigma$. For simplicity we consider the case when $g_{\text{IB}}^\downarrow = 0$ in the discussion below. The last term in Eq. (7.5) describes the RF-field induced transition, which is driven with strength $\Omega$ at frequency $\omega$. It conserves the total momentum $q$ because the momentum transfer of the RF beams $k_{\text{RF}} \ll 1/\xi$ can be safely neglected.

The RF spectrum can be obtained from the absorption cross-section $P_{\text{abs}}(\omega)$ of the RF beam in the atomic cloud. Consider the case when initially all impurity atoms are in the state $|\downarrow\rangle$ at momentum $q$. The absorption cross-section of an RF beam is then related to the transition rate into the second spin-state $|\uparrow\rangle$,

$$P_{\text{abs}}(\omega) \propto \Gamma_{\uparrow,\downarrow} = 2\pi|\Omega|^2 I(\omega, q).$$

According to Fermi’s golden rule the spectral function $I(\omega, q)$ is given by

$$I(\omega, q) = \sum_n \langle\psi_n^0 | \uparrow\rangle \langle\downarrow | \psi_n^0(\omega - (E_n^\uparrow - E_n^\downarrow)) \rangle.$$  

Here $|\psi_n^0\rangle$ is the initial non-interacting state with energy $E_n^0$ and $|\psi_n^\uparrow\rangle$ label all $n = 0, 1, ...$ interacting eigenstates with energies $E_n^\uparrow$. The RF-spectroscopy described above, where a non-interacting state is flipped into an interacting one, is referred to as inverse RF. In the direct RF protocol, in contrast, the interacting
Figure 7.1: In this section we discuss RF spectra of an impurity immersed in a BEC, as shown in the inset of (b). The interacting impurity is described by the Fröhlich Hamiltonian. (a) The characteristic properties of an impurity RF spectrum, taken for a given impurity momentum \( q \), allow to extract equilibrium properties of the polaron. (b) Inverse RF spectra calculated from MF theory \([74]\) are shown for different coupling strengths \( \alpha \) at \( q = 0 \). Only the incoherent part \( I_{\text{incoh}}(\Delta \omega) \) is plotted as a function of the frequency off-set \( \Delta \omega \) from the coherent polaron peak. Other parameters are \( M/m_B = 0.26 \) and \( \Lambda_0 \approx 200/\xi \) (a soft UV cut-off was used to avoid unphysical high-frequency oscillations resulting from a sharp cut-off).

...ground state \( |\psi^0_\uparrow\rangle \) is coupled to non-interacting states \( |\psi^n_\downarrow\rangle \). In this case, Eq.(7.7) still holds after exchanging spin-labels in the expression (\( \uparrow \) to \( \downarrow \) and \( \downarrow \) to \( \uparrow \)).

In the rest of this section, for concreteness, we will only be concerned with the inverse RF spectrum. Its qualitative properties are the same as those of the direct RF protocol. In particular, both spectra allow to measure characteristic polaron properties. We note that, from an experimental point of view, the inverse RF protocol has the conceptual advantage of being less sensitive to finite polaron life-time: Before applying the spin-flip, the non-interacting (or weakly interacting) impurity is stable. Strongly interacting impurities close to a Feshbach-resonance, on the other hand, can have a finite lifetime due to energetically lower molecular impurity-boson bound states, see Refs. \([73, 76]\).

7.2.2 Basic properties of RF spectra

A typical RF spectrum is shown in FIG.7.1. The Bogoliubov-Fröhlich polaron is a stable quasiparticle with an infinite lifetime, which corresponds to a coherent delta-function peak (amplitude \( Z \)) in the spectrum. The finite intrinsic line width of the RF transition, as well as other experimental limitations \([77]\), are discarded here.

The coherent peak is located at the polaron ground state energy, \( \omega = \omega_0 + E_0(q) \). Moreover, because the impurity is coupled to phonons by the impurity-boson interaction, we obtain a broad spectrum of phonon excitations at larger frequencies \( \omega - \omega_0 > E_0(q) \). These features can be identified in FIG.7.1(a). Thus the spectral function takes the form

\[
I(\omega, q) = Z \delta(\omega - (\omega_0 + E_0(q))) + I_{\text{incoh}}(\omega, q).
\]  

(7.8)

This can be shown from Eq.(7.7) using a Lehmann expansion, see \([74, 156]\).

Thus a measurement of the position of the polaron peak is sufficient to obtain the polaron energy \( E_0(q) \). By comparing RF spectra at different polaron momenta \( q \) the dispersion relation \( E_0(q) \) can be measured, which gives access also to the polaron mass \( M_p \).

The spectral weight \( Z \) of the coherent part \( I_{\text{coh}}(\omega, q) = Z \delta(\omega - (\omega_0 + E_0(q))) \) is given by the quasiparticle weight \( Z \). The quasiparticle weight describes the amount of free-impurity character of the polaron,

\[
Z = |\langle \text{free particle} | \text{polaron} \rangle|^2.
\]  

(7.9)

The incoherent part \( I_{\text{incoh}}(\omega, q) \) is non-vanishing only for \( \omega - \omega_0 > E_0(q) \), and it fulfills the following
sum-rule (which follows from Eqs. (7.7), (7.8))

\[ \int d\omega \ I_{\text{incoh}}(\omega, q) = 1 - Z. \quad (7.10) \]

Using this sum-rule the quasiparticle weight \( Z \) can be determined from the absorption spectrum \( P_{\text{abs}}(\omega) \), even when the non-universal prefactor relating \( P_{\text{abs}}(\omega) \) and \( I(\omega) \) is unknown.

The RF spectrum of an impurity can serve as a fingerprint of polaron formation, and it was used to proof polaron formation of impurities in a Fermi sea [97]. Let us summarize the required signatures to claim that a polaron has formed. First of all the presence of a coherent (delta)-peak in the RF spectrum proofs the existence of a long-lived quasiparticle in the system. Secondly, to distinguish a non-interacting impurity from a polaron – i.e. a dressed impurity – the spectral weight \( Z \) of the coherent peak has to be measured. Only when \( Z < 1 \) the quasiparticle has a phonon cloud characteristic for the polaron. Alternatively, because of the sum-rule Eq. (7.10), it is sufficient to show the existence of an incoherent tail in the RF spectrum to conclude that \( Z < 1 \).

### 7.3 Properties of polarons

As shown in the last section, many polaron properties can be measured experimentally using e.g. RF spectroscopy. Now we present numerical results and compare different theoretical models. We start by discussing the polaron mass, proceed with the phonon number, and close with the quasiparticle weight. To compare different theoretical approaches, sometimes we use coupling strengths \( \alpha \gg 1 \) beyond what is experimentally achievable.

#### 7.3.1 Polaronic Mass

FIG. 7.2 shows the polaron mass, calculated using several different approaches. In the weak coupling limit \( \alpha \rightarrow 0 \) the polaron mass can be calculated perturbatively in \( \alpha \), and the lowest-order result is shown in the figure. Around \( \alpha \approx 3 \) the perturbative result diverges and perturbation theory is no longer valid. We observe that in the limit \( \alpha \rightarrow 0 \) all approaches follow the same line which asymptotically approaches the perturbative result. The only exception is the strong coupling Landau-Pekar approach, which only yields a self-trapped polaron solution above a critical value of \( \alpha \), see Sec. 4.5.2.

For larger values of \( \alpha \), MF theory sets a lower bound for the polaron mass. Naively this would be expected, because MF theory does not account for quantum fluctuations due to couplings between

![Figure 7.2: The polaron mass \( M_p \) (in units of \( M \)) is shown as a function of the coupling strength \( \alpha \). We compare the RG method to MF, strong coupling theory [71], correlated Gaussian wavefunctions (CGWs) [57] and Feynman’s variational path-integral approach. We are grateful to Wim Casteels for providing his results of Feynman path-integral calculations [70]. We used parameters \( M/m_B = 0.26 \), \( \Lambda_0 = 200/\xi \) and set \( q/Mc = 0.01 \). In (b) the same data is shown as in (a) but in a double-logarithmic scale. The figure was taken from Ref. [55]. (a) (b)](imageurls)
phonons of different momenta. These fluctuations require additional correlations to be present in beyond-MF wavefunctions and should lead to an increased polaron mass. Indeed, for intermediate couplings $\alpha \gtrsim 1$ the RG approach predicts a polaron mass $M_{p}^{\text{RG}} > M_{p}^{\text{MF}}$ which is considerably different from the MF result.

In FIG 7.2 we present another interesting aspect of our analysis, related to the nature of the cross-over from weak to strong coupling polaron regimes. While Feynman’s variational approach predicts a rather sharp transition, the RG results show no sign of any discontinuity. Instead they suggest a smooth cross-over from one into the other regime, as expected on general grounds. It is possible that the sharp crossover obtained using Feynman’s variational approach is an artifact of the limited number of parameters used in the variational action.

In FIG 7.3 the polaron mass is calculated in the strongly coupled regime for rather large $\alpha$ while the mass ratio $M/m_B = 0.26$ is very small. It is also instructive to see how the system approaches the integrable limit $M \rightarrow \infty$ when the problem becomes exactly solvable, see Sec.4.4. The figure was taken from Ref. [55].

Figure 7.3: (a) The inverse polaron mass $M/M_p$ is shown as a function of the coupling strength $\alpha$, for various mass ratios $M/m_B$. We compare MF (dashed) to RG (solid) results. The parameters are $\Lambda_0 = 2000/\xi$ and we set $q/Mc = 0.01$ in the calculations. (b) The polaron mass $M_p/M - 1$ is shown as a function of the coupling strength for an impurity of mass $M = m_B$ equal to the boson mass. We compare MF, perturbation and strong coupling theories to the RG as well as to Feynman path-integral results by Wim Casteels [70]. We used parameters $\Lambda_0 = 200/\xi$ and $q/Mc = 0.01$. The figure was taken from Ref. [55].
coupling, where neither strong coupling approximation nor MF can describe the qualitative behavior of the polaron mass. This is demonstrated in FIG.7.2, where the RG predicts values for the polaron mass midway between MF and strong coupling, for a wide range of coupling strengths. We find that in this intermediate regime, to a good approximation, the polaron mass increases exponentially with $\alpha$, over more than a decade. In this intermediate coupling regime, the impurity is constantly scattered between phonons, leading to strong correlations between them. Here it acts as an exchange-particle mediating interactions between phonons. These processes change the behavior of the polaron completely, until the impurity mass becomes so strongly modified by phonons that a MF-like behavior of the renormalized impurity is restored in the strong coupling regime.

We conclude that measurements of the polaron mass rather than the binding energy should be a good way to discriminate between different theories describing the Fröhlich polaron at intermediate couplings. Quantum fluctuations manifest themselves in a large increase of the effective mass of polarons, in strong contrast to the predictions of the MF approach based on the wavefunction with uncorrelated phonons. Experimentally both the quantitative value of the polaron mass, as well as its qualitative dependence on the coupling strength can provide tests of the RG theory. The mass of the Fermi polaron has successfully been measured using collective oscillations of an atomic cloud [159], and similar experiments should be possible with Bose polarons in the near future.

### 7.3.2 Phonon Number

In FIG.7.5 (a) we plot the phonon number in the polaron cloud for one specific example. We observe that for $\alpha \lesssim 1$ RG and MF are in good agreement with each other. For couplings $\alpha > 1$ the RG predicts more phonons than MF theory, as expected from the presence of quantum fluctuations leading to additional dressing. The qualitative behavior of the phonon number, however, does not change for larger couplings. For very large $\alpha$ we find the same power-law as predicted by MF theory, but with a different prefactor. This is another indicator of the smooth transition from weak to strong coupling regime.

To make this smooth cross-over even more apparent, we calculated the ratio of the RG phonon number to the MF prediction in FIG.7.5 (b). The ratio starts to grow around $\alpha = 1$ and eventually it saturates at very larger values of $\alpha \approx 10^2$. The ratio of RG phonon number to MF theory at the largest couplings $\alpha$ increases with decreasing mass ratio. In the integrable limit $M \to \infty$ no deviations can be observed at all.
7.3.3 Quasiparticle weight

In FIG. 7.6 (a) we show how the quasiparticle weight $Z$ depends on the coupling strength $\alpha$ for two different mass ratios. By plotting the data from FIG. 7.6 (a) on a logarithmic scale, we found that while MF yields an exponential decay of $Z$, the RG predicts faster than exponential decay. In FIG. 7.6 (a) we also compare $Z$ to the MF-type expression $e^{-N_{ph}}$. Note however that we calculate $N_{ph}$ using the RG in this case. For the smaller mass ratio $M/m_B = 0.26$ we observe slight deviations of $Z$ from this expression, indicating that the RG polaron includes correlations between phonons going beyond the Poissonian statistics of the MF state.

In FIG. 7.6 (b) it is also shown how the quasiparticle weight depends on the polaron momentum $q$. For $q < M_c$ the polaron is subsonic for all couplings $\alpha$ and the quasiparticle weight $Z$ decays as a function of $\alpha$. For $q \geq M_c$ and for sufficiently small couplings $\alpha$ we find a supersonic polaron where $Z = 0$. For $\alpha = 0$ the quasiparticle weight $Z$ jumps discontinuously from $Z = 1$ at $q < M_c$ to $Z = 0$ for $q > M_c$. FIG. 7.6 (b) indicates that while $Z(q)$ decreases on the subsonic side when approaching the supersonic polaron, it still jumps discontinuously at the critical polaron momentum $q_c$. For large $\alpha$, however, the polaron quasiparticle weight $Z$ is exponentially suppressed and it is hard

Figure 7.6: (a) The RG quasiparticle weight $Z$ is compared to MF predictions and to the MF-type expression $\exp \left(-N_{ph}^{RG}\right)$ for different mass ratios. Parameters are $q = 0.75 M_c$ and $\Lambda_0 = 2000/\xi$. (b) The quasiparticle weight $Z$ of the polaron peak (calculated from RG) is shown as a function of the polaron momentum $q$ and the coupling strength $\alpha$. For $q \geq M_c$ and sufficiently small $\alpha$ the polaron becomes supersonic and the quasiparticle weight $Z = 0$ vanishes (red shaded area). Parameters are $M/m_B = 1.53$ and $\Lambda_0 = 200/\xi$. 

---

Figure 7.5: (a) The phonon number is plotted as a function of the coupling $\alpha$ on a double-logarithmic scale, using RG and MF theory. Parameters were $M/m_B = 1$, $q = 0.01 M_c$ and $\Lambda_0 = 2000/\xi$. (b) The ratio between RG phonon number $N_{ph}^{RG}$ in the polaron cloud and the MF result $N_{ph}^{MF}$ is shown as a function of the coupling constant $\alpha$ for various mass ratios. Parameters are $q = 0.01 M_c$ and $\Lambda_0 = 2000/\xi$. 
to distinguish a smooth cross-over from a sharp transition. For large $q > Mc$ we find that the function $Z(\alpha)$ takes a maximum value at finite $\alpha > 0$. It is suppressed at smaller couplings due to the proximity to the supersonic polaron, and at larger couplings due to the additional interactions.
8 Example of a Dynamical Problem: Bloch oscillations of Bose polarons

One of the most exciting new frontiers in the area of polaron problems is dynamical out-of-equilibrium phenomena. Recently dynamical problems involving mobile impurities coupled to a bath of bosons have become a topic of major interest, both theoretically and experimentally. For example, in cuprate compounds an onset of superconductivity well above the critical temperature $T_c$ was observed when the system was driven out-of-equilibrium by applying terahertz radiation that resonantly excited phonon modes [160]. While out of equilibrium solid state systems remain rather confusing due to many possible phenomena happening at the same time, ultracold gases provide an alternative, conceptually simpler setting with an extra advantage of fully tunable model parameters. For example, by preparing impurity atoms inside a superfluid the dynamics of polaron formation has been studied in Refs. [44, 83]. In another recent experiment the relaxation dynamics of impurity atoms in an optical lattice has been investigated, with decoherence due to the interaction of impurity atoms with the surrounding phonons of a BEC [84].

Describing full non-equilibrium dynamics of polarons is theoretically a challenging task. In one-dimensional systems the time-evolving block decimation (TEBD) method can be used, which has lead to a study of impurity transport in strongly interacting quantum gases [87, 88]. In another approach impurity dynamics in higher-dimensional systems were calculated using a Gutzwiller ansatz [161]. In the rest of this chapter we review a powerful time-dependent variational approach [74], which builds upon the Lee-Low-Pines mean-field theory presented in Sec. 4.4. We illustrate the approach by applying it to describe Bloch oscillations of lattice polarons [110], which allows to derive analytical results for transport properties (see Sec. 8.2). We also note that one can go beyond a mean-field treatment and include dynamics of quantum fluctuations, by generalizing the RG method of Chap. 5 to non-equilibrium problems [152]. Multiband effects on lattice polarons were also recently discussed in the context of ultracold atoms [162].

8.1 Time-dependent mean-field approach

Now we introduce the time-dependent variational MF approach [74] for the Bogoliubov-Fröhlich Hamiltonian (3.2). Our starting point is the Hamiltonian $\hat{H}_q$ in the polaron frame, see Eq. (4.26), i.e. after applying the LLP transformation (see Sec. 4.3). To describe the phonon dynamics in this frame, we consider a time-dependent variational wavefunction of the form

$$|\psi_q(t)\rangle = e^{-i\chi_q(t)} \exp \left( \int d^3k \langle \alpha_k(t) \hat{a}_k - \text{h.c.} \rangle |0\rangle \right) e^{-i\chi_q(t)} \prod_k |\alpha_k(t)\rangle. \quad (8.1)$$

This ansatz is almost identical to the MF wavefunction in Eq. (4.28), except that the coherent amplitudes $\alpha_k(t)$ are time-dependent and we included a time-dependent phase factor $\chi_q(t)$.

From the variational wavefunction (8.1) observables of interest can be easily calculated. For example the phonon number $N_{\text{ph}}(t)$ is given by

$$N_{\text{ph}}(t) = \int d^3k |\alpha_k(t)|^2. \quad (8.2)$$

Also the RF spectra presented in Sec. 7.2.1 can be obtained from the time-dependent wavefunction (8.1), when the initial condition $|\psi_q(0)\rangle = |0\rangle$ is employed. As shown in Ref. [74] they are given by the Fourier-transform of the time-dependent overlap $\langle 0|\psi_q(t)\rangle$.

$$I(\omega, q) = \text{Re} \frac{1}{\pi} \int_0^\infty dt e^{i\omega t} \langle 0|\psi_q(t)\rangle \quad (8.3)$$

$$= \text{Re} \frac{1}{\pi} \int_0^\infty dt e^{i\omega t} \exp \left[ it \frac{q^2}{2M} - i\chi_q(t) - \frac{1}{2} N_{\text{ph}}^{\text{MF}}(t) \right]. \quad (8.4)$$
8.1.1 Equations of motion – Dirac’s time-dependent variational principle

To derive equations of motion for the coherent amplitudes $\alpha_k(t)$ and the phase $\chi_q(t)$ in Eq. (8.1), we employ Dirac’s time-dependent variational principle, see e.g. Ref. [163]. It states that, given a (possibly time-dependent) Hamiltonian $\hat{H}(t)$, the dynamics of a quantum state $|\psi(t)\rangle$ can be obtained from the variational principle

$$\delta \int dt \, \mathcal{L} = 0, \quad \mathcal{L} = \langle \psi(t)|i\partial_t - \hat{H}(t)|\psi(t)\rangle. \quad (8.5)$$

Here $\mathcal{L}$ denotes a Lagrangian action.

When using a general variational ansatz $|\psi(t)\rangle = |\psi(x(t))\rangle$ defined by a set of some time-dependent variational parameters $x_j(t)$, we obtain their dynamics from the Euler-Lagrange equations of the classical Lagrangian $\mathcal{L}[x_j, \dot{x}_j, t]$. We note that there is a global phase degree of freedom: when $|\psi(t)\rangle$ is a solution of (8.5), then so is $e^{-i\chi(t)}|\psi(t)\rangle$ because the Lagrangian changes as $\mathcal{L} \to \mathcal{L} + \partial_t \chi(t)$. To determine the dynamics of $\chi_q(t)$ in Eq. (8.1), we note that for the exact solution $|\psi_{exc}(t')\rangle$ of the Schrödinger equation we should have

$$\int_0^t dt' \mathcal{L}(t') = 0, \quad (8.6)$$

for all times $t$, i.e. $\mathcal{L} = 0$. This equation can then be used to determine the dynamics of the overall phase for variational states.

The equations of motion for $\alpha_k(t)$ can now be derived from the Lagrangian

$$\mathcal{L}[\alpha_k, \alpha_k^*, \dot{\alpha}_k, \dot{\alpha}_k^*, t] = \partial_t \chi_q - \mathcal{H}[\alpha_k, \alpha_k^*] - \frac{i}{2} \int d^3k \,(\dot{\alpha}_k^* \alpha_k - \dot{\alpha}_k \alpha_k^*), \quad (8.7)$$

where we used the following identity valid for coherent states $|\alpha\rangle$,

$$\langle \alpha|\partial_t|\alpha\rangle = \frac{1}{2} (\dot{\alpha} \alpha^* - \dot{\alpha}^* \alpha). \quad (8.8)$$

The variational energy functional $\mathcal{H}$ in Eq. (8.7) evaluates to

$$\mathcal{H}[\alpha_k, \alpha_k^*] = \frac{\hbar^2}{2M} \left( \frac{P_{ph}[\alpha_k]}{2M} \right)^2 + g_{1B} n_0 + \int d^3k \, \left[ |\alpha_k|^2 \Omega_k[\alpha_k] + V_k (\alpha_k + \alpha_k^*) \right]. \quad (8.9)$$

Here the renormalized phonon dispersion $\Omega_k[\alpha_k]$ and the phonon momentum $P_{ph}[\alpha_k]$ depend explicitly on the amplitudes $\alpha_k$. They are given by the MF expressions,

$$\Omega_k^{MF} = \omega_k + \frac{k^2}{2M} - \frac{1}{M} k \cdot (q - P_{ph}[\alpha_k]), \quad (8.10)$$

$$P_{ph}[\alpha_k] = \int d^3k \, k |\alpha_k|^2, \quad (8.11)$$

see Eqs. (4.39) and (4.31).

Using the Euler-Lagrange equations associated with the Lagrangian (8.7) the following equations of motion follow:

$$i\partial_t \alpha_k(t) = \Omega_k[\alpha_k(t)] \alpha_k(t) + V_k. \quad (8.12)$$

From the condition that $\mathcal{L} = 0$ we obtain

$$\partial_t \chi_q(t) = \frac{\hbar^2}{2M} \left( \frac{P_{ph}[\alpha_k(t)]}{2M} \right)^2 + g_{1B} n_0 + \text{Re} \int d^3k \, V_k \alpha_k(t). \quad (8.13)$$

8.2 Bloch oscillations of polarons in lattices

In this chapter we show how the time-dependent MF approach can be used to describe polaron dynamics in a lattice [110]. In particular we investigate an impurity hopping between neighboring lattice sites while interacting with the surrounding phonons. This situation can be realized experimentally with electrons interacting with phonons in a crystal, or using an ultracold impurity atom confined to a deep optical lattice and immersed in a BEC [83, 84]. The numerical results presented below correspond to the cold atoms set-up, although the theoretical analysis is generic. For a review of lattice polarons in solid state systems, see Refs. [5, 164, 166].
8.2.1 Model

Our starting point is a polaron Hamiltonian after the application of a lattice-version of the Lee-Low-Pines transformation, for details see Appendix 10.1.2.

\[ \hat{H}_q(t) = \int d^3k \left[ \omega_k \hat{a}_k^\dagger \hat{a}_k + \nabla_k \left( \hat{a}_k^\dagger \hat{a}_k \right) \right] - 2J \cos \left( a(q - Ft) - a \int d^3k \ k_z \hat{a}_k^\dagger \hat{a}_k \right). \]  

(8.14)

Here we consider an impurity in a one-dimensional lattice, interacting with a three-dimensional bath of phonons. We restrict our analysis to the tight-binding nearest neighbor approximation. Our starting point is a polaron Hamiltonian after the application of a lattice-version of the Lee-Low-Pines transformation, for details see Appendix 10.1.2. Therefore the dynamics of the phonon cloud is determined by the Hamiltonian \( \hat{H}_q(\tau) \), which leads to a constant change of the impurity quasimomentum \( q(t) \),

\[ q(t) = q - Ft. \]  

(8.15)

For a detailed derivation of the Hamiltonian \( \hat{H}_q(q, a) \) in the case of ultracold quantum gases we refer the interested reader to Ref. [110]. Let us emphasize that Eq. (8.14), as well as the following analysis, can easily be generalized to describe e.g. phonons which are restricted to a lattice Brillouin zone or an impurity in a higher-dimensional lattice.

In the following we consider the dynamics of an impurity which is initially non-interacting. Then, at time \( t = 0 \), we switch on its interactions with the surrounding phonons, which are initially assumed to be in the zero-temperature vacuum state \( |0\rangle \). To describe dynamics of the impurity within the polaron frame, we can decompose the initial wavefunction in its Fourier components,

\[ |\psi(0)\rangle = \sum_{q \in \text{BZ}} f_q |q\rangle \otimes |0\rangle. \]  

(8.16)

Here \( |q\rangle \) denotes the impurity eigenstate with lattice quasimomentum \( q \) and \( |0\rangle \) is the phonon vacuum. The Fourier amplitudes \( f_q \) are determined by the initial impurity wavefunction \( \psi_{\text{in}}^j \),

\[ f_q = \frac{1}{\sqrt{L/a}} \sum_j e^{iqaj} \psi_{\text{in}}^j, \]  

(8.17)

where \( L \) is the length of the lattice and \( j = \ldots, -1, 0, 1, \ldots \) denote lattice sites.

Most importantly, because of the discrete translational invariance of the problem, the Fourier components \( f_q \) are conserved during the time-evolution. After some time \( t \) the wavefunction (in the polaron frame) reads

\[ |\psi(t)\rangle = \sum_{q \in \text{BZ}} f_q |q\rangle \otimes T e^{-i \int_0^t d\tau \hat{H}_q(\tau)} |0\rangle. \]  

(8.18)

Therefore the dynamics of the phonon cloud \( |\psi_q(t)\rangle \) at a given quasimomentum \( q \) of the polaron is determined by the Hamiltonian \( \hat{H}_q(t) \) in the polaron frame. In the following section we derive the solution \( |\psi_q(t)\rangle \) approximately using the time-dependent MF approach presented in the last section.

Once we have found the solution for \( |\psi_q(t)\rangle \) we can use Eq. (8.18) to derive all observables of interest. To derive transport properties of the impurity in the presence of phonons, we need the impurity trajectory. It can be obtained from the impurity density distribution \( n_j(t) \), which is determined by

\[ n_j(t) = \frac{a}{L} \sum_{q_2, q_1 \in \text{BZ}} e^{i(a(q_2 - q_1)j)} A_{q_2, q_1}(t) f_{q_2}^* f_{q_1}. \]  

(8.19)

Here we defined the time-dependent overlap

\[ A_{q_2, q_1}(t) = \langle \Psi_{q_2}(t) | \Psi_{q_1}(t) \rangle, \]  

(8.20)

which is thus a quantity of key interest.
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8.2.2 Time-dependent mean-field description

As in the case of the Bogoliubov-Fröhlich polaron in the continuum, see Sec. 8.1, a time-dependent MF description of the lattice polaron dynamics can be constructed. To this end we make the same ansatz as in Eq. (8.1)

$$|\psi_q(t)\rangle = e^{-i\chi_q(t)} \prod_k |\alpha_k(t)\rangle. \quad (8.21)$$

Equations of motion are obtained as described in Sec. 8.1.1, i.e.,

$$i\partial_t \alpha_k(t) = \overline{H}_k[\alpha_k(t)] \alpha_k(t) + V_k, \quad (8.22)$$

$$\partial_t \chi_q = \frac{i}{2} \int d^3 k \left( \hat{a}_k^\dagger \alpha_k - \hat{a}_k \alpha_k^* \right) + \mathcal{H}_{q-F}[\alpha_k(t)]. \quad (8.23)$$

In the lattice case, from Eq. (8.13) we obtain the renormalized phonon dispersion

$$\overline{H}_k[\alpha_k] = \omega_k + 2J e^{-C[\alpha_k]} \left[ \cos (a(q - Ft) - S[\alpha_k]) - \cos (a(q - Ft) - ak_x - S[\alpha_k]) \right], \quad (8.24)$$

where we defined

$$C[\alpha_k] = \int d^3 k |\alpha_k|^2 (1 - \cos(ak_x)), \quad S[\alpha_k] = \int d^3 k |\alpha_k|^2 \sin(ak_x). \quad (8.25)$$

Moreover, the MF energy functional reads

$$\mathcal{H}_{q-F}[\alpha_k(t)] = -2J e^{-C[\alpha_k]} \cos (a(q - Ft) - S[\alpha_k]) + \int d^3 k \left[ \omega_k |\alpha_k|^2 + V_k (\alpha_k + \alpha_k^*) \right]. \quad (8.26)$$

8.2.3 Adiabatic approximation and polaron dynamics

To gain analytical insight into the time-dependent MF solution, we make use of the adiabatic approximation. The starting point is a ground state polaron in a lattice, which we can describe as in Sec. 8.1.1, adiabatically

$$|\psi_q(t)\rangle \approx e^{-i\chi_q(t)} \prod_k |\alpha_k^MF(q - Ft)\rangle. \quad (8.28)$$

As a simple application of the adiabatic approximation, consider a stationary initial Gaussian impurity wavepacket which is centered around $X_0$ at time $t = 0$. Then the adiabatic approximation can be used to show that the dynamics of the wavepacket is given by

$$X(t) = X_0 + \left[ E_{0}^{MF}(Ft) - E_{0}^{MF}(0) \right]/F. \quad (8.29)$$

Here $E_{0}^{MF}(q) = \mathcal{H}_{q}[\alpha_k^MF]$ is the polaron ground state energy. Therefore the impurity trajectory resembles the polaron dispersion relation in the adiabatic limit. The corresponding impurity trajectory (or polaron trajectory) is periodic in time, with the frequency given by $\omega_B = aF$. Thus we conclude that the polaron undergoes coherent Bloch oscillations, and the Bloch oscillation frequency coincides with the result for a non-interacting impurity.

More importantly, we can describe corrections to the adiabatic approximation using a simple bilinear Hamiltonian. To this end we apply a time-dependent unitary basis transformation,

$$\hat{U}(q - Ft) = \prod_k \exp \left( \alpha_k^MF(q - Ft) \hat{a}_k^+ - (\alpha_k^MF(q - Ft))^* \hat{a}_k \right). \quad (8.30)$$
In the so-obtained frame, $\hat{a}_k$'s describe quantum fluctuations around the time-dependent MF solution. Their dynamics is governed by the effective time-dependent Hamiltonian
\[ \tilde{H}(t) = \int d^3k \Omega_k (q - Ft) \hat{a}_k^+ \hat{a}_k + iF \int d^3k \left( \partial_q \alpha_k \right) \left[ \hat{a}_k^+ - \hat{a}_k \right] + O(J^* \hat{a}^2). \] (8.31)

Here we introduced $J^* (q - Ft) := J \exp \left[ -C \alpha_k (q - Ft) \right]$ and we neglected terms of order $O(J^* \hat{a}^2)$.

The non-adiabatic corrections $\propto F$ on the right hand side of this equation determine the emission rate of phonons due to periodic oscillations in the system at the frequency $\omega_B$. This leads to an incoherent drift current of the impurity along the applied force, which adds to the coherent Bloch oscillations predicted in Eq.(8.29). The corresponding drift velocity $v_d$ of the impurity can be calculated from the phonon emission rate $\gamma_{ph}$, by relating the emitted power $P_{\gamma}$ to the energy gain per time $F v_d$ when the impurity slides down the lattice. Assuming that only phonons which are resonant with the Bloch oscillation frequency $\omega_B$ are emitted, $P_{\gamma} = \omega_B \gamma_{ph}$, we obtain
\[ v_d = a \gamma_{ph}. \] (8.32)

The phonon emission rate can be calculated from Eq.(8.31) using Fermi's golden rule to treat the time-dependent non-adiabatic corrections. As a result we obtain an analytic expression for the drift velocity,
\[ v_d(F) = S_{d-2} 8 \pi n_0^2 J_0^2 k^{d-1} \frac{1}{a F^2} \frac{1}{(\partial_k \omega_k)} (1 - \text{sinc}(ak)) + O(J_0^3). \] (8.33)

This result assumed a slightly generalized model where phonons in $d$ spatial dimensions are considered (instead of $d = 3$ as e.g. in Eq.(8.31) above). In Eq.(8.33) the value of $k$ has to be determined from the condition that $\omega_k = \omega_B$. Moreover, $J_0^* := \lim_{J \to 0} J^* (q)$ is the renormalized polaron hopping in the heavy impurity limit (which is independent of $q$), and $S_n = (n+1)^{(n+1)/2}/T(n/2+3/2)$ denotes the surface area of an $n$-dimensional unit sphere. $\text{sinc}(x)/x$ is a shorthand notation for the function $\sin(x)/x$. For a detailed derivation of Eq.(8.33) we refer the reader to Ref. [110].

In the following we will compare the analytical results presented in this section to a full numerical treatment of the time-dependent MF equations (8.22), (8.23).

### 8.2.4 Polaron transport properties

To obtain polaron transport properties, the time-dependent MF equations (8.22), (8.23) can be solved numerically. In FIG 8.1 we show an example for a trajectory of a strongly interacting impurity. We compare it to the result of the adiabatic approximation and to the trajectory of a non-interacting impurity. First we notice a strong suppression of the oscillation amplitude compared to the free impurity. This effect is captured by the adiabatic approximation and may be explained from the strong renormalization of the polaron mass. In addition, we observe a drift of the polaron

![Figure 8.1: Impurity density $n_j(t)$ (gray scale) with $ja = x$ for a heavily dressed impurity, taken from Ref. [110]. The polaron dynamics, starting from phonon vacuum, is compared to the result from the adiabatic approximation (red, dashed) as well as the trajectory of a non-interacting impurity wavepacket (blue, dashed-dotted).](image-url)
along the lattice. This corresponds to an incoherent current, induced by the force $F$, which is absent for a non-interacting impurity. In FIG 8.2 the corresponding current-force relation $v_d(F)$ obtained from the time-dependent MF theory is shown, where $v_d$ denotes the drift velocity. In the following we will review the theoretical progress in understanding polaron transport properties, and put our time-dependent MF results in FIG 8.2 into context with other works.

Historically, the study of the interplay between coherent Bloch oscillations of a single particle and inelastic scattering (e.g. on thermal phonons) was pioneered in the solid state physics context by Esaki and Tsu [167], who derived a phenomenological relation between the driving force $F$ and the net (incoherent) current $v_d$. They used the relaxation-time approximation which assumes that randomly distributed scattering events bring the system back into its ground state instantly. Between the scattering events the evolution of the system is assumed to be fully coherent. The resulting Esaki-Tsu relation reads

$$v_d(F) = 2Ja \frac{\omega_B \tau}{1 + (\omega_B \tau)^2}, \quad \omega_B = aF,$$  (8.34)

where $\tau$ denotes the relaxation time (i.e. the average duration between two consecutive scattering events). In particular, it predicts a generic Ohmic regime for weak driving, i.e. $v_d \sim F$.

The precision of ultra-cold atom experiments allowed a detailed verification of the Esaki-Tsu relation in thermal gases [168]. In such a setting, with coupling to an incoherent thermal bath, theoretical analysis [169, 170] showed that the relation (8.34) is valid. However, it is not clear a priori whether the result by Esaki and Tsu applies also to the polaron problem inside a BEC where interactions should be treated on a fully coherent level. Nevertheless, Bruderer et al. [65] suggested to describe the incoherent polaron current using the Esaki-Tsu relation, and indeed by fitting Eq.(8.34) to their numerical data for a one-dimensional polaron model they found convincing agreement.

In Ref. [110] we pointed out two main shortcomings of the phenomenological Esaki-Tsu theory when applied to the polaron problem. First, in order to obtain reasonable agreement with the numerical data, the hopping $J$ in Eq.(8.34) has to be replaced by an effective hopping $J_{\text{eff}}$ which becomes an additional fitting parameter [65]. This effective hopping is not related to the mass renormalization of the polaron, and not even the dependence of $J_{\text{eff}}$ on the bare hopping $J$ (or on the interaction strength) is correctly predicted by the Esaki-Tsu theory [110]. Thus, within the
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Figure 8.2: The dependence of the polaron drift velocity $v_d$ on the driving force $F$ is shown. The data points were obtained from impurity trajectories calculated by solving for the time-dependent mean-field wavefunction of phonons in a three-dimensional BEC. A fixed interaction strength is used and various hoppings are considered (top: $J = 0.5c/a$, middle: $J = 0.3c/a$, bottom: $J = 0.1c/a$). For each $J$ also the result from the analytical model Eq.(8.33) of polaron transport (solid lines) is shown, which is free of any fitting parameters. In (a) (legend from (a) applies), but on a double-logarithmic scale. In the lower left corner an Ohmic power-law dependence $v \sim F$ is indicated (thin solid line). The figure is taken from Ref. [110] where further explanations can be found.
phenomenological model developed by Esaki and Tsu, there is no physical explanation for why the hopping should be used as a fitting parameter.

The second – more severe – shortcoming of the Esaki-Tsu model, when applied to the polaron problem, is that it predicts a generic Ohmic current-force relation \( v_d(F) \propto F \) in the weak-driving limit. This is in conflict with our analytical result in Eq.\( \text{8.33} \), which predicts a current-force relation

\[
\begin{align*}
v_d(F) & \propto F^d
\end{align*}
\]

for weak driving \( F \to 0 \). This result depends sensitively on the dimensionality \( d \). Only in the one-dimensional case \( d = 1 \) studied in Ref. [65] the Ohmic behavior is obtained that is characteristic for the Esaki-Tsu theory in arbitrary dimensions. For higher-dimensional systems, on the other hand, a sub-Ohmic current-force relation is predicted.

In FIG.8.2 results from full time-dependent MF calculations are shown, where phonons in \( d = 3 \) dimensions were simulated. In the double-logarithmic plot in part (b) sub-Ohmic current-force relations can be identified. For sufficiently small hoppings \( J \) the analytical result in Eq.\( \text{8.33} \) is valid and agrees well with the numerical data. Besides the sub-Ohmic behavior at small forces, the qualitative form of the curves \( v_d(F) \) agrees with the naive expectation from the Esaki-Tsu model, see Ref. [110]. However from the point view of the analytical result \( \text{8.33} \), which describes in detail the dependence of the current on various system parameters like the scattering amplitude \( V_k \) or the phonon dispersion \( \omega_k \), the qualitative agreement with the Esaki-Tsu curve seems rather accidental.

In the time-dependent MF theory discussed above, phonon correlations are discarded. This is certainly valid in the weak coupling regime, but becomes questionable for stronger couplings. Using a generalization of the RG procedure (see Chap.5) to real-time dynamics, we found in the continuum that time-dependent MF results provide a remarkably good description of the system up to rather large couplings [152]. To check whether this is true also for polarons in a lattice, quantum fluctuations have to be included. One possibility is to use time-dependent Gaussian variational wavefunctions (in generalization of the static case discussed in Sec.5.5) which could be carried over to the lattice case.
Before concluding these lecture notes we would like to review some of the open questions that need to be understood in the context of Bose polarons and related problems.

**Bose polarons beyond the Fröhlich model.** The Fröhlich model formulation of the Bose polaron focuses on processes in which an impurity atom scatters atoms in and out of the condensate. Said differently, in any scattering process with the impurity atom one of the states of the BEC atoms is at \( k = 0 \). The Fröhlich Hamiltonian does not include processes in which uncondensed host atoms scatter between states at finite momenta. While scattering in and out of the \( k = 0 \) state benefits from the Bose enhancement factor, scattering between finite momentum states is favored by the large available phase space in the case of a high UV cutoff. Scattering of atoms (phonons) at finite momentum is particularly important close to unitarity, where such processes play a crucial role in formation of the molecular bound state and defining the correct low energy limit of the scattering amplitude. At the two particle level these processes can be included using non-self-consistent T-matrix approximation (see e.g. [73]). However, this approximation does not allow for the creation of multiple phonon excitations. Thus it does not describe correctly either the full phonon dressing of the polaronic ground state or the dynamical spectral function. The broad spectral feature predicted by this approach (see Fig. 2 in Ref. [73]) does not show the coherent polaron peak separated from the higher energy shake-off processes. Combining the physics of Feshbach resonances with the polaronic physics discussed in these lecture notes remains an open problem although first steps in this direction were taken by the use of self-consistent T-matrix approximation [73] and variational calculations [75, 76].

**Bose polaron dynamics in traps.** Most experiments with ultracold atoms include parabolic confining potential. Thus one of the readily available experimental tools is the analysis of impurity dynamics in the parabolic potential in the presence of the BEC. Measurements of the frequency and damping of oscillations can provide information about the polaron effective mass and mobility [44]. Understanding polaron dynamics in such systems is more challenging than in homogeneous space. The total momentum of the system is no longer conserved and one cannot do the Lee-Low-Pines transformation to integrate out the impurity atom. Reliable extensions of the formalism presented in this paper to systems without translational symmetry remains an open challenge (see Refs. [171, 172] for solutions of the simplified models of Caldeira-Leggett type).

**Dynamics of magnetic polarons.** We expect that many fruitful results can be obtained by extending techniques discussed in these lecture notes to other polaronic systems. One of the particularly promising directions is analysis of magnetic polarons in Mott insulators (see e.g. [173, 174]) and other strongly correlated electron systems. Direct analogue of the RF spectroscopy of polarons that we discussed in these lecture notes is photoemission experiments [175]. When an electron is ejected from the material, it leaves behind a hole, that can interact with spin waves, giving rise to characteristic spectral functions [176, 177]. Another important class of experiments that can be analyzed using tools presented in this paper is resonant x-ray scattering [178], in which an electron photo-excited into the upper Hubbard band interacts with spin waves.
10 Appendices

10.1 Lee-Low-Pines formalism in a lattice

In this appendix we present a theoretical model of lattice polarons. It is based on the Lee-Low-Pines (LLP) formalism, which we reviewed for continuum polarons in Sec. 4.3. Our starting point is an impurity confined to the lowest Bloch band of an optical lattice, interacting with a surrounding bath of Bogoliubov phonons describing elementary excitations of the BEC. Although we discuss the case of a continuous BEC here, our treatment can easily be generalized to a BEC in a lattice. A more detailed discussion can be found in Ref. [110]. Here we will focus on the case of a three dimensional BEC ($d = 3$) again, but analogous analysis can be done for other dimensions $d$.

Our starting point is the following lattice polaron Hamiltonian, which is obtained from (3.1) by introducing a deep species-selective optical lattice for the impurity.

$$
\hat{H} = \int d^3 k \left\{ \omega_k \hat{a}_k \hat{\alpha}_k + \sum_j \hat{c}_j \hat{c}_j e^{i k \cdot r_j} \left( \hat{\alpha}_k + \hat{\alpha}_{-k} \right) \frac{1}{\sqrt{2}} V_k \right\} +
+ g_{IB} n_0 - J \sum_j \left( \hat{c}_j \hat{c}_{j+1} + \text{h.c.} \right) - F \sum_j j a \hat{c}_j^\dagger \hat{c}_j. \tag{10.1}
$$

Here $\hat{c}_j^\dagger$ creates an impurity at lattice site $j$, $V_k$ is the scattering amplitude in the lattice (see Ref. [110] for details), $J$ is the impurity hopping and $a$ the lattice constant. For concreteness we assume the lattice to be one-dimensional (pointing along $e_x$), but the analysis can easily be carried over to arbitrary lattice dimensions. To study transport properties of the dressed impurity, we furthermore consider a constant force $F$ acting on the impurity. In experiments this force can e.g. be applied using a magnetic field gradient [179–181].

The second term in the first line of Eq. (10.1) $\sim \hat{c}_j \hat{c}_j^\dagger$ describes scattering of phonons on an impurity localized at site $j$ (with amplitude $V_k$). This term thus breaks the conservation of total phonon momentum (and number), and we stress that phonon momenta $k$ can take arbitrary values $\in \mathbb{R}^3$, not restricted to the Brillouin zone (BZ) defined by the impurity lattice [3].

10.1.1 Coupling constant and relation to experiments

Now we slightly adapt the definition of the dimensionless coupling constant for lattice polarons. The disadvantage of the definition given in Eq. (3.21) is that there $\alpha$ depends on the (free-space) impurity-boson scattering length $a_{IB}$. Here we use only $g_{IB}$ to characterize the interaction strength, and define

$$
g_{eff}^2 = \frac{n_0 g_{IB}^2}{\xi^2} = \left( \frac{E_{IB}}{E_{ph}} \right)^2. \tag{10.2}
$$

If we re-express $a_{IB}$ in terms of $g_{IB}$ using the free-space Lippmann-Schwinger equation, see Sec 3.5, we find $\alpha = \frac{2}{\pi m c^2} n_0 g_{IB}^2$. Thus our coupling constant (10.2) is related to $\alpha$ by

$$
\alpha = \frac{1}{\pi} \left[ 1 + \frac{m n_0}{M} \right]^{-2} g_{eff}^2. \tag{10.3}
$$

In this expression the impurity mass $M$ enters as an additional parameter, which is not required to calculate $g_{eff}$ however. Therefore we prefer to use $g_{eff}$ instead of $\alpha$ in the case of lattice polarons.

---

4 Only if the bosons were also subject to an optical lattice potential, the phonon momenta $k$ appearing in Eq. (10.1) would be restricted to the corresponding BZ. This is not the case for the model of a homogeneous BEC considered here.
10.1.2 Time-dependent Lee-Low-Pines transformation in the lattice

Now we simplify the Hamiltonian \((10.1)\) by making use of the Lee-Low-Pines transformation (see Sec. 4.3). This will make the conservation of polaron quasimomentum explicit. We also include the effect of the constant force \(F\) acting on the impurity.

To do so, we start by applying a time-dependent unitary transformation,

\[
\hat{U}_B(t) = \exp \left( i \omega_B t \sum_j \hat{j}_j \hat{c}_j \right),
\]

where \(\omega_B = aF\) denotes the frequency of Bloch oscillations of the bare impurity. Next we apply the LLP transformation which is of the form

\[
\hat{U}_{LLP} = e^{i \hat{S}}, \quad \hat{S} = \int \! d^3 k \ k_x \hat{a}_k^\dagger \hat{a}_k \sum_j a_j \hat{c}_j \hat{c}_j^\dagger,
\]

in the presence of a lattice, cf. Eq. (10.5).

As described in Sec. 4.3, the action of the Lee-Low-Pines transformation on an impurity can be understood as a displacement in quasimomentum space. Such a displacement \(q \rightarrow q + \delta q\) (modulo reciprocal lattice vectors \(2\pi/a\)) is generated by the unitary transformation \(e^{i\delta q \hat{X}}\), where the impurity position operator is defined by \(\hat{X} = \sum_j a_j \hat{c}_j \hat{c}_j^\dagger\). Comparing this to Eq. (10.5) yields \(\delta q = \int \! d^3 k \ k_x \hat{a}_k^\dagger \hat{a}_k\), which is the total phonon momentum operator. Thus we obtain

\[
\hat{U}_{LLP}^\dagger \delta q \hat{U}_{LLP} = \hat{c}_q + \delta q.
\]

For phonon operators, on the other hand, transformation (10.5) corresponds to translations in real space by the impurity position \(\hat{X}\). One can easily see that

\[
\hat{U}_{LLP}^\dagger \hat{a}_k \hat{U}_{LLP} = e^{i \hat{X} k_x} \hat{a}_k.
\]

Now we would like to apply the time-dependent LLP transformation

\[
\hat{U}_{LLL}(t) = \hat{U}_{LLP} \hat{U}_B(t) = e^{i \hat{S}(t)}, \quad \hat{S}(t) = \left( \int \! d^3 k \ k_x \hat{a}_k^\dagger \hat{a}_k + Ft \right) \sum_j a_j \hat{c}_j \hat{c}_j^\dagger
\]

to the Hamiltonian Eq. (10.1). In the new basis the (time-dependent) Hamiltonian reads

\[
\hat{H}(t) = \hat{U}_{LLL}^\dagger(t) \hat{H} \hat{U}_{LLL}(t) - i \hat{U}_{LLL}^\dagger(t) \partial_t \hat{U}_{LLL}(t).
\]

To simplify the result we first write the free impurity Hamiltonian in quasimomentum space,

\[
\hat{H}_1 = -2J \sum_{q \in BZ} \hat{c}_q^\dagger \hat{c}_q \cos(aq),
\]

where we introduce the quasimomentum basis in the usual way,

\[
\hat{c}_q := (L/a)^{-1/2} \sum_j e^{iq j} \hat{c}_j.
\]

Here \(L\) denotes the total length of the impurity lattice and \(q = -\pi/a, ..., \pi/a\) is the impurity quasimomentum in the BZ. The transformation (10.4) thus allows us to assume periodic boundary conditions for the Hamiltonian (10.1), despite the presence of a linear potential \(-Fx\).

Next we make use of the fact that only a single impurity is considered, i.e. \(\sum_{q \in BZ} \hat{c}_q^\dagger \hat{c}_q = 1\) for all relevant states, allowing us to simplify

\[
\hat{c}_j^\dagger \hat{c}_j e^{ik_x X} = \hat{c}_j^\dagger \hat{c}_j e^{ik_x a_j}.
\]

Note that although the operator \(\hat{X}\) in Eq. (10.12) consists of a summation over all sites of the lattice, in the case of a single impurity the prefactor \(\hat{c}_j^\dagger \hat{c}_j\) selects the contribution from site \(j\) only.
We proceed by employing Eqs. (10.10 - 10.12) and arrive at the Hamiltonian

\[ \mathcal{H}(t) = \sum_{q \in \text{BZ}} \mathcal{F}_q \left\{ \int d^3k \left[ \omega_k \tilde{a}_k^\dagger \tilde{a}_k + V_k \left( \tilde{a}_k^\dagger + \tilde{a}_k \right) \right] - 2J \cos \left( aq - \omega_B t - a \int d^3k' k'_x a_{k'}^\dagger a_{k'} \right) + g_{\text{HB}} n_0 \right\}. \]  

Let us stress again that this result is applicable only for a single impurity, i.e. when \( \sum_{q \in \text{BZ}} \mathcal{F}_q = 1 \). We find it convenient to make use of this identity and pull out \( \sum_{q \in \text{BZ}} \mathcal{F}_q \) everywhere to emphasize that the Hamiltonian factorizes into a part involving only impurity operators and a part involving only phonon operators. Notably the Hamiltonian (10.13) is time-dependent and non-linear in the phonon operators. From the equation we can moreover see that, in the absence of a driving force \( F = 0 \) (corresponding to \( \omega_B = 0 \)), the total \textit{quasimomentum} \( q \) in the BZ is a conserved quantity. We stress, however, that the total \textit{phonon} momentum \( \int d^3k \ k^x a_{k}^\dagger a_{k} \) of the system is not conserved.

Even in the presence of a non-vanishing force \( F \neq 0 \) the Hamiltonian is still block-diagonal for all times,

\[ \mathcal{H}(t) = \sum_{q \in \text{BZ}} \mathcal{F}_q \hat{q} \mathcal{H}_q(t), \]  

and \textit{quasimomentum} evolves in time according to

\[ q(t) = q - Ft, \]  

i.e. \( \hat{q} q(t) = \hat{q} q(t)(0) \). This relation has the following physical meaning: if we start with an initial state that has a well defined \textit{quasimomentum} \( q_0 \), then the \textit{quasimomentum} of the system remains a well defined quantity. The rate of change of the \textit{quasimomentum} is given by \( F \), i.e. \( q(t) = q_0 - Ft \). Thus states that correspond to different initial momenta do not mix in the time-evolution of the system.

### 10.2 Renormalized impurity mass

In this appendix we would like to show that the coupling constant \( \mathcal{M} \) in the RG protocol can be interpreted as renormalized impurity mass. To this end we start from a Lee-Low-Pines type polaron model with UV cut-off \( \Lambda \) and an impurity of mass \( M \). Then we apply the RG to integrate out phonons at momenta larger than \( \Lambda \), and show that the resulting low-energy model is equivalent to a Lee-Low-Pines type polaron model with a UV cut-off \( \Lambda \) and for an impurity of mass \( \mathcal{M} \).

For simplicity we restrict ourselves to the spherically symmetric case \( q = 0 \). We start from the Fröhlich Hamiltonian after the Lee-Low-Pines transformation,

\[ \mathcal{H} = \int^{\Lambda_0} d^3k \left[ \omega_k \tilde{a}_k^\dagger \tilde{a}_k + V_k \left( \tilde{a}_k^\dagger + \tilde{a}_k \right) \right] + \frac{1}{2M} \left( \int^{\Lambda_0} d^3k \ k \tilde{a}_k^\dagger \tilde{a}_k \right)^2 \]  

Next, as in the main text, we apply the MF shift \( \hat{U} \mathcal{H} \mathcal{U} \) and obtain

\[ \mathcal{H}_\Lambda := \hat{U} \mathcal{H} \mathcal{U} = \int^{\Lambda_0} d^3k \ \Omega_k \tilde{a}_k^\dagger \tilde{a}_k + \int^{\Lambda_0} d^3kd^3k' \frac{k \cdot k'}{2M} : \hat{\Gamma}_k \hat{\Gamma}_{k'} : , \]  

where \( \Omega_k^{\text{MF}} = \omega_k + k^2/2M \) in this case.

After the application of the RG from the initial UV cut-off \( \Lambda_0 \) down to \( \Lambda \), we end up with the Hamiltonian

\[ \mathcal{H}_\Lambda = \int^\Lambda d^3k \left[ \Omega_k \tilde{a}_k^\dagger \tilde{a}_k + W_k \left( \tilde{a}_k^\dagger + \tilde{a}_k \right) \right] + \int^\Lambda d^3kd^3k' \frac{k \cdot k'}{2M} : \hat{\Gamma}_k \hat{\Gamma}_{k'} : , \]  

where the frequency is renormalized, \( \Omega_k = \omega_k + k^2/2M \), and \( W_k = \frac{k^2}{2} (\mathcal{M}^{-1} - M^{-1}) \alpha_k \).
Now, reversing the action of the MF shift, we end up with a Lee-Low-Pines type Hamiltonian again, but at the reduced cut-off $\Lambda$, 

$$ \hat{U}_{MF} \hat{H}_A \hat{U}_{MF}^\dagger = \int d^3k \left[ \omega_k \hat{a}_k^\dagger \hat{a}_k + V_k \left( \hat{a}_k^\dagger + \hat{a}_k \right) \right] + \frac{1}{2\mathcal{M}} \left( \int d^3k \, k \, \hat{a}_k^\dagger \hat{a}_k \right)^2 + \Delta E_0(\Lambda), \quad (10.19) $$

with $\Delta E_0(\Lambda)$ describing a modified ground-state energy after integrating out phonon modes at larger momenta. This model is equivalent to our original model, but with an impurity of increased mass $M(\Lambda)$ instead of $M$.

That is, the effect of the RG is to introduce a renormalized impurity mass. Note that this mass-enhancement goes beyond MF, and is different from the simple MF type enhancement of the polaron mass. The latter originates from the fact that part of the polaron momentum is carried by the phonons, whereas the enhancement of $M$ is due to quantum fluctuations of the impurity itself.

### 10.3 Polaron properties from the RG – derivations

In this appendix we show in detail how polaron properties can be calculated using the RG procedure introduced in the main text. In particular, we derive the RG flow equations of the polaron phonon number $N_{ph}$, the phonon momentum $q_{ph}$ and the quasiparticle weight $Z$.

#### 10.3.1 Polaron phonon number

We start by the derivation of the RG flow equation (5.49) for the phonon number $N_{ph}$. To this end we split the expression for $N_{ph}$,

$$ N_{ph} = N_{ph}^{MF} + \int^{\Lambda_0} d^3k \, \langle gs | \hat{\Gamma}_k | gs \rangle, \quad (10.20) $$

(see Eq.(5.47) in the main text) into contributions from slow and fast phonons,

$$ N_{ph} = N_{ph}^{MF} + \int_S d^3p \, \langle gs | \hat{\Gamma}_p | gs \rangle + \int_F d^3k \, \langle gs | \hat{\Gamma}_k | gs \rangle. \quad (10.21) $$

Next we apply the RG step, i.e. the unitary transformation $\hat{U}_A$, to simplify both integrals. The ground state after applying the RG step factorizes,

$$ \langle gs \rangle = |0\rangle_F \otimes |gs\rangle_S. \quad (10.22) $$

Thus using $\hat{U}_A^\dagger \hat{\Gamma}_p \hat{U}_A = \hat{\Gamma}_p + \mathcal{O}(\Omega_k^{-2})$ for the slow phonons, we find

$$ \int_S d^3p \, \langle gs | \hat{\Gamma}_p | gs \rangle = \int_S d^3p \, s(\langle gs | \hat{\Gamma}_p | gs \rangle)_S + \mathcal{O}(\Omega_k^{-2}). \quad (10.23) $$

In the subsequent RG step, we can treat the new term on the right hand side of Eq.\,(10.23) in the same way as we treated our initial term in Eq.\,(10.19).

The second term in Eq.\,(10.21), corresponding to fast phonons, reads

$$ \int_F d^3k \, \langle gs | \hat{\Gamma}_k \hat{\Gamma}_k | gs \rangle = -2 \int_F d^3k \, \alpha_k \, s(\langle gs | \hat{\Gamma}_k | gs \rangle)_S + \mathcal{O}(\Omega_k^{-2}) \quad (10.24) $$

after the RG step. Here $\hat{F}_k$ is defined in Eq.\,(5.44), from which we directly obtain the first two terms in the square brackets of Eq.\,(5.49), along with an additional renormalization term

$$ N_{ph} \rightarrow N_{ph} - 2 \int_F d^3k \, \frac{\left| \alpha_k \right|^2}{\Omega_k} k_\mu M^{-1}_\mu \int_S d^3p \, p_\nu s(\langle gs | \hat{F}_p | gs \rangle)_S. \quad (10.25) $$

We will see below (in 10.3.2) that the integral over slow degrees of freedom in the second line of Eq.\,(10.25) appears also in the expression for the phonon momentum, see Eq.\,(10.28).
Furthermore, from symmetry considerations it follows that only $\nu = x$ can give a non-vanishing contribution, assuming that $q = q_x e_x$ points along $x$-direction. We can make use of Eq. (10.28) by evaluating it not only at our current cut-off $\Lambda$, but also at $\Lambda = 0$ where we obtain $q_{ph} = P_{ph}(0)$. From the expression for $q_{ph}$ at $\Lambda$ (see Eq. (10.28)) we thus obtain together with the result Eq. (10.32),

$$\int_{\mathbb{S}} d^3p \, p_x \langle \tilde{\Gamma}_p | \mathcal{M}_{\parallel}(\Lambda) \rangle \left[ P_{ph}(0) - P_{ph}(\Lambda) \right] + \mathcal{O}(\Lambda^{-2}).$$ (10.26)

Now the inclusion of the remaining terms from Eq. (10.25) in the RG flow of $N_{ph}$ Eq. (10.24) straightforwardly leads to our result, Eq. (5.49).

### 10.3.2 Polaron momentum

To derive the result Eq. (5.49) stated in the main text, i.e. $q_{ph}(\Lambda) = P_{ph}(\Lambda)$, we start by writing the phonon momentum as

$$q_{ph} = P_{ph}^{MF} + \int_{\Lambda} d^3k \, k_x \langle \tilde{\Gamma}_k | \mathsf{gs} \rangle,$$ (10.27)

see Eq. (5.45). Similar to the first section 10.3.1 of this appendix, we will decompose this expression into parts corresponding to slow and fast phonons respectively. However, anticipating the effect of the RG, we introduce a more general expression,

$$q_{ph} = P_{ph}(\Lambda) + \chi(\Lambda) \int_{\Lambda} d^3k \, k_x \langle \tilde{\Gamma}_k | \mathsf{gs} \rangle,$$ (10.28)

where initially (i.e. before running the RG, $\Lambda = \Lambda_0$) we have

$$\chi(\Lambda_0) = 1, \quad \mathcal{T}_{ph}(\Lambda_0) = P_{ph}^{MF}.$$ (10.29)

Here $\mathcal{T}_{ph}(\Lambda)$ is some function of the running cut-off $\Lambda$ for which we will now derive the RG flow equation. We observe that in Eq. (10.28) slow phonons contribute to this phonon momentum $P_{ph}$, but only with a reduced weight described by the additional factor $\chi(\Lambda)$. Next, by applying the same steps as in Eqs. (10.23) and (10.24), we can easily derive the following RG flow equations for $\mathcal{T}_{ph}(\Lambda)$,

$$\frac{\partial \mathcal{T}_{ph}}{\partial \Lambda} = -2 \frac{\chi}{M} \int_{\mathbb{F}} d^2k \, \frac{|\alpha_k|^2}{\Omega_k} k_x \left[ -k_x \left( P_{ph} - P_{ph}^{MF} \right) + \frac{1}{2} k^2 - \frac{M}{2} \left( k_x^2 \frac{M_{\parallel}}{M} + k_y^2 + k_z^2 \frac{M_{\perp}}{M} \right) \right],$$ (10.30)

as well as for $\chi(\Lambda)$,

$$\frac{\partial \chi}{\partial \Lambda} = 2 \frac{\chi}{M_{\parallel}} \int_{\mathbb{F}} d^2k \, \frac{|\alpha_k|^2}{\Omega_k} k_x^2.$$ (10.31)

By comparing these RG flow equations to those of $\mathcal{M}_{\parallel}^{-1}(\Lambda)$, see Eq. (5.34), and of $P_{ph}(\Lambda)$, see Eq. (5.35), a straightforward calculation shows that the solutions can be expressed in terms of the RG coupling constants,

$$\mathcal{T}_{ph}(\Lambda) = P_{ph}(\Lambda), \quad \chi(\Lambda) = \frac{M}{\mathcal{M}_{\parallel}(\Lambda)},$$ (10.32)

which apparently fulfills the required initial conditions at the initial cut-off $\Lambda = \Lambda_0$. Finally, when $\Lambda \rightarrow 0$, from Eq. (10.28) we obtain a fully converged phonon momentum $q_{ph} = \mathcal{T}_{ph}(0) = P_{ph}(0)$ as claimed in the main text.

### 10.3.3 Quasiparticle weight

Now we will derive the RG flow equation (5.53) of the logarithm of the quasiparticle weight, $\log Z$. To this end we introduce a unity $\hat{U} = \hat{U}_{\Lambda}^{\dagger} \hat{U}_{\Lambda}^{\dagger}$ into the definition Eq. (5.50), $Z = |\langle -\alpha | -\alpha_p \rangle|^{\mathsf{gs}}|^{2}$, and obtain

$$Z = \left| \langle -\alpha | -\alpha_p \hat{U}_{\Lambda}^{\dagger} \otimes \mathsf{gs} \rangle \right|^2.$$ (10.33)
Here we used that $\tilde{U}_\Lambda|\text{gs}\rangle = |0\rangle_F \otimes |\text{gs}\rangle_S$ and introduced the short-hand notation
\[
| - \alpha_k \rangle - \alpha_p \rangle \equiv \prod_{k \in F} | - \alpha_k \rangle \otimes \prod_{p \in S} | - \alpha_p \rangle.
\] (10.34)

To evaluate Eq. (10.33), we notice that $| - \alpha_p \rangle$ is an eigenstate of $\hat{U}^\dagger_\Lambda$. To show why this is the case, let us first use that
\[
\hat{\Gamma}^\dagger_p | - \alpha_p \rangle = \hat{\Gamma}^\dagger_p \hat{U}^\dagger_{MF} |0\rangle_S
\] (10.35)
\[=
\hat{U}^\dagger_{MF} (\hat{a}^\dagger_p \hat{a}_p - |\alpha_p|^2) |0\rangle_S
\] (10.36)
\[=-|\alpha_p|^2 | - \alpha_p \rangle.
\] (10.37)

In the second line we used that
\[
\hat{U}^\dagger_{MF} \hat{\Gamma}^\dagger_k \hat{U}^\dagger_{MF} = \hat{a}^\dagger_k \hat{a}_k - |\alpha_k|^2.
\] (10.38)

Thus, from the solution for $\hat{F}_k$ Eq. (5.29) we obtain
\[
\hat{F}_k | - \alpha_p \rangle = f_k | - \alpha_p \rangle + O(\Omega^{-2}_k),
\] (10.39)
where
\[
f_k = \frac{1}{\Omega_k} \left[ W_k - \alpha_k k_j / M_{\mu\nu} \int_S d^3 p \rho_\nu |\alpha_p|^2 \right].
\] (10.40)

From the definition of $\hat{U}_\Lambda$ Eq. (5.23), and noting that $f_k \in \mathbb{R}$ is real, it now follows that
\[
\hat{U}^\dagger_\Lambda | - \alpha_p \rangle = e^{-\int_F d^3 k |\alpha_k - f_k|^2 + O(\Omega^{-2}_k)} | - \alpha_p \rangle.
\] (10.41)

Using the last result, Eq. (10.33) now factorizes,
\[
Z = Z_S Z_F,
\] where
\[
Z_S = |\langle - \alpha_p | \text{gs} \rangle_S|^2
\] (10.42)
has the same form as $Z$ but includes only slow phonons. The contribution from fast phonons reads
\[
Z_F = |\langle - \alpha_k | e^{-\int_F d^3 k |\alpha_k - f_k|^2 + O(\Omega^{-2}_k)} |0\rangle_F|^2,
\] (10.43)
and can be simplified by recognizing the displacement operator by $-f_k$,
\[
Z_F = |\langle - \alpha_k | - f_k \rangle|^2 + O(\Omega^{-2}_k) = \exp \left( -\int_F d^3 k |\alpha_k - f_k|^2 + O(\Omega^{-2}_k) \right).
\] (10.44)

In summary, by applying a single RG step we can write
\[
Z = |\langle - \alpha_p | \text{gs} \rangle_S|^2 \times e^{-\int_F d^3 k |\alpha_k - f_k|^2 + O(\Omega^{-2}_k)}.
\] (10.45)

I.e. in terms of the logarithm
\[
\log Z = \log Z_S - \int_F d^3 k |\alpha_k - f_k|^2 + O(\Omega^{-2}_k),
\] (10.46)
such that Eq. (6.33) immediately follows from
\[
\frac{\partial}{\partial \Lambda} \log Z = -\int_F d^3 k |\alpha_k - f_k|^2 + O(\Omega^{-2}_k).
\] (10.47)
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