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The three-stage approach for missing data imputation in Big data interface is proposed in the paper. The first stage includes designing the Big data model in the task of missing data recovery, which enables to process the structured and semistructured data. The next stage is developing the method of missing data recovery based on functional dependencies and association rules. Estimating the algorithm complexity for missing data recovery is provided at the last stage. The proposed method of missing data recovery creates additional data values using a based domain and functional dependencies and adds these values in available training data. Performing the
analysis of data different types is possible too. The correctness of the imputed values is verified on the classifier built on the original dataset. The proposed method performs 12% better than the Expectation-Maximization (EM) and Random Forest (RF) methods for 30% missing data and enables the parallel execution in distributed databases. The acceleration for m=41 attributes is 12.5 times larger for 20 servers (processors) compared to the non-parallel mode.
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1. Introduction

Missing values cause severe issues in data analysis. The various algorithms for data analysis require a matrix of indicators without gaps. The missing value imputation is an important thing for IoT solution and Big data analysis and preprocessing, too. For example, for medical decision support we need to determine the physical and psycho-emotional characteristics of the patient as well as the environmental indicators (indoor and outdoor air temperature, humidity, pressure, etc.). Other example is a smart city platform that consists of information about transport location, CO₂ level, energy consuming as well as information about health parameters of the citizens [27]. This means that streaming data are analyzed. Moreover, a tremendous growth of sensors and their acquisition, collection and storing arise the new missing data issues. Besides missing values, like any method of data analysis, require an understanding of their nature. The key issue in the analysis of incomplete data is the mechanism of gaps in them.

The goal of the paper is to improve the recovery of missing data using the Probabilistic Production Dependency.

The main contribution consists of the following:
- a Big data model for recovery of missing data which enables to process the semistructured data;
- a method for missing data recovery based on functional dependencies and association rules;
- a two-stage technique of estimating the algorithm complexity for missing data recovery.

The novelty of the proposed method for imputation of missing data is to process the structured and semistructured data based on the hierarchy of the objects as well as the ensemble of functional dependencies and association rules development. This issue is very important for Big data interfaces because the most of information is available in semistructured form. The proposed algorithm creates additional data values using domain based and functional dependencies based on multiple imputation methods and adds these values in available training data. The correctness of the imputed values is verified on the classifier built on the original dataset. A comparison of the methods of analysis and modeling of statistical processes by qualitative criteria is made.

The paper consists of five sections. The rest of the paper is structured as follows. Section 2 describes a state-of-the-arts, Section 3 presents the proposed approach for recovering the missed data, Section 4 covers the experimentation and results. The last Section 5 summarizes the obtained outcomes.

2. Related Work

In this section, we are focusing on recent developments and important information about recovery of missing data.

There are three types of gap generation mechanisms: missing completely at random (MCAR), missing at random (MAR) and missing not at random (MNAR) [1]. For MCAR, the probability of observing data gaps does not depend on either observable or non-observable metrics. For MAR, the probability of observing data gaps depends on the observed metrics: the probability that the value of \( X_i \) is omitted is not related to \( X_i \) itself, but it depends on other variables in the analyzed table. For MNAR, the probability of observing data gaps depends on the values of the missing variables that are not available for analysis: the probability that the value of \( X_i \) is omitted is associated with \( X_i \) itself.

A common issue with MCAR is that the data under this scheme at the beginning of the analysis may ac-
ually be different because of unknown or unaccepted factors. On this basis, incomplete data often have a non-MCAR scheme, but they may be assigned to the scheme with occasional MAR omissions in the event that incomplete data may occur depending on the known indicators. If incomplete data cannot be attributed to either MCAR or MAR, they are classified as MNAR. This means that modeling results based on such data will have biased estimates if the missing value model is unknown or disregarded.

The main disadvantage of MCAR, MAR and MNAR methods is absence of binding with either data source or data structure. It means the impossibility to predict the place of omitted data while such type of prediction is very important for streaming data. That is why these methods are suitable for missing data recovery in large homogenous datasets only [11].

In general, there is no way to determine the omission pattern if the values of the omitted data themselves are unknown. Because of this fact, researchers usually claim that there is a mechanism based on their own experience and the nature of the application data [4]. The following methods are based on the model of missing data or used machine learning for omission estimation.

Methods based on the skip generation model. This group includes methods of analysis (usually frequency or Bayesian) based on probability estimation. Their application requires a preliminary assessment of the mechanism for gaps generation. If the MCAR or MAR are assumed, there is no need to take into account the omission model. Otherwise, the omission generation model should be included in the analysis process in the presence of the MNAR scheme. Unlike fill-in approaches, these methods do not restore any visible values. On the contrary, the data are processed as if they were fully complete, and the corresponding parameters or statistics are estimated in the same way [5].

Methods of imputation (restoration, filling). Imputation is a procedure for estimating the unknown values based on the available data, which leads to a complete set of data with some plausible estimates at the point of omission.

The imputation method group contains two types of methods that are related to the use of some models, namely, non-model or model-based approaches. In terms of the number of values that result from the use of imputation methods, there are approaches based on single imputation methods and multiple imputation methods [6]. Single-fill algorithms give a single complete set of data, where each space is replaced by a value. The advantages of this approach are using the full data analysis methods in the subsequent processing steps and the reduced work for filling each gap. Algorithms of multiple filling generate several complete sets of data, which are analyzed separately and the obtained results are combined. That enables using the full data analysis methods in the subsequent data processing steps and provides improved estimates as well as minimizes standard errors. However, these methods require many resources to create more data sets and need more time to perform analysis as well as more memory to store results [9].

Let us consider the first group of single-fill methods on a non-model and model basis. Gaps on a non-model basis implement a simple procedure of substituting the certain values instead of missing ones and, like deletion methods [10], belong to the group of traditional methods for processing the incomplete data.

**Mean substitution (MS).** This method enables solving the problem of data incompleteness replacing each missing by an average variable. Types of MS are the substitution of the median, mode, mean of data subgroup [10], the value with the highest frequency (most common value), in some cases, replacing the minimum / maximum value. This method can lead to many undesirable results [13], such as underestimation of the real variance, negative bias of correlations and incorrect representation of the general population.

Simple **hot-deck imputation** replaces each missing value with a random one taken from an existing set of data [16]. Its significant drawback is the distortion of correlations and covariates.

**Cold-deck imputation (CD)** implements the replacement of each pass by some constant value from an external source [23]. A particular case of CD is zero substitution. Like the consistent and occasional hot substitution, it has the same disadvantages as the simple hot substitution.

The advantage of substitution-based approaches is that they give an internally consistent set of val-
ues, but cannot define the relationships between the variables. Model-based gap filling methods estimate the values of model parameters that are consistently used to impute the gaps. Those methods take into account the relationships between variables, but they are rather complex because they cause errors when all parameters are evaluated simultaneously.

**Regression estimation** (RE) involves replacing data gaps with predicted values derived from a regression equation constructed from a complete set of data. Similar to other filling methods, the RE is sampled as the initial volume. The drawbacks of regression filling include the following: the need to identify regression models precisely, exaggeration of correlation and covariance, a probability of going the predicted values beyond the logical series, and the need for large amounts of data to obtain consistent estimates.

**Maximum likelihood** (ML) method outputs estimated parameters in such a way that the probability of data reproduction based on known values is maximized. The ML method is considered as one of the approaches for processing the incomplete data [18], and it is widely recommended for use since it does not lead to bias in the presence of missing schemes MCAR and MAR values [17]. However, the ML method does not solve this issue in the presence of MNARs, although the magnitude of such bias tends to be much smaller than traditional approaches.

The expectation maximization (EM) method is based on a general iterative algorithm that implements the sequential filling of missing values by their estimates and maximizes the conditional expectation of the log likelihood for complete data to the convergence process [17]. The main drawback of ML and EM methods is their iteration property and a high time complexity afterwards, especially for Big data processing.

**The k-nearest neighbor** (kNN) method is based on the determination of the nearest neighbor for each missed value using a specific metric [12]. After finding the k-nearest neighbors per each pass, it is replaced by the average value of characteristics for its neighbors containing complete data. A special case of kNN method is the weighted kNN method [3]. The greatest difficulty in its application is to determine an adequate degree of closeness.

Support vector machine (SVM) [2] algorithm avoids probability estimation on data which are stable. The kernel choosing has influence on the quality of the missing data imputation. That is why the implementation of this algorithm depends on the dataset and its parameters.

**Random forest** (RF) method [26] is based on the construction of a classifier formed by a group of decision trees, a training set of complete data, and the prediction of missing values in a test set. In the first step, all gaps in the test set are filled with an average based on the observed data. Next, the proximity matrix is calculated for the first iteration data set. Average weights computed on the proximity matrix for the first iteration are used to replace the gaps at the next iteration and so on until the stop criterion is reached [19]. Although this method is iterative, it enables parallelizing the processing by reducing the time complexity.

**Association rules** (AR) method involves constructing associative rules on the excessiveness of available data [20, 22]. Firstly, all received rules are sorted by some parameter (for example, authenticity). Then, the data set is searched per each omission and for a corresponding rule, which does not contradict other values that are in the recoverable row. The AR algorithm has a several modifications. For example, one of them, the FP-algorithm can run in parallel efficiently, which is why it can be used for Big data preprocessing. However, the time complexity of this method has to be improved [25].

**Multilayer perceptron** (MLP) based method uses a trained network to estimate the missing values. As inputs are accepted non-empty data sets, outputs are incomplete values of variables that need to be defined [7, 17, 21]. Filling in the missing values with MLP consists of three steps:

1. forming a complete (training) and incomplete (test) set;
2. construction of MLP on the training set, where values of the variable are the values of gaps, and the input values, are respectively, the filled values of the variable;
3. predicting the unknown values for each incomplete data structure using a trained network. The drawback of this approach is binding to a set of variables that contain missing values, so one needs to build a separate MLP model per each combination.

**Self-organizing map** (SOM) method [8] allows training a network based on incomplete input set. It is run-
ning due to the ability of the algorithm to ignore the missing values and calculate the distance between the current observation and the node and use the trained map to evaluate the values. The disadvantage of SOM is the same as of that MLP.

The biggest problem of the methods analyzed above is the processing of structured data only while the semistructured and unstructured data are dominating in real situations [15, 24]. In addition, it is very important to analyze the hidden dependencies in the dataset as well as to take into account the character of the dataset and predict the missing data appearance per each data source separately. That is why the paradigm of Big data is used for preprocessing and processing information from various sources consisting the continuous numeric data and categorical data. Nevertheless, the nature of missing data in different data sources is different too. Hence, the main idea is to analyze data from different sources based on the specificity and nature of these sources.

3. Materials and Methods

To solve the issue indicated above, authors propose a three-stage approach, which includes: (i) designing the Big data model in the task of missing data recovery, (ii) developing the method of missing data recovery based on functional dependencies and association rules, and (iii) estimating the algorithm complexity for missing data recovery.

3.1. The Big Data Model in the Task of Missing Data Recovery

We propose to analyze the structure of datasets to find the uncertainty types and to create identity function (mediator) to a general schema of Big data based on all data sources [24]. After that, the general schema can be used for missing data recovery directly in the data source.

First, the Big data schema should be defined.

The Big data schema $Bd$ is the finite set of attributes with exact values $\{A_1, A_2, ..., A_n\}$, set of attributes with indefinite, inexact or missing values $\{A_{\text{unk}1}, A_{\text{unk}2}, ..., A_{\text{unk}m}\}$ and the set of values of membership functions for inexact attributes $\{\text{Unk}_1, \text{Unk}_2, ..., \text{Unk}_n\}$. In addition, the catalog of the attributes (features) with schema $C_g$ and synonym dictionary with schema $Dic$ should be used:

$$Bd = (\{A_1, A_2, ..., A_n\}, \{A_{\text{unk}1}, A_{\text{unk}2}, A_{\text{unk}m}\},$$

$$\{\text{Unk}_1, \text{Unk}_2, ..., \text{Unk}_n\}, Dic, C_g) > .$$

(1)

The attributes of the $A_{\text{unk}}$ set are considered indeterminate, and the level of confidence in them is stored in the attributes of the set $Unk$.

A binary relation $Rel$ is used to show the relationships between the attributes of the $A_{\text{unk}}$ and $Unk$ sets, the values of which are determined based on the sample view of the source and in the $C_g$ data directory:

$$Rel' = \{rel_{ij} \cdot \text{arg}(\sigma_{\text{unk}i}(C_g)) \mid \forall i = \overline{1, p}, \forall j = \overline{1, m}$$

$$rel_{ij} = \begin{cases} 1, & \text{Unk}_j \Rightarrow A_{\text{unk}} \wedge \sigma_{\text{unk}i}(Dic) \\ 0, & \text{otherwise} \end{cases}$$

(2)

The sum of the binary rows is 1, since we assume that the degree of trust in an attribute will not be indicated by two or more attributes from the set $Unk$:

$$\forall i = \overline{1, p}, \sum_{j=1}^{m} meta_{ij} = 1.$$  

(3)

The $Rel$ relationship will allow us to model any type of uncertainty without extending attribute domains.

Big data instance $bd$ is an information description of an object $t$ of a data source $S$, represented as a set (tuple) of values of characteristics (attributes), a subset of attribute values of which contains data about the object, data source and synonymous names of the object, and these data may be missing, incomplete, fuzzy, or undetermined [23]. That is, the object being modeled on the data source by this tuple exists, but some information about it is missing, fuzzy, incomplete, undetermined, and so on.

Here are examples of consolidated data tuples for different types of information resources.

1. Relational database - in this case an extended relational tuple is used $t_{rel}$:

$$bd = t_{rel} \cup Unk,$$

$$t_{rel} = \{a_1, ..., a_n\} \cup \{a_{\text{unk}1}, ..., a_{\text{unk}m}\},$$

(4)
where \( \{a_1, ..., a_n\} \) are the value of exact attributes, \( \{a_{\text{unk}1}, ..., a_{\text{unk}m}\} \) are the value of attributes with uncertainty.

2 Data Warehouse combines fact and dimension data. A set of measurement values and fact characteristics is presented as a tuple \( t_{\text{dw}}: \)

\[
\begin{align*}
bd &= t_{\text{dw}} \cup \text{Unk}, \\
A_{\text{dw}} &= \{a_1, ..., a_n\} \cup \{a_{\text{unk}1}, ..., a_{\text{unk}m}\} \\
\cup \{a_{rf1}, ..., a_{rfn}\} \cup \{a_{\text{unk}rf1}, ..., a_{\text{unk}rfm}\} \cup ... \\
&\ldots \cup \{a_{\text{unk}if1}, ..., a_{\text{unk}ifm}\} \cup ... \\
&\ldots \cup \{a_{\text{unk}jf1}, ..., a_{\text{unk}jfm}\}\cup, \\
\end{align*}
\]

where \( a_{ij} \) is the value of exact characteristic \( j \) in the dimension \( i \), \( a_{rfj} \) is the value of the characteristic \( j \) of fact table, \( a_{\text{unk}kj} \) is the value of attribute with uncertainty \( j \) from dimension \( i \), \( a_{\text{unk}rfj} \) is value of attribute with uncertainty \( j \) from the fact table.

3 Semi-structured text describes the values of the nodes of the semantic networks and the degree of affiliation of these values to the objects whose names are described in the synonym dictionary \( t_{\text{sw}}: \)

\[
\begin{align*}
bd &= t_{\text{sw}} \cup \text{Unk}, \\
A_{\text{sw}} &= \{a_1, ..., a_n\} \cup \{a_{\text{unk}}, ..., a_{\text{unk}}\}. \\
\end{align*}
\]

The values of the attributes of the consolidated data tuple are divided into the following:

1 Clear (known) - values of the primary key, foreign keys (may be missing). They are denoted by \( A \).

2 Missing - physically missing information. They are denoted by \( \perp \).

3 Undefined - a set of \( \text{Unk} \) attributes is entered for attribute subsets that indicate the degree of trust of the values of these attributes. By default, we assign the value of the \( \text{Unk} \) attribute to the highest degree of trust.

A Big data entity is a set of entity characteristic values described as:

\[
b \leftarrow \{A, A_{\text{unk}}, \text{Unk}, \{\text{dic}\}, \{\text{cg}\}\},
\]

where \( A \) is a subset of attribute values with clear values, \( A = t_{\text{sw}} \cup t_{\text{dw}} \cup t_{\text{sw}} \), \( A_{\text{unk}} \) is a subset of attribute values with fuzzy and non-deterministic values. \( \text{Unk} \) is a subset of attribute values with the degrees of trust of the attribute values values \( A_{\text{unk}} \) and, \( \text{rel}(A_{\text{unk}}, \text{Unk}) = 1 \), \( \{\text{dic}\} \) is the set of data dictionary values, \( \{\text{cg}\} \) is the set of data directory values.

**Big data dataset** \( bd \) is the set of data sources with schema \( Bd(1) \) and set of Big data entities \( bd(7) \).

The developed model enables to process the semistructured data. Having the Big data model we can run a next stage developing the method for recovering the missing data.

3.2. The Method of Missing Data Recovery

The proposed method of missing data recovery is based on functional dependencies and association rules and consists of two parts: (i) Probabilistic Production Dependencies mining based on Big data interface; (ii) Using of the Probabilistic Production Dependencies for missing data recovery.

3.2.1. Probabilistic Production Dependencies Mining

Analyzing large amounts of data requires identifying attribute groups that form functional dependencies (FD). However, in the real world, data sets are much more common, with important dependencies defined only on a subset of key attribute group values. Moreover, the dependencies can appear not only for tuples in relational data sources, but also between different parts of different tuples. We will call them Probabilistic Production Dependency (PPD).

Probabilistic Production Dependency is a production rule in the basic ratio selection that is valid for a significant number of entities in that selection. The significance threshold should be determined expertly, or based on calculations of the probability of erroneous selection of this dependence. The main difference between associative rules and PPD is that PPD will generated from existing FD in dataset.

\[
F_i : K = \{a_i\}, a_i \in A, D = \{a_j\}, a_j \in A, P(k \in K \rightarrow d \in D) = p
\]

where \( k \) and \( d \) are the tuples of groups of attributes \( K \) and \( D \), respectively.

The main indicator of the reliability of such a dependency is the ratio of the number of objects that such a
PPD has to the number of objects in the selection:

\[ P(F_i) = \frac{\sigma_{s\in K \wedge \sigma_{s\in D}(R)}}{\sigma_{s\in K}(R)}. \] (9)

The classification rule is called the probabilistic productive relationship between the subsets of the \( X \) and \( Y \) attributes in the consolidated Big data \( Bd \), which occurs in training set \( bd \) with trust level \( s \), where:

\[ (X = x) \rightarrow (Y = y). \] (10)

The classification rule is built on the training dataset with schema \( Bd \) with known class label values. This rule is built for schema \( Bd \) and therefore will not be affected by new entity coming to the Big data dataset (testing dataset independence).

A class label is called a linguistic variable or habitual characteristic of objects, which are values of a subset of attributes \( Y \) and denotes objects with common (like trust degree \( s \)) values of a subset of attributes of \( X \). Attribute domains belonging to a subset of \( Y \), \( y \in \text{dom}(Y) = \pi_r(Bd) \) must contain a finite and known set of values.

Class labels are selected from a known set of values (within the study area are fixed), and the class of objects that have just been entered into the consolidated data repository is based on classification rules [22]. Tags will be added automatically as new data sources are also added to the catalog of Big data.

The calculation of implementation reliability for this dependence is based on the possibility of decomposition of such dependence into components of the PPD:

\[ P(s \in S \rightarrow t \in T) = \sum_{r \in S} \sum_{t \in T} P(s \in S \rightarrow t = t_i) = \sum_{r \in S} \sum_{t \in T} \frac{|s = s_j \land t = t_i|}{|s = s_j|}. \] (11)

As in the case of F-dependencies (functional dependencies), the set of classification rules that take place in a given relation can be represented by some subset of them, and then all classification rules of a given relation can be obtained by means of output rules. Since classification rules are an extension of F-dependencies, it is worth to consider the following axiom transformations of functional dependencies for classification rules:

**Reflexivity.** \( P(s \in S \rightarrow s \in S) = 1 \) for any source rel(Bd).

**Proof:**

\[ P(s \in S \rightarrow s \in S) = \frac{\sigma_{s\in S \wedge r\in S}(R)}{\sigma_{s\in S}(R)} = 1. \] (12)

**Replenishment.** If \( P(s \in S \rightarrow t \in T) = p \), then \( P(s \in S \wedge t \in T \rightarrow w \in W) = p \).

**Proof:**

\[ P(s \in S \wedge w \in D(W) \rightarrow t \in T) = \frac{\sigma_{s\in S \wedge w \in D(W) \wedge r\in S}(R)}{\sigma_{s\in S \wedge w \in D(W)}} = \frac{\sigma_{s\in S \wedge w \in D(W)}}{\sigma_{s\in S}}. \] (13)

**Additivity.** If \( P(s \in S \rightarrow t \in T) = p \) and \( P(s \in S \rightarrow w \in W) = 1 \), then \( P(s \in S \rightarrow t \wedge w \in W) = p \).

**Proof:**

\[ P(s \in S \rightarrow t \wedge w \in W) = \frac{\sigma_{s\in S \wedge w \in W \wedge r\in S}(R)}{\sigma_{s\in S}} = \frac{\sigma_{s\in S \wedge w \in W}}{\sigma_{s\in S}} = \frac{|s \in S \wedge w \in W|}{|s \in S|} = P(s \in S \rightarrow t = t_i) = p. \] (14)

Metrics similar to associative rules are the important characteristics for PPD.

**Trust Level** is the ratio of the number of objects that have such a PPD to the number of objects in the selection:

\[ \text{Conf}(S \rightarrow T) = P(S \rightarrow T) = \frac{\sigma_{s\in S \rightarrow t \in T}(r)}{|\sigma_{s\in S}(r)|}. \] (15)

**Support Level** is the characteristic of a selection predicate in a ratio that is calculated as the ratio of the number of objects that satisfy \( P \) predicate to the total number of objects in relation to:

\[ \text{Supp}(P) = \frac{|\sigma_{r}(r)|}{|r|}. \] (16)
When calculating the level of support for PPD, the conditional and the resulting dependency predicate are combined by a conjunction:

\[ \text{Supp}(S \rightarrow T) = \text{Supp}(S \land T) = \frac{\sigma_{s-r}(r)}{|r|}. \] (17)

Using this concept, the level of trust can be calculated as:

\[ \text{Conf}(S \rightarrow T) = \frac{\text{Supp}(S \rightarrow T)}{\text{Supp}(S)}. \] (18)

The level of improvement is calculated as the ratio of the levels of trust and support of the PPD:

\[ \text{Imp}(S \rightarrow T) = \frac{\text{Conf}(S \rightarrow T)}{\text{Supp}(T)} = \frac{\text{Supp}(S \land T)}{\text{Supp}(S) \cdot \text{Supp}(T)}. \] (19)

Total mutual information is generally defined as:

\[ I_{X \rightarrow Y} = \sum_{i=1}^{n} \sum_{j=1}^{m} P_{ij} \log_{2} \frac{P_{ij}}{p_{i} r_{j}}. \] (20)

where \( P_{ij} = P(X \sim x_{i} \land Y \sim y_{j}) \) is the probability that \( X \) is in condition \( x_{i} \), and \( Y \) is in condition \( y_{j} \); \( p_{i} = P(X \sim x_{i}) \) is the probability that \( X \) is in condition \( x_{i} \); \( r_{j} = P(Y \sim y_{j}) \) is the probability that \( Y \) is in condition \( y_{j} \).

For associative rules, the mutual information will be defined as:

\[ I_{X \rightarrow Y} = \sum_{i=1}^{n} \sum_{j=1}^{m} \text{Supp}(x_{i} \rightarrow y_{j}) \log_{2} \text{Imp}(x_{i} \rightarrow y_{j}). \] (21)

In the particular (binary) case, this characteristic can be calculated on the basis of three known characteristics: \( \text{Sup}, \text{Conf}, \text{Imp} \) [24].

The uncertainties and missing data that occur among the values of the attribute \( Y \) of the relation \( r \) are classified using PPD. Taking the all above, the following algorithm for PPD building is designed.

**Algorithm 1.** PPD mining algorithm

**Input:** Big data dataset \( bd \), Card(\( Bd \))=\( n \)

**Output:** PPDlist

1: PPDlist=()
2: X=()
3: for \( i=1; i<n; i++ \)
4: \( X = X \cup A_{i} \)
5: Group entities with the same values for the set of attributes \( X \);
6: Search for entities that have the same values for the set of synonyms of attributes \( X \);
7: \( Y=() \)
8: for \( (j=i+1; j<n; j++) \)
9: \( Y=Y \cup A_{j} \)
10: Calculating \( \text{Supp} \) and \( \text{Conf} \) in the source of the entities obtained in steps 5) and 6);
11: Calculating the \( \text{Imp} \) of the tuple sources obtained in steps 5) and 6);
12: Identifying the entities with the highest levels of confidence and add \( X \rightarrow Y \) to \( \text{PPDlist} \).

3.2.2. Using of the Probabilistic Production Dependency for Missing Data Recovery

To classify objects (or fill in missing data), we need to build classification rules. Generally, Big data can store information about several types of classes, and there is a subset of functions per each class type. The same function can be employed to define several types of classes.

Classification rules are called PPDs that are performed for a certain subset of the tuples for consolidated Big data \( bd \). The following algorithm for data imputation is designed.

**Algorithm 2.** Recovery algorithm

**Input:** Big data dataset \( bd \) with schema \( Bd \) and missed data \( \perp \), PPDList

**Output:** Completeness level of \( bd \)

1: Completeness=0
2: if \( \{ bd_{i}(X_{i}) \downarrow, ... , bd_{i}(X_{m}) \downarrow \} \) and \( \{ bd_{i}(X_{i}) \downarrow, ... , bd_{i}(X_{m}) \downarrow \} \) and \( \{ bd_{i}(X_{i}) \downarrow, ... , bd_{i}(X_{m}) \downarrow = bd_{i}(X_{i}) \downarrow, bd_{i}(X_{m}) \downarrow \} \) and \( bd_{i}(Y) \downarrow \) and \( bd_{i}(Y) = \perp \) and \( \sigma_{X}(\text{Dic}) = \emptyset \) and \( \{ X_{i} \rightarrow Y \in \text{PPDlist} \} \)
3: then
4: change \( \downarrow \) to \( bd_{i}(Y) \)
5: \( bd_{i}(P) = bd_{i}(P) / \left( \sum_{i=1}^{m} m_{i} \right) \)
6: Completeness++

4: if \( \{ bd_{i}(X_{i}) \downarrow, ... , bd_{i}(X_{m}) \downarrow \} \) and \( \{ m \text{ from } n \text{ values of attributes are } \downarrow \text{ in } bd_{i}, n - m \text{ values of attributes are } \perp, m \leq n \} \) and \( \{ P \geq 1 - m/n \} \)
The sequence of often occurred events is important for the analysis too. If patterns are identified in such sequences, it is possible to predict with some degree of probability the occurrence of events in the future. This sequence also enables eliminating the missing data. Then the sequence of objects can be described in the following form:

\[ S = \{1, \ldots, i_p, \ldots, i_j, \ldots\}, \text{where } p < q. \]  

(22)

For example, such a sequence of objects may be the submission date of the medical tests. The following sequence:

\[ S = \{(\text{hemoglobin level}, 01.10.2019), \ (\text{pressure}, 25.09.2019), \ (\text{pH}, 28.09.2019)\} \]

(23)

can be interpreted as a sequence of assays by one person at different times (first, the venous pressure was measured, then the pH level was measured, and finally, the hemoglobin level was defined).

There are two types of sequences: with cycles and without cycles. For the first type, we can enter the sequence of the same object in different positions:

\[ S = \{1, \ldots, i_p, \ldots, j_p, \ldots\}, \text{where } p < q, i_p = j_p. \]  

(24)

For the second type, we can enter the sequence of the different object in same positions:

\[ S = \{1, \ldots, i_p, \ldots, j_p, \ldots\}, \text{where } i_p < j_p. \]  

(25)

Transaction \( T \) contains the sequence \( S \) if \( S \subseteq T \) and the objects included in \( S \) belong to the set \( T \) with the order relation being preserved. It is assumed that other objects between the objects in the sequence \( S \) may be allocated in the set \( T \) there.

A support of the sequence \( S \) is the ratio of the number of transactions containing \( S \) to the total number of transactions. A sequence is commonly used if its support exceeds the minimum user defined support:

\[ \text{Supp}(S) > \text{minSupp}. \]  

(26)

To recover the missing data, we must find these sequences and use them to empty data filling.

Let us assume that a \( bd \) entities characterize an object, its condition in time or its property. Then modeling the object in the Big dataset \( Bd \) is run by establishing a relation between the individual tuples. In addition, since each object is a system of some complexity, the properties of the object components can determine the properties of the object itself, or, conversely, transfer the properties of the object in its components.

Having the operators for transition from sub characteristic to meta characteristic we may build the sequence of rules as well as use this sequence for recovery of missing data. It enables creating the statistical tree and using for PPD generation.

Now we determine the parent moving operator

\[ \text{Up}_{c_{x = x_1, \sigma_{x_1} (bd)}} = \sigma_{x = x_1} (\sigma_{x = y, \sigma_{x} (bd)} (bd)), \]

where \( x_1 \) is the value of primary key (child); \( x_2 \) is the foreign key (parent), and

the child moving operator

\[ \text{Down}_{c_{x = x_2, \sigma_{x} (bd)}} (bd) = \sigma_{x = y, \sigma_{x} (bd)} (bd). \]

Based on the above described, we may build the operator for recovering the missing data in the sequence of the events (or entities):
3.3. Estimation of Algorithm Complexity for Missing Data Recovery

The proposed algorithm of data analysis includes the two consecutive steps. Accordingly, the asymptotic complexity of the whole algorithm will be the sum of complexity components for individual steps:

\[
O \left( \sum_{i} \left( t_{\text{stat}} + t_{\text{stat}} \right) \right).
\]

(30)

where \( t \) is time complexity of algorithm for missing data recovery.

We will evaluate the asymptotic complexity separately per each stage (Stage I and Stage II).

Stage I

At this stage, the input relation with the data is passing through each tuple, so the time of this stage is directly proportional to the relation size \( n \).

During each tuple transmission, a hierarchy of attributes is kept with corresponding values of the tuples number in the added tree branches. Since each vertex of the tree corresponding to the projection on \( i \) attribute may contain \( m \) children, traversing the whole tree (29) in the worst case will take

\[
O \left( m \cdot D(A) \cdot (m-1) \cdot D(A) \cdot (m-2) \cdot D(A) \cdot \cdots \cdot D(A) \right) =
O \left( m! \prod_{i=1}^{m} D(A) \right),
\]

(31)

where \( m \) is amount of attributes, \( D(A) \) is amount of unique values of \( i \) attribute. It means that the worst case of computational complexity coincides with the FP-tree method for the construction of associative rules. The proposed algorithm can only be practical for data with a small number of attributes and valid values per each attribute.

The developed method assumes the existence of a \( \text{minSupport} \) constraint. In case of attributes independence, it enables reducing the height of the statistical tree from \( O(m) \) to

\[
O \left( \log \left( \prod_{i} D(A) \right) \left( \frac{n}{\text{minSupport}} \right) \right).
\]

(32)

where \( n \) is the number of tuples for relation.

In the partial case, when all attributes have one domain and evenly distributed values, the asymptotic of the height for the statistics tree

\[
O \left( \log D(A) \left( \frac{n}{\text{minSupport}} \right) \right).
\]

(33)

Each node of tree has \( O(m \cdot D(A)) \) direct children. Accordingly, the number of tree nodes can be estimated by expression:

\[
V_{\text{stat}} = O \left( \frac{n \cdot \log_{\text{avg}}(m)}{\text{minSupport}} \right).
\]

(34)

For most practical data analysis tasks, it is advisable to set the \( \text{minSupport} \) value commensurable with \( n \). For example, if \( \text{minSupport} = \sqrt{n} \), then

\[
V_{\text{stat}} = O \left( \frac{n \cdot \log_{\text{avg}}(m)}{\sqrt{n}} \right).
\]

(35)

Thus, the size of the statistics tree is highly dependent on the structure of the stored data domains. If their domains have a high power and evenly distrib-
ed data, then the number of nodes can be estimated by $O\left(\sqrt{n}\right)$. If the power of domains is close to the number of analyzed attributes, then the statistics tree grows to $O(n)$ nodes.

A further increase of attributes number and the insufficient variation of data will lead to the dramatic growth of nodes number in statistics tree. If there is a need to analyze the data of such a structure, it is recommended that $\text{minSupport}$ be set to a fixed fraction of attributes number for the relation: $\text{minSupport} = q \cdot n$, $q \in (0; 1)$. This will stabilize the number of nodes in statistics tree and store it in memory during the process of data analyzing:

$$V_{\text{stat}} = O\left(q \cdot \frac{1}{2^{\left(1+\log_{\text{aggr}}(m)\right)}}\right). \quad (36)$$

Let us evaluate the computational complexity of building such a statistics tree. For each tuple, we need to find the nodes of a tree that match its attribute values and increment the number of data records, which meet those criteria. The first level of the tree preserves the conditions $A_1 = v_{1j}, A_2 = v_{2j}, \ldots, A_m = v_{mj}$, that is, projection onto specific values of one attribute. Accordingly, the tuple will correspond to $m$ nodes of the first level (the tuple has its unique meaning per each attribute). The tops of the second level correspond to the projections:

$$A_1 = v_{1j} \land A_2 = v_{2j}, A_3 = v_{3j}, \ldots,$$
$$A_1 = v_{1j} \land A_m = v_{mj}, A_2 = v_{2j} \land A_3 = v_{3j},$$
$$A_2 = v_{2j} \land A_4 = v_{4j}, A_3 = v_{3j} \land A_m = v_{mj},$$
$$A_{m-1} = v_{(m-1)j} \land A_m = v_{mj}. \quad (37)$$

that is, all possible projections to the specific values of the attribute pair. At this level, the tuple can fit maximum $m^2$ conditions (some top-tier peaks may not have enough support for sub-conditions to be smaller than $\text{minSupport}$). Similarly, at the third level, we get a limited number of nodes matched with the tuple: $O(m^3)$, on the $l$-th level – $O(m^l)$.

Hence, the total computational complexity of adding one tuple to the statistics tree:

$$t_e = O\left(1 + m + m^2 + \ldots + m^{l_{\text{stat}}}\right) = O\left(m^{l_{\text{stat}}}\right). \quad (38)$$

Accordingly, we can estimate the processing of data array from $n$ tuples:

$$t_{\text{stat}} = O\left(n \cdot m^{l_{\text{stat}}}\right) = O\left(n \cdot \frac{\log_{\text{aggr}}(n)}{\log_{\text{aggr}}(m)}\right) =$$
$$= O\left(n \cdot \frac{n}{\text{minSupport}}\right) =$$
$$= O\left(\text{minSupport} \cdot \frac{n}{\text{minSupport}} \cdot \left(1+\log_{\text{aggr}}(m)\right)\right). \quad (39)$$

As it can be seen from above, the computational complexity of collecting statistics can depend linearly on the size of the input ratio when limiting factors are selected successfully. Getting the analyzed dependence on attributes in more detail, we can conclude that the height of the statistics tree exceeds the 3 for a small number of branches only. Therefore, we can use a rough estimate $H_{\text{stat}} \approx 2$ and the dependence of computational complexity on the number of attributes is quadratic one.

Let us consider the complexity of the algorithm for collecting the memory usage statistics. Since the statistics tree is the persistent data structure only, the number of tree nodes estimate a volume of the required memory:

$$M_{\text{stat}} = O\left(\frac{n}{\text{minSupport}} \cdot \left(1+\log_{\text{aggr}}(m)\right)\right). \quad (40)$$

Stage II

If we use the Functional Dependencies as Elemental Dependencies for PPD Generation Enables Complexity, then we get:

$$t_{\text{mm}} = O\left(\frac{Z_{\text{agg}}^2 \cdot \log\left(Z_{\text{agg}}^2\right)}{m \cdot D(A)}\right). \quad (41)$$

The optimization is made determining many dependencies with the same result part or the same conditional part per each dependency, through the hash table. The combination does not occur with all other elementary dependencies but with the corresponding merge condition only. The structure of the data and the specific sets of dependencies will play a significant role in this process.
The number of stored dependencies and the number of defined attribute values determine the volume of the required memory

\[ M_{\text{req}} = O\left( Z_{\text{req}} \cdot sz_{\text{req}} \right), \]

where \( sz_{\text{req}} \) is the average power of attribute values set that determine the predictors of the condition and the result of PPD presentation.

Thus, the proposed algorithm enables performing the effective data analysis for PPD presence, and its total complexity

\[
\begin{align*}
  t &= O \left( \minSupport \left( \frac{n}{\minSupport} \right)^{1 + \log_{\text{avg}}(m)} \right) + \\
  &= O \left( \frac{Z_{\text{req}}^2}{m \cdot D(A)} + \frac{Z_{\text{req}}^2 \cdot \log(sz_{\text{req}})}{m \cdot D(A)} \right) \\
  &= O \left( \minSupport \left( \frac{n}{\minSupport} \right)^{1 + \log_{\text{avg}}(m)} \right) + \\
  &= O \left( \frac{Z_{\text{req}}^2 \cdot \log(sz_{\text{req}})}{m \cdot D(A)} \right).
\end{align*}
\]

4. Experimental Results and Discussion

To run the experiment, the dataset from the Big Cities Health Inventory Data Platform (“BCHC Data Platform”) is used. The platform contains over 18,000 data points across more than 50 health, socio-economic, urban (information from smart sensors) and demographic indicators across 11 categories in the United States. This is an example of semi-structured data with hidden dependencies inside entities and between entities.

The missing data are modeled as random deleting of exact data.

The proposed and existing methods are tested on the same hardware: Intel Core 5 Quad E6600 2.4 GHz, 16 GB RAM, HDD WD 2 TB 7200 RPM. The criteria of PPD creation are \( \text{Conf}(F_1) > 0.7 \) and \( \minSupport = 100 \). RStudio is used for data modelling and analysis.

The proposed method was compared with the existing ones: AR, RF, SVM, MLP, EM and KNN (Figure 1), where the recovery error is presented by the normalized root-mean-square error (NRMSE).

As it can be seen from Figure 1, the proposed PPD method is the most precision among all methods, and the EM classifier gives the closest results.

As it can be seen from the analysis results (Figure 2), in the range of about 1%-40% missed data the proposed PPD method looks better than most of existing methods. For example, the proposed PPD method performs 12% better than the EM and RF methods for 30% missing data. For more percentage of missed data (the range about 40%-50% missed data) the EM method looks the best and the PPD has comparable results with the SVM method.

Results of time complexity analysis for proposed and existing methods are given in Table 1.
As the number of attributes grows, the number of found dependencies increases much faster than when the volume of the analyzed data grows, and this conclusion is not restricted by described above.

Let us analyze the algorithm complexity in parallel mode considering \(\frac{n}{k}\) tuples per each from \(k\) servers (processors). In such case, the algorithm complexity should be evaluated for the number of features \(m=\text{Card}(Bd)\) in dataset \(Bd\), and its time complexity:

\[
t_k = O\left(\frac{\text{minSupport} \cdot \left(1 + \frac{1}{\log_2(k) \cdot \text{minSupport}}\right)}{k \cdot \text{minSupport}} + \log_2(k) \cdot \left(1 + \frac{1}{\log_2(m)}\right)\right) + O\left(\frac{Z_{agg} \cdot \log(sz_{agg})}{k \cdot m \cdot D(A)}\right).
\]

\[(44)\]

If \(k = O(n)\), then

\[
t_k = O\left(\frac{\text{minSupport} \cdot \left(1 + \frac{1}{\log_2(n)}\right)}{\text{minSupport}} + \log_2(n) \cdot \text{minSupport}^{-1 + \frac{1}{\log_2(m)}}\right).
\]

\[(45)\]

Therefore, in the case of parallel computing on a large number of processors, we can neglect by the second member of the function \(t_k\). For the same reason, \(\log_2(m) = O(\text{minSupport})\). Thus, an asymptotic estimate of the algorithm execution time (on a system of \(k\) processors)

\[
t_k = O\left(\text{minSupport}^{-1 + \frac{1}{\log_2(m)}}\right).
\]

\[(46)\]

The function (46) has a sub-polynomial character. The developed algorithm enables to assert that the issue of detecting PPD in Big data belongs to the class of P-problems with a reason to employ the high performance computing. Authors explored the ways of algorithm acceleration using the different number of servers (Figure 3).

\[\text{Figure 3}\]

The acceleration graph of the developed algorithm.

As it can be seen from Figure 3, the acceleration for \(m=41\) attributes is larger in 12.5 times for 20 servers (processors) compared to the non-parallel mode. The acceleration of the algorithm depends also on the number of attributes. For example, the acceleration for 20 servers (processors) is equal to 12.5 for 41 attributes and 10.5 for 5 attributes (see Figure 3). Thus, the acceleration of PPD algorithm is higher in about 1.2 times for large datasets (41 attributes) than for small dataset (5 attributes).

5. Conclusion

The authors proposed a three-stage approach for missing data imputation, which includes: (i) designing the Big data model in the task of missing data recovery, which enables to process the semistructured data; (ii) developing the method of missing data re-
covery based on functional dependencies and association rules, and (iii) estimating the algorithm complexity for missing data recovery.

The proposed method of missing data recovery creates additional data values using a based domain and functional dependencies and adds these values in available training data. The correctness of the imputed values is verified on the classifier built on the original dataset. The proposed PPD method performs 12% better than the EM and RF methods for 30% of missing data. For more percentage of missing data (the range about 40%-50% missing data) the EM method looks the best, and the PPD has comparable results with SVM method. Comparison of methods for analyzing and modeling the statistical processes by qualitative criteria confirmed the developed method has following advantages: possessing the characteristics of resistance to errors in the data, enabling the parallel execution in distributed databases, automating and performing the analysis of different types of data. The acceleration for m=41 attributes is larger in 12.5 times for 20 servers (processors) comparing with the non-parallel mode.

Further research will be dedicated to recovering the missed values in streaming data. The sources of such data are various types of sensors, actuators etc. Therefore, data recovery without buffering can increase the speed of data processing.
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