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Abstract
We prove weak-strong uniqueness in the class of admissible measure-valued solutions for the isentropic Euler equations in any space dimension and for the Savage–Hutter model of granular flows in one and two space dimensions. For the latter system, we also show the complete dissipation of momentum in finite time, thus rigorously justifying an assumption that has been made in the engineering and numerical literature.
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1. Introduction

A measure-valued solution to a partial differential equation (or a system of equations) is, roughly speaking, a map that gives for every point in the domain a probability distribution of values, and that satisfies the equation only in an average sense. If this probability distribution reduces to a point mass almost everywhere in the domain, then the measure-valued solution is simply a solution in the sense of distributions. The main advantage of measure-valued solutions is the fact that, in many situations, they can easily be obtained from weakly convergent
sequences of approximate solutions, even when the convergence of the approximating sequence to a distributional solution may fail due to effects of oscillation and concentration.

Measure-valued solutions to hyperbolic conservation laws were introduced by DiPerna [DiP85]. He showed for scalar conservation laws in one space dimension that measure-valued solutions exist and are, under the assumption of entropy admissibility, in fact concentrated at one point, i.e. they can be identified with a distributional (entropy) solution. In other words, in this case the formation of fast oscillations, which corresponds to a measure with positive variance, can be excluded.

In many other physically relevant systems, however, no such compactness arguments are available, and existence of admissible weak (i.e. distributional) solutions seems hopeless. In such cases, the existence of measure-valued solutions is the best one can hope for.

For the incompressible Euler equations, DiPerna and Majda [DM87] showed the global existence of measure-valued solutions for any initial data with finite energy. The main point of their work was to introduce so-called generalised Young measures, which take into account not only oscillations, but also concentrations.

Subsequently, measure-valued solutions were shown to exist for further models of fluid and gas dynamics, e.g. compressible Euler and Navier–Stokes equations [Neu93, KZ96] or the Savage–Hutter avalanche model [Gwi05].

Measure-valued solutions have been criticised for being a too weak notion of solution. Indeed, the by now fairly standard procedure of establishing measure-valued solutions by viscous approximation, thereby circumventing delicate problems of compactness, suggests that the solution thus obtained does not carry enough information to be of much use. In particular, in the absence of admissibility criteria, measure-valued solutions are obviously non-unique to a large extent, as they only contain information on certain moments of the measure.

It is therefore surprising that, in the case of the incompressible Euler equations, the so-called weak-strong uniqueness property was proved, on the whole space, for admissible measure-valued solutions by Brenier et al [BDLS11]. This means that if there exists a sufficiently regular (classical) solution, then every admissible measure-valued solution with the same initial data will coincide with the classical solution. Admissibility means that the kinetic energy of the solution never exceeds the initial energy.

In fact, in [Lio96], Lions required any reasonable concept of (very) weak solution to satisfy global existence and weak-strong uniqueness. For the incompressible Euler equations, therefore, admissible measure-valued solutions qualify. It is important though to emphasize the necessity of admissibility: Without this assumption, various examples are known where weak-strong uniqueness fails even for distributional solutions of incompressible Euler [Sch93, Shn97, DLS09, Wie11]. Also, uniqueness need not hold for admissible solutions in the absence of a strong solution, see [DLS10, SW12, Dan14].

We consider in this article two systems of equations in the realm of compressible fluid dynamics: The isentropic Euler equations,

\[ \partial_t h + \text{div}(hu) = 0 \]
\[ \partial_t (hu) + \text{div}(hu \otimes u) + \nabla(\alpha h^2) = hG, \]  

in any space dimension greater or equal one, and the Savage–Hutter equations

\[ \partial_t h + \text{div}(hu) = 0 \]
\[ \partial_t (hu) + \text{div}(hu \otimes u) + \nabla(\alpha h^2) = h(-dB(u) + f), \]  

which make sense (from a modelling viewpoint) in one or two space dimensions. Here, \( G \) and \( f \) are external force densities, and \( B(u) \) is a maximal monotone set-valued map. The latter
system describes the evolution of the depth-averaged velocity and height of some material sliding over an inclined slope. The material is subject to the so-called Coulomb–Mohr friction law. For comprehensive studies, including derivation, numerical computations and experimental results on system (1.2) and its various modifications, we refer to [SH89, GWH99, BW04, BMCPV03, GTN03, GC07, HWP05, PBM08, ZPTN10], among others. We prove (see theorems 4.2 and 5.2 below):

**Theorem 1.1.** Let \((H, U)\) be a solution of (1.1) or (1.2) such that \(H\) is Lipschitz continuous in \([0, T] \times \mathbb{T}^n\) and \(U \in C^1([0, T] \times \mathbb{T}^n)\). Assume also \(H \geq c > 0\) for some constant \(c\). Then every admissible measure-valued solution of (1.1) or (1.2), respectively, with the same initial data as \((H, U)\) coincides with \((H, U)\).

Of course, the precise definitions of measure-valued solutions and admissibility will be given below. It should be mentioned that weak-strong uniqueness for weak entropy solutions of general hyperbolic systems of conservation laws has been known for a rather long time (see e.g. theorem 5.3.1 in [Daf10] and references therein), and that weak-strong uniqueness for measure-valued entropy solutions of general conservation laws was proved in [BDLS11], but the latter was done only for oscillation measures. Note that our admissibility assumption is weaker than the usual entropy condition as in [BDLS11], as we consider only global (i.e. integrated over space) energy inequalities.

Moreover, the results in [BDLS11] are valid even for Lipschitz continuous strong solutions. Owing to commutator estimates analogous to the ones provided by Constantin, E and Titi for the incompressible Euler system in [CET94], the result of theorem 1.1 can be obtained assuming only Lipschitz continuity of \(U\), and Sobolev regularity of \(H\). In fact, as in [BDLS11] it is sufficient to assume only that the symmetric part of \(\nabla U\) be bounded. We omit details.

Weak-strong uniqueness for compressible Euler models appears important in the light of several recent examples of non-uniqueness of admissible weak solutions [DLS10, Ch14, CK14, CFK15, CDLK15, Fei14]. For the Savage–Hutter equations, such examples were very recently constructed in [FGSG15].

To prove the weak-strong uniqueness, we follow the general strategy of [FJN12] (where weak-strong uniqueness was proved for the compressible Navier–Stokes equations), but we have to adjust these arguments to the measure-valued framework. For the Savage–Hutter system, an additional issue is to give a meaningful definition of measure-valued solutions that accounts for the multi-valued nature of the friction term \(B(u)\) in (1.2). Such a definition was proposed in [Gwi05] and we will use it here as well.

If the force \(f\) is time-independent and \(\|f\|_\infty < d\), then a special class of solutions to (1.2) is given by \(u = 0\) and \(h\) independent of time and such that

\[
\left| \nabla h(x) - \frac{f(x)}{2a} \right| \leq \frac{d}{2a} \quad \text{for almost every } x.
\]

Observe that our weak-strong uniqueness result allows to take \((H, U)\) as such a stationary solution, so that in particular every such solution enjoys uniqueness in the class of admissible measure-valued solutions.

For the Savage–Hutter model we also prove the following result:

**Theorem 1.2.** There exists a finite time \(0 \leq T < \infty\), only depending on the parameters in (1.2) and the initial data, such that every admissible measure-valued solution of (1.2) starting from such initial data has zero momentum for almost every time \(t > T\).

In particular, this implies that every admissible weak (distributional) solution becomes stationary after finite time. This highlights the importance of stationary solutions as well as
the role played by the admissibility condition: Indeed, in [FGSG15] non-admissible weak solutions were constructed whose momentum does not decrease to zero. The result is a rigorous justification of empirical and numerical observations of deposition of material after finite time, [SH91, FNBB+08, CGM12]. The finite-time runout of solutions is essentially used at the modelling stage as providing data for calibration of the system. This property was assumed in numerical simulations, however, to our knowledge, never proved.

Let us remark that for the one-dimensional Savage–Hutter model, we obtain a fairly complete picture: Existence of admissible global in time weak solutions is known [Gwi02], they enjoy weak-strong uniqueness, and become stationary after finite time.

Similarly, for the compressible Euler system in the one-dimensional case there exist global in time admissible weak solutions having the weak-strong uniqueness property, see [DiP83, LPS96, LPT94].

Finally, let us point out some difficulties in extending our results to other domains than the torus. On the whole space, we can no longer require the density $H$ to be uniformly bounded away from zero and the initial energy

$$\int_{\mathbb{R}^n} \frac{1}{2} h_0 |u_0|^2 + a h_0^2 \, dx$$

(and similarly for (1.1)) to be finite at the same time. On domains with physical boundaries, however, we do not even expect weak-strong uniqueness to hold, since a counterexample has been exhibited in [BSW14] in the case of the incompressible Euler equations.

2. Notation

We fix here some notation that will be used throughout the paper.

The $n$-dimensional torus will be denoted by $\mathbb{T}^n := \mathbb{R}^n/\mathbb{Z}^n$.

Let $\Omega \subset \mathbb{R}^n$ be a measurable subset or $\Omega = \mathbb{T}^n$. The set of locally finite nonnegative measures on $\Omega$ will be denoted $\mathcal{M}_f(\Omega)$. If $X$ is a measurable subset of $\mathbb{R}^m$, then $\mathcal{P}(X)$ will be the set of probability measures on $X$.

Let $m \in \mathcal{M}_f(\Omega)$. The space $L^\infty_\mathcal{P}(\Omega; m; \mathcal{P}(X))$ is then defined as the space of maps $\nu : \Omega \to \mathcal{P}(X)$, $x \mapsto \nu_x$, which are weakly* measurable with respect to $m$; that is, for every $\phi \in C_c(X)$ the map

$$x \mapsto \int_\Omega \phi(x) \nu_x(\lambda) \, dx$$

is $m$-measurable. If $m$ is Lebesgue measure, we simply write $L^\infty_\nu(\Omega; \mathcal{P}(X))$. If $\Omega$ has the form $[0, T] \times \tilde{\Omega}$ for some measurable subset $\tilde{\Omega} \subset \mathbb{R}^n$, then $dx$ denotes $n$-dimensional Lebesgue measure and $dt$ one-dimensional Lebesgue measure. The Dirac mass centred at $x$ will be denoted as $\delta_x$, as usual.

The $m$-dimensional unit sphere is written $S^m$. With $\tilde{\Omega}$ we mean the topological closure of a subset of $\mathbb{R}^n$. We write $\mathbb{R}^+$ for the set of non-negative real numbers.

In the case $\Omega = [0, T] \times \tilde{\Omega}$, we will use measures of the form $m = m_t \otimes dt$; this means that, for every set of the form $\tau \times U$ where $\tau \subset [0, T]$ and $U \subset \tilde{\Omega}$ are measurable subsets,

$$m(\tau \times U) = \int_\tau m_t(U) \, dt.$$

The differential operators $\nabla$ and $\text{div}$ are applied only to the spatial variables. If $u$ and $v$ are vectors, then $u \otimes v$ denotes the matrix defined by $(u \otimes v)_{ij} = u_i v_j$. The divergence of a matrix field is understood to be taken row-wise.

Further notation will be introduced as we proceed.
3. Generalised Young measures

We recall briefly the notion of generalised Young measures, which were introduced by DiPerna and Majda [DM87] and refined by Alibert and Bouchitté [AB97]. Further details can be found e.g. in [KR10, SW12].

Young measures are used to represent weak limits of nonlinear functions of weakly convergent sequences. More precisely, suppose \( \Omega \subset \mathbb{R}^n \) is a measurable set or \( \Omega = \mathbb{T}^n \), and \((u_n)_{n \in \mathbb{N}}\) is a sequence of maps bounded in \( L^p(\Omega; \mathbb{R}^m) \) (\( m \geq 1 \)).

Then it was proved in [AB97] that there exists a subsequence (not relabeled) as well as a parametrised probability measure \( \nu_m \in \mathcal{P}(\mathbb{R}^m) \) (which is identical with the ‘classical’ Young measure), a non-negative measure \( m \in \mathcal{M}(\bar{\Omega}) \), and a parametrised probability measure \( \nu_m \in L^\infty(\mathbb{R}^m; \mathbb{R}^m) \) such that

\[
\int_{\mathbb{R}^n} f(x, u_n(x))dx \rightarrow \int_{\mathbb{R}^n} \int_{\mathbb{R}^m} f(x, \beta)dm_{x}(\beta) \nu_{x}(\beta)
\]

weakly* in the sense of measures. Here, \( f : \Omega \times \mathbb{R}^m \rightarrow \mathbb{R} \) is any Carathéodory function (measurable in the first and continuous in the second argument) whose recession function

\[
f^\infty(x, \beta) := \lim_{s \to \infty} \frac{f(x, s\beta)}{s}
\]

is a well-defined and continuous function on \( \bar{\Omega} \times \mathbb{S}^{m-1} \). Note that such an \( f \) will have at most linear growth. If its growth is sublinear, then \( f^\infty = 0 \).

Notice also that \( \nu_m \) is only defined \( m \)-almost everywhere.

In order to properly define solutions to compressible fluid equations within the framework of Alibert–Bouchitté, we need a slight refinement which allows us to treat sequences whose components have different growth. Let \((u_k, w_k)\) be a sequence such that \((u_k)\) is bounded in \( L^p(\Omega; \mathbb{R}^m) \) and \((w_k)\) is bounded in \( L^q(\Omega; \mathbb{R}^n) \) (\( 1 \leq p, q < \infty \)). Define the ‘nonhomogeneous unit sphere’

\[
\mathbb{S}^{l+m-1}_{p,q} := \{(\beta_1, \beta_2) \in \mathbb{R}^l + \mathbb{R}^m : |\beta_1|^p + |\beta_2|^q = 1\}.
\]

Then, there exists a subsequence (not relabeled) and measures \( \nu_m \in L_\infty(\bar{\Omega}; \mathcal{P}(\mathbb{R}^m)) \), \( m \in \mathcal{M}(\bar{\Omega}) \), \( \nu_m \in L^\infty(\mathbb{R}^m; \mathbb{R}^m) \) such that

\[
f(x, u_n(x), w_n(x))dx \rightarrow \int_{\mathbb{R}^n} \int_{\mathbb{R}^m} f(x, \beta_1, \beta_2)dm_{x}(\beta_1, \beta_2) \nu_{x}(\beta_1, \beta_2)
\]

in the sense of measures; this is valid for all integrands \( f \) whose \( p,q \)-recession function exists and is continuous on \( \Omega \times \mathbb{S}^{l+m-1}_{p,q} \). The \( p,q \)-recession function is defined as

\[
f^\infty(x, \beta_1, \beta_2) := \lim_{(s_1, s_2) \to (\infty, \infty)} \frac{f(x, s_1^{\beta_1}, s_2^{\beta_2})}{s_1^p s_2^q}.
\]

The case \( p = 2, q = 1 \) was treated in section 2.4.1 of [SW12] and the extension to general \( p \) and \( q \) is straightforward.

Let us quote another fact which is important for measure-valued solutions of time-dependent equations with bounded energy: If \( \Omega = [0, T] \times \bar{\Omega} \) for some measurable \( \bar{\Omega} \subset \mathbb{R}^n \) (or \( \Omega = \mathbb{T}^n \)), and if the sequence \((u_n, w_n)\) is bounded in \( L^\infty([0, T]; L^p(\bar{\Omega}) \times L^q(\bar{\Omega})) \), then the corresponding concentration measure \( m \) admits a disintegration of the form
where $t \mapsto m_t$ is bounded and measurable viewed as a map from $[0, T]$ into $\mathcal{M}(\overline{\Omega})$. The proof of this statement was given in [BDLS11].

4. Weak-strong uniqueness for measure-valued solutions of the compressible Euler equations

We consider the compressible Euler system

$$
\partial_t h + \text{div}(hu) = 0,
\partial_t (hu) + \text{div}(hu \otimes u) + \nabla (sh^\gamma) = hG.
$$

Here, $h : [0, T] \times \mathbb{T}^n \to \mathbb{R}$, $u : [0, T] \times \mathbb{T}^n \to \mathbb{R}^n$, and $G : [0, T] \times \mathbb{T}^n \to \mathbb{R}^n$, $\gamma > 1$. We set the constant $\kappa > 0$ equal to one in order to save some writing, remarking however that all computations remain unchanged for general $\kappa$.

4.1. Measure-valued solutions

We apply the abstract framework from the previous section, with $l = 1$, $m = n$, $p = \gamma$, and $q = 2$, in order to define the notion of measure-valued solution of (4.1). Consider a generalised Young measure $(\nu_{s,x}, m, \nu_{s,x}^\infty) \in L_\infty([0, T] \times \mathbb{T}^n; \mathcal{P}(\mathbb{R}^+ \times \mathbb{R}^n)) \times \mathcal{M}(\mathbb{T}^n) \times L_\infty([0, T] \times \mathbb{T}^n, m; \mathcal{P}(S^+))$, where we wrote $\lambda, \nu$ as dummy variables when integrating with respect to $\nu_{s,x}$ and $\nu_{s,x}^\infty$, respectively. One should think of $\lambda, \nu$ as representing $h$ and $h^\gamma$ as representing $\sqrt{h} u$. We also use the common notation

$$
\nu_{s,x} = \langle \lambda_{s,x}, \nu_{s,x} \rangle
$$
and analogously for $\nu_{s,x}^\infty$.

If we consider a function $f : [0, T] \times \mathbb{T}^n \times \mathbb{R}^+ \times \mathbb{R}^n \to \mathbb{R}$ which has an appropriate $\gamma$-2-recession function as defined in section 3, we use the shorthand notation

$$
\hat{f}(d \nu_{s,x}) := (f(t, x, \cdot, \cdot), \nu_{s,x}) d \nu_{s,x} + (f^\infty(t, x, \cdot, \cdot), \nu_{s,x}^\infty) m(\nu_{s,x} dx).
$$

For instance, we have

$$
\hat{h} = \langle \lambda, \nu \rangle,
\hat{\nu} = \langle \lambda^\gamma, \nu \rangle + (\beta, \nu^\infty) m
\hat{h} u = \langle \lambda \cdot \nabla, \nu \rangle + (\beta \cdot \nabla, \nu^\infty) m
\hat{h} u \otimes u = \langle \lambda \otimes \nabla, \nu \rangle + (\beta \otimes \beta, \nu^\infty) m
\hat{G} = \langle \lambda G, \nu \rangle = \hat{h} G.
$$
We say that \((\nu, m, \nu^\infty)\) is a **measure-valued solution** of (4.1) with initial data \((h_0, u_0)\) if for every \(\tau \in [0, T]\), \(\psi \in C^0([0, T] \times \mathbb{T}^n; \mathbb{R})\), \(\phi \in C^0([0, T] \times \mathbb{T}^n; \mathbb{R})\) it holds that

\[
\int_0^T \int_{\mathbb{T}^n} \partial_t \psi(h) + \nabla \psi \cdot \nabla \omega dx dt + \int_{\mathbb{T}^n} \psi(x, 0) h_0 - \psi(x, \tau) h(x, \tau) dx = 0,
\]

\[
\int_0^T \int_{\mathbb{T}^n} \partial_t \phi \cdot \hat{h} + \nabla \phi \cdot \hat{h} \otimes u + \text{div} \phi \hat{H} - \phi \cdot \hat{H} G dx dt
\]

\[
+ \int_{\mathbb{T}^n} \phi(x, 0) h_0 u_0 - \phi(x, \tau) \cdot \hat{h} u(x, \tau) dx = 0. \quad (4.2)
\]

It is part of the definition that all the integrals have to exist for any choice of test functions, in particular for the initial data we require \(h_0 \in L^1, h_0 u_0 \in L^1\).

Let us set

\[
E_{\text{mv}}(t) := \int_{\mathbb{T}^n} \frac{1}{2} |\hat{u}(t,x)|^2 + \frac{1}{\gamma - 1} |\hat{H}(t,x)| dx
\]

for almost every \(t\), and

\[
E_0 := \int_{\mathbb{T}^n} \frac{1}{2} h_0 |u_0|^2 + \frac{1}{\gamma - 1} h_0^2 dx.
\]

We then say that a measure-valued solution is **admissible** if

\[
E_{\text{mv}}(t) \leq E_0 + \int_0^t \int_{\mathbb{T}^n} \hat{H} \cdot u(s,x) dx ds \quad (4.3)
\]

in the sense of distributions. An elementary computation yields the well-known fact that the energy is conserved for smooth solutions (i.e. (4.3) holds with equality), whereas the inequality becomes strict upon the formation of shocks.

**Remark 4.1.** The global existence of measure-valued solutions for (4.1) was proved by Neustupa in [Neu93]. However he used a different formulation of the Young measure, as the formalism of Alibert–Bouchitté [AB97] was not yet available. One can however rewrite the solutions of [Neu93] in the form presented here. Neustupa’s solutions can be seen to be admissible, as they can be obtained e.g. from an artificial viscosity approximation.

### 4.2. Weak-strong uniqueness

**Theorem 4.2.** Let \(G \in C^0([0, T]; L^2(\mathbb{T}^n))\) and suppose \(H \in W^{1,\infty}([0, T] \times \mathbb{T}^n), U \in C^0([0, T] \times \mathbb{T}^n)\) is a solution of (4.1) with initial data \(h_0 \geq c > 0\), \(h_0 \in L^\infty(\mathbb{T}^n), h_0 |u_0| \in L^1(\mathbb{T}^n), h_0 \in L^\infty(\mathbb{T}^n), H(x,t) \geq c > 0\) for some constant \(c\) and all \((t, x) \in [0, T] \times \mathbb{T}^n\). If \((\nu, m, \nu^\infty)\) is an admissible measure-valued solution with the same initial data, then

\[
\nu_{r,x} = \delta_{(h(t,x), \sqrt{h(t,x)} U(t,x), 0)} \text{ for a.e. } t, x, \text{ and } m = 0.
\]

**Proof.** Let us first define for a.e. \(t \in [0, T]\) the **relative energy** between \((H, U)\) and the measure-valued solution as
\[ E_{\text{rel}}(t) = \int_{\mathbb{T}^n} \frac{1}{2} h|u - U|^2 + \frac{1}{\gamma - 1} h^\gamma - \frac{\gamma}{\gamma - 1} H^{\gamma-1} h + H^\gamma \, dx \]
\[ = \int_{\mathbb{T}^n} \frac{1}{2} \langle |X| - \sqrt{\lambda_0} U \rangle^2, \nu_{x} \rangle dx + \int_{\mathbb{T}^n} \langle |\beta|^2, \nu_{x} \rangle \, dm_t(x) \]
\[ + \int_{\mathbb{T}^n} \frac{1}{\gamma - 1} \lambda_0^\gamma - \frac{\gamma}{\gamma - 1} H^{\gamma-1} \lambda_0 + H^\gamma, \nu_{x} \rangle dx \]
\[ + \int_{\mathbb{T}^n} \frac{1}{\gamma - 1} \langle \beta, \nu_{x} \rangle dm_t(x). \]

Here, the measure \( m_t \in \mathcal{M}^+(\mathbb{T}^n) \) is obtained by the disintegration \( m(dx) = m_t(dx) \otimes dt \), which is well-defined thanks to the admissibility (see section 3). Note that the strict convexity of \(|\cdot|^\gamma\) implies that the relative energy is always non-negative. Then it is straightforward to observe that \( E_{\text{rel}}(t) = 0 \) for a.e. \( t \) implies theorem 4.2. Indeed, defining the projection operators \( \pi_{\lambda, \lambda'} : (\lambda, \lambda') \mapsto \lambda_0 \) and \( \pi_{\lambda, \lambda'} : (\lambda, \lambda') \mapsto \lambda \), we observe that the strict convexity of \(|\cdot|^\gamma\) implies that \( \tau H_{x,t} = \delta_{H_{x,t}}(\tau) \) for a.e. \( t, \lambda, \) and hence \( \nu_{x,t} = \delta_{H_{x,t}}(\tau) \otimes \pi_{\lambda, \lambda'} \). Using the first term in the relative energy allows to conclude \( \pi_{\lambda, \lambda'} \).

Setting \( \phi = U \) in the momentum equation (the second equation of (4.2)), we obtain

\[ \int_{\mathbb{T}^n} \hbar U(t) \, dx = \int_{\mathbb{T}^n} h_0 |u_0|^2 \, dx + \int_0^T \int_{\mathbb{T}^n} \hbar \cdot \partial_t U + \hbar \, U : \nabla U \, dx \, dt \]
\[ + \int_0^T \int_{\mathbb{T}^n} \hbar \cdot \nabla U \, dx. \hspace{1cm} (4.4) \]

Similarly, setting \( \psi = \frac{1}{2} |U|^2 \) and then \( \psi = \gamma H^{\gamma-1} \) in (4.2) yields

\[ \frac{1}{2} \int_{\mathbb{T}^n} |U(t)|^2 \, h(t, x) \, dx = \int_0^T \int_{\mathbb{T}^n} U \cdot \partial_t \hbar + \nabla U \cdot \hbar \, dx \, dt + \int_{\mathbb{T}^n} \frac{1}{2} |u_0|^2 h_0 \, dx \]
\[ \hspace{1cm} (4.5) \]

and

\[ \int_{\mathbb{T}^n} \gamma H^{\gamma-1}(t) \, h(t) \, dx = \int_0^T \int_{\mathbb{T}^n} \gamma(\gamma - 1) H^{\gamma-2} \partial_t \hbar + \gamma(\gamma - 1) H^{\gamma-2} \nabla H \cdot \hbar \, dx \, dt + \int_{\mathbb{T}^n} \gamma h_0 \, dx, \]
\[ \hspace{1cm} (4.6) \]

respectively.

Next, we can write the relative energy as

\[ E_{\text{rel}}(\tau) = \int_{\mathbb{T}^n} \frac{1}{2} h|u - U|^2 + \frac{1}{\gamma - 1} h^\gamma - \frac{\gamma}{\gamma - 1} H^{\gamma-1} h + H^\gamma \, dx \]
\[ = \int_{\mathbb{T}^n} U \cdot \hbar \, dx + \int_{\mathbb{T}^n} H^\gamma \, dx + \int_{\mathbb{T}^n} |U|^2 \, h_0 \, dx \]
\[ = E_{\text{mom}}(\tau) + \int_{\mathbb{T}^n} H^\gamma \, dx + \int_{\mathbb{T}^n} \frac{1}{2} |U|^2 \, h_0 \, dx - \int_{\mathbb{T}^n} U \cdot \hbar \, dx + \int_{\mathbb{T}^n} \frac{\gamma}{\gamma - 1} H^{\gamma-1} h_0 \, dx \]

(all integrands evaluated at time \( \tau \)). Next, using the balances (4.4)–(4.6) for the last three integrals, we obtain
\[ E_{\text{rel}}(\tau) = E_{\text{mo}}(\tau) + \int_{T^0} H^\gamma \, dx \]
\[ + \int_0^T \int_{\Omega^0} U \cdot \partial_t \tilde{h} + \nabla U \cdot \nabla \tilde{u} \, dx \, dt + \int_{T^0} \frac{1}{2} |u_0|^2 \, h_0 \, dx \]
\[ - \int_{T^0} h_0 |u_0|^2 \, dx - \int_0^T \int_{\Omega^0} \tilde{h} \cdot \partial_t U + \tilde{h} \tilde{u} \otimes \tilde{u} : \nabla \tilde{U} \, dx \, dt \]
\[ - \int_0^T \int_{\Omega^0} \tilde{h} \cdot \nabla \nabla U - \tilde{h} \tilde{G} \cdot \tilde{U} \, dx \, dt \]
\[ - \int_0^T \int_{\Omega^0} (\gamma H)^{-2} \partial_t \tilde{h} H\tilde{h} + \gamma H^{-2} \nabla H \cdot \tilde{h} \tilde{u}) \, dx \, dt - \int_{T^0} \frac{\gamma}{\gamma - 1} h_0 \, dx, \]

and using (4.3) we have, for a.e. \( \tau \),
\[ E_{\text{rel}}(\tau) \leq - \int_{T^0} h_0 \, dx + \int_0^T \int_{\Omega^0} \tilde{h} G - \tilde{u} + \int_{T^0} H^\gamma \, dx \]
\[ + \int_0^T \int_{\Omega^0} U \cdot \partial_t \tilde{h} + \nabla U \cdot \nabla \tilde{u} \, dx \, dt \]
\[ - \int_0^T \int_{\Omega^0} \tilde{h} \cdot \partial_t U + \tilde{h} \tilde{u} \otimes \tilde{u} : \nabla \tilde{U} \, dx \, dt \]
\[ - \int_0^T \int_{\Omega^0} \tilde{h} \cdot \nabla \nabla U - \tilde{h} \tilde{G} \cdot \tilde{U} \, dx \, dt \]
\[ - \int_0^T \int_{\Omega^0} (\gamma H)^{-2} \partial_t \tilde{h} H\tilde{h} + \gamma H^{-2} \nabla H \cdot \tilde{h} \tilde{u}) \, dx \, dt. \] (4.7)

Next, we collect some terms and write
\[ \int_{T^0} H^\gamma \, dx - \int_{T^0} h_0 \, dx - \int_0^T \int_{\Omega^0} \gamma H^{-2} \partial_t \tilde{h} H\tilde{h} \, dx \, dt \]
\[ = \int_0^T \int_{\Omega^0} \frac{d}{dt} H^\gamma - \gamma H^{-2} \partial_t \tilde{h} H\tilde{h} \, dx \, dt \]
\[ = \int_0^T \int_{\Omega^0} \gamma H^{-1} \partial_t H - \gamma H^{-2} \partial_t \tilde{h} H\tilde{h} \, dx \, dt \]
\[ = \int_0^T \int_{\Omega^0} \gamma H^{-2} \partial_t H (H - \tilde{h}) \, dx \, dt, \] (4.8)
\[ \int_0^T \int_{\Omega^0} \tilde{h} G - \tilde{u} - \tilde{h} \tilde{G} \cdot \tilde{U} \, dx \, dt \]
\[ = \int_0^T \int_{\Omega^0} \tilde{h} G - (u - \tilde{U}) \, dx \, dt, \] (4.9)

and
\[ \int_0^T \int_{\Omega^0} U \cdot \partial_t \tilde{h} + \nabla U \cdot \nabla \tilde{u} - \tilde{h} \tilde{u} \cdot \partial_t \tilde{u} + \tilde{h} \tilde{u} \otimes \tilde{u} : \nabla \tilde{U} \, dx \, dt \]
\[ = \int_0^T \int_{\Omega^0} \partial_t U \cdot (\tilde{h} - u) + \nabla U : \tilde{h} \tilde{u} \otimes (\tilde{U} - u) \, dx \, dt. \] (4.10)

Indeed, the last two equalities can be verified by writing the expressions in the ‘coarse-grained’ overline notation explicitly in terms of the Young measure \( (\nu, m, \nu^\infty) \).
Plugging equalities (4.8)–(4.10) into (4.7), we arrive at

\[ E_{\text{rel}}(\tau) \leq \int_0^T \int_{\mathbb{T}^n} \gamma H^{-1} \partial_t \mathbf{H}(H - \tilde{h}) \, dx \, dt \]
\[ + \int_0^T \int_{\mathbb{T}^n} \mathbf{h} \cdot \nabla \mathbf{h} \, dx \, dt \]
\[ + \int_0^T \int_{\mathbb{T}^n} \partial_t \mathbf{U} \cdot \mathbf{h}(U - u) + \nabla \mathbf{U} : \mathbf{h} \mathbf{u} \otimes (U - u) \, dx \, dt \]
\[ - \int_0^T \int_{\mathbb{T}^n} \mathbf{h} \mathbf{u} \, dx \, dt - \int_0^T \int_{\mathbb{T}^n} \gamma H^{-1} \nabla H \cdot \mathbf{h} \mathbf{u} \, dx \, dt. \]  

(4.11)

For the last two integrals, we have by the divergence theorem

\[ - \int_0^T \int_{\mathbb{T}^n} \mathbf{h} \mathbf{u} \, dx \, dt - \int_0^T \int_{\mathbb{T}^n} \gamma H^{-1} \nabla H \cdot \mathbf{h} \mathbf{u} \, dx \, dt \]
\[ = \int_0^T \int_{\mathbb{T}^n} -\mathbf{h} \mathbf{u} \, dx \, dt + \gamma H^{-1} \nabla H \cdot \mathbf{h} \mathbf{u} \, dx \, dt \]
\[ = \int_0^T \int_{\mathbb{T}^n} (H^{-1} - \mathbf{h}) \mathbf{u} \, dx \, dt + \gamma H^{-1} \nabla H \cdot \mathbf{h} \mathbf{u} \, dx \, dt. \]  

(4.12)

Inserting this back into (4.11) and observing that, by the mass equation for \((H, U)\),

\[ \gamma H^{-2} \partial_t \mathbf{H}(H - \tilde{h}) + \gamma H^{-2} \mathbf{div} \mathbf{U} \mathbf{H}(H - \tilde{h}) + \gamma H^{-2} \nabla H \cdot \mathbf{H}U = \gamma H^{-2} \mathbf{U} \cdot \nabla \mathbf{H} \tilde{h}, \]

we get

\[ E_{\text{rel}}(\tau) \leq \int_0^T \int_{\mathbb{T}^n} \gamma H^{-1} \cdot \nabla H \mathbf{h}(U - u) \, dx \, dt \]
\[ + \int_0^T \int_{\mathbb{T}^n} \mathbf{h} \cdot \nabla \mathbf{h} \, dx \, dt \]
\[ + \int_0^T \int_{\mathbb{T}^n} \partial_t \mathbf{U} \cdot \mathbf{h}(U - u) + \nabla \mathbf{U} : \mathbf{h} \mathbf{u} \otimes (U - u) \, dx \, dt \]
\[ - \int_0^T \int_{\mathbb{T}^n} \gamma H^{-1} \mathbf{div} \mathbf{U} (H - \tilde{h}) \, dx \, dt + \int_0^T \int_{\mathbb{T}^n} (H^{-1} - \mathbf{h}) \mathbf{u} \, dx \, dt. \]  

(4.13)

The expression in the third line can be rewritten pointwise as

\[ \partial_t \mathbf{U} \cdot \mathbf{h}(U - u) + \nabla \mathbf{U} : \mathbf{h} \mathbf{u} \otimes (U - u) \]
\[ = \partial_t \mathbf{U} \cdot \mathbf{h}(U - u) + \nabla \mathbf{U} : \mathbf{h} \mathbf{u} \otimes (U - u) + \nabla \mathbf{U} : \mathbf{h}(u - U) \otimes (U - u), \]  

(4.14)

and the integral of the last term as well as the last line in (4.13) can both be estimated by

\[ C \| U \|_{C^1} \int_0^T E_{\text{rel}}(t) \, dt. \]  

(4.15)

For the remaining terms in (4.14) we obtain, using the momentum equation for \((H, U)\),

\[ \partial_t \mathbf{U} \cdot \mathbf{h}(U - u) + \nabla \mathbf{U} : \mathbf{h} \mathbf{u} \otimes (U - u) \]
\[ = \frac{1}{H} (\partial_t \mathbf{H}U + \mathbf{div}(\mathbf{H} \mathbf{u} \otimes U)) \cdot \mathbf{h}(U - u) \]
\[ = G \cdot \mathbf{h}(U - u) - \gamma H^{-2} \nabla H \cdot \mathbf{h}(U - u). \]  

(4.16)
Putting together (4.13), (4.15), and (4.16), we obtain

$$E_{rel}(\tau) \leq C \|U\|_{C^1} \int_0^\tau E_{rel}(t) dt.$$ 

Finally, from Gronwall’s inequality it follows that $E_{rel}(\tau) = 0$ for a.e. $t$. □

5. Savage–Hutter system

We consider the two-dimensional Savage–Hutter model

$$\partial_t h + \text{div}(hu) = 0$$
$$\partial_t (hu) + \text{div}(hu \otimes u) + \nabla(ah^2) = h(-\partial B(u) + f).$$

(5.1)

The one-dimensional case can be treated similarly. Here, $h : [0, T] \times \mathbb{T}^2 \rightarrow \mathbb{R}$, $u : [0, T] \times \mathbb{T}^2 \rightarrow \mathbb{R}^2$, $f : [0, T] \times \mathbb{T}^2 \rightarrow \mathbb{R}^2$, and $a > 0$ and $d > 0$ are constant. By $B(u)$ we denote the subdifferential of $u \mapsto |u|$, so that $B(u)$ is multi-valued such that

$$B(u) = \begin{cases} \frac{u}{|u|} & \text{if } u \neq 0, \\ B(0) & \text{if } u = 0. \end{cases}$$

Consequently, the equality sign in the second line of (5.1) should really be an inclusion. We will stick however to the formulation (5.1), thereby slightly abusing notation.

5.1. Stationary solutions

If in (5.1) $f$ is independent of time, then a special class of solutions is given by $u \equiv 0$ and any $h = h(x) > c$ such that

$$|\nabla h - \frac{f}{2a}| \leq \frac{d}{2a} \text{ for a.e. } x.$$ 

5.2. Measure-valued solutions

We recall the notion of measure-valued solution of (5.1) from [Gwi05] in the notation used therein (in fact, there the problem was treated on the whole space, but it can easily be adapted to the torus). The author considers system (5.1) with a right-hand side given by $\tilde{f}(x, \sqrt{h} u)$, where

$$\tilde{f}(x, \sqrt{h} u) = -d\frac{\sqrt{h} u}{\sqrt{h}} + f$$

and for $u = 0$ the mapping $\tilde{f}$ takes values in the closed unit ball. To handle this multi-valued (monotone) term, let us first recall from [Gwi05] the following observation, see also [GZG07, BGMŚG09] for a similar approach.

**Lemma 5.1.** Let $f : \mathbb{R}^n \rightarrow \mathbb{R}^n$ ($f : \mathbb{R}^n \rightarrow 2^{\mathbb{R}^n}$) be a monotone function (monotone mapping). Then
\((f + \text{Id})^{-1}: \mathbb{R}^n \to \mathbb{R}^n\)

and

\(f \circ (f + \text{Id})^{-1}: \mathbb{R}^n \to \mathbb{R}^n\)

are Lipschitz functions. Above we understand \(\circ \circ f = (f \circ f) \circ f\).

Moreover, for any continuous function \(g: \mathbb{R}^n \to \mathbb{R}^n\),

\(g \circ (f + \text{Id})^{-1}: \mathbb{R}^n \to \mathbb{R}^n\)

is a continuous function.

Under the assumptions that \((h_0, h_0 u_0) \in L^1_\text{loc}(\mathbb{R}^2), \int_{\mathbb{R}^2} \left\{ \frac{1}{2} |u_0|^2 h_0 + a(h_0)^2 \right\} \, dx < \infty\), there exists a triple of measures

\((\mu_{t,x}, m, \mu_{t,x}^\infty) \in L^\infty_\text{vol}(\mathbb{R}^2) \times (\mathcal{P}(\mathbb{R}^+ \times \mathbb{R}^2)) \times \mathcal{A}^+(\{0, T\} \times \mathbb{R}^2) \times L^\infty_\text{vol}(\{0, T\} \times \mathbb{R}^2, m; \mathcal{P}(\mathbb{S}^2))\),

such that

\[
\begin{aligned}
\int_{(0,T)} \int_{\mathbb{R}^2} \overline{r} \partial_t \varphi_1 + \overline{m} \cdot \nabla \varphi_1 \, dx \, dt &= 
\int_{\mathbb{R}^2} h_0 \varphi_1(0) \, dx,
\end{aligned}
\]

\[
\int_{(0,T)} \left\{ \int_{\mathbb{R}^2} \overline{m} \partial_t \varphi_2 \, dx + (\overline{\varepsilon} + a \overline{\varphi}, \nabla \varphi_2) - \int_{\mathbb{R}^2} \overline{f} \varphi_2 \, dx \right\} \, dt = 
\int_{\mathbb{R}^2} h_0 u_0 \varphi_2(0) \, dx
\]

for all \(\varphi_1, \varphi_2 \in C_c((0, T) \times \mathbb{R}^2)\), and for almost all \(t \in [0, T]\) it holds that

\[
(\text{Tr}(\overline{\varepsilon}(t)) + a \overline{\varphi}(t), 1) - \int_{\mathbb{R}^2} \left\{ \frac{1}{2} |u_0|^2 h_0 + a(h_0)^2 \right\} \, dx \leq \int_{(0,T) \times \mathbb{R}^2} \chi \, dx \, dt,
\]

where

\[
\begin{aligned}
\overline{r}(t, x) &= \int_{\mathbb{R}^2} \lambda_1 \, d\mu_{t,x}(\lambda),
\end{aligned}
\]

\[
\begin{aligned}
\overline{\varepsilon}(t, x) &= \int_{\mathbb{R}^2} \lambda_1^2 \, d\mu_{t,x}(\lambda) + \left( \int_{S^1} \beta_1^2 \, d\mu_{t,x}^\infty(\beta) \right) m,
\end{aligned}
\]

\[
\begin{aligned}
\overline{m}(t, x) &= \int_{\mathbb{R}^2} \sqrt{\lambda_1} (-\overline{f} + \text{Id})^{-1}(x, (\lambda_2, \lambda_3)) \, d\mu_{t,x}(\lambda),
\end{aligned}
\]

\[
\begin{aligned}
\overline{f}(t, x) &= \int_{\mathbb{R}^2} (-\overline{f} + \text{Id})^{-1}(x, (\lambda_2, \lambda_3)) \otimes (-\overline{f} + \text{Id})^{-1}(x, (\lambda_2, \lambda_3)) \, d\mu_{t,x}(\lambda)
\end{aligned}
\]

\[
\begin{aligned}
&+ \left( \int_{S^1} (\beta_2, \beta_3) \otimes (\beta_2, \beta_3) \, d\mu_{t,x}^\infty(\beta) \right) m,
\end{aligned}
\]

\[
\begin{aligned}
\text{Tr}(\overline{\varepsilon})(t, x) &= \int_{\mathbb{R}^2} (-\overline{f} + \text{Id})^{-1}(x, (\lambda_2, \lambda_3)) \cdot (-\overline{f} + \text{Id})^{-1}(x, (\lambda_2, \lambda_3)) \, d\mu_{t,x}(\lambda)
\end{aligned}
\]

\[
\begin{aligned}
&+ \left( \int_{S^1} \beta_2^2 + \beta_3^2 \, d\mu_{t,x}^\infty(\beta) \right) m,
\end{aligned}
\]

\[
\begin{aligned}
\overline{f}(t, x) &= \int_{\mathbb{R}^2} \lambda_1 \overline{f} \circ (-\overline{f} + \text{Id})^{-1}(x, (\lambda_2, \lambda_3)) \, d\mu_{t,x}(\lambda),
\end{aligned}
\]

\[
\begin{aligned}
\chi(t, x) &= \int_{\mathbb{R}^2} \lambda_1 \overline{f} \circ (-\overline{f} + \text{Id})^{-1}(x, (\lambda_2, \lambda_3)) \cdot (-\overline{f} + \text{Id})^{-1}(x, (\lambda_2, \lambda_3)) \, d\mu_{t,x}(\lambda)
\end{aligned}
\]
for almost all \((t,x) \in [0,T] \times \mathbb{T}^2\).

Define for every \(\mu\)-measurable set \(A \times B \subset \mathbb{R}^+ \times \mathbb{R}^2\) the push-forward of \(\mu\) through the map \((-\tilde{f} + Id)\) as

\[
\nu(A \times B) := (-\tilde{f} + Id)_*\mu(A \times B) = \mu(A \times (-\tilde{f} + Id)^{-1}(B)).
\]

Hence using again the variables \((\lambda_{1}, \lambda') \in \mathbb{R}^+ \times \mathbb{R}^2\) (which correspond to \(\lambda_{1}, \lambda_{2}, \lambda_{3}\)) and \((\beta_{1}, \beta') \in \mathbb{S}^{+}\) (corresponding to \(\beta_{1}, \beta_{2}, \beta_{3}\)), when integrating with respect to \(\nu_{1,1}\) and \(\nu_{1,\infty}\), respectively, the problem can be translated to

\[
\begin{align*}
\mathcal{H} &:= \{ (\lambda', \nu) : \lambda' \in \mathbb{R}^+ \times \mathbb{R}^2, \nu \in \mathcal{M}(\mathbb{R}) \} \\
\mathcal{H}_{0} &:= \{ (\lambda', \nu) : \lambda' \in \mathbb{R}^+ \times \mathbb{R}^2, \nu \in \mathcal{M}(\mathbb{R}) \} \\
\mathcal{H} &:= \{ (\lambda', \nu) : \lambda' \in \mathbb{R}^+ \times \mathbb{R}^2, \nu \in \mathcal{M}(\mathbb{R}) \} \\
\mathcal{H}_{0} &:= \{ (\lambda', \nu) : \lambda' \in \mathbb{R}^+ \times \mathbb{R}^2, \nu \in \mathcal{M}(\mathbb{R}) \}.
\end{align*}
\]

We say that \((\mu, m, \nu_{\infty})\) is a measure-valued solution of \((5.1)\) with initial data \((h_{0}, u_{0})\) if for every \(\tau \in [0,T]\), \(\psi \in C'(([0,T] \times \mathbb{T}^2; \mathbb{R})\), \(\phi \in C'([0,T] \times \mathbb{T}^2; \mathbb{R}^2)\) it holds that

\[
\begin{align*}
\int_{0}^{\tau} \int_{\mathbb{T}^2} \partial_{t}\psi_{\hat{h}} + \nabla \psi \cdot \hat{h}\nabla \psi \, dx \, dt + \int_{\mathbb{T}^2} \psi(x,0)h_{0} - \psi(x,\tau)h(x,\tau) \, dx = 0, \\
\int_{0}^{\tau} \int_{\mathbb{T}^2} \partial_{t}\phi_{\hat{h}} + \nabla \phi \cdot \hat{h}\nabla \phi + a \nabla \phi \cdot \hat{h} \cdot \nabla (\hat{h} + f) \, dx \, dt + \int_{\mathbb{T}^2} \phi(x,0)h_{0} - \phi(x,\tau) \cdot \hat{h}(x,\tau) = 0.
\end{align*}
\]

For a.e. \(t\), we set

\[
E_{\text{mvs}}(t) := \int_{\mathbb{T}^2} \frac{1}{2} \hat{h}\nabla u(t,x) \cdot \hat{h}\nabla u(t,x) \, dx
\]

and

\[
E_{0} := \int_{\mathbb{T}^2} \frac{1}{2} h_{0}\nabla u_{0} \cdot \nabla h_{0} \, dx.
\]

We say that a measure-valued solution is admissible if

\[
E_{\text{mvs}}(t) \leq E_{0} - \int_{0}^{t} \int_{\mathbb{T}^2} \hat{h}(\hat{h} - f) \cdot \hat{h}(t,x) \, dx \, dt
\]

in the sense of distributions.

5.3. Weak-strong uniqueness

**Theorem 5.2.** Let \(f \in L^{\infty}([0,T]; L^{2}(\mathbb{T}^2))\) and suppose \(H \in W^{1,\infty}([0,T] \times \mathbb{T}^2), U \in C([0,T] \times \mathbb{T}^2)\) is a solution of \((5.1)\) with initial data \(h_{0} \geq c > 0, h_{0} \in L^{2}(\mathbb{T}^2), h_{0}\nabla u_{0} \in L^{1}(\mathbb{T}^2)\) and \(H(t,x) \geq c > 0\) for some constant \(c\) and every \((t,x) \in [0,T] \times \mathbb{T}^2\). If \((v, m, \nu)\) is an admissible measure-valued solution with the same initial data, then

\[
\nu_{1,x} = \delta_{(H(t,x), \hat{H}(t,x) U(t,x))} \text{ for a.e. } t, x, \text{ and } m = 0.
\]
Proof. Let us first define for a.e. \( t \in [0, T] \) the relative energy between \((H, U)\) and the measure-valued solution as

\[
E_{\text{rel}}(t) = \int_{\mathbb{T}^2} \frac{1}{2} \left| h |u - U| \right|^2 + a(h - H)^2 dx
\]

\[
= \int_{\mathbb{T}^2} \left( \frac{1}{2} |\lambda|^2 \right) dx + \frac{1}{2} \int_{\mathbb{T}^2} \left( \langle |\beta|^2, \nu \rangle \right) dx
\]

\[
+ a \int_{\mathbb{T}^2} \langle |\lambda|^2, \nu \rangle dx + a \int_{\mathbb{T}^2} \langle |\beta|^2, \nu \rangle dx.
\]

Here, the measure \( m \in \mathcal{M}^+(\mathbb{T}^2) \) is obtained by the disintegration \( m(dx) = m_t(dx) \otimes dt \), which is well-defined thanks to the admissibility.

It is straightforward to observe that \( E_{\text{rel}}(t) = 0 \) for a.e. \( t \) implies theorem 5.2.

Following the computations of section 4 we arrive at

\[
E_{\text{rel}}(\tau) + \int_{0}^{\tau} \int_{\mathbb{T}^2} h(dB(u) - dB(U)) \cdot (u - U) dx dt \leq C \|U\|_{C^1} \int_{0}^{\tau} E_{\text{rel}}(t) dt.
\]

Finally, since \( B \) is monotone, the integral on the left hand side is non-negative, and from Gronwall’s inequality it follows that \( E_{\text{rel}}(\tau) = 0 \) for a.e. \( t \).

\[\square\]

6. Dissipation of momentum in finite time

Theorem 6.1. Let \((\nu, m, \nu^\infty)\) be an admissible measure-valued solution of the Savage–Hutter system (5.1) with initial energy \( E_0 \) and

\[
\|f\|_{L^\infty(R^+ \times \mathbb{T}^2)} < d.
\]

Then there exists \( 0 \leq T < \infty \) such that

\[
M(t) := \int_{\mathbb{T}^2} \overline{h} |u| |t, x| dx = 0 \quad \text{for almost every } t > T.
\]

Moreover, there exists a constant \( C \) depending only on \( d - \|f\|_\infty \) and a such that

\[
T \leq C E_0^{1/4}.
\]

Proof. For the momentum we have

\[
M(t) = \int_{\mathbb{T}^2} \overline{h} |u| |t, x| dx = \int_{\mathbb{T}^2} \langle \sqrt{\lambda}, |\lambda|, t, x \rangle dx.
\]

Note in particular that the momentum does not concentrate, i.e. the 2-2-recession function of \((\lambda, \lambda') \mapsto |\lambda| |\lambda'|\) is zero.

For the following estimate, we use Jensen’s inequality applied to the function \(|\cdot|^{2/3}\) (recall that, according to our convention, the torus has measure 1), then Young’s inequality,

\[
ab \leq \frac{a^p}{p} + \frac{b^q}{q}, \quad \frac{1}{p} + \frac{1}{q} = 1.
\]
with the conjugate exponents 3 and 3/2, and finally the admissibility assumption:

\[ M(t)^{4/3} = \left( \int_{\mathbb{T}^d} \sqrt[3]{\lambda} |\lambda'|, \nu_{\lambda} \right) dx \]

\[ \leq \int_{\mathbb{T}^d} \sqrt[3]{\lambda} \left| \lambda^{4/3} \right|, \nu_{\lambda} \right) dx \]

\[ \leq \frac{1}{3} \int_{\mathbb{T}^d} \lambda^2, \nu_{\lambda} \right) dx + \frac{2}{3} \int_{\mathbb{T}^d} |\lambda|^2, \nu_{\lambda} \right) dx \]

\[ \leq C(a)E_{\text{inv}}(t) \leq C(a) \left( E_0 - \int_0^t \int_{\mathbb{T}^d} (d - \|f\|_\infty)(\sqrt[3]{\lambda} |\lambda'|, \nu_{\lambda} \right) dx ds \]

\[ = C(a) \left( E_0 - (d - \|f\|_\infty) \int_0^t M(s) ds \right), \]

where

\[ C(a) = \max \left\{ \frac{1}{3a^4}, \frac{4}{3} \right\}. \]

Therefore, for almost every \( t \), \( M(t) \) is less than or equal to the solution of the integral equation

\[ \tilde{M}(t)^{4/3} = C(a)E_0 - C(a)(d - \|f\|_\infty) \int_0^t \tilde{M}(s) ds \]

or equivalently (after differentiating)

\[ \tilde{M}'(t) = -\frac{3}{4} C(a)(d - \|f\|_\infty)\tilde{M}(t)^{2/3}, \quad \tilde{M}(0) = (C(a)E_0)^{3/4}. \]

The solution of this ordinary differential equation is easily computed as

\[ M(t) = \begin{cases} \left[ \frac{1}{3} \left( 3(C(a)E_0)^{1/4} - \frac{3}{4} C(a)(d - \|f\|_\infty)t \right) \right]^3 & \text{if } 3(C(a)E_0)^{1/4} - \frac{3}{4} C(a)(d - \|f\|_\infty)t \geq 0, \\ 0 & \text{otherwise}. \end{cases} \]

In fact, \( \left[ \frac{1}{3} \left( 3(C(a)E_0)^{1/4} - \frac{3}{4} C(a)(d - \|f\|_\infty)t \right) \right]^3 \) would also be a solution for all times, but we know a priori that \( M(t) \) must be non-negative.

It follows that there is a time

\[ T \leq \frac{4}{d - \|f\|_\infty} C(a)^{-3/4} E_0^{1/4} \]

after which \( M(t) = 0 \) almost everywhere. \( \square \)

**Corollary 6.2.** Let \( (h, u) \) be an admissible weak solution of the Savage–Hutter equations with initial energy \( E_0 \) and \( \|f\|_\infty < d \). Then there exists a time \( 0 \leq T < \infty \) such that for almost every \( t > T \), \( (h, u) \) is stationary, i.e. \( u(t, x) = 0 \) for almost every \( t > T \) and \( x \in \mathbb{T}^d \), \( \partial_t h(t, x) = 0 \) for almost every \( t > T \), \( x \in \mathbb{T}^d \), and
\[ \left| \nabla h - \frac{f}{2a} \right| \leq \frac{d}{2a}. \]

Moreover, \( T \) satisfies the estimate of theorem 6.1.

**Proof.** As every admissible weak solution can be viewed as an admissible measure-valued solution via the identification \( \nu = \delta_{h, h} \), \( m = 0 \), from theorem 6.1 we obtain a time \( T \) such that after this time, the momentum is zero:

\[ \int_{t'} T \, h \, |u| \, dx = 0 \text{ for almost every } t > T. \]

Therefore, the Savage–Hutter equations reduce to \( \partial_t h = 0 \) and

\[ \nabla (ah^2) = -dhB(u) + hf. \]

The latter is clearly equivalent to \( |\nabla h - f2a| \leq d2a \), given that \( |B(u)| \leq 1 \). \( \square \)
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