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In this paper we construct a one-dimensional insulator with an approximate chiral symmetry belonging to the AIII class and discuss its properties. The construction principle is the intentional pollution of the edge of a two-dimensional quantum spin-Hall insulator with magnetic impurities. The resulting bound states hybridize and disperse along the edge. We discuss under which circumstances this chain possesses zero-dimensional boundary modes on the level of an effective low-energy theory. The main appeal of our construction is the independence on details of the impurity lattice: the zero modes are stable against disorder and random lattice configurations. We also show that in the presence of Rashba coupling, which changes the symmetry class to A, one can still expect localized half-integer boundary excess charges protected by mirror symmetry although there is no non-trivial topological index. All of the results are confirmed numerically in a microscopic model.

I. INTRODUCTION

The vast majority of topological phases of matter are characterized by the presence of metallic boundary modes directly linked to a topological invariant [1, 2]. The Chern number for instance counts the number of chiral states appearing at the edge of quantum Hall insulators [3–5]. Likewise, the presence of an odd number of Kramers’ related pairs of edge bands in quantum spin-Hall insulators [6–9] is in a one-to-one correspondence with the non-trivial value of a $\mathbb{Z}_2$ invariant.

In crystalline systems with an additional set of spatial symmetry, additional topological crystalline phases appear [10–13]. In these systems, a non-trivial value of the bulk topological invariant is manifested in gapless boundary modes that violate a stronger version of the fermion doubling theorem [14, 15]. Most importantly, the metallic boundary modes appear only on surfaces that are left invariant under the protecting symmetry. Crystalline symmetries also lead to the presence of different topologically non-trivial phases, dubbed as higher-order topological insulators [16–29], characterized by conventional gapped surface states, but with metallic chiral or helical modes at the hinges connecting surfaces related by the protecting crystalline symmetry.

Topological crystalline phases cannot appear in one-dimensional systems for the very simple reason that any spatial symmetry interchanges the ends of the chain. Indeed, the zero-energy metallic modes of a one-dimensional topological insulating phase necessitate the presence of an internal chiral or particle-hole symmetry. Nevertheless, the ground state of a one-dimensional insulator can be characterized by gauge-invariant topological indices even in the complete absence of internal symmetries. In one-dimensional systems, in particular, these topological indices govern the excess of electric charge localized at the ends of the atomic chain [30], which are (fractionally) quantized when additional crystalline symmetries are present [30, 31]. Quantized excess charges have recently been proposed to appear in newly synthesized linear chains of a transitional metal dichalcogenide [32].

In this work we engineer a one-dimensional system with non-trivial topological index by means of intentional “pollution” of a host system. The usual starting point is a non-trivial host system on whose boundary adatoms are deposited in a regular manner. These adatoms or “impurities” bind electronic in-gap states which can hybridize. This leads to impurity bands with potentially topological character [33–46]. A recent example of this more generic approach is the deposition of ferromagnetic atoms in a chain on superconductors. These magnetic impurities individually bind a pair of Shiba bound states. Once these bound states hybridize, one obtains artificial “impurities” bind electronic in-gap states which can hybridize. This leads to impurity bands with potentially topological character [33–46]. A recent example of this more generic approach is the deposition of ferromagnetic atoms in a chain on superconductors. These magnetic impurities individually bind a pair of Shiba bound states. Once these bound states hybridize, one obtains artificial “impurities” bind electronic in-gap states which can hybridize. This leads to impurity bands with potentially topological character [33–46]. A recent example of this more generic approach is the deposition of ferromagnetic atoms in a chain on superconductors. These magnetic impurities individually bind a pair of Shiba bound states. Once these bound states hybridize, one obtains artificial “impurities” bind electronic in-gap states which can hybridize. This leads to impurity bands with potentially topological character [33–46]. A recent example of this more generic approach is the deposition of ferromagnetic atoms in a chain on superconductors. These magnetic impurities individually bind a pair of Shiba bound states. Once these bound states hybridize, one obtains artificial “impurities” bind electronic in-gap states which can hybridize. This leads to impurity bands with potentially topological character [33–46]. A recent example of this more generic approach is the deposition of ferromagnetic atoms in a chain on superconductors. These magnetic impurities individually bind a pair of Shiba bound states. Once these bound states hybridize, one obtains artificial “impurities” bind electronic in-gap states which can hybridize. This leads to impurity bands with potentially topological character [33–46]. A recent example of this more generic approach is the deposition of ferromagnetic atoms in a chain on superconductors. These magnetic impurities individually bind a pair of Shiba bound states. Once these bound states hybridize, one obtains artificial “impurities” bind electronic in-gap states which can hybridize. This leads to impurity bands with potentially topological character [33–46]. A recent example of this more generic approach is the deposition of ferromagnetic atoms in a chain on superconductors. These magnetic impurities individually bind a pair of Shiba bound states. Once these bound states hybridize, one obtains artificial “impurities” bind electronic in-gap states which can hybridize. This leads to impurity bands with potentially topological character [33–46]. A recent example of this more generic approach is the deposition of ferromagnetic atoms in a chain on superconductors. These magnetic impurities individually bind a pair of Shiba bound states. Once these bound states hybridize, one obtains artificial “impurities” bind electronic in-gap states which can hybridize. This leads to impurity bands with potentially topological character [33–46]. A recent example of this more generic approach is the deposition of ferromagnetic atoms in a chain on superconductors. These magnetic impurities individually bind a pair of Shiba bound states. Once these bound states hybridize, one obtains artificial “impurities” bind electronic in-gap states which can hybridize. This leads to impurity bands with potentially topological character [33–46]. A recent example of this more generic approach is the deposition of ferromagnetic atoms in a chain on superconductors. These magnetic impurities individually bind a pair of Shiba bound states. Once these bound states hybridize, one obtains artificial “impurities” bind electronic in-gap states which can hybridize. This leads to impurity bands with potentially topological character [33–46]. A recent example of this more generic approach is the deposition of ferromagnetic atoms in a chain on superconductors. These magnetic impurities individually bind a pair of Shiba bound states. Once these bound states hybridize, one obtains artificial “impurities” bind electronic in-gap states which can hybridize. This leads to impurity bands with potentially topological character [33–46]. A recent example of this more generic approach is the deposition of ferromagnetic atoms in a chain on superconductors. These magnetic impurities individually bind a pair of Shiba bound states. Once these bound states hybridize, one obtains artificial “impurities” bind electronic in-gap states which can hybridize. This leads to impurity bands with potentially topological character [33–46]. A recent example of this more generic approach is the deposition of ferromagnetic atoms in a chain on superconductors. These magnetic impurities individually bind a pair of Shiba bound states. Once these bound states hybridize, one obtains artificial “impurities” bind electronic in-gap states which can hybridize. This leads to impurity bands with potentially topological character [33–46]. A recent example of this more generic approach is the deposition of ferromagnetic atoms in a chain on superconductors. These magnetic impurities individually bind a pair of Shiba bound states. Once these bound states hybridize, one obtains artificial “impurities” bind electronic in-gap states which can hybridize. This leads to impurity bands with potentially topological character [33–46]. A recent example of this more generic approach is the deposition of ferromagnetic atoms in a chain on superconductors. These magnetic impurities individually bind a pair of Shiba bound states. Once these bound states hybridize, one obtains artificial “impurities” bind electronic in-gap states which can hybridize. This leads to impurity bands with potentially topological character [33–46]. A recent example of this more generic approach is the deposition of ferromagnetic atoms in a chain on superconductors. These magnetic impurities individually bind a pair of Shiba bound states. Once these bound states hybridize, one obtains artificial “impurities” bind electronic in-gap states which can hybridize. This leads to impurity bands with potentially topological character [33–46]..
integer boundary excess charges, stable against disorder. This is shown explicitly, both analytically and numerically. The article is organized as follows: we start by introducing the setup in Sec. II. In Sec. III we discuss an approximate analytical solution to the impurity problem. This includes an argument for the stability of these boundary modes against disorder. In Sec. IV we discuss the setup numerically on the level of a microscopic lattice model, and we end with the conclusions in Sec. V.

II. MICROSCOPIC MODEL

In order to study the topological properties of impurity bound states on the gapped edge of a quantum spin-Hall insulator, we introduce the Hamiltonian

$$H = H_{KM} + H_{mag} + H_{imp}.$$  

(1)

The itinerant electrons live on a honeycomb lattice (point group $C_{6v}$) and are described by the Kane-Mele model,[7]

$$H_{KM} = -t \sum_{\alpha} \sum_{\langle i,j \rangle} c_{i\alpha}^\dagger c_{j\alpha} + i t_2 \sum_{\alpha \beta} \sum_{\langle \langle i,j \rangle \rangle} \nu_{ij} c_{i\alpha}^\dagger \sigma_{\alpha\beta}^z c_{j\beta},$$  

(2)

where $c_{i\alpha}^\dagger$ ($c_{i\alpha}$) creates (annihilates) an electron with spin $\alpha \in \{\uparrow, \downarrow\}$ at lattice site $i \in \{1, \ldots, N\}$. The two sums involving lattice sites go over nearest neighbor pairs, $(i,j)$, and next-nearest neighbors, $(\langle i,j \rangle)$, respectively, with real hopping parameters $t$ and $t_2$. Moreover, $\nu_{ij} = +1$ ($-1$) if the next-nearest neighbor path $i \to j$ is counterclockwise (clockwise), while $\sigma^z$ is the third Pauli matrix. This intrinsic spin-orbit coupling reduces the $SU(2)$ spin symmetry to a residual $U(1)$ spin symmetry ensured by the mirror plane symmetry $M_z$. As was shown by Kane and Mele, the above model realizes a quantum spin-Hall insulator at half-filling and consequently supports gapless helical edge states protected by time-reversal symmetry. Without loss of generality, in the following we will consider the helical edge states realized in the $x$-zigzag direction of the honeycomb lattice. Next, we gap these edge states by applying a uniform planar magnetic field $B$ in the $x$-direction, leading to a Zeeman coupling

$$H_{mag} = B \sum_{\alpha \beta} \sum_{i} c_{i\alpha}^\dagger \sigma_{\alpha\beta}^x c_{i\beta}.$$  

(3)

Note that this term explicitly breaks the time-reversal symmetry, thus changing the Altland-Zirnbauer [56] symmetry class of the model from AII to A. Furthermore, besides the threefold rotation symmetry $C_3$, the planar magnetic field breaks both the mirror plane symmetry $M_z$ as well as the mirror line symmetry $M_y$ while preserving the orthogonal mirror line $M_x$. As will become clear below, it is important to note that the combined $M_z \Theta$ symmetry -- $\Theta$ representing the time-reversal symmetry operator -- is still preserved. The setup corresponding to the above model, the mirror plane $M_z$ and the mirror lines $M_{x,y}$ are shown in Fig. 1. Finally, a set of pointlike magnetic impurities, parametrized by $V_M$, is included on certain edge lattice sites $\{l\} \subset \{i\}$, such that

$$H_{imp} = V_M \sum_{\alpha \beta} \sum_{l} c_{l\alpha}^\dagger \sigma_{\alpha\beta}^z c_{l\beta}.$$  

(4)

The properties of the impurity bound states can now in principle be studied numerically. Working with the full lattice model is most feasible when the lattice size remains small, which requires a dense packing of impurities. In the following, we will first study the dilute continuum limit analytically, and subsequently study the lattice limit numerically.

III. ANALYTICAL INVESTIGATION OF THE DILUTE LIMIT

We start by deriving an effective low-energy model for the gapped helical edge modes of our quantum spin-Hall insulator subject to a planar magnetic field, and will consider a single edge in isolation realizing an effective anomalous one-dimensional system. This effective model must respect the symmetries of the microscopic model, while reproducing the edge dispersion, see Fig. 2. First, we notice that as long as the planar magnetic field is parallel to the edge axis, say $x$, the single edge is invariant under the mirror line symmetry $M_y$. This is different for a planar magnetic field perpendicular to the edge axis as the only surviving mirror symmetry ($M_y$) interchanges the two edges. We can use the $M_z$ and $M_z \Theta$ symmetry constraints to write the one-dimensional effective Hamiltonian. Specifically, the mirror line symmetry reads $M_z = i\sigma^y$ in spin space whereas the combined antisymmetric symmetry is given by $M_z \Theta = i\sigma^x K$, where we have used that $M_z = i\sigma^y$ and $\Theta = i\sigma^x K$. Using that the Hamiltonian in spin space can be written as $\hat{H} = \sum_{j=x,y,z} h_j(k) \sigma^j$, $\sigma^0$ being the identity, we have that the mirror line symmetry forces $h_{y,z}(k)$ to be odd in...
form, given by
\[
\psi(x) = \int_{-\infty}^{\infty} dx' \hat{G}_0^+(x,x';E) \hat{H}_{\text{imp}}(x') \psi(x'),
\] (7)
for a given bound state energy \(E\), where the translationally invariant retarded Green function \(\hat{G}_0^+(x,x';E) = \hat{G}_0^+(x-x';E)\) is the inverse Fourier transform of the 2×2 matrix
\[
\hat{G}_0^+(k;E) = [(E + i0^+) \mathbb{1} - \hat{H}_{\text{imp}}(k)]^{-1}.
\] (8)

Contrary to the microscopic model, the above boundary model is subject to a couple of physical limitations. In particular, this minimal low-energy model is only valid for energy scales that are small with respect to the bulk gap, while it assumes that the clean system acts as an inert continuous background to the impurities. As such, it describes the situation in which the typical distance between neighboring impurities \(a_{\text{imp}}\) is much larger than the lattice constant of the original microscopic model \(a_0\), and it is necessary to verify that all energies remain small at all times. The effective model is therefore indeed particularly appropriate for studying the limit in which the impurities are dilute. For the remainder of this section, we thus assume that the edge gap \(\Delta_{\text{edge}} = 2|M|\) is small compared to the bulk gap \(\Delta_{\text{bulk}} \sim |t|\), and that the clean system can indeed be approximated as a continuous background to the impurities. Our strategy for studying this model is to develop an effective tight-binding model consisting of the impurity bound states described by Eq. (7), and investigate the topological properties of the resulting bound state bands. In order to construct the desired tight-binding model, we first look at the bound states associated with a single isolated impurity, then include the hybridization of several of such bound states.

### A. Effective low-energy tight-binding model

The central object for studying the impurity bound states is the retarded Green function in position space. Performing an inverse Fourier transformation on Eq. (8), we find that this object is given by
\[
\hat{G}_0^+(x,x';E) = -\frac{1}{2h\nu_F} \times \left[ \frac{\xi}{h\nu_F} (\hat{E} z + M \sigma^x) - i \text{sgn}(\Delta x) \sigma^z \right] e^{-|\Delta x|/\xi}
\] (9)
for in-gap energies \(|E| < |M|\). Here, \(\Delta x = x - x'\) is the relative 1D coordinate, the sign function has been defined with \(\text{sgn}(0) \equiv 0\), and \(\xi = h\nu_F/\sqrt{M^2 - E^2}\) is the correlation length of the clean boundary model. For future reference, we also define \(\xi_0\) as the zero energy correlation length, i.e., \(\xi_0 \equiv h\nu_F/|M| = 2h\nu_F/\Delta_{\text{edge}}\).

In the case of a single impurity, the Schrödinger equation (7) dictates that the bound state energy \(E\) and the
corresponding wave function at the impurity site $\psi(x_{\text{imp}})$ must satisfy the equation
\begin{equation}
[1 - V_M \hat{G}_0^+(0; E) \sigma^z] \psi(x_{\text{imp}}) = 0.
\end{equation}
Taking the determinant of the left-hand side matrix and equating it to zero, we find two bound state energies within the domain $|E| < |M|:
\begin{equation}
E_{\pm} = \pm M \left(1 - \frac{2V_M^2}{V_M^2 + 4h^2v_F^2}\right),
\end{equation}
provided that $V_M$ is finite. These energies can be tuned to be small (i.e., close to the center of the edge gap) by setting $|V_M| \sim 2hv_F$.

Next, we consider a set of impurities with typical nearest neighbor distance $a_{\text{imp}}$. In the dilute limit $a_{\text{imp}} \gg \xi$, the bound state associated with each impurity can be approximated by the above solution of an isolated bound state, with weak hybridization between the impurity sites. Given this weak hybridization, the bands arising from the interplay between different sites have a small bandwidth, such that all bound state energies $E$ remain of the order of $E_{\pm}$. Using this reasoning, we can now rewrite the Schrödinger equation for small energies $|E| \sim |E_{\pm}| \ll |M|$ to find an effective low-energy tight-binding model for the bound states associated with the dilute impurities. Rearranging the Schrödinger equation evaluated at impurity site $l$ such that all on-site terms appear on the left-hand side and all hybridization terms are on the right-hand side, we have
\begin{equation}
[1 - V_M \hat{G}_0^+(0; E) \sigma^z] \psi(x_l) = V_M \sum_{m \neq l} \hat{G}_0^+(x_{lm}; E) \sigma^z \psi(x_m),
\end{equation}
where $x_{lm} = x_l - x_m$. This expression is still exact, but difficult to solve exactly in the current form. The next step is therefore to consider the case $|E_{\pm}| \ll |M|$ in the dilute limit and expand the above equation to lowest non-trivial order in $E$ around zero. For the left-hand side, this is the linear order. On the right-hand side, however, we can simply set $E \to 0$: the hybridization terms are already small by virtue of the dilute limit, such that the linear order term in $E$ can be interpreted as higher order. Performing this Taylor expansion and rearranging the result, we find
\begin{equation}
E \psi(x_l) \approx \sum_m \hat{H}_{lm} \psi(x_m),
\end{equation}
with
\begin{equation}
\hat{H}_{lm} = -M \left[1 + \frac{2hv_F}{V_M} \text{sgn}(M) \delta_{l,m}\right] \sigma^x
+ i \text{sgn}(M) \text{sgn}(x_{lm}) \sigma^z e^{-\frac{i|z_{lm}|}{\xi_0}}.
\end{equation}
We have thus shown that the low-energy bound state bands can indeed be described by an effective tight-binding model, as long as the system is in the dilute limit, and the impurity strength has been tuned such that $|V_M| \sim 2hv_F$. Moreover, in this limit the on-site energy from the tight-binding model,
\begin{equation}
E_0 = -M \left(1 + \frac{2hv_F}{V_M} \text{sgn}(M)\right),
\end{equation}
coincides with $E_{\pm}$ (provided that the sign of $V_M$ is chosen opposite to the sign of $M$), while all hopping terms are exponentially suppressed. This is consistent with our previous assessment of the situation, confirming the validity of the approximations.

B. Phase diagram

In order to examine the properties of the bands emerging from the effective tight-binding model from Eq. (14), we now consider a homogeneous distribution of impurities, i.e., the impurities are arranged on a chain with lattice constant $a = a_{\text{imp}}$. Also imposing periodic boundary conditions, this allows us to Fourier transform the real space matrix $\hat{H}_{lm}$ to momentum space, resulting in the following Bloch Hamiltonian:
\begin{equation}
\hat{H}(k) = \left[E_0 + M \left(1 + \frac{\sinh(a/\xi_0)}{\cos(ak) - \cosh(a/\xi_0)}\right)\right] \sigma^x
- |M| \frac{\sin(ak)}{\cos(ak) - \cosh(a/\xi_0)} \sigma^z,
\end{equation}
which has the form discussed above for a one-dimensional system in class AIII of the Altland-Zirnbauer classification [56]. The corresponding Z topological invariant is the winding number, or chiral charge:
\begin{equation}
\nu = \frac{1}{2\pi} \int_{-\pi/a}^{\pi/a} \frac{dk}{|\hat{h}(k)|^2} \frac{\hat{h}_x(k) \partial_k \hat{h}_z(k) - \hat{h}_z(k) \partial_k \hat{h}_x(k)}{\hat{h}(k)},
\end{equation}
counting the number of times the vector $\hat{h}(k)$ (with components $\hat{h}_{x,z}(k)$) loops around the origin when $k$ goes from $-\pi/a$ to $\pi/a$. For our tight-binding model, we find that $\nu = \text{sgn}(M)$ if
\begin{equation}
\frac{\sinh(a/\xi_0)}{\cosh(a/\xi_0) + 1} - 1 < \frac{E_0}{M} < \frac{\sinh(a/\xi_0)}{\cosh(a/\xi_0) - 1} - 1,
\end{equation}
and $\nu = 0$ otherwise, corresponding to a topological phase and a trivial phase, respectively. The resulting phase diagram is shown in Fig. 3. Note that the topological phase extends all the way to $a \to \infty$ along the line $E_0 = 0$. We furthermore emphasize that we observe only two values for $|\nu|$.

C. Boundary modes of the impurity bound states

The non-trivial topology of the region with $\nu \neq 0$ indicates the presence of topologically protected zero energy boundary modes. These modes are expected to
emerge both at the end points of a finite impurity chain in the topological phase, and at boundaries between regions with different winding numbers. Fig. 4 shows a plot of the local density of states (LDOS) $\rho(x; E) \equiv \sum_{lm} \delta(E - E_m)|\psi_{lm}(x)|^2$ for a finite chain that contains a domain wall, demonstrating that the expected boundary modes are indeed present. In order to understand the origin of the boundary modes and analytically prove their presence for certain parameter values, we return to the effective tight-binding model from Eq. (14) and perform a unitary transformation. In particular, we change the basis of the Hamiltonian from the eigenstates of $\sigma^y$ to the eigenstates of $\sigma^x$, i.e., the component of the spin that does not appear in the original Hamiltonian due to the approximate chiral symmetry. In the language of second quantization, this gives

$$H = \sum_{lm} c_{lm}^\dagger \hat{H}_{lm}^c c_m, \quad c_l = \begin{pmatrix} c_{l+} \\ c_{l-} \end{pmatrix},$$

where

$$\hat{H}_{lm}^c = \hat{U} \hat{H}_{lm} \hat{U}^\dagger, \quad \hat{U} = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & -i \\ 1 & i \end{pmatrix},$$

and $c_{l+}$ ($c_{l-}$) are the creation (annihilation) operators corresponding to the eigenstates of $\sigma^y$ at impurity site $l$. Considering $M > 0$ and labeling the impurities such that $x_m > x_l$ if $m > l$, we find that the above can explicitly be written as

$$H = E_0 \sum_l c_l^\dagger \sigma^y c_l$$

$$+ \left[ 2i |M| \sum_l \sum_{m > l} c_l^\dagger \begin{pmatrix} 0 & e^{-|x_{lm}|/\xi_0} \\ 0 & 0 \end{pmatrix} c_m + h.c. \right].$$

The case $M < 0$ leads to the same result, but with the matrix from the second line being transposed. We thus observe that many of the hopping terms of the tight-binding Hamiltonian vanish: if $M > 0$ ($M < 0$), then a “+” mode at a given impurity site is only coupled to all “−” modes living on impurity sites to its right (left), and conversely a “−” mode is only coupled to all “+” modes to its left (right), see Fig. 5. Consequently, each end of a finite chain hosts a degree of freedom that is not connected to any other impurity, therefore only appearing in the on-site term that is governed by $E_0$. In the special case $E_0 = 0$ (corresponding to the horizontal axis of Fig. 3), these particular $\sigma^y$-eigenstates completely decouple from the system, such that they are indeed the anticipated zero energy boundary modes. For more general parameter values, the presence or absence of these boundary modes is determined by whether or not the on-site hybridization is strong enough to delocalize them by “injecting” them into the bands.

The above analysis leads to several important implications. First, we observe that the decoupling of boundary modes that happens at $E_0 = 0$ is completely independent of the actual configuration of the impurities. Indeed, the configuration does not influence which of the hopping elements are zero, and instead only determines the strength of the non-zero components, see Eq. (21). The boundary modes therefore emerge even in absence of any spatial symmetry along the chain, such as the mirror line symmetry $\mathcal{M}_x$ (we assume that the host does not react to the impurities, meaning that $\mathcal{M}_x$ is preserved for the host). Moreover, it should be noted that the boundary modes survive disorder in the form of a set of random local potentials, provided that the boundary modes are
not shifted into the impurity bands (acting as the “bulk bands” of this system). This further demonstrates the robustness of the boundary modes, while confirming that the setup does also not rely on overall particle-hole symmetry (although it is required for the host). Instead, the emergence of the boundary modes is a consequence of the antiunitary $M_z \Theta$ symmetry: together with $M_x$, this symmetry is responsible for the approximate chiral symmetry of the effective tight-binding model, resulting in the absence of $\sigma^y$ in $\hat{H}_m$. This in turn allows for the large amount of vanishing hopping elements in Eq. (21). However, when the configuration of the impurities violates the mirror line symmetry $M_x$, the absence of $\sigma^y$ is no longer guaranteed. As such, any boundary modes that remain upon breaking $M_x$ are not protected by symmetry and are therefore specific to the model. Finally, we note that our effective model bears close resemblance to the SSH chain \cite{SSH} in the even sector, where the role of the sublattices is now played by the two spin states. This is consistent with this subsection’s observation that the boundary modes are spin-polarized.

D. Quantized excess charges protected by mirror symmetry

Having explicitly demonstrated the emergence of boundary modes assuming the quantum spin-Hall insulator preserves the planar mirror symmetry $M_z$ in the absence of the external planar magnetic field, we next consider the situation in which a, e.g., Rashba spin-orbit coupling breaks $M_z$. Consequently, the combined antiunitary $M_z \Theta$ symmetry is broken as well, such that we are left with an effective one-dimensional system where only a mirror line is preserved. This also implies that the effective one-dimensional Hamiltonian possesses all three Pauli matrices and reads

$$\hat{H}(k) = h_0(k)\mathbb{1} + h_x(k)\sigma^x + h_y(k)\sigma^y + h_z(k)\sigma^z,$$  

where, as before, we can neglect the identity term, whereas the functions $h_{y,z}(k)$ are odd in momentum $k$. Since this 1D model is in symmetry class A (inherited from the microscopic model from which it is derived), it does generally not have a topological invariant protected by an approximate internal symmetry. However, the presence of the mirror line $M_x$ allows to define a crystalline topological invariant regulating the appearance of fractional excess charges $Q = 0, 1/2 \mod 1$ appearing at the end of the one-dimensional impurity chain. To show how this fractional corner charge can be read off from the bulk properties of the system, we recall that given that the bulk is an insulator, the many-body ground state of the system can be represented in terms of exponentially localized Wannier functions. Note that this is strictly valid only in the one-dimensional settings we are concerned with in this work. Looking at a single unit cell, the mirror symmetry furthermore dictates that for an odd number of electrons in the unit cell the corresponding Wannier function must either be centered at an impurity site (1a) or centered in the middle between two neighboring impurity sites (1b), see Fig. 6. These are the two maximal Wyckoff positions in the unit cell, whose site symmetry group contains the mirror symmetry \cite{Wyckoff}. The fact that the stabilizer group of 1a is only generated by the mirror symmetry, i.e., $\{M_z|0\}$ whereas the stabilizer group of 1b also contains a translation of the unit cell $\{M_x|1\}$ leads to the induced elementary band representation for exponentially localized Wannier functions listed in Table I. It now follows that the location of the electrons in each unit cell is directly related to the eigenvalues of the mirror operator $M_x = i\sigma^x$ at the special points $k = 0$ and $k = \pi/a$: the electrons are localized at the impurity sites if the mirror eigenvalues of the filled band at the special points satisfy $m_0 = m_{\pi}$, and they are located in between impurity sites if $m_0 = -m_{\pi}$. In the latter case, opening the chain results in the emergence of a half-integer fractional corner charge whose quantized
value is protected by the mirror symmetry.

Applying the above to the mirror-symmetric setup from Eq. (16), we see that the trivial phase \( \nu = 0 \) indeed corresponds to \( m_0 = \pm \sigma \), while the topological phase \( |\nu| = 1 \) corresponds to \( m_0 = -m_\sigma \). The origin of the boundary modes discussed in the preceding subsection can be therefore seen as a consequence of an excess charge - boundary mode correspondence that is realized in the additional presence of the chiral symmetry.

**IV. NUMERICAL ANALYSIS**

Motivated by the results from the dilute limit, we will now numerically investigate the possibility of similar behavior away from this limit, using the full microscopic lattice model from Eqs. (1)–(4). The rapidly increasing computation times when working with large matrices require working with small system sizes. However, in order to reduce finite size effects, it is necessary that the dimensions of the system are still larger than the correlation length \( \xi \). Recalling that the correlation length typically goes like \( \xi \sim 2\hbar v_F/\Delta_{\text{edges}} \), this can be done by choosing the magnetic field \( B \) sufficiently large. However, since we are specifically interested in the interactions between the gapped edge and the impurity bound states, it is also necessary to keep the edge gap much smaller than the bulk gap, i.e., \( |B| \ll |t| \). The difficulty in numerically solving the microscopic model is therefore to tune \( B \) such that it is small compared to \( t \), while choosing it large enough such that the minimum system size is still feasible. One parameter set that achieves this is given by \( t_2/t = B/t = 0.1 \), which we will use throughout this section. It should however be noted that the requirement to fine-tune the parameters is only a practical limitation, not a physical one.

We consider a finite honeycomb lattice with zigzag edges in both directions. As is demonstrated in Fig. 7, this structure is implemented numerically by mapping the honeycomb lattice structure to that of a square lattice. Since each unit cell consists of two orbitals and two spin states, this translates to a \( 4N \times 4N \) Hamiltonian matrix, where \( N \) is the number of unit cells. The \( 4 \times 4 \) blocks on the diagonal of this matrix consist of all on-site energies (including the local perturbations that represent the impurities) and the hoppings within a single unit cell, while all other \( 4 \times 4 \) blocks contain the hoppings between different unit cells. Using this implementation, we first extract the Fermi velocity and the size of the edge gap in order to later compare the numerical results to the results from Sec. III. To do so, we take the clean system and impose periodic boundary conditions in one of the directions, allowing for a Fourier transformation of that direction to momentum space. The resulting matrix is then diagonalized to find the dispersion relation \( \epsilon(k) \), shown in Fig. 8. For \( t_2/t = B/t = 0.1 \), fitting the edge modes of this band structure to the low-energy boundary model from Eq. (5) gives the values \( \hbar v_F a_0 t = 0.55 \) and \( M/t = 0.093 \). For later reference, we note that plugging these numbers into the effective model from Eq. (5) implies that the low-energy correlation length is of the order \( \xi_0 \sim 6a_0 \). Moreover, an isolated impurity bound state is expected to have an energy close to the center of the gap (i.e., \( |E_0/M| \ll 1 \)) if the impurity strength is chosen according to \( V_M/t = -1.1 \).

With the above in mind, we now take open boundaries in all directions, while applying a strong local potential to the corner sites to eliminate the effects of any eventual corner states. The impurities are included by applying Eq. (4) to the outermost lattice site of selected unit cells along the bottom edge of the system. In the case of a single impurity with \( V_M/t = -1.1 \), this results in bound state energies of \( E_\pm = \pm0.23 \), which can in turn be used to identify \( |E_0/M| \approx 0.23 \). The case of an impu-
The gapped cone is furthermore studied by taking an elongated system of \( N_1 = 200 \) by \( N_2 = 10 \) unit cells, allowing us to make the chain sufficiently long for the corresponding finite size effects to become small. The resulting energy eigenvalues and LDOS profiles are shown in Fig. 9 for several different impurity lattice constants \( a \) (note that the small particle-hole asymmetry in Fig. 9 stems from the strong local corner potential).

The limit opposite to the setup discussed in Sec. III is the limit with the largest possible density of impurities in the chain. In the language of the microscopic model, this dense limit is given by \( a/a_0 = 1 \), which translates to \( a/\xi_0 \approx 0.17 \) for our choice of parameters. As is shown in panels (a) and (d) of Fig. 9, the dense limit still supports the boundary modes at the ends of the chain that were also found in the dilute limit. Additionally, we find that these modes can still be moved away from zero energy by means of a local potential on their respective sites. This confirms that the behavior that was revealed by the tight-binding model from Eq. (14) does in fact extend beyond the dilute limit, despite the breakdown of the approximations used in its derivation. As a particular example of this breakdown, the histogram of energy eigenvalues reveals that the bound state bands no longer reside in the edge gap, meaning that they have moved into the edge bands. The fundamental assumption that all bound state energies remain close to the center of the gap is therefore no longer valid. This is a direct consequence of the strong hybridization between the individual impurity bound states. On the other hand, we also consider the more dilute arrangements \( a/a_0 = 10 \) and \( a/a_0 = 20 \), corresponding to \( a/\xi_0 \approx 1.7 \) and \( a/\xi_0 \approx 3.3 \), respectively. Combining these values with the observation from panels (b) and (c) of Fig. 9 that the bound state bands are now entirely contained within the edge gap, we expect the tight-binding model to be a good approximation. Furthermore comparing these values for \( a/\xi_0 \) and \(|E_0/M| \approx 0.23 \) to the phase diagram from Fig. 3, we predict \( a/a_0 = 10 \) to be in the topological phase, and \( a/a_0 = 20 \) in the trivial phase. This is indeed confirmed by panels (b), (c) and (e) of Fig. 9: the case \( a/a_0 = 10 \) has zero energy modes that are localized at the ends of the chain, while \( a/a_0 = 20 \) does not have any zero modes. Moreover, the bound state energies of the latter reside in a narrow range around the isolated bound state energies \( E_\pm \), such that this case can be identified as dilute. Panel (f) finally shows the LDOS profile corresponding to \( a/a_0 = 20 \) for \( E = E_+ \); the profile implies that the bound states can indeed be approximated as a series of isolated bound state solutions. Altogether, the results from Fig. 9 thus successfully bring together the approximate effective low-energy tight-binding model and the underlying microscopic lattice model, confirming the validity of the former and extending its qualitative behavior all the way to the dense limit.

V. CONCLUSION AND DISCUSSION

Starting from a two-dimensional quantum spin-Hall insulator, we constructed a one-dimensional insulator of the AIII class. After applying a magnetic field parallel to the boundary, the gapped boundary theory has an \( \mathcal{M}_z \) mirror symmetry as well as an antiunitary symmetry \( \mathcal{M}_z \Theta \). This combination guarantees the chiral symmetry of the (bulk) boundary theory. We then deposited magnetic impurities onto the boundary. The bound states of these impurities hybridize and disperse along the edge. This effective tight-binding model is part of the AIII symmetry class and itself has zero-dimensional boundary modes together with half-integer boundary excess charges. It is interesting to compare our lattice model, Eq. (21), to the more well-known SSH model. While in the SSH model the boundary charges depend on the cutting scheme and show an even-odd effect, this effect is absent in the model presented here. Irrespective of the boundary there is a boundary charge in the non-trivial phase. We determined a full phase diagram based on the effective low-energy model, Eq. (21), which was successfully checked numerically against the full microscopic lattice model. An attractive feature of the construction presented here is that while the \( \mathcal{M}_z \) symmetry is important for the bulk theory, it is not for the boundary. This implies that the results presented are robust to disorder and spatial variations of the impurity sites. We also showed that in the presence of Rashba coupling, which changes the symmetry class to A, one can still expect localized boundary excess charges although the topological index is zero. These modes are protected by the mirror symmetry of the bulk theory.

For the future it is an interesting question to which extend one can engineer further states using this pollution technique where you use a higher dimensional non-trivial

Figure 8. Band structure of the microscopic model in absence of impurities, with parameter values \( t_2/t = B/t = 0.1 \), \( N_2 = 40 \) unit cells in the \( x_2 \)-direction, and periodic boundary conditions in the \( x_1 \)-direction. The gapped cone is strongly localized at the zigzag edge of the cylindrical geometry. The associated edge gap is indeed much smaller than the bulk gap, while the low-energy dispersion relation of the gapped cone closely resembles that of the effective model from Eq. (5).
Figure 9. (a) – (c): Histograms of the eigenvalues of the microscopic lattice Hamiltonian (1) in the presence of a chain of magnetic impurities along the bottom edge, for different impurity lattice constants $a$. The dimensions of the lattice are $N_1 = 200$ by $N_2 = 10$ unit cells, and the parameter values are $t_2/t = B/t = 0.1$ and $V_M/t = -1.1$. Panel (a) shows the dense limit $a/a_0 = 1$ (i.e., each unit cell in the chain hosts an impurity), while panels (b) and (c) correspond to the more dilute configurations $a/a_0 = 10$ and $a/a_0 = 20$, respectively. The inset of panel (b) furthermore shows the dispersion of the bound state bands in the case of periodic boundary conditions in the $\hat{x}_1$-direction. Note that the histograms are proportional to the total density of states $\int dx \rho(x;E)$. (d), (e): Zero energy LDOS profiles corresponding to the zero energy peaks from panels (a), (b). Each dot represents a unit cell, with the size of each dot being proportional to the corresponding LDOS, scaled to the largest value. The small crosses below each profile indicate which unit cells are hosting the impurities. Comparing panel (e) to panel (d), we see that the observed zero energy boundary modes become less well localized as the impurity density is decreased. (f): LDOS profile for the energy of an isolated bound state, $E/M = -0.23$, in the dilute case $a/a_0 = 20$. This profile clearly reveals the presence of weakly hybridized bound states on each of the impurity sites.

host system as a starting point.

ACKNOWLEDGEMENTS

This work is part of the D-ITP consortium, a program of the Netherlands Organisation for Scientific Research (NWO) that is funded by the Dutch Ministry of Education, Culture and Science (OCW). C.O. acknowledges support from a VIDI grant (Project 680-47-543) financed by NWO.

[1] M. Z. Hasan and C. L. Kane, Rev. Mod. Phys. 82, 3045 (2010).
[2] X.-L. Qi and S.-C. Zhang, Rev. Mod. Phys. 83, 1057 (2011).
[3] D. J. Thouless, M. Kohmoto, M. P. Nightingale, and M. den Nijs, Phys. Rev. Lett. 49, 405 (1982).
[4] F. D. M. Haldane, Phys. Rev. Lett. 61, 2015 (1988).
[5] K. v. Klitzing, G. Dorda, and M. Pepper, Phys. Rev. Lett. 45, 494 (1980).
[6] C. L. Kane and E. J. Mele, Phys. Rev. Lett. 95, 146802 (2005).
[7] C. L. Kane and E. J. Mele, Phys. Rev. Lett. 95, 226801 (2005).
[8] B. A. Bernevig, T. L. Hughes, and S.-C. Zhang, Science 314, 1757 (2006).
[9] M. König, S. Wiedmann, C. Brüne, A. Roth, H. Buhmann, L. W. Molenkamp, X.-L. Qi, and S.-C. Zhang, Science 318, 766 (2007).
[10] L. Fu, Phys. Rev. Lett. 106, 106802 (2011).
[11] T. H. Hsieh, H. Lin, J. Liu, W. Duan, A. Bansil, and L. Fu, Nat. Comm. 3, 982 (2012).
[12] J. Liu, T. H. Hsieh, P. Wei, W. Duan, J. Moodera, and L. Fu, Nat. Mat. 13, 178 (2014).
[13] T. H. Hsieh, J. Liu, and L. Fu, Phys. Rev. B 90, 081112 (2014).
[14] C. Fang and L. Fu, Science Advances 5, eaat2374 (2019).
[15] E. Khalaf, H. C. Po, A. Vishwanath, and H. Watanabe, Phys. Rev. X 8, 031070 (2018).

[16] F. Schindler, A. M. Cook, M. G. Vergniory, Z. Wang, S. S. Parkin, B. A. Bernevig, and T. Neupert, Sci. Adv. 4, eaat0346 (2018).

[17] W. A. Benalcazar, B. A. Bernevig, and T. L. Hughes, Science 357, 61 (2017).

[18] W. A. Benalcazar, B. A. Bernevig, and T. L. Hughes, Physical Review B 96, 245115 (2017).

[19] F. Schindler, Z. Wang, M. G. Vergniory, A. M. Cook, A. Murani, S. Sengupta, A. Y. Kasumov, R. Deblock, S. Jeon, I. Drozdov, et al., Nat. Phys. 14, 918 (2018).

[20] M. Geier, L. Trifunovic, M. Hoskam, and P. W. Brouwer, Phys. Rev. B 97, 205135 (2018).

[21] C. W. Peterson, W. A. Benalcazar, T. L. Hughes, and G. Bahl, Nature 555, 346 (2018).

[22] M. Serra-Garcia, V. Peri, R. Süsstrunk, O. R. Bilal, T. Larsen, L. G. Villanueva, and S. D. Huber, Nature 555, 342 (2018).

[23] E. Khalaf, Phys. Rev. B 97, 205136 (2018).

[24] J. Langbehn, Y. Peng, L. Trifunovic, F. von Oppen, and P. W. Brouwer, Phys. Rev. Lett. 119, 246401 (2017).

[25] M. Sitte, A. Rosch, E. Altman, and L. Fritz, Phys. Rev. Lett. 108, 126807 (2012).

[26] Z. Song, Z. Fang, and C. Fang, Phys. Rev. Lett. 119, 246402 (2017).

[27] S. Imhof, C. Berger, F. Bayer, J. Brehm, L. W. Molenkamp, T. Kiessling, F. Schindler, C. H. Lee, M. Greiter, T. Neupert, et al., Nat. Phys. 14, 925 (2018).

[28] G. van Miert and C. Ortix, Phys. Rev. B 98, 081110 (2018).

[29] S. H. Kooi, G. Van Miert, and C. Ortix, Phys. Rev. B 98, 245102 (2018).

[30] G. van Miert and C. Ortix, Phys. Rev. B 96, 235130 (2017).

[31] A. Lau, J. van den Brink, and C. Ortix, Phys. Rev. B 94, 165164 (2016).

[32] T. Pham, S. Oh, S. Stonemeyer, B. Shevitski, J. D. Cain, C. Song, P. Ercius, M. L. Cohen, and A. Zettl, Phys. Rev. Lett. 124, 206403 (2020).

[33] T. P. Choy, J. M. Edge, A. R. Akhmerov, and C. W. J. Beenakker, Phys. Rev. B 84, 195427 (2011).

[34] S. Nadj-Perge, I. K. Drozdov, B. A. Bernevig, and A. Yazdani, Phys. Rev. B 88, 020407(R) (2013).

[35] B. Braunecker and P. Simon, Phys. Rev. Lett. 111, 147202 (2013).

[36] J. Klinovaja, P. Stano, A. Yazdani, and D. Loss, Phys. Rev. Lett. 111, 186805 (2013).

[37] M.M. Vazifeh, M. Franz, Phys. Rev. Lett. 111, 206802 (2013).

[38] F. Pientka, L. I. Glazman and F. von Oppen, Phys. Rev. B 88, 155420 (2013).

[39] K. Pöyhönen, A. Westström, J. Röntynen, and T. Ojani, Phys. Rev. B 89, 115109 (2014).

[40] A. Heimes, P. Kotetes, G. Schön, Phys. Rev. B 90, 060507(R) (2014).

[41] I. Reis, D. J. J. Marchand, and M. Franz, Phys. Rev. B 90, 085124 (2014).

[42] P. M. R. Brydon, S. Das Sarma, H.-Y. Hui, J. D. Sau, Phys. Rev. B 91, 064505 (2015).

[43] A. Westström, K. Pöyhönen, and T. Ojani, Phys. Rev. B 91, 064502 (2015).

[44] R-J Slager, L. Rademaker, J. Zaamen, and L. Balents, Phys. Rev. B 92, 085126 (2015).

[45] L. Kimm, and T. Hyart, Phys. Rev. B 93, 035134 (2016).

[46] E. L. Minarelli, K. Pöyhönen, G. A. R. van Dalum, T. Ojani and L. Fritz, Phys. Rev. B 99, 165413 (2019).

[47] S. Nadj-Perge, I. K. Drozdov, J. Li, H. Chen, S. Jeon, J. Seo, A. H. MacDonald, B. Andrei Bernevig, and Ali Yazdani, Science 346, 602 (2014).

[48] B. E. Feldman, M. T. Randeria, J. Li, S. Jeon, Y. Xie, Z. Wang, I. K. Drozdov, B. A. Bernevig, and A. Yazdani, Nat. Phys. 13, 286 (2017).

[49] M. Ruby, F. Pientka, Y. Peng, F. von Oppen, B. W. Heinrich, and K. J. Franke, Phys. Rev. Lett. 115, 197204 (2015).

[50] R. Pawlak, M. Kisiel, J. Klinovaja, T. Meier, S. Kawai, T. Glatzel, D. Loss, and E. Meyer, npj Quantum Information 2, 16035 (2016).

[51] M. Ruby, B. W. Heinrich, Y. Peng, F. von Oppen, and K. J. Franke, Nano Lett. 17, 4473-4477 (2017)

[52] S. Nakosai, Y. Tanaka and N. Nagaosa, Phys. Rev. B 88, 180503 (2013).

[53] J. Röntynen and T. Ojani, Phys. Rev. Lett. 114, 236803 (2015).

[54] J. Röntynen and T. Ojani, Phys. Rev. B 93, 094521 (2016).

[55] V. Kaladzhyan, J. Röntynen, P. Simon and T. Ojani, Phys. Rev. B 94, 060505 (2016).

[56] A. Altland and M. R. Zirnbauer, Phys. Rev. B 55, 1142 (1997).

[57] W. P. Su, J. R. Schrieffer and A. J. Heeger, Phys. Rev. Lett. 42, 1698 (1979).