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Abstract—The co-optimization of behind-the-meter distributed energy resources is considered for prosumers under the net energy metering tariff. The distributed energy resources considered include renewable generations, flexible demands, and battery energy storage systems. An energy management system co-optimizes the consumptions and battery storage based on locally available stochastic renewables by solving a stochastic dynamic program that maximizes the expected operation surplus. To circumvent the exponential complexity of the dynamic program solution, we propose a closed-form and linear computation complexity co-optimization algorithm based on a relaxation-projection approach to a constrained stochastic dynamic program. Sufficient conditions for optimality for the proposed solution are obtained. Numerical studies demonstrate orders of magnitude reduction of computation costs and significantly reduced optimality gap.
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I. INTRODUCTION

Energy sustainability entails full coordination and utilization of the flexible behind-the-meter (BTM) distributed energy resources (DER) [1], [2]. In this work, we consider the problem of co-optimizing BTM DER that include flexible demand, renewable distributed generation (DG), and BTM storage motivated by the increasing electrification in distribution networks with flexible consumption [3], battery systems [4] and the potential of aggregated DER in achieving energy sustainability and resiliency [1], [5].

The settings we have in mind are smart homes with DER as illustrated in Fig. 1, where an intelligent energy management system (EMS) optimizes the prosumer’s consumption bundle and storage operation, given available renewables, consumption preferences and flexibility, storage capabilities, and the retail price of electricity from a distribution system operator (DSO) or an aggregator. In particular, we are interested in the net energy metering (NEM) retail tariff that determines the payment based on the net energy consumption measured by the revenue meter. A review of NEM-based tariffs and their impacts on prosumer decisions can be found in [6], [7].

Our setting also includes EMS for buildings and small campuses of commercial or industrial customers, including community solar/storage programs. Also relevant is the DER aggregation for participation in the wholesale electricity market as articulated in the Federal Energy Regulatory Commission (FERC) order 2222 [5]. In that context, the technique developed here can be used by DER aggregators or energy communities to schedule a large number of small but ubiquitous DGs and flexible demands [8].

Co-optimizing BTM DER becomes more imperative as the difference between the export and import prices under NEM increases. This is because the value of self-consuming, or storing, the renewable DG becomes more valuable than exporting it to the grid. The challenge of co-optimizing BTM DER is twofold. First, the optimal real-time scheduling of consumption and storage operations requires knowing the underlying probabilistic models of the renewables. Despite recent advances in machine learning technologies, learning the optimal scheduling policy from historical data or online reinforcement learning remains difficult. Existing techniques typically do not have performance guarantees appropriate for practical applications, nor reasonable computation and sample complexities of learning [9], [10].

Second, scalable solutions are necessary for co-optimizing a large number of controllable energy devices in building or microgrid-level co-optimizations. The computation and coordination costs may be prohibitive in practice. To this end, linear complexity co-optimization algorithms with possibly decentralized low-cost hardware implementation and minimal communication overhead are highly desirable. To our best knowledge, no such solutions currently exist.

Fig. 1. Net energy metering scheme, with $d, g \in \mathbb{R}_+$ being the variables of consumption and renewable DG, respectively, whereas $e, z \in \mathbb{R}_+$ are the variables of storage output and net consumption, respectively. Arrows of variables correspond to the positive direction.
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A. Related Work

There is significant literature on managing BTM energy storage \cite{4, 11, 12, 13}, and managing flexible demands (i.e., demand side management) \cite{2, 14, 15} when co-existing with other DERs, although the literature on co-optimizing BTM DERs is relatively limited, with no prior analytical work in the context of the retail electricity market under NEM tariffs and no existing co-optimization algorithms with linear computation costs. Here, we discuss some of the existing approaches having similar optimization structures as that considered in this work.

We classify existing DER optimization solutions into static and dynamic optimizations. Under static optimizations, one of the earliest storage and flexible demand co-optimization formulations is \cite{9}, where the authors optimize across several types of BTM DER, including rooftop solar, thermal storage, and flexible demands to maximize customer surplus. The optimization is deterministic, assuming perfect prediction of available rooftop solar within the scheduling horizon. The work in \cite{10} formulates a mixed-octet linear program that co-optimizes energy storage and flexible loads using a divide-and-conquer algorithm. In \cite{16}, a BTM storage management algorithm with a closed-form policy is proposed, which takes into account charging-discharging inefficiencies and effects on battery degradation. The authors, however, do not consider the flexibility of consumption and assume a sub-optimal policy that requires renewables to feed the loads first. In \cite{17}, storage-consumption co-optimization is considered without BTM renewables. The optimization is a deterministic linear program with a decentralized implementation. A stochastic co-optimization of storage and renewables is formulated in \cite{18}. Such a formulation can be considered as a storage-consumption co-optimization if the renewables are treated as a negative demand subject to curtailment. Proposed for a day-ahead market operation, the technique in \cite{18} does not consider real-time scheduling based on available renewables.

The second category is stochastic dynamic programming, where the available renewables at each time $t$ are used in scheduling decisions. Optimizing storage operations has been studied in many settings without storage-consumption co-optimization. In \cite{4, 11, 12}, the problem of storage management for stochastic demand is formulated as an infinite-horizon average/discounted-cost dynamic programs where renewable generation, inelastic demand, and energy prices are modeled as exogenous random processes. The objective is to minimize the costs of energy purchases and storage operations. The resulting solutions have the characteristics of optimal inventory control with a two-threshold policy—the so-called $(s, S)$ policy—defined on the space of the battery state-of-charge (SoC).

Closer to the formulation considered in this work is the surplus maximization dynamic programming in \cite{19} that allows prosumers to export power back to the grid under differentiated buying and selling prices. Among dynamic programming solutions, \cite{19} and \cite{20} stand out for the co-optimization of storage and the time-of-service of the deferrable load. We note that co-optimizing storage and time-of-service of deferrable load is very different from the co-optimization in our work, which optimizes the quantity (not the time of service) of the elastic demand. A recent work along this line under NEM tariff is \cite{21}.

Finally, a practical and widely-used alternative to dynamic programming is the model predictive control (MPC) proposed in \cite{13, 22, 23, 24, 25}. One of the earliest presentations is \cite{22} where a quadratic program is solved in each interval based on the look-ahead forecast of renewables with the co-optimized storage and generation decisions in the immediate interval implemented. An MPC-based method is proposed in \cite{13} for residential appliance and storage scheduling. However, renewable DG generation and selling back to the grid feature were not considered. In \cite{23}, an MPC-based EMS that co-optimizes household temperature and electric vehicle and home batteries under the existence of renewable DG with the objective of minimizing household energy payment under NEM 1.0 (i.e., equivalent grid buy and sell rates \cite{7}). Using the same objective in \cite{23}, the authors in \cite{24} use MPC to co-optimize heat pumps and electric vehicle charging while meeting the household’s comfort requirements. Lastly, heat pumps and battery energy storage are co-optimized in \cite{25} to provide demand response in distribution networks under the influence of network constraints. A receding horizon MPC-based method was used to control the flexible resources.

We omit the literature on price arbitrage in the wholesale/retail markets. Under well-designed NEM tariffs, price arbitrage is infeasible because sell (export) prices are uniformly lower than retail (consumption) prices.

Our work is built upon \cite{15}, where the optimal consumption decision without BTM storage is considered under the general form of the NEM X tariff. It is shown in \cite{15} that the optimal consumption decision is a two-threshold policy based on the available BTM renewables; when the level of renewable is below the lower threshold or above the higher threshold, the optimal consumptions are constants, and the optimal net consumption (consumption — renewables) decreases piecewise linearly with the available renewables. Between the two renewable-independent thresholds, there is a net-zero consumption zone, where the total consumption matches the BTM renewables, and the prosumer is effectively off the grid. This general characteristic carries over to the storage-consumption co-optimization, where the flexibility of both demands and energy storage is utilized to maximize prosumer’s surplus. See Section III—IV.

B. Summary of Results and Contributions

The main contribution of this work is a linear-complexity heuristic solution to the storage and flexible demand co-optimization, which makes it possible to schedule a large number of flexible demands and storage resources in a decentralized fashion as closed-form functions of the BTM renewables. By linear complexity, we mean that the computation and communication costs scale linearly with the number of energy-consuming devices (the size of the consumption bundle) and the scheduling horizon.

To circumvent the intractability of solving a stochastic dynamic program that requires backward induction to co-optimize storage and flexible demands, we propose a suboptimal but linear complexity co-optimization algorithm, referred to as myopic co-optimization (MCO), that relaxes the storage SoC limits constraints and projects the problem into the feasible solution set.
if the solution generates an infeasible action. In particular, the MCO clips the storage charging/discharging amount to the upper or lower limits (Theorem 1). Significantly, the MCO does not require the underlying probability distributions of the renewable generation. We demonstrate in simulations that MCO is optimal in some cases even when SoC constraints are binding, and the performance loss is quite small.

We then propose a sufficient condition for the MCO to be optimal and obtain structural properties of the optimal co-optimization policy (Theorem 2). We show that under the sufficient optimality condition, the optimal policy is based on a set of global thresholds on the BTM renewables. These thresholds can be computed in closed form. In such cases, the optimal storage operation and consumption levels of all flexible demands are expressed in closed-form as functions of the BTM renewables.

We show several novel insights of storage-demand co-optimization under NEM. One is complementarity condition (Lemma 2), showing that, under NEM, storage charging can only happen when the prosumer is not a net-consumer, and storage discharging can only happen when the prosumer is not a net-producer. The second is the role of the co-optimization in enhancing the net-zero zone where the prosumer is operationally “off the grid”, which benefits DSOs in terms of reducing congestion and reverse power flows (RPF). Crucial to regulators, the characterized optimal prosumer’s response elucidates how the design of the NEM tariff influences their consumption and storage operation decisions.

In Section V, we present simulation results comparing the performance of the proposed MCO algorithm with the standard MPC algorithm and several solutions offered in Tesla’s Powerwall modules. We demonstrate that significant gain in performance over the MPC benchmark because the proposed technique eliminates the need for renewable predictions. Substantial gains were also observed over commercial solutions.

C. Mathematical Notations and Paper Organization

The paper’s nomenclature is given in the appendix. Throughout the paper, we use boldface letters to indicate column vectors as in $x = (x_1, \ldots, x_n)$. In particular, $1$ is a column vector of all ones. For a vector $x$, $x^\top$ is the transpose of $x$. For a multivariate function $f$ of $x$, we use interchangeably $f(x)$ and $f(x_1, \ldots, x_n)$. We use $(x_t)$ to denote a time series indexed by $t$. A finite sequence $(x_t)$ may be represented by a column vector denoted by $x = (x_t)$. For vectors $x, y$, $x \preceq y$ is the element-wise inequality $x_i \leq y_i$ for all $i$, and $[x]^+, [x]^-$ are the element-wise positive and negative parts of vector $x$, i.e., $[x]^+_i = \max\{0, x_i\}$, $[x]^-_i = -\min\{0, x_i\}$ for all $i$, and $x = [x]^+ - [x]^-$. Finally, the conditional distribution of $x_{t+1}$ given $x_t$ is expressed as $F_{x_{t+1} | x_t}$.

The rest of the paper is organized as follows. Section II presents the DER models and the DER co-optimization problem. Section III proposes the linear-complexity co-optimization algorithm and establishes the theoretical results. Section IV delivers insights and intuitions on the co-optimization solution structure, followed by the simulation results in Section V and the paper’s conclusion in Section VI.

II. CO-OPTIMIZATION PROBLEM FORMULATION

A. BTM DER Models

For the system model in Fig. 1, we consider the sequential co-scheduling of consumption $(d_t)$ and storage operation $(e_t)$ over a finite horizon indexed by $t = 0, \ldots, T - 1$. The proposed approach applies to EMS optimized locally for individual customers, hence network effects are not relevant.

1) Renewable: The BTM renewable generation $(g_t)$ is an exogenous (positive) Markovian random process.

2) Battery storage: The battery SoC of the storage is denoted by $s_t \in [s_-, s_+]$ with $s_-$ as the maximum operational SoC. The storage control in interval $t$ is denoted by $e_t \in [-e_-, e_+]$, where $e_-$ and $e_+$ are the maximum energy discharging and charging limits, respectively. The battery is charged when $e_t > 0$ and discharged when $e_t < 0$.

The evolution of $s_t$ driven by control $e_t$ is given by

$$s_{t+1} = s_t + \tau [e_t]^+ - [e_t]^-/\rho, \quad t = 0, \ldots, T - 1,$$

where $\tau \in (0, 1]$ and $\rho \in (0, 1]$ are the charging and discharging efficiencies, respectively. For brevity, we relegate incorporating the long-term storage degradation caused by short-term charging/discharging actions to [26, Appendix D], which is done by exploiting a simple modification to the objective function in (7) allowing us to incorporate long-term per-unit degradation cost from charging/discharging actions.

3) Flexible demand and utility of consumption: We assume the prosumer has $K$ controllable devices whose energy consumption bundle in interval $t$ is denoted by

$$d_t = (d_{t1}, \ldots, d_{tK}) \in \mathcal{D} := \{d : 0 \preceq d \preceq \bar{d}\} \subseteq \mathbb{R}^+_K,$$

where $\bar{d}$ is the consumption bundle’s upper limit. The prosumer’s total consumption $d_t$ and net consumption $z_t$ in interval $t$ are defined, respectively, by

$$d_t := 1^\top d_t, \quad z_t := d_t + e_t - g_t.$$

Following the standard microeconomics theory, we assume the prosumer preference on consumption set $\mathcal{D}$ is characterized by a utility $U_t(d_t)$ of consuming $d_t$ in interval $t$ [27]. $U_t(d_t)$ is assumed to be additive, with marginal utility function denoted by $L_t$. Specifically, for $t = 0, \ldots, T - 1$,

$$U_t(d_t) := \sum_{k=1}^K U_{tk}(d_{tk}), \quad L_t := \nabla U_t = (L_{t1}, \ldots, L_{tK}).$$

We assume $U_t(d_t)$ is concave, non-decreasing, and continuously differentiable. In practice, $U_t(d_t)$ is unknown. Here we assume that $U^*_t(d_t)$ can be learned using a variety of machine-learning algorithms. See, e.g., [28].

B. NEM X Tariff Model

NEM tariff is a billing mechanism that determines prosumer credits and payments within each billing period based on the net consumption computed over the net billing period. The net billing period can be as short as 5 minutes and as long as a day or a month. For ease of presentation, we restrict ourselves to the case that the NEM billing period is the same as the prosumer’s
scheduling period, which allows us to index the billing period also by \( t \).

We adopt the NEM X tariff model proposed in [7], [15]. For \( t = 0, \ldots, T - 1 \), given the NEM X tariff parameter \( \pi_t = (\pi_t^+, \pi_t^-) \), the customer’s payment under NEM X is

\[
P_{\pi_t}^{NEM}(z_t) := \pi_t^+ [z_t]_+ - \pi_t^- [z_t]_-, \tag{3}\]

where \( \pi_t^+ \geq 0 \) is the retail rate, and \( \pi_t^- \geq 0 \) the export (compensation) rate. A prosumer is a net-consumer facing \( \pi_t^+ \) when \( z_t \geq 0 \) and a net-producer facing \( \pi_t^- \) when \( z_t < 0 \). Throughout this work, we assume \( \max \{ \pi_t^- \} \leq \min \{ \pi_t^+ \} \), which avoids risk-free price arbitrage, as the NEM X rates are deterministic and known \textit{apriori}.

C. Consumption and Storage Co-Optimization

We formulate the prosumer decision problem as a \( T \)-stage Markov decision process (MDP). The state \( x_t := (s_t, g_t) \in \mathcal{X} \) of the MDP in interval \( t \) includes the battery SoC \( s_t \) and renewable generation \( g_t \), whose evolution is defined by (1) and the exogenous Markov random process \( (g_t) \). The initial state is denoted by \( x_0 = (s, g) \). The randomness in this MDP formulation arises from the stochastic renewable generation.

An MDP policy \( \mu := (\mu_0, \ldots, \mu_{T-1}) \) is a sequence of decision rules, \( x_t \xrightarrow{\mu_t} u_t := (d_t, \pi_t) \), specifying consumption and storage operation in each \( t \). For \( t = 0, \ldots, T - 1 \), the control action \( u_t \) generates a prosumer surplus defined by

\[
S_{\pi_t}^{NEM}(u_t; g_t) := U_t(d_t) - P_{\pi_t}^{NEM}(1^T d_t + \pi_t(g_t - g_t)). \tag{4}\]

The stage reward is defined by the prosumer surplus and the terminal salvage value of the storage:

\[
r_t(x_t, u_t) := \begin{cases} S_{\pi_t}^{NEM}(u_t; g_t), & t \in [0, T-1] \\ \gamma(s_T - s), & t = T, \end{cases} \tag{5}\]

with \( \gamma \) being the marginal value of energy in the storage that represents the value of the stored energy to be used in future scheduling. With little loss of generality, we assume

\[
\frac{1}{\gamma} \max \{ \pi_t^- \} \leq \gamma \leq \rho \min \{ \pi_t^+ \}. \tag{6}\]

When (6) is not satisfied, the co-optimization policy is relatively easier to obtain and trivial in some cases. See [26, Appendix C] for a complete solution when (6) is relaxed, and for a discussion on why meeting (6) is more practical.

The storage-consumption co-optimization is defined by

\[
\mathcal{P} : \begin{array}{l}
\text{Maximize} \quad \mathbb{E}_{\mu} \left\{ \sum_{t=0}^{T-1} r_t(x_t, u_t) \right\} \tag{7a}
\end{array}
\]

Subject to \( \quad \) for all \( t = 0, \ldots, T - 1 \),

\[
\begin{align*}
& z_t = 1^T d_t + [e_t^+] - [e_t^-] - g_t \quad \tag{7b} \\
& s_{t+1} = s_t + \tau [e_t^+] - [e_t^-] / \rho \quad \tag{7c} \\
& g_{t+1} \sim F_{g_{t+1}}(g_t) \quad \tag{7d} \\
& 0 \leq s_t \leq B \quad \tag{7e} \\
& 0 \leq [e_t^+] \leq e \quad \tag{7f}
\end{align*}
\]

where the expectation is taken over the exogenous stochastic generation \( (g_t) \). Note that, by definition, \( [e_t^+] + [e_t^-] = 0 \).

The \textit{value function} at time \( t \), denoted by \( V_t(.) \), maps state \( x_t \) to the maximum total cumulative reward under the optimal policy from \( t \) to the end of the scheduling.

We note that no linear complexity solution exists for (7). The optimal solution obtained from the standard backward induction has exponential complexity with respect to the state of the dynamic program, which highlights the importance of a low-complexity solution as presented in the next section. A similar stochastic dynamic program was formulated in [16] but with a non-flexible consumption, and a sub-optimal policy that requires the renewables to feed the loads first. The work in [19] also uses a similar program, which, unlike [16], considers co-optimizing storage and consumption. However, the solution in [16] is not closed-form and the consumption was co-optimized in terms of time-of-service of the deferrable load rather than quantity of the flexible load.

Alternative to dynamic programming formulation, MPC-based models were proposed in [13], [22], [23], [24], [25], mainly requiring renewable forecasts, the quality of which affects the MPC algorithm performance and computation complexity.

III. LINEAR-COMPLEXITY MYOPTIC CO-OPTIMIZATION

We propose here a linear-complexity co-optimization algorithm to solve a myopic version of the stochastic dynamic program in (7), hence removing the requirement to look-ahead of available renewables in the future, and the non-linear complexity of the typical \( (s, S) \) optimal inventory control solutions with lower/upper thresholds \( s/S \) on the SoC [29].

Conceptually, the MCO algorithm relaxes the SoC limits constraint (7e) that introduces strong temporal coupling, and then it projects the relaxed problem to the feasible solution set when the storage charging/discharging action in each interval violate (7e). In simpler words, for every \( t \in [0, T - 1] \), the MCO algorithm considers a natural heuristic that “clips” the storage charging/discharging amount when the updated storage SoC exceeds the SoC limits in (7e), and therefore solves the following myopic program:

\[
\mathcal{P}_t : \begin{array}{l}
\text{Maximize} \quad U_t(d_t) - P_{\pi_t}^{NEM}(z_t) + \gamma (\tau [e_t^+] - [e_t^-] / \rho) \quad \tag{8a}
\end{array}
\]

Subject to \( \quad \) for all \( t = 0, \ldots, T - 1 \),

\[
\begin{align*}
& z_t = 1^T d_t + [e_t^+] - [e_t^-] - g_t \quad \tag{8b} \\
& 0 \leq [e_t^-] \leq \min \{ \pi, \rho s_t \} \quad \tag{8c} \\
& 0 \leq [e_t^+] \leq \min \{ \tau, (B - s_t) / \tau \} \quad \tag{8d} \\
& 0 \leq d_t \leq \bar{d} \quad \tag{8e}
\end{align*}
\]
where the last term of the objective function captures the terminal benefit of the energy stored in the storage, and the clipping action is tackled by (8c)–(8d).

A. Myopic Co-Optimization Optimal Scheduling

The following theorem delineates the closed-form solution of the optimal storage and demand schedules of (8). The optimal schedules are all threshold policies based on the renewable $g_t$ with thresholds that can be computed apriori.

**Theorem 1** (Myopic co-optimization optimal scheduling): For every $t \in [0, T - 1]$, the optimal storage $e_t^\dagger$ and total demand $d_t^\dagger$ under the myopic co-optimization $\mathcal{P}_t$ that is a relaxation of $\mathcal{P}$ in (7) are monotonically increasing piecewise-linear functions of $g_t$ with the following ordered thresholds

$$\Delta_t^+ \leq \sigma_t^+ \leq \sigma_t^{+\circ} \leq \sigma_t^{-\circ} \leq \sigma_t^- \leq \Delta_t^-,$$

defined by

$$\Delta_t^+ := \max\{f_t(\pi_t^+ - \varrho_t^1, 0)\}, \quad \Delta_t^- := f_t(\pi_t^- + \varrho_t^-),$$

$$\sigma_t^+ := \max\{f_t(\gamma/\rho) - \varrho_t^1, 0\}, \quad \sigma_t^- := f_t(\gamma/\rho) + \varrho_t^-,$$

$$\sigma_t^{+\circ} := f_t(\gamma/\rho), \quad \sigma_t^{-\circ} := f_t(\gamma),$$

where $f_t(\pi_t) := \sum_{k=1}^{K} f_{tk}(\pi_t)$ is the aggregated inverse marginal utilities adjusted by consumption limits

$$f_{tk}(\pi_t) := \max\{0, \min\{L_t^{-1}(\pi_t), d_k\}\}, \quad \forall k$$

and

$$\varrho_t^1 := \min\{e_t, \rho_s\}, \quad \varrho_t^- := \min\{\varrho_t, (B - s_t)/\tau\}.$$

Given the realized renewable $g_t$ in interval $t$, the optimal storage schedule is

$$e_t^\dagger(g_t) = \begin{cases} -\varrho_t^1, & g_t \leq \sigma_t^+ \\ g_t - \sigma_t^{+\circ}, & g_t \in (\sigma_t^+, \sigma_t^{+\circ}) \\ 0, & g_t \in [\sigma_t^{+\circ}, \sigma_t^{-\circ}] \\ g_t - \sigma_t^{-\circ}, & g_t \in (\sigma_t^{-\circ}, \sigma_t^-) \\ \pi_t^-, & g_t \geq \sigma_t^- \end{cases}$$

and the optimal demand schedule, for every $k$, is

$$d_{tk}^\dagger(g_t) = \begin{cases} f_{tk}(\pi_t^+), & g_t < \Delta_t^+ \\ f_{tk}(f_t^{-1}(g_t + \varrho_t^1)), & g_t \in [\Delta_t^+, \sigma_t^+] \\ f_{tk}(f_t^{-1}(\gamma/\rho)), & g_t \in (\sigma_t^+, \sigma_t^{+\circ}) \\ f_{tk}(f_t^{-1}(\gamma)), & g_t \in [\sigma_t^{+\circ}, \sigma_t^{-\circ}] \\ f_{tk}(f_t^{-1}(\tau)), & g_t \in (\sigma_t^{-\circ}, \sigma_t^-) \\ f_{tk}(f_t^{-1}(-g_t - \varrho_t^-)), & g_t \in [-\sigma_t^- - \Delta_t^-] \\ f_{tk}(\pi_t^+), & g_t \geq \sigma_t^- \end{cases}$$

By definition, the total demand is $d_t^\dagger(g_t) := \sum_{k=1}^{K} d_{tk}^\dagger(g_t)$.

**Proof:** See [26, Appendix B].

The linear-complexity and closed-form solution in Theorem 1 brings immense intuitions on prosumer response under NEM policies (see Section IV), and enables ubiquitous DER scheduling, which is further explained in Section III-C.

![Fig. 2. Optimal prosumer decisions under the myopic co-optimization: optimal net consumption $z_t^\dagger$ (red), optimal total consumption $d_t^\dagger$ (black), optimal storage operation $e_t^\dagger$ (blue), and optimal DG-adjusted total consumption $d_t^\dagger := d_t^\dagger - g_t$ (green), assuming that $\Delta_t^+ \geq \pi_t^-$ and $e_t^\dagger = \pi_t^-$](image)

Theorem 1 leads to Corollary 1 below showing that, to the DSO, a prosumer with optimal consumption-storage operation under the myopic co-optimization exhibits three distinct patterns (depicted in Fig. 2) first observed in [15] for prosumers with DG and flexible loads, but without BESS: i) net consumption when the renewable is in the net-consuming zone of $(0, \Delta_t^+)$, ii) net-production when the renewable is in the net-producing zone of $(\Delta_t^-, \infty)$, and iii) off-the-grid in the net-zero zone of $[\Delta_t^+, \Delta_t^-]$. It is the net-zero zone that is particularly intriguing as it shows the benefit of BTM DER in reducing RPF in the distribution network and the dependency of the prosumer surplus on the NEM X rates, which are further illuminated in Section V with simulations.

**Corollary 1:** For every $t \in [0, T - 1]$, the optimal net consumption $z_t^\dagger$ under the myopic co-optimization $\mathcal{P}_t$ is a monotonically decreasing piecewise-linear function of $g_t$, given by

$$z_t^\dagger(g_t) = \begin{cases} \Delta_t^+ - g_t, & g_t \leq \Delta_t^+ \\ 0, & g_t \in [\Delta_t^+, \Delta_t^-] \\ \Delta_t^- - g_t, & g_t > \Delta_t^- \end{cases}$$

**Proof:** See [26, Appendix B].

As shown in Fig. 2, the storage maximally discharges when $g_t \leq \sigma_t^+$, and maximally charges when $g_t \geq \sigma_t^-$, whereas when $g_t \in [\sigma_t^+, \sigma_t^-]$, the storage output transitions from maximally discharging to maximally charging as $g_t$ increases. When $g_t \in [\sigma_t^{+\circ}, \sigma_t^{-\circ}]$, the storage neither charges nor discharges, and the prosumer demand matches the renewables. Note that $e_t^\dagger$ is determined by only the (inner) thresholds within $(\Delta_t^+, \Delta_t^-)$ as shown in Fig. 2. These thresholds are not affected by NEM X parameters $(\pi_t^-, \pi_t^+)$, which means that $e_t^\dagger$ is scheduled independent of $(\pi_t^-, \pi_t^+)$. Although the proposed linear-complexity solution in Theorem 1 may not be optimal, we demonstrate, in Section V, that the solution gap compared to a performance upper bound is relatively small. We also compare the proposed MCO solution with state-of-the-art approaches such as MPC solutions that solve a sequence of rolling-window convex optimization.
problems with some fixed forecast horizon. The cost of the MPC solution is quite high compared with the MCO scheduling, and it requires renewable forecasts, the quality of which affects its performance. The simulation, in Section V, shows that the proposed MCO scheduling algorithm outperformed the MPC solution consistently.

B. Optimality of the MCO Algorithm: A Sufficient Condition

Theorem 2 below provides a sufficient condition for the proposed MCO algorithm (Theorem 1) to be optimal.

**Theorem 2 (Sufficient optimality condition):** The MCO algorithm is the optimal solution to the stochastic dynamic program in (7) if (i) $B > 2T \tau$, and (ii) $s \in (T \varepsilon / \rho, B - T \tau \bar{\tau})$.

**Proof:** See [26, Appendix B].

The proof of Theorem 2 leverages Lemmas 1–3 in the appendix that highlight the structural properties of the optimal prosumer decisions under the sufficient optimality conditions, which are reasonable when battery size $B$ is large or the charging/discharging limits $\tau, \varepsilon$ are relatively small. In practice, the two sufficient conditions may not hold in general, but may actually hold if the battery is co-optimized only with a fraction of prosumer flexible loads, making the size to charging limits ratio large. Such practice can be extrapolated to a community-based storage that may serve only a fraction of the community members. Our numerical results, in Section V, show that in some operating conditions defined by charging limits and renewable generation levels, the MCO algorithm performs optimally by meeting a theoretical upper bound on total reward, even when the sufficient optimality conditions in Theorem 2 are violated. For example, we found that the algorithm is optimal whenever a storage SoC constraint binds and continue to bind for the rest of the scheduling horizon.

C. Implementation Complexity and Decentralization

The closed-form co-optimization solution given in (9)–(13) has a linear computation cost for the EMS. Note that functions $f_t, f_{t,k}$ in (10) and thresholds in (9) can all be computed offline. Once the renewable generation $g_t$ is measured, the closed-form expressions of the optimal individual consumption imply that the total computation cost is $O(K)$, i.e., linear with respect to the number of energy-consuming devices. The only communication cost comes from communicating $g_t$ to individual devices, which is also of the order $O(K)$ if done sequentially. Note that the implementation of the co-optimization can be easily decentralized. There is no need to have communications among devices and from devices to the EMS. The only communication is the broadcast of the level of renewables $g_t$ to all devices.

It is worth noting that the computation of global thresholds and consumption-storage decisions does not require the knowledge of the underlying probability distribution of $g_t$. Indeed, the solution given in Theorem 1 applies to arbitrary BTM stochastic generation, which eliminates the need to learn the stochastic model of $g_t$.

IV. OPTIMAL SOLUTION STRUCTURE AND INSIGHTS

In this section, we use the optimal solution under the sufficient optimality condition in Theorem 2 to deliver insights and intuitions on the solution structure. To this end, the optimal solution under the sufficient optimality condition is stated in Corollary 2 next.

**Corollary 2:** For every $t \in [0, T - 1]$, under the sufficient optimality conditions in Theorem 2, the optimal storage operation $c_t^*_e$, consumption $d_{t,k}^*$, total consumption $d_t^*$, and net consumption $z_t^*$ are as described in Theorem 1, with replacing $d_{t,k}^*$ and $\pi_t^*$ by $\varepsilon_t$ and $\tau_t$, respectively.

**Proof:** See [26, Appendix B].

The implication of Corollary 2 is that the optimal solution to the myopic co-optimization in (8) has the same structure as that in the solution of the stochastic dynamic program in (7) under the sufficient optimality condition. This means that the threshold policy, closed-formedness, and monotonicity properties hold.

A. Optimal Prosumer Decisions: Insights and Intuitions

We consider a special case under the sufficient optimality condition to gain insights into the structure of the optimal prosumer decisions in Corollary 2, which has the same structure as that in Theorem 1.

For simplicity, we assume that the prosumer has a single flexible demand ($K = 1$) with utility function $U_t(\cdot)$ and marginal utility $L_t(\cdot) = \nabla U_t(\cdot)$. The storage is assumed to be lossless, i.e., $\tau = \rho = 1$, and the consumption limits constraint in (7h) is ignored. Let $u_t := (d_t^*, c_t^*)$ be the optimal consumption and storage decisions in interval $t$.

The red line in Fig. 3 shows the threshold structures in Theorem 1. The reason behind the three zone structure is that the condition $\pi_t^* \leq \gamma \leq \pi_t^*$ makes exporting DER to the grid less attractive than using DER to gain more surplus through consumption or storing renewable for future use. The increasing $g_t$ is used with a priority order: 1) offset the consumption to reduce payment, 2) charge the battery, and, 3) export to the grid if there is still excess power left.
The black and blue lines of Fig. 3 depicts the optimal consumption and storage decisions, respectively. The intuitions of these decisions over the three zones are explained next.

1) Net Consumption Zone ($z_t^r \geq 0$): At $g_t = 0$, the storage will not charge by Lemma 2. By Lemma 1, discharging storage to compensate consumption has a marginal value of $\pi_t^r$ higher than keeping it in the storage. Hence, it is better to maximally discharge the storage, but not exceed $d_t^*$. The optimal consumption is given by

$$\max_{d_t} \left( U_t(d_t) - \pi_t^+(d_t + e_t^*) \right) \Rightarrow \begin{cases} \ d_t^* = f_t(\pi_t^r) \\ e_t^* = \min \{ f_t(\pi_t^r), \zeta \} \end{cases}.$$ 

As shown in Fig. 3, as $g_t$ increases, the renewable $g_t$ and storage are used to reduce payment with the marginal benefits of $\pi_t^r$ until the net consumption $z_t^r$ is brought down to zero at $g_t = \Delta_t^r$, which makes $\Delta_t^r = \max \{ f_t(\pi_t^r) - \zeta, 0 \}$.

2) Net-Production Zone ($z_t^r \leq 0$): In this zone, the prosumer is a net-producer facing the compensation rate of $\pi_t^r$. The optimal consumption is given by

$$\max_{d_t} \left( U_t(d_t) - \pi_t^-(d_t + e_t^*-g_t) \right) \Rightarrow \begin{cases} \ d_t^* = f_t(\pi_t^r) \\ e_t^* = \min \{ f_t(\pi_t^r), \zeta \} \end{cases}.$$ 

As shown in Fig. 3, as $g_t$ decreases from a very large value, the net consumption $z_t^r$ increases to zero at $g_t = \Delta_t^r$, which makes $\Delta_t^r = f_t(\pi_t^r) + \tau$.

3) Net-Zero Zone ($z_t^r = 0$): In this zone, there is no payment to/from the utility company. The prosumer schedules its consumption $d_t^*$ to maximize its utility subject to that the consumption is offset by a combination of available renewable and storage operation.

Consider the case when $g_t = \Delta_t^r + \epsilon$ for some small $\epsilon > 0$. This $\epsilon$ amount of renewable energy can be used to increase consumption for higher utility (surplus). While increasing consumption gains in utility, it decreases the marginal utility. So long that $\epsilon$ is small enough that $L_t(f_t(\pi_t^r) + \epsilon) \geq \gamma$, it is optimal to use the entire $\epsilon$ renewable to increase consumption to $d_t^* = f_t(\pi_t^r) + \epsilon$.

When $g_t = \sigma_t^r := \max \{ f_t(\gamma) - \zeta, 0 \}$, the marginal value of increasing consumption is equal to charging the storage. Therefore, for $g_t > \sigma_t^r$, the optimal storage operation $e_t^*$ is first reducing the amount of storage discharge followed by increasing level of storage charging until at $g_t = \sigma_t^r := f_t(\gamma) + \tau$ when the maximum charging level $\tau$ is reached. When $g_t > \sigma_t^r$, the prosumer gains further by increasing its consumption until the marginal utility of consumption matches $\pi_t^r$, at which point $d_t^* = f_t(\pi_t^r)$ and $g_t = \Delta_t^r = f_t(\pi_t^r) + \tau$. When $g_t \geq \Delta_t^r$, the prosumer becomes a net-producer.

Lastly, in the special case of passive prosumers, under which consumptions are not co-optimized with storage and renewables, we found, in [30], that the prosumer’s optimal policy is to schedule the storage so that it minimizes the absolute value of net-consumption $|z_t|$.

V. NUMERICAL RESULTS

In this section, numerical analysis is implemented on a standard residential customer under NEM X to show the performance of the myopic co-optimization and the benefits of the co-optimization policy to prosumers and DSOs, over a one-day operation horizon $T = 24$ hours starting at midnight. Additional results on the benefits of the co-optimization are relegated to [26, Appendix E].

To model prosumer’s consumption preferences, we adopted a widely-used quadratic concave utility function:

$$U_{tk}(d_{tk}) = \begin{cases} \alpha_{tk} d_{tk}^2 - \frac{1}{2} \beta_{tk} d_{tk}^2 & 0 \leq d_{tk} \leq \frac{\alpha_{tk}}{\beta_{tk}}, \forall k, \\
\frac{\alpha_{tk}}{\beta_{tk}} & d_{tk} > \frac{\alpha_{tk}}{\beta_{tk}} \end{cases}$$

for $t = 0, \ldots, T - 1$, where $\alpha_{tk}$ and $\beta_{tk}$ are some utility parameters that are learned and calibrated from inputs, including historical prices and consumption and by predating an elasticity for every device type [7]. Two load types with two different utility functions of the form above were considered: 1) HVAC, 2) other household loads. We modeled the stochastic household’s rooftop solar using the California Solar Initiative’s summer months PV profile data with a 5.1 (kW) capacity collected over 2011 to 2016. The summer period is a more challenging one given that both the consumption, generation, and net consumption profiles are relatively higher.

The prosumer has a battery with specifications similar to Tesla Powerwall, i.e., $B = 13.5$ (kWh), and $\tau = \rho = 0.95$. Other battery parameters, including charge/discharge limits, are introduced locally in Sections V-A–V-C.

To model the NEM tariff, we used the retail price $\pi^r$ of the 2020 Pacific Gas and Electric (PG&E) utility’s summer time-of-use (ToU) rates with a 16–21 peak time, which has a peak and offpeak rates of $\pi^r_{\text{peak}} = 0.40$ ($/kWh$), $\pi^r_{\text{off}} = 0.30$ ($/kWh$), respectively. The export rate $\pi^e$ is introduced locally in Sections V-A–V-C. Needless to say, under the regulated retail electricity market, both $\pi^r$ and $\pi^e$ are fixed and known to prosumers apriori. The salvage value rate $\gamma$ was set so that the condition in (6) is satisfied.

A. Performance of Myopic Co-Optimization Algorithm

We present simulation results that evaluate the performance of the MCO algorithm developed in Section III.

1) Simulation Settings: Starting the daily schedule at midnight, we set the initial storage SoC to empty with $s = 0$ (kWh). Setting $s = 0$ (kWh) puts the myopic co-optimization algorithm in the disadvantaged position of violating the sufficient optimality condition from the first interval. This setting might not be the case in practice, so we only consider it when we evaluate the performance of the MCO. We consider different, more practical, initial SoC when we study prosumer benefits in Section V-C. The export rate was assumed to be $\pi^e = 0.47$ ($/kWh$). Using the renewable PV historical data, we compute the hourly mean and variance representing an average summer day. The renewables profile’s random vector is then generated from a

---

1 We used PG&E historical prices, which can be found at PGE Tariffs.
2 The residential load profile data is taken from NREL open dataset for a nominal household in Los Angeles. We used June-August data.
3 The data can be found in California DG Statistics.
4 The specifications of Tesla Powerwall 2 can be found at Tesla Powerwall.
5 The PG&E E-TOU rate (option B) can be found at PG&E E-TOU-B.
normal distribution with the calculated mean and variance. For MCO, realizations of renewables were generated one sample at a time, and the storage control and consumption decisions were computed and implemented sequentially. Note that the renewables underlying probability distribution is not needed here. For MPC, renewables were also generated one sample at a time and a forecast of renewables in the future in intervals was made. An $M$-interval one-shot scheduling optimization was implemented based on a convex relaxation of $P$ in (7), giving a slight advantage of MPC over MCO. The decision of the immediate scheduling interval was implemented sequentially.

2) Performance Measure, Gap Analysis, and Benchmark: The performance measure is the cumulative prosumer reward defined in (5). Because the optimal scheduling policy is unknown, we use a theoretical upper bound as the benchmark and define the percentage gap as a proxy for performance.

The theoretical upper bound is obtained using a non-causal policy $\mu^*$ that (i) assumes the realization of the renewable for the entire scheduling period, (ii) solves a convex optimization of the one-shot deterministic optimization defined in (7) relaxed by ignoring simultaneous charging-discharging constraint, and (iii) compute $R_{\mu^*}$ as an upper bound of the cumulative reward.

We evaluated the performance measured in the percentage gap of MCO with an MPC-based algorithm. Let $R_{\mu_{\text{MCO}}}$ and $R_{\mu_{\text{MPC}}}$ be the cumulative rewards of MCO and MPC over $T$, respectively. The gap to performance upper bound for each Monte Carlo run is defined by

$$G_{\mu_{\text{MCO}}} := \frac{R_{\mu_{\text{MCO}}}}{R_{\mu^*}} - 1 \times 100, \quad G_{\mu_{\text{MPC}}} := \frac{R_{\mu_{\text{MPC}}}}{R_{\mu^*}} - 1 \times 100$$

Note that if the gap is zero, the algorithm is optimal. When it is not, the performance may or may not be optimal.

3) Results and Discussions: Using 500 Monte Carlo runs on the renewable DG, Fig. 4 shows the average solution gap of the MCO algorithm (yellow) and the MPC algorithm (blue) compared to the upper bound under varying storage charging/discharging rates. The columns, from left to right, show the solution gap under 50% of baseline mean of renewables (i.e., the mean of each interval is 50% the mean of baseline), baseline mean of renewables (i.e., from historical data), and 150% of baseline. The rows, from top to bottom, show the solution gap under 50% of baseline standard deviation of renewables (i.e., the standard deviation of each interval is 50% the standard deviation of baseline), baseline standard deviation of renewables, and 150% of baseline.

In all renewable level cases, MCO outperformed MPC. For the practical battery setting—the 8-hour ($C = 8$) and 4-hour ($C = 4$) charging cases, and for all renewable level cases, MCO achieved a solution gap that did not exceed 0.75% well within the practically acceptable performance levels. Also in all renewable level cases, the solution gap saturated after a certain charging/discharging power. In both the baseline and 50% of baseline mean renewable levels under baseline and 150% of baseline standard deviation, the solution gap under MPC is on average more than 15 times greater than it is under MCO. In the 150% of baseline mean renewable case and for all standard deviation levels, MCO’s solution gap was zero when the charge/discharging power was less than $\sim 1.7$ (kW). The optimality of MCO below $\sim 1.7$ (kW) is because the higher renewable level managed to adequately increase the SoC in the midday, ensuring that the minimum SoC limit is not reached again (given $\tau = \epsilon$) when the renewable output fades out. As the charging/discharging power increased, the prosumer was able to reach maximum SoC of $B$ during midday, or minimum SoC of 0 later in the day, or both. The zero gap when $\tau = \epsilon < 1.7$ (kW) shows, one of the scenarios whereby MCO is optimal even though the sufficient optimality condition was violated.

Over all cases, the solution gap of both algorithms increased when the mean and standard deviation of renewables were increased. For instance, when the standard deviation of renewables increased from 50% to 150% of baseline under the baseline mean case, the MCO’s solution gap increased from 0.07% to 0.075% and the MPC’s solution gap increased from 0.59% to 1.65% when the charging/discharging power was at $(C = 4)$. This is because when the mean was higher, the probability of violating the SoC limits increased. The same reasoning follows when the standard deviation was increased.

B. Computational Efficiency Comparison

In Table I, we compare the computational efficiency of MCO and MPC algorithms over the one-day operation horizon. The second and third columns in Table I, respectively, show the computation time in seconds and the worst-case run time of the MCO and MPC algorithms when $K = 1$ explicitly by taking use of the discrete structure of the optimization problem.

| Algorithm | Computation Time (s) |
|-----------|----------------------|
| MCO       | 0.03                 |
| MPC ($M = 4$) | 5.1       |
| MPC ($M = 8$) | 5.43     |
| MPC ($M = 12$) | 5.75      |

$\dagger$ Using a machine with a 64-bit Intel(R) Xeon(R) Gold 6230R CPU @ 2.10 GHz processor and 256GB installed RAM. For MPC, VAlMR [33] with Carlsin was used.
As shown in Table I, for our relatively small problem of 24 intervals, MPC’s computations with 4 hours lookahead were 170 times longer than MCO’s computation time. Increasing the lookahead window to $M = 12$ increased the computation time ratio with MCO to 192. This ratio would be even higher if a more complex renewable forecasting approach was adopted [32]. The computational complexity of the MCO grows linearly with $T$ i.e., $O(T)$, whereas, under MPC, it grows at least to the fourth power with the size of the lookahead window, i.e., $O(T(M^4))$. The computational complexity is higher when the utility’s quadratic functional form is replaced with the more general class of concave functions.

### C. Prosumer Benefits

We present here the prosumer benefits achieved by the co-optimization policy and other scheduling policies.

1) **Simulation Settings**: Five customer types are considered.

1) **Consumers**: customers without BTM DER. 2) **Solar exporters**: prosumers who discharge the storage during ToU peak hours to match consumption, in order to sell back the renewable generation. This is similar to Tesla Powerwall’s solar energy exports mode. 3) **Self-powered**: prosumers who, for every $t$, schedule their storage to negate the DG-adjusted consumption $d_t$ [30]. This is also Tesla Powerwall’s self-powered mode. 4) **Active SDG**: customers who pro-actively optimize storage and consumption based on available BTM DG according to MCO. 5) **Packaged SDG**: customers who emulate the case when DG and storage are combined in a single unit whose control prioritizes using renewables to charge the storage before meeting the consumption. Specifically, if

1) $g_t > 0$: the storage charges $c_t^* = \min(g_t, \bar{\tau})$ and $d_t^{s,c}$ for every $k$ is as in [15], but with $\bar{g}_t := g_t - e_t$ instead of $g_t$.
2) $g_t = 0$: the optimal policy co-optimizing the storage and consumption is as in Theorem 1.

Throughout the analysis, the initial storage SoC $s$ was set at $s = 12.15$ (kWh), and the battery SoC limits were set at $B = 12.83$ (kWh), and $\bar{B} = 0.68$ (kWh).

2) **Prosumer Surplus**: We compared the cumulative rewards achieved by the five customer types. Using consumers as the reference, Table II shows the percentage gain in total surplus under different storage charging/discharging powers and two export rates over that achieved by a consumer.

![Fig. 5. Net consumption distribution ($\tau = \underline{\epsilon} = 1$ (kW)).](image)

The highest surplus was achieved by active SDG prosumers, as they were the most effective in avoiding buying at $\pi^+$ and being compensated at $\pi^-$. The active SDG prosumer, under $\tau = \underline{\epsilon} = 1.5$ (kW) and $\pi^- = \pi_{SMC}^+$, achieved a cumulative surplus gain of 102%, whereas solar exporter, self-powered prosumer, and packaged SDG prosumer have only gained 83.5%, 95.8%, and 87.7%, respectively. Table II shows that reducing $\pi^-$ decreased all surpluses, but increased the surplus differences between active SDG and other prosumers because the consumption of active SDG dynamically increases to avoid/reduce net exports at the decreased sell rate. The cumulative surplus gain differences between active SDG and self-powered, and solar export prosumers were 3.7% and 7.3%, respectively, under $\pi^- = 0.6\pi_{OFF}^+$ and $\tau = \underline{\epsilon} = 1.5$ (kW), which increased to 6.2% and 18.5% when the sell rate was reduced to $\pi^- = \pi_{SMC}^+ \leq 0.6\pi_{OFF}^+$.

When the storage output was increased (from 0.5 (kW) to 1.5 (kW)), the optimality of active SDG became more apparent, and the influence of $\pi^-$ diminished as more generation was kept behind the meter. The active SDG prosumer’s cumulative surplus gain, under $\tau = \underline{\epsilon} = 0.5$ (kW), increased by 9.6% when the export rate increased to $0.6\pi^+$, but when $\tau = \underline{\epsilon} = 1.5$ (kW), the surplus gain increase was only 1.9%.

We use the net consumption distribution of different customer types in Fig. 5 to expand on the intuition behind Table II. The distribution was acquired by implementing 50,000 Monte Carlo runs on renewable DG. Fig. 5 shows that, given the high amount of exported power of solar exporters (top left), their cumulative surplus was heavily influenced by $\pi^-$ (see Table II). Self-powered prosumers (top right) had less energy imports probability than packaged SDG prosumers (bottom left), but higher exports probability, because they avoided buying from the grid by using their renewables and storage to satisfy the demand. Their energy exports are higher than packaged and active SDG prosumers because only the storage reacts to absorb excess generation. The packaged SDG prosumers’ policy of prioritizing charging the storage from DG and increasing consumption to absorb $g_t$ reduced net exports, but not net imports. Lastly, the active

---

**TABLE II**

| $\pi^-$ [$/kWh] | $\underline{\epsilon}$ [kW] | Consumer | Solar exporter | Self-powered | Packaged SDG | Active SDG |
|-----------------|-----------------|----------|----------------|--------------|-------------|------------|
| 0.5             | 0%              | 68.2%    | 72.9%          | 77.9%        | 83.3%       |            |
| 1               | 0%              | 76.7%    | 85.7%          | 84.1%        | 94.3%       |            |
| 1.5             | 0%              | 83.5%    | 95.8%          | 87.7%        | 102.0%      |            |
| 0.6$\pi_{OFF}$  | 0%              | 67.9%    | 89.4%          | 87.4%        | 92.9%       |            |
| 1               | 0%              | 92.9%    | 95.9%          | 89.0%        | 99.2%       |            |
| 1.5             | 0%              | 96.6%    | 100.2%         | 88.5%        | 103.9%      |            |

---

7Here we consider a more general setting where the SoC constraints are given by $B \leq s_t \leq \bar{B}$.

8The social marginal cost (SMC) rate $\pi_{SMC}^+$ in Table II is as discussed in [6], which is slightly above the wholesale price. The day-ahead LMP data is taken from CAISO SP15 for the period June-August, 2019 (OASIS-CAISO).
SDG prosumer’s co-optimization of storage and consumption (bottom right) noticeably centered the net consumption around the origin (zero), showing the co-optimization efficacy in putting the prosumer off the grid. Higher net-zero zone probability enabled active SDG prosumers to avoid buying at $\pi^+$ or selling at $\pi^-$, resulting in the high surplus gain (Table II).

VI. CONCLUSION

This paper presents the first decentralized linear complexity solution to the DER co-optimization of BTM storage and consumption decisions under the general NEM-X tariff models. The developed technique applies more broadly to the residential and commercial/industrial energy management systems and is optimal under certain operating conditions. The results demonstrate that the widely deployed NEM tariff leads to rich structural properties of the co-optimization and results in a highly effective, low-cost, and scalable solution to an otherwise intractable stochastic dynamic programming problem. Although not always optimal, the developed approach shows promising performance in simulations.

Several theoretical and practical issues remain, showing some limitations of the proposed approach. One limitation is that the proposed model excludes the optimization of certain deferrable loads, such as EV charging with deadlines. Such problems cannot be modeled directly under the optimization problem presented here; a non-trivial modification is needed, as shown in [21]. Another limitation is that it is not obvious how the practical implementation of the algorithm can accommodate flexible loads with non-linear operating conditions. Lastly, the impact of DER co-optimization benefits on actors other than prosumers, such as grid operators and utilities in the form of the reduction of RPF and utility’s net costs is studied through simulations in [26, Appendix D]. Expanded characterization of such social benefits requires a separate study.

APPENDIX

A. NOMENCLATURE

Abbreviations

| Abbreviation | Description |
|--------------|-------------|
| BTM | Behind the meter. |
| DER | Distributed energy resources. |
| DG | Distributed generation. |
| DSO | Distribution system operator. |
| EMS | Energy management system. |
| MCO | Myopic co-optimization. |
| MDP | Markov decision process. |
| MPC | Model predictive control. |
| NEM | Net energy metering. |
| RPF | Reverse power flows. |
| SoC | State of charge. |

Parameters and Indices

| Parameter | Description |
|-----------|-------------|
| $B \in \mathbb{R}_+$ | Storage SoC upper limit. |
| $\overline{d} \in \mathbb{R}_K^+$ | Consumption bundle’s upper limit. |
| $\tau, \xi \in \mathbb{R}_+$ | Storage charging and discharging limits. |
| $\gamma \in \mathbb{R}_+$ | Salvage (marginal) value of storage energy. |
| $k, K$ | Device index and total number of devices. |

Variables and Functions

| Variable | Description |
|----------|-------------|
| $\pi^+, \pi^- \in \mathbb{R}_+$ | NEM buy and export rates. |
| $\rho, \tau \in \mathbb{R}_+$ | Storage discharging and charging efficiencies. |
| $t, T$ | Time index and total number of intervals. |

B. Preliminary: Prosumer Without Storage ($\tau = \xi = 0$)

Without storage, the optimal consumption of a prosumer is a static optimization. The optimal consumption is shown to have a two-threshold three-zone structure.

The following Theorem is shown in [15].

**Theorem 3** (Prosumer consumption decision under NEM X): When $F = e = 0$, the optimal prosumer consumption policy under $\max\{(\pi^+ t)\} \leq \min\{(\pi^- t)\}$, for every $t$ is given by two thresholds

$$\Delta^+_t := f_t(\pi^+_t) \quad \Delta^-_t := f_t(\pi^-_t)$$

that partition the range of DER production into three zones:

1. Net consumption zone: $g_t < \Delta^+_t$. The prosumer is a net-consumer with consumption

$$d^+_k = f_k(\pi^+_t), \forall k.$$ (16)

2. Net producing zone: $g_t > \Delta^-_t$. The prosumer is a net-producer with consumption

$$d^-_k = f_k(\pi^-_t), \forall k.$$ (17)

3. Net-zero energy zone: $\Delta^+_t \leq g_t \leq \Delta^-_t$. The prosumer is a net-zero consumer with consumption

$$d^+_k = f_k(f_t^{-1}(g_t)), \forall k.$$ (18)

C. Preliminary: Lemmas 1–3

We present here three lemmas that highlight the structural properties of the optimal prosumer decisions of $\mathcal{P}$ under...
the sufficient optimality conditions: (i) \( B > 2T\tau\), and (ii) \( s \in (T\epsilon/\rho, B - T\tau)\). To this end, we introduce Bellman’s optimality condition. For \( t \in [0, T - 1] \), the Bellman’s optimality condition is given by

\[
V_t(x_t) = \max_{u_t \in A(x_t)} \left[ r_t(x_t, u_t) + \mathbb{E} \left( V_{t+1}(x_{t+1}) \right) \right],
\]

where \( A(x_t) \) is the constraint set on \( u_t \) defined in \( \mathcal{P} \).

**Lemma 1 (Marginal value of storage):** The value function \( V_t(\cdot) \) is monotonically increasing for all \( t \). For all \( \Delta \in [0, \epsilon/\rho, \epsilon\tau] \) and \( s_t + \Delta \in [0, B] \),

\[
V_t(s_t + \Delta, g_t) = V_t(s_t, g_t) + \gamma \Delta \approx \frac{\partial}{\partial s} V_t(x_t) = \gamma,
\]

i.e., the marginal value of energy in the storage is \( \gamma \).

**Proof of Lemma 1**

We show first that the value function \( V_t(x_t) \) is monotonically increasing. From Bellman’s optimality condition (19), for all \( \epsilon > 0 \),

\[
V_t(s_t + \epsilon, g_t) \geq V_t(s_t, g_t) + \pi^*_t \epsilon > V_t(s_t, g_t),
\]

where the first inequality comes from a suboptimal policy for which the \( \epsilon \)-level of energy in the storage is not used in the decision process after \( t \). Likewise,

\[
V_t(s_t, g_t + \epsilon) \geq V_t(s_t, g_t) + \pi^*_t \epsilon > V_t(s_t, g_t),
\]

where the first inequality comes from that the \( \epsilon \) additional generation exported to the grid. Therefore, the value function \( V_t \) is monotonically increasing with the system state \( x_t \).

Next we show (20) by backward induction. Let \( \Delta_s = (\Delta, 0) \). At \( t = T - 1 \),

\[
V_{T-1}(x_{T-1} + \Delta_s) = \max_{u=(d,e)} \left[ r_{T-1}(x_{T-1} + \Delta_s, u) + \gamma(s_{T-1} + \epsilon + \tau |e| - |e|/\rho) \right]
\]

\[
= \max_{u=(d,e)} \left[ r_{T-1}(x_{T-1}, u) + \gamma(s_{T-1} + \epsilon + \tau |e| - |e|/\rho) + \gamma \Delta \right]
\]

\[
= V_{T-1}(x_{T-1}) + \gamma \Delta,
\]

where (a) is from that the stage-reward \( r_t(\cdot) \) in (5) does not depend on \( s_t \) unless \( t = T \).

Assuming (20) holds for \( t + 1 \), we have, in interval \( t \),

\[
V_t(x_t + \Delta_s) = \max_{u=(d,e)} \left[ r_t(x_t + \Delta_s, u) + \mathbb{E} \left( V_{t+1}(s_{t+1} + \epsilon + \tau |e| - |e|/\rho + \Delta_t, g_{t+1}) \right) \right]
\]

\[
= \gamma \Delta + \max_{u=(d,e)} \left[ r_t(x_t, u) + \mathbb{E} \left( V_{t+1}(s_t + \epsilon + \tau |e| - |e|/\rho, g_{t+1}) | x_t \right) \right]
\]

\[
= V_t(x_t) + \gamma \Delta.
\]

**Lemma 2 (Storage-consumption complementarity):** Under \( B > 2T\tau, \) and \( s \in (T\epsilon/\rho, B - T\tau) \), and for all \( t \), the optimal co-optimization decisions obey (a) \( e_t^* z_t^* \leq 0 \), and (b) \( e_t^* d_t^* \leq 0 \), where \( d_t^* := d_t^* - g_t \) is the DG-adjusted total consumption.

**Proof of Lemma 2**

(a) Proof of \( e_t^* z_t^* \leq 0 \) Proof by contradiction. Suppose that \( e_t^* > 0 \), then \( z_t^* > 0 \). Let \( \tilde{e}_t := e_t^* - \epsilon > 0 \) for some \( \epsilon > 0 \) such that \( \tilde{z}_t := d_t^* + \tilde{e}_t - g_t > 0 \).

Consider the stage reward \( r_t(x_t, (\tilde{e}_t, d_t^*)) \) in interval \( t \):

\[
r_t(x_t, (\tilde{e}_t, d_t^*)) = U_t(d_t^*) - \pi^*_t(d_t^* + \tilde{e}_t - g_t)
\]

\[
= r_t(x_t, (e_t^*, d_t^*)) + \pi_t^* \epsilon.
\]

The value function in interval \( t \) is given by

\[
V_t(x_t) = r_t(x_t, (e_t^*, d_t^*)) + \mathbb{E} \left( V_{t+1}(s_t + \tau e_t^*, g_{t+1}) | x_t \right)
\]

\[
= r_t(x_t, (\tilde{e}_t - \epsilon, d_t^*)) + \mathbb{E} \left( V_{t+1}(s_t + \tau \tilde{e}_t - \epsilon, g_{t+1}) | x_t \right)
\]

\[
= r_t(x_t, (e_t^*, d_t^*)) + \pi^*_t \epsilon.
\]

Therefore, \( e_t^* \leq 0 \) cannot be optimal.

Next, suppose that \( e_t^* > 0 \) and \( z_t^* < 0 \). Let \( \tilde{e}_t := e_t^* + \epsilon < 0 \) for some \( \epsilon > 0 \) such that \( d_t^* + \tilde{e}_t - g_t < 0 \).

Consider the stage reward \( r_t(x_t, (\tilde{e}_t, d_t^*)) \) in interval \( t \):

\[
r_t(x_t, (\tilde{e}_t, d_t^*)) = U_t(d_t^*) - \pi^*_t(d_t^* + \tilde{e}_t - g_t)
\]

\[
= r_t(x_t, (e_t^*, d_t^*)) - \pi_t^* \epsilon.
\]

The value function in interval \( t \) is given by

\[
V_t(x_t) = r_t(x_t, (e_t^*, d_t^*)) + \mathbb{E} \left( V_{t+1}(s_t + \tau e_t^*, g_{t+1}) | x_t \right)
\]

\[
= r_t(x_t, (\tilde{e}_t - \epsilon, d_t^*)) + \mathbb{E} \left( V_{t+1}(s_t + \tau \tilde{e}_t - \epsilon, g_{t+1}) | x_t \right)
\]

\[
= r_t(x_t, (e_t^*, d_t^*)) - \pi^*_t \epsilon.
\]

Therefore, \( e_t^* < 0 \) cannot be optimal.

(b) Proof of \( e_t^* d_t^* \leq 0 \): If \( z_t^* > 0 \), by the complementarity property, \( e_t^* \leq 0 \). With \( z_t^* = d_t^* + e_t^* - g_t \leq 0 \), we have \( d_t^* - g_t > 0 \), hence \( e_t^* (d_t^* - g_t) \leq 0 \).

Likewise, if \( z_t^* < 0 \), then \( e_t^* \geq 0 \), implying \( d_t^* - g_t < 0 \). Again, \( e_t^* (d_t^* - g_t) \leq 0 \).
Lemma 3 (Optimal storage operation): Under $B > 2T^2 T$, and $s \in \{T/\rho, B - T^2 T\}$, and for all $t$, at the optimal total consumption $d^*_{e_t}$, we have

$$e^*_t = \begin{cases} \max \{g_t - d^*_t, -e_t\}, & g_t \leq d^*_t \\ \min \{g_t - d^*_t, e_t\}, & g_t > d^*_t, \end{cases} \quad (21)$$

and $e^*_t \leq g_t$.

Proof of Lemma 3

From the optimality equation with the optimal consumption $d^*_t$ and total consumption $d^*_t = 1^T d^*_t$,

$$V_t(x) = \max_{e_t \in [-e_t, e_t]} \left[ r_t(x_t, (e_t, d^*_t)) + E \{V_{t+1}(s_t + \tau|e_t|^+ \right. \\
- \left. [e_t]^- / \rho, g_t + 1) | x_t \} \right]$$

$$= \max_{e_t \in [-e_t, e_t]} \left[ U_t(d^*_t) - P^{NEM}_{\pi_t} (d^*_t + e_t - g_t) \right. \\
+ E \left[ V_{t+1}(s_t, g_t, 1) | x_t \} + \gamma \tau [e_t]^+ - (\pi_t(e_t) - \gamma / \rho) [e_t]^-ight] \\
- \pi_t(e_t)(d^*_t - g_t) \right] + C_t, \quad (22)$$

where $C_t$ is a constant independent of $e$ and $\pi_t(e_t) = \{\pi^+_t, d^*_t + e_t - g_t \geq 0 \}$, otherwise.

Case I ($d^*_t \geq g_t$): By the complementarity property, we have $e^*_t \leq 0$, and $z^*_t \geq 0$. Let the feasible regions of $e_t$ be $\phi^+_t := [-e_t, e_t] \cap \{e_t : g_t - d^*_t \leq e_t \leq 0\}$, within which $[e_t]^+ = 0$ and $\pi_t(e_t) = \pi^+_t$. The optimization in (22) becomes

$$\max_{e_t \in \phi^+_t} \left[ (\tau \gamma - \pi_t(e_t))[e_t]^+ + (\pi_t(e_t) - \gamma / \rho)[e_t]^-ight. \\
- \pi_t(e_t)(d^*_t - g_t) \right]$$

$$= \max_{e_t \in \phi^+_t} \left[ (\pi^+_t - \gamma / \rho)[e_t]^+ - \pi^+_t(d^*_t - g_t) \right].$$

With $\pi^+_t \geq \gamma / \rho$ and $e_t \geq g_t - d^*_t$, we have

$$e^*_t = \max \{-e_t, g_t - d^*_t\}. \quad (23)$$

Case II ($d^*_t \leq g_t$): By the complementarity property, we have $e^*_t \geq 0$, and $z^*_t \leq 0$. Let the feasible regions of $e_t$ be $\phi^-_t := [-e_t, e_t] \cap \{e_t : e_t \leq g_t - d^*_t \}$, within which $[e_t]^+ = 0$ and $\pi_t(e_t) = \pi^-_t$. The optimization in (22) becomes

$$\max_{e_t \in \phi^-_t} \left[ (\tau \gamma - \pi_t(e_t))[e_t]^+ + (\pi_t(e_t) - \gamma / \rho)[e_t]^-ight. \\
- \pi_t(e_t)(d^*_t - g_t) \right]$$

$$= \max_{e_t \in \phi^-_t} \left[ (\tau \gamma - \pi^-_t)[e_t]^+ - \pi^-_t(d^*_t - g_t) \right].$$

With $\pi^-_t \leq \tau \gamma$ and $e_t \leq g_t - d^*_t$, we have

$$e^*_t = \min \{\pi^-_t g_t - d^*_t\}. \quad (24)$$

Combining (23)–(24), we have (21).

To show $e^*_t \geq g_t$, we note that $g_t \geq e^*_t$ when $e^*_t \leq 0$. When $e^*_t > 0$, $z^*_t = d^*_t + e^*_t - g_t \leq 0$, by the complementarity condition, therefore, $d^*_t \geq 0$ implies $e^*_t \leq g_t$. \qed
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