Self-harm to preferentially harm the pathogens within: non-specific stressors in innate immunity
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Therapies with increasing specificity against pathogens follow the immune system’s evolutionary course in maximizing host defence while minimizing self-harm. Nevertheless, even completely non-specific stressors, such as reactive molecular species, heat, nutrient and oxygen deprivation, and acidity can be used to preferentially harm pathogens. Strategic use of non-specific stressors requires exploiting differences in stress vulnerability between pathogens and hosts. Two basic vulnerabilities of pathogens are: (i) the inherent vulnerability to stress of growth and replication (more immediately crucial for pathogens than for host cells) and (ii) the degree of pathogen localization, permitting the host’s use of locally and regionally intense stress. Each of the various types of non-specific stressors is present during severe infections at all levels of localization: (i) ultra-locally within phagolysosomes, (ii) locally at the infected site, (iii) regionally around the infected site and (iv) systemically as part of the acute-phase response. We propose that hosts strategically use a coordinated system of non-specific stressors at local, regional and systemic levels to preferentially harm the pathogens within. With the rising concern over emergence of resistance to specific therapies, we suggest more scrutiny of strategies using less specific therapies in pathogen control. Hosts’ active use of multiple non-specific stressors is likely an evolutionarily basic defence whose retention underlies and supplements the well-recognized immune defences that directly target pathogens.

1. Introduction

The gold standard of host defences against pathogens is the use of highly targeted effectors that avoid collateral damage to the host. By using molecular differences between pathogens and host cells, the only cost of using specific effectors in defence is their cost of manufacture. Examples include neutralizing antibodies, lysozyme (which targets bacterial cell wall synthesis) and antimicrobial peptides. By contrast, non-specific stressors such as heat, nutrient and oxygen restriction, reactive oxygen and nitrogen species, and acidity can harm pathogens and host cells alike. Nevertheless, many host defences against pathogens involve non-specific stressors that do indeed cause substantial collateral damage. The acute-phase response (APR), which is the systemic response to infection [1,2], has a number of components that are stressful. It has been proposed that hosts use the stressful components of the APR, such as fever and nutrient restriction, to support the more intense stressors at infected sites and to preferentially harm rapidly replicating pathogens [3]. This led us to initially explore the utility and costs of non-specific stress for host defence against pathogens by using an agent-based model of a simple host infected with local generic pathogens [4]. In this review, we further explore and extend the implications of the host’s use of non-specific stressors as effectors, and suggest that it is both more prevalent and important than is typically recognized.

We take a broad view of ‘pathogens’ to not only include microorganisms but also infected host cells and tumour cells. We define stress as a disruption of...
homeostasis, and define stressors as agents causing harm or simply incurring costs, which can be resisted by protective stress responses acting to minimize harm. The costs of stress can include the direct harm by the stressor (e.g. heat damage: loss of function and cost of repair) and the costs to produce the stressor (e.g. energy to produce febrile temperature). However, there are costs of activating protective stress responses (e.g. protein synthesis in the heat shock response) as well as the lost opportunities during protective responses (e.g. disruption of normal protein synthesis and delayed growth and reproduction). Indeed, the most basic protective strategy against the direct harm of stress is to delay growth and replication and to undergo temporary quiescence. In general, organisms facing potential stress are forced to weigh the relative costs of experiencing the stress itself (which may never occur) versus the costs of maintaining reserves and of responding to the expected stress. In addition, hosts must weigh the costs of using stress in defence versus the risks of succumbing to infection due to inadequate defence. An alternative to resisting the pathogens is for the host to have tolerance to manageable numbers of the pathogens, trading the high costs of eliminating every pathogen for the lower continuous costs of pathogen and host harm and risks of pathogen escape from control [5].

Studying non-specific stress for host defence against pathogens may seem like an intellectual backwater in this age of discoveries of the complexity of evolved immune defences and of spectacular biotechnological advances. The use of antibiotics ushered in the age of specific therapy, capitalizing upon molecular differences between bacteria and host cells. Such anti-infective therapy led the way for abandoning primitive non-specific therapies such as inducing malaria to treat syphilis [6] and Coley’s toxin, bacterial products that induced immune responses to treat cancers [7]. Unfortunately, their mode of action was never fully elucidated.

The APR likely played a key role in the efficacy of those non-specific therapies. Fever, a well-known component of the APR, has frequently been considered to have provided this non-specific efficacy, but surprisingly there is not even a consensus on how fever acts to protect [3,8,9]. Nor is there consensus on how local heat therapy should be applied to control superficial infections. Which is more important: to stimulate immune responses or to directly harm the pathogens? For instance, should the therapeutic goal be to cause vasodilation using prolonged mild warmth, seeking to stimulate blood flow thereby increasing inflow of nutrients and increasing the functionality of inflammatory cells? Or should the goal be to harm the pathogens, using brief periods of more intense and damaging heat, seeking to avoid the pathogens’ protective heat shock responses? In this review, we advocate and provide the rationale for the latter approach of using non-specific stressors as effectors to preferentially harm the pathogens within.

2. Strategies for using non-specific stress

There are two fundamental strategies for effectively using non-specific stress for defence: (i) capitalizing on differences in vulnerability and (ii) localizing the stress. Owing to the minor differences between tumour cells and normal cells, it is no coincidence that we find striking similarity between the prominent role of non-specific stress in anti-cancer therapy as developed by clinical researchers [10] and the now obscure, but basic, role of non-specific stress in innate immunity as developed through natural selection.

(a) Capitalizing on differences in vulnerability

A universal principle is that growth and replication are more vulnerable to stress than is quiescence. Growth and replication require a gathering and splitting of resources, and the process of synthesis typically involves intermediate stages that are more fragile and vulnerable to stress than either the more stable initial or final stages. A vivid example is that a house may well withstand a hurricane, but actually building a house during a hurricane would be folly. Resources (energy and/or materials) that are devoted to growth and replication are not available for withstanding stress. In other words, these resources could have been used for construction of stress-resistant defences, for repair, or for simply surviving until the stress had passed. As expected, cells are most vulnerable to heat and oxidative stress during replication [11–13]; and mitosis, protein synthesis (particularly folding), and ribosome formation are particularly vulnerable to stress [14,15]. Since pathogens typically rely on growth and replication for their pathogenicity, their vulnerability to stress would be expected to be greater than that of the host’s cells and of the host itself.

We tested the feasibility of using completely non-specific systemic stress to control simulated localized infections of a simple host in our agent-based model [4]. In the model, aside from the pathogens having the ability to actively harm and gain energy from host cells they were in contact with, the only difference from host cells was that the pathogens replicated faster. We found that applying a uniform stress (energy deprivation) to our simulated host, and to the pathogens within, was an effective but costly and risky means of helping eliminate the pathogens. Essentially, the model confirmed the universal trade-off of using resources either for growth or for resisting stress.

Since the host initiates the defensive stress, it has the advantage of controlling the intensity and timing to inflict damage on the pathogens. Our agent-based modelling showed the value of applying stress periodically. The relief from stress allows the host to partially recover before starting another round of stress. Although this relief from stress also allows the pathogens to grow and replicate again, the pathogens are essentially lured into their most vulnerable state, to be preferentially harmed again once the stress starts anew. An anti-cancer analogue of intermittent stress is systemic chemotherapy given every few weeks to allow the patient to partially recover. We suggest that, if timed well, intermittent stress can also enhance the vulnerability of the target cells.

(b) Localizing the stress

Localizing the non-specific stress allows for relatively higher intensity at the infected site, thereby causing more harm to pathogens with less harm to distant host cells. As shown in table 1, we describe four categories of spatial localization of stress: (i) ultralocal, representing that occurring within phagolysosomes, where the lack of collateral damage essentially meets our definition of specific stress; (ii) local, representing the pathogen–inflammatory cell interface at the infected site; (iii) regional, the area around the infected site where there is often impaired blood flow due to coagulation (thrombosis), microvascular sludging, extravascular fibrin deposition, oedema and neutrophil extracellular traps (NETs) [22,23] and (iv) systemic, the manifestation of the numerous stressful components of the APR.
| stressor localization  | reactive oxygen and nitrogen species | heat | reduced glucose, glutamine | reduced Fe, Zn, Mn | reduced oxygen | reduced pH |
|------------------------|--------------------------------------|------|-----------------------------|-------------------|---------------|-----------|
| ultra-local phagolysosomes | ✓ respiratory burst                   | ✓    | ✓ glutaminase degrading glutamine<sup>a</sup> | ✓ active uptake from phagolysosomes<sup>a</sup> | ✓ used in respiratory burst | ✓ active acidification of phagolysosome |
| local inflammatory by-products | ✓ surface respiratory burst, phagosome leakage, mitochondrial generation [16], antioxidant depletion [17] | ✓<sup>a</sup> | ✓ usage by pathogens and host cells (large amounts by immune cells<sup>b</sup>) | ✓ usage by pathogens and binding by lactoferrin and calprotectin<sup>a</sup> | ✓ usage by pathogens and host cells | ✓ lactic acid as by-product of glycolysis |
| regional reduced blood flow | ✓ reduced influx of antioxidants | ✓ reduced removal of local heat | ✓ | ✓ | ✓ | ✓ |
| systemic APR stressors | ✓ oxidative stress and decreased antioxidants [18,19] | ✓ fever | ✓ anorexia, delayed gastric emptying, inhibited gut absorption of sugars and glutamine<sup>a</sup> [20] | ✓ sequestration, reduced absorption of Fe, anorexia | ✓ anaemia of inflammation<sup>a</sup> | ✓ lactic acidosis [21] |

<sup>a</sup>See text for reference.
Table 1 highlights that the same types of non-specific stress, whether primarily destructive or growth inhibiting, tend to occur at each level of localization. Rather than being mere by-products, we propose that each stressor at each level has immune utility. Besides the stress being more intense with greater spatial localization, temporally the non-specific stress begins more locally (i.e. first in the phagolysosomes), such that the more costly systemic stress occurs only if the pathogen cannot be controlled by more localized effectors.

The notion of localizing stress at various levels for defence also has analogues with anti-cancer therapy. Examples at each level are: (i) toxic agents bound to antibodies or liposomes (ultra-local level); (ii) targeted radiation or heat, creams with metabolite inhibitors, surgical excision (local level); (iii) less targeted radiation, regional chemotherapy, angiogenesis inhibitors and wide surgical excision (regional level) and (iv) standard systemic chemotherapy affecting growing and/or replicating cells (systemic level).

3. Examples of non-specific stressors for host defence

While Table 1 summarizes the primary non-specific stressors used in host defence, it is instructive to describe some of these examples in more depth. We briefly discuss iron restriction, which is well recognized as a stress-based host defence, and heat, which is surprisingly poorly understood in host defence.

(a) Iron

Iron is a key, and often limiting, nutrient for multiple functions in almost all life forms; and the struggle for iron between microorganisms and hosts is well known [24,25]. Growing and replicating cells have the special problem of satisfying increasing resource needs, and iron restriction can be viewed as a growth-inhibiting stressor. Bacteria and fungi have evolved numerous mechanisms for extracting iron from hosts, most notably the production of siderophores which bind iron for their use. To offset this, neutrophils and macrophages extract iron from phagolysosomes by natural resistance-associated macrophage protein-1 (Nramp1) [26]. Additionally, at the locally infected site, neutrophil-derived lactoferrin binds iron; and regionally, decreased blood flow to the infected site further diminishes iron influx. Finally, at the systemic level, plasma iron concentrations are reduced as part of the APR due to decreased intestinal uptake and sequestration by mononuclear phagocytes. The nutritional deprivation of iron as a non-specific stressor is mirrored by similar mechanisms at the same levels of localization for zinc and manganese, which are also essential micronutrients [26,27], though intriguingly, toxic amounts of zinc may be delivered to phagolysosomes to kill bacteria [28].

(b) Heat

Analogous to the iron example, fever is a systemic stressor used for host defence, despite the costs [3]. In this viewpoint, fever acts strategically as a stressor in two ways: (i) energy to generate the heat is diverted away from other uses, including away from pathogens and (ii) the heat directly inflicts stress [29,30] as a destructive or damaging stressor by enhancing other sources of heat. However, because febrile temperatures (i.e. core body temperatures) of 39.5–40°C have limited

4. Expectations and implications of using non-specific stress in defence

Once it is recognized that there are differences in vulnerability between pathogens and host cells (and the host as a whole), it is reasonable to propose, as we do here, that hosts evolved to actively enhance stress during infections to preferentially harm the pathogen. From this perspective, we suggest a number of expectations and implications were this to be the case, which are outlined in Table 2 and discussed below. We exclude ultra-local stress occurring within phagolysosomes since stress at the ultra-local level has always clearly been a defence and since it does not involve self-harm.

(a) Expectations of using local stress for host defence

(i) Immune cells should have special access to resources they need

(a) Immune cells should bring along their own nutrients to the infection site if feasible. Since neutrophils and macrophages
migrate to glucose-limited areas, one might expect that they would bring their supplies with them. Indeed, while these cells contain little glycogen while in the bloodstream, they actively store glucose as glycogen when they migrate to inflammatory sites [43,44].

(b) **Immune cells should increase their local uptake of nutrients at infected sites or when stimulated by inflammatory mediators and pathogen products, in part to deprive nutrients to pathogens.** This increased uptake or utilization by stimulated leukocytes has been shown for glucose [45,46], glutamine [47] and arginine [48]. Borregaard & Herlin [49] found that neutrophils use extracellular glucose in preference to their stored glycogen, further supporting the perspective that they are acting to deprive nearby pathogens of glucose.

(ii) **Immune cells should actively make the infected site stressful**

(a) **Immune cells should actively deplete the nutrients, to the point of being wasteful** by taking in or destroying more nutrients than they can use.

The high and energetically inefficient use of glucose via glycolysis by neutrophils and classically activated (M1) macrophages, even in the presence of substantial oxygen (aerobic glycolysis), has long been noted but not understood [49–51]. Rapidly replicating cells primarily use aerobic glycolysis (the Warburg effect), presumably to divert carbon for biomaterial synthesis [52] or particularly to reduce mitochondrial-derived reactive oxygen species during the vulnerable period of DNA synthesis [11]. However, neither rapid replication nor massive size enlargement is important for immune cells arriving at infected sites. Therefore, the large and apparently inefficient usage of glucose by immune cells at infected sites certainly seems wasteful yet is exactly what is needed to reduce its availability to pathogens.

Glutamine is another key nutrient for host cells and pathogens alike [53,54]. In parallel with the incomplete oxidation of glucose by immune cells, it has been enigmatic as to why neutrophils and macrophages take up far more glutamine than they seem to need, simply storing most of it as lower energy amino acids, notably glutamate, aspartate and alanine [55,56]. Again, we suggest that what appears to be wasteful is indeed deliberately wasteful.

Intriguingly, neutrophil secondary granules have been found to contain glutaminase [57], which converts glutamine to glutamate and ammonia, potentially depleting phagolysosomes of glutamine. Along these lines, arginase I, found in neutrophil primary granules, has been proposed to enhance fungal killing by depleting the phagolysosomes of arginine as a nutrient [58]. Analogous to this is the active local depletion of free iron by binding to locally secreted lactoferrin and of zinc and manganese binding by neutrophil-secreted calprotectin, which are considered host defences based on local nutrient depletion [25,27]. As noted previously, phagocytes can actively remove iron, zinc and manganese directly from their phagolysosomes.

(b) **Immune cells should enhance the formation of harmful waste products at infected sites.** The large usage of glucose through glycolysis has the advantage of causing stress not only by reducing pathogens’ access to it, but also by producing correspondingly large amounts of lactic acid, making the infected site even more stressful.

(iii) **Host cells should avoid replicating and developing at infected sites**

Host cells should avoid replicating and developing at infected sites, even though local replication would remove the need for their migration to the site. This avoids the difficulty and risk of replicating under stressful conditions. This contrasts with the difficulty faced by pathogens trying to replicate at the infected site. It is noteworthy that immune effector cells typically replicate and develop at distant sites, such as in the bone marrow, lymph nodes and spleen, places typically not subject to local or regional stress. In accord with this expectation is the recognition that most macrophages at infected sites are bone marrow-derived monocytes [59] and that M1 macrophages, which are aggressively antimicrobial, typically do not replicate locally [60]. By contrast, M2 macrophages, which are involved in the low stress functions of tissue repair and immune suppression, often do replicate locally [60]. A tenet of wound healing is that proper healing first requires resolution of infection/inflammation—injected wounds are stressful, and having proliferating host cells among proliferating pathogens removes the host’s advantage of applying stress to help clear the infection.

(b) **Expectations of using regional stress for host defence**

(i) **Infection should be linked with impaired blood flow to increase regional stress**

Despite the vasodilation associated with inflammation, the vascular supply to infected areas often becomes impaired. The reduced flow occurs because of the linkage of coagulation with inflammation leading to thrombosis, vascular sludging from adherent leukocytes, fibrin deposition, oedema and intra- and extravascular clogging by NETs. This impaired blood flow around infected sites has been considered to have evolved to reduce the spread of pathogens [22,23,61]. While the impaired blood supply has frequently been noted as contributing to the harsh environment of infected sites, this has been considered an unavoidable by-product of the inflammatory response or pathogen...
containment. By contrast, we have proposed that, along with restricting pathogen spread, the impaired vascular flow to infected sites also functions to further stress the pathogens therein [4]. We suggest that this impaired vasculature not only impedes the influx of nutrients, oxygen and antioxidants, but also reduces the efflux of lactic acid and locally produced heat, thereby preferentially harming the pathogens. This proposal is supported both by our agent-based model study [4] and common-sense analogies in anti-cancer therapy.

The roles of stress as a defence and pathogen containment are linked in that restricting pathogen spread permits the host to apply more intense stress to the pathogens than would otherwise be feasible. Conversely, uncontained pathogens escape the stress (locally intense and regionally less intense), allowing faster and safer replication.

(c) Expectations of using systemic stress in host defence

(i) Systemic stress of the acute-phase response should be similar to but less intense than local and regional stressors

This similarity would enhance or support more localized stressors while not overburdening distant host cells. By ‘enhance’ we propose, for example, that it is more efficient to keep essential iron from phagocytized pathogens if there is already local depletion of iron at the infected site, which in turn has restricted blood flow (and iron availability) regionally, with the systemic blood also having reduced concentrations of iron. Likewise, the anaemia of inflammation [62], leading to mild hypoxia, may enhance more extreme hypoxia at the infected site.

(ii) Systemic stress as a defence should be extremely costly since it affects otherwise untouched host cells distant from the infection site

Because of the importance of this point, we devote the next section to the costs and benefits of systemic stress as a defence.

5. Costs and benefits of using systemic stress for host defence

A goal of the field of ecological immunology is to quantitate the costs of resisting infection, since these costs reduce the resources an organism can devote to reproduction, maintenance and surviving environmental challenges. One approach has been to measure the energetic costs associated with activating the various components of the immune response following immunologic challenges [reviewed in 63]. However, others have suggested that these costs related to actually mounting a typical immune response are relatively low in comparison to the major costs associated with mounting a fever, undergoing food restriction or sustaining the collateral self-harm and associated life-history trade-offs [1,64–67]. While local and regional stress can be lethal in critical organ systems (e.g. heart, lungs, brain and kidneys), self-induced systemic stress can be lethal regardless of where the infection is localized. Indeed, sepsis entails the excessive use of systemic defence [68,69]. The costs from the stressful components of the APR come from having to harm all host cells while trying to preferentially harm more localized pathogens. As such, these expensive defences should not be intensively invoked if less costly defences can effectively control the infection [64]. The stressors of the APR should be thought of as the defence of last resort, in which case the costs essentially become irrelevant to a host that would otherwise be killed from pathogen overgrowth.

Our perspective allows us to see the high cost of systemic stress in a positive light and to resolve a key paradox. Why should severe infection be associated with systemic nutrient deprivation, anorexia, delayed gastric emptying, and inhibited absorption of sugars [70] and glutamine [20] just at the time when resources should be needed to fight the infection? Much of the basis of our argument is that the greater sensitivity of pathogens to non-specific stress means that stressing the pathogens as a defence often trumps immediate nourishment of ‘typical’ immune defences. The effective use of the strategy of self-stressing requires adequate resources before the infection, as noted by Owen-Ashley & Wingfield [71], who found that birds in poor condition mount a less intense APR (assessed by sickness behaviours such as inactivity and anorexia). The term ‘immune brinksmanship’ was chosen to describe the gamble that the infected host has enough resources at the start of the infection to ‘out-stress’ the pathogens [3]. As suggested by Straub et al. [72], the resources should be taken by reprioritization and catabolism of distant tissues for immune defence. Indeed, resources should be directed towards making antibodies, leucocytes, complement components and other acute-phase reactants. However, there are physical limits to the amounts of each of these blood-borne defences that can be used. How can the host put additional remaining resources to use in fighting a severe infection? We propose that the host’s production and withstanding of systemic stress to control localized pathogens is an effective means of using the resources of distant host cells. The resources of distant host cells need not be directly transported to immune tissues but can be used by the distant cells themselves to survive the systemic stress to which the entire host subjects itself and the pathogens within. In this view, an infected host with severe clinical cachexia/wasting is likely expending its resources in an appropriately strategic defence. While dying from infection can be considered a tragedy, dying from infection while still having plenty of unused or inaccessible resources would be particularly tragic.

6. Conclusion

In the evolutionary arms races between pathogens and hosts, pathogens have evolved a number of ways to avoid and inhibit host defences [19]. However, the multitude of cellular targets of each of several fundamental stressors (e.g. nutrient restriction, heat, reactive molecular species) makes these non-specific stressors a formidable defence, though costly if untargeted. Now that resistance to specific therapies seems to be evolving more rapidly than newer specific therapies can be discovered and developed, the use of non-specific stress should be re-examined. Fruitful areas of inquiry involve exploring interactions among multiple types of stressors, notably destructive stressors and growth-inhibitory stressors, to determine the extent to which they may be synergistic, additive or antagonistic. Finding ideal regimens of timing and intensity are crucial, since stress can either cause significant damage to pathogens when applied rapidly and unexpectedly or can induce protective responses if
applied slowly and predictably. In sum, the development of new therapies should consider strategies that exploit the differences in pathogen and host vulnerability to non-specific therapeutics in order to preferentially harm the pathogens.

In the long course of host–pathogen interactions, there has been selection for ever more sophisticated defenses against even more virulent pathogens, leading to the development of the amazingly complex acquired immune system, having memory and high specificity. However, even many of the effectors of the more fundamental innate immune system have specificity (e.g. lysozyme and antimicrobial peptides) against pathogens, which has allowed hosts to use ever more pathogen-dangering defences while avoiding collateral damage. Our intention has been to examine how the use of the most primitive effectors of innate immunity, completely non-specific stressors, play a role in defense. In contrast to the obvious means through which specific stressors can pro-

References

1. Coon CAC, Wake RW, Martin LB. 2011 Acute-phase responses vary with pathogen identity in house sparrows (Passer domesticus). Am. J. Physiol.-Reg. I. 300, R1418–R1425. doi:10.1152/ajpregu.00187.2010

2. Gabay C, Kushner I. 1999 Acute-phase proteins and systemic responses to inflammation. New Eng. J. Med. 340, 448–454. doi:10.1056/NEJM199902133400601

3. LeGrand EK, Alcock J. 2012 Turning up the heat: immune brinkmanship in the acute-phase response. Q. Rev. Biol. 87, 3–18. doi:10.1086/639496

4. Day JD, LeGrand EK. 2015 Synergy of local, regional, and systemic non-specific stressors for host defense against pathogens. J. Theor. Biol. 367, 39–48. doi:10.1016/j.jtbi.2014.11.013

5. Medzhitov R, Schneider DS, Soares MP. 2012 Disease tolerance as a defense strategy. Science 335, 936–941. doi:10.1126/science.1214935

6. Heimlich HJ. 1990 Should we try malariatherapy for Lyme disease? New Eng. J. Med. 322, 1234–1235.

7. Tsung K, Norton JA. 2006 Lessons from Coley’s. Toxins. Oncol. 15, 25–28. doi:10.1016/j.jtbi.2006.05.002

8. Hasday JD, Thompson C, Singh IS. 2014 Fever, immunity, and molecular adaptations. Compr. Physiol. 4, 109–148. doi:10.1002/cphy.c130019

9. Evans SS, Repasky EA, Fisher DT. 2015 Fever and the thermal regulation of immunity: the immune system feels the heat. Nat. Rev. Immunol. 15, 335–349. doi:10.1038/nri4934

10. Lauber K, Bix N, Ernst A, Hennel R, Krombach J, Anders H, Belka C. 2015 Targeting the heat shock response in combination with radiotherapy: sensitizing cancer cells to irradiation-induced cell death and heating up their immunogenicity. Cancer Lett. 368, 209–229. doi:10.1016/j.canlet.2015.02.047

11. Chen Z, Ostrolak EA, Tu BP, Mikhail SL. 2007 Restriction of DNA replication to the reductive phase of the metabolic cycle protects genome integrity. Science 316, 1916–1919. doi:10.1126/science.1140958

12. Kultz D. 2005 Molecular and evolutionary basis of the cellular stress response. Annu. Rev. Physiol 67, 225–257. doi:10.1146/annurev.physiol.67.040403.103635

13. Hildebrandt B, Wust P, Ahlers D, Dieing A, Sreenivasa G, Kerner T, Felix R, Riess H. 2002 The cellular and molecular basis of hyperthermia. Crit. Rev. Oncol./Hematol. 43, 33–56. doi:10.1016/S1040-8328(01)00179-2

14. Armbrug K, Kienstein-Miles J. 2014 Interrelation between protein synthesis, proteostasis and life span. Curr. Genomics 15, 66–75. doi:10.2174/138920291566140210210542

15. Devey WC. 1989 Failla Memorial Lecture. The search for critical cellular targets damaged by heat. Radiat. Res. 120, 191–204. doi:10.2307/3577707

16. West AP, Shadel GS, Ghosh S. 2011 Mitochondria in innate immune responses. Nat. Rev. Immunol. 11, 389–402. doi:10.1038/nri2975

17. Tobler M, Bullen C, Healey M, Wilson M, Olsson M. 2015 Oxidant trade-offs in immunity: an experimental test in a lizard. PloS ONE 10, e0126155. doi:10.1371/journal.pone.0126155

18. Costantini D, Moller AP. 2009 Does immune response cause oxidative stress in birds? A meta-analysis. Comp. Biochem. Phys. A 153, 339–344. doi:10.1016/j.cbpa.2009.01.010

19. Sorci G, Faille B. 2009 Inflammation and oxidative stress in vertebrate host–parasite systems. Phil. Trans. R. Soc. B 364, 71–83. doi:10.1098/rstb.2008.0151

20. Talukder JR, Boyd B, Griffin A, Jaima A, Rajendran VM. 2013 Inflammatory cytokine TNF-α inhibits Na+-glutamine cotransport in intestinal epithelial cells. Can. J. Physiol. Pharmacol. 91, 275–284. doi:10.1139/cjpp-2011-0488

21. Tredgett EE, Yu YM, Zhong S, Burini R, Okusawa S, Gelfand J, Dinarello CA, Young VR, Burke JF. 1988 Role of interleukin 1 and tumor necrosis factor on energy metabolism in rabbits. Am. J. Physiol. 255, E760–E768.

22. Engelmann B, Masberg S. 2013 Thermobiosis as an intravascular effector of innate immunity. Nat. Rev. Immunol. 13, 34–45. doi:10.1038/nri3345

23. Saadi S, Wrenshall LE, Platt JL. 2002 Regional manifestations and control of the immune system. FASEB J. 16, 849–856. doi:10.1096/fj.01-0690hyp

24. Marx JJ. 2002 Iron and infection: competition between host and microbes for a precious element. Best. Pract. Res. Clin. Haematol. 15, 411–426. doi:10.1016/S1521-6926(02)00001-0

25. Weinberg ED. 2009 Iron availability and infection. Biochem. Biophys. Acta 1790, 600–605. doi:10.1016/j.bbagen.2008.07.002

26. Cellier MF, Courville P, Campion C 2007 Nmp1 phagocyte intracellular metal withdrawal defense. Microbes Infect. 9, 1662–1670. doi:10.1016/j.micinf.2007.09.006

27. Kehl-Fie TE, Skaar EP. 2010 Nutritional immunity beyond iron: a role for manganese and zinc.Curr. Opin. Chem. Biol. 14, 218–224. doi:10.1016/j.cbpa.2009.11.008

28. Botella H et al. 2011 Mycobacterial (1)-type ATPases mediate resistance to zinc poisoning in human macrophages. Cell Host Microbe 10, 248–259. doi:10.1016/j.chom.2011.08.006

29. Ostberg JR, Kaplan KC, Repasky EA. 2002 Induction of stress proteins in a panel of mouse tissues.

Authors’ contributions. Both E.K.L. and J.D.D. developed the concepts, and E.K.L. primarily wrote the text.

Competing interests. We declare we have no competing interests.

Funding. We received no funding for this study.

Acknowledgements. We appreciate the helpful comments of Nicole Mideo and Joe Alcock on an earlier draft.
by fever-range whole body hyperthermia. *Int. J. Hypertherm.* **18**, 552 – 562. (doi:10.1080/02656730210166168)

30. Tulapakkar ME, Aseigbue BE, Singh IS, Hasday JD. 2009 Hyperthermia in the febrile range induces HSP72 expression proportional to exposure temperature but not to HSF-1 DNA-binding activity in human lung epithelial A549 cells. *Cell Stress Chaperon.* **14**, 499 – 508. (doi:10.1007/s12192-009-0103-3)

31. Jung H. 1986 A generalized concept for cell killing by heat. *Radiat. Res.* **106**, 56 – 72. (doi:10.2307/3576565)

32. Finch CE, Morgan TE, Longo VD, de Magalhaes JP. 2003 Mitochondrial uncoupling protein 2 mediates temperature heterogeneity in atherosclerotic plaques. *Cardiovasc. Res.* **77**, 425 – 431. (doi:10.1093/cvr/cvm003)

33. Cassells W et al. 1996 Thermal detection of cellular infiltrates in living atherosclerotic plaques: possible implications for plaque rupture and thrombosis. *Lancet* **347**, 1447 – 1451. (doi:10.1016/S0140-6736(96)96684-0)

34. Madjid M, Willerson JT, Cassells W. 2006 Intracoronary thermography for detection of high-risk vulnerable plaques. *J. Am. Coll. Cardiol.* **47**, C80 – C85. (doi:10.1016/j.jacc.2005.11.050)

35. Kluger MJ, Rothenburg BA. 1979 Fever and reduced iron: their interaction as a host defense response to bacterial infection. *Science* **203**, 374 – 376. (doi:10.1126/science.760197)

36. Freeman ML, Raaport HP, Hopwood LE, Dewey WC. 1980 The effect of pH on cell lethality induced by hyperthermic treatment. *Cancer* **45**, 2291 – 2300. (doi:10.1002/1097-0142(19800505)45:9<2291::AID-CRC282450912-3.0.CO;2-X>)

37. Hasday JD, Fairchild KD, Shanholtz C. 2000 The role of fever in the infected host. *Microbes Infect.* **2**, 1891 – 1904. (doi:10.1051/ mi:2000526)

38. Zhang J, Koh J, Lu J, Thiel S, Leong BSH, Sethi S, He CYX, Ho B, Ding JL. 2009 Local inflammation induces complement crosstalk which amplifies the antimicrobial response. *PLoS Pathog.* **5**, e1000282. (doi:10.1371/journal.ppat.1000282)

39. Walsmey SR, Chilvers ER, Whyte MK. 2009 Hypoxia. Hypoxia, hypoxia inducible factor and myeloid cell function. *Arthritis Res. Ther.* **11**, 219. (doi:10.1186/ar2632)

40. Afonso A, Macedo PM, Ellis AE, Silva MT. 2000 Glycogen granules in resting and inflammatory rainbow trout phagocytes—an ultrastructural study. *Dis. Aquat. Organ.* **42**, 101 – 110. (doi:10.3354/dao042101)

41. Scott RB, Cooper LW. 1974 Leukocyte glycogen response in inflammatory exudates. *Br. J. Haematol.* **26**, 485 – 496. (doi:10.1111/j.1365-2141.1974.tb04990.x)

42. Calder PC, Dimitriadis G, Newsholme P. 2007 Glucose metabolism in lymphoid and inflammatory cells and tissues. *Curr. Opin. Clin. Nutr. Metab. Care* **10**, 531 – 540. (doi:10.1097/MCO.0b013e328e27e4ad)

43. Maratou E, Dimitriadis G, Kollissi A, Bouati E, Lambadari V, Mitrou P, Raptis SA. 2007 Glucose transporter expression on the plasma membrane of resting and activated white blood cells. *Eur. J. Clin. Invest.* **37**, 282 – 290. (doi:10.1111/j.1365-2362.2007.01786.x)

44. Murphy C, Newsholme P. 1998 Importance of glucose metabolism in murine macrophages and human monocytes to α-arginine biosynthesis and rates of nitrite or urea production. *Clin. Sci. (Lond.)* **95**, 397 – 407. (doi:10.1042/cs950397)

45. Schapira RM, Wiessner JH, Monroy JF, Almengo UA, Nelin LD. 1998 α-arginine uptake and metabolism by lung macrophages and neutrophils following intratracheal instillation of silica in vivo. *Am. J. Respir. Cell Mol. Biol.* **19**, 308 – 315. (doi:10.1165/ajrb.19.2.82184)

46. Borregaard N, Herlin T. 1982 Energy metabolism of human neutrophils during phagocytosis. *J. Clin. Invest.* **70**, 550 – 557. (doi:10.1172/JCI110647)

47. Newsholme P, Costa Rosa LE, Newsholme EA, Curi R. 1996 The importance of fuel metabolism to macrophage function. *Cell Biochem. Funct.* **14**, 1 – 10. (doi:10.1002/cbf.644)

48. Rodriguez-Prados JC, Traves PG, Cuenca J, Rico D, Aragonés I, Martin-Sanz P, Cascante M, Boscá L. 2010 Substrate fate in activated macrophages: a comparison between innate, classic, and alternative activation. *J. Immunol.* **185**, 605 – 614. (doi:10.4049/jimmunol.0901698)

49. Vander Heiden MG, Cantley LC, Thompson CB. 2009 Understanding the Warburg effect: the metabolic requirements of cell proliferation. *Science* **324**, 1029 – 1033. (doi:10.1126/science.116009)

50. Bever VM, Crichtfield CA, Bradford PH, Botstein D, Rabinowitz JD. 2010 Growth-limiting intracellular metabolites in yeast growing under diverse nutrient requirements of cell proliferation. *Mol. Biol. Cell** **21**, 198 – 211. (doi:10.1091/mbc.E09-07-0957)

51. Forchhammer K. 2007 Glutamine signalling in vertebrates. *J. Exp. Biol.* **210**, 552 – 562. (doi:10.1242/jeb.02371)

52. Ashley NT, Weil NM. 2012 Inflammation: mechanisms, costs, and natural variation. *Annu. Rev. Ecol. Evol. Syst.* **43**, 385 – 406. (doi:10.1146/annurev-ecolsys-040212-092530)

53. Bone RC, Grodzin CJ, Balk RA. 1997 Septis: a new hypothesis for pathogenesis of the disease process. *Chest* **112**, 235 – 243. (doi:10.1378/chest.112.1.235)

54. De Jong HK, van der Poll T, Wiersinga WJ. 2010 The systemic pro-inflammatory response in sepsis. *J. Infecte Immun.* **2**, 422 – 430. (doi:10.1111/j.1365-0031.2008.01626.x)

55. Garcia-Barrios A, Gascon S, Rodriguez-Yoldi MJ. 2013 The effect of cytokines on intestinal sugar absorption during sepsis in rabbits. *Res. Vet. Sci.* **95**, 480 – 482. (doi:10.1016/j.resv.2013.06.015)

56. Owen-Asley NT, Wingfield JC. 2006 Seasonal modulation of sickness behavior in free-living northwestem song sparrows (Melospiza melodia morhina). *J. Exp. Biol.* **209**, 3062 – 3070. (doi:10.1242/jeb.02371)

57. Straub RH, Cutolo M, Buttgereit F, Pongratz G. 2010 Energy regulation and neuropeptide–immune control in chronic inflammatory diseases. *J. Intern. Med.* **267**, 543 – 560. (doi:10.1111/j.1365-2796.2010.02218.x)