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Abstract. Filling invariants are measurements of a metric space describing the behaviour of isoperimetric inequalities. In this article we examine filling functions and higher divergence functions. We prove for a class of stratified nilpotent Lie groups that in the low dimensions the filling functions grow as fast as the ones of the Euclidean space and in the high dimensions slower than the filling functions of the Euclidean space. We do this by developing a purely algebraic condition on the Lie algebra of a stratified nilpotent Lie group. Further, we find a sufficient criterion for such groups to have a filling function in a special dimension with faster growth as the appropriate filling function of the Euclidean space. Further we bound the higher divergence functions of stratified nilpotent Lie groups.

1 Introduction

Filling invariants of metric spaces measure the difficulty of finding admissible fillings of given boundaries. These invariants are of interest in geometric group theory because their asymptotic growth rates describe the large scale geometry of a metric space.

the first of these invariants we are interested in are the filling functions. They measure the difficulty to fill Lipschitz cycles by Lipschitz chains. In the case of the Euclidean space the \((m+1)\)th filling function grows like \(\ell^{\frac{m+1}{m}}\). Similar, Wenger proved that the \((m+1)\)th filling function of a Hadamard space does not grow faster than \(\ell^{\frac{m+1}{m}}\) (see [29]). And more explicit, Leuzinger showed in the case of symmetric spaces of non-compact type the \((m+1)\)th filling function grows exactly as \(\ell^{\frac{m+1}{m}}\) as long as \(m\) is smaller than the rank of the symmetric space and it grows linearly in the dimensions above (see [18]).

The second family of filling invariants we are interested in are the higher divergence functions. They measure the difficulty to fill an outside an \(r\)-ball lying Lipschitz cycle with an outside a \(\rho r\)-ball, \(0 < \rho \leq 1\), lying Lipschitz chain. For them the situation is much the same as in the case of the filling functions: Their behaviour is well understood for non-positively curved spaces (see for example [4], [17], [30]).

So, leaving the world of non-positively curved spaces suggests itself for finding new interesting results. As strictly positively curved spaces are of bounded diameter and so quasi-isometric to points, one has to look at spaces with the whole spectrum of curvature. A rich class of such spaces form the nilpotent Lie groups. These Lie groups have all three types of curvature in every point (see Wolf [32]). Burillo and Young computed the filling functions of the complex Heisenberg Groups (see [5], [34] and [35]). One of the in the proof mainly used properties of these groups is that their Lie algebras allow gradings. This property generalises to the class of stratified nilpotent Lie groups.

We show that such stratified nilpotent Lie groups are suitable to apply the techniques of Burillo and Young, if their Lie algebras satisfy a purely algebraic condition. So we prove a similar division of Euclidean, super- and sub-Euclidean growth of the filling functions of such stratified nilpotent Lie groups as in the case of the complex Heisenberg Groups. As application, we will see that the Heisenberg Groups over the Hamilton quaternions and over the octonions satisfy the conditions for our theorems.

The results presented in this paper were part of the the author’s dissertation [14] at the Karlsruhe Institute of Technology.
2 Preliminaries

In this section we collect some of the concepts, facts and notation which will be used in this paper.

Filling functions

Filling invariants measure the difficulty to fill a given boundary. The \((m+1)\text{th} \) filling function does this by describing the difficulty of filling Lipschitz \(m\)-cycles by Lipschitz \((m+1)\)-chains.

Let \(X\) be a metric space and \(m \in \mathbb{N}\). We denote by \(H^m\) the \(m\)-dimensional Hausdorff-measure of \(X\). The \(m\)-dimensional volume of a subset \(A \subset X\) is \(\text{vol}_m(A) := H^m(A)\). Further we denote by \(\Delta^m\) the \(m\)-simplex equipped with an Euclidean metric.

**Definition.** A Lipschitz \(m\)-chain \(a\) in \(X\) is a (finite) formal sum \(a = \sum z_j \alpha_j\) of Lipschitz maps \(\alpha_j : \Delta^m \to X\) with coefficients \(z_j \in \mathbb{Z}\).

The boundary of a Lipschitz \(m\)-chain \(a = \sum z_j \alpha_j\) is defined as the Lipschitz \((m-1)\)-chain

\[
\partial a = \sum_j (z_j \sum_{i=0}^m (-1)^i \alpha_j|\Delta^m_i)
\]

where \(\Delta^m_i\) denotes the \(i\)th face of \(\Delta^m\).

A Lipschitz \(m\)-chain \(a\) with zero-boundary, i.e. \(\partial a = 0\), is called a Lipschitz \(m\)-cycle.

A filling of a Lipschitz \(m\)-cycle \(a\) is a Lipschitz \((m+1)\)-chain \(b\) with boundary \(\partial b = a\).

We define the mass of a Lipschitz \(m\)-chain \(a\) as the total volume of its summands:

\[
\text{mass}(a) := \sum_j z_j \text{vol}_m(\alpha_j(\Delta^m))
\]

If \(X\) is a Riemannian manifold, the volume of such a summand is given by \(\text{vol}_m(\alpha_j(\Delta^m)) = \int_{\Delta^m} J_{\alpha_j} \, d\lambda\), where \(d\lambda\) denotes the \(m\)-dimensional Lebesgue-measure and \(J_{\alpha_j}\) is the jacobian of \(\alpha_j\). This is well defined, as Lipschitz maps are, by Rademacher’s Theorem, almost everywhere differentiable.

Given a \(m\)-cycle, one is interested in the best possible filling of it, i.e. the filling with the smallest mass. To deduce a property of the space \(X\), one varies the cycle and examines how large the ratio of the mass of the optimal filling and the mass of the cycle can get. This leads to the filling functions:

**Definition.** Let \(n \in \mathbb{N}\) and let \(X\) be a \(n\)-connected metric space. For \(m \leq n\) the \((m+1)\text{th} \) filling function of \(X\) is given by

\[
F_{X}^{m+1}(l) = \sup \inf \text{mass}(b) \quad \forall l \in \mathbb{R}^+,
\]

where the infimum is taken over all \((m+1)\)-chains \(b\) with \(\partial b = a\) and the supremum is taken over all \(m\)-cycles \(a\) with \(\text{mass}(a) \leq l\).

As our main interest lies in the large scale geometry of the space \(X\), the exact description of the filling functions is of less importance to us. Indeed we only look at the asymptotic growth rate of this functions. We do this by the following equivalence relation, which makes the growth rate of the filling functions an quasi-isometry invariant.

**Definition.** Let \(f, g : \mathbb{R}^+ \to \mathbb{R}^+\) be functions. Then we write \(f \preceq g\) if there is a constant \(C > 0\) with

\[
f(l) \leq C g(Cl) + Cl + C \quad \forall l \in \mathbb{R}^+.
\]

If \(f \preceq g\) and \(g \preceq f\) we write \(f \sim g\). This defines an equivalence relation.
We read this notation \( f \preceq g \) as “\( f \) is bounded from above by \( g \)” respectively “\( g \) is bounded from below by \( f \)” according whether we are more interested in \( f \) or \( g \).

**Proposition 2.1** (see for example [33, Lemma 1]). Let \( X \) and \( Y \) be \( n \)-connected metric spaces. Then holds:

\[
X \text{ quasi-isometric to } Y \Rightarrow F_{X}^{j+1} \sim F_{Y}^{j+1} \quad \forall j \leq n.
\]

Let’s look at the example of the filling functions of the \( n \)-dimensional Euclidean space.

**Example** (see [9]). The filling functions of the Euclidean space \( \mathbb{R}^n \) are

\[
F_{\mathbb{R}}^{j+1}(l) \sim \frac{1}{j+1} \quad \text{for } j \leq n - 1.
\]

This enables us to use the terms *Euclidean, sub-Euclidean* respectively *super-Euclidean filling function* for filling functions with the same, strictly slower respectively strictly faster growth rate than \( l^{\frac{1}{j+1}} \).

**Higher divergence functions**

Another family of filling invariants are the *higher divergence functions*. They examine the asymptotic geometry of a space by studying quantitatively the topology at infinity. Roughly speaking, they measure the difficulty to fill an outside an \( r \)-ball lying \( m \)-cycle with an outside a \( \rho r \)-ball lying \((m + 1)\)-chain (for some \( 0 < \rho \leq 1 \)).

Let \( X \) be a simply connected metric space with basepoint \( o \in X \) and \( r > 0 \). We call a Lipschitz chain \( a \) in \( X \) \( r \)-avoidant, if \( \text{image}(a) \cap B_r(o) = \emptyset \).

![Figure 1: An \( r \)-avoidant cycle \( a \) with a \( \rho r \)-avoidant filling (compare [4]).](image)

One now wants to fill \( r \)-avoidant cycles by (nearly) \( r \)-avoidant chains. To do this, we need the cycle to be a boundary. In contrast to the case of the filling functions, here it doesn’t suffice that \( X \) is highly connected as the avoidant-condition can be imagined as deleting the \( r \)-ball around the basepoint. This leads to the following definition:
**Definition.** For $0 < \rho \leq 1$ we call $X (\rho, n)$-acyclic at infinity, if every $r$-avoidant Lipschitz $j$-cycle $a$ has a $pr$-avoidant filling for all $0 \leq j \leq n$, i.e. there is a $pr$-avoidant Lipschitz $(j + 1)$-chain $b$ with $\partial b = a$. The divergence dimension $\text{divdim}(X)$ of $X$ is the largest integer $n$, such that $X$ is $(\rho, n)$-acyclic at infinity for some $\rho$.

It can be easily seen, that the divergence dimension is always smaller than $\dim X - 2$, as there are $(\dim X - 2)$-cycles homotopic to the boundary of the $r$-ball $B_r(o)$ around $o$. These cycles, of course, are not boundaries of chains in $X \setminus B_r(o)$.

In the following let $m$ be always less or equal to the divergence dimension of $X$.

The following definition contains some technical parameters, which provide the tolerance needed to make the growth type of higher divergence functions a quasi-isometry invariant.

**Definition.** For $0 < \rho \leq 1$ and $\alpha > 0$ we set

$$\text{div}_{\rho, \alpha}^m(r) := \sup_a \text{div}_{a, \rho}^m(a, \alpha r^m) := \sup_a \inf_b \text{mass}(b) \quad \forall r \in \mathbb{R}^+,$$

where the infimum is taken over all $pr$-avoidant $(m + 1)$-chains $b$ with $\partial b = a$ and the supremum is taken over all $r$-avoidant $m$-cycles $a$ with $\text{mass}(a) \leq \alpha r^m$.

Then the $m^{th}$-divergence function of $X$ is the 2-parameter family

$$\text{Div}^m(X) := \{\text{div}_{\rho, \alpha}^m\}_{\rho, \alpha}.$$

Above we asked $m$ to be less or equal to the divergence dimension. Alternatively one could set the infimum over the empty set as $\infty$. In this case, the divergence dimension is the biggest number $n \in \mathbb{N}$, such that there is an $\rho \in (0, 1]$ with $\text{div}^j_{\rho, \alpha} < \infty$ for all $j \leq n$.

The functions $\text{div}^m_{\rho, \alpha}$ are very explicit in terms of the metric. For example if one scales the metric by a constant $c > 0$ the functions will scale to $\text{div}^m_{\rho, \alpha}(c \cdot)$. As we are mostly interested in the asymptotic behaviour, we look at the equivalence classes of the higher divergence functions $\text{Div}^m(X)$ under the below defined equivalence relation for special 2-parameter families of functions. This makes the equivalence class of $\text{Div}^m(X)$ an quasi-isometry invariant.

**Definition.**

a) A positive 2-parameter $m$-family is a 2-parameter family $F = \{f_{s, t}\}$ of functions $f_{s, t} : \mathbb{R}^+ \rightarrow \mathbb{R}^+$, indexed over $0 < s \leq 1, t > 0$, together with a fixed integer $m$.

b) Let $m \in \mathbb{N}$ and let $F = \{f_{s, t}\}$ and $H = \{h_{s, t}\}$ be two positive 2-parameter $m$-families, indexed over $0 < s \leq 1, t > 0$.

Then we write $F \preceq H$, if there exists thresholds $0 < s_0 \leq 1$ and $t_0 > 0$, as well as constants $L, M \geq 1$, such that for all $s \leq s_0$ and all $t \geq t_0$ there is a constant $A \geq 1$ with

$$f_{s, t}(x) \leq Ah_{Ls, Mt}(Ax + A) + O(x^m).$$

If both $F \preceq H$ and $H \preceq F$, so we write $F \sim H$. This defines an equivalence relation.

We read this notation $F \preceq H$ as “$F$ is bounded from above by $H$” respectively “$H$ is bounded from below by $F$” depending on whether we are more interested in $F$ or $H$.

A special case is that of a positive 2-parameter $m$-family $F = \{f_{s, t}\}_{s, t}$ bounded from above (or below) by a constant positive 2-parameter $m$-family $H$, i.e. $H = \{h\}_{s, t}$. This means that all functions $f_{s, t}$ are
bounded from above (or below) by the same growth type. As this will often appear in the following, we just write \( h \) for the constant positive 2-parameter \( m \)-family \( \{h\}_{s,t} \).

From now on we consider \( \text{Div}^m(X) \) as positive 2-parameter \( m \)-family, indexed by \( \rho \) and \( \alpha \).

The relation "\( \leq \)" (and consequently "\( \sim \)"") only captures the asymptotic behaviour of the functions for \( r \to \infty \): Let \( h : \mathbb{R}_+ \to \mathbb{R}_+ \) be an increasing function. If \( B \geq 1 \) and \( \text{div}^m_{\rho,\alpha}(B) \leq h(B) \) then \( \text{div}^m_{\rho,\alpha}(r) \leq B \cdot h(B + Br) \) for all \( r \leq B \), because both sides are increasing. So we need to examine the relation "\( \leq \)" (and consequently "\( \sim \)"") only for \( r \) larger than an arbitrary constant \( B = B(\rho,\alpha) \geq 1 \).

The proof of the following proposition can be found in [1, Prop. 2.2]. It uses the fact that one can vary the parameter \( \rho \) by multiplying the constant \( L \) in the equivalence relation and that the constant \( A \) is chosen after the parameters \( \rho \) and \( \alpha \)(at this point there is an error in the appropriate definition of equivalence in [1]).

**Proposition 2.2.** Let \( n \in \mathbb{N} \) and let \( X,Y \) be metric spaces with basepoints and let \( \text{divdim}(X) \geq n \) and \( \text{divdim}(Y) \geq n \). Then holds:

\[
X \text{ quasi-isometric to } Y \implies \text{Div}^j(X) \sim \text{Div}^j(Y) \quad \forall j \leq n.
\]

Again we look at the example of the \( n \)-dimensional Euclidean space and its higher divergence functions.

**Example** (see [1]). The higher divergence functions of the Euclidean space \( \mathbb{R}^n \) are

\[
\text{Div}^n_{\mathbb{R}^n}(r) \sim r^{j+1} \quad \text{for} \quad j \leq n - 2 = \text{divdim}(\mathbb{R}^n).
\]

As in the case of the filling functions, this enables us to use the terms *Euclidean, sub-Euclidean* respectively *super-Euclidean* \( j^{th} \)-divergence for \( j^{th} \)-divergence functions with the same, strictly slower respectively strictly faster growth rate than \( r^{j+1} \).

**Filling invariants for integral currents**

We will use integral currents to prove our results for the filling invariants for Lipschitz chains. In order to do this, we modify already existing results concerning filling invariants for integral currents. So we have to introduce isoperimetric inequalities for integral currents. This is mainly done by replacing the words ‘Lipschitz chain’ by ‘integral current’ in the respective definitions of filling functions.

For an elaborated introduction to integral currents see [2].

We denote the set of \( m \)-dimensional integral currents on a complete metric space \( X \) by \( I_m(X) \).

**Definition.** Let \( X \) be a complete metric space and let \( m \in \mathbb{N} \). Then \( X \) satisfies an isoperimetric inequality of rank \( \delta \) for \( I_m(X) \), if there is a constant \( C > 0 \), such that for every integral current \( T \in I_m(X) \) with \( \partial T = 0 \), there exists an integral current \( S \in I_{m+1}(X) \) with \( \partial S = T \) and

\[
M(S) \leq C \cdot M(T)^\delta.
\]

**Stratified nilpotent Lie groups**

A Lie group \( G \) with Lie algebra \( \mathfrak{g} \) is called *nilpotent*, if its lower central series

\[
G = G_1 \triangleright G_2 \triangleright G_3 \triangleright \ldots \quad \text{with} \quad G_{j+1} = [G,G_j]
\]
determines to the trivial group in finitely many steps. Here the bracket $[G,G_j]$ denotes the commutator group, i.e. the group generated by all commutators of elements of $G$ and $G_j$. This condition is equivalent to the condition that the lower central series of the Lie algebra $g$
olinebreak $= g_1 \geq g_2 \geq g_3 \geq \ldots$ with $g_{j+1} = [g,g_j]$ determines in finitely many steps to the null-space. Here the bracket $[g,g_j]$ denotes the linear subspace of $g$ generated by all brackets of elements of $g$ and $g_j$. In both cases the minimal number of steps in the lower central series needed to arrive at the trivial group or at the null-space, respectively, is the same, say $d$. It is called the degree of nilpotency of $G$ and $g$. For brevity we call a nilpotent Lie group of nilpotency degree $d$ in the following short $d$-step nilpotent Lie group.

Our main concern is for a special class of nilpotent Lie groups, the stratified nilpotent Lie groups. Their advantage is, that they additionally admit a family of self-similarities which are automorphisms. Further these self-similarities have nice properties concerning left-invariant (sub-)Riemannian metrics on the group.

**Definition.** A stratified nilpotent Lie group is a simply connected $d$-step nilpotent Lie group $G$ with Lie algebra $g$ together with a grading $g = V_1 \oplus V_2 \oplus \ldots \oplus V_d$ with $[V_1,V_j] = V_{1+j}$ where $V_m = 0$ if $m > d$.

For example, every simply connected 2-step nilpotent Lie group $G$ is such a stratified nilpotent Lie group with grading $g = V_1 \oplus [g,g]$, where $V_1$ is isomorphic to $g/[g,g]$.

Recall that on a Lie group $G$ any two left-invariant Riemannian metrics are equivalent. This means, if $g$ and $g'$ are left-invariant Riemannian metrics on $G$, then there is a constants $L > 0$, such that

$$\frac{1}{L} \cdot g \leq g' \leq L \cdot g.$$  

From this it follows directly, that $(G,g)$ and $(G,g')$ are quasi-isometric. So for our purpose to understand the asymptotic geometry of $G$, both metrics lead to the same results. Therefore it doesn’t matter which left-invariant Riemannian metric we choose.

Most of time in which we will work explicitly with the Riemannian metric, we will choose, for technical reasons, a left-invariant Riemannian metric such that $V_i$ is orthogonal to $V_j$ whenever $i \neq j$. We call such a metric fitting to the grading.

Now we can introduce the above mentioned self-similarities on a stratified nilpotent Lie group.

**Definition.** Let $G$ be a stratified nilpotent Lie group with grading $g = V_1 \oplus \ldots \oplus V_d$ of its Lie algebra. For every $t > 0$ we define the map

$$\hat{s}_t : g \rightarrow g$$

$$\hat{s}_t(v_j) : = t^j v_j \quad \text{for} \quad v_j \in V_j.$$  

As $\hat{s}_t$ is an automorphism of the Lie algebra, there is an uniquely determined automorphism $s_t : G \rightarrow G$ of the Lie group $G$ with $L(s_t) := d_e s_t = \hat{s}_t$. We call this automorphism $s_t$ scaling automorphism.

The elements of the first layer $V_1$ are called horizontal. As they are scaled least of all elements of the Lie algebra $g$, they play an outstanding role.

**Definition.**

a) Let $M$ be a Riemannian manifold, $G$ be a stratified nilpotent Lie group and $f : M \rightarrow G$ be a Lipschitz map.
Then $f$ is horizontal, if all the tangent vectors of its image lie in the subbundle

$$
\mathcal{H} := \bigcup_{g \in G} dL_g V_1
$$

of the tangent bundle of $G$.

b) Let $X$ be a simplicial complex and $f : X \to G$ be a Lipschitz map. Then $f$ is $m$-horizontal, if $f$ is horizontal on the interior of all $j$-simplices, $j \leq m$, of $X$.

**Lemma 2.3** (see [6, 2.2.1]). Let $G$ be a stratified nilpotent Lie group.

a) To be horizontal is a left-invariant property, i.e. if $f$ is a horizontal map, then $L_g \circ f$ is a horizontal map for all $g \in G$.

b) To be horizontal is invariant under scaling automorphisms, i.e. if $f$ is a horizontal map, then $s_t \circ f$ is a horizontal map for all $t > 0$.

We now equip $G$ with a left-invariant Riemannian metric $g$ fitting to the grading of $\mathfrak{g}$ with associated length metric $d_g$. Then we get the following scaling estimates:

$$
\begin{align*}
    d_g(s_t(p), s_t(q)) \begin{cases} 
    \leq t \cdot d_g(p, q) & \text{for } t \leq 1 \\
    \geq t \cdot d_g(p, q) & \text{for } t \geq 1
    \end{cases} \quad \forall p, q \in G.
\end{align*}
$$

In the above inequalities holds equality in both cases if and only if the distance of $p$ and $q$ is realised by a piecewise horizontal path. So we get in this special case:

$$
d_g(s_t(p), s_t(q)) = t \cdot d_g(p, q) \quad \forall t > 0.
$$

This leads to the following important property:

**Corollary 2.4.** Let $G$ be a stratified nilpotent Lie group with Riemannian metric $g$ fitting to the grading of $\mathfrak{g}$ and let $a$ be a horizontal Lipschitz $m$-chain in $(G, d_g)$. Further let $t > 0$ and $s_t : G \to G$ be a scaling automorphism. Then holds:

$$
\text{mass}(s_t(a)) = t^m \cdot \text{mass}(a).
$$

On a stratified nilpotent Lie group there is another interesting metric. It is called the Carnot-Carathéodory metric. It is the left-invariant sub-Riemannian metric $d_c$ induced by $\mathcal{H}$. This means it is the length metric defined by the length with respect to the Riemannian metric $g$ of horizontal curves:

$$
d_c(p, q) := \inf \{ \text{Length}(c) \mid c \text{ piecewise horizontal curve with } c(0) = p, c(1) = q \}
$$

A stratified nilpotent Lie group equipped with its Carnot-Carathéodory metric is called a Carnot group. For the Carnot-Carathéodory metric, the nicest possible scaling behaviour holds:

$$
d_c(s_t(p), s_t(q)) = t \cdot d_c(p, q) \quad \forall p, q \in G.
$$

The Carnot-Carathéodory metric is a length metric using the same length functional as the Riemannian distance. Further is the class of admissible curves a subset of all the piecewise smooth curves which are admissible for the Riemannian distance. So we get the following relation between the two metric spaces $(G, d_c)$ and $(G, d_g)$, which later will become important:

**Lemma 2.5.** Let $G$ be a stratified nilpotent Lie group with left-invariant Riemannian metric $g$ and associated length metric $d_g$ and induced Carnot-Carathéodory metric $d_c$. Then the identity map

$$
\iota : (G, d_c) \to (G, d_g), \ x \mapsto x
$$
is 1-Lipschitz, i.e.
\[ d_g(x, y) \leq d_r(x, y) \quad \text{for all } x, y \in G. \]

In the following definition we look more analytically at \( V_1 \), such that we can define certain possible properties of subspaces of \( V_1 \). Later the presence of these properties will be very useful.

**Definition.** Let \( G \) be a stratified nilpotent Lie group of dimension \( n \) with Lie algebra \( \mathfrak{g} \). Let \( \mathcal{H} \) be the horizontal distribution induced by the first layer \( V_1 \). Further let \( n_1 = \dim V_1 \). Then this distribution can be described as the set of common zeros of a set of 1-forms \( \{\eta_1, ..., \eta_{n-n_1}\} \). These forms induce a (vector-valued) form
\[ \Omega = (\omega_1, ..., \omega_{n-n_1}) : \Lambda^2 V_1 \to \mathfrak{g}/V_1 \cong \mathbb{R}^{n-n_1}, \]
the curvature form, where the \( \omega_i \) denote the differentials \( \omega_i := d\eta_i \) for \( i = 1, ..., n - n_1 \).

Let \( \sigma_{ij} \in \mathbb{R}^{(n-n_1)\times k} \). For a \( k \)-dimensional subspace \( S \subset V_1 \) consider the system of equations
\[ \omega_i(\xi, X_j) = \sigma_{ij} \quad i = 1, ..., n - n_1 \text{ and } j = 1, ..., k \]
where \( \{X_j\} \) is a basis of \( S \).

Then \( S \) is called \( \Omega \)-regular, if for any \( (\sigma_{ij}) \in \mathbb{R}^{(n-n_1)\times k} \) the system of equations has a solution \( \xi \in V_1 \).

Further a subspace \( S \subset V_1 \) is called \( \Omega \)-isotropic, if \( \Omega \) restricted to \( \Lambda^2 S \) is the zero form.

Let \( b_1, ..., b_n \) be a basis of the Lie algebra \( \mathfrak{g} \), such that \( b_1, ..., b_{n_1} \) span the first layer \( V_1 \). Then one can choose the 1-forms \( \eta_i \) as the dual forms of the remaining basis vectors \( b_{n_1+1}, ..., b_n \):
\[ \eta_i = b^*_i n_{i+1} \quad i \in \{1, ..., n-n_1\}. \]

Using the formula
\[ (p+1)!(d\gamma)(X_0, ..., X_p) = \sum_{i<j} (-1)^{i+j+1} \gamma([X_i, X_j], X_0, ..., \hat{X}_i, ..., \hat{X}_j, ..., X_p) \]
for the differential of a left-invariant \( p \)-form \( \gamma \), one gets
\[ \omega_i(X_0, X_1) = \frac{1}{2} b^*_i n_{i+1}([X_0, X_1]). \]

So we see, that an \( \Omega \)-isotropic subspace \( S \) is nothing else than an abelian Lie sub-algebra, which is totally contained in the first layer \( V_1 \) of the Lie algebra.

Further we can interpret the property “\( \Omega \)-regular”, as something like in general position.

We close this section mentioning two important properties of Carnot groups:

**Proposition 2.6 (see [24]).** Let \( G \) be a stratified nilpotent Lie group equipped with a left-invariant Riemannian metric \( g \) with associated length metric \( d_g \). Then the metric spaces \( (G, \frac{1}{d} d_g, e) \) converge in the pointed Gromov-Hausdorff sense for \( r \to \infty \) to \( (G, d_c, e) \), where \( d_c \) denotes the Carnot-Carathéodory metric.

This means, that the group \( G \) equipped with its Carnot-Carathéodory metric, is the (up to isometry) unique asymptotic cone of \( (G, d_g) \).

It can be shown (see [22] Theorem 2), that the Hausdorff-dimension \( D \) of \( (G, d_c) \) is given by
\[ D = \sum_{j=1}^d j \cdot \dim V_j \]
where \(d\) is the degree nilpotency of \(G\) and the \(V_j\) are the summands of the grading of the Lie algebra \(g\). We will see this number again, when we establish the equivalence classes of high-dimensional filling functions of stratified nilpotent Lie groups.

### 3 Filling functions of stratified nilpotent Lie groups

We start with our results for the filling functions of stratified nilpotent Lie groups.

#### 3.1 Results

We will prove, that the existence of a \((k + 1)\)-dimensional, \(\Omega\)-regular abelian subalgebra in the first layer of the Lie algebra leads to Euclidean filling functions up to dimension \(k + 1\). We additionally have to assume, for technical reasons, the existence of a scalable lattice in \(G\). We will see, that in the case of 2-step nilpotent Lie groups this assumption can be dropped.

Remember the notation \(s_t: G \to G\), \(t > 0\), for the scaling automorphisms of a stratified nilpotent Lie group (see Section 2).

**Theorem 1** (Euclidean filling functions). Let \(G\) be a stratified nilpotent Lie group equipped with a left-invariant Riemannian metric. Further let \(g\) be the Lie algebra of \(G\) and \(V_1\) be the first layer of the grading and let \(k \in \mathbb{N}\). If there exists a lattice \(\Gamma \subset G\) with \(s_2(\Gamma) \subset \Gamma\) and a \((k + 1)\)-dimensional \(\Omega\)-isotropic, \(\Omega\)-regular subspace \(S \subset V_1\), then holds:

\[
F_{G}^{j+1}(l) \sim l^{\frac{k+1}{j}} \quad \text{for all } j \leq k.
\]

Let \(d\) denote the degree of nilpotency of \(G\). Then further holds

\[
F_{G}^{k+2}(l) \ll l^{\frac{k+1+d}{k+1}}.
\]

The upper bound on \(F_{G}^{k+2}\) is the (higher dimensional) analogue to Gromov’s bound \(\delta(\Gamma(n)) \ll n^{1+d}\) on the (1-dimensional) Dehn function for nilpotent groups in [23, 5.A’.5] (see also [25]) as there is the relation \(\delta^{k+1} \ll F_{G}^{k+2}\) for \(k \geq 1\).

**Remark.** Gromov proved in [23] the following dimension-formula for \(\Omega\)-isotropic, \(\Omega\)-regular subspaces \(S \subset V_1\):

\[
\dim V_1 - \dim S \geq \dim S (\dim g - \dim V_1) \quad (*)
\]

For the existence of \(\Omega\)-isotropic, \(\Omega\)-regular subspaces this means, that the horizontal distribution has to be large, i.e. \(\dim V_1 \gg \text{codim}_g V_1\). This formula comes from the fact, that the \(\Omega\)-isotropy and \(\Omega\)-regularity of \(S\) implies that the linear map

\[
\Omega_\ast : V_1 \to \text{Hom}(S, g/V_1), X \mapsto \Omega(X, \cdot)
\]

is surjective and vanishes on \(S\). The left hand side in the above inequality equals the dimension of \(V_1/S\) and the right hand side the dimension of \(\text{Hom}(S, g/V_1)\). As \(S\) is in the kernel of \(\Omega_\ast\) we get by the surjectivity of \(\Omega_\ast\) the inequality as necessary condition.

And on the other hand Gromov proved, that (*) is sufficient for generic \(\Omega\), i.e. for a class of forms, which form an open and everywhere dense subset.

Our second result refers to “high dimensions”. Again we assume the existence of a scalable lattice and a \((k + 1)\)-dimensional abelian \(\Omega\)-regular subalgebra in the first layer of the Lie algebra. Then we can prove sub-Euclidean filling functions in the \(k\) dimensions below the dimension of the group (if the group is not abelian). So the geometry of stratified nilpotent Lie groups behaves not Euclidean in high dimensions.

**Theorem 2** (Sub-Euclidean filling functions). Let \(G\) be an \(n\)-dimensional stratified nilpotent Lie group equipped with a left-invariant Riemannian metric. Further let \(g\) be the Lie algebra of \(G\) with grading
Theorem 3 (Filling functions of 2-step nilpotent Lie groups)

This leads to the following version:

So this doesn’t remain a restriction to the Lie group and we can drop this requirement.

situation. We will see that in every such group there is a lattice \( \Gamma \) which satisfies the condition

Now we turn to the special case of simply connected 2-step nilpotent Lie groups. As seen in Section

Varopoulos’ result corresponds to the case \( j = 0 \) in Theorem 2.

Now we turn to the special case of simply connected 2-step nilpotent Lie groups. As seen in Section

This leads to the following version:

Theorem 3 (Filling functions of 2-step nilpotent Lie groups). Let \( G \) be an \( n \)-dimensional simply connected 2-step nilpotent Lie group equipped with a left-invariant Riemannian metric. Further let \( \mathfrak{g} \) be the Lie algebra of \( G \) with grading \( \mathfrak{g} = V_1 \oplus V_2 \). Let \( n_2 = \dim V_2 \) and let \( k \in \mathbb{N} \). If there exists a \((k+1)\)-dimensional \( \Omega \)-regular, \( \Omega \)-isotropic subspace \( S \subset V_1 \), then holds:

(i) \( F_G^{j+1}(l) \sim l^{\frac{j+1}{n_2}} \) for all \( j \leq k \),

(ii) \( F_G^{k+2}(l) \gtrsim l^{\frac{k+2}{n_2}} \),

(iii) \( F_G^{n-j}(l) \sim l^{\frac{n-j}{n_2+1}} \) for all \( j \leq k - 1 \).

The above theorems state a super-Euclidean upper bound for the filling function in the first dimension above the dimension of the \( \Omega \)-regular, \( \Omega \)-isotropic subspace. In some cases we can get in this dimension a super-Euclidean lower bound, too.

Theorem 4 (A super-Euclidean filling function). Let \( G \) be a stratified nilpotent Lie group equipped with a left-invariant Riemannian metric. Further let \( \mathfrak{g} \) be the Lie algebra of \( G \) with grading \( \mathfrak{g} = V_1 \oplus \ldots \oplus V_d \). Let \( k_0, k_1 \in \mathbb{N} \), such that \((k_0 + 1)\) is the maximal dimension of an \( \Omega \)-regular, \( \Omega \)-isotropic subspace of \( V_1 \) and \((k_1 + 1)\) is the maximal dimension of an \( \Omega \)-isotropic subspace of \( V_1 \). Further let one of the following two conditions be satisfied:

a) There is an \( k_0 \leq k \leq k_1 \) such that there is an integral current \( T \in I_{k+1}^{\text{cpt}}(G, d_c) \) with \( \partial T = 0 \) and \( T \neq 0 \) but no integral current \( S \in I_{k+2}^{\text{cpt}}(G, d_c) \) with \( \partial S = T \).

b) The two numbers \( k_0 \) and \( k_1 \) coincide: \( k_0 = k_1 = k \).

Then holds:

\[ F_G^{k+2}(l) \gtrsim l^{\frac{k+2}{n_2}} \].
3 Filling functions of stratified nilpotent Lie groups

We will see in the proof, that condition b) implies condition a). Nevertheless we allow condition b) to stand in the theorem, as it is easier to check directly for some specific Lie groups.

A stratified nilpotent Lie group which fulfills the conditions of Theorem \[4\] has at least one super-Euclidean filling function. This wouldn’t be possible, if the group would be a space of non-positive curvature. Of course a stratified nilpotent Lie group can’t be a space of strictly positive curvature, as it is diffeomorphic to some \( \mathbb{R}^N \) and therefore not bounded. So the above theorem recovers for (some) stratified nilpotent Lie groups the result of Wolf \[32\] about the appearance of all different types of sectional curvature. We will see, that the octonionic Heisenberg Groups \( H^n_0 \) are such groups. The Heisenberg Groups over \( \mathbb{C} \) and \( \mathbb{H} \) satisfy the conditions of Theorem \[4\] too, but the super-Euclidean growth-type of their filling functions in dimension \( n + 1 \) is already known exactly (see \[34\] and \[13\]).

3.2 Tools for the proofs

For the proofs of the bounds on the filling functions we will use the following theorems. The first of them, due to Burillo, will be crucial to establish lower bounds on the filling functions.

**Theorem 3.1** (see \[5\] Prop. 1.3]). Let \( G \) be a stratified nilpotent Lie group equipped with a left-invariant Riemannian metric and let \( m \in \mathbb{N} \). If there exists a Lipschitz \( m \)-chain \( b \) and a closed \( G \)-invariant \( m \)-form \( \gamma \) in \( G \) and constants \( C, r, s > 0 \) such that
\[
1) \quad \text{mass}(s_i(\partial b)) \leq Ct^r, \\
2) \quad \int_0^\infty \gamma > 0, \\
3) \quad s_i^* \gamma = t^s \gamma,
\]
then holds \( F_{G}^m(l) \approx l^{\frac{r}{s}} \).

The following two theorems, both due to Young, are essential to establish upper bounds on the filling functions. For these theorems we need the notion of horizontal maps introduced in Section \[2\].

**Theorem 3.2** (see \[34\] Thm. 3)). Let \( G \) be a stratified nilpotent Lie group equipped with a left-invariant Riemannian metric, let \( (\tau, f) \) be a triangulation of \( G \) and let \( \phi : \tau \to G \) be a \( m \)-horizontal map in bounded distance to \( f \). Further let \( (\eta, h) \) be a triangulation of \( G \times [1, 2] \) which restricts on \( G \times \{1\} \) to \( (\tau, f) \) and on \( G \times \{2\} \) to \( (\tau, s_2 \circ f) \) and let \( \psi : \eta \to G \) be an \( m \)-horizontal map which extends \( \phi \) and \( s_2 \circ \phi \) (i.e. \( \psi_{|h^{-1}(G \times \{1\})} = \phi^{(m)} \) and \( \psi_{|h^{-1}(G \times \{2\})} = s_2 \circ \phi^{(m)} \)). Then holds:
\[
F_{G}^{m+1}(l) \approx l^{\frac{r}{s}} \quad \text{for all } j \leq m - 1.
\]

**Theorem 3.3** (see \[35\] Prop. 8)). Let \( G \) be a stratified nilpotent Lie group equipped with a left-invariant Riemannian metric and let \( \Gamma \subset G \) be a lattice with \( s_2(\Gamma) \subset \Gamma \) and let \( (\tau, f) \) be a \( \Gamma \)-adapted triangulation, i.e. \( f \) is \( \Gamma \)-equivariant. Further let \( (\bar{\tau}, \bar{f}) \) be a \( s_2(\Gamma) \)-adapted triangulation of \( G \times [1, 2] \), such that for \( i \in \{1, 2\} \) the restriction to \( G \times \{i\} \) coincides with the triangulation \( (\tau, s_2 \circ f) \). Denote by \( D \) the Hausdorff-dimension of the asymptotic cone \( (G, d_G) \) of \( G \). If there is a \( s_2(\Gamma) \)-equivariant, \( m \)-horizontal, piecewise smooth map \( \psi : G \times [1, 2] \cong \bar{\tau} \to G \) with \( \psi(g, 2) = s_2(\psi(s_2(g), 1)) \), then holds:
\[
F_{G}^{n-j}(l) \approx l^{\frac{D-1}{j}} \quad \text{for all } j \leq m - 1.
\]

To check that our conditions imply the conditions of these theorems, we will use the \( h \)-principle and microflexibility. Roughly speaking, the existence of the \( \Omega \)-regular, \( \Omega \)-isotropic subspace will give us small horizontal submanifolds, which we are able to agglutinate to the desired triangulation. In fact we use the following proposition due to Gromov:
Proposition 3.4 (see [11] 4.4 Corollary) or Corollary 6.3. Let \( G \) be a stratified nilpotent Lie group with Lie algebra \( \mathfrak{g} \) and \( m \in \mathbb{N} \). Further let \( S \) be a \( m \)-dimensional \( \Omega \)-isotropic, \( \Omega \)-regular horizontal subspace of \( \mathfrak{g} \). Then every continuous map \( f : T \to G \) from an \( m \)-dimensional simplicial complex \( T \) into the stratified nilpotent Lie group \( G \) can be approximated by continuous, piecewise smooth, piecewise horizontal maps \( f : T \to G \).

As Gromov only sketches the proof of this proposition, we give a detailed proof in Section 6 (see Corollary 6.3).

3.3 Proofs for Filling Functions

In this chapter we give the proofs for the bounds on the filling functions of stratified nilpotent Lie groups. We start with the proof of Theorem 1.

The proof of Theorem 1

To prove Theorem 1 we split its statement into three parts: The upper bounds in the dimensions from dimension 2 up to dimension \( k + 1 \), the lower bounds in these dimensions and the upper bound in dimension \( k + 2 \). We prove the first part in Proposition 3.5, the second part in Proposition 3.6 and finally the third part in Proposition 3.7.

Proposition 3.5. Let \( G \) be a stratified nilpotent Lie group equipped with a left-invariant Riemannian metric. Let \( \mathfrak{g} \) be Lie algebra of \( G \) and \( V_1 \) as first layer of the grading of the Lie algebra. Further let \( k \in \mathbb{N} \) and let \( d \) be the degree of nilpotency of \( G \). If there exists a lattice \( \Gamma \) with \( s_2(\Gamma) \subset \Gamma \) and a \((k + 1)\)-dimensional \( \Omega \)-isotropic, \( \Omega \)-regular subspace \( S \subset V_1 \), then holds:

\[
F_{G}^{j+1}(l) \preceq l^{rac{j+1}{3}} \quad \text{for all } j \leq k.
\]

Proof. First we look at the quotient \( M = G/\Gamma \). As \( G \) is a simply connected nilpotent Lie group and as \( \Gamma \) is a lattice in \( G \), we know by [27, Theorem 2.18] that \( \Gamma \) is torsion free. So \( M \) is a smooth manifold.

Let \((\tau_M, f_M)\) be a triangulation of \( M \). This triangulation \((\tau_M, f_M)\) lifts to \( \Gamma \)-invariant triangulation \((\tau, f)\) of \( G \).

By [34, Lemma 4.5] we get an \( s_2(\Gamma) \)-invariant triangulation \((\eta, \tilde{f})\) of \( G \times [1, 2] \) which restricts on \( G \times \{1\} \) to \((\tau, f)\) and on \( G \times \{2\} \) to \((\tau, s_2 \circ f)\). Here, the \( s_2(\Gamma) \)-action on \( G \times \{1, 2\} \) is defined by \( \varphi, \gamma \mapsto (s_{\frac{1}{s_{\gamma}}}(\gamma) g, i) \) for \((g, i) \in G \times \{1, 2\}\) and \( \gamma \in s_2(\Gamma) \).

Define the map \( \psi_0 : \eta \to G \) by \( \psi_0 = pr_G \circ \tilde{f} \) where \( pr_G : G \times [1, 2] \to G \) denotes the projection to the first factor. Let further \( f^{(k+1)} : \tau^{(k+1)} \to G \) and \( \psi_0^{(k+1)} : \eta^{(k+1)} \to G \) be the restrictions of \( f \) and \( \psi_0 \) to the \((k + 1)\)-skeletons of \( \tau \) and \( \eta \).

As there is a \((k + 1)\)-dimensional \( \Omega \)-isotropic, \( \Omega \)-regular subspace \( S \subset V_1 \), the group \( G \) fulfills the conditions of Proposition 3.4 for \( m = k + 1 \). Therefore (mentioning the remark following Proposition 3.4) we can approximate \( f^{(k+1)} \) by a horizontal map

\[
\phi^{(k+1)} : \tau^{(k+1)} \to G.
\]

Further, as \( \psi_0 \) extends \( f \) and \( s_2 \circ f \), i.e.

\[
\psi_0 | f^{-1}(G \times \{1\}) = f \quad \text{and} \quad \psi_0 | f^{-1}(G \times \{2\}) = s_2 \circ f
\]

we can, using again Proposition 3.4, approximate \( \psi_0^{(k+1)} \) by a horizontal map

\[
\phi^{(k+1)} : \eta \to G
\]
which extends $\phi^{(k+1)}$ and $s_2 \circ \phi^{(k+1)}$, i.e.
\[
\psi_{j-1}(G \times \{1\})^{(k+1)} = \phi^{(k+1)} \quad \text{and} \quad \psi_{j-1}(G \times \{2\})^{(k+1)} = s_2 \circ \phi^{(k+1)}.
\]

Now we extend $\phi^{(k+1)}$ and $\psi^{(k+1)}$ to the whole simplicial complexes such that $\psi : \eta \to G$ extends $\phi : \tau \to G$ and $s_2 \circ \phi : \tau \to G$. We do this by filling successively the boundary of each $r$-simplex $\Delta^r$ of $\eta$, $r \geq k + 2$, by a Lipschitz map $\psi^{(r)} : \Delta^r \to G$ with $\psi^{(r)}(\partial \Delta^r) = \psi^{(r-1)}(\partial \Delta^r)$. This can be done as $G$ is contractible.

So we have the triangulations $(\tau, f)$ and $(\eta, \tilde{f})$ and the $(k+1)$-horizontal maps $\phi$ and $\psi$ in bounded distance to $f$ and $\tilde{f}$ as required in Theorem 3.2.

So $G$ fulfills the conditions for Young’s filling theorem and we get the bound $F_{G}^{j+1}(l) \approx t^{\frac{j+1}{k+1}}$ for all $j \leq k$.

To prove the remaining lower bounds in Theorem 3.1 we use Theorem 3.1 of Burillo:

We have to construct a $(j+1)$-form $\gamma$ and a closed $(j+1)$-chain $b$ for the constants $r = j$ and $s = j + 1$ for $1 \leq j \leq k$. To do this we use again the results of the previous chapter, in particular the local integrability, i.e. the existence of germs of horizontal submanifolds.

**Proposition 3.6.** Let $G$ be a stratified nilpotent Lie group equipped with a left-invariant Riemannian metric. Let $\mathfrak{g}$ be the Lie algebra of $G$ and $V_1$ be the first layer of the grading of the Lie algebra and let $k \in \mathbb{N}$. If there exists a $(k+1)$-dimensional $\Omega$-isotropic, $\Omega$-regular subspace $S \subset V_1$ then holds:

$$F_{G}^{j+1}(l) \approx t^{\frac{j+1}{k+1}} \quad \text{for all } j \leq k.$$  

**Proof.** Let $1 \leq j \leq k$. We will show that there exist $\gamma$ and $b$ which fulfil the conditions of Burillo’s filling theorem for $r = j$ and $s = j + 1$ (Theorem 3.1).

Let $X_1, \ldots, X_{k+1}$ be a basis of $S$ and define $S_j = \langle X_1, \ldots, X_{j+1} \rangle$. By Lemma 6.1 there is an integral submanifold $M$ to $S_j \subset S$, i.e. $T_p M = dL_p S_j$ $\forall p \in M$, where $dL_q$ denotes the differential of the left-multiplication by $g \in G$. Let $\varepsilon > 0$ and $b = B_{\varepsilon}^M(id)$ be the $\varepsilon$-ball in $M$. Further let $\gamma = X_1^* \wedge X_2^* \wedge \ldots \wedge X_{j+1}^*$, where $X_i^*$ denotes the $G$-invariant dual-form to $X_i$ defined by $X_i^*(X) = \delta_{uv}$. Then $\gamma$ is a closed $G$-invariant $(j+1)$-form as all of the $X_i$ lie in $S_j \subset S \subset V_1$ which has trivial intersection with $[\mathfrak{g}, \mathfrak{g}]$.

It remains to check the conditions of Theorem 3.1:

1) $\text{mass}(s_1(\partial h)) = \text{mass}(\partial h) \cdot t^j$ as $\partial h \subset M$ is a horizontal $j$-cycle.

As constant we can choose $C = \text{mass}(\partial h)$.

2) $f_0 \gamma > 0$ as $\gamma$ is a multiple of the volume form of $M$.

3) $s_1^* \gamma = t^{j+1} \gamma$ as all $X_i$ lie in $V_1$ and $\gamma$ is a $(j+1)$-form.

So the conditions of Theorem 3.1 are fulfilled for $r = j$ and $s = j + 1$. Therefore holds for all $j \leq k$: $F_{G}^{j+1}(l) \approx t^{\frac{j+1}{k+1}}$.

It now remains to prove the upper bound in the dimension above the dimension of the $\Omega$-regular $\Omega$-isotropic subspace $S$:

**Proposition 3.7.** Let $G$ be a stratified $d$-step nilpotent Lie group equipped with a left-invariant Riemannian metric. Let $\mathfrak{g}$ be the Lie algebra of $G$ and $V_1$ be the first layer of the grading of the Lie algebra and let $k \in \mathbb{N}$. If there exists a lattice $\Gamma$ with $s_2(\Gamma) \subset \Gamma$ and a $(k+1)$-dimensional $\Omega$-isotropic, $\Omega$-regular subspace $S \subset V_1$, then holds:

$$F_{G}^{k+2}(l) \approx l^{\frac{k+1+d}{k+1}}.$$
Proof. With the proof of Proposition \[3.5\] we have the triangulations \((\tau, f), (g, \tilde{f})\) and the \((k+1)\)-horizontal maps \(\phi, \tilde{\psi}\) in bounded distance to \(f\) and \(\tilde{f}\). Therefore the conditions of \([34\), Theorem 7\] are fulfilled for a function \(\sim k^{1+d}\) (compare also \([34\), Discussion before Theorem 8\]).

Let \(\Delta = \Delta^{k+2}\) be a \((k+2)\)-simplex of \(\tau\). Then \(\phi\) is already horizontal on \(\partial \Delta\). Identify \(\Delta\) with the cone \(\text{Cone}(\partial \Delta) = (\partial \Delta \times [0,1])/(\partial \Delta \times \{0\})\) over the boundary. Define the map

\[ h_\Delta : \Delta \to G, (x,a) \mapsto s_a(\phi(x)) \]

Then \(h_\Delta\) coincides with \(\phi\) on \(\partial \Delta\). Further holds

\[ \text{mass}(s_t \circ h_\Delta)(\Delta) \leq t^{k+1+d} \cdot \text{mass}(h_\Delta(\Delta)) \]

as in every point the tangent space to \(h_\Delta\) is the span of a \((k+1)\)-dimensional horizontal subspace and another vector \(v\). As \(G\) is \(d\)-step nilpotent, for \(v\) holds \(\|s_t(v)\| \leq t^d \|v\|\). Replace \(\phi\) by \(\phi'_\Delta = h_\Delta\) for every \((k+2)\)-simplex \(\Delta\) of \(\tau\) and extend \(\phi'\) to all of \(\tau\) (compare with the proof of Proposition \[3.5\]).

With the same techniques one can construct a sufficient map \(\psi'\).

By \([34\), Theorem 7\] follows: \(F_{k+2}^G(l) \leq l^{\frac{k+1+d}{d}}\).

\[ \square \]

So we obtain the lower bounds on the filling functions by Proposition \[3.6\] and Proposition \[3.7\]. Together with the upper bounds from Proposition \[3.5\] this proves Theorem \[1\].

The proof of Theorem \[2\]

Similarly as for the proof of Theorem \[1\] we split the statement of Theorem \[2\] into parts. In Proposition \[3.8\] we prove the upper bounds and in Proposition \[3.9\] we prove the lower bounds on the filling functions.

Proposition \[3.8\]. Let \(G\) be an \(n\)-dimensional stratified nilpotent Lie group equipped with a left-invariant Riemannian metric. Let \(\mathfrak{g}\) be the Lie algebra of \(G\) with grading

\[ \mathfrak{g} = V_1 \oplus \ldots \oplus V_d. \]

Further let \(D = \sum_{i=1}^d i \cdot \dim V_i\) be the Hausdorff-dimension of the asymptotic cone of \(G\) and let \(k \in \mathbb{N}\). If there exists a lattice \(\Gamma \subset G\) with \(s_2(\Gamma) \subset \Gamma\) and a \((k+1)\)-dimensional \(\Omega\)-regular, \(\Omega\)-isotropic subspace \(S \subset V_1\), then holds:

\[ F_{G,n-j}^n(l) \leq l^{\frac{j-k-1}{d}} \quad \text{for all } j \leq k - 1. \]

Proof. We want to use Young’s filling theorem for high dimensions (Theorem \[3.3\]). So we have to check that our conditions imply the conditions of this theorem. This means we have to construct an \(s_2(\Gamma)\)-adapted triangulation \((\tilde{\tau}, \tilde{f})\) of \(G \times [1,2]\), such that the restrictions to \(G \times \{i\}, i = 1, 2\) are transformed into each other by the scaling \(s_2\). Further we need a piecewise smooth, \(s_2(\Gamma)\)-equivariant, \(k\)-horizontal map \(\psi : \tilde{\tau} \to G\) with \(\psi(x,2) = s_2(\psi(s_2(x),1))\). Here we used the notation \((x,t)\) for points in \(\tilde{\tau}\) as this simplicial complex is homeomorphic to \(G \times [1,2]\). Further does \(s_2\) denote the change from the triangulation of \(G \times \{2\}\) to the triangulation of \(G \times \{1\}\).

We look at the quotient \(M = G/\Gamma\). As \(G\) is a simply connected nilpotent Lie group and as \(\Gamma\) is a lattice in \(G\), we know by \([27\), Theorem 2.18\] that \(\Gamma\) is torsion free. So \(M\) is a smooth manifold.

Let \((\tau_M, f_M)\) be a triangulation of \(M\). Then \((\rho_M, f_M)\) lifts to a \(\Gamma\)-adapted triangulation \((\tau, f)\) of \(G\).

Let \(M_2 = G/s_2(\Gamma)\). This is again a smooth manifold. The \(\Gamma\)-adapted triangulation \((\tau, f)\) projects down to a triangulation \((\tau_M, f_M)\) of \(M_2\).

Denote by \(s_i(\tau)\) the triangulation \((\tau, s_i \circ f)\). Let \(\varphi_\gamma : \tau \to \tau, \gamma \in \Gamma\), be the \(\Gamma\)-action on \(\tau\). Then we define the \(s_2(\Gamma)\)-action on \(s_1(\tau)\) by \(\varphi_1^\gamma = \varphi_{s_1(\gamma)}\) and on \(s_2(\tau)\) by \(\varphi_2^\gamma = \varphi_\gamma\) for \(\gamma \in s_2(\Gamma)\). In respect to this actions, both triangulations are \(s_2(\Gamma)\)-adapted.
As in [34, Proposition 4.5] we can extend the projected triangulation to a triangulation \((\tilde{\tau}_{M_2}, \tilde{f}_{M_2})\) of \(M_2 \times [1, 2]\), such that this restricts to \(s_1(\tau)/s_2(\Gamma)\) on \(M_2 \times \{i\}, i = 1, 2\). Then \((\tilde{\tau}_{M_2}, \tilde{f}_{M_2})\) lifts to an \(s_2(\Gamma)\)-adapted triangulation \((\tilde{\tau}, \tilde{f})\) of \(G \times [1, 2]\) with the required restrictions.

To construct the map \(\psi\) we use the \(h\)-principle on \(M_2\). The translates of the \((k + 1)\)-dimensional \(\Omega\) regular, \(\Omega\)-isotropic subspace \(S \subset V_1\) descend to a continuous subbundle of the tangent bundle of \(M_2\) (consisting of \((k + 1)\)-planes). As the property to be microflexible is local, it descends to \(M_2\), too. So we can use Proposition 6.2 (see Remark at the end of Section 6).\(\)

As \(\tilde{\tau}_{M_2}\) is homeomorphic to \(M_2 \times [1, 2]\), we can write each point of \(\tilde{\tau}_{M_2}\) as \((x, t)\), where the second entry is the image of the point in the second factor of \(M_2 \times [1, 2]\). Denote by \(\text{pr}_{M_2}\) the projection to the first factor of \(M_2 \times [1, 2]\). Define the map

\[
\psi_0: \{(x, 1) \in \tilde{\tau}_{M_2}\} \to M_2, \quad (x, 1) \mapsto \text{pr}_{M_2} \left(\tilde{f}_{M_2}(x, 1)\right) = \text{pr}_{M_2} \left(f(x)s_2(\Gamma)\right).
\]

We approximate \(\psi_0\) on \(\{(x, 1) \in \tilde{\tau}_{M_2}\}\) by a \((k + 1)\)-horizontal immersion \(\psi_{M_2}^1\) using Proposition 6.2. Then we lift \(\psi_{M_2}^1\) to a \(s_2(\Gamma)\)-equivariant map \(\psi': \tau \to G\) and define

\[
\psi_{M_2}^2: \{(x, 2) \in \tilde{\tau}_{M_2}\} \to M_2, \quad (x, 2) \mapsto \text{pr}_{M_2} \left((s_2 \circ \psi') \left(s_\frac{1}{2} (x)\right)s_2(\Gamma)\right)
\]

where \(s_\frac{1}{2} (x)\) denotes the change from the triangulation \(s_2(\tau)\) to the triangulation \(s_1(\tau)\). Then we extend \(\psi_{M_2}^1\) and \(\psi_{M_2}^2\) to a Lipschitz map \(\psi_{M_2}\) from \(\tilde{\tau}_{M_2}\) to \(M_2\) by defining \(\psi_{M_2}|_{\tilde{\tau}_{M_2}} = \psi_{M_2}^j|_{\tilde{\tau}_{M_2}}\) on the vertices and then successively filling the boundaries of the simplices.

To complete the construction we use (the relative version of) the Holonomic Approximation Theorem from [3] and approximate \(\psi_{M_2}\) on all of \(\tilde{\tau}_{M_2}\), fixed on \(\{(x, i) \in \tilde{\tau}_{M_2} \mid i \in \{1, 2\}\}\), by a \(k\)-horizontal, piecewise smooth map

\[
\psi_{M_2}: \tilde{\tau}_{M_2} \to M_2
\]

with \(\psi_{M_2}(x, i) = \psi_{M_2}^j(x, i)\) for all \((x, i) \in \tilde{\tau}_{M_2}\) with \(i \in \{1, 2\}\).

This map rises to a \(s_2(\Gamma)\)-equivariant, piecewise smooth, \(k\)-horizontal map \(\psi: \tilde{\tau} \to G\) with \(\psi(x, 2) = s_2(\psi(s_\frac{1}{2} (x), 1))\).

So the conditions of Theorem 3.3 are fulfilled and we get \(F_G^{n-j}(l) \leq l \frac{\partial_k - \gamma}{\partial_k - 1} \) for all \(j \leq k - 1\).\(\)

It remains to prove the lower bounds. As in the proof of the low dimensions (Theorem 1), we will use Burillo’s Theorem 5.1.

**Proposition 3.9.** Let \(G\) be an \(n\)-dimensional stratified nilpotent Lie group equipped with a left-invariant Riemannian metric. Let \(\mathfrak{g}\) be the Lie algebra of \(G\) with grading \(\mathfrak{g} = V_1 \oplus \ldots \oplus V_d\). Further let \(D = \sum_{i=1}^{d} i \cdot \dim V_i\) be the Hausdorff-dimension of the asymptotic cone of \(G\) and let \(k \in \mathbb{N}\). If there exists a \((k + 1)\)-dimensional \(\Omega\)-isotropic subspace \(S \subset V_1\), then holds:

\[
F_G^{n-j}(l) \geq l \frac{\partial_k - \gamma}{\partial_k - 1} \quad \text{for all} \quad j \leq k.
\]

**Proof.** As all left-invariant Riemannian metrics on \(G\) are biLipschitz equivalent, we can choose one of our liking. So let the left-invariant Riemannian metric on \(G\) fitting to the grading of \(\mathfrak{g}\), i.e. \(V_s \perp V_t\) for \(s \neq t\). Let \(j \leq k\). We will use the filling theorem of Burillo (see Theorem 5.1) with \(m = n - j\).

To do this, we consider the grading \(\mathfrak{g} = V_1 \oplus \ldots \oplus V_d\). We choose an orthonormal basis \(B_1 = \{v_{i}^{(1)}, \ldots, v_{\dim V_1}^{(1)}\}\) of \(V_1\), such that the vectors \(v_{i}^{(1)}, \ldots, v_{k+1}^{(1)}\) span the \((k + 1)\)-dimensional \(\Omega\)-regular, \(\Omega\)-isotropic subspace \(S \subset V_1\). Then we choose on each summand \(V_i\) an orthonormal basis

\[
B_i = \{v_{i}^{(i)}, \ldots, v_{\dim V_i}^{(i)}\}
\]
which gives us an orthonormal basis $B = \bigcup_{i=1}^d B_i$ of the Lie algebra $\mathfrak{g}$. As $m$-chain $b$ we choose now the image under the exponential map of the unit cube in all coordinates of $B$ except $v_1^{(1)}, \ldots, v_j^{(1)}$, i.e.

$$b = \exp\left( \sum_{i=1}^d \sum_{q=1}^{\dim V_i} \alpha_{i,q} \cdot v_i^{(q)} \mid 0 \leq \alpha_{i,q} \leq 1 \forall i \forall q, \text{ and } \alpha_{1,q} = 0 \text{ for } 1 \leq q \leq j \right).$$

The vectors of the $i$th layer $V_i$ of the Lie algebra are scaled under the scaling automorphism $L(s_i) : \mathfrak{g} \to \mathfrak{g}$ in the way

$$L(s_i)(v^{(i)}) = t^i v^{(i)}.$$

So we have for the cube $b$

$$\text{mass}(s_i(b)) = t^{D-j} \text{mass}(b).$$

The proof of this scaling behaviour follows the same lines as the proof of Lemma 2.4. The only difference is, that the tangent space of the image of the chain $b$ always is a translate of $\mathfrak{g}/W$ for $W = \langle v_1^{(1)}, v_2^{(1)}, \ldots, v_j^{(1)} \rangle$. Therefore the differential of the scaling automorphism $s_i$ is the diagonal matrix with $(\dim V_i - j)$ many $t$‘s on the diagonal and $\dim V_i$ many $t$‘s on the diagonal for $2 \leq i \leq d$. So the determinant of this matrix is $t^{D-j}$ and this implies the scaling behaviour.

Then the boundary $\partial b$ of $b$ consists of all unit cubes contained in $b$ of dimension one smaller than $b$ and with one additional coordinate set 1 or 0. This further by now constant coordinate has scaled under the scaling automorphism at least linearly, and so we get

$$\text{mass}(s_i(\partial b)) \leq t^{D-j-1} \cdot \text{mass}(\partial b).$$

Next we need to construct the $G$-invariant, closed $m$-form $\gamma$. We do this by choosing $\gamma$ as the volume form of $b$:

$$\gamma = (v_j^{(1)})^* \wedge \ldots \wedge (v_{\dim V_i}^{(1)})^*. $$

Here $v^*$ denotes the dual form of $v \in \mathfrak{g}$. This form $\gamma$ is by definition $G$-invariant and

$$\int_b \gamma = \text{mass}(b) > 0$$

as $\gamma$ is the volume form of $b$.

For the scaling behaviour of $\gamma$ we get

$$s_i^* \gamma = t^{D-j} \gamma$$

with the same argument as above for the scaling behaviour of the cube $b$.

So it remains to show, that $\gamma$ is closed. For that, we recall the formula for the differential of a $G$-invariant $p$-form $\omega$:

$$(p + 1)! (d\omega)(X_0, \ldots, X_p) = \sum_{s < t} (-1)^{s+t+1} \omega([X_s, X_t], X_0, \ldots, \tilde{X}_s, \ldots, \tilde{X}_t, \ldots, X_p).$$

The key essence of this formula is that it suffices to examine “pre-images” of basis vectors under the Lie bracket to compute the differential of $\gamma$. This follows as a dual form $v^*$ only sees the projection to the subspace spanned by $v$. To be precise, the differential of $v^*$ is

$$2 \cdot (dv^*)(X, Y) \overset{(1)}{=} v^*([X, Y]) \overset{(2)}{=} \sum_{u, w \in B} u^*(X) \cdot w^*(Y) = \sum_{u, w \in B} (u^* \wedge w^*)(X, Y)$$

where (1) holds by the above formula and (2) is the evaluation by computing the “length” of the projection to the subspace $\langle v \rangle \subset \mathfrak{g}$.\"
For the left-invariant $m$-form $\gamma$ this leads to
\[ d\gamma = \frac{1}{(m+1)!} \sum_{s=1}^{d} \sum_{q=1}^{\dim V_q} \sum_{v,w \in \mathcal{B}} (-1)^{i+q+1} v^* \wedge w^* \wedge (v_q^{(1)})^* \wedge \ldots \wedge (v_q^{(i)})^* \wedge \ldots \wedge (v_q^{(\dim V_q)})^*. \]

Now let $i \geq 2$ (the case $i = 1$ is trivial, as $V_1$ has zero intersection with the image of the Lie bracket).
Let $v_q^{(i)} \in V_j$ be one of the above chosen basis vectors. For each pair
\[ x = \sum_{s=1}^{d} \sum_{t=1}^{\dim(V_s)} \alpha_{st} v_t^{(s)}, \quad y = \sum_{s=1}^{d} \sum_{t=1}^{\dim(V_s)} \beta_{st} v_t^{(s)} \in \mathfrak{g} \]
with $[x,y] = v_q^{(i)}$ we get:
\[ [x,y] = \sum_{s_1,s_2=1}^{d} \sum_{t_1,t_2=1}^{\dim(V_s)} \alpha_{s_1,t_1} \beta_{s_2,t_2} [v_{s_1}^{(s_1)}, v_{s_2}^{(s_2)}]. \]

By this and by the linearity of differential forms we can assume without loss of generality, that $x$ and $y$ are basis vectors in $B$.

We first look at the case $i = 2$. In this case we have $x,y \in B_1$ as $[V_1,V_u] = V_{u+1}$. The first $k + 1$ vectors $v_1^{(1)}, \ldots, v_{k+1}^{(1)}$ span the $\Omega$-isotropic subspace $S \subset V_1$ and therefore $[v_s^{(1)}, v_t^{(1)}] = 0$ for $1 \leq s,t \leq k + 1$. So at least one of the vectors $x$ and $y$ has to be in $B_1 \setminus \{v_1^{(1)}, \ldots, v_{k+1}^{(1)}\}$. But all dual forms of such basis vectors $v_s^{(1)}$ with $\ell > k + 1 > j - 1$ are part of $\gamma$ (and are not the deleted $v_1^{(2)}$). Therefore all these summands in $d\gamma$ are zero.

Now let $i \geq 3$. Then at least one of the vectors $x$ and $y$ has to be a basis vector in a layer $V_{\ell}$ with $2 \leq \ell \leq i - 1$. But again all the dual forms of such basis vectors are part of $\gamma$ and unequal to the deleted $v_q^{(i)}$. Therefore all these summands in $d\gamma$ are zero, too.

This implies $d\gamma = 0$ and we can apply Burillo’s theorem and gain
\[ F_G^{n-j}(l) \geq l^{\frac{n-j}{D-j-1}} \]
which is the desired bound.$\square$

**The proof of Theorem 3**
Theorem 3 reduces the conditions of Theorem 1 and Theorem 2 in the case of 2-step nilpotent Lie groups. It omits the condition of the existence of the lattice $\Gamma$, but doesn’t weaken the statements about the filling functions. Therefore Theorem 3 follows from Theorem 1 and Theorem 2 if in every 2-step nilpotent Lie group there exists a lattice with the requested scaling property. So we only have to prove the following lemma:

**Lemma 3.10.** Let $G$ be a simply connected 2-step nilpotent Lie group with Lie algebra $\mathfrak{g}$. Then there exists a lattice $\Gamma \subset G$ with $s_2(\Gamma) \subset \Gamma$.

**Proof.** Let $\mathfrak{g} = V_1 \oplus V_2$ be the grading of the Lie algebra. Then take a basis
\[ B_1 = \{v_1^{(1)}, v_1^{(2)}, \ldots, v_1^{(\dim V_1)}\} \]
of the first layer. For $V_2$ we complete $\{ \frac{1}{2} [a, b] \mid a, b \in B_1 \}$ to a basis

$$B_2 = \{ v_{2}^{(1)}, v_{2}^{(2)}, \ldots, v_{2}^{(\dim V_2)} \}$$

of $V_2$. This leads to a Basis $B = B_1 \cup B_2$ of the Lie algebra $\mathfrak{g}$.

Now let

$$Z := \langle \{ b \mid b \in B \} \rangle \subset \mathfrak{g}$$

be the $\mathbb{Z}$-span of this basis. Then $Z$ is, by construction, closed under the Lie bracket $[,]$ and fulfills $L(s_2)(Z) \subset Z$ as $2t \in \mathbb{Z}$ for all $t \in \mathbb{Z}$.

Then define

$$\Gamma := \langle \exp(Z) \rangle .$$

Then $\Gamma \leq G$ is a lattice :
The structural constants with respect to the basis $B$ of $\mathfrak{g}$ are rational. The set $Z$ is lattice of maximal rank in the $\mathbb{Q}$-span $\mathfrak{g}_\mathbb{Q}$ of $B$. Therefore the group generated by $\exp(Z)$ is a lattice in $G$ (see [27, Theorem 2.12]).

The Baker-Campbell-Hausdorff formula in the case of 2-step nilpotent Lie groups reduces to

$$\exp(x) \exp(y) = \exp(x + y + \frac{1}{2} [x, y])$$

and so for $h = \exp(x), g = \exp(y) \in \Gamma$ with $x, y \in Z$ holds:

$$hg = \exp(x) \exp(y) = \exp(x + y + \frac{1}{2} [x, y])$$

The product $hg$ is in $\exp(Z)$ as $\frac{1}{2} [x, y] \in Z$. (One can see this by writing $x = \sum_{b \in B} \alpha_b b$ and $y = \sum_{b \in B} \beta_b b$). Therefore holds $\Gamma = \exp(Z)$.

Every $g \in \Gamma$ can be written as

$$g = \exp\left( \sum_{b \in B_1} n_b b + \sum_{b \in B_2} m_b b \right)$$

and so

$$s_2(g) = \exp\left( L(s_2)(\sum_{b \in B_1} n_b b + \sum_{b \in B_2} m_b b) \right) = \exp\left( \sum_{b \in B_1} 2n_b b + \sum_{b \in B_2} 4m_b b \right) \in \Gamma .$$

Therefore $\Gamma$ fulfills $s_2(\Gamma) \subset \Gamma$.  

\[\square\]

**The proof of Theorem 4**

Recall that we denote the set of integral $m$-currents by $I_m(G)$ and set of integral $m$-currents with compact support by $I_m^{\text{cpt}}(G)$.

For the proof of Theorem 4 we need two propositions. The first is due to Wenger:

**Proposition 3.11** ([31, Proposition 3.6]). Let $G = (G, d)$ be a stratified nilpotent Lie group equipped with a left-invariant Riemannian metric and denote by $G_\infty = (G, d_c)$ the same group equipped with its Carnot-Carathéodory metric. If $G$ satisfies an Euclidean isoperimetric inequality for $I_m^{\text{cpt}}(G)$, then $G_\infty$ satisfies an Euclidean isoperimetric inequality for $I_m^{\text{cpt}}(G_\infty)$.

The original proposition in [31] presumes an Euclidean isoperimetric inequality for $I_m(G)$. But an examination of the proof yields, that only an Euclidean isoperimetric inequality for $I_m^{\text{cpt}}(G)$ is needed.

Further we need the following proposition:
Proposition 3.12. Let $G$ be a Lie group equipped with a left-invariant Riemannian metric. Let $m \in \mathbb{N}$ and $\delta \geq 1$. If $F^m G \preceq l^\delta$, then $G$ satisfies an isoperimetric inequality of rank $\delta$ for $I^m(G)$.

Proof. Let $T \in I^m_m(G)$ with $T \neq 0$ and $\partial T = 0$. Note, that in particular $\partial T$ is associated to a Lipschitz chain, i.e. $\partial T = a_\#$ for the Lipschitz chain $a = 0$. Now embed $G$ isometrically in some $\mathbb{R}^N$ and look at $T$ and $\partial T$ from now on as integral currents of $\mathbb{R}^N$.

Let $\eta > 0$ be arbitrary small. With [9, Lemma 5.7] we get:

i) $T - \partial S$ is a Lipschitz chain,

ii) $N(S) = M(S) + M(\partial S) \leq \eta$ and

iii) $\text{spt}(S) \subset U_\eta(\text{spt}(T))$.

As $G$ is an isometrically embedded Riemannian manifold, it is a local Lipschitz neighbourhood retract. This means, there is a neighbourhood $U$ of $G$ in $\mathbb{R}^N$ and a locally Lipschitz map $\varphi : U \to G$ with $\varphi(g) = g \ \forall g \in G$.

Now let $\eta > 0$ be sufficiently small, such that $\text{spt}(S) \subset U$. Then the map $\bar{\varphi} := \varphi|_{\text{spt}(S)} : \text{spt}(S) \to G$ is locally Lipschitz.

For $x \in \text{spt}(S)$ we denote by $U(x)$ the maximal neighbourhood of $x$ such that $\bar{\varphi}$ is Lipschitz on $U(x)$. As $T - \partial S$ is associated a Lipschitz chain, it has compact support. Therefore there is a finite cover

$$\bigcup_{i=1}^d U(x_i) \quad \text{with} \quad x_1, \ldots, x_d \in \text{spt}(T - \partial S).$$

So one can subdivide $T - \partial S$ in finitely many smaller simplices (i.e. simplicial chains $\alpha_j : \Delta \to \text{spt}(T - \partial S)$), such that each $\alpha_j(\Delta)$ is completely contained in one of the $U(x_i)$.

As now $\bar{\varphi}$ is Lipschitz on each $\alpha_j(\Delta)$, we obtain the Lipschitz chain

$$\varphi^*(T - \partial S) = \sum_{j=1}^l \bar{\varphi} \circ \alpha_j$$

on $G$.

Further the support of $T$ is compact. Therefore the closure of the $2\eta$-neighbourhood of $\text{spt}(T)$ is compact. So we can divide $\text{spt}(S)$ in finitely many Borel sets $A_v$, such that each of these sets is completely contained in one of the neighbourhoods $U(x), x \in \text{spt}(S)$. One can do this as $\mathbb{R}^N$ is second-countable.

Then, as $\bar{\varphi}$ is Lipschitz on each $A_v \subset U(x_v)$, we obtain the integral current

$$\varphi^*(S) = \sum_{v=1}^n \bar{\varphi}_\#(S \cap A_v)$$

on $G$.

Further holds

$$\text{mass}(\varphi^*(T - \partial S)) \sim M(T)$$

as $\bar{\varphi}$ is Lipschitz on each simplex and $M(\partial S) \leq \eta$.

Now let $l := M(T)$ and let $b$ be a Lipschitz chain in $G$ with $\partial b = \varphi^*(T - \partial S)$ and $\text{mass}(b) \leq l^\delta$. 


Such a chain exists due to the condition on the filling function. So we get
\[ \partial (b_\# + \varphi^*(S)) = \partial b_\# + \partial \varphi^*(S) = \varphi^*(\partial S) + \varphi^*(\partial S) = T \]
\[ M(b_\# + \varphi^*(S)) \leq l^d \]
as \( \varphi \) is Lipschitz on each restriction and \( M(S) \leq \eta \).

Now we are prepared for the proof of Theorem 4. We start with the case, that condition \( a) \) is fulfilled.

**Proposition 3.13.** Let \( G \) be a stratified nilpotent Lie group equipped with a left-invariant Riemannian metric. Further let \( g \) be the Lie algebra of \( G \) with grading \( g = V_1 \oplus \ldots \oplus V_d \). Let \( k_0, k_1 \in \mathbb{N} \), such that \( (k_0 + 1) \) is the maximal dimension of an \( \Omega \)-regular, \( \Omega \)-isotropic subspace of \( V_1 \) and \( (k_1 + 1) \) is the maximal dimension of an \( \Omega \)-isotropic subspace of \( V_1 \). If there is an \( k_0 \leq k \leq k_1 \), such that there is an integral current \( T \in \mathcal{I}^{\text{cpt}}_{k+1}(G, d_c) \) with \( \partial T = 0 \) and \( T \neq 0 \), but no integral current \( S \in \mathcal{I}^{\text{cpt}}_{k+2}(G, d_c) \) with \( \partial S = T \), then holds
\[ F_G^{k+2}(l) \geq k^{k+2} \]

**Proof.** So there is an \( k_0 \leq k \leq k_1 \) such that there is an integral current \( T \in \mathcal{I}^{\text{cpt}}_{k+1}(G, d_c) \) with \( \partial T = 0 \) and \( T \neq 0 \) but no integral current \( S \in \mathcal{I}^{\text{cpt}}_{k+2}(G, d_c) \) with \( \partial S = T \). This means, that \( (G, d_c) \) doesn’t satisfy an isoperimetric inequality of rank \( \delta \) for \( \mathcal{I}^{\text{cpt}}_{k+1}(G, d_c) \) for any \( \delta < \infty \), and in particular no Euclidean isoperimetric inequality for \( \mathcal{I}^{\text{cpt}}_{k+1}(G, d_c) \). By Proposition 3.11 \( G \) doesn’t satisfy an Euclidean isoperimetric inequality for \( \mathcal{I}_{k+1}(G) \) and by Proposition 3.12 we have
\[ F_G^{k+2}(l) \geq l^{k+2} \]
as desired.

We finish the proof of Theorem 4 by showing, that if condition \( b) \) is fulfilled this implies that condition \( a) \) is satisfied.

**Lemma 3.14.** Let \( G \) be a stratified nilpotent Lie group equipped with a left-invariant Riemannian metric. Further let \( g \) be the Lie algebra of \( G \) with grading \( g = V_1 \oplus \ldots \oplus V_d \). Let \( k_0, k_1 \in \mathbb{N} \), such that \( (k_0 + 1) \) is the maximal dimension of an \( \Omega \)-regular, \( \Omega \)-isotropic subspace of \( V_1 \) and \( (k_1 + 1) \) is the maximal dimension of an \( \Omega \)-isotropic subspace of \( V_1 \). If the two numbers \( k_0 \) and \( k_1 \) coincide, then there is for \( k := k_0 = k_1 \) an integral current \( T \in \mathcal{I}^{\text{cpt}}_{k+1}(G, d_c) \) with \( \partial T = 0 \) and \( T \neq 0 \) but no integral current \( S \in \mathcal{I}^{\text{cpt}}_{k+2}(G, d_c) \) with \( \partial S = T \).

**Proof.** Suppose \( k + 1 \) is the maximal dimension of \( \Omega \)-regular, \( \Omega \)-isotropic subspaces of \( V_1 \). Using the \( h \)-principle (as in the proof of Theorem 1.1), we can construct an \( (k+1) \)-horizontal triangulation of \( G \). The boundary of any \( (k+1) \)-simplex \( \Delta^{(k+2)} \) forms an horizontal Lipschitz \( (k+1) \)-chain \( a = \partial \Delta^{(k+2)} \neq 0 \) with \( \partial a = 0 \). Viewed as current, this gives us the integral current \( T := a_\# \in \mathcal{I}^{\text{cpt}}_{k+1}(G, d_c) \). As \( k + 1 \) is the maximal dimension of \( \Omega \)-isotropic subspaces of \( V_1 \) too, we have by [20] Theorem 1.1, that \( (G, d_c) \) is purely \( H^{k+2} \)-unrectifiable and so there are no non-trivial integral \( (k+2) \)-dimensional currents on \( (G, d_c) \). So condition \( a) \) holds.

The combination of Proposition 3.13 and Lemma 3.14 proves Theorem 4.
3.4 Geometrical Interpretation

All of our theorems have conditions concerning the existence of $\Omega$-regular, $\Omega$-isotropic subspaces in the first layer of the grading of Lie algebra. The proofs used this algebraic conditions in a more or less technical manner. But it is interesting what the geometrical meaning of these subspaces is. Furthermore, one can explain geometrically the change of the behaviour of the filling invariants at the maximal dimension of such subspaces.

A good grasp of the meaning of the maximal dimension of an $\Omega$-regular, $\Omega$-isotropic subspace $S \subset V_1$ one can get from the viewpoint of differential geometry. More explicitly, one has to look at the sectional curvature. For the sectional curvature of a Lie group equipped with a left-invariant Riemannian metric, there is the following formula (see [21]):

Let $G$ be a Lie group with Lie algebra $\mathfrak{g}$ and let $\{e_1, ..., e_n\}$ be an orthonormal basis of $\mathfrak{g}$. Define the numbers $\alpha_{uvw}$ by

$$[e_u, e_v] = \sum_{w=1}^{n} \alpha_{uvw} e_w.$$ 

Then holds for the sectional curvature $K$:

$$K(e_i, e_j) = \sum_{k=1}^{n} \left( \frac{1}{2} \alpha_{ijk} (-\alpha_{ijk} + \alpha_{jki} + \alpha_{kij}) \right. \left. - \frac{1}{4} (\alpha_{ijk} - \alpha_{jki} + \alpha_{kij})(\alpha_{ijk} + \alpha_{jki} - \alpha_{kij}) - \alpha_{kii} \alpha_{kjj} \right)$$

Now consider $G$ as 2-step nilpotent with the grading

$$\mathfrak{g} = V_1 \oplus [V_1, V_1]$$

of its Lie algebra. Further let $\{e_1, ..., e_{n_1}\}$ be an orthonormal basis of $V_1$ and $\{e_{n_1+1}, ..., e_n\}$ an orthonormal basis of $V_2 := [V_1, V_1]$. As $G$ is 2-step nilpotent, one gets

$$[e_u, e_v] = 0 \quad \text{if} \quad u \geq n_1 + 1 \quad \text{or} \quad v \geq n_1 + 1$$

and $[e_u, e_v] \in V_2$ for all $v, u \in \{1, ..., n\}$. Therefore $\alpha_{uvw} = 0$, whenever $u \notin \{1, ..., n_1\}$ or $v \notin \{1, ..., n_1\}$ or $w \leq n_1$.

For the sectional curvature in the case $i, j \leq n_1$ follows:

$$K(e_i, e_j) = \sum_{k=n_1+1}^{n} \left( \frac{1}{2} \alpha_{ijk} (-\alpha_{ijk} + 0 + 0) - \frac{1}{4} (\alpha_{ijk} - 0 + 0)(\alpha_{ijk} + 0 - 0) - 0 \cdot 0 \right)$$

$$= \sum_{k=n_1+1}^{n} \left( - \frac{1}{2} (\alpha_{ijk})^2 - \frac{1}{4} (\alpha_{ijk})^2 \right)$$

$$= -\frac{3}{4} \sum_{k=n_1+1}^{n} (\alpha_{ijk})^2$$

$$=: K_{1,1}$$
And in the case $i \leq n_1$ and $j \geq n_1 + 1$:

$$K(e_i, e_j) = \sum_{k=1}^{n_1} \left( 0(-0 + 0 + \alpha_{kij}) - \frac{1}{4}(0 - 0 + \alpha_{kij})(0 + 0 - \alpha_{kij}) - 0 \cdot 0 \right)$$

$$= \sum_{k=1}^{n_1} \frac{1}{4}(\alpha_{kij})^2$$

$$= \frac{1}{4} \sum_{k=1}^{n_1} (\alpha_{kij})^2$$

$$=: K_{1,2}$$

In the case, that both vectors are from the basis of $V_2$, the sectional curvature equals 0.

One can see, that $K_{1,1} \leq 0$ with equality if and only if $[e_i, e_j] = 0$; and $K_{1,2} \geq 0$ with equality if and only if for all $k \in \{1, \ldots, n_1\}$ holds: $\pi_{e_j}([e_k, e_i]) = 0$, where $\pi_{e_j}$ denotes the projection on the subspace $(e_j)$.

Let $S \subset V_1$ be an $\Omega$-isotropic, $\Omega$-regular subspace of maximal dimension, say of dimension $m$, and let the basis $\{e_1, \ldots, e_n\}$ be chosen in way, such that $S = \langle e_1, \ldots, e_m \rangle$. Then one gets:

1) $K(e_i, e_j) = 0$ if $i, j \leq m$.

2) For all $e_j$ with $m + 1 \leq j \leq n_1$ there exists an $i \in \{1, \ldots, m\}$, such that $K(e_i, e_j) < 0$.

3) For all $e_j$ with $j \geq n_1 + 1$ there exists an $i \in \{1, \ldots, m\}$, such that $K(e_i, e_j) > 0$.

The first property comes by the $\Omega$-isotropy, the second by the maximality of the dimension and the third by the $\Omega$-regularity.

This shows, that every plane in $S$ has sectional curvature = 0. But whenever one extends $S$ by another direction, one gets a plane with sectional curvature $\neq 0$.

So one can explain the Euclidean behaviour of the filling invariants up to the maximal dimension of $\Omega$-regular, $\Omega$-isotropic subspaces by the flatness of these subspaces. The super-Euclidean behaviour in the dimension above is related to the positive curvature, which occurs whenever one adds a direction not contained in the first layer of the grading.

Another way to see the necessity of the $\Omega$-regularity is the following example:

For $n \geq 4$ the group $N_n$ of unipotent upper triangular $(n \times n)$-matrices the 2-dimensional filling function fulfills

$$F_{2, N_n}(l) \gtrsim l^3 \approx l^{1+1}$$

which is a strictly super-Euclidean behaviour (see [5]). But this is no contradiction to Theorem II as the first layer of the grading $\mathfrak{n}_n = V_1 \oplus \ldots \oplus V_{n-1}$ has dimension $n$ and the dimension of $\mathfrak{n}_n$ is $\frac{n(n-1)}{2}$.

Therefore

$$\dim V_1 - m = n - m \geq m(n^2 - 3n) - m\left(\frac{n(n-1)}{2} - n\right) = m(\dim \mathfrak{n}_n - \dim V_1)$$

holds never true for $m \geq 2$. By the discussion after Theorem II there can’t exist a 2-dimensional $\Omega$-isotropic, $\Omega$-regular subspace $S$ of $V_1$ and therefore Theorem II doesn’t apply.

On the other hand, there is a $\lfloor \frac{n}{2} \rfloor$-dimensional $\Omega$-isotropic subspace of $V_1$, generated by the matrices $E_{2k-1.2k} = (e_{i,j})$, $1 \leq k \leq \lfloor \frac{n}{2} \rfloor$, with only non-zero entry $e_{2k-1,2k} = 1$. 


This shows, as \( \left\lfloor \frac{n}{2} \right\rfloor \geq 2 \) for \( n \geq 4 \), that the condition of the \( \Omega \)-regularity is of crucial importance for the Euclidean behaviour of the filling functions.

## 4 Higher divergence functions of stratified nilpotent Lie groups

Our results for the filling functions of stratified nilpotent Lie groups lead directly to lower bounds for the higher divergence functions. This is, as we will see in the proof, mainly due to the left-invariance of the Riemannian metric.

### 4.1 Results

In the low dimensions we obtain the following theorem:

**Theorem 5** (Divergence functions in low dimensions). Let \( G \) be a stratified nilpotent Lie group equipped with a left-invariant Riemannian metric. Further let \( g \) be the Lie algebra of \( G \) and \( V_1 \) be the first layer of the grading and let \( k \in \mathbb{N} \). If there exists a lattice \( \Gamma \subset G \) with \( s_2(\Gamma) \subset \Gamma \) and a \((k+1)\)-dimensional \( \Omega \)-isotropic, \( \Omega \)-regular subspace \( S \subset V_1 \), then holds:

\[
\text{Div}^j_G(r) \geq r^{j+1} \quad \text{for all } j \leq k.
\]

In the high dimensions we obtain additional upper bounds for the higher divergence functions, which coincide with the lower bounds. The lower bounds come in the same way as in the low dimensions, while the upper bounds are possible to establish because the filling functions are sub-Euclidean (in contrast to the Euclidean filling functions in the low dimensions).

To establish the upper bounds on the higher divergence functions it is important to know the divergence dimension of the stratified nilpotent Lie group. Every simply connected nilpotent Lie group of dimension \( n \) is polynomial Lipschitz equivalent to \( \mathbb{R}^n \) via the exponential map \( \exp: \mathbb{R}^n \cong g \rightarrow G \). This means that the Lipschitz constants of \( \exp \) and \( \exp^{-1} \) on balls of radius \( R \) grow at most polynomial in \( R \). Using this, one can construct in \( G \) (\( pr \)-avoidant) fillings with polynomial bounded mass of (\( r \)-avoidant) cycles from Euclidean ones (compare [23, Section 5]) and vice versa. Therefore \( G \) and \( \mathbb{R}^n \) have the same divergence dimension: \( \text{divdim}(G) = n - 2 \).

**Theorem 6** (Divergence functions in high dimensions). Let \( G \) be an \( n \)-dimensional stratified nilpotent Lie group equipped with a left-invariant Riemannian metric. Further let \( g \) be the Lie algebra of \( G \) with grading \( g = V_1 \oplus \ldots \oplus V_d \). Denote by \( D = \sum_{i=1}^d i \cdot \dim V_i \) the Hausdorff-dimension of the asymptotic cone of \( G \) and let \( k \in \mathbb{N} \). If there exists a lattice \( \Gamma \subset G \) with \( s_2(\Gamma) \subset \Gamma \) and a \((k+1)\)-dimensional \( \Omega \)-regular, \( \Omega \)-isotropic subspace \( S \subset V_1 \), then holds:

\[
\text{Div}^{n-j}_G(r) \sim r^\left(\frac{(D-j)(n-j-1)}{D-j-1}\right) \quad \text{for all } 2 \leq j \leq k.
\]

As we can reduce the conditions of Theorem 5 and Theorem 2 in the case of simply connected 2-step nilpotent Lie groups (see Theorem 3), we can do the same for Theorem 5 and Theorem 6 and obtain:

**Theorem 7** (Divergence functions of 2-step nilpotent Lie groups). Let \( G \) be an \( n \)-dimensional simply connected 2-step nilpotent Lie group equipped with a left-invariant Riemannian metric. Further let \( g \) be the Lie algebra of \( G \) with the grading \( g = V_1 \oplus V_2 \), let \( n_2 = \dim V_2 \) and let \( k \in \mathbb{N} \). If there exists a \((k+1)\)-dimensional \( \Omega \)-regular, \( \Omega \)-isotropic subspace \( S \subset V_1 \), then holds:

(i) \( \text{Div}^j_G(r) \geq r^{j+1} \quad \text{for all } j \leq k, \)
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(ii) \( \text{Div}_G^{n-j-1}(r) \sim r \frac{(n+n_j)(n-j-1)}{n+n_j-1} \) for all \( 2 \leq j \leq k \).

4.2 Proofs for Higher Divergence Functions

We proceed with the statements about the higher divergence functions.

The statements about the higher divergence functions of a stratified nilpotent Lie group equipped with a left-invariant Riemannian metric can be naturally divided into two parts: The lower bounds and the upper bounds. Due to this subdivision we split the proof in the separated treatment of lower and upper bounds. To establish the lower bounds we will prove the more general Proposition 4.1 which deduces lower bounds on the higher divergence functions from lower bounds on the filling functions in the setting of arbitrary Lie groups. Our technique for the upper bounds on the higher divergence functions (Proposition 4.2) needs sub-Euclidean upper bounds on the filling functions and so only works in the top dimensions.

Lower bounds

We consider a Lie group \( G \) equipped with a left-invariant Riemannian metric. So if we transport a cycle by left-multiplication, there is no change of the mass of the cycle or of the mass bounded by the cycle. We use this fact to prove the following proposition, which provides the lower bounds for the higher divergence functions stated in the Theorems 5, 6 and 7.

Proposition 4.1. Let \( G \) be a Lie group equipped with a left-invariant Riemannian metric and let \( m \in \mathbb{N} \), such that \( \text{divdim}(G) \geq m \). If the filling function \( F^{m+1}_G \) is bounded from below by a function \( h : \mathbb{R}^+ \to \mathbb{R}^+ \), then holds:

\[
\text{Div}^m_G(r) \geq h(r^m).
\]

Proof. By assumption holds for the \((m+1)\)-dimensional filling function

\[
F^{m+1}_G(l) \gtrsim h(l).
\]

So there is a constant \( C \geq 1 \) such that for every \( l > 0 \) there exists an \( m \)-cycle \( a_l \) with mass \( \text{mass}(a_l) = l \) such that every \((m+1)\)-chain \( b \) with boundary \( \partial b = a \) has to fulfil

\[
C \cdot \text{mass}(b) + Cl + C \geq h(l).
\]

Let \( \alpha_0 = 1 \) and \( \rho_0 < 1 \), such that \( G \) is \((\rho_0, m)\)-acyclic at infinity. We have to show, that there are constants \( L, M \geq 1 \), such that for all \( \rho \leq \rho_0 \) and all \( \alpha \geq \alpha_0 \) there is a constant \( A \geq 1 \) with:

\[
A \cdot \text{div}^m_{L\rho, M\alpha}(Ar + A) + O(r^m) \geq h(r^m).
\]

To do this, we use the above 'hard-to-fill' cycle \( a_l \) with \( l = r^m \).

As \( a_l \) is a priori not \( r \)-avoidant, we transport it out of the \( r \)-ball around \( 1 \in G \) by left-multiplication with some suitable group element \( g \in G \) and obtain the \( r \)-avoidant \( m \)-cycle \( g \cdot a_l \). For the mass we obtain

\[
\text{mass}(g \cdot a_l) = \text{mass}(a_l) = l
\]

as the metric is left-invariant.

The left-invariance of the metric also guarantees that the property 'hard-to-fill' is preserved under the left-multiplication, i.e. every \((m+1)\)-chain \( b \) with boundary \( \partial b = g \cdot a_l \) has

\[
\text{mass}(b) \gtrsim h(l).
\]
As the $pr$-avoidance of the filling is an additional restriction to the $(m+1)$-chain, the above inequality for the mass of $b$ holds true for $pr$-avoidant $(m+1)$-chains $b$ with boundary $\partial b = g \cdot a_l$. Here we need the assumption $\text{divdim}(G) \geq m$ for the existence of such $pr$-avoidant fillings.

Now we choose $L = M = 1$ and for $\rho \leq \rho_0$ and $\alpha \geq \alpha_0$ we set $A = \alpha \cdot C$.

Then we get
\[
A \cdot \text{div}^m_{L,\rho,M,\alpha}(Ar + A) + O(r^m) \geq A \cdot \text{div}^m_{\rho,\alpha}(Ar + A) + A \cdot r^m + A
\]
\[
\geq C \cdot \text{div}^m_{\rho,1}(r) + C \cdot r^m + C
\]
\[
\geq C \cdot \text{mass}(b_0) + C \cdot r^m + C
\]
\[
\geq h(r^m)
\]
where (1) holds true, as $\alpha \geq 1$, $A \geq C \geq 1$ and as $\text{div}^m_{\rho,\alpha}(r)$ is increasing in $\alpha$ and $r$. Further (2) holds true, as we have the $r$-avoidant 'hard-to-fill' $m$-cycle $a_l$ with mass($a_l$) = $l = r^m \leq \alpha \cdot r^m$ and as $\text{divdim}(G) \geq m$ there is some optimal $pr$-avoidant filling $b_0$ of $a_l$. And (3) holds true, as $b_0$ is a filling of $a_l$ and therefore has to fulfill this inequality by the lower bound on the filling function.

With this Proposition 4.1 and our results for the filling functions (Theorem 1, Theorem 2, and Theorem 3) we get the lower bounds in Theorem 5, Theorem 6, and Theorem 7.

**Upper bounds**

To obtain the upper bounds for the higher divergence functions, we prove a more general proposition: We deduce sub-Euclidean upper bounds for higher divergence functions from sub-Euclidean upper bounds for filling functions.

**Proposition 4.2.** Let $M$ be a complete Riemannian manifold and $m \in \mathbb{N}$, $m \leq \text{divdim}(M)$. If there is a $\delta < \frac{m+1}{m}$, such that the $(m+1)$-dimensional filling function $F^{m+1}_M(l)$ is bounded from above by $l^\delta$, then holds:
\[
\text{Div}^m_M(r) \lesssim r^{\delta m}.
\]

**Proof.** First choose a basepoint $x_0 \in M$ and let $\alpha \geq 1$ and $\rho_0 = \frac{1}{4}$. Let $r_0 > 0$ be sufficiently large. Further let $C > 0$, such that
\[
F^{m+1}_M(\alpha r^m) \leq C \cdot (\alpha r^m)^\delta \quad \forall r \geq r_0.
\]

Let $a$ be an $r$-avoidant Lipschitz $m$-cycle of mass($a$) $\leq \alpha r^m = l$.

The condition on the $(m+1)$-dimensional filling function of $M$ implies the existence of a Lipschitz $(m+1)$-chain $b$ (not necessarily avoidant) with
i) $\partial b = a$ and
ii) mass($b$) $\leq C \cdot l^\delta$.

Now let $T = a_\#$ be the Lipschitz cycle $a$ considered as integral current. Then there is an integral current $S \in I_{m+1}(M)$ with
i) $\partial S = T$ and
ii) $M(S) \leq C \cdot l^\delta$.

For example, $S = b_\#$ would be an appropriate choice.

So the proof of [30, Lemma 3.1] (see also [29, Lemma 3.4]) together with the computation in the proof of [30, Proposition 1.8] yields the following:
For $x \in M$ and $t > 0$ denote by $B(x,t)$ the closed ball of radius $t$ around $x$.

For sufficiently large $r$ and every $\varepsilon > 0$ there is an integral current $S_\varepsilon \in I_{m+1}(M)$ with:

i) $\partial S_\varepsilon = T$ ,

ii) $M(S_\varepsilon) \leq C \cdot l^\delta + \varepsilon$ ,

iii) spt $S_\varepsilon \subset M \setminus B(x_0, \frac{2}{3}r)$ .

Now we have an $\frac{1}{2}r$-avoidant integral current $S_\varepsilon$, that “fills” the Lipschitz cycle $a$. From this integral current we construct a $\rho_0 r$-avoidant Lipschitz $(m+1)$-chain of the desired mass that fills $a$ as follows:

For $A \subset \mathbb{R}^N$ and $t > 0$ denote by $B(A,t) := \{ y \in \mathbb{R}^N \mid \exists x \in A : \| x - y \|_2 \leq t \}$.

At first we use the Nash embedding theorem to embed $M$ isometrically in some $\mathbb{R}^N$. Consider $S_\varepsilon$ as an integral current in $\mathbb{R}^N$. Then [9] Lemma 5.7] provides for every $\eta > 0$ the existence of a Lipschitz $(m+1)$-chain $b'_{\varepsilon,\eta}$ such that:

i) $\partial b'_{\varepsilon,\eta} = a$ ,

ii) mass$(b'_{\varepsilon,\eta}) \leq C \cdot l^\delta + \varepsilon + \eta$ ,

iii) $b'_{\varepsilon,\eta} \subset B(\text{spt}(S_\varepsilon), \eta)$ .

As $M \subset \mathbb{R}^N$ is a local Lipschitz neighbourhood retract, we can retract $b'_{\varepsilon,\eta}$ to a Lipschitz $(m+1)$-chain $b_{\varepsilon,\eta}$ on $M$ (compare proof of Proposition [3.12] with

i) $\partial b_{\varepsilon,\eta} = a$ ,

ii) mass$(b_{\varepsilon,\eta}) \leq L^{m+1} C \cdot l^\delta + L^m \varepsilon + L^m \eta$ ,

iii) $b_{\varepsilon,\eta} \subset B(\text{spt}(S_\varepsilon), L\eta)$ ,

where $L$ denotes the Lipschitz constant of the retraction.

So for $\eta$ sufficiently small, i.e. such small that $\rho_0 r < r - (L\eta + \frac{1}{2}r) = \frac{1}{2}r - L\eta$, the Lipschitz chain $b_{\varepsilon,\eta}$ is an $\rho_0 r$-avoidant filling of the cycle $a$. Further holds for the mass of $b_{\varepsilon,\eta}$:

mass$(b_{\varepsilon,\eta}) \leq L^{m+1} C \cdot l^\delta + L^m \varepsilon + L^m \eta = L^{m+1} C \cdot (\alpha r^m)^\delta + L^m \varepsilon + L^m \eta$

$\leq x^m \delta$

This proves the claim. 

Theorem [2] provides for an $n$-dimensional stratified nilpotent Lie group $G$ with a lattice $\Gamma$, such that $s_2(\Gamma) \subset \Gamma$, and with an $\Omega$-isotropic, $\Omega$-regular subspace $S \in V_1$ of dimension $k+1$, the following upper bound on the filling functions:

$F_{G}^{n-j}(l) \lesssim l^{\frac{D-j}{n-j}}$ for $j \leq k$.

Whenever $G$ is not abelian, i.e. not isomorphic to $\mathbb{R}^n$, the Hausdorff-dimension $D$ is strictly larger than $n$. Therefore holds

$\frac{D-j+1}{D-j} < \frac{n-j+1}{n-j}$

and the above proposition applies for $m = n - j$ with $2 \leq j \leq k$. Here $j$ has to be less or equal 2, as the divergence dimension of an $n$-dimensional stratified nilpotent Lie group is $n-2$ (mentioned earlier in Section [4]).

Therefore holds:

$\text{Div}_{G}^{n-j}(r) \sim r^{\frac{(D-j)(n-j-1)}{n-j}}$ for all $2 \leq j \leq k$,

where the lower bounds are obtained Proposition [4.1] and the upper bounds are obtained by Proposition [4.2] (For the case $G \cong \mathbb{R}^n$ see [4.])
Together with the lower bounds obtained in Section 4.2 this proves Theorem 5, Theorem 6 and Theorem 7.

5 Examples

To fill our results with life, we apply them to generalised Heisenberg Groups over $\mathbb{C}$, $\mathbb{H}$ and $\mathbb{O}$. This produces further applications to lattices in rank 1 symmetric spaces of non-compact type.

5.1 Generalised Heisenberg Groups

**Definition.** The complex Heisenberg Group $H^n_\mathbb{C}$ of dimension $2n + 1$ is as manifold

$$H^n_\mathbb{C} := \mathbb{C}^n \times \text{Im} \mathbb{C}$$

where $\mathbb{C}$ denotes the complex numbers. The group law is given by

$$(z, x) (w, y) := (z + w, x + y - \frac{1}{2} \sum_{i=1}^{n} \text{Im}(z_i \bar{w}_i)) .$$

This is a 2-step nilpotent Lie group with (real) Lie algebra $\mathfrak{h}_\mathbb{C}^n = V_1 \oplus V_2$ where $V_1 = \mathbb{C}^n$, $V_2 = \text{Im} \mathbb{C} \cong \mathbb{R}$ and with the bracket

$$[(Z, X), (W, Y)] = (0, \sum_{i=1}^{n} \text{Im}(Z_i \bar{W}_i)) .$$

It can be seen as the unique simply connected Lie group with Lie algebra generated by

$B := \{j_1, ..., j_n, k_1, ..., k_n, K\}$

and with the only non-trivial brackets of the generators

$[k, j] = K$ if both elements in the bracket have the same index.

**Definition.** The quaternionic Heisenberg Group $H^n_\mathbb{H}$ of dimension $4n + 3$ is as manifold

$$H^n_\mathbb{H} := \mathbb{H}^n \times \text{Im} \mathbb{H}$$

where $\mathbb{H}$ denotes the Hamilton quaternions. The group law is given by

$$(z, x) (w, y) := (z + w, x + y - \frac{1}{2} \sum_{i=1}^{n} \text{Im}(z_i \bar{w}_i)) .$$

This is a 2-step nilpotent Lie group with (real) Lie algebra $\mathfrak{h}_\mathbb{H}^n = V_1 \oplus V_2$ where $V_1 = \mathbb{H}^n$, $V_2 = \text{Im} \mathbb{H}$ and with the bracket

$$[(Z, X), (W, Y)] = (0, \sum_{i=1}^{n} \text{Im}(Z_i \bar{W}_i)) .$$

It can be seen as the unique simply connected Lie group with Lie algebra generated by

$B := \{h_1, ..., h_n, i_1, ..., i_n, j_1, ..., j_n, k_1, ..., k_n, I, J, K\}$

and with the only non-trivial brackets of the generators

$[a, h] = A$ for $a \in \{i_1, ..., i_n, j_1, ..., j_n, k_1, ..., k_n\}$, (here $A$ denotes the capital letter of the choice of $a$)

and
\[ [k, j] = I, \quad [i, k] = J, \quad [j, i] = K \]

if both elements in the bracket have the same index.

**Definition.** The octonionic Heisenberg Group \( H^n_O \) of dimension \( 8n + 7 \) is as manifold

\[ H^n_O := O^n \times \text{Im} \, O \]

where \( O \) denotes the Cayley octonions. The group law is given by

\[
(z, x)(w, y) := (z + w, x + y - \frac{1}{2} \sum_{i=1}^{n} \text{Im}(z_i w_i)).
\]

This is a 2-step nilpotent Lie group with (real) Lie algebra \( h^n_O = V_1 \oplus V_2 \) where \( V_1 = O^n, V_2 = \text{Im} \, O \) and with the bracket

\[
[(Z, X), (W, Y)] = (0, \sum_{i=1}^{n} \text{Im}(Z_i W_i)).
\]

It can be seen as the unique simply connected Lie group with Lie algebra generated by

\[
B := \{d_1, \ldots, d_n, e_1, \ldots, e_n, f_1, \ldots, f_n, g_1, \ldots, g_n, h_1, \ldots, h_n, i_1, \ldots, i_n, j_1, \ldots, j_n, k_1, \ldots, k_n, E, F, G, H, I, J, K \}
\]

and with the only non-trivial brackets of the generators

\[
[a, d] = A \quad \text{for} \quad a \in \{e_1, \ldots, e_n, f_1, \ldots, f_n, g_1, \ldots, g_n, h_1, \ldots, h_n, i_1, \ldots, i_n, j_1, \ldots, j_n, k_1, \ldots, k_n \},
\]

(here \( A \) denotes the capital letter of the choice of \( a \))

and

\[
[i, f] = [k, h] = [j, g] = E \quad [e, i] = [j, h] = [g, k] = F \quad [k, f] = [e, j] = [h, i] = G \quad [i, g] = [f, j] = [e, k] = H \quad [g, h] = [f, e] = [k, j] = I \quad [h, f] = [g, e] = [i, k] = J \quad [f, g] = [e, h] = [j, i] = K
\]

if both elements in the bracket have the same index.

The above defined generalised Heisenberg Groups are not only abstractly constructed Lie groups. They rather arise in geometry as natural generalisations of the complex Heisenberg Groups. For seeing this one has to consider the complex hyperbolic spaces \( SU(n, 1)/S(U(n) \times U(1)) \), the quaternionic hyperbolic spaces \( Sp(n, 1)/(Sp(n) \times Sp(1)) \) and the Cayley plane \( F_{4(-20)}/SO(9) \) of real dimensions \( 2n, 4n \) respectively 16. In these spaces the horospheres are biLipschitz equivalent to the Heisenberg Groups \( H^{n-1}_C, H^{n-1}_H \) respectively \( H^n_O \). So they are of more general interest, for example for the geometry of non-cocompact lattices in the above mentioned hyperbolic spaces.

If one adds the real hyperbolic space \( SO(n, 1)/SO(n) \) of dimension \( n \) to the above list, the horospheres become biLipschitz equivalent to the "real Heisenberg Group" \((\mathbb{R}^{n-1}, +)\). So, by the classification of rank...
1 symmetric spaces (see for example [13]), the Heisenberg Groups can be seen as horospheres in rank 1 symmetric spaces of non-compact type.

**Proposition 5.1.** Let $G$ be the quaternionic Heisenberg Group $H^q_{n+1}$ or the octonionic Heisenberg Group $H^o_{n+1}$ and $\mathfrak{g}$ the respective Lie algebra. Then there is an $n$-dimensional $\Omega$-regular, $\Omega$-isotropic subspace $S \subset V_1$ of the first layer of the grading $\mathfrak{g} = V_1 \oplus [\mathfrak{g}, \mathfrak{g}]$.

**Proof.** In the quaternionic case we define $Z_1 = I$, $Z_2 = J$, $Z_3 = K$ and $\eta_i = Z_p^*$, where $Z_p^*$ denotes the dual form to $Z_p$. Then we get by the general formula for left-invariant differential $m$-forms on Lie groups

$$(m + 1)!(d \gamma)(Y_0, \ldots, Y_m) = \sum_{i<j} (-1)^{i+j+1} \gamma ([Y_i, Y_j], X_0, \ldots, Y_i, \ldots, Y_j, \ldots, Y_m)$$

the following components of the curvature form $\Omega$:

$$\omega_i = d \eta_i = \frac{1}{2} \sum_{[X_i, X_m] = 0} X_i^* \wedge X_m^* \quad \text{where} \quad X_q \in \{h_q, i_q, j_q, k_q\}.$$ 

We choose $S = \langle h_1, \ldots, h_n \rangle \subset V_1$, which is $\Omega$-isotropic as $[h_u, h_v] = 0$ and therefore $\omega_i(h_u, h_v) = 0$ for all $u, v \in \{1, \ldots, n\}$.

It remains to give for every choice of $\sigma_{pq}$ a solution $\xi$ for $\omega_p(\xi, h_q) = \sigma_{pq}$ for $p = 1, 2, 3$ and $q = 1, \ldots, n$.

Let $X_{pq}$ denote the unique element in $\{i_q, j_q, k_q\}$ with $[X_{pq}, h_q] = Z_p$. Then one can check by a short computation, that such a solution is given by the following element:

$$\xi = \sum_{p,q} \sigma_{pq} X_{pq}.$$ 

In the octonionic case we define $Z_1 = E$, $Z_2 = F$, $Z_3 = G$, $Z_4 = H$, $Z_5 = I$, $Z_6 = J$, $Z_7 = K$ and $\eta_i = Z_p^*$, where $Z_p^*$ denotes the dual form to $Z_p$. Then we get by the general formula for left-invariant differential $m$-forms on Lie groups the following components of the curvature form $\Omega$:

$$\omega_i = d \eta_i = \frac{1}{2} \sum_{[X_i, X_m] = 0} X_i^* \wedge X_m^* \quad \text{where} \quad X_p \in \{e_q, f_q, g_q, h_q, i_q, j_q, k_q\}$$

We choose $S = \langle d_1, \ldots, d_n \rangle \subset V_1$, which is $\Omega$-isotropic as $[d_u, d_v] = 0$ and therefore $\omega_i(d_u, d_v) = 0$ for all $u, v \in \{1, \ldots, n\}$.

It remains to give for every choice of $\sigma_{pq}$ a solution $\xi$ for $\omega_p(\xi, d_q) = \sigma_{pq}$ for $p = 1, 2, 3, 4, 5, 6, 7$ and $q = 1, \ldots, n$. Let $X_{pq}$ denote the unique element in $\{e_q, f_q, g_q, h_q, i_q, j_q, k_q\}$ with $[X_{pq}, d_q] = Z_p$. Then one can check by a short computation, that such a solution is given by the following element:

$$\xi = \sum_{p,q} \sigma_{pq} X_{pq}.$$ 

**Corollary 5.2.** Let $H^q_{n+1}$ be the $4n + 3$ dimensional quaternionic Heisenberg Group. Then holds:

i) $F^{j+1}_{H^q_{n+1}}(l) \sim l^{\frac{j+1}{4}}$ for $j < n$,

ii) $F^{n+2}_{H^q_{n+1}}(l) \lesssim l^{\frac{n+2}{n}}$,

iii) $F^{m+1}_{H^q_{n+1}}(l) \sim l^{\frac{m+4}{m+3}}$ for $3n + 3 < m < 4n + 3$. 

\[\square\]
Corollary 5.3. Let $H^n_O$ be the $8n + 7$ dimensional octonionic Heisenberg Group. Then holds:

i) $F_{H^n_O}^{j+1}(l) \sim l^{j+1}$ for $j < n$,

ii) $F_{H^n_O}^{n+1}(l) \leq l^{\frac{n+2}{n}}$,

iii) $F_{H^n_O}^{m+1}(l) \sim l^{\frac{m+8}{m+7}}$ for $7n + 7 < m < 8n + 7$.

By the above Proposition 5.1, the quaternionic and the octonionic Heisenberg Groups fulfil the conditions of Theorem 3 and Theorem 7 as they are 2-step nilpotent. So Corollary 5.2 and Corollary 5.3 follow by Theorem 3 as the Hausdorff-dimension of $H^n_H$ is $4n + 3$ and the Hausdorff-dimension of $H^n_O$ is $8n + 7$.

The proof of Theorem 5 and Theorem 6 (respectively Theorem 7) on the higher divergence functions only uses the bounds on the filling functions. So these theorems remain true if one replaces the conditions of them by the bounds on the filling functions established in Theorem 1 and Theorem 2 (respectively Theorem 3). Using the bounds for the complex Heisenberg Groups (computed in [34] and [35]) we get the following behaviour of the higher divergence functions:

Corollary 5.4. Let $H^n_C$ be the $2n + 1$ dimensional complex Heisenberg Group. Then holds:

i) $\text{Div}_{H^n_C}^j(r) \gg r^{j+1}$ for $j < n$,

ii) $\text{Div}_{H^n_C}^n(r) \gg r^{n+2}$,

iii) $\text{Div}_{H^n_C}^m(r) \sim r^{\frac{(m+2)m}{m+3}}$ for $n + 1 \leq m < 2n$.

And for the quaternionic and octonionic Heisenberg Groups we obtain:

Corollary 5.5. Let $H^n_H$ be the $4n + 3$ dimensional quaternionic Heisenberg Group. Then holds:

i) $\text{Div}_{H^n_H}^j(r) \gg r^{j+1}$ for $j < n$,

ii) $\text{Div}_{H^n_H}^m(r) \sim r^{\frac{(m+4)m}{m+5}}$ for $3n + 3 < m < 4n + 2$.

Corollary 5.6. Let $H^n_O$ be the $8n + 7$ dimensional octonionic Heisenberg Group. Then holds:

i) $\text{Div}_{H^n_O}^j(r) \gg r^{j+1}$ for $j < n$,

ii) $\text{Div}_{H^n_O}^m(r) \sim r^{\frac{(m+8)m}{m+9}}$ for $7n + 7 < m < 8n + 6$.

Corollary 5.5 and Corollary 5.6 follow by Theorem 7.

For the proof of Corollary 5.4 concerning the higher divergence functions of the complex Heisenberg Group $H^n_C$, we use [34 Corollary 1.1] and [35] Theorem 1, which together state the following behaviour of the filling functions:

$F_{H^n_C}^{j+1}(l) \sim l^{j+1}$ for $j < n$,

$F_{H^n_C}^{n+1}(l) \sim l^{\frac{n+2}{n}}$. 

$F_{H^n_O}^{j+1}(\ell) \sim \ell^{j+2}$ for $j > n$.

With Proposition 4.1 and Proposition 4.2 this proves Corollary 5.4.

In the above Corollaries 5.2 and 5.3 concerning the filling functions of the quaternionic and the octonionic Heisenberg Groups we only stated upper bounds in dimension $n$. This is due to the fact, that the technique for the lower bounds, used by Burillo in [5] to compute the lower bounds in dimension $n$ for the complex Heisenberg Groups, is very special. Indeed it can’t be generalised to stratified nilpotent Lie groups, not even to the octonionic Heisenberg Groups as the example of $H^n_O$ (discussed below) shows.

By the discussion following Theorem 1 one can see, that $n$ is the maximal possible dimension of an $\Omega$-isotropic, $\Omega$-regular subspace $S$ of $V_1$ in the grading of the Lie algebra of the quaternionic respectively octonionic Heisenberg Group $H^n_Q(\Omega)$ respectively $H^n_O(\Omega)$. This follows from the equalities

$$\dim V_1 - n = 4n - n = 3n = n(4n + 3 - 4n) = n(dim \mathfrak{g} - dim V_1)$$

for the quaternionic case, and

$$\dim V_1 - n = 8n - n = 7n = n(8n + 7 - 8n) = n(dim \mathfrak{g} - dim V_1)$$

for the octonionic case.

And as the left hand side is strictly decreasing and the right hand side is strictly increasing in the dimension of the $\Omega$-regular, $\Omega$-isotropic horizontal subspace, the necessary condition for the existence of such a subspace is not satisfied for any dimension greater than $n$.

**Lemma 5.7.** There is no $(n + 1)$-dimensional $\Omega$-isotropic subspace $S \subset V_1$ in the octonionic Heisenberg Group $H^n_O(\Omega)$.

**Proof.** We prove this in two steps:

**Step 1:** Every $n$-dimensional $\Omega$-isotropic subspace $W \subset V_1$ is $\Omega$-regular.

Let $W = \langle w_1, ..., w_n \rangle_R$ be an $n$-dimensional $\Omega$-isotropic subspace spanned by

$$w_p = (w^{d_1}_p, w^{d_2}_p, ..., w^{k_n}_p) \text{ for } 1 \leq p \leq n,$$

with coordinates with respect to the basis $\{d_1, ..., k_n\}$ of the first layer $V_1$ of the grading of Lie algebra.

Let $Z_1 = E$, $Z_2 = F$, $Z_3 = G$, $Z_4 = H$, $Z_5 = I$, $Z_6 = J$ and $Z_7 = K$. Then holds for $l \in \{1, 2, 3, 4, 5, 6, 7\}$:

$$d \eta (\cdot, w_p) = \sum_{[X_m, d_q] = z_l} w^{d_q}_p X^*_m + \sum_{[X_m, e_q] = z_l} w^{e_q}_p X^*_m + \sum_{[X_m, f_q] = z_l} w^{f_q}_p X^*_m$$

$$+ \sum_{[X_m, g_q] = z_l} w^{g_q}_p X^*_m + \sum_{[X_m, h_q] = z_l} w^{h_q}_p X^*_m + \sum_{[X_m, i_q] = z_l} w^{i_q}_p X^*_m$$

$$+ \sum_{[X_m, j_q] = z_l} w^{j_q}_p X^*_m + \sum_{[X_m, k_q] = z_l} w^{k_q}_p X^*_m$$

So we get:

$$d \eta_1 (\cdot, w_p) = \sum_q (w^{d_q}_p e_q^* + w^{f_q}_p j_q^* + w^{h_q}_p k_q^* + w^{g_q}_p j_q^* - w^{e_q}_p d_q^* - w^{f_q}_p j_q^* - w^{h_q}_p k_q^* - w^{i_q}_p g_q^*)$$

$$d \eta_2 (\cdot, w_p) = \sum_q (w^{d_q}_p f_q^* + w^{j_q}_p e_q^* + w^{k_q}_p g_q^* + w^{i_q}_p h_q^* - w^{e_q}_p d_q^* - w^{f_q}_p j_q^* - w^{g_q}_p k_q^* - w^{h_q}_p i_q^*)$$
\[ d\eta_1(\cdot, w_p) = \sum_q (w_p^q g_q + w_p^q i_q + w_p^q e_q) - w_p^q f_q - w_p^q j_q - w_p^q k_q \]

\[ d\eta_2(\cdot, w_p) = \sum_q (w_p^q i_q + w_p^q g_q + w_p^q f_q + w_p^q k_q - w_p^q e_q - w_p^q j_q - w_p^q h_q) \]

\[ d\eta_3(\cdot, w_p) = \sum_q (w_p^q j_q + w_p^q h_q + w_p^q i_q + w_p^q k_q + w_p^q e_q - w_p^q f_q - w_p^q j_q - w_p^q h_q) \]

\[ d\eta_4(\cdot, w_p) = \sum_q (w_p^q k_q + w_p^q f_q + w_p^q e_q + w_p^q k_q - w_p^q f_q - w_p^q e_q - w_p^q h_q) \]

As \( W \) is \( \Omega \)-isotropic, the curvature form

\[ \left( \Omega(w_p, \cdot) \right)_p = \left( \left( d\eta_1(w_p, \cdot), d\eta_2(w_p, \cdot), ..., d\eta_7(w_p, \cdot) \right) \right)_p \]

can be interpreted as a linear isomorphism \( V_1/W \cong \mathbb{R}^{7n} \rightarrow \mathbb{R}^{7n} \).

For \( \sigma = (\sigma_{pq}) \in \mathbb{R}^{7n} \) this leads, as the \( w_p \) are linear independent, to a system \( A\xi = \sigma \) of linear equations with an invertible matrix \( A \in \mathbb{R}^{7n \times 7n} \). So there always exists a solution and \( W \) is \( \Omega \)-regular.

Step 2): There is no \((n + 1)\)-dimensional \( \Omega \)-isotropic subspace \( S \subset V_1 \).

Assume there is an \((n + 1)\)-dimensional \( \Omega \)-isotropic subspace \( S = \langle s_1, ..., s_{n+1} \rangle_R \) of \( V_1 \). Then \( W = \langle s_1, ..., s_n \rangle_R \) is \( \Omega \)-isotropic and \( n \)-dimensional. Claim 1 implies that \( W \) is \( \Omega \)-regular. So the linear map

\[ \Omega^W : V_1 \rightarrow \text{Hom}(W, \mathbb{R}/V_1), \quad X \mapsto \Omega(X, \cdot) \]

is surjective and vanishes on \( S \). Therefore:

\[
7n - 1 = 8n - (n + 1) = \dim(V_1/S) \\
\geq \dim(V_1/\ker(\Omega^W)) = \dim(\text{image}(\Omega^W)) \\
= \dim(\text{Hom}(W, \mathbb{R}/V_1)) = n(8n + 7 - 8n) = 7n
\]

But this is a contradiction and such an \( S \) can’t exist.

By Proposition 5.1 and Lemma 5.7 we have condition b) of Theorem 4 satisfied for the octonionic Heisenberg Group. So we get:

**Corollary 5.8.** Let \( H^n_O \) be the octonionic Heisenberg Group of dimension \( 8n + 7 \). Then holds:

\[ F_{H^n_O}^{n+1}(l) \geq l^{\frac{n+1}{2}}. \]

### 5.2 LATTICES IN RANK 1 SYMMETRIC SPACES

For \( n \geq 2 \) the Corollaries 5.2 and 5.3 show that the 2-dimensional filling function \( F^2 \) is of quadratic type for \( H^n_H \) and \( H^n_O \). This means that a sub-quadratic Dehn function has to be linear, as one can use the fact that there is a gap between linear and quadratic Dehn functions (see 3). By the relation \( \delta^1 \approx F^2 \) and the fact that the above groups are not hyperbolic (and therefore can’t have linear Dehn functions), their Dehn functions \( \delta^1 \) are quadratic, too. Pittet computed the Dehn function of \( H^1_H \) (which is cubic) in [29] and so the Dehn function of \( H^n_H \) is known for all \( n \in \mathbb{N} \). Unfortunately there is an error in Pittet’s computation of the Dehn function of \( H^1_O \) (mentioned in [19]). And annoyingly this error can’t
Corollary 5.9. Let $n \in \mathbb{N}_{\geq 3}$ and $X$ be the complex hyperbolic space $SU(n, 1)/S(U(n) \times U(1))$ of dimension $2n$ or the quaternionic hyperbolic space $Sp(n, 1)/Sp(n) \times Sp(1))$ of dimension $4n$. Further let $\Gamma$ be a group acting properly discontinuously by isometries, such that the quotient space $X/\Gamma$ is of finite volume, but not compact. Then holds:

$$\delta_1^j(l) \sim l^{\frac{j+1}{2}} \quad \text{for } 1 \leq j < n - 1.$$ 

Proof. For the complex hyperbolic case this is proved in [18, Theorem 5]. For the quaternionic case we use, as in the proof of [18, Theorem 5], that $\Gamma$ acts geometrically on a space $X_0$ obtained from the quaternionic hyperbolic space $Sp(n, 1)/Sp(n) \times Sp(1)$ by removing a $\Gamma$-invariant family of horoballs. By the Lemma of Švarc-Milnor, $\Gamma$ is quasi-isometric to $X_0$ and so $\delta_1^j \sim \delta_{X_0}^j \sim F_{X_0}^{j+1}$ for all $1 \leq j \leq n - 1$. The filling functions of $X_0$ are equivalent to the filling functions of any of its boundary components (see [18, Theorem 5], [23, 5.D.(5)(c)]), which are horospheres in $Sp(n, 1)/Sp(n) \times Sp(1)$. The horospheres in the quaternionic hyperbolic space $Sp(n, 1)/Sp(n) \times Sp(1)$ are biLipschitz equivalent to the quaternionic Heisenberg Group $H^1_{2n-1}$. By Corollary 5.2 we get $\delta_1^j(l) \sim F_{X_0}^{j+1}(l) \sim l^{\frac{j+1}{2}}$ for all $1 \leq j \leq n - 1$. 

Remark. Let $X$ be the complex hyperbolic plane $SU(2, 1)/S(U(2) \times U(1))$ of dimension 4 or the quaternionic hyperbolic plane $Sp(2, 1)/Sp(2) \times Sp(1))$ of dimension 8 and $\Gamma$ a group acting properly discontinuously on $X$ by isometries, such that the quotient space has finite volume but is not compact. It is proved in [26] that:

$$\delta_1(l) \sim \delta_1^j(l) \sim l^{\frac{1}{2}}.$$ 

6 Horizontal approximation

To apply Theorem 3.2 and Theorem 3.3 of Young, we needed to approximate a triangulation $(\tau, f)$ of a stratified nilpotent Lie group $G$ by a $(k + 1)$-horizontal map $\psi : \tau \to G$. In this chapter we prove the techniques that enabled us to do this.

We consider $G$ equipped with the sub-Riemannian metric $d_c$. We further will use a lot the properties $\Omega$-isotropic and $\Omega$-regular, so remember the definition of the curvature form $\Omega$ (see Section 2).

6.1 Some definitions

Let $W$ be a simplicial complex and let $V$ be a smooth manifold. We call a map $f : W \to V$ smooth, immersion or horizontal if the respective property holds for $f$ restricted to each simplex of $W$. 
Definition. Let $W'$ be a simplicial complex and let $V$ be a smooth manifold. A map $f : W' \to V$ is a folded immersion if $W'$ has a locally finite covering by compact subcomplexes, $W' = \bigcup W'_i$, such that $f$ is smooth on each simplex of $W'$ and sends each $W'_i$ homeomorphically to a smooth compact submanifold (with boundary) of $V$.

If $V = G$ is a stratified nilpotent Lie group, we call a folded immersion $f$ horizontal (and/or $\Omega$-regular) if $f(W'_i)$ is horizontal (and/or $\Omega$-regular) for all $i$.

Definition. Let $G$ be a stratified nilpotent Lie group and let $T$ and $T'$ be $m$-dimensional simplicial complexes. We say $f' : T' \to G$ approximates $f : T \to G$, if for every neighbourhood $U \subset G \times T$ of the graph $\{(f(x), x) \mid x \in T\}$ and every neighbourhood $V \subset T \times T$ of the diagonal $\{(x, x) \mid x \in T\}$ there are proper homotopy equivalences $\varphi : T \to T'$ and $\varphi' : T' \to T$ such that:

i) The graph of $\varphi \circ \varphi'$ is contained in $V$.

ii) The graph of $f' \circ \varphi'$ is contained in $U$.

6.2 The folded approximation theorem

To construct approximations of maps into stratified nilpotent Lie groups by horizontal ones, we need the following Lemma:

Lemma 6.1 (local h-principle, [11, 4.2.A'], compare [7] and [10, 2.3.2]). Let $G$ be a stratified nilpotent Lie group with grading $\mathfrak{g} = V_1 \oplus \ldots \oplus V_d$ of the Lie algebra. Further let $T$ be an $m$-dimensional simplicial complex. Then the sheaf of horizontal, $\Omega$-regular, smooth immersions $f : T \to G$ is micro-flexible and satisfies the local h-principle. In particular, for every $\Omega$-regular, $\Omega$-isotropic $m$-dimensional subspace $S \subset V_1$ and every $g \in G$ there exists a germ of smooth integral submanifolds $W_i \subset G$ at $g$ with $T_\eta(W_i) = dL_g S$.

This is a corollary of the Main Theorem of [10, 2.3.2] as the differential operator which sends smooth maps $f : T \to G$ to the induced forms $\{f^*(\eta_i)\}$, is infinitesimal invertible on $\Omega$-regular horizontal immersions (compare [10, 2.3.1]).

Proposition 6.2 (Folded Approximation Theorem, [11, 4.4]). Let $G$ be a stratified nilpotent Lie group and let $T$ be a $m$-dimensional simplicial complex. Then a continuous map $f_0 : T \to G$ admits an approximation by folded horizontal $\Omega$-regular immersions $f' : T' \to G$ if and only if there is a continuous map $T \ni x \mapsto S_x$, where $S_x$ is the translate of an $\Omega$-regular, $\Omega$-isotropic $m$-dimensional subspace $S \subset V_1$.

Proof. Let $f_0 : T \to G$ be continuous and let $f' : T' \to G$ be a folded horizontal $\Omega$-regular immersion approximating $f_0$. Then, by definition, there is a homotopy equivalence $\varphi : T \to T'$. The pullback under $\varphi$ of the folded tangent bundle over $T'$ provides a continuous map $T \ni x \mapsto S_x \subset dL_{f_0(x)} V_1$. This proves the "only if" part.

Let’s turn towards the "if" direction: As the sheaf of horizontal $\Omega$-regular immersions $f : T \to G$ are micro-flexible, Diff($V$)-invariant and by Lemma 6.1 locally integrable, we can use [8, Theorem 13.4.1] to prove the above Proposition for the $(m-1)$-skeleton $T^{(m-1)}$ of $T$: $T^{(m-1)}$ is a subpolyhedron of codimension 1 and

$$F_0 : \mathcal{O}p(T^{(m-1)}) \to \mathcal{R}, \ x \mapsto (f_0(x), S_x)$$

is a formal solution near $T^{(m-1)}$. With [8, Theorem 13.5.1] there is a genuine solution $F : \mathcal{O}p(T^{(m-1)}) \to \mathcal{R}$ homotopic to $F_0$ and such that $f = bs F$ is arbitrary close to $f_0$.

It remains to prove the existence of the approximation in the top-dimensional case under the assumption that $f_0$ is an horizontal $\Omega$-regular immersion near the $(m-1)$-skeleton of $T$.

We can treat each simplex $\Delta^m \subset T$ separately. So let $f_0 : \Delta^m \to G$ be an horizontal $\Omega$-regular immersion near $\partial \Delta^m \subset T^{(m-1)}$.

We consider $\Delta^m$ as $\Delta^m = (\partial \Delta^m \times [0, 1]) / \sim$, with $\sim$ the equivalence relation defined by $(x, 1) \sim (y, 1)$ for all $x, y \in \partial \Delta^m$. Denote by $\Delta(t)$ the layer $\partial \Delta^m \times \{t\}$.
Each of this layers $\Delta(t)$ has dimension $\leq m - 1$. We look at the maps

$$F_0^t : \mathcal{O}p(\Delta(t)) \to \mathcal{R}, \ x \to (f_0(x), S_x)$$

and by [8, Theorem 13.5.1] we get horizontal $\Omega$-regular immersions $f^t : \mathcal{O}p(\Delta(t)) \to G$ close to $f_0$ (for $t = 0$ we take $f^0 = f_0$). With [8, Theorem 13.5.1], or more exactly with the parametric version of it, we can choose the family $\{f^t\}$ to be continuous in $t$. Now let $\varepsilon > 0$ be sufficiently small, such that the $2\varepsilon$-neighbourhood of the $t$-layer

$$N_{2\varepsilon}(t) := (\partial \Delta^m \times ((t-2\varepsilon, t+2\varepsilon) \cap [0, 1])) / \sim$$

is contained in $\mathcal{O}p(\Delta(t))$ for all $t$. We define the (holonomic) homotopy

$$H^0 : (N^\varepsilon_+(0) \cup N^\varepsilon_-(\varepsilon)) \times [0, 1] \to G,$$

$$(x, t) \mapsto \begin{cases} f^0(x), & \text{if } x \in N^\varepsilon_+(0) \\ f^t(x), & \text{if } x \in N^\varepsilon_-(\varepsilon) \end{cases}.$$

The microflexibility gives a positive $t_1 \in (0, 1]$ such that we can extend $H^0$ on $\mathcal{O}p(\Delta(0)) \times [0, t_1]$. Then we replace $f^0$ by $H^1_{t_1}$. We define the (holonomic) homotopy

$$H^1 : (N^\varepsilon_+(t_1 - \varepsilon) \cup N^\varepsilon_-(t_1 + \varepsilon)) \times [0, 1] \to G,$$

$$(x, t) \mapsto \begin{cases} f^{t_1}(x), & \text{if } x \in N^\varepsilon_+(t_1 + \varepsilon) \\ f^{t_1 + t}(x), & \text{if } x \in N^\varepsilon_-(t_1 - \varepsilon) \end{cases}.$$

where $f^s = f^1$ for all $s \geq 1$.

The microflexibility gives a positive $t_2 \in (0, 1]$ such that we can extend $H^1$ on $\mathcal{O}p(\Delta(t_1)) \times [0, t_2]$. We replace $f^{t_1}$ by $H^2_{t_2}$. We define the (holonomic) homotopy

$$H^2 : (N^\varepsilon_+(t_1 + t_2 - \varepsilon) \cup N^\varepsilon_-(t_1 + t_2 + \varepsilon)) \times [0, 1] \to G,$$

$$(x, t) \mapsto \begin{cases} f^{t_1 + t_2}(x), & \text{if } x \in N^\varepsilon_+(t_1 + t_2 - \varepsilon) \\ f^{t_1 + t_2 + t}(x), & \text{if } x \in N^\varepsilon_-(t_1 + t_2 + \varepsilon) \end{cases}.$$

The microflexibility gives a positive $t_3 \in (0, 1]$ such that we can extend $H^2$ on $\mathcal{O}p(\Delta(t_1 + t_2)) \times [0, t_3]$. We replace $f^{t_1 + t_2}$ by $H^3_{t_3}$.

We continue this procedure until we reach $f^1$. As the number $t_1$ depends continuously on the layers, i.e. on $t \in [0, 1]$, there is the minimum $\min \{t_i\} > 0$ and so we only need finitely many steps (less than $\left\lceil \frac{1}{\min \{t_i\}} \right\rceil$ many). We define $T^i := \bigcup N^\varepsilon_\varepsilon(t_i)$ as the disjoint union of the closed $\frac{\varepsilon}{2}\varepsilon$-neighbourhoods of
the $\Delta(t_i)$. Further we make identifications corresponding to the intersections of their images under the $H^i_{t_{i+1}}$ and give it a simplicial structure such that the $\Delta(t_i)$ are contained in the $(m-1)$-skeleton. $T'$ is obviously homotopy equivalent to $T$. Then we get the approximating map as

$$f' := \bigcup H^i_{t_{i+1}} : T' \to G$$

where $f'_{|\mathcal{N}(t_i)} = H^i_{t_{i+1}}$.

Figure 3: Schematical illustration of the images of the $f^t_i$ (left) and the images of the $H^i_{t_{i+1}}$ (right) for $m=2$.

The above proof shows, that we need folded immersions only in the top-dimension (i.e. in dimension $m$, the dimension of the $\Omega$-regular, $\Omega$-isotropic subspace $S$). In lower dimensions we can consider $T'$ as a subcomplex of an $m$-dimensional simplicial complex $\tilde{T}$ and the local h-principle yields an $\Omega$-regular horizontal immersion

$$\bar{f} : Op(T) \to G$$

approximating $f_0$ on $T$ and the desired approximation is given by $f := \bar{f}_{|T}$.

**Corollary 6.3** (11, 4.4 Corollary]). Let $G$ be a stratified nilpotent Lie group with Lie algebra $\mathfrak{g}$ and $m \in \mathbb{N}$. Further let $S$ be an $m$-dimensional $\Omega$-isotropic, $\Omega$-regular horizontal subspace of $\mathfrak{g}$. Then every continuous map $f_0 : T \to G$ from an $m$-dimensional simplicial complex $T$ into the stratified nilpotent Lie group $G$ can be approximated by continuous, piecewise smooth, piecewise horizontal maps $f : T \to G$.

**Proof.** We define $S_c = dL_{f_0(x)}S$ and get a horizontal approximation $f' : T' \to G$ by Proposition 6.2. As $f'$ approximates $f_0$, there is a homotopy equivalence $\varphi : T \to T'$ and we can use $f = f' \circ \varphi$ as the desired approximation. □

**Remark.**

a) We used horizontal approximations in the Riemannian manifold $(G,d_\mathfrak{g})$. For the change from the Carnot-Carathéodory metric to the Riemannian metric one can use the fact, that both metrics $d_c$ and $d_\mathfrak{g}$ induce the same topology on $G$ (see 10, Proposition 2.26). What one really needs to transport the above results to $G$ equipped with a left-invariant Riemannian metric is, that every continuous map $f : T \to (G,d_c)$ is also continuous as map $f : T \to (G,d_\mathfrak{g})$. This holds in any case if the by $d_c$ induced topology is finer than the topology of the Riemannian manifold. This is true, as the identity map $\iota : (G,d_c) \to (G,d_\mathfrak{g})$ is 1-Lipschitz (compare Lemma 2.5) and therefore continuous. So every open set in $(G,d_\mathfrak{g})$ is also open as subset of $(G,d_c)$. Further is the notion of being horizontal in both cases the same. So the above lemma yields a piecewise horizontal approximation of $f_0$ with respect to the Riemannian metric.
b) The above Proposition 6.2 and its Corollary 6.3 hold true for each microflexible differential relation $R_S$ of $S$-directed immersions on a smooth manifold $M$. The points one has to change are to demand the map $x \mapsto S_x$ to be a continuous map into $S$ and the resulting immersion will be $S$-directed instead of horizontal. Then the proof goes exactly the same way as above, one has just to replace the $G$ by $M$, the translates of the $\Omega$-regular, $\Omega$-isotropic subspaces by $S$ and horizontal by $S$-directed.

7 Some open questions

We computed the filling functions for stratified nilpotent Lie groups under the assumption of the existence of $\Omega$-regular, $\Omega$-isotropic subspaces of the first layer of the Lie algebra. Our results suggest a division of the behaviour of the filling functions in a part of Euclidean growth in the low dimensions, strictly sub-Euclidean growth in the highest dimensions and at least one dimension of strictly super-Euclidean growth in between. Whether this is still true without the algebraic condition, is an open question. Burillo proved a cubic lower bound for the filling area function of the group $N_n$ of unipotent upper triangular $n \times n$-matrices for $n \geq 4$. So Gromov’s conjecture (see [23, 5.D.]) about the first super-Euclidean filling function of a nilpotent Lie group is wrong. The group $N_n$ is ($n-1$)-step nilpotent and Gromov’s heuristic argument is mainly based on observations for the complex Heisenberg Groups which are 2-step nilpotent. So we ask:

Question 1. Does every stratified nilpotent Lie group of nilpotency degree 2 have Euclidean filling functions up to the maximal dimension of horizontal submanifolds and a super-Euclidean filling function in the dimension above?

An important reason why we are interested in (non-abelian) nilpotent Lie groups is the fact, that they have sectional curvature of both signs, negative and positive, at each point. All spaces of non-positive curvature have no super-Euclidean filling functions, so it would be interesting, if the positive curvature at every point could be seen by the filling functions:

Question 2. Does every (non-abelian) nilpotent Lie group have a super-Euclidean filling function in some dimension?

This question may be easier to answer, if one restricts it to stratified nilpotent Lie groups:

Question 2b. Does every stratified nilpotent Lie group have a super-Euclidean filling function in some dimension?

Another question arises for the higher divergence functions of stratified nilpotent Lie groups. We computed the exact growth rate for higher divergence functions in the high dimensions, but in the lower dimensions we only have been able to establish Euclidean lower bounds.

Question 4. Are there Euclidean upper bounds for the higher divergence functions of stratified nilpotent Lie groups in low dimensions?
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