Simulation of potential epidemics of downy mildew of grapevine in different scenarios of disease conduciveness
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Abstract The parameterisation process of a previously developed modelling structure of the grapevine-downy mildew pathosystem is described. The model incorporates primary and secondary infections, host crop growth and development, along with a linkage between disease on foliage and disease on clusters. This process-based model was developed with a main objective of understanding the behaviour of the pathosystem under different, variable, environmental conditions, or under climate change. Six scenarios of disease conduciveness were developed in order to capture the range of environmental conditions under which potential downy mildew of grapevine epidemics can develop. These climate scenarios were based on moisture and temperature factors. The scenarios were translated into vectors of parameters for primary and secondary infections in the model. Model testing was performed in three steps: (i) an analysis of potential epidemics was conducted from the literature on grapevine downy mildew in order to delineate the behaviour of the pathosystem under different scenarios; (ii) a simulation experiment was conducted to investigate the response of the model to different patterns of environmental conditions, corresponding to six scenarios of disease conduciveness; and (iii) expected and simulated epidemics under these scenarios were compared. In scenarios, the model mobilised existing quantitative information on downy mildew of grapevine and generated outputs that are congruent with expected patterns of potential epidemic. This study indicates that the model is a reliable tool for simulating accurate and robust potential epidemics of downy mildew of grapevine in a scenario analysis. This can have many applications, such as the understanding of the behaviour of the pathosystem under climate change or when partial host resistance is involved.

Keywords Potential epidemic analysis · Model parameterisation · Plasmopara viticola · Simulation modelling · Vitis vinifera

Introduction

Grapevine downy mildew (DM; caused by Plasmopara viticola) is a major disease of Vitis vinifera, causing qualitative and quantitative losses, especially in temperate climates (e.g., Gessler et al. 2011). A generic process-based model of the grapevine downy mildew epidemics, which incorporates the main phases of the disease, has been previously developed (Bove 2018; Bove et al. 2020). This model incorporates primary and secondary infections, host crop growth and development, and, departing from other existing models on DM, also includes a linkage between disease on foliage and disease on clusters (Savary et al. 2009), accounting for the dual nature (i.e., foliage and clusters) of epidemics of downy mildew of grapevine (Bove et al. 2020).
The model is based on the epidemiological concepts of infection, latency and infectiousness (Vanderplank 1963). Epidemics start on the foliage when the first primary infection occurs in the system at a given onset date, on a disease-free and susceptible site. After a latency period of LP days, infected sites start to produce spores and continue to do so during an infectious period of IP days. During the infectious period, the infectious site constantly produces \( R_c \) effective spores per day, where \( R_c \) corresponds to the basic infection rate corrected for removals (i.e. tissue removed from the infectious process; Vanderplank 1963). Each effective propagule generates a new infection in turn, which, after LP days, produces \( R_c \) new effective propagules per day over IP days, and so on. The model therefore leads to an increase of the total number of downy mildew infections on the foliage. The model also represents disease transmission from the foliage to the clusters. Disease dynamics of foliage and clusters is governed by system (foliage, clusters) size, host crop growth, physiological and disease-induced senescence, susceptibility of plant organs, age of organs, and environmental factors (Bove 2018; Bove et al. 2020). The model is intended as a generic model with a main objective of understanding the behaviour of the pathosystem under different, variable, environmental conditions, or under climate change.

The objectives of the present paper are: i) to describe the parameterisation process of the simulation model, ii) to develop scenarios of disease conduciveness based on weather factors, which capture the range of environmental conditions under which grapevine downy mildew epidemics develop; iii) to perform a simulation experiment to assess how the model reacts in different scenarios of disease conduciveness, and iv) to compare these reactions (i.e., model outputs) to published data on epidemics of downy mildew (i.e. Gobbin et al. 2005; Rossi and Caffi 2012; Rumbou and Gessler 2004). The simulation experiment (Teng et al. 1977), whereby simulations are run according to a formal experimental design, was used to investigate the response of the model to different patterns of environmental conditions, corresponding to six scenarios of disease conduciveness, which include weather factors and different levels of primary inoculum.

### Materials and methods

#### Parameters and hypotheses

Numerical values of parameters and coefficients involved in the model (Bove 2018; Bove et al. 2020) were derived from the available literature. We describe below details on how the literature on grapevine downy mildew was mobilised to parameterise the model for a series of processes: (i) crop growth and development; (ii) primary infections, (iii) secondary infections, and iv) infections on clusters. Acronyms, values, dimensions, and references for parameters are provided in Table 1. Parameter values can be easily modified if additional or new knowledge is made available, rendering the model flexible for future use.

#### Crop growth and development.

**Maximum number of sites of the foliage** The considered system is a single grapevine plant surrounded by similar grapevine plants in term of size, physiology and development, and disease (Bove et al. 2020). The simulation time is 200 days (covering the growing season) with a time step of 1 day (Bove et al. 2020). The dynamics of foliage growth and disease on foliage is represented by the running number of foliage sites. The maximum number of sites, \( S_{\text{max}} \), was calculated as the ratio of the maximum leaf area (LA) of a single grapevine plant (i.e., the size of the considered system) over the area of an individual DM lesion (LS): \( S_{\text{max}} = \text{LA/LS} \). We used \( 3 \text{ m}^2 \) for LA (Bernizzoni et al. 2009) and \( 314.16 \text{ mm}^2 \) for LS (Galet 1977), and thus estimated \( S_{\text{max}} \) as 10,000 sites.

**Relative rate of growth** Foliage growth is assumed to be logistic, with a relative rate of growth \( \text{RRG} \) (number of new sites produced per site and per unit time, dimension: [N.N\(^{-1}.\text{T}^{-1}\)]) of 0.1 (Savary and Willocquet 2014).

**Physiological senescence** of leaf tissue is assumed to be a negative exponential process and is represented in the model by a rate of loss of healthy sites \( \text{RSEN} \), with dimension [N.site\(^{-1}.\text{T}^{-1}\)], that is to say, by the number of new (physiologically) senesced sites (SEN) formed per time step: \( \text{RSEN}(t) = \frac{dx(t)}{dt} \), where \( x \) represents the number of sites. \( \text{RSEN} \) is computed using a relative rate
| Group of processes | Parameters | Parameter dimensions | Parameter values | Notes | References |
|-------------------|------------|----------------------|------------------|-------|------------|
| Crop growth and development | Smax | [N] | 10,000 | 2077, 2009, 2016 | Galet, Bernizzoni et al., Gatt et al. |
| | RRG | [N.T⁻¹] | 0.1 | 2014 | Savary and Willocquet |
| | RRSmax | [N.T⁻¹] | 0.01 | 1990 | Wermelinger and Koblet |
| | RRDs | [N.T⁻¹] | 0.02 | 2010a, 2010b | Jermini et al. |
| | DVS | [1] | From bud break to flowering: 0, 1, 2, 3 | Rossi et al., Wermelinger and Koblet, Gatt et al. |
| | Tbase | [K] | 10 | 1990 | Wermelinger and Koblet, Rossi et al., Poni et al., Cola et al. |
| | OD | [T] | Primary infections: 0, 10, 20, 30, 40, 50 | Default value, corresponding to day of simulation | Ross et al., Fig. 4 |
| | PD | [T] | Short duration of primary inoculum: 0, 20 | Rossi et al., Fig. 3 |
| | | (10) | Long duration of primary inoculum: 0, 20, 40, 60 | |
| | P | [N.T⁻¹] | Low level of (daily) primary infections: 0.02 | 2005, 2004 | Gobbin et al., Rombou and Gessler |
| | | (0.02) | High level of (daily) primary infections: 0.2 | |
| Secondary infections on foliage | RcOPT | [Nles.Nles⁻¹.T⁻¹] | 0.30 | Default value | 2014, 2011, Jermini et al., Gessler and Blaise, Jermini et al., Carisse |
| | RcA | [1] | When DVS = 0: 1 | 1998 | Reuveni |
| | | (0.56) | When DVS = 1: 0.39 |
| | RcT | [1] | Warm (13 < T°C ≤ 28): 1 | 1988 | Lalancette |
| | | (0.8) | Cold (0 < T°C ≤ 13): 0.39 |
| | RcW | [1] | Wet (daily rainfall (mm) > 5; minimum relative humidity (RHmin) ≥ 70, maximum relative humidity (RHmax) < 70): 1 | Lalancette |

---

TABLE I

Acronyms, values, dimensions, and references of parameters involved in the model simulating downy mildew epidemics. Each parameter belongs to a main group of processes.
Table 1 (continued)

| Group of processes | Parameters | Parameter dimensions | Parameter values | Notes | References |
|--------------------|------------|----------------------|-----------------|-------|------------|
| Partly wet (rainfall (mm) between 0 and 5, RHmin ≥ 70 and RHmax ≤ 95) | (0.6) RcV | [1] | 1 | | |
| Dry (absence of rain, RHmin ≥ 70 and RHmax ≤ 95) | (0.4) LP | [T] | 6 | Default value | Muller and Sleumer (1934), Goidanich (1959) |
| Very dry (minimum relative humidity <70%; no rain) | (0.1) IP | [T] | 15 | Default value | Caffi et al. (2013), Kennelly et al. (2005) |
| Disease on clusters | TC | [N_cluster][N_sites−1][T−1] | 0.01 | | Savary et al. (2009) |
| | CCSmax | [1] | 1 | | |
| | CCS | [1] | 0, 1, 0.1 | When DVS = 0, 1, 2 | Galet (1977), Kennelly et al. (2005) |

*Parameters without parentheses are used as default values that are used for the numerical evaluation of the model described in Bove et al. 2020; parameters between parentheses are used when considering scenarios of disease conduciveness (Table 2)*
of physiological senescence (RRS, dimension: \([N \cdot N^{-1} \cdot T^{-1}])\), that is, to say, considering the number of new (physiologically) senesced sites formed per healthy site per time step: \(RRS = dx/dt \times 1/x\). The number of senesced sites at time \(t\) may thus be written as: \(x(t) = \exp(\text{RRS} \times t)\). The measured RRS (represented as RRSmax in the model) is 0.01 and was calculated from published curves of vegetative assessment in untreated vineyards (Wermelinger and Koblet 1990), following a numerical integration approach.

**Disease-induced senescence** is represented in the model by a rate of disease-induced senescence RSEN, with dimension \([N \cdot T^{-1}]\), that is, by the number of new (disease-induced) senesced sites (SEN) formed per time step. RSEN is computed using a relative rate of disease-induced senescence RRDS, with dimension \([N \cdot N^{-1} \cdot T^{-1}]\), that is to say, considering the number of new (diseased-induced) senesced sites formed per removed site (R) per time step: \(RRDS = dx/dt \times 1/x\). A comparison between RRS measured from published curves of vegetative assessment in an untreated vineyard in a season (Jermini et al. 2010a) and RRDS measured from DM disease progress curves in the same vineyard and in the same season (Jermini et al. 2010b) led to estimate the value of RRDS as twice that RRS, i.e. is equal to 0.02.

**Development stage** is represented in the model by DVS, which is a dimensionless coefficient. DVS can take three values, 0, 1, and 2, where 0 indicates development stages from bud break to flowering, 1 from flowering to veraison, and 2 from veraison to leaf-fall. DVS increases according to the sum of daily temperatures above the threshold for development, \(T_{\text{base}}\) (Willocquet et al. 2008). The value of \(T_{\text{base}}\) was set to 10 °C (Gutierrez et al. 1985; Wermelinger and Koblet 1990; Winkler et al. 1974). DVS is 0 for a temperature sum (\(\text{SumT}\)) < 300 °C, that is, from the beginning of the simulation (day of simulation, \(\text{DOS} 0\), day of year, \(\text{DOY} 90\), April 1st) till \(\text{DOS} 59\) (DOY 148, May 29th). DVS is 1 for 300 °C < \(\text{SumT}\) < 700 °C, from \(\text{DOS} 60\) (DOY 149, May 30th) to \(\text{DOS} 139\) (DOY 228, August 17th). DVS is 2 for \(\text{SumT} >700 ^\circ\text{C}\), from \(\text{DOS} 140\) (DOY 229, August 18th) to the end of simulation, \(\text{DOS} 200\) (DOY 289, October 17th). The DOY values at which bud break, flowering, veraison, and leaf-fall are assumed to occur in the simulation are consistent with reference to Northern Italy (Cola et al. 2014; Gatti et al. 2016; Poni et al. 2006; Rossi et al. 2008).

**Primary infections**

**Onset date** The day of the first seasonal primary infection is represented in the model by the onset date OD, with dimension \([T]\). The default value (i.e. numerical value of parameters and coefficients used for the numerical evaluation of the model described in Bove et al. 2020) of OD in the model is 30 DOS, which corresponds to DOY 120 (May 1st). This parameter is consistent with the first seasonal disease symptoms appearance in Northern Italy, which is approximately between the beginning of May and the end of June (Rossi et al. 2008).

**Duration of mobilization of the primary inoculum** The variable PD \([T]\) represents the number of days during which primary infections contribute to the epidemic. The default value of PD was set to 60 days from disease onset (\(\text{DOS} 30\)) (Gobbin et al. 2005; Rossi et al. 2009, Fig. 3b; Rumbou and Gessler 2004, 2006), assuming that primary infections do not occur after DOS 90.

**Inflow of primary infections** The number of primary infections per time step is represented in the model by P, with dimension \([N \cdot T^{-1}]\). P represents the rate of primary infection (RPI) between the onset date (OD) and the end of mobilisation of primary inoculum (OD + PD). The number of primary infections per grapevine plant per day was retrieved from published data (Gobbin et al. 2005; Rumbou and Gessler 2004), from the estimation of the number of single \(P. \text{viticola}\) genotypes (i.e. lesions from primary infections) in several untreated vineyards over different locations. For example, if 184 single \(P. \text{viticola}\) genotypes were found on 36 vines, during a sampling period of 22 days (first sampling day DOY 155; last sampling day DOY 177), the number of single genotypes per plant was 184/36 = 5.11. Thus, a number of lesion per day was estimated as 5.11/22 = 0.23 (Gobbin et al. 2005). The default value of P was set to 0.2 (Table 1).

**Secondary infections on foliage**

**Optimum relative rate of secondary infections** The optimum value of the basic infection rate corrected for the removals (\(R_c\), Vanderplank 1963) is represented by \(R_{\text{c OPT}}\), with dimension \([N \cdot N_{\text{les}}^{-1} \cdot T^{-1}]\). \(R_{\text{c OPT}}\) is the number of daughter lesions generated per mother lesion per unit time under optimum environmental conditions on susceptible varieties (Savary et al. 2015). We used
the approach of Sun and Zeng (1994) to estimate \( R_c \) from disease progress curves:

\[
R_c = \frac{r}{\exp(-rp)-\exp[-r(i+p)]}
\]  
(1)

where \( p \) is the latency period, \( i \) is the infectious period and \( r \) is the apparent infection rate (Vanderplank 1963, 1975).

The apparent rate of disease increase can be calculated as follows:

\[
r = \frac{\ln(x_2/x_1)}{(t_2-t_1)}
\]  
(2)

where \( x_1 \) and \( x_2 \) are disease fractions at two successive dates \( t_1 \) and \( t_2 \), respectively, in the early stage of the epidemic under optimum conditions for the disease. Equation (2) was used to calculate \( r \) from published disease progress curves (Carisse 2016; Dagostin et al. 2011; Gessler and Blaise 1992; Jermini et al. 2000) in susceptible and unprotected vineyards and under optimum conditions for disease development. The first two non-zero values were retrieved from these disease progress curves. The optimum value of \( R_c \), i.e. \( R_{cOpt} \), was then estimated according to eq. (1), using \( p = 5 \) and \( i = 20 \) days. For example, if the first two severity values (range: 0–1) of a disease progress curve are \( x_1 = 0.15 \) at \( t_1 = 231 \) DOY and \( x_2 = 0.42 \) at \( t_2 = 239 \) DOY, respectively, \( r \) is 0.12 day\(^{-1}\) and \( R_{cOpt} \) is 0.26 day\(^{-1}\) (Jermini et al. 2000). The default value of \( R_{cOpt} \) was set to 0.3 (Table 1).

Modifers of the relative rate of secondary infections

Modifiers (Loomis and Adams 1983) are used in the model in order to account for major environmental factors that are driving epidemics (Bove 2018; Bove et al. 2020). These factors include the daily temperature variation, the daily moisture (caused by rain or dew), age (and variation in susceptibility) and variety (and varietal susceptibility), and are incorporated in the model so that they modify the optimum value of \( R_c \), \( R_{cOpt} \). These modifiers for temperature, moisture, age, and variety, are respectively represented by the dimensionless parameters \( R_{cT} \), \( R_{cW} \), \( R_{cA} \) and \( R_{cV} \), respectively, which may vary between 0 and 1 (Bove 2018; Bove et al. 2020). \( R_c \) can then be written as:

\[
R_c = R_{cOpt} \times R_{cT} \times R_{cW} \times R_{cA} \times R_{cV}
\]  
(3)

Since \( R_c = N \times E \) (Zadoks and Schein 1979, Eq. 6.25), where \( N \) is the relative rate of propagule (spore) production, expressed as propagules (spores) per day, and \( E \) is the effectiveness of each dispersal unit, we can write:

\[
R_c = (N_{opt} \times E_{opt}) \times (N_T \times E_T) \times (N_W \times E_W)
\]

\[
\times (N_A \times E_A) \times (N_V \times E_V)
\]  
(4)

In Eq. (3), the four modifiers \( R_{cT} \), \( R_{cW} \), \( R_{cA} \) and \( R_{cV} \) account for the effects of temperature, moisture, age and variety on \( N \) and \( E \), respectively. The parameterisation of the four modifiers was performed considering each element of Eq. (3) from the available literature and is described as follows.

Modifier of \( R_{cOpt} \) for age

The modifier \( R_{cA} \) accounts for the susceptibility of healthy sites, which depends on the age of the leaves (ontogenic resistance) and on plant development stage. \( R_{cA} \) was parameterised from published data reporting the effects of leaf age on susceptibility to downy mildew, for 20 leaf positions on shoots (Reuveni 1998). We assumed that all leaves on a shoot have the same number of sites. We then considered the relationship between the development stage (DVS) and the number of sites (TOTSITES) in the model at each DVS scale, that is: DVS 0: 100 < TOTSITES < 7600; DVS 1: 7800 < TOTSITES < 10,000; DVS 2: TOTSITES = 10,000. The median value of TOTSITES at each DVS was calculated and the corresponding number of leaves was estimated: DVS 2: 20 × (average TOTSITES/Smmax) = 20 leaves; DVS 1: 20 × 8900/10000 = 17.8 leaves; DVS 0: 20 × 3850/10000 = 7.7 leaves. The average severity values for each DVS was retrieved from the Fig. 3 of Reuveni 1998 and was used to estimate \( R_{cA} \), according to infection efficiency (IE): when DVS = 0 the average severity is 0.81 and \( R_{cA} \) is 1; when DVS = 1, the average severity is 0.45 and \( R_{cA} = (1/0.81) \times 0.45 = 0.56 \); when DVS = 2, the average severity is 0.33 and \( R_{cA} = (1/0.81) \times 0.33 = 0.39 \). A linear relationship between \( R_{cA} \) and severity in the work reported by Reuveni (1998) was assumed.

Modifiers of \( R_{cOpt} \) for temperature

Under optimum temperature conditions (15–20 °C), the reported value for IE is 0.07, whereas under less favourable conditions of T (10 °C), IE is 0.06 (Lalancette 1988). Thus, we set \( R_{cT} \) to 1 in favourable temperature conditions, and to 0.8 in less favourable temperature conditions (Table 1).
Modifiers of $R_{c,OPT}$ for moisture

Under optimum moisture conditions, $R_{c,W}$ is 1, whereas, under less favourable conditions of rain and wetness duration, $R_{c,W}$ is set to 0.6, accounting for the effect of moisture on IE and N (Lalancette 1987) (Table 1).

Modifier of $R_{c,OPT}$ for variety

The effect of susceptibility (or resistance) of variety on infection is accounted by $R_{c,V}$, which is the product of the relative resistance for infection efficiency (RRIE) and the relative resistance for sporulation (RRSP; Savary and Willocquet 2014):

$$R_{c,V} = \text{RRIE} \times \text{RRSP}.$$ 

In a susceptible variety, $R_{c,V} = 1$ (Table 1), that is to say, when the variety is associated with the highest level of infection efficiency and sporulation intensity: reduction in RRIE and/or in RRSP in a partially resistant variety leads to a smaller $R_{c,V}$ value.

Latency period

The duration of the latency period is represented by $\text{LP}$, with dimension [T]. The default value of LP was set to 6 (Goidanich 1959; Müller and Sleumer 1934).

Infectious period

The duration of the infectious period is represented in the model by the coefficient $\text{IP}$, with dimension [T]. The default value for IP was set to 15 (Caffi et al. 2013; Kennelly et al. 2005).

Disease on clusters

Leaf-cluster disease transmission coefficient

Disease transmission between leaves and clusters is represented by the coefficient $\text{TC}$. Under the hypothesis that cluster infection results from foliage infection, TC reflects the link between disease on the foliage and disease on clusters, expressed as an increase of disease severity on clusters per unit disease severity on leaves per day, according to the equation (Savary et al. 2009, Eq. 2):

$$\frac{dx_c}{dt} = tc \times x_L \times (1-x_c)$$

where $x_c$ is disease severity on clusters; t is time (number of days); $x_L$ is the current disease severity on leaves; $(1 - x_c)$ represents the proportion of healthy clusters still available for new infections with dimension [1]; and $tc$ is the disease transmission coefficient between leaves and clusters as defined by Savary et al. (2009) and used in Bove et al. (2020). According to the above equation (Savary et al. 2009), the dimension of $tc$ is $[\text{N}_{dc}, \text{N}_{ds}^{-1}, \text{T}^{-1}]$, where $N_{dc}$ is the number of diseased clusters, $N_{ds}$ is the number of diseased sites on leaves, and T is the unit time (time step = 1 day). The hypothesis underlying the above equation is that disease increase on clusters is only due to infections from secondary inoculum which originates from leaves. According to the estimates of $tc$ reported by Savary et al. (2009) in untreated plots, we set for the parameter $\text{TC}$ a value of 0.01 (Table 1).

Coefficient for cluster susceptibility

The development-dependent variation in cluster susceptibility is represented by the dimensionless coefficient $\text{CCS}$. CCS varies between 0 and 1, where 1 corresponds to full susceptibility (i.e. $\text{CCS}_{\text{max}}$). The maximum cluster susceptibility is expressed between flowering and veraison (DVS = 1). Cluster susceptibility to downy mildew is considered negligible before flowering (DVS = 0) and after veraison (DVS = 2) (Table 1; Galet 1977; Kennelly et al. 2005).

Scenarios of disease conduciveness

Six scenarios of disease conduciveness were developed in order to assess the effect of the physical environment on downy mildew epidemics, considering moisture and temperature as main weather factors (Gessler et al. 2011). Each of the six weather-related scenarios was defined by different levels of moisture and temperature, and affects the values of seven epidemiological parameters, three of which affect the rate of primary infection, while four affect the rate of secondary infections. The values for the seven parameters in each scenario are given in Table 2.

Weather factors

The considered weather factors were moisture and temperature, at four and two levels, respectively with six combinations (Table 2). The factor accounting for moisture refers to leaf wetness, rainfall, and dew. The four levels of moisture were termed as: “wet”, “partly wet”, “dry” and “very dry”. The two levels of temperature were termed as “warm” and “cold”. Under field conditions, the “wet” level is assumed to coincide with the occurrence of moisture (rain or dew) on the canopy, and corresponds to daily rainfall >5 mm; minimum relative humidity (\text{RHmin}) > 70% and maximum relative humidity (\text{RHmax}) ≥ 95%. Very dry conditions are defined by \text{RHmin} and \text{RHmax}
below 70% and 95%, respectively, and no rain. The intermediate condition “partly wet” is defined by rainfall between 0 and 5 mm, RHmin ≥ 70% and RHmax ≤ 95%. The “dry” level is described by absence of rain, RHmin ≥ 70% and RHmax ≤ 95%. The two levels of temperature “cold” and “warm” correspond to daily temperatures in the ranges: 0 °C < T ≤ 13 °C and 13 °C < T ≤ 28 °C, respectively (Table 3).

**Primary infections** The three parameters for primary infection rate, with changing input values according to weather factors, are the rate of primary infections (i.e., the number of primary infection per day, P), the onset date for the first primary infection (in day of the year, OD), and the duration (in number of days) of primary inoculum mobilisation (PD). Each of these three parameters has two levels. P is defined “low” or “high” when its value is 0.02 [N.T⁻¹] or 0.2 [N.T⁻¹], respectively (Gobbin et al. 2005; Rumbou and Gessler 2004). OD is defined “early” or “late”, corresponding to OD = 130 or OD = 160, respectively (Rossi et al. 2008). PD is represented by the two levels “short” and “long”, corresponding to PD = 10 or PD = 60 days, respectively (Rossi et al. 2009).

**Table 3** Weather factors used to define scenarios of conduciveness to grapevine downy mildew. The considered weather factors were moisture (four levels) and temperature (two levels). The four levels for moisture incorporate: Daily rainfall (mm), RH min: Minimum Relative Humidity, RH max: Maximum Relative Humidity. The two levels for temperature are defined from T °C

| Weather factors | Levels | RH min | RH max | Daily rainfall (mm) | T °C |
|-----------------|--------|--------|--------|---------------------|------|
| Moisture        | Wet    | ≥70%   | ≥95%   | >5                  |      |
|                 | Partly wet | ≥70% | ≤95%   | 0 < rain <5         |      |
|                 | Dry    | ≥70%   | ≤95%   | –                   |      |
|                 | Very dry | <70%  | ≤95%   | –                   |      |
| Temperature     | Cold   |        |        | 0 °C < T <13 °C     | 13 °C < T ≤ 28 °C |
|                 | Warm   |        |        |                      |      |
Secondary infections The four parameters for secondary infections are the modifiers of the optimum basic infection rate corrected for the removals (R_{cOpt}) i) for temperature (R_{cT}) and ii) for moisture (R_{cW}), iii) for the duration (in days) of the latency period (LP) and iv) for the infectious period (IP).

R_{cT} is defined as “high” or “low” when its value is 1 or 0.8, respectively. High and low R_{cT} correspond to the level of temperature “warm” and “cold”, respectively, and account for the effect of temperature on secondary infections (Caffi et al. 2013; Gregory 1915; Lalancette et al. 1988; Rossi et al. 2013).

R_{cW} has four levels, termed “very low”, “low”, “medium” or “high”, corresponding to 0.1, 0.4, 0.6, and 1, respectively. These values correspond to the level of moisture termed “very dry”, “dry”, “partly wet”, and “wet”, respectively, and account for the effect of moisture on secondary infections (Blaeser and Weltzien 1978; Rossi et al. 2013), via infection efficiency.

LP has two levels termed “short” or “long”, which correspond to 6 and 10 days, respectively, accounting for the effect of temperature and moisture on the duration of latency period (Goidanich 1959; Rossi et al. 2002). IP has two levels termed “long” or “short”, corresponding to 20 and 15 days, respectively, accounting for the effect of temperature and moisture on the duration of infectious period (Hill 1989).

Model evaluation

Evaluation of a simulation model includes model verification and model testing (Teng 1981). Model verification consists in verifying that the model structure and the equations perform calculations as expected. Results from model verification are reported in Bove (2018) and Bove et al. (2020), and allow considering the model as satisfactorily reflecting the hypotheses embedded in its equations. Model testing consists in “testing the agreement between model behaviour and that of the real system” (Teng 1981), and was implemented according to the six considered scenarios of disease conducive ness.

First, the behaviour of the real system was defined with respect to potential epidemics on both leaves and clusters for each of the six scenarios of disease conducive ness. The patterns of the six potential epidemics represent the expected outcomes of the six scenarios, and were derived from disease progress curves on leaves, and disease intensity on clusters reported in the literature (Carisse 2016; Dagostin et al. 2011; Dalla Marta et al. 2005; Gessler and Blaise 1992; Jermini et al. 2001; Savary et al. 2009). These epidemics were monitored under a range of environment in vineyards with susceptible varieties which were not protected against downy mildew. The environmental (weather) conditions prevailing in the vineyards where the epidemics were monitored was characterized together with the patterns of downy mildew epidemics.

Second, a simulation experiment was conducted, whereby the model was run using the sets of parameters corresponding to the six scenarios of disease conducive ness, which allowed generating simulated potential epidemics on leaves and on clusters. For each simulation, parameter values were set according to Table 2. The simulated epidemics were then compared to the expected overall patterns of the pathosystem derived from the literature.

Results

Anticipated disease progress curves of potential downy mildew epidemics

Potential downy mildew epidemics, represented by disease progress curves on leaves and number of infected clusters, are shown in Fig. 1. Six different environmental scenarios prevailing throughout whole grapevine growing seasons were thus associated with distinct disease progress patterns, based on the literature on grape downy mildew.

Potential epidemics on leaves in a “wet and warm” climate scenario (Fig. 1, Scenario 1) are expected to be strong, since temperature and moisture are highly favourable for the mobilisation of both primary and secondary inoculum and for the occurrence of both primary and secondary infections. In these conditions, a very strong level of infection on clusters is expected.

Epidemics on foliage are predicted to be strong in the “wet and cold” and “partly wet and warm” (Fig. 1, Scenario 2 and Scenario 3) scenarios too, with some limits to the full intensification of the disease, resulting in a delay of the epidemic and in lower severity on foliage, compared to the first scenario (“wet and warm”, Scenario 1). Both scenarios 2 and 3 are not, however, assumed to be limiting for the disease on clusters, resulting in a very high number of diseased clusters (Fig. 1).
The fourth scenario (Fig. 1, Scenario 4, “partly wet and cold”) is assumed to limit the development of the epidemic: under “partly wet and cold” conditions, the potential s-shape of downy mildew progress curve on the

### Table: Expected outcomes of six scenarios of disease conducive-ness in downy mildew of grapevine based on literature at fixed levels of primary inoculum. Scenarios include the effect of the temperature (T) and moisture (W) on (1) the number of primary infections per day, (2) the duration of primary inoculum mobilisation, (3) the onset date of primary infections, (4) the durations of the latency and infectious periods, (5) the basic infection rate corrected for the removals Rc. Scenarios do not include the amount of primary inoculum, which is assumed fixed in the considered system.

| Scenario | Mobilisation of primary inoculum and primary infections | Secondary infections – polycycle on foliage | Infections on clusters |
|----------|---------------------------------------------------------|---------------------------------------------|-----------------------|
| 1        | Wet and warm (resulting from rainfall or dew) suitable for strong mobilisation of primary inoculum | Favourable temperature and wetness (resulting from rainfall or dew) conditions enabling multiple, overlapping secondary infections | ![Diagram 1] |
| 2        | Wet and cold | Mobilisation of primary inoculum limited by low T; W is favourable to the occurrence of primary infections | Favourable wetness enabling multiple secondary infections, limited by low temperature and few primary infections | ![Diagram 2] |
| 3        | Partly wet and warm | Wetness sufficient, and temperature suitable for mobilisation of primary inoculum | Sufficient wetness enabling multiple secondary infections under favourable temperature | ![Diagram 3] |
| 4        | Partly wet and cold | Wetness sufficient, and low temperature not limiting, for limited mobilisation of primary inoculum | Some secondary infections enabled by W but limited by low T. Epidemics mostly result from secondary cycles | ![Diagram 4] |
| 5        | Dry and warm | Temperature suitable, but wetness strongly limiting, for mobilisation of primary inoculum | Very few secondary infections due to limiting wetness | ![Diagram 5] |
| 6        | Very dry and warm | Temperature suitable, but very strongly limiting, for mobilisation of primary inoculum. Very few primary infections, if any. | No secondary infections under limiting wetness | ![Diagram 6] |

References: Dalla Marta et al. 2005; Savary et al. 2009; Dagostin et al. 2011; Gessler and Blaise 1992; Carisse 2016.
foliage is compromised. Under this scenario, a small amount of primary inoculum is assumed to be mobilised, thus disease progress is delayed. Furthermore, a strong reduction of disease severity on leaves is expected, reflecting a very limited number of secondary infections, and thus, a lower slope of disease progress on the foliage. As a result, few clusters, if any, are expected to be diseased.

Scarce rain, low moisture and low temperature are unfavourable to the development of downy mildew epidemics. Scenarios 5 (“dry and warm”) and 6 (“very dry and warm”) are therefore considered the less favourable to downy mildew. Scenarios 5 and 6 (Fig. 1) are anticipated to be associated with strong suppressions of the epidemic on foliage and clusters.

Simulation experiment and comparison of scenarios

Model simulations in each of the six scenarios are reported in Fig. 2 in three panels: the overall dynamics of (canopy) sites, including healthy (HS), latent (L), infectious (I), removed (R) sites, along with the healthy senesced (SEN) and removed senesced (SENR) sites (Fig. 2, Panel a); the detailed dynamics of infected sites, including latent (L), infectious (I), removed (R), and removed senesced (SENR) sites (Fig. 2, Panel b); and the dynamics of disease on clusters, with healthy (HC) and diseased (DC) clusters, along with total diseased (canopy) sites \(D = L + I + R\) and infectious (I) sites (Fig. 2, Panel c).

In scenario 1, the first primary infection occurs at DOS 40. The maximum number of diseased sites on foliage \(D = 6600\) sites is reached at DOS 160 (Fig. 2, Scenario 1, Panel b). A sharp decrease of disease on the foliage (Fig. 2, Panel b, D) towards the end of the epidemic results from the outflow of sites from R to SENR, reflecting disease-induced senescence. Infection on clusters starts at DOS 62 and reaches its maximum \(20\) diseased clusters at DOS 123. All 20 clusters in the system (one grapevine plant) are infected at the end of the epidemic (Fig. 2, Scenario 1, panel c). In this simulation, the first infectious site appears at DOS 48. When disease on clusters reaches its maximum, there are \(900\) infectious sites \(I\) and \(1700\) diseased sites \((L + I + R)\), over a carrying capacity of \(10,000\) sites.

In scenario 2, the maximum number of diseased sites on foliage is approximately \(1000\), and is reached at the end of the simulation (DOS 200, Fig. 2, Scenario 2, Panels a, b). The epidemic is delayed in comparison with the previous, more favourable scenario. Infection on clusters starts at DOS 63 and reaches its maximum \(17\) diseased clusters out of \(20\) at DOS 200, i.e., at the end of the simulation. Disease progress on clusters (Fig. 2, Scenario 2, Panel c) is reduced compared to scenario 1 for two reasons: first, a slower initial progress (reflecting lower disease on the canopy; Fig. 2, Panels a, b), and second, simulated ontogenic resistance in clusters. The change in slope of the disease progress curve on clusters (Fig. 2, Scenario 2, Panel c) reflects the switch of development stage from DVS 1 to DVS 2 at DOS 140. Under DVS 2, the susceptibility of clusters to downy mildew is reduced, according to the CCS, as hypothesised in the model.

In Scenario 3, the maximum number of diseased sites on foliage is \(1500\) sites (Fig. 2, Scenario 3, Panels a,b). The disease incidence on clusters reaches its maximum \(20\) diseased clusters out of \(20\) at DOS 154 (Fig. 2, Scenario 3, Panel c).

In Scenario 4, the maximum number of diseased sites is \(6\) out of \(10,000\) sites (Fig. 2, Scenario 4, Panels a,b). The number of diseased clusters is very small: only \(1\) cluster over \(20\) is infected (Fig. 2, Scenario 4, Panel c).

Lastly, scenarios 5 and 6 show negligible disease on leaves and no disease on clusters is simulated (Fig. 2, Panels a,b,c).

Overall, this simulation experiment shows that the most favourable scenario of disease conduciveness is the first one (Fig. 2, scenario 1, Panels a,b,c). However, disease on foliage never reaches its carrying capacity of \(10,000\) sites (Fig. 2). As shown in Fig. 2 (Panel b, curve I, and Panel c, curve DC), a small fraction of disease on foliage is sufficient to cause a large infection on clusters. From a crop growth standpoint (Fig. 2, Panel a) the total number of sites \((D + H + SENR)\), TOTSITES, reaches the maximum \((10,000 = S_{max})\) at DOS 99 in each scenario. This is because the scenarios are different in their effects on disease conduciveness (Table 2), and are assumed to not affect crop growth, crop development, and physiological senescence.

Discussion

The work reported here first provides a quantitative synthesis of knowledge on the effect of weather factors on epidemiological processes involved in grape downy mildew. This represents a further step to the quantitative synthesis of the knowledge on grape downy mildew at
Fig. 2  Simulation outputs for 6 scenarios of disease conducive-ness. a Dynamics of healthy (HS), latent (L), infectious (I), re-moved (R), healthy senesced (SEN), and removed senesced (SENR) sites. b Detail of the dynamics of diseased sites: latent, infectious, removed, removed senesced, and total diseased sites on foliage (D). c Dynamics of healthy and diseased clusters in relation with disease on the foliage: healthy (HC) and diseased (DC) clusters, infectious and total diseased sites on foliage. The values of parameters used in each scenario are shown in Table 2. Horizontal axis: time (days) from bud break (day = 0). Vertical left axis: number of sites; the maximum values for graphs a and c represents Smax, the total number of sites that the system can support; graph b is rescaled to show the disease dynamics in detail; vertical right axis (graph c): number of clusters.
the process and at the epidemic levels that preceded this work (Bove, 2018; Bove et al., 2020). The present work focuses on potential disease epidemics (Savary et al. 2018), i.e., epidemics which take place in the absence of any attempt of control (host plant resistance and chemicals). The present work enables defining six weather-based scenarios which capture a range of environmental conditions under which potential epidemics of grape downy mildew may develop. A synthesis of the literature, conducted at the epidemic level, then leads to identify patterns of epidemics under these environmental scenarios (Fig. 1). Our process-based simulation model was then tested when simulated outputs were compared with the anticipated, knowledge-based, behaviour of the modelled system in the six identified scenarios (Fig. 2).

The six scenarios of disease conduciveness defined in this study (Table 2) capture the strong influence of weather on epidemics of downy mildew of grapevine (Rossi et al. 2005), which can be summarised as follows. Temperature, rain and wetness play a critical role in several phases of the life cycle of P. viticola, resulting into strong effects on the epidemic. The first scenario (wet and cold) is the most favourable. These conditions are suitable for a strong mobilisation of primary inoculum and enable multiple secondary infections (Gessler et al. 2011; Rossi et al. 2013). In the second scenario (wet and warm), moisture, which is the strongest limiting factor for the mobilisation of primary inoculum, especially in the form of rainfall events (Galbiati and Longhin 1984; Rossi and Caffi 2012), allows the occurrence of primary infections and some secondary infections. However, low temperatures result in a slower germination of primary inoculum (Rossi et al. 2008), and are less favourable for secondary infections development, since the optimum is about 20 °C (Blaeser and Weltzien 1978; Gessler et al. 2011). The third scenario (partly wet and warm) is characterised by sufficient moisture for the mobilisation of primary inoculum, even if the mobilisation is slower than in the first scenario. In the fourth scenario (cold and partly wet), low temperatures limit the occurrence of both primary and secondary infections (Gessler et al. 2011; Kennelly et al. 2007). However, moisture is sufficient to enable a low epidemic. The fifth scenario (dry and warm), is strongly limiting (low moisture) for the mobilisation of primary inoculum and for the occurrence of sporulation. The sixth scenario (very dry and warm) is the most unfavourable for downy mildew epidemic development.

The behaviour of (uncontrolled) potential epidemics (occurring on susceptible varieties, without fungicide application) of downy mildew of grapevine in six scenarios of disease conduciveness was derived from our knowledge from the literature and represented the first step to test the model. A visual comparison of the simulated output of the model and the anticipated patterns suggests that the model accurately simulate epidemics according to climate scenarios. Simulated outputs derived from the simulation in Scenario 1 (disease progress on foliage and clusters) were congruent with the epidemic analysis (Fig. 1), in which a very high level of disease on both foliage and clusters was assumed. Simulations in Scenario 2 were also congruent with anticipated patterns, in which a high level of disease on foliage and cluster was expected. A simulated delay of the epidemic was anticipated in the potential epidemic analysis. However, the shape of the disease progress curve on foliage did not correspond to the predicted s-shape, because of the strong delay in the epidemic. Scenario 2 mainly differs from Scenario 1 in having a lower rate of infection, RI, because of lower R(T), longer LP and shorter IP. Both R(T) and LP contribute to delay the epidemic, as observed in the simulation (Fig. 2, Scenario 2). Simulation in Scenario 3 (Fig. 2, Scenario 3) is similar to the anticipated epidemic (Fig. 1, Scenario 3). The simulated number of diseased clusters in this scenario is very high. The rate of infection is lower than in Scenario 2, because of a lower R(W) (Table 2). This explains why the simulated epidemic on foliage in Scenario 3 is slower than in the first scenario and the slope of the curve is delayed (Fig. 2, Scenario 3). Negligible epidemics on foliage and clusters are simulated in Scenarios 4, 5 and 6 (Fig. 2). Simulated epidemics on foliage and clusters in Scenario 5 and 6 were null, as expected from the analysis of potential epidemics (Fig. 1, Scenarios 5 and 6, infections on clusters). However, simulation in Scenario 4 was expected from the potential analysis to produce some disease on foliage and clusters (Fig. 1, Scenario 4), because of sufficient moisture for the mobilisation of primary inoculum and occurrence of secondary infections (Table 2). In this case, the anticipated epidemics were overestimated. The low amount of primary infections and the long duration of LP characterizing Scenario 4 have a strong effect on delaying the simulated epidemic. Moreover, the low values of the parameters R(T) and R(W), contributed to suppress the rate of infection.

The model discussed in this work performs as intended, simulating potential dual epidemics of downy mildew across different sets of environmental conditions driving the disease. In all of the six scenarios accounting for
changes in environmental conditions, the model was able to mobilise existing quantitative information on downy mildew of grapevine and to generate outputs that are congruent with estimated patterns of potential epidemics. Model testing, in which simulated epidemics were compared to anticipated epidemics on both foliage and clusters, lead us to conclude that this modelling structure produces accurate and robust outputs. This study indicates that the model is a reliable tool for simulating potential epidemics of downy mildew of grapevine in a scenario analysis. This can have many applications, such as the understanding of the behaviour of the pathosystem under climate change or when partial host plant resistance is involved (Bove 2018).
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