Continuous-Mixture Autoregressive Networks Learning the Kosterlitz–Thouless Transition
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We develop deep autoregressive networks with multi channels to compute many-body systems with continuous spin degrees of freedom directly. As a concrete example, we demonstrate the two-dimensional XY model with the continuous-mixture networks and rediscover the Kosterlitz–Thouless (KT) phase transition on a periodic square lattice. Vortices characterizing the quasi-long range order are accurately detected by the generative model. By learning the microscopic probability distributions from the macroscopic thermal distribution, the networks are trained as an efficient physical sampler which can approximate the free energy and estimate thermodynamic observables unbiasedly with importance sampling. As a more precise evaluation, we compute the helicity modulus to determine the KT transition temperature. Although the training process becomes more time-consuming with larger lattice sizes, the training time remains unchanged around the KT transition temperature. The continuous-mixture autoregressive networks we developed thus can be potentially used to study other many-body systems with continuous degrees of freedom.
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Machine learning techniques are attracting widespread interests in different fields of science and technology because of their power to extract and express structures inside complex data. In particular, physicists have employed them to perform tasks involving classification, regression, and pattern generation.1,2 It was found that the neural networks can classify the phase structures of many-body systems.3–7 As for the regression, it was successfully applied to the event selection in a large data set (e.g., from the LHCb).8,9 detecting phase transitions in heavy ion collisions10–12 and the molecular structure prediction.13 Furthermore, it also sheds light on innovating the methods of first-principle calculations of many-body systems.14–19 in which boosting classical Markov Chain Monte-Carlo (MCMC) methods with machine learning is a potential direction.20,21

In addition, it is natural to apply neural networks to many-body systems on lattices, since they share similar discretized representation. In some pioneer attempts,21–25 the training data were generated by the classical MCMC method. However, its expandability and efficiency are limited by the critical slowing down near the critical point.24 and the sign-problem.23 Recently, a new method based on an autoregressive neural network was proposed and applied to discrete spin systems (e.g., the Ising model).26,27 This new method uses a variational Ansatz that decomposes the system configuration’s probability distribution into conditional distributions on its lattice sites. It was demonstrated that a higher computational accuracy can be achieved in solving several Ising-type systems.28

However, it still remains challenging to solve a many-body system which may exhibit a topological phase transition with continuous degrees of freedom (d.o.f.). Previous attempts failed when one applied methods that work well for discrete spin systems to continuous cases.29 Differently from the classical phase transition, the topological phase transition occurs with topological defects emerging. This has been attracting the attention from various fields of physics.30 Some related efforts using both supervised learning and unsupervised learning have been made to handle this problem.31–37 The winding numbers were recognized by a neural network with supervised training for an one-dimensional insulator model.34 By generating the configurations with MCMC sampling and supplying feature engineered vortex configurations as the input, neural networks could detect the topological phase transition from well-preprocessed configurations.32 When the unsupervised learning was applied to identify the topological orders,29,38,39 an efficient unbiased approach is still missing.

In this study, we propose continuous-mixture autoregressive networks (CANs) to solve the continuous spin systems efficiently, which can be further applied to continuous field systems. As a concise reference example, we study the two-dimensional (2D) XY model on a square lattice, which exhibits the so-called Kosterlitz–Thouless (KT) phase transition.40–42 The CANs are introduced to recognize the topological phase transition with continuous variables in an unsupervised manner. In such neural networks, the microscopic state at each lattice site is modeled by a conditional probability, which constructs a
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joint probability for the whole configuration.\textsuperscript{[26,27]} In this work, we introduce a generic framework with CANs and importance sampling (IS) to study the XY model. The vortices, serving as the signal of the KT transition, are automatically generated from the neural networks. Correspondingly, the KT transition temperature of the 2D XY model can be more accurately determined by calculating the helicity modulus.\textsuperscript{[42]} As for the computing time cost, the training process becomes undoubtedly more time-consuming for larger lattice sizes. However, the training time remains unchanged around the transition point. Considering the advantages of the CANs, we propose further potential applications to other many-body systems with continuous d.o.f. in the final part of this work.

**Autoregressive Network Importance Sampling.** To build a high-efficient sampler for continuous many-body systems, we begin with the free energy, \( F = -(1/\beta) \ln Z \), where \( \beta \equiv 1/(k_B T) \), with \( T \) being the temperature and \( k_B \) the Boltzmann constant setting as 1 in natural units. The free energy is obtained from the partition function \( Z \equiv \sum \exp(-\beta E(s)) \), which contains all information of the system in a probability description. The summation runs over all possible configurations \( \{ s \} \) of the system with the Boltzmann distribution to each of them,

\[
p(s) = \frac{e^{-\beta E(s)}}{Z}. \tag{1}
\]

Routinely, Monte Carlo (MC) algorithms are applied to generate the configurations by calculating proper relative importance among different configurations based on the energy function \( E(s) \). For a discrete system, because the d.o.f. is countable, the sampling space is relatively accessible. However, for continuous d.o.f. many-body systems, one will inevitably encounter the “curse of dimensionality”. Although one can design a similar cluster algorithm as in discrete systems, the physics insights are not explicit as, e.g., Swendsen–Wang algorithm in Ising systems.\textsuperscript{[43]} Instead, recent advances in generative models have boosted the computational efficiency for continuous systems while the physical interpretation keeps intact.\textsuperscript{[24,44]} In the following, as a deep generative model, the continuous-mixture autoregressive network is constructed to sample configurations for continuous many-body systems. Based on this neural network sampler together with importance sampling\textsuperscript{[45]} (also see the Supplemental Materials), thermodynamic observables of the system are estimated efficiently and accurately.

In general, for generative models, the well-designed machines are trained to reach the target probability distribution \( p \) with a tunable distribution function \( q_\theta \) parameterized by, e.g., neural networks with parameters \( \{ \theta \} \). For our case, the target function is set to be the Boltzmann distribution dictating the probability of configurations in thermal equilibrium, \( p(s) \). Within a variational description, we first construct a variational Ansatz for the distribution, denoted by \( q_\theta(s) \). It is parameterized with a set of variational parameters \( \{ \theta \} \), which can be tuned to drive \( q_\theta(s) \) approaching \( p(s) \). The Kullback–Leibler divergence between the variational and the target distributions,

\[
D_{\text{KL}}(q_\theta || p) \equiv E_{s \sim q_\theta}(- \log p(s) + \log q_\theta(s)), \tag{2}
\]

provides a measure of the distance from \( q_\theta \) to \( p \). The corresponding variational free energy \( F_\theta \) can be derived from \( D_{\text{KL}}(q_\theta || p) = \beta(F_\theta - F) \), where we obtain

\[
F_\theta = \frac{1}{\beta} \sum_s q_\theta(s) \beta E(s) + \ln q_\theta(s). \tag{3}
\]

Since \( D_{\text{KL}}(q_\theta || p) \) is non-negative (also known as Gibbs–Bogoliubov–Feynman inequality), the variational free energy \( F_\theta \) gives an upper bound of the true free energy \( F \). Thus the minimizations on \( D_{\text{KL}}(q_\theta || p) \) and on the variational free energy \( F_\theta \) are equivalent. Meanwhile, as pointed out in previous works,\textsuperscript{[14,26,27]} it is straightforward to map the variational parameters \( \{ \theta \} \) onto the weights of a DNN. Correspondingly, the variational free energy serves as the loss function. Using the log-derivative trick\textsuperscript{[46]} we can obtain its gradient

\[
\beta \nabla_\theta F_\theta = E_{s \sim q_\theta}([\beta E(s) + \ln q_\theta(s)] \nabla_s \ln q_\theta(s)), \tag{4}
\]

where the gradient term \( \nabla_s \ln q_\theta(s) \) is weighted by the reward signal \( \beta E(s) + \ln q_\theta(s) \).

For configurations \( s = \{ s_1, s_2, \ldots, s_N \} \) with continuous spins sit on the lattice with \( N \) sites, the variational distribution can be further decomposed into a product of the conditional probabilities,

\[
q_\theta(s) = \prod_{i=1}^N f_\theta(s_i|s_1, \ldots, s_{i-1}), \tag{5}
\]

with the conditional probability for each site-\( i \) parameterized to provide the variational Ansatz.

![Fig. 1. The architecture of the continuous-mixture autoregressive networks (CANs) for the computation of a continuous spin system. It is a continuous-mixture PixelCNN structure,\textsuperscript{[47]} in which the masked layers are added into the network to establish the autoregressive property.](image-url)
neighbor interactions, the two-dimensional (2D) XY model. The energy function or Hamiltonian is defined at each lattice site, we choose the two-dimensional Gaussian kernel \([48]\) for half of the kernel, and each conditional probability density function (c.d.f.) at each site are obtained from the mixture distribution. The mixture distribution makes it possible to reach a non-central continuous distribution of the d.o.f. at each site.

Then the configuration probability \(q_0(s)\) can be derived and the variational free energy can be further calculated via Eq. (3) after such a forward process, in which the independent configurations are sampled from the last step mixture distribution. Thus, training the neural networks with the variational free energy to be the loss here is the key to perform the variational calculation, where we use a classical back-propagation algorithm. On the square lattice with \(N\) sites, the convergence is reached if the change of the variational energy per site is much smaller than the superior limit, \(\delta F \ll 4J/N, [49]\) where \(J\) denotes the coupling strength.

Application of Autoregressive Network to KT Transition. To demonstrate the above method on a practical example of a many-body system with continuous spin d.o.f. at each lattice site, we choose the two-dimensional (2D) XY model. The energy function or Hamiltonian is expressed in terms of spins on the lattice with nearest-neighbor interactions,

\[
H = -J \sum_{\langle i,j \rangle} s_is_j - J \sum_{\langle i,j \rangle} \cos(\phi_i - \phi_j),
\]

where \(\langle i, j \rangle\) indicates that the sum is taken over all nearest-neighbor pairs and the angle \(\phi_i \in [0, 2\pi]\) denotes the spin orientation at site \(i\). The Mermin-Wagner theorem forbids long-range order (LRO) in 2D systems with continuous d.o.f., since the strong fluctuations in 2D break the order. [50] Nevertheless, the formation of topological defects (i.e., vortices and anti-vortices) in the XY model distinguishes phases with and without quasi-LRO, which characterizes the global properties of this many-body system.

Because the orientation of each spin varies continuously, the conditional probability \(f_\theta(s_i|s_{<i})\) for the spin at site \(i\) must also be a continuous distribution in a finite range. We propose a mixture of the beta distribution Beta\((a, b)\) as the prior probability to ensure that the continuous variables can distribute randomly in a finite interval, which can flexibly cover even an uniform distribution on site. Intuitively, in Bayesian statistics, the beta distribution is the conjugate prior probability for the Bernoulli distribution which has been proven to be a proper prior distribution for the Ising model case. [26] Although one can choose any bias such as Gaussian-like distributions, based on our numerical attempts and also studies from flow-based models, Gaussian-like prior is centralized and thus weakening the model’s representation ability especially in the cases with complicated likelihood. The beta distribution Beta\((a, b)\) is continuously defined in a finite interval with two positive shape parameters \(a, b\). Thus, the conditional probabilities at each site are parameterized by mixing building blocks of the following beta component,

\[
B(s_i; a_i, b_i) = \frac{\Gamma(a_i + b_i)}{\Gamma(a_i)\Gamma(b_i)} s_i^{a_i-1}(1-s_i)^{b_i-1}. \tag{7}
\]

Here, \(\Gamma(\alpha)\) is the gamma function and \(s_i = \phi_i/2\pi \in [0, 1]\). We introduce multi-channel PixelCNNs to produce the parameters of the conditional probabilities, thus the network outputs are \(a \equiv (a_1, a_2, \ldots, a_M)\) and \(b \equiv (b_1, b_2, \ldots, b_M)\) for constructing a mixture of beta distribution with \(M = C/2 \times N\). \(C\) is the number of channels, and the size of the 2D lattice is \(N\).

Now we study the KT transition and calculate the thermodynamic observables of the 2D XY model using the above devised CANs. In the calculation, the width and depth of the network we adopted in CANs are set to be \((32, 3)\), with configurations containing \(N = L^2\) spins on the lattice to be the input. The multi-channel features from the output are used to construct a mixture of the beta distributions in evaluating the probability of the input configuration, which makes the networks more expressive. [52] The Adam optimizer is applied to minimize the loss function. The codes are written with PyTorch library and open on GitHub. [53] In the following, we demonstrate the results of the \(L = 16\) case for thermodynamics calculation.

Thermodynamic Observables Estimation. The thermodynamic observables of the 2D XY model have been computed with the MCMC method at a high accuracy. [40,42,53,54] To validate our method, we compare the results from our methods with computations from MCMC. Figure 2 shows the energy per site as a function of \(\beta\) obtained from CANs, CANs-IS and MCMC with 1000 configurations. Here, the MCMC calculation was implemented with a classical algorithm, [55,56] and its details can be found in the Supplementary Materials. The CANs results are calculated based on direct sampled configurations from the network. The CANs-IS calculations follow the approach of importance sampling described in the Supplementary Materials. It should be mentioned, as a baseline, the CANs in the plot have 20 channels for the network adopted and the CANs-IS has the same setup. More detailed comparisons can be found in the Supplementary Materials.

The energy estimation from CANs-IS and MCMC on the 2D XY model reach a good consistency as shown in Fig. 2, where the inset plot on vortices density demonstrates that the well-trained CANs sampler can be implemented to detect the KT phase transition unsupervisedly. The number of free vortices (which equals the number of free anti-vortices) is given by \(n = \int v/(2L^2)\), where the vorticity is defined as \(v = (1/2\pi) \int \nabla \phi(r) \cdot dr\) in the continuum limit. The rapid decrease of the number of free vortices per site with decreasing temperature at around \(\beta \sim 1\) indicates the existence of a topological phase transition. In the low temperature regime \((\beta > 1)\), both results from CANs and CANs-IS agree well with that from MCMC, despite the statistical error from thermal fluctuations. In the high temperature regime \((\beta < 1)\), the computation based on direct CANs sampling does not match the results from MCMC, but can be corrected efficiently by the importance sampling without any further sampling efforts. Notice that the deviation between CANs and MCMC on
energy estimation shows consistency to the comparison on the number of free vortices (or anti-vortices) shown in the Supplemental Materials. Since a larger number of free vortices and anti-vortices indicates a larger entropy in the XY model, configurations with more vortices own a lower free energy. Thus we see that the energy per site from CANs is larger than that from MCMC at $\beta < 0.7$, because the entropy from the free vortices and anti-vortices balances the free energy. The situation is reversed at $0.7 < \beta < 1$ under similar picture with vortices d.o.f.

**KT Phase Transition and Vortices.** The KT transition is a transition from bound vortex-antivortex pairs at low temperatures to unpaired vortices and anti-vortices at high temperature. In previous works,[40,54,57] the KT transition temperature for the 2D XY model was calculated. In our method, to recognize the KT transition point quantitatively, we consider the spin stiffness $\rho_s$, which reflects the change of the free energy in response to an infinitesimally slow twist $\delta \phi$ on the spins. In the continuum limit, it is $\rho_s = \left[ \partial^2 F(\phi) / \partial (\delta \phi)^2 \right]_{\delta \phi = 0}$. In practice, we use the related quantity, i.e., helicity modulus $\gamma(L)$,[40,42,53,54] which is equivalent to $\rho_s$ in the limit of $\delta \phi \to 0$. It can be expressed as

$$\gamma(L) = -\frac{E}{2L^2} - \frac{J}{L^2} \left( \sin \phi_i \right) e_{ij} \cdot \mathbf{x},$$

where $L$ is the size of the square lattice, $e_{ij}$ is the index pointing from site $j$ to site $i$, and $\mathbf{x}$ is an arbitrary unit vector in the 2D plane. It is predicted with the Kosterlitz renormalization group[41] that $\gamma(L \to \infty)$ jumps from the value $2k_B T_c / \pi$ to zero at the critical temperature, and hence the helicity modulus gives a reliable estimation of the KT transition point.

In Fig. 3, we show the helicity modulus of the 2D XY model with lattice size $L = 16$. The crossing point with the curve $2k_B T_c / \pi$ gives the KT transition temperature. The triangle markers are the numerical results evaluated from CANs-IS (red color) and CANs (blue), and the dot-dashed lines are the corresponding interpolation curves. We observe that the crossing point is located at $\beta_c \approx 1.1796$ for both CANs and CANs-IS, this is also consistent with the vorticity estimation in Fig. 2. Since the helicity modulus depends on the correlation function that needs a higher order statistics than the energy (i.e., the mean square of the energy), here we only consider a large lattice size that can give a precise enough evaluation of $\gamma$. For different system sizes $L = 4, 8, 16$, the crossing point behaves as $\beta_c \approx 1.3125, 1.2646, 1.1796$. Noticeably, it is found that increasing statistics could also improve the estimation here. For instance, for different sample statistics $N = 1000, 10000, 100000$ in the same system size ($L = 16$), the crossing point behaves as $\beta_c \approx 1.1796, 1.1528, 1.1412$. The converging result is consistent with the estimation ($\beta_{KT} \approx 1.12$ for $L \to \infty$) from the standard Monte Carlo simulations.[32,54]

**Fig. 2.** The energy per site of the 2D XY model with lattice size $L = 16$. The bar on each point denotes the standard deviation. As a comparison, we show the results from CANs, CANs+IS and MCMC. The upper inset shows the number of vortex pairs per site ($y$-axis) as a function of inverse temperature ($x$-axis).

**Fig. 3.** The helicity modulus of the 2D XY model with lattice size $L = 16$ from CANs and CANs-IS. The cross point with the curve $2k_B T_c / \pi$ gives the transition point $\beta_c \approx 1.1796$.

**Fig. 4.** Probabilities distributions from CANs and corresponding vortices for a random 2D XY model configuration sampled from well-trained CANs at $\beta = 1.0$.

It is non-trivial to capture the vortex structure of the XY model at high temperature.[32] The vorticity on a discrete 2D lattice can be calculated with

$$v_{[i,j]} = \frac{1}{2\pi} \sum_{[i,j]} \text{Mod}(\phi_{i,j}, \pi),$$

where $[i,j]$ labels a plaquette which is an elementary square with 4 corner lattice sites; $\phi_{i,j}$ represents the angle differences in a given direction (e.g., clockwise) along the square; $v_{[i,j]}$ is interpreted as a half-vortex or number of the vortices pair. To investigate whether the trained CANs is capable of capturing and recognizing the vortex structure of XY model, we randomly sample one configuration with size $L = 16$ directly from the trained CANs.
at $\beta = 1.0$ as shown in Fig. 4, with the colored arrows indicating the angular of spins at each site. Given the configuration, its joint probability $q_\theta(s)$ and also each conditional component on the sites can be calculated as well from the well-trained CANs. The left panel of Fig. 4 shows the conditional probability distribution calculated on each plaquette,

$$\delta q_{i, j} = \sum_{i, j} q_{i, j}(s_{i, j}), \quad (10)$$

where $q_{i, j}(s_{i, j})$ is the conditional probability differences in the same given direction. As a comparison, the vortices distribution of this configuration is calculated with Eq. (9), as shown in the right panel of Fig. 4.

Clearly the conditional probability profile calculated from the CANs in the left panel of Fig. 4 shows good consistency with the physical vortices distribution displayed in the right panel. This is reasonable because the conditional probability difference indicates the local energy difference induced by the vortex as the effective d.o.f. The well-trained CANs captured these underlying vortex structure by achieving efficient estimation for the free energy and thus the probability for the system configuration, which also gives rise to efficient estimation for its thermodynamic property. One should be aware that the temperature effect attenuates the long-range correlation exponentially,\[57\] which will slightly weaken the expressive ability of CANs for such a finite-size system.

Computational Efficiency of the Approach. We observe that, for different temperatures being irrelevant of approaching the critical point or not, the computational time for the training of CANs is almost the same. As a reference it is 0.2 s for one training step on a Nvidia RTX 2080 GPU for our calculation shown above. This indicates that the critical slowing down (CSD) is hopefully avoided. Even though the increase of the auto-correlation time\[58\] in MCMC is not notable in topological phase transitions, the relation between the training time cost and the lattice size should be mentioned here.

![Fig. 5.](image-url) The computational efficiency of CANs for the 2D XY model at different lattice sizes. The training time and sampling time per step for a typical 2-channel CAN.

The training time per step for CANs with the default network setup for different lattice sizes at the KT transition temperature is displayed in Fig. 5. We find that as a function of the lattice size $L$ it can be well fitted as $t_{\text{train}}(L) = aL^b$, with $a = 1.70 \times 10^{-5}$ and $b = 1.76$. As a comparison, the auto-correlation time of a Monte Carlo algorithm with only local updates\[50\] should be proportional to $L^2$. In addition, the training for CANs is one-off and the following configuration sampling procedure can naturally and efficiently take on the parallel advantage of GPU for a large ensemble generation.

In conclusion, we have proposed continuous-mixture autoregressive networks (CANs) for an efficient variational calculation of many-body systems with continuous d.o.f. Specifically, we show that a CAN can be trained as an efficient sampler to the 2D XY model, and it can correctly reveal the topological phase transition for the system. CANs are able to learn to construct microscopic configurations of the system, in which vortices and anti-vortices emerge automatically. Thanks to the efficient probability estimation for the generated configurations by CANs, thermodynamic observables, e.g., the energy and the vorticity, can be evaluated correctly by CANs with importance sampling. The autoregressive structure of the neural networks is beneficial to study the long-range correlations even beyond the phase transition point. Moreover, a straightforward determination of the KT transition point in CANs is shown to be consistent with previous works using the standard Monte Carlo methods, which demonstrate the potential ability of the approach to be adopted into other related studies. It can be generalized directly to investigate more latent topological structures, such as a coupled XY model\[57\] and a twisted bilayer graphene,\[60\] where novel long-range correlations may emerge.

Although the increasing time cost with the lattice size is unavoidable, it provides an economical way for the critical point searching in the limit of a large ensemble of configurations, because of the handy GPU usage for the approach. With the help of CANs, the CSD problem occurring in MCMC is expected to be explicitly alleviated, which may reduce the computational difficulties in more complicated many-body systems, e.g., lattice simulation for the possible critical end point in the QCD phase diagram. The $\phi^4$ model could be a practical step,\[54\] where the computational accuracy and practicability should be rigorously examined. In summary, the deep learning approach, especially with well-designed deep neural networks, can be applied to calculate physical systems high-efficiently, which will help us further understand the properties of different many-body systems.
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