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Abstract
The coronavirus disease 2019 (COVID-19) was first reported in December 2019 in Wuhan, China, and then moved to almost every country showing an unprecedented outbreak. The world health organization declared COVID-19 a pandemic. Since then, millions of people were infected, and millions have lost their lives all around the globe. By the end of 2020, effective vaccines that could prevent the fast spread of the disease started to look on the horizon. Nevertheless, isolation, social distancing, face masks, and quarantine are the best-known measures, in the time being, to fight the pandemic. On the other hand, contact tracing is an effective procedure in tracking infections and saving others’ lives. In this paper, we devise a new approach using a hybrid harmony search (HHS) algorithm that casts the problem of finding strongly connected components (SCCs) to contact tracing. This new approach is named as hybrid harmony search contact tracing (HHS-CT) algorithm. The hybridization is achieved by integrating the stochastic hill climbing into the operators’ design of the harmony search algorithm. The HHS-CT algorithm is compared to other existing algorithms of finding SCCs in directed graphs, where it showed its superiority over these algorithms. The devised approach provides a 77.18% enhancement in terms of run time and an exceptional average error rate of 1.7% compared to the other existing algorithms of finding SCCs.
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1 Introduction
The very first case of the coronavirus disease 2019 (COVID-19) was recorded in Wuhan, China, in December 2019. The disease is caused by the severe acute respiratory syndrome coronavirus 2 (SARS-COV-2) and became prominent by its swift outbreak and the toll of thousands of dead people it left behind all around the world. The world health organization (WHO) declared COVID-19 a pandemic in April 2020. It is believed that the COVID-19 pandemic is the worst worldwide crisis since the second world war due to the increasing number of infected people and the death toll, besides its economic and social damage (Boccaletti et al. 2020). Since then, the statistics show a dramatic increase in the number of COVID-19 cases, with news of imminent hopes to conquer the disease as different vaccines rolled out and the vaccination process started under exceptional circumstances as of early September 2020.

Practically, COVID-19 is strongly invading almost every country on Earth. Due to this unprecedented, yet the relentless spread of the diseases, COVID-19 has emerged as a hot research topic. Researchers all around the globe are engaged in several works that study the disease, the affected and susceptible people and groups, its spread, etc. For instance, a neural network model was built to predict the COVID-19 time series in Mexico (Melin et al. 2020). Another model was built for predicting the COVID-19 time series using fractal theory and fuzzy logic (Castillo and Melin 2020). Also, a differential equation model of the spread of COVID-19 in Heilongjiang province in China was built and used to study the effect of a so-called super
spreader (or imported escaper) from which all recent cases got their infection (Sun and Wang 2020). Recently, a hybridization of the fractal theory and fuzzy logic was introduced to classify countries based on the COVID-19 time-series data (Castillo and Melin 2021).

The COVID-19 crisis has proved that elaborating technology in fighting the pandemic plays a pivotal role in increasing public awareness as well as infection control. One aspect of integrating technology in infection control is using app-based contact tracing, which is used to identify those people who are exposed to COVID-19 due to contacting or approaching infected people. Not only China reported case zero of COVID-19, but also it had the lead in tremendously monitoring and controlling the outbreak of the pandemic on its lands. Figure 1, retrieved from Bing COVID-19 data sources, shows the dramatic increase in the number of COVID-19 cases in China starting from January 3, 2020. The figure also shows how the containment measures applied by the Chinese authorities helped to flatten the curve of cumulative cases by the mid of March 2020.

The statistics prove that contact tracing plays a key role in fighting the fast spread of COVID-19. Away from the medical measures and procedures conducted by the authorities in China, the country was among the first countries to integrate technology in tracing infections and attempting to early discover potential cases who are exposed to contagion by the coronavirus (SARS-CO-2) (Liang 2020). This kind of technology-integrated contact tracing is referred to as app-based contact tracing (Abeler et al. 2020). China opted to build the China health code system (CHCS) by forcing the population as well as anyone entering the country to register their travel history, as well as whether they visited or contacted people from infected countries (or areas) (Pan 2020). Accordingly, three security levels are automatically generated by CHCS to classify users according to the data they entered upon installing the application; these levels are encoded by three color codes, namely red, yellow, and green (Pan 2020; Peng et al. 2020).

Conversely, despite the intriguing statistics that highlight the contribution of many contact tracing applications in the combat against COVID-19 in different countries, people still have concerns that may reduce the benefits that are expected to obtain by employing those applications in contact tracing, to name a few: How these apps work? To which servers do they connect? What are the security measures applied to users’ data? (Abmeen et al. 2020).

The main contribution of this paper is to investigate the effect of people’s concerns about app-based contact tracing by proposing a new approach for contact tracing based on social networks to identify the people who are exposed to COVID-19 infection. In this context, we investigate the graph that represents a given social network (SN) and traverses the links in that SN to find the strongly connected component (SCC), which represents a closed group of individuals who are exposed to infection due to having a link with a confirmed COVID-19 infected individual. In fact, SNs and social media (SM) have become an integral part of our lives (Al-Shaikh et al. 2017). Formally, SN is a graph that comprises a number of users that are represented with vertices (or nodes) and those users are linked with each other with links (or edges) that represent the relationships between those users.

Mathematically, finding SCCs in a graph is a profound problem that was heavily investigated. It is a linear-time practice that requires \(O(V + E)\), where \(V\) is the number of vertices and \(E\) is the number of edges, using a depth-first search (DFS) as proposed by Tarjan (1972). Despite its linear time, a great number of research papers tackled the problem trying to introduce enhancements to the solution using different techniques. However, none of these techniques used metaheuristic algorithms to find SCCs in directed graphs.

Traditionally, heuristic and metaheuristic algorithms are used to solve combinatorial optimization (CO) problems. Most of these problems are NP-complete (Al-Shaikh et al. 2016), such as the traveling salesman problem (TSP), which is recently solved using a parallel heuristic local search algorithm by Al-Adwan et al. (2017) and using a parallel repetitive nearest neighbor algorithm (Al-Adwan et al. 2018). Software testing, module testing, and database testing is another area of application to which metaheuristic algorithms offered solutions (Alshraideh et al. 2013b). In the same context, metaheuristic algorithms can be used to automate the generation of test data in software testing (Alshraideh et al. 2010). Some examples of the metaheuristics are genetic algorithm (GA) (Alshraideh et al. 2010, 2013a, b), ant colony optimization (ACO) (Zhou et al. 2017, 2018), local search (LS), and iterated local search (ILS) (Zhou et al. 2016).
Another important contribution of this paper is that we devise a new approach using hybrid harmony search (HHS) for the first time to find SCCs in SN graphs and propose this new approach to automate contact tracing of COVID-19. The devised approach is called the hybrid harmony search contact tracing (HHS-CT) algorithm. Practically, the HHS-CT approach is introduced to find the SCC in the SN graph that contains the users of a given SN who reside in a closed group that is pivoted at a given vertex (or user). The purpose is to find those people who are potentially exposed to infection with COVID-19, referred to as contacts, due to contacting an infected person, referred to as the index case. Neither HS nor any hybridization of it is known to be used before in finding SCCs in directed graphs. It has never been known before to adapt the problem of finding SCCs in directed graphs in SN graphs to be used in the contact tracing.

The intuition behind the HHS-CT algorithm is that the contacts who reside in a closed group with the index case are highly vulnerable to infection. Likewise, the contacts that reside in closed groups with each of the contacts that were already detected in the index-case closed group are vulnerable too. Iteratively, each closed group of contact is investigated for susceptible infection. Consequently, a SCC which is pivoted (or centered) at the index case is found (or detected); and this SCC contains all susceptible contacts.

It is worth mentioning that the work in this paper does not intend to propose an application or protocol to be used in contact tracing. It is proposed to automate the process in which contacts are traced and can be used to replace the traditional contact tracing method which is based on each infected person (or the index case).

The motivation behind using a hybrid metaheuristic algorithm in finding SCCs in directed graphs rather than using the exact methods is that finding the maximum (or largest) SCC in large graphs, such as SN graphs or the web graph, is time-consuming, which implies difficulty to find SCC in an efficient time using existing algorithms or methods. To build an effective contact tracing algorithm that gives results in an efficient time, we need to speed up the process of finding SCCs in the associated SN graphs. Consequently, metaheuristic algorithms are used as an efficient solution for many reasons; for instance, they provide sub-optimal solutions in a relatively short time, easy to design and implement, and easy to parallelize, to name a few. Accordingly, HS was used to implement and find SCCs in SN graphs by integrating SHC into the operator design of HS, and the result is to create an HHS algorithm which is referred to as HHS-CT, that is customized for finding SCCs in large SN graphs and is used in contact tracing of COVID-19.

The importance of digital contact tracing and its effectiveness is another factor that adds up to the motivation behind this paper. In essence, digital contact tracing is crucial in fighting COVID-19 for many reasons. The swift spread of the virus makes it very difficult to trace using traditional (or manual) methods. Many doctors and health specialists are needed to cope with the speed of virus transmission from one place to another and from one person to another. The contact tracing process is time- and money-consuming thereby. More importantly, the traditional method is dependent on the person who is being questioned. The infected person may sometimes be unable to memorize all visited locations or contacted persons (Sharon 2020).

Despite the many benefits of digital contact tracing, still, some infected people feel about contact tracing is violating their privacy. Some people may have concerns about using contact tracing applications, allowing them to interact with others’ mobile devices, uploading logs of their visited logs, and disclosing the names of the people whom they have contacted. Here comes the importance of retrieving the list of people who are prone to infection by finding the people who strongly connect with the infected person in the SN graph. That is, the people who form a SCC pivoted at the infected person (or the index case).

Finding the SCCs in SN is not an optimization problem and is not an NP-problem, too. It is identified as an optimization problem, so as we can use metaheuristic algorithms in finding a solution to this problem. Accordingly, the SCC problem is formalized, and the HS operators are adapted for finding SCCs in SN graphs as an optimization problem.

We hypothesize that the run time consumed in finding SCCs in large-directed graphs using hybrid metaheuristic
algorithms is less (or smaller) than the run time consumed by exact algorithms for the same problem. Analytically, we prove that our devised HHS-CT algorithm has a linear run time complexity, i.e., $O(V + E)$. The experimental results endorse our hypothesis that HHS-CT outperforms exact algorithms in terms of run time. The results show that our HHS-CT is 73.87% faster than the FW–BW algorithm. More importantly, the average accuracy of the HHS-CT algorithm is 99.983%.

The rest of this paper is organized as follows: in Sect. 2, we present some mathematical background and foundation pertaining to the graph theory. In Sect. 3, we review some literature. Our implementation of the problem can be found in Sect. 4. Then, we present and discuss our results in Sect. 5. Finally, we introduce our conclusions in Sect. 6.

2 Background

As the figures show by WHO persistent increases in the number of people who are getting COVID-19 infection, as well as a dramatic increase in the death toll worldwide, the containment efforts of the pandemic are still in progress. Little hopes are looming on the horizon as people started to get vaccinated in different countries. However, the expectations of fully conquering the pandemic are still far away. Although governments and health authorities worldwide moved swiftly and authorized the use of the vaccines that started to roll out by the end of 2020, the prolific production of the vaccines is not possible in the time being, and it is expected to take until the vaccines are produced in amounts that are adequate to immunize larger societies.

Consequently, the traditional methods of fighting the pandemic are sound and steady. People will continue to wear masks, comply with social distancing, isolate themselves, and use contact tracing mobile applications. Yet, people are highly concerned with the levels of privacy that are claimed to be guaranteed by those applications to their users (Ahmed et al. 2020). Compromising their personal data, as well as visited location data, with the authorities is not welcomed by the majority of users all around the globe.

In Sect. 2.1, we introduce some of the basic terminology and mathematical foundation that is related to graph theory and SCCs. Then, in Sect. 2.2 we present our problem identification and the formalization of the problem as an optimization problem.

2.1 Mathematical background

A graph $G$ comprises a set of vertices (or nodes) $V$ and a set of edges (or arcs) $E$ that link these vertices to each other and is represented mathematically as $G = (V, E)$ (Euldji et al. 2019) such that $E \subseteq V \times V$ (Zhang et al. 2016).

Let $u$ and $v$ be two vertices in graph $G$, such that $u, v \in V$, then we represent the association between these two vertices as $(u, v) \in E$, or in other words the existence of an edge between vertex $u$ and vertex $v$. In this manner, two vertices are said to be adjacent if there is an edge between them. Another way to denote the existence of an edge from vertex $u$ to $v$ is $u \rightarrow v$. Accordingly, the degree of a vertex $v$, denoted $\deg(v)$, is defined as the number of vertices that are adjacent to that vertex $v$ (Marappan and Sethumadhavan 2017).

Edges can be either unidirectional or bidirectional. Consequently, the graph can be classified as either directed or undirected relatively. Some graphs may contain both types of edges, and these are referred to as mixed graphs (Euldji et al. 2019). Let $E_1$ be the set of all unidirectional edges in $G$, such that $E_1 \subseteq E$, then $E_1 = \{(u, v) | (u, v) \in E \text{ and } (v, u) \notin E\}$. On the other hand, $E_2$ is the set of all bidirectional edges in $G$, such that $E_2 \subseteq E$ and $E_2 = \{(u, v), (v, u) | (u, v) \in E\}$. Although $E_1 \cup E_2 = E$, the two subsets $E_1$ and $E_2$ are disjoint, i.e., $E_1 \cap E_2 = \emptyset$ (Wang et al. 2018).
The transpose of a graph $G$, denoted $G^T$, is the set of all vertices in the graph $G$, with all its edges reversed. Formally, $G^T = (V, E^T)$, such that $E^T = \{(v, u)\mid (u, v) \in E\}$.

Based on the arrangements of the edges in the graph, a vertex $v_i$ in the graph $G$ is expected to have some neighbors, denoted $N_i$, such that $N_i = \{v_j \in V \mid (v_i, v_j) \in E\}$ (Wu et al. 2018).

In directed graphs, a vertex may have a different number of edges leaving it and other edges entering it. Therefore, the degree of a vertex $v$ in a directed graph is decomposed into two parts: the in-degree ($\text{indeg}$) and the out-degree ($\text{outdeg}$), and the vertex degree, accordingly, is computed as: $\text{deg}(v) = \text{indeg}(v) + \text{outdeg}(v)$ (Schlauch et al. 2015).

A path $P_{k}$ in $G$ is a group of distinct vertices $v_1, \ldots, v_k$ with the edges that connect these vertices. The length of the path $|P|$ is defined as the number of edges in the path, thus, $|P| = |P_{k}|$ and the path is said to be a $k$-length path. Consequently, a cycle is a path with the property $\exists (v_k, v_1) \in P_{k}$, and the cycle is a $k$-length cycle (Fox et al. 2009). In other words, a cycle is a path with an edge between its first and last vertices $v_1$ and $v_k$, respectively. For any two vertices $u, v \in V$, we denote $u \rightarrow v$ to indicate that there is a path from $u$ to $v$ and $u \rightarrow v$ to indicate that there is no path from $u$ to $v$. Thus, we express a path as $P : u \rightarrow v$, which means that the path $P$ starts with vertex $u$ and ends with vertex $v$ (Tarjan 1972).

The maximal part of the graph $G$ in which there is a path from each vertex to each other vertex is called an SCC (Zhang et al. 2018). Formally, let $SCC_i$ be a SCC in the graph $G$, then $\forall v_j, v_k \in SCC_i \rightarrow v_j \Rightarrow v_k \Rightarrow v_j$. The smallest possible size of a SCC is one, which means that the SCC contains only one vertex, and it is referred to as a trivial SCC (Hong et al. 2014).

Metaheuristic algorithms (or metaheuristics) are high-level frameworks that are used as guidelines for incorporating heuristic algorithms, such as the A* algorithm (Mahafzah 2014) and local search (Al-Adwan et al. 2019) to explore and exploit the search space (Gogna and Tayal 2013). They are problem independent, and they intend to find near-optimal (also known as local optimal) solutions to optimization problems in a reasonable time (Sörensen and Glover 2013).

According to the number of candidate solutions that are generated from the problem’s search space, metaheuristic algorithms are classified into (1) population-based metaheuristic (PBM) or (2) trajectory-based metaheuristic (TBM) algorithms (Luna et al. 2010). In PBM, the algorithm starts by initializing a number of candidate solutions and performs iteratively until it stops after doing a predetermined number of iterations or upon satisfying a condition. At each iteration, a new population is generated, and this new population is set to pursue migration to further iterations during the lifecycle of the PBM algorithm (Mahdavi et al. 2018). Unlike PBM, there exists only one candidate solution during the lifecycle of the TBM algorithm, and different operators are applied to that solution until the algorithm stops iterating or the algorithm stops returning an enhanced (or optimized) solution (Acun and Unveren 2014).

Practically, metaheuristic algorithms consume less time in finding solutions to CO problems than exhaustive search or brutal force techniques, which made them the de facto standard to solve CO problems (Mahafzah et al. 2020). Nevertheless, an error rate might be incurred when incorporating metaheuristic algorithms to solve CO problems; this error represents the difference between the optimized solution and the exact solution (Farswan and Bansal 2018). Certainly, a lower error rate means a better solution quality, which illustrates the ability of iteratively maximizing or minimizing the solution, based on the nature of the problem, to come better solutions, that is solutions with lower error rates.

Premature convergence is a situation that is likely to be endured by PBM algorithms. It is characterized by finding a suboptimal solution rapidly and getting stuck in the region of that suboptimal solution without being able to explore further areas of the search space (Neri and Cotta 2012). On the other hand, TBM algorithms may endure local-optima entrapment (Alonso et al. 2018) which entails that the algorithm is unable to find a solution better than the current one, although there exist better solutions in the search space. Premature convergence, as well as local-optima entrapment, affects the solution quality by finding solutions with lower qualities despite the existence of higher-quality solutions in the search space.

The integration of a PBM and a TBM creates a new hybrid metaheuristic algorithm, also referred to as memetic algorithms (Neri and Cotta 2012). Hybrid metaheuristic algorithms attempt to overcome the premature convergence of PBM algorithms by integrating them with TBM algorithms (Blum and Roli 2003). In essence, the emergent hybrid metaheuristic algorithm results in solutions with better qualities by underpinning the exploitation capabilities of TBM algorithms, which are represented by local search, and the exploration capabilities of PBM algorithms (Chen et al. 2011).

2.2 Problem identification

Let $G = (V, E)$ be a directed graph, such that $V$ is the set of $n$ vertices that represent the size of the graph, $V = \{v_1, v_2, \ldots, v_n\}$, $E$ is the set of edges that link the vertices of $G$ together, and the existence of a path between
two vertices, say $u$ and $v$, is denoted by $u\Rightarrow v$, such that $u, v \in V$.

Also, let $\text{Desc}(v) = \{w \in V | v \Rightarrow w\}$ be the set of all the vertices that are descendant (or reachable) from vertex $v$, and $\text{Pred}(v) = \{u \in V | u \Rightarrow v\}$ be the set of all predecessors of the vertex $v$, that is the vertices from which $v$ is reachable. Provided that $\text{SCC}(v)$ is a unique SCC that is pivoted at vertex $v$, dictates that there must be a path from each vertex in $\text{SCC}(v)$ to every other vertex in $\text{SCC}(v)$. Formally, $\text{SCC}(v) = \{x \in V | x \in \text{Desc}(v) \land x \in \text{Pred}(v)\}$, which can be simplified to $\text{SCC}(v) = \text{Desc}(v) \cap \text{Pred}(v)$.

The main contribution of this paper is that it presents an unprecedented expression and implementation of the problem of finding SCCs in directed graphs as an optimization problem. Finding SCCs in directed graphs is not an optimization problem, and there exists an exact algorithm that finds a solution to this problem using Tarjan’s algorithm in a linear run time. More importantly, the problem of finding SCCs in directed graphs is not an NP-Complete problem. Tarjan’s algorithm, which is a DFS-based algorithm, is used to find SCCs in directed graphs.

However, there are many advantages of using metaheuristic algorithms rather than traditional, exact algorithms for finding SCCs in directed graphs. Practically, metaheuristic algorithms return satisfactory solutions in a very fast time compared to exact algorithms. Although a local optimal solution is returned by a metaheuristic algorithm, the solution is found in a very small amount of run time compared to exhaustive search techniques, such as DFS.

Furthermore, metaheuristic algorithms are easy to design, implement, and understand. On the other hand, the exact algorithms used to find SCC in directed graphs are very difficult to understand, trace, and implement.

In terms of computing resources, metaheuristic algorithms are prominent with their optimal utilization of computing resources. For instance, a huge stack must be associated with DFS-based Tarjan’s algorithm. Also, DFS intensively creates memory locations. Backtracking, which is the basic idea of DFS, is the main source of depletion of computing resources due to the computational power it requires. On the other hand, the core of the metaheuristic algorithms is the iteration phase which contains the implementation of the solution. Comparing iterations with backtracking and divide-and-conquer, iterations do not extensively exhaust computing resources as much as recursive calls.

Parallelization is an important factor to consider when thinking about the advantages of using metaheuristic algorithms over exact algorithms. Unlike DFS which is an inherently sequential P-Complete algorithm that is extremely hard to parallelize (Reif 1985), metaheuristics are easy to parallelize and thus provide faster solutions.

In order for the problem of finding SCCs in directed graphs to be eligible to be solved using (hybrid) metaheuristic algorithms, it needs first to be expressed as an optimization problem $\mathcal{P}$. The formalization of the problem of finding SCCs in directed graphs as an optimization problem is presented in Eq. 1. Starting with a trivial SCC, that is a SCC whose size is one, the aim is to iteratively maximize the SCC by adding vertices to it, provided that there must be a path between each vertex to be added to the SCC and every vertex that has been already added to the SCC.

$$\mathcal{P} : \text{maximize} \; \text{SCC} \subseteq V$$

subject to $\forall u, v \in \text{SCC} \left( \exists u \Rightarrow v \land v \Rightarrow u \right)$

Like all optimization problems, problem $\mathcal{P}$ has a fitness function that represents the size (or length) of the optimized SCC, or in other words, the number of vertices in the optimized SCC. Indeed, using the HHS technique to find SCCs in directed graphs is also unprecedented and it is another important contribution of this paper.

**Related work**

The propagation of COVID-19 is very fast, and the disease is severe, fatal, and hard to control or track without innovative tracking methods that are too fast. Living in a connected world in which computer networks, mobile devices, social networks, and artificial intelligence applications are indispensable, paved the way for technology to play a pivotal role in combating COVID-19 (Mbunge et al. 2021).

Technology utilization in contact tracing is referred to as digital contact tracing, and it implies the incorporation of technologies, such as mobile technologies, Bluetooth, location services, and QR codes (Amann et al. 2021), to name a few, in tracking the infected people and notifying those who might have contacted them that they are prone to contagion.

China was among the first countries to authorize a mobile application for contact tracing. Users of the mobile application need to fill in their travel, movement, contact, and health information; the information is stored in online databases. China’s health code system (CHCS) then classifies users as: red, green, or yellow, and the movement of each user is restricted based on the color code given (Pan 2020). The odds show that the use of the Chinese application, alongside the health measure that was applied in the country, helped reducing and the number of cases that are infected with COVID-19 and flattening the cumulative infections curve as shown in Fig. 1.
Another success story in fighting COVID-19 was written by Singapore. The total number of infected cases in Singapore until Dec. 21, 2020, is less than 60,000 with less than 30 death cases recorded in the country. TraceTogether is a mobile application that was put into service by the ministry of health of Singapore as a digital contact tracing tool. The government also used the prominent WhatsApp mobile application associated with artificial intelligence (AI) tools to permanently disseminate news and insights about COVID-19. Along with further procedures, the fatalities rate in Singapore was low despite the high rate of infection (Woo 2020). The TraceTogether application must be installed on the mobile device and kept running in the background. For the application to work, the Bluetooth (BT) on each device with the application installed on it must be activated. Mobile devices that have the application installed on them, running in the background, and the BT set to start exchanging anonymized keys; each key pertains to a unique device. Each device stores the other mobiles’ keys in an encrypted form. Assuming that one individual is infected, all the people whose mobiles have the key to that infected individual stored on them are notified of the measure that should be followed to protect themselves from being infected with COVID-19 (Government of Singapore 2020). Around 3.2 million users are using the TraceTogether application by Sep. 4, 2020, which represents around 61% of the population of Singapore who aged 15 years and above.

Similarly, the Indian authorities developed a mobile application, called Aarogya Setu, for COVID-19 contact tracing. Unlike the Chinese application, Aarogya Setu uses Bluetooth and GPS services to notify the users, who installed the application on their mobile phone, of any potential exposure to COVID-19 due to contacting infected individuals or entering infected areas. Aarogya Setu also sends notifications to the mobile devices that are nearby and have Aarogya Setu installed (Gupta et al. 2020). The Indian ministry of health and family welfare divides the contact tracing process into three stages, namely (1) contact identification, which includes identifying the infected individual and the people who came into contact with the infected individual, (2) contact listing, which includes listing the people who came into contact with the infected individual and ask them to isolate themselves, and (3) Follow-up, which include following-up with the people who came into contact with the infected individual to monitor their health (Ministry of Health and Family Welfare 2020). However, no more than 18% of the Indian population who are 15 years old and above use the mobile-based application, which sheds the light on the extremely high infection rates in India, which could be reduced if stricter measures force the use of the Aarogya Setu application have been applied.

The Jordanian government launched a mobile application for contact tracing called AMAN, which translates to safety in English. Once installed on a mobile device, the application keeps a local copy of the places, i.e., locations, that were visited by the corresponding user. That local copy is kept on the device on which the application is installed. The first use case of the AMAN application is to notify its users of possible exposure to COVID-19 infection due to visiting some locations that were visited by an infected individual. Another use case of the AMAN application is when the corresponding user, who has the application installed on his (or her) mobile device gets infected with COVID-19, the application notifies other users who visited the same locations that the infected user has visited during the relevant dates (Jordan Ministry of Health 2020). By the end of December 2020, the statistics show that nearly 1.6 million people are using the AMAN application, which represents 27% of the population of Jordan who is 15 years old and above. The percentage of the people who use the AMAN application in Jordan is not large enough to give the AMAN application a pivotal role in fighting COVID-19 in Jordan, which illustrates the increases in the number of cases conformation with COVID-19.

COVIDSafe is a mobile application that was designed and used by Australia in digital contact tracing (Yang et al. 2020). Although COVIDSafe is a voluntary application, people were urged to use the application by installing it and running it on their devices. Once the application starts on one mobile device, it starts to collect data from other devices that are installed on the mobile devices and within its Bluetooth accessible range. Collected contact data are encrypted and are stored locally on the mobile device. If a person is diagnosed positive, the data are uploaded to a secure server to notify all those people who met the infected person (Royal Australian College of General Practitioners 2020).

Similar to COVIDSafe’s mechanism, Germany launched in June 2020 their mobile application Corona-Warn to be used in digital contact tracing (Blom et al. 2021). The application uses Bluetooth to collect the IDs of the people who came in contact and stores the IDs locally. When a person gets infected, the data are uploaded to a central server to notify them (Kammüller and Lutz 2020). It is worth mentioning that Germany alongside many other countries used the Google/Apple COVID-19 contact tracing API to develop their application; some of those countries are Austria, Belgium, Canada, Croatia, Germany, Russia, Saudi Arabia, Scotland, Spain, UK, and USA (Rahman 2021).

Seemingly, the role of incorporating technology in contact tracing is influential in light of the odds that give credit to the utilization of mobile-based contact tracing in
the combat against COVID-19. However, to overcome the challenges that mobile-based applications are facing with are related to the privacy concerns of the users, we devise in this paper an approach that is based on using metaheuristic algorithms (or metaheuristics) to solve optimization problems in a way that finds near-optimal solutions, that is solutions with an acceptable error rate (or diversion), in fast run times.

Harmony search (HS) is a population-based metaheuristic (PBM) that was first introduced by Geem et al. (2001) to mimic the process of musical improvisation (Valdez et al. 2020). The HS algorithm incorporates three operators, namely (1) memory consideration which is controlled by the harmony memory considering rate (hmcr), (2) pitch adjustment and is controlled by the pitch adjustment rate (par), and (3) randomization (Castillo et al. 2018). The algorithm starts by generating a random number \( r \in [0,1] \). If \( r \geq hmcr \), the memory consideration operator is invoked, and when it finishes execution another random number \( p \in [0,1] \) is generated. If \( p \geq par \), then the pitch adjustment operator is invoked to enhance the solution that has been found by the first operator, that is the memory consideration operator. The third operator is the randomization operator that is only invoked if \( r < hmcr \), or in other words, if the memory consideration operator is not satisfied and the memory consideration operator is not invoked accordingly.

Harmony search was used by Atta et al. to solve the tool indexing problem (TIP) which is a profound problem in the field of manufacturing (Atta et al. 2018). To avoid getting stuck into local optima, Atta et al. adapted a customized HS algorithm that uses a harmony refinement strategy. Results showed that this customized algorithm presented better results than existing methods in 16 instances out of 27.

A hybrid metaheuristic algorithm produced by hybridizing cuckoo search (CS) with HS was introduced by Wang et al. (2014) and was named HS/CS. In this algorithm, the pitch adjustment of the HS algorithm was added to the CS to improve its performance. The proposed improved metaheuristic showed its superiority to the original CS for solving global numerical optimization problems.

Recently, HS is used in the design of fuzzy controllers by Castillo et al. (2021). An approximation to the enhanced continuous Karnik–Mendel method is introduced to be used in the adjustment of the \( par \) parameter which controls the execution of the pitch adjustment operator and therefore dynamic parameter adaptation in HS is devised instead of using fixed parameters. The effectiveness of the devised method was proved by applying the devised algorithm to the speed control problem in direct current (DC) motors. Type-2 fuzzy controller is implemented in the devised method to control the speed of the motor. The devised method was compared with the approximate continuous enhanced Karnik–Mendel method of the fuzzy harmony search algorithm (FHS FIS 3), the approximate continuous enhanced Karnik–Mendel method of the differential evolution search algorithm (FDE FIS 3), and type-1 fuzzy harmony search algorithm. The average error was lower than the average error obtained by the other algorithms that were used in the comparison of Valdez and Peraza (2019). Also, the results obtained by the devised method for the parameter adaptation were better than those of the other methods that were used in the comparisons.

In the field of bioinformatics, HS was hybridized with CS to develop a two-stage gene selection method, denoted as COA-HS, to be used in cancer classification (Elyasigomari et al. 2017). The results of the proposed method outperformed the results obtained by the following evolutionary algorithms: MOGA, GA, HS, and CS. The results of the COA-HS algorithm achieved the selection of the minimum number of genes and satisfied the maximum classification accuracy as well.

In the same field, a modified HS was used along with k-means clustering to propose a feature selection method to classify individuals who suffer colorectal cancer from those who do not (Bae et al. 2021). The accuracy of the proposed method reached 94.36%. It is believed by Bae et al. that their proposed model can be applied to any gene-related disease.

Harmony search was also used to generate fuzzy rules in a fuzzy rule-based system by Mousavi et al. (2021) to classify medical datasets. The results show the effectiveness of the proposed algorithm in classifying the clinical datasets.

Robert Tarjan used DFS, also known as backtracking, to find the strongly connected components in directed graphs (Tarjan 1972). Tarjan used an improved version of DFS to find the strongly connected components in a digraph (directed graph). For a digraph with \( V \) vertices and \( E \) edges, the runtime complexity of the Tarjan’s algorithm was \( O(k_1V + k_2E + k_3) \) for some constants \( k_1, k_2, \) and \( k_3 \). Using Tarjan’s algorithm, a spanning forest is created that contains all spanning trees resulted from the DFS. The main observation of Tarjan’s algorithm is its numbering scheme. In Tarjan’s algorithm, the vertices are numbered in the order they are reached during the DFS. On the other hand, Tarjan’s algorithm makes extensive use of the stack (Geldenhuys and Valmari 2004). In addition to the implicit stack that is required by the procedure (or function) call, it also requires an explicit stack to keep track of partial SCCs. Furthermore, Tarjan’s algorithm is explicit (Bloem et al. 2006); each node is explored independently until a SCC is formed which might, in turn, affect the stability of the algorithm. Although there are a huge number of algorithms...
that offered solutions to the strongly connected components problem, Tarjan’s is considered the most fundamental algorithm in this field (Xu and Wang 2018).

Different algorithms were designed trying to find better solutions, such as the forward–backward (FW–BW) algorithm by Fleischer et al. (2000) which is a recursive algorithm rather than its predecessor DFS-based algorithms (Xu and Wang 2018). The basic idea of FW–BW is to use the divide-and-conquer paradigm to divide the graph into three subgraphs to get a logarithmic time complexity $\mathcal{O}(n \log n)$ as an average case. However, the worst-case analysis of FW–BW shows that it requires a quadratic $O(n^2)$ time complexity.

Several variations of the FW–BW algorithm were suggested. For instance, McLendon et al. (2005) suggested the FW–BW-Trim algorithm which is different than the original FW–BW in adding two trimming phases to the graph: one in a forward direction and the other in a backward direction.

As far as we know, hybrid metaheuristic algorithms have never been used before in finding SCCs in directed graphs. Thus, the hybrid metaheuristic approach which we present in the paper is used for the first time to find SCCs in directed graphs, which is another important contribution that is added to this paper.

4 Hybrid harmony search contact tracing algorithm

In this section, we present our new hybrid harmony search contact tracing (HHS-CT) algorithm, which is used for COVID-19 contact tracing by finding the SCCs in SN graphs using hybrid metaheuristic algorithms.

Traditional methods of finding SCCs in directed graphs are either based on (1) backtracking, such as the DFS, or (2) the divide-and-conquer approach. It has never been known before that these hybrid metaheuristic algorithms are used in finding SCCs in directed graphs. In the beginning, the problem of finding SCCs in directed graphs is formulated as an optimization problem, as shown in Eq. 1. In large directed graphs, such as SN graphs, finding the maximum (or largest) SCC is time-consuming. Thus, traditional algorithms or methods, such as the Tarjan’s algorithm or the FW–BW algorithm, will take more time to find the desired solution as well as requiring a huge amount of computing resources, such as memory and processing power, which could not be afforded by the computing environment at a certain level. Therefore, a metaheuristic solution to the problem is implemented using the HHS-CT algorithm which finds the desired solution in less time than the traditional algorithms and methods, as well as saving memory resources from being overused. In this context, we integrate the SHC algorithm, which is a local search technique, into the operators’ design of the HS metaheuristic algorithm. This implies that exploitation of the HS algorithm will be made by SHC to guarantee fast convergence, while exploration will be made by HS to guarantee not being stuck in local optima as well as investigating (or exploring) wide areas of the search space.

Exploiting solutions by the HHS-CT algorithm is done through the SHC algorithm which is adapted as shown in Algorithm 1 to find a component in the directed input graph (or SN graph). The graph ($G$) is a social network (SN) graph; its vertices ($V$) are referred to as contacts, and edges ($E$) are the interactions between its contacts. The SHC algorithm starts from a predetermined starting vertex (or pivot) that is referred to as the index case. In practice, the SHC algorithm is intended to find all the contacts that are descendant from a predetermined index case index, i.e., reachable from index, and store them in the component $C$, thus $C = \{\text{contact} \in V | \text{index} \rightarrow \text{contact}\}$. The difference between our adapted version of the SHC and the traditional Tarjan’s DFS or the FW–BW method is that in SHC, as shown in line 12 of Algorithm 1, a random contact $v_r$ is selected from the set of contacts that are adjacent to the currently investigated contact (contact). Afterward, control will move to line 6 again of Algorithm 1 to list all the contacts that are adjacent to the random contact $v_r$. Another random contact is selected in line 12 again, and so on. It is noticeable that only random contacts (or vertices) are selected for investigation, rather than selecting all the vertices that are descendant of the index case index, as in Tarjan’s algorithm and the FW–BW algorithm that investigate each contact in the neighborhood of the index case, and recursively each contact in the neighborhood of the neighbors and neighbors of neighbors and so on. Practically, this heuristic feature of SHC reduces the run time when compared to DFS traversal which traverses every contact in the neighborhood of a given contact until all the contacts in the neighborhood are completely traversed.
In Lemma 1, we prove that the SHC algorithm has a linear worst-case run time complexity.

**Lemma 1** The run time complexity of the SHC algorithm is $O(V + E)$.

**Proof** In the worst-case scenario, when the input SN graph is strongly connected, Algorithm 1 is expected to make $V$ iterations to go through all contacts of the input SN graph (lines 4–13 in Algorithm 1). For each contact, adjacent contacts will be enumerated (lines 7–11 in Algorithm 1) which takes $O(E)$ time. Therefore, the complexity of Algorithm 1 is $O(V + E)$. \qed

In HS terminology, harmony is a solution that is produced by the HS algorithm. Harmonies are kept in the harmony memory (HM) whose size is predetermined by the parameter harmony memory size ($hms$). The $hm$ acts as a container that keeps all the harmonies that are generated by the HS algorithm. Originally, all the harmonies have the same length, say $n$. Thus, $hm$ would be looked at as an $hms \times n$ matrix. Nevertheless, in HHS-CT, we used variable-length harmonies instead of fixed-sized harmonies. Consequently, $hm$ is represented by an array of size $hms$ rather than a matrix of size $hms \times n$. This leads to a huge reduction of the algorithm’s run time, as well as reducing the size of the memory that is required to run the algorithm.

The HHS-CT algorithm has three operators, namely (1) memory consideration, (2) pitch adjustment, and (3) randomizations. Each operator is customized for solving the problem of finding SCCs in SN graphs. The operation of the HHS-CT algorithm is controlled by a set of parameters that are listed in Table 1. The first parameter is the number of improvisations ($ni$) which is the number of iterations the HHS-CT must perform to find the final solution. The size of the HM is determined by the $hms$ parameter. The third parameter is the harmony memory considering rate ($hmcr$), which is a real number between 0 and 1, that is $hmcr \in [0, 1]$, and it is used to determine which of two HHS-CT operators to execute between the memory consideration operator or the randomization operator. The last parameter is another real number between 0 and 1 which is called the pitch adjustment operator ($par$) and is used to decide whether to execute the pitch adjustment operator, or the third HHS-CT operator after the memory consideration operator finishes execution.

Just like all other metaheuristic algorithms, HHS-CT consists of three main phases, namely initialization, iteration, and finalization. During the initialization phase, the initial population is created. Each individual of the population is a harmony, which represents a solution. The population is kept in the HM, or other words, the HM contains the harmonies that are generated by the HHS-CT which are individuals of the HHS-CT population. Later on, that population will be used during the iteration phase of HHS-CT for finding the SCCs in the SN as an optimization problem. The flowchart shown in Fig. 2 depicts the steps incurred by the HHS-CT algorithm to generate the initial population. Assume the SCC that is pivoted at the index case $v_{\text{index}}$ needs to be detected in the SN represented by the graph $G$. The $hms$ parameter is used to determine the number of harmonies that must be generated at the initialization phase. For each harmony, a vertex $v_r$ is selected randomly from the neighborhood of the vertex that represents the index case $v_{\text{index}}$, i.e., $v_r \in N_{\text{index}}$. A new harmony that contains both $v_{\text{index}}$ and $v_r$ is created and then inserted into the population as a new individual. Eventually, $hms$ harmonies are generated, such that the size (or length) of each harmony is two, and the index case $v_{\text{index}}$ is contained in each harmony. The run time complexity of the process of generating the initial population is given in Corollary 1.

**Corollary 1** The run time complexity of the process of generating the initial population of the HHS-CT algorithm is $O(hms)$. 

\begin{algorithm}
\caption{The HHS-CT algorithm.}
\begin{algorithmic}[1]
\STATE \textbf{Input:} graph - input SN graph, \textbf{index} - the index case
\STATE \textbf{Output:} component
\FUNCTION{component}
\STATE contact = index;
\STATE component = null;
\WHILE{contact <> null}
\STATE component.add(contact);
\FOR{each adjacent \text{contact} \in \text{adj[contact]}}
\STATE \text{if} adjacent \text{contact} \notin \text{tabu} \text{ and adjacent \text{contact} \notin component} \text{then}
\STATE \text{component.add(adj[contact]);}
\STATE \text{end if;}
\STATE \text{end for;}
\STATE contact = random(adj[contact]);
\STATE \text{end while;}
\ENDFUNCTION
\end{algorithmic}
\end{algorithm}
The process of generating the initial population contains a loop that iterates \( hms \) times; this loop is dominating the initialization phase; thus, the run time complexity of the initialization phase \( f_{\text{init}} \) is \( O(hms) \).

The HHS-CT algorithm is presented in the flowchart depicted in Fig. 3. The algorithm starts with generating the initial population. The iteration phase starts by assuming the first harmony that is stored in the HM as the solution. Then, the algorithm iterates through all the remaining harmonies that are kept in the HM. A random number \( r \) is generated, such that \( r \in [0, 1] \). The random number \( r \) is used to check the memory consideration condition, which consists of two parts: (1) whether the random number \( r \) is greater than or equal to \( hmcr \) and (2) if there exists any common vertex between the solution and the current harmony. If the memory consideration condition is satisfied, then the memory consideration operator is executed, by joining the solution with the current harmony using a union operator. Another random number \( p \) is generated, such that \( p \in [0, 1] \), and is used to check the pitch adjustment condition, such that if \( p \) is greater than or equal to \( par \), then the pitch adjustment operator is executed. On the other hand, if the memory consideration operator is not satisfied, then the randomization operator is executed. After the algorithm finishes checking all the harmonies that reside in the HM, the algorithm locates the location of the harmony that has the lowest fitness, which is the worst solution. The solution which has been just generated by the HS operators replaces the worst HM by inserting the solution in the location that contains the worst harmony.

The iteration phase of the HHS-CT algorithm runs \( ni \) times before it stops and moves to the finalization phase, in which the best solution obtained by the HHS-CT algorithm is outputted.

The proposed HHS-CT algorithm is shown in Algorithm 2. In the initialization phase, we set the values of the HHS-CT parameters as shown in lines 3–6 of Algorithm 2. At line 7 of Algorithm 2, a call to \( \text{GenerateInitialPopulation()} \) function is issued to generate a population of random harmonies. The iteration phase of the HHS-CT algorithm starts in line 9 and the algorithm is set to loop \( ni \) times.
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In the following sections, we discuss the design of the HHS-CT operators. We also provide a detailed asymptotic analysis of each operator. Finally, we deduce the asymptotic run time complexity of the HHS-CT algorithm after all operators are analyzed.

4.1 Memory consideration

The memory consideration operator is invoked on two conditions: (1) \( \frac{r}{C_2 V} \geq \text{hmcr} \) and (2) there is a common contact between the solution and the current harmony, \( \exists \text{contact} \in V | \text{contact} \in \text{solution} \land \text{contact} \in \text{hmj} \), such that \( \text{hmj} \) is the harmony stored in the \( j \)th location of the harmony memory \( \text{hm} \). As shown in line 16 of Algorithm 2, the memory consideration performs a union operation between the feasible solution and the harmonies in \( \text{hm} \). The run time complexity of the memory consideration operator is presented in Corollary 2.

\begin{algorithm}
\caption{The HHS-CT algorithm}
\begin{algorithmic}
\State \textbf{Input:} \textit{graph} - input SN graph, \textit{x} - number of improvisations
\State \textbf{Output:} \textit{SCC}
\State \textbf{begin}
\State \quad \text{//Initialization Phase}
\State \quad ni = \text{x};
\State \quad \text{hms} = 5;
\State \quad \text{hmcr} = 0.01;
\State \quad \text{par} = 0.01;
\State \quad GenerateInitialPopulation();
\State \quad \text{//Iteration Phase}
\State \quad \text{for } i = 1 \text{ to } ni
\State \quad \quad \text{solution} = \text{hm}[0];
\State \quad \quad \text{for } j = 1 \text{ to } \text{hms} - 1
\State \quad \quad \quad r = \text{random}(0, 1);
\State \quad \quad \quad \text{if } r \geq \text{hmcr} \text{ and } \text{sizeof}\{\text{solution} \cap \text{hm}[j]\} > 0 \text{ then}
\State \quad \quad \quad \quad \text{//memory consideration}
\State \quad \quad \quad \quad \text{solution} = \text{solution} \cup \text{hm}[j];
\State \quad \quad \quad \quad p = \text{random}(0, 1);
\State \quad \quad \quad \quad \text{if } p \geq \text{par} \text{ then}
\State \quad \quad \quad \quad \quad \text{//pitch adjustment}
\State \quad \quad \quad \quad \quad \text{solution} = \text{PitchAdjustment}(\text{solution}, \text{solution});
\State \quad \quad \quad \quad \quad \text{end if;}
\State \quad \quad \quad \text{else}
\State \quad \quad \quad \quad \quad \text{//create a random solution}
\State \quad \quad \quad \quad \quad \text{RandomizeSolution(\text{graph});}
\State \quad \quad \quad \quad \text{end if;}
\State \quad \quad \text{end for;}
\State \quad \quad \text{worstSolution} = \text{FindWorstSolution(\text{hm});}
\State \quad \quad \quad \text{if } \text{solution} > \text{worstSolution} \text{ then}
\State \quad \quad \quad \quad \text{\text{hm}[\text{worstSolutionIndex}] = solution;}
\State \quad \quad \quad \quad \quad \text{end if;}
\State \quad \quad \text{end for;}
\State \quad \text{//Finalization Phase}
\State \quad \text{OutputBestSolution();}
\State \textbf{end;}
\end{algorithmic}
\end{algorithm}

Corollary 2 The run time complexity of the memory consideration operator of the HHS-CT metaheuristic algorithm is \( O(V) \).

\begin{proof}
The memory consideration operator is a union operator between the current solution and the current harmony, i.e., \( \text{solution} \cup \text{hmj} \), as shown in line 16 of Algorithm 2. It appends every contact (or vertex) in the current harmony \( \text{hmj} \) to the end of the solution \( \text{solution} \). Let the length of the current harmony be \( V \), then the union operator will iterate \( V \) iterations. Thus, the complexity of the memory consideration operator is \( O(V) \).
\end{proof}

4.2 Pitch adjustment

Pitch adjustment is the second operator of HHS-CT and is used in tuning solutions, which is to maximize the solution by adding more contacts to it. After a solution is found, we generate a random number \( p \), as shown in line 17 of
Algorithm 2, such that \( p \in [0, 1] \), if \( p \geq \text{par} \), then the pitch adjustment operation is invoked by calling \text{PitchAdjustment()}\ as shown in line 20 of Algorithm 2. The pitch adjustment operator is shown in Algorithm 3. Corollary 3 illustrates the run time complexity of the pitch adjustment operator of the HHS-CT algorithm.

**Algorithm 3: The PitchAdjustment operator**

**Input:** graph: input SN graph, 

solution: solution to be adjusted 

**Output:** newSolution

1: begin 
2: contact = \text{random(solution)};
3: \text{FComp} = \text{HC(graph, contact)};
4: \text{BComp} = \text{HC(g', contact)};
5: \text{component} = \text{FComp} \cap \text{BComp};
6: \text{newSolution} = \text{solution} \cup \text{component};
7: \text{return newSolution};
8: end;
Corollary 3  The run time complexity of the pitch adjustment operator of the HHS-CT metaheuristic algorithm is $O(V + E)$.

Proof The run time complexity of the pitch adjustment operator is composed of 4 parts, these are: (1) hill-climbing function for finding a forward component that takes $O(V + E)$ complexity, (2) another hill-climbing function for finding a backward component which takes $O(V + E)$ complexity, (3) intersection which takes $O(V)$, and (4) union which takes $O(V)$. Thus:

$$f_{\text{consider}} = f_{\text{hc}} + f_{\text{hc}} + f_0 + f_0$$

$$= O(V + E) + O(V + E) + O(V) + O(V)$$

$$= O(V + E).$$

4.3 Randomization

The creation of a random harmony is similar to the pitch adjustment operator presented in Algorithm 3 except that in randomization we create a solution from the original harmony, not the improvised one, i.e., the one considered from memory. Corollary 4 presents the run time complexity of the randomization operator.

Corollary 4  The run time complexity of the randomization operator of the HHS-CT metaheuristic algorithm is $O(V + E)$.

Proof Similar to the pitch adjustment operator, the randomization operator comprises the same steps included in the pitch adjustment operator, namely (1) a hill-climbing whose complexity is $(V + E)$, (2) a second hill-climbing function for finding a backward component in $O(V + E)$ time, (3) an intersection operator that runs in $O(V)$ time, and (4) a union that takes $O(V)$. Thus, the complexity of the randomization operator is expressed as follows:

$$f_{\text{randm}} = f_{\text{hc}} + f_{\text{hc}} + f_0 + f_0$$

$$= O(V + E) + O(V + E) + O(V) + O(V)$$

$$= O(V + E).$$

In Theorem 1, we provide the run time complexity of the HHS-CT algorithm, and we asymptotically analyze the algorithm.

Theorem 1  The run time complexity of using the HHS-CT metaheuristic algorithm to find SCCs in directed graphs is $O(V + E)$.

Proof Let $f_{\text{init}}$ be the run time complexity of the initialization phase, $f_{\text{consider}}$ be the run time complexity of the memory consideration operator, $f_{\text{adjust}}$ be the run time complexity of the pitch adjustment operator, and $f_{\text{random}}$ be the run time complexity of the randomization operator, then the run time complexity of finding SCCs in SN graphs using HHS-CT denoted $f_{\text{HHS}}$, is computed as follows:

$$f_{\text{HHS}} = f_{\text{init}} + (ni \times ((\text{hms} - 1) \times \max(f_{\text{consider}} + f_{\text{adjust}} + f_{\text{random}})))$$

$$= O(\text{hms}) + (ni \times ((\text{hms})$$

$$\times \max(O(V) + O(V + E), O(V + E))))$$

$$= O(\text{hms}) + O(ni \times \text{hms}(V + E))$$

Thus, $\text{hms}$ is constant and $ni \ll (V + E)$.

5 Experimental results and discussion

We run our experiments on a dual-processor machine that contains two Intel® Xeon® CPUs E5-2620 v4 with 2.1 GHz. The machine has a 1 MB L1 cache, 4 MB L2 cache, and 40 MB L3 cache. It is equipped with 64 GB of RAM and runs Windows Server 2012 R2 Datacenter. The algorithms are implemented in Java.

The tests are conducted on the real-world graphs that are listed in Table 2. Names of the datasets are listed in the first column of Table 2, the second column contains the number of contacts (or vertices) in each dataset, the third column contains the number of relationships in the corresponding dataset, and the last column represents the number of contacts that are contained in the largest SCC (LSCC) in the dataset. The correctness of the HHS-CT algorithm is tested and proved by comparing the results obtained by the HHS-CT algorithm with the size of the LSCC which is indicated for each dataset by the benchmarks. We run the HHS-CT algorithm setting the index case to any vertex that is contained in the LSCC. For any given dataset, the HHS-CT algorithm is set to run a predetermined number of times; each run outputs the computed LSCC by HHS-CT, which is denoted $LSCC_{\text{HHS}}$, it is compared with the LSCC stated by the corresponding benchmark, which is computed by one of the exact algorithms and is denoted as $LSCC_{\text{exact}}$, and the error rate is computed. Acceptable error rates prove the correctness of the algorithm. This is illustrated in detail later in this section. The datasets are retrieved from several sources, namely the Koblenz Networks Collection (Kunegis 2013), the SNAP database (Leskovec and Sosič 2016), and the Social Computing Data Repository at Arizona State University (Zafarani and Liu 2017). We classified the input SN graphs into four classes with respect to their sizes as follows: (1) class A which contains graphs with sizes less than 1000 vertices, (2) class B which contains graphs within the range of 1006 to 2941 vertices, (3) class C which contains graphs within the range of 3001 to 10000 vertices, and (4) class D which contains graphs within the range of 10001 to 50000 vertices.
of 12,647 to 220,972 vertices, and (4) class D which contains graphs that have more than half a million vertices.

The parameters of the HHS-CT algorithm are tuned (or set) experimentally using the trial-and-error method, which is the most prominent method for setting algorithm parameters. Firstly, the $n_i$ parameter, which is equivalent to maximum iterations in other metaheuristic algorithms, needs to be as small as possible to enable the algorithm to return a solution in a reasonable time. The HHS-CT metaheuristic algorithm is set to perform two iterations on class A graphs, 16 iterations on class B graphs, 32 iterations on class C graphs, and 128 iterations on class D graphs.

Secondly, we managed to set the value of the harmony memory considering rate ($hmcr$) to a small amount, i.e., $hmcr = 0.1$, to increase the probability of improvising new solutions by considering (or looking up) the $hm$ rather than improvising new solutions by randomization, which improves the solution quality. As a rule of thumb, a good metaheuristic must maintain a good balance between exploration (or diversification) and exploitation (or intensification). In HHS-CT, exploration is controlled by the $hmcr$ parameter, while exploitation is controlled by the $par$ parameter. Accordingly, we set the value of the $par$ parameter to a small amount, i.e., $par = 0.01$, to increase the chance of exploiting the solutions after an exploration (by means of memory consideration) takes place; thus, a balance between exploration and exploitation is maintained.

Furthermore, we set the value of the $hms$ parameter to 5, which represents the size of the $hm$, which is equivalent to the population size in population-based metaheuristics, and it is set to a value that is much smaller than $V$ and much smaller than $E$.

Finally, after setting the parameters $hms$, $hmcr$, and $par$ to the values expressed already, we ran the HHS-CT algorithm several times on each class of input graphs to fine-tune the value of the parameter $n_i$, which controls the number of iterations the HHS-CT algorithm does. Accordingly, the values of the parameter $n_i$ represent the smallest average number of iterations that can produce output in an acceptable time based on the class of the SN graph.

The HHS-CT metaheuristic algorithm as well as the two exact algorithms, the Tarjan’s and the FW–BW algorithm, are set to run 30 times on each SN graph. At each run, we record the run time and the size of the LSCC, and we calculate the error rate of the solution produced by the HHS-CT algorithm only, as long as the two exact algorithms return exact solutions, or in other words global optimal solutions. The error rate of the solution is the deviation of that solution from the optimal solution stated by the benchmark or that is returned by either Tarjan’s algorithm or the FW–BW algorithm. Formally, let $LSCC_{HHS-CT}$ be the size of the largest SCC obtained by the
HHS-CT algorithm and $LSCC_{exact}$ be the size of the largest SCC stated by the benchmark, then the accuracy of the HHS-CT algorithm is given by Eq. 2. Consequently, the error rate of the HHS-CT algorithm, denoted by $\eta$, is the complement of accuracy, as shown in Eq. 3.

$$\text{accuracy} = \frac{LSCC_{HHS-CT}}{LSCC_{exact}}$$  \hspace{1cm} (2)

$$\eta = 1 - \text{accuracy}$$  \hspace{1cm} (3)

Table 3 compares the HHS-CT metaheuristic algorithm and the exact search algorithms, namely Tarjan’s and the FW–BW algorithm. It is worth mentioning that Tarjan’s algorithm stops outputting results when the sizes of the graphs become larger, as in the case of classes C and D graphs. In essence, Tarjan’s algorithm uses DFS, which requires too many computing resources, such as processor cycles, memory, and stack. Certainly, the demand for computing resources becomes larger for larger graph sizes. Based on the specifications of the computing machine, the machine reaches a level where it becomes unable to satisfy that huge demand for computing resources.

The run times of the HHS-CT, Tarjan’s, and FW–BW algorithms for classes A, B, C, and D are shown in Figs. 4, 5, 6, and 7, respectively. The experimental results show the superiority of the HHS-CT metaheuristic algorithm over the exact algorithms in terms of run time. Practically, this leads us to accept our hypothesis that we made earlier in this paper which indicates that using metaheuristic algorithms to find SCCs in SN graphs is faster than using exact algorithms.

Undoubtedly, the integration of the SHC metaheuristic algorithm in the operators’ design of the HHS-CT metaheuristic algorithm and using it to traverse the graph heuristically, on a stochastic basis, rather than using the exhaustive (or exact) DFS technique, is the main reason of the superiority of the HHS-CT metaheuristic algorithm over the exact ones in terms of run time. In the case of exact algorithms, that use DFS to traverse the graph, when a contact is selected, all contacts that have interactions with it need to be traversed iteratively until there are no more contacts left. In contrast, using the SHC metaheuristic algorithm, which is a local search technique, when a contact is selected, the following steps are incorporated: (1) all contacts that have interactions with the current contact are listed and inserted into the current component, (2) only one contact is selected randomly from the set of contacts, (3) jump back to step (1) until there are no more contacts that could be added to the component. This heuristic nature of the SHC algorithm gives it superiority over DFS in terms of run time. Therefore, the algorithms that use SHC will consequently have better run time results compared to those that use DFS.

---

**Table 3** The run times of the HHS-CT metaheuristic algorithm, Tarjan’s, and FW–BW

| Class | Graph size | Run time (s) |
|-------|------------|--------------|
|       |            | HHS-CT       | Tarjan       | FW–BW       |
| A     | 17         | $3.4 \times 10^{-4}$ | $2.52 \times 10^{-4}$ | $1.13 \times 10^{-4}$ |
|       | 28         | $4.6 \times 10^{-4}$ | $5.71 \times 10^{-4}$ | $3.52 \times 10^{-4}$ |
|       | 34         | $4.5 \times 10^{-4}$ | 0.0023 | $1.9 \times 10^{-4}$ |
|       | 130        | $5.8 \times 10^{-4}$ | 0.0033 | 0.0064 |
|       | 219        | $1.2 \times 10^{-3}$ | 0.0069 | 0.0057 |
| B     | 1006       | 0.0109 | 0.0499 | 0.0276 |
|       | 1226       | 0.0155 | 0.0313 | 0.0224 |
|       | 1901       | 0.0571 | 0.0906 | 0.0658 |
|       | 2941       | 0.0483 | 0.0871 | 0.0638 |
| C     | 23,134     | 0.6536 | – | 0.6239 |
|       | 88,786     | 8.6939 | – | 16.2950 |
|       | 101,172    | 10.4725 | – | 19.8020 |
|       | 220,972    | 12.6020 | – | 24.1870 |
| D     | 2863,846   | 28.8257 | – | 142.3750 |
|       | 1,995,810  | 49.7028 | – | 265.1960 |
|       | 1,299,923  | 76.5150 | – | 281.2800 |
|       | 1,422,367  | 94.1090 | – | 414.6770 |
|       | 1,984,486  | 146.9240 | – | 729.7560 |
|       | 2,523,390  | 338.3190 | – | 992.4720 |

**Fig. 4** Run times of the HHS-CT algorithm against the Tarjan’s and FW–BW algorithms for class A SN graphs

Another reason why the HHS-CT algorithm has the best run time, and thus outperforms both the Tarjan’s and the FW–BW algorithms, is related to the algorithmic design of the HHS-CT algorithm. The HHS-CT algorithm has two operators that are executed at each iteration on a probabilistic basis. Technically, in the HHS-CT algorithm, the memory consideration operator is selected and is followed by the pitch adjustment operator, based on a probability, at each iteration of the algorithm. If the probability is not satisfied at a certain iteration, a solution is generated randomly. In either case, the maximum number of iterations that are made by the HHS-CT algorithm, which is
dependent on the class of the graph, is set to be very small compared to the size of the input SN graph. Furthermore, not all contacts of the input SN graphs are traversed during each iteration of the algorithm. It is done on a stochastic basis. That is a random contact is selected from the graph and that contact is traversed. Due to these reasons, the HHS-CT metaheuristic algorithm achieved the best run time results compared to the two exact algorithms.

The error rates of the HHS-CT metaheuristic algorithm for class D graphs are shown in Table 4. It is noteworthy that applying the HHS-CT metaheuristic algorithm to the graphs of classes A, B, and C incurred no error rates, or in other words, resulted in 0% error rates.

Both Tarjan’s and the FW–BW algorithms are exact algorithms, that is, the solutions that are returned by those algorithms are globally optimal. Unlike the HHS-CT algorithm which is a metaheuristic algorithm that returns near-optimal solutions with slight error rates. Consequently, the HHS-CT algorithm has very small error rates when compared to both the Tarjan’s and the FW–BW algorithms for class D graphs, as shown in Fig. 8. Intuitively, the lower the error rate for an algorithm, the higher the accuracy of that algorithm, as implied by Eq. 3. Consequently, the HHS-CT algorithm has high accuracy. Practically, the HHS-CT algorithm starts by selecting an initial solution from its memory and then iterates through all other solutions in the memory. If the resulting solution is better than the worst solution in memory, that worst solution is replaced with the one better than it, in the sense that only high-quality solutions are kept in memory. Moreover, once the HHS-CT algorithm finishes improvising new solutions, pitch adjustment starts to enhance the obtained solution. This, in turn, minimizes the error rate and maximizes the accuracy of solutions.

To understand the results shown in Table 4 and Fig. 8, we need to compute the average vertex degree $d$ of each graph according to Eq. 4, where $|E|$ is the number of edges in the graph and $|V|$ is the number of vertices in the graph. Thus, the average vertex degree $d$ of each graph in class D is computed according to Eq. 4 and is listed in Table 5.

$$d = \frac{|E|}{|V|}$$

(4)

In Fig. 9, a 3D graph shows the relationship between the average vertex degree and the error rate for class D graphs. A deeper insight into Fig. 8 shows that there is an inverse proportional relationship between the average vertex degree and the error rate, in the manner that the greater the average vertex degree, the minimum the error rate. The algorithmic design of the HHS-CT algorithm stipulates that at each iteration, one vertex is selected randomly and all the vertices that are adjacent to the selected vertex are inserted into the component. Intuitively, in graphs that have greater average vertex degree, more vertices are listed

| Class | Graph size   | Error rate |
|-------|--------------|------------|
| D     | 863,846      | 0.019      |
|       | 1,095,799    | 0.033      |
|       | 2,191,243    | 0.029      |
|       | 1,420,367    | 0.019      |
|       | 1,984,486    | 0          |
|       | 2,523,390    | 0          |
and inserted into the component during one iteration compared with graphs with less average vertex degree in which fewer vertices will be added to the component at each iteration. The results shown in Fig. 9 prove the correctness of this intuition when looking at Fig. 9 and concluding that graphs with higher average vertex degree have lower error rates.

Nevertheless, the depiction of Fig. 9 gives only a basic explanation of the behavior of the HHS-CT and shows how error rates are inversely proportional to the average vertex degree. Therefore, to understand the results correctly, we need to look at two important factors, namely the number of multiple edges ($m$) and the number of loops ($l$) in the SN graph. The former, as its name implies, represents the number of duplicate edges between the same two vertices, that is: let $v_1$ and $v_2$ be two vertices in $V$, then $m(v_1, v_2)$ is the number of duplicate edges between $v_1$ and $v_2$. The latter is the number of edges that link the vertex to itself. Consequently, we define two new metrics, namely (1) the distinct edges, denoted by $E_0$, which refers to the number of edges without multiple edges and loops and (2) the distinct vertex degree, denoted by $d_0$, which refers to the average vertex degree of the graph using the distinct edges, and it is given by Eq. 5.

$$d_0 = \frac{|E_0|}{|V|}$$  \hspace{1cm} (5)

| Class | $|V|$  | $|E|$       | $d$   |
|-------|------|-------------|-------|
| D     | 863,846 | 3,067,680   | 3.55  |
|       | 1,095,799 | 1,913,103   | 1.75  |
|       | 1,219,243 | 2,284,546   | 1.87  |
|       | 1,420,367 | 4,641,928   | 3.27  |
|       | 1,984,484 | 14,869,484  | 7.49  |
|       | 2,523,390 | 9,197,337   | 3.64  |

The number of multiple edges and the number of loops were retrieved from the benchmarks of class D graphs. Consequently, distinct edges and distinct vertex degrees were computed for each of the class D graphs and the results are listed in Table 5.

Values of error rates with respect to distinct vertex degrees are depicted in Fig. 10. The inverse proportional relationship is apparent in Fig. 10 in the sense that as the distinct vertex degree increases, the error rate decreases and vice versa. This illustrates the reason behind the zero error rates for the last two graphs of class D, simply because they have the highest distinct vertex degree.

Our last discussion is about the enhancement achieved in terms of run time and error rate. In Table 4, we list all the classes of the input SN graphs we used through our experiments: A, B, C, and D, and for each class, we find the average run time $T$ and the average error rate $g$. As shown in Table 7, the average error rate of the HHS-CT metaheuristic algorithm is 1.7% for class D, which is a very small (low) error rate, and for all other classes is zero. We compute the enhancement achieved by the HHS-CT metaheuristic algorithm in terms of run time over the Tarjan’s and the FW–BW algorithms; these are denoted by $E_{Tarjan}$ and $E_{FW-BW}$, respectively. Let $T_{HHS-CT}$ be the average run time of the HHS-CT metaheuristic for a certain class and $T_x$ be the average run time of the algorithm $x$ for the same class, then $E_x$ is given by Eq. 6.

$$E_x = \left(1 - \frac{T_{HHS-CT}}{T_x}\right) \times 100\%$$  \hspace{1cm} (6)

The enhancement rates achieved by the HHS-CT metaheuristic algorithm over the Tarjan’s and the FW–BW algorithm in terms of run times are computed according to Eq. 4 for each class separately which are listed in Table 7. Accordingly, Fig. 11 shows the enhancement rates of using the HHS-CT algorithm over both Tarjan’s algorithm and the FW-BW algorithm in terms of run time. It is obvious from Fig. 11 that the best enhancement achieved by the HHS-CT metaheuristic algorithm over Tarjan’s algorithm in terms of run time is 77.18% for class A graphs. Also, 73.87% is the enhancement of the HHS-CT...
metaheuristic algorithm over the FW–BW algorithm in terms of run time for class D graphs. It is worth mentioning that Tarjan’s algorithm makes no responses on classes C and D graphs. Tarjan’s algorithm is a DFS algorithm that depends on recursion. Practically, recursion exploits the computing resources, such as the CPU cycle and memory locations. However, the larger the size of the graph and the greater number of edges in that graph, the more computing resources are required, which explains why Tarjan’s algorithm stops to respond as the size of the graph and the number of edges grow, except in the case of classes C and D graphs. In a nutshell, the enhancement rates favor the heuristic nature of the HHS-CT algorithm over both the Tarjan’s and the FW–BW algorithms.

It is noteworthy that the average error rate obtained by the HHS-CT algorithm is very small, which is 0.17%. Therefore, the results show that there is a tradeoff between accuracy and run time. According to Table 4, a very tiny error rate is produced when using the HHS-CT algorithm, or in other words, the average accuracy of the HHS-CT algorithm is 99.983%. Yet, HHS-CT is 73.87% faster than the FW–BW algorithm, while at the same time Tarjan’s algorithm failed to respond when the sizes of the datasets grew to millions.

This proves the feasibility of the solutions produced by the HHS-CT algorithm and that the tradeoff between accuracy and run time stands.

### 6 Conclusion and future work

In this paper, we devised a new contact tracing mechanism based on exploring SNs to discover the contacts that are exposed to COVID-19 infection due to contacting or approaching an infected individual. The new mechanism is based on using a hybrid metaheuristic technique that we devised and used for the first time to find the SCCs in large SN graphs by hybridizing HS with HC. We integrated SHC, which is a variant of HC, in the operators of the HS algorithm. We also adjusted the parameter settings to adapt the algorithm to find the SCCs in SN graphs.

#### Table 6: Distinct edges and distinct vertex degree of class D graphs, provided that the number of multiple edges ($\tilde{m}$) and number of loops ($l$) in each graph are taken from the benchmarks

| Dataset code | $|V|$ | $|E|$ | $\tilde{m}$ | $l$ | $|E'|$ | $d^*$ |
|--------------|------|------|-------------|-----|------|------|
| $D_1$        | 863,846 | 3,067,680 | 1,661,453 | 233,216 | 1,173,011 | 1.36 |
| $D_2$        | 1,095,799 | 1,913,103 | 1,564,598 | 73,297 | 275,208 | 0.25 |
| $D_3$        | 1,219,243 | 2,284,546 | 1,735,118 | 110,689 | 438,739 | 0.36 |
| $D_4$        | 1,420,367 | 4,641,928 | 2,471,501 | 788,289 | 1,382,138 | 0.97 |
| $D_5$        | 1,984,484 | 14,869,484 | 0 | 187,226 | 14,682,258 | 7.40 |
| $D_6$        | 2,523,390 | 9,197,337 | 0 | 0 | 9,197,337 | 3.64 |

#### Table 7: Average run times, average error rates, and enhancement of HHS-CT algorithm over exact algorithms

| Class | HHS-CT: $\tilde{T}$ and $\tilde{\eta}$ | Tarjan: $T$ and $\eta$ | FW–BW: $\tilde{T}$ and $\tilde{\eta}$ | Enhancement: $E^T_{\text{Tarjan}}$ and $E^T_{\text{FW–BW}}$ (%) |
|-------|--------------------------------|----------------------------|--------------------------------|-------------------------------------------------|
| A     | $6.16 \times 10^{-4}$ | $2.7 \times 10^{-3}$ | $1.8 \times 10^{-3}$ | 77.18 | 34.23 |
| B     | 0.03 | 0.06 | 0.04 | 50 | 25 |
| C     | 8.11 | 0 | 15.23 | 46.75 |
| D     | 123.07 | 0.017 | 470.96 | 73.87 |
Asymptotically, the HHS-CT metaheuristic algorithm was proved to have a linear run time complexity $O(V + E)$.

Experimentally, the HHS-CT metaheuristic outperformed the two exact algorithms used in finding SCCs in directed graphs, namely Tarjan’s and FW–BW algorithms, in terms of run time. The enhancement of the HHS-CT metaheuristic algorithm over Tarjan’s algorithm was 77.18% for class A graphs, and the enhancement of the HHS-CT metaheuristic algorithm over the FW–BW algorithm was 73.87% for class D graphs as best results obtained. Moreover, an exceptional average error rate of 1.7% was obtained by the HHS-CT algorithm for class D and zero error rates for all other classes.

In future work, more metaheuristic algorithms can be investigated and adapted to devise new contact tracing algorithms. Furthermore, the same problem can also be parallelized and solved on parallel machines or multicore machines for larger graphs using a message-passing interface (MPI), OpenMP, or multithreading techniques. Also, the problem can be applied to the optical chained-cubic tree (OCCT) (Mahafzah et al. 2012) and the chained-cubic tree (CCT) (Al-Haj Baddar and Mahafzah 2014) interconnection networks. Moreover, dynamic parameter adaptation (Valdez and Peraza 2019; Valdez et al. 2020; Castillo et al. 2021) can be applied to the HHS-CT algorithm to automatically (or dynamically) adjust the HS parameter trying to obtain better performance compared to using fixed parameters. Additionally, contact tracing using SN profiles can be studied in future work by trying to utilize the clustering techniques and comparing the results with those that pertain to using SCCs in contact tracing. An important addition to the future work could be the inclusion of fuzzy logic and using it in conjunction with the HS algorithm.
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