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1 Introduction

Set-valued differential equations, both deterministic and stochastic, have attracted the attention of many scholars due to the wide applications of set-valued functions (mappings) in practical problems [6,7,13,24,35]. Recently, many applications about set-valued deterministic/stochastic differential equations are found in computer science [37], economics and finance [9,17,24,30].

Itô’s formula, established firstly by Itô [20], plays an important role in stochastic analysis [21,22]. In order to study some new stochastic differential equations, the Itô’s formula has been extended in several directions. For example, Applebaum and Hudson [5] proved an Itô product formula for stochastic integrals against fermion Brownian motion. Al-Hussaini and Elliott [4] showed an Itô’s formula for a continuous semimartingale $X_t$ with a local time $L_\alpha^t$ at $\alpha$. Gradinaru et al. [15] gave an Itô’s formula for nonsemimartingales. Catuogno and Olivera [12] provided a fresh Itô’s formula for time dependent tempered generalized functions. Recently, a generalised Itô’s formula for Lévy-driven Volterra Processes was established by Bender et al. [10]. However, to the best of our knowledge, there is no set-valued Itô’s formula. The first goal of this paper is to give a set-valued Itô’s formula.

It is well known that backward stochastic differential equations (BSDEs), introduced by Pardoux and Peng [32], have been studied extensively in the literature. For instance, we refer the reader to [18,19,23,29,31]. Recently, various examples have been given in the literature [8,14,36,39] to motivate the study of BSDEs. Very recently, Ararat et al. [8] provided some sufficient conditions to ensure the existence and uniqueness of
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solutions for the following set-valued backward stochastic differential equation:

\[ Y_t = \xi + \int_t^T f(t, Y_s) ds \ominus \int_t^T Z_s dW_s, \]

where \((W_s, s \geq 0)\) is a standard \(m\)-dimension Brownian movement with \(dW_i dW_j = 0 (i \neq j)\).

However, as pointed out by Ararat et al. [8], the systematic study of the following general set-valued backward stochastic differential equation (GSVBSDE):

\[ Y_t = \xi + \int_t^T f(t, Y_s, Z_s) ds \ominus \int_t^T Z_s dW_s, \tag{1.1} \]

is still widely open. It is worth mentioning that (1.1) is a modelling tool used to capture the risk measure problem arising in finance [8]. The second purpose of this paper is to study the existence and uniqueness of (1.1) by using the set-valued Itô’s formula.

The rest of this paper is structured as follows. The second section recalls some necessary preliminaries, including some properties of Hukuhara difference, set-valued stochastic processes and stochastic integrals. After that in Section 3, we obtain the set-valued Itô’s formula by employing some properties of set-valued stochastic integrals. Finally, we show the existence and uniqueness of the solutions to (1.1) as the application of the set-valued Itô’s formula.

2 Preliminaries

In this section, we recall some necessary notations and definitions.

2.1 Hukuhara difference

For a Hilbert space \(X\), let \(\mathcal{P}(X)\) be the set of all nonempty subsets of \(X\). Let \(\mathcal{L}(X)\) be the set of all closed sets in \(\mathcal{P}(X)\) and \(\mathcal{K}(X)\) be the set of all compact convex sets in \(\mathcal{P}(X)\).

For any \(A, B \in \mathcal{K}(X)\), the Hausdorff distance between \(A\) and \(B\) is defined by

\[ h(A, B) := \max \left\{ \sup_{x \in A} \inf_{y \in B} d(x, y), \sup_{x \in B} \inf_{y \in A} d(x, y) \right\} \]

and the mapping \(\| \cdot \| : \mathcal{K}(X) \rightarrow [0, \infty)\) is defined by

\[ \|A\| := h(A, \{0\}) = \sup_{a \in A} |a|, \quad \forall A \in \mathcal{K}(X). \tag{2.1} \]

Moreover, for any \(A, B \in \mathcal{K}(\mathbb{R}^n)\) and \(\alpha \in \mathbb{R}\), define

\[ A + B := \{a + b : a \in A, b \in B\}; \quad \alpha A := \{\alpha a : a \in A\}. \]

Clearly, for \(A, B, C \in \mathcal{K}(\mathbb{R}^n)\), the following cancellation law holds:

\[ A + C = B + C \iff A = B. \]

Assume that \((\Omega, \mathcal{F}, \mathbb{P})\) is a probability measure space. \(A \in \mathcal{F}\) is called an atomic set, if \(\mathbb{P}(A) > 0\) implies that \(\mathbb{P}(B) = 0\) or \(\mathbb{P}(A \setminus B) = 0\) for any Borel subset \(B \subset A\). If there is no atomic sets under the measure \(\mathbb{P}\), then \(\mathbb{P}\) is called a nonatomic probability measure. In this paper, we always assume \(\mathbb{P}\) is nonatomic. In the sequel, we assume that \((\Omega, \mathcal{F}, \mathbb{P})\) is a filtered probability space satisfying the usual conditions.

Now we recall the Hukuhara difference, which defines the “subtraction” in the space \(\mathcal{K}(X)\).
Definition 2.1. The Hukuhara difference is defined as follows:

\[ A \ominus B = C \iff A = B + C, \quad A, B \in \mathcal{K}(\mathbb{R}). \]

For our main results, we need the following lemmas.

Lemma 2.1. Let \( A, B, A_1, A_2, B_1, B_2, C \in \mathcal{K}(\mathbb{R}^n) \). The following identities hold if all the Hukuhara differences involved exist.

\begin{enumerate}[(i)]
  \item \( A \ominus A = \{0\}, \ A \ominus \{0\} = A; \)
  \item \( (A_1 + B_1) \ominus (A_2 + B_2) = (A_1 \ominus A_2) + (B_1 \ominus B_2); \)
  \item \( (A_1 + B_1) \ominus B_2 = A_1 + (B_1 \ominus B_2) = (A_1 \ominus B_2) + B_1; \)
  \item \( A_1 + (B_1 \ominus B_2) = (A_1 \ominus B_2) + B_1; \)
  \item \( A = B + (A \ominus B). \)
\end{enumerate}

Lemma 2.2. Let \( A, B, C \in \mathcal{K}(\mathbb{R}^n) \). Then

\begin{enumerate}[(i)]
  \item If \( A \ominus C \) exists, then \( (A + B) \ominus C \) exists for any \( B \in \mathcal{K}(\mathbb{R}^n) \);
  \item If \( A \ominus C \) and \( C \ominus B \) exist, then \( A \ominus B \) exists and \( A \ominus B = (A \ominus C) + (C \ominus B) \).
\end{enumerate}

Proof. (i) Set \( M = A \ominus C \). Then \( A = C + M \) and so \( (A + B) \ominus C = (C + M + B) \ominus C = M + B \). (ii) Let \( M = A \ominus C, \ N = C \ominus B \), then \( A = C + M, \ C = B + N \). Taking \( C = B + N \) in \( A = C + M \), we have \( A = B + N + M \), which implies \( A \ominus B = M + N = (A \ominus C) + (C \ominus B) \). \( \square \)

Lemma 2.3. \[ \begin{align*}
  \text{(i) The mapping } & \| \cdot \| : \mathcal{K}(\mathbb{R}) \to [0, \infty) \text{ defined by (2.1) satisfies the properties of a norm;} \\
  \text{(ii) If } & A, B \in \mathcal{K}(\mathbb{R}) \text{ and } A \ominus B \text{ exists, then } h(A, B) = \| A \ominus B \|; \\
  \text{(iii) For any } & A, B \in \mathcal{K}(\mathbb{R}^n), \text{ both } A \ominus B \text{ and } B \ominus A \text{ exist if and only if } A \text{ is a translation of } B, \ i.e., \\
  & A = B + \{c\}, \text{ where } c \in \mathbb{R}^n. 
\end{align*} \]

2.2 Set-valued stochastic processes

In this subsection, we recall the set-valued stochastic processes and give a limit convergence theorem for set-valued processes.

For a sub-\( \sigma \)-filed \( \mathcal{G} \subset \mathcal{F} \), let \( L^2_{\mathcal{G}}(\Omega, \mathcal{K}(\mathbb{R}^n)) \) denote the set of all \( \mathcal{G} \)-measurable random variables valued in \( \mathcal{K}(\mathbb{R}^n) \). For any \( X \in \mathcal{K}(\mathbb{R}^n) \), let \( S_\mathcal{G}(X) \) be the set of all \( \mathcal{G} \)-measurable selection of \( X \). Moreover, let \( L^2_{\mathcal{G}}(\Omega, \mathcal{K}(\mathbb{R}^n)) \) denote the set of all \( \mathcal{G} \)-measurable square-integrably bounded random variables valued in \( \mathcal{K}(\mathbb{R}^n) \). For simplicity, let \( S^2_{\mathcal{G}}(X) = S_\mathcal{G}(X) \cap L^2_{\mathcal{G}}(\Omega, \mathcal{K}(\mathbb{R}^n)) \).

Definition 2.2. \[ \begin{align*}
  \text{(i) } & L^2_{\text{ad}}(\Omega, \mathbb{R}^n) = L^2_{\text{ad}}(\Omega, \mathcal{F}, \mathcal{P}, \mathbb{R}^n), \text{ the set of all the } n\text{-dimensional measurable square-integrably random variables, is a Hilbert space equipped with the norm } \| \cdot \|_a = (E| \cdot |^2)^{\frac{1}{2}}. 
\end{align*} \]
A set-valued process is called measurable if, for any closed set $B \subset \mathbb{X}$, it holds that \{ω ∈ Ω : F(ω) ∩ B ≠ ∅\} ∈ F.

A measurable set-valued mapping $X : Ω → \mathcal{L}(\mathbb{R}^n)$ is called a set-valued random variable.

A set-valued stochastic process $f = \{f_t\}_{t ∈ [0,T]}$ is a family of set-valued random variables taking values in $\mathcal{L}(\mathbb{R}^n)$.

A set-valued stochastic process is called measurable if it is $\mathcal{B}([0,T]) ⊗ \mathcal{F}$-measurable as a single function on $[0,T] × Ω$.

$\mathbb{L}^0(Ω, \mathcal{L}(\mathbb{R}^n)) = \mathbb{L}^0(Ω, \mathcal{F}_T, \mathbb{P}, \mathcal{L}(\mathbb{R}^n))$, is the space of all measurable set-valued mappings $F : E → \mathcal{L}(\mathbb{R}^n)$ distinguished up to $\mathbb{P}$-almost everywhere equality.

$\mathbb{L}^p_t(Ω, \mathcal{L}(\mathbb{R}^n))$ is the set of all $\mathcal{F}_t$-measurable random variables valued in $\mathcal{L}(\mathbb{R}^n)$ and $\mathbb{L}^p(Ω, \mathcal{L}(\mathbb{R}^n))$ is the set of all $\mathcal{F}_t$-measurable $p$-integrably bounded random variables valued in $\mathcal{L}(\mathbb{R}^n)$ for any given $t ∈ [0,T]$.

$\mathcal{A}^2(Ω, \mathcal{L}(\mathbb{R}^d)) := \{F ∈ \mathbb{L}^0(Ω, \mathcal{L}(\mathbb{R}^n)) : S^{*2}(F) ≠ 0\}$ and

$\mathcal{A}^2_t(Ω, \mathcal{L}(\mathbb{R}^d)) := \{F ∈ \mathbb{L}^0(Ω, \mathcal{L}(\mathbb{R}^n)) : S^{*2}(F) ≠ 0\}$.

For any $X ∈ \mathcal{A}^2(Ω, \mathcal{L}(\mathbb{R}^d))$ and any $t ∈ [0,T]$, $S^*_t(X)$ is the set of all $\mathcal{F}_t$-measurable selections of $X$.

For any $X ∈ \mathbb{L}^0(Ω, \mathcal{L}(\mathbb{R}^n))$ the collection of all the selections of $L^2_{ad}(Ω, \mathbb{R}^n)$ is denoted by

$S^{*2}(X) = \{f ∈ L^2_{ad}(Ω, \mathbb{R}^n) : f(ω) ∈ F(ω) \quad \mathbb{P}\text{-a.s.}\}$.

$S^{2}_t(X) = S^*_t(X) ∩ L^2_{ad}(Ω, \mathbb{R}^n)$.

A set-valued random variable $X(ω)$ is called $p$-integrably bounded if there exists $m ∈ L^2_{ad}(Ω, \mathbb{R}^+) \text{ such that } \|X\| ≤ m(ω) \quad \mathbb{P}\text{-a.s.}.$

$L^p(E, \mathcal{L}(\mathbb{R}^n)) = \{F ∈ L^p(E, \mathcal{L}(\mathbb{R}^n)) : \|F\| ≤ m(ω) \quad \mathbb{P}\text{-a.s.}, \text{ where } m(ω) ∈ L^p(Ω, \mathbb{R}^+)\}$.

A set-valued stochastic process $F$ is called $p$-integrably bounded if there exists $m ∈ L^2_{ad}([0,T] × Ω, \mathbb{R}^+) \text{ such that } \|F\| ≤ m(t, ω) \quad \mathbb{P}\text{-a.s.}$.

Denote the subtrajectory integrals of a set-valued stochastic process $F : T × Ω → \mathcal{L}(\mathbb{R}^n)$ by $S(F)$, which is the set of all measurable and $dt × P$-integrable selectors of $F$.

Denote the subset

$S^2(F) := S(F) ∩ L^2_{ad}([0,T] × Ω, \mathbb{R}^n)$

and

$S^2_t(F) = \{f ∈ S^2(F) : f \text{ is } F\text{-measurable}\}$.

**Definition 2.3.** A set-valued process is called $\mathcal{F}$-nonanticipative if it is $\Sigma_\mathcal{F}$-measurable, where

$\Sigma_\mathcal{F} = \{A ∈ \beta_\mathcal{F} ⊗ \mathcal{F} : A_t ∈ \mathcal{F}_t \quad \forall t ∈ T\},$

and $A_t$ denotes the $t$-section of a set $A ⊂ T × Ω$, i.e., $A_t = \{ω ∈ \beta_\mathcal{F} : A(t,ω) ∈ \beta_\mathcal{F} ⊗ \mathcal{F}\}$. The set of all set-valued $\mathcal{F}$-nonanticipative measurable square integrably bounded stochastic processes taking values in $\mathcal{K}(\mathbb{R})$ with $S^2_t(\cdot) ≠ \emptyset$ is denoted by $L^2_{ad}([0,T] × Ω, \mathcal{K}(\mathbb{R}^n))$. 

---
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Lemma 2.4. [24] Let $\Phi_t, \Psi_t \in \mathcal{L}_{ad}^2([0, T] \times \Omega, \mathcal{L}(\mathbb{R}^n))$. Then $\mathcal{L}_{ad}^2([0, T] \times \Omega, \mathcal{L}(\mathbb{R}^n))$ is a complete metric space with the metric $d_H(\Phi_t, \Psi_t) = \left[ \mathbb{E} \int_0^T h^2(\Phi_t, \Psi_t) dt \right]^{\frac{1}{2}}$. Specially, $\mathcal{L}_{ad}^2([0, T] \times \Omega, \mathcal{K}(\mathbb{R}^n))$ is a Banach space with the norm $\|Z(t)\|_s = \left[ \mathbb{E} \int_0^T \|Z(t)\|^2 dt \right]^{\frac{1}{2}}$ for $Z(t) \in \mathcal{L}_{ad}^2([0, T] \times \Omega, \mathcal{K}(\mathbb{R}^n))$.

Lemma 2.5. (Kuratowski and Ryll-Nardzewski) [20] Assume that $(E, \mathcal{E})$ is a Polish space and $(T, \mathcal{F})$ is a measurable space. If $F : T \to \mathcal{E}$ is measurable, then $F$ admits a measurable selector.

The set-valued conditional expectation and the set-valued martingale can be defined as follows.

Definition 2.4. [24] For a sub-$\sigma$-field $\mathcal{G} \subset \mathcal{F}$ and $X \in \mathbb{L}^2(\Omega, \mathcal{K}(\mathbb{R}^n))$, the conditional expectation of $X$ with respect $\mathcal{G}$ is defined as the unique set-valued random variable $\mathbb{E}[X|\mathcal{G}] \in \mathbb{L}^2(\Omega, \mathcal{K}(\mathbb{R}^n))$ such that

$$\int_G \mathbb{E}[X|\mathcal{G}]d\mathbb{P} = \int_G Xd\mathbb{P}, \quad \forall G \in \mathcal{G}.$$ 

Definition 2.5. [24] A set-valued process $M = \{M_t\}_{t \in [0, T]}$ is said to be a set-valued square-integrable $\mathcal{F}$-martingale if

(i) $M \in \mathcal{L}_{ad}^2([0, T] \times \Omega, \mathcal{L}(\mathbb{R}^n))$;

(ii) $M_t \in \mathcal{A}^2(\Omega, \mathcal{L}(\mathbb{R}^n))$;

(iii) $M_s = \mathbb{E}[M_t|\mathcal{F}_s]$ for all $0 \leq s \leq t$.

Lemma 2.6. [8] Let $F_1, F_2 \in \mathcal{L}_{ad}^2([0, T] \times \Omega, \mathcal{K}(\mathbb{R}^n))$. Then, $F_1 + F_2 \in \mathcal{L}_{ad}^2([0, T] \times \Omega, \mathcal{K}(\mathbb{R}^n))$ and

$$S^2_F(F_1 + F_2) = S^2_F(F_1) + S^2_F(F_2).$$

Furthermore, if $F_1 \oplus F_2$ exists, then $F_1 \oplus F_2 \in \mathcal{L}_{ad}^2([0, T] \times \Omega, \mathcal{K}(\mathbb{R}^n))$ and

$$S^2_F(F_1 \oplus F_2) = S^2_F(F_1) \oplus S^2_F(F_2).$$

Lemma 2.7. Suppose that $\{X_p(t, \omega)\}^\infty_{p=1} \subset \mathcal{L}_{ad}^2([0, T] \times \Omega, \mathcal{K}(\mathbb{R}^n))$ is a sequence of set-valued stochastic processes satisfying

(i) $X_q \ominus X_p$ exists for $q \geq p$;

(ii) For each $\varepsilon > 0$, there exists an $N \in \mathbb{N}$ such that $\|X_q \ominus X_p\|_s < \varepsilon$ when $p, q \geq N$.

Then there exists a unique $X(t, \omega) \in \mathcal{L}_{ad}^2([0, T] \times \Omega, \mathcal{K}(\mathbb{R}^n))$ such that $\|X_p \ominus X\|_s \to 0$ as $p \to +\infty$.

Proof. It follows from the assumption (i) that the potential of the $X_p$ is increasing as $p$ becoming larger. Thus, the assumption (ii) shows that, for each $\varepsilon > 0$, there exist an $N' \in \mathbb{N}$ and a $\xi \in \mathbb{R}^p$ such that $X_q \ominus X_p = \xi$ with $|\xi| < \varepsilon$ when $n, m \geq N'$. Since $X_q \ominus X_p$ exists, we have

$$\|X_q \ominus X_p\|_s = \left[ \mathbb{E} \int_0^T \|X_q \ominus X_p\|^2 ds \right]^{\frac{1}{2}} = \left[ \mathbb{E} \int_0^T h^2(X_q, X_p) ds \right]^{\frac{1}{2}}$$

when $p, q \geq N'$. By Lemma 2.4 and the fact $\{X_p(t, \omega)\}^\infty_{p=1} \subset \mathcal{L}_{ad}^2([0, T] \times \Omega, \mathcal{K}(\mathbb{R}^n))$, there exists $X^* \in \mathcal{L}_{ad}^2([0, T] \times \Omega, \mathcal{K}(\mathbb{R}^n))$ such that $\|X^* \ominus X_p\|_s < \varepsilon$ for all $t \in [0, T]$ and a.s $\omega \in \Omega$ when $p \geq N'$.

Next we show the uniqueness. If $X_1, X_2 \in \mathcal{L}_{ad}^2([0, T] \times \Omega, \mathcal{K}(\mathbb{R}^n))$ such that $\|X_p \ominus X_1\|_s \to 0$ and $\|X_p \ominus X_2\|_s \to 0$ with $p \to +\infty$, then it follows from Lemma 2.2 that

$$\|X_1 \ominus X_2\|_s = \|X_1 \ominus X_p + X_p \ominus X_2\|_s \leq \|X_p \ominus X_1\|_s + \|X_p \ominus X_2\|_s \to 0$$

as $p \to +\infty$. This ends the proof. \qed
2.3 Set-valued stochastic integrals

In this subsection, we recall the the notions of set-valued stochastic integrals.

Definition 2.6. (\cite{27})

- For \( F \in \mathcal{L}_ad^2([0,T] \times \Omega, \mathcal{K}(\mathbb{R}^n)) , \)
  \( \mathcal{M}_F([0,T] \times \Omega, \mathcal{K}(\mathbb{R}^n)) := \{ F \in \mathcal{L}_ad^2([0,T] \times \Omega, \mathcal{K}(\mathbb{R}^n)) : S_F^2(F) \neq \emptyset \} . \)

- A set \( V \subset \mathcal{L}_ad^2(\Omega, \mathbb{R}^n) \) is said to be decomposable with respect to \( \mathcal{F} \) if for any \( f_1, f_2 \in V \) and \( D \in \mathcal{F} \), it holds that \( 1_D f_1 + 1_D f_2 \in V . \)

- Denote the decomposable hull of \( V \subset \mathcal{L}_ad^2(\Omega, \mathbb{R}^n) \) by \( \text{dec}(V) \), which is the smallest decomposable subset of \( \mathcal{L}_ad^2(\Omega, \mathbb{R}^n) \) contain \( V . \) Denote the closure of \( \text{dec}(V) \) in \( \mathcal{L}_ad^2(\Omega, \mathbb{R}^n) \) by \( \overline{\text{dec}}(V) \).

- \( \mathcal{K}_w(\mathcal{L}_ad^2([0,T] \times \Omega, \mathbb{R}^{n \times m})) \) is the set of weakly compact convex subset of \( \mathcal{L}_ad^2([0,T] \times \Omega, \mathbb{R}^{n \times m}) . \)

Lemma 2.8. (\cite{27}) Suppose \( f \in \mathcal{L}_ad^2([0,T] \times \Omega, \mathbb{R}^m) . \) Then the Itô integral \( I(f) = \int_0^T f(t)dW(t) \) is a random variable with \( \mathbb{E}[I(f)] = 0 \) and

\[ \mathbb{E}[I(f)]^2 = \mathbb{E}\left[ \int_0^T f^2(t)dt \right] . \]

Definition 2.7. (\cite{27})

- Denote the \( J : \mathcal{L}_ad^2([0,T] \times \Omega, \beta_T \otimes \mathcal{F}_T, \mathbb{R}^n) \rightarrow \mathcal{L}_ad^2(\Omega, \mathcal{F}_T, \mathbb{R}^n) \) by

\[ J(\phi)(\omega) = \left( \int_0^T \phi(t)dt \right)(\omega) \quad \mathbb{P} \text{-a.s..} \]

where \( \phi \in \mathcal{L}_ad^2([0,T] \times \Omega, \beta_T \otimes \mathcal{F}_T, \mathbb{R}^n) , \beta_T \) and \( \mathcal{F}_T \) are the \( \sigma \)-fields on \( T \) and \( \Omega \), respectively.

- Denote the \( J : \mathcal{L}_ad^2([0,T] \times \Omega, \Sigma_T, \mathbb{R}^{n \times m}) \rightarrow \mathcal{L}_ad^2(\Omega, \mathcal{F}_T, \mathbb{R}^n) \) by

\[ J(\psi)(\omega) = \left( \int_0^T \psi(t)dW_t \right)(\omega) \quad \mathbb{P} \text{-a.s..} \]

where \( \psi \in \mathcal{L}_a([0,T] \times \Omega, \Sigma_T, \mathbb{R}^{n \times m}) . \)

- Denote the sets \( J[1_{[s,t]}S(F)] \) and \( J[1_{[s,t]}S(F)] \) by \( J_{st}[S_F(F)] \) and \( J_{st}[S_F(G)] \), respectively, which are said to be the functional set-valued stochastic integral of \( F \) and \( G \) on the interval \([s,t] \), respectively.

Definition 2.8. (\cite{27}) Let \( F \in \mathcal{L}_ad^2([0,T] \times \Omega, \mathcal{L}(\mathbb{R}^n)) \) and \( G \in \mathcal{L}_ad^2([0,T] \times \Omega, \mathcal{L}(\mathbb{R}^{n \times m})) \) such that \( S_F^2(F) \neq \emptyset \) and \( S_{G}^2(G) \neq \emptyset \). Then there exist unique set-valued random variables \( \int_0^t F(t)dW_t \) and \( \int_0^t G(t)dW_t \) in \( \mathcal{A}_T^2(E, \mathcal{L}(\mathbb{R}^d)) \) such that \( S_F^2(\int_0^T F(t)dW_t) = \overline{\text{dec}}(J[S_F^2(F)]) \) and \( S_{G}^2(\int_0^T G(t)dW_t) = \overline{\text{dec}}(J[S_{G}^2(G)]) \). The set-valued random variables \( \int_0^t F(t)dW_t \) and \( \int_0^t G(t)dW_t \) are, respectively, called the set-valued integrals of \( F(t) \) and \( G(t) \) with respect to \( t \) and \( W_t \) on \([0,T] \). Moreover, for any \( t \in [0,T] \), define

\[ \int_0^t F(s)ds := \int_0^T 1_{[0,t]}(s)F(s)ds, \quad \int_0^t G(s)dW_s := \int_0^T 1_{[0,t]}(s)G(s)dW_s \]

and

\[ \int_t^T F(s)ds := \int_0^T 1_{(t,T]}(s)F(s)ds, \quad \int_t^T G(s)dW_s := \int_0^T 1_{(t,T]}(s)G(s)dW_s . \]

In the sequel, we always suppose that the set-valued integrals exist.
Lemma 2.9. Let $F_1, F_2 \in \mathcal{L}^2_{ad}([0, T] \times \Omega, K(\mathbb{R}^n))$ and $G_1, G_2 \in \mathcal{L}^2_{ad}([0, T] \times \Omega, K(\mathbb{R}^{n \times m}))$. Then, for every $t \in [0, T]$,

$$\int_0^t (F_1(s) + F_2(s))ds = \int_0^t F_1(s)ds + \int_0^t F_2(s)ds$$

and

$$\int_0^t (G_1(s) + G_2(s))dW_s = \int_0^t G_1(s)dW_s + \int_0^t G_2(s)dW_s$$

hold $\mathbb{P}$-a.s.. If $F_1 \ominus F_2$ and $G_1 \ominus G_2$ exist, then $F_1 \ominus F_2 \in \mathcal{L}^2_{ad}([0, T] \times \Omega, K(\mathbb{R}^n))$ and $G_1 \ominus G_2 \in \mathcal{L}^2_{ad}([0, T] \times \Omega, K(\mathbb{R}^{n \times m}))$ for every $t \in [0, T]$. Moreover,

$$\int_0^t F_1(s) \ominus F_2(s)ds = \int_0^t F_1(s)ds \ominus \int_0^t F_2(s)ds$$

and

$$\int_0^t G_1(s) \ominus G_2(s)dW_s = \int_0^t G_1(s)dW_s \ominus \int_0^t G_2(s)dW_s$$

hold $\mathbb{P}$-a.s..

Lemma 2.10. Let $F \in \mathcal{L}^2_{ad}([0, T] \times \Omega, K(\mathbb{R}^n))$ and $G \in \mathcal{L}^2_{ad}([0, T] \times \Omega, K(\mathbb{R}^{n \times m}))$. Then for each $t \in [0, T]$,

$$\int_0^t F(s)ds = \int_0^t F(s)ds + \int_t^T F(s)ds, \quad \int_0^t G(s)dW_s = \int_0^t G(s)dW_s + \int_t^T G(s)dW_s$$

and

$$\int_0^t F(s)ds = \int_0^t F(s)ds \ominus \int_0^t F(s)ds, \quad \int_0^t G(s)dW_s = \int_0^t G(s)dW_s \ominus \int_0^t G(s)dW_s$$

hold $\mathbb{P}$-a.s..

Lemma 2.11. For any $Z, Z_1, Z_2 \in \mathcal{K}_w(\mathcal{L}^2_{ad}([0, T] \times \Omega, \mathbb{R}^{n \times m}))$, the following statements hold:

(i) $Z_1 + Z_2 \in \mathcal{K}_w(\mathcal{L}^2_{ad}([0, T] \times \Omega, \mathbb{R}^{n \times m}))$ and for every $t \in [0, T]$,

$$\int_0^t (Z_1 + Z_2)dW_s = \int_0^t Z_1dW_s + \int_0^t Z_2dW_s, \quad \mathbb{P}$-a.s.;$$

(ii) If $Z_1 \ominus Z_2$ exists, then $Z_1 \ominus Z_2 \in \mathcal{K}_w(\mathcal{L}^2_{ad}([0, T] \times \Omega, \mathbb{R}^{n \times m}))$ and for every $t \in [0, T]$,

$$\int_0^t (Z_1 \ominus Z_2)dW_s = \int_0^t Z_1dW_s \ominus \int_0^t Z_2dW_s, \quad \mathbb{P}$-a.s.;$$

(iii) If $Z_1 \ominus Z_2$ exists and $\int_0^t Z_1dW_s = \int_0^t Z_2dW_s$, $\mathbb{P}$-a.s. for all $t \in [0, T]$, then $Z_1 = Z_2 \mathbb{P}$-a.s.;

(iv) $\int_0^T ZdW_s = \int_0^T ZdW_s + \int_t^T ZdW_s, \quad \int_0^T ZdW_s = \int_0^T ZdW_s \ominus \int_0^T ZdW_s.$

Lemma 2.12. For every convex-valued square-integrable set-valued martingale $M = \{M_t\}_{t \in [0, T]}$, there exists $\mathcal{G}^M \in \mathcal{P}(\mathcal{L}^2_{ad}([0, T] \times \Omega, \mathbb{R}^{n \times m}))$ such that $M_t = M_0 + \int_0^t \mathcal{G}^M dB_s$, $\mathbb{P}$-a.s. for all $t \in [0, T]$. Moreover, if $M$ is uniformly square-integrably bounded, then $\mathcal{G}^M$ is a convex weakly compact set, i.e., $\mathcal{G}^M \in \mathcal{K}_w(\mathcal{L}^2_{ad}([0, T] \times \Omega, \mathbb{R}^{n \times m}))$.

Denote $\mathcal{G}$ by

$$\mathcal{G} := \left\{ Z(t) \in \mathcal{K}_w(\mathcal{L}^2_{ad}([0, T] \times \Omega, \mathbb{R}^{n \times m})) : \left\{ \int_0^t Z(s)dW_s \right\}_{t \in [0, T]} \text{ is an } \mathcal{F}_t \text{ martingale} \right\}.$$
Remark 2.1. Since $K_\omega(L^2_{ad}([0,T] \times \Omega, R^{n \times m}))$ is weakly closed and bounded, $\mathcal{G}$ is closed.

Lemma 2.13. [3] Let $X_1, X_2 \in L^2_\mathcal{F}(\Omega, \mathcal{K}(\mathbb{R}^n))$ and $\mathcal{G} \subset \mathcal{F}$ be a sub-$\sigma$-field. If $X_1 \oplus X_2$ exists, then $E[X_1 \odot X_2 | \mathcal{G}]$ exists in $L^2_\mathcal{G}(\Omega, \mathcal{K}(\mathbb{R}^n))$ and

$$E[X_1 \odot X_2 | \mathcal{G}] = E[X_1 | \mathcal{G}] \otimes E[X_2 | \mathcal{G}]$$

3 Set-valued Itô’s formula

In this section, we extend the classical Itô’s formula to the set-valued case. To this end, we need the following lemma.

Lemma 3.1. [24]

(i) If $(\Omega, \mathcal{F}, \mathbb{P})$ is separable and $\Phi_t \in L^2_{ad}([0,T] \times \Omega, \mathcal{L}(\mathbb{R}^{n \times m}))$, then there exists a sequence $\{\phi^n\}_{n=1}^\infty \subset S^2_\Phi(\Phi)$ such that

$$\left( \int_0^T \Phi_s dW_s \right)(\omega) = cl_L \left\{ \left( \int_0^T \phi^n_s dW_s \right)(\omega) : n \geq 1 \right\} \quad \mathbb{P}\text{-a.s.},$$

where $cl_L$ means the closure taken in the norm topology of $L^2_{ad}([0,T] \times \Omega, \mathcal{L}(\mathbb{R}^n))$.

(ii) If $(\Omega, \mathcal{F}, \mathbb{P})$ is separable and $\Psi_t \in L^2_{ad}([0,T] \times \Omega, \mathcal{L}(\mathbb{R}^n))$, then there exists a sequence $\{\psi^n\}_{n=1}^\infty \subset S^2_\Psi(\Psi)$ such that

$$\left( \int_0^T \Psi_s ds \right)(\omega) = cl_L \left\{ \left( \int_0^T \psi^n_s ds \right)(\omega) : n \geq 1 \right\} \quad \mathbb{P}\text{-a.s.}$$

We define a set-valued Itô’s process as follows:

$$X_t = x_0 + \int_0^t f(s) dW_s + \int_0^t g(s) ds, \quad 0 \leq t \leq T,$$

(3.1)

where $x_0 = X_0 \in L^2_{ad}(\Omega, \mathbb{R}^n)$, $f(t) \in L^2_{ad}([0,T] \times \Omega, \mathcal{K}(\mathbb{R}^{n \times m}))$ and $g(t) \in L^2_{ad}([0,T] \times \Omega, \mathcal{K}(\mathbb{R}^n))$.

Clearly, Lemma 3.1 shows that the set-valued Itô’s process defined by (3.1) is a set-valued stochastic process and (3.1) can be rewritten as follows:

$$X_i(t) = x_{0i} + \int_0^t f_i(s) dW_s + \int_0^t g_i(s) ds, \quad i = 1, \ldots, n,$$

(3.2)

where $f_i^T(t) \in L^2_{ad}([0,T] \times \Omega, \mathcal{K}(\mathbb{R}^m))$ and $g_i(t) \in L^2_{ad}([0,T] \times \Omega, \mathcal{K}(\mathbb{R}))$ are the $i$-th component of $f(t)$ and $g(t)$, respectively.

Lemma 3.2. Let $A = \left\{ \left( \int_0^t \phi^n_s dW_s \right)(\omega) : n \geq 1 \right\}$ and $B = \left\{ \left( \int_0^t \psi^n_s ds \right)(\omega) : m \geq 1 \right\}$ $\mathbb{P}$-a.s., where $\{\phi^n\}_{n=1}^\infty \subset S^2_\Phi(\Phi)$ and $\{\psi^n\}_{n=1}^\infty \subset S^2_\Psi(\Psi)$. Then $cl_L(A) + cl_L(B) = cl_L(A + B)$.

Proof. Let $\overline{A} = cl_L(A)$ and $\overline{B} = cl_L(B)$. Then we need to show that $\overline{A} + \overline{B} = \overline{A + B}$.

Step 1. For any given $x \in \overline{A} + \overline{B}$, there exists $a \in \overline{A}$ and $b \in \overline{B}$ such that $x = a + b$. Moreover, there exist $\{a_n\} \subset A$ and $\{b_n\} \subset B$ such that $a_n \to a$ and $b_n \to b$. Thus, $a_n + b_n \to a + b$. Since $a_n + b_n \in A + B$, we have $x = a + b \in \overline{A + B}$, which implies $\overline{A + B} \subset \overline{A} + \overline{B}$. 
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Step 2. For any given \( x \in \overline{A} + \overline{B} \), there exists \( \{x_n\} \subset A + B \) such that \( x_n \to x \). This means that, for any given \( \varepsilon > 0 \), there exists a positive integer \( N_0 > 0 \) such that \( \|x_n - x_m\| < \varepsilon \) when \( n, m > N_0 \). Since \( x_n \in A + B \), there exist \( a_n = \int_0^t f^n(s) dW_s \in A \) and \( b_n = \int_0^t g^n(s) ds \in B \) such that \( x_n = a_n + b_n \) such that

\[
\int_0^t f^n(s) dW_s + \int_0^t g^n(s) ds \to x.
\]

If there is no limit for \( \{a_n\} \), then that exists a \( \varepsilon_0 > 0 \) such that, for any \( N > 1 \), there exists \( n, m > N \) satisfying \( \|a_n - a_m\| \geq \varepsilon_0 \). This means that

\[
E \left[ \int_0^T \left( \int_0^t (f^n - f^m) dW_s \right)^2 dt \right] \geq \varepsilon_0^2.
\]

Thus, when \( n, m > N_0 \), it follows from Lemma 2.8 that

\[
\|x_n - x_m\|^2 = E \left[ \int_0^T \left( \int_0^t (f^n - f^m) dW_s + \int_0^t (g^n - g^m) ds \right)^2 dt \right]
= E \left[ \left( \int_0^T \left( \int_0^t (f^n - f^m) dW_s \right)^2 + \left( \int_0^t (g^n - g^m) ds \right)^2 dt \right) \right] \geq \varepsilon_0^2,
\]

which is a contradiction with the fact \( \|x_n - x_m\| < \varepsilon \). Therefore, we know that there exists an \( a \in \overline{A} \) such that \( a_n \to a \). Similarly, there exists a \( b \in \overline{B} \) such that \( b_n \to b \). Thus, we have \( a + b = x \in \overline{A} + \overline{B} \) and so \( \overline{A} + \overline{B} \subset \overline{A + B} \).

Combining Steps 1 and 2, we obtain \( \overline{A + B} = \overline{A} + \overline{B} \).

**Remark 3.1.** Let \( X \) be a Banach space. Then \( \overline{A + B} \subset \overline{A} + \overline{B} \) always holds for any \( A, B \subset X \). Especially, \( \overline{A + B} = \overline{A} + \overline{B} \) holds for any \( a \in X \) and \( B \subset X \).

In order to obtain the set-valued Itô’s formula, we need the following assumption.

**Assumption 3.1.** Assume that \( Y_1, Y_2 \) are two topological spaces and \( \varphi : Y_1 \to Y_2 \) is a continuous mapping such that, for any bounded subset \( A \) in \( Y_1 \),

\[
\varphi(c_1 Y_1(A)) = c Y_2(\varphi(A)),
\]

where \( \varphi(A) = \cup_{a \in A} \varphi(a) \).

**Remark 3.2.** (i) If \( \varphi : \mathbb{R}^n \to \mathbb{R}^n \) is continuous, then it is easy to check that \( \varphi \) satisfies Assumption 3.1.

(ii) Any continuous closed mapping from a Banach space to another one satisfies Assumption 3.1.

(iii) The mapping \( \varphi : L^2_{ad}([0, T] \times \Omega, \mathbb{R}^m) \to L^2_{ad}([0, T] \times \Omega, \mathbb{R}^n) \) defined by

\[
\varphi(x) = (x_1^2, x_2^2, \cdots, x_n^2), \quad \forall x = (x_1, x_2, \cdots, x_n) \in L^2_{ad}([0, T] \times \Omega, \mathbb{R}^n)
\]

satisfies Assumption 3.1.

Now we are able to derive the set-valued Itô’s formula.

**Theorem 3.1.** Let \( X_t \) be the set-valued Itô process defined by (3.1). If \( \phi(t, x) \) is a continuous function satisfying Assumption 3.1 with continuous partial derivatives \( \frac{\partial \phi}{\partial t}, \frac{\partial \phi}{\partial x} \) and \( \frac{\partial^2 \phi}{\partial x^2} \) for every \( x \in X_t \), then \( \phi(t, X_t) \)
is a set-valued Itô process and
\[
\phi(t, X(t))_k = \phi(0, x_0)_k + \int_0^t \sum_{i=1}^n \frac{\partial \phi_k}{\partial x_i}(s, X(s)) f_i(s) dW_s + \int_0^t \left[ \frac{\partial \phi_k}{\partial t}(s, X(s)) + \sum_{i=1}^n \frac{\partial \phi_k}{\partial x_i}(s, X(s)) g_i(s) + \frac{1}{2} \sum_{i=1}^n \frac{\partial^2 \phi_k}{\partial x_i^2}(s, X(s))(f_i^2) \right] ds,
\]
for \(k = 1, \cdots, n\) \(\mathbb{P}\text{-a.s.}\),

where \(\phi(t, x) : T \times L^2_d([0, T] \times \Omega, \mathbb{R}^n) \to L^2_d([0, T] \times \Omega, \mathbb{R}^n)\), \(\phi(t, X(t)) = \{\phi(t, x(t)) : x(t) \in X(t)\}\), \(\frac{\partial \phi_k}{\partial t}(s, X(t)) = \{\frac{\partial \phi_k}{\partial t}(s, x(t)) : x(t) \in X(t)\}\), \(\frac{\partial^2 \phi_k}{\partial x_i^2}(s, X(t)) = \{\frac{\partial^2 \phi_k}{\partial x_i^2}(s, x(t)) : x(t) \in X(t)\}\) and \(f_i^2 = \{f_i^2 \in f_i\}\).

**Proof.** Since \(f(t)\) and \(g(t)\) are convex-valued, square integrably bounded, by Lemma 3.1 there exist two sequences \(\{f^{d_1}(s)\}_{d_1=1}^\infty \subset S^2(f)\) and \(\{g^{d_2}(s)\}_{d_2=1}^\infty \subset S^2(g)\) such that

\[
\int_0^t f(s) dW_s = \text{cl}_L \left\{ \left( \int_0^t f^{d_1}(s) dW_s \right) : d_1 \geq 1 \right\} \text{ a.e. } \mathbb{P}\text{-a.s..} \tag{3.3}
\]

and

\[
\int_0^t g(s) ds = \text{cl}_L \left\{ \left( \int_0^t g^{d_2}(s) ds \right) : d_2 \geq 1 \right\} \text{ a.e. } \mathbb{P}\text{-a.s..}
\]

It follows from (3.1) and Lemma 3.2 that

\[
X(t) = x_0 + \text{cl}_L \left\{ \left( \int_0^t f^{d_1}(s) dW_s \right) + \left( \int_0^t g^{d_2}(s) ds \right) : d_1, d_2 \geq 1 \right\} \text{ a.e. } \mathbb{P}\text{-a.s..}
\]

For any given \(d_1, d_2 \geq 1\), let

\[
x^{d_1,d_2}(t) = x_0 + \int_0^t f^{d_1}(s) dW_s + \int_0^t g^{d_2}(s) ds \text{ a.e. } \mathbb{P}\text{-a.s..}
\]

Then \(x^{d_1,d_2}(t)\) is a single-valued Itô’s process and so the classical Itô’s formula shows that

\[
\phi(t, x^{d_1,d_2}(t))_k = \phi(0, x_0)_k + \int_0^t \sum_{i=1}^n \frac{\partial \phi_k}{\partial x_i}(s, x^{d_1,d_2}(s)) f_i^{d_1}(s) dW_s + \int_0^t \left[ \frac{\partial \phi_k}{\partial t}(s, x^{d_1,d_2}(s)) + \sum_{i=1}^n \frac{\partial \phi_k}{\partial x_i}(s, x^{d_1,d_2}(s)) g_i^{d_2}(s) + \frac{1}{2} \sum_{i=1}^n \frac{\partial^2 \phi_k}{\partial x_i^2}(s, x^{d_1,d_2}(s))(f_i^{d_1})^2 \right] ds \tag{3.4}
\]

for \(k = 1, \cdots, n\) \(\mathbb{P}\text{-a.s.}\). It follows from Lemma 3.2 and Remark 3.1 that

\[
\text{cl}_L \left\{ x^{d_1,d_2}(t) : d_1, d_2 \geq 1 \right\} = x_0 + \text{cl}_L \left\{ \int_0^t f^{d_1}(s) dW_s + \int_0^t g^{d_2}(s) ds : d_1, d_2 \geq 1 \right\} = x_0 + \text{cl}_L \left\{ \int_0^t f^{d_1}(s) dW_s : d_1 \geq 1 \right\} + \text{cl}_L \left\{ \int_0^t g^{d_2}(s) ds : d_2 \geq 1 \right\} = X.
\]

Let \(A = \{ x^{d_1,d_2}(t) : d_1, d_2 \geq 1 \}\). Then \(\overline{A} = \text{cl}_L \left\{ x^{d_1,d_2}(t) : d_1, d_2 \geq 1 \right\}\) and so Assumption 3.1 yields

\[
\phi(t, X(t)) = \phi(t, \overline{A}) = \overline{\phi(t, A)}. \tag{3.5}
\]
From (3.4), Lemma 3.2 and Remark 3.1, one has

\[
\phi(t, X(t))_k = x_0 + cL \left\{ \int_0^t \sum_{i=1}^n \frac{\partial \phi_k}{\partial x_i}(s, x^{d_1d_2}(s)) f_i^{d_1}(s) dW_s : d_1, d_2 \geq 1 \right\} + cL \left\{ \int_0^t \left[ \frac{\partial \phi_k}{\partial t}(s, x^{d_1d_2}(s)) + \sum_{i=1}^n \frac{\partial \phi_k}{\partial x_i}(s, x^{d_1d_2}(s)) g_i(s) + \frac{1}{2} \sum_{i=1}^n \frac{\partial^2 \phi_k}{\partial x_i^2}(s, x^{d_1d_2}(s))(f_i^{d_1})^2 \right] ds : d_1, d_2 \geq 1 \right\}.
\]

(3.6)

For fixed \( f^{d_1} \in S^2_\Phi(f) \), by Lemma 3.1 there exists a sequence \( \{x^{d_3}\} \subset S^2_\Phi(X) \) such that

\[
\int_0^t \sum_{i=1}^n \frac{\partial \phi_k}{\partial x_i}(s, x^{d_3}(s)) f_i^{d_1}(s) dW_s = cL \left\{ \int_0^t \sum_{i=1}^n \frac{\partial \phi_k}{\partial x_i}(s, x^{d_3}(s)) f_i^{d_1}(s) dW_s, d_3 \geq 1 \right\}.
\]

(3.7)

For fixed \( x^{d_3} \in S^2_\Phi(X) \), it follows from Lemma 3.1 and (3.3) that there exists a sequence \( \{f^{d_1}\} \subset S^2_\Phi(f) \) such that

\[
\int_0^t \sum_{i=1}^n \frac{\partial \phi_k}{\partial x_i}(s, x^{d_3}(s)) f_i(s) dW_s = cL \left\{ \int_0^t \sum_{i=1}^n \frac{\partial \phi_k}{\partial x_i}(s, x^{d_3}(s)) f_i^{d_1}(s) dW_s, d_1 \geq 1 \right\}.
\]

(3.8)

Combining (3.7) and (3.8), we have

\[
\int_0^t \sum_{i=1}^n \frac{\partial \phi_k}{\partial x_i}(s, x^{d_3}(s)) f_i(s) dW_s = cL \left\{ \int_0^t \sum_{i=1}^n \frac{\partial \phi_k}{\partial x_i}(s, x^{d_3}(s)) f_i^{d_1}(s) dW_s, d_1, d_3 \geq 1 \right\}.
\]

(3.9)

Let

\[
M = \left\{ \int_0^t \sum_{i=1}^n \frac{\partial \phi_k}{\partial x_i}(s, x^{d_3}(s)) f_i^{d_1}(s) dW_s, d_1, d_3 \geq 1 \right\}
\]

and

\[
N = \left\{ \int_0^t \sum_{i=1}^n \frac{\partial \phi_k}{\partial x_i}(s, x^{d_3}(s)) f_i^{d_1}(s) dW_s, d_1, d_2 \geq 1 \right\}.
\]

Since \( x^{d_3} \in S^2_\Phi(X) = S^2_\Phi(cL A) \), we can choose \( d_3 = d_1 d_2 \) and so \( cL N \subset cL M \). On the other hand, for any \( a_0 \in cL M \), there exists a sequence \( \{a_q\} \subset M \) such that \( a_q \to a_0 \). Since \( a_q \in M \), there exist \( x_q \in \{x^{d_3}_q\}_{d_3=1}^\infty \subset S^2_\Phi(cL A) \) and \( f_q \in \{f_i^{d_1}\}_{d_1=1}^\infty \subset S^2_\Phi(f) \) such that

\[
a_q = \int_0^t \sum_{i=1}^n \frac{\partial \phi_k}{\partial x_i}(s, x_q(s))(f_q)_i(s) dW_s.
\]

For fixed \( x_q \in S^2_\Phi(cL A) \), there exists a sequence \( \{x_{ql}\} \subset A \) such that \( x_{ql} \to x_q \). Letting \( f_{ql} = f_q \), we have

\[
\lim_{ql \to +\infty} \int_0^t \sum_{i=1}^n \frac{\partial \phi_k}{\partial x_i}(s, x_{ql}(s))(f_{ql})_i(s) dW_s = a_0,
\]

which implies \( cL N \subset cL M \). Thus, we have \( cL M = cL N \) and so

\[
\int_0^t \sum_{i=1}^n \frac{\partial \phi_k}{\partial x_i}(s, X(s)) f_i(s) dW_s = cL \left\{ \int_0^t \sum_{i=1}^n \frac{\partial \phi_k}{\partial x_i}(s, x^{d_3}(s)) f_i^{d_1}(s) dW_s, d_1, d_2 \geq 1 \right\}.
\]

(10.1)

Similarly, we can obtain the following equality

\[
\int_0^t \left[ \frac{\partial \phi_k}{\partial t}(s, X(s)) + \sum_{i=1}^n \frac{\partial \phi_k}{\partial x_i}(s, X(s)) g_i(s) + \frac{1}{2} \sum_{i=1}^n \frac{\partial^2 \phi_k}{\partial x_i^2}(s, X(s)) f_i^{d_1} ight] ds = cL \left\{ \int_0^t \left[ \frac{\partial \phi_k}{\partial t}(s, x^{d_1d_2}) + \sum_{i=1}^n \frac{\partial \phi_k}{\partial x_i}(s, x^{d_1d_2}) g_i(s) + \frac{1}{2} \sum_{i=1}^n \frac{\partial^2 \phi_k}{\partial x_i^2}(s, x^{d_1d_2})(f_i^{d_1})^2 \right] ds, d_1, d_2 \geq 1 \right\}.
\]

(11.1)
Combining (3.5), (3.10), (3.11), we have

\[
\phi(t, X(t)) = \phi(0, X(0)) + \int_0^t \sum \frac{\partial \phi_k}{\partial x_i}(s, X(s)) f_i(s) dW_s
\]

\[
+ \int_0^t \left[ \frac{\partial \phi_k}{\partial t}(s, X(s)) + \sum \frac{\partial \phi_k}{\partial x_i}(s, X(s)) g_i(s) + \frac{1}{2} \sum \frac{\partial^2 \phi_k}{\partial x_i^2}(s, X(s)) f_i^2 \right] ds \quad \mathbb{P}\text{-a.s.}
\]

for \( k = 1, \ldots, n \). This completes the proof.

\[ \square \]

**Remark 3.3.** Theorem 3.7 is a set-valued version of the classical Itô’s formula.

**Theorem 3.2.** Let \( X(t) = x_T + \int_t^T f(s, Z(s)) ds \oplus \int_t^T Z(s) dW_s \) and \( Z \in \mathbb{G} \). Then

\[
X_k^2 + \int_t^T Z_k^2(s) ds \subset (x_T^2)_k + 2 \int_t^T X_k f_k(s, Z(s)) ds - 2 \int_t^T X_k Z_k(s) dW_s, \quad k = 1, \ldots, n \quad \mathbb{P}\text{-a.s.}
\]

**Proof.** From Lemma 3.1 and the property of Hukuhara difference, there exist \( \{ z^d_i \} \in S^2(Z) \) such that

\[
\int_t^T f(s, Z) ds \oplus \int_t^T Z_s dW_s \subset \int_t^T f(s, Z(s)) ds - \int_t^T Z(s) dW_s = \mathcal{C}_L \left\{ \int_t^T f(s, z^d) ds - \int_t^T z^d dW_s : d_1 \geq 1 \right\}.
\]

Let

\[
X^*(t) = x_T + \int_t^T f(s, Z(s)) ds - \int_t^T Z(s) dW_s,
\]

\[
x^d_1 = x_T + \int_t^T f(s, z^d_1) ds - \int_t^T z^d_1 dW_s.
\]

Then \( \mathcal{C}_L \{ x^d_1 : d_1 \geq 1 \} = X^* \) and \( x^d_1(t) \) is a single-valued Itô’s process. Let \( \phi(t, x) = (x_1^2, x_2^2, \ldots, x_n^2) \). By the classical Itô’s formula, we have

\[
(x^d_k^2)^2 = (x_T^2)_k + 2 \int_t^T x^d_k f_k(s, z^d_1) - (z^d_k^2) ds - 2 \int_t^T x^d_1 z^d_k(s) dW_s.
\]

Similar to the proof of Theorem 3.1 we can obtain

\[
X^*_k^2(t) = \mathcal{C}_L \left\{ (x^d_k^2)^2 : d_1 \geq 1 \right\}
\]

\[
=(x_T^2)_k + \mathcal{C}_L \left\{ 2 \int_t^T x^d_k f_k(s, z^d_1) - (z^d_k^2) ds : d_1 \geq 1 \right\} + \mathcal{C}_L \left\{ -2 \int_t^T x^d_1 z^d_k(s) dW_s : d_1 \geq 1 \right\}
\]

and so

\[
X_k^2(t) \subset X^*_k^2 = x_T^2 + 2 \int_t^T X_k f_k(s, Z(s)) - Z_k^2(s) ds - 2 \int_t^T X_k Z_k(s) dW_s, \quad k = 1, \ldots, n \quad \mathbb{P}\text{-a.s.}
\]

For any given \( y \in X_k^2 + \int_t^T Z_k^2(s) ds \), there exist \( m \in X_k^2 \) and \( n \in \int_t^T Z_k^2(s) ds \) such that \( y = m + n \). Since \( m \in X_k^2 \subset \mathcal{C}_L \{ (x^d_1^2)^2 : d_1 \geq 1 \} \) and \( n \in \int_t^T Z_k^2(s) ds = \mathcal{C}_L \left\{ \int_t^T (z^d_k^2) dW_s : d_1 \geq 1 \right\} \), we know that there exist \( \{ m_j \} \subset \{ (x^d_1^2)^2 : d_1 \geq 1 \} \) and \( \{ n_j \} \subset \left\{ \int_t^T (z^d_k^2) dW_s : d_1 \geq 1 \right\} \) such that \( m_j + n_j \rightarrow m + n \). It follows Lemma 3.2 and Remark 3.1 that

\[
m + n \in \mathcal{C}_L \left\{ (x_T^2)_k + 2 \int_t^T x^d_k f_k(s, z^d_1) ds - 2 \int_t^T x^d_1 z^d_k(s) dW_s : d_1 \geq 1 \right\}
\]

\[
=(x_T^2)_k + \mathcal{C}_L \left\{ 2 \int_t^T x^d_k f_k(s, z^d_1) ds : d_1 \geq 1 \right\} + \mathcal{C}_L \left\{ 2 \int_t^T x^d_1 z^d_k(s) dW_s : d_1 \geq 1 \right\}
\]

\[
= (x_T^2)_k + 2 \int_t^T X_k f_k(s, Z(s)) ds - 2 \int_t^T X_k Z_k(s) dW_s.
\]
This shows that
\[
X_k^2 + \int_0^T Z_k^2(s)ds \subset (x_T^2)_k + 2 \int_0^T X_k f_k(s, Z(s))ds - 2 \int_0^T X_k Z_k(s)dW_s, \quad k = 1, \ldots, n \quad \mathbb{P}\text{-a.s.}
\]
and so the proof is completed. \hfill \Box

Similar as the proof of Theorem 3.2 we can get the following Corollary.

**Corollary 3.1.** Let \( X_t = x_T + \int_0^T f(s, X_s, Z(s))ds \oplus \int_0^T Z(s)dW_s \) and \( Z \in G \). Then
\[
(X_k^2)_k + \int_0^T Z_k^2(s)ds \subset (x_T^2)_k + 2 \int_0^T (X_k)f_k(s, X_s, Z(s))ds - 2 \int_0^T (X_k)Z_k(s)dW_s, \quad k = 1, \ldots, n, \quad \mathbb{P}\text{-a.s.}
\]

## 4 An application to GSVBSDE

In this section, we apply the set-valued Itô’s formula to obtain the existence and uniqueness of solutions for GSVBSDE [11]. To this end, we first show the following lemma, which is a set-valued version of the Itô isometry.

**Lemma 4.1.** Suppose \( f \in L^2_{ad}([0, T] \times \Omega, \mathcal{P}(\mathbb{R}^m)) \). Then the integral \( I(f) = \int_0^T f(t)dW(t) \) is a set-valued random variable with \( \mathbb{E}[I(f)] = 0 \) and
\[
\mathbb{E}[I(t)]^2 = \mathbb{E} \left[ \int_0^T f^2(t)dt \right]. \quad (4.1)
\]

**Proof.** By Lemma 3.1 there exists a sequence \( \{f^d(t)\}_{d=1}^\infty \subset S^2(f) \) such that
\[
\int_0^T f(s)dW_s = \mathcal{cl}_L \left\{ \int_0^T f^d(s)dW_s : d \geq 1 \right\} \quad \mathbb{P}\text{-a.s.} \quad (4.2)
\]
and
\[
\int_0^T f^2(s)ds = \mathcal{cl}_L \left\{ \int_0^T (f^d(s))^2ds : d \geq 1 \right\} \quad \mathbb{P}\text{-a.s.} \quad (4.3)
\]
It follows from (4.2) that
\[
\mathbb{E} \left[ \int_0^T f(s)dW_s \right] = \mathbb{E} \left[ \mathcal{cl}_L \left\{ \int_0^T f^d(s)dW_s : d \geq 1 \right\} \right].
\]
For any given \( a_0 \in \mathcal{cl}_L \left\{ \int_0^T f^d(s)dW_s : d \geq 1 \right\} \), there exists a sequence \( \{f^n(t)\}_{n=1}^\infty \subset \{f^d(t)\}_{d=1}^\infty \) such that
\[
\int_0^T f^n(s)ds \to a_0.
\]
Thus, by Lemma 2.8 we know that \( \mathbb{E} \int_0^T f^n(s)ds = 0 \to \mathbb{E}a_0 \). This implies that \( \mathbb{E}a_0 = 0 \) and so
\[
\mathbb{E}[I(f)] = \mathbb{E} \left[ \int_0^T f(s)dW_s \right] = \mathbb{E} \left[ \mathcal{cl}_L \left\{ \int_0^T f^d(s)dW_s : d \geq 1 \right\} \right] = 0.
\]
Next we show that (4.1) holds. In fact, by (4.2), we have
\[
\mathbb{E}[I(f)]^2 = \mathbb{E} \left[ \mathcal{cl}_L^2 \left\{ \int_0^T f^d(s)dW_s : d \geq 1 \right\} \right] \quad \mathbb{P}\text{-a.s.},
\]
Then, we denote $x \in A$

Lemma 4.3.

Lemma 4.2. Let $b \in \text{cl}_L \left\{ \int_0^T f^d(s) dW_s : d \geq 1 \right\}$, there exists a sequence $\left\{ f^k(t) \right\}_{k=1}^\infty \subset \left\{ f^d(t) \right\}_{d=1}^\infty$ such that, for any $t$, one has $f^k(t) = f^d(t)$ for $d \geq k$. Thus, by (4.3), we know that (4.1) holds.

By Lemma 4.1, one has $X(s) \in L^2([0,T] \times \Omega, \mathcal{L}(\mathbb{R}^{n \times m}))$ such that, for any $t$, one has $X(t) = \int_0^t Y(s) dW_s$, $\forall t \in [0,T]$. Then it follows from Lemma 4.2 that $X(t) \in Y(t)$ exists and $X(t) = Y(t) \, \mathbb{P}$-a.s.

Proof. Assume that $X(t) \not\subset Y(t)$ does not exist. Then Lemma 4.2 implies that there exists $a_0(t) \in \text{ext}(X(t))$ such that, for any $x(t) \in L^2([0,T] \times \Omega, \mathbb{R}^{n \times m})$, $a_0(t) \not\approx x(t) + Y(t)$ or $x(t) + Y(t) \not\subseteq X(t)$. Taking $x(t) = 0$, one has $a_0(t) \not\approx Y(t)$ or $Y(t) \not\subseteq X(t)$. Suppose that $a_0(t) \not\approx Y(t)$ holds. Then it follows from $a_0(t) \in \text{ext}(X(t))$ and Lemma 4.3 that

\[
\int_0^t a_0(s) dW_s \in \text{cl}_L \left\{ \int_0^T Y(s) dW_s : d \geq 1 \right\}, \, \forall t \in [0,T].
\]

From Lemma 3.1 there exists a sequence $\left\{ y^d(t) \right\}_{d=1}^\infty \subset S^2_T(Y(t))$ such that

\[
\int_0^T Y(s) dW_s = \text{cl}_L \left\{ \int_0^T y^d(s) dW_s : d \geq 1 \right\} \, \mathbb{P}$-a.s.
\]

This leads that there exists a sequence $\left\{ y^d(t) \right\}_{d=1}^\infty \subset \left\{ y^d(t) \right\}_{d=1}^\infty$ such that $\int_0^t (y^d(t) - a_0) dW_s \to 0$. It follows from Lemma 2.3 that $\mathbb{E} \left[ \int_0^T (y^d(t) - a_0)^2 dW_s \right] \to 0$, which implies $y^d(s) \to a_0 \, \mathbb{P}$-a.s.. Since $S^2_T(Y(t))$ is closed, we have $a_0 \in S^2_T(Y(t)) \subset Y(t)$. This in contradiction with $a_0(t) \not\approx Y(t)$. Similarly, when $Y(t) \not\subseteq X(t)$, we can obtain a contradiction. Thus, we know that $X(t) \subseteq Y(t)$ exists and so (4.4) implies that

\[
\int_0^t X(s) \subseteq Y(s) dW_s = 0, \, \forall t \in [0,T].
\]

By Lemma 4.4 one has

\[
\mathbb{E} \left[ \int_0^t (X(s) \subseteq Y(s))^2 dW_s \right] = 0, \, \forall t \in [0,T].
\]
Since $X(t), Y(t) \in \mathcal{L}^2_{ad}([0,T] \times \Omega, \mathcal{L}(\mathbb{R}^{n \times m}))$, let $x^0(t) \in X(t) \ominus Y(t)$ such that $x_0(t) = \|X(t) \ominus Y(t)\|$, by taking $t = T$, we have
\[
\mathbb{E} \left[ \int_0^T \|X(s) \ominus Y(s)\|^2 \, ds \right] = \mathbb{E} \left[ \int_0^T x_0^2(t) \, ds \right] = \mathbb{E} \left[ \int_0^T (X(s) \ominus Y(s))^2 \, ds \right] = 0,
\]
which implies that
\[
\mathbb{E} \left[ \int_0^T \|X(s) \ominus Y(s)\|^2 \, ds \right] = \|X(s) \ominus Y(s)\|_a = 0
\]
and so $X(t) = Y(t)$ $\mathbb{P}$-a.s.. \(\square\)

We also need the following lemma.

**Lemma 4.4.** [5] Let $\xi \in L^2_T(\Omega, \mathcal{F}(\mathbb{R}^n))$ and $f(t, \omega) \in \mathcal{L}^2_{ad}([0,T] \times \Omega, \mathcal{K}(\mathbb{R}^n))$. Then there exists a unique pair $(X, Z) \in \mathcal{L}^2_{ad}([0,T] \times \Omega, \mathcal{K}(\mathbb{R}^n)) \times \mathcal{G}$ such that
\[
X(t) = \xi + \int_t^T f(s, \omega) \, ds \ominus \int_t^T Z(s) \, dW_s, \quad \mathbb{P}\text{-a.s. } t \in [0,T].
\]

We first consider the following set-valued equation
\[
X(t) + \int_t^T Z(s) \, dW_s = \xi + \int_t^T f(s, Z(s)) \, ds, \quad \mathbb{P}\text{-a.s. } t \in [0,T],
\]
where $\xi \in L^2_T(\Omega, \mathcal{F}(\mathbb{R}^n))$, $Z_t \in \mathcal{G}$ and $f : [0,T] \times \Omega \times \mathcal{P}(\mathbb{R}^{n \times m}) \to \mathcal{K}(\mathbb{R}^n)$.

**Assumption 4.1.** Assume that $f : [0,T] \times \Omega \times \mathcal{P}(\mathbb{R}^{n \times m}) \to \mathcal{K}(\mathbb{R}^n)$ satisfies the following conditions:

(i) for any given $A \in \mathcal{P}(\mathbb{R}^{n \times m})$, $f(\cdot, \cdot, A) \in \mathcal{L}^2_{ad}([0,T] \times \Omega, \mathcal{K}(\mathbb{R}^n))$;

(ii) for any fixed $(t, \omega) \in [0,T] \times \Omega$ and $A, B \in \mathcal{P}(\mathbb{R}^{n \times m})$, the Hukuhara difference $f(t, \omega, A) \ominus f(t, \omega, B)$ exists whenever $A \ominus B$ exists;

(iii) for any given $A, B \in \mathcal{P}(\mathbb{R}^{n \times m})$ with $A \ominus B$ existing, there is a constant $c > 0$ such that
\[
\|f(t, \omega, A) \ominus f(t, \omega, B)\| \leq c\|A \ominus B\|, \quad \forall (t, \omega) \in [0,T] \times \Omega.
\]

**Theorem 4.1.** Let $\xi \in L^2_T(\Omega, \mathcal{F}(\mathbb{R}^n))$ and $f(t, \omega, Z(t))$ satisfy Assumption 4.1. Then there exists a pair $(X, Z) \in \mathcal{L}^2_{ad}([0,T] \times \Omega, \mathcal{K}(\mathbb{R}^n)) \times \mathcal{G}$ such that
\[
X(t) + \int_t^T Z(s) \, dW_s = \xi + \int_t^T f(s, \omega, Z(s)) \, ds, \quad \forall t \in [0,T], \quad \mathbb{P}\text{-a.s.} \tag{4.6}
\]
Moreover, if $(X_1(t), Z_1(t))$ and $(X_2(t), Z_2(t))$ are two solutions of \(4.6\) and $Z_1(t) \ominus Z_2(t)$ exists, then $X_1(t) = X_2(t)$ and $Z_1(t) = Z_2(t)$ $\mathbb{P}$-a.s..

**Proof.** We first show the existence of solutions for \(4.6\). Let $X^0 = \{0\}$ and $Z^0 = \{0\}$. By Assumption 4.1(i), we know that $f(t, Z^0) \in \mathcal{L}^2_{ad}([0,T] \times \Omega, \mathcal{K}(\mathbb{R}^n))$. It follows from Lemma 4.4 that there is a pair $(X^1(t), Z^1(t)) \in \mathcal{L}^2_{ad}([0,T] \times \Omega, \mathcal{K}(\mathbb{R}^n)) \times \mathcal{G}$ such that
\[
X^1(t) + \int_t^T Z^1(s) \, dW_s = \xi + \int_t^T f(s, \omega, Z^0(s)) \, ds, \quad \forall t \in [0,T], \quad \mathbb{P}\text{-a.s.}
\]
In the same way, we can obtain a sequence \(\{(X^p(t), Z^p(t))\} \subset \mathcal{L}^2_{ad}([0,T] \times \Omega, \mathcal{K}(\mathbb{R}^n)) \times \mathcal{G}\) such that
\[
X^p(t) + \int_t^T Z^p(s) \, dW_s = \xi + \int_t^T f(s, \omega, Z^{p-1}(s)) \, ds, \quad \forall t \in [0,T], \quad \mathbb{P}\text{-a.s.}, \quad p = 1, 2, \ldots \tag{4.7}
\]
Now we conclude that for each $t \in [0, T]$, $X^p(t) \ominus X^{p-1}(t)$ and $Z^p(t) \ominus Z^{p-1}(t)$ exist $\mathbb{P}$-a.s. In fact, for $p = 1$, it is clear that $X^1(t) \ominus X^0$ and $Z^1(t) \ominus Z^0$ exist $\mathbb{P}$-a.s. since $X^0 = \{0\}$ and $Z^0 = \{0\}$. Assume that the assertion is true for $p - 1$ ($p > 1$). Then $X^{p-1}(t) \ominus X^{p-2}(t)$ and $Z^{p-1}(t) \ominus Z^{p-2}(t)$ exist $\mathbb{P}$-a.s. It follows from Assumption 4.1 (ii) that $f(t, \omega, Z^{p-1}(t)) \ominus f(t, \omega, Z^{p-2}(t))$ exists for all $t \in [0, T]$ and $\mathbb{P}$-a.s. Since $f(t, \omega, Z^{p-1}(t)), f(t, \omega, Z^{p-2}(t)) \in L^2_{ad}([0, T] \times \Omega, \mathcal{F}(\mathbb{R}^n))$, Lemma 2.10 shows that $f(t, \omega, Z^{p-1}(t)) \ominus f(t, \omega, Z^{p-2}(t)) \in L^2_{ad}([0, T] \times \Omega, \mathcal{F}(\mathbb{R}^n))$ and

$$
\int_t^T f(s, \omega, Z^{p-1}(s))ds \ominus \int_t^T f(s, \omega, Z^{p-2}(s))ds = \int_t^T \left[ f(s, \omega, Z^{p-1}(s)) \ominus f(s, \omega, Z^{p-2}(s)) \right]ds, \quad \forall t \in [0, T], \; \mathbb{P}$-a.s.
$$

For fixed $t \in [0, T]$, we know that $\int_t^T f(s, \omega, Z^{p-1}(s))ds, \; \int_t^T f(s, \omega, Z^{p-2}(s))ds \in L^2_T(\Omega, \mathcal{F}(\mathbb{R}^n))$ and so Lemma 2.13 implies that

$$
\mathbb{E}\left[ \int_t^T f(s, \omega, Z^{p-1}(s))ds \bigg| \mathcal{F}_t \right] \ominus \mathbb{E}\left[ \int_t^T f(s, \omega, Z^{p-2}(s))ds \bigg| \mathcal{F}_t \right] = \mathbb{E}\left[ \int_t^T f(s, \omega, Z^{p-1}(s)) \ominus f(s, \omega, Z^{p-2}(s))ds \bigg| \mathcal{F}_t \right].
$$

By (4.7), we have

$$
\mathbb{E}\left[ X^p(t) + \int_t^T Z^p(s)dW_s \bigg| \mathcal{F}_t \right] = \mathbb{E}\left[ \mathcal{X} + \int_t^T f(s, \omega, Z^{p-1}(s))ds \bigg| \mathcal{F}_t \right].
$$

It follows from Definition 2.5 and Lemma 4.1 that, $p = 1, 2, \cdots$,

$$
X^p(t) = X^p(t) + \mathbb{E}\left[ \int_t^T Z^p(s)ds \bigg| \mathcal{F}_t \right] = \mathbb{E}\left[ \mathcal{X} + \int_t^T f(s, \omega, Z^{p-1}(s))ds \bigg| \mathcal{F}_t \right], \quad \forall t \in [0, T], \; \mathbb{P}$-a.s. \hspace{1cm} (4.9)

Now from (4.8) and (4.9), one has

$$
X^p(t) \ominus X^{p-1}(t) = \mathbb{E}\left[ \int_t^T f(s, \omega, Z^{p-1}(s))ds \bigg| \mathcal{F}_t \right] \ominus \mathbb{E}\left[ \int_t^T f(s, \omega, Z^{p-2}(s))ds \bigg| \mathcal{F}_t \right], \quad \forall t \in [0, T], \; \mathbb{P}$-a.s.
$$

with $p = 1, 2, \cdots$. This means $X^p \ominus X^{p-1}$ exists $\mathbb{P}$-a.s.. Next we show that $Z^p \ominus Z^{p-1}$ exists $\mathbb{P}$-a.s.. To this end, let

$$
M^p(t) = \mathbb{E}\left[ \mathcal{X} + \int_0^T f(s, \omega, Z^{p-1}(s))ds \bigg| \mathcal{F}_t \right], \quad \forall t \in [0, T], \; p = 1, 2, \cdots.
$$

Then, by Lemma 2.11 (ii) and Lemma 2.13, we have

$$
M^p(t) \ominus M^{p-1}(t) = \mathbb{E}\left[ \int_0^T f(s, \omega, Z^{p-1}(s)) \ominus f(s, \omega, Z^{p-2}(s))ds \bigg| \mathcal{F}_t \right], \quad \forall t \in [0, T], \; p = 1, 2, \cdots.
$$

By (4.7) with $t = 0$, one has

$$
\mathbb{E}\left[ X^p(0) + \int_0^T Z^p(s)dW_s \bigg| \mathcal{F}_t \right] = \mathbb{E}\left[ \mathcal{X} + \int_0^T f(s, \omega, Z^{p-1}(s))ds \bigg| \mathcal{F}_t \right]
$$

and so Definition 2.5 shows that

$$
X^p(0) + \int_0^T Z^p(s)dW_s = \mathbb{E}\left[ \mathcal{X} + \int_0^T f(s, \omega, Z^{p-1}(s))ds \bigg| \mathcal{F}_t \right] = M^p(t). \hspace{1cm} (4.10)
$$
Since \( M^p(t) \ominus M^{p-1}(t) \) is a uniformly square-integrable set-valued martingale, it follows from Lemma 4.12 that there exists \( \tilde{Z}^p(t) \in \mathbb{G} \) such that

\[
M^p(t) \ominus M^{p-1}(t) = M^p(0) \ominus M^{p-1}(0) + \int_0^t \tilde{Z}^p(s)dW_s = X^p(0) \ominus X^{p-1}(0) + \int_0^t \tilde{Z}^p(s)dW_s.
\]

Moreover, by (4.10) and Lemma 2.11 one has

\[
X^p(0) + \int_0^t Z^p(s)dW_s = M^{p-1}(t) + M^p(t) \ominus M^{p-1}(t)
\]

\[
= X^{p-1}(0) + \int_0^t Z^{p-1}(s)dW_s + X^p(0) \ominus X^{p-1}(0) + \int_0^t \tilde{Z}^p(s)dW_s
\]

\[
= X^{p-1}(0) + X^p(0) \ominus X^{p-1}(0) + \int_0^t [Z^{p-1}(s) + \tilde{Z}^p(s)]dW_s, \forall t \in [0,T], \mathbb{P}\text{-a.s.}
\]

with \( p = 1, 2, \cdots \). From Lemma 4.3 this yields that \( Z^p(t) = Z^{p-1}(t) + \tilde{Z}^p(t) \in \mathbb{G} \) and so \( Z^p(t) \ominus Z^{p-1}(t) = \tilde{Z}^p(t) \) exist \( \mathbb{P}\text{-a.s.} \). Thus, by the induction, we know that for each \( t \in [0,T] \), \( X^p(t) \ominus X^{p-1}(t) \) and \( Z^p(t) \ominus Z^{p-1}(t) \) exist \( \mathbb{P}\text{-a.s.} \).

Next we show that there is a pair \( (X(t), Z(t)) \in \mathcal{L}^2_{ad}([0,T] \times \Omega, \mathcal{K}(\mathbb{R}^n)) \times \mathbb{G} \) such that

\[
\|X(s) \ominus X^p(s)\|_s \to 0, \quad \|Z(s) \ominus Z^p(s)\|_s \to 0.
\]

Indeed, it follows from (4.7) that

\[
X^{p+1}(t) \ominus X^p(t) + \int_t^T Z^{p+1}(s) \ominus Z^p(s)dW_s = \int_t^T f_i(s, Z^p(s)) \ominus f_i(s, Z^{p-1}(s))ds, \forall t \in [0,T], \mathbb{P}\text{-a.s.}, p = 1, 2, \cdots,
\]

which is equal to

\[
X^{p+1}_i(t) \ominus X^p_i(t) + \int_t^T Z^{p+1}_i(s) \ominus Z^p_i(s)dW_s = \int_t^T f_i(s, Z^p(s)) \ominus f_i(s, Z^{p-1}(s))ds, \quad t \in [0,T], \quad i = 1, \cdots, n,
\]

where

\[
X^{p+1}_i(t) \ominus X^p_i(t), f_i(t, Z^p(t)) \ominus f_i(t, Z^{p-1}(t)) \in \mathcal{L}^2_{ad}([0,T] \times \Omega, \mathcal{K}(\mathbb{R}))
\]

and

\[
(Z^{p+1}_i(t) \ominus Z^p_i(t))^T \in \mathcal{K}_w(\mathcal{L}^2_{ad}([0,T] \times \Omega, \mathcal{K}(\mathbb{R}^m)))
\]

are the components of \( X^{p+1}(t) \ominus X^p(t), f(s, Z^p(s)) \ominus f(t, Z^{p-1}(t)) \) and \( Z^{p+1}(t) \ominus Z^p(t), \) respectively. It follows from Theorem 3.2 that

\[
\langle X^{p+1}(t) \ominus X^p(t) \rangle^2 + \int_t^T (Z^{p+1}(s) \ominus Z^p(s))^2 ds < 2 \int_t^T (X^{p+1}_i(s) \ominus X^p_i(s))(f_i(s, Z^p(s)) \ominus f_i(s, Z^{p-1}(s)))ds - 2 \int_t^T (X^{p+1}_i(s) \ominus X^p_i(s))(Z^{p+1}_i(s) \ominus Z^p_i(s))dW_s,
\]

\[
i = 1, \cdots, n.
\]

From Lemma 4.1 Assumption 4.1 and the basic inequality \( \frac{1}{2}a^2 + \rho b^2 \geq 2ab \) with \( \rho = 2c^2 \), we have

\[
\mathbb{E} \langle X^{p+1}(t) \ominus X^p(t) \rangle^2 + \mathbb{E} \int_t^T \|Z^{p+1}(s) \ominus Z^p(s)\|^2 ds \leq \frac{1}{2} \mathbb{E} \int_t^T \|Z^p(s) \ominus Z^{p-1}(s)\|^2 ds + 2c^2 \mathbb{E} \int_t^T \|X^{p+1}(s) \ominus X^p(s)\|^2 ds.
\]

(4.12)
Denote
\[ u_p(t) = E \int_t^T \|X^p(s) \ominus X^{p-1}(s)\|^2 ds, \quad v_p(t) = E \int_t^T \|Z^p(s) \ominus Z^{p-1}(s)\|^2 ds, \quad p = 1, 2, \ldots. \]

Then (4.12) leads to
\[ -\frac{d}{dt}(u_{p+1}(t)e^{2c^2 t}) + e^{2c^2 t}v_{p+1}(t) \leq \frac{1}{2}e^{2c^2 t}v_p(t). \quad (4.13) \]

Integrating from \( t \) to \( T \) for two sides of (4.13), we obtain
\[ u_{p+1}(t) + \int_t^T e^{2c^2(s-t)}v_{p+1}(s)ds \leq \frac{1}{2} \int_t^T e^{2c^2(s-t)}v_p(s)ds. \quad (4.14) \]

Noting \( u_{p+1}(t), v_{p+1}(t) \geq 0 \), it follows from (4.14) that
\[ \int_t^T e^{2c^2(s-t)}v_{p+1}(s)ds \leq \frac{1}{2} \int_t^T e^{2c^2(s-t)}v_p(s)ds. \]

Iterating the inequality and taking \( t = 0 \) in above inequality, we have
\[ \int_0^T e^{2c^2 t}v_{p+1}(t)dt \leq 2^{-p}c e^{2c^2}, \]

where
\[ \bar{c} = \sup_{0 \leq t \leq T} v_1(t) = E \int_0^T \|Z^1(t)\|dt. \]

Moreover, it follows from (4.14) that
\[ u_{p+1}(t) \leq \frac{1}{2} \int_t^T e^{2c^2(s-t)}v_p(s)ds \]

and so
\[ u_{p+1}(0) \leq 2^{-p}c e^{2c^2}. \quad (4.15) \]

However, from (4.13), (4.15) and the fact that \( \frac{d}{dt}u_{p+1}(t) \leq 0 \), we have
\[ v_{p+1}(0) \leq 2c^2u_{p+1}(0) + \frac{1}{2}v_p(0) \leq 2^{-p+1}c^2 e^{2c^2} + \frac{1}{2}v_p(0). \]

It is easy to check that
\[ v_{p+1}(0) \leq 2^{-p} \left( p\bar{c}e^{2c^2} + v_1(0) \right). \quad (4.16) \]

For any \( q > p \), from Lemma 2.2 we know that \( X^q(t) \ominus X^p(t) \) and \( Z^q(t) \ominus Z^p(t) \) exist and
\[ X^q(t) \ominus X^p(t) = X^q(t) \ominus X^{q-1}(t) + X^{q-1}(t) \ominus X^{q-2}(t) + \cdots + X^{q+1}(t) \ominus X^p(t), \]
\[ Z^q(t) \ominus Z^p(t) = Z^q(t) \ominus Z^{q-1}(t) + Z^{q-1}(t) \ominus Z^{q-2}(t) + \cdots + Z^{q+1}(t) \ominus Z^p(t). \]

It follows from (4.15), (4.16) and the triangle inequality that
\[ \|X^q(t) \ominus X^p(t)\| \leq (q-p)2^{-p}c e^{2c^2} \]

and
\[ \|Z^q(t) \ominus Z^p(t)\| \leq (q-p)2^{-p} \left( p\bar{c}e^{2c^2} + v_1(0) \right). \]
Thus, Theorem 2.7 and Remark 2.4 show that there exists a pair $(X, Z) \in \mathcal{L}^2_{ad}([0, T] \times \Omega, \mathcal{K}(\mathbb{R}^n)) \times \mathcal{G}$ such that

$$
\|X(t) \ominus X^p(t)\|_s \to 0, \quad \|Z(t) \ominus Z^p(t)\|_s \to 0.
$$

Now it follows from (4.7) that

$$
X(t) + \int_t^T Z(s) dW_s = \xi + \int_t^T f(s, \omega, Z(s)) ds, \quad \forall t \in [0, T], \; \mathbb{P}\text{-a.s.}
$$

Next we show the uniqueness. Assume that $(X_1(t), Z_1(t))$ and $(X_2(t), Z_2(t))$ are two solutions of (4.6) and $Z_1(t) \ominus Z_2(t)$ exists. Then

$$
X_1(t) + \int_t^T Z_1(s) dW_s = \xi + \int_t^T f(s, Z_1(s)) ds, \quad X_2(t) + \int_t^T Z_2(s) dW_s = \xi + \int_t^T f(s, Z_2(s)) ds.
$$

It follows from Assumption 4.1 (ii) that $f(s, Z_1(s)) \ominus f(s, Z_2(s))$ exists. By Lemma 2.10 and Lemma 2.13 we have

$$
X_1(t) \ominus X_2(t) = \mathbb{E} \left[ \xi + \int_t^T f(s, Z_1(s)) ds \bigg| \mathcal{F}_t \right] \ominus \mathbb{E} \left[ \xi + \int_t^T f(s, Z_2(s)) ds \bigg| \mathcal{F}_t \right] = \mathbb{E} \left[ \int_t^T f(s, Z_1(s)) \ominus f(s, Z_2(s)) ds \bigg| \mathcal{F}_t \right],
$$

which implies that $X_1(t) \ominus X_2(t)$ exists. This yields that

$$
X_1(t) \ominus X_2(t) + \int_t^T Z_1(s) \ominus Z_2(s) dW_s = \int_t^T f(s, Z_1(s)) \ominus f(s, Z_2(s)) ds,
$$

which is equal to

$$
X_{1i}(t) \ominus X_{2i}(t) + \int_t^T Z_{1i}(s) \ominus Z_{2i}(s) dW_s = \int_t^T f_i(s, Z_1(s)) \ominus f_i(s, Z_2(s)) ds, \quad i = 1, \ldots, n,
$$

where $X_{1i}(t) \ominus X_{2i}(t), f_i(t, Z_1(t)) \ominus f_i(t, Z_2(t)) \in \mathcal{L}^2_{ad}([0, T] \times \Omega, \mathcal{K}(\mathbb{R}^n)), (Z_{1i}(t) \ominus Z_{2i}(t))^T \in \mathcal{K}_w(\mathcal{L}^2_{ad}([0, T] \times \Omega, \mathcal{K}(\mathbb{R}^n)))$ are the component of $X_1(t) \ominus X_2(t), f(s, Z_1(t)) \ominus f(s, Z_2(t))$ and $Z_1(t) \ominus Z_2(t)$ respectively. It follows from Corollary 5.2 that

$$
\mathbb{E} \|X(t) \ominus X^p(t)\|^2 + \mathbb{E} \int_t^T \|Z_1(s) \ominus Z_2(s)\|^2 ds
\leq 2\mathbb{E} \int_t^T \|X_1(s) \ominus X_2(s)\| f_1(s, Z_1(s)) \ominus f_1(s, Z_2(s)) ds
\leq \frac{1}{2} \mathbb{E} \int_t^T \|Z_1(s) \ominus Z_2(s)\|^2 ds + 2c^2 \mathbb{E} \int_t^T \|X_1(s) \ominus X_2(s)\|^2 ds. \tag{4.17}
$$

Denote

$$
u_1(t) = \mathbb{E} \int_t^T \|X_1(s) \ominus X_2(s)\|^2 ds, \quad \nu_2(t) = \mathbb{E} \int_t^T \|Z_1(s) \ominus Z_2(s)\|^2 ds.
$$

Then (4.17) leads to

$$
- \frac{d}{dt} \left( u_1(t) e^{2c^2 t} \right) + e^{2c^2 t} \nu_1(t) \leq \frac{1}{2} e^{2c^2 t} \nu_1(t). \tag{4.18}
$$

Integrating from $t$ to $T$ for two sides of (4.18), we obtain

$$
u_1(t) + \int_t^T e^{2c^2 (s-t)} \nu_1(s) ds \leq \frac{1}{2} \int_t^T e^{2c^2 (s-t)} \nu_1(s) ds.
$$

This implies that

$$
\nu_1(t) \leq \int_t^T e^{2c^2 (s-t)} \nu_1(s) ds, \quad \nu_2(t) \leq \frac{1}{2} \nu_1(t).
$$

Thus, $\nu_1(0) = 0$ and $u_1(0) = 0$.

\[ \Box \]
We now consider the following set-valued equation
\[ X(t) + \int_t^T Z(s)dW_s = \xi + \int_t^T f(s, X(s), Z(s))ds, \quad \mathbb{P}\text{-a.s. } t \in [0, T]. \]
where \( \xi \in L_2^2(\Omega, \mathcal{K}(\mathbb{R}^n)), \) \( Z_t \in \mathbb{G} \) and \( f : [0, T] \times \Omega \times \mathcal{K}(\mathbb{R}^n) \times \mathcal{P}(\mathbb{R}^{n \times m}) \rightarrow \mathcal{K}(\mathbb{R}^n) \).

**Assumption 4.2.** Assume \( f : [0, T] \times \Omega \times \mathcal{K}(\mathbb{R}^n) \times \mathcal{P}(\mathbb{R}^{n \times m}) \rightarrow \mathcal{K}(\mathbb{R}^n) \) satisfies the following conditions:

(i) for any given \( A \in \mathcal{K}(\mathbb{R}^n) \) and \( B \in \mathcal{P}(\mathbb{R}^{n \times m}), f(\cdot, \cdot, A, B) \in L_{ad}^2([0, T] \times \Omega, \mathcal{K}(\mathbb{R}^n)); \)

(ii) for any fixed \( (t, \omega) \in [0, T] \times \Omega, A, B \in \mathcal{K}(\mathbb{R}^n) \) and \( C, D \in \mathcal{P}(\mathbb{R}^{n \times m}), \) the Hukuhara difference \( f(t, \omega, A, C) \oplus f(t, \omega, B, C) \) exists whenever \( A \oplus B \) exists and the Hukuhara difference \( f(t, \omega, B, D) \) exists whenever \( C \ominus D \) exists;

(iii) there exists a constant \( c > 0 \) such that, for any \( A, B \in \mathcal{K}(\mathbb{R}^n) \) and \( C, D \in \mathcal{P}(\mathbb{R}^{n \times m}) \) with \( A \oplus B \) and \( C \ominus D \) existing,
\[ \| f(t, \omega, A, C) \ominus f(t, \omega, B, D) \| \leq c(\| A \oplus B \| + \| C \ominus D \|), \quad \forall t \in [0, T]. \]

**Theorem 4.2.** Let \( \xi \in L_2^2(\Omega, \mathcal{K}(\mathbb{R}^n)) \) and \( f \) satisfy the Assumption 4.2. Then, there exists a pair \((X, Z) \in L_{ad}^2([0, T] \times \Omega, \mathcal{K}(\mathbb{R}^n)) \times \mathbb{G}\) such that
\[ X(t) + \int_t^T Z(s)dW_s = \xi + \int_t^T f(s, X(s), Z(s))ds, \quad \mathbb{P}\text{-a.s. } t \in [0, T]. \quad (4.19) \]
Moreover, if \((X_1(t), Z_1(t)) \) and \((X_2(t), Z_2(t)) \) are two solutions to (4.19) with \( X_1(t) \ominus X_2(t) \) and \( Z_1(t) \ominus Z_2(t) \) existing, then \( X_1(t) = X_2(t), \ Z_1(t) = Z_2(t) \) \( \mathbb{P}\text{-a.s.} \).

**Proof.** We first show the existence of solutions for (4.19). For any given \( X^0 = \{0\} \) and \( Z^0 = \{0\} \), by Lemma [4.3], we can obtain a sequence \( \{(X^p(t), Z^p(t))\} \) satisfying
\[ X^p(t) + \int_t^T Z^p(s)dW_s = \xi + \int_t^T f(s, X^{p-1}(s), Z^{p-1}(s))ds, \quad t \in [0, T], \quad p = 1, 2, \ldots. \quad (4.20) \]
We conclude that \( X^p(t) \ominus X^{p-1}(t), \ Z^p(t) \ominus Z^{p-1}(t), \ f(t, X^p(t), Z^p(t)) \ominus f(t, X^{p-1}(t), Z^{p-1}(t)) \) exist. In fact, for \( p = 1 \), it is trivial since \( X^0 = \{0\} \) and \( Z^0 = \{0\} \). Assume that the assertion is true for \( p - 1 \) with \( p > 1 \). Then \( X^{p-1}(t) \ominus X^{p-2}(t) \) and \( Z^{p-1}(t) \ominus Z^{p-2}(t) \) exist. From Assumption 4.2 (ii), \( f(t, X^{p-1}(t), Z^{p-1}(t)) \ominus f(t, X^{p-2}(t), Z^{p-1}(t)) \) and \( f(t, X^{p-2}(t), Z^{p-1}(t)) \ominus f(t, X^{p-2}(t), Z^{p-2}(t)) \) exist for any \( t \in [0, T] \). It follows from Lemma 2.13 that \( f(t, X^{p-1}(t), Z^{p-1}(t)) \ominus f(t, X^{p-2}(t), Z^{p-2}(t)) \) exists and
\[ f(t, X^{p-1}(t), Z^{p-1}(t)) \ominus f(t, X^{p-2}(t), Z^{p-2}(t)) = f(t, X^{p-1}(t), Z^{p-1}(t)) - f(t, X^{p-2}(t), Z^{p-1}(t)) + f(t, X^{p-2}(t), Z^{p-1}(t)) - f(t, X^{p-2}(t), Z^{p-2}(t)). \]
Thus, Lemma 2.13 yields that
\[ \mathbb{E} \left[ \int_t^T f(s, X^{p-1}(s), Z^{p-1}(s)) - f(s, X^{p-2}(s), Z^{p-2}(s))ds \right] \bigg| \mathcal{F}_t \]
\[ = \mathbb{E} \left[ \int_t^T f(s, X^{p-1}(s), Z^{p-1}(s))ds \right] \bigg| \mathcal{F}_t \right] \oplus \mathbb{E} \left[ \int_t^T f(s, X^{p-2}(s), Z^{p-2}(s))ds \right] \bigg| \mathcal{F}_t \right]. \quad (4.21) \]
By (4.20), one has
\[ \mathbb{E} \left[ X^p(t) + \int_t^T Z^p(s)dW_s \right] \bigg| \mathcal{F}_t \right] = \mathbb{E} \left[ \xi + \int_t^T f(s, \omega, X^{p-1}(s), Z^{p-1}(s))ds \right] \bigg| \mathcal{F}_t \right]. \]
It follows from Definition 2.20 and Lemma 2.11 that
\begin{align*}
X^p(t) &= X^p(t) + \mathbb{E}\left[ \int_t^T Z^p(s)dW_s \right] \\
&= \mathbb{E}\left[ \xi + \int_t^T f(s, \omega, X^{-1}(s), Z^{-1}(s))ds \bigg| \mathcal{F}_t \right], \quad \forall t \in [0, T], \text{P-a.s., } p = 1, 2, \cdots.
\end{align*}

By (4.21) and (4.22), \( X^n(t) \cap X^{n-1}(t) \) exists and
\begin{align*}
X^p(t) \cap X^{p-1}(t) &= \mathbb{E}\left[ \xi + \int_t^T f(s, X^{p-1}(s), Z^{p-1}(s))ds \bigg| \mathcal{F}_t \right] \\
& \quad \oplus \mathbb{E}\left[ \xi + \int_t^T f(s, X^{p-2}(s), Z^{p-2}(s))ds \bigg| \mathcal{F}_t \right].
\end{align*}

Let
\begin{align*}
M^p(t) &= \mathbb{E}\left[ \xi + \int_0^T f(s, X^{p-1}(s), Z^{p-1}(s))ds \bigg| \mathcal{F}_t \right].
\end{align*}

Then by the same argument above, we can show that \( M^p(t) \cap M^{p-1}(t) \) exists and
\begin{align*}
M^p(t) \cap M^{p-1}(t) &= \mathbb{E}\left[ \xi + \int_0^T f(s, X^{p-1}(s), Z^{p-1}(s)) \cap f(s, X^{p-2}(s), Z^{p-2}(s))ds \bigg| \mathcal{F}_t \right].
\end{align*}

By 4.20 with \( t = 0 \), we have
\begin{align*}
\mathbb{E}\left[ X^p(0) + \int_0^T Z^p(s)dW_s \bigg| \mathcal{F}_t \right] &= \mathbb{E}\left[ \xi + \int_0^T f(s, \omega, X^{-1}(s), Z^{-1}(s))ds \bigg| \mathcal{F}_t \right].
\end{align*}

It follows from Definition 2.20 that
\begin{align*}
M^p(t) &= X^p(0) + \int_0^t Z^p(s)dW_s = \mathbb{E}\left[ \xi + \int_0^T f(s, \omega, X^{-1}(s), Z^{-1}(s))ds \bigg| \mathcal{F}_t \right].
\end{align*}

Noting that \( M^p(t) \cap M^{p-1}(t) \) is a uniformly square-integrable set-valued martingale, by Lemma 2.12 there exists \( \tilde{Z}^p(t) \in \mathcal{G} \) such that
\begin{align*}
M^p(t) \cap M^{p-1}(t) &= M^p(0) \cap M^{p-1}(0) + \int_0^T \tilde{Z}^p(s)dW_s = X^p(0) \cap X^{p-1}(0) + \int_0^T \tilde{Z}^p(s)dW_s.
\end{align*}

Moreover, by 4.21 and Lemma 2.11 one has
\begin{align*}
X^p(0) + \int_0^t Z^p(s)dW_s &= M^{p-1}(t) \cap M^{p-1}(t) \\
&= X^{p-1}(0) + X^p(0) \cap X^{-1}(0) + \int_0^t Z^{p-1}(s)dW_s + \int_0^t \tilde{Z}^p(s)dW_s \\
&= X^{p-1}(0) + X^p(0) \cap X^{-1}(0) + \int_0^t [Z^{p-1}(s) + \tilde{Z}^p(s)]dW_s, \forall t \in [0, T], \text{P-a.s.}
\end{align*}

with \( p = 1, 2, \cdots \). From Lemma 4.3, this implies \( Z^p(t) = Z^{p-1}(t) + \tilde{Z}^p(t) \in \mathcal{G} \) and so \( Z^p(t) \cap Z^{p-1}(t) = \tilde{Z}^p(t) \) exists. Thus, it follows from (4.22) that
\begin{align*}
X^{p+1}(t) \cap X^p(t) + \int_t^T Z^{p+1}(s) \cap Z^p(s)dW_s &= \int_t^T f(s, X^{p+1}(s), Z^{p+1}(s)) \cap f(s, X^p(s), Z^p(s))ds, \quad t \in [0, T],
\end{align*}
which is equal to
\begin{align*}
X^{p+1}(t) \cap X^p(t) + \int_t^T Z^{p+1}(s) \cap Z^p(s)dW_s &= \int_t^T f_i(s, X^{p+1}(s), Z^{p+1}(s)) \cap f_i(s, X^p(s), Z^p(s))ds, \quad t \in [0, T],
\end{align*}
where
\[ X^{p+1}(t) \ominus X^p(t), \quad f_i(t, X^p(t), Z^{n+1}(t)) \ominus f_i(t, X^{p-1}(t), Z^p(t)) \in L^2_{ad}([0, T] \times \Omega, K(\mathbb{R})) \]

and
\[ (Z^{p+1}(t) \ominus Z^p(t))^T \in K_w(L^2_{ad}([0, T] \times \Omega, K(\mathbb{R}^m))) \]

are the components of \(X^{p+1}(t) \ominus X^p(t), f(t, X^p(t), Z^{p+1}(t)) \ominus f(t, X^{p-1}(t), Z^p(t))\) and \(Z^{p+1}(t) \ominus Z^p(t)\), respectively, \(i = 1 \cdots, n\).

Similar to the proof of Theorem 4.1 from Corollary 3.1, Lemma 4.1 and Assumption 4.2 (ii), we have
\[ E\|X^{p+1}(t) \ominus X^p(t)\|^2 + E \int_t^T \|Z^{p+1}(s) \ominus Z^p(s)\|^2 ds \leq 4c^2 E \int_t^T \|X^{p+1}(s) \ominus X^p(s)\|^2 ds + \frac{1}{2} E \int_t^T \|X^p(s) \ominus X^{p-1}(s)\|^2 ds + \frac{1}{2} E \int_t^T \|Z^p(s) \ominus Z^{p-1}(s)\|^2 ds, \quad i = 1, \ldots, n. \]

Denote
\[ u_p(t) = E \int_t^T \|X^p(s) \ominus X^{p-1}(s)\|^2 ds, \quad v_p(t) = E \int_t^T \|Z^p(s) \ominus Z^{p-1}(s)\|^2 ds, \quad p = 1, 2, \ldots. \]

Then it follows that
\[ -\frac{d(u_{p+1}(t)e^{4c^2t})}{dt} + e^{4c^2t}v_{p+1}(t) \leq \frac{1}{2} e^{4c^2t}(u_p(t) + v_p(t)), \quad \forall t \in [0, T], \quad u_{n+1}(T) = 0, \quad p = 1, 2, \ldots. \]

Integrating from \(t\) to \(T\) for the two sides of the above inequality, one has
\[ u_{p+1}(t) + \int_t^T e^{4c^2(s-t)}v_{p+1}(s)ds \leq \frac{1}{2} \int_t^T e^{4c^2(s-t)}u_p(s)ds + \frac{1}{2} \int_t^T e^{4c^2(s-t)}v_p(s)ds, \]

which implies that
\[ u_{p+1}(t) \leq \frac{1}{2} \int_t^T e^{4c^2(s-t)}u_p(s)ds + \frac{1}{2} \int_t^T e^{4c^2(s-t)}v_p(s)ds \quad (4.24) \]

and
\[ \int_t^T e^{4c^2(s-t)}v_{p+1}(s)ds \leq \frac{1}{2} \int_t^T e^{4c^2(s-t)}u_p(s)ds + \frac{1}{2} \int_t^T e^{4c^2(s-t)}v_p(s)ds. \quad (4.25) \]

Let
\[ c_1 = \int_0^T \|Z^1\|ds = \sup_{0 \leq t \leq T} v_1(t), \quad c_2 = \int_0^T \|X^1\|ds = \sup_{0 \leq t \leq T} u_1(t). \]

Iterating the inequalities \(4.24\) and \(4.25\), and taking \(t = 0\), we have
\[ u_{p+1}(0) \leq \frac{T(c_1 + c_2)}{2^{p-1}} \sum_{k=1}^p \frac{(e^{4c^2T})^k}{k!}, \quad \int_0^T e^{4c^2s}v_{p+1}(s)ds \leq \frac{T(c_1 + c_2)}{2^{p-1}} \sum_{k=1}^p \frac{(e^{4c^2T})^k}{k!}. \]

Thus, \(u_p(0) \to 0\) and \(v_p(0) \to 0\). For \(q > p\), from Lemma 2.2, \(X^q(t) \ominus X^p(t)\) and \(Z^q(t) \ominus Z^p(t)\) exist and
\[ X^q(t) \ominus X^p(t) = X^q(t) \ominus X^{q-1}(t) + X^{q-1}(t) \ominus X^{q-2}(t) + \cdots + X^{p+1}(t) \ominus X^p(t), \]
\[ Z^q(t) \ominus Z^p(t) = Z^q(t) \ominus Z^{q-1}(t) + Z^{q-1}(t) \ominus Z^{q-2}(t) + \cdots + Z^{p+1}(t) \ominus Z^p(t). \]

From \(4.24\), \(4.25\) and the triangle inequality, we have
\[ \|X^q(t) \ominus X^p(t)\| \leq (q-p) \frac{T(c_1 + c_2)}{2^{p-1}} \sum_{k=1}^p \frac{(e^{4c^2T})^k}{k!} \]
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and
\[ \|Z^q(t) \otimes Z^p(t)\|_s \leq (q-p) \frac{(c_1 + c_2)p}{2^{p-1}} \frac{p}{k!} (e^{4c^2T})^k \]
Thus, Theorem 2.7 and Remark 2.1 show that there exists a pair \((X, Z) \in \mathcal{L}^2_{ad}([0, T] \times \Omega, K(\mathbb{R}^n)) \times \mathbb{G}\) such that
\[ \|X(t) \otimes X^p(t)\|_s \to 0, \quad \|Z(t) \otimes Z^p(t)\|_s \to 0. \]
Now (4.20) leads to
\[ X(t) + \int_t^T Z(s)dW_s = \xi + \int_t^T f(s, \omega, X(s), Z(s))ds, \quad \forall t \in [0, T], \quad \mathbb{P}\text{-a.s.} \]
Next we prove the uniqueness of solutions for (4.19). Let \((X_1(t), Z_1(t))\) and \((X_2(t), Z_2(t))\) be two solutions. Then
\[ X_1(t) + \int_t^T Z_1(s)dW_s = \xi + \int_t^T f(s, X_1(s), Z_1(s))ds \]
and
\[ X_2(t) + \int_t^T Z_2(s)dW_s = \xi + \int_t^T f(s, X_2(s), Z_2(s))ds. \]
Since \(X_1(t) \otimes X_2(t), Z_1(t) \otimes Z_2(t)\) exist, by Assumption 4.2 (ii) and Lemma 2.2 we know that \(f(t, X_1(t), Z_1(t)) \otimes f(t, X_2(t), Z_2(t))\) exists and
\[ f(t, X_1(t), Z_1(t)) \otimes f(t, X_2(t), Z_2(t)) = f(t, X_1(t), Z_1(t)) \otimes f(t, X_1(t), Z_2(t)) + f(t, X_1(t), Z_2(t)) \otimes f(t, X_2(t), Z_2(t)) \]
This implies that
\[ X_1(t) \otimes X_2(t) + \int_t^T Z_1(s) \otimes Z_2(s)dW_s = \int_t^T f(s, X_1(s), Z_1(s)) \otimes f(s, X_2(s), Z_2(s))ds, \]
which equal to
\[ X_{1i}(t) \otimes X_{2i}(t) + \int_t^T Z_{1i}(s) \otimes Z_{2i}(s)dW_s = \int_t^T f_i(s, X_1(s), Z_1(s)) \otimes f_i(s, X_2(s), Z_2(s))ds, \quad i = 1, \cdots, n, \]
where
\[ X_{1i}(t) \otimes X_{2i}(t), f_i(t, X_1(t), Z_1(t)) \otimes f_i(t, X_2(t), Z_2(t)) \in \mathcal{L}^2_{ad}([0, T] \times \Omega, K(\mathbb{R})) \]
and
\[ (Z_{1i}(t) \otimes Z_{2i}(t))^T \in \mathcal{K}_w(\mathcal{L}^2_{ad}([0, T] \times \Omega, K(\mathbb{R}^m))) \]
are the component of \(X_1(t) \otimes X_2(t), f(t, X_1(t), Z_1(t)) \otimes f(t, X_2(t), Z_2(t))\) and \(Z_1(t) \otimes Z_2(t)\), respectively. It follows from Corollary 3.1, Lemma 2.8 and Assumption 4.2 (ii) that
\[ E\|X_1(t) \otimes X_2(t)\|^2 + E\int_t^T \|Z_1(s) \otimes Z_2(s)\|^2ds \leq \frac{1}{2}E\int_t^T \|Z_1(s) \otimes Z_2(s)\|^2ds + (4c^2 + \frac{1}{2})E\int_t^T \|X_1(s) \otimes X_2(s)\|^2ds, \]
Denote
\[ u_1(t) = E\int_t^T \|X_1(s) \otimes X_2(s)\|^2ds, \quad v_1(t) = E\int_t^T \|Z_1(s) \otimes Z_2(s)\|^2ds. \]
Then it follows that
\[ -\frac{d(u_1(t)e^{4(c^2 + \frac{1}{2})t})}{dt} + e^{4c^2t}v_1(t) \leq \frac{1}{2}e^{4(c^2 + \frac{1}{2})t}v_1(t), \quad \forall t \in [0, T]. \]
Integrating from $t$ to $T$ for the two sides of the above inequality, we have

$$u_1(t) + \int_t^T e^{(4c^2+\frac{1}{2})(s-t)}v_1(s)ds \leq \frac{1}{2} \int_t^T e^{(4c^2+\frac{1}{2})(s-t)}v_1(s)ds$$

This implies that $v_1(t) \leq \frac{1}{2}v_1(t)$ and $u_1(t) \leq \frac{1}{2} \int_t^T e^{(4c^2+\frac{1}{2})(s-t)}v_1(s)ds$. Thus, we have $v_1(0) = 0$ and $u_1(0) = 0$. \hfill \Box

**Remark 4.1.**

(i) Theorem 4.2 reduces to Theorem 5.9 of [8] when $f(t, X(t), Z(t)) \equiv f(t, X(t))$;

(ii) Theorem 4.2 gives an answer to an open problem proposed by Ararat et al. [8].
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