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Abstract

Identification of standard mediated effects such as the natural indirect effect relies on heavy causal assumptions. By circumventing such assumptions, so-called randomized interventional indirect effects have gained popularity in the mediation literature. Here, I introduce properties one might demand of an indirect effect measure in order for it to have a true mediational interpretation. For instance, the sharp null criterion requires an indirect effect measure to be null whenever no individual-level indirect effect exists. I show that without stronger assumptions, randomized interventional indirect effects do not satisfy such criteria. I additionally discuss alternative causal interpretations of such effects.
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1 Introduction

Mediation analysis is a widely popular discipline whose underlying objective is to understand the mechanism by which an exposure (or treatment) affects an outcome, in particular by studying intermediate variables that might be responsible for transmitting such an effect. It is commonly applied across a vast array of disciplines, such as economics, epidemiology, medicine, psychology, sociology, and many others. Mediation analysis originated in the context of structural equation modeling, in which mediated effects were defined in terms of structural equation model coefficients (Wright, 1921). However, defining mediated effects in such a way has a number of limitations. Since such definitions are not connected to interventions or counterfactuals, they lack a clear causal interpretation. Additionally, this literature had previously made no explicit assumptions about, nor formal attempts to account for confounding. Lastly, mediated effects in this literature were defined with respect to a particular model, often a system of linear equations, hence they did not allow for interactions and nonlinearities.

Robins and Greenland (1992) and Pearl (2001) defined mediated effects in terms of nested counterfactuals, thereby grounding mediation in the formal language of causal inference. Following these landmark articles, causal inference has witnessed an explosion of literature on mediation analysis (see VanderWeele (2015) for an overview). Despite this significant leap forward in the formalization of mediated effects, both their existence and identification have remained controversial. This article will focus primarily on the latter point rather than the first. Pearl (2001) observed that natural indirect effects (NIEs) are not identified in the presence of a confounder of the mediator–outcome relationship that is affected by the exposure. I will refer to such a variable as an exposure-induced confounder; it is also referred to in the context of causal graphical models as a recanting witness. This is troublesome, as the existence of an exposure-induced confounder cannot be eliminated even in a well-controlled randomized experiment. Robins (2003) and Robins and Richardson
(2010) highlighted the fact that one of the identification assumptions for the natural indirect effect involves the conditional independence of two counterfactuals that are defined with respect to two conflicting interventions. The latter referred to such an assumption as a *cross-world counterfactual independence* assumption, since it involves two counterfactuals that live in different interventional “worlds”, as it were. One problem with such an assumption is that it cannot be enforced experimentally without randomizing the mediator, which thereby renders the effect of exposure on the mediator unobservable. Another is that the assumption cannot be falsified.

More recently, attempts have been made to define mediated effects in such a way that circumvents the need for cross-world counterfactual independencies and the absence of exposure-induced confounders. These all involve defining a randomized intervention on the mediator that sets the mediator to a random draw from the distribution of the counterfactual mediator under an intervention on the exposure, rather than to the actual realized value of the counterfactual mediator for that subject itself. Robins (2003) first discussed a causal parameter that can be interpreted as the mean outcome under such a randomized intervention, and highlighted that it is nonparametrically identifiable in the presence of an exposure-induced confounder and without any cross-world counterfactual independence assumptions. van der Laan and Petersen (2008) discussed direct and indirect effect contrasts of such causal parameters, and provided an alternative causal interpretation in terms of a weighted average of a controlled direct effect. In the intervening years, Didelez et al. (2006) and Geneletti (2007) defined direct and indirect effects with respect to randomized interventions on the mediator in the absence of an exposure-induced confounder, but without defining counterfactuals. While these effects are distinct from the natural direct and indirect effects of Robins and Greenland (1992) and Pearl (2001) in their definition and interpretation, the authors equated the two under a causal model with no exposure-induced confounder. Didelez et al. (2006), Geneletti (2007), and van der Laan and Petersen (2008)
all additionally defined generalizations of these effects by allowing for any user-specified intervention distribution on the mediator. VanderWeele et al. (2014) defined what they termed “randomized interventional analogs of the natural direct and indirect effects”, which are nearly identical to the direct and indirect effects of Didelez et al. (2006) and Geneletti (2007), with two important distinctions. First, VanderWeele et al. (2014) defined their effects in terms of counterfactuals, and second, they defined them in the presence of an exposure-induced confounder, noting that these effects remain nonparametrically identified in such settings. VanderWeele and Tchetgen Tchetgen (2017) and Zheng and van der Laan (2017) introduced two distinct extensions of the effect of VanderWeele et al. (2014) to a longitudinal, time-varying exposure setting. In such settings, the identification challenge posed by exposure-induced confounders is exacerbated, as discussed in Shpitser (2013), and while certain path-specific effects can be identified, analogs of the NIE with time-varying exposures are extremely unlikely to be.

Since VanderWeele et al. (2014), randomized interventional definitions of direct and indirect effects have gained a great deal of popularity in the causal inference literature (Lok, 2016; Lin and VanderWeele, 2017; Vansteelandt and Daniel, 2017; Vansteelandt et al., 2019; Mittinty and Vansteelandt, 2020; Díaz et al., 2021; Nguyen et al., 2021; Xia and Chan, 2021; Devick et al., 2022; Loh et al., 2022; Rudolph and Díaz, 2022). I shall focus on the randomized interventional indirect effect of VanderWeele et al. (2014), which I will denote NIER, as this formulation appears to have had the most widespread adoption; however, I reiterate that it is nearly identical to the effects of Didelez et al. (2006), Geneletti (2007), and van der Laan and Petersen (2008).

There has been some folk wisdom circulating (dispensed primarily through comments during conference sessions and personal communications) that these randomized interventional indirect effects do not capture a true mediational effect. However, to the best of my knowledge, this notion has not been clearly formalized nor officially documented in
the mediation analysis literature. In this article, I propose criteria for a definition of an indirect effect to have a true mediational interpretation, and demonstrate that the NIE\textsuperscript{R} does not satisfy these criteria without stronger assumptions than have been given for its identification. I give examples of such assumptions, and show that for most of these, the standard NIE will also be identified, hence the NIE\textsuperscript{R} no longer offers a clear advantage over the NIE as an indirect effect measure in such settings.

The remainder of the article is organized as follows. In Section 2, I define notation, causal estimands, causal models, and provide nonparametric identification formulas for the causal estimands. In Section 3, I define desiderata for indirect effect measures. In Sections 4 and 5, I discuss satisfaction of the indirect effect measure criteria defined in Section 3 in the presence of an exposure-induced confounder and in the absence of cross-world counterfactual independencies, respectively. In Section 6, I discuss alternative, non-mediational causal interpretations of randomized interventional indirect effects. In Section 7, I discuss other randomized interventional indirect effects that are closely related to the NIE\textsuperscript{R}. In Section 8, I illustrate the findings in this article with an application to the question of whether adherence mediates the effect of antiretroviral therapy on virologic failure among HIV patients in data from the Harvard PEPFAR program in Nigeria. Lastly, I conclude with a discussion in Section 9.

2 Preliminaries

2.1 Notation and estimands

In the mediation analysis setting, one observes (at a minimum) i.i.d. longitudinal samples of the random variables \((A, M, Y)\), where \(A\) is the exposure, \(Y\) is the outcome measured at a follow-up timepoint, and \(M\) is a potential mediator measured at an intermediate timepoint between \(A\) and \(Y\). I will consider \(A\) to be binary taking values in \(\{a^*, a\}\) in this article unless
otherwise stated; however, results will extend naturally to general real-valued exposures. I will use \( a' \) to denote an arbitrary value in \( \{a^*, a\} \). The level \( a^* \) is often used to denote “untreated” or a control condition such as standard of care, and \( a \) to denote “treated”. More generally these can be thought of as a (possibly arbitrarily chosen) “reference level” and a “comparison level”, respectively, as is the case in the PEPFAR example.

For a motivating example, I will illustrate with a mediation analysis considered in Miles et al. (2017b, 2020), in which we studied whether adherence to a prescribed antiretroviral therapy (ART) regimen plays a role in mediating the effect of different ART regimens on virologic failure among HIV patients observed in the Harvard President’s Emergency Plan for AIDS Relief (PEPFAR) program in Nigeria. This was an observational study with patients taking a number of different ART regimens. We focused on two regimens in particular, defining the exposure \( A \) to be an indicator of ART regimen, with \( a^* = \text{TDF+3TC/FTC+NVP} \) and \( a = \text{AZT+3TC+NVP} \). The mediator \( M \) was a trichotomization of a continuous measure of adherence based on pill counts averaged over six months, with cutoffs at 80% and 95%. The outcome \( Y \) was an indicator of virologic failure at one year, defined as repeat viral load above 1,000 copies/mL at 12 and 18 months.

I will first assume the existence of counterfactual outcomes (or potential outcomes) \( Y(a') \), which is the outcome we would have observed (possibly contrary to fact) had \( A \) been assigned to level \( a' \). In the PEPFAR example, this would be the virologic failure status we would have observed had we intervened to assign the patient to receive ART regimen \( a' \).

Throughout, I will focus on effect measures on the difference scale, though results generalize naturally to other scales as well. The average treatment effect (ATE), also often referred to as the total effect (TE) in the context of mediation analysis, is defined as

\[
\text{TE} \equiv E\{Y(a)\} - E\{Y(a^*)\},
\]

and is the difference in expected counterfactual outcomes under an intervention assigning all units to the comparison level versus an intervention
assigning all units to the reference level. In the PEPFAR example, the total effect is the difference in risk of virologic failure had patients been assigned to AZT+3TC+NVP versus TDF+3TC/FTC+NVP. One desirable property of an indirect effect (or collection of path-specific effects) is that they decompose the total effect into a direct effect and an indirect effect (or collection of path-specific effects).

To discuss mediated effects, we must also assume the existence of the counterfactual $Y(a', m)$ for each $a' \in \{a^*, a\}$, which is the outcome we would have observed (possibly contrary to fact) had $A$ been assigned to level $a'$ and $M$ been assigned to level $m$. Robins and Greenland (1992) and Pearl (2001) defined the controlled direct effect (CDE) as $\text{CDE}(m) \equiv E\{Y(a, m)\} - E\{Y(a^*, m)\}$, which is the difference in expected counterfactual outcomes under an intervention assigning all units to be exposed versus an intervention assigning all units to the control condition while also intervening to set the mediator to level $m$ in both cases. In the PEPFAR example, the CDE($m$) is the difference in risk of virologic failure had patients been assigned to AZT+3TC+NVP versus TDF+3TC/FTC+NVP when also forcing patients to adhere at level $m$. In general, there is not considered to be an indirect effect corresponding to the controlled direct effect for reasons to be discussed in the following section. However, the portion eliminated, defined as $\text{PE}(m) \equiv \text{TE} - \text{CDE}(m)$, has a useful policy interpretation as the portion of the effect of $A$ on $Y$ that would be eliminated were $M$ to be intervened on to be set to the level $m$, despite lacking a mediation interpretation (Robins and Greenland, 1992). In the PEPFAR example, the PE($m$) is the portion of the total effect of ART regimen on risk of virologic failure that would be eliminated were patients forced to adhere at level $m$. The portion eliminated divided by the total effect is known as the proportion eliminated.

To discuss natural direct and indirect effects, we must further assume the existence of the counterfactual mediator (or potential mediator) $M(a')$ for each $a' \in \{a^*, a\}$ and the nested counterfactual $Y\{a', M(a'')\}$ for each $(a', a'') \in \{a^*, a\}^2$. The former is the mediator we
would have observed (possibly contrary to fact) had $A$ been assigned to level $a'$. The latter is interpreted as the outcome we would have observed (possibly contrary to fact) had $A$ been assigned to $a'$ and $M$ been assigned to its counterfactual value $M(a'')$ under an intervention setting $A$ to $a''$. The composition assumption states that $Y\{a', M(a')\} = Y(a')$ for each $a' \in \{a*, a\}$. Robins and Greenland (1992) define the contrast $E[Y(a, M(a))] - E[Y(a', M(a'))]$ to be the total indirect effect, and the contrast $E[Y(a, M(a))] - E[Y(a', M(a'))]$ to be the pure direct effect. Pearl (2001) defined the latter to be the natural direct effect and $E[Y\{a*, M(a)\}] - E[Y\{a*, M(a')\}]$ to be the natural indirect effect (or the negative of the total indirect effect when instead $a$ is considered to be the exposure reference level). In this article, I will refer to $E[Y\{a, M(a)\}] - E[Y\{a', M(a')\}]$ as the natural indirect effect (NIE) and to $E[Y\{a, M(a)\}] - E[Y\{a', M(a')\}]$ as the natural direct effect (NDE), as is common in the mediation literature. In the PEPFAR example, the NIE is the change in risk of virologic failure when patients are assigned to receive AZT+3TC+NVP, but their adherence level switches from that under AZT+3TC+NVP to what it naturally would have been had they instead been assigned to receive TDF+3TC/FTC+NVP. The NDE is the difference in risk of virologic failure had patients been assigned to AZT+3TC+NVP versus TDF+3TC/FTC+NVP, but their adherence remained at the level it naturally would have taken had they been assigned to TDF+3TC/FTC+NVP in either case. Given the composition assumption, we have the following effect decomposition:

$$
TE = E\{Y(a)\} - E\{Y(a')\} = E[Y\{a, M(a)\}] - E[Y\{a', M(a')\}] = E[Y\{a, M(a)\}] - E[Y\{a', M(a')\}] + E[Y\{a, M(a')\}] - E[Y\{a', M(a')\}] = NIE + NDE.
$$

Lastly, I will review definitions of the randomized interventional analogs to the natural direct and indirect effects, also commonly referred to as randomized interventional direct and indirect effects or simply interventional direct and indirect effects. These are defined
with respect to a distinct hypothetical random variable, denoted $G(a')$ (VanderWeele et al. (2014) use the notation $G(a' \mid C)$), such that it is closely related to, yet distinct from $M(a')$. The random variable $G(a')$ has the following two properties. First, it follows the same conditional distribution given some set of pre-exposure covariates $C$, as the counterfactual mediator $M(a')$, i.e., $F_{G(a') \mid C}(m \mid c) = F_{M(a') \mid C}(m \mid c)$, where each is the corresponding conditional distribution function given $C$. Second, $G(a')$ is randomized within strata of $C$ according to the distribution of $M(a')$ such that it is conditionally independent of all other observed and counterfactual (nested or otherwise) variables that have been defined thus far given $C$. Technically, it is only the conditional independence of $G(a')$ and $Y(a, m)$ given $C$ for each $a' \in \{a, a^*\}$ that is needed for nonparametric identification, though conditional randomization of $G(a')$ makes for a simpler interpretation. In fact, the joint conditional distribution of $G(a')$ with $Y(a, m)$ given $C$ may differ from the joint conditional distribution of $M(a')$ and $Y(a, m)$ given $C$, the latter of which may well not be independent, even though $G(a')$ and $M(a')$ share the same conditional distributions given $C$. As an example, suppose

the true conditional joint distribution of $M(a')$ and $Y(a, m)$ given $C$ is bivariate normal with mean $(C^T \beta_M, C^T \beta_Y)^T$ for some parameters $\beta_M$ and $\beta_Y$ and covariance $\Sigma$ with diagonal elements equal to one and nonzero off-diagonal. Then for subject $i$, their $G_i(a')$ would be a random draw from the distribution $N(C_i^T \beta, 1)$; however, the conditional joint distribution of $G(a')$ and $Y(a, m)$ given $C$ would be bivariate normal with mean $(C^T \beta_M, C^T \beta_Y)^T$, but with identity covariance matrix.

Let $Y\{a', G(a'')\}$ be the counterfactual outcome we would have observed (possibly contrary to fact) had $A$ been assigned to $a'$ and $M$ been assigned to be $G(a'')$, i.e., a value randomly drawn from the conditional distribution of the counterfactual mediator $M(a'')$ given $C$ (as opposed to the precise value realized by $M(a'')$ itself). In the PEPFAR example, $Y\{a', G(a'')\}$ is the virologic failure status we would have observed had the patient been assigned to ART regimen $a'$ and their adherence been forced to take a level
determined by a random draw from the conditional distribution of what the adherence level would have been had they been assigned to ART regimen $a''$ given their baseline covariates. VanderWeele et al. (2014) define the **randomized interventional analog to the natural direct and indirect effects** to be $\text{NDE}^{R} \equiv E[Y\{a,G(a^*)]\] - E[Y\{a^*,G(a^*)]\]$ and $\text{NIE}^{R} \equiv E[Y\{a,G(a)\] - E[Y\{a,a^\}],$ respectively. In the PEPFAR example, these effects can be interpreted as contrasts of the mean counterfactuals $Y\{a',G(a'')\}$ interpreted above for different specifications of $a'$ and $a''$. The interpretation of the NIE$^R$ in the PEPFAR example will be discussed in greater detail in Section 8. Unlike the NDE and NIE, the NDE$^R$ and NIE$^R$ do not decompose the total effect without assumptions going beyond those that are used for nonparametric identification, since $E[Y\{a',G(a')\] = E[Y\{a',M(a')\}]$ does not hold in general. Instead, they decompose a version of a total effect that is defined with respect to the randomized intervention, viz., $\text{TE}^{R} \equiv E[Y\{a,G(a)\] - E[Y\{a^*,G(a^*)\}]$. Clearly, this has a less straightforward interpretation than the TE, which contrasts much simpler interventions.

## 2.2 Causal modeling assumptions and nonparametric identification

The various effects defined in Section 2.1 can be nonparametrically identified under certain consistency, exchangeability, and positivity assumptions. Exchangeability assumptions rule out confounding as an alternative explanation for associations and ensure that subjects with one exposure and/or mediator realization can be used to estimate facets of the distribution of counterfactuals under this realization for a subject with a distinct exposure and/or mediator realization. Nonparametric identification results for the effects defined in Section 2.1 each rely on some subset of exchangeability assumptions, each of which is implied by one or both of two causal models defined with respect to a causal directed acyclic graph (DAG): the nonparametric structural equation model with independent errors (NPSEM-
IE) (Pearl, 1995) and the finest fully randomized causally interpretable structured tree graph (FFRCISTG) (Robins, 1986). The general definitions of these models are given in Section S1 of the supporting web materials. Here, I will first define the causal models with respect to a particular DAG, then state the relevant exchangeability assumptions that are implied by each under the corresponding DAG.

Consider first the DAG in Figure 1. The NPSEM-IE corresponding this DAG is defined to be the system of structural equations: $C = g_C(\varepsilon_C)$, $A = g_A(C, \varepsilon_A)$, $M = g_M(C, A, \varepsilon_M)$, and $Y = g_Y(C, A, M, \varepsilon_Y)$, where for each $V \in \{C, A, M, Y\}$, $g_V$ is an unspecified (i.e., “nonparametric”) function mapping to the domain of $V$, and $\varepsilon_V$ is an exogeneous error term. Further, the exogeneous error terms $\{\varepsilon_C, \varepsilon_A, \varepsilon_M, \varepsilon_Y\}$ are assumed to be mutually independent under the NPSEM-IE (hence “independent errors”). Under a given intervention, these structural equations can be modified to generate equations for the counterfactuals under the intervention. First, the left-hand side of the equations for the descendants of the intervened-upon variables are replaced with their corresponding counterfactuals under the intervention. Second, the intervened-upon variables are replaced in the right-hand side of the structural equations with the level to which they have been set. Third, the descendants of the intervened-upon variables are replaced in the right-hand side of the structural equations with their corresponding counterfactual versions. For example, under the intervention setting $A$ to $a$, the structural equations would become $C = g_C(\varepsilon_C)$, $A = a$, $M(a) = g_M(C, a, \varepsilon_M)$, and $Y(a) = g_Y\{C, a, M(a), \varepsilon_Y\}$. In this way, it then becomes
straightforward to determine which observed and counterfactual variables are independent under the NPSEM-IE. The NPSEM-IE can be equivalently defined as the set of all counterfactual probability distributions for which the following sets of counterfactuals are all mutually independent: \{C\}, \{A(c) \mid c \in \text{supp}(C)\}, \{M(c, a') \mid c \in \text{supp}(C), a' \in \{a^*, a\}\}, and \{Y(c, a', m) \mid c \in \text{supp}(C), a' \in \{a^*, a\}, m \in \text{supp}(M)\}, where each of these counterfactuals is assumed to exist in addition to those described in Section 2.1.

The FFRCISTG corresponding to the DAG in Figure 1 consists of all counterfactual probability distributions for which the counterfactuals in the set \{C, A(c), M(c, a'), Y(c, a', m)\} are all mutually independent for each \((c, a', m) \in \text{supp}(C) \times \{a^*, a\} \times \text{supp}(M)\), but unlike the NPSEM-IE, are not necessarily independent across sets for different values of \((c, a', m)\). Independencies across such sets, e.g., \(Y(c, a, m) \perp \perp M(c, a^*)\), are known as cross-world counterfactual independencies, which will be discussed further below. The independence assumptions imposed by the NPSEM-IE imply those of the FFRCISTG, hence the latter model contains the former.

Now, I will present the set of exchangeability assumptions implied by the above causal models that are used for the identification of the effects in the previous subsection.

**Assumption 1.** \(Y(a', m) \perp \perp A \mid C\) for all \(a'\) and \(m\).

**Assumption 2.** \(Y(a', m) \perp \perp M \mid C, A = a'\) for all \(a'\) and \(m\).

**Assumption 3.** \(M(a') \perp \perp A \mid C\) for all \(a'\).

**Assumption 4.** \(Y(a, m) \perp \perp M(a^*) \mid C\) for all \(m\).

The first three conditional independencies are implied by both the NPSEM-IE and the FFRCISTG corresponding to the DAG in Figure 1. These are relatively uncontroversial and correspond to typical exchangeability/no-unobserved-confounding assumptions provided all elements of \(C\) are unaffected by the exposure. Assumption 1 states that there is no
unobserved confounding of the effect of $A$ on $Y$ given $C$ when $M$ is set to the level $m$. Assumption 2 states that there is no unobserved confounding of the effect of $M$ on $Y$ given $C$ and $A$. Assumption 3 states that there is no unobserved confounding of the effect of $A$ on $M$ given $C$. Assumptions 1 and 3 will be enforced when $A$ is randomized. Assumption 2 will be enforced when both $A$ and $M$ are randomized; however, it is not sensible to jointly randomize $A$ and $M$ if an indirect effect is the effect of interest, as one would no longer be able to observe the relationship between $A$ and $M$, which is a key component of the indirect effect.

The fourth conditional independence is implied by the NPSEM-IE corresponding to the DAG in Figure 1, but not the corresponding FFRCISTG. It is one of the main sources of controversy for indirect effects, for two distinct reasons. The first is that this assumption prohibits any of the elements of $C$ from being affected by $A$. This means that all confounders of the effect of $M$ on $Y$ must either be pre-exposure or unaffected by $A$. While this assumption can be tested, it cannot be enforced experimentally, and so without strong alternative assumptions, the investigator has no control over whether this holds. The second is that this assumption is a so-called cross-world counterfactual independence assumption, meaning that when $a' \neq a'', Y(a', m)$ and $M(a'')$ cannot be observed simultaneously for the same individual since these arise from conflicting interventions. As a consequence, this independence can neither be enforced experimentally, nor falsified empirically. Robins and Richardson (2010), Tchetgen Tchetgen and Phiri (2014), and Miles et al. (2017a) provide bounds on the natural indirect effect when this assumption is not satisfied.

The consistency assumption links counterfactuals to observed variables and holds under both an NPSEM-IE and an FFRCISTG.

**Assumption 5 (Consistency).** If $A = a'$, then $M = M(a')$ almost surely. If $A = a'$ and $M = m$, then $Y = Y(a', m)$ almost surely.
The positivity assumption ensures that the identifying functionals are well-defined and that there is statistical support to estimate such quantities. For simplicity, we will consider the strongest form of the positivity assumption; however, this can be relaxed for some identification results.

**Assumption 6 (Positivity).** We have $0 < \Pr(A = a | C) < 1$ almost surely, and for all $a' \in \{a^*, a\}$ and all $m$ in either the support of $M$ or the support of $M(a')$, $f_{M|C,A}(m | a', C) > 0$ almost surely.

Unlike Assumptions 1–5, the positivity assumption is only stated in terms of the observed data distribution. Of course, this implies constraints on the counterfactual distribution due to the connection between the two under the consistency assumption. While the positivity assumption for the total effect (also referred to as overlap) has received a fair amount of attention in the literature, unfortunately the same cannot be said of this assumption for mediated effects. As positivity for mediation is not the focus of this article, we direct the reader to Nguyen et al. (2022) for a more in-depth discussion.

Under a slightly weaker form of Assumptions 1, 5, and 6, the total effect is nonparametrically identified by

$$\Psi_{TE}(P) \equiv E\{E(Y | a, C)\} - E\{E(Y | a^*, C)\},$$

where $P$ denotes the distribution function of the observed data $(C^T, A, M, Y)^T$. Under Assumptions 1, 2, 5, and 6, the controlled direct effect is nonparametrically identified by

$$\Psi_{CDE}(P; m) \equiv E\{E(Y | m, a, C)\} - E\{E(Y | m, a^*, C)\},$$

and the portion eliminated by $\Psi_{PE}(P; m) \equiv \Psi_{TE}(P) - \Psi_{CDE}(P; m)$. Under Assumptions 1–6, the natural indirect effect is nonparametrically identified by

$$\Psi_{NIE}(P) \equiv E\{E(Y | a, C)\} - E[E\{E(Y | M, a, C) | a^* , C)\],$$
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which is often referred to as the mediation formula, and the natural direct effect is non-parametrically identified by $\Psi^{NDE}(P) \equiv \Psi^{TE}(P) - \Psi^{NIE}(P)$. Under Assumptions 1–6, the NIE$^R$ is also nonparametrically identified by $\Psi^{NIE}(P)$. If all of these assumptions except Assumptions 2 and 4 hold, and Assumption 2 is replaced by an analogous assumption allowing for exposure-induced confounders (Assumption 7 in Section 4), the NIE$^R$ remains nonparametrically identified, but by a distinct formula, which is given in Section 4.

3 Formalizing desiderata of indirect effect measures

When considering total effects, the sharp causal null on a given population of interest (e.g., the sample population or superpopulation from which the sample was drawn) is defined to be the null hypothesis $H_0 : Y_i(a) = Y_i(a^*)$ for all units $i$ in the population, i.e., there is no individual-level causal effect for any unit in the population. In defining total effect measures, it is self-evident that such measures should take their null value (e.g., zero on the difference scale) whenever the sharp causal null holds on the population of interest. Indeed, this is the case for the total effect. I will now extend this notion to measures of indirect effects.

First, we must define the sharp mediational null. To do so, we must formalize what we mean when we speak of mediation for an individual unit. I would argue that the statement “the effect of an exposure $A$ on an individual’s outcome $Y$ is mediated by an intermediate event $M$” is widely understood to mean that (a) an intervention changing $A$ leads to a change in $M$, and (b) this induced change in $M$ leads to a change in $Y$. This interpretation of mediation is centered on the question of whether $M$ plays a role in the mechanism by which $A$ affects $Y$. Indeed, the introductory chapter of VanderWeele (2015) states, “The phenomenon whereby a cause affects an intermediate and the change in the intermediate goes on to affect the outcome is what is generally referred to as the
phenomenon of ‘mediation’[...]. Thus, practitioners using effects whose interpretations differ from this characterization of mediation should either avoid interpreting such effects as mediational, or should be explicit that their characterization of mediation differs from this predominant understanding, and clarify what they mean when using the term “mediation”.

Formalizing this in terms of counterfactuals for a given unit \(i\), (a) amounts to \(M_i(a) \neq M_i(a^*)\), and the weakest form of (b) would be \(Y_i\{a', M_i(a)\} \neq Y_i\{a', M_i(a^*)\}\) for either \(a' = a\) or \(a' = a^*\). Clearly, the latter set of inequations implies the former, so these suffice on their own for existence of an individual-level indirect effect. This corresponds to the qualitative definition of unit-level indirect effects of Pearl (2001) for at least one choice of the exposure reference level. That is, if there is a qualitative unit-level indirect effect according to Pearl for one reference exposure level, say \(a^*\) (but not necessarily the other), we would claim there is an indirect effect at the individual level. Conversely, there is no individual-level indirect effect when \(Y_i\{a', M_i(a)\} = Y_i\{a', M_i(a^*)\}\) for both \(a' = a\) and \(a' = a^*\). I define the sharp mediational null hypothesis for a given population as follows:

**Definition 1** (Sharp mediational null). \(H_0 : Y_i\{a', M_i(a)\} = Y_i\{a', M_i(a^*)\}\) for both \(a' = a\) and \(a' = a^*\) for each \(i\) in the population of interest.

While it is necessary for \(A\) to affect \(M\) and \(M\) to affect \(Y\) for there to be mediation at the individual level, this alone is not sufficient according to this definition. For instance, we could have trichotomous \(M\) with support \(\{1, 2, 3\}\), and for subject \(i\), \(M_i(a) = 1\), \(M_i(a^*) = 2\), and \(Y_i(a, 1) = Y_i(a^*, 1) = Y_i(a, 2) = Y_i(a^*, 2)\), but \(Y_i(a, 1) \neq Y_i(a, 3)\). Thus, in this example \(A\) affects \(M\) and \(M\) affects \(Y\) (between \(M = 1\) and \(3\) and between \(M = 2\) and \(3\)) for unit \(i\), but the change in \(M\) induced by the change in \(A\) does not induce a change in \(Y\). In this example, \(Y_i(a, 3)\) would not be naturally observed, and would only be realized for subject \(i\) under a joint intervention setting \(A_i\) to \(a\) and \(M_i\) to \(3\). This is analogous to how if \(A_i = a\), then \(Y_i(a^*)\) would only be realized under an intervention setting \(A_i\) to \(a^*\).

If one would consider this example to in fact be a case of mediation at the individual level.
level, then one would arrive at a distinct sharp null. That is, one might instead interpret mediation as meaning that (a) an intervention changing \( A \) leads to a change in \( M \), and (b) an intervention changing \( M \) leads to a change in \( Y \), rather than the change in \( M \) in (b) needing to be induced by the change in \( A \) in (a). I define the corresponding “sharper” mediational null as follows:

**Definition 2** (Sharper mediational null). \( H_0 \): For each \( i \) in the population of interest, either \( M_i(a) = M_i(a^*) \) or \( Y_i(a', m) = Y_i(a', m') \) for all \( a', m, \) and \( m' \).

If one were to object to the existence of so-called cross-world counterfactuals, i.e., nested counterfactuals of the form \( Y_i\{a', M_i(a'')\} \) with \( a' \neq a'' \), then one might prefer the above definition. Since \( Y_i(a', m) = Y_i(a', m') \) must hold for all \( m \) and \( m' \) when \( M_i(a) = M_i(a^*) \) and not just for \( m = M_i(a) \) and \( m' = M_i(a^*) \), clearly the sharper mediational null implies the sharp mediational null, hence the term “sharper”.

I now define the mediational analogs to the previously-described desideratum of total effect measures taking their null value under the sharp(er) causal null.

**Definition 3** (Sharp(er) null criterion). An indirect effect measure satisfies the sharp(er) null criterion if it is null whenever the sharp(er) mediational null holds.

Since the class of distributions satisfying the sharp mediational null contains the class of distributions satisfying the sharper mediational null, an effect measure that satisfies the sharp null criterion will also satisfy the sharper null criterion.

Unfortunately, individual-level indirect effects, like individual-level total/overall effects, are never identified. This is due to the fact that both counterfactual mediators cannot be observed simultaneously for the same subject, hence the value of \( M(a') \) will be unknown for at least one of the two nested counterfactuals. Thus, population-level effects such as those defined in Section 2 are generally the causal contrasts of interest in mediation analysis.
The NIE satisfies the sharp null criterion (and, hence, the sharper null criterion) since under the mediational sharp null, \( Y_i(a, M_i(a)) = Y_i(a, M_i(a^*)) \) for all \( i \), hence \( E[Y(a, M(a))] - E[Y(a, M(a^*))] = 0 \). Since the NIE\(^R\) is equal to the NIE under Assumptions 1–6, the NIE\(^R\) will also satisfy the sharp null criterion (and, hence, the sharper null criterion) when these assumptions all hold. On the other hand, PE\( (m) \) (defined in Section 2.1) satisfies neither the sharp null nor the sharper null criterion under its corresponding identifying Assumptions 1, 2, 5, and 6, which is why it is not considered to be a valid indirect effect measure. The reason it does not satisfy these criteria is because when there is interaction between \( A \) and \( M \) on the additive scale in their effect on \( Y \), the controlled direct effect and total effect will differ for certain levels of \( m \) even when \( A \) has no effect on \( M \) for any unit (VanderWeele, 2009). For instance, consider the following simple example: for each \( a' \in \{a^*, a\} \), \( M(a') \sim \text{Bernoulli}(p) \) with \( 0 < p < 1 \) such that \( M_i(a^*) = M_i(a) \) for all \( i \), and \( Y(a', m) = a'm \). Then \( \text{TE} = (a - a^*)p \) and \( \text{CDE}(m) = (a - a^*)m \), so \( \text{PE}(m) = (a - a^*)(p - m) \), which is nonzero for both \( m = 0 \) and \( m = 1 \) even though \( A \) does not affect \( M \) for any unit. Essentially, the portion eliminated can detect mediation or interaction, but cannot distinguish between the two.

In addition to the sharp(er) null criterion, which ensures an indirect effect measure correctly detects when a mediational effect does not exist, one might also demand of an indirect effect measure that it be in the correct direction when individual-level mediational effects all agree in direction, i.e., qualitatively. Analogously to the monotonicity assumption often invoked to identify the local average treatment effect using instrumental variables, we may also define a mediational version of monotonicity. When an instrumental variable, say \( Z \), is available, the effect of \( Z \) on \( A \) is said to be *monotonic* if for all \( z^* < z \), either \( A_i(z^*) \leq A_i(z) \) for all \( i \) or \( A_i(z^*) \geq A_i(z) \) for all \( i \), where \( A_i(z') \) is the counterfactual exposure under an intervention setting \( Z_i \) to \( z' \) (Imbens and Angrist, 1994). One could likewise define the effect of \( A \) on \( Y \) to be *monotonic* if \( Y_i(a^*) \leq Y_i(a) \) for all \( i \) or \( Y_i(a^*) \geq Y_i(a) \) for all \( i \). I now
define a mediational analog to the monotonicity assumption.

**Definition 4** (Mediational monotonicity). A counterfactual distribution satisfies mediational monotonicity if for each $a' \in \{a^*, a\}$, either (a) $Y_i\{a', M_i(a)\} \leq Y_i\{a', M_i(a^*)\}$ for each $i$ in the population of interest or (b) $Y_i\{a', M_i(a)\} \geq Y_i\{a', M_i(a^*)\}$ for each $i$ in the population of interest.

The following property formalizes the notion that an indirect effect measure ought to be in the correct direction under mediational monotonicity.

**Definition 5** (Monotonicity criterion). An indirect effect measure satisfies the monotonicity criterion if it is no greater than its null value (e.g., zero for an effect measure on the difference scale) whenever version (a) of mediational monotonicity holds and no less than its null value whenever version (b) of mediational monotonicity holds.

Clearly, the NIE satisfies the monotonicity criterion since under monotonicity, either $Y_i\{a, M_i(a)\} \leq Y_i\{a, M_i(a^*)\}$ for all $i$, in which case $E[Y\{a, M(a)\}] - E[Y\{a, M(a^*)\}] \leq 0$, or $Y_i\{a, M_i(a)\} \geq Y_i\{a, M_i(a^*)\}$ for all $i$, in which case $E[Y\{a, M(a)\}] - E[Y\{a, M(a^*)\}] \geq 0$. An effect measure satisfying the monotonicity criterion will also satisfy the sharp null criterion (and in turn, the sharper null criterion) since the sharp mediational null implies both (a) and (b) in the definition of mediational monotonicity, and the monotonicity criterion implies the effect can be neither less than nor greater than its null value.

For the remainder of the article, I will refer to the sharp null, sharper null, and monotonicity criteria collectively as the *indirect effect measure criteria*, though these are not meant to be exhaustive, and additional desiderata could certainly be defined. In the following two sections, I will discuss whether the NIER satisfies these criteria under alternative sets of assumptions.
4 Indirect effects in the presence of an exposure-induced confounder

One of the implications of Assumption 4 is the proscription of the existence of an exposure-induced confounder. However, this assumption is not necessary for the nonparametric identification of the $\text{NIE}^R$. We will now consider satisfaction of the indirect effect measure criteria under an NPSEM-IE in the presence of an exposure-induced confounder $L$ as depicted in the DAG in Figure 2.

The NPSEM-IE corresponding to the DAG in Figure 2 is defined to be the system of structural equations $C = g_C(\varepsilon_C)$, $A = g_A(C, \varepsilon_A)$, $L = g_L(C, A, \varepsilon_L)$, $M = g_M(C, A, L, \varepsilon_M)$, and $Y = g_Y(C, A, L, M, \varepsilon_Y)$, where the functions $g_V$ and exogeneous error terms $\varepsilon_V$ are analogously defined as in the NPSEM-IE corresponding the DAG in Figure 1. Assumptions 1 and 3 are still implied under this model, but Assumption 2 is not. Instead, it can be replaced by the following assumption, which does hold under this model:

**Assumption 7.** $Y(a', m) \perp M \mid L, C, A = a'$ for all $a'$ and $m$.

While Assumption 4 does not hold under this model, other cross-world counterfactual assumptions are implied. Under this model and Assumption 6, the $\text{NIE}^R$ is nonparametri-
cally identified by
\[ \Psi_{NIE}^R(P) \equiv E \left[ \int_m \int_\ell E(Y \mid m, \ell, a, C) dF_{L|A,C}(\ell \mid a, C) \times \{ dF_{M|A,C}(m \mid a, C) - dF_{M|A,C}(m \mid a^*, C) \} \right]. \]

When Assumption 4 does hold, this reduces to \( \Psi_{NIE}^R(P) \).

Despite being identified, we have the following theorem regarding the indirect effect measure criteria:

**Theorem 1.** Under the NPSEM-IE corresponding to the DAG in Figure 2 and Assumption 6, the NIER does not satisfy any of the indirect effect measure criteria.

All proofs are provided in Section S4 of the supporting web materials. The proof of Theorem 1 gives a counterexample of a counterfactual distribution satisfying the NPSEM-IE corresponding to the DAG in Figure 2 as well as the sharp(er) mediational null, but under which the NIER is nonzero. While the exact details of the counterexample are unimportant, it does have some salient features that are helpful for understanding why the NIER does not satisfy the sharp(er) null criterion and how far from its null value it can be under the sharp(er) mediational null. First, the exogeneous error term corresponding to \( L, \varepsilon_L \), is a Bernoulli random variable. When \( \varepsilon_L = 0 \), \( M \) affects \( Y \), but there is no effect of \( A \) on \( M \), i.e., \( M(a^*) = M(a) \). When \( \varepsilon_L = 1 \), \( A \) affects \( M \); however, \( M \) has no effect on \( Y \), i.e., \( Y(a, 1) = Y(a, 0) \) and \( Y(a^*, 1) = Y(a^*, 0) \). Thus, while \( A \) will affect \( M \) for some units, and \( M \) will affect \( Y \) for others, there is no unit for whom both occur, and so the sharper mediational null holds, which in turn implies the sharp mediational null holds. This is a consequence of the presence of an interaction between \( L \) and \( A \) on \( M \) and between \( L \) and \( M \) on \( Y \). The other salient feature of the counterexample is that \( Y \) is a Bernoulli random variable, and depending on the probability parameters of \( \varepsilon_L \) and \( \varepsilon_M \), which are both Bernoulli, the NIER can be arbitrarily close to -1/4 or 1/4, as shown in the proof.
Hypothetically, if $L$ were not affected by $A$, $L$ would necessarily be included in $C$ in order to satisfy Assumption 2, and the NIE$^R$ would in fact satisfy the indirect effect measure criteria. This suggests that when $A$ does in fact affect $L$, one might be able to recover an identifiable effect satisfying the indirect effect measure criteria by replacing the intervention setting $M$ to $G(a')$ with an intervention setting $M$ to either (a) $G(a' \mid C, L)$, where $G(a' \mid C, L) \sim M(a') \mid C, L$ and $G(a' \mid C, L) \perp \perp Y(a, m) \mid C, L$, or (b) $G\{a' \mid C, L(a')\}$, where $G\{a' \mid C, L(a')\} \sim M(a') \mid C, L(a')$ and $G\{a' \mid C, L(a')\} \perp \perp Y(a, m) \mid C, L(a')$. Section S2 of the supporting web materials presents results showing that this is unfortunately not the case for either intervention.

One might take the view that the counterexample in the proof of Theorem 1 is a contrived pathological example and unlikely to arise in practice. Indeed, VanderWeele and Tchetgen Tchetgen (2017) appear to have anticipated such a counterexample:

 [...]when natural direct and indirect effects are not identified, it will only be in extremely unusual settings that the interventional analogue is non-zero, with there being no natural indirect effects. For that to occur, it would be necessary that the exposure affects the mediator for a set of individuals that is completely different from those for whom the mediator affects the outcomes, i.e., there is no overlap in those for whom exposure affects the mediator and for whom the mediator affects the outcome.

However, if one wishes to rule out such a counterexample, one must impose further assumptions on the model. Indeed, there exist assumptions under which the NIE$^R$ does satisfy the sharp null criterion. A trivial example of such an assumption is that any of the edges connected to $L$ apart from the edge from $C$ to $L$ in the DAG in Figure 2 are not present, such that $L$ is no longer an exposure-induced confounder, as was discussed in Section 2.

Another such assumption is suggested by the remark from VanderWeele and Tchetgen Tchetgen (2017) above, viz., an assumption that rules out the possibility of no overlap in those for
whom exposure affects the mediator and for whom the mediator affects the outcome. The following result states that while one formulation of such an assumption does recover satisfaction of the sharp(er) null criterion by the NIE\textsuperscript{R}, it still fails to satisfy the monotonicity criterion.

**Theorem 2.** Suppose that if \( M_i(a) \neq M_i(a^*) \) for some \( i \) and \( Y_j(a, m) \neq Y_j(a, m') \) for some \( j \) and \( m \neq m' \), then \( Y_k\{a, M_k(a^*)\} \neq Y_k\{a, M_k(a)\} \) for some \( k \). Then under the NPSEM-IE corresponding to the DAG in Figure 2 and Assumption 6, the NIE\textsuperscript{R} satisfies the sharp null and sharper null criteria, but not the monotonicity criterion.

Thus, if one were to rule out such a lack of overlap in the groups of individuals for whom each effect occurs, the NIE\textsuperscript{R} would indeed be useful for detecting the presence of an indirect effect. However, one could still not reliably learn the direction of such an effect, even if it were uniformly in the same direction (or null) for all individuals.

Section S3.1 of the supporting web materials gives an additional setting, wherein there is no mean \( L - M \) interaction on \( Y \), under which the NIE\textsuperscript{R} satisfies the indirect effect measure criteria in the presence of an exposure-induced confounder.

## 5 Indirect effects in the absence of cross-world counterfactual independencies

Recall that under Assumptions 1–3, 5, and 6, the NIE\textsuperscript{R} is nonparametrically identified by \( \Psi^{\text{NIE}}(P) \). While the absence of an exposure-induced confounder is not necessary for the identification of the NIE\textsuperscript{R}, we have the following theorem regarding the indirect effect measure criteria in the absence of cross-world counterfactual independencies.

**Theorem 3.** Suppose the counterfactual distribution follows the FFRCISTG corresponding to the DAG in Figure 1. Then the NIE\textsuperscript{R} does not satisfy any of the indirect effect measure
The intuition behind the proof comes from the following inequation under the sharp mediational null:

\[
E \{Y \{a, G(a)\}\} = E \{Y \{a, M(a)\}\} = E \{Y \{a, M(a^*)\}\}
\]

\[
= E \left[ \int_m E \{Y(a, m) \mid M(a^*) = m, C\} f_{M(a^*)\mid C}(m \mid C) d\mu(m) \right]
\]

\[
\neq E \left[ \int_m E \{Y(a, m) \mid C\} f_{M(a^*)\mid C}(m \mid C) d\mu(m) \right] = E \{Y \{a, G(a^*)\}\}.
\]

in general, since \(Y(a, m) \perp \perp M(a^*) | C\) is not implied by the FFRCISTG. However, the sharper mediational null does place constraints on the joint distribution of \(Y(a, m)\) and \(M(a^*)\), so a fully rigorous proof requires a counterexample to show that the sharper mediational null in addition to the FFRCISTG independence assumptions do not imply this cross-world counterfactual independence. Such a counterexample is provided in the proof in the supporting web materials.

Robins and Greenland (1992) and Robins (2003) showed that the NIE is identified under the FFRCISTG when there is no individual-level causal interaction between \(A\) and \(M\) on \(Y\). The following theorem relaxes this assumption slightly to one of no interaction on a conditional mean scale.

**Theorem 4.** Suppose there is no mean causal interaction between \(A\) and \(M\) on \(Y\) within all strata of \(M(a^*)\) and \(C\) on the additive scale, i.e.,

\[
E \{Y(a, m') - Y(a, m'') - Y(a^*, m') + Y(a^*, m'') \mid M(a^*), C\} = 0
\]

almost surely for all \(m'\) and \(m''\). Then under the FFRCISTG corresponding to the DAG in Figure 1, the NIE is equivalent to the NIE\(^R\) and the PE\( (m)\) for all \(m\), and is nonparametrically identified by \(\Psi_{NIE}(P)\).
While this no mean causal interaction assumption superficially resembles the identifying assumption that

\[ E\{Y(a, m) - Y(a^*, m) \mid M(a^*) = m, C\} = E\{Y(a, m) - Y(a^*, m) \mid C\} \]

for all \( m \) of Petersen et al. (2006) and van der Laan and Petersen (2008), these are in fact distinct. VanderWeele and Vansteelandt (2009) note that the latter assumption is essentially a disjunction of Assumption 4 and the assumption of no individual-level causal interaction between \( A \) and \( M \) on \( Y \).

**Corollary 1.** The NIE\textsuperscript{R} and the PE(\( m \)) satisfy the indirect effect measure criteria under the conditions in Theorem 4.

In fact, the no mean causal interaction assumption of Theorem 4 also identifies the NIE under the FFRCISTG corresponding to the DAG in Figure 2, i.e., in the presence of an exposure-induced confounder.

**Theorem 5.** Suppose there is no mean causal interaction between \( A \) and \( M \) on \( Y \) within all strata of \( M(a^*) \) and \( C \) on the additive scale as in Theorem 4. Then under the FFRCISTG corresponding to the DAG in Figure 2, the NIE is equivalent to the NIE\textsuperscript{R} and the PE(\( m \)) for all \( m \), and is nonparametrically identified by \( \Psi_{NIE}^R(P) \).

**Corollary 2.** The NIE\textsuperscript{R} and the PE(\( m \)) satisfy the indirect effect measure criteria under the conditions in Theorem 5.

Theorems 4 and 5 highlight the key role \( A-M \) interaction plays in mediation. Under the no mean causal interaction assumption of Theorems 4 and 5, the mean reference interaction (definition provided in the proof) of the four-way decomposition of VanderWeele (2014) is zero. The CDE(\( m \)) and the NIE account for the remaining terms in this decomposition, hence, we have NIE = TE - CDE(\( m \)) = PE(\( m \)) for all \( m \). We have previously seen the
portion eliminated to be identified under assumptions that hold both in the presence of an exposure-induced confounder and in the absence of cross-world counterfactual independencies. While we have also seen that the portion eliminated cannot distinguish between mediation and interaction and therefore does not satisfy the sharp(er) null criterion, by ruling out non-mediated interaction, we can indeed rely on it to detect mediation. Likewise, Corollaries 1 and 2 highlight that the same can be said of the NIE\(^R\) when non-mediated interaction is ruled out. Indeed, the NIE, NIE\(^R\), and PE\((m)\) all align under this no mean causal interaction assumption.

Section S3.2 of the supporting web materials gives additional settings under which the NIE\(^R\) satisfies the indirect effect measure criteria in the absence of cross-world counterfactual independencies. In particular, these criteria are satisfied under the separable effects model of Robins and Richardson (2010), and the sharp null and sharper null criteria are satisfied when \(M\) affects \(Y\) for every individual.

## 6 Non-mediational interpretations of the NIE\(^R\)

While the previous sections have demonstrated that the NIE\(^R\) lacks a true indirect effect interpretation, this does not mean that it lacks a useful causal interpretation. In fact, the NIE\(^R\) has a natural interpretation as a contrast of two hypothetical stochastic joint interventions (Didelez et al., 2006; Geneletti, 2007). These can be viewed as stochastic two-stage dynamic treatment regimes where the first stage is an intervention assigning the exposure level and the second stage is an intervention assigning the mediator level. Dynamic treatment regimes have traditionally depended on at most an individual’s observed data history prior to each stage, e.g., the intervention assigning the exposure may depend on baseline covariates \(C\), say \(A_{g^*} \sim g^*_A(a \mid C)\), and the intervention assigning the mediator may depend on both \(C\) and the intervened exposure \(A_{g^*}\), say \(M_{g^*} \sim g^*_M(m \mid A_{g^*}, C)\), where
$g_A^*$ and $g_M^*$ are user-specified, potentially degenerate intervention distributions.

More recently, interventions at a given stage involving the exposure at that same stage have gained popularity (Taubman et al., 2009; Díaz Muñoz and van der Laan, 2012; Moore et al., 2012; Haneuse and Rotnitzky, 2013; Young et al., 2019; Sani et al., 2020), and have proven useful for relaxing positivity conditions (Kennedy, 2019; Papadogeorgou et al., 2019). Such interventions may depend on the natural value of the observed exposure itself or its conditional distribution given the individual’s exposure and covariate history.

The joint interventions that are contrasted in the NIE and NIER correspond to these two types of interventions depending on the intervention variable in the second stage (i.e., the mediator), respectively. One important distinction, however, is that these two effects involve interventions depending on a counterfactual version of the mediator rather than the observed mediator. When the intervention is a function of the current observed exposure and possibly the covariate and exposure history, the average counterfactual outcome will be the same as that under an intervention setting the exposure to a random draw from the conditional distribution of this function of the observed exposure given the covariate and exposure history. This will not necessarily be the case when considering interventions depending on the counterfactual exposure and its corresponding conditional distribution, as we can see when contrasting the NIE and NIER.

The joint interventions that are contrasted in the NIE are as follows: one sets $A$ to the level $a$ and $M$ to the natural level the counterfactual $M(a)$ would have taken, and the other sets $A$ to the level $a$ and $M$ to the natural level the counterfactual $M(a^*)$ would have taken. On the other hand, the joint interventions that are contrasted in the NIER are as follows: one sets $A$ to the level $a$ and $M$ to a random draw from the conditional distribution of $M(a)$ given $C$ (i.e., the realization of the random variable $G(a)$ for a given individual), and the other sets $A$ to the level $a$ and $M$ to a random draw from the conditional distribution of $M(a^*)$ given $C$ (i.e., the realization of the random variable $G(a^*)$ for a given individual).
While these interventions depending on the counterfactual version of the mediator clearly differ from an intervention depending on the observed mediator, under Assumption 3, the distribution of the former is identified by the conditional distribution of $M$ given $C$ and $A$. Thus, the interventions in the $\text{NIE}^R$ can alternatively be interpreted as depending on the observed conditional distribution of the mediator. However, the same cannot be said of the NIE, since the counterfactual random variables $M(a)$ and $M(a^*)$ themselves are not observed, and the interventions in the NIE involve setting the mediator to these precise values rather than samples from their conditional distributions.

There is an alternative interpretation of the $\text{NIE}^R$ relating to the discussion of the identification formula of the natural direct effect in van der Laan and Petersen (2008). They discuss (a conditional version of) the causal parameter

$$E \left[ \int_m \{ Y(a, m) - Y(a^*, m) \} \, dF_{M(a^*)|C}(m \mid C) \right],$$

which is nonparametrically identified by $\Psi^{\text{NDE}}(P)$ even when Assumption 4 does not hold. They interpret this effect as “the [...] expectation [...] of a subject-specific average [...] of the $[m]$-specific individual controlled direct effects $[Y(a, m) - Y(a^*, m)]$, averaged with respect to the conditional distribution of $[M(a^*)]$ given $[C]$.” This parameter is equivalent to the $\text{NDE}^R$. Similarly, we have

$$\text{NIE}^R = E \left[ \int_m Y(a, m) \left\{ dF_{M(a)|C}(m \mid C) - dF_{M(a^*)|C}(m \mid C) \right\} \right].$$

Thus, the $\text{NIE}^R$ can be interpreted as the difference in means of two subject-specific averages of the $m$-specific individual counterfactual $Y(a, m)$, comparing one that is averaged with respect to the conditional distribution of $M(a)$ given $C$ and another that is averaged with respect to the conditional distribution of $M(a^*)$ given $C$.  
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7 Related randomized interventional indirect effect measures

Lin and VanderWeele (2017) defined generalizations of the NIE$^R$ to arbitrary path-specific effects, which they showed to be nonparametrically identified under FFRCISTGs corresponding to elaborated versions of the DAG in Figure 2 with additional intermediate variables. As these contain the NIE$^R$ as a special case, we already know that one member of this class fails to satisfy the indirect effect measure criteria without stronger assumptions. There exist conventional (i.e., non-randomized interventional) path-specific effects that are nonparametrically identified in this setting, though many are not identified (Avin et al., 2005; Shpitser, 2013; Zhou, 2021). It seems likely that when the corresponding non-interventional path-specific effect is identified, the interventional and non-interventional path-specific effects will share the same identification formula, and that the former will satisfy the analogous path-specific effect measure criteria with respect to the causal path it is defined in terms of. However, when the corresponding path-specific effect is not identified, it seems unlikely that such an effect will satisfy its corresponding path-specific effect measure criteria. This is merely conjecture, and I do not prove such a result here. However, given that one member of this class fails to satisfy its corresponding effect measure criteria when its corresponding non-interventional effect is not identified, the burden of proof would seem to be on demonstrating that any of the other randomized interventional path-specific effects do satisfy them, rather than that they do not.

Variations of randomized interventional indirect effects have also been used in health disparities research, where alternative formulations are of interest due to disagreements around manipulability of certain characteristics such as race. VanderWeele and Robinson (2014) first considered a version of the randomized interventional indirect effect that conditions on the exposure being set to a particular level rather than defining the counterfactual
outcome under an intervention on the exposure. Instead, the counterfactual is only defined with respect to an intervention on the intermediate variable $M$, and randomized interventions on $M$ corresponding to different levels of the exposure are contrasted. In particular, they define their indirect effect to be

$$E[Y\{H(a)\} \mid A = a, H(a^*), C] - E[Y\{H(a^*)\} \mid A = a, H(a^*), C],$$

where $H(a')$ is defined to be a random draw from the conditional distribution of $M$ given $A = a'$ and $C$. When the exposure is considered to be manipulable such that counterfactuals $Y(a', m)$ are well-defined and Assumption 3 holds, $H(a')$ is equivalent to $G(a')$; however, this effect definition relaxes both of these assumptions. If additionally, Assumption 1 holds, then the above indirect effect is equivalent to a conditional version of the NIE$^R$, and its expectation will be equivalent to the NIE$^R$ itself. Clearly, under the nonparametric identification assumptions for the NIE$^R$, the indirect effect of VanderWeele and Robinson (2014) will not satisfy any of the indirect effect measure criteria since it is equivalent to the NIE$^R$ under these assumptions. VanderWeele and Robinson (2014) show their indirect effect to be nonparametrically identified under Assumption 2, which is clearly weaker than the identifying assumptions of the NIE$^R$, hence it will not satisfy any of the indirect effect measure criteria under this weaker assumption.

Having said this, VanderWeele and Tchetgen Tchetgen (2017) made the case that a true mediational interpretation is arguably not the effect measure of primary interest in disparities research. Indeed, if the exposure is thought not to be manipulable, then the indirect effect measure criteria themselves are not meaningful. Instead, this effect is interpreted as the amount of change in the outcome among the population with $A = a$ (e.g., a disadvantaged population) and baseline covariates $C$ if the mediator distribution for this population were to be intervened on to be (randomly at the individual level) set equal to that of the population with $A = a^*$ (e.g., an advantaged population). This interpretation makes the effect useful for identifying sources of disparities between groups that may or
may not happen to be causally downstream from group membership. The presence of such an effect suggests that interventions targeting the intermediate variable may be effective at reducing the disparity in view. Jackson and VanderWeele (2018) connected the effect of VanderWeele and Robinson (2014) to a component of the Kitagawa–Blinder–Oaxaca decomposition (Kitagawa, 1955; Blinder, 1973; Oaxaca, 1973) that is used to study discrimination in the economics literature, and established sets of conditions under which the latter can have a causal interpretation. Jackson (2020) observed that in the bioethics and health services literature, disparities are defined using associational rather than causal language. He instead distinguished sets of “allowable” from “non-allowable” covariates to consider conditioning on in defining the estimand of interest. Such distinctions are made based on whether one would deem a covariate as an acceptable source of association between group membership and the outcome in the sense of reflecting equity value judgments. Based on this, he presented a refined version of the indirect effect of VanderWeele and Robinson (2014), which considers more meaningful choices of what to condition on in the estimand. The covariates in the conditional expectation of $Y$ and in the intervention distribution $H$ need not align, and each may be distinct from the set of covariates satisfying Assumption 2.

8 Interpretation of the NIER in the Harvard PEPFAR data set

Recall the Harvard PEPFAR data application introduced in Section 2. The variables $L$ and $C$ have not yet been defined in the context of this example, and $M$ requires further elaboration; the variables $A$ and $Y$ are exactly as described in Section 2. The potential exposure-induced confounder $L$ is a vector consisting of (a) an indicator of the presence of any lab toxicity over the first six months after initiation of therapy, and (b) a trichotomiza-
tion of a continuous measure of adherence based on pill counts averaged over the same six months, with cutoffs at 80% and 95%. The mediator $M$ is the same measure of adherence as in $L$, but averaged over the subsequent six months. Lastly, the vector of baseline covariates $C$ consists of sex, age, marital status, WHO stage, hepatitis C virus, hepatitis B virus, CD4+ cell count, viral load, the tertiary hospital affiliated with the patient’s clinic, and whether the patient visited that tertiary hospital or an affiliated clinic.

Miles et al. (2017a) gave both point estimates and partial identification bounds of the natural indirect effect under various sets of causal assumptions. Under the NPSEM-IE corresponding to the DAG in Figure 1, i.e., assuming neither toxicity nor any other event is an exposure-induced confounder, the natural indirect effect was estimated to be $\hat{\psi}_{\text{NIE}} \equiv \hat{\psi}_{\text{NIE}}(\hat{P}) = 0.0014$ and was not found to be statistically significant. Nonetheless, for purposes of illustration, I will consider here the causal interpretation of effects corresponding to the identification formula $\Psi_{\text{NIE}}(P)$ if this were hypothetically known to be the true value of this statistical parameter.

Under the FFRCISTG corresponding to the DAG in Figure 2, the NIER is nonparametrically identified, and if one is further willing to assume that there is no exposure-induced confounder, then it is equal to $\Psi_{\text{NIE}}(P)$. According to Theorems 1 and 3, the NIER lacks a mediational interpretation without any further assumptions. Thus, if the NIER were known to be 0.0014, this would not constitute evidence that adherence mediates the effect of ART regimen on virologic failure for any patient. However, this effect does have nonmediational interpretations as discussed in Section 6. In particular, under the FFRCISTG corresponding to the DAG in Figure 1, the effect estimate $\hat{\psi}_{\text{NIE}} = 0.0014$ has the following interpretation: Under an intervention assigning all patients to receive AZT+3TC+NVP, the risk of virologic failure would be 0.14% higher under a subsequent intervention forcing adherence to be a random draw from the conditional distribution of the level at which patients would have adhered under AZT+3TC+NVP within the stratum of their observed
baseline covariates than it would have been under a subsequent intervention forcing adherence to instead be a random draw from the conditional distribution of the level at which patients would have adhered under TDF+3TC/FTC+NVP within the stratum of their observed baseline covariates. Alternatively, the interpretation of van der Laan and Petersen (2008) is as follows: The risk of virologic failure under an intervention assigning all patients to receive AZT+3TC+NVP and forcing all of their adherence levels to $m$ is 0.14% higher when averaging over $m$ according to the distribution of the level at which patients would have adhered under AZT+3TC+NVP within the stratum of their observed baseline covariates than it is when averaging over $m$ according to the conditional distribution of the level at which patients would have adhered under TDF+3TC/FTC+NVP within the stratum of their observed baseline covariates.

As has been shown, there are a number of conditions under which the NIE$^R$ does satisfy the sharp(er) null criterion. This means that under any such conditions, if the NIE$^R$ were known to be 0.0014, we could conclude that adherence mediates the effect of ART regimen on virologic failure for at least some patients. Here, the meaning of the word “mediates” changes slightly depending on which criterion is being considered. The sharp null criterion corresponds to mediation meaning an intervention changing ART regimen leads to a change in adherence level, and this induced change in adherence leads to a change in virologic failure, whereas the sharper null criterion corresponds to mediation meaning an intervention changing ART regimen leads to a change in adherence level, and an intervention changing adherence level leads to a change in virologic failure. Under most, but not all, of the conditions under which the NIE$^R$ satisfies the sharp(er) null criterion, it will also satisfy the monotonicity criterion. In these cases, if the NIE$^R$ were known to be 0.0014, we could conclude that AZT+3TC+NVP causes an increased risk of virologic failure relative to TDF+3TC/FTC+NVP through its effect on adherence for at least some patients.
The conditions of Theorem 1 imply that adherence over the second six months is effectively randomized within strata of baseline covariates, ART regimen, levels of toxicity, and adherence over the first six months, such that it is independent of virologic failure under an intervention setting ART regimen and adherence over the second six months to any arbitrary value. The conditions of Theorem 3 imply that there is no confounder of the effect of adherence on virologic failure that is differentially affected between the two ART regimens. In particular, toxicity (a) is not differentially affected by the ART regimen, (b) does not affect adherence, or (c) does not affect virologic failure. The potential violation of these three conditions is what motivated the work in Miles et al. (2017b), which deals with toxicity as an exposure-induced confounder. See this article for discussion on why these are thought to be violated. Under either set of conditions for these two theorems, the NIE\textsuperscript{R} fails to satisfy any of the indirect effect measure criteria, and only has the non-mediational interpretation given above.

The conditions of Theorem 2 imply that the existence of some patients for whom ART regimen differentially affects adherence and some for whom adherence affects virologic failure means that these two groups overlap in the sense that for some of these patients, both their ART regimen affects their adherence level, and the resulting change in their adherence level affects whether they experience virologic failure. Under these conditions, the NIE\textsuperscript{R} will satisfy the sharp(er) null criterion, but not the monotonicity criterion.

Theorem 4 and Corollary 1 will hold if, in addition to the conditions in Theorem 3, there is no mean causal interaction between ART regimen and adherence on virologic failure within each stratum of covariates and adherence level under an intervention assigning patients to TDF+3TC/FTC+NVP. Similarly, Theorem 5 and Corollary 2 will hold if, in addition to the conditions in Theorem 1, there is no mean causal interaction between ART regimen and adherence on virologic failure within each stratum of covariates and adherence level under an intervention assigning patients to TDF+3TC/FTC+NVP. Under these con-
ditions, the NIE will satisfy all of the indirect effect measure criteria. Additionally, the portion eliminated would also be equal to the NIE for all levels \( m \) of adherence over the second six months. This means that, under the conditions of Theorem 4, the differential effect of ART regimen on risk of virologic failure would be reduced by 0.0014 under an intervention setting adherence over the second six months to any particular level.

Under the conditions of Theorem 4 both the NIE and the NIE will be equal to \( \Psi^\text{NIE}(P) \). As such, we have the following interpretation of the estimate \( \hat{\psi}^\text{NIE} = 0.0014 \): The risk of virologic failure is 0.14% higher under an intervention assigning patients to AZT+3TC+NVP than it would be if adherence were to be forced to the level it would have been had patients instead been assigned to TDF+3TC/FTC+NVP. That is, when fixing the ART regimen to AZT+3TC+NVP, it is the change in the risk of virologic failure due to the change in adherence caused by a change in ART regimen from TDF+3TC/FTC+NVP to AZT+3TC+NVP. This is a true mediational interpretation, in that it captures a change in the risk of virologic failure due to a change in adherence induced by a change in ART regimen. The interpretation under the conditions of Theorem 5 is exactly the same, except the NIE and the NIE are instead identified by \( \Psi^\text{NIE}_R(P) \).

9 Discussion

In this article, I have defined the sharp null, sharper null, and monotonicity criteria. I argue that the first is an essential criterion that any effect measure claiming a conventional mediational interpretation with respect to a single mediator or single set of mediators ought to satisfy. The second criterion is a somewhat weaker version not involving so-called cross-world counterfactuals, which some may prefer. In particular, these criteria assert that any true mediational effect measure ought to take its null value when there is no mediated effect for any individual in the population of interest, with each version corresponding to a
slightly different interpretation of the term “mediated effect”. The monotonicity criterion is essential for an indirect effect measure to have utility beyond merely detecting the presence of an indirect effect, and to instead be able to correctly identify, at least for some subjects, the direction of the indirect effect.

Causal mediation analysis is known to be challenging and to rely on a much heavier set of assumptions for identification than most other sorts of causal estimands. The recent dominating trend in methodological development for causal mediation has been to circumvent such assumptions by redefining the target causal parameter to one that closely resembles the natural indirect effect or related path-specific effect, but remains identified even in the presence of exposure-induced confounders and/or in the absence of cross-world counterfactual independence assumptions. This article demonstrates that thus far, these relaxations have resulted in a failure to satisfy the indirect effect measure criteria, and thereby a loss of a true mediational interpretation, at least in terms of the conventional understanding of the word. Thus, in the current state of affairs, identification of true causal mediated effects remains challenging. An essential open question is whether there exist any nontrivial effect measures that satisfy these criteria, either in the presence of an exposure-induced confounder or in the absence of cross-world counterfactual independencies. The existence of such an effect measure would have profound implications for longitudinal mediation with time-varying exposures—a setting in which exposure-induced confounders proliferate.

Despite these negative results for randomized interventional indirect effects, I have reviewed alternative meaningful causal interpretations of such effects. These involve stochastic and dynamic interventions on the mediator that depend on the distribution of either the counterfactual or observed value of the mediator. In practice, there are many possible stochastic and dynamic interventions that can be performed on the mediator, and care should be taken to decide which of these interventions is of greatest scientific interest for a
given problem. This will at times be the interventions assigning $M$ to follow the conditional distributions of $M(a)$ or $M(a^*)$ given baseline covariates (as in the NIER), or alternatively the conditional distribution of $M$ given $A = a$ or $A = a^*$ and baseline covariates (as in the randomized interventional effects that avoid interventions on the exposure described in Section 7). In fact, we have seen the latter interventions to be directly relevant to studies seeking to identify and eliminate sources of disparities. In such settings, quantities related to randomized interventional indirect effects have extremely useful interpretations apart from mediational interpretations. However, based on the findings in this article, one should resist the temptation to imbue randomized interventional indirect effects with a mechanistic mediational interpretation when the indirect effect measure criteria are not satisfied, or to select such an effect as a substitute for the natural indirect effect if the scientific question is focused on mediation.

**Acknowledgments**

I would like to thank John Jackson, Ilya Shpitser, and Eric Tchetgen Tchetgen for helpful discussions, and two reviewers and an associate editor for constructive comments that have helped to strengthen the content and clarity of the article. I would also like to thank Phyllis Kanki (Harvard) and APIN Public Health Initiatives for the use of the PEPFAR data example.

**References**

Avin, C., Shpitser, I., and Pearl, J. (2005). Identifiability of path-specific effects. In *IJCAI-05, Proceedings of the Nineteenth International Joint Conference on Artificial Intelligence*, pages 357–363. 29
Blinder, A. S. (1973). Wage discrimination: reduced form and structural estimates. *Journal of Human Resources*, pages 436–455. 31

Devick, K. L., Valeri, L., Chen, J., Jara, A., Bind, M.-A., and Coull, B. A. (2022). The role of body mass index at diagnosis of colorectal cancer on black–white disparities in survival: a density regression mediation approach. *Biostatistics*, 23(2):449–466. 4

Díaz, I., Hejazi, N. S., Rudolph, K. E., and van der Laan, M. J. (2021). Nonparametric efficient causal mediation with intermediate confounders. *Biometrika*, 108(3):627–641. 4

Díaz Muñoz, I. and van der Laan, M. (2012). Population intervention causal effects based on stochastic interventions. *Biometrics*, 68(2):541–549. 27

Didelez, V., Dawid, A., and Geneletti, S. (2006). Direct and indirect effects of sequential treatments. In 23rd Annual Conference on Uncertainty in Artificial Intelligence. 3, 4, 26

Geneletti, S. (2007). Identifying direct and indirect effects in a non-counterfactual framework. *Journal of the Royal Statistical Society: Series B (Statistical Methodology)*, 69(2):199–215. 3, 4, 26

Haneuse, S. and Rotnitzky, A. (2013). Estimation of the effect of interventions that modify the received treatment. *Statistics in Medicine*, 32(30):5260–5277. 27

Imbens, G. W. and Angrist, J. D. (1994). Identification and estimation of local average treatment effects. *Econometrica: Journal of the Econometric Society*, pages 467–475. 18

Jackson, J. W. (2020). Meaningful causal decompositions in health equity research: Definition, identification, and estimation through a weighting framework. *Epidemiology*, 32(2):282–290. 31

38
Jackson, J. W. and VanderWeele, T. J. (2018). Decomposition analysis to identify intervention targets for reducing disparities. *Epidemiology (Cambridge, Mass.)*, 29(6):825.

Kennedy, E. H. (2019). Nonparametric causal effects based on incremental propensity score interventions. *Journal of the American Statistical Association*, 114(526):645–656.

Kitagawa, E. M. (1955). Components of a difference between two rates. *Journal of the American Statistical Association*, 50(272):1168–1194.

Lin, S.-H. and VanderWeele, T. (2017). Interventional approach for path-specific effects. *Journal of Causal Inference*, 5(1).

Loh, W. W., Moerkerke, B., Loeys, T., and Vansteelandt, S. (2022). Nonlinear mediation analysis with high-dimensional mediators whose causal structure is unknown. *Biometrics*, 78(1):46–59.

Lok, J. J. (2015). Organic direct and indirect effects with post-treatment common causes of mediator and outcome. *arXiv preprint arXiv:1510.02753*.

Lok, J. J. (2016). Defining and estimating causal direct and indirect effects when setting the mediator to specific values is not feasible. *Statistics in Medicine*, 35(22):4008–4020.

Lok, J. J. and Bosch, R. J. (2021). Causal organic indirect and direct effects: closer to the original approach to mediation analysis, with a product method for binary mediators. *Epidemiology*, 32(3):412–420.

Miles, C. H., Kanki, P., Meloni, S., and Tchetgen Tchetgen, E. J. (2017a). On partial identification of the natural indirect effect. *Journal of Causal Inference*, 5(2).
Miles, C. H., Shpitser, I., Kanki, P., Meloni, S., and Tchetgen Tchetgen, E. J. (2017b). Quantifying an adherence path-specific effect of antiretroviral therapy in the Nigeria PEPFAR program. *Journal of the American Statistical Association*, 112(520):1443–1452.

Miles, C. H., Shpitser, I., Kanki, P., Meloni, S., and Tchetgen Tchetgen, E. J. (2020). On semiparametric estimation of a path-specific effect in the presence of mediator-outcome confounding. *Biometrika*, 107(1):159–172.

Mittinty, M. N. and Vansteelandt, S. (2020). Longitudinal mediation analysis using natural effect models. *American Journal of Epidemiology*, 189(11):1427–1435.

Moore, K. L., Neugebauer, R., van der Laan, M. J., and Tager, I. B. (2012). Causal inference in epidemiological studies with strong confounding. *Statistics in Medicine*, 31(13):1380–1404.

Nguyen, T. Q., Schmid, I., Ogburn, E. L., and Stuart, E. A. (2022). Clarifying causal mediation analysis: Effect identification via three assumptions and five potential outcomes. *Journal of Causal Inference*, 10(1):246–279.

Nguyen, T. Q., Schmid, I., and Stuart, E. A. (2021). Clarifying causal mediation analysis for the applied researcher: Defining effects based on what we want to learn. *Psychological Methods*, 26(2):255.

Oaxaca, R. (1973). Male-female wage differentials in urban labor markets. *International Economic Review*, pages 693–709.

Papadogeorgou, G., Mealli, F., and Zigler, C. M. (2019). Causal inference with interfering units for cluster and population level treatment allocation programs. *Biometrics*, 75(3):778–787.
Pearl, J. (1995). Causal diagrams for empirical research. *Biometrika*, 82(4):669–688.

Pearl, J. (2001). Direct and indirect effects. In *Proceedings of the Seventeenth Conference on Uncertainty in Artificial Intelligence*, pages 411–420. Morgan Kaufmann Publishers Inc.

Petersen, M. L., Sinisi, S. E., and van der Laan, M. J. (2006). Estimation of direct causal effects. *Epidemiology*, 17(3):276–284.

Robins, J. M. (1986). A new approach to causal inference in mortality studies with a sustained exposure period-application to control of the healthy worker survivor effect. *Mathematical Modelling*, 7(9):1393–1512.

Robins, J. M. (2003). Semantics of causal DAG models and the identification of direct and indirect effects. *Highly Structured Stochastic Systems*, pages 70–81.

Robins, J. M. and Greenland, S. (1992). Identifiability and exchangeability for direct and indirect effects. *Epidemiology*, pages 143–155.

Robins, J. M. and Richardson, T. S. (2010). Alternative graphical causal models and the identification of direct effects. *Causality and Psychopathology: Finding the Determinants of Disorders and Their Cures*, pages 103–158.

Rudolph, K. E. and Díaz, I. (2022). Efficiently transporting causal direct and indirect effects to new populations under intermediate confounding and with multiple mediators. *Biostatistics*, 23(3):789–806.

Sani, N., Lee, J., and Shpitser, I. (2020). Identification and estimation of causal effects defined by shift interventions. In *Conference on Uncertainty in Artificial Intelligence*, pages 949–958. PMLR.
Shpitser, I. (2013). Counterfactual graphical models for longitudinal mediation analysis with unobserved confounding. *Cognitive Science, 37*(6):1011–1035. 4, 29

Taubman, S. L., Robins, J. M., Mittleman, M. A., and Hernán, M. A. (2009). Intervening on risk factors for coronary heart disease: an application of the parametric g-formula. *International Journal of Epidemiology, 38*(6):1599–1611. 27

Tchetgen Tchetgen, E. J. and Phiri, K. (2014). Bounds for pure direct effect. *Epidemiology (Cambridge, Mass.), 25*(5):775–776. 13

van der Laan, M. J. and Petersen, M. L. (2008). Direct effect models. *The International Journal of Biostatistics, 4*(1):1–27. 3, 4, 25, 28, 33

VanderWeele, T. J. (2009). Mediation and mechanism. *European Journal of Epidemiology, 24*(5):217–224. 18

VanderWeele, T. J. (2014). A unification of mediation and interaction: a four-way decomposition. *Epidemiology (Cambridge, Mass.), 25*(5):749. 25

VanderWeele, T. J. (2015). *Explanation in Causal Inference: Methods for Mediation and Interaction*. Oxford University Press. 2, 15

VanderWeele, T. J. and Robinson, W. R. (2014). On causal interpretation of race in regressions adjusting for confounding and mediating variables. *Epidemiology (Cambridge, Mass.), 25*(4):473. 29, 30, 31

VanderWeele, T. J. and Tchetgen Tchetgen, E. J. (2017). Mediation analysis with time varying exposures and mediators. *Journal of the Royal Statistical Society. Series B, Statistical Methodology, 79*(3):917. 4, 22, 30

VanderWeele, T. J. and Vansteelandt, S. (2009). Conceptual issues concerning mediation, interventions and composition. *Statistics and its Interface, 2*:457–468. 25
VanderWeele, T. J., Vansteelandt, S., and Robins, J. M. (2014). Effect decomposition in the presence of an exposure-induced mediator-outcome confounder. *Epidemiology (Cambridge, Mass.)*, 25(2):300. 4, 9, 10

Vansteelandt, S. and Daniel, R. M. (2017). Interventional effects for mediation analysis with multiple mediators. *Epidemiology (Cambridge, Mass.)*, 28(2):258. 4

Vansteelandt, S., Linder, M., Vandenbergh, S., Steen, J., and Madsen, J. (2019). Mediation analysis of time-to-event endpoints accounting for repeatedly measured mediators subject to time-varying confounding. *Statistics in Medicine*, 38(24):4828–4840. 4

Wright, S. (1921). Correlation and causation. *Journal of Agricultural Research*, 20(7):557–585. 2

Xia, F. and Chan, K. C. G. (2021). Identification, semiparametric efficiency, and quadruply robust estimation in mediation analysis with treatment-induced confounding. *Journal of the American Statistical Association*, pages 1–10. 4

Young, J. G., Logan, R. W., Robins, J. M., and Hernán, M. A. (2019). Inverse probability weighted estimation of risk under representative interventions in observational studies. *Journal of the American Statistical Association*, 114(526):938–947. 27

Zheng, W. and van der Laan, M. J. (2017). Longitudinal mediation analysis with time-varying mediators and exposures, with application to survival outcomes. *Journal of Causal Inference*, 5(2). 4

Zhou, X. (2021). Semiparametric estimation for causal mediation analysis with multiple causally ordered mediators. *Journal of the Royal Statistical Society: Series B (Statistical Methodology)*, (just-accepted). 29
S1 General definitions of NPSEM-IE and FFRCISTG

For a given causal DAG $\mathcal{G}$, let $\mathcal{V}$ denote the set of nodes in $\mathcal{G}$, $\text{pa}_V$ denote the set of parents of $V$ in $\mathcal{G}$ for each $V \in \mathcal{V}$, and $\mathbf{v}_X$ denote the subset of $v \in \text{supp}(\mathcal{V})$ corresponding to the subset $X \subset \mathcal{V}$, where $\text{supp}(\cdot)$ indicates the support of its argument. Further, let $V(\text{pa}_V)$ denote the counterfactual value of $V$ under an intervention assigning its parents in $\mathcal{G}$ to $\text{pa}_V$. The first causal model is the nonparametric structural equation model with independent errors (NPSEM-IE) (Pearl, 1995), which consists of all counterfactual probability distributions for which all sets of counterfactuals in the collection $\{\{V(\text{pa}_V) \mid \text{pa}_V\} \mid \forall V \in \mathcal{V}\}$ are mutually independent. The second is the finest fully randomized causally interpretable structured tree graph (FFRCISTG) (Robins, 1986), which consists of all counterfactual probability distributions for which all counterfactuals in the collection $\{V(\text{pa}_V) \mid \forall V \in \mathcal{V}, \text{pa}_V = \mathbf{v}_{\text{pa}_V}\}$ are mutually independent for each $\mathbf{v} \in \text{supp}(\mathcal{V})$. The independence assumptions imposed by the NPSEM-IE imply those of the FFRCISTG, hence the latter model contains in the former. The NPSEM-IE includes counterfactual independencies that are known as cross-world counterfactual independencies.
S2 Results for randomized interventional indirect effects defined in terms of an exposure-induced confounder L

**Theorem S1.** Under the NPSEM-IE corresponding to the DAG in Figure 2 and Assumption 6, the effect measure \( E[Y\{a, G(a \mid C, L)\}] - E[Y\{a, G(a^* \mid C, L)\}] \) is nonparametrically identified by

\[
E \{E(Y \mid L, a, C)\} - E \{E(E(Y \mid M, L, a) \mid L, a^*, C)\},
\]

but does not satisfy any of the indirect effect measure criteria.

The proof of Theorem S1 uses the same counterexample as that used in the proof of Theorem 1. Thus, the role that \( L \) plays in Theorem S1 is identical to that in Theorem 1. The former theorem simply demonstrates that satisfaction of the indirect effect measure criteria is not recovered by further conditioning on \( L \) in the construction of the randomized analog to the counterfactual \( M(a') \).

**Theorem S2.** Under the NPSEM-IE corresponding to the DAG in Figure 2 and Assumption 6, the effect measure \( E(Y[a, G\{a \mid C, L(a)\}] - E(Y[a, G\{a^* \mid C, L(a^*)\}]) \) is equal to the NIE, and is not nonparametrically identified.

Zheng and van der Laan (2017) (in the point treatment special case of their longitudinal setting) and Nguyen et al. (2022) consider an effect that is closely related to the effect considered in Theorem S2, but with a subtle distinction. Their effect is also defined with respect to the same interventional distribution, i.e., \( M(a') \mid C, L(a') \); however, instead of drawing from this distribution at the value naturally taken by the counterfactual \( L(a') \), they draw from the distribution \( M(a') \mid C, L(a') = \ell \), where \( \ell \) is the natural value taken.
instead by $L(a)$. The nonparametric identification formula for this effect is in fact equivalent to that of the path-specific effect through $M$ but not $L$ considered in Avin et al. (2005), Miles et al. (2017), and Miles et al. (2020) for an appropriate choice of the treatment levels in the effect definition. As this path-specific effect only captures part of the indirect effect of $A$ on $Y$ through $M$, it seems quite likely that there could be distributions in which there is cancellation of effects between effects along the paths $A \rightarrow M \rightarrow Y$ and $A \rightarrow L \rightarrow M \rightarrow Y$ at the individual level, such that the sharp(er) mediational null with respect to the indirect effect along all paths from $A$ to $Y$ through $M$ holds. However, in this case, the path-specific effect may be non-null. Since the effect of Zheng and van der Laan (2017) and Nguyen et al. (2022) is equal to this path-specific effect when both are identified, the sharp(er) null criterion appears unlikely to hold for either of these effects. Having said this, the path-specific effect does have a meaningful mediational interpretation, albeit with respect to a different causal pathway than the one quantified by the NIE, and the randomized interventional effect of Zheng and van der Laan (2017) and Nguyen et al. (2022) offer an alternative interventional interpretation of this effect.

S3 Additional assumptions under which the NIE$^R$ satisfies the indirect effect measure criteria

S3.1 In the presence of an exposure-induced confounder

An assumption under which satisfaction of the sharp null, sharper null, and monotonicity criteria is recovered is that there is no mean $L$-$M$ interaction on $Y$ on the additive scale, i.e.,

$$E(Y | m', \ell', a', C) - E(Y | m'', \ell', a', C) = E(Y | m', \ell'', a', C) - E(Y | m'', \ell'', a', C)$$
almost surely for all $a', \ell', \ell'', m'$, and $m''$. Tchetgen Tchetgen and VanderWeele (2014) showed that the NIE is nonparametrically identified under this assumption even in the presence of an exposure-induced confounder.

**Theorem S3.** Suppose there is no mean interaction between $L$ and $M$ on $Y$ on the additive scale. Then under the NPSEM-IE corresponding to the DAG in Figure 2 and Assumption 6, $NIE^R = NIE$, and both satisfy the indirect effect measure criteria.

While satisfaction of these criteria is recovered for the $NIE^R$ under these assumptions, they also suffice to nonparametrically identify the NIE. Thus, under such a setting, the $NIE^R$ does not appear to offer a clear advantage over the NIE in terms of quantifying a mediated effect.

Rudolph et al. (2018) considered estimation of the $NIE^R$ in the presence of an exposure-induced confounder under an instrumental variable-like setting in which the exposure has no direct effect on the mediator with respect to the exposure-induced confounder. That is, $A$ is playing the role of an instrumental variable with respect to a study of the effect of $L$ on $M$. The counterexample in the proof of Theorem 1 does not belong to this model, as $A$ does have a direct effect on $M$ with respect to $L$, hence it is unclear whether the $NIE^R$ will satisfy the indirect effect measure criteria in such a setting. This is an interesting open question worth exploring.

**S3.2 In the absence of cross-world counterfactual independencies**

Another way the indirect effect measure criteria can be recovered is under what are known as separable effects of the exposure. This assumption was first proposed by Robins and Richardson (2010) as a way to identify the NIE without requiring cross-world counterfactual independence assumptions. This has since gained popularity both for identifying mediated effects (Didelez, 2019; Robins et al., 2022) and for handling competing risks in survival analysis.
(Stensrud et al., 2020). The separable effects model is the FFRCISTG corresponding to the DAG in Figure S1, which is an extended version of the DAG in Figure 1 where the red, bolded arrows indicate a deterministic relationship. The model asserts that the effect of $A$ on $M$ and $Y$ can be separated into two components, $N$ and $O$, where $N$ completely mediates the effect of $A$ on $M$ and has no direct effect on $Y$, and $O$ completely mediates the direct effect of $A$ on $Y$ and has no effect on $M$. Robins and Richardson (2010) showed that the NIE is nonparametrically identified under the FFRCISTG corresponding to a version of the DAG in Figure S1 where $A$ is randomized, such that there is no arrow from $C$ to $A$. The extension to the observational setting is trivial.

**Theorem S4.** Under the FFRCISTG corresponding to the DAG in Figure S1, the NIE is equal to the NIE and satisfies the indirect effect measure criteria.

Another way the sharp null and sharper null criteria can be recovered is if $M$ affects $Y$ for every individual.

**Theorem S5.** Suppose that for each subject $i$, either $Y_i(a^*, m) \neq Y_i(a^*, m')$ or $Y_i(a, m) \neq Y_i(a, m')$ for all $m$ and $m'$ in the support of $M$. Then under the FFRCISTG corresponding to the DAG in Figure 1, the NIE satisfies both the sharp null and sharper null criteria.
In this case, the NIE is not nonparametrically identified, so the NIE\(^R\) does hold an advantage over the NIE as an indirect effect measure in this setting. However, it seems unlikely in most practical applications that one would have knowledge that there is an effect of \(M\) on \(Y\) for each individual. Additionally, it is not clear in this case whether the NIE\(^R\) satisfies the monotonicity criterion.

**S4 Proofs**

*Proof of Theorem 1.* Suppose \(A\) is randomized such that \(C\) is the empty set with \(a = 1\) and \(a^* = 0\), and suppose the counterfactual distribution belonging to the NPSEM-IE is

\[
A = \varepsilon_A \\
L = A\varepsilon_L + (1 - A)(1 - \varepsilon_L) \\
M = (A + L - AL)\varepsilon_M + (1 - A)(1 - L)(1 - \varepsilon_M) \\
Y = (1 - A)L + A(L + M - LM),
\]

where \(\varepsilon_A \sim \text{Bernoulli}(1/2)\), \(\varepsilon_L \sim \text{Bernoulli}(\pi)\), \(\varepsilon_M \sim \text{Bernoulli}(\beta)\), and \(\varepsilon_A\), \(\varepsilon_L\), and \(\varepsilon_M\) are mutually independent. Thus, when \(\varepsilon_L = 0\),

\[
M(a^*) = M\{a^*, L(a^*)\} = M(a^*, 1) = \varepsilon_M = M(a, 0) = M\{a, L(a)\} = M(a),
\]

so \(A\) does not affect \(M\), and \(Y\{a', M(a)\} = Y\{a', M(a^*)\}\) for both \(a' \in \{a^*, a\}\). When \(\varepsilon_L = 1\),

\[
Y(a, 1) = Y\{a, L(a), 1\} = f_Y(a, a, 1) = 1 = f_Y(a, a, 0) = Y\{a, L(a), 0\} = Y(a, 0)
\]

and

\[
Y(a^*, 1) = Y\{a^*, L(a^*), 1\} = f_Y(a^*, a^*, 1) = 0 \\
= f_Y(a^*, a^*, 0) = Y\{a^*, L(a^*), 0\} = Y(a^*, 0),
\]
so $M$ does not affect $Y$. Thus, the sharper mediational null holds since $\varepsilon_L$ is either zero or one. However, under this counterfactual distribution, we have $\text{NIE}^R = \pi(1 - \pi)(2\beta - 1)$, which does not equal zero in general. In fact, $\text{NIE}^R$ goes to $-1/4$ as $\pi$ goes to $1/2$ and $\beta$ goes to $0$, and $\text{NIE}^R$ goes to $1/4$ as $\pi$ goes to $1/2$ and $\beta$ goes to $1$, hence $\text{NIE}^R$ is not bounded away from $-1/4$ or $1/4$ even when there is no individual-level indirect effect for any subject. Thus, the $\text{NIE}^R$ does not satisfy the sharper null criterion, and therefore neither does it satisfy the sharp null or monotonicity criteria.

**Proof of Theorem 2.** The sharp mediational null implies that $Y_k\{a, M(a^*)\} = Y_k\{a, M(a)\}$ for all $k$, hence either $M_i(a) = M_i(a^*)$ for all $i$ or $Y_j(a, m) = Y_j(a, m')$ for all $j$ and $m \neq m'$. In the first case, we have $f_{M(a)}(m) = f_{M(a^*)}(m)$ for all $m$, which implies $f_{M|A,C}(m \mid a, C) = f_{M|A,C}(m \mid a^*, C)$ almost surely for all $m$, so

$$\text{NIE}^R = E\left[\int_m \int_\ell E(Y \mid m, \ell, a, C)dF_{L|A,C}(\ell \mid a, C) \times \{dF_{M|A,C}(m \mid a, C) - dF_{M|A,C}(m \mid a^*, C)\}\right]$$

$$= 0.$$ 

In the second case, $f_{Y(a,m)}(y) = f_{Y(a,m')}(y)$ for all $m$, which implies $E(Y \mid m, L, a, C) = E(Y \mid L, a, C)$ almost surely for all $m$, so

$$\text{NIE}^R = E\left[\int_m \int_\ell E(Y \mid m, \ell, a, C)dF_{L|A,C}(\ell \mid a, C) \times \{dF_{M|A,C}(m \mid a, C) - dF_{M|A,C}(m \mid a^*, C)\}\right]$$

$$= E\left[\int_\ell E(Y \mid \ell, a, C)dF_{L|A,C}(\ell \mid a, C) \times \{dF_{M|A,C}(m \mid a, C) - dF_{M|A,C}(m \mid a^*, C)\}\right]$$

$$= 0.$$
Thus, in either case, NIE\textsuperscript{R} = 0, so the NIE\textsuperscript{R} satisfies the sharp null criterion, and in turn the sharper null criterion.

Now consider the following counterfactual distribution belonging to the NPSEM-IE corresponding to the DAG in Figure 2:

\begin{align*}
A &= \varepsilon_A \\
L &= (1 - A)I(\varepsilon_L = 0) + AI(\varepsilon_L = 1) + 2I(\varepsilon_L = 2) \\
M &= \{(A + L - AL)\varepsilon_M + (1 - A)(1 - L)(1 - \varepsilon_M)\}I(L \neq 2) + AI(L = 2) \\
Y &= \{(1 - A)LM + A(L + M - LM)\}I(L \neq 2) + MI(L = 2),
\end{align*}

where \(\varepsilon_A \sim \text{Bernoulli}(1/2), \varepsilon_L \sim \text{Categorical}(\pi_0, \pi_1, \pi_2), \varepsilon_M \sim \text{Bernoulli}(\beta),\) and \(\varepsilon_A, \varepsilon_L,\) and \(\varepsilon_M\) are mutually independent. When \(\varepsilon_L \neq 2,\) this reduces to the distribution in the proof of Theorem 1, so \(Y\{a', M(a^*)\} = Y\{a', M(a)\}\) for each \(a' \in \{a^*, a\}.\) When \(\varepsilon_L = 2,\)
\(L(a') = 2, M(a') = a',\) and \(Y(a', m) = Y(a', 2, m) = m\) for all \(a' \in \{a^*, a\}\) and \(m,\) so
\(Y\{a, M(a)\} = Y(a, 2, a) = a > a^* = Y(a, 2, a^*) = Y\{a, M(a^*)\},\)
and
\(Y\{a^*, M(a)\} = Y(a^*, 2, a) = a > a^* = Y(a^*, 2, a^*) = Y\{a^*, M(a^*)\}.\)

Thus, mediational monotonicity holds. However, \(\text{NIE}^\text{R} = \pi_1(1 - \pi_1)(2\beta - 1) + \pi_2,\) which goes to \(\pi_2 - 1/4\) as \(\pi_1 \to 1/2\) and \(\beta \to 0.\) Thus, when \(\pi_2 < 1/4,\) the \(\text{NIE}^\text{R}\) can be negative, which violates the monotonicity criterion. \(\square\)

**Proof of Theorem 3.** Consider the following counterfactual distribution. Suppose \(A \sim \text{Bernoulli}(1/2),\) i.e., \(A\) is randomized, \(M(a) \sim \text{Bernoulli}(\pi),\) and
\[
\{Y(a, 0), Y(a, 1)\} = \begin{cases} 
(0, 0) & \text{with probability } \beta_1 \\
(0, 1) & \text{with probability } \beta_2 \\
(1, 0) & \text{with probability } \beta_3 \\
(1, 1) & \text{with probability } \beta_4 
\end{cases}
\]
which are independent of \( M(a) \), where \( \beta_1 + \beta_2 + \beta_3 + \beta_4 = 1 \). Suppose further that

\[
M(a^*) = Y(a, 0)Y(a, 1) + M(a)|Y(a, 1) - Y(a, 0)|,
\]

and

\[
\{Y(a^*, 0), Y(a^*, 1)\} = \begin{cases} 
(0, 0) & \text{with probability } 1 - \gamma \\
(1, 1) & \text{with probability } \gamma
\end{cases},
\]

where \( 0 < \gamma < 1 \). This counterfactual distribution belongs to the FFRCISTG model, but not the NPSEM-IE since \( M(a^*) \) is independent of neither \( Y(a, 0) \) nor \( Y(a, 1) \).

We have \( Y(a^*, 0) = Y(a^*, 1) \) almost surely, and when \( Y(a, 0) \neq Y(a, 1) \), \( M(a^*) = M(a) \). Thus, the sharper mediational null holds. However, under this counterfactual distribution, we have \( \text{NIE}^R = \{(1 - \pi)\beta_4 - \pi \beta_1\}(\beta_3 - \beta_2) \), which does not equal zero in general. This will go to \( 1/4 \) as \( \pi \to 0 \), \( \beta_1 \to 0 \), \( \beta_2 \to 0 \), \( \beta_3 \to 1/2 \), and \( \beta_4 \to 1/2 \), and will go to \(-1/4 \) as \( \pi \to 0 \), \( \beta_1 \to 0 \), \( \beta_2 \to 1/2 \), \( \beta_3 \to 0 \), and \( \beta_4 \to 1/2 \). Thus, the \( \text{NIE}^R \) fails to satisfy the sharper null criterion, and in turn the sharp null criterion as well.

**Proof of Theorem 4.** Under this model, \( E[Y\{a, M(a)\}] \) is known to be identified by \( E\{E(Y \mid a, C)\} \), which equals \( E[E\{E(Y \mid M, a, C) \mid a, C\}] \). Observe that no mean interaction given \( M(a^*) \) and \( C \)

\[
E\{Y(a', m') - Y(a', m'') - Y(a'', m') + Y(a'', m'') \mid M(a^*), C\} = 0
\]

implies the weaker no mean interaction statement given \( C \) alone:

\[
E\{Y(a', m') - Y(a', m'') - Y(a'', m') + Y(a'', m'') \mid C\} = 0.
\]
For a given fixed level $m'$,

\[
E[Y \{a, M(a^*)\}]
\]

\[
= E \left[ \int_m E \{Y(a, m) \mid M(a^*) = m, C\} dF_{M(a^*)|C}(m \mid C) \right]
\]

\[
= E \left[ \int_m E \{Y(a, m') + Y(a^*, m) - Y(a^*, m') \mid M(a^*) = m, C\} dF_{M(a^*)|C}(m \mid C) \right]
\]

\[
= E \left( E \{Y(a, m') \mid M(a^*), C\} \mid C \right)
\]

\[
+ \int_m E \{Y(a^*, m) \mid M(a^*) = m, C\} dF_{M(a^*)|C}(m \mid C)
\]

\[
- E \left( E \{Y(a^*, m') \mid M(a^*), C\} \mid C \right)
\]

\[
= E \left[ E \{Y(a, m') \mid C\} + \int_m E \{Y(a^*, m) \mid C\} dF_{M(a^*)|C}(m \mid C) - E \{Y(a^*, m') \mid C\} \right]
\]

\[
= E \left[ \int_m E \{Y(a, m') + Y(a^*, m) - Y(a^*, m') \mid C\} dF_{M(a^*)|C}(m \mid C) \right]
\]

\[
= E \left[ \int_m E \{Y(a, m) \mid C\} dF_{M(a^*)|C}(m \mid C) \right]
\]

\[
= E \left\{ \int_m E(Y \mid M = m, A = a, C) dF_{M|A,C}(m \mid a^*, C) \right\}
\]

\[
= E \left[ E \{E(Y \mid M, A = a, C) \mid A = a^*, C\} \right].
\]

Thus, $\text{NIE} = \Psi^{\text{NIE}}(P)$.

Under the FFRCISTG corresponding to the DAG in Figure 1, the $\text{NIE}^R$ is also known to be identified by $\text{NIE}^R = \Psi^{\text{NIE}}(P)$. By marginalizing over the four-way decomposition in VanderWeele (2014), $\text{TE} = \text{CDE}(m) + \text{INT}_{\text{rel}}(m, m') + \text{NIE}$, where

\[
\text{INT}_{\text{rel}}(m, m') = E[\{Y(a, m) - Y(a, m') - Y(a^*, m) + Y(a^*, m')\}M(a^*)]
\]

for all $m$ and $m'$. Under the no mean causal interaction assumption, we have

\[
\text{INT}_{\text{rel}}(m, m') = E[\{Y(a, m) - Y(a, m') - Y(a^*, m) + Y(a^*, m')\}M(a^*)]
\]

\[
= E \left[ E \{Y(a, m) - Y(a, m') - Y(a^*, m) + Y(a^*, m') \mid M(a^*), C\} M(a^*) \right]
\]
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Thus, $\text{NIE} = \text{TE} - \text{CDE}(m) = \text{PE}(m)$.  

**Proof of Corollary 1.** Since the $\text{NIE}^R$ and $\text{PE}(m)$ are also identified by $\Psi^{\text{NIE}}(P)$ and the NIE satisfies the sharp null criterion, the $\text{NIE}^R$ and $\text{PE}(m)$ must also satisfy the indirect effect criteria in this setting.

**Proof of Theorem 5.** First, we have

\[
E [Y \{a, M(a)\}] = E \left[ \int_{m} E \left\{ Y(a, \ell, m) \mid M(a) = m, L(a) = \ell, C \right\} dF_{M(a)\mid L(a), C}(m \mid \ell, C) dF_{L(a)\mid C}(\ell \mid C) \right]
\]

\[
= E \left[ \int_{m} E \left\{ Y(a, \ell, m) \mid C \right\} dF_{M(a)\mid C}(m \mid C) dF_{L(a)\mid C}(\ell \mid C) \right]
\]

\[
= E \left\{ \int_{m} E \left\{ Y(a, m, \ell, a, C) \mid m, \ell, a, C \right\} dF_{M\mid A, C}(m \mid a, C) dF_{L\mid A, C}(\ell \mid a, C) \right\}.
\]

From the proof of Theorem 4, the derivation showing

\[
E [Y \{a, M(a^*)\}] = E \left[ \int_{m} E \left\{ Y(a, m) \mid C \right\} dF_{M(a^*)\mid C}(m \mid C) \right]
\]

follows identically under the FFRCISTG corresponding to the DAG in Figure 2; however, $E \{Y(a, m) \mid C\}$ is identified differently due to the presence of $L$. Instead, we have

\[
E \left[ \int_{m} E \left\{ Y(a, m) \mid C \right\} dF_{M(a^*)\mid C}(m \mid C) \right] = E \left\{ \int_{m} \int_{\ell} E \left\{ Y(m, \ell, a, C) \mid a, C \right\} dF_{L\mid A, C}(\ell \mid a, C) dF_{M\mid A, C}(m \mid a^*, C) \right\}.
\]

Thus, $\text{NIE} = \Psi^{\text{NIE}^R}(P)$.  

**Proof of Corollary 2.** Since the $\text{NIE}^R$ is also identified by $\Psi^{\text{NIE}^R}(P)$ and the NIE satisfies the sharp null criterion, the $\text{NIE}^R$ must also satisfy the sharp null criterion in this setting, which in turn implies the $\text{NIE}^R$ satisfies the sharper null criterion.
Proof of Theorem S1. For each \(a' \in \{a^*, a\}\),

\[
E \left[ Y \{a, G(a' \mid C, L) \} \right]
= E \left[ \int \int m \, E \{Y(a, m) \mid G(a' \mid C, L) = \ell, \ell, C \} \, dF_{G(a' \mid C, L, C)}(m \mid \ell, C) \, dF_{L,C}(\ell \mid C) \right]
= E \left[ \int \int m \, E \{Y(a, m) \mid \ell, \ell, C \} \, dF_{M(a') \mid L, C}(m \mid \ell, \ell, C) \, dF_{L,C}(\ell \mid C) \right]
= E \left[ \int \int m \, E \{Y(a, m) \mid \ell, \ell, a, C \} \, dF_{M(a') \mid L, A, C}(m \mid \ell, a', C) \, dF_{L,C}(\ell \mid C) \right]
= E \left\{ \int \int E \{Y \mid m, \ell, a, C \} \, dF_{M(a') \mid L, A, C}(m \mid \ell, a', C) \, dF_{L,C}(\ell \mid C) \right\},
\]

hence

\[
E \left[ Y \{a, G(a \mid C, L) \} \right] - E \left[ Y \{a, G(a^* \mid C, L) \} \right]
= E \left[ \int \int m \, E \{Y \mid m, \ell, a, C \} \{dF_{M(a') \mid L, A, C}(m \mid \ell, a, C)
- dF_{M(a') \mid L, A, C}(m \mid \ell, a^*, C)\} \, dF_{L,C}(\ell \mid C) \right].
\]

Under the counterfactual distribution in the proof of Theorem 1,

\[
E \left[ Y \{a, G(a \mid C, L) \} \right] - E \left[ Y \{a, G(a^* \mid C, L) \} \right] = \beta - 1/2.
\]

Thus, while the sharp mediational null holds under this counterfactual distribution, this effect measure is not zero in general, and may take any value in \((-1/2, 1/2)\) depending on the value of \(\beta\).

\(\square\)

Proof of Theorem S2.

\[
E \left( Y \{a, G(a \mid C, L(a)) \} \right)
= E \left( \int \int \mathcal{Y}(a, m) \mid G\{a \mid C, L(a)\} = m, L(a) = \ell, C \right)
\times \, dF_{G\{a \mid C, L(a)\} \mid L(a), C}(m \mid \ell, C) \, dF_{L(a) \mid C}(\ell \mid C)
\]
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\[
E \left[ \int \int E \{ Y(a, \ell, m) \mid L(a) = \ell, C \} \, dF_{M(a)\mid L(a), C}(m \mid \ell, C) \right]
= E \left[ \int \int E \{ Y(a, \ell, m) \mid M(a) = m, L(a) = \ell, C \} \, dF_{M(a, \ell)\mid L(a), C}(m, \ell \mid C) \right]
= E [Y\{a, M(a)\}],
\]

and
\[
E (Y [a, G \{a^* \mid C, L(a^*)\}])
= E \left( \int \int \int E \{ Y(a, m) \mid G\{a^* \mid C, L(a^*)\} = m, L(a^*) = \ell^*, L(a) = \ell, C \} \, dF_{G\{a^*\mid L(a^*), L(a), C\}(m \mid \ell^*, \ell, C)\mid L(a)\mid C}(\ell^*, \ell \mid C) \right)
= E \left( \int \int \int E \{ Y(a, \ell, m) \mid M(a^*, \ell^*) = m, L(a^*) = \ell^*, L(a) = \ell, C \} \, dF_{M(a^*)\mid L(a^*), C}(m \mid \ell^*, C)\mid F_{L(a^*), L(a)\mid C}(\ell^*, \ell \mid C) \right)
= E \left( \int \int \int E \{ Y\{a, M(a^*)\} \mid M(a^*, \ell^*) = m, \ell^*, L(a) = \ell, C \} \, dF_{M(a^*)\mid L(a^*), C}(m \mid \ell^*, C)\mid F_{L(a^*), L(a)\mid C}(\ell^*, \ell \mid C) \right)
= E \left( \int \int \int E \{ Y\{a, M(a^*)\} \mid M(a^*, \ell^*) = m, L(a^*) = \ell^*, L(a) = \ell, C \} \, dF_{M(a^*)\mid L(a^*), L(a)\mid C}(m, \ell^*, \ell, C) \right)
= E [Y \{a, M(a^*)\}],
\]

hence
\[
E (Y [a, G \{a \mid C, L(a)\}]) - E (Y [a, G \{a^* \mid C, L(a^*)\}]) = \text{NIE}.
\]
Since the NIE is not nonparametrically identified in this setting, neither then is
\[ E(Y[a,G\{a|C,L(a)\}]) - E(Y[a,G\{a^*|C,L(a^*)\}]). \]

\[ \square \]

**Proof of Theorem S3.** We can infer from Tchetgen Tchetgen and VanderWeele (2014) that under the assumption of no mean \(L-M\) interaction on \(Y\) on the additive scale, the NIE is nonparametrically identified by
\[
E\left[ \int m E(Y|m,\ell',a,C) \{dF_{M|A,C}(m|a,C) - dF_{M|A,C}(m|a^*,C)\} \right]
\]
for any \(\ell'\). Under this assumption, we also have
\[
\text{NIE}^R = E\left[ \int m E\{E(Y|m,L,a,C)|a,C\} \{dF_{M|A,C}(m|a,C) - dF_{M|A,C}(m|a^*,C)\} \right]
\]
\[
= E\left[ \int m E\{E(Y|m',L,a,C) + E(Y|m,\ell',a,C) - E(Y|m',\ell',a,C)|a,C\} \times \{dF_{M|A,C}(m|a,C) - dF_{M|A,C}(m|a^*,C)\} \right]
\]
\[
= E\left[ \int m E(Y|m,\ell',a,C) \{dF_{M|A,C}(m|a,C) - dF_{M|A,C}(m|a^*,C)\} \right]
\]
\[
= \text{NIE}
\]
for all \(\ell'\).

\[ \square \]

**Proof of Theorem S4.** The FFRCISTG corresponding to the DAG in Figure 3 is a submodel of the FFRCISTG corresponding to the DAG in Figure 1, hence the NIE\(^R\) is nonparametrically identified by \(\Psi_{\text{NIE}}(P)\) as it is in the larger model. Since the NIE is also nonparametrically identified by \(\Psi_{\text{NIE}}(P)\) under this submodel, the two are equivalent, and since the NIE satisfies the sharp null criterion, so must the NIE\(^R\).

\[ \square \]

**Proof of Theorem S5.** In this case, the sharp mediational null implies that \(M(a) = M(a^*)\) must hold almost surely, in which case \(G(a)\) and \(G(a^*)\) follow the same distribution, and
$NIE^R = 0$. Thus, the $NIE^R$ satisfies the sharp null criterion, and in turn must also satisfy the sharper null criterion.
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