TRANSGRESSION IN BOUNDED COHOMOLOGY AND A 
CONJECTURE OF MONOD
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Abstract. We develop an algebro-analytic framework for the systematic study of the con-
tinuous bounded cohomology of Lie groups in large degree. As an application, we examine
the continuous bounded cohomology of \( \text{PSL}(2, \mathbb{R}) \) with trivial real coefficients in all degrees
greater than two. We prove a vanishing result for strongly reducible classes, thus providing
further evidence for a conjecture of Monod. On the cochain level, our method yields explicit
formulas for cohomological primitives of arbitrary bounded cocycles.
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1. Introduction and statement of the results

Bounded cohomology of discrete groups was introduced into geometry by Gromov [26]. The
theory was subsequently extended to locally compact second countable groups by Burger
and Monod [15, 16, 40], who coined the term continuous bounded cohomology. Bounded
cohomology has by now proved itself an indispensable tool in geometry, topology and group
theory, see for example the references surveyed in [28]. Nevertheless, the structure of the
bounded cohomology ring of a given group is in general not very well understood. Existing
results are chiefly concerned with bounded cohomology in low degrees, most notably bounded
cohomology in degree 2, which is intimately linked with quasi-morphisms (e.g. [7, 25, 20, 5,
15, 16, 4, 22, 1, 30]), and bounded cohomology in degree 3, which has close ties with the
geometry of 3-manifolds (e.g. [7, 16, 17, 48, 21, 2, 17, 15, 39]). Bounded cohomology in higher
degrees, on the contrary, is still largely unexplored. There is a number of known bounded
cohomology classes in higher degree, often emerging from explicit geometric constructions
(e.g. [19, 50, 26, 24, 39, 11, 37, 12, 8, 27, 28, 10, 31]). On the other hand, a classical result
due to Johnson [34] asserts that the bounded cohomology of an amenable group vanishes in
all positive degrees. Moreover, Löh [38] recently found non-amenable groups whose bounded
cohomology with trivial real coefficients vanishes in all positive degrees, and Bucher and
Monod [9] proved a similar statement for \( \text{SL}_2 \) over non-Archimedian local fields. These latter
results have in common that the bounded cohomological dimension of the respective group is
zero. In fact, it is presently not known if there exists any group with non-zero finite bounded
cohomological dimension. In a different direction, Monod [43, 42] proved vanishing in degree
below twice the rank for the bounded cohomology of non-amenable semisimple groups with non-trivial coefficients.

Our goal in this article is to initiate a systematic study of bounded cohomology in large degree. In view of the following conjecture of Monod it is natural to focus attention, for the time being, on the continuous bounded cohomology of Lie groups with trivial real coefficients.

Conjecture (Monod [41]). Let \( G \) be a connected semisimple Lie group with finite center. Then the natural comparison map \( H^*_\text{cb}(G; \mathbb{R}) \to H^*_c(G; \mathbb{R}) \) from the continuous bounded cohomology to the continuous cohomology of \( G \) is an isomorphism in all degrees.

Surjectivity of the comparison map was already studied by Du pont [19] and has since been established in many cases [19, 50, 26, 24, 11, 37, 12, 27], while still almost nothing is known about injectivity. In fact, injectivity of the comparison map has so far only been proved in degree 2 by Burger and Monod [15], in degree 3 for certain groups of rank 1 by Burger and Monod [17], Bloch [6] and Pieters [45], and in degree 4 for SL\(_2(\mathbb{R})\) by Hartnick and the author [28]. The conjecture predicts that the bounded cohomological dimension of a connected semisimple Lie group \( G \) with finite center equals the dimension of the symmetric space associated to \( G \), and is hence positive and finite. In particular, we expect that \( H^n_{\text{cb}}(G; \mathbb{R}) = 0 \) whenever the degree \( n \) is sufficiently large in the sense that it exceeds the dimension of the symmetric space of \( G \).

The present article is devoted to the examination of this sort of conjectural vanishing of continuous bounded cohomology in large degree. We will always assume that \( G \) is a connected real Lie group that is locally isomorphic to PSL\(_2(\mathbb{R})\). Note that in this case, Monod’s conjecture predicts that \( H^n_{\text{cb}}(G; \mathbb{R}) = 0 \) for all \( n > 2 \). Theorem 1 below shows that the conjecture holds for all classes in degree \( n > 2 \) that are strongly reducible in the following sense. A bounded cohomology class \( \alpha \in H^n_{\text{cb}}(G; \mathbb{R}) \) is called strongly reducible if it admits a product decomposition

\[
\alpha = \alpha' \smile \alpha''
\]

with factors \( \alpha' \in H^2_{\text{cb}}(G; \mathbb{R}) \) and \( \alpha'' \in H^{n-2}_{\text{cb}}(G; \mathbb{R}) \). Here we denote by \( \smile \) the natural cup product on the continuous bounded cohomology of \( G \) (see Section 3.1). We are going to prove the following vanishing theorem for strongly reducible classes.

Theorem 1. Let \( G \) be a connected real Lie group that is locally isomorphic to PSL\(_2(\mathbb{R})\), and consider a class \( \alpha \in H^n_{\text{cb}}(G; \mathbb{R}) \) of degree \( n > 2 \) in the continuous bounded cohomology of \( G \) with trivial real coefficients. If \( \alpha \) is strongly reducible, then \( \alpha = 0 \).

Thinking of \( G \) as the Hermitian Lie group PU(1, 1), we may also regard Theorem 1 from the following different perspective. Recall that by a result of Burger and Monod, in this case the second continuous bounded cohomology \( H^2_{\text{cb}}(G; \mathbb{R}) \) is generated by the bounded Kähler class \( \kappa \) (see Section 3.1). We then consider the bounded Lefschetz map

\[
L^*_\kappa: H^*_\text{cb}(G; \mathbb{R}) \to H^{*+2}_{\text{cb}}(G; \mathbb{R})
\]

defined by \( L^*_\kappa(\alpha) = \kappa \smile \alpha \).

Corollary. The bounded Lefschetz map in (1) is zero in all positive degrees.

Returning to Theorem 1 we note that in small degrees \( n = 3, 4 \), much stronger vanishing theorems apply: Burger and Monod [17] proved that \( H^3_{\text{cb}}(G; \mathbb{R}) = 0 \), while Hartnick and the author [28] showed that \( H^4_{\text{cb}}(G; \mathbb{R}) = 0 \). In large degree, on the other hand, our Theorem 1
establishes the first non-trivial vanishing result for classes in $H^0_{cb}(G; \mathbb{R})$ in arbitrary degree $n > 4$. The proofs of all these vanishing results crucially rely on the boundary resolution for continuous bounded cohomology due to Ivanov [33] and Burger and Monod [15]. In fact, in this particular resolution all cocycles vanish in degree $n = 3$. In degree $n > 3$, this is no longer the case and one faces the problem of constructing bounded primitives. This was accomplished in degree $n = 4$ by Hartnick and the author [28] by means of a new technique that employs differential equations in order to explicitly construct bounded primitives; the arguments, however, crucially rely on the assumption that $n$ be sufficiently small.

In this article, we will take the ideas from [28] further and develop an algebro-analytic framework that allows to overcome any upper bounds on the degree in constructing bounded primitives by means of differential equations. At the heart of this approach lies the transgression map

$$
\Lambda^n: H^{n-2}(A^\infty) \to H^n_{cb}(G; \mathbb{R}) \quad (n > 2)
$$

from the shifted cohomology of a certain cochain complex $A^\infty$ to the continuous bounded cohomology of $G$ (see Section 5.1). Its construction is the main theme of this work. Notice that the transgression map is defined in every degree $n > 2$. Theorem 1 is then a consequence of the next theorem, which clarifies how transgression gives rise to the vanishing of strongly reducible bounded cohomology classes.

**Theorem 2.** For every $n > 2$, the transgression map in (2) has the following properties.

(i) The cochain complex $A^\infty$ is acyclic, and hence all elements in the image of $\Lambda^n$ necessarily vanish.

(ii) Strongly reducible classes in $H^n_{cb}(G; \mathbb{R})$ are contained in the image of $\Lambda^n$.

We will refer to elements in the image of the transgression map as transgressive classes. The main ingredient of our proof of Theorem 2 is then a cohomological characterization of transgressive classes, see Proposition 5.6 in Section 5.2. Let us note in passing that in view of Monod’s conjecture, it appears natural to speculate that the transgression map $\Lambda^n$ in (2) is in fact surjective for every $n > 2$.

A particular feature of our approach is that it yields explicit formulas for primitives of bounded cocycles. To make this precise, let us assume that $G = PU(1, 1)$ and recall that for all $n \geq 0$ the boundary model of Burger and Monod gives rise to an isomorphism

$$
H^n_{cb}(G; \mathbb{R}) \cong H^n(L^\infty(T^{n+1}, \mathbb{R})^G, \delta^*).
$$

between the continuous bounded cohomology of $G$ and the cohomology of the homogeneous cochain complex

$$
0 \longrightarrow L^\infty(T^1, \mathbb{R})^G \xrightarrow{\delta^0} L^\infty(T^2, \mathbb{R})^G \xrightarrow{\delta^1} L^\infty(T^3, \mathbb{R})^G \xrightarrow{\delta^2} \cdots
$$

of $G$-invariant bounded functions defined on the Furstenberg boundary of the Lie group $G$ (see Section 3.2). In this way, any class $\alpha \in H^n_{cb}(G; \mathbb{R})$ is identified with the cohomology class $[c]$ of some $G$-invariant bounded cocycle $c \in L^\infty(T^{n+1}, \mathbb{R})^G$. We see that $\alpha$ vanishes if and only if the cocycle $c$ admits a $G$-invariant bounded primitive $p \in L^\infty(T^n, \mathbb{R})^G$ that satisfies the cohomological equation

$$
\delta p = c.
$$

Explicit solutions of this equation, as well as the equation itself, are often closely related with classical transcendental functions and their functional equations. For example, in degree $n = 4$ there is an intricate connection with Euler’s dilogarithm function and the Spence-Abel functional equation [6, 17, 29].
Our next result, which is Theorem 3 below, systematically constructs measurable solutions of (3) in all degrees \( n > 2 \) by means of certain explicit line integrals, and provides a sufficient criterion for their boundedness. We denote by \( L^0(T^n, \mathbb{R})^G \) the space of \( G \)-invariant measurable functions (see Section 2.4), by \( \omega \in L^\infty(T^3, \mathbb{R})^G \) the orientation cocycle, and by \( \cup \) the natural cup product for cochains on the boundary of \( G \) (see Section 5.3).

**Theorem 3.** There exists a linear operator

\[
P^n : L^\infty(T^{n+1}, \mathbb{R})^G \supset \ker \delta^n \to L^0(T^n, \mathbb{R})^G \quad (n > 2)
\]

with the following properties.

(i) The operator \( P^n \) is defined by Formula (6.5) in Section 6.2.

(ii) For every \( n > 2 \), and for every \( G \)-invariant bounded function \( c \in L^\infty(T^{n+1}, \mathbb{R})^G \) satisfying the cocycle relation \( \delta c = 0 \), the function \( Pc \in L^0(T^n, \mathbb{R})^G \) is a \( G \)-invariant primitive for \( c \) that solves the cohomological equation

\[
\delta P c = c.
\]

(iii) Assume in addition that the cocycle \( c \) admits a product decomposition

\[
c = \omega \cup c'
\]

for some cocycle \( c' \in L^\infty(T^{n-1}, \mathbb{R})^G \), where \( \omega \in L^\infty(T^3, \mathbb{R})^G \) denotes the orientation cocycle (see Section 5.3). Then the primitive \( P c \) is bounded.

We remark that in those cases in which the cocycle \( c \) does not admit a product decomposition as in (4), it is presently not known whether the solution \( p = P c \) of (3) provided by Theorem 3 is bounded or not.

The article is organized as follows. In Section 2, we fix some notation and terminology, and define several function spaces that will later be used when working with differential equations in the context of bounded cohomology. Section 3 collects basic facts about the continuous bounded cohomology of Lie groups, and studies the cohomological properties of the function spaces defined in the previous section. In Section 4, we introduce the Cauchy-Frobenius differential complex. We construct solutions of the corresponding differential equations and study their boundedness properties. In Section 5, we combine the cohomological results from Section 3 with the analytic results from Section 4 in order to define the transgression map in (2). We investigate strongly reducible bounded cohomology classes and prove Theorem 1 and Theorem 2. The final Section 6 is concerned with the explicit construction of solutions for (3), leading to a proof of Theorem 3.
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2. Function spaces

2.1. The Lie group $G$. Let us fix the Lie group $G := \text{PU}(1, 1)$. Elements of this Lie group are represented by matrices of the form

$$g_{a,b} := \begin{pmatrix} a & b \\ \overline{b} & \overline{a} \end{pmatrix},$$

with complex numbers $a, b \in \mathbb{C}$ satisfying $|a|^2 - |b|^2 = 1$. Denote by $[g_{a,b}]$ the equivalence class of the matrix $g_{a,b}$ in $G$. In particular, for $t \in \mathbb{R}$ we fix the notation

$$k_t := [g_{\text{e}^{2t}, 0}], \quad a_t := [g_{\text{cosh}(-t/2), \text{sinh}(-t/2)}], \quad n_t := [g_{1 + \frac{1}{2}it, -\frac{1}{2}it}].$$

Note that these elements are elliptic, hyperbolic and parabolic, respectively. They give rise to Lie subgroups

$$K := \{ k_t \mid t \in \mathbb{R} \}, \quad A := \{ a_t \mid t \in \mathbb{R} \}, \quad N := \{ n_t \mid t \in \mathbb{R} \},$$

which are 1-parameter subgroups in the sense that the maps $t \mapsto k_t$, $t \mapsto a_t$ and $t \mapsto n_t$ are smooth homomorphisms $\mathbb{R} \to G$. The group $K$ is a maximal compact subgroup of $G$. It is isomorphic with the unit circle $S^1$ via the identification $k_t \mapsto e^{it}$. For later reference, we note that $A$ normalizes $N$, and in particular, that there is a relation

$$a_s n_t a_s^{-1} = n_{e^{-s}t} \quad (2.1)$$

for $s, t \in \mathbb{R}$. The product $P := AN$ is a parabolic subgroup of $G$. Moreover, every elliptic, hyperbolic or parabolic element in $G$ is conjugate to an element in the subgroup $K$, $A$ or $N$, respectively. In this way, we obtain the Iwasawa decomposition $G = KAN$ and a Cartan decomposition $G = KAK$. Note that the Iwasawa decomposition is unique, while the Cartan decomposition is not. We will write a Cartan decomposition for any $g \in G$ in the form

$$g = k' a_t k \quad (2.2)$$

with elements $k, k' \in K$ and $a_t \in A$ for some $t \in \mathbb{R}$. For more details see [36, Ch. VI] and [49, Ch. V].

2.2. Boundary action. $G$ acts smoothly on the closed unit disk $\mathbb{D} = \{ z \in \mathbb{C} \mid |z| \leq 1 \}$ by fractional linear transformations. This action restricts to a smooth $G$-action $G \times S^1 \to S^1$ on the unit circle $S^1 \subset \mathbb{C}$, denoted by $(g, z) \mapsto g \cdot z$. Thinking of $S^1$ as the Furstenberg boundary of $G$, we will refer to this action as the boundary action of $G$. Recall that the boundary action is strictly 3-transitive [35, Thm. 11.1] and amenable [51, Prop. 4.3.2]. The induced action of the maximal compact subgroup $K$ is by counter-clockwise rotation, given by $k_t \cdot z = e^{it} \cdot z$, while the actions of the subgroups $A$ and $N$ have fixed point sets $\{ \pm 1 \}$ and $\{ 1 \}$, respectively.

Consider the $n$-torus $T^n := (S^1)^n$ for $n \geq 1$. Its points are denoted by $z = (z_0, \ldots, z_{n-1})$ with $z_j \in S^1$ for all $0 \leq j \leq n - 1$. Let us further denote by $T^{(n)} \subset T^n$ the configuration space of configurations of $n$ pairwise distinct points on $S^1$, which forms the open subset of $T^n$ consisting of all points $z = (z_0, \ldots, z_{n-1})$ satisfying $z_i \neq z_j$ for all $0 \leq i < j \leq n - 1$. We further introduce the open subset $T^{(n)} \subset T^{(n)}$ of all configurations $z = (z_0, \ldots, z_{n-1})$ with the additional property that $z_j \neq 1$ for all $0 \leq j \leq n - 1$.

The boundary action of $G$ gives rise to a smooth diagonal action of $G$ on the torus $T^n$. We will always consider $T^n$ as a $G$-space in this sense, denoting the action on points by $g \cdot z = (g \cdot z_0, \ldots, g \cdot z_{n-1})$. Observe that the $G$-action on $T^n$ restricts to a $G$-action on the configuration space $T^{(n)}$. Since the boundary action of $G$ is strictly 3-transitive, it follows that $G$ acts freely on $T^{(n)}$ as long as $n \geq 3$. Observe moreover that, since 1 is a fixed point for the action of $P = AN$, the $P$-action on $T^{(n)}$ preserves the subset $T^{(n)}$. 
Let us write $\mu_K$ for the unique $K$-invariant probability measure on the unit circle $S^1$. It induces a $K$-invariant probability measure $\mu_K^{\otimes n}$ on the torus $\mathbb{T}^n = (S^1)^n$. We fix this measure on $\mathbb{T}^n$, and will not usually indicate it in the notation. Notice that both the configuration space $\mathbb{T}^{(n)}$ and its open subset $\mathbb{T}^{(n)}$ are subspaces of full measure in $\mathbb{T}^n$.

2.3. Coefficient modules. Fix an integer $\mu \in \mathbb{Z}$. We will write $\mathbb{C}_\mu$ for the $K$-module $K \times \mathbb{C} \to \mathbb{C}$ defined by the standard linear action with weight $\mu$ of the maximal compact subgroup $K \cong S^1$ on $\mathbb{C}$ given by

$$k_t, z := e^{i\mu t} \cdot z$$

for $t \in \mathbb{R}$ and $z \in \mathbb{C}$. Note that $\mathbb{C}_0$ is a trivial $K$-module, and we further define $\mathbb{C}_0 = \mathbb{C}$ and its subspace $\mathbb{R}$ to be trivial $G$-modules.

2.4. Bounded measurable functions. We denote by $\mathcal{L}^0(\mathbb{T}^n, \mathbb{C})$ the space of complex measurable functions on $\mathbb{T}^n$ and by $\mathcal{L}^\infty(\mathbb{T}^n, \mathbb{C}) \subset \mathcal{L}^0(\mathbb{T}^n, \mathbb{C})$ the subspace of bounded functions. Throughout this article, we will adhere to the convention from [4] that $\mathcal{L}^\infty(\mathbb{T}^n, \mathbb{C})$ consists of actual bounded functions, excluding all essentially bounded functions that are not bounded.

For $p \in \{0, \infty\}$, the quotient of the space $\mathcal{L}^p(\mathbb{T}^n, \mathbb{C})$ defined by identifying functions that take the same values almost everywhere in $\mathbb{T}^n$ is denoted by $L^p(\mathbb{T}^n, \mathbb{C})$. We remind the reader that elements of this space are function classes rather than actual functions, and identities for such function classes correspond to identities for the representing functions that hold pointwise only on the complement of a subset of measure zero. Throughout we will follow the standard convention not to distinguish between functions and function classes in the notation.

We denote by $\mathcal{L}^p(\mathbb{T}^n, \mathbb{C})^G$ and $L^p(\mathbb{T}^n, \mathbb{C})^G$ the corresponding subspaces of $G$-invariant functions. Recall that functions $f$ contained in the former space satisfy $f(g, z) = f(z)$ for all $z \in \mathbb{T}^n$ and $g \in G$, while functions $f$ in the latter space satisfy this identity only for almost every $z \in \mathbb{T}^n$, for each $g \in G$.

For later reference, we observe that the canonical projection $\mathcal{L}^\infty(\mathbb{T}^n, \mathbb{C}) \to L^\infty(\mathbb{T}^n, \mathbb{C})$ is $G$-equivariant and hence gives rise to a canonical map

$$\mathcal{L}^\infty(\mathbb{T}^n, \mathbb{C})^G \to L^\infty(\mathbb{T}^n, \mathbb{C})^G.$$

The properties of this map will be further discussed in Section 2.3.

2.5. Orbitwise smooth functions. We recall from [28] the following definition.

Definition 2.1. Let $H$ be any Lie subgroup of $G$. A measurable function $f \in \mathcal{L}^0(\mathbb{T}^n, \mathbb{C})$ is called $H$-orbitwise smooth if for every point $z \in \mathbb{T}^n$ the map

$$H \to \mathbb{C}, \quad h \mapsto f(h, z)$$

is smooth.

The space of complex $H$-orbitwise smooth measurable functions is denoted by $\mathcal{H}_H(\mathbb{T}^n, \mathbb{C})$. We will henceforth apply this concept in the cases where the subgroup $H$ is either the group $G$ itself or the parabolic subgroup $P = AN$. Notice that there is a natural inclusion $\mathcal{H}_G(\mathbb{T}^n, \mathbb{C}) \subset \mathcal{L}^0(\mathbb{T}^n, \mathbb{C})$.

We denote by $L_K$, $L_A$ and $L_N$ the fundamental vector fields for the action of the 1-parameter subgroups $K$, $A$ and $N$ on $\mathbb{T}^n$, given pointwise by $L_K(z) = \frac{d}{dt} \big|_{t=0} k_t z$, and likewise for $L_A$ and $L_N$. In order to obtain a more concrete description of these vector fields, we think of the unit circle $S^1$ as the quotient $S^1 = \mathbb{R}/2\pi \mathbb{Z}$, covered by the real line $\mathbb{R}$. We choose a coordinate $\theta \in \mathbb{R}$ defined by the exponential mapping $z = e^{i\theta}$ for $z \in S^1$. This coordinate
will be called the \textit{angular coordinate} for $S^1$. Note that it is unique only up to multiples of $2\pi$. In this way, the torus $\mathbb{T}^n$ is endowed with angular coordinates $\theta = (\theta_0, \ldots, \theta_{n-1}) \in \mathbb{R}^n$, where each coordinate $\theta_j \in \mathbb{R}$ is unique up to multiples of $2\pi$. We may therefore consider functions on $\mathbb{T}^n$ as functions on $\mathbb{R}^n$ that are $2\pi$-periodic in each variable $\theta_j$.

The boundary action of $G$ induces a smooth $G$-action on the angular coordinate $\theta$, defined by the relation $g.z = e^{i(g.\theta)}$. Note in particular that $K$ acts on $\theta$ by translation, and that the $K$-invariant measure $\mu_K$ on $S^1$ corresponds to the usual Lebesgue measure on $\mathbb{R}$, normalized by a factor of $1/2\pi$. We obtain a corresponding diagonal action of $G$ on angular coordinates for $\mathbb{T}^n$, denoted by $g.\theta = (g.\theta_0, \ldots, g.\theta_{n-1})$. A short calculation (cf. [28, Sec. 3.2]) shows that in angular coordinates the vector fields $L_K$, $L_A$ and $L_N$ are given by

$$L_K = \sum_{j=0}^{n-1} \frac{\partial}{\partial \theta_j}, \quad L_A = \sum_{j=0}^{n-1} \sin(\theta_j) \frac{\partial}{\partial \theta_j}, \quad L_N = \sum_{j=0}^{n-1} (1 - \cos(\theta_j)) \frac{\partial}{\partial \theta_j} \quad (2.4)$$

and satisfy the commutator relations

$$[L_K, L_A] = L_K - L_N, \quad [L_K, L_N] = L_A, \quad [L_A, L_N] = L_N. \quad (2.5)$$

The fundamental vector fields give rise to first order linear partial differential operators

$$L_K, L_A, L_N : \mathcal{S}_G(\mathbb{T}^n, \mathbb{C}) \to \mathcal{S}_G(\mathbb{T}^n, \mathbb{C})$$

and

$$L_A, L_N : \mathcal{S}_P(\mathbb{T}^n, \mathbb{C}) \to \mathcal{S}_P(\mathbb{T}^n, \mathbb{C})$$

acting on orbitwise smooth functions. For example, the action of the operator $L_K$ is given by $(L_K f)(z) = \frac{d}{dt} \big|_{t=0} f(k_t z)$, and likewise for $L_A$ and $L_N$.

For later reference, we record the following useful formula. Consider $f \in \mathcal{S}_P(\mathbb{T}^n, \mathbb{C})$ and let $z \in \mathbb{T}^n$. Since $t \mapsto a_t$ is a 1-parameter group, we have

$$(L_A f)(a_t z) = \frac{d}{dt} f(a_t z).$$

Integrating this identity then yields

$$f(a_T z) = f(z) + \int_0^T (L_A f)(a_t z) \, dt \quad (2.6)$$

for every $T \in \mathbb{R}$.

For any positive integer $\ell > 0$, and for any collection of indices $(i_1, \ldots, i_\ell) \in \{K, A, N\}^\ell$ we define the $\ell$-th order linear partial differential operators

$$L_{i_1, \ldots, i_\ell} := L_{i_1} \circ \cdots \circ L_{i_\ell}.$$ 

Here we think of the letters $K$, $A$ and $N$ as formal indices.

\textbf{Definition 2.2.} A $G$-orbitwise smooth function $f \in \mathcal{S}_G(\mathbb{T}^n, \mathbb{C})$ is said to have \textit{bounded $G$-derivatives} if all of its directional derivatives $L_{i_1, \ldots, i_\ell} f \in \mathcal{S}_G(\mathbb{T}^n, \mathbb{C})$ are bounded for all $\ell > 0$ and all $(i_1, \ldots, i_\ell) \in \{K, A, N\}^\ell$.

Likewise, a $P$-orbitwise smooth function $f \in \mathcal{S}_P(\mathbb{T}^n, \mathbb{C})$ is said to have \textit{bounded $P$-derivatives} if its directional derivatives $L_{i_1, \ldots, i_\ell} f \in \mathcal{S}_P(\mathbb{T}^n, \mathbb{C})$ are bounded for all $\ell > 0$ and all $(i_1, \ldots, i_\ell) \in \{A, N\}^\ell$.

We denote by $\mathcal{S}_G^b(\mathbb{T}^n, \mathbb{C})$ the space of all $G$-orbitwise smooth functions with bounded $G$-derivatives, and by $\mathcal{S}_P^b(\mathbb{T}^n, \mathbb{C})$ the space of all $P$-orbitwise smooth functions with bounded $P$-derivatives. Notice the canonical inclusion $\mathcal{S}_G^b(\mathbb{T}^n, \mathbb{C}) \subset \mathcal{S}_P^b(\mathbb{T}^n, \mathbb{C})$. 
2.6. $K$-equivariant functions. Recall from Section 2.3 the definition of the coefficient module $\mathbb{C}_\mu$ for $\mu \in \mathbb{Z}$. We denote by $\mathcal{L}^0(\mathbb{T}^n, \mathbb{C}_\mu)^K$ the space of $K$-equivariant measurable functions with values in the $K$-module $\mathbb{C}_\mu$, i.e., functions $f$ satisfying

$$f(k_t, z) = e^{i\mu t} \cdot f(z)$$

for all $z \in \mathbb{T}^n$ and $t \in \mathbb{R}$. Note that in the case $\mu = 0$, such functions are precisely the $K$-invariant functions. We moreover denote by $\mathcal{K}_G(\mathbb{T}^n, \mathbb{C}_\mu)^K \subset \mathcal{L}^0(\mathbb{T}^n, \mathbb{C}_\mu)^K$ the subspace of $G$-orbitwise smooth functions, and by $\mathcal{K}_G^b(\mathbb{T}^n, \mathbb{C}_\mu)^K \subset \mathcal{K}_G(\mathbb{T}^n, \mathbb{C}_\mu)^K$ the subspace of functions with bounded $G$-derivatives. For later reference, we provide the following infinitesimal characterization of $K$-equivariance.

Lemma 2.3. Fix $\mu \in \mathbb{Z}$. A $G$-orbitwise smooth function $f \in \mathcal{K}_G(\mathbb{T}^n, \mathbb{C}_\mu)$ is $K$-equivariant if and only if it satisfies the differential equation

$$L_K f - i\mu \cdot f = 0.$$  

(2.8)

Proof. Let $\mu \in \mathbb{Z}$ and $f \in \mathcal{K}_G(\mathbb{T}^n, \mathbb{C}_\mu)$. Assume first that $f$ is $K$-equivariant. It follows from (2.7) that

$$(L_K f)(z) = \frac{d}{dt} \bigg|_{t=0} f(k_t, z) = \frac{d}{dt} \bigg|_{t=0} e^{i\mu t} \cdot f(z) = i\mu \cdot f(z)$$

for all $z \in \mathbb{T}^n$ and $t \in \mathbb{R}$. For the converse, assume that $f$ satisfies (2.8). We may then define an orbitwise smooth function $\tilde{f} \in \mathcal{K}_G(\mathbb{T}^n, \mathbb{C})$ by the relation

$$f(z_0, \ldots, z_{n-1}) = z_0^\mu \cdot \tilde{f}(z_0, \ldots, z_{n-1})$$

for all $(z_0, \ldots, z_{n-1}) \in \mathbb{T}^n$. Then

$$0 = (L_K f)(z_0, \ldots, z_{n-1}) - i\mu \cdot f(z_0, \ldots, z_{n-1}) = z_0^\mu \cdot (L_K \tilde{f})(z_0, \ldots, z_{n-1}).$$

Hence $L_K \tilde{f} = 0$. Since $\tilde{f}$ is $G$-orbitwise smooth and $G$-orbits are connected, this implies that $\tilde{f}$ is $K$-invariant. Thus

$$f(k_t, z_0, \ldots, z_{n-1}) = e^{i\mu t} \cdot z_0^\mu \cdot \tilde{f}(z_0, \ldots, z_{n-1}) = e^{i\mu t} \cdot f(z_0, \ldots, z_{n-1})$$

for all $(z_0, \ldots, z_{n-1}) \in \mathbb{T}^n$ and $t \in \mathbb{R}$.  

To simplify notation, let us write

$$\mathcal{A}(\mathbb{T}^n, \mathbb{C}_\mu) := \mathcal{K}_G^b(\mathbb{T}^n, \mathbb{C}_\mu)^K$$

for the space of $G$-orbitwise smooth $K$-equivariant $\mathbb{C}_\mu$-valued functions with bounded derivatives, and denote by $\mathcal{A}^\infty(\mathbb{T}^n, \mathbb{C}_\mu) \subset \mathcal{A}(\mathbb{T}^n, \mathbb{C}_\mu)$ the subspace of bounded functions. We further denote by $A(\mathbb{T}^n, \mathbb{C}_\mu)$ and $A^\infty(\mathbb{T}^n, \mathbb{C}_\mu)$ the quotients of the spaces $\mathcal{A}(\mathbb{T}^n, \mathbb{C}_\mu)$ and $\mathcal{A}^\infty(\mathbb{T}^n, \mathbb{C}_\mu)$ defined by identifying functions that take the same values pointwise on the configuration space $\mathbb{T}^{(n)} \subset \mathbb{T}^n$. This means that representatives of a function class in $A(\mathbb{T}^n, \mathbb{C}_\mu)$ may differ only on the complement $\mathbb{T}^n \setminus \mathbb{T}^{(n)}$ of the configuration space. In particular, identities for such function classes correspond to identities for the representing functions that hold pointwise on $\mathbb{T}^{(n)}$. Notice that this definition makes sense since the subset $\mathbb{T}^{(n)} \subset \mathbb{T}^n$ is invariant under the action of $G$.

We denote by $A(\mathbb{T}^n, \mathbb{R})^P$ and $A^\infty(\mathbb{T}^n, \mathbb{R})^P$ the spaces of $P$-invariants in the spaces $A(\mathbb{T}^n, \mathbb{R})$ and $A^\infty(\mathbb{T}^n, \mathbb{R})$. Function classes in these spaces are represented by functions $f$ contained in $\mathcal{A}(\mathbb{T}^n, \mathbb{R})$ and $\mathcal{A}^\infty(\mathbb{T}^n, \mathbb{R})$, respectively, that are $P$-invariant on the configuration space $\mathbb{T}^{(n)}$, i.e., they satisfy

$$f(p, z) = f(z)$$

(2.9)
for all \( z \in T^n \) and \( p \in P \). Notice that this identity is not required to hold for points \( z \in T^n \setminus T^n \) in the complement of \( T^n \). Moreover, since \( G = KAN \) by the Iwasawa decomposition, it also follows that \( f \) is \( G \)-invariant on \( T^n \), i.e., it satisfies \( f(gz) = f(z) \) for all \( z \in T^n \) and \( g \in G \).

**Definition 2.4.** Let \( \mu \in \mathbb{Z} \). A function \( f \in A^\infty(T^n, C_\mu) \) is called *tame* if its real part \( \text{Re} \ f \) satisfies

\[
\sup \left\{ \left| \int_0^T (\text{Re} \ f)(t, z) \, dt \right| : T \in \mathbb{R}, \ z \in T^n \right\} < \infty.
\]

We introduce the notation \( A^\infty(T^n, C_\mu) \subset A^\infty(T^n, C_\mu) \) for the subspace of tame functions. The image of this space under the quotient map \( A^\infty(T^n, C_\mu) \to A_c^\infty(T^n, C_\mu) \) will be denoted by \( A_c^\infty(T^n, C_\mu) \).

### 3. Cohomology

#### 3.1. Continuous bounded cohomology.** We briefly review some basic facts about the continuous bounded cohomology of \( G \). Let us denote for all \( n \geq 0 \) by \( C_b(G^{n+1}, \mathbb{R}) \) the space of bounded continuous functions \( G^{n+1} \to \mathbb{R} \), and let \( C_b(G^{n+1}, \mathbb{R})^G \subset C_b(G^{n+1}, \mathbb{R}) \) be the subspace of functions that are invariant under the diagonal action of \( G \) on the product \( G^{n+1} \).

Then the *continuous bounded cohomology* of \( G \) with trivial real coefficients is defined as the cohomology of the cochain complex

\[
0 \longrightarrow C_b(G, \mathbb{R})^G \xrightarrow{\tilde{\delta}^0} C_b(G^2, \mathbb{R})^G \xrightarrow{\tilde{\delta}^1} C_b(G^3, \mathbb{R})^G \xrightarrow{\tilde{\delta}^2} \cdots
\]

where the map \( \tilde{\delta}^n : C_b(G^{n+1}, \mathbb{R})^G \to C_b(G^{n+2}, \mathbb{R})^G \) given by

\[
(\tilde{\delta}^n f)(g_0, \ldots, g_{n+1}) := \sum_{j=0}^{n+1} (-1)^j f(g_0, \ldots, \widehat{g_j}, \ldots, g_{n+1})
\]

denotes the homogeneous coboundary operator \([15, 16, 40]\).

The continuous bounded cohomology of \( G \) is endowed with a natural ring structure determined by the *cup product*

\[
\cup : H^m_c(G; \mathbb{R}) \otimes H^n_c(G; \mathbb{R}) \to H^{m+n}_c(G; \mathbb{R}),
\]

see for example \([16\text{ Sec. 1.8]}\). This cup product is induced by a corresponding cup product

\[
\cup : C_b(G^{m+1}, \mathbb{R}) \otimes C_b(G^{m+1}, \mathbb{R}) \to C_b(G^{m+1}, \mathbb{R})
\]

on the level of cochains, which is defined by

\[
(c \cup e)(g_0, \ldots, g_{n+m}) := c(g_0, \ldots, g_n) \cdot e(g_n, g_{n+1}, \ldots, g_{n+m})
\]

for any two cochains \( c \in C_b(G^{m+1}, \mathbb{R}) \) and \( e \in C_b(G^{m+1}, \mathbb{R}) \).

As was already mentioned in the introduction, Burger and Monod \([14\text{ Thm. 2.30]}\) proved that the comparison map is an isomorphism \( H^2_c(G; \mathbb{R}) \cong H^2_G(G; \mathbb{R}) \) in degree 2. Since in our case the Lie group \( G \) is Hermitian, this amounts to an isomorphism \( H^2_c(G; \mathbb{R}) \cong \mathbb{R} \) with an explicit generator given by the *bounded Kähler class* \( \kappa \in H^2_c(G; \mathbb{R}) \). The bounded Kähler class is determined by a certain geometric bounded cocycle known as the *Dupont cocycle* \([14\text{ Sec. 2.3]}\).

For more background on the continuous bounded cohomology of locally compact groups we refer the reader to \([10, 16, 14]\).
3.2. The boundary model. The approach taken in this article relies on the boundary model for the continuous bounded cohomology of $G$ due to Ivanov \cite{Ivanov} and Burger and Monod \cite{BurgerMonod}. Let us first consider the cochain complex

$$0 \longrightarrow \mathcal{L}^0(T^1, \mathbb{C}) \overset{\delta^0}{\longrightarrow} \mathcal{L}^0(T^2, \mathbb{C}) \overset{\delta^1}{\longrightarrow} \mathcal{L}^0(T^3, \mathbb{C}) \overset{\delta^2}{\longrightarrow} \cdots$$  \hspace{1cm} (3.1)

of complex measurable functions on the Furstenberg boundary of $G$, where

$$\delta^n : \mathcal{L}^0(T^{n+1}, \mathbb{C}) \to \mathcal{L}^0(T^{n+2}, \mathbb{C}) \quad (n \geq 0)$$

denotes the homogeneous coboundary operator acting by

$$(\delta^n f)(z_0, \ldots, z_{n+1}) := \sum_{j=0}^{n+1} (-1)^j \cdot f(z_0, \ldots, \hat{z}_j, \ldots, z_{n+1}). \hspace{1cm} (3.2)$$

It follows from the definitions that this coboundary operator induces coboundary operators, all denoted by the same symbol $\delta^*$, acting on the function space $L^\infty(T^{n+1}, \mathbb{R})^G$, as well as on the function spaces $A(T^{n+1}, \mathbb{R})$, $A^\infty(T^{n+1}, \mathbb{R})$, $A(T^{n+1}, \mathbb{R})^P$, $A^\infty(T^{n+1}, \mathbb{R})^P$, $A^\infty(T^{n+1}, \mathbb{C})_1$ and $A^\infty(T^{n+1}, \mathbb{C})_1$ which we are going to work with. In this manner, we obtain corresponding cochain complexes that are subcomplexes of quotients of subcomplexes of (3.1).

Of particular interest in this section is the first of these induced cochain complexes, which is the complex

$$0 \longrightarrow L^\infty(T^1, \mathbb{R})^G \overset{\delta^0}{\longrightarrow} L^\infty(T^2, \mathbb{R})^G \overset{\delta^1}{\longrightarrow} L^\infty(T^3, \mathbb{R})^G \overset{\delta^2}{\longrightarrow} \cdots$$

of $G$-invariant bounded measurable functions on the Furstenberg boundary of $G$. The boundary model realizes the continuous bounded cohomology of $G$ in terms of this cochain complex. More specifically, since the boundary action of $G$ is amenable, by \cite{Monod} Thm. 7.5.3 there is an isomorphism

$$H^n_{cb}(G; \mathbb{R}) \cong H^n \left( L^\infty(T^{*+1}, \mathbb{R})^G, \delta^* \right) \hspace{1cm} (3.3)$$

in every degree $n \geq 0$. Notice that this collection of isomorphisms is compatible with the cup product introduced in Section \ref{cup_product} and hence gives rise to an isomorphism of the respective bounded cohomology rings.

3.3. Equivariant measurable liftings. First of all, we observe that the canonical map

$$\mathcal{L}^\infty(T^{n+1}, \mathbb{R})^G \to L^\infty(T^{n+1}, \mathbb{R})^G \quad (n \geq 0)$$  \hspace{1cm} (3.4)

considered in Section \ref{measurable_liftings} is in fact a cochain map that intertwines with the action of the coboundary operator $\delta$. As Monod \cite{Monod} points out, there is a priori no reason for this map to be surjective. However, since the boundary action of $G$ is amenable, by a result of Monod \cite{Monod} Thm. A, Rem. 1 and Cor. 6) the cochain map in (3.4) does in fact admit a section that intertwines with $\delta$. An immediate consequence of this is the following proposition, which paves the way for applying differential geometric methods in the study of the boundary model for the continuous bounded cohomology of $G$.

**Proposition 3.1.** There is a surjective homomorphism

$$H^n \left( A^\infty(T^{*+1}, \mathbb{R})^P, \delta^* \right) \to H^n \left( L^\infty(T^{*+1}, \mathbb{R})^G, \delta^* \right)$$  \hspace{1cm} (3.5)

for every $n \geq 0$.

**Proof.** Recall from Section \ref{measurable_liftings} that every function $f \in A^\infty(T^{n+1}, \mathbb{R})^P$ has a representative $f \in \mathcal{L}^\infty(T^{n+1}, \mathbb{R})$ that is bounded and $G$-invariant on the configuration space $T^{(n+1)}$. Since
the subspace $T^{(n+1)}$ is of full measure in $T^n$, this function $f$ therefore defines an element of $L^\infty(T^{n+1}, \mathbb{R})^G$. Hence we obtain a natural cochain map
\[ A^\infty(T^{n+1}, \mathbb{R})^P \to L^\infty(T^n, \mathbb{R})^G \] (n \geq 0) (3.6)
that intertwines with $\delta$. This map admits a section that is induced by the section of the cochain map in [6, Thm. A, Rem. 1 and Cor. 6]. To see this, we note that every $G$-invariant bounded measurable function $f \in L^\infty(T^{n+1}, \mathbb{R})^G$ is constant along all $G$-orbits in $T^n$, hence it is in particular $G$-orbitwise smooth and bounded with bounded $G$-derivatives. Thus it determines a function in the space $A^\infty(T^{n+1}, \mathbb{R})^P$.

3.4. Cohain contractions. For every $\mu \in \mathbb{Z}$, we define a linear integral operator
\[ \Gamma^n: A^\infty(T^{n+1}, \mathbb{C}_\mu) \to A^\infty(T^n, \mathbb{C}_\mu) \] (n \geq 1)
by
\[ (\Gamma^n f)(z_0, \ldots, z_{n-1}) := \int_{S^1} f(z, z_0, \ldots, z_{n-1}) d\mu_K(z). \] (3.7)
We are now going to prove that this operator is well-defined and gives rise to a cochain contraction for the complex $(A^\infty(T^{n+1}, \mathbb{C}_\mu), \delta^*)$. Recall that this means that the operator $I$ satisfies the identity
\[ \Gamma^{n+1} \circ \delta^n + \delta^{n-1} \circ \Gamma^n = \text{Id} \] (3.8)
for all $n > 0$.

Proposition 3.2. For every $\mu \in \mathbb{Z}$, the operator $I$ is a well-defined cochain contraction for the complex $(A^\infty(T^{n+1}, \mathbb{C}_\mu), \delta^*)$.

Proof. Fix $\mu \in \mathbb{Z}$. First of all, we check that the operator $I$ is well-defined. Consider a function $f \in A^\infty(T^{n+1}, \mathbb{C}_\mu)$ representing a class in $A^\infty(T^{n+1}, \mathbb{C}_\mu)$.

Since $f$ is bounded, the integral in (3.7) exists for every point $(z_0, \ldots, z_{n-1}) \in T^n$ and defines a bounded measurable function $I f$ on $T^n$. Then $K$-invariance of the measure $\mu_K$ together with $K$-equivariance of $f$ imply that the function $I f$ is $K$-equivariant.

Next we prove that $I f$ is $G$-orbitwise smooth and has bounded derivatives. Let us begin by considering the first order derivatives of $I f$. Since $I f$ is $K$-equivariant, it follows from Lemma 2.3 that the derivative $L_K I f$ exists and is bounded on $T^n$. We now inspect the derivatives $L_A I f$ and $L_N I f$. This requires some computations, which are best carried out in angular coordinates $(\theta_0, \ldots, \theta_{n-1}) \in T^n$. Formally, we have
\[ (L_A I f)(\theta_0, \ldots, \theta_{n-1}) = \frac{d}{dt} \bigg|_{t=0} (I f)(a_t, \theta_0, \ldots, \theta_{n-1}) \]
\[ = \frac{1}{2\pi} \frac{d}{dt} \bigg|_{t=0} \int_0^{2\pi} f(\eta, a_t, \theta_0, \ldots, \theta_{n-1}) d\eta \] (3.9)
\[ = \frac{1}{2\pi} \int_0^{2\pi} \frac{d}{dt} \bigg|_{t=0} \left( \frac{d(a_t, \eta)}{d\eta} \cdot f(a_t, \eta, a_t, \theta_0, \ldots, \theta_{n-1}) \right) d\eta. \]
Since $f$ is $G$-orbitwise smooth, the derivative appearing under the integral sign is given by
\[ \frac{d}{dt} \bigg|_{t=0} \left( \frac{d(a_t, \eta)}{d\eta} \cdot f(a_t, \eta, a_t, \theta_0, \ldots, \theta_{n-1}) \right) \]
\[ = \frac{d}{dt} \bigg|_{t=0} f(a_t, \eta, a_t, \theta_0, \ldots, \theta_{n-1}) + \frac{d}{dt} \bigg|_{t=0} \left( \frac{d(a_t, \eta)}{d\eta} \right) \cdot f(\eta, \theta_0, \ldots, \theta_{n-1}) \] (3.10)
\[ = (L_A f)(\eta, \theta_0, \ldots, \theta_{n-1}) + \cos(\eta) \cdot f(\eta, \theta_0, \ldots, \theta_{n-1}), \]
where in the last step we used the identity

\[
\left. \frac{d}{dt} \right|_{t=0} \frac{d}{d\eta} (a(t, \eta)) = \left. \frac{d}{d\eta} \frac{d}{dt} \right|_{t=0} \sin(\eta) = \cos(\eta)
\]

which follows from (2.4). Since the function \( f \) is bounded with bounded derivatives, we see that the derivative in (3.10) is bounded on \( \mathbb{T}^n \). Hence the Lebesgue dominated convergence theorem justifies the computation in (3.9) and therefore the derivative \( L_A f \) exists. Further, combining (3.9) and (3.10) we obtain the formula

\[
(L_A f)(\theta_0, \ldots, \theta_{n-1}) = (L_{A f})(\theta_0, \ldots, \theta_{n-1}) + \frac{1}{2\pi} \int_0^{2\pi} \cos(\eta) \cdot f(\eta, \theta_0, \ldots, \theta_{n-1}) d\eta. \quad (3.11)
\]

Likewise we have

\[
(L_N f)(\theta_0, \ldots, \theta_{n-1}) = (L_{N f})(\theta_0, \ldots, \theta_{n-1}) + \frac{1}{2\pi} \int_0^{2\pi} \sin(\eta) \cdot f(\eta, \theta_0, \ldots, \theta_{n-1}) d\eta. \quad (3.12)
\]

Since \( f \) is bounded with bounded derivatives it follows that the derivatives \( L_A f \) and \( L_N f \) are bounded functions on \( \mathbb{T}^n \). In the general case, a similar argument shows that the directional derivatives \( L_{i_1, \ldots, i_\ell} f \) are bounded functions on \( \mathbb{T}^n \) for all \( \ell > 0 \) and all \( (i_1, \ldots, i_\ell) \in \{K, A, N\}^\ell \). Since \( G = KAN \) by the Iwasawa decomposition, this proves that \( I f \) is \( G \)-orbitwise smooth and bounded with bounded derivatives.

We see from (3.7) that the restriction of \( I f \) to the configuration space \( \mathbb{T}^{(n)} \) does not depend on the choice of \( f \) since \( f \) is uniquely determined on the configuration space \( \mathbb{T}^{(n+1)} \) and \( (z, z_0, \ldots, z_{n-1}) \in \mathbb{T}^{(n+1)} \) for almost every \( z \in S^1 \). Hence the function \( I f \) defines a class in \( A^\infty(\mathbb{T}^n, \mathbb{C}_\mu) \).

A straightforward calculation shows that \( \Pi^{n+1} \circ \delta^nf + \delta^{n-1} \circ \Pi^n f = f \) holds pointwise on the configuration space \( \mathbb{T}^{(n+1)} \) for every function \( f \in \mathcal{A}(\mathbb{T}^{n+1}, \mathbb{C}_\mu) \) and for all \( n \geq 0 \).

An immediate consequence of the proposition is the following vanishing theorem for the cohomology of the complex \( (A^\infty(\mathbb{T}^{\bullet+1}, \mathbb{C}_\mu), \delta^* \).

**Corollary 3.3.** For every \( \mu \in \mathbb{Z} \), the cochain complex \( (A^\infty(\mathbb{T}^{\bullet+1}, \mathbb{C}_\mu), \delta^* \) is acyclic and hence \( H^n(A^\infty(\mathbb{T}^{\bullet+1}, \mathbb{C}_\mu), \delta^*) = 0 \) for all \( n > 0 \).

4. The Cauchy-Frobenius Complex

4.1. The differential operators \( L \) and \( Q \). We introduce two basic first order linear partial differential operators acting on \( P \)-orbitwise smooth functions. The first operator is defined by combining the real operators \( L_A \) and \( L_N \), introduced in Section 2.5, into a single complex operator.

**Definition 4.1.** The **Cauchy operator** is the complex operator

\[
L := L_A + i L_N : \mathcal{G}_P(\mathbb{T}^{n+1}, \mathbb{R}) \to \mathcal{G}_P(\mathbb{T}^{n+1}, \mathbb{C}).
\]  

(4.1)

The Cauchy operator naturally acts on \( P \)-orbitwise smooth functions. Its complex conjugate will be denoted by \( \overline{L} := L_A - i L_N \). For later reference, we note that as an immediate consequence of the real commutator relations in (2.4), the operators \( L_K \), \( L \) and \( \overline{L} \) satisfy the complex commutator relations

\[
[L_K, L] - L_K - i L = 0, \quad [L_K, \overline{L}] - L_K + i \overline{L} = 0, \quad [L, \overline{L}] + L - \overline{L} = 0.
\]  

(4.2)
The second operator is defined in terms of the conjugated Cauchy operator $\overline{\tau}$.

**Definition 4.2.** The Frobenius operator is the real operator

$$Q := \text{Im}(\text{Id} - \overline{\tau}) : \mathcal{S}_P(T^{n+1}, \mathbb{C}) \to \mathcal{S}_P(T^{n+1}, \mathbb{R})$$

(4.3)
defined as the imaginary part of the operator $\text{Id} - \overline{\tau}$.

We reserve the notation $u = u^\omega + i u^\nu$ for the decomposition of a complex function $u$ into its real and imaginary parts. For later reference, we note that the action of the Frobenius operator on some function $u \in \mathcal{S}_P(T^{n+1}, \mathbb{C})$ then takes the form

$$Q u = u^\omega - L_A u^\nu + L_N u^\nu.$$  

(4.4)

4.2. The Cauchy-Frobenius complex. The goal of this section is to investigate the interaction between the differential operators $L$ and $Q$. We denote by

$$\iota^n : A^\infty(T^{n+1}, \mathbb{R})^P \to A^\infty(T^{n+1}, \mathbb{R}) \quad (n \geq 0)$$

the canonical inclusion. We begin with the following basic observation.

**Proposition 4.3.** The differential operators $L$ and $Q$ in (4.1) and (4.3) induce linear operators

$$L^n : A(T^{n+1}, \mathbb{R}) \to A^\infty(T^{n+1}, \mathcal{C}_1) \quad (n \geq 0)$$

(4.5)

and

$$Q^n : A^\infty(T^{n+1}, \mathcal{C}_1) \to A^\infty(T^{n+1}, \mathbb{R}) \quad (n \geq 0)$$

(4.6)

which give rise to a differential complex

$$0 \to A^\infty(T^{n+1}, \mathbb{R})^P \xrightarrow{\iota^n} A^\infty(T^{n+1}, \mathbb{R}) \xrightarrow{L^n} A^\infty(T^{n+1}, \mathcal{C}_1) \xrightarrow{Q^n} A^\infty(T^{n+1}, \mathbb{R}) \to 0$$

(4.7)

for every $n \geq 0$.

The differential complex in (4.7) will be called the Cauchy-Frobenius complex.

**Proof.** Step 1. We prove that the Cauchy operator in (4.1) induces a linear operator

$$L^n : A(T^{n+1}, \mathbb{R}) \to A^\infty(T^{n+1}, \mathcal{C}_1).$$

Consider a function $p \in A(T^{n+1}, \mathbb{R})$ that is represented by some function $p \in \mathcal{S}(T^{n+1}, \mathbb{R})$. The function $L p$ is bounded with bounded derivatives since $p$ has bounded derivatives. By Lemma 2.3 we have $L_K p = 0$. Hence it follows with the commutator relations from (4.2) that

$$L_K (L p) - i L p = [L_K, L] p - L_K p - i L p = 0,$$

which by Lemma 2.3 implies that $L p$ is $K$-equivariant as a function taking values in the $K$-module $\mathcal{C}_1$. Thus the function $L p$ determines a well-defined class in $A^\infty(T^{n+1}, \mathcal{C}_1)$ since the configuration space $T^{(n+1)}$ is invariant under the action of $P$.

**Step 2.** We prove that the operator $L^n$ from Step 1 restricts to an operator

$$L^n : A^\infty(T^{n+1}, \mathbb{R}) \to A^\infty(T^{n+1}, \mathcal{C}_1).$$

Continuing with the argument from Step 1, it remains to check that $L p$ is tame. To this end, we observe that $\text{Re}(L p) = L_A p$. Hence by (2.6) we obtain for $z \in T^{(n+1)}$ the identity

$$\int_0^T (\text{Re}(L p))(a_t, z) \, dt = p(a_T, z) - p(z)$$

for all $T \in \mathbb{R}$. Since $p$ is bounded we conclude that $L p$ is tame.
Step 3. We prove that $\text{im } \iota^n \subset \ker L^n$.

Consider a function $p \in A^\infty(T^{n+1}, \mathbb{R})^P$. It is $G$-orbitwise smooth and $P$-invariant when restricted to the configuration space $T^{(n+1)}$, hence invariant under the actions of $A$ and $N$ thereon. Thus $L_A p = 0 = L_N p$ on $T^{(n+1)}$, which implies that $L p = 0$ in $A(T^{n+1}, C_1)$ because $p$ is real valued.

Step 4. We prove that the Frobenius operator in (4.3) induces a linear operator

$$Q^n : A^\infty(T^{n+1}, C_1) \to A^\infty(T^{n+1}, \mathbb{R}).$$

Consider a function $u \in A^\infty(T^{n+1}, C_1)$ represented by some function $u \in \mathcal{A}(T^{n+1}, C_1)$. The function $Q u$ is bounded with bounded derivatives for $u$ has bounded derivatives. Since $u$ is $K$-equivariant with values in $C_1$, by Lemma 2.3 we have $L_K u - i u = 0$. Thus it follows with (4.2) that

$$L_K Q u = L_K (u - \iota u) = L_K u - [L_K, \iota] u - \iota L_K u = i u - L_K u + i \iota u - i \iota u = 0.$$

By Lemma 2.3 this implies that $Q u$ is $K$-equivariant as a $C_0$-valued function, hence $K$-invariant. As in Step 1 we see that $Q u$ defines a class in $A^\infty(T^{n+1}, \mathbb{R})$.

Step 5. We prove that $\text{im } L^n \subset \ker Q^n$.

Let $p \in A^\infty(T^{n+1}, \mathbb{R})$. Using the commutator relations from (4.2) we compute

$$Q L p = \text{Im } (L p - \iota L p) = \frac{1}{2i} \left( [L, \iota] p + L p - \iota L p \right) = 0. \quad \Box$$

The next proposition, which is the main result of this section, characterizes the interaction between the differential operators $L$ and $Q$. Its proof will occupy the remainder of this section.

Proposition 4.4. The Cauchy-Frobenius complex in (4.7) is exact for every $n \geq 2$. Moreover, for $n = 1$ it is exact at the last term, i.e., the map $Q^1$ is surjective.

Proof. Exactness of the Cauchy-Frobenius complex at the first term is clear. Exactness at the other terms holds by Proposition 4.3, Proposition 4.9 and Proposition 4.10 below. \hfill \Box

4.3. Infinitesimal $P$-invariance.

Proposition 4.5. In (4.7) we have $\text{im } \iota^n = \ker L^n$ for every $n \geq 1$.

Proof. By Proposition 4.3 it remains to show that $\ker L^n \subset \text{im } \iota^n$. So consider a function $p \in A^\infty(T^{n+1}, \mathbb{R})$. Since $p$ is real valued, $L^n p = 0$ implies that $L_A p = 0 = L_N p$ on the configuration space $T^{(n+1)}$. Since $p$ is smooth along $P$-orbits and $P$-orbits are connected, it follows that $p$ is invariant under the actions of $A$ and $N$ on $T^{(n+1)}$, hence $P$-invariant thereon. We conclude that $p \in A^\infty(T^{n+1}, \mathbb{R})^P$. \hfill \Box

4.4. $K$-reduction and $K$-extension. We introduce the concepts of $K$-reduction and $K$-extension, which will be useful when dealing with differential equations for $K$-equivariant functions. Let $n \geq 0$. Given a measurable function $f \in \mathcal{L}^0(T^{n+1}, \mathbb{C})$, the $K$-reduction of $f$ is the function $f_K \in \mathcal{L}^0(T^n, \mathbb{C})$ defined by

$$f_K(z_1, \ldots, z_n) := f(1, z_1, \ldots, z_n). \quad (4.8)$$

Conversely, given a weight $\mu \in \mathbb{Z}$ and a function $f \in \mathcal{L}^0(T^n, \mathbb{C})$, the $K$-extension of $f$ with weight $\mu$ is the function $f^K_\mu \in \mathcal{L}^0(T^{n+1}, \mathbb{C})$ defined by

$$f^K_\mu(z_0, \ldots, z_n) := z_0^\mu \cdot f(z_1/z_0, \ldots, z_n/z_0). \quad (4.9)$$

The next lemma collects some basic properties of $K$-reduction and $K$-extension.
Lemma 4.6. Let \( n \geq 0 \), and fix an integer \( \mu \in \mathbb{Z} \).

(i) For all \( f \in \mathcal{L}^0(\mathbb{T}^{n+1}, \mathbb{C}_{\mu})^K \) we have \((f^K)_\mu = f\), and for all \( f \in \mathcal{L}^0(\mathbb{T}^n, \mathbb{C}) \) we have \((f^K)_\mu = f\).

(ii) Let \( f, f' \in \mathcal{L}^0(\mathbb{T}^{n+1}, \mathbb{C}_{\mu})^K \). If \( f_K = f'_K \), then \( f = f'\).

(iii) Let \( f \in \mathcal{L}^0(\mathbb{T}^{n+1}, \mathbb{C}) \). Then \( f \) is bounded if and only if \( f_K \) is bounded and likewise for \( L \).

(iv) If \( f \in \mathcal{S}_G(\mathbb{T}^{n+1}, \mathbb{C}) \), then \( f_K \in \mathcal{S}_P(\mathbb{T}^n, \mathbb{C}) \). Moreover, we have

\[
L_A f_K = (L_A f)_K, \quad L_N f_K = (L_N f)_K.
\]

(v) If \( f \in \mathcal{S}_G(\mathbb{T}^{n+1}, \mathbb{C}) \), then \( f_K \in \mathcal{S}_P(\mathbb{T}^n, \mathbb{C}) \).

(vi) If \( f \in \mathcal{S}_P(\mathbb{T}^n, \mathbb{C}) \), then \( f_K \in \mathcal{S}_G(\mathbb{T}^{n+1}, \mathbb{C}_{\mu})^K \).

(vii) If \( f \in \mathcal{S}_P(\mathbb{T}^n, \mathbb{C}) \), then \( f_K \in \mathcal{S}_G(\mathbb{T}^{n+1}, \mathbb{C}_{\mu})^K \).

Proof. Claims (i) and (iii) are immediate from (4.8) and (4.9), and (ii) follows from (i).

To prove (iv), recall that for a \( G \)-orbitwise smooth function \( f \in \mathcal{S}_G(\mathbb{T}^{n+1}, \mathbb{C}) \) the map

\[
G \to \mathbb{C}, \quad g \mapsto f(g,z_0,\ldots,g,z_n)
\]

is smooth for every \((z_0,\ldots,z_n) \in \mathbb{T}^{n+1}\). Recall moreover that \( 1 \in S^1 \) is a fixed point for the action of the parabolic subgroup \( P = AN \). Firstly, this implies that the map

\[
P \to \mathbb{C}, \quad p \mapsto f(p,1,p,z_1,\ldots,p,z_n) = f_K(p,z_1,\ldots,p,z_n)
\]

is smooth, which shows that \( f_K \in \mathcal{S}_P(\mathbb{T}^n, \mathbb{C}) \). Secondly, it implies that \( K \)-reduction commutes with the action of the operators \( L_A \) and \( L_N \). In fact, for \((z_1,\ldots,z_n) \in \mathbb{T}^n \) we have

\[
(L_A f_K)(z_1,\ldots,z_n) = \frac{d}{dt} f_K(a_1z_1,\ldots,a_\ell z_n) \bigg|_{t=0} = \frac{d}{dt} f(a_1, a_\ell z_1, \ldots, a_\ell z_n) \bigg|_{t=0} = (L_A f)(1,z_1,\ldots,z_n) = (L_A f)_K(z_1,\ldots,z_n),
\]

and likewise for \( L_N \).

Let us prove (v). Assume that \( f \in \mathcal{S}_G(\mathbb{T}^{n+1}, \mathbb{C}) \). By (iv) above it remains to show that \( f_K \) has bounded \( P \)-derivatives. By (iv) we have

\[
L_{i_1,\ldots,i_\ell} f_K = (L_{i_1,\ldots,i_\ell} f)_K
\]

for all \( \ell > 0 \) and all \( (i_1,\ldots,i_\ell) \in \{A,N\}^\ell \). The claim now follows with (iii) above since \( f \) has bounded \( G \)-derivatives.

To prove claim (vi) we consider \( f \in \mathcal{S}_P(\mathbb{T}^n, \mathbb{C}) \) and let \((z_0,\ldots,z_n) \in \mathbb{T}^{n+1}\). We are going to show that the map

\[
G \to \mathbb{C}, \quad g \mapsto f^K_\mu(g,z_0,\ldots,g,z_n) \quad (4.10)
\]

is smooth. Let us fix \( t \in \mathbb{R} \) such that \( k_t = z_0 \in S^1 \cong K \). Then \( k_t^{-1}z_0 = 1 \). From the Iwasawa decomposition \( G = KAN = KP \) we obtain the decomposition \( G = KP' \) with the parabolic subgroup \( P' := k_t P k_t^{-1} \). Any \( g \in G \) may therefore be written in the form

\[
g = k k_t P k_t^{-1}, \quad (4.11)
\]
with $k \in K$ and $p \in P$ smoothly depending on $g$. Let us write $k_k = e^{t_i}$ with $t' \in \mathbb{R}$ smoothly depending on $g$. Then it follows from (4.9) and the fact that $1 \in S^1$ is a fixed point for the action of $P$ that

$$f^*_\mu (g \cdot z_0, \ldots, g \cdot z_n) = e^{i t'} \cdot f^*_\mu \left( p k_i^{-1} \cdot z_0, p k_i^{-1} \cdot z_1, \ldots, p k_i^{-1} \cdot z_n \right)$$

$$= e^{i t'} \cdot f^*_\mu \left( 1, p k_i^{-1} \cdot z_1, \ldots, p k_i^{-1} \cdot z_n \right)$$

$$= e^{i t'} \cdot f \left( p k_i^{-1} \cdot z_1, \ldots, p k_i^{-1} \cdot z_n \right).$$

Since the function $f$ is $P$-orbitwise smooth and $t'$ and $p$ depend smoothly on $g$, we conclude that the map (4.10) is in fact smooth.

Lastly, we prove (vii). Let $f \in \mathcal{S}^0_{\mu} (\mathbb{T}^n, \mathbb{C})$. By (vi) above it remains to show that the function $f^*_\mu$ has bounded $G$-derivatives. To this end, let us first introduce some notation. We abbreviate $E_0 := L_K$, $E_1 := L$ and $E_2 := T$. Given an integer $\ell > 0$, for any collection of indices $(j_1, \ldots, j_\ell) \in \{0, 1, 2\}^\ell$ we then consider the $\ell$-th order linear partial differential operators

$$E_{j_1, \ldots, j_\ell} := E_{j_1} \circ \cdots \circ E_{j_\ell}.$$ 

For $\ell = 0$ we set $E_{j_1, \ldots, j_\ell} := \text{Id}$. Observe that any of the differential operators $L_{i_1, \ldots, i_\ell}$ defined in Section 2.3 may be expressed as a complex linear combination of the differential operators $E_{j_1, \ldots, j_\ell}$. Hence in order to prove that $f^*_\mu$ has bounded derivatives it will be sufficient to show that the derivatives $E_{j_1, \ldots, j_\ell} f^*_\mu$ are bounded for all $\ell > 0$ and all $(j_1, \ldots, j_\ell) \in \{0, 1, 2\}^\ell$.

Let us consider the first order derivatives of the function $f^*_\mu$. Since by (v) above $f^*_\mu$ is $K$-equivariant, by Lemma 2.3 we have

$$E_0 f^*_\mu = L_K f^*_\mu = i \mu \cdot f^*_\mu,$$

which is bounded since $f^*_\mu$ is bounded. Let now $j_1 \in \{1, 2\}$. Using the commutator relations from (4.2) we arrive at the differential equation

$$L_K \left( E_{j_1} f^*_\mu \right) = i \nu \cdot \left( E_{j_1} f^*_\mu \right) + R_0 (f^*_\mu)$$

for the derivative $E_{j_1} f^*_\mu$, with $\nu \in \mathbb{Z}$ and the lower order perturbation term

$$R_0 (f^*_\mu) = i \beta \cdot f^*_\mu$$

for some $\beta \in \mathbb{Z}$. Notice that (4.12) is a first order linear ordinary differential equation along each $K$-orbit in $\mathbb{T}^{n+1}$. By Lemma 2.3 and (iii) above, any solution of the unperturbed equation in (4.12) is bounded if and only if its $K$-reduction is bounded. Observe moreover that the perturbation term in (4.12) is bounded. Since $K \cong S^1$ is compact, we therefore conclude that the solution $E_{j_1} f^*_\mu$ of the perturbed equation in (4.12) is bounded if and only if its $K$-reduction is bounded (cf. [2, Sec. 3.3]). Now by (iv) and (i) above this $K$-reduction is given by

$$(E_{j_1} f^*_\mu)_{K} = E_{j_1} (f^*_\mu)_{K} = E_{j_1} f,$$

which is bounded since $f$ has bounded $P$-derivatives. Hence the derivatives $E_{j_1} f^*_\mu$ are bounded for $j_1 \in \{0, 1, 2\}$.

We may now consider derivatives of the function $f^*_\mu$ of any order $\ell > 1$. To this end, we let $(j_1, \ldots, j_\ell) \in \{0, 1, 2\}^\ell$ and inductively apply the commutator relations from (4.2) to obtain the differential equation

$$L_K \left( E_{j_1, \ldots, j_\ell} f^*_\mu \right) = i \gamma \cdot E_{j_1, \ldots, j_\ell} f^*_\mu + R_{\ell-1} (f^*_\mu)$$
for the derivative \( E_{\ell_1,\ldots,\ell_n} f^K \), with \( \gamma \in \mathbb{Z} \) and the lower order perturbation term  
\[
R_{\ell-1}(f^K) = \sum_{0 \leq k < \ell} \sum_{(l_1,\ldots,l_n) \in \{0,1,2\}^n} i\alpha_{l_1,\ldots,l_n} \cdot E_{l_1,\ldots,l_n} f^K
\]
with \( \alpha_{l_1,\ldots,l_n} \in \mathbb{Z} \). It follows by induction that the function \( R_{\ell-1}(f^K) \) is bounded. Hence a similar argument as in the case \( \ell = 1 \) above shows that the derivative \( E_{\ell_1,\ldots,\ell_n} f^K \) is in fact bounded. \( \square \)

We will also need the following useful criterion for tameness.

**Lemma 4.7.** If the real part of a bounded function \( f \in \mathcal{A}_P^b(\mathbb{T}^n, \mathbb{C}) \) satisfies \( \text{Re} \, f = 0 \), then the \( K \)-extension \( f^K \in \mathcal{A}_G^b(\mathbb{T}^{n+1}, \mathbb{C}_1)^K \) of \( f \) with weight 1 is tame.

**Proof.** Let \( f \in \mathcal{A}_P^b(\mathbb{T}^n, \mathbb{C}) \), and assume that \( \text{Re} \, f = 0 \). By Lemma 4.6(iii) we know that \( f^K \) is bounded since \( f \) is bounded by assumption. It will be convenient to work with angular coordinates \((\theta_0,\ldots,\theta_n) \in \mathbb{T}^{n+1}\). Recall from (4.9) that the \( K \)-extension \( f^K_1 \in \mathcal{A}_G^b(\mathbb{T}^{n+1}, \mathbb{C}_1)^K \) is given by  
\[
f^K_1(\theta_0,\ldots,\theta_n) = e^{i\theta_0} \cdot f(\theta_1-\theta_0,\ldots,\theta_n-\theta_0).
\]
Since \( \text{Re} \, f = 0 \) by assumption, it follows that  
\[
(\text{Re} \, f^K_1)(\theta_0,\ldots,\theta_n) = -\sin(\theta_0) \cdot (\text{Im} \, f)(\theta_1-\theta_0,\ldots,\theta_n-\theta_0).
\]
Hence boundedness of \( f \) yields an estimate  
\[
\left| \int_0^T (\text{Re} \, f^K_1)(a_t, \theta_0,\ldots,a_t, \theta_n) \, dt \right| \leq \|f\|_\infty \cdot \int_0^T |\sin(a_t, \theta_0)| \, dt
\]
for every \( T \in \mathbb{R} \). Recall that the fixed points for the boundary action of \( a_t \) on \( S^1 \) are \( \pm 1 \), which in angular coordinates correspond to the multiples of \( \pi \). Hence we have  
\[
|\sin(a_t, \theta_0)| \leq |\pm \sin(a_t, \theta_0) |
\]
for all \( t \in \mathbb{R} \), depending on whether \( \sin(\theta_0) \geq 0 \). Now with the explicit formula for the operator \( L_A \) from (2.4) we compute  
\[
\int_0^T \sin(a_t, \theta_0) \, dt = \int_0^T \frac{d}{dt}(a_t, \theta_0) \, dt = a_T, \theta_0 - \theta_0
\]
for every \( T \in \mathbb{R} \). Combining (4.13), (4.14) and (4.15) we finally arrive at  
\[
\left| \int_0^T (\text{Re} \, f^K_1)(a_t, \theta_0,\ldots,a_t, \theta_n) \, dt \right| \leq \|f\|_\infty \cdot |a_T, \theta_0 - \theta_0| \leq \|f\|_\infty \cdot \pi
\]
for all \( T \in \mathbb{R} \) and every point \((\theta_0,\ldots,\theta_n) \in \mathbb{T}^{n+1}\), which implies that \( f^K \) is tame. \( \square \)

### 4.5. The Cauchy problem.

Consider the partial differential equation  
\[
L \cdot p = u
\]
with right-hand side \( u \in A^\infty(\mathbb{T}^{n+1}, \mathbb{C}_1) \). Our goal in this section is to explicitly construct solutions \( p \in A(\mathbb{T}^{n+1}, \mathbb{R}) \) of this equation, and to study their boundedness properties. As it turns out, solutions of (4.16) are uniquely determined by a suitable choice of initial condition. To formalize this, we make the following definition.
Definition 4.8. A subset $B_n \subset T^{n+1}$ is called a *measurable set of basepoints* for the boundary action of $G$ on $T^{n+1}$ if the following two conditions are satisfied.

(i) The set $B_n$ is a measurable subset of $T^{n+1}$.

(ii) The map

$$B_n \to T^{n+1}/G, \quad (b_0, \ldots, b_n) \mapsto G.(b_0, \ldots, b_n)$$

taking each basepoint to its corresponding $G$-orbit in $T^{n+1}$ is bijective.

We remark that measurable sets of basepoints $B_n \subset T^{n+1}$ for the boundary action of $G$ on $T^{n+1}$ as in Definition 4.8 above exist for every $n \geq 0$ (cf. [51, App. B]). For any fixed such measurable set of basepoints we may then impose the initial condition

$$p|B_n = 0$$

upon the solutions of (4.16). Note that this condition involves pointwise evaluation of the function class $p \in A(T^{n+1}, \mathbb{R})$ on the set $B_n \subset T^{n+1}$. This is well-defined only on the configuration space $T^{(n+1)}$, but void on its complement $T^{n+1} \setminus T^{(n+1)}$. Nevertheless, as we will see, the initial condition in (4.17) uniquely determines the solution $p$. We will refer to (4.16)–(4.17) as the Cauchy problem. The next proposition characterizes its solutions.

Proposition 4.9. Fix a collection $B = \{B_n\}_{n \geq 2}$ of measurable sets of basepoints $B_n \subset T^{n+1}$ for the boundary action of $G$ on $T^{n+1}$ for all $n \geq 2$. Then there exists a linear operator

$$R_B^n : \text{im} \ L^n \to A(T^{n+1}, \mathbb{R}) \quad (n \geq 2)$$

which is a right inverse of the Cauchy operator $L^n$ in (4.16). More precisely, for every $n \geq 2$ and for every function $u \in A^\infty(T^{n+1}, C_1)$ satisfying the integrability condition

$$Q u = 0$$

the following hold.

(i) Fix a basepoint $b \in B_n \cap T^{(n+1)}$, an element $g \in G$, and a Cartan decomposition $g = k' a_T k$ with $k, k' \in K, a_T \in A$ and $T \in \mathbb{R}$ as in (2.2). Then the value of the function $R_B u$ at the point $g. b$ is given by the integral

$$(R_B u)(g. b) = \int_0^T (\text{Re} u)(a_t k. b) \, dt. \quad (4.20)$$

(ii) The function $p := R_B u$ is a solution of the Cauchy problem (4.16)–(4.17).

(iii) If the function $u$ is tame, then the solution $p = R_B u$ is bounded. In particular, the Cauchy-Frobenius complex in (4.17) is exact at the third term $A_r^\infty(T^{n+1}, C_1)$.

We note that the pointwise evaluation of the function $R_B u$ in (4.20) is only defined for points in the configuration space $T^{(n+1)}$. This is not a loss, however, since we are working with function classes in the sense of Section 2.6.

Proof. Fix $n \geq 2$, let $B_n \subset T^{n+1}$ be a measurable set of basepoints, and let $u \in A(T^{n+1}, C_1)$ such that (4.19) holds. Since

$$\text{im} \ L^n \subset \ker Q^n$$

by Proposition 4.3 it will be sufficient to explicitly construct the solution $p \in A(T^{n+1}, \mathbb{R})$ of the Cauchy problem (4.16)–(4.17) and to show that it is bounded if $u$ is tame.

Step 1. Since the configuration space $T^{(n+1)}$ is invariant under the action of $G$, we may pick a representative $u \in A^\infty(T^{n+1}, C_1)$ such that $u(z) = 0$ for all $z \in T^{n+1} \setminus T^{(n+1)}$. 


Step 2. The measurable subset $B_n \subset \mathbb{T}^{n+1}$ of basepoints defines a measurable subset $(B_n)_K \subset \mathbb{T}^n$ defined by

$$(B_n)_K := \{(b_1/b_0, \ldots, b_n/b_0) \mid (b_0, \ldots, b_n) \in B_n\}.$$ 

In this way, we obtain a bijective parametrization $(B_n)_K \to \mathbb{T}^n/P$ of the $P$-orbits in $\mathbb{T}^n$.

Step 3. We construct a function $q \in \mathcal{F}_P(\mathbb{T}^n, \mathbb{R})$ that solves the Cauchy initial value problem

$$\begin{cases}
L_q = u_K, \\
q|_{(B_n)_K} = 0.
\end{cases} \quad (4.21)$$

Here $u_K \in \mathcal{F}_P(\mathbb{T}^n, \mathbb{R})$ by Lemma 4.6(iv), and $(B_n)_K \subset \mathbb{T}^n$ is the measurable subset constructed in Step 2. Note that the first equation is obtained from (4.16) by means of $K$-reduction.

We will proceed in two stages. First, we solve the initial value problem (4.21) on the open subset $\mathbb{T}^{(n)} \subset \mathbb{T}^n$, which was defined in Section 2.2. We will later extend the solution to all of $\mathbb{T}^n$. Writing $u_K = u_K^t + iu_K^b$ for the decomposition of $u_K$ into its real and imaginary parts, we observe that the complex differential equation $L_q = u_K$ in (4.21) is equivalent to the system of real differential equations

$$L_A q = u_K^t, \quad L_N q = u_K^b. \quad (4.22)$$

Applying Frobenius’ theorem (cf. [13] Sec. 1.3 and Thm. 1.3.8) simultaneously on each $P$-orbit in $\mathbb{T}^{(n)}$, it follows that the system in (4.22) admits a $P$-orbitwise smooth solution $q$ on $\mathbb{T}^{(n)}$ if and only if it is involutive (cf. [3] and [28, App. B]). Note that this argument crucially relies on the facts that $P$ acts freely on $\mathbb{T}^{(n)}$ since $n \geq 2$ by assumption, and that $P$-orbits in $\mathbb{T}^{(n)}$ are connected and simply connected submanifolds of $\mathbb{T}^{(n)}$. The system of differential equations in (4.22) is involutive if and only if

$$[L_A, L_N] q = L_A u_K^b - L_N u_K^t.$$

By the commutator relations from (2.5) this amounts to the integrability condition

$$u_K^b - L_A u_K^b + L_N u_K^t = 0.$$

By (4.3) this is equivalent to

$$Q u_K = 0.$$

But this equation is satisfied on $\mathbb{T}^{(n)}$ because $Q u_K = (Q u)_K$ by Lemma 4.6(iv), and because $Q u(z) = 0$ for all $z \in \mathbb{T}^{(n+1)}$ by (1.19). Thus by Frobenius’ theorem it follows that the system in (4.22) admits a smooth solution $q$ on each $P$-orbit in the open subset $\mathbb{T}^{(n)}$. We may adjust this solution $q$ in such a way that it satisfies the initial condition in (4.21) on each $P$-orbit in $\mathbb{T}^{(n)}$. Since the subset $(B_n)_K \subset \mathbb{T}^n$ is measurable and the right-hand side $u_K$ in (4.21) is a measurable function, it follows that the solution $q$ is a measurable function on $\mathbb{T}^{(n)}$.

It remains to extend the solution $q$ to the whole torus $\mathbb{T}^n$. This will be done by setting $q(z) := 0$ for all $z \in \mathbb{T}^n \setminus \mathbb{T}^{(n)}$. Since the complement $\mathbb{T}^n \setminus \mathbb{T}^{(n)}$ is of measure zero in $\mathbb{T}^n$, since $u_K$ vanishes on $\mathbb{T}^n \setminus \mathbb{T}^{(n)}$ by Step 1, and since $\mathbb{T}^{(n)}$ is $P$-invariant, this finally yields the desired solution $q \in \mathcal{F}_P(\mathbb{T}^n, \mathbb{R})$ of the Cauchy initial value problem in (4.21).

Step 4. We prove that the $K$-extension $p := q^K_0 \in \mathcal{F}_G(\mathbb{T}^{n+1}, \mathbb{R})^K$ of the function $q$ with weight 0 is a solution of (4.16).

Applying Lemma 4.6(iv, i) we deduce from (4.21) that

$$(L p)_K = L p_K = L q = u_K.$$
By Proposition 4.3 we know that \( L_p u \in S_G(T^{n+1}, C_1)^K \). Hence by Lemma 4.6 (ii) it follows that \( L_p = u \).

**Step 5.** We observe that the solution \( p \in S_G(T^{n+1}, \mathbb{R})^K \) of (4.16) constructed in Step 4 satisfies the initial condition in (4.17).

In fact, the solution \( q \) of (4.21) in Step 3 was constructed in such a way that
\[
q(b_1/b_0, \ldots, b_n/b_0) = 0
\]
for all basepoints \((b_0, \ldots, b_n) \in B_n\). Hence (4.17) follows from (4.9) since \( p = q^K \) by Step 4.

**Step 6.** We show that \( p \in S_{bG}(T^{n+1}, \mathbb{R})^K \). This proves part (ii) of the proposition.

Write \( u = u^\sharp + iu^\flat \) for the decomposition of \( u \) into its real and imaginary parts. By assumption, \( u^\sharp \) and \( u^\flat \) are bounded functions with bounded \( G \)-derivatives. By Lemma 2.3 we have \( L_K p = 0 \). Moreover, \( L_p = u \) by Step 4 implies that \( L_{A} p = u^\sharp \) and \( L_{N} p = u^\flat \). It follows that \( p \) has bounded \( G \)-derivatives.

**Step 7.** We derive an explicit formula for the function \( p \). This proves part (i) of the proposition.

Fix a basepoint \( b \in B_n \) and an element \( g \in G \). We are going to compute the value of the function \( p \) at the point \( z := g \cdot b \in T^{n+1} \). Choose a Cartan decomposition \( g = k' a_T k \) with \( k, k' \in K \) and \( a_T \in A \) for some \( T \in \mathbb{R} \) as in (2.2). Then
\[
p(z) = p(g \cdot b) = p(k' \cdot (a_T k) \cdot b) = p(a_T \cdot (k \cdot b)) \tag{4.23}
\]
since \( p \) is \( K \)-invariant. Taking the real part of the equation \( L_p = u \) we obtain \( L_{A} p = \text{Re} \ u \). Hence by (2.6) we have
\[
p(a_T \cdot (k \cdot b)) = p(k \cdot b) + \int_0^T (\text{Re} \ u)(a_t k \cdot b) \ dt. \tag{4.24}
\]
Observe that \( p(k \cdot b) = p(b) = 0 \), which follows from \( K \)-invariance of \( p \) and the initial condition in (4.17). Hence combining (4.23) and (4.24) we obtain
\[
p(z) = \int_0^T (\text{Re} \ u)(a_t k \cdot b) \ dt, \tag{4.25}
\]
which is the formula in (4.20). Note that because of the assumption on \( u \) in Step 1, the formula in (4.25) holds for all basepoints in \( B_n \) including those in the complement of the configuration space.

**Step 8.** Assume that \( u \) is tame. Then there exists a constant \( C = C(u) \) such that
\[
\left| \int_0^T (\text{Re} \ u)(a_t z) \ dt \right| < C
\]
for all \( z \in T^{n+1} \) and \( T \in \mathbb{R} \). Hence we conclude from (4.25) that the solution \( p \) is bounded. This proves part (iii) of the proposition. \( \square \)

4.6. **The Frobenius problem.** Consider the partial differential equation
\[
Q u = \psi \tag{4.26}
\]
with right-hand side \( \psi \in A^\infty(T^{n+1}, \mathbb{R}) \). Our aim in this section is to explicitly construct a solution \( u \in A^\infty(T^{n+1}, C_1) \) of this equation. We will refer to (4.26) as the Frobenius problem.
Proposition 4.10. There exists a linear operator
\[ S^n : A^\infty(\mathbb{T}^{n+1}, \mathbb{R}) \to A^\infty_r(\mathbb{T}^{n+1}, \mathbb{R}_1) \quad (n \geq 1) \] (4.27)
which is a right inverse of the Frobenius operator \( Q^n \) in (4.6). More precisely, for every \( n \geq 1 \) and for every function \( \psi \in A^\infty(\mathbb{T}^{n+1}, \mathbb{R}) \) the following hold.

(i) The value of the function \( S\psi \in A^\infty_r(\mathbb{T}^{n+1}, \mathbb{C}_1) \) at any point \((z_0, \ldots, z_n) \in \mathbb{T}^{n+1}\) is given by the integral
\[ (S\psi)(z_0, \ldots, z_n) = i \cdot z_0 \cdot \int_0^\infty \psi(1, a_t(z_1/z_0), \ldots, a_t(z_n/z_0)) \cdot e^{-t} dt. \] (4.28)

(ii) The function \( u := S\psi \) is a solution of the Frobenius problem (4.26). In particular, the Cauchy-Frobenius complex in (4.7) is exact at the fourth term \( A^\infty(\mathbb{T}^{n+1}, \mathbb{R}) \).

Proof. Fix \( n \geq 1 \) and let \( \psi \in A(\mathbb{T}^{n+1}, \mathbb{R}) \). To prove the proposition, it will be sufficient to construct an explicit solution \( u \in A^\infty(\mathbb{T}^{n+1}, \mathbb{C}_1) \) of the Frobenius problem (4.26).

**Step 1.** Pick a representative \( \psi \in A^\infty(\mathbb{T}^{n+1}, \mathbb{R}) \).

**Step 2.** Observe that \( \psi_K \in \mathcal{L}^\infty(\mathbb{T}^n, \mathbb{R}) \) by Lemma 4.6(iii). We define a measurable function \( v \in \mathcal{L}^0(\mathbb{T}^n, \mathbb{C}) \) by
\[ v(z) := i \cdot \int_0^\infty \psi_K(a_s, z) \cdot e^{-s} ds \] (4.29)
for all \( z \in \mathbb{T}^n \).

**Step 3.** We prove that \( v \) is a bounded function contained in \( \mathcal{X}^b_\psi(\mathbb{T}^n, \mathbb{C}) \).

We have seen in Step 2 that \( \psi_K \) is bounded. It follows that
\[ |v(z)| \leq \|\psi_K\| \cdot \int_0^\infty e^{-s} ds = \|\psi_K\| \] (4.30)
for every \( z \in \mathbb{T}^n \), which implies that \( v \) is bounded. Next we observe that \( \psi_K \in \mathcal{X}^b_\psi(\mathbb{T}^n, \mathbb{R}) \) by Lemma 4.11(v). We are going to show that \( v \) is \( P \)-orbitwise smooth with bounded \( P \)-derivatives. For \( s \geq 0 \) consider the function \( f_s \in \mathcal{L}^\infty(\mathbb{T}^n, \mathbb{R}) \) defined by
\[ f_s(z) := \psi_K(a_s, z). \]

It is \( P \)-orbitwise smooth since the map
\[ P \to \mathbb{R}, \quad p \mapsto f_s(p, z) = \psi_K(a_s, p, z) \] (4.31)
is smooth for every \( z \in \mathbb{T}^n \) because \( a_s p \in P \) and \( \psi_K \) is \( P \)-orbitwise smooth. Now for every \( z \in \mathbb{T}^n \) we compute
\[ (L_A f_s)(z) = \frac{d}{dt} \bigg|_{t=0} f_s(a_t, z) = \frac{d}{dt} \bigg|_{t=0} \psi_K(a_s, a_t, z) = \frac{d}{dt} \bigg|_{t=0} \psi_K(a_s, a_t, z) = (L_A \psi_K)(a_s, z) \]
and, using the relation \( a_s n_t = n_{e^{-t} s} a_s \) from (2.1),
\[ (L_N f_s)(z) = \frac{d}{dt} \bigg|_{t=0} f_s(n_t, z) = \frac{d}{dt} \bigg|_{t=0} \psi_K(a_s, n_t, z) = \frac{d}{dt} \bigg|_{t=0} \psi_K(a_s, n_t, z) = e^{-s} \cdot (L_N \psi_K)(a_s, z). \]
Since \( \psi_K \) has bounded \( P \)-derivatives and \( s \geq 0 \), we conclude that \( L_A f_s \) and \( L_N f_s \) are both bounded. Hence by an estimate as in (4.30) above, by (4.29) the Lebesgue dominated
convergence theorem implies that the derivatives $L_A v$ and $L_N v$ exist and are bounded. Since $v_k$ has bounded $P$-derivatives, a similar argument involving the derivatives $L_{i_1, \ldots, i_t} f_s$ for all integers $t > 0$ and all $(i_1, \ldots, i_t) \in \{A, N\}^t$ shows that the function $v$ has bounded $P$-derivatives.

**Step 4.** We show that the function $v$ is a solution of the differential equation

$$Q v = \psi_K,$$

(4.32)

which is obtained from (4.26) by means of $K$-reduction.

Recall that $v = v^s + i v^b$ denotes the decomposition of the complex function $v$ into its real and imaginary parts. We see from (4.29) that $v^s = 0$, hence we obtain

$$Q v = v^b = L_A v^b + L_N v^b = v^b - L_A v^b$$

by (4.4). Thus (4.32) turns out to be equivalent to

$$v^b - L_A v^b = \psi_K.$$

(4.33)

We know from Step 3 that the derivative $L_A v^b$ exists. Hence by the Lebesgue dominated convergence theorem, for every $z \in T^n$ we compute

$$(L_A v^b)(z) = \frac{d}{dt} \bigg|_{t=0} v^b(a_t, z) = \frac{d}{dt} \bigg|_{t=0} \int_0^\infty \psi_K(a_t, (a_s, z)) \cdot e^{-s} ds$$

$$= \int_0^\infty \left( \frac{d}{dt} \bigg|_{t=0} \psi_K(a_{1+s}, z) \right) \cdot e^{-s} ds = \int_0^\infty \left( \frac{d}{ds} \psi_K(a_s, z) \right) \cdot e^{-s} ds$$

$$= \left[ \psi_K(a_s, z) \cdot e^{-s} \right]_0^\infty + \int_0^\infty \psi_K(a_s, z) \cdot e^{-s} ds = -\psi_K(z) + v^b(z).$$

Here the second last identity holds by integration by parts. Hence $v^b$ is a solution of (4.33).

**Step 5.** We prove that the $K$-extension $u = v^K_i \in \mathcal{A}^\infty(T^{n+1}, C_1)$ of the function $v$ with weight 1 is a solution of (4.26). Together with (4.29) and (4.9) this implies part (i) of the proposition.

Applying Lemma 4.6(iv, i) we deduce from (4.32) that

$$(Q u)_K = Q u_K = Q v = \psi_K.$$

By Proposition 4.3 we know that $Q u, \psi \in \mathcal{A}^\infty_G(T^{n+1}, R)^K$. Hence by Lemma 4.6(ii) it follows that $Q u = \psi$.

**Step 6.** We see from (4.29) that $\text{Re} v = 0$. Hence by Lemma 4.7 the $K$-extension $u = v^K_i$ is tame and therefore defines a function $u \in A^n_\omega(T^{n+1}, C_1)$. This proves part (ii) of the proposition.

$$\square$$

5. **Transgression**

5.1. **The transgression map.** Let us begin with the following basic observation.

**Lemma 5.1.** The differential operators $L^n$ and $Q^n$ in (4.5) and (4.6) satisfy the relations

$$L^{n+1} \circ \delta^n = \delta^n \circ L^n \quad \text{and} \quad Q^{n+1} \circ \delta^n = \delta^n \circ Q^n$$

for every $n \geq 0$. They therefore define cochain maps

$$L^n : A(T^{n+1}, \mathbb{R}) \to A^\infty(T^{n+1}, C_1) \quad (n \geq 0)$$

and

$$Q^n : A^\infty(T^{n+1}, C_1) \to A^\infty(T^{n+1}, \mathbb{R}) \quad (n \geq 0).$$
**Proof.** By [28, Lemma 3.3] the action of the differential operators \( L_K \), \( L_A \) and \( L_N \) on orbitwise smooth functions intertwines with the action of the homogeneous coboundary operator \( \delta \). Hence the claim follows from Definitions 4.1 and 4.2. \( \square \)

By the lemma, the Cauchy-Frobenius complex in (4.7) gives rise to a double complex

\[
\begin{array}{cccccc}
0 & \longrightarrow & A^\infty(T^{n-1}, \mathbb{R})^P & \longrightarrow & A^\infty(T^n, \mathbb{R}) & \longrightarrow & A^\infty(T^n, \mathbb{C}_1) & \longrightarrow & A^\infty(T^n+1, \mathbb{R}) & \longrightarrow & 0 \\
\delta^{n-2} & \downarrow & \delta^{n-2} & \downarrow & \delta^{n-2} & \downarrow & \delta^{n-2} & \downarrow & \\
0 & \longrightarrow & A^\infty(T^n, \mathbb{R})^P & \longrightarrow & A^\infty(T^n, \mathbb{R}) & \longrightarrow & A^\infty(T^n, \mathbb{C}_1) & \longrightarrow & A^\infty(T^n, \mathbb{R}) & \longrightarrow & 0 \\
\delta^{n-1} & \downarrow & \delta^{n-1} & \downarrow & \delta^{n-1} & \downarrow & \delta^{n-1} & \downarrow & \\
0 & \longrightarrow & A^\infty(T^n+1, \mathbb{R})^P & \longrightarrow & A^\infty(T^n+1, \mathbb{R}) & \longrightarrow & A^\infty(T^n+1, \mathbb{C}_1) & \longrightarrow & A^\infty(T^n+1, \mathbb{R}) & \longrightarrow & 0 \\
\delta^n & \downarrow & \delta^n & \downarrow & \delta^n & \downarrow & \delta^n & \downarrow & \\
& & & & & & & & & \\
& & & & & & & & & \\
& & & & & & & & & \\
& & & & & & & & & \\
\end{array}
\]

with commuting differentials. Abbreviating the vertical complexes by \( A^\infty_P \), \( A^\infty \) and \( A^\infty_r \), where

\[
\begin{align*}
(A^\infty_P)^n & := (A^\infty(T^{n-1}, \mathbb{R})^P, \delta^{n}) , \\
(A^\infty)^n & := (A^\infty(T^{n+1}, \mathbb{R}), \delta^{n}) , \\
(A^\infty_r)^n & := (A^\infty_r(T^{n+1}, \mathbb{C}_1), \delta^{n}) \\
\end{align*}
\]

for all \( n \geq 0 \), we may write this double complex more conveniently as

\[
\begin{array}{cccccc}
0 & \longrightarrow & A^\infty_P & \longrightarrow & A^\infty & \longrightarrow & A^\infty_r & \longrightarrow & A^\infty & \longrightarrow & 0. \\
\end{array}
\]

Define a subcomplex \( E \subset A^\infty_r \) by

\[
E^n := \ker Q^n = \im L^n
\]

for all \( n \geq 0 \), and denote by \( i^n : E^n \rightarrow (A^\infty_r)^n \) the canonical inclusion. The sequence in (5.1) then splits into the short sequences

\[
0 \longrightarrow (A^\infty_P)^n \xrightarrow{i^n} (A^\infty)^n \xrightarrow{L^n} E^n \longrightarrow 0 \quad (n \geq 0) \quad (5.2a)
\]

and

\[
0 \longrightarrow E^n \xrightarrow{i^n} (A^\infty)^n \xrightarrow{Q^n} (A^\infty)^n \longrightarrow 0 \quad (n \geq 0) \quad (5.2b)
\]

From the exactness properties of the sequence in (5.1) we then obtain long exact sequences in cohomology, as follows.

**Lemma 5.2.** There are long exact sequences

\[
\begin{align*}
H^2(A^\infty_P) & \xrightarrow{i^*} H^2(A^\infty) \xrightarrow{L^*} H^2(E) \xrightarrow{\Phi^*_L} H^3(A^\infty_P) \xrightarrow{i^*} \cdots \\
\cdots & \longrightarrow H^n(A^\infty) \xrightarrow{L^*} H^n(E) \xrightarrow{\Phi^*_L} H^{n+1}(A^\infty_P) \xrightarrow{i^*} H^{n+1}(A^\infty) \longrightarrow \cdots
\end{align*}
\]
and
\[
\begin{align*}
H^1(\mathcal{E}) &\xrightarrow{i^*} H^1(A^\infty) \xrightarrow{Q^*} H^1(A^\infty) \xrightarrow{\Phi_L^1} H^2(\mathcal{E}) \xrightarrow{i^*} \cdots \\
\cdots &\xrightarrow{i^*} H^n(A^\infty) \xrightarrow{Q^*} H^n(A^\infty) \xrightarrow{\Phi^n_L} H^{n+1}(\mathcal{E}) \xrightarrow{i^*} H^{n+1}(A^\infty) \xrightarrow{i^*} \cdots
\end{align*}
\]
(5.3b)
with connecting homomorphisms
\[
\Phi^n_L: H^n(\mathcal{E}) \rightarrow H^{n+1}(A^\infty) \quad (n \geq 2)
\]
(5.4a)
and
\[
\Phi^n_Q: H^n(A^\infty) \rightarrow H^{n+1}(\mathcal{E}) \quad (n \geq 1).
\]
(5.4b)

Proof. By Proposition 4.4 the sequence in (5.2a) is exact for every \(n \geq 2\), and hence gives rise to the long exact sequence in (5.3a). Likewise, by Proposition 4.4 the sequence in (5.2b) is exact for every \(n \geq 1\) and thus gives rise to the long exact sequence in (5.3b).

We denote the composition of the homomorphism in (3.5) with the isomorphism in (3.3) by
\[
\Pi^n: H^n(A^\infty) \rightarrow H^n_{cb}(G; \mathbb{R}) \quad (n \geq 0).
\]
(5.5)
This map is surjective by Proposition 3.1. It will be called the lifting homomorphism.

Definition 5.3. The concatenation of the lifting homomorphism in (5.5) with the connecting homomorphisms in (5.4a) and (5.4b) defines the transgression map
\[
\Lambda^n := \Pi^n \circ \Phi^{n-1}_L \circ \Phi^{n-2}_Q: H^{n-2}(A^\infty) \rightarrow H^n_{cb}(G; \mathbb{R}) \quad (n > 2).
\]
(5.6)
Notice that the transgression map is defined for all degrees \(n > 2\), and that it shifts the degree by 2.

5.2. Transgressive classes. We characterize classes in the image of the transgression map.

Definition 5.4. A class \(\alpha \in H^n_{cb}(G; \mathbb{R})\) of degree \(n > 2\) is called transgressive if it is contained in the image of the transgression map \(\Lambda^n\) in (5.6).

Proposition 5.5. Let \(\alpha \in H^n_{cb}(G; \mathbb{R})\) with \(n > 2\). If \(\alpha\) is transgressive, then \(\alpha = 0\).

Proof. This is immediate since \(H^{n-2}(A^\infty) = 0\) by Corollary 3.3 for every \(n > 2\).

We next derive a useful criterion that helps to decide whether a given bounded cohomology class is transgressive. To this end, we first recall the vanishing \(H^n(A^\infty) = 0\) which holds for every \(n > 0\) by Corollary 3.3. Exactness of the long sequence in (5.3a) therefore implies that the connecting homomorphism \(\Phi^{n-1}_L\) in (5.4a) is in fact an isomorphism for every \(n > 2\). Consider now the diagram
\[
\begin{align*}
H^{n-1}(\mathcal{E}) &\xrightarrow{i^*} H^n(A^\infty) \xrightarrow{\Phi^{n-1}_L} H^n_{cb}(G; \mathbb{R}) \\
\downarrow i^* &\quad \Pi^n \\
H^{n-1}(A^\infty) &\xrightarrow{i^*}
\end{align*}
\]
It gives rise to the following cohomological characterization of transgressive classes.

Proposition 5.6. A class \(\alpha \in H^n_{cb}(G; \mathbb{R})\) with \(n > 2\) is transgressive if and only if there exists a class \(\beta \in H^n(A^\infty)\) such that
\[
i^* \circ (\Phi^{n-1}_L)^{-1} \beta = 0 \quad \text{and} \quad \Pi^n \beta = \alpha.
\]
(5.7)
Proof. Fix $n > 2$, and consider a class $\alpha \in H^n_{\text{cb}}(G; \mathbb{R})$. If $\alpha$ is transgressive, then $\alpha = 0$ by Proposition 5.5 above and hence the class $\beta = 0$ satisfies the conditions in (5.7). For the converse, assume that there exists $\beta \in H^n(\mathcal{A}_P^\infty)$ such that (5.7) holds. Since $\Phi_{l^{-1}}\mu$ is an isomorphism, there is $\nu \in H^{n-1}(\mathcal{E})$ such that $\Phi_{l^{-1}}\mu = \beta$ and $i^*\nu = 0$. Hence exactness of the long sequence in (5.3b) implies that there exists $\omega \in H^{n-2}(\mathcal{A}^\infty)$ such that $\Phi_{Q}\omega = \nu$. It follows that $\Lambda^{n-2}\omega = \alpha$ and hence $\alpha$ is transgressive. \hfill \square

5.3. Reducible classes. Recall from Section 3.1 that the continuous bounded cohomology of $G$ is endowed with a natural cup product

$$
\sim : H^n_{\text{cb}}(G; \mathbb{R}) \otimes H^n_{\text{cb}}(G; \mathbb{R}) \rightarrow H^{n+m}_{\text{cb}}(G; \mathbb{R}).
$$

We may define a similar cup product on the cohomology of the complex $\mathcal{A}_P^\infty$, as follows. Consider first the cup product

$$
\cup : \mathcal{L}^0(\mathbb{T}^{m+1}, \mathbb{C}) \otimes \mathcal{L}^0(\mathbb{T}^{m+1}, \mathbb{C}) \rightarrow \mathcal{L}^0(\mathbb{T}^{m+1}, \mathbb{C})
$$

on the homogeneous bar complex (3.1) of measurable cochains, which for $f \in \mathcal{L}^0(\mathbb{T}^{m+1}, \mathbb{C})$ and $g \in \mathcal{L}^0(\mathbb{T}^{m+1}, \mathbb{C})$ is defined by

$$
(f \cup g)(z_0, \ldots, z_{n+m}) := f(z_0, \ldots, z_n) \cdot g(z_n, z_{n+1}, \ldots, z_{n+m}).
$$

It gives rise to cup products

$$
\cup : A^\infty(\mathbb{T}^{m+1}, \mathbb{R})^P \otimes A^\infty(\mathbb{T}^{m+1}, \mathbb{R})^P \rightarrow A^\infty(\mathbb{T}^{m+1}, \mathbb{R})^P
$$

(5.10)

and

$$
\cup : A^\infty(\mathbb{T}^{m+1}, \mathbb{C}_\mu) \otimes A^\infty(\mathbb{T}^{m+1}, \mathbb{R}) \rightarrow A^\infty(\mathbb{T}^{m+1}, \mathbb{C}_\mu)
$$

(5.11)

for every $\mu \in \mathbb{Z}$. The former product in (5.10) then induces a corresponding cup product

$$
\cup : H^n(\mathcal{A}_P^\infty) \otimes H^m(\mathcal{A}_P^\infty) \rightarrow H^{n+m}(\mathcal{A}_P^\infty)
$$

(5.12)

on the cohomology of the complex $\mathcal{A}_P^\infty$ [13, Sec. 2].

Lemma 5.7. The cup products $\cup$ and $\sim$ in (5.12) and (5.8) intertwine with the lifting homomorphism $\Pi^n$ in (5.5).

Proof. This follows from the naturality of the cochain map in (3.6), in combination with the fact that the isomorphism in (3.3) is compatible with the ring structure on cohomology determined by the cup products $\sim$ and $\cup$ [10, Thm. 7.5.3]. \hfill \square

Lemma 5.8. Fix an integer $\mu \in \mathbb{Z}$, let $n \geq 1$ and $m \geq 0$, and let $f \in A^\infty(\mathbb{T}^{m+1}, \mathbb{C}_\mu)$ and $g \in A^\infty(\mathbb{T}^{m+1}, \mathbb{R})$. Then the cup product in (5.11) has the following properties.

(i) $L^{n+m}(f \cup g) = (L^n f) \cup g + f \cup (L^m g)$;

(ii) $P^{n+m}(f \cup g) = (P^n f) \cup g$;

(iii) $(f \cup g)_K = f_K \cup g$.

Proof. Let $f \in A^\infty(\mathbb{T}^{m+1}, \mathbb{C}_\mu)$ and $g \in A^\infty(\mathbb{T}^{m+1}, \mathbb{R})$ with $n \geq 1$ and $m \geq 0$, and consider the formula for the product $f \cup g$ in (5.9). We see from Definition 4.4 that (i) is a consequence of the product rule for differentiable functions, while (ii) is immediate from (5.7). The formula in (iii) follows from (4.8). \hfill \square

Definition 5.9. A bounded cohomology class $\alpha \in H^n_{\text{cb}}(G; \mathbb{R})$ of degree $n > 2$ is called strongly reducible if it admits a product decomposition

$$
\alpha = \alpha' \sim \alpha''
$$

(5.13)

with factors $\alpha' \in H^2_{\text{cb}}(G; \mathbb{R})$ and $\alpha'' \in H^{n-2}_{\text{cb}}(G; \mathbb{R})$. 

Let us make this definition more concrete. To this end, we recall from Section 3.1 that the second bounded cohomology $H^2_{cb}(G; \mathbb{R}) \cong \mathbb{R}$ is generated by the bounded Kähler class $\kappa \in H^2_{cb}(G; \mathbb{R})$. Hence the first factor $\alpha'$ in the product decomposition in (5.13) is in fact a real multiple of $\kappa$. For our purposes in this section, we will further need to know that under the isomorphism in (3.3), the bounded Kähler class $\kappa \in H^2_{cb}(G; \mathbb{R})$ is identified with the cohomology class of the orientation cocycle $\text{or} \in L^\infty(T^3, \mathbb{R})^G$ [14, Sec. 2.3]. This latter cocycle is defined by

$$
\text{or}(z_0, z_1, z_2) := \begin{cases} 
1 & \text{if } (z_0, z_1, z_2) \text{ is positively oriented;} \\
-1 & \text{if } (z_0, z_1, z_2) \text{ is negatively oriented;} \\
0 & \text{otherwise}
\end{cases}
$$

for all triples $(z_0, z_1, z_2) \in T^3$ of points on $S^1$. The orientation cocycle naturally defines a cocycle in $A^\infty(T^3, \mathbb{C}_1)$ as well. This cocycle is given by the same formula as in (5.14) and will be denoted by the same symbol $\text{or}$. We are now ready to prove the following sufficient criterion for a class to be transgressive.

**Proposition 5.10.** Let $\alpha \in H^n_{cb}(G; \mathbb{R})$ with $n > 2$. If $\alpha$ is strongly reducible, then $\alpha$ is transgressive.

The proof of the proposition relies on the following lemma.

**Lemma 5.11.** The function $I L I \text{or} \in A^\infty(T^1, \mathbb{C}_1)$ is given by

$$
(I L I \text{or})(\theta) = \frac{i}{\pi} \cdot \eta.
$$

**Proof.** Borrowing (3.11) and (3.12) from the proof of Proposition 3.2, we infer that in angular coordinates, the function $I L I \text{or} \in A^\infty(T^1, \mathbb{C}_1)$ is expressed by the integral

$$
(I L I \text{or})(\theta) = \frac{1}{4\pi^2} \int_0^{2\pi} \int_0^{2\pi} e^{i\eta} \cdot \text{or}(\eta, \varphi, \theta) \, d\eta \, d\varphi.
$$

Here we used that the orientation cocycle is $G$-invariant. Then it is an exercise to compute from the explicit formula in (5.14) that this integral equals $(i/\pi) \cdot e^{i\theta}$. □

**Proof of Proposition 5.10.** Fix $n > 2$, and consider a strongly reducible class

$$
\alpha = \alpha' \sim \alpha''
$$

with $\alpha' \in H^2_{cb}(G; \mathbb{R})$ and $\alpha'' \in H^{n-2}_{cb}(G; \mathbb{R})$. We are going to show that $\alpha$ satisfies the criterion in Proposition 5.6. This is trivially true if $\alpha' = 0$, hence we will assume that $\alpha' \neq 0$. For ease of notation, we will mostly suppress the canonical inclusions $i$ and $i$ throughout this proof.

**Step 1.** Since the lifting homomorphism in (5.5) is surjective, there exist classes $\beta' \in H^2(A^\infty_P)$ and $\beta'' \in H^{n-2}(A^\infty_P)$ such that

$$
\Pi^2 \beta' = \alpha' \quad \text{and} \quad \Pi^{n-2} \beta'' = \alpha''.
$$

**Step 2.** Recall from the above that $H^2_{cb}(G; \mathbb{R}) \cong \mathbb{R}$, with an explicit generator determined by the orientation cocycle $\text{or} \in L^\infty(T^3, \mathbb{R})^G$ via the isomorphism in (3.3). We think of the orientation cocycle as an element of $A^\infty(T^3, \mathbb{R})^P$. Since $\alpha' \neq 0$ by assumption, it follows that $\alpha'$ is in fact a real multiple of $\Pi^2 [\text{or}]$. Hence, rescaling $\alpha''$ and $\beta''$ with the same factor if necessary, we may without loss of generality assume that

$$
\beta' = [\text{or}].
$$
Step 3. Consider now the product 
\[ \beta := \beta' \cup \beta'' \in H^n(A^\infty_P) \]. It follows with Lemma 5.7 and Step 1 that
\[ \Pi^n \beta = \Pi^2 \beta' \sim \Pi^{n-2} \beta'' = \alpha' \sim \alpha'' = \alpha. \]

Step 4. We pick a cocycle \( b'' \in (A^\infty_P)^{n-2} \) representing the class \( \beta''. \) Then (5.15) implies that the cocycle
\[ b := \text{or } \cup b'' \in (A^\infty_P)^n \] (5.16)
is a representative for the class \( \beta. \)

Step 5. We claim that the cocycle \( u \in (A^\infty_T)^{n-1} \) defined by
\[ u := L I b \]
represents the class \( i^* \circ (\Phi_{L}^{n-1})^{-1} \beta \in H^{n-1}(A^\infty_T). \) Here \( I: (A^\infty_T)^n \to (A^\infty_T)^{n-1} \) is the cochain contraction defined in Section 3.3.

In fact, with the definition of the connecting homomorphism \( \Phi_{L}^{n} \) in (5.4a) understood, this follows from the diagram
\[ (A^\infty_T)^{n-1} \xrightarrow{L^{n-1}} E^{n-1} \xrightarrow{j^{n-1}} (A^\infty_T)^{n-1} \]
\[ \xrightarrow{\delta^{n-1}} (A^\infty_T)^n \xrightarrow{\epsilon^n} (A^\infty_T)^n \]

together with the fact that \( I^n \) is a cochain contraction by Proposition 3.2.

Step 6. We claim that the cocycle \( u \) is given by the formula
\[ u = (L I \text{ or}) \cup b''. \] (5.17)
To see this, we apply Lemma 5.8(i, ii) to the defining formula for \( u \) from Step 5. By (5.16) we obtain
\[ u = L I b = L I (\text{or } \cup b'') = L ((I \text{ or }) \cup b'') = (L I \text{ or }) \cup b'' + (I \text{ or }) \cup (L b''). \]
Since \( b'' \) is \( P \)-invariant, we have \( L b'' = 0. \) The claimed formula follows.

Step 7. Define a cochain \( v \in (A^\infty_T)^{n-1} \) by
\[ v := I u. \]
We claim that \( v \) is a tame function. Since \( I \) is a cochain contraction by Proposition 3.2, this will then imply that \( [u] = 0 \) in \( H^{n-1}(A^\infty_T). \)

First of all, by Lemma 5.8(ii) we obtain from (5.17) the expression
\[ v = (I L I \text{ or}) \cup b''. \]
By Lemma 5.8(iii), the \( K \)-reduction of this cochain is the function
\[ v_K = (I L I \text{ or})_K \cup b'', \]
which by Lemma 5.11 and (4.8) equals
\[ v_K = \frac{i}{n} \cdot b''. \]
Since \( b'' \) is real valued, it follows that \( \text{Re } v_K = 0. \) Moreover, by Lemma 4.6(i) we may write the function \( v \) as the \( K \)-extension \( v = (v_K)_1^K. \) Hence it follows from Lemma 4.7 that \( v \) is tame.
Step 8. Combining the results from Step 3, Step 5 and Step 7, we have proved that
\[ i^* \circ (\Phi_{\mathbb{L}}^{n-1})^{-1} \beta = 0 \quad \text{and} \quad \Pi^* \beta = \alpha, \]
which by Proposition 5.6 implies that \( \alpha \) is transgressive. \( \square \)

5.4. Proof of Theorem 1 and Theorem 2. By invariance of continuous bounded cohomology of connected Lie groups under local isomorphisms [40, Cor. 7.5.10] it will be enough to prove the theorem for the Lie group \( G = \text{PU}(1,1) \). Fix a degree \( n > 2 \), and consider a strongly reducible class \( \alpha \in H^n_{\text{cb}}(G; \mathbb{R}) \). Then by Proposition 5.10 the class \( \alpha \) is transgressive, hence \( \alpha = 0 \) by Proposition 5.5.

6. Construction of primitives

6.1. Explicit formulas for primitives. Fix an integer \( n > 2 \), and consider a \( G \)-invariant bounded cocycle \( c \in A^\infty(\mathbb{T}^{n+1}, \mathbb{R})^P \) satisfying \( \delta c = 0 \). By a primitive of the cocycle \( c \) we mean a \( G \)-invariant function \( p \in A(\mathbb{T}^n, \mathbb{R})^P \) that solves the cohomological equation
\[ \delta p = c. \]

Note that we do not require the function \( p \) to be bounded. The aim of this section is to provide a systematic way of constructing such primitives in explicit terms for any given \( G \)-invariant bounded cocycle \( c \). We will moreover see that the primitives obtained in this way are bounded under suitable additional assumptions on the cocycle \( c \).

Proposition 6.1. Fix an integer \( n > 2 \) and a measurable set of basepoints \( B_n \subset \mathbb{T}^{n+1} \) for the boundary action of \( G \) on \( \mathbb{T}^{n+1} \). Let \( c \in A^\infty(\mathbb{T}^{n+1}, \mathbb{R})^P \) be a \( G \)-invariant bounded cocycle satisfying \( \delta c = 0 \). Define a function \( p \in A(\mathbb{T}^n, \mathbb{R})^P \) by
\[ p := Ic - \delta R_B u, \quad (6.1) \]
where \( u \in A^\infty(\mathbb{T}^{n-1}, \mathbb{C}_1) \) is the function
\[ u := (\text{Id} - \delta S I Q) I L I c \quad (6.2) \]
(see Figure 6.1). Here \( I \) is the cochain contraction in (3.7), \( L \) and \( Q \) are the differential operators in (4.5) and (4.6), and \( R_B \) and \( S \) are the integral operators in (4.18) and (4.27).

(i) The function \( p \) is a well-defined primitive for the cocycle \( c \), i.e., \( p \in A(\mathbb{T}^n, \mathbb{R})^P \)
\[ \delta p = c. \]

(ii) Assume in addition that the cocycle \( c \) admits a product decomposition
\[ c = \text{or} \cup c' \]
for some cocycle \( c' \in A^\infty(\mathbb{T}^{n-1}, \mathbb{R})^P \), where or \( \in A^\infty(\mathbb{T}^3, \mathbb{R})^P \) is the orientation cocycle defined in (5.14) and \( \cup \) denotes the cup product in (5.10). Then the primitive \( p \) is bounded.

Motivated by the schematic diagram in Figure 6.1, we will refer to the formulas in (6.1) and (6.2) as the staircase construction of the primitive \( p \) for the cocycle \( c \).

Proof of Proposition 6.1. Fix \( n > 2 \) and a measurable set of basepoints \( B_n \subset \mathbb{T}^{n+1} \) for the boundary action of \( G \) on \( \mathbb{T}^{n+1} \). Let \( c \in A^\infty(\mathbb{T}^{n+1}, \mathbb{R})^P \) be such that \( \delta c = 0 \).

Step 1. We claim that the function \( I L I c \in A^\infty(\mathbb{T}^{n-1}, \mathbb{C}_1) \) satisfies
\[ \delta I L I c = L I c. \]
First of all, we note that by Proposition 3.2 and Proposition 4.3 the function $\text{IL} c$ is well-defined. Observe that
\[ \delta \text{IL} c = L \delta \text{IL} c = L c = 0. \]
Here in the first equality we used that $L$ is a cochain map by Lemma 5.1, while the second equality follows from Proposition 3.2 since $c$ is a cocycle, and the third equality follows from Proposition 4.3 since $c$ is $P$-invariant. The claim is then a consequence of Proposition 3.2.

Step 2. Define a function $u \in A^\infty(T^{n-1}, C)$ by
\[ u := \text{IL} c - \delta S \text{SQ IL} c = (\text{Id} - \delta S \text{SQ}) \text{IL} c. \] (6.3)
It follows from Proposition 3.2 and Proposition 4.9 in combination with Step 4 that this function is well-defined.

Step 3. We claim that $\delta u = \text{IL} c$.

This is immediate from (6.3) using Step 1 and the fact that $\delta^2 = 0$.

Step 4. We claim that $Q u = 0$.

To prove this, we first observe that
\[ \delta Q \text{IL} c = Q \delta \text{IL} c = Q \text{IL} c = 0 \]
by Step 1 and Proposition 4.3. Hence it follows with Proposition 4.10 that
\[ Q \delta S \text{SQ} Q \text{IL} c = Q S \text{SQ} Q \text{IL} c = \delta Q \text{IL} c = Q \text{IL} c. \]
The claim is now immediate from (6.3).

Step 5. Define a function $p \in A(T^n, R)$ by
\[ p := c - \delta R \text{B} u. \] (6.4)
It follows from Proposition 3.2 and Proposition 4.9 in combination with Step 4 that this function is well-defined.

Step 6. We claim that $\delta p = c$.

This follows from Proposition 3.2 since $c$ is a cocycle, together with the fact that $\delta^2 = 0$. 

Figure 6.1. The staircase construction of primitives. The dashed arrows indicate that the respective map is defined on a smaller domain.
Step 7. We claim that $Lp = 0$ and hence $p \in A(T^{n+1}, \mathbb{R})^P$. Together with Step 6 this proves part (i) of the proposition.

Using Proposition 4.19 and Step 3, we compute that

$$L \delta R_B u = \delta L R_B u = \delta u = LI c.$$ 

The claim now follows from (6.4).

Step 8. Assume from now that $c = or \cup c'$ for some cocycle $c' \in A^\infty(T^{n-1}, \mathbb{R})^P$. We claim that the function $ILI c \in A^\infty(T^{n-1}, \mathbb{C}_1)$ is tame.

Since $c'$ is $P$-invariant and hence $Lc' = 0$, we compute with Lemma 5.8(i, ii) that

$$ILI c = I((ILI) \cup c' + (Ior) \cup (Lc')) = (ILI) \cup c'.$$

By Lemma 5.8(iii), the $K$-reduction of this function is

$$(ILI c)_K = (ILI)K \cup c',$$

which by Lemma 5.11 and (4.8) equals

$$(ILI c)_K = i \cdot c'.$$

Since $c'$ is real valued, it follows that $\text{Re}(ILI c)_K = 0$. Moreover, by Lemma 4.6(i) we may write the function $ILI c$ as the $K$-extension $ILI c = ((ILI c)_K)^K$. Hence the claim follows from Lemma 4.7.

Step 9. We know from Proposition 4.10 that the function $\delta SI QILI c \in A^\infty(T^{n-1}, \mathbb{C}_1)$ is tame. Combining this with Step 8, it follows from (6.3) that the function $u$ is tame.

Step 10. Since $u$ is tame by Step 9, Proposition 4.9(iii) implies that the function $R_B u$ in Step 5 is bounded. Since $c$ is bounded, the function $Ic$ is bounded by Proposition 4.2. Hence we conclude from (6.4) that the primitive $p$ is bounded as well. This proves part (ii) of the proposition.

6.2. The operator $P$. Our goal in this section is to define the linear operator

$$P^n: L^\infty(T^{n+1}, \mathbb{R})^G \ni \delta^n \rightarrow L^0(T^n, \mathbb{R})^G \quad (n > 2)$$

that appears in Theorem 3. To begin with, let us denote by

$$\pi^n: A^\infty(T^{n+1}, \mathbb{R})^P \rightarrow L^\infty(T^{n+1}, \mathbb{R})^G \quad (n \geq 0)$$

the natural cochain map (3.6). We have seen in the proof of Proposition 3.1 that by a result of Monod, this map admits a section which we denote by

$$\sigma^n: L^\infty(T^{n+1}, \mathbb{R})^G \rightarrow A^\infty(T^{n+1}, \mathbb{R})^P \quad (n \geq 0).$$

Let us further fix a collection $B = \{B_n\}_{n \geq 2}$ of measurable sets of basepoints $B_n \subset T^{n+1}$ for the boundary action of $G$ on $T^{n+1}$ for all $n \geq 2$ (cf. [51, App. B]). We are now in a position to define the operator $P$.

Let $n > 2$, and let $c \in L^\infty(T^{n+1}, \mathbb{R})^G$ be a $G$-invariant bounded function satisfying the cocycle relation $\delta^n c = 0$. We then define

$$P^n c := \pi^n \sigma^n c - \pi^{n-1} \delta^{n-2} R_B^{n-1} \left( \text{Id} - \delta^{n-3} S^{n-3} \pi^{n-2} Q^{n-2} \right) \pi^{n-1} L^{n-1} \pi^n \sigma^n c.$$  (6.5)

Here $I$ is the cochain contraction in (3.7), $L$ and $Q$ are the differential operators in (4.5) and (4.6), and $R_B$ and $S$ are the integral operators in (4.18) and (4.27). Comparing with the
formulas in (6.1) and (6.2), it follows from Proposition 6.1 that the function $P^n c$ is in fact well-defined.

The formula in (6.5) is illustrated schematically in Figure 6.1. By abuse of notation, we will usually suppress the maps $\pi$ and $\sigma$, writing

$$Pc = Ic - \delta R_B (Id - \delta S I Q) I I c$$

for short. One should, however, keep in mind that the right-hand side of this formula will only be defined for representatives of the cocycle $c$ that are contained in the space $A^\infty (\mathbb{T}^{n+1}, \mathbb{R})^P$.

6.3. **Proof of Theorem 3.** Let $P$ be the linear operator defined by (6.5) in Section 6.2. It is well-defined by Proposition 6.1. This proves (i). Comparing with (6.1) and (6.2), we see that (ii) and (iii) follow from the corresponding statements in Proposition 6.1 (i, ii).
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