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Abstract The Economic Policy Uncertainty index had gained considerable traction with both academics and policy practitioners. Here, we analyse news feed data to construct a simple, general measure of uncertainty in the United States using a highly cited machine learning methodology. Over the period January 1996 through May 2020, we show that the series unequivocally Granger-causes the EPU and there is no Granger-causality in the reverse direction.

1. Introduction

Following the seminal work of Baker et al. (2016) the Economic Policy Uncertainty index (EPU) has gained considerable influence. The original paper now has almost 4,000 citations according to Google Scholar. The index itself appears in speeches and papers by central bankers.

The website dedicated to the EPU (https://www.policyuncertainty.com/index.html) offers two different versions of the data. The first is based purely on a quantification of newspaper coverage of policy-related economic uncertainty. For the United States, this is based on a monthly search of 10 large newspapers. We refer to this below as EPUNEWS.

The second includes EPUNEWS as a component, but also incorporates information on tax code information and on disagreement amongst economic forecasters in the database published by the Federal Reserve Bank of Philadelphia’s Survey of Professional Forecasters. We refer to this as EPUGEN (for “general”). Full details of the construction of both indices are provided on the website cited above.

The indices do not simply provide information about the current level of economic policy uncertainty. The website states that: “A significant dynamic relationship exists between our economic policy uncertainty index and real macroeconomic variables. We find that an
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increase in economic policy uncertainty as measured by our index foreshadows a decline in economic growth and employment in the following months”.

Here, we report a measure of uncertainty (UNCERT) which Granger-causes both EPUNEWS and EPUGEN in the United States over the period January 1996 through May 2020. In other words, changes in this measure systematically lead changes in both EPUNEWS and EPUGEN. There is no evidence of causation from the EPU indices to UNCERT.

UNCERT is constructed from the Reuters newsfeed for the United States using the unsupervised learning algorithm for obtaining vector representations for words developed by Pennington et al. (2014).3

Section 2 describes the construction of UNCERT and compares the three variables discussed above. Section 3 provides a summary of the results. An extended version of the results is set out in the Appendix.

2. The data series

Over the course of the most recent decade, important advances have been made in machine learning in the conversion of text into some form of quantitative representation.

A recent paper in the Journal of Economic Literature by Gentzkow et al. (2019) draws attention to the potential which these algorithms create for economists and other quantitative social scientists: “New technologies have made available vast quantities of digital text, recording an ever-increasing share of human interaction, communication, and culture. For social scientists, the information encoded in text is a rich complement to the more structured kinds of data traditionally used in research” (p.535).

We use an approach which has become standard in machine learning known as GloVe (Pennington et al. op.cit.). A clear overview, with a description of how to download and use the method, is given at https://nlp.stanford.edu/projects/glove/.

The authors assemble a very large corpus of words from various sources. We use the one described on the GloVe website as Common Crawl (glove.42B.300d.zip). A co-occurrence matrix is constructed, which describes how frequently pairs of words co-occur with each other in any given corpus.

The referenced webpage above states: “The training objective of GloVe is to learn word vectors such that their dot product equals the logarithm of the word’s probability of co-occurrence. Owing to the fact that the logarithm of a ratio equals the difference of logarithms,

3 a paper which, incidentally, has over 13,000 citations
this objective associates (the logarithm of) ratios of co-occurrence probabilities with vector differences in the word vector space”.

The eventual output of the process is that every word in the corpus has a unique n-dimensional vector associated with it. The elements of each vector are real valued numbers which essentially describe the closeness of the word to all other words in the corpus. This description is perforce rather imprecise. It is only intended to give a broad non-technical indication of what is going on. Full technical details are in Pennington et al. (op.cit.).

We apply the algorithm to the Reuters newsfeed over the period 1 January 1996 through 31 May 2020. To restrict the analysis to the US, we analyse all stories published by the New York and Washington offices, amounting to a total of 2,540,233 articles. The basic analysis is carried out on a daily basis, and the results aggregated onto a monthly frequency.

Our basic approach is simply to count the number of times the word “uncertainty” appears in the Reuters newsfeed each day. But we add to this word the four closest words to it, identified by the GloVe methodology. These are: “uncertainties”, “uncertain”, “unpredictability” and “ambiguity”.

We then scale the raw data by counting the number of articles that mention at least one of the words, divided by the total number of articles. The scale is therefore the proportion of articles that matches the keyword search.

The closest word to “uncertainty” (except of course for the word itself) is “uncertainties”. The Euclidean distance between the vector associated with “uncertainty” and the vector associated with “uncertainties” is 5.40. Of the 1.9 million words in the corpus, the Euclidean distance to the one furthest away is 17.70. The median is 8.64 and the standard deviation 0.68.
Figure 1 plots the Euclidean distance of the 200 words closest to “uncertainty”.

Figure 1  Euclidean distance from the GloVe vector of “uncertainty” of the 200 words nearest to it

As can be seen, the distance rises quite rapidly, and we select, as mentioned, the four nearest.

The monthly count of the five words is plotted with EUNews in Figure 2 for comparison, with both series put on the same units of measurement to enable this to be illustrated easily.

Figure 2  The Uncertainty Index derived from the Reuters newsfeed and the Economic Policy Uncertainty Index based solely on news, January 1996 – May 2020
In general, the two series move closely together. Uncertainty was high in the aftermath of the dot com boom in the early 2000s, and again during the financial crisis. After a temporary fall, it rose again in the early 2010s. The economic recovery in America, whilst stronger than it was in Europe, was weak by historical standards. Uncertainty appears to have been a factor in this. There is a marked divergence between the two series in April and May 2020, the period of the Covid crisis. One possible explanation is that although output dropped dramatically, the balance sheets of major companies were in general sufficiently strong to dampen doubts about any substantial defaults.

3. Results

We carry out Granger causality tests between UNCERT and, separately, both EUNEWS and EUGEN.

We do this both over the full sample period January 1996 through May 2020, and over each of two sub-samples, January 1996 through December 2007 and January 2008 through May 2020. The main reason is to check is there is any difference in the results in the pre- and post-financial crisis periods, though by coincidence this split gives sub-samples of very similar length.

We use the methodology described in Toda and Yamamoto (1995). In outline, in investigating Granger causality between any two series, this is as follows:

1. Check the order of integration of the two series using Augmented Dickey-Fuller and the Kwiatowski-Phillips-Schmidt-Shin tests. Let $m$ be the maximum order of integration found.

2. Specify the VAR model using the data in levelled form whatever was found in step 1 determine the number of lags to use with standard method. We use the Akaike Information Criteria

3. Check the stability of the VAR using OLS-CUSUM plots

4. Test for autocorrelation of residuals. If autocorrelation is found, increase the number of lags until it goes away. We use the multivariate Portmanteau- and Breusch-Godfrey tests for serially correlated errors. Let $p$ be the number of lags then used

5. Add $m$ extra lags of each variable to the VAR

6. Perform Wald tests with null being that the first $p$ lags of the independent variable have coefficients equal to 0. If this is rejected, we have evidence of Granger-causality from the independent to dependent variable.

In the Appendix we describe the specific functions used in R and some further details of the results. A complete set of results, including the R commands used at each stage of the process is available from Nyman (rickard.nyman.11@ucl.ac.uk)
Table 1  
P-values in tests of Granger causality between UNCERT and EPUNEWS and EPUGEN

| From   | To     | Jan 1996-May 2020 | Jan 1996-Dec 2007 | Jan 2008-May 2020 |
|--------|--------|--------------------|-------------------|-------------------|
| UNCERT | NEWS   | 0.017              | 0.000             | 0.001             |
| NEWS   | UNCERT | 0.38               | 0.78              | 0.67              |
| UNCERT | GEN    | 0.010              | 0.029             | 0.014             |
| GEN    | UNCERT | 0.38               | 0.63              | 0.29              |

The results are unequivocal. The UNCERT series Granger causes both EPU series, and the EPU series do not Granger cause UNCERT.

The series UNCERT is based on the word “uncertainty”, with a small number of words added which are closest to it, as defined by results obtained using a machine learning-based methodology.

In terms of the EPUNEWS variable, the website states that “we search for articles containing the term 'uncertainty' or 'uncertain', the terms 'economic' or 'economy' and one or more of the following terms: 'congress', 'legislation', 'white house', 'regulation', 'federal reserve', or 'deficit’”.

In other words, the core word of each is the same, but the additional information used is different. The results suggest that policy makers react to changes in uncertainty rather than anticipating them.
Appendix

10 most similar words to uncertainty:

uncertainty, uncertainties, uncertain, unpredictability, ambiguity, certainty, confusion, turmoil, expectation, instability

R packages used for the Granger causality tests:

- **tseries** – we use the two functions `adf.test` and `kpss.test` (the Augmented Dickey-Fuller test and Kwiatkowski-Phillips-Schmidt-Shin test respectively) to check if series are stationary or contain unit roots
- **vars** – we use the function `VARselect` to compute the Akaike Information Criteria for VAR(p) processes with p from 1 through 20. We use the VAR function for estimating a VAR(p) process. We use the function `serial.test` to compute the multivariate Portmanteau- and Breusch-Godfrey tests for serially correlated errors in a VAR(p) process. We use the function `stability` to compute empirical fluctuation processes according to the OLS-CUSUM method
- **aod** – we use the function `wald.test` to perform the Wald tests for Granger causality

The order of integration of each series is one, both over the full sample and over each sub-period.

Number of lags selected using Akaike Information Criteria varying the number of lags from 1 through 10:

**UNCERT** and **EPUNEWS**, January 1996 – May 2020

|      | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   | 9   | 10  |
|------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| AIC(n)| -1.8987518 | -1.9213758 | -1.9536281 | -1.971118 | -1.9555251 | -1.9366842 | -1.9378895 | -1.9527367 | -1.9503500 | -1.9259420 |
| HQ(n)| -1.8677617 | -1.8687256 | -1.8813179 | -1.8781484 | -1.8418948 | -1.8023939 | -1.7828391 | -1.7771263 | -1.7540795 | -1.7090120 |
| SC(n)| -1.6214632 | -1.7926514 | -1.7732880 | -1.7392525 | -1.6721335 | -1.6017668 | -1.5513464 | -1.5147678 | -1.4608554 | -1.3849220 |
| FPE(n)| 0.1497557 | 0.1464065 | 0.1417617 | 0.1393070 | 0.1415013 | 0.1441999 | 0.1440506 | 0.1419263 | 0.1422818 | 0.1458180 |

**UNCERT** and **EPUGEN**, January 1996 – May 2020

|      | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   | 9   | 10  |
|------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| AIC(n)| -2.92967022 | -2.90489245 | -2.99209590 | -3.00358143 | -2.99423056 | -2.98138850 | -2.97038639 | -2.96561943 | -2.95211783 | -2.93222283 |
| HQ(n)| -2.88860014 | -2.90694232 | -2.91979872 | -2.91061119 | -2.88000227 | -2.84700816 | -2.81508599 | -2.79020898 | -2.75684713 | -2.71639228 |
| SC(n)| -2.85238519 | -2.82977807 | -2.81175057 | -2.77175555 | -2.71083993 | -2.64647112 | -2.58359325 | -2.52750504 | -2.46262299 | -2.39150244 |
| FPE(n)| 0.05334874 | 0.05189229 | 0.05018316 | 0.04961121 | 0.05007907 | 0.05072892 | 0.0513165 | 0.05153316 | 0.0525012 | 0.05330228 |

**UNCERT** and **EPUNEWS**, January 1996 – Dec 2007
| AIC(n)     | HQ(n)     | SC(n)     | FPE(n)     |
|-----------|-----------|-----------|------------|
| -3.5095672 | -3.46204665 | -3.48660294 | 0.2921036 |
| -3.45765439 | -3.42796469 | -3.37700310 | 0.30266786 |
| -3.32302322 | -3.32246611 | -3.29960736 | 0.34311039 |
| -3.3458394 | -3.37416681 | -3.36377130 | -3.2947086 |
| -3.23428226 | -3.24911578 | -3.05934060 | -3.03454400 |
| -2.96580435 | -2.93400670 | -2.94820518 | -2.94820518 |
| -3.3978132 | -3.24578985 | -3.38443453 | -2.95219995 |
| -2.81533567 | -2.67433121 | -2.59697333 | -2.47783189 |
| -2.43462583 | -2.37617970 | -0.36118188 | 0.33511533 |

**UNCERT and EPUNEWS, January 2008 – May 2020**

| AIC(n)     | HQ(n)     | SC(n)     | FPE(n)     |
|-----------|-----------|-----------|------------|
| -1.2772403 | -1.2823986 | -1.2977705 | 0.2780894  |
| -1.3418268 | -1.3031740 | -1.2885516 | 0.2773884  |
| -1.2812262 | -1.2452721 | -1.2206306 | 0.2731868  |
| -1.1769324 | -1.1776635 | -1.1874024 | 0.2614029  |
| -1.0654954 | -1.0238538 | -0.9538533 | 0.2718484  |
| -0.8945255 | -0.8150110 | -0.7396571 | 0.2769722  |
| -0.8150110 | -0.6478865 | -0.6478865 | 0.2761656  |
| -0.2892568 | -0.2892568 | -0.2892568 | 0.2865720  |
| -0.2892568 | -0.2892568 | -0.2892568 | 0.2960916  |
| -0.3099729 | -0.3099729 | -0.3099729 | -0.3099729 |

**UNCERT and EPUGE, January 1996 – Dec 2007**

| AIC(n)     | HQ(n)     | SC(n)     | FPE(n)     |
|-----------|-----------|-----------|------------|
| -4.46074704 | -4.4064136 | -4.43630439 | 0.01167002 |
| -4.3990080 | -4.37218642 | -4.32344776 | 0.01129014 |
| -4.2674566 | -4.2437889 | -4.22080192 | 0.01185371 |
| -4.33176956 | -4.31222726 | -4.24906254 | -4.00387276 |
| -4.24992044 | -3.94949577 | -3.9626746 | -3.9626746 |
| -3.9626746 | -3.9626746 | -3.9626746 | -3.9626746 |

**UNCERT and EPUGE, January 2008 – May 2020**

| AIC(n)     | HQ(n)     | SC(n)     | FPE(n)     |
|-----------|-----------|-----------|------------|
| -2.34533664 | -2.34119323 | -2.3827777 | 0.09561623 |
| -2.41026714 | -2.37937718 | -2.37937718 | 0.09621874 |
| -2.33887542 | -2.2863201 | -2.2701421 | 0.0925567 |
| -2.24347799 | -2.2558437 | -2.2558437 | -2.2558437 |
| -2.19063742 | -2.19063742 | -2.19063742 | -2.19063742 |
| -2.08150302 | -1.9966314 | -1.9441370 | -1.8831585 |
| -1.7505351 | -1.7505351 | -1.7505351 | -1.7505351 |
| -1.4679118 | -1.3568043 | -1.3568043 | -1.3568043 |

**Degrees of freedom in Wald tests:**

**UNCERT and EPUNEWS, January 1996 – May 2020**

4

**UNCERT and EPUGE, January 1996 – May 2020**

4

**UNCERT and EPUNEWS, January 1996 – Dec 2007**

1

**UNCERT and EPUNEWS, January 2008 – May 2020**

4

**UNCERT and EPUGE, January 1996 – Dec 2007**

1

**UNCERT and EPUGE, January 2008 – May 2020**

4
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