Constructing a Psychometric Testbed for Fair Natural Language Processing
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Abstract

Psychometric measures of ability, attitudes, perceptions, and beliefs are crucial for understanding user behavior in various contexts including health, security, e-commerce, and finance. Traditionally, psychometric dimensions have been measured and collected using survey-based methods. Inferring such constructs from user-generated text could allow timely, unobtrusive collection and analysis. In this work we construct a corpus for psychometric natural language processing (NLP) related to important dimensions such as trust, anxiety, numeracy, and literacy, in the health domain. We discuss our multi-step process to align user text with their survey-based response items and provide an overview of the resulting testbed, which encompasses survey-based psychometric measures and accompanying user-generated text from 8,502 respondents. Our testbed also encompasses self-reported demographic information, including race, sex, age, income, and education, allowing for measuring bias and benchmarking fairness of text classification methods. We report preliminary results on use of the text to predict/categorize users’ survey response labels and on the fairness of these models. We also discuss the important implications of our work and resulting testbed for future NLP research on psychometrics and fairness.

1 Introduction

Psychometrics is the field of study concerned with the measurement of individuals’ knowledge, abilities, attitudes, personality traits, and perceptions (Rust and Golombok, 2014). In social science research, psychometric dimensions are latent constructs that are known to be important antecedents, moderators, mediators, and consequents for important humanistic behaviors and outcomes. For example, constructs such as threat severity and response efficacy of protective mechanisms are critical psychometric measures of one’s likelihood to avoid security threats (Zahedi et al., 2015). In behavioral health, psychometric dimensions such as health numeracy, subjective health literacy, trust in physicians, and anxiety visiting the doctor’s office are known to effect various health and wellness outcomes such as future physician visits and all-around well-being (Netemeyer et al., 2020). In electronic commerce, satisfaction with a website’s functional, information, and visual design are correlated with purchase propensity and customer loyalty (Cyr, 2008). Similarly, many individualized financial behaviors can be partially explained by financial literacy and psychological traits (Fernandes et al., 2014).

Given the importance of psychometric dimensions for understanding behaviors and outcomes in various domains, rigorous data collection protocols and best practices have been developed over the years (Netemeyer et al., 2003). The primary modes of collection involve surveys and interviews. While these techniques afford many benefits such as measurement control and robustness checks, they are not without their limitations. First, primary data collection facilitated through an administered survey can be time-consuming and invasive (often requiring 20-30 minutes of the respondents’ time and attention). Second, such primary data collection cannot occur in real-time. Most surveys in field studies are conducted periodically at monthly or quarterly intervals. Third, while surveys are a rigorous form of data collection, they are limited in their ability to account for data/observations outside the predefined measurement framework. Effectively collecting and measuring relevant psychometric dimensions in a timely, unobtrusive, and open-ended manner could be invaluable in many real-world settings (Gefen and Larsen, 2017), including information retrieval and behavior modeling (Abbasi et al., 2015; Shing et al., 2020; Resnik et al., 2021).
In this paper we describe our efforts to construct a testbed for psychometric natural language processing (NLP). In the same vein as prior work on constructing language resources for sentiment, emotion, affect, and personality traits (Wiebe et al., 2005; Thelwall et al., 2010; Luyckx and Daelemans, 2008), and more recent work on modeling empathy and distress (Buechel et al., 2018; AbdulMageed et al., 2017), we describe our approach and resulting testbed related to psychometric dimensions such as trust, anxiety, literacy, and numeracy in the health context. Figure 1 presents a motivating example describing the goal of our work. Given a well-established survey-based scale for “trust in visiting the physician’s office,” how can we obtain a similar score based on user-generated text? Further, how do we ensure that our NLP-based scores are fair and unbiased?

The resulting testbed is comprised of user-generated text from 8,502 individuals for four key health-related psychometric dimensions of interest: trust in physicians, anxiety visiting the doctor’s office, health numeracy, subjective health literacy. Our construction method and testbed contribute to the NLP language resource literature in the following ways:

- While psychometric dimensions such as sentiment, emotion, affect, and personality traits have garnered a fair amount of attention from the NLP community, there has been limited work on constructs like trust, anxiety, and perceptions of literacy.

- Given that psychometric analysis often entails user modeling that could involve analysis of text, survey-based responses (psychometric construct measures), and demographics, our testbed encompasses all three types of data.

- For each user, we capture text and gold-standard survey responses for four psychometric dimensions. The combination of four target dimensions, coupled with the aforementioned demographic and additional survey data affords opportunities for advanced text classification approaches such as multi-task learning and psychometric embeddings and encoders (Ahmad et al., 2020).

- By including text and demographics from diverse user populations, the testbed presents interesting opportunities for research on fairness in NLP models (Abbasi et al., 2018).

- While our efforts are geared towards psychometric dimensions in the health context, the method employed can be generalized to various contexts where psychometric dimensions are possible, practical, and valuable.¹

2 Testbed Construction Process

In this section we describe the process taken to construct our psychometric NLP testbed. The key steps included identifying relevant psychometric dimensions of interest, finding suitable survey-based items to operationalize our latent constructs, assessing different prompts for text equivalency questions, and testbed construction validation.

2.1 Identifying Key Psychometric Dimensions and Developing Survey Items

Given our focus on psychometrics in the healthcare context, we began by reviewing nearly 90 articles from the behavioral health literature (e.g., (Dugan et al., 2005; Schapira et al., 2014; Ciampa et al., 2010; Osborne et al., 2013; Netemeyer et al., 2020; Altin et al., 2014; Berkman et al., 2011)). These articles all used survey-based methods to measure a set of core psychometric dimensions (i.e., latent constructs). Based on our literature review, we developed and tested a structural equation model that showed the relevant antecedent-consequent relations between various psychometric dimensions. Using this review and model, we further narrowed

¹Code and data for this work are available at https://github.com/nd-hal/fair-psych-nlp
the consideration set down to four psychometric dimensions based on suitability of text-based response collection: trust in physicians (Dugan et al., 2005), anxiety visiting the doctor (Netemeyer et al., 2020), subjective literacy (Bishop et al., 2016), and objective health numeracy (Osborne et al., 2013). These four dimensions have also been found to be important antecedents or mediators for key health measures such as all-around perceptions of well-being and number of doctor visits. For instance, greater trust in physicians enhances well-being whereas one’s perceptions of their health literacy increase such trust and also lower anxiety associated with visiting the doctor (Netemeyer et al., 2020). A critical step in survey-based psychometric research performed in the social sciences is development or inclusion of appropriate items to measure the latent constructs. Through our review of the literature, our own survey-based data collection, and statistical analysis (exploratory and confirmatory factor analysis), we identified a subset of items for each of these dimensions.

An overview of the four psychometrics dimensions and some of their related items is as follows. Note, the full items used appear in the readme file accompanying the dataset (included as part of the review process):

**Health Literacy** – In essence, health literacy (HL) is a subjective construct reflecting how much one thinks one knows about health and access to health-related information and providers (Osborne et al., 2013). Low HL has been associated with increased mortality, increased hospitalization, and poor adherence and self-maintenance to a host of chronic diseases such as diabetes, heart disease, and risk of stroke (Altin et al., 2014; Berkman et al., 2011; Osborne et al., 2013). Low HL has also been shown to be more prevalent among the elderly, lower income and education groups, and certain racial groups (Altin et al., 2014). In total, 10 HL items from three different scales were incorporated (Parker et al., 1995; Chinn and McCarthy, 2013; Bishop et al., 2016). Figure 2a shows examples of three of the items incorporated, which relate to one’s perceptions of ability to understand hospital materials, process medical information, and comprehend medical conditions.

**Health Numeracy** – Conversely, health numeracy (HN) is an objective construct reflecting the ability to calculate, use, and understand numeric and quantitative concepts in the context of health issues (Schapira et al., 2014). HN has been associated with positive health outcomes such as the ability to understand dosage in medication and adherence to self-care diabetes treatment (Ciampa et al., 2010; Osborne et al., 2013). As with HL, lower HN scores are more prevalent among the elderly, lower income and education groups, and certain racial groups (Schapira et al., 2014). We incorporated two HN scales comprising 14 total items (Osborne et al., 2013; Schapira et al., 2014). Figure 2c depicts four item examples from one of the two scales utilized. As shown, these items are objective measures such as ability to count calories or read a thermometer.

**Trust in Doctors** – Perceptions of trust in physicians/doctors (TD) can have an important mediating role on health outcomes (Dugan et al., 2005). TD was measured using the well-validated 5 items proposed by (Dugan et al., 2005), depicted in Figure 1.

**Anxiety Visiting Doctors** – Anxiety when visiting the doctor’s office (AV) is another strong potential mediator for health outcomes such as future doctor visits and wellness (Spielberger, 1989). Figure 2b shows the items used to measure AV. These focused on levels of anxiousness, worry, uncertainty, and uneasiness (Netemeyer et al., 2020).

### 2.2 Obtaining User-Generated Text

We used an iterative trial-and-error process to develop our “equivalent” user generated text related to the four aforementioned psychometric dimensions. The key design considerations were: (1) the placement of the text response box (e.g., same page as survey items or next page); (2) the questions/prompts used to elicit text responses. After several rounds of face validity checks and piloting with small sets of respondents, we ultimately arrived at a configuration where the survey items were used to prime respondents. We immediately followed these items with text questions that were tuned as part of our iterative process. The text-response questions yielded the best responses (i.e., in terms of alignment between text semantic orientation and survey items) when the questions were at the end of the survey item section for that particular psychometric dimension, appearing immediately at the bottom of the same/final page of survey items. Table 1 depicts the prompts or questions used to attain the user-generated text responses.
(a) Examples of health literacy survey items.

(b) Examples of anxiety in visiting the doctor survey items.

(c) Examples of health numeracy survey items.

Figure 2: Examples of survey items for three of the four psychometric constructs.

3 Testbed Results and Summary Statistics

Two rounds of data collection were performed using AMT and Qualtrics, respectively. In order to ensure high data quality, we followed best practices for crowd-sourced data collection including suitable compensation, validity checks, clear instructions, and manual inspection of the data (Buhrmester et al., 2011; Buechel et al., 2018). In each round, all responses were manually examined for quality assurance. A small proportion of responses were removed due to noisy text (e.g., failing to properly answer the questions), a failed validity check, or for responding too quickly (relative to the median response times). For both data collections, each participant was compensated five US dollars.

In the first round, we collected a total of 4,262 usable responses via Amazon Mechanical Turk (AMT). In order to attain a second, more diverse set of responses, Qualtrics was used to collect an additional 4,240 clean responses. Based on quantitative and qualitative assessment of the data, participants seemed engaged in the task and thoughtful in their responses - the mean and median response times were 32.7 and 24.1 minutes, respectively (which are in the same ballpark as (Buechel et al., 2018)).

Table 2 shows the consolidated testbed summary statistics. Each respondent provided a text response for each of the four psychometric dimensions (§2.1), in addition to survey responses to all dimension items as well as additional demographic and behavior questions. We received 33,882 total text responses from 8,502 users across the AMT and Qualtrics data collections (i.e., there were 126 missing responses, 0.37%). The mean text response lengths for the four psychometric dimensions were in the 179 to 226 character range. The AMT respondents tended to be more representative of the overall US population in terms of race, gender,
Table 1: Questions used to elicit user-generated text responses

| Psychometric Dimension | Question or Prompt |
|------------------------|--------------------|
| Anxiety visiting the doctor (AV) | In a few sentences, please describe what makes you most anxious or worried visiting the doctor’s office. |
| Subjective health literacy (HL) | Regarding all the questions you just answered, do you feel you have the capacity to obtain, process, and understand basic health information and services needed to make appropriate health decisions? Please explain your answer in a few sentences. |
| Trust in physicians (TD) | In a few sentences, please explain the reasons why you trust or distrust your primary care physician. If you do not have a primary care physician, please answer in regard to doctors in general. |
| Objective health numeracy (HN) | In a few sentences, please describe an experience in your life that demonstrated your knowledge of health or medical issues. |

Table 2: Testbed summary statistics

| Characteristic | Description |
|----------------|-------------|
| Unique users   | 8,502       |
| Text fields    | Subjective literacy (SL), Objective numeracy (HN), Trust in physicians (TD), Anxiety visiting the doctor (AV) |
| Age            | Mean: 40.5, Over 50: 28.7% |
| Race           | 65.5% white, 28.7% black, 5.8% other |
| Sex (female)   | 65.4%       |
| Income (USD)   | 62.7% < $55K |
| Education      | 50.9% college grad or higher |
| Examples of other behavior/ psychometric dimensions | Usage of prescription drugs, Presence of primary care physician, Frequency of doctor visits, Smoking and drinking frequency |
| Response times | 32.7 minutes (mean), 24.1 minutes (median) |
| Mean response lengths (chars) | 226 (SL), 221 (HN), 218 (TD), 179 (AV) |

Table 3 shows examples of psychometric scores and accompanying text responses for the HL dimension. The scores were scaled from 0-1 based on the survey responses. The accompanying user text responses correspond to the two users’ self-reported scores. The example illustrates the “alignment-oriented” objectives of testbed construction in this context (§2.2).

4 Modeling Literacy, Numeracy, Trust, and Anxiety

In order to evaluate the effectiveness of the constructed data set, we conducted regression and classification experiments to see how well various NLP models could predict survey-based “gold-standard” ratings using the free text responses. To ensure that each data point was evaluated, we used five-fold cross-validation. In each fold we used a 70/10/20 training/validation/testing split. Similar to prior studies (Buechel et al., 2018; Gibson et al., 2015), for the continuous prediction task, the dependent variable was the continuous 0-1 range labels for SL, HN, TD, and AV. For the classification task, we bifurcated our four dependent variables into high/low class labels (Gibson et al., 2015) by discretizing across the median values.
I feel like with the terms and complicated medical lingo, I am not exactly sure what some of the meanings entail. Such as if I am diagnosed with a certain condition and need medication X, I don’t know what that medication does, what the alternatives are, I don’t even know how to pronounce some of these names. I feel like I am able to ask the doctors but can not fully grasp the magnitude of the situation without looking at the whole picture which is difficult to have someone explain to me in one visit.

I think I have a fine capacity. I am able to coherently explain my concerns, and ask for aid if I need it. I am native in English, and know all my health issues and past surgeries and such. It isn’t hard for me to do anything medical, and I am confident in making whatever medical decisions I need to make.

Table 3: Examples of survey-based scores and accompanying text responses for subjective health literacy

| HL score | Text Response for Subjective Literacy Prompt |
|----------|---------------------------------------------|
| 0.4667   | I feel like with the terms and complicated medical lingo, I am not exactly sure what some of the meanings entail. Such as if I am diagnosed with a certain condition and need medication X, I don’t know what that medication does, what the alternatives are, I don’t even know how to pronounce some of these names. I feel like I am able to ask the doctors but can not fully grasp the magnitude of the situation without looking at the whole picture which is difficult to have someone explain to me in one visit. |
| 0.9167   | I think I have a fine capacity. I am able to coherently explain my concerns, and ask for aid if I need it. I am native in English, and know all my health issues and past surgeries and such. It isn’t hard for me to do anything medical, and I am confident in making whatever medical decisions I need to make. |

Table 4: Model performance for continuous prediction task (Pearson’s $r$ and RMSE)

| Model   | Trust (TD) $r$ | Literacy (HL) RMSE | Numeracy (HN) $r$ | Anxiety (AV) RMSE |
|---------|---------------|--------------------|-------------------|-------------------|
| BERT    | .619          | .148               | .559              | .094              |
| WordLSTM| .621          | .142               | .511              | .101              |
| WordCNN | .614          | .146               | .495              | .127              |
| FFNN    | .604          | .145               | .489              | .102              |
| Regression | .535       | .149               | .331              | .120              |

Table 5: Model performance for binary classification task (AUC and $F_1$ score)

| Model   | Trust (TD) AUC | Literacy (HL) $F_1$ | Numeracy (HN) AUC | Anxiety (AV) $F_1$ |
|---------|---------------|--------------------|-------------------|-------------------|
| BERT    | .845          | .739               | .798              | .740              |
| WordLSTM| .810          | .772               | .754              | .704              |
| WordCNN | .806          | .766               | .760              | .712              |
| FFNN    | .809          | .770               | .751              | .695              |
| Regression | .788       | .712               | .732              | .667              |

4.1 Model Regression and Classification Performance

We evaluated the data set against five NLP models: linear/logistic regression (LR), feed forward neural network (FFNN), word CNN, word LSTM, and BERT (Devlin et al., 2018). LR and FFNN were each run with a maximum of 50,000 word unigram, bigram, and trigram features. FFNN contained three dense layers each with 256 units, ReLU activation, L2 regularization of 0.001, each followed by a dropout layer with value of 0.5. Word CNNs and LSTMs both used the GloVe Common Crawl (840B token) 300 dimension word embeddings (Pennington et al., 2014). The word LSTM had two bidirectional layers with 128 units, each with dropout and recurrent dropout of 0.2, followed by a 64 unit dense layer. Following prior studies (Buechel et al., 2018; Majumder et al., 2017), the word CNN was a concatenation of three single convolutional layers of kernel size 1, 2, and 3 (i.e., to capture word unigram, bigram, and trigram level patterns), each with 256 filters and ReLU activation, followed by a global max pooling layer and a dense layer of 64 units. All three neural network models were trained using the Adam optimizer for 50 epochs with a learning rate of 0.0001 and a batch size of 32. For the regression task, the models used mean squared error for loss whereas for the classification task, they used binary cross entropy. BERT was run using the same architecture, optimization choices, and vocabulary as the BERT-base model (Devlin et al., 2018). Fine tuning was performed on our five-fold training data with mean squared error and cross entropy loss used for the regression and binary classification tasks, respectively.

For the regression tasks, consistent with prior research, BERT outperformed the LSTMs and CNNs, and the LSTMs attained better results than the feature-based FFNN and regression models (Table 4). Further, our highest Pearson’s $r$ values, in the 0.48 to 0.61 range, are on par with those attained for the well-established emotion intensity prediction problem (Mohammad and Bravo-Marquez, 2017; Strapparava and Mihalcea, 2007) and newer empathy and distress prediction tasks (Buechel et al., 2018; Gibson et al., 2015).
The binary classification task yielded similar results, with BERT outperforming the LSTM and CNN models in terms of AUC and $F_1$, and the LSTMs/CNNs in turn outperforming the FFNN and LR models (Table 5). Further, the best $F_1$ scores in the 0.68 to 0.77 range are comparable to results from prior studies classifying binary discretized labels (Gibson et al., 2015; Khanpour et al., 2017; Yates et al., 2017). The above regression and classification analysis underscores the effectiveness of our survey-text collection process and suggests that NLP-based modeling of psychometric dimensions such as literacy, numeracy, trust, and anxiety in health-related contexts might be possible and practical.

4.2 Model Fairness

As our data set includes rich demographic information, we can use it to evaluate the fairness of different NLP models (Friedler et al., 2019; Mehrabi et al., 2019; Blodgett et al., 2020). The data set includes five demographic variables: age, race, sex, income, and education (Table 2). While some prior NLP data sets have included user-level demographic information, it is rare, and to the best of our knowledge this is the first data set for NLP psychometrics with demographic information across these five variables. We believe the data set is well-aligned with recent calls for NLP bias research that examine the interplay between bias and harm in important application contexts (Blodgett et al., 2020).

To demonstrate an assessment of model fairness, we evaluated three of our NLP models (FFNN, WordCNN, and BERT) for fairness with regards to race. We binarized the race demographic variable such that “white” was the privileged class and “non-white” was the non-privileged class (Friedler et al., 2019). We calculated the disparate impact (DI) (Equation 1, Friedler et al. (2019); Mehrabi et al. (2019)) of positive predictions for all four of our dependent variables (left chart in Figure 4). DI is a useful metric here because appropriate positive prediction is necessary for possible interventions (e.g., referral to a health literacy specialist). $DI < 1$ indicates that there are fewer positive predictions for the non-privileged class than for the privileged class (e.g., fewer approved loan applications for non-whites relative to those that are white).

$$DI = \frac{p(Y = 1|S \neq 1)}{p(Y = 1|S = 1)}$$

For anxiety, subjective literacy, and trust in physicians, DI is generally close to 1, suggesting greater equity. For numeracy there is more variation across scores, in particular with respect to BERT. DI is much lower for BERT (less than 0.7) relative to FFNN (0.88) and WordCNN (1.0), suggesting that BERT’s scoring of health numeracy text might be less fair. The BERT model is 30% less likely to assign a high numeracy score to non-white participants’ text. We also evaluated the NLP models using the $xAUC$ metric (Kallus and Zhou, 2019). $xAUC$ considers the ranked nature of risk scores for potentially resource-constrained scenarios (e.g., physician availability). Specifically, we look at the difference between $xAUC$ scores between groups:

$$\Delta xAUC = p(R^a_1 > R^b_0) - p(R^b_1 > R^a_0) \quad (2)$$

Positive $\Delta xAUC$ values indicate that group a’s members in the positive class ($Y = 1$) have higher model scores than group b’s members in the negative class ($Y = 0$). Looking at $xAUC$ (right side of Figure 4), once again the values for numeracy when using the BERT and FFNN models indicate that there might be disparities between the privileged and non-privileged classes that are worth further investigation.

This analysis illustrates how the testbed can be used to model fairness. Further analysis could extend to the multi-class scenario for race, and may also be applied to the other demographic variables, making this a rich data set for future fair NLP research. In addition, because the gold-standard labels are continuous (e.g., a numeracy score), this data set can facilitate development of new fairness metrics that merge calibration (Pleiss et al., 2017) with class-label-focused fairness assessments such as DI and $xAUC$.

5 Related Work

Over the past thirty years, significant efforts have been made to develop a robust and burgeoning set of language resources for various linguistic and NLP tasks (Bowman et al., 2015; Guzmán et al., 2019). Gold-standard testbeds have been developed for sentiment analysis and emotion detection (Wiebe et al., 2005; Thelwall et al., 2010). Personality traits manifested in text have also received attention (Luyckx and Daelemans, 2008). More recent work has explored construction of corpora...
for examining depression and cyberbullying, including annotating self-disclosures of personal information which may trigger bullying (Rakib and Soon, 2018), and testbeds for modeling empathy and distress (Buechel et al., 2018).

Given that psychometrics is concerned with measurement of attitudes, beliefs, perceptions, and personality traits, many of these aforementioned testbeds and avenues of language resource construction could be considered as focusing on psychometric dimensions (Ahmad et al., 2020). We build on this work by focusing on underexplored dimensions such as trust, anxiety, and perceptions of literacy in a health context. Moreover, rather than relying on independent annotation, we seek to utilize user-generated text that is captured along with self-reported survey-based responses for the psychometric dimensions of interest (Buechel et al., 2018). Hence, the text is accompanied by survey-based quantifications from the individuals that can serve as a gold-standard proxy of what we hope to measure by applying NLP methods.

This paper bridges the social science and NLP perspectives for testbed construction. Such work is aligned with recent efforts at the intersection of NLP and mental health such as psychological health prediction and suicide prevention (Lynn et al., 2018; Shing et al., 2020; Resnik et al., 2021). Consistent with prior work using self-reported survey-based items (Buechel et al., 2018) as gold-standard labels, we use supervised machine learning classification methods to demonstrate the viability of the approach – that is, to validate that the text samples captured can indeed serve as a reasonable proxy of the users’ survey-based responses for the psychometric dimensions of interest. Further, our testbed also includes the users’ survey-based responses to related psychometric dimensions, as well as demographic data. We use the latter to explore the fairness of our text classifiers - an important direction for current and future NLP research (Bender et al., 2021; Chang et al., 2019).

6 Conclusion
The results of our work have important implications for several stakeholder groups. NLP research focused on constructing novel empirical methods can use the constructed testbed to build new models for psychometric NLP. The inclusion of demographic, text, target psychometric, and secondary psychometric data in the testbed could allow development of rich deep learning architectures that incorporate user models (Ahmad et al., 2021), psychometric embeddings, structural equation model-based encoders, and multi-task learning across the four parallel target psychometric dimensions (Ahmad et al., 2020).

The unique multimodal nature of the data may also afford opportunities to better understand and study fairness in NLP models and methods (Blodgett et al., 2020). For each text utterance, the testbed encompasses gender, race, education levels, and income – all fields that are often the basis for bias in machine learning algorithms. While there is a rich and growing stream of research on bias and fairness in NLP, the examination of fairness in NLP using gold-standard demographic data (i.e., with known demographics of the authors) is to-date underexplored. This combination of downstream dependent variables and known demographics is an
important step towards analyzing NLP fairness issues in real-world social contexts with clear normative goals, while considering the lived experiences of the community members they affect (Blodgett et al., 2020; Taylor et al., 2018).

Finally, other teams developing language resources can adapt the process outlined to other domains such as security, e-commerce, finance, etc. We recognize that this is one of a handful of forays into rich psychometric NLP. Our hope is that future work can improve upon the methods and best practices for examining the interplay between survey-based constructs and their manifestations in user-generated text.

While we recognize that the questions asked and approach undertaken could be further enhanced, we believe this constitutes an important first step toward aligning survey items with user-generated text responses. As we show in the evaluation section, preliminary results from text classification tasks lend validity to the construction.

Any NLP-based approximation is likely to have measurement error due to the error of the text classifier trained to score the user text, as well as dissonance between a user’s survey responses and text utterances. Nevertheless, the hope is that the ability to infer an imperfect yet reasonably accurate NLP-based measurement can still be advantageous as an alternative, complementary measure that can be derived unobtrusively in near real-time.

As noted, we believe the testbed and process have important implications for future NLP research that examines psychometrics and fairness as part of broader user modeling efforts.
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