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Strategies for reducing tropospheric ozone (O3) typically include modifying combustion processes to reduce the formation of nitrogen oxides (NOx) and applying control devices that remove NOx from the exhaust gases of power plants, industrial sources and vehicles. For portions of the U.S., these traditional controls may not be sufficient to achieve the National Ambient Air Quality Standard for ozone. We apply the MARKet ALlocation (MARKAL) energy system model in a sensitivity analysis to explore whether additional NOx reductions can be achieved through extensive electrification of passenger vehicles, adoption of energy efficiency and conservation measures within buildings, and deployment of wind and solar power in the electric sector. Nationally and for each region of the country, we estimate the NOx implications of these measures. Energy efficiency and renewable electricity are shown to reduce NOx beyond traditional controls. Wide-spread light duty vehicle electrification produces varied results, with NOx increasing in some regions and decreasing in others. However, combining vehicle electrification with renewable electricity reduces NOx in all regions.

Implications: State governments are charged with developing plans that demonstrate how air quality standards will be met and maintained. The results presented here provide an indication of the national and regional NOx reductions available beyond traditional controls via extensive adoption of energy efficiency, renewable electricity, and vehicle electrification.

Introduction

National Ambient Air Quality Standards (NAAQS) specify maximum allowable air pollutant concentrations in the United States. The 8-hr NAAQS for tropospheric ozone (O3), a principal component of photochemical smog, was set at 75 ppb in 2008 (Federal Register, 2008). State air quality agencies are charged with developing State Implementation Plans (SIPs) to bring nonattainment areas into attainment with the standard. Since O3 is formed through a photochemical reaction involving nitrogen oxides (NOx) and volatile organic compounds (VOCs), and since this reaction is limited by NOx in most parts of the country, O3 SIPs typically focus on reducing NOx.

State actions related to SIPs, combined with a range of federal regulations, have reduced U.S. NOx emissions by 51% from 1990 to 2014 (U.S. Environmental Protection Agency [EPA], 2015a). Over that period, electric sector NOx was reduced by 73% and on-road vehicle NOx by 53%. The majority of these reductions have been achieved by modifying combustion processes and placing control devices on the exhaust systems of stationary and mobile sources. For example, many coal-fired electric utilities reduce emissions via low-NOx burners (LNB) and selective catalytic reduction (SCR) systems, and modern passenger cars and trucks are fitted with catalytic converters.

One approach for developing an O3 SIP is to estimate the NOx reductions that could be achieved through greater application of traditional controls, such as LNB and SCR. The state’s emission inventory is modified to reflect the additional controls, and air quality modeling is conducted to estimate whether the standard would be met. The control strategy then can be refined iteratively to hone in on a cost-effective solution. To support SIP efforts, the EPA produces a “Menu of Control Measures” (EPA, 2012) and maintains and distributes a database of control characterizations, the Control Measures Database (EPA, 2014c).

The O3 NAAQS poses challenges for this methodology. Previous analysis of strategies to meet the O3 NAAQS suggests that reductions achievable from traditional controls may not yield attainment in some portions of the country (EPA, 2008). Although history indicates that regulations can be drivers for the development of new controls (Saha et al., 2005), there also may be opportunities to incorporate alternative, nontraditional emission reduction measures into the SIP. Examples include renewable electricity, energy efficiency, and fuel switching. These measures generally are not considered in SIPs and other air quality management strategies because limited tools are available to evaluate their emission reduction potential and cost-effectiveness.
The EPA MARKet ALlocation (MARKAL) modeling framework now has the capability to provide insights regarding the regional emission reduction potential of these measures. In this paper, we present a sensitivity analysis in which we demonstrate the application of MARKAL to estimate NOx reductions available at the U.S. Census Division level via extensive adoption of renewable electricity, energy efficiency, or fuel switching after currently characterized traditional controls have been exhausted. Although these alternative measures will also affect emissions of other pollutants, including sulfur dioxide (SO2), directly emitted particles (PM_{2.5} [particulate matter with an aerodynamic diameter <2.5 μm]), and climate pollutants such as carbon dioxide (CO2), we present results only for NOx, leaving the co-pollutant impacts for further research. These results can provide planners with an indication of the relative efficacy of each measure in reducing NOx within their region. Furthermore, this application provides a blueprint that can be replicated using energy system models with a higher degree of spatial resolution. As this is a sensitivity analysis, our focus is on the direction and magnitude of emission changes and not on cost-effectiveness. Cost-minimizing strategies would potentially include a blend of traditional controls and alternative control measures, and may not exhaust either type of control measure. However, for the purposes of this exploration, we assume that traditional controls have been exhausted first before alternative controls are applied. In ongoing research, we are evaluating the costs of these alternative measures, comparing them with traditional controls, and identifying optimal levels of adoption of both traditional and alternative measures, including consideration of reductions in co-pollutants.

**Background**

Renewable electricity, energy efficiency, and fuel switching have garnered interest as means to mitigate greenhouse gases while simultaneously reducing traditional air pollutant emissions (e.g., Tonn and Paretz, 2007; Sioshansi and Denholm, 2009; Rao et al., 2013; Intergovernmental Panel on Climate Change [IPCC], 2014). From the federal and state air quality planning perspectives, these measures have the potential to complement more traditional controls in air quality management strategies (State and Territorial Air Pollution Program Administrators/Association of Local Air Pollution Control Officials [STAAAPPA/ALAPCO], 1999; Haberl et al., 2004). However, the efficacy of particular measures is dependent on underlying location-specific factors, such as the emission intensity of the existing electricity production, access to renewable resources, and local and regional environmental policies (Michalek et al., 2011).

Since the assessment of the emission impacts of these measures is complex, computational tools and models have been used (U.S. EPA, 2011). A limited number of such tools and models are available, however. One option is the EPA’s AVoided Emissions and geneRation Tool (AVERT), which quantifies the emission implications of energy efficiency and renewable energy based upon a statistical analysis of recent electricity production data (EPA, 2014a). In its current form, reductions in energy demands must be determined exogenously. Furthermore, AVERT is not intended to be applied to assess years more than 5 years beyond the baseline data and therefore is not appropriate for longer-term planning.

Another option is the National Energy Modeling System (NEMS) (U.S. Energy Information Administration [EIA], 2009), which is used by the U.S. EIA to develop the Annual Energy Outlook (AEO; U.S. EIA, 2014). NEMS represents the entire U.S. energy system, which stretches from the import or extraction of energy through its use in meeting society’s energy demands. Thus, the system includes coal mines, oil and gas wells, refineries, electric power plants, manufacturing and other industries, space conditioning and lighting options in commercial and residential buildings, and various modes of transportation. As NEMS has primarily been used for energy planning, its characterization of air pollutant emissions and controls is limited.

The EPA MARKet ALlocation (MARKAL) modeling framework is an alternative to NEMS. EPA MARKAL consists of the MARKAL energy system model (Loughlin et al., 2004) and the EPA nine-region MARKAL database (EPA, 2013). Like NEMS, the EPA MARKAL framework can be used to evaluate the technology and fuel implications of energy system scenarios, albeit in a more simplified, linearized representation (EPA, 2013). Unlike NEMS, the EPA MARKAL framework has energy system-wide coverage of many greenhouse gas and air pollutant emission factors, and includes representations of traditional emission controls, such as LNB and SCR for NOx, flue gas desulfurization for sulfur dioxide (SO2), and electrostatic precipitators and fabric filters for particulate matter (PM). The framework has been applied to assess the emission implications of energy scenarios (e.g., Loughlin et al., 2011; Akhtar et al., 2013), in energy technology and fuel assessments (e.g., Gullet et al., 2012; Loughlin et al., 2012), and to identify energy pathways that meet air quality, climate, and energy goals (Balash et al., 2013; Brown et al., 2013).

A drawback of the EPA MARKAL framework for application to SIPs is its spatial resolution, shown in Figure 1. This resolution requires that state-level policies and pollution control strategies be aggregated to the U.S. Census Division level. Although outputs can be used to identify important regional conditions and trends in parts of the country, these results may be less representative of individual states within each region and of the nonattainment areas within those states.

The Northeast States for Coordinated Air Use Management (NESCAUM) has developed Northeast-MARKAL, or NE-MARKAL, which covers 11 states plus the District of Columbia (Goldstein et al., 2008). Two Northeast states have expressed interest in exploring the use of this model to inform their upcoming O3 SIP processes, focusing on the evaluation of renewable energy and energy efficiency measures (NESCAUM, 2014). Although NE-MARKAL can be modified to incorporate additional states, this process is time-consuming and is complicated by the limited availability of state-level energy system data.

With the goals of providing national coverage and demonstrating regional insights, we selected the EPA MARKAL
framework for this study. This framework and study methodology are discussed in more detail in the following section.

Methodology

MARKAL model

MARKAL is a linear programming model that is composed of constructs such as energy carriers, process technologies, demand technologies, and energy service demands. The EPAUS9r_14_v1.2 MARKAL database allows the model to simulate the evolution of the U.S. energy system over the period spanning from 2005 through 2055, in 5-yr increments, and at the spatial resolution of the nine U.S. Census Divisions.

MARKAL operates by selecting the technologies and fuels that meet projected energy demands over the entire time horizon at least cost. Technology and fuel selections take into account complex factors such as the competition for fuels among sectors of the energy economy (e.g., the electric, industrial, residential, commercial, and transportation sectors compete for natural gas) and the diurnal patterns of various energy supplies and demands (e.g., solar photovoltaics generate electricity during the day, but residential heating demands are greatest at night). In the context of air quality management and greenhouse gas mitigation, constraints can be added to represent single or multipollutant emission limits. MARKAL then explicitly accounts for these constraints while optimizing.

The primary source of energy resource, technology, and demand data is the 2014 version of the AEO (AEO14). The spatial resolution by which these energy system components are represented is the U.S. Census Division. Technology- and fuel-specific emission factors are included for NO\textsubscript{x}, SO\textsubscript{2}, carbon monoxide (CO), volatile organic compounds (VOCs), PM less than 2.5 microns in diameter (PM\textsubscript{2.5}), carbon dioxide (CO\textsubscript{2}), nitrous oxide (N\textsubscript{2}O), black carbon (BC), and organic carbon (OC). These factors are obtained from the EPA’s WebFire emission factor database (EPA, 2014e), Greenhouse Gas Inventory (EPA, 2014f), and Motor Vehicle Emissions Simulator (MOVES; EPA, 2010b), as well as from Argonne National Laboratory’s Greenhouse gases Regulatory Emissions and Energy use in Transportation (GREET) model (Wang et al., 2007).

The Business as Usual (BAU) scenario used in this analysis has been calibrated to produce similar fuel use projections as in the AEO14 Reference Case (EIA, 2014). BAU also captures relevant on-the-books air quality regulations, including the Clean Air Interstate Rule (CAIR; Federal Register, 2005) and the Mercury and Air Toxics Standards (MATS) rule (Federal Register, 2011). On-road mobile emission factors are adjusted to approximate the effects of the Tier 3 standards (EPA, 2014d). To validate the BAU emission projection, regional, sector-specific emissions in 2010 and 2025 are compared with those of the EPA 2011 emission modeling platform (EPA, 2014h) and the 2025 projection developed for the recent Regulatory Impact Analysis (RIA) of a revised NAAQS (EPA, 2014f, 2014g). BAU is similar to the Base Case scenario that is distributed with EPAUS9r_2014_v1.2, with the exception that a constraint has been added to approximate greenhouse gas emissions implications of the Regional Greenhouse Gas Initiative (RGGI) (2013).

Note that the U.S. Court of Appeals lifted the stay on the Cross-State Air Pollution Rule (CSAPR) in 2014, resulting in CSAPR replacing CAIR (U.S. Court of Appeals, 2014). This change is not reflected in the MARKAL modeling conducted here. However, an examination of the electric sector modeling conducted by EPA to evaluate these rules suggests similar levels of regional NO\textsubscript{x} reductions (EPA, 2015b). We do not believe that inclusion of CSAPR in BAU would result in substantial changes to modeling results. Also, the Clean Power Plan proposal (EPA, 2014b) is not incorporated into the BAU as the rule had not been finalized when this analysis was conducted.

Experimental approach

“Sensitivity analysis” has multiple definitions in the literature (Saltelli et al., 2008). We refer to sensitivity analysis as the evaluation of changes in the outputs of a model in response to incremental perturbations to the inputs to the model. The set of original inputs and outputs is the baseline, and each incrementally modified variant is a sensitivity run. Sensitivity analysis differs from scenario analysis, which commonly involves the simultaneous modification of multiple model inputs and parameters to correspond to wide-ranging narratives of the future (Schoemaker, 1991; Schwartz, 1997).

We apply sensitivity analysis to examine how national and regional technology selections, fuel use, and, ultimately, emissions respond to the assumptions about the increased levels of adoption of energy efficiency, vehicle electrification, and renewable electricity. First, we use the BAU scenario as the baseline and evaluate how outputs change with the application of maximum traditional NO\textsubscript{x} controls in the electric, industrial, residential, commercial, and transportation sectors. Maximum traditional controls reflect the currently available information on combustion

Figure 1. U.S. Census Divisions. Corresponding MARKAL region numbers are shown in circles above each division name. Adapted from the U.S. Energy Information Administration.
process changes and postcombustion controls, and may not reflect all of the potential controls that may be developed in future years. This sensitivity run is referred to as MaxCntl.

Next, we use MaxCntl as a new baseline and evaluate the response to the following, both individually and in combination:

- Energy efficiency (EE)—Increased application of energy efficiency and conservation measures in buildings
- Vehicle electrification (VE)—Increased light-duty vehicle electrification, including both full electric vehicles and plug-in hybrids
- Renewable electricity (RE)—Increased deployment of wind and solar technologies for electricity production

Incremental application of these constraints results in the MaxCntl+EE, MaxCntl+VE, and MaxCntl+RE sensitivity runs. The combination MaxCntl+VE+RE examines whether forcing renewable electric utility improves the emission reduction potential of vehicle electrification. MaxCntl+EE+RE explores whether the emission reductions from benefits of energy efficiency diminish with high penetrations of renewable electricity. MaxCntl+VE +EE evaluates whether energy efficiency can offset the increased electricity demand of vehicle electrification, and MaxCntl+RE +VE+EE combines all three sets of assumptions. Table 1 lists BAU, MaxCntl, and the seven sensitivity runs that are evaluated.

**Derivation of assumptions**

The derivations of the MaxCntl, EE, VE, and RE are described below. See Supplemental Material for more detailed descriptions of their derivations. We attempt to keep these sensitivity assumptions aggressive yet plausible by basing them upon optimistic technological scenarios found in the literature. As our analysis is intended to be a sensitivity exercise, we do not consider the policy or regulatory levers that would be necessary to implement such assumptions.

MaxCntl approximates the emission reductions possible if electric sector coal boilers, industrial emissions sources, residential and commercial emission sources, and elf-road engines employ the highest removal efficiency control options available. For the electric sector, this requirement implies that all coal-fired boilers use SCR, and that the SCR controls are run continuously throughout the year. For industrial, residential, commercial, and off-road sectors, control data are derived from the Control Measures Database used for the O₃ NAAQS RIA proposal. No controls beyond the Tier 3 requirements are considered for the on-road, air, marine, and rail transportation subsectors, although these controls may be considered in future work. Average percent reduction and cost per ton of pollutant treated for controls are calculated within each MARKAL region and source category. These controls are applied to all relevant sources from 2020 onward.

EE comprises a variety of assumptions and constraints. For example, heating and cooling demand reductions are obtained from the AEO14 Best Available Demand Technology Case (U. S. EIA, 2014). The efficiencies of miscellaneous electric and office technologies increase by 0.5% in 2020 and 15% in 2030. In the residential and commercial sectors, the model is allowed to purchase only high-efficiency technologies in 2015, and only the most efficient technologies by fuel type starting in 2020. The use of residential and commercial solar photovoltaics increases in accordance with the AEO14 Best Available Demand Technology Case. Finally, lower bounds on the market share of electricity in space and water heating are increased from AEO14 Reference Case levels, resulting in additional electrification of these end uses. For example, in the residential sector, electric space heating has a 22% market share from 2035 onward in BAU, but this percentage is increased to 35% with the addition of EE. We do not currently consider energy efficiency measures in the industrial sector, but the analysis could be expanded to include these in the future.

VE assumptions are derived from the Lawrence Berkeley National Laboratory report “Scenarios for meeting California’s 2050 climate goals” (Wei et al., 2013). This report includes zero-emission vehicle (ZEV) penetration projections consistent with the “Governor’s ZEV Plan for California” (State of California, 2013), as well as a more intensive electrification scenario. We use the latter because it leads to a higher degree of electrification by 2035, which is near the end of the time period considered in NAAQS attainment planning. The scenario is assumed to be implemented nationwide. Electrification options are not considered for heavy-duty trucks or other non-light-duty vehicles in this analysis.

RE assumptions are developed from the National Renewable Energy Laboratory (NREL) Renewable Electricity Futures Study (NREL, 2012). In that study, several pathways were developed for achieving 80% renewable electricity production by 2050. We
use the Incremental Technology Improvement scenario (RE-ITI) to obtain state-level wind and solar generation levels. These levels are aggregated to the EPA MARKAL regions, the U.S. Census Divisions, and MARKAL is forced to produce at least this total quantity electricity from wind and solar energy.

Results and Discussion

In this section, each sensitivity run is compared with MaxCntl to examine implications for NO\textsubscript{x} and other pollutants. Although most results are shown through 2050, we highlight results in 2035 to illustrate various trends and sectoral interactions. The year 2035 was selected because the controls specified in MaxCntl and the assumptions outlined in EE, VE, and RE would be nearly fully realized by that year. Furthermore, 2035 is still policy-relevant from a SIP perspective, but has less uncertainty in the underlying drivers that affect emissions than subsequent years.

To facilitate comparison of the sensitivity runs with MaxCntl, we provide a set of summary graphics in Supplemental Material. These graphs include electricity production by fuel; light-duty vehicle technology penetration; residential, commercial, and industrial fuel consumption; sectoral NO\textsubscript{x}; and the system-wide trajectories for NO\textsubscript{x}, CO\textsubscript{2}, SO\textsubscript{2}, and PM\textsubscript{2.5}.

NO\textsubscript{x} trajectories for BAU, MaxCntl, and select sensitivity runs are shown in Figure 2a, with sectoral breakouts for 2035 in Figure 2b. The Resource sector includes oil, natural gas, and coal extraction and processing. The downward trend through 2035 in BAU illustrates the effectiveness of the existing regulations that target NO\textsubscript{x}. The trend is reversed after 2035, however, as energy demands increase to account for projected population and economic growth. MaxCntl reduces NO\textsubscript{x} by approximately 13–16% per year from 2020 onward. Most of the sensitivity runs produce additional reductions, with the exception of MaxCntl+VE, in which NO\textsubscript{x} levels are relatively unchanged from MaxCntl.

Of the sectoral emissions in 2035, electric sector NO\textsubscript{x} shows the greatest variability from one sensitivity run to another. Figure 3 shows electricity production by fuel for each sensitivity run. The results in Figures 2b and 3 suggest a high degree of correlation (0.97) between coal-fired electricity production and electric sector NO\textsubscript{x}. Conforming to this relationship, MaxCntl+EE+RE has the lowest electricity production from coal-fired boilers (1100 billion kWh) and also the lowest electric sector NO\textsubscript{x} (655 thousand tons).

Figure 4 illustrates the NO\textsubscript{x} implications of adding EE, VE, and RE constraints individually.

Examining differences in sectoral NO\textsubscript{x} between MaxCntl and selected sensitivity runs helps provide insights into the results above. Figure 4 shows differences between MaxCntl and BAU, as well as between MaxCntl and MaxCntl+RE, MaxCntl+VE, MaxCntl+EE, and MaxCntl+EE+VE+RE.

Compared with BAU, MaxCntl reduces electric sector and industrial NO\textsubscript{x} by roughly equivalent amounts, whereas considerably smaller reductions are achieved from other sectors (Figure 4a). Adding RE to MaxCntl reduces overall NO\textsubscript{x}, with the electric sector dominating these reductions; however, there are additional reductions in the industrial and resource sectors (see Figure 4b). EE yields roughly equivalent reductions in the electric, industry, and resource sectors, with smaller reductions coming from the residential and commercial sectors (see Figure 4d). The response to the addition of VE is more complicated: transportation and commercial sector emissions decrease, but electric and industrial sector emissions increase (see Figure 4c). At the national scale, the net result is very little change. We delve into these various responses in more detail below.

Figure 5 illustrates how electricity production and system-wide fuel use change when RE is added to MaxCntl. Overall, electricity production increases, reflecting fuel switching to electricity in the end-use sectors (Figure 5a). Direct NO\textsubscript{x} emissions from those sectors decline slightly as a result. At the same time, MARKAL opts to offset a portion of the increased wind and solar power by lowering electricity production from natural gas and coal (Figure 5b). Thus, electric sector NO\textsubscript{x} is reduced as well. With fuel switching away from fossil fuels,
overall coal mining and natural gas extraction activities decrease, accounting for NO\textsubscript{x} reductions in the resource sector.

Figure 6 shows that adding EE to MaxCntl decreases residential and commercial energy demands, lowering both fossil fuel and electricity use in those sectors (Figure 6a). Thus, there are both sectoral and upstream (e.g., from electricity production) NO\textsubscript{x} reductions that result. Upstream NO\textsubscript{x} reductions are magnified by MARKAL’s decision to decrease electricity production from natural gas turbines and coal boilers (Figure 6b).

Figure 7 provides clues about the dynamics underlying the increase of industrial NO\textsubscript{x} when VE is applied. As electricity demands increase in the light-duty transportation sector, gasoline use decreases substantially (Figure 7a). At the same time, the additional electricity for vehicles is being produced by a mix of fuels, with natural gas seeing the greatest increase (Figure 7b). Coal-fired electricity production also increases after 2020, as MARKAL opts to extend the lifetimes of existing coal plants. Wind and solar output grows after 2030. Together, these changes increase the market price of electricity and decrease the price of petroleum products. Industry responds accordingly, increasing its use of petroleum products. Industrial NO\textsubscript{x} emissions increase as a result (Figure 7c).

NO\textsubscript{x} implications of adding combinations of the EE, VE, and RE constraints

The results and discussion above examine application of EE, VE, and RE individually. Next, we examine combinations of EE, VE, and RE. Questions that we explore include “Does introducing RE negate the NO\textsubscript{x} benefits of EE?” “Does introducing RE compound the benefits of VE?” and “To what extent are the NO\textsubscript{x} benefits of RE, EE, and VE benefits additive?”

To address these questions, we compare the 2035 NO\textsubscript{x} totals for each sensitivity run (Figure 2b). Adding EE to MaxCntl reduces NO\textsubscript{x} by an additional 280 thousand tons, whereas adding RE to MaxCntl reduces NO\textsubscript{x} by 340 thousand tons. Applying these measures together reduces 620 thousand tons, equivalent to the sum of the two measures applied individually. Thus, at least on the national scale, RE and EE appear to be roughly additive. However, adding VE to MaxCntl+EE+RE does not produce additive benefits, and NO\textsubscript{x} increases in 2035 by 10 thousand tons in response.

Next, we examine the dynamics associated with pairing VE with RE. Figure 2b indicates that adding VE to MaxCntl reduces an additional 10 thousand tons of NO\textsubscript{x} nationally in

![Figure 3](image-url) Figure 3. National electricity production by fuel in 2035 for each sensitivity run. Total electricity production in 2035 differs from one scenario to another, driving the differences in electric sector emissions depicted in Figure 2.

![Figure 4](image-url) Figure 4. National NO\textsubscript{x} emissions changes by energy system sector, comparing MaxCntl with BAU and various sensitivity runs. (a) Compares MaxCntl and BAU, indicating the quantity of NO\textsubscript{x} reductions by sector upon application of emission controls. (b–e) Compare selected sensitivities with MaxCntl, indicating additional reductions that occur.
Making it the least effective of the three alternative measures. In contrast, adding RE to MaxCntl yields an additional NO\textsubscript{x} reduction of 340 thousand tons. When VE and RE are combined, however, 370 thousand tons of NO\textsubscript{x} are reduced. Thus, benefits of VE are tripled when RE is also applied, since the additional electricity production has a much lower NO\textsubscript{x} intensity.

Similarly, the results suggest that there is a benefit of combining VE with EE. Figure 3 shows that VE alone results in MARKAL choosing to increase electricity production from coal and natural gas. However, adding EE to MaxCntl+VE more than offsets the VE electricity demands. With lower electricity demand relative to MaxCntl, MARKAL is able to decrease electricity production from coal and natural gas, lowering the NO\textsubscript{x} intensity of electricity. As a result, the combination of VE and EE reduces 330 thousand tons in 2035, even though the sum of their individual reductions is 290 thousand tons.
Table 2. Percent NO\textsubscript{x} reductions in 2035 for each sensitivity run. For MaxCntl, percent reductions are relative to BAU, whereas all other reductions are relative to MaxCntl. Negative values imply a reduction

| Sensitivity | National | R1 | R2 | R3 | R4 | R5 | R6 | R7 | R8 | R9 |
|-------------|----------|----|----|----|----|----|----|----|----|----|
| MaxCntl     | -16%     | 6% | -20% | -17% | -18% | -14% | -20% | -14% | -20% | -11% |
| MaxCntl+EE  | -5%      | -22% | -10% | -3% | -2% | -6% | -6% | -4% | -5% | -4% |
| MaxCntl+VE  | 0%       | 13% | 4% | -5% | 0% | 1% | 0% | -1% | 0% | -4% |
| MaxCntl+RE  | -6%      | -16% | -10% | -4% | -12% | -5% | -6% | -3% | -7% | -8% |
| MaxCntl+EE+VE | -6% | -20% | -7% | -9% | -2% | -4% | -8% | -4% | -4% | -9% |
| MaxCntl+EE+RE | -12% | -23% | -15% | -8% | -15% | -15% | -11% | -7% | -12% | -12% |
| MaxCntl+VE+RE | -7% | -13% | -8% | -8% | -11% | -2% | -7% | -4% | -6% | -13% |
| MaxCntl+EE+VE+RE | -11% | -22% | -14% | -13% | -14% | -8% | -9% | -7% | -11% | -17% |

Regional emission responses

The results shown to this point are at the national level. Table 2 lists the national and regional percent reductions of NO\textsubscript{x} in 2035 associated with each sensitivity run. Results for select sensitivity runs are also shown graphically in Supplemental Material. For MaxCntl, percent reductions are relative to BAU, whereas all other sensitivity runs are compared with MaxCntl.

Many of the same trends witnessed at the national level are evident in MARKAL’s regional NO\textsubscript{x} projections. For example, in seven of the nine regions, MaxCntl+EE+RE produces the greatest NO\textsubscript{x} reductions. Only in Region 3 (East North Central) and Region 9 (Pacific) is MaxCntl+EE+RE surpassed by MaxCntl+EE+RE+VE. Whereas MaxCntl+VE produced mixed results across regions, combining MaxCntl+VE+RE yielded NO\textsubscript{x} reductions in all regions.

Nonetheless, there are some distinct differences from region to region. For example, MaxCntl+EE+RE NO\textsubscript{x} reductions range from 23% in Region 1 (New England) to only 7% in Region 7 (West South Central), whereas MaxCntl+VE reduces NO\textsubscript{x} by 5% in Region 3 (East North Central) but increases NO\textsubscript{x} by 13% in Region 1. Regional differences are also evident when we identify which individual measure results in the highest reduction regionally. For example, EE reduced the greatest percentage of emissions in Regions 1, 5 (South Atlantic), and 7. In contrast, RE reduced the greatest percentages in Regions 4 (West North Central), 8 (Mountain), and 9 (Pacific), and VE reduced the greatest percentage in Region 3.

Although examining root causes for regional differences is the subject of ongoing work, we hypothesize that access to renewable electricity and the emission intensity of the existing electric sector are important factors. Interregional trading of fuels and electricity, as well as the existence of regional emission limits imposed by CAIR and RGGI, also likely influences such decisions.

MARKAL energy modeling framework can be applied in a sensitivity analysis to examine the emission reduction potential of energy efficiency (EE), light-duty vehicle electrification (VE), and renewable electricity (RE). This modeling suggests that maximum application of traditional NO\textsubscript{x} controls reduces 2035 national energy-system NO\textsubscript{x} emissions by 16% relative to BAU. The addition of EE, VE, and RE can reduce NO\textsubscript{x} by another 10% relative to BAU.

Modeling results also highlight the benefits of applying an energy system model that is able to identify potentially important cross-sector interactions. For example, adding VE to MaxCntl affected vehicle and electricity production emissions as expected: vehicle emissions decreased, whereas electric sector emissions increased to a lesser degree. However, the resulting fuel price pressures led to an increase in industrial emissions. In some regions, overall NO\textsubscript{x} emissions increased. A direction of future research could be to understand this response more fully and whether it could be expected in the real world or whether it is an artifact of the simplifications inherent in modeling. This knowledge could be very useful in the design of effective and robust air quality management strategies. Another critical finding is that there can be synergies among EE, VE, and RE measures. For example, several combinations of EE, VE, and RE are shown to produce more reductions than the sum when applied individually.

For many regions of the country, the combination of EE and RE yields the greatest NO\textsubscript{x} reductions. The performance of each measure is shown to vary regionally, however, and the selection of the most effective strategy for achieving NO\textsubscript{x} reductions should take into account a wide variety of regional factors. We are exploring the drivers for regional differences in ongoing work, including the effects of existing technology stock, competition for fuels among sectors, access to low-cost renewables and natural gas, regional air pollutant, and greenhouse gas emission limits.

A number of extensions to this work are ongoing or planned. For example, we expect to update the BAU to reflect more recent air and climate regulations after they are promulgated. Additional refinements may include the following: expanding vehicle electrification to include medium- and heavy-duty trucks, rail and marine vehicles; incorporating industrial energy efficiency into EE; and revising the analysis to consider seasonal emissions and control

Conclusion

Traditional NO\textsubscript{x} controls, such as LNB and SCR, may not be sufficient to meet the 2008 O3 NAAQS in some parts of the country. Current tools and methods for exploring nontraditional emission reduction measures have not been generally available. We address this limitation by demonstrating how the EPA
operation. Furthermore, we are evaluating the impacts of each measure on co-emitted pollutants, including other air pollutants, short-lived climate pollutants, and greenhouse gases. Reductions in co-emitted pollutants can be substantial. For example, adding EE, VE, and RE to MaxCntl reduces national SO\(_2\), PM\(_{2.5}\), and CO\(_2\) emissions in 2035 by 2\%, 12\%, and 21\%, respectively (see Supplemental Material). Lastly, although this study investigates sensitivities involving responsiveness to more expansive technological assumptions, we are using MARKAL to examine how these measures can be applied cost-effectively within a single- or multipollutant management strategy.

The approach demonstrated here potentially could be applied at finer spatial and temporal scales, provided that an appropriate model of the energy system exists at those scales. For example, the analysis could be replicated at the state scale for a portion of the United States using NE-MARKAL. Other state-level models may be available for this purpose in the near future. Pacific Northwest National Laboratory recently increased the resolution of its Global Climate Assessment Model (GCAM) (Clarke et al., 2008) to the state level for the United States. GCAM-USA has been used to evaluate the impact of state-specific energy efficiency measures on CO\(_2\) emissions (Scott et al., 2014). GCAM-USA is currently being modified to improve its characterization of air pollutant emissions and control. Another alternative is the NREL Renewable Energy Deployment System (ReEDS) model (Short et al., 2011). ReEDS has a highly detailed renewable electricity characterization, but it represents the electric sector only; energy efficiency and end-use technology and fuel switching must be modeled exogenously.

Although state-level resolution may be useful in examining policy options, it is important to note that O\(_3\) concentrations are highly dependent on both the local spatial distribution of NO\(_x\) emissions and emissions transported in the atmosphere over longer distances. Spatial distribution and transport are not currently considered in our methodology. For many potential models, temporal scale is also a limitation. EPA MARKAL produces estimates of annual emissions, averaged over a 5-yr period. Although energy and technology information can be used to downscale the emissions into more refined seasonal categories, the result is still much coarser than the hourly inputs required by air quality models.

Another important consideration is the inherent difficulty in making emission projections one or more decades into the future. For example, the underlying factors that drive emissions (e.g., economic growth and technology change) are both uncertain and not perfectly represented in the model. Some underlying factors that drive real-world emission changes may not be included at all. Alternatively, surprise “black swan” events can lead to fundamental changes in public attitudes and behaviors (Taleb, 2007). In this context, results should be interpreted as representing particular scenarios as opposed to being explicit predictions. Sensitivities, such as those carried out here, explore how the simulated energy system responds to various stimuli under those scenarios and are most useful when viewed in a relative rather than absolute sense.

Model and Data Availability

The MARKAL model is distributed by the Energy Technology Systems Analysis Program (ETSAP) of the International Energy Agency (2015). Executing MARKAL requires licensing and additional software. Contact Carol Lenox (lenox.carol@epa.gov) for information about obtaining the EPA’s MARKAL nine-region database, which allows MARKAL to be applied to the U.S. energy system. The EPA database is available upon request at no cost.
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