Abstract—Existing denoising methods typically restore clear results by aggregating pixels from the noisy input. Instead of relying on hand-crafted aggregation schemes, we propose to explicitly learn this process with deep neural networks. We present a spatial pixel aggregation network and learn the pixel sampling and averaging strategies for image denoising. The proposed model naturally adapts to image structures and can effectively improve the denoised results. Furthermore, we develop a spatio-temporal pixel aggregation network for video denoising to efficiently sample pixels across the spatio-temporal space. Our method is able to solve the misalignment issues caused by large motion in dynamic scenes. In addition, we introduce a new regularization term for effectively training the proposed video denoising model. We present extensive analysis of the proposed method and demonstrate that our model performs favorably against the state-of-the-art image and video denoising approaches on both synthetic and real-world data.
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I. INTRODUCTION

Image and video capturing systems are often degraded by noise including shot noise of photons and read noise from sensors [1]. This problem is exacerbated for the images and videos captured in low-light scenarios or by cellphone cameras with small-apertures. To address the problem, different image denoising algorithms have been proposed for generating high-quality images and video frames from the noisy inputs [2]–[9].

The success of most denoising methods stems from the fact that averaging multiple independent observations of the same signal leads to lower variance than the original observations. Mathematically, this is formulated as:

\[
\text{Var}\left(\frac{1}{N} \sum_{i=1}^{N} x(i)\right) = \frac{1}{N} \text{Var}(x),
\]

where \(\text{Var}\) denotes the variance operation. \(x\) is a noisy pixel, and \(\{x(i), i = 1, 2, ..., N\}\) are \(N\) i.i.d. observations of it. Since it is difficult to obtain multiple observations of the same pixel, existing denoising algorithms [2]–[4], [6], [7] usually sample similar pixels from the input image and aggregate them with weighted averaging. The sampling grid \(\mathcal{N}\) and averaging weights \(\mathcal{F}\) are usually data-dependent and spatially-variant.

As the distribution of similar pixels depends on local image structures. The strategies to decide \(\mathcal{N}\) and \(\mathcal{F}\) are the key factors distinguishing different denoising approaches. As a typical example, the bilateral smoothing model [2] samples pixels in a local square region and computes the weights with Gaussian functions. In addition, the BM3D [4] and VBM4D [7] methods search relevant pixels by block matching, and the averaging weights are decided using empirical Wiener filter. However, these approaches usually use hand-crafted schemes for sampling and weighting pixels, which do not always perform well in complex scenarios as shown in Figure 1(c) and (h).

Recently, numerous denoising methods based on deep convolutional neural networks (CNNs) [10]–[12] have been proposed. These models exploit a large amount of training data to learn the mapping function from the noisy image to the desired clear output. However, the CNNs usually use spatially-invariant and data-independent convolution kernels whereas the denoising process is spatially-variant and data-dependent [4]. Thus, very deep structures are needed for these methods to achieve high non-linearities to implicitly approximate the spatially-variant and data-dependent process, which is not as efficient and concise as the aggregation-based formulation. In addition, the CNN-based approaches do not explicitly manipulate the input pixels to constrain the output space and may generate corrupted image textures and oversmoothing artifacts as shown in Figure 1(d).

To address the aforementioned problems, we propose a pixel aggregation network to explicitly integrate the pixel aggregation process with data-driven methods for image denoising. Specifically, we use CNNs to estimate a spatial sampling grid \(\mathcal{N}\) for each location in the noisy image. To aggregate the sampled pixels, we predict the averaging weights \(\mathcal{F}\) for each sample. Note that both \(\mathcal{N}\) and \(\mathcal{F}\) are content-aware and can...
adapt to image structures. Finally, the denoised output can be obtained by combining $\mathcal{F}$ and $\mathcal{N}$ with weighted averaging in an end-to-end network. The advantages of the proposed denoising method are as follows. First, we improve the pixel aggregation process by learning from data instead of relying on hand-crafted schemes. Second, compared to other deep learning based methods, the proposed model can better adapt to image structures and preserve details with the spatially-variant and data-dependent sampling and averaging strategies. In addition, our algorithm directly filters the noisy input, which thereby constrains the output space. As shown in Figure 1(e), the proposed network generates clearer result with fewer artifacts. Note that while one can simply sample pixels from a rigid grid similar to the kernel prediction network (KPN) [9], it often leads to limited receptive field and cannot efficiently exploit the structure information in the images. Moreover, the irrelevant sampling locations of the rigid sampling scheme may negatively affect the denoising performance. In contrast, the proposed method can sample pixels in a dynamic manner to better adapt to image structures and increase the receptive field without sampling more locations.

In addition to single images, we can also use the proposed method in video denoising. A straightforward approach for this is to apply 2D pixel aggregation on each frame separately and then fuse the results by pixel-wise summation. However, this simple strategy is not effective in handling videos with large motion, where few reliable sampling locations can be found in neighboring regions for pixel aggregation. To address this issue, we need to allocate more sampling locations on the frames with higher reliability and discard the frames with drastic motion. As such, this requires our algorithm to be able to search pixels across the spatio-temporal space of the input video. Instead of predicting 2D sampling grid and averaging weights, we develop a spatio-temporal pixel aggregation network for each location in the desired output to adaptively select the most informative pixels in the neighboring video frames. The proposed spatio-temporal method naturally solves the large motion issues by capturing dependencies between 3D locations and sampling on more reliable frames. Our method can effectively deal with the misalignment caused by dynamic scenes and reduce the artifacts of existing video denoising approaches [7], [9] as shown in Figure 1(j).

In this paper, we make the following contributions. First, we exploit the strength of both aggregation-based methods and the deep neural networks, and propose a new algorithm to explicitly learn the pixel aggregation process for image denoising. Second, we extend the spatial pixel aggregation to the spatial-temporal domain to better deal with large motion in video denoising, which further reduces artifacts and improves performance. In addition, we introduce a regularization term to facilitate training the video denoising model. Extensive experiments on benchmark datasets demonstrate that our method compares favorably against state-of-the-arts on both single image and video inputs.

II. RELATED WORK

We discuss the state-of-the-art denoising algorithms as well as recent methods on learning dynamic operations for image filtering, and put the proposed algorithm in proper context.

A. Image and Video Denoising

Existing denoising methods are developed based on explicit or implicit pixel aggregations [2]–[4], [6]–[8], [13]. Gaussian [13] and bilateral [2] smoothing models sample pixels from a local window and compute averaging weights using Gaussian functions. The non-local means (NLM) [3] aggregates image pixels globally and decides the weights with patch similarities. On the other hand, the BM3D [4] method searches pixels with block matching and uses transform domain collaborative filtering for weighted averaging.

As videos contain temporal information and more pixel observations, the VBM3D [6] and VBM4D [7] algorithms extend the BM3D scheme by grouping more similar patches in the spatio-temporal domain. In addition, optical flow has also been exploited in video denoising [8], [14] to aggregate pixels. However, existing video denoising methods are less effective for videos with fast and complex motion. In contrast to the above approaches with hand-crafted strategies for sampling and averaging pixels, our method explicitly learns the pixel aggregation process from data for denoising. Furthermore, the proposed spatio-temporal model handles large motion in video denoising without optical flow estimation.

Recently, numerous image and video denoising [9]–[12], [15]–[21] methods based on deep learning have been developed. In particular, CNNs with residual connections have been used to directly learn a mapping function from the noisy input to the denoised output [10]–[12]. On the other hand, recurrent neural networks (RNNs) [15], [16] have also been used for exploiting the temporal structure of videos to learn the mapping function for multiple frame input. While these networks are effective in removing noise, the adopted activation functions may lead to information loss [22]. In addition, directly synthesizing images with deep neural networks does not enforce constrained output space and thereby tends to generate oversmoothing artifacts. In contrast, the proposed algorithm can directly manipulate the input frames and adaptively aggregate pixels across the spatial and spatio-temporal space, which effectively addresses the above issues.

B. Burst Denoising

This work is also related to the burst denoising algorithms [8], [9], [16], [23], [24] in that they rely on the same basic idea of averaging multiple independent observations as in (1). Specifically, burst denoising exploits multiple short frames captured in a burst to approximate multiple independent observations of the same pixel. As a typical example, Hasinoff et al. [24] propose a computational photography pipeline to merge a burst of frames to reduce noise and increase dynamic range. Recently, Kokkinos et al. [23] use deep learning to solve this problem and propose iterative residual CNNs for further improving the performance. While these methods have achieved impressive results for image denoising, they usually assume small motion between different frames in the burst and thus do not always work well for videos. To solve this problem, Mildenhall et al. [9] propose to predict convolution kernels
for burst denoising which can also work well for video input. However, these kernels use rigid sampling grids which cannot exploit local image structures well. Furthermore, these kernels are less effective in handling large misalignment caused by camera shakes or dynamic scenes. In contrast, we propose spatially-variant and data-dependent sampling grids as well as a spatio-temporal model to address these issues.

C. Learning Dynamic Filtering

In recent years, deep neural networks have been used to learn dynamic operations for image filtering [25]–[28]. In [25], a dynamic network is proposed to learn filtering weights for video and stereo prediction. Similar approaches have been developed for video interpolation [29] and view synthesis [30]. However, these methods only consider pixels from a fixed region, which often leads to limited receptive field and can be easily affected by irrelevant sampling locations. On the other hand, Jaderberg et al. [26] develop spatial transformer networks [26] for more flexible feature extractions in image classification. While this scheme enables data-dependent sampling strategies, the filtering process is still spatially-invariant as it only learns a global affine transformation. In contrast, Dai et al. [28] propose spatial deformable kernels for object detection, which considers local geometric transformations. As this method uses fixed convolution weights for different input images, it is only effective for high-level vision tasks. The approaches using rigid weights are likely to generate oversmoothing artifacts in image restoration similar to those based on Gaussian filters. While [31] learns both the convolution locations and weights, it explains the learned weights as modulation for adjusting the signal amplitude of the input features, and thereby is not suitable for the denoising problem. In addition, these methods [28], [31] cannot sample pixels from the spatio-temporal space, and thus does not perform well for video inputs.

The proposed pixel aggregation network can be seen as a novel dynamic operation for image filtering. Our model learns both the data-dependent and spatially-variant sampling and weighting schemes, and thus solves the problems of the aforementioned algorithms. More importantly, our method enables adaptive sampling in the spatio-temporal space for effective video processing.

III. PROPOSED ALGORITHM

We propose a neural network to learn pixel aggregations for image and video denoising. Compared to most CNN-based denoising methods based on data-independent and spatially-invariant kernels, the proposed model can better adapt to image structures and preserve details with data-dependent and spatially-variant sampling as well as averaging strategies. Specifically, we use a neural network to predict the sampling locations $\mathcal{N}$ and averaging weights $\mathcal{F}$ for each pixel of the noisy input. These two components are integrated for both spatial and spatio-temporal pixel aggregation. Instead of directly regressing the spatial coordinates of $\mathcal{N}$, we learn the offsets $V$ for a rigid sampling grid and deform the rigid grid accordingly.

An overview of the proposed algorithm is shown in Figure 2. We first train a deep CNN for estimating the offsets of the sampling grid. Next, we sample pixels from the noisy input according to the predicted offsets, and estimate the weights by concatenating the sampled pixels, the noisy input and the features of the offset network. Finally, we generate the denoised output by averaging the sampled pixels with the learned weights.

A. Learning to Aggregate Pixels

For a noisy image $X \in \mathbb{R}^{h \times w}$ where $h$ and $w$ represent the height and width, the spatial pixel aggregation for denoising can be formulated as:

$$Y(u, v) = \sum_{i=1}^{n} X(u + u_i, v + v_i) F(u, v, i),$$

(2)

where $(u, v)$ is a pixel on the denoised output $Y \in \mathbb{R}^{h \times w}$. In addition, $\mathcal{N}(u, v) = \{(u_i, v_i) | i = 1, 2, \ldots, n\}$ represents the sampling grid with $n$ sampling locations, and $\mathcal{F} \in \mathbb{R}^{h \times w \times n}$ represents the weights for averaging pixels. For example,

$$\{(u_i, v_i)\} = \{(-1, -1), \ldots, (0, 0), \ldots, (1, 1)\},$$

(3)

defines a rigid sampling grid with $n = 9$ and size $3 \times 3$.

In the proposed pixel aggregation network (PAN), the adaptive sampling grid can be generated by combining the predicted offsets $V \in \mathbb{R}^{h \times w \times n \times 2}$ and the rigid grid:

$$u_i = \bar{u}_i + V(u, v, i, 1),$$

(4)

$$v_i = \bar{v}_i + V(u, v, i, 2).$$

(5)

Note that both $u_i$ and $v_i$ are functions of $(u, v)$, which indicates that our denoising process is spatially-variant. Since the offsets in $V$ are usually fractional, we use bilinear interpolation to sample the pixels $X(u + u_i, v + v_i)$ in a way similar to [32].

After the adaptive sampling, we can recover the clear output $Y$ by combining the sampled pixels with the learned weights $\mathcal{F}$ as in (2). The weights of $\mathcal{F}$ are also spatially-variant and content-aware, which is different from the typical CNNs with fixed uniform convolution kernels. Note that while we can simply use a rigid sampling grid (Figure 4(b)) and only learn the averaging weights, it often leads to a limited receptive field and cannot efficiently exploit the structure information in the images. Furthermore, irrelevant sampling locations in the rigid
grid may negatively affect the denoising results. In contrast, our adaptive grid naturally adapts to the image structures and increases the receptive field without sampling more pixels.

**Spatio-temporal pixel aggregation.** The proposed method can be easily extended for video denoising. Suppose that we have a noisy video sequence \( \{X_{t-\tau}, \ldots, X_t, \ldots, X_{t+\tau}\} \), where \( X_t \) is the reference frame. A straightforward approach to process this input is to apply the PAN model to each frame separately and then fuse the outputs with weighted sum, as shown in Figure 4(c). However, this simple 2D strategy is not effective in handling videos with large motion, where few reliable pixels can be found in the regions of neighboring frames (e.g., the center regions of frame \( X_{t-1} \) and \( X_{t+1} \) in Figure 4). To address this issue, we need to distribute more sampling locations on the frames with higher reliability (e.g., the reference frame \( X_t \)) and avoid the frames with severe motion. An effective solution should be able to search pixels across the spatial-temporal space of the input videos.

In this work, we develop a spatio-temporal pixel aggregation network (ST-PAN) for video denoising which adaptively selects the most informative pixels in the spatio-temporal space. The ST-PAN directly takes the concatenated video frames \( X \in \mathbb{R}^{h \times w \times (2\tau+1)} \) as input, and the denoising process can be formulated as:

\[
Y(u, v, t) = \sum_{i=1}^{n} X(u + u_i, v + v_i, t + t_i) F(u, v, i),
\]

where \( t + t_i \) denotes the sampling coordinate in the temporal dimension, and \( n \) is the number of pixels of the 3D sampling grid. Similar to (4)-(5), we generate the sampling grid by predicting 3D offsets \( V \in \mathbb{R}^{h \times w \times n \times 3} \). To sample pixels across the video frames, we introduce the trilinear interpolation in which \( X(u + u_i, v + v_i, t + t_i) \) can be computed by:

\[
\sum_{p=1}^{h} \sum_{q=1}^{w} \sum_{j=1}^{t+\tau} X(p, q, j) \cdot \max(0, 1 - |u + u_i - p|) \cdot \max(0, 1 - |v + v_i - q|) \cdot \max(0, 1 - |t + t_i - j|),
\]

where only the pixels closest to \( (u + u_i, v + v_i, t + t_i) \) in the 3D space of \( X \) contribute to the interpolated result. Since the trilinear sampling mechanism is differentiable, we can learn the ST-PAN model in an end-to-end manner.

The proposed ST-PAN model naturally solves the large motion issues by capturing dependencies between 3D locations and sampling on more reliable frames, as illustrated in Figure 4(d). Furthermore, our method can effectively deal with the misalignment caused by dynamic scenes and reduce cluttered boundaries and ghosting artifacts generated by existing video denoising approaches [7], [9] as shown in Section IV-C.

**Gamma correction.** As the noise is nonlinear in the sRGB space [33], [34], we train the denoising model in the linear raw space. With the linear output \( Y \), we conduct Gamma correction.
to generate the final result for better perceptual quality:

$$\phi(Y) = \begin{cases} 12.92Y, & Y \leq 0.0031308, \\ (1 + \alpha)Y^{1/2.4} - \alpha, & Y > 0.0031308, \end{cases}$$

(8)

where $\phi$ is the sRGB transformation function for Gamma correction, and $\alpha = 0.055$. The hyper-parameters of $\phi$ are directly obtained from [34], and more detailed explanations can be found in [33], [34].

B. Network Architecture

The offset network in Figure 2 takes a single frame as input for image denoising, and a sequence of $2\tau + 1$ neighboring frames for video denoising. As shown in Figure 3(b), we adopt a U-Net architecture [35] which has been widely used in pixel-wise estimation tasks [36], [37]. The U-Net is an encoder-decoder network where the encoder sequentially transforms the input frames into lower-resolution feature embeddings, and the decoder correspondingly expands the features back to full resolution estimates. We perform pixel-wise summation with skip connections between the same-resolution layers in the encoder and decoder to jointly use low-level and high-level features for the estimation task. Since the predicted weights are to be applied to the sampled pixels, it is beneficial to feed these weights to the pixel estimation branch such that the weights can better adapt to the sampled pixels. Thus, we concatenate the sampled pixels, noisy input and features from the last layer of the offset network, and feed them to three convolution layers to estimate the averaging weights (Figure 2).

All convolution layers use $3 \times 3$ kernels with stride 1. The feature map number for each layer of our network is shown in Table I. We use ReLU [38] as the activation function for the convolution layers except for the last one which is followed by a Tanh function to output normalized offsets. As the proposed estimation network is fully convolutional, it is able to handle arbitrary spatial size during inference.

C. Loss Function

With the predicted result $Y$ and ground truth image $Y_{gt}$ in the linear space, we can use an $L_1$ loss to train our network for single image denoising:

$$l(Y, Y_{gt}) = \|\phi(Y) - \phi(Y_{gt})\|_1,$$

(9)

where Gamma correction is performed to emphasize errors in darker regions and generate more perceptually pleasant results. We do not use $L_2$ loss in this work as it often leads to oversmoothing artifacts [39], [40].

Regularization term for video denoising. Since the ST-PAN model samples pixels across the video frames, it is possible that the training process is stuck to local minimum where all the sample locations only lie around the reference frame. To alleviate this problem and encourage the network to exploit more temporal information, we introduce a regularization term to have subsets of the sampled pixels individually learn the 3D aggregation process.

We split the $N$ sampling locations in the spatio-temporal grid $\{(u_n, v_n, t_n)\}$ into $s$ groups: $N_1, \ldots, N_s$, and each group consists of $N/s$ points. Similar to (6), the filtered result of the $i$-th pixel group can be computed by:

$$Y_i(u, v, t) = s \sum_{j \in N_i} X(u + u_j, v + v_j, t + t_j)F(u, v, j),$$

(10)

where $i \in \{1, 2, \ldots, s\}$, and the multiplier $s$ is used to match the scale of $Y$. With $Y_i$ for regularization, the final loss function for video denoising is:

$$l(Y, Y_{gt}) + \eta \gamma^m \sum_{i=1}^s l(Y_i, Y_{gt}).$$

(11)

The regularization process for each $Y_i$ is slowly reduced during training, where the hyperparameters $\eta$ and $\gamma$ are used to control the annealing process. $m$ is the iteration number. At the beginning of the network optimization, $\eta \gamma^m \gg 1$ and the second term is prominent, which encourages the network to find the most informative pixels for each subset of the sampled pixels. This constraint is lessened as $m$ increases, and the whole sampling grid learns to rearrange the sampling locations such that all the pixel groups, i.e., different parts of the learned pixel aggregation model, can perform collaboratively. Note that the temporal consistency [41]–[43] is implicitly enforced in this per-frame loss function as the ground truth image $Y_{gt}$ changes smoothly across the sequence.

IV. EXPERIMENTAL RESULTS

We first describe the datasets and implementation details, and then evaluate the proposed algorithm for image and video denoising quantitatively and qualitatively.

A. Datasets

For video denoising, we collect 27 high-quality long videos from the Internet, where each has a resolution of $1080 \times 1920$ or $720 \times 1280$ pixels and a frame rate of 20, 25, or 30 fps. We use 23 long videos for training and the other 4 for testing, which are split into 205 and 65 non-overlapped scenes, respectively. With the videos containing different scenes, we extract 20K sequences for training where each sequence consists of $2\tau + 1$ consecutive frames. Our test dataset is composed of 4 subsets where each has approximately 30 sequences sampled from the 4 testing videos. There is no overlap between training and testing videos. In addition, we use the center frame of each sequence from the video datasets for both training and testing in single image denoising.

Similar to [9], we generate the noisy input for our models by performing inverse Gamma correction and adding signal-dependent Gaussian noise, $N(0, \sigma_s q + \sigma_r^2)$, where $q$ represents the intensity of the pixel, and the noise parameters $\sigma_s$ and $\sigma_r$ are randomly sampled from $[10^{-4}, 10^{-2}]$ and $[10^{-3}, 10^{-1.5}]$, respectively. When dealing with homoscedastic Gaussian noise, we set the shot noise as 0 and use the target noise level for the read noise during training similar to [10]. In our experiments, we train the networks in both blind and non-blind manners. For the non-blind model, the parameters $\sigma_s$ and $\sigma_r$ are assumed to be known, and the noise level is fed into the network as an additional channel of the input. Similar
to [9], we estimate the noise level as: \( \sqrt{\sigma_r^2 + \sigma_q \sigma_{\text{ref}}} \), where \( \sigma_{\text{ref}} \) represents the intensity value of the reference frame \( X_i \) in video denoising or the input image in single frame denoising. Similar to [9], we use grayscale inputs for fair comparisons with other methods [4], [7], [9], [10].

### B. Training and Parameter Settings

We learn sampling grids with size \( 5 \times 5 \) for single image denoising. For video input, we use size \( 3 \times 3 \times 3 \) for the spatio-temporal pixel aggregation to reduce GPU memory requirement. We set \( \eta \) and \( \gamma \) as 100 and 0.9998, respectively. In addition, we set \( s = 3 \) for the regularization term by default. During training, we use the Adam optimizer [44] with the initial learning rate of \( 2 \times 10^{-4} \). We decrease the learning rate by a factor of 0.999991 per epoch, until it reaches \( 1 \times 10^{-4} \). The batch size is set to be 32. We randomly crop \( 128 \times 128 \) patches from the original input for training the single image model. In video denoising, we crop at the same place of all the input frames and set \( \tau = 2 \), such that each training sample has a size of \( 128 \times 128 \times 5 \). In our experiments, we multiply the output of the offset network by \( 128 \) where we assume the largest spatial offset of the sampling grid is smaller than the size of the training patch. We train the denoising networks for \( 2 \times 10^5 \) iterations, and the process takes about 50 hours.

### C. Evaluation on the Proposed Dataset

We evaluate the proposed algorithm against the state-of-the-art image and video denoising methods [3], [4], [7], [9], [10] on the synthetic dataset at different noise levels. We conduct exhaustive hyper-parameter finetuning for the NLM [3], BM3D [4] and VBM4D [7] methods including both blind and non-blind models, and choose the best results. For

---

**Table II**

Quantitative evaluation of single image denoising on the synthetic dataset. #1-4 are the 4 testing subsets. “LOW” and “HIGH” represent different noise levels, which respectively correspond to \( \sigma_r = 2.5 \times 10^{-3} \), \( \sigma_q = 10^{-2} \) and \( \sigma_r = 6.4 \times 10^{-3} \), \( \sigma_q = 2 \times 10^{-2} \). Red and blue indicate the first and second best performance for each noise level.

| Noise | Algorithms | #1 Average | #2 Average | #3 Average | #4 Average | Average |
|-------|------------|------------|------------|------------|------------|---------|
| LOW   | Reference frame | 26.75 | 0.6891 | 28.08 | 0.7133 | 27.37 | 0.5843 | 27.96 | 0.7064 | 27.54 | 0.6782 |
|       | NLM [3]     | 31.04 | 0.8838 | 31.51 | 0.9025 | 33.35 | 0.8687 | 31.71 | 0.8663 | 31.90 | 0.8803 |
|       | BM3D [4]    | 33.00 | 0.9196 | 32.63 | 0.9245 | 35.16 | 0.9172 | 33.09 | 0.9028 | 33.47 | 0.9160 |
|       | DnCNN [10]  | 35.30 | 0.9499 | 34.54 | 0.9498 | 37.45 | 0.9436 | 36.22 | 0.9494 | 35.88 | 0.9482 |
|       | KPN [9]     | 35.23 | 0.9526 | 34.38 | 0.9493 | 37.50 | 0.9451 | 36.18 | 0.9526 | 35.82 | 0.9499 |
|       | PAN         | 35.40 | 0.9535 | 34.57 | 0.9507 | 37.64 | 0.9465 | 36.41 | 0.9538 | 36.01 | 0.9511 |
|       | KPN [9], \( \sigma \) blind | 35.18 | 0.9492 | 34.20 | 0.9484 | 37.39 | 0.9438 | 36.05 | 0.9508 | 35.71 | 0.9480 |
|       | DnCNN [10], \( \sigma \) blind | 35.19 | 0.9500 | 34.38 | 0.9479 | 37.28 | 0.9417 | 36.06 | 0.9491 | 35.73 | 0.9472 |
|       | PAN, \( \sigma \) blind | 35.33 | 0.9531 | 34.55 | 0.9508 | 37.57 | 0.9458 | 36.35 | 0.9538 | 35.95 | 0.9509 |
| HIGH  | Reference frame | 22.83 | 0.5403 | 23.94 | 0.5730 | 23.00 | 0.3746 | 23.97 | 0.5598 | 23.43 | 0.5119 |
|       | NLM [3]     | 28.21 | 0.8236 | 28.57 | 0.8443 | 30.62 | 0.8047 | 28.73 | 0.8040 | 29.03 | 0.8199 |
|       | BM3D [4]    | 29.96 | 0.8793 | 28.81 | 0.8836 | 32.30 | 0.8766 | 30.27 | 0.8609 | 30.59 | 0.8751 |
|       | DnCNN [10]  | 32.30 | 0.9163 | 31.54 | 0.9124 | 34.55 | 0.9048 | 33.26 | 0.9148 | 32.91 | 0.9121 |
|       | KPN [9]     | 32.32 | 0.9198 | 31.44 | 0.9120 | 34.74 | 0.9085 | 33.28 | 0.9200 | 32.94 | 0.9151 |
|       | PAN         | 32.49 | 0.9226 | 31.62 | 0.9153 | 34.89 | 0.9121 | 33.51 | 0.9232 | 33.13 | 0.9183 |
|       | KPN [9], \( \sigma \) blind | 32.23 | 0.9182 | 31.37 | 0.9107 | 34.63 | 0.9073 | 33.17 | 0.9183 | 32.85 | 0.9136 |
|       | DnCNN [10], \( \sigma \) blind | 32.19 | 0.9185 | 31.42 | 0.9105 | 34.40 | 0.9023 | 33.08 | 0.9135 | 32.77 | 0.9105 |
|       | PAN, \( \sigma \) blind | 32.44 | 0.9224 | 31.62 | 0.9152 | 34.81 | 0.9109 | 33.46 | 0.9215 | 33.08 | 0.9175 |

---

Fig. 5. Results from the synthetic dataset for single image (first row) and video denoising (second row). The proposed method generates clearer results with fewer artifacts.
TABLE III

| Noise Level | Algorithms | #1 | #2 | #3 | #4 | Average |
|-------------|------------|----|----|----|----|---------|
| LOW         | Direct average | 22.75 | 0.6880 | 25.70 | 0.7777 | 25.15 | 0.6701 | 23.47 | 0.6842 | 25.27 | 0.7050 |
|             | VBM4D [7]     | 33.26 | 0.9326 | 34.00 | 0.9469 | 35.83 | 0.9347 | 34.01 | 0.9372 | 34.27 | 0.9367 |
|             | KPN [9]       | 35.61 | 0.9597 | 35.25 | 0.9637 | 38.18 | 0.9529 | 36.45 | 0.9604 | 36.37 | 0.9592 |
|             | PAN-sep       | 35.66 | 0.9576 | 35.82 | 0.9656 | 38.19 | 0.9518 | 36.80 | 0.9609 | 36.62 | 0.9590 |
|             | ST-PAN        | 36.02 | 0.9618 | 35.80 | 0.9666 | 38.78 | 0.9580 | 37.04 | 0.9624 | 36.91 | 0.9622 |
|             | KPN [9], σ blind | 35.34 | 0.9577 | 33.13 | 0.9005 | 38.51 | 0.9506 | 36.30 | 0.9360 | 36.20 | 0.9359 |
|             | ST-PAN, σ blind | 35.70 | 0.9590 | 35.47 | 0.9633 | 38.35 | 0.9538 | 36.67 | 0.9615 | 36.55 | 0.9594 |
| HIGH        | Direct average | 21.96 | 0.6071 | 24.78 | 0.6934 | 24.34 | 0.5466 | 22.81 | 0.6055 | 23.47 | 0.6132 |
|             | VBM4D [7]     | 30.34 | 0.8894 | 31.28 | 0.9089 | 32.66 | 0.8881 | 31.33 | 0.8925 | 31.40 | 0.8947 |
|             | KPN [9]       | 32.92 | 0.9344 | 32.56 | 0.9358 | 35.59 | 0.9223 | 33.80 | 0.9355 | 33.72 | 0.9320 |
|             | PAN-sep       | 32.94 | 0.9309 | 33.09 | 0.9380 | 35.59 | 0.9208 | 34.15 | 0.9365 | 33.94 | 0.9315 |
|             | ST-PAN        | 33.29 | 0.9372 | 33.05 | 0.9400 | 36.17 | 0.9301 | 34.30 | 0.9390 | 34.23 | 0.9366 |
|             | KPN [9], σ blind | 32.73 | 0.9302 | 32.36 | 0.9312 | 35.39 | 0.9185 | 33.61 | 0.9309 | 33.52 | 0.9277 |
|             | ST-PAN, σ blind | 33.02 | 0.9327 | 32.79 | 0.9348 | 35.78 | 0.9239 | 34.09 | 0.9361 | 33.92 | 0.9319 |

TABLE IV

| Noise Level | Algorithms | #1 | #2 | #3 | #4 | Average |
|-------------|------------|----|----|----|----|---------|
| LOW         | Direct average | 22.75 | 0.6880 | 25.70 | 0.7777 | 25.15 | 0.6701 | 23.47 | 0.6842 | 25.27 | 0.7050 |
|             | VBM4D [7]     | 33.26 | 0.9326 | 34.00 | 0.9469 | 35.83 | 0.9347 | 34.01 | 0.9372 | 34.27 | 0.9367 |
|             | KPN [9]       | 35.61 | 0.9597 | 35.25 | 0.9637 | 38.18 | 0.9529 | 36.45 | 0.9604 | 36.37 | 0.9592 |
|             | PAN-sep       | 35.66 | 0.9576 | 35.82 | 0.9656 | 38.19 | 0.9518 | 36.80 | 0.9609 | 36.62 | 0.9590 |
|             | ST-PAN        | 36.02 | 0.9618 | 35.80 | 0.9666 | 38.78 | 0.9580 | 37.04 | 0.9624 | 36.91 | 0.9622 |
|             | KPN [9], σ blind | 35.34 | 0.9577 | 33.13 | 0.9005 | 38.51 | 0.9506 | 36.30 | 0.9360 | 36.20 | 0.9359 |
|             | ST-PAN, σ blind | 35.70 | 0.9590 | 35.47 | 0.9633 | 38.35 | 0.9538 | 36.67 | 0.9615 | 36.55 | 0.9594 |

Fig. 6. Video denoising results of a real captured sequence. (d) is generated by directly averaging the input frames. Note the ghosting artifacts around the glowing tubes by the KPN method in (f).

D. Evaluation on Homoscedastic Gaussian Noise

Whereas the noise in real world is mostly signal-dependent and heteroscedastic [1], [13], [53], existing methods often evaluate their denoising algorithms on homoscedastic Gaussian

(a) Reference frame of the input (b) Whole output

(c) Input patch (d) Average (e) VBM4D (f) KPN (g) Ours

fair comparisons, we train the KPN [9] and DnCNN [10] methods on our datasets with the same settings. While the KPN [9] scheme is originally designed for multi-frame input, we adapt it to single image for more comprehensive evaluation by changing the network input.

As shown in Table II and III, the proposed algorithm achieves consistently better results on both single image and video denoising in terms of both PSNR and structural similarity (SSIM) in all the subsets with different noise levels. Even our blind version model achieves competitive results whereas other methods rely on the oracle noise parameters to perform well. Note that the KPN [9] learns convolution kernels for image and video denoising, where the irrelevant input pixels can negatively affect the filtering process and lead to inferior denoising results. Table III also shows the results by applying the PAN model on each frame separately and then fusing the outputs with weighted sum for video denoising (denoted as PAN-sep). The proposed ST-PAN model can generate better results than PAN-sep owing to its capability of handling large motion.

Figure 5 shows several image and video denoising results from the synthetic dataset. Conventional methods [3], [4], [7] with hand-crafted sampling and weighting strategies do not perform well and generate severe artifacts. In particular, the VBM4D [7] method selects pixels using $L_2$ norm to measure patch similarities, which tends to generate oversmoothing results, as shown in Figure 5(j). On the other hand, directly synthesizing the results with deep CNNs [10] can lead to denoised results with corrupted structures and fewer details (Figure 5(e)). Furthermore, the KPN [9] learns rigid kernels for video denoising, which do not deal with misalignments larger than 2 pixels due to the limitation of rigid sampling. When the misalignment is beyond this limit, the KPN model is likely to generate oversmoothed results (Figure 5(k)) or ghosting artifacts around high-contrast boundaries, as shown in Figure 6. In contrast, the proposed method learns the pixel aggregation process in a data-driven manner and achieves clearer results with fewer artifacts (Figure 5(f), (l) and Figure 6(g)).
TABLE V
QUANTITATIVE EVALUATION OF VIDEO DENOISING ON HOMOSCEDASTIC GAUSSIAN NOISE. “TENNIS”, “OLD TOWN CROSS”, “PARK RUN”, AND “STEFAN” REPRESENT THE 4 SUBSETS OF THE VIDEO DATASET [12]. SINCE [12] DOES NOT PROVIDE THE SSIMS, WE AS WELL ONLY COMPARE THE PSNRS IN THIS TABLE FOR CLARITY.

| σ | 5  | 25 | 40 | 15 | 25 | 40 | 15 | 25 | 40 | 15 | 25 | 40 | 15 | 25 |
|---|----|----|----|----|----|----|----|----|----|----|----|----|----|----|
| DnCNN [10] | 35.49 | 27.47 | 25.43 | 31.47 | 30.10 | 28.35 | 30.66 | 27.87 | 25.20 | 32.20 | 29.29 | 24.51 |
| VBM4D [7] | 34.64 | 29.72 | 27.49 | 32.40 | 31.21 | 29.57 | 29.99 | 27.90 | 25.84 | 29.90 | 27.87 | 23.83 |
| VIDEENN [12] | 35.51 | 29.97 | 28.00 | 32.15 | 30.91 | 29.41 | 31.04 | 28.44 | 25.97 | 32.06 | 29.23 | 24.63 |
| VIDEENN-G [12] | 37.81 | 30.36 | 28.44 | 32.39 | 31.29 | 29.97 | 31.25 | 28.72 | 26.36 | 32.37 | 29.59 | 25.06 |
| TOF [51] | 34.83 | 29.31 | 27.51 | 32.24 | 31.20 | 29.56 | 29.45 | 27.19 | 25.18 | 29.84 | 27.83 | 23.28 |
| INN [23] | 37.03 | 29.76 | 28.17 | 32.52 | 31.38 | 27.14 | 30.86 | 27.93 | 24.64 | 32.14 | 28.72 | 24.00 |
| DVDNet [52] | 37.27 | 30.47 | 28.25 | 32.54 | 31.72 | 29.93 | 31.17 | 28.70 | 26.12 | 31.73 | 29.04 | 24.09 |
| VNLaNet [42] | 38.25 | 30.58 | 28.09 | 32.27 | 31.57 | 30.35 | 31.21 | 28.76 | 26.15 | 32.39 | 29.55 | 24.55 |
| KPN [9] | 38.55 | 30.45 | 28.43 | 32.40 | 31.52 | 30.34 | 31.41 | 28.84 | 26.48 | 32.36 | 29.61 | 25.10 |
| Ours | **39.25** | **36.73** | **28.55** | **33.19** | **32.02** | **30.62** | **32.17** | **29.47** | **26.90** | **32.59** | **29.71** | **25.22** |

(a) Reference frame of input (b) Input (c) VBM4D [7] (d) KPN [9] (e) ST-PAN (f) GT

Fig. 7. Temporal consistency of the proposed video denoising method. We collect 1D samples over 60 frames from the red dashed line shown in (a), and concatenate these 1D samples into a 2D image to represent the temporal profiles of the videos. Specifically, (b)-(f) show the temporal profiles of the input, VBM4D [7], KPN [9], and our model, where the proposed ST-PAN model achieves better temporal consistency.

noise [10], [12], [42], [45]–[49], [52]. For more comprehensive study, we evaluate the proposed PAN and ST-PAN models on image and video denoising datasets with homoscedastic Gaussian noise. As shown in Table IV, our single image denoising model performs favorably against the baseline methods [10], [17]–[19], [48]–[50] on the Set12 and BSD68 datasets [10]. Since the original models of SGN [48] are not available, we train the SGN with the code provided by the authors following the settings of the original paper [48]. Furthermore, the ST-PAN method achieves consistently better results than the state-of-the-art burst and video denoising approaches [7], [9], [12], [23], [42], [51], [52] on the dataset of [12] under different noise levels (Table V).

E. Temporal Consistency
It is often desirable for the video denoising algorithms to generate temporally-coherent video frames. In Figure 7, we show some video denoising results for evaluating the temporal consistency of the proposed model. Specifically, we collect 1D samples highlighted by the vertical red line (as shown in Figure 7(a)) through 60 consecutive frames, and concatenate these 1D samples into a 2D image to represent the temporal profiles of the denoised videos. Compared to the results of the baseline methods (Figure 7(c) and (d)), the temporal profile of the proposed ST-PAN model (Figure 7(e)) has smoother structures and fewer jittering artifacts, which indicates better temporal consistency of our model.

F. Generalization to Real Inputs
We evaluate our method with state-of-the-art denoising approaches [4], [7], [9], [10] on real images and video sequences captured by cellphones in Figure 1 and 8. While trained on synthetic data, our model is able to recover subtle edges from the real-captured noisy input and well handle misalignment from large motions.

V. DISCUSSION AND ANALYSIS
A. Ablation Study
In this section, we present ablation studies on different components of our algorithm for better analysis. We show the PSNR and SSIM for six variants of the proposed model in Table VI, where “our full model 3×3×3” is the default setting. First, the model “direct” uses the offset network in Figure 3 to directly synthesize the denoised output, which cannot produce high-quality results. This demonstrates the effectiveness of our model to learn the pixel aggregation for denoising. Second, to learn the spatially-variant weighting strategies, we use dynamic weights for the proposed pixel aggregation networks. As shown in the second row of Table VI, learning the model without dynamic weights significantly degrades the denoising performance. On the third and fourth rows, we show the denoising results using rigid sampling grids with different sizes. The result shows that learning the pixel sampling strategies is
important for the denoising process and significantly improves the performance. Furthermore, we concatenate the features of the offset network to predict the aggregation weights in Figure 2. The model without concatenating these features cannot exploit the deep offset network and only relies on the shallow structure of three convolution layers for weight prediction, which results in decreased performance as shown by the fifth row of Table VI. In addition, the results on the sixth row show that the annealing term is important for training our model, and all components of our method are essential for denoising. Note that our learned sampling grid with size 3 × 3 × 3 can sample pixels from a large receptive field (up to ±15 pixels in our experiment), and further increasing the grid size of the ST-PAN only marginally improves the performance. Thus, we choose a smaller sampling size as our default setting in this work.

Except for the quantitative comparisons shown above, we present more detailed analysis as follows to illustrate why the different variants of our model do not perform well.

**Direct synthesis.** As introduced in Section I, the aggregation-based denoising process, including both pixel sampling and averaging, is usually spatially-variant and data-dependent. However, most CNNs use spatially-invariant and data-independent convolution kernels, and often require very deep structures to implicitly approximate the denoising process. Thus, direct synthesizing denoised outputs with CNNs is likely to result in local minimum solutions with over-smoothed results. Similar findings have also been shown in [29] for video frame interpolation. In contrast, the proposed pixel aggregation model explicitly learns this spatially-variant filtering process, which can effectively exploit image structures to alleviate the aforementioned issues of direct synthesis. In addition, our model directly aggregates input pixels, which constrains the output space and thus generate fewer artifacts in the denoised results. A visual comparison between direct synthesis and our method is shown in Figure 9(d) and (g).

**Fixed averaging weights.** As shown in (1), the principle of image and video denoising is to sample similar pixels around the one to be denoised and then take them as multiple observations of the input pixel for averaging. Thus, a straightforward solution for image denoising is to only predict the sampling locations and average the predicted observations (i.e., sampled pixels) with the same weights for different pixel locations. This is conceptually similar to the deformable convolution network [28], which uses kernels with adaptive spatial shape and fixed parameters for object detection. However, the sampled pixels from the noisy input usually do not obey the exact same distribution and thus should be adaptively weighted in the denoising process. For example, aggregation-based algorithms [2], [3] exploit patch similarity to design weighting strategies for effective image denoising. Similar to these methods [2], [3], we learn content-aware averaging weights for pixel aggregation, which significantly improves the performance over fixed averaging weights in Table VI.

**Rigid sampling grid.** Another straightforward alternative of the proposed method is to aggregate pixels from a rigid sampling grid. The influence of irrelevant sampling locations in the rigid grid can be reduced by the adaptive weighting model, which learns to give higher weights to more similar pixels. However, the rigid strategy can only sample pixels from a restricted receptive field, which hinders the model from utilizing more valid observations for denoising. This can be understood by (1), where smaller \( N \) leads to higher-variance estimates indicating worse denoised output (Figure 9(e)). In contrast, the proposed algorithm can adapt to the image structures (as shown in Section V-D), and increase the receptive field without sampling more pixels. As such, it can exploit more useful observations (larger \( N \) in (1)) and reduce the variance of the estimated results, thereby leading to better

---

**TABLE VI**

| Algorithms                                      | Low |  | High |  |
|------------------------------------------------|-----|---|------|---|
| direct                                         | 35.45 | 0.9518 | 32.71 | 0.9200 |
| fixed averaging weights                        | 35.50 | 0.9449 | 32.60 | 0.9058 |
| rigid sampling grid 3 × 3 × 3                  | 36.10 | 0.9555 | 33.33 | 0.9256 |
| rigid sampling grid 5 × 5 × 5                  | 36.37 | 0.9592 | 33.73 | 0.9320 |
| w/o concatenating offset features              | 36.10 | 0.9590 | 33.46 | 0.9348 |
| w/o regularization term                        | 36.16 | 0.9601 | 33.48 | 0.9341 |
| our full model 3 × 3 × 3                       | **36.91** | **0.9622** | 34.23 | 0.9366 |
| our full model 5 × 5 × 5                       | 36.88 | 0.9631 | **34.25** | **0.9379** |

---

**Fig. 9.** Denoised results by variants of the proposed model. Pixel aggregation with learned sampling grid and weighting strategy achieves higher-quality result with fewer visual artifacts.

**Fig. 10.** Comparing our method to the rigid sampling scheme with different grid sizes. The denoised results are obtained using the BSD68 dataset with \( \sigma = 25 \).
Fig. 11. Pixel aggregation process of the ST-PAN model for video input. The patch sequence \( \{X_{-2}, X_{-1}, X_0, X_1, X_2\} \) in (a) is cropped from the same spatial location of a sequence of consecutive video frames. We show the cropping location in the original reference frame (b) with an orange curve. The blue points in the bottom row of (a) denote five rigid sampling grids with size \( 3 \times 3 \), while the red points in the top row of (a) represent one adaptive grid with size \( 3 \times 3 \times 3 \). The center blue point in \( X_0 \) is the reference pixel for denoising. As the window in (a) is moving vertically, the sampling locations also move vertically to trace the boundaries and search for more reliable pixels, which helps solve the misalignment issue. For better geometrical understanding, we show the 3D grids in the spatio-temporal space as the red points in (e). In addition, we respectively project the sampled pixels to different 2D planes as shown in (c) and (d). Note that higher coordinate in (d) indicates lower point in (a). With the frame index getting larger, the sampling locations distribute directionally in the Vertical axis of (d) while lying randomly in the Horizontal axis of (c), which is consistent with the motion trajectory of the window in (a).
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Fig. 12. Experimental results by the PAN-sep and ST-PAN models on different motion levels. Smaller frame rate at the fps-axis in (a) indicates larger motion. We visualize the motion difference by averaging the 120fps and 240fps input sequences in (b) and (c).
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Fig. 13. Distributions of the sampling locations on the time dimension in the test dataset. (a) and (b) represent our models with and without using the annealing term. \( x \)- and \( y \)-axis denote the frame index and the percentage of pixels, respectively.
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While our method addresses the issues of rigid sampling, one potential question is whether the trivial solution, i.e., simply enlarging the sampling grid to cover larger areas, can achieve similar results. We evaluate the image denoising models using rigid sampling strategy with different grid sizes on the BSD68 dataset. As shown in Figure 10, enlarging the sampling grid is only effective for smaller grid sizes. In addition, the SSIM values decrease when the grid size becomes larger than \( 7 \). This is mainly due to the large amount of irrelevant sampling locations in the large rigid grids, and we empirically show that it is difficult to address this issue solely by the learned adaptive weights. We also present one denoised output using the large-size rigid sampling strategy in Figure 9(f), which demonstrates the significance of the proposed pixel aggregation network.

B. Effectiveness of the Spatio-Temporal Pixel Aggregation

As illustrated in Figure 4, the proposed ST-PAN model samples pixels across the spatial-temporal space for video denoising, and thus better handles large motion videos. To further verify the effectiveness of the spatio-temporal sampling on large motion, we evaluate the PAN-sep and ST-PAN models under different motion levels. Specifically, we sample 240fps video clips with large motion from the Adobe240 dataset [43]. We temporally downsample the high frame rate videos and obtain 7 test subsets of different frame rates: 120, 80, 60, 48, 40, 30, and 24fps, where each contains 180 input sequences. Note that the sequences with different frame rates correspond to videos with different motion levels, and all the subsets use the same reference frames. As shown in Figure 12, the performance gap between the 2D and 3D strategies becomes larger as the frame rate decreases, which demonstrates the effectiveness...
of the spatial-temporal sampling on large motion. We also notice that both methods achieve better results (smaller MSE) on videos with higher frame rates, which shows the importance of exploiting temporal information in video denoising.

C. Effectiveness of the Regularization Term in (11)

Figure 13 shows the distributions of the sampling locations on the time dimension in the test dataset. Directly optimizing the $L_1$ loss without the annealing term in video denoising often leads to undesirable local minima where most the sampling locations are around the reference frame as shown in Figure 13(b). By adding the regularization term in the training process, the network is forced to search more informative pixels across a larger temporal range, which helps alleviate the local minima issues (Figure 13(a)).

D. Visualization of the Pixel Aggregation Process

For more intuitive understanding of the proposed algorithm, we visualize the denoising process of the PAN model in Figure 14. Our network exploits the structure information by sampling pixels along edges (Figure 14(b) and (c)), and thereby reduces the interference of inappropriate samples for better image denoising performance. Note that the predicted sampling locations in Figure 14(b) are not always perfect mainly due to the noise of the input image. However, the influence of the irrelevant sampling locations can be further reduced by the learned aggregation weights as shown in Figure 14(c), where the out-of-edge pixels are given substantially smaller weights for denoising. We also show a much larger rigid grid (size $11 \times 11$) in Figure 14(d) to demonstrate why the straightforward strategy of increasing grid size does not work as well as our solution.

For video denoising, we show an example in Figure 11 to visualize the 3D sampling grid of the ST-PAN model. As shown in Figure 11(a), the proposed ST-PAN model can trace the moving boundary along the motion direction and aggregate similar pixels from all the input frames. The ability to sample both spatially and temporally is crucial for our method to deal with large motion and recover clean structures and details.

E. Learned Location Shift for Different Noise Levels

To provide further analysis of the learned sampling locations, we apply the proposed network to the same images with different noise levels and compute the average receptive field of the learned sampling grids in the images. Table VII shows that the network tends to search pixels from a wider area as the noise increases, which demonstrates that our model can automatically adjusts its sampling strategies to incorporate information from a larger receptive field to deal with more challenging inputs.

F. Running Speed

The proposed method can process 0.27 megapixels in one second on a desktop with an Intel i5 CPU and a GTX 1060 GPU, which is close to the running speed of KPN (0.30 megapixels per second). Note that our model has a similar amount of parameters to KPN, and the additional time cost mainly comes from the trilinear sampler which can be potentially accelerated with parallel implementation.

VI. CONCLUSIONS

In this work, we propose to learn the pixel aggregation process for image and video denoising with deep neural networks. The proposed method adaptively samples pixels from the 2D or 3D input, handles misalignment caused by dynamic scenes, and enables large receptive fields while preserving details. In addition, we present a regularization term for effectively training the proposed video denoising model. Extensive experimental results demonstrate that our algorithm performs favorably against the state-of-the-art methods on both synthetic and real inputs.

While we use the inverse Gamma correction for synthesizing the training data, recent works have studied more realistic data generation in the raw domain [53]–[55]. Adapting the proposed network for raw data and exploring more realistic data generation pipelines will be interesting directions for future work.
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