Gated bidirectional feature pyramid network for accurate one-shot detection
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Abstract

Despite recent advances in machine learning, it is still challenging to realize real-time and accurate detection in images. The recently proposed StairNet detector (Sanghyun et al. in Proceedings of winter conference on applications of computer vision (WACV), 2018), one of the strongest one-stage detectors, tackles this issue by using a SSD in conjunction with a top-down enrichment module. However, the StairNet approach misses the finer localization information which can be obtained from the lower layer and lacks a feature selection mechanism, which can lead to suboptimal features during the merging step. In this paper, we propose what is termed the gated bidirectional feature pyramid network (GBFPN), a simple and effective architecture that provides a significant improvement over the baseline model, StairNet. The overall network is composed of three parts: a bottom-up pathway, a top-down pathway, and a gating module. Given the multi-scale feature pyramid of deep convolutional network, two separate pathways introduce both finer localization cues and high-level semantics. In each pathway, the gating module dynamically re-weights the features before the combining step, transmitting only the informative features. Placing GBFPN on top of a basic one-stage detector SSD, our method shows state-of-the-art results.

Keywords Object detection · Multi-scale aggregation · One-shot detection

1 Introduction

Recognizing objects accurately while maintaining a high speed is a fundamental challenge in computer vision. One of the earliest approaches [1] computes the feature pyramid from multi-scale images to enable a detector to search different spatial locations as well as pyramid levels. Classic object detectors such as DPM [13] based on hand-engineered features [10,35] rely heavily on this standard method to produce fine results. However, this approach requires a large memory footprint, and using it increases the inference time significantly, both of which are undesirable for actual applications. After the introduction of deep convolutional neural networks (CNNs), engineered features were replaced with richer CNN features and detection systems [9,41,43] changed and now use only single-scale features for more rapid detection. Although CNN features are capable of representing strong semantics and are also more robust with regard to scale variations, such techniques are suboptimal given the overreliance on single features.

Recently, the use of the inherent multi-scale features of deep CNNs has been proposed as an effective alternative. Liu et al. [33] suggest SSD, which uses different layers of CNN features that are computed during the forward pass of a single resolution input image (Fig. 1a). These features have different spatial resolutions and form a feature pyramid which approximates another method [1] in a cost-free manner. However, given that the CNN encodes different levels of semantics across the depth, directly using the pure internal pyramid is a suboptimal solution as well. Thus, utilizing extra convolution blocks before the prediction layer, which deepens the network and improves feature representation, has been suggested, as doing so avoids the direct use of a pure feature pyramid (Fig. 1b) [20,56]. However, this approach misses the
Fig. 1 Various multi-scale aggregation methods for detectors. a Pure feature pyramid that is computed by a forward pass of CNN is directly used for multi-scale prediction. FP denotes feature pyramid. b Deep FP exploits convolution blocks before the prediction layers to increase the overall depth and enhance feature representations. c StairNet [46] augments pure feature pyramid with a top-down pathway and enriches the semantic level of high-resolution features.

opportunity to exploit meaningful signals that are distributed throughout the network. In order to resolve this issue, recent studies [14,29,31,46,49] adopt an hourglass structure (i.e., a top-down pathway) [37,45]. Intuitively, this enables a model to maintain semantically strong features using a combination of upsampling and a lateral connection. Sanghyun et al. [46] proposed StairNet, as noted above, which makes the entire system a top-down structure (hourglass). They empirically verified that the method enhances the internal feature pyramid significantly (Fig. 1c). Top-down aggregation is now a commonly adopted design choice to improve scale invariance in both two-stage [19] and one-stage detectors [11,14,32,46].

Nevertheless, StairNet has several limitations. First, the finer spatial cues which can be obtained from low levels of the network are somewhat disregarded. Given multi-scale features, StairNet adopts a unilateral information flow, from top to bottom. The top-down pathway then gradually aggregates the semantics, focusing only on adjusting the semantic levels of all features. However, because low-resolution features do not convey the accurate positions of objects due to the quantization effect of pooling, a bottom-up pathway is needed to offset the lost information (see Fig. 3). Second, StairNet lacks a gating mechanism that can adaptively transmit only meaningful information in the merging step (see Fig. 3). We empirically verify that this gating mechanism enhances the performance of the detector.

In this paper, we propose the gated bidirectional feature pyramid network (GBFPN), which fills in the missing pieces of StairNet. The network is split into three parts: the bottom-up pathway, the top-down pathway, and the gating module. Relying on this network, we construct an enhanced feature pyramid with finer localization information, with strong semantics at all levels, and which is built quickly from a single-scale image. We evaluate our method by replacing the pure feature pyramid of SSD with GBFPN. Without adopting a deep backbone networks [18,51,57] or using extra labels for training [11], we report a state-of-the-art result on the challenging benchmark datasets [12,30]. We also show that our method improves the performance significantly even with the MobileNet backbone, suggesting its great potential for applications on low-end devices. Our method can be trained end-to-end manner with all feature scales.

**Contribution** Our main contributions are as follows.

- We propose a novel multi-scale aggregation method (GBFPN) that can be widely applied to improve the accuracy levels of generic object detection tasks.
- We validate the effectiveness of GBFPN through extensive ablation studies.
- We verify that the performance of GBFPN-SSD is significantly improved from the baseline SSD on benchmark datasets (VOC 2007 and MS COCO) without all of the bells and whistles.

## 2 Related work

### 2.1 Convolutional object detectors

Much progress has been made in the area of object detection due to the use of CNNs. Recent work on object detectors based on these networks can be divided into two streams. The first focuses on two-stage detectors, pioneered by R-CNN [15]. These detectors rely on sparse sets of candidate regions that should contain objects proposed during the first stage [52] followed by a second stage for refinement. R-CNN detector has been improved over the years, in terms of both speed and accuracy. The faster R-CNN detector [43] integrates the proposal generation stage with the second-stage classifier into a single CNN. Thus far, these two-stage methods [9,19,31,49] have continuously filled the top entries of benchmark datasets [12,30]. Despite the fact...
that they promise high accuracy, recent works [24] have shown that two-stage detectors are plagued with slow inference speeds and high-memory usage rates, indicating that they are unlikely to be suitable for both real-time applications and low-end devices. This motivates the design of rapid and lightweight one-stage detector in which a model predicts objects in a proposal-free manner.

OverFeat [47] is a first one-stage object detector that applies a CNN as a sliding window detector on an image pyramid. More recently, YOLO [41] and SSD [33] were proposed for the real-time processing. These approaches divide an image into multiple grids and predict class confidence levels and bounding boxes simultaneously. Unlike YOLO, SSD adopts in-network multi-scale features, making it more robust with varying shapes and sizes of objects. Based on this framework, numerous extensions have been proposed [11,26,42,48,64]. In this paper, we propose GBFPN, which is a simple and effective network that enhances the performance of SSD significantly.

### 2.2 Using multi-scale features

It is well known that utilizing multiple layers from different depths of a CNN can improve recognition tasks. SSD [33] distributes variously sized default boxes to multiple layers, enforcing each layer to predict the specific scales of objects. MS-CNN [3] adopts a similar architecture, using multiple features with deconvolution layers for detection. RRC [42] utilizes features from adjacent layers recursively. SPPNet [17], GBDNet [62], and DeepLAB [6] pool multiple scales of features using only a single-scale feature map. HyperNet [27] and ION [2] concatenate features from different layers and obtain object proposals from them. FCN [34] and Hypercolumns [16] merge partial scores for each class over multiple features for accurate segmentation. U-Net [45], Stacked Hourglass networks [37], and StairNet [31,46,63] exploit an encoder–decoder structure (i.e., hourglass) using skip connections and upsampling for segmentation, human pose estimation, and detection, respectively. The concurrent study [7] presents adaptive multi-scale information flow (ASIF) module which aggregates information repeatedly from neighboring layers in the feature pyramid. The proposed method GBFPN similarly exploits multi-scale features but is in much simpler form with additional gating mechanism and shows better performance.

### 2.3 Gating mechanism: attention

An interesting property of the human vision system is that it does not process an entire scene at once. Instead, humans selectively focus on salient parts in order to capture the visual structure better, using an ability called attention [8,25,28,44]. Based on this concept, early works attempted to embed this type of processing using RNN [36] or LSTM [21] and demonstrate its effectiveness in image/video captioning [5,59,61] and visual question answering [4,58,60] tasks. Recently, the gating mechanism has been applied to improve classification tasks [23,39,53,55]. Wang et al. [53] suggested what is termed a residual attention network, which utilizes a mask branch composed of hourglass attention module. The final architecture is more accurate and robust with regard to noisy inputs due to its feature refinement process. Hu et al. [23] developed a compact gating module that computes channel-wise attention, referring to it as Squeeze and Excitation. They show that the accuracy is consistently improved in various CNN models simply, by dropping this simple module into the network. Motivated by these previous works, we adopt a gating mechanism for use in the feature merging step (Fig. 2 right). The gating module adaptively controls the signals from the lower/higher layer of the features and selects informative features before they are merged. We empirically verify that this gating mechanism improves the performance of the detection system with only negligible overhead.

### 3 Method

We briefly present an overview of our method before describing in more detail. Two separate pathways, the top-down and bottom-up pathways, transmit strong semantics from layer at higher level and accurate shape and appearance cues from lower levels. In this paper, we adopt the SSD framework (Fig. 1a) as a meta-architecture to build the gated bidirectional feature pyramid network (GBFPN) on it. The proposed GBFPN is composed of three parts, as shown in Fig. 2. First, the top-down pathway takes high-level features and spreads out the strong semantics gradually until the bottom of the feature pyramid is reached. Then, to incorporate detailed localization signals, the bottom-up pathway takes low-level features and distributes their output until the top of the feature pyramid is reached. In each pathway, we position a gating module that adaptively selects meaningful features and suppresses less useful ones, controlling how the message passes before the merging step at every scales. Finally, we use element-wise summation to combine two enhanced feature pyramids for the prediction. The entire process occurs in a one-shot manner.

#### 3.1 Bidirectional feature pyramid

Given a feature pyramid (Fig. 2 blue feature pyramid), the top-down pathway upsamples spatially coarser but semantically stronger features using a deconvolution layer. The upsampled features are then combined with the corresponding bottom features, which undergo a $1 \times 1$ convolution layer (i.e., lateral connection) by element-wise summation. This is
Fig. 2 The overall architecture of GBFPN. Our proposed GBFPN is composed of three parts: top-down pathway, bottom-up pathway, and gating module. First, the top-down pathway takes high-level features and distributes the strong semantics gradually until the bottom of the feature pyramid is reached. The bottom-up pathway then takes low-level features and spreads out their output until the top of the feature pyramid is reached. In each pathway, we apply a gating module that adaptively selects meaningful features and suppresses less useful ones. Finally, we use element-wise summation to combine two enhanced feature pyramids. The entire process occurs in a one-shot manner. Best viewed in color.

3.2 Gating module

While two pathways transmit useful information from both high and low levels of the network, a mechanism that dynamically denoises the features is absent. We achieve this by adopting a gating mechanism [23], as originally used for image classification tasks. We also experimented with gating modules that are different in design (e.g., different pooling methods, more layers) and observed no significant improvement. Thus, we retain the use of the original design.
for simplicity. The components of the gating module are described below.

As each channel of features encodes a specific semantics, we exploit the inter-channel relationship. To aggregate the feature map in each channel, we utilize global average pooling on the feature map $F$ and produce channel vector $F_c \in \mathbb{R}^{C \times 1 \times 1}$. The vector after the pooling then softly encodes global statistics in each channel. To estimate attention across channels from the channel vector $F_c$, we use two fully connected layers. To reduce the parameter overhead, the hidden activation size is set to $\mathbb{R}^{C/r \times 1 \times 1}$, where $r$ is the reduction ratio. We set $r$ to 16 in this paper for simplicity. In short, the channel-wise attention is computed as follows:

$$G(F) = \sigma(W_1(W_0 \text{AvgPool}(F) + b_0) + b_1),$$

where $\sigma$ is a sigmoid function, $W_0 \in \mathbb{R}^{C/r \times C}$, $b_0 \in \mathbb{R}^{C/r}$, $W_1 \in \mathbb{R}^{C \times C/r}$, and $b_1 \in \mathbb{R}^{C}$. The computed attention vector is then multiplied by the input again for re-weighting, selecting only the informative features. This mechanism allows control over how messages pass in the two pathways, allowing the building of more discriminative features.

### 3.3 Gated bidirectional feature pyramid network

Our final model GBFPN is a generic solution with which to build enhanced feature pyramids inside deep CNNs. It is also very simple and easy to apply to existing detection systems. Below, we adopt our method in SSD framework in order to demonstrate the effectiveness and advantages of our method. First, we apply a bidirectional feature pyramid to replace the pure feature pyramid of SSD. We add gates in each pathway to obtain GBFPN-SSD. Other principles in SSD are inherited.

Algorithm 1 depicts the overall procedure. $P$ denotes $1 \times 1$ convolution for lateral connections. The up-arrow and down-arrow denote the upsampling operation and the downsampling operation, respectively. For the upsampling operation, we adopt a deconvolution layer followed by relu, while for the downsampling operation, we use max-pooling followed by relu. $G$ and $M$ denote the gating operation and the $3 \times 3$ convolution, respectively.

### 3.4 The effectiveness of GBFPN

In Fig. 3, we visualize feature maps in GBFPN so that regards can gain a clearer understanding of the concept. We select a model that is trained on PASCAL VOC 2007 train/val and PASCAL VOC 2012 train/val with an input image size of 512. We then forward the images from the PASCAL VOC 2007 test for the analysis. We select images for each pathway and gather the feature maps from corresponding features (i.e., output of $1 \times 1$ lateral convolution) and transmitted features (i.e., upsampled or downsampled features) at a certain level of the feature pyramid. For visualization, we average the 3D feature map along the channel axis and normalized it to the 0–1 scale. The feature maps in each of the red dotted boxes and the blue dotted boxes in Fig. 3 are features belonging to the top-down pathway and the bottom-up pathway, respectively.

In Fig. 3 at the top, we find that the top-down pathway transmits semantic a semantic signal to complement the features of the lower layer (i.e., see the red dotted box, where faint white features are activated by upsampled features). On the other hand, the bottom-up pathway conveys the locations of missed objects (i.e., see the blue dotted box, row1: the truncated bicycle in the bottom-left of the image, row2: the bus in the middle of the image, row3: the train in the middle of the image, row4: the sheep in the bottom of the image). The visualization of each pathway demonstrates that not only the top-down pathway but also the bottom-up pathway play important roles in constructing an enhanced feature pyramid.

In Fig. 3 at the bottom, we forward the same image to both pathways to determine how they jointly produce the final features. We observe phenomenon similar to those discussed above. For the top-down pathway, we found that it spreads out the strong semantics of salient objects to the bottom layer. Meanwhile, the bottom-up pathway transmits rough localization information of missed objects (i.e., the small-sized overlapped person in the middle of the image). This finding shows that two pathways can complement each other to produce an enhanced feature pyramid, leading to accurate object detection.

Given that the gating module forces each pathway to transmit only meaningful signals, we note that the features visualized in Fig. 3 implicitly reflect this mechanism. See row3 of the red dotted box in Fig. 3. Only objects which are not found well are complemented by the upsampled features.

### 4 Experiments

We evaluate the GBFPN-SSD approach on two widely used datasets: PASCAL VOC 2007 and MS COCO [12,30]. For a better apples-to-apples comparison, we create our benchmark platform based on PyTorch and reproduce the original accuracy of SSD300. Our unified framework allows for a fair comparison, as shown in Fig. 1b, c, of the methods with our network (GBFPN) while keeping all other settings the same. We perform extensive ablation studies to investigate the effectiveness of each component of GBFPN thoroughly. The metric for evaluating the detection performance is the mean average precision (mAP).

#### 4.1 PASCAL VOC 2007

We perform ablation experiments on the PASCAL VOC 2007 test sets for a detailed analysis of the proposed GBFPN. We
Fig. 3 The effectiveness of GBFPN: The high-level semantics and accurate localization cues are transmitted by the top-down pathway (red dotted box) and the bottom-up pathway (blue dotted box), respectively. The top-down path complements the lower layers by conveying the strong semantics of the target objects (i.e., faint white features are activated by upsampled features). On the other hand, the bottom-up path transmits missed object location cues (i.e., row1: the truncated bicycle in the bottom-left of the image, row2: the bus in the middle of the image, row3: the train in the middle of the image, row4: the sheep in the bottom of the image). Meanwhile, the gating modules force both pathways to transmit only informative signals. We note that the features visualized above implicitly reflect this mechanism (e.g., row3 of the red dotted box, where only objects which are not found well are complemented by the upsampled features). These three components of GBFPN interact to output the final enhanced feature pyramid. The outputs of both pathways are then combined by means of element-wise summation. We empirically confirm that our method outperforms previous approaches \[31,33\] which utilize the feature pyramid of deep CNNs for object detection. Best viewed in color (colour figure online)

We train the models on the united set of VOC 2007 train/val and VOC 2012 train/val (07 + 12) and evaluate it on the VOC 2007 test set. We set the batch size to 32. For stable training, we use a warm-up strategy that gradually increases the learning rate from $10^{-6}$ to $4 \times 10^{-3}$ at the first five epochs. Subsequently, it goes back to the original learning rate schedule divided by 10 at 150 and 200 epochs. The total number of training epochs is 250. We use a weight decay of 0.0005 and a momentum value of 0.9.
**Table 1** Comparison with previous approaches

| Method | Params | mAP | fps |
|--------|--------|-----|-----|
| SSD300* [33] | 26.5M | 77.8 | 125** |
| + ResBlock [18] | 28.4M | 78.6 | 100** |
| + InceptionBlock [50] | 33.8M | 78.8 | 66** |
| + ResNextBlock [57] | 28.4M | 78.5 | 83** |
| + SE module [23] | 26.7M | 77.6 | 125** |
| + NL module [54] | 29.9M | 78.2 | 90** |
| + Bottom-up | 30M | 78.9 | 111** |
| + Top-down(StairNet) [46] | 33M | 79.0 | 90** |
| + BFPN | 33.6M | 79.6 | 90** |
| + GBFPN | 33.7M | 79.9 | 83** |

In contrast to previous methods [i.e., the Deep FP method (Fig. 1b) and the top-down method (Fig. 1c)], utilizing both the top-down and the bottom-up pathways is effective (BFPN). In addition, dynamic feature refinement mechanism further boosts the performance (GBFPN). Tested in voc2007 test.

**4.1.1 Comparison with previous approaches**

In this experiment, we empirically verify that a significant performance improvement from the pure feature pyramid (Fig. 1a) can be achieved using two pathways and the gating module. We compare our network GBFPN with previous approaches (i.e., Fig. 1b, c). To determine the performance improvement when using the method in Fig. 1b, we add auxiliary convolution blocks [18,23,50,54,57] which have different characteristics before the prediction layer. For the method in Fig. 1c, we follow an architecture design identical to that in an earlier study [31] except for the upsampling layer, adopting a deconvolution layer instead. As shown in Table 1, we can clearly note that exploiting information from the other layers (i.e., either the bottom-up pathway or the top-down pathway) produces better performance than placing extra convolution blocks, demonstrating that inter-feature information transfers are more important than deepening the relevant pathway for accurate predictions. We also observe that the bottom-up pathway, which is composed of 1 × 1 convolution layers, max-pooling, and the relu operation, generates a similar performance enhancement similar to that of the top-down pathway. For a thorough analysis of the accuracy improvement of both pathways, we visualize the feature maps. As shown in Fig. 3, the bottom-up pathway transmits meaningful cues such as areas missed from the top layer due to the sub-sampling process, while the top-down pathway transmits strong semantics, ensuring that the final features to focus on the target objects more confidently.

In contrast to the previous methods, we use two complementary pathways jointly and push the performance further, demonstrating the effectiveness of using both pathways simultaneously. Moreover, adding the gating module which controls how the message passes in each pathway also further boosts the performance, achieving a mAP of 79.9%. Note that while the three different methods of SSD300 + InceptionBlock (Fig. 1b), SSD300 + the Top-down pathway (Fig. 2c), and SSD300 + GBFPN have similar numbers of parameters, GBFPN outperforms all of these methods with comparable inference speed.

**4.1.2 Upsampling and downsampling methods**

In this experiment, we utilize different methods of upsampling and downsampling. For the upsampling, there are two ways to enhance the resolution of the feature map. The first involves the deconvolution layer in which the upsampling weights are learned through the training process. Second, naive upsampling methods such as the nearest neighbor or bilinear interpolation can be used. As shown in Table 2, a deconvolution layer in general leads to better results. This implies that the learned upsampling weights perform better than the naive upsampling kernels. Moreover, recent studies [14,38] have shown that the sequence of deconvolution layer is suitable for propagating information efficiently. For downsampling, there are three ways to reduce the resolution of the feature map. First is to use a 3 × 3 convolution layer in which the weights are learned, similar to a deconvolution layer. Second is to use avg-pooling and third, max-pooling. We observe that max pooling shows the best results while imposing less overhead across the network. Based on the result in Table 1, we use deconvolution as the upsampling method and max-pooling as the downsampling method in the GBFPN.

**4.1.3 Comparison with ensemble baselines**

We can naturally consider that forward propagation of ConvNet itself is already a type of bottom-up reasoning and that the improvement of combining two pathways is due to an ensemble effect. To address this concern, we conduct additional experiments to compare our method with ensemble baselines. Table 3 summarizes the results, showing that the
Table 3 Comparison with ensemble baselines

| Method | Params | mAP | fps |
|--------|--------|-----|-----|
| SSD300 | 26.5M  | 77.8| 125 |
| + T (deconv) | 33M   | 79.0| 91  |
| + B (max) | 30M   | 78.9| 111 |
| + Two T (deconv) | 30.7M | 79.2| 77  |
| + Two B (max) | 36.6M | 79.1| 91  |
| + GBFPN (deconv/max) | 33.7M | 79.9| 83  |
| + T (bilinear) | 30M   | 78.9| 111 |
| + B (avg) | 30M   | 79.1| 111 |
| + Two T (bilinear) | 30.7M | 78.8| 83  |
| + Two B (avg) | 30.7M | 79.3| 91  |
| + GBFPN (bilinear/avg) | 30.8M | 79.8| 91  |

T and B denote top-down pathway and bottom-up pathway, respectively. Parentheses include upsampling and downsampling methods accordingly. *Tested in voc2007 test*

Table 4 Combining methods of two feature pyramids

| Combining method | Params | mAP |
|------------------|--------|-----|
| Concat-conv      | 37.3M  | 79.9|
| MAX              | 33.7M  | 79.4|
| PROD             | 33.7M  | 79.8|
| SUM              | 33.7M  | 79.9|
| Base (bottom-up) | 30M    | 78.9|
| Base (top-down)  | 33M    | 79.0|

The most commonly used evaluation technique for object detection is mAP. AP (average precision) refers to the concept of integrating precision as recall is varied from 0 to 1 and mAP is defined as the average of AP for all object classes. However, in most practical cases, it is more important to achieve high precision within a high-recall range rather than in a low-recall range [26]. We evaluate our model with mean average precision over Recall \(\geq 0.7\). Table 5 shows the results, indicating that even in the high-recall range our model achieves high precision and outperforms SSD and StairNet [46] (i.e., SSD + top-down pathway) significantly. This indicates that our method is far more practical than other methods. Note that the APs at a recall of 1 are 0 for all cases. This is due to the fact that we cannot recall all of the objects in the test images regardless of how much we lower the score threshold.

4.1.6 Robust to reduced parameters

We also explore robustness of our network against changes in the total number of parameters. We reduce the fixed channel dimension by a factor of 2, starting from the default value 256. As shown in Table 6, the accuracy drops off gently. Note that even when we push the model to extreme cases, using 32 channel dimensions overall in network, our model still outperforms the baseline SSD, which uses more parameters (23.6M vs 26.5M). This implies that GBFPN utilizes the feature pyramid very well even with a limited capacity and produces a finer feature pyramid. This motivates us to apply our GBFPN to a lightweight SSD model which adopts MobileNet [22] as its backbone network.
Table 5: mAP at Recall ≥ 0.7: mean average precision over a recall ≥ 0.7

| Method          | Data | 0.7 | 0.8 | 0.9 | 1   | mAP@0.7+ | mAP |
|-----------------|------|-----|-----|-----|-----|---------|-----|
| SSD300* [33]    | 07 + 12 | 81.3 | 67.1 | 37.6 | 0   | 46.5    | 77.8 |
| StairNet [46]   | 07 + 12 | 83.5 | 70.1 | 39.8 | 0   | 48.4    | 79.0 |
| GBFPN-SSD300    | 07 + 12 | 84.6 | 72.6 | 45.6 | 0   | 50.7    | 79.9 |

In most practical cases, it is more important to achieve high precision within a high-recall range rather than a low-recall range. Our GBFPN-SSD300 outperforms SSD and StairNet significantly in this region. 

Tested in voc2007 test

Table 6: Robust to reduced capacity

| Inter channels | Params | mAP |
|----------------|--------|-----|
| 256            | 33.7M  | 79.9|
| 128            | 26.7M  | 79.4|
| 64             | 24.4M  | 79.3|
| 32             | 23.6M  | 78.9|
| Base (SSD300*) | 26.5M  | 77.8|

Our method GBFPN is robust against to the severe reduction of model parameters. Note that even we use far fewer parameters than the baseline SSD, performance of the proposed method is still meaningfully higher. 

Tested in voc2007 test

Table 7: Using MobileNet backbone

| Backbone network | Detector  | Params | mAP |
|------------------|-----------|--------|-----|
| MobileNet        | SSD300*   | 5.8M   | 68.1|
| MobileNet        | StairNet300 | 6.1M  | 69.9|
| MobileNet        | GBFPN-SSD300 | 6.1M  | 70.7|

We have shown that our method (GBFPN) is robust to parameter reduction, demonstrating its great potential for low-end devices. We can clearly note that given a lightweight backbone network, the GBFPN-SSD method shows significantly better performance than the baselines, showing its efficacy again in this limited-setting as well. 

Tested in voc2007 test

4.1.7 Using a lightweight backbone network

We evaluate the potential ability of GBFPN for low-end devices. For this experiment, we reduce the channel dimension from 256 to 128 and apply it on top of SSD. Table 6 shows that GBFPN significantly improves the performance with using only a few parameters overall. We also compare the GBFPN method with StairNet [46] in the lightweight setting (Table 7). We use similar numbers of parameters for in both methods, thus avoiding a performance improvement by simply increasing the capacity. We clearly note that GBFPN outperforms StairNet again even with limited parameters (i.e., 6.1M).

4.1.8 Comparison with state-of-the-art models

Table 8 shows our results on the PASCAL VOC 2007 test set. We observe that GBFPN-SSD achieves state-of-the-art results for input image sizes of both 300 and 512. SSD300* is the reproduced version in the PyTorch framework, and we achieved a value of 77.8 in this case. GBFPN-SSD300 achieves a mAP of 79.9, outperforming SSD by a large margin. Our model even outperforms DSSD321 [14] and BlitzNet300 [11], which rely on the deeper backbone networks ResNet101 and ResNet50, respectively. Because DSSD also adopts a StairNet-style top-down enrichment network, we can infer that GBFPN is a better solution to construct an enhanced feature pyramid. Moreover, due to its heavy design, these earlier methods adopt multi-stage training schedules, while GBFPN-SSD is an end-to-end trainable model. BlitzNet uses extra segmentation labels for training, while our method only uses standard detection labels. The proposed method shows comparable performance with the approach of Zhang et al. [63], which introduces anchor refinement process in SSD. We believe our method can be further improved by adopting this mechanism. For the larger input image size of 512, we observe a similar phenomenon. GBFPN-SSD512 performs 81.8 mAP, outperforming DSSD 513 and BlitzNet 512 again as well. It is important to note that the original inference speed of SSD has significantly improved by adopting PyTorch 0.2.0 and cuDNN v6. Thus, we inherit the advantages of these newest versions for a rapid inference speed.

4.2 MS COCO

To validate the proposed GBFPN further, we conduct experiments on the MS COCO dataset. Following earlier work [14,33], we use the train/val35k set for training. We set the batch size to 32. We keep the original SSD strategy, which decreases the size of the default boxes, as objects in COCO tend to be smaller than those in PASCAL VOC. At the beginning of training, we apply the warm-up technique that gradually increases the learning rate from $10^{-6}$ to $4 \times 10^{-3}$ during the first five epochs and then decrease it after 80 and 100 epochs by a factor of 10, ending up at 140.

4.2.1 Comparison with state-of-the-art models

Table 9 shows our results on MS COCO test-dev 2015. Note that GBFPN-SSD300 and GBFPN-SSD512 achieve
### Table 8  PASCAL VOC 2007 test detection results

| Method                  | Training data | Backbone network  | mAP   | fps  |
|-------------------------|---------------|-------------------|-------|------|
| YOLO [41]               | 07 + 12       | GoogLeNet         | 63.4  | 45   |
| YOLOV2_352 [40]         | 07 + 12       | DarkNet-19        | 73.7  | 81   |
| SSD300* [33]            | 07 + 12       | VGGNet            | 77.8  | 125  |
| SSD300 [33]             | 07 + 12       | VGGNet            | 77.5  | 62   |
| SSD321 [14]             | 07 + 12       | ResNet101         | 77.1  | 11.2 |
| DSSD321 [14]            | 07 + 12       | ResNet101         | 78.6  | 9.5  |
| BlitzNet300 (s4) [11]   | 07 + 12 + s   | ResNet50          | 79.1  | 24   |
| RSSD300 [26]            | 07 + 12       | VGGNet            | 78.5  | 35   |
| DSSD300 [48]            | 07 + 12       | DS/64-192-48-1    | 77.7  | 17.4 |
| ASIF-Det320 [7]         | 07 + 12       | VGGNet            | 79.2  | 33   |
| RefineDet320 [63]       | 07 + 12       | VGGNet            | 80.0  | 40.3 |
| GBFPN-SSD300            | 07 + 12       | VGGNet            | 79.9  | 83** |
| YOLOV2_544 [40]         | 07 + 12       | DarkNet-19        | 78.6  | 40   |
| SSD512 [33]             | 07 + 12       | VGGNet            | 79.8  | 26   |
| SSD512 [14]             | 07 + 12       | ResNet101         | 80.6  | 6.8  |
| DSSD513 [14]            | 07 + 12       | ResNet101         | 81.5  | 5.5  |
| BlitzNet152 (s8) [11]   | 07 + 12 + s   | ResNet50          | 81.5  | 19.5 |
| RSSD512 [26]            | 07 + 12       | VGGNet            | 80.8  | 16.6 |
| RefineDet512 [63]       | 07 + 12       | VGGNet            | 81.8  | 24.1 |
| GBFPN-SSD512            | 07 + 12       | VGGNet            | 81.8  | 56** |

07 + 12: 07 trainval + 12 trainval. 07 + 12 + S: 07 + 12 plus segmentation labels. We use GTX-1080ti along with the newest PyTorch version of 0.2.0 and cudNN version 6 to compute inference speed. This improves original inference time of SSD by a factor of 2 (62 fps $\rightarrow$ 125 fps).

### Table 9  MS COCO test-dev2015 detection results

| Method                  | Training data  | Backbone network | mAP(0.5:0.95) |
|-------------------------|----------------|------------------|---------------|
| YOLOV2 [40]             | trainval35k    | DarkNet          | 21.6          |
| SSD300 [33]             | trainval35k    | VGGNet           | 25.1          |
| SSD321 [14]             | trainval35k    | ResNet101        | 28.0          |
| DSSD321 [14]            | trainval35k    | ResNet101        | 28.0          |
| ASIF-Det320 [7]         | trainval35k    | VGGNet           | 28.1          |
| RefineDet320 [63]       | trainval35k    | VGGNet           | 29.4          |
| GBFPN-SSD300            | trainval35k    | VGGNet           | 28.5          |
| SSD512 [33]             | trainval35k    | VGGNet           | 28.8          |
| SSD513 [14]             | trainval35k    | ResNet101        | 31.2          |
| DSSD513 [14]            | trainval35k    | ResNet101        | 33.2          |
| RefineDet512 [63]       | trainval35k    | VGGNet           | 33.0          |
| GBFPN-SSD512            | trainval35k    | VGGNet           | 33.0          |

Note that accuracy improvement of our method only relies on the GBFPN, while other methods heavily depend on deep backbone networks along with the multi-stage training. Taking this into account, GBFPN-SSD method achieves comparable performance. We believe adopting deep backbone network or tuning the hyper-parameter extensively can bring an extra performance boost.

mAP of 28.5% and 33.0%, respectively. Regarding the larger model, the result of GBFPN-SSD512 is slightly inferior to but still comparable to the state-of-the-art models. Because our method only relies on GBFPN, using lightweight VGGNet, the absolute value of the accuracy can be pushed by adopting a deep backbone network \([18,57]\) or by conducting heavy hyper-parameter tuning. We can also consider using the recently proposed loss function tuning strategy \([32]\). However, because these methods are not the focus of this paper, we remain with VGGNet-based SSD and demonstrate its improvement over the baseline. Similar to the previous experiments shown in Table 8, we confirm that placing GBFPN on top of the SSD is an effective solution to enhance the pure...
feature pyramid method, demonstrating its effectiveness with a large-scale challenging dataset [30] as well.

5 Conclusions

We have presented what is termed the gated bidirectional feature pyramid network (GBFPN), a new multi-scale aggregation method which improves detection outcomes. In contrast to previous methods, we explored a bottom-up pathway and a gating mechanism. The proposed GBFPN computes the final feature pyramid using two pathways with gating modules. To verify the efficacy of this approach, we conducted extensive experiments and confirmed that GBFPN is a better solution than the previous methods (i.e., SSD [33], StairNet [46]). Moreover, GBFPN-SSD achieves state-of-the-art results without bells and whistles. To ensure a clearer understanding of its process, we visualize how each pathway acts on the intermediate features. Interestingly, we observed that the two pathways play different roles and complement each other to produce the final enhanced feature pyramid. We believe that our findings provide a practical solution for other vision research areas and applications as well.
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