Restriction and induction of indecomposable modules over the Temperley–Lieb algebras

Jonathan Belletête\textsuperscript{1,4,5}, David Ridout\textsuperscript{2} and Yvan Saint-Aubin\textsuperscript{3}

1 Département de Physique, Université de Montréal, Québec, H3C 3J7, Canada
2 School of Mathematics and Statistics, University of Melbourne, Parkville, 3010, Australia
3 Département de Mathématiques et de Statistique, Université de Montréal, Québec, H3C 3J7, Canada
4 Institut de Physique Théorique, CEA Saclay, 91191 Gif Sur Yvette, France

E-mail: jonathan.belletete@umontreal.ca, david.ridout@unimelb.edu.au
and yvan.saint-aubin@umontreal.ca

Received 19 January 2017, revised 26 October 2017
Accepted for publication 9 November 2017
Published 19 December 2017

Abstract

Both the original Temperley–Lieb algebras $\text{TL}_n$ and their dilute counterparts $\text{dTL}_n$ form families of filtered algebras: $\text{TL}_n \subset \text{TL}_{n+1}$ and $\text{dTL}_n \subset \text{dTL}_{n+1}$, for all $n \geq 0$. For each such inclusion, the restriction and induction of every finite-dimensional indecomposable module over $\text{TL}_n$ (or $\text{dTL}_n$) is computed. To accomplish this, a thorough description of each indecomposable is given, including its projective cover and injective hull, some short exact sequences in which it appears, its socle and head, and its extension groups with irreducible modules. These data are also used to prove the completeness of the list of indecomposable modules, up to isomorphism. In fact, two completeness proofs are given—the first is based on elementary homological methods and the second uses Auslander–Reiten theory. The latter proof offers a detailed example of this algebraic tool that may be of independent interest.
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1. Introduction

One of the two main goals of this paper is to construct a complete list of non-isomorphic indecomposable modules of the Temperley–Lieb algebras $\mathbf{TL}_n(\beta)$ and their dilute counterparts $\mathbf{dTL}_n(\beta)$. Both families of algebras are parametrised by a positive integer $n$ and a complex number $\beta$. These indecomposable modules are characterised using Loewy diagrams, from which socles and heads may be deduced, and their projective covers and injective hulls are determined. We also compute some of their extension groups and detail some of the short exact sequences in which they appear. Many of these results are new, but a subset of these extensive data has appeared in the literature, most of the time without proofs. Due to the increasing role played by the representation theory of these two families of algebras, both in mathematics and physics, we believe that a self-contained treatment is called for.

The second main goal concerns the fact that both the Temperley–Lieb and dilute Temperley–Lieb families of algebras have a natural filtration: $\mathbf{TL}_n(\beta) \subset \mathbf{TL}_{n+1}(\beta)$ and $\mathbf{dTL}_n(\beta) \subset \mathbf{dTL}_{n+1}(\beta)$, for $n \geq 1$. This first inclusion, for example, is realised by using all the generators $e_i$, $1 \leq i \leq n$, of $\mathbf{TL}_{n+1}(\beta)$, except $e_n$, to generate a subalgebra isomorphic to $\mathbf{TL}_n(\beta)$. The restriction and induction of $\mathbf{TL}_n(\beta)$- and $\mathbf{dTL}_n(\beta)$-modules along these filtrations has grown to be a useful tool, and the paper identifies the results, up to isomorphism, for all indecomposable modules. To the best of our knowledge, these results are also new.

The study of the representation theory of the Temperley–Lieb algebra was launched by Jones [1], Martin [2] and Goodman and Wenzl [3]. They provided descriptions of the projective and irreducible $\mathbf{TL}_n(\beta)$-modules. Shortly thereafter, Graham and Lehrer [4] introduced a large class of algebras, the ‘cellular algebras’, that included both $\mathbf{TL}_n(\beta)$ and $\mathbf{dTL}_n(\beta)$. They proved many general properties and obtained a beautiful description of the role that their ‘cell representations’ play as intermediates between the irreducible and projective modules. Many cellular algebras have diagrammatic descriptions that are closely related to their applications in statistical mechanics. In this setting, the cell representations are often referred to as the ‘standard modules’. More recent works on the representation theory of $\mathbf{TL}_n(\beta)$ and $\mathbf{dTL}_n(\beta)$ have profited by combining Graham and Lehrer’s insights into these standard modules with diagrammatic presentations [5–8].

The recent literature attests to the necessity for a thorough understanding of the indecomposable modules of the Temperley–Lieb algebras. We outline here three examples that have arisen in mathematical physics literature. In appendix A, we discuss in more detail three models of significant physical interest in which ‘exotic’ indecomposable representations (by which we mean neither standard nor irreducible) of $\mathbf{TL}_n(\beta)$ naturally appear.

First, due to the close relationship between statistical lattice models and conformal field theories, it is believed that an operation analogous to the fusion product of conformal field theory should exist at the level of the lattice. One proposal for such a ‘lattice fusion product’ appeared in the work of Read and Saleur [9] and explicit computations were subsequently carried out over the Temperley–Lieb algebra by Gainutdinov and Vasseur [10]. Their method exploited the well-known relationship between the representation theories of $\mathbf{TL}_n(\beta)$ and the quantum group $U_q(sl_2)$, leading them to the following simple but crucial observation: the lattice fusion product of a $\mathbf{TL}_n(\beta)$-module with a $\mathbf{TL}_m(\beta)$-module does not depend on $n$ or $m$ if both are sufficiently large6. This observation is welcome since these integers have no natural interpretation in the continuum limit where conformal field theory is believed to take over. Further examples of lattice fusion products were computed

6The fact that lattice fusion operates between modules over different algebras indicates that it should be thought of as an operation on modules over the Temperley–Lieb categories.
in [11], for both $\text{TL}_n(\beta)$- and $d\text{TL}_n(\beta)$-modules, using powerful arguments based on restriction and induction. The classification of indecomposables is important here because the lattice fusion of an irreducible and a standard module may result in indecomposables that are neither irreducible, standard nor projective. These computations assume some of the results that will be proved in section 4 (and thereby provide one of the primary motivations for the work reported in this paper).

As a second example illustrating the importance of having a complete list of indecomposable modules, we mention the work [12] of Morin-Duchesne et al., who used the map between dimer and XXZ spin configurations to introduce a new representation of $\text{TL}_n(\beta)$, with $\beta = 0$. This representation was crucial for their analysis of dimer models and their contention [13] that the continuum limit is described by a (logarithmic) conformal field theory of central charge $c = -2$. In most models described by the XXZ spin-chain, the Temperley–Lieb generators act on two neighbouring sites. In their new representation, the generators act on three consecutive sites and the decomposition of this representation into a direct sum of indecomposable modules involves modules that are, generically, neither irreducible, standard nor projective. We shall discuss this example in more detail in appendix A.

Our last example points even further down the path that the present paper starts to explore. The Temperley–Lieb algebras and their dilute counterparts are only two of the families of diagrammatic algebras encountered in mathematics and physics. Other important variants of the Temperley–Lieb algebras include the affine (or periodic) families and the one- and two-boundary families. The one-boundary Temperley–Lieb algebra (or blob algebra) was introduced by Martin and Saleur [14] to describe statistical models wherein the physical field takes on various states along the domain boundary. A discussion of the one-boundary representation theory may be found in [15]. Recent work [16] has shown that in order to properly account for certain examples of integrable boundary conditions, called Kac boundary conditions, one needs to consider instead a quotient of the one-boundary Temperley–Lieb algebra. By examining the bilinear forms on the standard modules of these quotients, and studying the numerical data of the statistical models, the authors inferred the structures of the Virasoro modules appearing in their conformal field-theoretic limits, finding that the Virasoro modules were identified as certain finitely generated submodules of Feigin–Fuchs modules. Even if these observations remain at the level of conjecture, the complexity of the modules over the one-boundary Temperley–Lieb algebras and their quotients seems to go well beyond that of the indecomposable modules that will be classified in the present paper. Hopefully, the methods developed here will also be fruitful for these other families.

The paper is organised as follows. Section 2 recalls the basic representation theory of the original and dilute Temperley–Lieb algebras. It also introduces (twisted) dual modules, provides the restriction and induction of the standard, irreducible and projective modules, and computes their Hom- and Ext-groups. Section 3 constructs recursively two families of new indecomposable modules and computes their extension groups with all the irreducibles. The calculations show that, together with the projectives and irreducibles, these new families form a complete list of non-isomorphic indecomposable modules (theorem 3.10). Section 4 provides the restriction and induction of these new families of modules, relative to the inclusions described above. Finally, section 5 repeats the construction of all indecomposable modules and the proof of their completeness using a more advanced tool, namely Auslander–Reiten theory. We hope that reading both sections 3 and 5 in parallel will provide a foundation for the comparison of standard methods for classifying indecomposable modules over finite-dimensional associative algebras, and demonstrate their relative advantages.
2. Standard, irreducible and projective modules

The definition of both the original and dilute Temperley–Lieb algebras, \(\mathrm{TL}_n(\beta)\) and \(\mathrm{dTL}_n(\beta)\), depends on a parameter \(\beta\) taking values in a commutative ring. In what follows, this ring will always be the complex numbers \(\mathbb{C}\). Another parameter \(q \in \mathbb{C}^\times\), related to the first by \(\beta = q + q^{-1}\), is also used. The standard modules of these algebras may be introduced in several ways. In [2], bases for the standard modules are formed from walk diagrams, similar to Dyck paths. In [3, 17], the ties between the Temperley–Lieb, Hecke and symmetric group algebras lead naturally to standard tableaux. Following early work [5] on tangles and knots, both the algebra and the standard modules were given diagrammatic forms for which the action is simply concatenation – 17, the ties between the Temperley bases for the standard modules are formed from walk diagrams, similar to Dyck paths. In [3, 17], the ties between the Temperley–Lieb, Hecke and symmetric group algebras lead naturally to standard tableaux. Following early work [5] on tangles and knots, both the algebra and the standard modules were given diagrammatic forms for which the action is simply concatenation. In [3, 17], the ties between the Temperley bases for the standard modules are formed from walk diagrams, similar to Dyck paths. In [3, 17], the ties between the Temperley–Lieb, Hecke and symmetric group algebras lead naturally to standard tableaux. Following early work [5] on tangles and knots, both the algebra and the standard modules were given diagrammatic forms for which the action is simply concatenation.

We introduce a set of integers \(\Lambda_n\) for each algebra \(\mathrm{TL}_n\) or \(\mathrm{dTL}_n\). This set naturally parametrises the standard modules \(S_{nk}\), with \(k \in \Lambda_n\). For \(\mathrm{dTL}_n\), this set is simply \(\{0, 1, \ldots, n\}\); for \(\mathrm{TL}_n\), it is the subset of \(\{0, 1, \ldots, n\}\) whose elements have the same parity as that of \(n\). When \(q\) is not a root of unity or when it is \(\pm 1\), both algebras \(\mathrm{TL}_n(\beta)\) and \(\mathrm{dTL}_n(\beta)\) are semisimple. Then, the standard modules \(S_{nk}\), for \(k \in \Lambda_n\), form a complete set of non-isomorphic irreducible modules of \(\mathrm{TL}_n(\mathrm{dTL}_n)\). Since the algebras are semisimple, these irreducible modules exhaust the list of indecomposable modules. We will thus assume throughout that \(q\) is a root of unity other than \(\pm 1\).

Let \(\ell \geq 2\) be the smallest positive integer such that \(q^{2\ell} = 1\).

Unless otherwise specified, all modules will be complex finite-dimensional left modules. The set \(\Lambda_n\) is partitioned as follows. If an element \(k\) satisfies \(k \equiv \ell - 1 \mod \ell\), then \(k\) is said to be critical and it forms its own class in the partition. If the element \(k\) is not critical, then its class \([k]\) consists of the images (in \(\Lambda_n\)) of \(k\) generated by reflections with respect to the critical integers. Here, if \(k_c\) is a critical integer, then \(2k_c - k\) is the reflection of \(k\) through \(k_c\). The class of a non-critical \(k\) thus contains precisely one integer between each pair of consecutive critical ones. We shall often need to refer to neighbouring elements in a non-critical class \([k]\). They will be ordered as \(k_l < \cdots < k^{--} < k^- < k < k^+ < k^{++} < \cdots < k_R\), so that \(k_l \geq 0\) and \(k_R \leq n\) are the smallest and largest elements in \([k]\) \(\subset \Lambda_n\). The notation \(k^i (k^{--})\) is also used to refer to the \(j\)th element to the right of \(k\) (to its left) so that, for example, \(k^{--} = k^{--}\) and \(k^{++} = k^3\). We shall often refer to non-critical classes as orbits.

As an example of a partition, we take \(\ell = 4\) and \(n = 12\) so that the critical classes for \(\mathrm{dTL}_{12}\) are \([3] = \{3\}, [7] = \{7\}\) and \([11] = \{11\}\), whereas the (non-critical) orbits are \([0, 6, 8]\), \([1, 5, 9]\) and \([2, 4, 10, 12]\). Note that the partition for \(\mathrm{TL}_{12}\), with \(\ell = 4\), consists of just two non-critical classes, namely \([0, 6, 8]\) and \([2, 4, 10, 12]\). These are easily obtained from the

\[
\begin{array}{cccccccccccc}
0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 & 11 & 12.
\end{array}
\]
where the dashed lines indicate the critical $k$. In what follows, we shall also find it convenient to reflect on a critical $k$ when the result does not belong to $\Lambda_n$, extending the notation $k^+$, $k^*$, and so on, in the obvious fashion. For instance, if $k = 9$ in the above example, then $k^+ = 13 \not\in \Lambda_n$.

The partition of the set $\Lambda_n$ into classes under reflection is intimately related to the existence of distinguished central elements. Both $\text{TL}_n$ and $\text{dTL}_n$ have a central element $F_n$ whose exact form will not be needed (see [7] for its definition for $\text{TL}_n$ and [8] for $\text{dTL}_n$). Its crucial property here is the following ([7, proposition A.2] and [8, proposition B.3]):

**Proposition 2.2.** The element $F_n$ acts as scalar multiplication by $\delta_k = q^{k+1} + q^{-k-1}$ on the standard module $S_{n,k}$.

It is easily shown that $k$ and $k'$ belong to the same orbit in $\Lambda_n$ if and only if they have the same parity and $\delta_k = \delta_{k'}$. Thus, all irreducible and standard modules labelled by an element of $[k]$ have the same $F_n$-eigenvalue. Note that $F_n$ has only one eigenvalue when acting on an arbitrary indecomposable module, although it need not then act as a multiple of the identity.

The dilute algebra $\text{dTL}_n$ has other important central elements. In particular, there are central idempotents $\text{eid}$ and $\text{oid}$ for which $\text{eid} + \text{oid}$ is the unit of $\text{dTL}_n$. (The subalgebra $\text{eid} \cdot \text{dTL}_n$ (\text{oid} \cdot \text{dTL}_n) contains elements whose diagrammatic representations have an even (odd) number of vacancies on each of their sides; see [8].) Any indecomposable module $M$ can be given a parity. This is defined to be even if $\text{eid} \cdot M = M$ and odd otherwise. The standard module $S_{n,k}$ over $\text{dTL}_n$ has the parity of $n - k$.

**Proposition 2.2.** The composition factors of an indecomposable $\text{TL}_n$- or $\text{dTL}_n$-module are irreducible modules $1_{n,k}$ whose labels $k$ belong to a single orbit $[k]$ and, for $\text{dTL}_n$, have the same parity.

We will construct these irreducible modules shortly.

It follows that if $M$ and $N$ are indecomposable, then $\text{Hom}(M, N) = 0$ whenever $M$ and $N$ have distinct parities (for $\text{dTL}_n$) or their $F_n$-eigenvalues are distinct. Similarly, $\text{Ext}(M, N) = 0$ under the same conditions, as otherwise there would exist indecomposable modules possessing more than one $F_n$-eigenvalue or parity (see section 2.4 for a primer on these extension groups and lemma 2.20 for additional conditions that imply $\text{Ext}(M, N) = 0$). This is how these central elements will be used hereafter.

We now recall the theorems describing the basic structure of the standard modules. When not stated explicitly, these results hold for the standards of both $\text{TL}_n$ and $\text{dTL}_n$, as long as the index $k$ on $S_{n,k}$ belongs to the set $\Lambda_n$ of the algebra.

We will use the symbol $A_n$ to stand for either $\text{TL}_n$ or $\text{dTL}_n$. Moreover, we will generally omit the label $n$ on the algebra $A_n$, its modules, and the set $\Lambda_n$, except when two different values are needed in the same statement.

The structure of the standard modules $S_k \equiv S_{n,k}$ is conveniently investigated by employing a symmetric bilinear form $\langle \cdot, \cdot \rangle$ naturally defined on each. This form is invariant with respect to the algebra action in the sense that there exists an involutive antiautomorphism of $\mathcal{A} \equiv A_n$ such that

$$\langle x, u \cdot y \rangle = \langle u^\dagger \cdot x, y \rangle, \quad \text{for all } u \in \mathcal{A} \text{ and } x, y \in S_k.$$  \hspace{1cm} (2.1)

\[7\] We remark that the elements of $\text{Hom}$-groups will be understood, unless otherwise specified, to be $\text{TL}_n$- or $\text{dTL}_n$-module homomorphisms, as appropriate.
We refer to [7, section 3] for \( A = T\Lambda \), and [8, section 4.1] for \( A = dTL \) for the definitions of \( \langle \cdot, \cdot \rangle \) and \(^1\), mentioning only that \(^1\) corresponds diagrammatically to a reflection. The point is that the invariance of this bilinear form means that its radical \( R_k \) is a submodule of \( S_k \). We denote the quotient by \( I_k = S_k/R_k \).

**Proposition 2.3.**

(i) The standard modules \( S_k \) are indecomposable with \( \text{Hom}(S_k, S_k) \cong \mathbb{C} \).

(ii) \( R_k \) is the maximal proper submodule of \( S_k \), for all \( k \in \Lambda \), unless \( A = T\Lambda \), \( \beta = 0 \) and \( k = 0 \). In this latter case, the form \( \langle \cdot, \cdot \rangle \) is identically zero, so \( R_0 = S_0 \) and \( I_0 = 0 \).

(iii) If \( k \) is critical, then the form \( \langle \cdot, \cdot \rangle \) is non-degenerate, so \( R_k = 0 \) and \( S_k = I_k \) is irreducible.

(iv) If \( k \) is non-critical, then \( R_k \cong I_{k-} \), for all \( k < k_R \), and \( R_{k_R} = 0 \). The standard module \( S_{k_R} \) is therefore irreducible: \( S_{k_R} \cong I_{k_R} \).

We remark that unless \( A = T\Lambda \), \( \beta = 0 \) and \( k = 0 \), the module \( I_k \) is irreducible (and non-zero). In fact, all the irreducible modules, up to isomorphism, may be obtained in this fashion.

**Proposition 2.4.** For all \( n \geq 1 \) and \( \beta \in \mathbb{C} \), the irreducible modules \( I_k \), with \( k \in \Lambda \), form a complete set of non-isomorphic irreducible modules, except in the case of \( T\Lambda_n \) with \( \beta = 0 \) and \( n \) even. In this latter case, \( I_0 = 0 \) and the set of irreducibles \( I_k \) with \( k \in \Lambda \setminus \{0\} \) is complete.

We deal with the annoying possibility that \( I_k \) may be zero by introducing \([4]\) a set \( \Lambda_{n,0} \equiv \Lambda_0 \) which is defined to be \( \Lambda \setminus \{0\} \), if \( A = T\Lambda \), \( \beta = 0 \) and \( n \) is even, and \( \Lambda \) otherwise. The set \( \{I_k : k \in \Lambda_0\} \) is then a complete set of non-isomorphic irreducible modules.

We conclude our discussion of standard modules by noting that proposition 2.3 implies that the following sequence is exact and non-split for \( k \) non-critical and \( k < k_R \):

\[
0 \longrightarrow I_{k-} \longrightarrow S_k \longrightarrow I_k \longrightarrow 0.
\]  

This sequence is also exact for \( k = k_R \) if we assume that any module with a label \( k \notin \Lambda \) is zero. For \( k = k_R \), so \( k^+ \notin \Lambda \), it reads \( 0 \longrightarrow 0 \rightarrow S_{k_R} \rightarrow I_{k_R} \rightarrow 0 \), which simply states that \( S_{k_R} \) is its own irreducible quotient. With this understanding, the composition factors of the non-critical standard module \( S_k \) are therefore \( I_k \) and \( I_{k-} \). This leads to a quick proof of the following result, needed in section 2.2.

**Proposition 2.5.** For each non-critical \( k \in \Lambda \) with \( k \neq k_L \), \( \text{Hom}(S_k, S_{k-}) \cong \mathbb{C} \).

**Proof.** By (2.2), \( S_k \) and \( S_{k-} \) only have one composition factor in common: \( I_k \). It follows that if \( f \in \text{Hom}(S_k, S_{k-}) \), then \( S_k/\text{ker} f \cong \text{im} f \) is either 0 or isomorphic to \( I_k \). Any non-zero \( f \) is therefore unique up to rescaling. But, \( I_k \) is a quotient of \( S_k \) and a submodule of \( S_{k-} \), so there exists a non-zero \( f \) given by the composition \( S_k \rightarrow I_k \cong R_{k-} \leftarrow S_{k-} \).

We turn now to the structure of the projective modules. For each \( k \in \Lambda_0 \), let \( P_k \equiv P_{\alpha k} \) be the projective cover of the irreducible module \( I_k \). (The module \( P_k \) is thus indecomposable.)

When \( I_k = 0 \), thus \( A = T\Lambda \) with \( n \) even and \( \beta = k = 0 \), we could define \( P_k = 0 \) as well, but this is more trouble than it is worth.

**Proposition 2.6.**

(i) If \( k \in \Lambda_0 \) is critical, then the irreducible \( I_k \) is projective: \( I_k \cong S_k \cong P_k \).

(ii) If \( k \in \Lambda_0 \) is non-critical, then the following sequence is exact:

\[
0 \longrightarrow S_{k-} \longrightarrow P_k \longrightarrow S_k \longrightarrow 0.
\]  

(2.3)
If \( k = k_L \), then \( k^- \not\in \Lambda \), so \( S_k^- \) is understood to be zero. The sequence, in this case, reads
\[
0 \to 0 \to P_k \to S_k \to 0,
\]
indicating that \( S_k \) is projective and, due to (2.2), has (at most) two composition factors, \( l_k^- \) and \( l_k^+ \). If \( k = k_R \neq k_L \), then \( S_{k_R} \simeq I_k \), by proposition 2.3(iv), and \( P_{k_R} \) has exactly three composition factors, \( l_k^- \) and two copies of \( l_k^+ \). For all other non-critical \( k \in \Lambda_0 \), the projective \( P_k \) has precisely four composition factors, namely \( l_k^- \), \( l_k^+ \) (twice) and \( l_k^8 \).

We will discuss this further in section 2.6.

Finally, we record the following result for future use.

**Proposition 2.7.** For all \( k \in \Lambda_0 \), \( \text{Hom}(S_k, P_k) \cong C \).

**Proof.** If \( k \) is critical or \( k = k_L \), then \( P_k \cong S_k \), so \( \text{Hom}(S_k, P_k) \cong C \) by proposition 2.3(i). So, we may assume that \( k \) is non-critical with \( k > k_L \). Then, \( P_k \) has precisely two composition factors isomorphic to \( l_k^+ \).

Let \( f \in \text{Hom}(S_k, P_k) \) and consider the composition \( S_k \to P_k \to I_k \), where \( \pi \) is the canonical quotient map. If \( \pi f \neq 0 \), then it is a surjection, and hence there exists a homomorphism \( g \) making
\[
\begin{array}{ccc}
P_k & \xrightarrow{f} & P_k \\
\downarrow{\pi} & & \downarrow{\pi} \\
S_k & \xrightarrow{\pi f} & I_k
\end{array}
\]

commute, by the projectivity of \( P_k \). Now, \( \pi f = \pi \) requires that \( f \) be surjective, as \( \ker \pi \) is the maximal proper submodule of \( P_k \). However, this is impossible as \( P_k \) has more composition factors than \( S_k \).

We must therefore have \( \pi f = 0 \), hence that \( \im f \subseteq \ker \pi \). Now, \( \ker \pi \) has only one composition factor isomorphic to \( l_k^+ \) and it is a submodule: \( l_k^+ \cong P_k^- \subseteq S_k^- \subseteq \ker \pi \). Thus, \( \im f \) is either 0 or isomorphic to \( l_k^+ \), by (2.2). \( f \) is therefore unique up to rescaling and the (non-zero) composition \( S_k \to I_k \to S_k^- \to P_k \) provides the result.

\[\blacksquare\]

### 2.2. Their restriction and induction

This section describes how the families of modules introduced so far behave under restriction and induction. We first fix an inclusion of algebras \( \mathcal{A}_n \hookrightarrow \mathcal{A}_{n+1} \) whose image is the subalgebra of diagrams whose \( (n+1) \)th nodes are connected by an identity strand (see [7, section 4] and [8, section 3.4] for details). If \( M \) is an \( \mathcal{A}_n \)-module, its restriction to an \( \mathcal{A}_{n-1} \)-module will be denoted by \( M \downarrow \) and its induction to an \( \mathcal{A}_{n+1} \)-module by \( M \uparrow \).

**Proposition 2.8.**

(i) The restriction of the standard module \( S_{n+1,k} \) satisfies the exact sequence
\[
0 \to S_{n,k-1} \to S_{n+1,k} \to S_{n,k+1} \to 0 \quad (\mathcal{A}_n = \mathcal{T}L_n), \quad (2.5a)
\]
\[
0 \to S_{n,k-1} \oplus S_{n,k} \to S_{n+1,k} \to S_{n,k+1} \to 0 \quad (\mathcal{A}_n = d\mathcal{T}L_n). \quad (2.5b)
\]

\[8\] When \( \mathcal{A} = \mathcal{T}L \) with \( n \) even and \( \beta = 0 \), these two statements must be modified for \( P_1 \) because \( l_0 = 0 \); \( P_{2,3} \) has only two composition factors and, for \( n > 2 \), \( P_{n,3} \) has three. The sequence (2.3) remains exact and non-split in both these cases.
(ii) For all non-critical \( k \), these sequences split:

\[
S_{n+1,k} \triangleq \begin{cases} 
S_{n,k-1} \oplus S_{n,k+1}, & \text{if } \mathcal{A}_n = \mathbb{T} L_n, \\
S_{n,k-1} \oplus S_{n,k} \oplus S_{n,k+1}, & \text{if } \mathcal{A}_n = \mathbb{D} \mathbb{L} n.
\end{cases}
\]  

(2.6)

(iii) For critical \( k \), the result is almost always projective:

\[
S_{n+1,k} \triangleq \begin{cases} 
P_{n,k+1}, & \text{if } \mathcal{A}_n = \mathbb{T} L_n \text{ and } k \neq n + 1, \\
P_{n,k} \oplus P_{n,k+1}, & \text{if } \mathcal{A}_n = \mathbb{D} \mathbb{L} n \text{ and } k \neq n, n + 1.
\end{cases}
\]  

(2.7)

The exceptions are \( S_{n+1,n+1} \triangleq S_{n,n} \) for \( \mathbb{T} L_n \) and \( \mathbb{D} \mathbb{L} n \), as well as \( S_{n+1,n} \triangleq S_{n,n-1} \oplus S_{n,n} \text{ for } \mathbb{D} \mathbb{L} n \).

(iv) The induction and restriction of standard modules are related by

\[
S_{n-1,k} \uparrow \cong S_{n+1,k}, \quad \text{for all } n \geq 2,
\]  

(2.8)

except when \( \beta = 0 \) for the module \( S_{2,0} \) over \( \mathbb{T} L_3 \). In that case,

\[
S_{2,0} \uparrow \cong S_{3,1} \oplus S_{3,3}, \quad \text{but} \quad S_{2,0} \downarrow \cong S_{3,1}.
\]  

(2.9)

Again, if one of the indices of the direct summands does not belong to \( \Lambda_n \), then this summand is understood to be 0. We remark that the submodule \( S_{n,k} \) of \( S_{n+1,k} \), for \( \mathcal{A}_n = \mathbb{D} \mathbb{L} n \) is always a direct summand because its parity differs from that of \( S_{n,k-1} \) and \( S_{n,k+1} \). This proposition appeared in [7] for \( \mathbb{T} L_n \) and in [8] for \( \mathbb{D} \mathbb{L} n \) (see also [6] where part of the proposition was first stated). Analogous results were proved in [8] for the restriction and induction of the irreducibles of \( \mathbb{D} \mathbb{L} n \). The proofs can be extended straightforwardly to \( \mathbb{T} L_n \).

**Proposition 2.9.** Suppose that \( k \in \Lambda_{n+1,0} \).

(i) If \( \mathcal{A}_n = \mathbb{D} \mathbb{L} n \) and \( R_{n+1,k} \neq 0 \), then

\[
l_{n+1,k} \downarrow \cong \begin{cases} 
l_{n,k-1} \oplus l_{n,k}, & \text{if } k + 1 \text{ is critical}, \\
l_{n,k-1} \oplus l_{n,k} \oplus l_{n,k+1}, & \text{otherwise}.
\end{cases}
\]  

(2.10)

If, moreover, \( R_{n-1,k} \neq 0 \), then \( l_{n-1,k} \uparrow \cong l_{n+1,k} \).

(ii) If \( \mathcal{A}_n = \mathbb{T} L_n \), then the same statements hold if one deletes the \( l_{n,k} \) appearing on the right-hand side of (2.10).

Of course, \( R_{n \pm 1,k} = 0 \) implies that \( l_{n \pm 1,k} \cong S_{n \pm 1,k} \), so these results were already given in proposition 2.8. This proposition also gives the behaviour of the critical principal indecomposables under restriction and induction, because then \( P_{n,k} \cong S_{n,k} \). The non-critical cases are rather more delicate and are covered by the following result.

**Proposition 2.10.**

(i) For non-critical \( k \in \Lambda_{n+1,0} \), the principal indecomposables satisfy

\[
P_{n+1,k} \triangleq \begin{cases} 
P_{n,k-1} \oplus P_{n,k+1}, & \text{if } \mathcal{A}_n = \mathbb{T} L_n, \\
P_{n,k-1} \oplus P_{n,k} \oplus P_{n,k+1}, & \text{if } \mathcal{A}_n = \mathbb{D} \mathbb{L} n.
\end{cases}
\]  

(2.11)

Here, any modules with indices not in \( \Lambda_{n,0} \) are not set immediately to zero. We first make the following corrections to the right-hand side of the above formula:

- If \( k + 1 \) is critical, then \( P_{n,k+1} \) is replaced by \( P_{n,k+1} \oplus P_{n,k-1} \cong S_{n,k+1} \oplus S_{n,k-1} \).
- If \( k - 1 \) is critical, then \( P_{n,k-1} \) is replaced by \( 2P_{n,k-1} \cong 2S_{n,k-1} \).
Now, any modules with indices not in \( \Lambda_{n,0} \) are set to zero.

(ii) In all cases (with \( n \geq 2 \)), \( P_{n-1,k} \uparrow \simeq P_{n+1,k} \downarrow \).

**Proof.** We work with \( dTL_n \) for definiteness, the argument for \( TL_n \) being identical after removing modules whose indices are not in \( \Lambda_n \). We will moreover omit the routine checks that nothing untoward occurs for \( k = k_L, k_R \), as long as \( k + 1 \leq n \).

Since restriction is an exact functor, (2.3) gives the exactness of

\[
0 \longrightarrow S_{n+1,k} \downarrow \longrightarrow P_{n+1,k} \downarrow \longrightarrow S_{n+1,k} \downarrow \longrightarrow 0,
\]

(2.12)

and hence, by (2.2), that of

\[
0 \longrightarrow S_{n,k-1} \oplus S_{n,k} \oplus S_{n,k+1} \longrightarrow P_{n+1,k} \downarrow \longrightarrow S_{n,k-1} \oplus S_{n,k} \oplus S_{n,k+1} \longrightarrow 0.
\]

(2.13)

Considerations of parity and \( F_{\ell} \)-eigenvalues now force \( P_{n+1,k} \downarrow \) to decompose as \( M_{-1} \oplus M_0 \oplus M_1 \), where \( F_\ell \) has eigenvalue \( \delta_{k,i} \) on \( M_i \), \( i \in \{-1, 0, +1\} \). The exact sequence (2.13) therefore decomposes into three exact sequences:

\[
0 \longrightarrow S_{n,k-1} \longrightarrow M_i \longrightarrow S_{n,k+i} \longrightarrow 0, \quad i \in \{-1, 0, +1\}.
\]

(2.14)

Note that \( (k + i)^- = k^- - i \) since neighbouring elements of an orbit are obtained from one another by reflection (see the beginning of section 2.1). The goal is to prove that \( M_i \simeq P_{n,k+i} \) for each \( i \in \{-1, 0, +1\} \), taking into account the replacements noted in the statement of the proposition. These replacements are easily dealt with: Let \( i = \pm1 \) and assume that \( k + i \) is critical with \( \ell \neq 2 \). Then, the exact sequence (2.14) shows that \( M_i \) is \( S_{n,k+1} \oplus S_{n,k-1} \), if \( i = +1 \), and a direct sum of two copies of the projective \( S_{n,k-1} = S_{n,k+1} \), if \( i = -1 \). Furthermore, if \( k + i > n \), then \( S_{n,k+i} \simeq 0 \) and (2.13) tells us that \( P_{n+1,k} \downarrow \) contains \( S_{n-1,k-i} \). In case \( \ell = 2 \), the four summands \( S_{n,k-1}, S_{n,k+1} \simeq S_{n,k+i} \) and \( S_{n,k+i} \) of (2.13) are all projective and they will thus be direct summands of \( P_{n+1,k} \downarrow \). This takes care of the replacements. From now on, we will therefore fix \( i \in \{-1, 0, +1\} \) and assume that \( k + i \leq n \) is not critical.

Consider the following diagram in which the rows are exact by (2.3) and (2.14):

\[
\begin{array}{ccccccc}
0 & \longrightarrow & S_{n,k-1} & \alpha & P_{n,k+i} & \beta & S_{n,k+i} & \longrightarrow & 0 \\
\downarrow & & \downarrow & f & \downarrow & id & \\
0 & \longrightarrow & S_{n,k-1} & \gamma & M_i & \delta & S_{n,k+i} & \longrightarrow & 0.
\end{array}
\]

(2.15)

A map \( f \) must exist making the right square commute, \( \delta f = \beta \), as \( P_{n,k+i} \) is projective. Moreover, \( f \) then satisfies \( \delta f \alpha = \beta \alpha = 0 \). As \( \text{im} f \alpha \subseteq \ker \delta = \text{im} \gamma \) and \( \gamma \) is injective, one may construct a unique homomorphism \( g \) that also makes the left square commute. Because of proposition 2.3(i), the map \( g \) is either 0 or an isomorphism. If it is the latter, then the short five lemma implies that \( f \) is also an isomorphism, hence that \( M_i \simeq P_{n,k+i} \), as desired. The proof of 2.10 will thus be complete if the case \( g = 0 \) can be ruled out.

Suppose then that \( g = 0 \). Because \( 0 = \gamma g = f \alpha \), we have \( \ker f \supseteq \text{im} \alpha = \ker \beta \), so there exists a homomorphism \( h \) such that \( h \beta = f \). The commutativity of the right square then gives
\[ \delta h \beta = \delta f = \beta, \] so that \( \delta h \) acts as the identity on \( \text{im } \beta = S_{n,k+i} \). Therefore, \( h \) splits the bottom row so that \( M_i \cong S_{n,k-i} \oplus S_{n,k+i} \). It follows that
\[
\text{Hom}(S_{n,k+i}, M_i) \cong \text{Hom}(S_{n,k+i}, S_{n,-i}) \oplus \text{Hom}(S_{n,k+i}, S_{n,k+i}) = C \oplus C,
\] (2.16)
the first Hom-group following from proposition 2.5 and the second following from proposition 2.3(i). However,
\[
\text{Hom}(S_{n,k+i}, M_i) \overset{(1)}{=} \text{Hom}(S_{n,k+i}, M_{-1} \oplus M_0 \oplus M_1) \cong \text{Hom}(S_{n,k+i}, P_{n+1,k})
\overset{(2)}{=} \text{Hom}(S_{n,k+i}, P_{n+1,k}) \cong \text{Hom}(S_{n+1,k+i-1} \oplus S_{n+1,k+i} \oplus S_{n+1,k+i+1}, P_{n+1,k})
\overset{(3)}{=} \text{Hom}(S_{n+1,k}, P_{n+1,k}),
\] (2.17)
where, for (1), adding the two other modules does not change the Hom-group as their parities or \( F_{n+i} \)-eigenvalues are different, (2) is Frobenius reciprocity, and (3) again follows from parity and \( F_n \)-eigenvalue considerations. But proposition 2.7 gives \( \text{Hom}(S_{n,k+i}, M_i) \cong \text{Hom}(S_{n+1,k}, P_{n+1,k}) \cong C \), contradicting (2.16). This rules out \( g = 0 \).

For 2.10, the isomorphism of \( P_{n-1,k}^\dagger \) and \( P_{n+1,k}^\dagger \) follows by comparison with the induction results of [7, 8].

Recall that induction functors are always right-exact. Here, we show that the functor \( \dagger \) is not left-exact in general. Choose \( k \in \Lambda_n \) such that \( k^{++} = n + 1 \) or \( n + 2 \), as parity dictates, so that \( S_{n,k^+} \cong l_{n,k^+} \) and \( 0 \to S_{n,k^+} \to S_{n,k} \to l_{n,k} \to 0 \) is exact, inducing results in the following exact sequence:
\[
S_{n,k}^+ \longrightarrow S_{n,k} \longrightarrow l_{n,k} \longrightarrow 0.
\] (2.18)
By proposition 2.8, \( S_{n,k}^+ \) has a direct summand isomorphic to \( S_{n+1,k^{++}+1} \) which has a submodule isomorphic to \( l_{n+1,k^{++}+1} \). Because \( k^{++} = n + 1 \) or \( n + 2 \), this submodule is \( l_{n+1,n} \) or \( l_{n+1,n+1} \), and hence is non-zero. However, the same proposition shows that \( S_{n,k}^+ \) does not have any composition factor isomorphic to \( l_{n+1,n} \) or \( l_{n+1,n+1} \) so the left-most map of (2.18) cannot be an inclusion and we conclude that \( \dagger \) is not left-exact.

### 2.3. Their duals

Given a left module \( M \) over \( \mathcal{A} = \mathcal{A}_n \), the dual vector space \( \text{Hom}_C(M, C) \) is naturally equipped with the structure of a right \( \mathcal{A} \)-module which we shall denote by \( M^\ast \). However, the involutive antiautomorphism \( \dagger \) may be used to twist this action to obtain a left module structure on \( \text{Hom} \ (M, C) \); the corresponding twisted dual will be denoted by \( M^\vee \). Explicitly, this twisted action is
\[
(uf)(m) = f(u^\dagger m); \quad u \in \mathcal{A}, \quad f \in M^\vee; \quad m \in M.
\] (2.19)
We will have occasion to consider (untwisted) dual modules \( M^\ast \) in sections 4 and 5. Until then, it is understood that when we speak of a dual module, it is the twisted dual that we are referring to. As above, all modules are therefore assumed to be complex finite-dimensional left modules, unless otherwise specified.
Proposition 2.11. Every irreducible $A$-module is self-dual: $I^\vee_k \cong I_k$, for all $k \in \Lambda_0$.

Proof. By propositions 2.3 and 2.4, every irreducible module may be constructed as the quotient of a standard module by the radical of its invariant bilinear form. Therefore, every irreducible module carries an invariant non-degenerate bilinear form $\langle \cdot, \cdot \rangle$.

For each $x \in I$, define $f_x \in I^\vee$ by $f_x(y) = \langle x, y \rangle$. Then, $x \mapsto f_x$ is a module homomorphism:

$$\langle af_x \rangle(y) = f_x(u^y) = \langle x, u^y \rangle = \langle ux, y \rangle = f_{ux}(y).$$ (2.20)

Moreover, it is injective as $f_x = 0$ implies that $0 = f_x(y) = \langle x, y \rangle$ for all $y \in I$, hence $x = 0$ by non-degeneracy. Since $\dim I^\vee = \dim I$, this map is an isomorphism. $\blacksquare$

Proposition 2.12. Duality is reflexive: $M \cong (M^\vee)^\vee$.

Proof. The proof is quite similar. Define the map $x \in M \mapsto \phi_x \in (M^\vee)^\vee$ by $\phi_x(f) = f(x)$, for all $f \in M^\vee$. This is a module homomorphism,

$$\langle w\phi_x \rangle(f) = \phi_x(uf) = (u^f)(x) = f(u^1x) = f(ux) = \phi_{ux}(f),$$ (2.21)

and it is injective,

$$\phi_x = 0 \implies \phi_x(f) = 0 \quad \text{for all } f \in M^\vee \implies f(x) = 0 \quad \text{for all } f \in M^\vee \implies x = 0,$$ (2.22)

hence it is an isomorphism for dimensional reasons. $\blacksquare$

Proposition 2.13. Duality is an exact contravariant functor. The sequence

$$0 \rightarrow L \overset{\iota}{\rightarrow} M \overset{\pi^\vee}{\rightarrow} N \rightarrow 0$$ (2.23)

is exact if and only if the sequence

$$0 \rightarrow N^\vee \overset{\pi^\vee}{\rightarrow} M^\vee \overset{\iota^\vee}{\rightarrow} L^\vee \rightarrow 0$$ (2.24)

is exact, where $\iota^\vee$ and $\pi^\vee$ are defined by

$$\iota^\vee(g)(\ell) = g(\iota(\ell)), \quad \text{for all } \ell \in L \text{ and } g \in M^\vee;$$

$$\pi^\vee(h)(m) = h(\pi(m)), \quad \text{for all } m \in M \text{ and } h \in N^\vee.$$ (2.25)

Proof. Assume that (2.23) is exact. We first check that $\pi^\vee$ is a module homomorphism. This follows because

$$(u\pi^\vee(h))(m) = \pi^\vee(h)(u^m) = h(\pi(u^m)) = h(\pi(ux)) = \pi^\vee(ux)(m),$$ (2.26)

for all $m \in M$ and $h \in N^\vee$. The check for $\iota^\vee$ is similar.

Second, we prove that $\pi^\vee$ is injective. Take $h \in \ker \pi^\vee$, so that $0 = \pi^\vee(h)(m) = h(\pi(m))$ for all $m \in M$. This implies that $h = 0$ because $\pi$ is a surjection.

Third, we show that $\ker \iota^\vee = \im \pi^\vee$. Exactness gives $\iota^\vee(\pi^\vee(h))(\ell) = \pi^\vee(h)(\iota(\ell)) = h(\pi(\iota(\ell))) = 0$, for all $\ell \in L$ and $h \in N^\vee$. Thus, $\im \pi^\vee \subseteq \ker \iota^\vee$. To prove the reverse inclusion, we take $g \in \ker \iota^\vee$, so that $0 = \iota^\vee(g)(\ell) = g(\iota(\ell))$ for all $\ell \in L$. Thus,
$g$ annihilates $\text{im} \ i = \ker \pi$. Now, define a functional $h \in N^\vee$ by $h(n) = g(m)$, where $\pi(m) = n$. This is well defined because $\pi(m) = \pi(m')$ implies that $m - m' \in \ker \pi$, and hence that $g(m - m') = 0$, thus $g(m) = g(m')$. But, $\pi^\vee(h)(m) = h(\pi(m)) = g(m)$ for all $m \in M$, so we see that $g \in \text{im} \ \pi^\vee$. This proves that $\ker \ \iota^\vee \subseteq \text{im} \ \pi^\vee$.

Finally, $\iota^\vee$ is surjective by the rank-nullity theorem of linear algebra:

$$
\dim \ \text{im} \ \iota^\vee = \dim M^\vee - \dim \ker \iota^\vee
= \dim M - \dim \ker \pi^\vee
= \dim M - \dim N = \dim L = \dim L^\vee.
$$

(2.27)

This completes the proof, proposition 2.12 providing the converse.  

Indeed, taking (twisted) duals defines an autoequivalence of the category of finite-dimensional $A$-modules. Such equivalences are always exact.

We will refer to the duals of the standard modules as costandard modules, denoting them by $C_k = S_k^\vee$. From propositions 2.11 and 2.13, we learn that the dual of the exact sequence (2.2) is

$$
0 \longrightarrow l_k \longrightarrow C_k \longrightarrow l_{k+} \longrightarrow 0
$$

(2.28)

and that this sequence is also exact and non-split by proposition 2.12. Note that this failure to split uses the basic fact that $(M \oplus N)^\vee \simeq M^\vee \oplus N^\vee$ as modules. It follows that a standard module $S_k$ is self-dual if and only if it is irreducible. The corresponding result for the principal indecomposables is as follows:

**Proposition 2.14.** The critical principal indecomposables are self-dual, as are the non-critical $P_k$ with $k > k_l$. The non-critical $P_k$ are self-dual if and only if they are irreducible.

**Proof.** The case where $k$ is critical or where $k$ is non-critical with $k = k_l$, hence $P_k \cong S_k$, has already been dealt with. We therefore assume that $k$ is critical and prove that $P_{k+i}$ is self-dual, for all $n \geq k + i$, where $i = 1, \ldots, \ell - 1$. The proof is by induction and we shall detail it for $A = \text{dTL}$, omitting the simple modifications required for $\text{TL}$.

The base cases of this induction are $i = 0$ and 1. The former is the critical case already dealt with, so we turn to $i = 1$. The key tool for this case, and indeed for the extension to higher $i$, is the realisation that duality commutes with restriction: $(M^\vee)_i$ and $(M_i^\vee)$ are the same vector space with the same algebra action. For $i = 1$, we use the criticality of $P_k$ and proposition 2.8(iii) twice to arrive at

$$
P_{n,k+1}^\vee \oplus P_{n,k} \cong P_{n,k+1}^\vee \oplus P_{n,k}^\vee \cong (S_{n+1,k})^\vee = S_{n+1,k} = P_{n,k+1} \oplus P_{n,k},
$$

(2.29)

hence the self-duality of $P_{k+1}$, for all $n \geq k + 1$ (noting that $k \neq n, n + 1$). Assuming that self-duality holds for $P_{k+i}$ and $P_{k+i-1}$, where $i \leq \ell - 2$, a similar calculation using proposition 2.10 now proves that $P_{k+i+1}$ is self-dual.

For $k$ non-critical with $k > k_l$, the dual of the non-split exact sequence (2.3) is therefore

$$
0 \longrightarrow C_k \longrightarrow P_k \longrightarrow C_{k-} \longrightarrow 0,
$$

(2.30)

which is likewise exact and non-split. For $k = k_l$, $C_{k-} = 0$ but $C_k$ is not projective, in general, because $P_{k_l}$ need not be self-dual. Rather, $C_k \cong P_k^\vee$ is injective.
Corollary 2.15.

(i) When \( k \in \Lambda \) is critical, the standard module \( S_k \) is projective and injective.
(ii) When \( k \in \Lambda_0 \) is non-critical and \( k > k_L \), the projective module \( P_k \) is injective.
(iii) When \( k \in \Lambda_0 \) is non-critical and \( k = k_L \), the costandard module \( C_k \) is injective.

Proof. These follow from the exactness of duality, the modules being self-dual for (i) and (ii), and the reflexivity of duality for (iii) (propositions 2.12–2.14). For \( \mathcal{P} \) being projective is equivalent to \( M \rightarrow P \rightarrow 0 \) splitting for all \( M \), which is equivalent to \( 0 \rightarrow P^\vee \rightarrow N \) splitting for all \( N \), which means that \( P^\vee \) is injective. We remark that for \( \mathcal{A} = TL \) with \( n \) even and \( \beta = 0 \), the costandard module \( C_0 \) coincides with \( I_2 \), by (2.2), which is not injective.

For each \( k \in \Lambda_0 \), we let \( J_k \) denote the injective hull of \( I_k \). The critical standard modules are irreducible, projective and injective: \( I_k = S_k = P_k = J_k \). Each critical \( S_k \) is therefore the unique indecomposable object in its block, this block being semisimple. These statements continue to hold for non-critical \( k \) if the class \([k] \subset \Lambda\) contains a single element: \([k] = \{k\}\). Otherwise, the non-critical blocks are non-semisimple and we identify the injective hulls and projective covers of the modules introduced so far in the following proposition.

Proposition 2.16. If \( k \in \Lambda_0 \) is critical, then \( I_k = S_k = P_k = J_k \). If \( k \in \Lambda_0 \) is non-critical, then:

(i) The module \( J_k = P_k \), if \( k > k_L \), and \( C_k \), if \( k = k_L \).
(ii) The projective cover of \( I_k \), \( S_k \) and \( P_k \) is \( P_k \). That of \( C_k \) is \( P_k \), if \( k = k_R \), and otherwise it is \( P_k^+ \). That of \( J_k \) is \( P_k^+ \), if \( k = k_L \), and otherwise it is \( P_k \).
(iii) The injective hull of \( I_k \); \( S_k \) and \( P_k \) is \( P_k \). That of \( C_k \) is \( S_k \), if \( k = k_R \), and otherwise it is \( J_k \). That of \( P_k \) is \( J_k^+ \), if \( k = k_L \), and otherwise it is \( J_k \).

Proof. All injective and projective modules appearing in corollary 2.15 are indecomposable. Therefore, these injectives (projectives) will automatically be the injective hull (projective cover) of their submodules (quotients). Moreover, the proof of the previous corollary shows that the injective hull of a module \( M \) is the projective cover of its dual \( M^\vee \); the statement (iii) is thus a reformulation of (ii).

We remark that the definition of the projective cover (injective hull) of \( M \) should include the surjective (injective) homomorphism: \( P \rightarrow M \) (\( M \rightarrow J \)). However, we shall see in proposition 2.17 that these homomorphisms are unique, up to rescaling, in each case addressed by proposition 2.16; hence we shall usually leave them implicit.

2.4. Interlude: Ext-groups

In order to classify indecomposable modules, we need to know when we can ‘stitch’ existing modules together to build bigger ones. This knowledge is encoded in the extension group \( \text{Ext}^1(M, N) \), where \( M \) and \( N \) are the modules being stitched. We begin with a quick definition of these groups, usually referred to as Ext-groups for short, before showing how they may be computed and what their relation is to indecomposable modules. In this section, we assume that \( \mathcal{A} \) is an arbitrary finite-dimensional associative algebra over some field \( \mathbb{K} \).

We have noted in the previous sections that the operations of restricting and taking the dual of a module are exact. This means that if \( 0 \rightarrow K \rightarrow L \rightarrow M \rightarrow 0 \) is a short exact sequence, applying these operations (functors) to each of the constituent modules gives another short
exact sequence (see proposition 2.13 for an example). Not all functors are exact however. At
the end of section 2.2, we observed that induction is right-exact, but not left-exact, by giving
an explicit example. The functors under study in the present section are the Hom-functors
\( \text{Hom}_\mathcal{A}(N, -) \) and \( \text{Hom}_\mathcal{A}(-, N) \). The first is covariant and the second contravariant. Both are
left-exact, but neither need be right-exact in general. In a sense, extension groups measure the
failure of these functors to be right-exact. (A complete discussion of \( \text{Ext} \)-groups, covering
what is needed here, can be found, for example, in [19] (ch III) and [20] (ch IX).

Let \( N \) be an \( \mathcal{A} \)-module. The \( n \)th extension functors \( \text{Ext}^n_\mathcal{A}(N, -) \) and \( \text{Ext}^n_\mathcal{A}(-, N) \) are the
\( n \)th right derived functors of \( \text{Hom}_\mathcal{A}(N, -) \) and \( \text{Hom}_\mathcal{A}(-, N) \), respectively. This means that for
any short exact sequence of \( \mathcal{A} \)-modules

\[
0 \rightarrow K \rightarrow L \rightarrow M \rightarrow 0, \tag{2.31}
\]

there exist two long exact sequences of \( \mathcal{K} \)-vector spaces called the \textit{Hom–Ext long exact
sequences}\(^9\):

\[
0 \rightarrow \text{Hom}_\mathcal{A}(N, K) \rightarrow \text{Hom}_\mathcal{A}(N, L) \rightarrow \text{Hom}_\mathcal{A}(N, M) \\
\text{Ext}^1_\mathcal{A}(N, K) \rightarrow \text{Ext}^1_\mathcal{A}(N, L) \rightarrow \text{Ext}^1_\mathcal{A}(N, M) \rightarrow \cdots
\]

\[
\cdots \rightarrow \text{Ext}^n_\mathcal{A}(N, K) \rightarrow \text{Ext}^n_\mathcal{A}(N, L) \rightarrow \text{Ext}^n_\mathcal{A}(N, M) \rightarrow \cdots
\]

\[
(2.32a)
\]

and

\[
0 \rightarrow \text{Hom}_\mathcal{A}(M, N) \rightarrow \text{Hom}_\mathcal{A}(L, N) \rightarrow \text{Hom}_\mathcal{A}(K, N) \\
\text{Ext}^1_\mathcal{A}(M, N) \rightarrow \text{Ext}^1_\mathcal{A}(L, N) \rightarrow \text{Ext}^1_\mathcal{A}(K, N) \rightarrow \cdots
\]

\[
\cdots \rightarrow \text{Ext}^n_\mathcal{A}(M, N) \rightarrow \text{Ext}^n_\mathcal{A}(L, N) \rightarrow \text{Ext}^n_\mathcal{A}(K, N) \rightarrow \cdots
\]

\[
(2.32b)
\]

In what follows, we shall only be concerned with the first extension groups \( \text{Ext}^1_\mathcal{A}(-, -) \); we therefore simply write \( \text{Ext}_\mathcal{A} \) for \( \text{Ext}^1_\mathcal{A} \). We shall also omit the subscript \( \mathcal{A} \), as we do for Hom-
groups, when it is clear from the context.

The following results are crucial tools for computing extension groups: \( \text{Ext}(P, -) = 0 \) if
and only if \( P \) is projective, while \( \text{Ext}(-, J) = 0 \) if and only if \( J \) is injective. To see how these
are used, let \( K \) and \( M \) be \( \mathcal{A} \)-modules and let

\[
0 \rightarrow K \rightarrow J \rightarrow L \rightarrow 0 \quad \text{and} \quad 0 \rightarrow R \rightarrow P \rightarrow M \rightarrow 0 \tag{2.33}
\]

be an injective presentation of \( K \) and a projective presentation of \( M \), respectively\(^{10}\). Once special-
cised to these cases, the exact sequences (2.32a) and (2.32b) truncate, becoming

\[
0 \rightarrow \text{Hom}(N, K) \rightarrow \text{Hom}(N, J) \rightarrow \text{Hom}(N, L) \rightarrow \text{Ext}(N, K) \rightarrow 0, \tag{2.34a}
\]

\[
0 \rightarrow \text{Hom}(M, N) \rightarrow \text{Hom}(P, N) \rightarrow \text{Hom}(R, N) \rightarrow \text{Ext}(M, N) \rightarrow 0. \tag{2.34b}
\]

\(^9\) As we shall see, these Hom- and Ext-groups are actually \( \mathcal{K} \)-vector spaces because we work over a field. If we were
instead working over a general commutative ring, then the Hom- and Ext-groups would only be abelian groups,
hence their names.

\(^{10}\) An injective (projective) presentation is a short exact sequence of the form (2.33), where the middle term is injective (projective).
If the relevant $\text{Hom}$ groups are known, then $\text{Ext}(N, K)$ and $\text{Ext}(M, N)$ can be identified.

The reason for introducing these extension groups here is the following: The (first) extension group $\text{Ext}(M, N)$ describes, roughly speaking, the inequivalent ways to ‘stitch’ the modules $M$ and $N$ together to obtain a new module $E$ with $N$ isomorphic to a submodule of $E$ and $M$ isomorphic to the quotient $E/N$. In other words, $\text{Ext}(M, N)$ characterises the (inequivalent) short exact sequences $0 \to N \to E \to M \to 0$. We then say that $E$ is an extension of $M$ by $N$. To state what it means for two extensions to be equivalent, let $E$ and $E'$ be two extensions of $M$ by $N$:

$$e: 0 \to N \xrightarrow{f} E \xrightarrow{g} M \to 0 \quad \text{and} \quad e': 0 \to N \xrightarrow{f'} E' \xrightarrow{g'} M \to 0. \quad (2.35)$$

Then, $e$ and $e'$ are said to be equivalent if there exists $h: E \to E'$ such that $f' = hf$ and $g = g'h$.

It can be shown that this is an equivalence relation and that the set of inequivalent extensions of $M$ by $N$ is in one-to-one correspondence with $\text{Ext}(M, N)$. In this correspondence, the origin of the vector space $\text{Ext}(M, N)$ corresponds to the split extension $E = N \oplus M$. Moreover, multiplying $e$ by $\alpha \in k^\times$ yields the extensions

$$\alpha e: 0 \to N \xrightarrow{\alpha f} E \xrightarrow{g} M \to 0 \quad \text{or} \quad 0 \to N \xrightarrow{f} E \xrightarrow{\alpha g} M \to 0, \quad (2.36)$$

which are easily seen as equivalent. Finally, the sum $e + e'$ is defined through an operation sometimes known as the Baer sum, completing the $k$-vector space structure on the set of inequivalent extensions. As we will have no need for this sum, we omit its definition and refer the reader to any standard text on homological algebra, for example [21, section 3.4].

We remark that if the two extensions $e$ and $e'$ of (2.35) are equivalent, then the middle modules $E$ and $E'$ are isomorphic by the short five lemma. However, the converse is not true: $e$ and $\alpha e$ are not equivalent, for $\alpha \neq 1$, despite both their middle modules being $E$. In particular, if $\text{Ext}(M, N) \cong k$, then there are precisely two extensions up to isomorphism—one split and one non-split. We shall use this conclusion many times in what follows.

2.5. Their $\text{Hom}$- and Ext-groups

We now have enough information to compute the homomorphism groups between the modules $I_k$, $S_k$, $C_k$, $P_k$ and $J_k$. This is quite straightforward, but there are various cases that have to be considered for each pair of module types. For example, $\text{Hom}(I_k, S_k) = \delta_{k, k'} C$ because the image can only be the submodule $R_k \cong I_k$ (or zero), unless $k' = k$, in which case $S_k \cong I_k$ and $\text{Hom}(I_k, S_k) = \delta_{k, k'} C$. We can avoid much of this case analysis by agreeing to use the following conventions for the rest of this section:

- We will not consider $J_k$ explicitly because, for every $k$, $J_k$ is either $P_k$ or $C_k$.
- The index $k$ in $S_k$, $C_k$ and $P_k$ will be assumed to be non-critical because $P_k \cong C_k \cong S_k \cong I_k$ for critical $k$.
- The index $k$ in $S_k$ and $C_k$ will exclude $k = k_R$ because $C_{k_R} \cong S_{k_R} \cong I_{k_R}$.
- The index $k$ in $P_k$ will exclude $k = k_L$ because $P_{k_L} \cong S_{k_L}$.
- When $\mathcal{A} = TL$, $\beta = 0$ and $n$ is even, the index $k$ in $S_k$ and $C_k$ will exclude $k = 0$ because $C_0 = S_0 = I_2$.

In the case $\mathcal{A} = TL$, $\beta = 0$ and $n$ even, we will also obviously exclude $I_0 = 0$. The computation of $\text{Hom}$-groups is then straightforward and uses the exact sequences (2.2), (2.3) and their duals.
**Proposition 2.17.** With these conventions, the groups \( \text{Hom}(M, N) \) between the irreducible, standard, costandard and projective modules are summarised in the following table:

| \( M \) | \( I_k \) | \( S_k \) | \( C_k \) | \( P_k \) |
|-------|--------|--------|--------|--------|
| \( \text{Hom}(M, N) \) | \( \delta_{\nu,k} N \) | \( \delta_{\nu,k} C \) | \( \delta_{\nu,k} C \) | \( \delta_{\nu,k} C \) |

We remark that the entries in this table are related by the vector space isomorphisms \( \text{Hom}(M', N') \cong \text{Hom}(N, M) \), implemented by sending \( \phi : N \to M \) to \( \phi' : M' \to N' \), where \( \phi'(f)(n) = f(\phi(n)) \) (see proposition 2.13).

The extension groups involving these modules are now straightforward to compute. We assume the same conventions on the index \( k \) as for the Hom-groups and note that this means that each \( P_k \) is projective and injective, hence any Ext-group involving a \( P_k \) is zero.

**Proposition 2.18.** With these conventions, the groups \( \text{Ext}(M, N) \) between the irreducible, standard and costandard modules may be summarised, with three exceptions, in the following table:

| \( \text{Ext}(M, N) \) | \( I_k \) | \( S_k \) | \( C_k \) |
|-------|--------|--------|--------|
| \( \text{Ext}(M, N) \) | \( (\delta_{\nu,k} + \delta_{\nu,k'}) C \) | \( (\delta_{\nu,k} - \delta_{\nu,k'}) C \) | \( (\delta_{\nu,k} - \delta_{\nu,k'}) C \) |

The exceptions occur for \( A = TL_2 \) and \( \beta = 0 \), for which \( \text{Ext}(I_{1,2}, I_{2,2}) \cong \mathbb{C} \) instead of 0, and for \( A = TL \) and \( \beta = 0 \), for which \( \text{Ext}(I_2, C_2) \cong \text{Ext}(S_2, I_2) \cong \mathbb{C} \) instead of 0.

**Proof.** We compute these extension groups using the Hom–Ext long exact sequences (2.32). To see how this works, consider \( \text{Ext}(S_k, S_{k'}) \), for \( k \) non-critical, \( k \neq k' \) and \( k' \neq k'' \). We start from the short exact sequence (2.3), which is a projective presentation of \( S_k \), and examine the contravariant Hom–Ext long exact sequence (2.34):

\[
0 \longrightarrow \text{Hom}(S_k, S_{k'}) \longrightarrow \text{Hom}(P_k, S_{k'}) \longrightarrow \text{Hom}(S_{k'}, S_{k'}) \longrightarrow \text{Ext}(S_k, S_{k'}) \longrightarrow 0.
\]

(2.37)

Here, we have noted that the rightmost term is \( \text{Ext}(P_k, S_{k'}) = 0 \) because of projectivity. Substituting in the homomorphism groups from proposition 2.17 gives

\[
0 \longrightarrow (\delta_{\nu,k} + \delta_{\nu,k'}) C \longrightarrow (\delta_{\nu,k} + \delta_{\nu,k'}) C \longrightarrow (\delta_{\nu,k} - \delta_{\nu,k'}) C \longrightarrow \text{Ext}(S_k, S_{k'}) \longrightarrow 0.
\]

(2.38)

The Ext-group is therefore zero unless \( k' = k^- \) or \( k^+ \). In these cases, the exact sequence becomes

\[
0 \longrightarrow C \longrightarrow C \longrightarrow \text{Ext}(S_k, S_{k^-}) \longrightarrow 0 \quad \text{and} \quad 0 \longrightarrow 0 \longrightarrow 0 \longrightarrow C \longrightarrow \text{Ext}(S_k, S_{k^+}) \longrightarrow 0.
\]

(2.39)

respectively, and the Euler–Poincaré principle gives \( \text{Ext}(S_k, S_{k^-}) \cong \text{Ext}(S_k, S_{k^+}) \cong \mathbb{C} \).
The computations for \( \text{Ext}(I_k, S_{k'}) \), \( \text{Ext}(I_k, C_{k'}) \), \( \text{Ext}(S_k, I_{k'}) \), \( \text{Ext}(S_k, C_{k'}) \), \( \text{Ext}(C_k, I_{k'}) \), and \( \text{Ext}(C_k, C_{k'}) \) are almost identical, utilising (2.2) or its dual (2.28) (which is an injective presentation of \( C_k \)). We only remark that, for \( \text{Ext}(I_k, S_{k'}) \), one has to consider the case \( k' = k^\pm \) separately because then \( \text{Hom}(I_k, S_{k'}) = \text{Hom}(I_k, I_{k'}) \). There is a similar case to consider for \( \text{Ext}(C_k, I_{k'}) \).

The computation for \( \text{Ext}(I_k, I_{k'}) \) is slightly different in that we instead start from the short exact sequence (2.2), which is not a projective or injective presentation, to derive the \( \text{Hom}–\text{Ext} \) long exact sequence

\[
0 \rightarrow \text{Hom}(I_k, I_{k'}) \rightarrow \text{Hom}(S_k, I_{k'}) \rightarrow \text{Hom}(I_{k'}, I_{k'}) \rightleftharpoons \text{Ext}(I_k, I_{k'}) \rightarrow \text{Ext}(S_k, I_{k'}) \rightarrow \text{Ext}(I_{k'}, I_{k'}) \rightarrow \cdots .
\]

(2.40)

Substituting for \( \text{Hom}(I_k, I_{k'}) \) and \( \text{Ext}(S_k, I_{k'}) \), we learn that \( \text{Ext}(I_k, I_{k'}) = 0 \), unless \( k' = k^\pm \), and that the result is \( \mathbb{C} \) in either of the interesting cases.

Finally, the exceptions noted in the table are all related to the degenerate structure of the projective \( P_2 \) when \( \mathcal{A} = TL \), \( \beta = 0 \) and \( n \) is even. Specifically, the exact sequence (2.3) becomes

\[
0 \rightarrow I_2 \rightarrow P_2 \rightarrow S_2 \rightarrow 0,
\]

explaining the non-triviality of \( \text{Ext}(S_2, I_2) \) and \( \text{Ext}(I_2, C_2) \). When \( n = 2 \), \( S_2 \cong I_2 \), explaining the non-triviality of \( \text{Ext}(I_2, I_2) \). The dimensionality of these Ext-groups is easily verified using projective presentations and \( \text{Hom}–\text{Ext} \) long exact sequences, as above.

It is easy to show that the entries of the table in proposition 2.18 are related by the vector space isomorphisms \( \text{Ext}(M^\vee, N^\vee) \cong \text{Ext}(N, M) \). This follows by noting that a projective presentation \( 0 \rightarrow R \rightarrow P \rightarrow M \rightarrow 0 \) of \( M \) gives an injective presentation \( 0 \rightarrow M^\vee \rightarrow P^\vee \rightarrow R^\vee \rightarrow 0 \) of \( M^\vee \), hence the exact sequence (2.34a) becomes

\[
0 \rightarrow \text{Hom}(N^\vee, M^\vee) \rightarrow \text{Hom}(N^\vee, P^\vee) \rightarrow \text{Hom}(N^\vee, R^\vee) \rightarrow \text{Ext}(N^\vee, M^\vee) \rightarrow 0,
\]

(2.42)

upon replacing \( N \) by \( N^\vee \). As \( \text{Hom}(N^\vee, K^\vee) \cong \text{Hom}(K, N) \), comparing with (2.34b) completes the proof.

An example of an application of these extension groups is the following result.

**Corollary 2.19.** If a module \( M \) is indecomposable with an exact sequence \( 0 \rightarrow I_k \rightarrow M \rightarrow I_k \rightarrow 0 \), then \( M \cong S_k \). Similarly, if \( N \) is indecomposable with an exact sequence \( 0 \rightarrow I_k \rightarrow N \rightarrow I_k \rightarrow 0 \), then \( N \cong C_k \).

**Proof.** Since \( \text{Ext}(I_k, I_{k'}) \cong \mathbb{C} \), there is a single isomorphism class of non-trivial extensions of \( I_k \) by \( I_{k'} \). Since \( S_k \) is indecomposable and is therefore one such extension, \( M \) must be isomorphic to \( S_k \). The second statement now follows by duality.

It follows from proposition 2.18 and corollary 2.19 that we have classified all \( \mathcal{A} \)-modules with two composition factors, up to isomorphism. The complete list consists of the direct sum of two irreducibles, the (reducible) standard and costandard modules, and the projective \( TL_2 \)-module \( P_{2,2} \) at \( \beta = 0 \).

We end this section by proving two useful lemmas. The first limits the number of non-trivial extension groups.
Lemma 2.20.

(i) Let M and N be A-modules whose composition factors have indices k′ and k†, for some reference index k, where i and j run over multisets I and J, respectively, of integers. If \(|i-j| > 1\) for all \(i \in I\) and \(j \in J\), then \(\text{Ext}(M, N) \simeq \text{Ext}(N, M) \simeq 0\).

(ii) Let M be an A-module such that \(\text{Ext}(M, I) \simeq 0\) (\(\text{Ext}(I, M) \simeq 0\)) for all semisimple modules I. Then \(\text{Ext}(M, N) \simeq 0\) (\(\text{Ext}(N, M) \simeq 0\)) for all modules N.

Proof. The proof of (i) is by double induction, first on the length of M, that is the number of its composition factors (including multiplicities), then on the length of N. First, suppose that N \(\simeq I_k\), is irreducible. If the length of M is 1, then M is also irreducible and proposition 2.18 gives the result. If its length is greater than 1, let \(I\) be an irreducible submodule of M. Then, 0 \(\rightarrow I \rightarrow M \rightarrow M/I \rightarrow 0\) is exact and the covariant Hom–Ext long exact sequence (2.32a) says that so is \(\text{Ext}(I_k, I) \rightarrow \text{Ext}(I_k, M) \rightarrow \text{Ext}(I_k, M/I)\). The two extreme extension groups are 0 by the induction hypothesis, hence \(\text{Ext}(I_k, M) = 0\) as well. The contravariant Hom–Ext long exact sequence (2.32b) similarly yields \(\text{Ext}(M, I_k) = 0\). This now provides the base case for a similar induction on the length of N which completes the proof of (i). A similar induction argument proves (ii).

A non-trivial extension group \(\text{Ext}(N, L)\) implies the existence of a module M such that the exact sequence

\[
0 \rightarrow L \rightarrow M \rightarrow N \rightarrow 0
\]

(2.43)
does not split. This, however, does not prove that M is indecomposable. Indeed, proposition 3.9 will give examples of non-trivial extensions that are decomposable. The second lemma provides an easy criterion to prove the indecomposability of a given extension.

Lemma 2.21. Let L, M, and N be the A-modules appearing in the short exact sequence (2.43). Suppose, furthermore, that L and N are indecomposable and that \(\text{Hom}(L, N) = 0\). Then, M is decomposable if and only if (2.43) splits.

Proof. Since the definition of the short exact sequence splitting is that M \(\simeq L \oplus N\), we only need show that decomposability implies splitting under these hypotheses. Suppose then that M is decomposable. This implies that there exists a non-trivial projection \(q\) : M \(\rightarrow M\), meaning that the morphism q satisfies \(q^2 = q\) but is neither zero nor the identity.

Consider now the diagram

\[
\begin{array}{ccccccccc}
0 & \rightarrow & L & \rightarrow & M & \rightarrow & N & \rightarrow & 0 \\
& & f & \downarrow & g & & q & \downarrow & r \\
0 & \rightarrow & L & \rightarrow & M & \rightarrow & N & \rightarrow & 0.
\end{array}
\]

(2.44)
in which both rows are exact. Because \(\text{Hom}(L, N) \simeq 0\), the composition \(gqf\) must vanish, implying that there exist unique morphisms \(p\) and \(r\) that make (2.44) commute. Now, \(f\) is injective and \(fpq = qgp = gqf = qf = fp\), so it follows that \(p^2 = p\). Similarly, \(g\) being surjective implies that \(q^2 = r\). The indecomposability of L and N therefore requires that \(p\) and \(r\) must be either the zero morphism or the identity morphism. There are thus four subcases to study.

If both \(p\) and \(r\) are the identity, then so is \(q\) by the short five lemma. If, contrarily, both \(p\) and \(r\) are zero, then we have \(qf = 0\), hence \(\text{im } f \subseteq \ker q\), and \(gq = 0\), hence \(\text{im } q \subseteq \ker g\). Combining these with exactness now gives \(\text{im } q \subseteq \ker q\), which yields \(q = q^2 = 0\), a contradiction.
The remaining two cases are more interesting. If \( p \) is the identity and \( r \) is zero, then the snake lemma gives \( \ker q \simeq \mathbb{N} \). On the other hand, the commuting left square of (2.44) implies that \( q \) acts as the identity on \( \text{im} f \simeq \mathbb{L} \). The two eigenspaces of \( q \) are therefore isomorphic to \( \mathbb{L} \) and \( \mathbb{N} \), hence \( \mathbb{M} \simeq \mathbb{L} \oplus \mathbb{N} \) and the sequence (2.43) splits. A similar argument shows that (2.43) also splits when \( p \) is zero and \( r \) is the identity.

We remark that the conclusion of lemma 2.21 is also true under the hypotheses that \( \mathbb{L} \) and \( \mathbb{N} \) are indecomposable and that \( \mathbb{M} \) has no subquotient\(^{11}\) isomorphic to a direct sum of two isomorphic irreducibles. For then the submodules of \( \mathbb{M} \) obey the distributive laws [22]

\[
(A + B) \cap C \cong (A \cap C) + (B \cap C), \quad (A \cap B) + C \cong (A + C) \cap (B + C),
\]

from which the lemma follows rather trivially. However, the hypotheses of lemma 2.21 given above have the advantage that they only require knowledge of \( \mathbb{L} \) and \( \mathbb{N} \), and not of the subquotient structure of the extension \( \mathbb{M} \) itself.

We will generally use lemma 2.21 when the two indecomposable modules \( \mathbb{N} \) and \( \mathbb{L} \) have no composition factors in common, so the \( \text{Hom} \)-groups between them necessarily vanish. Then the extension (2.43) will be non-trivial if and only if \( \mathbb{M} \) is indecomposable.

To illustrate a typical usage of this result, consider the non-trivial extension group \( \text{Ext}(S_k, S_{k-}) \simeq \mathbb{C} \) of proposition 2.18 (for \( k \) non-critical). As \( S_{k-} \) and \( S_k \) are indecomposable modules with no composition factors in common, \( \text{Hom}(S_{k-}, S_{k+}) = 0 \) and thus any non-trivial extension will be indecomposable by lemma 2.21. This example demonstrates the existence of indecomposable \( \mathbb{A} \)-modules with (three or) four composition factors. We remark that the only indecomposable modules with four composition factors that have been encountered thus far are projective and that these projectives always have a composition factor of multiplicity two. The indecomposable extension described above cannot be one of these projectives, and hence must be a new indecomposable \( \mathbb{A} \)-module. This observation will be the starting point of section 3.

2.6. Their Loewy diagrams

It is sometimes convenient to visualise the structure of non-semisimple modules diagrammatically, particularly when computing \( \text{Hom} \)-groups. A convention popular in the mathematical physics community is to represent the structure as a graph in which the vertices are the composition factors of the module \( \mathbb{M} \) and the arrows represent the ‘action of the algebra’. More precisely, an arrow is drawn from the factor \( I \) to the factor \( I' \) if \( \mathbb{M} \) has a subquotient isomorphic to a non-trivial extension of \( I \) by \( I' \). In principle, one can also decorate the arrow with an extra label if \( \dim \text{Ext}(I, I') > 1 \), but proposition 2.18 ensures that this never happens for \( \mathbb{A} = \mathbb{T} \mathbb{L} \) or \( \mathbb{d} \mathbb{T} \mathbb{L} \).

The utility of this arrow notation is evidently limited. For example, suppose that \( \mathbb{M} \) has a composition factor \( I \) appearing as a submodule with multiplicity 2: \( I \overset{\phi}{\subset} \mathbb{M} \) and \( I \overset{\psi}{\subset} \mathbb{M} \). Then, it has an infinite number of submodules isomorphic to \( I \), corresponding to linear combinations of \( \ell_1 \) and \( \ell_2 \) (modulo rescalings). An arrow indicating a submodule \( \mathbb{L} \subset \mathbb{M} \) that is isomorphic to a non-trivial extension in \( \text{Ext}(I', I) \) will then also require a label to identify which linear combination of \( \ell_1 \) and \( \ell_2 \) describes the submodule \( I \subset \mathbb{L} \). The labelling of the arrows can therefore be unpleasantly complicated in general. However, this issue also turns out not to be a problem for the indecomposable modules of \( \mathbb{T} \mathbb{L} \) or \( \mathbb{d} \mathbb{T} \mathbb{L} \), so we will always decorate our diagrams with arrows in order to maximise the information conveyed.

\(^{11}\) We recall that a subquotient of a module \( \mathbb{M} \) is a submodule of a quotient of \( \mathbb{M} \) or, equivalently, a quotient of a submodule of \( \mathbb{M} \).
We will refer to these structure graphs as **Loewy diagrams**. For the reasons already mentioned, the Loewy diagrams defined by mathematicians tend not to have arrows; instead, the composition factors are arranged in horizontal layers that have structural meaning. For precision, one introduces the *radical* \( \text{rad} \) and the *socle* \( \text{soc} \) of a module \( M \) as the intersection of its maximal proper submodules and the sum of its simple submodules, respectively\(^{12}\). The *head* \( \text{hd} \) of \( M \) is then the quotient by the radical: \( \text{hd} \ M = M/\text{rad} M \). Just as \( \text{soc} \) \( M \) is the (unique) maximal semisimple submodule of \( M \), \( \text{hd} \) \( M \) is the (unique) maximal semisimple quotient of \( M \).

Radicals and socles lead to important examples of filtrations. Given a module \( M \), define its **radical series** and **socle series** to be the following strictly descending and strictly ascending chains of submodules:

\[
M = \text{rad}^0M \supset \text{rad}^1M \supset \text{rad}^2M \supset \cdots \supset \text{rad}^{n-1}M \supset \text{rad}^nM = 0, \\
0 = \text{soc}^0M \subset \text{soc}^1M \subset \text{soc}^2M \subset \cdots \subset \text{soc}^{n-1}M \subset \text{soc}^nM = M.
\]

(2.46)

Here, \( \text{rad}^jM \) and \( \text{soc}^jM \) are defined recursively, for \( j \geq 1 \), to be \( \text{rad}(\text{rad}^{j-1}M) \) and the unique submodule satisfying \( \text{soc}^jM/\text{soc}^{j-1}M = \text{soc}(M/\text{soc}^{j-1}M) \), respectively. Note that both chains contain the same number \( n \) of non-zero submodules (this number is called the *Loewy length* of the module \( M \)) and that the successive quotients \( \text{rad}^jM/\text{rad}^{j+1}M \) and \( \text{soc}^jM/\text{soc}^{j-1}M \) are maximal semisimple.

For \( A = TL \) or \( dTL \), the radical and socle series of any given \( A \)-module coincide: \( \text{rad}^jM = \text{soc}^{n-j}M \). We may therefore draw the Loewy diagram so that its composition factors are partitioned (uniquely) into horizontal layers according to the following convention: the \( j \)th layer (counting from bottom to top) indicates the composition factors that appear in the maximal semisimple quotient \( \text{soc}^jM/\text{soc}^{j-1}M = \text{rad}^{n-j}/\text{rad}^{n-j+1}M \). In addition to arranging our composition factors thusly, we shall also use arrows as a means of indicating further refinements to the substructure. It moreover proves convenient to arrange the composition factors so that their indices increase from left to right, as in the non-critical orbits of section 2.1.

As an example of the ‘annotated’ Loewy diagrams that we shall use, we present the diagrams for the standard modules:

\[
S_k \quad \text{(k critical)} \quad I_k \quad \text{(k non-critical)} \quad I_k^+.
\]

(2.47)

The left diagram obviously reflects the fact that critical standard modules are irreducible; the arrow in the right diagram means that the action of \( A \) can map any element of \( S_k \) associated with the composition factor \( I_k \) to an element of the factor \( I_k^+ \), but not vice versa. The factor \( I_k^+ \) is then a submodule of \( S_k \) and the factor \( I_k \) represents the quotient \( S_k/I_k^+ \), as in the exact sequence (2.2). Note that we are employing the convention that modules with \( k \notin \Lambda \) are zero: when \( k = k_0 \), the diagram on the right degenerates to that of the left because \( I_k^+ = 0 \). In the language introduced above, the standard modules \( S_k \), with \( k \) non-critical and \( k \neq k_R \), have \( \text{soc} S_k = \text{rad} S_k = R_k \cong I_k^+ \) and \( \text{hd} S_k \cong I_k \).

The short exact sequence (2.28) then gives the Loewy diagrams of the costandard modules:

\[
C_k \quad \text{(k critical)} \quad I_k \quad \text{(k non-critical)} \quad I_k^+.
\]

(2.48)

\(^{12}\) For the algebras \( TL \) and \( dTL \), this notion of radical generalises that which was introduced in section 2.1 for the standard modules \( S_k \).
This illustrates the general rule that the Loewy diagram for $M'$ is obtained from that of $M$ by reversing all arrows and flipping the diagram upside-down. In principle, one should also replace each composition factor by its dual as well, but for $\mathcal{A} = \text{TL}$ and $\text{dTL}$, every irreducible is self-dual (proposition 2.11). Moreover, because duality is an exact contravariant functor (proposition 2.13), it exchanges a module’s radical and socle series. In particular, it swaps the socle with the head: $\text{soc}(M') \cong \text{hd} M$.

The Loewy diagrams for the projective modules are also easily constructed. The following cases are easy:

\[
\begin{align*}
\text{(k critical)}: & \quad P_k \xrightarrow{\ell_k} P_k \xrightarrow{\ell_k} \quad (k \text{ non-critical with } k = k_L): & \quad l_k \xrightarrow{\ell_k} l_k \\
\end{align*}
\]

The diagram for $k$ non-critical and larger than $k_L$ follows from the exact sequence (2.3) and its dual (2.30), recalling that these projectives are self-dual (proposition 2.14). The submodules and quotients from these exact sequences lead to the following Loewy diagram:

\[
\begin{align*}
\text{(k non-critical with } k > k_L): & \quad l_k \xrightarrow{\ell_k} l_k \xrightarrow{\ell_k} \quad (A = \text{TL}, \beta = 0): & \quad l_2 \xrightarrow{\ell_2} l_{2,2} \\
\end{align*}
\]

There is no arrow between the two $l_k$ factors because such a self-extension would be a direct sum: $\text{Ext}(l_k, l_k) = 0$ (the single exception for $\text{TL}_2$, $\beta = 0$ and $k = 2$ is not relevant here as $P_{2,2}$ has only two composition factors) and any arrows between the $l_k$ are likewise ruled out by extension groups. More fundamentally, such an arrow would contradict the fact that $P_k$ has submodules isomorphic to $S_k$ and $C_k$. For example, an arrow from $l_k^-$ to $l_k^+$ in (2.49b) would mean that the submodule generated by the $l_k^-$ factor is not isomorphic to $S_k$.

We mention the degenerate case $k = k_R$, for which $l_k = 0$. This factor and its incident arrows are therefore removed from the Loewy diagram (2.49b) to obtain that of $P_{k_R}$. A different degeneration occurs when $\mathcal{A} = \text{TL}$, with $n$ even and $\beta = 0$, as then $l_k^- = 0$ for $k = 2$. Moreover, both degenerations occur simultaneously if, in addition, $n = 2$. For completeness, we draw the Loewy diagrams for each of these cases:

\[
\begin{align*}
\text{(k non-critical with } k = k_R \text{ and } n \neq 2): & \quad P_k \xrightarrow{\ell_k} P_k \xrightarrow{\ell_k} \quad \text{(n even, } A = \text{TL, } \beta = 0): & \quad P_{2,2} \xrightarrow{\ell_{2,2}} l_{2,2} \\
\end{align*}
\]

It may be useful to translate the Loewy diagrams (2.49b) and (2.49c) of the $P_k$, with $k$ non-critical and $k \neq k_L$, into the language of radicals and socles. The Loewy length of these modules is 3 (except for $P_{2,2}$, for $\mathcal{A} = \text{TL}$ and $\beta = 0$). The (unique) Loewy series for $P_k$ takes the form

\[
0 \subset l_k \subset V_k^- \subset P_k,
\]

where $l_k$ is (isomorphic to) the socle of $P_k$ and the, as yet undescribed, module $V_k^-$ is its radical\textsuperscript{13}. The semisimple quotient $V_k/l_k = \text{rad} P_k/\text{rad} P_k = \text{soc}^2 P_k/\text{soc} P_k$ is (isomorphic to) $l_k^- \oplus l_k^+$. Finally, the head is also (isomorphic to) $l_k$, consistent with the self-duality of $P_k$.

We summarise this as follows:

\textsuperscript{13}The module $V_k^-$ will be studied in section 3.3 where the reason for the chosen notation will become apparent.
We close this section by describing a suggestive use for Loewy diagrams: they help in determining the structure of non-trivial extensions. In section 2.5, we observed that proposition 2.18 predicted the existence of indecomposable modules with three and four composition factors. For example, the extension groups $\text{Ext}(S_k, I_k^{-})$, $\text{Ext}(I_k^{+}, S_k^{-})$ and $\text{Ext}(S_k^{+}, S_k^{-})$ are each isomorphic to $\mathbb{C}$. We use dashed arrows in these drawings to indicate the extension itself; solid arrows describing the submodule and quotient:

We shall prove in section 3.4 that the Loewy diagrams of these extensions are obtained from these diagrams by replacing the dashed arrows with solid ones. Moreover, representatives for the non-trivial isomorphism classes of the first two $\text{Ext}$-groups will be constructed, in section 3.3, as subquotients of the principal indecomposables, as their Loewy diagrams suggest. In contrast, the third Loewy diagram is new, indicating that there are more indecomposables to be discovered beyond the subquotients of the projectives and injectives.

3. A complete set of indecomposable modules

This section constructs a complete set of classes of indecomposable modules for $\text{TL}_n$ and $\text{dTL}_n$, up to isomorphism, using relatively elementary theory. Section 5 obtains the same set using a more advanced tool, namely Auslander–Reiten theory. There, the main results of this theory will be reviewed (without proof) and then applied to $\text{TL}_n$ and $\text{dTL}_n$. It will turn out that both of these algebras are representation-finite, meaning that their inequivalent indecomposable (finite-dimensional) modules are finite in number.

Here, we pick up from the observation that closed section 2.5. The table of extension groups of proposition 2.18 proves the existence of non-trivial extensions with three and four composition factors that, by lemma 2.21, are indecomposable. Our first step will exploit this observation further. It will define, recursively, a family of indecomposable modules, the existence of the next member being granted by a non-trivial extension group involving the present one. The second step will reveal the structure of these modules which we will summarise by computing their socles, radicals and heads. This information suffices to draw their Loewy diagrams. The third step uses this information to construct projective and injective presentations of the new indecomposables. These presentations allow us to compute their extension groups with irreducible modules in the fourth step. Lemma 2.20 tells us that these groups will detect if any further extensions are possible. The fifth and last step will prove that the modules introduced in the first step form, together with the projective and critical standard modules, a complete set of inequivalent indecomposable modules.
3.1. The modules $B_{n,k}^j$ and $T_{n,k}^j$

Let $k \in \Lambda_0$ be non-critical and define $B_k^0 \equiv I_k$. We state the obvious fact that this module is irreducible, hence indecomposable, with a single composition factor $I_k$. From $B_k^0$, we construct recursively a family of indecomposable modules $B_k^j$, $j = 0, 1, \ldots$, as follows (the range of $j$ will be clarified below). The $j$th step constructs the module $B_k^j$ which has $2j + 1$ composition factors $I_k, I_{k+1}, I_{k+2}, \ldots, I_{k+2j}$. The following step of the recursion then shows that the extension group $\text{Ext}(S_{kj+1}, B_k^j)$ is isomorphic to $C$ and we name the non-trivial extension $B_k^{j(j+1)}$

Note that the first step of this recursive definition follows easily from proposition 2.18. Indeed, it shows that the extension group $\text{Ext}(S_{k+1}, B_k^0) = \text{Ext}(S_k, I_k)$ is $C$, and hence that the short exact sequence $0 \to I_k \to B_k^0 \to S_k \to 0$ completely characterises the non-trivial extension $B_k^1$ up to isomorphism. Moreover, since the composition factors of $I_k$ and $S_k$ are distinct, lemma 2.21 proves that $B_k^1$ is indecomposable. Finally, its composition factors are clearly $I_k, I_{k+1}$ and $I_{k+2}$, as required.

Suppose then that the $j$th recursive step has been completed, so that there exists an indecomposable module $B_k^j$ with composition factors $I_k, I_{k+1}, \ldots, I_{k+2j}$ and a non-split short exact sequence

$$0 \to B_k^{j(j-1)} \to B_k^j \to S_{k(j-1)} \to 0.$$  \hspace{1cm} (3.1)

Our goal is to compute $\text{Ext}(S_{k(j-1)}, B_k^j)$. To do this, we first show that $\text{Hom}(S_{k(j-1)}, B_k^j) \cong C$. This follows from the Hom–Ext long exact sequence (2.32a), derived from (3.1):

$$0 \to \text{Hom}(S_{k(j-1)}, B_k^{j(j-1)}) \to \text{Hom}(S_{k(j-1)}, B_k^j) \to \text{Hom}(S_{k(j-1)}, S_{k(j-1)}) \to \text{Ext}(S_{k(j-1)}, B_k^{j(j-1)}) \to \cdots.$$  \hspace{1cm} (3.2)

Indeed, $S_{k(j-1)}$ and $B_k^{j(j-1)}$ have no common composition factor, hence their Hom-group is zero, and their Ext-group is also zero because their composition factors are sufficiently separated (see lemma 2.20(i)). As $\text{Hom}(S_{k(j-1)}, S_{k(j-1)}) \cong C$, by proposition 2.17, we obtain $\text{Hom}(S_{k(j-1)}, B_k^j) \cong C$, as claimed.

The desired Ext-group is now computed from the exact sequence

$$0 = \text{Hom}(P_{k(j-1)}, B_k^j) \to \text{Hom}(S_{k(j-1)}, B_k^j) \to \text{Ext}(S_{k(j-1)}, B_k^j) \to \text{Ext}(P_{k(j-1)}, B_k^j) = 0.$$  \hspace{1cm} (3.3)

This follows from the Hom–Ext sequence (2.32b), based on (2.3), by noting that the first Hom-group is zero, because $P_{k(j-1)}$ is not a composition factor of $B_k^{j(j-1)}$, and that the last Ext-group is zero because $P_{k(j-1)}$ is projective. It follows that $\text{Ext}(S_{k(j-1)}, B_k^j) \cong \text{Hom}(S_{k(j-1)}, B_k^j) \cong C$. This result leads to the definition of $B_k^{j(j+1)}$ as any representative of the corresponding non-trivial extension. Its composition factors are clearly $I_k, I_{k+1}, \ldots, I_{k+2j}, I_{k+2j+1}, I_{k+2j+2}$. Indecomposability follows from lemma 2.21 as usual, hence the $(j+1)$th step of the recursion is complete.

We remark that this recursion may be continued as long as there are integers larger than $k^{j+1}$ in the (non-critical) orbit of $k$, that is, as long as $k^{j+1} \in \Lambda$. In the case where $k^{j+1} = k$, the above computation remains valid, but we shall denote the resulting module by $B_k^{j+1}$ to underline the fact that it only contains $2j + 2$ composition factors, instead of the $2j + 3$ factors possessed by the other $B_k^{j(j+1)}$.

A similar recursive construction can be used to construct a second family of modules $B_k^j$, $j = 0, 1, \ldots$, starting now from $B_k^1 \equiv C_k$, for any non-critical $k$ in $\Lambda_0$ smaller than $k_R$. The module $B_k^{j+1}$ is then defined, if $k^{j+1} < k_R$, to be a non-trivial extension described by $\text{Ext}(C_k, B_k^{j+1}) \cong C$ (when $k \in \Lambda_0$ of course). The computation of this Ext-group is again done recursively, and now uses the sequence (2.30), and copies otherwise the previous
argument. Note that, in the first family, composition factors are added to the right of existing ones, but in this new family they are added to the left. The composition factors of \( B_k^{2j+1} \) are thus \( l_k, l_{k+1}, \ldots, l_{2j}, l_{2j+1} \) and are even in number. For this second family, the process stops whenever the index of the costandard module \( C_j \), that would be used to extend \( B_k^{2j-1} \), falls outside \( \Lambda_0 \). The constraints \( k < k_R \) for \( B_j^1 \) and \( k^{2j+1} < k_R \) for \( B_k^{2j+1} \) ensure that \( l_k \) is never a composition factor of an indecomposable module of this second family. Note that the first family contains modules \( B_k^{2j+1} \) with an even number of composition factors, but that they all have \( l_k \) as a composition factor. In this way, these constructions never produce modules with the same labels using different means: the notation \( B_k^i \) is well defined.

Finally, the duals of the modules that we have constructed above will be denoted by \( T_k^i \equiv (B_k^i)^{\vee} \). As duality is exact contravariant (proposition 2.13), this is equivalent to dualising the above inductive definitions: \( T_k^{2j} \) is realised through the non-trivial extensions of \( \text{Ext}(T_k^{2(j-1)}, C_{k-1}) \) and \( T_k^{2j+1} \) through those of \( \text{Ext}(T_k^{2j-1}, S_k) \).

**Proposition 3.1.** Given the recursive constructions above, the \( B_k^i \) and \( T_k^i \) are indecomposable and appear in the following non-split exact sequences:

\[
\begin{align*}
0 \rightarrow B_k^{2(j-1)} & \rightarrow B_k^{2j} \rightarrow S_{k-1} \rightarrow 0, & \quad 0 \rightarrow C_{k-1} \rightarrow T_k^{2j} \rightarrow T_k^{2j-1} \rightarrow 0, \quad (3.4a) \\
0 \rightarrow B_k^{2j-1} & \rightarrow B_k^{2j+1} \rightarrow C_{k} \rightarrow 0, & \quad 0 \rightarrow S_{k} \rightarrow T_k^{2j+1} \rightarrow T_k^{2j-1} \rightarrow 0 \quad (k^{2j+1} \neq k_R). \quad (3.4b)
\end{align*}
\]

Moreover, the non-split exact sequences for \( B_k^{2j+1} \) and \( T_k^{2j+1} \), when \( k^{2j+1} = k_R \) are instead

\[
\begin{align*}
0 \rightarrow B_k^{2j} & \rightarrow B_k^{2j+1} \rightarrow I_{k+1} \rightarrow 0, & \quad 0 \rightarrow I_{k+1} \rightarrow T_k^{2j+1} \rightarrow T_k^{2j} \rightarrow 0 \quad (k^{2j+1} = k_R). \quad (3.4c)
\end{align*}
\]

The \( B_k^i \) and \( T_k^i \) have \( l + 1 \) composition factors, namely \( l_k, l_{k+1}, \ldots, l_c \), and they represent mutually non-isomorphic classes of indecomposable modules, except for \( B_k^l = T_k^l = I_k \).

**Proof.** Only the last statement remains to be proved. The indices of the composition factors of the \( B_k^i \) and the \( T_k^i \) are consecutive integers, from \( k \) to \( k' \), in the non-critical orbit \([k]\). If two of these modules have the same indices, then they must have the same values of \( k \) and \( l \). Thus, only \( B_k^i \) and \( T_k^i \) could be isomorphic. For \( l > 0 \), \( B_k^i \) and \( T_k^i \) are both reducible but indecomposable, so they do not coincide with their socles. Let us first study the case with \( l \) even. Because \( B_k^0 \simeq I_k \) and \( B_k^{2(j-1)} \subset B_k^{2j} \), it follows that \( I_k \) is in the socle of \( B_k^{2j} \). Since \( T_k^{2j} = (B_k^{2j})^{\vee} \), \( I_k \) is in its head (section 2.6). Thus, \( B_k^{2j} \) and \( T_k^{2j} \) cannot be isomorphic for \( j > 0 \). The same argument also takes care of the pair \( B_k^{2j+1} \) and \( T_k^{2j+1} \) when \( k^{2j+1} = k_R \). Finally, the argument for \( l \) odd copies the previous one, but uses the irreducible \( l_{i+1} \) that is in the head of \( B_k^{2j+1} \) but in the socle of \( T_k^{2j+1} \).

3.2. Their Loewy diagrams

This section clarifies the structure of the new modules \( B_k^i \) and \( T_k^i \) by identifying their socles, radicals and heads (see section 2.6). The Loewy diagrams for the \( B_k^i \) and \( T_k^i \) are easily drawn from these data. Moreover, their injective hulls and projective covers will be obtained as immediate consequences of proposition 2.16.
Proposition 3.2. The modules $B^i_k$ and $T^i_k$, for $i \geq 1$, all have Loewy length 2. The head, socle and radical of each are given in the following table:

|       | $B^{2j}_k$ | $B^{2j+1}_k$ | $T^{2j}_k$ | $T^{2j+1}_k$ |
|-------|------------|--------------|------------|--------------|
| **hd** M | $\bigoplus_{i=0}^{j-1} l^{2j+i}_k$ | $\bigoplus_{i=0}^{j} l^{2j+i}_k$ | $\bigoplus_{i=0}^{j} l^{2j+i}_k$ | $\bigoplus_{i=0}^{j} l^{2j+i}_k$ |
| **soc M = rad M** | $\bigoplus_{i=0}^{j-1} l^{2j}_{k}$ | $\bigoplus_{i=0}^{j} l^{2j}_{k}$ | $\bigoplus_{i=0}^{j-1} l^{2j+1}_{k}$ | $\bigoplus_{i=0}^{j} l^{2j+1}_{k}$ |

Of course, $B^0_k \cong T^0_k \cong l_k$, hence in this case, the radical is 0 and the socle and the head are $l_k$.

Note that this table is consistent with the general result $\text{soc } M \cong \text{hd } M^\vee$.

Before giving a proof, we use the proposition to draw the Loewy diagrams of the $B^i_k$ and $T^i_k$, with $i > 0$, thus revealing their ‘zigzag’ structure:

To lighten the notation, we have replaced the composition factors $l_k$ by dots, labelling (some of) them by the corresponding index $k'$ (the missing labels should be clear). As before, the socle forms the bottom row and it is circled by a solid line, while the head forms the top row and is circled by a dotted line. There can only be arrows from the head to the socle between neighbouring composition factors as the extension groups $\text{Ext}(l_k, l_{k'})$ (proposition 2.18) forbid other possibilities. Finally, none of the arrows indicated in these diagrams may be omitted as the result would indicate a decomposable module. We remark that the notation $B^i_k$ ($T^i_k$) was chosen as a reminder that the composition factor $l_k$ appears in the bottom (top) layer of the Loewy diagram. The composition factor with the highest index is $l_{2j}$.

Proof of proposition 3.2. We provide details for the first family of modules $B^2_k$, those for the second family $B^{2j+1}_k$ being similar and the results for the $T^i_k$ then being obtained by duality.

The socle of $B^2_k$ is obtained by induction on $j$. For $j = 0$, we have $B^0_0 \cong l_k$ hence $\text{soc } B^2_0 = l_k$ as required. For general $j$, we begin with the short exact sequence

$$0 \to B^{2j}(j-1)_k \to B^{2j}_k \xrightarrow{\pi} S^{2j-1}_{2j} \to 0.$$  

Since the image of a semisimple module is semisimple, $\iota(\text{soc } B^{2j}(j-1)_k) \subseteq \text{soc } B^{2j}_k$ and so the latter must contain the composition factors $l_k, l_{k+1}, \ldots, l_{2j(j-1)}$. Moreover, $L \subseteq M$ implies that $\text{soc } L = L \cap \text{soc } M$, so $\text{soc } B^{2j}_k$ cannot contain any of the composition factors $l_k, l_{k+1}, \ldots, l_{2j-1}$. If $l_{2j-1}$ were in $\text{soc } B^{2j}_k$, then $\pi$ would map it into $\text{soc } S^{2j-1} \cong l_{2j}$, and hence $l_{2j-1}$ would be in $\ker \pi = \text{im } i$. This contradicts the fact that $B^{2j}(j-1)_k$ does not contain $l_{2j-1}$ as a composition factor, so it follows that $l_{2j-1}$ is not in $\text{soc } B^{2j}_k$. Suppose, finally, that $l_{2j}$ is not in $\text{soc } B^{2j}_k$. Then, we would have

$$\text{soc } B^{2j}_k \cong \text{soc } B^{2j}(j-1)_k \cong l_k \oplus l_{k+1} \oplus \cdots \oplus l_{2j(j-1)}.$$  


As the injective hull of a module coincides with that of its socle, that of $B^j_k$ would now be $J_k \oplus J_{k+1} \oplus \cdots \oplus J_{k+j-1}$. But, this hull does not have $I_{2j}$ as a composition factor, whereas $B^j_k$ does—another contradiction. We therefore conclude that the socle of $B^j_k$ is $I_k \oplus I_{k+1} \oplus \cdots \oplus I_{k+2i}$, as required.

We now prove that the radical and socle of $B^j_k$ coincide, for $j > 0$, a consequence of this being that the head is the direct sum of the composition factors that are not in the socle: $hd B^j_k \cong I_{k+1} \oplus \cdots \oplus I_{k+2i}$. The proof will follow immediately upon constructing an injection

$$\frac{B^j_k}{soc B^j_k} \rightarrow \frac{rad J[B^j_k]}{soc J[B^j_k]}$$

where $J[B^j_k] \cong J_k \oplus J_{k+1} \oplus \cdots \oplus J_{k+2i}$ denotes the injective hull of $B^j_k$. To see why, recall from proposition 2.16 that the injective modules all have Loewy lengths at most 3. The quotient $rad J[B^j_k]/soc J[B^j_k]$ therefore has a Loewy length of, at most, 1, meaning that it is semisimple. The injection (3.8) will therefore establish that $B^j_k/soc B^j_k$ is semisimple, and hence that $B^j_k$ has a Loewy length of 2 (it does not coincide with its socle, for $j > 0$), so its radical equals its socle.

It remains to construct the injection (3.8). Suppose first that $k \neq k_i$. Then, $J_{k+i} \cong P_{k+i}$ has two composition factors isomorphic to $I_{k+i}$, one contributing to the socle and the other to the head. As $B^j_k$ has a single composition factor isomorphic to $I_{k+i}$, for each $0 \leq i \leq j$, any morphism $f: B^j_k \rightarrow J[B^j_k] \cong J_k \oplus J_{k+1} \oplus \cdots \oplus J_{k+2i}$ will send this composition factor to that of the socle of $J_{k+i}$ (or to zero). Indeed, this composition factor belongs to the socle of $B^j_k$, so it follows that $soc B^j_k$ is mapped into $soc J[B^j_k]$. Moreover, the image of $f$ thus never includes the composition factors corresponding to the heads of the $J_{k+i}$, and hence it will lie in $rad J[B^j_k]$. This shows that any $f: B^j_k \rightarrow J[B^j_k]$ will induce a map as in (3.8). To find an injective map and complete the proof, it suffices to take $f$ injective (which is always possible by the definition of injective hulls) because then $f$ maps $soc B^j_k$ onto $soc J[B^j_k]$.

If $k = k_i$, the injective $J_k$ is isomorphic to $C_k$ whose Loewy length is 2. In this case, the argument goes through if $rad J[B^j_k] \cong rad(J_k \oplus J_{k+1} \oplus \cdots \oplus J_{k+i})$ is replaced throughout by $J_k \oplus rad(J_{k+1} \oplus \cdots \oplus J_{k+i})$.

As the projective cover $P[M]$ (injective hull $J[M]$) of a module $M$ is isomorphic to that of its head (socle), proposition 3.2 immediately identifies these data for the $B^j_k$ and $T^j_k$.

**Corollary 3.3.** The projective covers and injective hulls of the $B^j_k$ and $T^j_k$, with $l > 0$, are as follows:

| $M$ | $B^j_k$ | $B^{j+1}_k$ | $T^{j+1}_k$ | $T^{j+1}_k$ |
|---|---|---|---|---|
| $P[M]$ | $\bigoplus_{i=0}^{j-1} P_{k+i}$ | $\bigoplus_{i=0}^j P_{k+i}$ | $\bigoplus_{i=0}^j P_{k+i}$ | $\bigoplus_{i=0}^j P_{k+i}$ |
| $J[M]$ | $\bigoplus_{i=0}^j J_{k+i}$ | $\bigoplus_{i=0}^j J_{k+i}$ | $\bigoplus_{i=0}^{j-1} J_{k+i}$ | $\bigoplus_{i=0}^j J_{k+i}$ |
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As $B_k^0 \cong T_k^0 \cong I_k$ the projective covers and injective hulls, when $l = 0$, are $P_k$ and $J_k$, respectively.

We remark that, as in section 2.3, we are again neglecting to specify the surjective (injective) morphisms that complete the description of these projective covers (injective hulls). However, it is easy to check that these morphisms are unique, up to a scaling factor for each projective (injective) indecomposable appearing in the cover (hull).

### 3.3. Their projective and injective presentations

This section establishes projective and injective presentations of the $B_k^l$ and $T_k^l$. More precisely, we determine the kernel (cokernel) of the projection (inclusion) from each of these modules to its projective cover (injective hull). This will require precise relations between these families and the indecomposable projectives and injectives. Define then, for each non-critical $k \neq k_L, k_R$, the $A$-modules $A_k^-$ and $V_k^-$ to be $P_k / \soc P_k$ and $\rad P_k$, respectively.

These definitions immediately yield the following short exact sequences

$0 \rightarrow I_k \rightarrow P_k \rightarrow A_k^- \rightarrow 0, \quad 0 \rightarrow V_k^- \rightarrow P_k \rightarrow I_k \rightarrow 0,$

(3.9)

because $\soc P_k \cong P_k / \rad P_k \cong I_k$ for all non-critical $k$ with $k \neq k_L$.

**Lemma 3.4.** For $k \neq k_L, k_R$, we have the following non-split short exact sequences:

$0 \rightarrow I_k^- \rightarrow A_k^- \rightarrow S_k^- \rightarrow 0, \quad 0 \rightarrow S_k^- \rightarrow V_k^- \rightarrow I_k^- \rightarrow 0,$

(3.10a)

$0 \rightarrow I_k^+ \rightarrow A_k^- \rightarrow C_k^- \rightarrow 0, \quad 0 \rightarrow C_k^- \rightarrow V_k^- \rightarrow I_k^- \rightarrow 0.$

(3.10b)

In particular, we have the identifications $A_k^- \cong B_k^2$ and $V_k^- \cong T_k^2$.

**Proof.** We first prove that the sequence

$0 \rightarrow I_k^- \rightarrow A_k^- \rightarrow S_k^- \rightarrow 0$  \hspace{1cm} (3.11)

is exact. The top row of the diagram

\[
\begin{array}{ccccccccc}
0 & \rightarrow & I_k & \rightarrow & S_k & \rightarrow & I_k^- & \rightarrow & 0 \\
& & \downarrow \text{id} & & \downarrow i & & \downarrow \phi & & \\
& & 0 & \rightarrow & P_k & \rightarrow & A_k^- & \rightarrow & 0
\end{array}
\]

(3.12)

is the exact sequence (2.2). Let $i$ denote the inclusion of (2.3), so that $\bar{i} \equiv i$ is injective. The left square thus commutes and we may choose $\bar{\pi}$ so that the bottom row is exact, because of $\Hom(I_k, P_k) \cong \mathbb{C}$ (proposition 2.17) and equation (3.9). Because $\bar{\pi}i = \bar{\pi}i = 0$, one may now define $\bar{\phi}$ so that the right square commutes. The snake lemma then gives

$\ker i = 0 \rightarrow \ker \phi \rightarrow \coker \text{id} = 0 \rightarrow \coker i = S_k \rightarrow \coker \phi \rightarrow 0,$

(3.13)

and hence $\ker \phi \cong 0$ and $\coker \phi \cong S_k$, which settles the exactness of (3.11).
We next show that (3.11) does not split. If it did, then there would exist \( \bar{\phi} : A_k \to l_k \) such that \( \bar{\phi}\bar{\phi} = \text{id} \) on \( l_k \). But then \( \bar{\phi}\bar{\pi} \) cannot be zero (both are surjective), contradicting \( \text{Hom}(\mathcal{P}_k, l_k) = 0 \) (proposition 2.17). As non-split extensions of \( S_k \) by \( l_k \) are unique up to isomorphism (proposition 2.18), it follows from the definitions in section 3.1 that \( A_k \cong B_k^2 \).

The method is easily adapted to prove the remaining short exact sequences. The only conceptual difference for the two in (3.10b) is that we use the duals of (2.2) and (2.3), remembering that duality is exact contravariant (proposition 2.13), and that the dual of the first sequence becomes the bottom row of the diagram rather than the top.

Before stating the main result of this section, proposition 3.6, we need another lemma. It indicates that the two recursively defined families, the \( B_k^2 \) and \( B_k^{2+1} \), are intimately related by proving the exactness of two sequences. The first sequence shows that the first family may be constructed recursively by extending a costandard module (as in the definition given for the second family in section 3.1). The second sequence then shows that the first family may be constructed by extending members of the second family by an irreducible.

**Lemma 3.5.** For \( j \geq 1 \) such that \( k^{2j} \in \Lambda \), the following short sequences are exact:

\[
0 \to B_k^{2(j-1)} \to B_k^{2j} \to C_k \to 0 \quad \text{and} \quad 0 \to l_k \to B_k^{2j} \to B_k^{2j-1} \to 0.
\]

(3.14)

**Proof.** We consider the exactness of the first of the two sequences, proceeding by induction on \( j \). The first sequence of (3.10b) establishes the case \( j = 1 \). Assume then the exactness for \( j \) and suppose that \( k^{2(j+1)} \in \Lambda \). In the diagram

\[
\begin{array}{ccccccc}
0 & \to & B_k^{2(j-1)} & \to & B_k^{2j} & \to & C_k & \to & 0 \\
\text{id} & \downarrow & \gamma & & \bar{\gamma} & & \delta & & \delta^* \\
0 & \to & B_k^{2(j-1)} & \to & B_k^{2(j+1)} & \to & \text{coker} \beta & \to & 0,
\end{array}
\]

(3.15)

the first row is thus assumed exact. We moreover define \( \beta = \alpha \gamma \), so that the left square commutes, and then \( \bar{\beta}\), so that the second row is exact. Finally, the second column is exact by the definition (3.4) of \( B_k^{2(j+1)} \). This setup guarantees that there exists a morphism \( \delta \) making the right square commute. The snake lemma then gives \( \ker \delta = 0 \) and \( \text{coker} \delta \cong S_{2(j+1)} \), proving that \( 0 \to C_k \to \text{coker} \beta \to S_{2(j+1)} \to 0 \) is exact. Since \( \text{Ext}(S_{2(j+1)}, C_k) = 0 \) (proposition 2.18), this sequence splits and there exists a surjection \( \delta^* : \text{coker} \beta \to C_k \) such that \( \delta^* \delta \) is the identity on \( C_k \).
Consider now the diagram
\[
\begin{array}{c}
0 \rightarrow B^2_{k+1} \xrightarrow{\gamma} B^2_k \xrightarrow{\varphi} C_k \rightarrow 0 \\
0 \rightarrow \ker f \rightarrow B^2_{k+1} \xrightarrow{f} C_k \rightarrow 0
\end{array}
\]
(3.16)
in which \( f = \delta^* \beta \). Both rows are thus exact and the right square commutes: \( f \alpha = \delta^* \beta \alpha = \delta^* \beta \gamma = \gamma \). It now follows from \( f \alpha \gamma = \gamma \gamma = 0 \) that there is a morphism \( \delta \) making the left square commute. The snake lemma then gives the exactness of \( 0 \rightarrow B^2_{k+1} \rightarrow \ker f \rightarrow S^2_{k+1} \rightarrow 0 \), as before. Lemma 2.21 and \( \text{Ext}(S^2_{k+1}, B^2_{k}) = \mathbb{C} \) (section 3.1) now imply that there are only two possibilities: either this sequence is non-split, in which case it gives \( \ker f \cong B^2_{k+1} \), by the definition of the latter, or it splits and \( \ker f \cong B^2_{k+1} \oplus S^2_{k+1} \). However, if \( \ker f \cong B^2_{k+1} \oplus S^2_{k+1} \), then \( S^2_{k+1} \) would be a submodule of \( \ker f \) and thus also of \( B^2_{k+1} \). It would then follow that \( B^2_{k+1} \) is the sum of two submodules, \( B^2_{k} \) and \( S^2_{k+1} \), whose intersection is zero, contradicting its indecomposability. We conclude that \( \ker f \cong B^2_{k+1} \), and hence that the second row of (3.16) is the desired exact sequence.

The proof of the exactness of the second sequence proceeds in a similar inductive fashion. As the two sequences of (3.14) coincide for \( j = 1 \), the base case has already been established. Assuming the exactness for \( j - 1 \), we consider the following diagram, similar to (3.15):

\[
\begin{array}{c}
0 \rightarrow I^{2j}_{k+1} \xrightarrow{\gamma} B^2_{k+1} \xrightarrow{\varphi} B^{2j-3}_{k+3} \rightarrow 0 \\
0 \rightarrow I^{2j}_{k+1} \xrightarrow{\beta} B^2_{k} \xrightarrow{\gamma} \text{coker} \beta \rightarrow 0
\end{array}
\]
(3.17)
The first row is exact by assumption and the second column is the first sequence of (3.14) (whose exactness has just been proved). Since the left square commutes, there exists a morphism \( \delta \) that makes the right square commute. The snake lemma computes its kernel and cokernel which give the exact sequence \( 0 \rightarrow B^{2j-3}_{k+3} \rightarrow \text{coker} \beta \rightarrow C_k \rightarrow 0 \). This time, lemma 2.21 and \( \text{Ext}(C_k, B^{2j-3}_{k+3}) = \mathbb{C} \) (section 3.1) show that either coker \( \beta \cong B^{2j-1}_{k+3} \), by the definition of the latter, or coker \( \beta \) splits as \( C_k \oplus B^{2j-3}_{k+3} \). Now, coker \( \beta \) splitting would entail the existence of a non-zero morphism from \( C_k \) to coker \( \beta \). However, propositions 2.17 and 2.18 imply that the second row of (3.17) yields the following exact sequence:

\[
0 = \text{Hom}(C_k, I^{2j}_{k+1}) \rightarrow \text{Hom}(C_k, B^{2j}_{k}) \rightarrow \text{Hom}(C_k, \text{coker} \beta) \rightarrow \text{Ext}(C_k, I^{2j}_{k+1}) = 0.
\]
(3.18)
Thus, \( \text{Hom}(C_k, B_k^{2j}) \cong \text{Hom}(C_k, \text{coker } \beta) \) could not be \( 0 \). But, any non-zero map of \( \text{Hom}(C_k, B_k^{2j}) \) must be injective since \( \text{hd } C_k \cong I_{k_+} \) is not a submodule of \( B_k^{2j} \) (proposition 3.2). Thus, coker \( \beta \) splitting would imply that the indecomposable \( B_k^{2j} \) is the sum of two submodules, \( C_k \) and \( B_{k^{2j+1}}^{(j+1)} \), whose intersection is zero. This contradiction means that coker \( \beta \cong B_k^{2j-1} \), and hence that the second row of (3.17) is the desired exact sequence.

With these lemmas in hand, we now turn to projective (injective) presentations. More specifically, we compute the kernels (cokernels) of the projections (inclusions) that define the projective covers (injective hulls) of the modules \( B_k^j \) and \( T_k^j \). As usual, Loewy diagrams provide an intuitive description of the result to come.

The diagram on the left depicts the inclusion of \( B_k^j \) in its injective hull \( J[B_k^j] \), and the one on the right of \( T_k^j \). These injective hulls are direct sums of the indecomposable injectives \( J_{k_+} \), with indices increasing in steps of 2, each bringing (generically) four composition factors to the hull. Some are repeated, for example, the composition factor \( I_{k_+} \) has multiplicity 2 in both \( J[B_k^j] \) and \( J[T_k^j] \), and we indicate this above by drawing two dots close together. The images of the inclusion maps are depicted by dotted lines. Where it passes through a pair of ‘double dots’, this image will contain a proper subspace, equivalent to one dot, of the subspace represented by these dots. The cokernels of these inclusions are depicted by dashed lines with the same proviso regarding their passing through double dots. We note that the cokernel \( J[B_k^j]/B_k^j \) has the same composition factors as \( B_k^j \) and that \( J[T_k^j]/T_k^j \) has the same composition factors as \( T_k^j \).

**Proposition 3.6.** For \( k \in \Lambda_0 \) and \( k^j \in \Lambda \), let \( f_k^j \) and \( g_k^j \) denote the natural inclusions \( B_k^j \hookrightarrow J[B_k^j] \) and \( T_k^j \hookrightarrow J[T_k^j] \), respectively. With a few exceptions, the cokernels of these inclusions are

\[
\begin{align*}
\text{coker } f_k^{2j} & \cong B_k^{2(j+1)-\delta_k - \delta_{k_+}}, \\
\text{coker } f_k^{2j+1} & \cong B_k^{2(j+1)}, \\
\text{coker } g_k^{2j} & \cong T_k^{2(j+1)-1}, \\
\text{coker } g_k^{2j+1} & \cong T_k^{2(j+1)-1},
\end{align*}
\]

where \( \delta_k \equiv \delta_{k,k_+} \) and \( \delta_k \equiv \delta_{k,k_+} \). The exceptions occur for \( \mathcal{A} = TL \) with \( n \) even and \( \beta = 0 \), specifically

\[
\begin{align*}
\text{coker } f_2^{2j} & \cong T_2^{2j-1}, \\
\text{coker } f_2^{2j+1} & \cong T_2^{2j}.
\end{align*}
\]

**Proof.** We prove, by induction on \( j \), the result for coker \( f_k^{2j} \cong J[B_k^{2j}]/B_k^{2j} \), ignoring the exceptional cases at first. When \( j = 0 \), the goal is to identify the cokernel in

\[
0 \longrightarrow I_k \xrightarrow{f_k^0} J_k \longrightarrow \text{coker } f_k^0 \longrightarrow 0.
\]

If \( k = k_0 \), then \( J_k \cong C_k \) and coker \( f_k^0 \cong I_{k+} = B_k^{2j} \), by (2.28). If \( k_0 < k < k_+ \), then \( J_k \cong P_k \) and we obtain coker \( f_k^0 \cong B_k^{2j} \), from (3.9) and lemma 3.4. If \( k = k_+ \), then \( J_k \cong P_k \) again, but \( I_k \cong C_k \), thus (2.30) gives coker \( f_k^0 \cong C_{k_+} = B_k^{1j} \). Note that if \( k_0 = k = k_+ \), then \( B_k^{1j} = B_k^{1j} = 0 \) which
is the correct cokernel ($f_k^0$ is an isomorphism in this case). It is easy to check that the result in (3.20a) for coker $f_k^0$ unifies all of these cases. The exceptional case $A = TL$ with $n$ even and $\beta = 0$ uses, instead, the exact sequence (2.41) to conclude that coker $f_0^0 \simeq S_2 \simeq T_2^{1-\delta_2}$, if $n > 2$, and $I_2 \simeq T_2^0$, if $n = 2$ (see also the Loewy diagrams (2.49c)).

Suppose now that $j \geq 1$. The top row of the diagram

$$
\begin{array}{ccccccc}
0 & \rightarrow & B_k^{2(j-1)} & a & \rightarrow & B_k^{2j} & \rightarrow & S_{k^{j-1}} & \rightarrow & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \\
0 & \rightarrow & J[B_k^{2(j-1)}] & b & \rightarrow & J[B_k^{2j}] & \rightarrow & J_{k^{2j}} & \rightarrow & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \\
0 & \rightarrow & \text{coker } f_k^{2(j-1)} & c & \rightarrow & \text{coker } f_k^{2j} & \rightarrow & S_{k^{2j}} & \rightarrow & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \\
0 & & 0 & & 0 & & 0 & & \\
\end{array}
$$

(3.22)

is the exact sequence (3.4) defining $B_k^{2j}$, the two leftmost columns describe the inclusions of the appropriate $B_k^j$ into their injective hulls (the projections $h_k^j$ being chosen to make these columns exact), and the rightmost column is the exact sequence (2.3) (note that $k^{2j} \neq k_L$). Given coker $f_k^{2(j-1)}$, the goal is to identify coker $f_k^{2j}$.

Because $f_k^{2(j-1)}$ is injective, the injectivity of $J[B_k^{2j}]$ ensures that there exists $b$ making the top-left square of (3.22) commute. If $b$ were not injective, then it would annihilate some composition factor in soc $J[B_k^{2(j-1)}] \simeq$ soc $B_k^{2(j-1)}$. But then, $f_k^{2j}$ would annihilate this factor in $B_k^{2(j-1)}$, contradicting the injectivity of the latter morphism. Thus, $b$ is injective. Similarly, the injectivity of $f_k^{2j}$ and $J_{k^{2j}}$ ensures that there exists $\beta$ making the top-right square commute. If $\beta$ were not surjective, then it must annihilate the composition factor of soc $J[B_k^{2j}]$ that is isomorphic to hd $J_{k^{2j}} \cong I_{k^{2j}}$. As $\alpha$ does not annihilate this factor in $B_k^{2j}$, this is a contradiction, and hence $\beta$ is surjective. Finally, we conclude that the middle row of the diagram (3.22) is exact by comparing composition factors.

The snake lemma now gives the exactness of the bottom row by defining morphisms $c$ and $\gamma$ that make the bottom two squares commute. If the bottom row of the commutative diagram (3.22) does not split, then coker $f_k^{2j}$ will be a non-trivial extension of $S_{k^{2j}}$ by coker $f_k^{2(j-1)}$. By the induction hypothesis, this latter cokernel will be isomorphic to $B_k^{2(j-k^{2j})}$ (as $k^{2j} \neq k_L$), so the bottom row will give coker $f_k^{2j} = B_k^{2j-k^{2j}}$, by definition, the correction $-\delta_k$ being necessary when $k^{2j} = k_R$, hence $S_{k^{2j}} \cong I_{k^{2j}}$. It thus remains to prove that the bottom row of (3.22) does not split.

Suppose then that the bottom row does split, so that there exists an injection $\gamma^*: S_{k^{2j}} \rightarrow \text{coker } f_k^{2j}$ such that $\gamma \gamma^*$ is the identity on $S_{k^{2j}}$. Moreover, this splitting means that $\text{Hom}(J_{k^{2j}}, \text{coker } f_k^{2j}) \simeq \text{Hom}(J_{k^{2j}}, \text{coker } f_k^{2(j-1)}) \oplus \text{Hom}(J_{k^{2j}}, S_{k^{2j}}) \simeq \mathbb{C}$, (3.23)
by proposition 2.17 and the induction hypothesis (coker $f_k^{2(j-1)} \simeq B_k^{2(j-\delta_k)}$). Since the modules in the middle row are all injective, this row splits and there exists an injection $\beta^*: J_{2\mathbb{Z}} \to J[B_k^{2j}]$ such that $\beta^*$ is the identity on $J_{2\mathbb{Z}}$. If $h_k^{2j}$ were identically zero, then we would have $J_{2\mathbb{Z}} \cong \text{im } \beta^* \subseteq \ker h_k^{2j} = \text{im } f_k^{2j} \cong B_k^{2j}$. However, $J_{2\mathbb{Z}}$ has two composition factors isomorphic to $I_{2\mathbb{Z}}$, whereas $B_k^{2j}$ has but one—a contradiction. It follows that $h_k^{2j} \beta^* \neq 0$.

As $\gamma^* \pi \neq 0$, by the surjectivity of $\pi$, (3.23) shows that $\gamma^* \pi$ and $h_k^{2j} \beta^*$ are equal, up to some non-zero multiplicative constant. In particular, $h_k^{2j} \beta^* t = 0$, so in $(\beta^* t) \subseteq \text{im } f_k^{2j}$ and there exists a morphism $\alpha^*: S_{2\mathbb{Z}} \to B_k^{2j}$ such that $f_k^{2j} \alpha^* = \beta^* t$. But now, $t = \beta^* t = \beta_k^{2j} \alpha^* = \alpha \alpha^*$ and, since $t$ is injective, $\alpha \alpha^*$ is the identity on $S_{2\mathbb{Z}}$. The top row therefore splits, contradicting the indecomposability of $B_k^{2j}$. This contradiction shows that the bottom row is not split, completing the identification of coker $f_k^{2j}$.

This identification of coker $f_k^{2j}$ proceeds inductively until $k^{2j}$ approaches $k_R$. It is easy to check that the above argument requires no significant changes if $k^{2j} = k_R$; however, changes are required if $k^{2j-1} = k_R$. In the latter case, the recursive construction of section 3.1 produces $B_k^{2j-1}$ from $B_k^{2(j-1)}$ and so the first row of (3.22) has to be replaced by the defining exact sequence $0 \to B_k^{2(j-1)} \to B_k^{2j-1} \to I_{2\mathbb{Z}-1} \to 0$. Unfortunately, the first two injective hulls of the second row then become $J[B_k^{2(j-1)}]$ and $J[B_k^{2j-1}]$ which are isomorphic by corollary 3.3. We can still deduce that there exists an injection, and hence an isomorphism, $b$ making the top left square commute. However, to make the second row of (3.22) exact, we must replace $J_{2\mathbb{Z}}$ by 0. Applying the snake lemma to these replaced rows yields the morphism $c$ that makes the bottom left square commute and the short exact sequence $0 \to I_{2\mathbb{Z}-1} \to \text{coker } f_k^{2(j-1)} \to \text{coker } f_k^{2j-1} \to 0$. But, induction identifies coker $f_k^{2(j-1)}$ as $B_k^{2(j-\delta_k)}$. As this module has a unique submodule isomorphic to $I_{2\mathbb{Z}-1}$, comparing this exact sequence with the second of lemma 3.5 yields the desired conclusion: coker $f_k^{2j-1} \simeq B_k^{2j-\delta_k}$. [□]

Similar arguments and duality identify the other cokernels in (3.20). We remark that the proof for coker $f_k^{2j+1}$ is somewhat easier because the restriction put on $k$ in the definition of the remaining $B_k^{2j+1}$ avoids the technicalities that would arise should $k^{2j}$ approach $k_R$.

These cokernels give injective presentations for the $B_k^l$, for example, $0 \to B_k^{2j} \to J[B_k^{2j}] \to B_k^{2j+1-\delta_k} \to 0$. Analogous projective presentations now follow by taking duals.

**Proposition 3.7.** For $k \in \Lambda_0$ and $k' \in \Lambda$, let $p_k^j$ and $q_k^j$ denote the natural projections $P[B_k^j] \to B_k^j$ and $P[T_k^j] \to T_k^j$, respectively. With a few exceptions, the kernels of these projections are

\[
\begin{align*}
\ker p_k^{2j} &\simeq B_k^{2(j-1)}, & \ker q_k^{2j} &\simeq T_k^{2(j+1-\delta_k)-\delta_k^2}, \\
\ker p_k^{2j+1} &\simeq B_k^{2j+1-\delta_k^2}, & \ker q_k^{2j+1} &\simeq T_k^{2(j-\delta_k)+1},
\end{align*}
\]

in the notation of proposition 3.6. The exceptions occur for $A = TL$ with $n$ even and $\beta = 0$, specifically

\[
\begin{align*}
\ker q_2^2 &\simeq B_2^{2j+1-\delta_k^2}, & \ker q_2^{2j+1} &\simeq B_2^{2j}.
\end{align*}
\]
3.4. Their extension groups with irreducible modules

Lemma 2.20(ii) has shown that computing Ext(M, I) and Ext(I, M) is sufficient to see when a module M can appear in any non-trivial extension. We shall therefore limit ourselves to these extension groups. With the presentations derived in the previous section, it is easy to compute them.

**Proposition 3.8.** Let \( k, k' \in \Lambda_0 \). The extension groups of the \( B^l_k \) for \( l \geq 2 \), with an irreducible are given by

(a) \( \text{Ext}(I_{k'}, B^2_{k'}) \simeq \bigoplus_{j=1}^{l+1} \delta_{k'j+1-k} \mathbb{C} \),
(b) \( \text{Ext}(B^2_k, I_{k'}) \simeq \bigoplus_{i=1}^{j-1} \delta_{k'j+k-i} \mathbb{C} \),
(c) \( \text{Ext}(I_{k'}, B^2_{k+1}) \simeq \bigoplus_{j=0}^{l} \delta_{k'j+1-k} \mathbb{C} \),
(d) \( \text{Ext}(B^2_{k+1}, I_{k'}) \simeq \bigoplus_{i=1}^{j-1} \delta_{k'j+k-i} \mathbb{C} \).

(3.25)

Those of the \( T^l_k \) with an irreducible are then given by \( \text{Ext}(I_{k'}, T^l_k) \simeq \text{Ext}(B^l_k, I_{k'}) \) and \( \text{Ext}(T^l_k, I_{k'}) \simeq \text{Ext}(I_{k'}, B^l_k) \). The extension groups for \( l = 0 \) and \( l \) were given in proposition 2.18.

**Proof.** The relationship between the extension groups involving \( B^l_k \) and \( T^l_k \) is just duality. The computations for each of the four cases above are very similar, so we shall only present the details for (a), ignoring the exceptional case where \( \mathcal{A} = \mathcal{T}_l \) with \( n \) even, \( \beta = 0 \) and \( k = 2 \) (the results for these exceptional cases are also as given in (3.25) above).

Recall that proposition 3.6 gives an injective presentation of \( B^2_k \):

\[
0 \longrightarrow B^2_k \longrightarrow J[B^2_k] \longrightarrow B^2_{k^2-j_{k-1}-j_{k}} \longrightarrow 0. \tag{3.26}
\]

This gives the long exact sequence

\[
0 \longrightarrow \text{Hom}(I_{k'}, B^2_l) \longrightarrow \text{Hom}(I_{k'}, J[B^2_k]) \longrightarrow \text{Hom}(I_{k'}, B^2_{k^2-j_{k-1}-j_{k}}) \longrightarrow \text{Ext}(I_{k'}, B^2_l) \longrightarrow 0, \tag{3.27}
\]

where we recall that \( \text{Ext}(I_{k'}, J[B^2_k]) = 0 \), by injectivity. Now, \( \text{Hom}(I_{k'}, M) \cong \text{Hom}(I_{k'}, \text{soc} \, M) \), for any module \( M \), and \( \text{soc} \, B^2_k \cong \text{soc} \, J[B^2_k] \). The two leftmost Hom-groups of (3.27) are therefore isomorphic, and hence we have

\[
\text{Ext}(I_{k'}, B^2_l) \simeq \text{Hom}(I_{k'}, B^2_{k^2-j_{k-1}-j_{k}}) \simeq \text{Hom}(I_{k'}, \text{soc} \, B^2_{k^2-j_{k-1}-j_{k}}) \simeq \bigoplus_{i=0}^{l+1} \delta_{k'i+k-k-i} \mathbb{C}, \tag{3.28}
\]

by propositions 2.17 and 3.2. It is easy to check that the condition \( k' \in \Lambda_0 \) allows this to be simplified to the statement of (a). The proof of (c) follows the same argument whilst (b) and (d) instead use projective presentations.

3.5. Identification of non-trivial extensions and completeness

Proposition 3.8 shows that the modules \( B^l_k \) and \( T^l_k \) have non-trivial extensions with irreducibles. The next proposition shows that, in fact, every one of these non-trivial extensions is isomorphic to one (or a direct sum) of the modules that have already been introduced. This will then imply that we have identified a complete list of indecomposable \( \mathcal{A} \)-modules.
Proposition 3.9. Let \( k, k' \in \Lambda_0 \) and \( k^2 \in \Lambda \). The following short exact sequences identify a representative, unique up to isomorphism, of the non-trivial extensions of the \( B_k^i \) and \( I_k' \) defined by (a), (b), (c) and (d) of proposition 3.8:

\[
\begin{align*}
(a1) & \quad 0 \rightarrow B_k^{2^{i-1}} \rightarrow B_k^{2^{i-1}} \oplus T_k^{2^{j-i+1}} \rightarrow I_k' \rightarrow 0, & \text{for } k' = k^{2^{i-1}}, 1 \leq i \leq j, \\
(a2) & \quad 0 \rightarrow B_k^{2^i} \rightarrow B_k^{2^i} \rightarrow I_k' \rightarrow 0, & \text{for } k' = k^{-1}, \\
(a3) & \quad 0 \rightarrow B_k^{2^i} \rightarrow B_k^{2^i+1} \rightarrow I_k' \rightarrow 0, & \text{for } k' = k^{2^i+1}, \\
(b) & \quad 0 \rightarrow I_k' \rightarrow B_k^{2^j} \oplus B_k^{2^i} \rightarrow B_k^{2^j} \rightarrow 0, & \text{for } k' = k^{2^j}, 1 \leq i \leq j-1, \\
(c1) & \quad 0 \rightarrow B_k^{2^{i+1}} \rightarrow B_k^{2^{i+1}} \oplus T_k^{2^{j-i+1}} \rightarrow I_k' \rightarrow 0, & \text{for } k' = k^{2^{i+1}}, 1 \leq i \leq j, \\
(c2) & \quad 0 \rightarrow B_k^{2^{i+1}} \rightarrow T_k^{2^{j-i+1}} \rightarrow I_k' \rightarrow 0, & \text{for } k' = k^{j-i}, \\
(d1) & \quad 0 \rightarrow I_k' \rightarrow B_k^{2^{j-i+1}} \oplus B_k^{2^{j-i+1}} \rightarrow B_k^{2^{j+1}} \rightarrow 0, & \text{for } k' = k^{2^{j+1}}, \\
(d2) & \quad 0 \rightarrow I_k' \rightarrow B_k^{2^{j+1}} \rightarrow B_k^{2^{j+1}} \rightarrow 0, & \text{for } k' = k^{2^{j+1}}.
\end{align*}
\]

Dualising these sequences gives representatives for the non-trivial extensions of \( T_k^i \) and \( I_k' \).

We remark that we have already established (d2) as the second exact sequence of (3.14).

Before turning to the proof, we exemplify one of these exact sequences with Loewy diagrams. Consider (c1), with \( i = 2, j = 3 \) and \( k' = k^3 \). It takes the form \( 0 \rightarrow B_k^4 \rightarrow B_k^3 \oplus T_k^4 \rightarrow I_k' \rightarrow 0 \) and may be depicted thus:

\[
0 \rightarrow \kern2em \kern2em \kern2em \kern2em \kern2em \kern2em \rightarrow \kern2em \kern2em \kern2em \kern2em \kern2em \rightarrow \kern2em \kern2em \kern2em \kern2em \kern2em \rightarrow \kern2em \kern2em \kern2em \kern2em \kern2em \rightarrow \kern2em \kern2em \kern2em \kern2em 0.
\]

The composition factors are depicted by dots, as usual, and only the extreme ones are labelled. It is easy to see if morphisms from \( B_k^3 \) to \( B_k^4 \) and \( T_k^4 \) exist (the latter are quotients of the former). If we can show that the direct sum \( B_k^4 \rightarrow B_k^3 \oplus T_k^4 \) of these morphisms is injective, then its cokernel must be isomorphic to the irreducible \( I_k' \) by counting composition factors. There cannot be a non-zero morphism \( I_k' \rightarrow B_k^4 \oplus T_k^4 \) since \( \text{soc}(B_k^4 \oplus T_k^4) \) has no submodule isomorphic to \( I_k' \). The sequence (3.30) is therefore non-split and \( B_k^4 \oplus T_k^4 \) represents the (isomorphism class of the) non-trivial extensions of \( \text{Ext}(I_k', B_k^4) \cong \mathbb{C} \), even though it is reducible.

Proof of proposition 3.9. Each of these sequences are established using similar arguments, though the proofs differ slightly depending on whether the irreducible \( I_k' \) is a submodule or a quotient. We will illustrate the method of proof by detailing the arguments for (b), where the irreducible is a submodule, and only comment on the changes required when the irreducible is a quotient.

To prove (b), take \( 1 \leq i \leq j-1 \) and consider the diagram

\[
\begin{array}{c}
0 \rightarrow B_k^{2^{j-i}} \overset{\gamma}{\rightarrow} B_k^{2^{j-i}} \oplus B_k^{2^{j-i}} \overset{\pi}{\rightarrow} \text{coker } I_k' \rightarrow 0, \\
0 \rightarrow I_k' \rightarrow B_k^{2^{j-i}} \oplus B_k^{2^{j-i}} \overset{\alpha}{\rightarrow} B_k^{2^{j-i+1}} \overset{\beta}{\rightarrow} B_k^{2^{j-i+1}} \rightarrow 0.
\end{array}
\]

in which the top row is the projective presentation of \( B_k^{2^{j-i}} \), given in proposition 3.7, and is therefore exact. As \( I_k' \) is a composition factor of \( \text{hd } B_k^{2^{j-i+1}} \), we may choose \( \alpha \) to be non-zero,
and hence surjective. Since \( \mathcal{B}_k^2 \oplus \mathcal{B}_k^{2(j-i)} \) and \( \mathcal{B}_k^2 \) have isomorphic heads, their projective covers are isomorphic. We may therefore choose \( \beta \) to also be surjective in (3.31). Indeed, we may choose the kernel so that
\[
\mathcal{B}_k^{2(i-1)} \oplus \mathcal{B}_k^{2(j-i-1)} \cong \text{ker} \ \beta \subset \text{ker} \ p \cong \mathcal{B}_k^{2(j-1)}
\]
(3.32)
and the kernels only differ in that \( \text{ker} \ p \) has one composition factor isomorphic to \( \mathcal{I}_k^{2i} \) while \( \text{ker} \ \beta \) has none.

As \( \text{soc} \ \mathcal{B}_k^2 \oplus \mathcal{B}_k^{2(j-i)} \) has two composition factors isomorphic to \( \mathcal{I}_k^{2i} \), the inclusion \( \iota \) belongs to a two-dimensional Hom-group. We will choose \( \iota \) so that the left square of (3.31) commutes. To see that this is possible, note that \( \text{ker} \ \beta \subset \text{ker} \ p = \text{im} \ r \), so that \( \text{ker} \ \beta r = \text{im} \ r \cap \text{ker} \ \beta = \ker \ \beta \cong \mathcal{B}_k^{2(i-1)} \oplus \mathcal{B}_k^{2(j-i-1)} \), and hence
\[
\text{im} \ \beta r \cong \frac{\mathcal{B}_k^{2(j-1)}}{\mathcal{B}_k^{2(i-1)} \oplus \mathcal{B}_k^{2(j-i-1)} } \cong \mathcal{I}_k^{2i}.
\]
(3.33)
It follows that there exists \( \iota \) making the left square commute. \( \pi \) can now be chosen to make the bottom row of (3.31) exact. Since \( \pi \beta r = \pi \alpha = 0 \), there is a map \( \gamma \) that makes the right square of (3.31) commute. It is surjective, as are both \( \beta \) and \( \pi \), and hence it is an isomorphism because the composition factors of \( \mathcal{B}_k^2 \) and \( \text{coker} \ \iota \) coincide. The bottom row is thus the required short exact sequence (b).

When the irreducible \( \mathcal{I}_k \) appearing in a sequence in (3.29) is a quotient, instead of a submodule, there is a minor change to the method of proof. The diagram (3.31) is replaced by one in which the bottom row is an injective presentation of the module that is extending \( \mathcal{I}_k \) and the top row is the sequence whose exactness is to be established. For example, the proof of the dual of (d2) would use the following diagram:

\[
\begin{array}{cccccc}
0 & \xrightarrow{\gamma} & \ker \pi & \xrightarrow{1} & \mathcal{T}_k^{2(j+1)} & \xrightarrow{\pi} & \mathcal{I}_k^{2(j+1)} & \xrightarrow{\pi} & 0 \\
& & \downarrow{\beta} & & \downarrow{\alpha} & & \downarrow{\beta} & & \downarrow{\alpha} \\
0 & \xrightarrow{f} & \mathcal{T}_k^{2(j+1)} & \xrightarrow{J} & \mathcal{T}_k^{2(j+1)} & \xrightarrow{h} & \mathcal{T}_k^{2(j+1)} & \xrightarrow{h} & 0.
\end{array}
\]
(3.34)
Otherwise, one proves the commutativity of the diagram as before.

\[\square\]

**Theorem 3.10.** Let \( \mathcal{A} \) be \( \text{TL}_n \) or \( \text{dTL}_n \). Then, any finite-dimensional indecomposable module over \( \mathcal{A} \) is isomorphic to one of the following:

(i) \( \mathcal{S}_k \), for \( k \) a critical integer in \( \Lambda \);
(ii) \( \mathcal{P}_k \), for \( k \in \Lambda \) non-critical and larger than \( k_L \) in the orbit \([k]\);
(iii) \( \mathcal{B}_k^l \) or \( \mathcal{T}_k^l \), for \( k \) non-critical in \( \Lambda_0 \) and \( l \geq 0 \) and \( l' > 0 \) such that \( k^l \), \( k^{l'} \in \Lambda \).

These indecomposables are distinct in that there are no isomorphisms among different elements of the above list.

**Proof.** The modules appearing in the above list have already been shown to be indecomposable and pairwise non-isomorphic. To show that the list given is complete, note that
any finite-dimensional indecomposable module \( M \) may be constructed iteratively by adding one composition factor at a time. Indeed, one could start from the head of \( M \), which is semisimple, and then add the composition factors of the head of its radical, and then add those of the head of the radical of the radical, and so on. Therefore, every finite-dimensional indecomposable \( \mathcal{A} \)-module may be constructed by adding, one at a time, irreducible modules to a direct sum of modules in the above list. However, propositions 2.18 and 3.9 show that any such extension of these modules is already a direct sum of modules in the list. This list therefore constitutes a complete set of finite-dimensional indecomposable \( \mathcal{A} \)-modules, up to isomorphism.

The above list is also complete for the exceptional case \( \mathcal{A} = TL \) with \( n \) even and \( \beta = 0 \). Two remarks are useful to reach this conclusion in this case. First, the sublist (i) is empty. Second, \( k_l \) is omitted from (ii), not to avoid coincidence with \( \mathcal{B}_{1k} \), as in the generic case, but because \( k_l \) is then 0 and does not belong to \( \Lambda_0 \) (\( P_0 \) is not defined). The leftmost irreducible module of the orbit is then \( I_2 \) and its projective cover \( P_2 \) is distinct from \( B_{1k} \).

4. The restriction and induction of the modules \( C_{n,k}, B^l_{n,k} \) and \( T^l_{n,k} \)

The action of the induction and restriction functors on the standard, irreducible and projective modules was obtained (or recalled) in section 2.2. This section extends those calculations to the remaining classes of indecomposable modules, namely the costandards \( C_{n,k} \) and the \( B^l_{n,k} \) and \( T^l_{n,k} \), with \( l > 1 \), thus completing the description of these functors on all indecomposable \( \mathcal{A} \)-modules. In this section, the algebra label \( n \) will be made explicit, so we shall write, for example, \( B^l_{n,k} \) instead of \( B^l_{k} \). We also write \( \Lambda_{n,0} \) for the set \( \Lambda_0 \) corresponding to \( \mathcal{A}_n \).

4.1. Restriction

We begin with the restriction of the \( C_{n+1,k} \). This follows immediately from proposition 2.8 and the fact that restriction commutes with duality.

**Proposition 4.1.** For all non-critical \( k \in \Lambda_{n+1,0} \), the restriction of the costandard modules is given by

\[
C_{n+1,k} \downarrow \cong \begin{cases} 
C_{n,k-1} \oplus C_{n,k+1}, & \text{if } \mathcal{A}_n = TL_n, \\
C_{n,k-1} \oplus C_{n,k} \oplus C_{n,k+1}, & \text{if } \mathcal{A}_n = dTL_n.
\end{cases}
\]

(4.1)

For critical \( k \), \( C_{n+1,k} \downarrow \cong S_{n+1,k} \) and the result was given in proposition 2.8(iii).

Identifying the restrictions of the \( B^l_{n+1,k} \) requires considerably more work.

**Proposition 4.2.** For \( k \) non-critical and \( k^l \in \Lambda_{n+1,0} \), the restriction of \( B^l_{n+1,k} \) is given by

\[
B^l_{n+1,k} \downarrow \cong \begin{cases} 
\bigoplus_{j=0}^{[\ell/2]} P_{n,k^l}, & \text{if } k - 1 \text{ is critical,} \\
B^l_{n,k-1}, & \text{otherwise}
\end{cases} \oplus \begin{cases} 
\bigoplus_{j=0}^{(l-1)/2} P_{n,k^l+1}, & \text{if } k + 1 \text{ is critical,} \\
B^l_{n,k+1}, & \text{otherwise}
\end{cases}
\]

(4.2)
where it is understood that each summand of the form $B_{n,k}^l$ should be replaced by $B_{n,k}^{l-1}$ whenever $k' \not\in \Lambda_{n,p}$.

We remark that the projectives appearing in (4.2) are all critical, and hence irreducible.

**Proof.** The proofs for $l$ even and $l$ odd are (slightly) different; we first detail that for $l$ even and then explain how the arguments may be changed for $l$ odd.

The proof for $l$ even proceeds by induction on $l$. The case $l = 0$ is covered by proposition 2.9, so assume that $l \geq 2$. Since restriction is an exact covariant functor, (3.1) gives the exact sequence

$$0 \longrightarrow B_{n+1,k}^{l-2} \longrightarrow B_{n+1,k}^l \longrightarrow S_{n+1,k^{l-1}} \longrightarrow 0. \quad (4.3)$$

As in the proof of proposition 2.10, this sequence can be decomposed into two or three exact sequences, according to whether $\mathcal{A} = TL$ or $dTL$, respectively, by selecting a parity for the direct summands of the modules (for $dTL$) and distinguishing their $F_n$-eigenvalues. These sequences are analysed using similar arguments, so we shall only focus on one of them, namely

$$0 \longrightarrow (B_{n+1,k}^{l-2})_{+1} \longrightarrow (B_{n+1,k}^l)_{+1} \longrightarrow S_{n,k^{l-1}-1} \longrightarrow 0, \quad (4.4)$$

where $(M)_i$, for $i \in \{-1, 0, +1\}$, is the direct summand of $M$ on which $F_n$ has the same eigenvalue as on $S_{n,k^{l-1}-1}$ (see the proof of proposition 2.10 where this notation was first introduced). This choice of $F_n$-eigenvalue will lead to the third direct summand (enclosed in braces of (4.2)).

The diagram below illustrates the argument. It assumes that $l = 4$ and describes the restriction of the $TL_{n+1}$-module $B_{n+1,2}^4$; hence $k = 2$ and $l = 4$. The indices of the composition factors of this module are typeset in bold and appear in the bottom line; those of $B_{n+1,2}^4$ appear in the top line:

```
0       2    4      5      7         9          11         13         15         17         19         20  
      k     k+  k-2   k-1     k'   
```

We first discuss the subcase in which $k + 1$ is critical (as in the diagram). Then so is $k^{l-1} - 1 = k^{l-2} + 1$, and hence the standard module $S_{n,k^{l-1}-1}$ is projective and (4.4) must split. The induction hypothesis therefore gives

$$\left( B_{n+1,k}^l \right)_{+1} \simeq S_{n,k^{l-1}-1} \oplus \left( B_{n+1,k}^{l-2} \right)_{+1} \simeq \bigoplus_{j=0}^{l/2-2} P_{n,k^{l-2}+1} \oplus \bigoplus_{j=0}^{l/2-1} P_{n,k^{l-1}+1},$$

as in (4.2). If $k + 1$ is not critical, then the sequence (4.4) cannot split because

$$\operatorname{Hom}(S_{n,k^{l-1}-1}, B_{n+1,k}^l) \overset{(1)}{=} \operatorname{Hom}(S_{n,k^{l-1}-1} \uparrow, B_{n+1,k}^l) \overset{(2)}{=} \operatorname{Hom}(S_{n+1,k^{l-1}}, B_{n+1,k}^l) \overset{(3)}{=} 0.$$ 

(4.6)

Here, the isomorphism (1) is Frobenius reciprocity, (2) follows from proposition 2.8 and the eigenvalues of $F_n$, and (3) amounts to noting that any such non-zero morphism would have to be injective, contradicting the fact that $B_{n+1,k}^l$ has no submodule isomorphic to $S_{n+1,k^{l-1}}$. 
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composable.) The induction hypothesis gives \((B_{n+1,k}^\downarrow )_{+1} \simeq B_{n+1,k}^\downarrow \) so the non-split exact sequence
\((4.4)\) is then that defining \(B_{n+1,k}^\downarrow \), whence we conclude that \((B_{n+1,k}^\downarrow )_{+1} \simeq B_{n+1,k}^\downarrow \). Note
that this assumes that \((k+1)^t \leq n\), for otherwise \((4.4)\) gives instead \((B_{n+1,k}^\downarrow )_{+1} \simeq B_{n,k+1}^\downarrow \) by
proposition 3.9. This completes the identification of \((B_{n+1,k}^\downarrow )_{+1}\) and similar arguments identify
\((B_{n+1,k}^\downarrow )_{0}\) and \((B_{n+1,k}^\downarrow )_{-1}\), completing the proof for \(l\) even.
When \(l\) is odd, the induction instead starts at \(l = 1\), for which the statement is obtained
from proposition 2.8 by noting that
\[ C_{n+1,k} \simeq (S_{n+1,k}^\downarrow)^\vee \simeq (S_{n+1,k}^\downarrow)^\vee, \] since restriction and duality commute. In the inductive step, the sequence
\[ 0 \rightarrow B_{n+1,k}^\downarrow \rightarrow B_{n+1,k}^\downarrow \rightarrow C_{n+1,k} \rightarrow 0 \] is used instead of \((3.1)\) (see proposition 3.1) and the
rest of the arguments proceed as before.

The restrictions of the \(T_{n+1,k}^l\) are now obtained by duality.

**Proposition 4.3.** For \(k\) non-critical and \(k,l \in \Lambda_{n+1,0}\), the restriction of \(T_{n+1,k}^l\) is given by
\[ T_{n+1,k}^l \simeq \begin{cases} \left\lfloor \frac{l}{2} \right\rfloor & \text{if } k - 1 \text{ is critical,} \\ \left\lceil \frac{l}{2} \right\rceil & \text{otherwise} \end{cases} + \begin{cases} T_{n,k}^l \text{ if } \mathcal{A} = \text{dTL}, \\ 0 \text{ otherwise} \end{cases} \]
where it is understood that each summand of the form \(T_{n,k}^l\) should be replaced by \(T_{n,k}^{l-1}\) whenever \(k' \notin \Lambda_{n,0}\).

### 4.2. Interlude: Tor-groups

The method used to compute these restrictions, as well as those of section 2.2, relies on the fact
that the restriction functor is exact, so restricting each module in a short exact sequence results
in another short exact sequence. But, as we saw at the end of section 2.2, the induction functor
is only right-exact, meaning that identifying induced modules will require more sophisticated
arguments. We also note that induction does not commute with duality, in general, and hence
proposition 2.8 does not immediately identify, for instance, the induced costandard modules.

Inducing a \(A_n\)-module \(M\) to an \(A_{n+1}\)-module amounts to taking the tensor product
\(A_{n+1} \otimes A_n M\), where \(A_{n+1}\) is regarded as a left \(A_{n+1}\)-module and a right \(A_n\)-module. Just as the failure of Hom-functors to be exact is measured by extension groups, the failure of tensor
products to be exact is measured by *torsion groups*. In particular, a short exact sequence
\[ 0 \rightarrow N' \rightarrow N \rightarrow N^\prime \rightarrow 0 \] of left \(A_n\)-modules gives rise, upon induction, to the long exact sequence
\[ \cdots \rightarrow \text{Tor}(A_{n+1}, N') \rightarrow \text{Tor}(A_{n+1}, N) \rightarrow \text{Tor}(A_{n+1}, N') \rightarrow N'' \rightarrow N^\prime \rightarrow N^\prime \rightarrow 0, \] whenever \(k' \notin \Lambda_{n,0}\).
in which \( A_{n+1} \) is viewed as a right \( A_n \)-module. As with the Hom–Ext long exact sequences (2.32a) and (2.32b), this sequence continues with higher torsion groups \( \text{Tor}_m(A_{n+1}, \ldots) \). Because we have no need for these higher groups, we omit the index \( m \) and write \( \text{Tor}_1 \equiv \text{Tor} \), for brevity. We remark that as \( A_{n+1} \) is also a left \( A_{n+1} \)-module, each of the torsion groups in (4.10) is also a left \( A_{n+1} \)-module (as are the induced modules).

The following two facts about Tor-groups will be essential. First, Tor-groups are trivial when either of their arguments is flat. A projective module \( P \) is always flat, so \( \text{Tor}(P, -) \cong \text{Tor}(-, P) \cong 0 \). Second, if \( M \) is a finite-dimensional right module and \( N \) a left one over the same finite-dimensional algebra \( A \) (over a field), then the Tor-groups and Ext-groups are related by [20, corollary IX.4.12]

\[
\text{Tor}(M, N) \cong \text{Ext}(M, N^\ast) \cong \text{Ext}(N, M^\ast),
\]

where \( M^\ast \) denotes the vector space dual module of \( M \) (see section 2.3)\(^{14}\).

Now, \( A_{n+1} \) is free, hence projective, as a left \( A_{n+1} \)-module. However, it might not be projective as a right \( A_n \)-module. If it is, then the torsion groups in (4.10) vanish and the induction functor is exact. To analyse this, note that the left and right representation theories of \( \text{dTL}_n \) and \( \text{dTL}_n \) are identical\(^{15}\), so we may combine propositions 2.8 and 2.10 with the (left \( A_n \)-module) decomposition

\[
A_{n+1} \downarrow = \bigoplus_{k \in \Lambda_{n+1} \downarrow} (\dim I_{n+1,k}) P_{n+1,k} \downarrow \tag{4.12}
\]

to explore the projectivity of the left \( A_1 \)-module \( A_{n+1} \) (the answer will be the same as a right \( A_n \)-module). Introducing the symbol \( \equiv \) to indicate an isomorphism up to projective direct summands, the results of this exploration may be summarised by noting that \( P_{n+1,k} \downarrow \) is always projective for \( k < n \) and is otherwise given by

\[
P_{n+1,k} \downarrow \cong \begin{cases} 
\{0\}, & \text{if } n + 1 \text{ is critical}, \\
I_{n,(n+1)}^-, & \text{otherwise},
\end{cases}
\]

\[
P_{n+1,k} \downarrow \cong \begin{cases} 
\{I_{n,n}\}, & \text{if } n + 1 \text{ is critical}, \\
I_{n,(n+1)}^- \oplus I_{n,(n+2)}^-, & \text{if } n + 2 \text{ is critical}, \\
I_{n,(n+1)}^-, & \text{otherwise}.
\end{cases}
\]

(4.13)

Here, we of course ignore modules whose indices have different parities if \( A = \text{TL} \). Since \( \dim I_{n+1,n} = n + 1 \) and \( \dim I_{n+1,n+1} = 1 \), (4.12) becomes

\[
A_{n+1} \downarrow \cong \begin{cases} 
\{l_{n,n}\}, & \text{if } n + 1 \text{ is critical}, \\
(n + 2) I_{n,(n+1)}^- \oplus I_{n,(n+2)}^-, & \text{if } n + 2 \text{ is critical}, \\
\{0\}, & \text{otherwise}.
\end{cases}
\]

(4.14)

Thus, \( \text{dTL}_{n+1} \downarrow \) is projective as a \( \text{dTL}_n \)-module, hence the induction functor for \( \text{dTL}_n \)-modules is exact if and only if \( \text{dTL}_n \) is semisimple. On the other hand, this holds for \( \text{TL}_{n+1} \downarrow \) if and only if \( \text{TL}_{n+1} \) is semisimple or \( n + 2 \) is critical.

In any case, the key observation to take away from these computations is that whenever \( A_{n+1} \downarrow \) has non-projective summands, they are irreducibles \( l_{n,k} \) with \( k = k_R \). This observation will be crucial when we identify the inductions of the \( C_{n,k}, \mathcal{B}_k^\prime \), and \( T_k^\prime \)—a task to which we now turn.

\(^{14}\) With no other hypotheses, this is an isomorphism of vector spaces (over the field), and hence the additional dual on the right-hand side is superfluous. However, in the case (4.10) of interest, \( M \) is also a left module over a different algebra \( B \). This means that \( \text{Tor}(M, N) \) is naturally a left \( B \)-module, whilst \( \text{Ext}(M, N^\ast) \) is a right \( B \)-module, hence the required extra dual.

\(^{15}\) This is clear from the diagrammatic definitions of these algebras.
4.3. Induction

We begin with the inductions of the costandard modules, recalling our convention that any module with an index $k$ not in $\Lambda_{n+1,0}$ is set to zero, as are those for $A_{n+1} = TL_{n+1}$, whose indices $n+1$ and $k$ have different parities.

**Proposition 4.4.** If $k$ is non-critical and $k^+ \in \Lambda_{n,0}$, then the induction of $C_{n,k}$ is given by

$$
C_{n,k} \uparrow \simeq \begin{cases} 
P_{n+1,k-1}, & \text{if } k - 1 \text{ is critical,} \\
B^2_{n+1,k-1}, & \text{if } k - 1 \text{ is non-critical and } k_{++} = n + 1 \text{ or } n + 2,
\end{cases} + \begin{cases} 
B^2_{n+1,k}, & \text{if } k_{++} = n + 1,
\end{cases} + \begin{cases} 
P_{n+1,k+1}, & \text{if } k + 1 \text{ is critical,}
\end{cases}
$$

(4.15)

**Proof.** The long exact sequence (4.10) derived from the exact sequence (2.28) is

$$
\cdots \rightarrow \text{Tor}(A_{n+1}, I_k) \rightarrow \text{Tor}(A_{n+1}, C_{n,k}) \rightarrow \text{Tor}(A_{n+1}, I_{k^+}) \rightarrow l_{n,k} \rightarrow C_{n,k} \rightarrow l_{n,k^+} \rightarrow 0.
$$

(4.16)

Since Tor-groups involving projective modules vanish, we may replace $A_{n+1}$ by the right-hand side of (4.14), or rather the right module version of it, when calculating the Tor-groups in this sequence. Let $I^r$ denote the right module version, that is the vector space dual, of the right-hand side of (4.14). Then, (4.11) gives $\text{Tor}(A_{n+1}, I) \simeq \text{Ext}(M, I)$. We therefore have to compute $\text{Ext}(l_{n,k}, I^r)$, $\text{Ext}(C_{n,k}, I)$ and $\text{Ext}(l_{n,k^+}, I^r)$.

Recall from section 4.2 that $I$ is a direct sum of irreducibles whose indices are always rightmost in their orbit. Consulting proposition 2.18, we see that $\text{Ext}(l_{n,k^+}, I^r)$ may only be non-zero if $k = k_R^-$. But then, $\text{Ext}(l_{n,k}, I) = 0$ and $\text{Ext}(C_{n,k}, I) \simeq \text{Ext}(l_{n,k^+}, I^r) \simeq E$ (say). Thus, if $k \neq k_R^-$, then (4.16) reduces to the short exact sequence

$$
0 \rightarrow l_{n,k} \uparrow \rightarrow C_{n,k} \uparrow \rightarrow l_{n,k^+} \uparrow \rightarrow 0.
$$

(4.17)

However, if $k = k_R^-$, then (4.16) reduces to

$$
0 \rightarrow E \rightarrow E \rightarrow C_{n,k} \uparrow \rightarrow l_{n,k^+} \uparrow \rightarrow 0,
$$

(4.18)

which also implies the exactness of (4.17).

From this point on, the proof follows familiar arguments. The exact sequence (4.17) is decomposed into (two or) three exact sequences corresponding to the eigenvalues of the central element $F_n$. Here is an example. Suppose first that neither $k - 1$ nor $k + 1$ are critical and that $k^+ \neq k_R$, so that $s_{n,k} \neq l_{n,k^+}$. Then, all three short exact sequences will have the same form, namely

$$
0 \rightarrow l_{n+1,k+i} \rightarrow (C_{n,k})_i \rightarrow l_{n+1,k+i^-} \rightarrow 0 \quad (i = 0, \pm 1),
$$

(4.19)

by proposition 2.9. None of these sequences can split because

$$
\text{Hom}(C_{n,k}, l_{n+1,k+i}) \simeq \text{Hom}(C_{n,k}, l_{n+1,k+i^-}) \simeq \text{Hom}(C_{n,k}, l_{n,k+i-1} \oplus l_{n,k+i} \oplus l_{n,k+i+1}) \simeq 0.
$$

(4.20)

by Frobenius reciprocity and propositions 2.9 and 2.17. Proposition 2.18 and corollary 2.19 now give the conclusion: $(C_{n,k})_i \simeq C_{n,k+i}$, hence $C_{n,k} \uparrow \simeq C_{n,k-1} \oplus C_{n,k} \oplus C_{n,k+1}$.
When either \(k - 1\) or \(k + 1\) is critical, but still \(k^+ \neq k_R\), some of the irreducibles in the three exact sequences (4.19) are critical, and hence projective, and some are replaced by 0 according to proposition 2.9. The results are as before, except that \((C_{n,k}^+)_{-1} \cong P_{n+1,k-1}\) or \((C_{n,k}^+)_{+1} \cong P_{n+1,k+1}\), respectively.

Finally, the case \(k^+ = k_R\) leads to the novel summands \(B_{n+1,k'}^2\) in (4.15). Proposition 2.9 may be used only when \(I_{n,k} \neq S_{n,k}\); otherwise, proposition 2.8 applies instead and \(I_{n,k} \cong S_{n+1,k+1} \oplus S_{n+1,k+1} \oplus S_{n+1,k+1}\). The question is whether these standard modules are irreducible or not, for if so, then the analysis proceeds as above. Now, \(S_{n+1,k+1}\) is only reducible when \(k^+ + 1\) is non-critical and \((k^+ + 1)^+ = k^++1 - 1 \in \Lambda_{n+1,0}\), that is, when \(k^++1 = n + 1\) or \(n + 2\). Similarly, \(S_{n+1,k+1}\) is only reducible when \(k^++1 = n + 1\) and \(S_{n+1,k+1}\) is never reducible. In these few cases, some of the three short exact sequences, obtained by decomposing (4.17), describe non-split extensions of an irreducible by a reducible standard. Propositions 2.18, 3.1 and lemma 2.21 identify the extensions as being isomorphic to \(B_{n+1,k-1}^2\) or \(B_{n+1,k+1}^2\) completing the proof.

**Proposition 4.5.** Let \(k\) be non-critical with \(k^1, k^{2} \in \Lambda_{n,0}\). If \(l\) is even, then the induction of \(B_{n,k}^l\) is given by

\[
B_{n,k}^l \uparrow \cong B_{n+2,k^1}^l.
\]  

If \(l = 2i + 1\) is odd, then the induction is instead given by

\[
B_{n,k}^l \uparrow \cong \begin{cases} 
\bigoplus_{j=0}^{i} P_{n+1,k+j}, & \text{if } k - 1 \text{ is critical}, \\
B_{n+1,k^1}^l, & \text{if } k - 1 \text{ is non-critical and } k^1 + 1 = n + 1 \text{ or } n + 2, \\
B_{n+1,k^1}^l, & \text{otherwise}
\end{cases}
\]

\[
\bigoplus \begin{cases} 
B_{n+1,k^1}^l, & \text{if } k^1 + 1 = n + 1, \\
B_{n+1,k^1}^l, & \text{otherwise}
\end{cases} \bigoplus \begin{cases} 
\bigoplus_{j=0}^{i-1} P_{n+1,k+j}, & \text{if } k + 1 \text{ is critical}, \\
B_{n+1,k^1}^l, & \text{otherwise}
\end{cases}
\]

**Proof.** The proof is by induction on \(l\), distinguishing the two parities. If \(l = 0\), then \(B_{n,k}^0 = I_{n,k}\) and the result was given in propositions 2.8 and 2.9. If \(l = 1\), then \(B_{n,k}^1 = C_{n,k}\) and the result was given in proposition 4.4.

So, let \(l \geq 2\) be an even integer. The long exact sequence obtained by inducing the defining sequence

\[
0 \longrightarrow B_{n,k}^{-2} \longrightarrow B_{n,k}^{-1} \longrightarrow S_{n,k-1} \longrightarrow 0
\]  

of proposition 3.1 has \(\text{Tor}(A_{n+1,k}, S_{n,k-1}) = 0\). Indeed, this torsion group is isomorphic to \(\text{Ext}(S_{n,k-1}, 1)\), where \(1\) is a direct sum of non-critical irreducibles whose indices have the form \(k_R\), and \(\text{Ext}(S_{n,k-1}, I_{n,k})\) is always zero, by proposition 2.18. We therefore arrive at the short exact sequence

\[
0 \longrightarrow B_{n,k}^{-2} \longrightarrow B_{n,k}^{-1} \longrightarrow S_{n,k-1} \longrightarrow 0.
\]

The submodule here is known by the induction hypothesis, and the quotient is known by proposition 2.8. The identification of \(B_{n,k}^{-1} \uparrow\) now follows the same arguments as in the proof
of proposition 4.4. In particular, (4.23) is decomposed into (at most) three exact sequences whose nature, split or non-split, is established through the presence of projectives or by calculating Hom-groups. For example, if \( k - 1 \) and \( \bar{k} \) are not critical, then

\[
\text{Hom}(B_{n,k}^l, B_{n+1,1,k}^{-2} - 1) \simeq \text{Hom}(B_{n,k}^l, B_{n+1,1,k}^{-2} - 1) \simeq \text{Hom}(B_{n,k}^l, B_{n,k}^{-2}) = 0,
\]

(4.24)
as otherwise \( B_{n,k}^l \) would be decomposable. Lemma 2.21 and proposition 3.1 then complete the identification.

One case with \( l \) odd also fits into this induction argument, that with \( k l = k R \). Then, (4.22) is replaced by the defining exact sequence

\[
0 \longrightarrow B_{n,k}^{l-1} \longrightarrow B_{n,k}^l \longrightarrow S_{n,k^l} \longrightarrow 0
\]

(4.25)
and the subsequent analysis follows similar lines to that performed for \( C_{n,k}^l \) (for these values of \( k \)). This case leads to the result for \( B_{n,k}^l \), when \( k + 1 = n + 1 \) or \( n + 2 \), in (4.21b).

The induction process for \( l = 2i + 1 \geq 3 \) odd starts with the computation of the Tor-groups related to the defining sequence of \( B_{n,k}^{2i+1} \):

\[
0 \longrightarrow B_{n,k}^{2i-1} \longrightarrow B_{n,k}^{2i+1} \longrightarrow C_{n,k} \longrightarrow 0.
\]

(4.26)

Lemma 2.20 indicates that each \( \text{Ext}(C_{n,k}^l, I_{k+1}^l) \) is always zero because the composition factors of the two modules are sufficiently separated in their orbit (for example, \( k + 1 \) stands between them). The long exact sequence thus reduces to

\[
0 \longrightarrow B_{n,k}^{2i-1} \longrightarrow B_{n,k}^{2i+1} \longrightarrow C_{n,k} \longrightarrow 0
\]

(4.27)
and, from this point on, the proof closely follows that for \( l \) even.

Our final induction result does not require any new techniques, so we omit the proof.

**Proposition 4.6.** Let \( k \) be non-critical with \( k, k^l \in \Lambda_{n,0} \). If \( l \) is odd, then the induction of \( T_{n,k}^l \) is given by

\[
T_{n,k}^l \uparrow \simeq T_{n+2,k}^l.
\]

(4.28a)

If \( l = 2i \) is even, then the induction is instead given by

\[
T_{n,k}^l \uparrow \simeq \bigoplus_{j=0}^{i} P_{n+1,k^j-1}, \quad \text{if } k - 1 \text{ is critical},
\]

\[
\bigoplus_{j=0}^{i} P_{n+1,k^j+1}, \quad \text{if } k + 1 \text{ is critical},
\]

\[
\bigoplus_{j=0}^{i} T_{n+1,k^j}, \quad \text{if } k^l+1 = n + 1 \text{ or } k^l+1 = n + 2,
\]

\[
T_{n+1,k^j} \uparrow \quad \text{otherwise}
\]

(4.28b)
5. The Auslander–Reiten quiver for $\mathcal{T}L_n$ and $d\mathcal{T}L_n$

Section 3.5 completed the classification of all indecomposable modules, up to isomorphism, over $\mathcal{A} = \mathcal{T}L_n$ and $d\mathcal{T}L_n$. The tools required included basic homological algebra and the representation theory of associative algebras: properties of injective and projective modules, extension groups and diagram chasing. The input, summed up in section 2, was the list of irreducible, projective and injective modules, their structures, and those of the standard and costandard modules, as captured either by short exact sequences or Loewy diagrams.

There are more advanced techniques to perform the same task. One of them is Auslander–Reiten theory. The method it underlies is purely algorithmic, at least in the case of $\mathcal{T}L_n$ and $d\mathcal{T}L_n$, and its input is again the data recalled in section 2. The current section presents the application of this method to $\mathcal{T}L_n$ and $d\mathcal{T}L_n$.

First, we review the theoretical results of Auslander–Reiten theory. Then, we show how these abstract results may be applied algorithmically and carry this out on the simple case of an orbit $[k]$ of non-critical integers that contains only 3 elements. We conclude by providing the result when applying this algorithm in the general case, providing only sketches of proofs, thereby recovering the classification of indecomposable $\mathcal{A}$-modules.

5.1. The main results of Auslander–Reiten theory

This section reviews the main ideas and results of Auslander–Reiten theory that we shall need to build a complete list of indecomposable modules of the algebras $\mathcal{T}L_n$ and $d\mathcal{T}L_n$. Our summary closely follows [23] (ch IV), though the results are not necessarily presented in the same order that they are proved there.

In this section, $\mathcal{A}$ stands for any finite-dimensional $\mathcal{K}$-algebra, where $\mathcal{K}$ is an algebraically closed field.

Homological algebra studies modules through their Hom-groups. We first recall that a monomorphism (injective homomorphism) $f : U \to V$ is split if there exists $g : V \to U$ such that $gf$ is the identity on $U$. Similarly, an epimorphism (surjective homomorphism) $f : U \to V$ is split if there exists $g : V \to U$ such that $fg$ is the identity on $V$. A morphism is said to be split if it is either a split monomorphism or a split epimorphism. Auslander–Reiten theory studies refinements of these concepts.

**Definition 5.1.** Let $f : U \to V$ be a morphism between two $\mathcal{A}$-modules.

- The morphism $f$ is left minimal almost split if
  
  (i) $f$ is not a split monomorphism;
  (ii) for any morphism $g : U \to W$ that is not a split monomorphism, there exists a morphism $f : V \to W$ such that $ff = g$;
  (iii) for any $h : V \to V$, $hf = f$ implies that $h$ is an isomorphism.

- The morphism $f$ is right minimal almost split if
  
  (i) $f$ is not a split epimorphism;
  (ii) for any morphism $g : W \to V$ that is not a split epimorphism, there exists a morphism $f : W \to U$ such that $ff = g$;
  (iii) for any $h : U \to U$, $fh = f$ implies that $h$ is an isomorphism.
The morphism \( f \) is irreducible if

(i) \( f \) is not a split morphism;
(ii) given any morphisms \( f_1 : U \to Z \) and \( f_2 : Z \to V \) satisfying \( f = f_2 f_1 \), then either \( f_2 \) is a split epimorphism or \( f_1 \) is a split monomorphism.

Definition 5.2. A short exact sequence

\[
0 \longrightarrow U \overset{\iota}{\longrightarrow} V \overset{\pi}{\longrightarrow} V/U \longrightarrow 0
\]  

(5.1)

is said to be an almost split exact sequence if

- \( \iota \) is left minimal almost split;
- \( \pi \) is right minimal almost split.

In fact, it can be shown that either of these two conditions implies the other.

It is useful to draw a parallel between irreducible morphisms and semisimple modules. Intuitively, a morphism is irreducible if it cannot be expressed as a composition of non-split morphisms, just as a module is semisimple if it cannot be expressed as a non-trivial extension of one module by another. Similarly, finite-dimensional modules can be studied through their Loewy diagrams in terms of extensions of simple modules, while morphisms between modules in a representation-finite algebra can be expressed as sums of compositions of irreducible morphisms.

As for the left (right) minimal almost split morphisms, they turn out to be in one-to-one correspondence with the non-injective (non-projective) finite-dimensional indecomposable modules. In particular, the following proposition notes that the domain of every left minimal almost split morphism is indecomposable, while proposition 5.10 below states that every non-injective finite-dimensional indecomposable module is the domain of a left minimal almost split morphism.

Proposition 5.3. Let \( U \) and \( V \) be \( \mathcal{A} \)-modules. If \( f : U \to V \) is a left minimal almost split morphism, then

(i) \( U \) is indecomposable;
(ii) \( f \) is irreducible;
(iii) if \( f' : U \to V' \) is also left minimal almost split, for some \( \mathcal{A} \)-module \( V' \), then there exists an isomorphism \( g : V \to V' \) such that \( g f = f' \);
(iv) a morphism \( f' : U \to V' \) of \( \mathcal{A} \)-modules is irreducible if and only if \( V' \neq 0 \), \( V \cong V' \oplus V'' \) for some module \( V'' \), and there exists \( f'' : U \to V'' \) such that \( f' \oplus f'' : U \to V' \oplus V'' \) is left minimal almost split. In particular, composing \( f \) with the projection onto a (non-zero) direct summand always gives an irreducible morphism.

A similar result holds for right minimal almost split morphisms.

Note that while irreducible and almost split morphisms are very useful, identifying and constructing them is far from trivial. Fortunately Auslander–Reiten theory provides a few irreducible morphisms to get one started (the next result), a way of building new ones out of old ones, and tools to classify them. First, however, it is convenient to introduce two more definitions.

Definition 5.4.

- For two \( \mathcal{A} \)-modules \( U \) and \( V \), define the radical of \( \text{Hom}_\mathcal{A}(U, V) \) to be the vector space \( r(U, V) \) spanned by the morphisms \( f : U \to V \) such that for all indecomposable \( \mathcal{A} \)-modules \( Z \) and all morphisms \( g : Z \to U \) and \( h : V \to Z \), the composition \( hfg \) is not an isomorphism.
• Define the second radical of $\text{Hom}_A(U, V)$ to be the vector subspace $r^2(U, V) \subseteq r(U, V)$ consisting of the morphisms $f: U \to V$ which may be factored as $f = gh$, where $g \in r(Z, V)$ and $h \in r(U, Z)$, for some $A$-module $Z$.

We remark that if $U$ and $V$ are indecomposable, then $r(U, V)$ is the subspace of non-isomorphisms in $\text{Hom}(U, V)$.

**Proposition 5.5.**

(i) If $P$ is a non-simple projective indecomposable and $J$ is a non-simple injective indecomposable, then the canonical inclusion and projection,

\[
\text{rad } P \hookrightarrow P \quad \text{and} \quad J \twoheadrightarrow \frac{J}{\text{soc } J},
\]

are irreducible. Furthermore, these are the only irreducible morphisms with target $P$ and source $J$, respectively, up to rescaling.

(ii) If $Q$ is a non-simple projective and injective indecomposable with $\text{rad } Q \neq \text{soc } Q$, then the canonical projection and inclusion,

\[
\text{rad } Q \twoheadrightarrow \text{rad } Q \quad \text{and} \quad \text{rad } Q \hookrightarrow \frac{Q}{\text{soc } Q},
\]

are irreducible.

(iii) When $U$ and $V$ are indecomposable, $f: U \to V$ is irreducible if and only if $f \notin r^2(U, V)$ but $f \notin r(U, V)$.

Recall that the radicals of the projectives and the socles of the injectives are known for $A = TL_n$ and $dTL_n$. Moreover, if $[k]$ is a non-critical orbit, then each projective $P_{k'}$, with $k' \in [k] \setminus \{k_2\}$, is also injective. The previous proposition therefore provides several irreducible morphisms for these algebras.

**Definition 5.6.** Let $U$ be a left (or right) $A$-module.

- The vector space dual $U^* \equiv \text{Hom}_K(U, K)$ (introduced in section 2.3 for $K = \mathbb{C}$) is a right (or left) $A$-module with action $(fa)(x) = f(ax)$ (or $(af)(x) = f(ax)$), for all $f \in U^*$ and $a \in A$.

- The algebra dual $U' \equiv \text{Hom}_A(U, A)$ is a right (or left) $A$-module with action $(fa)(x) = f(ax)$ (or $(af)(x) = af(x)$), for all $f \in U'$ and $a \in A$.

As with the twisted dual of section 2.3, the vector space dual defines a contravariant exact functor. The functor for the algebra dual, on the other hand, is contravariant but only left-exact. Recall that a projective presentation of a module $U$ is a short exact sequence $0 \to \ker p \to P \xrightarrow{p} U \to 0$ in which $P$ is projective. Replacing $\ker p$ by another projective $Q$, its projective cover for example, gives another exact sequence: $Q \xrightarrow{q} P \xrightarrow{p} U \to 0$. This sequence is said to be a minimal projective presentation of $U$ if $p: P \to U$ is a projective cover of $U$ and $q: Q \to \ker p$ is a projective cover of $\ker p$. Apply the functor $(-)^t$ to obtain one last exact sequence:

\[
0 \longrightarrow U' \xrightarrow{f'} P' \xrightarrow{q'} Q' \longrightarrow \text{coker } q' \longrightarrow 0.
\]

**Definition 5.7.** The Auslander–Reiten transpose of the left (right) $A$-module $U$ is the right (left) $A$-module

\[
\text{Tr} U = \text{coker } q'.
\]
We remark that the isomorphism class of the Auslander–Reiten transpose does not depend upon the choice of minimal projective presentation.

The algebra dual $U'$ may be quite different to the vector space dual $U^\ast$, even as vector spaces. Here is a simple example for $A = TL_n$. Consider the irreducible left $TL_n$-module $I_k$, corresponding to the smallest integer in a non-critical orbit $[k]$ that contains at least two integers. Of course, $I_k^\ast$ is the corresponding irreducible right $TL_n$-module, a fact that we exploited in section 4.3. On the other hand, $I_k^t$ is the space of all homomorphisms from $I_k$ to the left $TL_n$-module $TL_n$. However $TL_n$ is a direct sum of indecomposable projectives, none of which contain $I_k$ in their socles. Therefore, the only such homomorphism is zero and $I_k^t = 0$.

Computing $U'$ can thus be tricky. Fortunately, we shall only need to compute this dual when $U$ is projective and, in this case, the next result gives the answer.

**Proposition 5.8.**

(i) If $P$ is a finitely generated projective $A$-module, then so is $P^t$. In particular, if $P = Ae$ for some idempotent $e \in A$, then $P^t \simeq eA$;

(ii) An indecomposable $U$ is projective if and only if $TrU = 0$;

(iii) If $U$ is indecomposable and not projective, with minimal projective presentation $Q \longrightarrow P \longrightarrow U \longrightarrow 0$ (5.6),

- the exact sequence

$$P^t \longrightarrow Q^t \longrightarrow TrU \longrightarrow 0$$

is a minimal projective presentation of $TrU$;

- the module $TrU$ is indecomposable and not projective;

- $Tr(TrU) \simeq U$.

Of course, the Auslander–Reiten transpose of a left module is a right module, when we are really only interested in classifying left modules. We therefore modify this construction one last time.

**Definition 5.9.** Let $U$ be an indecomposable left (right) module. The Auslander–Reiten translation of $U$ is the left (right) module

$$\tau U = (TrU)^\ast$$

and the inverse Auslander–Reiten translation of $U$ is the left (right) module

$$\tau^{-1} U = Tr(U^\ast).$$

Since $(-)^\ast$ preserves indecomposability, proposition 5.8 shows that a non-projective (non-injective) indecomposable $U$ has an indecomposable translation $\tau U$ (inverse translation $\tau^{-1} U$). This is a key feature of Auslander–Reiten translation because it allows one to construct new indecomposable modules from known ones. Another key feature is that it can also reveal new irreducible morphisms. The next proposition sums up these features.

**Proposition 5.10.** Let $U$ and $V$ be indecomposable $A$-modules and denote the set of isomorphism classes of finite-dimensional indecomposable $A$-modules by $\Omega$.
(i) If $V$ is not projective, then

- $\tau V$ is indecomposable and not injective, with $\tau^{-1}(\tau V) \simeq V$;
- as vector spaces, $r(U, V)/r^2(U, V) \simeq r(\tau V, U)/r^2(\tau V, U)$;
- there exists a unique, up to isomorphism, almost split short exact sequence

$$0 \longrightarrow \tau V \longrightarrow \bigoplus_{M \in \Omega} s(M) \cdot M \longrightarrow V \longrightarrow 0,$$

where $s(M) = \dim(r(M, V)/r^2(M, V))$.

(ii) If $U$ is not injective, then

- $\tau^{-1}U$ is indecomposable and not projective, with $\tau(\tau^{-1}U) \simeq U$;
- as vector spaces, $r(U, V)/r^2(U, V) \simeq r(V, \tau^{-1}U)/r^2(V, \tau^{-1}U)$;
- there exists a unique, up to isomorphism, almost split short exact sequence

$$0 \longrightarrow U \longrightarrow \bigoplus_{M \in \Omega} t(M) \cdot M \longrightarrow \tau^{-1}U \longrightarrow 0,$$

where $t(M) = \dim(r(U, M)/r^2(U, M))$.

As we shall see, the non-negative integers $s(M)$ and $t(M)$ usefully measure the ‘sizes’ of the sets $r(M, V)/r^2(M, V)$ and $r(U, M)/r^2(U, M)$ of irreducible morphisms from $M$ to $V$ and from $U$ to $M$, respectively. One of the key assertions of the previous proposition is then that the set of irreducible morphisms from $U$ to $V$ has the same size as that from $\tau V$ to $U$, if $V$ is not projective, and as that from $V$ to $\tau^{-1}U$, if $U$ is not injective.

Starting with a single irreducible morphism $U \rightarrow V$, Auslander–Reiten translation therefore infers an iterative sequence of irreducible morphisms between indecomposable modules that may be composed to form a chain:

$$\cdots \rightarrow \tau(\tau V) \rightarrow \tau U \rightarrow \tau V \rightarrow U \rightarrow V \rightarrow \tau^{-1}U \rightarrow \tau^{-1}V \rightarrow \tau^{-1}(\tau^{-1}U) \rightarrow \cdots.$$  

(5.9)

This chain terminates if either $\tau^m V$ or $\tau^m U$ is projective or if $\tau^{-m} V$ or $\tau^{-m} U$ is injective. Note that $\tau^m U \simeq U$ and $\tau^m V \simeq V$ may also occur for some $m \in \mathbb{Z}$, in which case the chain (5.9) becomes a cycle of irreducible morphisms. The algebras $\mathbb{T}_L a$ and $\mathbb{dT}_L a$ will provide examples of both possibilities.

Proposition 5.10 gives more than just a way to construct new indecomposable modules and irreducible morphisms. It can also be used to verify the completeness of a set of indecomposable modules. To see this, suppose that a set $\Omega'$ of inequivalent finite-dimensional indecomposable modules has been identified, along with the irreducible morphisms between them. We can test for its completeness as follows. For each non-projective module $V \in \Omega'$, one can list the known (linearly independent) irreducible morphisms whose targets are $V$. If $s'(M)$ is the number of these morphisms with source $M$, then one can count composition factors to check whether the sequence

$$0 \longrightarrow \tau V \longrightarrow \bigoplus_{M \in \Omega'} s'(M) \cdot M \longrightarrow V \longrightarrow 0$$

(5.10)

could be exact. If $\tau V$ and $V$ have too many composition factors, (5.8a) tells us that the set $\Omega'$ is not complete or that we have not found all the irreducible morphisms.

\footnote{Recall that the set of irreducible morphisms does not form a vector space (see proposition 5.5(iii)), explaining the slightly awkward language employed here.}
A second test, based on (5.8b), checks if, for every non-injective $U$, the composition factors of $U$ and $\tau^{-1}U$ match those of $\bigoplus_{M \in \Omega} f'(M) \cdot M$, where $f'(M)$ is the number of known (linearly independent) irreducible morphisms with source $U$ and target $M$. Again, if this test fails for a single $U$, then either $\Omega'$ is not complete or some irreducible morphisms are missing.

Suppose, however, that the algebra $\mathcal{A}$ is connected, meaning that it cannot be written as a direct sum of more than one block (non-trivial indecomposable two-sided ideal). If both tests pass, for all non-injectives $U$ and non-projectives $V$, then $\Omega'$ indeed yields a complete set of isomorphism classes of indecomposable modules. If $\mathcal{A}$ is not connected, then one simply restricts these tests to each block.

For clarity, the indecomposable modules and irreducible morphisms of $\mathcal{A}$ are often represented graphically as a quiver (graph).

**Definition 5.11.** Let $\mathcal{A}$ be a finite-dimensional associative $\mathbb{K}$-algebra. The Auslander–Reiten quiver $\Gamma(\mathcal{A}\text{-mod})$ of the category $\mathcal{A}\text{-mod}$ of finite-dimensional left $\mathcal{A}$-modules is defined as follows:

- The vertices of $\Gamma(\mathcal{A}\text{-mod})$ are the isomorphism classes $[U]$ of indecomposable modules $U$ in $\mathcal{A}\text{-mod}$.
- The arrows $[U] \rightarrow [V]$, for $U, V$ in $\mathcal{A}\text{-mod}$, are in one-to-one correspondence with basis vectors of the $\mathbb{K}$-vector space $r(U,V)/r^2(U,V)$.

**Proposition 5.12.**

(i) If $\mathcal{A}$ is a connected finite-dimensional $\mathbb{K}$-algebra, then $\Gamma(\mathcal{A}\text{-mod})$ is connected and the number of arrows between any two vertices is finite.

(ii) $\mathcal{A}$ is of finite-representation type if and only if $\Gamma(\mathcal{A}\text{-mod})$ is a finite quiver.

(iii) If the algebras $\mathcal{A}_1$ and $\mathcal{A}_2$ have equivalent module categories, then their Auslander–Reiten quivers are identical.

(iv) If $\mathcal{A}$ is not connected, then $\Gamma(\mathcal{A}\text{-mod})$ is the disjoint union of the Auslander–Reiten quivers of its blocks.

Of course, one can similarly study the Auslander–Reiten quiver $\Gamma(\text{mod-}\mathcal{A})$ of the category $\text{mod-}\mathcal{A}$ of finite-dimensional right $\mathcal{A}$-modules. For $\mathbb{T}_l \mathcal{L}_n$ and $d\mathbb{T}_l \mathcal{L}_n$, the left and right quivers are isomorphic.

5.2. A detailed example

As an example of the algorithmic construction afforded by the abstract results of the previous section, we compute the Auslander–Reiten quiver for a block of $\mathcal{A}$ corresponding to a non-critical orbit containing three elements $\{k_1 = k_L, k_2, k_3 = k_R\}$. (We omit the case where $n$ is even and $\beta = 0$, for $\mathcal{A} = \mathbb{T}_l \mathcal{L}_n$, deferring its study to the end of the next section.) In what follows, we shall use the notation $\mathcal{B}_i^l$ and $\mathcal{T}_i^l$ for every module that is not projective, injective or irreducible, slightly modified for brevity so that the index $k = k_i$ is replaced by the label $i$. The same modification will be applied to the projectives, injectives and irreducibles. Thus, $I_2, P_3, B_3^l$ and $T_3^l$ now stand for $I_{k_L}, P_{k_L}, \mathcal{B}_{k_L}^l$ and $\mathcal{T}_{k_L}^l$, respectively, whilst we shall prefer $P_1$ and $J_1$ over $S_1 \cong T_1^l$ and $C_1 \cong B_1^l$, respectively. This notation extends in an obvious fashion to orbits of arbitrary length.

We break down the construction of the Auslander–Reiten quiver into three steps: The computation of the translation $\tau$ on indecomposable modules, the identification of irreducible
morphisms, and the drawing and checking of the completeness of the Auslander–Reiten quiver (and therefore of the list of isomorphism classes of indecomposable \(A\)-modules).

5.2.1. The action of \(\tau\) on indecomposable modules. We assume the results of section 2, that is the existence of the irreducible, standard, costandard, injective and projective modules, as well as their Loewy diagrams. The translation \(\tau\) will be applied to all non-projectives of this list, and then on the new ones thus obtained, until the process does not introduce any new non-projective indecomposable modules.

Let us start with the (left) injective module \(J_1 = C_1 = B_1^1\). The first step is to construct a minimal projective presentation \(Q \rightarrow P \rightarrow J_1 \rightarrow 0\). It is

\[
\begin{array}{ccc}
2 & \xrightarrow{q} & 3 \\
3 & \xrightarrow{p} & 1 \\
\end{array}
\]

(We have replaced the names of the modules by their Loewy diagrams and each composition factor by its index \(i\). We have also omitted the arrowheads on the Loewy diagrams for clarity—they all point down.) To see that this is a minimal projective presentation, note first that the projective cover of \(J_1\) is \(P_2 \xrightarrow{p} J_1\), by proposition 2.16(ii), and that \(\ker p \cong B_1^1\), by (2.30). Then, \(Q = P[B_1^1] \cong P_3\), again by proposition 2.16(ii). The next step is to identify the cokernel of \(P \xrightarrow{q} Q\). By proposition 5.8(i), the modules \(P_2^r\) and \(P_3^r\) are the (right) modules \(P_2^*\) and \(P_3^*\), respectively. Moreover, the morphism \(q^r\) is non-zero because \(q^r = 0\) would imply that \(\mathrm{Tr} J_1\) was projective, by part (iii) of the same proposition, contradicting part (ii). The cokernel \(\mathrm{coker} q^r\) is thus easily identified:

\[
\begin{array}{ccc}
2 & \xrightarrow{2} & 3 \\
2 & \xrightarrow{2} & 3 \\
3 & \xrightarrow{3} & 3 \\
\end{array}
\] \(\simeq I_3^*\),

(5.12)

The Auslander–Reiten translation of \(J_1\) is therefore \(\tau J_1 = (\mathrm{Tr} J_1)^* \cong I_1\). Replacing \(J_1\) by \(I_1\), a similar computation shows that \(\tau I_1 = (\mathrm{Tr} I_1)^* \cong P_1\). Since \(P_1\) is projective, the process that began with \(J_1\) stops here. Moreover, since \(J_1\) is injective, we cannot use \(\tau^{-1}\) to construct any other new indecomposables. If we indicate \(M_1 = \tau M_2\) by \(M_1 \rightarrow M_2\), then these computations may be summarised as the following chain:

\[
P_1 \xrightarrow{\tau^{-1}} I_3 \xrightarrow{\tau} J_1.
\]

(The label \((t_0)\) will be explained in the next section.)

The choice of arrow direction, following the action of \(\tau^{-1}\) rather than \(\tau\), was made so as to agree with the direction of the irreducible morphisms in the chain (5.9). Indeed, we may redraw this chain in a zigzag pattern, adding squiggly arrows representing \(\tau^{-1}\) as follows:

\[
\tau^2 U \xrightarrow{\ldots} \tau U \xrightarrow{\ldots} U \xrightarrow{\tau^{-1} U} \tau^{-2} U
\]

In this way, we see how to combine the \(\tau\)-orbits of \(U\) and \(V\) when we have prior knowledge of an irreducible morphism from \(U\) to \(V\) into a chain of irreducible morphisms. We will refer to this combination process as weaving.

We continue with the identification of the \(\tau\)-orbits of indecomposables, illustrating the method one more time by computing the repeated action of \(\tau\) on \(I_2\). The projective cover of \(I_2\) is \(P_2\) and the kernel of the covering map \(p\) has head \(I_1 \oplus I_3\) (we know that \(\ker p \cong \tau_3^1\),
by (3.9) and lemma 3.4, but we are only using the results of section 2 here). The projective cover of \( \ker p \) is therefore \( P_1 \oplus P_3 \) (in agreement with corollary 3.3), so the minimal projective presentation of \( I_2 \) is
\[
Q = 1 \oplus 2 \oplus 3 \xrightarrow{q} P = 1 \oplus 2 \oplus 3 \xrightarrow{p} I_2 \rightarrow 0.
\]
(5.14)

We know that the transpose \( \text{Tr} I_2 \) is indecomposable, by proposition 5.8(iii), and is characterised by the following exact sequence (of right \( A \)-modules):
\[
P' = 1 \oplus 2 \oplus 3 \xrightarrow{q'} Q' = 1 \oplus 2 \oplus 3 \rightarrow \text{Tr} I_2 \rightarrow 0.
\]
(5.15)

As before, \( q' \neq 0 \), so \( \text{Tr} I_2 \) must have precisely three composition factors: \( I_1 \) and \( I_3 \) in its head and \( I_2 \) in its socle. Indeed, the only other possibility is that \( q' \) maps \( \text{hd} P' \) onto \( \text{soc} P_1 \), contradicting the indecomposability of \( \text{Tr} I_2 \). \( \text{Tr} I_2 \) is therefore not one of the indecomposables considered in section 2. It must be, of course, the (right version of the) module \( T_2 \) introduced in section 3. Because taking the (vector space) dual of a module exchanges its socle and head, the dual of the right module version of \( T_2 \) is the left module \( B_1 \) and, thus, \( \tau I_2 = (\text{Tr} I_2) \cong B_1^0 \). Iterating the action of \( \tau \), we obtain
\[
\ldots \rightarrow I_2 \rightarrow T_1 \rightarrow B_1 \rightarrow I_2 \rightarrow \ldots
\]

Note that the Auslander–Reiten translation of \( T_1 \) is the irreducible \( I_2 \) that we started with: this sequence of translated modules forms a cycle. The computations for the translations of \( I_1 \) are similar to those detailed above and result in
\[
\ldots \rightarrow I_1 \rightarrow T_2 \rightarrow B_2 \rightarrow I_1 \rightarrow \ldots
\]

At this point, all of the indecomposable modules known from section 2 (the ‘input data’) have appeared in either \((i_0), (i_2)\) or \((i_2)\), except for those that are both projective and injective: \( P_2 \) and \( P_3 \). By proposition 5.8(ii), \( \tau M \) and \( \tau^{-1} M \) are both the zero module if \( M \) is projective and injective. We have thus exhausted the possibility of constructing new indecomposables from the ones we know. It is not clear at this point whether the list of indecomposables that we have constructed,
\[
\{ I_1, I_2, I_3, P_1, P_2, P_3, J_1, B_1^0, B_2^0, T_1, T_2 \},
\]
(5.16)
is complete. Proving completeness is the goal of the third step. But first, the irreducible morphisms between the known indecomposables must be counted.

5.2.2. Irreducible morphisms and weaving. Proposition 5.5(i) gives some irreducible morphisms, including the radical in a projective indecomposable and projecting an injective indecomposable onto the quotient by its socle. In the present case, we obtain six irreducible morphisms this way, conveniently summarised thus:
\[
J_1 \rightarrow I_2 \rightarrow P_1, \quad T_1^2 \rightarrow P_2 \rightarrow B_1^2, \quad T_1^2 \rightarrow P_3 \rightarrow B_1^2.
\]
(5.17a)

When an indecomposable module is projective and injective, with its socle strictly contained in its radical, proposition 5.5(ii) gives further irreducible morphisms. Only the \( P_i \), with \( i > 1 \), have these properties. We compute the quotients \( \text{rad} P_2 / \text{soc} P_2 \cong I_1 \oplus I_1 \) and \( \text{rad} P_3 / \text{soc} P_3 \cong I_2 \), thereby adding six irreducible morphisms to those of (5.17a):
\[ T_1^2 \rightarrow I_1 \rightarrow B_1^2, \quad T_2^2 \rightarrow I_2 \rightarrow B_2^1, \quad T_1^2 \rightarrow I_3 \rightarrow B_2^1. \quad (5.17b) \]

We remark that the decomposability of \( \text{rad } P_2 / \text{soc } P_2 \) allowed us to construct four irreducible morphisms for \( P_2 \), instead of two, using proposition 5.3(iv).

The non-projective modules \( J_1 \) and \( I_2 \) from the first irreducible morphism of (5.17a) belong to the distinct translation sequences \((i_0)\) and \((i_2)\), respectively. Weaving these sequences, as in (5.13), thus gives many other irreducible morphisms:

\[
\begin{array}{cccccccc}
\cdots & P_1 & \cdots & J_1 & \cdots & I_2 & \cdots & T_1^2 & \cdots & I_3 & \cdots & B_1^2 & \cdots & I_2 & \cdots.
\end{array}
\]

Here, the top row is the translation chain \((i_0)\) (repeated) and the bottom row is the translation cycle \((i_2)\). The irreducible morphisms form the following cycle:

\[
\cdots \rightarrow I_1 \rightarrow B_1^2 \rightarrow J_1 \rightarrow I_2 \rightarrow P_1 \rightarrow T_1^2 \rightarrow I_3 \rightarrow \cdots.
\]

Of these irreducible morphisms, \( J_1 \rightarrow I_2 \rightarrow P_1 \) and \( T_1^2 \rightarrow I_3 \rightarrow B_1^2 \) have appeared already in (5.17), but \( B_1^2 \rightarrow J_1 \) and \( P_1 \rightarrow T_1^2 \) are new.

We continue weaving to find further irreducible morphisms. Of those in (5.17a), the first two were analysed above and the remaining four involve an indecomposable that is both projective and injective, so provide nothing new. We therefore turn to the first four morphisms in (5.17b), the last two having also appeared in the previous analysis. From \( T_1^2 \rightarrow I_1 \), we weave the translation cycles \((i_2)\) and \((i_2)\) together and arrive at the following cycle of irreducible morphisms:

\[
\cdots \rightarrow I_2 \rightarrow B_2^1 \rightarrow T_1^2 \rightarrow I_1 \rightarrow B_1^2 \rightarrow T_2^2 \rightarrow I_2 \rightarrow \cdots.
\]

These include the remaining morphisms of (5.17b) as well as \( B_1^2 \rightarrow T_1^2 \) and \( B_1^2 \rightarrow T_1^2 \), which are new. Having exhausted our stock of irreducible morphisms, it is reasonable to conjecture that we have found a complete set. Testing this is the content of the last step.

5.2.3. The Auslander–Reiten quiver and completeness. All indecomposable modules constructed using Auslander–Reiten translation and all irreducible morphisms obtained in the previous step are drawn in the quiver of figure 1, along with the quivers for orbits of lengths 2, 4 and 5. This quiver combines the morphisms of the cycles (5.19) and (5.20) with those of the chains in (5.17a) involving the projective injectives \( P_2 \) and \( P_3 \).

Proposition 5.10 gives two sets of checks to perform: whether, for all non-projective indecomposables \( V \), every irreducible morphism with target \( V \) has been obtained, and whether, for all non-projective indecomposables \( U \), every irreducible morphism with source \( U \) has been obtained. Here is one example of the many verifications required by these checks. The module \( B_1^1 \) is not projective, its translation is \( \tau B_1^1 = T_1^2 \), and it is the target of at least two irreducible morphisms: \( P_3 \rightarrow B_1^1 \) and \( I_2 \rightarrow B_1^1 \). Proposition 5.10 now states that there is an (almost split) exact sequence of the form

\[
0 \rightarrow T_1^2 \rightarrow I_2 \oplus P_3 \oplus ? \rightarrow B_1^1 \rightarrow 0,
\]

where ‘?’ will be non-zero if and only there are additional independent irreducible morphisms with target \( B_1^1 \). However, the composition factors of \( T_1^2 \) and \( B_1^1 \) together are \( I_2 \) and \( I_3 \), both appearing with multiplicity two, which precisely matches the factors of \( I_2 \oplus P_3 \). Thus, ‘?’ is the zero module and a complete set of irreducible morphisms with target \( B_1^1 \) has been obtained. The remaining verifications are numerous, but the quiver makes them expeditious.
We remark that as \( P_2 \) and \( P_3 \) are both projective and injective, they escape the checks of proposition 5.10. However, proposition 5.5(i) assures us that all irreducible morphisms with these modules as source or target have already appeared in (5.17 a). Thus, the top right quiver drawn in figure 1 depicts all the irreducible morphisms between those indecomposables that have been identified, thus far.

Our last task is to ascertain whether the list of (isomorphism classes of) indecomposable modules that has been obtained is complete. Since the list of projectives is complete, any missing indecomposable \( V \) would have to be non-projective. Proposition 5.10 would then state the existence of an almost split exact sequence

\[
0 \rightarrow \tau V \rightarrow \oplus M_i \rightarrow V \rightarrow 0,
\]

for some modules \( M_i \), and more irreducible morphisms. None of these new morphisms could have any of the indecomposables already found as source or target, because we have already determined that the second quiver in figure 1 already contains all such irreducible morphisms. A new irreducible morphism would therefore imply that the quiver for this block of \( \mathcal{A} \) is disconnected, contradicting proposition 5.12(i). Thus, we have obtained a complete list of isomorphism classes of indecomposables.

5.3. Algorithmic construction of Auslander–Reiten quivers for \( \text{TL}_n \) and \( \text{dTL}_n \)

The goal of this last section is to present an algorithmic construction of the Auslander–Reiten quiver for the algebras \( \text{TL}_n \) and \( \text{dTL}_n \). A detailed proof of this result is long, but does not
involve any argument not yet covered in the example of the previous section. We shall only indicate how to construct the quiver and sketch the proofs. As usual, we shall assume that the case of $T L_n$, with $n$ even and $\beta = 0$, is not under consideration, its study being deferred to the end of the section.

Let $s$ denote the length of the non-critical orbit of $k \in \Lambda_n$. If $s = 1$, then $P_1 = J_k = L_k$ and this is the only indecomposable module for the corresponding block. We shall therefore assume that $s \geq 2$. Order the integers in $[s]$ from the smallest to the largest and label them by $k_1 = k_{L}, k_2, \ldots, k_s = k_R$. Our goal is to construct the Auslander–Reiten quiver of the corresponding block. Its vertices are precisely the indecomposable $A$-modules which have the property that each of their composition factors is isomorphic to one of the irreducibles $L_1, L_2, \ldots, L_s$ (as in section 5.2, we shall replace $k_j$ by $j$ for clarity). We will also find it convenient to write $s = 2i$, if $s$ is even, and $s = 2i + 1$, if it is odd.

5.3.1 The orbits of the translation $\tau$. As in the previous example, the first step is to characterise the $\tau$-orbits. Recall that the Auslander–Reiten translation $\tau M$ of an indecomposable module $M$ is zero if (and only if) $M$ is projective. The use of the word ‘orbit’ for the action of the translation $\tau$ is thus somewhat abusive. We shall use the word regardless, qualifying it as a $\tau$-orbit to avoid confusion with the orbit of a non-critical $k$. We will also describe $\tau$-orbits as chains and cycles, as in section 5.2. We note that $\tau$-orbits are disjoint: no indecomposable appears in more than one.

It is easy to show that there is always a $\tau$-orbit, denoted by $(t_0)$, that takes the form of the following chain:

$$P_1 = T_1^1 \leadsto T_3^1 \leadsto T_3^2 \leadsto T_3^3 \leadsto \cdots \left\{ T_{2i-1}^1 \leadsto B_{2i-1}^1 \right\} \leadsto \cdots \leadsto B_3^1 \leadsto B_3^2 \leadsto B_3^1 = J_1, \quad \left\{ \begin{array}{l} s \text{ even,} \\ s \text{ odd.} \end{array} \right. \quad \quad (t_0)$$

We recall that $\leadsto$ denotes the action of $\tau^{-1}$. For $s = 3$ ($i = 1$), this chain indeed reduces to the chain $(t_0)$ obtained in the previous section. Explicit examples of $\tau$-orbits are given in appendix B.

The description of the other $\tau$-orbits requires a systematic use of the following 'trick'. Let $B_k^j$, with $k \in \mathbb{Z}$ and $j$ a positive odd integer, denote the zigzag represented graphically as

$$\begin{array}{cccc}
& \cdots & \cdots & \cdots \\
& & & \\
& & & \Downarrow \Downarrow \Downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
& & & \downarrow \downarrow \downarrow \\
\end{array} \quad \quad (5.23)$$

Of course, this need not be the Loewy diagram of an indecomposable module as, in general, the integers appearing in this zigzag might be smaller than 1 or larger than $s$. In order to simplify the following discussion, we shall suppose that $j$ and $k$ satisfy

$$0 \leq j \leq 2s + 1, \quad -s \leq k \leq s, \quad 1 \leq j + k \leq 2s + 1. \quad \quad (5.24)$$

These conditions will be satisfied in the applications to come. For all indices $m \leq 0$ appearing in this zigzag, construct the pair $(m, r(m))$, where $r(m) = -m$ is the reflection of $m$ through a mirror at 0. Similarly, for all $m \geq s + 1$ in the zigzag, construct the pair $(m, r'(m))$, where $r'(m) = 2(s + 1) - m$ is now the reflection of $m$ through a mirror at $s + 1$. Finally, delete from the zigzag every integer that appears in one of the pairs $(m, r(m))$ or $(m, r'(m))$ and denote the resulting zigzag by $rd[B_k^j]$. The conditions (5.24) ensure that the result is either empty or that it is the Loewy diagram of one of the indecomposable modules found in section 5.3.1. In particular, the composition factors of this module have labels in the set $\{1, 2, \ldots, s\}$. Using
the nomenclature of section 3, this module can be of type $B$, $T$ or $I$. We shall call the process of constructing $\text{rd}[B^+_s]$ from $B^+_0$ the reflection–deletion trick.

Here are two examples of this process. If $s = 8$, then $\text{rd}[B^+_8] = T^2_I$ because the pairs $(0,0), (-1,1), (-2,2)$ and $(-3,3)$ are to be deleted, leaving only the composition factors labelled by 4, 5 and 6:

$$\begin{array}{ccccccc}
& & & & & 4 & 6 \\
& & & & 1 & 2 & 3 \\
& & & 5 & & & \\
& & 4 & & & & \\
& 6 & & & & & \\

dashed lines indicate the mirror through which integers have been reflected.) Similarly, $\text{rd}[B^+_6] = T^2_I$ if $s = 4$, since the pairs to be deleted are now $(0,0), (5,5)$ and $(6,6)$:

$$\begin{array}{ccccccc}
& & & & & 4 & 6 \\
& & & & 1 & 2 & 3 \\
& & & 5 & & & \\
& & 4 & & & & \\
& 6 & & & & & \\

dashed lines indicate the mirror through which integers have been reflected.) Similarly, $\text{rd}[B^+_6] = T^2_I$ if $s = 4$, since the pairs to be deleted are now $(0,0), (5,5)$ and $(6,6)$:

We now construct the remaining $\tau$–orbits, beginning with those that we denote by $(t_2)$, where $1 \leq l \leq \lfloor \frac{1}{2}(s - 1) \rfloor$. First, for each $i$ in this range, construct the following sequence of $i$ or $i + 1$ zigzags, according to whether $s$ is even or odd, respectively:

$$B^+_2 \twoheadrightarrow B^+_3 \twoheadrightarrow \cdots \twoheadrightarrow B^+_s \twoheadrightarrow B^+_1 \twoheadrightarrow B^+_0$$

(5.26)

Here, we write $m = 2l$ for later convenience. Second, apply the reflection–deletion trick to each zigzag in (5.27). Note that $\text{rd}[B^+_2] = T^2_I$ (except when $s$ is odd and $m = s - 1$, in which case $\text{rd}[B^+_2] = T^0_I = T^2_I$), explaining our choice of label $(t_2)$. Note also that when $s$ is odd, $\text{rd}[B^+_2] = I_2 \twoheadrightarrow I_1 \twoheadrightarrow I_0$. Third, extend the reflected–deleted sequence to the left by adding the (twisted) duals of the $\text{rd}[B^+_2]$ in reverse order (if $s$ is odd, the self-dual $I_2 \twoheadrightarrow I_1 \twoheadrightarrow I_0$ is not repeated). The complete $\tau$–orbit is then obtained from this extended sequence by closing it to form a cycle:

$$\text{rd}[B^+_2] \twoheadrightarrow \cdots \twoheadrightarrow \text{rd}[B^+_2] \twoheadrightarrow \cdots$$

(5.27)

It contains $s$ distinct indecomposables. Taking $s = 3$ and $l = 1$, hence $i = 1$ and $m = 2$, we note that $\text{rd}[B^+_2] = T^2_I$, thereby recovering the cycle $(t_2)$ obtained in the previous section.

The remaining $\tau$–orbits will be denoted by $(t_3)$, where $1 \leq l \leq \lfloor \frac{1}{2}(s - 1) \rfloor$, because they contain the irreducible module $I_2$. Their construction is similar to that of the $(t_2)$. First, we have the following sequences of $i + 1$ zigzags:

$$B^+_i \twoheadrightarrow \cdots \twoheadrightarrow B^+_s \twoheadrightarrow B^+_1 \twoheadrightarrow B^+_0$$

(5.28)

If $s$ is odd, then $m$ takes the values $m = 2l$, for $1 \leq l \leq i$. If it is even, then $m = 2i + 1 - 2l$ with, again, $1 \leq l \leq i$. Second, apply the reflection–deletion trick to each zigzag of each

17 It is clear that this reflection–deletion trick has its origins in a signed action of the affine Weyl group $A^{(1)}_1 = \mathbb{Z}_2 \ltimes \mathbb{Z}$ on the integers $\mathbb{Z}$ with “fundamental alcove” (1, 2, ..., $s$) (see [3]). This action reflects and translates each zigzag vertex into the fundamental alcove, picking up a formal sign with every reflection. However, the resulting zigzag may have vertices appearing with negative coefficients in general, ruining its interpretation as the Loewy diagram of a module. We have imposed the conditions (5.24) in order to ensure that this does not happen.
sequence. Note that \( \text{rd} \left[ \mathcal{B}_{2m-1}^{2i+1-m} \right] = \text{l}_{m} \), which is \( \text{l}_{2j} \), if \( s \) is odd, and \( \text{l}_{s+1-2i} \), if it is even. Moreover, \( \text{rd} \left[ \mathcal{B}_{2m-1}^{2i+1-m} \right] = \text{l}_{2j} \), if \( s \) is even. Third, we again extend the reflected–deleted sequence to the left by adding the (twisted) duals in reverse order. When an endpoint of the sequence is irreducible, hence self-dual, it does not get repeated. The result is the cycle

\[
\text{ld} \left[ \mathcal{B}_{2m-1}^{2i+1-m} \right] \rightarrow \ldots \rightarrow \text{ld} \left[ \mathcal{B}_{3s-m}^{2m-1} \right] \rightarrow \ldots \rightarrow \text{ld} \left[ \mathcal{B}_{3m-1}^{2m-1} \right] \rightarrow \text{l}_{m} .
\]

It likewise contains \( s \) distinct indecomposables.

**Lemma 5.13.** Let \([k]\) be a non-critical orbit of length \( s \geq 2 \) (omitting the case of \( \mathcal{A} = \mathcal{T}L_{n} \), with \( n \) even and \( \beta = 0 \)) and write \( s = 2i \) or \( 2i+1 \), according as to whether \( s \) is even or odd, respectively. Then, the \( s \) \( \tau \)-orbits

\[
(t_{0}), (t_{2}), \ldots, (t_{2i-2}), (t_{2i}), (t_{i}), \ldots, (t_{2i})
\]

are all cycles, except for \( (t_{0}) \) which is a chain. They each contain \( s \) distinct indecomposable modules and are disjoint in the sense that no indecomposable appears in more than one such \( \tau \)-orbit.

**Sketch of proof.** First, the Auslander–Reiten translation of the modules that are ‘far’ from the boundary of the class \([k]\) are computed. For a module to be ‘far enough’, it is sufficient that neither the composition factor \( k_{L} = k_{1} \) nor \( k_{R} = k_{s} \) appear in the minimal projective presentation used to compute its Auslander–Reiten translation. This computation is then straightforward and does not depend on the parity of \( s \). Second, the translation of the modules whose projective presentation involves \( k_{1} \) or \( k_{s} \) is studied. In most cases, the result depends on the parity of \( s \). Consequently, the analysis involves many subcases (and is rather tedious). Third, when sufficiently many subcases have been computed, it is straightforward to check that the ‘boundary cases’ in the \( \tau \)-orbits \((t_{2i})\) and \((i_{2i})\), with \( i > 0 \), are correctly predicted by the reflection–deletion trick. Finally, the disjointness, number and lengths of the \( \tau \)-orbits are obtained by inspection. Again, the parity of \( s \) plays a role.

It will turn out that every indecomposable \( \mathcal{A} \)-module, except the projective injectives \( P_{j} \), \( j > 1 \), will appear in one of the \( \tau \)-orbits \((t_{2i})\) or \((i_{2i})\). As was noted above, \( P_{1} \) and \( J_{1} \) both appear in the chain \((t_{0})\).

### 5.3.2. Irreducible morphisms and the weaving of \( \tau \)-orbits

The second goal is to construct the irreducible morphisms between the indecomposable modules that have been constructed.

As \([k]\) contains \( s \) elements, proposition 5.5(i) gives \( 2s \) irreducible morphisms, namely \( \text{rad}(P_{j}) \hookrightarrow P_{j} \) and \( J_{j} \twoheadrightarrow J_{j}/\text{soc}(J_{j}) \), for \( 1 \leq j \leq s \). Explicitly, these are

\[
I_{2} \rightarrow P_{1}, \quad J_{1} \rightarrow I_{2}; \quad T_{j-1}^{2} \rightarrow P_{j} \rightarrow B_{j-1}^{2} \quad (1 < j < s); \quad T_{s-1}^{1} \rightarrow P_{s} \rightarrow B_{s-1}^{1}.
\]

(5.30)
Moreover, since the $P_j$, with $j > 1$, are non-simple, projective and injective, part (ii) of the same proposition, combined with proposition 5.3(iv), gives other $4s - 6$ irreducible morphisms:

\[
T_{j-1} \rightarrow l_j \rightarrow B_{j-1}^1, \quad T_{j-1} \rightarrow l_{j+1} \rightarrow B_{j-1}^2 \quad (1 < j < s); \quad T_{s-1}^1 \rightarrow l_{s-1} \rightarrow B_{s-1}^1.
\]

(5.31)

The next step is to identify pairs of $\tau$-orbits that may be woven together. This happens when there exists an irreducible morphism $U \rightarrow V$ from an indecomposable $U$ of one $\tau$-orbit to an indecomposable $V$ of another. Such pairs are then woven together as in (5.13).

Suppose first that $s$ is odd. Then, the sequence $(t_0)$ contains the irreducible $I_{s+1} = 1$, and the sequence $(i_2)$ contains the indecomposable $rd[B_{s-2}^3] = B_{s-2}^3$ and its dual $T_{s-2}^2$. The irreducible morphisms $T_{s-2}^2 \rightarrow l_2 \rightarrow B_{s-2}^2$ of (5.31) therefore allow us to weave $(t_0)$ and $(i_2)$ together. Moreover, $(t_2)$ contains $I_{s-2}$ and (5.31) includes $T_{s-2}^2 \rightarrow l_{s-2} \rightarrow B_{s-2}^2$, hence we may also weave $(i_2)$ and $(t_2)$ together. Continuing, we find that we can recursively weave contiguous pairs in the following sequence, read from left to right:

\[
(t_0) \leftarrow (i_2) \leftarrow (t_2) \leftarrow (i_4) \leftarrow (t_4) \leftarrow \ldots \leftarrow (i_2) \leftarrow (t_2).
\]

(5.32)

For $s$ even, we can also recursively weave contiguous pairs from (5.32), though the final $\tau$-orbit $(t_2)$ is omitted. The justification for this weaving is slightly different to that for $s$ odd because the $(t_2)$ no longer contain any irreducibles. To start, note that the irreducible morphisms $T_{s-1}^1 \rightarrow l_{s-1} \rightarrow B_{s-1}^1$ of (5.31) allow us to weave $(t_0)$ with $(i_2)$, as before. To obtain the weave with $(t_2)$, we note that proposition 5.10 implies the exactness of

\[
0 \rightarrow s_{-3} \rightarrow s_{-1} \rightarrow \oplus \rightarrow s_{-1} \rightarrow l_{s-1} \rightarrow 0,
\]

(5.33)

for some unknown module $\oplus$, because $l_{s-1}$ is not projective, $\tau l_{s-1} \cong T_{s-3}^1$, and there is an irreducible morphism from $T_{s-1}^1$ to $l_{s-1}$. The identity of the unknown module is now determined by the fact that its composition factors are $l_{s-3}$, $l_{s-2}$, $l_{s-1}$ and the fact that $\oplus \oplus T_{s-1}^1$ has a submodule isomorphic to $T_{s-3}^1$; the only possible module is $\oplus \cong T_{s-3}^1$. But now, proposition 5.10 gives the existence of another irreducible morphism, this time from $T_{s-3}^1$ to $l_{s-1}$. This morphism allows us to weave $(i_2)$ and $(t_2)$.

The iteration for $s$ even now proceeds in the following fashion: When weaving $(t_2)$ with $(i_2)$, the procedure is the same as that described in the $s$ odd case. However, when weaving $(i_2)$ with $(t_0)$, the procedure follows that described in the previous paragraph. We remark that this latter procedure would obviously fail when $s = 2$; however, the only $\tau$-orbits in this case are $(t_0)$ and $(i_2)$, so no such weaving is required.

**Lemma 5.14.** The only weaves between $\tau$-orbits are those between contiguous pairs of the sequence

\[
(t_0) \leftarrow (i_2) \leftarrow (t_2) \leftarrow (i_4) \leftarrow (t_4) \leftarrow \ldots \leftarrow (i_2) \leftarrow (t_2).
\]

(5.34)

Together with the morphisms (5.30), the morphisms obtained from these weaves form a complete list of all irreducible morphisms between indecomposable modules. The list of indecomposable modules is likewise complete.

**Sketch of proof.** There are two steps to this proof. First, one has to check that the irreducible morphisms described in the above procedures do actually appear in the previously woven
Second, one has to check that the tests described after proposition 5.10 are satisfied, for all non-projective and non-injective indecomposable modules. While both steps are required to conclude that all the irreducible morphisms have been constructed, they each require nothing but patience. As in the example of section 5.2, completeness follows from proposition 5.12 and the fact that blocks are connected, by definition. The proof of completeness of the set of indecomposables also follows as in section 5.2.

5.3.3. The complete Auslander–Reiten quiver of $\mathcal{A} = \mathbb{T}\mathbb{L}_n$ and $\mathbb{dT}\mathbb{L}_n$. The last step of the algorithm is to put together the quivers for each block of $\mathcal{A}$. Recall that a block corresponds to the partition into classes of critical and non-critical integers (see section 2.1). Recall that if $k$ is critical or if its (non-critical) orbit has length 1 ([$k$] = $\{k\}$), then all its extension groups are trivial and the only indecomposable with $I_k$ as a composition factor is $I_k$ itself\(^\dagger\).

**Theorem 5.15.** The Auslander–Reiten quiver of $\mathcal{A} = \mathbb{T}\mathbb{L}_n$ or $\mathbb{dT}\mathbb{L}_n$ (omitting $\mathbb{T}\mathbb{L}_n$, when $n$ is even and $\beta = 0$) is the disjoint union of $c$ connected graphs where $c$ is the number of distinct classes [k] for $k \in \Lambda_n$.

(i) If a class $[k]$ contains the single integer $k$, then the corresponding connected subgraph consists of a single vertex, labelled by the irreducible $I_k$, and has no arrows.

(ii) If a class $[k]$ contains $s \geq 2$ integers, then the connected subgraph associated with this class is constructed by computing the $\tau$-orbits, weaving them, and then adding the injective projectives and their irreducible morphisms, as described in lemmas 5.13 and 5.14.

We have put aside the case of $\mathcal{A} = \mathbb{T}\mathbb{L}_n$, with $n$ even and $\beta = 0$. However, the result for this case is now easily stated. For $\mathcal{A} = \mathbb{T}\mathbb{L}_n$, with $n$ even and $\beta = 0$, every $k \in \Lambda_{n,0}$ is even and belongs to the same class $\{2, 4, \ldots, n\}$. In the notation of this section, these integers are replaced by the labels $1, 2, \ldots, n/2$. The quiver for this class is then identical to the quiver described above for a class of length $s = n/2$, except for the following changes: $P_1$ and $J_1$ are replaced by $T_1^1$ and $B_1^1$, respectively (in this case, neither are projective nor injective), a new $P_1$ is introduced in the center of the quiver (under $I_1$), and the irreducible morphisms

\(^{18}\text{In general, the case } \mathbb{T}\mathbb{L}_2, \text{ with } \beta = 0, \text{ provides the only counterexample to this statement.}\)
B_1 \rightarrow P_1 \rightarrow T_1 \text{ are added. For completeness, we draw the quivers for } n = 2, 4, 6 \text{ and } 8 \text{ in figure 2. Interestingly, they coincide with those of a zigzag algebra discussed in [24].}

Acknowledgments

We thank Ingo Runkel for a careful reading of the manuscript. DR also thanks Gus Lehrer for a discussion concerning cellular approaches to classifying indecomposable modules, and Tony Licata for helpful pointers on quivers and zigzag algebras. JB holds scholarships from Fonds de recherche Nature et technologies (Québec) and from the Faculté des études supérieures et postdoctorales de l’Université de Montréal, and is supported by the European Research Council (advanced grant NuQFT), DR’s research is partially funded by the Australian Research Council Discovery Projects DP1093910 and DP160101520, and YSA holds a grant from the Natural Sciences and Engineering Research Council of Canada. This support is gratefully acknowledged.

Appendix A. Some physical applications of indecomposable Temperley–Lieb modules

As discussed in the introduction, we shall detail here some of the uses of non-semisimple Temperley–Lieb modules in specific examples of physically important integrable lattice models. First, it is important to recall why non-semisimple modules appear in the first place. In a semisimple algebra, like the complex group algebras of the symmetric groups or the Temperley–Lieb algebras with \( \beta \) generic, determining the structure of any given module is equivalent to determining its composition factors. In the non-semisimple case, this is not always so. A simple example is provided by the two-dimensional algebra \( TL_2(\beta) \) with \( \beta = 0 \). A basis for this algebra is \( \{ \text{id}, e_1 \} \) with unit \( \text{id} \) and the relation \( e_1 \cdot e_1 = 0 \). The regular module, wherein \( TL_2 \) acts on itself, is given in this basis by

\[
\text{id} \mapsto \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \quad \text{and} \quad e_1 \mapsto \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix},
\]

(A.1)

Clearly \( C e_1 \) is a submodule, but it does not have a complement that would be itself a submodule. This representation is indecomposable, even though it has a proper submodule. It has two (isomorphic) composition factors in which \( \text{id} \) and \( e_1 \) act as \( (1) \) and \( (0) \) respectively. This information is, however, insufficient to completely characterise the regular module. For non-semisimple algebras, one must also determine how these composition factors are ‘glued together’ to form indecomposable summands. In favourable cases, including indecomposable Temperley–Lieb modules for \( \beta = q + q^{-1} \) with \( q \) a root of unity, this can be achieved by determining how the composition factors are arranged in the Loewy diagram of the module.

In many physical problems, the analysis proceeds most efficiently and elegantly when one is able to precisely identify which module of the symmetry algebra is defined by the states of the system. This not only facilitates computations of physically interesting quantities, it may also demonstrate otherwise obscured relationships with other physical problems, perhaps even some with known solutions. However, if the algebra is not semisimple and the physically relevant module has many composition factors, correctly identifying it through the pattern of its Loewy diagram can be very difficult. Having a complete list of all the patterns that can appear is therefore a very valuable aid that reduces this identification problem to a (hopefully) simple process of elimination. In particular, for the Temperley–Lieb algebras, there is always a finite number of (isomorphism classes of) modules possessing any given finite set of composition factors.
factors. Moreover, these modules are each characterised (up to isomorphism) by a finite number of properties, so we can verify which of these properties are satisfied and thereby perform the identification algorithmically.

A.1. Example I: the XXZ spin chain

The open XXZ spin chain is a well known physical model on the \( n \) site Hilbert space \( \mathbb{C}^{2n} = \left( \mathbb{C}^{2} \right)^{\otimes n} \) that is described by the Hamiltonian

\[
H_{\text{XXZ}} = -\sum_{i=1}^{n-1} e_{i} = -\frac{1}{2} \left( \sigma_{i}^{x} \sigma_{i+1}^{x} + \sigma_{i}^{y} \sigma_{i+1}^{y} + \frac{q+q^{-1}}{2} (\sigma_{i}^{z} \sigma_{i+1}^{z} - 1_{\mathbb{C}^{2n}}) \right),
\]

where \( \sigma_{i}^{x}, \sigma_{i}^{y} \) and \( \sigma_{i}^{z} \) denote the Pauli matrices acting on the \( i \)th copy of \( \mathbb{C}^{2} \) while acting as the identity on the remaining \( n-1 \) copies. One can verify using the standard Pauli relations that the \( e_{i} \) generate a representation of \( T \mathbb{L}_{q}(\beta) \) with \( \beta = q + q^{-1} \). According to the general strategy outlined above, we should ask how to decompose it into indecomposable Temperley–Lieb modules.

Martin [25] was the first to tackle this problem. More recently, Gainutdinov and Vasseur [10] used their lattice fusion product to determine the explicit decomposition, and Provencher and Saint-Aubin [26] confirmed it by computing the projections onto each indecomposable summand. If \( \ell \) denotes the smallest positive integer such that \( q^{2\ell} = 1 \), the result is

\[
\mathbb{C}^{2n} \simeq \bigoplus_{k=0}^{n} M(k, n-k),
\]

where we set, for \( r \) and \( s \) non-negative integers and \( i \) and \( j \) integers satisfying \( 0 \leq i, j < \ell \),

\[
M(r\ell - 1 + i, s\ell - 1 + j) \simeq \bigoplus_{\mu(x) \equiv 2}^{r+s} \bigoplus_{\nu(x) \equiv 2}^{\ell-|i-j|-1} P(r\ell - 1 + k) \oplus \bigoplus_{\nu(x) \equiv 2}^{\ell-|i-j|-1} P(r\ell - 1 + k) \oplus \bigoplus_{\nu(x) \equiv 2}^{\ell-|i-j|-1} S(r+s)(\ell-1+k), \tag{A.4}
\]

with \( \mu(x) \in \{0, 1\} \) defined to agree with \( x \mod 2 \). Here, it is understood that sums over empty sets correspond to the zero module. We give a few examples for \( n = 8 \):

\[
\begin{align*}
(\ell = 4 \quad & \beta = \pm \sqrt{2}) & \quad \mathbb{C}^{2\times 256} & \simeq 6P_{8} \oplus P_{6} \oplus 3P_{4} \oplus 3S_{8} \oplus 2S_{4}, \\
(\ell = 3 \quad & \beta = \pm 1) & \quad \mathbb{C}^{2\times 256} & \simeq 9P_{8} \oplus 4P_{6} \oplus P_{4} \oplus 3P_{2} \oplus 3S_{6}, \\
(\ell = 2 \quad & \beta = 0) & \quad \mathbb{C}^{2\times 256} & \simeq 4P_{8} \oplus 3P_{6} \oplus 2P_{4} \oplus P_{2} \oplus 5S_{8}. \tag{A.5}
\end{align*}
\]

Note that many indecomposable representations appear multiple times. The number of times that each module appears is the dimension of an irreducible module of the quantum group \( U_{q}(sl_{2}) \), a manifestation of the so-called quantum Schur-Weyl duality.

A.2. Example II: the Dimer model

Whereas the XXZ model decomposes into standard and projective modules, the decomposition of the state space of our next example requires the less familiar indecomposables introduced in section 3. The dimer model (see [27] for example) is another physical model that may be formulated [12] in terms of a spin chain, this time on \( n-1 \) sites, with Hamiltonian
\[ H_{\text{dimer}} = - \sum_{j=1}^{n} e_j, \quad e_j = \sigma_{j-1}^+ \sigma_j^- + \sigma_{j+1}^+ \sigma_j^-, \quad 2\sigma_j^\pm \equiv \sigma_j^x \pm i\sigma_j^y, \quad \sigma_0^\pm \equiv \sigma_n^\pm \equiv 0. \] (A.6)

Here, the \( \sigma_j^\pm \) are defined as for the XXZ example above. One can again verify that the \( e_j \) generate a representation of the Temperley–Lieb algebra \( TL_n(\beta) \), this time with \( \beta = 0 \). It was proven in [12] that this spin chain representation decomposes as

\[ \mathbb{C}^{\otimes 2^{n-1}} \cong \bigoplus_{\nu=-\frac{1}{2}(n-1)}^{\frac{1}{2}(n-1)} E_n^\nu, \] (A.7)

where one sets

\[ E_n^\nu \cong \begin{cases} B_{2^{\nu+1}}^{\frac{1}{2}(n-1)-\nu} & \text{if } \nu \geq \frac{1}{2}, \\ T_{-2^{\nu+1}}^{\frac{1}{2}(n-1)+\nu} & \text{if } \nu \leq -\frac{1}{2}, \end{cases} \] (A.8)

if \( n \) is even, and

\[ E_n^\nu \cong \bigoplus_{j=0}^{\left\lfloor \frac{1}{2}(n-1)-2\nu \right\rfloor} P_{2^{\nu+j+1}4}, \] (A.9)

if \( n \) is odd. For example, we have the following decompositions:

\[ \begin{align*}
(n = 8) & \quad \mathbb{C}^{\otimes 78} \cong S_6 \oplus T_2^1 \oplus T_2^3 \oplus B_2 \oplus B_2 \oplus C_6 \oplus 2I_8, \\
(n = 9) & \quad \mathbb{C}^{\otimes 28} \cong 5P_9 \oplus 4P_7 \oplus 3P_3 \oplus 2P_3 \oplus P_1, \\
(n = 10) & \quad \mathbb{C}^{\otimes 12} \cong S_6 \oplus T_2^1 \oplus T_2^3 \oplus T_2^5 \oplus B_2 \oplus B_2 \oplus C_6 \oplus 2I_{10}.
\end{align*} \] (A.10)

Note that this model can also be seen as having a module for another algebra: the type B Temperley–Lieb algebra\(^{19}\) \( B_n(q, \delta) \), also called the one-boundary Temperley–Lieb algebra. This algebra is very similar to \( TL_n(\beta) \) except that it has another generator \( b \) and another parameter \( \delta \) that satisfy the following relations:

\[ e_1 b e_1 = (q^{\delta^{-1}} - q^{-\delta}) e_1, \quad b^2 = (\delta - \delta^{-1}) b, \quad e_i b = b e_i \quad \text{for all } i \geq 2. \] (A.11)

In the dimer model, one simply considers the same model on \( n \) sites (instead of \( n - 1 \)), defining \( b = 2i e_1 \) and \( u_i = e_{i+1} \) for \( i = 1, \ldots, n - 1 \). This produces a representation of the one-boundary Temperley–Lieb algebra with \( \delta = 1 \) and \( q = i \). If one ‘forgets’ the boundary operator \( b \), meaning that we restrict to the \( TL_{n+1}(0) \) subalgebra generated by the \( u_i \), then one can verify that combining the formulae in section 4.1 with equation (A.8) results in the ordinary XXZ spin chain at \( q = i \). From a physical point of view, this shows that the dimer model on \( n \) sites is isomorphic to an XXZ spin chain on which one imposes somewhat unusual boundary conditions by adding the operator \( b \).

**A.3. Example III: the twisted XXZ spin chain**

Our final example discusses a well known physical model for which the Temperley–Lieb symmetry is augmented to a significantly larger associative algebra. The twisted XXZ spin chain

\(^{19}\) This name comes from the fact that it can be obtained from type \( B_n \) Hecke algebra in the same way that regular Temperley–Lieb is obtained from type \( A_n \) Hecke algebra.
is a closed version of the open spin chain discussed in section A.1. Its Hilbert space is also isomorphic to $\mathbb{C} \otimes 2^n$, but its Hamiltonian is given by

$$H_{\text{XXZ}}^{\text{tw.}} = -\sum_{i=1}^{n} e_i,$$

where this time the $e_i$ are defined by

$$e_i = \begin{cases} 
-\frac{1}{2} \left( \sigma_i^+ \sigma_{i+1}^+ + \sigma_i^- \sigma_{i+1}^- + \frac{q+q^{-1}}{2} (\sigma_i^x \sigma_{i+1}^x - 1_{C^2}) + 2 \frac{q^{-1}-1}{2} (\sigma_i^z - \sigma_{i+1}^z) \right), & \text{for } i < n, \\
-\frac{1}{2} e^{-i\phi/2} \left( \sigma_i^+ \sigma_{i+1}^+ + \sigma_i^- \sigma_{i+1}^- + \frac{q+q^{-1}}{2} (\sigma_i^x \sigma_{i+1}^x - 1_{C^2}) + 2 \frac{q^{-1}-1}{2} (\sigma_i^z - \sigma_{i+1}^z) \right) e^{i\phi/2}, & \text{for } i = n.
\end{cases}$$

(A.13)

Here, $\phi$ is a twist parameter and, again, the $\sigma_i^k$ are defined as in the open case. One can show that this defines a representation of the affine Temperley–Lieb algebra $aTL_n$ [18]. The defining relations of this algebra are

$$e_i e_i = (q + q^{-1}) e_i, \quad e_i e_{i+1} e_i = e_i, \quad e_i e_j = e_j e_i \quad \text{if } |i - j| > 1,$$

$$ue_i = e_{i+1} u, \quad u^2 e_{n-1} = e_1 e_2 \ldots e_{n-1},$$

(A.14)

where we understand that $e_0 \equiv e_n$, $e_{n+1} \equiv e_1$, and so on. In this representation, the generator $u$ is given by

$$u = \begin{pmatrix} 1 & 0 & \cdots & 0 \\
0 & q^{-1} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & q^{-1} 
\end{pmatrix}.$$
\[ u = e^{i \phi} s_1 s_2 \cdots s_n, \quad s_i \equiv \frac{1}{2} (1 \otimes e^w + \sigma_i^\tau \sigma_i^\tau + \sigma_i^\tau \sigma_i^\tau). \] (A.15)

The representation theory of the affine Temperley–Lieb algebra is significantly more complicated than in the regular case, so we simply mention that its standard modules \( W_{k,z} \) and its irreducible modules \( \chi_{k,z} \) are indexed by two parameters: an integer \( 0 \leq k \leq n \) and a non-zero complex parameter \( z \). If \( q \) is generic, then one can show [28] that the Hilbert space decomposes as

\[ \mathbb{C}^{\otimes \infty} \cong \bigoplus_{i=0}^{n} M_{i,z}, \] (A.16)

where \( z = (-1)^n e^{-i \phi/2} \) and \( M_{i,z} \) is the standard module \( W_{i,z} \), if \( j \geq 0 \), and is its dual \( W_{n-j,z} \), if \( j < 0 \). If \( e^{-i \phi} \) is not an integer power of \( q \), then the model is semisimple; if it is an integer power of \( q \), then each standard module has, in general, one or two composition factors. If \( q \) is a root of unity, the decomposition (A.16) still holds but the identification of the \( M_{i,z} \) is presently unknown in general. In this case, the structure of the standard modules is significantly more complicated, so it is harder to identify them or their various subquotients. For instance, figure A1 shows the Loewy diagrams for some standard modules with \( n = 16 \), and \( e^{-i \phi/2} = q^2 \); in contrast, figure A2 shows the Loewy diagrams of the same modules if \( \ell = 3 \) (so \( q^6 = 1 \)).

**Appendix B. \( \tau \)-orbits for \( s = 6 \) and 7**

The \( \tau \)-orbits for \( s = 6 \) are

\[ P_1 \sim T_1 \sim T_2 \sim B_1 \sim B_2 \sim J_1, \quad (t_0) \quad T_1 \sim T_2 \sim I_1 \sim B_1 \sim B_2 \sim I_2, \quad (t_2) \]

\[ B_1 \sim T_1 \sim T_2 \sim B_2 \sim B_3 \sim T_3, \quad (t_2) \quad B_1 \sim T_2 \sim I_1 \sim B_2 \sim B_3 \sim T_3 \sim I_2, \quad (t_4) \]

\[ B_2 \sim T_2 \sim T_3 \sim B_3 \sim B_4 \sim T_4, \quad (t_4) \quad T_2 \sim T_3 \sim I_2 \sim B_3 \sim B_4 \sim I_3, \quad (t_6) \] (B.1)

All \( \tau \)-orbits are cycles except \((t_0)\), that is, the \( \tau \)-translation of the leftmost module in each orbit is the rightmost one. Their weaves are as follows:

\[ P_1 \rightarrow T_1 \rightarrow T_2 \rightarrow T_3 \rightarrow J_1 \rightarrow I_1 \rightarrow B_1 \rightarrow B_2 \rightarrow T_4 \rightarrow T_5 \rightarrow P_1, \quad ((t_0) \leftrightarrow (t_2)) \]

\[ B_1 \rightarrow T_1 \rightarrow T_2 \rightarrow T_3 \rightarrow I_2 \rightarrow B_2 \rightarrow B_3 \rightarrow B_4 \rightarrow T_5 \rightarrow I_2 \rightarrow B_2, \quad ((t_2) \leftrightarrow (t_2)) \]

\[ B_2 \rightarrow B_1 \rightarrow B_2 \rightarrow T_3 \rightarrow T_4 \rightarrow I_2 \rightarrow B_3 \rightarrow B_4 \rightarrow B_5 \rightarrow T_5 \rightarrow I_2 \rightarrow B_2, \quad ((t_2) \leftrightarrow (t_4)) \]

\[ B_2 \rightarrow B_2 \rightarrow B_3 \rightarrow B_4 \rightarrow T_3 \rightarrow I_2 \rightarrow B_3 \rightarrow B_4 \rightarrow T_2 \rightarrow T_3 \rightarrow I_2 \rightarrow B_2, \quad ((t_4) \leftrightarrow (t_4)) \]

\[ B_3 \rightarrow B_4 \rightarrow B_5 \rightarrow B_1 \rightarrow T_3 \rightarrow I_2 \rightarrow T_2 \rightarrow B_3 \rightarrow B_4 \rightarrow T_5 \rightarrow I_2 \rightarrow B_3, \quad ((t_4) \leftrightarrow (t_6)). \]
The $\tau$-orbits for $s = 7$ are

\begin{align*}
P_1 & \rightarrow T_1^1 \rightarrow T_1^3 \rightarrow T_1^3 \rightarrow T_1^2 \rightarrow I_1 \rightarrow B_1^1 \rightarrow B_1^1 \rightarrow J_1, \quad (t_0) \\
B_2^1 & \rightarrow T_2^1 \rightarrow T_2^3 \rightarrow T_2^3 \rightarrow T_2^2 \rightarrow I_2 \rightarrow B_2^1 \rightarrow B_2^1 \rightarrow T_2^0, \quad (t_2) \\
B_3^1 & \rightarrow B_3^1 \rightarrow T_3^1 \rightarrow T_3^1 \rightarrow T_3^2 \rightarrow T_3^1, \quad (t_4) \\
B_4^1 & \rightarrow B_4^1 \rightarrow T_4^1 \rightarrow T_4^1 \rightarrow T_4^1 \rightarrow T_4^0, \quad (t_6)
\end{align*}

(\text{B.2})

Again, all $\tau$-orbits are cyclic except $(t_0)$. Their weaves are:

\begin{align*}
P_1 & \rightarrow T_1^1 \rightarrow T_1^3 \rightarrow T_1^3 \rightarrow T_1^2 \rightarrow I_1 \rightarrow B_1^1 \rightarrow B_1^1 \rightarrow B_1^1 \rightarrow B_1^1 \rightarrow B_1^1 \rightarrow B_1^1 \rightarrow B_1^1 \rightarrow B_1^1 \rightarrow P_1, \quad ((t_0) \leftrightarrow (t_2)) \\
B_2^1 & \rightarrow B_2^1 \rightarrow T_2^1 \rightarrow T_2^3 \rightarrow T_2^3 \rightarrow T_2^2 \rightarrow I_2 \rightarrow B_2^1 \rightarrow B_2^1 \rightarrow B_2^1 \rightarrow B_2^1 \rightarrow B_2^1 \rightarrow B_2^1 \rightarrow B_2^1 \rightarrow B_2^1 \rightarrow B_2^1 \rightarrow B_2^1 \rightarrow B_2^1, \quad ((t_2) \leftrightarrow (t_4)) \\
B_3^1 & \rightarrow B_3^1 \rightarrow B_3^1 \rightarrow T_3^1 \rightarrow T_3^3 \rightarrow T_3^3 \rightarrow T_3^2 \rightarrow I_3 \rightarrow B_3^1 \rightarrow B_3^1 \rightarrow B_3^1 \rightarrow B_3^1 \rightarrow B_3^1 \rightarrow B_3^1 \rightarrow B_3^1 \rightarrow B_3^1 \rightarrow B_3^1 \rightarrow B_3^1 \rightarrow B_3^1, \quad ((t_4) \leftrightarrow (t_6)) \\
B_4^1 & \rightarrow B_4^1 \rightarrow B_4^1 \rightarrow B_4^1 \rightarrow T_4^1 \rightarrow T_4^1 \rightarrow I_4 \rightarrow B_4^1 \rightarrow B_4^1 \rightarrow B_4^1 \rightarrow B_4^1 \rightarrow B_4^1 \rightarrow B_4^1 \rightarrow B_4^1 \rightarrow B_4^1 \rightarrow B_4^1 \rightarrow B_4^1 \rightarrow B_4^1 \rightarrow B_4^1, \quad ((t_6) \leftrightarrow (t_0)).
\end{align*}

ORCID iDs

Jonathan Belletête © https://orcid.org/0000-0002-1860-8247

References

[1] Jones V 1983 Index for subfactors Inventiones Math. 72 1–25
[2] Martin P 1991 Potts Models and Related Problems in Statistical Mechanics (Advances in Statistical Mechanics vol 5) (Singapore: World Scientific)
[3] Goodman F and Wenzl H 1993 The Temperley–Lieb algebra at roots of unity Pac. J. Math. 161 307–34
[4] Graham J and Lehrer G 1996 Cellular algebras Inventiones Math. 123 1–34
[5] Kauffman L 1990 An invariant of regular isotopy Trans. Am. Math. Soc. 318 417–71
[6] Westbury B 1995 The representation theory of the Temperley–Lieb algebras Math. Z. 219 539–65
[7] Ridout D and Saint-Aubin Y 2014 Standard modules, induction and the Temperley–Lieb algebra Adv. Theor. Math. 18 957–1041
[8] Belletête J and Saint-Aubin Y 2014 The principal indecomposable modules of the dilute Temperley–Lieb algebra J. Math. Phys. 55 111706
[9] Read N and Saleur H 2007 Associative-algebraic approach to logarithmic conformal field theories Nucl. Phys. B 777 316–51
[10] Gainutdinov A and Vasseur R 2013 Lattice fusion rules and logarithmic operator product expansions Nucl. Phys. B 868 223–70
[11] Belletête J 2015 The fusion rules for the Temperley–Lieb algebra and its dilute generalization J. Phys. A: Math. Gen. 48 395205
[12] Morin-Duchesne A, Rasmussen J and Ruelle P 2015 Dimer presentations of the Temperley–Lieb algebra Nucl. Phys. B 890 363–87
[13] Morin-Duchesne A, Rasmussen J and Ruelle P 2016 Integrability and conformal data of the dimer model J. Phys. A: Math. Gen. 49 174002
[14] Martin P and Saleur H 1994 The blob algebra and the periodic Temperley–Lieb algebra Lett. Math. Phys. 30 189–206
[15] Martin P and Woodcock D 2000 On the structure of the blob algebra J. Algebra 225 957–88
[16] Morin-Duchesne A, Rasmussen J and Ridout D 2015 Boundary algebras and Kac modules for logarithmic minimal models Nucl. Phys. B 899 677–769
[17] Wenzl H 1988 Hecke algebras of type $A_n$ and subfactors Inventiones Math. 92 249–383
[18] Graham J and Lehrer G 1998 The representation theory of affine Temperley–Lieb algebras Enseign. Math. 44 173–218
[19] Hilton P and Stammbach U 1971 A Course in Homological Algebra (Graduate Texts in Mathematics vol 4) (New York: Springer)
[20] Assem I 1997 Algèbres et Modules, Cours et Exercices (Paris: Masson)
[21] Weibel C 1996 An Introduction to Homological Algebra (Cambridge Studies in Advanced Mathematics vol 38) (Cambridge: Cambridge University Press)
[22] Benson D 1991 Representations and Cohomology I (Cambridge Studies in Advanced Mathematics vol 30) (Cambridge: Cambridge University Press)
[23] Assem I, Simson D and Skowroński A 1997 Elements of Representation Theory of Associative Algebras. Volume 1. Techniques of Representation Theory (London Mathematical Society Student Texts vol 65) (New York: Cambridge University Press)
[24] Huerfano R and Khovanov M 2001 A category for the adjoint representation J. Algebra 246 514–42
[25] Martin P 1992 On Schur–Weyl duality, $A_n$ Hecke algebras and quantum $\mathfrak{sl}(n)$ on $\otimes^{n+1}C^N$ Int. J. Mod. Phys. A7 645–73
[26] Provencher G and Saint-Aubin Y 2014 The idempotents of the $T_{1,n}$-module $\otimes^nC^2$ in terms of elements of $U_q(\mathfrak{sl}_2)$ Ann. Henri Poincaré 15 2203–40
[27] Lieb E 1967 Solution of the dimer problem by the transfer matrix method J. Math. Phys. 8 2239–341
[28] Belletête J, Gainutdinov J, Jacobsen J, Saleur H and Vasseur R 2017 On the correspondence between boundary and bulk lattice models and (logarithmic) conformal field theories J. Phys. A: Math. Theor. 50 484002