Real time monitoring of water Quality using IoT and Deep learning
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Abstract. Access to safe drinking water is one of the most pressing issues facing many developing countries. Water must meet Environmental Protection Agency (E.P.A.) requirements. The normal method of measuring physico-chemical parameters is to take samples manually and send them to the laboratory to check the water quality. In this paper, we proposed a new intelligent design of a real-time water quality monitoring system using Deep Learning technology. This system is composed of several sensors that allow us to measure water parameters (physico-chemical parameters), bacteriological parameters and organoleptic parameters and to detect the presence of certain substances (undesirable substances, toxic substances) and of a single-board/mobile computer module, Internet and other accessories. Water parameters are automatically detected by the single-board computer. Raspberry Pi3 model B. The single board computer receives the data from the sensors and this data is sent to the web server using the Internet module. It is able to detect the water quality situation worldwide. The data will be analyzed in real time. The application of deep learning to these areas has been an important research topic. The Long-Short Term Memory (LSTM) network has been shown to be well suited for processing and predicting large events with long intervals and delays in the time series. LSTM networks have the ability to retain long-term memory.
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1. Introduction:

The surface water resources used for drinking water production in Morocco are different in nature depending on their origin and the anthropic impacts they receive. Thus, drinking water producers aim to provide consumers with water that will not pose a risk to human health and that will be compatible with Moroccan food water quality standards [1, 2]. Thus, these standards impose quality requirements on surface water used for drinking water production for a given level of treatment. New environmental policies require improved methods for the study and assessment of well water quality, in this context we propose an intelligent well monitoring technique to automate and computerise water policing tasks.

In this context, this manuscript presents a new design of a real-time water quality monitoring system. The system is composed of several sensors that will be used to measure chemical parameters of water such as organoleptic parameters, physico-chemical parameters, undesirable substances, toxic substances. The values measured by the sensors [6] will be processed by a controller. The system will generate large amounts of data that we will be forced to process in real time, to solve this problem we propose deep learning techniques. Deep learning is a popular approach to machine learning that has made many advances in all traditional areas of machine learning [8, 10, 11, 12].

The Internet of Things (IoT) [3, 5, 7] and smart environment deployments generate large amounts of time-series sensor data that need to be analysed. The application of deep learning to these areas has been an important research topic. The Long-Short Term Memory (LSTM) network has proven to be well suited to process and predict large events with long intervals and time series delays [4]. LSTM networks have the ability to maintain a long-term memory. In an LSTM network, a stacked LSTM hidden layer also allows learning a high-level temporal feature without the need for a hidden layer and without the need for fine-tuning and pre-processing that would be required by other techniques.
2. PROBLEM DEFINITION

Environmental regulations require the monitoring of the environmental status of well water, in order to monitor water quality.

The current system collects water parameters in a manual way, using specialised sensors, the collected data is sent to the laboratory. The process of moving and collecting data takes hours, resulting in a delay in acting on sources of poor water quality, thus poor accuracy of the current status of the wells. A large number of parameters are tested in the current system, such as pH, turbidity, conductivity, salinity, phosphorus and nitrogen.

The shortcomings of the existing system: long and less efficient, high cost, more labour intensive

3. PROPOSED METHODOLOGY

This section presents the overall block diagram of the proposed system. The block diagram is shown in Figure 1. This block diagram includes a good number of devices with specific sensors, and the data collected from all the devices is collected and sent to the Raspberry Pi 3 Model B.

![Overall diagram of the proposed system](image)

The device consists of several sensors to measure water quality parameters. The data from the sensors is sent directly to the Raspberry Pi3 model B. Thus, the proposed system receives the data from the sensors and processes it, putting the data in a text file which is transmitted to the IOT.

To transmit the data to the IOT, a gateway is created on the Raspberry pi 3 model B using file transfer protocol (FTP). In the proposed system, to monitor the processed data over the internet, cloud computing technology is used which provides the personal local server. In cloud computing a separate IP address is provided, which allows monitoring the data from anywhere in the world using the Internet, and to analyze the data we have Deep Learning techniques more precisely LSTM (Long-Short Term Memory). To access this data and make the system user friendly, a browser application is provided which runs on HTTP so the user can access and monitor the data from anywhere in the world.

4. Water quality

In this document, surface water is defined as untreated or unfiltered water from wells that water utilities or individuals use for drinking. Treated water is water that is delivered to consumers after being purified. In general, the minimum treatment includes disinfection. Quality drinking water is ultimately defined as that which is safe for drinking and cooking (Gadgil 1998). The subjectivity associated with such a holistic definition has led to the functional separation of water quality into five categories: (1) water free of pathogenic organisms (2) water containing harmful chemicals below defined thresholds and physical parameters within acceptable limits, and (3) water containing radioactive compounds below defined thresholds (Health Canada 1996).

Figure 2 gives a summary of the classification grid of waters used for the production of drinking water.
Various sensors, thus allowing preventive maintenance solution to collect and analyse data in real time from To remedy these problems, we propose an intelligent expenses. loss of time, a delay of decision making, and additional with a displacement of specialists, water police, where a Up to now, the treatments are done in a traditional way technique to monitor sensor values over the Internet. Cloud computing allows applications to be accessed as infrared sensors, GPS, etc., where all objects join the internet to exchange information for intelligent infrastructure. In addition, the IoT provides immediate information on access to physical objects with great efficiency. The concept of the Internet of Things is very useful for real-time monitoring of sensor data. The Internet of Things (IoT) is a kind of network technology, which is based on information sensing equipment such as infrared sensors, GPS, etc., where all objects join the Internet to exchange information for intelligent identification, location and tracking.

In the proposed system, we introduce a cloud computing technique to monitor sensor values over the Internet. Cloud computing allows applications to be accessed as utilities over the Internet. The characteristic site of cloud computing and its development are explained. Cloud computing is a large-scale processing unit that processes in real time and is also a very low cost IP technology.

5. The Internet of Things

The Internet of Things (IoT) [7, 8, 9] has been identified as one of the key developments in the technology portfolio. The Internet of Things (IOT) enables the interconnection of communicating objects that are placed in various locations and may be distant from each other. The Internet of Things is a concept in which network devices have the ability to collect and sense data in the world and then exchange it over the Internet where it is exploited and processed for various purposes. The Internet of Things represents a vision in which objects are an integral part of the Internet: each object is uniquely identified and has access to the network. The IoT is very different from traditional human-to-human communication, which represents a considerable challenge for existing telecommunications and infrastructure. In addition, the IoT provides immediate information on access to physical objects with great efficiency. The concept of the Internet of Things is very useful for real-time monitoring of sensor data. The Internet of Things (IoT) is a kind of network technology, which is based on information sensing equipment such as infrared sensors, GPS, etc., where all objects join the Internet to exchange information for intelligent identification, location and tracking.

In the proposed system, we introduce a cloud computing technique to monitor sensor values over the Internet. Cloud computing allows applications to be accessed as utilities over the Internet. The characteristic site of cloud computing and its development are explained. Cloud computing is a large-scale processing unit that processes in real time and is also a very low cost IP technology.

6. Deep Learning for Anomaly Detection in IoT Data

6.1 The difficulties of detecting anomalies in time series

Time series measurements have a high dimension, difficulty, sensitivity and disturbance level. If data mining is carried out on the basis of the original time series, not only will the storage and computational costs be significant, but the relevance and accuracy of the algorithm will also be affected. The question is how to prepare the time series data efficiently, avoiding the destruction of key information in the data. Limiting the dimensionality of the data and reducing noise are the main objectives of preprocessing. Noisy data increase the complexity of an anomaly detection system on given time series. In addition, when abnormal data are not present or are few in number, it is very difficult to determine the classification pattern of normal and abnormal sequences.

6.2 The LSTM-Gauss-NBayes model to detect anomalies

To address the challenges of processing time series data, we first use the technique of downsampling to obtain the characteristic subsequence of the original time series. Top-down sampling reduces the number of dimensions of the original time series and facilitates model learning. At the same time, in order to accelerate the convergence rate of the model, we normalise our data. the model using the min-max normalisation for time series data, which is a linear transformation of the original data. The transformed values are mapped onto the interval \([0, 1]\).

The Figure 3 (a) illustrates the expansion of the LSTM prediction model, where the hidden layer LSTM units are fully connected by recurrent connections. The LSTM units in the hidden layer are fully connected by recurrent connections. Each module of the bottom LSTM hidden layer in the overlay LSTM layer is connected to each cell of the LSTM hidden layer above it through recurrent connections. The bottom LSTM cell in the overlaying LSTM layer is connected to each cell in the hidden LSTM layer above it via a direct connection. Furthermore, Figure 3 (b) shows the internal structure of the LSTM layer, where \(\sigma\) and \(tanh\) represent the activation function.
Conclusion

In this paper, we propose a combination of long-term and short-term memory IoT neural networks for real time water monitoring. Our proposed system can monitor water quality automatically, and it is updated on the website servers at low cost and does not require staff in service. Water quality testing should therefore be low cost, efficient and fast. Operation is simple, the system can be extended to monitor hydrology, air pollution, industrial and agricultural production, etc. It has wide application and extension value.
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