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Abstract—Gene translation is the process in which intracellular macro-molecules, called ribosomes, decode genetic information in the mRNA chain into the corresponding proteins. Gene translation includes several steps. During the elongation step, ribosomes move along the mRNA in a sequential manner and link amino-acids together in the corresponding order to produce the proteins.

The homogeneous ribosome flow model (HRFM) is a deterministic computational model for translation-elongation under the assumption of constant elongation rates along the mRNA chain. The HRFM is described by a set of $n$ first-order nonlinear ordinary differential equations, where $n$ represents the number of sites along the mRNA chain. The HRFM also includes two positive parameters: ribosomal initiation rate and the (constant) elongation rate.

In this paper, we show that the steady-state translation rate in the HRFM is a concave function of its parameters. This means that the problem of determining the parameter values that maximize the translation rate is relatively simple. Our results may contribute to a better understanding of the mechanisms and evolution of translation-elongation. We demonstrate this by using the theoretical results to estimate the initiation rate in $M$. musculus embryonic stem cell. The underlying assumption is that evolution optimized the translation mechanism.

For the infinite-dimensional HRFM, we derive a closed-form solution to the problem of determining the initiation and transition rates that maximize the protein translation rate. We show that these expressions provide good approximations for the optimal values in the $n$-dimensional HRFM already for relatively small values of $n$. These results may have applications for synthetic biology where an important problem is to re-engineer genomic systems in order to maximize the protein production rate.

Index Terms—Systems biology, synthetic biology, gene translation, maximizing protein production rate, convex optimization, continued fractions.

I. INTRODUCTION

Proteins are micro-molecules involved in all intracellular activities. DNA regions, called genes, encode proteins as ordered lists of amino acids. During the process of gene expression these regions are first transcribed into mRNA molecules. In the next step, called gene translation, the information encoded in the mRNA is translated into proteins by molecular machines called ribosomes that move along the mRNA sequence [1]. During the translation process, each triplet of consecutive nucleotides, called a codon, is decoded by a ribosome into a suitable amino-acid.

Gene translation is a fundamental cellular process and its study has important implications to numerous scientific disciplines ranging from human health to evolutionary biology. Computational models of translation are becoming increasingly more important due to the need to integrate, analyze, and understand the rapidly accumulating biological findings related to translation [54], [10], [17], [29], [50], [49], [8].

Computational models of translation are also of importance in synthetic biology. Indeed, a major challenge in this field is to re-engineer genomic systems to produce a desired protein translation rate. Computational models of translation are crucial in achieving this goal, as they allow to simulate and analyze the effect of various manipulations of the genomic mechanism on the translation rate.

A standard mathematical model for translation-elongation is the Totally Asymmetric Simple Exclusion Process (TASEP) [43], [55], [24], [7]. TASEP is a stochastic model for particles moving along a track. A chain of sites models the tracks. Each site can be either empty or occupied by a particle. The term simple exclusion refers to the fact that particles hop randomly from one site to the next, but only if the target site is not already occupied. In this way, TASEP encapsulates the interaction between the particles. The term totally asymmetric is used to indicate unidirectional motion along the lattice. Despite its rather simple description, it seems that rigorous analysis of TASEP is non-trivial. See [42] for a detailed exposition of these issues.

In 2011, Reuveni et al. [40] considered a deterministic mathematical model for translation-elongation called the ribosome flow model (RFM). This model may be derived as a mean-field approximation of TASEP (see, e.g. [4] p. R345).

Recent biological studies have shown that in some cases the elongation rates along the mRNA are approximately constant [19], [39]. Under the assumption of constant elongation rates, the RFM becomes the homogeneous ribosome flow model (HRFM) [32]. This model includes two positive parameters: the initiation rate $\lambda$ and the constant elongation rate $\lambda_c$. In this paper, we show that the steady-state translation rate in the HRFM is a concave function of these parameters. This implies that the problem of optimizing the translation rate under a simple constraint on the rates is a convex optimization problem. Thus, this problem admits a unique solution, and this solution can be easily found (numerically) using simple
and efficient algorithms. We also derive an explicit expression for the optimal solution for the particular case of the infinite-dimensional HRFM, that is, when \( n \to \infty \).

These results may have important applications in the context of synthetic biology. Indeed, a fundamental problem in this field is to re-engineer a genetic system by manipulating the transcript sequence, and possibly other intra-cellular variables, in order to maximize the translation rate. Also, it is reasonable to expect that in most organisms evolutionary forces act to optimize translation costs. For example, in micro-organisms the growth rate is globally strongly dependent on the translation rate/efficiency (see, for example, \([23, 48, 27]\)). The mathematical results described here may be applied to study these issues in a rigorous manner.

Concavity of the translation rate with respect to various variables can also be examined experimentally. A recent paper \([14]\) studied the effect of the intracellular translation factor abundance on protein synthesis. Experiments based on a tet07 construct were used to manipulate the production of the encoded translation factor to a sub-wild-type level \([15]\), and measure the translation rate, or protein levels, for each level of the translation factor(s). Their results suggest that the mapping from levels of translation factors to translation rate is indeed concave (see Fig. 1 in \([15]\)). Our results thus provide the first mathematical support of the observed concavity in the experiments of \([15]\).

The remainder of this paper is organized as follows. Section \( \textbf{II} \) briefly reviews the RFM and HRFM. Section \( \textbf{III} \) presents the main results. Section \( \textbf{IV} \) describes an application of the theoretical results for estimating the initiation rate in \( \textit{M. musculus} \) embryonic stem cell. The underlying assumption is that evolution optimized the translation mechanism. The final section summarizes and describes several possible directions for further research. In order to streamline the presentation, all the proofs are placed in the Appendix.

\section{Preliminaries}

In the RFM, mRNA molecules are coarse-grained into \( n \) consecutive sites. The RFM is given by \( n \) first-order nonlinear ordinary differential equations:

\[
\dot{x}_1 = \lambda(1 - x_1) - \lambda_1 x_1(1 - x_2), \\
\dot{x}_2 = \lambda_1 x_1(1 - x_2) - \lambda_2 x_2(1 - x_3), \\
\dot{x}_3 = \lambda_2 x_2(1 - x_3) - \lambda_3 x_3(1 - x_4), \\
\vdots \\
\dot{x}_{n-1} = \lambda_{n-2} x_{n-2}(1 - x_{n-1}) - \lambda_{n-1} x_{n-1}(1 - x_n), \\
\dot{x}_n = \lambda_{n-1} x_{n-1}(1 - x_n) - \lambda_n x_n. 
\]

Here, \( x_i : \mathbb{R}_+ \to [0, 1] \) is the occupancy level at site \( i \) at time \( t \), normalized so that \( x_i(t) = 0 \) \[ x_i(t) = 1 \] implies that site \( i \) is completely empty [completely full] at time \( t \). The parameter \( \lambda > 0 \) is the initiation rate into the chain, and \( \lambda_i > 0, i \in \{1, \ldots, n\}, \) is a parameter that controls the transition rate from site \( i \) to site \( i+1 \). In particular, \( \lambda_n \) controls the output rate at the end of the chain.

The rate of ribosome flow into the system is \( \lambda(1 - x_1(t)) \). The rate of ribosome flow exiting the last site, i.e., the protein translation rate, is \( \lambda_n x_n(t) \). The rate of ribosome flow from site \( i \) to site \( i + 1 \) is \( \lambda_i x_i(t)(1 - x_{i+1}(t)) \) (see Fig. 1). Note that this rate increases with \( x_i(t) \) (i.e., when site \( i \) is fuller) and decreases with \( x_{i+1}(t) \) (i.e., when the consecutive site is becoming fuller). In this way, the RFM, just like the TASEP, takes into account the interaction between the ribosomes in consecutive sites.

Let \( x(t, a) \) denote the solution of the RFM at time \( t \) for the initial condition \( x(0) = a \). Since the state-variables correspond to normalized occupation levels, we always consider initial conditions \( a \) in the closed \( n \)-dimensional unit cube: \( C^n := \{ x \in \mathbb{R}^n : x_i \in [0, 1], i = 1, \ldots, n \} \). It is straightforward to verify that this implies that \( x(t, a) \in C^n \) for all \( t \geq 0 \) (see \([33]\)).

Let \( \text{Int}(C^n) \) denote the interior of \( C^n \). It was shown in \([33]\) that the RFM is a monotone dynamical system \([46]\) and that this implies that \( (1) \) admits a unique equilibrium point \( e \in \text{Int}(C^n) \). Furthermore, \( \lim_{t \to \infty} x(t, a) = e \) for all \( a \in C^n \). This means that all trajectories converge to the steady-state \( e \). From a biological viewpoint, this means that the ribosome distribution profile along the chain converges to a steady-state profile that does not depend on the initial profile, but only on the parameter values.

We note in passing that monotone dynamical systems have recently found many applications in systems biology, see e.g. \([2, 26, 47]\) and the references therein.

Let \( R := \lambda_n e_n \) denote the steady-state translation rate. An important problem is to understand the dependence of \( e \) and, in particular, \( R \) on the RFM parameters. For \( x = e \) the left-hand side of all the equations in \( (1) \) is zero, so

\[
\lambda(1 - e_1) = \lambda_1 e_1(1 - e_2) \\
= \lambda_2 e_2(1 - e_3) \\
\vdots \\
= \lambda_{n-1} e_{n-1}(1 - e_n) \\
= \lambda_n e_n. 
\]

This yields

\[
R = \lambda_i e_i(1 - e_{i+1}), \quad i \in \{1, \ldots, n\}, 
\]

where we define \( e_{n+1} := 0 \). Also,

\[
e_n = R/\lambda_n, \\
e_{n-1} = R/(\lambda_{n-1}(1 - e_n)), \\
\vdots \\
e_2 = R/(\lambda_2(1 - e_3)), \\
e_1 = R/(\lambda_1(1 - e_2)), 
\]

and

\[
e_1 = 1 - \frac{R}{\lambda}. \]

Combining (5) and (6) provides a finite continued fraction [28] expression for $R$:

$$1 - R/\lambda = \frac{R/\lambda_1}{1 - \frac{R/\lambda_2}{1 - \frac{R/\lambda_3}{1 - \ldots}}}$$

(7)

Note that (7) has multiple solutions for $R$ (and thus also multiple solutions for $e_n = R/\lambda_n$), however, we are interested only in the unique feasible solution, i.e. the solution corresponding to $e \in \text{Int}(C^n)$.

Recent biological findings suggest that in some cases the transition rate along the mRNA chain is approximately constant [19]; this may be also the case for gene transcription [14]. To model this case, Ref. [32] has considered the RFM in the special case where

$$\lambda_1 = \lambda_2 = \ldots = \lambda_n := \lambda_c,$$

(8)

that is, the transition rates $\lambda_i$ are all equal, and $\lambda_c$ denotes their common value. Since this Homogeneous Ribosome Flow Model (HRFM) includes only two parameters, $\lambda$ and $\lambda_c$, the analysis is simplified. In particular, (7) becomes

$$R/\lambda = 1 - \frac{R/\lambda_c}{1 - \frac{R/\lambda_c}{1 - \ldots}}$$

(9)

where $\lambda_c$ appears a total of $n$ times. Note that the right-hand side here is a 1-periodic continued fraction [28]. Eq. (2) yields a polynomial equation of degree $[(n + 1)/2]$ in $R$. For example, for $n = 2$ Eq. (9) becomes

$$R^2 - (2\lambda + \lambda_c)R + \lambda \lambda_c = 0.$$

(10)

Several recent papers analyzed the RFM/HRFM. In [31] it has been shown that the state-variables (and thus the translation rate) in the RFM entrain to periodically time-varying initiation and/or transition rates. This provides a computational framework for studying entrainment to a periodic excitation, e.g., the 24 hours solar day or the cell-cycle, at the genetic level. Ref. [34] has considered the RFM with positive linear feedback as a model for ribosome recycling. It has been shown that the closed-loop system admits a unique globally asymptotically stable equilibrium point. Ref. [53] has considered the HRFM in the case of an infinitely-long chain, (i.e. when $n \to \infty$) and derived a simple expression for $e_\infty := \lim_{n \to \infty} e_n$, as well as bounds for $|e_\infty - e_n|$ for all $n \geq 2$.

Summarizing, the RFM is a deterministic model for translation-elongation, and perhaps also other stages of gene expression [50], that is highly amenable to analysis.

In the HRFM, the steady-state translation rate $R$ is a function of the positive parameters $\lambda, \lambda_c$, i.e. $R = R(\lambda, \lambda_c)$. In this paper, we study the dependence of $R$ on these parameters.

### III. Main Results

Our first result shows that $R$ is a concave function.

**A. Concavity**

**Theorem 1** Consider the HRFM with dimension $n \geq 2$. The steady-state translation rate $R = R(\lambda, \lambda_c)$ is a concave function on $\mathbb{R}^2$.

The next example demonstrates Theorem 1 for the particular case $n = 2$.

**Example 1** Consider the HRFM with $n = 2$. In this case, the feasible solution of (5) and (6) (i.e., the solution satisfying $e_2 \in (0, 1)$ for all $\lambda, \lambda_c > 0$) is

$$e_2(\lambda, \lambda_c) = (2\lambda + \lambda_c - \sqrt{4\lambda^2 + \lambda_c^2})/(2\lambda_c),$$

(11)

so

$$R(\lambda, \lambda_c) = (2\lambda + \lambda_c - \sqrt{4\lambda^2 + \lambda_c^2})/2.$$  

(12)

It is useful to demonstrate Theorem 1 for this special case. By (12), $\frac{\partial^2 R}{\partial \lambda^2} = 1 - \frac{\lambda_c}{\sqrt{4\lambda^2 + \lambda_c^2}}$ Note that this implies that $\frac{\partial^2 R}{\partial \lambda^2} > 0$. Differentiating again and simplifying yields $\frac{\partial^2 R}{\partial \lambda^2} = -2\lambda(4\lambda^2 + \lambda_c^2)^{-3/2} < 0$. Similarly, $\frac{\partial^2 R}{\partial \lambda_c^2} = (1 - \sqrt{4\lambda^2 + \lambda_c^2})/2 > 0$, $\frac{\partial^2 R}{\partial \lambda \partial \lambda_c} = -2\lambda^2(4\lambda^2 + \lambda_c^2)^{-3/2} < 0$, and $\frac{\partial^2 R}{\partial \lambda \partial \lambda_c} = 2\lambda\lambda_c(4\lambda^2 + \lambda_c^2)^{-3/2} > 0$. Thus, the Hessian matrix of $R$ is

$$H := \begin{bmatrix} \frac{\partial^2 R}{\partial \lambda^2} & \frac{\partial^2 R}{\partial \lambda \partial \lambda_c} \\ \frac{\partial^2 R}{\partial \lambda \partial \lambda_c} & \frac{\partial^2 R}{\partial \lambda_c^2} \end{bmatrix}$$

(13)

$$= \gamma \begin{bmatrix} -\lambda_c^2 & \lambda \lambda_c \\ \lambda \lambda_c & -\lambda_c^2 \end{bmatrix},$$
Indeed, this may be observed from Fig. 3 that depicts the mapping \(R(\lambda, \lambda_c, \lambda_c)\) as a function of its parameters if and only if its Hessian matrix is negative semidefinite (see e.g. [6]), i.e. if and only if all its eigenvalues are non-positive. It follows that for \(n = 2\) the mapping \((\lambda, \lambda_c) \mapsto R\) is concave. Fig. 2 depicts \(R\) in (12) as a function of its parameters. It may be seen that this is indeed a concave function.

Example 2 Consider the HRFM with \(n \to \infty\), i.e. with the length of the chain going to infinity. As shown in [53], in this case \(\tilde{R}(\lambda, \lambda_c) := \lim_{n \to \infty} R(\lambda, \lambda_c)\) exists and satisfies

\[
\tilde{R}(\lambda, \lambda_c) = \begin{cases} 
\lambda - \lambda^2/\lambda_c, & \lambda < \lambda_c/2, \\
\lambda_c/4, & \lambda \geq \lambda_c/2.
\end{cases}
\] (14)

In view of Theorem 1 we expect \(\tilde{R}\) to be a concave function. Indeed, this may be observed from Fig. 3 that depicts \(\tilde{R}(\lambda, \lambda_c)\) as a function of its variables. This could also be verified analytically from (14).

Recall that a function \(f(\cdot) : \mathbb{R}^n_+ \to \mathbb{R}\) is called positively homogeneous if \(f(cx) = cf(x)\) for all \(c > 0\) and all \(x \in \mathbb{R}^n_+\). Since in (4) \(R\) always appears in a term in the form \(R/\lambda_i\), it follows that \(R\) in the RFM is positively homogeneous. In other words,

\[
R(c\lambda, c\lambda_1, \ldots, c\lambda_n) = cR(\lambda, \lambda_1, \ldots, \lambda_n), \quad \text{for all } c > 0.
\] (15)

From a biophysical point of view this means that scaling the initiation rate and all the transition rates by the same multiplicative factor \(c > 0\) in the RFM yields an increase of the steady-state translation rate by a factor of \(c\).

Recall that a function \(f(\cdot) : \mathbb{R}^n_+ \to \mathbb{R}\) is called superadditive if \(f(x + y) \geq f(x) + f(y)\) for all \(x, y \in \mathbb{R}^n_+\). It is well-known that for a positively homogeneous function, concavity is equivalent to superadditivity (see, e.g., [3]). Combining this with Theorem 1 yields the following result.

**Corollary 1** Consider the HRFM with dimension \(n \geq 2\). The function \(R = R(\lambda, \lambda_c)\) is superadditive on \(\mathbb{R}^n_+\).

This means that

\[
R(\lambda + \bar{\lambda}, \lambda_c, \lambda_c) \geq R(\lambda, \lambda_c) + R(\bar{\lambda}, \lambda_c),
\]

for all \(\lambda, \lambda_c, \bar{\lambda}, \bar{\lambda_c} \geq 0\). From a biophysical point of view this means the following. Consider two HRFMs, one with initiation rate \(\lambda\) and transition rate \(\lambda_c\), and the second with initiation rate \(\bar{\lambda}\) and transition rate \(\bar{\lambda_c}\). The total production rate of these two HRFMs is smaller or equal than the production rate of a single HRFM with parameters \(\lambda + \bar{\lambda}\) and \(\lambda_c + \bar{\lambda_c}\).

**B. Maximizing translation rate**

Consider the problem of determining the parameter values \(\lambda_c, \bar{\lambda}\) that maximize \(R\) or, equivalently, that minimize \(-R\), in the HRFM. Obviously, to make this problem meaningful we must constrain the possible parameter values. This leads to the following optimization problem.

**Problem 1** Given the parameters \(w_1, w_2, b > 0\), minimize \(-R = R(\lambda, \lambda_c)\), with respect to its parameters \(\lambda\) and \(\lambda_c\), subject to the constraints:

\[
w_1\lambda_c + w_2\lambda \leq b, \quad \lambda_c, \lambda \geq 0.
\] (16)

In other words, the problem is to maximize the protein translation rate under an affine constraint on the total available “resources”, namely, the initiation rate \(\lambda\) and the common transition rate \(\lambda_c\). The constraint on \(\lambda, \lambda_c\) may be relaxed, among others, to the number of intracellular ribosomes [number of intracellular tRNA molecules]. The values of \(w_1, w_2\) can be used to provide a different weighting to these two resources.

Theorem 1 implies that Problem 1 is a convex optimization problem [6]. It thus benefits from many desirable properties. In particular, it always admits a solution \((\lambda^*, \lambda_c^*)\), and it can be solved numerically using efficient algorithms.

The next result shows that increasing \(\lambda\) or \(\lambda_c\) can only increase the translation rate.

**Proposition 1** Consider the HRFM with \(n \geq 2\). Then \(\frac{\partial R}{\partial \lambda} > 0\), and \(\frac{\partial R}{\partial \lambda_c} > 0\).
Consider again Example 3. Substituting Example 4 into Theorem 2 yields an algebraic expression for the optimal value in (12). Surprisingly, perhaps, it is possible to give an algebraic expression for the optimal value as a function of the optimal parameter values \( \lambda^* \) and \( \lambda_c^* \) of the optimal parameter values \( \lambda^* \) and \( \lambda_c^* \) and the parameters in the affine constraint.

\[
R = \frac{2 - \lambda_c - \sqrt{4(1 - \lambda_c)^2 + \lambda_c^2}}{2}. \tag{12}
\]

Surprisingly, it is possible to give an algebraic expression for the optimal value \( R^* = R(\lambda^*, \lambda_c^*) \) as a function of the optimal parameter values \( \lambda^* \) and \( \lambda_c^* \) and the parameters in the affine constraint.

\[
R^* = \frac{w_2(n\lambda^* \lambda_c^* - (\lambda^*)^2) + \lambda^* \lambda_c^* - 2(\lambda^*)^2 - w_1(\lambda_c^*)^2}{w_2(\lambda_c^*(n + 1) - 2\lambda^*) - 4w_1\lambda_c^*}. \tag{19}
\]

Example 4 Consider again Example 3. Substituting \( n = 2 \), \( w_1 = w_2 = b = 1 \), \( \lambda^* = 0.4 \) and \( \lambda_c^* = 0.6 \) in (19) yields

\[
R^* = 0.2,
\]

and this agrees with the result in Example 3.

When the dimension \( n \) of the HRFM goes to infinity we can say much more about the optimal solution.

\[\widetilde{R}^*/b \in [0, \infty] \text{ as a function of } w_1 \in [0, 1/2] \text{ and } w_2 \in [0, 1/2].\]
\( \lambda^* = b/w_2 \). When \( w_2 \to 0 \) the constraint (17) yields \( \tilde{\lambda}_{c}^* = b/w_1 \). Also, in this case \( \alpha = 0 \) and the ratio in (21) attains its minimal value, namely, \( \tilde{\lambda}_{c}^*/\lambda^* = 2 \), so \( \lambda^* = \tilde{\lambda}_{c}^*/2 = b/(2w_1) \).

It turns out that the expressions in (20) actually provide good approximations for the optimal parameter values in finite-dimensional HRFMs. The next example demonstrates this.

**Example 5** Consider Problem 1 for the HRFM with \( n = 20 \), and \( w_1 = w_2 = b = 1 \). Applying a simple numerical algorithm to solve Problem 1 yields

\[
\begin{align*}
\lambda_{c}^* & = 0.7069, \quad \lambda^* = 0.2931, \quad R^* = 0.1716,
\end{align*}
\]

(all numbers are to four digit accuracy). On the other-hand, for \( w_1 = w_2 = b = 1 \) Eq. (20) yields

\[
\begin{align*}
\tilde{\lambda}_{c}^* & = 1/\sqrt{2} \approx 0.7071, \\
\lambda^* & = 1 - \sqrt{1/2} \approx 0.2929, \\
R^* & = 3 - 2\sqrt{2} \approx 0.1716.
\end{align*}
\]

Thus, the optimal values for the infinite-dimensional HRFM agree well with the optimal values already for the 20-dimensional HRFM.

It is important to note that the typical length of mRNA sequences is larger than 20 sites. For example, in *S. cerevisiae* the mean length is about 33 sites; in mammals the mRNA chains are much longer; thus, the closed-form asymptotic results here provide a good approximation for the optimal parameter values in finite-dimensional HRFM models of gene translation.

**IV. A BIOLOGICAL EXAMPLE**

There exist effective experimental approaches for estimating the translation-elongation rates and the protein synthesis rate, but currently there is no experimental approach for measuring the initiation rate. Indeed, initiation is a highly complex mechanism and its efficiency is based on numerous biophysical properties of the coding sequence including: the nucleotide context of the START codon (i.e., the first codon that is translated in a gene) [22], [57]; the folding of the RNA near the beginning of the open reading frame (ORF) and the nucleotide composition in this region [57], [51]; the number of ribosomes and mRNA molecules in the cell; the length and the nucleotide context of the 5'UTR; interaction between initiation and elongation steps [57], [51], and more. Thus, although there exist experimental approaches for measuring positions on the mRNA suspected to correspond to initiation sites [19], [25], there are no large scale direct measurements of initiation rate.

Several papers addressed the problem of estimating the initiation rate using computational models of translation [53], [41], [9]. One possible application of our results is to estimate the initiation rate based on measurements of elongation and translation rates. Indeed, we may assume, without loss of generality, that \( b = 1 \). Then, given \( \tilde{R}^* \) and \( \tilde{\lambda}_{c}^* \), we can determine \( w_1, w_2 \) based on (20). Plugging \( w_1, w_2 \) back in (20) yields the initiation rate \( \lambda^* \). The underlying assumptions here are that the mRNA chain is relatively long; that all elongation rates are equal; and that the parameters of the translation process are indeed optimized by evolution.

To demonstrate this we consider a specific example. Ingolia *et al.* [19] estimated the constant transition rate in *M. musculus* embryonic stem cell by applying cyclohexamide to halt translation, and harringtonin to halt initiation at different time steps. This allows estimating the speed of elongation by measuring the movement of the “ribosomal density wave”. They concluded that in mouse embryonic cells 5.6 codons are translated per second (in terms of the HRFM, this corresponds to \( \lambda_c = 5.6/15 = 0.3733 \) sites per second (all numbers are to four digit accuracy), as a ribosome spans about 15 codons [18]). According to [19], this elongation speed is typical, and does not vary much between different genes.

A recent study by Schwahauser *et al.* [43] estimated the translation rate in *M. musculus* fibroblasts by simultaneously measuring protein abundance and turnover by parallel metabolic pulse labeling for more than 5000 genes in mouse. They found that the median translation rate in mouse is about 40 proteins per mRNA per hour (i.e., \( R = 40/3600 = 0.0111 \) proteins per mRNA per second).

Summarizing, in terms of the HRFM these biological findings suggest that \( \lambda_c^* = 0.3733 \) and \( R^* = 0.0111 \). To estimate the initiation rate \( \lambda^* \) in mouse, we plug these values (and \( b = 1 \)) in (20). This yields \( (w_1, w_2) = (84.6477, -84.5629) \) or \( (w_1, w_2) = (0.0848, 84.5629) \). The first case is impossible, as in our optimization problem the \( w_i \)'s must be positive, so we conclude that these values correspond to a solution of Problem 1 with \( (w_1, w_2, b) = (0.0848, 84.5629, 1) \). Applying (20) with these values yields \( \lambda^* = 0.0114 \) sites per second. This corresponds to 0.1718 codons per second. Note that this agrees well with the estimate in [53] that was obtained using (14). However, the approach here is based on a different argument, namely, that evolution shaped the parameters of the translation process so that they correspond to an optimal solution for Problem 1.

**V. DISCUSSION AND CONCLUSION**

The RFM is a deterministic computational model for ribosome flow along the mRNA. It may be viewed as a mean-field approximation of the stochastic TASEP model and in particular encapsulates both the simple exclusion and the total asymmetry properties of TASEP.

The RFM is characterized by an order \( n \), corresponding to the number of sites along the mRNA chain, a positive initiation rate \( \lambda \) and a set of positive transition rates \( \lambda_1, \ldots, \lambda_n \). Under the assumption (or approximation) of equal transition rates (i.e. \( \lambda_1 = \cdots = \lambda_n := \lambda_c \)), the RFM becomes the HRFM. Recent studies have suggested that this is the case in some organisms/conditions [19], [39].

In this paper, we showed that in the HRFM the steady-state translation rate \( R = R(\lambda, \lambda_c) \) is a concave function of its parameters. This implies that a local maximum of \( R \) is the global maximum. Furthermore, this allows posing the problem of maximizing the steady-state translation rate \( R \) in a meaningful way as a convex optimization problem. Such problems can be solved using efficient numerical algorithms (see, e.g., [11], [21], [5]).
We also provide an explicit algebraic expression for the optimal translation rate $R^*$ in terms of the optimal parameter values $\lambda^*, \lambda_c^*$, and the parameters in the affine constraint $w_1, w_2$, and $b$, as well as an explicit solution to the convex optimization problem in the infinite-dimensional HRFM.

The reported results may potentially be used for re-engineering gene expression for various biotechnological applications. Specifically, an important problem is to optimize the translation efficiency and protein levels of heterologous genes in a new host [36, 43, 17, 20]. In Section IV, we show how $w_1$ and $w_2$ can be estimated. The idea is to use the explicit equations for $R^*, \lambda^*$ and $\lambda_c^*$ in the infinite-dimensional HRFM. We show that based on experimental measurements of the elongation rates ($\lambda_n^*$), and translation rates ($R^*$), we can estimate $w_1$ and $w_2$. The underlying assumptions for this approach are that: (1) evolution optimized the translation process; and (2) the mRNA chain is relatively long. In addition, we would like to emphasize that in the case of biotechnological engineering of gene translation, $w_1$ and $w_2$ may be evaluated based on intra-cellular measurement of the concentration and metabolic costs of proteins and genes related to the translation machinery such as initiation factors, elongation factors, tRNA molecules, aminoacyl-tRNA synthetases, etc; these values are related to the ‘cost’ of increasing $\lambda$ and $\lambda_c$.

Our results may also be related to the evolution of gene expression, and specifically translation and transcript sequences. Indeed, translation is the process consuming most of the cell energy [36, 43, 8], and it is reasonable to assume that for organisms under strong evolutionary pressure, evolution shapes the genomic machinery so that it optimizes the protein translation rate for the given finite resources.

A natural topic for further research is whether the steady-state translation rate $R = R(\lambda, \lambda_1, \ldots, \lambda_n)$ in the RFM is a concave function of its parameters. This question seems to be technically more demanding, as the Hessian matrix of the $n$-dimensional RFM has dimensions $(n+1) \times (n+1)$, whereas that of the HRFM is $2 \times 2$. A more general question is related to the concavity of other models of translation including various versions of the TASEP model [34, 59, 48, 44, 8, 38].

More generally, the asymmetric simple exclusion process (ASEP) has become the “default stochastic model for transport phenomena” [52], and has been used to model and analyze many important natural and artificial processes [22]. We believe that the RFM and the HRFM can also be applied to model and analyze more natural and artificial processes.
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APPENDIX – PROOFS

Proof of Theorem 1 The proof is based on analyzing the Hessian matrix of $R$. Define the normalized initiation rate $\eta$ by

$$\eta := \lambda / \lambda_c.$$  

Then we can rewrite (9) as

$$e_n = \eta f_n(e_n),$$  

with

$$f_n(z) := 1 - \frac{z^{-1}}{1 - \frac{z}{1 - z}},$$  

where on the right-hand side $z$ appears $n$ times. Note that $f_n(z)$ is not necessarily well-defined for all $z \in (0, 1)$. For example,

$$f_3(z) = 1 - \frac{z}{1 - \frac{z}{1 - z}} = \frac{z^2 - 3z + 1}{-2z + 1}$$

is not well-defined for $z = 3/2$. Eq. (22) implies that $e_n = e_n(\eta)$, and since $e_n \in (0, 1)$,

$$0 < f_n(e_n) < 1/\eta.$$  

The following results are needed to prove Theorem 1.

Proposition 3 Fix arbitrary $n \geq 2$ and $\eta > 0$. Let $e_n = e_n(\eta)$. Then for all $z \in [0, e_n]$ the functions $f_n(z)$, $f_n'(z) := df_n(z)/dz$, and $f_n''(z) := d^2f_n(z)/dz^2$ are well-defined and satisfy

$$f_n(z) > 0,$$

$$f_n'(z) < 0,$$

$$f_n''(z) < 0.$$  

In other words, for all $z \in [0, e_n]$ the function $f_n(z)$ is positive, strictly decreasing, and concave.

Example 6 Consider the case $n = 4$. It follows from the results in [32] that for all $\eta > 0$, $e_4(\eta) \in (0, a)$, where $a := 1/(4 \cos^2(\pi/6)) = 1/3$. Fig. 6 depicts the function $f_4(z)$ for $z \in [0, a]$. It may be seen that $f_4(z)$ is well-defined, positive, strictly decreasing, and concave in this range.

Proof of Proposition 3 Pick $\eta > 0$. The proof is by induction on $n$. For $n = 2$, $f_2(z) = 1 - \frac{z}{1 - z}$, so $f_2(z) > 0$ for all $z \in [0, 1/2]$. By [11],

$$e_2 = \eta + (1/2) - \sqrt{\eta^2 + 1/4},$$

so $e_2 < 1/2$. Differentiating $f_2$ yields

$$f_2'(z) = -(1-z)^{-2},$$

$$f_2''(z) = 2(1-z)^{-2}.$$  

Thus for $n = 2$, Eq. (24) holds for all $z \in [0, e_2]$.

For the induction step, it is useful to let $p \in (0, 1)^n$ denote the equilibrium point of the $n$-dimensional HRFM, and let $q \in (0, 1)^{n+1}$ denote the equilibrium point of the $(n+1)$-dimensional HRFM. It was shown in [53, Proposition 1] that

$$q_{n+1} < p_n.$$  

Combining \((29), (28), (31),\) and \((25)\) completes the proof of the induction step. □

**Proposition 4** Fix an arbitrary \(n \geq 2.\) Let \(h_n(\cdot) : \mathbb{R}_+ \to (0, 1)\) be the function such that \(e_n = h_n(\eta).\) Then

\[
\begin{align*}
    h'_n(\eta) &= \frac{dh_n(\eta)}{d\eta} > 0, \\
    h''_n(\eta) &= \frac{d^2h_n(\eta)}{d\eta^2} < 0,
\end{align*}
\]

for all \(\eta > 0.\)

In other words, the mapping \(\eta \mapsto e_n(\eta)\) is strictly increasing and concave.

**Proof of Proposition 4** We can write \((22)\) as a polynomial equation in \(e_n\) with coefficients that are smooth functions of \(\eta.\) It is possible to show that the feasible \(e_n\) (i.e. the one corresponding to the solution \(e \in \text{Int}(C)\)) is a simple root of this polynomial for all \(\eta > 0 \ [37].\) Hence, \(h_n(\cdot)\) is a smooth function.

Rewriting \((22)\) as \(h_n(\eta) = \eta f_n(h_n(\eta))\) and differentiating with respect to \(\eta\) yields

\[
(1 - \eta f'_n(h_n(\eta))) h'_n = f_n(h_n(\eta)).
\]

Combining this with Proposition 3 implies that \(h'_n > 0.\) Differentiating \((33)\) with respect to \(\eta\) yields

\[
(1 - \eta f'_n(h_n(\eta))) h''_n = 2 h'_n f_n(\eta) + \eta f''_n(h_n(\eta))(h'_n)^2.
\]

Combining this with the fact that \(h'_n(\eta) > 0\) and Proposition 3 implies that \(h''_n(\eta) < 0,\) and this completes the proof of Proposition 4. □

We can now complete the proof of Theorem 1. Differentiating \(R = \lambda_c h(\eta)\) with respect to \(\lambda_c\) yields

\[
\frac{\partial R}{\partial \lambda_c} = h_n(\eta) - \lambda_c^{-1} h'_n(\eta),
\]

and

\[
\frac{\partial^2 R}{\partial \lambda_c^2} = \lambda^2 \lambda_c^{-3} h''_n(\eta).
\]

Similarly,

\[
\frac{\partial R}{\partial \lambda} = h'_n(\eta),
\]

\[
\frac{\partial^2 R}{\partial \lambda^2} = -\lambda_c^{-2} h''_n(\eta),
\]

\[
\frac{\partial^2 R}{\partial \lambda \partial \lambda_c} = \lambda_c^{-1} h''_n(\eta).
\]

Substituting these expressions in the Hessian matrix \((13)\) yields

\[
H = \begin{bmatrix}
\lambda_c^{-1} & -\lambda_c^{-2} \\
-\lambda_c^{-2} & \lambda^2 \lambda_c^{-3}
\end{bmatrix} \cdot h''_n(\eta).
\]

A calculation shows that the eigenvalues of \(H\) are 0 and \((\lambda_c^2 + \lambda^2)\lambda_c^{-3} h''_n(\eta).\) Since \(h''_n(\eta) < 0\) this implies that \(H\) is a negative semidefinite matrix. This completes the proof of Theorem 1. □
Proof of Proposition 1. Since $f_n'(e_n) < 0$, it follows from (33) that $h_n'(\eta) < f_n(h_n(\eta))$, so (22) yields $h_n'(\eta) < e_n/\eta = h_n(\eta)/\eta$. Combining this with (34) implies that

$$\partial R/\partial \lambda > 0.$$ 

Using (35) and Proposition 4 implies that

$$\partial R/\partial \lambda > 0,$$

and this completes the proof of Proposition 1. □

Proof of Proposition 5. Consider the $n$-dimensional HRGM with $n \geq 2$. Then

$$\frac{\partial e_n}{\partial \lambda} = \begin{cases} \frac{3}{4 \lambda(n+3)}, & e_n = 1/4, \\
\lambda c(4e_n - 1)/(r\lambda), & \text{otherwise}, \end{cases}$$

(36)

$$\frac{\partial e_n}{\partial \lambda c} = \begin{cases} \frac{-3}{4 \lambda(n+3)}, & e_n = 1/4, \\
(1 - 4e_n)/r, & \text{otherwise}, \end{cases}$$

(37)

where

$$r := 2\lambda c + \lambda^2 (n+1)\lambda^{-1} + (n+2)(\lambda - \lambda)c^{-1}. \tag{38}$$

Proof of Proposition 5. It is well-known that there is a strong connection between continued fractions and Chebyshev polynomials (see, e.g., [30]). We begin by stating some properties of these polynomials that are used in the proof. For more details, see e.g., [35].

The Chebyshev polynomial of the second kind of degree $n$ is defined by $U_n(x) := \sin((n+1)\theta)/\sin\theta$, where $x = \cos\theta$. For example,

$$U_2(x) = \frac{\sin 3\theta}{\sin \theta} = \frac{-4\sin^3 \theta + 3 \sin \theta}{\sin \theta} = -4\sin^2 \theta + 3 = -4(1 - x^2) + 3.$$

These polynomials can also be defined recursively by

$$U_0(x) = 1,$$

$$U_1(x) = 2x,$$

$$U_{n+1}(x) = 2xU_n(x) - U_{n-1}(x), \quad n = 1, 2, \ldots.$$ \hspace{1cm} (39)

It is not difficult to prove that this implies that

$$U_n(1) = n + 1, \quad U_n'(1) = n(n+1)(n+2)/3$$

for all $n$. More generally, it is well-known that the derivative of $U_n(x)$ satisfies

$$2(1 - x^2)U_n'(x) = -nU_{n+1}(x) + (n+2)U_{n-1}(x). \tag{40}$$

It has been shown in [34] that the last coordinate of the equilibrium point of the $n$-dimensional HRGM satisfies

$$\lambda U_{n+1}(s) = \lambda cU_n(s)e_n^{1/2}, \tag{41}$$

where

$$s := 1/(2\sqrt{e_n}).$$

Note that since $e_n \in (0, 1)$, $s \in (1/2, \infty)$. 

Eq. (41) implies in particular that

$$U_n(s) \neq 0, \quad \text{for all } \lambda, \lambda c > 0. \tag{42}$$

Indeed, if $U_n(s) = 0$, then (41) yields $U_{n+1}(s) = 0$ and then repeatedly applying the recursive definition (39) yields $U_0(s) = 0$ which is a contradiction.

Differentiating (41) with respect to $\lambda$ yields

$$\lambda_c \left( \frac{U_n(s)}{2} e_n^{-1/2} \frac{\partial}{\partial \lambda} e_n + e_n^{1/2} \frac{\partial}{\partial \lambda} U_n(s) \right)$$

$$= U_{n+1}(s) + \lambda \frac{\partial}{\partial \lambda} U_{n+1}(s)$$

$$= \lambda c U_n(s)e_n^{1/2} + \lambda c \frac{\partial}{\partial \lambda} U_{n+1}(s).$$

Thus,

$$\lambda_c \left( \frac{1}{2} e_n^{-1/2} U_n(s) \frac{\partial}{\partial \lambda} e_n + e_n^{1/2} U_{n+1}(s) \frac{\partial}{\partial \lambda} \right)$$

$$= \lambda c U_n(s)e_n^{1/2} + \lambda c U_{n+1}(s) \frac{\partial}{\partial \lambda}.$$ \hspace{1cm} (43)

By the definition of $s$,

$$\frac{\partial}{\partial \lambda} s = -\frac{1}{4} e_n^{-3/2} \frac{\partial}{\partial \lambda} e_n,$$

and substituting this in (43) yields

$$g \frac{\partial}{\partial \lambda} e_n = \frac{4\lambda c}{\lambda} U_n(s)e_n, \tag{44}$$

where

$$g := 2\lambda c U_n(s) + e_n^{-1} \left( \lambda U_{n+1}'(s) - \lambda c e_n^{1/2} U_n'(s) \right). \tag{45}$$

Differentiating (41) with respect to $\lambda c$ yields

$$(U_n(s) + \lambda c \frac{\partial}{\partial \lambda c} U_n(s)) e_n^{1/2} + \frac{1}{2} \lambda c U_n(s)e_n^{-1/2} \frac{\partial}{\partial \lambda c} e_n$$

$$= \lambda c \frac{\partial}{\partial \lambda c} U_{n+1}(s),$$

and simplifying similarly yields

$$g \frac{\partial}{\partial \lambda c} e_n = -4U_n(s)e_n. \tag{46}$$

We consider two cases.

Case 1. Suppose that $s = 1$. Then $e_n = 1/4$ and (41) yields

$$\lambda c = 2\lambda(n+2)/(n+1).$$

Substituting these values in (45) yields $g = 8\lambda(n^2 + 5n + 6)/3$. Substituting this in (44) and (46) proves Proposition 5 in the case $e_n = 1/4$.

Case 2. Suppose that $s \neq 1$ (so $e_n \neq 1/4$). To simplify $g$, let $g := \lambda U_{n+1}'(s) - \lambda c e_n^{1/2} U_n'(s)$. Using (40) yields

$$2(1 - s^2)y = \lambda(n+3)U_n(s) - \lambda(n+1)U_{n+2}(s) - \lambda c(n+2)e_n^{1/2} U_{n-1}(s) + \lambda c e_n^{1/2} U_{n+1}(s),$$

$$- \lambda c(n+2)e_n^{1/2} U_{n-1}(s) + \lambda c e_n^{1/2} U_{n+1}(s),$$
and applying (39) yields
\[
2(1 - s^2)y = \lambda(n + 3)U_n(s) - \lambda(n + 1)(2sU_{n+1}(s) - U_n(s)) - \lambda_c(n + 2)e_n^{1/2}(2sU_n(s) - U_{n+1}(s)) + \lambda_c e_n^{1/2}nU_{n+1}(s).
\]

This proves (19) for the case \( s = 1 \).

\[
\text{Suppose for a moment that } \alpha^* = 0. \text{ Then } (50) \text{ implies that also } \beta^* = 0 \text{ and combining this with } b = w_1\lambda^*_c + w_2\lambda^*_c \text{ yields}
\]
\[
(nw_2 - 4w_1)(w_2 + (n + 2)(nw_2 - 4w_1)) = 0.
\]

This implies that \( \alpha^* = 0 \) only when \( w_2 = (n + 2)(4w_1 - nw_2) \), i.e. \( w_2 = \frac{4w_1(n-2)}{n^2-1} \). But, \( b = w_1(\lambda^*_c + \frac{4\lambda^*_c(n+2)}{(n+1)^2}) \), and substituting this in \( \alpha^* = 0 \) yields
\[
\lambda^*_c(n + 1) = 2\lambda^*(n + 2).
\]

We already know that this corresponds to the case \( s = 1 \), and since we are considering the case \( s \neq 1 \), \( \alpha^* \neq 0 \), then \( e_n^* = \beta^*/\alpha^* \).

Using the fact that \( b = w_1\lambda^*_c + w_2\lambda^*_c \) completes the proof of Theorem 2. □

Proof of Proposition 2 Recall that in the infinite-dimensional HRFM the steady-state translation rate \( \tilde{R} \) is given by (14). We know that the optimal values satisfy \( w_1\lambda^*_c + w_2\lambda = b \), so \( \lambda = (b - w_1\lambda_c)/w_2 \). Substituting this in (14) and simplifying yields
\[
\tilde{R}(\lambda_c) = \begin{cases} \frac{(b - w_1\lambda_c)(w_2 + w_3\lambda - b)}{w_2}, & \lambda_c > 2b/(2w_1 + w_2), \\ \frac{w_3}{4}, & \lambda_c \leq 2b/(2w_1 + w_2). \end{cases}
\]

This is a concave function of \( \lambda_c \) and its unique maximum can be obtained by differentiating with respect to \( \lambda_c \) and equating the derivative to zero. This yields \( \lambda^*_c \) in (20). Using \( w_1\lambda_c + w_2\lambda = b \) yields \( \lambda^*_c \), and substituting \( \lambda^*_c, \lambda^*_c \) in (14) completes the proof. □
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