RECTIFIABILITY AND UPPER MINKOWSKI BOUNDS FOR SINGULARITIES OF HARMONIC $Q$-VALUED MAPS
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ABSTRACT. In this article we prove that the singular set of Dirichlet-minimizing $Q$-valued functions is countably $(m - 2)$-rectifiable and we give upper bounds for the $(m - 2)$-dimensional Minkowski content of the set of singular points with multiplicity $Q$.

1. INTRODUCTION

$Q$-valued functions were introduced by Almgren in [Alm00] in order to model branching singularities of area minimizing currents in higher codimension. Indeed, it was first noticed by De Giorgi in his pioneering work [DG61] that an area minimizing hypersurface can be very well-approximated by the graph of a harmonic function if it is sufficiently close (in a weak sense) to a Euclidean plane. In higher codimension, this statement is not true anymore at points of high multiplicity as it is well known that area minimizing surfaces can have branching singularities, cf. [DL16, Section 5.2]. Almgren introduced a suitable notion of Dirichlet energy for functions taking a fixed number $Q$ of values in order to approximate efficiently area-minimizing currents in a neighborhood of a singular point of branching type with multiplicity $Q$. He then showed that “harmonic” (namely Dirichlet minimizing) $Q$-valued maps might be singular but the codimension of their singular set is at least 2. In turn his monograph [Alm00] used such regularity property as a starting point to show that the Hausdorff dimension of the singular set of $m$-dimensional area-minimizing currents is at most $m - 2$: in a nutshell Almgren’s program in [Alm00] is a (fairly complicated) linearization procedure which reduces the bound on the dimension of the singular set for an area minimizing current to the same bound for the singular set of harmonic multivalued maps (cf. [DL16, De 15] for a more precise description of Almgren’s program which follows the recent approach of [DLS11, DLS15, DLS14, DLS16a, DLS16b]).

In this note we establish a more refined regularity property for the singular set of Dirichlet minimizing $Q$-valued functions on an $m$-dimensional domain, showing that indeed it is $(m - 2)$-rectifiable (and hence $\mathcal{H}^{m-2}$ $\sigma$-finite). The latter property has already been shown by Krummel and Wickramasekera in [KW13] when $Q = 2$ and the same authors have announced that their proof can be extended to any $Q$, cf. [KW]. Our argument is however different, since it is based on the techniques introduced recently by Aaron Naber and the fourth author in [NV17], whereas [KW13] draws on the approach of Simon (cf. for instance [Sim95]). Thus a byproduct of our proof is the additional information that the subset of singular points with highest multiplicity has locally finite Hausdorff $(m - 2)$-dimensional measure (indeed it is possible to give an upper bound for its Minkowski $(m - 2)$-dimensional content). On the other hand Krummel and Wickramasekera, adapting the techniques of Simon, obtain different byproducts, most notably the uniqueness of the tangent functions at $\mathcal{H}^{m-2}$-a.e. point and, for $Q = 2$ and in the neighborhood of some special singular points, higher regularity of the singular set, cf. Remark 2.7, [KW13, Theorem C] and [Kru14]. Of course, in view of Almgren’s program, rectifiability...
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results might be the starting point for a refined study of the singular set of area-minimizing currents, possibly leading to a solution to [GMT86, Problem 5.3].

Aside from applications to minimal currents, this work and the techniques developed here to study problems with variable homogeneity can be adapted to different topics in mathematics, see for example the recent works on free boundary problems [FS17], liquid crystals [Alp17] and \( \mathbb{Z}/2 \) harmonic spinors [Zha17]. We also mention the recent works on the non-continuous singularities for \( Q \)-valued harmonic maps in [HSV17].

\( Q \)-valued functions are simply functions taking values in the space of unordered \( Q \)-tuples of points in \( \mathbb{R}^n \), which is denoted by \( \mathcal{A}_Q(\mathbb{R}^n) \). Following Almgren’s convention, we will denote a point \( T \in \mathcal{A}_Q(\mathbb{R}^n) \) as \( T = \sum_{i=1}^Q [P_i] \), where \([P_i]\) is the Dirac measure concentrated on \( P_i \in \mathbb{R}^n \). This space can be endowed with a natural distance given by

\[
d(T_1, T_2) = d \left( \sum_{i=1}^Q [P_i], \sum_{i=1}^Q [S_i] \right) = \min_{\sigma \in \mathcal{P}_Q} \sum_{i=1}^Q |P_i - S_{\sigma(i)}|^2 ,
\]

where \( \mathcal{P}_Q \) is the group of permutations of \( Q \) elements. With this distance, \( \mathcal{A}_Q(\mathbb{R}^n) \) is a complete metric space. For a domain \( \Omega \subseteq \mathbb{R}^m \), the Dirichlet energy and the space \( W^{1,2}(\Omega, \mathcal{A}_Q(\mathbb{R}^n)) \) are defined in [Alm00] following a rather involved, albeit natural, geometric procedure (cf. [DL16, Section 7.3]). It has been noticed in [DLS11] that modern analysis in metric spaces can be used to give an intrinsic simple definition of both objects. We refer to [DLS11, Alm00] for a more detailed description of the space of \( Q \)-valued functions and Dirichlet minimizers, here we simply recall that Dirichlet minimizers are Hölder continuous functions with exponent \( \alpha = \alpha(m,n,Q) \).

A point \( x \in \Omega \) is a regular point for a \( Q \)-valued Dirichlet minimizer \( u \) if there exists a neighborhood \( B \) of \( x \) and \( Q \) harmonic functions \( u_i : B \to \mathbb{R}^n \) such that for all \( y \in B \):

\[
u(y) = \sum_{i=1}^Q [u_i(y)] ,
\]

and either \( u_i(y) \neq u_j(y) \) for all \( y \in B \), or \( u_i \equiv u_j \). The complement of regular points are the singular points of \( u \), denoted by \( \Sigma_u \). Note that this set is automatically a closed set. Moreover, the main result regarding \( Q \)-valued functions in [Alm00] is that the Hausdorff dimension of \( \Sigma_u \) is bounded from above by \( m - 2 \). In particular:

**Theorem 1.1** ([Alm00], and [DLS11, Proposition 3.22]). If \( u \) is a Dirichlet-minimizing \( Q \)-valued function \( u : \Omega \subseteq \mathbb{R}^n \to \mathcal{A}_Q(\mathbb{R}^n) \), then \( \Sigma_u \) is a relatively closed subset of \( \Omega \) with Hausdorff dimension no larger than \( m - 2 \).

An important subset of \( \Sigma_u \) consists of those singular points where all the values of \( u(x) \) coincide, in other words

\[
\Delta_Q = \{ x \in \Sigma_u \text{ s.t. } u(x) = Q \, [P] \text{ for some } P \in \mathbb{R}^n \} .
\]

By Hölder regularity of the functions \( u \), also the set \( \Delta_Q \) is closed.

The main result of this note is then the following theorem. In the rest of the paper we will use the notation \( B_r(E) \) for the open \( r \)-tubular neighborhood of the set \( E \), namely \( B_r(E) = \{ p : \text{dist} \,( p, E ) < r \} \).
Theorem 1.2. Let \( u : \Omega \subseteq \mathbb{R}^m \rightarrow A_Q(\mathbb{R}^n) \) be a Dirichlet minimizing function. Then for any compact set \( K \) of \( \Omega \), \( H^{m-2}(\Delta Q \cap K) < \infty \), and indeed we have the stronger Minkowski-type estimate

\[
|B_r(\Delta Q) \cap K| \leq C(K, u)r^2 \quad \forall r < 1.
\] (1.4)

Moreover \( \Delta Q \) is \((m - 2)\)-countably rectifiable, namely it can be covered by countably many \( C^1 \) surfaces of dimension \( m - 2 \), except for a set of \( H^{m-2} \) measure zero.

As an immediate corollary of the latter statement we obtain:

Theorem 1.3. The singular set \( \Sigma_u \) of a Dirichlet minimizer \( Q \)-valued function \( u \) is \((m - 2)\)-countably rectifiable.
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2. Main statements and plan of the paper

2.1. Preliminaries. Before going into details, we want to underline again that for the reader who is inexperienced with \( Q \)-valued functions, a complete and readable introduction can be found in [DLS11]. In what follows for the values of the function \( u \) we will use the notation \( u(x) = \sum_i [u_i(x)] \) and \( Du(x) = \sum_i [Du_i(x)] \). We refer the reader to [DLS11] for all the conventions and terminologies.

In this section, we gather some preliminary results that will allow us to reduce our main theorems to a simpler version. First of all, we show how Theorem 1.3 follows from Theorem 1.2.

Proof of Theorem 1.3. The proof follows easily from an inductive argument in \( Q \). Indeed, for \( Q = 1 \) we clearly have no singular set at all. For \( Q = 2 \), the whole singular set coincides with \( \Delta Q \), and thus this is a corollary of 1.2. For a given \( Q^* \geq 3 \) we assume by induction that the statement of the theorem holds for all \( Q < Q^* \). We fix a Dirichlet minimizing \( Q^* \)-valued map on some open set \( \Omega \) and let \( \Sigma_u = \Delta Q^* \cup \Sigma'_u \), where \( \Sigma'_u = \Sigma_u \setminus \Delta Q^* \). Thus \( \Sigma'_u \) is a relatively closed subset of the open set \( \Omega' = \Omega \setminus \Delta Q^* \). In particular, for all \( x \in \Sigma'_u \), we have

\[
u(x) = \sum_{i=1}^{Q^*} [P_i],
\]

(2.1)

where at least one pair \( \{P_i, P_j\} \) consists of different points. By Hölder continuity of \( u \), there exists a neighborhood \( B \) of \( x \) and two multiple valued functions \( u_1 \) and \( u_2 \) such that \( u_1 \) has \( Q_1 \) values, \( u_2 \) has \( Q_2 \) values, \( Q_1 + Q_2 = Q^* \), \( Q_1 \geq 1, Q_1 \geq 1, Q_2 \geq 1 \), and

\[
u|_B = u_1 + u_2.
\]

(2.2)

Moreover, the images of \( u_1 \) and \( u_2 \) are disjoint. Thus \( \Sigma_u \cap B \) is contained in the union of the singular sets of \( u_1 \) and \( u_2 \), which are \((m - 2)\)-rectifiable by inductive assumption. By a straightforward covering, this implies that \( \Sigma'_u \) is \((m - 2)\)-rectifiable as well. The rectifiability of \( \Sigma_u \) follows now from the \((m - 2)\)-rectifiability of \( \Delta Q \).

Thus, from now on we will focus just on the set of $Q$-points $\Delta_Q$. Before going further we state a useful simplification of our problem. Consider the function $\eta : A_Q(\mathbb{R}^n) \to \mathbb{R}^n$ defined by taking the average of the $Q$-tuple $T$, i.e.,

$$\eta(T) := \eta \left( \sum_{i=1}^{Q} [P_i] \right) = \frac{1}{Q} \sum_{i=1}^{Q} P_i. \quad (2.3)$$

Note that this is a well-defined function on $A_Q(\mathbb{R}^n)$, since its value is independent of the ordering in the $Q$-tuple $T$. It is useful to notice (see [DLS11, Lemma 3.23]) that if $u$ is a Dirichlet-minimizer, then so is $\eta \circ u$, thus in particular this is a classical harmonic function. Moreover, see again [DLS11, Lemma 3.23], if we introduce the map

$$u'(x) = \sum_{i} [u_i(x) - \eta \circ u]$$

then $u'$ is again a Dirichlet-minimizer, and it satisfies the additional “balancing condition” $\eta \circ u' \equiv 0$. Note that the singular points of $u$ coincide with the singular points of $u'$, and thus for the purposes of this article we can assume for simplicity and without loss of generality that $\eta \circ u = 0$. Note that under such assumption $\Delta_Q \subset \{ x : u(x) = Q \{0\} \}$. However, [DLS11, Proposition 3.23] delivers the following stronger information:

**Theorem 2.1.** If $\Omega \subseteq \mathbb{R}^m$ is connected and $u : \Omega \to A_Q(\mathbb{R}^n)$ is a Dirichlet minimizing map, then either $u \equiv Q \{\eta \circ u\}$ or $\Delta_Q = \{ x : u(x) = Q \{0\} \}$ and has Hausdorff dimension at most $m - 2$.

Therefore we can from now on assume, without loss of generality, that the following holds

**Assumption 2.2.** $\Omega$ is a convex open subset of $\mathbb{R}^m$, $u : \Omega \to A_Q(\mathbb{R}^n)$ is a minimizer of the Dirichlet energy with $\eta \circ u \equiv 0$ and positive Dirichlet energy. In particular

$$\Delta_Q = \{ x : u(x) = Q \{0\} \} \quad (2.4)$$

and that $\Delta_Q$ is a strict subset of $\Omega$.

### 2.2. Frequency function and main steps.

Theorem 1.2 will be split into two separate steps, namely the upper Minkowski estimate (Theorem 2.5) and the rectifiability (Theorem 2.6), proved in the last two sections. In order to state the two steps, we need to introduce some notation and terminology.

For every $z \in \mathbb{R}^m$, we set $\nu_z : \mathbb{R}^m \setminus \{z\} \to \mathbb{S}^{m-1}$ given by $\nu_z(y) := \frac{y-z}{|y-z|}$. $D(x, r)$ denotes the Dirichlet energy of $u$ on the ball $B_r(x)$: $\int_{B_r(x)} |Du|^2$. The height function $H(x, r)$ and Almgren’s frequency function $I(x, r)$ are defined as $H(x, r) := \int_{\partial B_r(x)} |u|^2$ and $I(x, r) := \frac{r D(x, r)}{H(x, r)}$. In this paper we will however mainly work with a “smoothed” version of $D$, $H$ and $I$, first introduced in [DLS16b].

**Definition 2.3.** Let $\phi$ be a Lipschitz nonincreasing function that is identically 1 on $[0, \frac{1}{2}]$ and identically 0 on $[1, \infty]$. The smoothed Dirichlet, height and frequency functions $D_\phi$, $H_\phi$ and $I_\phi$ are given, respectively, by

$$D_\phi(x, r) := \int |Du(y)|^2 \phi \left( \frac{|y-x|}{r} \right) \, dy \quad (2.5)$$

$$H_\phi(x, r) := -\int |u(y)|^2 |y-x|^{-1} \phi' \left( \frac{|y-x|}{r} \right) \, dy \quad (2.6)$$

$$I_\phi(x, r) := \frac{r D_\phi(x, r)}{H_\phi(x, r)} \quad (2.7)$$
We also introduce
\[ E_\phi(x, r) = -\int |\partial_{ux} u(y)|^2 |y - x| \phi' \left( \frac{|y - x|}{r} \right) \, dy. \]  \hspace{1cm} (2.8)
We omit \( x \) if it is the origin.

Observe that, under Assumption 2.2, from Theorem 1.1 we conclude that \( \Delta_Q \) is a set of measure zero in the ball \( B_r(x) \), whenever \( x \in \Omega \) and \( r < \text{dist}(x, \partial \Omega) \). Thus \( H_\phi(x, r) \) is positive for every such \( x \) and \( r \), which in turn implies that the function frequency is well defined for all such values. In some cases we will have to compute the above quantities for different functions \( \nu \)'s: we will then use the notation \( D_{\phi, \nu}(x, r), H_{\phi, \nu}(x, r) \) and so on to denote such dependence. The main tool of Almgren's regularity theory and of this paper is the monotonicity of the classical frequency function \( I \) in the variable \( r \). Almgren's computation can be easily extended to \( I_\phi \) for any weight function \( \phi \) as in the definition above (a fact first remarked in \([DLS16b]\)). In particular both the classical frequency function and the smoothed ones can be defined at \( r = 0 \) by taking the limit as \( r \downarrow 0 \).

In the rest of the paper we will often work under the following additional assumption.

**Assumption 2.4.** \( \Omega = B_{64}(0) \) and \( I_\phi(64) \leq \Lambda \). \( \phi'(t) = -2 \) for every \( t \in [\frac{1}{2}, 1] \) and 0 otherwise.

A simple covering argument allows then to recover Theorem 1.2 from the following

**Theorem 2.5.** Under the Assumptions 2.2 and 2.4 there is a constant \( C = C(m, n, Q, \Lambda) \) such that
\[ |B_\rho(\Delta_Q) \cap B_{1/8}(0)| \leq C \rho^2 \quad \forall \rho > 0. \]  \hspace{1cm} (2.9)

**Theorem 2.6.** Under the Assumptions 2.2 and 2.4 the set \( \Delta_Q \cap B_{1/8}(0) \) is countably \((m - 2)\)-rectifiable.

**Remark 2.7.** The singular set \( \Delta_Q \) can be further subdivided according to the value of the frequency function \( I(x, 0) \), which must be positive at each singular \( x \) (cf. Lemma 3.3). For \( Q = 2 \) the minimal value of \( I(x, 0) \) at singular points is \( \frac{1}{7} \) and the combination of the works \([KW13]\) and \([Kru14]\) imply the real analiticity of \( \Delta_2 \) in a neighborhood of any such point. Moreover \([Kru14]\) shows the real analiticity of \( \Delta_2 \cap U \) in any open set \( U \) for which the frequency function is constant on \( \Delta_2 \cap U \).

2.3. **Spines and pinching.** Our proof is a nontrivial adaptation of the techniques of \([NV17]\). In particular, the main estimates will be derived from a Reifenberg-type result and estimates on the Jones' numbers of the sets \( \Delta_Q \) and suitable discretizations of it.

The main ingredient is again the frequency function \( I_\phi \). As mentioned above, for Dirichlet minimizers \( I_\phi \) is a monotone function of \( r \). The other important property is that \( I_\phi \) controls the degree of homogeneity (or approximate homogeneity) of \( u \). Indeed, \( u \) is homogeneous of degree \( \alpha \) at a point \( x \) if and only if \( I_\phi(x, r_1) = I_\phi(x, r_2) = \alpha \) for some \( r_1 < r_2 \) (in which case it turns out that \( r \mapsto I_\phi(x, r) \) is in fact constant). If \( u \) were a classical function, its homogeneity would be equivalent to
\[ u(x + \lambda p) = \lambda^\alpha u(x + p) \quad \text{or} \quad \lambda u(x + p) = \langle \nabla u(x + p), y \rangle. \]  \hspace{1cm} (2.10)
From this formula, it is immediate to see that if \( u \) is homogeneous of the same degree \( \alpha \) at two points \( x \neq y \), then automatically \( u \) is invariant with respect to the line joining \( x \) and \( y \). Indeed, we easily have
\[ \langle \nabla u(p), x - y \rangle = \alpha u(p) - \alpha u(p) = 0 \quad \text{for all} \quad p \in \mathbb{R}^n. \]  \hspace{1cm} (2.11)

The same conclusions hold for \( \nu \)-valued functions provided we introduce the correct terminology.

If \( u \) happens to be homogeneous with respect to some points \( \{x_i\} \) spanning a \( k \)-dimensional subspace, then \( u \) is invariant with respect to this subspace. By Theorem 1.1, a \( u \) which satisfies Assumption 2.2 and is invariant with respect to an \( m - 1 \) dimensional does not exist, thus must have empty
\(\Delta_Q\), thus making \(m - 2\) the maximum number of invariant directions that allow for some singular behaviour of \(u\). Moreover, if \(u\) has an invariant subspace of dimension \(m - 2\), then the singular set \(\Delta_Q\) is either empty or it coincides with this subspace.

The monotonicity formula for \(I_\phi\) gives a quantitative measurement (in an integral sense) of how close \(u\) is to being homogeneous of degree \(I_\phi\) at a point \(x\). The precise statement can be found in Proposition 4.3. In turn this leads to the most important estimate of the note:

**Definition 2.8.** Let \(u\) and \(\phi\) be as in Assumptions 2.2 and 2.4. For every \(x \in B_1\) and every \(0 < s \leq r \leq 1\) we let

\[
W_s^r(x) := I_\phi(x, r) - I_\phi(x, s)
\]

be the “pinching” of the frequency function between the radii \(s\) and \(r\).

**Theorem 2.9** (Cf. Theorem 4.2). There exist \(C_{4.2} = C_{4.2}(\Lambda, m, n, Q) > 0\) such that, if \(u\) and \(\phi\) satisfy the Assumptions 2.2 and 2.4, \(x_1, x_2 \in B_{1/8}(0)\) and \(|x_1 - x_2| \leq r/4\), then

\[
|I_\phi(z, r) - I_\phi(y, r)| \leq C_{4.2} \left[ \left(W_{r/8}^4(x_1)\right)^{\frac{1}{2}} + \left(W_{r/8}^4(x_2)\right)^{\frac{1}{2}} \right] |z - y| \quad \forall z, y \in [x_1, x_2].
\]

With the latter estimate we will be able to bound in a quantitative way the distance between \(\Delta_Q \cap B_r(x)\) and a carefully chosen \(m - 2\) dimensional plane \(L_{x,r}\) for all \(x, r\) (cf. Section 5). This, combined with an inductive covering of \(\Delta_Q\), will allow us to conclude the proof.

2.4. **Plan of the paper.** The rest of the note is organized as follows:

- Section 3 gives several important bounds and identities on the smoothed frequency function. In particular, Proposition 3.1 states the crucial monotonicity identities and the related computations used later; Lemma 3.3 shows a fundamental \(\varepsilon\)-regularity theorem, namely that \(I_\phi(x, r)\) cannot go below a certain threshold when \(x \in \Delta_Q\); Lemma 3.4 gives useful bounds for the frequency and height function at different points and scales.
- Section 4 gives the most important new ingredient of the paper, namely it proves Theorem 2.9. Similar estimates are a fundamental starting point for the results of [NV17] on the rectifiability of the singular set for harmonic maps and are a direct consequence of the monotonicity formula. In our framework the proof is instead rather nontrivial.
- Proposition 4.2 is used in Section 5 to show that the average of the frequency drop at scale \(r\) with respect to a general measure \(\mu\) controls the \((m - 2)\)-mean flatness of \(\mu\), also called Jones’ number \(\beta_2\), cf. Proposition 5.3.
- In turn, Proposition 5.3 is combined with the Reifenberg-type methods developed in [NV17] to prove the Minkowski bound of Theorem 2.5.
- Finally, the Minkowski bounds and Proposition 5.3 allows a suitable estimate of average of the Jones’ number of the measure \(H^{m-2}\Lambda_\Delta\): the results of [NV17] and of [AT15] characterize the rectifiability of \(\mu\) in terms of such average and imply therefore directly Theorem 2.6.

3. **Smoothed frequency function and relevant identities**

3.1. **Properties of the frequency function.** We recall next the monotonicity identity for the smoothed frequency function, which is the counterpart of the monotonicity of Almgren’s “classical” frequency function \(I\), cf. [DLS11, Eq. (3.48)]. The monotonicity of \(I_\phi\) is contained in the arguments of [DLS16b], but since this is not explicitly mentioned there, we provide here the relevant statements and the short proof. Moreover we will differentiate the functions also in the variable \(x\). We summarize the relevant identities in the following Proposition.
Proposition 3.1. Under Assumption 2.2 we have that the functions $D_\phi$, $H_\phi$ and $I_\phi$ are $C^1$ in both variables. Moreover the following identities hold:

\[ D_\phi(x,r) = -\frac{1}{r} \int \phi' \left( \frac{|y-x|}{r} \right) \sum_{i=1}^{Q} \partial_{\nu_i} u_i(y) \cdot u_i(y) \, dy \]  
\tag{3.1}

\[ \partial_r D_\phi(x,r) = \frac{m-2}{r} D_\phi(x,r) + \frac{2}{r^2} E_\phi(x,r) \]  
\tag{3.2}

\[ \partial_r D_\phi(r,x) = -\frac{2}{r} \int \phi' \left( \frac{|y-x|}{r} \right) \sum_{i=1}^{Q} \partial_{\nu_i} u_i(y) \cdot \partial_r u_i(y) \, dy \]  
\tag{3.3}

\[ \partial_r H_\phi(x,r) = \frac{m-1}{r} H_\phi(x,r) + 2D_\phi(x,r) \]  
\tag{3.4}

\[ \partial_r H_\phi(x,r) = -2 \int \phi' \left( \frac{|y-x|}{r} \right) |y-x|^{-1} \sum_{i=1}^{Q} u_i(y) \cdot \partial_r u_i(y) \, dy \]  
\tag{3.5}

In particular both $I_\phi(x,r)$ and $r^{-m}H_\phi(x,r)$ are nondecreasing functions of $r$ and we have the following identities:

\[ \partial_r I_\phi(x,r) = \frac{2}{rH_\phi(x,r)^2} \left( H_\phi(x,r) E_\phi(x,r) - r^2 D_\phi(x,r)^2 \right) \geq 0 \]  
\tag{3.6}

\[ s^{-m}H_\phi(x,s) = r^{-m}H_\phi(x,r) \exp \left(-2 \int_s^r I_\phi(x,t) \frac{dt}{t} \right) \]  
\tag{3.7}

Remark 3.2. Note that by letting $\phi \uparrow 1_{[0,1]}$ we recover corresponding statements for the classical Dirichlet, height and frequency functions, at the price of a loss of smoothness: some of the identities are, in particular, true in a suitable a.e. sense. A particularly useful inequality that is instead valid for every $x$, $s$ and $r$ is the monotonicity:

\[ s^{-m}H(x,s) \leq r^{-m}H(x,r) \quad \forall 0 < s < r < \text{dist}(x, \partial \Omega) \]  
\tag{3.8}

Proof. First of all we can assume, without loss of generality that $\phi$ is smooth: indeed in this case

- the smoothness of $I_\phi$ in $r$ is an obvious consequence of the smoothness of $\phi$;
- the smoothness of $I_\phi$ in $x$ follows from the usual fact that the convolution of a smooth kernel with an integrable function is smooth.

After having established the above identities for $\phi$ smooth we can approximate any Lipschitz test with a sequence of bounded $\phi_k$ that are smooth, have uniformly bounded derivatives and converge strongly in $W^{1,p}$ for every $p < \infty$. It is then easy to see that $\partial_r D_{\phi_k}$ and $\partial_r H_{\phi_k}$ converge uniformly and to conclude in the limit the corresponding formulae. As already noticed $H_\phi$ is positive and thus $I_\phi$ is also $C^1$.

(3.1) follows from testing [DLS11, Eq. (3.5)] with the map

\[ \psi(y,u) := \phi \left( \frac{|y-x|}{r} \right) u \, . \]

Differentiating in $r$ we get

\[ \partial_r D_\phi(x,r) = -\int |Du(y)|^2 \frac{|y-x|}{r} \phi' \left( \frac{|y-x|}{r} \right) \, dy \, . \]
Testing [DLS11, Eq. (3.3)] with the vector field
\[ \varphi(y) = \phi \left( \frac{|y-x|}{r} \right) (y - x) \]
we obtain (3.2). Similarly, differentiating in \( x \) we achieve
\[ \partial_x D_\varphi(x, r) = \int |Du(y)|^2 \phi' \left( \frac{|y-x|}{r} \right) \frac{y-x}{r|y-x|} \cdot v \, dy \]
and from the latter we derive (3.3) testing [DLS11, Eq. (3.3)] with the vector field
\[ \varphi(y) = \phi \left( \frac{|y-x|}{r} \right) v. \]

Changing variables in the integral we rewrite the formula for the height in two different ways
\[ H_\varphi(x, r) = -\int |u(x + z)|^2 |z|^{-1} \phi' \left( \frac{|z|}{r} \right) \, dz = -\frac{1}{r^{m-1}} \int |u(x + r\zeta)|^2 |\zeta|^{-1} \phi'(|\zeta|) \, d\zeta \quad (3.9) \]
Next, since \( u \) is a continuous \( W^{1,2} \) map and \( \mathcal{A}_Q(\mathbb{R}^n) \ni P \rightarrow |P|^2 = \sum_i P_i \) is a locally Lipschitz map, \( |u|^2 \) is indeed a \( W^{1,2}_{loc} \) map. Moreover the chain rule formulae [DLS11, Proposition 1.12] imply
\[ \partial_v |u|^2(y) = 2 \sum_i u_i(y) \partial_v u_i(y). \quad (3.10) \]
We thus differentiate the first integral in (3.9) in \( v \) and the second integral in (3.9) in \( r \) to get
\[ \partial_v H_\varphi(x, r) = -2 \int |z|^{-1} \phi' \left( \frac{|z|}{r} \right) \sum \partial_v u_i(x + z) \cdot u_i(x + z) \, dz \quad (3.11) \]
\[ \partial_r H_\varphi(x, r) = \frac{m-1}{r} H_\varphi(x, r) - \frac{2}{r^{m-1}} \int |\zeta|^{-1} \phi'(|\zeta|) \sum \partial_\zeta u_i(x + r\zeta) \cdot u_i(x + r\zeta) \, d\zeta. \quad (3.12) \]
Changing the integration variable back to \( y \) in (3.11) we achieve (3.5). Changing variable in (3.12) we get
\[ \partial_r H_\varphi(x, r) = \frac{m-1}{r} H_\varphi(x, r) - 2 \int \phi' \left( \frac{|y-x|}{r} \right) \sum_i \partial_\nu_i u_i(y) \cdot u_i(y) \, dy \]
and hence we conclude (3.4) from (3.1).

The expression for \( \partial_t I_\varphi(x, r) \) in (3.6) is an obvious consequence of (3.2) and (3.4), whereas such expression turns out to be nonnegative using (3.1) and the Cauchy-Schwarz inequality:
\[ r^2 D_\varphi(x, r) = \left( \int -\phi' \left( \frac{|y-x|}{r} \right) \sum \partial_\nu_i u_i(y) \cdot u_i(y) \, dy \right)^2 \]
\[ \leq \int -\phi' \left( \frac{|y-x|}{r} \right) |y-x|^{-1} \sum_i |u_i(y)|^2 \, dy \int -\phi' \left( \frac{|y-x|}{r} \right) |y-x| \sum_i |\partial_\nu_i u_i(y)|^2 \, dy \]
\[ = H_\varphi(x, r) E_\varphi(x, r). \]
Note that the assumption \(-\phi' \geq 0\) is used crucially only in the inequality above.

Finally, we can rewrite (3.4) as
\[ \partial_t \log \left( r^{1-m} H_\varphi(x, r) \right) = \frac{\partial_r H_\varphi(x, r)}{H_\varphi(x, r)} - \frac{m-1}{r} = \frac{2 D_\varphi(x, r)}{H_\varphi(x, r)} = \frac{2}{r} I_\varphi(x, r). \]
Integrating the latter identity we achieve (3.7) and the monotonicity of $r^{1-m}H_\phi(x,r)$ follows from the positivity of $I_\phi$.

3.2. $\varepsilon$-regularity. The following lemma is, loosely speaking, an $\varepsilon$-regularity theorem that shows that, if the frequency is sufficiently small at a certain scale, there are no $Q$-points at a slightly smaller scale.

**Lemma 3.3.** There is a constant $0 < \epsilon_{3.13}(m, n, Q) \leq 1$ with the following property. Under Assumption 2.2,

$$I_\phi(x, r) \leq \epsilon_{3.13} \implies \Delta_Q \cap B_{r/4}(x) = \emptyset.$$  

**Proof.** Without loss of generality, we can assume $x = 0$ and $r = 1$. Suppose that $I_\phi(1) \leq 1$ and that there exists $y \in \Delta_Q \cap B_{1/4}(0)$. By [DLS11, Theorem 3.9], we have the existence of constants $\alpha(m, Q) > 0$ and $C(m, n, Q)$ such that

$$\|u\|_{C^{0, \alpha}(B_{1/4})} \leq C \left( \int_{B_{1/2}} |Du|^2 \right)^{1/2} \leq CD_\phi(1)^{1/2}.$$  

In particular, since $u(y) = Q[0]$ for some $y \in B_{1/4}(0)$, we have

$$\int_{\partial B_{1/4}} |u|^2 \leq CD_\phi(1).$$  

Note next that by passing in polar coordinates we use (3.8) to derive

$$H_\phi(\frac{1}{4}) \leq C \int_{\partial B_{1/4}} |u|^2 \leq CD_\phi(1).$$

By the growth estimates (3.7), since we assumed that $I_\phi(1) \leq 1$, we obtain

$$H_\phi(1) \leq CH_\phi(\frac{1}{4}) \leq CD_\phi(1),$$  

which immediately implies

$$I_\phi(1) \geq C^{-1} = \epsilon_{3.13}(m, n, Q).$$  

3.3. Elementary upper bounds. We now prove that the value of $H_\phi$ (resp. $I_\phi$) at a point $x$, at a certain scale, gives a uniform upper bounds in a ball around $x$ on the same quantity at smaller scales.

**Lemma 3.4.** There exists a constant $C(m, \phi)$ with the following property. If $u$ satisfies Assumption 2.2, then

$$H_\phi(y, \rho) \leq CH_\phi(x, 4\rho) \quad \forall y \in B_\rho(x) \subset B_{4\rho}(x) \subset \Omega,$$  

$$I_\phi(y, r) \leq C(I_\phi(x, 16r) + 1) \quad \forall y \in B_{r/4}(x) \subset B_{16r}(x) \subset \Omega.$$  

**Proof.** The proof is a standard computation, see for example [HL, theorem 2.2.8] in the case of harmonic functions and for the classical frequency and height.

We first argue for (3.17) and assume, without loss of generality $x = 0$ and $\rho = 1$. Using (3.8) we easily see that

$$\int_{B_2} |u|^2 \leq C \int_{\partial B_r} |u|^2 \quad \forall r \in [2, 4].$$

Averaging the right hand side against the measure $-r^{-1}\phi'(r/4)dr$ and passing to polar coordinates we achieve

$$\int_{B_2} |u|^2 \leq CH_\phi(4).$$
On the other hand, since $B_1(y) \subset B_2$, it is obvious that $H_\phi(y, 1) \leq C \int_{B_2} |u|^2$. This shows $H_\phi(y, 1) \leq CH_\phi(0, 4)$ and completes the proof of (3.17).

We next argue for (3.18) and assume, again, $x = 0$ and $r = 1$. (3.17), (3.6) and (3.7) give

$$H_\phi(y, 4) \leq CH_\phi(0, 16) \leq C e^{CI_\phi(0, 16)} H_\phi \left(0, \frac{1}{4}\right) \leq C e^{CI_\phi(0, 16)} H_\phi(y, 1)$$

$$= CH_\phi(y, 4) \exp \left(C I_\phi(0, 16) - 2 \int_1^4 I_\phi(y, t) \frac{dt}{t}\right).$$

Since $H_\phi(y, 4)$ is positive, taking the logarithm we conclude

$$2I_\phi(y, 1) \int_1^4 \frac{dt}{t} \leq C(1 + I_\phi(16)). \quad \Box$$

4. MAIN ESTIMATE ON THE FREQUENCY PINCHING

The main goal is to prove Theorem 4.2 below: this is the essential ingredient that allows us to use the techniques of [NV17] in our framework and eventually conclude the $(m - 2)$-rectifiability and $\mathcal{H}^{m-2}$-local finiteness of the set $\Delta_Q$.

**Definition 4.1.** Let $u$ and $\phi$ be as in Assumptions 2.2 and 2.4. For every $x \in B_1$ and every $0 < s \leq r \leq 1$ we let

$$W^r_s(x) := I_\phi(x, r) - I_\phi(x, s) \quad (4.1)$$

be the “pinching” of the frequency function between the radii $s$ and $r$.

The next theorem shows how the variations of the frequency in nearby points are controlled by the pinching of the two points.

**Theorem 4.2.** There exist $C_{4.2} = C_{4.2}(\Lambda, m, n, Q) > 0$ such that, if $u$ and $\phi$ satisfy the Assumptions 2.2 and 2.4, $x_1, x_2 \in B_{1/8}(0)$ and $|x_1 - x_2| \leq r/4$, then

$$|I_\phi(z, r) - I_\phi(y, r)| \leq C_{4.2} \left[ (W^4_{r/8}(x_1))^\frac{1}{2} + (W^4_{r/8}(x_2))^\frac{1}{2} \right] |z - y| \quad \forall z, y \in [x_1, x_2]. \quad (4.2)$$

A main ingredient in the proof of the theorem will also play a fundamental role in the next estimate and for this reason we show it here.

**Proposition 4.3.** There exist $C_{4.3} = C_{4.3}(\Lambda, m, n, Q) > 0$ such that, if $u$ and $\phi$ satisfy the Assumptions 2.2 and 2.4, then, for every $x \in B_{1/8}$,

$$\int_{B_2(x) \setminus B_{1/4}(x)} \sum_i |(z - x) \cdot Du_i(z) - I_\phi(x, |z - x|)u_i(z)|^2 \, dz \leq CW^4_{1/8}(x). \quad (4.3)$$

4.1. **Intuition for the proof.** In order to get an intuition for the theorem, we explain briefly the underlying idea with an example. Let $h$ be a $Q$-valued function such that $I(0, 4) - I(0, 1/8) = 0$ and $I(x, 4) - I(x, 1/8) = 0$, where $x \in B_{1/8}(0) \setminus \{0\}$. For the sake of simplicity, one could assume here that $h$ is actually a harmonic function, thus smooth.

By unique continuation, we immediately get that the frequency $I$ is constant for all radii both at the origin and at $x$. Set $I(0, 0) = d$ and $I(x, 0) = d'$. Note that the two values may a priori be different, but we want to show that this is not the case. The monotonicity formula for $I$ implies that $h$ is a $d$-homogeneous function wrt 0 and $d'$-homogeneous wrt $x$. In other words for all $y \in \mathbb{R}^m$

$$\langle Du(y), y \rangle = d u(y), \quad \langle Du(y), y - x \rangle = d' u(y). \quad (4.4)$$
By subtracting these two equations, we prove that
\[ \langle Du(y), x \rangle = (d - d')u(y) \, . \]  
(4.5)

Consider the function \( f(t) = \log(I(tx, 1)) \), then naively we can use the external variation formulas and write
\[ f'(t) = \frac{d}{dt} \log \left( \frac{\int_{B_1(0)} |Du|^2}{\int_{\partial B_1(0)} |u|^2} \right) = \frac{\int_{B_1(0)} \langle Du, D_xDu \rangle}{\int_{B_1(0)} |Du|^2} - \frac{\int_{\partial B_1(0)} uD_xu}{\int_{\partial B_1(0)} u^2} = \frac{\int_{\partial B_1(0)} DuD_n u}{\int_{\partial B_1(0)} uD_n u} \, , \]
(4.6)
where we used without proper justification the integration by parts for \( Q \)-valued functions. By (4.5), we have
\[ f'(t) = (d - d') - (d - d') = 0 \, , \]
(4.8)
which in turn implies that \( f(0) = f(1) \), and so \( d = d' \).

Theorem 4.2 is the quantitative version of this statement. For its proof, we will use the quantitative version of (4.4), which is given in Proposition 3.1.

### 4.2. Proof of Proposition 4.3

Assume \( H_\phi(1) = 1 \). Using Proposition 3.1 we can compute
\[
W_{1/4}^{4}(x) = \int_{1/4}^{4} \partial_t I_\phi(x, \tau) d\tau = \int_{1/4}^{4} 2(\tau H_\phi(x, \tau))^{-1}(E_\phi(x, \tau) - \tau I_\phi(x, \tau)D_\phi(x, \tau)) d\tau
\]
\[
= \int_{1/4}^{4} 2(\tau H_\phi(x, \tau))^{-1} \int_{1/4}^{4} -\phi' \left( \frac{|y-x|}{\tau} \right) |y - x|^{-1} \\
\left( |\partial_{x_i} u|^2 - 2I_\phi(x, \tau) \sum_i \partial_{x_i} u_i \cdot u_i + I_\phi(x, \tau)^2 |u|^2 \right) dy d\tau
\]
\[
= \int_{1/4}^{4} 2(\tau H_\phi(x, \tau))^{-1} \int_{1/4}^{4} -\phi' \left( \frac{|y-x|}{\tau} \right) |y - x|^{-1} \sum_i |(y - x) \cdot Du_i(y) - I_\phi(x, \tau) u_i(y)|^2 dy d\tau
\]
(4.9)

Observe that \( \phi' = -21_{[1/2, 1]} \). Hence the integrand in (4.9) vanishes outside \( \{ \frac{\tau}{2} \leq |y - x| \leq \tau \} \) and considering that the integral in \( \tau \) takes place on the interval \([\frac{2}{7}, 4]\), we can assume \( \frac{1}{8} \leq |y - x| \leq 4 \). Next we introduce the function
\[ \zeta(y) := \sum_i |(y - x) \cdot Du_i(y) - I_\phi(x, |y - x|) u_i(y)|^2 \]
and, using the observation above, the monotonicity of \( I_\phi(x, \cdot) \) and the triangle inequality, we conclude
\[ \zeta(y) \leq 2\zeta(y, \tau) + 2I_\phi(x, \tau) - I_\phi(x, |y - x|)|u(y)|^2 \leq 2\zeta(y, \tau) + 2W_{1/8}^{4}(x)|u(y)|^2. \]
Inserting the latter inequality in (4.9) we infer
\[
W_{1/4}^4(x) \geq \int_{1/4}^4 (\tau H_\phi(x, \tau))^{-1} \int_{\mathbb{R}^n} - \phi' \left( \frac{|y-x|}{\tau} \right) |y-x|^{-1} \zeta(y) dy \, d\tau
- 2W_{1/8}^4(x) \int_{1/4}^4 (\tau H_\phi(x, \tau))^{-1} \int_{\mathbb{R}^n} - \phi' \left( \frac{|y-x|}{\tau} \right) |y-x|^{-1} |u(y)|^2 dy \, d\tau
\geq \int_{1/4}^4 (\tau H_\phi(x, \tau))^{-1} \int_{\mathbb{R}^n} - \phi' \left( \frac{|y-x|}{\tau} \right) |y-x|^{-1} \zeta(y) dy \, d\tau - 8W_{1/8}^4(x).
\]

(4.10)

Next, using (3.18) we conclude \( I_\phi(x, \tau) \leq C \) for every \( \tau \leq 4 \) and we can therefore use (3.17) and (3.7) (together with \( H_\phi(1) = 1 \)) to find a uniform bound from below for \( H_\phi(x, \tau) \) when \( \tau \in [1/4, 4] \).

Hence, from (4.10)
\[
CW_{1/8}^4(x) \geq \int \zeta(y) \int_{1/4}^4 - \phi' \left( \frac{|y-x|}{\tau} \right) |y-x|^{-1} d\tau \, dy =: M(y).
\]

Since \( \phi' = -21_{[1/2, 1]} \) we can explicitly compute
\[
M(y) = \frac{2}{|y-x|} \left[ \min\{4, 2|y-x|\} - \max\left\{ \frac{1}{4}, |y-x| \right\} \right] \geq 21_{B_2(x) \setminus B_{1/4}(x)}(y),
\]
which clearly completes the proof.

4.3. Proof of Theorem 4.2. Without loss of generality, we assume \( r = 1 \) and \( H_\phi(1) = 1 \). For simplicity, we fix the notation
\[
W(x) := W_{1/8}^4(x) = I_\phi(x, 4) - I_\phi(x, 1/8)
\]
and we introduce the measure
\[
\mu_x := -|y-x|^{-1} \phi' (|y-x|) \, dy
\]
and the vectors
\[
\eta_x(y) := y - x = |y-x| \nu_x(y) \quad v := x_2 - x_1.
\]

Combining (3.3) and (3.5), we deduce
\[
\partial_\nu I_\phi(x, 1) = 2H_\phi(x, 1)^{-1} \left[ \int \sum_i \partial_x u_i \cdot \partial_{\eta_x} u_i \, d\mu_x - I_\phi(x, 1) \int \sum_i u_i \cdot \partial_x u_i \, d\mu_x \right].
\]

(4.12)

Let
\[
E_{\ell,i}(z) := \partial_{\eta_x} u_i(z) = I_\phi(x_\ell, |z-x_\ell|) u_i(z) \quad \text{for } \ell = 1, 2 \text{ and } i \in \{1, \ldots, Q\}.
\]

By linearity of the (multivalued) differential, we have
\[
\partial_\nu u_i(z) = Dz_i \cdot v - Dz_i \cdot (z_x - x_1) - Dz_i \cdot (z_x - x_2) = \partial_{\eta_x} u_i(z) - \partial_{\eta_x} u_i(z)
= (I_\phi(x_1, |z-x_1|) - I_\phi(x_2, |z-x_2|)) u_i(z) + E_{1,i}(z) - E_{2,i}(z).
\]

By linearity of the (multivalued) differential, we have
Substituting the above expression in (4.12) we conclude that
\[
\partial_v I_\phi(x,1) = 2H_\phi(x,1)^{-1} \left( \sum_i (\mathcal{E}_{1,i} - \mathcal{E}_{2,i}) \cdot \partial_{\eta_i} u_i \, d\mu_x - 2D\phi(x,1) \sum_i (\mathcal{E}_{1,i} - \mathcal{E}_{2,i}) \cdot u_i \, d\mu_x \right) =: (A)
\]

\[
+ 2H_\phi(x,1)^{-1} \left[ \int \sum_i \mathcal{E}_3 u_i \partial_{\eta_i} u_i \, d\mu_x - I_\phi(x,1) \int \mathcal{E}_3 |u|^2 \, d\mu_x \right] =: (B)
\]

\[
= 2H_\phi(x,1)^{-1} \left[ \int \sum_i \mathcal{E}_3 u_i \partial_{\eta_i} u_i \, d\mu_x - I_\phi(x,1) \int \mathcal{E}_3 |u|^2 \, d\mu_x \right] =: (C)
\]

In order to exploit some cancellation property, we re-write \( \mathcal{E}_3(z) \) as
\[
\mathcal{E}_3(z) = \underbrace{I_\phi(x_1,1) - I_\phi(x_2,1)}_{= \mathcal{E}} + \underbrace{I_\phi(x_1,|z-x_1|) - I_\phi(x_1,1)}_{= \mathcal{E}_2(z)} - \underbrace{I_\phi(x_2,|z-x_2|) - I_\phi(x_2,1)}_{= \mathcal{E}_5(z)}
\]

(4.14)

Note first that \( \mu_x \) is supported in \( B_1(x) \setminus B_{1/2}(x) \), thus \( \frac{1}{2} \leq |z-x| \leq 1 \). Note moreover that, if \( x \) belongs to the segment \( [x_1, x_2] \), then \( |x-x_\ell| \leq \frac{1}{4} \) and thus we conclude that \( \frac{1}{4} \leq |z-x \ell| \leq 2 \).

Thus we conclude
\[
|\mathcal{E}_4(z)| + |\mathcal{E}_5(z)| \leq W(x_1) + W(x_2) \quad \forall z \in \text{spt}(\mu_x) \forall x \in [x_1, x_2].
\]

(4.15)

Moreover, notice that
\[
\int \mathcal{E} \sum_i u_i \partial_{\eta_i} u_i \cdot u_i \, d\mu_x - I_\phi(x,1) \int \mathcal{E} |u|^2 \, d\mu_x = \mathcal{E} \left[ \int \sum_i u_i \partial_{\eta_i} u_i \cdot u_i \, d\mu_x - D\phi(x,1) \right]
\]

\[
= \mathcal{E} \left[ - \int \phi'(|y-x|) \sum_i \partial_{\nu_i} u_i(y) \cdot u_i(y) \, dy - D\phi(x,1) \right] \overset{3.1}{=} 0
\]

This equation is the equivalent of (4.8), where \( \mathcal{E} \) plays the role of \( (d - d') \). Thus we obtain
\[
(C) \leq [W(x_1) + W(x_2)] 2H_\phi(x,1)^{-1} \int [||u|| + |D\phi|] \, d\mu_x
\]

\[
\leq [W(x_1) + W(x_2)] 2H_\phi(x,1)^{-1} \left( 2H_\phi(x,1) + \int |D\phi|^2 \, d\mu_x \right)
\]

\[
\leq [W(x_1) + W(x_2)] 4 \left( 1 + CH_\phi(x,1)^{-1}D\phi(x,2) \right),
\]

where the constant \( C \) depends on \( \phi \). By (3.18) we have \( I_\phi(x,4) \leq C(m, \phi, \Lambda) \) and thus, using (3.7) \( H_\phi(x,1)^{-1}D\phi(x,2) \leq CH_\phi(x,2)/H_\phi(x,1) \leq C \). We have thus concluded \((C) \leq C(W(x_1) + W(x_2))\).

Coming to (A) observe that, using Cauchy-Schwartz
\[
(A)^2 \leq 4H_\phi(x,1)^{-2} \int \sum_i |\mathcal{E}_{1,i} - \mathcal{E}_{2,i}|^2 \, d\mu_x \int \sum_i |\partial_{\eta_i} u_i|^2 \, d\mu_x
\]

\[
\leq 4H_\phi(x,1)^{-2} \int \sum_i |\mathcal{E}_{1,i} - \mathcal{E}_{2,i}|^2 \, d\mu_x \int |Du|^2 \, d\mu_x.
\]

(4.16)

Next, using (3.18) we conclude \( I_\phi(x, \tau) \leq C \) for every \( \tau \leq 4 \) and we can therefore use (3.17) and (3.7) (together with \( H_\phi(0,1) = 1 \)) to find a uniform bound from below for \( H_\phi(x, \tau) \) when
\( \tau \in [1/4, 4] \). Thus, arguing as above we conclude

\[
|\langle A \rangle| \leq C \left( \int \sum_i (|E_{1,i}|^2 + |E_{2,i}|^2) \, d\mu_x \right)^{1/2}.
\]  

(4.17)

The same bound is obviously valid for \(|\langle B \rangle|\) as well, following the same arguments.

Thus in particular we obtain

\[
\partial_t I_\phi(x, 1) \leq C(W(x_1) + W(x_2)) + C \left( \int \sum_i (|E_{1,i}|^2 + |E_{2,i}|^2) \, d\mu_x \right)^{1/2}.
\]  

(4.18)

Let \( x_t := tx_1 + (1-t)x_2 \). We next wish to establish the estimate

\[
\int \sum_i |E_{\ell,i}|^2 \, d\mu_{x_t} \leq CW(x_\ell),
\]  

(4.19)

which clearly would complete the proof. If we introduce the function \( \zeta(\ell) := \sum_i |E_{\ell,i}|^2(y) \) we can write

\[
\int \sum_i |E_{\ell,i}|^2 \, d\mu_{x_t} = \int \frac{-\phi'(|y-x_t|)}{|y-x_t|} |y-x_t|^{-1} \zeta(\ell)(y) \, dy.
\]

Observe next that \( 0 \leq -|y-x_t|^{-1}\phi'(|y-x_t|) \leq 4 \) and thus \( m(y) \leq 4 \). Recall that \( \phi'(s) \) vanishes when \( s < \frac{1}{4} \) and \( s > 1 \). Hence we can assume \( \frac{1}{2} \leq |y-x_t| \leq 1 \). On the other hand \( |x_t - x_\ell| \leq \frac{1}{4} \) for every \( t \in [0, 1] \), hence \( \frac{1}{4} \leq |y-x_\ell| \leq \frac{5}{4} \) and so \( m(y) \leq 41_{B_2(x_\ell) \setminus B_{1/4}(x_t)}(y) \). Therefore (4.19) follows from Proposition 4.3. We thus conclude the pointwise estimate

\[
\partial_t I_\phi(x, 1) \leq C(W(x_1) + W(x_2)) \quad \forall x \in [x_1, x_2].
\]

Indeed reversing the role of \( x_1 \) and \( x_2 \) we then conclude

\[
|\partial_t I_\phi(x, 1)| \leq C(W(x_1) + W(x_2)) \quad \forall x \in [x_1, x_2].
\]

Integrating the last inequality between any two given points in the segment \([x_1, x_2]\) we derive the desired estimate.

5. \( L^2 \)-Best Approximation

Here we prove some distortion bounds in the spirit of [NV17]. We use the standard notation \( \text{dist}(y, A) := \inf_{x \in A} |y-x| \).

**Definition 5.1.** Given a Radon measure \( \mu \) in \( \mathbb{R}^m \) and \( k \in \{0, 1, \ldots, m-1\} \), for every \( x \in \mathbb{R}^m \) and for every \( r > 0 \), we define the \( k \)-th mean flatness of \( \mu \) in the ball \( B_r(x) \) as

\[
D^k_\mu(x, r) := \inf_{L} r^{-k-2} \int_{B_r(x)} \text{dist}(y, L)^2 \, d\mu(y),
\]

(5.1)

where the infimum is taken among all affine \( k \)-dimensional planes \( L \subset \mathbb{R}^m \).

**Remark 5.2.** In the literature \( D^k_\mu \) is often called the Jones’ \( \beta_2 \) number of dimension \( k \) (see for example [DT12, AT15]). For the aim of this article, we will not need to use any \( \beta_p \) for \( p \neq 2 \), this is why we use this different notation.
The following is an elementary characterization of the mean flatness. Let \( x_0 \in \mathbb{R}^m \) and \( r_0 > 0 \) be such that \( \mu(B_{r_0}(x_0)) > 0 \), and let us denote by \( \bar{x}_{x_0, r_0} \) the barycenter of \( \mu \) in \( B_r(x_0) \), i.e.

\[
\bar{x}_{x_0, r_0} := \frac{1}{\mu(B_{r_0}(x_0))} \int_{B_{r_0}(x_0)} x \, d\mu(x)
\]

and let \( b : \mathbb{R}^m \times \mathbb{R}^m \to \mathbb{R} \) be the symmetric positive semi-definite bilinear form given by

\[
b(v, w) := \int_{B_{r_0}(x_0)} ((x - \bar{x}_{x_0, r_0}) \cdot v) ((x - \bar{x}_{x_0, r_0}) \cdot w) \, d\mu(x) \quad \forall \, v, w \in \mathbb{R}^m.
\]

By standard linear algebra results there exists an orthonormal basis of vectors in \( \mathbb{R}^m \) that diagonalizes the form \( b \): namely, there is \( \{v_1, \ldots, v_m\} \subset \mathbb{R}^m \) (in general not unique) such that

(i) \( \{v_1, \ldots, v_m\} \) is an orthonormal basis: i.e. \( v_i \cdot v_j = \delta_{ij} \);

(ii) \( b(v_i, v_i) = \lambda_i \), for some \( 0 \leq \lambda_m \leq \lambda_{m-1} \leq \cdots \leq \lambda_1 \) and \( b(v_i, v_j) = 0 \) for \( i \neq j \).

Note that, in particular, by simple manipulations, the following identities hold:

\[
\int_{B_{r_0}(x_0)} ((x - \bar{x}_{x_0, r_0}) \cdot v_i) x \, d\mu(x) = \lambda_i \, v_i \quad \forall \, i = 1, \ldots, m. \tag{5.2}
\]

The \( k \)-th mean flatness of a measure \( \mu \), as well as the optimal planes \( L \) in Definition 5.1, can be then characterized in the following way: let \( x_0 \in \mathbb{R}^m \) and \( r_0 > 0 \) be such that \( \mu(B_{r_0}(x_0)) > 0 \), then

\[
D^k_\mu(x_0, r_0) = r_0^{k-2} \sum_{l=k+1}^m \lambda_l \tag{5.3}
\]

and the infimum in the definition of \( D^k_\mu \) is reached by all the affine planes \( L = x_{x_0, r_0} + \text{Span}\{v_1, \ldots, v_k\} \) for every choice of an eigenbasis \( v_1, \ldots, v_m \) with nonincreasing eigenvalues \( \lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_m \).

The main point of this section is that, if \( u \) is as in Assumptions 2.2 and 2.4 and \( \mu \) is a measure concentrated on the set \( \Delta_Q \), its \((m - 2)\)-th mean flatness is controlled by the pinching \( W \).

**Proposition 5.3.** Under the Assumptions 2.2 and 2.4, there exists \( C_{5.3}(\Lambda, m, n, Q) > 0 \) such that the following holds. If \( \mu \) is a finite nonnegative Radon measure with \( \text{spt}(\mu) \subset \Delta_Q \), then

\[
D^{m-2}_\mu(x_0, r/8) \leq C_{5.3} \int_{B_{r/8}(x_0)} W^{4r}(x) \, d\mu(x), \tag{5.4}
\]

for every \( x_0 \in B_{1/8} \) and for all \( r \in (0, 1] \).

The proposition will need the following corollary of Almgren’s regularity theory.

**Lemma 5.4.** Let \( \Omega \subset \mathbb{R}^m \) be a connected open set and \( \bar{u} : \Omega \to A_Q(\mathbb{R}^n) \) a Dir-minimizer. Assume there is a ball \( B_r(p) \subset \Omega \) and a system of coordinates \( x_1, \ldots, x_m \) for which the restriction of \( \bar{u} \) to \( B_r(p) \) is a function of the variable \( x_1 \) only. Then \( \bar{u} \) is a function of the variable \( x_1 \) only on \( \Omega \).

**Proof.** The lemma is a simple consequence of the unique continuation for harmonic functions when \( Q = 1 \): moreover, it follows easily from the condition \( \Delta \alpha = 0 \) that any harmonic function on a ball \( B_r(p) \) that depends only on the variable \( x_1 \) takes the form \( \alpha(x) = ax_1 + b \) for some constants \( a \) and \( b \). Recalling [DLS11, Theorem 0.1], there is a (relatively closed) singular set \( \Sigma \subset \Omega \) of Hausdorff dimension at most \( m - 2 \) such that, locally on \( \Omega \setminus \Sigma \), the map \( \bar{u} \) is the superposition of \( Q \) classical harmonic sheets. Since \( \Sigma \) does not disconnect \( \Omega \) we can use the classical theory of harmonic functions to conclude that each such sheet can be written locally as \( ax_1 + b \) for constants \( a \) and \( b \). We then easily conclude that \( \bar{u} \) is the superposition of harmonic sheets globally on \( \Omega \setminus \Sigma \), each taking the form \( a_Q x_1 + b_Q \) for a choice \( a_1, \ldots, a_Q, b_1, \ldots, b_Q \) of constant vectors in \( \mathbb{R}^n \). This completes the proof.
Proof of Proposition 5.3. By scale-invariance, we can assume \( r = 1 \) and \( H_\phi(0,1) = 1 \). Without loss of generality we assume that \( \mu(B_{1/8}) > 0 \) (otherwise the inequality is obvious) which implies

\[
\Delta Q \cap B_{1/8} \neq \emptyset. \tag{5.5}
\]

From now on any constant that depends on \( \Lambda, m, n \) and \( Q \) will be simply denoted by \( C \). Let \( \bar{x} = \bar{x}_{x_0} \) be the barycenter of \( \mu \) in \( B_{1/8}(x_0) \), and let \( \{v_1, \ldots, v_m\} \) be any diagonalizing basis for the bilinear form \( b \) introduced above with eigenvalues \( 0 \leq \lambda_m \leq \lambda_{m-1} \leq \cdots \leq \lambda_1 \). From (5.2) and the definition of barycenter we also deduce that, for every \( j = 1, \ldots, m \), for every \( i = 1, \ldots, Q \) and for every \( z \in B_{3/2}(x_0) \setminus B_{1/2}(x_0) \), we have

\[
- \lambda_j v_j \cdot Du_i(z) = \int_{B_{1/8}(x_0)} ((x - \bar{x}) \cdot v_j)((z - x) \cdot Du_i(z) - \alpha u_i(z))d\mu(x), \tag{5.6}
\]

for any constant \( \alpha \). In particular the latter identity holds for

\[
\alpha := \frac{1}{\mu(B_{1/8}(x_0))} \int_{B_{1/8}(x_0)} I_\phi(x,1)d\mu(x). \tag{5.7}
\]

By squaring the two sides of (5.6) and summing in \( i \) we get

\[
\lambda_j^2 |\partial_{v_j} u(z)|^2 \leq \left( \int_{B_{1/8}(x_0)} \sum_i |(x - \bar{x}) \cdot v_j||z - x||Du_i(z) - \alpha u_i(z)|d\mu(x) \right)^2
\]

\[
\leq \int_{B_{1/8}(x_0)} \sum_i ((x - \bar{x}) \cdot v_j)^2d\mu(x) \int_{B_{1/8}(x_0)} |(z - x) \cdot Du_i(z) - \alpha u_i(z)|^2d\mu(x)
\]

\[
= \lambda_j \int_{B_{1/8}(x_0)} \sum_i |(z - x) \cdot Du_i(z) - \alpha u_i(z)|^2d\mu(x),
\]

from which we conclude

\[
\lambda_j |\partial_{v_j} u(z)|^2 \leq \int_{B_{1/8}(x_0)} \sum_i |(z - x) \cdot Du_i(z) - \alpha u_i(z)|^2d\mu(x). \tag{5.8}
\]

Integrating with respect \( z \in B_{5/4}(x_0) \setminus B_{3/4}(x_0) \) and summing in \( j = 1, \ldots, m - 1 \), we finally get

\[
D_{\mu}^{m-2}(x_0, 1/8) \int_{B_{5/4}(x_0) \setminus B_{3/4}(x_0)} \sum_{j=1}^{m-1} |\partial_{v_j} u(z)|^2 dz
\]

\[
= \int_{B_{5/4}(x_0) \setminus B_{3/4}(x_0)} (\lambda_{m-1} + \lambda_m) \sum_{j=1}^{m-1} |\partial_{v_j} u(z)|^2 dz \leq 2 \int_{B_{5/4}(x_0) \setminus B_{3/4}(x_0)} \lambda_{m-1} \sum_{j=1}^{m-1} |\partial_{v_j} u(z)|^2 dz
\]

\[
\leq 2 \int_{B_{5/4}(x_0) \setminus B_{3/4}(x_0)} \sum_{j=1}^{m} \lambda_j |\partial_{v_j} u(z)|^2 dz
\]

\[
\overset{(5.8)}{\leq} C \int_{B_{5/4}(x_0) \setminus B_{3/4}(x_0)} \int_{B_{1/8}(x_0)} \sum_i |(z - x) \cdot Du_i(z) - \alpha u_i(z)|^2d\mu(x) dz
\]

\[
\leq C \int_{B_{1/8}(x_0)} \int_{B_{3/2}(x) \setminus B_{1/2}(x)} \sum_i |(z - x) \cdot Du_i(z) - \alpha u_i(z)|^2 dz \ d\mu(x). \tag{5.9}
\]
We next claim that

$$\int_{B_{3/4}(x_0) \setminus B_{3/4}(x_0) \cap \Delta} \sum_{j=1}^{m-1} |\partial_{\nu_j} u(z)|^2 \, dz \geq c(\Lambda) > 0. \quad (5.10)$$

Indeed, since $I_\phi(0, 1) \leq \Lambda$, by (3.7), $\int_{B_1} |Du|^2 \leq D_\phi(0, 4) \leq \Lambda H_\phi(0, 4) \leq \Lambda H_\phi(0, 1) = \Lambda$. If the claim were not correct, there would be a sequence of maps $u^k$ with $\eta \circ u^k \equiv 0$, $u^k(y_0^k) = Q_0$ (recall (5.5)), $\int_{B_2} |Du_k|^2 \leq c \Lambda$, $2 \int_{B_1 \setminus B_1/2} |u_k|^2 = 1$, but

$$\int_{B_{3/4}(x_0^k) \setminus B_{3/4}(x_0^k) \cap \Delta} \sum_{j=1}^{m-1} |\partial_{\nu_j} u^k(z)|^2 \, dz \leq \frac{1}{k},$$

for some choice of points $x_0^k, y_0^k$ in $B_{1/8}(0)$ and of orthonormal vectors $v_1^k, \ldots, v_{m-1}^k$. By a simple compactness argument, up to extraction of subsequences, $u^k$ would converge to a Dir-minimizer $\bar{u}$ such that $\eta \circ \bar{u} \equiv 0$,

$$\int_{B_1 \setminus B_{1/2}} |\bar{u}|^2 = 1 \quad \text{and} \quad \int_{B_1} |D\bar{u}|^2 \leq c \Lambda.$$

Moreover there would be a point $p \in \overline{B_{1/8}}$ and orthonormal vectors $\bar{v}_1, \ldots, \bar{v}_{m-1}$ such that

$$\int_{B_{3/4}(p) \setminus B_{3/4}(p) \cap \Delta} \sum_{j=1}^{m-1} |\partial_{\nu_j} \bar{u}|^2 = 0.$$

Thus, there is ball $B_\rho(q) \subset B_2(0)$ over which $\bar{u}$ is a function of one variable only. By Lemma 5.4 we conclude that $\bar{u}$ is a function of one variable on the whole domain $B_2(0)$. However, since $\bar{u}(\bar{q}) = Q_0$ for some $\bar{q} \in B_{1/8}$ we conclude that necessarily $\Delta_Q$ has dimension at least $m - 1$. However $\bar{u}$ is nontrivial and thus we would contradict Theorem 1.1.

Next, using (5.10) and the triangular inequality in (5.9) we conclude that

$$D_\mu^{m-2}(x_0, \frac{1}{8}) \leq C \int_{B_{1/8}(x_0)} \int_{B_{3/4}(x) \setminus B_{1/2}(x)} \sum_i \left| (z - x) \cdot Du_i(z) - I_\phi(x, 1) u_i(z) \right|^2 dz \, d\mu(x)$$

$$+ C \int_{B_{1/8}(x_0)} \int_{B_{3/4}(x) \setminus B_{1/2}(x)} \left( I_\phi(x, 1) - \alpha \right)^2 |u(z)|^2 dz \, d\mu(x).$$

Recalling our choice of $\alpha$ in (5.7) we can estimate the second integral easily as

$$\begin{align*}
(II) &\leq C \int_{B_{1/8}(x_0)} \left( I(x, 1) - \frac{1}{\mu(B_{1/8}(x_0))} \int_{B_{1/8}(x_0)} I_\phi(y, 1) d\mu(y) \right)^2 d\mu(x) \\
&= C \int_{B_{1/8}(x_0)} \left( \frac{1}{\mu(B_{1/8}(x_0))} \int_{B_{1/8}(x_0)} (I_\phi(x, 1) - I_\phi(y, 1)) d\mu(y) \right)^2 d\mu(x) \\
&\leq \frac{C}{\mu(B_{1/8}(x_0))} \int_{B_{1/8}(x_0)} \int_{B_{1/8}(x_0)} (I_\phi(x, 1) - I_\phi(y, 1))^2 d\mu(y) d\mu(x)
\end{align*}$$
Thus, using Theorem 4.2 we conclude
\[
(II) \leq C \frac{\mu(B_{1/8}(x_0))}{\mu(B_1(x_0))} \int_{B_{1/8}(x_0)} \int_{B_{1/8}(x_0)} (W^4_{1/8}(x) + W^4_{1/8}(y))d\mu(y) d\mu(x) \\
= 2C \int_{B_{1/8}(x_0)} W^4_{1/8}(x)d\mu(x).
\]
(5.11)

As for the first integral, we split it as
\[
(I) \leq C \int_{B_{1/8}(x_0)} \int_{B_{1/2}(x) \setminus B_{1/2}(x)} (I_1) + \sum_i \langle I_2 \rangle
\]
where
\[
(I_1) = C \left( \int_{B_{1/8}(x_0)} W^4_{1/4}(x)^2 d\mu(x) \leq C \int_{B_{1/8}(x_0)} W^4_{1/4}(x) d\mu(x). \right.
\]
(5.13)

As for (I2) by Proposition 4.3
\[
\int_{B_{1/2}(x) \setminus B_{1/2}(x)} \sum_i |(z - x) \cdot Du_i(z) - I_\phi(x, |z - x|) u_i(z)|^2 dz \leq CW^4_{1/8}(x).
\]
(5.14)

Integrating the latter inequality in x and adding the estimate (5.13) we conclude
\[
(I) \leq C \int_{B_{1/8}(x_0)} W^4_{1/8}(x) d\mu(x).
\]
(5.15)

The inequalities (5.11) and (5.15) clearly complete the proof of (5.4).

\section{6. Approximate Spines}

It is well known that for $Q$-valued functions of dimension 2 $\Delta_Q$ is discrete, see for example [GS16, corollary 3.4]. This is a consequence of the fact that if $I_\phi(0, 2) - I_\phi(0, 1/4)$ is sufficiently small, then $\Delta_Q \cap (B_1(0) \setminus B_{1/2}(0)) = \emptyset$. For functions of $m$ variables, a similar statement is true if we assume pinching of the frequency over $m - 1$ points that are sufficiently spread. In this section, if $A$ is a subset of $\mathbb{R}^N$, we denote by $\text{span} A$ the linear subspace generated by the elements of $A$ (with the usual convention $\text{span} \emptyset = \{0\}$).

\begin{definition}
Given a set of points $\{x_i\}_{i=0}^k \subset B_r(x)$, we say that this set of points are $pr$-linearly independent if for all $i = 1, \cdots, k$:
\[
d(x_i, x_0 + \text{span} \{x_{i-1} - x_0, \cdots, x_1 - x_0\}) \geq pr.
\]
(6.1)
\end{definition}

\begin{definition}
Given a set $F \subset B_r(x)$, we say that $F$ $rp$-spans a $k$-dimensional affine subspace $V$ if there exists $\{x_i\}_{i=0}^k \subset F$ that are $rp$-linearly independent and $V = x_0 + \text{span} \{x_i - x_0\}$.
\end{definition}
The following simple geometric remark will play an important role in the next section:

\textbf{Remark 6.3.} If a set $F \cap B_{r}(x)$ does not $r\rho$-span a $k$-dimensional affine subspace, then it is contained in $B_{\rho r}(L)$ for some $(m-3)$-dimensional subspace $L$. The proof is very easy, but we include it for the reader’s convenience. First of all, by scaling we can assume that $r = 1$. Now pick the maximal $\kappa \in \mathbb{N}$ for which there is a set $\{x_{0}, \ldots, x_{\kappa}\} \subset F$ that $\rho$-spans a $\kappa$-dimensional affine space $L$. Clearly we must have $\kappa < k$ but also $F \subset B_{\rho}(L)$: the latter is given by the maximality of $\kappa$ because if there were $y \in F \setminus B_{\rho}(L)$, then $\{x_{0}, \ldots, x_{\kappa}, y\}$ would $\rho$-span a $(\kappa + 1)$-dimensional space.

\textbf{Lemma 6.4.} Let $u$ be as in Assumptions 2.2 and 2.4. Let $\rho, \tilde{\rho}, \bar{\rho} \in ]0,1[$ be given. There exists an $\epsilon = \epsilon(m, n, Q, \Lambda, \rho, \tilde{\rho}, \bar{\rho}) > 0$ such that the following holds.

If $\{x_{i}\}_{i=0}^{m-2} \subset B_{1}(0)$ is a set of $\rho$-linearly independent points such that

$$W_{\tilde{\rho}}^{2}(x_{i}) = I_{\phi}(x_{i}, 2) - I_{\phi}(x_{i}, \tilde{\rho}) < \epsilon \quad \forall i,$$  

then

$$\Delta_{Q} \cap (B_{1}(0) \setminus B_{\rho}(V)) = \emptyset,$$  

where $V = x_{0} + \text{span} \{x_{i} - x_{0} : 1 \leq i \leq m - 2\}$.

Under the same assumptions of the previous lemma, we also obtain that $I_{\phi}(x, r)$ is almost constant on $V$ if $r$ is not much smaller than $\tilde{\rho}$. In fact, a suitable modification of the proof of Theorem 4.2 leads to the following much more precise estimate when we estimate the oscillation of the frequency function at the same scale. Since, however, such a precise control is not needed later, we omit its proof.

\textbf{Proposition 6.5.} Fix any $\rho > 0$, and consider the set

$$F(\delta) = \left\{ y \in B_{1/8}(0) \text{ s.t. } W_{1/8}^{4}(y) \leq \delta \right\}.$$  

If $F$ $\rho/8$-spans some subspace $V$, then for all $y, y' \in V \cap B_{1/32}(0)$

$$|I_{\phi}(y, 1) - I_{\phi}(y', 1)| \leq C \sqrt{\delta},$$  

where $C = C(\Lambda, m, n, Q, \rho)$.

Indeed we need a less precise version of such oscillation bound at all scales between $\tilde{\rho}$ and 1. We record the precise statement in the following lemma for which we provide a proof later.

\textbf{Lemma 6.6.} Let $u$ be as in Assumptions 2.2 and 2.4 and $\rho, \tilde{\rho}, \bar{\rho} \in ]0,1[$ be given. For all $\delta > 0$, there exists an $\epsilon = \epsilon(m, n, Q, \Lambda, \rho, \tilde{\rho}, \bar{\rho}, \delta) > 0$ such that the following holds.

Let $\{x_{i}\}_{i=0}^{m-2} \subset B_{1}(0)$ be a set of $\rho$-linearly independent points, and assume that for all $i$:

$$W_{\tilde{\rho}}^{2}(x_{i}) = I_{\phi}(x_{i}, 2) - I_{\phi}(x_{i}, \tilde{\rho}) < \epsilon.$$  

Then for all $y, y' \in B_{1}(0) \cap V$ and for all $r, r' \in [\tilde{\rho}, 1]$ we have

$$|I_{\phi}(y, r) - I_{\phi}(y', r')| \leq \delta.$$  

where $V = x_{0} + \text{span} \{x_{i} - x_{0} : 1 \leq i \leq m - 2\}$. 


6.1. Compactness and homogeneity. The rest of the section is devoted to proving the above lemmas. In both cases we will argue by compactness. The crucial ingredients are the following proposition, where we show that a uniform control upon the frequency function \( I_\phi \) ensures strong \( L^2 \) compactness, and the subsequent elementary lemma.

**Proposition 6.7.** Let \( u_\rho : B_r(x) \to \mathcal{A}_Q(\mathbb{R}^n) \) be a sequence of \( W^{1,2} \) maps minimizing the Dirichlet energy with the property that

\[
\sup_q \left( I_{\phi,u_\rho}(x,r) + H_{\phi,u_\rho}(x,r) \right) < \infty.
\]

Then, up to subsequences, \( u_\rho \) converges strongly in \( L^2 \) to a map \( u \in W^{1,2}_{\text{loc}} \). Moreover \( u \) is a local minimizer, namely its restriction to any open set \( \Omega \subset B_r(x) \) is a minimizer, and the convergence is locally uniform and strong in \( W^{1,2}_{\text{loc}} \).

**Lemma 6.8.** Let \( u : \mathbb{R}^m \to \mathcal{A}_Q(\mathbb{R}^n) \) be a continuous map that is radially homogeneous with respect to two points \( x_1 \) and \( x_2 \), namely there exists positive constants \( \alpha_1 \) and \( \alpha_2 \) such that

\[
u(x) = \sum_i \left[ |x - x_1|^{\alpha_1} u_i \left( \frac{x - x_1}{|x - x_1|} + x_1 \right) \right] \quad \forall x \neq x_1
\]

\[
u(x) = \sum_i \left[ |x - x_2|^{\alpha_2} u_i \left( \frac{x - x_2}{|x - x_2|} + x_2 \right) \right] \quad \forall x \neq x_2.
\]

Then \( \alpha_1 = \alpha_2 \), \( u \) is invariant along the \( x_2 - x_1 \) direction, namely \( u(y + \lambda(x_2 - x_1)) = u(y) \) for every \( y \) and every \( \lambda \in \mathbb{R} \), and finally \( u(\lambda x_1 + (1 - \lambda)x_2) = Q[0] \) for every \( \lambda \in \mathbb{R} \).

A last technical observation which will prove useful here and in other contexts is the following “unique continuation” type result for \( Q \)-valued minimizers of the Dirichlet energy.

**Lemma 6.9.** Let \( \Omega \subset \mathbb{R}^m \) be a connected open set and \( u, v : \Omega \to \mathcal{A}_Q(\mathbb{R}^n) \) two maps with the following property:

- both \( u \) and \( v \) are local minimizers of the Dirichlet energy, namely for every \( p \in \Omega \) there exists a neighborhood \( U \) such that \( u|_U \) and \( v|_U \) are both minimizers;
- \( u \) and \( v \) coincide on a nonempty open subset of \( \Omega \).

Then \( u \) and \( v \) are the same map.

**Proof of Proposition 6.7.** After suitable scaling, translation and renormalization we can assume that

\( B_r(x) = B_1(0) \) and that \( H_{\phi,u_\rho}(0,1) = 1 \). We therefore conclude that \( D_{\phi,u_\rho}(0,1) \) is uniformly bounded and that \( Du_\rho \) is uniformly bounded in \( L^2(B_\rho) \) for every \( \rho < 1 \), because

\[
\int_{B_\rho(0)} |Du_\rho|^2 \leq \frac{1}{2 - 2\rho} D_{\phi,u_\rho}(0,1) \quad \forall \rho \in \left] \frac{1}{2}, 1 \right[.
\]

Observe also that

\[
\int_{B_1(0) \setminus B_{1/2}(0)} |u_\rho|^2 \leq H_{\phi,u_\rho}(0,1),
\]

which combined with the uniform control of \( \int_{B_{2/3}(0)} |Du_\rho|^2 \) gives a uniform estimate on \( \int_{B_1(0)} |u_\rho|^2 \).

Hence the sequence \( (u_\rho) \) is uniformly bounded in \( W^{1,2}(B_\rho(0)) \) for every \( \rho < 1 \): the compact embedding of \( W^{1,2}(B_\rho(0)) \) in \( L^2(B_\rho(0)) \) (cf. [DLS11, Proposition 2.11]) and a standard diagonal argument gives the existence of a subsequence, not relabeled, converging strongly in \( L^2_{\text{loc}} \) to a \( W^{1,2}_{\text{loc}} \) map \( u \).
We claim next the existence of a constant $C$ such that
\[ H_{u_q}(0, \rho) = \int_{\partial B_\rho} |u_q|^2 \leq C \quad \forall q \text{ and } \forall \rho \in [\frac{1}{2}, 1[. \] (6.8)

The latter clearly implies that
\[ \int_{B_1(0) \setminus B_\rho(0)} |u_q|^2 \leq C(1 - \rho) \]
and thus upgrades the strong $L^2_{loc}$ convergence to strong convergence in $L^2(B_1(0))$. Arguing as in [DLS11, Proof of Theorem 3.15] we derive that the map $\rho \mapsto h_q(\rho) = H_{\phi, u_q}(0, \rho)$ belongs to $W^{1,1}_{loc}$ and we compute
\[ h_q'(\rho) = \frac{m - 1}{r} \int_{\partial B_\rho} |u_q|^2 + 2 \int_{B_\rho(0)} |Du_q|^2 \]
(cf. [DLS11, (3.46)]. Integrating in $\rho$ we then conclude
\[ \int_{1/2}^1 |h_q'(\rho)| \, d\rho \leq C \int_{B_1(0) \setminus B_{1/2}(0)} |u_q|^2 + 2 \int_{1/2}^1 \int_{B_\rho(0)} |Du_q(x)|^2 \, dx \, d\rho. \]

On the other hand notice that reversing the order of integration in (I) we easily conclude
\[ (I) = \int |Du_q(x)|^2 \phi(|x|) \, dx = D_{\phi, u_q}(0, 1). \]

Hence the sequence $h_q$ is uniformly bounded in $W^{1,1}(\frac{1}{2}, 1)$, which in turn gives a uniform bound on its $L^\infty$ norm. This completes the proof of the first part of the proposition. The local uniform convergence follows instead from [DLS11, Theorem 3.19], whereas the local minimality of $u$ and its strong convergence in $W^{1,2}_{loc}$ follows from [DLS11, Proposition 3.20].

**Proof of Lemma 6.8.** We start by observing that $u(x_1) = u(x_2) = Q[0]$ simply by homogeneity and continuity. Moreover, if we show the invariance of the function along the $x_2 - x_1$ direction, then the equality $\alpha_1 = \alpha_2$ is a triviality. After translating and rescaling we can assume, without loss of generality, that $x_1 = 0$ and that $x_2 = e = (1, 0, 0, \ldots, 0)$. We let $(z_1, \ldots, z_m)$ be the corresponding standard Cartesian coordinates on $\mathbb{R}^m$. Our goal is to show that $u$ is a function of the variables $z' = (z_2, \ldots, z_m)$ only.

We first claim that
\[ u(e + w) = u(w). \] (6.9)

The identity is obvious if $w = 0$. Fix thus $w \neq 0$.
\[ \lambda w = e + |\lambda w - e| \frac{\lambda w - e}{|\lambda w - e|} = : e + |\lambda w - e| w_\lambda. \]

Note that for $\lambda \rightarrow \infty$, $e + w_\lambda \rightarrow e + \frac{w}{|w|}$. Using the homogeneity of the function we then conclude
\[ \sum_i \left[ \lambda^{\alpha_1} u_i(w) \right] = \sum_i \left[ |\lambda w - e|^{\alpha_2} u_i(e + w_\lambda) \right]. \] (6.10)

Clearly, if $u(w) = Q[0]$, then $u(e + w_\lambda) = Q[0]$ and sending $\lambda$ to infinity we conclude $u(e + \frac{w}{|w|}) = Q[0]$: thus by homogeneity $u(e + w) = Q[0] = u(w)$. With a symmetric argument we conclude
that if \( u(e + w) = Q[0] \), then \( u(w) = Q[0] = u(e + w) \). If both \( u(w) \) and \( u(e + w) \) are different from \( Q[0] \), then sending \( \lambda \to \infty \) we conclude that the
\[
\lim_{\lambda \to \infty} \frac{|e - \lambda w|^{a_2}}{\lambda^{a_1}}
\]
exists, it is finite and nonzero. Hence \( a_1 = a_2 \), which implies that the limit is indeed \( |w| \). Plugging this information in (6.10), sending \( \lambda \) to infinity and using the homogeneity of \( u \) we achieve (6.9).

Next consider \( z_1 > 0 \) and \( z' \in \mathbb{R}^{m-1} \). We then have
\[
\Delta u(z_1, z') = \sum_i \left[ z_1^{a_1} u_i(1, z_1^{-1} z') \right] = \sum_i \left[ z_1^{a_1} u_i(0, z_1^{-1} z') \right] = u(0, z') .
\]

If instead \( z_1 < 0 \), we can then argue
\[
\Delta u(z_1, z') = \sum_i \left[ (-z_1)^{a_1} u_i(-1, (-z_1)^{-1} z') \right] = \sum_i \left[ (-z_1)^{a_1} u_i(0, (-z_1)^{-1} z') \right] = u(0, z') .
\]

**Proof of Lemma 6.9.** We prove it by induction over \( Q \). For \( Q = 1 \) the statement is the unique continuation for classical harmonic functions. Assume therefore that \( Q_0 > 1 \) and that the claim has been proved for every \( Q < Q_0 \). Let \( \Delta_Q(u) \) be the set of points where \( u = Q[\eta \circ u] \). We know from [DLS11, Proposition 3.22] that, either \( \Delta_Q(u) \) coincides with \( \Omega \), or it has dimension at most \( m - 2 \). If it coincides with \( \Omega \), then \( \Delta_Q(v) \) has nonempty interior and again invoking [DLS11, Proposition 3.22] we conclude that \( \Delta_Q(v) = \Omega \). In this case \( v = Q[\eta \circ v] \) and \( u = Q[\eta \circ u] \); since \( \eta \circ u \) and \( \eta \circ v \) are harmonic functions that coincide on a nonempty open set, they coincide over all \( \Omega \) and we conclude \( u = v \).

We can thus assume that both \( \Delta_Q(u) \) and \( \Delta_Q(v) \) have dimension at most \( m - 2 \). Therefore the open set \( \Omega' := \Omega \setminus (\Delta_Q(u) \cup \Delta_Q(v)) \) is a connected open set. Clearly, by continuity of \( u \) and \( v \) it suffices to show that \( u \) and \( v \) coincide on \( \Omega' \). Consider therefore in \( \Omega' \) the set \( \Gamma \) which is the closure of the interior of \( \{ u = v \} \). Such set is nonempty and closed. If we can show that it is open the connectedness of \( \Omega' \) implies \( \Gamma = \Omega' \).

Let thus \( p \) be a point in \( \Gamma \). Clearly there are \( T \in A_{Q_1}(\mathbb{R}^n) \) and \( S \in A_{Q_2}(\mathbb{R}^n) \) with \( Q_1 + Q_2 = Q \), \( \text{spt}(T) \cap \text{spt}(S) = \emptyset \) and \( u(p) = v(p) = T + S \). In particular, there is a \( \delta > 0 \) such that \( \max\{G(T', T), G(S, S')\} \leq \delta \) implies \( \text{spt}(T') \cap \text{spt}(S') = \emptyset \). It follows that any \( Q \)-point \( P \) with \( G(P, T + S) < \delta \) can be decomposed in a unique way as \( S' + T' \) with \( G(S', S), G(T', T) < \delta \).

Using the continuity of \( u \) and \( v \), in a sufficiently small ball \( B_{\rho}(p) \) we have
\[
||G(u, T + S)|| + ||G(v, T + S)|| < \delta .
\]

In particular this defines in a unique way continuous maps \( u_1, u_2, v_1, v_2 \) such that \( u|_{B_{\rho}(p)} = u_1 + u_2, v|_{B_{\rho}(p)} = v_1 + v_2 \) and
\[
||G(u_1, T)||_0, ||G(u_2, S)||_0, ||G(v_1, T)||_0, ||G(v_2, T)||_0 < \delta .
\]

Note moreover that, by possibly choosing \( \rho \) smaller, we can assume that both \( u|_{B_{\rho}(p)} \) and \( v|_{B_{\rho}(p)} \) are minimizers. It follows then that the maps \( u_i \) and \( v_i \) must be minimizers of the Dirichlet energy. By definition of \( \Gamma \), there is a nonempty open set \( A \subset B_{\rho}(p) \) where \( u \) and \( v \) coincide. Given the uniqueness of the decomposition \( P = S' + T' \) discussed above when \( G(P, T + S) < \delta \), we conclude that \( u_1 = v_1 \) and \( u_2 = v_2 \) on \( A \). By inductive assumption, this implies that \( u_1 = v_1 \) and \( u_2 = v_2 \) on the whole ball \( B_{\rho}(p) \). In other words \( B_{\rho}(p) \subset \Gamma \) and thus \( p \) is an interior point of \( \Gamma \). By the arbitrariness of \( p \) we conclude that \( \Gamma \) is open, thus completing the proof. \qed
6.2. Proof of Lemma 6.4. Assume by contradiction that the lemma does not hold. Then there is a sequence of $u_q$ satisfying the Assumptions 2.2 and 2.4 and a sequence of collections of points $P_q = \{x_{q,0}, x_{q,1}, \ldots, x_{q,m-2}\}$ with the following properties:

- each $P_q$ is $\rho$-linearly independent for some fixed $\rho > 0$;
- $I_{\bar{\phi}, u_q}(x_{q,i}, 2) - I_{\bar{\phi}, u_q}(x_{q,i}, \tilde{\rho}) \to 0$ as $q \to \infty$ for some fixed $\tilde{\rho} > 0$;
- $\Delta Q(u_q) \cap (B_1(0) \setminus B_{\rho}(V_q))$ contains at least one point $y_q$, where $\tilde{\rho} > 0$ is some fixed constant and $V_q = x_{q,0} + \text{span}\{x_{q,1} - x_{q,0}, \ldots, x_{q,m-2} - x_{q,0}\}$.

Without loss of generality we can assume that $H_{\bar{\phi}, u_q}(0, 64) = 1$. Recalling that $I_{\bar{\phi}, u_q}(0, 64) \leq \Lambda$, we can apply the Proposition 6.7 and, up to a subsequence not relabeled, assume that

- $u_q \to u$ in $L^2(B_{64}(0))$ and locally uniformly;
- $u$ is a minimizer of the Dirichlet energy and $u_q \to u$ strongly in $W^{1,2}_{\text{loc}}$;
- $P_q$ converges to some $\rho$-linearly independent set $P = \{x_0, \ldots, x_\ell\}$;
- the points $y_q$ converge to some $y \in B_1(0)$ with $u(y) = Q[0]$.

Observe first that $H_{\bar{\phi}, u}(0, 64) = 1$ and that $\eta \circ u \equiv 0$. By [DLS11, Proposition 3.22], either $\Delta Q(u)$ has Hausdorff dimension at most $m - 2$, or $u = Q[v]$ for some classical harmonic function $\zeta$. The latter alternative would however imply $\zeta = \eta \circ u \equiv 0$ and hence $H_{\bar{\phi}, u}(0, 64) = 0$. We conclude therefore that $\Delta Q(u)$ has dimension at most $m - 2$.

In particular $H_{\bar{\phi}, u}(x, \rho) \neq 0$ for any positive $\rho$. In turn we conclude from the convergence properties of $u_q$ that $I_{\bar{\phi}, u_q}(y_q, \rho) \to I_{\bar{\phi}, u}(y, \rho)$ whenever $\rho < 64 - |y|$ and $y_q \to y$. Hence we infer that

$$I_{\bar{\phi}, u}(x_i, 2) = I_{\bar{\phi}, u}(x_i, \tilde{\rho}).$$

In turn this implies that the function $u$ is homogeneous in $|x - x_i|$ in the annulus $B_{2}(x_i) \setminus B_{3}(x_i)$ with homogeneity exponent $\alpha_i \geq 0$. We can thus extend $u$ to a function $v_i$ with the same homogeneity over the whole $\mathbb{R}^m$. A simple rescaling argument implies that for every $p \neq 0$ there is a neighborhood $U$ of $p$ where $v_i$ is a minimizer of the Dirichlet energy. Using Lemma 6.9, $v_i$ and $u$ coincide on $B_{64}(0) \setminus \{x_i\}$. But then by continuity we conclude that $u = v_i$ on $B_{64}(0)$.

Hence we have that

$$u(x) = \sum_j \left[ |x - x_i|^{\alpha_i} u_j \left( x_i + \frac{x - x_i}{|x - x_i|} \right) \right]. \quad (6.11)$$

Note that, if $\alpha_i$ were 0, then the map $u$ would take a constant value different from $Q[0]$, which is not possible because $u(y) = Q[0]$. Thus each $\alpha_i$ is positive.

Now, although $u$ is defined on $B_{64}(0)$, using its homogeneity with respect to any of the points $x_i$, it could be extended to a map $v_i$ on the whole $\mathbb{R}^m$, as done above. Each such extension would be a local minimizer of the Dirichlet energy and, by unique continuation (cf. Lemma 6.9), all such extensions must coincide. We can therefore consider $u$ as defined on the whole space $\mathbb{R}^m$, with (6.11) valid everywhere and for every $x_i$. Using Lemma 6.8 we conclude that, if $V = x_0 + \text{span}\{x_i - x_0 : 1 \leq i \leq m - 2\} =: x_0 + V$, then $u$ is a function of the variables orthogonal to $V$ and $u(x_0 + v) = Q[0]$ for every $v \in V$. On the other hand, since the notion of $\rho$-linear independence is stable under convergence, $V$ is an $(m - 2)$-dimensional space. Lemma 6.8 implies also that the $\alpha_i$’s are equal to a number $\alpha$. Summarizing, if we denote by $S$ the unit circle of the two dimensional space $V^\perp$, we have that there is a continuous map $\zeta : S \to A_Q(\mathbb{R}^m)$ such that

$$u(x_0 + v + \lambda w) = \sum_j \left[ \lambda^{\alpha_j} \zeta_j(w) \right] \quad \forall v \in V, \forall w \in S, \forall \lambda \geq 0. \quad (6.12)$$
On the other hand the point \( y \) (which is the limit of the points \( y_q \)) cannot belong to \( V \). Since \( u(y) = Q[0] \), we would conclude that \( u \equiv Q[0] \) on the \((m - 1)\)-dimensional space \( x_0 + \text{span } L \cup \{ y - x_0 \} \). This however is a contradiction with the dimension estimate on \( \Delta_Q(u) \).

### 6.3. Proof of Lemma 6.6.

The proof is entirely analogous to the previous one. Again by contradiction assume that the statement is false. Then there is a sequence of \( u_q \) satisfying the Assumptions 2.2 and 2.4 and a sequence of collections of points \( P_q = \{ x_{q,0}, x_{q,1}, \ldots, x_{q,m-2} \} \) with the following properties:

- each \( P_q \) is \( \rho \)-linearly independent for some fixed \( \rho > 0 \);
- \( I_{\phi,u_q}(x_{q,i}, 2) - I_{\phi,u_q}(x_{q,i}, \tilde{\rho}) \to 0 \) as \( q \to \infty \) for some fixed \( \tilde{\rho} > 0 \);
- if \( V_q = x_{q,0} + \text{span } \{ x_{q,1} - x_{q,0}, \ldots, x_{q,m-2} - x_{q,0} \} \), then there are two points \( y_{q,1}, y_{q,2} \in (x_{q,0} + V_q) \cap B(0) \) and two radii \( r_{q,1}, r_{q,2} \in [\tilde{\rho}, 1] \) with the property that

\[
|I_{\phi,u_q}(y_{q,1}, r_{q,1}) - I_{\phi,u_q}(y_{q,2}, r_{q,2})| \geq \delta > 0. \tag{6.13}
\]

Without loss of generality we can assume that \( H_{\phi,u_q}(0, 64) = 1 \). Recalling that \( I_{\phi,u_q}(0, 64) \leq \Lambda \), we can apply the Proposition 6.7 and, up to a subsequence not relabeled, assume that

- \( u_q \to u \) in \( L^2(B_{64}(0)) \) and locally uniformly;
- \( u \) is a minimizer of the Dirichlet energy and \( u_q \to u \) strongly in \( W^{1,2} \);
- \( P_q \) converges to some \( \rho \)-linearly independent set \( P = \{ x_0, \ldots, x_q \} \);
- the points \( y_{q,i} \) converge to some \( y_i \) and the radii \( r_{q,i} \) to some \( r_i \) in \([\tilde{\rho}, 1]\).

Again arguing as above the plane \( L = x_0 + \text{span } \{ x_i - x_0 : 1 \leq i \leq m - 2 \} = x_0 + V \) is \((m - 2)\)-dimensional and \( u \) has the form (6.12) for some \( \alpha > 0 \). We conclude that

\[
I_{\phi,u}(x,r) = \alpha \quad \text{for any } r > 0 \text{ and any } x \in L. \tag{6.14}
\]

On the other hand \( y_1, y_2 \in L \) and \( I_{\phi,u_q}(y_{q,i}, r_{q,i}) \to I_{\phi,u}(y_i, r_i) \). Thus (6.13) and (6.14) are in contradiction.

### 7. Minkowski-Type Estimate

In this section we combine the previous theorems with the Reifenberg-type methods developed in [NV17] to give a proof of the Minkowski upper bound in Theorem 2.5. We follow in particular the simplified construction of [NV16].

The following result, which we simply quote from [NV17, Theorem 3.4], allows us to turn a small bound on the mean flatness into volume bounds for a general measure \( \mu \). Note that generalizations of this result appeared recently in [Miš16, ENV16].

**Theorem 7.1** ([NV17, Theorem 3.4]). Fix \( k \leq m \in \mathbb{N} \), let \( \{ B_{s_j}(x_j) \}_{j \in J} \subseteq B_2(0) \subset \mathbb{R}^m \) be a sequence of pairwise disjoint balls centered in \( B_1(0) \), and let \( \mu \) be the measure

\[
\mu = \sum_{j \in J} s_j^k \delta_{x_j}. \tag{7.1}
\]

There exist constants \( \delta_0 = \delta_0(m) \) and \( C_R = C_R(m) \) depending only on \( m \) such that if for all \( B_r(x) \subseteq B_2(0) \) with \( x \in B_1(0) \) we have the integral bound

\[
\int_{B_r(x)} \left( \int_0^r D^k_\mu(y,s) \frac{ds}{s} \right) d\mu(y) < \delta_0^2 r^{k}, \tag{7.2}
\]
then the measure $\mu$ is bounded by
\[ \mu(B_i(0)) = \sum_{j \in J} s_j^k \leq C_R. \tag{7.3} \]

7.1. Efficient covering. In fact the latter theorem and the results of the previous sections will be used to prove the following intermediate step

**Proposition 7.2.** Let $u$ be as in the Assumptions 2.2 and 2.4. Fix any $x \in B_{1/8}(0)$ and $0 < s < r \leq 1/8$. Let $D \subseteq \Delta_Q \cap B_r(x)$ by any subset of $\Delta_Q$, and set $U = \sup \{|I_\phi(y,r) : y \in D\}$. There exist a positive $\delta = \delta_{7.2} = \delta(m, n, Q, \Lambda)$, a constant $C_V = C_V(m) \geq 1$, a finite covering with balls $B_{s_i}(x_i)$ and a corresponding decomposition of $D$ in sets $A_i \subset D$ with the following properties:

(a) $A_i \subset B_{s_i}(x_i)$ and $s_i \geq s$;
(b) $\sum_i s_i^{m-2} \leq C_V r^{m-2}$;
(c) for each $i$, either $s_i = s$, or
\[
\sup \{|I_\phi(y,s_i) : y \in A_i\} \leq U - \delta. \tag{7.4}
\]

With this proposition at hand the theorem follows easily

**Proof of Theorem 2.5.** We consider the set $D_0 := \Delta_Q \cap B_1(0)$ and recall that, by Lemma 3.4,
\[ U_0 = \sup \{|I_\phi(y,1/8) : y \in D_0\} \leq C(\Lambda + 1). \tag{7.5} \]
Apply Proposition 7.2 with $r = 1$, $s = \rho$ and $D = D_0$ and let $\{A_i\}$ and $\{B_{s_i}(x_i)\}, i \in I_1$, be the corresponding decomposition and covering of $D_0$. In particular
\[
\sum_{i \in I_1} s_i^{m-2} \leq C_V.
\]
Let $I_1^\rho := \{i : s_i = \rho\}$. For each $s_i > \rho$ we instead have the frequency drop
\[
\sup \{|I_\phi(y,s_i) : y \in A_i\} \leq U_0 - \delta.
\]
For every $i \in I_1 \setminus I_1^\rho$ apply the Proposition 7.2 again with $D = A_i$, $r = s_i$ and $s = \rho$. We then find a decomposition $\{A_{i,j}\}$ of each $A_i$ and corresponding balls $\{B_{s_{i,j}}(x_{i,j})\}, j \in I_1^\rho$, with
\[
\sum_{j \in I_1^\rho} s_{i,j}^{m-2} \leq C_V s_i^{m-2}.
\]
We now define $I_2$ as the union of $I_1^\rho$ and all $I_j^\rho$ with $i \notin I_1^\rho$. By renaming the sets and the radii, we have a new decomposition $\{A_i\}$ of $\Delta_Q \cap B_{1/8}(0), i \in I_2$, and a new covering $\{B_{s_i}(x_i)\}, i \in I_2$, with
\[
\sum_{i \in I_2} s_i^{m-2} \leq C V \sum_{i \in I_1} s_i^2 \leq C_V^2.
\]
This time, however, if $s_i > \rho$, then the frequency drop is given by
\[
\sup \{|I_\phi(y,s_i) : y \in A_i\} \leq U_0 - 2\delta.
\]
Proceeding inductively for each $k$ we find a decomposition $\{A_i\}_{i \in I_k}$ and corresponding covering $\{B_{s_i}(x_i)\}$ with the properties that
\[
\sum_{i \in I_k} s_i^{m-2} \leq C_V^k
\]
and either $s_i = \rho$ or
\[
\sup \{|I_\phi(y,s_i) : y \in A_i\} \leq U_0 - k\delta.
\]
Clearly, since the frequency function is always positive, after at most $\kappa = \lfloor \delta^{-1} U_0 \rfloor + 1$ steps all $s_i$ for $i \in I_\kappa$ equal $\rho$. We have thus found a family of $N$ balls $B_\rho(x_i)$ with $N_\rho^{m-2} \leq C^\rho = C(m, n, Q, \Lambda)$ which cover $\Delta_Q \cap B_I(0)$. Obviously $B_\rho(\Delta_Q \cap B_{1/8}(0)) \subset \cup_i B_{2\rho}(x_i)$ and we thus conclude

$$|B_\rho(\Delta_Q \cap B_{1/8}(0))| \leq 2^m N_\rho^m \leq C^2 .$$

7.2. Intermediate covering. Proposition 7.2 will in fact be reached through an intermediate covering.

**Lemma 7.3.** Let $u$ be as in Assumptions 2.2 and 2.4, $\rho \leq 100^{-1}$ and $\sigma < \tau \leq \frac{1}{8}$ be three given positive numbers and $x \in B_{1/8}(0)$. Let $D$ be any subset of $\Delta_Q \cap B_r(0)$ and set $U = \sup_{y \in D} I_\phi(y, \tau)$. Then there are a $\delta_{7,3} = \delta(m, n, Q, \Lambda, \rho) > 0$, a constant $C = C_R(m)$ and a covering of $D$ by balls $B_{r_i}(x_i)$ with the following properties

(a) $r_i \geq 10\rho \sigma$;
(b) $\sum_{i \in I} r_i^{m-2} \leq C R^{-m-2}$;
(c) For each $i$, either $r_i \leq \sigma$, or the set of points

$$F_i = D \cap B_{r_i}(x_i) \cap \{ y : I_\phi(y, pr) > U - \delta \}$$

is contained in $B_{pr_i}(L_i) \cap B_{r_i}(x_i)$, for some $(m - 3)$-dimensional affine subspace $L_i$.

**Proof.** By a simple scaling and translation argument, from now on we can simply assume that $\tau = \frac{1}{8}$ and $x = 0$. Observe that after this operation $I_\phi(0, 64)$ might have increased: anyway, according to Lemma 3.4, we will still be able to bound it in terms of $\Lambda$. For the rest of the argument we treat $\delta > 0$ as fixed and detail the conditions that it will have to satisfy along the steps of the proof: we will see at the end that all such conditions are met if $\delta$ is chosen sufficiently small.

The first part of the proof consists in constructing a first covering via an inductive procedure consisting of $\kappa = \lfloor \log_{10}(8\sigma) \rfloor$ steps (note that $\kappa$ is the smallest integer exponent such that $8^{-1}(10\rho)^\kappa \leq \sigma$). At each step $k$ we will thus have a covering of $D$ by balls $\mathcal{C}(k) = \{ B_{r_i}(x_i) : i \in I_k \}$. The starting cover is given by $\{ B_{1/8}(0) \}$ and the cover $\mathcal{C}(k + 1)$ is obtained by modifying $\mathcal{C}(k)$ suitably: in particular we keep some “bad” balls $B$ of $\mathcal{C}(k)$ in $\mathcal{C}(k + 1)$ and we refine the covering on some other “good” balls $B$. Along this procedure we have the following conditions:

(i) the radii of the balls in $\mathcal{C}(k)$ are all equal to some $8^{-1}(10\rho)^j$ with integer exponents $j$ ranging from 0 to $k$;
(ii) if $B_r(x), B_{r'}(x') \in \mathcal{C}(k)$, then $B_{r/5}(x) \cap B_{r'/5}(x') = \emptyset$;
(iii) if a ball in $\mathcal{C}(k)$ has radius larger than $8^{-1}(10\rho)^k$, then it is certainly kept in $\mathcal{C}(k + 1)$.

**Step 1. Inductive procedure.** Consider a ball $B_r(x) \in \mathcal{C}(k)$. If $r = 8^{-1}(10\rho)^j$ for some $j < k$, then we assign it to $\mathcal{C}(k + 1)$. If $r = 8^{-1}(10\rho)^k$, consider the set

$$F = F(B_r(x)) := D \cap B_r(x) \cap \{ y : I_\phi(y, pr) > U - \delta \} .$$

We then

(bad) assign $B_r(x)$ to $\mathcal{C}(k + 1)$ if $F$ does not $pr$-span an $(m - 2)$-dimensional space;
(good) discard $B_r(x)$ if $F$ $pr$-spans an $(m - 2)$-dimensional space, which we call $L = L(B_r(x))$. We note first that, if (bad) holds, then there is an $(m - 3)$-dimensional affine space $L$ such that $F \subset B_{pr}(L)$, cf. Remark 6.3. If (good) holds, we must replace $B_r(x)$ in $\mathcal{C}(k + 1)$ with a new collection $\{ B_{10pr}(x_i) \}$.

More precisely, in the latter case consider an $(m - 2)$-dimensional affine space $V$ that is $pr$-spanned by $F$. By Lemma 6.4, if $\delta$ is chosen smaller than a constant $\bar{\delta}(m, n, Q, \Lambda, \rho)$, we can assume that
\( D \cap B_1(0) \) is contained in \( B_{10}(V) \). Consider now all the good balls \( \{ B^i \} = \mathcal{G}(k) \subset C(k) \), the corresponding affine spaces \( V_i \), and the set
\[
G(k) := D \cap \bigcup_i B_{\rho(10\rho)^k}(V_i).
\]
We can cover \( G(k) \) with a collection \( \mathcal{F}(k + 1) \) of balls with radius \( (10\rho)^{k+1} \) such that the corresponding concentric balls of radii \( 2\rho(10\rho)^k \) are pairwise disjoint. It will also be important for the next step that such balls are chosen so that their centers are contained in \( D \cap (\cup_i B^i \cap V_i) \).

Consider now the collection \( \mathcal{B}(k) \subset C(k) \) of balls that have been kept in the covering \( C(k + 1) \) and let \( \mathcal{B}_{1/5}(k) \) be the corresponding collection of concentric balls shrunk by a factor \( \frac{1}{5} \). We include \( B \in \mathcal{F}(k + 1) \) in the covering \( C(k + 1) \) if and only if \( B \) does not intersect any element of \( \mathcal{B}_{1/5}(k) \).

For this reason, from now we enumerate the balls in \( C(k) \). Theorem \( \textbf{We need however to check that} \) \( \mathcal{B}(k + 1) \) is still a covering of \( D \). Consider that, by construction \( \mathcal{B}(k) \cup \mathcal{F}(k + 1) \) is certainly a covering of \( D \). Pick a point \( x \in D \); if it is contained in an element of \( \mathcal{B}(k) \) we are fine. Otherwise it must be contained in an element \( B \) of \( \mathcal{F}(k + 1) \). If \( B \) is not contained in \( C(k + 1) \), then there is a ball \( B_{r'}(x') \in \mathcal{B}(k) \) such that \( B_{r'}(x') \) intersects \( B \). Since however the radius of \( B \) is at most \( 10r' \leq r'/10 \), it is obvious that \( B \) is contained in \( B_{r'}(x') \).

**Step 2. Frequency pinching.** We next claim the following pinching estimate: for any given \( \eta > 0 \), if we choose \( \delta \) sufficiently small, then
\[
\text{either } C(\kappa) = \{ B_{1/8}(0) \} \quad \text{ or } \quad I_\phi(x, \rho s/5) \geq U - \eta \quad \forall B_s(x) \in C(\kappa). \tag{7.7}
\]
Indeed, unless the refining procedure stops immediately, for any \( B_s(x) \in C(\kappa) \) we must have \( s = 8^{-1}(10\rho)^{j+1} \) for some \( j \in \mathbb{N} \). Following our construction, we then find a good ball \( B' = B_{8^{-1}(10\rho)^j} \in \mathcal{C}(j) \) such that \( F(B') \) \( 8^{-1}(10\rho)^{j} \)-spans an \( (m - 2) \)-dimensional affine space \( V \) with \( x \in V \cap B' \).

Moreover \( V \cap B' \) contains at least one point \( z \in F(B') \). It then follows from Lemma 6.6 that, if we choose \( \delta \) sufficiently small (depending on \( \rho \) and \( \eta \)), then we can ensure
\[
|I_\phi(x, \rho s/5) - I_\phi(z, s)| \leq \frac{\eta}{2}.
\]
Since however \( I_\phi(z, s) \geq U - \delta \), the claim follows by imposing additionally \( \delta < \frac{\eta}{2} \).

**Step 3. Discrete measures.** The covering of the statement of the lemma is now given by \( C(\kappa) \) and it is clear that to complete the proof it just suffices to prove the packing bound
\[
\sum_{B_s(x) \in C(\kappa)} s^{m-2} \leq C_R(m).
\]
For this reason, from now we enumerate the balls in \( C(\kappa) \) as \( B_{s,i}(x_i), \ i \in I \). Since our goal is to use Theorem 7.1, we introduce the measures
\[
\mu = \sum_{i \in I} s_i^{m-2} \delta_{x_i} \quad \text{ and } \quad \mu_s = \sum_{i \in I, s_i \leq s} s_i^{m-2} \delta_{x_i}.
\]
Observe that:
- \( \mu_t \leq \mu_\tau \) if \( t \leq \tau \);
- \( \mu = \mu_{1/40} \);
- if we define \( \bar{\tau} = \frac{1}{10\rho}(10\rho)^{j} \), then \( \mu_s = 0 \) for \( s < \bar{\tau} \).

We will show that \( \mu_s(B_s(x)) \leq C_R(m)s^{m-2} \) for every \( s \) and every \( x \). Indeed, if we set \( x = \log_2(\bar{\tau}^{-1}/8) - 4 \), it suffices to show that
\[
\mu_s(B_s(x)) \leq C_R(m)s^{m-2} \quad \text{ for all } x \text{ and for all } s = \bar{\tau}^j \text{ with } j = 0, 1, 2, \ldots, \infty. \tag{7.8}
\]
Note indeed that, unless \( \{ B_{s_i}(x_i) \} \) is the trivial cover \( \{ B_{1/8}(0) \} \), all the radii \( s_i \) are smaller than \( \frac{10 \rho}{10} \leq \frac{1}{200} \) and thus (7.8) shows that \( \mu(B_{1/128}(x)) \leq C_R(m) \) for every \( x \in B_{1/8}(0) \). Covering \( B_{1/8}(0) \) with finitely many balls of radius \( \frac{1}{128} \) implies then the desired packing estimate.

The estimate (7.8) will be proved by induction over \( j \). Note that the starting step is fairly easy. Indeed, \( \mu_r(B_r(x)) = N(x, r) r^{m-2} \), where \( N(x, r) \) is the number of balls \( B_{s_i}(x_i) \) with \( s_i = r \) and \( x_i \in B_r(x) \). Since such balls are pairwise disjoint and contained in \( B_{2r}(x) \), the number, \( N(x, s) \) is bounded by \( 2^m \).

The remaining portion of the proof is devoted to show that if (7.8) holds for some \( j < \infty \) then it holds for \( j + 1 \). Hence from now on we set \( r = 2^j r \) and, assuming \( \mu_r(B_r(x)) \leq C_R(m) r^{m-2} \) for every \( x \), we want to show that \( \mu_{2r}(B_{2r}(x)) \leq C_r(m)(2r)^{m-2} \) for every \( x \).

**Step 4. Inductive packing estimate: coarse bound.** We first show the coarser bound

\[
\mu_{2r}(B_{2r}(x)) \leq C(m) C_R(m)(2r)^{m-2} ,
\]

(7.9)

where \( C_R(m) \) is a dimensional constant larger than 1. This is rather easy to achieve since we can split

\[
\mu_{2r} = \mu_r + \sum_{i \in I, r < s_i \leq 2r} s_i^{m-2} \delta_{s_i} =: \mu_r + \tilde{\mu}_r .
\]

Since \( B_{2r}(x) \) can be covered by \( C(m) \) balls \( B_r(x_i) \), the inductive assumption clearly implies

\[
\mu_r(B_{2r}(x)) \leq C(m) C_R(m) r^{m-2} .
\]

On the other hand \( \tilde{\mu}_r(B_{2r}(x)) \leq N(x, 2r)(2r)^{m-2} \), where \( N(x, 2r) \) is the number of balls \( B_{s_i} \) with \( i \in I, r < s_i \leq 2r \) and \( x_i \in B_{2r}(x) \). The corresponding smaller balls \( B_s(x_i) \) are then all pairwise disjoint and contained in \( B_{3r}(x) \), from which the bound \( N(x, r) \leq C(m) \) follows readily.

**Step 5. Inductive packing estimate: mean flatness and conclusion** We now wish to improve the coarse bound (7.9) to

\[
\mu_{2r}(B_{2r}(x)) \leq C_R(m)(2r)^{m-2} .
\]

(7.10)

We set for convenience \( \tilde{\mu} := \mu_{2r, \square} B_{2r}(x) \). The idea is to apply a (scaled version) of Theorem 7.1. If we can show that

\[
\int_{B_{t}(y)} \left( \int_{0}^{t} D_{\tilde{\mu}}^{m-2}(z, s) \frac{ds}{s} \right) d\tilde{\mu}(z) < \delta_0^2 t^{m-2} \quad \forall y \in B_{2r}(x), \forall 0 < t \leq 2r
\]

(7.11)

(where \( \delta_0 \) is the constant of Theorem 7.1), we will then conclude \( \tilde{\mu}(B_{2r}(x)) \leq C_R(2r)^{m-2} \), which is the desired bound.

The key for deriving (7.10) is that, by (7.7), we can, without loss of generality, assume

\[
I_{\phi}(x_i, \rho s_i) \geq U - \eta .
\]

(7.12)

In fact if this estimate did not hold the covering \( \{ B_{s_i}(x_i) \} \) would be given by \( \{ B_{1/8}(0) \} \) and the claim (7.8) would be trivially true.

In order to obtain the bound (7.11), we first set

\[
\tilde{W}_{s}(x_i) := \begin{cases} W_{s}^{32s}(x_i) = I_{\phi}(x_i, 32s) - I_{\phi}(x_i, s) & \text{if } s > s_i \\ 0 & \text{otherwise,} \end{cases}
\]

(7.13)

and then observe that for all \( i \)

\[
D_{\tilde{\mu}}^{m-2}(x_i, s) \leq C(m, n, Q, \Lambda) s^{-(m-2)} \int_{B_{s}(x_i)} \tilde{W}_{s}(y) d\tilde{\mu}(y) \quad \text{for all } 0 < s < 1 .
\]

(7.14)
Indeed, if \( s < s_i \), the above inequality reduces to \( 0 = 0 \) because \( \text{spt}(\mu) \cap B_s(x_i) = \{ x_i \} \). Otherwise, it follows from Proposition 5.3.

Fix any \( t \leq 2r \). Using (7.14) we bound

\[
I := \int_{B_t(y)} \left( \int_0^t D^{m-2}_s(z, s) \frac{ds}{s} \right) d\bar{\mu}(z) \leq C \int_{B_t(y)} \int_0^t s^{1-m} \int_{B_s(z)} \bar{W}_s(\zeta) d\bar{\mu}(\zeta) ds \frac{d\bar{\mu}(z)}{s} \]
\[
= C \int_0^t s^{1-m} \int_{B_t(y)} \int_{B_s(z)} \bar{W}_s(\zeta) d\bar{\mu}(\zeta) ds \frac{d\bar{\mu}(z)}{s} .
\]

(7.15)

In (7.15) we can certainly intersect the domains of integrations with \( B_{2r}(x) \), since \( \bar{\mu} \) vanishes outside. We also claim that we can substitute \( \bar{\mu} \) with \( \mu_s \). First we look at the innermost integral: if \( \zeta \in \text{spt}(\bar{\mu}) \setminus \text{spt}(\mu_s) \), then \( \zeta = z_i \) for some \( i \in I \) with \( s_i > s \) and, by definition \( \bar{W}_s(\zeta) = 0 \). As for the integral in \( z \), if \( z = z_i \) for some \( i \in I \) with \( s_i > s \), then \( B_s(z) \cap \text{spt}(\bar{\mu}) \) contains only \( z \) and the innermost integrand vanishes because \( \bar{W}_s(z) = 0 \). Substituting \( \bar{\mu} \) with \( \mu_s \) and applying again Fubini’s Theorem, we can write

\[
I \leq C \int_0^t s^{1-m} \int_{B_{t+s}(y) \cap B_{2r}(x)} \bar{W}_s(\zeta) \int_{B_s(\zeta) \cap B_{2r}(x)} d\mu_s(z) d\mu_s(\zeta) ds .
\]

(7.16)

Next, for \( s \leq r \) we can use the inductive estimate (7.8), whereas for \( r \leq s \leq 2r \) we can use the coarser bound (7.9) to estimate the inner integrand with \( C(m) s^{m-2} \). We therefore achieve

\[
I \leq C(m, n, Q, \Lambda) \int_0^t \int_{B_{t+s}(y) \cap B_{2r}(x)} \bar{W}_s(\zeta) d\mu_s(\zeta) d\frac{ds}{s} \leq C \int_0^t \int_{B_{t+s}(y) \cap B_{2r}(x)} \bar{W}_s(\zeta) d\mu_t \frac{ds}{s}
\]
\[
\leq C \int_{B_{2r}(y)} \int_0^t \bar{W}_s(\zeta) d\frac{ds}{s} d\mu_t(\zeta) .
\]

(7.17)

Next fix \( \zeta \in \text{spt}(\mu_t) \). Then obviously \( \zeta = z_i \) for some \( i \). Recall that \( \bar{W}_s(z_i) = 0 \) if \( s < s_i \) and that \( \bar{W}_s(z_i) = I_\phi(z_i, 32s) - I_\phi(z_i, s) \) otherwise. Consider now the largest integer \( \kappa \) such that \( 2^\kappa s_i \geq t \).
and note that $32 : 2^{\kappa+1} s_i < \frac{1}{8}$. Then we can derive the following estimate
\[
\int_0^t \frac{\dot{W}_s(\zeta)}{s} \frac{ds}{s} = \int_{s_i}^t \frac{\dot{W}_s(z_i)}{s} \frac{ds}{s} = \int_{s_i}^t (I_\phi(z_i, 32s) - I_\phi(z_i, 2s)) \frac{ds}{s}
\leq \sum_{j=0}^\kappa \int_{2^j s_i}^{2^{j+1} s_i} (I_\phi(z_i, 32s) - I_\phi(z_i, s)) \frac{ds}{s}
\leq \sum_{j=0}^\kappa (I_\phi(z_i, 32 \cdot 2^j s_i) - I_\phi(z_i, 2^j s_i)) \int_{2^j s_i}^{2^{j+1} s_i} \frac{ds}{s}
= \log 2 \sum_{j=0}^\kappa (I_\phi(z_i, 2^{\ell+j} s_i) - I_\phi(z_i, 2^j s_i))
= \log 2 \sum_{\ell=0}^5 \sum_{j=0}^\kappa (I_\phi(z_i, 2^{\ell+j} s_i) - I_\phi(z_i, 2^j s_i))
= \log 2 \sum_{\ell=0}^5 (I_\phi(z_i, 2^{\kappa+\ell} s_i) - I_\phi(z_i, 2^\ell s_i))
\leq 6 \log 2 (I_\phi(z_i, \frac{1}{8}) - I_\phi(z_i, s_i)) \quad (7.7)
\] (7.18)

Next, with an obvious covering argument we can use the inductive estimate (7.8) (for $t \leq r$) and the coarser estimate (7.9) (in the case $r < t \leq 2r$), to estimate $\mu_t(B_{2t}(y)) \leq C(m)^{t^m-2}$. Combined with (7.18), the latter bound in (7.17) yields
\[
\int_{B_t(y)} \left( \int_0^t D_{\mu_s}^{m-2}(z, s) \frac{ds}{s} \right) \frac{d\mu(z)}{\eta} \leq C(m, n, Q, \Lambda) \eta t^{m-2}. \tag{7.19}
\]

At this point, choosing $\eta$ smaller than some appropriate constant $c(m, n, Q, \Lambda)$ (which requires $\delta$ to be chosen smaller than a suitable positive constant $c(m, n, Q, \Lambda, \rho)$) allows us to fulfill (7.11) and thus complete the proof of (7.8).

\[\square\]

### 7.3. Proof of Proposition 7.2.

As in the proof of the previous lemma, we start by observing that without loss of generality we can assume $x = 0$ and $r = \frac{1}{8}$. The proof of the Proposition is again an inductive procedure to generate the correct covering, where we use Lemma 7.3. The parameter $\rho$ appearing in the Lemma is, for the moment, fixed: it will be chosen, sufficiently small, only at the end.

We start by applying Lemma 7.3 a first time with $\tau = \frac{1}{8}$ and $s = \sigma$. Let $C(0) = \{B_{r_i}(x_i)\}$ be the corresponding covering. We then divide $C(0)$ as $G(0) = \{B_{r_i}(x_i) : r_i \leq s\}$ and $B(0) = \{B_{r_i}(x_i) : r_i > s\}$. Next, for each $B_{r_i}(x_i) \in B(0)$ consider the set $F_i$ and the affine plane $L_i$ given by Lemma 7.3. Each $B_{2\rho_i} L_i \cap B_{r_i}(x_i)$ can be covered by a number $N \leq C(m) \rho^{3-m}$ of balls of radius $4\rho r_i$. If $4\rho r_i < s$ we then include these balls in a new (additional) collection $C(1)$. Otherwise we apply to each of these balls and for each $i$ Lemma 7.3 again and include all these balls in the new collection $C(1)$. Observe that we have the bound
\[
\sum_{B_{r_i}(x_i) \in C(1)} r_i^{m-2} \leq C(m) \rho^{3-m} \sum_{B_{r_j}(x_j) \in C(0)} (pr_j)^{m-2} = C(m) \rho \sum_{B_{r_j}(x_j) \in C(0)} r_j^{m-2}.
\]
In particular if $\rho$ is chosen sufficiently small, we can ensure that
\[ C(m)\rho \leq \frac{1}{2} \iff \rho \leq (2C(m))^{-1} := \rho_0(m). \tag{7.20} \]
We repeat the procedure finitely many times until we find a $C(k)$ that contains no balls of radius larger than $s$. We then define the collection $\mathcal{C} = \cup_{j \leq k} \mathcal{C}(j)$. Clearly
\[ \sum_{B_{r_j}(x_j) \in \mathcal{C}} r_j^{-m-2} \leq \sum_{\ell=0}^k 2^{-\ell} \sum_{B_{r_j}(x_j) \in \mathcal{C}(0)} r_j^{-m-2} \leq 2C_R(m). \]
From now on $\rho$ is fixed, depending only on the dimension $m$.

We then define inductively the sets $A'_i$ for each $B_{r_i}(x_i) \in \mathcal{C}$. We start with the elements $\mathcal{C}(0)$:
- if $B_{r_i}(x_i) \in B(0)$, namely $r_i \leq s$, we then set $A'_i = D \cap B_{r_i}(x_i)$;
- otherwise we set $A'_i = (D \cap B_{r_i}(x_i)) \setminus F_i$, where $F_i$ are the sets of Lemma 7.3.

Observe that by construction the $F_i$’s are covered by $\mathcal{C}(1)$ and thus
\[ D \subset \bigcup_{B_{r_i}(x_i) \in \mathcal{C}(0)} A'_i \bigcup_{B_{r_i}(x_i) \in \mathcal{C}(1)} B_{r_i}(x_i). \]
we then proceed inductively and notice that at the final step all balls of $C(k)$ have radii no larger than $s$. Thus the final collection of sets $A'_i$ is a covering of $D$.

Moreover, by definition, either $r_i \leq s$, or
\[ \sup \{ I_\delta (y, \rho r_i) : y \in A'_i \} \leq U - \delta. \]
This condition differs from (7.4) just by a factor of $\rho = \rho(m)$ inside the frequency $I_\delta$. Since $A'_i \subseteq B_{s_i}(x_i)$, we can clearly cover this set by a family of $C(m)\rho^{-m} = C(m)$ balls $B_{\rho s_i}(x_{ij})$ (recall that $\rho$ has already been fixed as a positive geometric constant depending only on $m$ in (7.20)). By setting $A_{ij} = B_{\rho s_i}(x_{ij}) \cap A'_i$, we get (7.4) on this set, and preserve up to a constant $C(m)$ the packing estimate.

Finally, some of the balls in $\mathcal{C}$ have radii strictly smaller than $s$. However by construction they are all larger than $10\rho s$. Hence we can substitute such balls with balls of radius $s$ at the price of paying another multiplicative constant $C(m)$ in the packing estimate.

8. Rectifiability

In this section we complete our plan by giving a proof of Theorem 2.6. The crucial ingredient is the content of [AT15, Corollary 1.3], which we cite here without proof.

**Theorem 8.1 ([AT15, Corollary 1.3]).** Let $S \subset \mathbb{R}^n$ be $\mathcal{H}^k$-measurable with $\mathcal{H}^k(S) < \infty$ and consider $\mu = \mathcal{H}^k L S$. Then $S$ is countably $k$-rectifiable if and only if
\[ \int_0^1 D^k_\mu(x,s) \frac{ds}{s} < \infty \quad \text{for } \mu\text{-a.e. } x. \tag{8.1} \]

Using a different proof, a similar result was obtained in [NV17, Theorem 3.3], which in some sense is the “continuous version” of Theorem 7.1. Indeed, the rectifiability result is a corollary of the proof of Theorem 7.1, since in order to obtain the uniform bounds for the measure $\mu$ one needs to build smooth manifolds that approximate the measure $\mu$ at smaller and smaller scales. If instead of a discrete measure $\mu$ one considers the $k$-dimensional Hausdorff measure $\mathcal{H}^k$ restricted to a set $S$, the construction basically works in the same way and produces a Lipschitz approximation for $S$ that
coincides with $S$ up to a set of small measure. By repeating this construction inductively, one proves rectifiability.

Notice also that in order to obtain the estimate (8.1), we will need to use the uniform upper Ahlfors bounds on the measure $\mathcal{H}^{\mathbf{m} - 2}(\Delta_Q \cap B_{1/8})$, which is the main product of our construction, and the main point of Theorem 7.1. With this uniform estimate in hand, it is easier to apply directly Theorem 8.1 instead of going through the details of [NV17, Theorem 3.3].

**Proof of Theorem 2.6.** We know from Theorem 2.5 that $\mu = \mathcal{H}^{\mathbf{m} - 2}(\Delta_Q \cap B_{1/8})$ is a finite Radon measure. But in fact, by a simple scaling argument, we achieve the uniform estimate

$$
\mu(B_r(x)) \leq C(m, n, Q, \Lambda)r^{m-2}.
$$

(8.2)

As in the last step of the proof of Lemma 7.3 we use Proposition 5.3 to estimate

$$
\int_{B_r(y)} \int_0^t D_{\mu}^{m-2}(z, s) \frac{ds}{s} \ d\mu(z) \leq C \int_{B_r(y)} \int_0^t s^{1-m} \int_{B_s(z)} W_s^{32s}(\zeta) \ d\mu(\zeta) \ ds \ d\mu(z)
$$

$$
= C \int_0^t s^{1-m} \int_{B_r(y)} \int_{B_s(z)} W_s^{32s}(\zeta) \ d\mu(\zeta) \ d\mu(z) \ ds
$$

$$
\leq C \int_0^t s^{1-m} \int_{B_{t+s}(y)} W_s^{32s}(\zeta) \ d\mu(\zeta) \ ds \ d\mu(z)
$$

$$
\leq C \int_0^t \int_{B_{2t}(y)} W_s^{32s}(\zeta) \frac{ds}{s} \ d\mu(\zeta).
$$

(8.3)

Next arguing as in the proof of (7.18), we reach

$$
\int_0^t W_s^{32s}(\zeta) \frac{ds}{s} \leq 6 \log(2(I_\phi(\zeta, \frac{1}{8}) - I_\phi(\zeta, 0))) \leq C(m, n, Q, \Lambda),
$$

as long as $32t < \frac{1}{8}$. Inserting the latter estimate in (8.3) and using (8.2) we then conclude

$$
\int_{B_r(y)} \int_0^t D_{\mu}^{m-2}(z, s) \frac{ds}{s} \ d\mu(z) < \infty,
$$

whenever $t < \frac{1}{8} \cdot \frac{1}{32}$. We can thus apply Theorem 8.1 to conclude the rectifiability of $\Delta_Q \cap B_{1/8}(0)$. \hfill \Box
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