Estimation of Uncertainty in Airborne LiDAR Inventories Using Approaches Based on Bootstrapping-Pairs Methods
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Abstract: LiDAR inventories were carried out to estimate the mean volume and variance in Eucalyptus globulus and Eucalyptus nitens stands. Uncertainty of the population estimates was examined using approximations based on the bootstrap method. Three methods were tested, the traditional bootstrapping-pair method (Method 1) and two additional methods in which the residual variance of the models was incorporated. Method 2 incorporated the residual variance in homoscedastic structure and Method 3 incorporated the heteroscedastic residual variance. Bootstrapping-pairs based on Method 3 generated similar estimates for the mean volume and slightly higher estimates for the variance as the traditional method (Method 1). Variance estimates obtained with the traditional bootstrapping-pairs method could be biased due to the presence of heteroscedasticity. Method 3 was found to best estimate the variance of the mean volume in LiDAR inventories, when the models that describe the relationship between stand variables and LiDAR metrics do not meet the assumption of homoscedasticity. It is shown that the uncertainty of the estimation of the average volume decreased in stands with a larger area, stabilizing the uncertainty of estimates in stands with areas larger than 50 hectares. Our results suggest that the residual variance in the heteroscedastic structure must be incorporated to avoid bias when bootstrapping-pairs are used in small area stands (less than 5 hectares).
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1. Introduction

In the last decades, LiDAR technology has been widely used in forestry to provide support for forest management and has been used as a support tool for forest inventories [1,2]. The advantages of using this technology in forest inventories have been described by numerous authors, who have mainly agreed that in large areas and with high forest variability, LiDAR technology provides better estimators than traditional inventories with a shorter execution time and reduced associated costs [1–6]. Furthermore, inventories using LiDAR may be the only economically feasible way to estimate the stand variables in a forest with rough terrain [7,8].

Traditional and LiDAR inventories are tools that assist evaluating forests by estimating their variables at the population level. In traditional inventories, the inference is constructed from the assignment of the sampling plots under a probabilistic design within a defined study area [9]. Thus, the estimates of the population parameters of interest are made based on a known design, which defines the way of calculating the mean and its variance; these estimates being constant.
for the entire study area [10]. In the LiDAR inventory, the estimation of variables that have been previously calibrated, which consists of the construction of functions that relate the stand variables measured in plots with metrics obtained from the LiDAR point cloud. From here, these models are used to estimate the attributes of the forest, using LiDAR metrics as auxiliary variables that explain stand density, height, basal area, total and commercial volume, among others [1]. The use of LiDAR’s metrics measured in the whole population is considered as auxiliary information and in statistical inference it has been used mainly to improve the accuracy of the population estimates [5]. In addition, in forest inventories, the use of auxiliary information obtained from LiDAR technology is considered economically more efficient in collecting auxiliary information that could be generated from traditional measurements [11].

The effect of incorporating auxiliary variables from LiDAR on the models used to make population estimates improves the precision of the estimates because the models show greater variability in the forest. Næsset [12] reported that between 80 and 93% of the variability of the volume measured in the field could be explained by models that use LiDAR information as an auxiliary variable. Others have reported that 88% of the variability of the aerial biomass is explained with models that use LiDAR’s metrics [13]. The main advantage of using auxiliary variables with respect to the traditional estimates is that model-based estimators generate estimates for each of the population elements, these being more precise in stands where the forest is highly variable or where it is not possible to establish an adequate number of measurement plots [14–17]. These advantages are even more evident in small and difficult to access stands [17]. Meanwhile, the main disadvantage is that the estimates are not necessarily unbiased and often require heavy computational expense depending on the size of the study area and the required inventory resolution [18].

In model-based inference, the quality of population estimates depends on the model’s ability to capture and represent stand variability [8,11]. This technique allows the use of samples external to the study area in the modeling phase, unlike traditional inventories, where the inference is usually based on the sampling design within the study area. Because of this, the model-based inference is more flexible and attractive for estimating forest inventories in which auxiliary information of the population is available. Thus, model-based estimates using LiDAR’s metrics like an auxiliary variable allows the estimation of the average and its variance in more precisely defined areas [19]. However, despite the flexibility provided by model-based estimation methods, its implementation should give special emphasis to the statistical properties of the models, since population estimates depend on the quality of the fit, bias of the model, its predictive capacity and ability to represent the variability of the forest given by the auxiliary variables [19]. Thus, when the inference in sampling is based on models, the uncertainty of population estimates depends to a greater extent on the predictions made by the model and its residual variance [11,20].

In forest inventories the model-based inferences that use LiDAR auxiliary information, present several challenges since the sample is not probabilistic. Thus, the main challenge is obtaining the variance of the estimator of the population mean, since this consists of the covariance terms of the prediction, residual variance of the model and the covariance of residuals given the spatial distribution component. McRoberts, et al. [8] described each of the equations required to determine the above terms. They also mention that a valid alternative to generate the approximations of the variance of the population mean is the implementation of the technique known as “bootstrapping-pairs” described by Efron and Tibshirani [21]. There are several studies that have implemented this technique [8,11,16,20], however, only in McRoberts, et al. [8] has the importance of including the residual variance in bootstrap cycles been mentioned and with even greater relevance when the model does not meet the assumption of homogeneous residual variance. Thus, the hypothesis is that the incorporation of residual variance of the model in the bootstrapping process will generate a better estimator of the population variance. In our research, estimates of the variance of mean volume were generated in operational stands of *E. globulus* and *E. nitens* in different areas, implementing three methods: the traditional bootstrapping-pairs method, a modification of the bootstrapping method that incorporates the homoscedastic residual
variance and another that incorporates the heteroscedastic residual variance, both simultaneously modeled by maximum likelihood method.

2. Materials and Methods

2.1. Data

Data corresponds to a LiDAR inventory carried out in the commune of Angol, between the limits of the Biobío and La Araucanía region, Chile. 34 stands of *E. globulus* and 10 stands of *E. nitens* were evaluated in stand ages comprised in the range of 10 to 12 years. The total evaluated area was 1290 hectares, with stand areas between 1 and 248 hectares for *E. globulus* and between 0.5 and 414 hectares for *E. nitens* (Figure 1). The inventory was planned as an operational inventory by the company Forestal Mininco S.A.

![Figure 1. Location of stands of *E. globulus* and *E. nitens*, and sampling plots.](image)

In the LiDAR modeling, 52 sampling plots were used for *E. globulus* and 51 plots in *E. nitens*. The sampling plots were established in the field according to the variability in forest height determined from the LiDAR information. The height data was grouped into five height classes, and in each class the sampling plots were randomly assigned to cover the full variability of the stands. All the plots were circular with a surface area of 500 m², in which were measured the total height, dominant height, basal area, stocking, total and commercial volume. The center of each plot was determined with a Trimble R1 model 99,133 submetric precision GPS (Trimble Inc., Sunnyvale, CA, USA). The LiDAR data were captured in October 2019, at the same time that the traditional inventory was carried out with field measurements. The LiDAR sensor used was the Trimble Harrier 68i model (Trimble Inc., Sunnyvale, CA, USA) with 400 kHz laser and a firing speed of 200 Hz. The sensor was mounted on a Cessna aircraft with a flight height of 900 m above ground level, strip width was 800 m, LiDAR sidelap was 25%, average speed of the aircraft 198 km/hr, which generated an average density of 6 points/m². Processing with LAStools software [22] was used to classify the returns of the LiDAR point cloud corresponding to soil and vegetation, obtaining the normalized height model and LiDAR metrics in each of the study stands, while FUSION/LDV [23] was used to obtain LiDAR metrics at the level of the sampling plots.

The surface of each stand was discretized in units given by a pixel of 500 m² defining each pixel as \( U = \{1, 2, \ldots, N\} \). This resolution also reflects the resolution of the auxiliary variables given by the LiDAR metrics. The plots used for the modeling in each species were 500 m², which were established...
in a representative network and spread throughout the study area under a sampling design with selection probability \( p(s) \); here all the sampling units \( s \) are within the stands studied \( (s \in U) \).

2.2. Method Development

Population estimators for the average \( \mu_y \) generated from model-based inference can be written in their generalized form (Equation (1)).

\[
\hat{\mu}_y = \frac{1}{n} \sum_{i \in s} (y_i - f(\hat{\beta} | X_i)) + \frac{1}{N} \sum_{i \in U} f(\hat{\beta} | X_i).
\]  

(1)

where \( \hat{\beta} | X_i \) is the estimate value for the \( y_i \) given the auxiliary variable \( X \) in the model. Thus, \( \hat{\mu}_y \) is the mean of estimated values in the population \( 1/N \sum_{i \in U} f(\hat{\beta} | X_i) \) and the mean of the errors generated by the model at the sample level \( 1/n \sum_{i \in s} (y_i - f(\hat{\beta} | X_i)) \). Meanwhile, the variance of the estimator of population mean is described as \( \text{Var}(\hat{\mu}_y) = E(\hat{\mu}_y - E(\hat{\mu}_y))^2 \), and the expected value of the mean for the sampling design is \( E(\hat{\mu}_y) = \sum_{i \in U} \hat{\mu}_y p(s) \). Hence the unbiased estimator of variance can be obtained using the expansion of Taylor series to approximate the estimator of the variance of \( \hat{\mu}_y \) by the Equation (2).

\[
\hat{\text{Var}}(\hat{\mu}) = \left(1 - \frac{n}{N}\right) \frac{1}{n} \frac{1}{N - 1} \sum_{i \in U} (y_i - \hat{\beta} U | X_i)^2.
\]  

(2)

According to McConville, et al. [24], Equation (2) tends to underestimate the real variance as the model incorporates more predictors, although this allows the models to better represent the real variation of the population. In this case \( \hat{\beta} U \) is the vector of parameters at the population level which is unknown, also this variance estimator cannot be calculated since the \( y \) values are only known in sample \( s \). However, according to sampling theory, Equation (2) can be simplified using only the sample components. Thus, the estimator can be expressed by averaging the residual squares of the sample (Equation (3)).

\[
\hat{\text{Var}}(\hat{\mu}) = \left(1 - \frac{n}{N}\right) \frac{1}{n} \frac{1}{N - 1} \sum_{i \in s} (y_i - f(\hat{\beta} | X_i))^2.
\]  

(3)

This estimator is asymptotically unbiased, but as described in McConville, et al. [24], tends to underestimate the real variance of the average since it does not incorporate the residual variance of the model. McConville and Breidt [25] demonstrated that, when the number of predictors in the model increases, the variance estimator decreases generating an estimator with negative bias. To avoid that effect in our research the variance of \( \hat{\mu}_y \) was estimated using the bootstrapping-pairs method [8,11,18,19,24]. This approach to non-parametric estimation of variance, described by Efron and Tibshirani [21], uses the variability of the estimator \( \hat{\mu}_y \) given by the probability sample \( p(s) \) in order to determine the variance estimator \( \hat{\text{Var}}(\hat{\mu}) \). According to Mashreghi, et al. [26] this procedure generates an unbiased estimator to \( \hat{\mu}_y \) using the variability introduced by a random re-sampling with replacement. Estimators of mean \( (\mu_y^{(b)}) \) and variance \( (\text{Var}^{(b)}(\hat{\mu})) \) by the bootstrapping-pairs method were calculated from (Equation (4):

\[
\hat{\mu}_y^{(b)} = \frac{1}{B} \sum_{b=1}^{B} \hat{\mu}_y^{(b)}
\]  

(4)

where the population mean in the \( b \)-th bootstrap iteration is (Equation (5)):

\[
\hat{\mu}_y^{(b)} = \frac{1}{n} \sum_{i \in s} (y_i^{(b)} - f(\hat{\beta}^{(b)} | X_i^{(b)})) + \frac{1}{N} \sum_{i \in U} f(\hat{\beta}^{(b)} | X_i).
\]  

(5)
where \( 1/n \sum_{i \in s} (y_i(\beta) - f(\hat{\beta}(\hat{b})|X_i)) \) is the mean of the errors generated by the model at the sample level in the \( b \)-th bootstrapping iteration, and \( 1/N \sum_{i \in U} f(\hat{\beta}(b)|X_i) \) is the mean of the estimated values in the population using the parameterization of the model in the \( b \)-th bootstrap iteration. Thus, the estimate variance of \( \hat{\mu}_y(B) \) is:

\[
\hat{V}_{\mu(B)} = \left( \frac{n}{n-1} \right)^2 \frac{1}{N-1} \sum_{b=1}^{B} \left( \hat{\mu}_y(B) - \mu_y \right)^2
\]  

(6)

In our investigation, the bootstrapping resample number was defined in 1000 considering the suggestion made by Puliti, et al. \[11\]. Equation (6) generates the estimator of the variance of \( \hat{\mu}_y(B) \) considering the error term given by bootstrap sampling and sampling design with selection probability \( p(s) \). In those equations the fitted regression model assumes error distribution \( \epsilon_i \sim N(0, \sigma^2) \), however, homoskedasticity in general does not occur when estimating stand variables based on LiDAR metrics \[27\]. In this investigation, the residual variance of the model was incorporated as another source of variation in the population estimators. Thus, Equations (4) and (6) which estimate the mean \( \hat{\mu}_y(B) \) and variance \( \hat{V}_{\mu(B)} \) were modified as:

\[
\hat{\mu}_y(B) = \frac{1}{B} \sum_{b=1}^{B} \hat{\mu}_y(B)
\]  

(7)

\[
\hat{V}_{\hat{\mu}}(B) = \left( \frac{n}{n-1} \right)^2 \frac{1}{N-1} \sum_{b=1}^{B} \left( \hat{\mu}_y(B) - \hat{\mu}_y \right)^2
\]  

(8)

(9)

Equation (7) represents the general average of the process \( \hat{\mu}_y(B) \), considering the \( m \)-th assignment of the residual variance of the model \( \sigma^2(m) \) with normal distribution \( \epsilon_i \sim N(0, \sigma^2) \). In this way the value of each pixel was generated from the function and term of residual variance as \( f(\hat{\beta}(b)|X_i; \pm \sigma^2(m)) \). This assignment was made in each \( b \) bootstrap iteration for the population mean \( \mu_y \) in Equation (8) and for the estimator variance \( \hat{V}_{\mu_y(B)} \) in Equation (9).

2.3. Modeling

Because in operational forest inventories the variable of greatest interest is volume, the evaluation of the proposed methods was carried out only for commercial volume. In this research, the commercial volume of each of the species was estimated with two models of non-linear structure widely used and reported in literature \[28,29\].

\[
y_i = \beta_1 p_{95} \beta_2 \text{cov} \beta_3 + \epsilon_i
\]  

(10)

\[
y_i = \frac{\alpha}{1 + \exp(\beta_1 + \beta_2 p_{95} + \beta_3 \text{cov})} + \epsilon_i
\]  

(11)

Equation (10) which will be referred to as Model 1, has a slope and a power parameter, while Equation (11), referred to as Model 2 incorporates a double asymptote to ensure that the estimates are in a defined range. In these equations \( y_i \) is the commercial volume of the \( i \)-th plot, both \( p_{95} \) and \( \text{cov} \) are LiDAR metrics (percentile 95% of height distribution at the pixel level and ratio of first returns to the number of total returns, respectively); \( \alpha \) and \( \beta_i \) are regression parameters of the model and \( \epsilon_i \) is the random error. In this study the value of the residual variance \( \sigma \) was randomly assigned in each simulation \( m \) in two structures. First, it assumed homoscedasticity \( \epsilon_i(m) \sim N(0, \sigma^2) \).
and here $\sigma^{(m)} = \text{RMSE}^{(b)}$. Second it assumed heteroscedasticity $\epsilon^{(m)} \sim N(0, \sigma^2_i)$ and here the residual variance was estimated simultaneously in the model fit process using the function $f(\sigma) = \theta_1 \exp(\theta_2)$; where $\theta_1$ and $\theta_2$ are parameter estimates. Thus, three methods of approximating the variance of the estimated volume $\hat{V}_M$ were evaluated. In Method 1 the estimation was performed with the traditional bootstrapping-pairs procedure, Method 2 random assignments of the residual variance in homoscedastic structure were made and Method 3 residual variance values were randomly assigned with the heteroscedastic structure modeled in $f(\sigma)$. Models with both error structures were fit using maximum likelihood in the method quasi-Newton Broyden–Fletcher–Goldfarb–Shanno-Algorithm (BFGS) implemented in R software [30]. For the fit of the models, we created a function to optimize the maximum likelihood function in order to find the parameters of the prediction model and the residual variance model simultaneously. The interpretation of $\hat{V}_M$ was made under the concept “estimation of uncertainty” of $\hat{\mu_y}$, calculated as $\sqrt{\hat{V}_M/\hat{\mu}_y \cdot 100\%}$.

3. Results

3.1. Models Performance

In E. globulus Models 1 and 2, used in each of the three bootstrapping methods, generated similar estimates with similar RMSE (Table 1). In E. globulus Models 1 and 2 with homoscedastic variance (Method 1 and 2) RMSE values of 22.8 and 22.2 m$^3$/ha were obtained, respectively. With both Models (1 and 2) incorporating heteroscedasticity (Method 3) the RMSE improved, from 22.8 to 21.7 m$^3$/ha in Model 1, and from 22.2 to 21.9 m$^3$/ha in Model 2. Meanwhile, in E. nitens Model 2 did not generate accurate estimates even though the parameters converged. Here Model 2 generated RMSE between 71.1 and 86 m$^3$/ha, much worse than model 1, which had RMSE values between 32.4 and 34.2 m$^3$/ha. In E. nitens lower RMSE values were also found in the Model that incorporates heteroscedastic variance (Method 3). Thus, in both species, the implementation of the three bootstrapping-pairs Methods was carried out with Model 1 considering that it showed better performance.

| Model | Method | $\alpha$ | $\beta_1$ | $\beta_2$ | $\beta_3$ | $sd(\alpha)$ | $sd(\beta_1)$ | $sd(\beta_2)$ | $sd(\beta_3)$ | $\theta_1$ | $\theta_2$ | RMSE (m$^3$/ha) |
|-------|--------|---------|----------|----------|----------|-------------|-------------|-------------|-------------|----------|----------|----------------|
| E. globulus |
| 1     | 1      | 0.0770  | 1.5303   | 0.8342   | 0.2720   | 0.1954     | 0.1971     | 22.8        |
|       | 2      | 0.0772  | 1.5304   | 0.8339   | 0.3846   | 0.1995     | 0.2072     | 22.8        |
|       | 3      | 0.0632  | 1.5415   | 0.8480   | 0.1934   | 0.2102     | 0.1887     | 21.6170     |
|       | 4      | 0.0632  | 1.5415   | 0.8480   | 0.1934   | 0.2102     | 0.1887     | 21.7        |
| 2     | 1      | 289.3187| 1.2724   | 1.2724   | 1.2724   | 1.2724     | 1.2724     | 22.2        |
|       | 2      | 226.1422| 1.5437   | 0.5419   | 0.3068   | 0.1525     | 0.1611     | 34.1        |
|       | 3      | 319.4280| 8.4594   | -0.3437  | -0.0495  | 34.7860    | 4.8668     | 0.7278      | 31.181     |
| E. nitens |
| 1     | 1      | 0.3080  | 1.5217   | 0.4918   | 0.7323   | 0.9643     | 1.3233     | 34.2        |
|       | 2      | 0.3004  | 1.5437   | 0.5419   | 0.3068   | 0.1525     | 0.1611     | 34.1        |
|       | 3      | 0.1594  | 1.5830   | 0.6602   | 0.2043   | 0.1234     | 0.1785     | 32.4        |
| 2     | 1      | 267.7107| 3.5054   | -11.1531 | -43.0304 | 12.4449    | 0.0369     | 0.8289      | 3.3628     |
|       | 2      | 266.8452| 3.5063   | -11.1256 | -42.9084 | 11.9852    | 0.0343     | 0.7606      | 3.1181     |
|       | 3      | 319.4280| 8.4594   | -0.3437  | -0.0495  | 34.7860    | 4.8668     | 0.7278      | 31.181     |

$a$, $\beta_1$, $\beta_2$ and $\beta_3$ are the parameters estimates of the prediction function; $\theta_1$ and $\theta_2$ parameters of the residual variance function. $sd()$ denote standard deviation given by the bootstrapping-pairs process. All the parameters were significant.

3.2. Methods Performance

In each of the stands, the approximations of the mean volume and variance achieve convergence close to 500 iterations in bootstrapping Methods (Figure 2). In the example of the 1 hectare of E. globulus stand with low variability on pixels, the convergence of the mean volume and variance was achieved.
between 200 and 250 iterations, while for the 248 hectares stand with high variability on the pixels, the convergence was achieved after 500 iterations. In the example for *E. nitens* for the small area stand (0.5 ha) the convergence of the estimator of the mean volume and variance was achieved after close to 500 iterations, while in the stand with the largest area (414 ha), convergence was achieved after around 250 iterations. In addition, in the small 0.5 ha stand it was observed that the average volume estimate differed between the three Methods (Figure 2). For the small stand of *E. nitens* in Method 3 the mean volume estimate is lower than the estimates of Methods 1 and 2, mainly due to the lower value of parameter $\beta_1$ in Method 3. In the case of the largest stand of *E. nitens* this effect does not occur since the number of pixels involved in the calculation of the average volume is large and this allows generating consistent results among the three Methods. This shows that in small stands the effect of the estimation model and the incorporation of its residual variance in the bootstrapping process substantially affects the mean and variance estimates. This effect could be even greater if there is also high variability between pixels in this type of stand, as is the case in stands that have been left as harvest leftovers, protection strips or stand fragmentation after forest fires.

Thus, in general, the convergence of the mean and variance for all stands was obtained between approximately 250 and 500 iterations. Convergence depends on the variability of the stand given by the variability of the LiDAR metrics; in this research the metrics $p95$ and $cov$ were used. The convergence of the average and its variance depends on the variability of the stand that is collected by the LiDAR metrics, conditioned to the area of the stand. In this research for the stands with similar area with high variability among their pixels, convergence was achieved between 300 and 500 iterations. Based on these results, it could be affirmed that convergence is achieved in bootstrap re-sampling cycles of 500 iterations. This result is important since this process requires a large computational cost-time, and in the context of its implementation in large-scale or operational inventories, this cost-time is significant since the volume of LiDAR information is generally large.

The distribution of the estimated mean volume in the three bootstrapping methods showed a normal distribution in the selected examples (Figure 3). Methods 2 and 3, where the residual variance was incorporated in the prediction of the volume at the pixel level, did not significantly increase the variability of the estimated volume in the stand over that by Method 1. In the example described for Method 3, the increase was highest in the *E. nitens* stand of 0.5 ha (Figure 3). Here, the estimation uncertainty of the average volume increased from 12.3 to 14.9% relative to that by Method 1. In that same example, Method 2, that incorporated the homoscedastic residual variance, the estimation of uncertainty was 13.5%. In general, the estimation of uncertainty of the volume is lower in Method 3 than by Method 2. In the examples indicated in Figure 4, only in the case of the small stand of 0.5 ha in *E. nitens* that trend is not met, however, this result could be influenced by the small size of the stand (only 10 pixels). Thus, in general the estimation of uncertainty using Method 3 is lower than Method 2, but higher than that obtained with Method 1. However, we believe that the incorporation of the heteroscedastic residual variance in Method 3 is the most appropriate in the presence of heteroscedasticity, determining more realistic estimation of uncertainty which in turn could be considered more conservative than the traditional bootstrapping-pairs method.

As the area of the stands increases, the uncertainty of volume estimate tends to decrease and this was observed in the three bootstrapping approximation Methods for the two species (Figure 4). The uncertainty of estimation of the volume with Model 1 for the 34 stands of *E. globulus* was between 2.5 and 17.1%, and for *E. nitens* between 2.1 and 14.9%, showing the lowest values of uncertainty in the stands with the largest area. The bootstrapping-pairs estimates generated with Methods 1 and 3 were very similar, but in Method 2, which incorporated homoscedasticity, the greatest uncertainty in the estimates was generated and this result is even greater in small stands. In the larger stands, the uncertainty of the estimates tends to stabilize because the number of pixels involved in calculating the estimators is large. Thus, in small area stands (apparently smaller than 5 hectares), the average volume estimate showed higher variability than in larger area stands. Considering this effect, we believe
that the incorporation of residual variance in bootstrapping-pairs approximations is recommended when heteroscedasticity is present.

Figure 2. Example of convergence for the mean volume and variance generated by the bootstrapping-pairs. For *E. globulus*, a stand of 1 ha with low variability between pixels and a stand of 248 ha with high variability between pixels are showed. In *E. nitens* the smallest stand of 0.5 ha and the largest stand of 414 ha are shown as examples.
Figure 3. Example of distribution of the estimated mean volume generated by the bootstrapping-pairs. For E. globulus, a stand of 1 ha with low variability between pixels and a stand of 248 ha with high variability between pixels are showed. In E. nitens the smallest stand of 0.5 ha and the largest stand of 414 ha are shown as examples. Estimation uncertainty is detailed in percentage.

Figure 4. Relationship between estimation uncertainty and stand area in hectares in both species with the three bootstrapping-pairs methods using the model $\beta_1e^{0.6\text{hectares}}$. Method 1, traditional bootstrapping-pairs (solid line). Method 2, bootstrapping with homoscedastic residual variance (long dashed line). Method 3, bootstrapping with heteroscedastic residual variance (short dashed line).

4. Discussion

Despite being a more complex model and with one more parameter to estimate, in E. globulus the double asymptote model (Model 2) gave similar RMSE to those by the non-linear power model...
(Model 1). Model 2 in *E. nitens* generated much higher estimation errors than Model 1. Rahlf, et al. [29] reported that the precision of a double asymptote model was similar to that obtained with a model of k-Nearest Neighbors (kNN). The advantage of this model is due to the ability to restrict the range of its estimates given its two asymptotes, but that causes loss of flexibility and prediction ability. McRoberts, et al. [28] generated estimates in a post-stratification forest, where they evaluated linear models, a kNN model and the double asymptote model, highlighting the predictive capacity of the model and that this model avoids having estimates outside the range and negative values which may happen with the estimates using linear models. A similar model to the power model has been used in the research of Martín-García, et al. [16], where they modeled the volume of *Pinus radiata* only using the height percentile 70 obtaining a RMSE of 18%. In the previous work, the researchers mention that the model meets the assumptions of homoscedasticity, however, only 25 plots were used in modeling the volume established in a homogeneous area. Gobakken and Naesset [31] used a power function model similar to that presented in this study, where they obtained good results when using the height metrics 50 and 90; here homoscedastic residual variance was assumed. In this research, operational measurement plots were established to measure the variability of the stands given by different ages and growth conditions, generating the best results according to RMSE in the models with heteroscedastic residual variance.

In this research, the convergence of the mean volume was achieved after 300 iterations and in the case of the variance after 500 iterations in the bootstrap approximations. Puliti, et al. [11] determined the variance estimator uncertainty according to the traditional bootstrapping-pairs method with 1000 iteration cycles, highlighting that they are sufficient to achieve the convergence of the mean and variance estimators. McRoberts, et al. [8] realized approximations of the estimate of the population variance with the traditional method of bootstrapping-pairs, not mentioning the number of bootstrap cycles, however, they emphasize that it must be performed until the convergence of the mean and variance is achieved. In the work of Martín-García, et al. [16] the estimator variance was determined with 10 thousand bootstrap cycles which we think is an excessive number considering the implementation at the operational level or used in stands of large areas. In the simulation carried out by McConville, et al. [24], 5000 bootstrap cycles were generated, showing that the variance stabilizes after 2000 cycles. In our work, various conditions of stands on different surfaces were evaluated, and in all cases 1000 cycles of the bootstrapping-pairs method were sufficient to achieve convergence of the mean and variance.

In general, the estimation of the volume within the population has been using models without considering the effect of the residual variance at the pixel level. McRoberts, et al. [8] mentioned that the residual variance of the model can be ignored without generating large biases but conditioned to make estimates in large areas. Although the minimum size of that area is not mentioned in that study, the researchers declare that when heteroscedasticity exists, the effect of the residual variance must be incorporated in the estimations. In McRoberts, et al. [8] the heteroscedastic residual variance was incorporated into a linear model ($\ell = \beta \hat{\mu}$) built from mean values [$\hat{\mu}_i$, $\ell_i$], which were grouped into ranges in ascending order of $\hat{\mu}_i$. In our research, the residual variance of the model was incorporated as an independent function, fitted simultaneously with the volume estimation model by the maximum likelihood method. This function allowed estimating the error that the volume estimation will have for each pixel, using $e_i = f(X_i|\beta_i)$ which depends on the auxiliary variable or metric LiDAR with the highest weight.

Although the traditional bootstrapping-pairs method is accepted as a valid tool and powerful for estimating the variance of the population mean, we believe it is insufficient when the model errors are large at the pixel level and with heteroscedastic structure. This condition is generally found in LiDAR inventories under the area-based approach (ABA), where it is known that at the pixel level the estimation errors of stand variables are large. Furthermore, in LiDAR operational inventories the use of generalized models is frequent, where sampling plots are established in a wide range of growing conditions, resulting in measurements at different sites and ages, this can generate models with heteroscedasticity. In those cases, if the model error is not incorporated in the estimation, the traditional
bootstrapping-pairs method could generate variance underestimates and this effect would be even greater on small areas, seemingly less than 5 hectares.

5. Conclusions

In the fit phase, Model 1 generated lower RMSE values than the double asymptote model (Model 2). This was observed in both species; in *E. nitens* Model 2 generated RMSE more than double that obtained by Model 1. In the models fitted for each species, the best results, with lowest RMSE, are the models that incorporate the heteroscedastic residual variance. This new approach simultaneously obtains a function for the commercial volume and another predictor function for the residual variance and generates estimates of these variables for each of the pixels in the population. The implementation of this new method in the bootstrap approach generated estimators of the mean volume and variance similar to those generated by the traditional method of bootstrapping-pairs, but slightly higher in most cases. Despite this, this method would be more recommended in LiDAR inventories, because the relationship between stand variables and LiDAR metrics described in parametric models generally does not meet the assumption of variance homogeneity. This effect of heteroscedasticity could generate biases in the estimation of the variance. This effect could be stronger in smaller areas, while in larger areas Methods 2 and 3 would generate similar estimates. It is shown that the uncertainty of the estimation of the average volume decreased in stands with a larger area, stabilizing the uncertainty of estimates in stands with areas larger than 50 hectares. Thus, it is suggested to incorporate the heteroscedastic residual variance when carrying out bootstrapping-pairs approximations in small stands, particularly stands smaller than 5 hectares.
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