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In the last 50 years, equilibrium density functional theory (DFT) has been proven to be a powerful, versatile and predictive approach for the statics and structure of classical particles. This theory can be extended to the nonequilibrium dynamics of completely overdamped Brownian colloidal particles towards so-called dynamical density functional theory (DDFT). The success of DDFT makes it a promising candidate for a first-principle description of active matter. In this lecture, we shall first recapitulate classical DDFT for passive colloidal particles typically described by Smoluchowski equation. After a basic derivation of DDFT from the Smoluchowski equation, we discuss orientational degrees of freedom and the effect of hydrodynamic interactions for passive particles. This brings us into an ideal position to generalize DDFT towards active matter. In particular we distinguish between ”dry active matter” which is composed of self-propelled particles that contain no hydrodynamic flow effects of a surrounding solvent and ”wet active matter” where the hydrodynamic flow fields generated by the microswimmers are taken into account. For the latter, DDFT is a tool which unifies thermal fluctuations, direct particle interactions, external driving fields and hydrodynamic effects arising from internal self-propulsion discriminating between ”pushers” and ”pullers”. A number of recent applications is discussed including transient clustering of self-propelled rods and the spontaneous formation of a hydrodynamic pump in confined microswimmers.

I. INTRODUCTION

Density functional theory (DFT) relies on the fact that there is a functional of the one-particle density which gives access to the equilibrium thermodynamics when it is minimized with respect to this density. This important theory can be both applied to quantum-mechanical electrons and to classical systems.

In this lecture we shall consider nonequilibrium situations for completely overdamped Brownian dynamics of colloids. A dynamical version of DFT, the so-called dynamical density functional theory (DDFT), is available and makes dynamical predictions which are in good agreement with computer simulations. Here we shall derive DDFT for Brownian dynamics in a tutorial way from the microscopic Smoluchowski equation. The theory will then be generalized towards hydrodynamic interactions between the particles and to orientational degrees of freedom describing e.g. rod-like colloids. This poises us into an ideal position to generalize the DDFT towards active matter systems. For many interacting active Brownian particles without any hydrodynamic interactions (”dry active matter”), we derive the DDFT approach and discuss confinement-induced clustering as one example. Finally we develop a generic model for microswimmers (”wet active matter”) which includes the hydrodynamic flow field and discriminates between ”pushers” and ”pullers”. In this context, DDFT is a tool which unifies thermal fluctuations, direct particle interactions, external driving fields with the hydrodynamic effects arising from internal self-propulsion. A number of recent examples relevant for microswimmers has been explored within DDFT ranging from the formation of a hydrodynamic pump in confined system to collections of circle swimmers and binary mixtures of pushers and pullers. For parts of this tutorial we follow the ideas outlined in Ref. [1]. For more technical aspects, we refer to the recent review [2]. In contrast to Ref. [2] these lecture notes are not a balanced review, they are rather a biased tutorial, strongly biased with respect to recent works published by the author.

II. DENSITY FUNCTIONAL THEORY (DFT) IN EQUILIBRIUM

A. Basics

We shall consider density functional theory (DFT) here for classical systems at finite temperature which are interacting via a radially-symmetric pair-wise potential \( v(r) \). The basic variational principle of density functional theory establishes the existence of a unique grand canonical free energy-density-functional \( \Omega(T, \mu, [\rho]) \), which gets minimal for the equilibrium density \( \rho_0(\mathbf{r}) \) and then coincides with the real grand canonical free energy, i.e.

\[
\frac{\delta \Omega(T, \mu, [\rho])}{\delta \rho(\mathbf{r})} \bigg|_{\rho(\mathbf{r}) = \rho_0(\mathbf{r})} = 0.
\]

Here, \( T \) is the imposed temperature and \( \mu \) the prescribed chemical potential of the system. However, the functional \( \Omega(T, \mu, [\rho]) \) is not known explicitly, in general. One can split the functional \( \Omega(T, \mu, [\rho]) \) as

\[
\Omega(T, \mu, [\rho]) = \mathcal{F}(T, [\rho]) + \int d\mathbf{r} \rho(\mathbf{r}) (V_{\text{ext}}(\mathbf{r}) - \mu)
\]

where \( \mathcal{F}(T, [\rho]) \) is a Helmholtz free energy functional and \( V \) denotes the system volume.
The knowledge of the functional $\mathcal{F}(T, [\rho])$ for a given pair potential $v(r)$ provides a lot of information (much more than just a bulk equation of state, for instance) since it can be applied to any inhomogeneous system in an external potential $V_{\text{ext}}(r)$. For example, the second functional derivative taken in the homogeneous bulk limit is proportional to the direct fluid pair correlation function.

B. Approximations for the density functional

Let us first recall the exact functional for the ideal gas where the pair interaction $v(r)$ between the particles vanishes, $v(r) = 0$. In three spatial dimensions, it reads as

$$\mathcal{F}(T, [\rho]) = \mathcal{F}_{\text{id}}(T, [\rho]) = k_B T \int_V \rho(r) \left[ \ln(\rho(r)\Lambda^3) - 1 \right]$$

where $\Lambda$ is the irrelevant thermal wave length and $k_B$ the Boltzmann constant. In this case, the minimization condition

$$0 = \left. \frac{\delta \Omega}{\delta \rho(r)} \right|_0 = k_B T \ln(\rho(r)\Lambda^3) + V_{\text{ext}}(r) - \mu$$

leads to the generalized barometric law

$$\rho_0(r) = \frac{1}{\Lambda^3} \exp \left( - \frac{V_{\text{ext}}(r) - \mu}{k_B T} \right)$$

for the inhomogeneous density. More training in the calculation of functional derivatives will be shifted to the exercises. For non-vanishing pair interactions $v(r)$, one can split

$$\mathcal{F}(T, [\rho]) = \mathcal{F}_{\text{id}}(T, [\rho]) + \mathcal{F}_{\text{exc}}(T, [\rho])$$

which defines a so-called excess free energy density functional $\mathcal{F}_{\text{exc}}(T, [\rho])$ which typically needs to be approximated. One important approximation is the mean-field approximation where

$$\mathcal{F}_{\text{exc}}(T, [\rho]) \approx \frac{1}{2} \int \int \rho(r) \rho(r') v(|r-r'|)$$

Other approximations are the perturbative Ramakrishnan-Yussouff (RY) approach or non-perturbative fundamental measure theory for steric interactions [3,4]. Similar approximations can be formulated in two spatial dimensions, e.g. for hard disks [5].

III. CLASSICAL DYNAMICAL DENSITY FUNCTIONAL THEORY (DDFT) FOR PASSIVE BROWNIAN PARTICLES

A. Brownian dynamics and Smoluchowski equation

DFT can be made time-dependent for passive overdamped Brownian particles [2] leading to dynamical density functional theory (DDFT), where the time-dependent density field is the central quantity. It will follow a deterministic diffusion-like equation.

1. Noninteracting Brownian particles

For noninteracting particles with an inhomogeneous time-dependent particle density $\rho(r, t)$, Fick’s law for the current density $j(r, t)$ states

$$j(r, t) = -D_0 \nabla \rho(r, t)$$

where $D_0$ is a phenomenological diffusion coefficient.

The continuity equation of particle number conservation

$$\frac{\partial \rho(r, t)}{\partial t} + \nabla \cdot j(r, t) = 0$$

then leads to the well-known diffusion equation for $\rho(r, t)$:

$$\frac{\partial \rho(r, t)}{\partial t} = D_0 \Delta \rho(r, t)$$

In the presence of an external potential $V_{\text{ext}}(r, t)$, the force $F = -\nabla V_{\text{ext}}(r, t)$ acts on the particles and will induce a drift velocity $v_D$ giving rise to the additional current density $j_D = \rho v_D$ with the drift velocity $v_D = \frac{\xi}{\eta} \nabla E_{\text{ext}}(r, t)$. Here, $\xi$ denotes the friction coefficient (for a sphere of radius $R$ in a viscous solvent of viscosity $\eta$ Stokes law tells us that $\xi = 6\pi\eta R$). With the Stokes-Einstein relation $D_0 = \frac{k_B T}{\xi}$ we get

$$j = -\frac{1}{\xi} \left( k_B T \nabla \rho + \rho \nabla V_{\text{ext}} \right)$$

and the continuity equation yields

$$\frac{\partial \rho(r, t)}{\partial t} = \frac{1}{\xi} \left( k_B T \Delta \rho(r, t) + \nabla \cdot (\rho(r, t) \nabla V_{\text{ext}}(r, t)) \right)$$

which is the Smoluchowski equation for non-interacting particles. Note that the external force can even be time-dependent.

2. Interacting Brownian particles

Now we consider $N$ interacting particles at positions $\vec{r}_i$ ($i = 1, ..., N$). The total potential energy is

$$U_{\text{tot}}(r^N, t) = \sum_{i=1}^{N} V_{\text{ext}}(r_i, t) + \sum_{i,j=1}^{N} v(|r_i - r_j|)$$
With \( r^N = \{ \mathbf{r}_i \ (i = 1, \ldots, N) \} \) the generalization of the Smoluchowski equation [4] for the joint probability density \( p(\mathbf{r}^N, t) \) reads as

\[
\frac{\partial p}{\partial t} = \hat{O}p = \frac{1}{\xi} \sum_{i=1}^{N} \nabla_i \cdot [k_B T \nabla_i + \nabla_i U_{\text{tot}}(\mathbf{r}^N, t)]p
\]  
(13)

where the operator \( \hat{O} \) is called Smoluchowski operator.

B. Derivation of DDFT

1. Phenomenological derivation of DDFT

The general Fick’s law assumes that the particle current density is proportional to the gradient of the chemical potential [6] and proportional to the time-dependent density \( \rho(\mathbf{r}, t) \):

\[
\mathbf{j} = \xi \rho(\mathbf{r}, t) \nabla \mu
\]  
(14)

In equilibrium, when the chemical potential is constant, there is no such current. We now take a functional derivative with respect to the density in Eq. [2] and obtain in the absence of an external potential

\[
\frac{\delta \mathcal{F}(T, \rho)}{\delta \rho(\mathbf{r})} \bigg|_{\rho(\mathbf{r})=\rho_0(\mathbf{r})} = \mu
\]  
(15)

When combining this with the continuity equation of particle number conservation we get the important DDFT equation

\[
\frac{\xi \partial \rho(\mathbf{r}, t)}{\partial t} = \nabla \rho(\mathbf{r}, t) \nabla \frac{\delta \mathcal{F}[\rho]}{\delta \rho(\mathbf{r}, t)}
\]  
(16)

which is obviously generalized to the presence of an external potential \( V_{\text{ext}}(\mathbf{r}, t) \) by replacing \( \mathcal{F}[\rho] \) with \( \Omega[\rho] \). This is a deterministic time evolution equation for \( \rho(\mathbf{r}, t) \). For an ideal gas, it reduces to the exact Smoluchowski equation which is standard diffusion equation, see exercise. For an interacting system, the DDFT equation is approximative.

2. Derivation of DDFT from the Smoluchowski equation

The DDFT equation can be derived from the Smoluchowski equation [7] but one essential additional approximation, the so-called adiabatic approximation, needs to be performed here as well. In more detail, one integrates out degrees of freedom from the Smoluchowski equation to obtain the following exact equation

\[
\frac{\xi \partial \rho(\mathbf{r}, t)}{\partial t} = k_B T \Delta_1 \rho(\mathbf{r}, t) + \nabla_1 \rho(\mathbf{r}, t) \nabla_1 V_{\text{ext}}(\mathbf{r}, t)
\]  
(17)

In equilibrium, necessarily \( \frac{\partial \rho(\mathbf{r}, t)}{\partial t} = 0 \) which implies

\[
0 = k_B T \nabla \rho(\mathbf{r}) + \rho(\mathbf{r}) \nabla V_{\text{ext}}(\mathbf{r}) + \int d\mathbf{r}' \rho^{(2)}(\mathbf{r}, \mathbf{r}') \nabla v(|\mathbf{r} - \mathbf{r}'|)
\]  
(18)

meaning that the divergence of a current density must vanish. The current density itself is imposed to vanish for \( r \to \infty \) in equilibrium and thus the current density is identical to zero everywhere. Therefore

\[
0 = k_B T \nabla \rho(\mathbf{r}) + \rho(\mathbf{r}) \nabla V_{\text{ext}}(\mathbf{r}) + \int d\mathbf{r}' \rho^{(2)}(\mathbf{r}, \mathbf{r}') \nabla v(|\mathbf{r} - \mathbf{r}'|)
\]  
(19)

which is also known as Yvon-Born-Green-relation (YBG). Here, \( \rho^{(2)}(\mathbf{r}, \mathbf{r}') \) is the two-body joint probability density in nonequilibrium. We now take a gradient of the density functional derivative of Eq. [2] and combine it with YBG-relation. Then we obtain

\[
\int d\mathbf{r}' \rho^{(2)}(\mathbf{r}, \mathbf{r}') \nabla V(|\mathbf{r} - \mathbf{r}'|) = \rho(\mathbf{r}) \nabla \frac{\delta \mathcal{F}_{\text{ext}}[\rho]}{\delta \rho(\mathbf{r})}
\]  
(20)

We postulate that this argument holds also in nonequilibrium. In doing so, non-equilibrium correlations are approximated by equilibrium ones at the same \( \rho(\mathbf{r}, t) \) (identified via a suitable time-independent \( V_{\text{ext}}(\mathbf{r}) \) in equilibrium). Equivalently, one can say that it is postulated that pair correlations decay much faster to their equilibrium one than the one-body density [8]. This results after all in the DDFT equation:

\[
\xi \frac{\partial \rho(\mathbf{r}, t)}{\partial t} = \nabla \rho(\mathbf{r}, t) \nabla \frac{\delta \Omega[\rho]}{\delta \rho(\mathbf{r}, t)}
\]  
(21)

For further alternate derivation of the DDFT equation, see [3,10].

IV. POLAR PARTICLES

A. DFT of polar particles

We now consider polar particles which possess an additional rotational degree of freedom in the two-dimensional plane which can be described by a simple angle \( \phi \) or a unit vector

\[
\hat{n} = (\cos \phi, \sin \phi)
\]  
(23)

relative to a prescribed axis. Having applications to swimmers on a substrate in mind, we consider motion in two-dimensions only. Equilibrium DFT can readily be extended to polar particles. A configuration of \( N \) particles is now fully specified by the set of positions of the center of masses and the corresponding orientations \( \{ \mathbf{r}_i, \hat{n}_i, i = 1, \ldots, N \} \). Pairwise interactions are described by a pair-potential \( v(|\mathbf{r}_i - \mathbf{r}_j|, \hat{n}_i, \hat{n}_j) \) that depends on the difference vector \( \mathbf{r}_i - \mathbf{r}_j \) between the centers of the particle \( i \) and another particle \( j \) plus their two orientations.
\( \hat{n}_i \) and \( \hat{n}_j \). In the general context of active matter, if this function only depends on \( r_i - r_j \), the interactions are called non-aligning. An example are spherical self-propelled Janus particles which do not change their orientation when bouncing into each other. If it is energetically favorable to have parallel orientations, the interactions are called aligning. In the rare case that neighbouring particle tend to stay anti-parallel these interactions are called anti-aligning. Clearly the external potential \( V_{\text{ext}}(r, n, t) \) can also depend on the particle orientation. An example are spherical self-aligning particles. In the general context of active matter, if \( V_{\text{ext}} = 0 \) only \( V_n = \delta_n \) for ideal rotators. The excess free energy \( F_{\text{exc}}(T, \mu, [\rho]) \) can also depend on the particle orientation. As in the case of spherical particles, DFT establishes the existence of a functional of the one-particle density \( \rho(r, \hat{n}) \) which gets minimal in equilibrium

\[
\frac{\delta \Omega(T, \mu, [\rho])}{\delta \rho(r, \hat{n})} \bigg|_{\rho = \rho(r, \hat{n})} = 0
\]  

(24)

Again, the functional can be decomposed as follows

\[
\Omega(T, \mu, [\rho]) = k_B T \int d\phi \int_0^{2\pi} d\phi \rho(r, \hat{n}) \ln(\Lambda^2 \rho(r, \hat{n})) - 1] + \int d\phi \int_0^{2\pi} d\phi (V_{\text{ext}}(r, \hat{n}) - \mu) \rho(r, \hat{n}) + F_{\text{exc}}(T, [\rho])
\]

(25)

The first term on the right hand side of equation \( \frac{\delta \Omega}{\delta \rho} \) is the functional \( F_{\text{id}}(\rho) \) for ideal rotators. The excess part \( F_{\text{exc}}(T, [\rho]) \) is in general unknown and requires approximative treatments. Again nonperturbative fundamental measure theory for hard cylinders is available \cite{[11]}

\[ \text{B. DDF for polar particles} \]

The Smoluchowski equation for the joint probability density \( p(r_1, \cdots, r_N; \hat{n}_1, \cdots, \hat{n}_N, t) = p(r^N, \hat{n}^N, t) \) is

\[
\frac{\partial p}{\partial t} = \mathcal{O}_S p
\]

(26)

with the Smoluchowski operator

\[
\mathcal{O}_S = \sum_{i=1}^N \left[ \nabla_{r_i} \cdot \hat{D}(\hat{n}_i) \cdot \nabla_{r_i} + \frac{1}{k_B T} \nabla_{r_i} U(r^N, \hat{n}^N, t) \right] + D_r \hat{R}_i \cdot \left( \hat{R}_i + \frac{1}{k_B T} \hat{R}_i U(r^N, \hat{n}^N, t) \right)
\]

(27)

where \( U(r^N, \hat{n}^N, t) \) is the total potential energy. Here the rotation operator \( \hat{R}_i \) is defined as \( \hat{R}_i = \partial / \partial \phi \) and the anisotropic translational diffusion tensor is given by

\[
\hat{D}(\hat{n}_i) = D^\parallel \hat{n}_i \otimes \hat{n}_i + D^\perp (1 - \hat{n}_i \otimes \hat{n}_i)
\]

(28)

The two diffusion constants \( D^\parallel \) and \( D^\perp \), parallel and perpendicular to the orientations reflect the fact that the translational diffusion is anisotropic. The quantity \( D_r \) is called rotational diffusion constant and sets the Brownian dynamics of the orientations.

Integrating the Smoluchowski equation yields the following DDFT equation for the time-dependent \( \rho(r, \phi, t) \)

\[
\frac{\partial \rho(r, \phi, t)}{\partial t} = \nabla_r \cdot \hat{D}(\phi) : \left[ \rho(r, \phi, t) \nabla_r \frac{\delta \Omega[\rho(r, \phi, t)]}{\delta \rho(r, \phi, t)} \right] + D_r \frac{\partial}{\partial \phi} \left[ \rho(r, \phi, t) \frac{\partial}{\partial \phi} \frac{\delta \Omega[\rho(r, \phi, t)]}{\delta \rho(r, \phi, t)} \right]
\]

(29)

\[ \text{V. DYNAMICAL DENSITY FUNCTIONAL THEORY FOR ACTIVE BROWNIAN PARTICLES ("DRY" ACTIVE MATTER)} \]

A simple classification of active matter can be done into "dry active matter" where solvent flow does not play any role and "wet active matter" where hydrodynamic effects are important. In this chapter we shall study the simpler case of dry active matter first and treat wet active matter in the next chapter. Ignoring hydrodynamic interactions, these swimmers can simply be modeled by polar particles which are driven by a constant internal effective force along their orientations \cite{[13]}; this force corresponds to an effective drift velocity and mimics the actual propulsion mechanism. On top of the intrinsic propulsion, the particles feel Brownian noise of the solvent. The corresponding motion is intrinsically a nonequilibrium one and even the dynamics of a single Brownian swimmer was solved only in this century \cite{[14], [15]}

For dry active matter, the many-body Smoluchowski equation now reads

\[
\frac{\partial p}{\partial t} = \mathcal{O}_a p
\]

(30)

with the "active" Smoluchowski operator

\[
\mathcal{O}_a = \mathcal{O}_S + \sum_{i=1}^N \left[ \nabla_{r_i} \cdot \hat{D}(\hat{n}_i) \cdot \left( \frac{1}{k_B T} \nabla_{r_i} v_0 \hat{n}_i \right) \right]
\]

(31)

The active part involves a particle current along the particle orientation with a strength proportional to \( v_0 \) which is the self-propulsion velocity a single particle assumes. This Smoluchowski equation is stochastically equivalent to the Langevin equations of active Brownian motion \cite{[17]}. For ideal particles \( (U(r^N, \hat{n}^N, t) = 0) \), the active Smoluchowski equation has been the starting point to calculate the intermediate scattering function of an active Brownian particle \cite{[18]}

DDFT for dry active matter can be derived using the same adiabatic approximation \cite{[21]} as in the passive case. The resulting equation of motion for the one-particle den-
sity $\rho(\mathbf{r}, \phi, t)$ then reads [19]:

$$
\begin{align*}
\frac{1}{k_B T} \frac{\partial \rho(\mathbf{r}, \phi, t)}{\partial t} &= \nabla \cdot \hat{D}(\phi) \cdot \left[ \frac{1}{k_B T} v_0 \hat{n} \rho(\mathbf{r}, \phi, t) ight] \\
+ \rho(\mathbf{r}, \phi, t) \nabla \cdot \left( \frac{\partial \delta \Omega[\rho(\mathbf{r}, \phi, t)]}{\partial \rho(\mathbf{r}, \phi, t)} \right) \\
+ D_r \frac{\partial}{\partial \phi} \left( \rho(\mathbf{r}, \phi, t) \frac{\partial}{\partial \phi} \left( \frac{\partial \delta \Omega(\rho(\mathbf{r}, \phi, t))}{\partial \rho(\mathbf{r}, \phi, t)} \right) \right)
\end{align*}
$$

(32)

For a non-interacting system, it is important to note here that this equation is exact under self-propulsion and any external forces, see exercises. It is therefore an ideal starting point to study a single active Brownian particle under gravity [20–23]. As a result, polar order was discovered for an ideal gas of sedimentating particles in the steady state even if the particle are not bottom-heavy.

As an application, for active particles in a channel with aligning interactions, the time-dependent density profiles were found to be in agreement with Brownian dynamics computer simulations [19]. In Ref. [19], a crude mean-field Onsager-like density functional approximation [24] was used. Qualitatively, a transient formation of hedgehog-like clusters near the channel boundaries was found in simulations and reproduced by the DDFT.

Finally we remark that DDFT was generalized towards three spatial dimensions for swimmers of arbitrary shape with complicated friction tensors [25]. Moreover, superadiabatic DDFT which goes beyond the adiabatic approximation has been applied to active Brownian systems with non-aligning interactions [26,27]. A special application was performed for motility-induced phase separation of active particles [28,29].

VI. DYNAMICAL DENSITY FUNCTIONAL THEORY FOR MICROSWMERS (“WET” ACTIVE MATTER)

The most general DDFT framework for microswimmers can be found in Ref. [29] which we closely follow here. This approach includes simultaneously thermal fluctuations, external forces, interparticle interactions by body forces and hydrodynamic interactions as well as self-propulsion effects. In principle it includes all previous cases in special limit of vanishing self-propulsion (“limit of ”passive particles”) and dry active matter (limit of neglected hydrodynamic interactions).

A. The swimmer model

To derive the DDFT, we consider a dilute suspension of $N$ identical self-propelled microswimmers at low Reynolds number [30] in two dimensions in an unbounded three dimensional fluid. Following Ref. [28], the self-propulsion of a microswimmer is concatenated to self-induced fluid flows in the surrounding medium. This then represents a major source of hydrodynamic interaction between different swimmers. To proceed we consider a minimal model for an individual microswimmer as depicted in Fig. 1. Each microswimmer consists of a spherical body of hydrodynamic radius $a$. The swimmer body is subjected to hydrodynamic drag with respect to surrounding fluid flows including self-convection. The latter is generated by two active force centers which are located at a distance $L$ from each other, see Fig. 1 and exert two antiparallel forces $+\mathbf{f}$ and $-\mathbf{f}$ onto the surrounding fluid. This results in a self-induced fluid flow indicated by small light arrows. $L$ is the distance between the two force centers. The whole set-up is axially symmetric with respect to the axis $\hat{n}$. If the swimmer body is shifted along $\hat{n}$ out of the geometric center, leading to distances $\alpha L$ and $(1-\alpha)L$ to the two force centers, it feels a net self-induced hydrodynamic drag. The microswimmer then self-propels. In the depicted state (pusher), fluid is pushed outward. Upon inversion of the two forces, fluid is pulled inward (puller). We consider soft isotropic steric interactions between the swimmer bodies of typical interaction range $\sigma$, implying an effective steric swimmer radius of $\sigma/2$. From Ref. [21].

FIG. 1. Individual model microswimmer. The spherical swimmer body of hydrodynamic radius $a$ is subjected to hydrodynamic drag. Two active point-like force centers exert active forces $+\mathbf{f}$ and $-\mathbf{f}$ onto the surrounding fluid. This results in a self-induced fluid flow indicated by small light arrows. $L$ is the distance between the two force centers. The whole set-up is axially symmetric with respect to the axis $\hat{n}$. If the swimmer body is shifted along $\hat{n}$ out of the geometric center, leading to distances $\alpha L$ and $(1-\alpha)L$ to the two force centers, it feels a net self-induced hydrodynamic drag. The microswimmer then self-propels. In the depicted state (pusher), fluid is pushed outward. Upon inversion of the two forces, fluid is pulled inward (puller). We consider soft isotropic steric interactions between the swimmer bodies of typical interaction range $\sigma$, implying an effective steric swimmer radius of $\sigma/2$. From Ref. [21].
outward oriented forces, the swimmer pushes the fluid outward and is called a pusher \[^{[32]}\]. Inverting the forces, the swimmer pulls fluid inward and is termed a puller \[^{[32]}\].

We now consider an assembly of \(N\) interacting identical self-propelled model microswimmers, suspended in a viscous, incompressible fluid at low Reynolds number \[^{[30]}\]. The flow profile within the system then follows Stokes’ equation \[^{[33]}\],

\[
\eta \nabla^2 \mathbf{v}(\mathbf{r}, t) + \nabla p(\mathbf{r}, t) = \sum_{i=1}^{N} \mathbf{f}_i(\mathbf{r}_i, \mathbf{\hat{n}}_i, t). \tag{33}
\]

Here, \(t\) denotes time and \(\mathbf{r}\) any spatial position in the suspension, while \(\mathbf{v}(\mathbf{r}, t)\) gives the corresponding fluid flow velocity field, \(\eta\) is the viscosity of the fluid and \(p(\mathbf{r}, t)\) is the pressure field. On the right-hand side, \(\mathbf{f}_i\) denotes the total force density field exerted by the \(i\)th microswimmer onto the fluid. \(\mathbf{r}_i\) and \(\mathbf{\hat{n}}_i\) mark the current position and orientation of the \(i\)th swimmer at time \(t\), respectively. This each microswimmer contributes to the overall fluid flow in the system by the force density it exerts on the fluid. In this way, each swimmer can transport itself via active self-propulsion since the point force centers are firmly attached to the swimmer body. Moreover, all swimmers hydrodynamically interact with each other via their induced flow fields.

The linearity of Eq. \(^{(33)}\) and the incompressibility of the fluid, i.e., \(\nabla \cdot \mathbf{v}(\mathbf{r}, t) = 0\), implies a linear relation between velocities (angular velocities) and forces (torques).

We denote by \(\mathbf{F}_j\) and \(\mathbf{T}_j\) the forces and torques, respectively, acting directly on the swimmer bodies \((j = 1, ..., N)\), except for frictional forces and torques resulting from the surrounding fluid. The non-hydrodynamic body forces and torques may for example result from external potentials or steric interactions and will be specified below. From them, in the passive case, i.e. for \(\mathbf{f} = \mathbf{0}\), the instantly resulting velocity \(\mathbf{v}_i\) and angular velocity \(\mathbf{\omega}_i\) of the \(i\)th swimmer body follows as

\[
\begin{bmatrix} \mathbf{v}_i \\ \mathbf{\omega}_i \end{bmatrix} = \sum_{j=1}^{N} \mathbf{M}_{ij} \cdot \begin{bmatrix} \mathbf{F}_j \\ \mathbf{T}_j \end{bmatrix} = \sum_{j=1}^{N} \begin{bmatrix} \mu_{i}^{tt} \\ \mu_{i}^{rt} \end{bmatrix} \cdot \begin{bmatrix} \mathbf{F}_j \\ \mathbf{T}_j \end{bmatrix}. \tag{34}
\]

Here \(\mathbf{M}_{ij}\) are the mobility matrices, the components of which \((\mu_{ij}^{tt}, \mu_{ij}^{tr}, \mu_{ij}^{rt}, \mu_{ij}^{rr})\) likewise form matrices. They describe hydrodynamic translation–translation, translation–rotation, rotation–translation, and rotation–rotation coupling, respectively.

The mobility matrices can approximately be calculated as

\[
\mu_{ii}^{tt} = \mu^t \mathbf{1}, \quad \mu_{ii}^{rr} = \mu^r \mathbf{1}, \quad \mu_{ii}^{tt} = \mu_{ii}^{rr} = \mathbf{0} \tag{35}
\]

for entries \(i = j\) (no summation over \(i\) in these expressions) and

\[
\begin{align*}
\mu_{ij}^{tt} &= \mu^t \left( \frac{3a}{4r_{ij}} \left( 1 + \hat{r}_{ij} \hat{r}_{ij} \right) 
+ \frac{1}{2} \left( \frac{a}{r_{ij}} \right)^3 \left( 1 - 3\hat{r}_{ij} \hat{r}_{ij} \right) \right), \\
\mu_{ij}^{tr} &= -\mu^r \frac{1}{2} \left( \frac{a}{r_{ij}} \right)^3 \left( 1 - 3\hat{r}_{ij} \hat{r}_{ij} \right), \\
\mu_{ij}^{rt} &= \mu_{ij}^{tr} = \mu^r \left( \frac{a}{r_{ij}} \right)^3 \hat{r}_{ij} \times, \tag{36}
\end{align*}
\]

for entries \(i \neq j\). Here, we have introduced the abbreviations

\[
\mu^t = \frac{1}{6\pi\eta a^3}, \quad \mu^r = \frac{1}{8\pi\eta a^3}. \tag{39}
\]

Because of the linearity of Eq. \(^{(33)}\), the effect of the active forces can be added to the swimmer velocities and angular velocities on the right-hand side of Eq. \(^{(34)}\),

\[
\begin{bmatrix} \mathbf{v}_i \\ \mathbf{\omega}_i \end{bmatrix} = \sum_{j=1}^{N} \left( \begin{bmatrix} \mu_{ij}^{tt} & \mu_{ij}^{tr} \\ \mu_{ij}^{rt} & \mu_{ij}^{rr} \end{bmatrix} \cdot \begin{bmatrix} \mathbf{F}_j \\ \mathbf{T}_j \end{bmatrix} + \begin{bmatrix} \Lambda_{ij}^{tt} & 0 \\ 0 & \Lambda_{ij}^{rr} \end{bmatrix} \cdot \begin{bmatrix} f_{\mathbf{\hat{n}}_j} \\ 0 \end{bmatrix} \right) \tag{40}
\]

Note that there are no active torques here, i.e. we are considering a linear swimmer here. For circle swimmers, a constant torque must be included to describe the circling. Moreover, \(\Lambda_{ij}^{tt}, \Lambda_{ij}^{rr}\), summarize effect of both + \(f_{\mathbf{\hat{n}}_j}\) and − \(f_{\mathbf{\hat{n}}_j}\) such that the total swimmer is force-free. In detail,

\[
\Lambda_{ij}^{tt} = \mu_{ij}^{tt} - \mu_{ij}^{tr}, \quad \Lambda_{ij}^{rr} = \mu_{ij}^{rt} - \mu_{ij}^{rr}.
\]

For \(i = j\), the term \(\Lambda_{ii}^{tt}\) contains the self-propulsion of the particles.

\section{B. Derivation of the DDFT for microswimmers}

We now aim at a statistical description for full joint probability density \(P = P(\mathbf{r}^N, \mathbf{\hat{n}}^N, t)\) and start from the dynamical Smoluchowski equation

\[
\frac{\partial P}{\partial t} = -\sum_{i=1}^{N} \left\{ \nabla_{\mathbf{r}_i} \cdot \left( \mathbf{v}_i P \right) + (\mathbf{\hat{n}}_i \times \nabla_{\mathbf{\hat{n}}_i}) \cdot (\mathbf{\omega}_i P) \right\} \tag{41}
\]

Integrating out all degrees of freedom except for one swimmer, we get the following exact relation for the dynamics of the swimmer one-body density

\[
\frac{\partial p^{(1)}(\mathbf{X}, t)}{\partial t} = -\nabla_{\mathbf{r}} \cdot (\mathbf{J}^{tt} + \mathbf{J}^{tr} + \mathbf{J}^{ra}) - (\mathbf{\hat{n}} \times \nabla_{\mathbf{\hat{n}}}) \cdot (\mathbf{J}^{rt} + \mathbf{J}^{rr} + \mathbf{J}^{ra}) \tag{42}
\]
where $X = (r, \hat{n})$ is a compact notation for both translational and orientational degrees of freedom. The six current densities are given by

$$
\mathcal{J}^{tt} = -\mu^t \left( k_B T \nabla_r \rho^{(1)} (X, t) + \rho^{(1)} (X, t) \nabla_r V_{\text{ext}} (r) + \int dX' \rho^{(2)} (X, X', t) \nabla_r v (|r-r'|) \right) \\
- \int dX' \mu_{r,r'}^{tt} \cdot \left( k_B T \nabla_{r'} \rho^{(2)} (X, X', t) + \rho^{(2)} (X, X', t) \nabla_{r'} V_{\text{ext}} (r') \right) \\
+ \rho^{(2)} (X, X', t) \nabla_{r'} v (|r-r'|) + \int dX'' \rho^{(3)} (X, X', X'', t) \nabla_{r''} v (|r'-r''|)
$$

$$
\mathcal{J}^{tr} = - \int dX' k_B T \mu_{r,r'}^{tr} \left( \hat{n}' \times \nabla_{r'} \right) \rho^{(2)} (X, X', t)
$$

$$
\mathcal{J}^{ta} = - \frac{1}{2} \int dX' \Lambda_{r,r'}^{tt} \cdot \left( \hat{n}' \times \nabla_{r'} \right) \rho^{(2)} (X, X', t)
$$

$$
\mathcal{J}^{tt} = - \int dX' k_B T \mu_{r,r'}^{tt} \left( k_B T \nabla_{r'} \rho^{(2)} (X, X', t) + \rho^{(2)} (X, X', t) \nabla_{r'} V_{\text{ext}} (r') \right) \\
+ \rho^{(2)} (X, X', t) \nabla_{r'} v (|r-r'|) + \int dX'' \rho^{(3)} (X, X', X'', t) \nabla_{r''} v (|r'-r''|)
$$

$$
\mathcal{J}^{tr} = - k_B T \mu_{r,r'}^{tr} \nabla_{r} \rho^{(1)} (X, t) - \int dX' k_B T \mu_{r,r'}^{tr} \cdot \left( \hat{n}' \times \nabla_{r'} \right) \rho^{(2)} (X, X', t)
$$

$$
\mathcal{J}^{ta} = \frac{1}{2} \int dX' \Lambda_{r,r'}^{tt} \cdot \left( \hat{n}' \times \nabla_{r'} \right) \rho^{(2)} (X, X', t)
$$

Here $\rho^{(3)} (X, X', X'', t)$ is the nonequilibrium triplet density.

We close these exact equations approximately by using the DDFT relations on the pair and triplet level

$$
\int dr' d\hat{n}' \rho^{(2)} (r, r', \hat{n}, \hat{n}', t) \nabla_{r'} v (|r-r'|) = \rho^{(1)} (r, \hat{n}, t) \nabla_r \frac{\delta F_{\text{exc}}}{\delta \rho^{(1)} (r, \hat{n}, t)}
$$

$$
\nabla_{r'} \rho^{(2)} (r, r', \hat{n}, \hat{n}') + \rho^{(2)} (r, r', \hat{n}, \hat{n}', t) \nabla_{r'} v (|r-r'|) \\
+ \int dr' d\hat{n}' \rho^{(3)} (r, r', r'', \hat{n}, \hat{n}', \hat{n}'', t) \nabla_{r'} v (r'' r''')
$$

$$
= \rho^{(2)} (r, r', \hat{n}, \hat{n}', t) \left( \nabla_{r'} \ln \left( \lambda^3 \rho^{(1)} (r', \hat{n}', t) \right) \right) + \nabla_r \frac{\delta F_{\text{exc}}}{\delta \rho^{(1)} (r', \hat{n}', t)}
$$

The remaining input is a concrete approximation for the equilibrium density functional where we adopt the mean-field approximation

$$
F_{\text{exc}} = \frac{1}{2} \int dr dr' d\hat{n} d\hat{n}' \rho^{(1)} (r, \hat{n}, t) \rho^{(1)} (r', \hat{n}', t) v(|r-r'|)
$$

and a high-temperature factorization approximation for the remaining nonequilibrium pair correlation

$$
\rho^{(2)} (r, r', \hat{n}, \hat{n}', t) = \rho^{(1)} (r, \hat{n}, t) \rho^{(1)} (r', \hat{n}', t) \exp (-\beta v (|r-r'|))
$$

Then the full set of equations is closed. They only involve the dynamical one-body density field and can be solved numerically.

C. Applications of DDFT to microswimmers

As a first application, we consider the motion of microswimmers which are moving in two spatial dimensions surrounded by a three-dimensional bulk fluid [29]. They are confined to an quartic external potential

$$
V_{\text{ext}} (r) = k |r|^4.
$$
with $k$ defining a confinement strength and exhibit non-aligning interactions embodied in the steric pair potential

$$v(r) = \epsilon_0 \exp \left( -\frac{r^4}{\sigma^4} \right).$$

(48)

here, $\epsilon_0$ sets the strength of this potential and $\sigma$ an effective interaction range.

The calculation protocol is to turn the activity $f$ off first and equilibrate the particles in the quartic potential. The parameters are chosen in such a way that the equilibrium system is in the fluid phase but exhibits density peaks due to the steric potential. Then the self-propulsion $f$ is switched on and the density evolution is followed by solving the DDFT equations numerically. For small self-propulsion strengths $|f|$, a stationary high-density ring is formed both for pushers ($f > 0$) and pullers ($f < 0$) which is extended relative to the typical extension of the equilibrated system. If the self-propulsion strength is getting larger a tangential instability occurs and the system forms spontaneously a hydrodynamic pump as predicted earlier by simulations [34, 35]. For even higher $|f|$ the pump gets unstable resulting in a continuous dynamic ”swashing” of the density cloud. The behaviour is similar for pushers and pullers but details are different, see Figure 2.

The swimmer model can be generalized to force centers which are not collinear with the swimmer. This results in circe-swimming which was further analyzed within DDFT in [36]. Moreover the DDFT approach was applied to global polar ordering in pure pusher or puller suspensions [37]. As a result, at sufficient high concentrations polar ordering was found for pullers but not for pushers. Finally the versatility of the DDFT is documented by its generalization to binary mixtures and to dynamics in a sheared fluid which were considered and elaborated in Ref. [38].

Let us finish with a remark: If one has dry active matter in mind from the very beginning, it is better to start with the approach described in Section V. The limit of vanishing hydrodynamic interactions is not a simple one if one does uses the swimmer model of this section, since hydrodynamics and self-propulsion are intrinsically coupled here.

VII. CONCLUSIONS

In conclusion, dynamical density functional theory which has been known as a successful theory for interacting Brownian colloidal particles can be applied to active matter as well. In particular, both ”dry active matter” and ”wet active matter” (microswimmers) can be treated on different levels of complexity.

Future research will be directed along the following topics:

i) Density functional theory provides an ideal framework to tackle aligning interactions. This strength needs to be exploited further to establish a first-principle approach to the Vicsek-model of swarming [59] and to the impact of alignment effects on motility-induced phase separation [40, 42].

ii) So far we discussed swimmers in a viscous Newtonian fluid, but in many situations there is a viscoelastic solvent. Then memory effects of the solvent play a rôle which modify and affect the swimming process. One basic example for a viscoelastic medium is a polymer solution. For colloids swimming in a polymer solution, a strongly enhanced rotational diffusion was found in experiment [43] and simulation [44]. It is challenging to treat these memory effects of the viscoelastic solvent within dynamical density functional theory.

iii) Density functional theory is ideal for the calculation of interfaces and wetting effects [45]. So it should be applied to study interfaces between coexisting states for active particles. This can be both fluid-fluid and fluid-solid interfaces. For an effective equilibrium model for dry active particles, this was done by Wittmann and Brader [46] but an extension towards the full DDFT is still needed.

iv) As density functional theory describes freezing and crystallization in equilibrium, dynamical density functional theory should be applied to freezing of active particles [47]. A simplified approach based on the phase-field-crystal model has been proposed [48] but this needs extension towards a theory which includes microscopic correlations.

v) Particles with time-dependent pair interactions such as breathing particles whose interaction diameter changes periodically as a function of time. There should be no principle obstacle to formulate a DDFT for these non-equilibrium systems which play an important role for modelling dense biological tissue [49].

vi) Bacteria subjected to simultaneous growth and division establish a complex dynamical phenomenon when strongly interacting [50]. A DDFT approach seems to be particularly promising to described nematic order on the particle-scale for growing bacterial colonies [51].

VIII. EXERCISES

Exercise 1: Calculate the first two functional derivatives $\frac{\delta F[\rho]}{\delta \rho(r)}$ and $\frac{\delta^2 F[\rho]}{\delta \rho(r) \delta \rho(r')}$ for

1. $F[\rho] = \frac{1}{2} \int d\mathbf{r}_1 \int d\mathbf{r}_2 w(|\mathbf{r}_1 - \mathbf{r}_2|)\rho(\mathbf{r}_1)\rho(\mathbf{r}_2)$,

2. $F[\rho] = \int d\mathbf{r}_1 \Psi(\rho(\mathbf{r}_1))$

in three spatial dimensions.

Here, $w(r)$ and $\Psi(\rho)$ are prescribed given functions.

Exercise 2: Show that for the ideal gas in an external potential the dynamical density functional theory reduces to the exact Smoluchowski equation.

Exercise 3: Show that the DDFT for dry active matter is equivalent to the underlying Smoluchowski equation is the particles are non-interacting ($v(r) = 0$) but
exposed to a general external potential $V_{\text{ext}}(r, \hat{n}, t)$.

Exercise 4: Give the DDFT equations for the dynamics of the density field $\rho(r, \phi, t)$ for dry active matter with the mean-field approximation of the density functional and aligning interactions.
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