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Abstract

The paper utilizes Hölder graphical derivatives for characterizing Hölder strong subregularity, isolated calmness and sharp minimum. As applications, we characterize Hölder isolated calmness in linear semi-infinite optimization and Hölder sharp minimizers of some penalty functions for constrained optimization.
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1 Introduction

This paper continues our previous work [19] and utilizes Hölder graphical derivatives (sometimes referred to as Studniarski derivatives) for characterizing certain regularity properties of set-valued mappings and real-valued functions.

In the next Section 2, we discuss $q$-order ($q > 0$) positively homogeneous mappings and $q$-order graphical (contingent) derivatives. The definitions and statements mostly follow the corresponding linear ones in [8]. Two norm-like quantities are used for quantifying Hölder graphical derivatives. One of them is a generalization of the well-known outer norm of a positively homogeneous mapping, while the other seems new and allows to simplify some statements (and proofs) even in the linear case.

In Section 3, Hölder graphical derivatives are used for characterizing Hölder strong subregularity, isolated calmness and sharp minimum. In particular, we give characterizations of Hölder sharp minimizers in terms of Hölder graphical derivatives of the subdifferential mapping. The characterizations from Section 3 are used in Sections 4 and 5 to characterize Hölder isolated calmness in linear semi-infinite optimization and sharp minimizers of $\ell_p$ penalty functions, respectively.

Our basic notation is standard, see, e.g., [8, 23]. Throughout the paper, $X$ and $Y$ are normed spaces. We use the same notation $\| \cdot \|$ for norms in all spaces. If not explicitly stated otherwise, products of normed spaces are assumed equipped with the maximum norms, e.g., $\|(x, y)\| := \max\{|x|, |y|\}$, $(x, y) \in X \times Y$. If $X$ is a normed space, its topological dual is denoted by $X^*$, while $(\cdot, \cdot)$ denotes the bilinear form defining the pairing between the two spaces. Symbols $\mathbb{R}$, $\mathbb{R}_+$ and $\mathbb{N}$ denote the sets of all real numbers, all nonnegative real numbers and all positive integers, respectively. For the empty subset of $\mathbb{R}_+$, we use the conventions $\sup \emptyset = 0$ and $\inf \emptyset = +\infty$. Given an $\alpha \in \mathbb{R}$, we denote $\alpha_+ := \max\{0, \alpha\}$.

For an extended-real-valued function $f : X \to \mathbb{R} \cup \{+\infty\}$, its domain and epigraph are defined, respectively, by $\text{dom} f := \{x \in X \mid f(x) < +\infty\}$ and $\text{epi} f := \{(x, \alpha) \in X \times \mathbb{R} \mid f(x) \leq \alpha\}$. A set-valued mapping $F : X \rightrightarrows Y$ between two sets $X$ and $Y$ is a mapping, which assigns to every $x \in X$ a subset (possibly empty) $F(x)$ of $Y$. We use the notations $\text{gph} F := \{(x, y) \in X \times Y \mid y \in F(x)\}$ and $\text{dom} F := \{x \in X \mid F(x) \neq \emptyset\}$ for the graph and the domain of $F$, respectively, and $F^{-1} : Y \rightrightarrows X$ for the inverse of $F$. This inverse (which always exists with possibly empty values at some $y$) is defined by $F^{-1}(y) := \{x \in X \mid y \in F(x)\}$, $y \in Y$. Obviously $\text{dom} F^{-1} = F(X)$.

Recall that a mapping $F : X \rightrightarrows Y$ is outer semicontinuous (cf., e.g., [8]) at $x \in X$ if

$$\limsup_{u \to x} F(u) \subset F(x),$$

i.e., if $\text{gph} F \ni (x_k, y_k) \to (x, y)$, then $y \in F(x)$. This is always the case when $\text{gph} F$ is closed.

Throughout the paper, we assume the order of all Hölder properties to be determined by a fixed number $q > 0$.

2 Hölder Graphical Derivatives

In this section, we discuss Hölder positively homogeneous mappings and Hölder versions of the ubiquitous graphical (contingent) derivatives; cf. [3, 8, 12, 23].
Definition 2.1 A mapping $H : X \to Y$ is $q$-order positively homogeneous whenever

$$0 \in H(0) \quad \text{and} \quad H(\lambda x) = \lambda^q H(x) \quad \text{for all} \ x \in X \ \text{and} \ \lambda > 0.$$  

If $q = 1$, we simply say the $H$ is positively homogeneous. The graph of a positively homogeneous mapping is a cone. This is obviously not the case when $q \neq 1$.

The next simple fact is a direct consequence of the definition.

Proposition 2.2 Let $H : X \to Y$ be $q$-order positively homogeneous. Then $H^{-1} : Y \to X$ is $\frac{1}{q}$-order positively homogeneous.

For a $q$-order positively homogeneous mapping $H : X \to Y$, we define two norm-like quantities:

$$\|H\|_q^+ := \sup_{(x,y) \in \text{gph} \ H \setminus \{(0,0)\}} \frac{\|y\|}{\|x\|^q}, \quad \|H\|_q^\ominus := \inf_{(x,y) \in \text{gph} \ H \setminus \{(0,0)\}} \frac{\|y\|}{\|x\|^q}. \quad (2.1)$$

When $q = 1$, the first one reduces to the outer norm $\|H\|_1^+$ of $H$; cf. [23, p. 364], [8, p. 218]. Note that $\|H\|_1^\ominus \leq \|H\|_1^-$, where $\|H\|_1^-$ is the inner norm of $H$, and the inequality can be strict. None of the quantities in $(2.1)$ is actually a true “norm”; see the comments in [8].

Proposition 2.3 Let $H : X \to Y$ be $q$-order positively homogeneous.

(i) $\|H\|_q^+ = \sup_{\|y\|=1} d(0, H^{-1}(y))^{-q}$, $\|H\|_q^\ominus = \inf_{\|x\|=1} d(0, H(x))$.

(ii) $\|H\|_q^\ominus = \left(\|H^{-1}\|_q^+\right)^{-q}$.

(iii) If $\text{gph} \ H \neq \{(0,0)\}$, then $\|H\|_q^\ominus \leq \|H\|_q^+$.

(iv) If $\text{gph} \ H = \{(0,0)\}$, then $\|H\|_q^+ = 0$ and $\|H\|_q^\ominus = +\infty$.

(v) $\|H\|_q^+ = 0$ if and only if $H(X) = \{0\}$.

(vi) $\|H\|_q^\ominus = +\infty$ if and only if $\text{dom} \ H = \{0\}$.

(vii) $\|H\|_q^+ < +\infty \implies H(0) = \{0\}$. If $\dim Y < \infty$ and $H$ is outer semicontinuous at $0$, the two conditions are equivalent.

(viii) $\|H\|_q^\ominus > 0 \implies H^{-1}(0) = \{0\}$. If $\dim X < \infty$ and $H^{-1}$ is outer semicontinuous at $0$, the two conditions are equivalent.

Proof Assertions (i)–(vi) and the first parts of assertions (vii) and (viii) are direct consequences of (2.1) and Definition 2.1. For instance, in the case of assertion (ii) using definitions (2.1) we have:

$$\|H\|_q^\ominus = \left(\sup_{(x,y) \in \text{gph} \ H \setminus \{(0,0)\}} \frac{\|x\|}{\|y\|^{1/q}}\right)^{-q} = \left(\|H^{-1}\|_q^+\right)^{-q}.$$ 

To prove the second part of (vii), we need to show that, under the assumptions, $\|H\|_q^+ = +\infty \implies H(0) \neq \{0\}$. Let $\|H\|_q^+ = +\infty$. By (2.1), there exists a sequence $(x_k, y_k) \in \text{gph} \ H$ ($k \in \mathbb{N}$) such that $\|y_k\|/\|x_k\|^q \to +\infty$ as $k \to \infty$. Without loss of generality, $y_k \neq 0$ for all $k \in \mathbb{N}$. Set $u_k := x_k/\|y_k\|^{1/q}$, $v_k := y_k/\|y_k\|$ ($k \in \mathbb{N}$). Then $u_k \to 0$ as $k \to \infty$ and $\|v_k\| = 1$. Without loss of generality, $v_k \to v$ as $k \to \infty$ and $\|v\| = 1$. Furthermore, by Definition 2.1, $(u_k, v_k) \in \text{gph} \ H$ ($k \in \mathbb{N}$) and, thanks to the outer semicontinuity of $H$, $v \in H(0)$. The proof of the second part of (viii) is similar. Let $\dim X < \infty$, $H$ is outer semicontinuous at $0$, and $\|H\|_q^\ominus = 0$. By (2.1), there exists a sequence $(x_k, y_k) \in \text{gph} \ H$ ($k \in \mathbb{N}$)
such that \( \|y_k\|/\|x_k\|^q \to 0 \) as \( k \to \infty \). Without loss of generality, \( x_k \neq 0 \) for all \( k \in \mathbb{N} \), and \( u_k := x_k/\|x_k\| \to u \) with \( \|u\| = 1 \), while \( v_k := y_k/\|x_k\|^q \to 0 \). By Definition 2.1, \((u_k, v_k) \in \text{gph } H (k \in \mathbb{N}) \) and, thanks to the outer semicontinuity of \( H^{-1}, u \in H^{-1}(0) \). Hence, \( H^{-1}(0) \neq \{0\} \).

Assertions (i), (v), (vii) and (viii) in Proposition 2.3 generalize and expand the corresponding parts of [8, Propositions 4A.6 and 5A.7, and Exercise 4A.9]. The above proof of the second part of (vii) largely follows that of the corresponding part of [8, Proposition 4A.6].

Next we briefly consider the case \( Y = X^* \).

**Definition 2.4** A mapping \( H : X \rightrightarrows X^* \) is \( q \)-order positively definite if there exists a number \( \lambda > 0 \) such that
\[
\langle x^*, x \rangle \geq \lambda \|x\|^{q+1} \quad \text{for all} \quad (x, x^*) \in \text{gph } H.
\]
The exact upper bound of all such \( \lambda > 0 \) is denoted by \( \|H\|_{q^*} \).

In Definition 2.4, it obviously holds
\[
\|H\|_{q^*} = \inf_{(x, x^*) \in \text{gph } H, x \neq 0} \frac{\langle x^*, x \rangle}{\|x\|^{q+1}}.
\tag{2.2}
\]
In general, the expression in (2.2) is nonnegative, and the case \( \|H\|_{q^*} = 0 \) means that \( H \) is not \( q \)-order positively definite.

**Proposition 2.5** Let \( H : X \rightrightarrows X^* \).

(i) \( \|H\|_{q^*} = +\infty \) if and only if \( \text{dom } H \subset \{0\} \).

(ii) If \( H \) is \( q \)-order positively homogeneous, then \( \|H\|_{q^*} \leq \|H\|_{q^*}^\circ \).

(iii) If \( H \) is \( q \)-order positively homogeneous and \( p \)-order positively definite with some \( p > 0 \), then either \( \text{dom } H = \{0\} \) or \( p = q \).

**Proof** (i) is immediate from (2.2).

(ii) follows from comparing (2.2) and the second definition in (2.1).

(iii) Let \( H \) be \( q \)-order positively homogeneous and \( p \)-order positively definite with some \( p > 0 \). Then \( 0 \in \text{dom } H, \|H\|_p^* > 0 \) and, by Definition 2.1, \((x, x^*) \in \text{gph } H \) if and only if \((\lambda x, \lambda^q x^*) \in \text{gph } H \) for any \( \lambda > 0 \), and it follows from (2.2) that
\[
\|H\|_p^* = \inf_{(x, x^*) \in \text{gph } H, x \neq 0, \lambda > 0} \frac{\langle \lambda^q x^*, \lambda x \rangle}{\|\lambda x\|^{p+1}} = \inf_{\lambda > 0} \lambda^{q-p} \|H\|_p^*.
\]
Thus, either \( \|H\|_p^* = +\infty \), i.e. \( \text{dom } H = \{0\} \), or \( p = q \).

Given a set-valued mapping \( H : X \rightrightarrows Y \) and a function \( f : X \to Y \), their sum \( H + f \) is a set-valued mapping from \( X \) to \( Y \) defined by
\[
(H + f)(x) := H(x) + f(x) = \{y + f(x) \mid y \in H(x)\}, \quad x \in X.
\]
Note that \( \text{dom } (H + f) = \text{dom } H \cap \text{dom } f \).

The next statement characterizes perturbed positively homogeneous mappings. It generalizes [8, Theorem 5A.8] (and is accompanied by a much shorter proof).
Theorem 2.6 Let both $H : X \rightrightarrows Y$ and $f : X \to Y$ be $q$-order positively homogeneous. Then $H + f$ is $q$-order positively homogeneous. Moreover,

$$
\|H + f\|_q^\ominus \geq \|H\|_q^\ominus - \|f\|_q^+.
$$

(2.3)

Proof $H + f$ is $q$-order positively homogeneous by Definition 2.1. If dom $H \cap \text{dom } f = \{0\}$, then $\|H + f\|_q^\ominus = +\infty$ by Proposition 2.3(vi), and condition (2.3) is satisfied trivially. Let $(x, y) \in \text{gph } H$ with $x \neq 0$ and $x \in \text{dom } f$. Then $(x, y + f(x)) \in \text{gph } (H + f)$ and, in view of (2.1),

$$
\frac{\|y + f(x)\|}{\|x\|^q} \geq \frac{\|y\|}{\|x\|^q} - \frac{\|f(x)\|}{\|x\|^q} \geq \|H\|_q^\ominus - \|f\|_q^+.
$$

Since $(x, y + f(x))$ is an arbitrary point in $\text{gph } (H + f)$ with $x \neq 0$, the second representation in (2.1) yields condition (2.3).

Given a set-valued mapping $F : X \rightrightarrows Y$, its $q$-order graphical derivative at $(\bar{x}, \bar{y}) \in \text{gph } F$ is a set-valued mapping $D_q F(\bar{x}, \bar{y}) : X \rightrightarrows Y$ defined for all $x \in X$ by

$$
D_q F(\bar{x}, \bar{y})(x) := \{ y \in Y | \exists (x_k, y_k) \to (x, y), \; t_k \downarrow 0 \text{ such that } (\bar{x} + t_k x_k, \bar{y} + t_k^q y_k) \in \text{gph } F, \; \forall k \in \mathbb{N} \}.
$$

(2.4)

$D_q F(\bar{x}, \bar{y})$ is sometimes referred to as $q$-order upper Studniarski derivative [27, Definition 3.1] of $F$ at $(\bar{x}, \bar{y})$. When $q = 1$, it reduces to the standard graphical (contingent) derivative; cf. [2, 3, 8, 13, 17, 23]. Clearly, $D_q F(\bar{x}, \bar{y})$ is a $q$-order positively homogeneous mapping with closed graph, and

$$
D_q F(\bar{x}, \bar{y})^{-1} = D_1 F^{-1}(\bar{y}, \bar{x}),
$$

(2.5)

Given a function $f : X \to Y$ and a point $\bar{x} \in \text{dom } f$, we write $D_q f(\bar{x})$ instead of $D_q f(\bar{x}, f(\bar{x}))$. If $D_q f(\bar{x})$ is single-valued, i.e. the limit

$$
D_q f(\bar{x})(x) = \lim_{u \to x, t \downarrow 0} \frac{f(\bar{x} + t u) - f(\bar{x})}{t^q}
$$

exists for all $x \in X$, we say that $f$ is $q$-order Hadamard directionally differentiable at $\bar{x}$.

The next proposition provides a sum rule for $q$-order graphical derivatives. It is a direct consequence of the definitions of $q$-order graphical derivative and $q$-order Hadamard directional differentiability.

Proposition 2.7 Let $F : X \rightrightarrows Y$, $f : X \to Y$, $(\bar{x}, \bar{y}) \in \text{gph } F$ and $\bar{x} \in \text{dom } f$. If $f$ is $q$-order Hadamard directionally differentiable at $\bar{x}$, then

$$
D_q (F + f)(\bar{x}, \bar{y} + f(\bar{x})) = D_q F(\bar{x}, \bar{y}) + D_q f(\bar{x}).
$$

Given a function $f : X \to \mathbb{R} \cup \{+\infty\}$, its $q$-order Hadamard directional subderivative [25, 26] at $\bar{x} \in \text{dom } f$ is defined for all $x \in X$ by (cf. [22, Definition 1.1] and [23, Definition 8.1] for the case $q = 1$)

$$
(f'_q(f; \bar{x}) ; x) := \liminf_{u \to x, t \downarrow 0} \frac{f(\bar{x} + t u) - f(\bar{x})}{t^q}.
$$

(2.6)

If $f$ is Lipschitz continuous near $\bar{x}$ and $0 < q \leq 1$, the above definition takes a simpler form:

$$
(f'_q(f; \bar{x}) ; x) = \liminf_{t \downarrow 0} \frac{f(\bar{x} + t x) - f(\bar{x})}{t^q}.
$$
Observe that the function \( f'_q(\bar{x}; \cdot) : X \to \mathbb{R} \cup \{ \pm \infty \} \) is lower semicontinuous and \( q \)-order positively homogeneous in the sense that \( f'_q(\bar{x}; \lambda x) = \lambda^q f'_q(\bar{x}; x) \) for all \( x \in X \) and \( \lambda > 0 \). We are going to use for characterizing this function the following norm-like quantity:

\[
\| f'_q(\bar{x}; \cdot) \|_q := \inf_{x \in X \setminus \{0\}} \frac{(f'_q(\bar{x}; x))_+}{\| x \|^q} = \inf_{\| x \|=1} (f'_q(\bar{x}; x))_+. \tag{2.7}
\]

The next statement is a direct consequence of the definitions. It uses the epigraphical mapping \( x \mapsto \text{epi} f(x) := \{ \mu \in \mathbb{R} \mid f(x) \leq \mu \} \). Note that the graph of the latter mapping is the epigraph \( \text{epi} f \) of \( f \). We use the same notation for the epigraph and the epigraphical mapping.

**Proposition 2.8** Let \( f : X \to \mathbb{R} \cup \{ +\infty \} \) and \( \bar{x} \in \text{dom} f \).

(i) Either \( f'_q(\bar{x}; 0) = 0 \) or \( f'_q(\bar{x}; 0) = -\infty \).

(ii) \( D_q(\text{epi} f)(\bar{x}, f(\bar{x}))(x) = \{ \mu \in \mathbb{R} \mid f'_q(\bar{x}; x) \leq \mu \} \) for all \( x \in X \).

(iii) \( \| D_q(\text{epi} f)(\bar{x}, f(\bar{x}))) \|_q^+ = +\infty \) and \( \| D_q(\text{epi} f)(\bar{x}, f(\bar{x}))) \|_q^- = f'_q(\bar{x}; \cdot) \|_q \).

(iv) \( \| f'_q(\bar{x}; \cdot) \|_q > 0 \implies f'_q(\bar{x}; x) > 0 \) for all \( x \neq 0 \). If \( \dim X < \infty \), the two conditions are equivalent.

**Proof** (i) By definition (2.6), \( f'_q(\bar{x}; 0) \leq 0 \). Suppose that \( f'_q(\bar{x}; 0) < 0 \). Then there exist sequences \( u_k \to 0 \) and \( t_k \downarrow 0 \) such that

\[
\lim_{k \to +\infty} f(\bar{x} + t_k u_k) - f(\bar{x}) = \alpha < 0.
\]

For any \( \theta > 0 \) and \( k \in \mathbb{N} \), set \( u_k' := \theta^\frac{1}{q} u_k \) and \( t_k' := \theta^\frac{1}{q} t_k \). We have \( u_k' \to 0 \) and \( t_k' \downarrow 0 \) and

\[
\lim_{k \to +\infty} f(\bar{x} + t_k' u_k') - f(\bar{x}) = \theta \alpha.
\]

Hence, \( f'_q(\bar{x}; 0) = -\infty \).

(ii) The assertion is immediate from comparing definitions (2.4) and (2.6).

(iii) By (i) and (ii), \( (0, \mu) \in \text{gph} D_q(\text{epi} f)(\bar{x}, f(\bar{x})) \) for all \( \mu \geq 0 \), and it follows from (2.1) that \( \| D_q(\text{epi} f)(\bar{x}, f(\bar{x}))) \|_q^+ = +\infty \). The second equality holds trivially when \( f'_q(\bar{x}; x) = +\infty \) for all \( x \neq 0 \). If \( x \neq 0 \) and \( f'_q(\bar{x}; x) < +\infty \), then, in view of (ii),

\[
\inf_{\mu \in D_q(\text{epi} f)(\bar{x}, f(\bar{x}))(x)} |\mu| = \inf_{\mu \geq f'_q(\bar{x}; x)} |\mu| = (f'_q(\bar{x}; x))_+,
\]

and the second equality follows from (2.1) and (2.7).

(iv) If \( f'_q(\bar{x}; x) \leq 0 \) for some \( x \neq 0 \), then \( \| f'_q(\bar{x}; \cdot) \|_q = 0 \) by definition (2.7). This proves the implication. Let \( \dim X < \infty \) and \( \| f'_q(\bar{x}; \cdot) \|_q = 0 \). By (2.7), there is a sequence \( \{x_k\} \) such that \( \| x_k \| = 1 \) for all \( k \in \mathbb{N} \), and \( (f'_q(\bar{x}; x_k))_+ \to 0 \) as \( k \to \infty \). Without loss of generality, \( x_k \to x \) as \( k \to \infty \), \( \| x \| = 1 \) and \( (f'_q(\bar{x}; x))_+ = 0 \) since \( f'_q(\bar{x}; \cdot) \) is lower semicontinuous. This proves the opposite implication.

The next corollary is a consequence of Propositions 2.7 and 2.8.

**Corollary 2.9** Let \( f : X \to \mathbb{R} \cup \{ +\infty \} \), \( g : X \to \mathbb{R} \) and \( \bar{x} \in \text{dom} f \). If \( g \) is \( q \)-order Hadamard directionally differentiable at \( \bar{x} \), then

\[
(f + g)'_q(\bar{x}; x) = f'_q(\bar{x}; x) + D_q g(\bar{x})(x) \quad \text{for all} \quad x \in X.
\]
3 Hölder Strong Subregularity, Isolated Calmness and Sharp Minimum

In this section, Hölder graphical derivatives are used for characterizing Hölder strong subregularity, isolated calmness and sharp minimum.

Definition 3.1 (i) A mapping \( F : X \rightrightarrows Y \) is \( q \)-order strongly subregular at \((\bar{x}, \bar{y})\) \( \in \text{gph } F \) with modulus \( \tau > 0 \) if there exist neighbourhoods \( U \) of \( \bar{x} \) and \( V \) of \( \bar{y} \) such that
\[
\tau \|x - \bar{x}\|^q \leq d(\bar{y}, (x) \cap V) \quad \text{for all } x \in U. 
\]

The exact upper bound of all such \( \tau > 0 \) is denoted by \( \text{srg}_q F(\bar{x}, \bar{y}) \).

(ii) A mapping \( S : Y \rightrightarrows X \) possesses \( q \)-order isolated calmness property at \((\bar{y}, \bar{x})\) \( \in \text{gph } S \) with modulus \( \tau > 0 \) if there exist neighbourhoods \( U \) of \( \bar{x} \) and \( V \) of \( \bar{y} \) such that
\[
\tau \|x - \bar{x}\|^q \leq \|y - \bar{y}\| \quad \text{for all } y \in V \text{ and } x \in S(y) \cap U. 
\]

The exact upper bound of all such \( \tau > 0 \) is denoted by \( \text{clm}_q S(\bar{y}, \bar{x}) \).

If \( F \) is not \( q \)-order strongly subregular at \((\bar{x}, \bar{y})\) or \( S \) does not possess \( q \)-order isolated calmness property at \((\bar{y}, \bar{x})\), we have \( \text{srg}_q F(\bar{x}, \bar{y}) = 0 \) or \( \text{clm}_q S(\bar{y}, \bar{x}) = 0 \), respectively.

The properties in the above definition are well known in the linear case \( q = 1 \) (see, e.g., [8]), but have also been studied in the general setting (also for not necessarily strong subregularity and not necessarily isolated calmness); cf. [7, 9, 20]. Because of the distance involved in the right-hand side of (3.1) (and also in its left-hand side in the case of the not strong version), the property in part (i) of Definition 3.1 is often referred to as \( q \)-order strong metric subregularity.

Remark 3.2 (i) In both parts of Definition 3.1, it suffices to take \( V := Y \); cf. [8, Exercise 3H.4].

(ii) Condition (3.2) implies that \( S(\bar{y}) \cap U = \{\bar{x}\} \), i.e. \( \bar{x} \) is an isolated point in \( S(\bar{y}) \), which justifies the word ‘isolated’ in the name of the property in Definition 3.1(ii).

(iii) The moduli \( \text{srg}_q F(\bar{x}, \bar{y}) \) and \( \text{clm}_q S(\bar{y}, \bar{x}) \) are usually introduced to characterize the usual (not strong!) subregularity and (not isolated!) calmness. We do not consider these two weaker properties in the current paper. If a respective (strong or isolated) property in Definition 3.1 holds, then the corresponding modulus coincides with the conventional one.

(iv) When \( V = Y \), condition (3.1) is obviously implied by the following \( q \)-order strong graph subregularity property:
\[
\tau \|x - \bar{x}\|^q \leq d((x, \bar{y}), \text{gph } F) \quad \text{for all } x \in U
\]
(with the same \( \tau \) and \( U \)). It is not difficult to show that, when \( q \geq 1 \), \( q \)-order (strong) subregularity in part (i) of Definition 3.1 implies \( q \)-order (strong) graph subregularity (with smaller \( \tau \) and \( U \)); cf. a characterization of subregularity in [12, Proposition 2.61]. A similar observation can be made about the calmness property in part (ii) of Definition 3.1; cf. the well-known characterization of \( q \)-order calmness by Kummer [20, Lemma 2.2], and the earlier result by Klatte and Kummer [18, Lemma 3.2] for the case \( q = 1 \).

(v) There is some inconsistency in the literature concerning whether to place the constants \( \tau \) and/or \( q \), which determine the properties in Definition 3.1, in the left or right-hand sides of the inequalities (3.1) and (3.2) (and similar inequalities involved in related definitions); cf., e.g., [17]. This applies also to our own recent paper [19],...
where we placed \( q \) in the right-hand sides of the inequalities. Of course, the position of the constants does not effect the properties, but it has an effect on the values of the respective moduli. Our choice in the current paper is determined by our desire to produce the simplest relations between these moduli and the quantitative characteristics of Hölder graphical derivatives and more straightforward proofs.

The next proposition is an immediate consequence of Definition 3.1.

**Proposition 3.3** Let \( F : X \Rightarrow Y \) and \((\bar{x}, \bar{y}) \in \text{gph} \, F\). Then \( F \) is \( q \)-order strongly subregular at \((\bar{x}, \bar{y})\) if and only if \( F^{-1} \) possesses \( q \)-order isolated calmness property at \((\bar{y}, \bar{x})\), and \( \text{srg}_q \, F(\bar{x}, \bar{y}) = c\text{lm}_q F^{-1}(\bar{y}, \bar{x}) \).

The next proposition and its corollaries generalize [8, Theorem 4E.1 and Corollary 4E.2].

**Proposition 3.4** Let \( F : X \Rightarrow Y \) and \((\bar{x}, \bar{y}) \in \text{gph} \, F\). Then

\[
\text{srg}_q \, F(\bar{x}, \bar{y}) \leq \|D_q \, F(\bar{x}, \bar{y})\|_q^\circ. \tag{3.3}
\]

If \( \dim X < +\infty \) and \( \dim Y < +\infty \), then (3.3) holds as equality.

**Proof** If \( \text{srg}_q \, F(\bar{x}, \bar{y}) = 0 \) or \( \|D_q \, F(\bar{x}, \bar{y})\|_q^\circ = +\infty \), inequality (3.3) holds trivially. Let \( \tau \in (0, \text{srg}_q \, F(\bar{x}, \bar{y})) \). Let \( u \in X \setminus \{0\} \) and \( v \in D_q \, F(\bar{x}, \bar{y}) (u) \), i.e. there exist sequences \((u_k, v_k) \to (u, v)\) and \( t_k \downarrow 0 \) such that \( \bar{y} + t_k^q v_k \in F(\bar{x} + t_k u_k) \) for all \( k \in \mathbb{N} \). By Definition 3.1(i), \( \tau \|u_k\|_q^q \leq \|v_k\|_q \) for all sufficiently large \( k \in \mathbb{N} \), and consequently, \( \tau \leq \|v\|/\|u\|_q^q \). In view of definition (2.1), we have \( \tau \leq \|D_q \, F(\bar{x}, \bar{y})\|_q^\circ \). Inequality (3.3) follows. Let \( \dim X < +\infty \), \( \dim Y < +\infty \), and \( \tau > \text{srg}_q \, F(\bar{x}, \bar{y}) \). By Definition 3.1(i), there exists a sequence \((x_k, y_k) \to (\bar{x}, \bar{y})\) such that \((x_k, y_k) \in \text{gph} \, F \) and \( \tau \|x_k - \bar{x}\|_q^q > \|y_k - \bar{y}\|_q^q \) for all \( k \in \mathbb{N} \). Then \( t_k := \|x_k - \bar{x}\|_q \downarrow 0 \). Set \( u_k := (x_k - \bar{x})/t_k \) and \( v_k := (y_k - \bar{y})/t_k^q \) \( (k \in \mathbb{N}) \). Without loss of generality, \( u_k \to u \in X, \|u\| = 1 \), and \( v_k \to v \in Y, \|v\| \leq \tau \). Thus, \( v \in D_q \, F(\bar{x}, \bar{y}) (u) \) and \( \|D_q \, F(\bar{x}, \bar{y})\|_q^\circ \leq \|v\|/\|u\|_q^q \leq \tau \). Hence, (3.3) holds as equality.

The following statement provides a characterization of \( q \)-order strong subregularity of a mapping in terms of its \( q \)-order graphical derivative.

**Corollary 3.5** Let \( F : X \Rightarrow Y \) and \((\bar{x}, \bar{y}) \in \text{gph} \, F\). Consider the following conditions:

(i) \( F \) is \( q \)-order strongly subregular at \((\bar{x}, \bar{y})\);
(ii) \( \|D_q \, F(\bar{x}, \bar{y})\|_q^\circ > 0 \);
(iii) \( D_q \, F(\bar{x}, \bar{y})^{-1}(0) = \{0\} \).

Then (i) \( \Rightarrow \) (ii) \( \Rightarrow \) (iii). If \( \dim X < +\infty \) and \( \dim Y < +\infty \), then (i) \( \Leftrightarrow \) (ii) \( \Leftrightarrow \) (iii).

**Proof** Thanks to Proposition 3.4, we have the implication (i) \( \Rightarrow \) (ii) in general, and the equivalence (i) \( \Leftrightarrow \) (ii) when \( \dim X < +\infty \) and \( \dim Y < +\infty \). The implication (ii) \( \Rightarrow \) (iii) is an immediate consequence of Proposition 2.3(viii). The graph of \( D_q \, F(\bar{x}, \bar{y})^{-1} \) is closed by definition, hence, \( D_q \, F(\bar{x}, \bar{y})^{-1} \) is outer semicontinuous at 0. Employing Proposition 2.3(viii) again, we conclude that (ii) \( \Leftrightarrow \) (iii) when \( \dim X < +\infty \).
Remark 3.6 A coderivative analogue (employing a special kind of limiting coderivative) of the equality in Corollary 3.5(iii) is used in [29, Theorem 5.2] to characterize nonlinear subregularity.

The next example illustrates application of Corollary 3.5 for checking Hölder strong subregularity as well as computation of the Hölder graphical derivative and relevant norm-like quantity.

Example 3.7 Let \( F : \mathbb{R} \rightrightarrows \mathbb{R} \) be the epigraphical mapping: \( F(x) := \{x^2, +\infty\} \) for all \( x \in \mathbb{R} \), and \( \bar{x} = \bar{y} = 0 \). By definition (2.4), \( y \in D_q F(0, 0)(x) \) if and only if there exist sequences \((x_k, y_k) \to (x, y)\) and \( t_k \downarrow 0 \) such that \( y_k \geq t_k^{2-q} x_k^2 \) for all \( k \in \mathbb{N} \), or equivalently, \( y \geq \lim_{k \to \infty} t_k^{2-q} x^2 \). Thus, there are three distinct possibilities.

If \( 0 < q < 2 \), \( D_q F(0, 0)(x) = \mathbb{R}_+ \) for all \( x \in \mathbb{R} \). Thus, \( D_q F(0, 0)^{-1}(0) = \mathbb{R} \) and, by (2.1), \( \|D_q F(0, 0)\|_q^\ominus = 0 \). Each of the conditions (ii) and (iii) in Corollary 3.5 yields that \( F \) is not \( q \)-order strongly subregular at \((0, 0)\).

If \( q = 2 \), \( D_q F(0, 0)(x) = \{x^2, +\infty\} \) for all \( x \in \mathbb{R} \). Thus, \( D_q F(0, 0)^{-1}(0) = \{0\} \) and, by (2.1), \( \|D_q F(0, 0)\|_q^\ominus = 1 \). Each of the conditions (ii) and (iii) in Corollary 3.5 yields that \( F \) is \( q \)-order strongly subregular at \((0, 0)\).

If \( q > 2 \), \( D_q F(0, 0)(0) = \{0\} \), and \( D_q F(0, 0)(x) = \emptyset \) for all \( x \neq 0 \). Thus, \( D_q F(0, 0)^{-1}(0) = \{0\} \) and, by (2.1), \( \|D_q F(0, 0)\|_q^\ominus = +\infty \). Each of the conditions (ii) and (iii) in Corollary 3.5 yields that \( F \) is \( q \)-order strongly subregular at \((0, 0)\).

Of course, in this simple example, the same conclusions can be obtained directly from Definition 3.1(i).

Corollary 3.8 Let \( S : Y \rightrightarrows X \) and \((\bar{y}, \bar{x}) \in \text{gph} \ S\). Then
\[
clm_q S(\bar{y}, \bar{x}) \subseteq \left(\|D_{\frac{1}{q}} S(\bar{y}, \bar{x})\|_q^\perp\right)^{-q}. 
\] (3.4)

If \( \dim X < +\infty \) and \( \dim Y < +\infty \), then (3.4) holds as equality.

Proof By Proposition 2.3(ii) and (2.5), we have
\[
\|D_q F(\bar{x}, \bar{y})\|_q^\ominus = \left(\|D_q F(\bar{x}, \bar{y})^{-1}\|_q^\perp\right)^{-q} = \left(\|D_{\frac{1}{q}} F^{-1}(\bar{y}, \bar{x})\|_q^\perp\right)^{-q}. 
\]
The assertion follows from Propositions 3.3 and 3.4.

Corollary 3.9 Let \( S : Y \rightrightarrows X \) and \((\bar{y}, \bar{x}) \in \text{gph} \ S\). Consider the following conditions:

(i) \( S \) possesses \( q \)-order isolated calmness property at \((\bar{y}, \bar{x})\);
(ii) \( \|D_{\frac{1}{q}} S(\bar{y}, \bar{x})\|_q^\perp < +\infty \);
(iii) \( D_{\frac{1}{q}} S(\bar{y}, \bar{x})(0) = \{0\} \).

Then (i) \( \Rightarrow \) (ii) \( \Rightarrow \) (iii). If \( \dim X < +\infty \) and \( \dim Y < +\infty \), then (i) \( \iff \) (ii) \( \iff \) (iii).

Proof Thanks to Corollary 3.8, we have the implication (i) \( \Rightarrow \) (ii) in general, and the equivalence (i) \( \iff \) (ii) when \( \dim X < +\infty \) and \( \dim Y < +\infty \). The implication (ii) \( \Rightarrow \) (iii) is an immediate consequence of Proposition 2.3(vii). The graph of \( D_{\frac{1}{q}} S(\bar{y}, \bar{x}) \) is closed by
definition, hence, $D_j S(\tilde{y}, \tilde{x})$ is outer semicontinuous at 0. Employing Proposition 2.3(vii) again, we conclude that (ii) ⇔ (iii) when dim $Y < +\infty$.

The following theorem shows that $q$-order strong subregularity enjoys stability under perturbations by functions with small $q$-order Hadamard directional derivatives.

**Theorem 3.10** Let dim $X < +\infty$, dim $Y < +\infty$, $F : X \rightrightarrows Y$, $g : X \to Y$, $(\tilde{x}, \tilde{y}) \in gph F$, $\tilde{x} \in \text{dom } g$, and $g$ be $q$-order Hadamard directionally differentiable at $\tilde{x}$. Then

$$sr_q (F + g)(\tilde{x}, \tilde{y} + g(\tilde{x})) \geq sr_q F(\tilde{x}, \tilde{y}) - \|D_q g(\tilde{x})\|_q^+.$$  

If $\|D_q F(\tilde{x}, \tilde{y})\|_q^+ > \|D_q g(\tilde{x})\|_q^+$, then $F + g$ is $q$-order strongly subregular at $(\tilde{x}, \tilde{y} + g(\tilde{x}))$.

**Proof** By Proposition 2.7 and Theorem 2.6,

$$\|D_q (F + g)(\tilde{x}, \tilde{y} + g(\tilde{x}))\|_q^\diamond = \|D_q F(\tilde{x}, \tilde{y}) + D_q g(\tilde{x})\|_q^\diamond \geq \|D_q F(\tilde{x}, \tilde{y})\|_q^\diamond - \|D_q g(\tilde{x})\|_q^+.$$  

The assertion follows from Proposition 3.4 and Corollary 3.5.

The next proposition is a consequence of Propositions 2.5(ii) and 3.4.

**Proposition 3.11** Let dim $X < +\infty$, $F : X \rightrightarrows X^*$ and $(\tilde{x}, \tilde{x}^*) \in gph F$. Then $\|D_q F(\tilde{x}, \tilde{x}^*)\|_q^\diamond \leq sr_q F(\tilde{x}, \tilde{x}^*)$. As a consequence, if $D_q F(\tilde{x}, \tilde{x}^*)$ is $q$-order positively definite with modulus $\lambda > 0$, then $F$ is $q$-order strongly subregular at $(\tilde{x}, \tilde{x}^*)$ with any modulus $\tau \in (0, \lambda)$.

Given a function $f : X \to \mathbb{R} \cup \{+\infty\}$, it is easy to check (taking into account Remark 3.2(i)) that the $q$-order strong subregularity of its epigraphical mapping at $(\tilde{x}, f(\tilde{x}))$ reduces to the property in the next definition.

**Definition 3.12** Let $f : X \to \mathbb{R} \cup \{+\infty\}$. A point $\tilde{x} \in \text{dom } f$ is a $q$-order sharp minimizer of $f$ with modulus $\tau > 0$ if there exists a neighbourhood $U$ of $\tilde{x}$ such that

$$\tau \|x - \tilde{x}\|^q \leq f(x) - f(\tilde{x}) \quad \text{for all} \quad x \in U.$$  

(3.5)

The exact upper bound of all such $\tau > 0$ is denoted by shr$p_q f(\tilde{x})$.

If $\tilde{x}$ is not a $q$-order sharp minimizer of $f$, we have shr$p_q f(\tilde{x}) = 0$.

**Remark 3.13** (i) The property in Definition 3.12 is also known as isolated local minimum with order $q$; cf. [25].

(ii) If $f(\tilde{x}) = 0$ and $\tilde{x}$ is a $q$-order sharp minimizer of $f$, then shr$p_q f(\tilde{x})$ coincides with the $q$-order error bound modulus er$q f(\tilde{x})$ of $f$ at $\tilde{x}$.

The next proposition is a consequence of Propositions 3.4 and 2.8(iii).

**Proposition 3.14** Let $f : X \to \mathbb{R} \cup \{+\infty\}$ and $\tilde{x} \in \text{dom } f$. Then

$$\text{shr}_p f(\tilde{x}) \leq \|f'(\tilde{x}; \cdot)\|_q.$$  

(3.6)

If dim $X < +\infty$, then (3.6) holds as equality.
The following lemma describing Hölder sharp minimizers in terms of the Hölder strong subregularity of the subdifferential mappings is a reformulation of [28, Theorem 4.1] in the convex setting.

**Lemma 3.15** Let $X$ be a Banach space, $f : X \to \mathbb{R} \cup \{+\infty\}$ lower semicontinuous and convex, and $\bar{x} \in \text{dom } f$ be a local minimizer of $f$. Consider the following assertions:

(i) $\bar{x}$ is a $(q + 1)$-order sharp minimizer of $f$ with modulus $\rho > 0$;
(ii) $\partial f$ is $q$-order strongly subregular at $(\bar{x}, 0)$ with modulus $\tau > 0$.

Then (i) $\implies$ (ii) with $\tau := \rho$, and (ii) $\implies$ (i) with $\rho := \frac{q^q}{(q+1)^{q+1}} \tau$. As a consequence, $\bar{x}$ is a $(q + 1)$-order sharp minimizer of $f$ if and only if $\partial f$ is $q$-order strongly subregular at $(\bar{x}, 0)$.

Next we give characterizations of Hölder sharp minimizers in terms of Hölder graphical derivatives of the subdifferential mapping. The theorem below is partially motivated by [1, Corollary 3.7], which provides a characterization of the strong subregularity in terms of the positive-definiteness of the graphical derivative. The modulus estimate in the following theorem is inspired by [21, Theorem 3.6], where a characterization of tilt stability of local minimizers for extended-real-valued functions is derived via the second-order subdifferential.

**Theorem 3.16** Let $X$ be a Banach space, $f : X \to \mathbb{R} \cup \{+\infty\}$ lower semicontinuous and convex, and $\bar{x} \in \text{dom } f$ be a local minimizer of $f$. Consider the following assertions:

(i) $\bar{x}$ is a $(q + 1)$-order sharp minimizer of $f$ with modulus $\rho > 0$;
(ii) $D_q \partial f(\bar{x}, 0)$ is $q$-order positively definite with modulus $\lambda > 0$.

Then (i) $\implies$ (ii) with $\lambda := \rho$. If $\dim X < +\infty$, then, for any $\tau \in (0, \lambda)$, (ii) $\implies$ (i) with $\rho := \frac{q^q}{(q+1)^{q+1}} \tau$. As a consequence, if $\dim X < +\infty$, then $\bar{x}$ is a $(q + 1)$-order sharp minimizer of $f$ if and only if $D_q \partial f(\bar{x}, 0)$ is $q$-order positively definite, and

$$
\frac{q^q}{(q+1)^{q+1}} \|D_q \partial f(\bar{x}, 0)\|_q^q \leq \text{shrp}_{q+1} f(\bar{x}) \leq \|D_q \partial f(\bar{x}, 0)\|_q^q. \quad (3.7)
$$

**Proof** Let (i) hold. Let $u \in X$ and $u^* \in D_q \partial f(\bar{x}, 0)(u)$, i.e., there are sequences $t_k \downarrow 0$ and $(u_k, u_k^*) \to (u, u^*)$ such that $t_k^q u_k^* \in \partial f(\bar{x} + t_k u_k)$ for all $k \in \mathbb{N}$. For all sufficiently large $k$, we have $\rho(t_k \|u_k\|)^{q+1} \leq f(\bar{x} + t_k u_k) - f(\bar{x}) \leq (t_k^q u_k^*, t_k u_k)$, and consequently, $\rho \|u\|^{q+1} \leq \langle u^*, u \rangle$, i.e., $D_q \partial f(\bar{x}, 0)$ is $q$-order positively definite with modulus $\lambda := \rho$.

Let (ii) hold, dim $X < +\infty$, and $\tau \in (0, \lambda)$. By Proposition 3.11, $\partial f$ is $q$-order strongly subregular at $(\bar{x}, 0)$ with modulus $\tau$. By Lemma 3.15, $\bar{x}$ is a $(q + 1)$-order sharp minimizer of $f$ with modulus $\frac{q^q}{(q+1)^{q+1}} \tau$. \hfill \Box

The next example illustrates application of Theorem 3.16 for checking the order of sharp minimizers.

**Example 3.17** Let $f(x) = x^{2n}$ for some integer $n > 0$ and all $x \in \mathbb{R}$, and $\bar{x} = 0$. Thus, $f'(x) = x^{2n-1}$ for all $x \in \mathbb{R}$ and, by definition (2.4), $y \in D_q \partial f(0, 0)(x)$ if and only if there exist sequences $(x_k, y_k) \to (x, y)$ and $t_k \downarrow 0$ such that $y_k = t_k^{2n-1-q} x_k^{2n-1}$ for all $k \in \mathbb{N}$, or equivalently, $y = \lim_{k \to \infty} t_k^{2n-1-q} x_k^{2n-1}$. Thus, there are three distinct possibilities.
0 < q < 2n - 1. \( D_q \partial f (0, 0)(x) = \{0\} \) for all \( x \in \mathbb{R} \). Thus, \( yx = 0 \) for all \( (x, y) \in \text{gph} \ D_q \partial f (0, 0) \), i.e. \( D_q \partial f (0, 0) \) is not \( q \)-order positively definite. By Theorem 3.16, 0 is not a \((q + 1)\)-order sharp minimizer of \( f \).

\( q = 2n - 1 \). \( D_q \partial f (0, 0)(x) = \{x^{2n-1}\} \) for all \( x \in \mathbb{R} \). Thus, \( yx = x^{2n} = |x|^{2n} \) for all \( (x, y) \in \text{gph} \ D_q \partial f (0, 0) \), i.e. \( D_q \partial f (0, 0) \) is \((2n - 1)\)-order positively definite with any modulus \( \lambda \in (0, 1) \), and \( \|D_q \partial f (0, 0)\|_*^p = 1 \). By Theorem 3.16, 0 is a \( 2n \)-order sharp minimizer of \( f \), and \( \frac{(2n-1)^{2n-1}}{2^{2n}} \leq \text{shrp}_{2n} f (0) \leq 1 \).

\( q > 2n - 1 \). \( D_q \partial f (0, 0)(0) = \{0\} \), and \( D_q \partial f (0, 0)(x) = \emptyset \) for all \( x \neq 0 \). Thus, \( yx = 0 \) for all \( (x, y) \in \text{gph} \ D_q \partial f (0, 0) \), i.e. \( D_q \partial f (0, 0) \) is not \( q \)-order positively definite. By Theorem 3.16, 0 is not a \((q + 1)\)-order sharp minimizer of \( f \).

Of course, in this simple example, the same conclusions can be obtained directly from Definition 3.12. Moreover, \( \text{shrp}_{2n} f (0) = 1 \), i.e. the lower estimate in (3.7) is not sharp.

Comparing the statements of Proposition 3.11, Lemma 3.15 and Theorem 3.16, we arrive at the following corollary, which provides an important special case when the implication in Proposition 3.11 holds as equivalence.

**Corollary 3.18** Let \( \dim X < +\infty \), \( f : X \rightarrow \mathbb{R} \cup \{+\infty\} \) be lower semicontinuous and convex, and \( \bar{x} \in \text{dom} \ f \) be a local minimizer of \( f \). Then \( D_q \partial f (\bar{x}, 0) \) is \( q \)-order positively definite if and only if \( \partial f \) is \( q \)-order strongly subregular at \((\bar{x}, 0)\), and

\[
\|D_q \partial f (\bar{x}, 0)\|_*^p \leq \text{srg}_q f (\bar{x}, 0) \leq \frac{(q + 1)^q + 1}{q^q} \|D_q \partial f (\bar{x}, 0)\|_*^q.
\]

### 4 \( q \)-Order Isolated Calmness in Linear Semi-infinite Optimization

In this section, we consider a canonically perturbed linear semi-infinite optimization problem:

\[
P(c, b) : \begin{array}{ll}
\text{minimize} & \langle c, x \rangle \\
\text{subject to} & \langle a_t, x \rangle \leq b_t, \ t \in T,
\end{array}
\]

where \( x \in \mathbb{R}^n \) is the vector of variables, \( c \in \mathbb{R}^n \), \( \langle \cdot, \cdot \rangle \) represents the usual inner product in \( \mathbb{R}^n \), \( T \) is a compact Hausdorff space, and the function \( t \mapsto (a_t, b_t) \) is continuous on \( T \). In this setting, the pair \((c, b)\) \( \in \mathbb{R}^n \times C(T, \mathbb{R}) \) is regarded as the perturbation parameter. The parameter space \( \mathbb{R}^n \times C(T, \mathbb{R}) \) is endowed with the uniform convergence topology through the maximum norm \( \|(c, b)\| := \max\{||c||, ||b||_\infty\} \), where \( || \cdot || \) is the Euclidean norm in \( \mathbb{R}^n \) and \( ||b||_\infty := \max_{t \in T} |b_t| \).

The feasible set and solution mappings corresponding to the above problem are defined, respectively, by

\[
\mathcal{F}(b) := \{x \in \mathbb{R}^n | \langle a_t, x \rangle \leq b_t, \ t \in T\}, \quad b \in C(T, \mathbb{R}), \quad (4.1)
\]

\[
\mathcal{S}(c, b) := \{x \in \mathcal{F}(b) | x \text{ solves } P(c, b)\}, \quad (c, b) \in \mathbb{R}^n \times C(T, \mathbb{R}). \quad (4.2)
\]

From now on, we assume a point \((\bar{c}, \bar{b}, \bar{x}) \in \text{gph} \mathcal{S} \) to be given. We are going to consider also the partial solution mapping \( \mathcal{S}_\bar{c} : C(T, \mathbb{R}) \Rightarrow \mathbb{R}^n \) given by \( \mathcal{S}_\bar{c}(b) = \mathcal{S}(\bar{c}, b) \) and the level set mapping

\[
\mathcal{L}(\alpha, b) := \{x \in \mathcal{F}(b) | \langle \bar{c}, x \rangle \leq \alpha\}, \quad (\alpha, b) \in \mathbb{R} \times C(T, \mathbb{R}),
\]

\( \mathbb{C} \) Springer
and employ the following convex and continuous function:

\[
f(x) := \max\{\langle \bar{c}, x - \bar{x} \rangle, \max_{i \in I} \langle a_i, x - \bar{b}_i \rangle\}, \quad x \in \mathbb{R}^n.
\] (4.3)

Observe that \( f(\bar{x}) = 0 \), and

\[
S(\bar{c}, \bar{b}) = \{ f = 0 \} = \{ f \leq 0 \} = \mathcal{L}(\bar{c}, \bar{x}, \bar{b}).
\] (4.4)

The problem \( P(\bar{c}, \bar{b}) \) satisfies the Slater condition if there exists a point \( \hat{x} \in \mathbb{R}^n \) such that \( \langle a_i, \hat{x} \rangle < b_i \) for all \( i \in T \). The set of active indices at \( x \in \mathcal{F}(\bar{b}) \) is defined by \( T_\bar{b}(x) := \{ i \in T \mid \langle a_i, x \rangle = b_i \} \).

The following lemma is an analogue of [19, Proposition 4.5].

**Lemma 4.1** Suppose that \( P(\bar{c}, \bar{b}) \) satisfies the Slater condition, and \( S(\bar{c}, \bar{b}) = \{ \bar{x} \} \). If \( \mathcal{L} \) does not possess \( q \)-order isolated calmness property at \( (((\bar{c}, \bar{x}), \bar{b}), \bar{x}) \in gph(\mathcal{L}) \), then there exist a sequence \( \{ (b_k, x_k) \} \subset gph(\mathcal{F}) \) such that \( x_k \neq \bar{x} \) for all \( k \in \mathbb{N} \), and

\[
\lim_{k \to +\infty} (b_k, x_k) = (\bar{b}, \bar{x}), \quad \lim_{k \to +\infty} \frac{\|b_k - \bar{b}\|_{\infty}}{\|x_k - \bar{x}\|^q} = 0,
\]

a finite subset \( T_0 \subset \cap_{k \in \mathbb{N}} T_{b_k}(x_k) \), and positive scalars \( \gamma_t \), \( t \in T_0 \), satisfying

\[
-\bar{c} \in \sum_{t \in T_0} \gamma_t a_t.
\] (4.5)

**Theorem 4.2** Suppose that \( P(\bar{c}, \bar{b}) \) satisfies the Slater condition. Consider the following assertions:

(i) \( S \) possesses \( q \)-order isolated calmness property at \( (((\bar{c}, \bar{b}), \bar{x}) \);
(ii) \( S_\bar{c} \) possesses \( q \)-order isolated calmness property at \( (\bar{b}, \bar{x}) \);
(iii) \( \mathcal{L} \) possesses \( q \)-order isolated calmness property at \( (((\bar{c}, \bar{x}), \bar{b}), \bar{x}) \);
(iv) \( \bar{x} \) is a \( q \)-order sharp minimizer of \( f \);
(v) \( \|f_{\bar{c}}(\bar{x}; \cdot)\|_q > 0 \);
(vi) \( \|D_{\frac{1}{q}} S_\bar{c}(\bar{b}, \bar{x})\|_{\frac{1}{q}}^+ < +\infty \).

Then (i) \( \iff \) (ii) \( \iff \) (iii) \( \iff \) (iv) \( \iff \) (v) \( \iff \) (vi). If \( T \) is finite, then all the assertions are equivalent, and

\[
clm_q S_\bar{c}(\bar{b}, \bar{x}) = \left( \|D_{\frac{1}{q}} S_\bar{c}(\bar{b}, \bar{x})\|_{\frac{1}{q}}^+ \right)^{-q}.
\] (4.6)

If \( q > 1 \), then assertions (i)–(v) are equivalent to the next one:

(vii) \( D_{q-1} \partial f(\bar{x}, 0) \) is \( (q - 1) \)-order positively definite.

**Proof** (i) \( \Rightarrow \) (ii) is immediate from Definition 3.1(ii) in view of the definition of \( S_\bar{c} \).

(ii) \( \Rightarrow \) (iii). Suppose that \( \mathcal{L} \) does not possess \( q \)-order isolated calmness property at \( (((\bar{c}, \bar{x}), \bar{b}), \bar{x}) \). To reach a contradiction with (ii), it suffices to show that, for the sequence \( \{ (b_k, x_k) \} \subset gph(\mathcal{F}) \) in Lemma 4.1, it holds \( x_k \in S_\bar{c}(b_k), k \in \mathbb{N} \), which readily follows from the KKT conditions (4.5) (by continuity, it is not restrictive to assume that \( P(\bar{c}, b_k) \) satisfies the Slater condition).

(iii) \( \iff \) (iv) follows from comparing Definitions 3.1(ii) and 3.12 in view of (4.3) and (4.4).
By [19, Lemma 4.2] (with \( f \equiv 0 \)), there exist a number \( M > 0 \) and neighbourhoods \( U \) of \( \bar{x} \) and \( V \) of \( (\bar{c}, \bar{b}) \) such that

\[-c \in [0, M] \text{ co } \{a_t, \ t \in T_b(x)\} \quad \text{for all } (c, b) \in V \text{ and } x \in S(c, b) \cap U, \tag{4.7}\]

where ‘co’ stands for the convex hull. Let \( \bar{x} \) be a \( q \)-order sharp minimizer of \( f \). By Definition 3.12, condition (3.5) holds with some number \( \tau > 0 \) and a smaller neighbourhood \( U \) if necessary. Without loss of generality, we assume that \( M > 1 \), and \( U \) is bounded:

\[\|x - \bar{x}\| < \delta \quad \text{for some } \delta > 0 \text{ and all } x \in U.\]

Let \( (c, b) \in V \) and \( x \in S(c, b) \cap U \). By (4.7),

\[-c = \sum_{t \in T_b(x)} \eta_t a_t, \tag{4.8}\]

for some \( \eta_t \geq 0, t \in T_b(x) \), satisfying \( \sum_{t \in T_b(x)} \eta_t \leq M \) and only finitely many being positive. Hence, in view of representation (4.8), and definitions (4.1) and (4.2),

\[\langle c, x - \bar{x} \rangle = - \sum_{t \in T_b(x)} \eta_t \langle a_t, x - \bar{x} \rangle \leq \sum_{t \in T_b(x)} \eta_t (\bar{b}_t - b_t) \leq M \|b - \bar{b}\|_{\infty},\]

Recalling definition (4.3) and the fact that \( f(\bar{x}) = 0 \), we have

\[
\tau \|x - \bar{x}\|^q \leq f(x) \leq \max\{\langle \bar{c}, x - \bar{x} \rangle, \max_{t \in T} (b_t - \bar{b}_t)\} \\
\leq \max\{\langle c - \bar{c}, x - \bar{x} \rangle + \|c - \bar{c}\| \|x - \bar{x}\|, \|b - \bar{b}\|_{\infty}\} \\
\leq \max\{M \|b - \bar{b}\|_{\infty} + \delta \|c - \bar{c}\|, \|b - \bar{b}\|_{\infty}\} \\
\leq (M + \delta) \|x - \bar{x} - (\bar{c}, \bar{b})\|.
\]

By Definition 3.1(ii), \( S \) possesses \( q \)-order isolated calmness property at \( ((\bar{c}, \bar{b}), \bar{x}) \). (iv) \(\Leftrightarrow\) (v) is immediate from Proposition 3.14. (ii) \(\Rightarrow\) (vi) and the opposite implication when \( T \) is finite, together with the equality (4.6) follow from Corollaries 3.8 and 3.9. It suffices to notice that, when \( T \) is finite, the parameter space \( C(T, \mathbb{R}) \) is finite-dimensional. When \( q > 1 \), the equivalence (iv) \(\Leftrightarrow\) (vii) is a consequence of Theorem 3.16.

\[\square\]

**Remark 4.3** Implication (iii) \(\Rightarrow\) (i) in Theorem 4.2 is a consequence of [16, Corollary 3] and the fact that, under the Slater condition, \( F \) is calm and Lipschitz lower semicontinuous.

In the case \( q \geq 1 \), implication (iv) \(\Rightarrow\) (i) is a special case of [14, Theorem 2.2]. For the semi-infinite optimization model \( P(c, b) \), this implication was explicitly given, e.g., in [15, Proposition 4.2]. Indeed, \( \bar{x} \) is a \( q \)-order sharp minimizer of \( f \), then, using the notation of Definition 3.1, one has in particular

\[\tau \|x - \bar{x}\|^q \leq \langle c, x - \bar{x} \rangle, \quad \text{for all } x \in F(\bar{b}) \cap U,\]

i.e., \( \bar{x} \) is a strict local minimizer of \( P(\bar{c}, \bar{b}) \) in the sense of [15]. Since the Slater condition is equivalent to the extended Mangasarian-Fromovitz CQ (for this equivalence in relation to the linear SIP problem \( P(c, b) \) see, e.g., [10, Theorem 6.1] and [4, Theorem 2.1]), [15, Proposition 4.2] applies and gives (in particular) that \( S \) possesses the \( q \)-order isolated calmness property at \( ((\bar{c}, \bar{b}), \bar{x}) \).

Next we recall the Extended Nürnberger Condition (ENC, in brief) [6, Definition 2.1].
**Definition 4.4** ENC is satisfied at \((\tilde{c}, \tilde{b}), \bar{x}\) when \(P(\tilde{c}, \tilde{b})\) satisfies the Slater condition, and there is no subset \(D \subset T_{\bar{x}}\) with \(|D| < n\) such that \(-\tilde{c}\) is in \(\{a_t, t \in D\}\).

The following lemma is [6, Theorem 2.1 and Lemma 3.1]).

**Lemma 4.5** Suppose that ENC is satisfied at \((\tilde{c}, \tilde{b}), \bar{x}\). Then

(i) \(\mathcal{S}\) is single valued and Lipschitz continuous in a neighbourhood of \((\tilde{c}, \tilde{b})\);

(ii) if a sequence \(\{((c_k, b_k), x_k)\} \subset \text{gph} \mathcal{S}\) converges to \((\tilde{c}, \tilde{b}), \bar{x}\), then \((b_k, x_k) \in \text{gph} \mathcal{S}_c\) for all \(k\) large enough.

Thanks to Lemma 4.5, we can show that the parameter \(c\) can be considered fixed in our analysis, provided that ENC holds at \((\tilde{c}, \tilde{b}), \bar{x}\).

**Theorem 4.6** If ENC is satisfied at \((\tilde{c}, \tilde{b}), \bar{x}\), then \(\text{clm}_q \mathcal{S}((\tilde{c}, \tilde{b}), \bar{x}) = \text{clm}_q \mathcal{S}_c(\tilde{b}, \bar{x})\).

**Proof** It obviously holds \(\text{clm}_q \mathcal{S}_c(\tilde{b}, \bar{x}) \geq \text{clm}_q \mathcal{S}((\tilde{c}, \tilde{b}), \bar{x})\), and we need to show the opposite inequality. If \(\text{clm}_q \mathcal{S}((\tilde{c}, \tilde{b}), \bar{x}) = +\infty\), there is nothing to prove. Let \(\text{clm}_q \mathcal{S}((\tilde{c}, \tilde{b}), \bar{x}) < +\infty\). Then

\[
\text{clm}_q \mathcal{S}((\tilde{c}, \tilde{b}), \bar{x}) = \lim_{k \to +\infty} \frac{\|(c_k, b_k) - (\tilde{c}, \tilde{b})\|}{\|x_k - \bar{x}\|}^{\frac{1}{q}}
\]

for some sequence \(\{((c_k, b_k), x_k)\} \subset \text{gph} \mathcal{S}\) such that \(\{(c_k, b_k), x_k\} \to ((\tilde{c}, \tilde{b}), \bar{x})\) and \(x_k \neq \bar{x}\) for all \(k \in \mathbb{N}\). If ENC is satisfied at \((\tilde{c}, \tilde{b}), \bar{x}\), then, by Lemma 4.5, \((b_k, x_k) \in \text{gph} \mathcal{S}_c\) for all \(k\) large enough. Hence,

\[
\text{clm}_q \mathcal{S}((\tilde{c}, \tilde{b}), \bar{x}) \geq \lim_{k \to +\infty} \frac{\|b_k - \bar{b}\|}{\|x_k - \bar{x}\|^{\frac{1}{q}}} \geq \text{clm}_q \mathcal{S}_c(\tilde{b}, \bar{x}).
\]

This completes the proof. \(\square\)

**Example 4.7** Consider the linear semi-infinite optimization problem in \(\mathbb{R}^2\):

\[
P(c, b) : \text{ minimize } c_1 x_1 + c_2 x_2
\]

subject to \((\cos t) x_1 + (\sin t) x_2 \leq b_t, \ t \in [0, 2\pi]\).

Let \(\tilde{c} := (1, 0)\) and \(\tilde{b}_t := 1, \ \text{for all } t \in [0, 2\pi]\). It is easy to check that \(\bar{x} := (-1, 0)\) is the unique solution of \(P(\tilde{c}, \tilde{b})\). It obviously satisfies the Slater condition. We are going to use condition (v) in Theorem 4.2 to check the isolated calmness property of the solution mapping \(\mathcal{S}\) of \(P(\tilde{c}, \tilde{b})\). The function \((4.3)\) takes the form

\[
f(x) = \max \left\{ x_1 + 1, \sqrt{x_1^2 + x_2^2} - 1 \right\}, \quad x = (x_1, x_2) \in \mathbb{R}^2.
\]

Obviously, \(f(\bar{x}) = 0\) and, for any \(x = (x_1, x_2) \in \mathbb{R}^2\) and \(t > 0\), we have

\[
f(\bar{x} + tx) = \max \left\{ tx_1, \sqrt{(tx_1 - 1)^2 + (tx_2)^2} - 1 \right\}
\]

\[
= t \max \left\{ x_1, \frac{-2x_1 + t(x_1^2 + x_2^2)}{\sqrt{(tx_1 - 1)^2 + (tx_2)^2} + 1} \right\}.
\]
Thus,
\[
   f'_q(\tilde{x}; x) = \liminf_{u_1, u_2 \to (x_1, x_2), t \downarrow 0} t^{1-q} \max \left\{ u_1, -u_1 + \frac{t(u_1^2 + u_2^2)}{2} \right\} \geq 0. \tag{4.9}
\]
If \( x_1 = 0 \) and \( q < 2 \), then, by (4.9),
\[
   f'_q(\tilde{x}; x) = \liminf_{u_1 \to 0, t \downarrow 0} t^{1-q} |u_1| = 0,
\]
and consequently, \( \| f'_q(\tilde{x}; \cdot) \|_q = 0 \). Thus, by Theorem 4.2, \( S \) does not possess \( q \)-order isolated calmness property at \((\bar{c}, \bar{b}), \bar{x})\) when \( q < 2 \). With \( q = 1 \), this fact was established in [5]. Similarly, if \( x_1 = 0 \) and \( q = 2 \), then
\[
   f'_2(\tilde{x}; x) = \liminf_{u_1 \to 0, t \downarrow 0} \max \left\{ \frac{u_1}{t}, -\frac{u_1}{t} + \frac{x_2^2}{2} \right\} = \inf_{\alpha \in \mathbb{R}} \max \left\{ \alpha, -\alpha + \frac{x_2^2}{2} \right\} = \frac{x_2^2}{4}.\]
Finally, if \( x_1 \neq 0 \), it follows from (4.9) that
\[
   f'_2(\tilde{x}; x) = \lim_{t \downarrow 0} t^{-1} |x_1| = +\infty.\]
Hence, \( \| f'_2(\tilde{x}; \cdot) \|_2 = \frac{1}{4} > 0 \) and, by Theorem 4.2, \( S \) possesses 2-order isolated calmness property at \((\bar{c}, \bar{b}), \bar{x})\).

## 5 \( q \)-Order Sharp Minimizers of \( \ell_p \) Penalty Functions

In this section, we consider an inequality constrained optimization problem
\[
\begin{align*}
   \text{minimize} & \quad f(x) \\
   \text{subject to} & \quad g_i(x) \leq 0, \quad i \in I := \{1, \ldots, m\}, \tag{5.1}
\end{align*}
\]
where \( f, g_i : \mathbb{R}^n \to \mathbb{R} \cup \{+\infty\}, \ i \in I \). Given numbers \( p > 0 \) and \( r > 0 \), the \( l_p \) penalty optimization problem corresponding to (5.1) can be defined as follows:
\[
   \text{minimize} \quad \ell_p(x) := f(x) + r \sum_{i=1}^{m} (g_i^+(x))^p, \tag{5.2}
\]
where \( g_i^+(x) := \max\{0, g_i(x)\}, \ i \in I \).

By virtue of the optimal value function, relations between local minimizers of (5.1) and (5.2) were given in [11, 24]. Below \( q \)-order Hadamard directional subderivatives are used to identify \( q \)-order sharp minimizers of the penalty problem (5.2).

By Propositions 3.14 and 2.8(iv), a point \( \tilde{x} \in \cap_{i=1}^{m} \text{dom} g_i \cap \text{dom} f \) is a \( q \)-order sharp minimizer of (5.2) if and only if
\[
   (\ell_p)'_q(\tilde{x}; x) > 0 \quad \text{for all} \quad x \neq 0. \tag{5.3}
\]
Define
\[
   I(\tilde{x}) = \{ i \in I \mid g_i(\tilde{x}) = 0 \},
\]
\[
   K^*(\tilde{x}) = \{ x \in \mathbb{R}^n \mid \|x\| = 1, f'_q(\tilde{x}; x) \leq 0 \},
\]
\[
   a(\tilde{x}) = \min \left\{ \sum_{i \in I(\tilde{x})} \left( (g_i^+)_q/p(\tilde{x}; x) \right)^p \mid x \in K^*(\tilde{x}) \right\},
\]
\[
   b(\tilde{x}) = \min \{ f'_q(\tilde{x}; x) \mid \|x\| = 1 \}.
\]
**Theorem 5.1** (i) Suppose that $f_q'(\bar{x}; \cdot)$ is proper and

$$ f_q'(\bar{x}; x) > 0 \quad \text{for all} \quad x \neq 0 \text{ with } (g_i^+)'_{q/p}(\bar{x}; x) = 0, \quad i \in I(\bar{x}). \tag{5.4} $$

Then $\bar{x}$ is a $q$-order sharp minimizer of $(5.2)$ for all $r > \rho_0$, where

$$ \rho_0 := \begin{cases} -b(\bar{x})/a(\bar{x}), & \text{if } K^*(\bar{x}) \neq \emptyset, \\ 0, & \text{otherwise}. \end{cases} $$

(ii) Suppose that $f$ is $q$-order Hadamard directionally differentiable at $\bar{x}$, $m = 1$ and $\bar{x}$ is a $q$-order sharp minimizer of $(5.2)$ for some $r > 0$. Then $(5.4)$ holds.

**Proof**

(i) If $K^*(\bar{x}) \neq \emptyset$, then $a(\bar{x}) > 0$ and $b(\bar{x}) \leq 0$. Therefore $\rho_0$ is well defined and nonnegative. Let $r > \rho_0$. Let $x \neq 0$. As $(\ell_p)'(\bar{x}; \cdot)$ is positively homogeneous, without loss of generality, we assume that $\|x\| = 1$. Obviously, $(g_i^+)'_{q/p}(\bar{x}; x) \geq 0$ for all $i \in I$. It is easy to show that

$$ ([g_i^+]_q)'(\bar{x}; x) = \left[ (g_i^+)'_{q/p}(\bar{x}; x) \right]^p \quad \text{for all} \quad i \in I(\bar{x}). $$

Since $f_q'(\bar{x}; \cdot)$ is proper, it follows that

$$ (\ell_p)'_{q/p}(\bar{x}; x) \geq f_q'(\bar{x}; x) + r \sum_{i \in I(\bar{x})} \left[ (g_i^+)'_{q/p}(\bar{x}; x) \right]^p. \tag{5.5} $$

If $x \notin K^*(\bar{x})$, we have $f_q'(\bar{x}; x) > 0$, and consequently, $(\ell_p)'_{q/p}(\bar{x}; x) > 0$. If $x \in K^*(\bar{x})$, then $b(\bar{x}) \leq 0$. So, by definitions of $\rho_0$ and $a(\bar{x})$, we have

$$ r \sum_{i \in I(\bar{x})} \left[ (g_i^+)'_{q/p}(\bar{x}; x) \right]^p > -b(\bar{x}), $$

and thus it follows from $(5.5)$ that

$$ (\ell_p)'_{q/p}(\bar{x}; x) > f_q'(\bar{x}; x) - b(\bar{x}) \geq 0. $$

So, by $(5.3)$, $\bar{x}$ is a $q$-order sharp minimizer for $(5.2)$.

(ii) It follows from Corollary 2.9 that $(5.5)$ holds as equality. The conclusion is verified by Propositions 3.14 and 2.8(iv).

Condition $(5.4)$ in Theorem 5.1 uses $(g_i^+)'_{q/p}(\bar{x}; \cdot)$, which allows the treatment of $q$-order sharp minimizers of rather general penalty functions. When $p = q = 1$, Theorem 5.1(i) is a consequence of [26, Theorem 4.1].

Furthermore, for all $i \in I(\bar{x})$, $u \in \mathbb{R}^n$ and $t > 0$, we obviously have

$$ g_i^+ (x + tu) - g_i^+(\bar{x}) = \frac{g_i^+ (x + tu)}{t^{q/p}} = \max \{ 0, g_i(\bar{x} + tu) \} $$

$$ = \max \left\{ 0, \frac{g_i(\bar{x} + tu)}{t^{q/p}} \right\} = \max \left\{ 0, \frac{g_i(\bar{x} + tu) - g_i(\bar{x})}{t^{q/p}} \right\}. $$

Hence, if $g_i$ (for $i \in I(\bar{x})$) is $(q/p)$-order Hadamard directionally differentiable at $\bar{x}$, then so is $g_i^+$, and

$$ (g_i^+)'_{q/p}(\bar{x}; x) = \max \{ 0, (g_i)'_{q/p}(\bar{x}; x) \} $$

for all $x \in \mathbb{R}^n$. Therefore, if all $g_i$ (for $i \in I(\bar{x})$) are $(q/p)$-order Hadamard directionally differentiable at $\bar{x}$, then $(5.4)$ is equivalent to the following condition:

$$ f_q'(\bar{x}; x) > 0 \quad \text{for all} \quad x \neq 0 \text{ with } (g_i)'_{q/p}(\bar{x}; x) \leq 0, \quad i \in I(\bar{x}). $$
The following simple example shows the calculation of the exact upper bound of the 1-order sharp minimizer of the penalty problem (5.2).

**Example 5.2** Consider the following problem on $\mathbb{R}$:

$$\minimize x \quad \text{subject to } x^2 \leq 0,$$

where $s > 0$. Obviously $\bar{x} = 0$ is a minimizer of this problem. With any $p > 0$, we have

$$\text{shr}_p 1 (0) = \begin{cases} +\infty, & \text{if } sp < 1/2, \\ r + 1, & \text{if } sp = 1/2, \\ 0, & \text{otherwise.} \end{cases}$$

**Acknowledgements** The authors wish to thank the referees and the handling editor for their careful reading of the manuscript and valuable comments and suggestions, particularly concerning the references. The very constructive referee reports have helped us improve the presentation.

**Funding** Open Access funding provided thanks to the CRUE-CSIC agreement with Springer Nature.

**Open Access** This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

**References**

1. Aragón Artacho, F.J., Geoffroy, M.H.: Metric subregularity of the convex subdifferential in Banach spaces. J. Nonlinear Convex Anal. 15(1), 35–47 (2014)
2. Aubin, J.P., Ekeland, I.: Applied Nonlinear Analysis. Wiley, New York (1984)
3. Aubin, J.P., Frankowska, H.: Set-Valued Analysis. Birkhäuser Boston Inc., Boston (1990)
4. Cánovas, M.J., Dontchev, A.L., López, M.A., Parra, J.: Metric regularity of semi-infinite constraint systems. Math. Program. Ser. B 104(2–3), 329–346 (2005). https://doi.org/10.1007/s10107-005-0618-z
5. Cánovas, M.J., Dontchev, A.L., López, M.A., Parra, J.: Isolated calmness of solution mappings in convex semi-infinite optimization. J. Math. Anal. Appl. 350(2), 829–837 (2009). https://doi.org/10.1016/j.jmaa.2008.08.005
6. Cánovas, M.J., Hantoute, A., López, M.A., Parra, J.: Stability of indices in the KKT conditions and metric regularity in convex semi-infinite optimization. J. Optim. Theory Appl. 139(3), 485–500 (2008). https://doi.org/10.1007/s10957-008-9407-1
7. Chuong, T.D., Kim, D.S.: Hölder-like property and metric regularity of a positive-order for implicit multifunctions. Math. Oper. Res. 41(2), 596–611 (2016). https://doi.org/10.1287/moor.2015.0741
8. Dontchev, A.L., Rockafellar, R.T.: Implicit Functions and Solution Mappings. A View from Variational Analysis, 2nd edn. Springer Series in Operations Research and Financial Engineering. Springer, New York (2014). https://doi.org/10.1007/978-1-4939-1037-3
9. Gaydu, M., Geoffroy, M.H., Jean-Alexis, C.: Metric subregularity of order $q$ and the solving of inclusions. Cent. Eur. J. Math. 9(1), 147–161 (2011). https://doi.org/10.2478/s11533-010-0087-3
10. Goberna, M.A., López, M.A.: A comprehensive survey of linear semi-infinite optimization theory. In: Semi-infinite Programming, Nonconvex Optimization and Its Applications, vol. 25, pp. 3–27. Kluwer Academic Publishers, Boston (1998). https://doi.org/10.1007/978-1-4757-2868-2_1
11. Huang, X.X., Yang, X.Q.: A unified augmented Lagrangian approach to duality and exact penalization. Math. Oper. Res. 28(3), 533–552 (2003). https://doi.org/10.1287/moor.28.3.533.16395
12. Ioffe, A.D.: Variational Analysis of Regular Mappings. Theory and Applications. Springer Monographs in Mathematics. Springer, Heidelberg (2017). https://doi.org/10.1007/978-3-319-64277-2
13. Khan, A.A., Tammer, C., Zălinescu, C.: Set-Valued Optimization: an Introduction with Applications. Vector Optimization. Springer, Heidelberg (2015). https://doi.org/10.1007/978-3-642-54265-7
14. Klatte, D.: On quantitative stability for non-isolated minima. Control Cybern. 23(1–2), 183–200 (1994)
15. Klatte, D., Henrion, R.: Regularity and stability in nonlinear semi-infinite optimization. In: Semi-infinite Programming, Nonconvex Optimization and Its Applications, vol. 25, pp. 69–102. Kluwer Academic Publishers, Boston (1998). https://doi.org/10.1007/978-1-4757-2868-2_3
16. Klatte, D., Kummer, B.: On Hölder calmness of minimizing sets. Optimization. https://doi.org/10.1080/02331934.2021.1914038 (2021)
17. Klatte, D., Kummer, B.: Nonsmooth Equations in Optimization. Regularity, Calculus, Methods and Applications. Nonconvex Optimization and Its Applications, vol. 60. Kluwer Academic Publishers, Dordrecht (2002)
18. Klatte, D., Kummer, B.: Constrained minima and Lipschitzian penalties in metric spaces. SIAM J. Optim. 13(2), 619–633 (2002)
19. Kruger, A.Y., López, M.A., Yang, X., Zhu, J.: Hölder error bounds and Hölder calmness with applications to convex semi-infinite optimization. Set-Valued Var. Anal. 27(4), 995–1023 (2019). https://doi.org/10.1007/s11228-019-0504-0
20. Kummer, B.: Inclusions in general spaces: Hölder stability, solution schemes and Ekeland’s principle. J. Math. Anal. Appl. 358(2), 327–344 (2009). https://doi.org/10.1016/j.jmaa.2009.04.060
21. Mordukhovich, B.S., Nghia, T.T.A.: Second-order characterizations of tilt stability with applications to nonlinear programming. Math. Program. Ser. A 149, 83–104 (2015)
22. Penot, J.P.: Calcul sous-différentiel et optimisation. J. Funct. Anal. 27(2), 248–276 (1978). https://doi.org/10.1016/0022-1236(78)90030-7
23. Rockafellar, R.T., Wets, R.J.B.: Variational Analysis. Springer, Berlin (1998)
24. Rubinov, A., Yang, X.: Lagrange-Type Functions in Constrained Non-convex Optimization. Applied Optimization, vol. 85. Kluwer Academic Publishers, Boston (2003). https://doi.org/10.1007/978-1-4419-9172-0
25. Studniarski, M.: Necessary and sufficient conditions for isolated local minima of nonsmooth functions. SIAM J. Control Optim. 24(5), 1044–1049 (1986). https://doi.org/10.1137/0324061
26. Studniarski, M., Ward, D.E.: Weak sharp minima: characterizations and sufficient conditions. SIAM J. Control Optim. 38(1), 219–236 (1999)
27. Sun, X.K., Li, S.J.: Lower Studniarski derivative of the perturbation map in parametrized vector optimization. Optim. Lett. 5(4), 601–614 (2011). https://doi.org/10.1007/s11590-010-0223-9
28. Zheng, X.Y., Ng, K.F.: Hölder stable minimizers, tilt stability, and Hölder metric regularity of subdifferentials. SIAM J. Optim. 25(1), 416–438 (2015). https://doi.org/10.1137/140959845
29. Zheng, X.Y., Zhu, J.: Generalized metric subregularity and regularity with respect to an admissible function. SIAM J. Optim. 26(1), 535–563 (2016). https://doi.org/10.1137/15M1016345

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.