Calculation models for the dispersed composition integral functions approximation of the dust in the air
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Abstract. The danger of the small dust particles’ influence with sizes PM10 and PM2.5 is indicated. Computational models for approximating the integral functions of the dispersed dust composition are presented. The optimal planning problem is solved under the conditions of the Gauss-Markov theorem for determining the regression coefficients and a set of functions of a two-link and three-link spline.

1. The dust dispersed composition analysis
Numerous studies show that the dustiness of the working zone and atmospheric air, depending on the equipment condition, the nature of production operations, varies widely. The greatest danger is represented by the dust particles of small sizes PM10 and PM2.5, which can penetrate the human body [1, 2]. Thus, for an objective assessment of the danger to human health in the air of the working and the sanitary protection zone, it is necessary to know the percentage of particles with extremely small sizes. To do this, the research on the dispersed composition of the dust released from equipment in aspiration systems and the air in the working zone at various enterprises has been carried out [3].

To assess the dust particles’ size, and therefore, to select the most efficient dust collecting equipment, its adjustment and proper operation, a complex of dust measurements is carried out. In this complex, the analysis of the dust dispersed composition is most important [4].

For greater clarity and convenience of analysis, the mass distribution of particle sizes is represented graphically – Figure 1 [5, 6]. In this case, the laws of particle distribution are characterized by the integral distribution curves, but the dispersed composition of dust cannot be described in the probabilistic-logarithmic coordinates of one straight line, i.e. the log-normal law.

When analyzing the dust dispersed composition, a large scatter of data is often obtained. To assess the values of PM10 and PM2.5, it is important to approximate the results of the field studies.

For this, two options are proposed for approximating the experimental values of the integral function of the particle mass distribution over diameters, presented in the probability-logarithmic grid of the curve:
- using a two-link spline consisting of two functions - linear and nonlinear (hyperbolic) [7, 8];
- using a three-link spline, consisting of three functions: linear, parabola and hyperbola [9, 10].
2. **Two-spline approximation**

The use of a two-link spline approximation is due to the dust particles with a diameter of more than 10 microns.

For the graphical representation of the dust dispersed composition studies results the two-link spline is used, the range of values of all particle sizes $\delta$ is divided into two sections: the first section $x \leq x_{\text{nod}.1}$, the second section $x_{\text{nod}.1} \leq x < x_{\text{nod}.2}$ (Figure 2).

![Figure 2. The dispersed dust composition integral distribution function approximation by the two-link spline: 1 - linear function; 2 - nonlinear function; 3 - tangent.](image)

The function $y = \text{inverf}(x)$ is inverse to the probability integral function [11, 12]. So, the function $D(\delta)$ will be presented as (1):
The function by an increasing hyperbolic function having a vertical asymptote is approximated on 

\[ [x_{\text{nod}1}, x_{\text{nod}2}] \] at the location \( x_{\text{nod}2} = \log x_{\text{nod}2} \):

\[
y_2 = a_2 + \frac{a_3}{x_{\text{nod}2} - x}.
\]  

(3)

For the optimal curve matching \( y_1 \) and \( y_2 \) are set on the plots \( [0, x_{\text{nod}1}] \) and \( [x_{\text{nod}1}, x_{\text{nod}2}] \), we assume the equality \( Y_1(x_{\text{nod}1}) = Y_2(x_{\text{nod}2}) \), namely:

\[
\frac{d}{dx} Y_1(x) \bigg|_{x=x_{\text{nod}1}} = \frac{d}{dx} Y_2(x) \bigg|_{x=x_{\text{nod}1}}
\]  

(4)

The odds \( a_1, a_2, a_3, k \) selection can be carried out from the conditions:

1. The functions \( y_1 \) and \( y_2 \) at the point \( x_{\text{nod}1} \) equality:

\[
\begin{align*}
Y_1(x_{\text{nod}1}) &= a_1 + k x_{\text{nod}1}, \\
Y_2(x_{\text{nod}1}) &= a_2 + \frac{a_3}{x_{\text{nod}2} - x_{\text{nod}1}}.
\end{align*}
\]  

(5)

2. The derived functions \( y_1 \) and \( y_2 \) at the point \( x_{\text{nod}1} \) equality:

\[
\begin{align*}
Y'_1(x_{\text{nod}1}) &= k, \\
Y'_2(x_{\text{nod}1}) &= \frac{a_3}{(x_{\text{nod}2} - x_{\text{nod}1})^2}.
\end{align*}
\]  

(6)

The desired function (1) should be selected from the condition of minimum of the quadratic form

\[
\sum_{i=1}^{N} \epsilon_i^2 = \epsilon^T \cdot \epsilon
\]  

when changing three parameters \( x, y_0, k \). This minimum is defined as follows:

1. For each \( x \), it is necessary to find the value \( \min_{y_0, k} \sum_{i=1}^{N} \epsilon_i^2 \) and corresponding to this \( x \) value \( y_0, k \).

2. We find the minimum form \( x \), and for each value \( x \) where this minimum is reached, we find the values \( y_0, k \) and, therefore, we obtain the desired spline function (1).

The first stage is reduced to the optimal planning problem [13]. We introduce the following notation:

\( Y = (y_1...y_N)^T \) – is the integral function values’ vector (T – is the transpose symbol); \( \theta = (y_0, k)^T \) – is the vector of the unknown parameters; \( \epsilon = (\epsilon_1...\epsilon_N)^T \) – is the deviation vector; \( F(x) \) – is the matrix size \((N \times 2)\), dependent on \( x \) (\( x_i \leq x \) at \( i \leq n \), \( x_i \geq x \) at \( n < i \leq N \)).
The problem of finding a vector $\theta(y_0, k)$ for each fixed $x$ reduces to the optimal planning problem [13], which in matrix form has the form:

$$
inverf Y = F(x_0) \bar{\theta} + \bar{\varepsilon}$$

(8)

According to the Gauss-Markov theorem, provided that $\det F^T \cdot F \neq 0$, the least squares methods assessments $\bar{\theta}$ are uniquely determined, are the best linear unbiased estimates and have the form:

$$
\bar{\theta}(x_0) = (F^T F)^{-1} F^T Y
$$

(9)

Therefore, for each $x$ the least by the parameters $y_{nod1}$, $k_1$, $k_2$ value $\bar{\varepsilon}^T \varepsilon$ can be defined as follows:

$$
\min_{y_0, k_1, k_2} \varepsilon^T \varepsilon(x_0) = (Y - F(F^T F)^{-1} F^T Y)^T (Y - F(F^T F)^{-1} F^T Y)
$$

(10)

At the second stage, the quantities $\bar{\varepsilon}^T \varepsilon$ by $x$ are determined. Equating the derivative to zero then the determines $x$, at which a minimum of shape is achieved $\bar{\varepsilon}^T \varepsilon(x)$, and, therefore, in which the spline function (1) is the best approximation of the experimental values:

$$
x = \frac{k_1 \sum_{i=1}^{n} (y_i - y_0 - k_1 x_i) + \sum_{i=1}^{N} (y_i - y_0 - k_2 x_i)}{k_1^2 n + k_2^2 (N-n)}
$$

(11)

where $y_0$, $k_1$, $k_2$ are defined as the vector components $\bar{\theta}(x_0)$ out of equality (9).

3. Three-spline approximation

The use of a three-link spline approximation is a typical characteristic of the fine dust with a diameter of less than 10 microns. For a graphical representation of the dust dispersed composition study results, using a three-link spline, the obtained measurement results are divided into three sections as follows: $\delta_1...\delta_{N1}$ - located on the first segment $[0; \exp x_{nod1}]$; $\delta_{N1+1}...\delta_{N2}$ is on the second segment $[\exp x_{nod1}; \exp x_{nod2}]$; $\delta_{N2}$ is on the third segment $[\exp x_{nod2}; \exp x_{nod3}]$ (fig. 3).

In this case, the function $D(\delta_i)$, will be represented by the following set of functions:
Figure 3. The dispersed dust composition integral distribution function approximation by the three-link spline: 1 - linear; 2 - parabola; 3 - hyperbole

By the analogy with the presentation of a two-link spline, the first stage is reduced to finding a minimum $\sum_{i=1}^{N} \varepsilon_i^2$. The matrix $F(x_{nod.1}, x_{nod.2}, x_{nod.3}, S)$, the size $(N \times 6)$ will have the form:

$$F(x_{nod.1}, x_{nod.2}, x_{nod.3}, S) = \begin{pmatrix}
    x_1 & 1 & 0 & 0 & 0 & 0 \\
    x_2 & 1 & 0 & 0 & 0 & 0 \\
    \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
    x_{N-1} & 1 & 0 & 0 & 0 & 0 \\
    0 & 0 & 1 & x_{N+1} & x^2_{(N+1)} & 0 \\
    0 & 0 & 1 & x_{N+2} & x^2_{(N+2)} & 0 \\
    0 & 0 & 1 & x_{N+3} & x^2_{(N+3)} & 0 \\
    0 & 0 & 0 & 0 & 0 & 1 \\
    0 & 0 & 0 & 0 & 0 & 1 \\
    0 & 0 & 0 & 0 & 0 & 1 \\
\end{pmatrix}$$

$$\text{inverf}\left(D\left(\delta_i\right)\right) = \begin{cases}
(k \log \delta_i + p) + \varepsilon_i, & \text{if } \delta_i < \exp x_{nod.1} \\
(c + b \log \delta_i + a \log^2 \delta_i) + \varepsilon_i, & \text{if } \exp x_{nod.1} \leq \delta_i < \exp x_{nod.2} \\
\frac{S}{x_{nod.3} - \log \delta_i}, & \text{if } \exp x_{nod.2} \leq \delta_i < \exp x_{nod.3}
\end{cases}$$

(12)
The problem of finding a vector \( \vec{b} (k, p, c, b, a, S) \) for each fixed set \( x_{\text{nod}1}, x_{\text{nod}2}, x_{\text{nod}3} \) is reduced to the optimal planning problem, which in matrix form has the form (9). At the second stage, the quantities \( x_{\text{nod}1}, x_{\text{nod}2}, x_{\text{nod}3} \) from the conditions are:

1. The functions \( y_1 \) and \( y_2 \) at the point \( x_{\text{nod}1} \) equality:
   \[
   \begin{cases}
   y_1(x_{\text{nod}1}) = k x + p, \\
   y_2(x_{\text{nod}1}) = ax^2 + bx + c.
   \end{cases}
   \]
   \[ (14) \]

2. The derived functions \( y_1' \) and \( y_2' \) at the point \( x_{\text{nod}1} \) equality:
   \[
   \begin{cases}
   y_1'(x_{\text{nod}1}) = k, \\
   y_2'(x_{\text{nod}1}) = 2ax + b.
   \end{cases}
   \]
   \[ (15) \]

3. The functions \( y_2 \) and \( y_3 \) at the point \( x_{\text{nod}2} \) equality:
   \[
   \begin{cases}
   y_2(x_{\text{nod}2}) = ax^2 + bx + c, \\
   y_3(x_{\text{nod}2}) = \frac{S}{x_{\text{nod}3} - x_{\text{nod}2}}.
   \end{cases}
   \]
   \[ (16) \]

Based on the obtained values of the coefficients, depending on the fact which values of the sections \([0; exp \ x_{\text{nod}1}], [exp \ x_{\text{nod}1}; exp \ x_{\text{nod}2}], [exp \ x_{\text{nod}2}; exp \ x_{\text{nod}3}]\) are found \( \delta = 2.5 \ \mu m \) and \( \delta = 10 \ \mu m \) the corresponding calculation formula is selected from (12) to find the finely divided fractions fraction \( D(\delta = 2.5) \) and \( D(\delta = 10) \). Then the values PM10 and PM2.5 are found.

**Summary**

The optimal planning problem under the conditions of the Gauss-Markov theorem made it possible to uniquely determine the regression coefficients and the functions set of the two-link and three-link spline approximating the dust particle mass distribution function over the diameters. For the different types of dust, it is necessary to vary the type approximating the distribution function of the dust particles’ mass along the curve diameters. This allows us to describe the fine dust as accurately as possible, which is especially relevant in assessing the proportion of PM10 and PM2.5, as well as for solving a number of environmental safety and labor protection problems.
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