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Abstract

Evaluating the real-world performance of network protocols is challenging. Randomized control trials (RCT) are expensive and inaccessible to most researchers, while expert-designed simulators fail to capture complex behaviors in real networks. We present CausalSim, a data-driven simulator for network protocols that addresses this challenge. Learning network behavior from observational data is complicated due to the bias introduced by the protocols used during data collection. CausalSim uses traces from an initial RCT under a set of protocols to learn a causal network model, effectively removing the biases present in the data. Using this model, CausalSim can then simulate any protocol over the same traces (i.e., for counterfactual predictions). Key to CausalSim is the novel use of adversarial neural network training that exploits distributional invariances that are present due to the training data coming from an RCT. Our extensive evaluation of CausalSim on both real and synthetic datasets and two use cases, including more than nine months of real data from the Puffer video streaming system, shows that it provides accurate counterfactual predictions, reducing prediction error by 44% and 53% on average compared to expert-designed and standard supervised learning baselines.

1 Introduction

Causa Latet Vis Est Notissima — The cause is hidden, but the result is known. (Ovid: Metamorphoses IV, 287)

Evaluating the real-world performance of network protocols is challenging. The gold standard in the industry is to run randomized control trials (RCT). However, RCTs are time consuming, risk disruptions or SLA violations [30], and require significant infrastructure that is available only to large operators. The research community typically resorts to simulation or trace-driven experiments to assess new ideas. However, network simulators are notoriously unreliable in capturing real-world behavior [14], while trace-driven experiments (as we also show in this paper) are fraught with challenges due to data quality and bias issues [9,27,50].

This paper investigates the problem of learning a model to simulate the behavior of network protocols on real paths using offline historical data. Such a model, if accurate, would allow network operators to rapidly evaluate new ideas under real conditions without touching their networks. By contrast, even large operators with the infrastructure to run RCTs can currently evaluate only a small fraction of candidate ideas, due to the effort required to implement new proposals and the inherent risks of pushing new code to production networks. Moreover, if accurate models derived from real networks existed, operators could share them with the research community, enabling those without access to large networks to benchmark their ideas.

While obviously appealing, learning network behavior from offline data is difficult. As we discuss in depth in §2, the challenge lies in biases introduced into the observed data by the protocols used during data collection. Consider, for example, a trace of the execution of an adaptive bitrate (ABR) algorithm [24,36,45,50,51] during a video streaming session. Observed quantities, such as the throughput achieved when the player downloads a video chunk, are caused by certain latent properties of the network environment, such as the underlying network capacity and the particular choices made by the ABR algorithm (the bitrates chosen for each chunk). The observed data reflects the combined effect of these causes. But to simulate a new algorithm, we need to identify the underlying latent factors and the causal relationships that lead to the observations. Only then can we answer counterfactual questions needed for simulation, e.g., what would have happened had we applied a variant of the ABR algorithm on the observed trace with the same latent conditions?

We present CausalSim, a framework for building causal, data-driven models of network protocols. CausalSim can be applied in a wide range of networking problems, such as ABR algorithms, congestion control, load balancing, and more. CausalSim starts with traces collected using an initial RCT under a set of protocols. It uses this data to learn a causal model of the underlying network dynamics. CausalSim’s model can then be used to simulate any protocol (including new ones not part of the RCT) on any of the traces collected during the RCT. Therefore, while CausalSim requires an RCT for training, it greatly extends the utility of this initial RCT by enabling the evaluation of new unseen protocols.

CausalSim’s model simulates a new protocol in two steps. First, it infers the time-varying latent factors, corresponding to underlying network conditions, based on the observed data. Then, it predicts the evolution of the observed variables based on the learned latent factors and the actions taken by the protocol. This two-step process effectively removes the bias introduced by the protocol used in the observed trace, enabling accurate counterfactual predictions.

The key technical ingredient underpinning CausalSim is a
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novel use of adversarial neural network training [17] that exploits a basic property of the training data; since it was collected via an RCT, we can expect the distribution of exogenous latent factors — such as the underlying capacity, which is an inherent property of a network path — to be policy invariant. In other words, these latent factors should have the same distribution across users assigned to different policies. Remarkably, the constraint imposed by this invariant is sufficient to infer latent factors with high predictive power.

We evaluate CausalSim on two use cases, ABR and server load balancing, with both real-world and synthetic datasets. Our main findings are:

1. Evaluation of CausalSim on more than nine months of real data from the Puffer [50] video streaming system shows 44% and 53% reduction in average counterfactual prediction error with respect to the expert-designed baseline and the standard supervised learning baseline, respectively.

2. Evaluation of CausalSim on a synthetic ABR dataset shows a Mean Absolute Percentage Error (MAPE) of only 6%.

3. Evaluation of CausalSim on a synthetic load balancing dataset shows that its internal representation has extremely high accuracy — Pearson Correlation Coefficient (PCC) of 0.99 with the true job size.

Our work has several limitations (§7). We still need to understand how CausalSim performs on other challenging problems, particularly those with high-dimensional latent states, and how the number and selection of policies observed in the training data affect the efficacy of our method. Nevertheless, we believe CausalSim provides an important first step towards building causal data-driven models of networked systems.

2 Motivation

Suppose a graduate student designs a new Adaptive Bit Rate (ABR) algorithm and calls it FabABR (Fabulous ABR). They claim that FabABR leads to 50% lower rebuffering events than BBA [24], according to simulations on a set of network traces. A video streaming company (e.g., Netflix) becomes interested in FabABR and wishes to evaluate it on its own network. The standard approach to do so would be to run a Randomized Control Trial (RCT). However, Netflix cannot afford to run an RCT for each new candidate algorithm. We pose two questions. (i) Is it possible to predict the performance of FabABR using historical observational data? (ii) Further, could Netflix use historical data to build a realistic data-driven model of their network, enabling researchers to accurately evaluate their novel algorithms without direct access to the real network?

2.1 Policy evaluation without an RCT

This section describes two strawman approaches to address the two tasks above using offline observational data. To make matters concrete, we evaluate these two approaches using more than nine months of data from Puffer, a recently deployed system for evaluating video streaming techniques [50].

Puffer collects data from a continual RCT switching between several ABR algorithms. In our period of interest, the tested algorithms include BBA [24], two versions of BOLA-BASIC [45], and two versions of an algorithm called Fugu developed by the Puffer authors. The dataset we use includes more than 62 million chunk downloads of more than 32 thousand streaming sessions, totaling four years of streamed videos. To evaluate a new ABR algorithm, we may be interested in various performance measurements, e.g., buffer occupancy, rebuffering rate, chunk download time, chosen chunk sizes, etc. For simplicity, we focus only on predicting the distribution of playback buffer occupancy. The buffer dynamics capture the core behavior of ABR algorithms and serves as a good proxy for other metrics of interest like rebuffering.

Recall that an ABR algorithm selects which bitrate to use among several possible options when downloading each chunk (e.g., 2 seconds) of video. The Puffer dataset1 contains logs of chosen chunk sizes, available chunk sizes, achieved chunk download throughputs, and playback buffer levels. We let one of the BOLA variants, BOLA-BASIC v1, play the role of the new FabABR algorithm that we wish to evaluate. So our task is: predict the distribution of buffer level for the users assigned to BOLA-BASIC v1 (henceforth called FabABR) in the Puffer dataset, using only the data from the other algorithms.

2.1.1 Simulation via Expert Modeling (ExpertSim)

As our first strawman, we build a simple trace-driven simulator (ExpertSim) using our knowledge of how an ABR system works. ExpertSim models the playback buffer dynamics for each step, where a step corresponds to one ABR decision and the download of a single video chunk. Let \( \hat{c} \) be the throughput achieved in step \( t \) (for the \( i \)-th chunk) of a particular video streaming session, which used, say, the BBA algorithm. To simulate FabABR for the same user, ExpertSim assumes that the user would achieve the same throughput \( \hat{c} \) in each step under FabABR. It then models how the playback buffer would change based on the bitrate (hence chunk size) selected by FabABR in each step. Specifically, if \( b_{t-1} \) is the buffer level at the start of this step and the chunk size chosen by FabABR is \( s_t \), then the buffer at the end of the step is \( b_t = \max(0, b_{t-1} - s_t/\hat{c}_t) + T \), where \( T \) is the chunk duration2. This assumption is indeed used in practice. For example, both FastMPC [51] and FESTIVE [28] assume that the observed throughput is independent of the chosen bitrate.

Figure 1a shows the true distribution of buffer level for BBA and FabABR (BOLA-BASIC v1) users in the Puffer dataset (the two dashed lines), as well as the distribution predicted by running FabABR on the traces collected from BBA users using ExpertSim (solid blue line). We see that the predictions are inaccurate: the buffer distribution generated by ExpertSim closely follows the buffer distribution of BBA users (the “source” policy from which the traces were obtained) and fails to match
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1 We select logs, available on the puffer website, with a minimum length of 500 chunks (≈17 minutes) and average observed throughputs below 7 Mbps.

2 The complete buffer dynamic equation is slightly more complex, to handle cases with full buffers.
the buffer distribution of FabABR users (the “target” policy which we intended to simulate).

2.1.2 Simulation via Supervised Learning (SLSim)

Given the results above, the natural conclusion one will reach is that the simple model of buffer dynamics used in ExpertSim does not accurately capture the actual system dynamics. As a next attempt, we turn to a purely data-driven approach.

We use standard supervised learning to train a neural network that models the step-wise dynamics of the system. The input to this neural network is the buffer level at the start of a step, the achieved throughput for the step (which, like in ExpertSim, we obtain from the trace for a specific video streaming session), and the chosen chunk size for this step. This model learns to predict the buffer level at the end of each step through back-propagation on the training dataset. Importantly, we exclude the logs for FabABR from the training data.

Figure 1a compares the distribution of buffer levels predicted via this approach (SLSim) for FabABR. As with ExpertSim results, we use the traces collected from BBA users as the source policy. The results are similar to ExpertSim; once again, the predicted buffer distribution is closer to BBA users than FabABR.

2.1.3 What Went Wrong?

To understand the limitations of ExpertSim and SLSim, we plot the distribution of Minimum Round Trip Time (RTT) and the achieved per-chunk throughput for users assigned to BBA and FabABR in Figure 1b and Figure 1c, respectively. Since the Min RTT is an inherent property of a network path, we would expect its distribution to be the same for users assigned to different ABR policies. Figure 1b shows the distribution of Min RTT for users assigned to FabABR and BBA at two time scales. At the time-scale of one month (data collected in Jan. 2021), the two curves are notably different, indicating that one month of data is insufficient to see this invariance, i.e., the inherent randomness in the distribution is masking this expected invariance across policies. However, over the time scale of 9 months, the two distributions of Min RTT across both policies agree nearly perfectly.

However, such an invariance should not be expected for achieved throughput. For example, an ABR algorithm that tends to choose lower bitrates may achieve a lower throughput compared to one that chooses higher bitrates in the same network conditions. This can occur, for example, because the congestion control protocol takes some time to discover the available bandwidth (e.g., in slow start), and therefore cannot fully utilize the underlying network capacity for small chunk downloads. We can see this effect in the Puffer dataset. Figure 1c shows the distribution of the achieved per-chunk throughput for users assigned to BBA and FabABR. They are clearly different, and the difference does not vanish as we increase the time scale from one to nine months.

Indeed, the fundamental flaw in both ExpertSim and SLSim is that they view the achieved throughput observed in a trace as an inherent property of that network path, similar to the Min RTT. However, the throughput achieved when downloading a video chunk is impacted by the actions taken by the ABR policy. This bias due to the correlation between throughput and the chosen actions of a policy is exactly what needs to be carefully corrected for when trying to simulate the behavior of a different policy on the same network.

2.2 Causal Inference to the Rescue!

If the traces provided the true network capacity when each chunk was downloaded (rather than only the achieved throughput), our problem would be simple. First, we would learn the relationship between network capacity and achieved throughput for different ABR decisions in our data (e.g., as a function of the chunk size downloaded). Then, to simulate a new policy for a given trace, we would start with the network capacity at each step and predict
the achieved throughput in that step based on the bitrate (and chunk size) selected by the policy. This works because, like Min RTT, the underlying capacity is an inherent property of a network path and is not affected by the ABR policy.

Unfortunately, the true underlying network capacity is a latent quantity — we do not observe it, and cannot use it directly in our simulator. The key challenge then is to infer this latent quantity from observational data. Concretely, in our running example, we wish to estimate the true network capacity in each step of a trace, using observations such as chunk size, achieved throughput, etc.

This may seem like an impossible task but inferring such latent confounders and using them for counterfactual prediction is the core issue in the field of causal inference [40,41]. In this paper, we present CausalSim, a framework for data-driven simulation that is particularly well-suited to networking problems. As discussed in §3 and §4, CausalSim exploits (1) the properties of latent factors in a simple network model and (2) certain distributional invariances present in training data collected via an RCT. By taking advantage of this structure in the data generation process, CausalSim can infer the latent factors underlying its input data, and learn a causal model of network dynamics. As an illustration, Figure 1a shows the predicted buffer occupancy distribution when simulating FabABR on the traces of users assigned to BBA using CausalSim. As we can see, it matches the ground-truth distribution obtained for FabABR users very closely.

3 Modeling Networks with Causality

In this section, we introduce a natural model for the dynamics of a network protocol. Our goal will be to learn the underlying model of a system from observed trajectories, and subsequently to use this model to simulate the trajectory for a policy of interest. We shall argue that the model we introduce has a particular structure that exists in many network systems, which enables such simulation, i.e., makes causal counterfactual estimation feasible.

3.1 Models

The Markov Decision Process (MDP) is a generic abstraction to model the evolution of controlled dynamical systems. In a typical discrete-time MDP, time is denoted by an index $t \geq 0$. Let $s_t$ denote the state at time $t$, taking value in state space $S$. At each time $t$, the policy takes an action $a_t$ amongst a set of possible actions $\mathcal{A}$, causing a transition to the next state $s_{t+1} \in S$. The transition is determined through a kernel $T(\cdot|\cdot,\cdot)$, where $T(s'|s,a)$ denotes the likelihood that the next state is $s'$ when action $a$ is taken in state $s$. Importantly, we shall always assume the transition kernel is deterministic, i.e. applying the same action in the same state will always lead the MDP to the same next state. As network systems are reproducible, this assumption is valid in our context.

Going back to our ABR example, the MDP's state constitutes both information about the network path (e.g., the network capacity, Min RTT, etc.) and information about the user's video player (e.g., the amount of playback buffer, achieved throughputs of previous chunks, etc.) at any given time. The ABR policy’s actions (i.e., the bitrate selected for each chunk) lead to changes in the user's player state, and possibly also to the network path. Importantly, not all of the MDP state is observed by the policy. For example, the user’s player (which executes the ABR policy) does not observe the network capacity or other latent factors such as the number of competing flows sharing the same network path. This creates a POMDP, where the action $a_t$ depends on a partial observation $o_t$ derived from the state $s_t$, rather than $s_t$ directly. Figure 2a shows the causal structure for a general POMDP.

Exogenous latent state. Typically, network conditions change primarily due to exogenous factors, beyond the impact of a particular user’s policy or actions. For example, the available network capacity for a typical video streaming session is primarily determined by the overall conditions on that network path (e.g., the bottleneck link speed, number of competing flows, whether competing traffic is congestion controlled or not, etc.) rather than the specific actions of the ABR policy. On the other
hand, a user’s actions directly impact what that user observes, e.g., the achieved throughput as discussed in §2. Figure 2b shows the causal structure for a special type of POMDP, in which the latent state (denoted as \(u_t\)) is entirely exogenous and not impacted by the actions. Assuming that the latent state is exogenous greatly simplifies the task of inferring the latent state from observations. In particular, an immediate consequence is that we only need to consider \(o_{t-1}, o_t,\) and \(a_{t-1}\) to predict \(u_t\), that is:

\[
P(u_t|o_{t-1}, a_t, o_{t-2}, a_{t-2}, ...)=P(u_t|o_{t-1}, a_{t-1})
\]  

(1)

Proxy observations of latent state. As a further simplification, in some problems, the observed state includes a proxy of the latent state, which is sufficient to determine the effect of the latent state on the evolution of the other observed quantities. Figure 2c shows the structure of such POMDPs. The latent state \(u_t\) affects an observed proxy \(e_t\), which then determines the transition kernel for the observations \(o_t\) used by the policy. It is worth emphasizing two differences between \(e_t\) and \(u_t\). First, \(e_t\) is observed, whereas \(u_t\) is latent. Second, \(e_t\) is impacted by the actions, whereas \(u_t\) is exogenous. We note that \(o_t\) is the particular subset of observed variables which is used by the policy to choose actions; further recall that our goal is to accurately simulate only \(o_t\) for a counterfactual sequence of actions. In our running ABR example, \(e_t\) is the achieved throughput when downloading a chunk. Notice that the achieved throughput depends on the ABR action, but once it is revealed, it suffices to determine the evolution of other observed quantities like the playback buffer. The existence of such proxy observations further simplifies the task of inferring the latent state \(u_t\), which now depends only on \(e_t\) and \(a_{t-1}\):

\[
P(u_t|e_t, o_{t-1}, a_t, o_{t-2}, a_{t-2}, ...)=P(u_t|e_t, a_{t-1})
\]  

(2)

In the ABR case, for example, the above equation says that to infer the latent state (e.g., underlying network capacity), it suffices to consider the achieved throughput and the bitrate (or size) of a chunk. Other observations like the playback buffer size can be ignored.

3.2 Formalizing Network Simulation

Given the above network model, we now formalize the simulation problem. Specifically, we are given \(N\) trajectories (network traces), collected under \(M\) specific policies. Also, let the \(i^{th}\) trajectory be of length \(H_i\). Per the model described above, the \(i^{th}\) trajectory includes the following: (i) underlying latent states \(\{u_{i1}^{H_i}\}\); (ii) observed proxies \(\{e_{i1}^{H_i}\}\); (iii) observed states \(\{o_{i1}^{H_i}\}\); and (iv) the actions taken \(\{a_{i1}^{H_i}\}\).

The primary goal is to predict observed states under a different policy, not observed in such trajectories. Formally, given a sequence of counterfactual actions \(\{\tilde{a}_t\}_{i=1}^{H_i}\), starting with observation \(o_{i1}\) and under the same set of latent states \(\{u_{i1}^{H_i}\}\), estimate the counterfactual observed states \(\{\tilde{o}_{i1}^{H_i}\}\).

3.3 Simulation via Counterfactual Estimation

We shall see how the simulation problem we described is equivalent to learning a particular conditional distribution. Consider estimating \(\tilde{a}_t\) for \(t=2\). This corresponds to estimating its distribution, \(P(\tilde{a}_{t1}, o_{11}, u_{21})\). In particular, keeping \(o_{11}, u_{21}\) fixed, as we vary value of \(\tilde{a}_{t1}\), we wish to understand how this distribution varies.

However, latent states \(\{u_{t1}\}_{t=1}^{H_i}\) are not observed in any of the trajectories and we can only rely on observational data to estimate \(\tilde{a}_{t1}\). The transition from observed state \(a_{t1}\) and latent state \(u_{t2}\) to the next observed state depends on the taken action. While one instance of the transition \(P(o_{t2} \mid a_{t1}, u_{t2})\) is present in the data, the counterfactual instance of interest \(P(\tilde{o}_{t2} \mid \tilde{a}_{t1}, \tilde{u}_{t2})\) is not. Since the actions that were taken in the observational data were collected using a specific policy, the observational data only include one view of what could have happened. That is, observed trajectories are fundamentally biased.

To overcome this challenge, we utilize the abstraction of a Structural Causal Model (SCM) from the causal inference literature [40,41] to model the dynamics, which is consistent with Figure 2c: for any \(t\),

\[
a_{t1} = f_{\text{policy}}(o_{t1})
\]  

(3)

\[
e_t = f_{\text{emission}}(o_{t1}, u_{t1})
\]  

(4)

\[
o_t = f_{\text{system}}(o_{t1}, e_t, a_{t1})
\]  

(5)

Note that to be able to evaluate a particular test policy \(\tilde{f}_{\text{policy}}\), we need to learn \(f_{\text{emission}}\) and \(f_{\text{system}}\) and estimate latent states \(u_t\). However, since the counterfactual prediction problem is highly under-specified [11] as we further explain in §4.1, it is crucial to cleverly constrain the latent state estimation. This, in general, is a difficult problem as appropriate constraints require an expert understanding of the estimation task itself. However, our goal with CausalSim is to build data-driven simulators with minimal knowledge of the particular network we are simulating. Hence, rather than exploiting a particular structure of the network dynamics, we utilize the fact that our training data comes from an RCT. In particular, in the next section, we show how data collected from an RCT leads to certain distributional invariances across policies that help constrain the estimation of latent states \(u_t\).

4 Simulation Algorithm

In this section, we develop the simulation algorithm building upon the framework introduced in the prior section. First, we provide the key intuitions behind CausalSim, our proposed algorithm. Subsequently, we describe the method and its implementation in detail.

4.1 Intuition

In this section, we provide a high-level intuition about our algorithm design. Recall that to evaluate a particular test policy we would need to estimate \(f_{\text{system}}, f_{\text{emission}}\) and the latent states \(u_t\). While learning \(f_{\text{system}}\) can be simply achieved through supervised learning, deducing latent states \(u_t\) and learning \(f_{\text{emission}}\) is more complicated. One way to estimate the latent
states is by learning a mapping from \( a_{t-1}, e_t \) to \( \hat{u}_t \), denoted by \( \hat{F}_{\text{extraction}} \). That is:

\[
\hat{u}_t = \hat{F}_{\text{extraction}}(a_{t-1}, e_t)
\]  

(6)

Further, let \( \hat{F}_{\text{system}} \) and \( \hat{F}_{\text{emission}} \) denote our estimates of \( F_{\text{system}} \) and \( F_{\text{emission}} \) respectively.

If we had counterfactual data in our training data, i.e. we knew what would have happened if another choice was made, training \( \hat{F}_{\text{extraction}} \) would be simple. We would need to enforce that the extracted latent state is the same under different choices:

\[
\hat{F}_{\text{extraction}}(a_{t-1}, e_t) = \hat{F}_{\text{extraction}}(\hat{u}_{t-1}, \hat{e}_t)
\]  

(7)

In the absence of counterfactual data, we cannot impose such a constraint. Therefore, there are many possible estimates of \( \hat{F}_{\text{extraction}} \) and \( \hat{F}_{\text{emission}} \) with which we can fit the training data perfectly well (under-specification). For example, consider the case where the estimate of the latent state is simply the observed proxy \( e_t \). That is, we estimate \( \hat{F}_{\text{extraction}} \) to be the identity function \( \hat{F}_{\text{extraction}}(e_{t-1}, e_t) = e_t \). In this scenario, assuming that we successfully learn \( \hat{F}_{\text{system}} \), we can fit the training data perfectly. However, this function would likely violate Equation (7), since we know the proxy observation \( e_t \) is dependent on the observed action (see Figure 2c).

Therefore, choosing an estimate of \( u_t \) that achieves accurate predictions in the training data is insufficient and we need to impose constraints, achievable with only observational data.

To do so, CausalSim imposes an important distributional invariance. Specifically, recall that the available data we collect comes from running an RCT across a few policy choices. Given that actions do not affect latent states, and that the data is coming from an RCT, the distribution of latent states (i.e. \( u_t \)) should be invariant across policies. For example, as mentioned in §2.1.3, the distribution of minimum RTT is preserved across policies. Therefore, we add an additional constraint that the distributional characteristics of the estimated latent states should remain invariant across policies. This additional constraint reduces the size of the solution space for \( \hat{F}_{\text{extraction}} \). For example, it rules out the identity extraction function solution we presented earlier when used in the ABR example (see Figure 1c).

Remarkably, exploiting this constraint, CausalSim is able to infer latent factors with high predictive power, as we show in Section 5.

4.2 Detailed Implementation: CausalSim

Given the intuition above, we now provide a detailed description of the implementation of CausalSim. At a high level, CausalSim must learn to accurately predict observed states, while simultaneously ensuring it’s estimation of latent states remains policy invariant. CausalSim’s architecture and its three key components aim to achieve these goals, as depicted in Figure 3.

Each component is characterized by a neural network. In detail, these components are as follows:

- \( \hat{F}_{\text{extraction}} \), which corresponds to the map that utilizes \( a_{t-1}, e_t \) to estimate the latent states as in Equation (6). The neural network is represented by \( W_{\phi} \).
- \( \hat{F}_{\text{counterfactual}} \) which learns the combination of the two functions \( F_{\text{emission}} \) and \( F_{\text{system}} \):

\[
\hat{F}_{\text{counterfactual}}(\hat{u}_{t-1}, \hat{u}_t, \hat{a}_{t-1}) = \hat{F}_{\text{system}}(\hat{a}_{t-1}, \hat{F}_{\text{emission}}(a_{t-1}, \hat{a}_t), \hat{a}_{t-1})
\]  

(8)

The neural network is represented by \( W_{\psi} \).
- A Policy Discriminator, represented by \( W_{\gamma} \), that ensures policy invariance of the inferred latent states as discussed in §4.1. This guides \( \hat{F}_{\text{extraction}} \) in recovering the right latent states.

Algorithm 1 provides a detailed description of CausalSim and how it is implemented. We first go through achieving distributional invariance of latent states across policies, by connecting it to the recently emerging paradigm of adversarial learning in neural networks [18, 49]. Specifically, the policy discriminator \( W_{\gamma} \) aims to predict the policy \( \pi \) from the latent states \( \hat{F}_{\text{extraction}} (\mathcal{E}_0) \) generates, i.e., \( \hat{u} \). CausalSim uses a cross-entropy loss to train the policy discriminator:

\[
L_{\text{Disc}} = E_{D}[\log(W_{\gamma}(\pi[\hat{u}])]
\]  

(9)

where the expectation is over the training dataset denoted by \( D \). By Gibbs’s inequality [34], the optimal solution for this loss is:

\[
W_{\gamma_{\text{opt}}}(\pi[\hat{u}]) = P_{D}(\pi[\hat{u}])
\]  

(10)

Note that this solution depends on \( \hat{u} \) and thus on \( \hat{F}_{\text{extraction}} \), which is why next we consider the training of the black components in Figure 3. As stated in §4.1, the true latent states \( \pi_t \) are policy invariant because the data comes from an RCT. Therefore, if \( \hat{F}_{\text{extraction}} \) manages to infer the correct latent states, the optimal discriminator should not be able to detect the true policy. In other words, \( W_{\gamma_{\text{opt}}} \) would be a uniform distribution and the

\footnotetext{Training both \( \hat{F}_{\text{extraction}} \) and the discriminator in parallel causes instability. Therefore the discriminator should solely train (for num_disc it iterations) so that it converges and it’s loss curve plateaus.}
true latent states result in low discrimination accuracy. We use this as a signal during training to infer the true latent states, i.e.,
\[ L_{\text{fool}} = -L_{\text{Disc}} \] (11)

Further, we want the inferred latent states that enable \( L_{\text{counterfactual}} \) to accurately fit the observed states. This is the second signal we exploit during training, i.e.,
\[ L_{\text{pred}} = \mathbb{E}_D \left[ (o_t - P_\theta(o_{t-1}, a_{t-1}, \hat{u}_t))^2 \right] \] (12)

All in all, CausalSim combines both signals with a mixing hyper-parameter \( \kappa \) to train the black components in Figure 3:
\[ L_{\text{black}} = L_{\text{fool}} + \kappa \times L_{\text{pred}} \] (13)

5 Results

In this section, we do a systematic evaluation of CausalSim, using one real-world and two synthetic datasets. We compare CausalSim’s performance with two baselines:

• **ExpertSim** from §2.1.1: Uses a system expert’s knowledge for simulation.

• **SLSim** from §2.1.2: Uses a standard supervised-learning technique to learn dynamics of the system from the data.

5.1 Real-world ABR

Our real-world ABR dataset comes from Puffer [50], a research project aiming to evaluate ABR algorithms in an RCT setting with real video streaming sessions. Whenever a client initiates a video streaming session in Puffer’s website, a random ABR algorithm is chosen and assigned to that session. Sessions are logged (buffer levels, chunk sizes, timestamps, download times, etc.) anonymously and the data is available for public use. We use the trajectories in these logs as data for training and evaluation. These trajectories use 5 ABR algorithms (linear BBA, BOLA-BASIC v1, BOLA-BASIC v2, Fugu-CL, Fugu-2019), explained in more detail in §A.1.

5.1.1 Can CausalSim Simulate a New Policy?

To answer this question, we remove all trajectories that use one of the ABR algorithms from the dataset, train CausalSim on the rest and then simulate the left-out ABR algorithm. For this purpose, we can simulate BBA, BOLA-BASIC v1 and BOLA-BASIC v2, and choose one of them to be the left-out policy. We do not simulate Fugu, since it requires access to some TCP information which is not logged in the dataset (see §A.1). We follow Algorithm 1 to train CausalSim’s components \((L_{\text{counterfactual}}, \text{Policy Discriminator})\). The training setup is explained in detail in §A.2. Next, we use the trained CausalSim to simulate each choice of the left-out ABR algorithms, using the trajectories from the other ABR algorithms in the dataset, which we call the source.

Figure 4 shows the buffer level distributions of source users, left-out users, CausalSim’s simulations, ExpertSim’s simulations, and SLsim’s simulations, for 3 of the 12 possible combinations of source and left-out ABR algorithms. Ideally, a simulator should predict the ground-truth buffer distribution for the left-out users based on the data for any group of source users (since the RCT assigns users to policies at random). These three examples shown in the figure correspond to the scenarios where CausalSim has the best, median, and worst accuracy in terms of matching the ground-truth distribution of the left-out policy (see definition of metrics below). All 12 figures for different combinations of source/left-out users are shown in Figure 11 (§A.3).

To measure the performance of CausalSim in a more quantitative manner, we use the 1-Wasserstein distance, or the Earth Mover Distance (EMD) between two distributions:
\[ \text{EMD}(p, q) = \int_{-\infty}^{+\infty} |P(x) - Q(x)|dx \] (14)

where \( P \) and \( Q \) are the Cumulative Distribution Function (CDF)s of \( p \) and \( q \), respectively. The smaller the EMD between simulation and left-out distributions, the closer the distributions, and hence the better the performance of the simulator.

Figure 5a shows the CDF of EMD between the predicted and left-out distributions, over all possible source/left-out ABR algorithm pairs. We see that the EMD of CausalSim is smaller than the EMD of the baselines across almost all experiments. In about 30% of cases, SLSim is slightly better than CausalSim, but these are cases with low EMD (< 0.2), where all schemes perform quite well. Figure 11 shows the EMD values for CausalSim for all 12 source/left-out policy combinations.
Figure 4: Buffer level distribution of CausalSim’s simulation, baselines, the left-out ABR algorithm, and the source ABR algorithm, of a source left-out pair for which the relative performance of CausalSim with respect to the baselines is (a) perfect, (b) medium, (c) bad, in terms of the visual distributional closeness to the left-out buffer level distribution. The closer a scheme’s buffer level distribution to the left-out buffer level distribution, the better.

Figure 5: CausalSim has smallest Earth mover distance (EMD) from ground-truth. (a) Distribution of CausalSim, ExpertSim, and SLSim EMDs over all possible source left-out pairs. (b) Validation EMD and test EMD are highly correlated. This justifies our hyper-parameter tuning strategy. (c) Comparing the distribution of CausalSim EMDs in the whole population with smaller sub-populations.

5.1.2 How to Tune CausalSim’s Hyper-parameters?

Counterfactual prediction is not a standard supervised learning task that optimizes in-distribution generalization. Rather, it is always an Out of Distribution (OOD) generalization problem, i.e., we collect data from a training policy (distribution 1), and want to accurately simulate data under a different policy (distribution 2). Since we of course do not get data from the test policy when we train CausalSim, we use the following natural proxy for tuning hyper-parameters: Simulating ABR algorithms in the training data using trajectories of other ABR algorithms in the training data. This of course can be viewed as an OOD problem as well. We claim that if a choice of hyper-parameters results in a robust model that performs well OOD across all validation ABR algorithms in the training data, it should work well for the actual left-out test policy as well.

We verify this hyper-parameter tuning procedure empirically. For each choice of the three left-out ABR algorithms (hence training dataset), we train six different CausalSim models with different choices of \( \kappa \) (defined in §4.2). We consider two metrics: (i) Test EMD, defined as the average EMD when simulating the left-out ABR algorithm from the ABR algorithms in the training dataset. This is our main performance objective. (ii) Valid EMD, defined as the average EMD when simulating ABR algorithms in the training dataset from other ABR algorithms in the training dataset. This is our proxy objective for hyper-parameter tuning.

For each model (18 in all: 3 datasets, 6 hyper-parameters), we calculate both Test EMD and Valid EMD, which results in one \((\text{Valid EMD}, \text{Test EMD})\) point in Figure 5b. The PCC between Valid EMD and Test EMD is 0.94, which shows high linear correlation. Hence, though CausalSim might not always perform well (i.e., test EMD is not low for some combinations of training dataset and hyper-parameters), we can have a very good idea of how well it works by measuring Valid EMD.

5.1.3 Can we do a More Fine-grained Evaluation?

Ideally, we would like to evaluate CausalSim’s counterfactual predictions on a step-by-step basis for a given trajectory. However, this is not possible in real-world data, as we only see the outcome of one ABR algorithm’s chosen action for a single step. In other words, there is no way to get ground truth for individual counterfactual predictions in the observational data, which is
referred to as the fundamental problem of Causal Inference [21]. This is the reason we evaluated predictions on a distributional level, rather than on a step-by-step basis in Figure 5a, using the fact that the RCT gives us ground truth for distributions of quantities of interest (like the buffer occupancy) for each policy.

However, there is a way to evaluate CausalSim’s predictions at a more fine-grained level. Instead of evaluating the predicted distribution of buffer occupancy across the whole population, we can evaluate on certain sub-populations of users. The only requirement is that the way we select these sub-populations should be statistically independent of the ABR algorithm. For example, we can partition users by a metric such as Min RTT, which is independent of the policy chosen for each user in the RCT (see discussion of Figure 1b in §2.1.3).

We use the MinRTT to create the following four sub-populations:
1. users with Min RTT < 35\(\text{ms}\)
2. users with 35\(\text{ms}\) ≤ Min RTT < 70\(\text{ms}\)
3. users with 70\(\text{ms}\) ≤ Min RTT < 100\(\text{ms}\)
4. users with 100\(\text{ms}\) ≤ Min RTT

Now, we can ask question of the following type: had the users in sub-population two, who were assigned the source ABR algorithm, instead used the left-out ABR algorithm, what would the distribution of their buffer level look like? As the ground truth answer to this question, we can use the buffer level distribution of users in sub-population two assigned to the left-out policy.

Figure 5c shows the CDF of CausalSim’s EMD when simulating the left-out ABR algorithm over the whole population, and each of the above sub-populations. We can see that the EMD achieved for sub-populations is similar to the whole population, indicating that CausalSim’s predictions are equally good across the sub-populations.

5.2 Synthetic ABR

We now evaluate CausalSim in a synthetic ABR environment, in which we can obtain ground truth for individual counterfactual predictions on a step-by-step basis for a trajectory. In these experiments, we also use a larger set of policies than available in the real data.

5.2.1 Simulation Dynamics

In each simulated training session, we start with an empty playback buffer and a latent network path characterized by an RTT and a capacity trace. In each step, an ABR algorithm chooses a chunk size, which is transported over this network path to the client as the buffer is depleting. Once the user receives the chunk, the buffer level increases by the chunk duration. This simple system can be modeled as follows:

\[
b_t = \min(b_{t-1} - d_t, 0) + c
\] (15)

where \(b_t\), \(d_t\) and \(c\) refer to the buffer level at time step \(t\), the download time of the chunk at time step \(t\), and the chunk video length in seconds, respectively. Streaming the next chunk is started immediately following receiving the previous one, except when the buffer level surpasses a certain value (in our case, 20 seconds). To compute \(d_t\), we model the transport as a Transmission Control Protocol (TCP) session with an Additive Increase - Multiplicative Decrease (AIMD) congestion control mechanism with slow start. For every chunk, the TCP connection starts from the minimum window size of 2 packets and increases the window according to slow start. Therefore, it takes the transport some time to begin fully utilizing the available network capacity. The overhead incurred by slow start depends on the RTT and bandwidth-delay product of the path. When downloading chunks with large sizes, the probing overhead is minimal but it can be significant for small chunks. Therefore, as we observed in the Puffer data, the throughput achieved for a given chunk in this synthetic simulation depends on the size of the chunk.

Our simulation consists of 5000 trajectories, for each of whom a policy is randomly chosen from the list of available policies. For a full explanation of the simulation setup, network capacity generation procedure, and the simulated policies, refer to §B.1.

Performance Metric: We compare CausalSim predictions with ground truth counterfactual trajectories, via the MSE distance.
5.2.2 Can CausalSim Faithfully Simulate New Policies?

Similar to our real-data evaluations, we train models based on training data generated using all policies except a left-out policy, for which the model does not observe any data. Although traces come from the same generative process, no two trajectories in the dataset collected with different policies share the exact same trace, as this would be an unrealistic data collection scenario. Given that we have 9 possible policies to leave out, we have 9 possible datasets and models. There are 8 possible groups of trajectories to choose as sources, based on the policy that generated them. In total this leaves 72 different combinations and scenarios. We use the same hyper-parameter tuning approach examined in §5.1.2. Figure 6a compares the CDF of MSE values resulting from CausalSim and the two baselines. As evident, both baselines suffer from inaccurate predictions and in some cases are catastrophically inaccurate. On the contrary, CausalSim maintains favorable performance, even in the tail of its MSE distribution. Figure 6b gives a closer look at the CDF curves below their median. We see CausalSim dominates at every scale.

Figure 6c is a heatmap of the two dimensional histogram of CausalSim predictions and ground truths. A fully accurate prediction scheme would perfectly match the ground truth and only the diagonal of this histogram would be populated. CausalSim almost achieves that, indicating it produces accurate trajectories on a step-by-step basis.

Further, in Figure 7, we compare the the Mean Absolute Percentage Error (MAPE) of CausalSim, ExpertSim and SLSim predictions across all trajectories at each time step for the first 35 steps. Note that the error naturally accumulates for all three methods as we move forward in time. However, CausalSim maintains a MAPE of (~6%) which significantly lower than ExpertSim’s (~15%) and SLSim’s (~9%).

\[
MSE(p, q) = \|p - q\|_2^2
\]  

(16)

Here, \(p = \{p_t\}_{t=1}^N\) and \(q = \{q_t\}_{t=1}^N\) are time series vectors. Better predictions yield smaller MSE values, where an ideal MSE is 0.

5.3 Synthetic Load Balancing

Thus far, our examples and evaluations have centered around ABR. However, we now show that CausalSim is a more general framework for answering counterfactual queries that are of interest in networking.

5.3.1 Environment Setup and Simulation Dynamics

We consider a Load Balancing problem with heterogeneous servers, as depicted in Figure 8. This environment consists of \(N = 8\) servers (and a queue for each) with different processing powers, a scheduler, and a series of jobs that need to be processed on these servers. Each job has a specific size which is unknown to the scheduler as well. Each server can process jobs at a specific rate \(r_{ik}\), which is unknown to the scheduler as well. The scheduler will receive jobs and assign them to one of \(N\) servers. Assuming the \(k^{th}\) arriving job has size \(S_k\) and gets assigned to server \(a_k\), the job processing time will be \(S_k \cdot r_{ak}\).

If this job is not blocked by some other job being processed, it will incur a latency equal to its processing time. If it is blocked and the jobs ahead of it in the queue take \(T_k\) to be processed, the incurred latency is \(S_k \cdot r_{ak} + T_k\). The goal is to design a server assignment algorithm for the scheduler that minimizes job completion latencies. At each point, the algorithm can observe the lengths of several or all server queues.

In our simulation, we generate a collection of 5000 trajectories each with 1000 steps and use 16 policies in the scheduler. For a detailed explanation of the policies and job size and server processing rate generation processes, refer to §C.1.

5.3.2 Experiment setup

The aim of this experiment is to evaluate whether we can simulate new unseen test policies in this environment, given observations of (processing time and latency) from other training policies. Note that while we observe the processing time and the latency of each job, the actual size of the job is not observed, i.e., it is the latent states in this problem.

In the absence of an expert baseline analogous to that of the ABR experiments, we compare CausalSim against SLSim. Specifically, in this adapted variant of SLSim, the input to the neu-
As is done in the ABR case studies, we train CausalSim and 5.3.3 Can CausalSim Faithfully Simulate New Policies?

predicting for each pair of source-target policies, e.g., counterfactual for the tracker policy for trajectories generated by the shortest queue policy. In total, we have 120 different source/left-out policy pairs across the eight datasets.

In Figure 9a and Figure 9b, we show the CDF of the MSE of predicting the processing time and the latency, respectively, using both CausalSim and SLSim. As evident in these two figures, CausalSim error is significantly lower than that of SLSim for both the processing time and latency. Further evidence of the accuracy of CausalSim counterfactual predictions is illustrated in Figure 9c and Figure 9d. These two figures show that the counterfactual point-wise predictions (i.e., for each individual job) are very similar to the ground truth values, as evident by the highly populated diagonal line in both plots.

5.3.4 Does CausalSim Faithfully Infer Latent States?

We test the claim that the architecture used in CausalSim of estimating the exogenous latent state and using it to predict the next state is key to producing accurate counterfactual predictions. To do so, we compare CausalSim’s estimated latent state with the underlying job sizes—the job size is indeed the latent state that dictates the dynamics in the load balancing environment.

As desired, we find that the estimated latent states and the job sizes are highly correlated, as illustrated in Figure 10, with a PCC of -0.991. This demonstrates that CausalSim can learn faithful representations of true latent states, as was the goal behind its architecture.

6 Related-Work

Data-driven simulation and policy evaluation in systems and networking: Packet level simulators [10, 20, 31] tend to sacrifice either scalability or granularity when simulating large networks, and can lack realism in configurations. Recent research combines Machine-Learning with packet-level modeling to improve speed and accuracy of data-center [53] and network [8] simulators. There has been a surge in the use of data-driven optimization in network systems [35–37] to propose superior decision algorithms. These works often evaluate their proposals on a set of traces, but trace-driven evaluation can be problematic [9, 50] because of the

Figure 10: Two-dimensional histogram heatmap of CausalSim extracted latent state vs. latent job sizes, when the random policy is the left out test policy. Similar results are obtained with other policies as well.
skews in the traces caused by the logging strategy (e.g. the policy used while collecting data) and also lack of coverage for certain sub-populations. Re-weighting schemes such as like Inverse Propensity Scoring [22] aim to mitigate the aforementioned skew, by accounting for the difference between the logging and the evaluation policy [26,32]. Re-weighting schemes suffer from variance, especially in long trajectories, if the logging and evaluation policies are not similar. Furthermore, these schemes rely on unrealistic stochastic collection policies, such as random policies. Doubly Robust techniques [9] aim to reduce both variance and bias by combining model-based and re-weighting based methods. Generally, policy evaluation methods cannot respond to counterfactual questions at sub population or personal levels, such as a single trajectory. What-If Scenario Evaluator (WISE) [48] builds a Causal Bayesian Network from the data that is able to answer what-if (intervention) questions. However, their method requires no latent confounding variables in the problem setting.

Unlike methods of policy evaluation, CausalSim can do counterfactual inference, with which one can do policy evaluation as well. The closest work to ours [46] considers the problem of counterfactual inference for ABR. However, their method needs a model of the underlying network capacity, which is not available in real-world scenarios.

**Robust Representation Learning:** Domain adaptation is a problem of learning in a source domain for a good performance in a target domain, from which you only have unlabeled data. Adversarial Discriminative Domain Adaptation (ADDA) [49] uses a training approach similar to ours, in order to discover features with the same distribution in the source and target domains, which they claim to be robust features. However, we introduce the invariance in the training data collection ourselves and further exploit it for learning the right models. Furthermore, there has been recent interest in learning causal representations for improving robustness and generalization capability of neural networks [44]. CausalSim learns the causal representations using its novel data collection and its adversarial training procedure.

**Causal Inference:** Identifying causal relationships from observational data is a critical problem in many domains [19], including medicine [38], epidemiology [42], economics [25], and education [13]. Indeed, identifying causal structure and answering causal inference queries is an emerging theme in different machine learning tasks recently, including computer vision [52], reinforcement learning [15], and fairness [16], to name a few. One important aspect about causal inference is its ability to answer counterfactual queries. That is, answering queries about whether an outcome would have occurred had some intervention taken place. For such queries, many methods were developed; where some approaches are motivated by Pearl’s structural causal model [40], and by Rubin’s potential outcome framework [43]. We refer the interested reader to recent surveys such as [19] and references there in for an overview of recent advances in our ability to infer causal relationships from observational data.

The most closely related line of work within this literature we build upon is synthetic controls and its extension synthetic interventions, which aims to build synthetic trajectories of different units (e.g. individuals, geographic locations) under unseen interventions by appropriately learning across observed trajectories [1, 2, 4–7]. However, these works do not directly apply to network problems or to settings with adaptive policies.

A recent work which does consider such policies is [3]. This work aims to build data-driven simulators for model-based offline reinforcement learning RL, where we get limited data from different agents. The authors utilize a low-rank factor model approach to do so. However, their evaluations are primarily focused on more standard RL benchmarks from the OpenAI gym. Possibly utilizing a low-rank factor model approach with the distributional invariance method used in this paper might lead to further data efficiency and increased simulation accuracy. We leave this as interesting future work.

## 7 Concluding Remarks

CausalSim provides a simple and general solution for evaluating the performance of network protocols, as we showcase in this paper through two use-cases using both synthetic and real-world data. The success of this approach has many implications. One major implication is that RCT data can be harnessed to provide a more robust and accessible benchmark for researchers to evaluate new algorithms. Further, our evaluations with synthetic data show that CausalSim provides accurate point-wise counterfactual predictions; this suggests that one may be able to use CausalSim to design and evaluate personalized policies for specific scenarios/users.

While successful, we believe that a few more steps are needed for CausalSim to be a standard solution to counterfactual/causal inference problems in networked systems. One immediate next step is to go beyond ABR and load balancing and evaluate CausalSim’s performance in other types of systems. For example, while CausalSim is proven successful in problems with low-dimensional states, it is yet unclear if that success will extend to problems with a high-dimensional latent state. Another important aspect that needs further exploration is to understand how data availability affects the efficacy of this approach. For example, we suspect that the efficacy of CausalSim increases as the number and diversity of policies observed in the training data increase; however, a systematic evaluation of such a claim is needed and is an interesting direction for future work. Indeed, it would be worthwhile knowing which type of policies we should collect RCT data on, such that it allows us to best simulate new test policies.

Finally, a limitation of our approach is that it requires the availability of RCT data, which is not always available. However, RCT data is becoming more prevalent, and many network operators and service providers already have some infrastructure for conducting RCT experiments. Also, as CausalSim promises to increase the utility of such trials, performing RCTs may become more appealing. However, proposing a solution that overcomes the RCT data requirement is another interesting direction of future work.
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Appendix A  Real-world ABR
A.1 Dataset & Algorithms
Our trajectories in the real-world (Puffer) data come from the time span of August 1, 2020 until May 15, 2021. In this period of time, 5 ABR algorithms appear consistently and are listed in Table 1. Each trajectory is an active client session streaming a live TV channel. We used trajectories with a minimum length of 500 chunks to filter out short-lived sessions. The observed throughputs are in the range of 200Kbps to 300Mbps. Since the highest quality chunks rarely surpass 7Mbps, paths with higher bandwidth will always stream the highest quality chunks under all policies. Hence we only use trajectories with less than 7Mbps of average observed bandwidth.

To test out CausalSim, we need to simulate the streaming session using a different algorithm than the one that was actually used in that session. This requires implementation of the ABR algorithms. However, Fugu’s implementation needs access to the history of the streaming session’s TCP info, which is not fully logged in the data-set. More specifically, our attempts for reconstructing Fugu’s chosen chunk sizes fail to match the logged ones in the data-set. Therefore, we do not consider Fugu-2019 or Fugu-CL as candidates for left-out algorithms.

A.2 Training setup
We use Multi Layer Perceptron (MLP)s as the neural network structures for CausalSim models and the SLSim model. All implementations use the Pytorch [39] library. Table 2 is a comprehensive list of all hyperparameters used in training.

A.3 Comprehensive results
Figure 11 compares CausalSim predictions with ExpertSim and SLSim baselines in all possible source/left-out policy pairs.

Appendix B  ABR synthetic
B.1 Data & Algorithms
Simulating a trajectory in our synthetic ABR environment needs three components:
• A video, with several bit-rates available. We use "Envivio-Dash3" from the DASH-246 JavaScript reference client [12].
• An ABR algorithm. We have a set of 9 policies to choose from, presented in Table 3.
• A network path, which is characterized by the latent network capacity and the path RTT.

We use random generative processes to generate network traces and RTTs. The RTT for a streaming session is sampled randomly, according to a uniform distribution:

\[ rtt \sim \text{Unif}(20 \text{ ms}, 200 \text{ ms}) \]

Our trace generator is a bounded Gaussian distribution, whose mean comes from a Markov chain. Prior work shows Markov chains are appropriate models for TCP throughput [47], and Gaussian distributions can model throughputs in stationary segments of TCP flows [33].

Concretely, at the start of the trace, the following parameters are randomly sampled:

\[ v \sim \text{Unif}(30, 100) \]
\[ p = 1/v \]
\[ l, h \sim \text{Unif}(0.5, 4.5) \]
\[ s.t. \frac{h-l}{h+l} > 0.3 \]
\[ s_0 \sim \text{Unif}(l, h) \]
\[ c_\sigma \sim \text{Unif}(0.05, 0.3) \]

At each time step, the state remains unchanged with probability \(1-p\) and changes elsewhere. When changing, the next state is sampled from a double exponential distribution centered around the previous state:

\[ \lambda = \text{solve}(1 - e^{h-s_{i-1}} - e^{h-s_{i-1}} = 0) \]
\[ s_i = \text{DoubleExp}(s_{i-1}, \lambda) \]

The point for this specific transition kernel is, that abrupt changes in network capacity should be rare. The scale parameter in this distribution Finally, the network capacity \(c_i\) in each step is sampled from a Gaussian distribution, defined by these parameters:

\[ c_i \sim \text{Normal}(s_i, s_i \cdot c_\sigma) \]

B.2 Training setup
Similar to the real-world ABR experiment, we use MLPs as the neural network structures for CausalSim models and the SLSim model. Table 4 comprehensively lists all hyperparameters used in training.

Appendix C  Load Balancing
C.1 Data & Algorithms
To simulate the load balancing problem described in §5.3.1, we need to set the server processing rates \(\{r_i\}_{i=1}^N\), and arriving job sizes \(S_i\). Server rates are generated randomly, as follows:

\[ r_i = e^{u_i} \]

where \(u_i \sim \text{Unif}(-\ln(5), \ln(5))\)

We generate job sizes using a time-varying Gaussian distribution. At step \(k\) of the trajectory, job size \(S_k\) is sampled as follows:

\[ S_k \sim \text{Normal}(\mu_k, \sigma_k) \]

where \(\mu_k\) and \(\sigma_k\) signify the mean and variance of the generative distribution at time step \(k\). At each time step, with a probability of \(p = 1/12000\), the mean and variance change and with a probability of \(1-p\), they remain the same. The mean and variance...
Figure 11: Buffer distributions for Source users, Left-out users, CausalSim predictions, ExpertSim predictions, SLSim predictions.
values are drawn from random distributions, both at the start of a trajectory and when a change occurs, in the following manner:

If $k=0$ or, mean and variance must change:
\[
\begin{align*}
\mu_k &\sim \text{Pareto}(\alpha = 1, \ L = 10^1, \ H = 10^{2.5}) \\
\rho_k &\sim \text{Unif}(0, \ 0.5) \\
\sigma_k &= \mu_k \cdot \rho_k \\
\end{align*}
\]
Else:
\[
\begin{align*}
\mu_k &= \mu_{k-1} \\
\sigma_k &= \sigma_{k-1} \\
\end{align*}
\]

Jobs generated according to this process are temporally correlated, and therefore not independent and identically distributed. Training data consists of 5000 trajectories of length 1000, each of which was randomly assigned a policy from Table 5.

Finally, Table 5 describes the 16 policies used in these experiments.

### C.2 Training setup

As before, we use MLP as the neural network structures for CausalSim models and the SLSim model and Table 4 is a comprehensive list of all hyperparameters used in training.
| Model          | Hyperparameter          | Value                  |
|---------------|-------------------------|------------------------|
|               | Hidden layers           | (128, 128)             |
|               | Hidden layer Activation function | Rectified Linear Unit (ReLU) |
|               | Output layer Activation function | Identity mapping |
|               | Optimizer               | Adam [29]              |
|               | Learning rate           | 0.001                  |
|               | $\beta_1$               | 0.9                    |
|               | $\beta_2$               | 0.999                  |
|               | $\epsilon$              | $10^{-8}$              |
|               | Batch size              | $2^{19}$               |
| **SLSim**     |                         |                        |
| **CausalSim** | $\kappa$                | {1, 5, 10, 15, 20, 25} |
|               | Training iterations (num_train_it) | 5000                  |
|               | num_disc_it             | 10                     |
| **SLSim**     | Training iterations     | 10000                  |

Table 2: Training setup and hyperparameters for the real-world ABR experiment
| Policies | Hyperparameter | Value | Used as source | Used as left out |
|----------|---------------|-------|----------------|-----------------|
| BBA      | Cushion       | 5     | ✓              | ✓               |
|          | Reservoir     | 10    |                |                 |
| BOLA-BASIC v1 | $V$ | 0.71 (Computed using puffer formula) | ✓               | ✓               |
|          | $\gamma$     | 0.22 (Computed using puffer formula) |             |                 |
|          | Utility function | ln(chunk sizes) (As used in BOLA paper [45]) |             |                 |
| Random   | -             | -     | ✓              | ✓               |
| BBA-Random mixture 1 | Cushion | 5 | ✓ | ✓ |
|          | Reservoir     | 10    |                |                 |
|          | Random choices | 50% |             |                 |
| BBA-Random mixture 2 | Cushion | 10 | ✓ | ✓ |
|          | Reservoir     | 20    |                |                 |
|          | Random choices | 50% |             |                 |
| MPC      | Lookback length | 5 | ✓ | ✓ |
|          | Lookahead length | 5 |             |                 |
|          | Rebuffer penalty | 4.3 |             |                 |
| Rate-based | Throughput estimate | Harmonic mean |             |                 |
| Optimistic Rate-based | Lookback length | 5 | ✓ | ✓ |
|          | Throughput estimate | Max |             |                 |
| Pessimistic Rate-based | Lookback length | 5 | ✓ | ✓ |
|          | Throughput estimate | Min |             |                 |

Table 3: ABR algorithms used in the synthetic ABR experiments.
### Table 4: Training setup and hyperparameters for the synthetic ABR experiment.

| Model          | Hyperparameter               | Value                        |
|----------------|-----------------------------|------------------------------|
| SLSim (1 network), CausalSim (3 networks) | Hidden layers                | (128, 128)                  |
|                | Hidden layer Activation function | ReLU                        |
|                | Output layer Activation function | Identity mapping           |
|                | Optimizer                    | Adam [29]                    |
|                | Learning rate                | 0.0001                       |
|                | $\beta_1$                   | 0.9                          |
|                | $\beta_2$                   | 0.999                        |
|                | $\varepsilon$               | $10^{-8}$                    |
|                | Batch size                   | $2^{14}$                     |
| CausalSim      | $\kappa$                    | $\{0.01, 0.1, 1, 10, 100\}$ |
|                | Training iterations (num_train_it) | 10000                      |
|                | num_disc_it                 | 10                           |
| SLSim          | Training iterations          | 10000                       |

### Table 5: Scheduling policies used in the load balancing experiment.

| Policies                             | Description                                                             | Used as source | Used as left out |
|--------------------------------------|-------------------------------------------------------------------------|----------------|------------------|
| Server limited policy (8 variations) | Randomly assign to only two servers                                    | ✓              | ×                |
| Shortest queue                       | Assign to server with smallest queue                                    | ✓              | ✓                |
| Power of $k$ ($k \in \{2,3,4,5\}$) | Poll queue lengths of $k$ server and assign to shortest queue          | ✓              | ✓                |
| Oracle optimal                       | Normalize queue sizes with server rates and assign to shortest normalized queue | ✓              | ✓                |
| Tracker optimal                      | Similar to oracle, but estimates server rates with historical observations of processing times | ✓              | ✓                |
| Model         | Hyperparameter                      | Value          |
|--------------|-------------------------------------|----------------|
| SLSim (1 network), CausalSim (3 networks) | Hidden layers              | (128, 128)     |
|              | Hidden layer Activation function    | ReLU           |
|              | Output layer Activation function    | Identity mapping |
|              | Optimizer                           | Adam [29]      |
|              | Learning rate                       | 0.0001         |
|              | $\beta_1$                           | 0.9            |
|              | $\beta_2$                           | 0.999          |
|              | $\epsilon$                          | $10^{-8}$      |
|              | Batch size                           | $2^{14}$       |
| CausalSim    | $\kappa$                            | {0.01, 0.1, 1, 10, 100} |
|              | Training iterations (num_train_it)  | 10000          |
|              | num_disc_it                         | 10             |
| SLSim        | Training iterations                 | 10000          |

Table 6: Training setup and hyperparameters for the load balancing experiment.