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Abstract—In this note, we develop an adaptive observer for a class of nonlinear systems with switched unknown parameters to estimate the states and parameters simultaneously. The main challenge lies in how to eliminate the disturbance effect of zero-input responses caused by the switching on the parameter estimation. These responses depend on the unknown states at switching instants (SASI) and constitute an additive disturbance to the parameter estimation, which obstructs parameter convergence to zero. Our solution is to treat the zero-input responses as excitations instead of disturbances. This is realized by first augmenting the system parameter with the SASI and then developing an estimator for the augmented parameter using the dynamic regression extension and mixing technique. Thanks to its property of elementwise parameter adaptation, the system parameter estimation is decoupled from the SASI. As a result, the estimation errors of system states and parameters converge to zero asymptotically. Furthermore, the robustness of the proposed adaptive observer is guaranteed in the presence of disturbances and noise. A numerical example validates the effectiveness of the proposed approach.

Index Terms—Adaptive observer, parameter estimation, state observer, switched systems.

I. INTRODUCTION

Over the last decades, a lot of efforts have been devoted to the simultaneous state and parameter estimation of dynamical systems with adaptive observers. Early results of adaptive observer design focus on systems, which can be transformed into canonical form [1], [2], [3], [4]. In [5], a new adaptive observer is proposed for a class of time-varying systems, which does not require the system to be transformed into canonical form. Extensions of this adaptive observer to nonlinearly parameterized systems [6], systems nonlinear in the parameters [7], and stochastic systems [8] are reported. These approaches also enjoy a wide range of applications, e.g., biodiesel fueled engines [9], lithium-ion batteries [10], and antilock braking systems [11]. Furthermore, adaptive observers for nonuniformly observable systems [12], [13] and systems coupled with partial differential equations [14] are developed. In the presence of disturbances, robust adaptive observers are proposed by adopting the high-gain concept [15] and sliding-mode technique [16] or imposing certain excitation conditions [17], [18]. The fundamental idea of most referenced adaptive observers is to construct a linear regression equation (LRE) by utilizing filtering operation on known signals depending on the inputs and outputs. The LRE enables the application of various adaptive parameter estimation approaches to estimate the unknown parameters. Then, the state observation is conducted with the estimated parameter. It is worth pointing out that the LRE captures the forced response of the filtered system whereas the zero-input response stemming from the filtering operation is treated as a disturbance and mostly disregarded, as it is exponentially decaying and does not destroy the convergence of the estimation errors.

Despite the abovementioned advances, the existing adaptive observers focus on systems with constant unknown parameters and cannot be applied to systems with switched unknown parameters. In practice, the operation conditions of most plants may change, which cannot be modeled using constant parameters. Instead, systems with switched unknown parameters are used to depict this phenomenon [19], [20]. This motivates us to explore adaptive observers for systems with switched unknown parameters. The main challenge in this regard lies in the disturbance effect of zero-input responses caused by the switching. These responses are products of unknown states at switching instants (SASI) and the known transient terms. They act as a nonvanishing unknown additive disturbance term to the LRE and prevent the parameter estimation error from converging to zero. This problem cannot be solved by using conventional adaptive observers. However, the recently proposed adaptive observers using dynamic regressor extension and mixing (DREM) [21], [22], [23] provide new inspiration to cope with the zero-input responses. These approaches treat the initial state as an unknown parameter and transform the state observation problem into the parameter estimation problem of the initial state. The key feature of these DREM-based approaches is the ability to ensure the elementwise parameter adaptation, namely, the adaptation of each element of the estimated parameter is decoupled from each other. Although methods in [21], [22], and [23] are not eligible for switched systems, we are inspired by their elementwise adaptation property and develop an adaptive observer for systems with switched unknown parameters by using DREM, which overcomes the challenge of the treatment of zero-input responses.

The main contribution of this technical note is that we develop an adaptive observer for a class of systems with switched unknown parameters. We achieve asymptotic convergence of state and parameter estimation errors despite the presence of the nonvanishing zero-input responses. Furthermore, the robustness of the proposed adaptive observer is analyzed for the case with noise and disturbances. We emphasize the novelty of the technical route through which we cope with the zero-input responses. Specifically, distinct from the most adaptive observers for systems with constant unknown parameters [2], [3], [4], [5], [6], [7],
In [8], [9], [10], [11], where the zero-input response is viewed as a disturbance and disregarded, we exploit the known information of the zero-input responses to construct the regressor and augment the system parameters with SASI (the unknown part of zero-input responses). To decouple the system parameter estimation and the evolution of SASI, we propose a DREM-based parameter estimator for the augmented parameter. Thanks to its elementwise adaptation property, the asymptotic convergence of state and parameter estimation errors is achieved.

II. PROBLEM FORMULATION AND PRELIMINARIES

Consider the uncertain nonlinear switched system

\[ \dot{x} = Ax + Bu + \Psi(y,u)\theta^\ast_{\sigma(t)} \]
\[ y = Cx \]

where \( x \in \mathbb{R}^n \) is the state vector, \( y \in \mathbb{R} \) denotes the output signal, and \( u \in \mathbb{R} \) represents the input signal of the system. \( A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times 1}, C \in \mathbb{R}^{1 \times n} \) are known constant matrices. Besides, the pair \((A,C)\) is observable. The nonlinearity \( \Psi(y,u) \in \mathbb{R}^{n \times m} \) is a known continuous function depending on the output \( y \) and the input \( u \). The switched system (1) has \( s \in \mathbb{N}^+ \) subsystems and \( \theta^\ast_{\sigma(t)} \) denotes the subscript unknown parameter vector with \( \theta^\ast_{\sigma(t)} \in \{ \theta^1_{\sigma(t)}, \theta^2_{\sigma(t)}, \ldots, \theta^s_{\sigma(t)} \} \), where \( \theta^i \in \mathbb{R}^n, i \in \{1,2,\ldots,s\} \) denotes the \( i \)th unknown constant parameter vector. The switching signal \( \sigma(t) : [0,\infty) \rightarrow \mathcal{I} = \{1,2,\ldots,s\} \) is a known piecewise constant function. It governs, which subsystem is activated. Namely, for \( \sigma(t) = i, i \in \mathcal{I} \), we have \( \theta^\ast_{\sigma(t)} = \theta^i \) and we say that the \( i \)th subsystem is activated at time \( t \). To characterize the switching instants, let the set of switching times instants represented by \( \{t_1,t_2,\ldots,k,t_k,\cdots\} \) for \( k \in \mathbb{N}^+ \) and the initial time instant denoted by \( t_0 \).

Different from the well-known system form with constant unknown parameters studied in [5], [8], and [11], system (1) depicts systems with switched unknown parameters. It is of practical interest as it can model many engineering applications operating in multiple modes such as mechanical systems with friction [24] and backlash [25].

The problem to be solved in this article is formulated as follows: given a switched system (1) with the unknown subsystem parameters \( \theta^i, i \in \mathcal{I} \), design an adaptive observer based on the input \( u \) and the output \( y \) to simultaneously estimate the system state \( x \) and the subsystem parameters \( \theta^i, i \in \mathcal{I} \) with asymptotic convergence of the estimation errors.

For the observer design in this article, we make the following assumption:

**Assumption 1:** The state \( x(t) \), the output \( y(t) \), and the input \( u(t) \) are bounded, i.e., \( x(t) \in \mathcal{X}, y(t) \in \mathcal{Y}, u(t) \in \mathcal{U} \), \( \forall t \geq 0 \) with \( \mathcal{X} \subset \mathbb{R}^n, \mathcal{Y} \subset \mathbb{R}, \mathcal{U} \subset \mathbb{R} \) being compact sets.

Assumption 1 is a common assumption in adaptive observer design problems [6], [26]. The signal boundedness in Assumption 1 can be ensured by applying stabilizing controllers such as direct adaptive controllers [27], [28] and robust controllers [29].

III. MAIN RESULTS

In this section, we introduce the proposed adaptive observer to solve the above-mentioned problem. We first derive the LRE of (1) and redefine the role of the transient zero-input responses caused by switching by augmenting the unknown parameters with the SASI. Then, we develop a DREM-based parameter estimator to decouple the parameter estimation from the SASI. Based on the estimated parameter, we design the state observer and conduct the robustness analysis.

A. Derivation of LRE

Let us start by transforming the system (1) into an LRE. The goal of this step is to establish an algebraic relation between the unknown parameters and the known signals. We rewrite (1a) as

\[ \dot{x} = (A - KC)x + Bu + Ky + \Psi(y,u)\theta^\ast_{\sigma(t)} \]

with \( K \in \mathbb{R}^{n \times 1} \) being an output feedback gain such that \((A - KC)\) is Hurwitz. The time response of \( x(t) \) for the interval \( t \in [t_k,t_{k+1}) \), \( k \in \mathbb{N} \), in which \( \theta^\ast_{\sigma(t)} \) remains constant, can be written as

\[ x(t) = \Phi(t,t_0)x(t_0) + \int_{t_0}^{t} \Phi(t,\tau)(Bu(\tau) + Ky(\tau))d\tau + \int_{t_0}^{t} \Phi(t,\tau)\Psi\theta^\ast_{\sigma(\tau)}d\tau \]

where \( \Phi(t,\tau) \) is the state transition matrix associated with \((A - KC)\). From (3), we can see that these three components constitute the solution of \( x \) for \( t \in [t_k,t_{k+1}) \), \( k \in \mathbb{N} \): the zero-input response associated with the SASI \( x(t_k) \), the forced response driven by the known signal \( Bu + Ky \), and the forced response driven by the switched uncertain part \( \Psi\theta^\ast_{\sigma(t)} \).

These two forced responses can also be described by two auxiliary signals \( x_u \) and \( x_\theta \) generated by the following dynamics:

\[ \dot{x}_u = (A - KC)x_u + Bu + Ky, \quad x_u(t_k) = 0 \]  
\[ \dot{x}_\theta = (A - KC)x_\theta + \Psi\theta^\ast_{\sigma(t)}, \quad x_\theta(t_k) = 0, \quad k \in \mathbb{N}. \]

Therefore, for \( t \in [t_k,t_{k+1}], k \in \mathbb{N}, \) (3) becomes

\[ x = \Phi(t,t_k)x(t_k) + x_u + x_\theta \]

Furthermore, let the signal matrix \( Y(t) \in \mathbb{R}^{n \times m} \) be generated by the following dynamics:

\[ \dot{Y} = (A - KC)Y + \Psi, \quad Y(t_k) = 0, \quad k \in \mathbb{N} \]

from which one obtains \( Y(t) = \int_{t_k}^{t} \Phi(t,\tau)\Psi d\tau, t \in [t_k,t_{k+1}). \) This together with the solution of \( x_\theta \) [the third term in (3)] leads to

\[ x_\theta = Y \Psi\theta^\ast_{\sigma(t)}. \]

The signals \( x_u, x_\theta, Y \) can be respectively viewed as filtered signals of \( Bu + Ky, \Psi\theta^\ast_{\sigma(t)}, \Psi \) with the filter parameter \((A - KC)\). \( x_\theta \) is unknown and to be estimated. \( x_u, Y \) are known and will be used later for the adaptive observer design.

**Remark 1:** In the adaptive observer design for nonswitching systems [5], it suffices to specify zero initial states of the auxiliary filtered signals \( x_u, Y \) at \( t_0 \). In contrast, these signals in our context are reset to zero at each time instant \( t_k \), \( k = 0 \) for the initial instant and \( k \in \mathbb{N} \) for switching instants, see (4), (6). Such reset is essential for a clear decomposition of \( x \) into the zero-input response [see \( \Phi(t,t_k)x(t_k) \) in (5)] and forced responses [see \( x_u, x_\theta \) in (5)] for every continuous interval \([t_k,t_{k+1}), k \in \mathbb{N}\).

Recall that the goal of this section is to establish an algebraic relation between the unknown parameters and known signals by transforming the system (1) into an LRE. To achieve this, we take (7) into (5), move the known signal \( x_u \) to the left side of (5), and multiply both sides with \( C \), which yields for \( t \in [t_k,t_{k+1}) \), \( k \in \mathbb{N} \) the following LRE:

\[ z = CY \Psi\theta^\ast_{\sigma(t)} + C\Phi(t,t_k)x(t_k) \]

with \( z = y - Cx_u \).

**Remark 2:** For systems without switching, the LRE would become \( z = CY \Psi^\ast + C\Phi(t,t_k)x(t_0), t \in [t_0,\infty) \) with \( \Psi^\ast \) being the constant.
unknown parameter. In most of the approaches of the current line of research [2], [3], [4], [5], [6], [7], [8], [9], [10], [11], only \( z = CT\theta^* \) is considered and the zero-input response \( C\Phi(t, t_0)x(t_0) \) is disregarded due to its exponentially decaying property. The work [30] provides rigorous asymptotic convergence analysis when \( C\Phi(t, t_0)x(t_0) \) is not neglected. As opposed to the decaying property in these papers, the zero-input responses \( C\Phi(t, t_k)x(t_k) \) in our case build a nonvanishing disturbance signal under intermittent switching, as each switch triggers a zero-input response depending on the SASI \( x(t_k), k \in \mathbb{N}^+ \). Consequently, the effect of these transients on the parameter estimation cannot be neglected.

The disturbance effect of \( C\Phi(t, t_k)x(t_k), k \in \mathbb{N} \) is the main obstacle to obtain the asymptotic convergence of the estimation errors. Observe that \( C\Phi(t, t_k)x(t_k) \) consists of the known part \( C\Phi(t, t_k) \) and the unknown part \( x(t_k) \). Our solution concept is to treat the SASI \( x(t_k) \) as a part of the unknown parameters and view \( C\Phi(t, t_k) \) as a part of the regressor such that we can make full use of this known signal for the parameter estimation. Namely, we rewrite (8) as

\[
z = \nu^T \bar{\theta}(t)
\]

with the augmented parameter and regressor

\[
\begin{align*}
\nu^T &= [CT, C\Phi(t, t_k)] \in \mathbb{R}^{1 \times (m+n)} \\
\bar{\theta}(t) &= \begin{bmatrix} \theta_{\nu}(t) \\ x^*(t) \end{bmatrix} \in \mathbb{R}^{(m+n)}
\end{align*}
\]

where \( x^*(t) \in X \triangleq \{x(t_1), x(t_2), \ldots, x(t_k), \ldots \} \) and \( x^*(t) = x(t_k) \) for \( t \in [t_k, t_{k+1}], k \in \mathbb{N} \). Viewing over the whole time interval \( \tau \in [t_0, \infty) \), \( x^*(t) \) is a piecewise constant vector.

The augmented parameter vector \( \bar{\theta}(t) \) in (10) is a switched parameter, which remains constant within each interval \([t_k, t_{k+1})\) for \( k \in \mathbb{N} \) and switches at each \( t_k \). It consists of two parts: the parameters to be estimated \( \theta_i^* \), \( i \in \mathcal{I} \) and the state at each switching instant \( x^*(t_k) \) in \( X \). The cardinality of \( \mathcal{I} \) is \( s \) while the cardinality of \( X \) is unknown. Due to the mismatch of the cardinalities, it is necessary to develop a parameter estimator, which enables separable adaptations of \( \theta_{\nu}(t) \) and \( x^* \). To realize this, we propose a DREM-based parameter estimator as it can achieve elementwise adaptation of the parameter.

### B. DREM-Based Parameter Estimator

The LRE (9) is derived by incorporating the filtered signals \( x_\nu, T \) with the filter parameter \( A - KC \). Based on this derivation, the first step of DREM is to create \( m + n \) LRE by using a set of filters with distinct filter parameters \( A - K_jC, j \in \{1, 2, \ldots, m + n\} \) instead of using a single filter with \( A - KC \). \( K_j \) are designed such that \( A - K_jC \) are Hurwitz. So we repeat the derivation from (2) to (10) and replace \( K \) with \( K_j, j \in \{1, 2, \ldots, m + n\} \). This leads to

\[
z_j = \nu_j^T \bar{\theta}(t)
\]

for \( t \in [t_k, t_{k+1}), k \in \mathbb{N} \)

\[
\begin{align*}
z_j &= y - Cx_{uj} \\
\nu_j^T &= [CT_j, C\Phi_j(t, t_k)]
\end{align*}
\]

where

\[
\begin{align*}
\dot{x}_{uj} &= (A - K_jC)x_{uj} + Bu + K_jy, \quad x_{uj}(t_k) = 0 \\
\dot{Y}_j &= (A - K_jC)Y_j + \Psi, \quad Y_j(t_k) = 0, k \in \mathbb{N}
\end{align*}
\]

and \( \Phi_j(t, \tau) \) denotes the state transition matrix associated with \( A - K_jC \). We rewrite the \( m + n \) LRE in matrix form and obtain

\[
Z_j = N^T \bar{\theta}(t)
\]

with

\[
Z_j = \begin{bmatrix} z_1 \\ \vdots \\ z_{m+n} \end{bmatrix}, \quad N_j = \begin{bmatrix} \nu_1^T \\ \vdots \\ \nu_{m+n}^T \end{bmatrix}
\]

The second step of DREM suggests multiplying the extended regression (13) with the adjoint of the extended regressor matrix \( N^T \), denoted by \( \text{adj}(N^T) \). This leads to

\[
\text{adj}(N^T)Z_j = \text{adj}(N^T)N^T \bar{\theta}(t) = \text{det}(N)\bar{\theta}(t)
\]

with \( \text{det}(\cdot) \) denoting the determinant of a matrix. Let \( \Delta = \text{det}(N) \in \mathbb{R} \) and \( Z = \text{adj}(N^T)Z_j \in \mathbb{R}^{m+n} \). From (15), we obtain

\[
\bar{Z} = \Delta \bar{\theta}(t).
\]

As \( \Delta \) is a scalar, (16) leads to \( m + n \) separate scalar regression equations

\[
\bar{Z} = \begin{bmatrix} \bar{Z}_1 \\ \vdots \\ \bar{Z}_{m+n} \end{bmatrix} = \Delta \begin{bmatrix} \theta_{\nu}(t) \\ \vdots \\ x_j^*(t) \end{bmatrix} = \Delta \bar{\theta}(t)
\]

where \( Z_j \) is the \( j \)th element of the vector \( \bar{Z} \), \( \theta_{\nu}^j \) represents the \( j \)th element of \( \theta_{\nu}^* \), and \( x_j^* \) denotes the \( j \)th element of \( x^* \).

We define the following indicator functions:

\[
\chi_i(t) = \begin{cases} 1, & \text{if } x(t) = i \\ 0, & \text{otherwise.} \end{cases}
\]

Let \( \hat{\theta}_{ji} \in \mathbb{R} \) be the estimated value of \( \theta_{ji}^* \) and let \( \hat{\theta}_i = [\hat{\theta}_{1i}, \ldots, \hat{\theta}_{mi}]^T \). The adaptation of the estimated parameter follows the adaptation law:

\[
\dot{\hat{\theta}}_ji = \gamma_i \chi_i \Delta (Z_j - \Delta \hat{\theta}_ji)
\]

for \( i \in \mathcal{I}, j \in \{1, \ldots, m\}, \gamma_i \in \mathbb{R}^+ \) is a positive scaling factor. This adaptation law gives the parameter error equation

\[
\dot{\hat{\theta}}_{ji} = -\gamma_i \chi_i \Delta^2 \hat{\theta}_{ji}
\]

for \( \hat{\theta}_{ji} \) being the \( j \)th element of \( \hat{\theta}_i \) with \( \hat{\theta}_i = \hat{\theta}_i - \theta^*_i \). The indicator function \( \chi_i \) in the adaptation law (19) indicates that the value of \( \hat{\theta}_i \) remains constant when subsystem \( i \) is inactive and \( \hat{\theta}_i \) is adapted during the active phase of subsystem \( i \).

Remark 3: Simulation results in [5], and [8] show that adaptive observers proposed for nonswitched systems have the tolerance for rare switch of the parameters at the expense of transient parameter estimation errors after each switch. Due to these transient parameter estimation errors, provable asymptotic convergence of parameter and state estimation errors cannot be established. Moreover, performance degradation may occur when the time between two successive switches of parameters is not long enough to let the transients converge. These problems still persist in the very recently proposed adaptive observer for switched systems [26]. One feature that distinguishes our method from these methods is that each subsystem has its
own estimated parameter $\hat{\theta}_i$, $i \in I$. The estimated parameter $\hat{\theta}_i$ is only adapted when the $i$th subsystem is activated. Otherwise, $\hat{\theta}_i$ is frozen and is retained as the initial value for the next active period for the $i$th subsystem. Therefore, asymptotic convergence of parameter estimation errors can be achieved without suffering from transient errors after each switch.

### C. Adaptive State Observer

After obtaining the parameter adaptation law (19) for the estimated parameters $\hat{\theta}_i$, the adaptive state observer to estimate the state $x$ is given based on $\theta_i$,

\[
\dot{x} = A\dot{x} + Bu + \Psi(y, u)\hat{\theta}(t) + K(y - \hat{y})
\]

\[
\dot{y} = C\dot{x}
\]  

(21)

where $\dot{x}, \dot{y}$ denote the estimated state and output, respectively. $K \in \mathbb{R}^{n \times 1}$ is to be chosen such that $(A - KC)$ is Hurwitz.

**Assumption 2:** The scalar signal $\chi(t)$ satisfies $\chi \in \mathcal{L}_1$. 

**Assumption 2** is a modified version of the commonly used assumption ($\Delta \notin \mathcal{L}_2$) for the DREM-based parameter estimators of nonswitched systems [21], [22], [23]. In our context, the expression $\chi \in \mathcal{L}_1$ indicates that each subsystem is activated intermittently, i.e., for any $i \in I$ and $T \in \mathbb{R}^+$, there exist $\tau > T$ and $t_0 \in \mathbb{R}^+$ such that $\tau(t) = t$ for $t \in [t, t + \tau]$. This requirement is common in the convergence analysis of the parameter estimation in switched systems [20], [28], [31] to ensure that every subsystem will get sufficient excitation.

The performance of the proposed adaptive observer (19), (21) can be summarized below.

**Theorem 1:** Consider the switched system (1) with unknown parameters $\theta_i^*, i \in I$ and the adaptive observer (21) with the adaptation law (19). If Assumption 1 and Assumption 2 hold, then we have the parameter estimation error $\tilde{\theta}_i(t) \rightarrow 0 \quad \forall i \in I$ as $t \rightarrow \infty$ and the state estimation error $\tilde{x}(t) = \dot{x}(t) - x(t) \rightarrow 0$ as $t \rightarrow \infty$.

**Proof:** From (20), we have

$$\tilde{\theta}_i(t) = e^{\gamma_i t} - \gamma_i \int_{t_0}^{t} x_i(t)\Delta x_i(t)\tilde{\theta}_i(t_0).$$  

(22)

Since $\chi(t) \notin \mathcal{L}_2$, we have $\tilde{\theta}_i \rightarrow 0$ and therefore, $\tilde{\theta}_i \rightarrow 0$ as $t \rightarrow \infty$. From (1) and (21), we obtain for $\tilde{x} = \dot{x} - x$

\[
\dot{\tilde{x}} = (A - KC)\tilde{x} + \Psi(\hat{\theta}(t))
\]

(23)

Since $\tilde{\theta}_i \rightarrow 0 \quad \forall i \in I$ for $t \rightarrow \infty$ and $(A - KC)$ is Hurwitz, it leads to $\tilde{x} \rightarrow 0$ as $t \rightarrow \infty$. \hfill \Box

As underscored in the introduction, the conceptual highlight of this article is to convert the role of the zero-input responses from disturbances to excitations. Specifically, we observe from (12) and (14) that the known part of the zero-input response $C\Phi(t, t_0)$ constitutes a part of the regressor matrix $N$, whose determinant $\Delta$ further drives the adaptation of the parameter estimation errors [see (20)]. Furthermore, the elementwise adaptation property of DREM ensures that the evolution of the unknown part of the zero-input response $x_i(t_0)$ does not affect the adaptation of the estimated system parameters $\hat{\theta}_i$. This property is the key advantage of using DREM in our context. In contrast, classical adaptive observers (e.g., [5], [6], [7], [8], [9], [10], [11]) can only achieve the decrease of the norm of the parameter estimation error vector. As a result, the jumps of the SASI would obstruct the convergence of the system parameters via the norm operation. In addition, a byproduct advantage of using DREM in our approach is that it does not require the classical persistence of excitation condition to achieve the parameter convergence in the disturbance-free case.

**Remark 4:** Regarding the zero-input response, the underlying concept of the adaptive observers for nonswitched systems [2], [3], [4], [5], [6], [7], [8], [9], [10], [11], [30] or adaptive control for switched systems [27], [28] is treating the zero-input response as a disturbance, regardless of whether neglecting it [2], [3], [4], [5], [6], [7], [8], [9], [10], [11] or including it in the stability analysis [27], [28], [30]. Distinct from this concept, we provide a new perspective that the zero-input responses can be utilized as excitations to promote the parameter estimation such that asymptotic convergence of state and parameter estimation errors can be achieved.

**Remark 5:** The DREM-based adaptive observers in [21] and [22] augment the system parameters with the initial state. Then, the state estimation is established based on the identified initial state through an open-loop integration [21] or a nonfragile algebraic equation [22]. As opposed to these approaches, the purpose of augmenting the system parameters with SASI in this note is to exploit the known information of the zero-input responses in the regressor whereas the estimation of SASI is not of interest and disregarded.

**Remark 6:** Despite the switching of the parameters, the proposed adaptive observer does not impose a dwell time constraint. Indeed, the parameter estimation error $\hat{\theta}_i$ is continuous (no jumps at switching instants) and nonincreasing. Besides, the homogeneous part of the dynamics of $\dot{x}$ see (23) is nonswitching and exponentially stable. Therefore, a constraint on the switching frequency is not needed to ensure the stability of $\tilde{\theta}_i$ and $\tilde{x}$. In case of extension of the proposed method to systems with switched system matrices $A_{\sigma}(t), B_{\sigma}(t)$ instead of the constant ones $A, B$ in (1a), one can design switched filter parameters to obtain LRES (11) and a switched observer gain for (21), which would lead to a switched homogeneous part of the dynamics of $\tilde{x}$. Then, a common Lyapunov function [19, Sec. 2.1.4] or an extra dwell time constraint [19, Sec. 3.2] will be needed to ensure the stability of $\tilde{x}$.

### D. Robustness Analysis

In this section, we study the robustness of the adaptive observer when applying it to systems with disturbances and noise. Consider the system

\[
\dot{x} = Ax + Bu + \Psi(y, u)\theta^* + \omega
\]

(24a)

\[
y = Cx
\]

(24b)

\[
\dot{y} = y + \nu
\]

(24c)

where $\omega \in \mathbb{R}^n$ represents the state disturbance; $\nu$ denotes the measured output with $\nu \in \mathbb{R}$ being the measurement noise; $\omega$ and $\nu$ are bounded, i.e., $\|\omega\| \leq \omega_0, |\nu| \leq \nu_0$ for some constants $\omega_0, \nu_0 \in \mathbb{R}^+$ with $\| \|$ denoting the norm and $\cdot |$ representing the absolute value of a scalar.

With regards to the nonlinear function $\Psi(y, u)$ in (24), we make the additional assumption as follows.

**Assumption 3:** The function $\Psi(y, u)$ in (24) is Lipschitz with respect to $y$. That is, there exists positive constant $L_\Psi \in \mathbb{R}^+$ such that $\forall u \in U$ and $y, \hat{y} \in Y$, we have $\|\Psi(y, u) - \Psi(\hat{y}, u)\| \leq L_\Psi |y - \hat{y}| \leq L_\Psi |\nu| \leq L_\Psi \nu_0$.

To study how $\omega$ and $\nu$ affect the stability, we rederive the error (20). We start by rewriting (24a) as

\[
\dot{x} = (A - K_j C)x + Bu + K_j y + \Psi(y, u)\theta^*(t) + \omega
\]

(25)

for some $K_j \in \mathbb{R}^{n \times 1}, j \in \{1, 2, \ldots, m + n\}$ such that $(A - K_j C)$ is Hurwitz. The time response of $x(t)$ for $t \in [t_k, t_{k+1})$, $k \in \mathbb{N}$ can be written as

\[
x(t) = \Phi_j(t, t_k)x(t_k) + \int_{t_k}^{t} \Phi_j(t, \tau)(Bu + K_j y) d\tau
\]

\[
+ \int_{t_k}^{t} \Phi_j(t, \tau)\Psi(y, u)\theta^*(t) d\tau + \int_{t_k}^{t} \Phi_j(t, \tau)\omega d\tau.
\]

(26)
We use the measured output $\tilde{y}$ to generate the filtered signals

$$\dot{x}_{uj} = (A - K_j C)x_{uj} + Bu + K_j \tilde{y}, \quad x_{uj}(t_k) = 0,$$

$$\dot{Y}_j = (A - K_j C)Y_j + \Psi(\dot{y}, u), \quad Y_j(t_k) = 0, \quad k \in \mathbb{N}. $$

Let $z_j = \tilde{y} - Cx_{uj}$, which gives for $t \in [t_k, t_{k+1})$, $k \in \mathbb{N}$

$$z_j = Cx + v - C \left( \int_{t_k}^{t} \Phi_j(t, \tau)(Bu + K_j \tilde{y} + K_j v) d\tau \right).$$

(27)

Substituting $x$ with (26) yields

$$z_j = C\Phi_j(t, t_k)x(t_k) + C\int_{t_k}^{t} \Phi_j(t, \tau)d\tau \dot{y},$$

with the disturbance-related term $d_j$ being expressed by

$$d_j = C \int_{t_k}^{t} \Phi_j(t, \tau)(\Psi(\dot{y}, u) - \Psi(\dot{y}, u))d\tau$$

$$+ C \int_{t_k}^{t} \Phi_j(t, \tau)vd\tau + v - C \int_{t_k}^{t} \Phi_j(t, \tau)K_jvd\tau. $$

(29)

With the regressor $v_j^2 = [CT_j, C\Phi_j(t, t_k)],$ (28) can be written in the linear regression form

$$z_j = v_j^2 \tilde{y}(t) + d_j.$$ 

(30)

Stacking $m + n$ equations yields

$$Z_j = N^T \tilde{y}(t) + d$$

(31)

with $d = [d_1, d_2, \ldots, d_{m+n}]^T.$ Multiplying both sides with adj$(N^T)$ leads to

$$\tilde{Z} = \Delta \tilde{\psi}(t) + \tilde{D}$$

(32)

with $\tilde{D} = \text{adj}(N^T)d.$ We apply the same parameter adaptation law as in the ideal case (19) and obtain the elementwise parameter error equation

$$\dot{\theta}_{ji} = -\gamma_i \Delta^2 \tilde{\theta}_{ji} + \gamma_i \chi_i \Delta \tilde{D}_j$$

(33)

where $i \in \mathbb{I}, j \in \{1, 2, \ldots, m\}, \tilde{D}_j$ is the $j$th element of $\tilde{D}.$ Let $D$ be a vector of the first $m$ elements of $\tilde{D}$, i.e., $D = [D_1, D_2, \ldots, D_m]^T.$

We can write (33) into the vector form

$$\dot{\tilde{\theta}}_i = -\gamma_i \Delta^2 \tilde{\theta}_i + \gamma_i \chi_i \Delta D.$$ 

(34)

The adaptive observer is constructed based on the measured output $\tilde{y}$ and (21) now becomes

$$\dot{\tilde{x}} = A \tilde{x} + Bu + \Psi(\tilde{y}, u)\dot{\theta}_{\sigma(t)} + K_i(\tilde{y} - \tilde{y}),$$

$$\tilde{y} = C \tilde{x}.$$ 

(35)

Assumption 4 (Persistence of Excitation (PE) [11]): The scalar signal $\chi_i \Delta$ is PE for $\forall i \in \mathbb{I}.$ That is, there exist constants $\alpha_0, T_0 > 0$ such that

$$\frac{1}{T_0} \int_{t}^{t+T_0} \chi_i(\tau) \Delta^2(\tau) d\tau \geq \alpha_0 \quad \forall t \geq t_0.$$ 

(36)

To the best of our knowledge, the problem of characterizing the input signal to satisfy the PE condition in the adaptive observer is still open except for linear systems [1, Th. 5.3.1] or specific oscillators [32]. However, this condition can be checked by online inspecting the left side of the inequality of (36).

Similar to Assumption 2, the requirement that each subsystem is activated intermittently is also included in Assumption 4 by imposing the indicator function $\chi_i$ into the integral of (36).

The following theorem summarizes the robustness analysis.

Theorem 2: Consider the switched system (24) with unknown parameters $\theta_{i, j}, i \in \mathbb{I}$ and the adaptive observer (35) with the adaptation law (19). If Assumptions 1, 3, and 4 hold, then the parameter estimation error $\tilde{\theta}_i$ and the state estimation error $\tilde{x}$ converge to the residual set

$$\mathcal{R}_e = \left\{ x, \tilde{\theta}_i \parallel \|\tilde{x}\| + \|\tilde{\theta}_i\| \leq \mu \sup_t \|\Delta D\| + c \right\}$$

for some positive constants $\mu, c \in \mathbb{R}^+.$

The proof of Theorem 2 can be seen in Appendix A.

Remark 7: Up to our knowledge, most of the existing DREM-based methods without PE conditions are confined to the disturbance-free case except for some special disturbances such as exponentially decaying disturbances [30] and disturbances generated by autonomous dynamical systems with known structures [33]. How to deal with general unknown bounded disturbances is still open in the area of DREM. In our article, compared to the disturbance-free case, Theorem 2 imposes a stronger excitation condition that $\chi_i \Delta$ is PE, which makes the homogeneous part of (34) exponentially stable and ensures the boundedness of $\tilde{x}$ and $\tilde{\theta}_i.$ In case the PE condition cannot be satisfied in some circumstances, robust modifications such as projections and leakages [1] can be applied to the adaptation law (19). The modified adaptation law together with the boundedness of $D$ in (34) (proved in Appendix A) would lead to the boundedness of $\tilde{x}$ and $\tilde{\theta}_i$ (see [1, ch. 9.2]).

IV. NUMERICAL VALIDATION

In this section, the proposed adaptive observer is validated through a numerical example. Consider a variable stiffness actuator (VSA) model for compliant robotic applications adapted from [34], [35]. In this actuator, the load is connected to the motor with a flexible transmission, whose torsional stiffness can be switched among various values (modes), e.g., by using a clutch mechanism [35] or changing the angle of a secondary motor [34]. The dynamics of a VSA is given by

$$J_m \dot{\theta}_m + D_m \dot{\theta}_m - \tau_e = \tau$$

$$J_i \dot{\theta}_i + D_i \dot{\theta}_i + \tau_e = \tau_{ext}$$

(38)

where $\theta_m \in \mathbb{R}$ represents the motor angle reflected through a reduction gear, $\theta_i \in \mathbb{R}$ denotes the angle on the load side. $J_m = 0.0575 \text{ kg} \cdot \text{m}^2$ and $J_i = 0.1 \text{ kg} \cdot \text{m}^2$ are the reflected motor inertia and the load inertia, $D_m = 0.25 \text{ N} \cdot \text{m} \cdot \text{s} / \text{rad}$ and $D_i = 0.15 \text{ N} \cdot \text{m} \cdot \text{s} / \text{rad}$ denote the viscous friction coefficients on the motor side and the load side, respectively. $\tau_e \in \mathbb{R}$ denotes the torque of the motor, while $\tau_{ext}$ represents the external torque. In our example, $\tau_{ext} = 0 \text{ N} \cdot \text{m}.$ $\tau_{f, e}$ is the torque resulting from the flexible transmission with the variable stiffness. For each mode $i \in \{1, 2, 3\}$, it is given by the nonlinear function $g_i(\theta_i, \theta_{inv})$

$$\tau_{f, e} = g_i(\theta_i, \theta_{inv}) = k_i^u(\theta_i - \theta_{inv}) + k_i^v(\theta_i - \theta_{inv})^3$$

(39)

where $k_i^u, k_i^v \in \mathbb{R}^+$ are unknown coefficients to be estimated. Define the state vector $x = [x_1, x_2, x_3]^T = [\theta_m - \theta_i, \theta_m, \dot{\theta}_i]^T$ and the input signal $u = \tau.$ The system dynamics (38) together with (39) can be written in form of (1) as

$$\dot{x} = \begin{bmatrix} 0 & 1 & -1 \\ 0 & -\frac{D_m}{J_m} & 0 \\ 0 & 0 & -\frac{D_i}{J_i} \end{bmatrix} x + \begin{bmatrix} 0 \\ -\frac{\tau_{ext}}{J_i} \\ 0 \end{bmatrix} u + \begin{bmatrix} -\frac{\tau_{f, e}}{J_i} \\ \frac{\tau_{ext}}{J_i} \\ 0 \end{bmatrix} \theta_{\sigma(t)}$$

$$y = \begin{bmatrix} 1 & 0 & 0 \end{bmatrix} x$$

where $\theta_{\sigma(t)} = [k_i^u, k_i^v]^T.$ The initial state of the system is $x(0) = [0, 0, 0]^T.$ The nominal parameters to be estimated are $\theta_{1, 2} = [2.6, 1.8]^T,$ $\theta_{2, 3} = [4.05, 0.3]^T,$ and $\theta_{3, 3} = [2.5, 5.5]^T.$

The input signal is designed as $u(t) = 3.2 \sin t.$ The switching signal $\sigma(t)$ is $\sigma(t) = 1$ for $32 \text{s} + kT \leq t < 40 \text{s} + kT,$ $\sigma(t) = 3$ for $40 \text{s} + kT \leq t < 48 \text{s} + kT$.
for $10s + kT \leq t < 18s + kT$, and $\sigma(t) = 2$ otherwise, where $k \in \mathbb{N}, T = 40s$. The switching signal is shown in Fig. 1(a). As $k \to \infty$, we have intermittent switching and every mode is repeatedly activated.

Now we evaluate the estimation performance of our proposed adaptive observer in the ideal case. The filter parameters $\{K_i\}_{i=1}^3$ are chosen as $K_1 = [-0.31, -11.89, -16.83]^T$, $K_2 = [2.63, -36.48, -20.85]^T$, $K_3 = [5.07, -47.52, -13.12]^T$, $K_4 = [-0.8, -17.11, -66.19]^T$, $K_5 = [3.76, -34.74, -6.35]^T$ and $K$ in the state observer (21) is $K = [8, -13.5, -1.8]^T$. The initial value of the observer is $\hat{x}(0) = [0, 0, 0]^T$. We specify the scaling factors $\gamma_i = 20, i = \{1, 2, 3\}$. Fig. 1(b) shows the evolution of integrals $\int_0^T \chi_i(s)\Delta^2(s)ds, i \in \mathbb{Z}$, from which one can conclude $\chi_i \Delta \notin L_2$. The norm of the parameter estimation error for each subsystem $\|\hat{\theta}_i\|$ is shown in Fig. 1(c), where dashed sections represent the inactive phase and solid sections represent the active phase. As it can be seen from Fig. 1(c), the value of $\|\hat{\theta}_i\|$ stays unchanged during the inactive phase whereas it, thanks to the use of DREM, decreases monotonically during the active phase. Furthermore, the estimated parameters of all subsystems converge to 0. The elementwise state estimation is shown in Fig. 1(d)-(f), respectively. The red solid lines display estimated states and the blue dashed lines represent real states. One can observe that the state estimation errors also converge to 0. This together with the parameter convergence validates the theoretical results of Theorem 1 that the proposed method is able to eliminate the disturbance effect of the zero-input responses and achieves asymptotic convergence of state and parameter estimation errors.

Finally, we show the robustness of the proposed adaptive observer in the presence of disturbances and noise. The filter parameters $\{K_i\}_{i=1}^3$, the scaling factors $\gamma_i$, the switching signal $\sigma(t)$, the input signal $u(t)$, as well as the initial value of the observer $\hat{x}(0)$ are specified to be the same as those in the ideal case. $v$ in (24c) is generated as random numbers with $|v| \leq v_0 = 0.02$. The disturbance term in (24a) is $\omega = [0, -f_c(x_2)/J_m, -0.8f_c(x_3)/J_3]$, where the function $f_c(x)$ represents the Coulomb friction and is given by

$$f_c(x) = 0.01\sqrt{2e}\exp\left(-\frac{x}{0.175}\right)^2, -0.12 + 0.01\tanh\left(\frac{x}{0.01}\right).$$

To verify if the PE assumption (Assumption 4) holds, we define the auxiliary signals $\mathcal{E}_i(t) = \int_{t_0}^{t+T_0} \chi_i(\tau)\Delta^2(\tau)d\tau, i \in \{1, 2, 3\}$ with $T_0 = 40s$. Fig. 2 shows $\mathcal{E}_1(t), \mathcal{E}_2(t), \mathcal{E}_3(t)$ with the blue, red, and green lines, respectively. We can observe that for each $\mathcal{E}_i(t), i \in \{1, 2, 3\}$, one can find a positive scalar $\alpha_i$ such that $\mathcal{E}_i(t) > \alpha_i T_0$ for $t > 0$ (e.g., the red line is always above 0.75). This verifies the fulfillment of Assumption 4.

The parameter estimation errors $\|\hat{\theta}_i\|$ and the state estimation error $\tilde{x}$ are shown in Fig. 3(a) and (b), respectively. Despite of the presence of disturbances and noise, both the parameter estimation errors and the state estimation error converge to bounded sets, which implies the robustness of the proposed adaptive observer.

V. CONCLUSION

We have explored the adaptive observer design for a class of systems with switched unknown parameters. Instrumental for this task is the derivation of a new LRE, which takes the intermittently appeared zero-input responses into account. We underscore the novelty that we convert the known information of zero-input responses into a part of an augmented LRE and propose a DREM-based parameter estimator to decouple the parameter adaptation from the SASI of these responses. With the proposed adaptive observer, we managed to eliminate the disturbance effect of the zero-input responses and achieve asymptotic convergence of state and parameter estimation errors. Moreover, we have proved the robustness of the proposed method by showing that the state and parameter estimation errors converge to a bounded set in

![Fig. 1. Parameter and state estimation using the proposed adaptive observer.](image1)

![Fig. 2. Verification of the fulfillment of the PE condition with $\mathcal{E}_i(t) = \int_{t_0}^{t+T_0} \chi_i(\tau)\Delta^2(\tau)d\tau, i \in \{1, 2, 3\}$ and $T_0 = 40s$.](image2)

![Fig. 3. Parameter and state estimation using the proposed adaptive observer in the presence of disturbances and noise.](image3)
the presence of disturbances and noise. Future work may include the extension of the proposed adaptive observer to nonlinearly parameterized switched systems.

**APPENDIX PROOF OF THEOREM 2**

Proof: We start the proof by showing that $d_j$, $j \in \{1, 2, \ldots, n + m\}$ in (29) is bounded for $t \in [t_0, \infty)$. As $\Phi_j(t, \tau)$ is the state-transition matrix of the Hurwitz matrix $(A - K \bar{C})$, there exist constants $\beta_j, \beta_j' \in \mathbb{R}^+$ such that $|\Phi_j(t, \tau)| \leq e^{-\beta_j(t-\tau)}$. Therefore, for $t \in [t_k, t_{k+1})$, we have (29) the following inequality:

$$
|d_j| \leq \beta_j' ||C|| \int_{t_k}^{t} e^{-\beta_j(t-\tau)} ||Y(y, u) - \Psi(\bar{y}, u)|| d\tau + \beta_j' ||C|| \int_{t_k}^{t} e^{-\beta_j(t-\tau)} (|\omega| + ||K_j|||v|) d\tau + |v|.
$$

Let $\bar{L} = \max_i \{\beta_i'\}$ and $\delta t_k = t_{k+1} - t_k$, $k \in \mathbb{N}$. Due to Assumption 3, we obtain for $t \in [t_k, t_{k+1})$, $k \in \mathbb{N}$

$$
|d_j| \leq \beta_j' ||C|| \int_{t_k}^{t} e^{-\beta_j(t-\tau)} (L_Q \bar{L} v_0 + \omega_0 + ||K_j||v_0) d\tau + \omega_0
$$

which together with adj$(N^T) \in L_\infty$ leads to $D, \tilde{D} \in L_\infty$.

From (34), we have

$$
\tilde{\theta}_j(t) = e^{-\gamma_i \int_{t_0}^{t} \chi_i \Delta^2(s)ds} \tilde{\theta}_j(t_0) + \gamma_i \int_{t_0}^{t} e^{-\gamma_i \int_{s}^{t} \chi_i \Delta^2(s)ds} \chi_i \Delta D d\tau.
$$

Since $\chi_i \Delta$ is PE, there exist constants $\alpha', \alpha_i \in \mathbb{R}^+$ such that

$$
||\tilde{\theta}_j(t)|| \leq ||\tilde{\theta}_j(t_0)|| + \alpha_i \gamma_i \int_{t_0}^{t} e^{-\gamma_i \alpha_i(t-\tau)} ||\chi_i \Delta D|| d\tau
$$

which further leads to

$$
\lim_{t \to \infty} \sup_{\tau \geq t} ||\tilde{\theta}_j(\tau)|| \leq \alpha_i \sup_{t} ||\chi_i(\Delta) D(t)||.
$$

From (24) and (35), we obtain

$$
\dot{x} = (A - K \bar{C}) \bar{x} + (\Psi(\bar{y}, u) \tilde{\theta}(t) - \Psi(y, u) \tilde{\theta}(t)) - w + K v
$$

which can be further rearranged as

$$
\dot{x} = (A - K \bar{C}) \bar{x} + (\Psi(\bar{y}, u) - \Psi(y, u)) \tilde{\theta}(t)
$$

Recalling that $(A - K \bar{C})$ is Hurwitz, there exist constants $\beta_1, \beta_2 \in \mathbb{R}^+$ such that

$$
||\tilde{x}(t)|| \leq \beta_1 e^{-\beta_1(t-\tau)} ||\tilde{x}(t_0)|| + \beta_2 \int_{t_0}^{t} e^{-\beta_2(t-\tau)} (L_Q \bar{L} v_0) d\tau + \sup_t ||\Psi(y, u)|| \tilde{\theta}(t) + w_0 + ||K||v_0 d\tau.
$$

Since $||\tilde{\theta}(t)|| \leq ||\tilde{\theta}(t_0)|| + ||\tilde{\theta}(t)|| + \sup_t ||\Psi(y, u)|| \tilde{\theta}(t) + w_0 + ||K||v_0 d\tau$, we obtain

$$
||\tilde{x}(t)|| \leq \beta_2 e^{-\beta_1(t-\tau)} ||\tilde{x}(t_0)|| + \beta_2 \int_{t_0}^{t} e^{-\beta_2(t-\tau)} (L_Q \bar{L} v_0) d\tau + \sup_t ||\Psi(y, u)|| \tilde{\theta}(t) + w_0 + ||K||v_0 d\tau.
$$

This further yields

$$
\lim_{t \to \infty} \sup_{\tau \geq t} ||\tilde{x}(\tau)|| \leq \frac{\beta_2}{\beta_1} (L_Q \bar{L} v_0 + \sup_t ||\Psi(y, u)|| \tilde{\theta}(t)
$$

which together with (41) gives (37) with

$$
\mu = \max_i \alpha_i \left( 1 + \frac{\beta_2}{\beta_1} (L_Q \bar{L} v_0 + \sup_t ||\Psi(y, u)|| \tilde{\theta}(t) + w_0 + ||K||v_0) \right).
$$

□
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