Generation of and Switching among Limit-Cycle Bipedal Walking Gaits
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Abstract—In this paper we provide a method to generate a continuum of limit cycles using a single precomputed exponentially stable limit cycle designed within the Hybrid Zero Dynamics framework. Guarantees for existence and stability of these limit cycles are provided. We derive analytical constraints that ensure boundedness of the state under arbitrary switching among a finite set of limit cycles extracted from the continuum. These limit cycles are used for changing the speeds of an underactuated planar bipedal model while satisfying all modeling constraints such as saturation torque and coefficient of friction in a provably correct manner. A strongly connected directed graph of allowable limit cycle switches is built to obtain valid limit cycle transitions for speed changes within 0.42-0.81 m/s.

I. INTRODUCTION

A single limit-cycle gait of a bipedal walker encodes certain characteristic attributes, like average speed or toe clearance. When evolving in the neighborhood of such gait, the biped cannot deviate substantially from these nominal attributes. Thus, increasing the richness of the behaviors exhibited by a dynamically walking bipedal robot entails the generation of multiple limit cycles so that stable switching among them can be realized. However, this can be a challenging task, for the generation of each gait typically involves numerical integration of the high-dimensional nonlinear dynamics of the system. Ensuring stable switching on the other hand requires estimating the basin of attraction (BoA) of each individual gait. This paper proposes an analytical method for generating a continuum of limit cycles for underactuated dynamic bipeds, while providing guarantees of boundedness of the state under switching among them.

Quasi-static bipedal walkers are capable of a rich variety of behaviors as documented in [1]. On the other hand, dynamically walking bipeds have not enjoyed similar success, primarily due to the difficulties associated with stabilizing their motions. In the context of underactuated limit-cycle walkers, there have been various efforts toward generating stable and robust gaits; see [2]–[4]. Recently, control Lyapunov Function (CLF) based methods were used to enhance the capabilities of bipedal robots [5], including foot placement planning as in [6] for example. Limit cycles robust to rough terrain disturbances were designed in [7]. A method that can be used to expand the BoA of limit cycles was presented in [8]. Speed adaptation of HZD (Hybrid Zero Dynamics) based walkers in the presence of an external force [9] was exploited to realize collaborative object transportation in [10]. It must be noted that all the above papers either focus on the search for a better limit cycle or on enhancing the properties of an existing one.

Efficient online/offline generation of limit cycles has gained considerable interest recently. A continuum of limit cycles was generated in [11] by systematically exploiting the symmetry in idealized walking models. An online gait generation method using nonlinear programming solvers was presented in [12]. To exploit the availability of these limit cycles, the ability to switch among them is required. Switching among a continuum of limit cycles was performed in [13], [14], while stochastic and supervised learning based switching policies were presented in [15] and [16], respectively. The aforementioned papers do not provide guarantees of stability under switching. An exception to this is the authors’ previous work [17] where provably stable switching was employed to plan motions of a 3D biped in an environment cluttered by obstacles. Perhaps, the most challenging aspect of providing such guarantees is obtaining estimates of the BoA of the limit cycles involved. Here, we propose a method that ensures boundedness of the state while switching among multiple limit cycles, without requiring the estimation of the BoA.

This paper proposes an analytical approach for generating a continuum of exponentially stable limit cycles for HZD based bipeds, while providing guarantees for switching among them in the absence of external disturbances. Motivated by [18] that induces turning in a 3D bipedal robot, the proposed method generates a continuum of limit cycles by smoothly modulating the virtual holonomic constraints that determine the biped’s gait. The choice of outputs ensures hybrid invariance of the zero dynamics manifold despite switching among limit cycles, thereby greatly facilitating the commute from one limit cycle to another. A graph of feasible limit cycle switches that comply with modeling constraints is constructed to realize speed planning for a bipedal robot model. The proposed method is easy to implement and retains the analytical tractability associated with the HZD [4]. This paper provides a step towards enriching the behaviors exhibited by dynamic bipedal walkers so that they can accomplish tasks that require greater locomotion flexibility than that provided by a single limit-cycle walking gait.

II. MODELING AND CONTROL

We study bipedal robots with a single degree of under-actuation such as RABBIT [4, Table I]; see Fig. I. The robot model has two legs with knees and a torso. The contact between the stance foot and the ground is modeled as unactuated pivot joint while the rest of the robot’s joints—two at the knees and two at the hip—are actuated.
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where \( \theta \) is the phase according to the impact map \( p \) and \( q \) is defined as
\[
\dot{q} = f(x) + g(x) \nu,
\]
where \( x := (q', \dot{q}') \in TQ := \{(q', \dot{q}') \mid q \in Q, \dot{q} \in \mathbb{R}^5\}. \) The swing phase terminates in an instantaneous double support phase when the swing leg hits the ground. The set of states for which a valid foot impact occurs is called the switching surface and is defined as
\[
\Sigma := \{(q, \dot{q}) \in TQ \mid p_\nu(q) = 0, \dot{p}_\nu(q, \dot{q}) < 0\},
\]
where \( p_\nu(q) \) represents the height of the swing foot. The impact of the foot with the ground reinitializes the swing phase according to the impact map \( \Delta : \Sigma \to TQ \) which maps the states before impact \( x^- \) to those after impact \( x^+ \),
\[
x^+ = \Delta(x^-),
\]
see [4] for more details. This gives rise to a hybrid system that has alternating swing and double support phases
\[
\Sigma_\alpha : \begin{cases}
\dot{x} = f(x) + g(x) \nu, & x \notin \Sigma \\
x^+ = \Delta(x^-), & x \in \Sigma
\end{cases}.
\]

### B. Controller

The controller used in this paper is designed within the HZD framework. The controlled joints are \( q_a := (q_2, q_3, q_4, q_5)^T \). The following output is associated to \( y = h(q) := q_a - h_\alpha \circ \theta(q) \),
\[
\begin{align*}
\dot{x} &= f(x) + g(x) \nu, & \text{if } x \notin \Sigma \\
x^+ &= \Delta(x^-), & \text{if } x \in \Sigma
\end{align*}
\]
where \( \theta(q) := q_1 + q_2 + \frac{1}{2}q_4 \) is shown in Fig. 1. We restrict our attention to gaits in which \( \theta(q) \) increases monotonically during the step. The nominal control law \( u^*(x) = -L_yL_fh^{-1}(x)L_y^2h(x) \) renders the zero dynamics surface
\[
Z := \{(q, \dot{q}) \in TQ \mid h(q) = 0, L_fh(q, \dot{q}) = 0\},
\]
invariant under the closed-loop swing dynamics. Additionally, the design of \( h_\alpha(\theta) \) according to [4, Section V.A], ensures the invariance of \( \Sigma \) under impact \( \nu \).

Our method of generating a continuum of limit cycles relies on suitably modifying the output function \( y \) to include an additional term \( h_\alpha(\theta) \) as follows
\[
y_\beta = h_\beta(q) = q_a - h_\alpha(\theta) - h_\alpha(\theta, \beta)
\]
The term \( h_\alpha(\theta, \beta) \) is a polynomial of \( \theta \) with coefficients dependent on the parameters \( \beta \in \mathbb{R}^{\dim(\beta)} \), and it is designed as follows. First, we require that
\[
h_\alpha(\theta, \beta) = 0, \quad \text{for } \theta^- \leq \theta \leq \theta^+,
\]
so that when \( \beta = 0 \), the modified output \( y_\beta \) reduces to the original output \( y \): i.e., \( h_\beta(q) = h(q) \). Then, we define \( h_\alpha(\theta) = \theta^+ + 0.9(\theta^- - \theta^+) \), where \( \theta^+ \) and \( \theta^- \) are the values of \( \theta \) at the beginning (post-impact) and the end (pre-impact) of a step, and we impose the following conditions
\[
\begin{cases}
\dot{h}_\alpha(\theta^+, \beta) = 0, \quad \partial_\theta h_\alpha(\theta^+, \beta) = 0 \\
\dot{h}_\alpha(\theta, \beta) = 0, \quad \partial_\theta h_\alpha(\theta, \beta) = 0, \quad \partial_{\theta^+} h_\alpha(\theta, \beta) = 0, \quad \partial_{\theta^-} h_\alpha(\theta, \beta) = 0, \quad \partial_{\theta^+} h_\alpha(\theta, \beta) = 0, \\
\dot{h}_\alpha(\theta^+, \beta) = 0, \quad \partial_{\theta^+} h_\alpha(\theta^+, \beta) = 0
\end{cases}
\]
Essentially, the polynomials \( h_\alpha(\theta, \beta) \) vanish at the post-impact instant (when \( \theta = \theta^+ \)) and after 90% of the step is completed (when \( \theta \in [\theta^-, \theta^-] \)). Similar output designs were proposed in [18] to induce turning in a 3D biped; here, we show that merely picking different \( \beta \), we can smoothly modulate the output and generate limit cycles corresponding to different walking gaits.

The zero dynamics surface associated with \( h_\beta \) is
\[
Z_\beta := \{(q, \dot{q}) \in TQ \mid h_\beta(q) = 0, L_fh_\beta(q, \dot{q}) = 0\},
\]
and is rendered invariant under the \( \Sigma_\alpha \) in closed loop with the control law
\[
u_\beta(x) = -L_yL_fh_\beta(x)^{-1}L_y^2h_\beta(x).
\]
The resulting closed-loop system is
\[
\Sigma : \begin{cases}
\dot{x} = f(x) + g(x)u_\beta(x), & x \notin \Sigma \\
x^+ = \Delta(x^-), & x \in \Sigma
\end{cases}
\]
Finally, \( Z_\beta \) can be rendered attractive by modifying \( u_\beta(x) \) as \( u_\beta(x) = u_a(x) + L_yL_fh_\beta(x)^{-1}\nu \), where \( \nu \) is an auxiliary control term. In this paper we chose a CLF based control law to generate \( \nu \) using a Quadratic Program (QP) with constraints on the motor torques, the coefficient of friction, and the unilateral ground reaction force so that the physical limitations of the model are respected; see [14, Section 4.1] for details about the CLF based QP.

The following lemma establishes some useful properties of \( Z_\beta \) and will be invoked frequently throughout the paper.

**Lemma 1:** Let \( h_\alpha(\theta, \beta) \) satisfy \( 5 \) and \( Z, Z_\beta \) be defined as in \( 6 \) and \( 10 \) respectively. Then, for all \( \beta \in \mathbb{R}^{\dim(\beta)} \)
\begin{enumerate}
\item \( Z_\beta \cap Z = Z \cap Z_\beta \),
\item \( Z_\beta \cap Z = Z \cap Z_\beta \),
\end{enumerate}
The proof of ii) follows from the hybrid invariance of $Z$. Let $x \in S \cap Z$ by the first part of Lemma 1. Invariance of $Z$ guarantees that $h(\Delta(x)) = 0$ and $L_{f} h(\Delta(x)) = 0$. Using the first two conditions of $Z$, we have $h_{\beta}(\Delta(x)) = h(\Delta(x)) = 0$ and $L_{f} h_{\beta}(\Delta(x)) = L_{f} h(\Delta(x)) = 0$ implying impact invariance for $Z_{\beta}$. Invariance of $Z_{\beta}$ under continuous dynamics is ensured by the choice of $u_{\beta}(x)$.

The result of Lemma 1 can be geometrically illustrated in Fig. 2. It can be seen that the modified output (7) smoothly deforms the zero dynamics surface $Z$ associated with the original output (5), but it does so in a way that the deformed surface $Z_{\beta}$ coincides with $Z$ at the beginning of the step (i.e., at $\Delta(S \cap Z)$) and after 90% of the step is completed.

In what follows, we assume that there exists a limit cycle for $\beta = 0$, hence, $P(x^{*}, 0) = x^{*}$. This is the “base” limit cycle.

**Proposition 1 (Existence of Limit Cycles):** Let $(x^{*}, 0)$ be a fixed point of $P(x, \beta)$ defined in (12). If $\frac{\partial P}{\partial x}(x^{*}, 0)$ does not have an eigenvalue at 1, there exists a $\delta > 0$ such that for each $\beta \in B_{\delta}(0) \subset \mathbb{R}^{\dim(S)}$, there is a unique solution of $P(x, \beta) = x$ given by $x = x^{*}(\beta)$. Further, $x^{*}(\beta)$ is continuous for $\beta \in B_{\delta}(0)$.

**Proof:** The proof follows from the implicit function theorem in view of the fact that there exists a fixed point for $\beta = 0$. Define $H : S \times \mathbb{R}^{\dim(S)} \to TQ$ by the rule $H(x, \beta) := P(x, \beta) - x$; the function $H$ is continuously differentiable. We are given that $H(x^{*}, 0) = 0$ and $\frac{\partial P}{\partial x}(x^{*}, 0)$ does not have 1 as an eigenvalue, i.e., $\det(\frac{\partial P}{\partial x}(x^{*}, 0) - I) = \det(\frac{\partial P}{\partial x}(x^{*}, 0)) \neq 0$. Then, by [19, Theorem 2.5], there exists $\delta > 0$ for which the statement of Proposition 1 holds.

Proposition 1 ensures that an infinite number of limit cycles can be generated using a “base” limit cycle corresponding $\beta = 0$, provided that 1 is not an eigenvalue of $\frac{\partial P}{\partial x}(x^{*}, 0)$. It should be mentioned that for periodic orbits of smooth systems, the linearization of the Poincaré map at the corresponding fixed point trivially possesses an eigenvalue at 1. However, as noted in [20, Section 3], this property does not necessarily hold for periodic orbits of hybrid systems. In such systems, the trivial eigenvalue—i.e., the one associated with the Poincaré reduction—need not be located at 1; see [20, Theorem 3]. This is in fact the case for the Poincaré map (12), which does not possess any eigenvalue at 1.

Now we turn our attention towards the stability of these limit cycles. As in [4, Theorem 1], let $\xi = (\theta, \zeta)$ be coordinates on $Z_{\beta}$, where $\zeta := \frac{1}{2}(D_{1}(q)q)^{2}$ and $D_{1}(q)$ is the first row of the inertia matrix $D$ in (11). With the knowledge that $Z_{\beta}$ is hybrid invariant from Lemma 1, using [4, Theorem 3] we have that the reduced Poincaré map $\rho_{\beta} : = P(x, \beta)|_{Z_{\beta}} : S \cap Z \to S \cap Z$ takes the form

$$
\rho_{\beta}(\zeta) := \delta^{2}_{x, \beta} \zeta - V_{\beta}(\theta^{-}) ,
$$

(13)

where $\delta_{x, \beta}$ and $V_{\beta}(\theta^{-})$ are constants. The reduced Poincaré map gives rise to a discrete dynamical system

$$
\zeta[k + 1] = \rho_{\beta}(\zeta[k]) ,
$$

(14)

where $k \in \mathbb{Z}_{+}$. The fixed point of (14) given by

$$
\zeta^{*} = \frac{V_{\beta}(\theta^{-})}{1 - \delta^{2}_{x, \beta}},
$$

(15)

is exponentially stable if, and only if, $\delta_{x, \beta} < 1$.

The following result establishes conditions under which the limit cycles generated from a locally exponentially stable base limit cycle are themselves locally exponentially stable.

**Theorem 1 (Stability of Limit Cycles):** Let $\rho_{\beta}(\zeta)$ be the reduced Poincaré map as defined in (14). Suppose that $\zeta^{*} := \zeta_{0}^{*}$ is an exponentially stable fixed point of $\rho(\zeta) := \rho_{0}(\zeta)$ corresponding to $\beta = 0$. Then, for $B_{\delta}(0)$ established in Proposition 1 and any $\beta \in B_{\delta}(0)$, $\zeta_{\beta}^{*}$ is an exponentially stable fixed point of (14).
Proof: In [4, Section IV.A], it is shown that $\delta_{x,\beta}$ depends on the impact configuration of the robot $q$ and $\frac{\partial h}{\partial q^T}(q^-)$. By Remark 1 $q^-$ is the same for all $\beta$ and by Lemma 1, $\frac{\partial h}{\partial q^T}(q^-) = \frac{\partial h}{\partial q^T}(\bar{q})$. Thus, for all $\beta \in B_\delta(0)$, we have $\delta_{x,\beta} = \delta_\delta < 1$, establishing the result.  

The exponential stability of $\rho_\beta(\zeta)$ can be lifted to local exponential stability of the full-order Poincaré map $P(x,\beta)$ by choosing a fast enough convergence rate for the output dynamics; this can be achieved through the CLF based design of $\nu$ as in [5, Theorem 2]. The existence of a continuum of locally exponentially stable limit cycles is helpful in extending the richness of the biped’s behaviors by switching among these elementary limit cycles. However, switching must ensure that the stability and modeling constraints are not violated. In what follows, we focus on guaranteeing that the biped remains well behaved under switching, provided that there are no external disturbances exciting dynamics outside of the zero dynamics surface.

IV. Switching Among Limit Cycles

We consider a finite set $\mathcal{B} = \{\beta_p \in \mathcal{P}\}$ of parameter arrays $\beta$, indexed by $p \in \mathcal{P}$. Each parameter array $\beta_p$ corresponds to an exponentially stable limit cycle computed using the output modulation method presented in Section II. Let $\sigma : \mathbb{Z}_+ \to \mathcal{P}$ be a switching signal mapping the step number $k$ to the index $p = \sigma(k)$ of the parameters $\beta_p$ that characterize the controller applied at that step. This gives rise to a discrete switched system of the form

$$x[k+1] = P_{\sigma(k)}(x[k]).$$

(16)

Note that the switched system (16) differs from those in [21] in that the individual systems do not share a common equilibrium. Obtaining conditions on the switching signal which guarantee that the full-order dynamics (16) remains well behaved is computationally prohibitive; although [17, Theorem 1] can be used, it essentially requires estimating the basin of attraction of the fixed points of (16) in the full order system. However, for a class of practical applications, where a higher-level logic governs switching—as in motion planning amidst obstacles [17] or supervisory adaptive control [22]—the analysis can be simplified by considering the case where no external disturbances are present. In this case, the following result ensures that if (16) is initialized on $S \cap Z$, then the state always evolves on the corresponding $Z_p$, despite the presence of switching among $p \in \mathcal{P}$.

Proposition 2: Let $\sigma$ be the switching signal applied on (16). If $x[0] \in S \cap Z$, then for any $k \in \mathbb{Z}_+$, the following holds: $\varphi_{\sigma(k)}(t, \Delta(x[k])) \in Z_{\sigma(k+1)}$ for $t \in [t_k, T_f(x, \beta_{\sigma(k+1)}))]$.

Proof: The proof is by induction. The induction begins at $k = 0$ where $x[0] \in S \cap Z$. Let $x[k] \in S \cap Z = S \cap Z_{\sigma(k)}$ by Lemma 1. By Lemma 1, $Z_{\sigma(k)}$ is hybrid invariant, hence it is also impact invariant.

Thus, $\Delta(S \cap Z_{\sigma(k+1)}) \subset Z_{\sigma(k+1)}$. However, by Lemma 1, we also have $\Delta(S \cap Z_{\sigma(k)}) = \Delta(S \cap Z_{\sigma(k+1)})$. Thus, we obtain $\Delta(S \cap Z_{\sigma(k)}) \subset Z_{\sigma(k+1)}$ which means that $\Delta(x[k]) \in Z_{\sigma(k+1)}$. The choice of the control law $u^*_\sigma(k+1)$ ensures invariance of $Z_{\sigma(k+1)}$ under continuous dynamics, i.e., $\varphi_{\sigma(k+1)}(t, \Delta(x[k])) \in Z_{\sigma(k)}$ for $t \in [t_k, T_f(x, \beta_{\sigma(k)}))$. Hence, on the next return to $S$, we have $x[k+1] \in S \cap Z_{\sigma(k+1)} = S \cap Z$, thus completing the proof.

Proposition 2 allows us to restrict our study to the discrete switched system given by the restricted Poincaré map

$$\zeta[k+1] = \rho_{\sigma(k)}(\zeta[k]).$$

(17)

Next, we present conditions under which the evolution of (17) remains bounded under arbitrary switching signals. Before we proceed, a few definitions are in order. Let $\zeta_{lb}^* := \min_{p \in \mathcal{P}} \zeta_p^*$, and $\zeta_{ub}^* := \max_{p \in \mathcal{P}} \zeta_p^*$. Let $K_p := \max_{\bar{\theta} \leq \theta \leq V_p(\theta)}$, and $K := \max_{p \in \mathcal{P}} K_p$. With these definitions we present the following theorem.

Theorem 2 (Switching Between Limit Cycles): Consider (17) with a switching signal $\sigma$. If $\zeta_{lb}^* \geq K/\delta_2$, then, for any $\sigma$ the solution of (17) satisfies

$$\zeta_{lb}^* \leq \zeta[0] \iff \zeta_{lb}^* \leq \zeta[k] \leq \zeta_{ub}^*,$$

for all $k \in \mathbb{Z}_+$.

Proof: The domain of definition of $\rho_\sigma(\zeta)$ is given by $\zeta \geq K_p/\delta_2^2$ [4, Theorem 3]. Thus, $\zeta_{lb}^* \geq K/\delta_2^2$ ensures that the fixed point for each $p \in \mathcal{P}$ is in the domain of definition of every other fixed point. Thereby, ensuring that the reduced $\rho_\sigma$ is well defined for any $\zeta \geq \zeta_{lb}^*$ and for any $p \in \mathcal{P}$. We prove the boundedness of the state by induction. It is given that $\zeta_{lb}^* \leq \zeta[0] \leq \zeta_{ub}^*$. Let us assume that for some $k \in \mathbb{Z}_+$, $\zeta_{lb}^* \leq \zeta[k] \leq \zeta_{ub}^*$. Then, $\zeta[k+1] = \delta_2^2 \zeta[k] - V_{\sigma(k)}(\theta^\gamma)$, and substituting (15) results in

$$\zeta[k+1] = \delta_2^2 \zeta[k] + (1 - \delta_2^2 \zeta_{lb}^* - \zeta_{ub}^*).$$

(18)

Using $1 - \delta_2^2 > 0$, and $\zeta_{lb}^* \leq \zeta_{lb}^*(k) \leq \zeta_{ub}^*$ in (18), we can bound $\zeta[k+1]$ by

$$\delta_2^2 (\zeta[k] - \zeta_{lb}^*) + \zeta_{lb}^* \leq \zeta[k+1] \leq \delta_2^2 (\zeta[k] - \zeta_{lb}^*) + \zeta_{ub}^*.$$

Noting that $\zeta[k] - \zeta_{lb}^* \geq 0$ and $\zeta[0] - \zeta_{lb}^* \leq 0$ ensures that $\zeta_{lb}^* \leq \zeta[k+1] \leq \zeta_{ub}^*$. Hence, by induction we get that for all $k \in \mathbb{Z}_+$, $\zeta_{lb}^* \leq \zeta[k] \leq \zeta_{ub}^*$.  

Theorem 2 provides conditions under which $\zeta$ remains bounded and within the domain of definition of every fixed point, thereby allowing for arbitrary switches. It should be emphasized however that Theorem 2 does not account for modeling constraints like motor saturation torque, friction, and ground reaction force, which may be violated during the transients introduced by switching. Hence, arbitrary switching may not be realistically feasible.

To address this issue, a directed graph $G$ of feasible switches—i.e., switches which satisfy Theorem 2 and do not violate modeling constraints—can be constructed. The nodes of the graph are fixed points that respect the constraints and the directed edges represent feasible switches. To avoid violation of the modeling constraints, the switching logic
needs to wait long enough for the state to get sufficiently close to the destination node before switching occurs. This can be achieved by imposing a dwell-time constraint on the switching signal. The dwell-time \( N \in \mathbb{Z}_+ \) is the minimum number of steps the biped should take before a switching occurs, i.e. \( \sigma(k_i + k) = \sigma(k_i) \) for all \( k < N \), where \( k_i \) is the discrete-time of the last switch. The following proposition provides a bound on the dwell-time which guarantees that any state within \( \epsilon > 0 \) of the source fixed point can be commuted within \( \epsilon \) of the destination fixed point.

**Proposition 3 (Dwell-Time):** Consider (17) and assume that the conditions of Theorem 2 hold. Let \( p, q \in \mathcal{P} \), and assume that for \( \epsilon > 0 \), \( \zeta[k] \in B_\epsilon(\zeta^*_p) \). Then, for any switching signal \( \sigma \) with dwell-time \( N_{p\rightarrow q} \in \mathbb{Z}_+ \) satisfying

\[
N_{p\rightarrow q} > \frac{1}{2} \log \left( \frac{|\zeta^*_p - \zeta^*_q|/\epsilon + 1}{\log(1/\delta_z)} \right)
\]  

(19)

we have \( \zeta[k + N_{p\rightarrow q}] \in B_\epsilon(\zeta^*_q) \).

**Proof:** By induction on (18),

\[
\zeta[k + n] = \delta_n^2 (\zeta[k] - \zeta^*_q) + \zeta^*_q .
\]

(20)

By triangle inequality and the fact that \( \zeta[k] \in B_\epsilon(\zeta^*_p) \)

\[
|\zeta[k] - \zeta^*_q| \leq |\zeta[k] - \zeta^*_p| + |\zeta^*_p - \zeta^*_q| ,
\]

\[
< \epsilon + |\zeta^*_p - \zeta^*_q| .
\]

(21)

Using (20) and (21) we get

\[
|\zeta[k + N_{p\rightarrow q}] - \zeta^*_q| = \delta_{2N_{p\rightarrow q}}^2 |(\zeta[k] - \zeta^*_q)| ,
\]

\[
< \delta_{N_{p\rightarrow q}}^2 (\epsilon + |\zeta^*_p - \zeta^*_q|) < \epsilon ,
\]

and the last inequality follows from (19).

It is important to mention that since \( \zeta[k] \) is available through state feedback, switching from \( \zeta^*_p \) to \( \zeta^*_q \) can be determined by monitoring when \( \zeta[k] \) enters the \( \epsilon \)-ball of the target fixed point, without checking (19). The importance of the availability of the bound (19) lies in the fact that it can be used to weight the edges of feasible transitions \textit{a priori}; that is, in the planning stage, before a switching sequence is executed. With the dwell-time bound of Proposition 3 determining the weight on the edges of the transition graph, a path can be found that takes the state from the source to the destination node in the least number of steps.

V. LIMIT CYCLE SWITCHING FOR SPEED CHANGE

In this section we particularize the theoretical results of Sections III and IV to obtain provably stable speed planning for the underactuated bipedal robot in Fig. 1. We begin by designing \( h_\text{st}(\theta) \) in 5 by following the method in 4 to obtain an exponentially stable periodic gait with an average speed of 0.75 m/s. Then, \( h_\text{st}(\theta, \beta) \) satisfying (9) is augmented to \( h_\text{st} \). The average speed of the gait over a step is represented as a function \( v: \mathcal{S} \times \mathbb{R}^{\dim(\beta)} \rightarrow \mathbb{R} \). Let \( v_{\text{des}} \) be the desired speed of the new limit cycle. To generate a limit cycle with an average speed of \( v_{\text{des}} \) choose \( \beta \) as

\[
\beta = \left( \frac{\partial v}{\partial x} \right)\dagger (v_{\text{des}} - v(x^*, 0)) ,
\]

(22)

where \( \dagger \) represents the right pseudoinverse. As (22) is based on linearization, we do not obtain a \( \beta \) that realizes \( v_{\text{des}} \) exactly; however, the sign of \( (v_{\text{des}} - v(x^*, 0)) \) holds true in the sense that if \( (v_{\text{des}} - v(x^*, 0)) > 0 \) the average speed of the new limit cycle is faster than \( v(x^*, 0) \) while if \( (v_{\text{des}} - v(x^*, 0)) < 0 \) the average speed of the new limit cycle is slower than \( v(x^*, 0) \). Furthermore, it was observed that \( v_{\text{des},1} > v_{\text{des},2} \) resulted in limit cycles that satisfy \( v(x^*(\beta_1), \beta_1) > v(x^*(\beta_2), \beta_2) \).

For a small enough choice of \( (v_{\text{des}} - v(x^*, 0)) \), we can ensure that \( \beta \in B_3(0) \), and hence by Proposition 1 we can find limit cycles for each corresponding \( (v_{\text{des}} - v(x^*, 0)) \). Using this approach we were able to generate limit cycles anywhere between 0.42 m/s to 0.81 m/s that satisfied the modeling constraints, i.e. saturation torque of 100 Nm, coefficient of friction below 0.8, and a minimum upwards ground reaction force of 100 N. The projection of these limit cycles on the \( (\theta, \zeta) \) plane can be seen in Fig. 3(a).

A set of 79 limit cycles was extracted with speeds varying from 0.42 m/s to 0.81 m/s. They were indexed by \( p \in \mathcal{P} \) in an increasing order of their speed. The maximum speed gap between any two consecutively indexed limit cycles was 0.01 m/s. If such accuracy is not desired, the number of limit cycles can be reduced. For this set of limit cycles, \( \zeta_{\text{th}} = 247.2 \) (kgm²/s)², \( \zeta_{\text{th}} = 120.8 \) (kgm²/s)², and \( K/\delta_z^2 = 90.3 \) (kgm²/s)², thus \( \zeta_{\text{th}} \geq K/\delta_z^2 \) satisfying Theorem 2. Hence, \( \zeta[k] \in [120.8, 247.2] \) for all \( k \in \mathbb{Z}_+ \).

The directed graph—as shown in Fig. 3(b)—is constructed by running numerical simulations wherein we switch from each fixed point to every other and check the modeling constraints. The dwell-time used as a weight on the edges of \( \mathcal{G} \) is computed using (19) with \( \epsilon = 2 \). The graph is strongly connected, i.e., every limit cycle can be reached from every other limit cycle, but it may require multiple switches. It is observed from the graph that speeding up usually does not require a long sequence of switches, however, slowing down does. This is illustrated in Fig. 3(b) by marking out the 12 limit cycle switches required to go from 0.81 m/s to 0.42 m/s. On the contrary, to go from 0.42 m/s to 0.81 m/s a single switch is sufficient.

For the purpose of simulation consider the scenario when the biped is assumed to start on the limit cycle corresponding to 0.81 m/s. The desired speed is reduced to 0.42 m/s and, when convergence is achieved, it is changed back to 0.81 m/s. The speed convergence of the biped can be seen in Fig. 4. It takes about 70 s for the biped to go from 0.81 m/s to 0.42 m/s. The speed convergence of the biped can be seen in Fig. 4. It takes about 70 s for the biped to go from 0.81 m/s to 0.42 m/s while only 12 s to go from 0.42 m/s to 0.81 m/s. This disparity in convergence times occur due to the requirement of more switches for deceleration than acceleration as discussed earlier. All the modeling constraints were satisfied during the transients as well.

VI. CONCLUSION

This paper presents a method to generate a continuum of exponentially stable limit cycles from a single HZD based limit cycle. We provide analytical guarantees for boundedness of the state under arbitrary switching among the limit cycles. The dwell-time constraints were shown to be necessary to ensure that the state remains close enough to the desired destination node.
cycles and ensure satisfaction of the modeling constraints. The latter is achieved by building a graph of feasible limit cycle switches and enforcing a dwell-time constraint on the switching signal. The method is applied for speed planning of a planar bipedal robot, allowing for speeds anywhere between 0.42 m/s to 0.81 m/s. The goal of this work is to enable provably stable speed planning by switching among limit-cycle gaits of underactuated bipedal walkers, so that their range of behaviors is extended.
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