ICE-CLOSED SUBCATEGORIES AND WIDE $\tau$-TILTING MODULES
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Abstract. In this paper, we study ICE-closed (= Image-Cokernel-Extension-closed) subcategories of an abelian length category using torsion classes. To each interval $[U, T]$ in the lattice of torsion classes, we associate a subcategory $T \cap U^\perp$ called the heart. We show that every ICE-closed subcategory can be realized as a heart of some interval of torsion classes, and give a lattice-theoretic characterization of intervals whose hearts are ICE-closed. In particular, we prove that ICE-closed subcategories are precisely torsion classes in some wide subcategories. For an artin algebra, we introduce the notion of wide $\tau$-tilting modules as a generalization of support $\tau$-tilting modules. Then we establish a bijection between wide $\tau$-tilting modules and doubly functorially finite ICE-closed subcategories, which extends Adachi–Iyama–Reiten’s bijection on torsion classes. For the hereditary case, we discuss the Hasse quiver of the poset of ICE-closed subcategories by introducing a mutation of rigid modules.
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1. Introduction

1.1. Background. The notion of torsion classes in an abelian category was introduced by Dickson [Dic] to generalize the notion of torsion abelian groups. They are subcategories closed under taking extensions and quotients, and they have been playing an important role in the representation theory of algebras from various viewpoints, e.g. tilting theory [BE], $t$-structures [HRS], cluster theory [IT], stability conditions [Br] and so on. Recently, [AIR] established a bijection between...
 functorially finite torsion classes in $\text{mod}\,\Lambda$ for an artin algebra $\Lambda$ and so-called support $\tau$-tilting modules. Since then, the study of torsion classes via $\tau$-tilting modules has been one of the main topics in this area, e.g. [MS, Asa, DJ].

Besides torsion classes, wide subcategories of an abelian category, that is, exact abelian subcategories closed under extensions, have been studied in various contexts, e.g. stability conditions [BKT], ring epimorphisms and universal localizations [MS], bijections with torsion classes [IT] and classifications [Hov, Rin].

Recently, the notion of ICE-closed subcategories of an abelian category was introduced and studied by the first author in [Eno2, Eno3], which are subcategories closed under taking Images, Cokernels and Extensions (Definition 2.1). Both torsion classes and wide subcategories are typical examples of ICE-closed subcategories. In [Eno3], for a Dynkin quiver $Q$, a bijection between ICE-closed subcategories of $\text{mod}\,kQ$ and rigid $kQ$-modules was established, which extends a bijection between torsion classes and support ($\tau$-)tilting modules given in [IT, AIR]. This motivates us to study ICE-closed subcategories and find a similar bijection for the non-hereditary case.

1.2. Main results. In this paper, we study ICE-closed subcategories of an abelian length category using torsion classes and $\tau$-tilting theory. It is easily checked that every torsion class in a wide subcategory (viewed as an abelian category) is ICE-closed, see Lemma 2.2. One of the main results of this paper is that the converse holds:

**Theorem A (≡ Corollary 3.5).** Let $\mathcal{A}$ be an abelian length category and $\mathcal{C}$ a subcategory of $\mathcal{A}$. Then the following are equivalent.

1. $\mathcal{C}$ is an ICE-closed subcategory of $\mathcal{A}$.
2. There is some wide subcategory $\mathcal{W}$ of $\mathcal{A}$ such that $\mathcal{C}$ is a torsion class in $\mathcal{W}$.

For the proof of this and further investigation, the hearts of twin torsion pairs introduced by Tattar [Tat] are quite useful. For an interval $[U, T]$ in the lattice $\text{tors}\,\mathcal{A}$ of torsion classes in an abelian length category $\mathcal{A}$, we define a subcategory $\mathcal{H}_{[U, T]} := T \cap U^\perp$. This subcategory played a key role in several papers [DIRRT, AP, Tat], and we call it the heart of $[U, T]$ following [Tat]. It is known that every wide subcategory can be realized as a heart of some interval, and such an interval called a wide interval was investigated by Asai and Pfeifer [AP]. In this paper, we obtain the following result on ICE-closed subcategories in this direction.

**Theorem B (≡ Proposition 3.4, Theorem 3.4).** Let $\mathcal{A}$ be an abelian length category.

1. Every ICE-closed subcategory can be realized as a heart of some interval in $\text{tors}\,\mathcal{A}$.
2. Let $[U, T]$ be an interval in $\text{tors}\,\mathcal{A}$. Then the following are equivalent.
   (a) $[U, T]$ is an ICE interval, that is, its heart is an ICE-closed subcategory of $\mathcal{A}$.
   (b) There is some $T' \in \text{tors}\,\mathcal{A}$ with $U \subseteq T \subseteq T'$ such that $[U, T']$ is a wide interval.
   (c) We have $T \subseteq U^*$, where $U^* := U \lor \{U' \in \text{tors}\,\mathcal{A} | \text{there is a Hasse arrow } U' \rightarrow U\}$.

We deduce Theorem A by using this theorem. Moreover, this theorem enables us to construct all ICE-closed subcategories of $\mathcal{A}$ as hearts when $\text{tors}\,\mathcal{A}$ is given.

Next, we focus on the case where $\mathcal{A} = \text{mod}\,\Lambda$ for an artin algebra $\Lambda$. By Theorem A every ICE-closed subcategory of $\text{mod}\,\Lambda$ is a torsion class in some wide subcategory of $\text{mod}\,\Lambda$. From the viewpoint of $\tau$-tilting theory, it is natural to focus on ICE-closed subcategories which are functorially finite torsion classes in some functorially finite wide subcategories, and we call such ICE-closed subcategories doubly functorially finite (Definition 4.3).

On the other side, we call a $\Lambda$-module wide $\tau$-tilting if it is $\tau_W$-tilting in some functorially finite wide subcategory $\mathcal{W}$ (Definition 4.11). This notion generalizes support $\tau$-tilting modules, see Proposition 4.12. In this setting, we establish the following bijection.

**Theorem C (≡ Theorem 4.13, Proposition 4.20).** Let $\Lambda$ be an artin algebra. Then we have a bijection between the following sets.

1. The set of doubly functorially finite ICE-closed subcategories of $\text{mod}\,\Lambda$.
2. The set of isomorphism classes of basic wide $\tau$-tilting $\Lambda$-modules.
Moreover, if \( \Lambda \) is \( \tau \)-tilting finite, then every ICE-closed subcategory is doubly functorially finite, and there are only finitely many ICE-closed subcategories.

The bijection sends \( C \in \text{df-ice} \Lambda \) to the Ext-progenerator \( P(C) \) of \( C \), and \( M \in \text{wr-tilt} \Lambda \) to \( \text{cok} \ M \), the subcategory of \( \text{mod} \ \Lambda \) consisting of cokernels of maps in \( \text{add} \ M \). This bijection extends Adachi–Iyama–Reiten’s bijection, namely, we have the following commutative diagram whose horizontal maps are bijective (Corollary 4.15):

\[
\begin{array}{c}
\text{wr-tilt} \Lambda \xrightarrow{\text{cok}} \text{df-ice} \Lambda \\
\text{Fac} \xrightarrow{P(-)} \text{f-tors} \Lambda \\
\tau\text{-tilt} \Lambda \xrightarrow{\text{cok}} \text{Fac} \xrightarrow{P(-)} \text{f-tors} \Lambda
\end{array}
\]

Moreover, if \( \Lambda \) is hereditary, then this recovers the result in [Eno3] mentioned above, since wide \( \tau \)-tilting modules are precisely rigid modules in this case (Proposition 5.4).

By combining Theorems B and C, we obtain an algorithm to compute all wide \( \tau \)-tilting modules if \( \Lambda \) is \( \tau \)-tilting finite and the poset of support \( \tau \)-tilting modules is given, see Corollary 4.22. It seems to be an interesting but difficult problem to give a homological characterization of wide \( \tau \)-tilting modules except for the hereditary case.

Finally, we investigate the Hasse quiver of the poset \( \text{df-ice} \Lambda \) ordered by inclusion. By the isomorphism \( \text{cok}: \text{wr-tilt} \Lambda \cong \text{df-ice} \Lambda \) in Theorem C, we can endow \( \text{wr-tilt} \Lambda \) with the poset structure, namely, \( M \leq N \) if \( \text{cok} \ M \subseteq \text{cok} \ N \) holds. As for \( \tau\text{-tilt} \Lambda \), which is a subset of \( \text{wr-tilt} \Lambda \), the theory of mutations developed in [AIR] enables us to compute the Hasse quiver of \( \tau\text{-tilt} \Lambda \).

By restricting our attention to the hereditary case, we can generalize mutations of support \( \tau \)-tilting modules to wide \( \tau \)-tilting modules (= rigid modules), and show the following combinatorial consequence on the structure of the Hasse quiver of \( \text{wr-tilt} \Lambda \).

**Theorem D** (\( = \) Corollary 5.17). Let \( \Lambda \) be a hereditary artin algebra. Then for \( M \in \text{wr-tilt} \Lambda \), there are exactly \( |M| \) arrows starting at \( M \) in the Hasse quiver of \( \text{wr-tilt} \Lambda \). More precisely, for each indecomposable direct summand \( X \) of \( M \), we can define a mutation \( \mu_X(M) \), and there is an arrow \( M \to \mu_X(M) \) for each \( X \).

**Example 1.1.** Let \( Q \) be a quiver \( 1 \leftarrow 2 \) and consider its path algebra \( kQ \). Then one can compute the Hasse quivers of \( \text{wr-tilt} \Lambda \) and \( \text{ice} \Lambda \) as the following figures. The left figure is the Auslander-Reiten quiver of \( \text{mod} kQ \), and the middle and the right ones are the Hasse quivers of \( \text{wr-tilt} kQ \) and \( \text{ice} kQ \) respectively. In the right figure, the black vertices correspond to wide \( \tau \)-tilting modules and the white are the rest. Observe that \( \text{Hasse}(\text{wr-tilt} kQ) \) contains \( \text{Hasse}(\text{sh-tilt} kQ) \) as a full subquiver, which is always the case (Proposition 6.3). We have a new wide \( \tau \)-tilting module \( \frac{1}{2} \) which is not a support \( \tau \)-tilting. This corresponds to an ICE-closed subcategory \( \text{add} \frac{1}{2} \), which is a wide subcategory but not a torsion class. There are exactly two arrows starting at \( \frac{1}{2} \oplus \frac{1}{2} \), and we have \( \mu_2(\frac{1}{2} \oplus \frac{1}{2}) = \frac{1}{2} \) and \( \mu_2(\frac{1}{2} \oplus \frac{1}{2}) = 2 \).
For more examples of $\text{Hasse}(\text{wr-tilt}\Lambda)$, see Section 6.2. The statement of Theorem 4 makes sense for the non-hereditary case, and some examples of $\text{Hasse}(\text{wr-tilt}\Lambda)$ suggest that there should be more classes of algebras which satisfy Theorem 4, see Question 6.5.

Organization. This paper is organized as follows. In Section 2, we collect basic properties of hearts of intervals which we use throughout this paper. In Section 3, we give a proof of Theorem B. In Section 4, we focus on artin algebras and study wide $\tau$-tilting modules and establish a bijection in Theorem C. Then we discuss how to obtain wide $\tau$-tilting modules from support $\tau$-tilting modules. In Section 5, we focus on hereditary artin algebras and develop the theory of mutations of rigid modules. In Section 6, we give some examples of computations of ICE-closed subcategories and wide $\tau$-tilting modules, and the Hasse quivers of ICE-closed subcategories.

Conventions and notation. Throughout this paper, we assume that all categories are skeletally small, that is, the isomorphism classes of objects form a set. In addition, $\mathcal{A}$ always denotes an abelian length category, that is, an abelian category in which every object has finite length. We also assume that all subcategories are full and closed under isomorphisms.

2. Preliminaries on hearts of intervals

We begin by introducing basic definitions and notations in an abelian length category $\mathcal{A}$.

Definition 2.1. Let $\mathcal{A}$ be an abelian length category and $\mathcal{C}$ a subcategory of $\mathcal{A}$.

1. $\mathcal{C}$ is closed under extensions if, for any short exact sequence in $\mathcal{A}$

   $0 \longrightarrow L \longrightarrow M \longrightarrow N \longrightarrow 0,$

   we have that $L, N \in \mathcal{C}$ implies $M \in \mathcal{C}$.

2. $\mathcal{C}$ is closed under quotients (resp. subobjects) in $\mathcal{A}$ if, for every object $C \in \mathcal{C}$, any quotients (resp. subobjects) of $C$ in $\mathcal{A}$ belong to $\mathcal{C}$.

3. $\mathcal{C}$ is a torsion class (resp. torsion-free class) in $\mathcal{A}$ if $\mathcal{C}$ is closed under extensions and quotients in $\mathcal{A}$ (resp. extensions and subobjects).

4. $\mathcal{C}$ is closed under images (resp. kernels, cokernels) if, for every map $\varphi: C_1 \rightarrow C_2$ with $C_1, C_2 \in \mathcal{C}$, we have $\text{Im} \varphi \in \mathcal{C}$ (resp. $\text{Ker} \varphi \in \mathcal{C}$, $\text{Coker} \varphi \in \mathcal{C}$).

5. $\mathcal{C}$ is a wide subcategory of $\mathcal{A}$ if $\mathcal{C}$ is closed under extensions, kernels and cokernels.

6. $\mathcal{C}$ is an ICE-closed subcategory of $\mathcal{A}$ if $\mathcal{C}$ is closed under images, cokernels and extensions.

Every wide subcategory $\mathcal{W}$ of $\mathcal{A}$ becomes an abelian length category, and we always regard $\mathcal{W}$ as such. Both wide subcategories and torsion classes are clearly ICE-closed subcategories. Moreover, every torsion class in a wide subcategory (viewed as an abelian category) is ICE-closed:

Lemma 2.2. Let $\mathcal{W}$ be a wide subcategory of $\mathcal{A}$ and $\mathcal{C}$ a torsion class in $\mathcal{W}$. Then $\mathcal{C}$ is an ICE-closed subcategory of $\mathcal{A}$.

Proof. Obviously $\mathcal{C}$ is extension-closed. Take any map $\varphi: C \rightarrow C'$ with $C, C' \in \mathcal{C}$. Then since $\mathcal{W}$ is wide, $\text{Ker} \varphi$, $\text{Coker} \varphi$ and $\text{Im} \varphi$ belong to $\mathcal{W}$. Therefore, we obtain the following short exact sequences in $\mathcal{W}$:

\begin{align*}
0 & \longrightarrow \text{Ker} \varphi \longrightarrow C \longrightarrow \text{Im} \varphi \longrightarrow 0, \\
0 & \longrightarrow \text{Im} \varphi \longrightarrow C' \longrightarrow \text{Coker} \varphi \longrightarrow 0.
\end{align*}

Then since $\mathcal{C}$ is closed under quotients in $\mathcal{W}$, we obtain $\text{Im} \varphi, \text{Coker} \varphi \in \mathcal{C}$. Therefore, $\mathcal{C}$ is closed under images and cokernels in $\mathcal{A}$. □

We will see later in Corollary 3.5 that the converse holds, that is, every ICE-closed subcategory is a torsion class in some wide subcategory.

Throughout this paper, we will use the following notation.

- $\text{tors} \mathcal{A}$ denotes the set of torsion classes in $\mathcal{A}$.
- $\text{torf} \mathcal{A}$ denotes the set of torsion-free classes in $\mathcal{A}$.
- $\text{wide} \mathcal{A}$ denotes the set of wide subcategories of $\mathcal{A}$.
- $\text{ice} \mathcal{A}$ denotes the set of ICE-closed subcategories of $\mathcal{A}$. 


These sets are partially ordered by inclusion, and clearly closed under arbitrary (set-theoretic) intersections, thus they are complete meet-semilattices. It is well-known that each complete meet semi-lattice is a complete lattice, hence these four sets become complete lattices. We denote by $\vee$ the join in these lattices.

For a collection $C$ of objects in $A$, we define the following full subcategories of $A$.

- $\text{add}C$ denotes the subcategory consisting of direct summands of finite direct sums of objects in $C$.
- $\text{Fac}C$ denotes the subcategory consisting of quotients of objects in $\text{add}C$.
- $\text{Sub}C$ denotes the subcategory consisting of subobjects of objects in $\text{add}C$.
- $\text{Filt}C$ denotes the smallest extension-closed subcategory of $A$ containing $C$, or equivalently, the subcategory consisting of $M \in A$ such that there is a sequence of subobjects of $M$

$$0 = M_0 < M_1 < \cdots < M_n = M$$

satisfying $M_i/M_{i-1} \in C$ for each $i$.

- For two collections $C$ and $D$ of objects in $A$, we denote by $C \ast D$ the subcategory of $A$ consisting of $M \in A$ such that there is a short exact sequence

$$0 \to C \to M \to D \to 0$$

with $C \in C$ and $D \in D$.

- $T(C)$ (resp. $F(C)$) denotes the smallest torsion class containing $C$ (resp. the smallest torsion-free class containing $C$).

- $C^\perp$ (resp. $^\perp C$) denotes the subcategory consisting of $M \in A$ satisfying $A(C, M) = 0$ (resp. $A(M, C) = 0$).

The following are well-known properties of torsion(-free) classes in $A$.

**Proposition 2.3.** Let $A$ be an abelian length category and $C$ a subcategory of $A$.

1. $A = T \ast T^\perp$ and $A = T^\perp \ast F$ hold for $T \in \text{tors} A$ and $F \in \text{torf} A$.
2. [MS Lemma 3.1], [Eno2 Lemma 3.11] $T(C) = (^\perp C) = \text{Filt} \text{Fac} C$ and $F(C) = (C^\perp) = \text{Filt} \text{Sub} C$ hold.
3. $(-)^\perp : \text{tors} A \to \text{torf} A$ and $^\perp (-) : \text{torf} A \to \text{tors} A$ are mutually inverse anti-isomorphisms of complete lattices.

For a poset $P$ and $a, b \in P$ with $a \leq b$, we define $[a, b] := \{ c \in P \mid a \leq c \leq b \}$, which is a full subposet of $P$. We call it the interval in $P$. For a poset $P$, its Hasse quiver $\text{Hasse} P$ is a quiver defined as follows.

- The vertex set of $\text{Hasse} P$ is $P$.
- We draw an arrow $p \to q$ if $p$ covers $q$ in $P$, that is, $p > q$ holds and there is no $r \in P$ with $p > r > q$.

To each interval in $\text{tors} A$ or $\text{torf} A$, we can associate a subcategory of $A$ which is in some sense the “difference.” This construction was introduced and used by several papers such as [Jas, DIRRT, AP, Tan]. In this paper, following [Tan], we call this construction the heart of the interval.

**Definition 2.4.** Let $[G, F]$ be an interval in $\text{torf} A$.

1. The heart of the interval $[G, F]$ in $\text{torf} A$ is a subcategory of $A$ defined by

$$\mathcal{H}_{[G, F]} := F \cap \text{Filt} G.$$

2. The interval $[G, F]$ in $\text{torf} A$ is called a wide interval (resp. ICE interval) if its heart is a wide subcategory of $A$ (resp. an ICE-closed subcategory of $A$).

**Remark 2.5.** There is a dual construction, which associates to an interval $[U, T]$ in $\text{tors} A$ the subcategory $\mathcal{H}_{[U, T]} := T \cap U^\perp$. This construction for torsion classes is more common in the past literature, and these two are dual to each other via the anti-isomorphism $\text{tors} A \cong \text{torf} A$ in Proposition 2.3 (3), that is, we have $\mathcal{H}_{[U, T]} = \mathcal{H}_{[T^\perp, U^\perp]}$. When investigating ICE-closed subcategories, using torsion-free classes is more suitable than torsion classes since we have to deal with $F(C)$ and $\text{Wr}(F(C))$, see Corollary 3.5 for example. On the other hand, it is more appropriate to work on
torsion classes when studying wide \( \tau \)-tilting modules. Thus in this paper, we mainly use intervals in \( \text{tors} \mathcal{A} \) in Sections 2 and 3, and intervals in \( \text{tors} \mathcal{A} \) in Sections 4 and 6.

Every torsion class and torsion-free class can be realized as a heart of intervals in \( \text{tors} \mathcal{A} \). Indeed, we can easily check the following by definition and Proposition 2.3.

**Lemma 2.6.** Let \( \mathcal{A} \) be an abelian length category and \( \mathcal{F} \) a torsion-free class in \( \mathcal{A} \).

1. \( \mathcal{H}_{[0,\mathcal{F}]} = \mathcal{F} \) holds, thus it is a torsion-free class in \( \mathcal{A} \).
2. \( \mathcal{H}_{[\mathcal{F},\mathcal{A}]} = \perp \mathcal{F} \) holds, thus it is a torsion class in \( \mathcal{A} \). In particular, every torsion class \( \mathcal{T} \) in \( \mathcal{A} \) is a heart of \( [\mathcal{T}^{+},\mathcal{A}] \) in \( \text{tors} \mathcal{A} \).
3. The heart of every interval in \( \text{tors} \mathcal{A} \) is closed under extensions and images.

The following useful result was established in [AP], which gives a characterization and a reduction of wide intervals.

**Proposition 2.7.** [AP Theorems 4.2, 5.2] Let \( [\mathcal{G},\mathcal{F}] \) be an interval in \( \text{tors} \mathcal{A} \).

1. \( [\mathcal{G},\mathcal{F}] \) is a wide interval if and only if \( \mathcal{G} = \mathcal{F} \cap \bigcap_{i \in I} \mathcal{F}_{i} \) holds for some \( \mathcal{F}_{i} \)'s such that there is an arrow \( \mathcal{F} \to \mathcal{F}_{i} \) in \( \text{Hasse} \text{(tors} \mathcal{A}) \) for each \( i \in I \).
2. Suppose that \( [\mathcal{G},\mathcal{F}] \) is a wide interval. Then we have isomorphisms of lattices:

\[
[\mathcal{G},\mathcal{F}] \xrightarrow{(-) \cap \mathcal{G}} \mathcal{H}_{[\mathcal{G},\mathcal{F}]} = \mathcal{F} = \mathcal{H}_{[\mathcal{G},\mathcal{F}]}.
\]

As for hearts, we have the following basic equalities.

**Lemma 2.8.** Let \( [\mathcal{G},\mathcal{F}] \) be an interval in \( \text{tors} \mathcal{A} \). Then the following equalities hold:

1. \( \mathcal{F} = \mathcal{H}_{[\mathcal{G},\mathcal{F}]} \star \mathcal{G} \).
2. \( \mathcal{G} = \mathcal{F} \cap \mathcal{H}_{[\mathcal{G},\mathcal{F}]}^{+} \).

**Proof.** Although some variants of this lemma seem to be well-known (e.g. [DIRRT Theorem 3.4], [AP Lemma 3.1]), we give a proof here for the convenience of the reader.

1. Since \( \mathcal{F} \) is extension-closed, we have \( \mathcal{H}_{[\mathcal{G},\mathcal{F}]} \star \mathcal{G} \subseteq \mathcal{F} \star \mathcal{G} \subseteq \mathcal{F} \). Conversely, let \( \mathcal{F} \in \mathcal{F} \). Since \( \mathcal{A} = \perp \mathcal{G} \star \mathcal{G} \) by Proposition 2.3, we have the following short exact sequence

\[
0 \rightarrow L \rightarrow \mathcal{F} \rightarrow N \rightarrow 0
\]

with \( L \in \perp \mathcal{G} \) and \( N \in \mathcal{G} \). Then we have \( L \in \mathcal{F} \) since \( \mathcal{F} \) is closed under subobjects. Thus \( L \in \mathcal{H}_{[\mathcal{G},\mathcal{F}]} \), and we obtain \( \mathcal{F} \in \mathcal{H}_{[\mathcal{G},\mathcal{F}]} \star \mathcal{G} \).

2. Since \( \mathcal{G} \subseteq \mathcal{F} \) and \( \mathcal{H}_{[\mathcal{G},\mathcal{F}]} \subseteq \perp \mathcal{G} \), clearly we have \( \mathcal{G} \subseteq \mathcal{F} \cap \mathcal{H}_{[\mathcal{G},\mathcal{F}]}^{+} \). Conversely, let \( \mathcal{F} \in \mathcal{F} \cap \mathcal{H}_{[\mathcal{G},\mathcal{F}]}^{+} \). Then by (1), we have the following short exact sequence

\[
0 \rightarrow L \xrightarrow{\iota} \mathcal{F} \rightarrow N \rightarrow 0
\]

with \( L \in \mathcal{H}_{[\mathcal{G},\mathcal{F}]} \) and \( N \in \mathcal{G} \). Then \( F \in \mathcal{H}_{[\mathcal{G},\mathcal{F}]}^{+} \) implies \( \iota = 0 \), thus \( \mathcal{F} \cong N \in \mathcal{G} \).

We will use the following invariance property of hearts.

**Lemma 2.9.** Let \( [\mathcal{G},\mathcal{F}] \) be a wide interval in \( \text{tors} \mathcal{A} \). Then the bijection \( (-) \cap \perp \mathcal{G} \colon [\mathcal{G},\mathcal{F}] \cong \mathcal{H}_{[\mathcal{G},\mathcal{F}]} \) in Proposition 2.7 preserves hearts, that is, for every interval \( [\mathcal{F}_{1},\mathcal{F}_{2}] \) in \( [\mathcal{G},\mathcal{F}] \),

\[
\mathcal{H}_{[\mathcal{F}_{1},\mathcal{F}_{2}]} = \mathcal{H}_{[\mathcal{F}_{1}\cap \perp \mathcal{G},\mathcal{F}_{2}\cap \perp \mathcal{G}]} \quad \text{holds, where} \quad \mathcal{H} \quad \text{in the right hand side is considered in an abelian category} \quad \mathcal{H}_{[\mathcal{G},\mathcal{F}]}.
\]

**Proof.** The proof is essentially the same as [AP Theorem 4.2 (2)], but we provide a proof for completeness. Let \( M \) be in \( \mathcal{H}_{[\mathcal{F}_{1},\mathcal{F}_{2}]} \). Then since \( \mathcal{G} \subseteq \mathcal{F}_{1}, \mathcal{F}_{1} \cap \perp \mathcal{G} \subseteq \mathcal{F}_{1} \) and \( M \in \perp \mathcal{F}_{1} \), we have \( M \in \perp \mathcal{G} \) and \( M \in \perp \mathcal{F}_{1} \cap \perp \mathcal{G} \). Thus \( M \) belongs to \( \perp (\mathcal{F}_{1} \cap \perp \mathcal{G}) \cap (\mathcal{F}_{2} \cap \perp \mathcal{G}) = \mathcal{H}_{[\mathcal{F}_{1}\cap \perp \mathcal{G},\mathcal{F}_{2}\cap \perp \mathcal{G}]} \).
Conversely, let $M$ be in $\mathcal{H}[\mathcal{F}_1 \cap \perp_{\mathcal{F}_1}, \mathcal{F}_2 \cap \perp_{\mathcal{G}}]$. Then we have $M \in \mathcal{F}_2 \cap \perp_{\mathcal{G}} \subseteq \mathcal{F}_2$, thus it suffices to show $M \in \perp_{\mathcal{F}_1}$. Take any map $\varphi: M \rightarrow F_1$ with $F_1 \in \mathcal{F}_1$. Then we obtain the following exact commutative diagram with $T \in \mathcal{H}[\mathcal{G}, \mathcal{F}_1]$ and $G \in \mathcal{G}$ by applying Lemma 2.8 to $[\mathcal{G}, \mathcal{F}_1]$.

$$
\begin{array}{ccc}
M & \xrightarrow{\varphi} & T \\
\downarrow & & \downarrow \\
0 & \longrightarrow & F_1 \longrightarrow G \longrightarrow 0
\end{array}
$$

Since $M \in \perp_{\mathcal{G}}$ and $G \in \mathcal{G}$, we have $\pi \varphi = 0$. Thus we have a map $\overline{\varphi}$ which makes the above diagram commute. On the other hand, we have $T \in \mathcal{H}[\mathcal{G}, \mathcal{F}_1] = \mathcal{F}_1 \cap \perp_{\mathcal{G}}$. Thus by $M \in \perp_{\mathcal{F}_1}$, we obtain $\overline{\varphi} = 0$. Therefore we have $\varphi = 0$. \hfill \Box

### 3. Characterization of ICE intervals

First, we will show that every ICE-closed subcategory can be realized as a heart of some interval in $\text{tors} \ A$ (or $\text{tors} \ A$). This observation is the starting point of this paper.

**Proposition 3.1.** Let $\mathcal{C}$ be an ICE-closed subcategory of an abelian length category $\mathcal{A}$. Then $\mathcal{C}$ is equal to the heart of $[F(C) \cap \perp C, F(C')]$ in $\text{tors} \ A$, that is, $\mathcal{C} = F(C) \cap \perp (F(C) \cap \perp C)$ holds.

*Proof.* First, note that we have $\perp (F(C) \cap \perp C) = \perp \mathcal{C} \cup \mathcal{T}(\perp C)$ by Proposition 2.3. Hence it suffices to show $\mathcal{C} = F(C) \cap \perp (\mathcal{C} \cup \mathcal{T})$. Clearly $\mathcal{C} \subseteq F(C) \cap \perp (\mathcal{C} \cup \mathcal{T})$ holds, hence it is enough to prove the converse inclusion. We divide the proof into three steps.

(Step 1): $\mathcal{C} \supseteq \mathcal{S} \cap \mathcal{F}(\perp \mathcal{C} \cup \mathcal{C})$. Let $X$ be an object in $\mathcal{S} \cap \mathcal{F}(\perp \mathcal{C} \cup \mathcal{C})$. Then there exist a surjection $Y \xrightarrow{\varphi} C \rightarrow X$ with $Y \in \perp C$ and $C \in \mathcal{C}$, and an injection $X \xleftarrow{\varphi} C'$ with $C' \in \mathcal{C}$. Thus $X$ is the image of the composition $\mathcal{C} \supseteq \mathcal{S} \cap \mathcal{F}(\perp \mathcal{C} \cup \mathcal{C})$. Hence $\mathcal{C} \subseteq F(C) \cap \perp (\mathcal{C} \cup \mathcal{T})$.

(Step 2): $\mathcal{C} \supseteq \mathcal{S} \cap \mathcal{T}(\perp \mathcal{C} \cup \mathcal{C})$. Let $X$ be in $\mathcal{S} \cap \mathcal{T}(\perp \mathcal{C} \cup \mathcal{C})$. Recall that $\mathcal{T}(\perp \mathcal{C} \cup \mathcal{C}) = \mathcal{F}(\mathcal{F}(\perp \mathcal{C} \cup \mathcal{C}))$ by Proposition 2.3 (2). We will show $X \in \mathcal{C}$ by induction on the $\mathcal{F}(\perp \mathcal{C} \cup \mathcal{C})$-filtration length $n$ of $X$. If $n = 1$, then this follows from (Step 1). Suppose $n > 1$. There is a short exact sequence

$$
0 \longrightarrow Y \longrightarrow X \longrightarrow Z \longrightarrow 0,
$$

where $Z$ is in $\mathcal{F}(\perp \mathcal{C} \cup \mathcal{C})$ and the $\mathcal{F}(\perp \mathcal{C} \cup \mathcal{C})$-filtration length of $Y$ is smaller than $n$. Since $X$ is in $\mathcal{S}$, so is $Y$. By the induction hypothesis, we have $Y \in \mathcal{C}$. Since $X$ is in $\mathcal{S}$, there is an injection $X \xleftarrow{\varphi} C$ with $C \in \mathcal{C}$. Then we obtain the following diagram

$$
\begin{array}{ccc}
0 & \longrightarrow & Y \\
\downarrow & & \downarrow \\
0 & \longrightarrow & Y \longrightarrow C \longrightarrow C/Y \longrightarrow 0
\end{array}
$$

where the right square is a pushout diagram. Since $\mathcal{C}$ is closed under cokernels, we have $C/Y \in \mathcal{C}$. Then $Z$ is in $\mathcal{C}$, thus in $\mathcal{C}$ by (Step 1). Now $X \in \mathcal{C}$ holds since $\mathcal{C}$ is closed under extensions.

(Step 3): $\mathcal{C} \supseteq \mathcal{F}(\mathcal{F}(\perp \mathcal{C} \cup \mathcal{C}))$. Let $X$ be in $\mathcal{F}(\mathcal{F}(\perp \mathcal{C} \cup \mathcal{C}))$. Recall that $\mathcal{F}(\mathcal{F}(\perp \mathcal{C} \cup \mathcal{C}))$ holds by Proposition 2.3 (2). We show $X \in \mathcal{C}$ by the induction on the $\mathcal{S}$-filtration length $n$ of $X$. If $n = 1$, then this follows from (Step 2). Suppose $n > 1$. There is a short exact sequence

$$
0 \longrightarrow Y \longrightarrow X \longrightarrow Z \longrightarrow 0,
$$

where $Y$ is in $\mathcal{S}$ and the $\mathcal{S}$-filtration length of $Z$ is smaller than $n$. Since $X$ is in $\mathcal{F}(\perp \mathcal{C} \cup \mathcal{C})$, so is $Z$. By the induction hypothesis, we have $Z \in \mathcal{C}$. Since $Y$ is in $\mathcal{S}$, there is an injection $Y \xleftarrow{\varphi} C$ with $C \in \mathcal{C}$. Then we can take the following pushout diagram.

$$
\begin{array}{ccc}
0 & \longrightarrow & Y \\
\downarrow & & \downarrow \\
0 & \longrightarrow & C \longrightarrow E \longrightarrow Z \longrightarrow 0
\end{array}
$$
Since \( \mathcal{C} \) is extension-closed, we have \( E \in \mathcal{C} \), hence \( X \) is in \( \text{Sub} \mathcal{C} \). By (Step 2), we have \( X \in \mathcal{C} \).

Next, we will characterize ICE intervals in \( \text{tort} \mathcal{A} \) by using wide intervals. We will use the following construction of wide subcategories and its relation to wide intervals.

**Definition 3.2.** \([11] \text{[MS]}\) Let \( \mathcal{F} \) be a torsion-free class in \( \mathcal{A} \). Then we define the subcategory \( \mathcal{W}_{\mathcal{R}}(\mathcal{F}) \) of \( \mathcal{A} \) as follows:

\[
\mathcal{W}_{\mathcal{R}}(\mathcal{F}) := \{ X \in \mathcal{F} \mid \text{for every map } \phi: X \to F \text{ with } F \in \mathcal{F}, \text{ we have } \text{Coker} \phi \in \mathcal{F} \}.
\]

It was shown in \([\text{MS}]\) that \( \mathcal{W}_{\mathcal{R}}(\mathcal{F}) \) is a wide subcategory of \( \mathcal{A} \) (see also \([\text{Eno2}] \text{ Theorem 4.5}\)). Moreover, the following result is implicitly shown in \([\text{AP}]\).

**Proposition 3.3.** Let \( \mathcal{F} \) be a torsion-free class in \( \mathcal{A} \). Then the following hold.

1. \( \mathcal{W}_{\mathcal{R}}(\mathcal{F}) \) coincides with the heart of \( [\mathcal{F} \cap \mathcal{W}_{\mathcal{R}}(\mathcal{F})^\perp, \mathcal{F}] \).
2. \( \mathcal{F} \cap \mathcal{W}_{\mathcal{R}}(\mathcal{F})^\perp = \mathcal{F} \cap \{ F' \in \text{tort} \mathcal{A} \mid \text{there is an arrow } F \to F' \text{ in Hasse} \text{tort} \mathcal{A} \} \).

In particular, \( [\mathcal{F} \cap \mathcal{W}_{\mathcal{R}}(\mathcal{F})^\perp, \mathcal{F}] \) is a wide interval.

**Proof.** (1) This immediately follows from (the torsion-free version of) \([\text{AP}] \text{ Proposition 6.3}\).

(2) Define \( \mathcal{F}^- := \mathcal{F} \cap \mathcal{W}_{\mathcal{R}}(\mathcal{F})^\perp \). Then the interval \([\mathcal{F}^-, \mathcal{F}]\) in \( \text{tort} \mathcal{A} \) is a wide interval by (1).

Thus it is a meet interval in their terminology by \([\text{AP}] \text{ Theorem 5.2}\), that is,

\[
\mathcal{F}^- = \mathcal{F} \cap \bigcap \{ F' \in [\mathcal{F}^-, \mathcal{F}] \mid \text{there is an arrow } F \to F' \text{ in Hasse} \text{tort} \mathcal{A} \}.
\]

On the other hand, by \([\text{AP}] \text{ Propositions 3.2, 6.5}\), we have

\[
\{ F' \in [\mathcal{F}^-, \mathcal{F}] \mid \text{there is an arrow } F \to F' \text{ in Hasse} \text{tort} \mathcal{A} \} = \{ F' \in \text{tort} \mathcal{A} \mid \text{there is an arrow } F \to F' \text{ in Hasse} \text{tort} \mathcal{A} \}.
\]

Thus the assertion follows.

For a fixed \( \mathcal{F} \in \text{tort} \mathcal{A} \), this interval \([\mathcal{F} \cap \mathcal{W}_{\mathcal{R}}(\mathcal{F})^\perp, \mathcal{F}]\) is the maximal wide interval of the form \([\mathcal{G}, \mathcal{F}]\) by Proposition 3.2 (1). We define \( \mathcal{F}^- \) as follows:

\[
\mathcal{F}^- := \mathcal{F} \cap \mathcal{W}_{\mathcal{R}}(\mathcal{F})^\perp = \mathcal{F} \cap \{ F' \in \text{tort} \mathcal{A} \mid \text{there is an arrow } F \to F' \text{ in Hasse} \text{tort} \mathcal{A} \}.
\]

Note that this construction of \( \mathcal{F}^- \) only depends on the lattice structure of \( \text{tort} \mathcal{A} \). Also note that \( \mathcal{F}^- = \bigcap \{ F' \in \text{tort} \mathcal{A} \mid \text{there is an arrow } F \to F' \text{ in Hasse} \text{tort} \mathcal{A} \} \) if there is at least one arrow in Hasse(\text{tort} \mathcal{A}) starting at \( \mathcal{F} \). Now we are ready to state purely lattice-theoretical characterization of ICE intervals.

**Theorem 3.4.** Let \( \mathcal{G}, \mathcal{F} \) be an interval in \( \text{tort} \mathcal{A} \). Then the following are equivalent.

1. \( \mathcal{F}^- \subseteq \mathcal{G} \subseteq \mathcal{F} \) holds.
2. There is a torsion-free class \( \mathcal{G}' \) with \( \mathcal{G}' \subseteq \mathcal{G} \subseteq \mathcal{F} \) and \( [\mathcal{G}', \mathcal{F}] \) is a wide interval.
3. \( [\mathcal{G}, \mathcal{F}] \) is an ICE interval.

In the situation of (2), we have that \( \mathcal{H}_{[\mathcal{G}, \mathcal{F}]} \) is a torsion class in \( \mathcal{H}_{[\mathcal{G}', \mathcal{F}]} \). In particular, if \( [\mathcal{G}, \mathcal{F}] \) is an ICE interval, then \( \mathcal{H}_{[\mathcal{G}, \mathcal{F}]} \) is a torsion class in \( \mathcal{W}_{\mathcal{R}}(\mathcal{F}) \).

**Proof.** (1) \( \Rightarrow \) (2): \( \mathcal{G}' := \mathcal{F}^- \) satisfies the condition by Proposition 3.3.

(2) \( \Rightarrow \) (3): Put \( \mathcal{W} := \mathcal{H}_{[\mathcal{G}, \mathcal{F}]} \) for simplicity, which is a wide subcategory of \( \mathcal{A} \). Since \( [\mathcal{G}', \mathcal{F}] \) is a wide interval, we have an isomorphism of posets

\[
[\mathcal{G}', \mathcal{F}] \xrightarrow{\Phi} \text{tort} \mathcal{W}
\]

defined as \( \Phi(\neg) = (\neg) \cap \bot \mathcal{G}' \) by Proposition 2.7 (2). Moreover, \( \Phi \) preserves hearts by Lemma 2.9. Therefore, we have \( \mathcal{H}_{[\mathcal{G}, \mathcal{F}]} = \mathcal{H}_{[\Phi(\mathcal{G}), \Phi(\mathcal{F})]} \) by \( \mathcal{G}' \subseteq \mathcal{G} \subseteq \mathcal{F} \), where the second \( \mathcal{H} \) is considered inside \( \mathcal{W} \). Since \( \Phi(\mathcal{F}) = \mathcal{F} \cap \bot \mathcal{G}' = \mathcal{H}_{[\mathcal{G}', \mathcal{F}]} = \mathcal{W} \) holds, \( \mathcal{H}_{[\mathcal{G}, \mathcal{F}]} \) coincides with \( \mathcal{H}_{[\Phi(\mathcal{G}), \Phi(\mathcal{F})]} \), which is a torsion class in \( \mathcal{W} \) by Lemma 2.6. Thus it is an ICE-closed subcategory of \( \mathcal{A} \) by Lemma 2.2.

(3) \( \Rightarrow \) (1): Suppose that \( [\mathcal{G}, \mathcal{F}] \) is an interval, and put \( \mathcal{W} := \mathcal{W}_{\mathcal{R}}(\mathcal{F}) \). First, we will show the following claim.

**(Claim):** \( \mathcal{H}_{[\mathcal{G}, \mathcal{F}]} \subseteq \mathcal{W} \).
Proof of the claim. Let $X$ be an object in $\mathcal{H}_{[G, F]}$. We have $X \in \mathcal{H}_{[G, F]} \subseteq F$, thus in order to show $X \in W$, it suffices to show that every map $\varphi: X \to F$ with $F \in F$ satisfies $\text{Coker} \varphi \in F$. By Lemma 2.8 we have $F = \mathcal{H}_{[G, F]} \ast G$, thus we obtain the following short exact sequence

$$X \xrightarrow{\varphi} 0 \xrightarrow{i} H \xrightarrow{\pi} F \xrightarrow{\pi} G \xrightarrow{0}$$

with $H \in \mathcal{H}_{[G, F]}$ and $G \in G$. Then since $X \in \mathcal{H}_{[G, F]} = F \cap G$, we have $\pi \varphi = 0$. Thus $\varphi$ factors through $\iota$, and we obtain the following commutative diagram.
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The bottom left square is checked to be a pushout square, hence the bottom sequence is a short exact sequence. Since $\mathcal{H}_{[G, F]}$ is closed under cokernels, we have $\text{Coker} \varphi \in \mathcal{H}_{[G, F]} \subseteq F$. Then we obtain $\text{Coker} \varphi \in F$ since $G \in G \subseteq F$ and $F$ is extension-closed.

By the claim, we have $W^\perp \subseteq \mathcal{H}_{[G, F]}^\perp$, which implies $F^\perp = F \cap W^\perp \subseteq F \cap \mathcal{H}_{[G, F]}^\perp = G$ (the last equality follows from Lemma 2.8). Thus we obtain (1).

The remaining assertions follow from the proof of (2) $\Rightarrow$ (3) and Proposition 3.3.

As an immediate corollary, we obtain one of the main results in this paper:

**Corollary 3.5.** Let $\mathcal{C}$ be a subcategory of $\mathcal{A}$. Then the following are equivalent.

1. $\mathcal{C}$ is an ICE-closed subcategory of $\mathcal{A}$.
2. $\mathcal{C}$ is a torsion class in a wide subcategory $W_R(F(\mathcal{C}))$.
3. $\mathcal{C}$ is a torsion class in some wide subcategory of $\mathcal{A}$.

**Proof.** (1) $\Rightarrow$ (2): Let $\mathcal{C}$ be an ICE-closed subcategory. By Proposition 3.1, it is a heart of some interval in $\text{torf} \mathcal{A}$ of the form $[G, F(\mathcal{C})]$. Then Theorem 3.4 shows that $\mathcal{C}$ is a torsion class in $W_R(F(\mathcal{C}))$.

(2) $\Rightarrow$ (3): Trivial.

(3) $\Rightarrow$ (1): This is Lemma 2.2.

The construction of a wide subcategory $W_R(F(\mathcal{C}))$ from an ICE-closed subcategory $\mathcal{C}$ is somewhat technical, but we will see later in Theorem 4.3 that it coincides with the smallest wide subcategory containing $\mathcal{C}$.

Theorem 3.4 together with Proposition 3.1 gives a way to realize all ICE-closed subcategories as hearts if the classification of all torsion(-free) classes is given:

**Corollary 3.6.** All ICE-closed subcategories of $\mathcal{A}$ can be obtained by the following process.

- Choose a torsion-free class $F$ in $\mathcal{A}$.
- Compute $F^- := F \cap \{F' \in \text{torf} \mathcal{A} \mid \text{there is an arrow } F \to F' \text{ in Hasse(\text{torf} \mathcal{A})}\}$.
- For each $G \in [F^-, F]$, the heart $\mathcal{H}_{[G, F]} = F \cap G$ is an ICE-closed subcategory.

Dually, all ICE-closed subcategories of $\mathcal{A}$ can be obtained by the following process.

- Choose a torsion class $U$ in $\mathcal{A}$.
- Compute $U^+ := U \cup \{U' \in \text{tors} \mathcal{A} \mid \text{there is an arrow } U \leftrightarrow U' \text{ in Hasse(\text{tors} \mathcal{A})}\}$.
- For each $T \in [U, U^+]$, the heart $\mathcal{H}_{[U, T]} = T \cap U$ is an ICE-closed subcategory.
Proof. The former half is clear from Theorem 3.3 and Proposition 3.1. The latter half follows from the anti-isomorphisms \((-)^\perp\colon \text{tors }\mathcal{A} \cong \text{torf }\mathcal{A} \colon \perp^\perp\) of posets in Proposition 2.8 which preserve hearts by Remark 2.5. □

We end this section with examples of computations of ICE intervals for a finite-dimensional algebra. In the rest of this section, $k$ denotes an algebraically closed field. For a finite-dimensional $k$-algebra $\Lambda$, we denote by $\text{mod }\Lambda$ the category of finitely generated right $\Lambda$-modules, and we simply write $\text{tors }\Lambda$ instead of $\text{tors}(\text{mod }\Lambda).

For actual computations, the brick labeling of $\text{tors }\mathcal{A}$ introduced in [DIRRT] is useful and intuitive. Recall that a brick $B$ in $\mathcal{A}$ is an object such that $\text{End}_\mathcal{A}(B)$ is a division ring.

**Proposition 3.7** ([DIRRT] Theorems 3.3, 3.4). Let $q\colon \mathcal{T} \to \mathcal{U}$ be an arrow in $\text{Hasse}(\text{tors }\mathcal{A})$. Then there is a unique brick $B_q$ in $\mathcal{H}_{[\mathcal{U},\mathcal{T}]}$ up to isomorphism, and $\mathcal{H}_{[\mathcal{U},\mathcal{T}]} = \text{Filt }B_q$ holds.

In the above situation, we call $B_q$ the brick label of $q$. If there is a path from $\mathcal{T}$ to $\mathcal{U}$, then we have the following description of $\mathcal{H}_{[\mathcal{U},\mathcal{T}]}$ using the brick labeling.

**Proposition 3.8.** Let $\mathcal{U} \leftarrow B_1 \leftarrow B_2 \leftarrow \cdots \leftarrow B_n \to \mathcal{T}$ be a path in $\text{Hasse}(\text{tors }\mathcal{A})$, where each $B_i$ is the brick label. Then we have $\mathcal{H}_{[\mathcal{U},\mathcal{T}]} = (\text{Filt }B_1) \ast (\text{Filt }B_2) \ast \cdots \ast (\text{Filt }B_n) = \text{Filt}\{B_1, \ldots, B_n\}$.

**Proof.** For $\mathcal{T}_1 \subseteq \mathcal{T}_2 \subseteq \mathcal{T}_3$ in $\text{tors }\mathcal{A}$, one can easily check that $\mathcal{H}_{[\mathcal{T}_1, \mathcal{T}_3]} = \mathcal{H}_{[\mathcal{T}_1, \mathcal{T}_2]} \ast \mathcal{H}_{[\mathcal{T}_2, \mathcal{T}_3]}$ in the same way as in Lemma 2.3 (1). Then the assertion inductively follows from this. See also [Enom1] Theorem 3.5 for the related argument. □

**Example 3.9.** Let $Q$ be a quiver $1 \leftarrow 2$ and consider its path algebra $kQ$ as in Example 1.1. Then the following is $\text{Hasse}(\text{tors }kQ)$ together with its brick labeling.
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By Theorem 3.4 (more precisely, its dual Theorem 3.2), we have that $[0, \mathcal{T}_2]$ and $[\mathcal{T}_1, \mathcal{T}_4]$ are both ICE intervals, but Proposition 3.5 shows that their hearts are $\text{Filt }2 = \text{add }2$. Thus different intervals may give the same ICE-closed subcategory. Using Corollary 3.6 and Proposition 3.8, we obtain the following list of ICE intervals and their hearts.

| ICE intervals in $\text{tors }kQ$ | ICE-closed subcategories |
|---------------------------------|--------------------------|
| $[\mathcal{T}, \mathcal{T}]$ for every $\mathcal{T} \in \text{tors }kQ$ | $0$ |
| $[0, \mathcal{T}_1]$ | $\text{Filt }1 = \mathcal{T}_1$ |
| $[0, \mathcal{T}_2], [\mathcal{T}_1, \mathcal{T}_4]$ | $\text{Filt }2 = \mathcal{T}_2$ |
| $[0, \mathcal{T}_3]$ | $\text{Filt}\{2, \mathcal{T}_2\} = \mathcal{T}_3$ |
| $[0, \mathcal{T}_4]$ | $\text{Filt}\{1, 2\} = \mathcal{T}_4$ |
| $[\mathcal{T}_2, \mathcal{T}_3]$ | $\text{Filt}\{\mathcal{T}_2\} = \text{add }2$ |

**Example 3.10.** Let $Q$ be a 2-Kronecker quiver, that is, $Q : 1 \leftarrow 2$, and consider its path algebra $kQ$. For any integer $m \geq 1$, we set

\[
P_m = \begin{cases} 
\tau^{-(m-1)/2}P(1) & (m \text{ is odd}) \\
\tau^{-(m-2)/2}P(2) & (m \text{ is even})
\end{cases}, \quad
I_m = \begin{cases} 
\tau^{(m-1)/2}I(2) & (m \text{ is odd}) \\
\tau^{(m-2)/2}I(1) & (m \text{ is even})
\end{cases},
\]

where $P(i)$ (resp. $I(i)$) is the indecomposable projective (resp. injective) module corresponding to the vertex $i$, and $\tau$ is the Auslander-Reiten translation. We denote by $R_\lambda$ the indecomposable
regular brick corresponding to $\lambda \in \mathbb{P}^1(k)$. For each $X \subseteq \mathbb{P}^1(k)$, define $T(X) := \bigcap_{X \neq \emptyset} T(X) = \bigcup_{m=1}^{\infty} T(\emptyset)$. Then the complete list of torsion classes in mod $kQ$ is as follows: mod $kQ = \text{Fac}(P_1 \oplus P_2), \text{Fac}(P_i \oplus P_{i+1})$ for $i \geq 2$, add $1 = \text{add} P_1$, $\text{Fac} I_i$ for $i \geq 1$, and $T(X)$ for $X \subseteq \mathbb{P}^1(k)$. By using the description of Hasse($\text{tors} kQ$) given in [DIRRT] Example 3.6, we can obtain the following list of ICE intervals and their hearts.

| ICE intervals in $\text{tors} kQ$ | ICE-closed subcategories |
|--------------------------------|-------------------------|
| $[0, T]$ for each $T \in \text{tors} kQ$ | $T$ |
| $\text{add} P_1, \text{mod} kQ$ | $\text{add} 2 = \text{add} I_1$ |
| $\text{Fac} I_i, \text{Fac} I_{i+1}$ for $i \geq 1$ | $\text{add} I_{i+1}$ |
| $\text{Fac}(P_i \oplus P_{i+1}), \text{Fac}(P_i \oplus P_{i+1})$ for $i \geq 1$ | $\text{add} P_i$ |
| $[T(X), T(Y)]$ for $X \subseteq Y \subseteq \mathbb{P}^1(k)$ | $\text{Filt}(R_{\lambda})_{\lambda \in Y \setminus X}$ |
| $[T, T]$ for each $T \in \text{tors} kQ$ | $0$ |

See Section 6.2 for further examples of ICE intervals and ICE-closed subcategories.

## 4. Wide $\tau$-tilting modules

In this section, we develop a way to classify ICE-closed subcategories of a given abelian category, especially mod $\Lambda$ for an artin algebra $\Lambda$. By Corollary 3.5, we have a surjection

$$\{(W, C) \mid W \in \text{wide} \mathcal{A} \text{ and } C \in \text{tors} W\} \twoheadrightarrow \text{ice} \mathcal{A}$$

defined by $(W, C) \mapsto C$. However, this map is not an injection in general. For example, for any simple object $S$ in $\mathcal{A}$, we have that $\text{Filt} S$ is a torsion class in every wide subcategory which contains $S$. One of the aim of this section is to modify the above map to obtain a bijection.

### 4.1. Sincere torsion classes.

Let us begin by introducing sincere subcategories of an abelian length category.

**Definition 4.1.** Let $\mathcal{A}$ be an abelian length category and $\mathcal{C}$ a subcategory of $\mathcal{A}$.

1. $\text{sim} \mathcal{A}$ denotes the set of isomorphism classes of simple objects in $\mathcal{A}$.
2. For $M \in \mathcal{A}$, we denote by $\text{supp} M$ the subset of $\text{sim} \mathcal{A}$ consisting of composition factors of $M$. In addition, we define $\text{supp} \mathcal{C}$ by $\text{supp} \mathcal{C} := \bigcup_{M \in \mathcal{C}} \text{supp} M$.
3. $\mathcal{C}$ is sincere if $\text{supp} \mathcal{C} = \text{sim} \mathcal{A}$ holds, that is, every simple object in $\mathcal{A}$ appears as a composition factor of some object in $\mathcal{C}$.
4. $\text{s-tors} \mathcal{A}$ denotes the set of sincere torsion classes in $\mathcal{A}$.

When we want to emphasize the abelian category $\mathcal{A}$, we will write as $\text{supp}_\mathcal{A} M$ and $\text{supp}_\mathcal{A} \mathcal{C}$.

Then we can show that any ICE-closed subcategory can be realized as a sincere torsion class in some wide subcategory:

**Proposition 4.2.** Let $\mathcal{C}$ be an ICE-closed subcategory of $\mathcal{A}$. Then there is some wide subcategory $W$ of $\mathcal{A}$ such that $\mathcal{C}$ is a sincere torsion class in $W$.

**Proof.** By Corollary 3.5 there is a wide subcategory $W'$ such that $\mathcal{C}$ is a torsion class in $W'$. Consider $W := \text{Filt}(\text{supp}_W \mathcal{C})$. Since $W$ is a Serre subcategory of $W'$, it is a wide subcategory of $\mathcal{A}$, and clearly $\mathcal{C}$ is a torsion class in $W$. Moreover, $\mathcal{C}$ is a sincere subcategory of $W$ by construction. Thus $\mathcal{C}$ is a sincere torsion class in $W$. $\square$

Now we can state the first result of this section. For a subcategory $\mathcal{C}$ of $\mathcal{A}$, we denote by $\ker \mathcal{C}$ the subcategory of $\mathcal{A}$ consisting of kernels of morphisms in $\mathcal{C}$.

**Theorem 4.3.** We have a bijection

$$\{(W, C) \mid W \in \text{wide} \mathcal{A} \text{ and } C \in \text{s-tors} W\} \xrightarrow{\Theta} \text{ice} \mathcal{A}$$

given by $\Theta(W, C) = C$. Its inverse is given by $C \mapsto (C)_{\text{wide}}$, where $(C)_{\text{wide}}$ is the smallest wide subcategory containing $C$. Moreover, we have $(C)_{\text{wide}} = \text{Filt}(\ker \mathcal{C}) = W_\mathcal{R}(\text{F}(\mathcal{C}))$. 

Proof. This map $\Theta$ is surjective by Proposition 3.3. Let $\mathcal{C}$ be a sincere torsion class in a wide subcategory $W$. We claim that $W = \text{Filt}(\text{ker} C)$ holds.

Since $\mathcal{C}$ is contained in $W$ and $W$ is closed under kernels and extensions, $\text{Filt}(\text{ker} C) \subseteq W$ holds. Conversely, let $S$ be a simple object in $W$. Then since $\mathcal{C}$ is a sincere subcategory of $W$, there is some $M \in \mathcal{C}$ which contains $S$ as a composition factor in $W$ (note that we consider composition series in the abelian category $W$ here, not in $\mathcal{A}$). This implies that there are two subobjects $M_1 < M_2 \leq M$ of $M$ satisfying $M_1, M_2, M/M_1, M/M_2 \in W$ and $M_2/M_1 \cong S$. Then we have the following short exact sequence in $W$,

$$0 \longrightarrow S \longrightarrow M/M_1 \longrightarrow M/M_2 \longrightarrow 0$$

Since $\mathcal{C}$ is a torsion class in $W$, we have $M/M_1, M/M_2 \in \mathcal{C}$. This implies $S \in \text{ker} C$. Therefore, we have $\operatorname{sim} W \subseteq \text{ker} C$, which implies $W = \text{Filt}(\operatorname{sim} W) \subseteq \text{Filt}(\text{ker} C)$. Thus $W = \text{Filt}(\text{ker} C)$ holds.

Suppose that $\Theta(W_1, C) = \Theta(W_2, C)$ holds. Then we have $W_1 = \text{Filt}(\text{ker} C) = W_2$ because $\mathcal{C}$ is a sincere torsion class in both $W_1$ and $W_2$. Thus $\Theta$ is injective, so $\Theta$ is a bijection.

We have shown that for an ICE-closed subcategory $\mathcal{C}$, there is some $W \in \text{wide } \mathcal{A}$ satisfying $C \in \text{s-tors } W$, and this $W$ has turned out to be equal to $\text{Filt}(\text{ker} C)$. Therefore, $\text{Filt}(\text{ker} C)$ is always a wide subcategory of $\mathcal{A}$. Moreover, any wide subcategory $W$ containing $\mathcal{C}$ must contain $\text{Filt}(\text{ker} C)$ since $W$ is closed under kernels and extensions. Hence $\langle \mathcal{C} \rangle_{\text{wide}} = \text{Filt}(\text{ker} C)$ holds.

Finally, we will show $W_R(F(C)) = \langle \mathcal{C} \rangle_{\text{wide}}$. Put $F := F(C)$ for simplicity. To show this, by the previous argument, it suffices to show that $C$ is a sincere torsion class in $W_R(F)$. Since Corollary 3.5 shows that $C$ is a torsion class in $W_R(F)$, it is enough to prove that $C$ is a sincere torsion class of $W_R(F)$. Let $S$ be a simple object in an abelian category $W_R(F)$. Suppose that $\mathcal{A}(S, C) = 0$ for all $C \in \mathcal{C}$. This implies that $C$ is contained in a torsion-free class $S^\perp$. Then we have $F(C) \subseteq S^\perp$ by the minimality of $F(C)$. Since $0 \neq S$ belongs to $W_R(F) \subseteq F = F(C)$, this is a contradiction. Therefore, there is some zero-map $\varphi: S \rightarrow C$ with $C \in \mathcal{C}$. Since $C \in \mathcal{C} \subseteq W_R(F)$ and $S$ is simple in $W_R(F)$, this map is an injection by the Schur’s lemma in the abelian category $W_R(F)$. Thus we obtain the following short exact sequence,

$$0 \longrightarrow S \overset{\varphi}{\longrightarrow} C \longrightarrow \text{Coker } \varphi \longrightarrow 0$$

Since $W_R(F)$ is a wide subcategory, $\text{Coker } \varphi$ belongs to $W_R(F)$, hence the above exact sequence is a short exact sequence in $W_R(F)$. This shows that $S \in \text{supp}_{W_R(F)}(C) \subseteq \text{supp}_{W_R(F)}(C)$. Therefore, $\mathcal{C}$ is a sincere subcategory of $W_R(F)$. \hfill $\square$

Thanks to this, the classification of ICE-closed subcategories is completely decomposed into the following two steps.

(1) First determine $\text{wide } \mathcal{A}$, the set of all wide subcategories in $\mathcal{A}$.
(2) For each $W \in \text{wide } \mathcal{A}$, find all sincere torsion classes in $W$.

Of course, one cannot expect a general method to achieve this, but if $\mathcal{A}$ is the module category of artin algebras, we can make use of $\tau$-tilting theory developed in [AIR].

4.2. Wide $\tau$-tilting modules and doubly functorially finite ICE-closed subcategories.

In the rest of this section, we denote by $\Lambda$ an artin $R$-algebra over a commutative artinian ring $R$, that is, $\Lambda$ is an $R$-algebra which is finitely generated as an $R$-module. We often omit the base ring $R$ and simply say that $\Lambda$ is an artin algebra. We denote by $\text{mod } \Lambda$ (resp. $\text{proj } \Lambda$) the category of finitely generated right (resp. projective) $\Lambda$-modules, and by $\tau$ the Auslander-Reiten translation. For $M \in \text{mod } \Lambda$, we denote by $|M|$ the number of non-isomorphic indecomposable direct summands of $M$. We refer the reader to [ASS, AGR] for the basics of the representation theory of artin algebras.

For an abelian length category $\mathcal{A}$, we denote by $\text{f-tors } \mathcal{A}$, $\text{sf-tors } \mathcal{A}$, and $\text{f-wide } \mathcal{A}$ the posets of functorially finite torsion classes, sincere functorially finite torsion classes, and functorially finite wide subcategories of $\mathcal{A}$ respectively. We simply write $\text{tors } \Lambda := \text{tors}(\text{mod } \Lambda)$, and similarly $\text{torf } \Lambda$, $\text{f-tors } \Lambda$, $\text{sf-tors } \Lambda$, $\text{ice } \Lambda$, $\text{wide } \Lambda$ and $\text{f-wide } \Lambda$.

For an extension-closed subcategory $\mathcal{C}$ of $\mathcal{A}$, we define the following notions of Ext-projectives.
• \( P \in \mathcal{C} \) is Ext-projective in \( \mathcal{C} \) if \( \text{Ext}^1_\mathcal{A}(P, C) = 0 \). We denote by \( \mathcal{P}(\mathcal{C}) \) the subcategory of Ext-projective objects in \( \mathcal{C} \).

• \( \mathcal{C} \) has enough Ext-projectives if, for every \( C \in \mathcal{C} \), there is a short exact sequence in \( \mathcal{A} \)

\[
0 \longrightarrow C' \longrightarrow P \longrightarrow C \longrightarrow 0
\]

satisfying \( P \in \mathcal{P}(\mathcal{C}) \) and \( C' \in \mathcal{C} \).

• \( \mathcal{C} \) has an Ext-progenerator \( P \) if \( \mathcal{C} \) has enough Ext-projectives and \( \mathcal{P}(\mathcal{C}) = \text{add} P \) holds.

• If \( \mathcal{C} \) has an Ext-progenerator, then we denote by \( P(\mathcal{C}) \) the unique basic Ext-progenerator, or equivalently, \( P(\mathcal{C}) \) is a direct sum of non-isomorphic indecomposable Ext-projective objects in \( \mathcal{C} \).

Every ICE-closed subcategory can be recovered from its Ext-progenerator if it exists, as the following lemma says. For \( M \in \mathcal{A} \), we denote by \( \text{cok} M \) the subcategory of \( \mathcal{A} \) consisting of cokernels of morphisms in \( \text{add} M \).

**Lemma 4.4.** Let \( \mathcal{C} \) be an ICE-closed subcategory of \( \mathcal{A} \). If \( \mathcal{C} \) has an Ext-progenerator \( M \), then we have \( \mathcal{C} = \text{cok} M \).

**Proof.** Since \( \mathcal{C} \) is closed under cokernels and \( M \in \mathcal{C} \), we have \( \text{cok} M \subseteq \mathcal{C} \). Conversely, since \( M \) is an Ext-progenerator of \( \mathcal{C} \), it is easy to check that every object in \( \mathcal{C} \) is a cokernel of a morphism in \( \text{add} M \). Thus \( \mathcal{C} \subseteq \text{cok} M \) holds. \( \square \)

Using Ext-projectives, [AIR] established a bijection between functorially finite (sincere) torsion classes in \( \text{mod} \Lambda \) and a certain class of modules defined below.

**Definition 4.5.** Let \( \Lambda \) be an artin algebra and \( M \in \text{mod} \Lambda \).

1. \( M \) is \( \tau \)-rigid if \( \text{Hom}_\Lambda(M, \tau M) = 0 \).
2. \( M \) is \( \tau \)-tilting if \( M \) is \( \tau \)-rigid and \( |M| = |\Lambda| \) holds. We denote by \( \tau \text{-tilt} \Lambda \) the set of isomorphism classes of basic \( \tau \)-tilting \( \Lambda \)-modules.
3. For \( P \in \text{proj} \Lambda \), a pair \( (M, P) \) is a \( \tau \)-tilting pair if \( M \) is \( \tau \)-rigid, \( \text{Hom}_\Lambda(P, M) = 0 \) and \( |M| + |P| = |\Lambda| \). We denote by \( \tau \text{-tilt-pair} \Lambda \) the set of isomorphism classes of basic \( \tau \)-tilting pairs.
4. \( M \) is support \( \tau \)-tilting if there is some \( P \in \text{proj} \Lambda \) such that \( (M, P) \) is a \( \tau \)-tilting pair. We denote by \( \tau \text{-tilt} \Lambda \) the set of isomorphism classes of basic support \( \tau \)-tilting \( \Lambda \)-modules.
5. \( \Lambda \) is \( \tau \)-tilting finite if \( \tau \text{-tilt} \Lambda \) is a finite set.

Now we collect some results on \( \tau \)-tilting theory which we need. Note that it was assumed in [AIR] that \( \Lambda \) is a finite-dimensional algebra over an algebraically closed field, but the same proof applies for an artin algebra.

**Theorem 4.6.** Let \( \Lambda \) be an artin algebra. Then the following hold.

1. [Sma] Theorem \( \tau \in \text{tors} \Lambda \) is functorially finite if and only if so is \( \tau^\perp \in \text{torf} \Lambda \).
2. [AS2] Theorem 5.10 \( \text{Fac} M \) is a functorially finite torsion class for a \( \tau \)-rigid module \( M \).
3. [AIR] Lemma 2.6, Theorem 2.7, Corollary 2.8, Corollary 2.13] A torsion class is functorially finite if and only if it has an Ext-progenerator, and we have the following commutative diagram with all the horizontal maps bijective.

\[
\begin{array}{ccc}
\tau \text{-tilt-pair} \Lambda & \xrightarrow{(M, P) \mapsto M} & \tau \text{-tilt} \Lambda \\
\downarrow & \searrow \Phi \downarrow & \searrow \Phi \\
\tau \text{-tilt} \Lambda & \xrightarrow{P \mapsto \text{Fac}_P} & \text{f-tors} \Lambda,
\end{array}
\]

4. [DL1] Theorem 3.8] \( \Lambda \) is \( \tau \)-tilting finite if and only if \( \text{tors} \Lambda = \text{f-tors} \Lambda \) holds if and only if \( \tau \text{-tilt} \Lambda \) is a finite set.

Our aim is to extend this bijection to include ICE-closed subcategories. By Theorem 4.3, we have to deal with both a wide subcategory \( \mathcal{W} \) and a sincere torsion class \( \mathcal{C} \) in \( \mathcal{W} \). To study \( \mathcal{W} \) and \( \mathcal{C} \), we can make use of Theorem 4.6 if the following two conditions are satisfied:
Let $\Lambda$ be an artin algebra.

**Definition 4.8.** Let $\mathcal{C}$ be an ICE-closed subcategory of $\text{mod} \Lambda$.

1. $\mathcal{C}$ is **doubly functorially finite** if there is a functorially finite wide subcategory $\mathcal{W}$ of $\text{mod} \Lambda$ such that $\mathcal{C}$ is a sincere functorially finite torsion class in $\mathcal{W}$.
2. df-$\text{ice} \Lambda$ denotes the set of doubly functorially finite ICE-closed subcategories of $\text{mod} \Lambda$.

We have the following characterization of the doubly functorial finiteness.

**Proposition 4.9.** For an ICE-closed subcategory $\mathcal{C}$ of $\text{mod} \Lambda$, the following are equivalent.

1. $\mathcal{C}$ is doubly functorially finite.
2. There is some functorially finite wide subcategory $\mathcal{W}$ such that $\mathcal{C}$ is a sincere functorially finite torsion class in $\mathcal{W}$.
3. $\mathcal{C}$ and $\mathcal{W}_R(\mathcal{F}(\mathcal{C}))$ are both functorially finite.

Consequently, if $\mathcal{C}$ and $\mathcal{F}(\mathcal{C})$ are functorially finite, then $\mathcal{C}$ is doubly functorially finite.

**Proof.** (1) $\Rightarrow$ (2): Clearly $\mathcal{C}$ is functorially finite in $\text{mod} \Lambda$. Since $\mathcal{C}$ is doubly functorially finite, there is $\mathcal{W}' \in \text{f-wide} \Lambda$ satisfying $\mathcal{C} \in \text{f-tors} \mathcal{W}'$. By the proof of Proposition 4.8, there is a Serre subcategory $\mathcal{W}$ of $\mathcal{W}'$ such that $\mathcal{C}$ is a sincere torsion class in $\mathcal{W}$. On the other hand, since $\mathcal{W}'$ is equivalent to the module category of some artin algebra by Lemma 4.7, so is its Serre subcategory $\mathcal{W}$. Thus $\mathcal{W}$ is also functorially finite in $\text{mod} \Lambda$ by the same lemma.

(2) $\Rightarrow$ (3): Clearly $\mathcal{C}$ is functorially finite in $\text{mod} \Lambda$. By Theorem 4.3, we have $\mathcal{W} = \mathcal{W}_R(\mathcal{F}(\mathcal{C}))$ since $\mathcal{C}$ is a sincere torsion class in $\mathcal{W}$. Thus $\mathcal{W}_R(\mathcal{F}(\mathcal{C}))$ is functorially finite.

(3) $\Rightarrow$ (1): Clear from Corollary 3.3.

To prove the remaining assertion, it suffices to show that $\mathcal{W}_R(\mathcal{F}(\mathcal{C}))$ is functorially finite if so is $\mathcal{F}(\mathcal{C})$. We refer the reader to [Asa Proposition 2.28] or [MS Lemma 3.8] for the proof of this fact. Instead, this also follows from Lemma 4.13 below and Proposition 3.9 (1). \(\square\)

For example, by using this criterion, we will see later in Proposition 4.20 that $\text{ice} \Lambda = \text{df-ice} \Lambda$ holds for a $\tau$-tilting finite algebra $\Lambda$.

**Remark 4.10.** There may exist a functorially finite wide subcategory $\mathcal{W}$ of $\text{mod} \Lambda$ such that $\mathcal{F}(\mathcal{W})$ is not functorially finite (see [Asa Example 4.13]). Such a wide subcategory is doubly functorially finite, thus the converse of the last assertion in Proposition 4.9 does not hold in general.

We are in a position to introduce wide $\tau$-tilting modules.

**Definition 4.11.** Let $\Lambda$ be an artin algebra.

1. For $\mathcal{W} \in \text{f-wide} \Lambda$ and $M \in \mathcal{W}$, fix an equivalence $F: \mathcal{W} \simeq \text{mod} \Gamma$ for an artin algebra $\Gamma$ (which exists by Lemma 4.7). We say that $M$ is a $\tau_\mathcal{W}$-tilting if $F(M)$ is a $\tau$-tilting $\Gamma$-module.
2. A pair $(\mathcal{W}, M)$ is a **wide $\tau$-tilting pair** if $\mathcal{W} \in \text{f-wide} \Lambda$ and $M \in \mathcal{W}$ is $\tau_\mathcal{W}$-tilting. This pair is called **basic** if so is $M$, and we denote by $\text{wr-tilt-pair} \Lambda$ the set of isomorphism classes of basic wide $\tau$-tilting pairs.
3. $M$ is a **wide $\tau$-tilting module** if there is some $\mathcal{W} \in \text{f-wide} \Lambda$ such that $M$ is $\tau_\mathcal{W}$-tilting. We denote by $\text{wr-tilt} \Lambda$ the set of isomorphism classes of basic wide $\tau$-tilting modules.

The relation between support $\tau$-tilting modules and wide $\tau$-tilting modules is summarized as follows: support $\tau$-tilting modules are nothing but “Serre” $\tau$-tilting modules, as the following proposition shows.
Proposition 4.12. We have the following commutative diagram,

\[
\begin{array}{ccc}
\text{wr-tilt-pair } \Lambda & \xrightarrow{(W,M) \mapsto M} & \text{wr-tilt } \Lambda \\
\downarrow & & \downarrow \\
\text{τ-tilt-pair } \Lambda & \xrightarrow{(M,P) \mapsto M} & \text{sτ-tilt } \Lambda
\end{array}
\]

(4.1)

where \( \iota \) is defined by \( \iota(M,P) = (P^\perp,M) \). Moreover, \( \iota \) is injective, and its image consists of \((W,M) \in \text{wr-tilt-pair } \Lambda \) such that \( W \) is a Serre subcategory of \( \text{mod } \Lambda \). Consequently, the following are equivalent for \( M \in \text{mod } \Lambda \).

1. \( M \) is a support \( \text{τ-tilting} \) module.
2. There is some Serre subcategory \( W \) of \( \text{mod } \Lambda \) such that \((W,M) \) is a wide \( \text{τ-tilting} \) pair.

Proof. Note that the bottom map \( \text{τ-tilt-pair } \Lambda \to \text{sτ-tilt } \Lambda \) in (4.1) is a bijection by Theorem 4.16 (3). For an idempotent \( e \) of \( \Lambda \), we identify \( \text{mod}(\Lambda/(e)) \) with the subcategory of \( \text{mod } \Lambda \) by the natural functor \( \text{mod}(\Lambda/(e)) \to \text{mod } \Lambda \). Then a subcategory \( W \) of \( \text{mod } \Lambda \) is a Serre subcategory if and only if it arises in this way.

First, we show that \( \iota \) is well-defined. Let \((M,P)\) be a \( \text{τ-tilting} \) pair. Then \( P^\perp \) is a Serre subcategory of \( \text{mod } \Lambda \) since \( P \) is projective, thus it is a wide subcategory. Moreover, there is an idempotent \( e \) of \( \Lambda \) satisfying \( P^\perp = \text{mod}(\Lambda/(e)) \). Then \( M \) is a \( \text{τ-tilting} \) \( (\Lambda/(e)) \)-module byAIR Proposition 2.3], thus \( (P^\perp,M) \) is a wide \( \text{τ-tilting} \) pair. Thus \( \iota \) gives a map \( \text{τ-tilt-pair } \Lambda \to \text{wr-tilt-pair } \Lambda \). Since the bottom map of (4.1) is surjective, clearly every support \( \text{τ-tilting} \) module is wide-tilting, and we obtain the commutative diagram (4.1). Moreover, since the bottom map is bijective, \( \iota \) is an injection.

Next, we discuss the image of \( \iota \). By the above argument, if \((W,M) \in \text{Im } \iota \) then \( W \) is a Serre subcategory. Conversely, suppose that \((W,M)\) is a wide \( \text{τ-tilting} \) pair and \( W \) is a Serre subcategory. Then there is an idempotent \( e \) of \( \Lambda \) satisfying \( W = \text{mod}(\Lambda/(e)) \), and it is easy to check that \((M,e\Lambda)\) is a \( \text{τ-tilting} \) pair satisfying \( \iota(M,e\Lambda) = (W,M) \).

Finally, the equivalence of (1) and (2) is clear from the above discussion. \( \square \)

We will see later in Proposition 4.14 that the map \( \text{wr-tilt-pair } \Lambda \to \text{wr-tilt } \Lambda \) in (4.1) is a bijection.

Now we are ready to establish a bijection between \( \text{τ-tilting} \) modules and doubly functorially finite ICE-closed subcategories.

Theorem 4.13. Let \( \Lambda \) be an artin algebra. Then every doubly functorially finite ICE-closed subcategories has an Ext-progenerator, and we have mutually inverse bijections

\[
\text{wr-tilt } \Lambda \cong \text{df-ice } \Lambda
\]

between wide \( \text{τ-tilting} \) modules and doubly functorially finite ICE-closed subcategories of \( \text{mod } \Lambda \).

Proof. Let \( M \) be a wide \( \text{τ-tilting} \) module. Then we have a functorially finite wide subcategory \( W \) such that \( M \) is \( \text{τ}_{W} \text{-tilting} \). Since \( W \) is equivalent to the module category of an artin algebra and \( M \) is \( \text{τ-tilting} \) in it, \( \text{Fac}_W M \) is a sincere functorially finite torsion class in \( W \) and has an Ext-progenerator \( M \) by Theorem 4.6 (3) (here \( \text{Fac}_W \) means we consider \( \text{Fac} \) inside the abelian category \( W \)). Then \( \text{Fac}_W M \) is ICE-closed in \( \text{mod } \Lambda \) by Lemma 2.2. Moreover, it is doubly functorially finite by definition, and \( \text{Fac}_W M = \text{cok } M \) holds by Lemma 4.3. Therefore, we obtain a map \( \text{cok}: \text{wr-tilt } \Lambda \to \text{df-ice } \Lambda \).

Conversely, let \( C \) be a doubly functorially finite ICE-closed subcategory. Then by Proposition 4.9 there is some functorially finite wide subcategory \( W \) such that \( C \) is a sincere torsion class in \( W \). Then we obtain an equivalence \( F: W \cong \text{mod } \Gamma \) for some artin algebra \( \Gamma \) by Lemma 4.7 and \( F(C) \) is a sincere functorially finite torsion class in \( \text{mod } \Gamma \). Therefore, \( F(C) \) has an Ext-progenerator, which is a \( \text{τ-tilting} \) \( \Gamma \)-module by Theorem 4.6 (3). Thus \( C \) has an Ext-progenerator \( P(C) \) which is \( \text{τ}_{W} \text{-tilting} \). Hence \( P(C) \) is wide \( \text{τ-tilting} \), and we obtain a map \( P(-): \text{df-ice } \Lambda \to \text{wr-tilt } \Lambda \).

It is straightforward to check that these maps are inverse to each other, so we omit it. \( \square \)
We now take a closer look at wide $\tau$-tilting pairs and wide $\tau$-tilting modules. Each wide $\tau$-tilting module uniquely determines its defining wide subcategory, as the following claims.

**Proposition 4.14.** Let $\Lambda$ be an artin algebra. Then the map $\text{wr-tilt-pair} \Lambda \to \text{wr-tilt} \Lambda$ given by $(W,M) \mapsto M$ is a bijection, and its inverse is given by $M \mapsto (\langle M \rangle_{\text{wide}}, M)$, and we have $\langle M \rangle_{\text{wide}} = \text{Filt}(\ker(\text{cok } M))$.

**Proof.** This map is surjective by definition. On the other hand, for $(W,M) \in \text{wr-tilt-pair} \Lambda$, the proof of Theorem 4.13 implies that $\text{cok } M$ is a sincere torsion class in $W$. Then Theorem 4.13 implies $W = \text{Filt}(\text{cok } M) = \langle \text{cok } M \rangle_{\text{wide}}$, hence this map is injective. Moreover, clearly we have $\langle \text{cok } M \rangle_{\text{wide}} = \langle M \rangle_{\text{wide}}$. □

Summarizing these results, we immediately obtain the following.

**Corollary 4.15.** Let $\Lambda$ be an artin algebra. Then we have the following commutative diagram, and all the horizontal maps are bijective.

$$
\begin{array}{ccc}
\text{wr-tilt-pair } \Lambda & \xrightarrow{(W,M) \mapsto (P^+, M)} & \text{wr-tilt } \Lambda \\
(M,P) \mapsto (P^+, M) & \cup & \cup \\
\tau\text{-tilt-pair } \Lambda & \xrightarrow{(M,P) \mapsto (M,P)} & O\text{-ice } \Lambda \\
& \cup & \\
& \tau\text{-tilt } \Lambda & \xrightarrow{\text{Fac }} F\text{-tors } \Lambda \\
\end{array}
$$

**Proof.** This follows from Propositions 4.12 and 4.14 and Theorems 4.6 (3) and 4.13 except the fact that $\text{Fac } M = \text{cok } M$ for $M \in \tau\text{-tilt } \Lambda$. This follows from Lemma 4.4 since $\text{Fac } M$ is a torsion class with an Ext-progenerator $M$ for $M \in \tau\text{-tilt } \Lambda$ by Theorem 4.6 (3). □

4.3. Wide $\tau$-tilting modules from ICE intervals. In the rest of this section, we study how to obtain wide $\tau$-tilting modules from support $\tau$-tilting modules.

When studying wide $\tau$-tilting modules, working on $\text{tors } \Lambda$ is more natural than $\text{torf } \Lambda$ since we can use $\tau$-tilting modules to describe Ext-progenerators of hearts, see Corollary 4.10. Therefore, from now on, we mainly work on intervals of $\text{tors } \Lambda$. Recall that the heart of an interval $[U,T]$ in $\text{tors } \Lambda$ is defined by $H_{[U,T]} := T \cap U^\perp$. By Remark 2.5, considering hearts of intervals in $\tau\text{-tilt } \Lambda$ is essentially the same as in tors $\Lambda$ via the anti-isomorphisms of posets $(-)^\perp$: $\text{tors } \Lambda \cong \text{torf } \Lambda$.

First, we recall the torsion radical and the torsion-free coradical associated to torsion pairs. A pair $(T,F)$ of subcategories of $\text{mod } \Lambda$ is a torsion pair if $T$ is a torsion class, $F$ is a torsion-free class, $T = \perp F$ and $F = \perp T$.

**Definition 4.16.** Let $(T,F)$ be a torsion pair in $\text{mod } \Lambda$. Since $\text{mod } \Lambda = T \ast F$ holds by Lemma 2.3 for $M \in \text{mod } \Lambda$, we have a short exact sequence

$$
0 \longrightarrow tM \longrightarrow M \longrightarrow fM \longrightarrow 0
$$

with $tM \in T$ and $fM \in F$. It is easily checked that this sequence is uniquely determined by $M$ up to isomorphism, and the assignments $M \mapsto tM$ and $M \mapsto fM$ define functors $t: \text{mod } \Lambda \to T$ and $f: \text{mod } \Lambda \to F$. We call $t$ the torsion radical of $T$ and $f$ the torsion-free coradical of $F$.

Now we describe the Ext-progenerator of the heart of an interval $[U,T]$ of $\text{tors } \Lambda$ if the Ext-progenerator of $T$ is given.

**Lemma 4.17.** Let $[U,T]$ be an interval in $\text{tors } \Lambda$, and suppose that $T$ has an Ext-progenerator $T$. Let $g: \text{mod } \Lambda \to U^\perp$ be the torsion-free coradical of $U^\perp$. Then $g$ induces a functor $T \to H_{[U,T]}$, and $H_{[U,T]}$ has an Ext-progenerator $gT$.

**Proof.** This is a special case of [Kai] Proposition 5 (c), but the proof was omitted there. Thus we give a proof for the convenience of the reader.

Put $H = H_{[U,T]}$ for simplicity. For any $M \in T$, we have a surjection $M \to gM$, thus $gM \in T$ holds. Therefore $g: \text{mod } \Lambda \to U^\perp$ induces a functor $T \to T \cap U^\perp = H$. 

We first show that \( gT \) is Ext-projective in \( \mathcal{H} \). Denote by \( u : \text{mod } \Lambda \to \mathcal{U} \) the torsion radical of \( \mathcal{U} \). Take any short exact sequence in \( \text{mod } \Lambda \)

\[
0 \longrightarrow H_1 \longrightarrow H_2 \xrightarrow{p} gT \longrightarrow 0
\]

with \( H_1 \in \mathcal{H} \). Then \( H_2 \in \mathcal{H} \) since \( \mathcal{H} \) is extension-closed. Consider the following diagram.

\[
\begin{array}{ccc}
0 & \longrightarrow & uT \\
\downarrow & & \downarrow \varphi \\
0 & \longrightarrow & H_1
\end{array}
\]

\[
\begin{array}{ccc}
& & \pi \\
& & \downarrow \\
gT & \longrightarrow & 0
\end{array}
\]

Since \( T \) is Ext-projective in \( \mathcal{T} \), we have \( \text{Ext}^1_\Lambda(T, H_1) = 0 \), thus obtain a morphism \( \varphi \) satisfying \( p\varphi = \pi \). Then \( \varphi \iota = 0 \) since \( uT \in \mathcal{U} \) and \( H_2 \in \mathcal{H} \subseteq \mathcal{U}^\perp \). Thus \( \varphi \) factors through \( \pi \). Now it is easy to see that \( p \) is a retraction, hence \( gT \) is Ext-projective in \( \mathcal{H} \).

Let \( H \) be an object in \( \mathcal{H} \). Since \( T \) has an Ext-progenerator \( T \), there is a short exact sequence

\[
0 \longrightarrow L \xrightarrow{\alpha} T_0 \xrightarrow{\beta} H \longrightarrow 0
\]

satisfying \( T_0 \in \text{add } T \) and \( L \in \mathcal{T} \). We have the following short exact sequence by \( \text{mod } \Lambda = \mathcal{U}^\ast \mathcal{U}^\perp \).

\[
0 \longrightarrow uT_0 \longrightarrow T_0 \longrightarrow gT_0 \longrightarrow 0
\]

We clearly have \( gT_0 \in \text{add } gT \) since \( g \) is an additive functor. Now \( \beta \gamma = 0 \) by \( uT_0 \in \mathcal{U} \) and \( H \in \mathcal{H} \subseteq \mathcal{U}^\perp \). Thus \( \gamma \) factors through \( \alpha \), and we obtain the following exact commutative diagram.

\[
\begin{array}{ccc}
0 & \longrightarrow & L \\
\downarrow & & \downarrow \gamma \\
0 \longrightarrow & Coker \gamma & \longrightarrow gT_0
\end{array}
\]

Then \( \text{Coker } \gamma \) is in \( \mathcal{H} = \mathcal{T} \cap \mathcal{U}^\perp \) because it is a quotient of \( L \in \mathcal{T} \) and a subobject of \( gT_0 \in \mathcal{U}^\perp \). Thus the bottom exact sequence implies that \( \mathcal{H} \) has an Ext-progenerator \( gT \).

Using this, we obtain the following useful criterion on the functorial finiteness.

**Lemma 4.18.** Let \( [\mathcal{U}, \mathcal{T}] \) be an interval in \( \text{tors } \Lambda \) with its heart \( \mathcal{H} := \mathcal{H}_{[\mathcal{U}, \mathcal{T}]} \). If two of \( \mathcal{U} \), \( \mathcal{T} \) and \( \mathcal{H} \) are functorially finite, then so is the third. In addition, assume that \( [\mathcal{U}, \mathcal{T}] \) is a wide interval. Then \( \mathcal{U} \), \( \mathcal{T} \) and \( \mathcal{H} \) are all functorially finite if either \( \mathcal{U} \) or \( \mathcal{T} \) is functorially finite.

**Proof.** Put \( \mathcal{T}^\perp = \mathcal{F} \) and \( \mathcal{U}^\perp = \mathcal{G} \) so that \( (\mathcal{T}, \mathcal{F}) \) and \( (\mathcal{U}, \mathcal{G}) \) are torsion pairs in \( \text{mod } \Lambda \).

\( (\mathcal{U}, \mathcal{T} \to \mathcal{H}) \) Suppose that \( \mathcal{U} \) and \( \mathcal{T} \) are functorially finite. Then \( \mathcal{G} \) is also functorially finite by Theorem 4.10 (1). We claim that \( \mathcal{H} = \mathcal{T} \cap \mathcal{G} \) is functorially finite.

Let \( X \in \text{mod } \Lambda \). Take a right \( \mathcal{G} \)-approximation \( G \to X \) of \( X \). Then take a right \( \mathcal{T} \)-approximation \( T_G \hookrightarrow G \) of \( G \), which is injective since \( \mathcal{T} \) is a torsion class. Then \( T_G \) belongs to \( \mathcal{G} \) since \( \mathcal{G} \) is closed under submodules. Thus \( T_G \in T \cap \mathcal{G} = \mathcal{H} \) holds. Now it is straightforward to see that the composition \( T_G \hookrightarrow G \to X \) is a right \( \mathcal{H} \)-approximation of \( X \).

Similarly, take a left \( \mathcal{T} \)-approximation \( X \to T^X \) of \( X \), and then take a left \( \mathcal{G} \)-approximation \( T^X \to G' \) of \( T^X \), which is a surjection since \( \mathcal{G} \) is a torsion-free class. Then \( G' \in \mathcal{H} \) holds, and the composition \( X \to T^X \to G' \) is a left \( \mathcal{H} \)-approximation of \( X \). Thus \( \mathcal{H} \) is functorially finite.
(U, H ⇒ T) Suppose that U and H are functorially finite. We have T = U ⊗ H by the dual of Lemma 2.8. Now the assertion follows from the fact that an “extension” of two functorially finite subcategories in $\text{mod}\Lambda$ is functorially finite, see [GT] Theorem 1.1 or [SS].

(T, H ⇒ U) Suppose that T and H are functorially finite. Then F is functorially finite by Theorem 4.9 (1), and we have $G = H ∗ F$ by Lemma 2.8. Thus the same argument as in (U, H ⇒ T) implies that G is functorially finite. Thus Theorem 4.8 (1) shows that U is functorially finite.

Finally, assume that H is a wide subcategory. If T is functorially finite, then T has an Ext-progenerator by Theorem 4.6 (3), thus so does $H = H[\mathcal{U}, T]$ by Lemma 4.17. Thus H is functorially finite by (T, H ⇒ U). Similarly, suppose that U is functorially finite. Then $U^\perp$ is also functorially finite by Theorem 4.6 (1). Let $D: \text{mod}\Lambda \leftrightarrow \text{mod}\Lambda^{op}$ denote the standard Matlis duality. Then $[D(T^\perp), D(U^\perp)]$ is a wide interval in $\text{tors}\Lambda^{op}$ with its heart $DH$, and $D(U^\perp)$ is functorially finite. Thus the above discussion shows that $D(T^\perp)$ and $DH$ are functorially finite in $\text{mod}\Lambda^{op}$. Therefore, $T^\perp$ and H are functorially finite in $\text{mod}\Lambda$, and T is also functorially finite by Theorem 4.6 (1). □

As an immediate corollary, we obtain a description of an Ext-progenerator of $H[\text{Fac}_U, \text{Fac}_T]$ for $U, T \in \text{sr-tilt} \Lambda$. Recall that the trace $\text{tr}_U(M)$ for $M \in \text{mod}\Lambda$ is a submodule of M defined by

$$\text{tr}_U(M) := \bigoplus \{ \text{Im} \varphi : U \twoheadrightarrow M \}.$$  

**Corollary 4.19.** Let $[\text{Fac}_U, \text{Fac}_T]$ be an interval in $\text{tors}\Lambda$ with $U, T \in \text{sr-tilt} \Lambda$. Then $H[\text{Fac}_U, \text{Fac}_T]$ has an Ext-progenerator $T'/\text{tr}_U(T)$. In particular, if $[\text{Fac}_U, \text{Fac}_T]$ is ICE interval, then $T'/\text{tr}_U(T)$ is a wide $\tau$-tilting module satisfying $\text{cok}(T'/\text{tr}_U(T)) = H[\text{Fac}_U, \text{Fac}_T]$.

**Proof.** Put $C := H[\text{Fac}_U, \text{Fac}_T]$ for simplicity. Since $\text{Fac}_U$ is a torsion class, $\text{tr}_U(-)$ is the torsion radical of $\text{Fac}_U$, thus $M \mapsto M/\text{tr}_U(M)$ is the torsion-free coradical of $U^\perp = (\text{Fac}_U)^\perp$. Thus C has an Ext-progenerator $T'/\text{tr}_U(T)$ by Lemma 4.17.

Suppose in addition that $C$ is ICE-closed. It suffices to show that $C$ is doubly functorially finite by Theorem 4.8 (1). By the dual of Theorem 8.3, there is a torsion class $T'$ in $\text{mod}\Lambda$ such that $[\text{Fac}_U, T']$ is a wide interval and $C$ is a torsion class in a wide subcategory $W := H[\text{Fac}_U, T']$. Then Lemma 4.18 implies that $W$ is a functorially finite wide subcategory. Thus it is equivalent to $\text{mod}\Gamma$ for some artin algebra $\Gamma$ by Lemma 4.17. Since $C$ has an Ext-progenerator, Theorem 4.6 (3) (applied to $\text{mod}\Gamma$) implies that $C$ is functorially finite in $W$.

As for the $\tau$-tilting finiteness, we prove the following observation. We remark that the equivalence of (1) and (2) below was essentially shown in [En12] Theorem 5.5.

**Proposition 4.20.** Let $\Lambda$ be a artin algebra. Then the following are equivalent.

(1) $\Lambda$ is $\tau$-tilting finite.
(2) ice $\Lambda$ is a finite set.
(3) Every ICE-closed subcategory of $\text{mod}\Lambda$ is functorially finite.
(4) Every ICE-closed subcategory of $\text{mod}\Lambda$ is doubly functorially finite.
(5) Every ICE-closed subcategory of $\text{mod}\Lambda$ has an Ext-progenerator.

**Proof.** Clearly each of (2)-(5) implies (1) by Theorem 4.6 (4) since every torsion class is an ICE-closed subcategory. We will prove (1) ⇒ (2) and (1) ⇒ (3) ⇒ (4) ⇒ (5).

(1) ⇒ (2): Suppose that $\Lambda$ is $\tau$-tilting finite. Then $\text{tors}\Lambda$ is a finite set by Theorem 4.6 (4). Therefore, there are only finitely many intervals in $\text{tors}\Lambda$, which implies that ice $\Lambda$ is a finite set by Proposition 5.1.

(1) ⇒ (3): Let $C$ be an ICE-closed subcategory of $\text{mod}\Lambda$. Then $C = H[\mathcal{U}, T]$ holds for some interval $[\mathcal{U}, T]$ in $\text{tors}\Lambda$ by Proposition 5.1. Since $\Lambda$ is $\tau$-tilting finite, both $U$ and $T$ are functorially finite by Theorem 4.6. Thus so is $C$ by Lemma 4.18.

(3) ⇒ (4): Let $C$ be an ICE-closed subcategory of $\text{mod}\Lambda$. Then $C$ is a torsion class in some wide subcategory $W$ by Corollary 5.5. By (3), both of $C$ and $W$ are functorially finite (since $W$ is also ICE-closed), thus $C$ is doubly functorially finite.

(4) ⇒ (5): We have ice $\Lambda = \text{df-ice} \Lambda$ by (4). By Theorem 4.13 this implies that every ICE-closed subcategory has an Ext-progenerator. □
As a corollary, we obtain an algorithm to calculate all wide $\tau$-tilting modules for a $\tau$-tilting finite algebra. We define the poset structure on $\text{sr}$-tilt $\Lambda$ by $U \leq T$ if $\text{Fac } U \subseteq \text{Fac } T$.

**Definition-Proposition 4.21.** Let $U$ be a support $\tau$-tilting module. Then the following join exists in the poset $\text{sr}$-tilt $\Lambda$

$$U^+ := U \cup \bigvee \{ U' \in \text{sr}$-tilt $\Lambda \mid \text{there is an arrow } U \leftarrow U' \text{ in Hasse}(\text{sr}$-tilt $\Lambda) \},$$

and it satisfies the following:

$$\text{Fac } U^+ = U^+ := U \cup \bigvee \{ U' \in \text{tors } \Lambda \mid \text{there is an arrow } \text{Fac } U \leftarrow U' \text{ in Hasse}(\text{tors } \Lambda) \}$$

**Proof.** By [DJK, Theorem 3.1], Hasse($f$-tors $\Lambda$), which is isomorphic to Hasse($\text{sr}$-tilt $\Lambda$), is as a full subquiver of Hasse($\text{sr}$-tilt $\Lambda$), and if there is an arrow $\text{Fac } U \leftarrow U'$ in Hasse($\text{tors } \Lambda$), then $U'$ is functorially finite. Therefore, to show the claim, it suffices to prove that $U^+$ is functorially finite. By the dual of Proposition [3.3] we have that $[\text{Fac } U, U^+]$ is a wide interval. Then $U^+$ is functorially finite by Lemma [4.18].

By using this $U^+$ and Corollaries [5.6] and [4.19] we immediately obtain the following method to calculate $w$-tilt-$\Lambda$ for the $\tau$-tilting finite case.

**Corollary 4.22.** Let $\Lambda$ be a $\tau$-tilting finite artin algebra. Then all the wide $\tau$-tilting modules and $\text{ICE}$-closed subcategories of $\text{mod } \Lambda$ can be obtained as follows.

(1) Choose $U \in \text{sr}$-tilt $\Lambda$.

(2) Compute $U^+ := U \cup \bigvee \{ U' \mid \text{there is an arrow } U \leftarrow U' \text{ in Hasse}(\text{sr}$-tilt $\Lambda) \}$.

(3) For each $T \in \text{sr}$-tilt $\Lambda$ with $U \leq T \leq U^+$, we have that $T/\text{tr}_U(T)$ is a wide $\tau$-tilting module and $\text{cok}(T/\text{tr}_U(T))$ is an $\text{ICE}$-closed subcategory of $\text{mod } \Lambda$.

We refer the reader to Section [6.2] for examples.

### 4.4. Bijections between wide $\tau$-tilting modules and sincere intervals.

The method we gave in Corollary 4.22 is suitable for the actual computation, but the same wide $\tau$-tilting modules (thus the same $\text{ICE}$-closed subcategories) may appear several times. Thus, from the theoretical viewpoint, it is natural to modify it to obtain some bijection, which is the aim of this subsection. In what follows, for an interval $[U, T]$ in $\text{sr}$-tilt $\Lambda$, we write $\mathcal{H}_{[U, T]} := \mathcal{H}_{[\text{Fac } U, \text{Fac } T]} = \text{Fac } T \cap U^+$.

By Proposition [4.14] we only have to study $w$-tilt-pair $\Lambda$, that is, study functorially finite wide subcategories $\mathcal{W}$ and $\tau_{\mathcal{W}}$-tilting modules for each $\mathcal{W}$, or equivalently, such $\mathcal{W}$ and functorially finite sincere torsion class in $\mathcal{W}$. For the $\tau$-tilting finite case, we can use the following classification of wide subcategories.

**Proposition 4.23.** Let $U \in \text{sr}$-tilt $\Lambda$. Then $[\text{Fac } U, \text{Fac } U^+]$ is a wide interval, and we have a map

$$\text{sr}$-tilt $\Lambda \longrightarrow \text{wide } \Lambda$$

$$U \longmapsto \mathcal{W}_U := \mathcal{H}_{[\text{Fac } U, \text{Fac } U^+]}.$$

Moreover, if $\Lambda$ is $\tau$-tilting finite, then this map is bijective.

**Proof.** The first statement follows from the dual of Proposition [4.3]. Suppose that $\Lambda$ is $\tau$-tilting finite. Then [MS, Corollary 3.11] shows that $\mathcal{F} \mapsto \mathcal{W}_R(\mathcal{F})$ is a bijection between $\text{torf } \Lambda$ and $\text{wide } \Lambda$ (see [Eno2, Corollary 5.4] for an alternative proof). Thus the assertion follows via the anti-isomorphisms $(-)^\perp : \text{tors } \Lambda \rightleftharpoons \text{torf } \Lambda : (-)^\perp$.

To deal with $\tau_{\mathcal{W}}$-tilting modules and sincere torsion classes in $\mathcal{W}$, we introduce the following special intervals in $\text{sr}$-tilt $\Lambda$.

**Definition 4.24.** Let $[U, T]$ be an interval in $\text{sr}$-tilt $\Lambda$. We say that $[U, T]$ is a sincere interval if $U \leq T \leq U^+$ holds and $\mathcal{H}_{[U, T]}$ is a sincere subcategory of the wide subcategory $\mathcal{W}_U := \mathcal{H}_{[U, U^+]}. We denote by $s$-int $\Lambda$ the set of sincere intervals in $\text{sr}$-tilt $\Lambda$.

These intervals are in bijection with wide $\tau$-tilting modules and $\text{ICE}$-closed subcategories if $\Lambda$ is $\tau$-tilting finite.
Proposition 4.25. Let $\Lambda$ be a $\tau$-tilting finite artin algebra. Then we have the following commutative diagram consisting of bijections,

\[
\begin{array}{ccc}
s\text{-int} \Lambda & \xrightarrow{\Phi} & \text{wr-tilt-pair} \Lambda \\
\downarrow & & \downarrow \text{tors} \Lambda \\
\text{ice} \Lambda & \xrightarrow{\text{df-ice} \Lambda} & \text{wr-tilt} \Lambda
\end{array}
\]

where $\Phi[U,T] := (W_U, T/\text{tr}_U(T))$.

Proof. Since $\Lambda$ is $\tau$-tilting finite, $\text{df-ice} \Lambda = \text{ice} \Lambda$ holds by Proposition 4.20. We shall show that $\Phi$ and $\mathcal{H}(-)$ are well-defined. Let $[U,T] \in s\text{-int} \Lambda$. Since $[\text{Fac} U, \text{Fac} U^+]$ is a wide interval with its heart $W_U$ and $\text{Fac} U \subseteq \text{Fac} T \subseteq \text{Fac} U^+$, the interval $[\text{Fac} U, \text{Fac} T]$ is an ICE interval by Corollary 3.6 hence $\mathcal{H}(-)$ is well-defined. Moreover, $\mathcal{H}[U,T]$ is a sincere torsion class in $W_U$ by the dual of Proposition 2.7 (2) and the definition of sincere intervals, and has an Ext-progenerator $T/\text{tr}_U(T)$ by Corollary 4.19. Therefore, $T/\text{tr}_U(T)$ is $\tau_W$,-tilting by Theorem 4.6 (3). Hence $(W_U, T/\text{tr}_U(T))$ is a wide $\tau$-tilting pair.

It is clear that the above diagram commutes, and the maps between $\text{wr-tilt-pair} \Lambda$, $\text{wr-tilt} \Lambda$ and $\text{df-ice} \Lambda$ are bijective by Corollary 4.15. Therefore, it suffices to show that $\Phi$ is injective and $\mathcal{H}(-)$ is surjective.

To show that $\Phi$ is injective, assume $\Phi[U_1, T_1] = \Phi[U_2, T_2]$ for $[U_1, T_1], [U_2, T_2] \in s\text{-int} \Lambda$. In particular, $W_{U_1} = W_{U_2}$ holds, which implies $U_1 = U_2$ by Proposition 4.23. Put $U := U_1 = U_2$. Since $\Lambda$ is $\tau$-tilting finite, $\text{Fac} : \tau\text{-tilt} \Lambda \rightarrow \text{tors} \Lambda$ is a bijection. Thus, the dual of Proposition 2.7 (2) implies the following bijection:

\[
[U, U^+] \sim \text{tors} W_U,
\]

\[
T \sim \mathcal{H}[U,T].
\] (4.2)

Finally, we will show that $\mathcal{H}(-)$ is surjective. Let $\mathcal{C}$ be an ICE-closed subcategory of $\text{mod} \Lambda$. Theorem 4.3 implies that there is a wide subcategory $W$ of $\text{mod} \Lambda$ such that $\mathcal{C}$ is a sincere torsion class in $W$. Since $\Lambda$ is $\tau$-tilting finite, there is some $U \in \tau\text{-tilt} \Lambda$ satisfying $W = W_U$ by Proposition 4.29. By the bijection (4.2), there is some $T \in \tau\text{-tilt} \Lambda$ satisfying $U \leq T \leq U^+$ and $\mathcal{H}[U,T] = \mathcal{C}$. Since $\mathcal{C}$ is a sincere subcategory of $W_U$, we have $[U,T] \in s\text{-int} \Lambda$. \hfill $\Box$

In the rest of this subsection, we give two methods to obtain $s\text{-int} \Lambda$ for a $\tau$-tilting finite algebra $\Lambda$. The first one (Corollary 4.29) is a module-theoretic method where we count certain indecomposable modules, and the second one (Corollary 4.31) is a combinatorial method where we only uses the poset structure of $\tau\text{-tilt} \Lambda$. Once we obtain $s\text{-int} \Lambda$ in either method, we obtain all wide $\tau$-tilting modules and ICE-closed subcategories without duplication using Proposition 4.25.

The first method relies on the following observation on the number of indecomposable Ext-projectives.

Lemma 4.26. Let $[U,T]$ be an interval in $\tau\text{-tilt} \Lambda$ satisfying $U \leq T \leq U^+$. Then $[U,T]$ is a sincere interval if and only if $|P(W_U)| = |P(\mathcal{H}[U,T])|$ holds.

Proof. Corollary 4.19 shows that $\mathcal{H}[U,T]$ has an Ext-progenerator $M := P(\mathcal{H}[U,T]) = T/\text{tr}_U(T)$. On the other hand, $W_U$ is a functorially finite wide subcategory by Lemma 4.18, thus there are some artin algebra $\Gamma$ and an equivalence $F : W_U \simeq \text{mod} \Gamma$ by Lemma 4.4. This equivalence implies that $|P(W_U)| = |\Gamma|$. Then $F(\mathcal{H}[U,T])$ is a torsion class in $\text{mod} \Gamma$ with its Ext-progenerator $FM$, which is a support $\tau$-tilting $\Gamma$-module. Theorem 4.6 (3) implies that $F(\mathcal{H}[U,T])$ is sincere in $\text{mod} \Gamma$ if and only if $FM$ is a $\tau$-tilting $\Gamma$-module, that is, $|FM| = |\Gamma|$. Therefore, $\mathcal{H}[U,T]$ is sincere in $W_U$ if and only if $|M| = |FM| = |\Gamma| = |P(W_U)|$. \hfill $\Box$

To use Lemma 4.26, we will discuss the number of indecomposable Ext-projectives of the heart of a given interval. For an additive category $\mathcal{C}$ and a subcategory $\mathcal{D}$ of $\mathcal{C}$, we denote by $[\mathcal{D}]$ the two-sided ideal of $\mathcal{C}$ consisting of morphisms which factor through objects in $\mathcal{D}$. Then one can
consider the ideal quotient $C/\mathcal{D}$. By abuse of notation, for a subcategory $C'$ of $C$ (which does not necessarily contain $\mathcal{D}$), we denote by $C'/\mathcal{D}$ the image of the composition of the natural functors $C' \to C \to C/\mathcal{D}$. Then the following is a key lemma to compute the number of indecomposable Ext-projectives.

**Lemma 4.27.** Let $[\mathcal{U}, \mathcal{T}]$ be an interval in $\text{tors} \Lambda$ and $\mathcal{H}$ its heart. Then the following hold.

1. The torsion-free coradical $g$ of $\mathcal{U}^\perp$ induces a faithful functor $\overline{g}: \mathcal{T}/[\mathcal{U}] \to \mathcal{H}$.
2. If $\mathcal{T}$ has an Ext-progenerator $T$, then $\overline{g}$ is fully faithful on $(\text{add} T)/[\mathcal{U}]$, thus induces an equivalence $(\text{add} T)/[\mathcal{U}] \simeq \text{add}(gT)$.

**Proof.** (1) We have already shown in Lemma 4.17 that $g$ defines a functor $\mathcal{T} \to \mathcal{H}$. Let $\varphi: X \to Y$ be a morphism with $X, Y \in \mathcal{T}$. We have the following commutative diagram.

\[
\begin{array}{ccc}
0 & \to & uX \\
\downarrow{\varphi} & & \downarrow{g(\varphi)} \\
0 & \to & uY
\end{array}
\]

Since $\iota$ is a right $\mathcal{U}$-approximation of $Y$, to show that $g$ induces a faithful functor $\overline{g}: \mathcal{T}/[\mathcal{U}] \to \mathcal{H}$, it suffices to show that $g(\varphi) = 0$ if and only if $\varphi$ factors through $\iota$. This can be checked straightforwardly.

(2) Let $T_1$ and $T_2$ be in $\text{add} T$. By (1), it suffices to show that $g|_{\text{add} T}: \text{add} T \to \mathcal{H}$ is full. Take any map $\psi: gT_1 \to gT_2$, and consider the following diagram.

\[
\begin{array}{ccc}
0 & \to & uT_1 \\
\downarrow{\psi} & & \downarrow{\psi} \\
0 & \to & uT_2
\end{array}
\]

Since $uT_2 \in \mathcal{U} \subseteq \mathcal{T}$ and $T_1$ is Ext-projective in $\mathcal{T}$, we obtain a map $\varphi$ which makes the above diagram commute. This shows $g(\varphi) = \psi$, which completes the proof. \hfill $\Box$

As a corollary, we obtain the following formula for the number of indecomposable Ext-projectives of a heart. For a Krull-Schmidt category $C$, we denote by $\text{ind} C$ the set of isomorphism classes of indecomposable objects in $C$.

**Corollary 4.28.** Let $[\mathcal{U}, \text{Fac} \mathcal{T}]$ be an interval in $\text{tors} \Lambda$ with $T \in \text{sr-tilt} \Lambda$, and let $\mathcal{H}$ be its heart with its Ext-progenerator $P(\mathcal{H})$ (which exists by Lemma 4.17). Then $|P(\mathcal{H})| = \#(\text{ind}(\text{add} T)/[\mathcal{U}])$ holds, that is, $|P(\mathcal{H})|$ is equal to the number of indecomposable direct summands of $T$ which do not belong to $\mathcal{U}$.

**Proof.** Let $g: \text{mod} \Lambda \to \mathcal{U}^\perp$ be the torsion-free coradical of $\mathcal{U}^\perp$. By Lemma 4.17 we have that $gT$ is an Ext-progenerator of $\mathcal{H}$, thus $|P(\mathcal{H})| = \#(\text{ind}(gT))$ holds. Lemma 4.27 implies that this number is equal to $\#(\text{ind}((\text{add} T)/[\mathcal{U}]))$.

Set $\mathcal{T} = \text{Fac} T$ and let $\pi: \mathcal{T} \to \mathcal{T}/[\mathcal{U}]$ be the natural projection functor. Since $\mathcal{U}$ is a subcategory of $\mathcal{T}$ closed under direct summands and $\mathcal{T}$ is Krull-Schmidt, it is well-known that $\pi$ induces a bijection

\[\text{ind} T \setminus \text{ind} \mathcal{U} \xrightarrow{\sim} \text{ind}(\mathcal{T}/[\mathcal{U}]).\]

Thus by restricting this bijection, we obtain a bijection $\text{ind}(\text{add} T) \setminus \text{ind} \mathcal{U} \xrightarrow{\sim} \text{ind}((\text{add} T)/[\mathcal{U}]).$ \hfill $\Box$

Now we obtain the following first description of $\text{s-int} \Lambda$.

**Corollary 4.29.** Let $\Lambda$ be a $\tau$-tilting finite artin algebra. Then $\text{s-int} \Lambda$ coincides with the set of intervals $[U, T]$ in $\text{sr-tilt} \Lambda$ satisfying the following two conditions:

1. $U \subseteq T \subseteq U^+$ holds.
2. The number of indecomposable direct summands of $T$ which do not belong to $\text{Fac} U$ is equal to the number of arrows in $\text{Hasse}(\text{sr-tilt} \Lambda)$ ending at $U$. 

---

**ICE-CLOSED SUBCATEGORIES AND WIDE $\tau$-TILTING MODULES**
Proof. By Lemma 4.26, an interval \([U, T]\) satisfying \(U \leq T \leq U^+\) is a sincere interval if and only if \(|P(W_U)| = |P(W_{[U,T]})|\). The left hand side is equal to the number of arrows in Hasse\((s\tau\text{-tilt}\Lambda)\) ending at \(U\) by [AP, Theorem 4.2], and the right hand side is equal to the number of indecomposable direct summands of \(T\) which do not belong to Fac \(U\) by Corollary 4.28. Thus the assertion holds. \(\square\)

Next, we shall give the second method to obtain \(s\text{-int}\Lambda\), which only uses the poset-theoretic information on \(s\tau\text{-tilt}\Lambda\). This is based on the following characterization of sincere torsion classes.

For an element \(p\) in a poset \(P\), we define \(\rightarrow p := \{q \in P \mid \text{there is an arrow } p \leftarrow q \text{ in Hasse } P\}\).

**Lemma 4.30.** Let \(A\) be an abelian length category and \(T\) a torsion class in \(A\). Then \(T\) is a sincere torsion class if and only if the following condition is satisfied: for any proper subset \(X\) of \(\rightarrow 0\) in \(\text{tors } A\), we have \(T \not\subseteq \bigvee X\).

**Proof.** Since \(A\) is length, we can easily check \(\rightarrow 0 = \{\text{Filt } S \mid S \in \text{sim } A\}\).

Moreover, for a subset \(S\) of \(\text{sim } A\), we have that \(\text{Filt } S\) is a Serre subcategory of \(A\) consisting of objects whose all composition factors are in \(S\). In particular, \(\text{Filt } S\) is a torsion class, thus \(\text{Filt } S = \bigvee \{\text{Filt } S \mid S \in S\}\). Therefore, the described condition is equivalent to that, for any proper subset \(S \subsetneq \text{sim } A\), we have \(T \not\subseteq \text{Filt } S\). This is clearly equivalent to that \(T\) is sincere. \(\square\)

Now we obtain the following second description of \(s\text{-int}\Lambda\).

**Corollary 4.31.** Let \(\Lambda\) be a \(\tau\text{-tilting finite artin algebra}\). Then \(s\text{-int}\Lambda\) coincides with the set of intervals \([U, T]\) in \(s\tau\text{-tilt}\Lambda\) satisfying the two following conditions:

- \(U \leq T \leq U^+\) holds.
- For any proper subset \(X\) of \(\rightarrow 0\) in \(s\tau\text{-tilt}\Lambda\), we have \(T \not\subseteq \bigvee X\) holds.

5. The hereditary case

Throughout this section, we denote by \(\Lambda\) a hereditary artin algebra. In this section, we investigate ICE-closed subcategories when \(\Lambda\) is hereditary. The first author proved in [Eno3] that there is a bijection between rigid \(\Lambda\)-modules and ICE-closed subcategories of \(\text{mod } \Lambda\) with enough Ext-projectives. First, we give another proof of this bijection by using wide \(\tau\text{-tilting modules}\).

Next, we study the Hasse quiver of ICE-closed subcategories of \(\text{mod } \Lambda\) by introducing a mutation of rigid modules.

5.1. Rigid modules and ICE-closed subcategories. We start with introducing the following notation.

**Definition 5.1.** Let \(\Lambda\) be a hereditary artin algebra.

1. A \(\Lambda\)-module \(T\) is rigid if \(\text{Ext}_1^\Lambda(T, T) = 0\) holds. We denote by \(\text{rigid } \Lambda\) the set of isomorphism classes of basic rigid \(\Lambda\)-modules.

2. We denote by \(\text{ice}_p \Lambda\) the set of ICE-closed subcategories of \(\text{mod } \Lambda\) with enough Ext-projectives.

The aim of this subsection is to give a proof of the following theorem:

**Theorem 5.2.** [Eno3, Theorem 2.3] Let \(\Lambda\) be a hereditary artin algebra. Then we have mutually inverse bijections

\[
\text{rigid } \Lambda \xrightarrow{\text{cok}} \text{ice}_p \Lambda
\]

We deduce the above theorem from Theorem 4.13. To this end, we study wide \(\tau\text{-tilting modules and doubly functorially finite ICE-closed subcategories in detail for the hereditary case.}\)

In this section, we will frequently use the following proposition.
Proposition 5.3. Let \( \Lambda \) be a hereditary artin algebra and \( T \) a rigid \( \Lambda \)-module. Then \( (T)_{\text{wide}} \) is equivalent to \( \text{mod} \Gamma \) for some hereditary artin algebra \( \Gamma \), and \( T \) is a tilting \( \Gamma \)-module under the equivalence \( (T)_{\text{wide}} \cong \text{mod} \Gamma \).

First, we show that wr-tilt \( \Lambda \) coincides with rigid \( \Lambda \).

Proposition 5.4. Let \( \Lambda \) be a hereditary artin algebra and \( T \in \text{mod} \Lambda \). Then the following are equivalent.

1. \( T \) is a wide \( \tau \)-tilting module.
2. \( T \) is a rigid \( \Lambda \)-module.

Proof. (1) \( \Rightarrow \) (2): By Theorem 4.13 there is an ICE-closed subcategory \( C \) which has an Ext-progenerator \( T \). Then \( \text{Ext}^1_T(T,T) = 0 \) holds, that is, \( T \) is rigid.

(2) \( \Rightarrow \) (1): This follows from Proposition 5.3 since \( T \) is tilting (hence \( \tau \)-tilting) in \( \mathcal{W} := (T)_{\text{wide}} \).

Next, we investigate the doubly functorial finiteness of ICE-closed subcategories. For this purpose, the following criterion of the functorial finiteness due to Auslander and Smalø is useful.

Lemma 5.5. Let \( \Lambda \) be an artin algebra and \( C \) a subcategory of \( \text{mod} \Lambda \) which is closed under images. Then the following conditions are equivalent.

1. \( C \) is contravariantly finite.
2. There is some \( M \in C \) satisfying \( C \subseteq \text{Sub} M \).

Proposition 5.6. Let \( \Lambda \) be a hereditary artin algebra and \( C \) an ICE-closed subcategory of \( \text{mod} \Lambda \). Then the following are equivalent.

1. \( C \) is doubly functorially finite.
2. \( C \) is functorially finite.
3. \( C \) has an Ext-progenerator.
4. \( C \) has enough Ext-projectives.

Proof. (1) \( \Rightarrow \) (2): This follows from Proposition 4.10.

(2) \( \Rightarrow \) (1): By the dual of Proposition 4.3, we have \( F(C) = \text{Sub} C \). By Lemma 5.5 there is some \( M \in C \) satisfying \( C \subseteq \text{Sub} M \). Then \( \text{Sub} C \subseteq \text{Sub} M \) holds, and \( \text{Sub} C \) is contravariantly finite by the same lemma. Therefore \( F(C) = \text{Sub} C \) is functorially finite. By Proposition 4.9 we have that \( C \) is doubly functorially finite.

(1) \( \Rightarrow \) (3): This follows from Theorem 4.13.

(3) \( \Rightarrow \) (1): It follows from Theorem 4.3 that \( C \) is a torsion class in \( (C)_{\text{wide}} \), the smallest wide subcategory containing \( C \). Let \( P \) be an Ext-progenerator of \( C \). Then \( \text{cok} P = C \) holds by Lemma 4.4. By Proposition 5.3 we have that \( (P)_{\text{wide}} \) is a wide subcategory of \( \text{mod} \Lambda \) which is equivalent to \( \text{mod} \Gamma \) for some artin algebra \( \Gamma \), and \( (P)_{\text{wide}} \) is functorially finite in \( \text{mod} \Lambda \) by Lemma 4.7. Clearly \( (P)_{\text{wide}} = (C)_{\text{wide}} \) holds by \( \text{cok} P = C \). By Theorem 4.10 (3) (applied to \( \text{mod} \Gamma \)), we conclude that \( C \) is functorially finite in \( (P)_{\text{wide}} \).

(3) \( \Rightarrow \) (4): Trivial.

(4) \( \Rightarrow \) (3): For any Ext-projective object \( P \in C \), we have \( |P| \leq |\Lambda| \) since \( P \) is a partial tilting \( \Lambda \)-module (see e.g. AASS VI.2). Thus there are at most \( |\Lambda| \) indecomposable Ext-projective objects in \( C \) up to isomorphism. Thus a direct sum of all non-isomorphic indecomposable Ext-projective objects in \( C \) is an Ext-progenerator of \( C \).

Proof of Theorem 5.3. This immediately follows from Theorem 4.13 Propositions 5.4 and 5.6.

5.2. Mutations of rigid modules. In this subsection, we investigate the Hasse quiver of df-ice \( \Lambda \). The bijection in Theorem 5.2 induces a partial order on rigid \( \Lambda \), that is, for \( U \) and \( T \) in rigid \( \Lambda \), we define \( U \leq T \) if and only if \( \text{cok} U \subseteq \text{cok} T \). Then we want to study when there is an arrow \( T \to U \) in \( \text{Hasse}(\text{rigid } \Lambda) \).

We start with defining an operation \( \mu \) which is an analog of \( \tau \)-tilting mutation introduced in AIR.
Definition 5.7. Let \( T \) be a basic rigid \( \Lambda \)-module. For an indecomposable direct summand \( X \) of \( T \), we define a module \( \mu_X(T) \) as follows. Let \( T = X \oplus U \), and take an exact sequence

\[
X \xrightarrow{f} U' \longrightarrow Y \longrightarrow 0,
\]
where \( f \) is a minimal left \( \text{add} \, U \)-approximation. Define \( \mu_X(T) \) as the unique basic module satisfying \( \text{add} \, \mu_X(T) = \text{add} \, (Y \oplus U) \).

Thanks to the hereditary property, we have the following useful results.

Lemma 5.8. \([\text{Eno3, Lemma 3.2.}]\) Let \( \Lambda \) be a hereditary artin algebra and \( U \) a rigid \( \Lambda \)-module. Then \( \text{Fac} \, U \cap \text{Sub} \, U = \text{add} \, U \) holds.

This lemma implies that \( \text{add} \, U \) is closed under images.

Lemma 5.9. In Definition 5.7, we have that \( f \) is either surjective or injective.

Proof. Suppose that \( f \) is not injective. By Lemma 5.8, we have \( \text{Im} \, f \in \text{add} \, T \). Since \( \text{Im} \, f \) is a proper factor of \( X \), it has no direct summands isomorphic to \( X \) and thus belongs to \( \text{add} \, U \). Then the canonical map \( X \to \text{Im} \, f \) is also a minimal left \( \text{add} \, U \)-approximation and surjective. Then \( f \) is surjective by the uniqueness of a minimal left approximation. \( \square \)

The following proposition implies that \( \mu \) defines an operation on rigid \( \Lambda \).

Proposition 5.10. In Definition 5.7, we have that \( \mu_X(T) \) is a rigid \( \Lambda \)-module.

Proof. If \( f \) in Definition 5.7 is surjective, then \( Y = 0 \) and \( \mu_X(T) = U \) is obviously rigid. Assume that \( f \) is not surjective. Then \( f \) is injective by Lemma 5.9 hence the short exact sequence in Definition 6.7 is as follows:

\[
0 \longrightarrow X \xrightarrow{f} U' \longrightarrow Y \longrightarrow 0
\]

We will show that \( \text{Ext}^1_\Lambda(U,Y) \), \( \text{Ext}^1_\Lambda(Y,U) \) and \( \text{Ext}^1_\Lambda(Y,Y) \) vanish. Since \( \Lambda \) is hereditary, \( \text{Ext}^1_\Lambda(U,-) \) preserves surjections. Applying \( \text{Ext}^1_\Lambda(U,-) \) to the above sequence, we get \( \text{Ext}^1_\Lambda(U,Y) = 0 \) since \( \text{Ext}^1_\Lambda(U,U) = 0 \). Applying \( \text{Hom}_\Lambda(-,U) \) to the sequence, we obtain the following exact sequence:

\[
\text{Hom}_\Lambda(U',U) \xrightarrow{f^*} \text{Hom}_\Lambda(X,U) \longrightarrow \text{Ext}^1_\Lambda(Y,U) \longrightarrow \text{Ext}^1_\Lambda(U',U)
\]

Here \( \text{Ext}^1_\Lambda(U',U) = 0 \) by \( U' \in \text{add} \, U \). Since \( f \) is a left \( \text{add} \, U \)-approximation, we have that \( f^* \) is surjective. Thus \( \text{Ext}^1_\Lambda(Y,U) = 0 \) holds. Then \( \text{Ext}^1_\Lambda(Y,Y) = 0 \) holds because \( \text{Ext}^1_\Lambda(Y,-) \) preserves surjections. \( \square \)

The following proposition is convenient for calculating \( \mu \).

Proposition 5.11. Let \( T \) be a basic rigid \( \Lambda \)-module and \( X \) an indecomposable direct summand of \( T \). Set \( T = X \oplus U \). If \( X \in \text{Fac} \, U \), then \( \mu_X(T) = U \) holds.

Proof. Take a map \( f \) in Definition 5.7. By Lemma 5.9, \( f \) is either surjective or injective. If \( f \) is injective, then \( X \in \text{Fac} \, U \cap \text{Sub} \, U \) holds. This implies \( X \in \text{add} \, U \) by Lemma 5.8 which is a contradiction. Thus \( f \) is surjective and the assertion holds immediately. \( \square \)

Our aim is to show that there is an arrow \( T \to U \) in \( \text{Hasse}(\text{rigid} \, \Lambda) \) if and only if \( U \cong \mu_X(T) \) holds for some indecomposable direct summand \( X \) of \( T \). For this purpose, we need the following lemmas.

Lemma 5.12. Let \( T \) be a basic rigid \( \Lambda \)-module and \( X \) an indecomposable direct summand of \( T \). Then \( \text{cok} \, \mu_X(T) \subseteq \text{cok} \, T \) holds.

Proof. By the definition of \( \mu \), we have \( \mu_X(T) \subseteq \text{cok} \, T \). Since \( \text{cok} \, T \) is closed under cokernels by Theorem 6.2, we have \( \text{cok} \, \mu_X(T) \subseteq \text{cok} \, T \). Let \( X = X \oplus U \), and assume that \( \text{cok} \, \mu_X(T) = \text{cok} \, T \). By the definition of \( \mu \), we have \( \mu_X(T) \subseteq \text{Fac} \, U \). Therefore we have \( \text{cok} \, \mu_X(T) \subseteq \text{Fac} \, U \) since \( \text{Fac} \, U \) is closed under quotients. Hence \( X \) is contained in \( \text{cok} \, T = \text{cok} \, \mu_X(T) \subseteq \text{Fac} \, U \). Then \( \mu_X(T) = U \) holds by Proposition 5.11. On the other hand, we have \( \mu_X(T) = T \) by \( \text{cok} \, \mu_X(T) = \text{cok} \, T \) and
Theorem 5.16. Thus we have $U = \mu_X(T) = T$, which is a contradiction. Thus $cok\mu_X(T) \subseteq cok\ T$ holds.

Lemma 5.13. Let $T$ be a basic rigid $\Lambda$-module and $X$ and $Y$ indecomposable direct summands of $T$ which are not isomorphic to each other. Then $cok\mu_X(T) \nsubseteq cok\mu_Y(T)$ holds.

Proof. Set $T = Y \oplus U$, and assume $cok\mu_X(T) \subseteq cok\mu_Y(T)$. Then $Y \in cok\mu_Y(T)$ holds because $Y$ is a direct summand of $\mu_Y(T)$. Since $Y$ and $U$ belong to $cok\mu_Y(T)$, so does $T$. Then $cok\ T \subseteq cok\mu_Y(T)$ holds because $cok\mu_Y(T)$ is closed under cokernels by Theorem 5.12. This contradicts Lemma 5.12.

Lemma 5.14. Let $T$ be a basic rigid $\Lambda$-module. For any rigid module $T'$ which satisfies $cok\ T' \subseteq cok\ T$, there is an indecomposable direct summand $X$ of $T$ satisfying $cok\ T' \subseteq cok\mu_X(T)$.

Proof. It suffices to show that there is an indecomposable direct summand $X$ of $T$ satisfying $T' \in cok\mu_X(T)$ because $cok\mu_X(T)$ is closed under cokernels by Theorem 5.12.

Set $W = \langle T \rangle_{\text{wide}}$, the smallest wide subcategory containing $T$. By Proposition 5.3, there is a hereditary artin algebra $\Gamma$ such that $W$ is equivalent to $\text{mod}\ \Gamma$, and $T$ is a tilting $\Gamma$-module under the equivalence. Then we have $T' \in cok\ T' \subseteq cok\ W \subseteq W$ because $W$ is closed under cokernels.

Since $T'$ is rigid and $\Gamma$ is hereditary, we have that $T'$ is a partial tilting $\Gamma$-module under the equivalence $W \cong \text{mod}\ \Gamma$. Let $\text{Fac}_W$ denote $\text{Fac}$ considered in the abelian category $\text{mod}\ \Gamma$. Then $\text{Fac}_W T'$ and $\text{Fac}_W T$ are torsion classes in $W$. Since $T$ is a tilting $\Gamma$-module, we have that $T$ is an Ext-progenerator of $\text{Fac}_W T$ and $cok\ T = \text{Fac}_W T$. Therefore, we have $\text{Fac}_W T' \subseteq \text{Fac}_W T$ because we have $T' \in cok\ T = \text{Fac}_W T$.

Assume $\text{Fac}_W T' = \text{Fac}_W T$. Since $T'$ is rigid and $\text{Ext}_1^\Gamma(T', \cdot)$ preserves surjections, we have that $T'$ is Ext-projective in $\text{Fac}_W T' = \text{Fac}_W T$. Hence $T'$ is a direct summand of $T$ because $T$ is an Ext-progenerator of $\text{Fac}_W T$. In this case, take an indecomposable direct summand $X$ of $T$ which does not belong to $\text{add}\ T'$. Then we have $T' \in cok\mu_X(T)$, and $X$ is a desired direct summand of $T$.

Now we obtain the main result of this subsection.

Theorem 5.15. Let $T$ be a basic rigid $\Lambda$-module and $X$ an indecomposable direct summand of $T$. Then we have an arrow $T \to \mu_X(T)$ in $\text{Hasse}(\text{rigid} \ \Lambda)$.

Proof. Lemma 5.12 shows $cok\mu_X(T) \subseteq cok\ T$. Assume that there is a rigid $\Lambda$-module $T'$ satisfying $cok\mu_X(T) \subseteq cok\ T'$, $cok\ T' \subseteq cok\ T$. By Lemma 5.13, there is an indecomposable direct summand $Y$ of $T$ satisfying $cok\ T' \subseteq cok\mu_Y(T)$. Then $cok\mu_X(T) \subseteq cok\mu_Y(T)$ holds. This contradicts Lemma 5.13.

As a result of this section, we obtain the following corollary.

Corollary 5.16. Let $T$ and $U$ be basic rigid $\Lambda$-modules. The following conditions are equivalent.

1. There is an arrow $T \to U$ in $\text{Hasse}(\text{rigid} \ \Lambda)$.
2. $\mu_X(T) \cong U$ holds for some indecomposable direct summand $X$ of $T$.

Proof. (1) $\Rightarrow$ (2): Since we have $cok\ U \subseteq cok\ T$, Lemmas 5.12 and 5.13 imply that there is some indecomposable direct summand $X$ of $T$ satisfying $cok\ U \subseteq cok\mu_X(T) \subseteq cok\ T$. Then $cok\ U = cok\mu_X(T)$ holds since we have a Hasse arrow $T \to U$. This implies $U = \mu_X(T)$ by Theorem 5.12.

(2) $\Rightarrow$ (1): This follows from Theorem 5.15.

We obtain the following combinatorial consequence on $\text{Hasse}(\text{rigid} \ \Lambda) \cong \text{Hasse}(\text{df-ice} \ \Lambda)$. 


Corollary 5.17. Let $T$ be a basic rigid $\Lambda$-module. Then there are exactly $|T|$ arrows starting at $T$ in $\text{Hasse}(\text{rigid } \Lambda)$.

We end this section by showing a typical example.

Example 5.18. Let $\Lambda = k[1 \leftarrow 2 \leftarrow 3]$. Since $\Lambda$ is a representation-finite hereditary algebra, we have $\text{df-ice } \Lambda = \text{ice } \Lambda = \text{ice}_p \Lambda$ by Propositions 4.20 and 5.6, and we have a bijection $\text{cok}: \text{rigid } \Lambda \to \text{ice } \Lambda$ by Theorem 5.2. The Hasse quiver of rigid $\Lambda$ is depicted in Figure 4. The red vertices are wide $\tau$-tilting modules which are not support $\tau$-tilting modules.

![Figure 4. Hasse(rigid $kQ$) for $Q : 1 \leftarrow 2 \leftarrow 3$](image)

6. HASSE QUIVERS OF ICE-CLOSED SUBCATEGORIES

In this section, we prove some relations between the lattice structure of $\text{ice } \Lambda$ and $\text{tors } \Lambda$, and then give two examples of computations of $\text{ice } \Lambda$ and $\text{Hasse}(\text{ice } \Lambda)$ via wide $\tau$-tilting modules. At the end of this section, we raise two questions on $\text{Hasse}(\text{ice } \Lambda)$ which naturally arise from the computations of the examples.

6.1. Some properties on the lattice of ICE-closed subcategories. Let $W$ be a wide subcategory of $\mathcal{A}$. Then we have $\text{tors } W \subseteq \text{ice } \mathcal{A}$ by Lemma 2.2, and clearly $\text{tors } W$ is a full subposet of $\text{ice } \mathcal{A}$. Moreover, we can prove a stronger statement:

Proposition 6.1. Let $W$ be a wide subcategory of $\mathcal{A}$. Then $\text{tors } W$ is a closed sublattice of $\text{ice } \mathcal{A}$, that is, for every non-empty subset $\{T_i\}_{i \in I}$ of $\text{tors } W$, its join and meet in $\text{ice } \mathcal{A}$ are both in $\text{tors } W$.

Proof. Since the meet of $\{T_i\}_{i \in I}$ in $\text{ice } \mathcal{A}$ is just a set-theoretic intersection, it clearly belongs to $\text{tors } W$. It suffices to show that its join in $\text{tors } W$ is actually a join in $\text{ice } \mathcal{A}$. Indeed, one can
compute the join in \( \text{tors} W \) as follows, where the subscript \( _w \) means that we consider operations inside the abelian category \( W \):

\[
\bigvee \{ T_i \}_{i \in I} = T_W ( \bigcup_{i \in I} T_i ) = \text{Filt Fac}_W ( \bigcup_{i \in I} T_i ) = \text{Filt} ( \bigcup_{i \in I} T_i ).
\]

The last equality follows from the fact that \( T_i \) is closed under quotients in \( W \). Let \( C \) be an ICE-closed subcategory containing \( T_i \) for every \( i \in I \). Then clearly it contains \( \bigcup_{i \in I} T_i \), thus contains \( \text{Filt} ( \bigcup_{i \in I} T_i ) \) since \( C \) is extension-closed. Therefore, \( \text{Filt} ( \bigcup_{i \in I} T_i ) \) is a join of \( \{ T_i \}_{i \in I} \) in \( \text{ice} A \). \( \square \)

As an application, we deduce the following combinatorial property on \( \text{Hasse(ice} A) \).

**Corollary 6.2.** Let \( C \) be an ICE-closed subcategory of \( A \) which is not a torsion class. Then in \( \text{Hasse(ice} A) \), there is at most one arrow of the form \( C \to T \) with \( T \in \text{tors} A \), and there is at most one arrow of the form \( T \to C \) with \( T \in \text{tors} A \).

**Proof.** Assume that there are two arrows \( C \to T_i \) with \( T_i \in \text{tors} A \) for \( i = 1, 2 \). Then we clearly have \( C \cong T_1 \vee T_2 \) in \( \text{ice} A \), which implies \( C \in \text{tors} A \) by Proposition 6.1. The same proof applies to the latter assertion. \( \square \)

In addition, we can prove the following result on the Hasse quivers.

**Proposition 6.3.** Let \( W \) be a wide subcategory of \( A \). Then \( \text{Hasse(ice} A) \) contains \( \text{Hasse(tors} W) \) as a full subquiver.

**Proof.** Let \( U \leftarrow T \) be an arrow in \( \text{Hasse(tors} W) \), and suppose that an ICE-closed subcategory \( C \) of \( A \) satisfies \( U \subseteq C \subseteq T \). Then it is enough to show \( C = T \).

First, we give a proof in the case of \( W = A \). Since there is an arrow \( U \leftarrow T \) in \( \text{Hasse(tors} A) \), there is a brick \( B \) satisfying \( H_{[U,T]} = \text{Filt} B \) by Proposition 5.7 and we have \( T = U \circ (\text{Filt} B) \) by Lemma 2.8. Since \( C \) contains \( U \) and is extension-closed, it suffices to show \( B \subseteq C \) to deduce \( C = T \). Take an object \( C \) in \( C \) which is not contained in \( U \). Since \( T = U \circ (\text{Filt} B) \), we have the following short exact sequence

\[
0 \to U \to C \to B' \to 0
\]

with \( U \subseteq U \) and \( 0 \neq B' \in \text{Filt} B \). Since \( C \) is closed under cokernels, \( B' \) is contained in \( C \). Since \( B \) is a brick, \( \text{Filt} B \) is an abelian length category with the unique simple object \( B \) (see e.g. [Rin, 1.2]), thus we can easily construct an endomorphism \( \varphi: B' \to B' \) satisfying \( \text{Im} \varphi \cong B \) by \( B' \neq 0 \). Since \( C \) is closed under images, \( B \) is contained in \( C \).

Now consider the general case. Recall that we have \( U \subseteq C \subseteq T \) with \( U, T \in \text{tors} W \) and \( C \in \text{ice} A \). Then \( C \) is contained in \( W \) by \( C \subseteq T \subseteq W \), and is also an ICE-closed subcategory of \( W \). Since \( W \) is an abelian length category, the previous argument implies \( C = T \). \( \square \)

Therefore, roughly speaking, \( \text{Hasse(ice} A) \) is obtained by gluing the Hasse quivers \( \text{Hasse(tors} W) \) for all wide subcategories \( W \) of \( A \). However, we do not know a precise way to glue them.

### 6.2. Examples of computations on ICE-closed subcategories

In this subsection, we give some examples of computations concerning wide \( \tau \)-tilting modules and ICE-closed subcategories for \( \tau \)-tilting finite algebras. Throughout this section, we denote by \( k \) a field.

First of all, for a path algebra \( kQ \) over a Dynkin quiver \( Q \), we can completely determine \( \text{wr-tilt} kQ = \text{rigid} kQ \) and \( \text{Hasse(rigid} kQ) \cong \text{Hasse(df-ice} kQ) \) by using iterated mutations of rigid modules (Section 5) starting from \( kQ \), see Examples [1.14 and 5.18] for example.

**Example 6.4.** Consider the following algebra

\[
\Lambda := k[1, 2, 3]/(\alpha \beta).
\]

The Auslander-Reiten quiver of \( \text{mod} \Lambda \) is as follows.

```
\text{1} - - - \text{2} - - - \text{3}
```

The Auslander-Reiten quiver of \( \text{mod} \Lambda \) is as follows.
Since $\Lambda$ is representation-finite, it is $\tau$-tilting finite and we have a bijection $s\tau$-tilt $\Lambda \rightleftharpoons \text{tors} \Lambda$. Figure 5 is Hasse($\text{tors} \Lambda$) together with the brick labeling (Proposition 5.7), where each vertex represents the corresponding support $\tau$-tilting modules.

![Hasse Diagram](image)

**Figure 5.** Hasse($\text{tors} \Lambda$) with the brick labeling, where the vertices are the corresponding support $\tau$-tilting modules.

First, let us consider ICE intervals in $\text{tors} \Lambda$ using Theorem 6.3 For example, let $U := \text{Fac} U$ for $U = \frac{1}{3} \oplus 3$. Then we obtain $U^+ = \text{mod} \Lambda$ from Hasse($\text{tors} \Lambda$), thus $[U, T]$ for each $T \in [U, \text{mod} \Lambda]$ is an ICE interval. Now put $T := \text{Fac} T$ for $T = 2 \oplus \frac{1}{2} \oplus \frac{3}{2}$. Then $\mathcal{H}_{[U, T]}$ is an ICE-closed subcategory, and Proposition 5.8 shows $\mathcal{H}_{[U, T]} = \text{Filt} \{2, \frac{1}{2}\}$ by reading labels, which is equal to $\text{add} \{2, \frac{1}{2}\}$.

Next, let us compute a wide $\tau$-tilting module using Corollary 4.19. For these $U$ and $T$, it is easy to see $T/\text{tr}_U(T) = 2 \oplus \frac{1}{2}$, thus this is a wide $\tau$-tilting module corresponding to $\mathcal{H}_{[U, T]}$.

On the other hand, consider $U' := 0$ and $T' := 2 \oplus 3$. We can check that $[\text{Fac} U', \text{Fac} T']$ is an ICE interval similarly, and its heart is $\text{Filt} \{2, \frac{1}{2}\}$ by reading labels. Thus it coincides with $\mathcal{H}_{[U, T]}$.

Actually, we have $T'/\text{tr}_U(T') = T' = 2 \oplus 3$, thus both intervals $[U, T]$ and $[\text{Fac} U', \text{Fac} T']$ give the same wide $\tau$-tilting module and ICE-closed subcategory. Now consider whether these intervals are sincere, see Definition 4.21. We can check that $[U, T]$ satisfies the condition in Corollary 4.29 but $[U', T']$ does not, hence $[U, T] \in \text{s-int} \Lambda$ and $[U', T'] \notin \text{s-int} \Lambda$. This can also be checked by using Corollary 4.31.

Let us look at non-examples. Consider the interval $[\text{Fac} 3, \text{Fac} (2 \oplus \frac{3}{2})]$. We have $(\text{Fac} 3)^+ = \text{Fac}(1 \oplus \frac{1}{2} \oplus 4)$, and it does not contain $\text{Fac}(2 \oplus \frac{3}{2})$. Thus this interval is not an ICE interval by Theorem 6.3. In fact, its heart is $\text{Filt} \{2, \frac{3}{2}\}$ by Proposition 5.8 which is equal to $\text{add} \{2, \frac{3}{2}\}$. Then the cokernel of the natural embedding $2 \hookrightarrow \frac{3}{2}$ does not belong this category, thus it is not ICE-closed.

Now we can compute all the wide $\tau$-tilting modules using Corollary 11.19 or 11.20. By calculating $\text{cok}$ of them or $\text{Filt}$ of labels, we obtain the Hasse quiver of $\text{ice} \Lambda$, Figure 6. In this figure, the red vertices are ICE-closed subcategories which are not torsion classes.

We can check that Hasse(ice $\Lambda$) actually contains Hasse(tors $\Lambda$) as a full subquiver as claimed in Proposition 6.3. Besides, observe that Hasse(ice $\Lambda$) satisfies the same property as Corollary 6.14 that is, there are exactly $|M|$ arrows which start at $M$ for every $M \in \text{wr-tilt} \Lambda$.

The last observation in the previous example raises the following question.

**Question 6.5.** Which classes of algebras $\Lambda$ satisfy the following property: there are exactly $|M|$ arrows in Hasse($\text{wr-tilt} \Lambda$) which start at $M$ for every $M \in \text{wr-tilt} \Lambda$?

Corollary 6.17 shows that every hereditary algebra satisfies this property, and the previous example also satisfies it. If there is a theory of mutations of wide $\tau$-tilting $\Lambda$ modules as in the hereditary case exists, then $\Lambda$ satisfies this property. Unfortunately, the previous example shows...
that one cannot expect such a theory similar to the hereditary case. Indeed, there is an arrow 
\(2 \oplus 1 \oplus 3 \to 1 \oplus 2 \oplus 3\) in Figure 6. Along this arrow, two indecomposable direct summands change, namely, 2 and \(\frac{1}{2}\). Thus it seems that one cannot interpret this arrow as representing a mutation of 
\(2 \oplus 1 \oplus 3\) at one indecomposable direct summand.

**Example 6.6.** Let \(Q\) be the following quiver

\[
1 \longrightarrow 2 \longrightarrow 3
\]

and consider \(\Lambda' := kQ/I\), where \(I\) is a two-sided ideal generated by all the paths of length 2. Then the Auslander-Reiten quiver of \(\text{mod } \Lambda'\) is as follows:

\[
\begin{align*}
& \to 1 \\
\frac{1}{2} & \downarrow \\
2 & \to 3
\end{align*}
\]

We depict \(\text{Hasse}(\text{tors } \Lambda')\) with the brick labeling in Figure 7.

We can compute all ICE intervals, wide \(\tau\)-tilting modules and ICE-closed subcategories in the same way as in Example 6.4, which we omit. Then we obtain \(\text{Hasse}(\text{ice } \Lambda')\) as we depict in Figure 8, where we represent each ICE-closed subcategory by the corresponding wide \(\tau\)-tilting module, and the red vertices are those which are not support \(\tau\)-tilting modules. We can see from this Hasse quiver that this \(\Lambda'\) also satisfies the property in Question 6.5.

Due to the lack of the theory of mutations of wide \(\tau\)-tilting modules, we computed the Hasse quivers of ICE-closed subcategories directly by computing all indecomposables in each ICE-closed subcategory. This raises the following question.

**Question 6.7.** Is there any theoretic interpretation of arrows in \(\text{Hasse}(\text{ice } \Lambda)\)?
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