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- For interactions involving 1D-mobile clusters, most sink-strength expressions are missing which prevents the prediction of dislocation loops growth with rate-equations

- When both interacting species have a mixed 1D/3D mobility (noted here “1DR”), the effective sink-strength can still be calculated with kinetic Monte-Carlo simulations

- A general formula for these sink-strengths is proposed by bridging between the limiting cases established in the companion paper with a fit of the Monte-Carlo estimates

- These general expressions are also well-validated once implemented in rate-equation cluster dynamics and then compared to the time consuming kinetic Monte-Carlo simulations
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Abstract

In a companion paper, new analytical expressions of the cluster sink-strength (CSS) for two one-dimensional diffusers were proposed. These expressions are indispensable to any complete parameterisation of rate-equations cluster dynamics intending to model mobile interstitial clusters such as dislocation loops. Indeed, simulating the long-term microstructural evolution in systems with fast diffusing species such as self-interstitial atom (SIA) clusters relies on establishing the CSS for rate-equation cluster dynamics which critically depends on the complex mobilities of clusters. In this second paper, we will estimate effective CSSs by object kinetic Monte-Carlo (OKMC) on wide ranges of radii, rotation energies, diffusion coefficients, and concentrations of both reaction partners. The symmetric roles of some parameters are used to infer a generic form of a semi-analytical expression of the CSS depending on all these interaction parameters. It is composed of, on one hand, the various analytical expressions established as limiting cases and, on the other hand, of fitted transition functions that allow a gradual switching between them. The analysis of the residuals shows that the overall agreement is reasonably good: it is only in the transition zones that some significant discrepancies are located. This semi-analytical expression answers our practical need for CSSs evaluation in our typical range of conditions, but further extending this range to much smaller diffusion coefficients ratios, it is quite striking to see that the domain for 1D-1D mobility is very extended. It is only when approaching a ratio of $10^{-6}$ that the 1D-0 CSSs start becoming more relevant than the adapted 1D-1D CSSs which have completely different orders of magnitude and kinetic orders. Finally, the semi-analytical CSS expression is validated by comparing its implementation in rate-equation cluster dynamics to OKMC simulations of interstitial clusters aggregation. Companion paper [1].
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1. Introduction

Upon irradiation, the physical properties of fission and fusion reactors’ materials evolve. This is primarily due to point defects and their clusters which are produced in displacement cascades, right after the initial neutron-atom high energy collision. In displacement cascades, the small fraction of point defects agglomerating into clusters may have a huge impact on the overall microstructural evolution: analytical models based on the “production-bias” [2,3] have shown the importance of the size distribution of the produced clusters rather than only considering the total number of monomers generated. This influence is even greater when considering the substantial mobility of defect clusters: basing on density functional theory or molecular dynamics simulations (MD), many studies [4,5] showed that even large clusters of self-interstitial atom (SIA) are expected to be very mobile, possibly on equal footing with single-SIA’s mobility. Depending on the considered system, the single-SIA should be either a dumbbell or a crowdion, while its clusters should be bundles of the latter, which are better described as dislocation loops are large sizes. At intermediate sizes, symmetries allow for a variety of low-energy cluster arrangements [6,7] but the most mobile ones are still describable as simple small loops [4,5]. While large loops were confirmed experimentally [8] to undergo a 1D random walk along their associated glide cylinder, small loops are rather expected to have a “mixed 1D to 3D” mobility [9,10,11]. This intermediate case is physically understood as the thermally activated rotation of the loops’ Burgers vector, so their actual trajectory consists of segments of 1D trajectories spanning the 3D space according to the crystallographic variants of the Burgers vector. This was observed in MD [12], and Heinisch, Barashev, Trinkaus and co-workers [9,10,11] proposed cluster sink-strength expressions necessary to account for the kinetics of such mixed mobility clusters being absorbed by a fixed spherical cluster. The related absorption rate is noted hereafter “1DR − 0”, standing for “1D random walk with random rotations of the glide direction (1DR) with respect to (-) a fixed sink (0)”. With this formalism, the rotation energy allows to describe all mixed mobilities between pure 3D-mobility (zero rotation energy) to pure 1D-mobility (very large rotation energy compared to $k_B T$, $k_B$ being Boltzmann’s constant, and $T$ the temperature). In practice for systems like BCC-iron, the rotation energies range from zero to more than 2 eV [13] when assigning rotation energies from the single (111) dumbbell to large clusters of sev-
eral tens of monomers. The $1D - 0$ absorption rates from the “master-curve” approach proposed by Heinisch et al. (or the related cluster sink-strength, abbreviated CSS) are necessary to any mean-field modeling of long-term evolution such as rate-equation cluster dynamics (RECD) but, since they only account for interactions with a fixed-sink, they are not sufficient. A complete parameterisation of cluster dynamics should also account for absorptions between mobile clusters, starting from the interactions of a cluster class with itself (class “self-interactions”). In the companion paper 11, analytical expressions for the absorption rates of two pure 1D-diffusers of types $A$ and $B$ (noted $1D_A - 1D_B$) were proposed, including the diffusion “anisotropy” analog case (diffusion coefficient ratio $D_A/D_B$ being different than one).

Here, we will rely on CSS estimates from object kinetic Monte-Carlo (OKMC) for the most general case of $1D_A - 1D_B$ CSSs with arbitrary rotation energies. Estimates from simulations are required because no general analytical formula is at hand. This is done for a very large set of conditions in terms of D-ratio ($D = D_B/D_A$) and of rotation energies ($E_A, E_B$) couples. The evolution of the CSS with these three parameters is then rationalised by proposing a semi-analytical formula, matching the analytical formulas for the limiting cases of $3D_A - 3D_B, 1D_A - 3D_B$ and $1D_A - 1D_B$ CSSs and fitting the transition between them thanks to a combination of sigmoid-type functions. The fit shows a good ability to reproduce the effective CSSs over the many orders of magnitude over which they evolve. Initially fitted on one couple of concentrations ($C_A, C_B$), this semi-analytical formula also reproduces effective CSSs with similar levels of accuracy for several others couples of concentrations, thus assessing for its broad validity. The interpretation of the CSS evolution heavily relies on the D-ratio exponents: as highlighted in limiting cases when the D-ratio varies, the CSS mostly varies like $(D_A/D_B)\delta$, the exponent being characteristic of the dimensions of both mobilities. A map of effective $\delta$ values helps the interpretations and the precision of the semi-analytical formula heavily relies on its main trends. On this map, domains of different mobility dimensionality appear, and their characteristic exponents are connected with the limiting cases for $1D_A - 1D_B$ and $1D_A - 3D_B$ anisotropic analog of the CSS ($(D_A \neq D_B)$). But in the limited range of D-ratios investigated for a high precision fitting, these domains aren’t closed: even for quite small D-ratios, the fixed sink limit is not reached. At section 3.3 we will investigate the closure of these domains, i.e. the convergence of effective CSSs towards the analytical CSS expression with respect to a fixed sink when the D-ratio gets lower (i.e $\Delta = \log_{10}(D_A/D_B)$ becomes higher). As we shall see, it is only when reaching much smaller D-ratios than in the initial set that the slowest species can be considered as immobile regarding CSS expressions. As discussed at section 3 and validated at section 4 by comparing RECD to extensive OKMC simulations of complete microstructural evolutions, this implies a quite broad relevance of the established general CSS expression, even when the effective mobilities of species are considerably lowered after trapping by impurities or elastic fields. A more general consequence of this, the prevalence of coagulation (termed here as growth by mutual mobility) over Ostwald ripening is also discussed in the context of loops growth kinetics in typical irradiation conditions.

2. OKMC methods and reference parameterisation

2.1. Reference OKMC parameterisation

According to transmission electron microscopy (TEM) observations 6, 14, 15, once they are detrapped, even large (here “large” should be understood as visible in conventional TEM) dislocation loops can have large mobilities. Some state-of-the-art object kinetic Monte-Carlo (OKMC) parameterisations like those of Chiapetto, Malerba et al. 13, 16 were aimed at reproducing these experimental observations: the jump frequency of a loop “object” is essentially a decreasing function of the loop’s size 17 and is given by the product of the exponential of migration energy (which is comparable to the Peierls barrier as the mobility of large loops can be seen as the glide of a circular dislocation) and an attempt frequency. It is important to note here that, owing to their enhancement by trapping impurities considerations, the effective migration energies adopted here are fortunately well above $k_B T$ (which is about 0.05eV at $T = 573 K$) at the temperatures of typical interest. At variance, if one would consider migration energies for crowdion bundles in perfectly pure iron devoid of any impurity then, according to Osetsky et al. 37 or Terentyev et al. 5 among other groups, they would be below $k_B T$ at $T = 573 K$. This would be problematic since KMC relies on the usual “separation of time scales” assumption 19, 20, 21 and the related Markov-chain of rare-events formalism. Having systematic correlations between consecutive jump directions due to slow thermalisation (as Terentyev et al. and others clearly observed in MD 5) makes the application of the usual master-equation formalism underlying the KMC algorithm doubtful. So, one should be careful not to apply directly the results of this paper to these situations which are, anyway, beyond the scope of conventional KMC and RECD methods.

Given this jump model of table 1 the evolution of SIA clusters’ diffusion coefficients from the monomer to nanometric loops will span over several orders of magnitude. Even if small, mobilities of large loops can be crucial to reproduce loop coarsening kinetics which can be driven either by Ostwald type ripening 18 or by coagulation of mutually mobile species (also termed as “coagulation” in the literature 22). To model these phenomena with a RECD model, the basic ingredients are the absorption rates of all combinations of reacting species whose D-ratios span over a large range. Values of attempt frequencies $\nu$, migration energies $E^m$ and rotation energies $E$ for different interstitial cluster sizes (number of SIA monomers, $n$) from one typical parameterisation of Malerba et al. are given in table 7. This gives us a hint of the typical orders of magnitudes and variations amplitudes of these physical parameters for BCC iron.

It should be stressed out that to have a physically relevant parameterisation of the loops’ mobility, it would be very important to model at the same time the trapping centers that significantly reduces the loop’s effective diffusion coefficients, otherwise, all loops would probably annihilate at the surfaces and...
none would be visible. Typical traps are impurities or carbon-vacancy complexes in the referred parameterisation. Nevertheless, this feature of the original model is not accounted for in the present study as it focuses on cluster-cluster interactions and not traps. It wouldn’t be a major difficulty to include them in a dedicated RECD parameterisation, once the CSSs are adequately parameterised for the dimensionality of both mobilities.

2.2. General scheme for effective sink-strengths computations

In this study, we will calculate large sets of effective CSSs with OKMC. Because the populations of clusters constantly fluctuate in time, this cannot be done by a direct OKMC simulation but rather with a specific procedure to operate and count individual pair reactions at constant concentrations $C_A$ and $C_B$. The OKMC parameterisation in Table 1 for the time evolution of the clusters’ distribution is merely a guideline for the relevant ranges of parameters to be explored.

In the case general case where both reaction partners $A$ and $B$ can be mobile, we expect non-trivial dependencies of absorption rates on the concentration of both species $C_A$ and $C_B$ and substantial dependence on the diffusion coefficient ratio $D = D_B/D_A$. The effective CSS calculations should then be done with large numbers of clusters in the simulation box to allow for more flexibility in the choice of concentrations and better physical accuracy of estimates.

Malerba et al. used the OKMC code LAKIMOCA to compare effective CSSs to the $1D - 0$ analytical expressions from the so-called “master curve approach” between the cases of a cubic mesh of sinks instead of a random distribution of them. Nevertheless, at least the first limitation, is not critical for the latter authors’ purpose since there is no need to vary both concentrations when one of the reaction partners is immobile and the analytical form of the assessed absorption rate is known a priori.

Oppositely, for the more general framework the present study without a priori knowledge of the general CSS expressions, a new procedure for estimating effective CSSs must be established. The general scheme can be described as follows:

1. One places $N_A = C_A V$ and $N_B = C_B V$ A and B species at random positions in the box of volume $V$, but away from reaction distances ($R = R_A + R_B$, $R_{AA} = 2R_A$, $R_{BB} = 2R_B$) of all other objects.
2. All clusters may jump sequentially according to the OKMC algorithm and to their mobility characteristics ($D_A$, $D_B$, $E_A$, $E_B$), until one object enters a reaction volume.
3. Once a heterotypic reaction (i.e. a $A - B$ reaction) occurs, the time elapsed since the previous reaction of this type is recorded. Then, one of the two species is moved to a random place of the box, away from all possible reactions’ distances. This is necessary to keep the concentration of species constant while preventing overestimating absorption rates if the reacting defect pair would not be separated after the reaction time is recorded.
4. Once a homotypic reaction ($A - A$ or $B - B$ reactions) should occur, the associated time span is not recorded, and the reactions partners are randomly replaced away from any capture distance, as in the previous case. Without this precaution, the clusters overlap and the sink would be underestimated.

5. Periodically when, on average, each defect should have reacted a few times, all the clusters are randomly placed in the box again, thus allowing sampling of initial distributions of clusters whose effects can be especially important at low volume fractions of 1D-mobile species.

The effective CSS calculation then consists in placing one single sink (the $B$-type particle), then operating many OKMC jump events for the mobile cluster (the $A$-type particle), and gathering very large statistics to estimate the average number of jumps before their contact. Yet, for more general CSS estimations, such a procedure has some limitations: the concentration of both species are equal ($C_A = C_B = 1/V$) so exclusion volume effects (see for instance Redner et al. between particles of the same type cannot be accounted for. On top of that, having a single sink in a periodic box, the resulting CSS corresponds to the case of a cubic mesh of sinks instead of a random distribution of them. Nevertheless, at least the first limitation, is not critical for the latter authors’ purpose since there is no need to vary both concentrations when one of the reaction partners is immobile and the analytical form of the assessed absorption rate is known a priori.

Oppositely, for the more general framework the present study without a priori knowledge of the general CSS expressions, a new procedure for estimating effective CSSs must be established. The general scheme can be described as follows:

1. One places $N_A = C_A V$ and $N_B = C_B V$ A and B species at random positions in the box of volume $V$, but away from reaction distances ($R = R_A + R_B$, $R_{AA} = 2R_A$, $R_{BB} = 2R_B$) of all other objects.
2. All clusters may jump sequentially according to the OKMC algorithm and to their mobility characteristics ($D_A$, $D_B$, $E_A$, $E_B$), until one object enters a reaction volume.
3. Once a heterotypic reaction (i.e. a $A - B$ reaction) occurs, the time elapsed since the previous reaction of this type is recorded. Then, one of the two species is moved to a random place of the box, away from all possible reactions’ distances. This is necessary to keep the concentration of species constant while preventing overestimating absorption rates if the reacting defect pair would not be separated after the reaction time is recorded.
4. Once a homotypic reaction ($A - A$ or $B - B$ reactions) should occur, the associated time span is not recorded, and the reactions partners are randomly replaced away from any capture distance, as in the previous case. Without this precaution, the clusters overlap and the sink would be underestimated.

5. Periodically when, on average, each defect should have reacted a few times, all the clusters are randomly placed in the box again, thus allowing sampling of initial distributions of clusters whose effects can be especially important at low volume fractions of 1D-mobile species.

This procedure shares some common points with that of Amino et al. but it is meant to be more robust for the wide range of mobility parameters $S = (C_A, R_A, D_A, E_A, C_B, R_B, D_B, E_B)$ that we wish to explore in this paper.

When dealing with 1D mobilities, the convergence of OKMC’s CSS estimations is known to be very slow compared to CSS estimations for 3D diffusers (as already noted by Malerba et al. in the fixed sink case). This well-known fact stems from the tremendous inefficiency of the “recurrent”

Table 1: Mobility parameters for interstitial clusters of size $n$ (in monomer content) in one typical parameterisation proposed by Malerba et al. (note that the radii $R$ were given assuming clusters are spherical, but they are augmented by capture efficiencies and spontaneous recombination distances.)

| $n$ | $R$ (nm) | $v$ (eV) | $E'$ (eV) | $D$ (cm$^2$s$^{-1}$) | $E$ (eV) | $k_B T$ | $T = 573 K$ |
|-----|----------|----------|-----------|---------------------|---------|----------|------------|
| 1   | 0.516    | 8.09 × 10$^{-4}$ | 0.31      | 0.81 × 10$^{-4}$ | 0       | 0        |            |
| 2   | 0.567    | 3.41 × 10$^{-4}$ | 0.42      | 3.51 × 10$^{-2}$ | 0       | 0        |            |
| 3   | 0.606    | 1.17 × 10$^{-4}$ | 0.42      | 1.21 × 10$^{-3}$ | 0.2     | 4        |            |
| 4   | 0.639    | 1.19 × 10$^{-4}$ | 0.80     | 1.23 × 10$^{-3}$ | 0.4     | 8        |            |
| 5   | 0.668    | 1.56 × 10$^{-2}$ | 0.1      | 1.60 × 10$^{-4}$ | 0.6     | 12       |            |
| 6   | 0.682    | 1.71 × 10$^{-2}$ | 0.2      | 1.76 × 10$^{-4}$ | 0.8     | 16       |            |
| 7   | 0.705    | 1.71 × 10$^{-2}$ | 0.2      | 1.76 × 10$^{-4}$ | 1.0     | 20       |            |
| 8   | 0.725    | 1.53 × 10$^{-2}$ | 0.2      | 1.58 × 10$^{-4}$ | 1.2     | 24       |            |
| 9   | 0.745    | 1.39 × 10$^{-2}$ | 0.2      | 1.43 × 10$^{-4}$ | 1.4     | 28       |            |
| 10  | 0.764    | 1.28 × 10$^{-2}$ | 0.2      | 1.32 × 10$^{-4}$ | 1.6     | 32       |            |
| 11  | 0.781    | 1.19 × 10$^{-2}$ | 0.2      | 1.22 × 10$^{-4}$ | 1.8     | 36       |            |
| 12  | 0.798    | 1.11 × 10$^{-2}$ | 0.2      | 1.14 × 10$^{-4}$ | 2.0     | 40       |            |
1D diffusers to sample the 3D-space compared to the “transient” 3D diffusers. For the same reasons, it is shown in [Ap]pendix B that the conditions for a reliable convergence of object kinetic Monte-Carlo (OKMC) CSS estimates are extremely delicate and demanding. Nevertheless, thanks to validated simple models, the conditions for the estimates’ convergence can be established using three criteria:

1. the first criterion states that the number of the minority specie (Min(N_A, N_B)) should be greater than the smallest box dimension in unit cells (thus imposing very large boxes as N \propto CL^3),
2. the second criterion states that the number of reactions to be performed should be at least equal to the total number of species N_A + N_B.
3. the last criterion is that a few tens of CSS estimates should be used to assess their standard deviations to mean ratio.

In the calculations presented in the rest of this article, the three preceding convergence criteria are met, so the computed CSSs are now referred to as “effective CSSs”, k_{ff}, instead of estimates of the CSSs.

2.3. The issue of establishing a general CSS expression for the 1DR \to 1DR case

In a first step, the D-ratios used for CSS calculations will vary from D = D_B/D_A = 10^{-3} to 1. In table 1, rotation energies values span from 0 for an interstitial monomer which is here considered as fully 3D-mobile, to 2 eV (\approx 40 k_B T) at T = 573 K) which, for not too low defect volume fractions and moderate temperatures, can be considered as sufficient to ensure a completely one-dimensional trajectory before absorption. This is also the case for temperature T = 573 K considered in the present OKMC calculations. Problematically, we see that without a priori assumptions on the dependence of CSSs on defect parameters for an arbitrary couple of values (E_A, E_B), the required number of calculations can be extremely large. Indeed, if we would mesh the parameter space with only six values for each of the eight dimensions (C_A, R_A, D_A, E_A, C_B, R_B, D_B, E_B), there would be millions of parameter combinations to consider. On top of that, for each of them, the CPU time required for convergence is very variable and its spans from minutes to weeks, even applying the above mentioned simulation setup rules for an optimal convergence. So simplifying assumptions are needed to limit the number of CSSs to estimate.

The first important assumption is that the radius dependencies can be cast into the single parameter R = R_A + R_B, as it appears in the previously established analytical CSS expressions from the companion paper. This approximation should be well verified when R_A = R_B. If R_A \ll R_B it can be questioned because, if homotypic reactions are prevented, then there will be a coexistence of zones with high concentrations of A-species with depleted ones while B-species will tend to be evenly spaced. As the simplifying assumption on the capture distances happens to be numerically well-validated for 3D/3D, 1D/3D and 1D/1D CSSs (figures not shown for brevity) we may not question it much further in the general case.

The figure represents the effective CSS computed from the OKMC estimation procedure with (E_A = 40 k_B T, E_B = 40 k_B T) at various concentrations. With both rotation energies as high as 40 k_B T at 573 K, the particles will have a very large diffusion length before rotation, so they can safely be treated as purely 1D-mobile and thus the comparison with the analytical k_{1D-1D} is relevant. For each R value, the linear relation between \Delta = \log_{10}(D_A/D_B) and \log_{10}(k_{1D}^2) in the figure indeed suggests a power-law dependency of the CSSs on the D-ratio. Detailed analysis indeed shows that it follows the expected characteristic exponent \approx 1/3 expected from the diffusion anisotropy analogy highlighted in the companion paper. The evolution of CSS surfaces with R are more complex, and changing the representation to log_{10}(R) would not reveal a simple and general scaling. Again, this is not surprising, since according to (1):

\[
k_{1D-1D}^2 = \frac{2\pi R_{eff}}{\ln(\pi^2(C_A + C_B)^2/2)} C_B \text{, for } D_A = D_B \tag{1}
\]

the CSS should depend on R through R_{eff} = \frac{4}{\pi} R and the inverse logarithm of R^3.

From the preceding part, we can conclude that the proposed analytical expression matches well the computed effective CSS for the 1D \to 1D case. Other limiting cases like 1D \to 3D and 3D \to 3D (rotation energy couples set to (E_A = 0, E_B = 40 k_B T) and (E_A = 0, E_B = 0) respectively) were checked to follow their related limiting case CSS expressions, although, for the sake of conciseness, the corresponding graphs are not shown here.

However, this approach reaches its limits when dealing with intermediate values of rotation energies 0 < E < 40 k_B T that do not correspond to a well-defined limiting case: with a direct plot of a set of CSS surfaces depending on D-ratio and R, it can be difficult to determine which CSS analytical expression is the best match. Moreover, pursuing the approach of estimating CSSs for many different couples of concentrations, it may be
impossible to rationalise the results: concentrations relevant to typical irradiation or nucleation conditions span over too many orders of magnitudes. We will thus adopt a different approach in the next section.

3. Semi-analytical approach for general sink-strengths calculations

We will now focus on establishing a semi-analytical expression of CSSs for the general case of \((E_A, E_B) \in [0, 40] \times [0, 40] (k_B T)\) and reproducing the identified analytical expressions for limiting cases. Relying on the analytical expressions for the concentration dependencies will solve the CSS generalisation issue that was previously discussed. The functions allowing for the transition between the limiting cases will be fitted on simulation results which makes the approach not fully analytical but only semi-analytical. For this fitting procedure, a first set of 1728 conditions has been simulated at \(T = 573\) K. It corresponds to the following parameters ranges:

\[
C_A = C_B = 1 \times 10^{17} \text{cm}^{-3}, \quad (E_A, E_B) \in [0, 2, 4, 6, 8, 10, 12, 14, 16, 18, 20, 40] (k_B T),
\]

\[
R_A = R_B = 0.5 \text{ nm}, \quad D_A + D_B = 3.12 \times 10^{-5} \text{cm}^2 \text{s}^{-1}, (D_A \geq D_B), \quad \Delta = \log_{10}(D) = \log_{10}(D_A/D_B),
\]

\[
\Delta \in [0, 0.27, 0.54, 0.81, 1.09, 1.36, 1.63, 1.9, 2.18, 2.45, 2.72, 3]. \quad (8)
\]

Note that these parameters have been chosen with some guidance from the parameterisation in Table 1 but that this choice does not impact the generality of the results to come, thanks to their semi-analytical character. One advantage of having the condition \(C_A = C_B\) fixed to a not too low density is that it eases the search for the optimal simulation parameters (such as internal variables for OKMC’s “linked-cell” acceleration technique, box size, single run duration, etc.) valid for the whole set of conditions. Thus, we could obtain coefficients of variation \(\sigma(k_B^2)/\langle k_B^2 \rangle\) (where \(\sigma\) is the standard deviation) of 1% on average over all the 1728 conditions and about 5% in the worst cases. The average number of estimates for each condition (runs with different initial placements of clusters) is equal to ten.

The results are shown in the top panel (a) of Fig. 2. and the cross sections panels (b,c,d,e). They are displayed in the form of CSS-isosurfaces based on the 1728 CSS estimates. The overall shape is quite complex, but we can nevertheless draw some trends. First, in Fig. 2(b) we see that for values of A species’ rotation energy \(E_A\) close to zero, the CSSs reach their highest values. This is also quite independent of both \(E_B\) and the diffusion coefficients ratio: the corresponding isosurfaces are almost flat and parallel to the \(E_A = 0\) plane. This is because when \(D_A\) is greater than \(D_B\) and \(A\) is pure 3D-diffuser, the type of mobility of \(B\) has very little influence on absorption probability and the overwhelming efficiency of 3D-mobility will completely dominate the kinetics.

Figure 2: (a): two rotated views of the same log_{10}(k^2) (k expressed in cm^{-2}) isosurfaces in the \((E_A, E_B, \Delta)\)-space (represented using the Mayavi library [29]). (b,c,d,e): plane projections of log_{10}(k^2) and isocontours (the grey curves in (c,d,e) panels) for guidelines.

To further interpret the variations of the CSS isosurface, we should first consider the horizontal cross section in Fig. 3(a). This corresponds to \(D_B\) is equal or very close to \(D_A\) (\(\Delta\) close to 0). In this case, \(E_A\) and \(E_B\) should play symmetric roles for the CSS. This is indeed what is observed in Fig. 3(a). The hyperbolic-like shapes of the contour lines can be simply interpreted by the fact that because \(D_A \geq D_B\), for \(E_A\) fixed, the CSS depends very weakly on \(E_B\), so iso-CSS lines should be parallel to \(E_B\) (and conversely for \(E_B\) fixed). Also, we note that, globally, whatever the couple \((E_A, E_B)\), the CSS varies quite weakly in this “isotropic” diffusion analog case \(D_A = D_B\) [30]. Nevertheless, it will be important to reproduce these hyperbolic-like shapes, because by extrusion and non-uniform shear along the z-axis (see the evolution of hyperboloes in Fig. 3(b,c,d)), they generate the complex isosurfaces of Fig. 2(a).

Indeed, another salient feature of Fig. 3(a,c,d,e) is that a se-
rys of isosurfaces parts are almost identical up to a constant translation along the z-axis. This is particularly striking for large values of $E_A$. In this semi-logarithmic representation, the constant spacing along $\Delta$ between isosurfaces is the signature of the power-law dependencies highlighted in the limiting cases of CSS expressions. This holds for specific parts of the $(E_A, E_B, \Delta)$-parameter space: the fact that isosurfaces reach transition zones where isosurfaces have sigmoid shapes (most formulas). Between these plateau regions, there are very clear

$\text{fitting procedure is (for rotation energies } E_A \text{ and } E_B \text{ in eV):}$

$$k_{\text{fit}}^\text{eff}(C_A, C_B, D_A, D_B, E_A, E_B) = \left[ \frac{D_A}{D_B} \right]^{\delta(E_A, E_B)}$$

$$\times \left\{ (1 - \sigma_1(E_A)) k_{3D-3D}^2 + \sigma_1(E_A) \right\}$$

$$\times \left\{ (1 - \sigma_1(E_B)) k_{3D-3D}^2 + \sigma_1(E_B) k_{1D-1D}^2 \right\}$$

where

$$\delta(E_A, E_B) = \sigma_2(E_A) \left( -\frac{1}{2} + \frac{1}{6} \sigma_2(E_B) \right).$$

$$\sigma(\lambda, \varepsilon, x) = \frac{1}{1 + \exp[-\lambda(x - \varepsilon)]}.$$  

$$\sigma_1(x) = \sigma(\lambda = 8, \varepsilon = 0.2, x),$$

$$\sigma_2(x) = \sigma(\lambda = 10, \varepsilon = 0.5, x),$$

$$k_{3D-3D}^2 = 4\pi R C_B,$$

$$k_{1D-1D}^2 = -\ln(\pi^2(C_A + C_B) R^3/2) C_B.$$  

In this expression, the $A$ label (and thus the $E_A$ assignment) must correspond to the most mobile reaction partner (so that $D_A \geq D_B$). The $k_{\text{fit}}^\text{eff}$ expression has to be multiplied by $C_A(D_A + D_B)$ to provide the absorption rate to be used in RECD. Note that in this expression, additional simplifications have been made compared to the generic form Eq. (C.7). $k_{3D-3D}^2$ and $k_{1D-1D}^2$ have been simply replaced by $k_{3D-3D}^2$ with an imperceptible loss of overall accuracy. Of course, that does not mean that these three CSS expressions are equal in general (the iso-contour Fig. 3(a) for $\Delta = 0$ shows their measurable, though small, difference), but rather that it was chosen to cast most of their variation with $\Delta$ into a leading term, the D-ratio power delta term (or “scaling term”). This seems to be sufficient since this simple formula reproduces qualitatively well the complex shape of the isosurfaces, as seen comparing the panels (a) and (b) of Fig. 4.

3.1. Validation of the semi-analytical expression

We will now validate the semi-analytical formula outside of its fitting data set. Due to high computational cost [31] of well-converged CSSs for high rotation energies and low concentrations, only a limited set of concentration pairs could be used. However, the formula was tested both for equal and different concentrations cases. The results are presented in table 2.

Let us consider the correlation coefficient $C(x, y) = \sigma_{xy}/(\sigma_x \sigma_y)$, where $\sigma_{xy}$ is the covariance and $\sigma_x, \sigma_y$ are standard deviations. Working with $x$ and $y$ as the logarithms of $k_{\text{fit}}^\text{eff}$ and $k_{3D-3D}^2$, respectively, is important to have a goodness of fit measure that puts on equal footing small and large CSSs. Without the logarithms, the correlation coefficient could be high only because high CSSs are well reproduced by the fit, even in cases where low CSSs are poorly reproduced. Using the logarithmic representation of the data for statistical indicators is a matter of choice, and this choice actually corresponds to focusing on reproducing the orders of magnitude of effective CSSs over the whole range of parameters rather than aiming at extreme precisions for the highest ones. Also, this is consistent with the
fitting procedures which were also done on logarithms for the same goals.

In table 2 we note that the correlation coefficient for $\log_{10}(k_{\text{eff}}^2)$ versus $\log_{10}(k_{\text{fit}}^2)$

$$C = \text{Corr}(\log_{10}(k_{\text{eff},i}^2), \log_{10}(k_{\text{fit},i}^2)),$$  \hspace{1cm} (17)

(where $[\log_{10}(k_{\text{eff},i}^2)]$ and $[\log_{10}(k_{\text{fit},i}^2)]$, $i \in [1,n]$ are the sets of the $n = 1728$ logarithms of effective and fitted CSS values, respectively) are very close to one. This shows that, at least in terms of orders of magnitude, the formula captures almost perfectly the CSS evolution over the parameter ranges.

Another measure of the goodness of fit can be obtained considering the square root of the “mean squared error” of the model (12):

$$\varsigma = \left( \frac{1}{n} \sum_{i=1}^{n} \left( \log_{10}(k_{\text{eff},i}^2) - \log_{10}(k_{\text{fit},i}^2) \right)^2 \right)^{1/2},$$  \hspace{1cm} (18)

where $i$ iterates through the $n = 1728$ conditions of the set. From table 2 we see that the square roots of the mean squared errors are similar (0.09) for all validation sets. This gives an estimate of the “average error” (coefficient of variation) of the semi-analytical formula: about 20%, as $10^{0.09} \approx 1.2$. Globally, this indicates a quite good validation of the semi-analytical fit. At first sight, the quite large local maximum discrepancies displayed in table 2 could be considered as a source of inaccuracy. To that concern first, it should be noted that these large deviations mostly correspond to intermediate values of rotation energies, as can be seen from Fig. 5 where the isosurfaces of the residuals of logarithms

$$M = \max_{i \in [1,n]} \left( \frac{k_{\text{eff},i}^2}{k_{\text{fit},i}^2} - 1 \right)$$  \hspace{1cm} (19)

are represented. In the figure, they are found to be everywhere very close to 0 (blank zones are below 0.00746, whose square root elevated to power ten corresponds to values below the 20% average discrepancy) except when $E_A \approx 15 \text{ k_B T}$, $E_B \approx 0$ and $\Delta \gtrsim 2$. In that very small orange zone, it reaches 0.14 whose square root corresponds to the logarithm of the maximum discrepancy $M$ for the first condition in table 2 ($\log_{10}(2.37) = \sqrt{0.14}$): the zones of quite high deviation of the fit are almost quite small and actually correspond to transition zones.

The small extent of significant residue zones indicates that the approach consisting in entering limiting cases in the fitting formula is overall relevant and that it is mostly the choice of the transition function involving two basic logistic functions that could be improved. It appears that parity of the logistic function (Eq. 9) is an odd function of $x$ when changing its origin to $(\epsilon, 1/2)$ does not allow to match perfectly the evolution of the effective CSS for both $x$ smaller than $\epsilon$ and $x$ larger than it. This asymmetry needed to reproduce finer details of the effective

![Figure 4: (a) two rotated views of the same set of 1728 CSS values estimated with OKMC at $T = 573 \text{ K}$. Their logarithm $\log_{10}(k_{\text{eff}}^2)$ (the CSS being in $\text{cm}^{-2}$) is represented as isosurfaces in the $(E_A, E_B, \Lambda)$-space. (b) same views of isosurfaces obtained from the semi-analytical formula Eq. 11 applied to the same set of conditions.](image)
CSS over the whole range may arise from the need of \( k_{1D-0} \) expressions to describe them for example near \( E_A = 15 k_B T \), \( E_B = 0 \) at large \( \Delta \). Nevertheless, to keep it as simple as possible, these limiting cases where not included in the semi-analytical formula. A possibility that would not require to include more limiting cases would be to use other functions to model the transition (asymmetric sigmoid like the generalised logistic function) that do not impose this symmetry. This was tested and achieved some partial improvement but at the cost of doubling the number of parameters. To that concern, fitting the transition zones with splines would probably be an even better option, but the number of parameters would be as large as a multiple of the number of fitting points.

Notwithstanding these possible refinements of the fit in the transition regions, casting all possible CSSs into a general formula should be seen as a significant improvement of the CSS description compared to over-simplifying assumptions consisting in approximating them with the 3D CSSs or oppositely with 1D – 0 ones. Indeed, we can see from table 2 that varying rotation energies couples and diffusion ratio the CSSs vary with a factor of 50 as the dimensions of mobilities go from 1D – 1D to 3D – 3D. Thus, the approximation of treating them as purely 3D would result for in overestimating also up to a factor 50, in the present example, and even more for \( \Delta \gg 3 \). This as to be compared with the 20% overall accuracies allowed by the semi-analytical formula. Depending on the application, such precision might be sufficient or not. For example for a very precise computation of loops nucleation out of irradiation, all the errors on the estimated absorption rates for monomers up to critical size clusters will cumulate and may have an impact on the overall estimated nucleation rates. On the other hand, for microstructural evolution under irradiation, where the cascade cluster production may allow clusters to grow bypassing the classical nucleation path and where, due to colossal supersaturations, the expected critical radius may be extremely small, then reproducing the order of magnitude of CSSs may be a reasonable approximation, considering all others sources of both modeling and experimental uncertainties.

It is also interesting to note that quite counter-intuitively, simple reductions of the dimensionality of the mobilities are often misleading whereas dimensionality equivalences are relevant: having both species 1D-migrating and \( D_B \) as small as \( D_B/D_A = 10^{-4} \) does not allow to treat \( B \) as immobile, as the effective CSS is far from the analytical 1D – 0 CSS, whereas it matches well the 1D – 1D \( \equiv 2D – 0 \) CSS with proper accounting of the scaling term. This important point will be further investigated in the next section.

Finally, note that this semi-analytical formula is directly valid only around \( T = 573 \) K. As such, it is also bound to the first nearest neighbor jump distance used in the OKMC simulations for the fitting set. To extend it to other temperatures and other lattices than BCC, a simple modification is proposed in Appendix A.

### 3.2. Effective exponents analysis: the reaction dimensionality diagram

We now propose a more practical method to physically interpret the variation of the CSS in the \((E_A, E_B, \Delta)\)-space. It consists in using the logarithmic derivative of the CSS to estimate an effective exponent \( \delta \) as a function of the considered \((E_A, E_B, \Delta)\) point. This stems from the properties of the logarithmic derivative of a power-law \( \alpha x^\delta \) : 

\[
\frac{d \log(\alpha x^\delta)}{dx} = x^\delta 
\]

The figure represents the actual map of effective \( \delta \) values,

\[
\delta_{\text{eff}}(E_A, E_B, \Delta) = \frac{\partial \log_{10}(k_{\text{eff}}^2)}{\partial \log_{10}(\frac{D_A}{T})}, \quad (21) 
\]

from the set of estimated CSSs.

The connection with the limiting cases is quite straightforward (actually, it served as a backbone for the fitting function in Appendix C):

- \((E_A = 0, E_B = 0)\) corresponds to \(3D – 3D\) absorption rates which simply depend on \((D_A + D_B)\), that makes \((1 + (D_A/D_B)^{-3})\) when factoring for \(D_B\) the CSS, which is close to \(1 = (D_A/D_B)^0\) when \(D_A \gg D_B\) in other words a close to zero \(\delta\) value,
- \((E_A \gg k_B T, E_B \gg k_B T)\) corresponds to \(1D – 1D\) absorption rates with a characteristic exponent of \(-1/3\), consistently with the related limiting case \([I]\),
- \((E_A \gg k_B T, E_B = 0)\) similarly corresponds to \(1D – 3D\) with \(D_A > D_B\) absorption rates leading to a \(-1/2\) exponent \(\delta\) \(\Delta\)

The figure may also be seen as a “reaction dimensionality diagram”, as it permits, basing on the values of the exponent, to identify the extent of zones in the \((E_A, E_B, \Delta)\)-space associated with the \(1D – 1D\) reactions (the zone delimited by the blue surface in the figure) or with the \(1D – 3D\) ones (the purple zone). The presence of this \(1D – 3D\) domain, is due to the fact that, increasing \(\Delta\), \(D_A\) gets lower than \(D_A\), so the influence
of $B$’s mobility characteristics diminishes, but if $E_A$ is large ($A$ is then a 1D-diffuser), small values of $E_B$ can still make $B$ an efficient 3D-diffuser. In other word, the diagramm reflects the fact that the dimensionality of mobilities (i.e. rotation energies) can compensate a decreasing diffusion coefficient ratio and impose specific kinetics. The yellow envelop surface in the diagramm can be seen as a quasi-$3D-3D$ zone, and the rest of the surfaces should be considered as transition zones, apart from a small zone where $D_A \approx D_B$, $E_A \approx 0$, $E_B \approx 40k_BT$ (in red in the figure) where the exponent approaches $1/6$. Due to its very small extent in the $\Delta$-dimension this red zone wasn’t identified so far in the analysis of limiting cases, but it can be interpreted considering the analog case highlighted in Appendix A.

$$\frac{\partial C_A}{\partial t} = -8R\overline{D} \left( \frac{D_A}{D_P} \right) C_A C_B, \text{ for } D_z \gg D_P, \quad (22)$$

with $\overline{D} = (D_e^2 D_z)^{1/3}$. According to the authors of this development [29 30], it should be rightful for $D_z \gg D_P$. Using the analogy approach of the companion paper, we may take $D_z = D_A + D_B$ and $D_P = D_B$. Actually, the red zone is for quite small $\Delta$ values so, if we admit that the relation also holds for moderate diffusion “anisotropy” ($D_z \gg D_P, \overline{D}$ should vary much then) then, the characteristic exponent $+1/6$ is explained. The fact that this zone actually has a very limited range and does not extend to larger $\Delta$ values is just due to the chosen representation: because the CSSs are studied with ($D_A + D_B$) constant, $D_B$ vanishes along the $z$-axis and the evolution is then only driven by $E_A \approx 0$ and its $\delta = 0$ typical exponent.

### 3.3. Closure of the CSS domains

In the previous section, we noted that even for diffusion coefficients ratios as low as $D = 10^{-3}$, the least mobile specie may not be treated as immobile, as the most relevant analytical CSS is the properly corrected $1D-1D$ expression. It is important for modeling concerns to investigate to which extends this holds, and what is the typical diffusion ratio where the $1D-0$ CSS starts to be more relevant. The semi-analytical formula that we have established allows for a reasonably accurate estimation of CSSs depending on $(E_A, E_B, \Delta)$, but due to its numerical cost, the fitting set was limited to $0 \leq \Delta \leq 3$. On that part of the $(E_A, E_B, \Delta)$-space, the two main absorption-rate domains are clearly visible ($3D-1D$ and $1D-1D$) but none of them are “closed” at $\Delta = 3$. As a consequence, the validity of the formula as such is restricted to that range, because there must be some $D$-ratio below which $B$ should be considered as immobile and CSSs tend to $3D-0$ and $1D-0$ expressions respectively. For the former, the transition does not need to be explicitly accounted for as $3D-3D$ CSS expressions naturally encompass the case $D_B = 0$, whereas for the $1D-1D$ transition the reaction rates do not even have the same reaction order. Thus the range of $\Delta$ was extended to $\Delta = 7.5$ in a new calculation set where the sampling criteria were slightly relaxed. As displayed in Fig. 7, the domain for the $1D-3D$ CSS now closes by $\Delta = 4.5$ and that of the $1D-1D$ CSS closes about $5$. From $\log_{10}(D_A/D_B) = 3.75$ to $7.5$, some isosurfaces are wavy because the sampling set is smaller than for the former conditions. This could not be easily improved as the present result already required about $2.2$ million CPU hours on Xeon Sandy Bridge 2.6 GHz cores. Being more precise on the closures in the $(E_A, E_B, \Delta)$-space would require quite a lot more computational resources, so we should rather focus computational efforts on more restricted case, the $(E_A = 40k_BT, E_B = 40k_BT)$ case.

To that end, a few sets of simulations (for a few $(C, R)$ couples, $C = C_A = C_B$) for $\Delta$ ranging from $0$ to $9$ were run. The results are shown in Fig. 8 which represents the normalised quan-

**Figure 6**: Effective exponents $\delta_{eff}$ isosurfaces, allowing to identify CSS domains.

**Figure 7**: Three views of the effective exponents’ isosurfaces, $\delta_{eff}$. 

![Figure 7](image-url)
The transition of the normalised effective CSSs from 1D–1D to 1D–0 for four different conditions. The generalised sigmoid fit follows Eq. 24. In the caption, $\Phi$ represents the clusters volume fractions and the concentrations $C_A = C_B$ are given in cm$^{-3}$.

$tends to zero then$k_{\text{eff}}^2$ tends to$k_{1D-0}^2$. When varying concentrations and radii, this representation helps to check if a common trend for the transition towards 1D–0 stands out. We see that it is indeed the case for the typical volume fraction conditions investigated. The question of whether this simple behavior extends to a much wider range of $(C_A, C_B, R)$ conditions could be delicate and is not addressed here. We rather focus on proposing a practical correction for the vanishing scaling factor $(D)^{-1/3}$ that would clearly lead to an underestimation of CSSs from some point when $\Delta$ is large. For the investigated conditions, the 1D–1D to 1D–0 transition happens to follow a common trend that is well fitted by the generalised sigmoid,

$$Y(\Delta) = \frac{k_{\text{eff}}^2 - k_{1D-0}^2}{k_{1D-0}^2 - k_{1D-0}^2}. \quad (23)$$

This quantity is equal to one when $k_{\text{eff}}^2 = k_{1D-1D}^2$ and when it tends to zero then $k_{\text{eff}}^2$ tends to $k_{1D-0}^2$. When varying concentrations and radii, this representation helps to check if a common trend for the transition towards 1D–0 stands out. We see that it is indeed the case for the typical volume fraction conditions investigated. The question of whether this simple behavior extends to a much wider range of $(C_A, C_B, R)$ conditions could be delicate and is not addressed here. We rather focus on proposing a practical correction for the vanishing scaling factor $(D)^{-1/3}$ that would clearly lead to an underestimation of CSSs from some point when $\Delta$ is large. For the investigated conditions, the 1D–1D to 1D–0 transition happens to follow a common trend that is well fitted by the generalised sigmoid,

$$Y(\Delta) = a - \frac{b}{(c + d \exp(e \Delta - f))^g} \quad (24)$$

with $a = 0.0071, b = -1.26, c = 2.23, d = 0.932, e = 3.81, f = 0.98, g = 0.26$ as shown in Fig. 8.

From the representation of $k_{\text{eff}}^2/k_{1D-0}^2$, in Fig. 8, we can conclude that, depending on the $C$ and $R$, the effective CSS reaches the analytical $k_{1D-0}^2$ within a typical 5-10% uncertainty of estimates around $5 < \Delta < 6$, except for the blue curve whose atypical behavior is explained by a very large volume fraction. Formally, we can identify a critical $\Delta$ value by equating the 1D–0 and 1D–1D CSSs which leads to

$$\Delta^* = -3 \log_{10} \left( \frac{3}{\bar{R}} R^2 C \right), \quad (25)$$

where $\bar{R} \approx \frac{4}{h_{\text{eff}}^2} / \pi$ is the usual parameter entering in the 1D–1D CSS expression [11]. The evaluation of $\Delta^*$ for the conditions of Fig. 9 leads to values mostly between 6 and 8, which corresponds reasonably well to the critical values from the figure. Nevertheless, the approach from the Eq. 25 and the actual evolution towards the critical values do not compare further: it is clear that the transition is very gradual and that both 1D–1D and 1D–0 mechanisms operate simultaneously even above the critical value. In the simplest way, the cross-over between mobile and fixed sinks related CSSs may be cast with semi-analytical formula as:

$$k_{\text{fit}}^2(\Delta) = \max \left( k_{\text{fit}}^2(1D-1D), k_{\text{fit}}^2(1D-0) \right) \quad (26)$$

A more elaborated way of reproducing the transition would be to use the fit Eq. 24 and replace it in Eq. 23:

$$k_{\text{fit}}^2 = Y(\Delta)(k_{1D-1D}^2 - k_{1D-0}^2) + k_{1D-0}^2 \quad (27)$$

but this should be valid only for pure 1D–1D and establishing a $Y(\Delta)$ function valid for any rotation energy couple would require a more complex function with much more parameters.

The notion of mean-free-path between rotations $\ell_{ch}$ is often used to interpret the transition in the reaction order of the 1DR CSS. This quantity is most meaningful when compared with the mean distance between sinks (inverse square-root of the relevant sink-strength): when $\ell_{ch}$ is much smaller than the mean distance between sinks, the mixed mobility gets close to a pure 3D-random walk. Conversely, if $\ell_{ch}$ is much longer than the mean distance between sinks, the mixed mobility diffusion boils down to a pure 1D-diffusion process. Thus, as it becomes manifest when considering the “master-curve” [9, 10, 11] for 1D–0 CSS, the effective reaction order of the kinetics depends, in general, on the total sink-strength and its time evolution. When the interaction of two 1D-diffusers is considered, it becomes difficult to generalise these considerations. Fortunately, as show in the companion paper, when two 1D-diffusers
are considered, the total sink-strength effects are expected to be quite weak, just as in well-known cases where only 3D-diffusers are considered. Thus, the proposed semi-analytical formula established with CSS calculations on pairs of diffusers is expected to be valid in the multiple sinks case, provided that $\Delta$ is not too large. Figure 8 shows the slow transition between $1D - 1D$ and $2D - 0$ which are, respectively, second-order with weak multi-sink effects and third-order with strong multi-sink effects. Equations 27 and 28 could be seen as workarounds for the transitions between both reaction orders and multi-sink characters, but this would need a dedicated validation.

4. Application to cluster dynamics

We now briefly expose the results of the application of the semi-analytical CSS on cluster dynamics simulations. This development allows to properly account for the agglomeration of defect clusters with mixed 1D/3D mobility i.e. any couple of rotation energies. Some additional technical details on the implementation in the RECD code CRESCENDO [34] can be found in the corresponding section of the companion paper. Here we focus on the ability of the present extension to reproduce an OKMC microstructure simulation close to the state-of-art in terms of complexity of random walks. A concentration of $2 \times 10^{16}$ cm$^{-3}$ interstitial monomers is initially placed in a quasi-cubic box of about 2000 lattice constants ($a_0$) length. A test parameterisation was chosen to allow the formed clusters to be mobile up to the size 60. Its mobility parameters are summarised in Table 2. Increasing cluster content (“cluster size”) from 1 to 60 monomers, the diffusion coefficients are decreasing according to the power-law $n^{-3/2}$ from $1.793 \times 10^{-3}$ to $1.168 \times 10^{-6}$ cm$^2$s$^{-1}$ and their rotation energies increase from 0 to 2 eV (linearly up to size 12 and then the energy reaches a constant value of 2 eV). Regarding rotation energies, these parameters are intended to sketch some state-of-the-art OKMC parameterisations such as the parameterisation in Table 2. Notably, the increase of 0.2 eV per monomer adopted here was originally assumed by Wen et al. [33] (who also reported alternative assumptions of 0.05 eV increase per monomer).

To be comparable with RECD, OKMC simulation must consist of hundreds to thousands of runs with different random seeds: an individual OKMC run generally ends up with a few clusters resulting in a sparse distribution, whereas in RECD significant concentrations of clusters are often found in quite smeared and continuous distributions. The figure 10(a) shows the comparison between the two simulation methods. It is worth mentioning that, although the set of 1000 lengthy OKMC runs with box size around 2000$a_0$ (top panel (a)) represents a considerable amount of computer resources compared to the RECD simulation (OKMC requires here several million times more individual CPU time than RECD), it is still not enough to fully characterize the distribution as it appears discontinuous due to the lack of sampling at the greatest sizes. More precisely, at intermediate times (around $t = 5 \times 10^{-5}$s and $5 \times 10^{-2}$s), the OKMC distribution contains many concentrations ($C(n), n \in [40, 60]$), which are below the minimum concentration that can be modeled in an individual OKMC run ($C_{\text{min}} = 1/V$, the dashed horizontal line of Fig. 10(a) and - (b)). Artificially, in individual runs, there is a too sparse population of these clusters which prevents them from correctly interacting with the others. This artifact results in abnormally slow kinetics for the products of these reactions and explains the mismatch with RECD calculations at intermediate times in panel (a). Indeed, if the box size is increased to around 2500$a_0$ (panel (b) from Fig. 10), then there are enough of these mobile clusters at all steps where mobile-mobile interactions are dominant: we can see that $C_{\text{min}}$ is decreased compared to panel (a) and that the OKMC points are now above this threshold at $t = 5 \times 10^{-3}$s. Consequently, the agreement with RECD is even further improved, owing to the decreased $C_{\text{min}}$ value.

In terms of average cluster size $N_{\text{average}}$:

$$N_{\text{average}} = \frac{\int nC(n)dn}{\int C(n)dn}.$$  \hspace{1cm} (29)

the RECD/OKMC comparison (Fig. 11) appears as almost completely satisfactory. Also, the importance of considering large enough box sizes for this type of OKMC simulation with an advanced mobility parameterisation is even more manifest (symbols of Fig. 11). We clearly see that using too small boxes results in wrong plateau values of $N_{\text{average}}$. Box size effects are commonly considered as a source of artifacts due to the limited distance between periodic boundary conditions, but here the box size is much larger than the average cluster radius, so it is rather a box volume effect in connection with the $C_{\text{min}}$ criterion.

4.1. On the absence of manifest multi-sink effects for 1DR – 1DR reactions

In the application section of the companion paper, the good agreement between RECD and OKMC was put forward as an

| $n$ | $R$ (nm) | $D$ (cm$^2$s$^{-1}$) | $E$ (eV) |
|-----|---------|---------------------|---------|
| 1   | 0.516   | $1.793 \times 10^{-3}$ | 0.0     |
| 2   | 0.567   | $1.129 \times 10^{-5}$ | 0.1     |
| 3   | 0.606   | $8.616 \times 10^{-6}$ | 0.2     |
| 4   | 0.639   | $7.112 \times 10^{-6}$ | 0.3     |
| 5   | 0.668   | $6.128 \times 10^{-6}$ | 0.4     |
| 6   | 0.682   | $5.426 \times 10^{-6}$ | 0.5     |
| 7   | 0.705   | $4.896 \times 10^{-6}$ | 0.6     |
| 8   | 0.725   | $4.479 \times 10^{-6}$ | 0.7     |
| 9   | 0.745   | $4.140 \times 10^{-6}$ | 0.8     |
| 10  | 0.764   | $3.859 \times 10^{-6}$ | 0.9     |
| 11  | 0.781   | $3.622 \times 10^{-6}$ | 1.0     |
| 12  | 0.798   | $3.417 \times 10^{-6}$ | 2.0     |

Table 3: Summary of the parameterisation of cluster mobility. $D$ is the diffusion coefficient and $E$ the rotation energy of a cluster containing $n$ monomers. Note that, following [13], the radii $R$ are given assuming clusters are spherical, but they are augmented by capture efficiencies and spontaneous recombination distances.
boxes dimensions around 2500 lattice units. The cubic box size of around 2000 lattice units. Bottom: 1000 OKMC runs with the minimum concentration \( k \) (points marked by symbols). The comparison with the RECD implementation is given by the continuous lines. The dashed horizontal line represents the inverse of the box volume) that can be shown (Appendix E) that, because the “degree 1 homogeneity” property (formally, this writes: \( k(C, A C) \approx k(C) \)) is reasonably well verified for all the components of \( k_{ \text{fit}} \), splitting a class of interacting clusters into arbitrary subclasses results in partial sink-strengths whose sum is equal to the total sink-strength (i.e the sink-strength without splitting). Thus, there is no analytical inconsistency between the expression \( k_{ \text{fit}} \) and the assumption of the absence of multi-sink terms at the moderate volume fractions of our interest.

4.2. Comparison with other approaches

Finally, to highlight the impact of the approximations made to model CSSs for mutually mobile species, the implementation of \( k_{ \text{fit}} \) is compared to the [1DR = 1DR \( \rightleftharpoons \) 3D = 0] and the [1DR = 1DR \( \rightleftharpoons \) 1DR = 0] assumptions with an equivalent \( D = D_A + D_B \) as often found in the literature (the respective original arguments from the literature were already discussed in the introduction of the companion paper [11]). Consistently with the order of magnitude considerations developed in the previous paper, the 3D = 0 approach is found to overestimate the plateau value of the \( N_{\text{average}} \) and also the kinetics to reach this plateau by more than a factor of ten, as seen in Fig. [12].

Oppositely, the [1DR = 1DR \( \rightleftharpoons \) 1DR = 0] assumption is not expected to produce significant clustering here, owing to the extremely small intensity of 1D = 0 absorption rates compared to their 3D = 0 counterparts. A more elaborated assumption could be the [1DR = 1DR \( \rightleftharpoons \) 1DR = 0] one. This approximation could be done in several ways. The current parameterisation considers monomers and dimers as 3D-diffusers, so 3D = 3D CSSs (equivalent to 3D = 0 with the sum of diffusion coefficients) should be used for the reactions involving one of them. For reactions involving two clusters \( A \) and \( B \) with mixed mobility (\( E_A > 0, E_B > 0 \)), the [1DR = 1DR \( \rightleftharpoons \) 1DR = 0] assumption would consist in summing up the individual sink-strengths \( k_{ \text{fit}}^{1DR, 0}(E_A, D_A) \) and \( k_{ \text{fit}}^{1DR, 0}(E_B, D_B) \) [9] [10] [11], just as if a \( A \)-cluster was considered as mobile with respect to \( B \)-clusters, and reciprocally (as explicitly assumed in [35] among other papers). Note in passing that the multi-sink terms (here, the sum of “partial sink-strengths” [10] [35]) which are inherent...
to the $1D - 0$ components of the $1DR - 0$ CSS have been taken into account in these tests. The resulting kinetics being extremely slow (see Fig. 12), one could also argue that this simple CSS “summing rule” should only hold for large enough rotation energies, and that interactions involving clusters with rotation energies below some threshold should considered as $3D - 0$ as well. This corresponds to the $[1DR - 1DR \Rightarrow 1DR - 0]$ with threshold (3D if $E < 0.5$ eV and $E < 1$ eV) assumptions in Fig. 12. None of these threshold values seem to help the “$1DR - 0$-equivalence” to reproduce the OKMC kinetics of $N_{\text{average}}$.

This is not surprising since the $1DR - 0$ CSS expression does not even have the right order of reaction to describe neither $1D - 1D$ nor $1DR - 1DR$ absorption kinetics, as it was emphasized in the companion paper. This does not put into question the validity of the so-called “master-curve” approach [9, 10, 11] for the $1DR - 0$ kinetics which actual purpose is considering absorption towards fixed sinks, but rather shows that their direct use for general $1DR - 1DR$ kinetics does not seem to pass a dedicated validation.

Another interesting point is that, for the considered parameterisation, it seems that it is primarily the $1D - 1D$ reaction order that drives the overall kinetics, and then, to a lower extent, accounting for the actual $1DR - 1DR$ kinetics with $k^2_{\text{fit}}$ allows to reproduce finer details of the dynamics. Indeed, as seen in Fig. 12 and Fig. 13, the simplest version of the $1D - 1D$ equivalence to the “isotropic” $2D - 0$ CSS Eq. (16) still catches some features of the overall evolution, although it is far from being as accurate as the semi-analytical expression. Nevertheless, it is important to stress out that, because vacancies are deliberately neglected, this application serves for validation purposes and is a priori not representative of any irradiation condition of practical interest.

4.3. Simulation of extreme electron irradiation

Let us now assess the RECD implementation of semi-analytical CSS for electron irradiation modeling. Regarding interstitials and their mobile clusters, the parameterisation is given by table [2], while for vacancies, only monomers are considered as mobile with the following characteristics: $D = 1.777 \times 10^{-2}$ cm²s⁻¹, $R = 0.431$ nm (again, a spherical radius augmented by capture efficiency and spontaneous recombination distance considerations [13]) and a purely 3D-mobility. Here, the reference to “electron irradiation” come from the production of Frenkel pairs which are introduced progressively at $T = 573 K$ with a rate of 1 dpas⁻¹. This rather extreme damage rate was chosen for numerical efficiency concerns rather than representativity in this first attempt.

The OKMC simulations consists in the average of one thousand runs of nine days long simulations with box dimensions (997, 991, 1009)µm. With the short irradiation times considered here, vacancies are too slow to observe any significant vacancy clustering: as can be seen in Fig. 14, not even di-vacancies ($C_{2V}$) exist in significant proportions compared to monovacancies ($C_V$). Free vacancies nevertheless play the most essential part of their role for kinetics of SIA clusters: SIA recombinations with vacancies limits SIA clusters growth. Detailed SIA cluster distributions are represented in Fig. 15 for both OKMC and RECD. The time evolution of first moment of these distributions, $N_{\text{average}}$, is represented in Fig. 16 and it is compared to the RECD with CSS assumptions that were previously discussed. In spite of some discrepancies at long times either for small or for very large sizes, the agreement between OKMC and RECD with the new CSS expression is very reasonable. Also, as previously discussed, it is quite likely that the agreement would be further increased using even larger boxes.

We finally note that, when considering the two alternative CSS assumptions from the literature, the conclusion on their applicability is quite similar to the previous application: the kinetics resulting from the $[1DR - 1DR \Rightarrow 3D - 0]$ equivalence assumption are way too fast and those from the $[1DR - 1DR \Rightarrow 1DR - 0]$ assumption are way too slow.

Figure 12: Time evolution of the average size associated with the cluster distributions. Regarding RECD calculations, the results of the new propositions (the $1D - 1D \Rightarrow 2D - 0$ “isotropic” expression from the companion paper) and the semi-analytical expression are compared to the implementation of various CSS approximations from the literature: $[1DR - 1DR \Rightarrow 3D - 0]$, $[1DR - 1DR \Rightarrow 1DR - 0]$, and the $[1DR - 1DR \Rightarrow 1DR - 0]$ assumption starting from different rotation energies thresholds.

Figure 13: Defect clusters distribution at $t = 1 \times 10^{-3} s$. Regarding RECD calculations, the results of the new propositions (the $1D - 1D \Rightarrow 2D - 0$ “isotropic” expression from the companion paper) and the semi-analytical expression are compared to the implementation of various CSS approximations from the literature: $[1DR - 1DR \Rightarrow 1DR - 0]$ and $[1DR - 1DR \Rightarrow 3D - 0]$ that were discussed in the companion paper.
5. Discussion: the relevance of mixed mobility sinks strength to dislocation loop evolution modeling

Aiming at providing general CSS expressions, the rotation energies of clusters’ Burgers vector were taken here as generic “black box” parameters. From a physical point of view, the Burgers vector rotation phenomenon in a crowdion-bundle seems to originate from the rearrangements individual crowdions, but the confirmation of this mechanism is limited in MD to the small clusters \[\text{[37, 38]}\], and little is known about its specific attempt frequencies and related entropic contributions. Even more problematically, the elastic interactions between the cluster and other sources from the medium should also play a role. Elastic models \[\text{[39, 40]}\] show that, when exposed to the elastic field of a dislocation, the loops’ habit planes tend to rotate (which is different from the thermally activated rotation of the Burgers vector) to minimise elastic energy thus loosing their pure edge orientation \[\text{[41]}\]. This primarily plays a role in the decoration of dislocation lines by elastically trapped loops atmospheres \[\text{[33]}\], but it is also important at the loop’s scale since it results in a misalignment of the loops’ normal with the Burgers vector. A consequence of this is that the Burgers vector’s rotation probability may not always bear a simple parameterisation with fixed rotation energy that only depends on its size: it may also depend on the surrounding elastic fields, which could lower the Burgers vector’s rotation energies \[\text{[33]}\]. By construction, with a mean-field method like cluster dynamics, we can only hope to treat these types of spatial effects in a very indirect way and this would be at the cost of quite heavy modifications of the original formalism.

Another important phenomenon is the trapping of loops by chemical heterogeneities. Carbon and nitrogen, even at a few tens of ppm concentrations can have a huge impact on the mobility of loops in ferritic materials at moderate temperature. Cottrell atmospheres of carbon atoms may form in the tensile zone of dislocation loops thus lowering the effective mobility of loops, and in the presence of vacancies, vacancy-carbon complexes may form \[\text{[42]}\] and trap dislocation loops for long times. The effective migration energies of loops are thus, significantly increased by a function of the trap-loop binding energy. In other words, free species (i.e. not trapped) are expected to be in lower number densities than trapped ones in many conditions, so, at first sight, one may believe that \(1\text{DR} \leftrightarrow 0\text{DR}\) CSSs may play a secondary role in the microstructure kinetics compared to \(1\text{DR} \leftrightarrow 1\text{DR}\) ones. But we shall keep in mind that:

- At high temperatures, trapping is less effective. There could even exist a cross-over between trapping and its opposite effect, the elastic confinement of loops by oversized solute atoms \[\text{[43]}\].

- The vicinity of fixed sinks (dislocation network and grain boundaries) are often depleted of traps. It is indeed in these regions that greater populations of small dislocation loops (in the form of TEM “black dots”) can be seen in complex alloys with many solutes and impurities such as industrial RPV steels at moderate doses. This is a local but crucial effect as it conditions the local mobility of dislocation which
is a key point for mechanical properties evolution under irradiation.

- Even if loops spend most of the time trapped, clusters from the resulting smaller population of detrapped loops may react quite intensively and depending on the detailed conditions create a specific population.

- At least from some point, the traps should be saturated and the new free defect clusters produced in cascades should be more likely to interact with other mobile clusters than to be trapped. In the parameters set taken as an example in this study (see Table 1) the single interstitials are considered as 3D-mobile, and, from size 3, they start having a mixed mobility. Note also, that in other systems, the mono-interstitials may be crowdions and exhibit pure 1D-motion [44]. In all these cases the $1DR - 1DR$ CSS must be taken into account.

- As we have seen in section 3.3, even with six orders of magnitude difference for the diffusion coefficients of two interacting 1D-mobile species, the $1D - 0$ CSS approximation is a serious underestimation of the effective CSSs, contrary to the adapted $1D - 1D$ expression. We can be more quantitative for this last but not least point: a popular way of accounting for trapping, inspired by the developments of Krishan et al. [45] and others, is to simply lower the effective diffusion coefficient by a factor $\exp \left(-E_{\text{trap}}/k_B T\right)$, where $E_{\text{trap}}$ is the binding energy between the cluster and the trap. Actually, this corresponds to a lower bound for the effective diffusion coefficient as the trapping efficiency is assumed to be ideal. At 573 K, a trapping energy around 0.68 eV corresponds to the factor $10^{-6}$ reduction of effective mobility. So, below this threshold trapping energy, a weakly trapped cluster should definitely be considered as mobile with respect to free clusters of the same size, as the error resulting from treating the interaction with the $1D - 0$ CSS would be large according to Figure 9. There are several defect sizes complying with this condition in the characterisation exemplified in the reference parameterisation [13]: these are the smallest clusters but also, the most mobile and thus the most influential on the kinetics.

With these considerations in mind, mobile clusters coagulation (by diffusion of both reaction partners) should, at least be considered as a channel for loop growth competing with Ostwald ripening, and could even overtake it in specific conditions. Note that Monte-Carlo [15] and RECD simulations [46] from the literature evoked the central role of mutual mobility in reproducing experimental loop growth kinetics, but the latter simulations (using RECD) did not benefit from the present developments on CSS expressions and rather relied on direct CSS additivity assumptions (such as those tested in section 4.2) which are not validated. In a nutshell, for a population of trapped clusters, Ostwald ripening will dominate only if the cluster’s dissolution rate (related to binding energies) is higher than its the detrapping rate. For the reference parameterisation, trapping energies of loops range from 0.17 to 0.6 eV below a cluster size threshold value [47] and then 1.1 eV above the threshold. The corresponding binding energies values are always much higher than trapping energies at each cluster size (binding energies typically range from about 0.9 eV up to the formation energy of interstitial, both bounds being so large that emissions are negligible for almost all clusters sizes at moderate temperatures). So if the raw diffusion coefficients of interstitial clusters are comparable in terms of orders of magnitude to that of the monomer, then the loops will be more likely to be detrapped rather than dissolve and feed the Ostwald ripening process. Of course, we may not prematurely conclude that coagulation always prevails, because high diffusion also promotes higher effective rates of emission (absorption rates appear in emission rates), but we stress out that the competition between the two processes must be considered. This sheds new light on the range of validity of some of the major growth and coarsening theories: in the Lifshitz-Slyozov-Wagner (LSW) formalism, both reaction channels are indeed considered but the formulation of agglomeration rates restricts its application to 3D mobilities. Since no expression for absorption rates involving two 1DR species with arbitrary diffusion coefficients was available, the applicability of general results on growth asymptotics to these cases was unclear. Now we see that, once proper corrections are applied, absorption rates between such species lead to apparent second-order kinetics rates just as 3D ones, and classical results may be qualitatively valid.

6. Summary and conclusions

Because the CSS dependence on concentrations, radii, diffusion coefficient and rotation energies is unknown and nonlinear, the complete fitting of CSSs on all of their variables may represent quite a formidable task: any decent grid would require millions of conditions, all of which have quite different convergence behavior as the estimated CSSs will span over several orders of magnitude. To tackle the problem of the large set of conditions, the proposed approach is the following: fixing the defect concentrations and the radii, we generated a first data set making a grid on the diffusion coefficient ratio and the rotation energies. Then, we combined the analytical expressions developed in the companion paper as limiting cases, thus allowing us to extend the expressions to arbitrary concentrations and radii, as was further checked by analysis of the residuals in validation sets. The transition between the limiting cases can be modeled by two combinations of sigmoids: the first combination of sigmoids is used to describe the transition between the CSS when $D_A = D_B$, and the second couple of sigmoids are intended to reproduce the presence of the quite distinct mobility domains (consistently with the limiting cases) which appear clearly when mapping the effective exponents of the diffusion ratio correcting factor. This term appears to be the most crucial one to capture the many orders of magnitudes over which the CSS varies when the diffusion coefficient ratio goes from one to small values ($\Delta$ going from 0 to large values). We also looked for the point from which the slowest species should actually be considered as immobile in terms of reaction rates.
The CSS with respect to a fixed sink would become more relevant after this point. This limit happens to be surprisingly low (high in terms of $\Delta$), which stresses out the necessity to use the $1DR – 1DR$ CSS fit up to very small diffusion ratios. This should also be the case for the most important defect cluster couples (those mostly produced by cascades and that actually drive the dynamics) in typical irradiation conditions and would still hold when effective diffusion coefficients are considerably lowered by trapping. The relevance of $1DR – 1DR$ reactions is thought to be quite general: depending on detailed conditions and especially on temperature, coagulation of mobile clusters may compete with Ostwald ripening or supersede it. Finally, in the application of the RECD implementation, an in-depth validation of the formula was allowed thanks to a massive set of OKMC simulations with large box sizes. In passing, this also emphasized the necessity to use very large boxes with this type of complex mobility OKMC parameterisations to mitigate the box volume effects. As in moderate stiffness cases, RECD numerical schemes allow for very large time steps, this opens the way to very long-term (decades of physical time) simulations of the microstructure evolution fully accounting for the mixed mobility defect clusters which are intrinsically out of reach of any event-based method such as KMC.
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Note that although the computing strategies adopted here allowed to reduce by orders of magnitudes the required computational effort, the total amount of CPU time for the production of the fitting and validation data sets represents more than 14 millions of CPU hours on Neon Sandy Bridge 2.6 GHz cores.

Interestingly, the study of Chiapetto et al. [13], the dumbbell is assumed to have a 3D mobility and larger clusters a 1D one, so the 1D–3D CSS are also needed for these reaction pairs. Just as in the case of 1D–1D in the companion paper [1], we may directly derive this expression from equivalent diffusion problems. Here also, we start by examining the additivity assumption of diffusion tensors. This assumption holds more naturally than in the 1D–1D case because, in the present case, one of the reactants has a 3D mobility, so the geometric condition for interaction does not require any specific treatment (whatever the geometric configuration the relevant capture distance is always $R = R_A + R_B$). In this specific case, the rate for $A\,B$ absorptions, with respective diffusion tensors $D_A$ and $D_B$, are then equivalent to the rates for a specie with diffusion tensor $D_A + D_B$ with respect to a fixed sink. This assumption made, the case of $A$ having an isotropic 3D-random walk while $B$ has 1D motion, is easily handled with the “3D-anisotropy” results that follow.

If we consider that the total diffusion tensor has three diagonal components $D_x = D_y = D_p$ and $D_z$, the absorption rate can be cast in analytical forms in the following three limiting cases:

$$\frac{\partial C_A}{\partial t} = -C_A C_B \vec{D} \cdot \vec{\nabla} \left( \frac{\rho}{\rho_c} \right)$$

$$= \begin{cases} 
4\pi \left( \frac{D_p}{D_z} \right)^{1/3} R / \ln \left[ 2 \left( \frac{D_p}{D_z} \right)^{1/2} \right], & \text{for } D_z \ll D_p, \\
4\pi R, & \text{for } D_z \approx D_p, \\
8 \left( \frac{D_A}{D_p} \right)^{1/6} R, & \text{for } D_z \gg D_p 
\end{cases} \quad (A.1)$$

where only the long-time terms were retained from the developments of Woo [30] and $\vec{D} = (D_p^x, D_p^y)$ is the rescaled average diffusion coefficient relevant to this type of anisotropy. It is generally convenient in RECD to have absorption rates proportional to the sum of diffusion coefficients $D_A + D_B$ that we can state as $D_c$ and assume to be constant without loss of generality. Indeed, the diffusion coefficient dependencies of the previous cases can be cast in the following form:

$$\vec{D} \left( \frac{D_x}{D_p} \right)^{\delta} = D_c \left( \frac{D_x}{D_p} \right)^{\delta - \frac{2}{3}} \quad (A.4)$$

Now, to establish the CSS expression relevant to our case, we can choose $D_p = D_B$, which yields $\vec{D} \left( \frac{D_A}{D_p} \right)^{\delta} = D_c \left( \frac{D_A}{D_p} \right)^{-\frac{2}{3}}$, diffusion ratio dependency when $D_A \gg D_B$, thus exhibiting a characteristic exponent ($-1/2$) for the diffusion coefficient ratio.

**Appendix A. Sink strengths in the 3D anisotropic case**

In a realistic irradiated microstructure, some small vacancy clusters and interstitial clusters will be mobile and their populations interact intensively. As these two types of clusters generally have 3D and 1D mobilities respectively, the general expression of the 1D–3D CSS is also needed for a comprehensive RECD parameterisation. Also, considering some state-of-the-art parameterisations (section 2.1), the dumbbell is assumed to have a 3D mobility and larger clusters a 1D one, so the 1D–3D CSS are also needed for these reaction pairs. Just as in the case of 1D–1D in the companion paper [1], we may directly derive this expression from equivalent diffusion problems. Here also, we start by examining the additivity assumption of diffusion tensors. This assumption holds more naturally than in the 1D–1D case because, in the present case, one of the reactants has a 3D mobility, so the geometric condition for interaction does not require any specific treatment (whatever the geometric configuration the relevant capture distance is always $R = R_A + R_B$). In this specific case, the rate for $A\,B$ absorptions, with respective diffusion tensors $D_A$ and $D_B$, are then equivalent to the rates for a specie with diffusion tensor $D_A + D_B$ with respect to a fixed sink. This assumption made, the case of $A$ having an isotropic 3D-random walk while $B$ has 1D motion, is easily handled with the “3D-anisotropy” results that follow.

If we consider that the total diffusion tensor has three diagonal components $D_x = D_y = D_p$ and $D_z$, the absorption rate can be cast in analytical forms in the following three limiting cases:

$$\frac{\partial C_A}{\partial t} = -C_A C_B \vec{D} \cdot \vec{\nabla} \left( \frac{\rho}{\rho_c} \right)$$

$$= \begin{cases} 
4\pi \left( \frac{D_p}{D_z} \right)^{1/3} R / \ln \left[ 2 \left( \frac{D_p}{D_z} \right)^{1/2} \right], & \text{for } D_z \ll D_p, \\
4\pi R, & \text{for } D_z \approx D_p, \\
8 \left( \frac{D_A}{D_p} \right)^{1/6} R, & \text{for } D_z \gg D_p 
\end{cases} \quad (A.1)$$

where only the long-time terms were retained from the developments of Woo [30] and $\vec{D} = (D_p^x, D_p^y)$ is the rescaled average diffusion coefficient relevant to this type of anisotropy. It is generally convenient in RECD to have absorption rates proportional to the sum of diffusion coefficients $D_A + D_B$ that we can state as $D_c$ and assume to be constant without loss of generality. Indeed, the diffusion coefficient dependencies of the previous cases can be cast in the following form:

$$\vec{D} \left( \frac{D_x}{D_p} \right)^{\delta} = D_c \left( \frac{D_x}{D_p} \right)^{\delta - \frac{2}{3}} \quad (A.4)$$

Now, to establish the CSS expression relevant to our case, we can choose $D_p = D_B$, which yields $\vec{D} \left( \frac{D_A}{D_p} \right)^{\delta} = D_c \left( \frac{D_A}{D_p} \right)^{-\frac{2}{3}}$, diffusion ratio dependency when $D_A \gg D_B$, thus exhibiting a characteristic exponent ($-1/2$) for the diffusion coefficient ratio.

**Appendix B. Search for general simulation setup and convergence criteria**

**Appendix B.1. Technicalities of the simulation box size setup**

Because 1D-mobility may be far less efficient than the 3D one to sample the space (as reflected considering roughly
If, more realistically, one wishes to account for the minimum distance between species to be greater than twice the capture radius (clusters are now placed on a grid now with spacing $R$ instead of $a_0$ and $p$ is now $C_AR^3$),

$$N_A^{\text{min}} \gtrapprox \frac{L_xa_0}{R},$$

with $C_A \leq C_B$ and $L_x \leq L_y \leq L_z$, this gives the order of magnitude for the minimum number of species to place in the box to have a large proportion of $A - B$ reactions. Note that this criterion should be conservative also regarding glide direction effects because it should be even more easily met when glide directions are non-collinear to the boxes’ directions as, in the case of (111)-glide, for example, interaction probabilities might be enhanced by the shift of linear trajectories after crossing a periodic boundary.

This criterion happens to be well-validated if we consider the results of Fig. B.17. On this graph are plotted the decimal logarithm of the ratio of CSS estimates from OKMC simulation over the analytical expression $k_{1D-c}$. In these simulations (with the parameters $E_A = E_B = 2$ eV, $D_A = D_B$, $R_A = R_B = 1$ nm), the analytical expression and simulation estimates of the CSS should match at least within the uncertainty of the estimates (i.e. the log$_{10}$ of their ratio should reach 0 within the error bars in Fig. B.17). This ratio is given as a function of the average box size $\sqrt{L_xL_yL_z}$, so a logarithm of the ratio far from zero denotes the inability of the simulation setup to reproduce correct sink strength values due to small box size effects which are notably sharp in the case of 1D-mobility simulations. On the caption of this figure are also displayed the values of the minimal box sizes for convergence:

$$L_{\text{min}} = \frac{1}{\sqrt{N_CAR^3}},$$

for each concentrations $C_A = C_B$. The $L_{\text{min}}$ values are obtained applying preceding criterion Eq. B.6 but for a fixed concentration (for this criterion $L_x \approx L_y \approx L_z$ is assumed). We see that this simplistic criterion catches reasonably well the order of magnitude of the minimal box size for the onset of convergence: below these values, the convergence is not reached regarding standard deviations of the estimates.

**Appendix B.2.2. Second criterion: relation between the number of clusters and the minimal number of reactions**

The first criterion ensured us that, for a given concentration, the box will be large enough so that all A-clusters have at least one B-type partner for a potential reaction. Another criterion is needed on the extent of the sampling so that most of A and B-clusters have at least one heterotypic reaction. To simplify this condition this quite demanding condition, the sampling of reactions should be extended enough to have at least as many absorptions recorded as the total number of mobiles. This is because absorption rates should reflect all contributions to the reaction probabilities: on one hand, rare reactions occurring by very fast 1D collision of clusters which randomly happen to be initially placed very close to each other, and, on the other hand,
contributions from the vast majority of slow (due to the inefficient 1D-sampling of space) non-collinear 1D-1D reactions. Stopping the run before having significant chances that all mobiles had at least one interaction, and restarting it with another initial random configuration of defect would result in sampling only the fast reactions and thus considerably overestimating the CSS. A direct consequence is that it limits the use of “naive parallelisation” [50] for the longest calculation: each run must be continued until most clusters of both types have reacted. This point is also very important and if it is overlooked it can be a major source of inaccuracy in CSS estimations: the CSS may vary by several orders of magnitudes going from fast components to its slowest ones.

Appendix B.2.3. Third criterion: averaging estimates over several runs

Applying the second criterion with a given initial configuration, one produces a single estimate of the CSS by averaging the reaction time for a number of reactions greater than the total number of mobiles. Now, from the statistical point of view, one should estimate the coefficient of variation (the ratio of the standard deviation to the mean) related to estimates. As a consequence, one should sample several tens of initial configurations and judge whether the sampling is sufficient to have a coefficient of variation.

Appendix C. Formulation of the semi-analytical fitting function for the CSS isosurfaces

Let us now examine the fitting strategy adopted to reproduce the main features of the isosurface. It consists in using several functions to describe the transitions between known CSS expressions as limiting cases. As sketched in Fig. C.18 when $D_A = D_B$, one very general formulation of the CSS may be:

$$k^2(E_A, E_B) = f(E_A) \left((1 - g(E_B)) k^2_{1D-1D} + g(E_B) k^2_{1D-1D} \right)$$  \hspace{1cm} (C.1)

$$+ \left(1 - f'(E_A)\right) \times \left((1 - g'(E_B)) k^2_{1D-3D} + g'(E_B) k^2_{1D-3D} \right)$$

with the functions $f$, $f'$, $g$ and $g'$ having the constraints: $f(0) = f'(0) = g(0) = g'(0) = 0$ and $f(1) = f'(1) = g(1) = g'(1) = 1$ so that the four limiting cases are recovered:

$$k^2(0,0) = k^2_{1D-3D} (D_A, D_A)$$ \hspace{1cm} (C.2)

$$k^2(0,\infty) = k^2_{1D-1D} (D_A, D_A)$$ \hspace{1cm} (C.3)

$$k^2(\infty,0) = k^2_{1D-3D} (D_A, D_A)$$ \hspace{1cm} (C.4)

$$k^2(\infty,\infty) = k^2_{1D-1D} (D_A, D_A)$$ \hspace{1cm} (C.5)

If we impose that $E_A$ and $E_B$ play symmetric roles ($k^2(E_A, E_B) = k^2(E_B, E_A)$, when $D_A = D_B$ and use $k^2_{1D-1D} (D_A, D_A) = k^2_{1D-3D} (D_A, D_A)$, then we must have $f = g$ and $f' = g'$, and we can cast the CSS to the following form:

$$k^2(E_A, E_B) = f(E_A) \left((1 - f(E_B)) k^2_{1D-3D} + f(E_B) k^2_{1D-1D} \right) \hspace{1cm} (C.6)$$

$$+ \left(1 - f'(E_A)\right) \times \left((1 - f'(E_B)) k^2_{1D-3D} + f'(E_B) k^2_{1D-3D} \right)$$

In practice, experimenting with various fitting possibilities, it turns out that we can make this form even simpler taking:

$$f'(x) = f(x) = \sigma(\lambda_f, \epsilon_f, x)$$ \hspace{1cm} (C.7)

a simple fitting procedure leads to $\lambda_f = 8$ and $\epsilon_f = 0.2$, with overall 5% discrepancy with the simulated data set and a maximum deviation of about 15% for the worst point.
fit can be extended to $D$ be identical by symmetry and practical arguments.

for CSSs in the ($E_A$, $E_B$, $A$, $B$) space. The functions $f$, $g$, $f'$, and $g'$ were shown to be identical by symmetry and practical arguments.

Following the previous findings, we will now assume that the fit can be extended to $D_A > D_B$ scaling it with the ratio of diffusion coefficients to a power that depends on the dimensionality of the mobilities:

$$k^2(E_A, E_B, D_A, D_B) = k^2(E_A, E_B) \times (D_A / D_B)^{\delta(E_A, E_B)}$$

(C.8)

We are now left with the task of defining the exponent function $\delta$. The values of $\delta$ that should be matched according to the analogous fitting cases are sketched in Fig. C.19.

- $(E_A = 0, E_B = 0)$ corresponds to 3D – 3D absorption rates which simply depend on $(D_A + D_B)$, that makes $1 + (D_A / D_B)^{-1}$ when factoring for $D_B$ the CSS, which is close to 1 = $(D_A / D_B)^{0}$ when $D_A \gg D_B$ in other words a close to zero $\delta$ value,

- $(E_A = \infty, E_B = \infty)$ corresponds to 1D – 1D absorption rates with a characteristic exponent of $-1/3$, consistently with the related limiting case II.

- $(E_A = \infty, E_B = 0)$ similarly corresponds to 1D – 3D with $D_A > D_B$ absorption rates leading to a $-1/2$ exponent $\delta = 0$.

One very simple choice for an exponent function $\delta$ meeting these requirements is:

$$\delta(E_A, E_B) = \sigma(\epsilon, \lambda, E_A) \left( -\frac{1}{2} + \frac{1}{6} \sigma(\epsilon', \lambda', E_B) \right).$$

(C.9)

The first sigmoid multiplies the whole expression allowing to reproduce a smooth transition from the 3D to 1D mobility of A species, which should indeed be in the leading term since they have the largest diffusion coefficient $(D_A \geq D_B)$. The second sigmoid just accounts for the behavior of the B-species which are less mobile, as reflected by the weaker influence of this term. The isolines of this function are represented in Fig. C.20 and exhibit a 3D – 3D domain (yellow), a 1D – 1D domain (blue) and a 1D – 3D (purple) domain consistently with effective exponent calculations in section III.

Performing a basic fitting procedure for this function $\delta$ leads to $\lambda = 10$ and $\epsilon = 0.5$ for both sigmoid functions. Note that the $\delta_{eff}$ map analysis (Fig. Fig. C.21 and Eq. Fig. C.20) shows us that trying to improve the fit would require a more elaborate expression of the function $\delta$ than Eq. C.9, because it should also depend on $\Lambda$ (as discussed in section III).

Appendix D. Temperature and lattice dependent semi-analytical formula

In the semi-analytical expression of the CSS, the transition functions between well-defined analytical CSS expressions were fitted on OKMC calculation for a given lattice type, a given first nearest neighbor distance, and at a given temperature. To generalize it, we may first note that the temperature only plays a role in the mean-free path before rotation $\ell$ as the formula is directly parameterized on diffusion coefficients. It may then be adapted to depend on the couple $(\ln(l_A) , \ln(l_B) )$, with

$$\ln(l) = \frac{E}{2k_B T} + \ln(d_j),$$

(D.1)

instead of rotation energies $(E_A, E_B)$. Also as the $1DR - 0$ CSS limiting cases are not explicitly accounted, only the sigmoid
transition functions must be adapted:

\[
\sigma'(\ell, \lambda, \varepsilon, T) = \frac{1}{1 + \exp \left[-2\lambda k_B T_0 \left(\ln(\ell) - \ln(d_j) - \frac{\varepsilon}{k_B T_0}\right)\right]},
\]

(D.2)

which ensures \( \sigma'(\ell, \lambda, \varepsilon, T_0) = \sigma(E, \lambda, \varepsilon) \). In fact, this formulation is useful only when adapting to both a different temperature and a different lattice (reflected by jump distance \(d_j\)). When only adapting to a different temperature, the transformation may be reduced to substituting \( E, \varepsilon \) and \( \lambda \) to \( E/T, \varepsilon/T, \lambda/T_0 \) (with \( T_0 = 573 \) K) respectively in the original expressions of the sigmoids. The discrepancies related to the absence of 1DR – 0 terms in the fit and the odd parity issue of the sigmoid function could possibly be worsen when applying to other temperatures, so the quality of the adapted fit at \( T = 300 \) K and \( T = 800 \) K was studied. The isosurfaces of the ratios \( k_{\text{fit}}^2/k_{\text{ref}}^2 \) are shown in Fig. [D.21]. The situation is almost the opposite in the two cases. For the low temperature, the discrepancy gets higher but in an even more restricted zone than at the reference temperature \( T_0 \), so the overall accuracy is not significantly changed (about 18%). For the higher temperature, the maximum discrepancy is lower than for the reference, but it is more widespread over the parameter space, and the location of the maximum discrepancy (about 2) is different. This also leads to a global accuracy of the same order as for the initial fitting temperature (about 23%). This also suggests using temperature-dependent terms in the transition functions for applications requiring much higher levels of accuracy.

Appendix E. Degree one homogeneity of the semi-analytical formula

Here, we wish to assess the degree one homogeneity property of \( k_{\text{fit}}^2 \):

\[
k_{\text{fit}}^2(C_A, C_B) = k_{\text{fit}}^2(C, \lambda C) = \lambda \cdot k_{\text{fit}}^2(C, C).
\]

(E.1)

Because the \( k_{\text{fit}}^2 \) components of \( k_{\text{fit}}^2 \) trivially respects it, it only remains to verify this property for \( k_{1D}^2 \). For simplicity, let us only consider the concentration-dependent part of the absorptions rates \( \mathcal{A} \) (diffusion coefficients are here omitted):

\[
\mathcal{A}(C_A, C_B) = \frac{C_A C_B}{\ln(\frac{1}{2}(C_A + C_B)R^3)} = \mathcal{A}(C_B, C_A).
\]

(E.2)

Now, without any loss of generality, we can assume that \( C \) designates the concentration of the majority specie, say \( C = C_A \), and that the minority specie is then \( C_B = \lambda C \), with \( \lambda \leq 1 \).

\[
\mathcal{A}(C_A, C_B) = \mathcal{A}(C, \lambda C) = \frac{\lambda C^2}{\ln(\frac{1}{2}(C + \lambda C)R^3)} = \frac{\lambda C^2}{\ln(\frac{1 + \lambda}{2}) + \ln\left(\frac{C_2}{R^2}\Phi\right)},
\]

(E.3)

where \( \Phi = \frac{C_2}{R^2}C \) relates to the volume fraction of the majority species. Now, since:

\[
\mathcal{A}(C, C) = \frac{C^2}{\ln\left(\frac{1}{2}\Phi\right)},
\]

(E.4)

Figure D.21: Isosurfaces of the ratios \( k_{\text{fit}}^2/k_{\text{ref}}^2 \) (a) \( T = 300 \) K, (b) \( T = 800 \) K, and \( C_A = C_B = 5 \times 10^{16} \text{cm}^{-3} \). \( R_A = R_B = 1 \) nm in both cases. The vertical axis represents \( \Delta \).
assuming the degree 1 homogeneity property consists in doing the following approximation:

$$\mathcal{A}(\lambda C, C) \approx \lambda A(C, C)$$

(E.5)

Let us further justify it. In the denominator \(\ln \left( \frac{1 + \lambda}{2} \right) \), the \(\ln \left( \frac{1}{2} \Phi \right)\) term is dominant because of the volume fraction-related term inside of it. Assuming \(\lambda = 1/2\) to have concrete evaluations in the table E.4, we have \(\ln \left( \frac{1 + \lambda}{2} \right) = \ln \left( \frac{3}{4} \right) \approx -0.29\). This is negligible compared to \(\ln \left( \frac{1}{2} \Phi \right)\), evaluated at second line of the table, even up to extreme values \(\Phi = 0.1\) (10% volume fraction of the main species), hardly met in typical applications. In terms of Taylor expansion, the approximation made reads more precisely as:

$$\mathcal{A}(\lambda C, C) = \lambda C^2 X \left[ 1 - \ln \left( \frac{1 + \lambda}{2} \right) X + o(X) \right]$$ (E.6)

$$= \lambda \mathcal{A}(C, C) \left[ 1 - \ln \left( \frac{1 + \lambda}{2} \right) X + o(X) \right],$$ (E.7)

where \(X = \frac{1}{\ln \left( \frac{1}{2} \Phi \right)}\). The evaluation of \(1 - \ln \left( \frac{1 + \lambda}{2} \right) X\) for the \(\lambda = 1/2\) is given is the last line of the table. The conclusion is that the assertion \(\mathcal{A}(\lambda C, C) = \lambda \mathcal{A}(C, C)\) is valid within 90%-95% precision or more because the first-order correction term \(\ln \left( \frac{1 + \lambda}{2} \right) X\) is always small in realistic applications.

| \(\Phi\) | 0 | \(10^{-6}\) | \(10^{-4}\) | \(10^{-2}\) | 0.1 | 1 |
|---|---|---|---|---|---|---|
| \(\ln \left( \frac{1}{2} \Phi \right)\) | \(-\infty\) | -15.2 | -10.6 | -6.0 | -3.7 | 0 |
| \(X = \ln \left( \frac{3}{4} \Phi \right)\) | 0 | -0.06 | -0.09 | -0.16 | -0.26 | -\(\infty\) |
| \(\ln \left( \frac{1}{2} \Phi \right) + \ln \left( \frac{3}{4} \Phi \right)\) | 0.981 | 0.973 | 0.954 | 0.928 |
| \(1 - \ln \frac{1}{2} X\) | 0.981 | 0.972 | 0.952 | 0.922 |

Table E.4: Numerical evaluation of the approximations for degree one homogeneity.