Abstract

The efficient fusion of depth maps is a key part of most state-of-the-art 3D reconstruction methods. Besides requiring high accuracy, these depth fusion methods need to be scalable and real-time capable. To this end, we present a novel real-time capable machine learning-based method for depth map fusion. Similar to the seminal depth map fusion approach by Curless and Levoy, we only update a local group of voxels to ensure real-time capability. Instead of a simple linear fusion of depth information, we propose a neural network that predicts non-linear updates to better account for typical fusion errors. Our network is composed of a 2D depth routing network and a 3D depth fusion network which efficiently handle sensor-specific noise and outliers. This is especially useful for surface edges and thin objects for which the original approach suffers from thickening artifacts. Our method outperforms the traditional fusion approach and related learned approaches on both synthetic and real data. We demonstrate the performance of our method in reconstructing fine geometric details from noise and outlier contaminated data on various scenes.

1. Introduction

Multi-view 3D reconstruction has been a central research topic in computer vision for many decades. Fusing depth maps from multiple camera viewpoints is an essential processing step in the majority of recent 3D reconstruction pipelines [59, 58, 27, 1, 44, 43, 12, 10], especially for real-time applications [21, 37, 55, 11]. We revisit the problem of 3D reconstruction via depth map fusion from a machine learning perspective. The major difficulty of this task is to deal with various amounts of noise, outliers, and missing data. The classical approach [9, 21] to fusing noisy depth maps is to average truncated signed distance functions (TSDF). This approach has many advantages: 1+) The updates are local (truncated) and can be done in constant time for a fixed number of depth values. The high memory usage of voxel grids can be easily reduced with voxel hashing [37] or octrees [49]. 2+) Online updates are simple to implement and noisy measurements are fused into a single surface with very few operations. 3+) Due to local independent updates, the approach is computationally cheap and highly parallelizable.

However, the approach also has a number of shortcomings: 1-) The average is only the optimal estimate for zero-mean Gaussian noise, but the real error distribution is typically non-Gaussian, non-centered and depth-dependent. 2-) The updates are linear and a minimal thickness assumption of surfaces has to be made according to the expected noise level. Therefore, thickening artifacts become apparent along surface edges and for thin object structures. 3-) This issue is even more severe when depth measurements of a thin object are made from opposite directions. Then the surface vanishes since the linear TSDF updates cancel each other out. 4-) All measurements are treated equally - independent of the direction they have been acquired. This assumption is usually incorrect since the noise level along the viewing direction is typically very different from the one in orthogonal directions. 5-) The fusion approach is unable to handle gross outliers. The depth map has to be pre-filtered...
or incorrect measurements will clutter the scene. 6-) The fusion parameters must be tuned for specific scenes and sensors and it is often difficult to find a good trade-off between runtime and different aspects of reconstruction quality.

In this paper, we aim to tackle the above-mentioned disadvantages while maintaining all the advantages of traditional approach with a reasonable amount of additional computation time to still meet real-time requirements. To this end, we propose a learned approach that fuses noisy and outlier contaminated measurements into a single surface, performs non-linear updates to better deal with object boundaries and thin structures, and is fast enough for real-time applications. Figure 1 shows example outputs of our approach. In sum, this paper’s contributions are as follows:

- We present a learning-based method for real-time depth map fusion. Due to its compact architecture it requires only little training data, and is not prone to over-fitting.
- We propose a scalable and real-time capable neural architecture that is independent of the scene size. Therefore, it is applicable to a large set of real-world scenarios.
- We show significant improvement of standard TSDF fusion’s shortcomings: 1) It better handles the fusion of anisotropic noise distributions that naturally arise from the multi-view setting, and 2) It mitigates the surface thickening effect on thin objects and surface boundaries by avoiding inconsistent updates.

2. Related Work

Volumetric Depth Map Fusion. With their seminal work, Curless and Levoy [9] proposed an elegant way for fusing noisy depth maps which later got adopted by numerous works like KinectFusion [21], more scalable generalizations like voxel hashing [37, 33], or hierarchical scene representations, such as voxel octrees [16, 49, 34] and hierarchical hashing [24]. Especially for SLAM pipelines like InfiniTAM [23], volumetric fusion became a standard approach due to its real-time capability. In this context, it was also extended to become more accurate and robust [8] as well as improve SLAM with additional surface registration of scene parts to account for pose drift as proposed in [55, 32, 11]. Approaches with additional median filtering [42, 34, 33] improve the robustness and are still real-time capable but with limited effectiveness. Global optimization approaches [59, 27] even better deal with noise and outliers if they further leverage semantic information [19, 6, 20, 44, 43], but they are computationally expensive and not real-time capable. In [65, 31], the authors propose methods for refinement of already fused SDF geometry based on shape-from-shading. The vast majority of these approaches directly fuse RGB-D images for which Zollhöfer et al. [66] provide a recent survey. All these methods handle noisy measurements by updating a wider band of voxels around the measured depth leading to thickening artifacts on thin geometry.

Surfel-based Fusion Methods. Surfel-based methods approximate the surface with local point samples, which can further encode additional local properties such as normal or texture information. Multiple methods have been proposed, e.g. MRSMAP [50] uses an octree to store multi-resolution surfel data. The point-based fusion methods [25, 29] combine a surfel representation with probabilistic fusion discussed in the next paragraph. ElasticFusion [55] handles real-time loop closures and corrects all surface estimates online. Schöps et al. [47] proposed a depth fusion approach with real-time mesh construction. A disadvantage of surfel-based methods is the missing connectivity information among surfels. The unstructured neighborhood relationships can only be established with a nearest neighbor search or simplified with space partitioning data structures. In our work, we decided to rely on volumetric representation, but extending our approach to unstructured settings is an interesting avenue of future work.

Probabilistic Depth Map Fusion. To account for varying noise levels in the input depth maps and along different line-of-sight directions, the fusion problem can also be cast as probability density estimation [15] while typically assuming a Gaussian noise model. Keller et al. [25] propose a point-based fusion approach which directly updates a point cloud rather than a voxel grid. Lefloch et al. [29] extended this idea to anisotropic point-based fusion in order to account for different noise levels when a surface is observed from different incident angles. The mesh-based fusion approach by Zienkiewicz et al. [64] allows for depth fusion across various mesh resolutions for known fixed topology. The probabilistic fusion method by Woodford and Vogiatzis [56] incorporates long range visibility constraints. Similar ray-based visibility constraints were also used in [52, 51], but these methods are not real-time capable due to the complex optimization of ray potentials. Anisotropic depth map fusion methods additionally keep track of fusion covariances [57]. Similarly, PSDF Fusion [13] explicitly models directional dependent sensor noise. In contrast to our method, all these approaches assume particular noise distributions, primarily Gaussians, which often do not model the real sensor observations correctly.

Learning-based Reconstruction Approaches. Several learning-based methods have been proposed to fuse, estimate, or improve geometry. SurfaceNet [22] jointly estimates multi-view stereo depth maps and their volumetric fusion, but is extremely memory demanding as each camera view requires a full voxel grid. In [30], multi-view consistency is learned upon classical TSDF fusion. RayNet [39] models view dependencies along ray potentials with a Markov random field which is jointly learned with a view-invariant feature representation. 3DMV [10] combines 2D view information with a pre-fused TSDF scene.
to jointly optimize for shape and semantics. Riegler et al. [40] fuse depth maps using standard TSDF and subsequently post-process the fused model with a neural network. Moreover, hierarchical volumetric deep learning-based approaches [3, 7, 12] tackle the effects of noisy measurements, outliers, and missing data. All these approaches operate on a voxel grid with high memory demands and are not real-time capable. Further, there are several works that learn to predict 3D meshes based on input images [18, 17, 54].

**Learned Scene Representations.** Ladicky et al. [28] directly estimate an iso-surface from a point cloud via learned local point features with a random forest. In addition, there exist multiple proposals for methods that learn 3D reconstruction in an implicit space [35, 38, 5, 36]. These methods show promising results, but they operate only on a unit cube and are thus limited to single objects or small scenes and they are neither suited for online reconstruction. Contrary to all these methods, our method is independent of the scene’s size and can thus also operate on large-scale scenes. Additionally, our method uses learning in an online process, which allows to leverage already fused information for fusing a new depth map. In [2, 60], the authors propose neural models that learn a compact and optimizable 2.5D depth representation for SLAM applications. DeepTAM [62] also addresses SLAM, but the mapping part heavily relies on hand-crafted photoconsistencies and corresponding weights to form a traditional cost volume for depth estimation. None of these methods address global model fusion.

### 3. Method

We first review the standard TSDF fusion approach to provide context and to introduce notation before we present our learned TSDF fusion method.

#### 3.1. Review of Standard TSDF Fusion

Standard TSDF fusion integrates given depth maps $D_{t=1,\ldots,T} \in \mathbb{R}^{W \times H}$ from known viewpoints $P_t \in \text{SE}(3)$ with camera intrinsics $K_t$ into a discretized signed distance function $V_t \in \mathbb{R}^{X \times Y \times Z}$ and weight function $W_t \in \mathbb{R}^{X \times Y \times Z}$ defined over the entire scene. The fusion process is incremental, i.e., each depth map is integrated after one another for location $x$ using the update equations introduced by Curless and Levoy [9] as

$$V_t(x) = \frac{W_{t-1}(x) \cdot V_{t-1}(x) + w_t(x) \cdot v_t(x)}{W_{t-1}(x) + w_t(x)}$$
$$W_t(x) = W_{t-1}(x) + w_t(x)$$

starting from zero-initialized volumes $V_0$ and $W_0$. The signed distance update $v_t$ and its corresponding weight $w_t$ integrate the depth measurements of the next depth map $D_t$ at time step $t$ into the TSDF volume. These update functions are traditionally truncated before and after the surface in order to ensure efficient runtimes and robust reconstruction of fine-structured surfaces given noisy depth measurements.

The choice of the truncation distance parameter typically requires cumbersome hand-tuning to adapt to a specific scene and depth sensor as well as accounting for runtime. If the truncation distance is chosen too large, the reconstruction of thin structures becomes more difficult due to larger thickening artifacts and the fusion process gets slower since more voxels have to be updated for each ray. Contrary, a small truncation distance results in time efficient updates but cannot deal with larger noise in the depth measurements.

In this paper, we overcome this limitation by learning the function $v_t$ automatically from data. Our system is based on the same above mentioned update equations and our learned functions have only little computational overhead compared to traditional TSDF fusion. As such, our method facilitates real-time depth map fusion and can be readily integrated into existing reconstruction systems. In the following, we describe our proposed method in more detail.

#### 3.2. System Overview

Our method contains two network components: a depth routing network and a depth fusion network. The pipeline
consists of the following *four* essential processing steps which are also illustrated in Figure 2:

1. **Depth Routing**: The depth routing network takes a raw depth map $D_t$ and estimates a denoised and outlier-corrected depth map $\hat{D}_t$, and further estimates a corresponding confidence map $C_t$. This network *routes* the depth location for reading and writing TSDF values along each viewing ray.

2. **TSDF Extraction**: Given the routed depth values $\hat{D}_t$, we extract a local camera-aligned voxel grid with TSDF data $V^*_{t-1}$ and weight $W^*_{t-1}$ via trilinear interpolation from the corresponding global voxel grids $V_{t-1}, W_{t-1}$.

3. **Depth Fusion**: The depth fusion network takes the results of the previous processing steps ($\hat{D}_t, C_t, W^*_{t-1}, V^*_{t-1}$) and computes the local TSDF update $v^*_t$.

4. **TSDF Update Integration**: The predicted TSDF update $v^*_t$ is transferred back into the global coordinate frame to get $v_t$ which is then integrated into the global TSDF volumes $V_t, W_t$ using the TSDF updates in Eqs. (1), (2). These processing steps are detailed in the next subsections.

### 3.3. Depth Routing

Using the depth routing network, we pre-process the depth maps before passing them to the depth fusion network with the main motivation of denoising and outlier correction. Towards this end, the network predicts denoised depth maps and also per-pixel confidence maps $C_{t=1,...,T} \in \mathbb{R}^{W \times H}$. Figure 3 illustrates our network architecture, which is using a fully-convolutional U-Net [41] with a joint encoder and separate decoders for confidence and depth prediction. Further, we do not use normalization layers since it negatively influences the depth prediction performance by adding a depth-dependent bias to the result. The depth map and the confidence map are processed by two separate decoders to which the output of the bottleneck layers serves as an input.

### 3.4. TSDF Extraction

Instead of processing each ray of a view $t$ independently as in standard TSDF fusion, we deliberately choose to compute the TSDF updates based on the data of a larger neighborhood in order to make a more informed decision about the surface location. Further, the 2D input data also holds valuable information about surface locations as often indicated by depth discontinuities. We argue that the fusion network can best benefit from both 2D and 3D data sources when they are already in correspondence and therefore propose a view-aligned local neighborhood extraction. Then, the 3D TSDF data and the 2D input data can be easily concatenated and fed into the network. Hence, for efficient real-time updates of the global data $V_{t-1}, W_{t-1}$, we extract a local, view-dependent TSDF volume and corresponding weights $V^*_{t-1}, W^*_{t-1} \in \mathbb{R}^{W \times H \times S}$. The first two volume dimensions $W, H$ correspond to the width and height of the depth map whereas the third dimension $S$ represents the local depth-sampling dimension of the window sampled along the ray. This number $S$ closely relates to the truncation distance in standard TSDF fusion. For each ray independently, the local windows are centered at their respective depth values $D_t$ and discretely sampled into a fixed number of $S$ values from the volume $V_{t-1}$. We choose the step size of the sampling according to the resolution of the scene and use trilinear interpolation to mitigate sampling artifacts.

The input $I_t$ to the subsequent depth fusion is then a combination of all available local information, that is, corrected depth map $\hat{D}_t$, confidence map $C_t$ as well as the extracted TSDF values $V^*_{t-1}$ and TSDF weights $W^*_{t-1}$

$$I_t = [\hat{D}_t \ C_t \ W^*_{t-1} \ V^*_{t-1}] \in \mathbb{R}^{W \times H \times (2S+2)}.$$  

Before the subsequent update prediction step, we explicitly filter gross outliers where $C_t \leq C_{\text{thr}}$ and set their corresponding feature values in $I_t$ to zero.

### 3.5. Depth Fusion

Our depth fusion network takes the local 3D feature volume $I_t$ as input and predicts the local TSDF update $v^*_t \in \mathbb{R}^{W \times H \times S}$. The architecture is fully convolutional in two dimensions and the channel dimension is along the camera viewing direction. Our network is relatively compact and thereby facilitates real-time computation.

Our depth fusion network operates in a two-stage approach, as shown in Figure 3. The first stage encodes local and global information in the viewing frustum. We sequentially pass the input 3D feature volume through encoding blocks of two consecutive convolutional layers with interleaved batch normalization, non-linear activation using leaky ReLUs, and a dropout layer. The output of every block is concatenated with its input and passed through the next block. With every block, the receptive field of the neural network increases. This sequential feature extraction results in a 100-dimensional feature vector for each ray in the viewing frustum.

The second network part takes the feature volume and predicts the TSDF updates along each ray. The number of features is sequentially reduced by passing them through convolutional blocks with two $1 \times 1$ convolutional layers interleaved with leaky ReLUs, batch normalization, and dropout layers. In the last block, we directly reduce from 40 features to 20 in the first layer and then to $S$ TSDF values in the last convolutional layer, where we apply a tanh-activation on the output mapping it to the range $[-1, 1]$.

Note that predicted TSDF update values $v^*_t$ can take any value. The network can decide to not update the TSDF at all, e.g., in case of an outlier. Conversely, it can reduce the influence of existing TSDF values if they contained outliers.
3.6. TSDF Update Integration

In order to compute the updated global TSDF volume $V_t$ we transform the predicted local TSDF updates $v_i^*$ back into the global coordinate frame $v_t$. To this end, we apply the inverse operation of the previous extraction step, that is, we redistribute the values using the same trilinear interpolation weights. In fact, we actually repurpose the update weights $w_t$ for this task, where $W_t$ accumulates the splatting weights for each voxel in the scene. Moreover, we also use $W_t$ for post-filtering extreme outliers\(^1\).

3.7. Loss Function and Training Procedure

The two networks in our pipeline are trained in two steps. First, we train the depth routing network and then use the pre-trained routing output to train the fusion network.

**Depth Routing Network.** We train the depth prediction head in a supervised manner by computing the L1 loss on absolute depth values as well as on the depth map gradient, as proposed in [14]. For training the confidence head, we chose a self-supervised approach [26]. Therefore, the final loss function has the form

$$L_{2D} = \sum_i c_i L_1(y_i, \hat{y}_i) + c_i L_1(\nabla y_i, \nabla \hat{y}_i) - \lambda \log c_i$$

where $y_i, \hat{y}_i$ are the predicted and ground-truth depth values at pixel $i$ respectively and $c_i \in C_i$ is the confidence value. The hyperparameter $\lambda$ is empirically set to $0.015$.

**Depth Fusion Network.** Despite the pre-processing of the routing network, the filtered depth map might still contain noise and outliers which should be further handled by the depth fusion network. Each global TSDF update step should a) integrate new information about the true geometry and b) not destroy valuable, previously fused surface details. We train the fusion network in a supervised manner by choosing random update steps at time $t$ during the fusion and penalize differences between the updated local volume $V_t = \frac{W_{t-1}.V_{t-1} + w_{t}.v_t}{W_{t-1} + w_t} \in \mathbb{R}^{W \times H \times S}$ and the local ground-truth $\hat{V}^* \in \mathbb{R}^{W \times H \times S}$. Therefore, we define the loss function over all rays $i$ as

$$L_{3D} = \sum_i \lambda_1 L_1(V_{ti}, \hat{V}_{ti}^*) + \lambda_C D_C(V_{ti}, \hat{V}_{ti}^*)$$

Here, $L_1$ denotes the L1 loss over raw TSDF values and $D_C$ denotes the cosine distance between the signs of the TSDF values computed along each ray $i$. The goal of the first term is to preserve fine surface detail (through means of $L_1$), while, the term $D_C$ ensures that the surface is located at the zero-crossing of the signed distance field. The weights $\lambda_1 = 1$ and $\lambda_C = 0.1$ have been empirically found.

4. Experiments

In this section, we first present additional implementation details and our experimental setup. Next, we evaluate and discuss the efficacy of our approach on both synthetic and real-world data. We demonstrate that our approach outperforms traditional TSDF fusion and state-of-the-art learning-based approaches in terms of reconstruction accuracy with only little computational overhead.

4.1. Implementation Details

All networks were implemented in PyTorch and trained on an NVIDIA TITAN Xp GPU. We trained both networks using the RMSProp optimization algorithm with momentum 0.9 and initial learning rate $1e^{-5}$ for the depth routing network and $1e^{-3}$ for the depth fusion network. The dropout layers were set to a probability of 0.2. For all experiments, we trained our neural networks in a sequential process, where we first pre-trained the depth routing and then the depth fusion network. A joint end-to-end refinement did not lead to an improvement of the overall performance of the system. To train the depth routing network, we use 10K frames sampled from 100 ModelNet [61] or ShapeNet [4] objects and perturb them with artificial speckle noise. The data is packed into batches of size 4 and the gradient is accumulated across 8 batches before updating the routing network weights. Because of the incremental nature of the TSDF update equation, we must train our depth fusion network using a batch size of 1. However, each batch updates a very large number of voxels in the volume over which the

\(^1\)See supplementary material for further information.
loss is defined and, together with batch normalization, we obtain robust convergence during training. Since our network has only very few parameters, it is hard to overfit and only little training data is required. In fact, we can train our entire network (given a pre-trained depth routing network) on only ten models from ModelNet [61] or ShapeNet [4] with a total of 1000 depth maps and it already generalizes robustly to other scenes. Furthermore, we can train the network from scratch in only 20 epochs (each epoch passes once over all 1000 frames). Unless otherwise specified, we used $S = 9$ and $C_{thr} = 0.9$ across all experiments\(^2\). For all experiments, we used a voxel size $0.008m$, corresponding to a grid resolution of $128^3$ for ShapeNet and ModelNet.

**Runtime.** A forward pass through the depth routing network and the depth fusion network for one depth map ($W = 320$, $H = 240$) takes 0.9 ms and 1.8 ms, respectively while the full pipeline runs at 15 fps. These numbers can be improved with a more efficient implementation, but already meet real-time requirements.

### 4.2. Results

We evaluate our method on synthetic and real-world data comparing to traditional TSDF fusion [9] as a baseline as well as to the state-of-the-art PSDF fusion method presented by Dong et al. [13]. Moreover, we compare to state-of-the-art learning-based 3D reconstruction methods OccupancyNetworks [35] and DeepSDF [38].

**Evaluation Metrics.** For quantifying the performance of our method, we compute the following four metrics by comparing the estimated TSDF against the ground-truth.

- **MAD:** The mean absolute distance is computed over all TSDF voxels and measures the reconstruction performance on fine surface details.
- **MSE:** The mean squared error loss is computed over all TSDF voxels and measures the reconstruction performance on large surface deviations.
- **Accuracy:** We compare the actual reconstruction accuracy on the occupancy grid. We extract the occupancy grid in the ground-truth and the estimated TSDF by extracting all voxels with negative TSDF values.
- **Intersection over Union (IoU):** We compute the intersection-over-union on the occupancy grid, which is an alternative performance measure to the accuracy.

These metrics not only quantify how well our pipeline fuses depth maps into a TSDF, but also how well it performs in classifying the occupancy and reconstructing the geometry.

### 4.3. Synthetic Data

To evaluate our method’s performance in fusing noisy synthetic data, we train and test it on the ModelNet [61] and ShapeNet [4] datasets using rendered ground-truth depth maps that are perturbed with an artificial depth-dependent multiplicative noise distribution. For both, ModelNet and ShapeNet, we randomly sample our training and test data from the official train-test split.

**ShapeNet.** The model trained on ShapeNet is then used to evaluate the performance of our method in comparison with other approaches. Therefore, we fuse noisy depth maps of 60 objects (10 per test class - plane, sofa, lamp, table, car, chair) from the test set, which have not been seen during training. For comparison, we use the provided pre-trained model for point cloud completion in the case of OccupancyNetworks. In the case of DeepSDF, we trained the model from scratch using the code provided by the authors and using ShapeNet as training data. The quantitative results of this evaluation are shown in Table 1. Our method consistently outperforms standard TSDF fusion as well as the pure learning-based approaches OccupancyNetworks [35] and DeepSDF [38] on all metrics. Our method significantly improves the accuracy of the fused implicit mesh as well as their IoU, MAD and MSE scores. The results also indicate the potential of our routing network. However, the full benefit of our routing network only becomes obvious when looking at the real-world data experiments and Figure 5.

| Method                  | MSE [e-05] | MAD   | Acc. [%] | IoU [0, 1] |
|------------------------|------------|-------|----------|------------|
| DeepSDF [38]           | 464.0      | 0.0499| 66.48    | 0.538      |
| OccupancyNetworks [35] | 56.8       | 0.0166| 85.66    | 0.484      |
| TSDF Fusion [9]        | 11.0       | 0.0078| 88.06    | 0.659      |
| TSDF Fusion + Routing  | 27.0       | 0.0084| 87.48    | 0.650      |
| Ours w/o Routing       | 5.9        | 0.0051| 93.91    | 0.765      |
| Ours                   | 5.9        | 0.0050| 94.77    | 0.785      |

Table 1: **Quantitative Results on ShapeNet [4]**. Our method outperforms TSDF fusion and other learning-based approaches in fusing noisy ($\sigma = 0.005$) depth-maps rendered from ShapeNet objects. The benefit of the routing network increases with higher noise levels (see Fig. 5).

![Figure 4: Qualitative Results on ShapeNet [4]](image-url)
Figure 4 illustrates the strengths of our method in dealing with noise and in reconstructing thin structures. Flat surfaces in the ground-truth appear smoother in our results as compared to standard TSDF fusion. Furthermore, thin structures are better reconstructed and contain less thickening artifacts. The thickening artifacts are also visible on the car’s rims, where our method yields accurate results and DeepSDF and OccupancyNetworks both fail. Both DeepSDF and OccupancyNetworks tend to over-smooth surface details less common in the training data, e.g., the spoiler of the car or the details on the chair’s legs.

ModelNet. In order to test our method’s robustness against noise we trained and evaluated on various noise levels $\sigma \in \{0.01, 0.03, 0.05\}$ and compared it to standard TSDF fusion. We also analyze the effect of the depth routing network on the fusion result by omitting it in our pipeline and by testing it in combination with standard TSDF fusion. Figure 5 illustrates that our pipeline outperforms standard TSDF fusion for all tested noise levels. It also shows that our depth routing network stabilizes the fusion of data corrupted with extreme noise levels. When used for data preprocessing, our depth routing network also improves the results of standard TSDF fusion.

4.4. Real-World Data

We also evaluate on real-world datasets and compare to other state-of-the-art fusion methods. Due to lack of ground-truth data, we use the model trained on synthetic ModelNet data using an artificial and empirically chosen depth-dependent noise distribution with $\sigma = 0.01$. As such, we also show that our method must not necessarily be trained on real-world data but generalizes robustly to the real domain from being trained on noisy synthetic data only.

3D Scene Data [63]. To quantify the improvement of the reconstruction result, we evaluate our method compared to standard TSDF fusion on scenes provided by Zhou et al. [63]. Since there is no volumetric ground-truth available for these scenes, we fuse all frames of each scene using standard TSDF fusion and denoised the meshes. Then, we only fuse every 10th frame using standard TSDF fusion as well as our method for evaluation.

Table 2 shows the quantitative reconstruction results from fusing 5 scenes of the 3D scene dataset [63]. Our method significantly outperforms standard TSDF fusion on all scenes without being trained on real-world data.

| Method      | Lounge | Copyroom | Stonewall | Cactussgarden | Burghers |
|-------------|--------|----------|----------|---------------|----------|
| TSDF        | 0.0095 | 0.0110   | 0.0117   | 0.0104        | 0.0126   |
| Ours w/o routing | 0.0055 | 0.0057   | 0.0047   | 0.0055        | 0.0071   |
| Ours        | 0.0051 | 0.0051   | 0.0043   | 0.0052        | 0.0067   |

Table 2: Quantitative evaluation (MAD [mm]) of our method on 3D Scene Data [63]. Our method is consistently better than standard TSDF fusion on 3D Scene Data. These experiment also shows the benefit of our routing network when applied to real-world data.

We further show a qualitative comparison to standard TSDF as well as PSDF fusion [13] on the Burghers of Calais scene in Figure 8. The results illustrate that our method better reconstructs fine geometric details (hands, fingers and face) and produces smoother surfaces than standard TSDF fusion and PSDF fusion [13]. For more qualitative examples on this dataset, we refer to the supplementary material.

Street Sign Dataset [53]. To evaluate the performance of our method on thin structures, we also evaluate on the street sign dataset, again without fine-tuning the network. This dataset consists of 50 RGB frames and we use the COLMAP SfM pipeline [45, 46] to compute camera poses and depth maps. Qualitative results on this scene for different state-of-the-art methods are shown in Figure 6. Our method clearly outperforms TV-Flux [58] and standard TSDF, while producing comparable results with ray potentials [43]. The results also make the benefit of our routing network apparent. With routing, our method reconstructs with better completeness and less noise artifacts than without. Note that both TV-Flux and ray potentials involve an offline optimization with a smoothness prior to reduce noise and complete missing data. This prevents real-time application for these approaches, since ray potentials on this small scene runs for many hours on a cluster.

RGB-D Dataset 7-Scenes [48]. For qualitatively evaluating our method on Kinect data, we fuse the 7-Scenes [48] RGB-D dataset. For each scene, we have chosen the first trajectory and fused it using our pipeline as well as standard TSDF fusion. In Figure 7, we show that our method significantly reduces noise and mitigates the surface thickening effect compared to standard TSDF fusion. Notably, the chair leg and table edges are reconstructed with higher fidelity than it is done by standard TSDF fusion. Moreover, our method shows strong performance in denoising and removing outliers from the scene.
Figure 6: **Qualitative results of our method on the Roadsign dataset [53].** Our method compares favorably to standard TSDF fusion as well as TV-Flux [58] in reconstructing thin surfaces while showing comparable performance with ray potentials [43]. Our method generalizes reasonably well since it was trained on ModelNet and never saw the noise and outlier statistics of stereo depth maps nor the shape statistics of this scene and therefore has a less complete output. ($C_{thr} = 0.5$)

Figure 7: **Qualitative comparison on the heads scene of RGB-D Dataset 7-Scenes [48].** Our method significantly reduces noise artifacts and thickening effects - especially on the thin geometry of the chair’s leg.

Figure 8: **Qualitative comparison on the Burghers of Calais scene [63].** Our method reconstructs hands and face geometry with much higher degree of detail than standard TSDF fusion and PSDF fusion.

5. **Conclusion**

We presented a novel real-time capable depth map fusion method tackling the common limitations of standard TSDF fusion [9]. Due to learned non-linear TSDF updates – rather than hand-crafted linear updates – our method mitigates inconsistent reconstruction results that occur at object edges and thin structures. The proposed split of our network architecture into a 2D depth routing network and a 3D depth fusion network allows to effectively handle noise and outliers at different processing stages. Moreover, sensor-specific noise distributions can be learned from small amounts of training data. Our approach outperforms competing methods on both synthetic and real data experiments. Due to its low computational requirements and compact architecture, our method has the potential to replace standard TSDF fusion in a variety of tasks and applications.
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Supplementary Material for
RoutedFusion: Learning Real-time Depth Map Fusion

Abstract

In this supplementary document, we provide further visualizations and qualitative results of our learned depth map fusion approach in comparison to multiple baselines. Furthermore, we discuss the choice of different hyperparameters.

1. Hyperparameters

Number of Samples S

First, we discuss our choice for the number of samples $S$. With figure 1 and 2, we show that sampling 9 values inside the local window centered around the surface leads to the best reconstruction performance. The number of samples $S$ is closely related to the truncation distance in standard TSDF fusion [2]. Since the spacing between samples in the window is fixed to the scene’s resolution, the size of the local window is dependent on $S$. Therefore, an increase in $S$ leads to an increase of the local window size. By increasing $S$ and the window size, we feed more information along the ray to the depth fusion network and we can account for larger noise levels. However, if we increase the number of samples beyond 9, the performance decreases again, which is experimentally shown in figure 1 and 2. Having empirically evaluated the influence of $S$ on our depth map fusion pipeline, we decided to keep the number of samples $S = 9$ constant across all experiments.

Outlier Post-filtering

In order to reduce the amount of outliers in the scene, we have chosen to introduce outlier post-filtering according to the accumulated update weights during TSDF integration. Therefore, after every 100 frames integrated, we re-initialize all voxels, where the accumulated weights are smaller than 3.

2. Qualitative Results

In figures 3 and 4, we show more examples of reconstructions of ShapeNet [1] objects using DeepSDF [4], OccupancyNetworks [3], standard TSDF fusion [2] and our proposed method. We can clearly show that our method is superior to all other approaches shown in reconstructing these objects from noisy depth measurements.

Figure 1. Intersection over Union on Modelnet [5] test data for different numbers of samples $S$. When sampling 9 SDF values inside the local window, our pipeline shows the best performance in reconstructing models from noisy depth measurements.

In figures 5 and 6, we qualitatively compare our method to standard TSDF fusion in reconstructing real-world scenes from the 3D scene dataset [6]. Our method significantly reduces the noise artifacts in the result, mitigates the surface thickening effect and generates very clean edges and corners.

Figure 2. Accuracy on Modelnet [5] test data for different numbers of samples $S$. As it is the case for intersection-over-union, the accuracy peaks at 9 samples inside the window.
Figure 3. More qualitative results on ShapeNet test data. They illustrate the significant performance difference in reconstructing fine geometries and clean edges between our proposed method and standard TSDF as well as recent learning-based approaches.
Figure 4. More qualitative results on ShapeNet test data. They illustrate the significant performance difference in reconstructing fine geometries and clean edges between our proposed method and standard TSDF as well as recent learning-based approaches.
Figure 5. More qualitative results of standard TSDF and our method on scene 3D data. They illustrate the significant performance difference in reconstructing fine geometries and clean edges.
Figure 6. More qualitative results of standard TSDF and our method on scene 3D data. They illustrate the significant performance difference in reconstructing fine geometries and clean edges.
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