Non-CMC solutions to the Einstein constraint equations on asymptotically Euclidean manifolds with apparent horizon boundaries
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Abstract

In this article we further develop the solution theory for the Einstein constraint equations on an \( n \)-dimensional, asymptotically Euclidean manifold \( \mathcal{M} \) with interior boundary \( \Sigma \). Building on recent results for both the asymptotically Euclidean and compact with boundary settings, we show the existence of far-from-CMC and near-CMC solutions to the conformal formulation of the Einstein constraints when nonlinear Robin boundary conditions are imposed on \( \Sigma \), similar to those analyzed previously by Dain (2004 Class. Quantum Grav. 21 555–73), by Maxwell (2004, 2005 Commun. Math. Phys. 253 561–83), and by Holst and Tsogtgerel (2013 Class. Quantum Grav. 30 205011) as a model of black holes in various CMC settings, and by Holst et al (2013 Non-CMC solutions to the einstein constraint equations with apparent horizon boundaries arXiv:1310.2302v1) in the setting of far-from-CMC solutions on compact manifolds with boundary. These ‘marginally trapped surface’ Robin conditions ensure that the expansion scalars along null geodesics perpendicular to the boundary region \( \Sigma \) are non-positive, which is considered the correct mathematical model for black holes in the context of the Einstein constraint equations. Assuming a suitable form of weak cosmic censorship, the results presented in this article guarantee the existence of initial data that will evolve into a space-time containing an arbitrary number of black holes. A particularly important feature of our results are the minimal restrictions we place on the mean curvature, giving both near- and far-from-CMC results that are new.
1. Introduction

In this paper we consider the Einstein constraint equations on an \( n \)-dimensional, asymptotically Euclidean manifold \( \mathcal{M} \) with boundary \( \Sigma \). Using the recent work in [7, 10, 14], we show that far-from-CMC and near-CMC solutions exist to the conformal formulation of the Einstein constraints when nonlinear Robin boundary conditions are imposed on \( \Sigma \) similar to those developed in [5, 10, 12, 15]. These ‘marginally trapped surface,’ Robin conditions ensure that the expansion scalars along null geodesics perpendicular to the boundary region \( \Sigma \) are non-positive. Therefore, assuming a suitable form of weak cosmic censorship, the results presented here provide a method to construct initial data that will evolve into a spacetime containing an arbitrary number of black holes. Moreover, our methods impose very few restrictions on the mean curvature.

The Einstein constraints with marginally trapped surface boundary conditions were first studied under the assumption that the mean curvature was constant. In [15], Thornburg suggested using maximal slices with prescribed apparent horizon boundary conditions to numerically construct initial data representing spacetimes with black holes. This approach was made rigorous in [5] and [12], where Dain and Maxwell proved the existence of apparent horizon solutions in the constant mean curvature, or CMC setting. Then in [10], Holst and Tsogtgerel assembled a general collection of boundary conditions leading to marginally trapped surfaces that included the conditions of Maxwell and Dain, and then proved the existence of solutions to the Lichnerowicz problem on compact manifolds with boundary with simplifications of these conditions. It is important to note that the conditions in [10] imply an additional coupling between \( W \) and \( \phi \) on the boundary, so even in the constant mean curvature case, the equations do not decouple. Holst and Tsogtgerel intentionally ignored this coupling in order to develop results for the Lichnerowicz equation alone as the first step in a program for the coupled system, and therefore did not construct solutions to the constraints satisfying the marginally trapped surface conditions.

The work of Holst and Tsogtgerel provided the mathematical framework for the non-CMC results in [14], where Holst et al. showed that non-CMC solutions to the constraints exist on compact manifolds with boundary. The boundary conditions in [14] were chosen to provide an approximate model of the problem we consider in this paper. Interior marginally trapped surface conditions were imposed to model black holes as well as exterior Robin conditions to obtain the correct decay rates on the boundaries of excised asymptotic ends. The methods developed in [14] for handling the coupled system with boundary conditions, and the recent advances in [7] for solving the coupled system on asymptotically Euclidean manifolds, provide the basis for analyzing the fully coupled conformal system with marginally trapped surface boundary conditions.

In addition to extending the solution theory of the conformal equations, the non-CMC existence results outlined in this paper have applications to gravitational wave modeling and numerical relativity. In an attempt to better understand black hole binaries, which are considered to be one of the most likely sources of gravitational wave detection, Cook developed a method involving non-maximal slices and apparent horizon boundary conditions to numerically generate initial data for black hole binaries in quasiequilibrium (see [3]). This so-called quasi-equilibrium formalism was refined by Pfeiffer and Cook in [4], and has been used to construct important initial data for black hole collisions. In particular, Pfeiffer et al.
applied this formalism to numerically construct initial data to model colliding black holes with nearly-extremal spins (see [11]). Their numerical method is currently the only technique used to construct high spin initial data, which also serve as an essential input to gravitational wave detectors. Given the significant role that non-maximal slices with apparent horizon boundaries play in modeling these extremely important astrophysical phenomena, a rigorous mathematical analysis of the conformal equations in this setting is essential to fully understand the numerical schemes outlined above. We begin our analysis by giving a brief overview of the Einstein constraint equations and conformal method, and then carefully state our boundary value problem.

The Einstein constraint equations on a given manifold $\mathcal{M}$ take the form

$$\mathcal{R} - \hat{K}_{ab}\hat{K}^{ab} + \hat{K} = \hat{\rho},$$

(1.1)

$$\nabla^a\hat{K} - \hat{D}_b\hat{K}^{ab} = -J^a,$$

(1.2)

where (1.1) is the Hamiltonian constraint and (1.2) is the momentum constraint. In the above system, $\mathcal{R}$ and $\nabla$ are the scalar curvature and connection with respect to the metric $\hat{g}_{ab}$, and $\hat{K}_{ab}$ and $\hat{K}$ are the extrinsic curvature tensor and its trace. The above underdetermined system imposes conditions on initial data $(\mathcal{M}, \hat{g}_{ab}, \hat{K}_{ab})$ for the initial value formulation of Einstein’s equation.

In order to obtain solutions to (1.1) and (1.2) satisfying the marginally trapped surface conditions, we impose boundary conditions on $(\hat{g}_{ab}, \hat{K}_{ab})$ over $\Sigma$. Following the discussion in [12] and [10], a marginally trapped surface is one whose expansion along the incoming and outgoing orthogonal, null geodesics is non-positive. On the boundary $\Sigma$, the expansion scalars are given by

$$\hat{\theta}_\pm = \mp(n - 1)\hat{H} + \nabla^i\hat{K} - \hat{K}(\hat{\nu}, \hat{\nu}),$$

(1.3)

where $(n - 1)\hat{H} = \text{div}_\Sigma\hat{\nu}$ is the mean extrinsic curvature of $\Sigma$ and $\hat{\nu}$ is the outward pointing, unit normal vector field to $\mathcal{M}$. Therefore, the surface $\Sigma$ is called a marginally trapped surface if $\hat{\theta}_\pm \leq 0$. See [5, 12, 16] for details.

The problem we are interested in is to obtain solutions to the Einstein constraints for which $\hat{\theta}_\pm \leq 0$. In order to formulate this problem as a determined system, we use the conformal method of Lichnerowicz, Choquet-Bruhat and York and the boundary conditions developed in [10]. Using the conformal method, one can transform (1.1) and (1.2) into a determined elliptic system by freely specifying conformal data, which consists of a Riemannian manifold $(\mathcal{M}, g)$, a transverse traceless tensor $\sigma$, a mean curvature function $\tau$, a non-negative energy density function $\rho$, and a vector field $J$. The Einstein constraints then become

$$-\Delta \phi + c_n R \phi + b_n \tau^2 \phi^{N - 1} - c_n |\sigma| + \mathcal{L} W \phi^{N - 1} - c_n \rho \phi^{-2} = 0,$$

(1.4)

$$\Delta_1 W + \frac{n - 1}{n} \nabla \tau \phi N + J = 0,$$

(1.5)

where $\phi$ is an undetermined positive scalar and $W$ is an undetermined vector field. In the above equations, $R$ is the scalar curvature of $g$, $\mathcal{L}$ is the conformal Killing operator defined by

$$(\mathcal{C}W)_{ij} = D_i W_j + D_j W_i - \frac{2}{n} \nabla^k W_k g_{ij},$$

$\nabla$ and $\Delta$ are the connection and Laplacian associated with $g$, and $\Delta_1 = -\text{div} \circ \mathcal{L}$ is the vector Laplacian. The constants $N$, $c_n$ and $b_n$ are dimensional constants given by
Combining the the conformal method with the boundary conditions on $\theta_\pm$ in (1.3), one obtains the boundary conditions given in [10]. In particular, we will be interested in the case when $\hat{\theta}_-=\theta_-\leq 0$ is freely specified. In this case, the boundary conditions in [10] are

$$
\partial_\nu \phi + d_n H\phi + \left( d_n \tau - \frac{d_n}{n-1} \theta_- \right) \phi^\nu = -\frac{d_n}{n-1} S(\nu, \nu) \phi^{-\tau} = 0 \quad \text{on } \Sigma, \tag{1.6}
$$

$$
(\mathcal{L}w)(\nu, \cdot) = V \quad \text{on } \Sigma, \tag{1.7}
$$

$$
S(\nu, \nu) = V(\nu) + \sigma(\nu, \nu) = \left( (n-1) \tau + \frac{1}{2} \right) \psi^N \geq 0 \quad \text{on } \Sigma. \tag{1.8}
$$

In (1.6), $H$ is the rescaled extrinsic curvature for the boundary, $\nu = \phi^\tau \vec{e}$ is the rescaled normal vector field, and $d_n = \frac{n-2}{2}$ is a dimension dependent constant. The operators $\partial_\nu$ and $\mathcal{L}$ are defined with respect to the specified metric $g$. In order to guarantee that $\theta_- \leq 0$, the scalar function $\psi$ is chosen so that $\phi \leq \psi$. In general, we are interested in solving the coupled conformal system (1.4) and (1.5) with the boundary conditions (1.6) and (1.8). We will refer to the boundary conditions (1.6) and (1.8) with the added condition that $\phi \leq \psi$ on $\mathcal{M}$ as marginally trapped surface boundary conditions, or more simply as marginally trapped surface conditions.

Our problem can now be expressed as a nonlinear, elliptic system of equations with Robin boundary conditions that is of the form

$$
-\Delta \phi + c_n R\phi + b_n \tau^2 \phi^{N-1} - c_n |\sigma + \mathcal{L}W| \phi^{N-1} - c_n \rho \phi^{-\tau} = 0 \quad \text{on } \mathcal{M},
$$

$$
\partial_\nu \phi + d_n H\phi + \left( d_n \tau - \frac{d_n}{n-1} \theta_- \right) \phi^\nu = -\frac{d_n}{n-1} S(\nu, \nu) \phi^{-\tau} = 0 \quad \text{on } \Sigma,
$$

$$
\Delta_k W + \frac{n-1}{n} V c\phi^N + J = 0 \quad \text{on } \mathcal{M},
$$

$$
(\mathcal{L}w)(\nu, \cdot) = V \quad \text{on } \Sigma. \tag{1.9}
$$

One solves (1.9) for $(\phi, W)$ and then constructs a solution to the constraints from

$$
\hat{k}_{ab} = \phi^{\tau^2} g_{ab}, \quad \hat{\rho} = \phi^{-\tau^2} \rho, \quad \hat{J} = \phi^{\tau^2} J, \tag{1.10}
$$

$$
\hat{K}^{ab} = \phi^{\tau^2 (n+2)} (\sigma + \mathcal{L}W)^{ab} + \frac{\tau}{n} \phi^{-\tau^2} g^{ab}.
$$

If $\phi \leq \psi$, the expansion scalars associated with $(\hat{g}, \hat{K})$ will satisfy $\theta_\pm \leq 0$. In this case, $(\hat{g}, \hat{K})$ will be a solution to the coupled system which satisfies the marginally trapped surface conditions. Now that we have carefully stated our boundary value problem and indicated how it is used to construct initial data for the constraints, we outline the structure of the rest of the paper.

Outline of the paper. The remainder of the paper is organized as follows. In section 2, we introduce some basic notation and terminology in order to allow us to give a fairly complete overview of the main results in section 3. We then develop some further notation and some basic supporting results in section 4. The critical barrier (sub- and supersolution) constructions needed for our main results are then given in section 5. The Schauder-based fixed-point framework is outlined in section 6, followed by a proof of our main far-from-CMC result. A separate near-CMC result is then given in section 7, based on the implicit function theorem rather than a fixed-point argument. Some supporting results we need that supplement existing literature on this problem are given in appendix.
2. Asymptotically Euclidean manifolds and harmonic functions

In this section, we introduce some basic notation and terminology in order to give an overview of the main results in section 3. We will develop some further notation and some basic supporting results in section 4 before giving the proofs of the main results in sections 5–7.

Asymptotically Euclidean manifolds. An n-dimensional, asymptotically Euclidean manifold \((\mathcal{M}, g)\) is a non-compact Riemannian manifold, possibly containing a boundary, that can be decomposed into a compact set \(K\) and a finite number of ends \(E_1, \ldots, E_k\). Each \(E_j\) is diffeomorphic to the exterior of a ball in \(\mathbb{R}^n\), and on each end the metric \(g\) tends toward the metric \(g_E\).

To formalize this definition, we recall the definition of the weighted Sobolev space \(W_0^{k,p}(\mathcal{M})\) of scalar functions. (See [1] for an in depth discussion.) For \(k \in \mathbb{N}\), \(p \geq 1\), a given function \(u \in W_0^{k,p}(\mathcal{M})\) if
\[
\| u \|_{W_0^{k,p}} = \sum_{|\alpha| \leq k} \| r^{-\frac{n}{2} + \frac{|\alpha|}{p}} \partial^\alpha u \|_{L^p} < \infty.
\]

In the above norm, partial derivatives are taken with respective to a point \(x\) on each end \(E_j\) and integration are with respect to the boundary metric induced by \(g_E\).

Asymptotically Euclidean manifolds

We say that \(g\) tends towards \(g_E\) and is \(W_0^{k,p}\)-asymptotically Euclidean if, for some \(\delta < 0\),
\[
g - g_E \in W_0^{\delta,p}.
\]

We note that if \(g - A_j^N \to g_E \in W_0^{k,p}(E_j)\) for each \(E_j\), \(g\) is also \(W_0^{k,p}\)-asymptotically Euclidean given that it will satisfy (2.2) with an appropriate change of coordinates (see [7]).

Using these weighted spaces, we define an asymptotically Euclidean data set. As in [7], we say the data set \((\mathcal{M}, g, K, \rho, J)\) is asymptotically Euclidean if for some \(\delta < 0\),
\[
g - g_E \in W_0^{k,p}, \quad K \in W_0^{k-1,p}, \quad \text{and } \rho, J \in W_0^{k-2,p}.
\]

In the event that \((\mathcal{M}, g)\) has a boundary \(\Sigma\), we consider the Sobolev spaces \(W^{k,p}(\Sigma)\) for \(k \in \mathbb{N}\) and \(p > 1\). These Banach spaces consist of the set of all functions \(u\) such that
\[
\| u \|_{W^{k,p}(\Sigma)} = \sum_{|\alpha| \leq k} \| \nabla^\alpha u \|_{L^p(\Sigma)} < \infty.
\]

where the connection \(\nabla\) and integration are with respect to the boundary metric induced by \(g\). This definition can be extended to obtain the fractional order Sobolev spaces \(W^{s,p}(\Sigma)\) with
Asymptotic limits and harmonic functions. We will seek solutions \((\phi, W)\) to the conformal equations where \(\phi\) has fairly general asymptotic behavior. The following framework for representing this behavior is a generalization of the approach developed in [7], suitable for our needs here.

Given constants \(A_1, \ldots, A_k\), we seek solutions such that \(\phi \to A_i\) on each end \(E_i\). Let \(H\) denote the space of smooth, harmonic functions with zero Neumann boundary conditions on \(\Sigma\). By proposition A.3, there exists a unique \(\omega \in H\) such that \(\omega \to A_i\) on \(E_i\). Therefore \(H \cong \mathbb{R}^k\) and if \(\gamma < 0\), \(\phi - \omega \in W_\gamma^{2,p}\) implies that \(\phi \to A_i\) on each end. So \(\omega\) encodes the asymptotic behavior of \(\phi\).

Because we can represent the asymptotic behavior of our solution \(\phi\) by an element in \(\omega \in H\), we will seek solutions of the form \(\phi \omega = u\), where \(u \in W_\gamma^{2,p}\). Therefore we define the space

\[
H + W_\delta^{k,p} = \left\{ \omega + u \mid \omega \in H, \ u \in W_\delta^{k,p} \right\}.
\]

If \(C^0\) denotes the space of continuous functions on \(M\), we note that if \(k > n/p\) there exists a compact embedding

\[
H + W_\delta^{k,p} \hookrightarrow C^0, \tag{2.4}
\]

given that \(\mathbb{R}^k \oplus W_\delta^{k,p} \hookrightarrow \mathbb{R}^k \oplus C^0\) compactly and \(H + C^0 \subset C^0\).

We will also need a way to compare the asymptotic limits of two functions \(f, g\). We say \(f\) is asymptotically bounded below by \(g\) if

\[
\lim_{|x| \to \infty} f \geq \lim_{|x| \to \infty} g \quad \text{on each } E_i,
\]

and \(f\) is asymptotically bounded above by \(g\) if \(g\) is asymptotically bounded below by \(f\). Finally, given \(g \leq h\) we say that \(f\) is asymptotically bounded by \(g\) and \(h\) if \(f\) is asymptotically bounded below by \(g\) and asymptotically bounded above by \(h\).

Yamabe invariant on asymptotically Euclidean manifolds with boundary. To finish the discussion of notation needed for stating our main results, let us recall the definition of the Yamabe invariant on asymptotically Euclidean manifolds \(M\) with boundary \(\Sigma\). Define the following functional for compactly supported functions \(f \in C^\infty_c\):

\[
Q_\delta(f) = \frac{\int_M \left| \nabla f \right|^2 + c_n R f^2 \, dV + \int_{\Sigma} d_s H f^2 \, dA}{\|f\|^2_{L_\infty}}. \tag{2.5}
\]

Then as in [12], the Yamabe invariant on \(M\) is

\[
\mathcal{Y}_\delta = \inf_{f \in C^\infty_c(M), f \neq 0} Q_\delta(f). \tag{2.6}
\]

3. Overview of the main results

The main results for this paper concern the existence of far-from-CMC and near-CMC solutions to the conformal formulation of the Einstein constraint equations on an asymptotically Euclidean, \(n\)-dimensional manifold \(M\) with compact boundary \(\Sigma\). We assume that the boundary consists of \(m\) distinct components.
\[ \Sigma = \bigcup_i^{\infty} \Sigma_i, \quad \Sigma_i \cup \Sigma_j = \emptyset. \] (3.1)

Here, each component \( \Sigma_i \) represents a marginally trapped surface, and \( \mathcal{M} \) is an embedded submanifold of some manifold \( \mathcal{N} \). We view \( \mathcal{M} \) as the result of excising trapped regions \( C_i \) with boundary \( \Sigma_i \) from \( \mathcal{N} \). Therefore, the following theorems provide conditions under which we may obtain solutions to the Einstein constraints outside of the singular trapped regions \( C_i \) with minimal assumptions on the mean curvature \( \tau \).

Our first theorem is a far-from-CMC result in that it places no restrictions on the mean curvature function \( \tau \). However, to compensate for this assumption we require smallness assumptions on the other data.

**Theorem 3.1. (Far-from-CMC)** Suppose that \((\mathcal{M}, g)\) is asymptotically Euclidean of class \( W^{2,p}_\gamma \) with \( p > n \) and \( 2 - n < \gamma < 0 \). Assume that \( 2 - n < \delta < \gamma / 2 \), and the data satisfies:

- \( g \in \mathcal{Y}^+ \),
- \( \tau \in W^{1,p}_\delta \),
- \( \sigma \in W^{1,2p}_\delta \) with \( \| \sigma \|_{L^{2p}_\delta} \) sufficiently small,
- \( \rho \in L^{\infty}_\gamma \) with \( \| \rho \|_{L^{\infty}_\gamma} \) sufficiently small,
- \( J \in L^{2p}_\delta \) with \( \| J \|_{L^{2p}_\delta} \) sufficiently small,
- \( \theta_\nu \in W^{1,\frac{2p}{p-1}}(\Sigma), \theta_\nu < 0 \),
- \( V \in W^{1,p}_2, V_{12} = \left( ((n-1)\tau + |\theta_{\perp}|/2)\psi^N - \sigma(\nu, \nu) \right)\nu. \)
- \( ((n-1)\tau + |\theta_{\perp}|/2) > 0 \) and \( \| (n-1)\tau + |\theta_{\perp}|/2 \|^N_{L^{\frac{2p}{p-1}}(\Sigma)} \) sufficiently small.

Then on each end \( E_i \), there exists an interval \( J_i \subset (0, \infty) \) such that if \( A_i \in E_i \) are freely specified constants and \( \omega \) is the associated harmonic function, there exists a solution \((\phi, W)\) to the conformal equations with boundary conditions (1.6) and (1.8) such that \( \phi - \omega \in W^{2,p}_\gamma \) and \( W \in W^{2,p}_\gamma \). Moreover, the function \( \psi \) can be chosen so that \((\phi, W)\) satisfies the marginally trapped surface boundary conditions.

**Proof.** The proof is given in section 6. \( \square \)

The following theorem complements theorem 3.1 by showing that smallness assumptions on \( \tau \) replace the need for smallness assumptions on \( \sigma \) and \( \rho \). Given that the proof relies on the implicit function theorem, solutions will be unique in this case.

**Theorem 3.2. (Near-CMC with \( g \in \mathcal{Y}^+ \))** Suppose that \((\mathcal{M}, g)\) is asymptotically Euclidean of class \( W^{2,p}_\gamma \) with \( p > n \) and \( 2 - n < \gamma < 0 \). Assume that \( 2 - n < \delta < \gamma / 2 \), and the data satisfies:

- \( g \in \mathcal{Y}^+ \),
- \( \| \tau \|_{W^{1,2}_\gamma} \) is sufficiently small, and \( \tau \geq 0 \) on \( \Sigma \),
- \( \sigma \in W^{1,2p}_\gamma \),
- \( \rho \in L^{p}_\gamma \),
- \( \| J \|_{L^{p}_\gamma} \) is sufficiently small,
- \( \theta_\nu = 0 \),
- \( V \in W^{1,p}_2, V_{12} = \left( ((n-1)\tau)\psi^N - \sigma(\nu, \nu) \right)\nu. \)

Then if \( A_i \in (0, \infty) \) are freely specified constants on each end \( E_i \), and \( \omega \) is the associated harmonic function, there exists a unique solution \((\phi, W)\) to the conformal equations with marginally trapped surface boundary conditions such that \( \phi - \omega \in W^{2,p}_\gamma \) and \( W \in W^{2,p}_\gamma \).
Proof. The proof follows from corollary 7.3 given in section 7.

Our final theorem states that we may replace the assumption that \( R \) and \( H \) are bounded from below in terms of \( \tau \) and \( |\theta|_1 \) with the assumption that \( R \) and \( H \) are bounded from below in terms of \( \tau \) and \( \theta - \| \theta \| \). In this case smallness assumptions are imposed on \( \| \nabla \tau \|_{L^2} \), and \( (2(n - 1)\tau + |\theta|_1) \) on \( \Sigma \).

**Theorem 3.3.** (Near-CMC with bounded \( R \) and \( H \)) Suppose that \( (\mathcal{M}, g) \) is asymptotically Euclidean of class \( W^{2,p}_g \) with \( p > n \) and \( 2 - n < \gamma < 0 \). Assume that \( 2 - n < \delta < \gamma /2 \), and the data satisfies:

- \( \| \nabla \tau \|_{L^2} \) is sufficiently small,
- \( \sigma \in W^{1,2}_\gamma \),
- \( \rho \in L^{p-2}_\gamma \),
- \( J \in L^{p-2}_\gamma \),
- \( \theta_\pm \in W^{1,2-p}_\gamma (\Sigma), \theta_\pm < 0 \),
- \( V \in W^{1,2}_\gamma \), \( \nabla V = \left( (n-1)\tau + |\theta_\pm|/2 \right) \psi^N - \sigma(\nu, \nu) \nu \),
- \( (2(n - 1)\tau + |\theta|_1) > 0 \) is sufficiently small on \( \Sigma \).

Let \( A_i \in [1, \infty) \) be freely specified constants on each end \( E_i \) and let \( \omega \) be the associated harmonic function. Then if

- \(-c_n R \leq b_n \tau^2 \) on \( \{ x \in \mathcal{M}: R(x) < 0 \} \),
- \(-H \leq (\tau + |\theta|_1/(n - 1)) \) on \( \{ x \in \Sigma: H(x) < 0 \} \),

there exists a solution \( \phi \in W^{2,p}_\gamma \) to the conformal equations with boundary conditions (1.6) and (1.8) such that \( \phi - \omega \in W^{2,p}_\gamma \) and \( \psi \in W^{2,p}_\delta \). Moreover, the function \( \psi \) can be chosen so that \( (\phi, \psi) \) satisfies the marginally trapped surface boundary conditions.

Proof. The proof is given in section 6.

**Remark 3.4.** The conditions that \(-c_n R \leq b_n \tau^2 \) on \( \{ x \in \mathcal{M}: R(x) < 0 \} \) and \( \| \tau + |\theta|_1/(n - 1) \|_{L^{p-2}_\gamma} \) be sufficiently small place restrictions on the metric \( g \). Namely, this method might not be applicable for metrics \( g \) which have large, negative scalar curvature. Similarly, the condition that \(-H \leq (\tau + |\theta|_1/(n - 1)) \) on \( \{ x \in \Sigma: H(x) < 0 \} \) imposes conditions on the boundary. It is possible that these boundedness conditions on \( R \) and \( H \) relate to the positive Yamabe condition, however this relationship is not well understood (see [2]).

**Remark 3.5.** In theorems 3.1 and 3.3 we assume the existence of a vector field \( V \in W^{1,p}_\gamma \) which satisfies

\[
V_\Sigma = \left( (n-1)\tau + |\theta|_1/2 \right) \psi^N - \sigma(\nu, \nu) \nu.
\]

In the proof of proposition 7.1 we explicitly construct a vector field satisfying these assumptions.

Theorem 3.2 follows from a variation of the implicit function theorem argument developed in [2], where one perturbs \( \tau \) and \( J \) from zero to obtain a small neighborhood of solutions about a known solution to the decoupled conformal equations. The proofs of theorems 3.1 and 3.3 follow from a variation of the Schauder fixed point argument developed in [8, 9] for compact manifolds. This approach was adapted to asymptotically Euclidean manifolds in [7], and we use a variation of that argument. We briefly outline this method of proof below.
For a fixed $W$, we let $\mathcal{N}(\phi, W)$ denote the Lichnerowicz operator on the left of (1.4) with boundary operator on the left of (1.6). In this notation, a solution to the coupled system (1.9) satisfies $\mathcal{N}(\phi, S(\phi)) = 0$, where $S(\phi)$ denotes the solution to the momentum constraint (1.5) with boundary conditions (1.7) for a given $\phi$.

A rough outline of the Schauder fixed point argument is as follows. If $C^0(\Sigma)$ denotes the spaces of positive, continuous functions, for a given $\phi \in C^0(\Sigma)$ and $\psi \in W^{2,\rho}(\Sigma)$ let $W = S(\phi)$ denote the momentum constraint solution map with boundary condition (1.7) and (1.8). Similarly, for a given $W \in W^{2,\rho}$ and sub-and supersolutions $\phi_\leq \leq \phi_\geq$, theorems appendices A.7 and A.8 in appendix imply that for a given $\omega \in C^0$ which is asymptotically bounded by $\phi_\leq$ and $\phi_\geq$, there exists a unique solution to $\mathcal{N}(\phi, W) = 0$ such that $\|\omega\|_{W^{2,\rho}}$.

Therefore we let $\mathcal{G}(\phi) = i(T(S(\phi)))$. (3.2)

A solution to the coupled system with the specified boundary conditions will be a fixed point of this map. In order to apply the Schauder fixed point argument in [9], we must show that this map is compact and invariant on a certain subset of $C^0(\Sigma)$.

The primary difficulty in applying this fixed point argument is in constructing the closed, bounded, and convex subset of $C^0(\Sigma)$ on which the map $\mathcal{G}(\phi)$ is invariant. The construction of this set requires global sub- and supersolutions $\phi_\leq$ and $\phi_\geq$ of the Hamiltonian constraint, and once these are obtained the process is fairly straightforward. See [7, 9, 14]. In section 5, we will construct global sub-and super-solutions for the Hamiltonian constraint and in section 6 we use this framework to prove theorems 3.1 and 3.3. Then in section 7 we use the implicit function theorem to obtain the near-CMC results in theorem 3.2.

4. Properties of linear operators on weighted Sobolev spaces

Using the definition of Yamabe invariant given in (2.5), we compile some useful facts from [12] about the operators

$$ P_1 = (-\Delta + c_n R, \partial_\nu + d_n H) \quad \text{and} \quad P_2 = (-\Delta_L, B), $$

where $BW = LW(\nu, \cdot)$. In the following proposition, we summarize the properties of both $P_1$ and $P_2$. We write $L^p_{\nu-2} \times W^{1,\frac{4}{n}}$ to indicate $L^p_{\nu-2}(\mathcal{M}) \times W^{1,\frac{4}{n}}(\Sigma)$ in the case of $P_1$ and $L^p_{\nu-2}(T\mathcal{M}) \times W^{1,\frac{4}{n}}(T\Sigma)$ in the case of $P_2$.

**Proposition 4.1.** Suppose $(\mathcal{M}, g)$ is asymptotically Euclidean of class $W^{k,\rho}$ with $k \geq 2$, $k > n/\rho$, and $2 - n < \delta < 0$. Then $P_1: W^{2,\rho} \to L^p_{\nu-2} \times W^{1,\frac{4}{n}}$ is Fredholm with index zero. Moreover, if $\|\nabla g\| > 0$, then $P_1$ is an isomorphism and if $p > n$ or $\mathcal{M}$ possesses no conformal Killing fields, then $P_2$ is an isomorphism. Finally, if $P_1$ is an isomorphism and $P_1 v = (f, g) \in L^p_{\nu-2} \times W^{1,\frac{4}{n}}$, then there exists $C > 0$ such that the following estimate is satisfied:

$$ \|v\|_{W^{2,\rho}} \leq C \left( \|f\|_{L^p_{\nu-2}} + \|g\|_{W^{1,\frac{4}{n}}} \right). \quad (4.1) $$

**Proof.** See propositions 1, 3, 6 and theorem 3 in [12].
With proposition 4.1 in hand, we can now prove the following important estimate in the case when \( k = 2 \). This result is based on a similar estimate in [6].

**Proposition 4.2.** Suppose \((M, g)\) is asymptotically Euclidean of class \( W^{2-p} \), with \( n < p \), and let \( r \) be the function defined in (2.1). Then for a given \( \phi \in L^\infty \), if \( \phi \in W^{2,p} \) is solves the momentum constraint (1.5) with boundary conditions (1.7), where \( 2 - n \leq \delta < 0 \), there exists \( C > 0 \) such that the following estimate holds:

\[
\| L^p \|_{\infty} \leq C r^\delta \left( \| \nabla r \|_{L^p} \| \phi \|_{L^\infty}^{\gamma} + \| J \|_{L^p} + \| V \|_{W^{1, p}(\partial \Sigma)} \right). \tag{4.2}
\]

**Proof.** By proposition 4.1 we have

\[
\| W \|_{W^{2,p}} \leq C \left( \| \nabla \phi \|_{L^p} + \| J \|_{L^p} + \| V \|_{W^{1, p}(\partial \Sigma)} \right) \tag{4.3}
\]

The continuous embedding \( W^{2,p} \hookrightarrow C^{0} \) implies that

\[
\| L^p \|_{C^{0}} \leq C \| L^p \|_{W^{2,p}} \leq C \| W \|_{W^{2,p}},
\]

and combining this with estimate (4.3) we have

\[
\| L^p \|_{C^{0}} \leq C \left( \| \phi \|_{L^\infty}^{\gamma} \| \nabla r \|_{L^p} + \| J \|_{L^p} + \| V \|_{W^{1, p}(\partial \Sigma)} \right). \tag{4.4}
\]

The above estimate and the definition of the \( C^{0} \) norm imply the result. \( \square \)

Propositions 4.1 and 4.2 will be essential in determining our global barriers. In particular, proposition 4.2 is our primary tool to control the point-wise values of the solution of the momentum constraint \( \phi = \mathcal{W}(\phi) \) in terms of \( \phi \). This will be vital when we construct our global supersolution in the next section.

### 5. Barriers for the Hamiltonian constraint

A critical component of fixed-point arguments for nonlinear elliptic equations are the development of *a priori* estimates, and/or sub- and supersolutions. These so-called barriers are an essential component for building the \( \mathcal{G} \)-invariant set necessary for our fixed point argument, where we recall that \( \mathcal{G} \) is the nonlinear fixed point operator defined in (3.2). Therefore, in this section we will develop several global sub-and supersolution constructions for the Hamiltonian constraint equation (1.4).

If \( \gamma \) is the trace operator associated with \( \Sigma \), we define the operators

\[
A_{\gamma}(\phi) = \begin{pmatrix}
-\Delta \phi + c_{n} a_{R} \phi \\
\gamma \left( \partial_{\nu} \phi \right) + d_{n} H (\gamma \phi)
\end{pmatrix},
\]

\[
F(\phi, W) = \begin{pmatrix}
b_{n} \epsilon^{2} \phi^{N-1} - c_{n} \| \sigma + \mathcal{W} \|_{L^p} \phi^{N-1} - c_{n} \rho \phi^{-q} \\
d_{n} \gamma^{2} - \frac{d_{n}}{n-1} \theta_{\nu} - \frac{d_{n}}{n-1} \Xi (\nu, \nu) (\gamma(\phi))^{-\frac{q}{2}}
\end{pmatrix}.
\]

The Hamiltonian constraint with boundary conditions (1.6) and (1.8) can be written succinctly as
Using this notation, we recall that for a given vector field \( W \), if the functions \( \phi_- \) and \( \phi_+ \) satisfy
\[
\mathcal{N}(\phi_-, W) \leq 0 \quad \text{and} \quad \mathcal{N}(\phi_+, W) \geq 0,
\]
then \( \phi_- \) is called a subsolution and \( \phi_+ \) is a supersolution.

As in [9], to obtain a fixed point of the coupled conformal equations we require a slightly more restrictive class of sub- and supersolutions. If \( W = W(\phi) \) denotes the solution of the momentum constraint for a given \( \phi \) and
\[
\mathcal{N}(\phi, W(\phi)) \leq 0 \quad \text{for all} \quad \phi \geq \phi_-,
\]
then \( \phi_- \) is called a global subsolution. Similarly, \( \phi_+ \) is a global supersolution if
\[
\mathcal{N}(\phi_+, W(\phi)) \geq 0 \quad \text{for all} \quad \phi \leq \phi_+.
\]

In the following discussion we will require that when the vector field \( W \in W^p_2 \) is given by the solution of the momentum constraint equation (1.5) with the source term \( \phi \in L^\infty \),
\[
|\mathcal{L}W|^2 \leq r^{2\delta-2} \left( k_1 \| \phi \|^{2N}_{\infty} + k_2 \right), \tag{5.2}
\]
with some positive constants \( k_1 \) and \( k_2 \). The following proposition justifies this bound.

**Proposition 5.1.** Let the assumptions of proposition 4.2 hold with \( p \in (n, \frac{2n+1}{2}) \), \( \alpha > n \), and \( s \in (1 + \frac{\alpha-1}{p} - \frac{\alpha-1}{q}, 1 + \frac{\alpha-1}{p}) \). Suppose that \( W \) satisfies the momentum constraint (1.5) with boundary conditions (1.7) and (1.8), where \( V(\nu) = ((n-1)\tau + |\theta_-|/2)\psi^N \). Then \( W \) satisfies the bound (5.2) with
\[
k_1 = 2C_1^2 \| \nabla \tau \|^{2N}_{L^{p,2}},
\]
\[
k_2 = 2C_2^2 \left( \| J \|_{L^{p,2}} + \| \sigma(\nu, \nu) \|_{L^{p,2}} \right)^2.
\]

**Proof.** Proposition 4.2 implies that
\[
|\mathcal{L}W|^2 \leq C^2 r^{2\delta-2} \left( \| \phi \|^{2N}_{\infty} \| \nabla \tau \|_{L^{p,2}} + \| J \|_{L^{p,2}} + \| V \|_{L^{p,2}} \right)^2. \tag{5.4}
\]
If \( V(\nu) = ((n-1)\tau + |\theta_-|/2)\psi^N - \sigma(\nu, \nu) \) as in theorem 3.1, then \( V|_{\Sigma} = X + Y \), where \( X(\nu) = V(\nu) \) and \( Y(\nu) = 0 \). In practice, we will assume that \( Y = 0 \) (see proposition 7.1), and we have that
\[
\| V \|_{L^{p,2}} \leq C \left( \| (n-1)\tau + |\theta_-|/2\psi^N \|_{L^{p,2}} + \| \sigma(\nu, \nu) \|_{L^{p,2}} \right). \tag{5.5}
\]
We now apply lemma (A.21) from [9] with \( \sigma = 1 - \frac{1}{p}, \quad p = q \), and \( s \in (1 + \frac{\alpha-1}{p} - \frac{\alpha-1}{q}, 1 + \frac{\alpha-1}{p}) \). This gives us that
\[
\| (n-1)\tau + |\theta_-|/2\psi^N \|_{L^{p,2}} \leq C \left( \| (n-1)\tau + |\theta_-|/2\psi^N \|_{L^{p,2}} \right). \tag{5.5}
\]
The embedding $W^{1,p}(\Sigma) \hookrightarrow L^\infty(\Sigma)$ implies that
\[
\| (n - 1)\tau + |\theta_-|/2 \psi^N \|_{-1p,\Sigma} \leq C \| (n - 1)\tau + |\theta_-|/2 \psi \|_{-1p,\Sigma}^N - 1 \psi \|_{-1p,\Sigma},
\]
which combined with (5.4) implies the result. □

In the following discussion, we let $\omega \in H$ be such that $\omega \to A_j > 0$ on each end $E_j$. Additionally, given any scalar function $u \in L^\infty$, we use the notation $u^\wedge := \text{ess sup } u$, $u^\vee := \text{ess inf } u$.

We are now ready to construct our global barriers. The following theorem provides conditions under which we can construct a global supersolution for $N$ given that $W$ satisfies the boundary conditions (1.7) and (1.8). For this particular construction, if we want to freely specify $\psi \in W_{1^+}^1(\Sigma)$ we are required to assume that $(2(n - 1)\tau + |\theta_-|)$ is sufficiently small on $\Sigma$.

**Theorem 5.2 (Far-from-CMC global supersolution).** Suppose that $(M, g)$ is asymptotically Euclidean of class $W^{1,0}_\gamma$, with $n < p$ and $\gamma \in (2 - n, 0)$, and that $2 - n < \delta < \gamma/2$. Additionally assume that $\mathcal{H}_0 > 0$, $\tau \in W^{1,0}_\delta$, and that $\sigma \in L^\infty_{\delta-1} \cap W^{1,2\delta}_{\delta-1}$, $J \in L^\infty_{\delta-2}$ and $\rho \in L^\infty_{\delta-2}$ are sufficiently small. Also assume that for $0 < \psi \in W^{2,p}_\delta$, $(2(n - 1)\tau + |\theta_-|)\psi^N > 0$ is sufficiently small on $\Sigma$. Then there exists a global supersolution $\phi_\beta > 0$ to the Hamiltonian constraint with boundary condition (1.6) and (1.8) such that $\phi_\beta > \beta_0 \in W^{1,0}_2$ for some $\beta > 0$ sufficiently small.

**Proof.** Let $A \in L^{p-2}_{\delta-2}$ be a positive function that agrees with $r^{p-2}$ outside of a compact set and let $\lambda \in W^{1,0}_{-\frac{1}{2}}$ be a positive function on $\Sigma$. Then by proposition 4.1 and proposition 3.2 in [7] there exists solution $u \in W^{1,0}_2$ solving
\[
\begin{align*}
-\Delta u + c_n Ru &= \lambda - c_n\omega R, \\
d_uu + d_n Hu &= \lambda - d_n\omega H.
\end{align*}
\] (5.6)

Let $\phi_\epsilon = \beta(u + \omega)$, where $\beta > 0$ will be determined. By the maximum principles appendices A.1 and A.2 we have that $\phi_\epsilon > 0$. We recall from proposition 5.1 that we may bound $a_{\gamma W}$ in terms of the source function $\phi$. Using this bound and the fact that $a_{\gamma W} = c_n\lambda + L|W|^2 \leq 2|\sigma|^2 + 2|L|W|^2$, we obtain the bound
\[
a_{\gamma} \leq r^{2\delta-2} \left( K_1 \| \phi \|_{\infty}^N + K_2 \right),
\] (5.7)

where
\[
K_1 = C_1 k_1 \quad \text{and} \quad K_2 = 2r^{2-2\delta}(\sigma^2)^\wedge + C_2 k_2,
\]
and $k_1$ and $k_2$ are the same constants in (5.3). We let $W(\phi)$ denote a solution to the momentum constraint for a given $\phi < \phi_\epsilon$ and define $k_3 = \sup \phi_\epsilon^{-2N}$. Applying the Hamiltonian constraint (5.1) to $\phi_\epsilon$ and using the fact that $S(\nu, \nu) = ((n - 1)\tau + |\theta_-|/2)\psi^N$, we obtain
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As in theorem 4.1 in [7], the decay rate on $\Lambda$ ensures that we can choose $\beta$ sufficiently small so that

$$\frac{\beta \Lambda}{2} - r^{2\delta-2} K_1 k_3 \beta^{N-1} (u + \omega)^{N-1} > 0.$$ 

The smallness assumptions on $\sigma, \rho, J$ on $\mathcal{M}$ and the smallness assumptions on $(2(n-1)\tau + |\theta_{\Sigma}|)u^N$ on $\Sigma$ imply that we can ensure that the first equation in the above array is nonnegative. For this fixed $\beta$, we observe that

$$\beta \lambda + \left( d_n \tau - \frac{d_n \theta}{n-1} \right) \phi_{+}^x > 0.$$ 

Therefore the smallness assumption on $(2(n-1)\tau + |\theta_{\Sigma}|)u^N$ implies that the boundary equation can be made nonnegative as well. Therefore, $\phi_+ = \beta (u + \omega)$ will be a global supersolution of the Hamiltonian constraint with boundary condition (1.6) and (1.8) provided that $\beta > 0$ is sufficiently small and our data $\sigma, \rho, J$ is sufficiently small. The significance of this result is that the supersolution acts as an a priori upper bound for the fixed point solution $\phi$, and therefore $\phi \leq \phi_+ = \psi$. This implies that the resulting fixed point $\phi$ will satisfy the marginally trapped surface conditions, which is why we refer to the following supersolution construction as a marginally trapped surface supersolution.

**Theorem 5.3 (Marginally trapped surface supersolution for $r \in \mathcal{Y}^+$.)** Let the assumptions of theorem 5.2 hold with the exception of the smallness assumption on $(2(n-1)\tau + |\theta_{\Sigma}|)u^N$, and let $u$ satisfy equation (5.6). Then there exists a $\beta > 0$ such that if $\phi_+ = \beta (u + \omega)$ and $\psi = \beta (u + \omega)$ on $\Sigma$, $\phi_+$ will be a global supersolution to the Hamiltonian constraint with boundary condition (1.6) and (1.8) that also imposes the marginally trapped surface condition.

**Proof.** As in the proof of theorem 5.2, we let $a_w = c_w |\sigma + L W|^2 \leq 2 |\sigma|^2 + 2 |L W|^2$ and apply the estimate (5.7), where the constants $k_1$, $k_2$, $K_1$ and $K_2$ are the same as in the previous proof. We apply the Hamiltonian constraint (5.1) to $\phi_+$ and use the fact that
\[ S(\nu, \nu) = (n - 1) \tau + |\theta_-|/2 \phi_+^{N/2} \] to obtain
\[
\mathcal{N}(\phi_+, W(\phi)) = \begin{pmatrix}
-\Delta \phi_+ + c_n R \phi_+ + b_n \tau^2 \phi_+^{N-1} - a_n \phi_+^{N-1} - c_n \rho \phi_+^{-N/2} \\
\frac{\partial_n \phi_+ + \partial_n H \phi_+}{n-1} - \frac{\partial_n}{n-1} ((n-1) \tau + |\theta_-|/2) \phi_+^{N/2}
\end{pmatrix}
\]
\[
\beta \Lambda + \beta^{N-1} b_n \tau^2 (u + \omega)^{N-1} - r^{2\delta-2} (K_1(\phi^N) + K_2) \phi_+^{N-1} - c_n \rho \phi_+^{-N/2}
\]
\[
\beta \Lambda + \left( \frac{d_n}{2(n-1)} |\theta_-| \right) \phi_+^{N/2}
\]
We now observe that
\[
k_2 \leq 4C^2 \left( \|\tau\|_{L^\infty}, \|\sigma(\nu, \nu)\|_{L^{1-p}} \right)^2 + 4C \left( \|n-1 \tau + |\theta_-|/2\|_{L^\infty}, \|\rho\|_{L^\infty}, \|\psi\|_{L^\infty} \right)^2
\]
\[
= C_1(\sigma, J) + \beta^{2N} C_2(\tau, \theta_-, u),
\]
and we have that
\[
K_2 \leq 2r^{2-2\delta} (\sigma^2) + C_1(\sigma, J) + \beta^{2N} C_2(\tau, \theta_-, u) = C_3(\sigma, J) + \beta^{2N} C_2(\tau, \theta_-, u).
\]
If \( k_3 \) is as in the proof of theorem 5.2 and if we choose \( \beta > 0 \) sufficiently small so that
\[
\frac{\beta \Lambda}{2} - \left( k_3 K_1(u + \omega)^{-N-1} + C_2(\tau, \theta_-, u) \right) \rho^{N-1} r^{2\delta-2} > 0 \text{ on } \mathcal{M},
\]
then we can ensure \( \phi_+ \) will be a super-solution by imposing smallness assumptions on \( \sigma, \rho \) and \( J \) as in the proof of theorem 5.2. Given that the second equation is positive for any choice of \( \beta > 0 \), \( \phi_+ = \beta (u + \omega) \) will be a global super-solution of the Hamiltonian constraint with boundary condition (1.6) for \( \beta > 0 \) sufficiently small and conformal data satisfying the assumptions of the theorem.

The following lemma provides us with a method of constructing a global supersolution in the event that \( g \) is not in the positive Yamabe class. However, we require that the scalar curvature \( R \) and boundary mean curvature \( H \) be bounded by functions of \( \tau \) and \( \theta_- \) on the sets where they are negative.

**Lemma 5.4.** Suppose that \( (\mathcal{M}, g) \) is asymptotically Euclidean of class \( W^{2,p}_\gamma \) with \( p > n \) and \( \gamma \in (2 - n, 0) \). Assume that \( 2 - n < \delta < \gamma/2 \) and that \( \tau \in W^{1,p}_\delta \), \( \rho \in L^{p-2}_\delta, \sigma \in W^{1-2\delta}_1, J \in L^p_\delta, \theta_- \in W^{1-\delta}_{-1,p}(\Sigma), \) and \( (2(n-1) \tau + |\theta_-|) > 0 \) on \( \Sigma \). Additionally assume that
- \( -c_n R \leq b_n \tau^2 \) on \( \{ x \in \mathcal{M}; R(x) < 0 \} \),
- \( -H \leq (\tau + |\theta_-|/(n-1)) \) on \( \{ x \in \Sigma; H(x) < 0 \} \),

and that \( A \in L^p_{\gamma-2} \) is nonnegative. Then for \( \omega \in H \) with asymptotic limits \( A_i \in [1, \infty) \), there exists a solution \( \phi_A \) to the equation
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\[-\Delta \phi_A = c_n A \phi_A^{N-1} + c_n \rho \phi_A^{-N}, \]
\[\partial_a \phi_A = \frac{d_n}{n-1} A \phi_A^{-\frac{2}{n-1}}, \] (5.9)
such that \( \phi_A - \omega \in W^{2,p}_T \). If \( \mathcal{W}_p \) denotes the solution to the momentum constraint for \( \phi \leq \phi_A, A \geq |\sigma + L \mathcal{W}_p| \) on \( \mathcal{M}_t \) and \( A \geq S(\nu, \nu) = (\sigma(\nu, \nu) + L \mathcal{W}_p(\nu, \nu)) \) on \( \Sigma \), then \( \phi_A \) will be a global supersolution of the Hamiltonian constraint with boundary conditions (1.6) and (1.8).

**Proof.** We note that \( \phi = -1 \) is a subsolution to (5.9). We obtain a supersolution by letting \( \phi_\beta = \beta (u + 1) \), where \( \beta \gg 1 \) is sufficiently large and \( u \) is the solution to
\[-\Delta u = c_n A + c_n \rho u \]
\[\partial_a u = \frac{d_n}{n-1} A. \] (5.10)

The maximum principle implies that \( \phi_\beta > 0 \) and for \( \beta \gg 1 \), we have \( \phi \phi \mathcal{W}_p(\nu, \nu) \geq 0 \). We may then apply theorem A.4 to obtain a solution \( \phi \mathcal{W}_p(\nu, \nu) \geq 1 \) which tends to freely specified \( \beta \in [1, \infty) \) on each end \( E_i \). As \( \beta \) can be arbitrarily large, the asymptotic limits \( \mathcal{A}_i \) can be freely specified numbers in \( [1, \infty) \).

Now we compute \( \mathcal{N}(\phi_A, W) \) for \( \phi \leq \phi_A \), where \( W = W(\phi) \) depends on \( \phi \). We obtain
\[\mathcal{N}(\phi_A, W) = \left\{ \begin{array}{l}
-\Delta \phi_A + c_n R \phi_A + b_n \tau^2 \phi_A^{N-1} - c_n |\sigma + L \mathcal{W}_p|^2 \phi_A^{-N} - c_n \rho \phi_A^{-\frac{2}{n-1}} \\
\partial_a \phi_A + \left( d_n \tau + \frac{d_n}{n-1} |\theta| \right) \phi_A^{\frac{n}{n-1}} - \frac{d_n}{n-1} S(\nu, \nu) \phi_A^{-\frac{2}{n-1}} \\
\equiv d_n H \partial_a \phi_A + \left( d_n \tau + \frac{d_n}{n-1} |\theta| \right) \phi_A^{\frac{n}{n-1}} - \frac{d_n}{n-1} (A - S(\nu, \nu)) \phi_A^{-\frac{2}{n-1}} \right\} \geq 0,
\end{array} \]
where the last is expression is nonnegative given the assumptions on \( A \), the fact that \( \phi_A \geq 1 \), and the assumption that \(-c_n R \leq b_n \tau^2 \) and \(-H \leq (\tau + |\theta|)/(n - 1) \) on the sets where \( R \) and \( H \) are negative.

The previous lemma tells us that \( \phi_A \) will be a global supersolution to the Hamiltonian constraint with boundary conditions (1.6) provided that we can find a function \( A \) which bounds the terms in \( \mathcal{N}(\phi, W(\phi)) \) that depend on \( W(\phi) \). We construct such a function in the following theorem and show that when \( \psi = \phi_A \) the function \( \phi_A \) is a marginally trapped surface supersolution.

**Theorem 5.5 (Global supersolution for bounded \( R \) and \( H \)).** Let the assumptions of lemma 5.4 hold and suppose that \( \mathcal{V} \) satisfies the conditions of theorem 3.3. Additionally assume that \( \Sigma \) is compact. Then there exists an \( \epsilon > 0 \) such that if
\[\| \mathcal{V} \tau \|_{L^{\infty}_{\Sigma}} < \epsilon \quad \text{and} \quad \| \tau \|_{L^{\infty}_{\Sigma}} < \epsilon, \] (5.11)
and \( A = C \epsilon^{-2} \) for some constant \( C > 0 \), the solution \( \phi_A \) to (5.9) will be a global supersolution to the Hamiltonian constraint with boundary conditions (1.6) and (1.8). Moreover, if \( \phi_A = \psi \) the marginally trapped surface condition will hold.
Proof. Lemma 5.4 implies that \( \phi_\sigma = \phi_A \) will be a supersolution for \( \phi \leq \phi_A \) provided that we can choose \( A \geq \sigma + L \mathcal{W}^2(\tau) \) on \( \mathcal{M} \) and \( A \geq (\sigma(\nu, \nu) + L \mathcal{W}(\nu, \nu)) \) on \( \Sigma \). Using the estimate from proposition 5.1, we have

\[
|\sigma + L \mathcal{W}^2| \leq 2|\sigma|^2 + 2|L \mathcal{W}|^2 \leq 2|\sigma|^2 + 2r^{2\delta - 2}\left(k_1 \|\phi_A\|_{L^\infty}^N + k_2\right),
\]

where

\[
k_1 = 2C_2^2 \|\nabla \tau\|_{L^2_{\delta-2}},
\]

\[
k_2 = 2C_2^2 \left(\|J\|_{L^2_{\delta-2}} + \|\sigma(\nu, \nu)\|_{L^{\infty,p,\Sigma}} \right)
+ \left(\|\nu^{-1}\tau + |\theta_\nu|/2\|\|\psi\|_{L^{N-1}_\infty} \|\psi\|_{L^{p,\Sigma}}\right)^2.
\]

Setting \( A = Cr^{2\delta - 2} \), if we can find \( C > 0 \) so that

\[
2 \|\sigma\|_{L^2_{\delta-1}}^2 + 2\left(k_1 \|\phi_A\|_{L^\infty}^N + k_2\right) \leq C,
\]

\[
|\mathcal{S}(\nu, \nu)| \leq (2(n - 1)\tau + |\theta_\nu|)|\psi|^N \leq C \min_{x \in \Sigma} (r^{2\delta - 2}),
\]

the conditions of lemma 5.4 will be satisfied and \( \phi_A \) will be a global supersolution. For arbitrary an \( \psi \in W^{1-\delta,p}(\Sigma) \) that is independent of \( A \), we choose

\[
C > \max \left\{ 2\left(\|\sigma\|_{L^2_{\delta-1}}^2 + k_2\right), \alpha \max_{x \in \Sigma} \left(2\left((n - 1)\tau + |\theta_\nu|\right)|\psi|^N\right) \right\},
\]

where \( \alpha = 1/(\min_{x \in \Sigma}(r^{2\delta - 2})) \). Taking \( k_1 = \|\nabla \tau\|_{L^2_{\delta-2}} \) to be sufficiently small we can ensure that both inequalities in (5.12) hold.

To obtain our marginally trapped supersolution, we set \( \psi = \phi_A \). In this case we take

\[
C > 2\left(\|\sigma\|_{L^2_{\delta-1}}^2 + k_2\right),
\]

and then require that both \( \|\nabla \tau\|_{L^2_{\delta-2}} \) and \( ((n - 1)\tau + |\theta_\nu|/2\|\|\psi\|_{L^{p,\Sigma}} \) be sufficiently small to obtain the inequalities in (5.12).

The final two theorems of this section provide us with a method to construct global subsolutions \( \phi \leq \phi_\sigma \), where \( \phi_\sigma \) is any of the supersolutions constructed in theorems 5.2, 5.3, or 5.5.

**Theorem 5.6.** (Global subsolution for \( g \in \mathcal{Y}^* \)) Suppose that \( (\mathcal{M}, g) \) is asymptotically Euclidean of class \( W^{2,p}_{\delta-2} \), with \( n < p \) and \( \gamma \in (2 - n, 0) \). Additionally assume that \( \gamma \neq 0 \), \( 2 - n < \delta < \gamma/2 \), \( \tau \in \Gamma_{\delta-2}^{1-\rho} \), \( \rho \in L^{1-\rho}_{\delta-2} \), \( \sigma \in \Gamma_{\delta-2}^{1-\rho} \), \( J \in L^{1-\rho}_{\delta-2} \), \( \theta_\nu \in \Gamma_{\delta-2}^{1-\rho}(\Sigma) \), and \( ((n - 1)\tau + |\theta_\nu|/2) > 0 \) on \( \Sigma \). Then there exists a subsolution \( \phi_\sigma > 0 \) to the Hamiltonian constraint with boundary conditions (1.6) and (1.8) such that \( \phi_\sigma - \alpha \psi \in W^{2,p}_{\delta-2} \) for \( \alpha > 0 \) sufficiently small.

**Proof.** Because \( g \in \mathcal{Y}^* \), there exists \( \alpha \in W^{2,p}_{\delta-2} \) which solves

\[
-\Delta u + \left(c_n R + b_n \tau^2\right)u = -\omega \left(c_n R + b_n \tau^2\right),
\]

\[
\partial_\nu u + \left(d_n H + d_n \tau + \frac{d_n}{(n - 1)} |\theta_\nu|\right)u = -\omega \left(d_n H + d_n \tau + \frac{d_n}{(n - 1)} |\theta_\nu|\right).
\]
Set $\phi = \alpha (u + \omega)$, where $\alpha > 0$ will be determined. We observe that

$$-\Delta \phi + \left( c_n R + b_n \tau^2 \right) \phi = 0,$$

$$\partial_x \phi + \left( d_n H + d_n \tau + \frac{d_n}{(n - 1)} \partial_{\nu} \right) \phi = 0,$$

and by the maximum the principles appendices A.1 and A.2, $\phi > l > 0$ given that $\phi \to A_j > 0$ on each end.

We claim that for $\alpha$ sufficiently small, $\phi = \alpha \psi$ is a global subsolution. Suppose that $\phi \geq -\psi$. Then we have

$$\mathcal{N}(\phi, S(\phi)) = \begin{cases} b_n \left( \alpha^{N-1}(u + \alpha)^{N-1} - \alpha (u + \omega) \right) \tau^2 - c_n \left[ \alpha + LW \right] \phi_{\alpha}^{N-1} - c_n \rho \phi_{\alpha}^2 \\ \left( \alpha \tau (u + \omega)^2 - \alpha (u + \omega) \right) \left( d_n \tau + \frac{d_n}{(n - 1)} \partial_{\nu} \right) \phi_{\alpha}^{N-1} \end{cases},$$

where we have used the fact that $S(\nu, \nu) = ((n - 1) \tau + |\theta| / 2^N) \phi_{\alpha}^N > 0$. We observe that if we take $\alpha$ sufficiently small, both expressions in the above array will be nonpositive.

**Theorem 5.7.** *(Global subsolution for bounded $R$ and $H$)* Let the assumptions of lemma 5.4 hold along with additional assumption that $\phi_{\alpha} \geq -\psi$. Then there exists a solution $u$ to

$$-\Delta u + c_n R u + b_n \tau^2 u^2 = 0 \quad \text{on } \mathcal{M},$$

$$\partial_x u + d_n H u + \left( d_n \tau + \frac{d_n}{n - 1} \partial_{\nu} \right) u^2 = 0 \quad \text{on } \Sigma,$$

such that $u - \omega \in W^{2,2}$. Moreover, for any $\alpha \in (0, 1)$ the function $\phi = \alpha u$ will be a global subsolution to the Hamiltonian constraint with boundary conditions (1.6) and (1.8).

**Proof.** We observe that $u_\alpha \equiv 0$ is a subsolution of (5.13) and $u_\beta \equiv \beta \geq 1$ is a supersolution given the assumptions on $R$ and $H$. Let $\omega$ have asymptotic limits $A_i \in (0, \infty)$. By theorem A.4 we can choose $\beta$ large enough so that equation (5.13) has a solution $u$ such that $u - \omega \in W^{2,2}$. By construction, $u \geq 0$. We note that if $u(x_0) = 0$ for some $x_0 \in \mathcal{M}$, then $x_0$ will be a minimum of $u$. Both $u$ and $0$ satisfy the elliptic equation

$$-\Delta v + \left( c_n R + b_n \tau v^{N-1} \right) v = 0 \quad \text{on } \mathcal{M},$$

$$\partial_x v + \left( d_n H + \frac{d_n}{n - 1} \partial_{\nu} \right) v^{\frac{N-1}{2}} = 0 \quad \text{on } \Sigma,$$

and $u$ and the zero function will coincide up to first order at $x_0$. Alexandrov’s theorem (see [2]) implies $u \equiv 0$, which contradicts the fact that $u \to A_i > 0$ on each $E_i$. So $u > 0$ on $\mathcal{M}$.

Setting $\phi = \alpha u$ for $\alpha \in (0, 1)$, we calculate $\mathcal{N}(\phi, S(\phi))$ for $\phi \geq \phi_\alpha$:

$$\mathcal{N}(\phi, S(\phi)) = \begin{cases} -c_n \left[ \alpha + LW \right] \phi_{\alpha}^{N-1} - c_n \rho \phi_{\alpha}^2 \\ -\frac{d_n}{n - 1} S(\nu, \nu) \phi_{\alpha}^N \end{cases} \leq 0.$$

Therefore $\phi = \alpha u$ is a global subsolution to the Hamiltonian constraint. □
Given \( \omega_1 \in \mathcal{H} \) which tends to positive values on each end \( E_i \), for arbitrarily small \( \alpha > 0 \) we may obtain a positive subsolution \( \phi_{\alpha} \) such that \( \phi_{\alpha} - \alpha \omega_1 \in W^{2,p}_{\gamma} \). Similarly, given \( \omega_2 \in \mathcal{H} \) which tends to positive values on each end, for \( \beta > 0 \) sufficiently small there exists a positive supersolution \( \phi_{\beta} \) such that \( \phi_{\beta} - \beta \omega_2 \in W^{2,p}_{\delta} \). By choosing \( \alpha \ll \beta \), we can ensure that \( \omega_1 \) is asymptotically bounded by \( \beta \omega_2 \) and that \( \phi_{\beta} \leq \phi_{\alpha} \). Now that we have constructed barriers for the Hamiltonian constraint with the specified boundary conditions, we are ready to prove theorem 3.1.

### 6. Non-CMC solutions: fixed point argument

Given a set of global barriers \( \phi_{\alpha} \leq \phi_{\beta} \), which we derived in section 5, theorem 3.1 will follow by using a variation of the fixed point argument first developed in [9]. The following argument closely follows the work done in [7], where the authors extended the argument in [9] to AE manifolds with no boundary. We slightly modify this fixed point argument to include our boundary problem.

Before we prove our fixed point theorem, we first discuss the properties of the solution map of the Hamiltonian constraint with the associated marginally trapped surface boundary conditions. In particular, we show that this map is well-defined up to the asymptotic limit of the solution, and then show that it is continuous.

Let \( W \in W^{2,p}_{\delta} \) be a given vector field with \( 2 - n < \delta \leq \gamma/2 < 0 \), and let \( \phi_{\beta} \leq \phi_{\alpha} \) be sub- and supersolutions of \( \mathcal{N}(\phi, W) \). For a given \( k\)-tuple \( A_1, \ldots, A_k \) of positive, real numbers, let \( \omega \in \mathcal{H} \) be the associated harmonic function. By theorems appendices A.4 and A.5, for a given \( W \), sub- and supersolutions \( \phi_{\alpha} \) and \( \phi_{\beta} \), and \( \omega \) that is asymptotically bounded by \( \phi_{\beta} \) and \( \phi_{\alpha} \), there exists a unique solution to \( \mathcal{N}(\phi, W) = 0 \) such that \( \phi - \omega \in W^{2,p}_{\gamma} \). Therefore, for given a \( W \), \( \phi_{\beta} \leq \phi_{\alpha} \), and \( \omega \), we define \( T(W) = \phi \) to be the solution map giving this unique solution.

Given that \( T \) is used to construct our fixed point map for the Schauder theorem, we require that the \( T(W) \) be a continuous mapping. We note that \( \mathcal{G}(\phi) = i(T(S(\phi))) \), where \( i: \mathcal{H} + W^{2,p}_{\gamma} \to C^0 \) is the compact embedding (2.4) and \( S \) is the continuous solution map of the momentum constraint. Therefore the continuity of \( T \) will imply the continuity of \( \mathcal{G} \). We set \( \beta(W) = \sigma + \mathcal{L}W \) and define \( \mathcal{L}(\beta(W)) = T(W) \). Then for fixed data \( (\gamma, \tau, \rho, \theta, \ldots) \), \( \mathcal{L}(\beta) \) is the solution map of the Lichnerowicz equation with boundary conditions (1.6) for a given 2-tensor \( \beta \). That is, \( \mathcal{L}(\beta) \) gives the solution of

\[
-\Delta \phi + c_n R \phi + b_n \tau^2 \phi^{N-1} - c_n \Psi_\phi \phi^{N-1} - c_n \rho \phi^{-\frac{N}{2}} = 0 \quad \text{on } \mathcal{M},
\]

\[
\partial_\nu \phi + d_n H \phi + \left( d_n \tau - \frac{d_n}{n-1} \theta \right) \phi^{-\frac{N}{2}} - \frac{d_n}{n-1} \beta(\nu, \nu) \phi^{-\frac{N}{2}} = 0 \quad \text{on } \Sigma.
\]

To prove the continuity of \( T \) it is sufficient to prove the continuity of \( \mathcal{L} \) in \( \beta \). The proof is based on the implicit function theorem argument developed in [13].

**Proposition 6.1.** Suppose \( (\mathcal{M}, g) \) is asymptotically Euclidean of class \( W^{2,p}_{\gamma} \), with \( \gamma \in (2 - n, 0) \) and \( 2 > \frac{n}{\gamma} \). Additionally assume that \( \tau \in W^{1,p}_{r/2 - 1} \), \( \rho \in L^p_{r-2} \), \( \theta \in W^{1,1+p}(\Sigma) \), and \( \beta \in W^{1,2p}_{r/2 - 1} \). If \((n-1)\tau + |\theta|_L \geq 0 \) and \( \beta_0(\nu, \nu) \geq 0 \), then \( \mathcal{L} \) is a \( C^1 \) map from \( W^{1,2p}_{r/2 - 1} \) to \( W^{2,p}_{\gamma} \).
Proof. As in [13], we exploit the conformal covariance of the Lichnerowicz equation. Let \( \hat{g} = \phi^{N-2}g \) and \( \hat{L} \) be the solution map associated with \( \hat{g} \). By the conformal covariance of the boundary problem demonstrated in [10], we have that

\[
\hat{L}(\hat{\beta}) = \phi^{-1}L(\beta) = 1, \quad \text{where } \hat{\beta} = \phi^{-2N}\beta.
\]

Therefore it suffices to demonstrate the continuity of \( L \) in a neighborhood of \( \beta_0 \) such that \( L(\beta_0) = 1 \), and we may drop the hat notation.

Define

\[
F(\phi, \beta) = \left[ -\Delta \phi + c_n R \phi + b_n \tau^2 \phi^{N-1} - c_n |\beta|^2 \phi^{N-1} - c_n \rho \phi^{-2} + \partial_\nu \phi + d_n H \phi + \left( d_n \tau + \frac{d_n}{(n-1)} |\theta_-| \right) \frac{\phi^2}{(n-1)} - \frac{d_n}{(n-1)} \beta(\nu, \nu) \phi^{-2} \right].
\]

It is clear that \( F(\phi(\beta), \beta) = 0 \), and a standard computation shows that the Gateaux derivative is given by

\[
F'(\phi, \beta)(h, K) = \left\{ -\Delta h + \alpha_1(\phi, \beta) h - 2c_n \phi^{-N-1} \beta : K \right\},
\]

where

\[
\alpha_1(\phi, \beta) = c_n R + (N-1) b_n \tau^2 \phi^{N-2} + (N+1) c_n |\beta|^2 \phi^{N-2} + \frac{c_n N}{2} \rho \phi^{-2}.
\]

Define

\[
F'(\phi_0, \beta_0)(h, 0) = \left\{ -\Delta h + 2\left( c_n R + (N-1) b_n \tau^2 + (N+1) c_n |\beta_0|^2 + \frac{c_n N}{2} \rho \right) h \right\},
\]

and given that \( F(1, \beta_0) = 0 \),

\[
c_n R + b_n \tau^2 - c_n |\beta_0|^2 - c_n \rho = 0,
\]

\[
d_n H + \left( d_n \tau + \frac{d_n}{(n-1)} |\theta_-| \right) - \frac{d_n}{(n-1)} \beta_0(\nu, \nu) = 0.
\]
This implies that
\[ F'_{1, \beta_0}(h, 0) = \begin{cases} 
-\Delta h + \left( (N-2)b_\alpha \tau^2 + (N+2)c_\alpha \right) \beta_0 \left( \frac{N+2}{2} - c_n \rho \right) h & \\
-\frac{d_a h + \left( \frac{N-2}{2} \right) \frac{d_a}{(n-1)} \theta \right) + \left( \frac{N+2}{2} \right) \frac{d_n}{(n-1)} \beta_0 (\nu, \nu) h &
\end{cases} \]  
\tag{6.3}

The assumptions $\beta_0 (\nu, \nu) \geq 0$ and $(n-1) \tau + |\theta| \geq 0$ imply that $F'_{1, \beta_0} : W^{2, p}_f \to L^{p-2}_f$ is an isomorphism, and the implicit function theorem implies that $L$ is continuous in a neighborhood of $\beta_0$.

Now that we have established existence of global barriers and showed that $G$ is continuous, we are ready to prove theorems 3.1 and 3.2.

**Proof of theorem 3.1** Let $C^0_+ \subset C^0$ denote the set of strictly positive bounded functions on $\mathcal{M}$. If $\phi \in C^0_+$, then by proposition 4.1, the vector field $W = S(\phi) \in W^{2, p}_f$ given by the solution map of the momentum constraint with boundary conditions (1.6) is well-defined. By the remarks preceding proposition 6.1 and theorems appendices A.4 and A.5, given $W \in W^{2, p}_f$, sub-and super-solutions $\phi_+ \leq \phi_+$, and a harmonic function $\omega$ as in proposition A.3 that is asymptotically bounded by $\phi_+$, the solution map $T(W) = \phi$ is well-defined and continuous.

Let $\omega_1, \omega_2 \in \mathcal{H}$ tend to positive real numbers on each end and suppose that $\omega_2$ is asymptotically bounded above by $\omega_1$. Let $\phi_+$ be the global supersolution obtained from either theorem 5.2 or 5.3, where $\phi_+ - \beta_0 \omega_1 \in W^{2, p}_f$. Note that we use the supersolution from theorem 5.2 if we wish to solve the coupled constraints with boundary conditions (1.6) and (1.8) with arbitrary $\psi$. If we wish to obtain a solution $\phi$ satisfying the marginally trapped surface condition $\phi \leq \psi$, then we use the supersolution from theorem 5.3. Let $\phi_+ \leq \phi_+$ be the global subsolution obtained from theorem 5.6, where $\phi_+ - \alpha \omega_2 \in W^{2, p}_f$. Let $\omega \in \mathcal{H}$ be asymptotically bounded by $\phi_+ \leq \phi_+$. For this choice of sub-and supersolutions and $\omega$ we may apply theorem A.4 to obtain $\phi = T(W)$. Following the proof of theorem A.4, $\phi = \omega + \phi \in \mathcal{H} + W^{2, p}_f$. Let $i$ denote the compact inclusion $\mathcal{H} + W^{2, p}_f \hookrightarrow C^0$. A solution $(\phi, W)$ to (5.1) then corresponds to a fixed point of the mapping $\mathcal{G}(\phi) = i(T(S(\phi)))$, which is a continuous, compact mapping.

Define the bounded convex set $\mathcal{A} := \{ \phi \in C^0_+ : \phi_+ \leq \phi \leq \phi_+ \}$. By construction, $\mathcal{G}$ maps $\mathcal{A}$ to itself. Moreover, $\mathcal{A}$ is closed, bounded, and convex. Therefore the Schauder fixed point theorem implies that $\mathcal{A}$ contains a fixed point $\phi \in \mathcal{G}$. Standard estimates imply that $\phi$ and $W(\phi)$ both have the desired regularity.

**Proof of theorem 3.3** The proof is similar to the proof of theorem 3.1 except for the barriers used. Given $A_1 \in [1, \infty)$, let $\omega \in \mathcal{H}$ be the associated harmonic function. Choose $\omega_1, \omega_2 \in \mathcal{H}$ such that $\omega_1 \leq \omega \leq \omega_2$ and $\omega$ is asymptotically bounded by $\omega_1$ and $\omega_2$. By theorem 5.5 there exists a global supersolution $\phi_+ = \phi_+$ to the Hamiltonian constraint with boundary conditions (1.6) and (1.8) such that $\phi_+ - \alpha \omega_1 \in W^{2, p}_f$. By setting $\psi = \phi_+$ we can impose the marginally trapped surface condition $\phi \leq \phi_+$. By theorem 5.7 we obtain a global subsolution $\phi_+ \leq \phi_+$ such that $\phi_+ - \alpha \omega_1 \in W^{2, p}_f$ for $\alpha \in (0, 1)$. By construction, the function $\omega$ is asymptotically bounded by $\phi_+ \leq \phi_+$, and as in the proof of theorem 3.1 we apply theorem A.4 to obtain a solution $\phi$ such that $\phi - \omega \in W^{2, p}_f$. Therefore, for given asymptotic limits $A_1 \in [1, \infty)$, the solution map $\phi = T(W(\phi))$ is well-defined for $\phi_+ \leq \phi \leq \phi_+$. The rest of the proof follows from the arguments made in the proof of theorem 3.1.
7. Near-CMC solutions: an implicit function theorem argument

In this section, we provide an alternative approach to obtain solutions to the conformal equations satisfying the marginally trapped surface boundary conditions. This approach is based on the implicit function theorem argument given in [2], and therefore requires that \( \| \tau \|_{\infty, \rho} \), be sufficiently small.

We first recall the implicit function theorem. Suppose that \( U \) and \( V \) are open subsets of Banach spaces \( X \) and \( Y \) and \( F \) is a \( C^1 \) mapping from \( U \times V \) into a Banach space \( Z \):

\[
F : X \times Y \to Z.
\]

The Implicit function theorem states that if \( F(x_0, y_0) \) is invertible at some solution of \( F(x_0, y_0) = 0 \), then there exists a neighborhood \( U' \times V' \subset U \times V \) of \( x_0, y_0 \) such that for each \( x \in U' \), there exists a unique \( y \in V' \) such that \( F(x, y) = 0 \). That is, there exists an invertible function \( \rho: V' \to U' \) such that all solutions to \( F(x, y) = 0 \) in \( U' \times V' \) are of the form \( F(\rho(y), y) = 0 \). Moreover, if \( F \) is \( C^1 \) then \( \rho \) is \( C^1 \).

Given a \( k \)-tuple \( A_1, \ldots, A_k \) of positive numbers in \( \mathbb{R} \), let \( \omega \in H \) be the associated harmonic function. Suppose that \( 2 - n < \delta < \gamma/2 < 0 \). As in [2], define the variables

\[
x = (\tau, J) \in X = W^{1, -p}_2(TM),
\]

\[
y = (\phi - \omega, W) \in Y = \left( W^{2, -p}_2 \times W_2^{2, -p}(TM) \right) \cap \{ \phi > 0 \},
\]

\[
Z = L_2^{p - 2} \times W^{1, -p}(\Sigma) \times L_2^{p - 2}(TM) \times W^{1, -p}(T\Sigma).
\]

Let

\[
F(x, y) = \begin{bmatrix}
-\Delta \phi + c_n R \phi + b_n \tau^2 \phi^{N-1} - c_n |\sigma + L W^{1, -p} \phi^{N-1} - c_n \rho \phi^{N-2} |

\partial_\nu \phi + d_n H \phi

\Delta_L W + \frac{n-1}{n} V \tau \phi^N + J

\tau W (\nu, \cdot) - V (\phi, \tau)
\end{bmatrix},
\]

where \( V(\phi, \tau)(\nu) = (n - 1) \tau \phi^N - \sigma(\nu, \nu) \), which implies that \( S(\nu, \nu) = (n - 1) \tau \phi^N \).

We observe that solutions to \( F(x, y) = 0 \) represent solutions to the coupled system (1.4) and (1.5) with boundary conditions (1.6) and (1.8) when \( h = 0 \) and \( \psi = \phi \). These solutions will satisfy the marginally trapped surface conditions if \( \tau \geq 0 \) on \( \Sigma \).

Fix \( \sigma \in W_2^{2, -p} \) and \( \rho \in L_2^{p - 2} \). In order to apply the implicit function theorem to (7.2), we require that \( V = V(\phi, \tau) \) be a \( C^1 \) vector field in \((\phi, \tau)\). We construct such a \( V \) in the following proposition.

**Proposition 7.1.** Suppose that \((\mathcal{M}, g)\) is an \( n \)-dimensional asymptotically Euclidean manifold of class \( W^{2, -p}_2 \) with \( \gamma \in (2 - n, 0) \) and compact boundary \( \Sigma \). If \( 2 - n < \delta < \gamma/2 \), \( \tau \in W_2^{2, -p} \), and \( \phi \in C^0 \), then there exists a vector field \( V(\phi, \tau) \in W^{1, -p} \) that is \( C^1 \) in \( \phi \) and \( \tau \). Moreover, \( V \) satisfies

\[
V(\nu) = (n - 1) \tau \phi^N - \sigma(\nu, \nu).
\]

**Proof.** For every point \( p \in \Sigma \) there is a neighborhood \( U \) and a coordinate map \( \Psi \) such that \( \Psi(p) \in \{ x \in \mathbb{R}^n | x_n = 0 \} \) and \( V = \Psi(U) \subseteq \{ x \in \mathbb{R}^n | x_n \geq 0 \} \). There exists a radius \( R > 0 \) such that \( B_R(\Psi(p)) \cap \{ x: x_n \geq 0 \} \subset V \). Let
On \( V \), we define the constant vector field \( W(x) = (0, \ldots, 0, -1) \), and then consider the pullback \( \Phi^*(W) \) on \( A \). By construction, \( \Phi^*W = \nu \) on \( \Sigma \cap A \). The compactness of \( \Sigma \) implies that there exists some collection of \( p_i \in \Sigma \) such that the associated sets \( A_i \) as above determine a finite covering of \( \Sigma \) for \( 1 \leq i \leq M \). Let \( X_i \) be the associated local vector fields defined on \( A_i \), and let \( A_0 \) be an open set such that \( \bigcup_{i=0}^{M} A_i = M \). Finally, let \( \chi_i \) be a partition of unity subordinate to the covering \( \{A_i\} \). Setting

\[
\sum \chi_i = \sum \left( (n-1)\tau \phi^N - \sigma(\nu, \nu) \right) X_i = \left( (n-1)\tau \phi^N - \sigma(\nu, \nu) \right) X,
\]

where \( X_0 = 0 \) on \( A_0 \), it is clear that \( V = ((n-1)\tau \phi^N - \sigma(\nu, \nu))\nu \) on \( \Sigma \) given that \( X = \nu \) on \( \Sigma \). By construction, \( V \in W^{1, p-1} \) given the regularity assumptions on \( \tau, \sigma \) and \( \phi \) and the fact that \( V \) vanishes outside of a neighborhood of \( \Sigma \). Clearly \( V \) will be \( C^1 \) in \( \phi \) and \( \tau \). □

The properties of the vector \( V \) constructed in proposition 7.1 and the multiplication properties of weighted Sobolev spaces imply that \( \times \rightarrow X \rightarrow Y \rightarrow Z \) will be \( C^1 \) as long as \( p > n \) and \( \delta \in (0, 2 - n) \) (see [1, 2]). Letting \( \tau \sigma \nu \nu \nu = \sum \chi_i = \sum (n-1)\tau \phi^N - \sigma(\nu, \nu) \), as in the proof of proposition 7.1, the partial derivative for a given \((x, y)\)

\[
P'_y(x, y)(h, \beta) = \begin{pmatrix} -\Delta h + \alpha(\phi, W)h - 2c_n\phi^{-N-1}(\sigma + \mathcal{L}W) \cdot \mathcal{L}\beta \\ \partial_j h + d_i H h \\ \Delta_1 \beta + \Gamma (n-1)\sigma(\nu, \nu) \end{pmatrix} + \frac{c_n N}{2} \phi^{-2} \text{ on } X
\]

where

\[
\alpha(\phi, W) = c_n R + (N - 1)b_n \phi^{-2} + (N + 1)c_n \mathcal{L}W \phi^{-N-2} + \frac{c_n N}{2} \phi^{-2} - 1
\]

and \( X = \nu \) is a smooth vector field on \( M \) vanishing in a neighborhood of \( \Sigma \).

**Theorem 7.2.** Suppose that \( (M, g) \) is an \( n \)-dimensional asymptotically Euclidean manifold of class \( W^{1, p}_2 \), where \( p \in (2 - n, 0) \) and \( p > n \). Assume that \( \sigma \in W^{1, \frac{2p}{p-2}}_2 \) and \( \rho \in L^p \) are given. Suppose that \( F(x, y) = 0 \) has a solution when \( y_0 = (\tau_0, \phi_0) = (0, 0) \), and denote this solution by \( (\tau_0, \phi_0, W_0) \). If \( (\phi_0, W_0) = 0 \) and \( H \geq 0 \), then there exists a neighborhood \( U \) of \((\tau_0, \phi_0, W_0)\) in \( X \) such that the coupled constraints with boundary conditions (1.6) and (1.7) have a unique solution \( (\phi, W, \phi) > 0, (\phi - \omega, W) \in Y \).
Proof. We calculate

\[
F'_y(x_0, y_0)(h, \beta) = \begin{pmatrix}
-\Delta h + \alpha (\phi_0, W_0) h - 2c_0 \phi_0^{N-1} (\sigma + \mathcal{L} W_0) \cdot \mathcal{L} \beta \\
\partial_h h + d_\alpha H h \\
\Delta_k \beta \\
\mathcal{L} \beta (\nu, \cdot )
\end{pmatrix}.
\]

By proposition 4.1 the operator \( F'_y(x_0, y_0) : Y \to Z \) is invertible. Therefore the implicit function theorem implies the result. \( \Box \)

Corollary 7.3. Suppose that \((\mathcal{M}, g)\) is an \(n\)-dimensional asymptotically Euclidean manifold of class \(W_2^{2p}\), where \(p \in (2 - n, 0)\) and \(p > n\). Assume that \(\sigma \in W_2^1\) and \(\rho \in L_p^{-2} \) are given. Let \(x_0 = (\phi_0, W_0)\) denote the solution to \( F(x, y) = 0 \) when \(y_0 = (\nu_0, J_0) = (0, 0)\). Then there exists a neighborhood of \((\phi_0, W_0)\) in which solutions to \( F(x, y) = 0 \) exist and are unique. In particular, there exist unique solutions \((\phi, W)\) in this neighborhood where \((\phi - \omega, W) \in Y\) satisfies the marginally trapped surface conditions.

Proof. The existence and uniqueness of \((\phi_0, W_0)\) such that \(\phi_0 - \omega \in W_2^{2p}\) follows from section 8 in [2]. By proposition 4.1 the assumption that \(g \in \mathcal{Y}^+\) also implies that \(F'_y(x_0, y_0)\) in (7.5) is invertible. Therefore, we may apply the implicit function theorem to uniquely parametrize \((\phi, W) \in X\) in terms of \((\tau, J)\) in a neighborhood of \((\phi_0, W_0)\). Those solutions in a neighborhood of \((\phi_0, W_0)\) which correspond to \(\tau \geq 0\) will satisfy the marginally trapped surface conditions. \( \Box \)

Acknowledgments

The authors would like to thank D Maxwell, J Isenberg, J Dilts, and Rafe Mazzeo for helpful comments. Additionally, we would like to thank Harald Pfeiffer for providing us with valuable context for the results obtained in this paper. MH was supported in part by NSF Awards 1065972, 1217175, and 1262982. CM was supported by NSF Award 1065972. GT was supported by an NSERC Canada Discovery Grant and by an FQRNT Quebec Nouveaux Chercheurs Grant.

Appendix A. Solutions to semilinear, boundary value problems

Suppose that \((\mathcal{M}, g)\) is an \(n\)-dimensional, asymptotically Euclidean manifold with boundary \(\Sigma\) of class \(W_2^{2p}\), with \(p \in (2 - n, 0)\) and \(p > n\). Denote the ends of \(\mathcal{M}\) by \(E_i\) for \(1 \leq i \leq m\). Here we investigate the existence of solutions to the semilinear, Robin problem

\[
-\Delta u = f_1(x, u) \quad \text{on} \ \mathcal{M}, \\
\partial_n u = f_2(x, u) \quad \text{on} \ \partial \mathcal{M}.
\]

(A.1)

The functions \(f_i(x, y) : \mathcal{M} \times I_i \to \mathbb{R}\) for \(i \in \{1, 2\}\) are of the form

\[
f_i(x, y) = \sum_{j=1}^{N} a_{ij}(x) b_j(y),
\]

where each \(b_j(y)\) is a smooth function on \(I_i \subset \mathbb{R}\), and \(a_{ij}(x) \in L_p^{-2}\).
In order to develop an iterative method which solves (A.1), we will require the following version of the weak maximum principle.

**Lemma A.1.** Suppose that \( (\mathcal{M}, g) \) satisfies the assumptions above, and that \( V(x) \in L^p_f \) and \( \mu(x) \in W^{1-\frac{1}{p'}}(\mathcal{M}) \) are nonnegative. If

\[
-\Delta u + V(x)u \geq 0 \quad \text{on } \mathcal{M},
\]

\[
\partial_i u + \mu(x)u \geq 0 \quad \text{on } \partial \mathcal{M},
\]

then \( u \to A_i \geq 0 \) on each end \( E_i \), then \( u \geq 0 \).

**Proof.** Let \( w = -u \). Given that \( u \to A_i \geq 0 \) on each end, the function \( v = (w - e)^+ \) has compact support. By Sobolev embedding \( v \in W^{1,2}_p \), and \( w \geq 0 \). We have

\[
\| V \|_{L^2_p(\mathcal{M})} = \int_{\mathcal{M}} V \cdot V \, dV = -\int_{\mathcal{M}} (\Delta w) \, dv + \int_{\partial \mathcal{M}} (\partial_i w) \, dA 
\]

\[
\leq -\int_{\mathcal{M}} V (x) w \, dV - \int_{\partial \mathcal{M}} \mu(x) w \, dA \leq 0.
\]

Therefore \( v \equiv 0 \) and \( u \to -e \) on \( \mathcal{M} \). Letting \( e \to 0 \) we have that \( u \geq 0 \). \( \square \)

We also require a version of the strong maximum taken from [12]. For completeness, we state it here without proof.

**Lemma A.2.** Suppose that \( (\mathcal{M}, g) \) satisfies the assumptions above and \( V(x) \in L^p_f \) and \( \mu(x) \in W^{1-\frac{1}{p'}}(\mathcal{M}) \). Suppose \( u(x) \in W^{2,p}_f \) is nonnegative and

\[
-\Delta u + V(x)u \geq 0 \quad \text{on } \mathcal{M},
\]

\[
\partial_i u + \mu(x)u \geq 0 \quad \text{on } \partial \mathcal{M}.
\]

If \( u(x) = 0 \) for some \( x \in \mathcal{M} \), then \( u \) vanishes identically.

In the following lemma we construct an auxiliary, harmonic function which allows us to freely specify the asymptotic limit \( A_j \) on each end \( E_j \) of the solution to (A.1). This argument is a modification of an argument given in [7].

**Proposition A.3.** Suppose \( \mathcal{M} \) has ends \( E_1, \ldots, E_k \), and let \( A_j \in (\pm \infty, \infty) \) for \( 1 \leq j \leq k \). Then there exists a unique function \( \omega \) solving

\[
-\Delta \omega = 0 \quad \text{on } \mathcal{M},
\]

\[
\partial_i \omega = 0 \quad \text{on } \Sigma,
\]

which tends to \( A_j \) on each end \( E_j \). Moreover, \( \min A_j \leq \omega \leq \max A_j \).

**Proof.** Let \( \omega_1 = \sum \chi_j A_j \), where each \( \chi_j \) is a cutoff function which equals 1 on the end \( E_j \) and is zero outside a neighborhood of this end. Then \( \Delta \omega_1 \in L^p_{f-2} \) and \( \partial_i \omega_1 \in W^{1-\frac{1}{p'}} \), so there exists a function \( \omega_2 \in W^{2,p}_f \) such that \( \Delta \omega_2 = \Delta \omega_1 \) and \( \partial_i \omega_2 = \partial_i \omega_1 \). Therefore \( \omega = \omega_1 - \omega_2 \) has the desired properties. The fact that \( \omega \) is unique follows by assuming that two such functions exist and showing that the difference must be identically zero.

To show that \( \min A_j \leq \omega \leq \max A_j \), we first pick \( e < \min A_j \) and define \( v = (\omega - e)^- \in W^{1,2} \). Given the asymptotic behavior of \( \omega \), the function \( v \) has compact support. Therefore,
\[ \| V_\omega \|^2_{L^2} = \int_M V_\omega V_\omega = 0, \]

which implies that \( \nu \equiv 0 \). Therefore \( \omega \equiv \epsilon \), and by letting \( \epsilon \rightarrow \min A_j \) we have \( \omega \geq \min A_j \). To show that \( \omega \leq \max A_j \), we make a similar argument using \( \nu = (\omega - \epsilon)^+ \) for \( \epsilon > \max A_j \) and let \( \epsilon \rightarrow \max A_j \).

With these results in hand, we are now ready to address the existence of solutions to (A.1). The proof of the following theorem provides an iterative method to construct solutions to this problem given sub- and supersolutions, where we recall that a sub-solution \( \phi_- \) for (A.1) satisfies

\[
-\Delta \phi_- \leq f_1(x, \phi_-), \\
\partial_\nu \phi_- \leq f_2(x, \phi_-),
\]

and a supersolutions \( \phi_+ \) satisfies

\[
-\Delta \phi_+ \geq f(x, \phi_+), \\
\partial_\nu \phi_+ \geq f_2(x, \phi_+).
\]

Our argument is based on the construction in [2].

**Theorem A.4.** Suppose that (A.1) admits a subsolution and supersolution \( \phi_- \), \( \phi_+ \in W^{2,p}_f \), and assume that

\[ \ell \leq \phi_- \leq \phi_+ \leq m, \quad [l, m] \subset I_1 \cap I_2, \]

and

\[ \lim_{|x| \rightarrow \infty} \phi_- = \alpha, \quad \lim_{|x| \rightarrow \infty} \phi_+ = \beta. \]

Let \( \omega \) be as in proposition A.3, where each \( A_j \) satisfies \( \alpha \leq A_j \leq \beta \). Then equation (A.1) admits a solution \( \phi \) such that

\[ \phi_- \leq \phi \leq \phi_+, \quad \phi - \omega \in W^{2,p}_f. \]

**Proof.** As in [2], the proof is by induction starting with \( \phi_- \). Let \( k_1 \in L^{p-2} \), and \( k_2 \in W^{1,\frac{p}{2}} \) be positive functions such that

\[ k_1(x) \geq \sup_{l \leq y \leq m} \frac{\partial}{\partial y} f_1(x, y), \quad \text{and} \quad k_2(x) \geq \sup_{l \leq y \leq m} \frac{\partial}{\partial y} f_2(x, y). \]

We recall that by proposition A.3, \( \min A_j \leq \omega \leq \max A_j \). Setting \( \phi_1 = \phi + u_1 \), where \( u_1 \) satisfies

\[
-\Delta u_1 + k_1 u_1 = f_1(x, \phi_-) + k_1(\phi_- - \omega), \\
\partial_\nu u_1 + k_2 u_1 = f_2(x, \phi_-) + k_2(\phi_- - \omega),
\]

(A.2)
we conclude that
\[-\Delta (\phi_1 - \phi_2) + k_1 (\phi_1 - \phi_2) \geq 0\]
\[\partial (\phi_1 - \phi_2) + k_2 (\phi_1 - \phi_2) \geq 0.\]
By assumption, $\phi_1 - \phi_2$ tends to $A_i = \alpha \geq 0$ on each end $E_i$ and lemma A.1 implies that $\phi_1 \geq \phi_2$ on $M$.

Similarly,
\[-\Delta (\phi_a - \phi_1) + k_1 (\phi_a - \phi_1) \geq f_1 (x, \phi_a) - f_1 (x, \phi_1) + k_1 (\phi_a - \phi_1).\]
\[\partial (\phi_a - \phi_1) + k_2 (\phi_a - \phi_1) \geq f_2 (x, \phi_a) - f_2 (x, \phi_1) + k_2 (\phi_a - \phi_1).\]
(A.3)
By our choice of $k(x)$, the function
\[g(x, y) = f_1 (x, y) + k(x)y\]
is monotonic increasing in the variable $y$. Therefore both equations in (A.3) are nonnegative.

Because $\phi_a - \phi_i$ tends to $A_i - \alpha = 0$ on each end $E_i$ and lemma A.1 implies that $\phi_a \geq \phi_i$, the maximum principle again conclude that $\phi_a \geq \phi_i$.

We now define $\phi_k = \omega + u_n$ inductively by letting
\[-\Delta u_n + k_1 u_n = f_1 (x, \phi_{n-1}) + k_1 u_{n-1}\]
\[\partial u_n + k_2 u_n = f_2 (x, \phi_{n-1}) + k_2 u_{n-1}.\]
Standard elliptic theory implies that $u_n \in W^{2, p}_{\text{loc}}$ for each $n$ and $u_n \to \omega$ on each end. Assume that for all $1 \leq i \leq k \leq n - 1$, $\phi_i$ and $\phi_k$ are defined as above and satisfy $\phi_i \leq \phi_1 \leq \phi_k \leq \phi_n$. Then we have
\[-\Delta (\phi_k - \phi_{n-1}) + k_1 (\phi_k - \phi_{n-1}) = f_1 (x, \phi_{n-1}) - f_1 (x, \phi_n) + k_1 (\phi_{n-1} - \phi_n) \geq 0,\]
\[\partial (\phi_k - \phi_{n-1}) + k_2 (\phi_k - \phi_{n-1}) = f_2 (x, \phi_{n-1}) - f_2 (x, \phi_n) + k_2 (\phi_{n-1} - \phi_n) \geq 0,\]
where the above inequalities follow from the inductive hypothesis and the fact that (A.4) is monotonic increasing. As $\phi_k - \phi_{n-1} \to 0$ on each end $E_i$, the maximum principle implies that $\phi_k \geq \phi_{n-1}$. Finally, an application of the maximum principle to
\[-\Delta (\phi_k - \phi_k) + k_1 (\phi_k - \phi_k) = f_1 (x, \phi_k) - f_1 (x, \phi_k) + k_1 (\phi_k - \phi_k) \geq 0,\]
\[\partial (\phi_k - \phi_k) + k_2 (\phi_k - \phi_k) = f_2 (x, \phi_k) - f_2 (x, \phi_k) + k_2 (\phi_k - \phi_k) \geq 0,\]
implies that $\phi_k \leq \phi_k$. Therefore, the sequence of functions $\phi_k \in W^{2, p}_{\text{loc}}$ is monotonic increasing and bounded above by $\phi_k$. Thus the sequence converges to a function $\phi(x) = \omega + u(x)$, with $\phi_0 \leq \phi \leq \phi_n$. A standard bootstrapping argument as in [2] then implies that $\phi(x)$ has the desired regularity.

\[\square\]

Theorem A.5. Let $(M, g)$ be an $n$-dimensional, asymptotically Euclidean manifold with boundary $\Sigma$ of class $W^{2, p}_{\text{loc}}$, where $\gamma \in (2 - n, 0)$ and $\rho > n$. Let $\tau \in W^{1, p}_{\text{loc}}$, $\sigma \in L^{\infty}_{1, p}$, $\rho \in L^{\infty}_{2, p}$, $\theta_\gamma \in W^{1, p}_{\Sigma}$ be fixed data such that $(\gamma - 1) \tau + \theta_\gamma \geq 0$ on $\Sigma$ and suppose that $W \in W^{1, p}_{\Sigma}$ is given, where $2 - n < \delta \leq \gamma/2$ and $S(\nu, \nu)$ is given, where $2 - n < \delta \leq \gamma/2$ and $S(\nu, \nu)$ is given, where $2 - n < \delta \leq \gamma/2$. Additionally assume that $A_i \in (0, \infty)$ and that $\omega$ is the associated smooth,
harmonic function such that \( \omega \rightarrow A_i \) on each end \( E_i \). Finally, assume that the Lichnerowicz equation (1.4) with boundary conditions (1.6) has a sub- and supersolution \( \phi^- \) and \( \phi^+ \) which asymptotically bound \( \omega \). Then there exists a unique solution \( \phi > 0 \) to the Lichnerowicz equation (1.4) with boundary conditions (1.6) such that \( \phi\omega \rightarrow \gamma \in W^{2,p}_p \).

**Proof.** The fact that a solution exists follows from theorem A.4. To see that this solution is unique, suppose that \( \phi_1 \) and \( \phi_2 \) are both solutions. That is, suppose that for \( i \in \{1, 2\} \)

\[
- \Delta \phi_i + c_n R \phi_i + b_n \tau^2 \phi_i^{N-1} - c_n|\sigma + \mathcal{L}W^2_i \phi_i^{N-1} - c_n p \phi_i^{-\frac{2}{N}} = 0 \quad \text{on } \mathcal{M},
\]

\[
\partial_n \phi_i + d_n H \phi_i + \left( d_n \tau - \frac{d_n}{n - 1} \theta \right) \phi_i^{\frac{2}{N}} - \frac{d_n}{n - 1} S(\nu, \nu) \phi_i^{-\frac{2}{N}} = 0 \quad \text{on } \Sigma.
\]

The conformal transformation properties of the scalar curvature and boundary, mean extrinsic curvature then imply that

\[
c_n R \left( \phi_i^{N-2} g \right) \phi_i^{N-1} = -b_n \tau^2 \phi_i^{N-1} + c_n|\sigma + \mathcal{L}W^2_i \phi_i^{N-1} + c_n p \phi_i^{-\frac{2}{N}} + 1 \quad \text{on } \mathcal{M},
\]

\[
d_n H \left( \phi_i^{N-2} g \right) \phi_i^{\frac{2}{N}} = -\left( d_n \tau - \frac{d_n}{n - 1} \theta \right) \phi_i^{\frac{2}{N}} + \frac{d_n}{n - 1} S(\nu, \nu) \phi_i^{-\frac{2}{N}},
\]

where \( R(\phi_i^{N-2} g) \) and \( H(\phi_i^{N-2} g) \) denote the scalar curvature and boundary mean curvature with respect to the metric \( \phi_i^{N-2} g \). Setting \( u = \phi_1^{-1} \phi_2 \), we clearly have that \( u - 1 \in W^{2,p}_p \).

Moreover, the above equation implies that

\[
-\Delta \phi_i^{N-2} u + c_n \left( -b_n \tau^2 + c_n|\sigma + \mathcal{L}W^2_i \phi_i^{N-1} + c_n p \phi_i^{-\frac{2}{N}} + 1 \right) u =
\]

\[
c_n \left( -b_n \tau^2 + c_n|\sigma + \mathcal{L}W^2_i \phi_2^{N-1} + c_n p \phi_2^{-\frac{2}{N}} + 1 \right) u^{N-1},
\]

\[
\partial_i u + d_n \left( -d_n \tau - \frac{d_n}{n - 1} \theta \right) u + \frac{d_n}{n - 1} S(\nu, \nu) \phi_i^{-\frac{2}{N}} u \]

\[
d_n \left( -d_n \tau - \frac{d_n}{n - 1} \theta \right) u + \frac{d_n}{n - 1} S(\nu, \nu) \phi_2^{-\frac{2}{N}} u \quad \text{(A.5)}.
\]

where \( \partial_i \) is with respect to \( \phi_i^{N-2} g \). We note that the above equations have the form

\[
-\Delta \phi_i^{N-2} u + \left( a + b \phi_i^{N-2N} + c \phi_i^{-\frac{2}{N} + 1} \right) u = \left( a + b \phi_2^{N-2N} + c \phi_2^{-\frac{2}{N} + 1} \right) u^{N-1} \quad \text{on } \mathcal{M},
\]

\[
\partial_i u + \left( e + f \phi_i^{-N} \right) u = \left( e + f \phi_2^{-N} \right) u \quad \text{on } \Sigma,
\]

where \( a \leq 0, b \geq 0, e \geq 0 \) and \( e \leq 0, f \geq 0 \). Rearranging these two equations, we obtain

\[
-\Delta \phi_i^{N-2} u + \frac{1}{(u - 1)} \left( a \left( 1 - u^{N-2} \right) + b \phi_i^{N-2N} \left( 1 - u^{-N-2} \right) + c \phi_i^{-\frac{2}{N} + 1} \left( 1 - u^{-\frac{2}{N} - 1} \right) \right) u (u - 1) = 0,
\]

\[
\partial_i u + \frac{1}{(u - 1)} \left( e \left( 1 - u^{-N-1} \right) + f \phi_i^{-N} \left( 1 - u^{-\frac{2}{N} - 1} \right) \right) u (u - 1) = 0.
\]

We observe that for \( m > 0, \frac{\mu -1}{(u - 1)} > 0 \) given that \( u > 0 \). This also implies that \( \frac{(1 - u^{N-1})}{(u - 1)} > 0 \). Given the assumptions on \( a, b, c, e \) and \( f \), we conclude that
The fact that $u - 1 \in W^{2,p}_{\Sigma}$ and lemma A.1 imply that $u - 1 \geq 0$ on $\Sigma$. Thus, $\phi_2 \geq \phi_1$. We may obtain the inequality $\phi_1 \geq \phi_2$ by reversing the roles of $\phi_1$ and $\phi_2$ in the above argument. Thus, $\phi_1 = \phi_2$ and the solution is unique. □
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