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Abstract: Protein–protein interaction (PPI) networks consist of the physical and/or functional interactions between the proteins of an organism, and they form the basis for the field of network medicine. Since the biophysical and high-throughput methods used to form PPI networks are expensive, time-consuming, and often contain inaccuracies, the resulting networks are usually incomplete. In order to infer missing interactions in these networks, we propose a novel class of link prediction methods based on continuous-time classical and quantum walks. In the case of quantum walks, we examine the usage of both the network adjacency and Laplacian matrices for specifying the walk dynamics. We define a score function based on the corresponding transition probabilities and perform tests on six real-world PPI datasets. Our results show that continuous-time classical random walks and quantum walks using the network adjacency matrix can successfully predict missing protein–protein interactions, with performance rivaling the state-of-the-art.
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1. Introduction

The link prediction problem has long been an active area of research, with applications ranging from friendship recommendation in social networks [1–3] to finding missing interactions between proteins [4,5]. In this paper, we were interested in the latter. For general surveys in link prediction, we refer to [6–8].

One particularly successful class of link prediction methods is those based on random walks [5,9,10]. Random walk algorithms have been explored more generally throughout the field of network science, and many different applications exist. These include the ranking of web pages using PageRank [11,12], collaborative filtering [13], and computer vision [14]. Many random walk link prediction algorithms have also been studied [5,15]. These methods typically rely on discrete-time random walks.

In contrast, in this paper, we propose a class of link prediction methods based on continuous-time random walks. Moreover, the continuous-time setting allowed us to propose a new link prediction method using quantum walks, which closely resembles the classical method described here.

Continuous-time quantum walks, initially proposed in [16], are the quantum analogues of continuous-time classical random walks, which describe the propagation of a particle over a discrete set of positions. Together with their discrete-time counterpart [17], they have received much attention for their applications in quantum information processing [18,19], quantum computation [20], and quantum transport [21]. However, only
a few recent methods have attempted to use quantum walks for link prediction, using their discrete-time [22] and continuous-time [23] variations. While the methods described here are quantum-inspired, since they were implemented classically, we can foresee that these will be even more efficient if run on quantum devices. Continuous-time quantum walks have already been implemented on various physical platforms [24], including optical setups [25–29] and superconducting devices [30,31], and they can also be simulated on gate-based quantum computers [32,33].

In order to evaluate our proposed methods, we conducted experiments on several networks and found that both the classical and quantum walks outlined here are particularly good at finding missing links in protein–protein interaction (PPI) networks. Protein–protein interactions play a critical role in all cellular processes, ranging from cellular division to apoptosis. Elucidating and analysing PPIs is thus essential to understand the underlying mechanisms in biology and, eventually, to unveil the molecular roots of human disease [34]. Indeed, this has been a major focus of research in recent years, providing a wealth of experimental data about protein associations [35,36]. Current PPI networks, called interactomes, have been constructed using a number of techniques, but despite the enormous advancement, the current coverage of PPIs is still rather poor (for example, it is estimated that only around 10% of interactions in humans are currently known [37]). Additionally, despite considerable improvements in high-throughput (HTP) techniques, they are still prone to spurious errors and systematic biases, yielding a significant number of false positives and false negatives. This limitation impedes our ability to assess the true quality and coverage of the interactome.

Recently, a number of algorithms have been developed to predict protein–protein interactions. In a recent study by Kovács et al. [4] (see also [38,39]), a novel PPI-specific link predictor was proposed. Their link predictor was biologically motivated by the so-called L3 principle, and it was shown to be superior to other general link predictors when applied to PPI data. The exceptional success of the L3 framework is rooted in its ability to capture the structural and evolutionary principles that drive PPIs. The results of Kovács and collaborators proved that, contrary to the current network paradigm, interacting proteins are not necessarily similar and similar proteins do not necessarily interact, questioning the traditional validation strategy based on the biological similarity of the predicted protein pairs.

However, the L3 link prediction method, considered the most-successful to date for PPIs, as well as most other existing link prediction methods are not without limitations. The most-common approaches cannot find interactions for self-interacting proteins or links between proteins that have long shortest paths between them. Given the low coverage of the current PPI databases, this can be a significant drawback. It is, therefore, highly desirable to complement the existing frameworks with methods relying on the exploration of the whole network, and consequently be able to predict edges whose corresponding nodes may be far away in the network. Thus, we propose novel quantum- and classical-random-walk-based link prediction methods that can potentially traverse the entire network and simultaneously predict self-edges.

2. Materials and Methods

Consider a network modelled by an undirected and unweighted graph $G = (V, E)$, where $V$ is the set of nodes of size $n$ and $E$ is the set of edges. We allowed for the existence of self-edges, so that for any node $i$, the edge $(i, i)$ may or may not be present in $E$. The adjacency matrix of $G$ is the $n \times n$ matrix defined by

$$A = (A_{ij}) = \begin{cases} 1, & \text{if } (i, j) \in E, \\ 0, & \text{if } (i, j) \notin E. \end{cases}$$

The graph Laplacian is defined as $L = D - A$, where $D$ is the degree matrix defined by $D = \text{diag}(\sum_{j} A_{ij}, \ldots, \sum_{j} A_{nj})$. 
The link prediction problem is to infer missing links in a network \( G \), using only the information provided by the structure of \( G \). Thus, a link prediction algorithm typically gives a ranking of all the non-edges (pairs of nodes that are not directly connected in \( G \)) based on some proposed scoring scheme.

We now present a rather general scoring scheme for ranking the non-edges of a graph based on state transition probabilities resulting from quantum and classical random walks; the precise details of the walks we employed are described in the next subsections. For now, it suffices to consider the notion of a probability transition matrix that evolves over time, denoted by \( P(t) \); for a graph \( G \), the probability of the walker being at node \( v \) at time \( t \), given that it began at node \( u \), is thus \( P_{uv}(t) \). For a fixed time \( t \), we define the score \( S(i,j;t) \) between two non-adjacent nodes \( i \) and \( j \) at time \( t \) to be

\[
S(i,j;t) = \begin{cases} 
  P_{ij}(t)(k_i + k_j) & i \neq j \\
  \frac{1}{2} \sum_{u \in N(i)} P_{iu}(t) & i = j
\end{cases} \tag{1}
\]

\[
\text{where } N(v) \text{ denotes the set of nodes adjacent to } v \text{ (possibly including } v \text{ itself) and } k_v = \sum_j A_{vj} \text{ is the degree of node } v. \text{ Equations (1) and (2) handle the cases of distinct nodes and self-edges, respectively. The scoring scheme in Equation (1) is based on the intuition that two nodes } i \text{ and } j \text{ should likely be connected if the walk is more likely to move from } i \text{ to } j \text{ than to other nodes. We also scale these probabilities by the node degrees so that high-degree nodes have a higher preference, similar to the preferential attachment link prediction method [40,41]. Further, Equation (2) claims that the properties of the walker in the neighbourhood of the node determines the likelihood of a self-edge. While the score in Equation (1) is superficially similar to the one proposed in [5], the fact that we use continuous-time walks leads to several key differences: the continuous-time nature of our method allows for a wider range of time parameters } t \text{ to use; in the continuous-time setting, there is symmetry in the transition probabilities, i.e., } P_{ij}(t) = P_{ji}(t) \text{ for all nodes } i,j; \text{ finally, there is a close relationship in the implementation of classical and quantum walks in the continuous-time setting.}

Regardless of which type of walk is used, we must choose a value \( t \), representing the time duration of the walk. We start the walk at time \( t_0 = 0 \) and let it run for a time \( t \), at which point we extract the scores for the target edges from the probability distributions. In the case of a continuous-time classical random walk, the expected time it takes for a random walker to leave a node \( i \) is \( 1/k_i \). This motivates the idea that the amount of time we let the walk run should be related to the degree distribution of the network. In our experiments, we tested a few small multiples of the value \( 1/(k) \), where \( (k) \) is the average node degree in the graph, and report the value yielding the best results (see the results in Section 3).

### 2.1. Continuous-Time Random Walks

A continuous-time (classical) random walk (CRW) is a Markov process with state space \( V \) characterised by an initial distribution \( p(0) \) over the set of nodes and a rate matrix \( Q \) that has null row sum \( \sum_k Q_{rk} = 0 \) for all \( j \). Here, we considered edge-based random walks [42] (as opposed to node-based), which are characterised by setting \( Q = -L \), where \( L \) is the Laplacian of the underlying graph. In this case, the evolution of the probability vector \( p(t) \) is governed by the equation:

\[
p(t) = p(0)P(t), \tag{3}
\]

where \( P(t) = e^{-tL} \) is the probability transition matrix, which has the elements \( P_{ij}(t) = \langle j | e^{-tL} | i \rangle \), where \( i \) and \( j \) are standard basis vectors.

Intuitively, the random walker operates as follows. Every edge of the graph is associated with an independent Poisson process with unit intensity. When the walker is at some
node, it will remain there until one of the Poisson processes at an incident edge jumps, at which point, the walker follows that edge to the corresponding neighbour, and the process repeats. Note that this implies that, on average, a random walker will spend less time waiting at a higher-degree node than at a lower-degree node. Furthermore, this method will assign non-zero probabilities to all pairs of nodes in a connected component, due to the continuous-time nature of the walk.

2.2. Continuous-Time Quantum Walks

In contrast to a classical random walk, a quantum walk on a network evolves according to the laws of quantum physics. A major implication of this is that the trajectories of the walker across the network can interfere constructively or destructively. This interference causes the evolution of the quantum walker to sometimes be significantly different from the classical one [17,43].

A continuous-time quantum walk (QW) [16] on a graph $G$ is defined by considering the Hilbert space $\mathcal{H}$ spanned by the orthonormal vectors $\{|i\rangle\}_{i=1}^{n}$, corresponding to the $n$ nodes of the graph and the unitary transformation $U(t)$. This transformation implies that the state vector in $\mathcal{H}$ at a time $t$ after starting from initial time $t_0 = 0$ is given by

$$|\psi(t)\rangle = U(t)|\psi(0)\rangle,$$

where $U(t) = e^{-itH}$ is the unitary evolution operator and $H$ is the Hamiltonian. In general, the Hamiltonian $H$ can be almost any Hermitian matrix related to $G$ as long as it describes the structure of the network [19], but the most-common choices are the graph adjacency matrix $A$ or the Laplacian $L$ [44]. We also note that, in the classical random walk, the rate matrix $Q$ is required to have a null row sum so that it is probability-conserving, and thus, the Laplacian $L$ is a valid choice. However, for quantum walks, no such restriction exists, and a wider range of walks can be considered by modifying the Hamiltonian, as long as it remains Hermitian [45]. For example, the graph adjacency matrix can be used as a Hamiltonian, but not as a classical rate matrix since its rows do not sum to zero. In this paper, we used both the adjacency and Laplacian matrices as the Hamiltonians separately and, therefore, can compare different realisations of quantum walks for the link prediction task.

In order to obtain a probability transition matrix analogous to the one in Equation (3), we must take the square of the modulus of the entries of $U(t)$. The entries of the probability transition matrix are given by

$$P_{ij}(t) = |\langle j | e^{-itH} | i \rangle|^2.$$

These transition probabilities can then be used to compute scores for non-edges as described in Equations (1) and (2) above. Note that, contrary to the classical case, where randomness comes from stochastic transitions between states, in the quantum walk, the state transitions are deterministically governed by the Schrödinger equation, and the randomness results from the measurement and collapse of the wave function.

Our motivation for the usage of continuous- rather than discrete-time walks is three-fold: there is a close resemblance between the classical and quantum versions via the matrix exponential, which allows both methods to be easily compared; having a real, rather than an integer-valued hyperparameter $t$ allows for a wider range of results to be explored and also permits non-zero scores to be assigned to all pairs of non-neighbouring nodes within a connected component. We emphasise that the usage of continuous-time quantum walks for link prediction is a new direction of research, with very few studies conducted so far. The method proposed in [23], in particular, appears to be competitive with some state-of-the-art link prediction methods in certain real networks. While some aspects of their algorithm are similar to the quantum version of our algorithm, the implementation details and calculation of the link prediction scores are very different. Moreover, their algorithm requires entanglement with an additional ancilla. While this would be feasible
in a hypothetical implementation on a quantum computer, the typical sizes of relevant real networks are far beyond the capabilities of current and near-term quantum hardware. Simulations on classical computers are required, but the presence of the extra ancilla increases the complexity of the simulations.

2.3. Datasets and Metrics

We tested our link prediction methods on six different PPI networks. Four networks were *Homo sapiens* (human) PPI networks: we used the physical, multi-validated interactions from v4.4.219 of BioGRID [46], the high-quality binary and co-complex interactions from the HINT database [47], the interactions proven by 2 or more pieces of experimental evidence from APID [48,49] (downloaded on 1 March 2023), and the experimentally validated interactions from the Integrated Interactions Database (IID) [50], Version 2021-05. Furthermore, we also tested our methods on the interactions of the organism *Saccharomyces cerevisiae* (yeast) from BioGRID and HINT just described.

Some statistics of these networks are listed below in Table 1, and their degree distributions are shown in Figure 1. We observed from these statistics that the networks have high clustering and that they are very sparse. Furthermore, the networks are approximately scale-free [51], which is typical of biological networks. One distinguishing feature of PPI networks compared to most other complex networks is that they contain self-edges, which represent the ability of a protein to interact with itself.

![Figure 1](image_url)

**Figure 1.** Complementary cumulative degree distributions. For each degree value $k$ (x-axis), the proportion of nodes with degree greater than or equal to $k$ (y-axis) is shown, each on a logarithmic scale.

Since the ground truth of the considered PPI networks is of course unknown, we proceeded to test the algorithms using cross-validation. For each dataset, we randomly removed $P\%$ of the edges in the original network, for $P \in \{10, 20, 30, 40, 50\}$, and reserved these edges as positive test cases. All of the non-edges (including self-edges that are not present in the network) were used as negative testing data. These positive and negative edges were used to evaluate the methods, and the remaining $(100 - P)\%$ existing edges were used for running the models in question. In other words, after removing the $P\%$ of the edges, the non-edges were ranked by sorting them in descending order according to their...
scores, and the edges with higher scores were deemed most likely to exist. This ranking was then compared to the evaluation set to see how well the positive test cases were ranked. This process was repeated 10 times for each $P$, and the results of the accuracy metrics were averaged (see the results in Section 3).

**Table 1.** Some properties of the networks that were tested. $|V|$ : number of nodes, $|E|$ : number of edges, $\langle k \rangle$ : average degree, $\rho$ : network density, $C$ : average clustering, $A$ : assortativity, SIPs: number of self-interacting proteins (self-edges).

| Network         | $|V|$ | $|E|$ | $\langle k \rangle$ | $\rho$ | $C$   | $A$   | SIPs |
|----------------|------|------|---------------------|------|------|------|------|
| Yeast-BioGRID  | 4186 | 20,053 | 9.581               | 0.002 | 0.306 | -0.080 | 826   |
| Yeast-HINT     | 6025 | 92,201 | 30.606              | 0.005 | 0.304 | -0.129 | 1837  |
| Human-BioGRID  | 11,134 | 79,536 | 14.287              | 0.001 | 0.200 | -0.063 | 1254  |
| Human-HINT     | 17,818 | 256,972 | 28.844             | 0.002 | 0.129 | -0.059 | 5223  |
| Human-APID     | 18,173 | 265,216 | 29.188             | 0.002 | 0.086 | -0.082 | 2488  |
| Human-IID      | 18,925 | 560,628 | 59.247             | 0.003 | 0.126 | -0.085 | 4684  |

In order to compare the rankings of the edges of the methods under consideration, we used the areas under the precision–recall and receiver operator characteristic curves, two metrics that are typically used in link prediction and other binary classification problems. Hence, we define

$$\text{true positive rate } = \text{recall} = \frac{TP}{TP + FN}$$

$$\text{precision} = \frac{TP}{TP + FP}$$

$$\text{false positive rate} = \frac{FP}{FP + TN}$$

where $TP = $ true positive, $FP = $ false positive, $FN = $ false negative, and $TN = $ true negative. In order to calculate each of these from the rankings, a threshold that serves as a cut-off rule has to be selected (the predictions above the thresholds are classified as positive and below it as negative). Our two metrics were calculated by varying this threshold trough the rankings. Firstly, we considered the area under the precision–recall curve (AuPR). Precision–recall curves plot the recall on the $x$-axis against precision on the $y$-axis. In order to reduce this curve to a single number, the area under the curve is used, and this also circumvents the problem of choosing an arbitrary score threshold at which to distinguish predicted positives from negatives. Note that the AuPR focuses only on performance relative to the positive class, an important consideration when the ratio of positive cases to negatives cases is small, as is the case in most networks and especially in PPI networks (these networks are extremely sparse; see Table 1). As a secondary metric, we considered the area under the receiver operating characteristic curve (AuROC) [52], which plots the false positive rate versus the recall. It can be interpreted as the probability that the classifier will rank a positive case, chosen uniformly at random from the positive set, higher than a negative one, chosen uniformly at random from the negative set [53]. Thus, a random classifier has an AuROC equal to half and a perfect classifier has an AuROC equal to one. We emphasise that the AuPR is widely accepted as the preferred metric for link prediction, due to the large class imbalance mentioned above [54,55].

### 3. Results

In order to test our methods, we selected five other popular link prediction methods to compare against: L3 relies on a weighted counting of paths of length three and was designed specifically to predict links in PPI networks [4]; preferential attachment (PA) defines a score between two disconnected nodes by multiplying their degrees [40,41]; common neighbours (CN) is a straightforward heuristic that assigns a score to the node pair $(u, v)$ defined by the number of neighbours that $u$ and $v$ have in common; Adamic-Adar (AA) is
an adaptation of the common neighbours idea, but adds more weight to less-connected neighbours [1]; the structural perturbation method (SPM) uses perturbations of the adjacency matrix of a graph in order to estimate its predictability [56]. While the SPM has shown great success as a general link prediction method [6,57], it is yet to be tested extensively on PPI networks. For the SPM, we used $p_H = 0.1$ and averaged the results over 10 runs, as was performed in the original paper [56].

The following tables show the average AuPR and AuROC values for the six different networks described in Section 2.3. Each value was averaged over 10 runs (10 randomly selected edge removals), and the highest value for each network is shown in bold. We compared three variations of our proposed methods, labelled as “QW-A”, “QW-L”, and “CRW”, referring to quantum walks using the network adjacency matrix as the Hamiltonian, quantum walks using the network Laplacian matrix as the Hamiltonian, and classical random walks, respectively.

For completeness, in Figures 2–7, we also include plots showing the relationship of the area under the precision-recall curve and area under the ROC curve as a function of the edge removal fraction.

---

**Figure 2.** Average areas under the precision-recall curve (left) and average areas under the receiver operating characteristic curve (right) as a function of the fraction of true links that were removed from the APID Homo sapiens PPI network [48,49]. Plotted values are the averages over 10 runs. Our walks used a hyperparameter of $t = 3/(\langle k \rangle)$.

---

**Figure 3.** Average areas under the precision-recall curve (left) and average areas under the receiver operating characteristic curve (right) as a function of the fraction of true links that were removed from the BioGRID Homo sapiens PPI network [46]. Plotted values are the averages over 10 runs. Our walks used a hyperparameter of $t = 2/(\langle k \rangle)$. 
Figure 4. Average areas under the precision–recall curve (left) and average areas under the receiver operating characteristic curve (right) as a function of the fraction of true links that were removed from the HINT Homo sapiens PPI network [47]. Plotted values are the averages over 10 runs. Our walks used a hyperparameter of $t = 3/\langle k \rangle$.

Figure 5. Average areas under the precision–recall curve (left) and average areas under the receiver operating characteristic curve (right) as a function of the fraction of true links that were removed from the IID Homo sapiens PPI network [50]. Plotted values are the averages over 10 runs. Our walks used a hyperparameter of $t = 4/\langle k \rangle$.

Figure 6. Average areas under the precision–recall curve (left) and average areas under the receiver operating characteristic curve (right) as a function of the fraction of true links that were removed from the BioGRID Saccharomyces cerevisiae PPI network [46]. Plotted values are the averages over 10 runs. Our walks used a hyperparameter of $t = 2/\langle k \rangle$.  
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Figure 7. Average areas under the precision–recall curve (left) and average area under the receiver operating characteristic curve (right) as a function of the fraction of true links that were removed from the HINT *Saccharomyces cerevisiae* PPI network [47]. Plotted values are the averages over 10 runs. Our walks used a hyperparameter of $t = 2/\langle k \rangle$.

In terms of area under the precision–recall curve (AuPR), the quantum walk with the adjacency Hamiltonian (QW-A) showed the best results overall. When 10% of the edges were removed, the QW-A had a higher average AuPR than all other benchmarked methods. This also held when 50% of the edges were removed, except in three cases. For the secondary metric, AuROC, the three best methods appeared to be QW, CRW, and L3; while L3 had the highest AuROC in half of the networks at the 10% removal level by a small margin, CRW had the highest AuROC at the 50% level in all but one network.

4. Discussion

The experimental results in the previous section showed that our methods performed well on a variety of PPI networks. In particular, we saw that our quantum walk with the adjacency Hamiltonian method yielded the best overall performance of all algorithms tested with respect to the area under the precision–recall curve. Furthermore, the adjacency Hamiltonian always beat the Laplacian as the better choice when comparing the results of quantum walks. One possible explanation for this is that the inclusion of node degrees on the diagonal of the Hamiltonian for the Laplacian matrix caused walkers to remain at nodes for longer periods of time, thus preventing them from adequately exploring the rest of the network. In order to explore this further, in Figure 8, we show the distribution of the return probabilities $P_{ii}(t)$ over all nodes $i$ for the various networks studied. Indeed, we see that the QW-L had a large spike close to 1.0 for all of the networks, indicating that the majority of nodes were never departed from when using the Laplacian Hamiltonian. In order to verify that this claim holds for other values of $t$, in Figure 9, we compare the return probabilities, averaged over all nodes, for various values of $t$. We see that the QW-L always had the largest average return probability, while the QW-A had an average return probability that was less than the QW-L, but larger than the CRW.

Comparing the QW-A to the CRW, Tables 2 and 3 above show that the former had a higher area under the precision–recall curve for all networks, except the Yeast-BioGRID network. One interesting property of this network is that it has the highest proportion of self-edges (826 self-interacting proteins out of 4186 proteins; see Table 1) of all the networks considered. In order to test the hypothesis that the CRW performs better when the proportion of self-edges is high, we repeated our experiments on the Yeast-BioGRID network, but this time did not use any self-edges for scoring. We found that the change in AuPR was negligible and that the CRW still had a slightly higher AuPR than the QW-A. Therefore, we do not believe that the high proportion of self-edges plays a significant role in explaining the better performance of the CRW for this network.
Figure 8. Comparison of return probabilities for the quantum and classical random walk methods on the 6 networks studied. For each network, we show kernel density estimations of the return probabilities $P_{ii}(t)$, for every node $i$. The values of $t$ used are those for which the AuPRs and AuROCs were presented above.

Figure 9. Comparison of return probabilities for the different quantum and classical random walk methods on the 6 networks studied. For each network, we show the the average value of $P_{ii}(t)$, averaged over all nodes, for values of $t$ in the range $(0, 2)$.

Another possible explanation for the higher AuPR of the CRW on the Yeast-BioGRID network may be due to its relatively high clustering compared to the other networks. In order to test this hypothesis, we used a theoretical model to generate scale-free networks with tunable average clusterings [58]. Using this model, we generated scale-free networks with a variety of average clusterings while holding the average degree constant, up to minor random fluctuations. We then used these networks to run the QW-A and CRW using the same cross-validation method described above, with half the edges being removed for testing, in order to compare their performance. In Figure 10, we see that, in all four cases, there was indeed a trend confirming that the QW-A has a better performance when clustering is low, while CRW performs better when clustering is higher. While these theoretically generated networks may not be accurate models of true PPI networks, the effect of clustering on classical and quantum walks remains an interesting topic for future research.
Table 2. Area under the precision–recall curve for 10% edge removals, averaged over 10 runs. The highest AuPR for each network is shown in bold.

| Network          | QW-A | QW-L | CRW | L3  | PA  | CN  | AA  | SPM |
|------------------|------|------|-----|-----|-----|-----|-----|-----|
| Human-APIID      | 0.058| 0.013| 0.018| 0.025| 0.003| 0.013| 0.014| 0.053|
| Human-BioGRID    | 0.106| 0.052| 0.018| 0.070| 0.052| 0.007| 0.042| 0.048| 0.079|
| Human-HINT       | 0.081| 0.026| 0.026| 0.023| 0.037| 0.008| 0.019| 0.023| 0.078|
| Human-IID        | 0.096| 0.015| 0.014| 0.030| 0.013| 0.013| 0.022| 0.025| 0.093|
| Yeast-BioGRID    | 0.156| 0.102| 0.158| 0.082| 0.007| 0.059| 0.073| 0.114|
| Yeast-HINT       | 0.115| 0.057| 0.077| 0.068| 0.032| 0.049| 0.055| 0.101|

Table 3. Area under the precision–recall curve for 50% edge removals, averaged over 10 runs. The highest AuPR for each network is shown in bold.

| Network          | QW-A | QW-L | CRW | L3  | PA  | CN  | AA  | SPM |
|------------------|------|------|-----|-----|-----|-----|-----|-----|
| Human-APIID      | 0.093| 0.031| 0.037| 0.089| 0.015| 0.034| 0.041| 0.097|
| Human-BioGRID    | 0.168| 0.091| 0.129| 0.152| 0.032| 0.089| 0.111| 0.135|
| Human-HINT       | 0.141| 0.055| 0.072| 0.125| 0.033| 0.055| 0.072| 0.136|
| Human-IID        | 0.145| 0.046| 0.059| 0.114| 0.056| 0.078| 0.090| 0.167|
| Yeast-BioGRID    | 0.217| 0.162| 0.242| 0.207| 0.030| 0.108| 0.149| 0.173|
| Yeast-HINT       | 0.235| 0.116| 0.226| 0.206| 0.116| 0.120| 0.154| 0.217|

Figure 10. AuPRs for scale-free networks with tunable clusterings. Four different settings are shown, corresponding to different (approximate) average degrees. In each setting, the average clustering was varied to produce different networks. In the resulting networks, half of the edges were reserved for testing, and the remaining network was used to run the QW-A and CRW link prediction methods on. Each point corresponds to the AuPR of a generated network; solid lines show linear fits. Each plot title shows the average degree \( \langle k \rangle \), averaged over all networks.
Finally, we mention a few points about the computational complexity of our algorithm and its implementation. The bottleneck of our algorithm, in either the classical or quantum case, is the computation of the matrix exponential appearing in Equations (3) and (5), which is a very well-studied problem with a long history [59]. Our experiments were performed using the “matrix_exp” function in PyTorch [60], which is an implementation of the Taylor polynomial approximation algorithm described in [61]. The problem was thus reduced to a constant number of matrix multiplications, another well-studied problem that can be solved more quickly than the naive $O(n^3)$ method, for example with Strassen’s algorithm or its variations [62]. It is also worth noting that, in this implementation of matrix exponentiation, and many others, the norm of the matrix being exponentiated has an impact on running time, so that using a small $t$, as tends to be the case in our algorithm, may help in this regard.

In order to compare the running times of the link prediction methods studied here, each method was implemented in python 3.10 and vectorised where possible. The methods were then run on the six networks described in Section 2.3, without removing any edges. The experiments were carried out on a setup consisting of 16 cores and 112 GB of RAM. The results of the running times are shown in Table 4. In general, L3, PA, CN, and AA had the fastest running times, but had low AuPR when compared to the QW-A and SPM (Figures 2–7, left). Of the general link prediction methods, the SPM typically had the highest AuPR, but it is computationally demanding due to the need to calculate the eigenvectors and eigenvalues of the perturbed adjacency matrix many times. The QW-A is indeed the most-promising of the methods considered, since its runtime was several times faster than the SPM, while outperforming the SPM in every case, except two, in which case, the QW-A had the higher AuROC (Figures 2 and 5 and Tables 5 and 6).

| Model | APID  | BioGRID | IID   | HINT  | BioGRID | HINT  |
|-------|-------|---------|-------|-------|---------|-------|
| QW-A  | 4.15 ± 0.05 | 1.05 ± 0.01 | 5.39 ± 0.14 | 4.52 ± 0.03 | 0.13 ± 0.00 | 0.39 ± 0.00 |
| QW-L  | 4.69 ± 0.03 | 1.2 ± 0.01  | 6.03 ± 0.14 | 5.02 ± 0.03 | 0.14 ± 0.00 | 0.44 ± 0.00 |
| CRW   | 3.23 ± 0.05 | 0.82 ± 0.02 | 4.43 ± 0.05 | 3.52 ± 0.08 | 0.05 ± 0.00 | 0.17 ± 0.00 |
| L3    | 0.54 ± 0.05 | 0.1 ± 0.01  | 1.15 ± 0.04 | 0.55 ± 0.03 | 0.01 ± 0.00 | 0.1 ± 0.00  |
| PA    | 0.23 ± 0.03 | 0.04 ± 0.01 | 0.33 ± 0.03 | 0.18 ± 0.03 | 0.01 ± 0.00 | 0.03 ± 0.00 |
| CN    | 0.23 ± 0.04 | 0.04 ± 0.01 | 0.39 ± 0.04 | 0.21 ± 0.03 | 0.01 ± 0.00 | 0.03 ± 0.00 |
| AA    | 0.27 ± 0.05 | 0.05 ± 0.01 | 0.41 ± 0.03 | 0.24 ± 0.03 | 0.01 ± 0.00 | 0.04 ± 0.00 |
| SPM   | 27.28 ± 1.27 | 6.38 ± 0.03 | 29.68 ± 0.50 | 24.67 ± 0.11 | 0.84 ± 0.01 | 2.67 ± 0.01 |

Table 4. Average runtimes (in minutes) with standard deviations (over 10 runs) on each of the human PPI networks studied. The choice of hyperparameter $t$ for the quantum and classical walks was the same as was reported in the Results Section.

| Network | QW-A | QW-L | CRW | L3 | PA | CN | AA | SPM |
|---------|------|------|-----|----|----|----|----|-----|
| Human-APID | 0.930 | 0.917 | 0.933 | 0.936 | 0.888 | 0.812 | 0.814 | 0.897 |
| Human-BioGRID | 0.932 | 0.928 | 0.935 | 0.936 | 0.888 | 0.877 | 0.879 | 0.901 |
| Human-HINT | 0.943 | 0.931 | 0.945 | 0.947 | 0.904 | 0.846 | 0.851 | 0.913 |
| Human-IID | 0.945 | 0.923 | 0.942 | 0.944 | 0.911 | 0.896 | 0.901 | 0.924 |
| Yeast-BioGRID | 0.914 | 0.911 | 0.918 | 0.917 | 0.838 | 0.873 | 0.878 | 0.876 |
| Yeast-HINT | 0.939 | 0.926 | 0.946 | 0.939 | 0.909 | 0.893 | 0.906 | 0.919 |

Table 5. Area under the receiver operating characteristic curve for 10% edge removals, averaged over 10 runs. The highest AuROC for each network is shown in bold.
Table 6. Area under the receiver operating characteristic curve for 50% edge removals, averaged over 10 runs. The highest AuROC for each network is shown in bold.

| Network       | QW-A | QW-L | CRW  | L3    | PA   | CN   | AA   | SPM  |
|---------------|------|------|------|-------|------|------|------|------|
| Human-APID    | 0.910| 0.900| 0.918| 0.908 | 0.883| 0.717| 0.717| 0.870|
| Human-BioGRID| 0.906| 0.903| 0.910| 0.899 | 0.877| 0.779| 0.780| 0.860|
| Human-HINT    | 0.924| 0.915| 0.931| 0.925 | 0.898| 0.760| 0.762| 0.879|
| Human-ID      | 0.930| 0.915| 0.934| 0.936 | 0.909| 0.838| 0.841| 0.898|
| Yeast-BioGRID | 0.874| 0.871| 0.877| 0.859 | 0.821| 0.775| 0.777| 0.784|
| Yeast-HINT    | 0.922| 0.910| 0.931| 0.926 | 0.904| 0.833| 0.845| 0.890|

5. Conclusions

Although experimental methods have greatly improved in the past ten years, most interactomes remain far from being complete. It is, therefore, important to discover new computational methods for inferring interactions from incomplete datasets. We described a class of algorithms based on continuous-time walks that rank among the best link prediction methods tested on PPI networks.

Furthermore, the continuous-time quantum walks described here are among the first successful quantum-inspired link prediction methods. Although we found that using the reciprocal of the average degree provided a good time length for which to run the walks, many further options can still be explored: using cross-validation to choose a more optimal value or using times that depend on the walker’s location are immediate candidates. Another open direction of research involves the choice of the Hamiltonian. Our experimental results demonstrated a strong sensitivity on the Hamiltonian used for controlling the quantum walks. While the adjacency matrix yielded better results than the Laplacian on the networks we tested, it would be beneficial to understand why this is the case. This also indicates the potential for improvement if better Hamiltonians can be found for the purpose of link prediction. Further investigations in this direction may yield better methods and insights into both networks being studied and the quantum walks being employed.
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