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ABSTRACT. In this paper we present a rigorous numerical method for validating analytic solutions of nonlinear ODEs by using Chebyshev-series and domain decomposition. The idea is to define a Newton-like operator, whose fixed points correspond to solutions of the ODE, on the space of geometrically decaying Chebyshev coefficients, and to use the so-called radii-polynomial approach to prove that the operator has an isolated fixed point in a small neighborhood of a numerical approximation. The novelty of the proposed method is the use of Chebyshev series in combination with domain decomposition. In particular, a heuristic procedure based on the theory of Chebyshev approximations for analytic functions is presented to construct efficient grids for validating solutions of boundary value problems. The effectiveness of the proposed method is demonstrated by validating long periodic and connecting orbits in the Lorenz system for which validation without domain decomposition is not feasible.

1. Introduction. In dynamical system theory one is often interested in the existence of invariant objects such as equilibria, periodic orbits, heteroclinic orbits, invariant manifolds, etc. The existence of such special orbits can reveal global information about the behavior of the dynamical system, for example through forcing theorems. The analysis of these special solutions, however, is in general difficult because of the nonlinearities in the system. Hence one usually resorts to numerical simulations. The information obtained through numerical simulation gives a lot of insight, but, unfortunately, it does not yield mathematical proofs.

The field of rigorous numerics is concerned with bridging the gap between numerical simulation and mathematically sound results. The main idea is to combine numerical simulation with analysis to establish mathematically rigorous statements. Examples of such methods can be found for instance in the CAPD software-package [15], which consists of a comprehensive C++-library for validated numerical computations of a variety of dynamically interesting objects for both discrete and continuous-time dynamical systems, using interval arithmetic Lohner-type algorithms combined with powerful topological constructions. Other well-known...
software packages include AWA [31, 30], COSY [7, 17], KV [26] as well as INT-LAB [12, 35]. All are proficient in rigorously integrating flows of vector fields using Taylor models.

Yet another approach is based on a parameterized Newton-Kantorovich argument, sometimes called the radii-polynomial approach. We will describe this method in full detail later in the paper. For the moment, it suffices to say that it consists of restating the problem in a fixed point formulation $T(x) = x$, and contractivity of the map $T$ (on a ball centered at the numerical approximation of the solution) is reduced to checking a finite set of inequalities that depend on the radius of the ball (i.e. the radius is a parameter), see e.g. [27, 25, 29, 19, 37, 28].

Of particular interest for the present paper is the implementation of these ideas based on Chebyshev series introduced in [29]. Chebyshev series have, of course, long been a well-known tool in numerical analysis (see e.g. [33, 36, 8] and the references therein). Their successful applicability to rigorous numerics is largely due to the analogy between Chebyshev series and Fourier series, allowing for manageable analytic estimates. The idea in [29] is to expand the unknown solution $u$ to a boundary value problem in the Chebyshev-basis on the interval $[0, L]$, and to work, for the functional analytic arguments, on the space of algebraically decaying Chebyshev-coefficients.

The fundamental restriction of the setup in [29] is that only “short” pieces of orbit may be verified this way, since for longer orbits the coefficients in the Chebyshev series decay too slowly. Hence, although Chebyshev series, due to their similarity to Fourier series, promise to vastly improve the efficiency of rigorous numerical algorithms (compared to, for example, spline approximations) for systems of ODEs, thus far they had the major restriction of only succeeding for short time intervals. In the current paper we solve this problem by adding domain decomposition concepts to the picture. In particular, we describe how a combination of ideas from domain decomposition and Chebyshev expansions can be united into an integrated approach for rigorous numerical computations of solutions to boundary value problems on large intervals.

To be precise, we present a rigorous numerical procedure for solving boundary value problems (BVPs)

$$\begin{align*}
\frac{du}{dt} &= g(u, \lambda_0), & t \in [0, L], \\
G(u(0), u(L), \lambda_1) &= 0,
\end{align*}$$

(1)

using Chebyshev series and domain decomposition. Here $g : \mathbb{R}^n \times \mathbb{R}^{n_0} \to \mathbb{R}^n$ is a polynomial vector field in an $n$-dimensional phase space, which may depend on a parameter $\lambda_0 \in \mathbb{R}^{n_0}$. We restrict our attention to polynomial vector fields for technical reasons: they allow for a relatively simple functional analytic setup, see Section 2, so that we can focus on the novel domain decomposition aspects. We note that many non-polynomial (but analytic) problems may be reformulated as a polynomial problem via change of variables and automatic differentiation techniques, see e.g. [27] and the references therein. Furthermore, for the sake of presentation, the estimates in Section 6, which are needed to validate numerical approximations of (1), are only developed in detail for quadratic polynomials. We remark that the estimates for higher-order polynomials are similar and straightforward generalizations of the quadratic bounds. The function $G : \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^{n_1} \to \mathbb{R}^{n_b}$ represents a collection of $n_b$ boundary conditions, which may depend on a parameter $\lambda_1 \in \mathbb{R}^{n_1}$. 
In the BVP (1) parameters may either be fixed or determining their value may be part of the problem. This also holds for the length of the interval \( L \), which can be predetermined or a priori unknown (as in the case of a periodic orbit). In any case, to have a locally unique solution one needs that the number \( n_p \) of free parameters (in \( \lambda_0, \lambda_1 \) and possibly \( L \)) is such that the number of boundary conditions balances the degrees of freedom, i.e. \( n_b = n + n_p \). In the current paper we restrict our attention to such problems with locally unique solutions. We note that it is well understood how to extend the method to families of solutions via rigorous continuation techniques, see [19, 10, 23, 38].

As explained above, the first step in the strategy extends the one presented in [29]. We recast (1) into an equivalent zero-finding problem in terms of the Chebyshev coefficients, where we incorporate a flexible domain decomposition component in the formulation. We then compute an approximate zero by truncation, and use a Newton-like scheme to establish the existence of the orbit of interest via a contraction argument.

The proposed method differs in one additional seminal aspect from the approach presented in [29]. The approach in [29] is based on recasting (1) into an equivalent fixed-point problem on the space of algebraically decaying sequences. However, integral curves of analytic vector fields are themselves analytic. Hence the associated Chebyshev coefficients decay to zero at a geometric rate rather than merely at an algebraic rate. From that perspective it is more natural to pose the equivalent fixed point problem on the space of geometrically decaying sequences, i.e., on an exponentially weighted \( \ell^1 \)-space, see Section 2. This has several advantages. The estimates for bounded linear functionals and discrete convolutions, which constitute a fundamental part of the method in this paper, are more easily derived in the geometric setting; see [25] for a detailed discussion of these issues. Hence, the more transparent expressions allow us to concentrate on the core matter of domain decomposition.

Exploiting the geometric decay of the coefficients has consequences that go beyond cosmetic aspects, since the rate of decay links directly into the way the domains in the domain decomposition are chosen. We here give a brief overview of the ideas, while all details can be found in Section 4. We split the interval \([0, L]\) into subintervals and on each of these we write \( u \) as a Chebyshev series. The main issue is how to (optimally or naturally) choose the splitting into subintervals. The theory of Chebyshev approximations explains how the decay rate of the Chebyshev coefficients of a function is related to the location of its complex singularities in the complex plane, see e.g. [36]. Crudely stated, complex singularities which are located close to the real axis are the main cause for low decay rates. A rescaling in time, or partitioning of the domain, can be used to push the complex singularities away from the real axis thereby obtaining higher decay rates (and hence fewer Chebyshev modes are needed per domain).

The goal of domain decomposition in this context is to overcome the issue of low decay rates by partitioning the domain \([0, L]\) into a finite number, \( m \), of subdomains, and to rigorously solve for the Chebyshev coefficients of \( u|_{[t_{i-1}, t_i]} : 1 \leq i \leq m \) simultaneously. The idea is to determine a grid \( \{0 = t_0 < t_1 \ldots < t_m = L\} \) such that each piece \( u|_{[t_{i-1}, t_i]} \) of the orbit can be accurately approximated with a relatively small number of modes. In Section 4 we present a heuristic procedure for determining a grid for which the decay rates of the Chebyshev coefficients on each subdomain are (approximately) uniform over the subdomains. By choosing \( m \) appropriately,
this (uniform) decay is sufficiently rapid to obtain accurate approximations with a relatively small number of Chebyshev modes on each subinterval, so that a successful rigorously verified computation may ensue. The procedure is based on examining the complex singularities of the orbit to be validated by using a robust rational interpolation scheme developed in [24, 34]. In Section 5.2 we illustrate that domain decomposition based on the location of the complex singularities significantly enhances the global improvement of the decay rates in a way that cannot be achieved by merely using uniform grids.

There is a long history of using rigorous integrators based on Taylor series, see e.g. [32, 6, 46, 43] and the references therein. While a detailed quantitative comparison is far beyond the scope of the current paper, it should be clear that Chebyshev series are advantageous compared to Taylor series when passing near a complex singularity of the solution. A standard, but nonetheless illustrative example is the problem \( u' = u(1-u) \) with initial data \( u(0) = \frac{1}{2} \). The solution is \( u(t) = (1 + e^{-t})^{-1} \) and the poles at \( \pm \pi i \) prevent a Taylor approximation \( \sum_{k=0}^{N} b_k t^k \) of the solution from having any validity beyond \( t = \pi \). In contrast, the corresponding expansion \( \sum_{k=0}^{N} a_k T_k(\frac{2t-L}{L}) \) for \( t \in [0, L] \) in terms of Chebyshev polynomials \( T_k \) (see Section 2 for an explanation of the notation), can be proven (e.g. following the estimates in the current paper) to have arbitrarily small (explicit) error uniformly for \( t \in [0, L] \) when \( N \) is sufficiently large, for arbitrarily long integration times \( L \). To compare the efficacy of both series expansions in commonly used Newton-like validation techniques, we have validated solutions of this toy problem using both types of expansions, see Figure 1. The results highlight the main advantages of Chebyshev series over Taylor series. Namely, with Chebyshev series it is feasible to validate longer orbits using a single domain while using a smaller number of modes and achieving much higher accuracy. In addition, the way in which rescaling of time affects the decay rates of the Chebyshev coefficients yields a natural choice for constructing a grid, see Section 4. Altogether, this makes the Chebyshev basis a natural choice for computing and validating long orbits with domain decomposition techniques for both initial and boundary value problems, see also [20].

Before proceeding with a short description of some concrete results that illustrate how domain decomposition significantly enhances the applicability of Chebyshev series in computer-assisted proofs, a few remarks concerning the literature are in order. The literature on solving boundary value problems is vast, and an overview, even when restricting to rigorous computer-assisted approaches, is once again beyond the scope of this paper. Let us, however, mention a few key papers to briefly sketch what kind of methods have been developed by the rigorous numerics community. In [11, 21, 9, 45, 2, 1] functional analytic methods, similar in spirit to ours, are used to solve BVPs: the differential equation is reformulated into an equivalent fixed-point problem and is solved by verifying the conditions of the Contraction Mapping Principle with the aid of a computer. Fundamentally different approaches based on topological rather than functional analytic methods, such as the Conley-index and covering relations, have been proven to be very effective as well (see e.g. [4, 18, 44, 22]), especially when combined with high-accuracy interval-arithmetic integration techniques (see e.g. [5, 30, 3]). Finally, let us also mention the method in [16] based on shadowing and fixed point arguments.
To demonstrate the effectiveness of our method we have validated “long” connecting and periodic orbits in the Lorenz system

\[
\frac{du}{dt} = \begin{pmatrix}
\sigma(u_2 - u_1) \\
u_1(\rho - u_3) - u_2 \\
\nu_1u_2 - \beta u_3
\end{pmatrix},
\] (2)

where $\sigma, \beta, \rho \in \mathbb{R}$ are parameters. We set $\beta = \frac{8}{3}$, $\sigma = 10$, and let $\rho > 1$. The parameter values are referred to as classical if $\rho = 28$. All the computations presented below have been implemented in MATLAB, using the INTLAB package [35] for the necessary interval arithmetic, and the CHEBFUN package [20] to construct the required Chebyshev approximations. The code is available at [40].

We note that our choice of test problem is relatively classical on purpose, since it allows us to highlight some subtleties of the approach. For more “advanced” applications the effect of domain decomposition for Chebyshev series in computer-assisted proofs easily gets convoluted with other technical aspects of the problem. However, we point out that our approach has been applied already to other problems, such as for heteroclinic travelling wave profiles in Lotka-Volterra systems and fourth order equations (originating from the Swift-Hohenberg PDE) [41], as well as for periodic orbits in the equilateral circular restricted four body problem [13].

**Application 1.** We have proven the existence of a transverse heteroclinic orbit between hyperbolic equilibria in the classical Lorenz system. The implementation in [28], which in spirit is very similar to the one discussed in the present paper, except that splines are used instead of Chebyshev polynomials, was not
Figure 2. The connecting orbit from the positive eye to the origin in the Lorenz equation with classical parameters. The time of flight between the local (un)stable manifolds is $L = 30$. The geometric objects colored in red and green are representations of $W^u_{\text{loc}}(q^+)$ and $W^s_{\text{loc}}(0)$, respectively.

powerful enough to verify the heteroclinic orbit for the classical parameter values. The Lorenz system has three hyperbolic equilibria, namely the origin and $q^\pm := (\pm \sqrt{\beta(\rho-1)}, \pm \sqrt{\beta(\rho-1)}, \rho-1)$, which are commonly referred to as the positive and negative eye. A connecting orbit from $q^+$ to the origin is characterized by

$$\begin{align*}
\frac{du}{dt} &= g(u), & t \in [0, L], \\
u(0) &\in W^u_{\text{loc}}(q^+), \\
u(L) &\in W^s_{\text{loc}}(0),
\end{align*}$$

(3)

where $L > 0$ is the integration time required to travel from the local unstable manifold $W^u_{\text{loc}}(q^+)$ of $q^+$ to the local stable manifold $W^s_{\text{loc}}(0)$ of the origin. The local invariant manifolds can be parameterized using the method in [39, 28] to obtain rigorously validated descriptions of explicit boundary conditions that supplant the statements $u(0) \in W^u_{\text{loc}}(q^+)$ and $u(L) \in W^s_{\text{loc}}(0)$, see Section 5.4. The system (3) is thus reduced to a BVP of the type (1).

The integration time needed for the BVP depends on the sizes of the local stable and unstable manifolds which serve as input for formulating the BVP. We established the existence of an isolated solution of (3) for $L = 30$ time units by using a grid consisting of $m = 55$ subdomains. The orbit is shown in Figure 2. The $C^0$-bound for the error between the exact and numerical approximation was of order $10^{-9}$. The reader is referred to Section 5.4 for the details.

Application 2. We have validated a periodic orbit of period $L \approx 25.03$ on the Lorenz attractor for the classical parameter values. We note that $L$ is a parameter and $\mathcal{G}$ consists of $u(0) - u(L) = 0 \in \mathbb{R}^3$ plus a phase condition ($u(0)$ lies in a certain
Poincaré section, see Section 5.2). The orbit is shown in Figure 3(a). The $C^0$-bound for the error between the numerical approximation and the exact solution was of order $10^{-10}$. Rather than pushing for extremely long orbits (which have already successfully been obtained via high-precision arithmetic [5]), this periodic orbit is primarily meant as an illustration of the typical behavior of the domain decomposition algorithm. In Figure 3(b) the size of the Chebyshev coefficients on all domains (as determined by the algorithm described in Section 4) is shown simultaneously. This showcases the fact that the algorithm determines a grid such that the decay rate is uniform.

**Application 3.** As a third application we considered a family of periodic orbits parameterized by $\rho$, accumulating to a homoclinic orbit to the origin at $\rho_{\text{hom}} \approx 13.93$. In particular, the periods of the periodic orbits tend to infinity as $\rho \downarrow \rho_{\text{hom}}$, and it becomes increasingly hard to validate the solution. Indeed, the goal of this example is to push our method to the edge of its current applicability. With the orbits spending a lot of time near the equilibrium, the algorithm for determining the domain decomposition based on the estimated location of the poles turns out to still work well for the part of the orbit that describes the near-homoclinic excursion, but not so well in the neighborhood of the equilibrium, see Section 5.3.1 for a more detailed discussion. Furthermore, the problem becomes increasingly ill-conditioned as $\rho$ approaches $\rho_{\text{hom}}$. This is remedied by considering $\rho$ as a free parameter rather than a fixed one, and adding a pseudo-arclength continuation type equation, see Section 5.3.1.

A typical validated periodic orbit near the homoclinic orbit for $\rho$ close to $\rho_{\text{hom}}$ is shown in Figure 4(a). It has two geometrically distinct parts: it spends a long time close to the equilibrium where the components are near-constant, see Figure 4(b), while the peak corresponds to the relatively short excursion into phase space. The grid is uniform on the flat part of the solution (where very few modes are used per domain), and the grid is non-uniform in the peak (where many modes are used per domain), see Section 5.3.1 for details.

**Application 4.** To demonstrate that the proposed method is applicable to more complicated dynamical systems as well, we have validated a periodic orbit in a high-dimensional nonlinear system of ODEs. Let $g : \mathbb{R}^3 \times (1, \infty) \to \mathbb{R}^3$ denote the classical Lorenz vector field as given in (2), where we have explicitly incorporated the dependency on the parameter $\rho$ in the notation. Let $K \in \mathbb{N}$ and consider the coupled Lorenz vector field $G : \mathbb{R}^{3K} \times (1, \infty)^K \to \mathbb{R}^{3K}$ defined by

$$[G(x, \rho)]_{j=3(k-1)+1}^{3k} := \begin{cases} g(x_{3k+1}, x_{3k-1}, x_{3k}, \rho_k), & 1 \leq k \leq K - 1, \\ g(x_1, x_{3K-1}, x_{3K}, \rho_K), & k = K, \end{cases}$$  

where $\rho := (\rho_k)_{k=1}^K \in (1, \infty)^K$. If the components of $\rho$ are identical, i.e., $\rho = \rho \cdot \mathbf{1}_K$ for some $\rho > 1$, then the system is synchronized in the following sense. If $u' = g(u, \rho)$, then $U' = G(U, \rho)$, where $U := [u \ldots u]^T$. One may then break the synchrony by varying the components of $\rho$. We have used this observation to locate and validate a non-trivial unsynchronized periodic orbit of $G(\cdot, \rho)$ for $\rho \approx [51.846 \ 50.875 \ 56.139 \ 55.277 \ 57.654]^T$ and $K = 5$. The reader is referred to the code for the exact parameter values.

The components of the periodic orbit are depicted in Figure 5; here one can observe that the validated solution constitutes a truly unsynchronized periodic orbit.
Figure 3. (a) A periodic orbit on the Lorenz attractor of period $L \approx 25.03$ validated with $m = 35$ subdomains. (b) A semi-logarithmic plot of the coefficients in the Chebyshev series on all subdomains for the three components of the solution.

of the 15-dimensional coupled Lorenz system. The period of the orbit is $L \approx 1.70$. The grid on which the orbit was validated consists of four subdomains. The $C^0$-bound for the error between the exact and numerical approximation was of order $10^{-10}$. The reader is referred to Section 5.5 for more details. There we also show another, similar example of a 30-dimensional vector field ($K = 10$).
Application 5. As a final illustration we have validated initial value problems in the Lorenz system. The main purpose of this example is to compare the performance of our technique with more traditional integrators based on Lohner’s method and Taylor models. We compare our method with 	exttt{awa} [31] and 	exttt{verifyode} [12] implemented in INTLAB. We remark, however, that a comprehensive comparison between verified methods for integration is far beyond the scope of this paper. In this paper we are mainly concerned with techniques tailored for boundary value problems, where the focus lies on proving the existence of specific (and “special”) orbits observed numerically in simulations. This should be contrasted with Lohner
based techniques for rigorous integration of IVPs, where the focus lies on computing sharp enclosures for the range of time $t$-maps and integration is performed through rigorous time-stepping.

We pick an arbitrary initial condition $p_0 \in \mathbb{R}^3$ close to one of the eyes $q^\pm$ for which the long-time behavior is non-trivial; we set $p_0 = [6 \ 10 \ 8]^T$. As the integration time increases, the orbit alternates between “spiraling” around one of the two eyes $q^\pm$, see Figure 6. Each time the orbit transitions from one eye to the other, the dependence on the initial condition $p_0$ becomes more sensitive. This sensitivity is reflected in our estimates and makes validation difficult for large integration times; this phenomenon is not present in the boundary value problems above. To get an idea of how our method compares with Taylor-based integrators, we fix six integration times, each associated to a certain number of transitions between the eyes. We then validate the orbits with our method and the integrators in INTLAB.

**Figure 5.** The fifteen components of the validated periodic orbit in the coupled Lorenz system (4). The period of the periodic orbit is $L \approx 1.70$. We have grouped the components, which in the synchronized setting would correspond to the “same component”, together. In each case the components with higher indices are colored with a lighter shade of blue.
and compare the $C^0$-errors. For $L = 11.2$ time units, corresponding to 6 transitions between the eyes, the $C^0$-errors for our method and \texttt{awa} (using the default settings) were bounded from above by $1.6284 \cdot 10^{-7}$ and $5.1561 \cdot 10^{-7}$, respectively. The accuracy of both methods is thus comparable on this time span. However, when we try to integrate further in time our method soon fails, whereas \texttt{awa} continues to perform rigorous integration, albeit with error bounds in the order of $10^{-6}$ and higher. We thus conclude that our method, which is aimed primarily at boundary value problems, produces results for initial value problems which are comparable to those of more traditional algorithms on intermediate time scales. But it is outperformed by dedicated rigorous integrators for long time integration. The reader is referred to Section 5.6 for the details.

This paper is organized as follows. We begin by briefly introducing the necessary background on Chebyshev series in Section 2. The setup for the rigorous verification of the numerical computations in the domain decomposition context is described in Section 3. The accompanying estimates are postponed to Section 6 to avoid breaking the flow of the arguments. In Section 4 we discuss the algorithm for finding a domain decomposition that leads to uniform decay of the Chebyshev coefficients. Section 5 deals with the three applications summarized above. Finally, in Section 6 we first develop the full details of the estimates for the case of periodic boundary conditions, and then give the modifications required for the non-periodic boundary conditions that are used in some of the presented applications.

2. Preliminaries.

2.1. Chebyshev series. The reader is referred to [36] for all proofs and a more comprehensive introduction into the theory of Chebyshev approximations. Here we summarize the properties needed for our method.

The Chebyshev-polynomials $T_k : [-1, 1] \rightarrow \mathbb{R}$ of the first kind can be defined by the relation $T_k(\cos \theta) = \cos (k\theta)$, where $k \in \mathbb{N}_0$ and $\theta \in [0, \pi]$. As suggested by this definition, the Chebyshev series associated to the Chebyshev polynomials $(T_k)_{k=0}^{\infty}$ constitute a non-periodic analog of Fourier-cosine series. In particular, Chebyshev and Fourier-cosine series have similar convergence properties. For instance, any Lipschitz continuous function admits a unique Chebyshev expansion. The following proposition describes the decay of the Chebyshev coefficients of an analytic function.

**Proposition 2.1.** Suppose $u : [-1, 1] \rightarrow \mathbb{R}$ is analytic and let

$$u = a_0 + 2 \sum_{k=1}^{\infty} a_k T_k$$

be its Chebyshev expansion. Let $E_\nu \subset \mathbb{C}$ denote an open ellipse with foci $\pm 1$ to which $u$ can be analytically extended, where $\nu > 1$ is the sum of the semi-major and semi-minor axes. If $u$ is bounded on $E_\nu$, then $|a_k| \leq M\nu^{-k}$ for all $k \in \mathbb{N}_0$, where $M = \sup_{z \in E_\nu} |u(z)|$.

**Remark 2.2.** The largest such ellipse $E_\nu$ is referred to as the Bernstein ellipse associated to $u$.

The product of two Chebyshev series is (in direct analogy with Fourier series) described by a discrete convolution, as expressed by the next proposition.
Figure 6. (a) A validated solution of the initial value problem with initial condition \( p_0 = [6 \ 10 \ 8]^T \) and integration time \( L = 11.2 \). (b) The three components of the validated orbit. The dashed lines in grey indicate the six chosen integration times \( L \in \{ 2.3, 4.8, 6.1, 7.6, 9.5, 11.2 \} \). At the \( k \)-th integration time, ordered from small to large, the orbit transitioned \( k \) times between the eyes.

Proposition 2.3. Suppose \( u, v : [-1, 1] \to \mathbb{R} \) are Lipschitz continuous and let

\[
    u = a_0 + 2 \sum_{k=1}^{\infty} a_k T_k, \quad v = b_0 + 2 \sum_{k=1}^{\infty} b_k T_k,
\]
be the associated Chebyshev expansions. Then

\[ u \cdot v = c_0 + 2 \sum_{k=1}^{\infty} c_k T_k, \quad \text{where} \quad c = a \ast b := \sum_{k_1+k_2=k \atop k_1, k_2 \in \mathbb{Z}} a_{|k_1|} b_{|k_2|}. \]

Furthermore, we state an identity which will be useful for computing the derivative of a Chebyshev-series:

\[ \frac{dT_k}{dx}(x) = k \left( T_{k-1}(x) - T_{k+1}(x) \right), \quad k \in \mathbb{N}. \]  

Finally, we have the product formula

\[ T_{k_1} T_{k_2} = \frac{1}{2} \left( T_{k_1+k_2} + T_{|k_1-k_2|} \right). \]  

2.2. Sequence spaces. The functional analytic reformulation of (1) in terms of the Chebyshev coefficients is posed on a weighted \( \ell^1 \) space. More precisely, in light of Proposition 2.1, we define the space

\[ \ell^1_{(\nu,n)} := \left\{ (a_k)_{k \in \mathbb{N}_0} : a_k \in \mathbb{R}^n, \left| a_0 \right| + 2 \sum_{k=1}^{\infty} \nu^k < \infty, \ 1 \leq j \leq n \right\}, \]

where \( [a_k]_j \) denotes the \( j \)-th component of \( a_k \in \mathbb{R}^n \) and \( \nu > 1 \) is a given weight, endowed with the norm

\[ \|a\|_{(\nu,n)} := \max_{1 \leq j \leq n} \left\{ \left| a_0 \right| + 2 \sum_{k=1}^{\infty} \nu^k \right\}. \]

We shall write \( \ell^1_{\nu} := \ell^1_{(\nu,1)} \) and \( \|\cdot\|_{\nu} = \|\cdot\|_{(\nu,1)} \). The convolution \( a \ast b \) of two vector-valued sequences \( a, b \in \ell^1_{(\nu,n)} \) is defined component-wise.

A particularly important reason for choosing the above norm is that it induces a natural Banach algebra structure on \( \ell^1_{(\nu,n)} \) with respect to the discrete convolution:

**Proposition 2.4.** The space \( \left( \ell^1_{(\nu,n)}, \ast \right) \) is a Banach algebra. In particular

\[ \|a \ast b\|_{(\nu,n)} \leq \|a\|_{(\nu,n)} \|b\|_{(\nu,n)} \]

for any \( a, b \in \ell^1_{(\nu,n)} \).

Finally, we state an elementary result about the dual of \( \ell^1_{\nu} \) which will be used extensively throughout this paper. Let \( \{\varepsilon_l\}_{l=0}^{\infty} \) be the set of "corner points" of the unit one ball in \( \ell^1_{\nu} \):

\[ (\varepsilon_0)_k := \begin{cases} \frac{1}{\nu^k} & k = 0 \\ 0 & k > 0, \end{cases} \quad \text{and} \quad (\varepsilon_l)_k := \begin{cases} \frac{1}{\nu^k} & k = l \\ 0 & k \neq l, \end{cases} \quad \text{for } l \in \mathbb{N}. \]  

Then we have the following characterization of the dual of \( \ell^1_{\nu} \):

**Lemma 2.5.** Let \( \psi \in \left( \ell^1_{\nu} \right)^* \), then

\[ \|\psi\|_{\nu}^* := \sup_{l \in \mathbb{N}_0} |\psi(\varepsilon_l)|. \]
3. Rigorous numerics for periodic orbits. In this section we introduce a rigorous numerical method for solving a special case of (1), namely we consider the problem of validating a periodic orbit. The reason why we have chosen to present the details of the method for periodic orbits is only for the sake of clarity, and it will be shown in Section 5 how one can adapt the procedure to deal with other types of BVPs.

Since periodic orbits are invariant under translations in time, we need to introduce an additional phase condition in order to isolate the periodic orbit of interest. Note that a periodic orbit can be characterized by the following BVP:

\[
\begin{cases}
  \frac{du}{dt} = \frac{1}{\omega} g(u), & t \in [0,1], \\
  u(0) = u(1), \\
  \langle v_0, u_0 - u(0) \rangle = 0,
\end{cases}
\]

(8)

where \( \omega > 0 \) is the frequency of \( u \), and \( u_0, v_0 \in \mathbb{R}^n \) are fixed. The vectors \( u_0 \) and \( v_0 \) define a Poincaré section through which the periodic orbit \( u \) is required to pass at time \( t = 0 \) (i.e. the phase condition). Note that the frequency \( \omega \) is a-priori unknown and must be included as an additional variable to solve for.

We start by recasting the problem into an equivalent zero finding problem of the form \( F(x) = 0 \) in terms of the Chebyshev coefficients. Next, we construct a Newton-like operator \( T \) for \( F \) based at an approximate zero \( \hat{x} \) obtained via numerical simulation. Finally, we use a parameterized Newton-Kantorovich method to determine a finite number of explicit inequalities, which can be rigorously verified with the aid of a computer, in order to establish that \( T \) is a contraction on a neighborhood of the approximate solution \( \hat{x} \).

3.1. Chebyshev operator for periodic orbits. In this section we reformulate (8) as an equivalent equation of the form \( F(x) = 0 \) by performing domain decomposition and using a Chebyshev expansion on each subdomain. Let

\[ P_m := \{ t_0 = 0 < t_1 < \ldots < t_m = 1 \} \]

be any partition of \([0,1]\), where \( m \in \mathbb{N} \) is the number of subintervals. Then (8) is equivalent to

\[
\begin{cases}
  \left( P_1 \right) \frac{du_1}{dt} = \frac{1}{\omega} g(u_1), & t \in [0,t_1], \\
  u_1(0) - u_m(1) = 0, \\
  \langle v_0, u_0 - u_1(0) \rangle = 0,
\end{cases}
\]

\[
\begin{cases}
  \left( P_i \right) \frac{du_i}{dt} = \frac{1}{\omega} g(u_i), & t \in [t_{i-1},t_i], & \text{for } 2 \leq i \leq m, \\
  u_i(t_{i-1}) = u_{i-1}(t_{i-1}),
\end{cases}
\]

Note that each \( u_i \) (if it exists) is analytic, since \( g \) is assumed to be polynomial (say of degree \( N_g \)):

\[
g(u) = \sum_{|\alpha|=0}^{N_g} g_{\alpha} u^\alpha,
\]
where \( g_{\alpha} \in \mathbb{R}^n \). Here \( \alpha = (\alpha_1, \ldots, \alpha_n) \) is the usual multi-index, with \( |\alpha| = \alpha_1 + \cdots + \alpha_n \). Therefore, the Chebyshev expansion

\[
u_2.1. \text{In particular, there exist numbers } (\alpha_j)_{j=1}^m, \text{ where each } \alpha_i > 1, \text{ such that } [a_j] \in \ell_{\nu_i} \text{ for all } 1 \leq i \leq m, 1 \leq j \leq n. \text{ In the remainder of this section the weights } \nu = (\nu_i)_{i=1}^m \text{ are assumed to be fixed.}

To obtain a reformulation of \((P_i)_{i=1}^m\) in terms of the coefficients \(a^i\), first observe that

\[ g \circ u_i = c_0^i + 2 \sum_{k=1}^{\infty} c_k^i T_k \]

where

\[
\sum_{|\alpha|=0}^{N_\alpha} g_{\alpha} [a^i]^\alpha_1 \cdots [a^i]^\alpha_n,
\]

1 \leq i \leq m, 1 \leq j \leq n, by Proposition 2.3. Note that \(c^i\) is a function of \(a^i\). In particular, \(c^i : \ell_{(\nu,n)} \rightarrow \ell_{(\nu,n)}\), since

\[
\ell([a^i],j) \leq \sum_{|\alpha|=0}^{N_\alpha} g_{\alpha} \prod_{l=1}^{n} [a^i]^\alpha_l < \infty,
\]

for all 1 \leq j \leq n, by Proposition 2.4. We shall write \(c^i = c^i(a^i)\) whenever we need to emphasize this dependency in a more explicit way.

Substitution of the Chebyshev expansion of \(u_i\) into the differential equation in \(P_i\) yields

\[
du_i = 2 \sum_{k=1}^{\infty} a_k^i T_k = g \circ u_i = c_0^i + 2 \sum_{k=1}^{\infty} c_k^i T_k.
\]

By differentiating the Chebyshev polynomials, equating coefficients of the same order on the left- and right-hand side of (12), and using (5) and (6), or more directly using \(T_k(\cos \theta) = \cos(k\theta)\), one obtains an equivalent formulation of the differential equation in terms of the coefficients \([a_k^i]_{k \in \mathbb{N}_0}\):

\[
\omega k a_k^i = \frac{t_{i+1} - t_i}{4} (c_{k-1}^i - c_{k+1}^i).
\]

The equivalent equations for the boundary conditions are obtained in a similar fashion. In particular, substitution of the Chebyshev expansion of \(u_i\) into the phase condition yields

\[
\langle v_0, u_0 \rangle - \langle v_0, a_0^1 \rangle - 2 \sum_{k=1}^{N_1} (-1)^k \langle v_0, a_k^1 \rangle = 0,
\]

where we have, without loss of generality, adapted it to depend only on finitely many coefficients (this simplifies the estimates). In practice, \(N_1\) will be the number of modes up to which \(a^1\) is computed numerically.
We are now ready to define the desired map $F$:

**Definition 3.1** (Chebyshev operator for periodic orbits). Let $\nu = (\nu_i)_{i=1}^m$ and $\tilde{\nu} = (\tilde{\nu}_i)_{i=1}^m$ be collections of weights such that $1 < \tilde{\nu}_i < \nu_i$ for all $1 \leq i \leq m$. The Chebyshev operator for periodic orbits is the map $F : \mathbb{R} \times \prod_{i=1}^m \ell^1(\nu_i, n) \to \mathbb{R} \times \prod_{i=1}^m \ell^1(\tilde{\nu}_i, n)$ defined by

$$F(x) := \left( f_0\left(a^1\right), f_1(\omega, a^1, a^m), f_2(\omega, a^1, a^2), \ldots, f_m(\omega, a^{m-1}, a^m) \right),$$

where $x = (\omega, a^1, \ldots, a^m)$, $f_0 : \ell^1(\nu_1, n) \to \mathbb{R}$, and $f_i : \mathbb{R} \times \ell^1(\nu_{i-1}, n) \times \ell^1(\nu_i, n) \to \ell^1(\tilde{\nu}_i, n)$, are given by

$$f_0\left(a^1\right) := \langle v_0, u_0 \rangle - \langle v_0, a_0^1 \rangle - 2 \sum_{k=1}^{N_1} (-1)^k \langle v_0, a_k^1 \rangle,$$

$$f_i(\omega, a^{i-1}, a^i) := \begin{cases} a_i^0 - a_i^{0-1} + 2 \sum_{k=1}^{\infty} \left((-1)^k a_k^i - a_k^{i-1}\right), & k = 0, \\ \omega a_i^0 - t_i - t_{i-1} \left(c_{k-1}^i - c_{k+1}^i\right), & k \in \mathbb{N}, \end{cases}$$

for $i = 1, \ldots, m$, where we set $a^0 = a^m$.

**Remark 3.2.** If $a^i \in \ell^1(\nu_i, n)$, then $(ka_k^i)_{k \in \mathbb{N}_0} \in \ell^1(\tilde{\nu}_i, n)$ for any $1 < \tilde{\nu}_i < \nu_i$.

By construction, we now have the following:

**Proposition 3.3.** $F(x) = 0$ if and only if the functions

$$\left\{ u_i = a_i^0 + 2 \sum_{k=1}^{\infty} a_k^i T_k^i : 1 \leq i \leq m \right\}$$

constitute a periodic orbit of $g$.

### 3.2. Finite dimensional reduction

In this section we explain how to discretize the equation $F(x) = 0$ in order to compute a finite-dimensional approximate solution of (8). We start by introducing some notation: define the space $X_\nu := \mathbb{R} \times \prod_{i=1}^m \ell^1(\nu_i, n)$ endowed with the norm

$$\|\omega, a^1, \ldots, a^m\|_{X_\nu} := \max\{|\omega|, \max\{\|a^i\|_{(\nu_i, n)} : 1 \leq i \leq m\}\}.$$

Define projections $\Pi_0 : X_\nu \to \mathbb{R}$, $\Pi_i : X_\nu \to \ell^1(\nu_i, n)$, and $\Pi_{i,j} : X_\nu \to \ell^{\tilde{\nu}_i}$ by

$$\Pi_0 (\omega, a^1, \ldots, a^m) := \omega, \quad \Pi_i (\omega, a^1, \ldots, a^m) := a^i, \quad \Pi_{i,j} (\omega, a^1, \ldots, a^m) := [a^j]_j,$$

where $1 \leq i \leq m$, $1 \leq j \leq n$. Similarly, we use the projections $\Pi_i F = f_i$, cf. (13).

Let $N = (N_1, \ldots, N_m) \in \mathbb{N}^m$ be a given collection of truncation parameters and define $\Pi_{N_i} : \ell^1(\nu_i, n) \to \ell^1(\tilde{\nu}_i, n)$, where $1 \leq i \leq m$, by

$$\Pi_{N_i} (a^i) := \begin{cases} a_k^i, & 0 \leq k \leq N_i - 1, \\ 0_n, & k \geq N_i, \end{cases}$$

and the Galerkin projection $\Pi_N : X_\nu \to X_\nu$ by

$$\Pi_N (\omega, a^1, \ldots, a^m) := \left(\omega, \Pi_{N_1} (a^1), \ldots, \Pi_{N_m} (a^m)\right).$$

Henceforth we shall identify $\Pi_N (\omega, a^1, \ldots, a^m)$ and $\Pi_{N_i} (a^i)$ with $[\omega, (a_k^i)_{k=0}^{N_i-1}, \ldots, (a_k^m)_{k=0}^{N_m-1}] \in \mathbb{R}^{1+n \sum_{i=1}^m N_i}$ and $[a_0^i, \ldots, a_{N_i-1}^i] \in \mathbb{R}^{N_i}$.
respectively. This is a slight abuse of notation, but it reduces clutter. It should be clear from the context when to interpret a variable in the finite dimensional space and when to interpret it as an element of an infinite dimensional space with zeros in the tail. Finally, set \( \mathcal{X}_0^N := \Pi_N (\mathcal{X}_0) \simeq \mathbb{R}^{1+n \sum_{i=1}^{N_i}}. \)

**Definition 3.4** (Finite dimensional reduction of \( F \)). The finite dimensional reduction of \( F \) is the map \( F_N : \mathcal{X}_0^N \rightarrow \mathcal{X}_0^N \) defined by

\[
F_N \left( [\omega, (a_k^N)_{k=0}^{N_i-1}, \ldots, (a_k^m)_{k=0}^{m-1}] \right) := \Pi_N \left( F (\omega, a^1, \ldots, a^m) \right).
\]

3.3. **A Newton-like scheme.** In this section we introduce a method for proving the existence of an exact zero of \( F \) by using an approximate zero of \( F_N \). The main idea is to build a Newton-like scheme in the infinite dimensional setting by using approximate data obtained via numerical simulation. Assume that we have computed the following:

- **(C1):** An approximate zero \( \hat{x} \in \mathbb{R}^{1+n \sum_{i=1}^{N_i}} \) of \( F_N \), and \( \hat{x} = (\hat{\omega}, \hat{a}^1, \ldots, \hat{a}^m) \), where \( \hat{\omega} > 0 \).

- **(C2):** An approximate injective inverse \( A_N \) of \( DF_N (\hat{x}) \).

The finite dimensional data will be used to construct a Newton-like operator \( T \) for \( F \) such that the zeros of \( F \) will correspond to fixed points of \( T \) and vice versa. In practice we confirm that condition **(C2)** holds by verifying that \( \| I_N - A_N DF_N (\hat{x}) \|_{B(\mathcal{X}_0^N, \mathcal{X}_0^N)} < 1 \) for the matrix norm induced by the norm on \( \mathcal{X}_0 \).

We start by constructing approximations of \( DF (\hat{x}) \) and its inverse by extending \( DF_N (\hat{x}) \) and \( A_N \) to \( \mathcal{X}_\nu \) and \( \mathcal{X}_\nu \), respectively. Recall that \( c^i (a^i) \) decays geometrically to 0 as \( k \rightarrow \infty \) by (11), for any \( a^i \in \ell^1_{(\nu, m)} \). Moreover, \( c^i (\hat{a}^i) = 0_a \) for all \( k > N_g (N_i - 1) \) by (10), since \( \hat{a}_k^i = 0_a \) for all \( k \geq N_i \). Therefore, if the truncation sizes \( N_i \) are sufficiently large, and \( \max \{ t_i - t_{i-1} : 1 \leq i \leq m \} \) is sufficiently small, the linear part of \( F \) corresponding to \( \omega k \hat{a}_k \), where \( k \geq N_i \), will be dominant at \( \hat{x} \). Consequently, one can construct approximations of \( DF (\hat{x}) \) and its inverse by using \( DF_N (\hat{x}) \) and \( A_N \) for the finite dimensional part, respectively, and the linear part of the tail of \( F \) for the remainder.

**Definition 3.5** (Approximation of \( DF (\hat{x}) \)). The approximate derivative \( \hat{A} : \mathcal{X}_\nu \rightarrow \mathcal{X}_\nu \) of \( F \) at \( \hat{x} \) is defined by

\[
\Pi_0 \hat{A} (x) := \Pi_0 DF_N (\hat{x}) \Pi_N (x),
\]

\[
(\Pi_i \hat{A} (x))_k := \begin{cases} (\Pi_i DF_N (\hat{x}) \Pi_N (x))_k, & 0 \leq k \leq N_i - 1, \\ \hat{\omega} k (\Pi_i (x))_k, & k \geq N_i, \end{cases}
\]

where \( 1 \leq i \leq m \).

**Definition 3.6** (Approximate inverse of \( DF (\hat{x}) \)). The approximate inverse \( A \) of \( DF (\hat{x}) \) on \( \mathcal{X}_\nu \) is defined by

\[
\Pi_0 A (x) := \Pi_0 A_N \Pi_N (x),
\]

\[
(\Pi_i A (x))_k := \begin{cases} (\Pi_i A_N \Pi_N (x))_k, & 0 \leq k \leq N_i - 1, \\ \frac{1}{\hat{\omega} k} (\Pi_i (x))_k, & k \geq N_i, \end{cases}
\]

where \( 1 \leq i \leq m \).
Remark 3.7. The operator $A$ is injective: suppose $Ax = 0$, then $\Pi_N (x) = 0$, since $A_N$ is assumed, see (C2) above, to be injective, and $(\Pi_i (x))_k = 0 \in \mathbb{R}^n$ for all $1 \leq i \leq m$ and $k \geq N_i$, i.e. $x = 0$.

In analogy to the classical notion of a Newton-operator for a finite dimensional map, we now define an infinite dimensional Newton-like operator for $F$, based at $\hat{x}$, as follows:

**Definition 3.8** (Newton-like operator for $F$). The Newton-like operator $T : \mathcal{X}_\nu \to \mathcal{X}_\nu$ for $F$, based at $\hat{x}$, is defined by

$$T(x) := x - AF(x).$$

An immediate consequence of the fact that $A$ is injective is the following:

**Proposition 3.9.** $T(x) = x$ if and only if $F(x) = 0$.

If $\hat{x}$ is a sufficiently accurate approximate zero of $F$, we expect to find an exact zero $x^*$ of $F$, i.e., a fixed point of $T$, in a small neighborhood of $\hat{x}$. Moreover, if $r > 0$ is sufficiently small (not too small), we anticipate $T$ to be a contraction on $B_r (\hat{x})$. To see why, let $x_1, x_2 \in B_r (0)$, $r > 0$ be arbitrary and consider the following factorization:

$$DT (\hat{x} + x_1) x_2 = (I - ADF (\hat{x} + x_1)) x_2$$

$$= \left( I - A\hat{A} \right) x_2 - A \left( DF (\hat{x} + x_1) - \hat{A} \right) x_2 .$$

The first term in (14) is related to the numerical part of the problem and measures the quality of the approximate inverse $A_N$, since $I - A\hat{A}$ vanishes in the tail while the finite dimensional part is the matrix $I_N - A_N DF_N (\hat{x})$. In particular, it is expected to be small by construction. The second term is of a more fundamental nature and involves the analysis of the infinite dimensional operator $DF$ in a neighborhood of the numerical approximation $\hat{x}$. Intuitively, we expect the difference $\left( DF (\hat{x} + x_1) - \hat{A} \right) x_2$ to be small for small $x_1$ if $\hat{A}$ is an accurate approximation of $DF$ near $\hat{x}$. As mentioned before, this is likely to be true if the truncation sizes $N_i$ are sufficiently large, and the mesh-size and radius $r$ are sufficiently small. Altogether, these observations explain why it is plausible for $T$ to be contracting near $\hat{x}$.

The following theorem quantifies the above assertions and is amenable to rigorous numerical analysis. The proof is the same as for the case of a single domain, see [19].

**Theorem 3.10** (Contraction mapping principle with variable radius). Assume that the following conditions are satisfied:

(i) There exist bounds $Y_{i,j}$, $Z_{i,j}(r) \geq 0$ such that

$$\| \Pi_{i,j} (T (\hat{x}) - \hat{x}) \|_{\nu_i} \leq Y_{i,j},$$

$$\sup_{x_1, x_2 \in B_r (0)} \| \Pi_{i,j} DT (\hat{x} + x_1) x_2 \|_{\nu_i} \leq Z_{i,j}(r),$$

for all $1 \leq i \leq m$, $1 \leq j \leq n$, and bounds $Y_0$, $Z_0 (r) \geq 0$ such that

$$\| \Pi_0 (T (\hat{x}) - \hat{x}) \| \leq Y_0,$$

$$\sup_{x_1, x_2 \in B_r (0)} \| \Pi_0 DT (\hat{x} + x_1) x_2 \| \leq Z_0 (r),$$
where \( r > 0 \).

(ii) There exists a radius \( \hat{r} > 0 \) such that

\[
\max \left\{ \max_{1 \leq i \leq m, 1 \leq j \leq n} \{ Z_{i,j}(\hat{r}) + Y_{i,j}\}, \ Z_0(\hat{r}) + Y_0 \right\} < \hat{r}.
\]

Then \( T : B_{\hat{r}}(\hat{x}) \to B_{\hat{r}}(\hat{x}) \) is a contraction.

**Remark 3.11.** The \( Y \)-bounds measure the accuracy of the approximate solution \( \hat{x} \), while the \( Z \)-bounds measure the contraction rate of the Newton-like operator \( T \).

The \( Z \)-bounds are polynomials in \( r \), as will be shown in section 6.2, which motivates the following terminology:

**Definition 3.12 (Radii-polynomials).** The radii-polynomials for \( T \) are defined by

\[
p_{i,j}(r) := Z_{i,j}(r) + Y_{i,j} - r, \quad p_0(r) := Z_0(r) + Y_0 - r,
\]

where \( 1 \leq i \leq m, 1 \leq j \leq n \).

**Corollary 1.** If \( p_0(\hat{r}), p_{i,j}(\hat{r}) < 0 \) for all \( 1 \leq i \leq m \) and \( 1 \leq j \leq n \), where \( \hat{r} > 0 \),

then \( T : B_{\hat{r}}(\hat{x}) \to B_{\hat{r}}(\hat{x}) \) is a contraction.

Note that Corollary 1 also provides a rigorous error-bound for the approximate solution:

**Proposition 3.13.** Suppose \( x^\ast \) is the fixed point of \( T \) in \( B_{\hat{r}}(\hat{x}) \), then

\[
\| u^\ast - \hat{u} \|_\infty \leq \hat{r}, \quad | \omega^\ast - \hat{\omega} | \leq \hat{r},
\]

where \( u^\ast, \hat{u} : [0,1] \to \mathbb{R}^n \) are the exact and approximate periodic orbit with frequency \( \omega^\ast \) and \( \hat{\omega} \) defined by \( x^\ast \) and \( \hat{x} \), respectively.

4. Domain decomposition. In this section we present a procedure, partially based on heuristics, for computing an efficient grid \( \mathcal{P}_m \) which facilitates the rigorous validation process. The main idea is to compute a grid for which the decay rates of the coefficients \( \hat{a}_i \) are sufficiently high and uniformly distributed over the subdomains. The motivation for this choice is based on the observation that a combination of high-decay rates (uniformly distributed) and a relatively small number of modes will help to control the tail estimates in Lemma 6.9 on each subdomain in a uniform way. In turn, this will aid in verifying that \( T \) is a contraction.

4.1. A heuristic procedure for computing \( \mathcal{P}_m \). In this section we introduce a heuristic procedure for computing a grid \( \mathcal{P}_m \) such that the decay rate of the Chebyshev coefficients \( [\hat{a}^j]_j \), where \( 1 \leq j \leq n \), is the same on each subdomain.

The main idea is to construct \( \mathcal{P}_m \) by using the Bernstein ellipses introduced in Proposition 2.1. Suppose \( u^\ast : [0,1] \to \mathbb{R}^n \) is the exact solution of the ODE under consideration (assuming it exists). Furthermore, assume that the obstructions for analytically extending the components \( [u^\ast]_j \) to the entire complex plane are the presence of poles \( \{ z_{k,j} \}_{k=1}^N \).

Write \( u^\ast_i := u^\ast|_{[t_{i-1}, t_i]} \) and observe that the Bernstein ellipse associated to the map

\[
t \mapsto \left[ u^\ast_i \left( \frac{t_i - t_{i-1}}{2} (t + 1) + t_{i-1} \right) \right]_j,
\]

(19)
where \( t \in [-1, 1] \), i.e., the largest ellipse with foci \(-1\) and \(1\) to which the latter map can be analytically extended, has the following measurements: its linear eccentricity is equal to 1, the length of the semi-major axis is equal to

\[
P_j (t_{i-1}, t_i) : = \min_{1 \leq k \leq N_{p,j}} \left| \frac{z_{k,j} - t_{i-1}}{t_i - t_{i-1}} \right| + \frac{|z_{k,j} - t_i|}{t_i - t_{i-1}},
\]

(20)

and the length of the semi-minor axis is equal to \( \sqrt{P_j (t_{i-1}, t_i)^2 - 1} \). Therefore, the decay rate of the Chebyshev coefficients of \([u^*_i]_j\) is given by

\[
P_j (t_{i-1}, t_i) + \sqrt{P_j (t_{i-1}, t_i)^2 - 1},
\]

due to Proposition 2.1. We shall refer to the latter quantity as the size of the Bernstein ellipse of \([u^*_i]_j\). Note that if the components of the vector field are all coupled, the components of \(u^*\) will (generically) have the same poles. In this case the decay rate (21) will be the same for all \(1 \leq j \leq n\).

Set \( P (t_i, t_{i-1}) : = \min_{1 \leq j \leq n} P_j (t_{i-1}, t_i) \) and note that the smallest Bernstein ellipse of the components of \(u^*_i\) has size

\[
\nu_t : = P (t_{i-1}, t_i) + \sqrt{P (t_{i-1}, t_i)^2 - 1}.
\]

(22)

Hence, equidistributing decay rates of \(\hat{\phi}_i\) corresponds to equidistributing \(P(t_{i-1}, t_i)\). Next, define \(\Phi_m : \mathcal{G}_m \subset \mathbb{R}^{m-1} \to \mathbb{R}^{m-1}\) by

\[
\Phi_m (t_1, \ldots, t_{m-1}) := \begin{pmatrix}
P (t_0, t_1) - P (t_1, t_2) \\
\vdots \\
P (t_{m-2}, t_{m-1}) - P (t_{m-1}, t_m)
\end{pmatrix},
\]

where \(\mathcal{G}_m := \{(t_1, \ldots, t_{m-1}) \in \mathbb{R}^{m-1} : 0 < t_1 < \ldots < t_{m-1} < 1\}\), and observe that the zeros of \(\Phi_m\) characterize the grids which equidistribute (22) over the subdomains \([t_{i-1}, t_i]\). Therefore, the desired grid can be obtained by computing a zero of \(\Phi_m\).

We shall approximate a zero of \(\Phi_m\) by using Newton’s method. In order for Newton’s method to be successful, however, we need to supply a sufficiently accurate initial guess for a zero of \(\Phi_m\). To find such an initial guess, we interpret \(\Phi_m\) as a smooth vector field on \(\mathcal{G}_m\), and the desired grid as a steady state of the associated dynamical system. This interpretation makes sense, since \(\mathcal{G}_m\) is invariant under the flow induced by \(\Phi_m\), i.e., the ordering of the grid points \(0 < t_1 < \ldots < t_{m-1} < 1\) is preserved under the flow. The reason for this is that successive grid points \(t_{i-1}, t_i\) repel each other whenever their mutual distance is sufficiently small due to the factors \(\frac{1}{t_i - t_{i-1}}\) in \([\Phi_m (t_1, \ldots, t_{m-1})]_{i-1}\) and \([\Phi_m (t_1, \ldots, t_{m-1})]_i\), see (20).

If \(\mathcal{G}_m\) contains a stable equilibrium of \(\Phi_m\), one can approximate its location, i.e., compute an initial guess for the desired grid, by integrating the ODE

\[
\frac{dt}{d\tau} = \Phi_m (t), \quad \tau \in [0, \tau_0],
\]

(23)

for sufficiently large \(\tau_0 > 0\). In practice, we start with a uniformly distributed grid and follow the flow of (23) for some time. In all our numerical experiments this process appeared to converge to an equilibrium state and yielded a sufficiently accurate initial guess for initiating Newton’s method. We currently have no analytic argument explaining this observation. Of course, if the numerator in (20) were unity, convergence to a uniform grid could be easily established using a Lyapunov function.
\[ \sum_{i=0}^{m} \log(t_{i+1} - t_i) \], but we were not able to identify a generalization which works for \( P \).

### 4.2. Approximation of the complex singularities

In the previous section we explained how to compute grids by computing zeros of \( \Phi_n \). In order to construct the map \( \Phi_m \), however, one needs to determine the complex singularities of the exact solution \( u^* \). In this section we outline some of the algorithmic aspects for approximating the relevant complex singularities of \( u^* \), i.e., the ones which determine the sizes of the Bernstein ellipses, by using an approximate solution of the ODE and the rational interpolation scheme developed in [34, 24].

The main idea in [34, 24] is as follows: given an analytic function \( f : [a, b] \rightarrow \mathbb{R} \) approximate its analytic extension into the complex plane by constructing a rational interpolant of type \((N, q)\). This is accomplished by sampling \( f \) at the Chebyshev points in \([a, b]\) and solving (if necessary in a least square sense) the problem

\[ p(y_j) - f(y_j)q(y_j) = 0, \quad 0 \leq j \leq K, \quad (24) \]

where \((y_j)_{j=0}^{K}\) are the Chebyshev points on \([a, b] \), \( K \in \mathbb{N} \), and \( p, q \) are polynomials of degree \( N_p, N_q \), respectively. This will yield a rational interpolant \( \frac{p}{q} \), provided \( q(y_j) \neq 0 \) for all \( 0 \leq j \leq K \). The associated rational interpolant is referred to as a rational interpolant of type \((N_p, N_q)\). The complex singularities of \( f \) can be approximated by computing the roots of \( q \). The degrees of \( p \) and \( q \), however, should be chosen carefully in order to avoid spurious poles. To reduce the number of spurious poles, the algorithm in [34, 24] uses heuristics to determine whether the prescribed degree for \( q \) was not too large and lowers it if necessary.

Let \( \tilde{u} = \sum_{i=1}^{\tilde{m}} 1_{[\tilde{t}_{i-1}, \tilde{t}_i]} \tilde{u}_i \) be an approximate solution of the ODE, where \( \tilde{u}_i = \bar{a}_0^j + 2 \sum_{k=1}^{\tilde{N}_i} \bar{a}_k^j T_k \) and \((\tilde{t}_i)_{i=0}^{\tilde{m}}\) is a partition of \([0, 1]\). The idea is to use \( \tilde{u} \) to approximate the complex singularities of the (true) solution \( u^* \), namely by constructing rational interpolants for each \([\tilde{u}_i]\). Consider any \( 1 \leq i \leq m, \quad 1 \leq j \leq n \), and initialize \( N_q = 1 \). Then follow the procedure as described below:

1. Compute an approximate rational interpolant for \([u^*_i]\) of type \((\left\lfloor \frac{2\tilde{N}_i}{3} \right\rfloor, N_q)\) with \( K = \left\lfloor \frac{2\tilde{N}_i}{3} \right\rfloor + N_q \) by using the approximate solution \([\tilde{u}_i]\). The specific choices for the parameters are motivated in Remark 4.1.
2. Compute the absolute value, denoted by \( \Delta \), of the difference of the approximate size of the Bernstein ellipse of \([u^*_i]\) and the decay rate of \([\bar{a}^*_i]\). The decay rate of \([\bar{a}^*_i]\) is estimated by using the least-square method to find the best line through the data points

\[ \left\{(k, \log |\bar{a}^*_k|) : 1 \leq k \leq \tilde{N}_i - 1, |\bar{a}^*_k| > 10^{-16}\right\}. \]

The decay rate is then approximated by \( e^{-s} \), where \( s \) is the slope of this line. In particular, \( \Delta = |\nu_e - e^{-s}| \), where \( \nu_e \) is defined in (22).
3. If \( \Delta < 0.05 \), then the approximation of the relevant singularities is deemed sufficiently accurate and we terminate the procedure. Otherwise, if \( N_q < \left\lfloor \frac{\tilde{N}_i}{3} \right\rfloor \), we increase \( N_q \) by one and return to step 1. If \( N_q = \left\lfloor \frac{\tilde{N}_i}{3} \right\rfloor \), the approximation of the singularities was unsuccessful and the program is terminated. The significance of \( \Delta \) and the specific choice for the tolerance and stopping criteria are explained in Remark 4.2.
Remark 4.1. The value for $K$ in step 1 is the smallest value for which (24) is guaranteed to admit an exact solution. The motivation for choosing $N_p = \left\lceil \frac{2 \tilde{N}}{3} \right\rceil$ is that if one expects the existence of complex singularities (which we generally do) one should choose $N_p < \tilde{N} - 1$, since the rational interpolation scheme would yield $p = [\tilde{u}]_j$ and $q \equiv 1$ for $N_p \geq \tilde{N} - 1$. At the same time, $N_p$ should be chosen sufficiently large in order for the rational interpolant to be an accurate approximation of $[u^\ast]_j$. The specific choice $N_p = \left\lceil \frac{2 \tilde{N}}{3} \right\rceil$ is based on experimentation and the suggestions in [42].

Remark 4.2. The quantity $\Delta$ defined in step 2 is used to assess the accuracy of the approximation of the relevant singularities. Indeed, if the approximation of the relevant singularities is accurate, then $\Delta$ should be relatively small by Proposition 2.1. In practice, $\Delta$ varied at best between 0.01 and 0.05 which motivated the choice for the tolerance in step 3. Furthermore, the rational interpolants were constructed by using approximate solutions $\tilde{u}$ defined on relatively fine grids with high decay on each subdomain. Hence we expected a relatively small number of complex singularities per subdomain. This motivated the choice for the stopping criterion $N_q = \left\lceil \frac{\tilde{N}}{3} \right\rceil$.

5. Applications: Periodic and heteroclinic orbits in the Lorenz system.

In this section we demonstrate the effectiveness of domain decomposition by using the proposed method to validate periodic and heteroclinic orbits in the Lorenz system which we were not able to validate without decomposition of the domain. In Section 5.2 we consider the validation of a periodic orbit on the Lorenz attractor for which the procedure in Section 3 is directly applicable. In Section 5.3 we consider a family of periodic orbits near a homoclinic orbit and in Section 5.4 we validate a heteroclinic orbit. In the latter two cases the procedure in Section 3 cannot be applied directly and needs some modifications, illustrating both the limitations and the flexibility of the method.

5.1. Main algorithm. First we describe the main procedure used for validating solutions of (1):

1. Compute an approximate zero $\hat{x}$ of $F$ with respect to some grid $(\tilde{t}_i)_{i=0}^m$ and approximate the complex singularities of $u^\ast$ (the exact solution of the ODE) as described in Section 4.2.

2. Choose the number of domains $m$ and use the procedure in Section 4.1 to determine a grid $(t_i)_{i=0}^m$ with uniform decay on each subdomain. The number of domains $m$ needs to be chosen in such a way that $\max \{t_i - t_{i-1} : 1 \leq i \leq m\}$ is sufficiently small and the number of modes $N_i$, as determined below, is sufficiently large. In practice, we chose $m$ by experimentation (see Section 5.2 for an example in which we validated a periodic orbit for different $m$).

3. Construct an approximate solution $\hat{x}$ on the new grid $(t_i)_{i=0}^m$. The number of modes $N_i$ on each subdomain $[t_{i-1}, t_i]$ is chosen in such a way that $|\hat{a}_k|_\infty < 10^{-16}$ for $k \geq N_i$.

4. Determine weights $(\nu_i)_{i=1}^m$ for which validation is feasible. We have chosen to fix one weight $\nu > 1$ and set $\nu_i = \nu$ for all $1 \leq i \leq m$, since by construction the decay-rates are the same on all subdomains. Furthermore, $\nu$ is determined by first computing an initial guess $\nu_0$, as explained in Remark 5.1 below, and
checking whether validation is feasible with \( \nu = \nu_0 \). This is accomplished by computing the \( Y \) and \( Z \)-bounds as defined in Section 6 and constructing the radii-polynomials (without interval arithmetic). Subsequently, we try to determine an interval on which all the radii-polynomials are negative. If we do not find such an interval (i.e. validation is not feasible), then we keep decreasing \( \nu \) (as long as \( \nu > 1 \)) until validation is feasible.

5. Construct the radii-polynomials with interval arithmetic and determine an interval \( I_{m, \nu} \) at which they are all negative.

**Remark 5.1.** The initial guess \( \nu_0 \) in step 3 is determined by a heuristic procedure that is based on analyzing the bounds \( Y_{i,j} \) as stated in Proposition 6.1 in Section 6. The idea is to choose \( \nu_0 > 1 \) such that

\[
\frac{t_i - t_{i-1}}{2 \omega} \sum_{k=N_i}^{N_{g}(N_i-1)+1} \left| \left[ c_{k-1}^i (\hat{\alpha}) - c_{k+1}^i (\hat{\alpha}) \right]_j \right| \frac{\nu_0}{k} \leq \epsilon, \quad \text{for all } 1 \leq i \leq m, 1 \leq j \leq n,
\]

where \( \epsilon > 0 \) is a prescribed tolerance which we set equal to \( 10^{-14} \) in our algorithm. A rather rough estimation yields

\[
\frac{t_i - t_{i-1}}{2 \omega} \sum_{k=N_i}^{N_{g}(N_i-1)+1} \left| \left[ c_{k-1}^i (\hat{\alpha}) - c_{k+1}^i (\hat{\alpha}) \right]_j \right| \frac{\nu_0}{k} < \frac{h \nu_0}{\omega N_i} \sum_{k=N_i}^{N_{g}(N_i-1)+2} \left| c_k^i (\hat{\alpha}) \right| \nu_0^k,
\]

(25)

where \( h := \max \{ t_i - t_{i-1} : 1 \leq i \leq m \} \). Note that \( \left[ \hat{\alpha}_k \right]_j^i \) and \( \left[ c_k^i (\hat{\alpha}) \right]_j \) are both of order \( \mathcal{O} \left( \nu_e^{-k} \right) \), where \( \nu_e \), see (22), is known by construction of the grid. Therefore, assuming that \( \left| \hat{\alpha}_0 \right|_{\infty} \) is roughly of the same order on all subdomains, we anticipate that the number of modes per subdomain will be fairly uniformly distributed, say \( N_i \approx \bar{N} \), where \( \bar{N} \) is the (rounded) average number of modes per subdomain. Altogether, we expect the quantity

\[
\frac{h \nu_e}{\omega \bar{N}} \sum_{k=N_i}^{N_{g}(\bar{N}-1)+2} \left( \frac{\nu_0}{\nu_e} \right)^{k} = \frac{h \nu_e}{\omega \bar{N}} \left( \frac{\nu_0}{\nu_e} \right)^{\bar{N}} \left( \frac{\nu_0}{\nu_e} \right)^{N_{g}(\bar{N}-1)+3}
\]

(26)

to provide a reasonable estimate for the order of magnitude of (25). Moreover, since we need to choose \( \nu_0 < \nu_e \) and \( \bar{N} \) is relatively small compared to \( N_{g} (\bar{N} - 1) + 3 \), one can approximate (26) by

\[
\frac{h \nu_e}{\omega \bar{N}} \left( \frac{\nu_0}{\nu_e} \right)^{\bar{N}}.
\]

Hence we have chosen to determine \( \nu_0 \) by setting the latter quantity equal to \( \epsilon \).

5.2. Periodic orbit on the Lorenz-attractor. We have successfully applied our method to validate a periodic orbit of period \( L \approx 25.0271 \) in the Lorenz system for the classical parameter values. We remark that validation was not feasible without decomposition of the domain. More precisely, the procedure described in Section 5.1 failed for \( m = 1 \), i.e., with a single domain. The main obstruction to using just one domain was the need for a large number of modes to accurately approximate the orbit, which caused the bounds related to the tail of the Chebyshev approximation to be (too) large. We should mention that it is feasible to validate this periodic orbit using a Fourier basis (and hence a single domain) via the method
in [25]. However, Fourier series can be used for problems with periodic boundary conditions only. Furthermore, the number of Fourier modes needed is comparable to the total number of modes in our domain decomposition method, and the latter is readily amenable to general (non-periodic) boundary conditions.

We have reported the computational results in Table 1. As expected, the size of the Bernstein-ellipses \( \nu_e \) (as defined in (22)) increases and the (rounded) average number of modes \( \bar{N} \) decreases, whenever the number of subdomains \( m \) is increased. Moreover, as long as the decrease of \( \bar{N} \) outweighs the increase of \( m \), the dimension of \( X^N_\nu \) decreases, thereby making the proof computationally more efficient. In particular, \( m = 34 \) was the most efficient choice. We remark, however, that no attempt was made to optimize \( \text{dim} X^N_\nu \) for fixed \( m \). It may be possible to validate the orbit by using a significantly smaller number of modes \( N_i \) per subdomain, i.e., by relaxing the requirement that \( |a_k|_\infty < 10^{-16} \) for \( k \geq N_i \). Finally, for each \( m \) the initial guess \( \nu_0 \) for \( \nu \) was slightly too large and was lowered by 0.01 in order to make validation feasible.

The approximations of the complex singularities of the orbit are shown in Figure 7. Note that the relevant singularities, i.e., the ones which determine the size of the smallest Bernstein ellipse, were fairly uniformly distributed. As a consequence, the resulting grids look close to uniform at first glance, as can be seen in Figure 8a. However, we stress that our method for distributing the grid points based on the location of the complex singularities significantly improves the computational efficiency compared to choosing a uniform grid. To illustrate this, notice the dramatic decrease in the dimension of \( X^N_\nu \) as we proceed from \( m = 33 \) to \( m = 34 \), i.e., we add one grid point. This is caused by a very subtle redistribution of the grid-points, as shown in Figure 8a, which resulted in a relatively large increase in the decay-rates from 1.68 to 1.87, see Table 1.

Indeed, at first sight the grids appear to be very similar and it is unclear how the decay-rates could have increased that much. To get some insight, we have depicted two seemingly similar subdomains \([t_{32}, 1]\) and \([t_{33}, 1]\) in Figure 8b, where \((t_i)_{i=0}^{33}\) and \((t_i)_{i=0}^{34}\) denote the grid-points for \( m = 33 \) and \( m = 34 \), respectively. The grid-points \( t_{32} \) and \( t_{33} \) are so close to each other that the sizes of the Bernstein ellipses associated to \([t_{32}, 1]\) and \([t_{33}, 1]\) are determined by the same pair of complex singularities. Nevertheless, the subtle movement of \( t_{33} \) to the right was sufficient to cause the observed increase in the decay-rates. To see this, recall that the computation of the size of the Bernstein ellipses involves a rescaling to \([-1, 1]\), as explained in Section 4.1. This rescaling contributes to the increase in the decay-rates. We note that in other regions in the grid, the redistribution of the grid points (when adding a grid point) leads to a change in which pole determines the size of the Bernstein-ellipse (for some domain). The combination of delicate shifts of all the grid points together leads to the major improvement in the (uniform) decay rate.

In general it is hard to predict whether adding a grid point will cause a major improvement. At present we do not have a heuristic for this, and we resort to trying different numbers of grid points and selecting the best one. Nevertheless, this can be done prior to proceeding to the most costly stage of the proof (computing the \( Z \)-bounds). The results highlight the effectiveness of the proposed method for performing domain decomposition: the global improvement of the decay-rates due to the subtle repositioning of the grid-points could not have been achieved by merely using uniform grids.
Table 1. Numerical results for a validated periodic orbit of period $L \approx 25.0271$ in the classical Lorenz system. In each case the number of modes $N_i$ per domain was approximately the same. The number $\bar{N}$ denotes the (rounded) average number of modes per domain.

| $m$ | $N$ | $\dim \mathcal{X}_\nu^N$ | $\nu$ | $\nu_c$ | $I_{m,\nu}$ |
|-----|-----|--------------------------|------|--------|-------------|
| 32  | 79  | 7618                     | 1.1148 | 1.6413 | $4.5581 \cdot 10^{-10}, 1.0217 \cdot 10^{-7}$ |
| 33  | 76  | 7498                     | 1.1278 | 1.6837 | $3.1192 \cdot 10^{-10}, 1.5371 \cdot 10^{-7}$ |
| 34  | 63  | 6433                     | 1.1432 | 1.8749 | $3.8158 \cdot 10^{-10}, 1.1950 \cdot 10^{-7}$ |
| 35  | 61  | 6457                     | 1.1529 | 1.9056 | $3.3529 \cdot 10^{-10}, 1.0320 \cdot 10^{-7}$ |
| 36  | 61  | 6610                     | 1.1564 | 1.9115 | $3.1282 \cdot 10^{-10}, 1.1097 \cdot 10^{-7}$ |

Figure 7. The approximate complex singularities of the validated periodic orbit. Note that the time variable has been rescaled to $[0, 1]$. The complex singularities were computed with the procedure described in Section 4.2.

5.3. Family of periodic orbits near a homoclinic connection. In this section we will validate periodic orbits close to the homoclinic orbit to the origin as $\rho \downarrow \rho_{\text{hom}} \approx 13.926557407$. The map $F$ as defined in definition 3.1, however, has to be slightly adapted to accomplish this goal. The reason $F$ has to be adapted can be seen in Figure 9, which depicts the dependency of $L$ on $\rho$. In particular, note that the bifurcation curve is almost vertical near $\rho_{\text{hom}}$. Therefore, $DF_N(\tilde{x})$ is close to singular near the critical parameter value $\rho_{\text{hom}}$. Consequently, the approximate inverse $A_N$ of $DF_N(\tilde{x})$ is badly conditioned near $\rho_{\text{hom}}$, which causes the estimates in Proposition 6.7 to blow up, which in turn will obstruct the validation process.

The latter problem can be solved by adding an additional equation to $F$ and including the parameter $\rho$ as an additional variable to solve for. We adapt the method in Section 3 as follows:

- Include $\rho$ as an additional variable in $\mathcal{X}_\nu$, i.e., set $\mathcal{X}_\nu := \mathbb{R} \times \mathbb{R} \times \prod_{i=1}^{m} \ell_1^{1}_{(\nu, n)}$ and write $x = (\rho, \omega, a^1, \ldots, a^m) \in \mathcal{X}_\nu.$
Figure 8. (a) A plot of the two grids \((i, t_i)^{33}_{i=0}\) and \((i, \tau_i)^{34}_{i=0}\) corresponding to \(m = 33\) and \(m = 34\), respectively. (b) A plot of the grid-points \(t_{32}, \tau_{33}\) and the complex singularities (colored in red) which determine the size of the Bernstein ellipses associated to \([t_{32}, 1]\) and \([\tau_{33}, 1]\).

- Define the norm and projections on \(X_\nu\) in the same way as before by including an additional projection \(\Pi_{-1} : X_\nu \to \mathbb{R}\) onto the parameter space defined by \(\Pi_{-1}(\rho, \omega, a^1, \ldots, a^m) := \rho\).
- Define \(\tilde{F} : X_\nu \to X_\nu\) by

\[
\tilde{F}(x) := (f_{-1}(\rho, \omega, a^1, \ldots, a_m), f_0(a^1), f_1(\rho, \omega, a^1, a^m), \ldots, f_m(\rho, \omega, a^{m-1}, a^m)),
\]

where \(f_0, \ldots, f_m\) are defined as before, and we choose

\[
f_{-1} := \langle V_0, \Pi_N(x) - U_0 \rangle
\]
Figure 9. The dependence of the period $L$ as a function of $\rho$ obtained via non-rigorous pseudo-arclength continuation.

where $V_0$ is approximately tangent to the solution curve $(\rho, \phi(\rho))$ of $F_N$, and $U_0$ is a “predictor” for the next point on the solution curve.

The corresponding modifications to the bounds $Y$ and $Z$ are described in Section 6.3.1.

5.3.1. Results. To examine the performance of the proposed method we first determined how far we could push the period by using only one domain. Next, we extended the result by using domain decomposition. In particular, we validated a long periodic orbit of period $L \approx 100.2254$ which revealed a limitation of the proposed method. In fact, there the standard algorithm breaks down in two spots.

First, it was not feasible to determine a grid by using the procedure in Section 4, since in the region where the orbit is flat (i.e. near the equilibrium at the origin in phase space, see Figure 4) we were not able to compute accurate approximations of the complex singularities. A likely reason for this is that the complex singularities in this region are located too far away from the real axis (i.e. there are no “nearby” poles).

Second, after fixing the grid in the flat part of the solution in an ad-hoc manner (discussed below), the number of modes $N_i$ in this part of the grid, as determined via the procedure in Section 5.1, was very small. To see why the use of such a small number of modes is an obstruction, recall that the approximate inverse $A$, as defined in definition 3.6, was constructed under the assumption that $\omega k a^i k$ is the dominant term in $(f_i(\omega, a^{i-1}, a^i)) k$ for $k \geq N_i$ in a small neighborhood of the numerical approximation. The latter assumption, however, is only satisfied if the truncation dimensions $N_i$ are sufficiently large and $\max \{t_i - t_{i-1} : 1 \leq i \leq m\}$ is sufficiently small (see definition 3.1). Consequently, in order to validate the flat part of the orbit (where a small number of modes per subdomain is used), one needs to ensure that the grid is sufficiently fine there.
Table 2. Numerical results for two periodic orbits near the homoclinic connection. The periodic orbit of period $L \approx 100.2554$ was in both cases validated on a grid for which (the same) six subdomains were used to approximate the non-flat part of the orbit.

| $L$     | $m$ | $\dim \mathcal{X}_{n}^{s}$ | $I_{m,\nu}$                  |
|---------|-----|----------------------------|--------------------------------|
| 4.5473  | 1   | 566                        | $4.4568 \cdot 10^{-11}$, $8.4403 \cdot 10^{-6}$ |
| 100.2554| 7   | 5894                       | $1.5186 \cdot 10^{-11}$, $7.4915 \cdot 10^{-8}$ |
| 100.2554| 506 | 8441                       | $1.5174 \cdot 10^{-11}$, $4.2914 \cdot 10^{-6}$ |

To validate the long periodic orbit we constructed a grid which was uniform in the region where the orbit is flat, and outside this region (where the number of modes per subdomain were relatively large) the grid-points were placed by using the complex singularities as described in Section 4. We remark that another strategy for resolving the above issue is to use only one domain for the flat part of the orbit, and to artificially increase the number of modes on this subdomain by padding with zeros. We have succeeded in validating the orbit in this way as well. The results are reported in Table 2. In particular, in the case $m = 7$ we used one subdomain with 1800 modes (of which only the first 136 were nonzero) to approximate the flat part of the orbit. In the case $m = 506$ we used 500 equally spaced subdomains each using (on average) about five modes to represent the flat part of the orbit.

By adapting the algorithm, we are thus able to validate very long orbits near the homoclinic connection. We conclude this section by remarking on two possible improvements to the domain decomposition technique.

**Remark 5.2.** The results show that the proposed method is not directly applicable for validating orbits which exhibit slow-fast behavior on different time-scales. In this particular case, a more effective approach for validating the long periodic orbit would be to avoid “numerical integration” of the slow passage and to analyze the (relatively simple) dynamics near the equilibrium by other means (normal forms, lambda lemma, etc.).

**Remark 5.3.** For this particular problem, distribution of the grid-points based on the location of the complex singularities is not an efficient choice, since our domain decomposition algorithm will concentrate most of the grid-points outside the region where the orbit is flat. Indeed, (in general) our domain decomposition algorithm will yield relatively large subdomains in regions where the complex singularities are located far away from the real-axis. This can obstruct the validation process as $\max \{t_{i} - t_{i-1} : 1 \leq i \leq m\}$ might be too large. To resolve this issue, one can try to improve the domain decomposition algorithm by incorporating constraints on the maximal distance between successive grid-points.

### 5.4. Heteroclinic orbit

To show that our method is applicable to more general BVPs than just periodic boundary conditions, we consider the validation of a transverse heteroclinic orbit from $q^{+} = (\sqrt{\beta}(\rho - 1), \sqrt{\beta}(\rho - 1), \rho - 1)$ to the origin for the classical parameter values in the Lorenz system. Both the origin and $q^{+}$ are hyperbolic, and $\dim(W^{s}(0)) = \dim(W^{u}(q^{+})) = 2$. In particular, the transversality condition $n_{u} + n_{s} = n + 1$, where $n_{u} = \dim(W^{u}(q^{+}))$, $n_{s} = \dim(W^{s}(0))$, is satisfied.
The idea is to set up a suitable BVP which characterizes the heteroclinic orbit, and to adjust the method in Section 3 accordingly in order to solve the BVP. A heteroclinic orbit from \( q^+ \) to the origin is characterized by

\[
\begin{align*}
\frac{du}{dt} &= Lg(u), \quad t \in [0, 1], \\
u(0) &= P(\alpha), \quad \alpha \in V_u, \\
u(1) &= Q(\phi), \quad \phi \in V_s,
\end{align*}
\]

where \( L > 0 \) is a fixed integration time and \( P : V_u \subset \mathbb{R}^2 \to W^u_{loc}(q^+) \), \( Q : V_s \subset \mathbb{R}^2 \to W^s_{loc}(0) \) are local parameterizations of \( W^u_{loc}(q^+) \) and \( W^s_{loc}(0) \), respectively.

We have used the parameterization method developed in [39, 28, 14] to explicitly compute \( P \) and \( Q \).

The idea of the computational method developed in [39, 28, 14] is to construct \( P \) by expanding it as a power series, and by requiring that it conjugates the unstable part of the linearized dynamics around the origin with the dynamics on \( W^u_{loc}(q^+) \). The parameterization \( Q \) is obtained similarly. The method yields approximate parameterizations \( P_{N_u} \) and \( Q_{N_s} \), where \( N_s, N_u \in \mathbb{N} \) are the degrees up to which the power series are computed, and establishes the existence of exact parameterizations \( P \) and \( Q \) via a rigorous numerical scheme. In particular, the procedure provides rigorous error bounds \( \delta_u, \delta_s > 0 \) such that

\[
\|P - P_{N_u}\|_{\infty} \leq \delta_u, \quad \|Q - Q_{N_s}\|_{\infty} \leq \delta_s.
\]

Since heteroclinic orbits are invariant under translations in time, we need to introduce a phase condition to remove this extra degree of freedom. This can be accomplished by, roughly speaking, restricting \( P \) or \( Q \) to a domain of one dimension less. We have used the same phase condition as in [28]: let \( \Theta_\mu : S^1 \to V_s \) be the embedding of the unit circle into \( V_s \) defined by

\[
\Theta_\mu(\phi) := \mu(\cos \phi, \sin \phi),
\]

where \( \mu > 0 \) is sufficiently small, and consider the following equivalent formulation of (27):

\[
\begin{align*}
\frac{du}{dt} &= Lg(u), \quad t \in [0, 1], \\
u(0) &= P(\alpha), \quad \alpha \in V_u, \\
u(1) &= Q \circ \Theta_\mu(\phi), \quad \phi \in S^1.
\end{align*}
\]

The procedure in Section 3, however, needs to be modified before it can be applied to (28). First, note that we fix the integration time \( L \). Furthermore, the parameterization variables \( \phi \) and \( \alpha \) have to be treated as unknown variables. Therefore, in order to solve (28) we modify the procedure in Section 3 as follows:

- Set \( X' := S^1 \times V_u \times \prod_{i=1}^m \ell_1(\nu, n) \) and write \( x = (\phi, \alpha, a^1, \ldots, a^m) \).
- Adapt the set-up described in Section 3.2 by replacing \( \Pi_0 \) with projections \( \Pi_{0,j} : X' \to \mathbb{R} \), where \( 1 \leq j \leq 3 \), defined by

\[
\Pi_{0,1}(\phi, \alpha, a^1, \ldots, a^m) := \phi, \quad \Pi_{0,j}(\phi, \alpha, a^1, \ldots, a^m) = [\alpha]_{j-1},
\]

for \( j \in \{2, 3\} \).
Table 3. Numerical results for the connecting orbit from $q^+$ to the origin. The interval $I_{m,\nu}$ is the set of admissible radii on which the radii-polynomials were proven to be strictly negative.

\[m\quad \bar{N}\quad \dim \Pi_N (\mathcal{X}_\nu)\quad \nu\quad I_{m,\nu}\]

\begin{tabular}{|c|c|c|c|c|}
\hline
55 & 42 & 6864 & 1.3710 & [6.4412 \cdot 10^{-9}, r^*] \\
\hline
\end{tabular}

- Define $F : \mathcal{X}_\nu \rightarrow \mathbb{R}^3 \times \prod_{i=1}^{m} \ell_{(\nu, n)}^i$ analogously as in definition 3.1 by incorporating the modified boundary conditions into $f_0$ and $(f_1)_0$:

\[F(x) := (f_0(\phi, a^m), f_1(\alpha, a^1), f_2(a^1, a^2), \ldots, f_m(a^{m-1}, a^m)),\]

where, with $c^i = c^i(a)$ as in (10) and projections $\Pi_i F = f_i$,

\[f_0(\phi, a^m) := a_0^m + 2 \sum_{k=1}^{\infty} a_k^m - Q \circ \Theta_{\mu}(\phi),\]

\[(\Pi_1 F(x))_0 = a_0^1 + 2 \sum_{k=1}^{\infty} (-1)^k a_k^1 - P(\alpha),\]

\[(\Pi_i F(x))_k = k a_k^i - \frac{L(t_i - t_{i-1})}{4} (c_{k-1}^i - c_{k+1}^i), \quad k \in \mathbb{N}, \quad 1 \leq i \leq m.\]

- Define the finite dimensional reduction $F_N : \mathbb{R}^{n(1+\sum_{i=1}^{m} N_i)} \rightarrow \mathbb{R}^{n(1+\sum_{i=1}^{m} N_i)}$ of $F$ by $F_N(x) := \Pi_N F(x)$, and by replacing $P, Q$ with $P_{N_u}, Q_{N_s}$, respectively.

- Define $A$ and $\hat{A}$ as before without the factors $\frac{1}{\hat{\omega}}$ and $\hat{\omega}$, respectively.

The corresponding modifications to the estimates $Y$ and $Z$ are described in Section 6.3.2.

5.4.1. Results. We have successfully validated a connecting orbit from $q^+$ to the origin by using the procedure described in Section 5.1. The integration time was $L = 30$. The parameters used for approximating the stable and unstable manifolds were $N_u = 15$, $N_s = 25$, $\mu = 0.4$, and $r^* = 10^{-6}$. The meaning of $r^*$ is explained in Section 6.3.2. The corresponding error-bounds for the parameterizations were $\delta_u \leq 4.6847 \cdot 10^{-12}$ and $\delta_s \leq 5.9717 \cdot 10^{-15}$. We have kept the size of $W_{loc}^u(q^+)$ small so that the orbit was relatively “long” and sufficiently complicated to test the domain decomposition method. The computational results are reported in Table 3.

The complex singularities and the corresponding grid are shown in Figures 10a and 10b, respectively. Figure 10a shows that the complex singularities move closer to the real axis as the orbit spirals away from $q^+$ up until the point at which the orbit travels to the origin in (roughly) a straight line in phase space (see Figure 2). In this last part of the orbit there appear to be no complex singularities close to the real-axis. These observations are reflected in the distribution of the grid-points as shown in Figure 10b: the distance between successive grid-points decreases as the orbit spirals away from $q^+$, except for the distance between the second to last grid point and the last one, which is substantially larger.
Figure 10. (a) The complex singularities of the connecting orbit. (b) The grid, determined by the algorithm in Section 4, on which the connecting orbit was validated.

Table 4. Numerical results for a validated periodic orbit in systems of five and 10 coupled Lorenz vector fields. We took $m = 4$ for both proofs. The interval $I_{m,\nu}$ is the set of admissible radii on which the radii-polynomials were proven to be strictly negative.

| $3K$ | $L$  | $N$    | dim $\Pi_N (X_\nu)$ | $\nu$ | $I_{m,\nu}$        |
|------|------|--------|----------------------|-------|--------------------|
| 15   | 1.7046 | [57 54 59 55] | 3376                | 1.1807 | $4.39 \cdot 10^{-10}, 1.66 \cdot 10^{-6}$ |
| 30   | 1.6839 | [54 53 56 54] | 6511                | 1.1849 | $3.33 \cdot 10^{-10}, 2.21 \cdot 10^{-6}$ |

5.5. Periodic orbit in a high-dimensional coupled Lorenz system. Although the dynamics of the Lorenz system are complicated, the vector field itself is relatively simple and low-dimensional. To demonstrate that the proposed method is applicable to more complicated high-dimensional systems as well, we have validated a periodic orbit in the coupled Lorenz system defined in (4) for $K = 5$ and
\[ \rho \approx [51.846 \ 50.875 \ 56.139 \ 55.277 \ 57.654]^T. \]  A numerical approximation of the validated orbit was obtained by starting with the fully synchronized system \( G(\cdot, \tilde{\rho}) \), where \( \tilde{\rho} = \rho \cdot 1_K \) with \( \rho = 28 \), and a periodic orbit of \( g(\cdot, \rho) \). This periodic orbit was extended to a synchronized solution of \( G(\cdot, \tilde{\rho}) \). For each \( 1 \leq k \leq K \) we then performed (non-rigorous) pseudo-arclength continuation by interpreting \( \rho_k \) as an additional variable, while keeping all other components of \( \rho \) fixed. This step involved some experimentation, which was needed to “destroy” the synchronicity of the initial periodic orbit.

The computational results are summarized in Table 4. In addition, we have depicted the complex singularities of the validated orbit in Figure 11a. The results show that the domain decomposition algorithm was successful; the decay rates of the Chebyshev coefficients were approximately the same on each subdomain, see Figure 11b. The number of subdomains was chosen to optimize the dimension of the Galerkin-projection \( \Pi_N(X_\nu) \).

Finally, to illustrate the effectiveness of the domain decomposed Chebyshev series for high-dimensional systems further, we also proved a periodic orbit for \( K = 10 \) (i.e. a 30-dimensional phase space) with

\[ \rho \approx [46.49 \ 49.26 \ 50.35 \ 50.43 \ 49.00 \ 46.35 \ 52.24 \ 47.56 \ 52.46 \ 50.79]^T, \]

see Figure 12.

5.6. Initial value problems. In this section we compare the performance of our method with the verified integrators \texttt{aw} [31] and \texttt{verifyode} [12] implemented in
Figure 12. The thirty components of the validated periodic orbit in the coupled Lorenz system (4). The period of the periodic orbit is $L \approx 1.68$. We have grouped the components, which in the synchronized setting would correspond to the “same component”, together. In each case the components with higher indices are colored with a lighter shade of blue.

**5.6.1. Taylor-based integrators.** We used the default settings in INTLAB for both `awa` and `verifyode`. In particular, we used 10-th order Taylor expansions and a minimal step size of $10^{-4}$. The results are shown in Table 5. While `awa` performed well for all integration times, `verifyode` provided rather large enclosures already for $n_{q_{\pm}} = 1$. The step sizes used by `verifyode` were typically much larger or much smaller than the step sizes used by `awa`, see Figure 13. Approximately 45%, 40% and 10% of the time steps were located around small neighborhoods of $t = 4$, $t = 5$ and (just after) $t = 6$, respectively. Moreover, the associated step sizes were of minimal size. These particular moments in time correspond to parts of the orbit
Figure 13. (a) Step sizes used by *awa* for $L = 11.2$. (b) Step sizes used by *verifyode* for $L = 6.1$. Approximately 45%, 40% and 10% of the time steps are located around small neighborhoods of $t = 4$, $t = 5$ and (just after) $t = 6$, respectively. Moreover, these time steps are of minimal size.

| $L$ | $n_{q^\pm}$ | Steps *awa* | Steps *verifyode* | $C^0$-error *awa* | $C^0$-error *verifyode* |
|-----|--------------|--------------|-------------------|-------------------|------------------------|
| 2.3 | 1            | 719          | 150               | $5.3774 \cdot 10^{-11}$ | $1.5439 \cdot 10^{-3}$ |
| 4.8 | 2            | 1471         | 2643              | $9.9833 \cdot 10^{-10}$ | $9.8674 \cdot 10^{-2}$ |
| 6.1 | 3            | 1873         | 5213              | $1.186 \cdot 10^{-8}$ | $4.0664$               |
| 7.6 | 4            | 2342         | $-$               | $1.186 \cdot 10^{-8}$ | $-$                    |
| 9.5 | 5            | 2901         | $-$               | $7.1604 \cdot 10^{-8}$ | $-$                    |
| 11.2| 6            | 3411         | $-$               | $5.1561 \cdot 10^{-7}$ | $-$                    |

Table 5. Numerical results for the validated integration of an IVP in the Lorenz system with initial condition $p_0 = [10 \ 6 \ 8]^T$ and different integration times $L$. The orbits were validated using the verified integrators *awa* and *verifyode* in INTLAB using the default settings. In particular, 10-th order Taylor approximations were used and the minimal step size was $10^{-4}$. The integer $n_{q^\pm}$ denotes the number of transitions between the eyes. The third and fourth column correspond to the number of time steps used for integration. The integrator *verifyode* failed, due to too large enclosures, for $n_{q^\pm} \geq 4$.

where it transitions from one eye to the other, see Figure 6b. We note that *awa* “briefly” reduced the step size at these points in time as well. In the end, *verifyode* only produced reasonable enclosures for $n_{q^\pm} \in \{1, 2\}$, but even in these cases the upper bounds for the $C^0$-errors were orders of magnitude larger compared to *awa*. We did not endeavour to optimize the computational parameters for *verifyode*, although one would likely be able to improve its performance significantly, see [12].
5.6.2. Radii-polynomial approach using Chebyshev series. Our domain decomposition algorithm was successful for all six choices of \( L \). For \( n_{qz} \leq 4 \) the number of subdomains \( m \) was determined by adding subdomains, one by one, up until the point at which validation became feasible. For \( n_{qz} \in \{5,6\} \) we used a combination of adding subdomains and padding with zeros. More precisely, if validation was not feasible, we (rather crudely) padded with zeros on all subdomains (i.e. increasing \( N_i \)) and tried again before adding another subdomain. Here we used a maximum of 130 modes per subdomain. The reason for using this approach is discussed in more detail below. The weights \( \nu > 1 \) were determined by first constructing an initial guess using the heuristics described in Section 5.1. Subsequently, we decreased the initial guess, with a step size of 0.025, to find the smallest \( \nu \) for which validation was feasible. The reason for choosing \( \nu \) as small as possible was to improve the upper bounds for the \( C^0 \)-errors. We remark, however, that no further attempts, e.g., choosing more subdomains, were made to optimize the \( C^0 \)-errors. The results are shown in Table 6. The left endpoints of the intervals \( I_{m,\nu} \) constitute upper bounds for the \( C^0 \)-errors. We observe that they are (roughly speaking) of the same order as for \( \text{awa} \) for these intermediate time scales. However, we note that for long time integration dedicated rigorous integrators like \( \text{awa} \) outperform the method introduced in the current paper (which is mainly intended for BVPs rather than IVPs). Indeed, we cannot integrate much further in time before the radii-polynomial method fails to produce a proof, whereas \( \text{awa} \) just continues to operate with error bounds in the range of \( 10^{-6} \) and higher.

For relatively small integration times, e.g., \( n_{qz} \leq 4 \), the presented heuristics for determining a grid and weight \( \nu \) work relatively well. However, as the integration time increases, the dependence on \( p_0 \) becomes increasingly more sensitive, and validation becomes more difficult. More precisely, for large \( L \), the operator norms \( \| \Pi_{ij} A_N \Pi_{ij} \| g(i,\nu) \), for \( i \) close to \( m \) and \( \tilde{i} \) close to 1 become large. This problem

| \( L \) | \( n_{qz} \) | \( m \) | \( \tilde{N} \) | \( \dim \Pi_N(A_{\nu}) \) | \( \nu \) | \( I_{m,\nu} \) |
|---|---|---|---|---|---|---|
| 2.3 | 1 | 2 | 118 | 705 | 1.057 | \( 2.0218 \cdot 10^{-10}, 9.0595 \cdot 10^{-4} \) |
| 4.8 | 2 | 4 | 122 | 1458 | 1.087 | \( 6.6631 \cdot 10^{-9}, 2.7927 \cdot 10^{-5} \) |
| 6.1 | 3 | 5 | 125 | 1881 | 1.1 | \( 2.1101 \cdot 10^{-8}, 9.4164 \cdot 10^{-6} \) |
| 7.6 | 4 | 8 | 122 | 2937 | 1.094 | \( 2.1476 \cdot 10^{-8}, 5.1128 \cdot 10^{-6} \) |
| 9.5 | 5 | 11 | 124 | 4101 | 1.113 | \( 7.7316 \cdot 10^{-8}, 1.1828 \cdot 10^{-6} \) |
| 11.2 | 6 | 15 | 123 | 5547 | 1.136 | \( 1.6234 \cdot 10^{-7}, 5.1904 \cdot 10^{-7} \) |

Table 6. Numerical results for the validated integration of an IVP in the Lorenz system with initial condition \( p_0 = [10 \ 6 \ 8]^T \) and different integration times \( L \) using the proposed method. The integer \( n_{qz} \) denotes the number of transitions between the eyes. The number \( \tilde{N} \) denotes the (rounded) average number of modes per subdomain. The interval \( I_{m,\nu} \) is the set of admissible radii on which the radii-polynomials were proven to be strictly negative and \( \nu \) is the associated weight with which the validation was performed. Note that the left-endpoints of \( I_{m,\nu} \) are rigorous upper bounds for the \( C^0 \)-error.
amplifies when more domains are used, at least with our current choice of grid- 
points. This is the reason why we combined domain decomposition with padding 
for \( n_q \in \{5, 6\} \). These large operator norms cause the second order (quadratic) 
coefficients in \( p_{ij} \), for \( i \) close to \( m \), to become large as well. This complicates 
the process of finding feasible radii for the “final” subdomains and is the cause for the 
small validation interval for \( L = 11.2 \). We remark that while the first order bounds, 
\( \|\Pi_{ij}Z_i\|_\nu \), specifically, can still be made small by choosing \( N_i \) sufficiently large, the 
second order bounds cannot be controlled in this way.

For (well-conditioned) boundary value problems, the operators \( \Pi_{ij}A_N\Pi_{ij}^\dagger \) do 
not behave very differently on different subdomains. Therefore, if the Chebyshev- 
coefficients decay at the same rate on each subdomain, the estimates for the orbits, 
to prove contraction, will be similar on each subdomain. This was the main moti-
vation for constructing grids with uniform decay rates. For long time integration of 
initial value problems, this viewpoint is not applicable anymore and the final subdo-
mains should not be treated on the same footing as earlier subdomains. While it is 
possible to push the integration time a bit further with the current domain decom-
position techniques, we did not pursue this issue any further, as we believe more 
automated approaches involving different domain decomposition methods should 
be developed at this stage.

6. The estimates needed to prove contraction. In this section we give explicit 
expression for the bounds \( Y \) and \( Z \) in Theorem 3.10. We focus primarily on periodic 
boundary conditions. Additionally, we indicate where (and which) changes are in 
order for more general types of boundary conditions. Explicit examples of such 
generalizations are discussed in Section 6.3, which deals with the modifications of 
the estimates that arise in the applications in Sections 5.3 and 5.4.

6.1. Computation of the \( Y \)-bounds.

**Proposition 6.1.** The bounds

\[
\begin{align*}
Y_0 & := \|\Pi_0 A_N F_N (\hat{x})\|, \\
Y_{i,j} & := \frac{t_i - t_{i-1}}{2\omega} \sum_{k=N_i}^{N_g(N_i-1)+1} \left| [c_{k-1}^i (\hat{a}) - c_{k+1}^i (\hat{a})]_j \right| \frac{\nu_k^i}{k} + \|\Pi_{i,j} A_N F_N (\hat{x})\|_{\nu_i},
\end{align*}
\]

where \( 1 \leq i \leq m, 1 \leq j \leq n \), satisfy (15).

**Proof.** Let \( 1 \leq i \leq m, 1 \leq j \leq n \) be arbitrary and note that

\[
\begin{align*}
\|\Pi_0 (T (\hat{x}) - \hat{x})\| & \leq \|\Pi_0 A (F (\hat{x}) - F_N (\hat{x}))\| + \|\Pi_0 A F_N (\hat{x})\|, \quad (29) \\
\|\Pi_{i,j} (T (\hat{x}) - \hat{x})\|_{\nu_i} & \leq \|\Pi_{i,j} A (F (\hat{x}) - F_N (\hat{x}))\|_{\nu_i} + \|\Pi_{i,j} A F_N (\hat{x})\|_{\nu_i}. \quad (30)
\end{align*}
\]

Next, observe that the only nonzero components of \( F(\hat{x}) - F_N(\hat{x}) \) are

\[
(\Pi_{i,j} (F (\hat{x}) - F_N(\hat{x})))_k = -\frac{(t_i - t_{i-1})}{4} [c_{k-1}^i (\hat{a}) - c_{k+1}^i (\hat{a})]_j,
\]

for \( N_i \leq k \leq N_g (N_i - 1) + 1 \). Hence the result follows from (29) and (30).

\( \square \)
6.2. Computation of the Z-bounds. Let \( x_1, x_2 \in B_r (0) \), \( r > 0 \) be arbitrary and recall the factorization in (14). We shall compute bounds \( Z_{i,j} (r) \) and \( Z_0 (r) \) satisfying (16) and (18), respectively, by estimating the two terms in (14) separately. Throughout this section we write \( x_1 = rv \) and \( x_2 = rw \), where \( v = (\omega_v, v^1, \ldots, v^m), w = (\omega_w, w^1, \ldots, w^m) \in B_1 (0) \).

We start by computing a bound for \( (I - A\hat{A}) x_2 \). To accomplish this we first state a result about the norm of linear operators \( C \) on \( \mathcal{X}^N_\nu \), for which we introduce the notation

\[
\Pi_0 C(\omega, 0) = C_0^0 \omega \quad \Pi_0 C(0, a) = \sum_{i,j,k} (C_0^a)_{ijk} a_{ijk}
\]

\[
(\Pi_\alpha C(\omega, 0))_{ijk} = (C_0^0)_{ijk} \omega \quad (\Pi_\alpha C(0, a))_{ijk} = \sum_{i,j,k} (C_0^a)_{ijk} a_{ijk},
\]

where \( i, j = 1, \ldots, m \) and \( j, \bar{j} = 1, \ldots, n \) and \( k, \bar{k} = 0, \ldots, N_\nu - 1 \) refer to the notation \( a_{ijk} = (a_{\bar{k}})_{ij} \) for the Chebyshev coefficients introduced in Section 3.1. We denote by \( B(\mathcal{X}_1, \mathcal{X}_2) \) the Banach space of bounded linear operators between Banach spaces \( \mathcal{X}_1 \) and \( \mathcal{X}_2 \), with induced operator norm.

**Lemma 6.2.** Suppose \( C : \mathcal{X}^N_\nu \to \mathcal{X}^N_\nu \) is a linear operator. Using the above notation, we define

\[
\eta_{ij} := \| (C_0^0)_{ij} \|_{\nu_i} 
\]

\[
\mu^{ij} := \| (C_0^0)_{ij}^* \|_{\nu_i} 
\]

\[
\xi^{ij}_{ij} := \| (C_0^a)_{ij} \|_{\nu_i} 
\]

\[
\xi^{ij}_{ij} := \| (C_0^a)_{ij}^* \|_{\nu_i}.
\]

Then

\[
\| \Pi_0 C \|_{B(\mathcal{X}^N_\nu, \mathcal{X}^N_\nu)} \leq |C_0^0| + \sum_{i=1}^m \sum_{j=1}^n \mu^{ij},
\]

\[
\| \Pi_{i,j} C \|_{B(\mathcal{X}^N_\nu, \mathcal{X}^N_\nu)} \leq |\eta_{ij}| + \sum_{i=1}^m \sum_{j=1}^n |\xi^{ij}_{ij}|.
\]

**Proof.** This follows from writing out the definitions of the norms.  

**Remark 6.3.** Explicit expressions for \( \mu^{ij} \) and \( \xi^{ij}_{ij} \) can be obtained by using Lemma 2.5.

We can now compute a bound for \( (I - A\hat{A}) x_2 \):

**Lemma 6.4.** Let \( 1 \leq i \leq m, 1 \leq j \leq n \), and let \( h_0 \) and \( h_{i,j} > 0 \) denote the bounds

\[
\| \Pi_0 (I_N - A_N DF_N (x)) \|_{B(\mathcal{X}^N_\nu, \mathcal{X}^N_\nu)} \leq h_0, \quad \| \Pi_{i,j} (I_N - A_N DF_N (x)) \|_{B(\mathcal{X}^N_\nu, \mathcal{X}^N_\nu)} \leq h_{i,j},
\]

provided by Lemma 6.2, where \( I_N \) is the identity on \( \mathcal{X}^N_\nu \). Then

\[
\| \Pi_0 (I - A\hat{A}) x_2 \|_{\nu_i} \leq h_0 r, \quad \| \Pi_{i,j} (I - A\hat{A}) x_2 \|_{\nu_i} \leq h_{i,j} r,
\]

for all \( 1 \leq i \leq m, 1 \leq j \leq n \).

**Proof.** It suffices to observe that

\[
I - A\hat{A} = \Pi_N (I - A\hat{A}) = I_N - A_N DF_N (x),
\]

since the tails of \( A \) and \( A\hat{A} \) are exact inverses of each other.  

\[\square\]
The analysis of the second term in (14) is more complicated and requires one to analyze the infinite dimensional map $F$ in more detail. Note that

$$
\left( DF (\hat{x} + rv) - \hat{A} \right) w = \frac{d}{d\tau} \left|_{\tau=0} \right. (F (\hat{x} + rv + \tau w) - F_N (\hat{x} + \tau w)) - \hat{A}_\infty w, \quad (31)
$$

where $\hat{A}_\infty = (I - \Pi_N) \hat{A}$, since $\Pi_N \hat{A} = DF_N (\hat{x})$. Furthermore, a straightforward computation shows that

$$
\left( \frac{d}{d\tau} \right|_{\tau=0} \Pi_i (F (\hat{x} + rv + \tau w) - F_N (\hat{x} + \tau w)) \right)_0 = 2 \left( \sum_{k=N_i}^{\infty} (-1)^k w_k^i - \sum_{k=0}^{\infty} w_k^{i-1} \right), \quad (32)
$$

for $1 < i \leq m$, and

$$
\left( \frac{d}{d\tau} \right|_{\tau=0} \Pi_i (F (\hat{x} + rv + \tau w) - F_N (\hat{x} + \tau w)) \right)_k = k \left( \omega_i v_k^i + \omega_i w_k^i \right) r 
\left[ - \frac{t_i - t_{i-1}}{4} \frac{d}{d\tau} \left|_{\tau=0} \right. \left( \sum_{c=0}^{\infty} \left( c_{k-1}^i (\hat{a}^i + rv^i + \tau w^i) - c_{k-1}^i (\hat{a}^i + \tau \Pi N_i (w^i)) \right) - c_{k+1}^i (\hat{a}^i + rv^i + \tau w^i) + c_{k+1}^i (\hat{a}^i + \tau \Pi N_i (w^i)) \right) \right], \quad (33)
$$

for $1 \leq i \leq m$, $1 \leq k \leq N_i - 1$, while

$$
\left( \frac{d}{d\tau} \right|_{\tau=0} \Pi_i (F (\hat{x} + rv + \tau w) - F_N (\hat{x} + \tau w)) - \Pi_i \hat{A}_\infty w \right)_k = k \left( \omega_i v_k^i + \omega_i w_k^i \right) r 
\left[ - \frac{t_i - t_{i-1}}{4} \frac{d}{d\tau} \left|_{\tau=0} \right. \left( \sum_{c=0}^{\infty} \left( c_{k-1}^i (\hat{a}^i + rv^i + \tau w^i) - c_{k+1}^i (\hat{a}^i + rv^i + \tau w^i) \right) \right) \right], \quad (34)
$$

for $1 \leq i \leq m$, $k \geq N_i$.

We start by computing a bound for (32):

**Lemma 6.5.** Let $1 < i \leq m$, $1 \leq j \leq m$, then

$$
\left( \frac{d}{d\tau} \right|_{\tau=0} \Pi_i, j (F (\hat{x} + rv + \tau w) - F_N (\hat{x} + \tau w)) \right)_0 \leq \nu_i^{-N_i} + \nu_i^{-N_i-1}.
$$

**Proof.** Define $\psi_i : \ell_{\nu_i}^1 \rightarrow \mathbb{R}$ by $\psi_i (x) := 2 \sum_{k=N_i}^{\infty} x_k$, and note that $\psi_i \in (\ell_{\nu_i}^1)^*$ for any $1 \leq i \leq m$, since $\nu_i > 1$. Furthermore, $\|\psi_i\|_{\nu_i} = \nu_i^{-N_i}$ by Lemma 2.5. Therefore, one can bound the components of (32) by $\nu_i^{-N_i} + \nu_i^{-N_i-1}$. \hfill $\Box$

Next, we compute component-wise bounds for the convolution terms in (33) for an arbitrary subdomain. Since the construction of these bounds is the same for each subdomain, we will fix and omit the superscript $i$ whenever possible. Furthermore, to avoid additional clutter we shall denote the $j$-th component of a sequence $a$ by $a_j$ instead of $[\hat{a}]_j$, whenever there is no chance of confusion.

Recall that the convolution terms are defined by

$$
c(a) = \sum_{|a| \leq N_g} g_\alpha a^\alpha,
$$
where \( a^\alpha = a_1^{\alpha_1} \cdots a_n^{\alpha_n} \), \( a \in \ell_1^{(\nu_i, n)} \) and \( N_g \in \mathbb{N} \) is the degree of the (polynomial) vector field. As mentioned before in the introduction, for the sake of simplicity, we shall restrict our attention to the case in which \( N_g = 2 \). In particular, note that

\[
\sum_{|\alpha| = 2} g_\alpha a^\alpha = \sum_{1 \leq l \leq n} g_{ls} a_k * a_s,
\]

where \( g_{ls} = g_{e_l + e_s} \) and \( (e_j)_{j=1}^n \) are the unit vectors in \( \mathbb{R}^n \).

A straightforward computation shows that

\[
\frac{d}{d\tau} \bigg|_{\tau=0} (c(\hat{a} + r v + \tau w) - c(\hat{a} + \tau \Pi_{N_i}(w)))
= \sum_{j=1}^n g_{e_j} [\tilde{w}]_j + \sum_{1 \leq l \leq s \leq n} g_{ls} (\tilde{w}_l \ast \hat{a}_s + \tilde{w}_s \ast \hat{a}_l + r (w_l \ast v_s + w_s \ast v_l)),
\]

where

\[
\tilde{w} = \begin{cases} 0, & 0 \leq k \leq N_i - 1, \\ w_k, & k \geq N_i. \end{cases}
\]

The following lemma is key in computing bounds for the linear terms in (35):

**Lemma 6.6.** Let \( a \in \ell_1^{(\nu_i)} \) be such that \( a_k = 0 \) for \( k \geq N_i \). Define \( \Psi_{a,k} : \ell_1^{(\nu_i)} \rightarrow \mathbb{R} \) by

\[
\Psi_{a,k}(x) := (\hat{x} \ast a)_{k-1} - (\hat{x} \ast a)_{k+1}, \quad \text{for } 1 \leq k \leq N_i - 1,
\]

where \( \hat{x} \) is defined by

\[
\hat{x} = \begin{cases} 0, & 0 \leq k \leq N_i - 1, \\ x_k, & k \geq N_i. \end{cases}
\]

Then \( \Psi_{a,k} \in \ell_1^{(\nu_i)} \) for \( 1 \leq k \leq N_i - 1 \), and

\[
\|\Psi_{a,k}\|_{\nu_i}^* = \frac{1}{2} \max \left\{ \nu_1^{-1} |a_{l-1} - a_{l+1}| \right\}_{l=N_i-2}^{l=k+N_i-2},
\]

\[
\nu_1^{-1} |a_{N_i-2}|, \nu_1^{-1} |a_{N_i-1}|.
\]

**Proof.** Let \( x \in \ell_1^{(\nu_i)} \), \( k \in \mathbb{N}_0 \) be arbitrary and observe that

\[
(\hat{x} \ast a)_k = \sum_{k_1=N_i}^{k+N_i-1} x_{k_1} a_{k_1},
\]

since \( \hat{x} a_0 = 0 \), \( a_{k_2} = 0 \), for \( 0 \leq k_1 \leq N_i - 1 \) and \( k_2 \geq N_i \), respectively. Next, note that \( \Psi_{a,k} \in \ell_1^{(\nu_i)} \) by Proposition 2.4, and

\[
\Psi_{a,k}(\varepsilon_l) = \begin{cases} \nu_1^{-1} (a_{l-1} - a_{l+1}), & N_i \leq l \leq k + N_i - 2, \\ \nu_2^{-1} a_{l-1}, & l = k + N_i - 1, k + N_i \\ 0, & \text{otherwise}. \end{cases}
\]

Now use Lemma 2.5 to obtain the stated formula for \( \|\Psi_{a,k}\|_{\nu_i}^* \).
Corollary 2. Let \( 1 \leq i \leq m \) and \( 1 \leq k \leq N_i - 1 \), then
\[
\left| \left( \sum_{j=1}^{n} g_{e_j} \tilde{w}_{ij} + \sum_{1 \leq l \leq s \leq n} g_{ls} (\tilde{w}_l \ast \hat{x}_s + \hat{w}_l \ast \hat{x}_s) \right)_{k-1} \right| - \left( \sum_{j=1}^{n} g_{e_j} \tilde{w}_{ij} + \sum_{1 \leq l \leq s \leq n} g_{ls} (\tilde{w}_l \ast \hat{x}_s + \hat{w}_l \ast \hat{x}_s) \right)_{k+1} \]

is bounded by (using the Kronecker \( \delta \))
\[
B_{k}^i := \delta_{k,N_i-1} \frac{1}{2} \nu_i^{-N_i} \sum_{j=1}^{n} |g_{e_j}| + \sum_{1 \leq l \leq s \leq n} |g_{ls}| \left( \| \Psi_{a_{1,k}} \|_{\nu_i} + \| \Psi_{a_{2,k}} \|_{\nu_i} \right). \tag{37}
\]

We are now ready to construct bounds for
\[
\left\| \Pi_{ij} \Pi_N A \left( DF (\hat{x} + x_1) - \hat{A} \right) x_2 \right\|_{\nu_i}. \tag{38}
\]

There are two boundary conditions that we need to deal with separately, namely the phase condition and the periodicity condition (the “internal” boundary conditions between successive domains will be dealt with uniformly). We deal with these two bounds in such a way that the method can be easily adapted to deal with other boundary conditions. Hence, for the moment, assume that there exist bounds \( \Lambda_{0,1}, \Lambda_{0,2} > 0 \), and \( \Lambda_{1,1}, \Lambda_{1,2} \in \mathbb{R}_{\geq 0} \), such that
\[
\left| \frac{d}{d\tau} \right|_{\tau=0} \Pi_0 (F (\hat{x} + r v + \tau w) - F_N (\hat{x} + \tau w)) \leq \Lambda_{0,1} + r \Lambda_{0,2}, \tag{39}
\]
\[
\left| \frac{d}{d\tau} \right|_{\tau=0} (\Pi_1 (F (\hat{x} + r v + \tau w) - F_N (\hat{x} + \tau w)))_0 \leq \Lambda_{1,1} + r \Lambda_{1,2}, \tag{40}
\]
for any \( v, w \in B_1(0) \). Explicit expressions for these bounds are given explicitly in Remark 6.8 for periodic boundary conditions.

We define \( \tilde{Z}_1 \in \mathbb{R}^{1+n} \sum_{i=1}^{n} N_i \) by \( \Pi_0 \tilde{Z}_1 := \Lambda_{0,1} \) and
\[
\Pi_{N_i} \tilde{Z}_1 := \left[ \frac{1}{\nu_i - t_0} [B_{k}^{N_i-1}]_{k=1} \right], \quad \Pi_{N_i} \tilde{Z}_1 := \left[ \frac{1}{\nu_i - t_0} [B_{k}^{N_i-1}]_{k=1} \right],
\]
with \( B_{k}^{i} \) defined in (37), and we set \( Z_1 = |A_N| \tilde{Z}_1 \).

Proposition 6.7. Let \( 1 \leq i \leq m, 1 \leq j \leq n \), then
\[
\left| \Pi_0 A \left( DF (\hat{x} + x_1) - \hat{A} \right) x_2 \right| \leq \Pi_0 Z_1 r + \gamma \| \Pi_0 A_N \|_{\mathcal{B}(\mathcal{X}_{N_i}, \mathcal{X})} r^2,
\]
\[
\left| \Pi_{ij} \Pi_N A \left( DF (\hat{x} + x_1) - \hat{A} \right) x_2 \right| \leq \| \Pi_{ij} Z_1 \|_{\nu_i} r + \gamma \| \Pi_{ij} A_N \|_{\mathcal{B}(\mathcal{X}_{N_i}, \mathcal{X})} r^2,
\]
where the operator norms can be evaluated using Lemma 6.2, and
\[
\gamma := \max \left\{ \Lambda_{0,2} \right\} \cup \left\{ \Lambda_{1,2} + 2 (N_i - 1) + \frac{(t_i - t_0) (2 \nu_i + 1)}{2 \nu_i} \sum_{|\alpha|=2} |g_{\alpha|} \right\} \cup \left\{ 2 (N_i - 1) + \frac{(t_i - t_{i-1}) (2 \nu_i^2 + 1)}{2 \nu_i} \sum_{|\alpha|=2} |g_{\alpha|} : 2 \leq i \leq m \right\}.
\]
Remark 6.8. In the current setting for periodic orbits we have that
\[
\frac{d}{dt}\Big|_{\tau=0} \Pi_0 \left( F (\hat{x} + r v + \tau w) - F_N (\hat{x} + \tau w) \right) = 0,
\]
\[
\left( \frac{d}{dt}\Big|_{\tau=0} \Pi_1 (F (\hat{x} + r v + \tau w) - F_N (\hat{x} + \tau w)) \right) = 2 \left( \sum_{k=N_1}^{\infty} (-1)^k w^1_k - \sum_{k=N_m}^{\infty} w^m_k \right).
\]
Therefore, by the same computation as in Lemma 6.5, it suffices to set
\[
\Lambda_{1,1} = \left( \nu_1^{-N_1} + \nu_{-m}^{-N_m} \right) \cdot 1_n, \quad \Lambda_{1,2} = 0_n, \quad \Lambda_{0,1} = \Lambda_{0,2} = 0.
\]
It remains to bound the $\ell^1_{\nu_i}$-norm of (34) for $k \geq N_i$. Observe that
\[
\left. \frac{d}{d\tau} \right|_{\tau=0} c(\hat{a} + rv + \tau w) = \sum_{j=1}^{n} g_j [w]_j
+ \sum_{1 \leq i \leq n} g_i \left( w_i \ast \hat{a}_s + w_s \ast \hat{a}_i + r (w_i \ast v_s + w_s \ast v_i) \right). \tag{42}
\]

**Lemma 6.9.** Let $a \in \ell^1_{\nu_i}$ be such that $a_k = 0$ for $k \geq N_i$. Define $\varphi^-_a, \varphi^+_a : \ell^1_{\nu_i} \to \mathbb{R}$ by
\[
\varphi^-_a(x) := \sum_{k=N_i-1}^{\infty} (x \ast |a|)_k \frac{\nu^k_i}{k+1}, \quad \varphi^+_a(x) := \sum_{k=N_i+1}^{\infty} (x \ast |a|)_k \frac{\nu^k_i}{k-1}.
\]
Then $\varphi^-_a, \varphi^+_a \in (\ell^1_{\nu_i})^*$, and $\|\varphi^-_a\|_{\nu_i}^* = \frac{1}{2} \Gamma^-_a$, $\|\varphi^+_a\|_{\nu_i}^* = \frac{1}{2} \Gamma^+_a$, where
\[
\Gamma^-_a := \max \left\{ \left\{ 2 |a|_{N_i-1} \frac{\nu^{N_i-1}_i}{N_i} \right\} \cup \left\{ \sum_{k=N_i-1}^{N_i-1-l} |a_k| \frac{\nu^k_i}{k+l+1} : 1 \leq l \leq 2(N_i-1) \right\} \right\},
\Gamma^+_a := \max \left\{ \sum_{k=N_i+1}^{N_i-1} |a_k| \frac{\nu^k_i}{k+l-1} : 2 \leq l \leq 2N_i \right\}.
\]

**Proof.** It follows directly from Proposition 2.4 that $\varphi^-_a, \varphi^+_a \in (\ell^1_{\nu_i})^*$. Next, we consider the computation of $\|\varphi^-_a\|_{\nu_i}$ (the computation of $\|\varphi^+_a\|_{\nu_i}$ is similar). Let $k \geq N_i - 1$ be arbitrary and observe that
\[
(x \ast |a|)_k = \sum_{k_k=k-N_i+1}^{k+{N_i-1}} x_{k_k} |a_{k-k+1}|,
\]
since $a_{k_2} = 0$ for $k_2 \geq N_i$. Therefore,
\[
\varphi^-_a(\varepsilon_i) = \left\{ \begin{array}{ll}
|a|_{N_i-1} \frac{\nu^{N_i-1}_i}{N_i}, & l = 0, \\
\frac{1}{2} \sum_{k=N_i-1}^{N_i-1-l} |a_k| \frac{\nu^k_i}{k+l+1}, & 1 \leq l \leq 2(N_i-1), \\
\frac{1}{2} \sum_{k=1}^{N_i-1} |a_k| \frac{\nu^k_i}{k+l+1}, & l \geq 2(N_i-1).
\end{array} \right.
\]
In particular, note that $\varphi^-_a(\varepsilon_i)$ is decreasing for $l \geq 2(N_i-1)$. Hence
\[
\|\varphi^-_a\|_{\nu_i}^* = \sup_{i \in \mathbb{N}_0} |\varphi^-_a(\varepsilon_i)| = \frac{1}{2} \Gamma^-_a
\]
by Lemma 2.5.
An analogous computation yields $\|\varphi^+_a\|_{\nu_i}^* = \frac{1}{2} \Gamma^+_a$.

**Corollary 3** (Estimates for the tail). *Define*
\[
d'_1 := \frac{\nu^2_i + 1}{\nu_i N_i} \sum_{j=1}^{n} |g_{c_j}| + \sum_{1 \leq i \leq n} |g_i| \left( \nu_i \left( \Gamma^-_{a_i} + \Gamma^-_{a_i} \right) + \frac{1}{\nu_i} \left( \Gamma^+_{a_i} + \Gamma^+_{a_i} \right) \right),
\]
\[
d'_2 := \frac{2(\nu^2_i + 1)}{\nu_i N_i} \sum_{|\alpha|=2} |g_\alpha|,
\]
where

\[ \sum_{k=1}^{\infty} \left| \frac{d}{d\tau} \right|_{\tau=0} \left( c_{k-1} \left( \hat{a}^i + rv + \tau w \right) - c_{k+1} \left( \hat{a}^i + rv + \tau w \right) \right) \left| \frac{\nu_i^k}{k} \right| \leq d_i^1 + rd_i^2. \]

Proof. First note that

\[ \sum_{k=1}^{\infty} \left| \frac{d}{d\tau} \right|_{\tau=0} c_{k-1} \left( \hat{a}^i + rv + \tau w \right) \left| \frac{\nu_i^k}{k} \right| = 2\nu_i \sum_{k=N_i-1}^{\infty} \left| c_k \left( \hat{a}^i + rv + \tau w \right) \right| \left| \frac{\nu_i^k}{k+1} \right|. \]

Next, observe that

\[ \sum_{k=N_i-1}^{\infty} \left| \frac{(w_l * \hat{a}_s^i)_k}{k+1} \right| \leq \frac{1}{N_i} \sum_{j=1}^{n} \left| g_{e_j} \right| \left\| w_j \right\|_{\nu_j} \leq \frac{1}{N_i} \sum_{j=1}^{n} \left| g_{e_j} \right|, \]

while

\[ \sum_{k=N_i-1}^{\infty} \left| (w_l * r v_s)_k \right| \left| \frac{\nu_i^k}{k+1} \right| \leq \frac{r}{N_i} \left\| w_l * v_s \right\|_{\nu_i} \leq \frac{r}{N_i}, \]

for any \( l, s \in \{1, \ldots, n\} \) by Proposition 2.4, Lemma 6.9, and since \( v, w \in B_1(0) \).
Therefore,

\[ \sum_{k=N_i}^{\infty} \left| \frac{d}{d\tau} \right|_{\tau=0} c_{k-1} \left( \hat{a}^i + rv + \tau w \right) \left| \frac{\nu_i^k}{k} \right| \leq \frac{1}{\nu_i} \left( \frac{1}{N_i} \sum_{j=1}^{n} \left| g_{e_j} \right| + \sum_{1 \leq l \leq s \leq n} \left| g_{e_s} \right| \left( \frac{\Gamma^-_{a_i} + \Gamma^-_{a_s} + 2r}{N_i} \right) \right), \]

by (42). An analogous computation shows that

\[ \sum_{k=N_i}^{\infty} \left| \frac{d}{d\tau} \right|_{\tau=0} c_{k+1} \left( \hat{a}^i + rv + \tau w \right) \left| \frac{\nu_i^k}{k} \right| \leq \frac{1}{\nu_i} \left( \frac{1}{N_i} \sum_{j=1}^{n} \left| g_{e_j} \right| + \sum_{1 \leq l \leq s \leq n} \left| g_{e_s} \right| \left( \frac{\Gamma^+_{a_i} + \Gamma^+_{a_s} + 2r}{N_i} \right) \right), \]

which completes the proof of the lemma.

We are now ready to define the Z-bounds:

**Proposition 6.10.** The bounds

\[ Z_{i,j} (r) : = \left[ \gamma \left\| \Pi_{i,j} A_N \right\|_{B(X^N, \ell_{\nu_i})} + \frac{1}{\omega} \left( \frac{t_i - t_{i-1}}{4} \left[ d_i^2 \right]_j + 2 \right) \right] r^2 \]

\[ + \left[ h_{i,j} + \left\| \Pi_{i,j} (Z_1) \right\|_{\nu_i} + \frac{t_i - t_{i-1}}{4\omega} \left[ d_i^1 \right]_j \right] r, \]

\[ Z_0 (r) : = \gamma \left\| \Pi_0 A_N \right\|_{B(X^N, R)} r^2 + \left( h_0 + \Pi_0 (Z_1) \right) r, \]

where \( 1 \leq i \leq m, 1 \leq j \leq n \), satisfy (16) and (18), respectively.
Proof. First observe that
\[
\left( \Pi_i A \left( DF (\hat{x} + w_1) - \hat{A} \right) w \right)_k =
\]
\[
\frac{\omega_w v_k^i + \omega_v w_k^i}{\dot{\omega}} - \frac{t_i - t_{i-1}}{4\dot{\omega}k} \left| \frac{d}{d\tau} \right|_{\tau=0} \left( c_{k-1} (\hat{a} + rv + \tau w) - c_{k+1} (\hat{a} + rv + \tau w) \right)
\]
for all \( k \geq N_i \) by (31) and (34), and
\[
\sum_{k=N_i}^{\infty} \left| \omega_w v_k^i + \omega_v w_k^i \right| \nu_k^i \leq 1_n,
\]
(43)
since \( v, w \in B_1(0) \). Now recall the decomposition in (14) and combine (43), Lemma 6.4, Proposition 6.7, and Corollary 3 to obtain the result.

6.3. Modifications for non-periodic boundary conditions. In Section 5.3 an equation representing arc-length continuation is added to the system, accompanied by an extra a priori unknown parameter. In Section 5.4 the periodic boundary conditions are replaced by boundary conditions that guarantee that the solution ends up in the local stable and unstable manifolds. The adaptations of the estimates to these modified problems are presented in Sections 6.3.1 and 6.3.2, respectively.

6.3.1. Periodic solutions near the homoclinic orbit. In this section we incorporate the necessary adjustments for the modified problem introduced in section 5.3. First, observe that we will have an additional radii-polynomial \( p_{-1} \) which corresponds to the equation for \( \rho \). In particular, the additional bound \( Y_{-1} \) is given by
\[
Y_{-1} := \left| \Pi_{-1} A_N F_N (\hat{x}) \right|,
\]
and the formulae for the other \( Y \)-bounds remain the same.

Recall that the \( Z \)-bounds were derived by estimating the two terms in (14). In particular, one can derive bounds for the norm of linear operators on \( A^\rho_N \) in exactly the same way as before as in Lemma 6.2, and then use Lemma 6.4 to compute a bound for \( (I - A\hat{A}) x_2 \). The changes in the bounds for the second term, \( A \left( DF (\hat{x} + x_1) - \hat{A} \right) x_2 \), are more subtle, since \( \rho \) is now to be interpreted as an unknown variable as well.

To identify the differences, let \( \hat{x} = (\hat{\rho}, \hat{\omega}, \hat{a}^1, \ldots, \hat{a}^m) \) denote the approximate solution, write \( x_1 = rv, \ x_2 = rw \), where both \( v = (\rho_1, \omega_1, v^1, \ldots, v^m) \) and \( w = (\rho_2, \omega_2, w^1, \ldots, w^m) \) are in \( B_1(0) \). Recall that bounds for \( A \left( DF (\hat{x} + x_1) - \hat{A} \right) x_2 \) were obtained by computing estimates for (33) and (34). Furthermore, observe that the additional equation for \( \rho \) has no contribution to this part of the analysis, since the equation is linear and therefore
\[
\frac{d}{d\tau} \left| \Pi_{-1} (F (\hat{x} + rv + \tau w) - F_N (\hat{x} + \tau w)) \right| = 0.
\]

Next, note that the convolution terms \( c^i \) are the only functions in the definition of \( F \) which depend on \( \rho \), since \( g_{e_1} \) is the only coefficient in the Lorenz-system which depends on \( \rho \). Consequently, a straightforward computation shows that the term
\[
\begin{bmatrix}
0 \\
0 \\
\end{bmatrix}
\]


needs to be added to the right-hand side of (35), and \( g_{e_1} [\tilde{w}^i]_1 = g_{e_1} (\hat{\rho}) [\tilde{w}^i]_1 \). To incorporate this extra term in the estimates for (38) one needs to modify Proposition 6.7 by setting

\[
\gamma := \max \left\{ \left\| \left( 2 (N_i - 1) + \frac{(t_i - t_{i-1}) (2\nu_i^2 + 1)}{2\nu_i} \left( \sum_{|\alpha|=2} |g_\alpha| + \begin{bmatrix} 0 \\ 1 \\ 0 \\ \vdots \\ 0 \end{bmatrix} \right) \right\|_\infty : 1 \leq i \leq m \right\}.
\]

Similarly, terms

\[
\left( \begin{array}{c} 0 \\ \rho_2 [a^i]_1 \\ 0 \\ 0 \end{array} \right) + \left( \begin{array}{c} 0 \\ \rho_2 [v^i]_1 + \rho_1 [w^i]_1 \\ 0 \end{array} \right) r.
\]

need to be added to the right-hand side of (42).

Therefore, by analogous computations as in the proof of Corollary 3, the tail-estimates in Corollary 3 remain valid if we add the terms

\[
\frac{2\nu_i^N_i \left[ \hat{a}^i_{N_i-1} \right]_1}{N_i} \quad \text{and} \quad \frac{2 \left( \nu_i^2 + 1 \right)}{N_i \nu_i},
\]

to the expressions for \([d^1_1]_2\) and \([d^2_2]_2\), respectively.

The above modifications account for all the necessary changes in the estimates, and the extra formula for the additional bound \(Z_{-1}\) is given by

\[
Z_{-1}(r) := \gamma \| \Pi_{-1} A_N \|_{\mathcal{B}(X^N, \mathbb{R})}^2 + (h_{-1} + \Pi_{-1} (Z_1)) r.
\]

6.3.2. Heteroclinic orbit. In this section we identify the differences in the construction of the bounds for the connecting orbit discussed in section 5.4. We start by identifying the differences in the \(Y\)-bounds. We write \( \hat{x} = (\hat{\phi}, \hat{\alpha}, \hat{a}^1, \ldots, \hat{a}^m) \) and observe that the main difference in the computation of the \(Y\)-bounds, as performed in Proposition 6.1, is caused by the following two terms being nonzero:

\[
[\Pi_0, j (F (\hat{x}) - F_N (\hat{x}))]_{j=1}^3 = (Q - Q_{N_i}) \circ \Theta_\mu (\hat{\phi}),
\]

and

\[
(\Pi_1 (F (\hat{x}) - F_N (\hat{x})))_0 = (P - P_{N_i}) (\hat{\alpha}).
\]

Consequently, we have additional bounds corresponding to the finite dimensional part of \(A(F (\hat{x}) - F_N (\hat{x}))\), which previously had no contribution at all.

The required modifications are as follows: set

\[
\delta := |A_N| \begin{bmatrix} \delta_v \cdot 1_n \\ \delta_u \cdot 1_n \\ 0_{n(-1+\sum_{i=1}^m N_i)} \end{bmatrix},
\]

add the bounds \(\| \Pi_{i,j} (\delta) \|_{\nu_i}\) to \(Y_{i,j}\) in Proposition 6.1, define (instead of \(Y_0\)) the bounds

\[
Y_{0,j} := [\Pi_{0,j} A_N F_N (\hat{x})] + \Pi_{0,j} (\delta),
\]

where \(1 \leq j \leq n\), and change the factor \(\frac{1}{\hat{\omega}}\) into \(L\).

Next, we consider the computation of the \(Z\)-bounds by considering the decomposition in (14) again. As before, the main differences occur in the bounds for
\[ A \left( DF(\dot{x} + x_1) - \dot{A} \right) x_2, \] which stem from the fact that there is no dependence on \( \omega \) anymore, whereas dependencies on \( \phi \) and \( \alpha \) need to be incorporated. To identify the differences, write \( x_1 = rv \) and \( x_2 = rw \), where \( v = (\phi_1, \alpha_1, v_1, \ldots, v_m) \), \( w = (\phi_2, \alpha_2, w_1, \ldots, w_m) \in B_1(0) \).

The main differences in the right-hand sides of (33) and (34) in the current setting are that the term \( k \left( \omega_2 v_k^1 + \omega_1 w_k^1 \right) r \) is not present, and the factors \( \frac{t_i - t_{i-1}}{4} \) need to be multiplied by \( L \). To incorporate these changes into the bounds for (38) we only need to modify Proposition 6.7 by setting

\[
\gamma := \max \left\{ |A_{0,2}| \right\} \cup \left\{ \Lambda_{1,2} + \frac{L(t_1 - t_0)(2\nu_2 + 1)}{2\nu_1} \sum_{|\alpha|=2} |g_{\alpha}| \right\} \cup \left\{ \frac{L(t_i - t_{i-1})(2\nu_i + 1)}{2\nu_i} \sum_{|\alpha|=2} |g_{\alpha}| : 2 \leq i \leq m \right\}.
\]

Here the extra bounds \( \Lambda_{0,1}, \Lambda_{0,2} \in \mathbb{R}^3 \) and \( \Lambda_{1,1}, \Lambda_{1,2} \in \mathbb{R}^3 \), defined analogously as in (39) and (40), respectively, can be obtained by computing estimates for

\[
\frac{d}{dr} \left. \Pi_0, j \left( F(\dot{x} + rv + \tau w) - F_N(\dot{x} + \tau w) \right) \right|_{\tau=0} = 2 \sum_{k=N_1}^{\infty} |w^m_{k} - w^1_{k}| - \frac{d}{dr} \left. \tilde{Q}(\tau) \right|_{\tau=0}
\]

for \( 1 \leq j \leq 3 \), where

\[
\tilde{Q}(\tau) := Q_{N_1} \circ \Theta_\mu(\hat{\phi} + r\phi_1 + \tau\phi_2) - Q_{N_2} \circ \Theta_\mu(\hat{\phi} + \tau\phi_2) + h_s \circ \Theta_\mu(\hat{\phi} + r\phi_1 + \tau\phi_2),
\]

and

\[
\frac{d}{dr} \left. \left( \Pi_1 \left( F(\dot{x} + rv + \tau w) - F_N(\dot{x} + \tau w) \right) \right) \right|_{\tau=0} = 2 \sum_{k=N_1}^{\infty} (-1)^k w^1_k - \frac{d}{dr} \left. \left( P_{N_1} (\hat{\alpha} + r\alpha_1 + \tau\alpha_2) - P_{N_1} (\hat{\alpha} + \tau\alpha_2) + h_s (\hat{\alpha} + r\alpha_1 + \tau\alpha_2) \right) \right|_{\tau=0},
\]

respectively, where \( h_u = P - P_{N_1} \) and \( h_s = Q - Q_{N_1} \). The series involving \( w^m \) and \( w^1 \) in the latter two expressions can be bounded in the same way as in Lemma 6.5. The terms associated to the parameterizations \( P \) and \( Q \) can be bounded by using a combination of analysis and interval arithmetic. In particular, this involves the choice of an a priori radius \( r^* > 0 \) in order to compute uniform bounds for \( |DP_{N_1} \alpha^* + r\alpha_1| \) and \( |D (Q_{N_1} \circ \Theta_\mu) (\hat{\phi}^* + r\phi_1)| \) for \( 0 < r < r^* \), where \( |\phi_1|, |\alpha_1| \leq 1 \). The reader is referred to [28] for the details.

The final changes to be made are in Proposition 6.10: the \( Z \)-bounds are now defined by

\[
Z_{i,j}(r) := \gamma \left\| \Pi_{i,j} A_N \right\|_{\mathcal{B}(\mathcal{X}^N, \mathcal{Y}^N)} + \frac{L(t_i - t_{i-1})}{4} \left[ d^2_{i,j} \right] r^2 + \left[ h_{i,j} + \left\| \Pi_{i,j} (Z_1) \right\|_{\mathcal{Y}^N} + \frac{L(t_i - t_{i-1})}{4} \left[ d^2_{i,j} \right] \right] \tau,
\]

\[
Z_{0,j}(r) := \gamma \left\| \Pi_{0,j} A_N \right\|_{\mathcal{B}(\mathcal{X}^N, \mathbb{R})} r^2 + \left( h_{0,j} + \Pi_{0,j} (Z_1) \right) \tau,
\]

where \( 1 \leq i \leq m \) and \( 1 \leq j \leq 3 \).
6.3.3. Initial value problems. In this section we describe the modifications needed to deal with initial value problems. The modifications are analogous to the ones for heteroclinic orbits, but much easier as we only need to deal with a fixed initial condition. The required modifications arise, as before, from the fact there is no dependence on $\omega$ anymore and instead a fixed integration time $L > 0$ is used. We therefore omit the projection $\Pi_0$ from all estimates.

The $Y$-bounds are obtained by simply changing $\hat{\omega}^{-1}$ into $L$. Next, we consider the $Z$-bounds. Observe, as before, the following differences in the right-hand sides of (33) and (34). The term $k \left( \omega_2 v_k^i + \omega_1 w_k^i \right) r$ is not present anymore and the factors $\frac{t_i - t_{i-1}}{4}$ need to be multiplied by $L$. Furthermore, if we replace the periodic boundary condition with an initial condition, then

$$\left( \frac{d}{dr} \right)_{r=0} \Pi_1 \left( F \left( \hat{x} + \tau v + \tau w \right) - F_N \left( \hat{x} + \tau w \right) \right)_{0} = \sum_{k=N}^{\infty} (-l)^l w_l^i .$$

Therefore, we set $A_{1,1} = \nu_1^{-N_1} \cdot 1_n$ and $A_{1,2} = 0_n$, so that (40) is satisfied. To incorporate these modifications into Proposition 6.7, we define

$$\gamma := \max_{1 \leq i \leq m} \left| L \left( t_i - t_{i-1} \right) \left( 2 \nu_i^2 + 1 \right) \frac{2 \nu_i}{2} \sum_{|\alpha| = 2} |g_{\alpha}| \right|_{\infty} .$$

The final changes to be made are in Proposition 6.10: the $Z$-bounds are now defined by

$$Z_{i,j}(r) := \left[ \gamma \| \Pi_{i,j} A_N \|_{\mathcal{B}(\mathcal{X}_N, C^{1})} + \frac{L \left( t_i - t_{i-1} \right)}{4} \left[ d_2^i \right]_{j} \right],$$

$$+ \left[ h_{i,j} + \| \Pi_{i,j} (Z_1) \|_{\mathcal{X}_N} + \frac{L \left( t_i - t_{i-1} \right)}{4} \left[ d_1^i \right]_{j} \right],$$

where $1 \leq i \leq m$ and $1 \leq j \leq 3$.
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