Dosimetric Evaluation of the Effect of Receptor Heterogeneity on the Therapeutic Efficacy of Peptide Receptor Radionuclide Therapy: Correlation with DNA Damage Induction and In Vivo Survival
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Our rationale was to build a refined dosimetry model for 177Lu-DOTATATE in vivo experiments enabling the correlation of absorbed dose with double-strand break (DSB) induction and cell death. Methods: Somatostatin receptor type 2 expression of NCI-H69 xenografted mice, injected with 177Lu-DOTATATE, was imaged at 0, 2, 5, and 11 d. This expression was used as input to reconstruct realistic 3-dimensional heterogeneous activity distributions and tissue geometries of both cancer and healthy cells. The resulting volumetric absorbed dose rate distributions were calculated using the GATE (Geant4 Application for Tomographic Emission) Monte Carlo code and compared with homogeneous dose rate distributions. The absorbed dose (0–2 d) on micrometer-scale sections was correlated with DSB induction, measured by γH2AX foci. Moreover, the absorbed dose on larger millimeter-scale sections delivered over the whole treatment (0–14 d) was correlated to the modeled in vivo survival to determine the radiosensitivity parameters α and β for comparison with experimental data (cell death assay, volume response) and external-beam radiotherapy. The DNA-damage repair half-life Ta and proliferation doubling time Td were obtained by fitting the DSB and tumor volume data over time. Results: A linear correlation with a slope of 0.0223 DSB/cell mGy−1 between the absorbed dose and the number of DSBs per cell has been established. The heterogeneous dose distributions differed significantly from the homogeneous dose distributions, with their corresponding average S values diverging at 11 d by up to 58%. No significant difference between modeled in vivo survival was observed in the first 5 d when using heterogeneous and uniform dose distributions. The radiosensitivity parameter analysis for the in vivo survival correlation indicated that the minimal effective dose rates for cell kill was 13.72 and 7.40 mGy/h, with an α of 0.14 and 0.264 Gy−1, respectively, and an α/β of 100 Gy; decreasing the α/β led to a decrease in the minimal effective dose rate for cell kill. Within the linear quadratic model, the best matching in vivo survival correlation (α = 0.1 Gy−1, α/β = 100 Gy, Td = 60 h, Td = 14.5 d) indicated a relative biological effectiveness of 0.4 in comparison to external-beam radiotherapy. Conclusion: Our results demonstrated that accurate dosimetric modeling is crucial to establishing dose-response correlations enabling optimization of treatment protocols.
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At present, few studies have shown that tumor SSTR₂ expression status can be associated with clinical outcome (9,10), and a more recent study has addressed the correlation between SSTR₂ levels and DNA double-strand break (DSB) formation at a preclinical level (11). Here, we used SSTR₂ levels as inputs to model tumor (cancer/healthy cells) and activity heterogeneity on a cellular scale. The resulting absorbed dose and dose rate calculations were used to determine absorbed dose–effect relationships on both a nanoscale (DNA DSBs) and a macroscale (in vivo tumorous cell survival).

**MATERIALS AND METHODS**

The biologic experimental data used as input for the dosimetric calculations were part of previous studies performed at Erasmus MC (11) and are briefly summarized in the supplemental materials (available at http://jnm.snmjournals.org). Animal experiments were approved by the Animal Welfare Committee of the Erasmus MC and were conducted in accordance with European guidelines.

**Absorbed Dose and Dose Rate Distribution Maps**

SSTR₂ expression of NCI-H69 xenografts from mice injected with ⁷⁷LudOTATATE was assessed by immunofluorescent stainings (11). Square tissue sections 3.2 × 3.2 mm in size and with a resolution of 0.625 μm/voxel from 4 independent mice per time point were used to reconstruct 16 voxelized computational models (heterogeneous tumor cell distribution) and the corresponding 16 voxelized sources (heterogeneous radionuclide distribution) at 4 time points (0, 2, 5 and 11 d), as described in the supplemental materials. The input data for the Monte Carlo simulations were represented by 507 × 507 × 289 voxels 5.7 × 5.7 × 10 μm in size. The Geant4 Application for Tomographic Emission (GATE) Monte Carlo toolkit, version 9.0 (16), was used to perform simulations and to score 3-dimensional absorbed dose maps (resolution, 5.7 × 5.7 × 10 μm) within the defined geometry. The average dose was also calculated for tumorous and healthy cells with the DoseByRegion actor (deposited energy per dose voxel mass).

The radioactive source was sampled using the predefined ion source definition (Evaluated Nuclear Structure Data File database), which includes all the spectral components of ⁷⁷Lu. The Livermore physics list (low-energy electromagnetic model) with a production cutoff of 1 μm for the secondary electron was adopted.

The uncertainty when merging the dose maps computed over different cores was calculated according to the method of Chetty et al. (19). The total number of particles was chosen to ensure an average error below 6% for all the simulations.

The biodistribution data (11) were used to calculate the effective half-life averaged over the whole sections and thus the cumulated activity. The absorbed dose maps were corrected for the number of particles simulated and the bound fraction of activity over different time points, to determine realistic absorbed dose distributions over time.

Dose–volume histograms and generalized equivalent uniform dose, as defined in Equation 1, were calculated using a Python (12) application to compare the volumetric dose distribution of the heterogeneously distributed radionuclide with the reference case of a uniform spheric source distribution.

The S-value and dose rate distribution calculations for the equivalent uniform spheric phantom were performed on GATE (16) using the same physical settings and geometric volume and then compared with OLINDA (20) and IDAC-Dose 2.1 (21) codes:

Generalized equivalent uniform dose = \( \left( \frac{1}{N} \sum_{i=1}^{N} d_i \right)^{1/3} \), Eq. 1

where \( d_i \) represents the absorbed dose in each tumor cell volume (i.e., voxel) and \( a \) is a negative parameter relating the effects by heterogeneous and uniform dose distributions.

**In Vivo Survival Model**

The efficacy of the heterogeneous absorbed dose distribution caused by the receptor expression pattern compared with an equivalent homogeneous activity distribution (spheric phantom) was investigated by comparing the corresponding in vivo survivals. Calculations were performed accounting for the dose rate distribution over the tumor cells (i-th voxel) at the time of tissue excision, \( R_i(t) \) (Eq. 2; Fig. 1) or by means of the average dose rate S value determined considering the initial SSTR expression status, hereinafter referred to as the average approach:

\[ \frac{dD(t)}{dt} = (R_0 - P)\exp(-\lambda_d t) + P \exp(-\lambda_p t), \quad 0 \leq t \leq t_{\text{end}}, \quad \text{Eq. 2} \]

where \( P \) (biologic plateau) and \( \lambda_d \) (effective half-life) are parameters obtained by fitting the biodistribution as previously reported (11),

\[ D(t) = \left[ \frac{(R_0 - P)}{(\lambda_d - \mu)} \right] \left( 1 - e^{-\lambda_d t} \right) + \left[ \frac{P}{\lambda_p} \right] \left( 1 - e^{-\lambda_p t} \right), \quad \text{Eq. 3} \]

\[ G(t) = \frac{2}{D(t)^2} \left[ \left( \frac{(R_0 - P)}{(\lambda_d - \mu)} \right) \left( 1 - e^{-\lambda_d t} \right) + \left( \frac{P}{\lambda_p} \right) \left( 1 - e^{-\lambda_p t} \right) \right], \quad \text{Eq. 4} \]

\[ E(t) = \exp(\gamma t) \left[ -D(t) - G(t) \lambda D(t)^{-1} \right]. \quad \text{Eq. 5} \]

The dose \( D(t) \) and the Lea–Catcheside factor \( G(t) \) (supplemental materials), reported in Equations 3 and 4, respectively, are used to describe the in vivo survival \( S(t) \) (Eq. 5), according to the linear quadratic model (22). The repair rate \( \mu \) in Equation 4 was evaluated by fitting the available in vitro yH2AX foci data (Supplemental Fig. 1A). \( S(t) \) was then corrected for tumor repopulation, with repopulation rate \( r \), obtained by fitting the tumor growth curve according to Equation 6 and imposing \( T_0 \) (onset of shrinkage) as equal to 3 d (Supplemental Fig. 1B).

\( T_0 \) was then calculated as \( \frac{m_0}{\mu + k_1 + k_2} \) with \( k_i \) indicating growth and shrinkage rates and \( \gamma = \ln(2)/T_0 \).

\[ V = V_0 \cdot e^{k_1 t}, \quad \max_{t \geq T_{\text{end}}} e^{k_1 (t - T_{\text{end}})} \cdot \max_{t \geq T_{\text{end}}} e^{k_2 (t - T_{\text{end}})} \], Eq. 6

The cellular radiosensitivity \( \alpha \) and \( \beta \) were taken as variable parameters with an \( \alpha = 0.264 \text{ Gy}^{-1} \), extracted from low-dose-rate (0.002–0.05 Gy/min) external irradiation data (23), or an \( \alpha = 0.14 \text{ Gy}^{-1} \), from internal exposure (24), and an \( \alpha/\beta \) of 5, 10, and 100 Gy. The effect of a variable radiation sensitivity among the cell population (biologic uncertainty) was tested using the following gaussian distributions: \( \alpha = 0.264 \pm 0.04 \text{ Gy}^{-1} \) and \( 0.14 \pm 0.03 \text{ Gy}^{-1} \).

The tissue sections excised from 4 different mice at 0, 2, 5, and 11 d were used to calculate the in vivo survival distribution within each time interval \( T_i \) (0–2, 2–5, 5–11, and 11–14 d). Then, the final survival distribution was obtained by sampling the average survival distribution.
in each of the previous time intervals, \( E(T_j - 1) \), and statistically adding it to the next one as reported in Equation 7:

\[
E(T_j) = E(T_j - 1) \exp \left( -\alpha D(T_j) - G\beta D(T_j)^2 + \gamma T_j \right). \quad \text{Eq. 7}
\]

The modeled results were then compared with the terminal deoxynucleotidyl transferase–mediated 2'-deoxyuridine, 5'-triphosphate nick-end labeling (TUNEL) assay measurements (11) corrected for tumor shrinkage after day 4.

**Correlation Between Absorbed Dose and DSB Level**

Using the same methodology outlined earlier in the paper, simulations on smaller tissue sections with a higher resolution (320 × 320 μm with a resolution of 0.325 μm/pixel) co-stained for γH2AX and SSTR2 expression on day 2 were used to seek a correlation with the average absorbed dose delivered to the tumor cells within these 2 d. High-resolution voxelized computational models and sources made of 512 × 512 × 256 voxels with a size of 0.6 × 0.6 × 1.3 μm were used as input for the dose simulations using GATE.

In addition, we identified areas within the large tissue sections (used for the in vivo survival calculations) most likely characterized by a high level of DSB damage using a template-matching technique (Supplemental Fig. 2). High-expression SSTR2 cells (with a high level of DSBs) in the smaller tissue sections (used for DSB analysis) were used as a template. The identified areas, expected to present a high level of DSB damage, were then compared with the absorbed dose delivered over 2 d and the dose rate map on day 2. As such, we extended the absorbed dose–to–DSB correlation, found on the small tissue sections, also over larger volumes.

**Statistical Analysis**

The curve-fitting result most likely to obtain the input parameters of the in vivo survival model was selected using the corrected Akaike information criterion. Fitting was performed according to the least-squares method, with the Pearson \( R^2 \) as the parameter for its goodness (\( R^2 \geq 0.7 \)).

The Shapiro–Wilk test was used to analyze whether the DSB data were distributed normally, whereas Q–Q plots verified the normality of dose distributions.

The paired \( t \) test was used to assess the significance of differences (\( P < 0.05 \)) between sets of data within the \( S \) value and the in vivo survival modeling comparison.

**RESULTS**

**Good Correlation Exists Between Absorbed Dose and DSBs**

The number of DSBs per cell, measured by the total number of γH2AX foci in the smaller co-stained sections (\( n = 8 \)) taken from the 4 tumors (B1–B4 in Supplemental Table 1), ranged from 0.47 to 3.34 per cell. The absorbed dose to the cancer cells ranged from 1,637 to 1,759 mGy per 30 MBq of \(^{177}\)Lu administered. We first fitted the DSBs per cell as a function of the absorbed dose to the cancer cells for each tumor volume separately, verifying a normal distribution for the slopes with the Shapiro–Wilks test (\( P = 0.49 \)). The mean value of the slopes was 0.0235 DSB/cell mGy⁻¹. Then, pooling all the data, we found a good correlation, with a slope of 0.0223 ± 0.0231 DSB/cell mGy⁻¹ (\( R^2 = 0.7 \)) (Fig. 2A). For illustrative purposes, the graphical correspondence between SSTR2 levels (Fig. 2B), absorbed dose (Fig. 2C), and DSB induction (Fig. 2D) is highlighted for a representative tile-scan image.
The remaining SSTR2 expression images and absorbed dose maps, from which the average correlation was drawn, are reported in Supplemental Figure 3.

Using the smaller tissue sections characterized by prevalently high-expression SSTR2 cells and a high level of DSB induction (Fig. 3A) as a template, we found the location of similar receptor expression patterns in the larger tissue section (Fig. 3B) excised from the same tumor volume (B1 – B4) in order to verify the existence of a macroscale correlation. The degree of similarity is indicated by the red-to-yellow color map overlaid on top of the original tissue section image (Fig. 3C). Reporting the corresponding absorbed dose over a 2-d period (Fig. 3D), we observed that the red areas matched the regions with the highest absorbed dose, indicating again a good macroscale correlation with potentially high DSB-forming areas. Similar template-matching results for the 3 remaining tissue samples are reported in Supplemental Figure 4.

**Homogeneous and Heterogeneous Exposures Deliver Comparable Average Absorbed Doses**

The average absorbed dose delivered to each tissue section after 2, 5, 11, and 14 d is reported in Supplemental Table 1 in comparison with the corresponding homogeneous spheric exposure. The excised tissue sections were mostly made of tumor cells (94%–100%), similarly to the spheric homogeneous calculations, in which the volume was assumed to be 100% tumorous. Within 2 d, 40% of the dose was delivered to the tumor cells, and the successive time intervals contributed the same percentage (~20%) to the total absorbed dose.

The homogeneous spheric S value was 8.71E–10, 8.90E–10, and 8.94E–10 Gy/decay using OLINDA, IDAC-Dose 2.1, and GATE, respectively. It differed significantly from the heterogeneous S values, which were 2%–59% higher ($S_{hom}$–$S_{homo}$) than the homogeneous one. In addition, the heterogeneous S values increased, on average, over time and varied by up to 62%.

The absorbed dose distributions corresponding to the 2 exposure types—reported by means of dose and dose rate maps, frequency dose–volume histograms, cumulative dose–volume histograms, and generalized equivalent uniform doses in Supplemental Figure 5 and Supplemental Table 2—differed significantly from each other, given that only the heterogeneous one was normally distributed, as shown by the corresponding Q–Q plots. The cumulative dose–volume histograms indicated that, on average, 49.17% ± 3.72% of the volume was exposed to a dose equal to or higher than the average dose for the heterogeneous case, compared with 64.46% corresponding to the homogeneous case. Hence, the heterogeneous dose distribution was better represented by its mean value than was the homogeneous dose distribution, in view of its gaussian-like behavior. Indeed, the homogeneous absorbed dose distribution over the spheric volume was heavy-tailed and negatively skewed for geometric reasons.

Nevertheless, on average, the absorbed dose characterizing the heterogeneous exposure did not significantly differ from the uniform exposure, diverging prominently only after 5 d.

**Dose Heterogeneity Causes Significant Variation in Treatment Outcome**

The modeled in vivo survival results corresponding to an $\alpha$ of 0.14 Gy$^{-1}$ (constant), an $\alpha/\beta$ of 100 Gy, a DNA-damage repair half-life ($T_{1/2}$) of 60 h, and a proliferation doubling time ($T_D$) of 14.5 d are shown in Figure 4. The box-plot distributions corresponding to the remaining radiosensitivity parameters are reported in Supplemental Figure 6.

No significant difference in survival between the heterogeneous and homogeneous exposures was observed during the first 5 d, when 61% of the radiation dose was delivered. However, in the following days the difference became significant, with the heterogeneous dose delivery becoming more effective (higher cell killing) at preventing tumor regrowth.

Interestingly, the heterogeneous dose rate distribution among the cell population caused a significant dispersion and hence uncertainty in the treatment outcome due to solely physical parameters.

Hypothesizing a gaussian distribution of the radiation sensitivity ($\alpha$) to account for a realistic tumor heterogeneity caused the SD for cell survival to be so large that the treatment outcome would likely be unpredictable (Supplemental Fig. 7).

Averaging the results for the tissue sections belonging to the same time group, we obtained the distribution in Figure 5A, where the
constant α and α/β ratios are used as variable parameters. As expected, the higher the α, the greater the cell killing for a given dose, whereas a higher α/β ratio reduced the cell killing by multiple ionization events. Compared with the experimental TUNEL assay results, corrected for the clearance estimated with the tumor growth curve after day 4 (Fig. 5B), the results for an α of 0.14 Gy⁻¹ and an α/β of 100 Gy matched well the experimental cell death within the radiobiologic uncertainties.

The in vivo survival correlation calculated with the average approach (α = 0.1 Gy⁻¹, α/β = 100 Gy, T½ = 60 h, T0 = 14.5 d) was then reported with the experimental tumor volume data, shifting the onset of volume reduction to account for the delay caused by the removal of dead cells (Fig. 5C). The in vivo results corresponding to the heterogeneous exposure (gaussian distributed α) and the uniform exposure are reported in Supplemental Figure 8.

**DISCUSSION**

Integrating radiobiologic knowledge into the decision-making process at a clinical level is of the utmost importance in optimizing the therapeutic use of radionuclides. Here, microscale dose assessments based on SSTR₂ expression patterns from excised tissue sections reveal a good correlation between absorbed dose and DSB induction and a resulting in vivo cell death model that matched the experimental results well.

Recently, it was shown that SSTR₂ expression levels correlate with DSB induction after ¹⁷⁷Lu-DOTATATE treatment for NCI-H69 xenografts (11). Similarly, a qualitative analysis revealed that ¹⁷⁷Lu uptake correlates with γH2AX focus induction for CA209478 xenografts (25). The same applies at a clinical level, where high SSTR₂ expression was associated with longer overall and progression-free survival (9,10). However, in these studies an absorbed dose–DSB correlation, after accurate absorbed dose calculations, was not investigated. Only a few studies have tried to correlate the absorbed dose with DNA damage after ¹⁷⁷Lu-DOTATATE treatment (26,27). In this respect, Denoyer et al. (26) failed to prove a correlation between the absorbed dose to blood or spleen and the induction of γH2AX foci in peripheral blood lymphocytes of 11 patients undergoing peptide receptor radionuclide therapy, and a poor correlation with bone marrow and tumor was found. Arguably, the reason may lie in the application of general macrodosimetric modeling (MIRD method at an organ level) and, hence, unavailability of specific dosimetry at a functional cell level.

Conversely, Eberlein et al. (27) found a linear relationship between the number of DSB foci per cell, measured by the colocalized biomarkers γH2AX and 53BP1, and the absorbed dose to the blood. In comparison with our study, we found a 1.5 times higher number of DSB foci per cell per milligray. One reason could be the presence of specific uptake in tumor cells, although the absorbed dose should form an independent parameter. Most probably, the simplified dosimetric modeling causes this difference as well. Indeed, it was demonstrated previously (28) that accounting for a realistic distribution of vessel sizes results in absorbed dose estimations lower than the maximum energy deposited by β-particles.

Unlike these studies, our methodology allowed us to investigate the microscale dose distribution over functional volumes (i.e., tumor cells), finding significant differences between homogeneous and heterogeneous dose distributions over the tumor volume. Nonetheless, the heterogeneous dose delivery proved to be as effective as the homogeneous one, possibly because of the long range of ¹⁷⁷Lu β-particles. In this respect, however, it is important to highlight that the H69 tumor model is most probably more homogeneous in its receptor expression than are actual pancreatic and small-intestine neuroendocrine tumors. Furthermore, the growing interest in short-range radionuclides for targeted radionuclide therapy will increase the impact of heterogeneity as well, making refined dosimetry methods indispensable. For this reason, a thorough investigation into SSTR₂ expression in 3 dimensions and over time would help further characterize the DNA damage induction.

Accurate dose rate calculation is essential to determine cell death caused by peptide receptor radionuclide therapy as well, since during protracted exposure at relatively low dose rates, induction of DNA lesions competes with DNA damage repair, reducing the cell killing. Our radiosensitivity parameter analysis for the in vivo survival correlation indicated that the minimal effective dose rates for cell kill
corresponding to an α/β of 100 Gy are 13.72 and 7.40 mGy/h, respectively, with an α of 0.14 and 0.264 Gy⁻¹, respectively. Moreover, a lower α/β leads to a decrease in the minimal effective dose rate for cell kill.

Certainly, besides accurate absorbed dose rate calculations, radiobiologic modeling based on the linear quadratic model requires specific knowledge of the radiosensitivity parameters (α, β, and Tₘ). Our study, in agreement with our previous findings (29), demonstrates that extrapolating these parameters from external-beam radiotherapy may not be representative of ¹⁷⁷Lu-DOTATATE therapy, since they do not account for the intrinsic cellular response to ¹⁷⁷Lu β-particles. Strikingly, the volume response as a function of time best matched the experimental result, with an α-value of 0.1 Gy⁻¹, indicating a relative biological effectiveness of 0.4 in comparison to external-beam radiotherapy (α = 0.264 Gy⁻¹). The relative biological effectiveness was derived as indicated for α-particle response (30) since the quadratic term could be neglected, despite the long DNA damage repair half-life of 60 h, experimentally determined. Hence, focusing on the difference in radiation sensitivity parameter α between internal and external exposures, our finding resembles the difference reported by Lee et al. (31) between ⁹⁰Y and external-beam exposure of DLD-1 colorectal cancer cells (maximal relative biological effectiveness, 0.4).

In addition, our methodology does take into account the potential tumor sensitivity heterogeneity assuming a probabilistic distribution (gaussian) of the α-value, which, combined with the heterogeneous dose rate distribution on a microscale level, could lead to an unpredictable treatment outcome (32). However, we did not account for any cell cycle–related change, and such changes might be relevant to include in future models because the fraction of cells in a specific sensitive or radioresistant phase could gradually increase during protracted irradiation (33,34), leading to a specific radiosensitivity distribution among the cell population. In view of this possibility, sublethal damage repair would vary depending on the dose rate, and the linear quadratic model would not be adequate to describe the tumor response.

More studies investigating the temporal variation in dose rates over time against biologic phenomena such as DNA repair capacity, cell cycle progression, and proliferation over the cell population would help to better elucidate the underlying biologic mechanisms of targeted radionuclide therapy to further improve biophysical modeling.

This work was purely a radiobiology modeling study, for which the small cell lung cancer NCI-H69 cell line was the most appropriate choice because, first, it is well established, in contrast to experimental models for gastroenteropancreatic neuroendocrine tumor; second, it is largely used for peptide receptor radionuclide therapy studies (35); third, it is classified as a pulmonary neuroendocrine tumor (36); and fourth, it expresses neuroendocrine markers, such as chromogranin A, synaptophysin, neuron-specific enolase, protein gene product 9.5, and SSTR₂, hence demonstrating its neuroendocrine phenotype and overall usefulness as a model for studying SSTR-targeted radionuclide therapy in neuroendocrine tumors (37). Approximations and model parameters limit the presented correlation to this specific preclinical setting. Indeed, the
higher proliferation rate and homogeneity characterizing available preclinical therapy models may lead to dose overestimations or an incorrect definition of therapy cycles if the results were to be extrapolated to clinics, especially for larger tumor volumes. A further step would be to investigate cell models more representative of neuroendocrine tumors in humans, possibly transplanting them from patients into mice (38) and, as such, including such tumor microenvironmental parameters as hypoxia and immune-system effects in order to increase the translational power of biophysical models.

CONCLUSION

In this study, we developed a methodology to understand and further improve the absorbed dose characterization of peptide receptor radionuclide therapy during in vivo experiments using the SSTR2 expression of tumor xenografts. Adopting this methodology, we have established that there is a clear correlation between the absorbed dose and the average number of DSBs per cell after 177Lu-DOTATATE exposure. Furthermore, we investigated the radiosensitivity parameters of NCI-H69 cells, concluding that the \( \alpha \)-value for cells exposed to 177Lu-DOTATATE is significantly different from that of cells exposed to external-beam radiotherapy.

DISCLOSURE

No potential conflict of interest relevant to this article was reported.

REFERENCES

1. Nicolas GP, Morgenstern A, Schottelius M, Fani M. New developments in peptide receptor radionuclide therapy. J Nucl Med. 2018;60:167–171.
2. Strosberg J, Wolin EM, Chasen B, et al. Improved time to quality of life deterioration in patients with progressive midgut neuroendocrine tumors treated with 177Lu-DOTATATE: the NETTER-1 phase III trial [abstract]. Ann Oncol. 2017;28(suppl 5):146.
3. Strosberg J, El-Haddad G, Wolin E, et al. Phase 3 trial of 177Lu-DOTATATE for midgut neuroendocrine tumors. N Engl J Med. 2017;376:125–135.
13. Peng T, Thorn K, Schroeder T, et al. A BaSiC tool for background and shading correction of optical microscopy images. Nat Commun. 2017;8:14836.

14. White DR, Griffin RV, Wilson IJ. ICRU Report 46. Photon, Electron, Proton and Neutron Interaction Data for Body Tissues. ICRU website. 1992;os24. ICRU website. https://doi.org/10.1093/jcnu/os24.1.Report46.

15. Nonnekens J, van Kranenburg M, Beerens CE, et al. Potentiation of peptide receptor radionuclide therapy response in an animal model [abstract]. J Nucl Med. 2015;9:e1281.

16. Porikli F. Integral histogram: a fast way to extract histograms in Cartesian spaces. In: Conference on Computer Vision and Pattern Recognition (CVPR 2005). IEEE; 2005:829–836.

17. Nonnekens J, van Kranenburg M, Beerens CE, et al. Potentiation of peptide receptor radionuclide therapy by the PARP inhibitor olaparib. Theranostics. 2016;6:1821–1832.

18. Jan S, Santin G, Strul D, et al. GATE: a simulation toolkit for PET and SPECT. Phys Med Biol. 2004;49:4543–4561.

19. Chetty IJ, Rosu M, Kessler ML, et al. Reporting and analyzing statistical uncertainties in Monte Carlo-based treatment planning. Int J Radiat Oncol Biol Phys. 2006;65:1249–1259.

20. Stabin MG, Sparks RB, Crowe E. OLINDA/EXM: the second-generation personal computer software for internal dose assessment in nuclear medicine. J Nucl Med. 2005;46:1023–1027.

21. Andersson M, Johansson L, Eckerman K, Mattsson S. IDAC-Dose 2.1, an internal dosimetry program for diagnostic nuclear medicine based on the ICRP adult reference voxel phantoms. EJNMMI Res. 2017;7:88.