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A B S T R A C T

The food sector is driven by a large number of actors, including primary producers, manufacturers, logistics providers, retailers, and consumers. At each phase of the food value chain, a significant amount of data is generated that provides important information to the agents involved in processing and flow of food products from farm to fork. Proper handling of food data has a crucial role in providing safe, quality and affordable products to the increasing world population. The independent production of food data, without following any specific guidelines and procedures, often results in inconsistent and incomparable datasets that cannot be directly utilised by multiple users. Data harmonisation means reconciling various types, levels and sources of data in formats that are compatible and comparable, and thus useful for better decision making. In the food sector, one way of performing data harmonisation is to represent food data according to reliable classification and description systems. Another approach towards harmonisation is to match various food concepts to the existing and widely used ontologies. Furthermore, harmonisation is facilitated by following specific guidelines and procedures during data collection processes. This study explores some of the most important tools, frameworks and methodologies for data harmonisation in the food sector.

© 2021 The Author(s). Published by Elsevier B.V. on behalf of Institution of Chemical Engineers. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

1. Introduction

The food sector is under active digitalisation due to the implementation of advanced technologies (e.g. sensors, robots, drones) for efficient utilisation of natural resources and providing safe, nutritious, affordable and tasty food to the increasing world population. Food sector is complex and includes various actors in the value chain, for example; primary producers, breeding companies, ingredient and food producers, packaging companies, retailers, food services and catering industry, logistics providers, and consumers (Fig. 1).

At each phase of the food value chain, a significant amount of data is generated that provides important information to the actors involved in processing and flow of food products from farm to fork. The primary producers plan their production activities by analysing the demand, market value and weather data from different sources. They also create data for their own needs as well as for other partners by collecting information on, e.g., harvesting time and conditions, application of machinery, nature and type of products, feed, use of fertilisers and pesticides, packaging, storage, delivery time and method. Food manufacturers utilise raw material composition and origin data not only as an input for product development but also during marketing. Food manufacturing operations generate various levels of data e.g. storage conditions of raw materials and ingredients, preliminary operations (e.g. washing, cutting, mixing), transformation operations (e.g. extraction, heating, drying), packaging, food composition, nutrient content and shelf-life. Data collected from various sensors measuring temperature, humidity, chemical and bio-
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chemical components are used to predict actual shelf-life, microbiological stability of food products or ripeness of fruits and vegetables during logistics and distribution. Logistic and supply delivery chain data contains also information about the mean and mode of transportation and delivery time. Different sensor scans, radio frequency identification (RFID), smart tags (near field communication (NFC), QR codes) and barcode technologies are used to link the products to services that enhance consumers experience and provide solutions to minimise food consumption waste. Moreover, consumers demand product information related to nutritional composition, allergens, origin and authenticity while they also generate valuable information for the retailers and food companies through their consumption patterns.

Besides, national food composition, consumption and export data are essential to assess diet quality of populations, need or success of food-based dietary guidelines, providing a useful tool for public health and nutrition. It is used by many actors, including dieticians, epidemiologists, researchers, health educationalists, decision-makers, and the food industry. It is essential to assess food-oriented risks (exposure to harmful substances and pathogenic microorganisms), and nutrient intake for early recognition of diet-related diseases (Pakkala et al., 2014), (Szics et al., 2013). In addition, food consumption datasets when combined with other datasets, such as food composition data and health records, can enable thorough investigations.

1.1. Data driven food manufacturing system

The modern food industry requires data from multiple sources for product development and formulation, labelling and to comply with national and international standards and regulations (Finglas et al., 2014), (Williamson, 2005). In order to stay competitive in the food market, manufacturers and retailers need to modify their products based on consumer needs and preferences. When developing new products, the food manufacturers require both market and consumer data, in addition to the ingredient and recipe data. The composition data is also needed for reformulating existing products either to improve their, e.g. taste, or to meet certain nutritional criteria, e.g. requirements for fat, sugar and salt content (Black et al., 2011). Food data is also required for understanding the effects of new food processing technologies on the nutritional quality of food products. Besides, information on the nutritional composition of foods in the form of nutrition and health claims (e.g. ‘low in salt’, ‘reduced fat’, ‘no added sugar’, ‘high in fibre’) are exploited by the food manufacturers and retailers for marketing and promotion purposes in accordance with consumer preferences and needs.

Similarly, access to up-to-date information on food consumption and demand is important for the producers to understand the market needs and adjust their production activities accordingly. The food demand and consumption are associated with price, household income, as well as socio-economic and geographic factors. Information about food consumption and food demand, both at the individual and population levels (e.g. regional, national, or international levels), are important for ensuring food security, as well as for making better policies (e.g. income policies, price policies) in the food sector (Hoang, 2009).

Furthermore, the food traceability systems and food ontologies, e.g. ISO-FOOD ontology (Eftimov et al., 2019), have been introduced in order to ensure efficient exchange of information among the food actors from initial production to consumption (supply chain forward) or consumer to production source (supply chain backward) (Sabrina et al., 2018). A good traceability system helps in ensuring the safety and quality of food, and prevents the distribution of foodborne outbreaks, thus avoiding negative effects on consumer health.

1.2. Data driven food choices and ordering

Food choices have a huge impact on the economy, health and welfare of the society. Although healthy food options are available to the consumers, making choices leaning towards healthy direction is challenging. Consumers generally choose low cost, convenient and indulgent foods instead of picking healthy diets (Barreiro-Hurlé et al., 2010). Some of the reasons behind the false choices are; inferior taste of the healthy foods compared to their unhealthy versions, psychophysical, lifestyle and environmental factors. The coronavirus pandemic, known as Covid-19, has greatly influenced food consumption patterns. A recent consumer survey carried out in ten EU countries focusing on the impact of Covid-19 pandemic on consumers’ food and buying behaviour revealed that they are shopping differently and consuming more food than before, have increased planning to what food products that purchase, included more home cooking and rising demand for healthy, sustainable and local foods (EIT Food, 2020). Furthermore, (Eftimov et al., 2020) applied an artificial intelligence based methodology that showed the highest increase in consumption of pulse ingredients, where this kind of analyses could be utilised to prepare for acute crises situations and take necessary actions in the food supply and distribution chain.

Unhealthy eating and food choices leads to obesity and associated diseases which puts economic burden to healthcare and productivity (Capacci, 2012). In this regard, policy-makers utilise food consumption, price and nutrient data to improve eating habits of the population. The nutritional status of the population is assessed through consumption data of specific food items (e.g. fresh foods, meat, dairy products, cereal foods) and their nutrition content.

However, often times consumer knowledge on healthy and sustainable foods is rather limited and therefore there is a need to assist them during the decision making process by using various pools of food related data starting from agriculture production to food product integrating safety, envi-
nvironmental, source, nutrient, allergen, price and availability information. The availability of format in a convenient and easy to understand format will facilitate consumer’s selection of healthy foods according to their needs, beliefs and preferences.

As briefly summarized above, the food sector consists of scattered data pools that can play a significant role in building a safe, sustainable and healthy food system. However, it is necessary to generate such data in formats that are easy to handle and compatible with other data sources. The aim of this article is to provide an overview of the data-driven food system and introduce the tools, frameworks and methodologies that can be used in harmonising heterogeneous food data sources.

2. Data harmonisation

The generation, compilation and exchange of food data involve several actors. For instance, the major sources of food composition data are the national food composition tables and datasets that are produced and published by governmental bodies. However, such data may also be generated by independent research institutes and other non-governmental agencies (Kapsokefalou et al., 2019), for example, using information extraction or semantic annotation from natural language texts (Popovski et al., 2019a,b,c), (Efimov et al., 2017a,b). Similarly, food consumption surveys are conducted at many different levels (i.e. national level, household level or individual level) using a variety of methods, for example, paper questionnaires, interviews, 24-hour recall, food record or diary, computers and Internet (Szűcs et al., 2013). These datasets are developed according to the local or regional requirements, following national food description and classification systems (Egan et al., 2007). The use of terms, concepts and semantic relationships in inconsistent manners make the data sharing very challenging. Furthermore, different applications require different types of data, and it is not possible to fulfil the needs of multiple users in a specific way. As an example, data heterogeneity in the food sector may occur due to differences in experimental settings in the fields and food labs (Aubin et al., 2019).

The independent data generation by various parties (e.g. laboratories, research institutes, industries) may vary significantly depending on the experimental protocol as well as the food analysed. This creates inconsistent and incomparable data sources, requiring a large amount of time and other resources to identify profitable opportunities or avoid unknown risks.

Integration of heterogeneous data sources is necessary for finding answers to new questions. For example, researchers require access to multiple datasets that are created from the farm to flour production to investigate the effects of different agricultural treatments on protein and starch quality of cereals. However, before combining such data, it is necessary to understand the similarities and differences among the various data collection methods and technologies, the description of data, and the quality of data. This is to ensure that the data can be made compatible without any significant loss of information. It is for this reason the concept of data harmonisation has been introduced, which is a process of combining data from heterogeneous sources (e.g. national datasets) into integrated, consistent and unambiguous information products (e.g. European datasets). Once the data is considered comparable and compatible, only then the analyses and interpretations can be considered accurate. The production of data in a consistent manner provides access to a wide range of datasets, enables comparison of food data at broader levels, facilitates benchmarking, and enhances cross-border trade (Egan et al., 2007).

2.1. Definition

Personal or business data is traditionally provided in a specific data form. A basic data form has two main components: data element name or field heading expressed in a free-form text or code describing the nature of the data in a data field; and data field which is an area designed for a specified data entry (UNESCAP, 2012). However, many forms and online data collection systems are built independently, without knowing what other systems are like. As shown in Fig. 2, information about address can be collected using “street 1”, “address line 1” or “street address line 1”. The same information is asked but the questions appear differently. Also, different data forms may use the same question to obtain different information, confusing users. For example, one system may be asking whether a report is the “initial”, “revised” or “final” report, while another system may be asking whether the report is an “annual performance” or a “final performance” report. Without any clear instructions, data under the same category, i.e. data element, provided by different users might appear differently. For example, in the case of a data element that allows date in a free-text format, information about a product to be delivered on 05 October 2020 can be expressed as “05-10-2020” by user A and “2020-10-05” by user B. Furthermore, different vocabularies and semantic models are needed to describe the meaning of a data element. For example, we human understand that surname, last name, and family name of a person mean the same, however, computer applications fail to recognize such similarities. This creates problems for everyone: users filling out the forms are confused; programs receive inaccurate information; and data cannot be easily compared or analysed across systems.

“Data harmonisation is an act of reconciling the definition and representation formats of data elements in a domain of interest” (UNESCAP, 2012). It requires consistent use of data.

| Data element name | Data field |
|-------------------|------------|
| Name              |            |
| Report type       |            |
| • initial, revised or final report | | |
| • Annual or final performance report | | |
| Date              |            |
| • Calendar drop down | | |
| • Text field allows data format | | |
| • Text field allows free-text | | |
| Address           |            |
| • Street 1        | | |
| • Address line 1  | | |
| • Street address line 1 | | |

Fig. 2 – An example of a data form and its main components.
elements in terms of their meaning and representation, thus providing the basis for standardisation of data requirements, which formalises the definition and representation format of data elements, reducing the risk of errors, costs and delays. For example, the report type data element in Fig. 2, can be split into “report type” and “performance report type” data elements. However, data harmonisation differs from standardisation as it does not impose a single methodology or norm, instead involves finding ways of integrating or making an agreeable effect from information gathered through disparate techniques (FAO, 2020). In the above example, using “performance report” as a single data element name during the data collection process may reduce confusion.

Harmonisation is an iterative process of capturing, defining, analysing and reconciling information, and it can be achieved in several different ways. The ultimate goal of data harmonisation is to enable the exchange, integration and interoperability of data among the individual information systems for making better decisions. Novel natural language processing (NLP) techniques are an interesting alternative to create semantic content allowing easier data harmonisation approaches (Popovski et al., 2019a).

2.2. **Prospective and retrospective harmonisation**

Data harmonisation is carried out either prospectively or retrospectively following a stringent or flexible approach (Fig. 3). In case of prospective harmonisation (i.e. harmonisation before data collection), a group of studies agree on the use of identical data collection tools and procedures prior to the actual collection of data. This approach is known as stringent-prospective harmonisation, as the participating investigators use specific measures and standard operating procedures, resulting in standardised and compatible data sources. However, the approach does not provide any flexibility for the individual studies to apply specific cultural or scientific context tools and procedures for data collection, making the implementation of similar measures and procedures across a large number of studies very challenging. On the other hand, flexible-prospective harmonisation requires agreement on common variables but also provides flexibility for the individual studies to adapt data collection procedures that best suit their requirements (Fortier et al., 2011). The resultant datasets are integrated after analysing the similarities and removing heterogeneities from the data sources. The approach requires a high level of coordination among data collectors. Both stringent- and flexible-prospective harmonisation make use of identical procedures for data collection and require huge amounts of time and other resources (Doiron et al., 2012; Granda and Blasczyk, 2016).

The retrospective harmonisation (i.e. harmonisation after data collection) involves the integration of existing data sources produced in separate studies. As very few studies use similar methods for data collection, retrospective harmonisation by its nature has to be flexible. This approach requires a deep understanding of the level of compatibility among the data sources. Also, it requires defining a set of target variables to be pooled together, and determining the potential of individual study to produce each target variable. Hence, retrospective harmonisation requires time, access to appropriate expertise, and adequate methodologies. Compared with prospective harmonisation, the quantity of valid data to be harmonized in retrospective harmonisation is limited and depends on the heterogeneity of studies and data collection tools. However, as retrospective harmonisation makes use of the previously collected data, it can be achieved with relatively modest time and costs (Doiron et al., 2012). As there is no unique solution for data harmonisation, both stringent and flexible approaches should be considered for the integration and interoperability of existing and future food data sources (Fortier et al., 2011).

2.3. **Data integration – ETL process**

Data harmonisation requires a target data model for integrating source data of varying file formats, naming conventions, and/or columns into a cohesive dataset. The data integration (Lenzerini, 2002) involves the Extract, Transform, Load (ETL) process for moving data into a target model (Sansal, 2014). The ETL process comprises of three database operations for transferring data into a common database. In the extraction operation, data from the source files are extracted. The extracted data is then transformed into a format suitable for querying and analysis, during the transformation operation. The data is then loaded into the target database in the final loading operation. The ETL process should be carried out as accurately as possible because an error at one stage of the process will result in inaccurate or missing data in the subsequent stages. Harmonisation adds new dimensions to the target data model that may not be initially planned with the original model, thus providing new insights for better decision making (Munzberg et al., 2018).
The variety of classification systems (nomenclature, hierarchies) is usually one of the main reasons behind data heterogeneity. For this purpose, domain-specific ontologies are designed that provide standardised or common vocabularies for the representation of shared knowledge. Basically, an ontology is a set of well-defined hierarchical vocabulary connected with logical relationships. It is used to model a domain of interest by defining classes (common concepts or object types), relations (object properties) and data attributes (data properties) (Gruber, 2009). The concepts and relations within an ontology are identified by globally unique identifiers (e.g. URI, IRI). The ontology itself is defined in a machine-readable syntax (e.g. XML, JSON-LD), using a generic data model for the content. The data model comprises of Resource Description Framework (RDF) triples (subject, predicate, object) that associate a subject to an object via a predicate (W3C, 2013). The triples are stored in a RDF triple store and can be queried using, e.g., the SPARQL (a semantic query language for databases) query language (W3C, 2013).

As shown in Fig. 4, the data (especially the metadata) typically appear in the key-value pairs or strings of text. The ontology annotation tools are used to map the oncoming string of text to the term within an ontology (e.g. ontology A or B) that uniquely identifies the concept conveyed by that particular string of text. In order to get additional information or explore various relationships, the ontology mapping tools are used to identify other relevant ontologies (e.g. ontology X). The RDF triple store creates a data space, and the LinkedData extends this data space to the Internet so that it is possible to create queries that collect data from various cloud services (W3C, 2016).

Ontologies facilitate data interoperability by creating and/or reusing standardised vocabularies for indexing data sources with those vocabularies. Also, ontologies offer automated reasoning and can be used to develop advanced information systems for managing heterogeneous data sources. Furthermore, they are used to design platforms for more collaborative scientific data analysis and decision support (Aubin et al., 2019).

The ontologies developed by various communities have limited applications and are customised according to the user’s needs. The distributed and heterogeneous ontologies are combined using ontology mapping (Choi et al., 2006). Ontology mapping (or matching) is the process of finding connections among the concepts of ontologies. The ontology mapping tools analyse the ontologies and indicate the similarities between each concept by using lexical information (indicating the similarity of class names and properties) and structural information (indicating the similarity of relations to other classes or properties) (Euzenat and Shvaiko, 2007). In the food domain, the heterogeneous datasets can be linked by using various mapping tools, e.g. FoodOntoMap (Popovski et al., 2019c), and annotation tools, e.g. FoodVIZ (Stojanov et al., 2020).

### 3. Data harmonisation in the food sector

In the food sector, one way of performing data harmonisation is to collect food data according to specific guidelines and procedures. The European Food Information Resource Network (EuroFIR), the International Network of Food Data Systems (INFOODS), and the European Food Safety Authority (EFSA) have documented several guidelines and procedures for harmonising food data (see section 3.1). Another approach of data harmonisation is to represent food data according to certain classification and description systems, such as Lingual thesaurus (Lingual™, 2020) and FoodEx2 (European Food Safety Authority, 2011). There are several other tools, frameworks and methodologies that have been proposed for enhancing food data harmonisation (see section 3.2). Furthermore, harmonisation can be facilitated by matching various food concepts to the existing and widely used ontologies. A number of ontologies have been designed for the representation of food-related data, such as FoodOn (FoodOn, 2020) and MESCO (Pizzuti et al., 2017). Several other ontologies, e.g. Food Products Ontology, Open Food Facts, FoodWiki, FOODS–Diabetes Edition, and AGROVOC have been reviewed by (Boulos et al., 2015). Also, the scope of various food ontologies has been expanded (Popovski et al., 2020b). These ontologies contain concepts and relationships to which different types of data can be linked, resulting in consistent and compatible data sources (see section 3.3). The recently published European data strategy (European Commission, 2020) proposes a concept of data spaces for creation of trustworthy data infrastructures. It aims at enabling data and service sharing and digitalisation of industry domains including the AgriFood sector. This will increase the need for efficient and seamless data harmonisation in the food sector.

#### 3.1. Harmonised food databases

The food composition data is compiled at the national level following the country-specific food description and classification systems. For instance, “energy calculation methods vary between countries; carbohydrate data may or may not include dietary fibre; protein values may have been calculated from nitrogen or other standard factors; vitamins and minerals may be determined using a variety of analytic methods and may be reported with various units and modes of expression” (Black et al., 2011). Differences in the collection and documentation of food composition data generated by individual studies prevent them to be pooled together for thorough analyses (Ioannidou et al., 2020). On the other hand, the globalisation of the food market and international research studies on
food consumption, nutrient intake, nutritional labelling and many other areas require data from more than one national food composition database. Also, each food from each country cannot be simply analysed, requiring the exchange of data among partners. A high level of harmonisation at the food, component and value level is a prerequisite while using food composition data from multiple countries (Westenbrink et al., 2019). Many EU funded initiatives (e.g. EuroFOODS, Cost Action 99, the IARC European Nutrient Data Bank project, INFOODs, EuroFIR) have been carried out for the harmonisation of food composition data to enable the exchange and comparison of data from multiple countries (Kapsokefalou et al., 2019).

INFOODs sponsored by the Food and Agricultural Organization of the United Nations (FAO) is a worldwide network that promotes “international participation, cooperation and harmonisation in the generation, compilation and dissemination of adequate and reliable data on the composition of foods, beverages, and their ingredients in forms appropriate to meet the needs of the various users, including: government agencies, nutrition scientists and educators, health and agriculture professionals, policy makers and planners, food producers, processors, retailers, and consumers” (INFOODS, 2017). INFOODs and FAO facilitate the harmonisation of food composition data by providing guidelines, standards, compilation tools, databases, capacity development tools, policy advice, advocacy tools, technical assistance at country level (FAO, 2017b), (Murphy et al., 2016). Also, INFOODs has played a major role in the development of several food composition databases and has co-published many food composition tables, such as ASEANFOODS, LATINFOODS, Pacific Islands, Lesotho, Brazil, Armenia, West Africa, and Bangladesh. The application of data collection tools and guidelines and procedures provided by the INFOODs and FAO produces harmonised food composition datasets, which can be utilised for multiple applications.

EuroFIR project (2005-2010) was conducted to develop the first European single online platform with up-to-date food composition data across Europe (EuroFIR, 2020b). All steps from data production and data entry, through data aggregation, compilation and control, to data dissemination were thoroughly documented. Detailed description related to foods, components, values, recipes, and references, each with a varying number of properties were documented. Food and component identifier, unit, matrix unit (or mode of expression), value and acquisition type, value reference, method type and method indicator are mandatory properties for value description. In addition, details on sampling, analytical methods and quality indicators can be documented. European compiler organizations agreed on a standardised recipe calculation procedure and food description was harmonised using the Langua food description system (Langua™, 2020), which is a multi-lingual, multifaceted thesaurus for describing characteristics of a food, including food group, food origin, physical attributes, processing, packaging, dietary uses and geographic origin) (Black et al., 2011). The EuroFIR guidelines were agreed upon by all compiler organisations and used in their national food composition databases (Westenbrink et al., 2019).

The harmonised food composition data from 26 European countries is available from the FoodEXplorer, which is a web-based tool developed by EuroFIR for searching and comparing food composition data (EuroFIR, 2020a). FoodEXplorer also contains data from several Non-European food composition databases, such as USA, Canada, New Zealand and Japan, however, these databases are developed and maintained by each country according to their own guidelines and compilation processes. Although some of the current datasets in FoodEXplorer do not give all the details needed due to incomplete documentation, nevertheless, most of the food composition databases in Europe are now documented in a harmonised manner following the EuroFIR guidelines (Westenbrink et al., 2019).

As updating food composition databases never stops due to the growing and changing food market, value documentation should also never stop, thus new or updated and fully documented versions of the national food composition datasets should be made available to the users as soon as possible (Westenbrink et al., 2019). The work of EuroFIR has been continued by the establishment of EuroFIR AISBL (Association Internationale Sans But Légalis), which is an international, member-based, non-profit association of food composition data compilers, expert users and stakeholders. It supports the development, management, publication and exploitation of food composition, and promotes international cooperation and harmonisation of standards to improve data quality, storage and access (EuroFIR, 2020b).

Similarly, harmonised food composition data is necessary for nutrition surveillance, diet and health-related studies, as well as for food exposure assessments. However, such data is collected in several different ways, using different methodologies and food description and classification systems, resulting in incomparable data. Several initiatives have been taken for harmonising food consumption data, for example, the first version of “EFSA Comprehensive European Food Consumption Database” included food and beverage consumption information at the most disaggregated level possible, extracted from the existing national dietary information of the member states according to the FoodEx2 (European Food Safety Authority, 2011) classification system. However, the food consumption data provided by the member states were collected using different national dietary survey methodologies, different national clustering of age groups, and different national food description and classification systems, and thus could not be used for EU-wide or country-to-country comparisons. In 2011, EFSA started a project named as “What’s on the Menu in Europe? - EU Menu” to conduct national dietary surveys using harmonised methods by following the EFSA guidelines, which is estimated to be completed by 2023 (Ioannidou et al., 2020).

In order to harmonise information about food entities, the FoodBase corpus utilising recipes data has been developed by (Popovski et al., 2019b). The annotated corpus consists of 12844 food entity annotations that describe 2105 unique food entities. The resultant dataset can be useful for various machine learning tasks, such as multi-class classification, multi-label classification, and hierarchical multi-label classification. Furthermore, the FoodBase corpus can be helpful in detecting semantic similarities or differences between food concepts, as well as other predictive studies.

Besides, many other EU projects have been directed towards the efficient utilisation of food data. For example, the RICHFIELDS project focused on “design a consumer-data platform to collect and connect, compare and share information about our food behaviours, to revolutionise research on everyday choices made across Europe” (RICHFIELDS, 2015), whereas the Food Nutrition Security (FNS-Cloud) project is dedicated to “develop an infrastructure and services to exploit food, nutri-
tion and security data for a range of purposes” (FNS-Cloud, 2020).

3.2. Harmonised data formats, frameworks and tools

The application of specific tools, frameworks, and data exchange formats also generate comparable data sources. Many studies have been conducted to overcome food data integration and interoperability issues. The food exposure assessments require combining food consumption data with concentration data of adverse chemicals in foods. The food consumption data can be formatted at different levels, for instance, food as consumed (e.g. bread), ingredient (e.g. flour), and RAC level (Raw Agricultural Commodities, e.g. wheat, tomato, apple). The RAC components of foods are comparable at the country level. Thus, for the harmonisation of risk assessment procedures at the European level, (Boon et al., 2009) suggested that the food consumption data need to be formatted at the edible-RAC level (RAC without non-edible part, e.g. banana without peel). The authors described an approach of formatting national consumption data at the RAC level and generating the RAC conversion databases, which can further be used for edible-RAC conversion. The RAC conversion databases can be used at the European level in risk assessments of environmental contaminants, heavy metals, pesticides, glycoalkaloids and other chemicals.

Due to multiple non-comparable formats originating from different methods or software tools, data from heterogeneous sources cannot be easily combined with the food consumption data. (Pakkala et al., 2014) proposed an Extensible Markup Language (XML) based data interchange format that can be used as a common interface for linking different software tools. The XML is a general-purpose markup language for encoding information in a format that is both human- and machine-readable, and it is used for sharing data especially on the Internet. As different requirements demand different software tools, the authors concluded that harmonisation is a never-ending issue, and new requirements and methods will emerge by time.

Global Individual Food consumption data Tool (FAO/WHO GIFT) has been developed to harmonise the individual quantitative food (IQFC) data and evaluate the various eating habits of different population groups based on geographical location, especially in the low- and middle-income countries. The platform is a global growing repository of IQFC microdata with all the datasets are harmonised according to the EFSA’s food classification and description system called FoodEx2 (modified for global use) (European Food Safety Authority, 2015), hence the end-users can aggregate the available data. FoodEx2 tool provides ready-to-use food-based indicators for the analyses of key data according to population segments and food groups, thus facilitating policymakers in the development of evidence-based policies for better nutrient and food safety in low- and middle-income countries (Leclercq et al., 2019). However, the difficulty with FoodEx2 is the need for manual classification and description of food, thus requiring thorough understanding of the system as well as the food (i.e. composition, processing, marketing, etc.). In (Eftimov et al., 2017b), a semi-automatic system called StandFood has been introduced to classify and describe foods following the FoodEx2 system. It uses machine learning, NLP and post-processing, and having an overall accuracy of 79 percent.

The food traceability systems contain information about the foods throughout the food supply chain, i.e. from farm to fork. Such information can be utilised for complying with the legal and quality standards as well as achieving consumer trust. Based on the XML technology, (Folinas et al., 2006) proposed a very simple framework for food traceability. The suggested framework is easy to use (especially at the base of the supply chain, i.e. farmers, fisherman, cattle breeders, etc.), and exchange information through commonly accessible means, such as cell phones, email and Internet. Also, (Pizzuti and Mirabelli, 2015) proposed a general framework of web-based traceability system (track and trace system) that can be queried for food-related information at every stage of the food supply chain. Similarly, (Holmberg and Äquist, 2018) studied the application of Blockchain technology for food traceability and developed a framework for the milk supply chain. Blockchain is an open, distributed and decentralised verification system for digital transactions where data about the transaction is stored in the so-called blocks which form chains in the network. All transactions, and each of the block in the chain, can be identified as an encrypted piece of information. Anyone connected to the network can add information in the Blockchain once the transaction is verified by everyone in the network, however, no one can change or delete information without authorisation. The authors concluded that even though Blockchain technology promises secure and transparent access to information, the technology is still immature to be applied in the food supply chain, and there is a need for collaboration, information sharing and standardisation in the food traceability.

The diversity of data models utilised by the food data providers hinders the integration of information into a central database. Although there exist obligations for providing ingredient information on the packaging of food products in certain countries, however, there are no legal requirements for digitally providing information on ingredients, nutrient values and allergens to consumers in a standardised format. (Munzberg et al., 2018) investigated the ETL process for integration of data from heterogeneous sources into a central database. As a case study, the authors demonstrated the integration of data coming from five different sources into a central database. From the central database, the information is then transmitted to mobile health applications (used for health monitoring purposes) using the JSON (JavaScript Object Notation) data format, which is an open-standard data interchange file format used for storing and transmitting data.

Accorsi et al. (2018) designed a decision-support platform that runs on desktop software. The platform can help in decision making by retrieving and managing information related to the food supply chain, such as transportation costs, food demand and country-specific rules.

3.3. Ontology based approaches

Mertins et al. (2012) proposed an ontology-based framework to facilitate effective coordination among the small- and medium-sized enterprises (SMEs) in the food supply chain networks. The service side of the framework provides toolkits for SMEs to develop local customised ontologies, which are then mapped to a common repository of ontologies (generic ontology). At the back-end, domain-experts maintain the generic ontology structures, reference ontologies and the associated knowledge base by using service side toolkits. The consistency among ontologies is analysed and information is provided to
SMEs for choosing the right ontology modules. The knowledge base provides knowledge about, e.g., the structure of generic ontology. The implementation of such a framework promotes interoperability by collecting, storing, and sharing information in a consistent manner.

The manufacturing of food products with high nutritional and sensory values and low environmental impact requires multi-disciplinary knowledge. The integration of data and knowledge from different domains in food science (e.g., nutrition, food digestion, sensory perception, eco-design, microbiology, biochemistry, process engineering) with data and knowledge in environmental analysis is difficult due to the heterogeneity of data sources in terms of formats and vocabularies used by domain experts (Ibanescu et al., 2018; Ibanescu et al., 2016). Process and Observation Ontology (PO2) has been designed to model the food transformation processes and their observations. Based on the core PO2 ontology, a specialized domain ontology called PO2DG (Process and Observation Ontology for Dairy Gels) was built and applied for the production process of French hard cheeses (Aubin et al., 2019). Both PO2 and PO2DG are available from the AgroPortal repository, which is a common platform for agronomy related vocabularies and ontologies (Jonquet et al., 2018).

The accessibility to the required information at every stage of the food supply chain makes it easier to withdraw food products in case of foodborne disease outbreaks. Also, consumer confidence is gained by making food information available in a convenient way. In case of the meat supply chain, (Pizzuti et al., 2017) proposed MESCO (MEat Supply Chain Ontology) ontology that can be used for the traceability of meat as it moves from the primary producer, processor, logistics and distribution channel to the final consumer. The MESCO ontology was validated and checked for consistency using the Pellet reasoner (an open-source reasoner for checking consistencies in the ontology) and it can be searched for information and knowledge related to the meat traceability using the Description Logic (a family of formal knowledge representation languages) queries.

The integration of different data sources also helps in better understanding of the food market and in the decision-making of when, what type, and how much of food products should be produced. However, due to lack of trust, stakeholders do not make their data available to others. In order to access different data sources, (Verhoosel et al., 2018) developed a platform called HortiCube based on semantic technologies. The contents of data sources on HortiCube are described by developing different ontologies. The HortiCube platform will provide a secure interface to the application developers for checking the availability of data sources, the type of data in the data sources, and the data values in the data sources. For finding answers to different questions, the SPARQL language can be used.

FoodOn is an effort towards data harmonisation in the complex food system involving farms, processing, distribution chains, and consumers (FoodOn, 2020). The aim of FoodOn project is to build an OWL (Web Ontology Language) web ontology that uses well-defined vocabulary and relationships for different food product terminologies. Such a global ontology will promote system interoperability and facilitate food traceability by providing information about food sources, food types, preservation processes, packaging and others, as shown in Fig. 5. At the moment, FoodOn is based on the vocabulary taken mostly from Langual, which is a mature and popular food indexing thesaurus (Dooley et al., 2018).

4. Barriers and challenges in food data harmonisation

The food market is continuously changing and growing due to the varying consumption patterns and the launching of new food products. Both food manufacturers and retailers must respond to the food market dynamics to keep their competitive edge. The food manufacturers need to develop new products, alter the composition of processed foods (e.g. reducing sugar, salt, fats) to protect or increase the market share and profits, comply with the governmental policies, and achieve consumers’ satisfaction. Similarly, retailers need food data for the marketing of branded foods. Usually, third-party organisations are involved who receive data from the food producers, compile the data into specific datasets and then supply this
data to the retailers. Sharing all the data with third-party organisations may cause data privacy issues. Also, food manufacturers and retailers manipulate the names of food products for marketing purposes, which results in misinterpretation of the data (Popovski et al., 2020a). Furthermore, two commercial food products with the same brand-name can have a different composition (FAO, 2017a). Therefore, following the food market needs and updating and harmonising composition data simultaneously is a challenging task and may require developing new tools and software to assist data compilation, networks to disseminate data and promote training, and data infrastructures to enable linking to other networks, platforms and research organisations (Kapsoketalou et al., 2019).

The food composition data should provide information on national food habits and consumption patterns. Such data should be generated according to international guidelines which result in comparable and reliable data. This data should also be the representative of a large number of highly-consumed foods and their main components. However, the majority of food composition data is based on fresh foods, whereas, information on processed and fortified foods are missing. Also, most of the national food composition databases are incomplete, outdated and do not provide accurate data. Besides, many developing and also some developed countries are still lacking their own national datasets and the data from the neighbouring countries. Furthermore, some countries do not consider the importance of food composition data and have no policies for supporting the institutions working voluntarily on food data collection (FAO, 2017a). All these factors are negatively affecting the quality of generated data and making the data harmonisation process difficult.

The food consumption data are usually collected through surveys by the traditional 24-hour recall and dietary record methods. These surveys take longer times and the quality of collected data is affected by the consumers’ behaviour. For example, the consumers do not want to participate or mention about the consumption of certain foods or diets. This can be a barrier in the collection and dissemination of data. The process of data collection can be improved by using advanced technologies in national dietary surveys. Also, the development of web-based online platforms, mobile or tablet applications will encourage consumers to provide accurate and detailed information about their consumption (Ioannidou et al., 2020).

5. Conclusions

This work emphasised on the importance of data in the food sector, introduced the necessity for food data harmonisation, highlighted the barriers and challenges in harmonising food data, and provided examples of studies focusing on food data integration and interoperability issues. Data harmonisation is the process of combining data from heterogeneous data sources into integrated, consistent and unambiguous information products. It can be achieved either prospectively or retrospectively, depending on the objective and type of investigation. The resultant datasets and data spaces help to identify profitable opportunities or avoid unknown risks. The development of various food databases has resulted in the harmonisation of certain food data types, including food composition data and food consumption data. For other types of data, such as food processing and traceability data, researchers have proposed several tools, frameworks, and methodologies. Ontologies can play a significant role in harmonising food data by providing standardised vocabularies. As different studies require different tools and procedures, data harmonisation is an iterative and continuous process.
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