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In this work, we use the Gouy-Stodola theorem to calculate the entropy production rate in the inflationary epoch of the universe. This theorem allows us the simple calculation of entropy and entropy production rate occasioned by the decaying of the inflaton scalar field. Both the entropy and entropy production rate achieve large values, agreeing with the expected values present in the literature.

I. INTRODUCTION

The laws of thermodynamics are one of the cornerstones of physics, and the second law possesses the same importance as the energy conservation law. Nonetheless, correctly defining entropy is a difficult task because it depends strongly on the physical properties of the system under study. For example, the entropy can be related to one-quarter of the black hole event horizon area [1, 2], or Shannon’s information disorder approach [3, 4], or energy dissipation in the classic thermodynamics approach. Moreover, the correct definition of entropy is a problem that permeates several issues, for example, the study of entropy production in rotating black holes [5], in the so-called Ekpyrotic universe [6], in Szekeres spacetimes [7], quark-gluon plasma [8], light clusters [9], and decoherence processes [10], among others.

In classical mechanics, the existence of non-conservative forces interferes with entropy production, resulting in they should be taken into account for the correct system description. According to literature, there are different ways to include entropy calculation in classical mechanics, such as the canonical Hamiltonian or Lagrangian formalism. These formalism allows calculating the rate of entropy production [11] as well as considering dissipative processes [12] or the method of molecular dynamics by modifying the Newtonian dynamics [13, 14].

In mechanical systems, entropy generation can be computed through the Silverberg and Widom approach [11] or by the Gouy-Stodola theorem [15–17], for instance. This theorem is a less known result even in engineering, where its formal applicability conditions are not clearly stated. However, its original formulation is mathematically quite simple: The work lost in an open system is directly proportional to the amount of entropy generated in the process [18]. The work lost by the system, in its turn, is given by the difference between the work done by the reversible (free of damping forces) and the irreversible processes, where different kinds of drag forces can be introduced. It should be noted this theorem hold even for adiabatic systems [18].

In the present paper, we first introduce the rate of entropy production given by the Gouy-Stodola theorem by considering two different systems. The first system is a simple pendulum subject to a damping force. After that, we modify the system introducing the possibility of the parametric resonance mechanism but still considering the same damping force. In both mechanical conditions, one obtains the entropy produced as stated by the Gouy-Stodola theorem.

As the second and most important step, we apply the Gouy-Stodola theorem for a system taking into account parametric resonance to the particle production in the early universe. In the simple case of the scalar inflaton field \( \phi \) decaying into a scalar \( \chi \) particle, the entropy production for \( \phi \) can be calculated using the damping term of the equation of motion for the inflaton. For the \( \chi \) particles, is used the same method. As well-known, exponential particle production due to the parametric resonance mechanism can fastly populate the universe [19, 20]. Thus, entropy production due to this effect may be an important ingredient in explaining the huge amount of entropy observed in the universe [21, 22].

It is important to stress that we are not interested in the details of the particle production mechanism, which has been exhaustively studied over decades as shown in the literature [19, 20, 23–29]. Our main goal is to show that the Gouy-Stodola theorem can be used as a simple tool, allowing the calculation of entropy production even for complex physical situations. We are interested in showing that entropy generation in the inflationary epoch depends on the considered scalar field. Furthermore, entropy and entropy production due to \( \phi \) depends strongly on both its mass,
and its self-coupling constant, $\lambda$. However, for some values, entropy associated with $\phi$ can achieve $> 10^{98}$. Thus, it is important to understand the role played by each scalar field in entropy generation during the inflationary era.

This paper is organized as follows. Section II presents the simple pendulum subject to a damping force, with and without the parametric resonance mechanism, and calculates the entropy produced in both cases. In Section III one calculates the entropy produced according to the Gouy-Stodola theorem. Section IV presents our final remarks and criticism.

II. ENTROPY PRODUCTION AND THE SIMPLE PENDULUM

For the sake of clarity, the Gouy-Stodola theorem is applied to the simple pendulum in two situations. In the first step, one considers only the simple pendulum subject of a drag force. In the second step, we introduce the parametric resonance mechanism with the same drag force as before.

A. Entropy Production

Entropy production depends on specific details of the physical system (its dynamics), and there are several frameworks developed to define entropy production in some open systems [30–35]. For our purposes, it is sufficient to show how the entropy production rate is related to the work done in reversible and irreversible systems. Firstly, notice that the Clausius inequality can be written as

$$\mathcal{J}^{f} - \mathcal{J}^{i} \leq 0,$$

(1)

where one assumes the system undergoes some process from an initial state $i$ up to the final state $f$. It is important to stress that the integral above defined is calculated on the system boundary, and for convenience, one writes

$$\mathcal{J}^{f} - \mathcal{J}^{i} = -\Sigma$$

(2)

where one defines that $\Sigma = \Sigma(t)$ is zero for reversible processes as well as positive for irreversible processes, and $\delta Q$ is the heat transfer due to a specific process (isothermic, isobaric or isocoric), and $T$ is system temperature. For a reversible process, which ensure the equality in (2), $\Sigma$ is just the entropy of the system

$$S_{i} - S_{f} = \mathcal{J}^{f} - \mathcal{J}^{i}$$

(3)

which is, in fact, zero since the process is reversible. Observe that the temperature which occurs the heat transfer from the reservoir to the system is constant.

Now, consider a system consisting of two cycles. The first cycle is reversible, while the second is irreversible. Then, one writes

$$\Sigma = \Delta S - \mathcal{J}^{f} \geq 0,$$

(4)

where the integral takes into account the irreversible process. From the above result, one observes that $\Sigma$ is due to the irreversible process given by the integral. Thus, one defines $\Sigma$ as the entropy production, which is always a non-negative quantity. From definition (4), one introduces the entropy production rate

$$\dot{\Sigma} = \dot{S} - \frac{\dot{Q}}{T},$$

(5)

where the dot means the usual time derivative $d/dt$.

Of course, energy conservation holds for reversible and irreversible systems. For general open systems composed of $n$ independent processes, one can write energy conservation rate as (following close Ref. [36])

$$\dot{E} = \sum_{i=0}^{n} \dot{Q}_{i} - \dot{W} + c_{1}(m) = \dot{Q}_{0} + \sum_{i=1}^{n} \dot{Q}_{i} - \dot{W} + c_{1}(m),$$

(6)
where \( c_1(m) \) is the sum of the contribution of the finite mass rate to the energy rate, and \( W \) is the work due to the irreversible forces acting on the system. Moreover, one writes the entropy production rate for open systems

\[
\dot{\Sigma} = \dot{S} - \sum_{i}^{n} \frac{\dot{Q}_i}{T_i} + c_2(m) = \dot{S} - \frac{\dot{Q}_0}{T_0} - \sum_{i}^{n} \frac{\dot{Q}_i}{T_i} + c_2(m) \geq 0, \tag{7}
\]

where, now, \( c_2(m) \) represents the sum of the contribution of the finite mass rate to the entropy production rate. The rate of the heat transfer \( \dot{Q}_0 \) can be eliminated by combining the above results, implying the work rate for open systems is given by

\[
\dot{W} = -(\dot{E} - T_0 \dot{S}) + \sum_{i}^{n} \left[ 1 - \frac{T_0}{T_i} \right] \dot{Q}_i + c_1(m) + T_0 c_2(m) - T_0 \dot{\Sigma} \tag{8}
\]

For reversible systems, the last term on the r.h.s of the above result is null, resulting

\[
\dot{W}_r = -(\dot{E} - T_0 \dot{S}) + \sum_{i}^{n} \left[ 1 - \frac{T_0}{T_i} \right] \dot{Q}_i + c_1(m) + T_0 c_2(m). \tag{9}
\]

Subtracting (8) from (9), one obtains the entropy production rate in terms of the difference between the work rate for the reversible process and the irreversible one

\[
T_0 \dot{\Sigma} = \dot{W}_r - \dot{W}. \tag{10}
\]

The above result is known as the Gouy-Stodola theorem [15–17]. In the next subsections, one discusses this result for both a simple pendulum and the one subject to the parametric resonance phenomenon.

### B. The Simple Pendulum

One considers a damped pendulum, i.e. a weight of mass \( m \) (bob) suspended from a pivot so that it can oscillate freely subject to the restoring force of gravity \( \vec{g} \). In this example, one uses a very simple damping force given by

\[
D(v) = -bv = -b\dot{s}(t), \tag{11}
\]

where the motion of the bob is along the arc \( s(t) = l\theta(t) \), being \( l \) the inextensible string length of negligible mass. The drag parameter \( b \) measures the strength of the damping force. Of course, the presence of a drag force implies the system is non-conservative (irreversible). The work \( W_D \) done by the drag force \( D(\theta) \) is given by

\[
W_D = -\int_{\theta_0}^{\theta} D(\theta')ld\theta'. \tag{12}
\]

The resulting total energy \( E \) describing the system depends on \( \theta \), being given by

\[
E = K + U + W_D = \frac{ml^2}{2} \dot{\theta}^2 + mgl(1 - \cos \theta) - bl^2 \dot{\theta}(\theta - \theta_0), \tag{13}
\]

where \( K \) is the kinetic energy, \( U \) is the potential energy, and \( \theta_0 \) is the initial angle.

For mechanical systems, the Gouy-Stodola theorem [15, 16] relates the entropy production to the difference between the time derivative of the reversible and irreversible work realized by the forces acting in the system. In the present case and according to Eq. (10), this difference is given by

\[
\dot{\Sigma} = \frac{\dot{W}_r - \dot{W}}{T} = \frac{\dot{W}_r - \dot{W}_D}{T} = \frac{bl^2}{T} [\dot{\theta}^2 - (\theta - \theta_0)\ddot{\theta}], \tag{14}
\]

where \( T \) is the system temperature taken as constant. Considering clockwise oscillation as initial condition, (14) can be rewritten,

\[
\dot{\Sigma} = \frac{bl^2}{T} [\dot{\theta}^2 + (\theta - \theta_0)\ddot{\theta}]. \tag{15}
\]

It should be noted that \( \dot{\Sigma} \) shown above only depends on the work done by the drag force given by equation (11). Thus, entropy production is strictly related to energy dissipation. Therefore, it is important to keep in mind the difference between definitions of entropy and entropy production: Entropy can be calculated for any physical
FIG. 1. Panel (a) shows $\theta(t)$ for the simple pendulum. Solid line represents the underdamped while dashed and dotted lines describe the over- and critically damped cases, respectively. Panel (b) shows the absolute value for the entropy production rate, $\dot{\Sigma}$, considering the underdamped (solid line), overdamped (dashed line), and critically damped (dotted line) cases. The parameters used are displayed along the text.

system, and it is an extensive property of the system (state function) and, therefore, it is process-independent. As the dissipative force characterizes entropy production, entropy production is process-dependent. Both entropy and entropy production exists for reversible and irreversible processes. However, in the first process both remain constant while not for the latter. Notice that if the drag force is neglected, then the entropy related to the conservative system (reversible) achieves its maximum at the minimum of the kinetic energy (the maximum entropy state) and the entropy production, accordingly to relation (15), is zero.

The equation of motion for $\theta(t)$ can help us to understand the time-dependent behavior of $\dot{\Sigma}$. Considering the drag force, one has the well-known equation

$$\ddot{\theta}(t) + \kappa \dot{\theta} + \omega^2 \sin \theta = 0,$$

where $\kappa = b/m$ and $\omega^2 = g/l$. Considering the small-angle solution, $\sin \theta \approx \theta$, the simplest solution is given by

$$\theta(t) = \alpha e^{-\gamma_1 t} + \beta e^{-\gamma_2 t},$$

where $\alpha$ and $\beta$ depends on the initial conditions for the system. Moreover, one defines $\gamma_1$ and $\gamma_2$ as

$$-\gamma_1 = -\left(\kappa + \sqrt{\kappa^2 - \omega^2}\right),$$

$$-\gamma_2 = -\left(\kappa - \sqrt{\kappa^2 - \omega^2}\right).$$

Regarding the above calculations and taking into account the solution for $\theta(t)$ given by (17), one obtains the total entropy produced by the drag force in the result (14). One adopts here the SI system and, for the sake of simplicity, one sets $l = 1$ m, $|\vec{g}| = 10$ m/s$^2$, $m = 1$ kg, and $T = 298$ K. The parameter $b$ is defined according to the damped cases from classical mechanics. For $\kappa^2 < \omega^2$, one has the underdamped case, while for $\kappa^2 > \omega^2$ and $\kappa^2 = \omega^2$ one obtains the over- and critically damped cases, respectively. It is important to point out that due to the oscillatory character of the solutions for $\theta(t)$, entropy and entropy production also oscillate, assuming positive and negative values as $t$ rises. Therefore, in all figures, we display the absolute value of entropy and entropy production.

Figure 1(a) shows $\theta(t)$ according to $\kappa^2 = 1$ s$^{-2}$ (solid line), and $\kappa^2 = 50$ s$^{-2}$, for dashed and dotted lines, respectively. Figure 1(b) shows the absolute value for the entropy production until the pendulum motion ceases, reaching its equilibrium state. The inner panel in Figure 1(b) represents the entropy production rate in the underdamped case. It should be noted that in the over- and critically damped cases shown by dashed and dotted curves in both panels, the entropy production is positive since there is no inversion in the pendulum motion, i.e. the values adopted for $\kappa$ does not allow oscillatory motion.

The sum of entropy production rates occurring at each period should be a growing function since it corresponds to the accumulated entropy production rate. Figure 2 shows the numerical calculation for the accumulated entropy production rate, $\Sigma_T$, for the oscillatory case, panel (a), and for the overdamped case, panel (b). For both situations, the accumulated entropy production is a growing function of $t$. Also notice that since the entropy production rate tends to zero due to the damped term, the accumulated result approaches a constant value.

From Eq. (14), we can observe that the zeros of $\Sigma(t)$ are given by

$$\dot{\theta}(t) = -\left(\theta(t) - \theta_0\right)\dot{\theta}(t),$$

(20)
which implies the product in the r.h.s of result (20) is always positive for all $t$ since $\theta(t) \leq \theta_0$. The equality is valid for the simple harmonic oscillator where non-conservative forces are absent and the system can return to the same energy state ($\Delta S = 0$), and the resulting entropy production variation, according to result (14), should also be zero. Therefore, the result (20) establishes conditions for the oscillatory motion when considering non-conservative forces described in (11). We can realize that the unavailable energy for the weight force to do work, which means the dissipated energy by the drag force, is responsible for the entropy production. Due to the inversion in the pendulum motion, the entropy production rates oscillate, and the zeros of the entropy production rate correspond to the intermediates equilibrium states of the pendulum motion.

C. The Simple Pendulum: Parametric Resonance

Parametric resonance is a well-known phenomenon associated with time-dependent frequency, which is the parameter of the problem. The general case without a drag force can be written as

$$\ddot{f}(t) + \omega_0(t)f(t) = 0,$$

where, for convenience, one defines the time-dependent frequency as

$$\omega_0(t) = \omega_0^2[1 + \zeta \cos(\omega_1 t)],$$

being $\omega_0$, $\omega_1$, and $\zeta$ real parameters. The result given by (21) is the so-called Mathieu equation [37] commonly used to explain particle production processes in cosmology [19, 20]. In general, the amplitude of the solution depends on the relation between $\omega_1$ and $\omega_0$. When $\omega_1 \approx 2\omega_0$, the amplitude of the oscillations grows exponentially with time, leading to an explosive particle production. It is convenient to write

$$\omega_1 = 2\omega_0 + \epsilon,$$

where $\epsilon \ll 1$ is a small perturbation. Parametric resonance condition is achieved if [37]

$$\epsilon < \frac{\zeta \omega_0}{2}.$$  

Considering the presence of a drag force, one has the modified Mathieu equation for the simple pendulum written as

$$\ddot{\theta}(t) + \kappa \dot{\theta} + \omega_0(t)\sin \theta = 0,$$

where one uses

$$\omega_0(t) = \omega_0^2 \left[\frac{g}{I} + \zeta \cos(2\omega_0 + \epsilon) t\right].$$

Of course, for $\zeta = 0$, one recovers the non-parametric resonance case taking $\omega_0 = 1$. Considering $\sin \theta \approx \theta$, one writes

$$\ddot{\theta}(t) + \kappa \dot{\theta}(t) + \omega_0(t)\theta(t) = 0.$$
FIG. 3. Results taking into account the parametric resonance for $\theta(t)$ (panel a), and the absolute value of $\dot{\Sigma}(t)$ (panel b).

For the sake of simplicity, one writes a possible solution for the equation (27) as

$$\theta(t) \approx (\cos(\omega_0 + \epsilon/2)t + \sin(\omega_0 + \epsilon/2)t)e^{-\kappa t}.$$  (28)

It should be stressed the proper solution of equation (27) encompasses Mathieu functions, defined through a combination of sine and cosine functions. However, for our purposes in this section, the ansatz (28) is sufficient to show the entropy production in the parametric resonance case.

Figure 3 displays the results for $\theta(t)$ and the absolute value of $\dot{\Sigma}(t)$ according to solution (28). As expected, the parametric resonance case is similar to the result given by the damped pendulum.

III. PARTICLE PRODUCTION IN THE INFLATIONARY ERA

One assumes the inflationary period can provide a causal mechanism for generating several structures observed in the present-day Universe, such as the primordial perturbations responsible for the formation of galaxies [38] and the homogeneity problem [39]. The inflaton scalar field $\phi$ is the leading contribution to the energy-momentum tensor possessing here the following Lagrangian

$$\mathcal{L}(\phi) = \frac{1}{2} (\partial_{\mu} \phi)^2 - V(\phi),$$  (29)

where $V(\phi)$ is the effective potential of the scalar field $\phi$. The choice of such potential depends on the interactions we want to assume. From now on, one adopts the natural unit system where $c = \hbar = k_B = 1$.

The Einstein field equations control the evolution of the flat Friedman-Robertson-Walker universe,

$$\left(\frac{\dot{a}}{a}\right) H^2 = \frac{8\pi}{3M_p^2} \left(\frac{1}{2} \dot{\phi}^2 + V(\phi)\right),$$  (30)

where $a = a(t)$ is the scale factor, $H = \dot{a}(t)/a(t)$ is the Hubble parameter, and $M_p$ is Planck mass. The Klein-Gordon equation for $\phi$ depends on the choice of $V(\phi)$ and can be written as

$$\ddot{\phi} + 3H\dot{\phi} + V'(\phi) = 0,$$  (31)

where $V'(\phi) = dV(\phi)/d\phi$ and $3H\dot{\phi}$ act as a "friction term". In general, the interest resides on the decay of $\phi$ into scalar $\chi$ particles, avoiding the Pauli Exclusion Principle. Then, it is necessary to know the total decay rate, and for the case where $\phi$ decays into two scalar particles, one writes [40]

$$\Gamma = \Gamma(\phi \rightarrow \chi\chi) = \frac{h^4\sigma^2}{8m_\phi},$$  (32)

where $h$ is coupling constant and $\sigma$ is a constant with dimension of mass. Of course, we are supposing the mass of $\phi$ scalar field $m_\phi > m_\chi$, where $m_\chi$ is mass of $\chi$ particles. Moreover, during the oscillating period, one also suppose $m_\phi \gg H$. Thus, one adds the term $\Gamma\dot{\phi}$ to equation (31), representing the back reaction of produced particles. The decay rate act as a friction term, resulting in a phenomenological description for $\phi$, written as

$$\ddot{\phi} + (3H + \Gamma)\dot{\phi} + V'(\phi) = 0.$$  (33)
FIG. 4. Panel a) shows the evolution of $Ht_0$ (solid line), $|\dot{H}t_0^2|$ (dashed line) and $\ddot{H}t_0^3$ (dotted line), for $H$ given by (36). Panel b) shows the "residue" $r(t)/\phi_m$ (solid line) and the approximate solution $\phi/\phi_m$ (dashed line) given by (28).

The effective potential $V(\phi)$, chosen here by its simplicity, is given here by the usual $\lambda\phi^4$

$$V(\phi) = \frac{m_\phi^2}{2}\phi^2 - \frac{\lambda}{4}\phi^4,$$  \hspace{1cm} (34)

where $\lambda$ is the $\phi$ self-coupling constant and should be chosen in order to keep the flatness of $V(\phi)$. Of course, there are several potential to $\phi$, each one depending on the approach performed. The value of $\phi$ at the minimum of $V(\phi)$ is given by $\phi_m = m_\phi/\lambda^{1/2}$ (retaining only the positive value), and the resulting equation of motion for $\phi$ can be written as

$$\ddot{\phi} + (3H + \Gamma)\dot{\phi} + m_\phi^2\phi - \lambda\phi^3 = 0.$$ \hspace{1cm} (35)

The presence of the damping term $(3H + \Gamma)\dot{\phi}$ add some complications to the solution of (35). In order to propose a manageable solution for equation (35), one first assumes the Hubble parameter during the inflation is given by (22)

$$H = \frac{t_0}{t^2} \left[1 - \ln \left(\frac{t}{t_0}\right)\right] + \frac{1}{\tau},$$ \hspace{1cm} (36)

where $t \geq t_0$, being $t_0$ the time when inflation starts. Figure 4(a) shows the evolution of $Ht_0$, $|\dot{H}t_0^2|$ and $\ddot{H}t_0^3$ for $t \geq t_0$. It is possible to see that for $t_0 \leq t \lesssim 5t_0$, the Hubble parameter given by (36) fastly decreases, becoming almost flat for $5t_0 < t$. Therefore, in some situations, the time-dependent behavior of $H$ can be neglected.

Analytic solutions for the case where one can neglect the damping term $(3H + \Gamma)\dot{\phi}$ are well-known, involving Jacobi elliptic functions. For our purpose, one supposes the approximate solution for equation (35) can be written as

$$\phi(t) \approx \phi_m e^{-3(3H + \Gamma)t} \sin(m_\phi t),$$ \hspace{1cm} (37)

which depends strongly on the behavior of $H$. Replacing the approximate solution (37) into differential equation (35), then it furnishes the "residue"

$$r(t) = e^{-3t(3H + \Gamma)}\left[\lambda\phi_m^2 \sin^3(m_\phi t) + e^{2t(3H + \Gamma)}\phi_m(-m_\phi \cos(m_\phi t)(3H + \Gamma + 6t\dot{H}) + \sin(m_\phi t)(-2m_\phi^2 + 3\dot{H}(-2 + \Gamma t + 3t(H + t\ddot{H})) - 3t\ddot{H})]\right].$$ \hspace{1cm} (38)

The behavior of $r(t)/\phi_m$ is shown by the solid line in Figure 4(b) while the dashed line corresponds to the behavior of the approximate solution $\phi/\phi_m$. For both curves, one uses $m = 0.1$ GeV, $\lambda = 0.1$, $h = 0.01$ GeV$^{-1/2}$ and $\phi_e = 0.1\phi_m$. As can be viewed, for $t_0 \leq t < 5t_0$ the Hubble parameter dominates whereas for $t \geq 5t_0$ this parameter tends to vanish. Thus, as $5t_0 \leq t$ grows, the "residue" becomes less important, resulting the ansatz (37) tend to be an asymptotic solution for (35) when the Hubble parameter turns to be almost constant.

To apply the Gouy-Stodola theorem, one should analyse the possible mean free path for $\phi$, which is not an easy task. One defines here $l$ as the distance traveled by $\phi$ without any collision or decay, allowing us to calculate the work due to the scalar field $\phi$.

The required knowledge of initial physical conditions of the inflationary epoch remains unknown, but it seems reasonable to suppose these conditions are close to the Quark-Gluon Plasma (QGP) than the classical plasma, for example. The QGP regime is characterized by a high-temperature regime, $T \gg \Lambda_{QCD}$, where $\Lambda_{QCD}$ is the energy
scale of Quantum Chromodynamics (QCD). Moreover, for this energy regime, the quarks and gluons are free (non-confinement of QCD), and the running coupling constant of QCD is much smaller than 1, $\alpha_s = \alpha_s(T) \ll 1$, where $Q_s \approx T$ at the saturation scale ($Q_s$ is the transferred momentum in the gluon frame). It is important to emphasize that the temperature in the inflationary epoch is, at least, of the order of the electroweak? epoch $T \approx 100 \sim 200$ GeV \[^{12}\] , higher than the saturation scale.

The mean free path in such a system may depend on the energy available, the particle mass, the system temperature, the running coupling constant of QCD, among others parameters (density medium and volume, for example). The viscosity coefficients \[^{43}^{44}\] can also be considered to the free mean path calculation. However, in general, only the bulk viscosity is considered because the usual assumption of isotropy of the universe \[^{45}^{46}\] and, consequently, the shear viscosity is neglected. The bulk viscosity, on the other hand, acts to enhance the entropy in the Friedmann-Robertson-Walker evolution \[^{47}^{49}\].

The mean free path is temperature-dependent and its functional form varies according to the constituents of the system. For example, the neutrino mean free path depends on $T^{-5}$ in the early universe, while in the limit $T \lesssim m_e$ where Klein-Nishima corrections are small and, the photon mean free path depends on $(n_e \sigma_T)^{-1} \sim T^{-1}$, where $n_e$ is the number density of electron and positrons in the medium as well $\sigma_T$ is the Thomson cross section.

At the very beginning of inflation, the mean free path for $\phi$ may be comparable to the scale factor $a(t)$, implying the decay of $\phi$ starts when $l < a(t)$. Each oscillation of $\phi$ around the minimum of $V(\phi)$ is damped, reducing the mean free path due to the decaying rate of $\phi$ into $\chi$ particles. Thus, the number of particles in the medium is enhanced as $\phi$ oscillates and, consequently, $l$ diminishes. Observe the decaying rate $\Gamma$ is taken into account in the equation of motion for $\phi$.

For a system composed of heavy quarks in the QGP regime, the mean free path depends on the energy loss and for $l$ smaller than the size of the system, one has \[^{50}\]

\[ l \simeq \frac{\mu^2}{\alpha_s^{-2} T^4} \]  \hspace{1cm} (39)

where $\mu$ is the Debye screening mass of the particle. The Debye screening mass depends on the proper definition of $\alpha_s$ in the nonconfinement phase of QCD, which is a subject far from agreement \[^{51}\]. Recently, a mass generation mechanism was carried out for particles in QED using the Debye screening \[^{52}\].

The energy of the scalar field $\phi$ is proportional to the square of wave amplitude, which allows us to assume the following ansatz to the mean free path in the inflationary epoch

\[ l = \frac{\phi^2}{\alpha_s^2 T_0^4} \]  \hspace{1cm} (40)

where $l$ explicitly depends on the solutions for $\phi$, and $T_0$ is the initial temperature taken as constant during the process. In a more realistic situation, $T_0$ should be released; the inflaton decreases due to the damping term in \[^{35}\]. Hence, at the end of the inflationary epoch, $l$ vanishes independently of the value attributed to $T_0$. In other words, the dumped solution \[^{37}\] is a consequence of both the decaying rate $\Gamma$ and the growth of $H$. Therefore, the number of $\phi$ particles vanishes as $T$ grows, also implying $l \rightarrow 0$ since there is no physical meaning in the existence of a mean free path for $\phi$ in a system where it does not exist anymore.

By the nature of the scalar field $\phi$, which has an energy unit, the damping term in the equation of motion \[^{35}\] does not represent a true force since $\phi$ posses a square energy unit, while $(3H + \Gamma)$ has an energy unit. To recover the square energy unit, one simply write the damping force as $-(3H + \Gamma) \dot{\phi}/m$, where $m = 1$ GeV is a mass scale.

Then, taking into account all the above discussion, the irreversible work done by the damping force during the mean free path $l$ is given by

\[ W_{ir} = -\frac{l(3H + \Gamma) \dot{\phi}}{m_\phi} = -\frac{\phi^2}{m_\phi \alpha_s^{-2} T_0^4} (3H + \Gamma) \dot{\phi}, \]  \hspace{1cm} (41)

which can be used to find out the entropy production using the Gouy-Stodola theorem

\[ \dot{\Sigma} = \frac{2 (3H + \Gamma) \dot{\phi}^2 + \dot{\phi}^2 [3H \ddot{\phi} + (3H + \Gamma) \dot{\phi}]}{m_\phi \alpha_s^{-2} T_0^4}. \]  \hspace{1cm} (42)

The inflaton mass $(m_\phi)$ has been the subject of a long debate in the literature with a particular revival in recent years \[^{53}^{54}\]. Depending on the approach performed, it can vary from $10^{-4}$ GeV \[^{65}\] up to $10^{14}$ GeV \[^{66}\]. The temperature in our calculations is set as $T_0 = 200$ GeV. Notice, however, the strong dependence of $\Sigma$ and $\dot{\Sigma}$ on $T_0$ may reduce drastically both values since upping in one order the temperature implies a decrease of four orders in $\Sigma$ and $\dot{\Sigma}$ (fine-tuning problem).
FIG. 5. Absolute value of entropy $\Sigma$ due to the damped scalar field $\phi$ during the inflationary epoch. Panel a) and b) $m_{\phi} = 10^{14}$ GeV and $\lambda = 10^{-9}$ and $10^{-7}$, respectively. Panel c) and d) $m_{\phi} = 10^{12}$ GeV and $\lambda = 10^{-9}$ and $10^{-7}$, respectively. In all cases, $T_0 = 200$ GeV, $t_0 = 1$ GeV$^{-1}$, and $\sigma = 0.01$.

FIG. 6. Absolute value of entropy production $\dot{\Sigma}$ due to the damped scalar field $\phi$ during the inflationary epoch. Panel a) and b) $m_{\phi} = 10^{14}$ GeV and $\lambda = 10^{-9}$ and $10^{-7}$, respectively. Panel c) and d) $m_{\phi} = 10^{12}$ GeV and $\lambda = 10^{-9}$ and $10^{-7}$, respectively. In all cases, $T_0 = 200$ GeV, $t_0 = 1$ GeV$^{-1}$, and $\sigma = 0.01$. 
According to the Planck Collaboration results [67], the inflaton must follow a slow-roll trajectory in a plateau-like potential for large values of $\phi$. Then, the higher the mass of $\phi$, fewer the value of $\lambda$ to keep the flatness of $V(\phi)$ around its minimum. The value of $\lambda$ can vary according to the approach, of course. For the string theory approach called M-flation [68], one can observe very small values, $\lambda \sim 10^{-14}$. Also, the gauge-invariant inflaton approach [69] has a very small self-coupling constant, $\lambda \sim 10^{-12}$. However, for the Higgs inflation model, where the mass for the decaying field is of the order of the top quark mass [57], the self-coupling has a large value, $\lambda \sim 10^{-2} \sim 10^{-1} [57, 63, 70]$. Due to the necessary flatness of the potential and the large value expected for the entropy in the inflationary epoch, $\Sigma \sim 10^{98} \sim 10^{100} [22, 71]$, one assumes small values for $\lambda$ and large for $m_\phi$.

Taking into account the above discussion, one assumes $h = 0.01$ and $T_0 = 200$ GeV, resulting in the two free adjusting parameters, $m_\phi$ as well $\lambda$. Figure 5 shows the entropy production given by result (12). As aforementioned, the functional form of the Hubble parameter depends on the specific features of the scale factor $a(t)$, leading to a strongly dependence in the entropy and entropy production in the choice of $a(t)$. Figure 5 shows the entropy due to $\phi$: in panel a) and b), one uses $m_\phi = 10^{14}$ GeV and $\lambda = 10^{-9}$ and $\lambda = 10^{-7}$, respectively. On the other hand, panel c) and d), one keeps $m_\phi = 10^{12}$ GeV and uses $\lambda = 10^{-9}$ and $10^{-7}$, respectively. One obtains a large entropy due to the inflaton decay during the inflationary epoch, where larger values are given by $\lambda = 10^{-9}$ for both masses adopted for $\phi$. Of course, the accumulated entropy grows as $t/t_0$ rises.

Figure 6 shows the entropy production using the same parameters and the same sequence of results as for Figure 5. The large entropy production, in any case, occurs for $t < 10t_0$, confirming the results shown in Figure 5. The accumulated entropy production rate also grows as $t$ rises.

IV. FINAL REMARKS

The laws of thermodynamics are cornerstones of physics. In principle, every physics system should be explained by using these laws. Of course, the complexity of some systems may prevent a thermodynamic treatment.

The Gouy-Stodola theorem may be a useful tool to evaluate the entropy production rate in irreversible systems by analyzing its thermodynamics. As a toy model, one uses this theorem to study the thermodynamics of a simple pendulum subject to a damping force. In a more complex situation, one applies this theorem to study the entropy production rate in the inflationary epoch. In general, one expects huge values for the entropy in this regime, $\Sigma \approx 88\times 10^{10}$. The large entropy production, in any case, occurs for $t < 10t_0$, confirming the results shown in Figure 5. The entropy production rate also grows as $t$ rises.
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