SPRINGER ISOMORPHISMS OVER A GENERAL BASE SCHEME

SEAN COTNER

Abstract. We establish the existence of Springer isomorphisms for reductive group schemes over general base schemes. For this, we first study centralizers of fiberwise regular sections of reductive group schemes, and we establish their flatness in many cases. At the end, we give several arguments to show that the hypotheses in our results are essentially optimal. Our results clarify some aspects of Springer isomorphisms even over a field, and the arguments simplify considerably in this case.
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1. Introduction

1.1. Overview. Let $G$ be a connected reductive group over a field $k$. Attached to $G$ are the unipotent variety $U^\text{var}_G$ and the nilpotent variety $N^\text{var}_G$, parameterizing the unipotent elements of $G$ and the nilpotent elements of Lie $G$, respectively. (This cumbersome notation is meant to distinguish these varieties from the unipotent and nilpotent schemes defined later, which can fail to be reduced.) If char $k$ is either 0 or “large”, then the matrix logarithm (relative to some embedding of $G$ in $\text{GL}_n$) is well-defined on unipotent matrices and defines a $G$-equivariant isomorphism $U^\text{var}_G \to N^\text{var}_G$. Such an isomorphism is useful for many purposes, and it is desirable to establish its existence under the mildest possible hypotheses on $G$ and $k$.

In [Spr69], Springer showed that as long as char $k$ is “good” for $G$ (see Section 2.4) and the derived group $\mathcal{D}(G)$ is split and simply connected, then there is a (non-canonical) $G$-equivariant birational universal homeomorphism of $k$-varieties $\rho : U^\text{var}_G \to N^\text{var}_G$. It follows from [Dem73] that $N^\text{var}_G$ is normal under these hypotheses, and hence $\rho$ is actually an isomorphism; it is now called a Springer isomorphism. A different proof of the same result was later given in [BR85], under some mild extra hypotheses in type A. Since Springer’s original paper, a number of refinements have been established; see [McN05], [MT09], [Sob15], and [Tay16] for example.

A natural question remains: are the hypotheses in Springer’s theorem optimal? Using calculations in [Spr66b], Springer showed that it is necessary that char $k$ is good for $G$; the argument is recalled in Lemma 6.11 of this paper. However, it is difficult to extract from the literature what happens when $\mathcal{D}(G)$ is not simply connected. It is easy to extend to the case that $|\pi_1(\mathcal{D}(G))|$ is invertible in $k$, but what if $|\pi_1(\mathcal{D}(G))|$ is zero in $k$? In [Spr69, Rmk. 3.8], it is shown that Springer isomorphisms do not always exist when $|\pi_1(\mathcal{D}(G))|$ is zero in $k$, but do they ever exist?
Springer claimed that a Springer isomorphism exists even if $G$ is not split. However, his proof appears to have a gap when the quasi-split inner form of $G$ is not split. Specifically, to establish the existence of a Springer isomorphism in the quasi-split case he uses crucially the claim that if $\rho : \mathcal{U}_G^{\text{var}} \to \mathcal{N}_G^{\text{var}}$ is a Springer isomorphism, then also $\text{Ad}(g) \circ \rho$ is a Springer isomorphism for any $g \in G(k)$. Despite being false for all non-central $g$ this claim is used several times in [Spr69].

For groups of type A, [Spr69] has a separate argument which uses the claim that the isomorphism $\mathcal{U}_G^{\text{var}} \to \mathcal{N}_G^{\text{var}}$ given by $u \mapsto u - 1$ is $\text{Aut}_{\text{SL}_n}/k$-equivariant. In fact, this claim is also false in all cases except $n = 2$, and there is never such an $\text{Aut}_{\text{SL}_n}/k$-equivariant isomorphism when $\text{char } k = 2$ and $n \geq 3$. Some later sources (like [Hum95]) have exercised caution around the non-split case, but these errors do not seem to have been pointed out in the literature.

Finally, for some integral questions it is of interest to know whether Springer isomorphisms exist for reductive group schemes over a general base. Thus we are left with the following questions.

(a) What if $G$ is not split?
(b) What if $\text{char } k$ is good but $|\pi_1(\mathcal{D}(G))|$ is zero in $k$?
(c) What if $G$ lives over a more general base scheme (e.g., Spec $\mathbb{Z}[1/N]$)?

The following theorem resolves all of these questions.

**Theorem 1.1** (Theorem 5.1, Theorem 6.19). Let $S$ be an affine scheme and let $G$ be a reductive $S$-group scheme. Let $\mathcal{U}_G$ and $\mathcal{N}_G$ be the unipotent and nilpotent schemes of $G$, respectively, defined in Sections 4.2 and 4.3. Then there is a $G$-equivariant $S$-isomorphism $\rho : \mathcal{U}_G \to \mathcal{N}_G$ if and only if the following two conditions hold.

1. $|\pi_1(\mathcal{D}(G))|$ is invertible on $S$,
2. for each $s \in S$, $\text{char } k(s)$ is good for $G_s$.

Affineness of $S$ is almost never necessary in Theorem 1.1; in some sense, the only problem comes from outer forms of $\text{A}_n$ ($n \geq 2$) in characteristic 2 and certain outer forms of $\text{D}_4$ in characteristic 3. See Theorem 5.1 for a precise statement, and see Remarks A.2 and A.4 for more discussion.

In Section 6.2, we resolve Question (b) in a rather strong way: if $G$ is a split reductive group over a field $k$ of good characteristic $p$ and $p$ divides $|\pi_1(\mathcal{D}(G))|$, then even the Picard groups of $\mathcal{U}_G^{\text{var}}$ and $\mathcal{N}_G^{\text{var}}$ are not isomorphic; see Lemma 6.17 for a calculation of $\text{Pic}(\mathcal{U}_G^{\text{var}})$ in general. The following example illustrates some of the relevant phenomena.

**Example 1.2.** Let $G = \text{PGL}_2$ over a field $k$ of characteristic 2. An element of $\text{SL}_2(k)$ is unipotent if and only if it has trace 0 and determinant 1, so we have

$$\mathcal{U}_{\text{SL}_2}^{\text{var}} = \left\{ \begin{pmatrix} a & b \\ c & a \end{pmatrix} : a^2 = bc + 1 \right\}.$$ 

One can check that $\mathcal{U}_{\text{SL}_2}^{\text{var}}$ is stable under left translation by the central $\mu_2 \subset \text{SL}_2$, and the natural map $\mathcal{U}_{\text{SL}_2}^{\text{var}} \to \mathcal{U}_G^{\text{var}}$ is a $\mu_2$-torsor. This shows

$$\mathcal{U}_G^{\text{var}} = \mathcal{U}_{\text{SL}_2}^{\text{var}}/\mu_2 \cong \left\{ \begin{pmatrix} a & b \\ c & a \end{pmatrix} : a^2 - bc \neq 0 \right\} / \mathbb{G}_m \cong \mathbb{P}^2 - \{a^2 = bc\}.$$ 

A similar calculation with nilpotent varieties shows that the map $\mathcal{N}_{\text{SL}_2}^{\text{var}} \to \mathcal{N}_G^{\text{var}}$ is an $\alpha_2$-torsor and $\mathcal{N}_G^{\text{var}} \cong \mathbb{A}^2$. These varieties are not isomorphic, since $\text{Pic}(\mathcal{U}_G^{\text{var}}) = \mathbb{Z}/2\mathbb{Z}$ and $\text{Pic}(\mathcal{N}_G^{\text{var}}) = 0$.

The proof of the existence claim in Theorem 1.1 follows the overall strategy of Springer’s original proof fairly closely in the split case, and we describe this strategy in Section 1.2. In the split case, one of the biggest difficulties comes from (defining and) proving properties of the unipotent and nilpotent schemes for split reductive group schemes over Spec $\mathbb{Z}$, a task we take up in Section 4. To understand the regular loci of the unipotent and nilpotent schemes over an arbitrary base scheme, we prove the following flatness result. For the definition of “strongly regular”, see Section 2.6.
Theorem 1.3 (Theorem 3.10). Let $S$ be a scheme and let $G \to S$ be a reductive group scheme. Suppose that $|\pi_1(\mathfrak{D}(G))|$ is invertible on $S$.

1. If $g \in G(S)$ is a fiberwise strongly regular section of $G$, then $Z_G(g)$ is flat and $Z_G(g)/Z(G)$ is smooth.

2. Suppose that for every $s \in S$, the characteristic of $k(s)$ is good for $G_s$. If $X \in g(S)$ is a fiberwise regular section of $g$, then $Z_G(X)$ is flat and $Z_G(X)/Z(G)$ is smooth.

The flatness assertion in Theorem 1.3(2) is a special case of [BC20, Thm. 4.2.8], while the smoothness assertion is a slight generalization of [BC20, Prop. 4.2.11]. Our proof strategy is completely different; roughly speaking, the difficulty comes almost entirely from understanding centralizers over a field, a task we take up in Sections 3.1 and 3.2. The hypotheses in Theorem 1.3 are essentially optimal, as we show in Corollary 6.7 and Corollary 6.10.

While flatness is a basic technical desideratum, it does not preclude the centralizers in Theorem 1.3 from being “weird”, as the following example illustrates.

Example 1.4. Theorem 1.3 applies in particular to semisimple deformations of regular unipotent elements. For instance, let $G = \text{SL}_2$ over $\mathbb{Z}_p$ and let $g \in G(\mathbb{Z}_p)$ be the section given by

$$g = \begin{pmatrix} 1 + p & 1 \\ 0 & (1 + p)^{-1} \end{pmatrix}.$$ 

The special fiber $g_s$ of $g$ is then a regular unipotent element, while the generic fiber $g_\eta$ is a regular semisimple element. We have

$$Z_{G_s}(g_s) \cong \mu_2 \times G_a$$

and

$$Z_{G_\eta}(g_\eta) \cong G_m,$$

so Theorem 1.3 asserts in this case that $Z_G(g)$ is a flat deformation of $\mu_2 \times G_a$ to $G_m$ and $Z_G(g)/Z(G)$ is a smooth deformation of $G_a$ to $G_m$.

There is a similar element $g \in \text{SL}_3(\mathbb{Z}_2)$ such that $Z_{\text{SL}_3}(g)$ has special fiber $\mu_3 \times W_2$ and generic fiber $G^2_m$, where $W_2$ is the scheme of length 2 Witt vectors.

The arguments in this paper simplify considerably if the reader is interested primarily in the case $S = \text{Spec} \ k$ for a field $k$, and we advise such a reader to ignore Section 3.3, Theorem 4.6, and Theorem 4.12, and to simply assume $S = \text{Spec} \ k$ in the statements and proofs of the results in Section 5 and Appendix A. Still, the relative perspective is useful even over a field; we conclude this overview with the following consequence of Theorem 1.3(1).

Corollary 1.5 (Corollary 3.11, Theorem 6.1). Let $G$ be a connected reductive group over a field $k$ of characteristic $p \geq 0$. If $p \nmid |\pi_1(\mathfrak{D}(G))|$ and $g \in G(k)$ is strongly regular, then $Z_G(g)$ is commutative. If $p$ divides $|\pi_1(\mathfrak{D}(G))|$ and $u \in G(k)$ is regular unipotent, then $Z_G(u)$ is not commutative.

The first statement of Corollary 1.5 has been known for a long time on the level of geometric points; see [Spr66a] and [Lou68]. However, as far as we know the only prior proof of this fact involves rather extensive case-by-case checking using the classification (involving long computer calculations in bad characteristic) to control the component group of $Z_G(g)$. Our proof is entirely conceptual. Roughly speaking, we use Theorem 1.3 to reduce to the case that $g$ is semisimple, in which case $Z_G(g)$ is a torus and thus obviously commutative. The proof of the second statement ultimately comes down to analyzing the behavior of the unipotent variety under (possibly non-étale) central isogenies.
1.2. Outline of the proof. We give a brief outline of the proof of the existence part of Theorem 1.1 for the convenience of the reader.

First assume that $G$ is split and $S = \text{Spec} \mathbb{Z}[1/N]$ for some $N$ which is divisible by $|\pi_1(\mathcal{D}(G))|$ and the bad primes for $G$. In this case, Theorems 4.6 and 4.12 show that $\mathcal{U}_G$ and $\mathcal{M}_G$ are normal schemes. Moreover, they admit $S$-smooth fiberwise dense open subschemes $\mathcal{U}_{\text{reg}}$ and $\mathcal{M}_{\text{reg}}$ of complementary codimension 2 on fibers. To show the existence of $\rho$, it suffices therefore to show that there is a $G$-equivariant $S$-isomorphism $\rho : \mathcal{U}_{\text{reg}} \to \mathcal{M}_{\text{reg}}$.

Calculations of Springer show that there exist sections $u \in \mathcal{U}_{\text{reg}}(S)$ and $X \in \mathcal{M}_{\text{reg}}(S)$ such that $Z_G(u) = Z_G(X)$, and using the flatness assertion in Theorem 1.3 we show in Lemma 5.3 that there are natural $G$-equivariant $S$-isomorphisms $\mathcal{U}_{\text{reg}} \cong G/Z_G(u)$ and $\mathcal{M}_{\text{reg}} \cong G/Z_G(X)$. From this follows the existence of a unique $\rho$ as above satisfying $\rho(u) = X$. In fact, exercising some care and using results from [ALRR], we can find $u$ and $X$ in almost all cases such that $\rho$ is $\text{Aut}_{G/S}$-equivariant.

This work having been done, the general case follows from a simple twisting argument, explained at the end of Section 5.3, except for type $A_n$ ($n \geq 2$) when $S$ has points of characteristic 2 and type $D_4$ when $S$ has points of characteristic 3; these somewhat complicated cases are dealt with separately in Appendix A.

1.3. Notation and conventions. In this section we collect a few conventions which we will use without comment below.

If $M$ is a finite locally free module over a ring $A$, then we will abuse notation to identify $M$ with the associated affine space $\text{Spec} (\text{Sym}_A M^*)$.

If $A$ is a(n abstract) group with identity element $e$ then we say “$A$ has $n$-torsion” for some $n \in \mathbb{Z}_{>0}$ to mean that there is an element $a \in A$ such that $a \neq e$ and $a^n = e$. A similar convention is applied to the phrase “$A$ has no $n$-torsion.”

We refer to discrete valuation rings as DVRs.

If $S$ is a scheme and $s \in S$, then $\mathbf{7}$ always denotes a geometric point lying over $s$. If $S$ is assumed to be local, then we always denote by $s$ the closed point of $S$; if $S$ is assumed to be irreducible, then we always denote by $\eta$ the generic point of $S$.

If $S$ is an affine scheme and $X = \text{Spec} A$ is an affine $S$-scheme equipped with an action of an $S$-group scheme $G$, then we denote by $X//G$ the GIT quotient $\text{Spec} A^G$ of $X$ by $G$.

If $G$ is a semisimple group scheme over a base scheme $S$, then the universal cover $\tilde{G}$ is the unique semisimple simply connected $S$-group scheme equipped with a central isogeny $\pi_G : \tilde{G} \to G$. We define $\pi_1(G) = \ker(\pi_G)$, and we regard $|\pi_1(\mathcal{D}(G))|$ as a locally constant function $|S| \to \mathbb{Z}$. Note that this disagrees with another common convention, as in [Bor98, 1.1].

We use the word “embedding” to refer to immersions of schemes (in the terminology of [EGA]).

Since it is the original source for such things, we will usually cite [SGA3] for results on reductive group schemes, but we occasionally prefer to cite [Con14] instead, especially for results whose proofs are simplified by methods which appeared after the publication of [SGA3].

1.4. Acknowledgements. I thank Jeremy Booher, Spencer Dembner, and Vaughan McDonald for helpful conversations. I thank Simon Riche for his early interest in and encouragement of this project. I thank Jay Taylor for a question which led to Proposition 5.11. I thank Ravi Vakil for helpful and encouraging conversations, and for his suggestion to make this a standalone paper. Finally, I thank my advisor, Brian Conrad, for very extensive edits and helpful suggestions on previous versions of this paper.
2. Preliminaries

In this section we record some definitions and results which we will use. Almost everything below is standard, but some things often appear in the literature without schemes. In Section 2.6, we will discuss and compare two standard definitions of regularity from the literature.

2.1. Schematic stabilizers. Suppose $S$ is a scheme, $G$ is an $S$-group scheme, $X$ is an $S$-scheme, and there is an $S$-action of $G$ on $X$, i.e., an $S$-morphism $G \times X \to X$ which is a group action on $S'$-points for any $S$-scheme $S'$. If $Y$ is a closed subscheme of $X$ then we define the functorial stabilizer $\text{Stab}_G(Y)$ functorially by

$$\text{Stab}_G(Y)(S') = \{g \in G(S') : g \text{ acts trivially on } Y_{S'}\}.$$

If $X = G$ and the action $G \times X \to X$ is given by conjugation, then $\text{Stab}_G(Y)$ is the functorial centralizer defined in [Con14, Def. 2.2.1], and the following lemma is contained in [Con14, Lem. 2.2.4].

\textbf{Lemma 2.1.} Suppose $X$ is finitely presented and $S$-affine and $Y$ is finite flat and finitely presented over $S$. If $G$ is finitely presented, then $\text{Stab}_G(Y)$ is represented by a finitely presented closed subgroup of $G$.

\textbf{Proof.} By [Con14, Lem. 2.1.3], there is a finitely presented $S$-affine scheme $\text{Hom}(Y, X)$ which represents the functor

$$S' \rightsquigarrow \text{Hom}_S(Y_{S'}, X_{S'}).$$

The given inclusion of $Y$ into $X$ corresponds to an $S$-point $S \to \text{Hom}(Y, X)$, which is a finitely presented closed embedding, being a section to a finitely presented separated morphism. The restriction of the action map $G \times X \to X$ to $Y$ gives rise to a $G$-point $G \to \text{Hom}(Y, X)$, and $\text{Stab}_G(Y)$ is represented by the fiber product of these two morphisms. The fact that $\text{Stab}_G(Y)$ is a finitely presented closed subgroup of $G$ follows from base change. \hfill \Box

\textbf{Example 2.2.} There are two special cases of Lemma 2.1 which will concern us, both applied to the case that $G$ is smooth and $S$-affine.

1. Let $X = G$, let $G \times X \to X$ be the conjugation action, and let $Y = \{g\}$ for some section $g \in X(S)$. Then $\text{Stab}_G(Y)$ is called the centralizer of $g$ in $G$ and denoted by $Z_G(g)$.

2. Let $\mathfrak{g}$ be the Lie algebra of $G$. If $X = \mathfrak{g}$, $G \times X \to X$ is the adjoint action, and $Y = \{x\}$ for some section $x \in X(S)$, then $\text{Stab}_G(Y)$ is called (perhaps abusively) the centralizer of $x$ in $G$ and denoted by $Z_G(x)$. We remark that if $S = \text{Spec } k$ for an algebraically closed field $k$, then this is not the same as the centralizer appearing in [Jan04, 2.1]; that centralizer is the underlying reduced scheme.

If $G$ is smooth and $S$-affine for some affine base scheme $S = \text{Spec } A$, and if $\mathfrak{g} = \text{Lie } G$, $X \in \mathfrak{g}$, then $Z_\mathfrak{g}(X)$ denotes the Lie algebra centralizer of $X$. This we will regard simply as a Lie algebra over $A$, so we don’t need Lemma 2.1 to obtain existence of this object.

\textbf{Lemma 2.3.} Let $G$ be a smooth $S$-affine group scheme over an affine base scheme $S = \text{Spec } A$. If $\mathfrak{g} = \text{Lie } G$, $X \in \mathfrak{g}$, and $g \in G(A)$ then $\text{Lie } Z_G(X) = Z_\mathfrak{g}(X)$ and $\text{Lie } Z_G(g) = \mathfrak{g}^\text{Ad}(g)$.

\textbf{Proof.} Define a morphism $\phi : (G, 1) \to (\mathfrak{g}, 0)$ via $g \mapsto \text{Ad}(g)X - X$. Consider the following diagram with rows which are equalizer sequences.

$$\begin{array}{ccc}
Z_G(X)(A) & \longrightarrow & G(A)[(e^2)] \\
\downarrow & & \downarrow \\
Z_G(X)(A) & \longrightarrow & G(A)
\end{array}$$

Then:

$$\begin{array}{ccc}
G(A) & \longrightarrow & \mathfrak{g} \\
\phi & \mapsto & 0 \\
\phi & \mapsto & 0
\end{array}$$

Since $\phi$ is a morphism of $G$-algebras, we have $\phi \circ \phi = 0$.
Passing to “vertical” fibers over the respective identity elements, a diagram chase shows that this induces an equalizer sequence

\[
\begin{array}{ccc}
\text{Lie } Z_G(X) & \longrightarrow & g \\
\downarrow & & \downarrow \phi \\
0 & \longrightarrow & g
\end{array}
\]

The differential of \( \text{Ad} : G \to \text{GL}(g) \) is \( \text{ad} : g \to \mathfrak{gl}(g) \), so \( d\phi \) is given by \( (d\phi)(Y) = [Y,X] \), and we conclude \( \text{Lie } Z_G(X) \cong \mathfrak{z}_G(X) \). The argument for \( \text{Lie } Z_G(g) \) is completely similar, using that the differential at 1 of the morphism \( G \to G \), defined by \( x \mapsto gxg^{-1} \) is \( Y \mapsto \text{Ad}(g)Y \).

\[ \blacksquare \]

2.2. **Reductive group schemes.** We recall some basic notions from the theory of reductive group schemes; see [Con14] or [SGA3] for more comprehensive treatments. We recall first that a smooth affine group scheme \( G \) over a field \( k \) is called reductive if its geometric unipotent radical is trivial; i.e., if \( G_k \) contains no nontrivial smooth connected normal unipotent subgroup. Since the unipotent radical of \( G_k \) is a characteristic subgroup scheme of \( G^0_k \), this condition is equivalent to the condition that \( G^0 \) is connected reductive. A reductive \( k \)-group \( G \) is called semisimple if moreover its center \( Z(G) \) is finite.

**Definition 2.4.** Let \( S \) be a scheme. An \( S \)-group scheme \( G \) is reductive if it is smooth, \( S \)-affine, and \( G_S \) is connected reductive for every geometric point \( \overline{s} \) of \( S \). Similarly, \( G \) is semisimple if it is reductive and \( G_S \) is semisimple for every geometric point \( \overline{s} \) of \( S \).

We note the slight discrepancy in definitions: over a field, we have not required that \( G \) be connected, but over a general base scheme we have required that \( G \) have connected fibers. For the remainder of this paper, any result stated exclusively over a field will use the term in the first more general sense, and any result stated over a more general base will use the term in the second more restricted sense.

Every reductive group scheme \( G \to S \) admits a split fiberwise maximal torus \( T \) over some etale cover of \( S \) [Con14, Lem. 5.1.3], and (locally on \( S \)) the pair \((G, T)\) has a root system \( \Phi \) coming from a decomposition of the Lie algebra \( \mathfrak{g} \) of \( G \) into weight spaces for \( T \) under the adjoint action. As in the classical setting, the functorial center \( Z(G) \) is a subgroup scheme of \( G \) of multiplicative type over \( S \), and it is the kernel of the adjoint action \( \text{Ad}_G : G \to \text{GL}(g) \) [Con14, Prop. 3.3.8]. Many other classical results and constructions concerning reductive groups extend to this more general setting: the theory of Borel and parabolic subgroups [Con14, §5.2]; the theory of central isogenies, universal covers, and adjoint quotients [Con14, §6]; the decomposition of simply connected and adjoint type groups into simple components [Con14, Thm. 5.1.19]; and the theory of the derived group [Con14, Thm. 5.3.1]. We will use all of these notions frequently without comment.

See [Ste75, Lem. 2.14, Thm. 2.15] for the indication of a proof of the following theorem.

**Theorem 2.5.** Let \( G \) be a reductive group over a field \( k \), and let \( g \in G(k) \) be semisimple. Then

1. \( Z_G(g) \) is a reductive group,
2. If \( G \) is connected and \( \mathcal{D}(G) \) is simply connected, then \( Z_G(g) \) is connected.

2.3. **Jordan decomposition.** We recall the definition and construction of the Jordan decomposition below in order to prove Lemma 2.6. Recall that if \( k \) is a perfect field, \( V \) is a finite-dimensional \( k \)-vector space, and \( T \) is a \( k \)-linear operator on \( V \), then \( T = T_{ss} + T_n \) uniquely for commuting operators \( T_{ss} \) and \( T_n \), where \( T_{ss} \) is semisimple and \( T_n \) is nilpotent. It is standard that for a given \( T \), there are some polynomials \( p(X), q(X) \in k[X] \) such that \( T_{ss} = p(T) \) and \( T_n = q(T) \). Moreover, if \( T \) is invertible then there is a unique decomposition \( T = x_s x_u \) for commuting elements \( x_s \) and \( x_u \), where \( x_s \) is semisimple and \( x_u \) is unipotent. In fact, here we have \( x_s = T_{ss} \) and \( x_u = 1 + T_{ss}^{-1} T_n \).

More generally, if \( G \) is a linear algebraic group over \( k \), then for any \( g \in G(k) \) there is a unique decomposition \( g = tu \) for commuting elements \( t, u \in G(k) \), where \( t \) is semisimple and \( u \) is unipotent, and this is called the Jordan decomposition. Explicitly, let \( i : G \to GL_n \) be a closed embedding of
linear algebraic groups, and decompose \( i(g) = i(t)i(u) \) as above. Then \( i(g)_s, i(g)_u \in i(G(k)) \), so there exist unique \( t, u \in G(k) \) such that \( i(t) = i(g)_s \) and \( i(u) = i(g)_u \), and these give the Jordan decomposition. There is also a Jordan decomposition in the Lie algebra \( \mathfrak{g} \) of \( G \): if \( X \in \mathfrak{g} \) then there is a Jordan decomposition \( \mathfrak{d}(X) = Y_{ss} + Y_n \) in \( \mathfrak{gl}(V) \). It turns out that \( Y_{ss} = \mathfrak{d}(X_{ss}) \) and \( Y_n = \mathfrak{d}(X_n) \) for some \( X_{ss}, X_n \in \mathfrak{g} \), and these are independent of choice of \( i \).

The following lemma is useful, in light of Theorem 2.5, for reducing questions about centralizers of elements of connected reductive groups to questions about centralizers of unipotent elements.

**Lemma 2.6.** Let \( k \) be a perfect field and let \( G \) be a linear algebraic group over \( k \). If \( g \in G(k) \) has Jordan decomposition \( g = tu \), then as group schemes

\[
Z_G(g) = Z_{Z_G(t)}(u).
\]

If \( \mathfrak{g} \) is the Lie algebra of \( G \) and \( X \in \mathfrak{g} \) has Jordan decomposition \( X = X_{ss} + X_n \), then as group schemes

\[
Z_G(X) = Z_{Z_G(X_{ss})}(X_n).
\]

**Proof.** Choose an embedding \( i : G \to GL(V), \) so \( Z_G(g) = i^{-1}(Z_{GL_n}(i(g))) \). Since \( i(g) = i(t)i(u) \) is the Jordan decomposition of \( i(g) \), we reduce to the case \( G = GL(V) \): indeed, one can check that

\[
i^{-1}(Z_{GL_n}(i(t))(i(u))) = Z_{Z_G(t)}(u).
\]

Now in the case \( G = GL(V) \), we know that \( t = p(g) \) for a polynomial \( p \in k[X] \) as above. Thus if \( R \) is a \( k \)-algebra and \( h \in G(R) \subset \text{End}(V_R) \), we see that \( h \) commutes with \( g_R \) if and only if it commutes with \( t_R \) and \( u_R \). Indeed, if \( h \) commutes with \( t_R \) and \( u_R \) then it clearly commutes with \( g_R = t_Ru_R \). Conversely, if \( h \) commutes with \( g_R \) then it commutes with every polynomial in \( g_R \), and hence it commutes with \( t_R \) by the above. Thus \( h \) commutes with \( u_R = t_R^{-1}g_R \), as desired. A completely analogous argument establishes the second claim. \( \square \)

### 2.4. Good primes

We will give a brief summary of the notions of good and very good primes, following [SS70].

**Definition 2.7.** Given a reduced root system \( \Phi \), we say that \( p \) is a **bad prime** for \( \Phi \) if there is a closed subsystem \( \Sigma \subset \Phi \) such that \( \mathbb{Z}\Phi/\Sigma \mathbb{Z} \) has \( p \)-torsion. Similarly, \( p \) is a **torsion prime** if there is some such \( \Sigma \) so that \( \mathbb{Z}\Phi^\vee/\Sigma \mathbb{Z} \) has \( p \)-torsion. If \( p \) is not a bad prime, then it is a **good prime**.

The following definition is non-standard, but we find it clarifying.

**Definition 2.8.** If \( V = \mathbb{Z}\Phi \otimes_{\mathbb{Z}} \mathbb{Q} \), set \( P = (\mathbb{Z}\Phi^\vee)^* \subset V \). We say that \( p \) is a **singular prime** if \( p \) divides \( |P/\mathbb{Z}\Phi| \). If \( p \) is not a singular prime, then it is a **smooth prime**.

Finally, we say that \( p \) is a **very good prime** if \( p \) is both a good prime and a smooth prime. If \( G \) is a split reductive group over a field \( k \) of characteristic \( p > 0 \), then we will say that that \( p \) is a bad (resp. torsion, resp. singular, resp. good, resp. smooth, resp. very good) prime for \( G \) provided that it is the same for the root system \( \Phi \). In general, we will say that \( \text{char } k = 0 \) for \( G \) provided that either \( \text{char } k = 0 \) or \( \text{char } k = 0 \) is a good prime for \( G \). We remark that if \( G \) is connected, semisimple and simply connected, then the quotient \( P/\mathbb{Z}\Phi \) above is Cartier dual to the center \( \mathbb{Z}(G) \). On the other hand, if \( G \) is connected, semisimple, and of adjoint type, then \( P/\mathbb{Z}\Phi \) is Cartier dual to the fundamental group of \( G \). In general, if \( G \) is connected and semisimple, then \( p \) is a smooth prime if and only if the map \( \pi_G : \tilde{G} \to G \) from the universal cover is smooth and the center \( \mathbb{Z}(G) \) of \( G \) is smooth, whence the name.

In [SS70, I, 4.3, 4.4], the bad primes and torsion primes are determined for all irreducible reduced \( \Phi \). In particular, every torsion prime is a bad prime, and all primes greater than 5 are good for every \( \Phi \). The singular primes may also be determined from the tables in [Bou68, Chap. VI, §4]. Table 1 shows the bad primes, torsion primes, and singular primes for the various irreducible root
2.5. **Weights and representations.** If $G$ is a split reductive group over a field $k$, and we are given a (split) maximal torus $T$ inside a Borel subgroup $B$, then there is an associated root system $\Phi = \Phi(G,T)$ with a system of simple roots $\Delta = \Delta(B,T) = \{\alpha_1, \ldots, \alpha_r\}$. We let $\alpha_i^\vee, \ldots, \alpha_r^\vee$ be the associated system of simple coroots. If (and only if) $G$ is semisimple and simply connected, the simple coroots form a basis for the cocharacter lattice $\mathcal{X}$, and we let $\omega_1, \ldots, \omega_r$ be the dual basis for the character lattice $X(T)$, called the *fundamental weights*. In any case, we let $X(T)_+$ denote the set of *dominant characters*; i.e., the set of characters $\lambda \in X(T)$ such that $\langle \alpha_i^\vee, \lambda \rangle \geq 0$ for all $i$. By [Bou68, Chap. VI, §1, Thm. 2], if $W = N_G(T)/T$ is the Weyl group of $(G,T)$, then every element of $X(T)$ is $W$-conjugate to a unique dominant character. If $G$ is semisimple and simply connected, then $X(T)_+$ is a free semigroup, generated by the fundamental weights $\omega_1, \ldots, \omega_r$. Associated to each fundamental weight $\omega_i$ there is a representation $V_i$ of $G$, called the *ith fundamental representation*, with highest weight $\omega_i$, see [Jan03, II, §2]. We will maintain this notation below whenever given a triple $(G,B,T)$ as above.

2.6. **Regular elements.** We briefly recall Steinberg’s theory of regular elements of a connected reductive group $G$. Let $r$ denote the rank of $G$; i.e., the dimension of a maximal torus of $G$. If $g \in G(k)$, then $Z_G(g)$ is of dimension $\geq r$. Indeed, suppose $k$ is algebraically closed and $B$ is a Borel subgroup of $G$ containing $g$ with unipotent radical $U$. Then the orbit map $B/Z_B(g) \to B \to B/U$ under the conjugation action is constant since $B/U$ is commutative. So the image of the orbit map is contained in $gU$ and we obtain the dimension bound. We say that $g$ is *regular* if equality holds, i.e., $Z_G(g)$ is of dimension $r$. If $g$ is semisimple, this implies that $Z_G(g)_0$ is a torus, but $g$ need not be semisimple in this definition: in general, if $g = tu$ is the Jordan decomposition of $g$, then $Z_G(t)_0$ is a connected reductive group of rank $r$, so that $u$ is a regular unipotent element of $Z_G(t)_0$. We summarize some results of Steinberg on regular unipotent elements in the following theorem.

**Theorem 2.9.** Let $G$ be a connected reductive group over an algebraically closed field $k$ of characteristic $p \geq 0$.

1. [Ste65, Thm. 3.1] Regular unipotent elements exist in $G(k)$, and any two are $G(k)$-conjugate.
2. [Ste65, Lem. 3.2, Thm. 3.3] If $u \in G(k)$ is regular unipotent, then there is a unique Borel subgroup $B$ of $G$ containing $u$.
3. [Ste65, §4] If $\mathcal{O}(G)$ is simply connected and $u \in G(k)$ is regular unipotent, then the fixed point algebra $g^{Ad(u)}$ has dimension $\leq \dim 1 + r_{ss}$, where $1$ is the center of the Lie algebra $g = \text{Lie } G$ and $r_{ss}$ is the semisimple rank of $G$.

**Proof.** All points are proved in [Ste65] under the further assumption that $G$ is semisimple. Since all unipotent elements of $G(k)$ lie in $\mathcal{O}(G)(k)$, the first two points extend immediately to the more
general reductive case. The third point extends to reductive $G$ in a less straightforward manner, and we will indicate how to perform this extension. Let $T$ be a maximal torus of $G$, and let $T' = T \cap \mathcal{H}(G)$ be the maximal torus of $\mathcal{H}(G)$ contained in $T$. Let $\alpha_1, \ldots, \alpha_r$ be a system of simple roots for $T$ with corresponding fundamental weights $\omega_1, \ldots, \omega_r$ for $T'$, and let $w = s_1 \cdots s_r$ denote the Coxeter element corresponding to this system of simple roots. The only part of the argument in [Ste65, §4] using semisimplicity (or simple connectedness!) of $G$ is step 4) in the proof of [Ste65, Lem. 4.3], where it is proved (in the semisimple case) that the kernel of $1 - \text{Ad}(w)$ on Lie $T$ is $\mathfrak{z}$ (certainly it contains $\mathfrak{z}$). We prove this below under our more general hypotheses, following the main strategy of [Ste65]. Recall that $\mathfrak{z}$ is the subalgebra of Lie $T$ consisting of elements vanishing along each root differential $d\alpha_i$.

Choose lifts $\omega_1, \ldots, \omega_r \in X(T)$ of $\omega_1', \ldots, \omega_r'$ arbitrarily. We note that $s_j \cdot \omega_i = \omega_i - \langle \omega_i, \alpha_j \rangle \alpha_j$, so by [Bou68, Chap. VI, §1.10] we have

$$s_j \cdot \omega_i = \omega_i - \delta_{ij} \alpha_i$$

by the corresponding relation for $\omega_i'$ and the fact that $\alpha_j'$ takes values in $T'$. Choose $\lambda_1, \ldots, \lambda_s \in X(T/T')$ forming a basis of $X(T/T')$, so that $\omega_1, \ldots, \omega_r, \lambda_1, \ldots, \lambda_s$ forms a basis of $X(T)$. In particular, $d\omega_1, \ldots, d\omega_r, d\lambda_1, \ldots, d\lambda_s$ forms a basis of $\mathfrak{t}^*$. Suppose that $H \in \mathfrak{t}$ is an element such that $(1 - \text{Ad}(w))H = 0$. Applying $\text{Ad}(s_1)$, we find

$$(1 - \text{Ad}(s_1))H = (1 - \text{Ad}(s_2 \cdots s_r))H.$$ 

Applying $d\lambda_i$ to either side yields 0 because $W$ acts trivially on $X(T/T')$. Similarly, applying $d\omega_2, \ldots, d\omega_r$ to the left side yields 0, and applying $d\omega_1$ to the right side yields 0, both by the above displayed relations for $\omega_i$. Induction shows $(1 - \text{Ad}(s_i))H = 0$ for all $i$. Applying $d\omega_i$, we find $(d\alpha_i)(H) = 0$ for all $i$. Thus $H \in \mathfrak{z}$, as desired.

The following nonstandard definition will also be used later.

**Definition 2.10.** We say that an element $g \in G(k)$ is **strongly regular** if it is regular and in the Jordan decomposition $g = tu$, the centralizer $Z_G(t)$ is connected.

Note that if $\mathcal{H}(G)$ is simply connected, then regularity and strong regularity are equivalent conditions by Theorem 2.5.

There is also a notion of regular element for elements of the Lie algebra $\mathfrak{g}$ of $G$. By the same argument as before, if $X \in \mathfrak{g}$, then $\dim Z_G(X) \geq r$. If equality holds, we will say that $X$ is **regular**. Unlike in the group case, regular semisimple elements need not exist: see Lemma 2.12. On the other hand, [Ric17, Lem. 3.1.1] shows that regular nilpotent elements always exist. If $X \in \mathfrak{g}$ is regular nilpotent, then $X$ is contained in the Lie algebra of a unique Borel subgroup of $G$ by [Spr66b, Lem. 5.3].

There is another useful definition of regularity for elements of a Lie algebra which is common in the literature. This definition plays no role in the present paper, and we discuss it only for the sake of completeness. Given a Lie algebra $\mathfrak{g}$ over a ring $k$ and an element $X \in \mathfrak{g}$ there is a characteristic polynomial $P(X, t) = t^n + c_{n-1}(X)t^{n-1} + \cdots + c_0(X)t^0$ for the adjoint action of $X$ on $\mathfrak{g}$. Here the $c_i$ are functorial in $k$, so they are given by elements of the symmetric algebra of $\mathfrak{g}^*$ (well-defined even if $k$ is finite), and we assume that $c_r$ is not the 0 element. If $k$ is a field, then this $r$ is called the **nilpotent rank** of $\mathfrak{g}$. We note that if $\mathfrak{g}$ is the Lie algebra of a connected semisimple group $G$ over a field $k$, then $r$ is at least the rank of $G$, as can be seen from the fact that for any $X \in \mathfrak{g}$ we have $\text{Lie } Z_G(X) = \mathfrak{z}_g(X)$ (by Lemma 2.3). For the rest of this section, $k$ is assumed to be a field.

**Definition 2.11.** We will say that an element $X \in \mathfrak{g}$ is **Chevalley regular** if $c_r(X) \neq 0$.

This is nonstandard terminology which we introduce only to distinguish it from our previous definition of regularity. See [SGA3, Exp. XIII, XIV] for a comprehensive treatment of this notion.
of regularity, as well as some interesting applications to Zariski-local torus lifting in reductive group schemes. The following lemma relates the two notions.

**Lemma 2.12.** Let $G$ be a semisimple group over a field $k$ with Lie algebra $\mathfrak{g}$. If $k$ is infinite, then Chevalley regular elements always exist in $\mathfrak{g}$. Moreover:

1. If $X \in \mathfrak{g}$ is regular and semisimple, then it is Chevalley regular.
2. If $d\alpha \neq 0$ for all roots $\alpha$ in some root system for $G^\mathbb{C}$, then an element $X \in \mathfrak{g}$ is Chevalley regular if and only if it is regular and semisimple.
3. If $d\alpha = 0$ for some root $\alpha$ in a root system for $G^\mathbb{C}$, then there are no semisimple regular elements in $\mathfrak{g}$.

**Remark 2.13.** If $T$ is a torus over a field $k$ of characteristic $p$ and $\lambda \in X(T)$ is a character, then $d\lambda = 0$ if and only if $\lambda$ is divisible by $p$ in the character lattice. Using this and the calculations in [Bou68, Chap. VI, §4], one can show that if $G$ is simple over an algebraically closed field $k$ and $d\alpha = 0$ for some root $\alpha$, then $G \cong \text{Sp}_{2n}$ for some $n \geq 1$ and $\text{char } k = 2$; see [CR10, Lem. 1.3.1], for example.

**Proof of Lemma 2.12.** The claim about existence of Chevalley regular elements when $k$ is infinite is true for all Lie algebras, as is easy to see since the locus of $x \in \mathfrak{g}$ such that $c_r(x) \neq 0$ is open and dense in $\mathfrak{g}$. In fact, [SGA3, Exp. XIV, App.] shows that Chevalley regular elements always exist when $G$ is semisimple of adjoint type, even if $k$ is finite. For the remainder of the proof, we may and do assume that $k$ is algebraically closed.

For (1), suppose that $X \in \mathfrak{g}$ is regular and semisimple. Then by Proposition 3.7, $Z_G(X)^0$ is a connected reductive group of dimension equal to the rank of $G$. The proof of Proposition 3.7 also shows that $X$ lies in the Lie algebra of a maximal torus $T$ of $G$. Thus $T \subset Z_G(X)^0$, and dimension considerations combine with smoothness to show that $T = Z_G(X)^0$. Since Lie $Z_G(X) = \mathfrak{j}_g(X)$, the nilpotent rank of $\mathfrak{g}$ is equal to the rank of $G$ and thus $X$ is Chevalley regular.

For (2), by the definition in [SGA3, Exp. XIII, Prop. 4.4], if $X \in \mathfrak{g}$ is Chevalley regular then it is contained in a unique Cartan subalgebra $\mathfrak{h}$ of $\mathfrak{g}$. The argument in the proof of [SGA3, Exp. XIV, Thm. 3.18] applies under our hypotheses, and it combines with [SGA3, Exp. XIV, Thm. 3.9 a)] to show that $\mathfrak{h}$ is the Lie algebra of some maximal torus $T$ of $G$. Thus $X$ is semisimple. Moreover, [SGA3, Exp. XIII, Thm. 6.1 b)] shows that $T = N_G(X)^0$, so dimension and smoothness considerations show $T = Z_G(X)^0$; thus $X$ is regular.

For (3), suppose that there exists a regular semisimple element $X \in \mathfrak{g}$. By (1), $X$ is Chevalley regular, so the equality Lie $Z_G(X) = \mathfrak{j}_g(X)$ shows that the nilpotent rank of $\mathfrak{g}$ is equal to the rank of $G$. Thus $T = Z_G(X)^0$ is a maximal torus of $G$. Let $t = \text{Lie } T$. There is then a decomposition

$$\mathfrak{g} = t \oplus \bigoplus_{\alpha \in \Phi} \mathfrak{g}_\alpha,$$

where $\mathfrak{g}_\alpha$ is the $\alpha$-eigenspace for the adjoint action of $T$ on $\mathfrak{g}$. It is simple to check that

$$\mathfrak{j}_g(t) = t \oplus \bigoplus_{\substack{\alpha \in \Phi \\alpha \neq 0}} \mathfrak{g}_\alpha.$$

Since $t = \mathfrak{j}_g(X)$ contains $\mathfrak{j}_g(X)$, it follows that $d\alpha \neq 0$ for all $\alpha \in \Phi$.

**3. Centralizers of regular elements**

In this section, we will prove Theorem 1.3. To do so, we first need to understand centralizers of regular elements over a field, so in the Section 3.1 our main aim is to establish Corollary 3.5. After this we use the case-checking in [Spr66b] to establish smoothness results for centralizers of regular elements of the Lie algebra in Section 3.2. Finally, Section 3.3 combines these results to deduce Theorem 1.3.
Throughout Sections 3.1 and 3.2, $G$ is a connected reductive group over a field $k$ of characteristic $p \geq 0$, $T$ is a maximal $k$-torus of $G$, and $\Phi = \Phi(G \sqrt{T}, T)$ and $\Phi^\vee$ are the root system and the coroot system corresponding to this data, respectively. We recall that $\pi_1(\mathcal{D}(G \sqrt{T}))$ (defined as the kernel of the universal cover of $\mathcal{D}(G \sqrt{T})$) is Cartier dual to the constant $\mathcal{T}$-group $((X_*(T \sqrt{T})/\mathbb{Z}\Phi^\vee)^\ast/tors)$ (where the asterisk denotes the dual finite abelian group), and $Z(G \sqrt{T})$ is Cartier dual to the constant $\mathcal{k}$-group $X(T \sqrt{T})/\mathbb{Z}\Phi$. Note that our definition of the fundamental group differs from [Bor98, 1.1].

3.1. Centralizers of group elements.

Theorem 3.1 ([Ste75, Thm. 2.21]). Suppose $t \in G(k)$ is semisimple, and suppose $n$ is a positive integer such that $t^n \in Z(G)(k)$. Suppose $t \in T$, and let $\Phi_t$ be the root system corresponding to the pair $(Z_G(T)(t)^0, T)$.

1. If $Z\Phi^\vee/Z(\Phi_t)^\vee$ has $\ell$-torsion for a prime number $\ell$, then $\ell$ divides $n$.
2. If $Z\Phi/Z\Phi_t$ has $\ell$-torsion for a prime number $\ell$, then $\ell$ divides $n$.
3. If $G$ is absolutely simple, then $(Z\Phi^\vee/Z\Phi_t)^\ast/tors$ and $(Z\Phi/Z\Phi_t)^\ast/tors$ are cyclic groups whose orders divide $n$.
4. If $G$ is absolutely simple, $(Z\Phi/Z\Phi_t)^\ast/tors$ has order $m$, and $\alpha \in Z\Phi$ maps to a generator, then the value $\alpha(t) \in k^\times$ has (exact) order $m$.

Only the first point in this theorem is explicitly stated in [Ste75], but the proof establishes the other points as well. This is an important result for us, so we will describe the proof in some detail, following closely the proof of [Ste75, Thm. 2.21].

Proof. We may evidently assume that $k$ is algebraically closed, and we will do so. By [Ste75, Lem. 2.9(a)], every closed subsystem of $\Phi$ is the root system of some reductive subgroup of $G$ of the same rank. Thus by passing from $\Phi$ to $Q\Phi_t \cap \Phi$, we may assume that $\Phi$ is a subset of $Q\Phi_t$. We will further reduce the proofs of the first two points to the case that $G$ is simple and simply connected. If $S$ is the maximal central torus in $G$, then the multiplication map $S \times \mathcal{D}(G) \rightarrow G$ is a central isogeny, and there is an induced isomorphism of root systems in the opposite direction. Since the root system of $S$ is trivial, we may pass from $G$ to $\mathcal{D}(G)$ and from $t$ to some component in $\mathcal{D}(G)(k)$ and thus assume that $G$ is semisimple. Replacing $G$ by its universal cover $\tilde{G}$ and $t$ by an arbitrary lift in $G(k)$ (which does not affect $\Phi$ or $\Phi_t$), we may then assume that $G$ is simply connected. Under these hypotheses, $G$ is a product of simple groups, so by the same reasoning as before we may assume that $G$ is simple. We have thus reduced (1) and (2) to (3).

Let $\mathcal{T} = (R \otimes X_*(T))/X_*(T)$, so that $\mathcal{T}$ is a compact torus over $R$ with character lattice $X(T)$. We may and will regard every character of $T$ as a function $\mathcal{T} \rightarrow R/\mathbb{Z}$. By [Ste68, 5.1], there exists $\tau \in \mathcal{T}$ such that precisely the same characters vanish at $t$ and $\tau$. Since $t^n \in Z(G)$, all roots vanish at $t^n$. Since $\alpha(t^n) = (n\alpha)(t)$ for all $n$ and all characters $\alpha \in X(T)$ (and similarly for $\tau$), it follows that all roots vanish at $\tau^n$. We wish now to understand the least $n$ such that all roots vanish at $\tau^n$, a task which we take up below. We note for later reference that

$$\Phi_t = \{\alpha \in \Phi : \alpha(t) = 0 \} = \{\alpha \in \Phi : \alpha(\tau) = 0 \}.$$ 

Let $\alpha_1, \ldots, \alpha_r$ be a basis for $\Phi$, and let $\alpha_0 = \sum_{i=1}^r -n_i\alpha_i$ be the negation of the highest root of $\Phi$. Let $V = \mathbf{R} \otimes X_*(T) = \mathbf{R} \otimes \mathbb{Z}\Phi^\vee$, and let $\Sigma$ denote the simplex in $V$ defined by the inequalities $\alpha_i \geq 0$ for $1 \leq i \leq r$ and $\alpha_0 \geq -1$. Then $\Sigma$ is a fundamental domain for the action of the affine Weyl group $W_0 = \mathbb{Z}\Phi^\vee \times W = X_*(T) \times W$, where $W$ is the (finite) Weyl group, see [Bou68, Chap. V, §3, Thm. 2]. So the image $\Sigma$ of $\Sigma$ in $\mathcal{T}$ is a fundamental domain for the action of $W$.

Let $v \in \Sigma$ be any point, and let $\Phi_v$ denote the subsystem of $\Phi$ consisting of those roots which take integral values at $v$. In other words, if we consider every character $\alpha \in X(T)$ as a function $\mathcal{T} \rightarrow \mathbf{R}/\mathbb{Z}$, then $\Phi_v$ consists of those roots which vanish on the image of $v$ in $\mathcal{T}$. We claim that if $v$ is not a vertex of $\Sigma$, then $Z\Phi_v$ is not finite index in $Z\Phi$, i.e., $Q\Phi_v \neq Q\Phi$. Note that in any case
we have $-1 \leq \alpha_0(v) \leq 0$ and $0 \leq \alpha_i(v) \leq 1/n_i$ for all $1 \leq i \leq r$. If $v$ is not a vertex, then there exist two indices $0 \leq i < j \leq r$ such that $\alpha_i(v)$ and $\alpha_j(v)$ take neither extreme value in the above inequalities. First suppose $i = 0$, so that $-1 < \alpha_0(v) < 0$ and $0 < \alpha_j(v) < 1/n_j$. It follows that $\Phi_v$ contains no positive root $\beta = \sum_{m=1}^r p_m \alpha_m$ with $p_j \neq 0$; by [Bou68, Chap. VI, §1, Prop. 25(i)], we have $p_m \leq n_m$ for all $m$, and because $\alpha_m(v) \geq 0$ for all $m \geq 1$ it follows that

$$0 < \beta(v) = \sum_{m=1}^r p_m \alpha_m(v) < 1,$$

proving the claim. Thus $\Phi_v \subset \sum_{m \neq j} \mathbb{Z} \alpha_m$ and $Q \Phi_v$ has dimension $\leq r - 1$, as desired. Now suppose $i \neq 0$, so that $0 < \alpha_i(v) < 1/n_i$ and $0 < \alpha_j(v) < 1/n_j$. A similar argument to the above shows that $\Phi_v$ contains no positive root $\sum_{m=1}^r p_m \alpha_m$ with $p_i \neq 0$ and $p_j \neq 0$ other than $-\alpha_0$. Thus $\Phi_v \subset \mathbb{Z} \alpha_0 + \sum_{m \neq i, j} \mathbb{Z} \alpha_m$, and we win again.

For each $1 \leq i \leq r$, let $v_i$ be the vertex of $\Sigma$ in $V$ defined by $\alpha_j(v_i) = 0$ for $j \neq i$ and $\alpha_i(v_i) = 1/n_i$ (so that $\alpha_0(v_i) = -1$). We now reduce to the case that $\Phi_i = \Phi_i$ for some $i$. Since $\Sigma$ is a fundamental domain for the Weyl group action on $\mathcal{F}$, the point $\tau$ is equivalent to some point of $\Sigma$. Note that if $w \in W$ then precisely the same characters vanish at $w \cdot \tau$ and $w \cdot t$ since $\alpha(w \cdot t) = (w^{-1} \cdot \alpha)(t)$ and similarly for $\tau$. Since $\Phi_i$ and $\Phi$ span the same vector space, $\tau$ is in fact equivalent to a vertex by the previous paragraph. In fact we may assume this vertex is not $0$ since otherwise $\Phi_i = \Phi$ and the result is trivial. Thus $\tau$ is equivalent to some $v_i$ as above, so we may assume $\Phi_i = \Phi_i$. Clearly $n_i v_i$ is the smallest multiple of $v_i$ at which all roots vanish, so $n_i$ divides $n$. By [Ste75, 1.15], if $\Phi_i = \Phi_i$, then $Z \Phi / Z \Phi_i$ is cyclic of order $n_i$, and in particular its order divides $n$.

Let $\alpha_i^\vee = -\sum_{i=1}^r n_i \alpha_i^\vee$ be the expression of $\alpha_i^\vee$ as a linear combination of elements in the dual coroot basis. By [Ste75, 1.15], $Z \Phi^\vee / \mathbb{Z} \Phi_i^\vee$ has order $n_i^\vee$. One can show (see [Ste75, 1.1]) $n_i^\vee \alpha_i^\vee / (\alpha_i, \alpha_i) = n_i$, where $(\cdot, \cdot)$ is a chosen $W$-invariant inner product. By [Bou68, Chap. VI, §1, Prop. 25(iii)], $\alpha_0$ is a long root, so by [Bou68, Chap. VI, §1, Prop. 12(i)] $n_i^\vee$ divides $n_i$. This establishes (3).

For (4), suppose again that $\Phi_i = \Phi_i$, as we may by replacing $t$ by a $W$-conjugate. In particular, this means that $\alpha_j(t) = 1$ for all $j \neq i$ and $n_i$ is the minimal positive integer such that $\alpha_i(t^{n_i}) = 1$. So $n_i$ is the minimal positive integer such that $t^{n_i} \in Z(G)$. Since also $n_i$ is the order of $Z \Phi / Z \Phi_i$, point (4) follows.

**Corollary 3.2.** Let $t \in G(k)$ be semisimple and let $H = Z_G(t)^0$.

1. If $p \nmid |\pi_1(\mathcal{D}(G))|$, then $p \nmid |\pi_1(\mathcal{D}(H))|$.
2. The quotient $Z(H)/Z(G)$ is smooth.
3. If $\mathcal{D}(G)$ is simple then $Z(H)/Z(H)^0Z(G)$ is cyclic, generated by $t$.

**Proof.** We may and do assume that $k$ is algebraically closed and that $G$ is semisimple. For (1), one can reduce easily to the case that $G$ is simply connected. Note that $\langle t \rangle$ is a group of multiplicative type, so we may decompose it as $\langle t \rangle = S \times M$, where $S$ is a torus and $M$ is a finite k-group of multiplicative type. By [Ste75, Lem. 2.17], $Z_G(S)$ is a connected reductive k-group such that $\mathcal{D}(Z_G(S))$ is simply connected. Thus by passing from $G$ to $\mathcal{D}(Z_G(S))$ we may assume that $t$ has finite order $n$. By Theorem 3.1(1), if $T$ is a maximal torus of $H$ then every prime dividing the order of $(Z \Phi^\vee / \mathbb{Z} \Phi_i^\vee)_{\text{tors}}$ divides $n$. By hypothesis, $p$ does not divide the order of $(X_*(T)/Z \Phi^\vee)_{\text{tors}}$. Since $t$ is semisimple, $p$ does not divide $n$. Consider the left exact sequence

$$0 \to (Z \Phi^\vee / \mathbb{Z} \Phi_i^\vee)_{\text{tors}} \to (X_*(T)/Z \Phi_i^\vee)_{\text{tors}} \to (X_*(T)/Z \Phi^\vee)_{\text{tors}}.$$

We have shown that each of the outer two terms has order not divisible by $p$, so $p$ does not divide the order of $(X_*(T)/Z \Phi_i^\vee)_{\text{tors}}$. Thus $p$ does not divide $|\pi_1(\mathcal{D}(H))|$. 

For (2), arguing as in the previous paragraph we may deal separately with the cases that $t = S$ is a torus and that $t$ is of finite order. In the first case, note that $F_t$ is the set of roots of $F$ which vanish when paired against $X_*(S)$, i.e., $F_t = F \cap (X(T/S) \otimes \mathbb{Q})$. Thus $Z_F/Z_F$ is torsion-free, being a subgroup of $X(S) \otimes \mathbb{Q}$. The centers of $F$ and $Z_F(S)$ are dual to $X(T)/Z_F$ and $X(T)/Z_F$, respectively, so that the quotient $Z(Z_F(S))/Z_F$ is dual to $Z_F/Z_F$. Thus this quotient is a torus, and in particular it is smooth.

Now we may assume that $t$ has finite order, in which case we need to show that $Z_F/Z_F$ has no $p$-torsion when $p > 0$. Since any semisimple element of $F$ of finite order has order not divisible by $p$, the result follows immediately from Theorem 3.1(2).

For (3), we remark that $Z_F(Z_F)/Z_F(Z_F)^0Z_F$ is Cartier dual to $(Z_F/Z_F)_{p'}$-tors, where the subscript indicates the subgroup of torsion elements of order prime to $p'$ (equal by convention to $Z_F/Z_F$ if $p = 0$). Indeed, if $Z_F(Z_F)/Z_F$ is Cartier dual to $Z_F/Z_F$, and the component group of $Z_F(Z_F)/Z_F$ is therefore Cartier dual to $(Z_F/Z_F)_{p'}$. Since the remark follows. By Theorem 3.1(3) and (4), the group $(Z_F/Z_F)_{p'}$ is cyclic of some order $m$, and if $a$ is a generator then $a(t) \in k^x$ is of exact order $m$. Thus in the bilinear pairing

$$(Z_F(Z_F)/Z_F)^0Z_F) \times (Z_F/Z_F)_{p'} \to k^x$$

we see that $t$ is dual to a generator of $(Z_F/Z_F)_{p'}$, and thus the result follows. □

Lemma 3.3. Let $F$ be a connected reductive $k$-subgroup of $G$ containing $\mathcal{D}(G)$, and let $h \in F(k)$.

1. The natural morphism $Z_2(F)/Z_2(F) \to Z_2(F)/Z_2(F)$ is an isomorphism.
2. Suppose that $\pi : G' \to F$ is a central isogeny of connected reductive groups and $g' \in G'(k)$ is a lift of $h$. There is a diagram

$$
\begin{array}{ccc}
Z_2(G')(g') & \xrightarrow{i} & \pi^{-1}(Z_2(F)) \\
\downarrow & & \downarrow \psi \\
\text{Spec } k & \xrightarrow{1} & \ker \pi \\
\end{array}
$$

whose squares are Cartesian, where $i : Z_2(G')(g') \to \pi^{-1}(Z_2(F))$ is the canonical inclusion and $\mu : G' \to G'$ is the map $\mu(x) = xg'x^{-1}g'^{-1}$. The map $\nu$ is a homomorphism.

3. If $\pi$ is etale, then $h$ is an open embedding.

4. Suppose further that $\pi$ is etale and $h$ has the following property: for $h = tu$ the Jordan decomposition of $h$ in $H(k)$, the component group $Z_2(F)(t)/Z_2(F)(t)^0$ has order prime to the degree of $\pi$. Then $\nu$ factors through $(\ker \pi)^0 = \text{Spec } k$ and the natural morphism $Z_2(G')(g')/Z_2(G') \to Z_2(F)(g)/Z_2(F)$ is an isomorphism.

Proof. We may and do assume that $k$ is algebraically closed. For (1), let $S$ be the maximal central torus in $F$, and let $S_0 \subset S$ be a subtorus such that the multiplication morphism $S_0 \times F \to F$ is a central isogeny. Let $\varphi : Z_2(F)/Z_2(F) \to Z_2(F)/Z_2(F)$ be the natural morphism; we claim that $\varphi$ is an isomorphism. Since $F$ is a closed subgroup of $G$, $\varphi$ is clearly a monomorphism. To show that $\varphi$ is an isomorphism, it therefore suffices to show that it is an epimorphism of fppf sheaves. If $R$ is a $k$-algebra and $\varphi \in (Z_2(F)/Z_2(F))(R)$, then after replacing $R$ by an fppf extension we may assume that there is some $x \in Z_2(F)(R)$ lifting $\varphi$. Passing to a further fppf extension and translating by a point of $S_0(R)$, we may assume $x \in Z_2(F) \cap H = Z_2(F)$. So indeed $\varphi$ is an isomorphism.

The claim that the diagram in (2) exists and has Cartesian squares is simple and left to the reader. To prove $\nu$ is a homomorphism, let $R$ be a $k$-algebra and let $x, y \in \pi^{-1}(Z_2(F))(R)$. This
means that $xg'x^{-1}g'^{-1}$ and $yg'y^{-1}g'^{-1}$ lie in ker $\pi$, and in particular these elements are central. Thus we have

$$
\nu(xy) = xyg'y^{-1}x^{-1}g'^{-1} = x(yg'y^{-1}g'^{-1})g'x^{-1}g'^{-1} = xg'x^{-1}g'^{-1}yg'y^{-1}g'^{-1} = \nu(x)\nu(y).
$$

So indeed (2) holds. If $\pi$ is etale, then the identity section $1 : \text{Spec } k \to \ker \pi$ is an open embedding, so $i$ is an open embedding by base change, proving (3).

For (4), it is harmless to replace $h$ by a translate by any element of $Z(G)(k)$, and so by (1) we may pass from $G$ to $\mathcal{D}(G)$ to assume that $G$ is semisimple and in particular $H = G$. Let $g' = t'u'$ be the Jordan decomposition of $g'$, giving a corresponding decomposition $h = tu$ of $h$ by functoriality of the Jordan decomposition. Note that ker $\pi$ lies in $Z_{G'}(t'^0)$: if $T'$ is a maximal torus of $G'$ containing $t'$, then ker $\pi \subset T' \subset Z_{G'}(t'^0)$. Looking at the Cartesian diagram

$$
\begin{array}{ccc}
Z_{G'}(t') & \longrightarrow & \pi^{-1}(Z_H(t)) \\
\downarrow & & \downarrow \nu \\
\text{Spec } k & \longrightarrow & \ker \pi
\end{array}
$$

in the lemma, we see that $Z_{G'}(t')$ is an open subscheme of $\pi^{-1}(Z_H(t))$, and thus $Z_{G'}(t')/\ker \pi$ is an open subscheme of $\pi^{-1}(Z_H(t))/\ker \pi = Z_H(t)$. By the previous paragraph, $\nu$ is a homomorphism, and since it is trivial when restricted to the open subscheme $Z_{G'}(t')/\ker \pi$, the morphism $\nu$ factors through the component group of $Z_H(t)$. Since $Z_H(t)/Z_H(t)^0$ has order prime to the order of ker $\pi$ by hypothesis, in fact $\nu$ is trivial. Thus the natural morphism $Z_{G'}(t')/\ker \pi \to Z_H(t)$ is an isomorphism, and thus $Z_{G'}(t') = \pi^{-1}(Z_H(t))$. By replacing $H$ and $G'$ by $Z_H(t)$ and $Z_{G'}(t')$, respectively, we may therefore assume that $h$ and $g'$ are unipotent.

If $R$ is a $k$-algebra and $x \in G'(R)$ is such that $xg'x^{-1}g'^{-1} \in (\ker \pi)(R)$ then $xg'x^{-1} \in (\ker \pi)(R)g'$. Since $g'$ is unipotent, the same is true of any conjugate, and thus the homomorphism $\nu$, being given by a commutator formula, factors through $(\ker \pi)^0 = \text{Spec } k$. Thus again we see $Z_{G'}(g') = \pi^{-1}(Z_H(h))$, and passing to the quotient by $Z(G')$ yields the result.

A slightly weaker version of the following lemma appears in [BRR20, Props. 2.3 and 2.6], where it is assumed that $Z(G)$ is smooth. We remove this assumption using a simple trick which we will find useful several times in the sequel.

**Lemma 3.4.** Let $u \in G(k)$ be regular unipotent, and let $B$ be the unique Borel subgroup of $G$ containing $u$. Then $Z_B(u)$ is the direct product of $Z(G)$ and $Z_U(u)$, where $U$ is the unipotent radical of $B$, and $Z_U(u)$ is smooth. If moreover $p \not| \pi_1(\mathcal{D}(G))$, then $Z_B(u) = Z_B(u)$.

**Proof.** We may and do assume that $k$ is algebraically closed. First we prove that

$$
Z_B(u) = Z(G) \times Z_U(u).
$$

To see this, let $T$ be a maximal torus of $B$, let $\Phi^+$ be the system of positive roots corresponding to $(B, T)$, and let $\Delta$ be the associated system of simple roots. Let $U^0$ denote the closed $k$-subgroup of $U$ generated by those root groups $U_\alpha$ for $\alpha$ of height $\geq 2$ with respect to $\Delta$. Then $U/U^0$ is commutative by [Con14, Prop. 5.1.16], and the multiplication morphism $\prod_{\alpha \in \Delta} U_\alpha \to U/U'$ is an isomorphism of $k$-groups. Let $x_\alpha : G_\alpha \to U_\alpha$ be a $T$-equivariant isomorphism, and decompose the image of $u$ in $U/U'$ as $\prod_{\alpha \in \Delta} x_\alpha(c_\alpha)$ for some $c_\alpha \in k$; by [Ste65, Lem. 3.2], regularity of $u$ implies that each $c_\alpha$ is nonzero. Now let $R$ be a $k$-algebra and $g \in Z_B(u)(R)$, so we may write $g = tv$ for some $t \in T(R)$ and $v \in U(R)$. Note that $vuv^{-1}$ and $u$ are congruent modulo $U'$. Since $c_\alpha \neq 0$ for all $\alpha \in \Delta$, it follows that $\alpha(t) = 1$ for all such $\alpha$, whence $t \in Z(G)(R)$. In particular, $t$ commutes
with $u$, so also $v$ commutes with $u$, i.e., $v \in Z_U(u)(R)$. Thus indeed $Z_B(u) = Z(G) \times Z_U(u)$. To prove that $Z_U(u)$ is smooth, we may assume that $p \nmid |\pi_1(\mathcal{D}(G))|$ since the unipotent radical of $B$ does not change after central isogenies. We make this assumption in all that follows.

Now we reduce to proving that $Z_G(u)/Z(G)$ is smooth; suppose that $Z_G(u)/Z(G)$ is smooth. Since $B$ is the unique Borel subgroup of $G$ containing $u$ and $N_G(B) = B$, we see that $Z_G(u)(k) = Z_B(u)(k)$, and thus $Z_B(u)$ and $Z_G(u)$ have the same underlying reduced closed subscheme. In particular, the inclusion $Z_B(u)/Z(G) \to Z_G(u)/Z(G)$ must be an equality by smoothness of the latter. So we see that $Z_G(u) = Z_B(u)$. By the previous paragraph, $Z_B(u) = Z(G) \times Z_U(u)$, so from smoothness of $Z_B(u)/Z(G)$ it follows that $Z_U(u)$ is smooth.

Next we reduce to the case that $\mathcal{D}(G)$ is simply connected. Let $S$ be the maximal central torus of $G$, so the multiplication map $S \times \mathcal{D}(G) \to G$ is a central isogeny. Then the map $S \times Z_{\mathcal{D}(G)}(u) \to Z_G(u)$ is central isogenous, so we may pass from $G$ to $\mathcal{D}(G)$. Let $\pi: \tilde{G} \to \mathcal{D}(G)$ be the universal cover (which is etale by hypothesis on $p$). Choose an arbitrary lift $\tilde{g} \in \tilde{G}(k)$ of $g$, so that $\tilde{g}$ is regular semisimple. By Lemma 3.3, since $\pi$ is etale the morphism $Z_{\tilde{G}}(\tilde{g}) \to \pi^{-1}(Z_G(g))$ is an open embedding. Thus also $Z_{\tilde{G}}(\tilde{g})/Z(\tilde{G}) \to Z_G(g)/Z(G) = \pi_G^{-1}(Z_G(g))/Z(G)$ is an open embedding as this can be checked after fppf base change. Thus the smoothness of $Z_G(g)/Z(G)$ is equivalent to that of $Z_{\tilde{G}}(\tilde{g})/Z(\tilde{G})$. So we may and do assume from now on that $\mathcal{D}(G)$ is simply connected.

Finally we reduce to the case that $Z(G)$ is smooth. Embed the center $Z(G)$ in a torus $T$, and let $G' = G \times Z(G)T$ be the pushout of $G$ and $T$ along this inclusion, so that $G'$ is a connected reductive group containing $G$ with smooth center, and $\mathcal{D}(G') \cong \mathcal{D}(G)$. Moreover, $Z_G(u) = Z_G(u) \times Z(G)T$, so that smoothness of $Z_G(u)/Z(G)$ is equivalent to that of $Z_G(u)/Z(G)$.

It remains to prove that $Z_G(u)$ is smooth under the further assumptions that $\mathcal{D}(G)$ is simply connected and $Z(G)$ is smooth. In this case, Theorem 2.9(3) shows that $\dim g^{Ad(u)} \leq \dim \mathfrak{z} + r$, where $\mathfrak{z}$ is the center of the Lie algebra $g$ and $r$ is the semisimple rank of $G$. By [Con14, Prop. 3.3, 3.3], $\mathfrak{z} = Lie Z(G)$, and Lemma 2.3 shows that $Lie Z_G(u) = g^{Ad(u)}$. Since $Z_U(u)$ is $r$-dimensional by regularity of $u$, we have

$$
\dim \mathfrak{z} + r \leq \dim Lie Z(G) + \dim Lie Z_U(u)
$$

$$
= \dim Lie Z_B(u)
$$

$$
\leq \dim g^{Ad(u)}
$$

$$
\leq \dim \mathfrak{z} + r.
$$

Thus every inequality is an equality, so $\dim Z_U(u)$ is $r$-dimensional and $Lie Z_G(u) = Lie Z_B(u)$ is $(\dim \mathfrak{z} + r)$-dimensional. So $Z_U(u)$ is smooth, and because $Z_G(u)$ contains the $(\dim \mathfrak{z} + r)$-dimensional group $Z(G) \times Z_U(u)$, it is in fact equal to this subgroup. Thus we see that $Z_G(u)$ is smooth and hence we are done.\[\square\]

**Corollary 3.5.** Suppose $p \nmid |\pi_1(\mathcal{D}(G))|$, and let $g \in G(k)$ be a regular element. Then $Z_G(g)/Z(G)$ is smooth.

**Proof.** Let $g = tu$ be the Jordan decomposition of $g$, and let $H = Z_G(t)^0$, so that $H$ is a connected reductive group. By Corollary 3.2(1), $p$ does not divide the order of $\pi_1(\mathcal{D}(H))$, so that Lemma 3.4 shows that $Z_H(u)/Z(H)$ is smooth. By Corollary 3.2(2), $Z(H)/Z(G)$ is smooth, so that $Z_H(u)/Z(G)$ is also smooth. By Lemma 2.6, we have $Z_H(u)/Z(G)$ is smooth. Thus also of $Z_G(g)/Z(G)$ since the former is the identity component of the latter.

$$
Z_H(u)^0 = Z_G(g)^0.
$$

This yields smoothness of $Z_G(g)^0/(Z_G(g)^0 \cap Z(G))$, thus also of $Z_G(g)/Z(G)$ since the former is the identity component of the latter.\[\square\]
Remark 3.6. The hypothesis on $|\pi_1(\mathcal{D}(G))|$ in Lemma 3.4 is necessary. For an explicit example, let $G = \text{PGL}_2$ over a field $k$ of characteristic 2, and let $u = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix}$. In that case, a simple calculation shows that functionally

$$Z_{\text{PGL}_2}(u) = \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} : c^2 = 0, a^2 = ad + bc + ac \right\}.$$ 

Thus $Z_{\text{PGL}_2}(u)/Z(\text{PGL}_2) = Z_{\text{PGL}_2}(u)$ is not smooth.

3.2. Centralizers of Lie algebra elements. In this section we collect a few results which will be necessary in proving Theorem 1.3 in the Lie algebra case. Since we restrict attention to the case of good characteristic, the results that we need are considerably simpler and more uniform than those in the previous section.

**Proposition 3.7.** If $X \in \mathfrak{g}$ is semisimple, then $Z_G(X)$ is a reductive group. If $p = \text{char} k$ is not a torsion prime for $G$, then $Z_G(X)$ is connected and the quotient $Z(Z_G(X))/Z(G)$ is connected. If $p$ is good for $G$, then $Z(Z_G(X))/Z(G)$ is a torus.

**Proof.** First we note that $Z_G(X)$ is reductive by [Bor91, 13.19 Prop.]. The connectedness claim follows from [Ste75, Thm. 3.14]. Now $Z(Z_G(X))/Z(G)$ is Cartier dual to $Y = Z\Phi/\{\alpha \in Z\Phi : \text{d} \alpha(X) = 0\}$. Note that $Y$ is clearly $n$-torsion free for every integer $n$ not divisible by $p$, so $Z(Z_G(X))/Z(G)$ is indeed connected. If $p$ is good for $G$, then $Y$ is $p$-torsion free by definition of good primes, and thus $Z(Z_G(X))/Z(G)$ is smooth. Since every torsion prime is a bad prime, it follows that $Z(Z_G(X))/Z(G)$ is indeed a torus.

The following proposition has a statement very similar to [Spr66b, Thm. 5.9], but there are two notable differences. First, the smoothness statement of [Spr66b, Thm. 5.9 a)] assumes that $p$ is either 0 or a very good prime for $G$, and we assume simply that $p$ is good for $G$. Second, in good characteristic, the claim in [Spr66b, Thm. 5.9 b)] that $Z_G(X) = Z(G) \times Z_U(X)$ is only generally true on the level of $\overline{k}$-points; to obtain the stronger schematic statement, it is necessary that $p$ does not divide $|\pi_1(\mathcal{D}(G))|$.

**Proposition 3.8.** Let $X \in \mathfrak{g}$ be regular nilpotent, and let $B$ be the unique Borel subgroup of $G$ containing $X$ in its Lie algebra. If $p$ is good for $G$ and $p$ does not divide $|\pi_1(\mathcal{D}(G))|$, then $Z_G(X) = Z(G) \times Z_U(X)$, and $Z_U(X)$ is smooth.

**Proof.** We may and do assume that $k$ is separably closed, so $G$ is split. Using the assumption on $|\pi_1(\mathcal{D}(G))|$, we may pass from $G$ to the universal cover of $\mathcal{D}(G)$ to assume that $G$ is simply connected. Passing to simple factors, we may further assume that $G$ is simple. If $G = \text{SL}_n$, then $X + 1 \in \text{SL}_n(k)$ is unipotent and $Z_G(X) = Z_G(X + 1)$, so the result follows from Lemma 3.4. If $G$ is not of type A, then $p$ is very good for $G$ and thus the result follows from [Spr66b, Thm. 5.9].

**Corollary 3.9.** Let $G$ be a reductive group over a field $k$ of characteristic $p \geq 0$, and let $X \in \mathfrak{g}$ be a regular element. If $p$ is good for $G$ and $p \nmid |\pi_1(\mathcal{D}(G))|$, then $Z_G(X)/Z(G)$ is smooth and connected.

**Proof.** We may and do assume that $k$ is algebraically closed. In this case, we have a Jordan decomposition $X = X_{ss} + X_n$ for commuting elements $X_{ss}, X_n \in \mathfrak{g}$, where $X_{ss}$ is semisimple and $X_n$ is nilpotent. By Proposition 3.7, $Z_G(X_{ss})$ is a connected reductive group. Since $X_{ss}$ lies in the Lie algebra of a maximal torus of $G$ [Bor91, 11.8 Prop.], we see that $Z_G(X_{ss})$ has the same rank as $G$, so $X_n$ is regular nilpotent in $Z_G(X_{ss})$ by regularity of $X$ in $G$ and Lemma 2.6. By Proposition 3.8, we have that

$$Z_G(X) = Z_G(X_{ss})(X_n) = Z_G(X_{ss}) \times V,$$

where $V$ is a smooth connected unipotent closed subgroup of $Z_G(X_{ss})$. By Proposition 3.7, the quotient $Z(Z_G(X_{ss}))/Z(G)$ is a torus, so it follows that the group

$$Z_G(X)/Z(G) = (Z(Z_G(X_{ss}))/Z(G) \times V$$
3.3. Centralizers of fiberwise regular sections over a general base scheme. We aim to prove the following theorem. As mentioned in the introduction, the flatness assertion in the second point is a slightly weaker form of [BC20, Thm. 4.2.8].

**Theorem 3.10.** Let $S$ be a scheme and let $G \to S$ be a reductive group scheme. Suppose that $|\pi_1(\mathcal{D}(G))|$ is invertible on $S$.

1. If $g \in G(S)$ is a fiberwise strongly regular section of $G$, then $Z_G(g)$ is flat and $Z_G(g)/Z(G)$ is smooth.

2. Suppose that for every $s \in S$, the characteristic of $k(s)$ is good for $G_s$. If $X \in g(S)$ is a fiberwise regular section over a general base scheme.

In particular, if $g$ (resp. $X$) is fiberwise regular semisimple, then $Z_G(g)$ (resp. $Z_G(X)$) is a torus.

**Proof.** By Lemma 2.1, $Z_G(g)$ and $Z_G(X)$ are both represented by finitely presented closed subgroups of $G$. In light of this, the final claim follows from the others by [Con14, Thm. B.4.1], since in that case the fiber centralizers $Z_{G_s}(g_s)$ and $Z_{G_s}(X_s)$ are tori (the latter by Proposition 3.7 and dimension considerations). In general, [Con14, Thm. 3.3.4] shows that $Z(G)$ is a closed subgroup scheme of $G$ of multiplicative type over $S$, so by [EGA, Exp. VIII, Thm. 5.1] $Z_G(g)/Z(G)$ and $Z_G(X)/Z(G)$ exist as schemes and $Z_G(g) \to Z_G(g)/Z(G)$ and $Z_G(X) \to Z_G(X)/Z(G)$ are $Z(G)$-torsors. Thus it suffices to show that $Z_G(g)/Z(G)$ and $Z_G(X)/Z(G)$ are smooth. We deal first with (1).

If $\widetilde{G}$ is the universal cover of $\mathcal{D}(G)$ and $\tilde{g} \in \widetilde{G}(S)$ is a lift of $g$ (which exists fppf-locally), by Lemma 3.3(4) we may pass from $G$ to $\widetilde{G}$ and from $g$ to $\tilde{g}$ to assume that $G$ is simply connected. In particular, the notions of regularity and strong regularity coincide in this case. By working etale-locally and using standard spreading out arguments (see especially [Con14, Cor. 3.1.11]), we may and do assume that $S$ is noetherian and $G$ is $S$-split. By the local criterion of flatness [Mat89, Thm. 22.3], we may assume that $S = \text{Spec} A$ for an Artin local ring $A$. By the Cohen structure theorem [Mat89, Thm. 29.4], there is a surjection $R \to A$ for some complete regular local ring $R$. By the Existence and Isomorphism Theorems [Con14, Thms. 6.1.16 and 6.1.17], $G$ comes from the base change of a split reductive $\mathbb{Z}$-group scheme $\mathbf{G}$, i.e., $G \cong \mathbf{G} \times_{\text{Spec} \mathbb{Z}} S$. We may view $g$ as an element of $\mathbf{G}(A)$, and smoothness of $\mathbf{G}$ implies that there exists an element $g' \in \mathbf{G}(R)$ lifting $g$, automatically (strongly) regular by upper semicontinuity of fiber dimension. If we can show that $Z_{\mathbf{G}_R}(g')/Z(\mathbf{G}_R)$ is smooth, then we will be done. Hence we may pass from $A$ to $R$ to assume that $A$ is a complete regular local ring, and in particular reduced and noetherian. By the valuative criterion of flatness [EGA, IV3, Thm. 11.8.1], we may pass to the case that $A$ is a DVR.

Since $A$ is a DVR, properness of the scheme of parabolics shows that after extending $A$ we may assume that there is a Borel $A$-subgroup $B$ of $G$ such that $g$ lies in $B(A)$. We will show first that $Z_B(g)$ is $A$-flat. Let $c_g : B \to B$ be the conjugation morphism given by $c_g(b) = bgb^{-1}$. If $U$ is the unipotent radical of $B$, then $c_g$ factors through $gU$ by the same reasoning as in the first paragraph of Section 2.6. It suffices therefore to show that the morphism $c_g : B \to gU$ is flat. Since $B$ is $A$-flat, the fibral flatness criterion and flat descent reduce one to showing this when the base is an algebraically closed field $k$. In this case, because $B$ and $gU$ are smooth, Miracle Flatness [Mat89, Thm. 23.1] reduces one to showing that all nonempty fibers of $c_g$ are of the same dimension. But now $c_g$ is an orbit map, so one sees functorially that every nonempty fiber over a $k$-point is isomorphic to $Z_B(g)$. So indeed $Z_B(g)$ is flat.

Finally, we need to show that $Z_B(g) = Z_G(g)$. Since $Z_B(g)$ is flat, the fibral isomorphism theorem shows that it suffices to prove that the morphism $Z_B(g) \to Z_G(g)$ is an isomorphism on fibers, where it follows from Corollary 3.5. Thus indeed $Z_G(g)$ is flat. In the presence of flatness, smoothness may be checked fibrally, where it follows also from Corollary 3.5.
For (2), we note that one may reduce in the same way to the case that $S = \text{Spec } A$ is the spectrum of a DVR whose residue characteristic is good for $G$. At this point, one may proceed in the same way as before using Corollary 3.9 in place of Corollary 3.5.

**Corollary 3.11.** Under the hypotheses of Theorem 3.10(1) (resp. (2)), $Z_G(g)$ (resp. $Z_G(X)$) is commutative.

**Proof.** We only treat commutativity of $Z_G(g)$, the other case being similar. The main aim is to reduce to the case that $S$ is the spectrum of a field and $g$ is strongly regular and semisimple, where the result reduces to the fact that tori are commutative. As in the proof of Theorem 3.10, we may and do assume that $G$ is simply connected. By spreading out and working étale-locally, we may assume $S$ is noetherian and $G$ is $S$-split, and so $G \cong G \times_{\text{Spec } \mathbb{Z}} S$ for some split reductive group scheme $G$ over $\mathbb{Z}$. Because $Z_G(g)$ is flat, commutativity may be checked after passing to the generic points of the irreducible components of $S$, so this allows us to assume that $S$ is Artin local. As in the proof of Theorem 3.10, we may use the Cohen structure theorem to pass to the case that $S$ is the spectrum of a regular local ring. Passing again to the generic point of $S$ allows us to assume that $S = \text{Spec } k$ for some field $k$.

Even after having made this reduction, we will need to use Theorem 3.10 again to replace $g$ by a (strongly) regular semisimple element. To this end, we want to lift $g$ to an element of $G(k[[t]])$ with (strongly) regular semisimple generic fiber. Note that the semisimple locus $G_{ss}$ of $G$ is constructible and dense in $G$: if $T$ is a maximal torus of $G$, then $G_{ss}$ is the image of the natural map $G \times T \to G$, $(g, t) \mapsto gtg^{-1}$, which has constructible image by Chevalley’s theorem. Since the set of lifts of $g$ in $G(k[[t]])$ is open in the valuation topology, it intersects the dense and constructible $G_{ss, k[[t]]}$. So choosing a lift $\tilde{g}$ with (strongly) regular semisimple generic fiber and passing to the generic fiber (using Theorem 3.10 again), we may and do assume that $g$ is semisimple. In this case, $Z_G(g)$ is a torus, which is indeed commutative.

**Remark 3.12.** When $S$ is the spectrum of a field and $g$ is regular unipotent, Corollary 3.11 was first proved (on the level of geometric points) in good characteristic by Springer [Spr66a], and later in bad characteristic by Lou [Lou68] using extensive case-by-case checking and computer calculations. As the reader can check, our proof does not rely, even implicitly, on any case-checking, and thus it gives a new case-free proof of this result. Even in the field case, the main input in our proof is Theorem 3.10.

4. The unipotent and nilpotent schemes

In this section our main aim is to introduce canonical definitions of the unipotent and nilpotent schemes over a general base scheme, and to show that they have good properties. The precise statements are somewhat complicated, and we refer the reader to Theorems 4.6 and 4.12.

4.1. Steinberg morphisms. Throughout this section, $G$ is a connected reductive group over a field $k$. In [Ste65, §6], Steinberg analyzes the natural morphism $\chi : G \to G//G$, now called the Steinberg morphism. This is a very interesting morphism, and the main point of [Ste65] is to understand its properties. We summarize some of these in the following lemma.

**Lemma 4.1.** Let $G$ be a connected semisimple group over a field $k$ and let $\chi : G \to G//G$ be the Steinberg morphism as above.

1. [Ste65, Cor. 6.7] An element $g \in G(k)$ is unipotent if and only if $\chi(g) = \chi(1)$.
2. [Ste65, Thm. 6.11] Every geometric fiber $\chi^{-1}(x)$ is irreducible of codimension $\text{rk } G$ in $G$. It contains a unique conjugacy class of regular elements, and this conjugacy class is open in $\chi^{-1}(x)_{\text{red}}$ with complementary codimension at least 2.
3. [Slo80, 3.10, Thm. vi)] If $p \nmid |\pi_1(G)|$ then an element $g \in G(k)$ is regular if and only if $\chi$ is smooth at $g$. 
By [Ste65, Cor. 6.4], if $T$ is a split maximal $k$-torus of $G$ and $W$ is the Weyl group of $(G, T)$, then the natural restriction map $k[G]^G \to k[T]^W$ is an isomorphism. The following lemma is mentioned but unproved in [Slo80, 4.5, Rmk.].

**Lemma 4.2.** Let $G$ be a connected semisimple group over a field $k$ of characteristic $p \geq 0$ and suppose that $T$ is a split maximal $k$-torus of $G$ with Weyl group $W$. Let $\pi_G : \widetilde{G} \to G$ be the universal cover of $G$, and let $\widetilde{T} = \pi_G^{-1}(T)$. If $p \nmid |\pi_1(G)|$ and $Z = \ker \pi_G$, then there is some $Z$-invariant neighborhood of the image $[1]$ of 1 in $\widetilde{T}/W$ on which $Z$ acts freely, and $\widetilde{T}/W$ is smooth at the image of 1.

**Proof.** Since the formations of $k[T]^W$ and $k[\widetilde{T}]^W$ commute with all extensions of $k$, we may and do assume that $k$ is algebraically closed. Let $\pi_G : \widetilde{G} \to G$ be the universal cover of $G$, and let $Z = \ker \pi_G$; by assumption on $p$, $Z$ is a finite constant $k$-group. If $\widetilde{T} = \pi_G^{-1}(T)$, then we have $\widetilde{T}/W = (\widetilde{T}/W)/Z$, where $Z$ acts by translation. By [Bou68, Chap. VI, §3.4, Thm. 1], $k[\widetilde{T}]^W$ is a polynomial ring. In other words, $\widetilde{T}/W$ is isomorphic to an affine space, and in particular it is smooth. To show smoothness of $\widetilde{T}/W$ at [1] it therefore suffices to show that $Z$ acts freely in a neighborhood of [1]; i.e., we are reduced to proving the first claim. Since $Z$ is a constant $k$-group and $k = \overline{k}$, it suffices even to show that $Z(k)$ acts freely on the set of $k$-points of a neighborhood of [1].

Since $\widetilde{T}/W$ is the ringed space quotient of $\widetilde{T}$ by the action of $W$, the set $(\widetilde{T}/W)(k)$ may be identified with the set of $W$-orbits in $\widetilde{T}(k)$. Suppose that the image $[\tilde{t}]$ of $\tilde{t} \in \widetilde{T}(k)$ in $(\widetilde{T}/W)(k)$ is fixed under translation by some non-identity element $c \in Z(k)$. This means that $c\tilde{t}$ and $\tilde{t}$ are $W$-conjugate; i.e., there is some $\tilde{w} \in W$ such that $c\tilde{t} = \tilde{w}\tilde{t}^{-1}$. Motivated by this, for given $c \in Z(k)$ and $\tilde{w} \in W$ we will set

$$\widetilde{T}_{c,\tilde{w}} = \{\tilde{t} \in \widetilde{T}(k) : c\tilde{t} = \tilde{w}\tilde{t}^{-1}\}.$$ 

Thus if $[\tilde{t}]$ denotes the image of $\tilde{t} \in \widetilde{T}(k)$ in $(\widetilde{T}/W)(k)$, then we have

$$\{\tilde{t} \in \widetilde{T}(k) : \text{Stab}_{Z(k)}([\tilde{t}]) \neq 1\} = \bigcup_{\substack{c \in Z(k) - \{1\} \atop \tilde{w} \in W}} \widetilde{T}_{c,\tilde{w}}$$

and the free locus of the action of $Z(k)$ on $(\widetilde{T}/W)(k)$ is therefore the (open) complement of the image of the right side of the above equality. We note that if $c \in Z(k)$ is a non-identity element and $\tilde{w} \in W$, then $c \neq 1 = \tilde{w}1\tilde{w}^{-1}$. In other words, $Z(k)$ acts freely on $\widetilde{T}/W$ in a neighborhood of [1], proving the claim. \qed

There is also an analogue of the Steinberg morphism for $\mathfrak{g} = \text{Lie } G$: one has a natural morphism $\chi : \mathfrak{g} \to \mathfrak{g}/G := \text{Spec } (\text{Sym}_k \mathfrak{g}^*)^G$.

**Lemma 4.3.** [Jan04, 7.13, Prop.] Let $G$ be a connected reductive group over a field $k$ with Lie algebra $\mathfrak{g}$ and let $\chi : \mathfrak{g} \to \mathfrak{g}/G$ be the Steinberg morphism as above.

1. An element $X \in \mathfrak{g}$ is nilpotent if and only if $\chi(X) = \chi(0)$.
2. Every geometric fiber $\chi^{-1}(x)$ is irreducible of codimension $r$ in $G$.

If $T$ is a split maximal torus of $G$ with Weyl group $W$ and Lie algebra $\mathfrak{t}$, then by [Jan04, 7.12] the natural restriction map $(\text{Sym } \mathfrak{g}^*)^G \to (\text{Sym } \mathfrak{t}^*)^W$ is injective, and it is surjective if either $\text{char } k \neq 2$ or $\text{char } k = 2$ and $\alpha \notin 2X(T)$ for all $\alpha \in \Phi(G, T)$; this excludes precisely the groups $\text{Sp}_{2n}$ ($n \geq 1$) in characteristic 2 by [CR10, 1.3.1].
4.2. The unipotent scheme. Let $G$ be a connected reductive group over a field $k$. If $k$ is separably closed, then we define the unipotent variety $\mathcal{U}^\var = \mathcal{U}^\var_G$ to be the Zariski closure of the set of unipotent elements in $G(k)$. We note that if $k$ is imperfect, then although the Jordan decomposition need not be defined in $G(k)$ the notion of unipotence still makes sense and is preserved by any field extension. If $k$ is not assumed separably closed, then the Galois action on $G(k_s)$ evidently preserves $\mathcal{U}^\var(k_s)$, so one can still define the unipotent variety $\mathcal{U}^\var$ of $G$. In [Spr66b, Prop. 4.4] it is proved using the Springer resolution that $\mathcal{U}^\var$ is an irreducible closed subscheme of $G$ of dimension $\dim G - \text{rk} G$. We remark also that $\mathcal{U}^\var_G = \mathcal{U}^\var_{G/G}$, and we will use this fact without comment.

**Lemma 4.4.** Let $G$ be a connected reductive group over a field $k$ of characteristic $p \geq 0$.

1. The formation of $\mathcal{U}^\var$ commutes with any field extension of $k$, and $\mathcal{U}^\var$ is geometrically reduced and generically smooth.
2. If $f : G \to G'$ is a central isogeny of connected reductive $k$-groups, then the induced map $\mathcal{U}^\var_G \to \mathcal{U}^\var_{G'}$ is bijective on geometric points. If $f$ is separable, then this map is an isomorphism.
3. If $p \nmid |\pi_1(\mathcal{D}(G))|$, then $\mathcal{U}^\var = \chi^{-1}(\chi(1))$ as schemes, where $\chi : \mathcal{D}(G) \to \mathcal{D}(G)/\mathcal{D}(G)$ is the Steinberg morphism.
4. If $p \nmid |\pi_1(\mathcal{D}(G))|$, then the (open) regular locus $\mathcal{U}^\var_{\text{reg}}$ is smooth and $\mathcal{U}^\var$ is normal and Cohen-Macaulay.

**Proof.** First, note that formation of $\mathcal{U}^\var_G$ commutes with all separable algebraic extensions of $k$ by construction. Thus by passing to a finite separable extension of $k$ we may assume that $G$ is split. Passing to $\mathcal{D}(G)$, we may also assume that $G$ is semisimple. Let $k_0 \subset k$ be the prime field, so that $k_0$ is perfect. Let $G_0$ be the split connected semisimple $k_0$-group such that $(G_0)_k = G$. Note that $\mathcal{U}^\var_{G_0}$, being reduced over a perfect field, is geometrically reduced and generically smooth. Thus the natural map $(\mathcal{U}^\var_{G_0})_k \to \mathcal{U}^\var_G$ is a closed embedding of integral schemes of the same dimension $\dim G - \text{rk} G$, and hence it is an isomorphism. In particular, $\mathcal{U}^\var_G$ is generically smooth. If $k'$ is a field extension of $k$, we have

$$(\mathcal{U}^\var_G)_{k'} = (\mathcal{U}^\var_{G_0})_{k'} = \mathcal{U}^\var_{G_{k'}}$$

since the extension $k'/k_0$ is separable. This shows that formation of $\mathcal{U}^\var_G$ commutes with the field extension $k'/k$, as desired.

In light of the previous paragraph, we may and do assume from now on that $k$ is algebraically closed. Now let $f : G \to G'$ be a central isogeny. The induced morphism $\mathcal{U}^\var_G \to \mathcal{U}^\var_{G'}$ is finite, and it is easily checked to be bijective on $\overline{k}$-points, so we will assume from now on that $f$ is smooth. This assumption implies that $f^{-1}(\mathcal{U}^\var_{G'})$ is a reduced closed subscheme of $G$. On the level of $k$-points we have $f^{-1}(\mathcal{U}^\var_{G'}) = (\ker f) \cdot \mathcal{U}^\var_G$, so reducedness of $f^{-1}(\mathcal{U}^\var_{G'})$ shows that this is true schematically.

By centrality of $\ker f$ and uniqueness of the Jordan decomposition, we see that

$$f^{-1}(\mathcal{U}^\var_{G'}) = \bigcup_{c \in (\ker f)(k)} c \cdot \mathcal{U}^\var_G.$$

In particular, the natural map $\mathcal{U}^\var_G \to f^{-1}(\mathcal{U}^\var_{G'})$ is an isomorphism onto a connected component of $f^{-1}(\mathcal{U}^\var_{G'})$, so $\mathcal{U}^\var_G \to \mathcal{U}^\var_{G'}$ is etale and $\mathcal{U}^\var_G(k) \to \mathcal{U}^\var_{G'}(k)$ is bijective. It follows that the morphism is radicial, and hence [EGA, IV$_4$, Thm. 17.9.1] shows that $\mathcal{U}^\var_G \to \mathcal{U}^\var_{G'}$ is an isomorphism.

Now note that $\chi^{-1}(\chi(1))(k) = \mathcal{U}^\var(k)$ by Lemma 4.1(1). By Lemma 4.2, $G//G = T//W$ is smooth in a neighborhood of $\chi(1)$, so $\chi(1)$ is locally cut out by $r = \text{rk} G$ functions. Since $\dim \mathcal{U}^\var = \dim G - r$, it follows that $\chi^{-1}(\chi(1))$ is Cohen-Macaulay. By Lemma 4.1(3) and (2), we see that the smooth locus of $\chi^{-1}(\chi(1))$ is equal to $\mathcal{U}^\var_{\text{reg}}$ and hence has complementary codimension $\geq 2$. By Serre’s criterion for normality, it follows that $\chi^{-1}(\chi(1))$ is (geometrically) normal and in particular reduced, proving (3) and (4).
Remark 4.5. We will show in Corollary 6.6 that Lemma 4.4(4) holds even when $p$ divides $|\pi_1(\mathcal{D}(G))|$, although Lemma 4.4(3) always fails in this case, in the rather strong sense that $\chi^{-1}(\chi(1))$ is generically non-reduced.

We move on now from the unipotent variety to the unipotent scheme.

Theorem 4.6 (Unipotent schemes). There exists a unique assignment to each scheme $S$ and each reductive $S$-group scheme $G$ a closed subscheme $\mathcal{U}_G$ of $\mathcal{D}(G)$ satisfying the following conditions.

1. If $\mathfrak{s}$ is a geometric point of $S$, then $\mathcal{U}_G(k(\mathfrak{s}))$ is the set of unipotent elements of $G(k(\mathfrak{s}))$.
2. If $S'$ is an $S$-scheme, then there is an equality $\mathcal{U}_{G_{S'}} = (\mathcal{U}_G)_{S'}$ of closed subschemes of $G_{S'}$.
3. If $S$ is an integral scheme of generic characteristic 0, then $\mathcal{U}_G$ is reduced.

Moreover, $\mathcal{U}_G$ enjoys the following extra properties.

- $\mathcal{U}_G \subset \chi^{-1}(\chi(1))$, where $\chi : \mathcal{D}(G) \to \mathcal{D}(G)/\mathcal{D}(G)$ is the Steinberg morphism. If $|\pi_1(\mathcal{D}(G))|$ is invertible on $S$, then equality holds.
- $\mathcal{U}_G$ is $S$-flat and stable under the action of $\text{Aut}_{G/S}$.
- If $f : G \to G'$ is a central isogeny of reductive $S$-group schemes, then $f$ restricts to an $S$-morphism $\mathcal{U}_G \to \mathcal{U}_{G'}$.
- If $\mathfrak{s}$ is a geometric point of $S$ such that $\text{char } k(\mathfrak{s})$ does not divide $|\pi_1(\mathcal{D}(G))|$, then $(\mathcal{U}_G)_{k(\mathfrak{s})}$ is normal.

In particular, if $S$ is normal and $\text{char } k(s)$ does not divide $|\pi_1(\mathcal{D}(G_s))|$ for every $s \in S$, then $\mathcal{U}_G$ is normal.

Proof. The remainder of this section will be spent proving Theorem 4.6. First we prove the uniqueness of this assignment: suppose $\mathcal{U}$ and $\mathcal{U}'$ are two assignments satisfying the above conditions. Let $S$ be a scheme, let $G$ be a reductive $S$-group scheme, and let $S' \to S$ be an fpqc cover such that $G_{S'}$ is $S'$-split. To check that $\mathcal{U}_G = \mathcal{U}'_G$, it suffices to check that $\mathcal{U}_{G_{S'}} = \mathcal{U}'_{G_{S'}}$ (using (2)). Note that $G_{S'} = G'_{S'}$ for some split reductive group scheme $G'$ over $\mathbb{Z}$, so by (2) we may pass from $G$ to $G'$ to assume that $S = \text{Spec } \mathbb{Z}$. In this case, uniqueness is simple: (1) determines $\mathcal{U}_G$ as a subset of the ringed space $G$, and (3) then determines $\mathcal{U}_G$ as a closed subscheme of $G$. So it suffices to establish existence and properties.

Suppose first that we have defined $\mathcal{U}_G$ for every split reductive group scheme $G$, and suppose that this assignment satisfies the desired properties. If $S$ is an arbitrary scheme and $G$ is a reductive $S$-group scheme, let $S'$ be an fpqc $S$-scheme such that $G_{S'}$ is $S'$-split. Then $\mathcal{U}_{G_{S'}}$ is defined, and by hypothesis it is preserved by all automorphisms of $G_{S'}$, even after base change in $S$. Thus by descent [SGA1, Exp. VIII, Cor. 1.9], there is a unique closed subscheme $\mathcal{U}_G$ of $G$ such that $(\mathcal{U}_G)_{S'} = \mathcal{U}_{G_{S'}}$. By construction, formation of $\mathcal{U}_G$ commutes with base change. Since all of the remaining properties asserted in Theorem 4.6 may be checked after base change on $S$, we have reduced to proving the existence of this assignment (and its properties) for split reductive group schemes $G$.

Next suppose that we have defined $\mathcal{U}$ for every split reductive group scheme over $\mathbb{Z}$, and suppose that this assignment satisfies the properties in (1), (3), and the second bullet point of Theorem 4.6. Let $S$ be a scheme, and let $G$ be a split reductive $S$-group scheme, so $G \cong G_S$ for some split reductive group scheme $G$ over $\mathbb{Z}$. We let $\mathcal{U}_G = (\mathcal{U}_G)_S$. To show that this is well-defined, one must show that $(\mathcal{U}_G)_S$ is preserved by all automorphisms of $G_S$. Any automorphism of $G_S$ certainly preserves $(\mathcal{U}_G)_S$ as a set, and if $(\mathcal{U}_G)_S$ were reduced it would follow that such an automorphism preserves $(\mathcal{U}_G)_S$ as a scheme as well. We will thus reduce to the case that $(\mathcal{U}_G)_S$ is reduced.

Working (fpqc-)locally and spreading out, we may and do assume that $S = \text{Spec } A$ for a complete noetherian local ring $A$. By the Cohen structure theorem, we have $A = A_0/I$ for some complete regular local ring $A_0$ of generic characteristic 0. Since $\text{Aut}_{G/S} \mathbb{Z}$ is smooth, any automorphism of $G_A$ lifts to an automorphism of $G_{A_0}$, so we may pass from $A$ to $A_0$ to assume that $S$ is integral of
generic characteristic 0. In particular, $\mathcal{U}_G$ is reduced by property (3), and it follows from the previous paragraph that $(\mathcal{U}_G)_S$ is preserved by all automorphisms of $G_S$.

To summarize, we have now shown that to define $\mathcal{U}_G$ for general $G$, it is enough to define it for all split reductive $\mathbb{Z}$-group schemes $G$ and to demonstrate properties (1), (3), and the second bullet point of Theorem 4.6 for such $G$. For existence in this case, let $\mathcal{U}$ be the schematic closure of the unipotent variety $\mathcal{U}_{GQ}$ in $G$. Since $\mathcal{U}_{GQ}$ lies in $\mathcal{D}(G_Q)$, it follows that $\mathcal{U}$ is a closed subscheme of $\mathcal{D}(G)$. Since $\mathcal{U}_{GQ}$ is stable under the action of $\text{Aut}_{GQ}/Q$ and $\text{Aut}_{G}/\mathbb{Z}$ is flat, it follows that $\mathcal{U}$ is stable under the action of $\text{Aut}_{G}/\mathbb{Z}$. Since $\mathbb{Z}$ is Dedekind, $\mathcal{U}$ is $\mathbb{Z}$-flat, and so its fibers are all of the same dimension. Moreover, for each geometric point $\mathfrak{f}$ of $\text{Spec} \mathbb{Z}$, $\mathcal{U}(\mathfrak{f}(\mathbb{Z}))$ consists of unipotent elements of $G(k(\mathfrak{f}))$: to check this, one may use a $\mathbb{Z}$-embedding of $G$ into $\text{GL}_n$ to reduce to the case $G = \text{GL}_n$, in which case it follows from considerations with eigenvalues. Because all of the fibral unipotent varieties of $G$ are irreducible of the same dimension, flatness of $\mathcal{U}$ implies that $\mathcal{U}(k(\mathfrak{f}))$ is equal to the set of unipotent elements of $G(k(\mathfrak{f}))$. Note that we have established (1) and the second bullet point of Theorem 4.6. The third bullet point is also not difficult, because for split $G$ every central isogeny is already defined over $\mathbb{Z}$ and the unipotent scheme is reduced over $\mathbb{Z}$.

Let $S$ be an integral scheme of generic characteristic 0, and let $G$ be a reductive $\mathbb{Z}$-group scheme. Since $\mathcal{U}_{GQ}$ is geometrically reduced by Lemma 4.4, the generic fiber of $\mathcal{U}_{G_S}$ is reduced. Since moreover $\mathcal{U}_{G_S}$ is $S$-flat, it follows that $\mathcal{U}_G$ is reduced, proving (3). Thus we have now defined $\mathcal{U}$ for arbitrary reductive group schemes over arbitrary schemes. Note also that the final statement of the theorem follows from the fourth bullet point and [Mat89, 23.9, Cor.].

It remains to establish the first and fourth bullet points of Theorem 4.6. For the remainder of this section, $S$ is a scheme and $G$ is a reductive $S$-group scheme. We define $\chi : \mathcal{D}(G) \to \mathcal{D}(G)/\mathcal{D}(G)$ as in the beginning of this section, and we let $\mathcal{U}'_G = \chi^{-1}(\chi(1))$. We will show that $\mathcal{U}_G = \mathcal{U}'_G$ if $|\pi_1(\mathcal{D}(G))|$ is invertible on $S$, and in any case $\mathcal{U}_G \subset \mathcal{U}'_G$.

**Theorem 4.7.** [Lee15, Thm. 4.1] Let $S$ be a scheme, and let $G$ be a reductive $S$-group scheme. If $S'$ is an $S$-scheme, then the natural $S'$-morphism $G_{S'}/G_{S'} \to (G/G)_{S'}$ is an isomorphism. Moreover, if $G$ admits a split maximal $S$-torus $T$ with Weyl group $W$, then the natural map $T/W \to G//G$ is an isomorphism.

**Proof.** We note that [Lee15, Thm. 4.1] only considers the case that $S$ and $S'$ are both affine, but this is not essential because the formation of GIT quotients commutes with flat base change (in particular, passage to Zariski open covers).

Thus we find that the formation of $\mathcal{U}_G$ commutes with base change in $S$. To show $\mathcal{U}_G \subset \mathcal{U}'_G$, it therefore suffices to pass to an fpqc cover of $S$ to assume that $G$ is split, and by base change again we may assume $S = \text{Spec} \mathbb{Z}$. But now Lemma 4.4 shows that if $k$ is a field then $\mathcal{U}'_G(k)$ is the set of unipotent elements in $\mathcal{D}(G)(k)$, which is also the set of unipotent elements in $G(k)$. Thus $\mathcal{U}_G$ and $\mathcal{U}'_G$ have the same set of points, and since $\mathcal{U}_G$ is reduced it follows that $\mathcal{U}_G \subset \mathcal{U}'_G$.

**Lemma 4.8.** Let $S$ be a scheme, and let $G$ be a semisimple $S$-group scheme. If $|\pi_1(G)|$ is invertible on $S$ then $\chi$ is flat in a Zariski open neighborhood of $\chi(1)$, and $\chi^{-1}(\chi(1))$ has geometrically normal fibers.

**Proof.** The statement concerning fibers follows from Lemma 4.4. To show flatness in a neighborhood of $\chi(1)$, we note that openness of the flat locus [EGA, IV, 3. Thm. 11.3.1] and the fibral flatness criterion [EGA, IV, Thm. 11.3.10] reduce us to the case $S = \text{Spec} k$ for an algebraically closed field $k$. In this case, Theorem 4.7 and Lemma 4.1 show that every geometric fiber of $\chi$ is irreducible of the same dimension, so by Miracle Flatness [Mat89, Thm. 23.1] it suffices to show that $G//G$ is smooth in a neighborhood of $\chi(1)$. By Theorem 4.7, if $T$ is a (split) maximal $k$-torus of $G$ with Weyl group $W$, then there is an isomorphism $G//G \cong T//W$. Finally, by Lemma 4.2, we see that $G//G$ is indeed smooth in a neighborhood of $\chi(1)$. □
Finally we are ready to conclude the proof of Theorem 4.6. By Lemma 4.8, it remains to show that \( \mathcal{U}_G = \mathcal{U}_G' \) if \( \pi_1(\mathcal{P}(G)) \) is invertible on \( S \). Using Theorem 4.7, we may and do assume \( S = \text{Spec} \, \mathbb{Z} \). Now Lemma 4.8 shows that in this case \( \chi^{-1}(\chi(1)) \) is flat with geometrically normal fibers, whence it is normal by [Mat89, 23.9, Cor.] and in particular reduced. Since \( \mathcal{U}_G \subseteq \mathcal{U}_G' \) and both closed subschemes of \( G \) have the same points, we obtain equality. \( \square \)

Remark 4.9. Unfortunately, we do not know whether the unipotent scheme is functorial in \( G \); that is, if \( f : G \rightarrow G' \) is a homomorphism of reductive \( S \)-group schemes, does \( f \) restrict to a morphism \( \mathcal{U}_G \rightarrow \mathcal{U}_G' \)? This is certainly true on the level of points, so if \( \mathcal{U}_G \) is reduced then this is true. Moreover, if \( |\pi_1(\mathcal{P}(G'))| \) is invertible on \( S \) then \( \mathcal{U}_G' = \chi^{-1}_G(\chi_G(1)) \) and \( \mathcal{U}_G \subseteq \chi^{-1}_G(\chi_G(1)) \). Clearly \( f \) restricts to a morphism \( \chi^{-1}_G(\chi_G(1)) \rightarrow \chi^{-1}_{G'}(\chi_{G'}(1)) \), so again \( f \) restricts to a morphism \( \mathcal{U}_G \rightarrow \mathcal{U}_G' \) in this case. Thus the only remaining case of interest is the case that neither \( |\pi_1(\mathcal{P}(G))| \) nor \( |\pi_1(\mathcal{P}(G'))| \) are invertible on the base. The same remark applies to the nilpotent scheme defined in the next section.

Corollary 4.10. Let \( S \) be a scheme and let \( f : G \rightarrow G' \) is an etale isogeny of reductive \( S \)-group schemes. If \( |\pi_1(\mathcal{P}(G))| \) is invertible on \( S \), then the induced morphism \( \mathcal{U}_G \rightarrow \mathcal{U}_G' \) is an isomorphism.

Proof. Because of the flatness and fibral assertions in Theorem 4.6, we may apply the fibral isomorphism criterion to reduce to the already-proven Lemma 4.4(2). \( \square \)

4.3. The nilpotent scheme. We may define the nilpotent variety \( \mathcal{N}^\text{var} = \mathcal{N}_G^\text{var} \) of \( G \) in a manner completely similar to the definition of the unipotent variety: if \( k \) is separably closed, then \( \mathcal{N}^\text{var} \) is the Zariski closure of the set of nilpotent elements in \( \mathfrak{g} \). By Galois descent, we may define \( \mathcal{N}^\text{var} \) over an arbitrary field \( k \). In [Spr69, Prop. 2.1] it is proved that \( \mathcal{N}^\text{var} \) is an irreducible closed subscheme of \( G \) of dimension \( \text{dim} \, G - \text{rk} \, G \). We remark that \( \mathcal{N}_G^\text{var} = \mathcal{N}_{\mathcal{P}(G)}^\text{var} \), and we will use this fact without comment.

Lemma 4.11. Let \( G \) be a connected reductive group over a field \( k \) of characteristic \( p \geq 0 \).

1. The formation of \( \mathcal{N}^\text{var} \) commutes with any field extension of \( k \), and \( \mathcal{N}^\text{var} \) is geometrically reduced and generically smooth.

2. If \( f : G \rightarrow G' \) is a central isogeny of connected reductive groups, then the induced map \( \mathcal{N}_G^\text{var} \rightarrow \mathcal{N}_{G'}^\text{var} \) is bijective on geometric points. If \( f \) is moreover separable, then this map is an isomorphism.

3. If \( p \) is not a torsion prime for \( G \), \( p \mid \chi_1(\mathcal{P}(G)) \), and \( p \neq 2 \) if \( G \) has a simple factor of type \( C_n \, (n \geq 1) \), then \( \mathcal{N}^\text{var} = \chi^{-1}(\chi(0)) \).

4. If \( p \) is good for \( G \) and \( p \mid \chi_1(\mathcal{P}(G)) \), then \( \mathcal{N}^\text{var} \) is normal.

Proof. The proofs of the first two points are entirely similar to the proofs of the analogous points in Lemma 4.4, and we omit them. For the rest, we may and do assume that \( G \) is semisimple and simply connected. To prove (3), let \( T \) be a split maximal torus of \( G \) with Weyl group \( W \) and Lie algebra \( \mathfrak{t} \). By [Jan04, 7.12], the restriction map \( \text{Sym}(\mathfrak{g}^*)^G \rightarrow \text{Sym}(\mathfrak{t}^*)^W \) is an isomorphism under our hypotheses. By [Dem73, Thm. 3, Corollaire], \( \text{Sym}(\mathfrak{t}^*)^W \) is a polynomial ring, so using Lemma 4.3(2) we see that \( \chi^{-1}(\chi(0)) \) is Cohen-Macaulay. We claim that the smooth locus of \( \chi^{-1}(\chi(0)) \) is open and nonempty. Away from type A, note that \( G \) satisfies hypotheses (H1)-(H3) from [Jan04, 2.9], so [Jan04, 7.14] explains that \( \chi \) is smooth at an element \( X \in \mathfrak{g} \) if and only if \( X \) is regular, so the result follows (since \( \mathfrak{g} \) contains a regular nilpotent element by [Ric17, Lem. 3.1.1]). In type A, i.e., \( G \cong \text{SL}_n \) for some \( n \), the claim follows from the very concrete calculations of [Jan04, 7.2]. Since \( \chi^{-1}(\chi(0)) \) is Cohen-Macaulay and generically smooth, Serre’s criterion for reducedness shows that \( \chi^{-1}(\chi(0)) \) is reduced. By Lemma 4.3(1) we have \( \chi^{-1}(\chi(0))(k) = \mathcal{N}^\text{var}(k) \), so indeed \( \chi^{-1}(\chi(0)) = \mathcal{N}^\text{var} \). The final point (4) follows from [Jan04, 8.5, Cor.] \( \square \).
Again, we move on from the nilpotent variety to the nilpotent scheme.

**Theorem 4.12** (Nilpotent version). There exists a unique assignment to each scheme $S$ and each reductive $S$-group scheme $G$ with $\mathfrak{g} := \text{Lie} G$ and $\mathfrak{g}' := \text{Lie} \mathcal{D}(G)$ a closed subscheme $\mathcal{N}_G$ of $\mathfrak{g}'$ satisfying the following conditions.

1. If $\mathfrak{s}$ is a geometric point of $S$, then $\mathcal{N}_G(k(\mathfrak{s}))$ is the set of nilpotent elements of $\mathfrak{g}(k(\mathfrak{s}))$.
2. If $S'$ is an $S$-scheme, then there is an equality $\mathcal{N}_{G'} = (\mathcal{N}_G)_{S'}$ of closed subschemes of $\mathfrak{g}_{S'}$.
3. If $S$ is an integral scheme of generic characteristic $0$, then $\mathcal{N}_G$ is reduced.

Moreover, $\mathcal{N}_G$ satisfies the following extra conditions.

- $\mathcal{N}_G$ is $S$-flat and stable under the action of $\text{Aut}_{G/S}$.
- $\mathcal{N}_G$ is $S$-flat and stable under the action of $\text{Aut}_{G/S}$.
- $\mathcal{N}_G$ is $S$-flat and stable under the action of $\text{Aut}_{G/S}$.
- $\mathcal{N}_G$ is $S$-flat and stable under the action of $\text{Aut}_{G/S}$.

In particular, if $S$ is normal and $\text{char} k(s)$ is good for $G_\mathfrak{s}$ and does not divide $\pi_1(\mathcal{D}(G_s))$ for every $s \in S$, then $\mathcal{N}_G$ is normal.

**Proof.** Uniqueness of the assignment is established just as in the proof of Theorem 4.6. Completely similar arguments to those in the proof of Theorem 4.6 also reduce one to constructing $\mathcal{N}_G$ for split reductive $\mathbb{Z}$-group schemes $G$ and to demonstrate the properties (except (2)) for such $\mathcal{N}_G$. As before, we define $\mathcal{N}_G$ for such $G$ to be the schematic closure of $\mathcal{N}_{G_\mathbb{Q}}$ in $\mathfrak{g}$, and we deduce (1), (3), and the second and third bullet points as before. Again, the final statement of the theorem follows from the fourth bullet point and [Mat89, 23.9, Cor.].

It remains to establish the first and fourth bullet points. For the remainder of this section, $S$ is a scheme and $G$ is a reductive $S$-group scheme. We define $\chi : \mathfrak{g}' \rightarrow \mathfrak{g}'//\mathcal{D}(G)$ to be the Steinberg morphism, and we let $\mathcal{N}'_G = \chi^{-1}(\chi(0))$. We will show that $\mathcal{U}_G = \mathcal{U}_G'$ if $|\pi_1(\mathcal{D}(G))|$ is invertible on $S$ and $\text{char} k(s)$ is good for $G_\mathfrak{s}$ for all $s \in S$, and in any case $\mathcal{N}_G \subset \mathcal{N}'_G$.

To prove the remaining claims, we may and do assume that $G$ is semisimple, and since $|\pi_1(G)|$ is invertible on $S$ we may and do pass to the universal cover to assume that $G$ is simply connected. By passing to simply factors, we may and do assume that $G$ is simple. Because of the irritating caveat in Lemma 4.11(3), we will first deal separately with the case that $G$ is of type $A$, i.e., $G \cong \text{SL}_n$ for some $n$. Note that $G$ and $\mathfrak{g}$ are both naturally closed subschemes of $\mathfrak{g}(\mathfrak{sl}_n)$, and the $G$-equivariant morphism $\rho : \mathfrak{g}(\mathfrak{sl}_n) \rightarrow \mathfrak{g}(\mathfrak{sl}_n)$, $g \mapsto g - 1$ sends $\mathcal{U}$ to a closed subscheme $\mathcal{N}'$ of $\mathfrak{g}$ which is equal to the nilpotent variety on fibers. Since $\mathcal{U}$ is $\mathbb{Z}$-flat, normal, and stable under $G$-conjugation, the same is true of $\mathcal{N}'$, and it is clear that $\mathcal{N}' = \mathcal{N}$. In all, we have proved the result when $G \cong \text{SL}_n$. Thus from now on we may and do assume that every residue characteristic of $\mathfrak{g}$ is either 0 or a very good prime for $G$. In this case, we will use the following theorem from [BC20].

**Theorem 4.13.** [BC20, Thm. 4.1.10, Prop. 4.1.14] Let $S$ be a scheme, and let $G$ be a root-smooth reductive $S$-group scheme. If $T$ is a maximal $S$-torus of $G$ with Lie algebra $\mathfrak{t}$ and Weyl group $W := N_G(T)/T$, then the natural $S$-morphism $\mathfrak{t}/W \rightarrow \mathfrak{g}/G$ is an isomorphism. If $\text{char} k(s)$ is a non-torsion prime for $G_\mathfrak{s}$ for every $s \in S$, then the formation of $\mathfrak{g}/G$ commutes with base change in $S$, and etale-locally on $S$ it is an affine space of dimension $\text{rk} G$.

By [BC20, 4.1.1], $G$ is root-smooth whenever $\text{char} k(s)$ is very good for $G_\mathfrak{s}$ for all $s \in S$.

The idea now is very similar to the unipotent case. By Theorem 4.13, the formation of $\mathcal{N}'_G$ commutes with base change in $S$, so to show $\mathcal{N}_G \subset \mathcal{N}'_G$ it suffices to pass to a fppf cover of $S$ to assume that $G$ is split, and by base change again we may assume $S = \text{Spec} \mathbb{Z}$. But now Lemma 4.11(2) shows that if $k$ is a field then $\mathcal{N}'_G(k)$ is the set of nilpotent elements in $\mathfrak{g}'(k)$, which
is also the set of nilpotent elements in \( g(k) \). Thus \( \mathcal{N}_G \) and \( \mathcal{N}_G' \) have the same set of points, and since \( \mathcal{N}_G \) is reduced it follows that \( \mathcal{N}_G \subset \mathcal{N}_G' \).

It remains to show that \( \mathcal{N}_G = \mathcal{N}_G' \) if \( \text{char } k(s) \) is good for \( G_s \) for every \( s \in S \). By Theorem 4.13, we may and do assume \( S \) is an open subscheme of \( \text{Spec } \mathbb{Z} \). Using Lemma 4.3(2) and the smoothness of \( g/G \) established in Theorem 4.13, it follows from Miracle Flatness [Mat89, Thm. 23.1] that \( \chi \) is flat. Using Lemma 4.3(4), we find that \( \mathcal{N}_G' \) is flat with geometrically normal fibers, whence it is normal by [Mat89, 23.9, Cor.]. In particular, \( \mathcal{N}_G' \) is reduced. Since \( \mathcal{N}_G \subset \mathcal{N}_G' \) and both reduced closed subschemes of \( G \) have the same points, we obtain equality. \( \square \)

5. The Springer isomorphism

The main point of this section is to prove the following theorem.

**Theorem 5.1.** Let \( S \) be a scheme and let \( G \) be a reductive \( S \)-group scheme such that

1. \( |\pi_1(\mathcal{D}(G))| \) is invertible on \( S \),
2. for each \( s \in S \), \( \text{char } k(s) \) is good for \( G_s \).

Suppose further that either

(a) \( S \) is affine, or
(b) if \( G \cong R_{S/S}(G') \) for a finite etale cover \( S' \to S \) and a reductive \( S' \)-group scheme \( G' \) with absolutely simple fibers as in [SGA3, Exp. XXIV, 5.3 and Prop. 5.10(i)], then for every \( s' \in S' \\
\text{ either } \text{char } k(s') \neq 2 \text{ or the quasi-split inner form of } G_{s'} \text{ is split, and} \\
\text{ either } k(s') \neq 3 \text{ or } G_{s'} \text{ is not of type } D_4.

Then there is a \( G \)-equivariant isomorphism \( \rho : \mathcal{U}_G \to \mathcal{N}_G \), where \( \mathcal{U}_G \) is the unipotent scheme of \( G \) and \( \mathcal{N}_G \) is the nilpotent scheme of \( G \). If \( u \in \mathcal{U}_G(S) \) and \( X \in \mathcal{N}_G(S) \) are fiberwise regular with \( X \in (\text{Lie } Z_G(u))(S) \), then there is a unique such \( \rho \) with \( \rho(u) = X \).

Any isomorphism in Theorem 5.1 is called a Springer isomorphism. The hypotheses of Theorem 5.1 are essentially optimal, as will be shown in Remark 5.9 and Theorem 6.19. We remark that fiberwise regular sections of \( \mathcal{U}_G \) and \( \mathcal{N}_G \) exist etale-locally on \( S \), but they might not exist over \( S \).

Much of the difficulty in the proof of Theorem 5.1 comes from showing that \( \mathcal{U}_G \) and \( \mathcal{N}_G \) have good properties, which was dealt with in Section 4. In Section 5.1, we will show that Theorem 5.1 holds whenever sections \( u \) and \( X \) exist (in particular whenever \( G \) is split) by constructing a \( G \)-equivariant isomorphism \( \mathcal{U}_{\text{reg}} \to \mathcal{N}_{\text{reg}} \). Following a digression on pinning-preserving automorphisms in Section 5.2, a twisting argument in Section 5.3 will be used to pass from the split case to the general case provided (b) holds; the cases of type \( A_n \) \((n \geq 2)\) and \( D_4 \) will be dealt with separately in Appendix A. Finally, Section 5.4 will show that Springer isomorphisms behave reasonably when restricted to the unipotent radical of a Borel, generalizing [Tay16, Prop. 4.6].

5.1. A special case. We deal first with the case that there exist sections fiberwise regular \( u \in \mathcal{U}_G(S) \) and \( X \in \mathcal{N}_G(S) \) such that \( X \in (\text{Lie } Z_G(u))(S) \).

**Lemma 5.2.** Let \( S \) be a scheme, and let \( G \) be a reductive \( S \)-group scheme as in Theorem 5.1. If \( u \in \mathcal{U}_G(S) \) and \( X \in \mathcal{N}_G(S) \) are fiberwise regular and \( X \in \text{Lie } Z_G(u) \), then \( Z_G(u) = Z_G(X) \).

**Proof.** By Theorem 3.10 and Corollary 3.11, \( Z_G(u) \) and \( Z_G(X) \) are commutative flat closed \( S \)-subgroup schemes of \( G \). Since \( Z_G(u) \) is commutative, \( Z_G(u) \subset Z_G(X) \), and in fact equality holds because \( Z_G(X) \) is commutative. \( \square \)

If \( S \) is a scheme and \( G \) is reductive \( S \)-group scheme, we define \( \mathcal{U}_{\text{reg}} = \mathcal{U}_{G,\text{reg}} \) to be the subset of \( \mathcal{U} = \mathcal{U}_G \) defined by

\[
\mathcal{U}_{\text{reg}} = \{ u \in \mathcal{U} : u \text{ is regular in } G(k(u)) \}.
\]
It is open in \( \mathcal{U} \) by upper semicontinuity of fiber dimension, so we may consider \( \mathcal{U}_{\text{reg}} \) as an open subscheme of \( \mathcal{U} \). Similarly, we define \( \mathcal{N}_{\text{reg}} \) as a subset of \( \mathcal{N} = \mathcal{N}_G \). Again, \( \mathcal{N}_{\text{reg}} \) is open in \( \mathcal{N} \).

**Lemma 5.3.** With notation as in Lemma 5.2, the fppf sheaf quotient \( G/Z_G(u) = G/Z_G(X) \) is represented by a finitely presented separated \( S \)-scheme, and the natural orbit \( S \)-morphisms \( G/Z_G(u) \rightarrow \mathcal{U} \) and \( G/Z_G(X) \rightarrow \mathcal{N} \) are open embeddings which identify \( G/Z_G(u) \) and \( G/Z_G(X) \) with \( \mathcal{U}_{\text{reg}} \) and \( \mathcal{N}_{\text{reg}} \), respectively.

**Proof.** First, note that \( G/Z_G(u) \) is automatically a finite type separated algebraic space by a general theorem of Artin [Art74, Cor. 6.4]. Moreover, the orbit \( R \)-morphism \( G/Z_G(u) \rightarrow \mathcal{U} \) is a monomorphism, so a result of Knutson [Knu71, II, Thm. 6.15] shows that \( G/Z_G(u) \) is representable by a scheme. The same argument applies to \( G/Z_G(X) \).

We will only prove that \( G/Z_G(u) \rightarrow \mathcal{U} \) is an open embedding, the other claim being similar. Recall that an étale monomorphism of finite schemes is automatically an open embedding by [SGA1, Exp. I, Thm. 5.1]. Unraveling the definitions, it is therefore enough to show that if \( A \) is an Artin local ring with residue field \( k \) and \( v \in \mathcal{U}(A) \) is a section such that \( v_k \) is conjugate to \( u_k \), then \( v \) is conjugate to \( u \). This follows immediately from Corollary 3.11.

**Proof of Theorem 5.1 if \( u \) and \( X \) exist.** In view of Lemmas 5.2 and 5.3, there exists a unique \( G \)-equivariant \( S \)-isomorphism \( \rho_0 : \mathcal{U}_{\text{reg}} \rightarrow \mathcal{N}_{\text{reg}} \) such that \( \rho_0(u) = X \). Since \( \mathcal{U}_{\text{reg}} \) and \( \mathcal{N}_{\text{reg}} \) are universally schematic density in \( \mathcal{U} \) and \( \mathcal{N} \), respectively, there is at most one extension of \( \rho_0 \) to a morphism \( \rho : \mathcal{U} \rightarrow \mathcal{N} \), and if it exists then it is automatically \( G \)-equivariant.

In view of the uniqueness, to show the existence of an extension \( \rho \) of \( \rho_0 \) it suffices by spreading out and fppqc descent to assume that \( S = \text{Spec} A \) for a complete noetherian local ring \( A \) with algebraically closed residue field \( k \). We will further reduce to the case that \( A \) is normal. By the Cohen structure theorem we have \( A = A_0/I \) for some complete regular local ring \( A_0 \). Since \( k \) is algebraically closed, \( G \) is split, and thus \( G = G_0(A) \) for some split reductive \( Z \)-group schemes \( G \). Since \( B_0 \) be a Borel \( A_0 \)-subgroup of \( G_0 := G_{A_0} \) such that \( (B_0)(A) \) contains \( u \). If \( U_0 \) is the unipotent radical of \( B_0 \), then we can lift \( u \) to a section \( u_0 \in U_0(A_0) \). Note \( u_0 \) is automatically fiberwise regular, and \( Z_{U_0}(u_0) \) is \( A_0 \)-smooth by Theorem 3.10. Note \( X \in \text{Lie} Z_{U_0}(u_0)(A) \), so by smoothness we may lift \( X \) to \( X_0 \in \text{Lie} Z_{U_0}(u_0)(A_0) \). By Lemma 5.2, we have \( Z_{G_0}(u_0) = Z_{G_0}(X_0) \), and it suffices to show that there exists a \( G_0 \)-equivariant isomorphism \( \mathcal{U}_{G_0} \rightarrow \mathcal{N}_{G_0} \) sending \( u_0 \) to \( X_0 \). Thus we may pass from \( A \) to \( A_0 \) to assume that \( S \) is regular, and in particular normal.

Now by Theorem 4.6, since \( S \) is normal also \( \mathcal{U} \) and \( \mathcal{N} \) are normal. Since \( \mathcal{U}_{\text{reg}} \) is of complementary codimension \( \geq 2 \) in the normal scheme \( \mathcal{U} \) and \( \mathcal{N} \) is affine, \( \rho_0 \) therefore extends uniquely to a \( G \)-equivariant \( S \)-morphism \( \rho : \mathcal{U} \rightarrow \mathcal{N} \) by Hartogs’ lemma. Moreover, since \( \mathcal{N} \) is normal, \( \rho \) must be an isomorphism. This completes the proof of Theorem 5.1.

**5.2. Digression: pinning-preserving automorphisms.** In view of the results of the previous section, to show that there is a Springer isomorphism for a given reductive \( S \)-group scheme \( G \), it would be enough to show that there exist fiberwise regular sections \( u \in \mathcal{U}_G(S) \) and \( X \in \mathcal{N}_G(S) \) such that \( X \in (\text{Lie} Z_G(u))(S) \). These sections do not exist in general, but they do exist in the split case and we will use a twisting argument to deduce the general case.

To make this twisting argument, we must first make a detour through fixed points of pinning-preserving automorphisms. It seems likely that all of these results can be extracted directly from the proof of [Hai15, Prop. 4.1], but we will give some details for the convenience of the reader.

**Proposition 5.4.** Let \( k \) be a field of characteristic \( p \geq 0 \), and let \( G \) be a connected simple simply connected \( k \)-group. Let \( A \) be a finite group of \( k \)-automorphisms of \( G \) which preserve a common pinning. Suppose that either \( p \neq 2 \) or \( G \) is not of type \( A_{2m} \) \( (m \geq 1) \). Then \( G^A \) is a connected simple \( k \)-group and \( p \) does not divide \( |\pi_1(\mathcal{D}(G))| \).

Moreover, if \( p \) is good for \( G \) and either
• $p \neq 2$, or
• $G$ is of type $D_4$ and either $p \neq 3$ or $|A| \leq 2$,

then $p$ is good for $G^A$.

Proof. We may and do assume that $k$ is algebraically closed. In this case, results in [ALRR] (proved via considerations with the open cell, similar to those used in the proof of [Hai15, Prop. 4.1]) show that under our hypotheses $(G^A)^0_{\text{red}}$ is connected reductive with maximal torus $(T^A)^0_{\text{red}}$, and moreover $G^A$ is smooth (resp. connected) if and only if $T^A$ is smooth (resp. connected), where $T$ is a maximal torus of $G$. Let $\Delta = \{\alpha_1, \ldots, \alpha_n\}$ be a system of simple roots for the pair $(G, T)$. Since $G$ is simply connected, the natural map $G_m \to T$, $x \mapsto \prod_{i=1}^n \alpha_i^\vee(x)$ is an isomorphism. Moreover, $A$ acts on $T$ via permutation of the roots, so in fact $T^A$ is a torus in this case, of dimension equal to $|\Delta/A|$. Thus $G^A$ is indeed a connected reductive group.

The proof of [Hai15, Prop. 4.1] shows that the root system $\Phi(A)$ of $(G^A, T^A)$ is equal to the image of the root system $\Phi$ of $(G, T)$ in $X(T^A)$. In particular, since $A$ permutes $\Delta$ it follows that $\mathbf{Z}\Phi(A)$ is a free $\mathbf{Z}$-module of rank at least $|\Delta/A|$. Since $T^A$ is of dimension $|\Delta/A|$ (by the previous paragraph), it follows that $\mathbf{Z}\Phi(A)$ is of rank exactly $|\Delta/A|$ and $G^A$ is semisimple.

Now [Hai18, Prop. 3.5] shows that if $\alpha \in \Phi$ and $G$ is not of type $A_{2m}$, then the dual coroot of $\alpha$ is equal to $\sum_{\beta \in A_{\alpha}^\vee} \beta^\vee$. Thus the first paragraph of this proof shows that the natural map $\gamma : \prod_{i \in \Delta(A)} G_m \to T^A$ given by $\gamma(x) = \prod_{i \in \Delta(A)} \alpha_i^\vee(x)$ is an isomorphism, and hence $G^A$ is simply connected by definition. If $G$ is of type $A_{2m}$, then the same reference shows that if $\alpha \in \Phi$ then the dual coroot of $\alpha$ is equal to $2 \sum_{\beta \in A_{\alpha}^\vee} \beta^\vee$. In fact, there is precisely one $\alpha \in \Delta$ with the latter property. Thus the order of $\ker \gamma$ is equal to 2 and in particularly any prime $p \neq 2$ does not divide $|\mathbf{Z}\Phi(A)|$.

It remains to show that if $p$ is good for $G$, then $p$ is good for $G^A$. For this, note that $A$ is solvable, so by forming successive centralizers we may and do assume that $A$ is generated by a single automorphism $\lambda$. We will resort to checking cases in the following lemma.

Lemma 5.5. Let $k$ be a field, and let $G$ be a connected simple simply connected $k$-group. Suppose that either $p \neq 2$ or $G$ is not of type $A_{2m}$. Let $\lambda$ be an automorphism of $G$ preserving a pinning. Then $Z_G(\lambda)$ is connected and simple, and in fact the following claims hold.

1. If $G$ is of type $A_{2m+1}$ ($m \geq 1$) and $\lambda$ is of order 2, then $Z_G(\lambda)$ is simply connected of type $C_{m+1}$.
2. If $G$ is of type $A_{2m}$ ($m \geq 1$), $p \neq 2$, and $\lambda$ is of order 2, then $Z_G(\lambda)$ is adjoint of type $B_m$.
3. If $G$ is of type $D_n$ ($n \geq 4$) and $\lambda$ is of order 2, then $Z_G(\lambda)$ is simply connected of type $B_{n-1}$.
4. If $G$ is of type $D_4$ and $\lambda$ is of order 3, then $Z_G(\lambda)$ is simply connected of type $G_2$.
5. If $G$ is of type $E_6$ and $\lambda$ is of order 2, then $Z_G(\lambda)$ is simply connected of type $F_4$.

Proof. We may and do assume that $k$ is algebraically closed, and we choose a maximal $k$-torus $T$ of $G$. We have already seen that $G^A$ is a connected simple simply connected group with maximal torus $T^A$. By the proof of Proposition 5.4, it suffices to show that the image of the root system $\Phi$ of $(G, T)$ to $X(T^A)$ is of the claimed type in each case. We briefly indicate the calculations in the first case, leaving the rest to the reader.

If $G$ is of type $A_{2m+1}$, then we can order $\Delta = \{\alpha_1, \ldots, \alpha_{2m+1}\}$ so that $\lambda(\alpha_i) = \alpha_{2m+2-i}$, and every root in $\Phi$ is of the form $\alpha_i + \cdots + \alpha_j$ for $1 \leq i \leq j \leq 2m+1$. Thus every root of $\Phi(A)$ can be written uniquely either in one of the following forms.

- $\alpha_i + \cdots + \alpha_j$ for $1 \leq i \leq j \leq m+1$
- $(\alpha_i + \cdots + \alpha_m) + (\alpha_j + \cdots + \alpha_m)$ for $1 \leq i \leq m+1$ and $1 \leq j \leq m$.

This is precisely the description of the root system of type $C_{m+1}$; see [Bou68, Chap. VI, §4]. The other types are dealt with using entirely similar considerations, using the calculations in [Bou68, Chap. VI, §4].
Lemma 5.6. Let $k$ be a field, and let $G$ be a connected reductive $k$-group. Suppose either that char $k \neq 2$ or $G$ has no simple factors of type $A_{2m}$ ($m \geq 1$). Let $A$ be a finite group of automorphisms of $G$ preserving a common pinning. If $u \in (G^A)^0(k)$ is regular unipotent as an element of $(G^A)^0_{\text{red}}$, then $u$ is regular in $G(k)$. Similarly, if $X \in \text{Lie} G^A$ is regular nilpotent, then $X$ is regular in $\text{Lie} G$.

Proof. We may and do assume that $k$ is algebraically closed. We consider only the unipotent case, the nilpotent case being entirely similar. The nilpotent version of this result can be extracted from [Hai15, Prop. 4.1], but we will give the argument here for convenience of the reader. By conjugacy of regular unipotent elements, it is enough to show that there is a single regular unipotent element $u \in G^A(k)$ which is regular in $G(k)$.

Let $(B,T,\{X_\alpha\}_{\alpha \in \Delta})$ be a pinning preserved by $A$, and let $U$ be the unipotent radical of $B$. Let $\Phi_0$ be the $A$-orbit of a simple root $\alpha \in \Delta$, so $\Phi_0 \subset \Delta$. Moreover, since $G$ has no simple factors of type $A_{2m}$, it follows that any two distinct roots of $\Phi_0$ are orthogonal. For each $\alpha \in \Delta$, let $x_\alpha : G_\alpha \to U_\alpha$ be the $T$-equivariant isomorphism with $dx_\alpha(1) = X_\alpha$. If $\tau \in A$, then $\tau x_\alpha(u) = x_{\tau \alpha}(u)$, so it follows that $\prod_{\alpha \in \Phi_0} x_\alpha(1)$ lies in $U^A(k)$ (the order being unambiguous by the above-noted orthogonality).

Finally, let $\Delta = \Phi_1 \sqcup \cdots \sqcup \Phi_n$ be the decomposition of $\Delta$ into $A$-orbits, and let $u_i = \prod_{\alpha \in \Phi_i} x_\alpha(1)$. Then $u := \prod_{i=1}^n u_i$ lies in $U^A(k)$, and it is regular unipotent in $G(k)$ by [Ste65, Lem. 3.2]. To show that $u$ is regular unipotent in $G^A(k)$, it suffices by [Ste65, Thm. 3.3] to show that $u$ lies in a unique Borel $k$-subgroup of $G^A$. But if $B_0$ is a Borel $k$-subgroup of $G^A$ containing $u$, then there is a cocharacter $\phi_0 : G_m \to G^A$ such that $B_0 = P_{G^A}(\phi_0)$ (in the notation of the dynamic method). Thus $P_0 = P_{G}(\phi_0)$ is a parabolic $k$-subgroup of $G$ containing $u$ in its unipotent radical, and it follows from [BMR22, Lem. 3.1] that $P_0$ is a Borel $k$-subgroup of $G$. Since $P_0$ contains $u$, it must equal $B$ by [Ste65, Lem. 3.2]. Thus $B_0 = B \cap G^A$, proving uniqueness. \hfill \Box

5.3. The general case. Having established some preliminary results on fixed points, we are almost in a position to prove the existence of Springer isomorphisms for split reductive group schemes over open subschemes of $\text{Spec} \, Z$. In fact, we will prove something slightly stronger in Lemma 5.8. In view of the arguments in Section 5.1, the following lemma is of basic use.

Lemma 5.7. Let $G$ be a split reductive $Z$-group scheme and let $R$ be a localization of $Z$ such that $|\pi_1(\text{G}(G))|$ and all bad primes of $G$ are invertible in $R$. There exist sections $u \in \mathcal{U}(R)$ and $X \in \mathcal{N}(R)$ such that

1. $u$ is fiberwise regular unipotent,
2. $X$ is fiberwise regular nilpotent,
3. $X \in (\text{Lie} \, \text{Z}_G(u))(R)$.

Moreover, let $(B,T,\{X_\alpha\}_{\alpha \in \Delta})$ be a pinning of $G$ and suppose

- $2$ is invertible in $R$ or $G$ has no simple factor of type $A_n$ ($n \geq 2$), and
- $3$ is invertible in $R$ or $G$ has no simple factor of type $D_4$.

Then we may choose $u$ and $X$ to be invariant under the action of $\text{Aut}(G,B,T,\{X_\alpha\}_{\alpha \in \Delta})$.

Proof. All but the last statement of this lemma is established during the proof of [Spr69, Prop. 3.5] in the case that $G$ is semisimple and simply connected. Since the unipotent and nilpotent schemes are unchanged by passing to derived groups or etale isogenies, this implies all but the last statement in general.

For the remaining statements, we may again assume that $G$ is semisimple and simply connected, and by passing to simple factors we may and do assume that $G$ is simple. Now let $(B,T,\{X_\alpha\}_{\alpha \in \Delta})$ be a pinning of $G$, and let $A = \text{Aut}(G,B,T,\{X_\alpha\}_{\alpha \in \Delta})$. Recall that $A$ is a finite constant $R$-group scheme. In [ALRR] it is proved that (under our hypotheses) the scheme of fixed points $G^A$ is a reductive $R$-group scheme with split maximal $R$-torus $T^A$. Moreover, by Proposition 5.4, for
every $s \in S$ the fiber $(G^A)_s$ is a connected simple $k(s)$-group for which char $k(s)$ is good, and $|\pi_1(G^A)|$ is invertible in $R$. By the first paragraph, we may choose fiberwise regular $u \in \mathcal{U}_{G^A}(R)$ and $X \in \mathcal{N}_{G^A}(R)$ such that $X \in (\text{Lie } Z_{G^A}(u))(R)$.

To conclude, it is now enough to show that $u$ is fiberwise regular in $G$ and $X$ is fiberwise regular in $g$. For this, it suffices to pass to fibers over $R$, in which case the result follows from Lemma 5.6. \[\square\]

**Lemma 5.8.** Let $G$ be a split reductive $\mathbb{Z}$-group scheme and let $R$ be a localization of $\mathbb{Z}$ such that $|\pi_1(\mathcal{D}(G))|$ and all bad primes of $G$ are invertible in $R$. There is a $G$-equivariant $R$-isomorphism $\rho : \mathcal{U}_G \to \mathcal{N}_G$.

Suppose moreover

- $2$ is invertible in $R$ or $G$ has no simple factor of type $A_n$ ($n \geq 2$), and
- $3$ is invertible in $R$ or $G$ has no simple factor of type $D_4$.

Then we may take $\rho$ to be $\text{Aut}_{G_R/R}$-equivariant.

**Proof.** As usual, we may and do assume that $G$ is semisimple and simply connected. In this case, $G$ is product of factors with absolutely simple fibers, and by passing to one of them we may and do assume that $G$ has absolutely simple fibers. Let $u \in \mathcal{U}_G(R)$ and $X \in \mathcal{N}_G(R)$ be fiberwise regular sections such that $Z_{G^A}(u) = Z_{G^A}(X)$ (guaranteed to exist by Lemmas 5.7 and 5.2). By Section 5.1, there exists a unique Springer isomorphism $\rho : \mathcal{U}_G \to \mathcal{N}_G$ such that $\rho(u) = X$, giving the first claim.

Now suppose that either $2$ is invertible in $R$ or $G$ has no simple factors of type $A_n$ ($n \geq 2$) and either $3$ is invertible in $R$ or $G$ has no simple factors of type $D_4$. Fix a pinning of $G$, and choose $u$ and $X$ as above to be invariant under automorphisms preserving the pinning. Note that these exist by Lemmas 5.7. If $\alpha$ is an automorphism of $G$ preserving the chosen pinning, then $\alpha \circ \rho \circ \alpha^{-1} : \mathcal{U}_G \to \mathcal{N}_G$ is another Springer isomorphism sending $u$ to $X$.

By [Con14, Thm. 7.1.9], if $S$ is any $R$-scheme and $\alpha$ is any $S$-automorphism of $G_S$, then we can write $\alpha = \alpha_0 \circ \alpha_1$, where $\alpha_1$ is inner and $\alpha_0$ preserves the chosen pinning. By $G$-equivariance we have $\alpha_1 \circ \rho \circ \alpha_1^{-1} = \rho$. Moreover, Zariski-locally on $S$, $\alpha_0$ is the base change of an $R$-automorphism of $G_R$ preserving the chosen pinning, so we also have $\alpha_0 \circ \rho \circ \alpha_0^{-1} = \rho$. Thus indeed $\rho$ is $\text{Aut}_{G_R/R}$-equivariant. \[\square\]

Lemma 5.8 is the key to proving Theorem 5.1 in almost every case, which we will do below. Completing the proof in types $A_n$ ($n \geq 2$) and $D_4$ will require different considerations, which we leave to Appendix A.

**Proof of Theorem 5.1 in case (b).** Let $S$ be a scheme, and let $G$ be a reductive $S$-group scheme as in the theorem statement. Passing to the universal cover of $\mathcal{D}(G)$, we may and do assume that $G$ is semisimple and simply connected. By [SGA3, Exp. XXIV, 5.3 and Prop. 5.10(ii)], there exists a finite etale cover $S' \to S$ of a simply connected semisimple $S'$-group scheme $G'$ with absolutely simple fibers such that $G$ is isomorphic to the Weil restriction $R_{S'/S}(G')$. Passing from $S$ to $S'$ and from $G$ to $G'$, we may and do assume that $G$ has absolutely simple fibers. Since the root datum of $G$ is locally constant on $S$, we may further pass to direct summands of $S$ to assume that $G$ has constant root datum. As stated, we will suppose that for each $s \in S$, either char $k(s) \neq 2$ or $G_s$ is not of type $A_n$ for any $n \geq 2$, and that either char $k(s) \neq 3$ or $G_s$ is not of type $D_4$.

There exists an etale cover $S' \to S$ such that $G_{S'}$ is split, so there is some split reductive $\mathbb{Z}$-group scheme $\tilde{G}$ and an $S'$-isomorphism $f : G_{S'} \to \tilde{G}_{S'}$. By Lemma 5.8 there is an $\text{Aut}_{G_{S'/S}}$-equivariant $S$-isomorphism $\rho_0 : \mathcal{U}_{G_S} \to \mathcal{N}_{G_S}$. This gives a Springer isomorphism $\rho' : \mathcal{U}_{G_{S'}} \to \mathcal{N}_{G_{S'}}$ defined by $\rho' = f \circ \rho_0 \circ f^{-1}$ (where we abuse notation and use $f$ to also denote the isomorphism $\text{Lie } G_{S'} \cong \text{Lie } \tilde{G}_{S'}$).
Now we show that $\rho'$ descends to a $G$-equivariant $S$-isomorphism $\rho : \mathcal{U}_G \to \mathcal{N}_G$. If $\text{pr}_1, \text{pr}_2 : S' \times S \to S'$ are the two projections, then by fpqc descent [SGA1, Exp. VIII, Thm. 5.2] it is necessary and sufficient that $\text{pr}_1^*\rho' = \text{pr}_2^*\rho'$. Since $\rho_0$ is defined over $S$, we have $\text{pr}_1^*\rho_{0,S'} = \text{pr}_2^*\rho_{0,S'}$, and thus

$$\text{pr}_1^*\rho' = \text{pr}_2^*f \circ (\alpha \circ \rho_{0,S' \times SS'} \circ \alpha^{-1}) \circ \text{pr}_2^*f^{-1},$$

where $\alpha = \text{pr}_2^*f^{-1} \circ \text{pr}_1^*f$ is an $S' \times S'$-automorphism of $G_{S' \times S'}$. Since $\rho_0$ is $\text{Aut}_{\mathcal{G}_S/S}$-equivariant, it follows that $\alpha \circ \rho_{0,S' \times SS'} \circ \alpha^{-1} = \rho_{0,S' \times S'}$. Thus the displayed equation above shows

$$\text{pr}_1^*\rho' = \text{pr}_2^*\rho',$$

as desired. \hfill \Box

**Remark 5.9.** Let $k$ be an algebraically closed field of characteristic $p \geq 0$, and let $G$ be a simply connected simple $k$-group with a fixed pinning. Let $\mathcal{U} := G^A$, where $A$ is the group of automorphisms of $G$ preserving the given pinning. Fix a regular unipotent element $u \in H(k)$. If $\rho : \mathcal{U}_G \to \mathcal{N}_G$ is an $\text{Aut}_{\mathcal{G}_k/k}$-equivariant $k$-isomorphism, the fact that $\rho$ is determined by $\rho(u)$ shows that $\rho(u)$ also lies in $\text{Lie} \mathcal{H}$. However, if $p > 0$ is good for $G$ but not for $H$, then this is not possible: we will show in the next paragraph that $\text{Lie} Z_H(u)$ does not contain a regular nilpotent element. It follows that no such $\rho$ can exist in this case. Thus for outer forms of $\text{SL}_{n+1}$ in characteristic 2 or certain outer forms of $\text{Spin}(8)$ in characteristic 3, a different argument is needed.

To see the claim above, we work slightly more generally: let $H$ be a simply connected simple $k$-group, and suppose that $p > 0$ is a bad prime which is not torsion. Note that the $H$ in the previous paragraph is of this form by Lemma 5.5. Let $u_0 \in H(k)$ be regular unipotent, and suppose for the sake of contradiction that there exists a regular nilpotent $X_0 \in \text{Lie} \mathcal{H}$. Let $R$ be a complete DVR with residue field $k$ and generic characteristic 0, and let $\mathcal{H}$ be a simply connected simple $R$-group scheme with special fiber $H$. Lift $u$ to a fiberwise regular unipotent section $u_0 \in \mathcal{H}(R)$. By Theorem 3.10, we may lift $X$ to $X_0 \in \text{Lie}(\mathcal{Z}(u_0))(R)$ which is fiberwise regular nilpotent. Now Theorem 3.10 and [BC20, Thm. 4.2.8] show that $\mathcal{Z}(u_0)$ and $\mathcal{Z}(X_0)$ are flat closed $R$-subgroup schemes of $\mathcal{H}$, and they have equal generic fibers by Lemma 5.2. Thus flatness shows $\mathcal{Z}(u_0) = \mathcal{Z}(X_0)$ in particular $\mathcal{Z}(u) = \mathcal{Z}(X)$, but $\mathcal{Z}(u)/\mathcal{Z}(H)$ is smooth by Lemma 3.4, while $\mathcal{Z}(X)/\mathcal{Z}(H)$ is not smooth by the calculations in [Spr66b, Thm. 2.6].

### 5.4. Kawanaka isomorphisms

The notion of Kawanaka isomorphism was introduced in [Tay16, Def. 4.1], and we recall the definition here. If $k$ is a field, $G$ is a connected reductive $k$-group, and $\lambda : G_{\mathbb{G}_m} \to G_{\mathbb{A}}$ is a geometric cocharacter, then there is a canonically associated parabolic subgroup $P(\lambda)$ of $G_{\mathbb{A}}$ with unipotent radical $U(\lambda)$. We write $u(\lambda) := \text{Lie} U(\lambda)$, and note that $u(\lambda)$ admits a decreasing filtration $\{u(\lambda, i)\}_{i \geq 0}$, where $u(\lambda, i)$ is the direct sum of the eigenspaces of weight $\geq i$ for the action of $\lambda$ on $u(\lambda)$. Correspondingly, one obtains a smooth connected $\lambda$-equivariant subgroup $U(\lambda, i)$ of $U(\lambda)$ with $\text{Lie}$ algebra $u(\lambda, i)$.

Now one says that an isomorphism $\psi : U(\lambda) \to u(\lambda)$ is a **Kawanaka isomorphism** provided that the following three conditions hold.

- $\psi(U(\lambda, 2)) \subset u(\lambda, 2)$,
- $\psi(uv) = \psi(u) + \psi(v)$ for all $u, v \in U(\lambda, i + 1)$ for all $u, v \in U(\lambda, i)$ and $i \in \{1, 2\}$,
- $\psi(uv) - c_i[\psi(u), \psi(v)] \in u(\lambda, 2i + 1)$ for all $u, v \in U(\lambda, i)$ and $i \in \{1, 2\}$, where $c_i \in k^\times$ is a constant not depending on $u$ or $v$.

In [Tay16, Prop. 4.6], it is shown that if $G$ is absolutely simple, char $k$ is good for $G$, and char $k \nmid |\pi_1(\mathcal{G}(G))|$, then there exists a Springer isomorphism $\phi : \mathcal{U}_G \to \mathcal{N}_G$ which restricts to a Kawanaka isomorphism $U(\lambda) \to u(\lambda)$ for every geometric cocharacter $\lambda$. In Proposition 5.11, we show that in fact stronger conditions than the above hold for *every* Springer isomorphism over an arbitrary base. First, we need the following mild strengthening of [MT09, Thm. E(ii)].
Lemma 5.10. Let $G$ be a connected reductive group over a scheme $S$ such that $\mathcal{D}(G_s)$ is absolutely simple and $\text{char } k(s)$ is good for $G_s$ for every $s \in S$ and such that $|\pi_1(\mathcal{D}(G))|$ is invertible on $S$. If $\rho : \mathcal{U}_G \to \mathcal{M}_G$ is a Springer isomorphism, then for every $S$-scheme $S'$ and any cocharacter $\lambda : G_{m,S'} \to G_{S'}$, $\rho$ restricts to an isomorphism $U_{G_{S'}}(\lambda) \to u_{G_{S'}}(\lambda)$.

Moreover, there is some (unique) $a \in G_m(S)$ such that for any $S$-scheme $S'$ and any Borel $S$-subgroup $B$ of $G_{S'}$ with unipotent radical $U$, $\rho$ restricts to an isomorphism $U \to \text{Lie } U$, and the differential $d\rho : \text{Lie } U \to \text{Lie } U$ is a scalar multiple of the identity.

Proof. By base change, it is enough to consider the case $S' = S$. Because we are claiming these properties for every Springer isomorphism $\rho$ (and because we are claiming uniqueness of $a$), we may work locally, spread out, and pass to an fpqc cover of $S$ to assume $S = \text{Spec } A$ for a complete noetherian local ring $A$ with algebraically closed residue field. By the Cohen structure theorem, we may write $A = A_0/I$ where $A_0$ is a complete regular local ring. Note that $G$ is split, so it is obtained by base change from a split reductive group scheme over $A_0$. Using openness of the regular locus and smoothness of regular centralizers modulo center (Theorem 3.10), it can be shown that $\rho$ may be obtained by base change from a Springer isomorphism over $A_0$, so we may and do pass from $A$ to $A_0$ to assume that $A$ is a complete noetherian local integral domain with algebraically closed residue field.

The fact that $\rho$ restricts to an isomorphism $U(\lambda) \to u(\lambda)$ follows directly from the argument of [McN05, Rmk. 10] (using the dynamic method over general base schemes). From now on, fix a Borel $A$-subgroup $B$ of $G$ with unipotent radical $U$. By [MT09, Thm. E(ii)], the generic map $d\rho : \text{Lie } U_\eta \to \text{Lie } U_\eta$ is a scalar multiple of the identity. Consequently, the same holds of $d\rho : \text{Lie } U \to \text{Lie } U$, as one sees by considering a matrix for $d\rho$. It remains to show that $a$ is independent of the choice of $B$. For this, we may and do pass to the geometric generic fiber of $S$ to assume $S = \text{Spec } k$ for an algebraically closed field $k$.

By passing from $G$ to the universal cover of $\mathcal{D}(G)$ (which does not affect the unipotent radical of any Borel), we may and do assume that $G$ is semisimple and simply connected. If $G$ is of type $A_1$, i.e., $G = \text{SL}_2$, then one can show that $\rho : \mathcal{U}_G \to \mathcal{M}_G$ is of the form

$$\rho(u) = a'(u - 1)$$

for some $a' \in G_m(S)$. In this case, clearly $a = a'$. Thus we may and do assume that $G$ is not of type $A_1$, i.e., $G$ is of rank $\geq 2$.

If $B'$ is any other Borel $A$-subgroup of $G$ with unipotent radical $U'$, then the theory surrounding the Bruhat decomposition shows that $B \cap B'$ contains a maximal $k$-torus $T$ of $G$. Since $G$ is of rank $\geq 2$, one can successively conjugate $B$ by simple reflections in $N_G(T)$ to find a sequence of Borel $A$-subgroups $B = B_0, B_1, \ldots, B_n = B'$ containing $T$ with unipotent radicals $U = U_0, U_1, \ldots, U_n = U'$ such that $U_i \cap U_{i+1}$ is a nontrivial smooth connected unipotent group for every $0 \leq i \leq n - 1$. By the above, each restriction $d\rho : \text{Lie } U_i \to \text{Lie } U_i$ is a scalar multiple of the identity, and the fact that $U_i \cap U_{i+1}$ is nontrivial for each $i$ shows that all of these scalar multiples are the same. Since $B'$ was arbitrary, $a$ is after all independent of $B$.

Proposition 5.11. Let $S$ be a scheme, and let $G$ be a reductive group scheme over $S$ such that $\mathcal{D}(G_s)$ is absolutely simple and $\text{char } k(s)$ is good for $G_s$ for every $s \in S$ and such that $|\pi_1(\mathcal{D}(G))|$ is invertible on $S$. If $\rho : \mathcal{U}_G \to \mathcal{M}_G$ is a Springer isomorphism, there exists some (unique) $e \in G_m(S)$ such that for every $S$-scheme $S'$, cocharacter $\lambda : G_m \to G_{S'}$, pair of integers $m,n \geq 1$, and $u \in U(\lambda,m)(S')$, $v \in U(\lambda,n)(S')$, we have

1. $\rho(u) \in u(\lambda,m)$,
2. $\rho(uv) - \rho(u) - \rho(v) \in u(\lambda,2\min\{m,n\})$,
3. $\rho([u,v]) - c(\rho(u),\rho(v)) \in u(\lambda,m+n+\min\{m,n\})$.

The restriction of $\rho$ to each $U(\lambda,i)$ induces an isomorphism $U(\lambda,i) \cong u(\lambda,i)$.
Proof. By base change, it is enough to consider the case $S' = S$. Just as in the proof of Lemma 5.10, we may and do assume that $S = \text{Spec } A$, where $A$ is a complete noetherian local integral domain with algebraically closed residue field. Let the element $a \in G_m(S)$ be as in Lemma 5.10. Let $T$ be a (split) maximal $S$-torus of $G$ through which $\lambda$ factors. Let $\Phi$ be the root system of $(G,T)$, let $B$ be a Borel $S$-subgroup of $G$ containing $T$ with system of positive roots $\Phi^+$, and assume (as we may) that $U(\lambda)$ is contained in the unipotent radical $U$ of $B$. Note we have

$$U(\lambda) = \prod_{(\alpha,\lambda) \geq 0} U_\alpha$$

for the $T$-root groups $U_\alpha$ (product taken in a fixed order), and

$$u(\lambda) = \bigoplus_{(\alpha,\lambda) \geq 0} g_\alpha$$

for the $T$-weight spaces $g_\alpha$. Fix $T$-equivariant $S$-isomorphisms $x_\alpha : G_\alpha \to U_\alpha$ as usual, where $T$ acts by $\alpha$ on $G_\alpha$.

By Lemma 5.10, $\rho$ restricts to isomorphisms $U \to \text{Lie } U$ and $U(\lambda) \to u(\lambda)$. Moreover, $d\rho : \text{Lie } U \to \text{Lie } U$ is a scalar multiple of the identity, i.e., there is some (unique) $a \in G_m(S)$ such that $d\rho|_{\text{Lie } U} = aI$. Thus we may write

$$\rho \left( \prod_{(\alpha,\lambda) > 0} x_\alpha(u_\alpha) \right) = \sum_{(\alpha,\lambda) > 0} (dx_\alpha)(au_\alpha + f_\alpha(\{u_\beta\})),$$

where $f_\alpha(\{u_\beta\})$ is a polynomial in the $u_\beta$ whose $u_\alpha$-coefficient is 0.

We first claim that if $\prod_{(\beta,\lambda) > 0} u_\beta^n$ is a monomial with nontrivial coefficient in $f_\alpha$, then we have $\sum_{(\beta,\lambda) > 0} n_\beta \beta = \alpha$. To this end, let $t$ be a local section of $T$ and note

$$\rho \left( \prod_{(\alpha,\lambda) > 0} tx_\alpha(u_\alpha)t^{-1} \right) = \sum_{(\alpha,\lambda) > 0} (dx_\alpha)(a(t)u_\alpha + f_\alpha(\{\beta(t)u_\beta\}))$$

while on the other hand

$$\text{Ad}(t)\rho \left( \prod_{(\alpha,\lambda) > 0} x_\alpha(u_\alpha) \right) = \sum_{(\alpha,\lambda) > 0} (dx_\alpha)(a(t)u_\alpha + f_\alpha(\{u_\beta\}))$$

for all local sections $u_\alpha$ of $G_\alpha$. Since $\rho$ is $T$-equivariant, it follows that $f_\alpha(\{\beta(t)u_\beta\}) = \alpha(t)f_\alpha(\{u_\beta\})$ for all $u_\beta$, and the claim follows.

By the previous paragraph, we have in particular that if $u_\beta$ occurs in the expression for $f_\alpha$ then $\beta < \alpha$. In particular, if $u \in U(\lambda,m)(S')$ for an $S$-scheme $S'$ then writing $u = \prod_{(\alpha,\lambda) \geq m} x_\alpha(u_\alpha)$, we find $\rho(u) \in U(\lambda,m)$. Thus (1) holds, and it follows similarly that $\rho$ restricts to an isomorphism $U(\lambda,i) \cong U(\lambda,i)$. Write moreover $v = \prod_{(\alpha,\lambda) \geq n} x_\alpha(v_\alpha)$, so by the Chevalley commutation relations [Con14, Prop. 5.1.14] we have

$$uv \in \left( \prod_{(\alpha,\lambda) > 0} x_\alpha(u_\alpha + v_\alpha) \right) \cdot U(\lambda,m + n).$$

Moreover, using the previous paragraph we find

$$\rho(uv) \in \sum_{(\alpha,\lambda) > 0} (dx_\alpha)(au_\alpha + av_\alpha) + u(\lambda,2 \min\{m,n\}).$$
Using similar expressions for $\rho(u)$ and $\rho(v)$, we find
\[\rho(uv) - \rho(u) - \rho(v) \in u(\lambda, 2 \min\{m, n\}),\]
proving (2).

Finally we prove (3). Using the Chevalley commutation relations again, there are constants $C_{\alpha, \beta}$ such that
\[\lbrack u, v \rbrack \in \prod_{(\alpha, \lambda) > 0, (\beta, \lambda) > 0} x_{\alpha + \beta}(C_{\alpha, \beta} u_{\alpha} v_{\beta}) \cdot U(\lambda, m + n + \min\{m, n\}).\]

It follows then that
\[\rho([u, v]) \in \sum_{(\alpha, \lambda) > 0, (\beta, \lambda) > 0} (dx_{\alpha + \beta})(aC_{\alpha, \beta} u_{\alpha} v_{\beta}) + u(\lambda, m + n + \min\{m, n\}).\]

Totally similar calculations using Chevalley’s rule show
\[\rho([u, v]) \in \sum_{(\alpha, \lambda) > 0, (\beta, \lambda) > 0} (dx_{\alpha + \beta})(a^2 C_{\alpha, \beta} u_{\alpha} v_{\beta}) + u(\lambda, m + n + \min\{m, n\}).\]

Consequently
\[\rho([u, v]) - a^{-1}[\rho(u), \rho(v)] \in u(\lambda, m + n + \min\{m, n\}),\]
and so (3) holds with $c = a^{-1}$.

\[\square\]

6. Counterexamples

In this section we will show that the hypotheses in Theorem 3.10 and Theorem 5.1 are necessary. In Section 6.1, we will show that Corollary 3.11 fails for centralizers of regular unipotent elements over a field whenever $|\pi_1(\mathcal{Z}(G))|$ is zero in the field. Using this, we will deduce a number of properties of the unipotent variety in Corollary 6.6, and we will show that the hypotheses in Theorem 3.10 are optimal. In Section 6.2, we will compute the Picard groups of the unipotent and nilpotent varieties and show that they are different when $|\pi_1(\mathcal{Z}(G))|$ is zero in the field. Finally, in Section 6.3, we will use local class field theory to show that there isn’t even a finite $k$-morphism $N_G^\text{car} \rightarrow B_G^\text{car}$ when $|\pi_1(\mathcal{Z}(G))|$ is zero in the field.

6.1. Centralizers of regular unipotent elements over a field. Our main aim in this section is to prove the following theorem, which will both help us to show that the hypotheses in Theorem 5.1 are optimal and answer a question left open in [BRR20, Rmk. 2.7]. Much of the work will come down to understanding the behavior of the unipotent variety under (non-etale) central isogenies; see Lemma 6.4 for details.

**Theorem 6.1.** Let $G$ be a connected reductive group over a field $k$ and let $u \in G(k)$ be a regular unipotent element contained in a (unique) Borel subgroup $B$ of $G$. The following are equivalent.

1. $Z_G(u)/Z(G)$ is smooth,
2. $Z_G(u) \subset B$,
3. The multiplication morphism $Z(G) \times Z_U(u) \to Z_G(u)$ is an isomorphism,
4. $Z_G(u)$ is commutative,
5. $p \nmid |\pi_1(\mathcal{Z}(G))|$.

**Remark 6.2.** It is stated (and proved) in various places in the group theory literature (see [Spr66a] for good characteristic and [Lou68] or [SS70, III, Cor. 1.16] in general) that $Z_G(u)$ is always commutative whenever $u$ is a regular unipotent element of $G(k)$. This may make the statement of Theorem 6.1 appear rather curious. Of course, in the references given above, the centralizer $Z_G(u)$ is identified with its set of $k$-points (if $k$ is algebraically closed); equivalently, the statement is that
$Z_G(u)_{\text{red}}$ is commutative. In Lemma 6.5, we will see that if $G$ is semisimple and $\pi_G : \tilde{G} \to G$ is the universal cover then there is a short exact sequence

$$1 \to Z_{\tilde{G}\langle u \rangle} \to \pi_{\tilde{G}}^{-1}(Z_G(u)) \to (\ker \pi_G)^0 \to 1$$

where the leftmost term is commutative by Corollary 3.11. This gives rise to a short exact sequence

$$1 \to Z_{\tilde{G}\langle u \rangle}/\ker \pi_G \to Z_G(u) \to (\ker \pi_G)^0 \to 1.$$  

In this sense, the only source of non-commutativity is infinitesimal, conforming to the known commutativity results. See Remark 3.6 for an example in which this is readily visible. Moreover, by Lemma 3.4, $Z_U(u)$ is smooth and thus always commutative.

**Proof of Theorem 6.1.** First, we note that $(5) \Rightarrow (1)$ follows from Lemma 3.4. For the remainder, we may and do assume that $k$ is algebraically closed.

Next we prove $(1) \Rightarrow (2)$. Since $B$ is the unique Borel $k$-subgroup of $G$ containing $u$ and $N_G(B) = B$, it follows that $Z_G(u)(k) = Z_B(u)(k)$. To prove that $Z_G(u)$ is contained in $B$, as in the proof of Lemma 3.4 we can embed $G$ in a connected reductive group $G'$ in such a way that $\mathcal{D}(G) = \mathcal{D}(G')$ and $Z(G')$ is smooth. We have $Z_{G'}(u) = Z_G(u)Z(G')$, so to prove the inclusion we may pass from $G$ to $G'$ and thus assume that $Z(G)$ is smooth. Since $Z_G(u)/Z(G)$ is smooth by assumption, $Z_G(u)$ is already smooth. The natural homomorphism $Z(G) \times Z_U(u) \to Z_G(u)$ is bijective on geometric points and it has trivial kernel, so by smoothness of $Z_G(u)$ it must be an isomorphism. Thus indeed we have $(1) \Rightarrow (2)$.

The implication $(2) \Rightarrow (3)$ follows from the first statement of Lemma 3.4.

To prove $(3) \Rightarrow (4)$, it suffices to show that $Z_U(u)$ is commutative. For this, we may assume that $G$ is semisimple. If $G$ is simply connected, then this follows from Corollary 3.11. In general, if $f : G' \to G$ is a central isogeny of connected semisimple groups, $G'$ is the unipotent radical of $f^{-1}(B)$, and $u'$ is a unipotent element of $U'(k)$ lifting $u$, then the induced map $Z_{U'}(u') \to Z_U(u)$ is an isomorphism. Thus commutativity of $Z_U(u)$ is reduced to the already-analyzed simply connected case.

It remains to show that $(4) \Rightarrow (5)$. This is the longest step in the argument, and it will require a series of preliminary lemmas.

Given a character $\lambda \in X(T)$, we will let $\text{sym} \lambda$ denote the sum (in the sense of morphisms $T \to \mathbb{A}^1$, not characters of $T$) of all of the $W$-conjugates of $\lambda$. By [Bou68, Chap. VI, §3.4, Thm. 1], if $G$ is semisimple and simply connected, then the ring $k[T]^W$ is a polynomial $k$-algebra generated by $\text{sym} \omega_1, \ldots, \text{sym} \omega_r$.

**Lemma 6.3.** Suppose $G$ is semisimple and simply connected. If $\rho : G \to GL(V)$ is a representation with character $\chi_\rho = \text{tr} \circ \rho : G \to \mathbb{A}^1$, then $\chi_\rho|_{Z(G)^0}$ is constant.

**Proof.** We may and do assume that $k$ is algebraically closed. Let $T$ be a maximal torus of $G$, so that $T$ contains $Z(G)^0$. We may decompose $V$ into its $T$-weight spaces, i.e.,

$$V = \bigoplus_{\lambda \in X(T)} V_\lambda.$$

By definition, the action of $T$ on $V$ preserves each $V_\lambda$, so $W$ permutes the $V_\lambda$, and indeed $wV_\lambda = V_{w\lambda}$ for all $w \in W$. We note that then

$$\chi_\rho|_{Z(G)^0} = \sum_{\lambda \in X(T)} \text{dim} V_\lambda \cdot \lambda|_{Z(G)^0} = \sum_{W \lambda \in W \setminus X(T)} \text{dim} V_\lambda \sum_{\lambda' \in W \lambda} \lambda'|_{Z(G)^0},$$
so it is equivalent to show that \( f|_{Z(G)^0} \) is constant for every \( f \in k[T]^W \). In fact, if \( B \) is a Borel subgroup of \( G \) containing \( T \), and \( \omega_1, \ldots, \omega_r \) are the fundamental weights as above, then by [Bou68, Chap. VI, §3.4, Thm. 1] it suffices to show that \((\text{sym} \omega_i)|_{Z(G)^0}\) is constant for every \( i \). Since \( W \) acts trivially on \( Z(G)^0 \), this is the same as the condition that \( |W \omega_i| \cdot \omega_i|_{Z(G)^0} \) is constant for all \( i \).

If \( \text{char } k = p \), then it is equivalent to show that for every \( i \), either \( p \) divides \( |W \omega_i| \) or \( \omega_i|_{Z(G)^0} \) is constant.

The proof proceeds by checking each type individually. The types \( E_8, F_4, \) and \( G_2 \) are all centerless, so it is not necessary to check them.

**Type \( A_r \).** We may assume that \( T \) is the diagonal torus and \( B \) is the upper-triangular Borel, so that the fundamental weights of \( T \) are given by

\[
\omega_i(\text{diag}(t_1, \ldots, t_{r+1})) = t_1 \cdots t_i
\]

for \( 1 \leq i \leq r \) and the associated representation \( V_i \) of \( G \) is the \( i \)th exterior power of the standard representation \( V_1 \). Note that \( W \) acts transitively on the weight spaces of each \( V_i \), so if \( \chi_i \) is the character associated to \( V_i \) then we have \( \chi_i|_T = \text{sym} \omega_i \). Thus it suffices to show that \( \chi_i \) is constant on \( Z(G)^0 \). Suppose \( r + 1 = mp^n \), where \( m \) is coprime to \( p \), and note that \( Z(G)^0 \cong \mu_{p^n} \), embedding diagonally into \( T \). If \( R \) is a \( k \)-algebra and \( \alpha \in \mu_{p^n}(R) \), then we have

\[
\chi_i(\alpha) = \sum_{1 \leq j_1 < \cdots < j_r \leq r} \alpha^{j_1} \cdots \alpha^{j_r} = \binom{r}{i} \alpha^i
\]

If \( p^n \) divides \( i \), then this is clearly independent of \( R \), equal to \( \binom{r}{i} \). Otherwise, \( p \) divides \( \binom{r}{i} \), so this is constant, equal to 0.

For all of the other types, it will turn out that \( |W \omega_i| \) is divisible by \( p \) for all \( i \). To show this, it will be convenient to first determine the stabilizer \( W_{\omega_i} \) of \( \omega_i \) for the \( W \)-action on \( k[T] \). By [Bou68, Chap. V, §3, Prop. 2] and [Bou68, Chap. VI, §1.10], if \( W \) is generated by the reflections \( s_1, \ldots, s_r \) along the simple roots \( \alpha_1, \ldots, \alpha_r \), then \( W_{\omega_i} \) is generated by \( \{ s_j : j \neq i \} \). So it suffices to show that \( p \) always divides \( |W/W_{\omega_i}| \). If \( D \) is the Dynkin diagram of \( G \) labelled by the simple roots \( \alpha_1, \ldots, \alpha_r \), then \( W_{\omega_i} \) is the Weyl group corresponding to the root system with Dynkin diagram \( D_i \) given by removing the vertex of \( D \) labelled \( \alpha_i \) (as well as the edges incident to \( \alpha_i \)). We will use the calculations and labelling conventions from [Bou68, Chap. VI, §4] freely below.

**Type \( B_r \).** The center of \( \text{Spin}_{2r+1} \) is \( \mu_2 \), so we need only consider the case \( p = 2 \). Note that for each \( i \), \( D_i \) is the graph \( A_{i-1} \sqcup B_{r-i} \). The Weyl group of \( B_r \) has order \( 2^{r!} \), while the Weyl group corresponding to \( D_i \) has order \( i!2^{r-1}(r-i)! \), so the quotient \( W/W_{\omega_i} \) has order \( 2^i \binom{r}{i} \), and this is clearly divisible by 2.

**Type \( C_r \).** The proof of this is completely similar to the previous case and is left to the reader.

**Type \( D_r \).** The center of \( \text{Spin}_{2r} \) is either \( \mu_4 \) or \( \mu_2 \times \mu_2 \), depending on the parity of \( r \), so we may assume again that \( p = 2 \). For each \( i < r - 2 \), we have \( D_i = A_{i-1} \sqcup D_{r-i} \) and \( W_{\omega_i} \) has order \( i!2^{r-1}(r-i)! \). Moreover, \( D_{r-2} = A_{r-3} \sqcup A_1 \sqcup A_1 \) and \( D_{r-1} = D_r = A_{r-1} \), and the Weyl groups of these have orders \( 4(r-2)! \) and \( r! \), respectively. Thus we have

\[
|W/W_{\omega_i}| = \begin{cases} 
\binom{r}{i}2^i & \text{if } 1 \leq i < r - 2, \\
r(r-1)2^{r-3} & \text{if } i = r - 2, \\
2^{r-2} & \text{if } i = r - 1 \text{ or } r.
\end{cases}
\]

We may assume \( r \geq 4 \), so in all cases we see that \( |W/W_{\omega_i}| \) has order divisible by 2.
Type $E_6$. The center of $E_6$ is $\mu_3$, so we may assume $p = 3$. We have

$$D_i = \begin{cases} D_5 & \text{if } i = 1 \text{ or } 6, \\ A_5 & \text{if } i = 2, \\ A_4 \sqcup A_1 & \text{if } i = 3 \text{ or } 5, \\ A_2 \sqcup A_2 \sqcup A_1 & \text{if } i = 4. \end{cases}$$

The order of $W$ is $2^7 \cdot 3^4 \cdot 5$, so we find

$$|W/W_0| = \begin{cases} 3^3 & \text{if } i = 1 \text{ or } 6, \\ 2^4 \cdot 3^3 & \text{if } i = 2, \\ 2^3 \cdot 3^3 & \text{if } i = 3 \text{ or } 5, \\ 2^4 \cdot 3^2 \cdot 5 & \text{if } i = 4. \end{cases}$$

Again, in every case the order of $W/W_0$ is divisible by 3.

Type $E_7$. The center of $E_7$ is $\mu_2$, so we may assume $p = 2$. We have

$$D_i = \begin{cases} D_6 & \text{if } i = 1, \\ A_6 & \text{if } i = 2, \\ A_5 \sqcup A_1 & \text{if } i = 3, \\ A_3 \sqcup A_2 \sqcup A_1 & \text{if } i = 4, \\ A_4 \sqcup A_2 & \text{if } i = 5, \\ D_5 \sqcup A_1 & \text{if } i = 6, \\ E_6 & \text{if } i = 7. \end{cases}$$

The order of $W$ is $2^{10} \cdot 3^4 \cdot 5 \cdot 7$, so we find

$$|W/W_0| = \begin{cases} 2 \cdot 3^2 \cdot 7 & \text{if } i = 1, \\ 2^6 \cdot 3^2 & \text{if } i = 2, \\ 2^5 \cdot 3^2 \cdot 7 & \text{if } i = 3, \\ 2^5 \cdot 3^2 \cdot 5 \cdot 7 & \text{if } i = 4, \\ 2^6 \cdot 3^2 \cdot 7 & \text{if } i = 5, \\ 2^3 \cdot 3^3 \cdot 7 & \text{if } i = 6, \\ 2^3 \cdot 7 & \text{if } i = 7. \end{cases}$$

Again, in all cases the order of $|W/W_0|$ is divisible by 2, and we are finally done. \hfill \Box

Lemma 6.4. Suppose $G$ is semisimple, and let $\mathcal{U}$ be the variety of unipotent elements of $G$. Then $\mathcal{U}$ is stable under left multiplication by $Z(G)^0$. If $f : G^0 \to G$ is a central isogeny, then the induced morphism $\mathcal{U}_{G^0}^{\text{reg}} \to \mathcal{U}_{G}^{\text{var}}$ is a $(\ker f)^0$-torsor.

Proof. By Lemma 4.4, we may and do assume that $k$ is algebraically closed. By [Ste65, Thm. 6.1], $k[G]^G$ is freely generated as a $k$-module by the characters of representations of $G$. Fix such a character $\chi$, say corresponding to a representation $V$. Let $m : G \times \mathcal{U} \to G$ denote the multiplication map, so we have two morphisms $\chi \circ m, \chi \circ \text{pr}_1 : G \times \mathcal{U} \to \mathbb{A}^r$. To show that $\mathcal{U}$ is stable under $Z(G)^0$-translation, we want to show first that $\chi \circ m$ and $\chi \circ \text{pr}_1$ are equal morphisms when restricted to $Z(G) \times \mathcal{U}$. The conclusion will then follow from Lemma 4.4 and Lemma 6.3.

To check equality of these two maps, by schematic density it suffices to show that $\chi \circ m$ and $\chi \circ \text{pr}_1$ are equal when restricted to $Z(G) \times \mathcal{U}_{\text{reg}}$, where $\mathcal{U}_{\text{reg}}$ is the regular locus of $\mathcal{U}$. If $u \in \mathcal{U}_{\text{reg}}(k)$ is any rational point, then the orbit map $G \to \mathcal{U}_{\text{reg}}, g \mapsto gug^{-1}$ is flat, being a $Z_G(u)$-torsor. In
particular, this map is faithfully flat, and thus it suffices to show that \( \chi \circ m \) and \( \chi \circ \text{pr}_1 \) are equal upon pullback to \( Z(G) \times G \). In other words, we must check that if \( R \) is a \( k \)-algebra and \( z \in Z(G)(R), g \in G(R) \), then \( \chi(zgug^{-1}) = \chi(z) \). Since \( z \) is central and \( \chi \) is invariant under \( G \)-conjugation, we have

\[
\chi(zgug^{-1}) = \chi(gzug^{-1}) = \chi(zu).
\]

In other words, it suffices to show \( \chi(zu) = \chi(u) \).

Finally, let \( U \) be the unipotent radical of a Borel subgroup \( B \) containing \( u \) and consider the restrictions of \( \chi \circ m \) and \( \chi \circ \text{pr}_1 \) to \( B \times U \). To show that these restrictions are equal, let \( \mathcal{B} \) be a Borel subgroup of \( \text{GL}(V) \) containing the image of \( B \), so that the image of \( U \) lies in the unipotent radical of \( \mathcal{B} \). Then the equality follows from the trivial fact that the trace of an upper-triangular matrix depends only on its diagonal entries.

In particular, using Lemma 6.3 we see that if \( G \) is simply connected then

\[
(\chi \circ m)|_{Z(G)^0 \times \mathcal{U}} = (\chi \circ \text{pr}_1)|_{Z(G)^0 \times \mathcal{U}} = \chi(1)|_{Z(G)^0},
\]

where \( \chi(1)|_{Z(G)^0} \) denotes the constant morphism \( Z(G)^0 \to \mathbb{A}^r \) taking the value \( \chi(1) \). Thus \( m|_{Z(G)^0 \times \mathcal{U}} \) factors through \( \chi^{-1}(\chi(1)) = \mathcal{U} \) (equality by Lemma 4.4), and indeed \( \mathcal{U} \) is stable under \( Z(G)^0 \)-translation when \( G \) is simply connected.

Now let \( G \) be a general semisimple group, and let \( \pi_G : \tilde{G} \to G \) be the universal cover. We have a commutative diagram

\[
\begin{array}{ccc}
Z(\tilde{G})^0 \times \mathcal{U}_{\tilde{G}} & \xrightarrow{m'} & \tilde{G} \\
\downarrow\tau & & \downarrow \\
Z(G)^0 \times \mathcal{U}_G^{\text{var}} & \xrightarrow{m} & G
\end{array}
\]

where \( m' \) and \( m \) are given by multiplication. Note that \( \tau \) is faithfully flat: first, the map \( q : \mathcal{U}_G \to \mathcal{U}_G^{\text{var}} \) is a \( (\ker \pi_G)^0 \)-torsor. To see this, we note that if \( R \) is a \( k \)-algebra and \( u_1, u_2 \in \mathcal{U}_G(R) \) map to the same point of \( \mathcal{U}_G^{\text{var}}(R) \), then \( u_1 \) and \( u_2 \) must differ by an element \( \alpha \) of \( Z(G)(R) \). But then the Jordan decomposition on fibers shows that \( \alpha \in Z(\tilde{G})(R) \). Since \( q \) is surjective and \( \mathcal{U}_G^{\text{var}} \) is stable under multiplication by \( Z(\tilde{G})^0 \), we see that the preimage of \( q(u_1) \) in \( \mathcal{U}_G(R) \) is equal to \( u_1 \cdot Z(\tilde{G})^0(R) \) it follows that \( q \) is indeed a \( (\ker \pi_G)^0 \)-torsor. Since \( Z(\tilde{G})^0 \to Z(G)^0 \) is also faithfully flat, indeed \( \tau \) is faithfully flat.

The morphism \( m \circ \tau \) factors through \( \mathcal{U}_G^{\text{var}} \) since \( m' \) factors through \( \mathcal{U}_G^{\text{var}} \). Thus by faithful flatness of \( \tau \), it follows that \( m \) also factors through \( \mathcal{U}_G^{\text{var}} \). Indeed, if \( R \) is a \( k \)-algebra and \( (x, u) \) lies in \( (Z(G)^0 \times \mathcal{U}_G^{\text{var}})(R) \) then there is some faithfully flat \( R \)-algebra \( R' \) and \( (x', u') \in (Z(\tilde{G})^0 \times \mathcal{U}_{\tilde{G}})(R') \) mapping to \( (xR, uR) \). Since \( m(\tau(x', u')) = m(xR, uR) \) lies in \( \mathcal{U}_G^{\text{var}}(R') \), in fact \( m(x, y) \) lies in \( \mathcal{U}_G^{\text{var}}(R) \) since \( \mathcal{U}_G^{\text{var}}(R) = G(R) \cap \mathcal{U}_G^{\text{var}}(R') \subset G(R') \). This proves that \( \mathcal{U}_G^{\text{var}} \) is \( (\ker \pi_G)^0 \)-stable in general.

Finally, let \( f : G' \to G \) be a central isogeny. Since we have now shown that \( \mathcal{U}_G^{\text{var}} \) is stable under \( Z(G')^0 \)-multiplication, the fact that the map \( \mathcal{U}_G^{\text{var}} \to \mathcal{U}_G^{\text{var}} \) is a \( (\ker f)^0 \)-torsor follows from the same argument as above, which was the special case \( f = \pi_G \).
Lemma 6.5. Suppose $G$ is semisimple and let $\pi : G' \to G$ be a central isogeny. Let $u' \in G'(k)$ be regular unipotent with image $u = f(u')$, and consider the Cartesian square

$$
\begin{array}{ccc}
\pi^{-1}(Z_G(u)) & \longrightarrow & G' \\
\downarrow \nu & & \downarrow \mu \\
\ker \pi & \longrightarrow & G'
\end{array}
$$

as in the statement of Lemma 3.3(2). Here $\nu$ is a flat homomorphism which factors through $(\ker \pi)^0$, and $\ker \nu = Z_{G'}(u')$.

Proof. First, $\nu$ is a homomorphism factoring through $(\ker \pi)^0$ by Lemma 3.3(2) and (4), and the claim about the kernel is clear functorially. To show flatness, we may and do assume that $k$ is algebraically closed. Let $\mathcal{U}_{G',\text{reg}}$ denote the open subscheme of $\mathcal{U}_{G'}$ consisting of regular elements. By Lemma 6.4, the multiplication map $Z(G')^0 \times \mathcal{U}_{G',\text{reg}} \to G'$ factors through the closed subscheme $\mathcal{U}_{G'}$, and hence it even factors through the open subscheme $\mathcal{U}_{G',\text{reg}}$: since $\mathcal{U}_{G',\text{reg}}$ is an open subscheme of $\mathcal{U}_{G'}$, we may check this on $k$-points, where it is clear. Note that $\mu : G' \to G'$ also factors through a map $G' \to \mathcal{U}_{G',\text{reg}} \cdot u'^{-1}$, and this is flat: indeed, one checks functorially that it is a $Z_{G'}(u')$-torsor. Applying Lemma 6.4 again, we see that the inclusion $(\ker \pi)^0 \to G'$ factors through $\mathcal{U}_{G',\text{reg}} \cdot u'^{-1}$. Since flatness is preserved by base change, $\nu$ is flat.

Finally, we can show that (4) $\Rightarrow$ (5). We may and do assume that $G$ is semisimple. We will show first that if $\pi_G : \tilde{G} \to G$ is the universal cover, then $\pi_G^{-1}(Z_G(u))$ is commutative.

Let $f : G' \to G$ be any central isogeny. By [SGA3, XVII, Thm. 7.2.1], since $Z_G(u)$ is commutative there is an isomorphism $Z_G(u) \cong M_0 \times Z_U(u)$ for some multiplicative type subgroup $M_0$ of $Z_G(u)$. If $M'_0 = M_0 / Z(G)$, then $M'_0$ is connected. To see this, note that the inclusion $Z(G) \times Z_U(u) \to M_0 \times Z_U(u)$ is a nilpotent thickening because $Z_G(u)_{\text{red}} = Z_B(u)_{\text{red}}$ and $Z_B(u) = Z(G) \times Z_U(u)$ by Lemma 3.4. It follows that $Z(G) \to M_0$ is a nilpotent thickening. There is a short exact sequence

$$1 \to Z(G') \to f^{-1}(Z_G(u)) \to M'_0 \times Z_U(u) \to 1.$$

By [SGA3, XVII, Prop. 7.1.1], the preimage $M_1$ of $M'_0$ in $f^{-1}(Z_G(u))$ is a normal subgroup of multiplicative type, and in particular it is commutative. Moreover, [SGA3, XVII, Thm. 6.1.1 A) iv]] shows

$$f^{-1}(Z_G(u)) \cong M_1 \times Z_U(u).$$

Now we suppose $f = \pi_G$. By Lemma 6.5, there is a short exact sequence

$$1 \to Z_G(\tilde{u}) \to \pi_G^{-1}(Z_G(u)) \to (\ker \pi_G)^0 \to 1.$$

By Lemma 3.4, there is an isomorphism $Z_G(\tilde{u}) \cong Z(\tilde{G}) \times Z_U(u)$. In particular, $Z_U(u)$ is a characteristic subgroup of $Z_G(\tilde{u})$, and it follows that $Z_U(u)$ is a normal subgroup of $\pi_G^{-1}(Z_G(u))$. Since $M_1$ is also normal, it follows that $\pi_G^{-1}(Z_G(u)) \cong M_1 \times Z_U(u)$. Since $M_1$ is a group scheme of multiplicative type and $Z_U(u)$ is commutative (as was established in the proof of the implication (3) $\Rightarrow$ (4)), we see that $\pi_G^{-1}(Z_G(u))$ is in particular commutative.

Now Lemma 6.5 implies that the map $\nu : \pi_G^{-1}(Z_G(u)) \to \ker \pi_G, \nu(x) = x^{-1}ux^{-1} \tilde{u}^{-1}$ is a flat homomorphism. Since $\pi_G^{-1}(Z_G(u))$ is commutative and contains $\tilde{u}$, this map is trivial. Thus flatness implies $(\ker \pi_G)_{\text{red}} = \ker \pi_G$, i.e., $p \nmid |\pi_1(\mathcal{P}(G))|$. This completes the proof.

The following corollary complements Lemma 4.4.

Corollary 6.6. Let $G$ be a connected reductive group over a field $k$ of characteristic $p$ and let $\chi : G \to \mathbf{G}/G$ be the Steinberg morphism. Suppose that $p$ divides $|\pi_1(\mathcal{P}(G))|$.

1. The regular locus $\mathcal{U}_{G,\text{reg}}$ of $\mathcal{U}_{G,\text{var}}$ is smooth and $\mathcal{U}_{G,\text{var}}$ is normal and Cohen-Macaulay,
2. $\chi^{-1}(\chi(1))$ is generically non-reduced,
(3) Let $B$ be a Borel $k$-subgroup of $G$ with unipotent radical $U$ and let $\widetilde{U}_G = G \times^B U$ be the Springer resolution of $\mathcal{U}_G^{\text{var}}$. If $\pi_G : \widetilde{G} \rightarrow \mathcal{D}(G)$ is the universal cover, then the Springer resolution $\widetilde{U} \rightarrow \mathcal{U}_G^{\text{var}}$ is a $(\ker \pi_G)^0$-torsor over $\mathcal{U}_{G,\text{reg}}$.

Proof. We can clearly reduce to the case that $G$ is semisimple and $k$ is algebraically closed. Let $\pi_G : \widetilde{G} \rightarrow G$ be the universal cover. For (1), note that $\mathcal{U}_{G,\text{reg}}$ is smooth and $\mathcal{U}_G$ is normal and Cohen-Macaulay by Lemma 4.4(4). By Lemma 6.4, the natural map $\mathcal{U}_G \rightarrow \mathcal{U}_G$ is a $(\ker \pi_G)^0$-torsor, and in particular it is faithfully flat. Thus smoothness of $\mathcal{U}_{G,\text{reg}}$ follows from [EGA, IV4, Prop. 17.7.1] and normality and Cohen-Macaulayness of $\mathcal{U}_G$ follow from [Mat89, 23.3, Cor. and 23.9, Cor.].

For (2), suppose for the sake of contradiction that $\chi^{-1}(\chi(1))$ is generically reduced. Let $A$ be a DVR of mixed characteristic $(0,p)$ with residue field $k$ (e.g., $A$ is the ring of Witt vectors of $k$) and let $\mathbf{G}$ be the split semisimple group scheme over $A$ whose special fiber is $G$. Let $\pi_G : \mathbf{G} \rightarrow \mathbf{G}$ be the universal cover of $\mathbf{G}$, so that there is a flat relative unipotent variety $\mathcal{U}_G$ with (geometrically) normal fibers as in Theorem 5.1. Since $\chi^{-1}(\chi(1))$ is generically reduced, Theorem 4.6 shows that there is a fiberwise dense open subscheme $W \subset \mathcal{U}_G$ with reduced fibers, so in particular $W_s$ is an open subscheme of $\mathcal{U}_G$. The natural morphism $\pi : \mathcal{U}_G \rightarrow \mathcal{U}_G$ induces a morphism $\pi^{-1}(W) \rightarrow W$. We claim that this morphism is flat. Indeed, since $\mathcal{U}_G$ is flat we only need to check the claim on fibers, where it follows from Lemma 6.4. But $\pi$ is an isomorphism on generic fibers, and it is a $(\ker \pi_G)^0$-torsor on special fibers, so because $(\ker \pi_G)^0 \neq 0$ we see that the fiber of $\pi$ over a section in $W$ cannot be flat over $A$, a contradiction which proves (2).

For the last point, recall that the Springer resolution $\mathcal{U}_G \rightarrow \mathcal{U}_G$ is an isomorphism over $\mathcal{U}_{G,\text{reg}}$ by [Ste76, §6]. Since the unipotent radical of a Borel is unchanged after arbitrary central isogeny, the definition of the Springer resolution shows that $\mathcal{U}_G \rightarrow \mathcal{U}_G$ is an isomorphism. Now we have a commutative diagram

\[
\begin{array}{ccc}
\mathcal{U}_G & \rightarrow & \mathcal{U}_G \\
\downarrow & & \downarrow \\
\mathcal{U}_G & \rightarrow & \mathcal{U}_G^{\text{var}}
\end{array}
\]

By Lemma 6.4, the lower horizontal morphism is a $(\ker \pi_G)^0$-torsor. Combined with the previous remarks, it follows that the right vertical morphism is a $(\ker \pi_G)^0$-torsor over $\mathcal{U}_{G,\text{reg}}$, as claimed. □

Corollary 6.7. Let $A$ be a DVR of mixed characteristic $(0,p)$, and let $G$ be a reductive $A$-group scheme such that $p$ divides $|\pi_1(\mathcal{D}(G))|$. If $u \in G(A)$ is fiberwise regular unipotent, then $Z_G(u)$ is not flat.

Proof. By Corollary 3.11, $Z_G(u)_\eta$ is commutative; by Theorem 6.1, $Z_G(u)_s$ is not commutative. This cannot be the case for a flat group scheme. □

Remark 6.8. It does not seem likely that there is a statement as clean as the statement of Theorem 6.1 for regular nilpotent elements $X$. For instance, if $p \nmid |\pi_1(\mathcal{D}(G))|$ and $p$ is a bad prime but not a torsion prime for $G$, then $Z_G(X)$ is commutative but $Z_G(X)/Z(G)$ is not smooth. The former follows from [BC20, Theorem 4.2.8], and the latter follows from the calculations in [Spr66b, §2]. Part of the difficulty in even formulating a reasonable-looking general statement is that I do not understand the nilpotent variety in bad characteristic. However, the following (weak) analogue of Lemma 6.4 in type A still holds.

Lemma 6.9. Let $G = \text{SL}_n$ over a field $k$ of characteristic $p > 0$. If $p^\alpha$ is the largest power of $p$ dividing $n$, then $\mathcal{N}_G$ is stable under addition by the scheme $\alpha := \ker[p^\alpha]|_\mathfrak{z}$, where $\mathfrak{z}$ is the center of
Let $\mathfrak{sl}_n$ and $[p]: \mathfrak{g} \to \mathfrak{g}$ be the $p$-operation. If $\mu \subseteq \text{SL}_n$ is central of order divisible by $p$ and $G' = \text{SL}_n/\mu$, then the natural map $\mathcal{N}_G \to \mathcal{N}_{G'}^{\text{var}}$ is an $\alpha$-torsor.

Proof. The main point is to show that $\mathcal{N}_G$ is stable under addition by $\alpha$. By Lemma 4.11(3), $\mathcal{N}_G$ is cut out of $\mathfrak{sl}_n$ by the coefficients of the characteristic polynomial. Explicitly, if $X = (x_{ij})$ is an $n \times n$ matrix over some ring $R$ then $X$ lies in $\mathcal{N}_G(R)$ if and only if $\det(tI - X) = t^n$, where $t$ is a formal variable. If $X \in \mathcal{N}_G(R)$ and $a \in \alpha(R)$, then we have

$$\det(tI - (X + aI)) = \det((t-a)I - X) = (t-a)^n = \sum_{i=0}^{n} \binom{n}{i} a^{n-i}t^i.$$ 

If $n - i \geq p^m$, then $a^{n-i} = 0$ by hypothesis; if $n - i < p^m$, then $\binom{n}{i}$ is divisible by $p$ and hence $0$ in $k$. Consequently, indeed $X + aI \in \mathcal{N}_G(R)$. In fact, the above calculations show that if $X, Y \in \mathcal{N}_G(R)$ are equal modulo $\mathfrak{z}(R)$, then $X - Y \in \alpha(R)$. By Lemma 4.11(2), $\mathcal{N}_G \to \mathcal{N}_{G'}^{\text{var}}$ is surjective, so these calculations show that it is an $\alpha$-torsor, as desired. \hfill \Box

The following analogue of Corollary 6.7 also holds, showing that the hypotheses for the smoothness result in Theorem 3.10(2) and the flatness result in [BC20, Thm. 4.2.8] are optimal.

**Corollary 6.10.** Let $A$ be a DVR of mixed characteristic $(0,p)$, and let $G$ be a reductive $A$-group scheme such that $p$ is a bad prime for $G$. If $X \in (\text{Lie}(G))(A)$ is regular nilpotent, then $Z_G(X)/Z(G)$ is not smooth. If $p$ is a torsion prime for $G$ or $p$ divides $|\pi_1(\mathcal{D}(G))|$, then $Z_G(X)$ is not flat.

**Proof.** For the first claim, it suffices to work over an algebraically closed field $k$ of characteristic $p > 0$. Using [Spr66b, Thm. 2.6], one can show that if $p$ is a bad prime for $G$ and $X \in \text{Lie}B$ for a Borel $k$-subgroup $B$ of $G$ with unipotent radical $U$, then $Z_U(X)$ is not smooth. Consequently, $Z_G(X)/Z(G)$ cannot be smooth.

Now assume either that $p$ is a torsion prime for $G$ or $p$ divides $|\pi_1(\mathcal{D}(G))|$. By passing to a quasi-finite local extension of $A$, we may choose a Borel $A$-subgroup $B$ of $G$ such that $X \in (\text{Lie}B)(A)$. By Proposition 3.8, $Z_G(X)_\eta$ lies in $B_\eta$. Using [Spr66b, Prop. 2.4, Thm. 2.6], one can show that $Z_G(X)_s$ does not lie in $B_s$, so $Z_G(X)$ cannot be flat. \hfill \Box

### 6.2. Ruling out an isomorphism

**Lemma 6.11.** Let $k$ be a field of characteristic $p > 0$, and let $G$ be a connected reductive $k$-group such that $p$ is bad for $G$. Then there is no $G$-equivariant $k$-isomorphism $\mathcal{U}_G^{\text{var}} \cong \mathcal{N}_G^{\text{var}}$.

**Proof.** We may and do assume that $k$ is algebraically closed. Note that each of $\mathcal{U}_G^{\text{var}}$ and $\mathcal{N}_G^{\text{var}}$ contains an open dense $G$-orbit (the regular locus), so any isomorphism $\mathcal{U}_G^{\text{var}} \cong \mathcal{N}_G^{\text{var}}$ must send a regular unipotent $u$ element of $G(k)$ to a regular nilpotent element $X$ of $\mathfrak{g}$ satisfying $Z_G(u) = Z_G(X)$. By [Spr66b, Thms. 4.12 and 5.9 b)], $Z_G(X)/Z(G)$ is connected, while $Z_G(u)/Z(G)$ is not. So such an isomorphism cannot exist. \hfill \Box

Next, we will rule out the case that $p$ divides $|\pi_1(\mathcal{D}(G))|$ in a rather strong way: we will show that if $G$ is split and $p$ divides $|\pi_1(\mathcal{D}(G))|$ then the unipotent and nilpotent varieties have different Picard groups, so they cannot be isomorphic as schemes. Example 1.2 illustrates what can go wrong when $p$ divides $|\pi_1(\mathcal{D}(G))|$.

We begin by analyzing the Picard group of $\mathcal{U}_G^{\text{var}}$ for general $G$. To do this, it will be important to first understand the Picard groups of the regular locus and the Springer resolution when $G$ is semisimple and simply connected. We begin with two useful general lemmas.

**Lemma 6.12.** Let $k$ be a field and let $Y$ be an integral finite type $k$-scheme such that $G_m(Y)^\times = \mathbb{T}^X$. If $\pi: X \to Y$ is a torsor for a smooth finite type $k$-group scheme $H$, then

$$\ker(\text{Pic}(X) \to \text{Pic}(Y)) = \text{Hom}_{\text{gr}}(H, G_m)$$

Proof. Let \( \pi_i : Y \times_X Y \to Y \) and \( \pi_{ij} : Y \times_X Y \times_Y Y \to Y \times_Y Y \) be the natural projections. By fpqc descent for quasi-coherent sheaves, a line bundle on \( X \) is equivalent to the data of a line bundle \( \mathcal{L} \) on \( Y \) along with an isomorphism \( \varphi : \pi_1^* \mathcal{L} \to \pi_2^* \mathcal{L} \) satisfying the cocycle condition \( \pi_{23}^* \varphi \circ \pi_{12}^* \varphi = \pi_{13}^* \varphi \).

Elements of \( \ker(\text{Pic}(X) \to \text{Pic}(Y)) \) therefore correspond to elements of \( \mathbf{G}_m(Y \times_X Y) \) satisfying a cocycle condition. Using the isomorphism \( H \times_{\text{Spec} \, k} Y \to Y \times_X Y \) given by \((g,y) \mapsto (y,gy)\) and unraveling the cocycle condition, we find that \( \varphi \) corresponds to a morphism \( \psi : H \times_{\text{Spec} \, k} Y \to \mathbf{G}_m \) satisfying

\[
\psi(g,hy) \psi(h, y) = \psi(gh, y) \tag{1}
\]

for all local sections \( g, h \) of \( H \) and \( y \) of \( Y \). We will show that \( \psi(g, y) = \chi(g) \) for some (unique) character \( \chi : H \to \mathbf{G}_m \), which will establish the lemma. By the asserted uniqueness, we may and do assume that \( k \) is algebraically closed.

Since \( k \) is algebraically closed and \( Y \) and \( H \) are both integral, (1) amounts to a relation on \( k \)-points. For each \( g \in H(k) \), the morphism \( y \mapsto \psi(g, y) \) is an element of \( \mathbf{G}_m(Y) \), so it is an element of \( k^\times \). Fix an element \( y_0 \in Y(k) \), and define \( \chi : H \to \mathbf{G}_m \) by \( \chi(h) = \psi(h, y_0) \). Then \( \psi \) and \( \chi \circ \text{pr}_1 \) agree on \( H(k) \times_Y (k) \), so they are equal as \( k \)-morphisms. In other words, \( \psi(g, y) = \chi(g) \) for all local sections \( g \) of \( H \) and \( y \) of \( Y \). Now (1) simply expresses that \( \chi \) is a homomorphism, as desired. \( \square \)

Lemma 6.13. Let \( k \) be a field and let \( Y \) be an integral finite type \( k \)-scheme such that \( \mathbf{G}_m(Y) = k^\times \). If \( \pi : Y \to X \) is a torsor for a diagonalizable \( k \)-group scheme \( \mu \), then

\[
\ker(\text{Pic}(X) \to \text{Pic}(Y)) = \text{Hom}_{k \text{-gp}}(\mu, \mathbf{G}_m)
\]

Proof. As in the proof of Lemma 6.12, elements of \( \ker(\text{Pic}(X) \to \text{Pic}(Y)) \) correspond to \( k \)-morphisms \( \psi : \mu \times_{\text{Spec} \, k} Y \to \mathbf{G}_m \) satisfying (1). We will show that necessarily \( \psi(g, y) = \chi(g) \) for some character \( \chi \) of \( \mu \), which implies the lemma.

Since \( k[\mu] \) admits a basis consisting of characters for \( \mu \), we may write

\[
\psi(g, y) = \sum_{\chi} \chi(g) f_{\chi}(y)
\]

for \( k \)-morphisms \( f_{\chi} : Y \to \mathbb{A}^1 \). Moreover, since representations of \( \mu \) are completely reducible, we may write \( f_{\chi} = \sum_{\chi'} f_{\chi, \chi'} \) as \( \chi' \) ranges over characters of \( \mu \), such that

\[
f_{\chi, \chi'}(gy) = \chi'(g) f_{\chi, \chi'}(y)
\]

for all local sections \( g \) of \( \mu \) and \( y \) of \( Y \). By (1), we have

\[
\sum_{\chi} \chi(g) \chi(h) f_{\chi}(y) = \left( \sum_{\chi} \chi(g) f_{\chi}(hy) \right) \left( \sum_{\chi} \chi(h) f_{\chi}(y) \right) = \sum_{\chi, \chi', \chi''} \chi(g) \chi'(h) \chi''(h) f_{\chi, \chi'}(y) f_{\chi''}(y)
\]

Comparing coefficients, we find that for every character \( \chi \),

\[
f_{\chi} = \sum_{\chi' \chi'' = \chi} f_{\chi', \chi''}
\]

and also \( f_{\chi, \chi'} f_{\chi''} = 0 \) whenever \( \chi' \chi'' \neq \chi \).

To complete the proof of the lemma, it now suffices to show that there is only one \( f_{\chi} \) which is nonzero, and that for such \( \chi \) we have \( f_{\chi} = 1 \). Suppose for the sake of contradiction that \( f_{\chi} \) and \( f_{\chi'} \) are both nonzero for characters \( \chi \neq \chi' \). For all characters \( \rho, \rho' \), either \( \rho \neq \chi \rho' \) or \( \rho \neq \chi' \rho' \).

Without loss of generality, we may assume \( \rho \neq \chi \rho' \), and in this case the previous paragraph shows \( f_{\rho, \rho'} f_{\chi} = 0 \), whence \( f_{\rho, \rho'} = 0 \) since \( Y \) is integral. Since this is true of all \( \rho \) and \( \rho' \), this implies \( \psi = 0 \), a contradiction.

By the previous paragraph, we may write \( \psi(g, y) = \chi(g) f(y) \) for some character \( \chi \) and some morphism \( f \in \mathbf{G}_m(Y) \). By assumption we have \( \mathbf{G}_m(Y) = k^\times \), so \( f \in k^\times \). By (2), we find \( f = f^2 \), and it follows that \( f = 1 \), as desired. \( \square \)
Remark 6.14. It is natural to wonder whether Lemmas 6.12 and 6.13 generalize past smooth or diagonalizable group schemes. However, the analogous statement is not true for $\alpha_p$-torsors in general. For example, if $p = 2$ then there is an $\alpha_2$-torsor

$$Y := \{(x, y) : x^{10} + y^6 + x^2 y^2 + x^4 + y = 0\} \rightarrow X := \{(x, y) : x^5 + y^6 + xy^2 + x^2 + y = 0\}$$

between smooth affine curves inside $A^2$, sending $(x, y)$ to $(x^2, y)$. Using the Jacobian criterion, one checks that the closure $\overline{X}$ of $X$ inside $P^2$ is a smooth curve with precisely one point at infinity, so $G_m(X) = k^\times$. Since $Y$ is smooth and connected and $Y \rightarrow X$ is finite, it follows that $G_m(Y) = k^\times$. Unraveling the conditions on a descent datum for a line bundle, we find that line bundles on $Y$ pulling back to the trivial bundle on $X$ correspond to functions $f$ in $k[Y]$ such that $\frac{\partial f}{\partial x} = f^2$. Taking $f(x, y) = x^5 + y^3 + xy$ shows that $\text{Pic}(X) \rightarrow \text{Pic}(Y)$ is not injective.

To analyze $\text{Pic}(\mathcal{U}_G^{\text{var}})$, it will be useful to analyze the Picard groups of the regular locus and the Springer resolution.

Lemma 6.15. Let $G$ be a split connected semisimple simply connected group over a field $k$, and let $\mathcal{U}_{\text{reg}}$ be the (open) regular locus in $\mathcal{U}_G^{\text{var}}$. Then

$$\text{Pic}(\mathcal{U}_{\text{reg}}) \cong \text{Hom}_{k-\text{gp}}(Z(G), G_m).$$

In particular, $\text{Pic}(\mathcal{U}_{\text{reg}})$ is finite.

Proof. By [Ste65, Thm. 3.3], $G$ acts transitively on $\mathcal{U}_{\text{reg}}$. It follows that $\mathcal{U}_{\text{reg}} \cong G/Z(G)(u)$, where $u \in G(k)$ is a fixed regular unipotent element. We may and do assume that $u$ lies in a Borel $k$-subgroup $B$ of $G$. By Lemma 3.4, if $U$ is the unipotent radical of $B$ then $Z_G(u) = Z(G) \times Z_U(u)$, and $Z_U(u)$ is smooth. By [Ray70, Prop. VII 1.5 2) ii)], there is an exact sequence

$$\text{Hom}_{k-\text{gp}}(Z_U(u), G_m) \rightarrow \text{Pic}(G/Z_U(u)) \rightarrow \text{Pic}(G).$$

Since $Z_U(u)$ is unipotent, $\text{Hom}_{k-\text{gp}}(Z_U(u), G_m) = 0$. Moreover, by [San81, Lem. 6.9(iv)], since $G$ is simply connected we have $\text{Pic}(G) = 0$. Thus we find $\text{Pic}(G/Z_U(u)) = 0$. By (a consequence of) Rosenlicht’s unit theorem [Con, Cor. 1.2], since $G$ is semisimple we have $G_m(G) = k^\times$. It follows that $G_m(G/Z_U(u)) = k^\times$. Since the natural map $G/Z_U(u) \rightarrow \mathcal{U}_{\text{reg}}$ is a $Z(G)$-torsor, Lemma 6.13 shows that

$$\text{Pic}(\mathcal{U}_{\text{reg}}) \cong \text{Hom}_{k-\text{gp}}(Z(G), G_m).$$

In particular, since $G$ is semisimple $\text{Pic}(\mathcal{U}_{\text{reg}})$ is finite.

Lemma 6.16. Let $G$ be a split connected semisimple simply connected group over a field $k$. If $B$ is a Borel $k$-subgroup of $G$ with unipotent radical $U$, let $\widetilde{\mathcal{U}} = G \times^B U$ be the Springer resolution of the unipotent variety $\mathcal{U}$. Then $\text{Pic}(\widetilde{\mathcal{U}}) \cong \mathbb{Z}^r$, where $r$ is the rank of $G$.

Proof. Note that the natural morphism $\pi : \widetilde{\mathcal{U}} \rightarrow G/B$ is a $U$-torsor, so by Lemma 6.12 the pullback map $\pi^* : \text{Pic}(G/B) \rightarrow \text{Pic}(\widetilde{\mathcal{U}})$ has kernel isomorphic to $\text{Hom}_{k-\text{gp}}(U, G_m) = 0$, i.e., the pullback map on line bundles is injective. Since $U$ is a $k$-split unipotent group, it is isomorphic to some affine space $A^n$ and $\pi$ is an affine bundle in the sense of [Fu98, §1.9]. Thus by [Fu98, Prop. 1.9], $\pi^*$ is also surjective, i.e., $\text{Pic}(\widetilde{\mathcal{U}}) \cong \text{Pic}(G/B)$. By [Sem58, Exp. 15, Prop. 2], we have $\text{Pic}(G/B) \cong \mathbb{Z}^r$. □

Lemma 6.17. Let $G$ be a split connected reductive group over a field $k$. Then $\text{Pic}(\mathcal{U}_G^{\text{var}}) \cong \text{Hom}_{k-\text{gp}}(\pi_1(\mathcal{U}(G))^0, G_m).$

Proof. We may and do assume that $G$ is semisimple. First suppose that $G$ is simply connected. Let $\mathcal{U} = \mathcal{U}_G^{\text{var}}$, let $\mathcal{U}_{\text{reg}}$ be the regular locus in $\mathcal{U}$, and let $f : \mathcal{U} \rightarrow \mathcal{U}$ be the Springer resolution of $\mathcal{U}$. By Lemma 6.15 and 6.16, $\text{Pic}(\mathcal{U}_{\text{reg}})$ is finite and $\text{Pic}(\mathcal{U})$ is free. Using these facts, we want to show $\text{Pic}(\mathcal{U}) = 0$. □
Recall that the restriction \( f^{-1}(\mathcal{V}_{\text{reg}}) \to \mathcal{V}_{\text{reg}} \) is an isomorphism, so there is a diagram

\[
\begin{array}{ccc}
\text{Pic}(\mathcal{V}) & \xrightarrow{f^*} & \text{Pic}(\overline{\mathcal{V}}) \\
& \searrow & \downarrow \\
& \text{Pic}(\mathcal{V}_{\text{reg}})
\end{array}
\]

where both downward maps are given by restriction. Since \( \mathcal{V} \) is normal and \( \mathcal{V}_{\text{reg}} \) is open of complementary codimension \( \geq 2 \) in \( \mathcal{V} \), the restriction map \( \text{Pic}(\mathcal{V}) \to \text{Pic}(\mathcal{V}_{\text{reg}}) \) is injective, and in particular \( \text{Pic}(\mathcal{V}) \) is finite. On the other hand, commutativity of the above diagram shows that \( f^* \) is also injective. Since \( \text{Pic}(\mathcal{V}) \) is free, it follows that in fact \( \text{Pic}(\mathcal{V}) = 0 \), as desired.

Now remove the assumption that \( G \) is simply connected, and let \( \pi_G : \tilde{G} \to G \) be the universal cover. By Lemma 6.19, the natural map \( \mathcal{V}_{\tilde{G}} \to \mathcal{V} \) is a ker(\( \pi_G \))\(^0\)-torsor, so by Lemma 6.13 the natural map \( \text{Pic}(\mathcal{V}) \to \text{Pic}(\mathcal{V}_{\tilde{G}}) \) has kernel \( \text{Hom}_{k-\text{gp}}(\ker(\pi_G)^0, \mathbf{G}_m) \). Since \( \text{Pic}(\mathcal{V}_{\tilde{G}}) = 0 \) by the above, the result follows.

Having now analyzed \( \text{Pic}(\mathcal{V}^\text{var}_G) \), we will pass to analyzing \( \text{Pic}(\mathcal{N}^\text{var}_G) \).

**Lemma 6.18.** Let \( k \) be a field, and let \( C \subset \mathbf{A}^n \) be a normal cone (i.e., a closed subscheme which is preserved by \( \mathbf{A}^1 \)-scaling). Then \( \text{Pic}(C) = 0 \).

**Proof.** If \( \dim C = 1 \), then \( C \) is just a finite union of lines, so the result is clear. Hence suppose that \( \dim C \geq 2 \). Let \( \mathcal{L} \) be a line bundle on \( C \), and let \( \pi : X \to C \) denote the blowup of \( C \) at the cone point. Let \( P = (C - \{0\})/\mathbf{G}_m \), so \( P \) is a projective variety. One can show that \( C \) is the affine cone of \( P \subset \mathbf{P}^{n-1} \), so by [EGA, II, Rmk. 8.7.8] there is a map \( X \to P \) realizing \( X \) as the total space of the vector bundle \( \mathcal{O}_P(1) \). The pullback map \( \text{Pic}(P) \to \text{Pic}(X) \) is surjective by [Fu98, Prop. 1.9], and it is injective because it has a section coming from the exceptional divisor of \( \pi \). Note that \( (\pi^*\mathcal{L})|_{\pi^{-1}(0)} = \pi^*(\mathcal{L}|_{\{0\}}) \) is trivial, so \( \pi^*\mathcal{L} \) is also trivial. Thus \( \mathcal{L} \) is trivial in \( \text{Pic}(C - \{0\}) \). But the restriction map \( \text{Pic}(C) \to \text{Pic}(C - \{0\}) \) is injective by normality of \( X \) (since \( \text{Pic}(C) \to \text{Cl}(C) \) is injective), so indeed \( \mathcal{L} \) is trivial. \( \square \)

**Theorem 6.19.** Let \( G \) be a split connected reductive group over a field \( k \) of characteristic \( p > 0 \). If \( p \) divides \( |\pi_1(\mathcal{D}(G))| \), then \( \mathcal{V}^\text{var}_G \) and \( \mathcal{N}^\text{var}_G \) are not isomorphic as \( k \)-schemes.

**Proof.** Let \( \mathcal{V} = \mathcal{V}^\text{var}_G \) and \( \mathcal{N} = \mathcal{N}^\text{var}_G \). By Corollary 6.6, \( \mathcal{V} \) is normal, so if \( \mathcal{N} \) is not normal, it is certainly not isomorphic to \( \mathcal{V} \). Now if \( \mathcal{N} \) is normal, then Lemma 6.18 shows that \( \text{Pic}(\mathcal{N}) = 0 \). On the other hand, Lemma 6.17 shows that \( \text{Pic}(\mathcal{V}) \cong \text{Hom}_{k-\text{gp}}(\pi_1(\mathcal{D}(G)), \mathbf{G}_m) \), and this is nontrivial if and only if \( |\pi_1(\mathcal{D}(G))| \) is divisible by \( p \). \( \square \)

### 6.3 Ruling out an equivariant finite morphism.

In [McN03, Prop. 29], it is shown that if \( G \) is a connected reductive group over an algebraically closed field \( k \) of good characteristic \( p \) (possibly with \( p \) dividing \( |\pi_1(\mathcal{D}(G))| \)), then there is a \( G(k) \)-equivariant homeomorphism \( \mathcal{N}_G(k) \to \mathcal{V}_G(k) \) (with respect to the Zariski topologies on both sides). This can be obtained from the diagram

\[
\begin{array}{ccc}
\mathcal{V}_G & \xrightarrow{p} & \mathcal{N}_G \\
\downarrow & & \downarrow \\
\mathcal{V}_G & \xrightarrow{\rho} & \mathcal{N}_G
\end{array}
\]

where \( \tilde{G} \) is the universal cover of \( \mathcal{D}(G) \) and \( \rho \) is a Springer isomorphism, since each arrow is a universal homeomorphism of schemes. However, as we will show, such a homeomorphism cannot be algebraic if \( p \) divides \( |\pi_1(\mathcal{D}(G))| \). In fact, we will show that there is never even a \( G \)-equivariant finite \( k \)-morphism \( \mathcal{N}^\text{var}_G \to \mathcal{V}^\text{var}_G \) when \( p \) divides \( |\pi_1(\mathcal{D}(G))| \). The following example illustrates what can go wrong if \( k \) is not algebraically closed.
Example 6.20. Let \( k = \mathbf{F}_q((T)) \) be a local function field of characteristic \( p > 0 \), and let \( D \) be a central division algebra over \( k \) of dimension \( p^2 \). We show that if \( G = \text{PGL}(D) \) then there is no finite \( k \)-morphism \( \mathcal{N}_G^{\text{var}} \to \mathcal{U}_G^{\text{var}} \) (whether \( G \)-equivariant or not).

For this, let \( k'/k \) be a purely inseparable field extension of degree \( p \). By [Ser79, Chap. XIII, Prop. 7, Cor. 3], we may realize \( k' \) as a maximal commutative \( k \)-subalgebra of \( D \). Using this, we show that \( \mathcal{N}_G(k) \neq \{1\} \). Indeed, if \( t \in k' - k \), so \( t^p \in k \), then the image \( \overline{t} \) of \( t \) in \( \text{pgl}(D)/k \) is a non-identity element satisfying \( \overline{t}^{[p]} = 0 \). In particular, \( \overline{t} \) is a nontrivial nilpotent element of \( \text{pgl}(D)/k \). Since \( \text{PGL}(D) \) is anisotropic, the following lemma shows that there is no finite \( k \)-morphism \( \mathcal{N}_G^{\text{var}} \to \mathcal{U}_G^{\text{var}} \).

Lemma 6.21. Let \( k \) be a henselian valued field. If \( G \) is an anisotropic connected reductive \( k \)-group and there is a finite \( k \)-morphism \( \mathcal{N}_G^{\text{var}} \to \mathcal{U}_G^{\text{var}} \), then \( \mathcal{N}_G(k) = \{0\} \).

Proof. By [Pra82], since \( G \) is anisotropic the group of \( k \)-rational points \( G(k) \) is compact in the valuation topology. Since \( \mathcal{U}_G \) is a closed subscheme of \( G \), it follows that \( \mathcal{U}_G(k) \) is compact. If \( \phi : \mathcal{N}_G^{\text{var}} \to \mathcal{U}_G^{\text{var}} \) is a finite \( k \)-morphism, then it follows from finiteness that \( \mathcal{N}_G(k) = \phi^{-1}(\mathcal{U}_G(k)) \) is compact. Thus in this case also \( \mathcal{N}_G(k) \) is compact. However, since \( \mathcal{N}_G(k) \) is a cone in \( \mathfrak{g} \), it can only be compact if \( \mathcal{N}_G(k) = \{0\} \). \( \square \)

To make this idea work in general, we need the following lemma.

Lemma 6.22. Let \( k = \mathbf{F}_q((T)) \) be a local function field of characteristic \( p > 0 \), and let \( D_1, \ldots, D_n \) be central division algebras over \( k \) of dimensions \( n_1^2, \ldots, n_n^2 \). If \( G = (\prod_{i=1}^n \text{SL}(D_i))/\mu \) for some finite central \( k \)-subgroup scheme \( \mu \) of order divisible by \( p \), then \( \mathcal{N}_G(k) \neq \{0\} \).

Proof. Passing to an etale cover changes nothing, so we may and do assume that \( \mu \) is of order a power of \( p \). Removing some factors if necessary, we further assume that each \( n_i \) is divisible by \( p \). Since \( \mu \) is central of order divisible by \( p \), \( \text{Lie } \mu \) is a nontrivial \( k \)-subspace of \( \text{Lie } Z(G) = \bigoplus_{i=1}^n \text{Lie } \mu_{n_i} \cong k^n \). Let \( (x_1, \ldots, x_n) \) be a nonzero element of \( \text{Lie } Z(G) \), where \( x_i \in k \) for all \( i \). By reordering the factors and scaling, we will assume that \( x_1 \notin k^p \). Now for each \( i \), [Ser79, Chap. XIII, Prop. 7, Cor. 3] shows that there is some element \( t_i \in D_i \) such that \( t_i^p = x_i \), and necessarily \( t_1 \notin k \). Thus \( (t_1, \ldots, t_n) \) is a noncentral element of \( \bigoplus_{i=1}^n \mathfrak{sl}(D_i) \) with image \( \overline{t} \) in \( \text{Lie } G \) satisfying \( \overline{t}^{[p]} = 0 \). Consequently, \( \overline{t} \) is a nontrivial nilpotent element of \( \text{Lie } G \) and so \( \mathcal{N}_G(k) \neq \{0\} \). \( \square \)

Proposition 6.23. Let \( k \) be any field of characteristic \( p > 0 \), and let \( G \) be a connected reductive group over \( k \) such that \( p \) is good for \( G \) and \( p \) divides \(|\pi_1(\mathcal{Z}(G))|\). Then there is no \( G \)-equivariant finite \( k \)-morphism \( \mathcal{N}_G^{\text{var}} \to \mathcal{U}_G^{\text{var}} \).

Proof. By working locally, spreading out and specializing, if there is a \( \phi : \mathcal{N}_G^{\text{var}} \to \mathcal{U}_G^{\text{var}} \) then there is a finite field \( \mathbf{F}_q \) such that the split form of \( G \) admits such a morphism \( \phi \). In particular, we may take \( G \) to be split over \( k = \mathbf{F}_q((T)) \), so \( G \cong (\prod_{i=1}^n \text{SL}(D_i))/\mu \) for some finite central \( k \)-subgroup scheme \( \mu \) of order divisible by \( p \). By local class field theory there are central division algebras \( D_1, \ldots, D_n \) over \( k \) of dimensions \( n_1^2, \ldots, n_n^2 \). Note \( Z(\text{SL}(D_i)) \cong Z(\text{SL}(n_i)) \), so we may define \( G_0 = (\prod_{i=1}^n \text{SL}(D_i))/\mu \), an inner form of \( G \).

By the argument in the proof of Theorem 5.1, \( G \)-equivariance of \( \phi \) means that such a finite morphism must exist for any inner form of \( G \) as well. In particular, there is a finite \( k \)-morphism \( \phi_0 : \mathcal{N}_{G_0}^{\text{var}} \to \mathcal{U}_{G_0}^{\text{var}} \). Since \( G_0 \) is anisotropic, Lemmas 6.21 and 6.22 show that this is not possible. \( \square \)

Appendix A. End of the Proof of the Main Theorem

The point of this appendix is to prove Theorem 5.1 in case (a). In view of what has been proved Section 5.3, we are reduced to the following setting: \( S \) is an affine scheme and \( G \) is a simply connected semisimple \( S \)-group scheme with absolutely simple fibers either of type \( A_n \) (\( n \geq 2 \)) or \( D_4 \), such that \( \text{char } k(s) \) is good for \( G_s \) for each \( s \in S \), and we want to show that there exists a \( G \)-equivariant \( S \)-isomorphism \( \mathcal{U}_G \to \mathcal{N}_G \).
We begin with type $A_n$ ($n \geq 2$).

**Lemma A.1.** Let $S$ be a scheme and let $n \geq 1$ be an integer. Any $G$-equivariant $S$-morphism $\rho : \mathcal{U}_{SL_{n+1},S} \to \mathcal{N}_{SL_{n+1},S}$ is of the form $\rho(1+e) = a_1 e + a_2 e^2 + \cdots + a_n e^n$ for some $a_i \in \Gamma(S, \mathcal{O}_S)$. The morphism $\rho$ is an isomorphism if and only if $a_1 \in \Gamma(S, \mathcal{O}_S^*)$.

**Proof.** Let $G = SL_{n+1},S$, let $\mathcal{U}$ and $\mathcal{N}$ denote $\mathcal{U}_G$ and $\mathcal{N}_G$, respectively, and let $\mathcal{U}_{\text{reg}}$ and $\mathcal{N}_{\text{reg}}$ denote the open subschemes of fiberwise regular sections. There is a fiberwise regular unipotent section $u \in \mathcal{U}_{\text{reg}}(S)$ with 1s on the diagonal and first superdiagonal, and 0s everywhere else. Since $\mathcal{U}_{\text{reg}}$ is relatively schematically dense in $\mathcal{U}$ and the orbit map $G/Z_G(u) \to \mathcal{U}_{\text{reg}}$ is an isomorphism by Lemma 5.3, any $G$-equivariant $S$-morphism $\rho : \mathcal{U} \to \mathcal{N}$ is determined by its value on $u$. By $G$-equivariance of $\rho$, we see that $\rho(u)$ must lie in $(\text{Lie } G_{\text{reg}})(S)$.

It is a straightforward exercise to show that for any $S$-scheme $S'$, $Z_G(u)$ consists of those matrices in $G(S')$ such that the diagonal and each superdiagonal is constant. Consequently, $(\text{Lie } Z_G(u))(S)$ consists of those upper-triangular matrices in $n+1(S)$ such that the diagonal and each superdiagonal is constant. Since $\rho(u)$ must be nilpotent, it follows that it must be of the form $a_1(u-1) + a_2(u-1)^2 + \cdots + a_n(u-1)^n$ for some $a_i \in \Gamma(S, \mathcal{O}_S^*)$. The $S$-morphism $\rho'$ given by $\rho'(1+e) = a_1 e + \cdots + a_n e^n$ is clearly $G$-equivariant, so indeed any such $\rho$ must be of the form given in the lemma statement.

Finally, $a_1(u-1) + a_2(u-1)^2 + \cdots + a_n(u-1)^n$ is fiberwise regular if and only if $a_1 \in \Gamma(S, \mathcal{O}_S^*)$, giving the final claim. □

Suppose now that $G$ is of type $A_n$ for some $n \geq 2$. Since every reductive group scheme has a quasi-split inner form by [SGA3, Exp. XXIV, Cor. 3.12], the same twisting argument used in Section 5.3 allows us to assume that $G$ is quasi-split in the sense of [SGA3, Exp. XXIV, 3.9]. In particular, there is a degree 2 surjective finite etale morphism $S' \to S$ such that $G_{S'}$ is split. Being degree 2, $S' \to S$ is automatically Galois, say with nontrivial $S$-automorphism $\sigma$.

Let $\varphi : SL_{n+1,S'} \to G_{S'}$ be an $S'$-isomorphism sending the standard upper-triangular pinning of $SL_{n+1,S'}$ to some pinning of $G_{S'}$ induced by a quasi-pinng of $G$ (see [SGA3, Exp. XXIV, 3.9]). Consider the $S'$-automorphism

$$\psi' : SL_{n+1,S'} \xrightarrow{1 \times \sigma} SL_{n+1,S'} \xrightarrow{\varphi} G_{S'} \xrightarrow{1 \times \sigma} G_{S'} \xrightarrow{\varphi^{-1}} SL_{n+1,S'}$$

of $SL_{n+1,S'}$. Note that $\psi'$ preserves a pinning of $SL_{n+1,S'}$ defined over $S$, so it descends to an $S$-morphism $\psi : SL_{n+1,S} \to SL_{n+1,S}$. Write $S = S_1 \cup S_2$ for open subschemes $S_1$ and $S_2$, where $\psi|_{SL_{n+1,S_1}}$ is the identity and $\psi|_{SL_{n+1,S_2}}$ is the non-trivial automorphism preserving the upper-triangular pinning. We may pass separately to $S_1$ and $S_2$ to consider either the case $S = S_1$ or $S = S_2$.

If $S = S_1$, then $G$ is $S$-split: indeed, since $\rho'$ is the identity we see that $\varphi$ is $(1 \times \sigma)$-invariant by definition, so $\varphi$ descends to an $S$-isomorphism $SL_{n+1,S} \to G$. But now the Existence and Isomorphism Theorems couple with Lemma 5.8 to show the existence of a $G$-equivariant $S$-isomorphism $\mathcal{U}_G \to \mathcal{N}_G$, as desired.

Finally, suppose $S = S_2$, so $\psi(g) = w(g^\top)^{-1}w^{-1}$, where $w$ is the anti-diagonal matrix with alternating entries $1,-1,1,-1,\ldots$ beginning in the upper right corner. Let $\rho' : \mathcal{U}_{SL_{n+1,S'}} \to \mathcal{N}_{SL_{n+1,S'}}$ be a Springer isomorphism. Suppose $\rho' \circ \psi' \circ (1 \times \sigma) = \psi' \circ (1 \times \sigma) \circ \rho'$, where we use $\psi'$ also to denote the induced automorphism $X \mapsto -\text{Ad}(w)X^\top$ of $n+1,S'$. Unraveling the definitions gives

$$(1 \times \sigma) \circ \varphi \circ \rho' \circ \varphi^{-1} \circ (1 \times \sigma) = \varphi \circ \rho' \circ \varphi^{-1},$$

and it follows from Galois descent that $\varphi \circ \rho' \circ \varphi^{-1} : \mathcal{U}_{G_{S'}} \to \mathcal{N}_{G_{S'}}$ descends to a $G$-equivariant $S$-isomorphism $\rho : \mathcal{U}_G \to \mathcal{N}_G$. 


Every Springer isomorphism \( \rho' : U_{SL_{n+1},S'} \to \mathcal{M}_{SL_{n+1},S'} \) is of the form

\[
\rho'(1 + e) = a_1 e + a_2 e^2 + \cdots + a_n e^n
\]

(3)

for some \( a_i \in \Gamma(S', \mathcal{O}_{S'}) \) with \( a_1 \in \Gamma(S', \mathcal{O}_{S'}^\times) \). We are now reduced to finding such \( a_i \) such that the \( \rho' \) from (3) satisfies \( \rho' \circ \psi' \circ (1 \times \sigma) = \psi' \circ (1 \times \sigma) \circ \rho' \). Since \( S = S_2 \), we know what \( \psi' \) is, and this equation signifies

\[
a_1 e + \cdots + a_n e^n = -\overline{\sigma}(\sum_{i=1}^n (-1)^i e^i) - \cdots - \overline{\sigma}(\sum_{i=1}^n (-1)^i e^i)^n,
\]

where \( \overline{\sigma} := \sigma^*(a) \) for \( a \in \Gamma(S', \mathcal{O}_{S'}) \). Expanding this shows that for all \( 1 \leq i \leq n \), we have

\[
(-1)^i \sum_{j=1}^i \frac{(i-1)}{(j-1)} a_j = -\overline{\sigma}_i.
\]

(4)

We will choose the \( a_i \) inductively to satisfy (4).

First, we may choose \( a_1 \in \Gamma(S, \mathcal{O}_S^\times) \) arbitrarily. In general, let \( m \geq 1 \) and suppose we have chosen \( a_1, \ldots, a_m \in \Gamma(S', \mathcal{O}_{S'}^\times) \) satisfying (4) for all \( i \leq m \). We must then choose \( a_{m+1} \in \Gamma(S', \mathcal{O}_{S'}^\times) \) satisfying (4) for \( i = m + 1 \). Here we will finally use the assumption that \( S = Spec \mathbb{R} \) is affine, so \( S' = Spec \mathbb{R}' \) is also affine. If \( m \) is odd, then this means \( a_{m+1} + \overline{a}_{m+1} = f_m \), where \( f_m \in \mathbb{R}' \) is some element determined by \( a_1, \ldots, a_m \). The \( R \)-linear trace map \( \mathbb{R}' \to R \) is surjective, so this allows us to choose \( a_{m+1} \). Similarly, if \( m \) is even, then this means \( a_{m+1} - \overline{a}_{m+1} = f_m \), where again \( f_m \in \mathbb{R}' \) is some element determined by \( a_1, \ldots, a_m \). The same argument which shows that the trace is surjective can be used to show that the \( R \)-linear map \( \mathbb{R}' \to R \) sending \( a \to a - \overline{\sigma} \) is surjective, so again this allows us to choose \( a_{m+1} \) in this case, and we find that a Springer isomorphism exists.

**Remark A.2.** We note that affineness of \( S \) is necessary in general in Theorem 5.1: let \( k \) be an algebraically closed field of characteristic 2, and let \( S' \to S \) be a degree 2 Galois cover of smooth proper connected \( k \)-schemes. These exist in abundance; for instance, one may take \( S \) to be an ordinary elliptic curve. Corresponding to this cover and any integer \( n \geq 2 \) is a quasi-split outer form \( G \) of \( SL_{n+1} \) over \( S \), and the proof above shows that a Springer isomorphism \( \rho : U_G \to \mathcal{M}_G \) over \( S \) corresponds to a Springer isomorphism \( \rho' : U_{SL_{n+1},S'} \to \mathcal{M}_{SL_{n+1},S'} \) given by \( \rho'(1 + e) = a_1 e + \cdots + a_n e^n \) for some \( a_i \in \Gamma(S', \mathcal{O}_{S'}) \) with \( a_1 \in \Gamma(S', \mathcal{O}_{S'}^\times) \) satisfying (4). Since \( n \geq 2 \), we find that \( a_2 + \overline{a}_2 = -\overline{a}_1 \). Since \( S' \) is a smooth proper connected \( k \)-scheme, we have \( \Gamma(S', \mathcal{O}_{S'}) = k \), and since char \( k = 2 \) we have \( a + \overline{a} = 0 \) for all \( a \in k \) (as \( \sigma^* \) is the identity on \( k \)). Since \( a_1 \) is required to be a unit, we see that elements \( a_i \) with the desired properties do not exist.

We move on now to the case that \( G \) is of type \( D_4 \). To proceed, we will need an analogue of Lemma A.1, and to this end we must first describe the root groups of the split group \( G_0 \) of type \( D_4 \) in some reasonable way. First, calculations in [Bou68, Chap. VI, §4] show that there is a pair \((B_0, T_0)\) of a Borel \( S \)-subgroup \( B_0 \subset G_0 \) and a maximal \( S \)-torus \( T_0 \subset B_0 \) such that the corresponding system of positive roots consists of roots \( \alpha_1, \alpha_3, \alpha_4, \alpha_2, \alpha_1 + \alpha_2, \alpha_2 + \alpha_3, \alpha_2 + \alpha_4, \alpha_1 + \alpha_2 + \alpha_3 + \alpha_4, \alpha_1 + 2\alpha_2 + \alpha_3 + \alpha_4 \) (where we have grouped roots in the same \( Aut_{G_0/S} \)-orbit together).
Straightforward (but tedious) computations with SO(8) show that we can choose parameterizations $x_\alpha : G_a \to U_\alpha$ for each $\alpha \in \Phi^+$ satisfying the following commutation relations.

\[
\begin{align*}
(x_{\alpha_1}(u), x_{\alpha_2}(v)) &= x_{\alpha_1 + \alpha_2}(uv) \\
(x_{\alpha_2}(u), x_{\alpha_3}(v)) &= x_{\alpha_2 + \alpha_3}(uv) \\
(x_{\alpha_1}(u), x_{\alpha_2 + \alpha_3}(v)) &= x_{\alpha_1 + \alpha_2 + \alpha_3}(uv) \\
(x_{\alpha_1 + \alpha_2}(u), x_{\alpha_3}(v)) &= x_{\alpha_1 + \alpha_2 + \alpha_3}(uv) \\
(x_{\alpha_2}(u), x_{\alpha_4}(v)) &= x_{\alpha_2 + \alpha_4}(uv) \\
(x_{\alpha_1}(u), x_{\alpha_2 + \alpha_4}(v)) &= x_{\alpha_1 + \alpha_2 + \alpha_4}(uv) \\
(x_{\alpha_2}(u), x_{\alpha_3 + \alpha_4}(v)) &= x_{\alpha_2 + \alpha_3 + \alpha_4}(uv) \\
(x_{\alpha_2 + \alpha_3}(u), x_{\alpha_4}(v)) &= x_{\alpha_2 + \alpha_3 + \alpha_4}(uv) \\
(x_{\alpha_2 + \alpha_3 + \alpha_4}(u), x_{\alpha_2 + \alpha_3}(v)) &= x_{\alpha_2 + \alpha_3 + \alpha_4}(uv) \\
(x_{\alpha_2 + \alpha_3 + \alpha_4}(u), x_{\alpha_1 + \alpha_2}(v)) &= x_{\alpha_1 + \alpha_2 + \alpha_3 + \alpha_4}(uv) \\
(x_{\alpha_2 + \alpha_3 + \alpha_4}(u), x_{\alpha_1 + \alpha_2 + \alpha_3}(v)) &= x_{\alpha_1 + \alpha_2 + \alpha_3 + \alpha_4}(uv)
\end{align*}
\]

(The main point, of course, is to get the signs right on the right side.) For each $\alpha \in \Phi^+$, there is a corresponding element $X_\alpha := (dx_\alpha)(1)$ of $(\text{Lie } G_0)(S)$. In particular, $(X_{\alpha_1}, X_{\alpha_3}, X_{\alpha_1}, X_{\alpha_2})$ gives rise to a pinning $(B_0, T_0, \{X_\alpha\})$ of $G_0$.

Note that the element $u = x_{\alpha_1}(1)x_{\alpha_3}(1)x_{\alpha_4}(1)x_{\alpha_2}(1)$ of $G_0(S)$ is preserved by all automorphisms of $(G_0, B_0, T_0, \{X_\alpha\})$. Moreover, since $u$ is fiberwise regular [Ste65, Lem. 3.2], any $G$-equivariant $S$-morphism $\rho : \mathcal{U}_{G_0} \to \mathcal{N}_{G_0}$ is determined by $\rho(u)$. Conversely, $\rho(u)$ can be any element of $\mathcal{N}_{G_0}(S)$ fixed by $\text{Ad}(u)$. Using the considerations above, the following lemma is straightforward to check, and we will omit its verification.

**Lemma A.3.** Let $S$ be a scheme on which $2$ is invertible and let $G_0$ be the simply connected semisimple $S$-group scheme with simple fibers of type $D_4$. For a Borel pair $(B_0, T_0)$ of $G_0$, fix parameterizations $x_\alpha : G_a \to U_\alpha$ of the positive root groups as above, let $X_\alpha = (dx_\alpha)(1)$, and let $u = x_{\alpha_1}(1)x_{\alpha_3}(1)x_{\alpha_4}(1)x_{\alpha_2}(1)$. Then $(\text{Lie } Z_{G_0}(u))(S)$ is the free $\Gamma(S, \mathcal{O}_S)$-module with basis given by

\[
E_1 = X_{\alpha_1} + X_{\alpha_3} + X_{\alpha_4} + X_{\alpha_2} + \frac{1}{2}X_{\alpha_1 + \alpha_2} - \frac{1}{2}X_{\alpha_2 + \alpha_3} - \frac{1}{2}X_{\alpha_2 + \alpha_4} - \frac{1}{2}X_{\alpha_2 + \alpha_3 + \alpha_4}
\]

\[
E_2 = X_{\alpha_1 + \alpha_2 + \alpha_3} - X_{\alpha_2 + \alpha_3 + \alpha_4}
\]

\[
E_3 = X_{\alpha_1 + \alpha_2 + \alpha_4} - X_{\alpha_2 + \alpha_3 + \alpha_4}
\]

\[
E_4 = X_{\alpha_1 + \alpha_2 + \alpha_3 + \alpha_4}
\]

Thus any $G_0$-equivariant $S$-morphism $\rho : \mathcal{U}_{G_0} \to \mathcal{N}_{G_0}$ satisfies $\rho(u) = a_1E_1 + a_2E_2 + a_3E_3 + a_4E_4$ for some $a_i \in \Gamma(S, \mathcal{O}_S)$, and such $\rho$ is an isomorphism if and only if $a_1 \in \Gamma(S, \mathcal{O}_S^\times)$.

Now let $\lambda : G_0 \to G_0$ be the order $2$ $S$-isomorphism preserving the chosen pinning, fixing $\alpha_1$, and sending $\alpha_3$ to $\alpha_4$. Further, let $\mu : G_0 \to G_0$ be the order $3$ $S$-isomorphism preserving the chosen pinning and sending $\alpha_1$ to $\alpha_3$ (and $\alpha_3$ to $\alpha_4$). Using the commutation relations listed above, a
straightforward calculation shows
\[ \lambda(E_1) = E_1, \lambda(E_2) = E_3, \lambda(E_3) = E_2, \lambda(E_4) = E_4 \] (5)
\[ \mu(E_1) = E_1 - \frac{1}{2}E_3, \mu(E_2) = -E_3, \mu(E_3) = E_2 - E_3, \mu(E_4) = E_4. \] (6)

Finally we are ready to prove the existence of a Springer isomorphism when \( S \) is affine with 2 invertible and \( G \) is simple of type \( D_4 \). As in the previous case, a twisting argument allows us to reduce to the case that \( G \) is quasi-split. In this case, there is a finite Galois morphism \( S' \to S \) (corresponding to an open and closed subscheme of the Dynkin scheme as in [SGA3, Exp. XXIV, 3.3]) such that \( G_{S'} \) is split. Let \( G_0 \) be the split form of \( G \) over \( S \), and fix the pinning \((B_0, T_0, \{X_a\})\) as described above. Choose an \( S' \)-isomorphism \( \varphi : G_{S'} \to G_{0,S'} \) sending \((B_0, T_0, \{X_a\})\) to a quasi-pinning of \( G_{0,S'} \) defined over \( S' \). For any \( \sigma \in \text{Aut}(S'/S) \), we get an \( S' \)-automorphism

\[ \psi'_\sigma : G_{0,S'} \xrightarrow{1 \times \sigma^{-1}} G_{0,S'} \xrightarrow{\varphi} G_{S'} \xrightarrow{1 \times \sigma} G_{S'} \xrightarrow{\varphi^{-1}} G_{0,S'} \]

of \( G_{0,S'} \). Since \( \psi'_\sigma \) preserves a pinning of \( G_0 \) coming from \( S \), it follows that \( \psi'_\sigma \) descends to an \( S \)-automorphism \( \psi_\sigma : G_0 \to G_0 \). In particular, it follows from a simple calculation that \( \psi_\sigma \psi_\tau = \psi_{\sigma \tau} \) for all \( \sigma, \tau \in \text{Aut}(S'/S) \). By Galois descent (as in the type \( A_n \) case), Springer isomorphisms \( \rho : \mathcal{U}_G \to \mathcal{N}_G \) correspond to Springer isomorphisms \( \rho' : \mathcal{U}_{G_{0,S'}} \to \mathcal{N}_{G_{0,S'}} \) such that \( \rho' \circ \psi'_\sigma \circ (1 \times \sigma) = \psi'_\sigma \circ (1 \times \sigma) \circ \rho' \) for all \( \sigma \in \text{Aut}(S'/S) \). By splitting up \( S \) into subschemes which are open and closed as in the type \( A_n \) case, we may and do assume that \( S' \to S \) is of constant degree, which we may assume is either 1, 2, 3, or 6 (corresponding to the size of the orbit of \( \alpha_1 \)); in the degree 6 case, \( \text{Aut}(S'/S) \cong S_3 \). Moreover, we may and do assume that for each \( \sigma \in \text{Aut}(S'/S) \), the \( S \)-morphism \( f : \text{Aut}(S'/S) \to \text{Aut}(G_0, B_0, T_0, \{X_a\}) \) between constant \( S \)-group schemes is constant.

If \( \rho'(u) = a_1 E_1 + a_2 E_2 + a_3 E_3 + a_4 E_4 \) as in Lemma A.3, then because \( u \) is stable under \( \text{Aut}(S'/S) \) and \( \text{Aut}(G_0, B_0, T_0, \{X_a\}) \), we require

\[ a_1 E_1 + a_2 E_2 + a_3 E_3 + a_4 E_4 = \sigma^*(a_1) f(E_1) + \sigma^*(a_2) f(E_2) + \sigma^*(a_3) f(E_3) + \sigma^*(a_4) f(E_4) \] (7)

for all \( \sigma \in \text{Aut}(S'/S) \). We now split into cases for \( f \). Note that if \( f \) is trivial then \( G \) is \( S \)-split, so the result follows from Lemma 5.8.

Now suppose that \( \text{Aut}(S'/S) = \mathbb{Z}/2 \) and \( f \) is injective. Let \( \tau \in \text{Aut}(S'/S) \) be the nontrivial automorphism; by symmetry, we may and do assume that \( f(\tau) = \lambda \) as above. Then in (7) we may apply (5) to obtain the relations \( a_1 = \tau^*(a_1), a_2 = \tau^*(a_2), a_3 = \tau^*(a_3), \) and \( a_4 = \tau^*(a_4) \). Thus we require \( a_1, a_4 \in \Gamma(S, \mathcal{O}_S) \) with \( a_1 \in \Gamma(S, \mathcal{O}_S^\times) \), and we may choose \( a_2 \in \Gamma(S', \mathcal{O}_{S'}) \) arbitrarily and then let \( a_3 = \tau^*(a_2) \).

At this point we will finally use the assumption that \( S \) is affine, say \( S = \text{Spec} \, R \) and \( S' = \text{Spec} \, R' \). Suppose that \( \text{Aut}(S'/S) = \mathbb{Z}/3 \) and \( f \) is injective. Let \( \sigma \in \text{Aut}(S'/S) \) be a nontrivial automorphism such that \( f(\sigma) = \mu \) as above. Then in (7) we may apply (6) to obtain the relations \( a_1 = \sigma^*(a_1), a_2 = \sigma^*(a_3), a_3 = -\frac{1}{2} \sigma^*(a_1) - \sigma^*(a_2), a_4 = \sigma^*(a_4) \). Thus we require \( a_1, a_4 \in R \) with \( a_1 \in R^\times \), and since \( a_2 = \sigma^*(a_3) \) we need only choose \( a_3 \in R' \) such that \( a_3 + \sigma^*(a_3) + (\sigma^2)^*(a_3) = -\frac{1}{2} a_1 \). Since the \( R \)-linear trace map \( R' \to R \) is surjective, it follows that we may choose \( a_3 \) satisfying these relations.

Finally, suppose that \( \text{Aut}(S'/S) = S_3 \) and \( f \) is injective. Let \( \sigma, \tau \in \text{Aut}(S'/S) \) be automorphisms such that \( f(\sigma) = \mu \) and \( f(\tau) = \lambda \) as in (5) and (6), so in (7) we find

\[ a_1 = \tau^*(a_1) = \sigma^*(a_1) \]
\[ a_2 = \tau^*(a_3) = \sigma^*(a_3) \]
\[ a_3 = \tau^*(a_2) = -\frac{1}{2} \sigma^*(a_1) - \sigma^*(a_2) - \sigma^*(a_3) \]
\[ a_4 = \tau^*(a_4) = \sigma^*(a_4). \]
Thus we need to choose $a_1, a_4 \in R$ with $a_1 \in R^\times$, and moreover $a_3$ must lie in $(R')^\tau \sigma^*$ satisfying $a_3 + \sigma^*(a_3) + (\sigma^2)^*(a_3) = -\frac{1}{2} a_1$. Again, we can find such $a_3$ by surjectivity of the trace map $(R')^\tau \sigma^* \to R$, and then we can let $a_2 = \sigma^*(a_3) = \tau^*(a_3)$.

**Remark A.4.** As in Remark A.2, affineness is necessary in type $D_4$. Indeed, if $S' \to S$ is either a $\mathbb{Z}/3$-torsor or an $S_3$-torsor, then there is a corresponding quasi-split outer form $G$ over $S$ of $\text{Spin}(8)$. If the trace map $\Gamma(S', \mathcal{O}_{S'}) \to \Gamma(S, \mathcal{O}_S)$ is trivial, then the proof above shows that there cannot be a Springer isomorphism $\mathcal{U}_G \to \mathcal{M}_G$. If $S'$ and $S$ are proper integral schemes over a field of characteristic 3, then this occurs; on the other hand, if 3 is invertible in $S$ then this cannot occur.
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