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ABSTRACT

In facial action unit (AU) recognition tasks, regional feature learning and AU relation modeling are two effective aspects which are worth exploring. However, the limited representation capacity of regional features makes it difficult for relation models to embed AU relationship knowledge. In this paper, we propose a novel multi-level adaptive ROI and graph learning (MARGL) framework to tackle this problem. Specifically, an adaptive ROI learning module is designed to automatically adjust the location and size of the predefined AU regions. Meanwhile, besides relationship between AUs, there exists strong relevance between regional features across multiple levels of the backbone network as level-wise features focus on different aspects of representation. In order to incorporate the intra-level AU relation and inter-level AU regional relevance simultaneously, a multi-level AU relation graph is constructed and graph convolution is performed to further enhance AU regional features of each level. Experiments on BP4D and DISFA demonstrate the proposed MARGL significantly outperforms the previous state-of-the-art methods.

Index Terms— AU Recognition, Adaptive Regional Feature Learning, Multi-Level Graph Learning

1. INTRODUCTION

Each AU corresponds with one or a specific group of facial muscles \cite{1}, which locates in a particular local region and contains unique structure or texture information. It is beneficial to consider these AU related local regions separately rather than treating them equally in order to obtain discriminative feature representations. Many existing works \cite{2, 3, 4, 5} first cropped regions of interest (ROI) from facial image or intermediate features, and then employed independent convolutional neural networks (CNNs) for each ROI. However, the bounding box of each ROI is either predefined at fixed locations of facial image or determined based on the rough position relation between AU and facial landmarks. Meanwhile, the size of each ROI is identical. Thus the location and scale of the handcrafted ROI remain the same during training and inference processes, which ignores the fact that the scale of each AU varies from each other. As shown in Fig. 1(a) and (b), the ROIs of AU4 (brow lowerer) and AU12 (lip corner puller) in the blue bounding boxes are of the same size and locate in predefined locations. Nevertheless, the inner part of brows beyond the blue boxes and the wrinkle caused by the lip movement also provide useful cues to recognize AU4 and AU12. It is helpful for these regions to be included in ROIs.

Besides exploiting discriminative regional feature presentation, AU relationship modeling is often introduced to further boost the recognition performance \cite{6, 7, 8}. Some works utilized restricted Boltzmann machine (RBM) \cite{9} to model the dependencies between AUs in a post-process manner, which was not end-to-end trainable. Recently, gated graph neural network (GGNN) \cite{10} or graph convolutional network (GCN) \cite{11, 12} was tactfully incorporated so that prior AU relation knowledge can be leveraged to derive reliable predictions and the whole framework is end-to-end trainable. In these graphic models, each node represents regional features of a certain AU which is critical for subsequent graph inference. As low-level features of backbone network is AU semantically weak and high-level features lack subtle texture details, a straightforward solution is to add or concatenate them together \cite{10}. However, the integrated features are still
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limited in representation capacity, which makes it difficult for graphic models to embed the relation knowledge effectively into the final features for prediction.

Given the concerns above, we propose a new approach called multi-level adaptive ROI and graph learning (MARGL) to adaptively crop ROIs at multiple levels and simultaneously incorporate the intra-level AU relation and inter-level AU region relevance to enhance the discrimination of ROI features. In this framework, an adaptive ROI learning module is proposed to obtain precise ROIs which can match with different AUs and individuals automatically as illustrated in Fig. 1(a) and (b). The module is plugged in different levels of the backbone network. Meanwhile, as shown in Fig. 1(c), a unified multi-level AU relation graph is designed to integrate prior AU relation knowledge which is obtained based on the conditional probability between AUs calculated in the dataset, and ROI feature relations which connect the same AU across levels to facilitate the cross-level information fusion. Based on the multi-level graph, both intra-level AU relation and inter-level region relevance can be encoded in ROI features to further enhance the discrimination.

2. PROPOSED METHOD

The proposed MARGL framework is illustrated in Fig. 2. It consists of three main modules, i.e., multi-level feature learning (backbone network), adaptive ROI learning, and multi-level AU relation embedding.

2.1. Adaptive ROI Learning

The adaptive ROI learning module aims to obtain precise ROI locations of each AU for different individuals adaptively so as to capture discriminative regional feature representation. Different from previous works which kept the cropped region size fixed for all AUs during training and inference, the proposed adaptive ROI learning module can adjust the position and size of each ROI optimally in a data-driven manner.

Considering the symmetry of face regions, we divide the face into left and right parts. The initial C AU centers on each side are obtained by the rough relation between AUs and landmarks [2], where C is the number of AUs. Then for each AU center, we map its coordinate from the original image to corresponding feature maps proportionally. The top-left and bottom-right coordinates of initial ROI whose size is \( k \times k \) can thus be determined. In order to refine the ROI adaptively, we introduce a group of scale factors to adjust the two coordinates. The updated coordinate value is given as follows.

\[
\hat{p}^i_j = \beta^i_j \ast p^i_j, \tag{1}
\]

where \( \beta^i_j \) is the scale factor to obtain the refined position \( \hat{p}^i_j \). \((p^i_1, p^i_2)\) and \((p^i_3, p^i_4)\) are the original top-left and bottom-right coordinates respectively. \( j \in [1, C] \) indicates the index of the AU. Therefore, with the scale factors, the bounding box of ROI can be located in any position if needed. In order to adaptively learn the scale factors from input data, we utilize a set of convolutional and fully connected layers to derive \( \beta^i_j \) from the global feature maps where ROI features are cropped.

The structure of adaptive ROI learning module is shown in the dashed box in Fig. 2. In order to unify the shape of the input data, a \( 1 \times 1 \) convolution is first applied to squeeze the channels of feature maps from different dimensions to 128. Based on the squeezed feature maps, global average pooling (GAP) is employed to reduce the computation cost. Then the scale factors are outputted with the fully connected layer. As the ROI coordinates after adjustment are fractional, the spatial transformer network (STN) [13] is utilized to obtain the cropped features. The transformation matrix \( \Theta \) of STN is formulated as follows.

\[
\Theta = \begin{bmatrix}
    s_x & 0 & t_x \\
    0 & s_y & t_y \\
    0 & 0 & 1
\end{bmatrix}, \tag{2}
\]

where \( s_x \) and \( s_y \) are scaling coefficients, \( t_x \) and \( t_y \) are translation coefficients which can be calculated via the corresponding top-left and bottom-right coordinates easily. Once we obtain the target regional feature maps, independent regional learning networks which consist of two convolution layers and one GAP layer are applied to further refine the regional feature maps for each AU. Consequently, we obtain \( 2C \) adaptive ROI features totally due to the facial symmetry.

2.2. Multi-Level AU Relation Embedding

Correlations between AUs are often taken into consideration. Besides that, as level-wise features focus on different aspects of feature representation, there exists strong relevance between regional features across multiple levels of the backbone network. To leverage the intra-level relationship between AUs and inter-level AU regional relevance simultaneously, a multi-level AU relation graph is constructed to embed such relation knowledge into the ROI features.

The multi-level AU relation graph \( G \) is shown in Fig. 1(c). For intra-level, the sub-graph \( G_0 \) in dashed box describes the correlation between AUs which is shared by all three levels. For inter-level, only nodes of the same AU are connected to facilitate the information fusion across levels. The graph contain nodes from three levels, i.e., there are totally \( 3C \) nodes in the graph. To describe the graph \( G \) with adjacency matrix \( A \), we first calculate the adjacency matrix \( A_0 \) of the sub-graph \( G_0 \). The edge \( e_{i,j} \) between AU \( i \) and AU \( j \) is obtained based on the conditional probability statistics in the dataset, thus \( A_0(i,j) \) is defined as

\[
A_0(i,j) = \begin{cases}
    1, & p(y_i = 1 | y_j = 1) \geq p_{pos} \\
    0, & \text{else},
\end{cases} \tag{3}
\]

where \( p_{pos} \) is a threshold to determine whether two AUs are
connected in the graph, which is set to be 0.3. Then the adjacency matrix of graph $G$ is defined as follows.

$$A = \begin{bmatrix} A_0 & I & I \\ I & A_0 & I \\ I & I & A_0 \end{bmatrix},$$ (4)

where $A_0$ is the same for all three levels which describes the relations between AUs. $I$ is the identity matrix of dimension $C$ which indicates the cross-level connection of the same AU in $G$. After the multi-level AU relation graph $G$ is built, we can perform reasoning on the graph with graph convolutional networks (GCN) to encode the relationship knowledge into the ROI features. The process of the GCN can be viewed as a message-passing operation within the graph. Formally, one layer of GCN can be written as:

$$Z = \sigma(\tilde{A}XW),$$ (5)

where $\tilde{A}$ is the normalized adjacency matrix, $X$ is the stacked ROI features of AUs from different levels, and $W$ is the learnable weight matrix. $\sigma(\cdot)$ is an activation function. For each node in $G$, it first aggregates structure information from its neighbor nodes and then is mapped to the new state via $W$.

### 2.3. MARGL Framework

The backbone network, adaptive ROI learning module and multi-level AU relation embedding together compose the proposed MARGL framework. ResNet-18 is chosen as our backbone network. For different levels of the feature maps from ResNet, the initial sizes of cropped ROIs are set to be $10 \times 10$, $5 \times 5$ and $2 \times 2$ as the global feature maps shrink. The cropped ROIs of all levels are then resized to $6 \times 6$ before regional learning. Considering the symmetry of facial regions, two independent multi-level AU relation embedding blocks are employed respectively. We calculate the average of the enhanced ROI features from symmetrical face and employ fully connected layers to get the prediction. Predictions from three regional levels and global level are fused by element-wise maximum to obtain the final result. In order to better supervise the adaptive ROI feature learning across multiple levels, binary cross entropy loss function is applied to each regional branch. Then the final loss can be formulated as:

$$L = L_0(P_g, Y) + \sum_{k=1}^{3} L_k(P_k, Y),$$ (6)

where $L_k = -\frac{1}{C} \sum_{i=1}^{C} w_i [y_i \log p_i + (1 - y_i) \log (1 - p_i)]$. $P_k$ is the ROI-based prediction, $P_g$ is the global-based prediction, $Y$ is the ground truth. $w_i$ is introduced to ease the data imbalanced problem, and is determined by the occurrence rate of AU $i$ in the dataset. Specifically, $w_i = \frac{(1/r_i)C}{\sum_{i=1}^{C}(1/r_i)}$, where $r_i$ is the occurrence rate of AU $i$ in the dataset.

### 3. EXPERIMENTS

#### 3.1. Experimental Setup

We evaluate our method on two popular benchmark datasets, i.e., BP4D and DISFA. For all experiments, we follow the protocol of subject independent 3-fold cross validation and report the F1-frame results for comparison which is widely used in the community.

For each frame, we first perform face detection and alignment based on similarity transformation and obtain a $200 \times 200$ RGB face image. After some common data augmentations, the facial images are resized to $192 \times 192$ as the input of the network. During the testing phase, only center cropping is employed. Meanwhile, to locate the AU centers, facial landmarks are detected with open source toolbox Dlib. The ResNet-18 backbone takes ImageNet pre-trained model weight as initialization and the parameters of additional layers are initialized randomly. The model is trained via stochastic gradient descent (SGD) with the initial learning rate 0.01.
3.2. Ablation Study

We conduct ablation study on BP4D to verify the effectiveness of the proposed modules in our framework. Average F1-frame of 12 AUs under 3-fold cross validation are reported.

To evaluate the effectiveness of adaptive ROI learning module, we compare it with the original ROI learning method where the ROI is cropped with fixed size and position rules. As presented in Table 1, the baseline model, i.e., ResNet-18, achieves the average F1-frame of 60.8%. After adding the original ROI module (+ROI), the average performance is improved by 1.7%. Nevertheless, with the proposed adaptive ROI module (+AROI), the location and size of bounding box of ROI can adjust adaptively and further leads to 1.6% improvement compared to original version, which demonstrates more discriminative ROI features are captured by AROI. The visualization of original and adaptive ROIs of AU4 and AU12 are illustrated in Fig. 1(a) and (b). After adaptive ROI learning, the bounding boxes of AU4 ROIs are narrowed down to focus on the inner part of brows, while the ROIs of AU12 are expanded to the wrinkle regions caused by the lip movement.

Furthermore, we insert the AROI learning module to the last three levels of backbone network and investigate the effectiveness of multi-level manner (+MAROI). From Table 1, nearly 1% improvement is gained due to richer regional features and more supervision information. For relations between AUs, we conduct experiments in both single-level and multi-level manner. With respect to single-level manner (+AROI+Intra-level), only the intra-level graph of a single level is employed and the overall performance is improved by 0.7%. Similarly, incorporating the prior relation knowledge in multi-level manner (+MAROI+Intra-level) leads to 0.6% improvement. These results indicate that AU relationship knowledge can contribute to the recognition performance. Moreover, taking the inter-level AU regional relevance into consideration, we obtain the complete MARGL model and achieve the average F1-frame of 66.1%. Compared to the one without encoding the inter-level relation, the result is improved by 0.5%, which demonstrates the correlation information between ROI features across levels can be leveraged to boost the model performance.

3.3. Comparison with State-of-the-Art Methods

We compare the proposed MARGL with previous state-of-the-art methods under the same protocol. The competitive approaches include DRML [19], ROI [20], JAA-Net [3], DSIN [4] and SRERL [10].

Table 2 shows the experimental results on BP4D dataset. Except for AU17, the proposed MARGL outperforms all other competing methods. Compared to region learning approaches, such as ROI and JAA-Net, which make predictions with pre-defined AU regions, the adaptive ROI learning in our method further boosts the performance. Compared with SRERL which involves AU relationship inference with GNN, our model achieves 3.2% improvement in average F1-frame which indicates the effectiveness of the intra and inter level relations. Experimental results on the more challenging DISFA dataset are shown in Table 3. Compared to the previous state-of-the-art methods, MARGL achieves a significant improvement of 7.8% and obtains 63.8% in terms of average F1-frame. Due to the modules proposed in the framework, MARGL works well for majority AUs and maintains consistently satisfying performance.

4. CONCLUSION

In this paper, we propose a novel multi-level adaptive ROI and graph learning method for AU recognition. An adaptive ROI learning module is proposed to automatically adjust the location and size of ROI for each AU in a data-driven manner. Meanwhile, multi-level AU relation graph is constructed to model the intra-level AU relation and inter-level AU regional relevance jointly to further enhance the discrimination of ROI features. State-of-the-art performances achieved on BP4D and DISFA demonstrate the superiority of our method.
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