TYPE-2 FUZZY MULTIPLICATION WAVELET NEURAL NETWORK MODEL DESIGN FOR CLASSIFICATION OF BREAST CANCER
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Abstract: Breast cancer is one of the most common types of cancer. For this reason, it is very important to diagnose breast cancer. In this paper, a type-2 fuzzy multiplication wavelet neural network model is proposed to classify the Wisconsin Breast Cancer dataset. In this model, Shannon wavelet function is used as the type-2 membership function and the multiplication of the Shannon wavelet functions is used in the conclusion part of the rules. The results of proposed model is compared with type-1 fuzzy multiplication wavelet neural network, multilayer perceptron network, radial basis function network, Bayesian network learning, and decision tree algorithm. It can be seen that proposed type-2 fuzzy multiplication wavelet neural network model gives the best results among these algorithms.
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I. INTRODUCTION

Breast cancer is one of the leading cancer types that cause women to die. Even a medical specialist is sometimes difficult to diagnose the cancer after performing various tests. For this reason, diagnosing breast cancer automatically has an important place among medical problems. In the literature, various studies have been done towards this aim [1-8]. In [1], support vector machines and radial basis function networks are used for breast mass classification based on cytological patterns. In [2], association rules are used for dimension reduction for breast cancer dataset and the data obtained is used for input to neural network in order to breast cancer classification of breast cancer. One of the most recent papers about the computer aided breast cancer diagnosis system is proposed in [3]. In this paper, some statistical feature selection methods are applied to breast cancer dataset in order to select categorical features and these features are refined by particle swarm optimization and bagged decision tree is used for classification. In [4], a feed forward artificial neural network is used for medical diagnosis and particle swarm optimization is used for training this network. In [5], interval type-2 fuzzy logic system and wavelet transform are used for classification of medical data. In [6], an integration of fuzzy standard additive model with genetic algorithm is proposed to classify the healthcare data. In [7], a new method is proposed in order to selecting genes to mediating some certain cancer disease. In [8], a diagnostic system using neural networks is proposed for classification of clinical datasets and differential evolution and particle swarm optimization is used for training of the model.

Fuzzy neural networks call the combination of neural networks and fuzzy systems [9-12] and they are used many application areas. In the design of fuzzy neural networks, a training algorithm is used to construct fuzzy rules and membership functions. However, sometimes the measured data of the system can be have some uncertainties and these uncertainties are important in the fuzzy system design and must be considered. Uncertainty in type-1 fuzzy neural networks is achieved through membership functions. However, sometimes the measurements can have some uncertainties caused by devices or noise in the environment. Type-2 fuzzy neural networks are used to overcome such uncertainties [13, 14]. Type-2 fuzzy systems can reduce the effects of uncertainties [15]. Type-2 fuzzy systems increase the computational complexity according to type-1 fuzzy logic systems. However, type-2 fuzzy logic systems give better results in many areas. They have been applied to many different applications such as identification of nonlinear systems [16-21], control [22, 23], time series prediction [24], system modeling [20, 25, 26], stock price prediction [27] and control of mobile robots [28, 29]. In [30], a review of type-2 fuzzy logic applications is presented for pattern recognition. In this paper, type-2 wavelet membership functions were used in fuzzy rules.

Another model for prediction and classification of various systems is fuzzy wavelet neural networks (FWNN), which combines fuzzy neural networks with wavelet functions. Wavelet functions increases the performance of the fuzzy neural networks [31-33]. Fuzzy wavelet neural networks have been used in various applications. This paper proposes a type-2 fuzzy multiplication wavelet neural network model to classification of breast cancer. The model gets its idea from [32] and [31] in which three new FWNN models are presented for prediction and identification of nonlinear dynamical systems. The new model is named as type-2 fuzzy multiplication wavelet neural network (T2FWNN) and used for identification of dynamical plants in [34]. In this paper, the model in [34] is updated to type-2 fuzzy multiplication wavelet neural network (T2FMWNN) in order to achieve classification problems and is used for classification of breast cancer dataset. In the proposed T2FMWNN model, the antecedent with type-2 Shannon wavelet functions. The consequent rule output functions are developed using multiplication of dilated and translated versions of Shannon wavelet functions of the input variables as in FWNN-M model introduced in [32]. However in [32] and [31], Mexican hat wavelet function is used in type-1 FWNN models for system identification. In addition, [35], a type-2 wavelet fuzzy neural network model using Mexican
hat wavelet functions in used in the conclusion part of the rules is used to time series prediction. The proposed new T2FMWNN model gives better results according to type-1 FMWNN (T1FMWNN), multilayer perceptron (MLP) network, radial basis function network (RBF) and FURIA in breast cancer classification.

II. TYPE-2 FUZZY MULTIPLICATION WAVELET NEURAL NETWORK MODEL

Firstly, the components of type-2 fuzzy system will be explained. Type-2 fuzzy system is characterized by fuzzy IF-THEN rules, the fuzzy sets in the antecedent and the consequent parts of the rules are type-2. A typical type-2 fuzzy system is shown in Fig. 1. Similar to a type-1 fuzzy system, a type-2 fuzzy system includes a fuzzifier unit, a fuzzy rule base, a fuzzy inference engine, type-reducer and defuzzifier units.

This paper proposes type-2 fuzzy multiplication wavelet neural network (T2FMWNN) model for classification of breast cancer dataset. T2FMWNN embeds the useful properties of type-2 fuzzy system with time and frequency localization properties of wavelets into the framework of an adaptive neural network so that training methods of neural network technologies can be easily applied. T2FMWNN model structure has type-2 fuzzy sets as membership functions and multiplication of wavelet functions in the consequent part of the rules. Fig. 2 show the structure of the T2FMWNN model.

The T2FMWNN model has totally six major layers. The fuzzy rules in this fuzzy system are in the following form:

\[ \text{IF } x_1 \text{ is } \Psi_{1,i} \text{ and } x_2 \text{ is } \Psi_{2,i} \text{ and } \ldots \text{ and } x_n \text{ is } \Psi_{n,i} \text{ THEN } g_i(x) \]

where \( x_1, x_2, \ldots, x_n \) are input variables that represents the states of the plant to be identified, \( \Psi_{j,i} \) is the \( j \)th wavelet type membership function (MF) for the \( i \)th input and \( g_i(x) \), which is a function of inputs, is the \( i \)th output of fuzzy rule.

In this paper, translated and dilated version of Shannon wavelet function is used as membership function and multiplication of the wavelet functions are used in conclusion part of the rules.

For simplicity and understandability, we will explain the models for two inputs and two membership functions for these inputs.

The first layer is input layer. It transmits inputs, \( x_1, x_2 \) to second layer. Second layer is fuzzification layer. Interval type-2 wavelet membership functions are used in this layer. Lower and upper membership functions are defined as follows:

\[ \Psi_\eta = (\Psi_{\eta 1}, \Psi_{\eta 2}) \]

\[ \Psi_\eta = \left( \frac{x_j - \mu_{\eta 1}}{\sigma_{\eta 1}} \right) \]

\[ \Psi_\eta = \left( \frac{x_j - \mu_{\eta 2}}{\sigma_{\eta 2}} \right) \]

where \( i = 1, 2 \) and \( j = 1, 2 \)

Both center, \( \mu_{\eta 1}, \mu_{\eta 2} \) and standard deviation, \( \sigma_{\eta 1}, \sigma_{\eta 2} \) parameter can take proper initial values and these values are updated during the training phase.

Third layer is fuzzy rule layer. Multiplication operator is used in this layer.

\[ \eta_j = \Psi_{\eta 1}(x_1)\Psi_{\eta 2}(x_2) \]

\[ \eta_j = \Psi_{\eta 1}(x_1)\Psi_{\eta 2}(x_2) \]

In the fourth, fifth and sixth layers, the overall output value is calculated as summation of weighted output values of each rule. In the following formulas, \( q_j \) is design factors for lower and upper membership functions:

\[ y = \frac{\sum_{j=1}^3 \eta_j q_j g_j + \sum_{j=1}^3 (1 - q_j) \eta_j g_j}{\sum_{j=1}^3 \eta_j} + \sum_{j=1}^3 \eta_j \]

\[ g_j = \sum_{j=1}^3 \eta_j \frac{x_i - b_j}{c_j} + p_j \]

Conventionally, design factors are determined for once for the whole rule base in the previous papers [16, 18, 25]...
To obtain the optimal T2FMWNN model parameters for classification problems, a gradient based algorithm is chosen. In these algorithms, firstly a cost function is chosen to be minimized, so that T2FMWNN model finds the optimal parameters. Here, the mean square error (MSE) is selected as objective function:

$$E = \frac{1}{N} \sum_{i=1}^{N} (y_i - y_d)^2$$

where N is the number of input-output pairs of the function to be approximated, y_d is the desired output, and y is the T2FMWNN model output.

In this study, a gradient based algorithm Davidon-Fletcher-Powell (DFP) [37] method is used to train the model. Gradients of the MSE with respect to membership function parameters of the T2FMWNN models are calculated by the following formulas:

$$\frac{\partial E}{\partial c_{ij}} = \frac{\partial E}{\partial y} v_j \frac{\sin (x_j - b_y)}{c_{ij}}$$  \hspace{1cm} (18)

$$u = \prod_{i=1}^{n} \left( \frac{x_i - b_y}{c_y} \right)$$

where

$$\frac{\partial E}{\partial \eta_j} = \frac{\partial E}{\partial y} v_j \left( \prod_{i=1}^{n} \sum_{j} \eta_j \right)$$

$$v_j = \frac{q_j \eta_j + (1-q_j) \bar{\eta}_j}{\sum_j \eta_j + \sum_j \bar{\eta}_j}$$  \hspace{1cm} (22)

### III. BRIEF DESCRIPTIONS OF OTHER CLASSIFICATION METHODS

In this paper, the proposed T2FMWNN model is compared other models such as multilayer perceptron (MLP), radial basis function network (RBFN), fuzzy unordered rule induction algorithm (FURIA), Bayes network algorithm, J48 decision tree algorithm. Brief description of these models is explained below:

#### A. Multilayer Perceptron Network

Multilayer perceptron network is one of the basic models in artificial neural networks. A typical MLP network has three type of layers: input layer, hidden layer, output layer. The number of hidden layers depend the design. More than one hidden layer is possible. Input layer transmits the inputs to hidden layer. The output layer calculates the MLP output. Different activation functions can be used such as sigmoid or tangent hyperbolic. MLP networks are used in different applications such as time series prediction, classification and control. In this paper, it is used to classification of the breast cancer dataset.

#### B. Radial Basis Function Network

RBFN is a type of neural network which uses radial basis functions in its layers. It has total three layers [38]. The first layer is input layer. The second layer is the radial basis function layer, which calculates the distance between radial basis neuron and the input vector. The last layer calculates the output of the RBFN. RBFNs are very good in function learning. Gaussian function can be used as radial basis function in these networks.
C. Fuzzy Unordered Rule Induction Algorithm

FURIA is a fuzzy rule based classification algorithm, which extends the RIPPER algorithm [39]. This algorithm gives fuzzy rules instead of conventional rules. It is more successful than RIPPER algorithm and decision tree algorithm [39]. The conventional rule learners generally learn ordered set of rules however FURIA learns underset set of rules.

D. Bayesian Network Classification Algorithm

Bayesian networks are directed acyclic graphs that shows the joint probability between the variables [40]. Vertices represent the variables and edges represent the correlations between variables. Bayesian networks can be trained using minimum description length principle. In [40], it is shown that Bayesian networks give better results than naïve Bayes algorithms in some datasets. However, it can give worse results in other datasets. Thus, the success of the Bayesian networks depends on the dataset.

E. J48 Decision Tree Algorithm

Decision tree algorithm constructs a tree structure in order to classify the object in the dataset [41]. It calculates entropy of each attribute in the dataset and the attribute with the greatest entropy is brought to top of the tree. Then the entropy is again calculated from the remaining attributes and decision tree construction continues.

IV. BREAST CANCER CLASSIFICATION

The proposed model is used to classification breast cancer dataset which is obtained from the University of Wisconsin Hospitals, Madison from Dr. William H. Wolberg [42, 43]. This dataset has 9 inputs. This dataset has two classes: sleeping cancer lump (benign) and dangerous cancer lump (malignant). In this paper, first 400 row in dataset is selected as training set and remaining 299 row is selected to test the model.

The proposed T2FMWNN model gives continuous output. In order to use this model in breast cancer classification, the output value below 3 is considered as benign (actual value 2 in dataset) and the output value above 3 is considered as malignant (actual value is 3 in dataset). The dataset has 9 inputs. The percentage of the correctly classified instances is shown in the Table I. The proposed T2FMWNN model is most successful model in breast cancer classification among MLP, RBF, FURIA, Bayes Network, Decision Tree, T1FMWNN and T2FMWNN.

Confusion matrices for MLP network, RBF network, FURIA, Bayes Network, Decision Tree, T1FMWNN and T2FMWNN are shown in Table II, Table III, Table IV, Table V, Table VI, Table VII, Table VIII respectively.

| Algorithm | Train | Test |
|-----------|-------|------|
| MLP       | 94.25%| 97.32%|
| RBFN      | 93.3% | 96.65%|
| FURIA     | 93.75%| 96.99%|
| Bayes Network Learning | 94% | 97.32%|
| Decision Tree (J48) | 94.25% | 97.32%|
| T1FMWNN   | 94.75%| 97.65%|
| T2FMWNN   | 94.5% | 97.99%|

Table I. Percentage of the Correctly Classified Instances According to Models

| Algorithm  | MLP | RBFN | FURIA | Bayes Network Learning | Decision Tree (J48) | T1FMWNN | T2FMWNN |
|------------|-----|------|-------|------------------------|---------------------|---------|---------|
| Real       | a   | b    | a     | b                      | a                   | b       | a       | b       |
| MLP        | 223 | 6    | 223   | 6                      | 223                 | 6       | 223     | 6       |
| RBFN       | 2   | 68   | 2     | 68                     | 2                   | 68      | 2       | 68      |
| FURIA      | 223 | 6    | 3     | 67                     | 223                 | 6       | 225     | 4       |
| Bayes Network Learning | 2    | 68   | 2     | 68                     | 2                  | 68      | 2       | 68      |
| Decision Tree (J48) | 222 | 7    | 222   | 7                      | 222                | 7       | 225     | 4       |
| T1FMWNN    | 225 | 4    | 225   | 4                      | 225               | 4       | 225     | 4       |
| T2FMWNN    | 2   | 68   | 2     | 68                     | 2                   | 68      | 2       | 68      |

Sensitivity, specificity and F-1 score is calculated for all algorithms. These measures are calculated from confusion matrices shown in Fig. 3.
V. CONCLUSION

In this paper, a new T2FMWNN model is proposed in order to classify the breast cancer data. This new model uses Shannon wavelet functions in its processing units. Type-2 membership functions can catch uncertainty in the data more precisely according to the other type-1 membership functions. Therefore, the proposed model gives good results in classification. According to accuracy, specificity and F-1 scores, T2FMWNN model gives the best result among MLP network, RBF network, Bayesian network learning, decision tree and T1FMWNN models. The proposed T2FMWNN model can be applied many other problems such as other classification, function learning, system identification and control problems.
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