State Estimation for DC Microgrids using Modified Long Short-Term Memory Networks
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Abstract: The development of state estimators for local electrical energy supply systems is inevitable as the role of the system’s become more important, especially with the recent increased interest in direct current (DC) microgrids. Proper control and monitoring requires a state estimator that can adapt to the new technologies for DC microgrids. This paper mainly deals with the DC microgrid state estimation (SE) using a modified long short-term memory (LSTM) network, which until recently has been applied only in forecasting studies. The modified LSTM network for the proposed state estimator adopted a specifically weighted least square (WLS)-based loss function for training. To demonstrate the performance of the proposed state estimator, a comparison study was done with other SE methods included in this paper. The results showed that the proposed state estimator had high accuracy in estimating the states of DC microgrids. Other than the enhanced accuracy, the deep-learning-based state estimator also provided faster computation speeds than the conventional state estimator.
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1. Introduction

State estimation (SE) is an important component of an energy management system (EMS), since it allows the system operator to control and monitor an electric power system [1]. The state of a power system can be estimated based on the supervisory control and data acquisition (SCADA) measurements, phasor measurement unit (PMU) measurements, and a topology processor. Some of the most important functions of EMS are based on the SE, such as contingency analysis, optimal power flow, and security assessment [2,3]. Measurement data obtained straight from the telemetry is usually not perfect, as random errors are always present. These kinds of measurements need to be processed by SE to get the closest approximation to the real value before being used by the EMS functions. This fortifies the importance of SE in the transmission system level of power systems [4].

In the last decade, there has been a paradigm shift in the distribution system technology. The conventional unidirectional model had changed as the consumers in the distribution system have evolved from passive users to active users [5]. Around the same period, the concept of microgrids started to emerge as an alternative solution for local energy systems with distributed energy resources [6]. The introduction of microgrids led to distribution systems that are more active, with more diverse dynamics and service-oriented actions compared to their predecessor. This phenomenon established a need to bring distribution systems into the operation control and monitoring circle. Consequently, the development of microgrid SE is inevitable. However, due to the differences of the transmission and distribution systems [7,8], the tools used for transmission system SE (TSSE) might not be directly applicable for microgrids and would need some adjustment for microgrid SE application.
One of the main problems in microgrid SE applications is the lack of available real-time measurements in microgrids. As a result, the input data required by the observability analysis in the SE process is not sufficient. One of the ideas to solve the measurement scarcity problem is the use of pseudo-measurements [1,9]. Pseudo-measurements are usually generated using the daily load profile (DLP) with annual updates [10]. Nowadays, the presence of advanced metering infrastructure (AMI) might help in providing a more accurate definition of DLP, which could lead to improved pseudo-measurements [11], and as a result, a more accurate microgrid SE.

Conventionally, state estimators are formulated as overdetermined systems of nonlinear equations, which are then solved by using the weighted least squares (WLS) method [1,12]. Conventional SE use the measurement data acquired at the present time to estimate the state of the system. In [13], a fuzzy linear SE model based on Tanaka’s fuzzy linear regression model was employed to model the uncertainty in the system. In [14], a decentralized SE method was proposed for hybrid microgrids using a dual decomposition approach, where the estimation was separately conducted for either grid, with only limited information exchanged during the process. In [15], a state estimator was developed with centralized and decentralized approaches for hybrid alternating current (AC)/high voltage DC (HVDC) grids. The optimization-oriented state estimators were proven to be functional and stable, but in terms of computational speed and accuracy further improvement is desired. In [16], a fast real-time state estimator based on the belief propagation algorithm was proposed. The model proved to be robust against ill-conditioned scenarios caused by the differences between various measurements.

Different efforts towards a fast real-time SE were introduced in [17], where the artificial neural network (ANN) method was used for a smart grid SE. Another effort using a deep learning-based state estimator is shown in [18], which combines the use of a deep neural network (DNN) and a recurrent neural network (RNN) for state forecasting. With the offline training phase, the state estimator proved to be able to run in real time with affordable training and minimal tuning, which resulted in improved performance compared with existing alternatives. In [19], a shallow neural network is used in a distribution system state estimator to produce an approximation of the system’s state. The state is then sent into the Gauss–Newton algorithm for refinements, which results in fast convergence to an optimal solution of SE. Different deep learning methods for distribution grid SE were tested in [20]. In the literature, an auto-associative neural network (AANN), or autoencoder-based state estimator, was shown to have the advantage of being independent of the network parameters and topology, which resulted in effective and accurate estimation.

In electric power systems, deep learning applications are not limited to SE only. A multilayer perceptron (MLP) neural network was adopted in [21] for short-term load forecasting, which produces minimal estimation errors. Another deep learning method, namely the long short-term memory (LSTM) network, was used in [22] for residential load forecasting, which outperformed the listed rival algorithm in forecasting individual residential households in terms of forecasting performance. Meanwhile, in [23], LSTM was used to forecast solar irradiance for microgrids based on widely available weather data only. The literature showed higher accuracy compared to the simple feedforward neural network (FFNN) method.

From all the previous works, one can notice that neural networks and deep learning approaches can provide better results over the conventional methods in some applications in terms of accuracy and computational speed. Additionally, in microgrid SE, one problem with the conventional method is the usage of pseudo-measurement. Out of several measurement types used as the SE input, the pseudo-measurement has the highest error variance, which could cause a sub-optimal SE result. For application of the deep learning method for SE in the microgrid system, the historical data is used in the training process of the state estimator, unlike the conventional WLS SE, which only uses the present time data. However, even though both methods used pseudo-measurement, the deep learning method training process disregarded the error variance of all measurement types. Hence, the deep learning method, if applied for SE in microgrid systems, might give improved SE results.
A lot of studies have been done on SE, such as TSSE, distribution system SE, and microgrid SE in general. However, not many studies have discussed DC microgrid SE. In particular, this paper proposes a DC microgrid state estimator using a modified LSTM network. LSTM is chosen as its structure allows the capability to learn the long-term dependencies in sequential data [24–26]. This ability makes LSTM especially good at learning time-series data, which conveniently, in the case of microgrid SE, is the structure of the measurement data as the historical data. LSTM predicts an output based on the current input and previous calculated output. In comparison, MLP only considers the current input to predict an output and does not utilize its previous output to improve its prediction accuracy. Furthermore, there had not been any previous attempt at using the LSTM method for SE.

To estimate the state of a DC microgrid, measurements of the bus voltage magnitude and current flow are collected to train our LSTM state estimator. Additionally, in order to demonstrate the algorithm’s ability to solve the observability problem in microgrid systems, the pseudo-measurements are included to increase the accuracy of the SE. In this paper, a loss function resembling the objection function of the conventional WLS state estimator is used to train the network model. A set of weights is applied to the loss function, in which certain weight values correspond to certain measurement types. The same simulation schemes are applied to the other methods of SE (e.g., conventional WLS, MLP-based, and normal LSTM-based SE) as a comparison to validate the performance of the proposed modified LSTM-based SE.

The contributions of this paper in comparison with the existing literature can be summarized as follows:

• The paper investigated a deep-learning-based state estimator for DC microgrids.
• The state estimator adopted the LSTM network method, which until recently has only been applied in forecasting studies.
• The LSTM for the state estimation of DC microgrids was modified to obtain better performance, using WLS-based loss function for training.

The rest of this paper is structured as follows. In Section 2, the background of the conventional SE method for electrical power systems is explained. Section 3 covers the basics of deep learning methods, such as multilayer perceptron (MLP) and LSTM networks. Further discussion about SE for DC systems, the system configuration used for simulation, and the types of measurements for SE are presented in Section 4. Section 5 gives an overview of the proposed state estimator. The simulation outcomes of the previously studied and the proposed state estimators are then demonstrated and discussed in Sections 6 and 7, respectively. Finally, the conclusion is presented in Section 8.

2. Conventional WLS SE Method

SE is an algorithm used to determine a close approximation of the system’s actual state from raw measurement data that is corrupted by noise. The WLS method is one of the most common methods adopted for SE [1,12]. The weight in the WLS method is introduced into the algorithm to emphasize trusted measurements and de-emphasize less-trusted measurements. The WLS method is based on a nonlinear optimization problem that minimizes the squared error of the measurement while taking into account the error variance of different measurement types. The general measurement model for SE is written as

\[ z = h(x) + e, \]

where \( z \) is the measurement vector, \( x \) is the true state vector, \( h(x) \) is the function linking the measurement to the state, and \( e \) is the measurement error, which is assumed to have zero mean and variance \( \sigma^2_N \).

The complex nodal voltage is a commonly used variable in SE [1]. The true state vector \( x \) is written as

\[ x = \begin{bmatrix} V_N \\ \theta_N \end{bmatrix}, \]
where $V_N$ is the voltage magnitude and $\theta_N$ is the voltage angle.

The WLS method calculates the system’s state by iteratively minimizing the cost function

$$J = \sum_{i=1}^{N} \frac{(z_i - h_i(x))^2}{\sigma_i^2} = [z - h(x)]^T \cdot W \cdot [z - h(x)],$$  \hspace{0.5cm} (3)

where $\sigma_i^2$ is the error variance and $N$ is the number of measurements [1,12,15]. The weighting matrix $W$ is equal to the inverse of the error variance matrix $R \in \mathbb{R}^{N \times N}$. The Gauss–Newton algorithm is used to minimize the cost function (Equation (3)). The algorithm is calculated iteratively, resulting in the normal equation being written as

$$G \Delta x = H^T \cdot W \cdot (z - h(x)), \hspace{0.5cm} (4)$$

where $H$ is the Jacobian matrix of the measurement function $h(x)$. The gain matrix $G$ in Equation (4) is defined as $G = H^T \cdot W \cdot H$. The state estimate $x^{k+1}$ is calculated using the vector $\Delta x$ for each iteration $k$ by the following equation, which is written as

$$x^{k+1} = x^k + \Delta x. \hspace{0.5cm} (5)$$

The iteration process will stop and give the state estimate result when $\Delta x^T \Delta x < \epsilon$ is reached, where $\epsilon$ is the desired accuracy.

3. Deep Learning Theoretical Background

Deep learning is a subset of machine learning that uses multiple layers of the algorithm to learn the data representation to extract higher level features from a raw input. Deep learning evolved from artificial neural networks, which have existed since the 1940s [24]. As MLP and LSTM methods are used in our simulation, both deep learning methods will be explained in detail in this section.

3.1. MLP Network

MLP is a class of FFNN. The term MLP or “multilayer perceptron”, refers to a number of perceptrons that are organized into several layers [24]. A single perceptron can calculate one output from multiple inputs by mathematically making a linear combination [25,27]. A perceptron is illustrated in Figure 1. In the figure, $x$ is denoted as the input signal vector, $w$ as the weight vector, $b$ as the bias, and $y$ as the output. The output $y$ can be obtained by putting the weighted sum of $x$, $w$, and $b$ into the activation function $\phi$ [23,25]. The equation is written as

$$y = \phi \left( \sum_{i=1}^{n} w_i x_i + b \right). \hspace{0.5cm} (6)$$

![Figure 1. A perceptron.](image)
Several perceptron can be used as the building blocks for a more structurally complex MLP since one perceptron has a limited ability to map the output. Conventionally, an MLP is composed of at least three layers, which are the input layer, the hidden layer, and the output layer. Each layer can have several neurons or nodes. Consider an MLP with one hidden layer illustrated in Figure 2. The calculation for each layer is done in a similar manner to Equation (6), and it can be written as

\[
z = \varphi \left( \sum_{i=1}^{n} w_{ij} \left( \sum_{i=1}^{m} w_{ji} x_i + b_j \right) + b_j \right),
\]

where \( z \) is the output vector; \( x \) is the input vector; \( w_{ji} \) and \( b_j \) are the weight matrix and the bias vector of the input layer, respectively; \( w_{ij} \) and \( b_i \) are the weight matrix and the bias vector of the hidden second layer, respectively; and \( \varphi \) is the activation function. The nonlinear activation function can be either sigmoid, tanh, rectified linear unit (ReLU), etc [28].

![Figure 2. A multilayer perceptron (MLP) network.](image)

The MLP network can be trained using a supervised learning technique called the backpropagation algorithm [25,27,29]. The backpropagation algorithm is composed of two steps—the forward pass and the backward pass. The forward pass would calculate the predicted output with the corresponding input using Equation (7). At the end of the forward step, an error would be obtained by calculating the predicted output and the real output difference. The error would be evaluated with a cost function. Next, in the backward pass, the partial derivative of the cost function with respect to different parameters would be calculated and propagated back through the network with chain rule. Based on the result, the model would adjust the parameters for the highest accuracy. The weight of the network would be adjusted using gradient-based optimization. This whole process would be done iteratively until the weight values converge or the weight value that would minimize the error is found [25].

### 3.2. Long Short-Term Memory Network

The LSTM network is a special type of RNN that is capable of learning long-term dependencies. The LSTM network structure allows it to learn the correlation between an output based on the current input and the previous calculated output. Hence, LSTM is good at processing and predicting sequential data such as time-series data. LSTM was developed by Hochreiter and Schmidhuber in 1997 [30]. LSTM is modeled similarly to a chain of repeating modules of neural networks. LSTM does not suffer much from vanishing or exploding gradient problems, as with RNNs, because of the inclusion of the...
forget gate $f_t$ and the dependency of the current cell state to the forget gate $[24,26]$. Typically, LSTM is composed of a cell state, a forget gate, an input gate, and an output gate.

Figure 3 illustrates a single LSTM unit, as discussed in [23,24]. The important part of LSTM is the cell state $C_t$, which acts as a memory that stores values for a period of time. The cell state $C_t$ is regulated by three gates composed of a sigmoid function, which gives output values of between 0 and 1 $[23,24,26]$. At time step $t$, the forget gate layer $f_t$ would assess the input $x_t$ and the previous step’s hidden state $h_{t-1}$ in order to decide which information would be forgotten from the cell state $C_{t-1}$. A value between 0 and 1 would indicate that the LSTM should forget the state, while the value 1 would mean that the state should be kept. The forget gate equation is written as

$$f_t = \sigma (W_f h_{t-1} + U_f x_t + b_f).$$  \hspace{1cm} (8)$$

Afterward, the input gate would decide which cell unit would be updated by giving an output of between 0 and 1, using the equation

$$i_t = \sigma (W_i h_{t-1} + U_i x_t + b_i).$$  \hspace{1cm} (9)$$

Then, the candidate set of new values would be calculated for the cell state using $x_t$ and $h_{t-1}$, with the equation written as

$$\tilde{C}_t = \tanh (W_C h_{t-1} + U_C x_t + b_C).$$  \hspace{1cm} (10)$$

The new cell state $C_t$ would then be updated with the equation

$$C_t = f_t \cdot C_{t-1} + i_t \cdot \tilde{C}_t.$$  \hspace{1cm} (11)$$

In order to determine which cell state to output, $x_t$ and $h_{t-1}$ would be passed through the output gate, which would give an output value of between 0 and 1 for each component in the cell state $C_t$, with the equation written as

$$o_t = \sigma (W_o h_{t-1} + U_o x_t + b_o).$$  \hspace{1cm} (12)$$

The updated hidden state $h_t$ is then calculated by putting the cell state through a tanh function and multiplying it with output $o_t$, which is written as

$$h_t = o_t \cdot \tanh(C_t).$$  \hspace{1cm} (13)$$

Figure 3. A single long short-term memory (LSTM) unit.
Note that in Equations (8)–(13), the term \( f \) refers to the forget gate, \( i \) refers to the input gate, \( o \) refers to the output gate, and \( C \) refers to the cell; all of which are of the same dimensions as the hidden vector \( h \). \( W, U, \) and \( b \) are the recurrent weight matrix, the input weight matrix, and the bias terms, respectively.

The LSTM network can be trained using a supervised learning technique similar to the MLP network’s backpropagation algorithm, called the backpropagation through time (BPTT) algorithm [24]. This algorithm is used for recurrent networks such as LSTM networks. The BPTT algorithm is started by unfolding a recurrent neural network in time. The unfolded network contains one input time step, one output, and one copy of the network for each time step. Next, for each time step, the loss and the corresponding error will be calculated and backpropagated. After the process is finished, the recurrent network will be folded back, and the weights will be updated. As the number of timesteps in the BPTT algorithm increases, the calculation process also become more complex, making it computationally expensive compared to the standard backpropagation algorithm.

4. DC Microgrid SE and System Configuration

4.1. SE for DC System

Since the proposed state estimator is intended for DC microgrid application, the state variable that would be used is the voltage magnitude \( V_N \). The resulting vector \( x_{DC} \) contains the states of all buses, which are the voltage magnitude of each bus inside the DC system, denoted as

\[
x_{DC} = \begin{bmatrix} V_1 \\ \vdots \\ V_N \end{bmatrix},
\]

with \( N \) as the number of buses.

The measurements that could be considered for a DC microgrid SE are the voltage magnitude measurement, the current flow measurement, the power flow measurement, the current injection measurement, and the power injection measurement [15]. For the current and power flow measurements, the equations are written as

\[
I_{\text{flow},ij} = (V_i - V_j)g_{ij}
\]

and

\[
P_{\text{flow},ij} = V_i(V_i - V_j)g_{ij},
\]

where \( i \) is the sending bus, \( j \) is the receiving bus, and \( g_{ij} \) is the conductance of the line between the buses. For the current and power injection measurements on bus \( i \), the equations are written as

\[
I_{\text{inj},i} = \sum_{j=1}^{N}(V_i - V_j)g_{ij}
\]

and

\[
P_{\text{inj},i} = \sum_{j=1}^{N}V_i(V_i - V_j)g_{ij}.
\]

4.2. DC Microgrid System Configuration

In this paper, a 9-bus DC microgrid test system is designed and used for the simulation. As illustrated in Figure 4, the DC microgrid is connected to an AC utility grid by a bi-directional interlink converter (IC) at bus 8. The test system is mainly composed of loads, a battery energy storage system (BESS), and a photovoltaic (PV) system. The BESS is modeled using the electrical equivalent circuit model of a lithium-ion battery and the PV is modeled after the monocrystalline solar cell. In the
simulation, the DC loads are rated at 20 kW, and are located on bus 1, bus 2, and bus 3. The BESSs are located on bus 5, bus 6, and bus 8, all with a rating of 20 kW. The PV systems are also located on bus 5, bus 6, and bus 8, with a rating of 20 kW.

In normal operation, the power consumed by the load and the power generated from generation sources inside the microgrid are balanced. Meanwhile, for fluctuating DC loads, the BESS control should solve this problem by instructing BESS to charge or discharge power. Additionally, with the addition of BESSs and PV systems, if the grid operation mode changes from grid-connected mode to islanded mode, the microgrid will be able to maintain the system stability, as it can maintain the balance between load and generation within the grid.

5. Experimental Setup of the Proposed Modified LSTM-Based State Estimator

5.1. Measurement Data Preparation for DC Microgrid SE

The Power System Computer-Aided Design (PSCAD) software is used to simulate the DC microgrid. PSCAD is a time domain simulation software for analyzing power system transience. From the PSCAD simulation, we obtained 21-day long measurement data composed of the estimation input and the target output. The time resolution for the measurement data is 5 min.

For the conventional WLS state estimator, the last day of the 21-day long measurement data is used to estimate the state of the DC microgrid. For the deep-learning-based state estimator, the 21-day long measurement data are divided into 20-day long training data and 1-day long testing data, similar to the conventional WLS state estimator.

The estimation input is used for both the conventional WLS state estimator and the deep-learning-based state estimator to estimate the system state. For the DC microgrid SE, the estimation input is composed of three measurement types: the bus voltage, the current flow, and the power injection. White Gaussian noise is also added into these measurements.

The power sources in the DC microgrid are located on bus 5, bus 6, and bus 8. Assuming that the buses with the power sources are the controlled buses, the real measurements for voltage were

Figure 4. Configuration of a DC microgrid system.
performed on bus 5 ($V_{bus5}$), bus 6 ($V_{bus6}$), and bus 8 ($V_{bus8}$). Measurement error of 1% was considered for the voltage measurement.

The measurements of the current flow were done on all of the lines connected to the buses with the power sources. The real measurements were done on line 5–4 ($I_{flow54}$), line 6–4 ($I_{flow64}$), line 5–7 ($I_{flow57}$), line 6–9 ($I_{flow69}$), line 8–7 ($I_{flow87}$), and line 8–9 ($I_{flow89}$). Measurement error of 3% was considered for the current flow measurement.

Assuming that there were no real measurements on the load buses, pseudo-measurements were used to get the power injection measurements. The pseudo-measurements used in the simulated state estimators were obtained and modified based on the actual load demand of mainland South Korea in June 2014. The measurements were conducted on bus 1 ($P_{inj1}$), bus 2 ($P_{inj2}$), and bus 3 ($P_{inj3}$). For pseudo-measurement, the measurement error of 15% was considered.

For the deep-learning-based state estimator, the information of the target output is needed to train the network model. In this research, the target output is composed of all of the buses’ voltage magnitude in the DC microgrid. The measurements were carried out on bus 1 ($V_1$), bus 2 ($V_2$), bus 3 ($V_3$), bus 4 ($V_4$), bus 5 ($V_5$), bus 6 ($V_6$), bus 7 ($V_7$), bus 8 ($V_8$), and bus 9 ($V_9$).

In order to get the error variance of the measurement, for a given percentage of measurement error, the equation is written as

$$
\sigma_i = \frac{\mu_i \times \text{error} \%}{300}, \quad (19)
$$

assuming that $\mu_i = z_i$ is the mean value of $i$th measurement and a ±3$\sigma_i$ deviation around the mean covers about 99.7% of the Gaussian curve [9].

### 5.2. WLS-Based Loss Function for the Modified LSTM-Based State Estimator

In order to evaluate the candidate solution in an optimization algorithm, a function called the objective function is used. The objective function is often referred to as the cost function or loss function, and the value calculated by the loss function is referred to as loss [26]. For the regression problem, the most commonly used loss function is the mean squared error (MSE) loss. Another loss function, such as the mean absolute error (MAE) or mean squared logarithmic error loss (MSLE), can also be used, depending on the need.

In this paper, the author proposed a WLS-based loss function for the training of the LSTM state estimator network. WLS loss error is chosen to represent the conventional WLS SE method in the deep-learning-based SE. The loss function equation is written as

$$
\text{LOSS}_{\text{WLS}} = \sum_{i=1}^{n} W_i \left( y_{\text{actual},i} - y_{\text{predicted},i} \right)^2, \quad (20)
$$

where the square of the differences between the actual $i$th output $y_{\text{actual},i}$ and the predicted $i$th output $y_{\text{predicted},i}$ based on the estimated DC voltages are multiplied by the corresponding weight of each different measurement type.

The weight $W$ can also be represented as

$$
W_i = \frac{1}{\sigma_i^2}. \quad (21)
$$

In building the weight matrix $W$, the $\sigma_i^2$ is calculated using Equation (19), based on the measurement type $i$. The weight matrix $W$ dimension should be made to be identical to the prediction or the actual output, which in this case is the 9-bus voltage magnitude. The diagonal matrix $W \in \mathbb{R}^{9 \times 9}$ is denoted as

$$
W = \text{diag}\left[ W_{V1} \quad W_{V2} \quad W_{V2} \quad W_{V4} \quad W_{V5} \quad W_{V6} \quad W_{V7} \quad W_{V8} \quad W_{V9} \right]
$$

$$
= \text{diag}\left[ \frac{1}{\sigma_{pinj}} \quad \frac{1}{\sigma_{pinj}} \quad \frac{1}{\sigma_{pinj}} \quad \frac{1}{\sigma_{pinj}} \quad \frac{1}{\sigma_{flow}} \quad \frac{1}{\sigma_{flow}} \quad \frac{1}{\sigma_{flow}} \quad \frac{1}{\sigma_{flow}} \right]. \quad (22)
$$
The weight for the voltage output on bus 1, bus 2, and bus 3 is calculated in regard to the error variance of the power injection measurement, since in the conventional WLS state estimator, the pseudo-measurement of the power injection is used to estimate the voltage magnitude of the buses. For the same reason, the weight for the voltage output on bus 4, bus 7, and bus 9 is calculated in regard to the error variance of the current flow measurement, and the weight for the voltage output on bus 5, bus 6, and bus 8 is calculated in regard to the error variance of the voltage measurement.

5.3. Modified LSTM-Based State Estimator Specification

The specification for the proposed modified LSTM-based state estimator is shown in Table 1. Additionally, the MLP-based state estimator and the normal LSTM-based state estimator were also simulated in comparison to the proposed modified LSTM-based state estimator. Initially, the number of layers and neurons were chosen arbitrarily from low number, then the number was gradually increased until the parameters that worked best for the specific dataset were found.

Table 1. Specifications of the deep-learning-based state estimator.

|                     | Modified LSTM | MLP | LSTM |
|---------------------|---------------|-----|------|
| Epoch               | 100           | 100 | 100  |
| Batch               | 9             | 9   | 9    |
| Hidden 1            | 100           | 100 | 100  |
| Hidden 2            | 50            | 50  | 50   |
| Hidden 3            | 50            | 50  | 50   |
| Output              | 9             | 9   | 9    |
| Activation function | ReLU          | ReLU| ReLU |
| Loss function       | Modified WLS  | MSE | MSE  |
| Optimizer           | Adam          | Adam| Adam |

One of the most common problems in deep learning is the overfitting of the network model. Overfitting can happen when the model learns the training dataset too well but cannot generalize on another hold-out dataset [24,26]. We could diagnose whether a network model experienced overfitting by evaluating the network model’s performance on the training dataset and a validation dataset during the training period. In an overfitted model, the performance on the training dataset would usually be good and would continue to improve. At the same time, the performance on the validation dataset would improve up to \( n \) epoch, after which it would degrade. In this case, it is desirable to stop the training of the network model before the performance on the validation dataset starts degrading [26]. This research used this early-stopping technique to overcome the overfitting problem, which improved the generalization of the deep-learning-based state estimator. The model with the highest validation accuracy is set as the final model.

5.4. State Estimator Performance Validation

The performance of all state estimators is validated by calculating the error value between the real simulated voltage value and the value estimated by the estimator. The types of error considered in this paper are the mean absolute error (MAE) in Equation (23), mean absolute percentage error (MAPE) in Equation (24), mean squared error (MSE) in Equation (25), and root mean squared error (RMSE) in Equation (26). In Equations (23)–(26), \( n \) is the number of samples in the dataset, \( x_i \) denotes the actual output, and \( y_i \) denotes the predicted output.

\[
MAE = \frac{1}{n} \sum_{i=1}^{n} |x_i - y_i| \tag{23}
\]
6. Simulation Results

Four different SE simulation methods were tested, but only two methods will be discussed in their own subsections. The explanations for the conventional WLS state estimator and the modified LSTM-based state estimator are discussed in Sections 6.1 and 6.2, respectively. All the state estimators estimated the voltage magnitude value of the buses in the DC microgrid for one day (or 24 h) in the presence of the voltage fluctuation caused by the load variance.

6.1. Conventional WLS State Estimator

The voltage estimation results of the conventional WLS state estimator are shown in Figure 5. Based on the simulation results, this method initially gave an accurate estimation of the voltage on bus 5 in Figure 5e, bus 6 in Figure 5f, and bus 8 in Figure 5h, as those buses were the voltage measurement point used as the inputs of the conventional WLS state estimator. However, because of the low number of measurements close to the load buses, even with the presence of power injection as a pseudo-measurement, the accuracy gradually became worse as the distance between the estimated bus and the voltage measurement point increased. This is especially obvious in the estimation of bus 1 in Figure 5a, bus 2 in Figure 5b, and bus 3 in Figure 5c, as they were the furthest buses from the measurement points. In those three buses, although the estimation fitted well at the start of the data, from hour 9 onwards the DC voltage estimation deviated in the range of 0.15–0.75 V from the true simulated voltage value. This phenomenon did not discernibly occur on the voltage measurement point buses (Figure 5e,f,h). The addition of pseudo-measurement of those buses did not increase the accuracy of the estimation, as pseudo-measurements have high error variance. The estimation of the remainder of the buses also did not follow the true simulated voltage value pattern.

$$\text{MAPE} = \frac{100%}{n} \sum_{i=1}^{n} \left| \frac{x_i - y_i}{x_i} \right|$$

(24)

$$\text{MSE} = \frac{1}{n} \sum_{i=1}^{n} (x_i - y_i)^2$$

(25)

$$\text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (x_i - y_i)^2}$$

(26)

Figure 5. Cont.
The voltage estimation results of the proposed modified LSTM-based state estimator are shown in Figure 6. Since the measurement data used in the estimation process were time-series or sequential data, the LSTM network’s special ability in predicting these types of data gave a more accurate estimation of all bus voltages when compared to the conventional WLS state estimator. The voltage estimations for bus 1 in Figure 6a, bus 2 in Figure 6b, bus 3 in Figure 6c, bus 4 in Figure 6d, bus 7 in Figure 6g, and bus 9 in Figure 6i gave better results than the WLS estimator (Figure 5a,b,c,d,g,i), with the estimation pattern in the period from hour 9 to hour 24 being arguably closer to the real simulated voltage values. Furthermore, owing to the modified WLS loss function applied in the training process, the modified LSTM state estimator gave more consistent accuracy for all bus voltage estimations, even though the voltage estimations for bus 5 in Figure 6e, bus 6 in Figure 6f, and bus 8 in Figure 6h were not as good as when using the WLS method (Figure 5e,f,h), as there were 0.1 V deviations from hour 9 to hour 12 and from hour 14 to hour 17. However, unlike the estimation in the conventional WLS state estimator, all voltage predictions with the modified LSTM-based state estimator showed the same pattern as the true simulated voltage value, with deviations of up to 0.2 V and with less noise. This resulted in smaller errors than all other previous state estimators that had been tested. Furthermore, the model is shown to quickly converge within 38 epochs with the use of the WLS loss function.
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**Figure 5.** Conventional weighted least squares (WLS) voltage estimation results for: (a) bus 1; (b) bus 2; (c) bus 3; (d) bus 4; (e) bus 5; (f) bus 6; (g) bus 7; (h) bus 8; (i) bus 9.

6.2. Modified LSTM-Based State Estimator

The voltage estimation results of the proposed modified LSTM-based state estimator are shown in Figure 6. Since the measurement data used in the estimation process were time-series or sequential data, the LSTM network’s special ability in predicting these types of data gave a more accurate estimation of all bus voltages when compared to the conventional WLS state estimator. The voltage estimations for bus 1 in Figure 6a, bus 2 in Figure 6b, bus 3 in Figure 6c, bus 4 in Figure 6d, bus 7 in Figure 6g, and bus 9 in Figure 6i gave better results than the WLS estimator (Figure 5a,b,c,d,g,i), with the estimation pattern in the period from hour 9 to hour 24 being arguably closer to the real simulated voltage values. Furthermore, owing to the modified WLS loss function applied in the training process, the modified LSTM state estimator gave more consistent accuracy for all bus voltage estimations, even though the voltage estimations for bus 5 in Figure 6e, bus 6 in Figure 6f, and bus 8 in Figure 6h were not as good as when using the WLS method (Figure 5e,f,h), as there were 0.1 V deviations from hour 9 to hour 12 and from hour 14 to hour 17. However, unlike the estimation in the conventional WLS state estimator, all voltage predictions with the modified LSTM-based state estimator showed the same pattern as the true simulated voltage value, with deviations of up to 0.2 V and with less noise. This resulted in smaller errors than all other previous state estimators that had been tested. Furthermore, the model is shown to quickly converge within 38 epochs with the use of the WLS loss function.
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**Figure 6.** Cont.
The correlation between an output and current input is optimized with the gradient descent algorithm. As a result, the MLP-based state estimator produced better estimation than the conventional WLS state estimator. This is due to the nature of the conventional WLS state estimator, which is dependent on the number of available measurements and the measurements’ error variance. The addition of pseudo-measurement in the network, resulting in an optimal weight to estimate the system state. The MLP network is trained using the backpropagation algorithm to learn the correlation between an output and current input, while the weight is optimized with the gradient descent algorithm.

The difference between the conventional WLS state estimator and the deep-learning-based state estimators is the utilization of historical data and weight selection. Unlike the WLS state estimator, deep-learning-based state estimators also consider the past data information during their training process. Furthermore, in contrast to the WLS state estimator, for which weight is set based on the measurement error variance, the deep-learning-based state estimators can optimize their weight values to produce better predictions. By executing the learning approach and the data pattern recognition on the historical data, the deep-learning-based state estimators were shown to have smaller error values compared to the conventional WLS state estimator.

More specifically for the MLP approach, historical data were used in the training process of the network, resulting in an optimal weight to estimate the system state. The MLP network is trained using the backpropagation algorithm to learn the correlation between an output and current input, while optimizing its own weight with the gradient descent algorithm. As a result, the MLP-based state estimator produced better estimation than the conventional WLS state estimator.

Even though MLP can be used to make a time-series prediction, LSTM is much more suited for processing time-series data. Due to the structure of the network, LSTM allows all past information to persist over time. In the training process, the LSTM method calculated an output based on the current input and the previous output using the backpropagation through time algorithm, while the weight is optimized with the gradient descent algorithm. This process further improved the LSTM-based state estimator’s estimation more than the MLP-based and the conventional WLS state estimators.

**Table 2. Comparison of state estimator error values.**

| State Estimator       | MAE    | MAPE   | MSE    | RMSE   |
|-----------------------|--------|--------|--------|--------|
| Conventional WLS      | 0.1862939 | 0.0312271 | 0.0757673 | 0.2752587 |
| Modified LSTM-based   | 0.0673793 | 0.0112801 | 0.0088547 | 0.0940993 |
| MLP-based             | 0.1156711 | 0.0193747 | 0.0217652 | 0.1475303 |
| LSTM-based            | 0.0911940 | 0.0152753 | 0.0149962 | 0.1224592 |

Based on the results, the conventional WLS state estimator can be concluded to have the highest error rate for all error types compared to the deep-learning-based state estimators. This is due to the nature of the conventional WLS state estimator, which is dependent on the number of available measurements and the measurements’ error variance. The addition of pseudo-measurement in the conventional WLS state estimator did not help much in reducing the overall estimation error.

**7. Discussion of Performance Evaluation**

In order to demonstrate the effectiveness of the proposed method in estimating the DC microgrid’s state, the resulting error of the proposed modified LSTM-based state estimator is compared to the conventional WLS state estimator, the MLP-based state estimator, and the normal LSTM-based state estimator. Different types of evaluation metrics were calculated based on the equations (Equations (24–27)) shown in Section 5.4, specifically the MAE, MAPE, MSE, and RMSE. The values for each type of error are shown in Table 2.

![Figure 6. Modified LSTM-based voltage estimation results for: (a) bus 1; (b) bus 2; (c) bus 3; (d) bus 4; (e) bus 5; (f) bus 6; (g) bus 7; (h) bus 8; (i) bus 9.](image-url)
The proposed modified LSTM-based state estimator has the smallest error value for all error types. Other than the advantages of the LSTM method itself, this is caused by the addition of the WLS loss function in the training of the LSTM network. Differing from the MSE loss function used in the normal LSTM-based state estimator, in the WLS loss function, the different weight values that were assigned to each parameter output error helped put an emphasis on the different types of measurements. The DC bus with the real simulated voltage measurement has the highest weight value, while the DC bus with pseudo-measurement has the lowest weight value. The addition of these weights further enhances the estimation output of the LSTM-based method.

The computation time of each state estimator is shown in Table 3. The training time is the computation time in the offline training stage for the deep-learning-based estimators, while the testing time is the computation time required for each state estimator to estimate the voltage magnitude of DC buses to its highest accuracy in the online testing stage. Based on the table, overall, it took longer for the conventional WLS state estimator to estimate the voltage magnitude of DC buses. For the deep-learning-based estimators, although the training processes took quite some time, the computation times in the online testing stage are significantly faster than the conventional WLS state estimator. The modified LSTM-based state estimator has the longest training time, followed by the normal LSTM-based state estimator and the MLP-based state estimator. Looking at the structure of the network, the LSTM network has a more complex structure compared to the MLP network. Consequently, the computation times for LSTM-based state estimators are longer than the MLP-based state estimator.

### Table 3. Computation times of state estimators.

| State Estimator | Computation Time |
|-----------------|------------------|
|                 | Training (s) | Testing (s) |
| Conventional WLS | - | 14.109 |
| MLP-based      | 15.944 | 0.029 |
| LSTM-based     | 42.586 | 0.169 |
| Modified       | 51.092 | 0.157 |

The implementation of the proposed state estimator as the deep learning method in the real power system might have some drawbacks. The deep-learning-based state estimator need to be trained with a lot of measurement data, as this is necessary for good approximation of the system and is generally not possible for bulk power systems. Additionally, for topology changes in the system, the learning process for SE needs to be repeated. However, for microgrids, the acquisition of measurement data is rather easy, as the metering technology has become more advanced. Consequently, this makes the modified LSTM-based SE more applicable for microgrids systems.

Overall, based on the analysis, in terms of accuracy and computation time, the proposed modified LSTM-based state estimator has the best results. This proves the superiority of the proposed method in estimating the DC microgrid’s state compared to the other state estimators tested in this paper.

### 8. Conclusions

The objective of the SE is to give accurate information of the state of a power system. With the proper information obtained from the SE, the system operator can operate and control the power system securely. The distribution system is an example of a section of the power system where real-time measurement is unfortunately lacking. The integration of DC microgrids in this system and the need for system control that comes with it intensify the urgency for a more accurate SE. In this paper, a new method for a DC microgrid’s SE is proposed. The state estimator is based on the deep learning method, which is the LSTM network. With LSTM as the deep learning method, the dependence on the error variance of measurement types for weight selection, such as in conventional WLS SE, was reduced, since the deep learning method can optimize its own weight. Furthermore, a specifically
modified WLS loss function was integrated into the training process to assign certain weights for each measurement, which were used as inputs, based on their respective error variance. This novel method ensures more consistent accuracy in the estimation of all the bus voltages, irrespective of their distance to the voltage measurement point. The performance of the modified LSTM-based SE method and other previously investigated methods discussed in this paper was further validated by comparing the state estimators’ error value. Out of all state estimators, the modified LSTM-based state estimator is shown to have the lowest error value for all error types. Aside from increased accuracy, when compared to the conventional WLS state estimator, the deep-learning-based state estimators also give significantly faster computational time in the online testing stage after intensively training the network model in the offline training stage. Therefore, it can be concluded that with the adoption of the modified LSTM-based state estimator as the deep learning method, the estimation of the DC microgrid’s state can be performed more efficiently and with more accuracy compared to its predecessor.
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