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We are very grateful to the three referees for their detailed and fruitful comments which have allowed us to clarify various points. We copy-pasted below their reviews. Comments from Reviewers #1, #2 and #3 are in blue, red and green, respectively. For each comment/suggestion, our responses are in bold black and quotes from the revised text are in italic black. We also provide a track-change manuscript at the end of the present document.

General comments

The necessity of this paper apparently appeared when the authors performed their first inversion (presented in the Supplement). As a result, the paper is a bit unbalanced and thin in content. The title promises “atmospheric inversions”, but the main paper only presents forward simulations as a series of sensitivity simulations to map out the impact of various choices for the Cl field. I therefore suggest to remove “through atmospheric inversions from the title”.

The question posed in the title is interesting, but can it strictly speaking be answered based on this study, as the results are based on the forward simulations?

In the revised manuscript, we performed, for each sensitivity test, real atmospheric inversions with the 3-D variational inversion system developed by Thanwerdas et al. (2021) (M1 method) as well as with a simpler analytical inversion system and a one-box model mathematical framework (M2 method). We also corrected our original method (M3 in the revised manuscript) to take account of the referees’ recommendations. We therefore present three methods, from the more robust and computationally-expensive one (M1) to the less computationally-expensive one (M3). The methods are briefly explained in Sect. 2.5 and in more detail in the supplement (Text S1, S2 and S3).

With these changes, we think that keeping “through atmospheric inversions” is relevant.

The box model inversions are an elegant way to estimate the global impact of the Cl sink on emissions and their required signature. However, the comparison to the vertical profiles are only performed for CH₄ mixing ratios. The results indicate that the model does not perform very well, but that this is likely a transport issue rather than an issue with the Cl sink. However, it remains totally unclear how well the model performs in the stratosphere concerning δ¹³C(CH₄), while the action of Cl is critical here. I therefore suggest to include an analysis of the modeled δ¹³C(CH₄) profiles and compare to the available observations.

We thank the referee for qualifying our method as elegant. We agree with the comments on δ¹³C(CH₄) vertical profiles and we added a comparison with observations from Rockmann et al. (2011) in Sect. 3.7.

Whilst I find the idea of such quantification useful (nothing innovative but another set of simulations will add to statistic and perhaps could thus help quantifying the uncertainties about other AC-GCM/CTM-specific terms, e.g. dynamics), no marked advance in Cl-CH₄ interaction in the atmosphere is obtained, plus the analysis offered ruins the attempt. I foremost imply Section 3.2 (after which I could not continue with required scrutiny) which introduces very questionable “fit methodology” (see the general comment below).
One has to consider that many recent inversion studies on the CH$_4$ cycle do not include the full Cl sink in their setup. This is an issue to properly close the global methane budget using top-down approaches, especially when assimilating isotopic observations. So, documenting in this paper the influence of the Cl sink with an inversion perspective seems a necessary and important step. Indeed, if we do not bring advances in the Cl-CH$_4$ chemical interaction with our work, it aims at providing more data and statistics to the scientific debate about all uncertainties existing in top-down estimates of the global methane budget.

We apologize for not making our methodology more robust and maybe clearer. In the revised manuscript, we included two additional methods that are more robust but more computationally-expensive compared to the original box-model approach. Furthermore, we showed that the original box-model method, with your suggested modifications, provides results that are highly consistent with more robust methods. We hope that this revised manuscript will answer your concerns on the methodology.

Even provided that this is repaired, my other major concern (seconding the Reviewer #1) is in that the study is largely based on results of another – to date not peer-review-completed – study by the same first and another four authors. It is necessary that the latter is finally reviewed in order to be certain that CH$_4$ fluxes used in the simulations are adequate. After that, my suggestion is to consider resubmission of the current work to the GMD, as this journal appears to be more appropriate for the content presented. Compared to other manuscripts submitted to Copernicus journals by Thanwerdas et al. recently, the current one is somewhat better in terms of composition and information content but not sufficiently clearer in conveying the story and presenting methods and discussion (see the specific/presentation comments below). The authors still have to put a considerable effort in improving this.

The study on which our results are largely based (Thanwerdas et al., 2021) has been accepted very recently for publication in the GMD journal after very minor peer-reviewing comments. The process was very long because the topical editor was unable to find reviewers, and not because comments were major. See the link below.

https://gmd.copernicus.org/preprints/gmd-2021-106/

We do think ACP is more appropriate for such a paper as the entire community of atmospheric inversion could benefit from such an analysis that is not uniquely related to model development but also implies quantitative results regarding the global methane sinks and budget. Although this work is based on the LMDz-SACS model, the approach and results are very likely to be similar with other chemistry-transport models. We indeed put a large effort into producing this updated version, answering all reviewers' comments, which allowed us to largely clarify and improve the rendering of our work.

I am not fine with the averaging of absolute biases (in both surface- and column-wise comparisons) – their average may be spuriously reduced through the summation of negative and positive members. Thus obtained low global mean biases do not guarantee that local (per-station or per-altitude) biases are at their optimum. Also, an indication that Cl spatial distribution is wrong will be lost. As a remedy, use squares of biases (as conventionally used in, e.g., least-square fit); I also suggest not to use latitudinal averaging due to the same reasons.

Line 237. Is it justified to use mean bias in the comparisons? Positive and negative biases (time, latitude or vertical) will cancel out to some extent.

To analyze the surface biases in the first version, we preferred to use mean biases because they were easier to interpret than root-mean square differences and because all values included in one average were either all positive or all negative.
However, following your relevant suggestions, we used square of biases (root-mean squared differences, RMSD) to perform our analysis in the revised manuscript. This modification affected the numerical values, especially for vertical profiles but did not affect our conclusions. We also removed any latitudinal averaging, mainly owing to a change in the methodology.

What is meant by “temporal evolution of CH$_4$ budget is not linear”? If you state that sink is proportional to CH$_4$ abundance, how can both decrease/increase introduce both negative feedback? What feedback is meant here?

Lines 245-247. What is meant by negative feedback from both decrease and increase? “CH$_4$ decrease/increase induces a negative feedback on the magnitude of the sink, leading to a stabilization of the mass of CH$_4$ after several decades if S and $\tau_i$ are constant over time.”

This sentence has been clarified and is now in the supplement (Text S3).

“If the total mass of CH$_4$ is increasing in response to a flux enhancement, the total sink will also increase and lead to a stabilization of the total mass after several decades.”

A negative feedback was referring here to a feedback that occurs when a process is fed back in a manner that tends to reduce the fluctuations of this same process. Here, the increase in atmospheric methane in response to a flux enhancement causes the sink to increase and therefore the atmospheric methane mole fractions to stabilize. In a similar way, the decrease in atmospheric methane in response to a flux reduction causes the sink to decrease and therefore the atmospheric methane mole fractions to stabilize. In both cases, this is negative feedback.

“Decrease / increase” was just referring to the fact that both a decrease and an increase in atmospheric CH$_4$ mole fractions lead to a negative feedback resulting from a change in the total sink.

You perform simulations with varying CH$_4$ emissions and sinks (biases are derived for varying S and $\tau_i$) yet you assume S and $\tau_i$ constant over time in the analysis. How valid is this approach? How large are the errors introduced by this assumption?

Note that, in the revised manuscript, the methodology the referee is commenting on is only one of the three methods that are used. It is now called M3 for “method 3”. We apologize for not making our assumption clearer. In fact, we do not need to assume S constant. Only $\Delta S$ and $\tau_i$ must be assumed constant. As the contribution of the Cl sink to the total sink, the interannual variability of the Cl sink and the interannual variability of the atmospheric lifetime are very low, it is not a strong assumption. These assumptions are further discussed in Text S3.

In the revised manuscript, we use two other methods that are more robust and we show that M3 is providing results that are very consistent with the other methods. The discrepancies between M3 and M1 mean results, which are the most robust results that we can provide, are below 10%.

Why inventing a cumbersome apparatus when you can simply diagnose changes in sink terms (hence $\Delta S$) directly from the simulations? If you still like to use the “box-model” apparatus, why not writing solutions for Eq. 3 for each simulation and their differences (read biases) in analytical form? Ultimately, you confuse the Reader (and yourself) so much that in Eq. 7 you fit both A and B parameters. On which grounds? B represents $\tau_{\text{ref}}$ and should be the same for all simulations (it is from a reference simulation, isn’t it?) At $t\rightarrow$ (steady state), Eq. 6 reduces to $b(t)=\Delta S'\tau_{\text{ref}}$. Using the biases from Table 5, this yields various $\tau_{\text{ref}}$ for different simulations (about 8 yrs for three of them and 12 yrs for the rest!), how do you explain that? My explanation is that by
fitting A and B simultaneously you receive their whatever combination that minimises error-prone averaged absolute biases in the first two decades of simulations. What is the value of \( \tau_{\text{ref}} \) in the reference simulation?

It appears to us that we cannot use changes in sink terms (\( \Delta P \)) to infer \( \Delta S \). \( \Delta P \) increases throughout the time period, starting from zero at the beginning of the period to a maximum value at the end of a very long period of stabilization. Should we use the maximum value of \( \Delta P \), an average over the time period or something else? Also, should we use the tropospheric sink or total sink? We think it is better to directly diagnose \( \Delta S \) from the biases in atmospheric mole fractions as we can also capture the influence of the stratospheric sink on mole fractions at the surface. In the revised manuscript we changed the presentation of this method (see Text S3 in the supplement) and applied some of your suggestions.

We agree that \( \tau_{\text{ref}} \) should be the same for all simulations to avoid fitting two terms simultaneously. As you pointed out, using two terms results in very different lifetimes, sometimes not consistent with data. In the revised version, we therefore use \( \tau_{\text{ref}} \) as taken from the Cl-Wang simulation (reference).

Same argumentation as for Sect. 3.2 applies, plus you have to show how the fitting is done for isotope ratios, specifically how \( \delta^{13} \)C biases are obtained. In any case, regarding the erroneous fitting of total CH\(_4\), I suspect same or greater problems with \( ^{12} \)CH\(_4\) and \( ^{13} \)CH\(_4\).

Lines 286-288. How should B be interpreted when fitting eq(6) for \( \delta^{13} \)C methane?

Applying our methodology directly to \( \delta^{13} \)C(CH\(_4\)) biases was not a good idea and the B factor in Eq. 7 was indeed very difficult to interpret.

In the revised manuscript, we use the method M3 (original method in the submitted paper) on both \( ^{12} \)CH\(_4\) and \( ^{13} \)CH\(_4\) simulated tracers and not directly on \( \delta^{13} \)C(CH\(_4\)). Furthermore, we analyze the biases in total mass rather than the biases in mole fractions. This way, we can directly infer \( \Delta S \) in TgCH\(_4\).yr\(^{-1}\) without using a conversion factor and we do not need any bias averaging.

Using this revised method, we infer a \( \Delta S \) for both \( ^{12} \)CH\(_4\) and \( ^{13} \)CH\(_4\) (\( \Delta S_{12} \) and \( \Delta S_{13} \)) and deduce a \( \Delta \delta^{13} \)C(CH\(_4\))\(_{\text{source}} \) based on these two values. As shown in Sect. 3.4 and Figure 3, it provides results that are very consistent with the more robust methods included in the revised version of the manuscript (M1 and M2).

Lines 266-268. Is it justified to use the conversion factor of Lassey et al 2000? The distribution of sinks and the resulting methane distribution will affect the conversion factor between mixing ratio and emissions.

We agree with these comments.

For the original method, now M3, we changed the methodology and now analyze the biases in total mass rather than the biases in mole fractions. It allows us to directly infer in TgCH\(_4\).yr\(^{-1}\) without using a conversion factor. The new method is comprehensively described in Text S3 in the supplement.

However, we still use a conversion factor in the new method M2 to convert a total atmospheric mass of CH\(_4\) to a CH\(_4\) mole fraction at the surface. This conversion factor is now directly derived from our simulations. The method M2 is comprehensively described in Text S2 in the supplement.
“To compare the total atmospheric CH₄ mass and the observed CH₄ mole fraction at the surface, we use a conversion factor in TgCH₄/ppb⁻¹ that is calculated using the outputs of the forward simulations (FWD-*) and by dividing the tracer total mass by the tropospheric mass-weighted average of mole fractions.”

It would be beneficial for the paper to briefly review the processes included in the models and possible differences between the models. Now the discussion is on a very general level, e.g., lines 61-64 “…have made important developments in tropospheric chemistry modeling...”.

We agree with this comment and included more details on the differences between the models/simulations in Sect. 2.1 and 2.2.

For completeness, the photolysis of methane could be added to the reactions (Table 2) as the model extends to ca. 75 km, even though it would likely not impact any of the results in this study.

We agree with this comment. However, the inversions performed with our model never included the photolysis of methane because it was considered negligible. Also, none of the inversion studies mentioned in the introduction, in particular those of Saunois et al. (2020), accounted for this sink in the upper atmosphere. Adding this process to our simulations would require a lot of time (implementation and tests) for a result that is very likely to not impact the results of our study, and more generally of surface inversions. In the revised manuscript, we included this explanation in Sect. 2.1.

Lines 135-136. “More details on the modeling of this field are available in the supplement.” However, there are not really any further details given on the simulation, practically the same text is given on lines 120-128 as in the supplement lines 49-60, really the only addition is Table S3. Also, table S3 is almost a duplicate of Table 1 in the manuscript, only the sink column and the average KIE is added to table S3 compared to Table 1. Table S3 seems redundant.

We apologize for this mistake. We removed the text in the supplement about the Cl-INCA field as we now provide an explanation of the differences between the models that generated the tested Cl fields in Sect. 2.2. Table S3 was originally added to provide some information about the global KIE that could be useful to one-box modelers. However, we agree that is not very relevant for this study and we therefore removed the Table.

Lines 135-140. The main missing reactions/processes could be mentioned.

We now mention this in the discussion in Sect. 2.2.

Lines 169-176, Scaling the Cl-INCA field to match the tropospheric average of Cl in the ClWang field may introduce some differences, at least visually it seems like the Cl fields would differ at high latitudes, even though the tropospheric average would be nearly the same.

We do not use the scaling anymore in the revised methodology. The Cl-Wang field is directly prescribed.

Overall, it would be relevant to have an overview of the major differences between the simulations. The global average is interesting, but the latitudinal and vertical distributions are also important for understanding the impact. Here it would be beneficial to have an overview of the model differences, e.g., the Cl-INCA field seems to have a low (or missing) release of Cl from sea-salt aerosols (Figure 1). Elevated halogen concentrations are often observed in the spring at high latitudes, which could affect surface C13 methane concentrations observed at high latitude stations etc. Latitudinal differences in the Cl field would also cause different responses in the source estimates an inversion system.
We agree on this point and in the revised manuscript, we provide more information about the spatial differences between simulations (e.g. in Sect. 3.2) and the impacts of these spatial differences on top-down estimates (Sect. 3.3 and 3.4).

Section 2.3. The setup, if I understood correctly, is based on an inversion using a Cl burden that is about half of the one used in the forward run, SimREF, that is then used as reference for the other forward runs using different Cl fields. The fluxes are therefore not optimized with the same Cl burden as in the SimREF, but nevertheless SimREF is used as reference for deriving the delta S, i.e., the source change required to adjust for the different loss rates in the different simulations. The total fluxes would not be affected much, but the distribution between the source categories could be affected. This should be elaborated.

We changed the methodology in the revised manuscript. Now, there is one inversion (INV-* ) for each Cl-field resulting in multiple sets of optimized fluxes and isotopic source signatures. There is also one forward simulation for each Cl-field (FWD-*) with, this time, the same optimized fluxes and source signatures taken from INV-Wang. This methodology is more consistent and does not use scaled Cl fields as before.

The distribution between the source categories (source mixture) is indeed modified because the inversion system needs to modify the globally-averaged isotopic signature of the total source of CH₄. We included results and discussion on this matter in Sect. 3.4.

Lines 234-236. Should the SimREF be validated more rigorously when it is used as reference for the other simulations? If the SimREF has biases compared to observations, it might affect the conclusions from the box model analysis (delta S).

In the revised manuscript, we perform a 3-D variational inversion for each Cl field. We therefore cannot be more consistent with the observational data and provide more robust estimates of the Cl influence on top-down estimates.

Lines 241-264. The reason for the introduction of the box model analysis is somewhat unclear. It seems that the driver data ended before the models reached steady state, therefore the steady state had to be estimated by the fitting procedure derived using the box model approach. A more straightforward alternative would be to repeat the simulated years until steady state is reached. The seasonal and interannual variability in the bias, seen in Fig 2, is relatively small compared to the bias. Therefore, it would be justified to repeat the same years to reach steady state. The steady state values could then be used in the analysis instead of fitted values. What is the information obtained in the fitting procedure from B in eq(6)? The values of B are not shown, but they should be almost identical for the different fits? Are they realistic?

The ultimate goal of this approach is to reduce the computational burden of comparing the influences of two Cl fields on top-down estimates. Repeating the same years would require to perform the simulation over 70 years, therefore three times more than what we did. Our original method (now M3) provides results which proved to be very consistent with other methods, assuredly more robust (M1 and M2), at a reasonable computational cost. We therefore think that this compromise is acceptable and avoid doing a simulation spanning 70 years. Also, we improved the methodology of M3 and we now use the total mass in the atmosphere rather than the globally-averaged tropospheric mole fraction to perform the fitting procedure and estimating ΔS. We think it is more relevant as it does not require any averaging, only a sum.

Lines 268-269. “For SimNoCl and SimSherwen, these estimations are very close (difference of less than 0.2 TgCH₄ yr⁻¹) to the tropospheric Cl sink discrepancies from Table 4.” Maybe the authors meant SimNoTropo? Then the discussion in the following lines is more understandable.
SimSherwen: 9.9-3.2=6.7 from Table 4 vs. 6.6 in Table 5
SimNoCl: 0-3.2=-3.2 from Table 4 vs. -5.7 in Table 5
SimNoTropo: 0-3.2=-3.2 from Table 4 vs. -3.2 in Table 5

Yes, we meant SimNotropo. We apologize for this mistake. This section has however been largely modified and this specific sentence has been removed.

Table 5. Latitudinal dependency is reported as min/max, but it is unclear which latitude band is associated with which value.

We no longer use latitudinal averages because our methodology has been modified. Also, Table 5 has been removed.

Lines 298-302. The value for SimREF, -52.6 from table 2, could be given here to aid the reader. Oscillate is not a good choice of word here, the value does not oscillate, it just depends on the simulation.

We largely modified this section and we now discuss the range of globally-averaged source signatures in Sect. 3.4. We agree that the word ‘oscillate’ was not a good choice.

Text S2. P could be explained, first seen at line 85 (k*B)

We agree and have added an explanation in the text (Text S4 in the supplement)

Still this comparison to the tropospheric sink in Table 4 is not straight forward, the stratospheric sink also has an influence. You only need to adjust for the fraction of methane that does not return to the troposphere from the stratosphere, therefore the effect is significantly smaller than the sink itself. The Cl in the stratosphere is fairly similar in all simulations except for the SimNoCl and SimTaki. This could be discussed a bit more around line 271.

We have added a discussion regarding the stratospheric influence in Sect 3.4.

Lines 290-291. How is it estimated? “We can estimate that each percent increase in how much CH₄ is oxidized by Cl leads to an additional 0.53 ‰ increase in δ¹³C(CH₄), ...” Linear fit to Total oxidation in Table 4 and Signature (Source adjustment) in Table 5?

We provide more information on linear fitting in the revised manuscript, in Sect. 3.3.2 and 3.3.3. Also, we use the Cl mean tropospheric concentration as the X-variable rather than the CH₄ oxidation by Cl.

Lines 294-297. The contribution from STE is estimated as 0.3 ‰, a small clarification could be made that the contribution is only from Cl, not the full contribution from stratospheric intrusions. “Intrusions of stratospheric air are therefore responsible of an enrichment at the surface stations of 0.30 ± 0.01 ‰ (depending on the latitude) after 21 years of simulation, larger than the value of Wang et al. (2002) inferred between 1970 and 1992 (0.23 ‰).” Some discussion could be added for the comparison to Wang et al result. Possible reasons for the discrepancy, different years etc. Also, the difference between SimNoCl and SimNoTropo is 0.36 (Table 5), but the value reported here 0.30 ‰, is from Fig. 2, which is not the steady state value, why is that used instead of a steady state value?

Using the δ¹³C(CH₄) bias between FWD-NoCl and FWD-NoTropo, we provide an estimate of the influence of stratospheric Cl between 1998 and 2018. We also compare this estimate to the source signature adjustment. We note that both values are very similar.
We removed the steady state estimate because, as the reviewer mentioned before, it would be more appropriate to simulate at least 70 years with constant meteorology, fluxes and source signatures in order to have a proper estimate of this steady state value. This is not exactly the purpose of this study.

Text S2. Lines 93-96. Is it reasonable to assume delta_s equal to delta_a? Is it then also assumed that the isotopic fractionation due to the atmospheric sinks are negligible, even though the idea is to estimate the effect of chlorine on the mean atmospheric isotopic signal? Seems like this assumption going from eq(11) to eq(12) needs to be justified more thoroughly.

We do not assume that the isotopic fractionation due to the atmospheric sinks is negligible. We use the fact that the numerical value of $\epsilon$, representing the isotopic fractionation, is much smaller than 1 to approximate the value of $\delta_a$ by using Taylor expansion. At the end, we have $\delta_a$ which is equal to $\delta_s$ MINUS $\epsilon$. We hope that our explanation in the revised manuscript is clearer. Also, in the revised manuscript, we do not neglect the last part of the Eq. 12, resulting in a more complex, albeit more precise, relationship.

Lines 310-328. In the text related to Figure 3 in section 3.4 the reader could be reminded why the SimSherwen has an opposite bias compared to the others. It is also interesting that the SimNoTropo and SimINCA are so similar, this could also be discussed, the tropospheric Cl in SimINCA seems to have a small effect on the $\delta^{13}$C. While SimNoCl seems to have a significant effect on the $\delta^{13}$C amplitude in the northern hemisphere. It is easy to understand that the differences in the bias for methane is small, but to also see small differences in the $\delta^{13}$C is a bit more surprising.

We agree with this comment. More discussion has been added in Sect. 3.2.

The discussion in section 3.5 on vertical profiles. The number of profiles in the SH is very low, three observations in tropical latitudes, and one on mid latitudes. The validation of the SimREF is therefore not very convincing, at least for SH. In the NH there are more observations but averaging all profiles from tropical to Arctic soundings into one for the whole hemisphere is probably not good. Already the tropopause height is quite different but also the stratospheric polar vortex might have influenced the Arctic soundings. It is, however, difficult to know the reason for the observed discrepancy without seeing the individual profiles. Now the simulations were only sampled when there was a sounding. To make a more thorough analysis of the differences between the simulations the full fields should also be used. Furthermore, some discussion should be added on the $\delta^{13}$C profile.

We reshaped the analysis of AirCore profiles according to this relevant comment. Four regions are now analyzed: northern high-latitudes (Arctic), northern mid-latitudes in Europe, northern mid-latitudes in the USA and Southern Hemisphere. In addition, optimized mole fractions (after inversions) are compared to observed profiles, reducing the tropospheric bias in CH$_4$ mole fractions due to a poor estimation of prior CH$_4$ fluxes. The comparison is now more valuable, although it confirms that Cl is very likely not responsible for model-observation discrepancies at and above the tropopause. We think that comparing the full fields would not change the main picture drawn with Aircores.

We have added a section (Sect. 3.7) discussing the $\delta^{13}$C profiles with the observational data from Rockmann et al. (2011).

Line 343 “The mean bias relative to SimREF is given for all simulations and observations in Table 6.” Are there any values given for observations; I find only simulations?

The mean bias is now calculated as a model-observation squared difference.
A change in the Cl field (and keeping it realistic) induces a maximum mean bias of 51 ppb in the stratosphere (SimNoCl). I don't understand the meaning of this statement. It is the difference between a realistic Cl distribution and no Cl. Text S3.

This statement has been removed as the results, the methodology and therefore the discussion have been changed.

It is unclear what the TCCON analysis adds to the paper, especially as nothing is mentioned in the paper about the results, results are only presented in the supplementary. It is not clear which bias is presented in Fig. S5 colored dots (surface observations compared to SimNoCl or SimREF). Also, for XCH₄ it could be better to compare the simulations without filtering the data only for cases with observations. I understand that the point is to get an idea of differences in areas/times with data, in case the data would be assimilated, but without the assimilations it is not especially useful. It is somewhat interesting that the bias between SimNoCl and SimREF is latitude dependent. Probably a combination of Cl distribution and atmospheric transport but based on this analysis it remains unclear. It would perhaps make more sense to make a more rigorous analysis in another paper.

We agree with this comment and removed the GOSAT analysis. It would indeed require a more comprehensive and detailed analysis in another paper.

Lines 377-378 "...the change in the Cl field.." This conclusion should be reworded, unclear what is meant by "the change".

It has been modified.

Lines 384-385 This conclusion may need to be reworded once the previous comments have been considered, the result is not from an actual inversion. "In an inversion, this additional percent of contribution would reduce the inferred globally-averaged isotopic signature by 0.53 ‰."

This sentence has been removed since the methodology has been modified.

Lines 385-386. The authors probably mean only the contribution from Cl in the stratosphere, rather than the full impact of stratospheric intrusions. The given value is not from a steady state situation, how/why is this value chosen. The driver data ended?

We agree with this comment and the sentence has been modified. Additional information has also been provided.

Lines 388-390. This conclusion should be re-worded. This is true for the specific changes made in this study, not in general. Some other change in Cl could result in a change in δ¹³C(CH₄) outside the 10-20 range. "CH₄ seasonal cycles are only slightly influenced by a modification of the Cl sink (1-2 % change in the seasonal cycle amplitude). Changing the Cl field can nevertheless modify the amplitudes of δ¹³C(CH₄) seasonal cycle by up to 10-20 %, depending on the latitude"

It has been modified.

The conclusions regarding the vertical profiles (Line 390-) may need to be revised once the discussion is updated. The comparison using hemispherical averages is likely not representative due to the large span of latitudes that are averaged.

Following the modifications of the Section 3.5 about AirCore profiles, this sentence has been modified.
All specific comments from reviewer 1 provided in the annotated pdf have been taken into account in the revised manuscript.

Some of Cl fields are referred to in the manuscript as “realistic” – I strongly discourage that, as it creates impression that the regarded fields were (in)directly compared to CI observations (they were not, although indirect estimates exist). If they were, would there be the need to test five different distributions?

We agree with this comment. We removed the “realistic” mention throughout the manuscript and we no longer distinguish the tested fields.

3,32,41, etc. just use “composition” instead of “signal” (see the definition of the latter in the dictionary)

It has been modified.

5 there is a lot of processes which may fractionate whatever elements in whatever phases, so you have to be specific here, e.g. use “sink kinetics is $^{13}\text{C}/^{12}\text{C}$ fractionating”

It has been modified.

22-23 how large is “slight imbalance”?  

An estimate (~ 20 TgCH$_4$ yr$^{-1}$) has been added.

34-35 this definition is wrong, $\delta$ notation always uses ATOMIC ratios, not molar ones – e.g. try to use your definition with isoprene (5 carbon atoms, most of isotopologues are singly substituted)

We agree and it has been modified.

36-37 there exists the (V-)PDB belemnite-based $^{13}\text{C}/^{12}\text{C}$ standard isotope ratio, however there is no standard ratio of PDB known to me

We agree and it has been modified.

40 overlaps → overlap

It has been modified.

43 “sinks are also fractionating” – in addition to which process? Emissions introduce molecules of with various isotope ratios, but this is not a fractionation process. See also comment to l. 5

We agree and it has been modified.

71 level of detail

It has been modified.

83-84 you can’t claim that/reference the study that is not peer-reviewed yet
The study has just been accepted after a peer-review process with minor corrections.

86 do not use “modelling” in this context (modelling is an overall process of creating and applying models, what you refer “reproducing X and Y in the model” or similar)

It has been modified.

88 use “through the prism”, that’ll bear physical sense

It has been modified.

95, 98 do not use “dedicate” (you can dedicate a poem to CH4 and Cl, however). Model levels are located in stratosphere and above

Although we agree with the modification of the sentence about the model levels, “dedicate” has a meaning that corresponds exactly to what we want to convey here. See https://dictionary.cambridge.org/fr/dictionnaire/anglais/dedicated (definition : used only for one particular purpose or job)

108-109 do prescribed species have a diurnal cycle in the model? It is relevant for Tdependent reactions and KIEs, e.g., average OH concentration may be times lower than that at midday, so most of the sink occurs at higher air temperatures in the low troposphere.

Concentrations of prescribed species are daily averages so they do not have diurnal cycles. State-of-the art inversion studies mentioned in the paper only use daily or monthly averages of concentrations. Prescribing hourly averages would require much more storing capacity and I/O performance and is so far not in the scheduled developments to our knowledge.

149 irrelevant statement (“… was not mandatory”)

Cl-Taki has a large influence on top-down estimates in comparison with using other Cl fields. The reader should not believe that all inversions performed as part of the Global Methane Budget used the Cl-Taki field. This sentence has been partly modified.

Figure 1 please use the same colour scale for both upper and lower panel

It has been modified.

161 exhibits → exhibit

It has been modified.

169-170 vague statement – how may your wish influence the model so that it infers a good model-observation agreement? Most comprehensive studies by no means guarantee delivering most realistic results

We agree with this comment. This sentence has been removed.

208-209 the second sentence repeats the message of the first one, remove

We agree and it has been modified.
It refers to our estimates obtained with LMDz-INCA. We modified the sentence.

Line 139. half lower than the mean tropospheric >> half of the mean

It has been modified.

Table 2. The abbreviation VPDB is not explained

We apologize for this mistake. It stands for Vienna - Pee Dee Belemnite but we only mentioned Pee Dee Belemnite (PDB) in the introduction. It has been modified.

Lines 221-223 unclear which value is meant "The tropospheric value from Hossaini et al. (2016), used in recent studies (Saunois et al., 2020; McNorton et al., 2018), is also slightly above that of ClSherwen (Table 4: 1.4 times higher) but well above that of Cl-Wang and Cl-INCA (4 and 8.5 times higher)."

It has been modified.

Table 4 third column Conc. Is not explained in the caption (average Cl conc. ?)

It has been modified.

Line 369. Cl configuration >> Cl distribution

It has been modified.
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Abstract. Atmospheric methane (CH₄) concentrations have been rising since 2007, resulting from an imbalance between CH₄ sources and sinks. The CH₄ budget is generally estimated through top-down approaches using chemistry-transport models (CTMs) and CH₄ observations as constraints. The atmospheric isotopic CH₄ signal composition, δ¹³C(CH₄), can also provide additional constraints and helps to discriminate between emission categories. Nevertheless, to be able to use the information contained in these observations, the models must correctly account for processes influencing δ¹³C(CH₄). The oxidation by chlorine (Cl) likely contributes less than 5% to the total oxidation of atmospheric CH₄. However, the Cl-sink is highly fractionating large kinetic isotope effect of the Cl sink kinetics produces a large fractionation of ¹³C compared with ¹²C in atmospheric methane, and thus strongly influences δ¹³C(CH₄). As inversion studies—When integrating the Cl sink in their setup to constrain the CH₄ budget, which is not yet standard, atmospheric inversion do not prescribe the same Cl fields to constrain budget, it can lead, therefore leading, to discrepancies between flux estimates. To quantify the influence of the Cl concentrations on CH₄, δ¹³C(CH₄) and CH₄ budget estimates, we perform multiple sensitivity simulations using three Cl fields with concentrations that are realistic with regard to recent literature and one Cl field with concentrations that are very likely to be overestimated for four different Cl fields. We also test removing the tropospheric and the entire Cl sink in other sensitivity simulations. We find that the realistic Cl fields tested here are responsible for between 0.3% and 1.8% and 8.5% of the total chemical CH₄ sink in the troposphere and between 1.0% and 1.2% and 1.6% in the stratosphere. Prescribing these different Cl amounts in surface-based atmospheric inversions can lead to differences of up to 53.8 TgCH₄ yr⁻¹ in global CH₄ source adjustments emissions and of up to 12.3. We also find that 4.7% in the globally-averaged isotopic signature of the total CH₄ sources inferred by a surface-based inversion assimilating observations would decrease by 0.53 source (δ¹³C(CH₄)source). More specifically, each increase by 1000 molec. cm⁻³ in the mean tropospheric Cl concentration would result in an adjustment by +11.7 TgCH₄ yr⁻¹ for global CH₄ emissions and −1.0% for each additional percent of contribution from the tropospheric Cl-sink to the total sink. Finally, our study shows that the globally-averaged δ¹³C(CH₄)source. Our study also shows that if the CH₄ seasonal cycle amplitude is only modified by less than 1-2% but, the δ¹³C(CH₄) seasonal cycle amplitude can be significantly modified by up to 10-20%, depending on the latitude. In an atmospheric inversion performed with isotopic
constraints, this influence can result in significant differences in the posterior source mixture. For example, the contribution from wetlands emissions to total emissions can be modified by about 0.8% to adjust the globally-averaged $\delta^{13}$C(CH₄)_{source}, corresponding to a 15 TgCH₄ yr⁻¹ change. Finally, tested Cl concentrations have a large influence on the simulated $\delta^{13}$C(CH₄) vertical profiles above 30 km, albeit this influence is small below this altitude, and they have a very small influence on the simulated CH₄ vertical profiles. Overall, our model captures well the observed CH₄ and $\delta^{13}$C(CH₄) vertical profiles, especially in the troposphere and it is difficult to prefer one Cl field over another based uniquely on the available observations of vertical profiles.

1 Introduction

Methane (CH₄) is a very important species for both atmospheric chemistry and climate. Its atmospheric mole fractions have reached an average of 1896 ppb at the surface in 2000 (Dlugokencky, 2021), almost three times higher than pre-industrial mole fractions (Etheridge et al., 1998). After a plateau between 1999 and 2006, CH₄ mole fractions resumed their increase in 2007 without showing any sign of stabilization since then. The increase has even reached an unprecedented value of +15.9-16.9 ppb for the year 2020–2021 (Dlugokencky, 2022). The accumulation of CH₄ (~ 8 ppb yr⁻¹ on average since 2007) in the atmosphere is the result of a slight imbalance: an imbalance of about 20 TgCH₄ yr⁻¹ (Saunois et al., 2020) between sources that release CH₄ into the atmosphere and sinks that remove it. Sinks are mostly due to oxidation reactions in the atmosphere. Three radicals react with between CH₄ in the atmosphere and three radicals: hydroxyl (OH), atomic oxygen (O¹D), and chlorine (Cl). These chemical reactions account for about 93% of the total CH₄ sink, with the remainder being removed by methanotrophic bacteria in the soil (Saunois et al., 2020). On the other hand, CH₄ sources are varied and result from radically different processes (biogenic, thermogenic and pyrogenic).

Estimating global CH₄ sources with precision is a mandatory step, yet challenging, towards implementing efficient mitigation policies. Top-down atmospheric inversions are known to be efficient approaches to estimate CH₄ sources at different scales and have become increasingly relevant over the years as observational networks have developed (Houweling et al., 2017, and references therein). However, inversions that assimilate only total CH₄ observations can only rely on variations in seasonal cycles to differentiate co-located emissions. To better separate these sources, assimilating observations of the $^{13}$C:$^{12}$C atmospheric isotope signal composition of CH₄, denoted by $\delta^{13}$C(CH₄), can be relevant. This value is based on the ratio between the isotope $^{12}$CH₄, which represents about 99% of the CH₄ in the atmosphere (Stolper et al., 2014) and its counterpart $^{13}$CH₄. $\delta^{13}$C(CH₄) is commonly defined using a deviation of the sample mole-atomic isotopic ratio relative to a specific standard ratio:

$$\delta^{13}C(CH_4) = \frac{R}{R_{std}} - 1 = \frac{[^{13}CH_4]/[^{12}CH_4]}{R_{std}} - 1$$

and denote the and mole fractions, respectively. $R$ represents the abundance of $^{13}$C relative to $^{12}$C in all CH₄ molecules. $R_{std}$ = 0.0112372 is here the standard ratio of Vienna-Pee Dee Belemnite (PDB-VPDB) (Craig, 1957).
CH$_4$ sources exhibit specific isotopic signatures that are mainly controlled by the process involved in the production of CH$_4$. Broadly summarized, most biogenic sources have an isotopic signature between $-65$ and $-55 \%$, thermogenic sources between $-50$ and $-30 \%$, and pyrogenic sources between $-25 \%$ and $-15 \%$ (Sherwood et al., 2017), although the distributions of these signatures are very large and overlaps exist between the extreme values. The post-2007 CH$_4$ increase is notably associated with a decrease in the atmospheric isotopic signal composition $\delta^{13}$C(CH$_4$) (Nisbet et al., 2019) and these isotopic variations could help to better explain the renewed growth and the renewed CH$_4$ growth,

more specifically, the contribution from the different CH$_4$ sources to it.

The sinks are also fractionating, also have an influence on $\delta^{13}$C(CH$_4$) as they remove $^{12}$CH$_4$ faster than $^{13}$CH$_4$. This effect, called the Kinetic Isotope Effect (KIE) or isotopic fractionation, is quantified using the ratio of the reaction rate constants X + $^{12}$CH$_4$ and X + $^{13}$CH$_4$, with X the species of interest (X = OH, O(^1D) or Cl). KIE$_X = k_{12}^X/k_{13}^X$ with $k_{12}^X$ and $k_{13}^X$ being the oxidation reaction rate constants. As a result, $\delta^{13}$C(CH$_4$) depends on both sources and sinks, as like total CH$_4$, but also on the isotopic fractionation and the sources isotopic signatures isotopic signatures of the sources.

Among all CH$_4$ sinks, the Cl sink accounts for a small part of the total CH$_4$ oxidation. Following the discovery of the dramatic impact of Cl on ozone in the stratosphere, many studies have focused on the impact of stratospheric Cl on CH$_4$ and $\delta^{13}$C(CH$_4$) using box or 2-D models (e.g., Röckmann et al., 2004; McCarthy et al., 2003; Wang et al., 2002; McCarthy et al., 2001; Saueressig et al., 2001; Gupta et al., 1996; Müller et al., 1996). McCarthy et al. (2003) estimated that Cl was responsible for 20-35 % of CH$_4$ removal in the stratosphere. Saunois et al. (2020) suggested a range of values for the total stratospheric sink between 12 and 37 TgCH$_4$.yr$^{-1}$, leading to a plausible stratospheric Cl sink of 2-13 TgCH$_4$.yr$^{-1}$, or about only 0.4-2.4 % of the total CH$_4$ oxidation in the atmosphere. Although this contribution is very small, the Cl sink is particularly important because of its large fractionation effect (KIE = 1.066 for the Cl sink against 1.0039 for the OH sink, see Sect. 2.1).

The aforementioned studies showed that stratospheric Cl has a strong impact on $\delta^{13}$C(CH$_4$) not only in the stratosphere but also at closer to the surface. In particular, Wang et al. (2002) estimated that stratospheric Cl was responsible for a $\delta^{13}$C(CH$_4$) enhancement of 0.23 % at the surface between 1970 and 1992 due to stratosphere-troposphere exchanges (STE).

In the troposphere, the Cl sink likely accounts for less than 5 % of CH$_4$ oxidation (Wang et al., 2019, 2021; Hossaini et al., 2016; Sherwen et al., 2016b; Gromov et al., 2018; Allan et al., 2007). Several studies have estimated Cl concentrations in the troposphere and in the Marine Boundary Layer (MBL) and discussed the Cl sink. Allan et al. (2007) estimated the Cl sink in the troposphere to be 25 TgCH$_4$.yr$^{-1}$, representing about 5 % of the total CH$_4$ chemical sink. More recently, Hossaini et al. (2016), Sherwen et al. (2016b), Wang et al. (2019) and Wang et al. (2021) have made important developments in tropospheric chemistry modeling (see Sect 2.2) and obtained oxidation contributions of 2.6 %, 2 %, 1 % and 0.8 % respectively with mean tropospheric Cl concentrations between 620 and 1300 molec.cm$^{-3}$. However, Gromov et al. (2018) concluded that variations in Cl concentrations above 900 molec.cm$^{-3}$ in the extratropical part of the Southern Hemisphere are very unlikely; thus suggesting that the high estimates from Allan et al. (2007) and Hossaini et al. (2016) are likely overestimated. These variations in estimated range of oxidation contributions may appear small but Strode et al. (2020) recently showed a high sensitivity of the tropospheric $\delta^{13}$C(CH$_4$) distribution to variation in Cl fields by testing, among others, those of Allan et al. (2007), Sherwen et al. (2016b) and Hossaini et al. (2016), indicating that each percent increase in how much CH$_4$ is oxidized by Cl
leads to a 0.5‰ increase in δ^{13}C(CH_{4}), therefore larger than the global downward shift observed since 2007 (Nisbet et al., 2019).

Forward and inverse 3-D modeling studies focusing on CH_{4} and δ^{13}C(CH_{4}) consider the Cl sink at different level of detail. Most studies consider only the Cl sink in the stratosphere (e.g., Fujita et al., 2020; Rigby et al., 2012; Monteil et al., 2011; Fletcher et al., 2004), and a very few account for tropospheric Cl only (e.g., Thompson et al., 2018). In single-box models, sinks are combined and an overall fractionation coefficient is used (e.g., Schaefer et al., 2016; Schwietzke et al., 2016). In recent studies, Cl is often prescribed in both the troposphere and stratosphere (e.g., McNorton et al., 2018; Rice et al., 2016; Warwick et al., 2016; Neef et al., 2010), although most studies use the Cl configuration distribution suggested by Allan et al. (2007), which is likely to be overestimated as mentioned above.

In the atmospheric inversions performed with the LMDz-SACS chemistry-transport model (Locatelli et al., 2015; Pison et al., 2009), the Cl sink was omitted so far, even in the stratosphere (Saunois et al., 2020; Locatelli et al., 2015; Pison et al., 2009; Bousquet et al., 2006). For these studies assimilating only total CH_{4} observations, the impact of the Cl sink on the estimated CH_{4} emissions was considered negligible. However, the number and quality of isotopic observations have considerably increased since the 2000s, and developments of the CIF-LMDz-SACS inversion system to use the isotopic constraint have been made (Thanwerdas et al., 2021). Joint assimilation (CH_{4} and δ^{13}C(CH_{4})) is proving to be relevant and necessary in order to reconcile the estimated CH_{4} budgets with the atmospheric isotope signature. Considering the large impact of the Cl sink on δ^{13}C(CH_{4}), it is necessary to include and evaluate the Cl sink and its impact on the simulation of CH_{4} modeling process and δ^{13}C(CH_{4}) with our model.

Here, we detail the influence of tropospheric and stratospheric Cl on the modeling of CH_{4} and δ^{13}C(CH_{4}) in LMDz-SACS by using several Cl fields. The ultimate aim is to assimilate the isotopic observations to perform multi-constraint inversions with the LMDz-SACS model. Therefore the developments performed and the results obtained are analyzed throughout the prism of atmospheric inversion. In the first part of Sect. 2, we present the characteristics of the available Cl fields, model inputs and observations used for evaluation. Then in Sect. 3, we analyze the influence of the different Cl fields on CH_{4} and δ^{13}C(CH_{4}) at the surface, on global CH_{4} flux and δ^{13}C(CH_{4}) source signature adjustment obtained with inversion methods and on the CH_{4} vertical profile and δ^{13}C(CH_{4}) vertical profiles.

2 Methods

2.1 The chemistry-transport model (CTM)

The general circulation model (GCM) LMDz is the atmospheric component of the coupled model of the Institut Pierre-Simon Laplace (IPSL-CM) developed at the Laboratoire de Météorologie Dynamique (LMD) (Hourdin et al., 2006). The version of LMDz used here is an "offline" version dedicated to the inversion framework created by Chevallier et al. (2005): the pre-calculated meteorological fields provided by the online version of LMDz are given as input to the model, which considerably reduces the computation time. The model is built at a horizontal resolution of 3.8° × 1.9° (96 grid cells in longitude and latitude)
with 39 hybrid sigma pressure levels reaching an altitude of about 75 km. About 20 levels are located in the stratosphere and the mesosphere. The time step of the model is 30 min and the output values have a resolution of 3 hours.

Horizontal winds have been nudged towards the ECMWF meteorological analyses (ERA-Interim) in the online version of the model. Vertical diffusion is parameterised by a local approach of Louis (1979), and deep convection processes are parameterised by the scheme of Tiedtke (1989). The offline model LMDz, coupled with the Simplified Atmospheric Chemistry System (SACS) module (Pison et al., 2009), was previously used to simulate atmospheric mole fractions of trace gases such as CH$_4$, carbon monoxide (CO), methyl chloroform (MCF), formaldehyde (CH$_2$O) or hydrogen (H$_2$). This system has been recently converted into a chemistry parsing system (Thanwerdas et al., 2021). It follows the principle of the chemical parsing system of the regional model CHIMERE (Mailler et al., 2017; Menut et al., 2013) and allows the user to prescribe the set of chemical reactions to consider. Consequently, it generalizes the SACS module to any set of possible reactions. The concentration fields of the different species are either prescribed or simulated. Prescribed species (here OH, O($^1$D) and Cl) are not transported in LMDz, and their mole fractions are not updated by chemical production or destruction. These species are only used to calculate reaction rates and update the mole fractions of transported species at each iteration of the model. In this study, the $^{12}$CH$_4$ and $^{13}$CH$_4$ isotopologues are simulated as separate tracers and CH$_4$ mole fractions are defined as a sum of the mole fractions of the two isotopologues. Oxidation by Cl + CH$_4$ was added to complete the chemical removal of CH$_4$, which only considered OH + CH$_4$ and O($^1$D) + CH$_4$ reactions in the original SACS chemical scheme. The photolysis of CH$_4$ is not included in SACS as it is considered negligible. None of the inversion studies mentioned above, in particular those of Saunois et al. (2020), accounted for this sink.

Reactions between $^{12}$CH$_4$ and OH, O($^1$D) and Cl are represented by the chemical equations below, and similar equations apply to $^{13}$CH$_4$:

\begin{align*}
^{12}\text{CH}_4 + \text{OH} & \rightarrow ^{12}\text{CH}_3 + \text{H}_2\text{O} \quad \text{(R1)} \\
^{12}\text{CH}_4 + \text{Cl} & \rightarrow ^{12}\text{CH}_3 + \text{HCl} \quad \text{(R2)} \\
^{12}\text{CH}_4 + \text{O}^{(1)}\text{D} & \rightarrow ^{12}\text{CH}_3 + \text{OH} \quad \text{(R3)} \\
^{12}\text{CH}_4 + \text{O}^{(1)}\text{D} & \rightarrow \text{H}_2 + ^{12}\text{CH}_2\text{O} \quad \text{(R4)}
\end{align*}

Three-dimensional and time-dependent oxidant concentration fields (OH, O($^1$D) and Cl) were simulated by the GCM LMDz coupled to the INteraction with Chemistry and Aerosols (INCA) model (Hauglustaine et al., 2021; Folberth et al., 2006; Hauglustaine et al., 2004). Seventeen ozone-depleting substances consisting of CFCs (CFC-12, CFC-11, CFC-113), three HCFCs (HCFC-22, HCFC-141b, HCFC-142b), two halons (Halon-1211, Halon-1301), methyl chloroform (CH$_3$CCl$_3$ or MCF), carbon tetrachloride (CCL$_4$), methylchloride (CH$_3$Cl), methylene chloride (CH$_2$Cl$_2$), chloroform (CHCl$_3$), methyl bromide (CH$_3$Br) and HFC-134a, and their associated photochemical reactions, were included in the INCA chemical scheme to produce Cl radicals (Terrenoire et al., 2022). In the LMDz-INCA simulations, surface concentrations of these long-lived Cl source species were prescribed based on historical data sets prepared by Meinshausen et al. (2017). The model was run for the 1850-2018 period (Hauglustaine et al., 2021).
Table 1. Reaction rate constants and KIEs of CH$_4$ chemical sinks. The reaction rate constants are taken from Burkholder et al. (2015).

| Oxidant | KIE   | Reference              | Reaction rate constant (cm$^2$ molec$^{-1}$ s$^{-1}$) |
|---------|-------|------------------------|--------------------------------------------------------|
| OH      | 1.0039| Saueressig et al. (2001)| $2.45 \times 10^{-12} \cdot \exp(-1775/T)$            |
| Cl      | 1.043 · exp(6.455/T) | Saueressig et al. (1995) | $7.1 \times 10^{-12} \cdot \exp(-1280/T)$            |
| O($^1$D) - R3 | 1.013 | Saueressig et al. (2001) | $1.125 \times 10^{-10}$                               |
| O($^1$D) - R4 | 1.013 | Saueressig et al. (2001) | $3.75 \times 10^{-11}$                               |

All reaction rate constants and associated values used in LMDz-SACS are given in Table 1. The reaction rate constants with $^{13}$CH$_4$ are modified based on the definition of the fractionation coefficient (KIE). Few studies have evaluated the KIEs associated with CH$_4$ chemical sinks (particularly for O($^1$D) and Cl) over a wide range of temperatures and thus large uncertainties remain. For CH$_4$ + OH, we adopted the value of Saueressig et al. (2001) as they indicate that this data is of considerably higher experimental precision and reproducibility than previous studies, in particular Cantrell et al. (1990), which suggested a value of 1.0054.

2.2 Description of Cl fields

Four fields of Cl are used compared in this study. The first field was simulated by the LMDz-INCA model, as mentioned above. More details on the modeling of this field are available in the supplement model, as mentioned in Sect. 2.1. This field will be referred to as the Cl-INCA field. At this stage present, simulations performed with the LMDz-INCA model do not fully represent the chemical interactions between...
Cl and other species in the troposphere. Developments in particular, developments are currently being made to improve these interactions. The treatment of SSA and chloride mobilisation from SSA. Cl-INCA did not benefit from such enhancements, resulting in significant discrepancies compared to Cl-Wang and Cl-Sherwen. The mean tropospheric Cl concentration (330 molec.cm\(^{-3}\)) in the Cl-INCA field is therefore about half lower than the mean tropospheric value about half of the tropospheric mean (630 molec.cm\(^{-3}\)) of Wang et al. (2021) or other studies, but is in agreement with the upper limits inferred by Gromov et al. (2018).

Two fields were simulated using the versions of the GEOS-Chem model () of Sherwen et al. (2016b) and Wang et al. (2021) (i.e., v10 and v12.9, respectively). These fields were generously provided by the respective authors of the two studies. They will be referred to as the Cl-Sherwen and Cl-Wang fields. Differences between the two fields are detailed below.

The last field was simulated by version 5.7b of the CCSR/NIES/FRCGC (Center for Climate Sytem Research/National Institute for Environmental Studies/Frontier Research Center for Global Chance) atmospheric GCM (Takigawa et al., 1999). This was provided by the GCP-GMB (Global Carbon Project - Global Methane Budget) team to run the inversions used in Saunois et al. (2020), although it was not mandatory. It is referred to as the Cl-Taki field.

Annual mean meridional cross-section (upper panels) and tropospheric Cl concentrations (lower panels) for the four 3-D fields Cl-INCA, Cl-Wang, Cl-Sherwen and Cl-Taki.
In this study, we do not test the Cl fields from Hossaini et al. (2016) and Allan et al. (2007) because we want to carry out the sensitivity analysis while keeping a realistic and up-to-date range of concentrations. Their concentrations are indeed very likely to be overestimated (Gromov et al., 2018). Although Cl concentrations in the some inversions did not prescribe it. The model did not include any treatment of SSA and chloride mobilisation from SSA. More generally, it did not include any representation of tropospheric reactive chlorine chemistry. We could not have access to additional information regarding this field. It is referred to as the Cl-Taki field are also very large, to our knowledge, oxidation resulting from the prescription of this field has not been studied before. We therefore choose to include it here in order to quantify the associated sink and to illustrate the influence of such concentrations on and field.

The four fields are shown in Fig. 1. We use the lapse rate (2 K/km) definition from the World Meteorological Organization (WMO) and the meteorological fields from the online LMDz model to define the tropopause. Global mean tropospheric Cl concentrations range between from 330 (Cl-INCA) and to 4730 (Cl-Taki) molec.cm\(^{-3}\). The latitudinal distributions of tropospheric concentrations are similar, although Cl-Wang, Cl-Sherwen and Cl-Taki have a greater spatial variability around their mean value than Cl-INCA, especially in the mid-latitudes (75 %, 66 % and 63 % against 36 %, respectively). Cl-Wang, Cl-Sherwen and Cl-INCA exhibit similar concentrations in the stratosphere (1.45 ± 0.07 × 10\(^5\) molec.cm\(^{-3}\)). The increase in concentrations with altitude between the surface and 30 km is similar between all the fields, with a 0-30 km vertical gradient of 4.4 ± 1.0 × 10\(^4\) molec.cm\(^{-3}\). Stratospheric concentrations are however larger in Cl-Taki, reaching a mean value of 2.1 × 10\(^5\) molec.cm\(^{-3}\).

In this study, we do not test the Cl fields from Hossaini et al. (2016) and Allan et al. (2007) because the fields presented above cover a range of tropospheric and stratospheric Cl concentrations wide enough to carry out a robust analysis.

2.3 Description of simulations

The time period adopted for all simulations here is 1998-2018, long enough to capture the large equilibration time associated with \(\delta^{13}\text{C(CH}_4)\). Mole fractions of \(^{12}\text{CH}_4\) and \(^{13}\text{CH}_4\) are simulated over the 1998-2018 period. The distributions of OH and \(\text{O}(^{1}\text{D})\) have also been simulated with the LMDz-INCA model and are outputs of the same simulation that provided the Cl-INCA field. These OH and \(\text{O}(^{1}\text{D})\) fields are used in all simulations performed here this period of time in multiple simulations, either forward or inverse.

Our SimREF reference simulation uses the Cl-Wang field as it is the most recent field and is taken from the most comprehensive study to date. In addition, we want our reference simulation to infer realistic and distributions with a good model observation agreement. The fluxes and isotopic signatures of five emission categories used in this study therefore result from an atmospheric inversion. First, a set of optimized fluxes and source signatures are obtained by running atmospheric variational inversions over 1998-2018 based on a joint assimilation of \(\text{CH}_4\) and \(\delta^{13}\text{C(CH}_4)\) in the CIF-LMDz-SACS system designed by Thanwerdas et al. (2021). The inversion assimilates observations introduced in Sect. 2.4. The Cl-Wang field was not available when this inversion was launched. Therefore, we instead prescribed the Cl-INCA field and scaled the tropospheric mean Cl concentration (330 ) to that of Wang et al. (2019) (620 ), very similar to that of Wang et al. (2021) (630 ). We acknowledge the small difference between the inversion setup and the reference scenario setup, due to small differences in Cl concentrations. However, using the
optimized fluxes and signatures together with the prescribed sinks, a model-observation agreement (Root Mean Square Error) of 3.6 ppb for A variational inversion consists in performing alternate runs of the CTM’s forward and adjoint codes to calculate the cost function and its gradient. A global minimum of this cost function is then sought using an adequate minimization algorithm. With our method, multiple iterations of this process are performed until a satisfactory convergence criterion is reached. At the end of the minimization process, we obtain posterior fluxes and source signatures that reduce the discrepancies between observed and simulated $\text{CH}_4$ and $0.04 \delta^{13}$C($\text{CH}_4$) is obtained on global averages, and is considered sufficient to validate the conclusions of this study. More information about the inversion is given in the supplement (Text S1). Emissions and source isotopic signatures are given in Table 22. Both vary over time and space and are prescribed as monthly fields at the horizontal resolution of the model.

The, compared with prior estimates. Our system typically runs a last forward simulation with optimized inputs at the end of the inversion process.

One variational inversion is run for each CI field presented in Sect. 2.2. The Cl-Wang, Cl-Sherwen, Cl-Taki and Cl-INCA fields presented in Sect. 2.2 are used in the SimSherwen, SimTaki and SimINCA simulations INV-Wang, INV-Sherwen, INV-Taki and INV-INCA inversions, respectively. In Saunois et al. (2020), the majority of inversions were performed without a tropospheric CI sink; thus, we tested this with the SimNoTropo simulation where perform one inversion using the Cl-Wang is used but with no CI in the troposphere. Moreover, field but without tropospheric CI (INV-NoTropo). Finally, as LMDz-SACS completely omitted the CI sink in previous studies, we estimate the errors generated by this omission running the SimNoCI simulation, which has no CI sink. A summary of the simulations and their characteristics is provided by running a last inversion without CI sink (INV-NoCI). More information about the variational inversion method, the inversion system used here and the setup of these inversions is provided in the supplement (Text S1). Apart from the prescribed CI field, all these inversions share the same configuration. Consequently, for each inversion, we obtain a different set of fluxes and source signatures and the differences between them result only from the influence of CI concentrations. These differences are analyzed in Sect. 3.3 and Sect. 3.4.

As mentioned above, the last forward simulation of a variational inversion is performed with optimized inputs. Hereinafter, INV-* outputs (simulated values) refer to the results of the last forward simulation performed with the optimized fluxes and source signatures derived from the corresponding inversion, prescribed as monthly fields at the horizontal resolution of the model. As expected, $\text{CH}_4$ and $\delta^{13}$C($\text{CH}_4$) simulated with the posterior fluxes and source signatures are all consistent with assimilated observations (see supplementary Fig. S1). Emissions and source isotopic signatures obtained with INV-Wang are given in Table 32. They both vary over time and space.

A set of simple forward simulations (FWD-*) with identical prescribed fluxes and source signatures are also run to quantify the biases in $\text{CH}_4$ and $\delta^{13}$C($\text{CH}_4$) that arise from differences in prescribed CI field, hence differences in atmospheric sink. The posterior fluxes and source signatures from INV-Wang are used for all FWD-* simulations because the CI-Wang field is taken from the most comprehensive and recent study to date. A different CI field is prescribed for each simulation, resulting in six forward simulations: FWD-Wang, FWD-Sherwen, FWD-Taki, FWD-INCA, FWD-NoTropo and FWD-NoCl. Apart from the
prescribed Cl field, all these simulations adopt the same configuration. Consequently, note that the FWD-Wang and INV-Wang inputs and outputs are identical.

To summarize:

- INV-* outputs are consistent with observed CH₄ and δ¹³C(CH₄) because they use optimized fluxes and source signatures derived from a variational inversion.

- Apart from FWD-Wang, FWD-* outputs are not consistent with observed values because they all adopt the same fluxes and source signatures.

Table 2. Global CH₄ emissions and associated flux-weighted isotopic signatures by source category obtained with INV-Wang. Given values are averages over 1998-2018. Numbers in brackets are minimum and maximum over this period of time [min/max].

| Categories                                      | CH₄ emissions (TgCH₄ yr⁻¹) | Isotopic signature (%ε - VPDB) |
|------------------------------------------------|---------------------------|-------------------------------|
| Biofuels-Biomass Burning (BB)                   | 28 [23 / 44]              | -21.5 [-22.2 / -21.3]         |
| Agriculture and Waste (AGW)                    | 221 [197 / 241]           | -58.3 [-59.4 / -57.0]         |
| Fossil Fuels and Geological sources (FFG)     | 124 [101 / 142]           | -43.5 [-44.8 / -42.1]         |
| Natural sources apart from wetlands (NAT)     | 23 [23 / 23]              | -50.8 [-50.8 / -50.8]         |
| Wetlands (WET)                                 | 192 [184 / 202]           | -56.6 [-56.6 / -56.5]         |
| **Total**                                      | **588 [530 / 639]**       | **-52.6 [-53.3 / -52.0]**     |

2.4 Observations

Different datasets of observations are either assimilated in our inversions or used to evaluate our simulations and to estimate the impact of the Cl field. These observations are of several types and could be assimilated in atmospheric inversions: surface measurements of CH₄ and δ¹³C(CH₄) as well as in situ vertical profiles of CH₄ and in situ vertical profiles of δ¹³C(CH₄).

CH₄ observations measured at 79 surface stations of the Global Greenhouse Gas Reference Network (GGGRN), part of the NOAA-ESRL’s Global Monitoring Laboratory (NOAA GML), were used to perform the inversion assimilated in the inversions introduced in Sect. ??2.3. Reported uncertainties are generally below 5 ppb. δ¹³C(CH₄) measurements provided by the Institute of Arctic and Alpine Research (INSTAAR) by analyzing air samples collected at 22 stations on an approximately weekly basis are also assimilated (White et al., 2021). Reported uncertainties are generally below 0.15 ‰.

A total of 11 MBL sites (i.e., the site samples consist mainly of well-mixed MBL air) among those that recorded values over the 1998-2018 period were selected to sample simulated values at the time and locations of available observations. The station locations and additional information can be found in the supplementary Figure S3, Tables S5-S6 and S7.

Finally, an analysis of the impact of Cl on CH₄ vertical profiles is also conducted using a set of 115 AirCore profiles recovered from 11 different sites over the 2012-2018 period. A total of 80 profiles are provided by the NOAA GML aircraft programme (Baier...
Table 3. Nomenclature and description of the sensitivity tests performed in this study. The INV-* simulations refer both to the variational inversion performed with the system of Thanwerdas et al. (2021) and to the final forward simulation of this inversion process with associated optimized fluxes and source signatures. For each test, the model used to simulate Cl concentrations is given. Forward sensitivity tests (FWD-*) have also been run with identical optimized fluxes and source signatures based on the INV-Wang outputs. Note that INV-Wang and FWD-Wang are identical.

| Sensitivity Simulation | Inverse sensitivity test | Forward sensitivity test | Chemistry model | Field name | Modification |
|------------------------|--------------------------|--------------------------|----------------|------------|--------------|
| SimNoCl-INV-NoCl       | FWD-NoCl                | None                     | GEOS-Chem v12.09 Wang et al. (2021) | Cl-Wang | No Cl in the troposphere |
| INV-NoTropo            | FWD-NoTropo             | GEOS-Chem v12.09 Wang et al. (2021) | Cl-Wang | None |
| INV-Wang               | FWD-Wang                | GEOS-Chem v12.09 Wang et al. (2021) | Cl-Wang | None |
| SimINCA-INV-INCA       | FWD-INCA                | LMDz-INCA                | Cl-INCA | None |
| INV-Sherwen            | FWD-Sherwen             | GEOS-Chem v10 Sherwen et al. (2016b) | Cl-Sherwen | None |
| INV-Taki               | FWD-Taki                | CCSR/NIES/FRCGC AGCM v5.7b Takigawa et al. (1999) | Cl-Taki | None |

et al., 2021; Karion et al., 2010) and 35 others by the French AirCore programme (Membrive et al., 2017). The balloon-borne AirCore technique (Karion et al., 2010) allows air samples to be taken from the stratosphere (up to approximately 30 km) to the ground, upon a parachute-based descent. Figure S4 and Table S4, in the supplement, provide information about the provider, location and number of profiles collected. Reported uncertainties generally increase with altitude due to end-member mixing within the AirCore samples. They are below 2 ppb in the troposphere and can reach 10 ppb in the lower stratosphere.

We also use air samples from stratospheric balloon flights analyzed in Röckmann et al. (2011) to compare simulated vertical profiles of \( \delta^{13}C(CH_4) \) to observations. Figure S5 and Table S5, in the supplement, provide information about the time, location and number of profiles collected. The samples were retrieved at four different locations from subtropical to high latitudes, above an altitude of 10 km and up to 35 km. Uncertainties are generally below 0.2 \( \delta^\circ \).

2.5 Estimating global CH\(_4\) flux and \( \delta^{13}C(CH_4) \) source signature adjustments

Three methods are employed to quantify the influence of the Cl sink on inversions adjusting both CH\(_4\) fluxes and isotopic signatures of sources, here denoted by \( \delta^{13}C(CH_4)_{source} \). Simple descriptions of the three methods are provided here whereas comprehensive descriptions are given in the supplement (Text S1, S2 and S3).

The first approach (M1) is based on the INV-* inversions presented in Sect. 2.3 and the 3-D variational inversion system from Thanwerdas et al. (2021). Although this approach is the most robust among the three methods used here, the associated computational burden is also the largest. At present, approximately 4 months are necessary to reach a satisfactory convergence criterion with this system for a 20-year assimilation window, which is highly excessive if one must use this method every
time the influence of two Cl fields are to be compared. Here, we employ this method to show that the two other methods provide global results that are consistent with this robust approach but also to benefit from the high spatial resolution of the CCF-LMDz-SACS system and therefore perform an analysis at smaller spatial scales. Optimized CH$_4$ fluxes and source signatures are directly taken from INV- results. More information is provided in Text S1.

The second approach (M2) employs a box-model analytical inversion system assimilating both CH$_4$ and $\delta^{13}$C(CH$_4$) observations. This system has been specifically designed for the purpose of this study. The $^{12}$CH$_4$ and $^{13}$CH$_4$ mole fractions in the troposphere are simulated with this box model, converted to CH$_4$ mole fractions and $\delta^{13}$C(CH$_4$) values and compared to globally-averaged observations provided by the NOAA GML. An analytical non-linear method is then applied to find the optimal solution of the inversion problem. This method is extremely simple to use and very fast (~1 minute) but requires the input parameters of the box model (global lifetime, KIE and conversion factor between CH$_4$ mass and mole fractions) to be computed prior to the inversion. Here, these input parameters are derived from the forward simulations described in Sect. 2.3. More information is provided in Text S2.

The third approach (M3) is not an inversion in its strictest definition. It is only based on an analysis of the time-series of the bias in CH$_4$, $^{12}$CH$_4$ and $^{13}$CH$_4$ total atmospheric masses between two forward simulations (FWD-*) described in Sect. 2.3. This bias increase over time but stabilize after several decades. We derive a simple theoretical framework to predict the adjustment value that an inversion system would apply to the prior global CH$_4$ flux and the globally-averaged $\delta^{13}$C(CH$_4$)$_{\text{source}}$ in order to offset this bias. More information is provided in Text S3. This method is less robust than the other ones but does not require to perform an inversion. In Sect. 3.3 and Sect. 3.4, we show that M3 provides results that are very consistent with M1 and M2.

3 Results

3.1 Quantification of the Cl sink

The simulated chemical sink of CH$_4$ due to Cl oxidation varies depending on the prescribed Cl field. We therefore obtain different sink intensities depending on the simulation. Table 4 summarizes the intensities of these sinks, multiple estimates averaged over the simulation 1998-2018 period in both the troposphere and stratosphere. Also included in the comparison are the tropospheric Cl sinks from Hosseini et al. (2016) and Allan et al. (2007), and the stratospheric Cl sink from Patra et al. (2011). All of them are used in many CH$_4$ inversions. The Cl sink used in Patra et al. (2011), which is exclusively stratospheric, is the sum of O(1D) and Cl sinks. Contributions of O(1D) and Cl sinks to the stratospheric sink were previously estimated to be 20-40 % and 20-35 %, respectively (McCarthy et al., 2003; Rice et al., 2003). Using these estimates, the Cl sink from Patra et al. (2011) should contribute between 1.3 % and 2.6 % of the total sink. Using our own estimates of O(1D) concentrations obtained with LMDz-INCA (see Sect. 2.1), we obtain a Cl contribution of 2.6 %.

From Based on our simulations, contributions from the tropospheric Cl sink with Cl-Wang (0.6 %) and Cl-Sherwen (1.8 %) are slightly lower than those given in the associated papers (i.e., 0.8 % and 2 %, respectively). This discrepancy is likely due to a slight difference in the definition of the tropopause level or/and in the prescribed OH sink that is used to calculate the total chemical sink.
The tropospheric sink provided by Allan et al. (2007) is well above the other recent values. The tropospheric sink estimated by Hossaini et al. (2016), used in recent studies (Saunois et al., 2020; McNorton et al., 2018), is also slightly above that of inferred with Cl-Sherwen (Table 4: 1.4 times higher) but well above that of those inferred with Cl-Wang and Cl-INCA (4 and 8.5 times higher). In the troposphere, the sink induced by inferred with Cl-Taki is much larger than the other sinks (up to 28 times larger) and therefore even larger than the value suggested by Allan et al. (2007) which is already very likely to be overestimated (Gromov et al., 2018). In the stratosphere, the Cl-Taki sink is also slightly larger than the others (1.3 times that of Cl-Sherwen).

Apart from the Cl-Taki field, we selected here only the fields that provided a realistic range of concentrations when applying all the fields provide a range of tropospheric concentrations that are roughly in line with the conclusions of Gromov et al. (2018). We therefore consider only the Cl fields that give a tropospheric oxidation below 2 % as realistic. These fields happen to be the most recent and up to date estimations. In the stratosphere, all tested fields are considered realistic because they provide an oxidation between 1.1 and 1.6 %, therefore in agreement with Saunois et al. (2020) and McCarthy et al. (2003) (0.4-2.4 %). In the following analysis, results from SimTaki are presented only to illustrate why a Cl field should be rigorously analyzed (concentration, oxidation) before prescribing it in a forward or inverse simulation.

Table 4. Percentage of contribution from Cl oxidation to total chemical oxidation (Cl, O(1D) and OH) and sink intensity intensities and mean Cl concentration (conc.). Values are given for the tropospheric, stratospheric and total (tropospheric + stratospheric) Cl sinks for several fields, either used in the simulations or in other studies. * Values taken from literature. H16 : Hossaini et al. (2016); A07 : Allan et al. (2007); P11 : Patra et al. (2011)

| Field          | Troposphere | Stratosphere | Total        |
|----------------|-------------|--------------|--------------|
|                | Oxidation (%) | Sink (TgCH₄ yr⁻¹) | Conc. (molec.cm⁻³) | Oxidation (%) | Sink (TgCH₄ yr⁻¹) | Conc. (molec.cm⁻³) | Oxidation (%) | Sink (TgCH₄ yr⁻¹) |
| SimNoCH-INV-NoCl | 0           | 0            | 0            | 0            | 0               | 0               | 0            | 0               |
| SimNoTropo-INV-NoTropo | 0           | 0            | 0            | 1.1         | 6.4-5.8          | 1.5 × 10⁵        | 1.1         | 6.4-5.8          |
| SimINCA-INV-INCA | 0.3         | 3.2-3.9      | 6.1 × 10²    | 1.0         | 5.2-5.0          | 1.4 × 10⁵        | 4.2-1.3      | 6.7-6.4          |
| SimREF-INV-Wang   | 0.6         | 3.2-3.9      | 6.1 × 10²    | 1.1         | 6.4-5.8          | 1.5 × 10⁵        | 1.7         | 9.3-8.8          |
| SimSherwen-INV-Sherwen | 1.8       | 9.9-13.9    | 1.1 × 10³    | 1.2         | 6.4-6.0          | 1.6 × 10⁵        | 3.0         | 16.3-15.3        |
| H16*            | 2.6         | 12-13       | 1.3 × 10³    | N/A         | N/A              | N/A              | N/A         | N/A              |
| A07*            | 5           | 25          | N/A          | N/A         | N/A              | N/A              | N/A         | N/A              |
| SimTaki-INV-Taki | 8.5         | 47.0-46.8   | 4.7 × 10³    | 1.6         | 9.0-8.9          | 2.1 × 10⁵        | 10.1        | 56.0-55.7        |
| P11*            | N/A         | N/A         | N/A          | 1.3-2.6     | 6.8-13.7         | N/A              | N/A         | N/A              |

3.2 CH₄ surface concentrations

The impact of the Cl sink on Figure 2 shows the CH₄ mole fractions is analyzed by comparing the simulations against SimREF at MBL station locations providing and δ¹³C(CH₄) data. Since the Cl fields vary mainly as a function of latitude, surface absolute biases between the simulations and the FWD-Wang averaged over the period 2010-2018. For CH₄, globally-averaged
biases range from \(-18\) ppb to \(123\) ppb because prescribed Cl sinks are distinct. However, the spatial variations of biases around their mean value are similar for FWD-Taki, FWD-INCA and FWD-Sherwen since all the fields exhibit similar spatial patterns. For all biases, the minimum-maximum relative difference is below 5%. Some biases are low enough for us to see the influence of surface fluxes (local CH\(_4\) enhancements) on biases in Fig. 2 (blue tropical regions in FWD-INCA and FWD-NoTropo panels). This is not visible in the bias corresponding to FWD-Sherwen and FWD-Taki as the comparisons are made by averaging values over bands of latitude. Here, the bias \(b\) is defined as:

\[
b_{X,i,l} = \frac{X_{i,s} - X_{Sim\text{RE}F,s}}{X_{Sim\text{RE}F,s}}
\]

minimum-maximum difference is larger. Tropospheric Cl concentrations are generally larger in the tropics and therefore the bias between FWD-NoTropo and FWD-Wang is also larger in this latitudinal band. However, further removing the stratospheric Cl (FWD-NoCl) invert the spatial distribution of the bias, hence leading to higher values in the polar regions. Following the Brewer-Dobson circulation, stratospheric air descends into the troposphere mainly in polar regions (Butchart, 2014). The influence of stratospheric Cl on tropospheric CH\(_4\) mole fractions is therefore enhanced in these regions. To summarize, although spatial variations exist and can be slightly different from one field to another, they generally remain below 1 ppb and can be neglected.

where \(b_{X,i,l}\) is the bias for a specific quantity \(X\) (i.e., or \(\delta^{13}\text{C}(\text{CH}_4)\)), a specific simulation \(i\), and a specific band of latitude \(l\). \(X_{i,s}\) denotes the or-globally-averaged biases are larger than the recent global decline in \(\delta^{13}\text{C}(\text{CH}_4)\) values-simulated by a simulation \(i\) and at a station \(s\). The \(\overline{\cdot}\) symbol indicates the mean over all the stations whose location is inside the band of latitude \(l\).

In a box model, the temporal evolution of the observed since 2007 (Nisbet et al., 2019). Although mean values highly differ from one simulation to another, spatial variations are very similar and we find the lowest values where the sources with the most depleted isotopic source signatures are located, e.g., in boreal regions (wetlands) and in Asia (agriculture and waste). These spatial discrepancies are mainly caused by the non-linear effects associated with isotopes. In a very simple framework, we can demonstrate that the steady-state bias \(\Delta\delta_x\) between two simulations prescribing the same CH\(_4\) budget for a simulation \(i\) is described by the equation below. Source and the same source signature \(\delta_x\) is given by the formula:

\[
\frac{dB_i}{dt} = S \Delta\delta_x \approx \frac{B_i}{\tau_i} \Delta \varepsilon \cdot (1 + \delta_x)
\]

\[
(2)
\]

where \(B_i\) is the mass of in the atmosphere in \(i\), \(S\) is the source in \(i\) and \(\tau_i\) is the chemical lifetime of in the atmosphere in \(i\). Note that the same sources are prescribed for all simulations. The temporal evolution of the budget is not linear, because the sink is proportional to mole fractions, decrease/increase induces a negative feedback on the magnitude of the sink, leading to a stabilization of \(\Delta \varepsilon\) denotes the difference of prescribed fractionation between the two simulations due to differences in Cl concentrations. More information and a comprehensive demonstration are provided in Text S4. Consequently, the bias will be lower if the source is more depleted in \(^{13}\text{C}\). Figure 2 confirms that these non-linear effects have a larger influence on the spatial patterns of the bias than stratospheric air intrusions, spatial differences between Cl concentrations or even horizontal transport. In addition, the mass of after several decades if \(S\) bias between FWD-NoTropo and \(\tau_i\) are constant over time. Here, the bias
between two simulations is caused by a change in \( \tau \) because we modify the Cl field. The evolution of the bias \( b \) can therefore be described by the equation:

\[
\frac{db}{dt} = \frac{d(B_2 - B_1)}{dt} = -\frac{B_1}{\tau_1} + \frac{B_2}{\tau_2}
\]

However, in FWD-NoCl is a surface-based inversion (i.e., an inversion assimilating observations from surface stations) without sink optimization, the bias is compensated by a correction of the global surface flux \( S + \Delta S \). The inversion system therefore answers the question: “What is the good proxy for quantifying the influence of stratospheric Cl on \( \delta^{13} \text{C(CH}_4) \) at the surface. At the end of the period, STE cause a globally-averaged increase of \( \delta^{13} \text{C(CH}_4) \) at the surface of \( 0.30 \pm 0.01 \% \) (depending on the region) when the stratospheric Cl concentrations from Wang et al. (2021) are adopted. Although this value could change with another field, our range of stratospheric Cl concentrations is small and the Cl-Wang field is taken from the most comprehensive and recent study to date. Therefore, we think that this value is a good estimate of the contemporary influence of stratospheric Cl on \( \delta^{13} \text{C(CH}_4) \) at the surface. It is larger than the estimate of Wang et al. (2002) inferred between 1970 and 1992 (0.23 \% \). Both our estimates were obtained after running a model for about the same amount of years, therefore these values are comparable. In addition, Wang et al. (2002) experimented with multiple configurations. In particular, one of the runs tested an enhanced STE, resulting in a value of \( \Delta S \) that will offset the bias caused by 0.38 \%. Another test, with stratospheric Cl concentrations increased by a factor 2, provided a value of 0.32 \%. However, the latter study does not provide an estimate of the mean stratospheric Cl concentration. It is therefore difficult to know whether the discrepancy between both estimates are due to Cl stratospheric concentrations, the rate of STE or something else. Our value however lies within the full range obtained by Wang et al. (2002)

### 3.3 Global \( \text{CH}_4 \) flux adjustment

The global \( \text{CH}_4 \) flux adjustments resulting from a change in the prescribed sink \( ^2 \). The temporal evolution of the bias between a simulation-Cl sink have been derived using the three methods introduced in Sect. 2.5 (Fig. 3). The INV-Wang simulation has been chosen as a reference. Global \( \text{CH}_4 \) flux adjustments range from \(-7.0 \ Tg\text{CH}_4\cdot yr^{-1}\) (no Cl sink) to \(+46.8 \ Tg\text{CH}_4\cdot yr^{-1}\) (Cl-Taki) with M1. Small differences between M1 and the other methods exist (up to 10\%). However, the strong similarity between these results confirms that M2 and M3 can be employed to investigate the influence of the Cl sink on inversion-based adjustments for the global scale without significantly impacting the magnitude or sign of the results. This result corresponding to Cl influence may not be valid for larger changes such as those resulting from an OH sink modification. With the M1 method, more information about the spatial characteristics of the flux adjustment can be provided. About 70 \% of the adjustment is made in the reference simulation can therefore be described by the equation:

\[
\frac{db}{dt} = \Delta S - \frac{b}{\tau_{\text{ref}}}
\]

\( \tau_{\text{ref}} \) denotes the chemical lifetime in the reference simulation. We consider that \( \Delta S \) is constant over time as the inter annual variability of the Cl sink is below 0.4. In that case, tropics (30°S-30°N) and the rest in the northern mid-latitudes (30°N-60°N).
The other regions of the solution of this equation is:

\[ b(t) = \Delta S \times \tau_{ref} \times \left( 1 - e^{-\frac{t}{\tau_{ref}}} \right) \]

The value of \( \Delta S \) can be obtained by analyzing the temporal evolution of the bias and, in particular, by looking at the value of the bias when it is stabilized (steady state). Here, after 21 years of simulation, the stabilization is not reached yet (see Fig. ??, top row). Therefore, we choose to extend our results by applying a curve-fitting function to our simulated values:

\[ b_{X,i,t} = A_{X,i,t} \times B_{X,i,t} \times \left( 1 - e^{-\frac{t}{\tau_{X,i,t}}} \right) \]

\( A_{X,i,t} \) and \( B_{X,i,t} \) are two constants that the curve-fitting algorithm returns, which contribute only to a few percents of the global adjustment. This is consistent with the spatial distribution of the biases presented in Sect. 3.2. Also, changing the reference scenario does not modify this distribution.

Using this sample of results, we have also built a linear regression model in order to maximize the agreement between the simulated values and the curve-fitting function. Using this function, the results are extended until 2070 to reach a clear stabilization of simulated biases (see Fig. ??, top row).

At steady state, the bias of easily predicts the influence of changing the Cl field on the global \( \text{CH}_4 \) at the surface varies between 2.0 (flux adjustment). By performing a linear regression between the adjustment values inferred with M1 and the mean tropospheric Cl concentrations, we obtain a coefficient of determination \( R^2 \) very close to 1. It indicates that a linear relationship is a very good approximation of the relationship between the two variables. Consequently, one can affirm that each increase by 1000 for SimSherwen and 24.5 for SimNoCl (Table ??, second column). An estimation of \( \Delta S \) is given by the coefficient \( A_{X,i,t} \). It provides a result in. To convert this value into, we use a conversion factor of 2.767 (Lassey et al., 2000) and show the final estimates in Table ??, fourth column. For SimNoCl and SimSherwen, these estimations are \( \text{molec.cm}^{-3} \) in the mean tropospheric Cl concentration would require an adjustment of \( +11.7 \text{TgCH}_4 \cdot \text{yr}^{-1} \). It represents a change in about \( 2\% \) of total \( \text{CH}_4 \) atmospheric oxidation, which is very small compared to the current uncertainties in OH sink intensity and their influences on top-down estimates (Zhao et al., 2020, 2019). Furthermore, the discrepancies between the mean tropospheric Cl concentrations estimated by recent studies are generally smaller than 1000 \( \text{molec.cm}^{-3} \). Therefore, the uncertainty on \( \text{CH}_4 \) emission estimates arising from the choice of Cl sink should not be larger than 11.7 TgCH4 yr\(^{-1}\). However, inverse modellers should be extremely cautious before using Cl fields that exhibit much larger Cl concentrations than recent estimates. As shown here, it can cause the flux adjustment to reach 50 TgCH4 yr\(^{-1}\). As the inversion compensates for the sink difference induced by a change from one field (Cl-1) to another (Cl-2), the numerical value of the global flux adjustment is very close (difference of less than 0.2-less than a 10\% difference) to the tropospheric Cl sink discrepancies from Table 4. Indeed, as the stratospheric Cl sinks in SimREF, SimINCA, SimNoTropo and SimSherwen are almost identical, the biases induced by tropospheric Cl sink discrepancies will be logically compensated by a source adjustment of the same intensity as the sink discrepancy. For SimNoCl, the biases at the surface are also influenced by large stratospheric sink discrepancies. Therefore, the inferred adjustment values cannot be so simply related to the sink discrepancies. Also, latitude has a very low influence on biases and adjustment values, causing a variation of less than 5\% around the mean value (see Fig. ??).
We conclude that a source adjustment of 12.3 difference between estimated tropospheric sink intensities for Cl-1 and Cl-2 (see Table 4). The stratospheric sink appears to have also a small influence on the results. For instance, between INV-NoCl and INV-NoTropo, there is a global flux adjustment of 3.8 TgCH₄ yr⁻¹ would be necessary between a surface-based inversion without Cl sink, such as the inversions carried out with LMDz SACS up to now, and a surface-based inversion adopting the Cl-Sherwen field. Saunois et al. (2020) obtained an uncertainty on the total, resulting only from the difference in stratospheric Cl sink. It is significantly smaller than the stratospheric sink itself because a fraction of CH₄ fluxes of about 40% does not return to the troposphere from the stratosphere. In addition, stratospheric influence is not always the only cause of discrepancies. For instance, the global flux adjustment obtained with INV-Taki is 48.8 ± 5.8 TgCH₄ yr⁻¹ (maximum–minimum difference) across the different top-down inversions reported. The difference in the Cl configuration between the multiple inversions of Saunois et al. (2020) may have contributed to the uncertainty they estimated. Although the adjustment value we obtain here thus remains lower than the uncertainty generated by the different configurations used in Saunois et al. (2020), it is not negligible as we make the point that this source adjustment could be much larger if an unrealistic Cl field was used. For example, prescribing the and the difference between the estimated total (tropospheric and stratospheric) sinks is 47.0 ± 0.8 TgCH₄ yr⁻¹.

Therefore, differences between the estimated sinks cannot explain alone the global flux adjustment. It is very likely that if the spatial distributions of two tropospheric Cl sinks are different, it can cause such discrepancies. Cl-Taki field instead of the Cl-Wang field would result in an adjustment value of 48.1. If a single Cl configuration for all inversions could be agreed upon, this would likely lead to a reduction of the uncertainty on emission fluxes infers a larger proportion of its total sink in the tropics compared to Cl-Wang. Therefore, the inversion system must increase even more the CH₄ flux in this region to compensate for these spatial distribution discrepancies. This effect remains nevertheless extremely small. For the other simulations, it is very difficult to separate the influence of the stratospheric sink from the influence of discrepancies arising from spatial distribution.

As the stratospheric Cl concentrations estimated by the models presented here suffer much less uncertainties than the tropospheric Cl concentrations, we did not investigate the influence of the variations in stratospheric Cl. However, note that M2 and M3 have difficulties reproducing the M1 value when we remove entirely the Cl sink (NoCl bars in Fig. 3). It confirms that the stratospheric influence of Cl cannot be well captured by a box model framework.

Global adjustment values of source and isotopic signatures inferred from and biases at the surface. Second column is the global bias at the surface and at steady state. Third column is the global bias at the surface and at steady state. Fourth column is the global source adjustment value estimated using the methods described in Sect. ???. Fifth column is the source adjustment value estimated using the methods described in Sect. ???. Latitudinal dependency is reported as a minimum-maximum range. Flux Signature: ( ) ( ) ( ) SimNoCl 24.5 24.4 / 24.8 0.66 0.70 / 0.63 5.7 5.7 / 5.70 6.6 6.6 / 0.70 SimNoTropo 10.0 10.0 / 10.0 0.30 0.31 / 0.28 3.2 3.2 / 3.20 3.0 0.28 / 0.34 SimINCA 8.6 8.6 / 8.8 0.25 / 0.26 0.24 1.9 2.0 / 1.90 2.5 0.24 / 0.26 SimSherwen 20.0 21.2 / 20.50 0.59 / 0.62 6.6 6.6 / 6.8 0.60 / 0.62 / 0.59 SimTaki 140.1 142.2 / 138.24 13.4 1.41 / 4.2448.1 146.9 / 149.2 4.13 / 4.24 / 4.01

3.4 Global δ¹³C(CH₄) signal at the surface

source: source signature adjustment
In contrast with the biases, the biases between the simulations are much larger than recent observed downward shifts (≈ 0.2‰). Our methods are also designed to derive the global $\delta^{13}$C(CH$_4$)$_{source}$ source signature adjustment resulting from a change in prescribed Cl field. Figure 3 provides a comparison of the results with the three different methods. Global $\delta^{13}$C(CH$_4$)$_{source}$ adjustments range from $−4.1$ % since 2007. We use the same curve fitting method as before to propagate the time series until 2070 in order to reach a steady state (see Fig. ??., bottom row).

SimNoTropo, SimINCA, SimREF and SimSherwen have very similar stratospheric Cl sinks (Table 4). Therefore, biases for SimNoCl, SimNoTropo, and SimSherwen are mostly generated by discrepancies in tropospheric Cl sink intensity. We can estimate that each percent increase in how much is oxidized by Cl leads to an additional 0.53 (Cl-Taki) to $+0.6$ ‰ increase in δ, therefore larger than the global downward shift observed since 2007. After 14 years of simulation, we obtain a value of 0.46—(no Cl sink) with M1. M2 and M3 results are highly consistent with M1 results, showing that simpler methods can also capture the $\delta^{13}$C(CH$_4$)$_{source}$ adjustment. A linear regression model has also been built to quantify the relationship between the $\delta^{13}$C(CH$_4$)$_{source}$ adjustment and the mean tropospheric Cl concentration. We obtain a coefficient of determination $R^2$ very close to the value of $0.51$ and estimate that a $\delta^{13}$C(CH$_4$)$_{source}$ adjustment of $−1.0$ ‰ inferred by Strode et al. (2020) after the same number of years.

Stratospheric Cl also influences at the surface through STE. We estimate this influence using the bias between SimNoCl and SimNoTropo. Intrusions of stratospheric air are therefore responsible of an enrichment at the surface stations of $0.30 \pm 0.04$ would result from each increase by 1000 (depending on the latitude) after 21 years of simulation, larger than the value of Wang et al. (2002) inferred between 1970 and 1992 (0.23 molec.cm$^{-3}$) in the mean tropospheric Cl concentration to compensate for the enhanced atmospheric isotopic fractionation. Based on the Cl fields analyzed here, the globally-averaged $\delta^{13}$C(CH$_4$)$_{source}$ should very likely lie in the range of $[−56.7, −51.9]$ ‰.

To reduce these biases to zero, an inversion system would adjust the globally-averaged isotopic signature of the sources denoted by $source$. This adjustment factor would be roughly equal to the opposite of the bias at steady-state (see demonstration in the supplementary Text S2). It would therefore oscillate between. If one excludes outliers such as Cl-Taki or no Cl at all, we deduce a likely range of $[−0.605, 0.22]$ ‰ (SimSherwen) and $0.66$ for the period 1998-2018. This range does not account for other uncertainties, e.g., uncertainties in the numerical value of the KIE associated with the OH sink.

We find a difference of $0.30$ ‰ (SimNoCl) around the mean isotopic signature of the between global $\delta^{13}$C(CH$_4$)$_{source}$ inferred with INV-NoCl and INV-NoTropo. This confirms the influence of stratospheric Cl on $\delta^{13}$C(CH$_4$) at the surface first estimated in Sect. 3.2. This effect must be rigorously accounted for when using one-box modelling to estimate global CH$_4$ source prescribed in SimREF. We would therefore obtain, after the inversion process, a mean global signature between $−53.20$ (SimSherwen) and $−51.94$ (SimNoCl).

The system would modify emissions and dealing with isotopic constraints because it is comparable to the recent global decline in $\delta^{13}$C(CH$_4$) observed since 2007 (Nisbet et al., 2019). These results highlight that preferring a Cl field over another can highly influence the posterior globally-averaged $\delta^{13}$C(CH$_4$)$_{source}$ by changing of an inversion performed with isotopic constraints. As the globally-averaged $\delta^{13}$C(CH$_4$)$_{source}$ mainly depends on the source mixture and/or the isotopic signatures of the multiple emission categories, with a weight depending on uncertainties associated to both. For instance, an adjustment
of 0.60 could be made by increasing the wetlands share from 32 %, contributions from emission categories to 43 %, or by shifting the mean isotopic signature of wetlands from 56 to 58.5 ‰, more in agreement with recent estimates (Ganesan et al., 2018; Sherwood et al., 2017) than our inverted value (see Table ??). However, the system would likely change not only wetlands but all emission categories, possibly limiting an unlikely large change in wetlands emissions only. Nevertheless, the configuration used to represent the Cl sink could largely influence the result of an inversion assimilating both and total emissions can be highly affected by a modification of the prescribed Cl field. In our inversions, WET, BB, FFG and AGW emissions contribute between [32.5, 33.3] ‰, [4.9, 5.2] ‰ [21.0, 21.5] ‰ and [37.3, 37.6] ‰, respectively. For wetlands, such a variation roughly corresponds to a 15 TgCH\textsubscript{4} yr\textsuperscript{-1} change, resulting only from uncertainties in Cl concentrations. Furthermore, our inversions optimize the source signatures prescribed for each category and account for a relatively large uncertainty in prior estimates. Consequently, it releases part of the constraint that could be applied on the source mixture in an inversion not optimizing source signatures. Our results are therefore a lower-bound estimate of the influence of the Cl sink on top-down estimates with isotopic constraints. It emphasizes how careful one must be when selecting a prescribed Cl field for running such inversions.

Seasonal cycles of and biases between the surface values simulated by the various simulations (see Sect. ??) and those simulated by SimREF. The biases are averaged over four bands of latitude.

### 3.5 CH\textsubscript{4} and δ\textsuperscript{13}C(CH\textsubscript{4}) seasonal cycles

To investigate the seasonal cycle, the simulations are compared against SimREF by averaging values over latitudinal bands. The peak-to-peak amplitude of the CH\textsubscript{4} seasonal cycle simulated by FWD-Wang at the surface typically ranges between 5 and 120 ppb, depending on the region (see Fig. ??) as in Sect. ?? and ??.

With the realistic Cl fields tested here, the influence on the seasonal cycle is negligible regardless of the latitudinal band analyzed. The variation in the seasonal cycle amplitude due to Cl is about 0.4 ppb whereas the seasonal cycle amplitude is about 20 in the Southern Hemisphere and 30 S6, in the supplement). It is larger where wetlands and biomass burning emissions are located because both sources exhibit a very strong seasonal dependence. Apart from using the Cl-Taki, changing the prescribed Cl field does not modify the amplitude and the spatial variability of the CH\textsubscript{4} seasonal cycle. Compared to FWD-Wang, the variation is below 3 ‰ in both hemispheres for FWD-Sherwen, FWD-INCA, FWD-NoTropo and FWD-NoCl. However, it can reach 10 ‰ in the Northern Hemisphere. The variation therefore accounts for 1–2 ‰ of when applying Cl-Taki instead of Cl-Wang.

As for δ\textsuperscript{13}C(CH\textsubscript{4}), the seasonal cycle amplitude

The impact is more important for the simulated by FWD-Wang typically ranges between 0.05 and 0.65 ‰. Again, changing the prescribed Cl field has more influence on δ\textsuperscript{13}C(CH\textsubscript{4}) seasonal cycle and is dependent on latitude. In than on CH\textsubscript{4}. For instance, in the Southern Hemisphere, the variation in amplitude between SimREF and SimSherwen when switching from Cl-Wang to Cl-Sherwen is about 0.02 ‰, which represents 20 ‰ of the total seasonal cycle amplitude. In the Northern Hemisphere, the variation can exceed 0.03 ‰, which represents but it represents only 10 ‰ of the seasonal cycle amplitude.
SimTaki (not shown on Fig. ?? for clarity reason) causes a much larger variation in seasonal cycle for both and . For , variations reach 5Adopting the Cl-Taki field drastically increases this variation in the amplitude of the seasonal cycle: variations can go up to 99 % in the Southern Hemisphere and 4058 % in the Northern Hemisphere. As with large spatial disparities. Also, differences of amplitudes for δ13C(CH4) variations go up to 99 between INV-NoTropo and INV-NoCl reach 10 % in the Southern Hemisphere and 58 % in the Northern Hemisphere tropics and are negligible in other regions. It indicates that STE tends to slightly increase the seasonal cycle around the equator when stratospheric Cl is included.

The influence of Cl on the simulated δ13C(CH4) seasonal cycle must be considered as it will impact impacts the results of an inversion with data assimilation isotopic constraints. A misrepresentation of the seasonal cycle forces the system to adjust the intensity of sources that actively participate in exert a large influence on the seasonal cycle, such as wetlands or biomass burning emissions. This influence is negligible for and noticeable for when keeping realistic Cl concentrations but becomes very large when using other Cl fields, such as the Cl-Taki field. Using the M1 method presented above, one can analyze the influence of prescribed Cl sink on optimized emissions for all categories. Apart from INV-Taki, the variation of peak-to-peak amplitude of the seasonal cycle for global emissions and for each category is small between INV-Wang and all the other inverse configurations. It is below 5 % for WET, AGW, NAT and FFG but can reach 10 % for BB. On the contrary, INV-Taki infers much larger amplitude changes. BB, WET, AGW, NAT and FFG seasonal cycle amplitudes are increased by 3.1, 2.0, 0.1, 0.1 and 0.2 TgCH4 yr−1 (134, 14, 9, 1 and 21 %), respectively.

3.6 CH4 vertical profiles

Vertical–At present, vertical profile measurements of CH4 are too scarce to be considered as a stand-alone constraint in inversion systems, and so are rather used as evaluation data. Nevertheless, as their accuracy, spatial coverage and number increase, their assimilation will become increasingly relevant. It is, however, necessary to increase the model-observation agreement, especially in the stratosphere, before considering their assimilation. We analyze here the influence of the Cl configuration on these distribution on the simulated profiles. We also compare the simulated vertical profiles to observations to investigate whether modifying the Cl configuration distribution can help to reduce the model-observation discrepancies.

Simulated vertical profiles are sampled at the same locations and time as the observations available. The bias $b_{X,p,d_1,d_2}$ between two vertical profiles $d_1$ and $d_2$ (simulated or observed) times as the available observations. Simulations with optimized fluxes (INV-*) are used to reduce the influence of a potential tropospheric bias resulting from a poor estimation of the CH4 fluxes and to analyze to what extent a station-based inversion can help to reduce both the tropospheric and stratospheric biases.

The bias $b_p$ between observed (obs) and simulated (sim) values for a specific profile $p$, a specific quantity $X$ (i.e., and for $X = CH_4$) and is given by:

$$b_p = X_{p,\text{sim}} - X_{p,\text{obs}}$$ (3)
We define the mean bias $\overline{b_{X,p}}$ for a specific layer $\gamma$ (troposphere, stratosphere or total) is given by:

$$
\overline{b_{X,y,p,d_1,d_2}} = \frac{X_{d_1,p} - X_{d_2,p}}{N}
$$

The $\overline{\cdot}$ symbol indicates the mean column) and a specific region of interest $r$ as the root-mean square difference (RMSD) over all the vertical levels in the layer $\gamma$. We also define the mean bias as the bias averaged over all available vertical profiles:

$$
\overline{b_{X,y,d_1,d_2}} = \frac{\overline{b_{X,y,p,d_1,d_2}}}{p}
$$

values of the bias in this layer and in this region.

Table 5. Mean bias relative to SimREF for RMSD between simulated and observed CH$_4$ vertical profiles in the troposphere and stratosphere as well as in for different regions of the Northern and Southern Hemispherworld.

| Simulation           | Troposphere | Stratosphere |
|----------------------|-------------|--------------|
|                      | Northern high-latitudes | Mid-latitudes USA | Mid-latitudes Europe | Southern Hemisphere | Northern high-latitudes | Mid-latitudes USA | Mid-latitudes Europe | Southern Hemisphere |
| SimNoCl INV-Wang     | 3.0         | 15.6         | 21.9         | 16.7         | 106.8       | 81.4          | 93.0         | 67.4          |
| INV-Taki             | 2.3         | 16.0         | 19.3         | 19.1-15.1    | 50.8-111.7  | 86.2          | 71.6         |
| SimNoTropo INV-Sherwen | 10.9-2.9   | 10.8-14.6    | 15.2-22.4    | 12.9-15.4    | 109.8       | 81.6          | 93.2         | 69.0          |
| SimINCA INV-INCA     | 6.8-3.3     | 6.7-16.2     | 11.8-21.7    | 9.2-17.6     | 108.6       | 86.2          | 98.2         | 66.9          |
| SimSherwen INV-NoTropo| -18.7-3.5  | -18.2-16.3   | -18.4-21.7   | -17.9-17.4   | 106.6       | 81.1          | 92.5         | 67.2          |
| SimTaki INV-NoCl     | -129.7-4.4  | -125.0-17.0  | -118.5-21.8  | -121.4-18.4  | 115.5       | 103.6         | 118.6        | 67.5          |

The mean bias relative to SimREF is given for all simulations and observations in Table??.. A change in the CI field (and keeping it realistic) induces a maximum mean bias of 51 in the stratosphere (SimNoCl). For all simulations besides SimNoCl, the bias is roughly constant over the entire column (see Fig. ??), because the Cl concentrations in the stratosphere are very similar. Also, a change in the tropospheric Cl sink influences tropospheric and stratospheric values to the same magnitude. For SimNoCl, the bias is constant in the troposphere but starts increasing above 15 km at 7.5 in the Northern Hemisphere and 7 in the Southern Hemisphere. At 25 km, the bias therefore reaches 130 ppb in the Northern Hemisphere for this simulation.

Table 5 shows the mean bias for four regions of the world where vertical profiles have been observed: northern high-latitudes in Europe, mid-latitudes in Europe, mid-latitudes in the USA and Southern Hemisphere (Oceania). After inversion adjustments, tropospheric CH$_4$ is well captured by the model. Biases are particularly low in the northern high-latitudes, albeit the number of profiles (4) is much lower in this region and additional data should be used to confirm this result. In the other regions, values are larger mainly because models have difficulties reproducing observed values very close to the surface. It is likely due to a problem of representation of transport in the boundary layer in LMDz-SACS and/or a problem of spatial representativity of sources that can be resolved only by increasing spatial resolution. Simulated profiles are generally slightly overestimated in Europe and underestimated in the USA in the troposphere, albeit by less than 10 ppb. Overall, the prescribed Cl field has very
little impact on the tropospheric mean biases. Discrepancies between Cl fields for a given region are too small to validate one Cl field over another.

Model observation discrepancies reach 250 (around 20 and 25 km) in both Hemispheres. Root Mean Square Error (RMSE) Mean biases are much larger in the stratosphere is 102 ± 21 in the Northern Hemisphere and 84 ± 15 in the Southern Hemisphere for SimREF. For all simulations, inflections of mole fractions observed at 15 and 20 km, ranging from about 67 ppb in the southern high-latitudes to 115 ppb in the northern high-latitudes. Outside the northern high-latitudes, simulated values are generally larger than observed values for all simulations and all regions, showing that the model tends to overestimate CH₄ mole fractions, even with optimized fluxes. Influences of the Cl sink are larger in the stratosphere for the four regions. INV-NoCl has more difficulties reproducing the simulated mole fractions above the tropopause, mainly in the Northern Hemisphere. CH₄ mole fractions in the stratosphere could be also caused by an underestimation of the stratospheric OH or O(^1D) concentrations or a weak transport between troposphere and stratosphere, preventing the tropospheric CH₄ to reach higher altitudes. Such a misrepresentation can also result in an overestimation of the column-weighted average mixing ratio (XCH₄) simulated by LMDz-SACs (Ostler et al., 2016). An analysis of XCH₄ is however beyond the scope of this study. Overall, modifying the prescribed Cl field does not correct these errors. Cl field has a very limited impact on simulated CH₄ vertical profiles as long as its stratospheric concentrations remain in the range analyzed here.

3.7 δ¹³C(CH₄) vertical profiles

Although modifying the prescribed Cl field can induce local differences in stratospheric mole fractions of the same order of magnitude as the model errors, none of Figure 5 displays the comparison between observed vertical profiles of δ¹³C(CH₄) from Röckmann et al. (2011) and those simulated by the INV-* runs. As most of the tested Cl sink really improves our model observation agreement, observed profiles were retrieved before the beginning of our simulations, we selected the year 2005 for the comparison. Although our inversions did optimize initial conditions, constraints from surface stations do not carry enough information to efficiently optimize stratospheric δ¹³C(CH₄). Therefore, a stabilization period in response to the prescribed Cl sink is necessary. However, in the stratosphere, as the inflections of mole fractions are not properly represented, Patra et al. (2011) already mentioned that strong vertical gradients of around the tropopause may be caused by a too slow Brewer-Dobson circulation so these discrepancies are possibly due to transport errors rather than errors in removal rates. Further investigating the discrepancy in the stratosphere is however beyond the scope of this study. This stabilization is somehow very fast (about 2-3 years) and the year selected for comparison has a negligible influence on the analysis. Selecting 1998 or 1999 slightly influences the comparison but does not affect the conclusions.

Ostler et al. (2016) showed that model errors in simulating stratospheric CH₄ contribute to model biases when compared to observed column-averaged CH₄ dry air mole fractions (XCH₄) from the Total Carbon Column Observing Network (TCCON).
XCH₄ obtained by remote sensing techniques are now massively assimilated in inversions because satellite observations offer a much larger spatial coverage than in situ measurements. Rigorously estimating the influence of Cl concentrations on a satellite-based inversion would require more than an one-box model approximation. We therefore include only a simple analysis using data from the GOSAT satellite in the supplementary Text S3. Apart from INV-NoCl, our simulations capture well the observed profiles. Vertical profiles of δ¹³C(CH₄) that are simulated without any Cl sink are the most inconsistent with available observations. RMSDs of INV-NoCl over KIR, ASA, and GAP are respectively 1.5, 2.2, and 2.5 times higher than the mean RMSD over the other simulations and over the same locations. Furthermore, the differences between Cl-INCA, Cl-Sherwen, Cl-Wang have little influence on the vertical profiles of δ¹³C(CH₄) due to the fact that the stratospheric Cl concentrations are relatively close (1.4-1.6 × 10⁵ molec.cm⁻³). Vertical profiles are well captured up to 30-35 km for ASA, HYD, and GAP, confirming that the prescribed Cl concentrations in the lower stratosphere are realistic (average RMSDs of 1.0, 0.5, and 1.5 ‰). Cl-Taki stratospheric concentrations are slightly larger than the others and, therefore, simulated δ¹³C(CH₄) is higher above 30-35 km for all regions.

Above KIR, in the polar regions, the simulated values are less consistent with observations (mean RMSD of 4.2 ‰). Several explanations can be given. First, Cl concentrations may be underestimated in the lower stratosphere and in the polar regions. Secondly, the transport between the lower and upper stratosphere may not be correctly represented in the LMDz model, leading to a poor mixing between layers above the tropopause with ¹³C-enriched CH₄ and more depleted layers below the tropopause. However, there is a high variability in the 7 profiles analyzed above KIR (light gray band), and the simulated values are within the uncertainty of these observations. Overall, available observations are limited to approximately 30 km and the influence of the prescribed Cl sink on the simulations is much clearer above this altitude. It is therefore difficult to prefer one Cl field over another without observing at higher altitudes.

4 Conclusions

In this study, we tested multiple Cl fields suggested by recent studies a large range Cl concentration fields in order to investigate the influence of the Cl configuration distribution on CH₄ and δ¹³C(CH₄), and to estimate its potential impact on the estimation of CH₄ sources and isotopic signatures with top-down approaches.

We tested a realistic range of Cl concentrations, i.e., resulting in Cl tropospheric and stratospheric oxidations that are in agreement with recently published studies. We also included a Cl field suggested by the GCP-2018 protocol to be prescribed in inverse simulations in order to investigate its influence on and values in comparison with more realistic and recent Cl fields. The realistic Cl fields tested here are responsible for between 0.3 % and 4.88,5 % of the total CH₄ sink in the troposphere and between 1.0 % and 1.21,6 % in the stratosphere.

At the surface, the change in the Cl field and thus in the associated sink results in a bias in The differences in prescribed Cl concentrations lead to biases in simulated CH₄ mole fractions that reaches a maximum value of 44.5 at steady state. An and δ¹³C(CH₄) isotopic composition that increase over time but stabilize after several decades.
We develop three methods to predict how an inversion system would adjust the surface fluxes by a value of 12.3 global emissions and source signatures in order to compensate for these biases. This adjustment of CH\textsubscript{4} and δ\textsuperscript{13}C(CH\textsubscript{4}) biases. The most robust method (M1) provides flux adjustments ranging from \(-7.0\) (no Cl sink) to \(+46.8\) TgCH\textsubscript{4}.yr\textsuperscript{-1} (Cl-Taki). The two other methods yield similar ranges. We show that these adjustment values linearly depend on tropospheric Cl concentrations and that each increase by \(1000\) molec.cm\textsuperscript{-3} in the mean tropospheric Cl concentration would require an adjustment of \(+11.7\) TgCH\textsubscript{4}.yr\textsuperscript{-1}. However, most of the fields tested here lead to an adjustment below 10 TgCH\textsubscript{4}.yr\textsuperscript{-1}. It therefore remains small in comparison to the uncertainties inferred by Saunois et al. (2020). However, the use of perhaps more unrealistic Cl fields (as suggested by recent literature) can generate much larger biases. 

Values at the surface are also shifted by a change in the prescribed Cl field. In particular, we find an increase in the global mean at the surface of 0.53. The same method is applied to quantify the globally-averaged δ\textsuperscript{13}C(CH\textsubscript{4}) source adjustment. We also find a good linear relationship between the adjustment and the mean tropospheric Cl concentration. A source signature adjustment of \(-1.0\) % at the surface for each additional percent of contribution from the tropospheric Cl sink to the total sink. In an inversion, this additional percent of contribution would reduce the inferred would therefore result from an increase of 1000 molec.cm\textsuperscript{-3} in the mean tropospheric Cl concentration to compensate for the enhanced atmospheric isotopic fractionation. After discarding the Cl-Taki field and the possibility of neglecting the Cl sink, we estimate that the globally-averaged isotopic signature of 0.53 source signature ranges from \(-53.1\) to \(-52.2\) %. This range represents the uncertainty in globally-averaged source signature resulting from uncertainties in tropospheric Cl concentrations. However, it does not account for other uncertainties, e.g., those related to the KIE of the OH sink. Also, we find that intrusions of stratospheric air are responsible for an enrichment of δ\textsuperscript{13}C(CH\textsubscript{4}) by 0.30 % at the surface between 1998 and 2018. Neglecting the influence of stratospheric Cl on in comparison with an atmosphere without stratospheric Cl. We also show here that the choice of the Cl field has a very strong influence on the source mixture obtained with an inversion assimilating δ\textsuperscript{13}C(CH\textsubscript{4}) surface values could therefore increase the global mean isotopic signature estimated by an inversion by 0.30 observations. 

Seasonal cycles are only slightly influenced by a modification of the Cl sink (1-2 % change in the seasonal cycle amplitude). 

Changing the Cl field-field within the tested range only slightly influences CH\textsubscript{4} seasonal cycles. It can nevertheless modify the amplitudes of δ\textsuperscript{13}C(CH\textsubscript{4}) seasonal cycle by up to 10-20 % for most of the tested fields, depending on the latitude. To compensate for this change in seasonal cycles, an inversion system might reduce or amplify the seasonal cycles of each emission categories, in particular those which have a large impact on the δ\textsuperscript{13}C(CH\textsubscript{4}) seasonal cycle, namely wetlands and biomass burning. 

We also investigate the influence of Cl concentrations on the modeling of CH\textsubscript{4} and δ\textsuperscript{13}C(CH\textsubscript{4}) vertical profiles. We find that stratospheric model observation-Observed profiles are well captured by the model, although simulated CH\textsubscript{4} mole fractions are generally larger than observed values above the tropopause. We conclude that these discrepancies in LMDz-SACS are unlikely to be caused by a misrepresentation of the Cl sink, although a change in Cl concentrations can shift mole fractions at 25 km by up to 130. Also, a change in the tropospheric Cl sink influences tropospheric and stratospheric mole fractions to the same magnitude.
It is difficult to conclude which Cl field provides the most realistic representation of the Cl sink among those tested here. Recent developments and efforts have nevertheless narrowed the range of uncertainties regarding the Cl concentrations (less than $1.1 \times 10^3$ molec.cm$^{-3}$ in the troposphere and $1.4\text{-}1.6 \times 10^5$ molec.cm$^{-3}$ in the stratosphere). Our study shows that the impact of a change in Cl field on top-down CH$_4$ flux estimates should be small compared to current uncertainties in Saunois et al. (2020) if this change is made within a realistic the range of Cl concentrations both in the troposphere and the stratosphere recently estimated. A Cl configuration distribution for all inversions agreed upon in multi-model studies such as Saunois et al. (2020) should however reduce the spread in estimated CH$_4$ emission fluxes. We show that the choice of the Cl field is however critical (both in the troposphere and the stratosphere) for the global estimates of an inversion assimilating observations and can lead to radically different source mixtures and/or source signatures suggest to adopt recent estimates, especially that of Wang et al. (2021) which results from the most comprehensive study to date.
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and biases averaged over bands of latitude. Solid lines are the monthly simulated values and dashed lines are the extended values following the methods from Sect. ??.

**Figure 2.** Surface absolute bias between FWD-* and FWD-Wang simulations averaged over 2010-2018. Temporal average is performed before substraction. First column displays the biases between CH₄ mole fractions. Second column shows the biases between δ¹³C(CH₄) values. Note that the scales are different for each panel.
Figure 3. Global CH$_4$ flux and $\delta^{13}$C(CH$_4$)$_{source}$ source signature adjustment due to a change in the prescribed Cl field. Left panels show the adjustments for global CH$_4$ flux (upper panel) and $\delta^{13}$C(CH$_4$)$_{source}$ source signature (lower panel), with multiple methods (M1, M2 and M3) presented in Sect. 2.5 and supplementary Text S1, S2 and S3. Simulations with Cl-Wang are taken as a reference. For M1 and M2, the error bars correspond to the inter-annual variations (one standard deviation) of adjustments. Right panels display the linear model derived from the relationship between the adjustments (estimated with M1) and the mean tropospheric concentration of the prescribed Cl fields. For the linear regression only, simulations without the Cl sink (NoCl) are taken as a reference to calculate the adjustments.
Figure 4. Observed and simulated CH$_4$ vertical profiles for four regions. All available vertical profiles in each region have been averaged. Shaded areas indicate the standard deviations of this average. Blue line and its associated shaded area show the mean altitude of the tropopause and its standard deviation over the vertical profiles in the region.
Figure 5. Observed and simulated $\delta^{13}$C(CH$_4$) vertical profiles for the Northern Hemisphere (left panel) and Southern Hemisphere (right panel) four locations. All available vertical profiles in each region have been averaged. Shaded areas indicate the standard deviations of this average. Note that measurement uncertainties (around 0.2 ‰) are much lower than the x-axis range. KIR: Kiruna, Sweden (67.9°N, 21.1°E); ASA: Aire sur l’Adour, France (43.7°N, 0.30°E); HYD: Hyderabad, India (17.5°N, 78.60°E); GAP: Gap, France (44.44°N, 6.14°E).