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Abstract—This paper proposes a novel adaptive sample space-based Viterbi algorithm for target localization in an online manner. The method relies on discretizing the target’s motion space into cells representing a finite number of hidden states. Then, the most probable trajectory of the tracked target is computed via dynamic programming in a Hidden Markov Model (HMM) framework. The proposed method uses a Bayesian estimation framework which is neither limited to Gaussian noise models nor requires a linearized target motion model or sensor measurement models. However, an HMM-based approach to localization can suffer from poor computational complexity in scenarios where the number of hidden states increases due to high-resolution modeling or target localization in a large space. To improve this poor computational complexity, this paper proposes a belief propagation in the most probable belief space with a low to high-resolution sequentially, reducing the required resources significantly. The proposed method is inspired by the $k$-d Tree algorithm (e.g., quadtree) commonly used in the computer vision field. Experimental tests using an ultra-wideband (UWB) sensor network demonstrate our results.

Index Terms—Hidden Markov Model (HMM), localization, Viterbi algorithm, Maximum a posterior (MAP).

I. INTRODUCTION

Localization has a pivotal role in the successful execution of fundamental tasks such as planning and control of autonomous mobile agents. Despite advances in various localization algorithms and sensor technologies, indoor localization still remains a challenging task. Indoors, Global Positioning System (GPS) due to weak signal strength fails to provide reliable localization. In recent years, wireless signal-assisted localization techniques, e.g., using Wi-Fi signal \cite{1, 2}, Bluetooth \cite{3, 4}, and ultra-wideband (UWB) \cite{5-7}, have emerged as effective indoor localization solutions. These techniques typically use pre-installed devices (beacons) with known locations. They rely on time-of-arrival (TOA) and received signal strength (RSS) measurements to obtain a relative distance of the mobile agent from the pre-installed beacons and use this relative range measurement and the known location of the beacons to localize the mobile agent. Among these wireless technologies, UWB, due to its high time resolution, large signal bandwidth, and capability to operate under none-line-of-sight (NLoS) conditions, has received a lot of attention. UWB transceivers are now being also embedded on smartphones \cite{8}.
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Fig. 1 – UWB-based target localization problem definition: the trajectory of an uncertain mobile agent, equipped with a UWB tag (e.g., smartphone), is estimated in UWB sensor networks.

and are readily available for localization purposes. In general, however, the presence of unwanted reflections and obstacles causes signal perturbation and errors in estimation results. In this paper, we consider the problem of UWB-based mobile agent localization, and to improve the resolution and accuracy of the localization we propose a Hidden Markov Model (HMM) based framework to track moving targets by decoding motion trajectory, see Fig. 1. The main contribution of this paper is addressing the memory and computation cost of an HMM-based localization via adaptive belief propagation.

Recent literature has shown HMM frameworks can provide effective and promising solutions to localization, tracking, and search problems \cite{9-15}. In the HMM-based approaches, the discretized position (i.e., discrete state-space) is defined as a hidden state and is estimated using observation data (i.e., sensor measurements). Here, probabilities can be expressed explicitly based on discrete sample space, thus performing Bayesian inference efficiently without Gaussian assumption and linearization. The author in \cite{9} proposes a grid-based Bayesian method to jointly track the sequence of the positions of the target and channel condition identification in UWB sensor networks. In \cite{10, 11}, the HMM is used to tackle data fusion of inertial sensor information and Wi-Fi signals which cannot be handled properly under Gaussian assumption. Furthermore, when system and/or sensor models cannot be defined properly, in other words, for highly uncertain systems, the HMM can offer a pragmatic solution. HMM has also been used in \cite{12} to deal with highly uncertain target motions and
fusion with uncertain sensor models on the road network-based target tracking. The effectiveness of HMM framework to incorporate geometric information such as barriers or boundaries into the localization problem has been demonstrated in [14].

Despite the great promise of discrete-state HMM-based approaches for mobile agent localization, the high computational complexity stays a major challenge in the way of adoption of such approaches for real-time localization. To be precise, the computational complexity is quadratic in the number of hidden states, which limits the application to problems with fine-grid discretization or high-performance computing systems. Moreover, high memory size is required to implement the Viterbi algorithm, a main component of the HMM approaches. The Viterbi algorithm needs to store the sequence of positions at every time step. Therefore, the number of hidden states (sample space) is important to implement its algorithm in an efficient and online manner. To tackle these difficulties, [13], [16]–[18] represented their environments with a few discretized areas. The author in [18] classified the floor area into three categories such as rooms, corridors, and entrance/exits. [13] used a grid map representation with a few overlaid graphs. In [19]–[21], continuous-state-based Viterbi algorithm as an alternative approach is proposed instead of discrete-state. However, computational issues still remain in [19], [20]. Although [21] proposed a sampling-based method to reduce computational complexity which is linear in the number of samples, there are Gaussian assumptions for sampling and decoding the sequence of positions.

In this paper, we present an efficient method for reducing the computational cost of the discrete state HMM-based localization. Inspired by the k-d Tree algorithm (e.g., quadtree) [22] that is commonly used in the computer vision field, we propose a belief propagation in the most probable belief space with a low to high-resolution sequentially, thus reducing the required resources significantly. Our method has three advantages for localization: (a) since finite grid sample space represents the discrete distribution, there are no Gaussian assumptions and linearization; (b) it can handle the whole area of interest, not specific or small map representations; (c) The required resources to enable an HMM modeling are reduced significantly via our proposed adaptive scheme. We demonstrate our results via a set of experiments to localize the trajectory of a human agent which is equipped with only a UWB transceiver.

The remainder of this paper is organized as follows: Section II presents the problem definition. Section III describes the HMM framework, HMM-based trajectory estimation, and adaptive sample space-based Viterbi algorithm. Lastly, a UWB-based localization application is described. Section IV reports the experimental results. Finally, in Section V, the conclusions and future works are drawn.

II. PROBLEM DEFINITION

Consider a localization problem in which a mobile agent (hereafter referred to as target) equipped with a UWB transceiver (e.g., a pedestrian with a smartphone) moves in an environment with a UWB sensor network with \( K \geq 3 \) anchors located at \( P_k \in \mathbb{R}^2 \), \( k \in \{1, \ldots, K\} \), as depicted in Fig. 1. The anchors are either previously installed nodes or mobile nodes which transmit their position information. Let us denote the position of the target at time \( t \) as \( \mathbf{p}_t = [x, y]^\top \), where \( x \) and \( y \) represent its 2D coordinates at time index \( t \). When the target enters the coverage area of the UWB sensor networks, its UWB sensor can communicate with the anchor nodes and obtain relative range measurements. Our goal is to estimate the most probable sequence of the position of the target, \( \mathbf{p}_0:t \), using the UWB measurements without prior knowledge of the locomotion model, its initial position, and without the use of any proprioceptive sensors such as IMUs or encoders. To meet our goal we rely on a discrete-time discrete-state (DTDS) HMM framework.

III. ADAPTIVE SAMPLE SPACE-BASED BELIEF PROPAGATION FOR TRAJECTORY ESTIMATION

A. Hidden Markov Model Framework and Parameters

To develop our DTDS HMM-based localization algorithm, we uniformly discretize the work-space of the target to generate a 2D sample space \( \mathbf{L} \in \mathbb{R}^{2 \times N} \), where \( N \) is the total number of discretized cells. A finite number of multivariate random variables represent the uniformly discretized areas of interest, and the Hidden Markov process is implemented as shown in Fig. 2. The DTDS HMM has two stochastic processes, hidden states, \( \mathbf{x}_t \in \mathbf{X}_t \), and observations, \( \mathbf{o}_t \in \mathbf{O}_t \) at each time step \( t \). The hidden state represents the belief of the target’s position in discretized sample space. Observations are obtained from UWB anchors. While observations \( \mathbf{o}_t \) can take real values, the hidden state \( \mathbf{x}_t \) takes values from \( \mathbf{X}_t = [s_1, s_2, \ldots, s_N]^\top \), \( \mathbf{X}_t \in \mathbb{R}_+^{N \times 1} \), where \( s_j \) takes the binary number 1 (the target exists in the cell) or 0 (the target does not exist). Each element \( s_j \) is mapped into the grid cell \( l_j \) in 2D sample space \( \mathbf{L} \in \mathbb{R}^{2 \times N} \).

Since we are localizing only one target, at each time step \( t \), \( \mathbf{X}_t \) can have only one \( s_j = 1 \), and all the other states are set to \( s_j = 0 \), \( j \neq i \). In what follows all multivariate random variables are written in uppercase bold letters using a time index \( t \). \( \mathbb{P}(\cdot) \) denotes the probability mass function (PMF) for discrete state space or the probability density function (PDF).
The schematic representation of the Viterbi algorithm. \( \Psi_t(x_i) \) or \( \Psi_T(x_i) \) and \( \phi_i(x_t) \) or \( \phi_i(x_T) \) are stored at every step. In this example, since maximum value of \( \phi_i(x_T) \) is \( \phi_{i=1}(x_T) \) at time \( T \), the MAP sequence \( s_{0:T} \) is decoded from the memorization table \( \Psi_{T=1}(s_{0:T}) \).

for continuous states, e.g., \( P(x_t) \) is the PMF of \( X_t \), while \( P(x_t) \) is the probability of \( X_t = x_t \). The same notation is used for the conditional mass function, e.g., \( P(X_t \mid x_t) \). In addition, \( \hat{x} \) refers to an estimated state, and \( x^*_t \) is the high precision position in 2D space. Note that \( L \hat{x} \) corresponds to the target location estimate \( \hat{P} \).

In the HMM-based localization, there are two fundamental elements that should be defined: the transition probability, \( P(x_t \mid x_{t-1}) \), which indicates the probability of transitioning from hidden state \( x_{t-1} \) to \( x_t \), and the observation probability, \( P(o_t \mid x_t) \), which indicates the probability of measurement \( o_t \) given hidden state \( x_t \). Given these probability models, the recursive Bayesian estimation procedure processes the observation data obtained from the sensor network to produce an estimate on the trajectory of the target. The HMM-based localization algorithm we introduce in Section \( \text{III} \) is a generalized framework that makes no assumption on \( P(x_t \mid x_{t-1}) \) and \( P(o_t \mid x_t) \).

**B. Hidden Markov Model-Based Trajectory Estimation**

HMM-based estimators can be designed to estimate either the joint posterior, \( P(x_{0:T} \mid o_{1:T}) \), or the marginal posterior, \( P(x_t \mid o_{1:T}) \). Here we develop an HMM-based localization method that estimates That is, we find the most likely trajectory of the target from the initial time 0 to the current time \( t \), \( P(x_0 \mid o_{1:t}) \), rather than the most probable position at a certain time step \( t \), \( P(x_t \mid o_{1:t}) \). In other words, the goal is to find a MAP sequence (trajectory) of the target. Hence, we do not need to calculate the sum and/or integral for marginalization or to compute the actual belief values of the distribution. It means that we can use relative values of the beliefs and thus omit normalizing factors in every probability multiplication calculation. In addition, MAP delivers a better localization performance than the minimum mean square error (MMSE) for the target tracking problem, which may have multimodal posterior [23], [24]. The well-known Viterbi algorithm offers a computationally efficient procedure for finding this MAP sequence via dynamic programming [25], see Fig. [3].

To obtain the most likely trajectory of the target from the initial time 0 to the current time \( t \), \( P(x_0 \mid o_{1:t}) \) we apply the Viterbi algorithm [25], as explained below. At each time step \( t > 1 \), for each given \( x_i, i \in \{1, \ldots, N\} \), the most probable state sequence \( \psi_t(x_i) \) is obtained from

\[
\begin{align*}
x^*_{t-1} &= \arg \max P(x_t = x_t \mid X_{t-1} = x_{t-1})P(x_{t-1} \mid o_{1:t-1}), \\
\psi_t(x_i) &= \arg \max_{x_i} P(x_i) \cdot \prod_{t=0}^{T} P(o_t \mid X_t = x_i)P(x_{t+1} \mid X_t = x_i)P(x_T \mid X_T = x_i), \quad (1) \\
\phi(x_i) &= \arg \max P(o_t \mid X_t = x_i)P(x_{t-1} \mid o_{1:t-1}), \quad (2)
\end{align*}
\]

where \( P(x_t = x_t \mid X_{t-1} = x_{t-1}) \) follows the Markov assumption. It is known that the computational complexity of solving (1) is \( O(N^2) \). \( \psi_t(x_i) \) takes an element \( s_j = 1 \) from \( x_{t-1} \), and the joint posterior \( \phi(x_i) \) is obtained from

\[
\begin{align*}
\psi_t(x_i) &= \arg \max_{x_i} \psi_t(x_i), \quad \forall i, \\
\phi(x_i) &= P(o_t \mid X_t = x_i), \quad \forall i.
\end{align*}
\]

In order to avoid numerical issues (underflow) resulting from multiplying probabilities recursively in the implementation, the logarithm is applied to the calculation, i.e., \( \rho_t(x_i) := \ln \phi(x_i) \). The \( \ln() \) function is strictly monotonic, and \( \ln(|f(x)|) = \sum \ln f(x) \) holds. Therefore, equations (2) and (4) convert into (7) and (8), respectively.

\[
\begin{align*}
\Psi_t(x_i) &= \arg \max_{x_{t-1}} \ln \prod_{t=0}^{T} P(x_t = x_t \mid X_{t-1} = x_{t-1}) + \ln P(x_{t-1} \mid o_{1:t-1}), \quad (7) \\
\rho_t(x_i) &= \ln \prod_{t=0}^{T} P(x_t = x_i \mid o_{1:t}), \quad (8)
\end{align*}
\]

Finally, the MAP sequence \( s_{0:T} \) is decoded from the memorization table, \( \Psi_{T}(x_{0:T}) \), by backtracking process from \( t^* \in \{1, \ldots, N\} \) as follows

\[
\begin{align*}
\lambda_t &= \arg \max \{ \arg \max \rho_t(x_T) \}, \\
\lambda_t &= \arg \max \{ \arg \max \rho_t(x_T) \}, \quad \forall i.
\end{align*}
\]

**C. Adaptive Sample Space-based Belief Propagation**

The size of the hidden state space, related to resolution, has an effect on estimation accuracy and computation time. Obviously, there is a trade-off between these two factors, i.e., high resolution increases estimation accuracy, but computation efficiency is reduced drastically, and vice versa. In order to implement the Viterbi algorithm in an online manner, the number of hidden states is crucial. The key point of the sequential Viterbi algorithm is that we choose the most probable state based on relative probability for the whole hidden state, and thus we can adjust the hidden state space. We bring the concept of the k-d tree, commonly used in the computer vision field [22], to adjust the size of the hidden state \( X_t \). As a result,
the computation time of the Viterbi algorithm is decreased significantly while maintaining estimation accuracy.

We use the quadtree, one of the k-d trees, to generate an adaptive sample space scheme in the 2D space in which we are solving our localization problem. Quadtree can be employed to represent a region of planar space. Quadtree decomposes the area of interest by recursively dividing it into four identical quadrants. In the case of a 3D localization problem, we can use octree in the same manner. Based on the property, the hidden state space is changed from low-resolution $u_1$ to high-resolution $u_r$. We define $r$-ordered resolution tuple $(u_1, \ldots, u_r)$ as follows

$$u_{k+1} = \frac{1}{2} u_k, \quad k \in \{1, \ldots, r-1\}. \quad (10)$$

In an adaptive sample space scheme, the hidden state $X_r = [x_{t,1}^r, \ldots, x_{t,N_r}^r]$, $X_r^r \in \mathbb{R}_{+}^{N_r \times 1}$ is defined according to the resolution value $u_k$. Here, $N_r$ is the total element number of the hidden states $X_r$. Once again since we are localizing only a single mobile agent, $X_r$ can have only one $x_{t,i}^k = 1$ and all other states are set to $x_{t,i}^k = 0$, $i \neq i$. Therefore, we can express the relationship between $X_r$ and $X_r^{k-1}$.

At the first step, belief propagation in hidden state space $X_t$ with resolution value $u_1$ is implemented according to equations (7) and (8), and thus MAP sequence $x_{t,i}^1$ is defined between $x_i^1$ and $x_i^0$ from equation (9). Next step ($k \geq 2$), MAP sequence $x_{t,i}^k$ is found based on the belief area of previous estimated MAP sequence $x_{t,i}^{k-1}$ as depicted in Fig. 4. Here, the relationship of elements between $x_{t,i}^{k-1}$ and $x_{t,i}^k$ is defined as

$$x_{t,i}^{k-1} = \sum_{l=1}^{4n} x_{t,i}^l, \quad n \in \{1, \ldots, N_{k-1}\}. \quad (11)$$

Then, we define a vector space set $\mathcal{Z}_t^k = [s_{t,j}^k, \ldots, s_{N_k,t}^k]$ such that it only takes an element $s_{t,j}^k = 1$. Here, $N_k$ ($k \geq 2$) is four because of quadtree. As a result, at each step ($u_k \geq u_2$), equations (5) and (8) are converted into (12), (13), (14), respectively as follows

$$\Psi_t(x_t^k) = \arg\max_{x_t^k} \{ \max_{s_t^k} \ln \mathbb{P}(x_t^k | x_{t-1}^k = x_{t-1}^k) + \ln \mathbb{P}(x_{0,t-1} | o_{1:t-1}) \}, \quad \forall x_t^k \in \mathcal{Z}_t^k, \quad (13)$$

$$\rho_t(x_t^k) \propto \ln \mathbb{P}(x_t^k | x_{0,t-1} | o_{1:t}). \quad (14)$$

Through such procedure, the final estimation result is found as $x_{0,T}^+$, and thus the computation complexity for every time step is decreased from $O(N^2 \times T)$ to $O((N_k^2 + 4^2 \times (r-1))) \times T)$. Also, the space complexity is reduced from $O(N)$ to $O(N_k + 4 \times (r-1))$. Here, $N \gg N_k$ generally. These complexities can have more advantages as much as finer discretization size $N$ and longer total time $T$.

D. Application to UWB-based localization

To localize a target that is not equipped with any proprioceptive sensor, such as IMUs or encoders, one can use the transition probability of

$$\mathbb{P}(x_t | x_{t-1}; T, v_c) \propto \exp(-\frac{1}{2} \frac{\|Lx_t - Lx_{t-1}\|^2}{\sigma^2_c}), \quad (15)$$

where $\sigma_c \in \mathbb{R}_{>0}$ denotes the standard deviation in the assumed motion model, $T$ is the inter-sampling time and $v_c \in \mathbb{R}_{\geq 0}$ is the constant velocity of the target. Here, $T$ and $v_c$ are predefined hyper-parameters of the model. When the velocity of the target is not known, one can set $v_c$ to zero in (15) and compensate for this lack of knowledge using a larger $\sigma_c$. The transition probability (15), without the necessity for a proprioceptive sensor, gives the conditional probability of the position variable $Lx_t$ given the previous position $Lx_{t-1}$ by taking into account the natural temporal dependencies among the position variables due to the constant velocity.

In this paper, we consider line-of-sight (LoS) UWB range measurements and model the UWB range observation probability $\mathbb{P}(o_t | x_t)$ as

$$\mathbb{P}(o_t | x_t) \propto \exp(-\frac{1}{2} \frac{\|o_t - \theta_t(Lx_t)\|^2}{\sigma^2_o}), \quad (16)$$

where $o_t$ is the measurement value from the $k$-th anchor at the time index $t$. $\theta_t(Lx_t)$ is a function of Euclidean distances, i.e. $\theta_t(Lx_t) = \|Lx_t - P_k\|_2$, which makes the observation probability a nonlinear function. Our HMM-based localization algorithm handles this nonlinear measurement model without linearization. Here, $\sigma_o \in \mathbb{R}_{>0}$ is the standard deviation of the measurement $o_t$. Notice that for a given hidden state $x_t$, the measurement model (16) gives higher probability to a measurement when the measured distance $o_t$ is closer to the distance $\theta_t(Lx_t)$ corresponding to state $x_t$.

Let $K_{c,j}$ be the number of UWB anchors the target can connect to at time step $t$. For a target moving in a 2D space, the best target localization is expected when $K_{c,j} \geq 3$. For computational cost reduction, at any time $t$ if the target is connected to more than three UWB anchors, $K_{c,j} > 3$, we only use measurements with respect to three of the anchors. Let
\( \mathcal{O}_t \) be the set of measurement \( K_{c,t} \) collected at time index \( t \) (cardinality of \( \mathcal{O}_t \) is \( K_{c,t} \)). We choose the three anchors to update localization by choosing a measurement vector \( o_t \) with 3 measurement elements, which takes values from \( \mathcal{O}_t \), based on the maximum likelihood value as follows,

\[
\mathbb{P}(o_t|\mathbf{x}_t) \propto \max_{o_t \in \mathcal{O}_t} \exp\left(-\frac{1}{2}(o_t - \Theta(L\mathbf{x}_t))^T \Sigma_o^{-1}(o_t - \Theta(L\mathbf{x}_t))\right),
\]

(17)

where \( \Theta(L\mathbf{x}_t) \) is a vector with elements \( \theta_i(L\mathbf{x}_t) \), and \( \Sigma_o \) is the diagonal covariance matrix with elements \( \sigma_o \) according to the measurement vector \( o_t \). It is assumed that measurements are independent and identically distributed (i.i.d).

Because of employing the transition probability and also estimating the MAP most probable trajectory (i.e., the mode sequence from 0 to \( t \)), when \( K_{c,t} \leq 2 \) occasionally, our HMM-based localization algorithm is expected to exhibit some degree of robustness to loss of localization performance. Our experimental demonstrations in Section [IV] confirm this expectation.

On the other hand, Trilateration to function needs at least three anchor connections to update the target location estimates [26], and cannot operate with \( K_{c,t} \leq 2 \). When \( K_{c,t} \leq 2 \), depending on the relative location of the target with respect to the anchors’, we can have a loss of observability in the extended Kalman filtering framework. This can have a devastating effect on the accuracy of the produced estimates due to the deviation of the system from ideal conditions needed for the validity of linearization models [27].

IV. EXPERIMENTAL DEMONSTRATIONS

In this section, we present a set of experimental evaluations to demonstrate our proposed algorithm’s performance.

A. Experimental Setting

In our first experiment, a human agent, equipped with a DWM1000 UWB transceiver (tag), walked along an arbitrary trajectory in an indoor environment of size 8 m × 8 m ∈ \( \mathbb{R}^2 \) with 3 UWB anchors (\( K = 3 \)) without any obstacle between anchors and the tag (see Fig. 5(a)). In practice, LoS measurements can be blocked because of mobile obstacles. In the first experiment, for robustness analysis, at some time instances, we dropped the measurements from node #1 to emulate scenarios that \( K_c < 3 \). The DWM1000 is paired with a Teensy 3.2 micro-controller for data acquisition. The UWB data communication software is embedded in the micro-controller, and thus the measurement data is logged and synchronized using time stamps. To obtain a high precision reference trajectory data \( \mathbf{x}_{0:T}^{\text{ref}} \) for comparison, the optical motion capture system OptiTrack was used. Four OptiTrack markers were placed on the mobile agent for high precision localization. The OptiTrack system consisted of 12 infrared cameras and was capable of identifying the position of the markers in its measurement zone with an accuracy of 10^{-4} m and a sampling frequency of 120 Hz. In the second experiment, the DWM1001 UWB transceiver (tag) was placed on the human agent’s waist. In this position, it is more likely for the UWB signals are blocked by the human body resulting in a positive biased range and/or disconnection in some parts of the trajectory. The agent walked along a reference trajectory in an environment of 12 m × 12 m ∈ \( \mathbb{R}^2 \) with 4 UWB anchors (\( K = 4 \)) (see Fig. 5(b)). For this experiment we did not have access to the OptiTrack system, therefore, we asked the human agent to walk along a geometric reference trajectory. DWM1001 module offers data logging files of range measurement via smartphone Apps (DRTLS Manager). In these experiments, the sampling rate of UWB was set to 10 Hz (\( T_s = 0.1 \) sec). The outliers in the UWB measurement were removed via outlier rejection. Then, the moving average procedure, which provides the unweighted mean of the previous 10 data points, is employed to perform noise smoothing as shown in Fig. 6.

The HMM parameters were set as follows: \( \sigma_o \) was set to 1.5 m to consider the movement, the UWB sensor noise covariance was set at \( \sigma_o = 0.5 \) m. In resolution tuples, \( u_r = u_4 = 0.1 \) m was set for high estimation accuracy, and thus other resolution (\( u_1, u_2, u_3 \)) are set to (0.8, 0.4, 0.2) by following the equation (10). The size of the experimental places were \( 8 \times 8 \) m ∈ \( \mathbb{R}^2 \) and \( 12 \times 12 \) m ∈ \( \mathbb{R}^2 \), thus the number of grid was \( 80 \times 80 = 6,400 \), and \( 120 \times 120 = 14,400 \), respectively.

B. Performance Evaluation

We compared the performance with Trilateration, which is a recursive least square approach [26], Extended Kalman Filter (EKF), Extended Rauch-Tung-Striebel Smoother (E-RTS), and the particle filter (PF) [28]. Since we were not using any proprioceptive sensor to enable dead-reckoning, we selected the constant velocity model for target (human) motion, \( \nu_c = 0.5 \) m/s [29]. For EKF and E-RTS, the initial position was set to 10% biased of the true position, and error covariance was set to 0.5 m, and 0.5 m/s for \( x,y \) position, and velocity, respectively. For PF, the number of particles was set
Fig. 6 – The raw measurements from the UWB sensor are applied to HMM framework after outlier removal and range smoothing. The outliers are removed using a practical threshold on $|c_t - c_{t-1}|$. Range smoothing is to perform noise smoothing via the moving average procedure using previous range information.

to $N_1$ which is the same as the grid number of the resolution $u_1$. Lastly, we compared computation time, required memory size, and accuracy between the conventional Viterbi algorithm and the proposed one.

1) First Scenario’s Results and Discussion: In this scenario, we used the root mean squared error (RMSE) to evaluate the positioning accuracy using high-precision position data. TABLE I (1st row) and Fig. 7 show the position RMSE and estimated trajectories according to different methods, respectively. In Fig. 7(b), (c), we observe that the EKF’s and E-RTS’s estimated trajectories got worse during the time that $K_{CJ} < 3$. This is because the Gaussian-based MMSE state estimators result in estimates with large errors when the true posterior becomes multimodal distribution by blocking Node #1 signal ($K_{CJ} = 2$). Furthermore, these methods have the disadvantage of requiring initialization (i.e., initial position, error covariance) which can affect the estimation results. PF, which can handle non-Gaussian distribution with finite weighted particles, shows a lower RMSE error than EKF and E-RTS. However, PF, the MMSE state estimation shows a lower accuracy than the adaptive HMM during the time that $K_{CJ} < 3$. In the case of Trilateration, it does not only consider the motion model but also requires 3 connections ($K_c = 3$) for estimation. Therefore, an interpolation technique between two points is used for comparison. The adaptive HMM offers MAP trajectory, thus showing the highest robustness against the multimodal posterior.

2) Second Scenario’s Results and Discussion: In this scenario since we did not have the OptiTrack high precision trajectory as reference, we used the Loop Closure Error (LCE) between the start and end point as our performance metric, see Fig. 8(a). The reference trajectory is shown in black with the starting point marked as ‘×’. The experiment was repeated five times to evaluate the average performance. Since the UWB tag is installed in the front part of the agent’s waist, obstacles can block UWB connections and/or make the positive biased value. It means that 4 connections ($K_{CJ} = 4$) in some areas, and 3 connections ($K_{CJ} = 3$) in other areas. TABLE II (2nd row) shows mean LCE for 5 experiments according to different methods. We applied the maximum likelihood sets technique [17], to select 3 out of 4 observations to be used in all the methods except Trilateration. The practice of choosing the best 3 measurements allows us to reduce the effect of employing corrupted measurements due to non-line-of-sight measurements resulting in overall performance improvement, see Fig. 8(b). Here, UWB observation data from Node #1 has a positive bias due to obstacles such as desk dividers and the agent’s body. In this experiment, we observed the adaptive HMM result is superior to other methods. PF’s estimation result depends on the number of particles; here recall that we use $N_1$ particles in this experiment.

3) Computation Time, Memory Size, and Accuracy: We calculated the computation time using a tic-toc function in MATLAB 2022a to compare the conventional Viterbi algorithm and the proposed one. We performed the simulations 10 times for the proposed one to calculate the mean value of computation time. Also, in order to compare with the required memory size, we simply calculated the number of cells in the memorization table $\Psi_i(x_{0:T})$. Since the number of cells of $\Psi_i(x_{0:T})$ is increased critically according to the final time $T$, we only consider the memorization table $\Psi_i(x_{0:T})$, $\rho_i(x_i)$ only needs to store values at last time $T$ due to the memoryless property of the dynamic programming. In the first experiment, for the conventional Viterbi, the number of grid is $N = 6,400$ based on resolution $0.1$ m and total observation data is $1,215$ from (total simulation time, $121.5x \times \text{(the sampling rate of UWB, 10Hz)}$. As a result, required memory size is $6,400 \times 1,215 = 7,776,000$. However, for the proposed one, the number of the lower grid is $N_1 = 100$ based on resolution $u_1 = 0.8$ m and the number of the grid for another tuple is $4$, respectively. As a result, required memory size is $(100 + 4 \times 3) \times 1215 \times 4 = 544,320$. Here, multiplying 4 means that 4 trajectories are calculated according to 4 different sample sizes (see Fig. 9). In the same manner, the required memory size for the second scenario are $14,400 \times 596 = 8,582,400$ and $(225 + 4 \times 3) \times 596 \times 4 = 565,008$, respectively. TABLE III shows that our proposed adaptive method significantly decreased the computation time and memory size of an HMM-based localization. However, as Table III shows the computational cost can still be higher than the other methods, which in light of the results reported in Table I signifies the trade-off between the localization accuracy vs. the computational cost. Finally, we compared accuracy via position RMSE and the difference between two trajectories in the first scenario. The RMSE of the conventional Viterbi is $0.49 \text{ m}$, and it is $0.07 \text{ m}$ less than the proposed one. The difference between the two trajectories is $0.17 \text{ m}$. As a result, we verified the proposed adaptive Viterbi offers an efficient
Fig. 7 – The position RMSE and estimated trajectories according to methods in the first scenario: (a) shows the position RMSE obtained from estimated trajectories and the high precision trajectory from OptiTrack. The UWB signal of Node #1 was dropped ($K_e = 2$), thus it makes RMSE be increased during the blocking #1 and #2 periods, (b) shows RMSE and estimated trajectories during blocking #1 from 27.0s to 29.5s, (c) shows RMSE and estimated trajectories during blocking #2 from 49.0s to 54.0s.

way while maintaining position accuracy.

V. CONCLUSIONS

We proposed an adaptive sample space-based Viterbi algorithm for HMM-based localization in UWB sensor networks. This HMM framework does not impose any restriction on the transition probability or observation probability models and does not also need linearization if the models are nonlinear. To implement this HMM-based localization in an online manner, we applied quad-tree to belief propagation in the Viterbi algorithm. We demonstrated our results using a target localization via range measurements from a UWB anchor network. Our experiments showed that computation time and required memory size decreased significantly. Future work will focus on tackling biased information in UWB range measurements under NLoS conditions [30]. In addition, we will also extend our results to localize a mobile agent in sensor networks where the position of anchors is not known with absolute certainty.
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