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Abstract—A proper abstraction of a large-scale linear consensus network with a dense coupling graph is one whose number of coupling links is proportional to its number of subsystems and its performance is comparable to the original network. Optimal design problems for an abstracted network are more amenable to efficient optimization algorithms. From the implementation point of view, maintaining such networks are usually more favorable and cost effective due to their reduced communication requirements across a network. Therefore, approximating a given dense linear consensus network by a suitable abstract network is an important analysis and synthesis problem. In this paper, we develop a framework to compute an abstraction of a given large-scale linear consensus network with guaranteed performance bounds using a nearly-linear time algorithm. First, the existence of abstractions of a given network is proven. Then, we present an efficient and fast algorithm for computing a proper abstraction of a given network. Finally, we illustrate the effectiveness of our theoretical findings via several numerical simulations.

I. INTRODUCTION

Reducing design complexity in interconnected networks of dynamical systems by means of abstraction are central in several real-world applications [1]–[6]. Various notions of abstractions for dynamical systems have been widely used by researchers in the context of control systems in past decades, see [7]–[10] and references in there, where the notion of reduction mainly implies projecting dynamics of a system to lower dimensional state spaces. In this paper, we employ a relevant notion of abstraction in the context of interconnected dynamical network: for a given dynamical network that is defined over a coupling graph, find another dynamical system whose coupling graph is significantly sparser and its performance quality remains close to that of the original network. In this definition, abstraction can be regarded as a notion of network reduction. There are several valid reasons why reduction in this sense is useful in design, maintenance, and implementation of dynamical networks. Real-time generation of state estimation in large-scale dynamical networks can be done much more efficiently and faster if proper abstractions are utilized. Optimal control problems that involve controller design, feedback gain adjustments, rewiring existing feedback loops, and etc. are more amenable to efficient computational tools that are specifically tailored for optimization problems with sparse structures. In security- or privacy-sensitive applications such as formation control of group of autonomous drones, it is usually required to minimize communication requirements across the network to reduce risk of external intrusions. In power network applications, network authorities periodically provide access to their network data and parameters for academic interest researchers.

The goal of this paper is to address the abstraction problem for the class of linear consensus networks. In [1], we introduce a class of operators, so called systemic performance measure, for linear consensus networks that provides a unified framework for network-wide performance assessment. Several existing and popular performance measures in the literature, such as $H_2$ and $H_\infty$ norms of a consensus network from a disturbance input to its output, are examples of systemic performance measures. This class of operators is obtained through our close examination of functional properties of several existing gold standard measures of performance in the context of network engineering and science. An important contribution of this reference paper is that it enables us to optimize performance of a consensus network solely based on its intrinsic features. The authors formulate several optimal design problems, such as weight adjustment as well as rewiring of coupling links, with respect to this general class of systemic performance measures and propose efficient algorithms to solve them. In [11], [12], we quantify several fundamental tradeoffs between a $H_2$-based performance measure and sparsity measures of a linear consensus network. The problem of sparse consensus network design has been considered before in [5], [13]–[15], where they formulate an $\ell_0$-regularized $H_2$ optimal control problem. The main common shortcoming of existing works in this area is that they are heavily relied on computational tools with no analytical performance guarantees for the resulting solution. More importantly, the proposed methods in these papers mainly suffer from high computational complexity as network size grows.

For a given linear consensus network with an undirected connected graph, the network abstraction problem seeks to construct a new network with a reasonably sparser graph compared to the original network such that the dynamical behavior of the two networks remains similar in an appropriately defined sense. We develop a methodology that computes abstractions of a given consensus network using a nearly-linear time $O(m)$ algorithm with guaranteed systemic performance bounds, where $m$ is the number of links. Unlike other existing work on this topic in the literature, our proposed framework: (i) works for a broad class of systemic performance measures including $H_2$-based performance measures, (ii) does not involve any sort of relaxations such as $\ell_0$ to $\ell_1$ [3](iii) provides guarantees for the existence of a sparse solution, (iv) can partially sparsify predetermined portions of a given network; and most importantly, (v) gives guaranteed levels of performance. While our approach is relied on several existing works in algebraic graph theory [16], [17], our control theoretic contributions are threefold. First, we show that there exist proper abstractions for every given linear consensus network. Second, we develop a framework to compute a proper abstraction of a network using a fast randomized algorithm. One of the main features of our method is that while the coupling graph of the abstracted network is a subset of the coupling graph of the original network, the link weights (the strength of each coupling) in the sparsified network

1 We use $O(\cdot)$ to hide poly log log terms from the asymptotic bounds. Thus, $f(n) \in O(g(n))$ means that there exists $c > 0$ such that $f(n) \in O(g(n)\log^3 g(n))$. 
2 We discuss some of the shortcomings of the $\ell_0/\ell_1$-regularization based sparsification methods in Section VIII.
are adjusted accordingly to reach predetermined levels of systemic performance. Third, we prove that our method can also be applied for partial abstraction of large-scale networks, which means that we can abstract a prespecified subgraph of the original network. This is practically plausible as our algorithm can obtain an abstraction using only spatially localized information. Moreover, this allows parallel implementation of the abstraction algorithm in order to achieve comparably lower time complexity.

II. NOTATION AND PRELIMINARIES

The set of real, positive real, and strictly positive real numbers are represented by \( \mathbb{R} \), \( \mathbb{R}_+ \) and \( \mathbb{R}_{++} \), respectively. A matrix is generally represented by an upper case letter, say \( X = [x_{ij}] \), where \( x_{ij} \) is the \((i,j)\) element of matrix \( X \) and \( X^T \) indicates its transposition. We assume that \( I_n \) and \( J_n \) denote the \( n \times 1 \) vector of all ones and the \( n \times n \) identity matrix, respectively. The centering matrix is defined by setting \( M_0 = I_n - \frac{1}{n} J_n \) in which \( J_n \) is the \( n \times n \) matrix of all ones. Notation \( X \geq Y \) is equivalent to matrix \( X - Y \) being positive semi-definite. A graph is represented by \( G = (V, E, w) \), where \( V \) is the set of nodes, \( E \subset V \times V \) is the set of links, and \( w : V \times V \to \mathbb{R}_+ \) is the weight function. The value of the weight function is zero for every link of \( \leq 1 \). The Laplacian matrix of graph \( G \) is defined by setting \( \mathbf{d}_i = \sum w(e) \). \( (e) \in E \) \((1)\)

The neighborhood of node \( i \) is denoted by set \( N(i) \) that consists of all adjacent nodes to \( i \) and its cardinality \( |N(i)| \) is equal to the number of neighbors of node \( i \). In unweighted graphs, \( |N(i)| \) is equal to the degree of node \( i \). The adjacency matrix \( A = [a_{ij}] \) of graph \( G \) is defined by setting \( a_{ij} = w(e) \) if \( e = \{i, j\} \in E \) and \( a_{ij} = 0 \) otherwise. The Laplacian matrix of graph \( G \) with \( n \) nodes is defined by \( L = \text{diag}[d_1, \ldots, d_n] - A \). A \( n \times m \) oriented incidence matrix \( \mathbf{e} = [e_{ij}] \) for \( 1 \leq i \leq n \) and \( 1 \leq j \leq m \) can be formed by assigning an arbitrary direction for every link of \( G \), labeling every link by a number \( 1 \leq j \leq m \), and letting \( e_{ij} = 1 \) whenever node \( i \) is the head of (directed) link \( j \), \( e_{ij} = -1 \) if node \( i \) is the tail of (directed) link \( j \), and \( e_{ij} = 0 \) when link \( j \) is not attached to node \( i \) for all possible orientations of links. The weight matrix \( \mathbf{W} = [w_{ik}] \) is the \( m \times m \) diagonal matrix with diagonal elements \( w_{ik} = w(e_k) \) for \( 1 \leq k \leq m \). It follows that \( L = EW E^T \).

**Assumption 1:** All graphs in this paper are assumed to be finite, simple, undirected, and connected.

According to this assumption, every considered Laplacian matrix in this paper has exactly \( n - 1 \) positive eigenvalues and one zero eigenvalue, which allow us to index them in ascending order \( 0 = \lambda_1 \leq \lambda_2 \leq \ldots \leq \lambda_n \). The set of Laplacian matrices of all connected weighted graphs over \( n \) nodes is represented by \( \mathcal{L}_n \). The Moore-Penrose pseudo-inverse of \( L \) is denoted by \( L^* = [l_{ij}] \) which is a square, symmetric, doubly-centered and positive semi-definite matrix. The corresponding resistance matrix \( R = [r_{ij}] \) to Laplacian matrix \( L \) is defined by setting \( r_{ij} = l_{ii}^* + l_{jj}^* - 2l_{ij}^* \) in which \( r_{ij} \) is called the effective resistance between nodes \( i \) and \( j \). Moreover, we denote the effective resistance of link \( e = \{i, j\} \) by \( r(e) = r_{ij} = r_{ji} \). The \( \ell_0 \) sparsity measure of matrix \( A = [a_{ij}] \in \mathbb{R}^{n \times n} \) is defined by

\[
\|A\|_{\ell_0} := \text{card}\{ (i, j) \mid a_{ij} \neq 0 \}. \tag{2}
\]

The \( \mathcal{S}_{0,1} \) sparsity measure of matrix \( A \) is defined by

\[
\|A\|_{\mathcal{S}_{0,1}} := \max \left\{ \max_{1 \leq i \leq n} \|A(i, \cdot)\|_0, \max_{1 \leq j \leq n} \|A(\cdot, j)\|_0 \right\}, \tag{3}
\]

where \( A(i, \cdot) \) represents the \( i \)’th row and \( A(\cdot, j) \) the \( j \)’th column of matrix \( A \). The value of the \( \mathcal{S}_{0,1} \)-measure of a matrix is the maximum number of nonzero elements among all rows and columns of that matrix \( \mathcal{S}_{0,1} \).

III. PROBLEM STATEMENT

**A. Network model**

We consider a class of consensus networks that consist of a group of subsystems whose state variables \( x_i \), control inputs \( u_i \), and output variables \( y_i \) are scalar and their dynamics evolve with time according to

\[
\dot{x}_i(t) = u_i(t) + \xi_i(t) \tag{4}
\]

\[
y_i(t) = x_i(t) - \bar{x}(t) \tag{5}
\]

for all \( i = 1, \ldots, n \), where \( x_i(0) = x_{i0} \) is the initial condition and \( \bar{x}(t) = \frac{1}{n}(x_1(t) + \ldots + x_n(t)) \) is the average of all states at time instant \( t \). The impact of the uncertain environment on each agent’s dynamics is modeled by the exogenous noise/disturbance input \( \xi_i \). By applying the following linear feedback control law to the agents of this network

\[
u_i(t) = \sum_{j=1}^{n} k_{ij}(x_j(t) - x_i(t)), \tag{6}
\]

where \( k_{ij} \) is the feedback gain between subsystems \( i \) and \( j \), the closed-loop dynamics of network \( (4)-(6) \) can be written in the following compact form

\[
\gamma(L) : \begin{cases}
\dot{x}(t) = -Lx(t) + \xi(t) \\
y(t) = M_0x(t)
\end{cases} \tag{7}
\]

with initial condition \( x(0) = x_0 \), where \( x, \xi \) and \( y \) denote the state vector of the entire network, the exogenous disturbance input and the output vector of the network, respectively. The Laplacian matrix \( L = [l_{ij}] \) is defined by

\[
l_{ij} := \begin{cases}
-k_{ij} & \text{if } i \neq j \\
k_{ii} + \ldots + k_{in} & \text{if } i = j
\end{cases} \tag{8}
\]

The coupling graph of the consensus network \( (7) \) is a graph \( \mathcal{G} = (V, E, w) \) with node set \( V = \{1, \ldots, n\} \), link set \( E = \{(i, j) \mid \forall i, j \in V : k_{ij} \neq 0\} \), and weight function \( w(e) = \begin{cases}
k_{ij} & \text{if } e = \{i, j\} \in E \\
0 & \text{if } e \notin E
\end{cases} \tag{9}
\]

One may verify that the Laplacian matrix of graph \( \mathcal{G} \) is equal to \( L \).

**Assumption 2:** All feedback gains (weights) satisfy the following properties for all \( i, j \in V \):

(i) non-negativity: \( k_{ij} \geq 0 \),
(ii) symmetry: \( k_{ij} = k_{ji} \),
(iii) simpleness: \( k_{ii} = 0 \).
Property (ii) implies that feedback gains are symmetric and (iii) means that there is no self-feedback loop in the network.

Assumption 3: The coupling graph \( G \) of the consensus network \( \mathcal{L} \) is time-invariant.

Based on Assumption 3, the corresponding eigenvector to the only marginally stable mode of the network is \( \mathbb{1}_n \). This mode is unobservable from the performance output as the output matrix of \( M \) means that there is no self-feedback loop in the network.

**B. Homogeneous Systemic Performance Measures**

A systemic measure in this paper refers to a real-valued operator over the set of all consensus networks governed by \( \mathcal{L} \) with the purpose of quantifying performance of this class of networks in presence exogenous uncertainties. Since every network with dynamics \( \mathcal{L} \) is uniquely determined by its Laplacian matrix, it is reasonable to define a systemic performance measure as an operator on set \( \mathcal{L} \).

**Definition 1:** An operator \( \rho : \mathcal{L}_n \to \mathbb{R}_+ \) is called a homogeneous systemic measure of order \( -\alpha \), where \( \alpha > 0 \), if it satisfies the following properties for all matrices in \( \mathcal{L}_n \):

1. **Homogeneity:** For all \( \kappa > 1 \),
   \[ \rho(\kappa L) = \kappa^{-\alpha} \rho(L); \]

2. **Monotonicity:** If \( L_2 \preceq L_1 \), then
   \[ \rho(L_1) \leq \rho(L_2); \]

3. **Convexity:** For all \( 0 \leq c \leq 1 \),
   \[ \rho(cL_1 + (1-c)L_2) \leq c\rho(L_1) + (1-c)\rho(L_2); \]

The set of all homogeneous systemic performance measures is denoted by \( \Omega_h \). We adopt an axiomatic approach to introduce and categorize a general class of performance measures that captures the quintessence of a meaningful measure of performance in large-scale dynamical networks \[19]. Property 1 implies that intensifying the coupling weights by ratio \( \kappa > 1 \) results in \( \kappa^{\alpha} \) times better performance. Property 2 guarantees that strengthening couplings in a consensus network never worsens the network performance with respect to a given systemic measure. The monotonicity property induces a partial ordering on all linear consensus networks with dynamics \( \mathcal{L} \). Adding new coupling links or strengthening the existing couplings will result in better performance. Property 3 is imposed for the pure purpose of having favorable (convex) network design optimization problems.

The class of systemic performance measures can be classified based on their functional properties according to Definition 1. Let us denote the set of spectral systemic performance measures by \( \Omega_s \). This class consists of all measures that satisfy properties 2, 3 and orthogonal invariance \[4\]. We refer to \[20\] for a comprehensive study of this class of performance measures. It is proven that all measures in \( \Omega_s \) depend only on Laplacian eigenvalues. Let us represent the set of all general systemic performance measures that only satisfy properties 2 and 3 by \( \Omega \). Fig. 1 shows the relationship between the sets of spectral, homogeneous, and general systemic performance measures.

**Definition 2:** For a given linear consensus network \( \mathcal{L} \) endowed with a homogeneous systemic measure \( \rho : \mathcal{L}_n \to \mathbb{R}_+ \) of order \(-\alpha\), its corresponding normalized performance index is defined by

\[ \Pi_\rho(L) := \sqrt{\rho(L)}. \]  

(C) Network Abstraction Problem

Our goal is to develop a framework to compute an abstraction of a given linear consensus network with predetermined levels of performance and sparsity (i.e., link reduction).

**Definition 3:** Let us consider network \( \mathcal{L} \) that is governed by \( \mathcal{L} \). For a properly chosen pair of design parameters \( d \in \mathbb{R}_+ \) and \( \epsilon \in (0, 1) \), another \( \mathcal{L} \) is said to be an \((\epsilon, d)\)-abstraction of \( \mathcal{L} \) if and only if

1. \( \mathcal{L} \) has at most \( dn/2 \) feedback links;
2. \( \mathcal{L} \) is an \( \epsilon \)-approximation of \( \mathcal{L} \) in the following sense
   \[ \left| \Pi_\rho(L) - \Pi_\rho(L_s) \right| \leq \epsilon \]

for every homogeneous systemic performance measure \( \rho : \mathcal{L}_n \to \mathbb{R}_+ \).

Property (i) implies that the average number of neighbors for every node in \( \mathcal{L} \) is less than \( d \), i.e.,

\[ d = \frac{1}{n} \sum_{i=1}^{n} |\mathcal{N}(i)| = \frac{2|E_s|}{n} \leq d, \]

where \( \mathcal{N}(i) \) and \( E_s \) denote the set of all adjacent nodes to \( i \) and the set of all links in the abstraction, respectively. Therefore, one can think of design parameter \( d \) as an upper bound on the desired average number of neighbors of nodes in the abstracted network which is independent of the network size. For Property (ii), inequality \[20\] indicates that the resulting abstracted network \( \mathcal{L} \) has guaranteed performance bounds with respect to \( \mathcal{L} \). The design constant \( \epsilon \) is referred to as permissible performance loss parameter.

**IV. EXAMPLES OF RELEVANT HOMOGENEOUS SYSTEMIC PERFORMANCE MEASURES**

We now present some existing and widely-used systemic performance measures for linear consensus networks; a list of these measures are summarized in Table I.

**A. Sum of Homogeneous Spectral Functions**

This class of performance measures is generated by forming summation of a given function of Laplacian eigenvalues. For a given matrix \( L \in \mathcal{L}_n \), suppose that \( \varphi : \mathbb{R}_+ \to \mathbb{R}_+ \) is a decreasing homogeneous convex function. Then, the following spectral function

\[ \rho(L) = \sum_{i=2}^{n} \varphi(\lambda_i) \]

\[ \text{A systemic measure is orthogonally invariant if } \rho(L) = \rho(U^TU^T) \text{ for any orthogonal matrix } U \text{ for which } U^TU = I. \]
is a homogeneous systemic measure \[20\]. Moreover, if \( \varphi \) is a homogeneous function of order \(-\alpha \) where \( \alpha > 1 \), then its corresponding normalized index

\[
\Pi_\alpha(L) = \left( \sum_{i=2}^{n} \varphi(\lambda_i) \right)^{1/\alpha} \tag{14}
\]

is also a homogeneous systemic performance measure \[20\]. Some notable examples of this class of measures are discussed in the following parts.

1) Spectral Riemann Zeta Measures: For a given network \(7\), its corresponding spectral Riemann zeta function of order \( q \geq 1 \) is defined by

\[
\zeta_q(L) := \left( \sum_{i=2}^{n} \lambda_i^{-q} \right)^{1/q}, \tag{15}
\]

where \( \lambda_2, \ldots, \lambda_n \) are eigenvalues of \( L \) \[21\]. According to Assumption\[8\] all Laplacian eigenvalues are strictly positive and, as a result, function (15) is well-defined. According to the result presented in Subsection \[14\-A\] since \( \varphi(\lambda) = \lambda^{-q} \) for \( q \geq 1 \) is a decreasing homogeneous convex function, the spectral function (15) is a homogeneous systemic performance measure. The homogeneous systemic performance measure \( \frac{1}{q} \zeta_q(L) \) is equal to the \( H_q\)-norm of a first-order consensus network \(7\) and \( \frac{1}{q} \zeta_q(L) \) equal to the \( H_q\)-norm of a second-order consensus model of a network of multiple agents (c.f. \[11\]).

2) Gamma Entropy: The notion of gamma entropy arises in various applications such as the design of minimum entropy controllers and interior point polynomial-time methods in convex programming with matrix norm constraints \[22\]. As it is shown in \[23\], the notion of gamma entropy can be interpreted as a performance measure for linear time-invariant systems with random feedback controllers by relating the gamma entropy to the mean-square value of the closed-loop gain of the system. The \( \gamma \)-entropy of network \(7\) is defined as

\[
I_\gamma(L) := \begin{cases} 
\frac{1}{\gamma} \int_{-\infty}^{\infty} \log \det \left( I - \gamma^{-2} G(j\omega) G^*(j\omega) \right) d\omega 
& \text{for } \gamma \geq \|G\|_{H_\infty} \\
\infty 
& \text{otherwise}
\end{cases} \tag{16}
\]

where \( G(j\omega) \) is the transfer matrix of network \(7\) from \( \xi \) to \( y \) \[23\]. In \[20\], it is shown that the value of the \( \gamma \)-entropy for a given linear consensus network \(7\) can be explicitly computed in terms of Laplacian spectrum as follows

\[
I_\gamma(L) = \begin{cases} 
\sum_{i=2}^{n} f_\gamma(\lambda_i) 
& \gamma \geq \lambda_2^{-1} \\
\infty 
& \text{otherwise}
\end{cases}, \tag{16}
\]

where \( f_\gamma(\lambda_i) = \gamma^2 (\lambda_2 - \lambda_i^2)^{-1/2} \). Furthermore, the \( \gamma \)-entropy \( I_\gamma(L) \) is a homogeneous systemic performance measure.

B. Uncertainty volume

The uncertainty volume of the steady-state output covariance matrix of network \(4\) is defined by

\[
|\Sigma| := \det \left( Y_\infty + \frac{1}{n} J_n \right) \tag{17}
\]

in which

\[
Y_\infty = \lim_{t \to \infty} \mathbb{E} \left[ y(t)y^T(t) \right].
\]

This quantity is widely used as an indicator of the network performance \[2\] and \[24\]. Since \( y(t) \) is the error vector that shows distance from consensus, the quantity (17) can be interpreted as volume of the steady-state error ellipsoid. It is straightforward to show this measure satisfies all properties of Definition\[1\].

C. Hankel Norm

The Hankel norm of network \(7\) and transfer matrix \( G(j\omega) \) from \( \xi \) to \( y \) is defined as \( L_2\)-gain from past inputs to the future outputs, i.e.,

\[
\|G\|_H^2 := \sup_{\xi \in L_2(-\infty,0)} \int_{-\infty}^{0} y^T(t) y(t) dt 
\]

The value of the Hankel norm of network \(7\) can be equivalently computed using the Hankel norm of its disagreement form \(3\) that is given by

\[
\dot{x}_d(t) = -L_d x_d(t) + M_n \xi(t), \tag{18}
\]

\[
y(t) = M_n x_d(t), \tag{19}
\]

where the disagreement vector is defined by

\[
x_d(t) := M_n x(t) = x(t) - \frac{1}{n} J_n x(t). \tag{20}
\]

The disagreement network \[15\-19\] is stable as the real part of every eigenvalue of the state matrix \( -L_d = -(L + \frac{1}{n} J_n) \) is strictly negative.
One can verify that the transfer matrices from $\xi(t)$ to $y(t)$ in both realizations are identical. Therefore, the Hankel norm of the system from $\xi(t)$ to $y(t)$ in both representations are well-defined and equal, and is given by

$$
\eta(L) := \|G\|_H = \sqrt{\lambda_{\text{max}}(PQ)}, \quad (21)
$$

where the controllability Gramian $P$ is the unique solution of

$$
\left( L + \frac{1}{n} J_n \right) P + P \left( L + \frac{1}{n} J_n \right) - M_n = 0 \quad \text{and}
$$

the observability Gramian $Q$ is the unique solution of

$$
\left( L + \frac{1}{n} J_n \right) Q + (L + \frac{1}{n} J_n) Q - M_n = 0.
$$

It is shown in [20] that the value of the Hankel norm of network (7) is equal to

$$
\eta(L) = \frac{1}{2} \lambda_2^{-1}.
$$

One can verify that this measure is a homogeneous systemic performance measure.

**Remark 1:** One may also consider the sum of the $k$ largest eigenvalues of $L^\dagger$ as a performance measure. This is equivalent to evaluate the $k$ slowest modes of the network, which are the most energetic modes. This measure satisfies properties of Definition 1 as it is convex and symmetric with respect to Laplacian eigenvalues (c.f. [26, Ch. 5.2] and [27]).

### D. Hardy-Schatten or $\mathcal{H}_p$ System Norms

The $\mathcal{H}_p$-norm of networks (7) for $2 \leq p \leq \infty$ is defined by

$$
\|G\|_{\mathcal{H}_p} := \left( \frac{1}{2\pi} \int_{-\infty}^{\infty} \sum_{k=1}^{\infty} \sigma_k(G(j\omega))^p \, d\omega \right)^{\frac{1}{p}}, \quad (22)
$$

where $G$ is the transfer matrix from $\xi(t)$ to $y(t)$ and $\sigma_k(j\omega)$ for $k = 1, \ldots, n$ are singular values of $G(j\omega)$. To ensure well-definedness of performance measure (22), the marginally stable mode of the network must be unobservable through the output. Thus, this performance measure remains well-defined as long as the coupling graph of the network stays connected. This class of system norms captures several important performance and robustness features of linear control systems. For instance, a direct calculation reveals that the $\mathcal{H}_2$-norm of network (7) is

$$
\|G\|_{\mathcal{H}_2} = \left( \frac{1}{2} \sum_{i=2}^{\infty} \lambda_i^{-1} \right)^{\frac{1}{2}}. \quad (23)
$$

This system norm quantifies the quality of noise propagation throughout the network (12). The $\mathcal{H}_\infty$-norm of a network is an input-output system norm and its value for network (7) is

$$
\|G\|_{\mathcal{H}_\infty} = \lambda_2^{-1}, \quad (24)
$$

where $\lambda_2$ is known as the algebraic connectivity of the network (11). The value of $\mathcal{H}_\infty$-norm of network (7) can be interpreted as the worst attainable performance for all square integrable disturbance inputs.

In [20], the authors prove that the $\mathcal{H}_p$-norm of a given network $\mathcal{N}(L)$ is given by

$$
\theta_p(L) := \|G\|_{\mathcal{H}_p} = \sigma_0 \left( \psi_{p-1}(L) \right)^{1-\frac{1}{p}}, \quad (25)
$$

in which $\sigma_0 = \sqrt{-\beta(\frac{5}{4}, -\frac{1}{4})}$ and $\beta : \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ is the well-known Beta function. Moreover, this measure is a homogeneous systemic performance measure for all $2 \leq p \leq \infty$.

---

$^4 \beta(x, y) = \int_0^1 t^{x-1} (1 - t)^{y-1} \, dt$ for $\text{Re}(x), \text{Re}(y) > 0$. 

### E. Local deviation error:

In network (7), the local deviation of subsystem $i$ is equal to the deviation of the state of subsystem $i$ from the weighted average of states of its immediate neighbors, which can be formally defined by

$$
e_i(t) := x_i(t) - \frac{1}{d_i} \sum_{e=\{(i,j)\} \in \mathcal{E}} w(e) x_j(t). \quad (26)
$$

The expected cumulative local deviation is then defined by

$$
\Delta(L) = \lim_{t \rightarrow \infty} \mathbb{E} \left[ \sum_{i=1}^{n} \varepsilon_i(t)^2 \right] \quad (27)
$$

with respect to input $\xi$ being a white noise process with identity covariance. The notion of local deviation can be extended and defined for velocity variables in the second-order consensus network (96–97) (c.f., (11)) as follows

$$
\zeta_i(t) := v_i(t) - \frac{1}{d_i} \sum_{e=\{(i,j)\} \in \mathcal{E}} w(e) v_j(t), \quad (28)
$$

that is equal to the deviation of the velocity of subsystem $i$ from the weighted average of velocities of its neighbors. The expected cumulative local deviation is then given by

$$
\Upsilon(L) = \lim_{t \rightarrow \infty} \mathbb{E} \left[ \sum_{i=1}^{n} \zeta_i(t)^2 \right], \quad (29)
$$

where it is assumed that input $\xi$ in network model (96–97) is a white noise process with identity covariance.

**Theorem 1:** The operators $\Delta, \Upsilon : \mathcal{L}_n \rightarrow \mathbb{R}_+$ defined by (27) and (29) are homogeneous systemic performance measures. Moreover, they can also be characterized as

$$
\Delta(L) = \frac{1}{2} \sum_{i=1}^{n} d_i^{-1} \quad (30)
$$

and

$$
\Upsilon(L) = \frac{1}{2\beta} \sum_{i=1}^{n} d_i^{-2} \quad (31)
$$

in which $d_i$ is the degree of node $i \in \mathcal{V}$.

**Proof:** Let us define the total local deviation at time $t$ by

$$
\varepsilon_{\text{total}}(t) := \sum_{i \in \mathcal{V}} \varepsilon_i(t)^2. \quad (32)
$$

We reformulate (26) as

$$
\varepsilon_i(t) = d_i^{-1} \left( d_i x_i(t) - \sum_{e=\{(i,j)\} \in \mathcal{E}} w(e) x_j(t) \right) = d_i^{-1} \sum_{e=\{(i,j)\} \in \mathcal{E}} w(e) (x_i(t) - x_j(t)). \quad (33)
$$

Therefore, we get

$$
\varepsilon(t) = \text{diag} \left[ d_1^{-1}, \ldots, d_n^{-1} \right] L x(t).
$$

where $\varepsilon(t)$ is concatenation of elements $\varepsilon_i(t)$ for $i = 1, \ldots, n$. Also, we can rewrite (32) as follows

$$
\varepsilon_{\text{total}}(t) = \varepsilon^T(t) \varepsilon(t) = x^T(t) Q x(t)
$$

with

$$
Q = L \text{diag} \left[ d_1^{-2}, \ldots, d_n^{-2} \right] L.
$$

Thus, according to [12] Thm. 5 the steady-state of $\varepsilon_{\text{total}}$ is given by

$$
\Delta(L) = \lim_{t \rightarrow \infty} \mathbb{E} [\varepsilon_{\text{total}}(t)] = \frac{1}{2} \text{Tr} \left( L^1 Q \right)
$$

for $2 \leq p \leq \infty$. 

---

$^4 \beta(x, y) = \int_0^1 t^{x-1} (1 - t)^{y-1} \, dt$ for $\text{Re}(x), \text{Re}(y) > 0$. 

Now we show this measure is a homogeneous systemic performance measure. We first show that (34) has property 1, which means
\[ \Delta(\kappa L) = \frac{1}{2} \sum_{i \in V} (\kappa d_i)^{-1} = \kappa^{-1} \Delta(L). \]
Furthermore, it is monotone, because if \( L_1 \leq L_2 \) then we have
\[ e_i^T L_1 e_i \leq e_i^T L_2 e_i, \]
where \( e_i \) for \( i = 1, \ldots, n \) are the standard basis for the \( n \)-dimensional Euclidean space. Therefore, we have \( L_1(i, i) \leq L_2(i, i) \) that guarantees the monotonicity of \( \Delta \). Moreover, its convexity follows from
\[ \alpha \Delta(L_1) + (1 - \alpha) \Delta(L_2) \leq \Delta(\alpha L_1 + (1 - \alpha) L_2) \]
for all \( 0 \leq \alpha \leq 1 \). This completes the proof of the first part. For the second part, let us define the total local deviation error at time \( t \) by
\[ \varsigma_{\text{total}}(t) := \sum_{i \in V} \varsigma_i(t)^2. \]
We similarly reformulate (28) as
\[ \varsigma_i(t) = d_i^{-1} \left( d_i v_i(t) - \sum_{(i,j) \in \mathcal{E}} w(e) v_j(t) \right) = d_i^{-1} \sum_{(i,j) \in \mathcal{E}} w(e) (v_i(t) - v_j(t)). \]
Therefore, we have
\[ \varsigma(t) = \text{diag}[d_1^{-1}, \ldots, d_n^{-1}] \mathbf{L} v(t), \]
where \( \varsigma(t) \) is concatenation of elements \( \varsigma_i(t) \) for all \( 1 \leq i \leq n \). Moreover, we can rewrite (35) as follows
\[ \varsigma_{\text{total}}(t) = \varsigma(t)^T \varsigma(t) = v^T(t) Q v(t), \]
where \( Q \) is given by \( Q = L \text{diag}[d_1^{-2}, \ldots, d_n^{-2}] \). Therefore, the steady-state of \( \varsigma_{\text{total}} \) can be characterized as
\[ \Upsilon(L) = \lim_{t \to \infty} \mathbb{E}[\varsigma_{\text{total}}(t)] = \frac{1}{2\beta} \text{Tr} \left((L^T)^2 Q\right) = \frac{1}{2\beta} \sum_{i \in V} d_i^{-2}. \]
This measure is a homogeneous systemic performance measure. It is straightforward to show that \( (37) \) satisfies property 1 by verifying that
\[ \Upsilon(\kappa L) = \frac{1}{2\beta} \sum_{i \in V} (\kappa d_i)^{-2} = \kappa^{-2} \Upsilon(L). \]
It is monotone, as if \( L_1 \leq L_2 \), then we have
\[ e_i^T L_1 e_i \leq e_i^T L_2 e_i. \]
As a result, it follows that \( L_1(i, i) \leq L_2(i, i) \) that guarantees the monotonicity of \( \Upsilon \). Finally, its convexity can be concluded from convexity of function \( 1/x^2 \) for all \( x \in \mathbb{R}_+ \).

Remark 2: For first-order consensus network \( (7) \) that are defined over \( d \)-regular coupling graphs, the corresponding microscopic measure \( \rho \) scales linearly with network size. For regular lattices that are \( d \)-regular graphs, our result assumes the reported result of \( (28) \) as its special case.

Remark 3: Fig. 2 shows example of two isospectral\(^6\) graphs that are not isometric\(^5\). While the value of a spectral systemic performance measure is equal for both graphs, the value of an expected cumulative local deviation measure is different for each of these graphs and depend on their specific interconnection topology. This simple observation implies that systemic performance measures \( (30) \) and \( (31) \) are suitable tools to differentiate among networks with isospectral coupling graphs.

V. ABSTRACTION WITH GUARANTEED BOUNDS

In this section, we develop a fast abstraction algorithm for the class of linear consensus networks \( (7) \) with guaranteed bounds with respect to the class of homogeneous systemic performance measures.

A. Intrinsic Tradeoffs on the Best Achievable Abstractions

The abstraction goals are to reduce the number of feedback links while preserving a desired level of performance. From notation \( (3) \), one can easily verify that the value of \( S_{0,1} \)-measure is equal to the maximum of \( |N(i)| \) for all nodes \( i = 1, \ldots, n \), which makes it a suitable surrogate for design parameter \( d \). The next result reveals an inherent interplay between sparsity and performance.

Theorem 2: For a given network \( (7) \) that is endowed with a homogeneous systemic performance measure \( \rho : \mathbb{R}^n \to \mathbb{R}_+ \), of order \( \alpha \), suppose that \( w_{\pi} = \max_{e \in \mathcal{E}} w(e) \). Then, there are fundamental tradeoffs between normalized performance and graph sparsity measures in the following sense
\[ \Pi_\rho(L) \|A\|_{\ell_0} \geq 2 \rho^*(n - 1), \]
and
\[ \Pi_\rho(L) \|A\|_{\ell_1} \geq 2 \rho^* \]
when \( n > 2 \), in which \( A \) is the adjacency matrix of the coupling graph and \( \rho^* = w_{\pi}^{-1} \Pi_\rho(L_{K_n}) \), where \( L_{K_n} \) is Laplacian matrix of the unweighted complete graph.

Proof: Since it is assumed that the coupling graph of the network is connected, the sparsity measure \( \|A\|_{\ell_0} \) is always bounded from below by \( 2(n - 1) \); with equality sign if the coupling graph is a tree. Thus, the following inequality holds on the cone of positive semidefinite matrices
\[ L \preceq \frac{\|A\|_{\ell_0}}{2(n - 1)} L \preceq \frac{w_{\pi} \|A\|_{\ell_0}}{2(n - 1)} L_{K_n}. \]

\(^5\)Two graphs are called isospectral if and only if their Laplacian matrices have the same multi-sets of eigenvalues
\(^6\)This means that their adjacency matrices are not permutation-similar.
From monotonicity property, it follows that 
\[ \rho(L) \| A \|_{\mathcal{S}_0}^\alpha \geq 2^n (n-1)^\alpha w_s^{-\alpha} \rho(L_{k_n}). \]
By taking \( \alpha \)’th root from both sides, one can conclude the desired inequality (39). When \( n > 2 \), the localized sparsity measure \( \| A \|_{\mathcal{S}_0} \) is always greater of equal to 2. Therefore, the following relation holds 
\[ L \leq \frac{1}{2} \| A \|_{\mathcal{S}_0}, \quad L \leq \frac{1}{2} w_s \| A \|_{\mathcal{S}_0} L_{k_n}. \]
By utilizing the monotonicity property, we get 
\[ \rho(L) \| A \|_{\mathcal{S}_0} \geq 2^n w_s^{-\alpha} \rho(L_{k_n}). \]
The desired inequality (39) follows from taking \( \alpha \)'th root from both sides of the inequality.

The monotonicity property of a systemic performance measure implies that link removal will lead to performance deterioration. Theorem 4 quantifies this inherent interplay by saying that sparsity and performance cannot be improved indefinitely both at the same time. As we will see in the following subsection, this is exactly why we need to perform reweighing after link elimination procedure in order to achieve an approximation that meets (12).

### B. Existence and Algorithms

The next theorem enables us to harness the monotonicity property of homogeneous systemic measures in our network approximations.

**Theorem 3:** Suppose that two linear consensus networks \( \mathcal{N}(L) \) and \( \mathcal{N}(L_s) \) are endowed with a homogeneous systemic performance measure \( \rho : \mathcal{L}_n \rightarrow \mathbb{R}_+ \) of order \(-\alpha\). For a given constant \( \epsilon \in (0, 1) \), the two networks are \( \epsilon \)-approximation of each other, i.e., property (12) holds, if and only if their state matrices satisfy 
\[ (1 - \epsilon) L \preceq L_s \preceq (1 + \epsilon) L. \] (40)

**Proof:** According to the monotonicity and homogeneity properties of system measures, it follows that if (40) holds then we have 
\[ (1 + \epsilon)^{-\alpha} \rho(L) \leq \rho(L_s) \leq (1 - \epsilon)^{-\alpha} \rho(L). \] (41)
Therefore, according to (41) and (12), \( \mathcal{N}(L_s) \) is an \( \epsilon \)-approximation of \( \mathcal{N}(L) \). Let us consider the following measures 
\[ \rho_v(L) = v^T L^* v \] (42)
for all \( v \in \mathbb{R}^n \). This operator is a homogeneous systemic performance measure of order \(-1\). For all \( v \notin \text{Span} [ \mathbb{I} ] \), inequality (12) yields 
\[ -\epsilon \leq \rho_v(L) - \rho_v(L_s) \leq \epsilon. \]
Thus, it follows that 
\[ (1 + \epsilon)^{-1} \leq \frac{v^T L^* v}{v^T L^*_s v} \leq (1 - \epsilon)^{-1}. \] (43)
Since \( v^T L^* v > 0 \), inequalities (43) can be rewritten as 
\[ (1 + \epsilon)^{-1} v^T L^* v \leq v^T L^*_s v \leq (1 - \epsilon)^{-1} v^T L^* v. \] (44)
We know that \( L \) and \( L_s \) are Laplacian matrices and (44) holds for all \( v \notin \text{Span} [ \mathbb{I} ] \); therefore, we get 
\[ (1 + \epsilon)^{-1} L^* \preceq L^*_s \preceq (1 - \epsilon)^{-1} L^*. \]
This inequality can be rewritten to obtain the desired result 
\[ (1 - \epsilon) L \preceq L_s \preceq (1 + \epsilon) L. \]

The result of the above theorem is crucial as it enables us to take advantage of monotonicity property of systemic performance measures in our approximations. For two given networks \( \mathcal{N}(L_1) \) and \( \mathcal{N}(L_2) \), inequality \( \rho(L_2) \leq \rho(L_1) \) can be realized through several possible scenarios; for example, network \( \mathcal{N}(L_2) \) can be constructed by (i) adding new weighted edges to the coupling graph of network \( \mathcal{N}(L_1) \), (ii) increasing weights of some of the existing links in network \( \mathcal{N}(L_1) \), (iii) rewiring topology of network \( \mathcal{N}(L_1) \) while ensuring \( L_1 \preceq L_2 \).

The next result proves existence of an abstraction for every given linear consensus network.

**Theorem 4:** Suppose that a network \( \mathcal{N}(L) \) with coupling graph \( G = (\mathcal{V}, E; w) \) endowed with a homogeneous systemic performance measure \( \rho : \mathcal{L}_n \rightarrow \mathbb{R}_+ \) of order \(-\alpha\) and a design parameter \( d > 2 \) are given. Then, it is possible to construct another network \( \mathcal{N}(L_s) \) with coupling graph \( G_s = (\mathcal{V}, E_s; w_s) \) such that
(i) \( \mathcal{N}(L_s) \) is a \((d^2/2, d)\)-abstraction of network \( \mathcal{N}(L) \);
(ii) \( E_s \subset E \).

**Proof:** It is well known that the characteristic polynomial of \( A + vv^T \) can be computed based on the characteristic polynomial of \( A \), its eigenvalues \( \mu_i \), and eigenvectors \( u_i \) as follows 
\[ P_{A+vv^T}(x) = P_A(x) \left( 1 - \sum_i \frac{(v, u_i)^2}{x - \mu_i} \right) \]
in which \( (v, u_i) : = v^T u_i \). Moreover, we know that the eigenvalues of \( A + vv^T \) interlace those of \( A \). Reference [17] suggests a framework which provides intuition as to where these new eigenvalues are located. If we start with an empty graph on \( n \) nodes, then after \( M = [d(n-1)/2] \) iterations of choosing links from the original graph and adjusting its weight, it is shown that the eigenvalues of the resulted graph are controlled by maintaining two barrier potential functions. According to [17] Th. 1.1, coupling graph \( G = (\mathcal{V}, E; w) \) has a weighted subgraph \( \tilde{G} = (\mathcal{V}, \hat{E}; \hat{w}) \) with \( \hat{E} = [d(n-1)/2] \) that satisfies 
\[ L \preceq L_{\hat{G}} \preceq \left( \frac{1 + \sqrt{d/2}}{1 - \sqrt{d/2}} \right)^2 L \] (45)
where \( L_{\hat{G}} \) is the Laplacian matrix of graph \( \tilde{G} \). We define \( G_s = (\mathcal{V}, E_s; w_s) \) by its Laplacian matrix, which is given by 
\[ L_s := \frac{(1 - \sqrt{d/2})^2}{1 + \sqrt{d/2}} L_{\hat{G}}. \] (46)
Therefore, according to (45) and (46), it follows that 
\[ \left( 1 - \frac{\sqrt{2d}}{d/2 + 1} \right) L \preceq L_s \preceq \left( 1 + \frac{\sqrt{2d}}{d/2 + 1} \right) L. \] (47)

Using (47) and Theorem 3 it yields that \( \mathcal{N}(L_s) \) is a \((d^2/2, d)\)-abstraction of \( \mathcal{N}(L) \). Since \( E_s = \hat{E} \) and the fact that \( \hat{E} \) is obtained by taking samples from \( E \), one concludes that \( E_s \subset E \). In our next result, we show that every consensus network has a sparsification such that: (i) it yields a better systemic performance than the original network, and (ii) the total weight sum of the coupling graph of the spars network is controlled, i.e., it is less than a constant multiple, which is independent of the network size, of the total weight sum of the original network.

**Proposition 1:** For a given consensus network \( \mathcal{N}(L) \) with coupling graph \( G = (\mathcal{V}, E; w) \) and every \( d > 2 \), there exists a consensus network \( \mathcal{N}(L_s) \) with coupling graph \( G_s = (\mathcal{V}, E_s; w_s) \) that has at most \( d n/2 \) links and \( E_s \subset E \). Moreover, we have
(i) the total weight of coupling graph of \( \mathcal{N}(L_s) \) is controlled, i.e.,
\[ \sum_{e \in E} w(e) \leq \left( \frac{\sqrt{2d} + 2}{\sqrt{2d} - 2} \right)^2 \sum_{e \in E} w(e); \]  

(48)

(ii) \( \mathcal{N}(L_n) \) has a superior performance with respect to \( \mathcal{N}(L) \), i.e.,

\[ \rho(L_n) \leq \rho(L), \]

for every homogeneous systemic performance measure \( \rho : \Sigma_n \to \mathbb{R}_+ \).

**Proof:** According to Theorem 3, \( \mathcal{N}(L) \) has a \((\sqrt{2d} - \alpha, d)\)-abstraction, \( \mathcal{N}(L_n) \), with \( \mathcal{E}_n \subseteq \mathcal{E} \), which means that we have

\[ \left( 1 - \frac{\sqrt{2d}}{d/2 + 1} \right) \alpha \leq \frac{\rho(L)}{\rho(L_n)} \leq \left( 1 + \frac{\sqrt{2d}}{d/2 + 1} \right) \alpha \]

(49)

for every homogeneous systemic performance measure \( \rho : \Sigma_n \to \mathbb{R}_+ \) of order \(-\alpha\). Let us define \( L_n = \frac{d+2-\sqrt{2d}}{d+2} L_k \). Then, it follows that

\[ \rho(L_n) = \left( \frac{d+2-\sqrt{2d}}{d+2} \right)^\alpha \rho(L). \]

(50)

Finally, by substituting \( \rho(L_n) \) from (50) in the left-hand side inequality of (49), we obtain

\[ \rho(L_n) \leq \rho(L). \]

It is straightforward to verify that operator \( \Xi(L) = (\sum_{e \in E} w(e))^{-1} \) is a homogeneous systemic performance measure with \( \alpha = 1 \). From the left-hand side inequality of (49), we get the desired bound (48).

**Remark 4:** Proposition 1 demonstrates a tradeoff between the largest possible number of links in an abstraction, i.e., upper bound of \( |\mathcal{E}_n| \), and the best achievable ratio of the total weights, i.e., upper bound of \( \sum_{e \in \mathcal{E}_n} w(e)/\sum_{e \in \mathcal{E}} w(e) \). We have that

\[ |\mathcal{E}_n| \leq \frac{1}{2^d} d^n \]

(51)

and

\[ \sum_{e \in \mathcal{E}_n} w(e)/\sum_{e \in \mathcal{E}} w(e) \leq \left( \frac{\sqrt{2d} + 2}{\sqrt{2d} - 2} \right)^2. \]

(52)

Let us fix \( \alpha \). By increasing the value of parameter \( d \), the upper bound in (51) increases, but the upper bound in (52) decreases and gets closer to 1. On the other hand, if \( d \to 2 \), then the upper bound in (52) tends to infinity.

We next employ a randomized algorithm to compute an \((\epsilon, d)\)-abstraction of a given network. A randomized algorithm utilizes a degree of randomness as part of its logic. Randomization allows us to design provably accurate algorithms for problems that are massive and computationally expensive or NP-hard. For this aim based on (16), we sample low-connectivity coupling links with high probability and high-connectivity coupling links with low probability. For a given consensus network \( \mathcal{N}(L) \) with \( n \) nodes, we sample links of the coupling graph of this network \( M := \lfloor dn/2 \rfloor \) times in order to produce an \((\epsilon, d)\)-abstraction. Let us denote probability of selecting a link \( e \in \mathcal{E} \) by \( \pi(e) \) that is proportional to \( w(e)r(e) \), where \( w(e) \) and \( r(e) \) are the weight and the effective resistance of link \( e \), respectively. In each step of sampling, we add the selected link \( e \) to the abstraction with weight \( w(e)/(\Pi \pi(e)) \). All details of our proposed algorithm are explained below. The following result, which is obtained based on a theorem in (16) Thm. 1, provides us with a certificate that the above randomized algorithm is capable of generating a proper abstraction of a given linear consensus network.

**Theorem 5:** Suppose that a linear consensus network \( \mathcal{N}(L) \) endowed with a homogeneous systemic performance measure \( \rho : \Sigma_n \to \mathbb{R}_+ \) of order \(-\alpha \) is given and a permissible performance loss parameter \( \epsilon \in (1/\sqrt{\|x\|_1}, 1] \) is fixed. Let us pick a real number \( d \) that is at the order of \( \epsilon^2 \log n \). Then, Algorithm 1 produces an \((\epsilon, d)\)-abstraction of network \( \mathcal{N}(L) \), whose coupling graph is a subgraph of \( \mathcal{N}(L) \), with probability at least 0.5.

**Proof:** Let us consider the following projection matrix

\[ P = W^{1/2} E L \Sigma L^T W^{1/2}, \]

(53)

where \( E \) is \( m \)-by-\( m \) incidence matrix and \( W \) is a diagonal matrix with link weights on its diagonal such that \( L = E^T W E \). The \( m \)-by-\( m \) matrix \( P \) has eigenvalue at 0 with multiplicity \( m - n + 1 \) and eigenvalue at 1 with multiplicity \( n - 1 \) [16] Lemma 3]. Now, we show that the sampling of links in Algorithm 1 corresponds to selecting \( M = \mathcal{O}(n \log n / \epsilon^2) \) columns at random from matrix \( P \). Then by a concentration lemma of Rudelson [30] Thm. 3.1] and Markov’s inequality, with probability at least 0.5, we get

\[ \| P - P \Gamma \|_2 \leq \epsilon, \]

(54)

where \( \Gamma \) is a nonnegative diagonal matrix. Then, it is straightforward to show that for every homogeneous systemic performance measure \( \rho : \Sigma_n \to \mathbb{R}_+ \), we have

\[ \left| \Pi_{\rho}(L) - \Pi_{\rho}(L_n) \right| \leq \epsilon \]

in which \( L_n = E W^{1/2} \Gamma W^{1/2} E^T \). One can show that the inequality (54) is equivalent to

\[ \sup_{x \in \mathbb{R}^m \setminus \{0\}} \frac{|x^T (P - P \Gamma) x|}{x^T x} \leq \epsilon. \]

(55)

Since \( \text{Im}\{W^{1/2} E\} \subset \mathbb{R}^m \), it follows that

\[ \sup_{x \in \text{Im}\{W^{1/2} E\}} \frac{|x^T (P - P \Gamma) x|}{x^T x} \leq \sup_{x \in \mathbb{R}^m \setminus \{0\}} \frac{|x^T (P - P \Gamma) x|}{x^T x} \leq \epsilon. \]

(56)

Let us define \( x = W^{1/2} E \mathbf{x}' \). Then, we can rewrite (55) as follows

\[ \sup_{x' \in \text{ker}\{W^{1/2} E\}} \frac{|x'^T (L - L_n)x'|}{x'^T x'} \leq \epsilon. \]

For all \( x' \in \text{ker}\{W^{1/2} E\} \), one gets \( x'^T Lx' = x'^T L_n x' = 0 \). As a
result, it follows that
\[ \sup_{x^T \in \mathbb{R}^n \setminus \{0\}} \frac{|x^T (L - L_s) x|}{x^T L_s x} \leq \epsilon, \] (57)
which implies that
\[ (1 - \epsilon)L \preceq L_s = EW^{-1/2}GW^{-1/2}E^T \preceq (1 + \epsilon)L. \] (58)

Finally, using this and Theorem 3 we conclude the desired result.

Algorithm 1 produces a network abstraction with $O(n \log n/\epsilon^2)$ feedback links in expectation and runs in approximately linear time $\tilde{O}(m)$, where $m$ is the number of links (c.f. [8]). This favorable almost-linear-time complexity is achieved by having access to good approximations of all effective resistances. In [16], the authors show that $O(\log n)$ calls to a solver for a linear system of equations with symmetric diagonally dominant (SDD) matrix can provide sufficiently good approximations to all effective resistances. Moreover, it is shown in [17] that a spectral sparsification with $O(n/\epsilon^2)$ links can be computed in $O(n^3/m/\epsilon^2)$ time by employing a slower deterministic algorithm for link selection. The best known classical algorithm for calculating effective resistances relies on solving a Laplacian linear system and takes $\tilde{O}(m)$ time [17, 22].

Remark 5: By putting together results of Theorems 4 and 5 we observe an intrinsic tradeoff between the number of feedback links $M$ and the permissible performance loss parameter $\epsilon$. These two design factors move in opposite directions, i.e., if we decrease $\epsilon$, $M$ increases, and vice versa. According to Theorems 4 and 5 one can deduce that the number of feedback links $M$ decreases inversely with the square of $\epsilon$.

C. Guaranteed Performance Bounds

In the following, we show that our proposed abstraction algorithm approximately preserves frequency characteristics of the original (dense) network (see Fig. 3). Our abstraction method shares some common roots with the classical model reduction techniques, where the objective is to find a reduced model that yields small $\mathcal{H}_2$-norm error (c.f., [9]). Our first result gives a tight upper bound on the $\mathcal{H}_2$-norm error of two linear consensus networks in terms of their Laplacian matrices.

Lemma 1: Suppose that $\mathcal{H}(L)$ and $\mathcal{H}(\hat{L})$ are two given consensus networks governed by dynamics (7). Then, we have
\[ \frac{\|G - \hat{G}\|_2^2}{\|G\|_2^2} \leq \frac{\text{Tr} \left( L^T + L^T - 4(L + \hat{L})^T \right)}{\text{Tr} (L^T)}, \] (59)
where $G(s)$ and $\hat{G}(s)$ are transfer matrices of $\mathcal{H}(L)$ and $\mathcal{H}(\hat{L})$ from input $\xi$ to output $y$, respectively.

Proof: In the first step, we define an augmented dynamical network $\mathcal{H}^*$ using the two given networks
\[ \begin{aligned}
\dot{z}(t) &= -[L + \frac{1}{n} J_n \quad 0 \quad L_s + \frac{1}{n} J_n] z(t) + [M_n \quad M_n] \xi(t) \\
y(t) &= [M_n \quad -M_n] z(t)
\end{aligned} \] (60)
in which $z \in \mathbb{R}^{3n}$, $\xi \in \mathbb{R}^n$, $y \in \mathbb{R}^n$. If we denote the transfer matrix of network (60) from $\xi$ to $y$ by $G^*$, then one can show that
\[ \|G^*\|_{\mathcal{H}_2} = \|G - G_s\|_{\mathcal{H}_2}. \] (61)
It is known that calculating the $\mathcal{H}_2$-norm of a linear time-invariant system reduces to solving an Algebraic Lyapunov Equation (ALE) [33]. Let us form the corresponding ALE to (61) using the state matrices of the augmented network
\[ AX + XA = \begin{bmatrix} M_n & -M_n \\ -M_n & M_n \end{bmatrix}, \] (62)
where
\[ A = -\begin{bmatrix} L + \frac{1}{n} J_n & 0_{n \times n} \\ 0_{n \times n} & L_s + \frac{1}{n} J_n \end{bmatrix} \]
and
\[ X = \begin{bmatrix} X_1 & X_2 \\ X_1^T & X_3 \end{bmatrix}. \]

The matrix equation (62) can be decomposed into three Sylvester equations as follow. The first equation is
\[ (L + \frac{1}{n} J_n) X_1 + X_1 (L + \frac{1}{n} J_n) = M_n \]
and its solution is given by
\[ X_1 = \frac{1}{2} L^\dagger. \] (63)
The second equation is
\[ (L_s + \frac{1}{n} J_n) X_3 + X_3 (L_s + \frac{1}{n} J_n) = M_n \]
and its unique solution is given by
\[ X_3 = \frac{1}{2} L^\dagger. \] (64)
Finally, the third one is
\[ (L + \frac{1}{n} J_n) X_2 + X_2 (L_s + \frac{1}{n} J_n) = -M_n \] (65)
with unique solution
\[ X_2 = -\int_0^\infty e^{-(L + \frac{1}{n} J_n)t} M_n e^{-(L_s + \frac{1}{n} J_n)t} dt, \]
where the integrand can be reformulated as
\[ e^{-(L + \frac{1}{n} J_n)t} M_n e^{-(L_s + \frac{1}{n} J_n)t} = e^{-(L + \frac{1}{n} J_n)t} e^{-(L_s + \frac{1}{n} J_n)t} + \frac{1}{n} e^{-(L + \frac{1}{n} J_n)t} J_n e^{-(L_s + \frac{1}{n} J_n)t} \]
\[ = e^{-(L + \frac{1}{n} J_n)t} e^{-(L_s + \frac{1}{n} J_n)t} + \frac{1}{n} e^{-2t} J_n. \]
By utilizing the Golden-Thompson inequality for Hermitian matrices, it follows that
\[ \text{Tr} \left( e^{-(L + \frac{1}{n} J_n)t} M_n e^{-(L_s + \frac{1}{n} J_n)t} \right) \]
\[ \geq \text{Tr} \left( e^{-(L + L_s + \frac{1}{n} J_n)t} + \frac{1}{n} e^{-2t} J_n \right) \] (66)
Therefore, the trace of $X_2$ can be bounded by
\[ \text{Tr}(X_2) = -\int_0^\infty \text{Tr} \left( e^{-(L + \frac{1}{n} J_n)t} M_n e^{-(L_s + \frac{1}{n} J_n)t} dt \right) \]
\[ = -\int_0^\infty \text{Tr} \left( e^{-(L + \frac{1}{n} J_n)t} M_n e^{-(L_s + \frac{1}{n} J_n)t} dt \right) \]
\[ \leq -\int_0^\infty \text{Tr} \left( M_n e^{-(L + L_s + \frac{1}{n} J_n)t} \right) dt \]
\[ = -\text{Tr} \left( (L + L_s)^\dagger \right). \] (67)

Putting all these pieces together, the $\mathcal{H}_2$-norm of the augmented network can be written as
\[ \|G^*\|_{\mathcal{H}_2} = \text{Tr} \left( [M_n \quad M_n \quad X_1 \quad X_2 \quad X_3] [M_n \quad M_n] \right). \]
Moreover, it follows from Theorem 3 that the following inequality holds

\[ \text{tr}(\hat{L} + L + L_s) \leq 2 \text{tr}((L + L_s)^\dagger), \]

where (67) is used in the last inequality. Finally, from this and (61), we conclude the desired result

\[ \|G - G_s\|^2_{\mathcal{H}_2} \leq \frac{1}{2} \text{tr} \left( (\hat{L} + L + L_s)^\dagger - 4(L + L_s) \right). \]

The right-hand side of inequality (69) is always non-negative, i.e.,

\[ 0 \leq \text{tr} \left( (\hat{L} + L + L_s)^\dagger - 4(L + L_s) \right). \]

This is because of the fact that \( \text{tr}(L^\dagger) \) is convex on \( \Sigma_n \) and the following inequality holds

\[ \text{tr} \left( (L + L_s)^\dagger \right) \leq \frac{1}{4} \text{tr} (L^\dagger) + \frac{1}{4} \text{tr}(\hat{L}^\dagger). \]

The inequality (40) implies proximity of state matrices of the original and its abstraction on the cone of positive semidefinite matrices. In the following result, it is proven that the frequency specifications of two \( \epsilon \)-approximations are indeed very similar in \( \mathcal{H}_2 \) sense.

**Theorem 6:** If \( \mathcal{H}(L_s) \) is an \( \epsilon \)-approximation of \( \mathcal{H}(L) \) for some \( 0 \leq \epsilon < 1 \), then

\[ \frac{\|G - G_s\|^2_{\mathcal{H}_2}}{\|G\|^2_{\mathcal{H}_2}} \leq \sqrt{\frac{\epsilon(4 - \epsilon)}{1 - \epsilon^2(2 + \epsilon)}}, \]

where \( G(s) \) and \( G_s(s) \) represent the transfer matrices from input \( x(t) \) to output \( y(t) \) of \( \mathcal{H}(L) \) and \( \mathcal{H}(L_s) \), respectively.

**Proof:** According to the definition of \( \epsilon \)-approximation and the fact that \( \text{tr}(L^\dagger) \) is a homogeneous systemic performance measure of order \(-1\), we get

\[ \text{tr}(L_s^\dagger) \leq \frac{1}{1 - \epsilon} \text{tr}(L^\dagger). \]

Moreover, it follows from Theorem 3 that

\[ (2 + \epsilon)^{-1}(L_s)^\dagger \leq (L + L_s)^\dagger. \]

By taking trace from both sides of (71), one obtains

\[ \text{tr}(L + L_s)^\dagger \geq \frac{1}{2 + \epsilon} \text{tr}(L^\dagger). \]

By applying result of Lemma 1, we can conclude that

\[ \frac{\|G - G_s\|^2_{\mathcal{H}_2}}{\|G\|^2_{\mathcal{H}_2}} \leq \frac{\text{tr}(L_s^\dagger + L^\dagger - 4(L + L_s)^\dagger)}{\text{tr}(L^\dagger)} \]

\[ = \frac{\text{tr}(L_s^\dagger) + \text{tr}(L^\dagger) - 4\text{tr}((L + L_s)^\dagger)}{\text{tr}(L^\dagger)} \]

\[ \leq \frac{\epsilon(4-\epsilon)}{(1-\epsilon)(2+\epsilon)}, \]

where the last inequality is obtained after using (70) and (72).

**Remark 6:** In [15], the authors consider a similar problem of identifying a sparse representation of a given dense linear consensus network. Their proposed method has two steps. First, an optimal sparse network topology is obtained by adding the \( \mathcal{H}_2 \)-norm error (c.f., Fig. 3) with another penalizing term that accounts for sparsity. Then, the optimal link weights are chosen over the identified topology. For both cases, approximation methods based on the Broyden-Fletcher-Goldfarb-Shanno method are employed in [15]. This method chooses a descent direction based on an approximation of the Hessian matrix. Therefore each update requires \( O(n^2) \) operations [15]. In comparison with Algorithm 1 in Section V, the proposed method in [15] is computationally expensive. Furthermore, it does not provide any guaranteed performance certificates.

**VI. LOCALIZED NETWORK ABSTRACTION**

Our methodology can be extended further to explore several interesting network design problems, such as partial or localized abstraction of a given large-scale consensus network. In this section, we only look at one of such design problems. Let us consider a slightly modified version of (7) by involving a predesigned state
feedback controller

\[\mathcal{G}(L_0 + L_1) : \begin{cases} \dot{x}(t) = -L_0 x(t) + u(t) + \xi(t) \\ u(t) = -L_1 x(t) \\ y(t) = M_x x(t) \end{cases}\]  

(74)

with initial condition \(x(0) = x_0\), where \(L_0\) is the Laplacian matrix of the open-loop network and the Laplacian matrix \(L_1\) is the predesigned state feedback gain matrix. Let us represent the corresponding coupling graph to \(L_1\) by \(G_1\). If \(L_1\) is obtained via traditional optimal control methods without incorporating sparsity measures, then one should expect to get a dense interconnection topology for \(G_1\); we refer to [13] for discussions on spatially decaying structure of optimal controllers. Therefore, our design objective is to compute \(G\) should expect to get a dense interconnection topology for \(G_1\). From (76) and (77), it follows that

\[\Pi_p(L_0 + L_1) - \Pi_p(L_0 + \hat{L}_1) \leq \epsilon.\]  

(75)

Furthermore, it follows that

\[w_{\text{local}}(\hat{L}_1) \leq (1 + \epsilon) w_{\text{local}}(L_1)\]

in which \(w_{\text{local}}(L) = \frac{1}{n} \text{Tr}(L)\).

**Proof:** According to [17] Th. 1.1], coupling graph \(G_1 = (\mathcal{V}, \mathcal{E}, \hat{w})\) of a subgraph abstraction \(\hat{G}_1 = (\mathcal{V}, \mathcal{E}, \hat{w})\) with at most \(dn/2\) links that satisfies

\[L_0 \succeq L_{\mathcal{H}} \succeq \frac{d + 2 + \sqrt{8d}}{d - 2 - \sqrt{8d}} L_0\]  

(76)

where \(L_{\mathcal{H}}\) is the Laplacian matrix of graph \(\mathcal{H}\). We define \(\hat{G}_1 = (\mathcal{V}, \mathcal{E}, \hat{w})\) based on the following Laplacian matrix

\[\hat{L}_1 := \frac{(1 - \sqrt{2d}/d + 1^2)}{1 + d/2} L_{\mathcal{H}}.\]  

(77)

From (76) and (77), it follows that

\[\left(1 + \frac{\sqrt{2d}}{d + 2} \right) \frac{L_0 \succeq L_1 \succeq \left(1 + \frac{\sqrt{2d}}{d + 2} \right) L_0.\]  

(78)

Moreover, we know that

\[\left(1 + \frac{\sqrt{2d}}{d + 2} \right) \frac{L_0 \succeq L_0 \succeq \left(1 + \frac{\sqrt{2d}}{d + 2} \right) L_0.\]  

(79)

From (78) and (79), we have

\[\left(1 + \frac{\sqrt{2d}}{d + 2} \right) \left(1 - \frac{8d}{d + 2} \right) \left(1 + \frac{8d}{d + 2} \right) L_0 \succeq \hat{L}_1 \succeq \left(1 + \frac{\sqrt{2d}}{d + 2} \right) L_0 \leq \left(1 + \frac{\sqrt{2d}}{d + 2} \right) L_0.\]  

(80)

Using (80) and the result of Theorem 3 it yields that \(\mathcal{G}(L_0 + \hat{L}_1)\) is a \((\sqrt{2d}/d + 2)\)-abstraction of \(\mathcal{G}(L_0 + L_1)\).

This result is particularly useful is abstraction of large-scale consensus networks where the control objective is to abstract only desired parts of a network without drastically affecting the global performance.

**VII. PARALLEL NETWORK ABSTRACTION**

Building upon the results of the previous section, we introduce a distributed and parallel implementation of our proposed localized algorithm. The main advantage of parallel abstraction is that several localized abstraction problems can be solved simultaneously by dividing a large-scale network abstraction problem into smaller in size localized problems.

**Definition 4:** A base subgraph \(G_0\) of a network is a subgraph which is formed by those feedback links that will stay unchanged throughout the abstraction process.

Let us denote Laplacian matrix of a base subgraph \(G_0\) by \(L_0\). For a given natural number \(p\), the original coupling graph can be partitioned as the union of a base subgraph and \(p\) other subgraphs \(G_1, \ldots, G_p\), i.e.,

\[L = L_0 + \sum_{i=1}^{p} L_i,\]  

(81)

where \(L_i\) is Laplacian matrix of subgraph \(G_i\). Without loss of generality, one may assume that the node set of all subgraphs is \(\mathcal{V}\), where \(\mathcal{V}\) is the node set of the original graph. This assumption implies that the corresponding Laplacian matrices are compatible \(n\times n\) matrices. The network setup for parallel implementation of abstraction takes the following form

\[\begin{cases} \dot{x}(t) = -L_0 x(t) + u(t) + \xi(t) \\ u(t) = -\sum_{i=1}^{p} L_i x(t) \\ y(t) = M_x x(t) \end{cases}\]  

(82)

with initial condition \(x(0) = x_0\).

**Assumption 4:** The corresponding subgraphs to \(L_i\) for \(i = 1, \ldots, p\) are link-disjoint and dense.

**Theorem 8:** Suppose that a linear consensus network with structure [82], a homogeneous systemic performance measure \(\rho : \mathbb{L}_n \to \mathbb{R}_+\) of order \(-\alpha\), and a design parameter \(d > 2\) are given. For \(\epsilon = \frac{\sqrt{2d}}{d + 2}\) there exists a subgraph abstraction \(\hat{G}_i = (\mathcal{V}, \mathcal{E}, \hat{w})\) of \(G_i = (\mathcal{V}, \mathcal{E}, w)\) with at most \(dn/2\) links that satisfies

\[\left|\Pi_p(L_0 + \sum_{i=1}^{p} L_i) - \Pi_p(L_0 + \sum_{i=1}^{p} \hat{L}_i)\right| \leq \epsilon.\]  

(83)

Furthermore, it follows that

\[w_{\text{local}}(\hat{L}_i) \leq (1 + \epsilon) w_{\text{local}}(L_i),\]

for \(i = 1, 2, \ldots, p\).

**Proof:** For every \(i = 1, \ldots, p\), coupling subgraph \(G_i = (\mathcal{V}, \mathcal{E}, w_i)\) has a weighted subgraph \(\mathcal{H}_i = (\mathcal{V}, \mathcal{E}_i, w_i)\) with \(|\mathcal{E}_i| = [d(n-1)/2]\) whose Laplacian satisfies

\[L_i \succeq L_{\mathcal{H}_i} \succeq \frac{d + 1 + 2\sqrt{2d}}{d + 1 + 2\sqrt{2d}} L_i\]  

(84)

where \(L_{\mathcal{H}_i}\) is the Laplacian matrix of graph \(\mathcal{H}_i\) [17] Th. 1.1]. We define every \(\hat{G}_i = (\mathcal{V}, \mathcal{E}_i, \hat{w}_i)\) according to the following Laplacian matrix

\[\hat{L}_i := \frac{(1 - \sqrt{2d}/d + 2)^2}{1 + d/2} L_{\mathcal{H}_i}.\]  

(85)

By putting (84) and (85) together, it follows that

\[\left(1 + \frac{\sqrt{2d}}{d + 2} \right) \left(1 - \frac{8d}{d + 2} \right) \left(1 + \frac{\sqrt{2d}}{d + 2} \right) L_i \succeq \hat{L}_i \succeq \left(1 + \frac{\sqrt{2d}}{d + 2} \right) L_i.\]  

(86)
Moreover, we know that
\[
\left(1 - \frac{\sqrt{2d}}{d + 2}\right) L_0 \preceq L_0 \preceq \left(1 + \frac{\sqrt{2d}}{d + 2}\right) L_0.
\]  
(87)

From (86) and (87), we get
\[
\left(1 - \frac{\sqrt{2d}}{d^2 + 1}\right) (L_0 + \sum_{i=1}^{n} L_i) \preceq L_0 + \sum_{i=1}^{n} L_i \preceq \left(1 + \frac{\sqrt{2d}}{d^2 + 1}\right) (L_0 + \sum_{i=1}^{n} L_i).
\]  
(88)

From (88) and the result of Theorem 1, one can conclude that \(\mathcal{H}(L_0 + \sum_{i=1}^{n} L_i)\) is a \((\frac{\sqrt{2d}}{d^2}, d)\)-abstraction of \(\mathcal{H}(L_0 + \sum_{i=1}^{n} L_i)\). \(\Box\)

Algorithm 1 can be implemented on several parallel localized processing units to abstract every \(G_i\) for \(i = 1, \ldots, p\). This parallelization scheme cuts the time complexity of solving an abstraction problem down to \(O(m_{\text{max}})\), where \(m_{\text{max}}\) is the number of links of the densest graph among \(G_1, \ldots, G_p\).

**VIII. SHORTCOMINGS OF \(l_0/l_1\)-REGULARIZED SPARSIFICATION METHODS**

In order to put our proposed methodology into perspective, we discuss some of the shortcomings of the \(l_0/l_1\)-regularization based sparsification methods. The common approach is to formulate an optimal control problem that is augmented by a penalty term to promote sparsity. The resulting optimal control problem can be usually cast as a bilinear matrix optimization problem and convexified using alternating methods [5, 34]. While \(l_0/l_1\)-regularization based methods generally do not scale with network size and suffer from high time complexities, we would like to accentuate a more important issue by means of an example that shows \(l_0/l_1\)-regularized methods do not always return sparse solutions. Let us consider a linear consensus network that is governed by (1) whose feedback structure is represented by a complete graph with identical link weights \(w_0\), Laplacian matrix \(L_0\), link set \(E_0\), and incidence matrix \(E_0\). The control objective is to eliminate or reweight some links of the network while minimizing \(H_2\)-norm of the network from \(x\) to \(y\). This problem can be formulated as the following \(l_0\)-problem

**Minimize**

\[\|G_F\|_{H_2}^2 + \frac{\gamma}{2} \|A_F\|_{l_0}\]  
(89)

**subject to:**

\[F = \sum_{e \in E_0} w(e) b_e b_e^T\]  
(90)

\[w(e) \leq w_0\]  
(91)

\[L_0 - F \in \Sigma_n\]  
(92)

in which \(G_F(s)\) is the transfer matrix of network \(\mathcal{H}(L_0 - F)\) from \(x\) to \(y\); \(A_F\) is the adjacency matrix of \(\mathcal{H}(L_0 - F)\); and \(b_e\) is the column of incidence matrix \(E_0\) that corresponds to link \(e\).

**IX. ILLUSTRATIVE EXAMPLES**

In this section, we present several numerical examples to illustrate our theoretical findings.

**Example 1:** We first consider a consensus network with 40 agents defined over an unweighted coupling graph with two dense components which are connected by a single link, i.e., a cut edge. Each of the components is obtained by adding 100 uniformly and randomly selected links to an empty graph with 20 nodes; see Fig. 3(a). Based on Algorithm 1, we sample low-connectivity coupling links (i.e., feedback gains) with high probability and high-connectivity coupling links with low probability. The probability of selecting a link from the coupling graph is depicted in Fig. 3(b). One observes that the probability of selecting the cut edge as an important link is much higher than the probability of choosing other links. Fig. 3(b) shows a \((0.5, 3.05)\)-abstraction of the network after applying Algorithm 1 that has 61 links and meets all requirements of Definition 3. The coupling graph of the abstraction is weighted and has about 70% fewer links than the original network. Although, we set \(\epsilon = 0.5\) when running Algorithm 1, the performance loss of the resulting abstraction is less than 24% according to Table II.
Example 2: Let us consider a consensus network with 100 agents and exponentially decaying couplings that are defined by

$$w(i, j) = \begin{cases} \frac{c}{\|G\| H_2} e^{-\gamma|\|G\| H_2|} & \text{if } i \neq j \\ 0 & \text{if } i = j \end{cases}$$

(95)

where $c$ and $\gamma$ are positive numbers and $i, j \in V$. This class of networks arises in various applications where there is a notion of spatial distance between the subsystems; we refer to [18] for more details.

Fig. 6: The probability of selecting a link of the coupling graph given by Fig. 5(a) as an important link. A cut edge is the most important link with the highest probability; if we throw out the cut edge, the coupling graph of the resulting abstraction will be disconnected for sure.

Example 3: Let us consider a dynamical network consists of 100 agents which are randomly distributed in a $30 \times 30$ square shape area in space and are coupled over a proximity graph. Every agent is connected to all of its spatial neighbors within a closed ball of radius $r = 10$. Fig. 7(a) shows the resulting coupling graph of this dynamical network that has 100 nodes and 1,291 links and Fig. 7(b) depicts an $(0.5, 16.62)$-abstraction of this network, which is obtained using Algorithm 1 with $\beta = 0.5$. The number of coupling links in this abstraction is 831, which is $35.63\%$ sparsification, and meets all requirements of Definition 3. Table IV summarizes the percentage of the relative performance loss with respect to some systemic performance measures.

Example 4: Let us consider a simple model for the formation control of a group of autonomous vehicles, which is given by

$$\begin{bmatrix} \dot{x}(t) \\ \dot{v}(t) \end{bmatrix} = \begin{bmatrix} 0 & I \\ -L & -\beta L \end{bmatrix} \begin{bmatrix} x(t) \\ v(t) \end{bmatrix} + \begin{bmatrix} 0 \\ I \end{bmatrix} \xi(t)$$

(96)

$$y(t) = M_n v(t)$$

(97)

where $\beta > 0$ is a design parameter. Each vehicle has a position and a velocity variable. The state variable of the entire network is denoted by $[x(t) \ v(t)]^T$ and is measured relative to a pre-specified desired trajectory $x_d(t)$ and velocity $v_d(t)$. Without loss of generality, we may assume that the position and velocity of each
TABLE III: Relative performance loss percentage of network Fig. 7(a) with respect to its abstraction Fig. 7(b) that has 77.49 % fewer links.

| Systemic Performance Measure | $\frac{\|P_{\text{lin}}(G) - P_{\text{lin}}(L)\|}{\|P_{\text{lin}}(G)\|} \times 100$ |
|------------------------------|-------------------------------------------------|
| System Hankel Norm: $\frac{1}{\beta} \frac{\lambda_2^{-1}}{\lambda_{s2}}$ | 10.72 % |
| Squared $\mathcal{H}_2$ Norm: $\sum_{i=2}^{n} \lambda_i^{-2}$ | 6.44 % |
| Zeta Spectral Norm: $\left(\sum_{i=2}^{n} \lambda_i^{-2}\right)^{\frac{1}{2}}$ | 9.69 % |
| Local Deviation Error: $\frac{1}{\beta} \sum_{i=2}^{n} \lambda_i^{-1}$ | 3.07 % |

Fig. 8: This plot presents the probability distribution of the sampling process to choose important links in Example 2. The color intensity of each pixel shows importance of that link for sampling.

Fig. 9: (a) An unweighted coupling (proximity) graph of a consensus network with 100 agents is presented. Every agent is connected to all of its spatial neighbors within a closed ball of radius $r = 10$. This graph has 1,291 links and $w_{\text{total}}(L) = 1,291$. (b) This graph shows a (0.5, 16.62)-abstraction of the network. Our abstraction algorithm results in a network with a weighted coupling graph that has 831 links and $w_{\text{total}}(L_s) = 1293.4$. The relative $\mathcal{H}_2$ error of these two networks is $\|G - G_s\|_{\mathcal{H}_2}/\|G\|_{\mathcal{H}_2} = 0.17$.

We refer to [11] for more details. This quantity is a homogeneous systemic performance measure; therefore, we can apply our abstraction algorithm. Suppose that the coupling graph of network (96)-(97) is given by Fig. 9(a). Then, as we mentioned in Example 3, Fig. 9(b) illustrates one example of (0.5, 16.62)-abstraction of this network that is obtained using Algorithm 1. As shown in Example 3 this network has fewer coupling links (831 links) compare to the original network. Table IV presents the percentage of the relative performance loss, where both systemic performance measures are homogeneous of order $-2$. This example shows that our proposed abstraction algorithm can be successfully applied to second-order linear consensus networks as well.

X. Discussion

We have introduced a notion of abstraction for a class of linear consensus networks based on notions of spectral sparsification. There have been several close-in-spirit notions of graph sparsifications in the context of theoretical computer science. While these other notions are interesting for their own sake from a combinatorial standpoint, their connections to performance analysis and synthesis of dynamical networks are not trivial and require further scrutiny. In this context, for a given graph there are several ways to define sparse subgraphs, namely, distance sparsifiers that approximate all pairwise distances
TABLE IV: Relative performance loss percentage of network (96)-(97) with coupling graph Fig. 9(a) with respect to its abstraction Fig. 9(b).

| Systemic Performance Measure | \(\frac{H(p(z)) - H(p(z))_s}{H(p(z))} \times 100\) |
|-----------------------------|--------------------------------------------------|
| Hankel Norm: \(\lambda_2^{-1}\) | 19.65 % |
| Squared \(H_2\)-Norm: \(\sum_{i=2}^{\infty} \lambda_i^{-2}\) | 18.34 % |
| Zeta Spectral Norm: \(\sum_{i=1}^{\infty} \lambda_i^{-2}\) | 15.26 % |
| Local Deviation Error: \(\sum_{i=1}^{\infty} d_i^{-1}\) | 23.16 % |

TABLE V: Relative performance loss percentage of network (96)-(97) with coupling graph Fig. 9(a) with respect to its abstraction Fig. 9(b).

| Systemic Performance Measure | \(\frac{H(p(z)) - H(p(z))_s}{H(p(z))} \times 100\) |
|-----------------------------|--------------------------------------------------|
| Squared \(H_2\)-Norm: \(\sum_{i=2}^{\infty} \lambda_i^{-2}\) | 17.58 % |
| Local Deviation Error: \(\sum_{i=1}^{\infty} d_i^{-1}\) | 11.38 % |
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