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Abstract
The present article introduces the notion of quasi-smoothness of marked rhythms through a certain transformation $Ref$, called reformation map. A marked rhythm consists of a rhythm together with a marker, and the map $Ref$ modifies the marked onset of the rhythm. It is shown that an iteration of the map $Ref$ transforms an arbitrary marked rhythm into a quasi-smooth one. A numerical criterion for a marked rhythm to be quasi-smooth is given in terms of the difference of its rhythm part. Through this criterion, the rhythm part of any quasi-smooth marked rhythm is shown to be smooth.
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0 Introduction
The main purpose of this paper is to propose a new method of construction of smooth rhythms. The notion of smoothness of a rhythm is introduced in (Hazama 2022), and is shown to give us a larger category of rhythms than that of maximally even ones, which have been widely studied (Clough et al. 2000; Demaine 2009; Toussaint 2013). In (Hazama 2022), a self-map $Rav$ on the space $\mathbb{R}^n_N$ of rhythms of $N$ beats with $n$ onsets is introduced, and a rhythm is defined to be smooth if it is periodic under $Rav$. One of the main results of (Hazama 2022) gives us a numerical criterion for a rhythm to be smooth in terms of its width. The proof of the validity of the criterion, given there, is quite involved however, and the author of the paper expresses his hope about a possible simplification of its original proof. Our main result realizes his hope by introducing a self-map $Ref$, called reformation map, on the space $m\mathbb{R}^n_N = \mathbb{Z}_n \times \mathbb{R}^n_N$ of marked rhythms. The first coordinate $k$ of a marked rhythm $(k, a)$
indicates which entry of the rhythm \( a \) is modified by \( Ref \). Since \( Ref \) does not change any other entries, the dynamical behavior of \( Ref \) will be seen to be much simpler than that of \( Rav \), which changes all the entries at the same time. Our main result shows that, if a marked rhythm is periodic under \( Ref \), then its rhythm part is smooth in the sense of (Hazama 2022).

The plan of this paper is as follows. Section one introduces our main tool \( Ref \) on \( mR_N^a \) for our study. The map leads us to a finite dynamical system \( (mR_N^a, Ref) \), which we denote by \( Ref_N^a \). The notion of quasi-smoothness of a marked rhythm is defined by the property that it is periodic under \( Ref \). We investigate the dynamics of \( Ref \) through its descent to a quotient dynamical system \( Def_N^a = (mD_N^a, Def) \) by an automorphism of \( Ref_N^a \). The compatibility of \( Ref \) and \( Def \) is proved at the end of this section. Section two axiomatizes a crucial point which emerges in our treatment of the dynamical system \( Ref_N^a \) together with its quotient system \( Def_N^a \). We introduce the notion of “monotone invariant measure” on an arbitrary finite dynamical system \( F = (X, F) \) with an automorphism \( \phi \). It is shown to descend to the quotient dynamical system \( \bar{F} = (\bar{X}, \bar{F}) \) by the action of \( \phi \). The measure enables one to relate the periodic behavior of the self-map \( F \) on \( X \) with that of the self-map \( \bar{F} \) on \( \bar{X} \). Section three constructs a monotone invariant measure \( \mu_{mR} \) on \( Ref_N^a \). This is modeled after one of the measures proposed and investigated in (Rota 2001). A general result in the previous section allows \( \mu_{mR} \) to descend to a measure \( \mu_{mD} \) on \( Def_N^a \), and enables us to relate the periodicity of \( Def \) and that of \( Ref \). Section four introduces the notion of \( \mu_{mD} \)-stability, which is shown to be a necessary condition for the periodicity. The final step toward our goal is provided by the fact that \( \mu_{mD} \)-stability of \( D \in mD_N^a \) implies that the width of \( D \) is less than or equal to 1. Thus we arrive at our main theorem which shows the equivalence of the quasi-smoothness and the smoothness.

1 Reformation map for marked rhythms

In this section we fix some notation and terminology, and introduce our main subject, the reformation map.

1.1 Basic setup

For any integer \( m \geq 3 \), let \( Z_m = \{0, 1, \ldots, m-1\} \), and let \( R_m : Z \to Z_m \) denote the function which maps an integer to its least nonnegative remainder modulo \( m \). The usual addition and subtraction operations on \( Z/mZ \) are translated to the ones on the set \( Z_m \), which we denote by “\( +_m \)” and “\( -_m \)” respectively. Namely we define

\[
\begin{align*}
  a +_m b &= R_m(a + b), \\
  a -_m b &= R_m(a - b),
\end{align*}
\]

for any pair \( a, b \in Z_m \). For any pair \( a, b \) of distinct elements in \( Z_m \), we define the close interval by \([a, b]_m = \{a, a +_m 1, \ldots, b\} \subset Z_m \).
Let \( N \) be an integer \( \geq 3 \), and let \( n \) be an integer with \( 3 \leq n \leq N \). Throughout the paper the integers \( N, n \) are assumed to satisfy these conditions. An \( n \)-tuple \( a = (a_0, a_1, \cdots, a_{n-1}) \in \mathbb{Z}_N^n \) of mutually distinct elements of \( \mathbb{Z}_N \) is a rhythm of length \( N \) with \( n \) onsets, if it satisfies the condition

\[
\sum_{k=0}^{n-1} (a_k - N a_{k-n}) = N. \tag{1.1}
\]

Here the summation on the left hand side means the usual addition on \( \mathbb{Z}_N \). We denote by \( R^n_N \) the set of rhythms of length \( N \) with \( n \) onsets. A marked rhythm is the pair \((k, a)\) of an element of \( k \in \mathbb{Z}_n \), called the marker, and a rhythm \( a \in R^n_N \), called the rhythm part. The \( k \)-th coordinate \( a_k \) is called the marked entry of the marked rhythm \((k, a)\). The set of marked rhythm is denoted by \( m R^n_N \):

\[
m R^n_N = \mathbb{Z}_n \times R^n_N.
\]

Our main ingredient \( Rf \) of this paper will be defined as a self-map on \( m R^n_N \).

For our investigation of rhythms and marked rhythms, it is indispensable to consider their differences, whose effectiveness is also fully illustrated in the comprehensive book (Toussaint 2013). For any rhythm \( a \), its difference \( d(a) \) is defined by

\[
d(a) = (a_0 - N a_{n-1}, a_1 - N a_0, \cdots, a_{n-1} - N a_{n-2})
\]

Since a rhythm consists of mutually distinct elements of \( \mathbb{Z}_N \), it follows from (1.1) that the difference belongs to the set

\[
D^n_N = \{ (d_0, d_1, \cdots, d_{n-1}) \in \mathbb{Z}_N^n | \sum_{k=0}^{n-1} d_k = N \},
\]

where \( \mathbb{Z}_N^* = \mathbb{Z}_N \setminus \{0\} \). For any marked rhythm \((k, a)\) \( \in m R^n_N \), the difference \( \Delta(k, a) \) is defined by

\[
\Delta(k, a) = (k, d(a)).
\]

Hence it belongs to

\[
m D^n_N = \mathbb{Z}_n \times D^n_N.
\]

Its elements are called marked differences. The first component is called the marker and the second is the difference part.

Let \( tr \) denote the bijective self-map on \( R^n_N \) defined by

\[
tr(a) = (a_0 + N 1, \cdots, a_{n-1} + N 1) \tag{1.2}
\]
for any \( a = (a_0, \cdots, a_{n-1}) \in \mathbb{R}_N^n \), and let \( \sim_{tr} \) denote the equivalence relation on \( \mathbb{R}_N^n \) generated by the bijection \( tr \). It is not hard to see that the space \( D_N^n \) is identified with the quotient space \( \mathbb{R}_N^n / \sim_{tr} \) of \( \mathbb{R}_N^n \) by the equivalence relation \( \sim_{tr} \). Similarly, if we define the bijective self-map \( mtr \) on \( m \mathbb{R}_N^n \) by

\[
mtr(k, a) = (k, tr(a)),
\]

and denote by \( \sim_{mtr} \) the equivalence relation generated by the bijection \( mtr \), then we see that the space \( mD_N^n \) is identified with the quotient space \( m \mathbb{R}_N^n / \sim_{mtr} \) of \( m \mathbb{R}_N^n \) by the equivalence relation \( \sim_{mtr} \).

### 1.2 Definition of the reformation map \( Ref \)

In this section, we define a self map \( "Ref" \), called reformation map, on \( m \mathbb{R}_N^n \). It is based on the discrete average \( rav : \mathbb{Z}_N \times \mathbb{Z}_N \to \mathbb{Z}_N \) defined as follows.

**Definition 1.1** For any pair \( (a, b) \in \mathbb{Z}_N^2 \), its discrete average \( rav_N(a, b) \in \mathbb{Z}_N \) is defined by

\[
rav_N(a, b) = a + N \left\lfloor \frac{b - a}{2} \right\rfloor.
\]

Note that the discrete average is compatible with the addition by one modulo \( N \), namely we have

\[
rav_N(a + 1, b + 1) = rav_N(a, b) + 1.
\]

(1.4)

Although this appears to be trivial, the whole our study in this paper is built on this simple equality. We define a self map \( ref : \mathbb{R}_N^3 \to \mathbb{R}_N^3 \) as follows.

**Definition 1.2** For any \( (a, b, c) \in \mathbb{R}_N^3 \), we put

\[
ref(a, b, c) = (a, rav_N(a, c), c).
\]

(1.5)

Note that the map \( ref \) transforms only the middle entry into the discrete average of the first and the third entries. It follows from (1.4) that

\[
ref \circ tr = tr \circ ref.
\]

(1.6)

Based on this map, we define the reformation map, denoted by \( Ref \), on the space \( m \mathbb{R}_N^n \) as follows.

**Definition 1.3** For any \( (k, a) \in m \mathbb{R}_N^n \) with \( a = (a_0, a_1, \cdots, a_{n-1}) \), we define \( Ref(k, a) \) to be \( (k + n, 1, b) \), where \( b = (b_0, b_1, \cdots, b_{n-1}) \) is given in the following way: Let \( (c_{k-n+1}, c_k, c_{k+n+1}) = ref(a_{k-n+1}, a_k, a_{k+n+1}) \), and define

\[
b_i = \begin{cases} 
   c_{k-n+1}, & \text{if } i = k-n+1, \\
   c_k, & \text{if } i = k, \\
   c_{k+n+1}, & \text{if } i = k+n+1, \\
   a_i, & \text{if } i \notin \{k-n+1, k, k+n+1\}.
\end{cases}
\]
We see below through a few examples how the reformation map acts on marked rhythms. In order to visualize marked rhythms, we employ their circle graphs, whose construction follows. When \( A = (k, a) = (k, (a_0, \cdots, a_{n-1})) \) is an element of \( m\mathbb{R}_N^N \), we draw a small disk at \( \chi_N(a_j) \in \mathbb{C} \) for any \( j \in \mathbb{Z}_N \), where \( \chi_N : \mathbb{Z}_N \rightarrow \mathbb{C} \) is defined by \( \chi_N(a) = e^{2\pi ia/N} \), and connect the \( n \) disks by a polygonal line. The marked entry is enclosed in a circle. The numbers \( m = 0, 1, \cdots, N-1 \), surrounding the unit circle, indicate the spots where the nodes \( \chi_N(m) \) locate.

**Example 1** For the marked rhythm \( A = (0, (0, 1, 2)) \in m\mathbb{R}_3^3 \), the marked entry “0” is moved by \( \text{Ref} \) to the discrete average “5” of “2” and “1”, and the marker “0” goes to the next “1”:

Fig 1 \( A = (0, (0, 1, 2)) \) and \( \text{Ref}(A) = A^{(1)} = (1, (5, 1, 2)) \)

By iterating the application of \( \text{Ref} \), the marked rhythm \( A^{(1)} = (1, (5, 1, 2)) \) on the right of Figure 1 is mapped to \( A^{(2)} = (2, (5, 7, 2)) \):

Fig 2 \( A^{(1)} = (1, (5, 1, 2)) \) and \( \text{Ref}(A^{(1)}) = A^{(2)} = (2, (5, 7, 2)) \)

We see that the rhythm part of the marked rhythm \( A^{(2)} \) is smooth, since its width is equal to one. The main purpose of this paper is to show that this is a general phenomenon. Namely, we can make the rhythm part of an arbitrary marked rhythm smooth by iterated applications of \( \text{Ref} \).
The equality (1.6) implies that the compatibility relation
\[ Ref \circ mtr = mtr \circ Ref \] (1.7)
holds. Hence the self-map \( Ref \) on \( mR_N^m \) descends to \( mD_N^m = mR_N^m / \sim_{mtr} \). A concrete expression of the descended map is given in the next subsection.

### 1.3 Descent of \( Ref \) to \( mD_N^m \)

We introduce a self map \( Def \), called deformation map, on \( mD_N^m \), and show that it is compatible with the reformation map \( Ref \) through the difference map \( \Delta \).

**Definition 1.4** For any \((k, d) \in mD_N^m\) with \(d = (d_0, d_1, \cdots, d_{n-1})\), we define \( Def(k, d) \) to be \((k + n, e)\), where \(e = (e_0, e_1, \cdots, e_{n-1})\) is given in the following way: Let
\[
(f_k, f_{k+n}) = \left(\left\lfloor \frac{d_k + N}{2} \right\rfloor, \left\lceil \frac{d_k + N}{2} \right\rceil\right),
\]
and define
\[
e_i = \begin{cases} 
  f_k, & \text{if } i = k, \\
  f_{k+n}, & \text{if } i = k + n, \\
  d_i, & \text{if } i \notin \{k, k + n\} 
\end{cases}
\]

**Proposition 1.1** We have the following commutative diagram:
\[
mR_N^m \xrightarrow{\Delta} mD_N^m \xrightarrow{Def} mR_N^m
\]
\[
\xrightarrow{Ref} mR_N^m \xrightarrow{\Delta} mD_N^m
\]

**Proof.** Let \((k, a) = (k, (a_0, \cdots, a_{n-1})) \in mR_N^m\) be an arbitrary marked rhythm, and let \(Ref(k, a) = (k + n, b)\). It follows from Definition 1.3 that \(b_i = a_i\) for any \(i \in \mathbb{Z}_n \setminus \{k\}\). Furthermore, if we put \(\Delta(k, a) = (k, d)\) and \(Def(k, d) = (k + n, e)\), then it follows from Definition 1.4 that \(e_i = d_i\) for any \(i \in \mathbb{Z}_n \setminus \{k, k + n\}\). Therefore, for the proof of the commutativity, we have only to focus on the behavior of the subtuple \((a_{k-1}, a_k, a_{k+1})\) of the rhythm part \(a\). It follows that we are reduced to proving the assertion for the case when \(n = 3\). Let \((1, (a_0, a_1, a_2)) \in mR_N^3\) be an arbitrary marked rhythm with marker equal
to 1. It is mapped by $\Delta \circ \text{Ref}$ to

$$\Delta(\text{Ref}(1,(a_0,a_1,a_2))) = \Delta(2,(a_0,\text{rav}_N(a_0,a_2),a_2))$$

$$= (2,(a_0 - N a_2, \text{rav}_N(a_0,a_2) - N a_0, a_2 - N \text{rav}_N(a_0,a_2)))$$

$$= (2,(a_0 - N a_2, \left\lfloor \frac{a_2 - N a_0}{2} \right\rfloor, (a_2 - N a_0) - N \left\lfloor \frac{a_2 - N a_0}{2} \right\rfloor))$$

$$= (2,(a_0 - N a_2, \left\lfloor \frac{a_2 - N a_0}{2} \right\rfloor, \left\lceil \frac{a_2 - N a_0}{2} \right\rceil)), \quad (1.9)$$

the last equality being a consequence of the equality $x = \left\lfloor \frac{x}{2} \right\rfloor + N \left\lfloor \frac{x}{2} \right\rfloor$, which holds for any $x \in \mathbb{Z}_N$. On the other hand, the value of $\text{Def} \circ \Delta$ at $(1,(a_0,a_1,a_2))$ is equal to

$$\text{Def}(\Delta(1,(a_0,a_1,a_2))) = \text{Def}(1,(a_0 - N a_2,a_1 - N a_0,a_2 - N a_1))$$

$$= (1,(a_0 - N a_2, \left\lfloor \frac{a_1 - N a_0}{2} \right\rfloor, (a_1 - N a_0) + N \left\lfloor \frac{a_1 - N a_0}{2} \right\rfloor))$$

$$= (1,(a_0 - N a_2, \left\lfloor \frac{a_2 - N a_0}{2} \right\rfloor, \left\lceil \frac{a_2 - N a_0}{2} \right\rceil)). \quad (1.10)$$

Since the rightmost sides of (1.9) and (1.10) coincide, we see that the two maps $\text{Def} \circ \Delta$ and $\Delta \circ \text{Def}$ give one and the same value at $(1,(a_0,a_1,a_2))$. Since even if the marker is not equal to 1, a similar proof can be given, this completes the proof. \qed

### 1.4 Finite dynamical systems $\text{Ref}^n_N$ and $\text{Def}^n_N$

We introduce two finite dynamical systems employing the maps $\text{Ref}$ and $\text{Def}$.

**Definition 1.5**

(1) Let $\text{Ref}^n_N$ denote the dynamical system $(m\mathbb{R}^n_N,\text{Ref})$.

(2) Let $\text{Def}^n_N$ denote the dynamical system $(m\mathbb{D}^n_N,\text{Def})$.

The notion of *quasi-smoothness* is introduced through the periodicity of the self map $\text{Ref}$. For any finite dynamical system $\mathbf{F} = (X,F)$, let $\text{Per} (\mathbf{F})$ denote the set of periodic points:

$$\text{Per}(\mathbf{F}) = \{x \in X | \text{There exists a positive integer } m \text{ such that } F^m(x) = x\}.$$

**Definition 1.6**

A marked rhythm $\mathbf{A} \in m\mathbb{R}^n_N$ is quasi-smooth if $\mathbf{A} \in \text{Per}(\text{Ref}^n_N)$.

A rhythm $\mathbf{a} \in \mathbb{R}^n_N$ is quasi-smooth if there exists a $k \in \mathbb{Z}_N$ such that $\iota_k(\mathbf{a})$ is quasi-smooth as a marked rhythm, where $\iota_k : \mathbb{R}^n_N \rightarrow m\mathbb{R}^n_N$ denotes an inclusion defined by $\iota_k(\mathbf{a}) = (k,\mathbf{a}) \in m\mathbb{R}^n_N$. 

7
The main theorem in this article is summarized as follows:

*A rhythm is smooth if and only if it is quasi-smooth.*

Thus we obtain another iterative method of construction for smooth rhythms, which is much simpler than the one employed in (Hazama 2022). Furthermore, as the reader will see in Section four, the long-term behavior of the self map $Re f$ is far more easier for us to understand than that of $Rav$.

# 2 Monotone invariant measure

We axiomatize the method of construction of quasi-smooth rhythms. This will enable us to prove the validity not only of our iterative method, but also of other possible methods which produce certain target objects with a desired property in a given dynamical system.

## 2.1 Automorphism, invariance, and monotonicity

**Definition 2.1** Let $F = (X, F)$ be a finite dynamical system.

1. A bijection $\varphi : X \to X$ is called an **automorphism** of $F$ if it commutes with $F$, namely the equality

   $F \circ \varphi = \varphi \circ F$  \hspace{1cm} (2.1)

   holds. We denote by $\sim_\varphi$ the equivalence relation on $X$ generated by $\varphi$, and put $\overline{X} = X/\sim_\varphi$, the quotient space of $X$ by $\sim_\varphi$.

2. A real valued function $\mu$ on $X$ is called an **invariant measure** on $F$ with respect to an automorphism $\varphi$ of $F$, if

   $\mu(\varphi(x)) = \mu(x)$  \hspace{1cm} (2.2)

   holds for any $x \in X$.

3. A real valued function $\mu$ on $X$ is called a **monotone measure** on $F$, if

   $\mu(F(x)) \geq \mu(x)$  \hspace{1cm} (2.3)

   holds for any $x \in X$.

Under the conditions (2.1) and (2.2), the self-map $F$ as well as the function $\mu$ on $X$ descends to the quotient space $\overline{X}$. We record this fact for later use.

**Proposition 2.1** (1) There exists a unique self map $\overline{F}$ on the quotient $\overline{X}$ such that the following diagram commutes:

\[
\begin{array}{ccc}
X & \xrightarrow{F} & X \\
\pi \downarrow & & \downarrow \pi \\
\overline{X} & \xrightarrow{\overline{F}} & \overline{X}
\end{array}
\]  \hspace{1cm} (2.4)
where \( \pi : X \to \overline{X} \) denotes the quotient map.

(2) The function \( \mu \) descends to a unique function \( \overline{\mu} \) on the quotient \( \overline{X} \) such that the following diagram commutes:

\[
\begin{array}{ccc}
X & \xrightarrow{\mu} & R \\
\pi \downarrow & & \downarrow \text{id}_R \\
\overline{X} & \xrightarrow{\overline{\mu}} & R
\end{array}
\]  

(2.5)

The following proposition relates the monotonicity of \( \mu \) with that of \( \overline{\mu} \).

**Proposition 2.2** Suppose that \( \mu \) is an invariant measure on \( F \) with respect to an automorphism \( \varphi \) of \( F \). Let \( \overline{F} \) and \( \overline{\mu} \) denote the induced maps defined as above. Then \( \mu \) is a monotone measure on \( F \) if and only if \( \overline{\mu} \) is a monotone measure on \( \overline{F} \).

**Proof.** For any \( x \in X \), take an arbitrary \( \overline{x} \in \pi^{-1}(\{x\}) \). Then we have

\[
\overline{\mu}(\overline{F}(\overline{x})) = \overline{\mu}(\overline{\pi}(\pi(x))) = \overline{\pi}(\pi(F(x))) = \mu(F(x)) \quad \text{(by (2.4))}
\]

Since \( \overline{\mu}(\overline{x}) = \overline{\mu}(\pi(x)) = \mu(x) \), the above computation implies that the inequality \( \overline{\mu}(\overline{F}(\overline{x})) \geq \overline{\mu}(\overline{x}) \) holds if and only if \( \mu(F(x)) \geq \mu(x) \). This completes the proof. \( \square \)

For any dynamical system \((X, F)\), let \( \text{Per}(X, F) \) denote the set of periodic points, namely

\[\text{Per}(X, F) = \{ x \in X \mid \text{there exists a positive integer } m \text{ such that } F^m(x) = x \} \]

A monotone measure provides us with a useful necessary condition for an element \( x \in X \) to be periodic.

**Proposition 2.3** Let \( \mu \) be a monotone measure on \((X, F)\). If \( x \in \text{Per}(X, F) \), then we have

\[
\mu(F(x)) = \mu(x).
\]

(2.6)

Furthermore, for any positive integer \( k \), we have

\[
\mu(F^{k+1}(x)) = \mu(F^k(x)).
\]

(2.7)

**Proof.** Contrary to (2.6), suppose that we have

\[\mu(F(x)) > \mu(x)\]

Let \( m \) be a period of \( x \) with respect to \( F \). By the monotonicity (2.3) we have the following chain of inequalities.

\[
\mu(x) < \mu(F(x)) \leq \mu(F^2(x)) \leq \mu(F^m(x)) = \mu(x).
\]
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This contradiction shows that we must have $\mu(F(x)) = \mu(x)$. The equality (2.7) follows from (2.6), since $F^k(x)$ is also a periodic point. This completes the proof.

In view of the importance of the condition (2.6) and (2.7) for the study of the periodic points of a dynamical system, we introduce the following.

**Definition 2.2**

1. A point $x \in X$ is said to be $(\mu, F)$-invariant if the equality $\mu(F(x)) = \mu(x)$ holds.
2. A point $x \in X$ is said to be $\mu$-stable if it is $(\mu, F^\ell)$-invariant for any positive integer $\ell$. The set of $\mu$-stable points is denoted by $St(\mu)$.

Through this terminology, Proposition 2.3 can be rephrased as follows:

**Corollary 2.1**

Let $\mu$ be a monotone measure on $(X, F)$. Then we have

$$Per(X, F) \subset St(\mu).$$

In other words, the $\mu$-stability is a necessary condition for the periodicity.

Under the existence of an automorphism of a dynamical system $(X, F)$, we can relate the periodic points of $(X, F)$ with the periodic points of the quotient system $(\overline{X}, \overline{F})$.

**Proposition 2.4**

Let $\varphi$ be an automorphism of a finite dynamical system $(X, F)$. For an element $x \in X$ to belong $Per(X, F)$, it is necessary and sufficient that $\pi(x) \in Per(\overline{X}, \overline{F})$.

**Proof.** (Necessity) Let $x \in Per(X, F)$ so that there exists a positive integer $m$ such that

$$F^m(x) = x. \tag{2.8}$$

The left hand side is mapped through $\pi$ to

$$\pi(F^m(x)) = \overline{F}^m(\pi(x)) \tag{2.9}$$

by the very definition of $\overline{F}$, namely by the equality $\pi \circ F = \overline{F} \circ \pi$. Since $\pi$ maps the right hand side to $\pi(x)$, this shows the equality $\overline{F}^m(\pi(x)) = \pi(x)$. Hence $\pi(x) \in Per(\overline{X}, \overline{F})$.

(Sufficiency). Let $\pi(x) \in Per(\overline{X}, \overline{F})$ so that there exists a positive integer $m$ such that

$$\overline{F}^m(\pi(x)) = \pi(x). \tag{2.10}$$

The left hand side is equal to $\overline{F}^m(\pi(x)) = \pi(F^m(x))$ by (2.8). Hence, together with (2.9), it implies that

$$F^m(x) \sim_{\varphi} x.$$
It follows from the definition of the relation $\sim_\varphi$ that there exists a positive integer $k$ such that

$$F^m(x) = \varphi^k(x). \quad (2.11)$$

Since $\varphi$ commutes with $F$, applying $F^m$ on both sides, we see that

$$F^{2m}(x) = F^m(\varphi^k(x)) = \varphi^k(F^m(x)) = \varphi^{2k}(x),$$

the last equality being a consequence of (2.10). Repeating the process, we see that, for any positive integer $p$, we have

$$F^{pm}(x) = \varphi^{pk}(x).$$

Therefore, when $p$ is the order of the automorphism $\varphi$, we have

$$F^{pm}(x) = \varphi^{pk}(x) = x,$$

which shows that $x \in \text{Per}(X, F)$. This completes the proof. \qed

\section{Monotone invariant measure $\mu_{mR}$ on $\text{mRef}^n_N$}

We introduce a $\mathbb{Z}$-valued function $\mu_{mR}$ on the dynamical system $\text{Ref}^n_N = (m\mathbb{R}^n_N, \text{Ref})$. Recall that the self-map $\text{mtr}$ on $m\mathbb{R}^n_N$ is an automorphism of $\text{Ref}^n_N$ in the sense of Definition 2.1 (1), since we have the equality (1.7). We will show that $\mu_{mR}$ is a monotone invariant measure with respect to the automorphism $\text{mtr}$.

\begin{definition}
For any $a = (a_0, \cdots, a_{n-1}) \in \mathbb{R}^n_N$, let $\mu_R : \mathbb{R}^n_N \to \mathbb{Z}$ be defined by

$$\mu_R(a) = \prod_{i=0}^{n-1} (a_{i+n} - N a_i), \quad (3.1)$$

where the product on the right hand side is that of integers. For any marked rhythm $(k, a) \in m\mathbb{R}^n_N$, we put

$$\mu_{mR}(k, a) = \mu_R(a). \quad (3.2)$$

By the very definition, the function $\mu_R$ satisfies the invariance property

$$\mu_R \circ \text{tr} = \mu_R, \quad (3.3)$$

since each factor on the right hand side of (3.1) depends only on the difference of the neighboring entries. Furthermore, it follows from (3.2) and (3.3) that

$$\mu_{mR} \circ \text{mtr} = \mu_{mR}. \quad (3.4)$$

Hence we obtain the following.
Proposition 3.1  The function $\mu_{mR}$ on $mR^n_N$ defines an invariant measure on the dynamical system $R^n_N$ with respect to the automorphism $mtr$ of $R^n_N$.

By the invariance (3.3), $\mu_R$ descends to the quotient $D^n_N$. To be more specific, let $\mu_D : D^n_N \to \mathbb{Z}$ be defined by

$$\mu_D(d) = \prod_{i=0}^{n-1} d_i$$

for any $d = (d_0, d_1, \ldots, d_{n-1}) \in D^n_N$. Then we have the commutative diagram:

$$
\begin{array}{ccc}
R^n_N & \xrightarrow{\mu_R} & \mathbb{Z} \\
\downarrow d & & \downarrow id_{\mathbb{Z}} \\
D^n_N & \xrightarrow{\mu_D} & \mathbb{Z}
\end{array}
$$

(3.5)

We extend the domain $D^n_N$ of $\mu_D$ to $mD^n_N$ in the same way as above, and denote the extended measure by $\mu_{mD}$. Namely, we put

$$\mu_{mD}(k, d) = \mu_D(d).$$

It follows that we have the commutative diagram.

$$
\begin{array}{ccc}
mR^n_N & \xrightarrow{\mu_{mR}} & \mathbb{Z} \\
\downarrow \Delta & & \downarrow id_{\mathbb{Z}} \\
mD^n_N & \xrightarrow{\mu_{mD}} & \mathbb{Z}
\end{array}
$$

(3.6)

Thus $\mu_{mD}$ is identified with $\mu_{mR}$, the map on the quotient $mD^n_N = mR^n_N / \sim_{mtr}$ induce from $\mu_{mR}$. Therefore the general result Proposition 2.2 gives us the following specific result.

Proposition 3.2  For any $A \in mR^n_N$, it belongs to $\text{Per}(R)$ if and only if $\Delta(A) \in \text{Per}(\text{Def})$.

Furthermore we can show the monotonicity of the measures $\mu_{mR}$ and $\mu_{mD}$.

Proposition 3.3  (1) For any $(k, a) \in mR^n_N$, we have

$$\mu_{mR}(Ref(k, a)) \geq \mu_{mR}(k, a).$$

(2) For any $(k, d) \in mD^n_N$, we have

$$\mu_{mD}(Def(k, d)) \geq \mu_{mD}(k, d).$$

(3) When $d = (d_0, \ldots, d_{n-1})$, the equality in (3.7) holds if and only if $|d_k - d_{k+n_1}| \leq 1$. 
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Proof. By Proposition 2.2, the item (1) follows from the item (2). Hence we have only to prove the items (2) and (3). Furthermore the deformation map changes only an adjacent pair of the entries, we are reduced to showing the following:

**Lemma 3.1** For any pair \((a, b)\) of positive integers, we have

\[
a \cdot b \leq \left\lfloor \frac{a+b}{2} \right\rfloor \cdot \left\lceil \frac{a+b}{2} \right\rceil.
\] (3.8)

The equality holds if and only if \(|a-b| \leq 1\).

We may assume that \(a \leq b\). When \(a = b\), both sides of (3.8) are equal to \(a^2\), and hence the equality holds. When \(b = a + 1\), the right hand side of (3.8) is equal to \(a \cdot (a + 1)\), and hence the equality holds too. Suppose that \(b > a + 1\).

In case \(a \equiv b \pmod{2}\), the right hand side of (3.8) is equal to \(\left(\frac{a+b}{2}\right)^2\), and hence the difference (RHS)-(LHS) becomes \((a+b)^2/4 = (a-b)^2/4 \geq 0\), which implies the validity of (3.8). In case \(a \not\equiv b \pmod{2}\), let \(a + b = 2k + 1\) for an integer \(k\). Then the right hand side is equal to \(k(k+1)\). On the other hand, the left hand side becomes \(a((2k+1) - a)\). Note that the quadratic function \(x((2k+1) - x)\) on \(\mathbb{Z}\) takes the maximum value at \(x = k, k+1\). Since we are in the case that \(b > a + 1\), \(a\) cannot equal to \(k\) and hence the product \(ab = a((2k+1) - a)\) is smaller than \(k(k+1)\). This completes the proof. \(\square\)

Combining Proposition 3.1 and 3.3, we arrive at the following objective of this section.

**Proposition 3.4** (1) \(\mu_m R\) is a monotone invariant measure on the dynamical system \(\text{Ref}_N^m\) with respect to the automorphism \(m \, \text{tr}\) on \(\text{Ref}_N^m\).

(2) \(\mu_m D\) is a monotone measure on the dynamical system \(\text{Def}_N^m\).

### 4 Main theorem and its proof

In this section we prove our main theorem which characterizes quasi-smooth rhythms in \(m \mathbb{R}_N^m\). For our proof it is indispensable to focus on the structure of the set \(\text{St}(\mu_m D)\) of \(\mu_m D\)-stable points in the dynamical system \(\text{Def}_N^m = (m D_N^a, \text{Def})\). The following property is fundamental.

**Proposition 4.1** Assume that \(D = (k, d)\) is \((\mu_m D, \text{Def})\)-invariant, where \(d = (d_0, \cdots, d_{n-1})\). Then we have

1. \(|d_k - d_{k+n}| \leq 1\).
2. (1) When \(d_{k+n} = d_k + 1\), we have
   \[
   \text{Def}(k, d) = (k+n, 1, d).
   \] (4.1)
3. (2) When \(d_{k+n} = d_k - 1\) or \(d_{k+n} = d_k\), we have
   \[
   \text{Def}(k, d) = (k+n, 1, ad_k(d)),
   \] (4.2)
Proposition 4.2. If the width of \( D \) is denoted by \( w \), then it follows from Corollary 4.1 that \( w \) is equal to \( \max_{D} \).

Proof. Let \( \text{Def}(k,d) = (k+n,1,e) \) with \( e = (e_0, \cdots, e_{n-1}) \). The item (1) is already proved in Proposition 3.3 (3). When \( d_{k+1} = d_k + 1 \), we have \( \{e_k, e_{k+1}\} = \{d_k, d_{k+1}\} \) by the definition of the map \( \text{Def} \), and hence (4.1) follows. When \( d_{k+1} = d_k - 1 \), we have \( e_k = \left\lfloor \frac{2d_k-1}{2} \right\rfloor = d_k - 1 = d_{k+1} \), and \( e_{k+1} = \left\lfloor \frac{2d_k-1}{2} \right\rfloor = d_k \), and hence the equality (4.2) holds. Furthermore when \( d_{k+1} = d_k \), the equality (4.2) holds trivially. This completes the proof. \( \Box \)

For ease of description, we introduce the following notation.

**Definition 4.1** Let \( D = (k,d) \in D_N^\circ \) with \( d = (d_0, \cdots, d_{n-1}) \).

1. For any positive integer \( \ell \), we express \( \text{Def}^{\ell}(D) \) as
   \[
   D^{(\ell)} = (k+n, \ell, d^{(\ell)}) = (k+n, \ell, (d_0^{(\ell)}, \cdots, d_{n-1}^{(\ell)})).
   \]

2. The multiset of all the entries of \( d \) is called the content of \( D \), and is denoted by \( \text{Cont}(D) \).

As a direct consequence of Proposition 4.1, we obtain the following.

**Corollary 4.1** If \( D \in \text{St}(\mu_mD) \), then for any positive integer \( \ell \) we have
\[
\text{Cont}(D^{(\ell)}) = \text{Cont}(D).
\]

Now we can prove the following result which plays a crucial role for our characterization of the quasi-smoothness. Recall that the difference of the maximum and the minimum of the entries of \( d \in D_N^\circ \) is called the width of \( d \), and is denoted by \( w(d) \). For any \( D = (k,d) \in mD_N^\circ \), we set \( w(D) = w(d) \), and call it the width of \( D \) too.

**Proposition 4.2** If \( D \in \text{St}(\mu_mD) \), then we have
\[
w(D) \leq 1.
\]

Proof. We may assume that the marker of \( D \) is equal to 0, and hence we set \( D = (0,d) \) with \( d = (d_0, \cdots, d_{n-1}) \). Let \( M = \max\{d_i|d_i \in \mathbb{Z}_n\} \) and let \( i_m = \min\{i|d_i = M\} \), the first index of the entry which attains the maximum \( M \). Then it follows from Proposition 4.1 (2.2) that, for any \( \ell \geq i_m \), the marked entry of \( D^{(\ell)} \) is equal to \( M \), and the subsequent entry belongs to \( \{M, M-1\} \). Applying \( \text{Def} \) repeatedly, the same argument shows that \( \text{Cont}(D^{(i_m+n-1)}) \subset \{M, M-1\} \). Therefore it follows from Corollary 4.1 that \( \text{Cont}(D) \subset \{M, M-1\} \), and hence we have \( w(D) \leq 1 \). This completes the proof. \( \Box \)

In order to characterize the set \( \text{Per}(\text{Def}_N^\circ) \) in \( mD_N^\circ \), we need to specify the value which the marked entry takes.

**Definition 4.2** For any \( D \in mD_N^\circ \), we denote the maximum of its difference part by \( \max(D) \). We say that \( D \) is max-marked, if the value of the marked entry is equal to \( \max(D) \).
The following lemma enables us to characterize the subset $\text{Per}(\text{Def}_N^n)$ in $mD_N^n$.

**Lemma 4.1** Suppose that $D \in mD_N^n$ has width $\leq 1$.

1. If it is max-marked, then for any positive integer $\ell$, the $\ell$-th deformation $D^{(\ell)}$ is max-marked.
2. If it is not max-marked, it is not periodic under the deformation map $\text{Def}_f$.

**Proof.** (1) By the assumption that $D$ is max-marked, the alternative (2.2) in Proposition 4.1 holds, and as a result $D^{(1)}$ is max-marked. Repeating this argument we see that every $D^{(\ell)}$ is max-marked for any positive integer $\ell$.

(2) Let $D = (k, d)$ with $d = (d_0, \cdots, d_{n-1})$, and $M = \text{max}(D)$. It follows from the assumption that $d_k = M - 1$. Hence there exists an index $\ell \in \mathbb{Z}_n$ such that $d_\ell = M$ and that $d_m = M - 1$ for every $m \in [k, \ell - n]$. Then it follows from Proposition 4.1 that $D^{(\ell-n,k)}$ is max-marked. This implies by (1) that $D^m$ is max-marked for any $m \geq \ell - n$, and hence the original $D$, which is not max-marked, cannot belong to a cycle. This completes the proof. \hfill \Box

**Theorem 4.1** (A) A marked difference $D \in mD_N^n$ belongs to $\text{Per}(\text{Def}_N^n)$ if and only if it satisfies the following two conditions.

(A.1) $w(D) \leq 1$.

(A.2) It is max-marked.

(B) A marked rhythm $A \in mR_N^n$ is quasi-smooth if and only if its difference $\Delta(A)$ satisfies the above two conditions (A.1) and (A.2).

**Proof.** (A) Only-if-part: Suppose that $D \in \text{Per}(\text{Def}_N^n)$. Since $\mu_{mD}$ is a monotone measure by Proposition 3.3 (2), it follows from Corollary 2.1 that $D$ is $\mu_{mD}$-stable, which implies by Proposition 4.2 that $w(D) \leq 1$. Hence the condition (A.1) holds. The validity of the condition (A.2) is a direct consequence of Lemma 4.1 (2).

If-part: Let $D = (k, d)$ with $d = (d_0, \cdots, d_{n-1})$. Under the conditions (A.1) and (A.2), we have

$$D^{(1)} = (k + n, ad_k(d))$$

by Proposition 4.1 (2.2). Since $D^{(1)}$ is max-marked itself, we have

$$D^{(2)} = (k + n, ad_{k+n-1}ad_k(d)).$$

By repeating these processes, we see that

$$D^{(n-1)} = (k + n (n-1), ad_{k+n(n-2)} \cdots ad_{k+n-1}ad_k(d)).$$

Notice here that, as the product of adjacent transpositions on $\mathbb{Z}_n$, we have the equality

$$(n-2 \ n-1) \cdots (1 \ 2)(0 \ 1) = (n-1 \ n-2 \ \cdots \ 2 \ 1 \ 0),$$
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and a slightly general one
\[
(k + n (n - 2) k + n (n - 1)) \cdots (k + n 1 k + n 2) (k k + n 1) = (k + n (n - 1) k + n (n - 2) \cdots k + n 2 k + n 1 k) = (n - 1 n - 2 \cdots 2 1 0),
\]
the last equality coming from the fact that both of the last two cyclic permutations map \(m\) to \(m - n 1\) for any \(m \in \mathbb{Z}_n\). Since the cycle \((n - 1 n - 2 \cdots 2 1 0)\) is of order \(n\), we see that
\[
D^{(n(n-1))} = D,
\]
and hence \(D \in \text{Per}(\text{Def}_n^0)\).

(B) The assertion is a direct consequence of Proposition 3.2 which establishes the equivalence of the periodicity of \(A\) and that of \(\Delta(A)\). This completes the proof.

Thus we arrive at the main theorem of this paper.

**Theorem 4.2** A rhythm is smooth if and only if it is quasi-smooth. In particular, for any rhythm \(a \in \mathbb{R}^n_N\), there exists a nonnegative integer \(\ell\) such that \(\mathcal{p}_2(\text{Ref}^\ell(\iota_0(a)))\) is smooth, where \(\mathcal{p}_2 : m\mathbb{R}_N^n \to \mathbb{R}_N^n\) denotes the projection onto the second factor.

**Proof.** Recall that, by the main theorem of (Hazama 2022), a rhythm \(a\) is smooth if and only if
\[
w(d(a)) \leq 1. \tag{4.3}
\]
Therefore the if-part follows from Theorem 4.1 (B). As for the only-if part, assume that \(a\) is smooth. Let \(d = d(a) = (d_0, \cdots, d_{n-1})\), and choose an index \(k \in \mathbb{Z}_n\) such that \(d_k = \max(d)\). Then \(D = \iota_k(d) \in m\mathbb{D}_N^n\) is max-marked and satisfies the condition \(w(D) \leq 1\) by (4.3). Therefore Theorem 4.1 (B) implies that \(\iota_k(a)\) is quasi-smooth, and hence \(a\) is quasi-smooth. \(\square\)
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