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Abstract

In this paper, we discuss the importance of the quality against the quantity of automatically extracted examples for word sense disambiguation (WSD). We first show that we can build a competitive WSD system with a memory-based classifier and a feature set reduced to easily and efficiently computable features. We then show that adding automatically annotated examples improves the performance of this system when the examples are carefully selected based on their quality.
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1 Introduction

Word sense disambiguation (WSD) [7] is concerned with lexical ambiguity: It is the task of automatically assigning the correct meaning to occurrences of polysemous words in their context. Thus, word sense disambiguation is a necessary component for many applications in Computational Linguistics, such as machine translation, information retrieval, information extraction, or question answering. However, most of the WSD approaches reported so far rely on supervised learning techniques, relying on the data sets provided by the SensEval\(^1\) and SemEval\(^2\) competitions. This makes them susceptible for well known problems in supervised machine learning such as data sparseness or lacking domain independence.

In the present paper, we will investigate a semi-supervised approach to WSD. Semi-supervised learning starts with a supervised learner trained on available data. In a second step, data are added from automatically annotated sources. Semi-supervised approaches, especially when they do not optimize for individual words, often result in no or minimal improvements. Gonzalo and Verdejo [5] show that the good results for individual words cannot compare to supervised results. This either means that the quality of the data is not good enough to be used for the given purpose, or that the approach in employing the data is not optimal. If the former is true, future approaches to semi-supervised learning must concentrate on distinguishing reliably from unreliably annotated examples.

Our hypothesis is that the automatically annotated examples that are added to the training material are not of high enough quality to improve the results. In order to investigate the problem, we start with the SensEval-3 English lexical sample task data set\(^3\) and then add examples extracted from a selection of lexicons and corpora. The results show that only reliably annotated examples should be considered and that they can be included in approaches different from the ones previously proposed (e.g. by Mihalcea [12]). We will show that a careful selection of automatically annotated examples gives a modest improvement over the supervised results, as compared to a significant drop in accuracy when all examples are added.

2 Related work

There is a considerable amount of work published on word sense disambiguation for English. We will concentrate here on some systems that took part in the SensEval-3 task and that we will use to place our system as well as on semi-supervised approaches.

Yarowsky [21] suggested an unsupervised self-training approach to WSD. This approach can also be used in a semi-supervised manner if the initial data is manually annotated, which results in an increase in accuracy from 90.5% for the unsupervised approach to 95.5%. A very successful approach to automatic acquisition of sense-tagged corpora is Mihalcea’s [12] co-training and self-training approach. This approach is based on the creation of several (co-training) or a single (self-training) word-experts on labeled data and their further usage for labeling unannotated data. In the case that the optimal selection of parameters is chosen for each word independently, the approach for both co- and self-training strategies achieve an error reduction of 25.5%. Moreover, in order to improve the co-training method, a combination of co-training with majority voting was used. The improved co-training algorithm with a global parameter selection scheme resulted in a considerable error reduction of 9.8% as compared to the basic classifier.

Gonzalo and Verdejo [5] discuss multiple encouraging results with regard to the automatic acquisition of sense-tagged corpora. One such result is the observation that under certain circumstances, the quality of the automatically extracted data equals the quality of

---

\(^1\) http://www.senseval.org
\(^2\) http://alp.cs.swarthmore.edu/senseval/
\(^3\) http://www.senseval.org/senseval3/data.html
the manually prepared one. Another interesting remark is the fact that employing web data reaches better results than unsupervised approaches but the final system performance is still far lower than the performance of fully supervised systems.

The development of fully supervised WSD systems, however, has been given considerably more attention than the automatic acquisition of sense-tagged corpora. This is proven by approaches as the ones presented by Mihalcea et al. in the overview of the SensEval-3 English lexical sample competition [13] - naive Bayes systems (e.g. htsa3 [6]), systems based on kernel methods (e.g. IRRT-Kernels [19]; nusels [8]), based on the Lesk algorithm [9] (e.g. wsdii [18]), maximum entropy models (e.g. Cymfony [15]) and many others (e.g. Prob0 [17] and c1r04-ls [10]). Those systems constitute the set of best performing systems from the SensEval-3 evaluation exercise.

3 The system for WSD

In order to examine evidence for our hypothesis that only automatically annotated examples of high quality can be used successfully, we designed a memory-based learning system, which we used to train multiple word-experts/classifiers, first on the SensEval training data, and in a second step with the automatically acquired data. The remainder of the section is structured as follows: In section 3.1, we will describe the supervised baseline system, section 3.2 describes the feature and parameter optimization, section 3.3 the data sets that were collected, and section 3.4 the preprocessing steps for the new data sets.

3.1 The supervised baseline system

The supervised system uses memory-based learning, in the implementation of the Tilburg Memory-Based Learner (TiMBL) [2]. Memory-based learning is a member of the k-nearest neighbor (k-NN) [14] paradigm. This approach bases the classification of a new instance on the k most similar instances found in the training data. It has been shown to be successful for a range of problems in NLP [1]. Daelemans et al. [1] argue that MBL has a suitable bias for such problems because it allows learning from atypical and low-frequency events, thus enabling a principled approach to the treatment of exceptions and sub-regularities in language. Another advantage of MBL lies in the fact that it can work with features with a large number of different values. This allows the usage of complete words as feature values. As a consequence, however, MBL is also sensitive to large numbers of features that are only relevant for the classification of specific instances but not for all instances. For this reason, the best results using memory-based learning are reached by a rather small data set, as shown by Dinu and Kübler [3] for Romanian.

The classifier is trained on the SensEval-3 English lexical sample task data set, which contains 57 ambiguous words along with examples of their use. We trained and optimized separate classifiers for individual words. The features we employed are based on the feature set by Dinu and Kübler [3], , they are listed in Table 2.

3.2 System Optimization

Since memory-based learning is sensitive to irrelevant features (cf. e.g. [11]), it is important to optimize features for each word-expert. Following Mihalcea [11] and Dinu and Kübler [3], we used forward and backward feature selection. This resulted in a considerable reduction in the number of features actually used for individual words as well as in a considerable improvement in accuracy (see section 4.1 for details).

We also performed a non-exhaustive optimization of system parameters. The most straightforward parameters that can be optimized for a k-NN approach are the distance metric and the values for k representing the k nearest neighbors used for classifying a new instance.

We selected the overlap metric as the distance metric and tested the following values for the number of nearest neighbors, or rather the number of nearest distances in the TiMBL system: k = 1, k = 3, k = 5. The parameters are optimized for each word-expert individually, and only the results for the best setting are described in the results. Since the individual optimization of parameters for word-experts results in a high number of training runs, we did not explore other parameter settings, but rather used the setting found optimal for Romanian by Dinu and Kübler [3].

3.3 Data collection

For the investigation whether adding automatically annotated examples to the training set can increase coverage and consequently accuracy, we extracted examples from several dictionaries and corpora. Table 2

| Feature | Description |
|---------|-------------|
| CT_{-3} | TP -3 from TW |
| CT_{-2} | TP -2 from TW |
| CT_{-1} | TP -1 from TW |
| CT_0    | TP 0 from TW |
| CT_1    | TP 1 from TW |
| CT_2    | TP 2 from TW |
| CT_3    | TP 3 from TW |
| CP_{-3} | POS of TP -3 from TW |
| CP_{-2} | POS of TP -2 from TW |
| CP_{-1} | POS of TP -1 from TW |
| CP_0    | POS of target word |
| CP_1    | POS of TP 0 from TW |
| CP_2    | POS of TP 2 from TW |
| CP_3    | POS of TP 3 from TW |
| NA      | first noun after TW |
| NB      | first noun before TW |
| VA      | first verb after TW |
| VB      | first verb before TW |
| PA      | first preposition after TW |
| PB      | first preposition before TW |

Table 1: As shown in section 4.1, these features also give competitive results for English when compared to systems participating in SensEval-3.
activate  [Show phonetics]  
verb [T]  
1 to cause something to start:  
The alarm is activated by the lightest pressure.  
2 SPECIALIZED to make a chemical reaction happen more quickly, especially by heating

### Fig. 1: The entry for the word "activate" from the Cambridge Learner’s Dictionary

Ascertained the size of the overdose. Evacuation of the stomach, gastric lavage, and administration of activated charcoal. Delay in evacuating the stomach may result in delayed absorption, leading to relapse during

### Fig. 2: An example for the word "activate" extracted from the BNC

Table 2: The dictionaries and corpora used for the extraction of additional examples

| Sources                              | No. ex. |
|--------------------------------------|---------|
| Dictionaries                         |         |
| Dictionary.com Unabridged (v 1.1)†   | 114     |
| Cambridge Advanced Learner’s Dictionary† | 405     |
| American Heritage Dictionary of the English Language§ | 194     |
| The Longman Dictionary of Contemporary English Online§ | 709     |
| WordNet 3.0§                        | 300     |
| Corpora                              |         |
| British National Corpus (BNC)        | 15 472  |
| ukWaC                                | 158 072 |

Table 2: The dictionaries and corpora used for the extraction of additional examples

Additionally, we used two different corpora: the British National Corpus (BNC) and the ukWaC. The BNC contains approximately 100 million words. It was designed to be representative of current British English, both spoken and written. The second source is the ukWaC corpus [4]. The corpus was automatically constructed and consists of more than 2 billion tokens. For the examples extracted from the corpora, no sense information was available. We extracted a context of maximally 100 words. In most cases, the actual text was shorter, restricted by the corpus interface. Figure 2 shows an example from the BNC for the word activate.

Table 3: The collection of examples in our system

| Annotation Source | Train | Tests |
|-------------------|-------|-------|
| Manual Senseval-3  | 7 860 | 3 944 |
| Automatic BNC     | 1 722 |       |
| Automatic ukWaC   | 15 472| 158 072|
| Total             | 183 126| 3 944 |

Table 3 gives an overview of the data sources used in the experiments, the set amounts to approximately 183 000 instances for training. For testing, we used the original test set from the SensEval-3 competition to make our results comparable to previous work.

### 3.4 Data preprocessing

For the additional examples, we had to preprocess the text to change the representation so that it was comparable to the SensEval examples. For preprocessing, punctuation was stripped off, words were tokenized, and meta characters were deleted. Additionally, we used a POS tagger to assign morpho-syntactic annotation to the words. For this purpose, we used the POS tagger by Tsuruoka and Tsujii [20], which is accurate and very efficient, a definite concern with regard to the text size of the newly acquired examples.

In a next step, the examples from the dictionaries and corpora had to be annotated for senses. For this purpose we used the generalized framework for WSD - WordNet::SenseRelate::TargetWord® developed by Pedersen, Patwardhan, and Banerjee [16]. WordNet::SenseRelate::TargetWord uses a modification of the Lesk algorithm [9] that also includes glosses of related words from WordNet. The best sense for a word is then selected based on its semantic relatedness to these words from the context and from WordNet. Based on a manual evaluation of a small data set, we chose the local module for determining relatedness.

The reason for not using self-training, as Mihalcea [12] did, was that we wanted to avoid a bias towards

[http://dictionary.reference.com](http://dictionary.reference.com)  
[http://dictionary.cambridge.org](http://dictionary.cambridge.org)  
[http://education.yahoo.com/reference/dictionary](http://education.yahoo.com/reference/dictionary)  
[http://www.ldoceonline.com](http://www.ldoceonline.com)  
[http://wordnetweb.princeton.edu/perl/webwn](http://wordnetweb.princeton.edu/perl/webwn)
majority senses in the training data. We intend the additional examples to complement the available training set from SensEval-3. This means, we are interested in adding examples for minority senses where at all possible. If we used our main machine learning approach, to which we will add these examples in the end, it would show a tendency to annotate the new examples with majority senses. For this reason, we chose a method that is based on semantic similarity measures.

4 Experiments

We investigate the question whether automatically annotated examples can help a supervised system. Our hypothesis is that such additional examples can be beneficial if we can select high quality examples from the large pool with high confidence. For this reason, we present five sets of experiments: 1) The supervised experiment in which only the designated SensEval-3 training set is used. 2) A lower bound experiment in which we use the complete set of automatically annotated examples as the training set. This will show that the sheer size of the automatically annotated examples is not sufficient for gaining competitive results. 3) The first semi-supervised approach, in which all automatically examples are added to the training set. 4) The second semi-supervised experiment, in which the set of automatically annotated examples is sampled based on the sense distribution of the SensEval-3 training set. 5) The third semi-supervised experiment, the set of automatically annotated examples is sampled based on quality. The results of the system were evaluated by the SensEval-3 scoring software scorer210. The scorer calculates precision and recall, for both fine-grained and coarse-grained evaluations. However, since our classifier assigns senses to all instances, we will present only accuracy, which is equivalent to precision and recall.

| Experiment           | Coarse | Fine  |
|----------------------|--------|-------|
| MFS [13]             | 64.5   | 55.2  |
| 1) supervised        | 79.3   | 75.1  |
| 2) unsupervised      | 56.2   | 47.5  |
| 3) semi-supervised: all | 64.5   | 57.8  |
| 4) semi-supervised: ratio | 77.5   | 72.7  |
| 5) semi-supervised: quality | 79.4   | 75.0  |

Table 4: The results of the experiments

4.1 The Supervised WSD System

The results of the system (using the features presented in section 3.1) when trained only on the SensEval-3 training set are shown in row 1 in Table 4.

A comparison to the best participating systems in the third SensEval evaluation exercise, shown in Table 5, confirms that our system is highly competitive. Note that our results are based on a much more restricted feature set than the ones used by the other systems. For example, we do not use any context features apart from the closest nouns, verbs, and prepositions. Instead, the features are all easily and efficiently computable. It is noteworthy that our system with the restricted feature set reaches a fine-grained accuracy that is significantly higher than that of all participating systems. These results give us a good basis for using our system in further experiments with data that has been automatically gathered and annotated.

4.2 Training on automatically annotated examples

The experiment described here uses all examples collected from the dictionaries and from the corpora. As described in Section 3.4, they were automatically annotated by WordNet::SenseRelate::TargetWord. The whole set of examples was then used as training data for the memory-based classifier, using the same feature set as for the baseline system. The results of this experiment are shown in row 2 of Table 4.

The results show that the accuracy based on this training set is considerably lower than that for the supervised approach with the same feature set. As expected, a larger size of training data, without quality control, is not sufficient for reaching good results in WSD.

4.3 Semi-supervised WSD with all automatically annotated examples

In this experiment, we used the SensEval-3 training set and added all the automatically annotated examples. The results of this experiment are shown in row 3 of Table 4. The surprising result here is that adding more examples does not improve accuracy. On the contrary, the results are approximately 15 percent points lower than the baseline results in the coarse evaluation and approximately 17 percent points for the fine-grained evaluation. These results corroborate earlier findings that adding more examples is not always beneficial.

4.4 Semi-supervised WSD with filtering based on ratio

One reason for the disappointing results in the previous section might be that the sense distribution of the newly added examples does not correspond to the distribution in the SensEval-3 data. For this reason, we conducted one experiment in which we filtered the automatically annotated data so that the sense distribution in the SensEval-3 training set is maintained. We
are aware that the sense distribution in the training set does not necessarily correspond to the distribution in the test set. But since in a real-world setting, there is no possibility of determining the sense distribution in the test set short of manually annotating it, we use the distribution in the training set as the best estimate available to us.

In the present experiment, filtering is defined as excluding all examples that violate the distribution of senses in the SensEval-3 training set. To clarify the procedure, we will use a simple example. Let us consider one of the words in the training set - the verb suspend. Let us suppose that in the original manually annotated training set, this word appears with 3 senses and the following distribution: 19, 12, and 48. We record this distribution and filter out our automatically prepared examples in such a way that the senses for the word have the same proportional distribution. If we assume that we have 39, 60, and 100 automatically prepared examples for the three senses, then the maximal ratio for sense 1 is 2, which restricts us to adding 38, 24, and 96 examples.

The results of adding the ratio filtered examples to the original training set are shown in row 4 of Table 4. Filtering the training set in order to preserve the distribution of senses as it is in the SensEval-3 lexical sample task training set improves results considerably when we compare this experiment to the one using all automatically annotated examples: Accuracy improves by 13 percent points in the coarse evaluation and by 15 percent points in the fine-grained evaluation. This comparison shows that the new examples have a radically different sense distribution than the SensEval data. It also shows that obtaining a similar sense distribution to the one in the test data is of utmost importance. However, the results are still below the results for supervised learning, which shows that the sense distribution is not the only factor that needs to be taken into account when adding new examples.

4.5 Semi-supervised WSD with filtering based on quality

Since filtering based on ratio only partially helps closing the gap between the supervised system and the one with all examples, we maintain our hypothesis that the quality of the added examples must be high in order for them to be useful in classifying the test data. To test this hypothesis, we carried out a final experiment, in which we filtered the new examples based on their quality.

Filtering based on quality works as follows: First, we have the supervised baseline system classify each of the instances from our automatically annotated example set. We determine the quality of this example by its distance to the nearest neighbors in the original SensEval training set. The distance is provided by TiMBL. Second, based on the distances, we extract only those instances that differ only minimally (distance < 2) from the manually annotated training set. We then add the resulting collection of examples (consisting of 141 instances) to the SensEval training set. The experiment achieves the results shown in row 5 of Table 4.

The results for this experiment show a slight improvement in the coarse evaluation over the supervised baseline. However, we have to keep in mind here that we only added a minimal number of examples (141). This means that the number of examples added for an individual word never exceeds 6 instances so that the overall changes in accuracy are only minimal. The reason for this is that we concentrated on using only the examples of the highest quality. In order to show the differences that adding these few examples makes, we show the result for those words for which new examples were added in Table 6.

The results show that for seven words, the results improve for both types of evaluation. In three cases, only the coarse evaluation improves, and in two cases, the fine-grained evaluation. The highest improvement is reached for the word add, for which adding 2 examples results in an improvement of both scores from 84.8% to 87.5%. Apart from the improvements, however, we also have a decrease in performance for seven words.

5 Conclusion and future work

We described the design and performance of a memory-based word sense disambiguation system with a very limited feature set, which makes use of automatic feature selection and minimal parameter optimization. We showed that the system performs competitively to other state-of-art systems, and we used it further for the evaluation of automatically acquired data for word sense disambiguation.

We also investigated the extension of the supervised training set by extracting additional examples from online lexicons and corpora, which are then annotated automatically with a WSD system based on semantic distance. Adding these examples, however, results in a dramatic drop in performance. Filtering the additional examples to maintain the original distribution of senses improves results, but they still do not reach the quality of supervised training only. However, filtering the additional examples for quality does increase overall performance slightly. This corroborates our hypothesis that additional examples can only be used successfully if they are of high quality. Since this method still results in a decrease in performance for several words, we are planning to refine the definition of how to determine the quality of examples in the future.
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