Atomistic simulation of the Coupled adsorption and unfolding of protein GB1 on the polystyrenes nanoparticle surface
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ABSTRACT

Protein adsorption/desorption upon nanoparticle surfaces is an important process to understand for developing new nanotechnology involving biomaterials, while atomistic picture of the process and its coupling with protein conformational change is lacking. Here we report our study on the adsorption of protein GB1 upon a polystyrene nanoparticle surface using atomistic molecular dynamic simulations. Enabled by metadynamics, we explored the relevant phase space and identified three protein states; each protein state involved both the adsorbed and desorbed states. We also studied the change of secondary and tertiary structures of GB1 during adsorption, and the dominant interactions between protein and surface in different adsorbing stages. From the simulation results we obtained a scenario that is more rational and complete than the conventional one. We believe the new scenario is more appropriate as a theoretical model in understanding and explaining experimental signals.

Introduction

With the rapid development of nanotechnology, more and more attention has been paid to the combination of nanomaterials with biomaterials to make novel functional materials or tiny devices for drug delivery, bioimaging, sensing, diagnosing, or more speculatively, nano-enzymes and nanorobots\textsuperscript{1-17}. The researches involve the interaction of nano-scaled surfaces with biomaterials, especially proteins. Therefore, it is essential to study protein adsorption/desorption upon various surfaces of nanomaterials. However, experimental techniques for studying the structures or dynamics of the protein-surface interactions usually lack atomistic resolution. Molecular simulation can alleviate this issue and have been widely used to confirm or complement experimental
Molecular simulation of the protein adsorption at the atomistic level is by no means a trivial problem, since in addition to the protein folding/unfolding barriers, the simulation needs to overcome the free energy barriers associated with the adsorption/desorption processes, which are often comparable to the former\textsuperscript{28,34}. Although there are a large volume of atomistic simulations on this subject\textsuperscript{23-33}, most of them cannot reach the time scale of experiments due to the difficulty of overcoming these barriers and the inherent ruggedness of the free energy landscape.

In this work, we use a well-characterized protein GB1, the B1 domain of Streptococcal protein G, and the polystyrene (PS) nanoparticle surface as our modeling system to study the atomistic picture of the adsorption process and the coupled protein conformational change. The thermodynamics and kinetics of this system have been studied in detail in our lab by using a stopped-flow fast mixing technique\textsuperscript{34}. It was suggested that there are three major states, the folded but desorbed state, the folded and adsorbed state, and the unfolded and adsorbed state; the kinetics can be described by a fast adsorption followed by a slow reversible unfolding of GB1; all rate constants were measured and the free energy profile was constructed. However, the experiment did not identify which parts of the protein attach to the surface and lacked atomistic information of their interaction. Here we attack this problem with all-atom molecular dynamic simulations. To overcome the barrier-crossing problem, we employed metadynamics\textsuperscript{35-38}, which periodically modified the effective energy by adding small repulsive Gaussian potentials and thus enforced escaping from local minima. This technique was recently
used to exhaustively sample a peptide adsorption on two self-assembled monolayer (SAM) surfaces. From the computational data of metadynamics, we constructed free energy landscape, identified various adsorption states, and analyzed the corresponding protein structures. From the above results we obtained a scenario that is more complete than the experimental one. We believe the new scenario better to describe the protein adsorption upon the surface of nanoparticles.

METHODS

Modeling of the PS nanoparticle surface
A total of 96 polystyrenes (PS) of 10-monomer were stacked into 4 layers to mimic the surface of LATEX nanoparticles in the experiment. Considering the large size of the nanoparticles in the experiment, the curvature effect of the nanoparticles was neglected in this study. To mimic the effect of the electrical double Layer associated with the nanoparticle, 18 Cl- anions were randomly put on the top of the PS surface and restrained along the z-axis, which was perpendicular to the PS surface. The ions were allowed to diffuse freely on the two dimensional PS surface. The restraints were necessary to mimic a stable surface charge. Otherwise, the fluctuation of the surface charge would be very large since the absolute number of ions was small. The number of the restrained ions was calculated from the Poisson-Boltzmann equation and described in detail in the next section.

The PS surface was first subjected to an energy minimization of 2000 steps, followed by a molecular dynamics (MD) simulation of length 500ps at 300 K, with all $\alpha$-carbon
atoms restrained. After that, we released the restraints on the top three layers while kept that on the bottom layer, and then run a MD simulation of length 1ns at 300K. This resulted in a relaxed PS surface. The top three layers were found to be adsorbed to the bottom layer automatically. The last frame of the simulation was used to construct the protein-surface system described in the following section.

Calculation of the surface charge on the nanoparticle

Around a charged colloidal particle immersed in an electrolyte solution, counter ions tend to approach the particle surface and neutralize the particle surface charges, forming an ionic cloud. The ionic cloud together with the particle surface charge forms an electrical double layer\(^{39}\). The potential distribution around charged colloidal particles plays a fundamental role in their interfacial electric phenomena.

The electric potential \(\psi(x)\) at position \(x\) outside the particle, when the potential is low, can be described by the linearized Poisson-Boltzmann equation\(^{39}\),

\[
\frac{d^2\psi}{dx^2} = \kappa^2 \psi,
\]

where \(\kappa\) is the Debye-Hückel parameter and \(\kappa = \left(\frac{1}{\varepsilon_0\varepsilon_r kT} \sum_{i=1}^{N} z_i^2 q^{-2} n_i^\infty\right)^{\frac{1}{2}}\), where \(n_i^\infty\) is the bulk concentration (number density) of the \(i\)-th ionic species with valance \(z_i\), \(q\) is the electron charge, \(k\) is the Boltzmann constant and \(T\) is the temperature. The solution of the equation is \(\psi(x) = \psi_0 e^{-\kappa x}\), where \(\psi_0 = \frac{\sigma}{\varepsilon_0}\), \(\sigma\) is the charge density of the particle surface. The zeta-potential is defined as \(\zeta = \psi\left(\frac{1}{\kappa}\right) = \frac{\psi_0}{e}\), which can be measured experimentally. Therefore, we have \(\sigma = \varepsilon_0\varepsilon_r \zeta e\).

For NaCl, we have \(\kappa = \left(\frac{2q^{-2} n_\infty^\infty}{\varepsilon_0\varepsilon_r kT}\right)^{\frac{1}{2}}\) and thus \(\sigma = \varepsilon_0\varepsilon_r \zeta e\left(\frac{2q^{-2} n_\infty^\infty}{\varepsilon_0\varepsilon_r kT}\right)^{\frac{1}{2}}\). According to the experiment\(^{34}\), \(n_\infty = 137nM\), \(\zeta = -30.2mV\), \(T = 298K\), and \(\varepsilon_{rNaCl} = 75\). Therefore,
we have \[ \sigma = \varepsilon_0 \varepsilon_r \zeta e \left( \frac{2q^2 a^2}{\varepsilon_0 \varepsilon_r kT} \right)^{\frac{1}{2}} = 0.4235e^-/nm^2. \]

The surface area of the particle surface in the simulation is estimated to be \( S = 42nm^2 \), therefore, the number of negative charges on the PS surface is \( N = \sigma S \approx 18 \).

**System setup**

A protein GB1, the B1 domain of Streptococcal protein G (pdb code: 3GB1), was put at a distance of \~2.2 nm from the top layer of the PS surface, as shown in Fig. 1. At this distance it had not direct contacts with the surface. A cubic box of TIP3P water was added to solvate the protein and the PS surface. The resulted dimension of the box was 7.9 x 8.6 x 9.9 nm. A total of 61 Na\(^+\) and 38 Cl\(^-\) ions were added to achieve a salt concentration of 137mM\(^-\). Periodic boundary conditions were applied in all three dimensions. The PS surface was along the x-y plane. The \( \alpha \)-carbon atoms of all the polystyrenes were restrained. A repelling potential was added near the top of the box to prevent the protein drifting close to the bottom layer of the upper image of the PS surface. Atomic charges and atom types for the PS were assigned by antechamber\(^40\). Force field parameters for all of the bonds, angles, dihedrals were taken from AMBER99SB-ILDN\(^41\), which had been shown to exhibit considerably better agreement with the NMR data. The electrostatic interaction was treated using PME with a cutoff of 1.0nm. The same cutoff was used in the calculation of the van der Waals interactions. All bonds were constrained using the LINCS algorithm and the MD time step was set to 2fs. Berendsen algorithm was used for the temperature coupling. All simulations were performed with GROMACS (v4.6.7)\(^42\)-\(^43\).
Simulation procedures

The whole system was first subjected to a steepest descent minimization of 1000ps with all heavy atoms restrained, followed by a similar minimization of 1000ps without restraints. A MD simulation in NPT ensemble (300 K, 1 bar, 2ns) and a MD simulation in NVT ensemble (300 K, 2ns) were then carried out successively to further relax the system and prepare system for the simulations that follow.

To overcome the folding/unfolding barriers and the even stronger adsorption/desorption barriers, we adopted metadynamics\textsuperscript{35-38}, which added bias potentials periodically along a set of pre-chosen Collective Variables (CVs) to help the system escape basins of attraction. In metadynamics, the overall external Gaussian potentials added to the system at time $t$ is given by\textsuperscript{35-38}

$$V(S(x), t) = \omega \sum_{t' = \tau, 2\tau, \cdots, t' < t} \exp \left( \frac{(S(x) - s(t'))^2}{2\delta^2} \right),$$

where $x$ is the system configuration, $s(t) = S(x(t))$ is the value taken by the CVs at time $t$, $\omega$ is the Gaussian height, $\delta$ the Gaussian width, and $\tau$ determines the frequency of adding Gaussian potentials. The basic assumption of metadynamics is that $V(S(x), t)$ after a sufficiently long time provides an estimate of the underlying free energy,

$$\lim_{t \to \infty} V(s, t) = -F(s).$$

For the adsorption process studied here, the bias was applied upon the distance between protein and surface. Specifically, the distance was calculated as the center of mass of the protein GB1 and that of the top layer of the surface.

The Metadynamics simulations were carried out at 300K in a NVT ensemble. The
The height of the Gaussian potentials was set to 0.15 kJ/mol and their width was 0.1 nm. The deposition rate of the Gaussian potentials was 1000 ps$^{-1}$. Note that the height and deposition rate of the Gaussian potentials were significantly smaller than that usually reported in literatures. This is to avoid the artifacts associated with large Gaussian height and deposition rate as much as possible. In total four metadynamics simulations were performed, each starting from a different protein orientation with respect to the PS surface. Each simulation lasted for 220 nanoseconds. The simulations were stopped after sufficient number of back and forth sampling of the CV space were observed.

All metadynamics simulations were performed with GROMACS (v4.6.7)\textsuperscript{42-43} and the PLUMED(v2.2.0) plug-in\textsuperscript{37-38}.

**Data analysis**

Two-dimensional free energy landscapes (FELs) were calculated from the data of metadynamics using a reweighting technique\textsuperscript{44}. Note that in the simulations only one bias was applied, which was on the distance between protein and surface. The two-dimensional FELs were obtained by a reweighting technique. The two CVs on which the FELs were projected were the distance between protein and surface, and the Root Mean Square Distance (RMSD) of the protein with respect to its native structure. A cluster analysis was carried out to examine the structures of the detected basins of attraction. Specifically, the cluster algorithm counted the number of neighbors for each structure using RMSD cut-off, took the structure with the largest number of neighbors with all its neighbors as a cluster and then eliminated it from the pool of structures; the algorithm repeated this procedure for the remaining structures until none was left.
algorithm was implemented in the Gromacs software\textsuperscript{45}. The change of the secondary structures as a function of simulation time was analyzed with DSSP\textsuperscript{46-47}.

**Results**

Figure 2 gives the free energy landscapes (FELs) calculated from metadynamics simulations. All four FELs consistently show three major states, corresponding to the folded state of the protein (RMSD below 0.2nm), the intermediate state (RMSD roughly from 0.25nm to 0.5nm), and the unfolded state (RMSD>0.5nm), respectively. On the FELs we superimpose the corresponding trajectories to show their time evolution. The four FELs, together with the superimposed trajectories, give a consistent picture described as follows. 1) In general, the trajectories move from low RMSD regions to high ones with time and pass through the F-, I-, and U-states in turn. And in each state, the protein transits between the desorbed and absorbed states many times. 2) At the early stage, the protein fluctuates between the adsorbed and desorbed status while mostly stays at the F-state, suggested by the small RMSDs. 3) Then the protein partially unfolds and enters the intermediate state, indicated by the red arrows. Note that these unfolding events are only observed at small protein-surface distances, tentatively attributed to the denaturing effect of the surface. 4) In the intermediate state, the protein fluctuates between the adsorbed and desorbed states many times before it further unfolds and enters the unfolded state, indicated by the magenta arrows. Again, these unfolding events are only observed when the protein is near the surface. 5) Spontaneous refolding events from the intermediate states back to the native states are also observed, shown by the yellow arrows in Fig. 2(a) and 2(d). Interestingly, these events happen at large protein-surface distance, where the denaturing effect of the surface upon protein is minimal.
Caution should be given regarding the barrier heights and transition frequencies between the states. Fig. 2 seems to imply that the barriers between F-, I-, and U-states are significantly larger than those between the adsorbed and desorbed states. However, the feature may be due to the artifact of metadynamics, which enhanced the sampling along the protein-surface distance while not along RMSD. Therefore, it is only safe to compare the barrier heights and transition frequencies of the reactions that occur along the same CV, either the distance or the RMSD. We do not compare the reactions that happen along different CVs. Furthermore, the absolute values of the barrier heights cannot be compared to the experiments either. This is because metadynamics is a non-equilibrium algorithm in nature, and the calculated barrier heights are somehow dependent on the parameters, particularly the depositing rate of the Gaussian potentials.

The evolution of the protein secondary structures as a function of time is shown in Fig. 3. Each figure corresponds to a trajectory in Fig. 2. All the figures show a consistent scenario. That is, under the affection of the surface, the helical region (A23 to D36) breaks first, roughly starting at 40ns and finishing at 90-120ns. In comparison, the \( \beta \)-contents are much more stable. Here we label the four \( \beta \)-strands of the protein with S1, S2, S3, and S4, respectively, in the order of the sequence from the N-terminus to the C-terminus. According to the first and third trajectories, the second hairpin (formed by S3 and S4 and denoted as S3-S4 hereafter) breaks at 90-120ns, while the first hairpin (S1-S2) holds until the end of the trajectories. In contrast, the second trajectory shows both hairpins are stable until 210ns. Interestingly, the fourth trajectory indicates an early unfolding of the second hairpin and a refolding back later. In general, the \( \beta \)-contents
are less affected by the adsorption compared with the helix, possibly due to their flat geometries, which are more compatible with the geometry of the surface.

To further understand the nature of the interactions between protein and surface, we analyzed the FELs and trajectories further. Here we present the results for the first trajectory that in Fig. 2(a) and omit that for the other three, since they show very similar behaviors. For each of the three states in Fig. 2(a), we first collected the conformations within the state based on their RMSDs, plus the condition that the distance between protein and the surface was less than 2.2nm. The latter condition was applied because we were only interested in the adsorbed structures. From the collected conformation we then calculated the average vdW and electrostatic energies between protein and surface, and mapped the energies onto residues. The results are shown in Fig. 4. We also performed cluster analysis for the conformations for structural investigation. The results are given in Fig. 5.

The energy and structure analyses for the folded state can be seen in Fig. 4(a)-(b) and Fig. 5(a), respectively. This state corresponds to the stage when the protein first interacts with the surface. The calculation was based on 18114 conformations collected from the folded state. It can be seen that the vdW interaction between protein and surface is the leading force for the adsorption, to which both hydrophobic and hydrophilic residues contribute. This aspect is interesting considering that the PS surface is hydrophobic in nature. The central structure of the largest cluster given in Fig. 5(a) represents 13% of all the collected conformations. The RMSD of this structure with respect to the native structure is 0.11nm, and the distance between the center of
mass of the protein and the surface is 1.5nm. The "hot spot" residues, i.e., that have large contributions to the interaction, include E19 and V21 in the loop, the residues from D22 to Q32 in the helix, and from E42 to A48 in the β-strand S3. The electrostatic interaction also contributes for the adsorption, mostly via the charged residue K28.

The energy and structure analyses for the intermediate state are shown in Fig. 4(c)-(d) and Fig. 5(b)-(c), respectively. The calculation was based on 7498 conformations collected from this state. It can be seen that the main adsorption force is still the vdW interaction. The hot spot residues include M1 in the N-terminus, V21 in the loop, D22, A23, A24, F30, K31 and N35 in the helix, W43, Y45, and D47 in the β-strand S3, and F52 in the strand S4. About sixty percent of them are hydrophobic residues. As for the electrostatic interaction, the contribution from K28 seen in the previous case vanishes while that from M1 and K50 appears. Compared with the previous case, the vdW interactions between protein and surface become much stronger, consistent with the largely deformed structures shown in Fig. 4(c) and (d). The two structures in Fig. 5(b)-(c) represent 59% and 13% of all collected conformations, and their RMSDs with respected to the native structure are 0.37 and 0.34nm, respectively. It can be seen that the overall structure is more open than the native one, having the inner hydrophobic residues partially exposed and attached to the surface. The helix is partially unfolded while the β-sheet is almost intact. This feature is consistent with the secondary structure evolution given in Fig. 3, which shows that the stabilities of the helix, the second hairpin, the first hairpin decrease in order.

The results for the unfolded state are given in Fig. 4(e)-(f) and Fig. 5(d)-(f). The
calculation was based on 35855 conformations collected in this state. Compared with the previous two cases, more residues have contributions to the adsorption, including that in the N-terminus (M1, T2, Y3, and L5), in the loop regions (A20, V21, V39, and D40), in the helix (D22, A23, A24, and F30) and in the second β-hairpin (T18, W43, Y45, F52). About seventy percent of them are hydrophobic residues. The magnitudes of the vdW interactions are even larger than in the previous cases. As for the electrostatic interactions, M1, K28, and K50 make significant contributions. The central structures of the largest three clusters shown in Fig. 5(d)-(f) represent 21%, 8%, and 7% of all the collected conformations, respectively. It can be seen that the tertiary contacts between helix and β-sheets are completely lost, and the protein is essentially flat and lying on the surface. The helix is partially unfolded while the β-contents hold to some extent, consistent with the secondary structure analysis given in Fig. 3.

**Discussion and Conclusion**

In comparison with the experiment\textsuperscript{34}, our simulations support its conclusion that the vdW and electrostatic interactions play important roles in the adsorption process. In addition, our simulations reveal more adsorption states and their structural and energetic details. Analysis of these states shows an adsorption process summarized as follows. The protein usually attaches to the surface via the N-terminus of the helix and the residues in the loop and β-sheet that are close to the helix. As the protein progressively unfolds due to the denaturing effect of the surface, the "hot spots" gradually spread to the other regions. At last, the protein becomes mostly flat and is adsorbed upon the surface via the unfolded helix and one side of its β-sheet. Along with the adsorption and unfolding process, the percentage of hydrophobic residues that
contribute to the vdW interaction between protein and surface progressively increases. This reflects the universal property that the protein surface residues are mostly hydrophilic while the inner ones are mostly hydrophobic. As a result, the surface residues are more relevant in the early adsorption stage while the inner ones are more relevant in the later stages, when the protein becomes more open and exposes its inner residues.

The experiment suggested that the kinetics can be described by a fast adsorption of GB1 upon the surface followed by a slow reversible unfolding\textsuperscript{34}, which is a “sequential scenario” as shown in Fig. 6(a). However, the simulations show that the scenario is more complicate, which we refer to as a “network” model and depict it in Fig. 6(b). In this new scenario, the protein may be adsorbed on the surface and unfolds afterwards, similar to the sequential model; or it may detach at any stage from the surface and transform to other conformational states; it may also be adsorbed back to surface again. The protein undergoes frequent transitions between the six states in Fig. 6(b). In the new model there is no apparent event sequence. The transition frequencies of the events need to be discussed. According to the simulations, the unfolding events were mostly observed in the adsorbed states, while seldom in the desorbed states. In comparison, the folding events (from I to F) were only observed in the desorbed state. In short, the probabilities for unfolding in the desorbed state and for folding in the absorbed state are low. This can be understood as follows. The PS surface is hydrophobic in nature and hence provides a denaturing environment for the protein, while the solvent favors the native state at the present simulation setup.

Overall, the new scenario is significantly different from the previous one, and we
believe it is more complete and appropriate for describing the adsorption of GB1 on the PS surface. It may also reflect a general mechanism of protein adsorption on the surface of nanoparticles. Furthermore, it is interesting to see if the adoption of the new scenario as a theoretical model in fitting experimental signals would give different outcomes.

Caution should be given regarding the potential flaw of the AMBER99SB-ILDN force field used in the simulations. The forced field modified the side-chain torsion parameters of four residues that appear to be most problematic in ff99SB when comparing the rotamer distribution observed in MD simulations with that in the PDB database. The new parameters were obtained by fitting to new QM data and validated with microsecond-timescale MD simulations. It has been shown to perform well by many works. However, it was also reported to tend to increase helical content, encourage global contacts, give stronger interaction of ARG and LYS with the lipid phosphate groups, or generally overestimate the potential energy of protein-protein interactions at the expense of water-water and water-protein interactions. The results presented here may be affected by these potential flaws.

**Supporting Information**

A movie showing the adsorption/desorption and unfolding of proteins GB1 on the PS surface is given.
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**Figure Captions**

**Figure 1.** The model system for studying the adsorption of GB1 upon the polystyrenes (PS) surface. The protein is colored in blue and cyan. The blue spheres represent the residues in the hydrophobic core. The PS surface is colored gray. The red spheres are the Cl- ions restrained on the surface, in order to mimic the electrical double layer effect.

**Figure 2.** The two-dimensional FELs calculated from metadynamics simulations. Each corresponds to a different simulation. The energy scale is shown on the top right and the unit is kJ/mol. Three major proteins states are labeled as the folded (F), the intermediate (I) and the unfolded (U) states, respectively. Each protein state involves both the adsorbed and desorbed states. Six basins of attraction are identified in (a) and labelled from I to VI, respectively. The pink lines are the superimposed trajectories. The arrows indicate the transition events between the states. The color of the arrows is explained in the text.

**Figure 3.** The evolution of the secondary structures as a function of time. From top down, each figure corresponds to a trajectory in Fig. 2.

**Figure 4.** The mapping of the vdW and electrostatic energies between protein and surface onto residues, averaged on the conformations collected from the respective state. The three rows correspond to the F-, I- and U-states, respectively. The protein sequence, the color code for secondary structure in the native state, and the color code for the
hydrophobicity and electrical properties of residues are given on the top.

**Figure 5.** The central structures of the largest clusters, corresponding to the basins from I to VI shown in Fig. 2(a), respectively. The belonged basin of each structure is marked on the top-right corner. The residues contributing the most to the vdw energy are colored violet, while that contributing the most to the electrostatic energy are colored red.

**Figure 6.** (a) The scenario suggested by the experiment. Double ended arrows indicate that the reactions are reversible. (b) The scenario deduced from our simulations. The solid lines indicate the reactions that were observed in the simulations, while the dash lines indicate the reactions that were not, possibly due to their low probabilities in an unfavorable environment and finite simulation time.
Figure 1. The model system for studying the adsorption of GB1 upon the polystyrenes (PS) surface. The protein is colored in blue and cyan. The blue spheres represent the residues in the hydrophobic core. The PS surface is colored gray. The red spheres are the Cl- ions restrained on the surface, in order to mimic the electrical double layer effect.
Figure 2. The two-dimensional FELs calculated from metadynamics simulations. Each corresponds to a different simulation. The energy scale is shown on the top right and the unit is kJ/mol. Three major protein states are labeled as the folded (F), the intermediate (I) and the unfolded (U) states, respectively. Each protein state involves both the adsorbed and desorbed states. Six basins of attraction are identified in (a) and labelled from I to VI, respectively. The pink lines are the superimposed trajectories. The arrows indicate the transition events between the states. The color of the arrows is explained in the text.
Figure 3. The evolution of the secondary structures as a function of time. From top down, each figure corresponds to a trajectory in Fig. 2.
Figure 4. The mapping of the vdW and electrostatic energies between protein and surface onto residues, averaged on the conformations collected from the respective state. The three rows correspond to the F-, I- and U-states, respectively. The protein sequence, the color code for secondary structure in the native state, and the color code for the hydrophobicity and electrical properties of residues are given on the top.
Figure 5. The central structures of the largest clusters, corresponding to the basins from I to VI shown in Fig. 2(a), respectively. The belonged basin of each structure is marked on the top-right corner. The residues contributing the most to the vdw energy are colored violet, while that contributing the most to the electrostatic energy are colored red.
Figure 6. (a) The scenario suggested by the experiment$^{34}$. Double ended arrows indicate that the reactions are reversible. (b) The scenario deduced from our simulations. The solid lines indicate the reactions that were observed in the simulations, while the dash lines indicate the reactions that were not, possibly due to their low probabilities in an unfavorable environment and finite simulation time.