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Abstract

Recent advancement of deep learning has been elevated the multifaceted nature in various applications of this field. Artificial neural networks are now turning into a genuinely old procedure in the vast area of computer science; the principal thoughts and models are more than fifty years of age. However, in this modern computing era, 3rd generation intelligent models are introduced by scientists. In the biological neuron, actual film channels control the progression of particles over the layer by opening and shutting in light of voltage changes because of inborn current flows and remotely led to signals. A comprehensive 3rd generation, Spiking Neural Network (SNN) is diminishing the distance between deep learning, machine learning, and neuroscience into a biological-inspired manner. It also connects neuroscience and machine learning to establish high-level efficient computing. Spiking Neural Networks initiate utilizing spikes, which are discrete functions that happen at focuses as expected, as opposed to constant values. This paper is a review of the biological-inspired spiking neural network and its applications in different areas. The author aims to present a brief introduction to SNN, which incorporates the mathematical structure, applications, and implementation of SNN. This paper also represents an overview of machine learning, deep learning, and reinforcement learning. This review paper can help advanced artificial intelligence researchers to get a compact brief intuition of spiking neural networks.

1 Introduction

An intricate structure of human brain, which consists 90 billion of neurons. It is internally connected with trillions of synapses. The human brain disposes of information between neurons by opening and shutting in light of voltage changes because of inborn current flows and remotely led to signals. A comprehensive 3rd generation, Spiking Neural Network (SNN) is diminishing the distance between deep learning, machine learning, and neuroscience into a biological-inspired manner. It also connects neuroscience and machine learning to establish high-level efficient computing. Spiking Neural Networks initiate utilizing spikes, which are discrete functions that happen at focuses as expected, as opposed to constant values. This paper is a review of the biological-inspired spiking neural network and its applications in different areas. The author aims to present a brief introduction to SNN, which incorporates the mathematical structure, applications, and implementation of SNN. This paper also represents an overview of machine learning, deep learning, and reinforcement learning. This review paper can help advanced artificial intelligence researchers to get a compact brief intuition of spiking neural networks.

This review paper aims to introduce an elementary knowledge of spiking neural networks. The author mainly focuses on systems of spike-based data handling, transformation, and learning. This review paper also discovers different synaptic versatility rules utilized in SNN and discusses their properties with regards to traditional machine learning, that is: directed, unaided, and reinforcement learning. The author also presents a review of the ongoing utilization of spiking neurons in different fields, going from neurobiology to several fields of engineering. This paper is enhanced by a brief intro to spiking neural networks and its mathematical intuitions.

The primary aim of this work is to acquaint spiking neural organizations with a more extensive academic network. The author accepts the paper will be valuable for analysts working in the field of AI and keen on biomimetic neural techniques for quick data preparing and learning. This work will contribute them a study of such instruments and instances of uses where they have been utilized. Additionally, neuroscientists with an organic foundation may discover the paper helpful for understanding natural learning with regards to the AI hypothesis. Additionally, this paper will fill in as a prologue to the hypothesis and practice of spiking neural networks for all scientists.
keen on understanding the standards of spike-based neural procedure.

2 A Study of Machine, Deep and Reinforcement Learning

Machine learning is a sub-field of artificial intelligence. However, it is an intelligent technique to improve the learning experience of computer algorithms without having extensive supervising [24]. The initial purpose of machine learning to connect human and computer in a feasible way. Developing machine learning algorithms are mean to design for general applications [23]. Support vector machine, random forest, logistic regression and decision tree are extensively used machine learning algorithms in real time applications. Various real time applications such as information retrieval, medical diagnosis, natural language processing, classification and prediction are the key application precints of machine learning [37]. In Figure 1, domain knowledge based machine learning feature selection is illustrated. Inherent machine learning classes are:

![Figure 1. Integrating Domain-Specific Knowledge-Based Feature Selection in Machine Learning Methodology [5].](image)

**Supervised Learning:** In supervised learning, the training dataset has the same labeled input and output set. Which are correlated with each other. While training a machine learning algorithm, it searches for a specific pattern related to the dataset itself. After training, the upcoming new inputs are cross matched with the training dataset and determining the desired output corresponding to the input. The main purpose of supervised learning is to identify desired output for the newly coming input. Labeled spam detection can be an ideal example of supervised learning [5].

**Unsupervised Learning:** In unsupervised learning, the training dataset containing unlabeled data. These inputs do not have any desired labeled output. The most frequent method of unsupervised learning is clustering. Clustering can predict a pattern of the data. Clustering can be done in many ways such as hierarchical clustering or probabilistic clustering. Figure 2 illustrated a clustering, which indicates unsupervised learning.

**Reinforcement Learning:** In Reinforcement learning, an agent collaborates with its current circumstance through experimentation; in this way, it figures out how to pick the ideal demonstration in accomplishing its goal [13, 23]. It is slightly different from supervised learning. The reward and penalize acts are enforced to the agents for training with evaluating the performance [23]. A perception based interaction is needed with environment to enforce reinforcement learning. A learning classifier system is ruled with reinforcement learning. A learning classifier split into few components. These components are condition action-rule, performance component, reinforcement component and discovery component [19]. Figure 3 shows the illustration of reinforcement learning structure.

![Figure 2. Illustration of Unsupervised Learning.](image)

![Figure 3. Illustration of Reinforcement Learning (Reproduced from [14].)](image)

Traditional machine learning algorithms are restricted to process internal natural data in raw structure. In the last few years, developing a pattern recognition or AI framework required structural engineering and extensive domain knowledge to reconstruct a feature extractor that converts the raw structure data, for example, the pixel estimations of an image into a feature vector, which can internally identify the patterns in the input. To overcome all this, dimensional deep learning has been invented [32]. Deep learning is a class of machine learning which contains several layers attain data pre-processing in pattern recognition [23]. A complex structure of neural network is associated with deep neural net consists of a neuron with originate valued activation function [3]. A basic architecture of a neural network consists an input $i$, bias $b$ which is weighted by $w$, activation function $\phi$. Figure 4 shows an basic architectural illustration of an ANN. Over the recent years, a significant variation has been taking place in convolutional neural networks [16]. There are extensive applications in image-based pattern
recognition in deep learning. Computer vision, object detection, video surveillance, medical diagnosis are primary applications of deep learning [37].

3 Biological Inspiration Behind SNN

Biological neurons impart by producing and engendering electrical pulses called activity possibilities or spikes [17]. SNNs are all the more firmly identified with their biological components contrasted with past ANN, for example, multi-layer perceptrons [2]. SNN is inspired by synaptic interconnection between neurons with the time of spike firing. Which is similar to human brain topology. Electrical pulses are the most common source of transmitting information. Spike- an action potential generated from electrical pulse. The electrical pulse passing through the axon of the neuron. Starting of each spike, neurotransmitters are commutated by synapses along with synaptic cleft. The transient effect a spike has on the neuron’s layer potential is by and large alluded to as the postsynaptic potential or PSP. PSP can either repress the future terminating called inhibitory postsynaptic potential, IPSP or on the other hand energize the neuron, making it bound to fire an excitatory postsynaptic potential, EPSP. Figure 5 illustrates how a spike of neuron process [34].

4 Spiking Neural Network (SNN) Model

Biologically inspired spiking neural network has spiking neurons which are intimating synapses that are adaptable by scalar weights [4]. SNN models are capable of implementing in hardware [29]. The spiking neuron model utilized in this exploration depends on the Spike Response Model (SRM). In a neuron, input synapses are involving input spikes at time \( \{ t_1, \ldots, t_n \} \), which is illustrated in Figure 6. The neuron yields a spike when the inside neuron layer potential \( x_j(t) \) crosses the limit potential \( \theta \) lower than the firing time \( t_j \) [31].

\[
t_j = \min \{ t : x_j(t) \geq \theta \}
\]

Limit potential \( \theta \) considered as constant. After the ring of a spiking neuron, it does not initiate to any information spikes for a restricted time-frame which is known as the neuron obstinate time. Postsynaptic potential and input spike relationship can be drawn as:

\[
x_j(t) = \sum_{i=1}^{n} W_i \cdot \alpha(t - t_i)
\]

\( i \) epitomizes to the \( i \)th neurotransmitter, \( W_i \) is the \( i \)th synaptic weight variable which can change the abundancy of the neuron potential \( x(t) \), \( t_i \) is the \( i \)th input spike appearance time, and \( \alpha(t) \) (Figure 7) is the spike response function shown as follows:

\[
\alpha(t) = \frac{t}{\tau} e^{1-\frac{t}{\tau}}
\]

\( \tau \) epitomizes to the layer potential rot time constant.

4.1 Integrate-and-Fire Neurons

This is the most extensively used model, generally as spiking neural network. This model in relied on electronics principles. A spike goes down the axon and is changed by a low-pass channel, which changes over the short pulse into a current pulse \( I(t - t_j(f)) \) that charges the coordinate and-fire circuit. A postsynaptic potential \( \varepsilon(t - t_i) \) can be raised when there is an increase in the resulting voltage. However, the neuron dispatches a pulse when the voltage becomes higher than the threshold value [7, 33].

\[
\tau_m \frac{\partial u}{\partial t} = -u(t) + RI(t)
\]

To depict the consequences for a membrane potential \( u \) after some time, with \( \tau_m \) being the layer time consistent in which voltage "leaks" away. Similarly as with the spike-reaction model the neuron fires once \( u \) crosses limit and a short pulse \( \delta \) is provoked.
Figure 6. (A) Neuron with spatio-temporal excitatory $t_i$ inputs and output $t_j$ (B) Neuron with a spike train input and output $t_j$ [31].

Figure 7. Time Constant $\tau = 10$ of Spiking Response Function $\alpha(t)$ [31].

\[
I_i(t) = \sum_{j \in \Gamma_i} c_{ij} \sum t_j \delta(t - t_j^{(0)}) \tag{5}
\]

The input current $I$ for neuron $I$ will regularly be 0, as approaching pulses to have a limited short length. When a spike shows up, it is increased by synaptic viability factor $c_{ij}$ shaping the postsynaptic potential that charges the capacitor. This model is computationally straightforward and can undoubtedly be applied to multidimensional hardware [7]. Figure 9 is the illustration of integrate-and-fire neuron.

4.2 Learning Rules in SNN

Spiking or non-spiking, learning is acknowledged by changing scalar-esteemed synaptic loads [4]. Spiking empowers a sort of bio-conceivable learning to decide that can not be duplicated in non-spiking networks. Neuroscientists have recognized numerous variations of this learning decide that falls under the umbrella term spike-timing-dependent plasticity (STDP). STDP mirrors biology where a neurotransmitter is reinforced when a presynaptic spike happens before a postsynaptic spike in close spans, this is called Long-Term Potentiation (LTP) [12]. The trivial learning methods for SNNs are unsupervised and supervised. All supervised learning utilizes labels. Most ordinarily, supervised learning changes weights through gradient descent on a cost contrasting function and aimed output from it.

\[
\Delta w = \begin{cases} 
A e^{-(t_{pre} - t_{post})} & t_{pre} - t_{post} \leq 0, \ A > 0 \\
B e^{-(t_{pre} - t_{post})} & t_{pre} - t_{post} > 0, \ B < 0 
\end{cases} \tag{6}
\]

This formula initializes the STDP rule for a single spiking neuron in large experimental data [4].

5 SNN Implementation

SNNs require equal synaptic sign transmission and weight update and actualizing them on CPUs that are innately sequential limits their speed [30]. SNNs can be implemented in VLSI systems [7]. Reproducing SNNs on von Neumann machines is normally not proficient, since asynchronous net action prompts semi-arbitrary access of synaptic loads in time and space complexity. Preferably, each spiking neuron is an own processor in an organization without a focal clock, which is the planned standard of neuromorphic stages. The energy-proficiency of neuromorphic frameworks makes them an ideal contender for inserted gadgets subject to control requirements, e.g., cell phones, versatile and flying robots, and web of things (IoT) gadgets. Besides, neuromorphic gadgets could be used in server farms to diminish the expense of cloud applications depending on neural nets [35].

6 SNN Applications

SNNs have extensive applications in various fields of computing. There are several fields such as computer vision, medical diagnosis, cognitive science, neural computing etc. A 3D SNN architecture NeuCube is reviewed for EEG signal classification [26]. A STDP dependent object detection system has been utilized in [27]. Brain inspired-BCI system using spiking neural network has been developed in [28]. SNN models are implemented in hybrid systems which are more efficient in image processing, classification of materials using impact sound, classification of complex spike train pattern tasks than traditional deep learning models [31].

7 Conclusion

Spiking neural networks are inspired by structure of human brains. Instead of supervised learning in the second generation ANNs whose network yields are resolved normally by activation functions, for example, softmax, figuring out how to create different spikes at exact time moments is a harder issue. This review paper has represented a brief insight into the state of art in Spiking Neuron Networks: its natural motivation, the models that underlie the complex nets, some hypothetical outcomes on computational intricacy and learnability, learning rules, both customary and novel, and some current application scopes and
results. This review paper also has represented an overview of the machine, deep, and reinforcement learning.

References

[1] A. Taherkhani, A. Belatreche, Y. Li, G. Cosma, L. P. Maguire, and T. M. McGinnity, “A review of learning in biologically plausible spiking neural networks,” Neural Networks, vol. 122, pp. 253–272, 2020, doi: 10.1016/j.neunet.2019.09.036.

[2] M. O’Halloran, B. Mcginley, R. C. Conceicao, F. Morgan, E. Jones, and M. Glavin, “Spiking neural networks for breast cancer classification in a dielectrically heteroge-neous breast,” Prog. Electromagn. Res., vol. 113, no. February, pp. 413–428, 2011, doi: 10.2528/PIER10122203.

[3] J. Schmidhuber, “Deep Learning in neural networks: An overview,” Neural Networks, vol. 61, pp. 85–117, 2015, doi: 10.1016/j.neunet.2014.09.003.

[4] A. Tavanaei, M. Ghodrati, S. R. Kheradpisheh, T. Masquelier, and A. Maida, “Deep learning in spiking neural networks,” Neural Networks, vol. 111, pp. 47–63, 2019, doi: 10.1016/j.neunet.2018.12.002.

[5] O. Simeone, “A Very Brief Introduction to Machine Learning with Applications to Communication Systems,” IEEE Trans. Cogn. Commun. Netw., vol. 4, no. 4, pp. 648–664, 2018, doi: 10.1109/TCCN.2018.2881442.

[6] H. Jang, O. Simeone, B. Gardner, and A. Gruning, “An Introduction to Probabilistic Spiking Neural Networks: Probabilistic Models, Learning Rules, and Applications,” IEEE Signal Process. Mag., vol. 36, no. 6, pp. 64–77, 2019, doi: 10.1109/MSP.2019.2935234.

[7] J. Vreeken, “Spiking neural networks , an introduction,” Computing, vol. 7, no. 3, pp. 1–5, 2002, [Online].

[8] Y. Wu, L. Deng, G. Li, J. Zhu, Y. Xie, and L. Shi, “Direct training for spiking neural networks: Faster, larger, better,” 33rd AAAI Conf. Artif. Intell. AAAI 2019, 31st Innov. Appl. Artif. Intell. Conf. IAAI 2019 9th AAAI Symp. Educ. Adv. Artif. Intell. EAAI 2019, pp. 1311–1318, 2019, doi: 10.1609/aaaai.v33i13.33i111311.

[9] D. Huh and T. J. Sejnowski, “Gradient descent for spiking neural networks,” Adv. Neural Inf. Process. Syst., vol. 2018-December, no. NeurIPS, pp. 1433–1443, 2018.

[10] S. A. Mohamed, M. Othman, and M. Hafizul Afifi, “A review on data clustering using spiking neural network (SNN) models,” Indones. J. Electr. Eng. Comput. Sci., vol. 15, no. 3, p. 1392, 2019, doi: 10.11591/ijeecs.v15.i3.pp1392-1400.

[11] K. Ahmed, “Brain-Inspired Spiking Neural Networks”, (2020).

[12] G. López-Vázquez et al., “Evolutionary Spiking Neural Networks for Solving Supervised Classification Problems,” Comput. Intell. Neurosci., vol. 2019, 2019, doi: 10.1155/2019/4182639
[13] L. Littman, "Reinforcement Learning: A Survey", (1996).
[14] A. Hammoudeh, "A Concise Introduction to Reinforcement Learning Ahmad", (2018).
[15] F. Khademian, R. Khababaie, and I. Babol, “Practical applications of spiking neural network in information processing and learning," Adv. Comput. Sci. an . . . , vol. 4, no. 4, pp. 133–137, 2015.
[16] N. Aloysius and M. Geetha, "A review on deep convolutional neural networks," Proc. 2017 IEEE Int. Conf. Commun. Signal Process. ICCSP 2017, vol. 2018-Janua, pp. 588–592, 2018, doi: 10.1109/ICCSP.2017.8286426.
[17] F. Ponulak and A. Kasiński, “Introduction to spiking neural networks: Information processing, learning and applications,” Acta Neurobiol. Exp. (Wars)., vol. 71, no. 4, pp. 409–433, 2011.
[18] Y. Cao, Y. Chen, and D. Khosla, “Spiking Deep Convolutional Neural Networks for Energy-Efficient Object Recognition,” Int. J. Comput. Vis., vol. 113, no. 1, pp. 54–66, 2015, doi: 10.1007/s11263-014-0788-3.
[19] A. K. Mondal, “A Survey of Reinforcement Learning Techniques: Strategies, Recent Development, and Future Directions,” no. January, 2020, [Online]. Available: http://arxiv.org/abs/2001.06921.
[20] J. H. Lee, T. Delbruck, and M. Pfeiffer, “Training deep spiking neural networks using backpropagation,” Front. Neurosci., vol. 10, no. NOV, 2016, doi: 10.3389/fnins.2016.00508.
[21] F. Emmert-Streib, Z. Yang, H. Feng, S. Tripathi, and M. Dehmer, “An Introductory Review of Deep Learning for Prediction Models With Big Data,” Front. Artif. Intell., vol. 3, no. February, pp. 1–23, 2020, doi: 10.3389/frai.2020.00004.
[22] S. Ghosh-dastidar and A. G. Lichtenstein, “Review Article SPIKING NEURAL NETWORKS,” Int. J., vol. 19, no. 4, pp. 295–308, 2009.
[23] Malekmohamadi Faradonbe, S., Safte-Esfahani, F. Karimian-kalishadrokhi, M. A Review on Neural Turing Machine (NTM). SN COMPUT. SCI. 1, 333 (2020). https://doi.org/10.1007/s42979-020-00341-6
[24] A. Dey, “Machine Learning Algorithms: A Review,” Int. J. Comput. Sci. Inf. Technol., vol. 7, no. 3, pp. 1174–1179, 2016, [Online]. Available: www.ijcsi.com.
[25] X. Xie, H. Qu, G. Liu, M. Zhang, and J. Kurths, “An efficient supervised training algorithm for multilayer spiking neural networks,” PLoS One, vol. 11, no. 4, pp. 1–29, 2016, doi: 10.1371/journal.pone.0150329.
[26] N. K. Kasabov, “NeuCube: A spiking neural network architecture for mapping, learning and understanding of spatio-temporal brain data,” Neural Networks, vol. 52, pp. 62–76, 2014, doi: 10.1016/j.neunet.2014.01.006.
[27] S. R. Kheradpisheh, M. Ganjtabesh, S. J. Thorpe, and T. Masquelier, “STDP-based spiking deep convolutional neural networks for object recognition,” Neural Networks, vol. 99, pp. 56–67, 2018, doi: 10.1016/j.neunet.2017.12.005.
[28] K. Kumarasinghe, N. Kasabov, and D. Taylor, “Deep learning and deep knowledge representation in Spiking Neural Networks for Brain-Computer Interfaces,” Neural Networks, vol. 121, pp. 169–185, 2020, doi: 10.1016/j.neunet.2019.08.029.
[29] J. L. Lobo, J. Del Ser, A. Bifet, and N. Kasabov, “Spiking Neural Networks and online learning: An overview and perspectives,” Neural Networks, vol. 121, pp. 88–100, 2020, doi: 10.1016/j.neunet.2019.09.004.
[30] S. R. Kulkarni, A. V. Babu, and B. Rajendran, “Spiking neural networks - Algorithms, hardware implementations and applications,” Midwest Symp. Circuits Syst., vol. 2017-Augus, no. August, pp. 426–431, 2017, doi: 10.1109/MWSCAS.2017.8052951.
[31] H. Hamed, "Spiking Neural Networks Learning. Applications, and Analysis". (2005).
[32] [1] Y. Lecun, Y. Bengio, and G. Hinton, “Deep learning," Nature, vol. 521, no. 7553, pp. 436–444, 2015, doi: 10.1038/nature14539.
[33] H. Paugam-Moisy and S. Bohte, “Computing with spiking neuron networks,” Handb. Nat. Comput., vol. 1–4, pp. 335–376, 2012, doi: 10.1007/978-3-540-92910-9_10.
[34] G. Rozenberg, T. Back, and J. N. Kok, Handbook of Natural Computing, vol. 1–4, 2012.
[35] M. Pfeiffer and T. Pfeil, “Deep Learning With Spiking Neurons: Opportunities and Challenges,” Front. Neurosci., vol. 12, no. October, 2018, doi: 10.3389/fnins.2018.00774.
[36] S. R. Nandakumar, I. Boybat, M. Le Gallo, E. Eleftheriou, A. Sebastian, and B. Rajendran, “Experimental Demonstration of Supervised Learning in Spiking Neural Networks with Phase-Change Memory Synapses,” Sci. Rep., vol. 10, no. 1, pp. 1–11, 2020, doi: 10.1038/s41598-020-64878-5.
[37] P. P. Shinde and S. Shah, “A Review of Machine Learning and Deep Learning Applications,” Proc. - 2018 4th Int. Conf. Comput. Commun. Control Autom. ICCUBEA 2018, pp. 1–6, 2018, doi: 10.1109/IC-CUBEA.2018.8697857.