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Abstract. We develop the Bohl spectrum for nonautonomous linear differential equation on a half line, which is a spectral concept that lies between the Lyapunov and the Sacker–Sell spectrum. We prove that the Bohl spectrum is given by the union of finitely many intervals, and we show by means of an explicit example that the Bohl spectrum does not coincide with the Sacker–Sell spectrum in general even for bounded systems. We demonstrate for this example that any higher-order nonlinear perturbation is exponentially stable (which is not evident from the Sacker–Sell spectrum), but we show that in general this is not true. We also analyze in detail situations in which the Bohl spectrum is identical to the Sacker–Sell spectrum.

1. Introduction

The stability theory for linear nonautonomous differential equations has its origin in A.M. Lyapunov’s celebrated PhD Thesis [20], where he introduces characteristic numbers, so-called Lyapunov exponents, which are given by accumulation points of exponential growth rates of individual solutions. It is well-known that in case of negative Lyapunov exponents, the stability of nonlinearly perturbed systems is not guaranteed without an additional regularity condition.

In the 1970s, R.S. Sacker and G.R. Sell developed the Sacker–Sell spectrum theory for nonautonomous differential equations. In contrast to the Lyapunov spectrum, the Sacker–Sell spectrum is not a solution-based spectral theory, but rather is based on the concept of an exponential dichotomy, which concerns uniform growth behavior in subspaces and extends the idea of hyperbolicity to explicitly time-dependent systems. If the Sacker–Sell spectrum lies left of zero, then the uniform exponential stability of nonlinearly perturbed systems is guaranteed.
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It was shown in [22] that the regularity condition on Lyapunov exponents can be more robustly replaced by a nonuniform exponential dichotomy. Here the nonuniformity refers to time, and in contrast to that, so-called Bohl exponents, introduced by P. Bohl in 1914 [11], measure exponential growth along solutions uniformly in time. Bohl exponents have been studied extensively in the literature [14], and current research focuses on applications to differential-algebraic equations and control theory [10, 19, 2, 30, 17], and parabolic partial differential equations [23]. In this paper, we develop the Bohl spectrum as union of all possible Bohl exponents of a nonautonomous linear differential equation on a half line. We show that the Bohl spectrum lies between the Lyapunov and the Sacker–Sell spectrum and that the Bohl spectrum is given by the union of finitely many (not necessarily closed) intervals. Each Bohl spectral interval is associated with a linear subspace, leading to a filtration of subspaces which is finer than the filtration obtained by the Sacker–Sell spectrum.

We show by means of an explicit example that the Bohl spectrum can be a proper subset of the Sacker–Sell spectrum even if the system is bounded. We analyze in detail situations in which the Bohl spectrum is identical to the Sacker–Sell spectrum, and in particular, we obtain this for bounded diagonalizable systems, integrally separated systems, and systems with Sacker–Sell point spectrum. The fact that the Bohl and Sacker–Sell spectra coincide for diagonalizable systems shows that the Bohl spectrum mainly gives information about the asymptotic behaviour of individual solutions whereas the Sacker–Sell also embodies information about the relation between different solutions, in particular, whether or not the angle between solutions is bounded below by a positive number. An interesting problem in this context is to give necessary and sufficient conditions that the Bohl and Sacker–Sell spectra coincide.

The example referred to above shows that the Sacker–Sell spectrum can extend past zero even when the Bohl spectrum is given by a negative number. We demonstrate for this example that any higher-order nonlinear perturbation is exponentially stable, although this not evident from the Sacker–Sell spectrum. In the last section of this paper, we discuss an example with negative Bohl spectrum such that for a certain nonlinear perturbation, the perturbed system is unstable. This means that it is not possible to prove in general that if the Bohl spectrum lies to the left of zero, then any higher-order nonlinear perturbation is exponentially stable. In a forthcoming paper, we will provide additional conditions on the nonlinearities which give a positive answer to this question, even in situations where the Sacker–Sell spectrum intersects the positive half axis.

This paper is organized as follows. In Section 2, we provide basic material on the Lyapunov and Sacker–Sell spectrum, and in Section 3, we introduce the Bohl spectrum. Section 4 is devoted to prove the Spectral Theorem, which says that the Bohl spectrum is given by the union of finitely many intervals. We compare the Bohl spectrum and the Sacker–Sell spectrum in
Section 5 and we discuss nonlinear perturbations to linear systems with negative Bohl spectrum in Section 6.

2. Lyapunov and Sacker–Sell spectrum

In this section, we review the definition and basic properties of the two main spectral concepts for nonautonomous differential equations: the Lyapunov spectrum and the Sacker–Sell spectrum.

We consider a linear nonautonomous differential equation of the form
\[ \dot{x} = A(t)x, \]
where \( A : \mathbb{R}_0^+ \to \mathbb{R}^{d \times d} \) is a locally integrable matrix-valued function, i.e., for any \( 0 \leq a < b \), we have \( \int_a^b \| A(t) \| \, dt < \infty \). Let \( X : \mathbb{R}_0^+ \to \mathbb{R}^{d \times d} \) be the fundamental matrix of (1), i.e., \( X(\cdot) \xi \) solves (1) with the initial value condition \( x(0) = \xi \), where \( \xi \in \mathbb{R}^d \).

The Lyapunov spectrum describes asymptotic growth of individual solutions of (1).

**Definition 1** (Lyapunov spectrum). The lower and upper characteristic Lyapunov exponents of a particular non-zero solution \( X(\cdot) \xi \) of (1) are defined by
\[ \chi_-(\xi) := \lim \inf_{t \to \infty} \frac{1}{t} \ln \| X(t) \xi \| \]
and
\[ \chi_+(\xi) := \lim \sup_{t \to \infty} \frac{1}{t} \ln \| X(t) \xi \|. \]

The Lyapunov spectrum of (1) is then defined as
\[ \Sigma_{\text{Lya}} := \bigcup_{\xi \in \mathbb{R}^d \setminus \{0\}} \{ \chi_+(\xi) \}. \]

It is well-known [7, 1] that there exist \( n \in \{1, \ldots, d\} \) and \( \xi_1, \ldots, \xi_n \in \mathbb{R}^d \setminus \{0\} \) such that
\[ \Sigma_{\text{Lya}} = \bigcup_{i=1}^n \{ \chi_+(\xi_i) \}. \]

In contrast to the Lyapunov spectrum, the Sacker–Sell spectrum is based on a hyperbolicity concept for nonautonomous differential equations, given by an exponential dichotomy.

**Definition 2** (Exponential dichotomy). The linear differential equation (1) admits an exponential dichotomy with growth rate \( \gamma \in \mathbb{R} \) if there exist a projector \( P \in \mathbb{R}^{d \times d} \), and constants \( K \geq 1 \) and \( \alpha > 0 \), such that
\[ \| X(t)PX^{-1}(s) \| \leq Ke^{(\gamma-\alpha)(t-s)} \text{ for all } 0 \leq s < t, \]
\[ \| X(t)(I - P)X^{-1}(s) \| \leq Ke^{(\gamma+\alpha)(s-t)} \text{ for all } 0 \leq t < s, \]
where \( I \) denotes the unit matrix. In addition, we say that (1) admits an exponential dichotomy with growth rate \( \infty \) if there exists a \( \gamma \in \mathbb{R} \) such...
that (1) admits an exponential dichotomy with growth rate $\gamma$ and projector $P = I$, and (1) is said to admit an exponential dichotomy with growth rate $-\infty$ if there exists a $\gamma \in \mathbb{R}$ such that (1) admits an exponential dichotomy with growth rate $\gamma$ and projector $P = 0$, the zero matrix.

The range of the projector $P$ of an exponential dichotomy is called the pseudo-stable space, and the null space of the projector $P$ is called a pseudo-unstable space. Note that in contrast to the pseudo-unstable space, the pseudo-stable space is uniquely determined for exponential dichotomies on $\mathbb{R}_0^+$ [27].

The Sacker–Sell spectrum is then given by set of all growth rates $\gamma$ such that the linear system does not admit an exponential dichotomy with growth rate $\gamma$.

**Definition 3** (Sacker–Sell spectrum). The Sacker–Sell spectrum of the linear differential equation (1) is defined by

$$\Sigma_{SS} := \{ \gamma \in \mathbb{R} : (1) \text{ does not admit an exponential dichotomy} \} ,$$

where $\mathbb{R} := \mathbb{R} \cup \{-\infty, \infty\}$.

The Sacker–Sell spectrum was introduced by R.S. Sacker and G.R. Sell in [29] for skew product flows with compact base. It was generalized to nonautonomous dynamical systems with not necessarily compact base in [3] [28] and for systems defined on a half-line in [27].

The Spectral Theorem (see [18] [27] for the half-line case) describes the structure of the dichotomy spectrum.

**Theorem 4** (Sacker–Sell Spectral Theorem). For the linear differential equation (1), there exists a $k \in \{1, \ldots, d\}$ such that

$$\Sigma_{SS} = [a_1, b_1] \cup \cdots \cup [a_k, b_k]$$

with $-\infty \leq a_1 \leq b_1 < a_2 \leq b_2 < \cdots < a_k \leq b_k \leq \infty$. In addition, there exists a corresponding filtration

$$\{0\} = \mathcal{W}_0 \subseteq \mathcal{W}_1 \subseteq \mathcal{W}_2 \subseteq \cdots \subseteq \mathcal{W}_k = \mathbb{R}^d,$$

which satisfies the dynamical characterization

$$\mathcal{W}_i = \{ \xi \in \mathbb{R}^d : \sup_{t \in \mathbb{R}_0^+} \|X(t)\xi\|e^{-\gamma t} < \infty \}$$

for all $i \in \{1, \ldots, k-1\}$ and $\gamma \in (b_i, a_{i+1})$.

Note that the linear space $\mathcal{W}_i$ is the pseudo-stable space of the exponential dichotomy with any growth rate taken from the spectral gap interval $(b_i, a_{i+1})$ for $i \in \{1, \ldots, k-1\}$.

The following result on Sacker–Sell spectra of upper triangular systems follows from [9]. Note that such a statement is only true in the half-line case and does not hold for Sacker–Sell spectra on the entire time axis as demonstrated in [9].
Proposition 5 (Sacker–Sell spectrum of upper triangular systems). Suppose that the linear differential equation (1) is upper triangular, i.e. \( a_{ij}(t) = 0 \) for all \( i > j \) and \( t \in \mathbb{R}_0^+ \), and assume that the off-diagonal elements \( a_{ij}(t) \) for all \( i < j \) are bounded in \( t \in \mathbb{R}_0^+ \). Then the Sacker–Sell spectrum of (1) coincides with that of its diagonal part \( \dot{x}_i = a_{ii}(t)x_i, \) for which, the spectrum is the union of the intervals \([\alpha_i, \beta_i]\). If also the diagonal elements of the matrix \( A(t) \) are bounded, then we have the representation

\[
\alpha_i = \liminf_{t-s \to \infty} \frac{1}{t-s} \int_s^t a_{ii}(u) \, du \quad \text{and} \quad \beta_i = \limsup_{t-s \to \infty} \frac{1}{t-s} \int_s^t a_{ii}(u) \, du
\]

for all \( i \in \{1, \ldots, d\} \).

Remark 6. Note that the representation (2) does not hold if the diagonal elements of the matrix \( A(t) \) are unbounded. As a counter example consider the one-dimensional system

\[
\dot{x} = a(t)x,
\]

where \( a : \mathbb{R}_0^+ \to \mathbb{R} \) is defined by

\[
a(t) = \begin{cases} 
n : t \in [2n, 2n+1], n \in \mathbb{N}_0, \\
-2n-1 : t \in [2n+1, 2n+2], n \in \mathbb{N}_0.
\end{cases}
\]

It follows that \( \int_n^{n+3} a(u) \, du \leq 0 \) for all \( n \in \mathbb{N} \), and it can be proved that

\[
\lim_{t-s \to \infty} \frac{1}{t-s} \int_s^t a(u) \, du = -\infty.
\]

However, the Sacker–Sell spectrum is given by \([-\infty, \infty]\), since \( a(t) \) is arbitrarily close to \(-\infty\) and \( \infty \) on intervals of the length one. This shows that the representation (2) does not hold for unbounded coefficient matrices.

3. The Bohl spectrum

We first define the Bohl spectrum for each solution of (1). The Bohl spectrum of (1) is then the union over the Bohl spectra of the solutions.

Definition 7 (Bohl spectrum). Consider the linear nonautonomous differential equation (1) in \( \mathbb{R}^d \). The Bohl spectrum of a particular solution \( X(\cdot)\xi, \xi \neq 0 \), of (1) is defined as

\[
\Sigma_\xi := \left\{ \lambda \in \mathbb{R} : \text{there exist sequences } \{t_n\}_{n \in \mathbb{N}} \text{ and } \{s_n\}_{n \in \mathbb{N}} \right\}
\]

\[
\text{with } t_n - s_n \to \infty \text{ such that } \lim_{n \to \infty} \frac{1}{t_n-s_n} \ln \frac{\|X(t_n)\xi\|}{\|X(s_n)\xi\|} = \lambda \right\}.
\]

The Bohl spectrum of (1) is defined as

\[
\Sigma_{\text{Bohl}} := \bigcup_{\xi \in \mathbb{R}^d \setminus \{0\}} \Sigma_\xi.
\]
Remark 8. (i) By Definition [1] we have \( \chi^-(\xi), \chi^+(\xi) \in \Sigma_\xi \) for any \( \xi \in \mathbb{R}^d \setminus \{0\} \), and we see that in contrast to looking at the asymptotic behavior at infinity of a solution by using the Lyapunov exponent, the Bohl spectrum of this solution provides all possible growth rates of this solution when the length of observation time tends to infinity and the initial time is arbitrary. 

(ii) The upper and lower Bohl exponent of a solution \( X(\cdot)\xi \) are defined by

\[
\beta(\xi) := \limsup_{t-s \to \infty} \frac{1}{t-s} \ln \frac{\|X(t)\xi\|}{\|X(s)\xi\|}, \quad \underline{\beta}(\xi) := \liminf_{t-s \to \infty} \frac{1}{t-s} \ln \frac{\|X(t)\xi\|}{\|X(s)\xi\|},
\]

see [14, p. 171–172] and [5]. Thus, \( \beta(\xi) \) and \( \underline{\beta}(\xi) \) measure the biggest and smallest growth rate of the solution \( X(\cdot)\xi \), when the length of observation time tends to infinity, and we have

\[ \beta(\xi) = \sup \Sigma_\xi \quad \text{and} \quad \underline{\beta}(\xi) = \inf \Sigma_\xi. \]

We note that the notion of Bohl exponent used in papers on differential algebraic equations and control theory is different (see the references cited in the Introduction).

(iii) The definition of Bohl spectrum is independent of the norm in \( \mathbb{R}^d \).

(iv) A different definition of a Bohl spectrum for discrete systems depending on certain invariant splittings was proposed in [25, Definition 3.8.1], and another spectrum between the Lyapunov and Sacker–Sell spectrum based on nonuniform exponential dichotomies was introduced in [12].

Note that \( \beta(\xi) \) can be \( \infty \), and \( \underline{\beta}(\xi) \) can be \( -\infty \). For an arbitrarily chosen \( a \in \mathbb{R} \), define

\[
(-\infty, a] := (-\infty, a] \cup \{-\infty\}, \quad [a, \infty) := [a, \infty) \cup \{\infty\}
\]

and

\[
[-\infty, -\infty] := \{-\infty\}, \quad [\infty, \infty] := \{\infty\}, \quad [-\infty, \infty] := \mathbb{R}.
\]

The following proposition describes fundamental properties of the Bohl spectrum of a particular solution.

Proposition 9. Consider the linear nonautonomous differential equation (1) in \( \mathbb{R}^d \). For all \( \xi \in \mathbb{R}^d \setminus \{0\} \), the following statements hold:

(i) We have the representation

\[
\Sigma_\xi := \left\{ \lambda \in \mathbb{R} : \text{there exist sequences } \{t_n\}_{n \in \mathbb{N}} \text{ and } \{s_n\}_{n \in \mathbb{N}} \text{ with } t_n - s_n \to \infty \text{ and } s_n \to \infty \text{ such that } \lim_{n \to \infty} \frac{1}{t_n - s_n} \ln \frac{\|X(t_n)\xi\|}{\|X(s_n)\xi\|} = \lambda \right\},
\]

i.e. in the definition of Bohl spectrum we can always assume \( s_n \to \infty \).

(ii) \( \Sigma_\xi = \Sigma_\lambda \xi \) for all \( \lambda \in \mathbb{R} \setminus \{0\} \).

(iii) \( \Sigma_\xi = [\beta(\xi), \underline{\beta}(\xi)] \).
(iv) Suppose that there exists a constant $M > 0$ such that

\[ \| A(t) \| \leq M \quad \text{for almost all } t \in \mathbb{R}_0^+. \]

Then $\Sigma_\xi \subset [-M, M]$.

Proof. (i) Let $\lambda \in \Sigma_\xi$ be arbitrary. Then there exist two sequences $\{t_n\}_{n \in \mathbb{N}}$ and $\{s_n\}_{n \in \mathbb{N}}$ such that $t_n \geq s_n \geq 0$ and

\[ \lim_{n \to \infty} t_n - s_n = \infty \quad \text{and} \quad \lim_{n \to \infty} \frac{1}{t_n - s_n} \ln \frac{\|X(t_n)\xi\|}{\|X(s_n)\xi\|} = \lambda. \]

To conclude the proof of this part, we need to construct two sequences $\{\tilde{t}_n\}_{n \in \mathbb{N}}$ and $\{\tilde{s}_n\}_{n \in \mathbb{N}}$ such that

\[ \lim_{n \to \infty} \tilde{t}_n - \tilde{s}_n = \infty, \quad \lim_{n \to \infty} \frac{1}{\tilde{t}_n - \tilde{s}_n} \ln \frac{\|X(\tilde{t}_n)\xi\|}{\|X(\tilde{s}_n)\xi\|} = \lambda. \]

We now consider two separated cases:

Case 1: The sequence $\{s_n\}_{n \in \mathbb{N}}$ is unbounded. Then there exists a subsequence $\{s_{k_n}\}_{n \in \mathbb{N}}$ of $\{s_n\}_{n \in \mathbb{N}}$ such that $\lim_{n \to \infty} s_{k_n} = \infty$. Letting $\tilde{s}_n := s_{k_n}$ and $\tilde{t}_n := t_{k_n}$. Then these sequences satisfy (5).

Case 2: The sequence $\{s_n\}_{n \in \mathbb{N}}$ is bounded. Let $\Gamma := \sup_{n \in \mathbb{N}} s_n$, and let $n \in \mathbb{N}$ be an arbitrary positive integer. Since $\lim_{m \to \infty} t_m - s_m = \infty$ and

\[ \sup_{m \in \mathbb{N}} \left| \ln \frac{\|X(s_m + n)\xi\|}{\|X(s_m)\xi\|} \right| \leq \sup_{t \in [0, \Gamma]} \left| \ln \frac{\|X(t + n)\xi\|}{\|X(t)\xi\|} \right| < \infty, \]

it follows that

\[ \lim_{m \to \infty} \frac{1}{t_m - s_m - n} \ln \frac{\|X(s_m + n)\xi\|}{\|X(s_m)\xi\|} = 0. \]

Consequently, there exists $k_n \in \mathbb{N}$ such that

\[ t_{k_n} - s_{k_n} \geq n^2 \quad \text{and} \quad \frac{1}{t_{k_n} - s_{k_n} - n} \ln \frac{\|X(s_{k_n} + n)\xi\|}{\|X(s_{k_n})\xi\|} \leq \frac{1}{n}. \]

Define two sequences $\{\tilde{t}_n\}_{n \in \mathbb{N}}$ and $\{\tilde{s}_n\}_{n \in \mathbb{N}}$ by

\[ \tilde{t}_n = t_{k_n} \quad \text{and} \quad \tilde{s}_n := s_{k_n} + n \quad \text{for all } n \in \mathbb{N}, \]

where $k_n$ satisfies (5). Obviously, $\lim_{n \to \infty} \tilde{s}_n = \infty, \lim_{n \to \infty} \tilde{t}_n - \tilde{s}_n = \infty$. It remains to compute $\lim_{n \to \infty} \frac{1}{\tilde{t}_n - \tilde{s}_n} \ln \frac{\|X(\tilde{t}_n)\xi\|}{\|X(\tilde{s}_n)\xi\|}$. By definition of $\{\tilde{t}_n\}_{n \in \mathbb{N}}$ and $\{\tilde{s}_n\}_{n \in \mathbb{N}}$, we have

\[ \frac{1}{\tilde{t}_n - \tilde{s}_n} \ln \frac{\|X(\tilde{t}_n)\xi\|}{\|X(\tilde{s}_n)\xi\|} = \frac{1}{t_{k_n} - s_{k_n} - n} \ln \frac{\|X(t_{k_n})\xi\|}{\|X(s_{k_n} + n)\xi\|} \]

\[ = \frac{1}{t_{k_n} - s_{k_n} - n} \left( \ln \frac{\|X(t_{k_n})\xi\|}{\|X(s_{k_n})\xi\|} + \ln \frac{\|X(s_{k_n})\xi\|}{\|X(s_{k_n} + n)\xi\|} \right). \]
Applying Gronwall’s inequality yields that 
\[ t \mapsto \alpha \beta \] 
them is bounded below by a positive number. Then if \( \xi \) which implies that \( \sup \Sigma \)

Consequently, there exists \( N \in \mathbb{N} \) such that for all \( n \geq N \),

\[ \frac{1}{t_n - s_n} \ln \frac{\|X(t_n)\xi\|}{\|X(s_n)\xi\|} < \frac{1}{\tau_n - \sigma_n} \ln \frac{\|X(\tau_n)\xi\|}{\|X(\sigma_n)\xi\|} . \]

Consider the following continuous function \( g : [0, 1] \to \mathbb{R} \) defined by

\[ g(\theta) := \frac{1}{\theta(t_n - s_n) + (1 - \theta)(\tau_n - \sigma_n)} \ln \frac{\|X(\theta t_n + (1 - \theta)\tau_n)\xi\|}{\|X(\theta s_n + (1 - \theta)\sigma_n)\xi\|} . \]

From \( \text{(S)} \), we have \( g(0) > \lambda > g(1) \), and by the Intermediate Value Theorem, there exists \( \theta_n \in (0, 1) \) such that \( g(\theta_n) = \lambda \). This together with the fact that \( \lim_{n \to \infty} \theta_n(t_n - s_n) + (1 - \theta_n)(\tau_n - \sigma_n) = \infty \) implies that \( \lambda \in \Sigma_\xi \) and completes the proof.

(iii) Let \( a < b \) be in \( \Sigma_\xi \), and choose \( \lambda \in (a, b) \) arbitrarily. Then there exist sequences \( \{t_n\}_{n \in \mathbb{N}}, \{s_n\}_{n \in \mathbb{N}}, \{\tau_n\}_{n \in \mathbb{N}} \) and \( \{\sigma_n\}_{n \in \mathbb{N}} \) such that \( t_n - s_n > n, \tau_n - \sigma_n > n \),

\[ \lim_{n \to \infty} \frac{1}{t_n - s_n} \ln \frac{\|X(t_n)\xi\|}{\|X(s_n)\xi\|} = a \quad \text{and} \quad \lim_{n \to \infty} \frac{1}{\tau_n - \sigma_n} \ln \frac{\|X(\tau_n)\xi\|}{\|X(\sigma_n)\xi\|} = b . \]

Thus, there are \( \theta \in (0, 1) \) such that \( g(\theta) = \lambda \). This together with the fact that \( \lim_{n \to \infty} \theta_n(t_n - s_n) + (1 - \theta_n)(\tau_n - \sigma_n) = \infty \) implies that \( \lambda \in \Sigma_\xi \) and completes the proof.

(iv) Let \( \xi \in \mathbb{R}^d \setminus \{0\} \) be arbitrary. We have the integral equality

\[ X(t)\xi = X(s)\xi + \int_s^t A(u)X(u)\xi \, du \quad \text{for all} \ t \geq s . \]

Thus,

\[ \|X(t)\xi\| \leq \|X(s)\xi\| + M \int_s^t \|X(u)\xi\| \, du . \]

Applying Gronwall’s inequality yields that

\[ \|X(t)\xi\| \leq e^{M(t-s)}\|X(s)\xi\| \quad \text{for all} \ t \geq s \geq 0 , \]

which implies that \( \sup \Sigma_\xi \leq M \). Similarly, \( \inf \Sigma_\xi \geq -M \). Hence, by (iii), \( \Sigma_\xi = [\inf \Sigma_\xi, \sup \Sigma_\xi] \subset [-M, M] \), which completes the proof.

Proposition 10. Consider a linear nonautonomous differential equation \( \dot{x} = A(t)x \) in \( \mathbb{R}^d \), and let \( x(t), y(t) \) be solutions such that the angle between them is bounded below by a positive number. Then if \( \alpha \beta \neq 0 \), the solutions \( t \mapsto \alpha x(t) + \beta y(t) \) all have the same Bohl spectrum.
Proof. We use the Euclidean norm $\| \cdot \|$ on $\mathbb{R}^d$. Without loss of generality, we may assume that $\alpha = 1$. So we consider the solutions

$$ z(t) = x(t) + \beta y(t). $$

If we define

$$ e_1(t) = \frac{x(t)}{\|x(t)\|} \quad \text{and} \quad e_2(t) = \frac{y(t)}{\|y(t)\|}, $$

we see that

$$ z(t) = \|x(t)\| e_1(t) + \beta \|y(t)\| e_2(t) $$

and

$$ \|x(t)\| = (1 - \langle e_1(t), e_2(t) \rangle^2)^{-1}[\langle z(t), e_1(t) \rangle - \langle e_1(t), e_2(t) \rangle \cdot \langle z(t), e_2(t) \rangle] $$

and

$$ \beta \|y(t)\| = (1 - \langle e_1(t), e_2(t) \rangle^2)^{-1}\left[-\langle e_1(t), e_2(t) \rangle \cdot \langle z(t), e_1(t) \rangle + \langle z(t), e_2(t) \rangle \right]. $$

By the angle assumption, we have $1 - \langle e_1(t), e_2(t) \rangle^2 \geq \delta$ for some $\delta > 0$. This implies

$$ \|z(t)\| \leq 2 \max\{\|x(t)\|, \|y(t)\|/\beta\} \leq \frac{4}{\delta} \|z(t)\|. $$

Now let $z_1(t)$ correspond to $\beta_1$ and $z_2(t)$ to $\beta_2$. Then we note that

$$ \frac{\|z_1(t)\|}{\|z_2(t)\|} \leq \frac{4}{\delta} \max\{\|x(t)\|, \|\beta_1\| \|y(t)\|\} \leq \frac{4R}{\delta r}, $$

where $R = \max\{\|\beta_1\|, \|\beta_2\|\}$ and $r = \min\{\|\beta_1\|, \|\beta_2\|\}$. Of course, we can interchange the indices 1 and 2 here. Then

$$ \frac{\|z_1(t)\|}{\|z_1(s)\|} = \frac{\|z_2(t)\|}{\|z_2(s)\|} \leq \frac{16R^2}{\delta^2 r^2} \frac{\|z_2(t)\|}{\|z_2(s)\|} = N \frac{\|z_2(t)\|}{\|z_2(s)\|}, $$

where $N := \frac{16R^2}{\delta^2 r^2}$. It follows that

$$ \frac{1}{t - s} \ln \frac{\|z_1(t)\|}{\|z_1(s)\|} \leq \frac{\ln N}{t - s} + \frac{1}{t - s} \ln \frac{\|z_2(t)\|}{\|z_2(s)\|}. $$

Thus,

$$ \limsup_{t \to s} \frac{1}{t - s} \ln \frac{\|z_1(t)\|}{\|z_1(s)\|} \leq - \frac{\ln N}{t - s} + \frac{1}{t - s} \ln \frac{\|z_1(t)\|}{\|z_1(s)\|}. $$

Switching the indices 1 and 2, we get equality. Next from

$$ \frac{1}{t - s} \ln \frac{\|z_2(t)\|}{\|z_2(s)\|} \geq - \frac{\ln N}{t - s} + \frac{1}{t - s} \ln \frac{\|z_1(t)\|}{\|z_1(s)\|}, $$

we get

$$ \liminf_{t \to s} \frac{1}{t - s} \ln \frac{\|z_2(t)\|}{\|z_2(s)\|} \geq \liminf_{t \to s} \frac{1}{t - s} \ln \frac{\|z_1(t)\|}{\|z_1(s)\|} $$

and switching the indices 1 and 2, we get equality also. The conclusion is that $z_1(t)$ and $z_2(t)$ have the same Bohl spectrum. \qed
Remark 11. We demonstrate that the common Bohl spectrum of the solution $t \mapsto ax(t) + \beta y(t)$ in Proposition 10 does not depend just on $\Sigma_x$ and $\Sigma_y$. Consider the diagonal system

$$
\begin{align*}
\dot{x} &= 0, \\
\dot{y} &= a(t)y,
\end{align*}
$$

where $a(t) = 1$ if $T_{2k} \leq t \leq T_{2k+1}$, and $a(t) = -1$ if $T_{2k+1} \leq t \leq T_{2k+2}$. Here $T_k$ is an increasing sequence with $T_0 = 0$ and $T_{k+1} - T_k \to \infty$ as $k \to \infty$. Then if we take the solutions $x(t) = (1, 0)$ and $y(t) = (\exp(\int_0^t a(u) \, du))$, it is easy to see that $\Sigma_x = \{0\}$ and $\Sigma_y = [-1, 1]$. By appropriate choice of the sequence $T_k$, we can arrange that $\int_0^t a(u) \, du \geq 0$ for $t \geq 0$. Then if we use the maximum norm in $\mathbb{R}^2$, we see that $\|x(t) + y(t)\| = |y(t)|$ for all $t \geq 0$. This means that for all $t \geq s \geq 0$, we have

$$
\frac{1}{t-s} \ln \frac{\|x(t) + y(t)\|}{\|x(s) + y(s)\|} = \frac{1}{t-s} \ln \frac{\|y(t)\|}{\|y(s)\|}.
$$

It follows that $\Sigma_{x+y} = \Sigma_y$.

On the other hand, again by appropriate choice of the sequence $T_k$, we can arrange that $\int_0^t a(u) \, du \leq 0$ for $t \geq T_2$. Then if we use the maximum norm in $\mathbb{R}^2$, we see that $\|x(t) + y(t)\| = |x(t)| = 1$ for all $t \geq T_2$. So for all $t \geq T_2$ and $s \geq T_2$, we get

$$
\frac{1}{t-s} \ln \frac{\|x(t) + y(t)\|}{\|x(s) + y(s)\|} = \frac{1}{t-s} \ln \frac{1}{1} = 0,
$$

which implies that $\Sigma_{x+y} = \Sigma_x$.

4. Spectral Theorem

We prove in this section that the Bohl spectrum of a locally integrable linear nonautonomous differential equation consists of at most finitely many intervals, the number of which is bounded by the dimension of the system, and we associate a filtration of subspaces to these spectral intervals.

**Theorem 12** (Bohl Spectral Theorem). Consider the linear nonautonomous differential equation (1) in $\mathbb{R}^d$. Then its Bohl spectrum consists of $k$ (not necessarily closed) disjoint intervals, i.e.

$$
\Sigma_{\text{Bohl}} = I_1 \cup \cdots \cup I_k,
$$

where $1 \leq k \leq d$ and $I_1, I_2, \ldots, I_k$ are ordered intervals. The interval $I_1$ can be unbounded from below, $I_k$ can be unbounded from above, and $I_2, \ldots, I_{k-1}$ are bounded. There exists a corresponding filtration

$$
\{0\} = S_0 \subsetneq S_1 \subsetneq S_2 \subsetneq \cdots \subsetneq S_k = \mathbb{R}^d
$$

satisfying the following dynamical characterization

$$
S_i \setminus \{0\} = \{ \xi \in \mathbb{R}^d : \Sigma_\xi \subset \bigcup_{j=1}^i I_j \} \quad \text{for all } i \in \{1, \ldots, k\}.
$$
Proof. Let \( \lambda \in \mathbb{R} \setminus \Sigma_{\text{Bohl}} \) be arbitrary. Due to Proposition \ref{prop:Bohl-spectrum} (iii), for any \( \xi \in \mathbb{R}^d \setminus \{0\} \), either \( \Sigma_\xi \subset [\infty, \lambda) \) or \( \Sigma_\xi \subset (\lambda, \infty] \) holds. Define
\[
\mathcal{M}_\lambda := \{ \xi \in \mathbb{R}^d \setminus \{0\} : \Sigma_\xi \subset [\infty, \lambda) \} \cup \{0\}
\]
and
\[
\mathcal{N}_\lambda := \{ \xi \in \mathbb{R}^d \setminus \{0\} : \Sigma_\xi \subset (\lambda, \infty] \}.
\]
Obviously, \( \mathcal{M}_\lambda \cup \mathcal{N}_\lambda = \mathbb{R}^d \), and we show now that \( \mathcal{M}_\lambda \) is a linear subspace of \( \mathbb{R}^d \). Consider \( \xi, \eta \in \mathcal{M}_\lambda \) and \( \alpha, \beta \in \mathbb{R} \) with \( \alpha \xi + \beta \eta \neq 0 \). Since \( \Sigma_\xi, \Sigma_\eta \subset [\infty, \lambda) \), it follows that
\[
\limsup_{t \to \infty} \frac{1}{t} \ln \|X(t)\xi\| < \lambda \quad \text{and} \quad \limsup_{t \to \infty} \frac{1}{t} \ln \|X(t)\eta\| < \lambda,
\]
which implies that there exist \( K > 0 \) and \( \mu < \lambda \) such that
\[
\max\{\|X(t)\xi\|, \|X(t)\eta\|\} \leq Ke^{\mu t} \quad \text{for all} \quad t \geq 0.
\]
Consequently,
\[
\|X(t)(\alpha \xi + \beta \eta)\| \leq K(\|\alpha\| + \|\beta\|) e^{\mu t} \quad \text{for all} \quad t \geq 0.
\]
Hence, there exists a sequence \( \{t_n\}_{n \in \mathbb{N}} \) tending to infinity with
\[
\lim_{n \to \infty} \frac{1}{t_n} \ln \|X(t_n)(\alpha \xi + \beta \eta)\| \in [\infty, \lambda).
\]
Thus, \( \Sigma_{\alpha \xi + \beta \eta} \cap [\infty, \lambda) \neq \emptyset \), and since \( \Sigma_{\alpha \xi + \beta \eta} \) is an interval that does not contain \( \lambda \), it must be a subset of \( \Sigma_\xi \), and thus, we have \( \alpha \xi + \beta \eta \in \mathcal{M}_\lambda \). Hence, \( \mathcal{M}_\lambda \) is a linear subspace of \( \mathbb{R}^d \).

Let \( d_0 < d_1 < \cdots < d_n \) be elements of the set \( \{\dim(M_\lambda) : \lambda \in \mathbb{R} \setminus \Sigma_{\text{Bohl}}\} \). Depending on whether \( \pm \infty \in \Sigma_{\text{Bohl}} \) or not, we have the following estimate on the number \( n \):
\[
\text{(a) If } \pm \infty \in \Sigma_{\text{Bohl}}, \text{ then } d_0 \geq 1 \text{ and } d_n \leq d - 1 \text{ and therefore } n \leq d - 2.
\]
\[
\text{(b) If } -\infty \in \Sigma_{\text{Bohl}} \text{ and } +\infty \notin \Sigma_{\text{Bohl}}, \text{ then } d_0 \geq 1 \text{ and therefore } n \leq d - 1.
\]
\[
\text{(c) If } -\infty \notin \Sigma_{\text{Bohl}} \text{ and } +\infty \in \Sigma_{\text{Bohl}}, \text{ then } d_n \leq d - 1 \text{ and therefore } n \leq d - 1.
\]
\[
\text{(d) If } -\infty \notin \Sigma_{\text{Bohl}} \text{ and } +\infty \notin \Sigma_{\text{Bohl}}, \text{ then } n \leq d.
\]
For \( i \in \{0, \ldots, n\} \), we define
\[
J_i := \{ \lambda \in \mathbb{R} \setminus \Sigma_{\text{Bohl}} : \dim(M_\lambda) = d_i \}.
\]
We now show that each set \( J_i \) is an interval. Let \( i \in \{0, \ldots, n\} \) and \( a < b \) be two elements of \( J_i \). We show now that \( [a, b] \subset J_i \). By (11), we have \( \mathcal{M}_a \subset \mathcal{M}_b \), and using \( \dim(\mathcal{M}_a) = \dim(\mathcal{M}_b) \), this implies that \( \mathcal{M}_a = \mathcal{M}_b \), and thus \( \mathcal{N}_a = \mathcal{N}_b \). This means that \( \mathbb{R}^d = \mathcal{M}_a \cup \mathcal{N}_b \). Let \( \lambda \in [a, b] \) be arbitrary and \( \xi \in \mathbb{R}^d \setminus \{0\} \). Thus, either \( \xi \in \mathcal{M}_a \) or \( \xi \in \mathcal{N}_b \). In both of these cases, we have \( \lambda \notin \Sigma_\xi \) and therefore \( \lambda \in \mathbb{R} \setminus \Sigma_{\text{Bohl}} \). Now, we know that \( \mathcal{M}_\lambda \) is a linear subspace and by (11) we have \( \mathcal{M}_a \subset \mathcal{M}_\lambda \subset \mathcal{M}_b \). Thus, \( \mathcal{M}_a = \mathcal{M}_\lambda = \mathcal{M}_b \) and therefore \( \lambda \in J_i \). This means that we have proved
that $J_i$ is an interval. Obviously, the order of the intervals $J_0, \ldots, J_n$ is $J_0 < J_1 < \cdots < J_n$ and we have

$$\Sigma_{\text{Bohl}} = \mathbb{R} \setminus \bigcup_{i=0}^{n} J_i.$$ 

Let $k$ denote the number of disjoint intervals $I_i$ of $\Sigma_{\text{Bohl}}$. According to the cases (a)–(d) above, we have the following dependence of $k$ and $n$:

(i) $k = n + 2$ in case (a) above,
(ii) $k = n + 1$ in case (b) and (c) above,
(iii) $k = n$ in case (d) above.

Thus, from the relation between $n$ and $d$ established above, we always obtain that $k \leq d$. To conclude the proof, for each $i \in \{1, \ldots, k\}$, we define the set $S_i$ as in (10) together with $\{0\}$. Note that the space $S_i$ coincides with $M_\lambda$ for $\lambda = 1/2(\sup I_i + \inf I_{i+1})$, where $i \in \{1, \ldots, k-1\}$, and $S_k = M_\lambda = \mathbb{R}^d$ for $\lambda > \sup I_k$. Then, clearly $S_i$ is a linear subspace and satisfies (9). This finishes the proof. □

Next, we concentrate on constructing an example of a nonautonomous differential equation such that its Bohl spectrum is not closed. Our construction is implicit by using a result from [4]:

Let $M_d$ denote the set of all piecewise continuous and uniformly bounded matrix-valued functions $A : \mathbb{R}_0^+ \to \mathbb{R}^{d \times d}$. For each $A \in M_d$, consider the linear nonautonomous differential equation

$$\dot{x} = A(t)x.$$ 

Consider the uniform upper exponent function of (13), $\bar{\beta}_A : \mathbb{R}^d \setminus \{0\} \to \mathbb{R}$, where $\bar{\beta}_A(\xi)$ is the upper Bohl exponent of the solution $X(t)\xi$ of (13). A complete description of the set of functions $\overline{\mathcal{B}}_d := \{\bar{\beta}_A : A \in M_d\}$ is given as follows (see [4, Theorem 1]).

**Theorem 13.** A function $\beta : \mathbb{R}^d \setminus \{0\} \to \mathbb{R}$ belongs to the class $\overline{\mathcal{B}}_d$ if and only if it satisfies the following three conditions:

(i) $\beta$ is bounded.
(ii) $\beta(\xi) = \beta(\alpha \xi)$ for any nonzero $\alpha \in \mathbb{R}$ and $\xi \in \mathbb{R}^d \setminus \{0\}$.
(iii) For any $q \in \mathbb{R}$, the set $\{\xi : \beta(\xi) \geq q\}$ is a $G_\delta$ set.

The following example shows that the intervals of the Bohl spectrum do not need to be closed.

**Example 14.** Consider the function $\beta : \mathbb{R}^2 \setminus \{0\} \to \mathbb{R}$ defined by

$$\beta(r \cos \varphi, r \sin \varphi) = \begin{cases} 0 & : \varphi = 0, \\ |\cos \varphi| & : \varphi \in (0, 2\pi), \end{cases}$$

where $r \in (0, \infty)$. Obviously, the function $\beta$ satisfies the three conditions of Theorem 13. Consequently, there exists a piecewise continuous and uniformly bounded matrix-valued function $A : \mathbb{R}_0^+ \to \mathbb{R}^{2 \times 2}$ such that $\overline{\beta}_A \equiv \beta$. By construction of $\beta_A$, it is easy to see that $[0, 1) \subset \Sigma_{\text{Bohl}}$. Suppose to
the contrary that $\Sigma_{\text{Bohl}}$ is closed. Thus, $1 \in \Sigma_{\text{Bohl}}$, which means there exists $\xi \in \mathbb{R}^2 \setminus \{0\}$ such that $1 \in \Sigma_{\xi}$. That leads to a contradiction, since $\beta_A(\xi) < 1$. Thus, $\Sigma_{\text{Bohl}}$ is not closed.

In the remaining part of this section, we show that Bohl spectrum is preserved under a kinematic similarity transformation. Recall that a linear nonautonomous differential equation
\begin{equation}
\dot{x} = A(t)x \quad \text{for all } t \in \mathbb{R}_0^+
\end{equation}
is said to be *kinematically similar* to another linear nonautonomous differential equation
\begin{equation}
\dot{y} = B(t)y \quad \text{for all } t \in \mathbb{R}_0^+
\end{equation}
if there exists a continuously differentiable function $S : \mathbb{R}_0^+ \to \mathbb{R}^{d \times d}$ of invertible matrices such that both $S$ and $S^{-1}$ are bounded, and which satisfies the differential equation
\begin{equation}
\dot{S}(t) = A(t)S(t) - S(t)B(t) \quad \text{for all } t \in \mathbb{R}_0^+
\end{equation}
(see [13, p. 38]).

**Proposition 15** (Invariance of the Bohl spectrum under kinematic similarity transformations). Suppose that (15) and (16) are kinematically similar. Then the Bohl spectra $\Sigma_{\text{Bohl}}(A)$ and $\Sigma_{\text{Bohl}}(B)$ of (15) and (16) coincide.

**Proof.** Let $X_A(t)$ and $X_B(t)$ denote the fundamental matrix solution of (15) and (16), respectively. From (17), we derive
\[
X_B(t) = S(t)^{-1}X_A(t)S(0) \quad \text{for all } t \geq 0,
\]
which implies that the Bohl spectrum of the solution $X_A(t)S(0)\xi$ of (15) is equal to the Bohl spectrum of the solution $X_B(t)\xi$ for all $\xi \in \mathbb{R}^d \setminus \{0\}$, where we use the inequality $\ln \|y\| - \ln \|S^{-1}(t)\| \leq \ln \|S(t)y\| \leq \ln \|y\| + \ln \|S(t)\|$. Since $S(0)$ is invertible it follows that $\Sigma_{\text{Bohl}}(A) = \Sigma_{\text{Bohl}}(B)$ and the proof is complete. \hfill $\square$

5. **Bohl and Sacker–Sell spectrum**

This section is devoted to the comparison of the Bohl spectrum with the Sacker–Sell spectrum. Note that the one-dimensional example discussed in Remark 6 is an unbounded system for which the both spectra do not coincide, since the Bohl spectrum of this differential equation is given by $\{-\infty\}$. It follows also directly from Example 14 that the Bohl spectrum does not always coincide with the Sacker–Sell spectrum, since the Sacker–Sell spectrum consists of closed intervals. In this section, we give an explicit example of a bounded two-dimensional system for which the Sacker–Sell spectrum is a nontrivial interval and the Bohl spectrum is a single point. We also show that the Bohl spectrum is always a subset of the Sacker–Sell spectrum, and we provide sufficient conditions under which both spectra coincide.
5.1. The Bohl spectrum can consist of one point, when the Sacker–Sell spectrum is a non-trivial interval. Consider a $\delta > 0$ and an increasing sequence of non-negative numbers $\{T_k\}_{k \in \mathbb{N}_0}$ satisfying $T_0 = 0$ and the conditions

\begin{equation}
\lim_{k \to \infty} (T_{k+1} - T_k) = \infty \quad \text{and} \quad \lim_{k \to \infty} e^{T_{2k+2} - T_{2k+1}} = 0.
\end{equation}

An example of such a sequence $\{T_k\}_{k \in \mathbb{N}}$ is $T_0 = 0$ and

\[ T_{k+1} := \begin{cases} T_k + e^{2k} & : \text{k is even}, \\ T_k + k & : \text{otherwise}. \end{cases} \]

Define a piecewise constant matrix-valued function $A : \mathbb{R}^+_0 \to \mathbb{R}^{2 \times 2}$ by

\begin{equation}
A(t) := \begin{cases} A_1 & : T_{2k} \leq t \leq T_{2k+1}, \\ A_2 & : T_{2k+1} \leq t \leq T_{2k+2}, \end{cases}
\end{equation}

where

\[ A_1 := \begin{pmatrix} -1 & \delta \\ 0 & -1 \end{pmatrix} \quad \text{and} \quad A_2 := \begin{pmatrix} -1 & 0 \\ 0 & 0 \end{pmatrix}. \]

**Proposition 16.** Consider the bounded system

\begin{equation}
\dot{x} = A(t)x,
\end{equation}

where $A : \mathbb{R}^+_0 \to \mathbb{R}^{2 \times 2}$ is defined as in (19). Then the Bohl spectrum $\Sigma_{\text{Bohl}}$ and the Sacker–Sell spectrum $\Sigma_{\text{SS}}$ of this system are given by

\[ \Sigma_{\text{Bohl}} = \{-1\} \quad \text{and} \quad \Sigma_{\text{SS}} = [-1, 0], \]

respectively.

Before proving the above proposition, we need the following lemma.

**Lemma 17.** Let $t \mapsto (x(t), y(t))$ be an arbitrary nonzero solution of (20) with $y(0) \neq 0$. Then there exists $T > 0$ such that $x(t)$ and $y(t)$ have the same sign for all $t \geq T$.

**Proof.** The flows for the autonomous systems $\dot{x} = A_1 x$ and $\dot{x} = A_2 x$ are given by

\[ e^{A_1 t} = e^{-t} \begin{pmatrix} 1 & \delta t \\ 0 & 1 \end{pmatrix} \quad \text{and} \quad e^{A_2 t} = \begin{pmatrix} e^{-t} & 0 \\ 0 & 1 \end{pmatrix}, \]

respectively. First suppose that $y(0) > 0$, and without loss of generality assume that $y(0) = 1$. We show by induction that

\begin{equation}
x(T_{2k+1}) \geq e^{-T_{2k+1}} \left( x(0) + \delta \sum_{\ell=0}^{k} (T_{2\ell+1} - T_{2\ell}) \right) \quad \text{for all} \quad k \in \mathbb{N}_0.
\end{equation}

This is clearly true for $k = 0$, since we have $x(T_1) = e^{-T_1} (x(0) + \delta T_1)$. We now assume that (21) is true for a fixed $k \in \mathbb{N}_0$, and we prove (21) for $k+1$. 
This follows from
\[
x(T_{2k+3}) = e^{-(T_{2k+3} - T_{2k+2})} (x(T_{2k+2}) + \delta(T_{2k+3} - T_{2k+2}) y(T_{2k+2})) \\
= e^{-(T_{2k+3} - T_{2k+1})} x(T_{2k+1}) + e^{-(T_{2k+3} - T_{2k+2})} \delta(T_{2k+3} - T_{2k+2}) y(T_{2k+2}) \\
\geq e^{-T_{2k+3}} \left( x(0) + \delta \sum_{\ell=0}^{k} (T_{2\ell+1} - T_{2\ell}) \right) \\
+ e^{-T_{2k+2}} \delta(T_{2k+3} - T_{2k+2}) y(T_{2k+2}) \\
\geq e^{-T_{2k+3}} (x(0) + \delta \sum_{\ell=0}^{k+1} (T_{2\ell+1} - T_{2\ell})) ,
\]
where the last inequality follows from \( e^{-t} y(t) \geq 1 \) for all \( t \geq 0 \).

It follows from [21] that there exists a \( k \in \mathbb{N} \) with \( x(T_{2k+1}) \geq 0 \), and we also have \( y(T_{2k+1}) \geq 0 \). Since the first quadrant is positively invariant under both systems, it follows that \( x(t) \geq 0 \) and \( y(t) \geq 0 \) for \( t \geq T_{2k+1} \). If \( y(0) < 0 \), we get the required result by considering the solution \(-x(t), y(t)\). □

Proof of Proposition [17] We first show that \( \Sigma_{SS} = [0,1] \). Due to Proposition 5, the Sacker–Sell spectrum of this upper triangular system coincides with that for the diagonal system \( \text{diag}(a(t), b(t)) \), where \( a(t) = -1 \) and \( -1 \leq b(t) \leq 0 \). \( \dot{x} = a(t)x \) has Sacker–Sell spectrum \( \{-1\} \), and the Sacker–Sell spectrum of \( \dot{y} = b(t)y \) is contained in \([-1,0]\). However,
\[
\frac{1}{T_{2k} - T_{2k-1}} \int_{T_{2k-1}}^{T_{2k}} b(t) \, dt \to 0 \quad \text{and} \quad \frac{1}{T_{2k+1} - T_{2k}} \int_{T_{2k}}^{T_{2k+1}} b(t) \, dt \to -1 ,
\]
so the Sacker–Sell spectrum of \( \dot{y} = b(t)y \) is exactly \([-1,0]\), and thus, the Sacker–Sell spectrum of the whole system is \([-1,0]\).

We now show that \( \Sigma_{Bohl} = \{-1\} \) by proving that for fixed \( \xi \in \mathbb{R}^2 \setminus \{0\} \), we have \( \Sigma_{\xi} = \{-1\} \). For this purpose, write \( (x(t), y(t)) = X(t) \xi \) and let \( \varepsilon \in (0, \delta) \) be arbitrary. By [18] and Lemma 17 assuming without loss of generality that \( y(0) \neq 0 \), there exists a \( K \in \mathbb{N} \) such that \( x(t) \) and \( y(t) \) have the same sign for \( t \geq T_{2K} \) and
\[
\frac{e^{T_{2k+2} - T_{2k+1}}}{T_{2k+1} - T_{2k}} \leq \varepsilon \quad \text{for all} \quad k \geq K .
\]

We show that
\[
\frac{|x(t)|}{|y(t)|} \geq \frac{\delta}{\varepsilon} > 1 \quad \text{for all} \quad t \geq T_{2K+2} .
\]

Firstly, since
\[
X(T_{2k+1})X^{-1}(T_{2k}) = e^{-(T_{2k+1} - T_{2k})} \begin{pmatrix} 1 & \delta(T_{2k+1} - T_{2k}) \\ 0 & 1 \end{pmatrix} \quad \text{for all} \quad k \geq K ,
\]
it follows that
\[
\frac{|x(T_{2k+1})|}{|y(T_{2k+1})|} = \frac{|x(T_{2k}) + \delta(T_{2k+1} - T_{2k}) y(T_{2k})|}{|y(T_{2k})|} \geq \delta(T_{2k+1} - T_{2k}) .
\]
Then for \( t \in [T_{2k+2}, T_{2k+3}] \) and \( k \geq K \), we have

\[
\frac{|x(t)|}{|y(t)|} = \frac{|x(T_{2k+2}) + \delta(t - T_{2k+2})y(T_{2k+2})|}{|y(T_{2k+2})|} \geq \frac{|x(T_{2k+2})|}{|y(T_{2k+2})|} = e^{-(T_{2k+2} - T_{2k+1})|x(T_{2k+1})|} \geq e^{-(T_{2k+2} - T_{2k+1})\delta(T_{2k+1} - T_{2k})} \geq \frac{\delta}{\varepsilon}.
\]

Next for \( t \in [T_{2k+3}, T_{2k+4}] \) and \( k \geq K \), we have, using the inequality \[24\], that

\[
\frac{|x(t)|}{|y(t)|} = e^{-(t - T_{2k+3})} \frac{|x(T_{2k+3})|}{|y(T_{2k+3})|} \geq \delta(T_{2k+3} - T_{2k+2})e^{-(T_{2k+4} - T_{2k+3})} \geq \frac{\delta}{\varepsilon},
\]

which shows \[23\].

To conclude the proof, we use the maximum norm in \( \mathbb{R}^2 \). With respect to this norm, \( \|X(t)\xi\| = |x(t)| \), whenever \( t \geq T_{2K+2} \). Our aim is to show that

\[
(25) \quad e^{-(t-s)} \leq \frac{\|X(t)\xi\|}{\|X(s)\xi\|} \leq e^{(-1+\varepsilon)(t-s)} \quad \text{for all} \quad t \geq s \geq T_{2K+2}.
\]

Equivalently, we prove \[26\] for \( k \geq K + 1 \) and for \( t, s \in [T_{2k}, T_{2k+2}] \) such that \( t \geq s \). For \( T_{2k} \leq s \leq t \leq T_{2k+1} \), we have

\[
\frac{\|X(t)\xi\|}{\|X(s)\xi\|} = \frac{|x(t)|}{|x(s)|} = e^{-\delta(t - s)} \frac{x(T_{2k}) + \delta(t - T_{2k})y(T_{2k})}{x(T_{2k}) + \delta(s - T_{2k})y(T_{2k})}
\]

\[
= e^{-\delta(t - s)} \frac{1 + \delta(t - T_{2k})y(T_{2k})/x(T_{2k})}{1 + \delta(s - T_{2k})y(T_{2k})/x(T_{2k})}
\]

\[
= e^{-\delta(t - s)} \left(1 + \frac{\delta(t - s)y(T_{2k})/x(T_{2k})}{1 + \delta(s - T_{2k})y(T_{2k})/x(T_{2k})}\right),
\]

which together with \[23\] implies that

\[
e^{-\delta(t - s)} \leq \frac{\|X(t)\xi\|}{\|X(s)\xi\|} \leq e^{-\delta(t - s)} \left(1 + \varepsilon(t - s)\right) \leq e^{(-1+\varepsilon)(t-s)}.
\]

If \( T_{2k+1} \leq s \leq t \leq T_{2k+2} \), then

\[
\frac{\|X(t)\xi\|}{\|X(s)\xi\|} = \frac{|x(t)|}{|x(s)|} \leq e^{-\delta(t - s)}.
\]

This means that \[25\] is proved. Consequently, \( \Sigma_{\xi} \subset [-1, -1 + \varepsilon] \). Letting \( \varepsilon \to 0 \) leads to \( \Sigma_{\xi} = \{-1\} \) and finishes the proof of this proposition. \( \square \)

5.2. Coincidence of the Bohl and Sacker–Sell spectrum in special cases. We first show that the Bohl spectrum is a subset of the Sacker–Sell spectrum. We then show that the two spectra coincide when the Sacker–Sell spectral intervals are singletons. Finally, we show that the Bohl and Sacker–Sell spectra coincide for bounded diagonalizable, and hence, bounded integrally separated systems.
Let \( \xi, \eta \in \mathbb{R}^d \setminus \{0\} \). Then the two solutions \( X(t)\xi \) and \( X(t)\eta \) of (1) are said to be integrally separated if there exists \( K \geq 1 \) and \( \alpha > 0 \) such that

\[
\frac{\|X(t)\xi\|}{\|X(s)\xi\|} \geq Ke^{\alpha(t-s)} \frac{\|X(t)\eta\|}{\|X(s)\eta\|} \quad \text{for all } t \geq s \geq 0
\]  

(see e.g. [1, Definition 5.3.1]). If \( A(t) \) is bounded, then the angle between two such solutions is bounded below by a positive number.

In the next lemma, we show that when the solutions are integrally separated and \( X(t)\xi \) is the bigger solution in the above sense, then the Bohl spectrum of any non-trivial linear combination of \( X(t)\xi \) and \( X(t)\eta \) is always given by \( \Sigma_\xi \).

**Lemma 18.** Consider \( \xi, \eta \in \mathbb{R}^d \setminus \{0\} \) such that the two solutions \( X(t)\xi \) and \( X(t)\eta \) of (1) are integrally separated, i.e. the inequality (26) holds. Then

\[
\Sigma_{\lambda \xi + \mu \eta} = \Sigma_\xi \quad \text{for all } \lambda \in \mathbb{R} \setminus \{0\} \text{ and } \mu \in \mathbb{R}.
\]

**Proof.** The lemma is clear for \( \mu = 0 \). For the rest, we may prove (27) for the case that \( \lambda = \mu = 1 \). By taking \( s = 0 \) in (26), there exists \( T > 0 \) such that

\[
\frac{\|X(t)\eta\|}{\|X(t)\xi\|} \leq \frac{1}{2} \quad \text{for all } t \geq T.
\]

Thus, for all \( t \geq T \), we have

\[
\frac{1}{2} \leq 1 - \frac{\|X(t)\eta\|}{\|X(t)\xi\|} \leq 1 + \frac{\|X(t)\eta\|}{\|X(t)\xi\|} \leq 1 + \frac{\|X(t)\eta\|}{\|X(t)\xi\|} \leq \frac{3}{2}.
\]

By (28), for all \( t \geq s \geq T \), we have

\[
\frac{\|X(t)(\xi + \eta)\|}{\|X(s)(\xi + \eta)\|} = \frac{\|X(t)\xi\|}{\|X(s)\xi\|} \frac{\|X(t)\eta\|}{\|X(s)\eta\|} \leq 3 \frac{\|X(t)\xi\|}{\|X(s)\xi\|},
\]

which implies that

\[
\frac{1}{t-s} \ln \frac{\|X(t)(\xi + \eta)\|}{\|X(s)(\xi + \eta)\|} \leq \frac{1}{t-s} \ln \frac{\|X(t)\xi\|}{\|X(s)\xi\|}.
\]

Conversely, for all \( t \geq s \geq T \), we have

\[
\frac{\|X(t)(\xi + \eta)\|}{\|X(s)(\xi + \eta)\|} = \frac{\|X(t)(\xi + \eta)\|}{\|X(t)\xi\|} \frac{\|X(t)\xi\|}{\|X(s)(\xi + \eta)\|} \geq \frac{1}{3} \frac{\|X(t)\xi\|}{\|X(s)\xi\|},
\]

so that

\[
\frac{1}{t-s} \ln \frac{\|X(t)(\xi + \eta)\|}{\|X(s)(\xi + \eta)\|} \geq -\frac{1}{t-s} + \frac{1}{t-s} \ln \frac{\|X(t)\xi\|}{\|X(s)\xi\|}.
\]

Let \( \{t_n\}_{n \in \mathbb{N}} \) and \( \{s_n\}_{n \in \mathbb{N}} \) be two positive sequences with \( \lim_{n \to \infty} (t_n - s_n) = \infty \) and \( \lim_{n \to \infty} s_n = \infty \). Since \( \lim_{n \to \infty} t_n = \lim_{n \to \infty} s_n = \infty \), there exists \( N \in \mathbb{N} \) such that \( t_n \geq s_n \geq T \) for all \( n \geq N \). Hence, combining (29) and (30) yields

\[
\lim_{n \to \infty} \frac{1}{t_n - s_n} \ln \frac{\|X(t_n)(\xi + \eta)\|}{\|X(s_n)(\xi + \eta)\|} = \lim_{n \to \infty} \frac{1}{t_n - s_n} \ln \frac{\|X(t_n)\xi\|}{\|X(s_n)\xi\|},
\]
whenever one of the two above limits exists. This fact, together with Lemma 9 (i), shows that $\Sigma_{\xi+\eta} = \Sigma_\xi$. This concludes the proof of this lemma.

We first use this lemma to show that the Bohl spectrum is a subset of the Sacker–Sell spectrum. As a consequence, the filtration corresponding to the Bohl spectrum is finer than the filtration corresponding to Sacker–Sell spectrum.

**Theorem 19.** Consider the Bohl spectrum $\Sigma_{\text{Bohl}}$ and the Sacker–Sell spectrum $\Sigma_{\text{SS}}$ of a linear nonautonomous differential equation (1). The following statements hold:

(i) The Bohl spectrum is a subset of the Sacker–Sell spectrum.

(ii) The filtration associated with the Bohl spectrum is finer than the one of Sacker–Sell spectrum.

**Proof.** (i) Let $\lambda \in \mathbb{R} \setminus \Sigma_{\text{SS}}$ be arbitrary. Then $\dot{x} = A(t)x$ has an exponential dichotomy with growth rate $\lambda$, which means that there exists a projector $P \in \mathbb{R}^{d \times d}$ such that

\[
\|X(t)PX^{-1}(s)\| \leq Ke^{(\lambda-\alpha)(t-s)} \quad \text{for all } 0 \leq s \leq t
\]

and

\[
\|X(t)(\mathbb{I} - P)X^{-1}(s)\| \leq Ke^{-(\lambda+\alpha)(s-t)} \quad \text{for all } 0 \leq t \leq s.
\]

Then for any $\xi \in \ker P \setminus \{0\}$ and $\eta \in \im P \setminus \{0\}$, the solutions $X(t)\xi$ and $X(t)\eta$ are integrally separated. So, by virtue of Lemma 18, we have

\[
\Sigma_{\text{Bohl}} = \bigcup_{\xi \in \ker P \setminus \{0\}} \Sigma_\xi \cup \bigcup_{\eta \in \im P \setminus \{0\}} \Sigma_\eta.
\]

From (31), we derive that for all $\eta \in \im P \setminus \{0\}$,

\[
\|X(t)\eta\| = \|X(t)P\eta\| \leq Ke^{(\lambda-\alpha)(t-s)}\|X(s)\eta\|,
\]

which implies that $\Sigma_\eta \subset (-\infty, \lambda - \alpha]$. Similarly, using (32), we obtain that if $\xi$ is in the kernel of $P$, then $\Sigma_\xi \subset [\lambda + \alpha, \infty)$. Thus, $\lambda \not\in \Sigma_{\text{Bohl}}$, which finishes the proof of (i).

(ii) Let $I_j$ be the rightmost component of the Bohl spectrum contained in Sacker–Sell spectral interval $[a_i, b_i]$, and let $S_j$ be the subspace in the Bohl filtration corresponding to the union of $I_j$ and the intervals to its left. Then $S_j = M_\lambda = \{\xi \in \mathbb{R}^d : \Sigma_\xi \subset [-\infty, \lambda]\}$ for $\lambda \in (b_i, a_{i+1})$, where $M_\lambda$ is defined as in (11). If $\xi \in S_j$, then for each $\lambda \in (b_i, a_{i+1})$, there exists $K \geq 1$ such that

\[
\|X(t)\xi\| \leq Ke^{\lambda(t-s)}\|X(s)\xi\| \quad \text{for all } t \geq s.
\]

It follows that $\xi$ is in the pseudo-stable subspace for the exponential dichotomy with growth rate $\lambda$ of $\dot{x} = A(t)x$ for $\lambda \in (b_i, a_{i+1})$. Hence, $\xi \in W_i$, which proves $S_j \subset W_i$, with $W_i$ defined as in Theorem 11. Conversely, note that since $W_i$ is the pseudo-stable subspace for the exponential dichotomy
with growth rate $\lambda$ of $\dot{x} = A(t)x$ for $\lambda \in (b_i, a_i+1)$, there exist constants $K, \alpha > 0$ such that for all $\xi \in W_i$, we have

$$\|X(t)\xi\| \leq Ke^{(\lambda-\alpha)(t-s)}\|X(s)\xi\| \quad \text{for all } t \geq s.$$  

This means that $\Sigma_\xi \subset (-\infty, \lambda)$ for all $\lambda \in (b_i, a_i+1)$ which implies that $\xi \in S_j$. Thus $S_j = W_i$. In fact, what we have proved is that the Bohl filtration is $S_i$, $i \in \{1, \ldots, m\}$, and the Sacker–Sell filtration is $W_i$, for $i \in \{1, \ldots, n\}$, where $n \leq m \leq d$, and there exist $i_1 < i_2 < \cdots < i_n$ such that $S_{i_j} = W_j$.

**Theorem 20** (Bohl and Sacker–Sell spectra of diagonalizable systems). Suppose that the bounded linear nonautonomous differential equation (1) is diagonalizable, i.e. it is kinematically similar to a (nonautonomous) diagonal system. Then the Bohl and Sacker–Sell spectrum of (1) coincide. In particular, both spectra coincide for bounded one-dimensional systems.

**Proof.** By assumption, the linear system (1) is kinematically similar to a diagonal system

$$\dot{x} = D(t)x = \text{diag}(a_1(t), \ldots, a_d(t))x,$$

where the $a_i(t)$ are bounded. Since the Bohl and Sacker–Sell spectra are invariant under kinematic similarity, it is sufficient to show that the Bohl spectrum $\Sigma_{\text{Bohl}}$ and the dichotomy spectrum $\Sigma_{\text{SS}}$ of (33) coincide. For $i \in \{1, \ldots, d\}$, define

$$\alpha_i := \liminf_{t-s \to \infty} \frac{1}{t-s} \int_s^t a_i(u) \, du \quad \text{and} \quad \beta_i = \limsup_{t-s \to \infty} \frac{1}{t-s} \int_s^t a_i(u) \, du.$$  

It follows from Proposition 5 that

$$\Sigma_{\text{SS}} = \bigcup_{i=1}^d [\alpha_i, \beta_i].$$  

To compute $\Sigma_{\text{Bohl}}$, let $(e_1, \ldots, e_d)$ denote the standard orthonormal basis of $\mathbb{R}^d$. A simple computation yields that

$$\Sigma_{e_i} = [\alpha_i, \beta_i] \quad \text{for all } i \in \{1, \ldots, d\},$$  

which implies

$$\bigcup_{i=1}^d [\alpha_i, \beta_i] \subset \Sigma_{\text{Bohl}} \subset \Sigma_{\text{SS}} = \bigcup_{i=1}^d [\alpha_i, \beta_i],$$  

and completes the proof. \( \square \)

**Remark 21.** Proposition 16 and Theorem 20 also show that the Bohl spectrum of a bounded upper triangular system is, in general, not equal to that for the diagonal part, unlike the situation for the Sacker–Sell spectrum in the bounded half-line case (see also Proposition 5). However the Bohl spectrum of the triangular system is a subset of the Sacker–Sell spectrum (see Theorem 19 above), which equals the Sacker–Sell spectrum of the diagonal
part, and the Sacker–Sell spectrum of the diagonal part coincides with its Bohl spectrum (see Theorem 20 above). We conclude that for bounded systems, the Bohl spectrum of an upper triangular system is a subset of the Bohl spectrum of its diagonal part.

The linear nonautonomous differential equation (1) is said to be \textit{integrally separated} if there are \(d\) independent solutions \(X(t)\xi_1, \ldots, X(t)\xi_d\) such that \(X(t)\xi_i\) and \(X(t)\xi_{i+1}\) are integrally separated for all \(i \in \{1, \ldots, d - 1\}\).

We now prove using the previous theorem that the Bohl and Sacker–Sell spectra coincide for bounded integrally separated systems. This means also that the Bohl spectrum depends continuously on parameters for such systems.

\textbf{Corollary 22.} Suppose that system (1) is integrally separated, and \(A(t)\) is bounded in \(t \in \mathbb{R}_0^+\). Then the Bohl spectrum coincides with the Sacker–Sell spectrum of (1).

\textit{Proof.} By Bylov’s Theorem \cite[Theorem 5.3.1, p. 149]{Bylov}, the linear system (1) is kinematically similar to a bounded diagonal system
\[
\dot{x} = D(t)x = \text{diag}(a_1(t), \ldots, a_d(t))x,
\]
and a direct application of Theorem 20 completes the proof. \(\square\)

\textit{Remark 23.} The boundedness assumption of \(A(t)\) in the above corollary is needed, since there exists an unbounded integrally separated system which is not diagonalizable such that its Bohl spectrum and its Sacker–Sell spectrum are different. Consider the system \(\dot{x} = A(t)x\), where \(A(t)\) is defined by
\[
A(t) := \begin{pmatrix} 0 & 2e^t \\ 0 & 1 \end{pmatrix} \quad \text{for all } t \geq 0.
\]
The fundamental matrix solution \(X(t)\) of this system is given by
\[
X(t) = \begin{pmatrix} 1 & e^{2t} - 1 \\ 0 & e^t \end{pmatrix} \quad \text{for all } t \geq 0.
\]
Note that
\[
X(t) \begin{pmatrix} 1 \\ 0 \end{pmatrix} = \begin{pmatrix} 1 \\ 0 \end{pmatrix} \quad \text{and} \quad X(t) \begin{pmatrix} 0 \\ 1 \end{pmatrix} = \begin{pmatrix} e^{2t} - 1 \\ e^t \end{pmatrix},
\]
which implies that these two solutions are integrally separated. It follows from Lemma \ref{lem:bohl} that \(\Sigma_{\text{Bohl}} = \{0\} \cup \{2\}\), and by explicit presentation of \(X(t)\), we see that the system is not reducible and hence \(\Sigma_{\text{SS}}\) is an interval containing the points 0 and 2.

Let \(\mathcal{B}\) denote the linear space of bounded measurable matrix-valued functions \(A : \mathbb{R}_0^+ \to \mathbb{R}^{d \times d}\). We endow \(\mathcal{B}\) with the \(L^\infty\)-norm defined by
\[
\|A - B\|_\infty = \text{ess sup}_{t \in \mathbb{R}_0^+} \|A(t) - B(t)\|,
\]
so that \((\mathcal{B}, \|\cdot\|_\infty)\) is a Banach space. Using \cite{system}, one can show that there exists an open and dense set \(\mathcal{R}\) of \(\mathcal{B}\) such that for all \(A \in \mathcal{R}\), the associated
linear nonautonomous differential equation is integrally separated (note that
genericity of exponential dichotomies for two-dimensional quasi-periodic lin-
ear systems was treated in [15]). As a consequence, we obtain the following
corollary.

**Corollary 24** (Coincidence is generic). The Bohl spectrum and the Sacker–
Sell spectrum coincide generically for bounded linear nonautonomous differ-
etial equations.

We demonstrate by means of a counterexample that the Bohl spectrum is
not ever upper semi-continuous in general with perturbations to the right-
hand side in the $L^\infty$-norm. Note that the Sacker–Sell spectrum is upper
semi-continuous in general, and in [26], sufficient criteria for continuity of
the Sacker–Sell spectrum are established.

**Corollary 25** (Discontinuity of the Bohl spectrum). The mapping $A \mapsto
\Sigma_{\text{Bohl}}(A)$ is not upper semi-continuous in general.

**Proof.** Consider the linear system (20), and for $\varepsilon \in \mathbb{R}$, define the perturba-
tions

$$A_\varepsilon(t) := \begin{pmatrix} -1 & \delta \\ 0 & -1 + \varepsilon \end{pmatrix} \quad \text{for all } t \in [T_{2k}, T_{2k+1}]$$

and

$$A_\varepsilon(t) := \begin{pmatrix} -1 & 0 \\ 0 & \varepsilon \end{pmatrix} \quad \text{for all } t \in [T_{2k+1}, T_{2k+2}].$$

Looking at the diagonal, we see that this system has the Sacker–Sell spec-
trum $\{-1\} \cup [-1 + \varepsilon, \varepsilon]$. In particular, for $\varepsilon > 0$, it follows that the system is
integrally separated, and hence, the Bohl spectrum is also $\{-1\} \cup [-1 + \varepsilon, \varepsilon]$. However, the Bohl spectrum for $\varepsilon = 0$ is given by $\{-1\}$ (see Proposition [16]),
so the Bohl spectrum is not upper semi-continuous at $\varepsilon = 0$.

Suppose the Sacker–Sell spectrum consists of points. Then by Theo-
rem [13], the Bohl spectrum consists of points. We still need to prove each
point in the Sacker–Sell spectrum is also in the Bohl spectrum. This follows
from the next lemma.

**Lemma 26.** Let $[a, b]$ be a spectral interval of the Sacker–Sell spectrum
of the linear nonautonomous differential equation (1). Then there exists a
solution whose Bohl spectrum is contained in $[a, b]$.

**Proof.** Let $\{I_i = [a_i, b_i]\}_{i \in \{1, \ldots, k\}}$ be the ordered Sacker–Sell spectral inter-
vals of (1). Consider the filtration

$$\{0\} = \mathcal{W}_0 \subsetneq \mathcal{W}_1 \subsetneq \mathcal{W}_2 \subsetneq \cdots \subsetneq \mathcal{W}_k = \mathbb{R}^d,$$

established in Theorem [4] satisfying the dynamical characteriztion

$$\mathcal{W}_i = \left\{ \xi \in \mathbb{R}^d : \sup_{t \in \mathbb{R}_0^+} \|X(t)\xi\|e^{-\gamma t} < \infty \right\}$$

for all $i \in \{1, \ldots, k-1\}$ and $\gamma \in (b_i, a_{i+1})$. There exists an $i \in \{1, \ldots, k\}$
such that $I_i = [a, b] = [a_i, b_i]$. Note that $\mathcal{W}_{i-1}$ is a proper subspace of $\mathcal{W}_i$.
and we can write $W_i = W_{i-1} \oplus V$ with $V \neq \{0\}$. Now $\dot{x} = A(t)x$ has an exponential dichotomy with growth rate $b + \epsilon$ with pseudo-stable subspace $W_i$. This means that for all $\xi \in W_i$, there exist $K_1 > 0$ and $\alpha_1 > 0$ such that

$$\left\|X(t)\xi\right\| \leq K_1 e^{(b+\epsilon-\alpha_1)(t-s)} \quad \text{for all } t \geq s \geq 0. \quad (34)$$

Next $\dot{x} = A(t)x$ has an exponential dichotomy with growth rate $a - \epsilon$ with a pseudo-unstable subspace $\mathcal{V}$ \cite{Remark 5.6 and Lemma 6.1}. This means that for all $\xi \in \mathcal{V}$, there exist $K_2 > 0$ and $\alpha_2 > 0$ such that

$$\left\|X(t)\xi\right\| \geq K_2 e^{(a-\epsilon+\alpha_2)(t-s)} \quad \text{for all } t \geq s \geq 0. \quad (35)$$

From \cite{Lemma 18}, it follows that

$$\limsup_{t-s \to \infty} \frac{1}{t-s} \ln \frac{\left\|X(t)\xi\right\|}{\left\|X(s)\xi\right\|} \leq b + \epsilon - \alpha_1 < b + \epsilon,$$

and from \cite{Lemma 18}, it follows that

$$\liminf_{t-s \to \infty} \frac{1}{t-s} \ln \frac{\left\|X(t)\xi\right\|}{\left\|X(s)\xi\right\|} \geq a - \epsilon + \alpha_2 > a - \epsilon.$$

Since $\epsilon > 0$ was chosen arbitrarily, it follows that

$$a \leq \liminf_{t-s \to \infty} \frac{1}{t-s} \ln \frac{\left\|X(t)\xi\right\|}{\left\|X(s)\xi\right\|} \leq \limsup_{t-s \to \infty} \frac{1}{t-s} \ln \frac{\left\|X(t)\xi\right\|}{\left\|X(s)\xi\right\|} \leq b.$$

Thus, $\Sigma_\xi \subset [a, b]$. \hfill \Box

**Corollary 27.** If the Sacker–Sell spectrum consists of points, then it coincides with the Bohl spectrum.

**Remark 28.** Each component of the Sacker–Sell spectrum contains points of the Bohl spectrum. One may ask how many components of the Bohl spectrum can there be in a Sacker–Sell spectral interval. For a bounded integrally separated system, the answer is one since the two spectra coincide. For bounded systems in two dimensions, that leaves us with the case where the Sacker–Sell spectrum is one interval, and the system is not integrally separated. Then if the Bohl spectrum had two components, we would have two integrally separated solutions. So there can only be one component. However in three dimensions, consider the system

$$\dot{x} = a(t)x, \quad \dot{y} = A(t)y,$$

where the first is a scalar system with Bohl spectrum equal to the Sacker–Sell spectrum, given by $[-\frac{1}{2}, \frac{1}{2}]$ and the second is the two-dimensional system, we constructed in Subsection 5.1 with Sacker–Sell spectrum $[-1, 0]$ and Bohl spectrum $\{-1\}$. Then the three-dimensional system has Sacker–Sell spectrum $[-1, \frac{1}{2}]$, but the Bohl spectrum is given by $[-\frac{1}{2}, \frac{1}{2}] \cup \{-1\}$, where we have used Lemma 18.
6. Nonlinear perturbations

This section is devoted to study whether the trivial solution of a nonlinearly perturbed system with negative Bohl spectrum is asymptotically stable. Note that if the Sacker–Sell spectrum is negative, then nonlinear stability follows directly, but we will show below by means of a counterexample that we cannot obtain such a result for the Bohl spectrum. Before doing so, we look at the example from Subsection 5.1 with negative Bohl spectrum, and we prove that the system is exponentially stable for any nonlinear perturbation. Since the Sacker–Sell spectrum of this linear system is not negative, this shows that even in those cases, stability for the nonlinear system can follow. Despite the fact that negative Bohl spectrum does not imply nonlinear stability, in a forthcoming paper, we will discuss additional conditions on the nonlinearity that guarantee nonlinear stability for systems with negative Bohl spectrum, which include cases where the Sacker–Sell spectrum cannot indicate stability.

Proposition 29. Consider the nonlinear differential equation

\[ \dot{x} = A(t)x + f(t, x), \]

where \( A : \mathbb{R}_0^+ \to \mathbb{R}^{d \times d} \) is given as in (19), and \( f : \mathbb{R}_0^+ \times \mathbb{R}^d \to \mathbb{R}^d \) is continuous with

\[ \|f(t, x)\| \leq L\|x\|^q \]

for all \( t \in \mathbb{R}_0^+ \) and \( x \in B_\delta(0) \) for some \( \delta > 0, L \geq 1 \) and \( q > 1 \). Then the trivial solution of (36) is exponentially stable, i.e. there exist \( \alpha > 0 \) and \( \tilde{\delta} > 0 \) such that

\[ \|\varphi(t, 0, x)\| \leq K e^{-\alpha t}\|x\| \]

for all \( t \in \mathbb{R}_0^+ \) and \( x \in B_{\tilde{\delta}}(0) \), where \( \varphi \) denotes the general solution of (36).

Proof. Since the Bohl spectrum is given by \( \{-1\} \), both Lyapunov exponents must be \(-1\). However, the sum of the Lyapunov exponents is bounded below by

\[ \limsup_{t \to \infty} \frac{1}{t} \int_0^t \text{Tr} A(u) \, du, \]

see [1, Theorem 2.5.1] and [8, p. 226]. For our system, this means

\[ -2 \geq \limsup_{t \to \infty} \frac{1}{t} \int_0^t (-1 + a_{22}(u)) \, du, \]

and hence that

\[ -1 \geq \limsup_{t \to \infty} \frac{1}{t} \int_0^t a_{22}(u) \, du. \]

On the other hand, since \( a_{22}(t) \geq -1 \) for all \( t \geq 0 \), it follows that

\[ -1 \leq \liminf_{t \to \infty} \frac{1}{t} \int_0^t a_{22}(u) \, du. \]
We conclude that
\[ \lim_{t \to \infty} \int_0^t a_{22}(u) \, du = -1 \]
and so we get regularity from [16, Theorem 64.2] or [1, Theorem 3.8.1].
Then our system is regular and has negative Lyapunov exponents, so for any higher-order perturbation, the zero solution is exponentially stable (see [21], [16, Theorem 65.3] or [6]). □

Remark 30. Consider the linear system (20) used in the above proposition, and let \( a < b \). Then the system
\[ \dot{x} = ( (b - a) A((b - a)t) + b ) x \]
has Sacker–Sell spectrum \([a, b]\) and Bohl spectrum \([a, \gamma]\) since either spectrum of \( \dot{x} = \gamma A(\gamma t)x \) is \( \gamma \) times the spectrum of \( \dot{x} = A(t)x \) by the number \( b \). Taking \([a, b] = [-1 + \varepsilon, \varepsilon]\), where \( 0 < \varepsilon < 1 \), implies that we get a system with \( \Sigma_{\text{Bohl}} = \{ -1 + \varepsilon \} \) and \( \Sigma_{\text{SS}} = [-1 + \varepsilon, \varepsilon] \), and we obtain asymptotic stability for nonlinear perturbations similarly to Proposition 29, although the Sacker–Sell spectrum has nontrivial intersection with the position half line.

We now study an example for which that Bohl spectrum is negative, and there exists a nonlinear perturbation such that the trivial solution of the nonlinear system is not asymptotically stable. Let \( \alpha, \beta, \gamma \) and \( \delta \) be positive real numbers with
\[ \beta > 2\gamma + 3\alpha, \gamma > 2\alpha \quad \text{and} \quad \delta \geq 1. \tag{37} \]
Define a piecewise constant matrix-valued function \( A : \mathbb{R}^+ \to \mathbb{R}^{2 \times 2} \) by
\[ A(t) := \begin{cases} A_1 : & t \in [0, 1) \text{ or } 2^{2k+1} \leq t < 2^{2k+2}, \\ A_2 : & 2^k \leq t < 2^{2k+1}, \end{cases} \tag{38} \]
where \( k \in \mathbb{N}_0 \) and
\[ A_1 := \begin{pmatrix} -\alpha & \delta \\ 0 & -\beta \end{pmatrix} \quad \text{and} \quad A_2 := \begin{pmatrix} -\alpha & \delta \\ 0 & \gamma \end{pmatrix}. \]
We now compute the Bohl spectrum of the system
\[ \dot{x} = A(t)x, \tag{39} \]
where \( A : \mathbb{R}^+ \to \mathbb{R}^{2 \times 2} \) is defined as in (38). We need the following preparatory result.

**Lemma 31.** Let \((x(t), y(t))\) be a solution of (39). Then
\[ |y(t)| \leq e^{-\frac{2\alpha t}{3}} |y(0)| \quad \text{for all } t \geq 0. \]

**Proof.** For any \( k \in \mathbb{N}_0 \), we have
\[ y(2^{2k+2}) = e^{-\beta 2^{2k+1}} y(2^{2k+1}) \quad \text{and} \quad y(2^{2k+1}) = e^{\gamma 2^{2k}} y(2^k), \]
which implies that
\[ y(2^{2k+2}) = e^{-(2\beta-\gamma)2^{2k}}y(2^k). \]
Hence,
\[ y(2^{2k}) = e^{-(2\beta-\gamma)(2^{2k-2}+\ldots+2^0)}y(1) = e^{\frac{2\beta-\gamma}{3}2^k}e^{-\frac{\beta+\gamma}{3}}y(0), \]
and
\[ y(2^{k+1}) = e^{2k\gamma}y(2^k) = e^{-\frac{\beta-2\gamma}{3}2^{k+1}}e^{-\frac{\beta+\gamma}{3}}y(0). \]
Consequently, if
\[ 2^{2k} \leq t < 2^{2k+1}, \]
then
\[ |y(t)| \leq e^{\gamma(t-2^{2k})}|y(2^{2k})| = e^{\gamma(t-2^{2k})}e^{-\frac{2\beta-\gamma}{3}2^{2k}}e^{-\frac{\beta+\gamma}{3}}|y(0)|, \]
and if
\[ 2^{k+1} \leq t < 2^{k+2}, \]
then
\[ |y(t)| \leq e^{-\beta(t-2^{k+1})}|y(2^{k+1})| = e^{-\beta(t-2^{k+1})}e^{-\frac{2\beta-\gamma}{3}2^{2k+1}}e^{-\frac{\beta+\gamma}{3}}|y(0)|. \]
which completes the proof of this lemma. \(\Box\)

**Proposition 32.** The Bohl spectrum of \([39]\) satisfies \(\Sigma_{\text{Bohl}} \leq -\alpha < 0.\)

**Proof.** Fix an initial condition \((x_0, y_0) \in \mathbb{R}^2,\) and let \(\xi(t) = (x(t), y(t))^T\) denote the solution of \([39]\) with \(\xi(0) = (x_0, y_0)^T.\) Obviously, \(\Sigma_{\xi} = \Sigma_{-\xi}\) and we thus may assume that \(y_0 \geq 0.\) Let \(\mathbb{R}^2\) be endowed with the maximum norm for the remainder of this proof. We consider the following two cases.

**Case 1.** \(y_0 = 0.\) Then we have \(\xi(t) = (e^{-\alpha t}, 0)^T,\) which implies \(\Sigma_{\xi} = \{-\alpha\}.\)

**Case 2.** \(y_0 \neq 0.\) By the variation of constants formula, we have
\[ x(t) = e^{-\alpha t} \left( x_0 + \delta \int_0^t e^{\alpha s}y(s)\,ds \right), \]
and by \([37]\) and Lemma \([31]\) the integral \(\int_0^\infty e^{\alpha s}y(s)\,ds\) exists. We divide the remainder of Case 2 into two different cases.

**Case 2.1.** \(x_0 \neq -\delta \int_0^\infty e^{\alpha s}y(s)\,ds.\) Then
\[ \lim_{t \to \infty} e^{\alpha t}|x(t)| = \left| x_0 + \delta \int_0^\infty e^{\alpha s}y(s)\,ds \right|. \]
Hence, there exists a \(T > 0\) such that for all \(t \geq T,\) we have \(|x(t)| > |y(t)|.\) This implies
\[ \lim_{t \to \infty} \frac{1}{t-s} \ln \left\| \frac{\xi(t)}{\xi(s)} \right\| = -\alpha, \]
which leads to \(\Sigma_{\xi} = \{-\alpha\}.\)
Case 2.2. $x_0 = -\delta \int_0^\infty e^{\alpha s} y(s) \, ds$. Then

$$x(t) = -\delta e^{-\alpha t} \int_t^\infty e^{\alpha s} y(s) \, ds < 0.$$  

Since $y(t) > 0$ for all $t \geq 0$, it follows that for $t \geq s$

$$e^{\alpha t} |x(t)| = \delta \int_t^\infty e^{\alpha u} y(u) \, du \leq \delta \int_s^\infty e^{\alpha u} y(u) \, du = e^{\alpha s} |x(s)|.$$  

Having done this for the $x$-component of $\xi$, we now compare $e^{\alpha t} \|\xi(t)\|$ and $e^{\alpha s} \|\xi(s)\|$ with $t \geq s$. The following statements hold.

(i) For all $t, s \in [2^{2k+1}, 2^{2k+2})$ with $t \geq s$, we have $e^{\alpha t} |y(t)| \leq e^{\alpha s} |y(s)|$, and with (41), we get

$$\|\xi(t)\| \leq e^{-\alpha(t-s)} \|\xi(s)\|.$$  

(ii) For all $t, s \in [2^{2k}, 2^{2k+1} - 1)$ with $t \geq s$ and $k \in \mathbb{N}$, note that in the interval $[2^{2k}, 2^{2k+1}]$ the function $y(t)$ is increasing, so we have

$$e^{\alpha t} |x(t)| = \delta \int_t^{2^{2k+1}} e^{\alpha s} y(s) \, ds \geq \int_t^{2^{2k+1}} e^{\alpha s} y(s) \, ds \geq e^{\alpha t} y(t)$$

for all $t, s \in [2^{2k}, 2^{2k+1} - 1)$ with $t \geq s$. Hence, $\|\xi(t)\| = |x(t)|$, and from (41), we obtain

$$\|\xi(t)\| \leq e^{-\alpha(t-s)} \|\xi(s)\|.$$  

(iii) For $2^{2k+1} - 1 \leq s \leq t \leq 2^{2k+1}$, we have

$$\|\xi(t)\| \leq e^M \|\xi(s)\|,$$

where $M = \max\{\alpha + \delta, \gamma\}$ is the operator norm of $A_2$ with respect to the maximum norm. In particular,

$$\frac{\|\xi(2^{2k+1})\|}{\|\xi(2^{2k})\|} = \left| \frac{\|\xi(2^{2k+1})\| \|\xi(2^{2k+1} - 1)\|}{\|\xi(2^{2k+1} - 1)\| \|\xi(2^{2k})\|} \right| \leq e^{M+\alpha} e^{-\alpha(2^{2k+1} - 2^{2k})}.$$

Let $t > s \geq 4$. We choose $m, n \in \mathbb{N}$ such that

$$2^{m+1} > t \geq 2^m \geq 2^n \geq s > 2^{n-1}.$$  

Note that

$$\frac{\|\xi(t)\|}{\|\xi(s)\|} = \frac{\|\xi(t)\|}{\|\xi(2^m)\|} \frac{\|\xi(2^m)\|}{\|\xi(s)\|} \prod_{k=n}^{m-1} \frac{\|\xi(2^k+1)\|}{\|\xi(2^k)\|}.$$  

Using (42), we obtain

$$\prod_{k=n}^{m-1} \frac{\|\xi(2^k+1)\|}{\|\xi(2^k)\|} \leq \prod_{k=n}^{m-1} e^{M+\alpha} e^{-\alpha(2^{2k+1} - 2^{2k})}$$

$$= e^{(m-n)(M+\alpha)} e^{-\alpha(2^m - 2^{n-1})}.$$
Analogously to (42), we have
\[ \|\xi(t)\| \leq e^{M+\alpha} e^{-\alpha(t-2^n)} \quad \text{and} \quad \|\xi(s)\| \leq e^{M+\alpha} e^{-\alpha(2^n-s)}. \]
Consequently, we obtain the estimate
\[ \|\xi(t)\| \leq e^{(m-n+2)(M+\alpha)} e^{-\alpha(t-s)}. \]
Thus,
\[ \limsup_{t-s \to \infty} \frac{1}{t-s} \ln \left( \left\| \xi(t) \right\| \right) \leq -\alpha + (M+\alpha) \limsup_{t-s \to \infty} \frac{\log_2(t/s)}{t-s} \]
\[ \leq -\alpha + (M+\alpha) \limsup_{t-s \to \infty} \frac{\log_2(1+(t-s)/4)}{t-s} = -\alpha, \]
which completes the proof. \(\square\)

The following proposition shows that, although the Bohl spectrum is bounded above by \(-\alpha < 0\), for certain nonlinear perturbation of (39), the system is unstable.

**Proposition 33.** Consider the perturbed system
\[
\begin{pmatrix}
\dot{x} \\
\dot{y}
\end{pmatrix} = A(t) \begin{pmatrix}
x \\
y
\end{pmatrix} + \begin{pmatrix}
0 \\
x^2
\end{pmatrix},
\]
where \(A(t)\) is defined as in (38). Then the trivial solution of (43) is unstable.

**Proof.** Let \((x_0, y_0)\) be an initial condition at time \(t = 0\) for the solution \((x(t), y(t))\) with \(x_0 > 0\) and \(y_0 > 0\). We prove \(\limsup_{t \to \infty} y(t) = \infty\) with the following two steps.

**Step 1.** We show that both \(x(t)\) and \(y(t)\) are positive for all \(t \geq 0\). If we suppose the contrary, then we can define
\[ T^* := \inf \{ t \geq 0 : x(t) < 0 \text{ or } y(t) < 0 \} \]
By continuity, we derive that \(T^* > 0\) and \(x(t), y(t) > 0\) for all \(t \in [0, T^*)\).

We now consider two cases.

**Case 1.** If \(x(T^*) = 0\), then by variation of constants formula we have
\[ x(T^*) = e^{-\alpha T^*} x_0 + \delta \int_0^{T^*} e^{-\alpha (T^*-s)} y(s) \, ds > 0, \]
which leads to a contradiction.

**Case 2.** If \(y(T^*) = 0\), then \(y(T^*) = x(T^*)^2 > 0\). Thus, there exists \(\varepsilon > 0\) such that \(y(T^* - \varepsilon) < 0\). This contradicts the definition of \(T^*\).

**Step 2.** We estimate \(y(t)\). From the variation of constants formula for the first component, we have
\[ x(t) \geq e^{-\alpha t} x_0 \quad \text{for all } t \geq 0. \]
By variation of constants formula of the second component, we have
\[ y(t) = \Lambda_2(t,0)y_0 + \int_0^t \Lambda_2(t,s)x(s)\,ds, \]
where \( \Lambda_2(t,s) \) denote the transition operator of the linear system
\[
\dot{y} = \begin{cases} 
-\beta y(t) & : t \in [0,1) \text{ or } 2^{2k+1} \leq t \leq 2^{2k+2}, \\
\gamma y(t) & : 2^{2k} \leq t \leq 2^{2k+1}.
\end{cases}
\]
Hence,
\[
y(2^{2k+1}) \geq x_0^2 \int_0^{2^{2k+1}} \frac{e^\gamma(2^{2k+1}-s)}{2^\alpha + \gamma} e^{-2\alpha s} \,ds
\geq \frac{e^\gamma 2^{2k+1} e^{-(2\alpha + \gamma)2^{2k}} - e^{-(2\alpha + \gamma)2^{2k+1}}}{2^\alpha + \gamma} x_0^2
\geq \frac{e^{(\gamma-2\alpha)2^k} - 1}{2^\alpha + \gamma} x_0^2,
\]
which proves that \( \limsup_{t \to \infty} y(t) = \infty \) and finishes the proof of this proposition. \qed

Note that in a forthcoming paper, we will discuss additional conditions on the nonlinearity that guarantee nonlinear stability for systems with negative Bohl spectrum, which include cases where the Sacker–Sell spectrum cannot indicate stability.
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