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Abstract

Previous works observed the spectrum of the Hessian of the training loss of deep neural networks. However, the networks considered were of minuscule size. We apply state-of-the-art tools in modern high-dimensional numerical linear algebra to approximate the spectrum of the Hessian of deep nets with tens of millions of parameters. Our results corroborate previous findings, based on small-scale networks, that the Hessian exhibits ‘spiked’ behavior, with several outliers isolated from a continuous bulk. However we find that the bulk does not follow a simple Marchenko-Pastur distribution, as previously suggested, but rather a heavier-tailed distribution. Finally, we document the dynamics of the outliers and the bulk with varying sample size.

1. Introduction

We consider the task of image classification, where we are given a set of images \( \{x_i^{\text{train}}\}_{i=1}^{n_{\text{train}}} \) and their corresponding labels \( \{y_i^{\text{train}}\}_{i=1}^{n_{\text{train}}} \) and our task is to predict the labels on future data \( \{x_i^{\text{test}}; y_i^{\text{test}}\}_{i=1}^{n_{\text{test}}} \). State-of-the-art methods tackle this problem using deep convolutional neural networks. Those are trained by minimizing the empirical cross-entropy loss \( \ell \) on the training data,

\[
\mathcal{L}(\theta) = \text{Ave}_{\text{train}} \{\ell_{\text{train}}(\theta)\},
\]

where \( \ell_{\text{train}}(\theta) = \ell(f(x_i^{\text{train}}; \theta), y_i^{\text{train}}) \) and \( \text{Ave}_{\text{train}} \) is the operator that averages \( n_{\text{train}} \) elements. Here we denoted by \( f(x_i^{\text{train}}; \theta) \in \mathbb{R}^C \) the output of the classifier and by \( \theta \in \mathbb{R}^p \) the concatenation of all the parameters in the network into a single vector.

In this work we investigate two Hessians: the Hessian of the loss averaged over the training data and the testing data

\[
H_{\text{train}}(\theta) = \text{Ave}_{\text{train}} \{\nabla^2 \ell_{\text{train}}(\theta)\},
\]

\[
H_{\text{test}}(\theta) = \text{Ave}_{\text{test}} \{\nabla^2 \ell_{\text{test}}(\theta)\},
\]

where \( \ell_{\text{test}}(\theta) = \ell(f(x_i^{\text{test}}; \theta), y_i^{\text{test}}) \) and \( \text{Ave}_{\text{test}} \) is the operator that averages \( n_{\text{test}} \) elements. The former can be seen as an empirical approximation of the the Fisher information matrix – a quantity that is of utmost interest in the analysis of the generalization properties of estimators; while the latter measures variation in the test loss that would be caused by perturbations in the model and is therefore also of significant importance. Following the ideas presented in [14], we use the Gauss-Newton decomposition of the train (and similarly test) Hessian and write it as a summation of two components:

\[
H_{\text{train}}(\theta) = \text{Ave}_{\text{train}} \left\{ \ell_{\text{train}}^{(')}(\theta) \nabla f(x_i^{\text{train}}; \theta) \nabla^T f(x_i^{\text{train}}; \theta) \right\} + \text{Ave}_{\text{train}} \left\{ \ell_{\text{train}}^{('')}(\theta) \nabla f(x_i^{\text{train}}; \theta) \nabla^T f(x_i^{\text{train}}; \theta) \right\},
\]

where

\[
\ell_{\text{train}}^{(')}(\theta) = \ell'(f(x_i^{\text{train}}; \theta), y_i^{\text{train}})
\]

\[
\ell_{\text{train}}^{('')}(\theta) = \ell''(f(x_i^{\text{train}}; \theta), y_i^{\text{train}}).
\]

Pioneering work by Sagun et al. [14, 15] introduced the study of the train Hessian and made some initial numerical studies and some initial interpretations on small-scale networks. They presented histograms of the eigenvalues of the Hessian and observed visually that the histogram exhibited a bulk together with a few large outliers. They further observed that the number of such outliers is often equal to the number of classes in the classification problem. Their claim was that the bulk is affected by the architecture while the outliers depend on the data. Leaning further on a random matrix theory analogy, the authors further suggested that the bulk might be modeled as a Marchenko-Pastur (MP) distribution [11].

Certain observed properties of deepnet Hessian spectra are qualitatively similar to those seen in the theory of covariance estimation in modern high-dimensional statistics, where they arise under the so-called spiked covariance model [7]. Much is known about its properties [2, 3, 13] and it is therefore of interest to know whether it indeed models the spectrum of the Hessian faithfully.
Figure 1: Spectrum of the \textit{train} Hessian for VGG11 trained on various datasets. Panels (a)-(d) document famous datasets in Deep Learning. In all cases there is a big concentration of eigenvalues at zero due to the large number of parameters in the model (28 million) compared to the small amount of training examples (50 thousand). In MNIST, Fashion MNIST and CIFAR10 we observe a clear bulk-and-outliers structure. The number of outliers arguably corresponds to the number of classes and there exists a clear separation of the outliers from the bulk. In CIFAR100 the situation is more complicated. Some of the outliers are clearly separated from the bulk, while others are less clearly evident. One possibly sees traces ‘buried’ inside the bulk. However, their number is very large, making their distinction harder to draw. As pointed out by [14, 15], negative eigenvalues exist in the spectrum of the train Hessian. This is despite the fact that the model was trained for hundreds of epochs, the learning rate was annealed twice and its initial value was optimized over a large set of values.

In [14, 15] the authors inaugurated the empirical study of spectral properties of deepnet Hessians. However, their exploration was limited to architectures with \textit{thousands} of parameters – orders of magnitude smaller than state-of-the-art architectures such as VGG [16] and ResNet [6] that have \textit{tens of millions} of parameters. Our first contribution in this work is to leverage state-of-the-art tools in numerical linear algebra to approximate the spectrum of the Hessian of networks such as VGG and ResNet. As a teaser for what is to come, Figures 1 and 2 show the train and test Hessian of VGG11 – an architecture with 28 millions of parameters – on various known datasets.

Our second contribution is to confirm previous reports of bulk-and-outliers structure, this time \textit{at the full scale of modern state-of-the-art nets}. We find that the bulk-and-outliers structure indeed manifests itself across \textit{many different datasets, networks and control parameters}, as can be seen from Figures 1 and 2.

The authors of [14, 15] focused on smaller-scale Hessians as a whole and not on the two components: the covariance of the gradients and the averaged Hessian of predictions. Our third and fourth contributions, on the other hand, relate to their individual analysis.

Our third contribution is the study of the covariance of the gradients. This term is defined as the outer product of i.i.d gradients. Moreover, our experiments show its spectrum contains outliers and a small but non-negligible bulk. These outliers can be tracked throughout different sample sizes and are therefore fundamental components, whereas the bulk is sporadic and changes from one scenario to the next. Based on these findings, a potential theoretical model for the covariance of the gradients is the spiked covariance model [7] or its generalized version [1].

Our fourth contribution is the study of the averaged Hessian of predictions. We observe that its spectrum does not contain outliers; thereby we can solidly \textit{attribute the out-}
Figure 2: Spectrum of the test Hessian for VGG11 trained on various datasets. Panels (a)-(d) document famous datasets in Deep Learning. In all cases there is a big concentration of eigenvalues at zero due to the large number of parameters in the model (28 million) compared to the small amount of testing examples (10 thousand). Similar to the train Hessian; in MNIST, Fashion MNIST and CIFAR10 we observe a clear bulk-and-outliers structure, where the number of outliers arguably corresponds to the number of classes. Contrary to the train Hessian, some of the outliers are less clearly evident, although one possibly sees traces ‘buried’ just inside the upper bulk. In CIFAR100 the situation is again more complicated due to the large amount of outliers. Note there is a clear difference in magnitude between the train and test Hessian (despite the fact that both were normalized by the number of contributing terms).

liers of the Hessian to the covariance of the gradients. We observe that most of the energy in the bulk of the spectrum can be attributed to the averaged Hessian of predictions. We also observe that the bulk of the Hessian does not follow a Marcenko-Pastur distribution, contrary to previous suggestion. This complements recent empirical observations [12] that the spectrum of the trained weights in deep neural networks follows a heavy-tailed distribution.

In future work we plan to model the scaling of generalization errors of deep nets as function of sample size using spectral properties of deepnet Hessians. As preparation, our fifth contribution is the analysis of both the train and test Hessians across varying sample size. We explore the dynamics of the outliers and the bulk with varying amounts of train data, showing a clear separation of the outliers (signals) from the bulk (noise) with increased sample size.

We summarize below our main deliverables:

- We provide an algorithm that allows to approximate the spectrum of the Hessian of deep nets with tens of millions of parameters.
- We study the behavior of spectral properties of deepnet Hessians, both the train and test, across different datasets, networks and control parameters.
- We analyze not only the spectrum of the Hessian but also its two components, the covariance of the gradients and the averaged Hessian of predictions.
- We attribute the outliers of the Hessian to the covariance of the gradients component.
- We observe that most of the energy in the bulk of the spectrum can be attributed to the averaged Hessian of predictions, which does not follow a MP distribution.
- We investigate the dynamics of the outliers and the bulk with varying sample size.
2. Tools from numerical linear algebra

Our approach for approximating the Hessian of deep nets builds on the survey of [10], which discussed several different methods for approximating the density of the spectrum of large linear operators; many of these were first developed in the context of studies of large linear operators in quantum mechanics by physicists and chemists starting from the 1970’s [5, 18, 17, 4]. From the methods presented therein, we implemented and tested two: the Lanczos method and the Kernel Polynomial Method (KPM). From our experience the Lanczos method was effective and useful, while KPM was temperamental and in some ways problematic. As such, we focus on Lanczos in this work, but provide an implementation for both in our released software.

2.1. SlowLanczos

The Lanczos algorithm [8] computes the spectrum of a symmetric matrix \( H \in \mathbb{R}^{p \times p} \) by first reducing it to a tridiagonal form \( T_p \in \mathbb{R}^{p \times p} \) and then computing the spectrum of that matrix instead. The motivation is that computing the spectrum of a tridiagonal matrix is very efficient, requiring only \( O(p) \) operations. The algorithm works by progressively building an adapted orthonormal basis \( V_m \in \mathbb{R}^{p \times m} \) that satisfies at each iteration the relation

\[
V_m^T H V_m = T_m,
\]

where \( T_m \in \mathbb{R}^{m \times m} \) is a tridiagonal matrix. For completeness, we summarize its main steps in Algorithm 1.

2.2. Complexity of SlowLanczos

We start with the runtime complexity and assume without loss of generality that we are computing the spectrum of the train Hessian. Each of the \( p \) iterations of the algorithm requires a single Hessian-vector multiplication \( H_{\text{train}}(\theta) v_m \). Since

\[
H_{\text{train}}(\theta) v_m = \text{Av}_{\text{train}} \{ \nabla^2 \ell(\theta) v_m \},
\]

computing this product requires iterating through a dataset of size \( n_{\text{train}} \) once. In each iteration the Hessian of a single example \( \nabla^2 \ell_{\text{train}}(\theta) \) is multiplied by the vector \( v_m \), incurring \( O(p) \) complexity, where \( p \) is the number of parameters in the model. The complexity due to all Hessian-vector multiplications is therefore \( O(n_{\text{train}} p^2) \). The \( m \)’th iteration also requires a reorthogonalization step, which computes the inner product of \( m \) vectors of length \( p \) and costs \( O(mp) \) complexity. Summing this over the iterations, \( m = 1, \ldots, p \), the complexity incurred due to reorthogonalization is \( O(p^3) \). The total runtime complexity of the algorithm is therefore \( O(n_{\text{train}} p^2 + p^3) \). As for memory requirements, the algorithm constructs a basis \( V_p \in \mathbb{R}^{p \times p} \) and as such its memory complexity is \( O(p^2) \). Since \( p \) is in the order of magnitude of tens of millions, both time and memory complexity make SlowLanczos impractical.

2.3. Spectral density estimation via FastLanczos

As a first step towards making Lanczos suitable for the problem we attack in this paper, we remove the reorthogonalization step in Algorithm 1. This allows us to save only three terms – \( v_{\text{prev}}, v \) and \( v_{\text{next}} \) – instead of the whole matrix \( V_m \in \mathbb{R}^{p \times m} \) (see Algorithm 2). This greatly reduces the memory complexity of the algorithm at the cost of a nuisance that is discussed in Section 2.5. Moreover, it removes the \( O(p^3) \) term from the runtime complexity.

In light of the runtime complexity analysis in the previous subsection, it is clear that running Lanczos for \( p \) iterations is impractical. Realizing that, the authors of [10] proposed to run the algorithm for \( M \ll p \) iterations and compute an approximation to the spectrum based on the eigenvalues \( \{ \theta_m \}_{m=1}^M \) and eigenvectors \( \{ y_m \}_{m=1}^M \) of \( T_M \). Denoting by \( r_m \) the first element in \( y_m \), their proposed approximation was

\[
\phi(t) = \sum_{m=1}^M r_m^2 \delta(t - \theta_m),
\]

where \( \delta \) is the Dirac delta function. They further proposed to improve the approximation by starting the algorithm from several different starting vectors, \( v_1, l = 1, \ldots, n_{\text{vec}} \), and

---

**Algorithm 1: SlowLanczos**

Input: Linear operator \( H \in \mathbb{R}^{p \times p} \).
Result: Exact spectrum of \( H \).

for \( m = 1, \ldots, p \) do
  if \( m = 1 \) then
    sample \( v \sim \mathcal{N}(0, I) \);
    \( v_1 = \frac{v}{\|v\|} \);
    \( w = Hv_1 \);
  else
    \( w = Hv_m - \beta_{m-1} v_{m-1} \);
    \( \alpha_m = v_m^T w \);
    \( w = w - \alpha_m v_m \);
  end
/* reorthogonalization */
\( w = w - V_m V_m^T w \);
\( \beta_m = \|w\|_2 \);
\( v_{m+1} = \frac{w}{\beta_m} \);
end

\( \{ \theta_m \}_{m=1}^p, \{ y_m \}_{m=1}^p = \text{eig}(T_p) \);
return \( \{ \theta_m \}_{m=1}^p, \{ y_m \}_{m=1}^p \).
averaging the results as follows

\[
\phi(t) = \frac{1}{n_{\text{vec}}} \sum_{l=1}^{n_{\text{vec}}} \sum_{m=1}^{M} \tau_{l}^{2} \delta(t - \theta_{l}^{m}). \tag{10}
\]

In practice, the delta function around every estimated eigenvalue \(\delta(t - \theta_{l}^{m})\) was replaced by a Gaussian with width \(\sigma\) centered at \(\theta_{l}^{m}\), i.e., \(g_{\sigma}(t - \theta_{l}^{m})\). This can be understood intuitively as regularizing the spectrum by smoothing it with a Gaussian kernel. A heuristic for setting \(\sigma\) was given in [9]. We summarize \textsc{FastLanczos} in Algorithm 2 and \textsc{LanczosApproxSpec} in Algorithm 3.

2.4. Complexity of \textsc{FastLanczos}

Each of the \(M\) iterations requires a single Hessian-vector multiplication. As previously mentioned, this product requires \(O(n_{\text{train}}p)\) complexity. The total runtime complexity of the algorithm is therefore \(O(Mn_{\text{train}}p)\). As for memory requirements; we only save three vectors and as such the memory complexity is merely \(O(p)\).

2.5. Instability

It can be proved that, under exact arithmetic, the Lanczos algorithm constructs an orthonormal basis. However, in practice the calculations are performed in floating point arithmetic, resulting in loss of accuracy and orthogonality. This is why the reorthogonalization step in Algorithm 1 was introduced in the first place. From our experience, we did not find the lack of reorthogonalization to be an issue, except for an occasional failure in computing the eigendecomposition of the tridiagonal matrix.

2.6. Normalization

As a side note, the first step in approximating the spectrum of a large matrix is to renormalize its range to \([-1, 1]\). This can be done using any method that allows to approximate the maximal and minimal eigenvalue of a matrix – for example, the power method. In this work we follow the method proposed in [10]. We summarize the procedure in Algorithm 4.

2.7. Reproducible research

The authors of [10] provided implementations for many of the spectrum approximation methods they proposed, including Lanczos, which is our method of choice. However, since the code was written in C and would not allow for GPU acceleration, we decided to re-implement the method in the deep learning framework PyTorch. We plan to release the implementations of Normalization, \textsc{FastLanczos}, \textsc{LanczosApproxSpec}, LowRankDeflation, KPM and other related methods with the publication of this paper.
Figure 3: Benefits of low rank deflation. Spectrum of the train Hessian for ResNet18 trained on MNIST with 136 examples per class. Top panel: LOWRANKDEFLATION followed by LANCZOSAPPROXSPEC. Bottom panel: LANCZOSAPPROXSPEC only. Notice how the top eigenvalues at the top panel align with the outliers in the bottom panel. Using low rank deflation allows for precise detection of outlier location and improved ‘resolution’ of the bulk distribution.

**Algorithm 4: NORMALIZATION** $(H, M_0, \kappa)$

**Input:** Linear operator $H \in \mathbb{R}^{p \times p}$.
Number of iterations $M_0$.
Margin percentage $\kappa$.

**Result:** Linear operator $H \in \mathbb{R}^{p \times p}$ with spectrum in the range $[-1, 1]$.

\[
\begin{align*}
\{\theta_{m}\}_{m=1}^{M_0}, \{y_{m}\}_{m=1}^{M_0} &= \text{FASTLANCZOS}(H, M_0); \\
\lambda_{\min} &= \theta_1 - \| (H - \theta_1 I) y_1 \|; \\
\lambda_{\max} &= \theta_{M_0} + \| (H - \theta_{M_0} I) y_{M_0} \|; \\
\Delta &= \kappa (\lambda_{\max} - \lambda_{\min}); \\
\lambda_{\min} &= \lambda_{\min} - \Delta; \\
\lambda_{\max} &= \lambda_{\max} + \Delta; \\
c &= \frac{\lambda_{\min} + \lambda_{\max}}{2}; \\
d &= \frac{\lambda_{\max} - \lambda_{\min}}{2}; \\
& return H - \frac{cI}{d};
\end{align*}
\]

### 2.8. LOWRANKDEFLATION

As Figures 1 and 2 show, the spectrum of the Hessian follows a bulk-and-outliers structure. Moreover, the number of outliers is often equal to $C$, the number of classes in the classification problem. It is therefore natural to extract the top $C$ outliers using, for example, the QR algorithm, and then to apply LANCZOSAPPROXSPEC on a rank $C$ deflated operator to approximate the bulk. This allows for an improved detection of outlier location and improved approximation of the bulk. The latter can be explained as follows: approximating the subset of the spectrum that contains the bulk only is simpler than approximating the whole spectrum, which contains both the bulk and the outliers. We demonstrate the benefits of LOWRANKDEFLATION in Figure 3 and summarize its steps in Algorithm 5.

**Algorithm 5: LOWRANKDEFLATION** $(H, C, T)$

**Input:** Linear operator $H \in \mathbb{R}^{p \times p}$.
Rank of deflation $C$.
Number of iterations $T$.

**Result:** Approximate eigenvalues $\{\lambda_c\}_{c=1}^C$.
Approximate eigenvectors $\{v_c\}_{c=1}^C$.

\[
\begin{align*}
& for c = 1, \ldots, C do \\
& \text{sample } v_c \sim \mathcal{N}(0, I); \\
& v_c = \frac{v_c}{\|v_c\|_2}; \\
& end \\
\end{align*}
\]

\[
\begin{align*}
& Q = \text{QR}(V); \\
& for t = 1, \ldots, T do \\
& V = HQ; \\
& Q = \text{QR}(V); \\
& end \\
& for c = 1, \ldots, C do \\
& \lambda_c = \|v_c\|_2 \\
& end \\
& return \{\lambda_c\}_{c=1}^C, \{v_c\}_{c=1}^C
\end{align*}
\]

### 3. Experiments

#### 3.1. Training the networks

We present here results from training the VGG11 and ResNet18 architectures on MNIST, Fashion MNIST, CIFAR10 and CIFAR100 datasets. We use stochastic gradient descent with momentum 0.9, batch size 128 and weight decay $5 \times 10^{-4}$. The learning rate was decreased by a factor of 10 at $1/3$ and $2/3$ of the total amount of epochs. For each combination of dataset and architecture, we pick the best initial learning rate in terms of test classification performance and then approximate the spectrum of the Hessians.
(a) **Outlier attribution.** Top panel: spectrum of Hessian. Middle panel: spectrum of covariance of gradients. Bottom panel: spectrum of averaged Hessian of predictions. Note that the outliers that are present in the top panel are also present, at the same locations, in the middle panel, but not present at all in the lower panel. This indicates that the outliers that have been observed in the Hessian are attributable to the covariance of gradients component.

(b) **Attribution of bulk.** The above plot with logarithmic scale on the x-axis (negative x-axis range omitted). Note the y-axis scales and the vertical height of the bulk. In particular note that the vertical height of the bulk is comparable for the top and bottom panels but not for the middle panel, which is much smaller. This indicates that the bulk of the spectrum originates from the averaged Hessian of predictions.

(c) **Attribution of bulk.** Zoom in on the bulks of the Hessian and its two components. Note the strong correlation between the spectrum of the Hessian and the averaged Hessian of predictions in the range $[-20, 20]$. This indicates that the bulk originates, for the most part, from the averaged Hessian of predictions. Note that the upper tail of the Hessian and covariance of gradients obey eigenvalue interlacing, as in Cauchy interlacing theorem.

(d) **Tail properties of averaged Hessian of predictions.** The x-axis is on a logarithmic scale. The positive eigenvalues of the averaged Hessian of predictions are plotted in red and the absolute value of the negative ones in blue. The spectrum of the averaged Hessian of predictions is almost perfectly symmetric about the origin. Fitting a power law trend (which appears linear on a log-log scale) on part of the spectrum results in a fit $\phi = 4.3 \times 10^{-4} |\lambda|^{-2.6}$ with an $R^2$ of 0.98. This implies that the distribution of the eigenvalues can not be Wigner’s semicircle law, nor other classical random matrix theory distributions.

Figure 4: Spectrum of the test Hessian with its constituent components for VGG11 trained on MNIST sub-sampled to 2599 examples per class. For the test Hessian and the covariance of gradients component we apply LOWRANKDEFLATION.
Figure 5: VGG11 trained on CIFAR10 for various sample sizes. On the top panel we observe the covariance of gradients of the train Hessian. On the bottom panel we observe the covariance of gradients of the test Hessian. In both train and test, as the sample size increases, more outliers emerge from the bulk.

Table 1: Summary of experiment parameters.

| Dataset | MNIST | Fashion | CIFAR10 | CIFAR100 |
|---------|-------|---------|---------|----------|
| Learning rate | 0.1 | 0.075 | 0.05 | 0.025 | 0.01 | 0.1 | 0.075 | 0.05 | 0.025 | 0.01 | 0.0075 | 0.0075 |
| Epochs | 200 | 200 | 350 | 350 |

For each operator $H$, we begin by computing $\text{NORMALIZATION}(H, M_0=64, \kappa=0.05)$. Optionally, we then apply $\text{LOWRANKDEFLATION}(H, C, T=256)$. Finally, we approximate the spectrum using $\text{LANCZOSAPPROXSPEC}(H, M=256, K=1024, n_{vec}=1)$.

Due to space limitations, we show only a subset of our results and publish the remaining data and code online to allow other researchers to explore our results further. We summarize our findings in Figures 1, 2, 3, 4 and 5. In all our plots we denormalize the spectrum into its original range (which is not $[-1, 1]$). We provide our interpretations of the results in the captions of the figures.

4. Conclusion

This work studied modern deepnet Hessians at the full scale used in recent contest-winning entries and in serious applications. It shows that the bulk-and-outliers structure previously observed in small scale networks is also visible in full scale networks. It gives novel decompositions and novel attributions using more solid methods than previously and identifies new patterns and phenomena in the eigenvalues of the Hessian.
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