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1. Introduction

Ranked set sampling (RSS) was introduced by [14] as a method for unbiased selective sampling. In this scheme, \( k \) independent sets each contains \( k \) units are randomly selected from the population of interest. Next, the units of each set are visually sorted in ascending order and only the \( j \)th \((j = 1, 2, ..., k)\) judgment order statistic of the \( j \)th set is measured. When judgment ranking is accurate, we say the ranking is perfect and the selected units are actually a sample of \( k \) independent order statistics. This scheme may be repeated at some cycles to attain a reasonable data set. [23] proved that the mean of RSS is an unbiased estimator of the population mean and its variance is always smaller than that of simple random sampling (SRS). This method can reduce cost of sampling and increase the accuracy of the results.

The same results were obtained by [12] by considering errors in judgment ranking. Some results of parametric RSS were presented by [22], [15], and [8]. The RSS scheme has been developed into various procedures. In this paper, we consider three existing types of ranking sampling schemes which are briefly explained as follows:

- Extreme ranked set sampling (ERSS): This procedure was introduced by [19] in estimating problem of the population mean which is similar to RSS but only minimum or maximum of each set is measured and it is assumed that they can be detected visually. Therefore, the judgment ranking error in ERSS is less than that of RSS. The procedure of obtaining such a sample depends on whether \( k \) is even or odd. When \( k \) is even, from the first \( k/2 \) sets the lowest ranked units and from the last \( k/2 \) sets the largest ranked units are measured. When \( k \) is odd, the minimum of the first \( k/2 \) sets and also the maximum of the last \( k/2 \) sets are selected, where \( [a] \) is the integer part of \( a \), moreover, the median of the \( ((k + 1)/2) \)th set is measured.
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• **Moving extreme ranked set sampling (MERSS):** [2] introduced this scheme which is in fact an unbalanced ERSS. In this procedure, first of all, \( k \) independent random sets are considered with sizes 1, 2, ..., \( k \), sequentially. Then, the maximum of each set is determined by judgment, i.e., by visual inspection or by some other relatively inexpensive methods, without actual measurement of the variable of interest. Finally, the judgment maximum of each set is measured accurately. This procedure is called “MERSS type I”. If instead of maximum in the mentioned procedure, the minimum of each set is measured, an “MERSS type II” scheme is obtained. Note that both of MERSS type I and MERSS type II may be performed to obtain an ordinary MERSS data set. This procedure seems suitable for the case of large set size, because it reduces the error of ranking and keeps optimality inherited in the ordinary RSS procedure. Therefore, in comparison with RSS, the MERSS is a useful modification in this case. [1] obtained maximum likelihood estimator (MLE), modified MLE and likelihood ratio test for scale parameter of exponential distribution using MERSS. The MLE and Modified MLE of scale parameter and their properties are studied by [9, 10].

• **Median ranked set sampling (MRSS):** This procedure was suggested by [16] for estimating the population mean. In MRSS scheme, \( k \) sets of the same size \( k \) are taken from the population of interest and the units in each set are ranked, visually. If \( k \) is odd, the median of each set is measured. When \( k \) is even, from the first \( k/2 \) sets, the \((k/2)th\) smallest ranked unit and from the last \( k/2 \) sets the \(((k+2)/2)th\) smallest ranked unit are selected by judgment and measured accurately. [17] presented a test of hypothesis for the mean of the symmetric distributions based on MRSS.

Recently, [4] introduced truncation-based ranked set samples. They compared performance of mean and median of this scheme with those of SRS, RSS, ERSS and MRSS. Simultaneous comparison of the location and scale estimators based on SRS and RSS in two-parameter exponential distribution is performed by [20]. So far, there are several ranked set sampling schemes, but in some practice situations some plans may not be applicable at any cycle of the test. With this in mind, in this paper, a flexible RSS (FRSS) with \( M \) cycles is considered which contains \( m_1 \) cycles of an usual RSS, the ERSS with \( m_2 \) cycles, the MERSS type I with \( m_3 \) cycles, the MERSS type II with \( m_4 \) cycles and the MRSS with \( m_5 \) cycles, such that \( M = \sum_{i=1}^{5} m_i \). The proposed scheme is indeed a combination of several RSS schemes. For simplicity, throughout the paper, we assume that the set size \( k \) is even for all cases. The proposed sampling scheme may be used to minimize the error of ranking and cost of sampling. Since in the ERSS, MERSS type I and MERSS type II, only the extreme order statistics (maximum or minimum) in each set are measured, the error of ranking is less than other schemes. So, if simultaneous use of these schemes leads to rather high efficiency, it may be suggested to combine some existing schemes in practice. Some special cases of FRSS lead to various types of existing sampling schemes; for example, if \( m_2 = m_3 = m_4 = m_5 = 0 \), the ordinary RSS with \( M = m_1 \) cycles is derived. Nevertheless, combining some kinds of these schemes may lead to an optimal sampling scheme which is easier or cheaper to perform. It may also reduce the error of rankings. The proposed scheme has been previously introduced by [13] for estimating the population mean. They showed that combining some various existing schemes may lead to a more efficient estimator.

The rest of paper is organized as follows. In Section 2, some preliminaries are presented and the likelihood function of the FRSS scheme is introduced. Section 3 focuses on obtaining the MLE of scale parameter based on FRSS scheme. Also, existence and uniqueness of the MLE for the scale parameter of exponential and normal distributions are studied. The Fisher information (FI) contained in a FRSS is investigated in Section 4. In Section 5, the optimal FRSS scheme is determined. Toward this end, considering some different costs in addition to mean squared error (MSE) of MLEs, the relative efficiency (RE) of the FRSS scheme with respect to the SRS method is defined. In Section 6, some conclusions are stated.

2. Preliminaries

In this section, we briefly present some notations and axillary results. First of all, let us denote the cumulative distribution function (cdf) and probability density function (pdf) of the population by \( F(x; \theta) \) and \( f(x; \theta) \),
and

respectively, where $\theta$ is a vector of parameters. In the following, the data sets and likelihood functions concerning to different sampling schemes with $m$ cycles have been presented.

- Let us denote the data set of RSS by

$$X_{RSS}^{(m)} = \{X_{1(1):1}, X_{2(2):1}, \ldots, X_{k(k):1}, \ldots, X_{1(1):m}, X_{2(2):m}, \ldots, X_{k(k):m}\},$$

where $X_{j(j):i}$ is the $j$th order statistic in a random sample of size $k$ at the $j$th set of the $i$th cycle for $i = 1, \ldots, m$ and $j = 1, \ldots, k$. The corresponding likelihood function is given by

$$L_{RSS}^{(m)}(\theta) = \prod_{i=1}^{m} \prod_{j=1}^{k} f(x_{j(j):i}; \theta) \left[F(x_{j(j):i}; \theta)\right]^{j-1} \left[\tilde{F}(x_{j(j):i}; \theta)\right]^{k-j},$$

where $\tilde{F}(\cdot)$ is defined to be $1 - F(\cdot)$ and $x_{j(j):i}$ is the observed value of $X_{j(j):i}$. For more details, see for example, [22] and [6]. Throughout this paper, the product $\prod_{i=1}^{\theta}$ is defined to be 1.

- When the set size $k$ is even, assuming the data set of an ERSS is

$$X_{ERSS}^{(m)} = \{X_{1(1):1}, X_{2(2):1}, X_{3/2(2):1}, \ldots, X_{k(k):1}, \ldots, X_{1(1):m}, X_{2(2):m}, \ldots, X_{3/2(2):m}, \ldots, X_{k(k):m}\},$$

the appropriate likelihood function is given by (see, 3)

$$L_{ERSS}^{(m)}(\theta) = \prod_{i=1}^{m} \left\{ \frac{1}{\theta} \prod_{j=1}^{\theta} k f(x_{\theta(1):i}; \theta) \left[\tilde{F}(x_{\theta(1):i}; \theta)\right]^{k-1} \prod_{j=\theta+1}^{k} f(x_{j(k):i}; \theta) \left[F(x_{j(k):i}; \theta)\right]^{k-1} \right\}.$$

- Denoting the data sets of the MERSS type I and the MERSS type II by

$$X_{MERSS-I}^{(m)} = \{X_{1(1):1}, \ldots, X_{k(k):1}, \ldots, X_{1(1):m}, \ldots, X_{k(k):m}\},$$

and

$$X_{MERSS-II}^{(m)} = \{X_{1(1):1}, \ldots, X_{k(k):1}, X_{1(1):m}, \ldots, X_{k(k):m}\},$$

then, the corresponding likelihood functions are

$$L_{MERSS-I}^{(m)}(\theta) = \prod_{i=1}^{m} \prod_{j=1}^{k} j f(x_{j(j):i}; \theta) \left[F(x_{j(j):i}; \theta)\right]^{j-1}$$

and

$$L_{MERSS-II}^{(m)}(\theta) = \prod_{i=1}^{m} \prod_{j=1}^{k} j f(x_{(1):i}; \theta) \left[\tilde{F}(x_{(1):i}; \theta)\right]^{j-1},$$

respectively. See, [1] and [9].

- Moreover, if the data set of MRSS is denoted by

$$X_{MRSS}^{(m)} = \left\{ \left\{ X_{j(k/2):i} \right\}_{j=1}^{k/2} \cup \left\{ X_{j(k/2+1):i} \right\}_{j=k/2+1}^{k} \right\}, \quad i = 1, 2, \ldots, m,$$
where \( A \cup B \) stands for the union of \( A \) and \( B \), the likelihood function is given by (see, 21)

\[
L_{\text{MRSS}}^{(m)}(\theta) = \prod_{i=1}^{m} \left\{ \prod_{j=1}^{\frac{k}{m}} f_{j}\left(x_{j}\left(\frac{j}{m}, i\right), \theta\right) \right\} \left\{ \prod_{j=\frac{k}{m}+1}^{k} f_{j}\left(x_{j}\left(\frac{j}{m}+1, i\right), \theta\right) \right\},
\]

where \( f_{j}(\cdot) \) is the pdf of the \( j \)th order statistic in a random sample of size \( k \) from the pdf \( f(\cdot) \).

As previously mentioned, a FRSS data set is obtained, when all the above mentioned sampling schemes are performed together with different cycles. Therefore, the associated data set is as follows

\[
X_{\text{FRSS}}^{(M)} = \{X^{(m_1)}_{\text{RSS}} \cup X^{(m_2)}_{\text{MRSS}} \cup X^{(m_3)}_{\text{ERSS}} \cup X^{(m_4)}_{\text{MERSS-I}} \cup X^{(m_5)}_{\text{MERSS-II}} \cup X^{(m_6)}_{\text{MRSS}}\}.
\]

The sample size of a FRSS is equal to \( Mk \), where \( M = \sum_{i=1}^{5} m_i \). In practice, we can select a permutation of \( (m_1, m_2, m_3, m_4, m_5) \), that reduces the ranking error or cost of sampling. Here, \( (m_1, \ldots, m_5) \) is called the FRSS scheme and its optimality is studied in comparison with SRS method in view of maximum RE by considering costs of sampling. Since the various data sets are independently obtained, the likelihood function of the FRSS scheme is given by

\[
L_{\text{FRSS}}^{(M)}(\theta) = L_{\text{RSS}}^{(m_1)}(\theta)L_{\text{ERSS}}^{(m_2)}(\theta)L_{\text{MRSS-I}}^{(m_3)}(\theta)L_{\text{MRSS-II}}^{(m_4)}(\theta)L_{\text{MRSS}}^{(m_5)}(\theta).
\]

The MLE and FI under FRSS scheme are studied in the next sections.

3. MLE of scale family based on FRSS

We recall that for given pdf \( f(x; \sigma) \), \( \sigma \) is a scale parameter, when \( f(x; \sigma) = \frac{1}{\sigma} f_1(\frac{x}{\sigma}) \) where \( \sigma > 0 \) and \( f_1(\cdot) \) is a pdf and does not depend on \( \sigma \). Then, \( f(x; \sigma) \) is called a scale family. For more details, see for example, Rohatgi and Elsans Saleh (2015, p.196). There are many papers on the scale family as well as location or location-scale families of distributions based on various procedures of RSS scheme. The research work by [22] was one of the primary papers on estimation of location and scale parameters of distributions using RSS. [21] compared the MLE of location and scale parameters based on RSS, MRSS and ERSS. The MLE of scale parameter and its properties was studied by [9] on the basis of the MERSS scheme. Here, we investigate existence and uniqueness of MLE in a scale family based on FRSS procedure as proposed in previous section. In this case, using (1), the log-likelihood function of \( \sigma \) is given by

\[
\log l(\sigma) = \log c - Mk \log \sigma + \sum_{i=1}^{m_1} \sum_{j=1}^{k} \left\{ \varphi_1\left(\frac{x_{j}(1; k)i}{\sigma}\right) + (j - 1) \varphi_2\left(\frac{x_{j}(1; k)i}{\sigma}\right) + (k - j) \varphi_3\left(\frac{x_{j}(1; k)i}{\sigma}\right) \right\}
+ \sum_{i=1}^{m_2} \sum_{j=1}^{k} \left\{ \varphi_1\left(\frac{x_{j}(1; k)i}{\sigma}\right) + (k - 1) \varphi_3\left(\frac{x_{j}(1; k)i}{\sigma}\right) \right\}
+ \sum_{i=1}^{m_3} \sum_{j=1}^{k} \left\{ \varphi_1\left(\frac{x_{j}(1; k)i}{\sigma}\right) + (j - 1) \varphi_2\left(\frac{x_{j}(1; k)i}{\sigma}\right) \right\}
+ \sum_{i=1}^{m_4} \sum_{j=1}^{k} \left\{ \varphi_1\left(\frac{x_{j}(1; k)i}{\sigma}\right) + (j - 1) \varphi_3\left(\frac{x_{j}(1; k)i}{\sigma}\right) \right\}
+ \sum_{i=1}^{m_5} \sum_{j=1}^{k} \left\{ \varphi_1\left(\frac{x_{j}(1; k)i}{\sigma}\right) + (k - 1) \varphi_2\left(\frac{x_{j}(1; k)i}{\sigma}\right) \right\}
+ \sum_{i=1}^{m_6} \sum_{j=1}^{k} \left\{ \varphi_1\left(\frac{x_{j}(1; k)i}{\sigma}\right) + (j - 1) \varphi_3\left(\frac{x_{j}(1; k)i}{\sigma}\right) \right\},
\]
where \( \varphi_1(\cdot) = \log f(\cdot) \), \( \varphi_2(\cdot) = \log F(\cdot) \), \( \varphi_3(\cdot) = \log \hat{F}(\cdot) \) and

\[
c = \left\{ k! \prod_{j=1}^{k} \binom{k}{j} \right\}^{m_1} \left\{ \frac{1}{B\left(\frac{k}{2}, \frac{k}{2} + 1 \right)} \right\}^{m_2 k}.
\]

Denoting the first derivative of \( \varphi_i(x) \) by \( \varphi'_i(x) \) for \( 1 \leq i \leq 3 \), we get

\[
\frac{\partial l(\sigma)}{\partial \sigma} = -\sum_{i=1}^{m_1} \sum_{j=1}^{k} \left\{ \frac{x_j(i:j)_{i}}{\sigma^2} \varphi'_1\left( \frac{x_j(i:j)_{i}}{\sigma} \right) + (j - 1) \frac{x_j(i:j)_{i}}{\sigma^2} \varphi'_2\left( \frac{x_j(i:j)_{i}}{\sigma} \right) - \frac{k - j}{\sigma} x_j(i:j)_{i} \frac{x_j(i:j)_{i}}{\sigma} \varphi'_3\left( \frac{x_j(i:j)_{i}}{\sigma} \right) \right\}
\]

\[
- \sum_{i=1}^{m_2} \left\{ \sum_{j=1}^{k} \frac{x_j(1:k)_{i}}{\sigma^2} \varphi'_1\left( \frac{x_j(1:k)_{i}}{\sigma} \right) - \frac{k - 1}{\sigma^2} x_j(1:k)_{i} \frac{x_j(1:k)_{i}}{\sigma} \varphi'_2\left( \frac{x_j(1:k)_{i}}{\sigma} \right) \right\}
\]

\[
+ (k - 1) \frac{x_j(1:k)_{i}}{\sigma^2} \varphi'_3\left( \frac{x_j(1:k)_{i}}{\sigma} \right) \right\}
\]

\[
- \sum_{i=1}^{m_4} \sum_{j=1}^{k} \frac{x_j(j:j)_{i}}{\sigma^2} \varphi'_1\left( \frac{x_j(j:j)_{i}}{\sigma} \right) - \frac{k - 1}{\sigma^2} x_j(j:j)_{i} \frac{x_j(j:j)_{i}}{\sigma} \varphi'_2\left( \frac{x_j(j:j)_{i}}{\sigma} \right) \right\} - \frac{M}{\sigma} k.
\]

Now, if there exists the MLE of \( \sigma \), it satisfies in the equation \( \frac{\partial l(\sigma)}{\partial \sigma} = 0 \). In general, the solution of this equation does not have an explicit form. Nevertheless, we will show the existence and uniqueness of MLEs of scale parameters for the exponential and normal distributions.

### 3.1. Exponential distribution

Let the underlying distribution be exponential with mean \( \lambda \). The exponential distribution is a famous member of scale family which is used in different fields such as reliability studies and lifetime data analysis. In the following, the existence and uniqueness of the MLE of the scale parameter is investigated based on the FRSS scheme. Using (2), the likelihood equation can be written as

\[
-Mk\lambda + \sum_{i=1}^{m_1} \sum_{j=1}^{k} \left\{ (k - j + 1) x_j(i:j)_{i} - (j - 1) \frac{x_j(i:j)_{i}}{e^{x_j(i:j)_{i}}} - 1 \right\} + \sum_{i=1}^{m_2} \left\{ \sum_{j=1}^{2} k x_j(1:k)_{i} - \frac{x_j(1:k)_{i}}{e^{x_j(1:k)_{i}}} - 1 \right\}
\]

\[
+ \sum_{j=1}^{m_3} \sum_{i=1}^{k} \left\{ \frac{k - 1}{\lambda} x_j(j:j)_{i} - \frac{x_j(j:j)_{i}}{e^{x_j(j:j)_{i}}} - 1 \right\} + \sum_{i=1}^{m_4} \sum_{j=1}^{k} \left\{ \frac{k - 1}{\lambda} x_j(j:j)_{i} - \frac{x_j(j:j)_{i}}{e^{x_j(j:j)_{i}}} - 1 \right\}
\]

\[
+ \sum_{j=1}^{m_5} \sum_{i=1}^{k} \left\{ \frac{k - 1}{\lambda} x_j(1:k)_{i} - \frac{x_j(1:k)_{i}}{e^{x_j(1:k)_{i}}} - 1 \right\}
\]

\[
\frac{\partial l(\sigma)}{\partial \sigma} = 0.
\]
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Note that the left hand side of equation (3) is a continuous function. On the other hand, by taking \( h(\lambda) = \frac{\partial(\lambda)}{\partial \lambda} \), we have:

\[
\lim_{\lambda \to 0^+} h(\lambda) = \sum_{i=1}^{m_1} \sum_{j=1}^{k} (k - j + 1) x_{j(k)} i + \sum_{i=1}^{m_2} \sum_{j=1}^{k} \left[ \sum_{j=1}^{\frac{k}{2}} x_{j(1:k)} i + \sum_{j=\frac{k}{2}+1}^{k} x_{j(k)} i \right] + \sum_{i=1}^{m_3} \sum_{j=1}^{k} x_{j(j)} i + \sum_{i=1}^{m_4} \sum_{j=1}^{k} j x_{j(1:j)} i + \sum_{i=1}^{m_5} \left[ \sum_{j=1}^{\frac{k}{2}} \left( \frac{k}{2} + 1 \right) x_{j(\frac{k}{2}+1:k)} i + \sum_{j=\frac{k}{2}+1}^{k} \frac{k}{2} x_{j(\frac{k}{2}+1:k)} i \right] > 0,
\]

and also \( \lim_{\lambda \to \infty} h(\lambda) < 0 \). Therefore, the likelihood equation in (3) has at least one solution. On the other hand, note that,

\[
h'(\lambda) = -M k - \frac{1}{\lambda^2} \sum_{i=1}^{m_1} \sum_{j=1}^{k} (j - 1) \frac{x_{j(k)}^2 \phi(x_{j(k)} \sigma)}{(e^{x_{j(k)}^2 \sigma^2 / \lambda^2} - 1)^2} - \frac{1}{\lambda^2} \sum_{i=1}^{m_2} \sum_{j=\frac{k}{2}+1}^{k} (k - j - 1) \frac{x_{j(k)}^2 \phi(x_{j(k)} \sigma)}{(e^{x_{j(k)}^2 \sigma^2 / \lambda^2} - 1)^2} - \frac{1}{\lambda^2} \sum_{i=1}^{m_3} \sum_{j=1}^{k} \left( \frac{k}{2} \right) \frac{x_{j(k)}^2 \phi(x_{j(k)} \sigma)}{(e^{x_{j(k)}^2 \sigma^2 / \lambda^2} - 1)^2} - \frac{1}{\lambda^2} \sum_{i=1}^{m_4} \sum_{j=\frac{k}{2}+1}^{k} \left( \frac{k}{2} \right) \frac{x_{j(k)}^2 \phi(x_{j(k)} \sigma)}{(e^{x_{j(k)}^2 \sigma^2 / \lambda^2} - 1)^2},
\]

which is simply a negative expression for all \( \lambda \). Hence, the solution of the equation (3) and consequently the MLE of \( \lambda \) is unique, too.

In the next subsection, we investigate the existence and uniqueness of the MLE for scale parameter in normal distribution using \( X_{FRSS} \).

### 3.2. Normal distribution

Suppose that a FRSS data set is collected from the normal distribution with mean zero and variance \( \sigma^2 \). Using (2), the MLE of \( \sigma \) is obtained by solving the following equation:

\[
\sum_{i=1}^{m_1} \sum_{j=1}^{k} \frac{x_{j(k)} i}{\sigma} \left\{ \frac{x_{j(k)} i}{\sigma} - (j - 1) \phi\left( \frac{x_{j(k)} i}{\sigma} \right) \Phi\left( \frac{x_{j(k)} i}{\sigma} \right) \right\} + \sum_{i=1}^{m_2} \sum_{j=1}^{k} \frac{x_{j(1:k)} i}{\sigma} \left\{ \frac{x_{j(1:k)} i}{\sigma} - (k - j) \phi\left( \frac{x_{j(1:k)} i}{\sigma} \right) \Phi\left( \frac{x_{j(1:k)} i}{\sigma} \right) \right\} + \sum_{i=1}^{m_3} \sum_{j=1}^{k} \frac{x_{j(j)} i}{\sigma} \left\{ \frac{x_{j(j)} i}{\sigma} - (j - 1) \phi\left( \frac{x_{j(j)} i}{\sigma} \right) \Phi\left( \frac{x_{j(j)} i}{\sigma} \right) \right\} + \sum_{i=1}^{m_4} \sum_{j=1}^{k} \frac{x_{j(j)} i}{\sigma} \left\{ \frac{x_{j(j)} i}{\sigma} - (k - j) \phi\left( \frac{x_{j(j)} i}{\sigma} \right) \Phi\left( \frac{x_{j(j)} i}{\sigma} \right) \right\}
\]

\[
+ \sum_{i=1}^{m_5} \sum_{j=1}^{k} \frac{x_{j(j)} i}{\sigma} \left\{ \frac{x_{j(j)} i}{\sigma} - (j - 1) \phi\left( \frac{x_{j(j)} i}{\sigma} \right) \Phi\left( \frac{x_{j(j)} i}{\sigma} \right) \right\} + \sum_{i=1}^{m_6} \sum_{j=1}^{k} \frac{x_{j(j)} i}{\sigma} \left\{ \frac{x_{j(j)} i}{\sigma} - (k - j) \phi\left( \frac{x_{j(j)} i}{\sigma} \right) \Phi\left( \frac{x_{j(j)} i}{\sigma} \right) \right\} - M k = 0,
\]

where \( \phi(\cdot) \) and \( \Phi(\cdot) \) stand for the pdf and cdf of the standard normal distribution. Note that the left hand side of (4) is a continuous function with respect to \( \sigma \), and converges to \( \infty \) and \( (-M k) \), a negative value, when \( \sigma \) tends to
0 and infinity, respectively. Hence, the Eq. (4) has at least one solution. To investigate the uniqueness of the MLE, we have

\[
\frac{\partial^2 I(\sigma)}{\partial \sigma^2} = C + D_1 + D_2 + D_3,
\]

where

\[
-\frac{\sigma^2}{2} C = -MK + \sum_{i=1}^{m_1} \sum_{j=1}^{k} \frac{x_{j(k):i}}{\sigma} \left\{ \frac{x_{j(k):i}}{\sigma} - (j - 1) \frac{\phi\left(\frac{x_{j(k):i}}{\sigma}\right)}{\Phi\left(\frac{x_{j(k):i}}{\sigma}\right)} + (k - j) \frac{\phi\left(\frac{x_{j(k):i}}{\sigma}\right)}{\Phi\left(-\frac{x_{j(k):i}}{\sigma}\right)} \right\}
\]
\[+ \frac{m_2}{2} \sum_{i=1}^{m_2} x_{j(1:k)i} \left\{ \frac{x_{j(1:k)i}}{\sigma} - (k - 1) \frac{\phi\left(\frac{x_{j(1:k)i}}{\sigma}\right)}{\Phi\left(\frac{x_{j(1:k)i}}{\sigma}\right)} \right\} + \sum_{i=1}^{m_2} \sum_{j=1}^{k} x_{j(k):i} \left\{ \frac{x_{j(k):i}}{\sigma} - (j - 1) \frac{\phi\left(\frac{x_{j(k):i}}{\sigma}\right)}{\Phi\left(\frac{x_{j(k):i}}{\sigma}\right)} \right\} \]
\[+ \frac{m_3}{2} \sum_{i=1}^{m_3} x_{j(1:j)i} \left\{ (j - 1) \frac{\phi\left(\frac{x_{j(1:j)i}}{\sigma}\right)}{\Phi\left(\frac{x_{j(1:j)i}}{\sigma}\right)} + x_{j(1:j)i} \right\} \]
\[+ \frac{m_4}{2} \sum_{i=1}^{m_4} x_{j(1:j)i} \left\{ (k - 1) \frac{\phi\left(\frac{x_{j(1:j)i}}{\sigma}\right)}{\Phi\left(-\frac{x_{j(1:j)i}}{\sigma}\right)} \right\} ,
\]

\[
-\sigma^2 D_1 = \sum_{i=1}^{m_1} \sum_{j=1}^{k} \frac{x_{j(k):i}^2}{\sigma^2} + \sum_{i=1}^{m_2} \left( \sum_{j=1}^{k} \frac{x_{j(1:k)i}^2}{\sigma^2} + \sum_{j=\frac{k}{2}+1}^{k} \frac{x_{j(k):i}^2}{\sigma^2} \right) + \sum_{i=1}^{m_3} \sum_{j=1}^{k} \frac{x_{j(1:j)i}^2}{\sigma^2} + \sum_{i=1}^{m_4} \left( \sum_{j=1}^{\frac{k}{2}} \frac{x_{j(1:j)i}^2}{\sigma^2} + \sum_{j=\frac{k}{2}+1}^{k} \frac{x_{j(1:j)i}^2}{\sigma^2} \right) + MK,
\]

\[
-\sigma^2 D_2 = \sum_{i=1}^{m_1} \sum_{j=1}^{k} (j - 1) \frac{x_{j(k):i}^2}{\sigma^2} \frac{\phi\left(\frac{x_{j(k):i}}{\sigma}\right)}{\Phi\left(\frac{x_{j(k):i}}{\sigma}\right)} \left( x_{j(k):i} + \frac{\phi\left(\frac{x_{j(k):i}}{\sigma}\right)}{\Phi\left(\frac{x_{j(k):i}}{\sigma}\right)} \right) + \sum_{i=1}^{m_2} \sum_{j=1}^{k} \frac{1}{2} \frac{x_{j(k):i}^2}{\sigma^2} \frac{\phi\left(\frac{x_{j(k):i}}{\sigma}\right)}{\Phi\left(-\frac{x_{j(k):i}}{\sigma}\right)} \left( x_{j(k):i} + \frac{\phi\left(\frac{x_{j(k):i}}{\sigma}\right)}{\Phi\left(-\frac{x_{j(k):i}}{\sigma}\right)} \right)
\]
\[+ \frac{m_3}{2} \sum_{i=1}^{m_3} \frac{x_{j(1:j)i}^2}{\sigma^2} \frac{\phi\left(\frac{x_{j(1:j)i}}{\sigma}\right)}{\Phi\left(\frac{x_{j(1:j)i}}{\sigma}\right)} \left( x_{j(1:j)i} + \frac{\phi\left(\frac{x_{j(1:j)i}}{\sigma}\right)}{\Phi\left(\frac{x_{j(1:j)i}}{\sigma}\right)} \right) + \sum_{i=1}^{m_4} \sum_{j=\frac{k}{2}+1}^{k} \frac{1}{2} \frac{x_{j(1:j)i}^2}{\sigma^2} \frac{\phi\left(\frac{x_{j(1:j)i}}{\sigma}\right)}{\Phi\left(-\frac{x_{j(1:j)i}}{\sigma}\right)} \left( x_{j(1:j)i} + \frac{\phi\left(\frac{x_{j(1:j)i}}{\sigma}\right)}{\Phi\left(-\frac{x_{j(1:j)i}}{\sigma}\right)} \right) \]
\[+ \sum_{i=1}^{m_4} \sum_{j=\frac{k}{2}+1}^{k} \frac{1}{2} \frac{x_{j(1:j)i}^2}{\sigma^2} \frac{\phi\left(\frac{x_{j(1:j)i}}{\sigma}\right)}{\Phi\left(-\frac{x_{j(1:j)i}}{\sigma}\right)} \left( x_{j(1:j)i} + \frac{\phi\left(\frac{x_{j(1:j)i}}{\sigma}\right)}{\Phi\left(-\frac{x_{j(1:j)i}}{\sigma}\right)} \right) \]
\]
\[
\sigma^2 D_3 = \sum_{i=1}^{m_1} \sum_{j=1}^{k} (k - j) \frac{x_j^2}{\sigma^2} \frac{\phi \left( \frac{x_j \sigma}{\sigma} \right)}{\Phi \left( \frac{x_j \sigma}{\sigma} \right)} \left( \frac{x_j^2}{\sigma} - \frac{\phi \left( \frac{x_j \sigma}{\sigma} \right)}{\Phi \left( \frac{x_j \sigma}{\sigma} \right)} \right) \]
\[
+ \sum_{i=1}^{m_2} \sum_{j=1}^{k} (k - 1) \frac{x_j^2}{\sigma^2} \frac{\phi \left( \frac{x_j \sigma}{\sigma} \right)}{\Phi \left( \frac{x_j \sigma}{\sigma} \right)} \left( \frac{x_j^2}{\sigma} - \frac{\phi \left( \frac{x_j \sigma}{\sigma} \right)}{\Phi \left( \frac{x_j \sigma}{\sigma} \right)} \right) \]
\[
+ \sum_{i=1}^{m_3} \sum_{j=1}^{k} (j - 1) \frac{x_j^2}{\sigma^2} \frac{\phi \left( \frac{x_j \sigma}{\sigma} \right)}{\Phi \left( \frac{x_j \sigma}{\sigma} \right)} \left( \frac{x_j^2}{\sigma} - \frac{\phi \left( \frac{x_j \sigma}{\sigma} \right)}{\Phi \left( \frac{x_j \sigma}{\sigma} \right)} \right) \]
\[
+ \sum_{i=1}^{m_4} \sum_{j=1}^{k} \frac{k}{2} \frac{x_j^2}{\sigma^2} \frac{\phi \left( \frac{x_j \sigma}{\sigma} \right)}{\Phi \left( \frac{x_j \sigma}{\sigma} \right)} \left( \frac{x_j^2}{\sigma} - \frac{\phi \left( \frac{x_j \sigma}{\sigma} \right)}{\Phi \left( \frac{x_j \sigma}{\sigma} \right)} \right) \]
\[
+ \sum_{i=1}^{m_5} \sum_{j=1}^{k} \left( \frac{k}{2} - 1 \right) \frac{x_j^2}{\sigma^2} \frac{\phi \left( \frac{x_j \sigma}{\sigma} \right)}{\Phi \left( \frac{x_j \sigma}{\sigma} \right)} \left( \frac{x_j^2}{\sigma} - \frac{\phi \left( \frac{x_j \sigma}{\sigma} \right)}{\Phi \left( \frac{x_j \sigma}{\sigma} \right)} \right). \tag{8}
\]

The expression in the right hand side of (5) is exactly the same as the one in the left hand side of (4) so, it is equal to zero at any root of the Eq. (4). On the other hand, it is easily seen that \(D_1\) in (6) is always negative. Also, since \(x + \frac{\sigma}{\Phi(x)} > 0\) and \(x - \frac{\sigma}{\Phi(x)} < 0\) for all \(x\) (see, for example, 9), the expressions \(D_2\) and \(D_3\) in (7) and (8), respectively, are negative. Hence, the second derivative of the likelihood function is always negative. These imply that the MLE of \(\sigma\) is unique.

4. Fisher information in FRSS

In this section, the FI contained in a FRSS data set is studied. It is easy to show that under regularity conditions (see, 11, p.68), the amount of FI in a FRSS data set about a vector of parameters \(\theta\) equals to

\[
I_{FRSS}(\theta) = I_{RSS}(\theta) + I_{ERRS}(\theta) + I_{MERSS-1}(\theta) + I_{MERSS-1I}(\theta) + I_{MRSS}(\theta). \tag{9}
\]

Let \(F(\cdot; \theta)\) be the cdf of the underlying population. [7] showed that the FI matrix contained in a RSS data set is given by

\[
I_{RSS}(\theta) = I_{SRS}(\theta) + m_1 k(k - 1) E \left\{ \frac{1}{F(X; \theta) F(X; \theta)} \frac{\partial}{\partial \theta} F(X; \theta) \frac{\partial}{\partial \theta} F(X; \theta) \right\}, \tag{10}
\]

where \(I_{SRS}(\cdot)\) stands for the FI matrix in a SRS. [15] compared the FI about the dependence parameter using RSS with SRS. [9] investigated the FI in MERRS procedure for a scale family of distributions.

Although, there is not a closed form for the FI in general, but we can obtain the FI for special case of exponential distribution.

**Remark 1**

[5, p. 166] Let \(X_1, \ldots, X_k\) be a random sample from an exponential distribution with mean \(\lambda\). Then, the FI contained in the \(j\)th order statistic, denoted by \(I_{j,k}(\lambda)\), is given by

\[
I_{j,k}(\lambda) = \begin{cases} 
\frac{1}{\lambda^2}, & j = 1, \\
\frac{1}{\lambda^2} + \frac{2k(k-1)}{\lambda^2} \zeta(3, k), & j = 2, \\
\frac{1}{\lambda^2} + \frac{k(k-j+1)}{\lambda^2} (\gamma_{j,k} + \delta_{j,k}), & j \geq 3,
\end{cases}
\]

where \(\zeta(\alpha, r) = \sum_{i=0}^{\infty} \frac{1}{(r+i+1)^\alpha}\), \(\gamma_{j,k} = \left[ \sum_{i=1}^{j-2} \frac{1}{k-i} \right]^2\) and \(\delta_{j,k} = \sum_{i=1}^{j-2} \frac{1}{(k-i)^2}\).
The FI in various schemes can be obtained using Remark 1. Of course, the FI in RSS procedure may be computed using (10). For this purpose, we have

\[ I_{\text{RSS}}(\lambda) = \frac{m_1 k}{\lambda^2} + \frac{m_1 k (k-1)}{\lambda^2} \int_0^\infty \frac{x^2 e^{-\frac{x}{\lambda}}}{1 - e^{-\frac{x}{\lambda}}} \, dx \]
\[ = \frac{m_1 k}{\lambda^2} + \frac{m_1 k (k-1)}{\lambda^2} \sum_{i=0}^{\infty} \int_0^\infty x^2 e^{-(i+2)\frac{x}{\lambda}} \, dx \]
\[ = \frac{m_1 k}{\lambda^2} + \frac{m_1 k (k-1)}{\lambda^2} \zeta(3, 2) \]
\[ = \frac{m_1 k}{\lambda^2} \left[ 1 + (k-1)\zeta(3, 2) \right]. \quad (11) \]

Now, using Remark 1, it can be shown that the FI in ERSS, MERSS type I, MERSS type II and MRSS schemes are, respectively, as follows

\[ I_{\text{ERSS}}(\lambda) = \frac{m_2 k}{2} \left[ I_{1,k}(\lambda) + I_{k,k}(\lambda) \right] \]
\[ = \frac{m_2 k}{2} \left[ \frac{1}{\lambda^2} + \frac{1}{\lambda^2} + \frac{k}{\lambda^2(k-2)} \left( \gamma_{k,k} + \delta_{k,k} \right) \right] \]
\[ = \frac{m_2 k}{2 \lambda^2} \left[ 2 + \frac{k}{k-2} \left( \gamma_{k,k} + \delta_{k,k} \right) \right]. \quad (12) \]

\[ I_{\text{MERSS-I}}(\lambda) = m_3 \left\{ \frac{1}{\lambda^2} + I_{2,2}(\lambda) + \sum_{j=3}^{k} I_{j,j}(\lambda) \right\} \]
\[ = m_3 \left\{ \frac{2}{\lambda^2} + \frac{2}{\lambda^2} \zeta(3, 2) + \sum_{j=3}^{k} \left[ \frac{1}{\lambda^2} + \frac{j}{\lambda^2(j-2)} \left( \gamma_{j,j} + \delta_{j,j} \right) \right] \right\} \]
\[ = m_3 \left\{ \frac{2}{\lambda^2} + \frac{4}{\lambda^2} \zeta(3, 2) + \sum_{j=3}^{k} \frac{j}{j-2} \left[ \gamma_{j,j} + \delta_{j,j} \right] \right\}, \quad (13) \]

\[ I_{\text{MERSS-II}}(\lambda) = m_4 \sum_{j=1}^{k} I_{1,j}(\lambda) = \frac{m_4 k}{\lambda^2}, \quad (14) \]

and

\[ I_{\text{MRSS}}(\lambda) = \frac{m_5 k}{2} \left\{ I_{\frac{k}{2},k}(\lambda) + I_{\frac{k}{2}+1,k}(\lambda) \right\}, \quad (15) \]

where

\[ I_{\frac{k}{2},k}(\lambda) = \left\{ \frac{1}{\lambda^2} + \frac{2k(k-1)}{\lambda^2} \zeta(3, k), \quad \frac{k}{2} = 2, \right\}
\[ \left\{ \frac{1}{\lambda^2} + \frac{k(k+1)}{\lambda^2(k-2-1)} \left[ \gamma_{\frac{k}{2},k} + \delta_{\frac{k}{2},k} \right], \quad \frac{k}{2} \geq 3. \right\} \]

Consequently, the FI contained in \( X_{\text{FRSS}}^{(M)} \) about \( \lambda \) is obtained by summing Eqs. (11)-(15) as

\[ I_{\text{FRSS}}(\lambda) = I_{\text{RSS}}(\lambda) + I_{\text{ERSS}}(\lambda) + I_{\text{MERSS-I}}(\lambda) + I_{\text{MERSS-II}}(\lambda) + I_{\text{MRSS}}(\lambda). \quad (16) \]

The following result is concluded as trivial using the asymptotic properties of the MLE.
Table 1. Values of FI of some selected permutations of $m$ for exponential distribution.

|        | $k = 4$ | $k = 6$ |
|--------|---------|---------|
| $m$    | FI      | $m$    | FI      |
| (0,0,0,0,6) | 56.85905 | (0,0,0,0,6) | 119.97000 |
| (1,0,0,0,5) | 56.23191 | (1,0,0,0,5) | 118.09841 |
| (2,0,0,0,4) | 55.80188 | (2,0,0,0,4) | 116.22683 |
| (3,0,0,0,3) | 54.97762 | (3,0,0,0,3) | 114.35524 |
| (4,0,0,0,2) | 53.09619 | (4,0,0,0,2) | 112.54308 |
| (5,0,0,0,1) | 52.66617 | (5,0,0,0,1) | 110.85156 |
| (6,0,0,0,0) | 52.23614 | (6,0,0,0,0) | 109.15704 |

Remark 2
Let $\hat{\lambda}_{FRSS}$ be the MLE of $\lambda$ based on the FRSS scheme with $M$ cycles. Then the asymptotic distribution of $\hat{\lambda}_{FRSS}$ is given by

$$\sqrt{n} \left( \hat{\lambda}_{FRSS} - \lambda \right) \to N \left( 0, \frac{1}{I_{FRSS}(\lambda)} \right), \quad \text{as} \quad n \to \infty,$$

where $n = Mk$ is the size of measured data.

Since the first and second derivatives of log-likelihood function in normal distribution have complex functional forms, we can not derive a closed form for the FI in this case. So, numerical methods are needed to compute it.

The FIs are calculated for all permutations of $m = (m_1, m_2, m_3, m_4, m_5)$. It is obvious that the number of all permutations of $m = (m_1, m_2, m_3, m_4, m_5)$ for $M = 6$ equals 210, so, we have just presented 10 permutations with the most FIs and also 10 permutations with the least FIs in Table 1.

From Table 1, the following outcomes deduced:

- The FI increases, when $n = Mk$ increases for all permutations of $m = (m_1, m_2, m_3, m_4, m_5)$.
- The schemes $(0,0,0,0,6)$ and $(0,0,0,6,0)$ have maximum and minimum values of FI, respectively.
- One can derive the most FIs between all permutations of $m = (m_1, m_2, m_3, m_4, m_5)$ by Combining MRSS and RSS schemes. Furthermore, combinations of MERSS type-II and ERSS schemes have the least FIs in among all permutations.
Table 2. The RE for some selected permutations of $m$ for exponential distribution by considering different values of $c_i$, $c_q$, $c_{r1}$, $c_{r2}$, and $c_{r3}$.

| $k$ | $m$ | RE  | $k$ | $m$ | RE  |
|-----|-----|------|-----|-----|------|
| 4   | 23  | 300  | 4   | 3.55|      |
|     | (0,0,5,0,1) | 1.8466 | (0,0,5,0,1) | 2.2059 | 1.2659 |
|     | (0,0,6,0,0) | 1.8466 | (0,0,6,0,0) | 2.2059 | 1.2648 |
|     | (0,0,4,0,2) | 1.8464 | (0,0,4,0,2) | 2.2058 | 1.2296 |
|     | (0,0,3,0,3) | 1.8464 | (0,0,3,0,3) | 2.2058 | 1.2250 |
|     | (0,0,2,0,4) | 1.8463 | (0,0,2,0,4) | 2.2057 | 1.2248 |
|     | (0,0,1,0,5) | 1.8461 | (0,0,1,0,5) | 2.2057 | 1.2209 |
|     | (1,0,0,0,5) | 1.8257 | (1,0,0,0,5) | 2.1713 | 1.0894 |
|     | (1,0,1,0,4) | 1.8254 | (1,0,1,0,4) | 2.1702 | 1.0465 |
|     | (1,0,2,0,3) | 1.8251 | (1,0,2,0,3) | 2.1690 | 0.8146 |
| 6   | 14  | 50   | 3   | 1   |
|     | (0,0,6,0,0) | 1.5307 | (0,0,6,0,0) | 1.6663 | 0.8905 |
|     | (0,0,5,0,1) | 1.4748 | (0,0,5,0,1) | 1.5786 | 0.8765 |
|     | (0,1,5,0,0) | 1.4585 | (0,1,5,0,0) | 1.5539 | 0.8637 |
|     | (1,0,5,0,0) | 1.4569 | (1,0,5,0,0) | 1.5494 | 0.8489 |
|     | (0,0,4,0,2) | 1.4248 | (0,0,4,0,2) | 1.5050 | 0.8332 |
|     | (1,0,1,0,1) | 1.4087 | (1,0,1,0,1) | 1.4912 | 0.7905 |
|     | (1,0,0,0,5) | 1.4078 | (1,0,0,0,5) | 1.4803 | 0.7796 |
|     | (0,0,3,0,3) | 1.3986 | (0,0,3,0,3) | 1.4782 | 0.7504 |
|     | (1,0,4,0,1) | 1.3922 | (1,0,4,0,1) | 1.4543 | 0.7308 |
|     | (1,1,4,0,0) | 1.3915 | (1,1,4,0,0) | 1.4528 | 0.6153 |
| 8   | 12  | 78   | 2   | 1.5 |
|     | (0,0,6,0,0) | 1.7066 | (0,0,6,0,0) | 1.9496 | 1.0784 |
|     | (0,0,5,0,1) | 1.6817 | (0,0,5,0,1) | 1.9100 | 1.0758 |
|     | (0,1,5,0,0) | 1.6612 | (0,1,5,0,0) | 1.8747 | 1.0685 |
|     | (0,0,4,0,2) | 1.6585 | (0,0,4,0,2) | 1.8746 | 1.0444 |
|     | (0,1,4,0,1) | 1.6516 | (0,1,4,0,1) | 1.8543 | 1.0121 |
|     | (1,0,4,0,1) | 1.6387 | (1,0,4,0,1) | 1.8248 | 0.9433 |
|     | (0,0,3,0,3) | 1.6368 | (0,0,3,0,3) | 1.8412 | 0.9249 |
|     | (1,0,4,0,1) | 1.6292 | (1,0,4,0,1) | 1.8214 | 0.9079 |
|     | (2,0,4,0,0) | 1.6189 | (2,0,4,0,0) | 1.8141 | 0.8721 |
|     | (1,0,3,0,2) | 1.6176 | (1,0,3,0,2) | 1.8111 | 0.7200 |
5. Optimal FRSS scheme

In this section, the optimal scheme \( m = (m_1, m_2, m_3, m_4, m_5) \) is determined via defining a RE criterion. Toward this end, we use two separate criteria, the efficiency of estimators and the costs of sampling. The idea of [18] has been used in this section. It should be highlighted that on the basis of philosophy of RSS scheme, there are different costs such as cost of sampling one unit \( (c_i) \), cost of quantification of the interested variable for one unit \( (c_q) \), cost of one pairwise comparison in RSS and MRSS schemes \( (c_r) \), cost of one pairwise comparison in ERSS scheme \( (c_{r_2}) \) and cost of one pairwise comparison in MERSS type I and MERSS type II schemes \( c_{r_3} \). It is worth pointing out that from the philosophy of different mentioned schemes of RSS in this paper, one can easily find out that \( c_i \) is less than \( c_q \). Therefore, the total cost of FRSS scheme can be computed as

\[
C_{\text{FRSS}} = k (m_1 + m_5) [kc_i + g_1(k)c_{r_1} + c_q] + m_2k(kc_i + g_2(k)c_{r_2} + c_q) + (m_3 + m_4) \left[ \frac{k(k + 1)}{2} c_i + k(g_2(k)c_{r_3} + c_q) \right],
\]

where \( g_1(k) \approx \frac{(k+2)(k-1)}{2} \) stands for the number of needed pairwise comparisons for judgment ranking in both of RSS and MRSS schemes; also, \( g_2(k) \approx k - 1 \) represents the number of needed pairwise comparisons for judgment ranking in the ERSS, MERSS type I and MERSS type II schemes. Moreover, the total cost of SRS is given by

\[
C_{\text{SRS}} = N (c_i + c_q).
\]

Now, suppose that \( T_{\text{FRSS}} \) and \( T_{\text{SRS}} \) are two estimators based on the FRSS and SRS schemes, respectively. Then, the RE of \( T_{\text{FRSS}} \) with respect to \( T_{\text{SRS}} \) is defined as

\[
\text{RE}(T_{\text{FRSS}}, T_{\text{SRS}}) = \frac{C_{\text{SRS}} \cdot \text{MSE}(T_{\text{SRS}})}{C_{\text{FRSS}} \cdot \text{MSE}(T_{\text{FRSS}})},
\]

where \( \text{MSE}(T) = E(T - \theta)^2 \) stands for the mean squared error of the estimator \( T \) of the parameter \( \theta \). For more details, see also, [24]. In the sequel, we compare the REs of MLEs of the scale parameters of both exponential and normal distributions based on the FRSS and SRS schemes with same size \( n = Mk \).

5.1. Exponential distribution

Based on a simple random sample from the exponential distribution with mean \( \lambda \), it can be easily shown that the MLE of \( \lambda \) is the sample mean, that is, \( \hat{\lambda}_{\text{SRS}} = \bar{X} \), and it is easy to see that \( \hat{\lambda}_{\text{SRS}} \) is an unbiased estimator with variance \( \lambda^2/n \). On the other hand, using Remark 2, for large values of \( n \), it is clear that approximately, \( \text{Var}(\hat{\lambda}_{\text{FRSS}}) = (nI_{\text{FRSS}}(\lambda))^{-1} \). Therefore, one can obtain the \( \text{RE}(\hat{\lambda}_{\text{FRSS}}, \hat{\lambda}_{\text{SRS}}) \) using (17). Toward this end, some different costs have been considered. The REs are computed for \( M = 6 \) and \( k = 4, 6 \). We have just presented 10 permutations with the most REs and also 10 permutations with the least REs in Table 2.

From Table 2 the following outcomes can be deduced:

- The estimator \( \hat{\lambda}_{\text{FRSS}} \) is more efficient than \( \hat{\lambda}_{\text{SRS}} \) for many permutations of \( m = (m_1, m_2, m_3, m_4, m_5) \).
- The schemes \((0, 0, 5, 0, 1), (0, 0, 6, 0, 0) \) and \((0, 0, 4, 0, 2) \) are common in Table 2 among 10 permutations which have the most REs. So, one of them may be considered as the optimal FRSS scheme for estimating the mean of exponential distribution.
- Using the entries of Table 2, the RE of different schemes in the problem of estimating the mean of exponential distribution may also be compared together. For example, when \( k = 4 \), the RE of MERSS type I, the case of \( m = (0, 0, 6, 0, 0) \), with respect to MERSS type II, the case of \( m = (0, 0, 0, 6, 0) \), is \( 1.8466/0.8773 = 2.1049 \), which implies that MERSS type I is more efficient than MERSS type II.
- The RE is sensitive to changes of the cost values and permutations order of \( m = (m_1, m_2, m_3, m_4, m_5) \) is changed by different values of costs.
Table 3. The RE for some selected permutations of $m$ for normal distribution by considering different values of $c_i$, $c_q$, $c_{r_1}$, $c_{r_2}$, and $c_{r_3}$.

| $c_i$ | $c_q$ | $c_{r_1}$ | $c_{r_2}$ | $c_{r_3}$ | $k = 4$ | $k = 6$ |
|-------|-------|-----------|-----------|-----------|---------|---------|
|       |       |           |           |           | $m$ | RE     | $m$ | RE     |
| 5     | 30    | 3.5       | 3         | 1         | (0.3,2,1,0) | 4.2038 | 1.0,0.1,4 | 2.6700 | 1.0,0.1,4 | 2.1118 |
|       |       |           |           |           | (0.6,0,0,0) | 4.1787 | 1.1,0,0,4 | 2.6586 | 1.0,0,1,4 | 2.0314 |
|       |       |           |           |           | (0.1,5,0,0) | 4.1702 | 3.0,0,0,3 | 2.6326 | 3.0,0,0,3 | 1.9904 |
|       |       |           |           |           | (0.2,2,2,0) | 4.1582 | 1.0,1,0,4 | 2.6185 | 1.0,1,0,4 | 1.9780 |
|       |       |           |           |           | (0.5,1,0,0) | 4.1280 | 2.0,0,0,4 | 2.5588 | 3.0,0,0,3 | 1.9304 |
|       |       |           |           |           | (0.1,3,2,0) | 4.1231 | 0.1,0,0,5 | 2.5497 | 1.0,1,0,4 | 1.8560 |
|       |       |           |           |           | (0.2,1,3,0) | 4.1020 | 0.0,1,0,5 | 2.4941 | 0.1,1,0,5 | 1.7737 |
|       |       |           |           |           | (0.2,4,0,0) | 4.0961 | 0.0,0,1,5 | 2.4505 | 0.0,0,1,5 | 1.7737 |
|       |       |           |           |           | (0.0,4,2,0) | 4.0918 | 1.0,0,0,5 | 2.3974 | 0.0,0,0,6 | 1.5314 |
|       |       |           |           |           | (0.1,4,1,0) | 4.0899 | 0.0,0,0,6 | 2.3253 | 0.0,0,0,6 | 1.5314 |
| 7     | 12    | 5         | 3         | 2         | (0.1,5,0,0) | 2.8635 | 1.0,0,1,4 | 1.5588 | 1.1,0,0,4 | 1.0705 |
|       |       |           |           |           | (0.0,4,2,0) | 2.8470 | 1.1,0,0,4 | 1.5480 | 1.0,0,1,4 | 1.0268 |
|       |       |           |           |           | (0.0,5,1,0) | 2.8401 | 1.0,1,0,4 | 1.5287 | 0.3,2,1,0 | 0.9998 |
|       |       |           |           |           | (0.1,3,2,0) | 2.8311 | 3.0,0,0,3 | 1.5034 | 0.1,5,0,0 | 0.9870 |
|       |       |           |           |           | (0.0,3,2,0) | 2.8221 | 0.1,0,0,5 | 1.4846 | 0.3,0,0,5 | 0.9785 |
|       |       |           |           |           | (0.0,3,3,0) | 2.8211 | 0.0,1,0,5 | 1.4561 | 0.0,0,6,0 | 0.9352 |
|       |       |           |           |           | (0.0,6,0,0) | 2.8170 | 0.0,0,1,5 | 1.4306 | 0.2,3,1,0 | 0.9203 |
|       |       |           |           |           | (0.0,0,6,0) | 2.8143 | 1.0,0,0,5 | 1.3691 | 0.2,0,4,0 | 0.8966 |
|       |       |           |           |           | (0.1,4,1,0) | 2.8083 | 0.0,0,0,6 | 1.3279 | 0.0,3,3,0 | 0.8393 |
| 10    | 13    | 8         | 5         | 3         | (0.0,4,2,0) | 2.6031 | 1.0,0,1,4 | 1.3346 | 1.1,0,0,4 | 0.7593 |
|       |       |           |           |           | (0.0,5,1,0) | 2.5968 | 1.1,0,0,4 | 1.3205 | 1.1,0,1,4 | 0.8504 |
|       |       |           |           |           | (0.1,5,0,0) | 2.5912 | 1.0,1,0,4 | 1.3089 | 0.1,5,0,0 | 0.8281 |
|       |       |           |           |           | (0.0,3,3,0) | 2.5794 | 3.0,0,0,3 | 1.2780 | 0.0,6,0,0 | 0.8121 |
|       |       |           |           |           | (0.0,6,0,0) | 2.5757 | 0.1,0,0,5 | 1.2664 | 0.0,3,3,0 | 0.8084 |
|       |       |           |           |           | (0.0,0,6,0) | 2.5732 | 0.0,1,0,5 | 1.2467 | 0.1,1,4,0 | 0.7745 |
|       |       |           |           |           | (0.1,3,2,0) | 2.5619 | 2.0,0,0,4 | 1.2422 | 0.0,5,1,0 | 0.7573 |
|       |       |           |           |           | (0.0,1,5,0) | 2.5536 | 0.0,0,1,5 | 1.2249 | 0.1,5,0,0 | 0.7425 |
|       |       |           |           |           | (0.0,2,4,0) | 2.5424 | 1.0,0,0,5 | 1.1638 | 0.1,2,3,0 | 0.6906 |
|       |       |           |           |           | (0.1,4,1,0) | 2.5413 | 0.0,0,0,6 | 1.1288 | 0.1,0,5,0 | 0.6248 |
5.2. Normal distribution

Suppose that the underlying distribution is $N(0, \sigma^2)$. It can be easily shown that the MLE of $\sigma^2$ based on the SRS method, denoted by $\hat{\sigma}^2_{SRS}$, has the variance $\frac{2\sigma^4}{n}$. On the other hand, as mentioned in subsection 3.1, the MLE of $\sigma^2$ on the basis of the FRSS scheme, i.e. $\hat{\sigma}^2_{FRSS}$, does not have an explicit form. So, numerical simulations are required to study the behaviour of MSE. The simulation algorithm is performed with $2 \times 10^5$ repetitions for standard normal distribution. Moreover, to determine the values of $\text{RE}(\hat{\sigma}^2_{FRSS}, \hat{\sigma}^2_{SRS})$, some different costs have been considered. Values of $\text{RE}(\hat{\sigma}^2_{FRSS}, \hat{\sigma}^2_{SRS})$ are presented in Table 3 for some selected permutations of $m$.

From Table 3, it is observed that:

- The estimator $\hat{\sigma}^2_{FRSS}$ is more efficient than $\hat{\sigma}^2_{SRS}$ for many permutations of $m$.
- The optimal scheme is a combination of ERSS, MERSS type I and MERSS type II schemes. More precisely, when $k = 4$ the optimal schemes $(0, 1, 5, 0, 0), (0, 1, 3, 2, 0)$ and $(0, 4, 2, 0, 0)$, are common for different values of costs in Table 3 and when $k = 6$ the optimal common schemes are $(0, 1, 3, 2, 0)$ and $(0, 0, 6, 0, 0)$.
- When $k = 6$, the RE of ERSS, $m = (0, 6, 0, 0, 0)$, with respect to MERSS type I, $m = (0, 0, 6, 0, 0)$, in the problem of estimating $\sigma^2$ in normal distribution is $4.5179/4.4431 = 1.0168$. The REs of other schemes may be derived, similarly.
- The RE is sensitive to changes of the cost values and permutations order of $m = (m_1, m_2, m_3, m_4, m_5)$ is changed by different values of costs.

6. Conclusions

In this paper, a FRSS scheme including ordinary RSS, ERSS, MERSS and MRSS was introduced and the associated likelihood function derived. The MLE was considered in scale family of distributions based on the FRSS. The existence and uniqueness of the MLEs of scale parameters were investigated in the exponential and normal distributions. Moreover, the amount of FI about the parameter of interest was studied and some results were presented in detail for the case of exponential distribution.

A comparison was done among different FRSS schemes. To obtain the optimal FRSS scheme a criterion was defined based on both efficiency and cost considerations. It was deduced that combining some existing sampling schemes increases the RE. Moreover, the optimal scheme depends on the underlying distribution and the parameter of interest. The proposed scheme can be extended to some other cases:

- Other versions of FRSS including more sampling schemes may be valuable to study.
- As previously mentioned in the procedure of ERSS, from one half of sets the minima and from the others the maxima are recorded. If in all sets the maxima are observed, using some algebraic and numerical computations, we observe that the amount of FI about the mean of exponential distribution increases.
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