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Abstract
We present a simple proof of the surface classification theorem using normal curves. This proof is analogous to Kneser’s and Milnor’s proof of the existence and uniqueness of the prime decomposition of 3-manifolds. In particular, we do not need any invariants from algebraic topology to distinguish surfaces.

Keywords Classification of surfaces · Normal curves · Prime decomposition of manifolds

Mathematics Subject Classification (2020) 57M25 · 57R65 · 57M12

1 Introduction
One of the central problems in topology asks for the classification of manifolds in a fixed dimension, where often the simplifying assumption is imposed that the manifolds are connected, orientable and closed (i.e. compact and without boundary). While it is not hard to show that any 1-manifold is homeomorphic to the 1-dimensional circle \(S^1\) (we refer to [6, Sect. 7.1] for a detailed proof, a different proof for smooth 1-manifolds is given in [17]) the first non-trivial classification result is the classification of surfaces. Throughout this paper, we will use the word surface to describe a closed, connected, orientable, triangulated, and smooth 2-dimensional manifold.

Theorem 1.1 For any surface \(F\) there exist a unique non-negative integer \(g\), the genus of \(F\), such that \(F\) is diffeomorphic to \(#^gT^2\), the \(g\)-fold connected sum of \(2\)-tori.
Where in the above theorem \( \#_0 T^2 \) is defined to be the 2-sphere \( S^2 \) and \( \#_1 T^2 \) just denotes a 2-torus \( T^2 = S^1 \times S^1 \). Theorem 1.1 is often attributed to Radó [21], who proved that any topological 2-manifold can be triangulated, cf. [18]. Given a triangulated surface \( F \) it is not difficult to actually construct a smooth structure on \( F \). For a direct proof (not using any triangulation) that any surface admits a smooth structure, we refer to [10] where the smooth structure is constructed using Kirby’s torus trick which is one of the main ingredients to study the existence of PL structures on higher dimensional manifolds [13]. Moreover, it is known that every homeomorphism between smooth surfaces is isotopic to a diffeomorphism, see [10] for a modern proof. It follows that Theorem 1.1 remains also true for topological surfaces.

In the classical proof of Theorem 1.1 one chooses a triangulation of a given surface \( F \) and modifies this triangulation without changing the diffeomorphism type of the underlying surface by cut and paste topology into a standard form from which one can read-off that \( F \) is diffeomorphic to a connected sum of tori, see for example the classical [25].

A modern, more elegant, approach is given by using handle decompositions (as done in [7] or [6, Chap. 108]) which need the surface to admit a smooth structure. A similar approach is taken in Conway’s ZIP proof [5].

To conclude the proof in both approaches, in the classical and the modern approach, one needs to argue that \( \#_g T^2 \) and \( \#_{g'} T^2 \) are not homeomorphic if \( g \neq g' \). This can be achieved by computing invariants from algebraic topology such as the Euler characteristic, the (abelization of the) fundamental group or the homology groups.

In this note, we will discuss a different proof of Theorem 1.1 using normal curves which is analogous to Kneser’s and Milnor’s proof of the existence and uniqueness of the prime decomposition of 3-manifolds [14, 16]. For more details on the prime decompositions of 3-manifolds, we also refer to Chap. 3 of [11]. In particular, our proof will not use any invariants from the machinery of algebraic topology. On the other hand, we have to appeal to the Schoenflies theorem [23], which can be shown by elementary methods (see for example Chap. 3 of [18]).

In Sect. 2 we will briefly introduce the necessary background on normal curves. Using normal curves we will show in Sect. 3 that \( T^2 \) is a prime surface (i.e. it cannot be decomposed non-trivially as a connected sum) and that the only other prime surface is \( S^2 \). To conclude the proof of Theorem 1.1 we will show in Sects. 4 and 5 that any surface admits a unique prime decomposition. Finally, in Sect. 6 we will briefly relate our approach to results for higher dimensional manifolds.

Conventions:

We work in the smooth category. All manifolds, maps, and ancillary objects are assumed to be smooth. All arguments would also work in the PL category.

2 Normal Curves on Triangulated Surfaces

The idea to prove Theorem 1.1 is that the collection of curves on a given surface \( F \) will determine \( F \). To actually make the collection of curves into an object that we
Fig. 1 Singular triangulations of $T^2$ (left) and $S^2$ (right) consisting of two triangles each. On the other hand, it is not hard to show that the minimal number of triangles needed to genuine triangulate $S^2$, respectively $T^2$, is 4, respectively 14.

can handle effectively we will restrict to a simple subclass of curves that contain still all interesting curves but admit a nice countable structure. These are the so-called normal curves.

In this section we will introduce the needed concepts about normal curves. More on normal curves can be found in Sect. 3.2 of [15], another source is [24].

First, we recall the concept of a singular triangulation of a surface. We denote by $\Delta$ a 2-dimensional triangle seen as a subspace of $\mathbb{R}^2$. A (singular) simplicial complex is obtained by taking finitely many copies of $\Delta$ and identifying all their edges in pairs via affine homeomorphisms. A (singular) triangulation $T$ of a surface $F$ is a homeomorphism of $F$ to a singular simplicial complex.

Remark 2.1 In contrast to a genuine triangulation a singular triangulation needs much fewer triangles to build a given surface. Since the theory of normal curves works equally well for singular triangulations, we choose to work with singular triangulations here.

We denote by $F$ always a surface with a fixed choice of a triangulation. We denote the triangles in the triangulation of $F$ by $\{\Delta_1, \ldots, \Delta_n\}$.

A closed 1-dimensional submanifold $c$ of $F$ is called curve system and if $c$ is connected just curve. By general position, we can assume after a small perturbation of $c$ that $c$ intersects the edges $E$ of the triangles transversely and does not intersect the vertices $V$. Then it follows from the Schoenflies theorem [23] that any component of $c \cap \Delta_i$ is either a closed curve bounding a disk in the interior of $\Delta_i$, an embedded arc that connects two points on the same edge of $\Delta_i$ or an embedded arc connecting two different edges of $\Delta_i$, as depicted in Fig. 2.

A curve system $c$ on $F$ is called normal if for any triangle $\Delta_i$ of the triangulation every component of $c \cap \Delta_i$ is an arc connecting two different edges of $\Delta_i$.

Actually, it is not a real restriction to restrict to normal curves as the next result shows.

Theorem 2.2 Any curve system $c$ on a surface $F$ can be deformed into a normal curve system by isotopy and possibly removing components bounding disks in $F$.

Proof Let $c$ be a curve system on $F$. We will describe an algorithm, called normalization, that deforms $c$ into a normal curve system.
Fig. 2 Possible components of the intersection \( c \cap \Delta \) of a curve system \( c \) with a triangle \( \Delta \). If only the right configuration (or its rotations) occurs, \( c \) is called normal.

Fig. 3 Step 2 in the normalization process removes two intersection points of \( c \) with an edge of the triangulation.

To show that our algorithm terminates in finite time, we define the complexity \( d(c) \) of a curve system \( c \) as the sum of the number of components of \( c \) and the intersection points of \( c \) with the edges of the triangulation. We emphasize the obvious fact that \( d \) is bounded from below by 0.

**Step 1:** If one component of \( c \) bounds a disk inside a triangle \( \Delta \) as in Fig. 2 (left), we remove that component. This will decrease the complexity \( d(c) \) by one and thus after finitely many executions of Step 1, we end up with a curve system, \( c' \) without configurations as on the left of Fig. 2.

The curve system \( c' \) is not isotopic to \( c \) but only differs from \( c \) by finitely many curves that bound disks in \( F \). This is the only place where the curves are not changed by isotopy. For simplicity we denote \( c' \) again by \( c \).

**Step 2:** If there exists a triangle \( \Delta \) such that one component of \( c \cap \Delta \) is an arc that connects two points on the same edge of \( \Delta \) as in the middle of Fig. 2 we take the innermost of those components and isotope it into the nearby triangle, as shown in Fig. 3. (Here we use again the Schoenflies theorem.) This isotopy will reduce a pair of intersection points with an edge and thus reduce the complexity \( d(c) \) by two. Then we continue again with Step 1.

Since in both steps the complexity is reduced, the algorithm will terminate after finitely many executions and end with a curve system \( c \) that is normal. \( \square \)

We remark that a curve (if it bounds a disk) might be deformed to the empty set by the above algorithm. For an **essential** curve (i.e. one that does not bound a disk) the above deformation is always an isotopy and in particular, we can always choose a representative that is normal.

One main feature of normal curves is that we can describe them uniquely (up to isotopy through normal curves) by non-negative integer solutions of simple linear...
equations. For that we enumerate the angles in all triangles of the triangulation by $1, \ldots, 3n$ and assign to a given normal curve system $c$ an integral vector $x(c) \in \mathbb{N}_0^{3n}$ with $i$-th entry $x_i$ the number of arcs in $c$ that run through the $i$-th angle.

We observe that for any edge $e$ of the triangulation there are exactly 4 adjacent angles. Let $x_i$ and $x_j$ the coordinates belonging to the angles on one side of $e$ and $x_k$ and $x_l$ the coordinates belonging to the other side of $e$. Then we observe that $x_i + x_j = x_k + x_l$, since the number of components of $c$ on both sides of $e$ has to be equal. This yields the so-called matching system

\[ x_i + x_j = x_k + x_l, \text{ for all } x_i, x_j, x_k, x_l \text{ belonging to the same edge,} \]
\[ x_i \geq 0, \text{ for } 1 \leq i \leq 3n. \]

**Theorem 2.3** The map

\[ \left\{ \text{normal curves} \right\} / \sim \longrightarrow \left\{ \text{solutions of the matching system} \right\} \]
\[ c \longmapsto x(c) \]

is a bijection from the set of normal curves (up to normal isotopy) to the solutions of the matching system.

**Proof** To construct the inverse we assign to any solution of the matching system a normal curve as follows. For any angle $i$ we draw $x_i$ parallel arcs that join the sides of the angle. If $x$ is a solution of the matching system, the number of arcs coming from one side to an edge equals the number of arcs coming from the other side. Thus there is a unique way to connect these arcs to a normal curve system $c$ belonging to the solution $x$. \[ \square \]

**Example 2.4** We consider the triangulation of $T^2$ shown in Fig. 4 and fix the labeling of the angles as depicted in that figure. Then the matching system is given by

\[ x_1 + x_3 = x_2 + x_4, \]
\[ x_1 + x_5 = x_2 + x_6, \]
\[ x_3 + x_5 = x_4 + x_6, \]
Every normal curve system with $m, l, k \geq 1$ contains a curve that bounds a disk. Right: 3 simple solutions of the matching system that represent essential curves on $T^2$.

We solve the matching system and set $m := x_1 = x_2$, $l := x_3 = x_4$, and $k := x_5 = x_6$. Thus we see that the set of normal curves $\mathcal{N}$ on $T^2$ is given by

$$\mathcal{N} = \{ C_{m,l,k} = (m, m, l, l, k, k) \mid m, l, k \geq 0 \}.$$

By Theorem 2.2 every essential curve on $T^2$ is contained in $\mathcal{N}$.

### 3 Classification of Prime Surfaces

In this section, we will classify all prime surfaces. More concretely we will show that any prime surface is diffeomorphic to $S^2$ or $T^2$. We will start by showing that these two surfaces are prime.

We recall that a surface $F$ is prime if there is no description of $F$ as $F_1 \# F_2$ for surfaces $F_1$ and $F_2$ that are both not diffeomorphic to $S^2$. And thus a surface is prime if and only if it does not contain a reducing curve, i.e. an essential and separating curve.

**Lemma 3.1** $S^2$ is prime.

**Proof** The Schoenflies theorem [23] implies that any curve on $S^2$ bounds a disk and thus $S^2$ does not contain any essential curve. □

**Lemma 3.2** $T^2$ is prime.

**Proof** We will show that any essential curve on the 2-torus is non-separating. For that, we use the triangulation and the matching system $\mathcal{N}$ from Example 2.4. By Theorem 2.2 any essential curve is isotopic to a normal curve and Theorem 2.3 implies that any essential curve is given by a solution of the matching system $\mathcal{N}$.

First, we observe in Fig. 5 that any normal curve $C_{m,l,k}$ with $m, l, k \geq 1$ contains a curve that bounds a disk and is thus non-essential. So it is enough to consider only normal curves with at least one of $m, l$, or $k$ vanishing.
We choose the standard meridian-longitude pair \((\mu, \lambda)\) on \(T^2\) inducing the standard orientation on \(T^2\) such that \(\mu = C_{1,0,0}\) and \(\lambda = C_{0,1,0}\) (as unoriented curves), see Fig. 5. Then it follows that \(C_{0,0,1} = \mu - \lambda\). Therefore, we have

\[
\begin{align*}
C_{m,l,0} &= m\mu + l\lambda, \\
C_{m,0,k} &= (m + k)\mu - k\lambda, \\
C_{0,l,k} &= k\mu + (l - k)\lambda.
\end{align*}
\]

We remark here that \(C_{m,l,0} = m\mu + l\lambda\) and \(C_{0,l+m,m} = m\mu + l\lambda\) are isotopic (although not isotopic as normal curves). Similarly \(C_{m,0,k} = (m + k)\mu - k\lambda\) and \(C_{0,m,m+k} = (m + k)\mu - k\lambda\) are isotopic.

It follows that any essential curve on \(T^2\) can be written (up to isotopy) as \(p\mu + q\lambda\) with \(p \in \mathbb{N}_0\) and \(q \in \mathbb{Z}\). Finally, it is not hard to see that a normal curve system \(p\mu + q\lambda\) is connected if and only if \(p\) and \(q\) are coprime and in that case the complement is connected. We have shown that \(T^2\) does not contain any essential separating curve. 

\(\square\)

**Remark 3.3** That any essential curve on a 2-torus is isotopic to a curve of the form \(p\mu + q\lambda\) for \(p\) and \(q\) coprime is already a non-trivial result, see for example [22, Chap. 2] for a different proof.

Next, we will show that these two examples are actually the only prime surfaces.

**Proposition 3.4** Let \(F\) be a prime surface, then \(F\) is diffeomorphic to \(S^2\) or \(T^2\).

**Proof** First, we show that any triangulated surface \(F\) admits a polygonal description, i.e. \(F\) can be obtained from a triangulated convex polygon \(P\) in the plane by identifying pairs of boundary edges of the polygon. We construct \(P\) inductively. We start with an arbitrary triangle \(\Delta_1\) in the triangulation of \(F\) and set \(P_1 = \Delta_1\). Next, we glue to one of its edges a different adjacent triangle \(\Delta_2\) to obtain the polygon \(P_2\), which we can deform to be convex. We continue inductively by gluing an adjacent triangle \(\Delta_i\) to the polygon \(P_{i-1}\) along one of its edges to get the polygon \(P_i\) which we again deform to be convex. Here we always choose a triangle \(\Delta_i\) that is not yet contained in \(P_{i-1}\). It is straightforward to show that after finitely many steps we are left with a triangulated polygon \(P\) in the plane that contains all triangles in the triangulation. From \(P\) we can obtain \(F\) by identifying pairs of boundary edges.

Now we assume that \(F\) is prime. We take two edges \(e_1\) and \(e_2\) of the triangulated polygon that get identified and choose an embedded normal arc \(c\) in the polygon connecting \(e_1\) and \(e_2\) that induces a normal curve on \(F\), see Fig. 6. Such a normal arc \(c\) exists by performing the normalization process from the proof of Theorem 2.2 in this setting.

First, we discuss the case that \(F \setminus c\) is path-connected. Then we can find a normal curve \(c'\) intersecting \(c\) transversely in a single point, see Fig. 6 (left). Since \(F\) is orientable a regular neighborhood \(v\) of \(c \cup c'\) is diffeomorphic to \(T^2 \setminus D^2\). Now we observe that the boundary \(\partial v\) of \(v\) is a curve in \(F\) and since \(F\) is prime \(\partial v\) has to bound a disk in \(F\) and we conclude that \(F\) is diffeomorphic to \(T^2\).
In the other case, when $F \setminus c$ consists of two components $F_1$ and $F_2$, we will argue that we can simplify the triangulated polygon. Indeed, since $F$ is prime, we know that $c$ bounds a disk in $F$, and thus one of the components of its complement, say $F_1$, has to be a disk $D^2$. It follows that collapsing $F_1$ to a point will not change the topology of $F$. Thus we get a polygon $P'$ with fewer edges also describing $F$ as follows. We cut $P$ along $c$, remove the part of $P$ that belongs to $F_1$, and collapse the part of the boundary belonging to $c$, $e_1$ and $e_2$, see Fig. 6 (right).

After finitely many of those steps we either find a normal curve with connected complement and deduce that $F$ is diffeomorphic to a 2-torus or we reduce the polygon to the bigon polygon describing $S^2$.

\section{The Existence of the Prime Decomposition for Surfaces}

In this section, we will show that any surface can be decomposed into prime surfaces. This implies that any surface is diffeomorphic to the connected sum of some number of 2-tori.

\textbf{Theorem 4.1} Any surface $F$ can be decomposed into prime factors, i.e. $F$ is diffeomorphic to $F_1 \# \ldots \# F_g$ with $F_i$ prime surfaces.

\textbf{Proof} The proof follows the naive approach of repeatedly cutting the surface along separating essential curves until only prime pieces remain. We need to argue why this process stops after finite time. (In fact, this process will, in general, not stop in higher dimensions, see Sect. 6.)

For that, we will show that there exists for every surface $F$ a natural number $g$, such that for any curve system $c$ consisting of $g$ disjoint separating essential curves $c_1, \ldots, c_g$ at least two curves $c_i$ and $c_j$ are isotopic.

We choose a triangulation $\{\Delta_1, \ldots, \Delta_n\}$ of $F$. By Theorem 2.2 we can assume that $c$ is normal. We observe that for any triangle $\Delta_i$ in the triangulation the complement $\Delta_i \setminus c$ of $c$ consists of quadrilaterals $Q_j$ and at most four other exceptional pieces
**Fig. 7** Left: $\Delta_i \setminus c$ consists of quadrilaterals $Q_j$ (in red) and at most four exceptional pieces $E_j$ (in blue). Right: The component $F_k$ is obtained by gluing together only quadrilaterals and thus forms an annulus between two components $c_i$ and $c_j$ (Color figure online)

$E_j$, see Fig. 7 (left). Every quadrilateral has the property that two opposite edges are subsets of $c$ and the other two edges are subsets of the edges of the triangulation. Since the triangulation consists of $n$ triangles $\Delta_i$ we see that the complement of $c$ decomposes as

$$F \setminus c = \bigcup_{j=1}^{m} Q_j \cup \bigcup_{j=1}^{l} E_j,$$

where $l$, the total number of exceptional pieces, is at most $4n$ and thus bounded by a quantity that only depends on the triangulation of the surface $F$ and not on $c$. On the other hand, we know that all $c_i$ are separating and thus $F \setminus c$ decomposes as disjoint union of $g + 1$ pieces, i.e.

$$F \setminus c = F_1 \sqcup \cdots \sqcup F_{g+1}.$$

If we now choose $g \geq 4n \geq l$, it follows that at least one $F_k$ does not contain any exceptional pieces $E_j$ and thus $F_k$ is obtained by gluing together quadrilaterals $Q_j$, see Fig. 7 (right). Since the surface $F$ is orientable, we conclude that $F_k$ is an annulus between two curves $c_i$ and $c_j$ and thus $c_i$ is isotopic to $c_j$. □

As a direct corollary, we obtain the following.

**Corollary 4.2** For any surface $F$ there exists a non-negative integer $g$ such that $F$ is diffeomorphic to $\#_g T^2$.

**Proof** From Theorem 4.1 we know that $F$ is diffeomorphic to $F_1 \# \cdots \# F_{g'}$ with $F_i$ prime surfaces. But from Proposition 3.4 we know that any $F_i$ is diffeomorphic to a 2-torus or a 2-sphere. □
5 The Uniqueness of the Prime Decomposition for Surfaces

To finish the proof of Theorem 1.1 it remains to argue that the genus of a surface is actually an invariant of its diffeomorphism type. In this section, we will achieve this by showing that the prime decomposition of a surface is unique (up to adding \(S^2\)-factors).

**Theorem 5.1** If \(#_g T^2\) is diffeomorphic to \(#_{g'} T^2\) then \(g\) and \(g'\) are equal.

For the proof of Theorem 5.1 we will need the following two well-known observations about diffeomorphisms of surfaces.

**Lemma 5.2** (Alexander trick) Any diffeomorphism of \(S^1 = \partial D^2\) extends to a diffeomorphism of \(D^2\).

**Proof** Let \(f : S^1 \to S^1\) be a diffeomorphism. After possibly composing with a reflection that extends over \(D^2\) we can assume that \(f\) is orientation preserving. We will show that \(f\) is isotopic to the identity. First, we observe that after an isotopy we can assume that \(f\) preserves \(0 \in S^1 = \mathbb{R}/2\pi \mathbb{Z}\). We write \(\tilde{f}\) for the lift of \(f\) to a map \(\mathbb{R} \to \mathbb{R}\). Then we observe that the linear interpolation between \(\tilde{f}\) and the identity is equivariant and thus induces an isotopy between \(f\) and the identity. By performing this isotopy on a tubular neighborhood of \(S^1\) in \(D^2\) we deduce that \(f\) extends over \(D^2\). \(\square\)

**Lemma 5.3** Let \(c\) and \(c'\) be non-separating curves on a surface \(F\). Then there exists a diffeomorphism of \(F\) that sends \(c\) to \(c'\).

**Proof** It is not hard to explicitly construct such a diffeomorphism as a composition of Dehn twists. Instead of repeating this standard argument here we refer for example to Lemma 13.3 in [20] for a detailed proof. \(\square\)

**Proof of Theorem 5.1** Let \(F\) be a surface that is diffeomorphic to two connected sum decompositions, to \(F_1 \# \cdots \# F_g\) and to \(F'_1 \# \cdots \# F'_{g'}\), with \(F_1, \ldots, F_g\) and \(F'_1, \ldots, F'_{g'}\) prime surfaces that are not 2-spheres. From Proposition 3.4 it follows that any \(F_i\) and any \(F_i'\) is diffeomorphic to a 2-torus. From the Schoenflies theorem, it follows that any curve on \(S^2\) separates \(S^2\). On the other hand, for any \(g \geq 1\) there exists a curve on \(#_g T^2\) that does not separate. Thus \(g = 0\) if and only if \(g' = 0\) and we assume without loss of generality that \(g, g' > 0\).

Next, we want to show that if we remove a prime surface, say \(F_g = T^2\) and \(F'_g = T^2\), from both connected sum decompositions, the resulting surfaces are still diffeomorphic. Then we can conclude by induction. For that we choose a curve \(S^1 \times \{p\} \subset T^2\) that is mapped under the diffeomorphisms to \(F_g\) and \(F'_g\) to curves \(c \subset F_g\) and \(c' \subset F'_g\) that are disjoint from the disks in \(F_g\) and \(F'_g\) used for the connected sums. In particular, \(c\) and \(c'\) also represent curves on \(F\). If we cut \(F\) along \(c\) and glue two 2-disks to the resulting boundary components we get \(F_1 \# \cdots \# F_{g-1}\). Similarly, if we cut \(F\) along \(c'\) and fill the boundary components with 2-disks, we obtain...
Since $c$ and $c'$ are non-separating, Lemma 5.3 gives us a diffeomorphism of $F$ that maps $c$ to $c'$. Its restriction $F \setminus c \to F \setminus c'$ extends by Lemma 5.2 over the glued-in 2-disks to a diffeomorphism from $F_1 \# \cdots \# F_g$ to $F'_1 \# \cdots \# F'_{g'}$. We conclude by induction that $g = g'$. □

Remark 5.4 We will close with two remarks.

- Some authors define the genus of a closed, connected, oriented surface as the maximum number of components in a non-separating curve system. Theorem 5.1 implies that a surface of genus $g$ (with this alternative definition) is diffeomorphic to $gT^2$.

- Our arguments extend also to non-orientable surfaces. We briefly comment on the necessary changes. Similar as in Lemma 3.2 we can show that the real projective plane $\mathbb{R}P^2$ is prime. By extending Proposition 3.4 we see that $\mathbb{R}P^2$ is the only non-orientable prime surface [24]. The existence of the prime decomposition works exactly the same. (Here we only need to notice that a separating curve on a surface always has an orientable neighborhood.)

The uniqueness is slightly more involved. If $F$ is a non-orientable surface then it is not hard to see that $F\#T^2$ is diffeomorphic to $F\#R\mathbb{P}^2 \# R\mathbb{P}^2$ and thus the prime decomposition is in general not unique. Now let $F$ be a non-orientable surface that is diffeomorphic to two connected sum decompositions, to $F_1 \# \cdots \# F_g$ and to $F'_1 \# \cdots \# F'_{g'}$, with $F_1, \ldots, F_g$ and $F'_1, \ldots, F'_{g'}$ prime surfaces that are not 2-spheres. First we use the relation $F\#T^2 = F\#R\mathbb{P}^2 \# R\mathbb{P}^2$ to replace any $T^2$-summand by an $R\mathbb{P}^2 \# R\mathbb{P}^2$-summand. Then Proposition 3.4 implies that all $F_i$ and $F'_i$ are $R\mathbb{P}^2$. Then we use an extension of Lemma 5.3 to non-orientable surfaces, to inductively remove $R\mathbb{P}^2 \# R\mathbb{P}^2$-summands from the two different connected sum decompositions as in the proof of Theorem 5.1. Like this we can reduce one of the two connected sum decompositions to $S^2$ or $R\mathbb{P}^2$. From the primeness and the orientability it follows that the other reduced connected sum decomposition is the same.

6 Higher Dimensional Manifolds

Since the proofs presented here are inspired by the 3-dimensional proofs they naturally extend into dimension 3, where Kneser and Milnor proved that any closed oriented 3-manifold admits a unique (up to reordering and adding $S^3$-factors) prime decomposition [14, 16]. On the other hand, it is not hard to show that there exist infinitely many non-homeomorphic prime 3-manifolds (for example the lens spaces) and thus the classification of 3-manifolds is not an implication of the prime decomposition theorem. Nevertheless, the algorithmic classification of 3-manifolds is possible and normal surfaces play a crucial role in them as in many other algorithmic results in 3-manifold topology. We refer to [4, 9, 15] for more details. On the other hand, it is not hard to construct for any given finitely presented group $G$ and any integer $n \geq 4$ a closed oriented $n$-manifold with fundamental group isomorphic to $G$. Since the isomorphism problem of finitely presented groups is unsolvable [2, 19] there is also no
algorithmic classification of manifolds of dimension at least 4. Nevertheless, manifolds of dimension at least 5 are classified, although not algorithmically, via surgery theory, see for example [3, 26].

Finally, we refer to [1] for a discussion of the prime decompositions of higher dimensional manifolds. In particular, we want to emphasize the observation that the connected sum decomposition of higher dimensional smooth manifolds is often not unique and the naive approach of cutting a manifold along essential separating spheres will in general not terminate uniquely in finite time. Here we mention two different ways to see this. First, we have the Kervaire–Milnor theorem that states that there are exactly 28 non-diffeomorphic smooth 7-manifolds that are all homeomorphic to $S^7$ and that these 28 manifolds together with the connected sum form a group isomorphic to $\mathbb{Z}_{28}$ [12]. Second, we know that for any closed simply-connected smooth 4-manifold $W$ there exist natural numbers $a, b, c, d$ such that $W \#_a \mathbb{C}P^2 \#_b - \mathbb{C}P^2$ is diffeomorphic to $\#_c \mathbb{C}P^2 \#_d - \mathbb{C}P^2$, where $\mathbb{C}P^2$ denotes the complex projective space and $-\mathbb{C}P^2$ the complex projective space with opposite orientation [8].
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