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Abstract

Text-driven image manipulation is developed since the vision-language model (CLIP) has been proposed. Previous work has adopted CLIP to design a text-image consistency-based objective to address this issue. However, these methods require either test-time optimization or image feature cluster analysis for single-mode manipulation direction. In this paper, we manage to achieve inference-time optimization-free diverse manipulation direction mining by bridging CLIP and StyleGAN through Latent Alignment (CSLA). More specifically, our efforts consist of three parts: 1) a data-free training strategy to train latent mappers to bridge the latent space of CLIP and StyleGAN; 2) for more precise mapping, temporal relative consistency is proposed to address the knowledge distribution bias problem among different latent spaces; 3) to refine the mapped latent in $s$ space, adaptive style mixing is also proposed. With this mapping scheme, we can achieve GAN inversion, text-to-image generation and text-driven image manipulation. Qualitative and quantitative comparisons are made to demonstrate the effectiveness of our method.

1. Introduction

Generative adversarial networks [15] are designed for image synthesize. Among several GAN variants, StyleGAN [18, 19] has shown its superior properties on several generative tasks such as human face generation or animal face generation. And the generative prior of StyleGAN has been utilized in many downstream tasks [1, 3, 8, 24, 30]. StyleGAN-based image manipulation is one of the most important subtopics, which indicates editing a realistic or synthesized image on its $w$, $w+$ or $s$ latent.

Due to the progress of vision-language model (CLIP) [26], image and text data can be embedded into one shared latent space, which has enabled many text-image cross-modal approaches. StyleCLIP [24] has proposed three different methods based on the text-image consistency for text-driven image manipulation: 1) latent optimization edits one image by optimizing its latent feature in $w+$ space; 2) latent mapper is trained for a certain manipulation direction and can generate residual for $w+$ latent; 3) global directions mining can explore manipulation direction in $s$ space via a statistical strategy. These methods suffer from lack of inference-time efficiency, because extra costs are inevitable for editing on a certain image or mining a novel manipula-
tion direction.

To address this issue, we have proposed our method CSLA by bridging CLIP and StyleGAN through latent alignment. Specifically, we have adopted mappers to map latents from CLIP-space to w-space and s-space. However, there is a knowledge distribution bias problem between CLIP and StyleGAN. These two models have knowledge divergence about the average object (e.g. the average human face), which can result in bad cases of manipulation as shown in Fig. 1.

To solve this problem and achieve more precise mapping, instead of directly mapping CLIP-latent $f_I$ to w-latent $w$ and s-latent $s$, we have mapped the manipulation residuals $\Delta f_I$ to $\Delta w$ and $\Delta s$. Nevertheless, it is obvious to select the average latent as the manipulation center in $w$ and $s$ space, but the selection of the manipulation center in CLIP-space can greatly influence the manipulation result. Therefore, we have discussed the effect of different manipulation center selections and proposed a temporal relative manipulation center selection strategy for training.

Despite the well-alignment of the manipulation center and manipulation direction, mapping from CLIP-space to s-space still has biases. Inspired by style mixing, we manage to design a learnable adaptive style mixing module to achieve self-modulation in s-space, which can generate modulating signals to refine $\Delta s$.

After training, the image encoder $E_I$ of CLIP can be used for GAN inversion. The text encoder $E_T$ of CLIP can be embed texts into CLIP-space as $f_T$. For the CLIP-space is shared with $f_I$ and $f_T$, $f_T$ can also be mapped into w-space or s-space for text-conditioned image generation. Besides, by given of two sentences, we can compute the manipulation direction with $f_{T_{src}}$ and $f_{T_{tar}}$.

Experiments have produced qualitative and quantitative results that can verify our method. Our contributions are summarized as follows:

- A data-free training strategy named CSLA is proposed for arbitrary text-driven manipulation without extra time consumption at inference-time.

- We have noticed the knowledge distribution bias problem between CLIP and StyleGAN and solved this problem by mapping the latent residual.

- We have proposed temporal relative consistency and adaptive style mixing to refine mapped $\Delta s$.

2. Related work

2.1. Vision-Language Model

In recent years, vision-language pre-training [14, 26, 29, 36, 47, 48] has become an attractive novel research topic. As the most significant study, CLIP [26] has achieved cross-modal joint representation between text and image data by training among 400 million text-image pairs from the Internet. With its prior text-image consistency knowledge, it can achieve SOTA on zero-shot classification. And its prior knowledge also promotes other text-image cross-modal tasks. In this paper, we employ CLIP as an image encoder for latent alignment training.

2.2. Zero-Shot Text-to-Image Generation

Zero-shot text-to-image generation is a conditional generation task with reference text. To achieve zero-shot text-to-image generation, DALL-E [28] aims to train a transformer [42] to autoregressively model the text and image tokens as a single stream of data. Beyond zero-shot generation, CogView [12] has further investigated the potential of itself on diverse downstream tasks, such as style learning, super-resolution, etc. CogView2 has made attempts for faster generation via hierarchical transformer architecture. Different form those transformer-based methods, DiffusionCLIP [20], GLIDE [23] and DALL-E2 [27] has introduced diffusion model [16, 37, 38] with CLIP [26] guidance and achieved better performance. From then on, many recent works [9, 32, 33, 43] have greatly developed this research direction. Most of these works suffer from expensive training consumption due to their billions of parameters. Meanwhile, our method with about only 8M learnable parameters can achieve text-to-image generation via a much faster training process rather than these methods on a single 2080Ti.

2.3. StyleGAN-based Image Manipulation

StyleGAN has three editable latent spaces ($w, w+, s$) and high-fidelity generative ability. Therefore, some approaches manage to achieve image manipulation through an inversion-editing manner. pSp [30] has proposed a pyramid encoder to inverse an image for RGB space to $w+$ space. Instead of learning inversion from image to $w+$ latent, e4e [40] encodes an images into $w$ and a group of residuals to produce $w+$ latent. Besides, ReStyle [4] iteratively inverse an image into $w+$ space by addition on the predicted $w+$ residual and achieved SOTA performance. To manipulate the inversed image latent, most of the existing non-CLIP manipulation direction mining methods are working through a clustering way, e.g. InterFaceGAN [35]. Our method manipulates images with two sentences instead of two sets of images.

2.4. Combination of CLIP and StyleGAN

StyleCLIP [24] is the most influential CLIP-driven StyleGAN manipulation approach by using CLIP to consist its objective. Following StyleCLIP, StyleMC [22] has trained mappers to produce $\Delta s$ for single-mode StyleGAN manipulation. And StyleGAN-NADA [13] finetunes an generator
Figure 2. Demonstration of three major applications of CLIP. Red dotted line represents the data flow of backward propagation. Black dotted line means “inference-only”. As shown in figure, the first group of works adopts CLIP to consist of their loss function. Another group of works analysis $\Delta w$ by zero-shot classification with CLIP. Besides, some works use CLIP as the image encoder and replace the image embedding with text embedding as inference time to achieve language-free training and text-driven manipulation.

Figure 3. Demonstration of the training process of our method. Synthesized images with their corresponding latents in $w$ and $s$ space are sampled by a pre-trained StyleGAN. Then the image is passed through the image encoder of CLIP and subtracted by the base feature in CLIP-space. Later, the residual CLIP feature is mapped into $\Delta w$ and $\Delta s = \{s_1, s_2, ..., s_n\}$ which has enabled the consistency objectives to train these align mappers. During inference time, the image encoder of CLIP is replaced by the text encoder. Therefore, we can achieve text-driven manipulation direction mining.

with text guidance. Essence Transfer [5] has also adopted CLIP for its objective to achieve image-based essence transfer by optimization on latents of StyleGAN. Another work Counterfactual [46] has focused on counterfactual manipulation by learning to produce manipulation residual on $w$ latents. Meanwhile, ContraCLIP [41] has made attempts to address the problem of discovering non-linear interpretable paths in the latent space of pre-trained GANs in a model-agnostic manner. Different from these works, CLIP2StyleGAN [2] has adopted CLIP as a classifier to tag a large set of real or synthesized images. Thus they can better disentangle the $w$ space to achieve exact manipulation. Besides, some other works like HairCLIP [44] have adopted CLIP as their image encoder while our method has also utilized CLIP in this way as shown in Fig. 2. Among this kind of methods, AnyFace [39] is the most similar to our method. But it requires paired language-image training data, thus can not support manipulation in arbitrary data domains. Meanwhile, our method combines CLIP and StyleGAN in an unsupervised and training data-free manner so
that we can achieve diverse text-driven image manipulation more efficiently. A concurrent work CLIP2Latent [25] also developed latent mapping for text-to-image generation. There are several distinctions: 1) they adopt diffusion model for latent mapping while ours use MLP which is faster; 2) their method maps to $w$ latent while ours maps to $\Delta s$ latent for better disentangled manipulation; 3) we propose temporal relative consistency and adaptive style mixing to refine the mapping.

3. Method

In this section, the description of our method has been divided into five parts: 1) the overall architecture of our method; 2) the selection of manipulation center in CLIP-space and our proposed temporal relative consistency; 3) the adaptive style mixing strategy; 4) the objective of our method; 5) how our method works at inference time.

3.1. Overall Architecture of Latent Alignment

The overall architecture of our method has been shown in Fig. 3. Our major purpose is to train mappers to align latent spaces. To efficiently achieve that, we manage this training process through a latent distillation strategy. During training, we sample $w$ and $s$ latents with their corresponding RGB image $I$ by a pre-trained StyleGAN.

$$w, s, I = G(z), z \sim N(0, 1).$$  \hspace{1cm} (1)

Then the image is encoded to a CLIP latent to compute residual latent $\Delta f_{\text{CLIP}}$ with preset CLIP-space manipulation center $f_{\text{base}}$, which is fed into full connected (FC) mappers to compute $\Delta w$ and $\Delta s$.

$$\Delta f_{\text{CLIP}} = E_I(I) - f_{\text{base}},$$
$$\Delta w = \text{FC}_w(\Delta f_{\text{CLIP}}),$$
$$\Delta s = \{\text{FC}_s(\Delta w)\}, i \in \{1, 2...n\}. \hspace{1cm} (2)$$

While $\Delta w_{\text{avg}}$ and $\Delta s_{\text{avg}}$ can be computed by subtraction between original $w, s$ and the preset manipulation center latent $w_{\text{base}}, s_{\text{base}}$, our mappers can be trained by forcing $\Delta w$ and $\Delta s$ to fit $\Delta w_{\text{avg}}$ and $\Delta s_{\text{avg}}$.

$$\Delta w_{\text{avg}} = w - w_{\text{base}},$$
$$\Delta s_{\text{avg}} = \{s_i - s_{\text{base}}, i \in \{1, 2...n\}\}. \hspace{1cm} (3)$$

After all, the StyleGAN is forward propagated once for each iteration, which can save about 50% cost than the distillation in RGB space.

The network architecture of our mappers is the same as StyleGAN because its effectiveness is proven and we consider it is not necessary for extra incremental designs for the mapper. And we have removed the pixel normalization to avoid information loss of latent norm.

3.2. Temporal Relative Consistency

To address the knowledge distribution bias problem discussed in Sec. 1, we manage to map latent residuals. Therefore, the selection of manipulation centers $f_{\text{base}}, w_{\text{base}}$ and $s_{\text{base}}$ are crucial for latent alignment. It is reasonable to select the $w_{\text{avg}}$ and its corresponding $s_{\text{avg}}$ for $w$ space and $s$ space. The only thing questionable is the choice of CLIP-space. We have made attempts for at least four selections: 1) average center $f_{\text{CLIP}}$ encoded from $I$ corresponding to the average latent $\bar{w}$ of StyleGAN; 2) text center embedded from “a picture of [class]”, where [class] is the StyleGAN’s specialty; 3) exponential moving average (EMA) center computed during training; 4) learnable manipulation center.

Having made a series of attempts, we have found the average center outperforms the other three configurations. The text center lacks stability because it can be influenced by the original text description. It is mathematical explicable that the EMA center has the same performance as the average center. And the learnable center can be considered...
as the element-wise bias on latents, which has performed worse than the average center.

To further refine alignment, we have proposed temporal relative consistency as an extension of the average center. More specifically, in addition to the major manipulation center, we have employed two dynamic queues to keep several previous sampled $f_{CLIP}$ and $w$ latents. Therefore, we can compute $\Delta f_{CLIP}$ and $\Delta w$ with randomly sampled multi-center instead of the single average center as shown in Fig. 4.

The effectiveness of the temporal relative consistency can be explained by implicitly expanded batch size and data augmentation. Although we still sample one latent per iteration, with temporal relative consistency, the input batch size of $F_{C_w}$ is equal to the size of queues, which has been fixed to 4096 in practice. For the batch size expansion is made on latent-level, the extra computation cost is limited to only about 8G MACs, which has hardly affected training time consumption. Besides, the multi-center queue is dynamic and temporal updated so that the $\Delta f_{CLIP}$ is strongly augmented for better convergence.

### 3.3. Adaptive Style Mixing

According to the architecture of StyleGAN [18], $s$ latents in different resolution levels can be mixed and result in mixed RGB images. This operation is named style mixing. By using style mixing, the manipulation latent in $s$ space can be more precisely disentangled [2]. Inspired by this, we manage to involve style mixing in a learnable manner. Therefore, we have proposed adaptive style mixing (ASM).

With an exemplar of StyleGAN trained on $1024 \times 1024$ resolution, there are 26 latent vectors in $s$ space in total. We design a tiny network with two MLP layers followed by a Sigmoid function with $\Delta w$ as its input to produce modulating signals as shown in Fig. 5. The tiny network produces affine signals to control the magnitude and adjust the bias of each $s$ latent.

$$\alpha, \beta = ASM(\Delta w), \alpha, \beta \in \mathbb{R}^n,$$

$$\Delta s_i = \alpha_i \ast \Delta s_i + \beta_i, i \in \{1, 2..n\}. \quad (4)$$

### 3.4. Objective

The overall objective of our method consists of two parts. They supervise the alignment training in $w$ and $s$ space respectively.

$$L_{total} = L_w + \lambda_s \ast L_s. \quad (5)$$

We manage to supervise consistency on both the absolute value of the latent residual and the direction of the latent residual. The direction consistency is to force maximize the cosine similarity between vectors,

$$L_{dir}(x, y) = 1 - \frac{x \ast y}{|x| \ast |y|}. \quad (6)$$

Then, we can represent objective on $\Delta w$ and $\Delta s$ as:

$$L_w = |\Delta w - \Delta w_{arg}| + \lambda_{w_{dir}} L_{dir}(\Delta w, \Delta w_{arg}),$$

$$L_s = \frac{1}{n} \sum_{i=1}^{n} |\Delta s_i - \Delta s_{arg,i}| + \lambda_{s_{dir}} L_{dir}(\Delta s_i, \Delta s_{arg,i}). \quad (7)$$

Here, $n$ represents the number of latents in $s$ space. In practice, we have fixed $\lambda_{w_{dir}}, \lambda_s$ and $\lambda_{s_{dir}}$ to 10, 10 and 1.
3.5. Manipulation

Before manipulation on latents, GAN inversion is required. Previous works [39] make inversion by employing state-of-the-art GAN inversion methods. Our latent alignment method can not only use other GAN inversion methods, but also support inversion for general image cases as a by-product via the image encoder (E_T) of CLIP. Though the inversion performance has a deviation from the source image especially on corner cases due to most of the parameters are fixed to keep prior knowledge, it is still a convenient and efficient option. After inversion, w and s latent of the source image are gained.

By giving of two sentence T_{src} and T_{trg}, \Delta f_{src} and \Delta f_{trg} is computed with the major manipulation center:

\[
\Delta f_{src} = E_T(T_{src}) - f_{base},
\]
\[
\Delta f_{trg} = E_T(T_{trg}) - f_{base}.
\]

Then we can map \Delta T_{src} and \Delta T_{trg} into w and s space. The manipulation direction \Delta w and \Delta s are computed by:

\[
\Delta w_{src}, \Delta w_{trg} = FC_w(\Delta f_{src}), FC_w(\Delta f_{trg}),
\]
\[
\Delta w = \Delta w_{trg} - \Delta w_{src},
\]
\[
\Delta s = \{FC_s(\Delta w_{trg}) - FC_s(\Delta w_{src})\}, i \in \{1, 2...n\}.
\]

With \Delta w and \Delta s, we can achieve both w and s space manipulation. But we have found that manipulation in s space is more flexible and accurate because the selection of layers to modify has enabled more precise manipulation direction disentanglement. Besides the general manipulations on appearance, we can also achieve manipulation on pose or expression as shown in Fig. 6.

4. Experiment

4.1. Implementation Details

Our work is developed based on the open-source code of CLIP and StyleGAN [31]. Experiments are made by using their pre-trained models. While the CLIP model is unique, StyleGAN models are trained on different datasets including the human face dataset FFHQ [18] and cat, car, church, horse datasets from LSUN [45]. Image resolution is fixed to 1024 × 1024 for FFHQ, 512 × 512 for animal face and LSUN car, 256 × 256 for the others. During training, the batch size is set to 1. The learning rate is initialized to 1e-2 in the beginning, then reduced by the Poly scheme. Adam [21] optimizer is employed to update the weights of the network. The whole training process lasts for 5e6 iterations and spends about 6 days on a single NVIDIA GeForce RTX 2080Ti. The whole framework is implemented on Pytorch.

Besides, we have also integrated our method on StyleGAN3 [17] and StyleGAN-XL [34] for experiments on animal face dataset AFHQ [6, 7] and ImageNet [10]. Most of the demonstration and comparison figures in this paper consist of materials from FFHQ. Demonstrations for other datasets are in our supplementary materials for page limitation. These results have shown our method can also manipulate motion, background and grayscale.

4.2. Comparison with the State-of-the-art Methods

As shown in Tab. 1, these SOTA methods have unaligned settings. To make fair comparison, the compared method should not involve extra training data, so that we have ignored AnyFace because their method depends on the dataset

| Role of CLIP | Method | pre- proc. | training time | infer. time | extra paired data | latent space | manipulation mode |
|-------------|--------|------------|--------------|-------------|-------------------|--------------|------------------|
| Loss        | StyleCLIP-optim. [24] | – | 1 | 98 sec | no | w+ | arbitrary |
| Classifier  | StyleCLIP- mapper | 4h | 10 − 12h | 75ms | no | w+ | single |
| Encoder     | StyleCLIP-global dir. | – | 5s | 65ms | no | s | single |
| –           | StyleMC [23] | – | – | 25ms | no | w | multiple |
| –           | CLIP2StyleGAN [2] | – | 145h | 59ms | yes | s | arbitrary |
| –           | AnyFace [39] | – | unknown | unknown | no | s | arbitrary |
| –           | Ours | – | unknown | unknown | no | s | arbitrary |

Table 1. Comparison of settings for different methods combined of CLIP and StyleGAN. The inference time of CLIP2StyleGAN marked by "∗" is our reproduction with their open-source code. "..." means that the item is not necessary and should be remained blank. “unknown” means that the item is unable to reproduce due to a lack of source code or time consumption. The configuration “manipulation mode” has three types: “single” means the method only supports one manipulation mode after training or pre-processing; “multiple” means that CLIP2StyleGAN can support different but only a few manipulation modes; “arbitrary” means the method can support different manipulation modes for each inference without limitation.
Figure 8. Qualitative comparison with other state-of-the-art methods. From top to bottom, there are four groups of manipulation results representing “decoration”, “expression”, “age” and “gender” respectively. Rather than other methods, our method can produce manipulation results better aligned with the target text prompt.

consists of human face images and corresponding text descriptions. Besides, the compared method should also support arbitrary manipulation modes. Therefore, our major competitive methods the latent optimization mode of StyleCLIP and StyleMC despite of their much slower inference speed.
4.2.1 Inference Speed

According to Tab. 1, CLIP2StyleGAN is the most fast method. This is mainly because it has pre-processed on latent directions and saved the manipulation vectors into files. Thus, they can avoid time consumption on manipulation direction mining. However, the drawback is these manipulation modes are unable to be further developed. They can only support six manipulation directions on human faces referring to their open-source code. The inference speed of our method is in the first echelon among these SOTA methods, while ours can achieve arbitrary manipulation mode without extra data preparation during training time.

4.2.2 Qualitative Results

Though StyleCLIP has developed a free-generation mode by latent optimization, their generated images lack diversity and consistency to the text guidance as shown in Fig. 7. For the others are only proposed for manipulation, our method has achieved the best performance on text-to-image generation among these methods based on CLIP and StyleGAN.

Comparison between our method and the SOTA methods on manipulation is shown in Fig. 8. As shown in figure, we have compared manipulation performance on four major modes. Rather than StyleCLIP and StyleMC, our method can synthesize images with higher fidelity and more consistency with the target text prompt, while maintaining personal attributes of source images.

4.2.3 Quantitative Results

For quantitative comparison, we manage to evaluate these methods from two criteria: 1) personal identity; 2) consistency with the target text prompt. Therefore, we have employed SOTA models including ArcFace [11] for face ID score and CLIP for text consistency score. 100 images participated in the evaluation. The score of face identity is computed as follows, $E_{id}$ represents the ArcFace model:

$$\text{Score}_{id} = \frac{1}{n} \sum_{i=1}^{n} \frac{E_{id}(I_{src}) \cdot E_{id}(I_{syn})}{|E_{id}(I_{src})| \cdot |E_{id}(I_{syn})|},$$  \hspace{1cm} (12)

Meanwhile, the CLIP score is represented by the accuracy of image classification on description text pairs. For example, “a picture of a person with glasses” and “a picture of a person without glasses” consist of target classes. Then we can compute zero-shot image classification accuracy on manipulated images. More details of evaluation metrics are in our supplementary materials.

| Mode      | StyleCLIP-optim. | StyleMC | Ours   |
|-----------|------------------|---------|--------|
|          | faceID Acc       | faceID Acc | faceID Acc |
| glass    | 0.62 ± 0.30      | 0.69 ± 0.30 | 0.82 ± 0.65 |
| smile    | 0.71 ± 0.43      | 0.79 ± 0.45 | 0.76 ± 0.69 |
| age      | 0.63 ± 0.43      | 0.71 ± 0.45 | 0.76 ± 0.69 |
| gender   | 0.70 ± 0.43      | 0.76 ± 0.69 | 0.76 ± 0.69 |

According to the evaluation results shown in Tab. 2, although other methods have utilized ArcFace and CLIP for their loss function, our method can better manipulate human face images while maintaining the face identity.

4.3. Ablation Study

We have made qualitative experiments for ablation study via text-to-image generation in different settings. For text-to-image generation is sensitive to the effect of latent alignment, it can give an intuitive reflection. As shown in Fig. 9, the consistency with target text can be improved by using $\Delta s$ mapper. Then, the fidelity of the synthesized image can be improved by introducing ASM. Besides, training with TRC can further refine the synthesized image quality according to “wig” and “microphone”.

5. Conclusions

In this paper, we aim to propose an effective and efficient method for text-driven image manipulation. Previous works combined with CLIP and StyleGAN suffer from inference time consumption for arbitrary manipulation directions. Therefore, we have solved this problem by aligning latents from CLIP space to $w$ and $s$ space. Meanwhile, we also proposed adaptive style mixing (ASM) and temporal relative consistency (TRC) to improve the performance of our method. Besides, our method can also achieve GAN.
inversion and text-to-image generation. To verify our approaches, qualitative and quantitative experiments are made for comparison with SOTAs and ablation study. Experiment results have shown that our method achieved better performance to the SOTAs.
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Appendix

A. Overview

In this supplementary material, we enumerate the text pairs for quantitative analysis and present more experimental results.

- Enumeration of text pairs for quantitative analysis mentioned in the main paper.
- Experiments results of StyleGAN2 [19], which is pre-trained on cat, car, church, horse datasets from LSUN [45].
- Experiments results of StyleGAN3 [17], which is pre-trained on animal face dataset AFHQ [6, 7].
- Experiments results of StyleGAN-XL [34], which is pre-trained on ImageNet [10].

According to experiment results demonstrated in the following pages, our method can not only achieve attribute or shape manipulation on target object, but also change its motion. Beyond that, we can even change the background and transfer the image to grayscale via text prompt.

B. Text for Quantitative Analysis

| Mode | Positive | Negative |
|------|----------|----------|
| glass | “a picture of a person with glasses” | “a picture of a person without glasses” |
| smile | “a picture of a smiling person” | “a picture of a serious person” |
| age | “a picture of an old person” | “a picture of a young person” |
| gender | “a picture of a male” | “a picture of a female” |

Table 3. Text pairs for quantitative comparison.

C. Other experiment results
A picture of a black cat
A picture of a cat with big eyes
A picture of a cat sitting on grass
A picture of a gray cat
A picture of a cat with white eyes
A picture of a Siamese cat
A picture of an orange cat
A picture of a gray cat
A picture of an orange cat
A picture of a white cat
A picture of a Siamese cat

Figure 10. Demonstration of text-to-image generation results on LSUN cat.

A picture of a cat -> A picture of a white cat

Figure 11. Demonstration of text-driven image manipulation results on LSUN cat part 1.
Figure 12. Demonstration of text-driven image manipulation results on LSUN cat part 2.

Figure 13. Demonstration of text-to-image generation results on LSUN car.
Figure 14. Demonstration of text-driven image manipulation results on LSUN car.
| A picture of a church | A picture of a white church | A picture of a church built on red bricks | A picture of a gothic church |
|-----------------------|-----------------------------|------------------------------------------|-----------------------------|
| A picture of a church with spherical roof | A picture of the front door of a church | A picture of a church in the night | A picture of a church in a cloudy day |

Figure 15. Demonstration of text-to-image generation results on LSUN church.

A picture of a church -> A picture of a white church

A picture of a church -> A picture of a church built on red bricks

Figure 16. Demonstration of text-driven image manipulation results on LSUN church part 1.
A picture of a church -> A picture of a church in the night

Figure 17. Demonstration of text-driven image manipulation results on LSUN church part 2.

A picture of a church -> A picture of a church in a cloudy day

Figure 18. Demonstration of text-to-image generation results on LSUN horse.
Figure 19. Demonstration of text-driven image manipulation results on LSUN horse.
Figure 20. Demonstration of text-to-image generation results with StyleGAN3 pre-trained on AFHQ.

Figure 21. Demonstration of text-driven manipulation results on AFHQ part 1.
A picture of a dog $\rightarrow$ A picture of a cat

A picture of a cat $\rightarrow$ A picture of a dog

Figure 22. Demonstration of text-driven manipulation results on AFHQ part 2.
Figure 23. Demonstration of text-to-image generation results with StyleGAN-XL pre-trained on ImageNet. We have not made manipulation experiments on this dataset due to its complicated object classes and the limited generative ability of StyleGAN-XL.