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1 INTRODUCTION

Automated reasoning of string constraints has recently drawn a lot of attention. Their efficient reasoning is essential to the growing number of security and verification problems. For example, security analysis of web applications [Saxena et al. 2010; Trinh et al. 2014] usually requires reasoning over them. This is because of the fact that strings are ubiquitous in web applications—a web application usually takes string values as input, manipulates them, and then uses them to construct database queries. More importantly, the improper use of strings usually affects the software security such as the cases of SQL injection and Cross Site Scripting (XSS) flaws (see [OWASP 2013]).

To be practically useful for these analyses, solvers need to support at least the core constraint fragment over unbounded strings that includes string equations and length constraints [Reynolds et al. 2017; Saxena et al. 2010; Trinh et al. 2014]. In practice, existing solvers also support extended string constraints, allowing a richer language of string terms over operators such as contains,
index_of and replace, by relying on (eager or lazy) reductions to the constraints of the core fragment.

For a system of only string equations, state-of-the-art SMT string solvers [Berzish et al. 2017; Liang et al. 2014; Reynolds et al. 2017; Trinh et al. 2014, 2016; Zheng et al. 2015] follow an approach rooted in the very first decision procedure by Makanin [Makanin 1977]. These deal with string equations by applying reduction rules in order to reach the state where equations are in the SSA form which means one side is an eliminable variable. Therefore, we can derive satisfying assignments for the eliminable variables (based on the other side of equations) without being inconsistent with other constraints. Specifically, solvers can repeatedly apply the so-called splitting rule: choosing a string equation in the formula to reduce to simpler equations based on possible alignments among the relevant variables. This step often introduces branches and new string variables, but with the hope that eventually either the input formula will be reduced into SSA-form formulas; thus satisfying assignments can be generated, or an inconsistency among string equations is detected.

Unfortunately, this cannot be easily achieved when the system also contains length and extended string constraints, which are of different sorts. Although the satisfiability problem for string equations is decidable [Makanin 1977], the decidability for the core fragment (i.e. string equations with length constraints) is unknown [Ganesh et al. 2013] and the satisfiability problem for the richer fragment (e.g. with replace operation) is even undecidable [Björner et al. 2009; Büchi and Senger 1990]. This means that checking the satisfiability of string equations with length (and extended string) constraints is very hard. For example, one may continue the search without realizing that the string equations in the current context are already inconsistent with length constraints.

It is well-known that the difficulty comes from the interaction between constraints. In essence, although we can find a satisfying assignment for a variable in one constraint, it might be possible that this assignment does not satisfy other constraints sharing that variable. Therefore, the search algorithm (to find a solution) becomes less efficient because it needs to backtrack in such case. For a system of only string equations, the dependency will be resolved in the solving process because the splitting rule will help to break the formulas into SSA-form formulas, where one side is some eliminable variable. For the core fragment (or richer ones), the interaction is not only among string equations. It is undoubtedly more intricate because the interaction is also among constraints of different sorts (e.g. string, integer). We call it the inter-theory interaction/dependency. This kind of dependency unfortunately cannot be effectively handled by the above solving process.

In fact, solving string equations along with length constraints and extended string constraints becomes even more challenging in the setting of SMT solvers. This is because, in SMT solvers, constraints of different sorts will be handled by different theory solvers [de Moura and Björner 2008; Liang et al. 2014; Trinh et al. 2014; Zheng et al. 2013], each of which usually works independently/separately from others. From the point of view of the solver design (and also efficiency/performance), implementing disjoint theory solvers is of course an advantage of SMT solvers. However, with respect to the multi-sorted theories (e.g. string, sequence, set, multi-set), this restriction really raises a big challenge for efficient implementation because of the unavoidable interaction between constraints from different theories.

In this paper, we propose a form of dependency analysis to address the fundamental problem of inter-theory dependency among constraints. In particular, we focus on how to efficiently implement the analysis in the SMT context. At the heart is a measure that takes into account both the complexity of the dependency (i.e. how complicated the dependency is) and the complexity of the solving process (i.e. how much effort to resolve such dependency). Specifically, we aim to resolve the most complicated dependency while minimizing the number of solving “steps”. This leads to the construction of a partial order in which string equations should be solved in order to break their dependency with length constraints and extended string constraints. The core idea is to solve the
equation that can most easily be reduced into the so-called solved form—an SSA-like form—in order to resolve as many as possible length constraints and extended constraints. In fact, choosing a good order among the equations can also have a significant impact on how quickly the interaction can be resolved. According to this order, string equations that interact with length (and extended string) constraints will come first while the remaining are not ordered and at the end (of the queue). The analysis thus prioritizes satisfying as many as possible length (and extended) constraints, which dually enables us to detect conflicts (if any) with these constraints earlier and learn better conflict clauses among constraints from different theories.

Finally, we implement our technique inside the string/sequence solver of Z3 [de Moura and Björner 2008] to obtain a new solver, called S3N. To demonstrate the superior performance of S3N, we comprehensively evaluate it against state-of-the-art string solvers Z3str3 [Berzish et al. 2017], CVC4 [Reynolds et al. 2019, 2017], S3P [Trinh et al. 2016], and also Z3 on two large industrial-strength benchmarks, which are generated by symbolic execution of web applications. For the SAT benchmarks (all constraints are satisfiable), S3N is at least 8 times faster than the solvers which have almost similar robustness. For the UNSAT benchmarks, the speed-up of S3N is not as marked (at least 2 times faster) in comparison with the second best solver, when each input benchmark can be completely solved (proved unsatisfiable) by both solvers. However, the improvement that S3N brings is in the number of benchmarks that S3N can decide unsatisfiability. In the end, S3N is the best solver over all the benchmarks.

To summarize, our technical contribution is a dependency analysis for string constraints. In the SMT setting, the analysis is implemented via a partial order for solving string equations. This order is decided based on:

- the interaction of string equations with length constraints and extended string constraints
- the novel solved form distance, which informally measures "how far" they are from their corresponding solved form; the shorter the distance is, the faster relevant length and extended string constraints can be discharged.

We organize the rest of the paper as follows. We give different examples to highlight the limitation of state-of-the-art string solvers and to motivate the introduction of our technique in Section 2. We present the core constraint language and show why it is sufficient to handle practical constraints coming from reasoning about web applications in Section 3. We formalize our dependency analysis in Section 4 and present its implementation inside an SMT solver in Section 5. We show the experimental evaluation of our solver in Section 6. We discuss related work in Section 7 and conclude the paper in Section 8.

2 MOTIVATION

In this section, we start with a simple example to illustrate the use of the splitting rule, which is the fundamental rule to deal with string equations in SMT solvers. Then we discuss how SMT solvers deal with length constraints and extended string constraints in order to highlight their limitation and motivate the introduction of our technique.

Example 2.1 (String Equations). \( Z_1 \cdot Z_2 \cdots Z_n = T_1 \cdot T_2 \cdots T_m \land F \)

Consider the above constraints, where \( \cdot \) denotes the string concatenation operator and \( F \) is a formula that might involve variables \( Z_i (1 \leq i \leq n) \), \( T_j (1 \leq j \leq m) \) and other variables. One typical way to proceed is to perform case splitting on the equation \( Z_1 \cdot Z_2 \cdots Z_n = T_1 \cdot T_2 \cdots T_m \). There are different ways to split the string variables. For example, w.r.t. the alignment between \( Z_1 \) and \( T_1 \)\(^1\) (i.e. based on the relationship between the length of \( Z_1 \) and the length of \( T_1 \)), there are 3 cases:

\(^1\)We can also split based on the alignment between \( Z_n \) and \( T_m \).
The solvers then can immediately declare unsatisfiability due to the conflict between “a” and “b” in the last equation.

Although it looks very easy for solvers to deal with length constraints in the above example, solving string equations with length constraints is in general a very hard problem. State-of-the-art string solvers (including SMT-based solvers) can only handle either a class of length constraints [Ganesh et al. 2013] or a class of string equations [Lin and Majumdar 2018], but not the whole together. Basically, at first glance, one can think of a solution by implementing inference rules to solve string equations and length constraints simultaneously. However, these rules usually have to be based on the syntax of length constraints and thus very ad-hoc. To the best of our knowledge, there is no systematic solution to this problem yet.

As stated before, this problem becomes even harder in the SMT context, where there is a separation between two theories: string and integer. Specifically, we cannot directly implement inference rules to solve string equations and length constraints simultaneously. Instead, in the above example, SMT solvers have to query the length information from the integer solver so that the string solver can use it; see Section 5 for further details. In general, making use of length constraints when solving string equations is still a big challenge for SMT solvers.

In short, what we need are i) a systematic method to handle string equations with length constraints and ii) an efficient implementation of this method in the setting of SMT solvers. Such need is also applicable to extended string constraints, which is illustrated via the following example.
Example 2.3 (String Equations and Extended String Constraints).

\[ X_1 \cdot Y_1 \cdot Z_1 = X_2 \cdot \text{“}a\text{”} \cdot Z_2 \land Y_1 \cdot Z_2 = \text{“}a\text{”} \cdot Y_2 \land \neg \text{contains}(Z_2, \text{“}a\text{”}) \]

In this example, there is also an extended constraint \( \neg \text{contains}(Z_2, \text{“}a\text{”}) \), meaning \( Z_2 \) does not contain \( \text{“}a\text{”} \). Existing SMT solvers reason about it by working on the two string equations, finding a more concrete form for \( Z_2 \) before checking against the extended constraint. This is because if we reduce the constraint \( \neg \text{contains()} \), we usually need to introduce universal quantifiers, which lead to a more difficult problem.

In Example 2.3, we can see that both the two string equations share the variable \( Z_2 \) with the constraint \( \neg \text{contains}(Z_2, \text{“}a\text{”}) \). So both the two equations depend on the extended string constraints. Choosing which equation to solve first in order to break the dependency is very important. If a solver applies the splitting rule to the first equation, it can obtain a disjunctive formula based on the alignment between \( X_1 \) and \( X_2 \) as follows.

\[
(\text{len}(X_1) < \text{len}(X_2) \land X_2 = X_1 \cdot T \land Y_1 \cdot Z_1 = T \cdot \text{“}a\text{”} \cdot Z_2 \land Y_1 \cdot Z_2 = \text{“}a\text{”} \cdot Y_2 \land \neg \text{contains}(Z_2, \text{“}a\text{”}))
\]

\[
\lor (\text{len}(X_1) \geq \text{len}(X_2) \land X_1 = X_2 \cdot X_3 \land X_3 \cdot Y_1 \cdot Z_1 = \text{“}a\text{”} \cdot Z_2 \land Y_1 \cdot Z_2 = \text{“}a\text{”} \cdot Y_2 \land \neg \text{contains}(Z_2, \text{“}a\text{”}))
\]

Suppose it proceeds with the second disjunct. Next, it can perform splitting on the second equation \( X_3 \cdot Y_1 \cdot Z_1 = \text{“}a\text{”} \cdot Z_2 \) to have a new disjunctive formula:

\[
(X_1 = X_2 \cdot X_3 \land X_3 = \text{“}a\text{”} \land Y_1 \cdot Z_1 = \text{“}a\text{”} \cdot Z_2 \land Y_1 \cdot Z_2 = \text{“}a\text{”} \cdot Y_2 \land \neg \text{contains}(Z_2, \text{“}a\text{”}))
\]

\[
\lor (X_1 = X_2 \cdot X_3 \land X_3 = \text{“}a\text{”} \cdot X_4 \land X_4 \cdot Y_1 \cdot Z_1 = Z_2 \land Y_1 \cdot Z_2 = \text{“}a\text{”} \cdot Y_2 \land \neg \text{contains}(Z_2, \text{“}a\text{”}))
\]

In the second disjunct, it can apply the splitting rule to the last equation to obtain 2 subcases:

- when \( Y_1 \) is an empty string and
- when \( Y_1 \) is \( \text{“}a\text{”} \cdot Y_3 \) with \( \text{len}(Y_3) \geq 0 \).

It now finds out that there is a conflict in both cases.

- If \( Y_1 = \text{“}a\text{”} \) then there is a conflict between \( Z_2 = \text{“}a\text{”} \cdot Y_2 \) and \( \neg \text{contains}(Z_2, \text{“}a\text{”}) \).
- If \( Y_1 = \text{“}a\text{”} \cdot Y_3 \) then there is a conflict between \( Z_2 = X_4 \cdot Y_1 \cdot Z_1 \) and \( \neg \text{contains}(Z_2, \text{“}a\text{”}) \).

In both cases, it has to backtrack and search for a solution in other branches.

In contrast, given the input formula, our algorithm applies the splitting rule to the second equation first. Specifically, we will have 2 cases:

- when \( Y_1 \) is an empty string and
- when \( Y_1 \) is \( \text{“}a\text{”} \cdot Y_3 \), with \( \text{len}(Y_3) \geq 0 \)

where the second case will lead to a satisfiable solution. Even if we choose to proceed with the first case, the cost of backtracking is still much less expensive since we can quickly detect a conflict between \( Z_2 = \text{“}a\text{”} \cdot Y_2 \) and \( \neg \text{contains}(Z_2, \text{“}a\text{”}) \).

A hint is that if we look closer at the original formula in Example 2.3, we can see that if we apply the splitting rule to the second equation \( Y_1 \cdot Z_2 = \text{“}a\text{”} \cdot Y_2 \), we can more quickly reach the state where the value of \( Z_2 \) can be easily derived. This helps us break the inter-theory dependency by discharging the constraint \( \neg \text{contains}(Z_2, \text{“}a\text{”}) \) quicker. We will formalize our dependency analysis in the following sections.

3 CONSTRAINT LANGUAGE

In Figure 1, we introduce the core constraint language which includes string equations, length constraints, and irreducible extended string constraints. Then we will explain how we can reduce other kinds of string constraints into this core language.
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\( Fml ::= \) \quad Literal \\
| \quad \neg \text{Literal} \\
| \quad Fml \land Fml

\( \text{Literal} ::= \) \quad A_{str} \\
| \quad A_{len} \\
| \quad A_{ext}

\( A_{str} ::= \) \quad T_{str} = T_{str}

\( A_{len} ::= \) \quad T_{len} \leq m \quad (m \in C_{int}) \\
| \quad a \quad (a \in C_{str}) \\
| \quad X \quad (X \in V_{str}) \\
| \quad T_{str} \cdot T_{str} \\
| \quad T_{ext}

\( T_{ext} ::= \) \quad \text{Func}(\tilde{T}_{str}, \tilde{T}_{reg}, \tilde{T}_{len})

\( T_{reg} ::= \) \quad a \quad (a \in C_{str}) \\
| \quad (T_{reg})^* \\
| \quad T_{reg} \cdot T_{reg} \\
| \quad T_{reg} + T_{reg}

\( T_{len} ::= \) \quad m \quad (m \in C_{int}) \\
| \quad M \quad (M \in V_{int}) \\
| \quad \text{len}(T_{str}) \\
| \quad \Sigma_{i=1}^{n}(m_i \ast T_{len}) \quad (m_i \in C_{int})

Fig. 1. The Syntax of Our Core Constraint Language

3.1 Core Language

Variables: There are two types of variables: \( V_{str} \) consists of string variables; and \( V_{int} \) consists of integer variables. We use capital letters to denote variables.

Constants: Correspondingly, there are two types of constants: string and integer constants. Let \( C_{str} \) be a subset of \( \Sigma^* \) for some finite alphabet \( \Sigma \). Elements of \( C_{str} \) are referred to as constant strings. Elements of \( C_{int} \) are integers. We use small letters to denote constants when not referring to their concrete values.

Terms: A term (or expression) (denoted \( D, E \), and possibly with subscripts) is either a length term, a string term or a regular expression term.

- A length term \( T_{len} \) is an element of \( V_{int} \), an element of \( C_{int} \), \text{len} function applied to a string term, a constant integer multiple of a length term, or their sum. We note that although in Figure 1, we only mention linear arithmetic constraints, our language also supports other kinds of integer constraints. Specifically, whatever a built-in integer solver can support, we can also support since we implement our technique inside an SMT solver.
- A string \( T_{str} \) term is either an element of \( C_{str} \), an element of \( V_{str} \), a concatenation of terms (using \( \cdot \) operator), or a function on terms, which is abstracted as an “extended” string term \( T_{ext} \). We will explain this extended term in detail later.
- A regular expression term \( T_{reg} \) is constructed from string constants by using operators such as concatenation (\( \cdot \)), union (\( + \)), and Kleene star (\( * \)).
**Literals:** A literal is either a string equation \((A_{str})\), a length constraint \((A_{len})\) or an irreducible extended string constraint \((A_{ext})\). An extended string constraint \(A_{ext}\) is just a function like \(T_{ext}\), except that it returns a boolean value (instead of a string value).

**Formulas:** Formulas (denoted \(F, G, H, I\), and possibly with subscripts) are defined inductively over literals by using operators such as conjunction (\(\land\)) and negation (\(\neg\)). Note that, each theory solver of SMT solvers considers only a conjunction of literals at a time. The disjunction will be handled by the core SAT engine. We use \(\text{Var}(F)\) to denote the set of all variables of \(F\), including bound variables.

**Language:** Finally, we define \(L\) to be the quantifier-free first-order two-sorted language over which the formulas described above are constructed. In essence, the language contains string equations, length constraints, and irreducible extended string constraints.

### 3.2 Other String Constraints

To sufficiently reason about web applications, modern string solvers need to support formulas of quantifier-free first-order logic over string equations, length constraints, membership predicates, and also high-level string operations from programming languages such as JavaScript and Python [Reynolds et al. 2017; Saxena et al. 2010; Trinh et al. 2014]. Thus we will describe the reduction from other constraints, i.e. membership predicates and high-level string operations, to the core language.

We follow the same approach of [Trinh et al. 2014; 2016; Zheng et al. 2015], reducing membership predicates into string equations where Kleene star operations are represented as recursive star functions. The star function takes two parameters as its input. The first parameter is a regular expression term while the second is a non-negative integer variable. For example, \(X \in (r)^k\) is modeled as \(X = \text{star}(r, N)\), where \(N\) is a fresh variable denoting the number of times that \(r\) is repeated. For other kinds of regular expression terms, we recursively reduce them as follows:

\[
\begin{align*}
X \in a & \quad \rightarrow \quad X = a \\
X \in (r_1 + r_2) & \quad \rightarrow \quad X \in r_1 \lor X \in r_2 \\
X \in (r_1 \cdot r_2) & \quad \rightarrow \quad \exists X_1, X_2 : X = X_1 \cdot X_2 \land X_1 \in r_1 \land X_2 \in r_2 
\end{align*}
\]

Note that we do not introduce existential variables (e.g. \(X_1, X_2\)). Instead, we use Skolem functions to represent them. We use existential variables in this paper for a shorter presentation only. Intuitively, if the RHS is a string constant, we can reduce the membership predicate into a string equation. If the RHS is a union, we can reduce the predicate by splitting the union into two cases. If the RHS is a concatenation, we can reduce the LHS into two parts, each of which satisfies the corresponding membership predicate. If there is no Kleene star operation in a membership predicate \(X \in r\), it is clearly that the above reduction rules can completely reduce the membership predicate to string equations. The star function will not be completely reduced and be one instance of \(T_{ext}\) in Figure 1.

For high-level string operations, most of them can be completely reduced into string equations and length constraints. For example,

\[
\begin{align*}
\text{contains}(X, a) & \quad \rightarrow \quad \exists X_1, X_2 : X = X_1 \cdot a \cdot X_2 \\
Y = \text{charAt}(X, m) & \quad \rightarrow \quad \exists X_1, X_2 : X = X_1 \cdot Y \cdot X_2 \land \text{len}(X_1) = m \land \text{len}(Y) = 1
\end{align*}
\]

given \(0 \leq m \leq \text{len}(X)\). However, since \(\neg\text{contains}\) is not reduced as shown in Section 2, other operations relying on that are not completely reduced into string equations and length constraints.

\[
M = \text{indexOf}(X, a) \quad \rightarrow \quad (\neg\text{contains}(X, a) \land M = 1) \\
\lor \quad \exists X_1, X_2 : (X = X_1 \cdot a \cdot X_2 \land \neg\text{contains}(X_1, a) \land M = \text{len}(X_1))
\]
In addition, other operations such as replace, match are also not completely reduced. For example, the replace function will be recursively defined as follows.

\[
Y = \text{replace}(X, r, Z) \rightarrow (X \not\in (\cdot^* \cdot^* \cdot^*) \land Y = X) \\
\lor \exists X_1, X_2, X_3, X_4, Y_1 : (X = X_1 \cdot X_2 \cdot X_3 \cdot X_4 \land X_2 \cdot X_3 \in (r) \land \text{len}(X_3) = 1 \\
\land X_1 \cdot X_2 \not\in (\cdot^* \cdot^* \cdot^*) \land Y = X_1 \cdot Z \cdot Y_1 \land Y_1 = \text{replace}(X_4, r, Z))
\]

We refer interested readers to [Reynolds et al. 2017; Saxena et al. 2010; Trinh et al. 2014, 2016; Zheng et al. 2015] for the reduction of other string operations.

To summarize, the irreducible parts appear in two places in Figure 1. These are $T_{\text{ext}}$ and $A_{\text{ext}}$. The main difference between them is just the sort of the return result; $T_{\text{ext}}$ returns a string value while $A_{\text{ext}}$ returns a boolean value. An example of $T_{\text{ext}}$ is the replace function while an example of $A_{\text{ext}}$ is contains function (under the negation).

4 INTER-THEORY DEPENDENCY ANALYSIS

Before introducing our dependency analysis, let us quickly recall how the string theory solver works as part of a DPLL(T) framework, which contains multiple built-in solvers to deal with constraints from different theories. More details will be presented in Section 5.

As explained in Section 3, the core constraints of interest include string equations, length constraints and extended string constraints. Because the first and last one are string constraints, these are handled by a string solver. Meanwhile, the length constraints are handled by the integer theory solver. Basically, there will be some interaction between the two theory solvers. However, such interaction in general is very limited because of the separation between the two theories (see Section 5).

For string constraints, the search for a solution is basically driven by a set of derivation rules.

**Definition 4.1 (Derivation Rule).** Each rule is of the general form

\[
(RULE-NAME) \frac{\text{F}}{\sqrt[\text{m}]{\bigvee_{i=1}^{\text{m}} G_i}}
\]

where $F, G_i$ are formulas, $F \equiv \sqrt[\text{m}]{\bigvee_{i=1}^{\text{m}} G_i}$, and $\text{Var}(F) \subseteq \text{Var}(G_i)$.

Applying an instance of this (template) rule transforms the formula $F$ at the top into the formula at the bottom, which comprises $m$ reducts $G_i$.

At the high level, we can ignore the classification of constraints into different theories. So we can abstract the search for a solution via the construction of a derivation tree for the original formula by applying a set of derivation rules. The derivation tree for each formula $F$ is formalized as follows. (Illustrative examples will be presented later.)

**Definition 4.2 (Derivation Tree).** A derivation tree for a formula $F$ is obtained by applying a derivation rule $R$ to $F$. Let the reducts of $R$ be $G_i$, $1 \leq i \leq m$. Then the tree comprises a root labelled with $F$ and $m$ child nodes, labelled with $G_i$, $1 \leq i \leq m$.

A derivation tree rooted at the original formula is constructed using some search strategy. The commonly-used one is a form of Depth First Search. In navigating the construction of the derivation tree, we backtrack when we encounter a false formula. If all the leaf nodes of a subtree rooted at $F$ are false, we can decide the formula $F$ is unsatisfiable.

4.1 A Quick Overview

Formulas that arise from reasoning of web programs often involve a large number of string equations, which are in the interaction with length constraints and extended string constraints. To
address the fundamental problem of inter-theory dependency among these constraints, we propose a form of dependency analysis, which in particular, is efficiently implemented in SMT solvers as described in Section 5.

We first define a measure that takes into account both the complexity of the dependency (i.e. how complicated the dependency is) and the complexity of the solving process (i.e. how much effort to resolve such dependency). Specifically, we aim to resolve the most complicated dependency while minimizing the number of solving steps. We start by “solving” each string equation, independently of the other string equations, yet taking into account the dependency with length constraints and extended constraints; such dependency is described via the priority value for each string variable. This (local) attempt gives us an estimate of how easily the equation can be reduced to the so-called solved form (defined later)—an SSA-like form—and also a witness path, which is described via a sequence of branching decisions (also defined later), to achieve that. Note that this attempt applies to a single equation, thus its cost is much cheaper.

This leads to the construction of a partial order in which string equations should be solved in order to break their dependency with length constraints and extended string constraints. The idea is to solve the current formula by applying the splitting rule to the equation that can most easily be reduced into solved form in order to resolve as many as possible length constraints and extended constraints. The logic behind this will be explained later. In fact, choosing a good order among the equations can also have a significant impact on how quickly the interaction can be resolved. There are four important properties that give rise to the efficiency of our method:

- Since we can quickly achieve the state where variables of interest appear in solved form formulas, the relevant length and extended string constraint can easily be dealt with. This will help us break the (inter-theory) dependency between string equations and length (and extended) constraints more easily.
- This procedure is in line with the existing procedures for solving string equations, where the reduction rules will finally lead us to formulas that are in solved form or the alike.
- The local attempt, i.e. solving each equation separately, is very cheap.
- Our recorded branching decisions from solving locally an equation can be directly replayed (a form of reuse) in the context of the original (global) formula.

4.2 Partial Order for String Equations
The complexity of solving each string equation independently is estimated via a novel solved-form distance. When computing a distance, we also collect the corresponding list of branching decisions, which serves as a witness. This does require us construct a derivation tree. However, the construction is controllable by applying only the first applicable rule from our orderly fixed set of rules (at any node). (The selective rules are presented in Section 5.)

Definition 4.3 (Solved Form). Given a formula \( F \) and a string variable \( X \) that appears in \( F \), \( F \) is said to be in solved form \( \text{wrt.} \ X \) if there exists exactly one string equation of the form \( X = E \) (or \( E = X \)) in \( F \) and \( X \) does not appear in \( E \). □

Since this is a key definition, we would like to clearly explain the corner cases via three simple examples. In the first example, suppose \( F \equiv G \land X = E \) is in solved form \( \text{wrt.} \ X \). Now we can eliminate \( X \) in \( G \) by substituting all \( X \) in \( G \) with \( E \) to obtain a new formula \( G' \). Obviously, \( X \notin \text{Var}(G') \). This helps us achieve a simpler formula \( G' \) since we have eliminated its variable \( X \). In addition, for every string variable \( Y \) appearing in \( E \), if \( Y \notin \text{Var}(G') \), we also consider \( F \) to be in solved form \( \text{wrt.} \ Y \). This is because if we introduce a fresh variable \( Z \) such that \( Y = Z \) then Def. 4.3 can be applied to \( F \equiv G \land X = E \land Y = Z \) and the string variable \( Y \). In short, what we have is that (the value of) \( X \) depends on (the value of) \( Y \) and \( Y \) depends on \( Z \).
As another example, the formula \( X = Y \land Y = X \cdot a \) is in solved form wrt. \( X \) but not wrt. \( Y \) since we have two constraints \( Y = X \) and \( Y = X \cdot a \). Note that when a formula is in solved form wrt. one variable, it does not guarantee the satisfiability of the formula. The meaning of a solved form wrt. \( X \) in this example is that if we can find a satisfying assignment for \( Y \), then we can also find a satisfying assignment for \( X \). Of course, in this case we cannot find any satisfying assignment for \( Y \); thus the formula is unsatisfiable.

The third example is about the so-called overlapping variable. This happens when a variable appears in both sides of a string equation, for example, \( X \cdot a = b \cdot X \). The important thing here is that such kind of formula cannot be transformed into a solved-form formula. If we continue to apply the splitting rule to this equation, we will go into an infinite loop. In our implementation, since we only explore the derivation tree up to a certain depth as described in Section 5, this is not an issue; we will revisit this point at the end of Section 5. In general, we can make use of previous techniques such as [Trinh et al. 2016; Zheng et al. 2015] to handle the overlapping variables.

The solved form does not only allow us to eliminate variables. It also helps us simplify string equations and length constraints in order to i) make it easier to detect conflicts (if any) between string equations and length constraints and ii) allow the splitting rules with length constraints to be applicable and thus the length constraints can be discharged. For example, suppose we have \( X_1 \cdot X_2 \cdot X_3 = Y_1 \cdot Y_2 \cdot Y_3 \) and a length constraint \( F \equiv 2 \cdot \text{len}(X_1) = 2 \cdot \text{len}(Y_1) + 1 \cdot \text{len}(Y_2) \), along with other string equations and length constraints. Currently, we have no rule to handle such complicated constraints like \( F \). If we can reach the solved form for \( X_1 \), for example, depending on which branch we follow, we can either find a conflict with \( F \) and then learn a conflict clause, that is, \( \text{len}(X_1) \geq \text{len}(Y_1) \), or we can simplify the current formula into

\[
Z \cdot X_2 \cdot X_3 = Y_2 \cdot Y_3 \land 2 \cdot \text{len}(Z) = \text{len}(Y_2) \land X_1 = Y_1 \cdot Z \land ...
\]

Similarly, we can continue to discharge the new length constraint in the following step.

In fact, given an input formula, string solvers based on the Makanin’s approach usually try to repeatedly apply reduction rules in order to reduce string equations into formulas in solved form or the alike. For example, the splitting rule is used to produce a derivation tree in Figure 2 for an equation

\[
Eq \equiv X_1 \cdot X_2 \cdot X_3 = Y_1 \cdot Y_2 \cdot Y_3.
\]

Here we omitted the existential variables for simplicity.
In Figure 2, by applying the splitting rule to Eq, we have the two disjuncts corresponding to the two cases based on the relationship between $\text{len}(X_1)$ and $\text{len}(Y_1)$. (To create the binary splits, we just fold the $\text{len}(X_1) = \text{len}(Y_1)$ case into one of the others via non-strict equality.) If we continue to apply the splitting rule to the first disjunct $X_1 = Y_1 \cdot Z \land Z \land X_2 \cdot X_3 = Y_2 \cdot Y_3 \land \text{len}(X_1) \geq \text{len}(Y_1)$ we will obtain a new disjunctive formula. Now, the two new disjuncts correspond to the two cases based on the relationship between $\text{len}(Z)$ and $\text{len}(Y_2)$. Similarly, we also have the right-most branches (colored with red) based on the relationship between $\text{len}(Z)$ and $\text{len}(X_2)$, which are omitted for simplicity. In the first disjunct of the new formula (the left-most node), all equations

$$X_1 = Y_1 \cdot Z \quad , \quad Z = Y_2 \cdot T \quad , \quad T \cdot X_2 \cdot X_3 = Y_3$$

are in solved form.

The derivation tree is navigated via the so-called branching decision, which is formalized as below. Basically, an application of a multi-reduct rule will introduce multiple branching choices. For example, the splitting rule as described in Example 2.1 introduces 3 branches, guarded by boolean variables which are to describe the relationship between the lengths of variables (involving the alignments between two sides of a string equation). If there are multiple branching choices we can always make it become binary-choice branches by using nested conditions. In fact, we will ensure that the splitting rule will always create two branches (as in Figure 2). We will discuss how we can enforce this later in Section 5.

Definition 4.4 (Branching Decision). A branching decision is an assignment for a boolean literal, whose value (true or false) corresponds to the two branching choices.

At the high level, the branching decision decides the condition on which path in a derivation tree the search will follow. In the SMT/SAT setting, it is described via a boolean literal as in Section 5. These boolean literals are very important; they will help control the search strategy inside SMT solvers.

For each leaf node of the derivation tree for a string equation, we can compute the number of applications of the splitting rule such that from the input equation, we obtain a formula where all equations are in solved form. Intuitively, this number corresponds to the number of branching decisions made (starting from the root node). This measure is formalized as follows. In the below definition, we use the $\theta$ function to specify the number of length (and extended) constraints where a variable $X_j$ appear; the greater the number is, the higher priority the variable is of. We will discuss how we use it and its purpose later.

Definition 4.5 (Solved Form Distance). Let $F$ be a formula and $V = \{X_1, ..., X_n\}$ be a sequence of string variables such that $\text{Var}(F) \subseteq V$. Let $\theta$ be a mapping from $V$ to the set of integer numbers, e.g. $\theta(X_j) = a_j$.

The solved form distance $\text{dist}(F)_{V, \theta}$ for $F$ wrt. $V$ and $\theta$ is a n-tuple defined as follows:

- If $F$ is false then the solved form distance $\text{dist}(F)_{V, \theta}$ is $(\infty, \ldots, \infty)$.
- If $F$ is in solved form wrt. all the variables of $F$ or there is no applicable rule then the solved form distance $\text{dist}(F)_{V, \theta}$ is $(b_1, \ldots, b_n)$, where $b_j = 0$ if $F$ is in solved form wrt. $X_j$, and $b_j = \infty$ otherwise.
• Otherwise, we can apply only one derivation rule to \( F \) at a time. (This ensures the determinism of our algorithm.) Suppose the derivation rule is \( \frac{F}{\sqrt{\bigwedge_{i=1}^{m} G_i}} \). The solved form distance \( \text{dist}(F)_{V, \theta} \) is defined recursively as follows:

\[
\begin{align*}
\text{dist}(F)_{V, \theta} &= \text{dist}(G_1)_{V, \theta} & \text{if } m = 1 \\
\text{dist}(F)_{V, \theta} &= \text{my\_min}((\text{dist}(G_1)_{V, \theta})) + (r_1, \ldots, r_n) & \text{if } m > 1
\end{align*}
\]

where \( r_j = 0 \) if \( F \) is in solved form wrt. \( X_j \)
\( r_j = 1 \) otherwise

In our implementation, we choose the set of variables \( V \) as the whole set of string variables of the input formula and use Skolem functions to avoid introducing new variables when applying rules (as shown in Section 5). As such, we will always use the same set \( V \).

The \text{my\_min}((\text{dist}(G_1)_{V, \theta})) function is used to get the minimum tuple among all the distances \( \text{dist}(G_1)_{V, \theta} \) based on the \text{compare} function as defined in Pseudocode 1. The \text{compare} function takes as its input two solved-form distances \( d_1, d_2 \) and a list \( \alpha \). Then it returns the shorter distance between \( d_1 \) and \( d_2 \) based on \( \alpha \).

```plaintext
function compare(d1, d2; solved form distances, \alpha: a list of list of integers)
(1) foreach element \beta in \alpha do /* \beta is a list of integers */
(2)    foreach element k in \beta do
(3)        if d1[k] < d2[k]
(4)            return d1
(5)    if d1[k] > d2[k]
(6)            return d2
(7) return d1

Pseudocode 1: The function to compare two distances
```

We first explain how we obtain the list \( \alpha \) from \( \theta \). Each element of \( \alpha \) is a list \( \beta \) of indexes of variables, which appear in the same number of length (and extended) constraints, in \( V \). In other words, there exists some natural number \( p \) such that \( \forall k \in \beta : \theta(X_k) = p \). We also call \( p \) a priority value since the greater \( p \) is, the higher priority the variable (at the index \( k \)) is of; we then later prioritize achieving solved form formulas wrt. the variable of higher priority. Furthermore, the list \( \alpha \) is sorted such that the priority value is decreased. Meanwhile the list \( \beta \) is in an ascending order. In short, the list \( \alpha \) is obtained from the mapping function \( \theta \) by grouping the indexes of variables (e.g. in \( V \)) that share the same priority value (e.g. \( p \)). Here, we just want to prioritize the variable that appears in the greatest number of length constraints and extended string constraints. To illustrate, let us look at the following formula.

**Example 4.6 (String Equations and Complicated Length Constraints).**

\[
F \equiv X_1 \cdot X_2 \cdot X_3 = Y_1 \cdot Y_2 \cdot Y_3 \land 1\text{en}(X_2) = 2 \land 1\text{en}(Y_2) \land 1\text{en}(X_1) + 1\text{en}(X_2) = 3 \land 1\text{en}(Y_1)
\]

In addition to the equation \( Eq \) as in Figure 2, here we also have two length constraints. According to Definition 4.5, we have \( \theta(X_1) = 1, \theta(Y_1) = 1, \theta(X_2) = 2, \theta(Y_2) = 1, \theta(X_3) = 0, \theta(Y_3) = 0 \) because \( X_2 \) appears in two length constraints, \( X_1, Y_1, \) and \( Y_2 \) appear in one length constraint, \( X_3 \) and \( Y_3 \) do not appear in any length constraint. In short, given a sequence \( V = \{X_1, Y_1, X_2, Y_2, X_3, Y_3\} \), then \( \theta \) is...
a map from $V$ to $\{1, 1, 2, 1, 0, 0\}$. So we have $\alpha = [[2], [0, 1, 3], [4, 5]]$ since the variable at the index 2 is $X_2$, which appears in the greatest number of length constraints. (Following it are the variables $X_1$, $Y_1$, $Y_2$ at indexes 0, 1, 3 and lastly the variables $X_3$, $Y_3$ at indexes 4, 5.) The purpose here is to prioritize finding the value for $X_2$, which will help us either find a satisfying assignment for $X_2$ quicker or learn a better conflict clause among constraints of the two theories.

As we can see in Pseudocode 1, if any element (e.g. at the index $k$) of the tuple $d_1$ is less than the corresponding one of $d_2$ then $d_1$ is shorter. We refer to such $k$ as the index that decides the minimum tuple. This ensures that $d_1$ helps us reach faster the solved form formula where more length (and extended) constraints can be discharged.

Continuing with Example 4.6, according to Def. 4.5 and the tree in Figure 2, we have

$$\text{dist}(X_1 \cdot X_2 \cdot X_3 = Y_1 \cdot Y_2 \cdot Y_3)_{V, \theta} = (1, 1, 2, 2, 2, 2).$$

There are two paths that lead to this solved form distance. Each path is encoded as a list of branching decisions that will later be used to guide the search. Given

$$e_1 \equiv \text{len}(X_1) \geq \text{len}(Y_1) \quad e_2 \equiv \text{len}(Z) \geq \text{len}(Y_2) \quad e_3 \equiv \text{len}(Z) \geq \text{len}(X_2)$$

the two paths to witness the above distance are encoded as

$$l_1 = [e_1 \leftarrow \text{true}, e_2 \leftarrow \text{true}] \text{ and } l_2 = [e_1 \leftarrow \text{false}, e_3 \leftarrow \text{true}].$$

The first one corresponds to the left most branch in Figure 2. These lists will be the witnesses for us to replay the solving process later in the global context.

**Definition 4.7 (Witness).** A witness for a solved form distance $\text{dist}(F)_{V, \theta}$ is a list of branching decisions such that if we follow these branching decisions in the derivation tree for $F$ then the resulting formula is in solved form wrt. all the variables of $F$. □

When there are multiple witnesses (e.g. $l_1$, $l_2$ in the above example) for one solved form distance, either of them is chosen to guide the search. Our implementation prioritizes inequality than equality (and non-strict inequality than strict inequality) conditions. As such, for this example, $l_1$ will be chosen.

Now, we can define a partial order for string equations by using the distance from a string equation to its corresponding solved form. So the equations will be solved following the order, from left to right. Let us define the function $\text{my}\_\text{leq}(d_1, d_2)$ to be $(\text{my}\_\text{min}(\{d_1, d_2\}) \equiv d_1)$. In other words, $\text{my}\_\text{leq}$ returns a boolean value instead of the minimum value between $d_1$ and $d_2$ as in $\text{my}\_\text{min}$.

**Definition 4.8 (Partial Order for String Equations).** Given two string equations $F, G$ and a sequence of string variables $V$ such that $\text{Var}(F) \cup \text{Var}(G) \subseteq V$, and a mapping $\theta$ from the set $V$ to the set of integer numbers, we have

$$F \leq_{V, \theta} G \overset{\text{def}}{=} \text{my}\_\text{leq}(\text{dist}(F)_{V, \theta}, \text{dist}(G)_{V, \theta})$$

Let us use Ex. 2.3 to demonstrate all the above definitions. We need to solve the formula:

$$F \equiv Eq_1 \land Eq_2 \land H$$

where $Eq_1 \equiv Y_1 \cdot Z_2 = "a" \cdot Y_2$ and $Eq_2 \equiv X_1 \cdot Y_1 \cdot Z_1 = X_2 \cdot "a" \cdot Z_2$ and $H \equiv \neg\text{contains}(Z_2, "a")$. To proceed, we need to choose which equation to apply the splitting rule to first. Suppose we have a sequence of variables $V = \{X_1, X_2, Y_1, Y_2, Z_1, Z_2\}$. Then $\theta$ is $(0, 0, 0, 0, 0, 1)$ since we have an extended string constraint on $Z_2$. We proceed by computing $\text{dist}(Eq_1)_{V, \theta}$ and $\text{dist}(Eq_2)_{V, \theta}$ as in Figure 3 and Figure 4 respectively. By Definition 4.5, we have

$$d_1 = \text{dist}(Eq_1)_{V, \theta} = (\infty, \infty, 1, 1, \infty, 1) \quad d_2 = \text{dist}(Eq_2)_{V, \theta} = (1, 1, 2, \infty, 2, 2)$$
Because \( \text{my\_min}((d_1, d_2)) \equiv d_1 \), we will apply the splitting rule to \( Eq_1 \) first.

When computing \( d_1 \), we know not only which equation to be processed, but also which search path to proceed. This is because we have collected the witness for the distance \( d_1 \) as in Figure 3. Because we have the same solved-form distance for both paths, we may use either of them as the witness for \( d_1 \). These are \( l_1 = [e_1 \leftarrow \text{true}] \) and \( l'_1 = [e_1 \leftarrow \text{false}] \) where \( e_1 \equiv \text{len}(Y) = 0 \).

Though we will follow \( l'_1 \) in our implementation, we will discuss both choices here. Now, in the solving process, \( Eq_1 \) will be processed first. The splitting rule will be in charge of breaking \( Eq_1 \) into two disjuncts

\[
G_1 \equiv Y_1 = "\text{"} \land Z_2 = "\text{d}" \cdot Y_2 \\
G_2 \equiv Y_1 = "\text{d}" \cdot Y \land Y \cdot Z_2 = Y_2 \land \text{len}(Y) \geq 0
\]

Importantly, which one of them will be processed next is guided by the boolean literal \( e_1 \). If we choose to follow the right path as in our implementation (ie. \( e_1 \equiv \text{false} \) ), the new formula will be

\[
G_2 \land Eq_2 \land H
\]

Therefore, we can easily find a satisfying assignment for every string variable without any backtracking. For example, if \( Y \) is "\text{"}" then one solution is that \( Y_1 \) is "\text{d}" and \( X_1, Z_1, X_2, Y_2, Z_2 \) are "\text{"}".

Even if we follow the left path (i.e. \( e_1 \equiv \text{true} \) ), the cost of backtracking is still much less expensive than working on the equation \( Eq_2 \). In this case, the new formula will be \( G_1 \land Eq_2 \land H \). Because a conflict is detected between \( Z_2 = "\text{d}" \cdot Y_2 \) and \( \neg \text{contains}(Z_2, "\text{d}") \), we have to backtrack with a new axiom that is \( Y_1 \neq "\text{"}". Next, by re-analysing the "new" equation \( Eq_1 \), whose derivation tree now contains only one path, we can obtain the same result as above.

**Theorem 4.9 (Soundness).** *Our dependency analysis is sound.*

---

Fig. 3. A derivation tree for \( Eq_1 \)

Fig. 4. A derivation tree for \( Eq_2 \)
Basically, our analysis does not affect the soundness of the base solver since it only affects the order in which string constraints are reduced and the order of which branch to follow. In other words, it does not lose any solution or add any incorrect solution to the base solving algorithm. Thus, if the base solving algorithm is sound then our whole algorithm is sound.

5 DPLL(T) STRING SOLVER

In this section, we present the implementation of our inter-theory dependency analysis inside an SMT solver. We also highlight the technical challenges that we have to deal with. Though we implemented our dependency analysis in the string solver of Z3, the implementation can be adapted to work with other SMT solvers as well.

Before describing how our string solver works as part of an SMT solver, we briefly recall the architecture of an SMT solver such as Z3. The core component consists of the following modules: the congruence closure engine, a SAT solver-based DPLL layer, and several built-in theory solvers such as integer linear arithmetic, bit-vectors, etc. The congruence closure engine can detect equivalent terms and then classify them into different equivalence classes, which are shared among all built-in theory solvers. The SAT-based DPLL layer is responsible for handling the boolean structure of the input formula.

As an SMT solver, Z3 contains multiple built-in theory solvers to handle different types of constraints. The string solver is in charge of handling string equations and extended string constraints, but because of length constraints, there will be interaction between string and integer solvers. For example, our string solver may query about the relationship between the lengths of string variables from the integer solver and also propagates more length constraints to the integer solver. As mentioned above, one main technical challenge for that comes from the separation between the two theory solvers: string and integer solvers. Since the only thing that is shared among different theory solvers is the congruence closure core, we will try to query from that the length relations in order to solving string constraints as in Section 5.2. However, this is still very limited and mostly based on the syntax of length constraints. As such, a systematic method to deal with length (and extended string) constraints is based on our dependency analysis as in Section 5.3.

Let us use Example 2.2 to illustrate how Z3 works. First, the Z3 core component treats the three equations as three independent boolean variables $e_1, e_2, e_3$ such that

- $e_1 \equiv X \cdot \text{“a”} \cdot Y = Z \cdot T$,
- $e_2 \equiv X \cdot \text{“a”} \cdot Y = X_1 \cdot \text{“b”} \cdot Y_1$, and
- $e_3 \equiv \text{len}(X) = \text{len}(X_1)$.
Then it tries to assign boolean values, either true or false, to them. Of course, in this case, the true value is the only option. W.r.t. to this value, constraints will be distributed to corresponding theory solvers. For example, the two equations are sent to the string solver, while the length constraint is sent to integer solver. When encountering a new equation, each solver will merge the equivalence classes of the two sides of the equation and update the congruence closure core. So the closure core will have two equivalence classes:

- the first one contains 3 terms: \(X \cdot “a” \cdot Y \) and \(Z \cdot T \) and \(X_1 \cdot “b” \cdot Y_1 \).
- the second contains 2 terms: \(\text{len}(X)\) and \(\text{len}(X_1)\).

All theory solvers will share the congruence closure core. In each theory solver, we need to provide methods to solve these newly-added constraints.

Pseudocode 2 presents the main function solve of the string theory solver to handle string equations and extended string constraints. This function takes as input a list (i.e., conjunction) of string equations eqs and a list of extended string constraints exts. Here, we omitted the reasoning about a list of string disequations and the handling of extended string terms such as replace function for simplicity. These can be done similarly to previous works such as [Reynolds et al. 2017; Trinh et al. 2016]. Since we collect the list eqs of string equations, we can completely control the order in which string equations are being processed. The order is expressed via our priority queue in Section 5.3. We can also control the order in which disjunctive formulas introduced by the splitting rule are being processed. This is done via the boolean value assigned to the branching variable; we will discuss this in Section 5.1.

```
function solve(eqs: a list of equations, exts: a list of extended constraints)
⟨1⟩ if (simplify_eqs(eqs)) /* apply simplification rules to equations */
    return CONTINUE
⟨2⟩ if (fixed_lens()) /* propagation for variables whose lengths are fixed*/
    return CONTINUE
⟨3⟩ if (split_w_lens(eqs)) /* split based on length information */
    return CONTINUE
⟨4⟩ if (split_wo_lens(eqs)) /* split based on dependency analysis */
    return CONTINUE
⟨5⟩ if (check_len_consistency()) /* check length consistency */
    return CONTINUE
⟨6⟩ if (check_ext_conts(exts)) /* check if all extended constraints are satisfied */
    return CONTINUE
⟨7⟩ if (check_is_solved()) /* check if all string variables have been solved */
    return DONE
return GIVEUP
```

**Pseudocode 2**: The main function to handle string constraints

In Pseudocode 2, there are seven auxiliary functions. The first one is to apply simplification rules, described in the next subsection, to string equations. The second one is to propagate the values of variables whose length is fixed. The third and fourth ones are to apply instances of the splitting rules, also described in the next subsection, to string equations. The last three are to check if there is any inconsistency among length constraints, if there is any inconsistency among extended string constraints and if every string variable is assigned with some value respectively. If check_len_consistency() returns false (i.e. there is a conflict), the solver will backtrack. If check_is_solved() returns false, it means that the solver cannot find satisfying assignments for all
string variables though the formula is consistent. In this case, the solver will return the UNKNOWN answer.

Function `solve` is called by the Z3 core as a final step in its try-and-backtrack process. There are three possible returning results: CONTINUE, GIVEUP, and DONE. (Similar things would be done for other theory solvers.)

- If the function returns CONTINUE, then the core will know that there is a new propagation. So it checks the consistency of the current formula. If the formula is consistent, it continues the search. Otherwise, it backtracks.
- If it returns GIVEUP, the core will continue with propagation steps in other theories.
- If it returns DONE, the core will continue with propagation steps in other theories.

At the top level (Z3 core), when no more propagation is possible then:

- if all the theory solvers return DONE then the search terminates with SAT answer;
- if one of the theory solvers return GIVEUP then the search terminates and Z3 returns UNKNOWN as the answer; and
- if the search is already exhausted and we find conflicts in all the branches of the tree then Z3 will return UNSAT.

In Pseudocode 2, our contributions are on `split_w_lens` and `split_wo_lens`, where the splitting rules is used. In the following, we first present different instances of the splitting rule governing the very bare version of `split_wo_lens`. Then we discuss how we can improve it and overcome the above technical challenge (of theory separation) by making use of i) length offset information from the congruence closure engine to support splitting with lengths in the `split_w_lens` function, and ii) inter-theory dependency analysis to support smarter splitting in the `split_wo_lens` function.

### 5.1 The Splitting Rule

We first explain how the splitting rule is implemented in an SMT solver. Then we present a list of instances of the splitting rule. Given an equation \( X \cdot Y = Z \cdot T \), `split_w_lens` introduces a boolean variable \( e \) to represent \( \text{len}(X) \geq \text{len}(Z) \). Based on the boolean value assigned to \( e \) by the SAT solver, we may proceed with one of two cases. Here, we can also force the value of a boolean literal to be `true` or `false` (e.g. using the `force_phase()` function in Z3). Thus we are able to control the order in which the next formula will be processed.

- If \( e \) is `false` then `split_w_lens` propagates \( \exists X_1 : Z = X \cdot X_1 \land Y = X_1 \cdot T \land \text{len}(X_1) > 0 \)
- If \( e \) is `true` then `split_w_lens` propagates \( \exists Z_1 : X = Z \cdot Z_1 \land Z_1 \cdot Y = T \land \text{len}(Z_1) \geq 0 \)

For the inferred equations such as \( Z = X \cdot X_1 \), they will be handled similarly to the equations in the input formula. In our implementation, we do not introduce existential variables. Instead, we use the Skolem functions to represent them. For example, we use `seq.right(Z, X)` to represent \( X_1 \).

We can formalize the propagation step as the following splitting rule:

\[
X \cdot Y = Z \cdot T \\
\exists X_1 : (Z = X \cdot X_1 \land Y = X_1 \cdot T \land \text{len}(X_1) > 0) \lor \exists Z_1 : (X = Z \cdot Z_1 \land Z_1 \cdot Y = T \land \text{len}(Z_1) \geq 0)
\]

Before presenting our instances of the splitting rule, let us introduce the classification of string terms based on their syntax. Each side of a string equation is of one of the following five forms:

1. \( a \)
2. \( a_1 \cdot E \cdot a_2 \), where \( E \) is not a constant string
3. \( X \cdot E \cdot a \) or \( a \cdot E \cdot X \)
4. \( X \cdot D \cdot a \cdot E \cdot Y \)
5. \( X_1 \cdots X_n \)
The first form indicates a constant string. The second one indicates an expression where both head and tail are constant but the whole expression is not. The third one indicates an expression with either head or tail is constant (but not both). The fourth one indicates an expression with both head and tail are variables but there is still some constant string inside the expression. We use $D$, $E$ to represent string expressions (which might contain string constants) while $X$, $Y$ are to represent string variables. We define these notations in Section 3. So $X \cdot D \cdot a \cdot E \cdot Y$ is more general than $X \cdot a \cdot Y$. The meaning of $X \cdot D \cdot a \cdot E \cdot Y$ is that i) it starts and ends with variables ii) it contains at least one string constant, that is $a$. The last one is the concatenation of string variables. Note that the classification is done after our unification step, where we substitute every string variable in a side of an equation with its most grounded term. For example, if we have $X_1 \cdot Y_1 = X_2 \cdot Y_2 \land X_1 = \text{"c"} \land Y_2 = Z_1 \cdot Z_2$ then the unification step will rewrite the first equation into $\text{"c"} \cdot Y_1 = X_2 \cdot Z_1 \cdot Z_2$. Thus, the LHS of this equation is of type (3) and the RHS is of type (5).

$$\begin{align*}
a \cdot X_2 \cdot D_2 \cdot Y_2 &= Z_1 \cdot E_1 \cdot T_1 \cdot b \\
\lor [a]_{i=0} \left(a_i^j = Z_1 \cdot E_1 \cdot T_1 \land a_i^{|a|} \cdot X_2 \cdot D_2 \cdot Y_2 = b \lor (\exists X_1 : a \cdot X_1 = Z_1 \cdot E_1 \cdot T_1 \land X_2 \cdot D_2 \cdot Y_2 = X_1 \cdot b)\right)
\end{align*}$$

$$\begin{align*}
a \cdot X_2 \cdot D_2 \cdot Y_2 &= c \\
\lor [a]_{i=0} \lor [c]_{j=0} \left(a_i^j = Z_1 \cdot E_1 \cdot T_1 \land a_i^{|a|} \cdot X_2 \cdot D_2 \cdot Y_2 = b \lor (\exists Y_1 : a \cdot X_1 = Z_1 \cdot E_1 \cdot T_1 \land X_2 \cdot D_2 \cdot Y_2 = X_1 \cdot b \land Y_1 \land a \cdot Y_1 = c)\right)
\end{align*}$$

$$\begin{align*}
a \cdot X_2 \cdot D_2 \cdot Y_2 &= Z_1 \cdot E_1 \cdot T_1 \cdot b \\
\lor [a]_{i=0} \left(a_i^j = Z_1 \cdot E_1 \cdot T_1 \land a_i^{|a|} \cdot X_2 \cdot D_2 \cdot Y_2 = b \lor (\exists X_1 : a \cdot X_1 = Z_1 \cdot E_1 \cdot T_1 \land X_2 \cdot D_2 \cdot Y_2 = X_1 \cdot b \land Z_2 \cdot E_2 \cdot T_2)\right)
\end{align*}$$

$$\begin{align*}
a \cdot X_2 \cdot D_2 \cdot Y_2 &= Z_1 \cdot E_1 \cdot T_1 \cdot b \\
\lor [a]_{i=0} \lor [c]_{j=0} \left(c_j^{|c|} = Z_2 \cdot E_2 \cdot T_2 \land X_2 \cdot D_2 \cdot Y_2 = b \lor (\exists Y_1 : a \cdot X_1 = Z_1 \cdot E_1 \cdot T_1 \land X_2 \cdot D_2 \cdot Y_2 = Z_1 \cdot E_1 \cdot T_1 \land b \cdot Y_1)\right)
\end{align*}$$

$$\begin{align*}
X_1 \cdot D_1 \cdot Y_1 \cdot a \cdot X_2 \cdot D_2 \cdot Y_2 &= Z_1 \cdot E_1 \cdot T_1 \cdot b \land Z_2 \cdot E_2 \cdot T_2 \\
\lor (\exists X_4 : X_1 \cdot D_1 \cdot Y_1 = Z_1 \cdot E_1 \cdot T_1 \land X_4 \cdot a \cdot X_2 \cdot D_2 \cdot Y_2 = b \land Z_2 \cdot E_2 \cdot T_2) \lor
\lor (\exists X_4 : X_1 \cdot D_1 \cdot Y_1 \cdot X_4 = Z_1 \cdot E_1 \cdot T_1 \land a \cdot X_2 \cdot D_2 \cdot Y_2 = X_4 \cdot b \land Z_2 \cdot E_2 \cdot T_2)
\end{align*}$$

**Fig. 6. Some Instances of The Splitting Rule**

Based on the syntax of two sides of an equation, we can have different instances of the splitting rule. To illustrate, we list some of them in Figure 6. If we use a pair of integer numbers $(i, j)$ to represent the kind of the syntax of the LHS and RHS of an equation, we can map the rule instances in Figure 6 to $(3, 3)$, $(2, 4)$, $(3, 4)$, $(3, 4)$, $(4, 4)$. Note that although we use a slightly different syntax in Figure 6, they represent the same forms of expressions as shown above. For example, $a \cdot X_2 \cdot D_2 \cdot Y_2$ is of type (3) since we can map $E$ to $X_2 \cdot D_2$ and $X$ to $Y_2$. The purpose of using the variable $X_2$ is to state that $a$ is the longest string constant. The notation $a_i^j$ denotes the substring of $a$ from the bound $i$ to the bound $j$. Let us summarize all the instances of our splitting rule in the left-right order: $(3, 3)$, $(2, 4)$, $(3, 4)$, $(4, 4)$, $(1, 4)$, $(1, 5)$, $(2, 5)$, $(3, 5)$, $(4, 5)$, $(5, 5)$. 
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*Other Rules.* There are two kinds of derivation rules: one-reduct rules and multi-reduct rules. An example of multi-reduct rules is the splitting rule while an example of one-reduct rules is the simplification rule. For reference, we list some important one-reduct rules governing step 1 in Pseudocode 2. Below are simplification rules based on the syntax above:

- 1-real-var: \( X = a \)
- \((1, 1)\) is simplified into \(\text{true} \) or \(\text{false} \)
- \((1, 2)\) is simplified into \((1, 4)\) or \((1, 5)\)
- \((1, 3)\) is simplified into \((1, 4)\) or \((1, 5)\)
- \((2, 3)\) is simplified into \((2, 4)\) or \((2, 5)\) or \((3, 3)\) or \((3, 4)\) or \((3, 5)\)
- \((2, 2)\) is simplified into \((2, 3)\)

Other kinds of simplification rules are listed in Figure 7. The \((\text{SUB})\) rule is to substitute all variables \(X\) in \(F\) with \(E\), where \(E\) is some term/expression. We need to keep track of the previous substitution to avoid going into a loop of application of this rule. The \((\text{CON})\) rule is to detect the contradiction among string constants.

\[
\begin{align*}
\text{(CON)} & \quad F \land a = b \\
& \quad \text{false} \quad a, b \text{ are constant strings and } a \neq b \\
\text{(SUB)} & \quad F \land X = E \\
& \quad F[E/X] \land X = E \quad X \in \text{Var}(F) \text{ and } E \text{ is a string term}
\end{align*}
\]

Fig. 7. Simplification Rules for String Constraints

The order in Figure 6 indicates the priority between the instances of the splitting rule. However, such order is only used to break a tie after the two following orders have been used.

### 5.2 Splitting with Length Offsets

Every equation interacting with length constraints will be solved first via \texttt{split_w_lens} in Pseudocode 2. Function \texttt{split_w_lens} (in step 3) will apply specialized instances of the splitting rule. In our implementation, \texttt{split_w_lens} processes the splitting based on the offset relationship between lengths of variables. For example, if we have

\[
D_1 \cdot D_2 = E_1 \cdot E_2 \land \text{len}(D_1) = \text{len}(E_1) + \text{offset},
\]

we can reduce it into

\[
D_1 = E_1 \cdot X \land X \cdot D_2 = E_2 \land \text{len}(X) = \text{offset}.
\]

Here, \text{offset} can also be a variable. Note that, these rules are mostly based on the offset between lengths of string variables. A systematic way to deal with length constraints is still based on the partial order of string equations, which will be presented later.

Also, we transform equations in order to utilize as much as possible length constraints. Specifically, based on the equivalence classes of the LHS and RHS of an equation, we are able to choose the corresponding equivalent terms (for the two sides) such that the new equation will resolve such length constraints. To illustrate, let us look at the following example.

**Example 5.1 (Equation Rewriting and Splitting Guided by Length Constraints).**

\[
X \cdot \text{“a”} \cdot Y = Z \cdot T \land Z \cdot T = X_1 \cdot \text{“b”} \cdot Y_1 \land \text{len}(X) = \text{len}(X_1) - 1
\]
In this example, there is a relationship between the length of X and the length of \( X_1 \), yet X and \( X_1 \) do not appear in a same string equation. A naive algorithm may choose to apply the splitting rule to an arbitrary equation, leading to a lot of backtracking.

In contrast, making use of the length constraint \( \text{len}(X) = \text{len}(X_1) - 1 \), our algorithm instead transforms the input formula into:

\[
\begin{align*}
X \cdot \text{"a"} \cdot Y &= X_1 \cdot \text{"b"} \cdot Y_1 \land Z \cdot T = X_1 \cdot \text{"b"} \cdot Y_1 \land \text{len}(X) = \text{len}(X_1) - 1
\end{align*}
\]

Similarly to Example 2.2, we now can apply the splitting rule to the first equation to obtain only one possible subcase:

\[
X_1 = X \cdot X_2 \land \text{len}(X_2) = 1 \land \text{"a"} \cdot Y = X_2 \cdot \text{"b"} \cdot Y_1 \land Z \cdot T = X_1 \cdot \text{"b"} \cdot Y_1
\]

Next, because \( \text{len}(X_2) = 1 \), we have:

\[
X_1 = X \cdot X_2 \land X_2 = \text{"a"} \land Y = \text{"b"} \land Z \cdot T = X_1 \cdot \text{"b"} \cdot Y_1
\]

We now can easily derive assignments for all variables without any backtracking. □

5.3 Splitting with Dependency Analysis

Function \text{split_wo_lens} (in step 4) will apply instances of the splitting rule in Section 5.1. To make use of the result of our dependency analysis, we implement the partial order for string equations as a priority queue. In other words, what we have is that \( \text{eqs} \) is a priority queue instead of a list as in Pseudocode 2. To do so, we associate the priority of each equation with its solved form distance w.r.t. a sequence of variables \( V \) and the function \( \theta \). We also collect the list of branching decisions as in Section 4 when computing the solved form distance for each string equation in the priority queue. The implementation basically follows the algorithm presented in the previous section though there are a few things to note as below.

As we consider the original variable set \( V \) and do not introduce new variables, all equations will be compared wrt. the same set of variables. The \( \theta \) function is recomputed whenever the detected conflict is due to some length (or extended) constraint.

To be efficient when computing the solved form distance for an equation, instead of exploring the whole derivation tree, whose depth may be too large, we set the maximum depth to be \( n + 1 \), where \( n \) is the value at the index that decides the current minimum distance tuple. In fact, for the benchmarks in our experimental evaluation, \( n \) is usually 1 or 2. This is because with the help of the function \text{split_w_lens}, we usually can make use of length constraints to simplify current equations to their simpler forms.

As also mentioned previously in Section 4, since we only explore up to a certain depth of a local derivation tree (when computing the solved form distance for an equation), we can avoid the case of (local) infinite trees, for example, caused by overlapping variables. But since this is only a local attempt, we can still encounter an infinite tree caused by overlapping variables in the global context.

Surprisingly, our technique does in fact mitigate such non-termination problem in the global context. Specifically, this also helps us find a solution in many cases where the formula contains overlapping variables. This is demonstrated in our experiments with benchmarks generated by the Kudzu framework. Specifically, our new solver can decide the satisfiability of the benchmarks that Z3-str3 detects overlapping variables. The reason is that according to our inter-theory dependency analysis, in those benchmarks, the variables of interest (i.e. those appearing in the largest number of length constraints) are usually not overlapping variables. Thus, the solver will prioritize finding solutions for those (non-overlapping) variables. These solutions enable the reduction of the string equations on the overlapping variables to simpler forms such as having fixed lengths or having
trivial conflicts, which in turn helps avoid applying the splitting rule to the string equations involving overlapping variables and ensure the termination of our solver.

6 EVALUATION

We implemented our dependency analysis on top of the sequence theory solver of Z3. Our solver is called S3N, where N stands for the native S3. We evaluated our solver against the state-of-the-art, using two case studies which contain practical constraints generated from testing JavaScript and Python applications. These benchmark suites are also used in the evaluation of the state-of-the-art solvers. We also use the same timeout, 20 seconds, as in previous works.

6.1 Experiments with JavaScript Benchmarks

In the first case study, we used a large and popular set of benchmark constraints generated using Kudzu [Saxena et al. 2010], a symbolic execution framework for JavaScript. This set contains a lot of string equations and length constraints but no extended string constraints such as replace operations. Note that the constraints in these benchmarks have already been preprocessed and/or over-simplified. In particular, the string lengths have been bounded and recursive string function such as replace have been transformed to primitive operators so that the underlying solver of Kudzu can handle.

Table 1 summarizes the results of running state-of-the-art solvers including CVC4 (v-1.5 [Reynolds et al. 2017] and v-1.7 [Reynolds et al. 2019]), S3P [Trinh et al. 2016], Z3str3 [Berzish et al. 2017] and Z3. We also compare our solver with its bare version where the dependency analysis is removed. We call it Z3b since it is basically Z3 facilitated with more instances of the splitting rule, which are adopted from state-of-the-art solvers. Since S3N is developed on top of Z3 commit 082936b, we use such version of all Z3-based tools for comparison.

In Table 1, the first block contains all benchmarks that at least one solver produced a correct model for. For this category, we also cross-verify the models produced by solvers. The second block contains the benchmarks where CVC4(s), S3P, and S3N produced an UNSAT answer. In rows Total(s) and Time(s), we report for each tool the total running time and the aggregated running time but only for the correctly solved instances respectively. This is because the total running time alone can be easily distorted by choosing a different timeout. We also report the speedup of S3N for the two cases. These are denoted as speedup_total and speedup respectively.

Table 1. Experiments with Kudzu benchmarks.

| SAT | Z3 | Z3b | Z3-str3 | S3P | CVC4-1.5 | CVC4-1.7 | S3N |
|-----|----|-----|---------|-----|---------|---------|-----|
| Sat | 33585 | 33450 | 34970 | 35270 | 35235 | 35270 |       |
| Unknown | 0 | 0 | 84 | 0 | 0 | 0 | 0 |
| Timeout | 1685 | 1820 | 216 | 0 | 35 | 35 | 0 |
| Total(s) | 34540 | 37497 | 7823 | 6870 | 6991 | 9175 | 828 |
| speedup_total | 41.7 | 45.3 | 9.4 | 8.3 | 8.4 | 11.1 |       |
| Time(s) | 840 | 1097 | 3500 | 6870 | 6291 | 8475 | 828 |
| speedup | 1.5 | 1.7 | 5.8 | 8.3 | 8.0 | 10.2 |       |

| UNSAT | Z3 | Z3b | Z3-str3 | S3P | CVC4-1.5 | CVC4-1.7 | S3N |
|-------|----|-----|---------|-----|---------|---------|-----|
| Unsat | 11799 | 11799 | 11799 | 12014 | 12014 | 12014 | 12014 |
| Unknown | 0 | 0 | 215 | 0 | 0 | 0 | 0 |
| Timeout | 215 | 215 | 0 | 0 | 0 | 0 | 0 |
| Total(s) | 4618 | 4738 | 242 | 820 | 888 | 1512 | 260 |
| speedup_total | 17.8 | 18.2 | 0.9 | 3.2 | 3.4 | 5.8 |       |
| Time(s) | 318 | 438 | 238 | 820 | 888 | 1512 | 260 |
| speedup | 1.3 | 1.7 | 1 | 3.2 | 3.4 | 5.8 |       |
According to Table 1, CVC4(s), S3P, and S3N are the solvers that produced most correct answers in both SAT and UNSAT categories. Now let us zoom in on the SAT category and summarize with a few remarks, noting that when a solver cannot produce a correct answer then it does not make sense to discuss the speedup:

- Comparing with solvers producing correct answers for roughly similar number of benchmarks, namely CVC4(s) and S3P, our solver S3N is at least 8 times faster.
- Z3 timeouts on a large number (1685) of benchmarks. However, for those it can solve correctly, it is very efficient and the speedup of S3N over Z3 on these cases is only 1.5 times. (In fact, the speedup of S3N over Z3 will become bigger if we increase the timeout. Specifically, Z3 can give the SAT answer to 30 more benchmarks if we set the timeout to be 30s.) A closer investigation reveals that the sequence theory of Z3 is not equipped with complicated instances of the splitting rule. Instead, its last resort is an instance of the splitting rule augmented for some specific patterns on possible length alignments.

- Meanwhile, Z3b is equipped with more instances of the splitting rule. These instances are also used by the state-of-the-art string solvers. In most of the cases where there is a solution, Z3b seems to be less efficient than Z3. In the other case—if there is no solution—Z3b is still useful. We will discuss this point later.

- Z3str3 has a feature to detect patterns of overlapping variables, for which naively performing splitting will lead to an infinite loop. As a result, it quickly returns Unknown answers for such 84 benchmarks.

For the UNSAT benchmarks, the speedup of S3N over the compared solvers is not as marked. While S3N remains much faster (at least 3 times) than CVC4(s) and S3P, which can decide the unsatisfiability for all the benchmarks, it is comparable with Z3str3 in case Z3str3 can solve the example at hand. However, S3N still solves more benchmarks than Z3str3.

For this case study, compared to our baseline solvers Z3 and Z3b, our new solver S3N has demonstrated the capability of handling length constraints (along with string equations). At first, adding more instances of the splitting rule makes Z3b worse than Z3. This is because the search space that has been explored before the last resort method of Z3b is called becomes bigger. It is demonstrated via the additional 135 benchmarks that Z3b timeouts (compared to Z3). However, since our new solver S3N also makes use of length constraints to skip exploring the search space introduced by the new instances of the splitting rule, S3N can still achieve a better performance.

### 6.2 Experiments with Python Benchmarks

The second case study is to test string solvers with constraints generated by PyEx when it is running on a test suite of 19 functions sampled from 4 popular Python packages: `httplib2`, `pip`, `pymongo`, and `requests` [Reynolds et al. 2017]. There are two benchmark suites that are generated using PyEx with different solvers: CVC4 and Z3. Note that, apart from Kudzu benchmarks, these benchmarks contain a lot of extended string constraints since unlike Kudzu, PyEx does not make any simplification to the constraints.

The results are shown in Tables 2-5; the first two tables are for satisfiable benchmark constraints and the other two are for unsatisfiable ones. Here, we use CVC4(s) with its best configuration (i.e. +fs) as shown in [Reynolds et al. 2017]. We do not include S3P in the comparison since it does not support some string operations in these benchmarks such as `prefix0f`. We use * to mark the benchmarks that a solver returns incorrect models.

According to Tables 2-5, S3N not only has the largest number of definitive answers, but its performance also outperforms that of other solvers. For SAT benchmarks (Table 2 and Table 3), the

\[\text{Note that these instances are adopted from state-of-the-art solvers.}\]
speed-up is at least about 10 times. This outperformance confirms that our dependency analysis is very helpful. There are two reasons that explain this result. Firstly, many extended string constraints can be reduced into string equations and length constraints—the core fragment where we have demonstrated the applicability and efficiency of our dependency analysis as in the first case study. For example, the `indexOf` and `charAt` operations require the length of the substring from the beginning of the string to the position that matched the condition to be equal to some integer (see Section 3). Secondly, in the case the extended constraints cannot be reduced, we can also make use of these constraints to guide the application of the splitting rule to string equations as shown in Ex. 2.3.

For UNSAT benchmarks (Table 4 and Table 5), the speed-up does vary from about 2 to more than 5 times. More importantly, the improvement that S3N brings is in the number of benchmarks that S3N can decide unsatisfiability. In fact, because our dependency analysis also takes into account other constraints such as length and extended string constraints, our solving process will focus
more on the equations which can be inconsistent with these constraints. As a result, S3N has a better chance of detecting (inter-theory) inconsistency and proving more unsatisfiable formulas.

Similarly to the first case study, for the SAT benchmarks, Z3b is worse than Z3 with respect to both the number of correct answers and performance since it has to explore a bigger search space before calling the last resort. However, for the UNSAT benchmarks, Z3b has more correct answers than Z3 does. This is because the specialized splitting rules in Z3 are not complete and not always efficient. This again confirms having a dependency analysis is a more complete way to follow. The dependency analysis will help us achieve a better search strategy though the search space becomes bigger due to more instances of the splitting rule.

7 RELATED WORK

There is a vast literature on the problem of string solving. Practical methods for solving string equations can loosely be divided into bounded and unbounded methods. Bounded methods (e.g., HAMPI [Ganesh et al. 2011], CFGAnalyzer [Axelsson et al. 2008], and [He et al. 2013]) often assume fixed length string variables, then treat the problem as a normal constraint satisfaction problem (CSP). These methods can be quite efficient in finding satisfying assignments and often can express a wider range of constraints than the unbounded methods. However, as also identified in [Saxena et al. 2010], there is still a big gap in order to apply them to constraints arising from the analysis of web applications since the constraints usually involve unbounded strings.

To reason about feasibility of a symbolic execution path from high-level programs, of which string constraints are involved, one approach [Bjørner et al. 2009; Saxena et al. 2010] is to proceed by first enumerating concrete length values, before encoding strings into bit-vectors. In a similar manner, [Redelinghuys et al. 2012] addresses multiple types of constraints for Java PathFinder. Though this approach can handle many operators, it provides limited support for replace, requiring the result and arguments to be concrete. Furthermore, it does not handle regular expressions. Importantly, all of them have performance limitations due to their “generate-and-test” approach, which is highlighted in [Trinh et al. 2014].

Unbounded methods are often built upon the theory of automata or regular languages. We will be brief and mention a few notable works. Java String Analyzer [Christensen et al. 2003] applies static analysis to model flow graphs of Java programs in order to capture constraints among string variables. A finite automata is then derived to constrain possible string values. The work [Shannon et al. 2009] used finite state machines (FSMs) for abstracting strings during symbolic execution of Java programs. They handle a few core methods in the java.lang.String class and some other related classes. They partially integrate a numeric constraint solver. For instance, string operations which return integers, such as indexOf, trigger case-splits over all possible return values. Recent automata-based string solvers such as NorN [Abdulla et al. 2015], ABC [Aydin et al. 2015], and Epsilon [Cimatti et al. 2009] extend their capabilities by integrating SMT solvers.

The work [Shrahla et al. 2012] used a combination of SMT solvers and finite state machines to handle string constraints. The SMT solver handles the linear constraints while the FSMs are used for string constraints. The combination of these two approaches allows for a more flexible handling of string constraints.

Table 5. Experiments with unsatisfiable constraints generated by PyEx with Z3.

|          | Z3   | Z3b  | Z3str3 | CVC4-1.5 | CVC4-1.7 | S3N  |
|----------|------|------|--------|----------|----------|------|
| SAT      | 9*   | 0    | 27*    | 0        | 0        | 0    |
| UNSAT    | 1330 | 1359 | 1304   | 1336     | 1358     | 1383 |
| Unknown  | 1    | 1    | 7      | 0        | 0        | 0    |
| Error    | 0    | 0    | 13     | 0        | 0        | 0    |
| Timeout  | 43   | 23   | 32     | 47       | 25       | 0    |
| Time(s)  | 58   | 98   | 60     | 113      | 185      | 35   |
| speedup  | 1.7  | 2.9  | 1.8    | 3.3      | 5.4      |      |
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8 CONCLUSION

We have presented our dependency analysis to deal with the interaction among constraints from different theories. The analysis not only takes into account the complexity of inter-theory dependency but also the complexity of resolving such dependency. This leads to the construction of a partial order for string equations where length constraints and extended string constraints are used to drive the construction. In the SMT setting, this enables us to embed a better search strategy into the core case-splitting step. We have implemented the analysis in the native string theory solver of Z3, evaluated our new solver experimentally and shown that it can decide the satisfiability for more benchmarks, and in doing so, exhibits substantial speedup against other state-of-the-art solvers. We believe the techniques are also applicable to other domains such as sequence, set/multi-set, where there is also interaction between multiple theories.
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