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We propose a new DRR (Disturbance Rejection Rate) compensation method of a roll-pitch seeker based on ESO (extended state observer). The characteristics of a roll-pitch seeker and the DRR definition of two frames of a roll-pitch seeker are analyzed. The influence of different interference torques and different frequency bandwidths on the compensation effect is analyzed. Modeling and simulation of the guidance system of a roll-pitch seeker with the parasitic loop of DRR are carried out. Influence of the new DRR compensation method on dimensionless miss distance is analyzed. Mathematical simulation is established to compare the new ESO-based DRR compensation method with the existing methods such as the feedforward method and Kalman filter method. The analysis and simulation results show that the new ESO-based DRR compensation method has the advantages of high precision, good applicability, and easy adjustment, and the new method can effectively reduce the dimensionless miss distance with different types of input errors. The research of this proposed new method can provide a reference for the latest generation air-to-air missile operations in a high-altitude and high-speed environment and the high-precision research of a roll-pitch seeker.

1. Introduction

Capturing air combat environment control is an important task in modern war, and precision-guided air-to-air missiles play an important role in this task [1–3]. The infrared-guided air-to-air missile has many characteristics such as high precision of guidance, strong target recognition ability, and good concealment. An optical seeker is an important part of an air-to-air missile precision guidance system [4, 5]. An air-to-air missile usually uses a two-frame platform seeker to eliminate missile body disturbance and track the target by means of pitch and yaw frame motion. Due to the structure limitation, the off-axis angle of the seeker cannot be too large, so it is difficult to meet the requirements of the latest generation air-to-air missile [6–8].

The roll-pitch seeker is a new type of structural seeker, which adopts the polar coordinate structure of the rolling outer frame and pitching inner frame [9, 10]. This kind of seeker can achieve a frame angle of ±90°, so that the viewing field of the seeker can cover the whole front hemisphere, which provides the necessary conditions for the missile to launch at a large off-axis angle. It has the large field of view of the platform seeker. At the same time, the roll-pitch seeker adopts a semistrapdown stability control platform, on which no inertial devices are installed. The infrared detector of the roll-pitch seeker is fixed on the missile body, only the optical system is installed on the stable platform, and the incident light is transmitted to the detector through the light path composed of four mirrors [11–13]. This kind of structure not only reduces the size and mass of the seeker but also improves the aerodynamic performance of the missile body. The roll-pitch infrared seeker has the characteristics of infrared imaging guidance, strapdown guidance, large field of view, and miniaturization so that it is very suitable for short-range combat air-to-air missiles [14–16].

The control system of the roll-pitch seeker is mainly composed of two loops: the stability loop and the track loop. The stability loop forms a closed-loop control through the angular velocity feedback of the platform relative to the inertial space to isolate the missile body disturbance. The
interference torques of the seeker include spring torques, friction torques, damping torques, etc. The mass imbalance and the coupling between the frames will also cause interference torques [17, 18]. The existence of interference torque will make the missile body disturbance to be coupled to the line-of-sight angular velocity information. Furthermore, the guidance information output by the seeker will be not accurate, which will seriously affect the missile performance [19]. Therefore, suppressing the bad influence of interference torque on the seeker becomes the key to improve the missile performance.

To solve the problem of the roll-pitch seeker’s suppression of interference torque and compensation for DRR, many researchers have proposed some quantitative methods [15, 20–26]. Li et al. [20, 21] take the platform seeker as the research object and propose the DRR compensation strategy based on ESO, which cannot be applied to a roll-pitch seeker without improvement. Liu et al. [15, 22] propose a differentiator-based DRR compensation method for a roll-pitch seeker. In the case of small information transfer error within the frame of a roll-pitch seeker, this differentiator-based compensation method has a positive effect, but when the information transfer error is large, the compensation effect is not so good. Du and Xia [23] propose a feedforward DRR compensation method for a roll-pitch seeker. The compensation effect is good when the feedforward method is applied to the real seeker model. However, when there are errors between the applied model and the real model, the effect of the feedforward compensation method is bad. Liu et al. [24] propose a DRR compensation method based on the Kalman filter, which can be applied to various simulation environments and seeker models. However, this method involves the filtering process, which means that the compensation effect will be affected by the filtering accuracy. Gao et al. [25] propose an estimation and compensation method for engineering application, but it lacks theoretical derivation. Lin et al. [26] proposed an estimation method combining Kalman filtering and ESO, but it was not used in the roll-pitch seeker. The above-mentioned methods [15, 20–26] cannot completely solve the DRR compensation problem of the roll-pitch seeker under different simulation environments. The compensation effect will change with the change of the environment, and the influence of model loop parameters on the compensation effect is not considered in these existing methods either.

We take the roll-pitch seeker as the research object, aim at roll-pitch seeker DRR compensation problem, and propose an improved ESO-based DRR compensation method. The main content of each section is as follows. In Section 1, the DRR compensation problem of the roll-pitch seeker is presented, and several existing DRR compensation methods are listed. In Section 2, the DRR models of different roll-pitch seeker frames are established, and the influence of different types of interference torques on DRR size is analyzed. In Section 3, the ESO-based DRR compensation method is proposed, and the effects of different types of interference torques and different frequency bandwidths on the compensation effect are simulated and are compared with those of the existing methods. In Section 4, the model of the DRR parasitic loop of the roll-pitch seeker is established, and the influence of DRR compensation on the dimensionless miss is simulated in the guidance system with different types of error inputs. In Section 5, the research results and relevant conclusions are given.

2. DRR Model of the Roll-Pitch Seeker

A pitch-yaw seeker is a platform seeker that can directly obtain angular velocity information of the line of sight. Therefore, when defining DRR of the pitch-yaw seeker, the following formula can be directly followed. The concept of DRR is a ratio, and the standard way to describe or contrast DRR is to use percentage. However, in the calculation, it does not matter whether it is written as a percentage or not. To make the theoretical derivation part of our paper more precise, we add a percent sign to the theoretically derived equation.

\[
R = \frac{\dot{\theta}(s)}{\dot{\gamma}(s)} \times 100\%.
\] (1)

In equation (1), \(\dot{\gamma}(s)\) represents the angular velocity of the line of sight caused by missile body disturbance. \(\dot{\theta}(s)\) represents the missile body disturbance. In the structure figure, \(H(s)\) is the rate gyro transfer function; usually, the guidance signal such as angular velocity of the line of sight can be taken from the angular rate gyro output. According to the structure figure of the pitch-yaw seeker in Figure 1, we can obtain the expanded formula of DRR as follows:

\[
\dot{\gamma}(s) = \frac{s[K_0K_1H(s) + G_{p0}(s)H(s)(Ls + R)]}{s[J_{s}(Ls + R) + G_{p0}(s)(Ls + R) + K_0K_1 + G_{p0}(s)K_1H(s) + G_{d0}(s)G_{p0}(s)K_1]},
\] (2)

The DRR definition formula of the pitch frame is the same as that of the yaw frame in form. Only the related parameters of the pitch frame should be changed into those of the yaw frame.

From the DRR definition formula of the pitch-yaw seeker in equation (2), it can be seen that the main difference between DRR definition of the pitch-yaw seeker and roll-pitch seeker is the different extraction methods of line-of-sight angular velocity \(\dot{\gamma}(s)\). The pitch-yaw seeker is a platform seeker that can extract the angular velocity of the line of sight directly from the angular velocity gyro \(H(s)\). The roll-pitch seeker is a semistrapdown seeker without angular velocity gyro, so the line-of-sight angular velocity can only be obtained by semistrapdown calculation.

Figure 2 shows the mode of a roll-pitch seeker. The roll-pitch seeker is an infrared seeker with a semistrapdown system. The roll-pitch seeker is composed of detectors and two frames. The frames include an inner frame and an outer frame, among which the roll frame is the outer frame and the pitch frame is the inner frame. The detector is fixed on the missile body, which is used to detect the target and obtain the detector error angles \(\xi_p, \xi_y\). The calculation of the error angle of the detector needs the information of target and
frame angles $\phi_R, \phi_P$. As the input values, the detector error angles can be output as frame angle instruction $\Delta \phi_R, \Delta \phi_P$ after processing by the frame command computing system. The two frames of the roll-pitch seeker will rotate in accordance with the frame angle instruction. During the frame rotation, the frame angle instruction will go through two loops: the stabilization loop and the tracking loop.

The input of the stabilization loop is the rotational angular velocity instruction $\_\phi_{RC}, \_\phi_{PC}$ of the frame relative to the inertial space, which is obtained by differentiator $G_1(s)$. The rotational angular velocity instruction $\_\phi_{RC}, \_\phi_{PC}$ is processed by the voltage sensor $G_2(s)$ and the motor sensors $1/Ls + R$, $1/J_\omega$ and are combined with interference torque $GD(s)$, counterpotential torque $KE$, and other interferences to obtain the current rotational angular velocity $\omega_{wx}$, $\omega_{nz}$ of the frame relative to the inertial space. The missile body disturbances on the pitch frame and the roll frame of the roll-pitch seeker are different. For the roll frame, the missile body disturbance is only related to the roll angular velocity of the missile body. For the pitch frame, the body disturbance is related to the pitch angular velocity and yaw angular velocity of the missile body. In addition, since the roll frame is an external frame and the pitch frame is an internal frame, the pitch frame is also affected by the coupling disturbance of the roll frame.

The roll-pitch seeker consists of two frames, the roll frame and pitch frame, so the DRR needs to be defined separately on two loops. Figures 3 and 4 show the structure of the DRR mode of two loops. During the flight of a missile, the disturbances in the three directions of roll, pitch, and yaw of the missile are coupled to the seeker control system through the interference torque loop and the counter electromotive force loop, which affect the motion of the frame and the performance of the seeker control system.

Due to the semistrapdown system of the roll-pitch seeker, the seeker cannot directly measure the rotational angular velocity $\omega_{wx}$, $\omega_{nz}$ of the frame relative to the inertial space through the angular velocity gyro. Therefore, we need to obtain the numerical value of the rotational angular velocity through the semistrapdown calculation. The calculation method is as follows. Firstly, the angular velocity of the frame relative to the missile body $\phi_R, \phi_P$ is calculated from the angular velocity of the frame relative to the inertial space $\omega_{wx}$, $\omega_{nz}$ and missile body disturbance. The roll frame is only affected by the body disturbance, so the body disturbance of the roll frame is the rotational velocity of the missile $\omega_{by}$. The pitch frame is affected by the disturbance of the missile body and the roll frame together, so the disturbance of the
pitch frame are the pitch, yaw angular velocity of the missile body $\omega_b$, and the roll frame angle $\phi_R$. The rotational angular velocity of the frame relative to the missile body $\phi_R, \phi_P$ can be processed by the integrator, and we can obtain the rotational angle of the frame relative to the missile body $\phi_R, \phi_P$. This information can be measured by the angle sensors $G_{\phi_R}(s), G_{\phi_p}(s)$ on the seeker. Then, the frame angle information $\phi_R, \phi_P$ is processed by the differentiator and combined with the angular velocity of the missile body, and the angular velocity of the frame $\omega_{wx}, \omega_{nz}$ relative to the inertial space can be calculated.

The frame angular velocity information $\omega_{wx}, \omega_{nz}$ can be obtained by using this method of semistrapdown calculation. These angular velocity values $\omega_{wx}, \omega_{nz}$ can be used to define the DRR of the roll-pitch seeker.

The DRR shows the decoupling ability of the seeker, which is also known as the decoupling precision. DRR is an important index to measure the performance of the seeker. DRR is usually defined as the ratio of rotational angular velocity of the platform relative to the inertial space caused by projectile body disturbance and the angular velocity of missile body disturbance.

For the traditional pitch-yaw seeker, the pitch frame and yaw frame can be designed separately when the roll disturbance of the missile body is ignored. The pitch frame can isolate the disturbance of the missile body’s pitch direction, and the yaw frame can isolate the disturbance of the yaw direction. For the roll-pitch seeker, its roll frame can isolate the missile body’s roll motion. The DRR of the roll frame is defined as

$$R_x = \frac{\omega_{wx}}{\omega_{bx}} \times 100\%, \quad (3)$$

where $R_x$ is the DRR of the roll frame and $\omega_{wx}$ is the rotational angular velocity of the outer frame relative to the inertial space caused by the roll disturbance of the missile body $\omega_{bx}$.

The control frame of the seeker generally consists of four loops: the stability loop, the track loop, the interfering torque loop, and the counter electromotive force loop. The stability loop and the track loop are the basic loops of the seeker control system, which ensure the stability of the frame and the tracking of the target. The interference torque loop and the counter electromotive force loop are the interference loops in the seeker control system. The interference torque loop acts on the motor load to produce the interference torque. The interference torque is related to the interference torque model $G_{\phi_R}(s)$ and the frame angular velocity $\phi_R$. The counter electromotive force circuit acts on the motor armature to produce the reverse armature voltage, which is related to the coefficient of the reverse electromotive force $K_F$. The missile body disturbance acts on the seeker control system through the interference torque loop and the counter electromotive force loop and generates uncertain disturbance in the whole loop, which reduces the tracking accuracy of the platform. According to the block diagram, without considering the missile body...

\[ \begin{align*}
\phi_R(s) & \xrightarrow{G_1(s)} 1 \xrightarrow{Ls + R} K_1 \xrightarrow{G_2(s)} 1 \xrightarrow{J_s s^2} \phi_R(s) \\
\text{Stability loop} & 1 \xrightarrow{1} 1 \xrightarrow{\phi_R(s)} \phi_P(s) \\
\text{Track loop} & 1 \xrightarrow{1} 1 \xrightarrow{\phi_P(s)} \phi_P(s) \\
\text{Counter electromotive force loop} & 1 \xrightarrow{1} 1 \xrightarrow{\phi_P(s)} \phi_P(s) \\
\text{Interference torque} & 1 \xrightarrow{1} 1 \xrightarrow{\phi_P(s)} \phi_P(s) \\
\text{Figure 3: DRR model of the roll loop.} & \\
\end{align*} \]

\[ \begin{align*}
\phi_R(s) & \xrightarrow{G_1(s)} 1 \xrightarrow{Ls + R} K_1 \xrightarrow{G_2(s)} 1 \xrightarrow{J_s s^2} \phi_R(s) \\
\text{Stability loop} & 1 \xrightarrow{1} 1 \xrightarrow{\phi_R(s)} \phi_P(s) \\
\text{Track loop} & 1 \xrightarrow{1} 1 \xrightarrow{\phi_P(s)} \phi_P(s) \\
\text{Counter electromotive force loop} & 1 \xrightarrow{1} 1 \xrightarrow{\phi_P(s)} \phi_P(s) \\
\text{Interference torque} & 1 \xrightarrow{1} 1 \xrightarrow{\phi_P(s)} \phi_P(s) \\
\text{Figure 4: DRR model of the pitch loop.} & \\
\end{align*} \]
The DRR caused by the interference torque is related to the kind and coefficient of the interference torque. Refer to the frame parameters of the seeker in Reference [15], as well as the selection of the viscous damping torque coefficient and spring torque coefficient, sine wave with amplitude of 5/\(s\) and frequency of 2Hz is selected as the roll frame input of the missile body disturbance. The roll angular velocity under the action of the single interference torque is shown in Figure 5.

\[
R_x = \frac{G_D(s)(Ls + R) + K_T K_E}{J_w L s^2 + (J_w R + G_D(s)L)s + G_2(s)K_T + K_T K_E}, \\
R_x' = \frac{(K_n L + K_T K_E)s + K_n R}{J_w L s^2 + J_w R s^2 + (K_n L + G_2(s)K_T + K_T K_E)s}. \\
\]

The pitch frame can isolate the components of the missile body’s pitch direction and yaw direction disturbance in the motion direction of the pitching frame. The projection of the missile body’s disturbance angular velocity in the \(z\) direction of the pitching frame is \(\omega_{dz} = -\omega_{by} \sin \phi_R + \omega_{bz} \cos \phi_R\), and the DRR of the pitching frame is defined as

\[
R_z = \frac{\omega_{nz}}{\omega_{dz}} = \frac{\omega_{nz}}{-\omega_{by} \sin \phi_R + \omega_{bz} \cos \phi_R} \times 100\%, \\
\]

where \(R_z\) is the DRR of the pitching frame and \(\omega_{nz}\) is the rotational angular velocity of the inner frame relative to the inertial space caused by the projectile body pitching and yaw disturbance. The DRR model of the pitch frame is the same as that of the roll frame. When the rolling frame angle is 0, the pitch frame can only isolate the missile body from the pitch direction disturbance.

The pitch frame and roll frame have the same DRR function:

\[
R_z = \frac{G_D(s)(Ls + R) + K_T K_E}{J_w L s^2 + (J_w R + G_D(s)L)s + G_2(s)K_T + K_T K_E}. \\
\]

Refer to the frame parameters of the seeker in Reference [15], as well as the selection of the viscous damping torque coefficient and spring torque coefficient, sine wave with amplitude of 5/\(s\) and frequency of 2Hz is selected as the pitch frame input of the missile body disturbance. The pitch angular velocity under the action of the single interference torque is shown in Figure 6.

From Figures 5 and 6, we can find that roll loop and pitch loop performance will be influenced by the action of a missile disturbance in different torque types and
different torque coefficients. It is necessary to choose the right method on DRR compensation to eliminate the adverse effects on the performance of seeker guidance control.

3. DRR Compensation Method Based on ESO

The state observer can reconstruct the system state based on the known input and measurement output of the system. The extended state observer (ESO), which is based on the nonsmooth continuous output error correction, is suitable for the uncertain object of the observer. ESO can output the expanded state of the system, and the expansion of the state can estimate system disturbance, which includes the inside and outside disturbances. The expansion of the state feedback control obtained by ESO can effectively restrain the influence of various disturbances on the system, to improve the anti-interference ability of the system. The extended state observer considers the imprecise fuzzy object and external disturbance of the system model as the system disturbance to estimate and compensate for. The automatic estimation and compensation of disturbance are the most important part in the controller design.

3.1. Mathematical Derivation of the ESO Structure. The input quantity of the extended state observer is the output and control quantity of the control object, and there is no requirement to describe the transfer relation function of the object, so the mathematical model of the controlled object is unnecessary. Its output is the estimation of each order quantity of the system, as well as the disturbance of the system. The extended state observer unifies the deterministic and uncertain disturbances of the system into a "summation disturbance" and performs real-time estimation. With the control law, the estimated disturbances are compensated to eliminate the influence of the internal and external disturbances of the system.

Assume the $n$-order nonlinear system under the action of unknown external disturbance is

$$\dot{x}^{(n)} = f(x, \dot{x}, \cdots, x^{(n-1)}, t + w(t)) + bu(t), \quad (8)$$

where $f(x, \dot{x}, \cdots, x^{(n-1)}, t + w(t))$ is the unknown uncertain function, $w(t)$ is the unknown external disturbance, $u(t)$ is the control quantity, and $b$ is the control coefficient. The measured output is $y(t) = x(t)$. The extended state observer depends on the control quantity $u(t)$ and the measured values $y(t)$ and reconstructs the state of the system $\dot{x}, \cdots, x^{(n-1)}$. Uncertainties and disturbances $a(t) = f(x, \dot{x}, \cdots, x^{(n-1)}, t + w(t))$ will be expanded into the state of the system $x_{n+1}$, and formula (8) can be written as

$$\begin{align*}
\dot{x}_1 &= x_2, \\
\dot{x}_2 &= x_3, \\
&\vdots \\
\dot{x}_n &= x_{n+1} + bu, \\
\dot{x}_{n+1} &= -\omega(t). 
\end{align*} \quad (9)$$

Figure 6: DRR of the pitch interference torque.
The error equations between the extended system (see equation (10)) and the observer system (see equation (11)) can be obtained as

\[
\begin{align*}
\dot{e}_1 &= e_2 - \frac{\beta_1 |e_1|^m \text{sign}(e_1)}{\varepsilon}, \\
\dot{e}_2 &= -\frac{\beta_2 |e_1|^m \text{sign}(e_1)}{\varepsilon} - \omega(t).
\end{align*}
\]

Then, considering the following coordinate transformation,

\[
\begin{align*}
\tau &= \frac{t}{\varepsilon}, \\
\omega(\tau) &= e_{i-1} e_i(t), i = 1, 2,
\end{align*}
\]

By ignoring the small quantities, equation (13) can be written as follows:

\[
\begin{align*}
\frac{d\omega_1}{d\tau} &= \omega_2 - \beta_1 |\omega_1|^{\alpha_1} \text{sign}(\omega_1), \\
\frac{d\omega_2}{d\tau} &= -\beta_2 |\omega_1|^{\alpha_2} \text{sign}(\omega_1).
\end{align*}
\]

**Definition 1** (see [27–29]). Let \( f(x) = [f_1(x), \cdots, f_n(x)]^T : \mathbb{R}^n \rightarrow \mathbb{R}^n \) be a vector field. This vector field satisfies that \( \forall \varepsilon > 0, (r_1, \cdots, r_n) \in \mathbb{R}^n \) exists, where \( r_i > 0, i = 1, 2, \cdots, n, \) and

\[
f_i(e^i x_1 \cdots e^i x_n) = \varepsilon^i r_i f_i(x), i = 1, 2, \cdots, n.
\]

According to Definition 1, let \( f_\omega(e^\omega_1, e^\omega_2) \) stand for the vector function of the system (15). There exists

\[
f_\omega(e^\omega_1, e^\omega_2) = \begin{bmatrix} \varepsilon^2 \omega_2 - \beta_1 |\omega_1|^{\alpha_1} \text{sign}(\omega_1) \\ -\beta_2 |\omega_1|^{\alpha_2} \text{sign}(\omega_1) \end{bmatrix} = \begin{bmatrix} e^{i+m} \varepsilon^i r_i f_i(x) \\ 0 \end{bmatrix} \begin{bmatrix} \omega_2 - \beta_1 |\omega_1|^{\alpha_1} \text{sign}(\omega_1) \\ 0 \end{bmatrix}.
\]

**Definition 2** (see [27–29]). In the finite time stability, for nonlinear systems, \( \dot{x} = f(x), f(0) = 0, x \in \mathbb{R}^n \). If and only if the system is Lyapunov stable and converges in finite time, the equilibrium point of the system \( x = 0 \) is stable in finite time.

**Lemma 3** (see [30]). Suppose the vector field \( f(x) \) is homogeneous with degree \( m \) with respect to \( v \). Then, the origin is a finite-time-stable equilibrium under \( f(x) \) if and only if the origin is an asymptotically stable equilibrium under \( f(x) \) if \( m < 0 \).

**Lemma 4** (see [30]). For any continuous function \( g(t) \) and \( |g(t)| < \delta_0 \) and considering the following disturbed system,

\[
\dot{x} = f(x, t) + g(t).
\]
If there is a $C^1$ smooth positive definite function $V(x)$ and for any $\beta_1 > 0$, $\beta_2 \in (0, 0.5)$, which satisfies

$$
\dot{V}(x) + \beta_1 V^2(x) \leq 0.
$$

(19)

So there exist $L_0 > 0$, $\gamma_0 \in (0, 0.5)$, and a finite adjustment time $T_{\text{reach}}$, and then, the solution of the system (18) satisfies

$$
||x|| \leq L_0 \delta_0^\gamma, \quad \sigma_0 = \frac{(1 - \gamma_0)}{\gamma_0}.
$$

(20)

In addition, according to the Routh stability criterion, $k_2 s^2 + k_1 s + k_0$ is the Hurwitz polynomial. The origin of the system (15) is the equilibrium point of asymptotic stability because of the linear correlation between the vector field $f_w$ and polynomial $k_2 s^2 + k_1 s + k_0$. According to Lemma 3, the origin of the system (15) is finite-time stable. Next, by using Lemma 4, in which there is a positive number $\mu$, this makes the solution of the system (15) satisfy $|\omega(\tau)| \leq \mu(\omega_0 e^\gamma)^{\sigma}$ in finite time. Finally, according to equation (14), it can be observed that the estimation errors are able to meet $|\epsilon_i| \leq |\omega(\tau)||e^{i\tau} = L e^{b_i^\gamma}$, where $L = \mu \omega_0^\gamma$, thus completing the stability proof.

For the nonlinear system formula (11), the extended state observer is used to estimate the total disturbance of the system and compensate for it, which can make the nonlinear system become a linear control system, thus eliminating the uncertainty and nonlinear influence in the system, making the system have strong anti-interference ability and improving the control accuracy of the system.

The structure of the ESO compensation loop of the roll frame is shown in Figure 8, and the structure of the ESO loop of the pitch frame is shown in Figure 9.

3.2. Compensation Method Based on ESO and Comparisons between Methods

3.2.1. ESO-Based Method Compared with the Kalman Filtering Method. Design compensation strategies for the roll frame and pitch frame, respectively, and simulate the DRR of the frame before and after compensation. The random error signal with mean value of 0 and variance of 0.1 deg is selected as the seeker detector noise. Different interference torques are selected as the environment variables, and the effect of the DRR compensation strategy based on ESO is simulated and compared with that of the Kalman filtering compensation method. Figure 10 shows the simulation results of roll frame angular velocity by the use of the DRR compensation strategy and Kalman filtering compensation method with a large filtering error. Figure 11 shows the simulation results of roll and pitch frame angular velocity by the use of the DRR compensation strategy and Kalman filtering compensation method under combined torque interference.

Due to the influence of various interfering torques, the guidance information such as line-of-sight angular velocity output of the roll-pitch seeker will have errors. It is a useful way to deal with this kind of problems to estimate and compensate for the error caused by various interferences through appropriate estimation methods. As a widely used filtering estimation method, the Kalman filter method can be used to estimate the amount of interference. As an optimal estimation method, Kalman filtering needs to establish complete state equations and measurement equations to optimize the estimated state variables gradually. Therefore, whether the established state equation can reflect the real physical meaning of state variables and whether the measurement equation and measurements are accurate will affect the filtering estimation effect of the Kalman filter.

For the roll-pitch seeker, the Kalman filter equation is established to estimate the disturbance quantity. The angle of the line of sight, angular velocity of the line of sight, the angular acceleration, and the disturbance angular acceleration are taken as the state quantities. Angular velocity of the line of sight is generally used as the measurement of the Kalman filter equation. Since the roll-pitch seeker cannot directly obtain angular velocity, which needs to be obtained by semistrapdown calculation. Therefore, the accuracy of angular velocity obtained by the line of sight will have a direct impact on the accuracy of the Kalman filter measurement equation.

The Kalman filter estimation method is very effective for the pitch-yaw seeker, which can directly obtain the accurate angular velocity of the line of sight, but for the roll-pitch seeker, there is an error risk when using the Kalman filter method. The ESO-based method will not be affected by the angular velocity error of the line of sight, so when the filtering error is large, the estimation compensation effect of the ESO-based method will be better than that of the Kalman filtering method. It can be used in the roll-pitch seeker system, which is the superiority of the ESO-based method over the Kalman filtering method. The simulation results in Figures 10 and 11 can also illustrate this conclusion.

From Figure 10, the amplitude of the angular velocity of the roll frame motion under the action of the disturbance torque is greatly reduced by the estimation and compensation of the disturbance by the expanded state observer, which can well isolate the influence of the projectile body disturbance on the roll frame motion. For viscous damping moment, the noise of the seeker detector has a deep influence on the compensation effect. For spring torque, the influence is not deep. From the simulation, we know that the compensation result of the Kalman filtering method may be affected by the filtering precision, and the compensation effect is worse than that of the DRR compensation method based on ESO when the filtering error is large.

From Figure 11, the DRR generated by the combined interference torque is relatively large. After ESO compensation, the DRR of the roll frame and the pitch frame are all reduced greatly. Each of the reduction is an order of magnitude reduction and significantly improves the seeker’s ability to isolate missile body disturbance. From the simulation, we also know that the compensation effect of the Kalman filtering compensation method is worse than that of the DRR compensation method based on ESO when the filtering error is large.
3.2.2. ESO-Based Method Compared with the Differentiator Method. From Figures 8 and 9, we know that as the input of ESO, the angular velocity of the frame can only be obtained by semistrapdown calculation. Therefore, the error caused by the semistrapdown calculation will result in a deviation between the real frame angular velocity $\omega_{wx}$ and the ESO input. This deviation $\Delta\omega_{wx}$ will adversely affect the effect of DRR compensation. In the case of input information error $\Delta\omega_{wx}$, the compensation effect of the existing differentiator compensation methods will be adversely affected. Figure 12
shows the angular velocity deviation caused by semistrapdown calculation. Figure 13 shows the effect of DRR compensation based on ESO with the angular velocity deviation, which is compared with that of the differentiator compensation method.

From Figure 13, we know that when there is input information error, the effect of the compensation method based on the differentiator will be affected by the error information. If the angular velocity obtained through semistrapdown calculation is inaccurate, it is difficult to eliminate its influence on the frame motion through the differentiator. The effect of compensation based on ESO will be less affected by the error information. By estimating and compensating the disturbance in the stable loop through ESO, the capability of the seeker frame to isolate the missile body disturbance can be improved with at least one order of magnitude, and the missile body disturbance can be significantly inhibited.

3.2.3. ESO-Based Method Compared with the Feedforward Method. Figure 14 shows the DRR compensation simulation for the real and inaccurate roll-pitch seeker model, respectively. Select typical simulation parameters: the roll disturbance of the missile body is sinusoidal motion with amplitude $5^\circ/s$ and frequency of 2 Hz. $k_\omega = 0.15$ and $k_n = 0.8$. From the simulation results shown in Figure 14, we know that when the feedforward compensation method is adopted to compensate for DRR of the real roll-pitch seeker model, feedforward compensation can well isolate the missile body disturbance, and the ESO compensation method can have a good compensation effect too. When there is an error between the current roll-pitch seeker model and the real roll-pitch seeker model, the compensation effect of the feedforward compensation method is reduced, while the ESO compensation method still has a good compensation effect. The compensation effect of the feedforward compensation method depends on the model selected at the time of design. When the model has deviation, its ability to isolate the missile body disturbance decreases. However, the ESO compensation method does not depend on the model adopted at the time of design and can achieve a better compensation effect under different conditions.

3.3. The Influence of Frequency Bandwidth on Compensation Effect. The width of the frequency band is also an important loop parameter of the roll-pitch seeker. Increasing the frequency bandwidth of the stability loop can improve the disturbance isolation capability of the missile body of the system [31, 32]. However, due to hardware limitations such as the torque motor and frame angle sensor, the frequency bandwidth of the stability loop cannot be designed to be infinite, and the frequency band is generally $15 \sim 30$Hz [33, 34].

In this frequency bandwidth range, the numerical values of frame angular velocity after using the ESO-based DRR
compensation method with different seeker frequency bandwidths and interference torques are compared by simulation. Referring to model data of the typical roll-pitch seeker in the laboratory, we can set the simulation conditions as shown in Table 1.

From Figure 15, we can know that under different types of interference torques, the frame angular velocity after using the ESO-based DRR compensation method is reduced by an order of magnitude compared with that before compensation. The compensation effects are different with different frequency bandwidths. Four simulation conditions (15 Hz, 20 Hz, 25 Hz, and 30 Hz) are selected. The simulation results

**Figure 13:** Angular velocity of the frame under interference torque with $k_\omega = 0.15$ and $k_n = 0.8$.

**Figure 14:** Angular velocity of the roll frame by the use of ESO compensation and feedforward compensation.

**Table 1:** Simulation parameters.

| Parameters       | Values          |
|------------------|-----------------|
| $J_n$ (kg·m)     | 0.00305         |
| $J_w$ (kg·m)     | 0.0087          |
| $K_e$            | (0.5, 0.6, 0.7, 0.8, 0.9, 1.0) |
| $K_\omega$       | (0.05, 0.1, 0.15, 0.2, 0.25, 0.3) |
| $K_n$            | (0.5, 0.6, 0.7, 0.8, 0.9, 1.0) |
| $\omega$ (Hz)    | (15, 20, 25, 30) |
| $\delta T$ (°/s) | 5              |
show that the higher the frequency bandwidth is, the better the compensation effect will be.

In addition, the frame angular velocity after compensation is proportional to the interference torque. The larger the interference torque is, the larger the compensated frame angular velocity will be. The relationship between these two parameters is approximately linear.

4. Analysis of Dimensionless Miss Distance with the ESO Method

For the roll-pitch seeker, since the scale deviation between the detector, the frame angle sensor, and the angular rate gyro can be converted into the scale deviation between the detector and the angular rate gyro $R_d$ and the scale deviation between the frame angle sensor and the angular rate gyro $R_m$,
the DRR of the guidance system can be defined as

$$\text{Rd} = \frac{\Delta q(s)}{\theta} = (R_y + R_m) \times 100\%.$$  \hspace{1cm} (21)

The isolation of the guidance system depends on the symbol and size of the scale deviation sum. With the development of inertial devices, the angular rate gyro scale coefficient $k_g$ in the missile-borne high-precision navigation system has a small fluctuation range, which is within the range of the $1 \times 10^{-3}$ missile in flight. The scale coefficient of the detector and the scale coefficient of the frame angle sensor can be calibrated and corrected when the seeker is delivered, but the scale coefficient changes during long-term storage and in

| Parameters | Physical meaning                                      | Values                   |
|------------|-------------------------------------------------------|--------------------------|
| $T_g$      | Guidance time constant                                | 1                        |
| $N$        | Proportional guidance law coefficient                 | 3                        |
| $\frac{V_c}{V_m}$ | The ratio of relative velocity to projectile velocity | 600/400                  |
| $T_a$      | Time constant of angle of attack                      | 3                        |
| $R_d$      | DRR coefficient                                       | [0.01, 0.04, 0.06, 0.08] |
| $T_F$      | Terminal guidance time constant                       | 10                       |
| $T_1$      | Detector time constant                                | 0.01                     |
| $T_2$      | Instruction time constant                             | 0.01                     |
| $T_3$      | Line-of-sight angle extraction time constant          | 0.01                     |
| $k_1$      | Tracking loop coefficient                             | 1                        |
| $k_2$      | Stability loop coefficient                            | 1                        |

**Figure 18:** Guidance control system of the roll-pitch seeker considering typical error sources.
the missile flight, so it is difficult to calibrate the scale through the advance calibration. When the scale coefficient between the detector, the frame angle sensor, and the angular rate gyro is equal, it will not lead to the isolation problem of the roll-pitch seeker. At this point, the scale coefficient \( K_g \) will only change the value of the proportional guidance coefficient \( N \).

Due to the seeker scale deviation, the line-of-sight angle error caused by missile body disturbance will generate the wrong line-of-sight angular velocity and generate the wrong control instructions through the guidance law and pilot, thus generating additional missile body attitude movement, thus forming the isolation parasitic loop in the guidance loop.

At the initial moment, when the missile is far away from the target, the influence of the external guidance loop on the stability of the guidance system is relatively small. The stability of the guidance system is mainly determined by the parasitic loop of DRR, and the parasitic loop can be selected separately for analysis. The block diagram of the parasitic loop of DRR of the inverted roll seeker is shown in Figure 17.

The seeker module in Figure 17 is replaced by the simplified model of the roll-pitch seeker, and the new module is shown in following formula:

\[
x(s) = \frac{k_1k_2s}{(T_1s + 1)(T_2s + 1)(T_3s + 1)(s + k_2)}.
\]  

(22)

In this new equation, the seeker module adds some parameters. The values of these parameters have an impact
on the performance of the seeker. Referring to References [14, 15, 20, 22], we can set suitable values for these parameters. The specific meaning of parameters and the assignment of parameters in the simulation process are shown in Table 2.

For an air-to-air missile that uses a roll-pitch seeker for terminal guidance, its terminal guidance accuracy is affected by errors such as initial pointing error, target maneuver, and seeker measurement noise. According to the characteristics of the error source, the terminal guidance error source can be divided into two types: deterministic error and random error.

The deterministic error refers to the error whose size is known after the model is determined. The deterministic error that affects the final guidance precision mainly includes the initial pointing error and the target constant maneuver. The initial pointing error is caused by the deviation angle of the missile’s velocity vector, so that the missile has a velocity component in the direction of the vertical missile line, which will increase the deviation between the missile and the target in the direction of the vertical missile line. The ideal starting control condition of terminal guidance is that the initial pointing error is zero, at which point the missile can hit the nonmaneuvering target without control. However, it is
difficult to do this in practical application, so the velocity deviation of the missile needs to be corrected by the guidance control system.

When intercepting an air target, the target usually maneuvers in the terminal guidance section. Target constant maneuver refers to the constant acceleration perpendicular to the line of sight of the missile. Random error is the uncertainty factor in terminal guidance. The random error which affects the precision of terminal guidance mainly includes target random maneuver and seeker measurement noise.

Considering the guidance control loop of the roll-pitch seeker with deterministic error and random error, the block diagram as shown in Figure 18 is established.

The relationship between dimensionless miss distance of the guidance control system with the ESO compensation method and dimensionless miss distance of the guidance control system without the ESO compensation method is obtained through simulation. The simulation results are shown in Figures 19–23.

Figures 19–23 show the relation between the dimensionless miss distance and ESO compensation method in the cases that the input disturbances are step disturbance and low frequency fluctuation. We can see from Figure 19 that, when the input disturbance is the initial point to the error, under the condition of step disturbance, dimensionless miss distance can converge to zero. In the nondimensional miss distance with the ESO compensation method, compared with that without the compensation method, convergence of nondimensional miss distance is smoother. The result is better when the DRR value is lower. In the case of wave disturbance, the situation is the same.

We can see from Figures 20–23 that, when the input errors are the constant target maneuver, the random maneuver, the line-of-sight angle error, and the line-of-sight angular velocity error, the step disturbance can make dimensionless miss distance converge to a fixed value. The dimensionless miss distance using the ESO compensation method convergence process is more stable than that without using the compensation method. The dimensionless miss distance convergence rate is different if the effect of compensation methods is different. In the case of wave disturbance, the situation is the same.

For the simulation comparison of dimensionless miss distance under different compensation methods, random wave input is selected as the input of different error sources. The compensation results of different compensation methods are that the DRR values of the seeker system are different. Figures 24–28 show the simulation results of dimensionless miss distance under different compensation methods.
From Figures 24–28, we know that different DRR compensation methods have different effects on the dimensionless miss distance under various error input conditions. Different DRR compensation methods have different compensation effects for the air-to-air missile guidance system with the roll-pitch seeker, and the DRR values of the system after compensation are different. Through the analysis in Section 3, we know that under the same conditions, the DRR compensation effect of the ESO-based method is better than that of the Kalman filtering method, differentiator method, and feedforward method. The DRR compensated by different compensation methods can be obtained through simulation, which will be substituted into the guidance system, and the dimensionless miss distance is obtained through simulation. Simulation results show that the dimensionless miss distance of the ESO-based compensation method is smaller than that of other compensation methods.

5. Conclusion

By modeling the DRR compensation method of the two frames of the roll-pitch seeker based on ESO, we simulated and compared the compensation effect of the ESO compensation method on DRR under different interference torques and frequency bandwidths. The guidance loop system of the roll-pitch seeker containing the parasitic loop of DRR is established. Considering the influence of the ESO compensation method on dimensionless miss distance under different
error conditions, the following conclusions are obtained through experimental simulation:

1. By studying the frame model of the roll-pitch seeker, it can be seen that the viscous damping moment, spring moment, counter potential moment, and other disturbing moments will all reduce the seeker’s ability to isolate the disturbance of the warhead. For both of the roll frame and the pitch frame, the bigger the interference torque coefficient is, the weaker the seeker’s ability to isolate the disturbance is. The isolation degree caused by viscous damping moment and spring moment can be compensated by the DRR compensation method based on ESO. Compared with the existing compensation method, the ESO-based method has a better compensation effect.

2. The frequency bandwidth of the seeker also affects the compensation effect of the ESO-based DRR compensation method. In the design range of the frequency bandwidth of the seeker, the larger the frequency bandwidth is, the better the compensation effect will be. In addition, the frame angular velocity after compensation is proportional to the interference torque. The larger the interference torque is, the larger the compensated frame angular velocity will be. The relationship between these two parameters is approximately linear.

3. For the guidance system with the DRR parasitic loop, when the input disturbance is the initial point error, under the condition of step disturbance, dimensionless miss distance can converge to zero. In the nondimensional miss distance with the ESO compensation method, compared with that without the compensation method, convergence of nondimensional miss distance is smoother. The result is better when the DRR value is lower. In the case of wave disturbance, the situation is the same. When the input errors are the constant target maneuver, the random maneuver, the line-of-sight angle error, and the line-of-sight angular velocity error, the step disturbance can make dimensionless miss distance converge to a fixed value. The convergence process of dimensionless miss distance using the ESO-based compensation method is more stable than that without using the ESO-based compensation method. The convergence rate of dimensionless miss distance is different if the effect of compensation methods is different. In the case of wave disturbance, the situation is the same.

In addition, different DRR compensation methods have different effects on the dimensionless miss distance under various error input conditions. From the simulation, we know that the DRR compensation effect of the ESO-based method is better than that of the Kalman filtering method, differentiator method, and feedforward method. The dimensionless miss distance of the ESO-based compensation method is smaller than that of other compensation methods.

The research results can provide a reference for the performance research of the latest generation air-to-air missile based on the roll-pitch seeker. In addition, the research results can also provide help for the research of the roll-pitch seeker in different aspects, such as the parasitic loop, frame model, parameter design, guidance system design, error input model, and target maneuver model.
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