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Abstract
The quantum gravity path integral involves a sum over topologies that invites comparisons to worldsheet string theory and to Feynman diagrams of quantum field theory. However, the latter are naturally associated with the non-abelian algebra of quantum fields, while the former has been argued to define an abelian algebra of superselected observables associated with partition-function-like quantities at an asymptotic boundary. We resolve this apparent tension by pointing out a variety of discrete choices that must be made in constructing a Hilbert space from such path integrals, and arguing that the natural choices for quantum gravity differ from those used to construct QFTs. We focus on one-dimensional models of quantum gravity in order to make direct comparisons with worldline QFT. We also restrict attention to models in which worldlines do not split apart or join together.
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1. Introduction
Recent work has revived ideas from the late 1980s and early 1990s [1–4] (based in turn on the earlier references [5–8]) suggesting that spacetime wormholes elucidate the quantum physics of black holes [9–17], and other issues involving gravitational entropy [18]. Here the term spacetime wormhole is used to denote a configuration in the quantum gravity path integral for
which two separate connected components of the spacetime boundary are connected through
the bulk of spacetime; see figure 1.

Furthermore, because boundary partition functions tend not to factorize in the presence
of spacetime wormholes (see e.g., [19]), the above suggestions have led to renewed discussion of
the nature of the AdS/CFT correspondence. Indeed, as described in the above references it may
be that a given bulk theory is dual to an ensemble of field theories—though see also comments
in [20–24]. The physics of spacetime wormholes and their possible implications are thus very
much a part of current research.

However, attempting to understand issues involving spacetime wormholes brings one face-
to-face with the absence of a fully developed and universally accepted set of rules for manipu-
lating and interpreting quantum gravity path integrals. This deficit can lead to much confusion
in both the technical investigation of such path integrals and in communicating the results.
Our work below seeks to aid both tasks by pointing out certain discrete choices that must be
made in order to define a theory of quantum gravity from diagrams like those in figure 1, and
by exploring certain implications of such choices.

In particular, one may note that the spacetimes of figure 1 are similar to the diagrams of
worldsheet string theory and to the Feynman diagrams of QFT. Taken together with other par-
allels between free particles in Minkowski space and simple models of quantum gravity, this
feature is often taken to suggest that the full structure of quantum gravity will again resemble
that of string theory or QFT [3, 25–34], in which context the process of building the

3 For similar reasons, we also avoid use of the terms which have previously been applied, e.g., ‘multiverse field theory’
parenthetically mentioned in [3], ‘universal field theory’ of [29], and ‘Universe field theory’ coined in [36].
functions associated with states of a so-called ‘baby Universe’ Hilbert space;\(^4\) see also [37, 38] and the Lorentz-signature discussion of baby universes in [39].

Indeed, a key feature of the worldline formulation of QFT [40] is that the boundary conditions on worldline path integrals are associated with the arguments of correlation functions, and thus with the non-abelian algebra of quantum fields (see e.g. [41, 42], for applications). But the arguments of [14] for baby-universe superselection sectors imply that boundary conditions of quantum gravity path integrals correspond to the arguments of correlation functions associated with an abelian algebra of operators that can be simultaneously diagonalized on the baby Universe Hilbert space \(\mathcal{H}_{\text{BU}}\). This apparent tension was highlighted in [36]. To resolve this, below we focus on carefully identifying the steps in the QFT-like constructions that deviate from the framework defined in [14]. In particular, we will see that this issue is not related to any choice of spacetime signature, as both Lorentz- and Euclidean-signature constructions can in principle lead to either sort of algebra. Instead, the critical issue is whether the inner product on the quantum gravity Hilbert space is constructed from an adjoint (or CPT conjugation) operation that leaves the set of allowed boundary conditions invariant.

We will proceed by example, exploring a series of constructions one might use to relate path integral amplitudes to some quantum gravity inner product in various simple models. Our main goal is to illustrate some key places where choices must be made, and where QFT-like approaches deviate from the framework of [14]. But this is only one step in analyzing the treatment of quantum gravity path integrals. We will thus not concern ourselves with making the models particularly realistic. In particular, we will mostly study models which do not allow universes to split and join, so that our path integrals reduce to a collection of cylinders. Though it is important to investigate such splitting and joining interactions in detail in the future, at least in perturbation theory, it is clear that adding such interactions to our models should not change any qualitative conclusions.

In fact, we will consider models of quantum gravity in which spacetime is one-dimensional (so that the above cylinders degenerate to become just line segments). Such models may thus be called ‘worldline theories’. This choice was made for simplicity and also for ease of comparison with QFT. Since there is no concept of spatial boundary for one-dimensional Lorentzian spacetimes, our models are most analogous to studies of closed universes in higher dimensions. In particular, we encourage the reader to think of the quantum gravity Hilbert spaces described below as analogues of the ‘baby Universe sectors’ of higher-dimensional models discussed in [1–4, 14]. We will thus often refer to them as baby Universe Hilbert spaces below. Comments on higher dimensional cases are interspersed throughout the text, but a full treatment of higher dimensional cases may require additional inputs beyond those discussed here.

The set of options we explore is enumerated in table 1, though we defer a full explanation of the terms used there to the sections below. We make no claim that this list is exhaustive. In particular, we primarily consider unoriented spacetimes, only occasionally commenting on the possibility of including an orientation (e.g., in parallel with the treatment of [43] for Jackiw–Teitelboim gravity).

We furthermore make no claim that any of the options described below correspond precisely to the way that specific models were studied in [14] or in [9–13, 15]. We thus defer any discussion of the detailed connection between those references and the approaches below to the discussion in section 8.

\(^4\) Similar-but-different conclusions were reached in [1–3] by following the QFT-like 3rd quantization paradigm together and using an additional ‘locality’ assumption that restricts attention to an abelian sub-algebra, though this assumption can then be questioned as in [3]. See also further comments in section 8.
Table 1. The choices explored below associated with transforming a worldline path integral into a candidate quantum gravity Hilbert space, and the options chosen to define so-called group averaged theories (GATs), QFT-like theories, and Euclidean statistical field theories (ESFTs). E and L denote Euclidean and Lorentzian signatures respectively. Other terminology will be explained in the sections below.

| Choices                        | ESFTs section 4 | QFT-like sections 5 and 7 | GATs section 6 |
|--------------------------------|-----------------|---------------------------|----------------|
| (1) Proper time (lapse) range  | \( \mathbb{R}^+ \times \mathbb{R}^+ \) | \( \mathbb{R}^+ \) | \( \mathbb{R} \) |
| (2) Spacetime (worldline) signature (E, L) | E | E/L | L |
| (3) Restricted boundary conditions | No | Yes | No |
| (4) CPT requires extra \( \mathbb{Z}_2 \)? | No | For E target | No |
| (5) Target space signature | E | E/L | any but E |

We begin in section 2 below by reviewing the argument from [14] that quantum gravity quantities associated with asymptotic boundaries defines an algebra of simultaneously-diagonalizable operators on a so-called ‘baby Universe’ Hilbert space. This also provides an opportunity to provide an overview of the main structures required to define a quantum gravity Hilbert space from a gravitational path integral. Some further preliminaries for one-dimensional gravity theories are then described in section 3. We then proceed by examining various types of constructions in turn in sections 4 to 7, stepping through the ingredients and the choices to be made in each case. For each type of construction, we focus on simple examples and indicate various potential generalizations without dwelling on the details. We conclude in section 8 with a final discussion emphasizing open issues and the relation of our models to higher dimensional quantum gravity.

2. Boundary observables and baby universes

To set the stage for our discussion we begin with a recapitulating the essence of the argument from [14]. The path integral for any quantum system defines a map from a set of boundary conditions to numbers, the amplitudes. The amplitudes depend on a prescription for the dynamics (the set of configurations to be summed over in the path integral and the corresponding weights, typically specified by an action), as well as the allowed set of boundary conditions. We may superpose boundary conditions, turning the set of allowed boundary conditions into a vector space on which the map to amplitudes acts linearly.

Given the quantum path integral, we can extract from it a Hilbert space by cutting it open along a codimension-1 slice. This follows from the convolutional property of path integrals; each cut corresponds to a resolution of the identity. The two halves of the path integral produced by the cut each use the boundary conditions appropriate to that part of the path integral to construct a state in the Hilbert space or in its dual; i.e., a ket-vector or a bra-vector. The full path integral constructed by sewing them back together computes then the inner product between these bra- and ket-states, see figure 2. In other words, we split the boundary conditions into ‘bra’ and ‘ket’ pieces (typically corresponding to future and past, respectively, when our cut is at some fixed time in QM or QFT), and the amplitudes define a bilinear product between these pieces. To obtain a Hilbert space (with an inner product between two ket-vectors, say) we must have an anti-linear map turning a ket boundary condition for the path integral into a bra boundary condition, which squares to the identity. We may think of this as prescribing the action of a CPT map on the space of allowed boundary conditions for the path integral.
Now, if the quantum gravity path integral is a sum over all topologies, then it naturally allows topologies with an arbitrary number of boundaries. As a result, if $\mathcal{BC}_1$ is the space of allowed boundary conditions at a single boundary, then any list $b_1, \ldots, b_n$ of elements $b_i \in \mathcal{BC}_1$ (of any length $n$) will define an allowed boundary condition for our quantum gravity theory. Furthermore, the path integral is to be computed by summing over all spacetimes with boundaries matching $b_1, \ldots, b_n$. Thus the ordering of the boundary conditions plays no role, and two lists that differ by a permutation should be viewed as defining the same boundary conditions. Using $\langle b_1, b_2, \ldots, b_n \rangle$ to denote the path integral with boundary conditions $b_1, \ldots, b_n$, we may then write

$$\langle b_1, b_2, \ldots, b_n \rangle = \langle b_{\sigma(1)}, b_{\sigma(2)}, \ldots, b_{\sigma(n)} \rangle,$$  \hspace{1cm} (2.1)

where $\sigma \in S_n$ is a permutation of the boundary conditions. This turns the vector space of boundary conditions into an abelian algebra, with the product defined by disjoint union of boundaries.

As noted above, we should be able to cut open such a path integral to define a state. Due to the presence of boundaries, there are various ways in which we could introduce such a cut. For simplicity let us introduce a cut that does not intersect any of the existing boundaries $b_1, b_2, \ldots, b_n$, but merely partitions them into two disjoint subsets. Since each piece of the resulting path integral should define a state on the cut, there should be states $|a_1, \ldots, a_m \rangle$ associated with arbitrary lists of boundary conditions, where the symmetry (2.1) means that we must identify states that differ only by the ordering of the boundary conditions $a_1, \ldots, a_m$. And since the above cuts are closed surfaces, we should think of these states as describing closed universes without boundary. As a result, it is traditional to call this the Hilbert space $\mathcal{H}_{\text{BU}}$ of ‘baby universes,’ with the idea that such closed universes may have somehow been ‘produced’ by some larger (infinite) ‘parent Universe’ having a non-trivial asymptotic boundary.

For each allowed boundary condition $b \in \mathcal{BC}_1$, it is then natural to define an operator $\hat{b}$ on $\mathcal{H}_{\text{BU}}$ that simply inserts an additional boundary with the stated boundary condition; i.e.,

$$\hat{b}|a_1, \ldots, a_m \rangle = |b, a_1, \ldots, a_m \rangle.$$  \hspace{1cm} (2.2)
Since the ordering of the boundary conditions is unimportant, it is manifest that any two such operators commute:

$$\hat{b}_1 \hat{b}_2 |a_1, \ldots, a_m\rangle = |b_1, b_2, a_1, \ldots, a_m\rangle = |b_2, b_1, a_1, \ldots, a_m\rangle = \hat{b}_2 \hat{b}_1 |a_1, \ldots, a_m\rangle.$$  

(2.3)

Finally, there is one special state $|\text{HH}\rangle$ (the Hartle–Hawking no-boundary state) which corresponds to the absence of boundaries, $m = 0$. All the states of $\mathcal{H}_{\text{BU}}$ are then generated by the action of the algebra of boundary-inserting operators $b$ acting on $|\text{HH}\rangle$:

$$|b_1, \ldots, b_n\rangle = \hat{b}_1 \ldots \hat{b}_n |\text{HH}\rangle,$$

(2.4)

and linear combinations.

As noted above, this is not quite enough to define the inner product on $\mathcal{H}_{\text{BU}}$, since in addition we must choose an anti-linear 'CPT' operation acting on boundary conditions. Indeed, we will see below that a single set of amplitudes may be associated with several different Hilbert spaces, by making a different choice of this conjugation operation. This choice is equivalent to defining the adjoint of the boundary-inserting operators $b$ (and the conjugate to the no-boundary state). We then have

$$\langle a_1, \ldots, a_m|b_1, \ldots, b_n\rangle = \langle \text{HH} \mid a_1^{\dagger} \ldots a_m^{\dagger} \hat{b}_1 \ldots \hat{b}_n \mid \text{HH}\rangle$$

$$= \langle a_1^{\dagger}, \ldots, a_m^{\dagger}, b_1, \ldots, b_n\rangle,$$

(2.5)

where the second line is just a path integral amplitude written in the same notation as in (2.1), and where we have assumed that the application of CPT to a list of boundary conditions $a_1, \ldots, a_m$ is given by applying CPT to the individual members of the list. This means that for any $b \in BC_1$, $b^{\dagger}$ acts by inserting some boundary $b^{\dagger} \in BC_1$ (reusing the adjoint notation from the operator interpretation), so $\dagger$ acts on the space of connected boundaries and extends to multiple boundaries in the simplest possible manner.

This defines a sesquilinear product on the space of boundaries. For this to give a sensible Hilbert space, we must require that it is positive semi-definite; that is, the norm of any state thus computed is nonnegative. Under that assumption, we can define $\mathcal{H}_{\text{BU}}$ as the completion of the span of states $|b_1, \ldots, b_n\rangle$ (i.e., the completion of polynomials in boundary conditions $b_i$) with the given inner product. Since the inner product is required only to be positive semi-definite, nontrivial linear combinations of the states $|b_1, \ldots, b_n\rangle$ can be ‘null’: they have zero norm, and hence in the completion $\mathcal{H}_{\text{BU}}$ are equal to the zero state. One can informally say that $\mathcal{H}_{\text{BU}}$ is constructed as a quotient by such null states (though it is not technically necessary to invoke such a quotient to define the completion).

However, there are two more issues that we should consider. The first is to show that our boundary-inserting operators $b$ are truly well-defined on $\mathcal{H}_{\text{BU}}$. The potential issue here arises due to the above quotient by null states, since $b$ is a well-defined operator on $\mathcal{H}_{\text{BU}}$ only if

5 In particular, this means that the no-boundary condition is left invariant, so the norm of $|\text{HH}\rangle$ is given by the path integral over closed spacetimes with no boundary whatsoever. We may also choose to normalize $|\text{HH}\rangle$, which means defining the amplitudes to include a denominator of the path integral over closed spacetimes. Equivalently, we can integrate only over spacetimes without closed components, in the same way that vacuum diagrams are removed by normalization in QFT.

6 Defining $\mathcal{H}_{\text{BU}}$ from the amplitudes of the algebra $BC_1$ in the Hartle–Hawking state in this way is closely analogous to the GNS construction [44, 45] (see also [36, 38]), but not technically identical since we do not a priori have a norm on the space of operators.
it preserves the space of null states. But this is straightforward to show from (2.5). The key observation is that $b^\dagger$ acting to the right is equivalent to $b^\dagger$ acting to the left, and have assumed that $b^\dagger$ acts by adding some boundary $b^\dagger$:

\[
\langle a_1, \ldots, a_m | b | b_1, \ldots, b_n \rangle = \langle a_1, \ldots, a_m, b^\dagger | b_1, \ldots, b_n \rangle
\]

As a result, for any null state $|N\rangle$ and any boundaries $a_1, \ldots, a_m$ we have

\[
\langle a_1, \ldots, a_m | b | N \rangle = \langle a_1, \ldots, a_m, b^\dagger | N \rangle = 0,
\]

where the last equality holds because $|N\rangle$ is null. This means that the overlap of $b|N\rangle$ with any state is zero, so $b|N\rangle$ is also null, and thus $b$ preserves the null space as desired.

Secondly, we would also like to show that the $b$ can be simultaneously diagonalized. In general these operators are not Hermitian, but they are normal, meaning that $b$ commutes with its adjoint $b^\dagger$, $[b, b^\dagger] = 0$. This follows from the fact that $b^\dagger$ also acts by inserting a boundary $b^\dagger$, so we can apply (2.3) with $b_1 = b$ and $b_2 = b^\dagger$. This means that we can apply the spectral theorem, so $b$ is diagonalizable. In fact, all of the operators $b$ and $b^\dagger$ commute, and hence all $b$ can be simultaneously diagonalized as desired. The baby Universe Hilbert space $H_{BU}$ has a basis of simultaneous eigenvectors $|\alpha\rangle$ for all boundary-inserting operators $b$, labeled by some (continuous or discrete) parameters $\alpha$:

\[
b|\alpha\rangle = b_{\alpha} |\alpha\rangle
\]

for some $b_{\alpha} \in \mathbb{C}$, for all $b \in \mathcal{BC}_1$. These $\alpha$-states give superselection sectors for the commutative algebra generated by boundary-inserting operators.

It is clear that the above argument is very general. The key point is simply that quantum gravity inner products are given by path integral amplitudes as in (2.5) for some set of single-boundary boundary conditions $\mathcal{BC}_1$ that is invariant under the action of $\dagger$. While this appears to us to be a natural condition to impose on theories of quantum gravity, as we review below it is certainly not the case for the construction of QFT from worldline path integrals. This is illustrated by the examples below in which we also discuss certain other choices that must be made to define a Hilbert space from quantum-gravity-like path integrals.

### 3. One-dimensional theories of gravity

We now describe a general framework that forms the backbone of our one-dimensional quantum gravity models. Thinking of a gravitational theory as a path integral over spacetimes, we first describe the amplitudes resulting from the sum over one-dimensional manifolds. For the sake of simplicity we will focus on the non-interacting limit (the free theory), where our worldlines do not intersect with each other. We then discuss the choice of ‘matter’ degrees of freedom which lives on these spacetimes, giving the prominent example of a minisuperspace model obtained as a dimensional reduction of a theory in higher dimensions.

These ingredients will however not suffice to characterize our quantum gravitational theories completely: there will be additional discrete choices that need to be made in order to fully specify the model as summarized in table 1. We will explore these choices in detail subsequently in sections 4 to 7.
3.1. Amplitudes from the sum over one-dimensional spacetimes

For given boundary conditions, our one-dimensional gravity amplitudes will be defined by an integral over the compatible one-dimensional manifolds, perhaps with some ‘matter’ quantum mechanics living on those manifolds. Fortunately one-dimensional manifolds and metrics are simple: we have only intervals or circles, parameterized by their total proper length $T > 0$. Here we treat the real line as the $T \to \infty$ limit of an interval.

Since we are interested in the dependence on boundary conditions, we may ignore the circles (which in any case only contribute an overall normalization; see footnote 5) and restrict to intervals. For the most part we take the spacetimes we sum over to be simply a union of intervals, though we will take occasion to comment on the generalization to graphs, where we allow several intervals to be sewn together at their boundaries. Throughout our discussion, we will use quantum gravity terminology so that the one-dimensional manifold is a ‘spacetime,’ and a single such manifold represents a ‘Universe’ (and not a ‘particle’). It will, however, sometimes be convenient to also refer to the spacetime as the ‘worldline’ of the Universe.

The boundary of a one-dimensional spacetime is a (zero-dimensional) collection of points. As above, we use $BC_1$ to denote the set of allowed boundary conditions at any single such point. Note that in one-dimensional gravity theories these will be conditions on the ‘matter’ fields alone as the space of zero-dimensional metrics is trivial. For example, when one defines a one-dimensional quantum gravity model by Kaluza–Klein reduction of a higher-dimensional theory, most of the features the gravitational theory in fact become part of the Kaluza–Klein matter sector, with only an overall notion of proper time left to be treated as one-dimensional gravity.

Following the discussion of section 2, a general quantum gravity boundary condition is an unordered list of elements of $BC_1$. The associated quantum gravity amplitude is to be defined by summing over all one-dimensional manifolds compatible with the boundary conditions. Since for now our one-dimensional manifolds are collections of $n$ intervals, in the absence of inter-universe interactions, the number of boundaries must be an even number $2n$ for the amplitude to be nonzero. The topology of spacetime is specified by assigning the boundaries into $n$ pairs, where an interval connects the points in each pair. Each resulting pair of boundary conditions then specifies a single-universe amplitude computed by integrating over metrics and corresponding matter fields on the interval. The full quantum gravity amplitude is then formed by multiplying together the $n$ single-universe amplitudes defined by each pairing and then summing over pairings. For $b_1, \ldots, b_n \in BC_1$, the associated quantum gravity amplitude may thus be written

$$
\langle b_1, \ldots, b_{2n} \rangle = \sum_{\text{pairings of } \{b_1, \ldots, b_{2n}\}} \prod_{\text{pairs } \{b_i, b_j\}} A_{\text{SU}}(b_i, b_j),
$$

(3.1)

where $A_{\text{SU}}(b_i, b_j) = \langle b_i b_j \rangle$ is the ‘single-universe amplitude’ associated with integrating over the parameters of a single interval with the boundary conditions specified by the pair $b_i, b_j$.

As in [14], we treat all boundaries as being distinguishable so that there are no additional symmetry factors in (3.1). Our non-interacting Universe assumptions implies (3.1) has the form of Wick contractions, so that in simple cases the quantum gravity amplitudes can be written as Gaussian integrals over the space of boundary conditions with a covariance matrix specified by

7 If we were to sum over oriented spacetimes, we should also assign an orientation to the boundary, which means a choice of sign for each point.

8 For oriented spacetimes, the endpoints of an interval must have opposite orientation. The spacetime topologies are equivalent to maps from negatively oriented points to positively oriented points, which must be equal in number.
the single-universe amplitudes $A_{SU}$, and the baby Universe Hilbert space will be a Fock space built on a single-universe Hilbert space\(^9\).

Note in particular that (3.1) is invariant under arbitrary permutations of the single-universe boundary conditions $b_1, \ldots, b_n$. This may remind the reader of bosonic quantum field theory, and thus raise questions of whether other possibilities might be allowed as well. One might also ask about further modifications of (3.1). While such questions may be of interest, we will not explore them below. Instead, we take the structure embodied in (3.1) as given and consider additional choices that must be made in order to both define the single-universe amplitudes used in (3.1) (discussed below) and in order to construct the quantum gravity Hilbert space from the above quantum gravity amplitudes (discussed in sections 4 and 6).

To construct the full amplitudes it remains to define the single-universe amplitudes $A_{SU}$, which requires two ingredients. The first is a definition of the integral over spacetime (worldline) metrics on each interval. In practice, this will involve specifying whether the signature is Lorentzian or Euclidean and choosing a range of integration for the length (or proper time) $T$ of each interval. The second is the specification of the ‘matter’ model and its associated dynamics and boundary conditions.

Explicitly, we can write $A_{SU}$ with an integral over spacetimes (labeled by their length $T$) and over matter fields, labeled $x$:

$$A_{SU}(b_1, b_2) = \int_D \int_{b_1}^{b_2} \mathcal{D}x \, e^{i S_{\text{matter}}[x,T]}, \quad (3.2)$$

where $\eta = +1$ and $\eta = -1$ for Lorentzian and Euclidean worldlines, respectively, and $b_1, b_2$ indicate some choice of boundary conditions for matter fields $x$ at each end of the worldline. We may want to add a ‘gravitational action’ depending only on metrics, but the only local possibility in one dimension is a ‘cosmological constant’ proportional to $T$, which we have chosen to absorb as a constant shift of the matter Lagrangian. The flat measure $\mathcal{D}T$ over metrics is fixed by locality \(^{46}\) (and may also be obtained by starting with a general metric and gauge-fixing one-dimensional diffeomorphisms by the Faddeev–Popov method)\(^{10}\). For further discussion of the measure we refer the reader to \([49–52]\). Finally, we must choose a range of integration $D$ for the lapse or proper time $T$, with the only choices respecting locality being $\mathbb{R}, \mathbb{R}^+$ or $\mathbb{R}^-$.

To define the amplitudes, the main choices open to us are explicit in (3.2):

- The worldline signature $\eta$.
- The range of proper time $D$.
- The matter dynamics (fields $x$ and action $S_{\text{matter}}$).
- The allowed boundary conditions $b$ for matter.

As we will see in the course of our discussion, it is possible to construct examples that differ from the worldline formalism of QFTs by our choice of the domain $D$.

In addition, to define the quantum gravity Hilbert space we must specify the CPT operation $\dagger$. It is important to note that $\dagger$ is not in general determined by the choices above, and that it plays a critical role in the theory. In particular, the quantum gravity theories of sections 4 and 5 are distinguished only by the choice of $\dagger$.

\(^9\) Should we include interactions between worldlines we would have to consider summing over graphs with intermediate splitting and joining of worldlines. This can be accounted for perturbatively by including in (3.1) the sums over appropriate collection of graphs with fixed boundaries. In this case the quantum gravity Hilbert space is no longer the Fock space over a single-universe Hilbert space.

\(^{10}\) Non-trivial measures for the proper-time integration have been previously considered, see e.g., \([47, 48]\).
We will outline the class of matter theories we study below, and the remainder of the paper will be organized by various permutations of the other choices, and devoted to discussing their consequences for the resulting baby Universe Hilbert space.

There are some additional choices that are less important for our purposes, and will only be mentioned parenthetically. First, we could choose our spacetimes to carry an orientation; we will mostly concentrate on unoriented worldlines, which requires restricting to matter theories with time-reversal symmetry (cf, the discussion of JT gravity in two dimensions [43]). Likewise, we could choose to have worldline supersymmetry, which for instance provides an example (once we make some of our discrete choices) of a topological sigma model [53] (see [54] for the classic review of these developments). Finally, a more radical generalization is to sum not only over disjoint unions of intervals but general graphs, which we will have occasion to comment on in various cases.

### 3.2. The matter theory

The main choice which determines the amplitudes \( A_{SU} \) will be the matter theory. We can describe this either by a path integral, specifying matter fields and Lagrangian (as we have done above), or by a Hilbert space of matter states and a Hamiltonian \( H \). In the Hamiltonian formulation, the contribution to \( A_{SU} \) from an interval with proper length \( T \) will be given by matrix elements of \( e^{-iHT} \) or \( e^{iHT} \) for Lorentzian or Euclidean spacetimes respectively, between states determined by the boundary conditions.

In describing each class of examples below, we will focus mostly on a matter theory taking the form of a sigma-model, so that the field content is a map from the one-dimensional spacetime to some target space \( M_{\text{target}} \). We take this target space to be equipped with a metric \( g_{\mu\nu}(x) \), and thus with a Laplacian (or wave operator) \( \nabla^2 \). The matter action takes the form

\[
S_{\text{matter}} = \int d\tau \left[ \frac{1}{2} g_{\mu\nu} \frac{dx^\mu}{d\tau} \frac{dx^\nu}{d\tau} - U(x) \right],
\]

(3.3)

allowing for the possibility of a potential \( U(x) \) on \( M_{\text{target}} \). Equivalently, the Hamiltonian is

\[
H = -\frac{1}{2} \nabla^2 + U(x),
\]

(3.4)

acting on the Hilbert space \( L^2(M_{\text{target}}) \).

The most general possible boundary condition is to give a wavefunction valued in \( M_{\text{target}} \), that is a state in the matter Hilbert space \( L^2(M_{\text{target}}) \). This is a linear combination of boundary conditions that fix the fields to take a specific value \( x \in M_{\text{target}} \) at the corresponding endpoint of spacetime, corresponding to delta-function wavefunctions \( |x\rangle_{\text{matter}} \), where we use the matter label to avoid confusion with \( H_{BU} \). Thus, we will label our boundary conditions as points \( x \), so the amplitudes will be denoted \( \langle x_1, \ldots, x_n \rangle \) for lists of points in \( M_{\text{target}} \).

Models of this kind naturally arise in the so-called mini-superspace truncation of gravity [55, 56] in which one restricts a higher-dimensional model of gravity to e.g., homogeneous spacetimes. At this stage we will not restrict the signature of \( M_{\text{target}} \), so in particular the Hamiltonian may not be bounded below.\(^{11}\)

We will however require two properties that are not obviously natural in the most straightforward construction of such minisuperspace models. In particular, we will take \( M_{\text{target}} \) to be geodesically complete, so that \( \nabla^2 \) defines an essentially self-adjoint operator on \( L^2(M_{\text{target}}) \).

\(^{11}\) We will take the metric to have mostly positive signature for Lorentzian targets.
If \( \mathcal{M}_{\text{target}} \) is Lorentzian then \( \nabla^2 \) will have a continuous spectrum, while for Euclidean target one may end up with a discrete spectrum if \( \mathcal{M}_{\text{target}} \) is compact.

### 3.3. Mini-superspace models

To provide additional context for this treatment of the one-dimensional gravitational sector, let us briefly discuss an example of a mini-superspace model (see e.g., [57, 58]). The dynamics of spatially homogeneous \( 3 + 1 \) Lorentz signature Einstein–Hilbert gravity on a three-torus with vanishing cosmological constant, the Bianchi I model, is closely related to that of a free massless particle in \( 2 + 1 \) Minkowski space (say, with inertial coordinates \( x^0, x^1, x^2 \)), see [59]. In particular, with \( Y^i \) for \( i = 1, 2, 3 \) being coordinates on the spatial three-torus, consider the cosmological geometry with metric:

\[
\gamma_{ab} \, dX^a \, dX^b = -N_0(t)^2 \, dt^2 + e^{2x(t)} \, (e^{2x(t)})_{ij} \, dY^i \, dY^j. \tag{3.5}
\]

Here \( X(t) \) is a diagonal matrix after fixing the diffeomorphism symmetries sans time reparameterization; specifically we take \( X(t) = \text{diag} \{ x^1(t) + \sqrt{3} x^2(t), x^1(t) - \sqrt{3} x^2(t), -2x^1(t) \} \) to describe the anisotropies. The overall scale-factor of the torus is given by \( e^{x_0} \). Using the standard lapse function \( N_0 \) that measures proper time and momenta \( p_0, p_1, p_2 \) conjugate to \( x^0, x^1, x^2 \), viz, \( p^\mu = \frac{dx^\mu}{dt} \), the Einstein–Hilbert Lagrangian may be written as (nb: \( \mu \in \{ 0, 1, 2 \} \))

\[
\sqrt{-\gamma} \, R = \dot{x}^\mu \, p_\mu - N_0 \, H_0. \tag{3.6}
\]

Here we introduced, \( H_0 \), the Hamiltonian constraint, given by

\[
H_0 = \frac{e^{-3x_0}}{24} (-p_0^2 + p_1^2 + p_2^2). \tag{3.7}
\]

Now, \( H_0 \) vanishes on-shell due to the equation of motion obtained by varying \( N_0 \). Owing to the prefactor \( e^{-3x_0} \), the constraint \( H_0 \) tends to generate evolution that reaches a cosmological singularity at \( x_0 = -\infty \). However, using a rescaled lapse \( N = \frac{1}{12} N_0 \, e^{-3x_0} \) and the associated rescaled constraint

\[
H = \frac{1}{2} (-p_0^2 + p_1^2 + p_2^2), \tag{3.8}
\]

we may recast the dynamics in the advertised form of a standard massless particle in \( 2 + 1 \) Minkowski space \( \mathbb{R}^{2,1} \).

In particular, reduction to \( 0 + 1 \) dimensions yields a ‘matter’ theory defined by (3.8), which we may think of a sigma-model with target space \( \mathcal{M}_{\text{target}} = \mathbb{R}^{2,1} \). The gravitational sector of the reduced theory naturally has Lorentz signature, and we define the ‘proper time’ \( T \) of the reduced theory by \( dT = N \, dr \). Note that this differs from the natural notion of proper time \( N_0 \, dr \) associated with the \( 3 + 1 \) geometry, though it corresponds to the usual notion for a massless particle on \( \mathbb{R}^{2,1} \).

We offer this model as an illustration of way to obtain Lorentz signature target spaces for the worldline theory. Note that from the higher dimensional point of view we are only attempting to keep track of a subset of gravitational degrees of freedom in the mini-superspace approximation. One furthermore is also holding the higher dimensional topology fixed. Given the natural tendency of gravitational dynamics to lead to cosmological singularities, \( \mathcal{M}_{\text{target}} \) is typically not geodesically complete when the metric on it is defined by the constraint associated with evolution in proper time. For now we note only that this difficulty can typically be circumvented by using a rescaled ‘conformal time’ dynamics near the singularity (which amounts to
the use of singularity-avoiding coordinates), so that we can readily construct gravity-inspired models of the mathematical form described here. But we will return to discuss the physics of this rescaling in section 8.

4. Euclidean statistical theories

For our first two examples, discussed in this section and the next, we will choose the worldline quantum gravity theory to have Euclidean signature. While this is perhaps not as interesting as the Lorentzian theories discussed later from the point of view of higher-dimensional models of quantum gravity, we present it first as a clean and familiar setting to illustrate the impact of certain choices made to define the Hilbert space.

In fact, in both this section and in section 5 we will use precisely the same amplitudes, identified with correlation functions of a Euclidean field theory, but nonetheless construct two different Hilbert spaces. The choices we make here will lead to a baby Universe Hilbert space $\mathcal{H}_{\text{BU}}$ which is very natural if we interpret our field theory as a classical statistical model. A different set of choices (designed to make contact with a quantum field theory Hilbert space) will be discussed in section 5.

4.1. The amplitudes

Taking our spacetimes to have Euclidean signature means that the matter amplitudes on an interval of length $T$ are given by the matrix elements $\langle x | e^{-HT} | y \rangle_{\text{matter}}$. Our use of unoriented worldlines means that we have an $x \leftrightarrow y$ symmetry, so these matrix elements are symmetric and real. After integrating over one-dimensional metrics, the single-universe amplitudes $A_{\text{SU}}(x, y)$ that enter the quantum gravity amplitudes (3.2) thus take the form

$$A_{\text{SU}}(x, y) = \int_{\mathcal{D}} dT \langle x | e^{-HT} | y \rangle_{\text{matter}}$$

for some choice of integration domain $\mathcal{D} \subset \mathbb{R}$. The three local options are just the positive reals $\mathbb{R}^+$, the negative reals $\mathbb{R}^-$, or the entire real line. But for convergence, we require that the Hamiltonian $H$ be positive, and $\mathcal{D} = \mathbb{R}^+$ (or $H$ is negative, in which case we may replace $H \rightarrow -H$ w.l.o.g.). For a sigma-model as in (3.4), this means that the target space $\mathcal{M}_{\text{target}}$ must have Euclidean signature. With this choice, the resulting amplitudes are given by the matrix elements of the inverse of the Hamiltonian:

$$A_{\text{SU}}(x, y) = \int_{\mathbb{R}^+} dT \langle x | e^{-HT} | y \rangle_{\text{matter}} = \langle x | \frac{1}{H} | y \rangle_{\text{matter}}.$$  

In other words, $A_{\text{SU}}(x, y)$ is the Green’s function for the Hamiltonian $H$ (with appropriate fall-off conditions if $\mathcal{M}_{\text{target}}$ is non-compact).

For general amplitudes, we recall that (3.1) is computed from (4.2) from Wick contractions, and can thus be written in terms of an appropriate Gaussian path integral over a real scalar field $\Phi$ valued in $\mathcal{M}_{\text{target}}$:

$$\langle x_1, x_2, \ldots, x_n \rangle = \mathcal{N} \int \mathcal{D}\Phi \ \Phi(x_1) \cdots \Phi(x_n) e^{-I[\Phi]},$$

where $I[\Phi] = \int_{\mathcal{M}_{\text{target}}} dx \left[ \frac{1}{2} (\partial \Phi(x))^2 + U(x)\Phi(x)^2 \right]$. 

$$12$$
with $N$ a normalization constant. In other words, our quantum gravity amplitudes are the correlation functions of a free Euclidean field theory on $M_{\text{target}}$, consisting of a scalar field $\Phi$ with action $I$.

4.2. The baby Universe Hilbert space

As already emphasized, the amplitudes alone do not provide sufficient information to construct the baby Universe Hilbert space $H_{BU}$. In particular, in order to define the inner product we must additionally choose a conjugation operation, $\dagger$, acting on boundary conditions. Here, we will make the most obvious choice, that $\dagger$ acts trivially on the $x$ boundary conditions:

$$x^{\dagger} = x.$$  \hspace{1cm} (4.4)

From this, we can construct and interpret the baby Universe Hilbert space. As noted earlier, since the general inner product is computed by Wick contractions, $H_{BU}$ is a Fock space built on the single-universe Hilbert space, spanned by $|x\rangle$ for $x \in M_{\text{target}}$. A general single Universe state is a superposition $\int dxF(x)|x\rangle$ for some complex-valued function $F$ on $M_{\text{target}}$.

The inner product of two such states is constructed from the single-universe amplitude (4.2), as $\int dxdyG_1(x)A_{SU}(x,y)F_1(y)$. This is positive-definite, which can be seen by decomposing $F_1$ in a basis of eigenfunctions of $H$ and using positivity of the corresponding eigenvalues. In particular, there are no nontrivial null (zero-norm) states.

There is in fact a nicer characterization of the full Hilbert space $H_{BU}$, as a space of (complex-valued) functionals $F$ of our scalar field $\Phi$ taking values in $M_{\text{target}}$. Formally, we may write a functional $F$ in terms of its Taylor expansion,

$$F[\Phi] = F_0 + \int dx F_1(x)\Phi(x) + \frac{1}{2} \int dx_1 dx_2 F_2(x_1, x_2)\Phi(x_1)\Phi(x_2) + \cdots,$$  \hspace{1cm} (4.5)

where $F_n$, the $n$th functional derivative of $F$, is a symmetric function $M_{\text{target}} \rightarrow \mathbb{C}$. In particular, the one-universe Hilbert space considered above corresponds to linear functionals, where all $F_n$ vanish for $n \neq 1$. We can then write any state of $H_{BU}$ in terms of a functional $F$, as

$$|F\rangle = F_0|HH\rangle + \int dx F_1(x)|x\rangle + \frac{1}{2} \int dx_1 dx_2 F_2(x_1, x_2)|x_1, x_2\rangle + \cdots,$$  \hspace{1cm} (4.6)

and the inner product of two such states is given by

$$\langle G|F \rangle = N \int D\Phi G^*[\Phi] F[\Phi] e^{-I[\Phi]}.$$  \hspace{1cm} (4.7)

This holds term-by-term in the Taylor expansion, since both Gaussian integrals and our quantum gravity amplitudes (3.1) are computed by Wick contractions.

In this form, we may see that $H_{BU}$ has a simple interpretation if we take the path integral to define a classical statistical system, such as the continuum limit of an Ising-like model. The path integral $\int D\Phi \cdots e^{-I[\Phi]}$ defines a probability distribution (perhaps a Boltzmann distribution where $I[\Phi]$ is $\beta$ times the energy of the given field configuration). The functionals $F$ are then the observables of such a model, which are random variables depending on the probability distribution. The inner product then gives us the covariance matrix of these random variables,

$$\langle G|F \rangle = \text{Cov}(F, G).$$  \hspace{1cm} (4.8)
Thus, $\mathcal{H}_{\text{BU}}$ is a standard construction in probability theory, the Hilbert space of random variables (of finite variance).

Moreover, it is now simple to interpret the superselection sectors (or $\alpha$-states) of $\mathcal{H}_{\text{BU}}$: they are states where the field $\Phi$ takes a definite value, and the eigenvalues of boundary operators $\hat{x}$ are given by $\Phi(x)$. The action $e^{-\frac{1}{2}\hat{\mathcal{H}}}$ gives the square of the overlap of (appropriately normalized) $\alpha$ states with the no-boundary state $|\text{HH}\rangle$, so the probability distribution of superselection sectors is precisely identified with the original distribution defining the classical statistical theory.

4.3. Generalizations

One can exemplify the construction above with many familiar examples where $\mathcal{M}_{\text{target}}$ is compact. We could just as well also choose a non-compact target geometry. For definiteness, consider the Wick-rotation of the Bianchi I model introduced in section 3.2—the replacement $x^0 \rightarrow i x^3$ yields

$$H = p_1^2 + p_2^2 + p_3^2 \tag{4.9}$$

in terms of the Euclidean target space $\mathcal{B}_1 = \mathcal{M}_{\text{target}} = \mathbb{R}^3$.

From (4.2), it is clear that we may generalize this approach to allow any matter theory with a positive-definite Hamiltonian, a sufficiently well-defined resolvent operator, and time-reflection symmetry. Notably, this excludes the case of Lorentz-signature target spaces as naturally occur in quantum gravity models. However, if there is an appropriate $\mathbb{Z}_2$ symmetry as above, one can Wick-rotate such models to Euclidean signature and then apply the above approach. As before, the time-reflection symmetry is required due to our choice to sum over unoriented spacetimes.

Considering instead oriented spacetimes removes this requirement (for example, allowing us to include a background magnetic field for our particle), both giving a time orientation for the dynamics and an orientation (a sign) for boundary conditions. In that case, we denote a Dirichlet boundary condition with positive orientation by $\Phi(x)$, and one with negative orientation by $\bar{\Phi}(x)$. Any spacetime is a union of intervals connecting a $\Phi$ boundary with a $\bar{\Phi}$ boundary, so the amplitudes are

$$\langle \Phi(x_1) \ldots \Phi(x_n) \bar{\Phi}(y_1) \ldots \bar{\Phi}(y_m) \rangle$$

$$= \mathcal{N} \int D\Phi D\bar{\Phi} \, \Phi(x_1) \ldots \Phi(x_n) \bar{\Phi}(y_1) \ldots \bar{\Phi}(y_m) e^{-\frac{1}{2} \int_{\mathcal{M}_{\text{target}}} (\partial \Phi \partial \bar{\Phi})}, \tag{4.10}$$

which is just the path integral over a complex scalar field on $\mathcal{M}_{\text{target}}$. In this case we choose $[\Phi(x)]^\dagger = \bar{\Phi}(x)$ and $[\bar{\Phi}(x)]^\dagger = \Phi(x)$ to make the quantum gravity inner product positive-definite.

The generalization of this case to allow general graphs is now straightforward and familiar. We merely replace the quadratic action in either (4.3) or (4.10) with a more general functional of $\Phi$. Of course, the Euclidean fields $\Phi(x)$ remain simultaneously diagonalizable. Such models have been discussed in the past, see e.g., [60, 61].

We can arrive at interesting possibilities in some cases by restricting the allowed set of boundary conditions. Consider a case where we take $\mathcal{M}_{\text{target}}$ to be Euclidean hyperbolic space

---

12 Here we again use the ‘rescaled lapse’ $\mathcal{N} = e^{-\frac{1}{2N_0}N_0}$. 
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and require boundary conditions for the worldlines to end on the asymptotic boundary $S^{d-1} = \partial \mathbb{H}_d$. Take the non-interacting case (without vertices) and with constant potential $U = m^2$. The resulting quantum gravitational amplitudes are the conformally invariant correlators of Euclidean mean field theory\footnote{This depends on a choice of conformal frame (i.e., choice of metric within the conformal class of the boundary $S^{d-1} = \partial \mathbb{H}_d$), related to how we regulate the infinite length of worldlines.} (or a ‘generalized free theory’) defined on the conformal boundary $\partial \mathcal{M}_{\text{target}}$ \cite{62}. We thus arrive at a critical Euclidean statistical theory defined on the boundary of target space. This example is interesting primarily as the free limit of a gravitational theory with AdS asymptotics, for which the boundary Euclidean statistical theory has a local description by the AdS/CFT correspondence: see further discussion in section 8.

5. Euclidean approach to QFT-like theories

In section 4.1, we discussed how the amplitudes of a one-dimensional theory of Euclidean quantum gravity lead to the correlation functions of a Euclidean QFT. In section 4.2 we then constructed a Hilbert space from these amplitudes. But the result of our construction was not what one usually calls ‘the Hilbert space of the QFT’. In this section, we spell out the different choices that lead from the correlation functions (4.3) to the more familiar notions of QFT Hilbert space. Such constructions have a long history \cite{63}, and are associated in particular with the Osterwalder–Schrader reconstruction theorem \cite{64, 65} (see e.g., \cite{66}). Our main aim here is to understand these ideas in the context of the argument of \cite{14} reviewed in section 2.

5.1. Hilbert space construction

From the gravitational perspective, since we are taking the same amplitudes as in section 4, we should ask what other choices were made to construct the Hilbert space, and consider other options. The most obvious is our adjoint operation $\dagger$. A simple possible generalization of the choice made in section 4.2 is to define $\dagger$ to act locally on $\mathcal{M}_{\text{target}}$, so $x^\dagger = \sigma(x)$ for some function $\sigma : \mathcal{M}_{\text{target}} \to \mathcal{M}_{\text{target}}$. Since the adjoint must square to the identity, so must $\sigma$, so it is required to be an involution: $\sigma(\sigma(x)) = x$. This means that $\sigma$ can be represented as a self-adjoint and unitary operator acting on the Hilbert space $L^2(\mathcal{M}_{\text{target}})$ of our matter theory. To make the inner product on the one-universe sector conjugate symmetric ($\langle \mathcal{A}_{\mathcal{S}_1}(\sigma(x), y) = \mathcal{A}_{\mathcal{S}_1}(\sigma(y), x) \rangle$, we also require this operator to commute with the matter Hamiltonian $H$, so $\sigma$ should be a $\mathbb{Z}_2$ symmetry of $\mathcal{M}_{\text{target}}$ (preserving the metric and potential). This is of course a constraint on $\mathcal{M}_{\text{target}}$ as well as $\sigma$, since not every matter theory will admit such a symmetry.

The simplest example to have in mind is the product space $\mathcal{M}_{\text{target}} = \Sigma \times \mathbb{R}$ (with a constant potential $U = m^2$), where $\sigma$ acts trivially on $\Sigma$, and reflects the coordinate $t_\mathbb{R}$ for the $\mathbb{R}$ factor: $\sigma(t_\mathbb{R}) = -t_\mathbb{R}$. We will see that this is the most important example for the application to QFT, since the corresponding amplitudes are the Euclidean correlation functions for the vacuum state of a scalar field of mass $m$ on the spatial manifold $\Sigma$, with $t_\mathbb{R}$ interpreted as the Euclidean time. A specific example of this is Bianchi I model with $\mathcal{M}_{\text{target}} = \mathbb{R}^3$, after Wick rotation $x^0 \to -i t_\mathbb{R}$.

However, this presents an immediate problem for our inner product on the one-universe Hilbert space. This inner product is computed by the matrix elements of $\sigma \dagger H$, but this will never be a positive operator, so the inner product will not be positive-definite. The reason is that we can diagonalize $\sigma$ and $H$ simultaneously, so we may choose eigenstates of $H$ with definite parity $\pm 1$ under $\sigma$. But $H$ is a positive operator, so all the eigenstates with negative
Figure 3. (a) A target space $M_{\text{target}}$ with reflection symmetry $\sigma$. The reflection fixes the surface $\Sigma$, which splits the target space into two pieces $M_{\text{target}}^\pm$. (b) The single-universe states $|x\rangle$ and $|y\rangle$ are defined by a choice of points $x$ and $y$ (indicated by the crosses $\times$) in the half-space $M_{\text{target}}^-$. The inner product $\langle y|x \rangle$ is computed by the worldline path integral, with boundary conditions specifying that worldlines end at $x$ and $\sigma(y) = y^\dagger$. More general states are defined by including multiple insertions in $M_{\text{target}}^-$, and most generally by superpositions (both summing over the number of insertions and integrating over their locations with some weighting).

Parity will have negative norm. If all eigenstates have positive parity, it means that $\sigma$ is the identity and we return to the construction of section 4.2.

Inspired by constructions of the QFT Hilbert space, we evade this by restricting the set of allowed boundary conditions. Specifically, we restrict attention to the case when the involution $\sigma$ fixes a hypersurface $\Sigma$, and $M_{\text{target}} = \Sigma$ has two connected components $M_{\text{target}}^-$ and $M_{\text{target}}^+ = \sigma(M_{\text{target}}^-)$. We then define our Hilbert space to be spanned by states $|x_1, \ldots, x_n\rangle$, but now only allowing $x_i \in M_{\text{target}}^-$. We illustrate this in figure 3. In the simple example $M_{\text{target}} = \Sigma \times \mathbb{R}$, the hypersurface $\Sigma$ lies at the moment of time-reflection symmetry $t_E = 0$, $M_{\text{target}}^+$ and $M_{\text{target}}^-$ are the regions $t_E > 0$ and $t_E < 0$ respectively, and we define states with operator insertions at negative $t_E$ only.

Note that with this restriction on boundary conditions, our adjoint operation $x^\dagger = \sigma(x)$ does not preserve the space $M_{\text{target}}^-$ of single-universe boundary conditions to which (2.5) applies. This construction therefore violates an implicit assumption of [14]. We will later see some implications for the operators $x$. 
To see that these choices result in a positive definite inner product and to make contact with QFT constructions, we return to the path integral expression (4.3) for the amplitudes. We may write our inner product as

\[ \langle y_1, \ldots, y_n | x_1, \ldots, x_m \rangle = \mathcal{N} \int \mathcal{D}\Phi \Phi(\sigma(y_1)) \cdots \Phi(\sigma(y_n)) \Phi(x_1) \cdots \Phi(x_m) e^{-I[\Phi]}, \]

(5.1)

where \( x_1, \ldots, x_m, y_1, \ldots, y_n \) are points in \( \mathcal{M}_{\text{target}} \). To consider general states (linear combinations of states \( |x_1, \ldots, x_m\rangle \)), we may denote them as functionals of fields as in (4.6), with

\[ \langle G|F \rangle = \mathcal{N} \int \mathcal{D}\Phi G^* \Phi \circ \sigma F(\Phi) e^{-I[\Phi]}, \]

(5.2)

but now \( F, G \) are functionals depending only on restriction of the field \( \Phi \) to \( \mathcal{M}_{\text{target}}^- \). Since \( F(\Phi) \) depends only on the field in \( \mathcal{M}_{\text{target}}^- \) and \( G^* \Phi \circ \sigma \) only on the field in \( \mathcal{M}_{\text{target}}^+ \), we may split the path integral into two pieces, integrating separately over fields \( \Phi^- \) restricted to the respective regions. These are only identified at the common boundary \( \Sigma \), so we have \( \Phi^-|_{\Sigma} = \Phi_{\Sigma} \), and the inner product is written as the residual path integral on \( \Sigma \):

\[ \langle G|F \rangle = \int_{\Sigma} \mathcal{D}\Phi_{\Sigma} \Psi_F^* [\Phi_{\Sigma}] \Psi_{\Phi}[\Phi_{\Sigma}], \]

(5.3)

where \( \Psi_{\Phi}[\Phi_{\Sigma}] = \sqrt{\mathcal{N}} \int_{\Phi^-|_{\Sigma} = \Phi_{\Sigma}} \mathcal{D}\Phi^- F(\Phi^-) e^{-I^-[\Phi^-]} \).

(5.4)

The path integral defining \( \Psi_F \) is performed over fields \( \Phi^- \) on \( \mathcal{M}_{\text{target}}^- \) with the specified values on \( \Sigma \), and \( I^- \) is the action in (4.3), but with the integration restricted to \( \mathcal{M}_{\text{target}}^- \). In this form, the inner product is manifestly positive semidefinite, since the norm of the state \( F \) is given by integrating the positive functional \( |\Psi_{\Phi}(\Phi_{\Sigma})|^2 \) with respect to a positive measure\(^{14}\).

Indeed, we can interpret (5.4) as the path integral computation of a Schrödinger-picture wavefunctional on the surface \( \Sigma \), and (5.3) as the inner product of two such wavefunctionals. In the example \( \mathcal{M}_{\text{target}} = \Sigma \times \mathbb{R} \), the no-boundary state \( |\text{HH}\rangle \) constructs the vacuum of the QFT at time \( t_0 = 0 \), and nontrivial boundary conditions for worldlines produce excited states by inserting (Euclidean time-ordered) operators in the lower half-space \( t < 0 \). Our choices are essentially equivalent to the Osterwalder–Schrader construction of the QFT Hilbert space on the spatial slice \( \Sigma \) from Euclidean correlation functions.

5.2. Null states

Unlike in section 4.2, the inner product defined above admits nontrivial null states. As observed in [36], we may think of these as arising from the QFT field equations, which we may here write as \( H\Phi(x) = 0 \) where \( H \) is the matter Hamiltonian for our one-dimensional quantum gravity theory. Importantly, this holds only at separated points: when field insertions collide this may be violated by contact terms. Indeed, these contact terms explain why the field equations did

\(^{14}\) Interestingly, it is more complicated to show positive-definiteness working directly within the worldline formalism. This is related to the comment in [14] that it is unclear what conditions on the quantum gravity path integral are required for positive-definiteness of the full quantum gravity inner product. We include a worldline argument for positive-definiteness of the inner product in appendix A for the Gaussian case.
not give rise to null states in section 4.2. However, with our restricted boundary conditions $x, y \in \mathcal{M}_{\text{target}}$, operators $\Phi(x)$ and $\Phi(\sigma(y))$ can never collide, so inner products do not produce contact terms.

More explicitly, let us focus on the one-universe Hilbert space, and consider states $|f\rangle = \int dxf(x)|x\rangle$, where $f$ has compact support contained in $\mathcal{M}_{\text{target}}$. In particular, we may choose a function $f = Hh$, where the support of $h$ is contained in $\mathcal{M}_{\text{target}}$. Now the inner product with another state $|g\rangle = \int dx g(x)|x\rangle$ is given by

$$\langle g|f\rangle = \langle g \circ \sigma|1H|f\rangle_{\text{matter}} = \langle g \circ \sigma|h\rangle_{\text{matter}} = 0,$$

where $|f\rangle_{\text{matter}}$ is the state in the matter Hilbert space with wavefunction $f$ (with an $L^2$ inner product on $\mathcal{M}_{\text{target}}$). The final inner product vanishes because the support of $h$ and $g \circ \sigma$ are disjoint, lying within $\mathcal{M}_{\text{target}}$ and $\mathcal{M}_{\text{target}}^+$ respectively. Hence, $|f\rangle$ has vanishing inner product with any state, so it must be null: $|f\rangle = 0$. To connect this with the field equations $H\Phi(x) = 0$, the state is associated with the functional $\int dx Hh(x)\Phi(x) = \int dx h(x)H\Phi(x)$ (where we may ‘integrate by parts’ because $H$ is a symmetric operator on $L^2(\mathcal{M}_{\text{target}})$).

While at first the states of the one-universe Hilbert space would appear to be determined by functions $f$ on $\mathcal{M}_{\text{target}}$, such null states mean that the independent states in $\mathcal{H}_{\text{BU}}$ are in fact determined by far less data: a function only on $\Sigma$ (see appendix A for a non-redundant characterization of states in terms of a function $\Sigma \to \mathbb{C}$). Thus, the QFT Hilbert space constructed in this section is in a sense much smaller than that discussed in section 4, with one-universe states determined by a function on the submanifold $\Sigma$ of $\mathcal{M}_{\text{target}}$.

5.3. Operator algebra

Finally, we briefly discuss the construction of operators in this formalism. From the general discussion of section 2, one might expect to have boundary-inserting operators $\hat{x}$ acting on the baby Universe Hilbert space. But in fact, these operators are not well-defined, since they do not preserve the space of null states. For example, consider acting on the null state $|f\rangle$ with $f = Hh$ in (5.5) with $\hat{x}$, inserting a boundary at a point $x \in \mathcal{M}_{\text{target}}$, and take the overlap with the no-boundary state:

$$\langle HH|\hat{x}|f\rangle = \langle x|1H|f\rangle_{\text{matter}} = \langle x|h\rangle_{\text{matter}} = h(x).$$

This will be nonzero for some choice of $h$, so $\hat{x}|f\rangle$ is not a null state. As a result, the boundary-inserting operator $\hat{x}$ does not give a well-defined operator on the baby Universe Hilbert space, where we have performed a quotient by null states.

Such a result was possible only because our Hilbert space does not obey the axioms of [14]. The particular failure is the invariance of the set of allowed boundary conditions under the CPT operation $\dagger$, which means that the argument of (2.7) is inapplicable.

This is in fact perfectly in line with expectations from QFT\textsuperscript{15}. We would expect the operators $\hat{x}$ to be associated with the quantum fields $\Phi(x)$, but these do not give a well-defined operator algebra on a Euclidean space. For example, if $\mathcal{M}_{\text{target}} = \Sigma \times \mathbb{R}$ and we use the usual

\textsuperscript{15} This is associated with the well-known fact that while the Osterwalder–Schrader reconstruction directly reconstructs the states of QFT, it does not provide a similarly direct construction of the operator algebra.
quantization with respect to Euclidean time $t_E$, products of field operators are sensible only when they appear in Euclidean time order \(^{16,17}\).

5.4. Generalizations

This above discussion is readily generalized to any context where quantum field theory is well-defined and has the required $\mathbb{Z}_2$ reflection symmetry. For example, we may discuss complex scalar fields by using oriented worldlines, or generalize the amplitudes to general Feynman graphs in the manner of interacting quantum field theory.

Note, however, that gravitational models will not typically admit a time-reflection symmetry (for example, the Kantowski–Sachs model introduced later in (7.3)). Indeed, a $\mathbb{Z}_2$ symmetry reversing time would usually be a relation between the physics of large universes and of small universes, so there are few semiclassical gravitational models to which this formalism could apply. However, it might be interesting to consider whether—at least in some cases—string-inspired models with some suitable notion of T-duality (see e.g. [67]) could provide the required symmetry.

6. Group averaged theories

We now turn to the case where the worldline is taken to have Lorentz signature. We will begin by discussing a framework that may be unfamiliar to many practitioners of QFT or string theory. It is however inspired by a popular approach to studying single-universe quantum gravity models by treating them as constrained systems [68–75] and by treatments [76] of linearization-instabilities in quantum gravity.

The single-universe amplitudes $A_{SU}(x,y)$ that enter the quantum gravity amplitudes (3.1) take the form

$$A_{SU}(x,y) = \langle x | \delta(H) | y \rangle_{\text{matter}}$$

for some choice of integration domain $\mathcal{D} \subset \mathbb{R}$. The three options respecting worldline locality are the positive reals $\mathbb{R}^+$, the negative reals $\mathbb{R}^-$, or the full real line $\mathbb{R}$. We here discuss the latter choice ($\mathcal{D} = \mathbb{R}$), which fits into the so-called ‘group averaging’ paradigm discussed in [68–76] (sometimes under other names). With this choice, we may write

$$A_{SU}(x,y) = \langle x | \delta(H) | y \rangle_{\text{matter}},$$

which shows that choosing $\mathcal{D} = \mathbb{R}$ imposes the constraint $H = 0$ in a strong sense \(^{18}\).

As an example, consider the mini-superspace truncation of the Bianchi I model discussed in section 3, where the Hamiltonian (3.8) (in rescaled lapse variable) corresponds to that of a free particle motion in $\mathbb{R}^{2,1}$. The single Universe amplitudes compute the matrix elements of the

\(^{16}\)More precisely, the domain of $\Phi(x)$ and the image of $\Phi(y)$ are disjoint if $x$ is in the Euclidean future of $y$ (except in the case when $M_{\text{target}}$ is one-dimensional).

\(^{17}\)There are some boundary-inserting operators $\hat{\bar{x}}$ that are well-defined (though unbounded) on the baby Universe Hilbert space, namely when $x$ lies on the $\sigma$-invariant slice $\Sigma$. Since this set is invariant under our CPT operation, the general argument of [14] applies. And indeed, these operators are self-adjoint and mutually commuting, hence simultaneously diagonalizable (with eigenstates corresponding to delta-function wavefunctionals in (5.3)).

\(^{18}\)This raises the issue that is sometimes called the problem of time in quantum gravity, which is resolved by realizing that the true dynamics of such systems are encoded in relational observables. See e.g. [69, 77–82] for classic discussions.
on-shell constraint $\delta(p^2)$. Any general linear combination $\int_{\mathbb{R}^{2,1}} f(y) |y\rangle$ of the allowed boundary conditions is effectively projected into the space of solution of the quantum Hamiltonian constraint $H |\psi\rangle = 0$.

From (6.2) it is manifest that our single-universe amplitudes are the matrix elements of a positive operator on the matter Hilbert space. As a result, we can define a positive-definite quantum gravity inner product by taking CPT to act trivially on $M$ target; i.e., $x^\dagger = x$. In contrast, integrating $T$ only over a half-line would generate complex single-universe amplitudes from which the construction of a good Hilbert space is more complicated (see section 7).

Since (6.2) projects onto solutions of the constraint $H |\psi\rangle = 0$, we may obtain a more explicit description of our theory by working directly with such solutions. In particular, for the Bianchi I model

$$\delta(p^2) = \frac{1}{|p_0|} \delta \left( p_0 - \sqrt{p_1^2 + p_2^2} \right) + \frac{1}{|p_0|} \delta \left( p_0 + \sqrt{p_1^2 + p_2^2} \right),$$

(6.3)

it suffices to use the plane wave solutions

$$\langle x | p_1, p_2; \eta \rangle = e^{-i\eta \sqrt{p_1^2 + p_2^2}} e^{i(x^1 p_1 + x^2 p_2)},$$

(6.4)

for $\eta = \pm$ and to replace (6.2) by the ‘projected’ amplitudes

$$\tilde{A}_{SU}(p', p) = \frac{1}{|p_0|} \delta(p_1 - p'_1) \delta(p_2 - p'_2) \delta_{\eta\eta'},$$

(6.5)

where on the left-hand side $p = (p_1, p_2, \eta)$ and $p' = (p'_1, p'_2, \eta')$. In particular, we emphasize that the group-averaging approach keeps both positive- and negative-frequency solutions to the constraint and treats both on an equal footing.

The full quantum gravity Hilbert space can now be described succinctly by using the observation that (3.1) is just the result of performing a Gaussian integral over the space of plane wave solutions $p$ with covariance given by the right-hand side of (6.5). Consistent with the general argument from [14], the allowed boundary conditions $p$ then define a set of simultaneously-diagonalizable operators on this Hilbert space.

### 6.1. Generalizations

The above construction can be used in great generality. As it clear from (6.2), it requires only a matter Hamiltonian $H$ with continuous spectrum that includes zero and whose matrix elements are symmetric (so that $A_{SU}(x, y) = A_{SU}(y, x)$). The latter requirement is tantamount to requiring the matter to have a time-reversal symmetry, and is a consequence of our summing over unoriented spacetimes. This condition would be dropped if we instead summed over oriented spacetimes.

In particular, the above conditions on $H$ allow the case of sigma-models with general (geodesically complete) Lorentzian target space, or in fact any signature with additional ‘time’ directions (or indeed none) so long as the sign of $H$ remains indefinite. We are similarly free to add a potential to $H$ that preserves continuity of the spectrum and the inclusion of the eigenvalue zero. Using a rescaled notion of lapse as described in section 3.3, this allows one to treat rather general minisuperspace models [69, 83].

Of perhaps greater interest is the generalization to allow graphs instead of summing only over strict one-dimensional manifolds. This might be expected to reproduce more the features of higher-dimensional gravity that one might expect from the diagrams of figure 1. Since this
is not the focus of the current paper, we will content ourselves by noting that some such generalizations are straightforward. For example, in writing down the final quantum gravity Hilbert space one can readily replace the Gaussian integral over solutions to the constraint $H|\psi\rangle = 0$ with some non-Gaussian integral over the same space of constraints. Similarly, one can allow the constraint to depend on the ‘coupling constants’ $g$ that control any non-Gaussianities, so that the space of random variables at each $g$ is defined by solving a new constraint $H_g|\psi\rangle = 0$. In each case, the allowed boundary conditions continue to define simultaneously diagonalizable sets of operators. We leave for future investigation whether the diagrammatics of such theories matches expectations from the quantum gravity path integral, though we will return to comment further on the physics of quantum gravity constraints in section 8.

7. Lorentzian approach to QFT-like theories

The construction of section 6 led us to a Hilbert space for (amongst other things) worldline gravity with Lorentz-signature target space. For example, the matter Hamiltonian of the Bianchi I model is given by the wave operator on three-dimensional Minkowski spacetime. However, we did not arrive at the quantum field theory Hilbert space (for a free field on $\mathbb{R}^{2,1}$ in the Bianchi I case, for example) as one might have expected form the worldline formalism of QFT [41, 42]. In this section we examine the choices one might take (different from section 6) to pursue the analogy with QFT.

We first note that the amplitudes defined from our GAT are not the usual correlation functions of QFT. The one-universe amplitudes (6.2) are the matrix elements of $\delta(H)$, while the usual two-point functions of free fields are Green’s functions of the matter Hamiltonian (inverses of $H$). This is a result of integrating the lapse $T$ over the entire real line, $D = \mathbb{R}$. We can consider instead the choice of integrating only over a half-line, say $D = \mathbb{R}^+$:

$$A_{SU}(x, y) = \int_{\mathbb{R}^+} dT \langle x| e^{-iHT}|y\rangle = \langle x| \frac{1}{i(H - i\epsilon)}|y\rangle. \tag{7.1}$$

Here the integral gives a well-defined a distribution (associated with the Fourier transform of a step function) which we have written in terms of an $i\epsilon$ prescription. This is in fact gives a standard description of $iGF$ where $GF$ is the Feynman Green’s function (see e.g., [84]). In particular, the path integral is well-defined for Hamiltonians with a continuous spectrum, which need not be bounded, and computes matrix elements between states with an appropriately smooth and rapidly-decaying energy representation. The result can also be written in the form

$$\frac{1}{i(H - i\epsilon)} = \mathcal{P} \frac{1}{iH} + \pi \delta(H), \tag{7.2}$$

where $\mathcal{P}$ denotes the principal value distribution.

Due to the imaginary part of (7.2), using (2.5) as written, and taking CPT acting trivially on $\mathcal{M}_{\text{target}}$, one no longer defines a real and positive quantum gravity inner product. Yet QFTs do have a positive inner product as well as a notion of CPT-conjugation (e.g., for real scalar fields $\Phi(x)^\dagger = \Phi(x)$). Furthermore, in the free case that is relevant when we exclude non-trivial graphs, it has precisely the structure described by (3.1).

The explanation is that in QFT the amplitude (7.1) does not define an inner product between states $\Phi(x)|\Omega\rangle$ and $\Phi(y)|\Omega\rangle$ for some ‘vacuum’ $|\Omega\rangle$. That inner product would be given by the expectation value of $\Phi(y)\Phi(x)$, with operators ordered as written (a Wightman function). But (7.1) would instead be interpreted as a time-ordered correlation function: the expectation value of $T\{\Phi(x)\Phi(y)\}$, where the ordering of operators depends on their order in Lorentzian
time. Choosing the lapse to run over the negative reals gives us the anti-time-ordered correlation function (the complex conjugate of the time-ordered correlator). In this QFT language, our choice of integrating over the entire real line in section 6 gives the sum of these, which is the expectation value of the anti-commutator $\Phi(x)\Phi(y) + \Phi(y)\Phi(x)$.

To recover the QFT (Wightman) correlation functions, we must therefore apply (7.1) only when $y$ lies to the future of $x$, and instead use its conjugate (integrate over $T \in \mathbb{R}^-$) if $x$ lies to the past of $y$. But this condition is not symmetric in $x$ and $y$: the unordered list of boundary conditions $x$ is not sufficient information to tell us to construct the correlation function, as in the formalism of section 2 (in particular section 2.1).

When the target space $M_{\text{target}}$ is Minkowski space, we recover the familiar correlation functions of free QFT in the vacuum state, and may construct from them the associated Hilbert space [85]. However, this construction of a Hilbert space does not work for general $M_{\text{target}}$, since it is not guaranteed that (7.1) will be consistent with a time-ordered correlation function in any state\(^{19}\). The problem is that the correlation function $\langle O^\dagger O \rangle$ may not be positive (or even real) for general smearings $O = \int f(x)\Phi(x)dx$ of $\Phi$, even once we interpret (7.1) as a time-ordered correlator. To construct a Hilbert space requires some condition on $M_{\text{target}}$ to ensure positivity in this sense, for example that $M_{\text{target}}$ admits a time-reversal symmetry. In such a case, we obtain not only the Hilbert space of free QFT, but also a particular Gaussian state $|\Omega\rangle$ of the theory.

With these choices, the Hilbert space becomes the usual bosonic Fock space associated with a real scalar fields on $M_{\text{target}}$. We then find operators $\phi(x)$ associated with each boundary condition $x \in \mathcal{BC}_1 = \mathbb{R}^{2,1}$, but their algebra is famously non-abelian and the operators cannot be simultaneously diagonalized. We see that this is a result of deviating from the structure assumed in the arguments of [14]. Of course, one may nevertheless choose to focus on some abelian sub-algebra, perhaps the one defined by choosing\(^{20}\) $x^0 = 0$. This seems to be the approach taken in [1, 2, 4], though the more general ‘3rd quantization’ described in [3] allows the algebra of operators on $H_{\text{BU}}$ associated with boundary quantities to be non-abelian.

For an alternative approach that remains somewhat closer to the axiomatic framework of [14], one may assign an additional parameter to each boundary condition that determines their relative ordering. We must then define an adjoint operation $\dagger$ that reverses that ordering, and additionally place a constraint on boundary conditions so that ‘bra’ boundaries are always ordered after ‘ket’ boundary conditions. One can think of this as formally assigning each operator with an ‘$i\epsilon$’ deformation in imaginary time, with correlation functions always in Euclidean time order. The adjoint takes $\epsilon \to -\epsilon$, and we restrict boundary conditions to negative $\epsilon$. The result is much like the Euclidean construction in section 5, and in particular the structure of null states and the operator algebra is similar. Equivalently, we may think of the target space as having many ‘time-folds’ in a Schwinger–Keldysh type contour, and our boundary conditions label which contour an operator insertion lies on (cf., [86]). Correlation functions are then always contour-ordered, the adjoint reverses the order of contours, and we restrict our states to be defined by insertions on the appropriate half of the contours.

7.1. Generalizations

We expect that this approach can be generalized significantly. However, to maintain contact with a worldline quantum gravity formalism one would like to continue to use (7.1)

---

\(^{19}\) We thank E Witten for discussions bringing this point to light.

\(^{20}\) Note that restricting to a constant value of $x^0$ means that one can work entirely with (7.1) without requiring the complex conjugate. As a result, with this restriction the formalism fits within the framework of [14], and the resulting abelian algebra is consistent with the general argument of [14].
(or its conjugate) to define the single-universe amplitudes. An important question is then to understand the class of models for which the resulting inner product is positive definite. When this is the case, we expect that our procedure defines the usual Hilbert space for the associated free quantum field theory\(^{21}\).

Nevertheless, at least a few minimal properties would seem to be required for success. The first is that there be some notion of target space \( \mathcal{M}_{\text{target}} \), where in particular \( \mathcal{M}_{\text{target}} \) is a time-orientable Lorentz-signature manifold. While the definition of the amplitude in (7.1) makes sense in any signature, only time-orientable Lorentzian spacetimes have a partial order imposed by the causal structure. This partial order is required to interpret the amplitudes as expectation values of time-ordered products, and hence would appear to be essential to construct a QFT-like Hilbert space. In addition, in Minkowski space the discussion is simplified by the fact that \( H \) is an essentially self-adjoint operator on \( L^2(\mathcal{M}_{\text{target}}) \). When this is not the case, the role of boundary conditions defined by the details of the matter path integral will be more important, and we expect it to be necessary to choose boundary conditions that make \( H \) self-adjoint. Essential self-adjointness is to be expected when \( \mathcal{M}_{\text{target}} \) is both globally hyperbolic and geodesically complete, though more generally it should be expected to fail.

In addition to such mathematical questions, additional physical considerations may be relevant as well. For example, as pointed out long ago in [69], the physics appropriate for a QFT may not always agree with the physics appropriate for a theory of quantum gravity. To illustrate this issue, let us follow [69] and consider a gravitational model in which universes start from a big bang, expand to some maximum size, and then collapse to a big crunch. A simple example is given by the so-called Kantowski–Sachs model of anisotropic vacuum gravity on \( S^1 \times S^2 \times \mathbb{R} \), which in the end [88] differs from (3.8) only by using symmetry to set \( x_2 = 0 \) and adding an external potential:

\[
H = -p_0^2 + p_1^2 - 48 e^{2(x^0 - x^1)}.
\] (7.3)

The overall classical dynamics is clear from the fact that any future-directed timelike curve on \( \mathcal{M}_{\text{target}} = \mathbb{R}^{1,1} \) has increasing \( 2x^0 - x^1 \). So classical solutions cannot be completely described by such future-directed timelike curves, as in the far future this would require the spacelike condition \( p_1^2 - p_0^2 > 0 \). Instead, while one might begin with such a curve (say, emerging from a big bang at \( x^0 = -\infty \)), the dynamics forces the trajectory to become spacelike at some point, and in fact to turn around so that \( x^0 \) then begins to decrease. Eventually, the trajectory becomes time-like again, but it is now past-directed on \( \mathcal{M}_{\text{target}} = \mathbb{R}^{1,1} \) and eventually results in a big crunch at \( x^0 = -\infty \).

One might thus expect the quantum version of this model to display similar behavior. But the quantum field theory associated with (7.3) is very different. The scalar experiences an external potential which becomes unboundedly negative at large positive \( x^0 \). This results in enormous particle creation, which in a gravitational interpretation would imply creation of a large number of universes at large \( x^0 \). Thus, rather than large \( x^0 \) (scale factor) being forbidden as in the classical theory, large scale factor seems to be dynamically preferred in the QFT-like quantum treatment.

\(^{21}\) The idea is that, so long as the metric and any potential are smooth, in the far UV our construction will agree with the case of Minkowski-space QFT. This is well-known to give the correct UV behavior for any QFT. And, in the absence of IR divergences, this condition determines a unique space of QFT states; see e.g. [87]. So if our procedure defines a Hilbert space, it must be the usual one of QFT.
8. Discussion

In the above, we have enumerated various choices that could be made in order to build a theory of one-dimensional quantum gravity from worldline path integrals. We concentrated on situations where splitting and joining of universes is forbidden, so that the final quantum gravity inner product could be represented by a Gaussian integral. However, generalizations to include interactions between worldlines were briefly discussed in sections 4.3, 5.4, 6.1 and 7.1. At least in perturbation theory the addition of such interactions cannot change our qualitative results.

The various choices that we examined are summarized in section 1 in table 1, along with the particular options that lead to Euclidean statistical theories (ESTs), GATs, and to QFT-like theories. Both ESTs and GATs fall within the framework described in [14], and in particular define the quantum gravity inner product from the path integral with no restriction on boundary conditions. Since the GATs are Lorentzian and the ESTs are Euclidean, this demonstrates that the framework accommodates path integrals defined by spacetimes of either signature. In contrast, in either signature, the QFT-like approaches relate the final inner product to path integral amplitudes only with some restriction on the possible boundary conditions which is not invariant under the CPT operation used to define the inner product. Since this restriction violates the framework described in [14], for such cases path integral boundary conditions need not define simultaneously-diagonalizable operators and hence also do not lead to superselection sectors.

Of course, given a non-abelian algebra of operators, it is possible to select an abelian sub-algebra. As a result, even using a QFT-like approach, one could attempt to claim that natural boundary objects correspond to such a sub-algebra of the possible baby Universe operators; one may thus consider them to be superselected. This appears to be the approach that was taken in [1, 2]. However, as emphasized in [3], such approaches involve assumptions about the nature of the final results—in particular, a certain form of locality was assumed in [1, 2]. Reasoning of this kind thus lead [3] to question the supposed locality, and to suggest that strict superselection may not hold. This stands in sharp contrast with the treatment of [14] reviewed in section 2, which argued that properties of the quantum gravity path integral require all boundary quantities to be simultaneously diagonalizable in $\mathcal{H}_{\text{BU}}$.

By describing the above choices, we hope to reduce confusion in the literature. For example, the comments of [21] concerning 2D theories of gravity arising from Wilson loops in Yang–Mills theories appear to be couched in the EST framework; it is unclear to us whether analogous comments hold in GAT-like constructions.

Implications for quantum gravity: In comparing the options described here, the idea that general path integral boundary conditions define the quantum gravity inner product appears natural from many perspectives and is related to historic discussions of quantum gravity and constrained systems [68–76, 89, 90]; see also [91]. This was the point of view taken in [14], and was used as the rationale there to justify the assumptions made in that work. However, we also noted that one may adapt arguments from [69] to show that—at least for certain models of gravitational physics—applying a QFT-like approach to quantum gravity leads to physics very different from the classical theory, even in an apparently semiclassical domain. In particular, for any cosmological model in which the Universe always reaches a maximum size and then recollapses, QFT-like approaches lead to divergent ‘pair production’ of universes with very large size. Thus, while the classical physics forbids universes of arbitrarily large size, the physics of QFT-like quantum gravity would be dominated by arbitrarily large universes.

See also the recent Lorentz-signature discussion of baby universes and superselection in [39].
contrast, the physics of GAT quantum gravity for those models again forbids large universes and is thus consistent with the classical results. We take this as a further argument against the use of QFT-like constructions in quantum gravity.

**Other discrete choices:** while we have explored several important discrete choices in the construction of candidate quantum gravity theories, it is important to emphasize that there are many other places at which further choices could be introduced and whose consequences remain to be explored. For example, as described in section 2 our quantum gravity amplitudes were taken to be completely symmetric. This naturally reminds one of bosonic quantum field theory, and thus leads to the question of whether other forms of multi-universe statistics might be allowed and what consequences they might entail. One could also as noted include worldline supersymmetry. Similarly, for simplicity we considered only the case of unoriented spacetimes (worldline), while summing instead of oriented worldlines should lead to slight modifications in parallel with the two-dimensional discussion in [92].

Indeed, many additional choices naturally arise when one generalizes the theory to allow splitting and joining of universes by summing over graphs. For example, in that context one may elect to treat ‘internal’ lines differently than ‘external’ lines. One may also allow the matter Hamiltonian $H$ to have some explicit dependence on the ‘coupling constants’ $g$ associated with the graph vertices, or perhaps to further generalize the structures discussed above.

**Interpretation of low dimensional topological models:** however, the most intriguing questions that stem from this work revolve around the relationship between the models discussed here and the topological model of [14], the treatments of JT gravity in [9–17], and higher dimensional gravity more generally. For example, having noted that our EST and GAT constructions both fall within the general framework described in [14], one might wonder which best corresponds to the way in which the topological model of [14] was explicitly solved in that work. However, one should recall that the main differences between ESTs and GATs involved the treatment of the constraint $H$ and the associated integration domain for the proper time $T$, and that neither $H$ nor $T$ appears at all in a topological model like that considered in [14]. As a result, it is far from clear whether such models can be meaningfully associated with either construction.

Now, in considering either the topological model of [14] or the treatments of JT gravity in [9–17], one might note that all of these works focus on Euclidean path integrals and thus be tempted to associate them with the construction of ESTs in section 4 in contrast to the Lorentzian construction of GATs in section 6. However, in sections 4 and 6, the terms Lorentzian and Euclidean were used to describe the natural contours of integration that define the desired path integral, while in many other contexts one uses the term to describe the sorts of spacetimes that one uses to evaluate the path integral. This distinction is illustrated by standard non-relativistic quantum mechanics, which one may choose to think is fundamentally defined by a real-time (‘Lorentz signature’) path integral, but which is usefully evaluated using Euclidean methods in contexts that involve quantum tunneling under a classical barrier. In essence, the point is that one may typically deform the contour of integration into the complex plane to rewrite an originally-Lorentzian path integral in a Euclidean form, or to rewrite an originally-Euclidean path integral in a Lorentzian form. And it was shown in [71] that this could be done for the GAT path integral by taking the contour to rotate in different directions depending on the particular matter boundary conditions chosen.

23 One may also note that, even in standard quantum mechanics, one is free to study ‘Euclidean’ quantities like $e^{-HT}$ in the ‘Lorentzian’ theory.
As a result, the mere use of Euclidean techniques in the above references is not sufficient to conclude that their treatment is more closely related to our ESTs than to our GATs. Indeed, we note that at least one element of the treatment in [9–17] appears to resemble the GAT construction. Namely, motivated by the fact that the dilaton $\phi$ appears linearly in the JT gravity action, the above references take functional integration over the dilaton to exactly enforce the metric equation of motion $R = -2$. Thus they choose an integration contour for $\phi$ much like the GAT contour for the proper time $T$ (which resulted in exactly enforcing the equation of motion $H = 0$ by producing a $\delta(H)$). However, we leave for future work any more detailed analysis of this JT path integral prescription and possible connection with GATs (or with generalizations thereof).

**Minisuperspace models of quantum gravity:** indeed, an important question is the extent to which physics of higher-dimensional quantum gravity is in fact similar to any of the models described here. We consider this to be an open question, with much to be investigated. In particular, in our work above, we took the matter Hamiltonian $H$ to be a self-adjoint operator. While this seems natural from the perspective of familiar matter quantum mechanics, we believe it to be rather less obvious from the perspective of higher-dimensional quantum gravity. To this end we remind the reader that when one defines a one-dimensional quantum gravity model by Kaluza–Klein reduction of a higher-dimensional theory, most of the features and complications of the gravitational theory then become part of the Kaluza–Klein matter sector, with only some overall notion of proper time left to be treated as one-dimensional gravity.

Let us thus consider again the diagrams of figure 1 associated with the splitting and joining of universes. From the higher-dimensional perspective, these are smooth Euclidean geometries. And in general, one expects smooth Euclidean solutions to be associated with tunneling amplitudes between e.g., classically-allowed Lorentzian configurations.

We can discuss this in more detail in a simple (and famous) minisuperspace model associated with the Hartle–Hawking wavefunction of the Universe. To this end, consider spatially compact homogeneous isotropic universes with topology $S^3 \times \mathbb{R}$ in the presence of a positive cosmological constant, but with no explicit matter. Such cosmologies are described by a minisuperspace model having a single degree of freedom $a$ (‘the scale factor’), which upon Kaluza–Klein reduction becomes our matter sector. The scale factor takes values in $\mathbb{R}^+$, and the corresponding ‘matter’ Hamiltonian generating evolution in proper time is then $H = p_a^2 + V(a)$, with $V(a) = 1 - \frac{4}{3}a^2$. Note that $H$ is not essentially self-adjoint, as classical solutions associated with energies greater than unity reach the boundary at $a = 0$ at finite time, and more generally quantum wavefunctions have a finite probability to tunnel under the potential barrier to reach $a = 0$. Indeed, this phenomenon is associated with the Hartle–Hawking no-boundary proposal for the wavefunction of the Universe [93], or perhaps more directly with the Vilenkin tunneling-from-nothing wavefunction [94, 95].

Of course, in the strict semiclassical limit $\ell_p \to 0$ such tunneling should not occur. In this limit, we should be able to describe a general theory of quantum gravity by cylinder diagrams, which on Kaluza–Klein reduction to one-dimension are associated with some matter Hamiltonian $H_0$. Since the above tunneling turns off in this limit, this limiting matter Hamiltonian should in fact be essentially self-adjoint. In the example above, this might be because the semiclassical limit is associated with some preferred boundary condition that defines the essentially self-adjoint $H_0$ from $H$. And it may be useful to explore the perturbative expansion in $\ell_p$, where a similar structure should arise at all orders.

However, at the non-perturbative level any notion of an essentially self-adjoint constraint defined on a single-universe Hilbert space may cease to be relevant. It would be extremely interesting to understand the structure that replaces it, as well as the associated physics that results.
Higher-dimensional generalizations: a natural higher dimensional generalization of the ideas discussed above would be to consider two dimensional spacetimes, where the allowed boundaries are line segments or closed loops. As a prominent example, we may regard string theory as a two-dimensional theory of gravity, taking a perspective where we regard the worldsheet as spacetime. From this perspective, target space is merely a manifold for matter fields. Boundary conditions correspond to asymptotic states of open or closed strings. Many of the above constructions generalize naturally to such cases (see e.g. [33, 34], for related comments).

Such a two-dimensional ‘quantum gravity’ could arise even for rather prosaic systems by characterizing the dynamics in terms of surface-like degrees of freedom. For instance, Ising-like models with $\mathbb{Z}_2$-valued spins may described terms of domain wall variables (the surfaces across which spins flip), cf. [96–98]. Likewise, the effective dynamics of QCD flux tubes is captured by a two-dimensional theory of the confining string [99, 100]. These theories are gravitational in the sense that they sum over two-manifolds modulo diffeomorphisms (though the fields living on the manifolds do not include a dynamical metric). In particular, the dynamics of the domain walls typically involves a sum over topologies. If interpreted as a two-dimensional theory of gravity living on the domain walls, these theories clearly fit very naturally into the EST paradigm of section 4. We can then give boundary conditions by specifying loops in target space on which domain walls end. The amplitudes correspond in the statistical theory to correlation functions of ‘defect’ loop operators (‘t Hooft loops for the $\mathbb{Z}_2$ spin symmetry). This is analogous to the worldline description of a theory with particle-like excitations as a one-dimensional theory of gravity, where we integrate in the worldline metric. Integrating in two dimensional gravitational dynamics is significantly more involved. In the case of the effective QCD string, the Nambu–Goto dynamics may be recast as a $\mathcal{T}\mathcal{T}$-deformed free boson theory, which could be interpreted as a two dimensional model coupled to gravity [101–103].

Another example in this vein is given by the genus expansion of large-$N$ gauge theories, which one might hope to describe as a two-dimensional theory of gravity. This hope is realized concretely for $\mathcal{N} = 4$ Yang–Mills via the AdS/CFT correspondence: we may describe this theory as two-dimensional gravity (a string theory), though the target space is $\mathcal{M}_{\text{target}} = \text{AdS}_5 \times S^5$ rather than simply the four-dimensional spacetime on which the gauge theory resides. Since the target space contains dynamical gravity, gauge-invariant boundary conditions are associated with strings ending on the (fixed) asymptotic boundary of $\mathcal{M}_{\text{target}}$. For example, we have boundary conditions given by vertex operators corresponding to local operator insertions in the boundary CFT, and by loops on which strings end on the boundary corresponding to Wilson loops. This situation was described in [21]. In particular, they interpreted JT gravity as a description of worldsheets in a topological string theory, and the corresponding amplitudes as correlation functions of Wilson loops in the dual Chern–Simons gauge theory. Again, this example fits naturally with the EST considerations of section 4, and in particular as a higher-dimensional generalization of worldline descriptions of AdS/CFT noted at the end of that section. As presented there, the restriction of boundary conditions to the asymptotic boundary of AdS was rather artificial, but this restriction is expected to become a requirement of gauge invariance once our worldline particles include an interacting graviton.

Having noted the similarity between one-dimensional (worldline) and string theories, we should point out a notable difference. With the exception of the GAT theories in section 6, our constructions above were sensitive to the off-shell content of the matter theory: that is, we were not limited to states on the worldline satisfying the constraint $H = 0$. This can be traced back to the boundary of the integral over the lapse $T$, corresponding to ‘short’ worldlines with $T = 0$. However, string theory is different in this respect: amplitudes are sensible only with
on-shell string states corresponding to physical vertex operators. This is ultimately due to the gauging of Weyl symmetry, via which any string state can be thought of as specified at infinite distance on the worldsheet. One can attempt to eschew stringy constructions and attempt to either quantize a particular class of diffeomorphism invariant two dimensional gravitational dynamics on two-surfaces, or quantize a gauge fixed system where we only consider rigid geometric structures. For example, we can take two-geometries to be cylinders and impose as in the GAT construction independent delta function constrains for time translations and spatial rotations (this bears some resemblance to ambitwistor string constructions [104, 105]). Whether such models make sense, and how one might interpret off-shell string field theory in the language described above, deserve further investigation [24]. A relevant perspective may be offered by the worldsheet description of out-of-equilibrium dynamics, as recently investigated in [106, 107].

**Spacetime D-branes:** above, we computed amplitudes defined by the path integral over all worldlines with fixed boundaries. A natural generalization allows the inclusion of dynamical boundaries. This means that the worldline path integral includes a sum over configurations with additional boundaries of a specified type. We call such boundaries ‘spacetime D-branes’, since they are analogous to D-branes in string theory considered from the perspective of the worldsheet. Similar boundaries have interesting and important effects in JT gravity and related models [10, 11, 14, 15]. How are such boundaries interpreted in the context of the worldline models discussed here?

Amplitudes with a spacetime D-brane can be described by including the exponential $\exp(\lambda b)$, where $b$ is a boundary-inserting operator of the relevant type, and $\lambda$ a ‘coupling’ specifying the amplitude for spacetime to end on the brane. From the perspective of the target-space path integral over fields $\Phi(x)$ (such as (4.3)), this becomes the insertion of an exponential $e^{\int \mathcal{L}(x)\Phi(x)}$, which in QFT terms is a source for the field $\Phi$. In this way, a spacetime D-brane can be interpreted as a deformation of the field theory action, or correspondingly (at least in the Euclidean statistical models of section 4) as a deformation of the distribution over $\alpha$-states. Another natural example (if we augment our worldline theory to describe gauge fields in target space) is a Wilson loop, which can be described as a spacetime D-brane whereby worldlines can end with fields taking values on a specified closed curve in target space.

Furthermore, one might consider the spacetime D-branes themselves to be dynamical objects, integrating over different possible choices of such boundaries. For instance, the Wilson lines in the example above may be interpreted as the trajectory of a heavy charged ‘probe’ particle: we may promote this particle to be dynamical by an appropriate integration over spacetime D-branes corresponding to all possible heavy particle trajectories. This gives one way to interpret the discussion of [33]. A more careful consideration of such dynamical boundaries in worldline theories may help to elucidate their role more generally in higher-dimensional models.
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Appendix A. QFT positivity from Euclidean worldlines

As noted in section 5, positivity of the quantum field theory inner product is manifest from the path integral over fields, but it is less obvious from the worldline formalism. As noted in [14] one can attribute this to the fact that it is unclear what conditions one ought to impose on the quantum gravity path integral for a positive-definite inner product. For a Gaussian field, one can however demonstrate the positive-definiteness of the full QFT Hilbert space directly from the worldline formalism. We outline an argument below, in case it is helpful in providing an insight into more general issues in quantum gravity.

Let us first rewrite the inner product in a slightly different way, using functions $F$ that solve the Klein–Gordon equation sourced by $f$:

$$F(x) = \int_{\mathcal{M}_{\text{target}}} \mathrm{d}y \, G(x, y) \, f(y) \iff (m^2 - \nabla^2)F = f. \quad (A.1)$$

We have (with the $\mathbb{Z}_2$ involution $\sigma$)

$$\langle f_2 | f_1 \rangle = \int_{\mathcal{M}_{\text{target}}} \mathrm{d}x \, F_2^*(\sigma(x))(m^2 - \nabla^2)F_1(x). \quad (A.2)$$

We now note that if $F_1$ is positive frequency, meaning that $f_1 = (m^2 - \nabla^2)F_1$ vanishes on $\mathcal{M}_{\text{target}}$, this inner product can be written as an integral over $\mathcal{M}_{\text{target}}^+$ only. But we can then integrate by parts, and if $F_2$ is positive frequency it means that $F_2^* \circ \sigma$ is negative frequency; the resulting integrand then vanishes on $\mathcal{M}_{\text{target}}^+$. All that remains are boundary terms, and we can write the inner product as an integral on $\Sigma$ (the fixed point locus of $\sigma$).

To see this in more detail, let us introduce some notation. First, define a ‘symplectic form’ $\Omega$ on the space of functions on $\mathcal{M}_{\text{target}}$ (or perhaps the space of functions that satisfy the Klein–Gordon equation $(m^2 - \nabla^2)F = 0$ in a neighborhood of $\Sigma$):

$$\Omega(F_1, F_2) = i \int _{\Sigma} (F_2 \nabla_a F_1 - F_1 \nabla_a F_2). \quad (A.3)$$

Here $\nabla_a$ is the normal derivative at $\Sigma$, pointing out of $\mathcal{M}_{\text{target}}^+$ and into $\mathcal{M}_{\text{target}}$. The factor of $i$ is a nice convention because it disappears if we ‘Wick rotate’ to Lorentzian signature, and this becomes the usual symplectic form on Cauchy data for the wave equation. From Stokes’
theorem, we have
\[
\Omega(F_1, F_2) = i \int_{M_{\text{target}}^+} (F_2 \nabla^2 F_1 - F_1 \nabla^2 F_2)
\]
\[
= -i \int_{M_{\text{target}}^+} F_2 (m^2 - \nabla^2) F_1 \quad (F_2 \text{ negative frequency}).
\]
(A.4)
(A.5)

In the last line we assume that $F_2$ is negative frequency, which means that $(m^2 - \nabla^2) F_2 = 0$ on $M_{\text{target}}^+$. This now resembles our inner product (A.2).

We can in fact write the precise relation in terms of the ‘complex structure’ $J$ acting on our space of functions by
\[
J F(X) = i F^*(\sigma(X)).
\]
(A.6)

This operator satisfies $J^2 = -1$ and maps positive frequency functions to negative frequency functions and vice versa. We now have
\[
\langle f_2 | f_1 \rangle = \Omega(F_1, J F_2).
\]
(A.7)

Writing this out explicitly gives us our inner product in terms of data on $\Sigma$ as
\[
\langle f_2 | f_1 \rangle = -\int_{\Sigma} \nabla_n (F_2^* F_1),
\]
(A.8)

where we have used the fact that $\Sigma$ is fixed by $\sigma$, and $\nabla_n (J F) = -J \nabla_n F$.

We can now use Stokes’ theorem again to write this as an integral on $M_{\text{target}}^+$:
\[
\langle f_2 | f_1 \rangle = \int_{M_{\text{target}}^+} \nabla^2 (F_2^* F_1)
\]
\[
= 2 \int_{M_{\text{target}}^+} \left[ (\nabla F_2^*) \cdot (\nabla F_1) + m^2 F_2^* F_1 \right],
\]
(A.9)
(A.10)

where we have used the fact that $F_1, F_2$ are positive frequency again to write $\nabla^2 = m^2$. In this form, the inner product is manifestly positive semi-definite:
\[
\langle f | f \rangle = 2 \int_{M_{\text{target}}^+} (|\nabla F|^2 + m^2 |F|^2) \geq 0.
\]
(A.11)

Now that we have a Hilbert space, let us understand it a little better. First, we can think about it in terms of positive frequency functions $F$, satisfying $(m^2 - \nabla^2) F = 0$ on $M_{\text{target}}^+$. This constraint determines $F$ from its values on $M_{\text{target}}^+$ (existence and uniqueness for the Dirichlet problem given data on $\Sigma$), so the space of positive frequency $F$ is roughly the space of all functions on $M_{\text{target}}^+$. But we have seen that the inner product can be written in terms of data on $\Sigma$ only, so the Hilbert space is much smaller: we have ‘null states’ corresponding to functions $F$ which are nonzero only in the interior of $\Sigma$. From (A.8) it looks like the relevant data is the value of $F$ and its normal derivative on $\Sigma$. But that’s still too much data: $F$ and $\nabla_n F$ on $\Sigma$ are related (nonlocally) by the positive frequency condition. We should therefore think of the states in the single-universe Hilbert space as depending on a single (complex) function of $\Sigma$, which we might think of as the wavefunction of a single particle.
In terms of the source $f$, (a dense set of) the Hilbert space consists of functions with compact support $\text{supp}(f) \subset \mathcal{M}_{\text{target}}$, modulo the image of $(m^2 - \nabla^2)$ among such functions. The latter give null states, since functions $f = (m^2 - \nabla^2)F$ with $F$ vanishing in a neighbourhood of $\Sigma$ have zero inner product with any state. Integrating by parts, we can see this as a statement of the Hamiltonian constraint or Wheeler–deWitt equation:

\[(m^2 - \nabla^2)\Phi(x) = 0.\] (A.12)

That is, $0 = \langle (m^2 - \nabla^2)F \rangle = \int_{\mathcal{M}_{\text{target}}^+} ((m^2 - \nabla^2) F) \Phi = \int_{\mathcal{M}_{\text{target}}^+} F(m^2 - \nabla^2) \Phi$. This follows because $G(x, y)$ obeys the Laplacian away from coincident points, and the restriction on boundary conditions precludes contact terms.

For multiple insertions of $\Phi$, we have a Fock space built on this one-universe Hilbert space. However, this is not completely immediate, since the amplitudes contain contractions between insertions in $\mathcal{M}_{\text{target}}$, different from the one-universe inner product because there’s no $\sigma$ reflection required. One way to proceed is by constructing ‘connected’ states, inserting some $\Phi(x)$ but subtracting by hand all contractions within $\mathcal{M}_{\text{target}}^+$. Inner products between such connected states sum only over contractions between one ‘ket’ insertion in $\mathcal{M}_{\text{target}}^+$ and one ‘bra’ insertion in $\mathcal{M}_{\text{target}}$.
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