**Automatic protocol for quantifying the vasoconstriction in blood vessel images**
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**Abstract:** Vascular targeted photodynamic therapy (V-PDT) has been successfully utilized for various vascular-related diseases. To optimize the PDT dose and treatment protocols for clinical treatments and to elucidate the biological mechanisms for V-PDT, blood vessels in the dorsal skin-fold window chamber (DSWC) of nude mice are often chosen to perform in vivo studies. In this study, a new automatic protocol to quantify the vasoconstriction of blood vessels in the DSWC model is proposed, which focused on tracking the pixels of blood vessels in pre- V-PDT images that disappear after V-PDT. The disappearing pixels indicate that the blood vessels were constricted, and thus, the vasoconstriction image for pixel distribution can be constructed. For this, the image of the circular region of interest was automatically extracted using the Hough transform. In addition, the U-Net model is employed to segment the image, and the Speeded-Up Robust Features algorithm to automatically register the segmented pre- and post- V-PDT images. The vasoconstriction of blood vessels in the DSWC model after V-PDT is directly quantified, which can avoid by the potential of generating new capillaries. The accuracy, sensitivity and specificity of the U-Net model for image segmentation are 90.64%, 80.12% and 92.83%, respectively. A significant difference in vasoconstriction between a control and a V-PDT group was observed. This new automatic protocol is well suitable for quantifying vasoconstriction in blood vessel image, which holds the potential application in V-PDT studies.

**1. Introduction**

Photodynamic therapy (PDT) is based on light activation of photosensitizer localized in target tissue to produce reactive oxygen species (ROS) which selectively eradicate target cells though direct cytotoxicity, vascular shutdown and indirect activation of an immune response. For vascular targeted PDT (V-PDT), a photosensitizer is site-directly delivered to vasculature, and the highly toxic ROS are produced in the vascular lumen upon irradiation with a laser at a particular wavelength, leading to irreversible vessel constriction (i.e. vasoconstriction) thus resulting in damages of the target lesion [1,2]. To date, V-PDT has been successfully utilized to treat prostate cancer [3,4], and several vascular-related diseases such as age-related macular degeneration (AMD) [5,6], port-wine stain (PWS) [7,8], vascular bleeding gastrointestinal mucosal lesions [9] and gastric antral vascular ectasia [10]. However, the treatment outcomes of V-PDT remain variable not only between different patients but also within the same lesion. Given that there are a number of both technical and conceptual reasons why measuring the blood vessel vasoconstriction may fail in the complex and heterogeneous milieu of solid tumors and PWS model (i.e. chicken cockscomb model), blood vessels in the dorsal skin-fold window chamber (DSWC) [11,12] of nude mice and the chorioallantoic membrane (CAM) [13,14] in chicken eggs are widely selected to perform in vivo studies, to optimize the dose and protocol for clinical V-PDT and to further elucidate the biological mechanisms.

The characteristic indexes of blood vessels include morphology, branching pattern, density and diameter. Previous studies demonstrated that a change in the diameter for blood vessels could be
used to quantify the biological response after V-PDT treatment [12–15], and the multi-position
diameters of single or multiple vessels were measured as the basis for determining V-PDT
response. The accuracy of this method needs to be further improved due to the complexity of the
vascular architecture, the randomness of constrictive positions and the constriction disorder of
each blood vessel. In particular, the accuracy in describing the V-PDT response by determining
the diameter of a single selected blood vessel is insufficient. To overcome this limitation, the
vessel density was proposed as an index in optical coherence angiography (OCA) images to
predict V-PDT outcome. It was shown that the peri-tumour microvasculature could be used
to determine the long-term V-PDT response [16]. The vascular density was also used as an
index to evaluate OCA and optical coherence tomography (OCT) images, respectively [16–18].
Unfortunately, the changes in vascular density were only analyzed, while the changes in their
vascular location were neglected. To overcome this limitation, Buzzá et al. used the vessel area
of the CAM model to analyze the V-PDT response through the calculation of the total pixels in
the images for both pre- and post-PDT [14]. However, this method will become invalid when the
presence of new blood vessels was observed after V-PDT, due to the vasoconstriction, which was
not previously detected in the vascular network. As a result, the increased number of pixels by
appearing thin vessels resulted in a vasoconstriction decrease, suggesting greater errors in the
analysis.

The objective of this study was to quantify the vasoconstriction for well-controlled blood
vessels in the DSWC model of nude mice. For this, a new automatic protocol to quantify blood
vessel vasoconstriction in the DSWC model was proposed, which was focused on tracking the
pixels of blood vessels in pre- V-PDT images, which disappear after V-PDT. The disappearing
pixels indicate that the blood vessels were constricted, and thus, the vasoconstriction image for
pixel distribution could be constructed. For this, images of the circular region of interest were
automatically extracted using the Hough Transform. Also, the U-Net model was employed to
segment the image, and the Speeded-Up Robust Features algorithm to automatically register the
segmented pre- and post- V-PDT images. The vasoconstriction of blood vessels in the DSWC
model after V-PDT was then directly quantified to evaluate the biological response.

2. Materials and methods

2.1. Blood vessel model for V-PDT

The blood vessels in the DSWC model were prepared with a well-established protocol [11,19].
Rose Bengal (RB) (Sigma-Aldrich, St. Louis MO, USA) was chosen as the photosensitizer model
for this study. For V-PDT, each BALB/c nude mice (male, 25–30 g) provided from Shanghai
SLAC Laboratory Animal Co. Ltd., Shanghai, China was intravenously injected with an RB
solution (25 mg/kg body weight). Shortly after RB administration, the blood vessels in the
DSWC model were irradiated by a 532 nm semiconductor laser with an irradiance of 50 mW/cm²
and a total radiant exposure of 30 J/cm². The blood vessel images of the DSWC model were
collected before and immediately after V-PDT via a Leica MZ16FA microscope (equipped with
a DFC300FXcamera, Germany, at 16 magnification). The resolution of the images in RGB mode
is 1040×1392 pixels. All animal experiments and procedures were approved by the Institutional
Animal Care and Use Committee at the Fujian Normal University.

2.2. Image processing and data analysis

The image processing procedure includes the following three parts: 1) Circular ROI images of
pre- and post- V-PDT were automatically selected using the Hough transform. 2) Images of pre-
and post- V-PDT were segmented. 3) Automatic image registration with the SURF algorithm
was used for pre- and post V-PDT images, followed by extraction of the overlapping region.
2.2.1. Auto-selected circular ROI using the Hough transform

The flowchart for the auto-selected circular ROI is shown in Fig. 1. The circular ROI is necessary for selection since all vessels are within the circular window. Since the metal frame looks much darker and of a less uniform color than the skin, the image preprocessing includes enhancing the circle edge of the image, correcting the non-uniform appearance [20], detecting the image edge and area filtering. Max filters were used to enhance the circular edge of the metal frame. The non-uniform appearance was corrected by a top-hat transformation. Next, the binary image was obtained through a segmentation approach introduced by Otsu [21]. The edge of the binary image could be detected by a Canny edge detector, and an area filter was applied to remove the wide and short areas which are not the edge of the circular metal frame [22].

![Flow chart for auto-selected circular ROI using Hough Transform.](image)

The radius and center of the circle could be tracked by the Hough transform [23], as each pixel’s Cartesian coordinates \((x, y)\) can be converted into polar coordinates \((r, \theta)\) [24,25], as shown in Eq. (1). The two-dimensional \((x, y)\) space is converted into a three-dimensional space \((a, b, r)\). Four parameters, the max radius, min radius, radius search step and angle search step, are used for the transform. When the total number of points in the \((a, b, r)\) space is higher than a threshold value, \((a, b, r)\) being recorded. The minimum radius \((r_{\text{min}})\) is selected because the inner radius of the DSWC is close to the skin. The mean of the center coordinates \((a, b)\) corresponding to \(r_{\text{min}}\) are calculated as \(a_{\text{average}}\) and \(b_{\text{average}}\), and then the circular ROI of the original image is selected by \((a_{\text{average}}, b_{\text{average}}, r_{\text{min}})\).

\[
\begin{align*}
x &= a + r \cos \theta \\
y &= b + r \sin \theta
\end{align*}
\]

where \((x, y)\) and \((r, \theta)\) are image pixel coordinates of the cartesian and polar coordinates, respectively. \(r\) is the circular radius, and \((a, b)\) denotes the circle’s center coordinate. Since the diameter of the DSWC model is known, the number of radial pixels is estimated to a set of max and min radius parameters with Eq. (2) [26].

\[
D = \frac{D'}{\beta} = \frac{(N_2 - N_1)L_0}{\beta}
\]

where \(D\) and \(D'\) are the real and measurement dimension of the object in the image, respectively. \(N_2\) and \(N_1\) are the locations of pixels that are crossing the edge of the object in the image. \(L_0\) is the size of the image pixels. \(\beta\) is the transverse magnification of the objective lens for imaging. For calculation, \(D\) in Eq. (2) is twice the length of \(r\) in Eq. (1).

2.2.2. Segmentation for blood vascular images

The blood vessels of images could be extracted by the image segmentation. The blood vessels in the DSWC model have different depths in the skin, so that their gray values are different. Hence,
the dynamic threshold method is used to segment blood vascular images [27], by the algorithm shown in Eq. (3).

\[
B(x, y) = \begin{cases} 
255, & C \leq I(x, y) - I'(x, y) \\
0, & C > I(x, y) - I'(x, y)
\end{cases}
\]  

(3)

where \(I(x, y)\) is the original image, \(I'(x, y)\) is the result with a mean filter of size \(N \times N\). The binary image \(B(x, y)\) is 255 or 0 depending on that the subtraction of \(I(x, y)\) and \(I'(x, y)\) is higher than or equal to or less than the constant \(C\). Hence, the segmentation accuracy is determined by the constant \(C\).

As to Eq. (3), the vessel segmentation with the dynamic threshold algorithm is affected by noise, especially for the small blood vessel in the images. For this, the dynamic threshold algorithm, combined with deep learning, is used to improve the accuracy and sensitivity of image segmentation. In this study, the U-Net model was employed for vessel segmentation since satisfying results have been obtained in processing retina images [28]. Furthermore, since the diameter of the blood vessels in the retina image (DRIVE datasets [29], Digital Retinal Image for Vessel Extraction) is similar to that of the small blood vessels in DSWC model, the mixed image samples include both large vessels using dynamic threshold algorithm segmentation and retina images from the DRIVE data set. The flow chart for training mixed sample by the U-Net model is shown in Fig. 2.

![Flow chart for training mixed sample by the U-Net model.](image)

### 2.2.3. Image registration

To compare the blood vessel images of pre- and post-V-PDT, the Speeded-Up Robust Features (SURF) algorithm was used for automatic image co-registration [30]. The SURF algorithm normally converts the original image into the eigenvalues of a Hessian matrix of an image pixel and then represents the Gaussian pyramid image to locate the feature points. The speed of SURF can be improved by employing the integral image method for solving the eigenvalues of the Hessian matrix. After training, the image after segmentation by the U-Net model becomes a map following reconstruction, which can be used as a pre-registration image. In this way, feature points will not be obtained from the ROI circle edge of the DSWC model when using the SURF algorithm, and the registration can be successful. In this study, to obtain acceptable feature points before and after V-PDT, the image is divided into four regions with the extracted center of the circle, as shown in Fig. 3. The appropriate feature points were obtained if the registered feature points fall in the same area with similar positions.

The flow chart for image registration is shown in Fig. 4. For image registration, the affine was utilized to accomplish the resampling conversion for image rotation, movement or distorted shape for blood vessels after V-PDT were not observed [31]. The ROI centers of pre- and post-V-PDT extracted by Hough transform are not always completely consistent. Consequently, the
Fig. 3. Feature points are extracted by the SURF algorithm are constrained based on the position and the direction of the circular region. O and O’ are registration centers of the circles. A and A’ are registration points as one group.

Images inside the circles post-registration are not fully overlapping. For this, the image overlap after registration was extracted as the vascular area for quantitative analysis.

2.3. Vasoconstriction of blood vessels after V-PDT

After the segmentation and registration for vascular images of pre- and post- V-PDT, a new method was proposed for calculating vasoconstriction. Briefly, this method takes the pixel points of vascular image of pre- V-PDT as the standard points, and it was used to analyze whether these standard points still exist in the vascular image after V-PDT. If the standard points disappear after V-PDT, which suggests that the blood vessel has been constricted in this position and the constriction position will be recorded. All the recorded constriction positions will be constructed to produce a map of vasoconstriction, and the vasoconstriction can be calculated as the listed Eq. (4).

\[
\text{Vasoconstriction} = \frac{T_{\text{constriction}}}{T_{\text{before}}} \tag{4}
\]

where \(T_{\text{before}}\) and \(T_{\text{constriction}}\) represent the total pixels of the vascular image for pre- and post-V-PDT, respectively.

3. Results

The blood vessels in the DSWC model for pre- and post- V-PDT were compared to quantify the vasoconstriction. For this, each group with two images for pre- and post- V-PDT was studied, and in total 20 groups were collected. Among these, 15 groups were used to train the U-Net model with deep learning, and another 5 groups were selected for data analysis.

3.1. Auto-selected circular ROI using the Hough transform

The process of circular ROI extraction is shown in Fig. 5. Firstly, a Max filter was used to enhance the circular edge of the metal frame (Fig. 5(b)), and the binary image (Fig. 5(c)) was
then obtained through a segmentation method introduced by Otsu [21]. After this, the contour image (Fig. 5(d)) was extracted by the Canny edge detector and Area filter. The image (Fig. 5(e)) of the detected circles with different center and radius could be further obtained by the Hough transform. Four parameters, the maximal radius, minimal radius, radius search step and angle search step were introduced for this transform. According to Eq. (1), all of the circular contour points can be mapped from Cartesian coordinates to polar coordinates, and the number of pixel points that have the same center and radius will be counted, as the green circle shown in Fig. 5(e). Finally, the circular red ROI in Fig. 5(f) can be extracted with the minimal radius after the center average of the circles.

3.2. Segmentation for blood vascular images

Representative original images of a DSWC model, both pre- and post- V-PDT are shown in Fig. 6(a) and 6(d), respectively. MATLAB software (The Mathworks Inc. MA) was used to extract the circular ROI with 2.6 GHz CPU and 8.00 GB RAM, and the auto-selected circular ROIs of DSWC model were extracted with the same radius of 400 pixels, as shown in Fig. 6(b) and 6(e). For each image, the processing time is around 20-60 seconds, Fig. 6(c) and 6(f) show the corresponding segmentation images used to train the model by U-Net.

In this study, the labeled blood vessels images in the DSWC model were segmented by dynamic threshold algorithm. Figure 7(a) shows that a lot of background noise will be segmented when a constant $C$ of 1 is chosen, whereas the small blood vessels cannot be segmented with $C = 7$ (Fig. 7(c)). Therefore, $C = 3$ was chosen for segmentation since the boundary gradient value of the observed small blood vessels is around 3 (Fig. 7(b)). As shown in Fig. 7(d), the blood vessels cannot be extracted exactly ($N = 7$) as the Mean filter area was too small. If we have an $N$ value of 90, the resolution of the segmented image is lower, i.e. the small blood vessels close to the large blood vessels were segmented into the large vessels, as indicated in Fig. 7(f). For the dynamic threshold algorithm, the segmentation accuracy for large blood vessels is higher, while it is lower for the segmentation of small blood vessels due to the noise. Regarding the optimization for the dynamic threshold algorithm, $C = 3$ and $N = 35$ were used for segmentation.

In order to overcome the influence of the selected constants $C$ and $N$ for the dynamic threshold algorithm, the U-Net model with deep learning was utilized for vascular segmentation. However,
the image samples trained by the U-Net model need to first label blood vessel image. For U-Net training, the mixed samples consisted of retinal images and blood vessel images of the DSWC model. The labeled blood vessel images of the retinal were directly given by DRIVE since the diameter of small blood vessels in the DSWC model is consistent with the diameter of blood vessels in the retina for the standard dataset DRIVE [29]. The labeled images of large blood vessels in the DSWC model were segmented by dynamic threshold algorithm. Figure 8 showed the typical segmented blood vessels in the DSWC model processed by artificial method and the U-Net model after image binarization, respectively. The images in Fig. 8(b) and 8(c) is very similar to that found in Fig. 8(a), while the segmentation sensitivity of U-Net model is higher than that of artificial method.
To verify the accuracy for determining the diameter of the blood vessel, the standard syringe needle with a diameter of 600 µm (Kangyou Medical Instrument Co., Ltd. Jiangsu, China) was used for segmentation. The original image and segmented black-white image of a syringe needle were shown in Fig. 9(a) and (b), respectively. The diameter of the standard syringe needle after image segmentation can be calculated using Eq. (2). As illustrated in Fig. 9(b), the coordinates of the remarked red line crossing the needle were (626,344) and (626,385), respectively. The diameter of the needle is 41 pixels, which is equal to 564 µm with an error of 6.0%. These data suggest that the segmentation error for the diameter is acceptable, and the vasoconstriction could be accurately determined using the vascular area.

3.3. Image registration

The images of non-registration and registration are shown in Fig. 10(a) and 10(b), respectively. Since the centers and radius of the auto-selected circular ROIs for pre- and post- V-PDT using Hough Transform are not always the same, the overlapping part of the circular ROIs are further extracted, as illustrated by the white area in Fig. 10(c). After this, the image in the white overlap area will be used to calculate vasoconstriction. As compared to the image in Fig. 6(c), the vascular pixels disappeared in the image of Fig. 6(f) will be recorded, as shown in Fig. 10(d). The sum of the vascular pixels in the vasoconstriction image in Fig. 10(d) is defined as $T_{\text{constriction}}$, while the sum of the vascular pixels in Fig. 6(c) is defined as $T_{\text{before}}$. The vasoconstriction can then be calculated by Eq. (4).

3.4. Vasoconstriction of V-PDT

For demonstration, control studies without V-PDT were performed first, and the vasoconstriction for three control cases of the DSWC model is shown in Fig. 11. The first and second columns are the original images for pre- and post-treatment, respectively. The third column is the overlap images after image registration, and the fourth column is the vasoconstriction image (blue line
**Fig. 10.** (a) Non-registration and (b) registration images for pre- and post- V-PDT of DSWC model (blue and red images indicate pre- and post- V-PDT, respectively); of pre- and post-treatment images; (c) The white region is the overlapping mask; (d) vasoconstriction image (blue line is the overlap mask edge).

The vasoconstriction for each case is indicated in the fifth column. The vasoconstriction for the control group (n=3) is 3.3±1.3%, which suggests that there was no obvious vasoconstriction for blood vessels in the DSWC model without V-PDT treatment, as expected.

| Pre-treatment | Post-treatment | Overlap Image | Vasoconstriction Image | Vasoconstriction |
|---------------|----------------|---------------|------------------------|-----------------|
| case 1        |                |               |                        | 4.1%            |
| case 2        |                |               |                        | 3.9%            |
| Case 3        |                |               |                        | 1.8%            |

**Fig. 11.** Vasoconstriction of blood vessels in the DSWC model for post-treatment. Case 1 was treated without RB and light; case 2 was treated with RB but without light; case 3 was treated with light but without RB.

Figure 12 shows the vasoconstriction of vessels in the DSWC model for pre- and post- V-PDT. A decrease in vascularization is due to blood vessel shutdown or a reduction in its diameter, as obviously observed. The vasoconstriction after V-PDT is 31.9±6.7%, and a statistically significant difference was observed between the V-PDT groups and the control groups listed above.
Fig. 12. Vasoconstriction of blood vessels in the DSWC model post-V-PDT. BALB/c nude mice were intravenously injected with RB solution (25 mg/kg body weight), and V-PDT was performed with laser irradiance of 50 mW/cm$^2$ and a total light dose of 30 J/cm$^2$.

4. Discussion

4.1. Auto-selected circular ROI using the Hough transform

To accurately extract the circular ROI by Hough transform, it is essential to detect the edge of the metal frame. Hence, a Max filter of size $3 \times 3$ is used to enhance the image because the metal frame of the DSWC model has some bright points as the metal reflects light. Figure 13(a) and 13(c) show the binary images processed with and without the Max filter, respectively. Also, the edge of the image in Fig. 13(b) is more obvious than the one in Fig. 13(d). The diameter of the DSWC model is 10.0 mm, and a 15.6-inch screen was used. As the aspect ratio for image display is 16:9, the length and width of the screen are 31.7 cm and 23.77 cm, respectively. The resolution of the screen is 1920×1080, and the length and width of each pixel is 0.0165 cm×0.022 cm. The magnification of the optical microscope is 16×, and the radius of the DSWC model is about 485 pixels, which can be theoretically calculated from Eq. (2). For this, the minimum and maximum radii are 350 pixels and 500 pixels in this study, and the selected radius could affect the cyclic search speed.

4.2. Segmentation for blood vascular image

The dynamic threshold algorithm is one method for segmentation, in which the constant $C$ and the average filtered image block $N$ could be selected. The value of $N$ is considered according to the size of the blood vessel image. In this study, the maximum diameter of the blood vessels in the DSWC model is around 35 pixels. In order to highlight the filtered blood vessels, 35 pixels are used as the size of block $N$. In order to segment small blood vessels, a constant $C$ of 3 is chosen as the edge gradient of the small blood vessel is 3.
In order to examine the accuracy, sensitivity and specificity of the dynamic threshold algorithm and the U-Net model [32], the retina DRIVE dataset was selected as the standard object for comparison. In addition, three different training sets, i.e. retinal image, the vascular image of the DSWC model, and the mixed samples with both vascular image of DSWC and retinal image, were used for training. As shown in Table 1, regarding the test for the vascular image of the DSWC model, the training for mixed samples with both DSWC and retinal vascular image could provide satisfactory results. The accuracy, specificity and sensitivity for U-Net model are 90.64%, 80.12% and 92.83%, respectively. As compared to the dynamic threshold algorithm, the sensitivity for the U-Net model increased from 62.78% to 80.12% and the accuracy and specificity are acceptable. The lower sensitivity for the dynamic threshold algorithm implies that this algorithm is easily affected by noise and other factors.

Table 1. Performance determined from retina and vascular image of DSWC model datasets

| Method                   | Dynamic threshold algorithm | U-Net model (deep learning) |
|--------------------------|-----------------------------|-----------------------------|
|                          | Train          | Test          | Train          | Test          | Train          | Test          |
| Image type               | Retinal image | Retinal image | Retinal image | Retinal image | Vascular image of DSWC model | Vascular image of DSWC model | Vascular image of DSWC model | Vascular image of DSWC model |
| Accuracy (%)             | 94.75          | 95.59         | 85.12          | 90.17         | 90.64          | 90.64         |
| Sensitivity (%)          | 62.78          | 74.90         | 14.23          | 78.98         | 80.12          | 80.12         |
| Specificity (%)          | 97.69          | 98.57         | 97.36          | 92.66         | 92.83          | 92.83         |
As shown in Fig. 14, the sensitivity of the dynamic threshold algorithm is lower than that of the U-Net model for segmenting small blood vessels, as indicated in Fig. 14(c) and 14(d), respectively. This finding agrees well with the obtained data.

![Fig. 14. (a) Original image; (b) Ground true image; Segmentation image with (c) dynamic threshold algorithm and (d) U-Net model for the retina.](image)

### 4.3. Image registration

As shown in Fig. 15(a), the feature points of the SURF algorithm often fall on the circular edge if the image was registered before segmentation, which could easily lead to registration failure. However, the segmented images could be directly used for registration, and the feature points were successfully located in circular ROI, as indicated in Fig. 15(b). This suggests that the image registration with feature points in the ROI image after segmentation is better than that prior to segmentation.

![Fig. 15. Image registration with feature points in ROI image (a) before segmentation and (b) after segmentation.](image)

### 4.4. Image processing error

The image processing error predominantly includes (1) radius of the circular ROI, (2) segmentation and (3) registration. Since only the overlapping image post-registration is selected, as shown in Fig. 10(c), the circular ROI radius error could be ignored.

As we know, image registration also could be successfully achieved by the manual method [33], and the feature points for manual registration are implemented using the MATLAB software. The image registration for blood vessels in the DSWC model is implemented manually with the SURF algorithm shown in Fig. 16(a) and 16(b), respectively. The difference between Fig. 16(a) and 16(b) is indicated in Fig. 16(c). Compared to the manual method for registration, the error for image registration with the SURF algorithm is 4.9% (i.e. the ratio of Fig. 16(c) to Fig. 16(a)).

As shown in Fig. 17, vasoconstriction maps were obtained using artificial methods, dynamic threshold algorithms, a U-Net model for image segmentation, the SURF algorithm and manual method for image registration. The vasoconstrictions with the SURF algorithm are 64.29%, 45.68% and 14.5% for the artificial method, dynamic threshold algorithm and the U-Net model, while the vasoconstrictions with manual method are 61.02%, 42.57% and 14.39%. There is no significant difference in vasoconstriction between the SURF algorithm and the manual method,
which suggest the errors for image registration are comparable. In addition, the difference in vasoconstriction for U-Net model is minima, implying that more suitable feature points can be found to register due to the high segmentation accuracy of the U-Net model. However, the manual method for image registration is time consuming.

Significant difference in vasoconstriction was found among some methods for image segmentation. The artificial method had the lowest sensitivity since many small blood vessels cannot be accurately segmented, as indicated by the white arrow in Fig. 7. As a result, both segmentation and vasoconstriction errors will increase. On the other hand, the segmentation sensitivity and accuracy could be dramatically influenced by the selected constants C and N for the dynamic threshold algorithm, as illustrated in Fig. 7. Therefore, the U-Net model combined with the SURF algorithm was chosen for image segmentation and registration in this study.

The previous study showed that a large number of capillaries could be re-generated and became visible after V-PDT [14], as shown in Fig. 6(a) and 6(c). If the direct subtraction after image registration is applied, the vasoconstriction may be significantly increased and resulted in overestimation, which can be successfully avoided by the proposed method in this study.

5. Conclusion

In conclusion, a new automatic protocol to quantify the vasoconstriction of blood vessels in the DSWC model was proposed, which was focused on tracking the pixels of blood vessels in pre- V-PDT images that disappear after V-PDT. As compared to the existing methods for calculating vasoconstriction, our proposed protocol could successfully avoid the new capillaries that potentially generated after V-PDT. Furthermore, images can be automatically processed...
without manual-labelling with high efficiency. Further work will address the statistical analysis of the vasoconstriction for V-PDT with various photosensitizers and light doses.
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