IN Variant Gibbs Measure FOR a Schrödinger Equation WITH Exponential Nonlinearity

TRISTAN ROBERT

Abstract. We investigate the invariance of the Gibbs measure for the fractional Schrödinger equation of exponential type (expNLS) \( i\partial_t u + (-\Delta)\alpha u = 2\gamma\beta e^{\beta|u|^2} u \) on \( d \)-dimensional compact Riemannian manifolds \( \mathcal{M}_d \), for a dispersion parameter \( \alpha > d \), some coupling constant \( \beta > 0 \), and \( \gamma \neq 0 \). (i) We first study the construction of the Gibbs measure for (expNLS). We prove that in the defocusing case \( \gamma > 0 \), the measure is well-defined in the whole regime \( \alpha > d \) and \( \beta > 0 \) (Theorem 1.1 (i)), while in the focusing case \( \gamma < 0 \) its partition function is always infinite for any \( \alpha > d \) and \( \beta > 0 \), even with a mass cut-off of arbitrary small size (Theorem 1.1 (ii)). (ii) We then study the dynamics (expNLS) with random initial data of low regularity. We first use a compactness argument to prove weak invariance of the Gibbs measure in the whole regime \( \alpha > d \) and \( 0 < \beta < \beta^*_\alpha \) for some natural parameter \( 0 < \beta^*_\alpha \sim (\alpha - d) \) (Theorem 1.3 (i)). In the large dispersion regime \( \alpha > 2d \), we can improve this result by constructing a local deterministic flow for (expNLS) for any \( \beta > 0 \). Using the Gibbs measure, we prove that solutions are almost surely global for \( 0 < \beta < \beta^*_\alpha \), and that the Gibbs measure is invariant (Theorem 1.3 (ii)). (iii) Finally, in the particular case \( d = 1 \) and \( \mathcal{M} = \mathbb{T} \), we are able to exploit some probabilistic multilinear smoothing effects to build a probabilistic flow for (expNLS) for \( 1 + \frac{\sqrt{2}}{2} < \alpha \leq 2 \), locally for arbitrary \( \beta > 0 \) and globally for \( 0 < \beta < \beta^*_\alpha \) (Theorem 1.5).
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1. Introduction

1.1. The exponential NLS. The purpose of this work is to investigate the construction and the invariance of the Gibbs measure for a nonlinear fractional Schrödinger equation of exponential type

\[ i \partial_t u + (-\Delta)^{\frac{\alpha}{2}} u = 2 \gamma \beta e^{\beta |u|^2} u, \quad (t, x) \in \mathbb{R} \times M_d, \tag{1.1} \]

where \((M_d, g)\) is a closed (compact, boundaryless) Riemannian manifold of dimension \(d \geq 1\), \(\alpha > 0\) is the dispersion parameter, \(\beta > 0\) is the coupling constant, and \(\gamma \in \mathbb{R}, \gamma \neq 0\) encodes the nature of the nonlinear interaction (defocusing for \(\gamma > 0\), focusing when \(\gamma < 0\)).

The model (1.1) appears naturally in the context of nonlinear optics [40]. From a mathematical perspective, the exponential nonlinearity was proposed as the natural energy critical nonlinearity for the Schrödinger equation in dimension \(d = 2\). Indeed, recall that in the Euclidean space \(\mathbb{R}^d\), the pure power nonlinear fractional Schrödinger equation

\[ i \partial_t u + (-\Delta)^{\frac{\alpha}{2}} u = \pm |u|^{p-1} u \tag{1.2} \]

has scaling critical regularity

\[ s_c(p, \alpha) = \frac{d}{2} - \frac{\alpha}{p-1}. \tag{1.3} \]

In particular, rewriting (1.1) as

\[ i \partial_t u + (-\Delta_g)^{\frac{\alpha}{2}} u = 2 \gamma \beta \sum_{k \geq 0} \frac{\beta^k}{k!} |u|^{2k} u, \]

we see from (1.3) that for (1.1) the scaling critical regularity is formally

\[ s_c(\infty, \alpha) = \frac{d}{2} \tag{1.4} \]

for any \(\alpha\). The energy (or Hamiltonian) of (1.1) being given by

\[ \mathcal{H}_{\alpha, \beta}(u) = \frac{1}{2} \int_{M_d} |\nabla|^{\frac{\alpha}{2}} u|^2 dx + \gamma \int_{M_d} e^{\beta |u|^2} dx, \tag{1.5} \]

we thus see that \(d = \alpha = 2\) makes (1.1) energy critical. This motivated the study of (1.1) for \(\alpha = 2\) in \(\mathbb{R}^2\) [19, 47, 20, 46, 38, 66, 67]. In particular, building on the previous...
global well-posedness result for small data for the defocusing (expNLS) of [20]. Ibrahim, Majdoub, Masmoudi, and Nakanishi proved in [38] that scattering occurs for the small data global solutions of (1.1) when \( \alpha = d = 2 \) on \( \mathbb{R}^2 \), and with \( \beta = 4 \pi \) related to the sharp constant in Moser-Trudinger’s inequality [62, 44].

In the case of a compact domain, however, scattering cannot occur, so that one can ask what the long-time behaviour of the flow looks like. The pioneering works [41] on the standard NLS (1.2) with \( \alpha = 2 \) on \( T^d, d = 1, 2 \), paved the way to a probabilistic approach to this question. Namely, in view of Poincaré’s recurrence theorem, one can look for the construction of a probability measure invariant under the flow of (1.1), which then indicates that the flow is recurrent, at least at the level of regularity of the support of the invariant measure. The probabilistic approach to nonlinear dispersive PDEs has since then attracted a tremendous amount of interest. We refer e.g. to [5, 8, 9, 14, 16, 17, 21, 41, 45, 57, 58, 60, 63, 64, 68] and references therein for further examples and discussion on the construction and invariance of Gibbs measure for NLS type equations. In the following, we study this approach for the model (1.1).

1.2. Gibbs measure associated to the Hamiltonian. The exponential NLS equation (1.1) is Hamiltonian, with Hamiltonian given by \( H_{\alpha,\beta} \) (1.5). In particular \( H_{\alpha,\beta} \) is conserved along the flow, and so is the mass

\[
J(u) = \frac{1}{2} \int_{\mathcal{M}_d} |u|^2 dx. \tag{1.6}
\]

In view of the conservation of these two quantities, we expect that any measure given formally by

\[\text{“} F(J, H_{\alpha,\beta}) du \text{”}\]

for some function \( F : \mathbb{R}^2 \rightarrow \mathbb{R} \) will be conserved by the flow of (1.1). In particular, we aim at defining the Gibbs type measure

\[\text{“} d\rho_{\alpha,\beta}(u) = \exp \left( - J(u) - H_{\alpha,\beta}(u) \right) du \text{”}. \tag{1.7}\]

The usual way is to write \( J + H_{\alpha,\beta} \) as a quadratic part in \( u \) (the kinetic energy) plus a potential term

\[ V_{\beta}(u) = \int_{\mathcal{M}_d} e^{\beta |u|^2} dx, \tag{1.8}\]

and then to interpret

\[ d\rho_{\alpha,\beta}(u) = \exp( - \gamma V_{\beta}(u)) \times \exp \left\{ - \frac{1}{2} \int_{\mathcal{M}_d} |\langle \nabla \rangle u| ^ 2 dx \right\} du, \]

where \( \langle \cdot \rangle = \sqrt{1 + |\cdot|^2} \).

The last part

\[ \text{“} d\mu_{\alpha}(u) = \exp \left\{ - \int_{\mathcal{M}_d} |\langle \nabla \rangle u| ^ 2 dx \right\} du \text{”} \tag{1.9}\]

1In [20], the Schrödinger equation with nonlinearity \( e^{4\pi |u|^2} u - u \) is considered, which is equivalent to (1.1) via a gauge transform. In [38] the nonlinearity \( e^{4\pi |u|^2} u - u - 4\pi |u|^2 u \) is treated.
can be interpreted as a Gaussian measure on $L^2(\mathcal{M}_d)$. Indeed, expanding $u$ on an eigenbasis \( \{\varphi_n\}_{n \geq 0} \) of \( L^2(\mathcal{M}_d) \) associated with the eigenvalues \( \{-\lambda_n^2\}_{n \geq 0} \) of the Laplace-Beltrami operator $\Delta_g$ on \( (\mathcal{M}_d,g) \), we can formally write

\[
d\mu_\alpha(u) = \exp \left\{ -\frac{1}{2} \sum_{n \in \mathbb{N}} \lambda_n^\alpha |\hat{u}_n|^2 \right\} \left( \prod_{n \geq 0} d\hat{u}_n \right) = \prod_{n \geq 0} e^{-\frac{\lambda_n^\alpha |\hat{u}_n|^2}{2}} d\hat{u}_n,
\]

where $\hat{u}_n$ stands for the $n$-th Fourier coefficient of $u \in L^2(\mathcal{M}_d)$, $n \geq 0$, i.e. $\hat{u}_n = \langle u, \varphi_n \rangle$ where $\langle \cdot, \cdot \rangle$ stands for the usual inner product in $L^2(\mathcal{M}_d)$. In particular, up to a constant factor we can recognize $e^{-\frac{\lambda_n^\alpha |\hat{u}_n|^2}{2}} d\hat{u}_n$ as a standard centered (complex-valued) Gaussian measure with variance $\frac{1}{\lambda_n^\alpha}$. This allows us to define properly the measure $\mu_\alpha$ as the law of the random series

\[
u_\alpha = \sum_{n \geq 0} g_n(\omega) \frac{\lambda_n^\alpha}{2} \varphi_n, \tag{1.10}
\]

where $\{g_n\}_{n \geq 0}$ is a family of independent standard complex-valued Gaussian random variables on some probability space $(\Omega, \mathbb{P})$. Here the convergence of the series in (1.10) holds in $L^2(\Omega; H^s(\mathcal{M}_d))$ if and only if

\[
s < \frac{\alpha - d}{2}; \tag{1.11}
\]

see Lemma 2.4 below.

In view of the previous discussion, our first result is concerned with the rigorous definition of the Gibbs measure $\rho_{\alpha,\beta}$ in (1.7). For $N \geq 1$, we first define the truncated version

\[
d\rho_{\alpha,\beta,N}(u) \overset{\text{def}}{=} Z_{\alpha,\beta,N}^{-1} e^{-\gamma \mathcal{V}_\beta(\Pi_{\leq N}u)} d\mu_\alpha(u), \tag{1.12}
\]

where $\Pi_{\leq N}$ is as above, and $Z_{\alpha,\beta,N} = \int e^{-\gamma \mathcal{V}_\beta(\Pi_{\leq N}u)} d\mu_\alpha(u)$ is the partition function of $\rho_{\alpha,\beta,N}$.

**Theorem 1.1.** The following hold for any $d \geq 1$, $\alpha > d$ and $\beta > 0$:

(i) (Defocusing case) If $\gamma > 0$, then $e^{-\gamma \mathcal{V}_\beta(u)} \in L^1(\mu_\alpha)$. In particular the Gibbs measure

\[
d\rho_{\alpha,\beta}(u) = \frac{e^{-\gamma \mathcal{V}_\beta(u)}}{\int e^{-\gamma \mathcal{V}_\beta(u)} d\mu_\alpha(u)} d\mu_\alpha(u) \tag{1.13}
\]

is a well-defined probability measure on $H^s(\mathcal{M}_d)$, $s < \frac{\alpha - d}{2}$, which is absolutely continuous with respect to $\mu_\alpha$. Moreover, $\rho_{\alpha,\beta,N} \rightarrow \rho_{\alpha,\beta}$ in total variation, as $N \rightarrow \infty$.

(ii) (Focusing case) If $\gamma < 0$, then for any $K > 0$, $e^{-\gamma \mathcal{V}_\beta(\Pi_{\leq K}u)} 1_{||u||_{L^2} \leq K} \not\in L^1(\mu_\alpha)$. In particular the Gibbs measure, even with an arbitrarily small mass cut-off, cannot be defined as a probability measure.

Let us comment on Theorem 1.1. In the non-singular regime $\alpha > d$ which Theorem 1.1 is concerned with, the potential $V_\beta$ (1.8) is almost surely well-defined on the support of the Gaussian measure $\mu_\alpha$ (1.9) (see Lemma 2.4 below). Since it is bounded below, the construction of the Gibbs measure in the defocusing case in Theorem 1.1 (i) is rather straightforward; see Subsection 2.2. In comparison, in the singular case $\alpha = d$ and for polynomial interactions, much effort has been made in constructive quantum field theory [29, 55] to construct the Gibbs measure. Indeed in this latter case the potential needs to be renormalized through an approximation procedure and Wick ordering, which in particular
makes it non bounded below. We refer to [54] for a pedestrian construction in the case \( \alpha = d = 2 \) and polynomial interaction in place of \( V_\beta \).

The focusing case of Theorem 1.1 (ii) is more subtle. In the seminal paper [41], Lebowitz, Rose, and Speer studied the construction of the Gibbs measure for the standard (NLS) (1.2) with \( \alpha = 2 \) in dimension \( d = 1 \) on \( \mathcal{M} = \mathbb{T} \) for \( p \leq 6 \), and showed that the measure is finite for arbitrary mass cut-off in the case \( p < 5 \), and in the case \( p = 6 \) for small enough mass cut-off depending on the size of the ground state associated to (1.2). The same result as Theorem 1.1 (ii) holds in particular for (1.2) with \( d = 1, \alpha = 2 \) and \( p > 6 \). See also [61] for a simple proof of this result. Since \( V_\beta(u) \geq \frac{\beta k}{k!} |u|^{2k} \) for any \( k \in \mathbb{N} \), the case \( \alpha = 2, d = 1 \) of Theorem 1.1 (ii) is thus straightforward from [41, 61], at least for large \( K \).

Similarly, [14] proves that the partition function for the focusing Gibbs measure associated with the quartic potential \( |u|^4 \) in place of \( V_\beta \) in the case \( \alpha = d = 2 \) is infinite. However, one could have hoped that taking \( \alpha > d \) large enough and \( K, \beta > 0 \) small enough might allow the construction of the mass-truncated focusing Gibbs measure. Theorem 1.1 (ii) shows that this is not the case. In the case of large \( K \), a simple argument similar to that of [41], based on Cameron-Martin’s theorem and a choice of deterministic drift with energy blowing-up to \(-\infty\) suffices to prove Theorem 1.1 (ii) for any \( \alpha > d \) and any \( \beta > 0 \): see e.g. Proposition A.1 in [51] in the context of an exponential interaction. To show that Theorem 1.1 (ii) also holds for arbitrarily small \( K \), we use a more subtle construction introduced in [48] and refined in [53], based on a variational formulation to express the partition function of the Gibbs measure; see [6, 65] and (2.7) below. This latter formulation proved to be an effective tool in the construction of singular Gibbs measure with polynomial interactions in the defocusing case mentioned above [3, 48, 13, 49]. It allows to replace the deterministic drift in Cameron-Martin’s formula with one built on the random variable \( u_\alpha (1.10) \) with law \( \mu_\alpha \). Taking formally \( -u_\alpha \) plus a perturbation with large negative energy as a drift then allows to get the result.

**Remark 1.2.**

(i) In the critical case \( \alpha = d \), the measure \( \mu_\alpha \) becomes supported on distributions rather than functions. This can be easily seen by computing for any \( N \geq 0 \) and \( x \in \mathcal{M}_d \),

\[
\sigma_{\alpha, N}(x) \overset{\text{def}}{=} \mathbb{E} \left| \prod_{n \leq N} u_\alpha(x) \right|^2 = \mathbb{E} \left[ \sum_{\lambda_n \leq N} \frac{2^n}{\langle \lambda_n \rangle^{d/2}} \varphi_n(x) \right]^2
\]

\[
= \sum_{\lambda_n \leq N} \frac{|\varphi_n(x)|^2}{\langle \lambda_n \rangle^{d/2}} \sim \sum_{\lambda_n \leq N} \frac{1}{\langle \lambda_n \rangle^{d/2}}, \quad (1.14)
\]

uniformly in \( N \geq 1 \), where \( \Pi_{\leq N} \) stands for the spectral projector on the set of frequencies \( \{\lambda_n \leq N\} \), and where the last estimate follows from Corollary 2.2 below. From Weyl’s law

\[
\lambda_n \sim n^{\frac{d}{d-1}} \quad (1.15)
\]

we get that the partial sums \( \sigma_{\alpha, N} \) in (1.14) then converges in \( L^\infty(\mathcal{M}) \) to

\[
\sigma_{\alpha}(x) = \sum_{n \geq 0} \frac{|\varphi_n(x)|^2}{\langle \lambda_n \rangle^d} \quad (1.16)
\]

\(^2\)Here we use properly scaled functions supported at high frequency instead of concentrating solitons as in [41]. See Lemma 2.6 below.
if and only if \( \alpha > d \).

As a result, any nonlinear potential (and in particular \( V_\beta \)) would need a renormalization to be able to define the Gibbs measure. As mentioned above, in the defocusing case, for \( \alpha = d = 2 \) and a polynomial interaction, this is done in [54]. For the same regime and replacing the Gaussian measure \( \mu_\alpha \) by the law \( \mu_\alpha^\mathbb{R} \) of \( \text{Re}(u_\alpha) \), the defocusing Gibbs measure with (Wick renormalized) exponential interaction \( e^{\beta u} \) in place of \( V_\beta \) was proved to be constructible if and only if \( \beta^2 < 8\pi \) in [34]; see also [24, 25, 31, 36, 37, 52, 51] for recent results on this model, in particular the invariance of the Gibbs measure for the stochastic heat and wave dynamics. The point is that when \( \alpha = d \), the random variable \( u_\alpha \) (or \( \text{Re}(u_\alpha) \)) is log-correlated, namely \( G(x,y) \equiv \mathbb{E}[u_\alpha(x)\bar{\pi}_\alpha(y)] \sim \frac{1}{2\pi} \log d(x,y) \). By property of the Wick renormalization, the renormalized exponential : \( e^{\beta u} \) : has then correlation function \( \beta G(x,y) \sim d(x,y)\beta^2 \pi \) which is locally integrable if and only if \( \beta^2 < 8\pi \). Note however that there is no Schrödinger analogue of the dynamics studied in [34, 37, 52, 51] for the potential \( e^{\beta u} \), since this latter does not generate a Hamiltonian dynamics for NLS.

(ii) In order to get existence of the measure \( \rho_{\alpha,\beta} \) (1.17) for some \( \beta > 0 \) in the critical case \( \alpha = d \), a renormalization procedure would thus also be needed. This amounts to defining the renormalized truncated potential for \( N \geq 1 \) as

\[
\mathbb{V}_{\beta,N}(u) \overset{\text{def}}{=} \int_{\mathcal{M}} \sum_{k \geq 0} \frac{\beta^k}{k!} :|\Pi_{\leq N} u|^{2k}: \, dx
\]

\[
= \int_{\mathcal{M}} \frac{1}{1 + \beta \sigma_{\alpha,N}(x)} \exp \left( \frac{\beta}{1 + \beta \sigma_{\alpha,N}(x)} |\Pi_{\leq N} u(x)|^2 \right) dx. \tag{1.17}
\]

Here : \( |\Pi_{\leq N} u|^{2k} = (-1)^k(k!)L_k(|\Pi_{\leq N} u(x)|^2; \sigma(x)) \) denotes the Wick renormalization of the potential \( |u|^{2k} \), where \( L_k(y;\sigma) \) are the generalized Laguerre polynomials. The last formula then follows from the expression for the generating function of the \( L_k \), see e.g. [54]. Then one should prove convergence in measure of \( \mathbb{V}_{\beta,N} \) for some \( \beta > 0 \). One major difficulty here is that one deals with the exponential of \( |u_\alpha|^2 \) instead of \( \text{Re}(u_\alpha) \) as discussed above, which is not Gaussian anymore, and with correlation function behaving like \( \log d(x,y) \). Thus it is not clear at the moment whether the Gibbs measure with renormalized potential (1.17) is well-defined, even in the defocusing case. We plan to pursue this construction in a follow-up work.

(iii) On the other hand, for \( \alpha = d \), Oh, Seong, and Tolomeo showed in [53] that the Gibbs measure has again infinite mass in the focusing case for the renormalized quartic potential : \( |u|^4 \) : in place of \( V_\beta(u) \), even with a (Wick-ordered) mass cut-off of arbitrarily small size. Thus in the focusing case, we expect that the Gibbs measure associated with the renormalized potential (1.17) is also ill-defined.

1.3. Invariance of the Gibbs measure. We now move on to the construction of solutions to (1.1) leaving \( \rho_{\alpha,\beta} \) invariant.

**Theorem 1.3.** Let \( d \geq 1 \) and \( \alpha > d \). Then the following hold:

(i) (Weak invariance for subcritical dispersion) For any \( 0 < \beta < \|\sigma_\alpha\|_{L^\infty}^{-1} \) and \( 0 < s < \frac{2-d}{2} \), there is a random variable \( u \) in \( C(\mathbb{R}; H^s(\mathcal{M}_d)) \) which solves (1.1) in the distributional sense.
Moreover, $\rho_{\alpha, \beta}$ is invariant under the map $u(0) \mapsto u(t)$, $t \in \mathbb{R}$.

(ii) (Strong invariance for higher dispersion) If $\alpha > 2d$, for any $0 < \beta \ll \|\sigma_{\alpha}\|_{L^1}^{-1}$, the exponential NLS \ref{1.1} on $(\mathcal{M}, g)$ is $\rho_{\alpha, \beta}$-almost surely globally well-posed, and the Gibbs measure $\rho_{\alpha, \beta}$ is invariant under the flow. More precisely: for $\frac{d}{2} < s < \frac{d+2}{2}$, any $\beta > 0$ and $u_0 \in H^s(\mathcal{M})$, there exists $T > 0$ and a unique solution to the Cauchy problem for \ref{1.1} with data $u_0$ in $C([-T, T]; H^s(\mathcal{M}))$. Moreover, if $\Phi(t) : u_0 \mapsto u(t)$ denotes the local flow map of \ref{1.1} on $H^s(\mathcal{M})$, in the case $0 < \beta \ll \|\sigma_{\alpha}\|_{L^1}^{-1}$ there exists $\Sigma \subset H^s(\mathcal{M})$ of full $\rho_{\alpha, \beta}$-measure such that for any $u_0 \in \Sigma$, $\Phi(t, u_0)$ is globally defined, and $\rho_{\alpha, \beta}$ is invariant under $\Phi(t)$, in the sense that for any $\rho_{\alpha, \beta}$-measurable $A \subset \Sigma$ it holds $\rho_{\alpha, \beta}(\Phi(t)(A)) = \rho_{\alpha, \beta}(A)$ for any $t \in \mathbb{R}$.

The first part of Theorem \ref{1.3} deals with the full sub-critical regime $\alpha > d$, but we can only claim existence of weak solutions to \ref{1.1} having $\rho_{\alpha, \beta}$ as an invariant measure, but not the construction of a flow (in particular, no uniqueness) on the support of $\mu_{\alpha}$. On the other hand, Theorem \ref{1.3} (ii) is concerned with strong invariance of the Gibbs measure, in the sense that the equation \ref{1.1} is (unconditionally) globally well-posed on the support of $\rho_{\alpha, \beta}$, and in particular there is uniqueness of the solution. Theorem \ref{1.3} (ii) then improves this latter result to get the uniqueness of the weak solutions constructed in Theorem \ref{1.3} (i). In the general setting of the above theorem we can however only deal with the high dispersion regime $\alpha > 2d$.

Theorem \ref{1.3} (i) is proved using a very flexible compactness argument first introduced in \cite{1, 22} and then developed in the context of dispersive PDEs in \cite{17}. This is based on the study of the approximate dynamics

$$(i \partial_t + (-\Delta_g)^\frac{\alpha}{2}) u_N = 2\gamma \beta \Pi_{\leq N} \left[e^{\beta \Pi_{\leq N} |u|^2} \Pi_{\leq N} u\right].$$

\label{1.18}

Since $\rho_{\alpha, \beta} = \lim_{N \to \infty} \rho_{\alpha, \beta, N}$, it is natural to look at the Hamiltonian dynamics \ref{1.18} which leaves $\rho_{\alpha, \beta, N}$ invariant. Then one proves that there is a subsequence $N_k \to \infty$ and a sequence $\tilde{u}_{N_k}$ of $C(\mathbb{R}; H^s(\mathcal{M}))$-valued random variables with the same law $\rho_{\alpha, \beta, N}$ as $u_{N_k}$ such that $\tilde{u}_{N_k}$ converges almost surely in $C(\mathbb{R}; H^s(\mathcal{M}))$ to some random variable $u$, which is proved to be a distributional solution to \ref{1.1}. The convergence $\rho_{\alpha, \beta, N} \to \rho_{\alpha, \beta}$ then ensures that $u$ has $\rho_{\alpha, \beta}$ as an invariant measure.

For Theorem \ref{1.3} (ii), the dispersion $\alpha > 2d$ is large enough so that the support of the Gibbs measure lies at sub-critical regularity in view of \ref{1.1} and \ref{1.11}. Thus local well-posedness can be proved in a purely deterministic manner. However, note that the support $H^s(\mathcal{M})$, $s < \frac{d}{2} - \frac{d}\alpha$ of $\rho_{\alpha, \beta}$ and $\mu_{\alpha}$ (note that $\rho_{\alpha, \beta} \ll \mu_{\alpha}$) is always larger than the energy space $H^\frac{d}{2}(\mathcal{M})$, which makes global well-posedness for deterministic initial data non trivial since there are no conservation laws at this level of regularity. Here we rely on Bourgain’s invariant measure argument \cite{3}, which exploits the invariance of the Gibbs measure as a replacement for a conservation law at low regularity, to get almost sure globalization of the local flow map. This argument allows us to construct a set of large $\rho_{\alpha, \beta}$-measure for which we can iterate a great number of times the deterministic local Cauchy theory without the solution to grow too much. The restriction on $0 < \beta \ll \|\sigma_{\alpha}\|_{L^1}$ thus comes from the smallness of the local time compared to the $\rho_{\alpha, \beta}$-measure of balls of $H^s(\mathcal{M})$ (see the tail estimate in Lemma \ref{2.3} below).
Remark 1.4.

In [10, 11, 12], Bourgain and Bulut developed a flexible argument leading to a stronger result than that provided by the compactness method. Namely, their method provides convergence of the whole sequence $u_N$ for the truncated dynamics and without changing the base probability space as in the compactness method. However this usually does not provide us with a flow map. See the discussion in [57]. In particular, in [57, Theorem 7], Sun and Tzvetkov proved the convergence of the solutions $u_N$ to the truncated dynamics associated with the defocusing fractional NLS (1.2), in the whole range $\alpha > d$, and for any $p > 1$. This argument relies on the observation that the nonlinear flow has, with high probability, the same enhanced integrability property than that of the linear flow (see (1.21) below). This allows to obtain, with high probability, good controls of the truncated dynamics $u_N$ for times $\tau_N = O((\log N)^{-\frac{1}{p}})$, related to the local time of existence in the Cauchy theory. However in our case (1.18) we have formally $p \to \infty$, and thus we should replace $\tau_N$ by $e^{-c(\log N)^2}$. This makes the number of iterations needed to control $u_N$ on times $O(1)$ too large so that we cannot ensure the summability of the probabilities to have bad controls for each $N$, even along dyadic sequences. So it seems that this argument fails in our context.

When $M_d = T$, we can improve on the general result of Theorem 1.3 by using probabilistic multilinear smoothing effects to get existence and uniqueness of solutions for some $\alpha \leq 2d$.

Theorem 1.5. Let $d = 1$ and $M_d = T$ with the standard metric. For any $1 + \frac{2}{\sqrt{2}} < \alpha \leq 2$, the following hold:

(i) (Almost sure local well-posedness) For any $\gamma \in \mathbb{R}$ and $\beta > 0$, the Cauchy problem for (1.1) is $\mu_\alpha$-almost surely locally well-posed. More precisely: for $0 < s < \frac{\alpha - 1}{2}$, there exists $\Sigma \subset H^s(T)$ of full $\mu_\alpha$-measure such that for any $u_0 \in \Sigma$, there exists $T > 0$ and a solution to the Cauchy problem for (1.1) on $[-T, T]$ with data $u_0$, unique in the class

$$G^{-1}(e^{it(-\partial_x^2)^{\frac{s}{2}}} u_0 + X^{s_1,b}(T)),$$

(1.19)

for some $s_1, b > \frac{1}{2}$.

(ii) (Almost sure global well-posedness and invariance of the Gibbs measure) If $\gamma > 0$ and $0 < \beta \ll \|\sigma\|_{L^\infty}^{-1}$, then the Cauchy problem for (1.1) is $\rho_{\alpha,\beta}$-almost surely globally well-posed, and the Gibbs measure $\rho_{\alpha,\beta}$ is invariant under the flow. More precisely, if $\Sigma$ is as in (i), and if $\Phi(t) : u_0 \mapsto u(t)$ denotes the flow map of (1.1) on $\Sigma$, then $\Phi(\Sigma) = \Sigma$, and $\rho_{\alpha,\beta}$ is invariant under $\Phi(t)$ in the sense that for any $\rho_{\alpha,\beta}$-measurable $A \subset \Sigma$ it holds $\rho_{\alpha,\beta}(\Phi(t)(A)) = \rho_{\alpha,\beta}(A)$ for any $t \in \mathbb{R}$.

Here the gauge transform $G$ and the Bourgain space $X^{s_1,b}(T)$ are defined in Subsection 5.2 below.

When $\alpha \leq 2d$, the support of the Gibbs measure (1.11) then lies in spaces of super-critical regularity, and thus a purely deterministic approach to the Cauchy problem for (1.1) on the support of $\rho_{\alpha,\beta}$ fails, so that the solutions obtained in Theorem 1.5 are a manifestation of a probabilistic smoothing effect.
The proof of Theorem 1.5 relies on the now classical probabilistic approach of Bourgain [9] and consists at looking for a solution to (1.1) under the form
\[ u = 1(u_0) + \widetilde{w} \quad \text{where} \quad 1(t, u_0) = e^{it(-\partial_x^2)^{\alpha} - \frac{\alpha}{2}u_0}. \] (1.20)

On the one hand, the randomization provides the linear evolution $1(u_0)$ with better integrability property than for a deterministic data $u_0 \in H^{\frac{\alpha-1}{2}}(\mathbb{T})$. Indeed, we have that $\mu_\alpha$-almost surely,
\[ 1(u_0) \in C_b(\mathbb{R}; W^{\frac{\alpha-1}{2}, \infty}(\mathbb{T})); \] (1.21)
see (5.8)-(5.9) and Lemma 5.2 below. On the other hand, the remainder $\widetilde{w}$ in (1.20) is assumed to be smoother, belonging to the space $X_{s_1,b}^1$ for some $s_1, b > \frac{1}{2}$ (see (5.2) below for the definition of Bourgain’s spaces $X_{s_1,b}^1$). Then $\widetilde{w}$ solves the perturbed nonlinear Schrödinger equation
\[ i\partial_t \widetilde{w} + (-\partial_x^2)^{\frac{\alpha}{2}} \widetilde{w} = \beta \sum_{k \geq 0} \frac{\beta^k}{k!} |1 + \widetilde{w}|^{2k} (1 + \widetilde{w}) \] (1.22)
starting from $\widetilde{w}(0) = 0$. Thus we need to control uniformly all the multilinear forms in the right-hand side of (1.22), at spatial regularity $s_1 > \frac{1}{2}$. The most problematic terms are the high-low interactions involving a high frequency piece of the random linear evolution $1$ since this latter only has regularity $\frac{\alpha-1}{2} - < \frac{1}{2}$ for $\alpha \leq 2$. To be able to systematically exploit some multilinear smoothing effect uniformly in all the multilinear forms, we make a gauge transform
\[ v(t) = \exp \left\{ -i \int_0^t G(|u(t')|) \, dt' \right\} u(t) \]
with $v$ being the new remainder $w = v - 1$. Then the new remainder $w = v - 1$ will solve the forced nonlinear Schrödinger equation
\[ (i\partial_t + (-\partial_x^2)^{\frac{\alpha}{2}})w = 2\gamma\beta \left[ e^{\beta|1+w|^2} - G(|1+w|) \right] (1 + w) \]
\[ = 2\gamma\beta \sum_{k \geq 1} \frac{\beta^k}{k!} Q_{2k+1}(1 + w). \] (1.23)
The point now is that in the expansion (1.23), some resonances have been removed in the $(2k+1)$-linear forms $Q_{2k+1}$ compared to the original power nonlinearities $|u|^{2k}u$. This allows us to get some nonlinear smoothing effect and to run a fixed point argument in $X_{s_1,b}^1$ to construct $w$. This provides local well-posedness of the remainder $w$ in (1.23), and thus of the solution $u$ to (1.1) after inverting the gauge transform $u(t) = \exp \left( i \int_0^t G(|v(t')|) \, dt' \right) v(t)$, with $v = 1 + w$. The global well-posedness and the invariance of the Gibbs measure are then established through Bourgain’s invariant measure argument [8, 9]. Here, compared to the implementation of this argument for Theorem 1.3 (ii), it is more involved due to the space of initial data $Y^s(\mathbb{T}) \subset H^{s_1}(\mathbb{T})$ used to build the probabilistic local flow; see the definition of $Y^s(\mathbb{T})$ in (5.8) below. In order to iterate the local probabilistic Cauchy theory, we thus need to control the flow on the sum space $Y^s(\mathbb{T}) + H^{s_1}(\mathbb{T})$ as in [57].
Remark 1.6. Observe that even the softest argument of Theorem 1.3 (i) requires $0 < \beta < \|\sigma_\alpha\|_{L^\infty}^{-1} \sim \alpha - d \to 0$ as $\alpha \searrow d$. This prevents us for example from proving that the family of measures $\{\rho_{\alpha,\beta}\}_\alpha$ is tight for some fixed $\beta > 0$ in order to try and treat the critical case $\alpha = d$. It is not clear if this issue persists after renormalizing the potential as in Remark 1.2 (ii).

Remark 1.7 (Exponential interaction in the wave case).
In [56], Sun and Tzvetkov considered the invariance of Gibbs measure for the fractional wave equation with exponential nonlinearity

$$\left(\partial_t^2 + (-\Delta_g)^{\frac{2}{p}} + 1\right) u + \beta e^{\beta u} = 0 \quad (1.24)$$

in the whole range $\alpha > d$ and $\beta \in \mathbb{R}$. Writing the Duhamel formulation

$$u(t) = \cos(t\langle\nabla\rangle^\alpha)u(0) + \sin(t\langle\nabla\rangle^\alpha)\partial_t u(0) + \beta \int_0^t \sin\left(t - t'\langle\nabla\rangle^\alpha\right)e^{\beta u(t')}dt',$$

we see that the smoothing property of the propagator for the wave equation (i.e. the smoothing term $\langle\nabla\rangle^{-\alpha}$ in the Duhamel formula) allows for a direct gain of smoothness and thus there is no need for exploiting multilinear smoothing in this case.

In [52], thanks to this gain of smoothness, the author with Oh and Wang was able to treat (1.24) in the case $\alpha = d = 2$ and some small $|\beta|$. The argument relied on a refinement of the linear ansatz (1.20), in the spirit of the theory of para-controlled distributions used in the setting of singular parabolic stochastic equations [30], but did not exploit any dispersive multilinear smoothing effect either.

Remark 1.8 (Invariant Gibbs measure for the cubic fractional NLS).
In [57], Sun and Tzvetkov considered the invariance of Gibbs measure for the cubic fractional NLS (1.2) for $d = 1, p = 3$ and some $\alpha < 2$. They used the same ansatz (1.20) to build a probabilistic flow map as in Theorem 1.5, but in their case the multilinear estimates required to close the fixed point argument in $X_{s_1, b}$ for the remainder $w$ are more involved than the one used for Theorem 1.5. Indeed in our case the sub-critical space in which we build $w$ contains $L^\infty(\mathbb{R} \times T)$, which allows for more straightforward multilinear estimates. They also established analogue of Theorem 1.3 (i) even for some $\alpha < 1$, and proved a stronger convergence statement in the case $\alpha > 1$; see Remark 1.4 above. Our study is thus similar in spirit to that of [57], namely using $\alpha$ as a way to test the roughness of initial data allowed in each of the methods describes above. In our case we also use the coupling constant $\beta > 0$ as a way to quantify the moment bounds with respect to $\mu_\alpha$ needed in the arguments. Indeed, a major difference between the polynomial and the exponential cases is that in the former case, the various nonlinear expressions of the random initial data belong to Wiener chaoses of finite degree, from which exponential tail estimates follow directly thanks to the Wiener chaos estimate. In our case, even the integrability of $V_\beta(u)$ requires limitation on the range of $\beta > 0$. See Lemma 3.1 below.

Remark 1.9 (Probabilistic scaling criticality and random averaging operators/random tensors).
It might be possible to refine the argument below for the multilinear estimates involved in
the proof of Theorem 1.5 in the case of High×High→High interactions to show that we can take \( \alpha > \frac{3}{2} \) in Theorem 1.5 and that this threshold for the dispersion solely comes from the control on High×Low→High interactions with a linear evolution of the random initial data as a high regularity input. This is precisely the bad interaction that is amenable to the more sophisticated method of random averaging operators and random tensors developed recently in [26, 27]. Thus we believe that there is a chance that Theorem 1.5 can be improved all the way down to the range \( \alpha > 1 \). See also the discussions in a similar context in [57, 58]. However, note that in the critical case \( \alpha = d \), the exponential NLS appears to be probabilistic critical in the sense of [26, 27], and it is not clear at all that the methods developed in these papers could handle this case due to combinatorics losses. Namely, after decomposing the (renormalized) nonlinearity in (1.17) as \( \sum_{k \geq 0} \left( \frac{-\beta}{1-\beta \sigma_\alpha} \right)^k N_{2k+1}(v) \) where the \((2k+1)\)-linear forms \( N_{2k+1} \) are simple (see [26, 27]), it seems that the estimates in [26] for \( \alpha = d = 2 \) are of the form \( \|N_{2k+1}(v)\|_{X^{s,b}} \leq C^k (k!) \|v\|^{2k+1}_{X^{s,b}} \) which is not summable.
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2. Study of the Gibbs measure

In this section, we introduce the basic tools needed for the proofs of Theorems 1.1, 1.3 and 1.5. We start with recalling some basic tools from analysis on manifolds in Subsection 2.1 and establish some standard large deviation estimates for \( \mu_\alpha \) as well as the proof of Theorem 1.1 (i) in Subsection 2.2. Subsections 2.3, 2.4 and 2.5 are then devoted to the proof of Theorem 1.5 (ii).

2.1. Background on analysis on manifolds. Let \((\mathcal{M}, g)\) be a closed (compact, boundaryless) smooth Riemannian manifold of dimension \( d \geq 1 \). In local coordinates, the metric \( g \) is given by a smooth function \( x \mapsto (g_{j,k}(x))_{j,k} \) taking value in the set of positive symmetric definite matrices. In particular \((g_{j,k})\) is invertible and its inverse is denoted by \( (g^{j,k}(x)) = (g_{j,k}(x))^{-1}. \)

We also write \( |g(x)| = \det (g_{j,k}(x)) > 0. \)

The volume form \( \text{Vol} \) can then be written locally as \( d\text{Vol}(x) = |g(x)|^{\frac{1}{2}} dx, \) and abusing notations we will write \( dx \) in place of \( d\text{Vol}. \)

The Laplace-Beltrami operator is given in local coordinates by \( \Delta_g f = |g|^{-\frac{1}{2}} \partial_j (|g|^{\frac{1}{2}} g^{j,k} \partial_k f) \) for any smooth function \( f \in \mathcal{C}^\infty(\mathcal{M}). \) Here summation on repeated indices is implicit.
It is well-known (see e.g. [39, Chapter 2]) that there exists a basis \( \{ \varphi_n \}_{n \geq 0} \subset C^\infty(\mathcal{M}) \) of \( L^2(\mathcal{M}) \) consisting of eigenfunctions of \( \Delta_g \) associated with the eigenvalue \(-\lambda_n^2\), assumed to be arranged in increasing order: \( 0 = \lambda_0 < \lambda_1 \leq \lambda_2 \leq ... \) and satisfying \( \lambda_n \to \infty \). Moreover, any \( f \in D'(\mathcal{M}) \) can be expanded (in the sense of distributions) as

\[
f = \sum_{n \geq 0} \langle f, \varphi_n \rangle \varphi_n,
\]

where \( \langle \cdot, \cdot \rangle \) denotes the usual duality pairing between \( D'(\mathcal{M}) \) and \( D(\mathcal{M}) \) which coincides with the \( L^2(\mathcal{M}) \)-inner product when \( f \in L^2(\mathcal{M}) \). This allows to define, for any \( s \in \mathbb{R} \) and \( 1 \leq p \leq \infty \), the Sobolev spaces \( W^{s,p}(\mathcal{M}, g) \) defined as \( W^{s,p}(\mathcal{M}, g) = \left\{ u \in D'(\mathcal{M}), \| u \|_{W^{s,p}(\mathcal{M})} < \infty \right\} \)

where

\[
\| u \|_{W^{s,p}(\mathcal{M})} \overset{\text{def}}{=} \left\| (1 - \Delta_g)^{\frac{s}{2}} u \right\|_{L^p(\mathcal{M})} = \left\| \sum_{n \geq 0} \langle \lambda_n \rangle^s \langle u, \varphi_n \rangle g \varphi_n \right\|_{L^p(\mathcal{M})}.
\]

When \( p = 2 \) we write \( H^s(\mathcal{M}) \overset{\text{def}}{=} W^{s,2}(\mathcal{M}) \).

To get some information on the localization of the eigenvalues \( \lambda_n \) and bounds on the eigenfunctions \( \varphi_n \), it is usual to consider the spectral function, which is defined as

\[
e(x, y, \Lambda^2) \overset{\text{def}}{=} \sum_{\lambda_n^2 \leq \Lambda^2} \varphi_n(x) \varphi(y),
\]

for \( (x, y) \in \mathcal{M} \times \mathcal{M} \) and \( \Lambda \in \mathbb{R} \). We have the following behaviour of the spectral function on the diagonal (see [35, Theorem 1.1]; note that here the \( \lambda_n \)'s are the square roots of the eigenvalues of \( -\Delta_g \)).

**Lemma 2.1.** The following asymptotics hold uniformly in \( x \in \mathcal{M} \) as \( \Lambda \to \infty \):

\[
e(x, x, \Lambda^2) = c_d \Lambda^d + O(\Lambda^{d-1}),
\]

for some constant \( c_d > 0 \) only depending on the dimension.

This implies in particular Weyl’s law (1.15) after integrating (2.2). As a direct consequence we obtain the boundedness in average of the eigenfunctions \( \varphi_n \).

**Corollary 2.2.** For any \( A \in \mathbb{R} \), there exists \( C > 0 \) such that for any \( \Lambda > 0 \) and any \( x \in \mathcal{M} \), it holds

\[
\sum_{\lambda_n \in (\Lambda, \Lambda + 1]} \frac{|\varphi_n(x)|^2}{\langle \lambda_n \rangle^A} \leq C \sum_{\lambda_n \in (\Lambda, \Lambda + 1]} \frac{1}{\langle \lambda_n \rangle^A}.
\]

**Proof.** We just have to use Lemma 2.1 to bound

\[
\sum_{\lambda_n \in (\Lambda, \Lambda + 1]} \frac{|\varphi_n(x)|^2}{\langle \lambda_n \rangle^A} \sim \langle \Lambda \rangle^{-A} \left[ e(x, x, (\Lambda + 1)^2) - e(x, x, \Lambda^2) \right] \leq \langle \Lambda \rangle^{-A} \Lambda \leq \langle \Lambda \rangle^{-A} \# \{ k : \Lambda < \lambda_k \leq \Lambda + 1 \} \sim \sum_{\lambda_n \in (\Lambda, \Lambda + 1]} \langle \lambda_n \rangle^{-A}.
\]

This proves Corollary 2.2. \( \square \)
2.2. Properties of the Gaussian and Gibbs measures. In this subsection we state the basic properties of the Gaussian measure $\mu_\alpha$ [10], which allow us to prove Theorem 1.1 (i). We start by recalling Khinchin’s inequality.

**Lemma 2.3.** Let $(a_n) \in l^2(\mathbb{Z})$ and $g_n \sim N_\mathbb{C}(0,1)$ be standard iid complex Gaussian random variables on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$. Then there exists $C > 0$ such that for any $p \geq 2$ it holds

$$\| \sum_{n \in \mathbb{Z}} a_n g_n \|_{L^p(\Omega)} \leq C \sqrt{p} \| a_n \|_{l^2}.$$ 

Next, we turn to the properties of the random variable $u_\alpha$ in (1.10).

**Lemma 2.4.** For $\alpha \in \mathbb{R}$, the series defining $u_\alpha$ in (1.10) converges in $L^p(\Omega; W^{s,\infty}(\mathcal{M}))$ and almost surely in $W^{s,\infty}(\mathcal{M})$, for any $p \geq 1$ and $s < \frac{\alpha-d}{2}$. Moreover, for any $1 \leq r < +\infty$, there exists $c, C, \delta > 0$ such that for any $\alpha \in \mathbb{R}$, $R > 0$ and any $1 \leq N_1 \leq N_2 \leq \infty$ we have the tail estimates

$$\mu_\alpha(\| \Pi_{\leq N_2} \Pi_{> N_1} u \|_{W^{s,r}} > R) \leq C e^{-c\|\sigma_{\alpha-2s,N_2} - \sigma_{\alpha-2s,N_1}\|_{L^\infty} R^2}. \quad (2.3)$$

In particular, Lemma 2.4 and the trivial estimate

$$\int_{\mathcal{M}} e^{\beta|u|^2} \, dx \leq \text{Vol}(\mathcal{M}) e^{\beta \|u\|_{L^\infty}^2}$$

show that for $\alpha > d$, the potential $V_\beta(u)$ in (1.8) is finite $\mu_\alpha$-a.s. and $V_\beta(P_N u) \to V_\beta(u)$ a.s. in $C(\mathcal{M})$.

**Proof.** Let $\alpha \in \mathbb{R}$, $s < \frac{\alpha-d}{2}$, and $\varepsilon > 0$ such that $s + \varepsilon < \frac{\alpha-d}{2}$. Note that it suffices to prove that the series in (1.10) converges in $L^p(\Omega; W^{s,\infty}(\mathcal{M}))$ for sufficiently large $p$. If $p \geq p_\varepsilon > \frac{2}{\varepsilon}$, we have by Sobolev embedding, Minkowki’s inequality, Khinchin’s inequality (Lemma 2.3) and Corollary 2.2 that

$$\mathbb{E}\| \Pi_{\leq N_2} \Pi_{> N_1} u_\alpha \|_{W^{s,\infty}}^p \leq C_\varepsilon \mathbb{E}\| \Pi_{\leq N_2} \Pi_{> N_1} u_\alpha \|_{W^{s+\varepsilon, p_\varepsilon}}^p \leq C_\varepsilon \left( \langle \nabla \rangle^{s+\varepsilon} \| \Pi_{\leq N_2} \Pi_{> N_1} u_\alpha \|_{L^{p_\varepsilon}}^p \right)^{\frac{p}{p_\varepsilon}}$$

$$\leq \sup_x C_\varepsilon \left( \sum_{N_1 < \lambda_n \leq N_2} \langle \lambda_n \rangle^{2s+2\varepsilon-\alpha} |\varphi_n(x)|^2 \right)^{\frac{p}{p_\varepsilon}}$$

$$= C_\varepsilon \| \sigma_{\alpha-2s-2\varepsilon,N_2} - \sigma_{\alpha-2s-2\varepsilon,N_1} \|_{L^{p_\varepsilon}}^p \| u \|_{L^\infty}^p \hat{\Delta}^2. \quad (2.4)$$

This proves that $u_\alpha \in L^p(\Omega; W^{s,\infty}(\mathcal{M}))$. The tail estimate (2.3) then follows from Chebychev’s inequality and optimizing (2.4) by taking

$$p \sim \log \left( C \| \sigma_{\alpha-2s-2\varepsilon,N_2} - \sigma_{\alpha-2s-2\varepsilon,N_1} \|_{L^\infty}^{-1} R^2 \right).$$

The results above are enough for the construction of the Gibbs measure in the defocusing case.

**Proof of Theorem 1.1 (i).** Let us consider the defocusing case $\gamma > 0$. Since $\alpha > d$, by Lemma 2.4 $u_\alpha \in W^{s,\infty}(\mathcal{M})$ a.s. for any $0 \leq s < \frac{\alpha-d}{2}$. In particular $u_\alpha \in C(\mathcal{M})$ a.s. and so $V_\beta(u_\alpha) = \int_{\mathcal{M}} e^{\beta|u_\alpha|^2} \, dx$ is almost surely finite. Thus $e^{-\gamma V_\beta(u_\alpha)}$ is almost surely positive,
and since \( V_β(u_α) \geq 0 \) a.s. and \( γ > 0 \) it also holds \( e^{-γV_β(u)} \in L^∞(Ω) \subset L^1(Ω) \). This shows that \( ρ_{α,β} \) is a well-defined probability measure, absolutely continuous with respect to \( µ_α \).

As for the almost sure convergence of \( V_β(Π≤N u) \), it follows from the mean value inequality through the estimate

\[
|V_β(Π≤N u) - V_β(u)| \leq \int_Ω |e^{βΠ≤N u}|^2 - e^{βu}|^2 dx \leq \int_Ω \sum_{k≥0} \frac{β^k}{k!} ||Π≤N u||^2kΠ≤N u - |u||^2k u| dx
\]

\[
\leq \int_Ω \sum_{k≥0} \frac{β^k}{k!}(2k + 1)C^k ||Π≤N u - u||(|Π≤N u|^2k + |u|^2k) dx
\]

\[
\leq ||Π≤N u - u||_{L^2} e^{βC(||Π≤N u||^2_{L^∞} + ||u||^2_{L^∞})},
\]

combined with Lemma 2.4 and that \( ||Π≤N u||_{L^∞} \) converges \( µ_α \)-a.s. and is thus \( µ_α \)-a.s. finite, uniformly in \( N \in \mathbb{N} \). This last claim follows since \( Π≤N u(x) \) is a martingale in \( N \in \mathbb{N} \) for all \( x \in Ω \), and so \( ||Π≤N u||_{L^∞} \) is a positive submartingale, uniformly integrable by (2.4). Thus it converges \( µ_α \)-a.s.

The convergence of \( ρ_{α,β,N} \) to \( ρ_{α,β} \) in total variation thus follows from the convergence in probability of \( V_β(Π≤N u_α) \) to \( V_β(u_α) \) along with the bound \( e^{γV(Π≤N u)} ≤ 1 \), uniformly in \( N \in \mathbb{N} \). See e.g. the discussion in [64] Remark 3.8].

2.3. Variational formulation. In order to prove Theorem 1.1 (ii), we rely on a variational formula for the partition function as in [61, 68, 53]. Let us first introduce some notations. Let \( W(t) \) be a cylindrical Brownian motion in \( L^2(Ω) \), given by

\[
W(t) = \sum_{n≥0} B_n(t)φ,
\]

where \( \{B_n\}_{n≥0} \) is a sequence of mutually independent complex-valued\(^3\) Brownian motions.

Then, define a centered Gaussian process \( Y(t) \) by

\[
Y(t) = (\nabla)^{-\frac{α}{2}} W(t).
\]

In particular we have \( \text{Law}(Y(1)) = µ_α \) where \( µ_α \) is the Gaussian measure \( [1,9] \).

Next, let \( Η_α \) denote the space of drifts, which are progressively measurable processes belonging to \( L^2([0, 1]; L^2(Ω^d)) \), \( P \)–almost surely. The following Boué-Dupuis formula [6] is proved in [65] Theorem 7.

**Lemma 2.5.** Let \( α > d \) and \( Y \) be as in (2.6). For any \( 0 < s < \frac{α-d}{2} \), let \( V : W^{s,∞}(Ω) → \mathbb{R} \) be measurable such that \( \mathbb{E}[|V(Y(1))|^p] < ∞ \) and \( \mathbb{E}[e^{qV(Y(1))}] < ∞ \) for some \( 1 < p, q < ∞ \) with \( \frac{1}{p} + \frac{1}{q} = 1 \). Then, we have

\[
-\log \mathbb{E}[e^{-V(Y(1))}] = \inf_{θ ∈ Η_α} \mathbb{E} \left[ V(Y(1) + I(θ)(1)) + \frac{1}{2} \int_0^1 |θ(t)||^2 dt \right],
\]

where \( I(θ) \) is defined by

\[
I(θ)(t) = \int_0^t (\nabla)^{-\frac{α}{2}} θ(t') dt'
\]

and the expectation \( \mathbb{E} = \mathbb{E}_P \) is an expectation with respect to the underlying probability measure \( P \).

\(^3\)By convention, we normalize \( B_n \) such that \( \text{Var}(B_n(t)) = t \).
In the recent works constructing Gibbs measure based on the study of a similar variational formula \[3, 32, 49\], a slightly weaker version is used (see e.g. Proposition 4.4 in \[32\]) where the expectation in (2.7) is replaced by an expectation with respect to a shifted measure depending on the drift. Since in our case we want to construct a drift depending on \(Y\) (heuristically, we want \(I(\theta)(1) = -Y(1) + \text{perturbation}\)), the formula (2.7) is better suited for our purpose.

### 2.4. Proof of Theorem 1.1 (ii)

In this subsection, we present the proof of Theorem 1.1 (ii) regarding the non-normalizability of the Gibbs measure \(e^{-\gamma V_\beta(u)} 1_{\{\|u\|_2 \leq K\}} d\mu_\alpha(u)\) with mass cut-off in the focusing case, for any \(\gamma < 0, \beta > 0, K > 0\) and \(\alpha > d\).

Note that it suffices to prove that

\[
\lim_{L \to +\infty} \mathbb{E}_{\mu_\alpha} \left[ \exp \left( -\gamma \min(V_\beta(u), L) \right) 1_{\{\|u\|_2 \leq K\}} \right] = +\infty.
\]

Since

\[
\mathbb{E}_{\mu_\alpha} \left[ e^{-\gamma \min(V_\beta(u), L)} 1_{\{\|u\|_2 \leq K\}} \right] \geq \mathbb{E}_{\mu_\alpha} \left[ e^{-\gamma \min(V_\beta(u), L)} 1_{\{\|u\|_2 \leq K\}} \right] - \mu_\alpha(\|u\|_2 > K)
\]

\[
\geq \mathbb{E}_{\mu_\alpha} \left[ e^{-\gamma \min(V_\beta(u), L)} 1_{\{\|u\|_2 \leq K\}} \right] - 1,
\]

the divergence follows once we prove

\[
\lim_{L \to +\infty} \mathbb{E}_{\mu_\alpha} \left[ e^{-\gamma \min(V_\beta(u), L)} 1_{\{\|u\|_2 \leq K\}} \right] = +\infty
\]

(2.8)

for any \(\alpha > d, \beta > 0, \gamma < 0, \) and \(K > 0\).

As for any \(L > 0\) we have \(\min(V_\beta(u), L) \in L^\infty(\mu_\alpha)\) and \(\exp \left( -\gamma \min(V_\beta(u), L) \right) \in L^\infty(\mu_\alpha)\), we can apply the Boué-Dupuis variational formula (Lemma 2.5). Thus we have for any \(L > 0\)

\[
- \log \mathbb{E}_{\mu_\alpha} \left[ e^{-\gamma \min(V_\beta(u), L)} 1_{\{\|u\|_2 \leq K\}} \right] = \inf_{\theta \in \mathbb{R}} \mathbb{E} \left[ \gamma \min \{ V_\beta(Y(1) + I(\theta)(1)), L \} 1_{\{|Y(1) + I(\theta)(1)|_2 \leq K\}} + \frac{1}{2} \int_0^1 \|\theta(t)\|_2^2 dt \right],
\]

(2.9)

where \(Y(1)\) is as in (2.6). Here, \(\mathbb{E}_\mu\) and \(\mathbb{E}\) denote expectations with respect to the Gaussian measure \(\mu_\alpha\) in (1.9) and the underlying probability measure \(\mathbb{P}\), respectively. In the following, we show that the right-hand side of (2.10) goes to \(-\infty\) as \(L \to +\infty\). As mentioned above, the idea is to construct a drift \(\theta\) such that \(I(\theta) \approx -Y(1) + \text{perturbation}\). In \[11\], in the case of the focusing nonlinear Schrödinger equation on the circle, corresponding to \(d = 1, \alpha = 2, \gamma < 0\) and \(V_\beta(u)\) replaced with the potential \(|u|^p\), \(p > 6\), the authors used concentrating solitons as a perturbation having bounded \(L^2\) norm but exploding \(L^p\) norm. Here, as in \[48, 53\] we rely instead on properly scaled functions supported at high frequencies.

**Lemma 2.6.** Let \(\alpha > d\), and fix \(x_0 \in M\). For \(N \geq 1\), define the function

\[
f_N : x \in M \mapsto N^{-\frac{d}{4}} \sum_{\lambda_n \in (N, 2N]} \varphi_n(x_0) \varphi_n(x).
\]

(2.11)
Then, there are constants $c_1, c_2, c_3 > 0$ depending only on $M$ such that for any $N \gg 1$ we have

$$\|f_N\|_{L^2}^2 = c_1 + O(N^{-1}),$$

$$\|f_N\|_{H^s} \lesssim N^{\frac{d}{2}},$$

$$\|f_N\|_{L^\infty} \lesssim N^{\frac{d}{2}},$$

and for all $x \in M$ with $d(x, x_0) \leq c_2 N^{-1}$, it holds

$$f_N(x) \geq c_3 N^{\frac{d}{2}}.$$  

We present the proof of Lemma 2.6 in the next subsection. The next lemma, whose proof is also postponed to the next subsection, provides us with an appropriate approximation $Z_N$ to $Y$ in (2.6). One should think as $Z_N$ to be $\Pi_{\leq N} Y$; this latter naive choice being not suitable since $I(\theta) \approx -\Pi_{\leq N} Y(1)$ means $\theta \approx -\frac{d}{dt} \Pi_{\leq N} Y \notin H^s$.

**Lemma 2.7.** Given $N \gg 1$, define $Z_N = \sum_{\lambda_n \leq N} Z_{N,n} \varphi_n$, where for $n \geq 0$, $Z_{N,n}$ solves the following differential equation:

$$\left\{ \begin{array}{l}
dZ_{N,n} = \langle \lambda_n \rangle^{\frac{d}{2}} N^{\frac{d}{2}} (\langle \lambda_n \rangle^{\frac{d}{2}} B_n - Z_{N,n}) dt \\
Z_{N,n}|_{t=0} = 0,
\end{array} \right. \tag{2.16}$$

Then, $Z_N(t)$ is a centered Gaussian process in $L^2(M)$ which satisfies

$$\mathbb{E} \int_0^1 \| \frac{d}{dt} Z_N(t) \|_{H^s}^2 dt \lesssim N^{\frac{d}{2}} + N^{d+2s},$$

$$\mathbb{E} \| Y(1) - Z_N(1, x) \|^2 \lesssim N^{-\frac{d}{2}} + N^{d-\alpha} \text{ uniformly in } x \in M,$$

$$\mathbb{E} \| Y(1) - Z_N(1) \|_{L^\infty}^p \lesssim p^{\frac{d}{2}} (N^{-\frac{d}{2}} + N^{d+2\epsilon-\alpha})^{\frac{p}{2}} \text{ for } p \gg 1 \text{ and } 0 < \epsilon < \frac{\alpha - d}{2},$$

for any $N \gg 1$.

We are now ready to prove the non-normalizability of the focusing Gibbs measure.

**Proof of Theorem 1.1 (ii).** In view of the previous discussion, fix $\alpha > d$, $\beta > 0$, $\gamma < 0$ and $K > 0$. For $N \gg 1$, let $f_N$ and $Z_N$ be given by Lemmas 2.6 and 2.7 respectively. For the minimization problem (2.10), we take the drift

$$\theta_N(t) = \langle \nabla \rangle^{\frac{d}{2}} \left( -\frac{d}{dt} Z_N(t) + \eta f_N \right)$$

for some constant $\eta = \eta(K) > 0$ independent of $N$ to be chosen later, and

$$\Theta_N = I(\theta_N)(1) = \int_0^1 \langle \nabla \rangle^{-\frac{d}{2}} \theta(t) dt = -Z_N(1) + \eta f_N.$$  

Then the right-hand side of (2.10) is bounded by

$$\mathbb{E} \left[ \gamma \min \{ V_\beta(Y(1) + \Theta_N), L \} 1_{\|Y(1) + \Theta_N\|_{L^2} \leq K} + \frac{1}{2} \int_0^1 \| \theta_N(t) \|_{L^2}^2 dt \right].$$  

(2.22)
Note that, as in (2.3) we have for \( L \geq 1 \)

\[
\mathbb{E} \left[ \min \left( V_{\beta}(u), L \right) 1_{\{\|u\|_{L^2} \leq K\}} \right] = \int_{\mathcal{M}} \mathbb{E} \left[ \exp \left\{ \min(\beta|u(x)|^2, \log L) \right\} 1_{\{\|u\|_{L^2} \leq K\}} \right] dx \quad (2.23)
\]

\[
\geq \int_{\mathcal{M}} \mathbb{E} \left[ \exp \left\{ \min(\beta|u(x)|^2, \log L) \right\} 1_{\{\|u\|_{L^2} \leq K\}} \right] dx - \text{Vol}(\mathcal{M}).
\]

Thus, using (2.23) and Jensen’s inequality (with \( \gamma < 0 \)), we can bound

\[
(2.22) \leq \gamma \int_{\mathcal{M}} \exp \left[ \mathbb{E} \left\{ \min(\beta|Y(1,x) + \Theta_N(x)|^2, \log L) 1_{\{\|Y(1) + \Theta_N\|_{L^2} \leq K\}} \right\} \right] dx
\]

\[
+ \text{Vol}(\mathcal{M}) + \frac{1}{2} \mathbb{E} \int_0^1 \|\theta_N(t)\|_{L^2}^2 dt. \quad (2.24)
\]

In view of the definitions of \( \theta_N \) (2.20), \( Z_N \) (2.16), and \( f_N \) (2.11), we have

\[
\mathbb{E} \int_0^1 \|\theta_N(t)\|_{L^2}^2 dt = \mathbb{E} \int_0^1 \| - \frac{d}{dt} Z_N + \eta f_N \|_{H^\frac{d}{2}}^2 dt
\]

\[
\leq \int_0^1 \mathbb{E} \| - \frac{d}{dt} Z_N \|_{H^\frac{d}{2}}^2 dt + \eta^2 \| f_N \|_{H^\frac{d}{2}}^2.
\]

Using the bounds (2.12) and (2.17) of Lemmas 2.6 and 2.7, we end up with

\[
\mathbb{E} \int_0^1 \|\theta_N(t)\|_{L^2}^2 dt \leq N^{d+\frac{d}{2}} + N^\alpha. \quad (2.25)
\]

As for the first term in the right-hand side of (2.24), we first note that

\[
|Y(1,x) + \Theta_N(x)|^2 = |Y(1,x) - Z_N(1,x) + \eta f_N(x)|^2 \lesssim N^{\delta} + |Y(1,x) - Z_N(1,x)|^2
\]

in view of (2.14). Thus provided that \( L \gg N^d \) we have for any \( 0 < \delta \ll 1 \)

\[
\mathbb{E} \left\{ \min(\beta|Y(1,x) + \Theta_N(x)|^2, \log L) 1_{\{\|Y(1) + \Theta_N\|_{L^2} \leq K\}} \right\}
\]

\[
\geq \mathbb{E} \left\{ \beta|Y(1,x) - Z_N(1,x) + \eta f_N(x)|^2 1_{\|Y(1) - Z_N\|_{L^\infty} \leq \log L} \right\}
\]

\[
\geq \beta(1-\delta)\eta^2 \| f_N \|_{L^2}^2 \mathbb{P}(\|Y(1) - Z_N\|_{L^{\infty}} \lesssim \log L)
\]

\[
-C(\delta) \mathbb{E} |Y(1,x) - Z_N(1,x)|^2,
\]

for some constant \( C(\delta) > 0 \).

Assume that for any \( K > 0 \), there exists \( \eta = \eta(K) > 0 \) such that

\[
\mathbb{P}(\|Y(1) - Z_N\|_{L^2} \leq K, \|Y(1) - Z_N\|_{L^{\infty}} \lesssim \log L) \geq \frac{1}{2}, \quad (2.27)
\]

uniformly in in \( L \gg N^d \gg 1 \).

Then we can put (2.23)–(2.26) into (2.24) to get (recall \( \gamma < 0 \))

\[
(2.22) \leq \gamma \int_{\mathcal{M}} \exp \left[ \frac{\beta(1-\delta)\eta^2}{2} \| f_N(x) \|_{L^2}^2 - C(\delta) \mathbb{E} |Y(1,x) - Z_N(1,x)|^2 \right] dx + O(N^{d+\frac{d}{2}} + N^\alpha)
\]

\[
\leq \gamma \int_{\{d(x,x_0) \leq cMN^{-1}\}} \exp \left[ \frac{\beta(1-\delta)\eta^2}{2} \| f_N(x) \|_{L^2}^2 - C(\delta) \mathbb{E} |Y(1,x) - Z_N(1,x)|^2 \right] dx
\]

\[
+ O(N^{d+\frac{d}{2}} + N^\alpha)
\]

\[
\lesssim \gamma N^{-d} \exp \left[ \frac{\beta(1-\delta)\eta^2}{4} N^{\frac{d}{2}} - o(1) \right] dx + O(N^{d+\frac{d}{2}} + N^\alpha), \quad (2.28)
\]
where \( x_0 \) is as in Lemma 2.6 and the last estimate comes from (2.15) in Lemma 2.6 and (2.18) in Lemma 2.7.

Combining (2.10)-(2.22), (2.28), we infer that there are constants \( C_1, C_2, C_3 > 0 \) such that

\[
- \log \mathbb{E}_{\mu\alpha} \left[ \exp \left( \min (V_{\beta}(u), L) \mathbf{1}_{\{\|u\|_{L^2} \leq K\}} \right) \right] \leq \gamma C_1 N^{-d} e^{C_2 N^{\frac{d}{2}}} + C_3 (N^{d+\frac{d}{2}} + N^\alpha),
\]

for any \( L \gg N^d \gg 1 \). Therefore,

\[
\lim_{L \to +\infty} \mathbb{E}_{\mu\alpha} \left[ - \gamma \min(V_{\beta}(u), L) \mathbf{1}_{\{\|u\|_{L^2} \leq K\}} \right] \geq \exp \left( - \gamma C_1 N^{-d} e^{C_2 N^{\frac{d}{2}}} - C_3 (N^{d+\frac{d}{2}} + N^\alpha) \right) \to +\infty
\]
as \( N \to +\infty \) since \( \gamma < 0 \). This finally proves (2.27) by assuming (2.27).

To conclude, we prove that (2.27) holds for any \( K > 0 \) and \( L \gg N^d \gg 1 \), provided that \( \eta(K) \) is large enough. Indeed, it holds

\[
\mathbb{P}(\|Y(1) - Z_N(1) + \eta f_N\|_{L^2} > K \text{ or } \|Y(1) - Z_N\|_{L^\infty} \gg \log L) \\
\leq \mathbb{P}(\|Y(1) - Z_N(1) + \eta f_N\|_{L^2} > K) + \mathbb{P}(\|Y(1) - Z_N(1)\|_{L^\infty} \gg \log L) \\
\leq K^{-2} \mathbb{E}\|Y(1) - Z_N(1) + \eta f_N\|_{L^2} + C(\log L)^{-p} \mathbb{E}\|Y(1) - Z_N(1)\|_{L^\infty}
\]

by using Chebychev’s inequality with some large \( p \gg 1 \). Using then (2.17)-(2.19) in Lemma 2.7 and (2.12) in Lemma 2.6, we get the bound

\[
\leq CK^{-2} (N^{-\frac{d}{2}} + N^{d-\alpha} + c_M \eta) + (\log L)^{-p} \mathbb{E}\left( N^{-\frac{d}{2}} + N^{d+\frac{d}{2} - \alpha} \right)^\frac{p}{2},
\]

for any \( p \gg 1 \) (independent of \( L, N \)) and \( 0 < \varepsilon < \frac{d}{2} \), and some constant \( C > 0 \). Since \( L \gg N^d \gg 1 \), taking \( \eta \ll K^2 \) ensures that

\[
CK^{-2} (N^{-\frac{d}{2}} + N^{d-\alpha} + c_M \eta) + (\log L)^{-p} \mathbb{E}\left( N^{-\frac{d}{2}} + N^{d+\frac{d}{2} - \alpha} \right)^\frac{p}{2} < \frac{1}{2}
\]

This finally proves (2.27).

\[\Box\]

2.5. Some technical lemmas. In this subsection, we present the proofs of Lemmas 2.6 and 2.7.

We start with the approximation lemma (Lemma 2.7).

Proof of Lemma 2.7. For \( \lambda_n \leq N \), let

\[
X_n(t) = \langle \lambda_n \rangle^{-\frac{d}{2}} B_n(t) - Z_{N,n}(t)
\]

(2.29)

Then, from (2.16), we see that \( X_n(t) \) satisfies the following stochastic differential equation:

\[
\begin{cases}
    dX_n(t) = -\langle \lambda_n \rangle^{-\frac{d}{2}} N^{\frac{d}{2}} X_n(t) dt + \langle \lambda_n \rangle^{-\frac{d}{2}} dB_n(t) \\
    X_n(0) = 0
\end{cases}
\]

(2.30)

for \( \lambda_n \leq N \). The solution to this stochastic differential equation is thus given by

\[
X_n(t) = \langle \lambda_n \rangle^{-\frac{d}{2}} \int_0^t e^{-\langle \lambda_n \rangle^{-\frac{d}{2}} N^{\frac{d}{2}} (t-s)} dB_n(s)
\]

(2.31)

for \( \lambda_n \leq N \).
To show (2.17), observe that \( \frac{d}{dt} Z_N(t) = N \hat{\varphi} (\nabla)^{-\frac{a}{2}} X_N \) due to (2.16) and (2.29), where
\[
X_N(t) = \Pi_{\leq N} Y(t) - Z_N(t) = \sum_{\lambda_n \leq N} X_n(t) \varphi_n.
\]
Hence, from (2.30), the independence of \( \{ B_n \}_{n \geq 0} \), and Ito’s isometry with (2.31), it holds for any \( s \in \mathbb{R} \)
\[
\int_0^1 \mathbb{E} \left\| \frac{d}{dt} Z_N(t) \right\|_{H^s}^2 dt = N^\alpha \int_0^1 \mathbb{E} \left\| X_N(t) \right\|_{H^s}^2 dt
\]
\[
\leq N^\alpha \sum_{\lambda_n \leq N} \langle \lambda_n \rangle^{2s-\alpha} \int_0^1 \int_0^t e^{-2\langle \lambda_n \rangle^{-\frac{a}{2}} N^{\frac{a}{2}} (t-t') dt'} dt
\]
\[
\leq N^\alpha \sum_{\lambda_n \leq N} \langle \lambda_n \rangle^{2s-\alpha} N^{-\frac{a}{2}} \langle \lambda_n \rangle^{\frac{a}{2}}
\]
\[
\leq N^{-\frac{a}{2}} \max \left( 1, N^{d+2s-\frac{a}{2}} \right),
\]
for any \( N \gg 1 \), where the last estimate follows from Weyl’s law (1.15). This is enough for (2.17).

For (2.18), we estimate similarly as above
\[
\mathbb{E} \left| Y(1, x) - Z_N(1, x) \right|^2 \leq \mathbb{E} \left| X_N(1, x) \right|^2 + \mathbb{E} \left| 1 - \Pi_{\leq N} Y \right|^2 (1, x)
\]
\[
\leq \sum_{\lambda_n \leq N} \left| \varphi_n(x) \right|^2 \langle \lambda_n \rangle^{-\alpha} \int_0^1 e^{-2\langle \lambda_n \rangle^{-\frac{a}{2}} N^{\frac{a}{2}} (1-t) dt} + \sum_{\lambda_n > N} \left| \varphi_n(x) \right|^2 \langle \lambda_n \rangle^{-\alpha}
\]
\[
\leq N^{-\frac{a}{2}} \sum_{m \leq N} \sum_{\lambda_n \in (m, m+1]} \left| \varphi_n(x) \right|^2 \langle \lambda_n \rangle^{\frac{a}{2}} + \sum_{m > N} \sum_{\lambda_n \in (m, m+1]} \left| \varphi_n(x) \right|^2 \langle \lambda_n \rangle^{-\alpha}
\]
Applying then Corollary 2.2, we can continue with
\[
\leq N^{-\frac{a}{2}} \sum_{m \leq N} \sum_{\lambda_n \in (m, m+1]} \langle \lambda_n \rangle^{-\frac{a}{2}} + \sum_{m > N} \sum_{\lambda_n \in (m, m+1]} \langle \lambda_n \rangle^{-\alpha}
\]
\[
\leq N^{-\frac{a}{2}} \max \left( 1, N^{d-\frac{a}{2}} \right) + N^{d-\alpha},
\]
where the last estimate follows again from Weyl’s law (1.15). This proves (2.18).

Finally, to prove (2.19), we use a standard combination of Sobolev and Minkowski inequalities along with Khinchin’s inequality (Lemma 2.3): thus for any \( 0 < \varepsilon < \frac{a-d}{2} \) and \( p \geq p_\varepsilon \gg 1 \), we have
\[
\mathbb{E} \left\| Y(1) - Z_N(1) \right\|_{L_p}^p \leq \mathbb{E} \left\| Y(1) - Z_N(1) \right\|_{W^{\varepsilon, p_\varepsilon}}^p \leq \int_{\mathcal{M}} \mathbb{E} \left\| (\nabla)^\varepsilon (Y(1) - Z_N(1)) \right\|_{W^{\varepsilon, p_\varepsilon}}^p dx
\]
\[
\leq \sup_{x \in \mathcal{M}} p_\varepsilon^p \left( \mathbb{E} \left\| (\nabla)^\varepsilon (Y(1, x) - Z_N(1, x)) \right\|_{W^{\varepsilon, p_\varepsilon}}^2 \right)^{\frac{p}{2}}
\]
A computation similar to the one made above for (2.18) finally yields
\[
\leq p_\varepsilon^p \left( N^{-\frac{a}{2}} \sum_{\lambda_n \leq N} \langle \lambda_n \rangle^{2\varepsilon-\frac{a}{2}} + \sum_{\lambda_n > N} \langle \lambda_n \rangle^{2\varepsilon-\alpha} \right)^{\frac{p}{2}}
\]
\[
\leq p_\varepsilon^p \left( N^{-\frac{a}{2}} + N^{d+2\varepsilon-\alpha} \right)^{\frac{p}{2}}.
\]
This proves (2.19).

To conclude this subsection, we present the proof of Lemma 2.6.

Proof of Lemma 2.6. Recall that $f_N$ is given by (2.11). In particular a straightforward computation using Corollary 2.2 and Weyl’s law (1.15) yields

$$\|f_N\|_{H^2}^2 = N^{-d} \sum_{\lambda \in (N,2N]} |\varphi_n(x_0)|^2 \lesssim N^{-d} \sum_{\lambda_n \sim N} |\varphi_n| \lesssim N^\alpha,$$

and, using Cauchy-Schwarz inequality and repeating the previous computation,

$$\|f_N\|_{L^\infty} \leq \sup_{x \in M} N^{-\frac{d}{2}} \sum_{\lambda \in (N,2N]} |\varphi_n(x)\varphi_n(x_0)|$$

$$\leq \sup_{x \in M} N^{-\frac{d}{2}} \left( \sum_{\lambda_n \in (N,2N]} |\varphi_n(x)|^2 \right)^\frac{1}{2} \left( \sum_{\lambda_n \in (N,2N]} |\varphi_n(x_0)|^2 \right)^\frac{1}{2}$$

$$\lesssim N^{\frac{d}{2}}.$$

This proves (2.13) and (2.14).

For (2.12), we observe that

$$\|f_N\|_{L^2}^2 = N^{-d} \sum_{\lambda_n \in (N,2N]} |\varphi_n(x_0)|^2 = N^{-d} (e(x_0,x_0,(2N)^2) - e(x_0,x_0,N^2))$$

where $e(x,y,\Lambda^2)$ is the spectral function of $\Delta_g$, defined in (2.1) above. In view of Lemma 2.1 we can thus continue with

$$= N^{-d} (c_d(2N)^d - c_dN^d + O(N^{d-1})) = (2d - 1)c_d + O(N^{-1}).$$

This proves (2.12).

To show the remaining bound (2.15), observe as above that

$$f_N(x) = N^{-\frac{d}{2}} (e(x,x_0,(2N)^2) - e(x,x_0,N^2)).$$

In particular with Lemma 2.1 this implies

$$f_N(x_0) = N^{-\frac{d}{2}} (c_d(2N)^d - c_dN^d + O(N^{d-1})) = (2d - 1)c_dN^\frac{d}{2} + O(N^{d-1}).$$

In order to control the difference $f_N(x) - f_N(x_0)$, we recall the following refined version of Lemma 2.1 proved in [35, Theorem 4.4].

Lemma 2.8. There are some constants $r,R,C > 0$ such that for any $x \in B_r(x_0) = \{d(x,x_0) < r\}$, it holds

$$\left| e(x,x_0,\Lambda^2) - (2\pi)^{-d} \int_{|\xi| \leq \Lambda} e^{i\psi(x,\xi)} d\xi \right| \leq C(\Lambda)^{d-1},$$

where $\kappa : B_r(x_0) \to B_R(0) \subset \mathbb{R}^d$ are normal coordinates centred at $x_0$, and the phase $\psi \in C^\infty(B_R(0) \times \mathbb{R}^d)$ satisfies

$$\psi(z,\xi) = z \cdot \xi + O(|z|^2|\xi|) \text{ as } z \to 0.$$
Thus, putting (2.38) into (2.36) and using the mean value inequality and the property (2.39) of \( \psi \), we get for any \( d(x, x_0) \ll N^{-1} \):

\[
|f_N(x) - f_N(x_0)| \lesssim N^{-\frac{d}{2}} \left| \int_{\{N<|\xi|<2N\}} [e^{i\psi(\kappa(x), \xi)} - 1] d\xi \right| + O(N^{\frac{d}{2} - 1})
\]

\[
\lesssim N^{-\frac{d}{2}} \int_{\{|\xi| \sim N\}} |\psi(\kappa(x), \xi)| d\xi + O(N^{\frac{d}{2} - 1})
\]

\[
\lesssim N^{-\frac{d}{2}} d(x, x_0) \int_{\{|\xi| \sim N\}} |\xi| d\xi + O(N^{\frac{d}{2} - 1})
\]

\[
\lesssim N^{\frac{d}{2} - 1} d(x, x_0) + O(N^{\frac{d}{2} - 1}) \ll N^\frac{d}{2}.
\]

Thus (2.15) follows from (2.37) and (2.40).

\[\square\]

3. Weak invariance of the Gibbs measure for lower dispersion

In this section, we give the proof of Theorem 1.3 (i). We mainly follow [17, 54]. In this section we thus fix \( \gamma > 0 \), \( \alpha > d \) and \( 0 < s < \frac{\alpha - d}{2} \).

3.1. Preliminary estimates. We start by establishing the following moment bound for the potential \( V_\beta \).

Lemma 3.1. Let \( \beta > 0 \). Then the following hold:

(i) If \( 0 < \beta < \|\sigma_\alpha\|_{L^1}^{-1} \) and \( 1 \leq p < (\beta \|\sigma_\alpha\|_{L^\infty})^{-1} \), then \( V_\beta \in L^p(\mu_\alpha) \). In particular \( V_\beta(\Pi_{\leq N} u) \to V_\beta(u) \) in \( L^p(\mu_\alpha) \) as \( N \to \infty \).

(ii) If \( \beta > \|\sigma_\alpha\|_{L^\infty} \) then \( V_\beta \notin L^1(\mu_\alpha) \).

Proof. We start by proving (i). We thus assume that \( 0 < \beta < \|\sigma_\alpha\|_{L^1}^{-1} \) and fix \( 1 \leq p < (\beta \|\sigma_\alpha\|_{L^\infty})^{-1} \). In view of the almost sure convergence of \( V_\beta(\Pi_{\leq N} u) \) (Lemma 2.4) and Fatou’s lemma, it suffices to show that

\[
\sup_{N \in \mathbb{N}} \mathbb{E}_{\mu_\alpha} [V_\beta(\Pi_{\leq N} u)^p] < +\infty.
\]

(3.1)

Recall that \( \Pi_{\leq N} \) is the (sharp) spectral projector onto the frequencies \( \{\lambda_n \leq N\} \). For any \( N \in \mathbb{N} \), we then write

\[
d_N = \#\Lambda_N = \#\{n, \lambda_n \leq N\},
\]

(3.2)

and using that \( \mu_\alpha \) is the law of \( u_\alpha \) in (1.10), we estimate using Jensen’s inequality in \( x \) with the compactness of \( \mathcal{M} \) and Fubini-Tonelli’s theorem:

\[
\mathbb{E}_{\mu_\alpha} [V_\beta(\Pi_{\leq N} u)^p] = \int_{\Omega} \left( \int_{\mathcal{M}} \exp \left( \beta \left| \sum_{\lambda_n \leq N} \frac{g_n}{\langle \lambda_n \rangle^\frac{d}{2}} \varphi_n(x) \right|^2 \right) dx \right)^p d\mathbb{P}
\]

\[
\lesssim \int_{\mathcal{M}} \int_{\Omega} \exp \left( p\beta \left| \sum_{\lambda_n \leq N} \frac{g_n}{\langle \lambda_n \rangle^\frac{d}{2}} \varphi_n(x) \right|^2 \right) d\mathbb{P} dx
\]

\[
\lesssim \int_{\mathcal{M}} \int_{\Omega} \exp \left( p\beta \sum_{n, m \in \Lambda_N} \frac{g_n g_m}{\langle \lambda_n \rangle^\frac{d}{2} \langle \lambda_m \rangle^\frac{d}{2}} \varphi_n(x) \varphi_m(x) \right) d\mathbb{P} dx
\]
Recalling that \( g_n \) are iid standard complex Gaussian random variables, \( g_n = \frac{h_n + \ell_n}{\sqrt{2}} \) with \( h_n, \ell_n \) iid standard real-valued Gaussian random variables, we can continue with

\[
\begin{align*}
\int_{\mathcal{M}} \int_{\mathbb{R}^{2dN}} & \exp \left( p\beta \sum_{n,m=1}^{dN} \frac{y_n y_m + z_n z_m + i(z_n y_m - y_n z_m)}{2\langle \lambda_n \rangle^{\frac{d}{2}} \langle \lambda_m \rangle^{\frac{d}{2}}} \varphi_n(x) \varphi_m(x) \right) \\
& \times \prod_{n=1}^{dN} e^{-\frac{y_n^2}{2} - \frac{z_n^2}{2}} \frac{dy_n dz_n}{2\pi} dx
\end{align*}
\]

\[
\leq \int_{\mathcal{M}} \left( \int_{\mathbb{R}^{dN}} \exp \left( p\beta \sum_{n,m=1}^{dN} \frac{y_n y_m}{2\langle \lambda_n \rangle^{\frac{d}{2}} \langle \lambda_m \rangle^{\frac{d}{2}}} \varphi_n(x) \varphi_m(x) - \frac{y_n^2}{2} \right) \prod_{n=1}^{dN} \frac{dy_n}{\sqrt{2\pi}} \right)^2 dx,
\]

where we used the symmetry in \( n \) and \( m \). Defining the symmetric matrix

\[
A(x) = \begin{pmatrix} \varphi_n(x) \varphi_m(x) \end{pmatrix}_{n,m=1}^{dN} \in S_{dN}(\mathbb{R}),
\]

we can write the inner integral as

\[
\int_{\mathbb{R}^{dN}} \exp \left( p\beta \sum_{n,m=1}^{dN} \frac{y_n y_m}{2\langle \lambda_n \rangle^{\frac{d}{2}} \langle \lambda_m \rangle^{\frac{d}{2}}} \varphi_n(x) \varphi_m(x) - \frac{y_n^2}{2} \right) \prod_{n=1}^{dN} \frac{dy_n}{\sqrt{2\pi}}
\]

\[
= \int_{\mathbb{R}^{dN}} e^{-\frac{1}{2}y(I_dN - p\beta A(x))y} \frac{dy}{(2\pi)^{dN/2}}.
\]

(3.3)

Then, since \( \operatorname{rank} A(x) \leq 1 \) in view of (3.4), we have that the only non zero eigenvalue of \( A(x) \) is

\[
\operatorname{tr} A(x) = \sum_{\lambda_n \leq \lambda_N} |\varphi_n(x)|^2 \langle \lambda_n \rangle^{\alpha} = \sigma_{a,N}(x).
\]

Thus, since \( A(x) \) is symmetric, we find that the integral in (3.5) is finite if and only if \( I_dN - p\beta A(x) \) is positive definite, which corresponds to

\[
p\beta \sigma_{a,N}(x) < 1.
\]

(3.6)

In that case,

\[
\int_{\mathbb{R}^{dN}} e^{-\frac{1}{2}y(I_dN - p\beta A(x))y} \frac{dy}{(2\pi)^{dN/2}} = \det(I_dN - p\beta A(x))^{-\frac{1}{2}} = (1 - p\beta \sigma_{a,N}(x))^{-\frac{1}{2}}.
\]

(3.7)

Since for any \( x \in \mathcal{M} \) and \( N \in \mathbb{N} \) it holds \( \sigma_{a,N}(x) \leq \| \sigma_a \|_{L^\infty} \), under the conditions \( 0 < \beta < \| \sigma_a \|_{L^\infty} \) and \( 1 \leq p < (\beta \| \sigma_a \|_{L^\infty})^{-1} \), we see that (3.6) holds uniformly in \( x \in \mathcal{M} \) and \( N \in \mathbb{N} \), and putting (3.3)-(3.5)-(3.7) together and using the compactness of \( \mathcal{M} \) we get

\[
\sup_{N \in \mathbb{N}} \mathbb{E}_{\mu_a} \left[ e^{p\beta \Pi_{\leq N} u^p} \right] \leq \sup_{N \in \mathbb{N}} \frac{1}{1 - p\beta \| \sigma_a \|_{L^\infty}} = \frac{1}{1 - p\beta \| \sigma_a \|_{L^\infty}} < +\infty.
\]

This proves (3.1), hence Lemma 3.1 (i). This even provides the slightly stronger bound

\[
\sup_{N \in \mathbb{N}} \left\| \mathbb{E}_{\mu_a} \left[ e^{p\beta \Pi_{\leq N} u^2} \right] \right\|_{L^\infty} < +\infty.
\]

(3.8)
As for (ii) in the case $\beta > \|\sigma_\alpha\|_{L^\infty}$, since $\sigma_\alpha \in C(M)$, there exists $x_0 \in M$ and $r > 0$ such that $\beta > \sigma_\alpha, N(x)$ for all $N \in \mathbb{N}$ and $x \in B_r(x_0)$. Thus the computation above shows that

$$\mathbb{E}_{\mu_\alpha} \left[ V_\beta(\Pi_{\leq N} u) \right] \geq \text{Vol}(B_r(x_0)) \cdot \infty = +\infty,$$

for all $N \in \mathbb{N}$. This proves Lemma 3.1 (ii).

In the proof of Theorem 1.3 (i), we will also make use of the following result, which is a straightforward adaptation of [17] Lemma 3.3.

**Lemma 3.2.** Let $T > 0$ and $1 < p, q < \infty$, $\theta_0 \in [0, 1]$ be such that $(1 - \theta_0)(\frac{1}{q} - 1) + \frac{\theta_0}{p} = 0$. Suppose that $u \in L_T^p H^{s_1}$ and $\partial_t u \in L_T^q H^{s_2}$ for some $s_2 \leq s_1$. Then, for $\varepsilon > (1 - \theta_0)(s_1 - s_2)$, we have

$$\|u\|_{L_T^\infty H^{s_1}} \lesssim \|u\|_{L_T^{p, H^{s_1 + \varepsilon}}}, \quad (3.9)$$

Moreover, writing $\theta_1 = \frac{s_1 - s_2 + \varepsilon}{s_1 - s_2 + \varepsilon} \in [0, 1]$, it holds for all $t_1, t_2 \in [-T, T]$

$$\|u(t_2) - u(t_1)\|_{H^{s_1}} \lesssim |t_2 - t_1|^{(1 - \theta_1)(1 - \frac{1}{q})} \|u\|_{L_T^{p, H^{s_1 + \varepsilon}}} \|u\|_{L_T^{q, H^{s_2}}}^{1 - \theta_1}, \quad (3.10)$$

**Proof.** As in [17] Lemmas 3.2 and 3.3, we perform a Littlewood-Paley decomposition

$$u = \sum_{M \in 2^\mathbb{N}} \psi_M(-\Delta)u = \sum_{M \in 2^\mathbb{N}} u_M,$$

where $\psi \in C_0^\infty(\mathbb{R})$, supp $\psi \subset \left[\frac{1}{4}, 4\right]$, $\psi \equiv 1$ on $[-\frac{1}{2}, 2]$, and $\psi_M(-\Delta_g) = \psi(-M^{-2}\Delta_g)$ is defined via the functional calculus:

$$u_M = \sum_{n \geq 0} \psi(M^{-2}\lambda_n^2) \langle u, \varphi_n \rangle_{L^2} \varphi_n.$$

Then we have

$$\|u\|_{L_T^\infty H^{s_1 + \varepsilon}} \lesssim \sum_{M \in 2^\mathbb{N}} L^{s_1 + \varepsilon} \|u_M\|_{L_T^{p, L^2}} = \sum_{M \in 2^\mathbb{N}} M^{s_1 - \varepsilon} \sup_{v \in L_T^{q, L^2}} \sup_{t \in [0, T]} \langle u_M(t), v \rangle_{L^2}.$$

Then we apply the Gagliardo-Nirenberg interpolation inequality (see for example Theorem 12.83 in [12])

$$\|w\|_{L_T^{p, L^2}} \lesssim \|w\|_{L_T^{p, H^{s_1 + \varepsilon}}}^{1 - \theta_0} \|w\|_{W_T^{1, q}}^{\theta_0}, \quad (3.11)$$

which holds for any $1 \leq p, q \leq \infty$ and $\theta_0 \in [0, 1]$ such that $(1 - \theta_0)(\frac{1}{q} - 1) + \frac{\theta_0}{p} = 0$, to the function $w(t) = \langle \psi_M(-\Delta_g)u(t), v \rangle_{L^2}$. Thus

$$\sup_{t \in [0, T]} \langle u_L(t), v \rangle_{L^2} \lesssim \|u_M(t)\|_{L_T^{p, H^{s_1 + \varepsilon}}}^{1 - \theta_0} \|u_M(t)\|_{W_T^{1, q}}^{\theta_0} \lesssim \|u_M\|_{L_T^{p, L^2}}^{1 - \theta_0} \|u_M\|_{W_T^{1, q}}^{\theta_0} \lesssim \|u_M\|_{L_T^{p, L^2}}^{1 - \theta_0} \|u_M\|_{W_T^{1, q}}^{\theta_0}.$$
This yields
\[ \|u\|_{L^\infty_T H^{s_1+\varepsilon}} \lesssim \sum_{M \in 2^\mathbb{N}} M^{s_1-\varepsilon} \|u_M\|_{L^p_{T} L^2} \|u_M\|_{W^{1,2}_T L^2}^{1-\theta_0} \]
\[ \lesssim \sum_{M \in 2^\mathbb{N}} M^{s_1-\varepsilon - \theta_0(s_1 - (1-\theta_0)s_2)} \|u_M\|_{L^p_{T} H^{s_1}} \|u_M\|_{W^{1,q}_T H^{s_2}}^{1-\theta_0} \]
\[ \lesssim \sum_{M \in 2^\mathbb{N}} M^{s_1-\varepsilon - \theta_0(s_1 - (1-\theta_0)s_2)} \|u\|_{L^p_{T} H^{s_1}} \|u\|_{W^{1,q}_T H^{s_2}}^{1-\theta_0} \]
\[ \lesssim \|u\|_{L^p_{T} H^{s_1}} \|u\|_{W^{1,q}_T H^{s_2}}^{1-\theta_0} \]
since \(\varepsilon > (1-\theta_0)(s_1 - s_2)\). This proves (3.9). The proof of (3.10) follows similarly as in [17, Lemma 3.3]: combine the interpolation inequality
\[ \|u(t_1) - u(t_2)\|_{H^{s_1}} \lesssim \|u(t_1) - u(t_2)\|_{H^{s_1+\varepsilon}}^{\theta_1} \|u(t_1) - u(t_2)\|_{H^{s_1-\varepsilon}}^{1-\theta_1} \]
with the bound
\[ \|u(t_1) - u(t_2)\|_{H^{s_2}} = \left\| \int_{t_1}^{t_2} \partial_t u \, dt \right\|_{H^{s_2}} \lesssim |t_1 - t_2|^{1-\frac{1}{q}} \|u\|_{W^{1,q}_T H^{s_2}} \]
Combining the two previous estimates finally proves (3.10). \qed

3.2. From the Gibbs measure to measures on paths. The general strategy of [17, 54] to get weak invariance of the Gibbs measure is to look for stationary solutions with law \(\rho_{\alpha,\beta}\) to (1.1) as limits of solutions to (1.18) having law \(\rho_{\alpha,\beta,N}\). Thus we start by proving global well-posedness for the truncated equation (1.18)
\[ i\partial_t u_N + (-\Delta_g)^{\frac{1}{2}} u_N = 2\gamma \beta \Pi_{\leq N} \left[ e^{\beta \Pi_{\leq N} u^2} \Pi_{\leq N} u \right]. \]

**Lemma 3.3.** Let \(N \in \mathbb{N}\). Then, the truncated exponential NLS (1.18) is globally well-posed in \(H^s(\mathcal{M})\). Moreover, the truncated Gibbs measure \(\rho_{\alpha,\beta,N}\) is invariant under the dynamics of (1.18).

**Proof.** We write (1.18) under the Duhamel formulation
\[ u_N(t) = e^{it(-\Delta_g)^{\frac{1}{2}}} u_N(0) - 2i\gamma \beta \int_0^t e^{i(t-t')(\Delta_g)^{\frac{1}{2}}} \Pi_{\leq N} \left[ e^{\beta \Pi_{\leq N} u^2} \Pi_{\leq N} u \right] (t') \, dt'. \] (3.12)
Write \(\Gamma_N(u_N)\) for the right-hand side of (3.12). Then for \(T > 0\) and \(u \in C([-T, T]; L^2(\mathcal{M}))\), using the compactness of \(\mathcal{M}\), it holds
\[ \|\Gamma_N(u)\|_{C_T L^2} \leq \|u(0)\|_{L^2} + \left\| \Pi_{\leq N} \left[ e^{\beta \Pi_{\leq N} u^2} \Pi_{\leq N} u \right] \right\|_{L^1_T L^2} \]
\[ \leq \|u(0)\|_{H^s} + CT \left\| \Pi_{\leq N} \left[ e^{\beta \Pi_{\leq N} u^2} \Pi_{\leq N} u \right] \right\|_{L^p_T L^2} \]
\[ \leq \|u(0)\|_{H^s} + CT \|e^{\beta \Pi_{\leq N} u^2}\|_{L^p_T L^\infty}^{\frac{1}{2}} \|\Pi_{\leq N} u\|_{L^p_T L^2} \]
\[ \leq \|u(0)\|_{H^s} + CT \|e^{\beta N^d \|u\|^2}\|_{C_T L^2} \|u\|_{C_T L^2}. \]
Here we used the Bernstein type inequality
\[ \|\Pi_{\leq N} u\|_{L^\infty} \lesssim N^\frac{d}{2} \|u\|_{L^2}, \]
which follows from writing $\Pi_{\leq N} u = \int_M e(x, y, N^2) u(y) dy$ with $e(x, y, \Lambda)$ the spectral function (2.38), and from the estimate

$$\|e(x, y, N^2)\|_{L^p L_y^q} = \sup_{x \in M} \left( \sum_{\lambda_n \leq N} |\varphi_n(x)|^2 \right)^{\frac{1}{2}} = \sup_{x \in M} e(x, x, N^2)^{\frac{1}{2}} \leq N^{\frac{3}{2}}$$

which is a consequence of Lemma 2.1.

Thus for $T = T_N(R) \sim e^{-\beta N^d R^2}$, $\Gamma_N$ maps the ball $B_{R,T}$ of radius $R = 2\|u_0\|$ of $C([-T, T]; L^2(M))$ in itself. Similarly, using the mean value theorem, it holds for any $u_1, u_2 \in B_{R,T}$

$$\|\Gamma_N(u_1) - \Gamma_N(u_2)\|_{C_T L^2} \leq \|u_1(0) - u_2(0)\|_{L^2} + CT \left\| \Pi_{\leq N} \left[ e^{\beta|\Pi_{\leq N} u_1|} \Pi_{\leq N} u_1 \right] - \Pi_{\leq N} \left[ e^{\beta|\Pi_{\leq N} u_2|} \Pi_{\leq N} u_2 \right] \right\|_{L^p T^q L^2}$$

$$\leq \|u_1(0) - u_2(0)\|_{L^2} + CT \|e^{\beta|\Pi_{\leq N} u_1|} \Pi_{\leq N}(u_1 - u_2)\|_{L^p T^q L^2}$$

$$+ CT \left\| \Pi_{\leq N}(u_1 - u_2) \right\| (|\Pi_{\leq N} u_1| + |\Pi_{\leq N} u_2|) (e^{\beta|\Pi_{\leq N} u_1|} + e^{\beta|\Pi_{\leq N} u_2|}) \Pi_{\leq N} u_2 \right\|_{L^p T^q L^2} \leq \|u_1(0) - u_2(0)\|_{L^2} + CT \|u_1 - u_2\|_{C_T L^2} e^{\beta N^d |u_1|^2_{C_T L^2}}$$

$$+ C T N^{2d} \|u_1 - u_2\|_{C_T L^2} (\|u_1\|_{C_T L^2} + \|u_2\|_{C_T L^2}) + e^{\beta N^d |u_1|^2_{C_T L^2}} + e^{\beta N^d |u_2|^2_{C_T L^2}} \|u_2\|_{C_T L^2}.$$

This shows that for $T_N \sim N^{-2d} R^{-2} e^{-\beta N^d R^2}$, $\Gamma_N$ is also a contraction on $B_{R,T_N}$. Thus by Banach fixed point theorem, there is a solution $u_N$ to (3.12), unique in $B_{R,T_N}$. Standard iteration argument shows that uniqueness holds in the whole of $C([-T_N, T_N]; L^2(M))$. Moreover,

$$\frac{d}{dt} \|u_N(t)\|_{L^2}^2 = 2\langle u_N(t), \partial_t u_N(t) \rangle$$

$$= 2 \text{Re} \left\{ \int_M \tau_N \cdot i \left( (-\Delta)^{\frac{1}{2}} u_N(t) - 2\text{Re} \Pi_{\leq N} \left[ e^{\beta|\Pi_{\leq N} u_1|} \Pi_{\leq N} u_1 \right] \right) dx \right\}$$

$$= 2 \int_M \text{Re} \left\{ (-\Delta)^{\frac{1}{2}} u_N(t)^2 - 2\beta |\Pi_{\leq N} u|^2 \right\} dx = 0,$$

after integrating by parts. The conservation of the $L^2$ norm of $u_N$ thus shows that (1.18) is actually globally well-posed in $C(\mathbb{R}; L^2(M))$. At last, since $\Pi_{\leq N}^2 = \Pi_{\leq N}$, in view of the equation (1.18) it holds

$$u_N = \Pi_{\leq N} u_N + (1 - \Pi_{\leq N}) e^{i(-\Delta)^{\frac{1}{2}}} u_N(0),$$

which shows that actually $u_N \in C(\mathbb{R}; H^s(M))$ if $u_N(0) \in H^s(M)$.

In the following we write $\Phi_N : u_0 \in H^s(M) \mapsto u_N \in C(\mathbb{R}; H^s(M))$ the global flow of the truncated equation (1.18) on $H^s(M)$, and for $t \in \mathbb{R}$ we use $\Phi_N(t) : H^s(M) \to H^s(M)$ to denote the map defined by $\Phi_N(t)(\phi) = (\Phi_N(\phi))(t)$. From the previous remark we have

$$\Phi_N(t) = \Pi_{\leq N} \Phi_N(t) + (1 - \Pi_{\leq N}) e^{i(-\Delta)^{\frac{1}{2}}}.$$
We also have
\[ \rho_{\alpha,\beta,N} = Z_{\alpha,\beta,N}^{-1} e^{-\gamma V_\beta(\Pi_{\leq N}^\alpha \nu)}(\Pi_{\leq N}) \# \mu_\alpha \otimes (1 - \Pi_{\leq N}) \# \mu_\alpha \]
by definition of \( \rho_{\alpha,\beta,N} \). Note that the linear flow \( e^{it(-\Delta)^{\frac{\beta}{2}}} \) preserves the Gaussian measure \( \mu_\alpha \), since \( e^{it(-\Delta)^{\frac{\beta}{2}}} \) acts on Fourier modes by multiplication by a complex number of modulus one, and this operation does not change the law of the standard complex-valued Gaussian random variables. As for the nonlinear part \( \Pi_{\leq N} \Phi_N(t) \), let \( \Lambda_N \) and \( d_N \) be as in \([5,2]\). Then writing
\[
\Pi_{\leq N} \Phi_N(t) = \sum_{n \in \Lambda_N} U_n(t) \varphi_n,
\]
we have that \( \{U_n\}_{n \in \Lambda_N} \) solves the \( d_N \)-dimensional system of ODEs
\[
\frac{d}{dt} U_n(t) = i \lambda_n^\alpha U_n(t) - i 2 \gamma \beta \left( e^{\beta |\sum_{m \in \Lambda_n} U_n \varphi_m|^2} \left( \sum_{m \in \Lambda_n} U_m \varphi_m \right), \varphi_n \right) \}_{L^2}, \text{ for all } n \in \Lambda_N.
\]
(3.13)
The system (3.13) is Hamiltonian, with Hamiltonian given by \( \mathcal{H}_{\alpha,\beta}(\sum_{n \in \Lambda_n} U_n \varphi_n) \), where the energy \( \mathcal{H}_{\alpha,\beta} \) is as in \([1,5]\). By Liouville’s theorem, the Lebesgue measure \( \prod_{n=0}^{d_N-1} dU_n \) is invariant by the flow of (3.13). The invariance of the Hamiltonian and of the mass \( \mathcal{J}(\sum_{n \in \Lambda_N} U_n \varphi_n) \) with \( \mathcal{J} \) in (1.6) then ensures that the finite dimensional measure
\[
Z_{\alpha,\beta,N}^{-1} e^{-\mathcal{J}(\mathcal{H}_{\alpha,\beta}(\sum_{n \in \Lambda_N} U_n \varphi_n))} \left( \prod_{n=0}^{d_N-1} dU_n \right)
\]
is invariant under (3.13). This proves the invariance of \( Z_{\alpha,\beta,N}^{-1} e^{-\gamma V_\beta(\Pi_{\leq N}^\alpha \nu)}(\Pi_{\leq N}) \# \mu_\alpha \) under \( \Pi_{\leq N} \Phi_N(t) \), hence that of \( \rho_{\alpha,\beta,N} \) under \( \Phi_N(t) \) by the previous discussion. \( \square \)

As in \([5,2]\), we endow \( C(\mathbb{R}; H^s(\mathcal{M})) \) with the compact-open topology, and from the local Lipschitz continuity of \( \Phi_N(\cdot) \) provided by the fixed point argument, it follows that \( \Phi_N \) is continuous from \( H^s(\mathcal{M}) \) into \( C(\mathbb{R}; H^s(\mathcal{M})) \).

Next we extend \( \rho_{\alpha,\beta,N} \) on \( H^s \) to a probability measure \( \nu_N \) on \( C(\mathbb{R}; H^s(\mathcal{M})) \) by setting
\[
\nu_N = \rho_{\alpha,\beta,N} \circ \Phi_N^{-1}.
\]
Namely, \( \nu_N \) is the induced probability measure of \( \rho_{\alpha,\beta,N} \) under the map \( \Phi_N \). In particular, we have
\[
\int_{C(\mathbb{R}; H^s(\mathcal{M})))} F(u) d\nu_N(u) = \int_{H^s} F(\Phi_N(\phi)) d\rho_{\alpha,\beta,N}(\phi)
\]
(3.14)
for any measurable function \( F : C(\mathbb{R}; H^s(\mathcal{M})) \to \mathbb{R} \).

### 3.3. Tightness of the measures \( \nu_N \)
In the following, we prove that the sequence \( \{\nu_N\}_{N \in \mathbb{N}} \) of probability measures on \( C(\mathbb{R}; H^s(\mathcal{M})) \) has a convergent subsequence. This will follow from Prokhorov’s theorem (see for example \([1]\)) with the following proposition.

**Proposition 3.4.** The family \( \{\nu_N\}_{N \in \mathbb{N}} \) of probability measures on \( C(\mathbb{R}; H^s(\mathcal{M})) \) is tight.

To establish Proposition 3.4, we will mainly follow \([3,4]\) (see also \([17]\)). Thus we start with the following bounds.
Lemma 3.5. Assume that $0 < \beta < \|\sigma_\alpha\|_{L^\infty}^{-1}$. Let $p \geq 1$ and $1 \leq q < (\beta\|\sigma_\alpha\|_{L^\infty})^{-1}$. Then, there exists $C_p, C_q > 0$ such that

$$\|u\|_{L^p_T H^s} \leq C_p T^\frac{1}{p},$$

(3.15)

$$\|u\|_{W^{1,q}_{T} H^{s-a}} \leq C_q T^\frac{1}{q},$$

(3.16)

uniformly in $N \in \mathbb{N}$.

Proof. By Fubini’s theorem, the invariance of $\rho_{\alpha,\beta,N}$ under $\Phi_N$ (Lemma 3.3), and that $e^{-\gamma V_\beta} \in L^\infty(\mu_\alpha)$ (recall $\gamma > 0$), we have

$$\|u\|_{L^p_T H^s} \leq \left\|\Phi_N(t)\|_{L^p_T H^s} \right\|_{L^p_T} = \|\Phi_N(t)\|_{L^p_T(\rho_{\alpha,\beta,N})} = (2T)^\frac{1}{p} \left\|e^{-\gamma V_\beta(\Pi \leq N)}\right\|_{L^\infty(\mu_\alpha)} \|\phi\|_{L^p_T} \leq C(2T)^\frac{1}{p} \left\|\phi\right\|_{L^p_T(\mu_\alpha)}.$$  

(3.17)

Then, (3.15) follows from (3.17) with (2.4) in the proof of Lemma 2.4.

From the truncated equation (1.18) we also have

$$\|\partial u\|_{L^p_T H^{s-a}} \leq \|u\|_{L^p_T H^s} \leq \left\|\Phi_N(t)\|_{L^p_T H^s} \right\|_{L^p_T} = \|\Phi_N(t)\|_{L^p_T(\rho_{\alpha,\beta,N})} = (2T)^\frac{1}{p} \left\|e^{-\gamma V_\beta(\Pi \leq N)}\right\|_{L^\infty(\mu_\alpha)} \|\phi\|_{L^p_T} \leq C(2T)^\frac{1}{p} \left\|\phi\right\|_{L^p_T(\mu_\alpha)}.$$  

(3.18)

The first term is estimated by (3.15). Proceeding as in (3.17), we have for the second term

$$\|\Pi_{\leq N} \left[ e^{\beta |\Pi \leq N |^2} \Pi_{\leq N} u \right] \|_{L^p_T H^{s-a}} \leq T^\frac{1}{p} \|\Pi_{\leq N} \left[ e^{\beta |\Pi \leq N \phi|^2} \Pi_{\leq N} \phi \right] \|_{L^p_T(\mu_\alpha)}.$$  

Since $\alpha > d$ and $s < \frac{\alpha - d}{2}$ and since $\mathcal{M}$ is compact it holds $H^{s-a}(\mathcal{M}) \hookrightarrow L^1(\mathcal{M})$, so that with Jensen’s inequality in $x$ by compactness of $\mathcal{M}$ and Young’s inequality we can continue with

$$\|\Pi_{\leq N} \left[ e^{\beta |\Pi \leq N \phi|^2} \Pi_{\leq N} \phi \right] \|_{L^p_T(\mu_\alpha)} \leq (CT)^\frac{1}{q} \left( \mathbb{E}_{\mu_\alpha} \left[ \int_\mathcal{M} e^{\beta |\Pi \leq N |^2} |\Pi_{\leq N} u_\alpha|^2 dx \right] \right)^\frac{1}{2} \leq (CT)^\frac{1}{q} \left( \mathbb{E}_{\mu_\alpha} \left[ |\Pi_{\leq N} u_\alpha|^q V_\beta(\Pi \leq N) \right] \right)^\frac{1}{q} \leq (CT)^\frac{1}{q} \left( \mathbb{E}_{\mu_\alpha} \left[ |\Pi_{\leq N} u_\alpha|^q V_\beta(\Pi \leq N) \right] \right)^\frac{1}{q},$$

where $q < q_2 < (\beta\|\sigma_\alpha\|_{L^\infty})^{-1}$. This together with Lemmas 2.4 and 3.1 (i) proves (3.16). 

We can finally move on to the proof of Proposition 3.4.
Proof of Proposition 3.4. Let $0 < s < s_1 < \frac{\alpha d}{2}$. Recall that for $a \in (0, 1)$, the Lipschitz space $C^a_T H^{s_1} = C^a([-T, T]; H^{s_1}(\mathcal{M}))$ is defined by the norm

$$\|u\|_{C^a_T H^{s_1}} = \sup_{t_1, t_2 \in [-T, T], t_1 \neq t_2} \|u(t_1) - u(t_2)\|_{H^{s_1}} + \|u\|_{L^p_T H^{s_1}},$$

and $C^a_T H^{s_1}$ is compactly embedded in $C_T H^s$ for each $T > 0$.

Let $p > 1$ and $1 \leq q < (\beta\|\sigma_0\|_{L^\infty})^{-1}$. Take $\theta_0 = \frac{1 - \frac{1}{q}}{p + 1 - \frac{1}{q}}$, $\epsilon = (1 - \theta_0)\alpha > (1 - \theta_0)\frac{\alpha}{2}$ and $\theta_1 = \frac{\alpha}{\alpha + \epsilon}$ as in Lemma 3.2. Note that $\theta_0 \to 1$ as $q \to 1+$, thus we can take $q$ close enough to 1 so that $s_1 + \epsilon < \frac{\alpha d}{2}$. Then applying (3.9)-(3.10) in Lemma 3.2 and Young’s inequality, we have for $0 < a < (1 - \theta_1)(1 - \frac{1}{q})$

$$\|u\|_{C^a_T H^{s_1}} \lesssim \|u\|_{L^p_T H^{s_2}}^{1-\theta_0} \|u\|_{L^{p,q}_T H^{s_2-a}}^{\theta_0},$$

$$+ \sup_{t_1, t_2 \in [-T, T], t_1 \neq t_2} \|v(t_1) - v(t_2)\|_{L^p_T H^{s_1}}^{1-\theta_1} \|u\|_{L^{p,q}_T H^{s_1+a}}^{\theta_1} \|u\|_{L^{p,q}_T H^{s_2-a}}^{1-\theta_1},$$

$$\lesssim \|u\|_{L^p_T H^{s_2}} + T^{1-\frac{1}{q} - \frac{\alpha}{\alpha + \epsilon}} \|u\|_{L^{p,q}_T H^{s_2-a}}.$$

Then, it follows from (3.15) and (3.16) in Lemma 3.5 that

$$\|u\|_{C^a_T H^{s_1}} \leq C_p T^{\frac{1}{p}} + C_q T^{1 - \frac{\alpha}{\alpha + \epsilon}} \leq C_{p,q} T^{1 - \frac{\alpha}{\alpha + \epsilon}} \quad (3.20)$$

From there, we can conclude as in [54] by letting $T_j = 2^j$ for $j \in \mathbb{N}$ and defining

$$K_\delta = \{u \in C(\mathbb{R}; H^s(\mathcal{M})) : \|u\|_{C^a_T H^{s_1}} \leq c_0^{-1} T_j \text{ for all } j \in \mathbb{N}\}$$

for $\delta > 0$. Markov’s inequality and (3.20) ensure that

$$\nu_N(K_\delta) \leq c_0^{-1} C_1 \delta T_j^{-1} \|u\|_{C^a_T H^{s_1}} \leq c_0^{-1} C_p \delta \sum_{j=1}^\infty T_j^{-\frac{\alpha}{\alpha + \epsilon}} \leq c_0^{-1} C_{p,q} \delta < \delta$$

by taking $c_0$ large enough (recall $a > 0$ and $\theta_1 \in (0, 1)$). The compactness of $K_\delta$ then follows from the same argument as in [54].

3.4. Proof of Theorem 1.3 (i). We finally move on to the proof of Theorem 1.3 (i). We will construct the random variable $u$ in Theorem 1.3 (i) as a limit of solutions $(\tilde{u}_{N_j})$ to the truncated equation (1.18). For this purpose we apply Proposition 3.4 with Prokhorov’s theorem. This provides us with a subsequence $\nu_{N_j}$, which converges weakly to some probability measure $\nu$ on $C(\mathbb{R}; H^s(\mathcal{M}))$ for any $s < \frac{\alpha d}{2}$. By Skorokhod’s theorem (see [4]), there is a new probability space $(\tilde{\Omega}, \tilde{\mathcal{F}}, \tilde{\mathbb{P}})$ and a sequence of new random variables $\tilde{u}_{N_j}$ with the same distribution $\nu_{N_j}$ as $w_{N_j}$, such that $u_{N_j}$ converges almost surely to $u$.

Moreover, they have the following pointwise (in time) distribution.

Lemma 3.6. Let $\tilde{u}_{N_j}$ and $u$ be as above. Then, we have

$$\mathcal{L}(\tilde{u}_{N_j}(t)) = \rho_{\alpha, \beta, N_j} \quad \text{and} \quad \mathcal{L}(u(t)) = \rho_{\alpha, \beta}$$

for any $t \in \mathbb{R}$. 
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Proof. This follows exactly as in [17 Proposition 4.11] or [54 Lemma 5.8] so we omit details.

To conclude the proof of Theorem 1.3, it remains to show that the random variable \( u \) is indeed a global-in-time distributional solution to the exponential NLS (1.1).

**Lemma 3.7.** Let \( \tilde{w}_N \) and \( u \) be as above. Then, \( \tilde{w}_N \) and \( u \) are global-in-time distributional solutions to the truncated exponential NLS (1.18) for each \( j \in \mathbb{N} \) and to the exponential NLS (1.1), respectively.

**Proof.** The only difference compared to the proof of Theorem 1.5 in [54] is in checking the almost sure convergence of

\[
F_{N_j}(\tilde{w}_{N_j}) = \Pi_{\leq N_j} \left[ e^{\beta |\Pi_{\leq N_j} \tilde{w}_{N_j}|^2} \Pi_{\leq N_j} \tilde{u}_{N_j} \right]
\]
to \( F(u) = e^{\beta |u|^2} u \).

In the following, we simply write \( F_j = F_{N_j} \) and \( u_j = \tilde{u}_{N_j} \). For any \( M \in \mathbb{N} \), we decompose

\[
F_j(u_j) - F(u) = (F_j(u_j) - F(u_j)) + (F(u_j) - F_M(u_j)) + (F_M(u_j) - F_M(u)) + (F_M(u) - F(u)).
\]

Then, for each fixed \( M \geq 1 \), it follows from the almost sure convergence of \( \tilde{w}_{N_j} \) to \( u \) in \( C(\mathbb{R}; H^s(M)) \) and the continuity of \( F_M \) that the third term on the right-hand side of (3.21) converges to 0 in \( C(\mathbb{R}; H^s(M)) \) as \( j \to \infty \), almost surely with respect to \( \tilde{\mathbb{P}} \).

Fix \( T > 0 \) and \( 1 < p < (\beta \|\sigma\|_{L^\infty})^{-1} \), and let \( \frac{1}{p'} = 1 - \frac{1}{p} \). Then similar computations as in (3.17) yield

\[
\left\| \left\| F(u_j) - F_M(u_j) \right\|_{L^1(T;H^{s-\alpha})} \right\|_{L^1(M_j)} = \left\| \left\| F(\Phi_{N_j}) - F_M(\Phi_{N_j}) \right\|_{L^1(T;H^{s-\alpha})} \right\|_{L^1(T)} = 2T \left\| \left\| F(\phi) - F_M(\phi) \right\|_{L^1(T;H^{s-\alpha})} \right\|_{L^1(T)} \leq T \left\| \left\| F(\phi) - F_M(\phi) \right\|_{L^1(T;H^{s-\alpha})} \right\|_{L^1(T)},
\]

and with (3.6),

\[
\| F(\phi) - F_M(\phi) \|_{L^1(M)} = 2T \left\| \left\| F(\phi) - F_M(\phi) \right\|_{L^1(T;H^{s-\alpha})} \right\|_{L^1(T)} \leq T \left\| \left\| F(\phi) - F_M(\phi) \right\|_{L^1(M)} \right\|_{L^1(T)} \]

(3.22)

and with (3.6),

\[
\| F(\phi) - F_M(\phi) \|_{L^1(M)} \leq M^{-\epsilon} \left\| \left\| F(\phi) \right\|_{L^1(M)} \right\|_{L^1(T)} + M^{-\epsilon} \left\| \left\| F_M(\phi) \right\|_{L^1(M)} \right\|_{L^1(T)} (1 - \Pi_M) \phi \|_{L^1(M)} \]

(3.23)

\[
\leq M^{-\epsilon} \left\| \left\| F(\phi) \right\|_{L^1(M)} \right\|_{L^1(T)} + M^{-\epsilon} \left\| \left\| F_M(\phi) \right\|_{L^1(M)} \right\|_{L^1(T)} (1 - \Pi_M) \phi \|_{L^1(M)} \]

(3.24)
uniformly in \( j \in \mathbb{N} \), for some small \( \varepsilon > 0 \) such that \( s - \alpha + \varepsilon < -d \) (recall that \( \alpha > d \) and \( s < \frac{\alpha - d}{2} \)) so that \( H^{s - \alpha + \varepsilon} (\mathcal{M}) \hookrightarrow L^1 (\mathcal{M}) \) by compactness of \( \mathcal{M} \). We also used Hölder’s inequality, the mean value theorem, and that for any \( q \)

\[
\| (1 - M) \phi \|_{L^q (\mu_{\alpha}) L^q} \leq C \sqrt{q} \| (1 - M) \phi \|_{L^q L^2 (\mu_{\alpha})} = C \sqrt{q} \| \sigma_{\alpha} - \sigma_{M, \alpha} \|_{L^q} \lesssim M^{-\varepsilon}
\]

by Minkowski inequality and Khinchin’s inequality (Lemma 2.3), since \( 0 < \varepsilon < \alpha - d \), the estimate on the tail \( \sigma_{\alpha} - \sigma_{M, \alpha} \) being ensured again by Corollary 2.2.

Thus the first term in the right-hand side of (3.21) is controlled by (3.22)-(3.24). The first and last terms are estimated similarly, leading to the convergence of \( F_j (u_j) \) towards \( F(u) \) in \( L^1 (\nu_N) ; L^1 ([{-T}; T]; H^{s - \alpha} (\mathcal{M})) \). Thus after passing to a subsequence, \( F_j (u_j) \) converges \( \mathbb{P} \)-almost surely to \( F(u) \) in \( L^1 ([{-T}; T]; H^{s - \alpha} (\mathcal{M})) \). The rest of the proof is identical to [54, Lemma 5.9].

Finally, combining Lemma 3.6 and 5.7 through the same argument as in [54] finishes the proof of Theorem 1.3.

4. Strong invariance of the Gibbs measure for higher dispersion

In this section, we give the proof of Theorem 1.3(ii). We thus fix \( \gamma > 0, \beta > 0, \alpha > 2d \), and \( \frac{d}{2} < s < \frac{\alpha - d}{2} \). We first establish a general local well-posedness result in Subsection 4.1 and then implement Bourgain’s invariant measure argument in the context of (1.1) in Subsection 4.2.

4.1. Local well-posedness for high dispersion. We start with a deterministic local well-posedness result for the exponential NLS (1.1).

**Proposition 4.1.** There exists \( c > 0 \) and \( C_1 = C_1 (s, d) > 0 \) independent of \( \alpha \) such that for any \( \beta > 0 \) and any \( R \geq \theta > 0 \), if we set \( T = c\theta (\gamma |\beta R|)^{-1} e^{-C_1 \beta R^2} \), then for any \( u_0 \in H^s (\mathcal{M}) \) with \( \| u_0 \|_{H^s} \leq R \), the Cauchy problem for (1.1) with initial data \( u_0 \) has a unique solution \( u \in C([-T; T]; H^s (\mathcal{M})) \), which satisfies

\[
\| u \|_{C_T H^s} \leq R + \theta.
\]  

Moreover, the flow map \( \Phi : u_0 \in \{ v_0 \in H^s (\mathcal{M}), \| v_0 \|_{H^s} \leq R \} \mapsto u \in C([-T; T]; H^s (\mathcal{M})) \) is Lipschitz continuous.

The proof of Proposition 4.1 is straightforward from the following fractional Leibniz rule, which implies the algebra property of \( H^s (\mathcal{M}) \) for \( s > \frac{d}{2} \) due to Sobolev inequality.

**Lemma 4.2.** Let \( s > \frac{d}{2} \). Then there exists \( C_0 > 0 \) such that for any \( u, v \in H^s (\mathcal{M}) \), it holds

\[
\| uv \|_{H^s} \leq C_0 (\| u \|_{H^s} \| v \|_{L^\infty} + \| u \|_{L^\infty} \| v \|_{H^s})
\]

**Proof.** Lemma 4.2 follows for example from the equivalence of \( H^s_{\text{loc}} (\mathcal{M}) \) and \( H^s (\mathbb{R}^d) \) (see e.g. [30, Proposition 2.5]) and the corresponding fractional Leibniz rule in \( \mathbb{R}^d \) (Corollary 2.86 in [2]).
Proof of Proposition 4.1. Let $R \geq \theta > 0$ and $u_0 \in H^s(M)$ satisfying $\|u_0\|_{H^s} \leq R$. We start by writing the Duhamel formula for (1.1) as

$$u(t) = e^{it(-\Delta)^{\frac{s}{2}}} u_0 - i2\gamma \int_0^t e^{i(t-t')(\Delta)^{\frac{s}{2}}} \left[ e^{\beta |u|^2} u \right] (t') dt'.$$

Write $\Gamma(u)$ for the right-hand side of (4.2), and for $T = e^{\theta |\gamma| \beta R^{-1} e^{-\beta^2 C_0 R^2}}$ with $C_0 = C_0(s,d)$ (independent of $\alpha$) as in Lemma 1.2 and $c$ to be chosen later, let $B_{R,T}$ be the ball of radius $R$ in $C([-T,T];H^s(M))$. Then for any $u \in B_{R,T}$ it holds

$$\|\Gamma(u)\|_{C_T H^s} \leq \|u_0\|_{H^s} + C|\gamma| \beta \|e^{\beta |u|^2} u\|_{L_{t,T}^2 H^s} \leq R + C|\gamma| \beta T \sum_{k \geq 0} \frac{\beta^k}{k!} \|u\|_{2k+1} C_k H^s \leq R + C_2 |\gamma| \beta T e^{\beta^2 C_0 R^2} R,$$

where we used $(2k+1)$ times the fractional Leibniz rule (Lemma 4.2) to estimate the $k$-th term in the sum, and that $\theta \leq R$. Thus from $T = e^{\theta |\gamma| \beta R^{-1} e^{-\beta^2 C_0 R^2}}$, we have that if $0 < c < C_1$, $\Gamma$ maps $B_{R,T}$ into itself. Proceeding similarly as above and with the mean value theorem as in the proof of Lemma 3.2, we have for any $u_1, u_2 \in B_{R,T}$

$$\|\Gamma(u_1) - \Gamma(u_2)\|_{C_T H^s} \leq \|u_1(0) - u_2(0)\|_{H^s} + C|\gamma| \beta T \sum_{k \geq 0} \frac{\beta^k}{k!} \|u_1\|_{2k+1}^2 |u_1| - |u_2| |u_2| \|C_T H^s\|
\leq \|u_1(0) - u_2(0)\|_{H^s} + C|\gamma| \beta T \sum_{k \geq 0} \frac{\beta^k}{k!} (2k+1) C_k^2 \|u_1 - u_2\|_{C_T H^s} \left( \|u_1\|_{2k+1} C_T H^s + \|u_2\|_{2k+1} C_T H^s \right)
\leq \|u_1(0) - u_2(0)\|_{H^s} + C_3 |\gamma| \beta T \|u_1 - u_2\|_{C_T H^s} e^{\beta^2 C_0 R^2}.$$

This shows that with $T$ as above and $c < \min(C_2, \frac{C_3}{2})$, $\Gamma$ is also a contraction on $B_{R,T}$. This proves existence and uniqueness of the solution in $B_{R,T}$. For two solutions $u_1, u_2 \in C([-T,T];H^s(M))$, iterating the previous estimate on $[m_0, (m+1)T_0]$ for $T_0 \sim e^{-\beta C \min(\|u_1\|_{C_T H^s}, \|u_2\|_{C_T H^s})^2}$ and $|m| \lesssim T_0$ shows that $u_1 \equiv u_2$ on $[-T,T]$, hence (unconditional) uniqueness in $C([-T,T];H^s(M))$. The estimate (4.3) also shows the continuity property of the flow with respect to the initial data. This concludes the proof of Proposition 4.1. □

Proposition 4.1 applies in particular for initial data $u_0$ in the support of $\mu_\alpha$, i.e. almost surely for $u_0$ as in (1.10). Since $\rho_{\alpha,\beta} \ll \mu_\alpha$ by Theorem 1.1 this also provides local well-posedness on the support of $\rho_{\alpha,\beta}$.

4.2. Almost sure global well-posedness and invariance of the Gibbs measure.

In this subsection we extend almost surely the flow $\Phi(t)$ defined locally on $H^s(M)$ by Proposition 4.1 and prove the invariance of the Gibbs measure $\rho_{\alpha,\beta}$ under $\Phi$, thus completing the proof of Theorem 1.3 (ii).

In order to prove almost sure global well-posedness, we rely on Bourgain’s invariant measure argument [8, 9]; see also [16, 50], or [56, 52] in the context of exponential nonlinearities.
We thus study the approximate equation
\[ i \partial_t u_N + (-\Delta_g)_{g} u_N = 2\gamma \beta \mathbf{P}_{\leq N} \left[ e^{\beta \mathbf{P}_{\leq N} u} \right]^2 \mathbf{P}_{\leq N} u, \] (4.4)
where
\[ \mathbf{P}_{\leq N} u = \chi (-N^{-2} \Delta_g) u = \sum_{n \geq 0} \chi (N^{-2} \lambda_n^2) \langle u, \varphi_n \rangle_{L^2} \varphi_n \] (4.5)
for some \( \chi \in C_0^\infty (\mathbb{R}) \), \( \text{supp} \chi \subset [-1, 1] \), \( \chi \equiv 1 \) on \( [-\frac{1}{2}, \frac{1}{2}] \). As in [10], the reason to consider \( \mathbf{P}_{\leq N} \) instead of \( \Pi_{\leq N} \) as in (1.18) is that it enjoys better mapping properties (see e.g. Corollary 2.2 in [15]):
\[ \| \mathbf{P}_{\leq N} u - u \|_{L^p} \to 0 \] (4.6)
as \( N \to +\infty \), for any \( 1 < p < \infty \) and \( u \in L^p (\mathcal{M}) \).

A straightforward adaptation of Lemma 3.3 shows that for any \( N \in \mathbb{N} \) the Cauchy problem for (4.4) is globally well-posed in \( H^{s_1} (\mathcal{M}) \), for any \( s_1 \geq 0 \), and that the truncated Gibbs measure
\[ d\tilde{\rho}_{\alpha, \beta, N} (u) = \tilde{Z}_{\alpha, \beta, N}^{-1} e^{-V_\beta (\mathbf{P}_{\leq N} u)} d\mu_\alpha (u) \] (4.7)
is invariant under the global flow \( \Phi_N \) of (4.4) on \( H^s (\mathcal{M}) \). Note that the convergence \( \rho_{\alpha, \beta, N} \to \tilde{\rho}_{\alpha, \beta} \) in Theorem 1.1 also holds for \( \tilde{\rho}_{\alpha, \beta, N} \) with minor modifications.

As in [8] [9] [16] [50], the following control on \( \Phi_N \) is the key bound in globalizing the local flow \( \Phi \).

**Proposition 4.3.** There exists \( 0 < \beta^* \ll \| \sigma_\alpha \|_{L^\infty}^{-1} \) such that the following holds for any \( \beta \in (0, \beta^*) \): there exists \( C > 0 \) such that for all \( m, N \in \mathbb{N} \), there exists a measurable set \( \Sigma_N^m \subset H^s (\mathcal{M}) \) such that
(i) the bound
\[ \tilde{\rho}_{\alpha, \beta, N} (H^s (\mathcal{M}) \setminus \Sigma_N^m) \leq 2^{-m} \] (4.8)
holds;
(ii) for all \( u_0 \in \Sigma_N^m \) and \( t \in \mathbb{R} \), the solution \( \Phi_N (t) (u_0) \) to (4.4) satisfies
\[ \| \Phi_N (t) (u_0) \|_{H^s} \leq C \sqrt{m + \log (1 + |t|)} ; \] (4.9)
(iii) there exists \( c > 0 \) such that for every \( t_0 \), every \( m \geq 1 \) and \( N \in \mathbb{N} \),
\[ \Phi_N (t_0) (\Sigma_N^m) \subset \Sigma_N^{m + \lceil c \log (1 + |t_0|) \rceil + 3} . \] (4.10)

**Proof.** For \( m, j \in \mathbb{N} \), we set
\[ \tau = c (|\gamma| \beta)^{-1} D^{-2 (m + j)} e^{-C_1 \beta D^2 (m + j)} \] (4.11)
which is the local time given by Proposition 4.1 with \( R = D \sqrt{m + j} \) and \( \theta = R^{-1} \), for some \( D \gg 1 \) independent of \( N, m, j \) to be fixed later, and \( C_1 = C_1 (s, d) \) is independent of \( \alpha \).

Next, as in [8], we can define
\[ \Sigma_N^{m, j} \overset{\text{def}}{=} \bigcap_{k=0}^{[2^j / \tau]} \Phi_N (k \tau)^{-1} (B(m, j, D)) \]
for \( u_0 \) as in (1.10), \( \mathbf{P}_{\leq N} u_0 \) is no longer a martingale contrary to \( \Pi_{\leq N} u_0 \), but this was only used to control \( \| \Pi_{N} u_0 \|_{L^\infty} \), which is easier for \( \| \mathbf{P}_{\leq N} u_0 \|_{L^\infty} \) due to Sobolev inequality and (1.6).
where \([2^j/\tau]\) denotes the integer part of \(2^j/\tau\), and
\[
B(m,j,D) \overset{\text{def}}{=} \left\{ u_0 \in H^s(\mathcal{M}), \|u_0\|_{H^s} \leq D \sqrt{m+j} \right\}. \tag{4.12}
\]
By Proposition \[4.1\] for any \(k = 0,\ldots,[2^j/\tau]\) and any \(u_0 \in \Phi_N(k\tau)^{-1}B(m,j,D)\),
\[
\|\Phi_N(t + k\tau)(u_0)\|_{C^t H^s} \leq D \sqrt{m+j} + D^{-1}(m+j)^{-\frac{1}{2}} \leq D \sqrt{m+j+1} \tag{4.13}
\]
provided that \(D\) is large enough.

Next, using that \(\tilde{\rho}_{\alpha,\beta,N}\) is invariant under \(\Phi_N\), we can estimate
\[
\tilde{\rho}_{\alpha,\beta,N}(H^s(\mathcal{M}) \setminus \Sigma^{m,j}_N) \\
\leq \sum_{k=0}^\left\lfloor \frac{2^j}{\tau} \right\rfloor \tilde{\rho}_{\alpha,\beta,N}\left\{ \Phi_N(k\tau)^{-1}\left( H^s(\mathcal{M}) \setminus B(m,j,D) \right) \right\} \\
\leq \left( \frac{2^j}{\tau} + 1 \right) \tilde{\rho}_{\alpha,\beta,N}\left( H^s(\mathcal{M}) \setminus B(m,j,D) \right) \leq C \frac{2^j}{\tau} \mu_\alpha\left( H^s(\mathcal{M}) \setminus B(m,j,D) \right),
\]
where the last estimate comes from \(dp_{\alpha,\beta,N} = Z_{\alpha,\beta,N}^{-1}\nu e^{-V_\beta(P_{\leq N^u})}d\mu_\alpha\) with \(e^{-V_\beta(P_{\leq N^u})}\) in \(L^\infty(\mu_\alpha)\) uniformly in \(N \in \mathbb{N}\). Thus with the definition \((4.12)\) of \(B(m,j,D)\) and the tail estimate \((2.3)\) we have
\[
\tilde{\rho}_{\alpha,\beta,N}(H^s(\mathcal{M}) \setminus \Sigma^{m,j}_N) \leq C 2^j D^2(m+j)e^{\beta C_1 D^2(m+j)}e^{-c\|\sigma_{\alpha-2s}\|_{L^\infty}}D^{m+j} \leq 2^{-(m+j)}, \tag{4.14}
\]
provided that we take \(D \gg 1\) large enough depending on \(c, C\) and \(C_1\), and then
\[
0 < \beta \leq \beta_\alpha^* = \frac{\|\sigma_{\alpha-2s}\|_{L^\infty}}{2C_1D^2} \ll \|\sigma_\alpha\|_{L^\infty},
\]
independently of \(N, m, j\), and since \(\|\sigma_{\alpha-2s}\|_{L^\infty} \geq \|\sigma_\alpha\|_{L^\infty}\) for \(s \geq 0\).

We then define
\[
\Sigma^m_N = \bigcap_{j=1}^\infty \Sigma^{m,j}_N.
\]
With this definition, the bound \((4.8)\) follows from \((4.14)\), while \((4.9)\) and \((4.10)\) are a consequence of \((4.13)\) and the definition of \(\Sigma^m_N\) through the same argument as in [16] Proposition 8.5]. This proves Proposition \[4.3\]. \(\square\)

As in [16, 50], we now set
\[
\Sigma^m = \limsup_{N \to \infty} \Sigma^m_N
\]
and
\[
\Sigma = \bigcup_{m \in \mathbb{N}} \Sigma^m.
\]
By the same argument as in [16, 50] with the convergence in total variation of \(\tilde{\rho}_{\alpha,\beta,N}\) to \(\rho_{\alpha,\beta}\), we have that \(\Sigma\) has full \(\rho_{\alpha,\beta}\)-measure, and for any \(u_0 \in \Sigma\), there exists \(m \in \mathbb{N}, C > 0\) and a sequence \(N_p \to \infty\) such that for all \(j, p \in \mathbb{N}\) and all \(0 \leq t \leq 2^j\),
\[
\|\Phi_{N_p}(t)(u_0)\|_{H^s} \leq CD \sqrt{m+j+1}. \tag{4.15}
\]
Similarly to Lemma 8.7 in [16], the global well-posedness part of Theorem 13(ii) follows from the following key approximation result.

**Lemma 4.4.** There exist $R_0 > 0$, $c, C > 0$ such that the following holds true. Consider a sequence $u_{0,N_p} \in H^s(M)$ and $u_0 \in H^s(M)$. Assume that there exists $R > R_0$ such that

$$
\|u_{0,N_p}\|_{H^s} \leq R, \quad \|u_0\|_{H^s} \leq R, \quad \lim_{p \to +\infty} \|P_{\leq N_p}u_{0,N_p} - u_0\|_{H^s} = 0.
$$

Then if we set $\tau = cR^{-1}e^{-C\beta R^2}$ then $\Phi_{N_p}(t)(u_{0,N_p})$ and $\Phi(t)(u_0)$ exist for $t \in [0, \tau]$ and satisfy

$$
\|\Phi_{N_p}(t)(u_{0,N_p})\|_{C_r,H^s} \leq R + 1, \quad \|\Phi(t)(u_0)\|_{C_r,H^s} \leq R + 1.
$$

Furthermore

$$
\lim_{p \to +\infty} \|P_{\leq N_p}\Phi_{N_p}(t)(u_{0,N_p}) - \Phi(t)(u_0)\|_{C_r,H^s} = 0.
$$

**Proof.** The first part of the lemma follows directly from the local well-posedness result of Proposition 4.1 (with $\theta = 1$), since this latter also holds unchanged for (4.4) in place of (1.1), uniformly in $N \in \mathbb{N}$. For the convergence, we write $u_{N_p}$ and $u$ in place of $\Phi_{N_p}(t)(u_{0,N_p})$ and $\Phi(t)(u_0)$. Then we decompose again

$$
P_{\leq N_p}u_{N_p}(t) - u(t)
= e^{it(-\Delta_k)^{\frac{1}{2}}} (P_{\leq N_p}u_{0,N_p} - u_0)
- i2\gamma\beta \int_0^t e^{i(t-t')(\Delta_k)^{\frac{1}{2}}} \left[ P_{\leq N_p}(e^{\beta|P_{\leq N_p}u_{N_p}|^2}P_{\leq N_p}u_{N_p}) - e^{\beta|u|^2}u \right] (t') dt'
= e^{it(-\Delta_k)^{\frac{1}{2}}} (P_{\leq N_p}u_{0,N_p} - u_0) + i2\gamma\beta \int_0^t e^{i(t-t')(\Delta_k)^{\frac{1}{2}}} (1 - P_{\leq N_p})(e^{\beta|u|^2}u) (t') dt'
- i2\gamma\beta \int_0^t e^{i(t-t')(\Delta_k)^{\frac{1}{2}}} P_{\leq N_p} \left[ e^{\beta|P_{\leq N_p}u_{N_p}|^2}P_{\leq N_p}u_{N_p} - e^{\beta|u|^2}u \right] (t') dt'
= I + II + III.

\tag{4.16}
$$

The first term can be estimated directly:

$$
\|I\|_{C_r,H^s} \leq \|P_{\leq N_p}u_{0,N_p} - u_0\|_{H^s} \to 0
$$

\tag{4.17}
$$
as p \to +\infty \text{ by assumption.}
$$

For the second term, we have

$$
\|II\|_{C_r,H^s} \leq C\tau \|(1 - P_{\leq N_p})(e^{\beta|u|^2}u)\|_{C_r,H^s} \to_{p \to \infty} 0,
$$

\tag{4.18}
$$
\text{by the mapping property of } P_{\leq N_p}, \text{ since } e^{\beta|u|^2}u \in C([0, \tau]; H^s(M)) \text{ by the algebra property.}
$$
Finally, the third term is estimated by the mean value inequality and the Leibniz rule as before:

$$
\| III \| \leq C_\tau \| e^{\beta |P| u_{N_p}^2} P \leq N_p u_{N_p} \| \leq N_p u_{N_p} - e^{\beta |u|^2} u \|_{C_\tau H^s} 
$$

$$
\leq C_\tau \sum_{k \geq 0} \frac{\beta^k}{k!} \| (|P| u_{N_p} \leq 2k) P \leq N_p u_{N_p} - |u|^{2k} u \|_{C_\tau H^s} 
$$

$$
\leq C_\tau \sum_{k \geq 0} \frac{\beta^k}{k!} (2k + 1) C^k \| P \leq N_p u_{N_p} - u \|_{C_\tau H^s} (\| P \leq N_p u_{N_p} \|_{C_\tau H^s}^2 + \| u \|_{C_\tau H^s}^2) 
$$

$$
\leq C_\tau \| P \leq N_p u_{N_p} - u \|_{C_\tau H^s} e^{\beta C (\| P \leq N_p u_{N_p} \|_{C_\tau H^s}^2 + \| u \|_{C_\tau H^s})} 
$$

$$
\leq \frac{1}{2} \| P \leq N_p u_{N_p} - u \|_{C_\tau H^s} 
$$

by choice of $\tau$ and the assumptions on $u_{N_p}$ and $u$. From (4.16)-(4.17)-(4.18)-(4.19), we end up with

$$
\| P \leq N_p u_{N_p}(t) - u(t) \|_{C_\tau H^s} \leq o_{\rightarrow \infty}(1) + \frac{1}{2} \| P \leq N_p u_{N_p}(t) - u(t) \|_{C_\tau H^s},
$$

which proves the convergence part of Lemma 4.4. □

With Lemma 4.4 at hand, the proof of Theorem 1.3 (ii) is completed through the exact same argument as in the proof of Theorem 2.4 in [16], so we omit details.

5. Strong well-posedness on the circle

In this last section, we give the proof of Theorem 1.5. Thus from now on we fix $d = 1$, $\mathcal{M} = \mathbb{T}$ with the standard metric, $\gamma \in \mathbb{R}$, $1 + \sqrt{2} < \alpha \leq 2$ and $0 < \beta \leq \beta^*$, where $\beta^* > 0$ is to be determined later. We also take $0 < s < \frac{\alpha - d}{2} < \frac{1}{2} < s_1 < 1$. We start by introducing our main function spaces in Subsection 5.1 and the gauge function used to rewrite (1.1) in a more favourable manner in Subsection 5.2. In Subsection 5.3 we present the proof of the local well-posedness result needed for Theorem 1.5 (see Proposition 5.3), and then establish the multilinear estimates needed for Proposition 5.3 in Subsection 5.4. Finally we conclude the proof of Theorem 1.5 by implementing Bourgain’s invariant measure argument in Subsection 5.5.

5.1. Function spaces and large deviation bounds. We begin by fixing some notations.

We will write

$$
\widehat{u}_n = \int_{\mathbb{T}} u(x) \bar{e}_{n}(x) dx
$$

for the Fourier coefficients of $u$, where $\{e_n\}_{n \in \mathbb{Z}}$ is the orthogonal basis of $L^2(\mathbb{T})$ defined as $e_n(x) = \frac{1}{2\pi} e^{inx}$, $n \in \mathbb{Z}$. Note that $\{e_n\}$ is not normalized in $L^2(\mathbb{T})$, but instead enjoys the property

$$
\prod_{j=1}^{k} e_{n_j}(x) = e_{\sum_{j=1}^{k} n_j}(x)
$$

for any $k \geq 1$, $n_1, ..., n_k \in \mathbb{Z}$ and $x \in \mathbb{T}$.

For a function of time and space, we write $\widehat{u}_n(t)$ or $\widehat{u}(t, n)$ for the spatial Fourier coefficients, and $\mathcal{F}u_n(\tau)$ or $\mathcal{F}u(\tau, n)$ for the space-time Fourier transform.
We then simply write
\[ \mathbf{P}_M : u \mapsto \sum_{n \in \mathbb{Z}} \chi_M(n) \hat{u}_n e_n, \]  
which is as above
\[ \forall x \in \mathbb{R}, \text{supp } \hat{\chi} \subset [-2, 2], \chi \equiv 1 \text{ on } [-1, 1]. \]
Similarly, we use dyadic decompositions in \( K \in 2^{\mathbb{N}_0} \) defined as
\[ \chi_M(x) = \begin{cases} 
\chi(M^{-1}x) - \chi(2M^{-1}x), & M \geq 2, \\
\chi(x), & M = 1,
\end{cases} \]
with \( \chi \in C_0^\infty(\mathbb{R}) \), \( \text{supp } \chi \subset [-2, 2] \), \( \chi \equiv 1 \) on \([-1, 1]\).

We write
\[ \mathbf{P}_K : u \mapsto \mathcal{F}_{-1}^{-1}[\chi_K(\tau - |n|^\alpha) \mathcal{F}u]. \]

We then simply write \( \mathbf{P}_{K,M} u = \mathbf{P}_K \mathbf{P}_M u \).

We use the classical \( X^{s,b} \) space, namely
\[ \| u \|_{X^{s,b}} \overset{\text{def}}{=} \| \langle \tau - |n|^\alpha \rangle^{b/2} \hat{u}(\tau, n) \|_{L^2_t L^2_x} \sim \left\{ \sum_{K, M \in 2^{\mathbb{N}_0}} M^{2s} K^{2b} \| \mathbf{P}_{K,M} u \|_{L^2_t}^2 \right\}^{1/2}, \]
and their time localized version
\[ \| u \|_{X^{s,b}(T)} = \inf_{\tilde{u} = u \text{ on } [-T, T]} \| \tilde{u} \|_{X^{s,b}}. \]

It is well-known that for \( b > \frac{1}{2} \) we have the embedding
\[ X^{s,b}(T) \subset C([-T, T]; H^{s}(\mathbb{T})). \]
If \( \chi \) is as above \( \chi_T(t) \overset{\text{def}}{=} \chi(t/T) \) for some \( T > 0 \), then it holds for any \( s \in \mathbb{R} \), any \( -\frac{1}{2} < b' \leq b < \frac{3}{2} \) and any \( T \in (0, 1] \)
\[ \| \chi_T u \|_{X^{s,b'}} \lesssim T^{b-b'} \| u \|_{X^{s,b}} \]
for any \( u \in X^{s,b} ; \text{ see } [59] \). Moreover, the space \( X^{s,b}(T) \) enjoys the following energy type estimate (see e.g. [59], Proposition 2.12): for \( \frac{1}{2} < b < 1 \), and \( T \in (0, 1] \), if \( w \) solves the non-homogeneous fractional Schrödinger equation
\[ \begin{cases}
  i \partial_t w + (-\partial_x^2)^{\frac{b}{2}} w = F \text{ on } [-T, T], \\
  w(0) = w_0
\end{cases} \]
then it holds
\[ \| w \|_{X^{s,b}(T)} \lesssim \| w_0 \|_{H^s} + \| F \|_{X^{s,b-1}(T)}. \]

It is also well known that free solutions lie in \( X^{s,b} \) for any \( T > 0, s, b \in \mathbb{R} \) and \( u_0 \in H^s(\mathbb{T}) \) it holds
\[ \| \chi_T(t) e^{i(-\partial_x^2)^{\frac{b}{2}} t} u_0 \|_{X^{s,b}} \lesssim \| u_0 \|_{H^s}. \]

Indeed this follows directly from \( \mathcal{F}\{ \chi_T(t) e^{i(-\partial_x^2)^{\frac{b}{2}} t} u_0 \} \) and the fact that \( \mathcal{F}_T \) is a Schwartz function.
Let $\eta_0$ satisfy the same properties as $\chi$ in (5.1), and moreover
$$\sum_{q \in \mathbb{Z}} \eta_0(t - q) = 1$$
for all $t \in \mathbb{R}$. For $s, s_1$ as above, take $0 < \varepsilon_0 \ll 1$ and $p_0 \gg 2$ such that
$$\varepsilon_0 > \frac{1}{p_0} \text{ and } s + \varepsilon_0 < \frac{\alpha - 1}{2}. \quad (5.7)$$
In the same spirit as in [57] (see also [18, 56]), for $s \in \mathbb{R}$ we define the space $Y^s$ for the initial data through the norm
$$\|u_0\|_{Y^s} = \|u_0\|_{H^s} + \|u_0\|_{Z^s}, \quad (5.8)$$
where
$$\|u_0\|_{Z^s} = \sum_{q \in \mathbb{Z}} \langle q \rangle^{-2} \sum_{M \in 2^{p_0}} M^{s + \varepsilon_0} \left\| \eta_0(t) P_M e^{i(t + q)(-\partial_x^2)\frac{s}{2}} u_0 \right\|_{L^\infty_t L^p_x}. \quad (5.9)$$
Finally, we will follow [57] and consider the sum space $Y^s(\mathbb{T}) + H^{s_1}(\mathbb{T})$ endowed with the natural norm
$$\|u_0\|_{Y^{s + H^{s_1}}} = \inf\{ \|g\|_{Y^s} + \|\phi\|_{H^{s_1}}, \ u_0 = g + \phi \}. \quad (5.10)$$
Clearly, from (5.6) and (5.8), it holds
$$\|\chi_T(t) e^{it(-\partial_x^2)\frac{s}{2}} u_0\|_{L^\infty_t H^s} \lesssim \|u_0\|_{Y^s} \quad (5.10)$$
for any $s, b \in \mathbb{R}$.
Note that we also have the estimates\footnote{See also \cite{2} or, in a different context, \cite{33}.}
$$\|\Pi_{\leq N} w\|_{X^{s, b}} \leq \|w\|_{X^{s, 0}} \text{ and } \|\Pi_{\leq N} g\|_{Y^s} \lesssim \|g\|_{Y^s}, \quad (5.11)$$
uniformly in $N \in \mathbb{N}$.

The next lemma collects some further properties of the space $Y^s$.

**Lemma 5.1.** The following estimates hold: for any $b \in \mathbb{R}$, $s' \leq s$, $T \in (0, 1]$, and any $u_0 \in Y^s$,
$$\sum_{K, M \in 2^{p_0}} K^b M^{s'} \left\| P_{K, M} \{ \chi(t) e^{it(-\partial_x^2)\frac{s}{2}} u_0 \} \right\|_{L^\infty_t L^p_x} \lesssim \|u_0\|_{Y^s}, \quad (5.12)$$
and for any $|t_0| \leq 1$ it holds
$$\left\| e^{it_0(-\partial_x^2)\frac{s}{2}} u_0 \right\|_{Y^s} \lesssim \|u_0\|_{Y^s}. \quad (5.13)$$

**Proof.** To prove (5.12), we compute for $K, M \in 2^{N_0}$
$$\left\| P_{K, M} \{ \chi(t) e^{it(-\partial_x^2)\frac{s}{2}} u_0 \} \right\|_{L^\infty_t L^p_x} = \left\| (P_K \chi(t)) e^{it(-\partial_x^2)\frac{s}{2}} P_M u_0(x) \right\|_{L^\infty_t L^p_x} \lesssim K^{-A} M^{s_0} \left\| P_M e^{it(-\partial_x^2)\frac{s}{2}} u_0(x) \right\|_{L^\infty_t L^p_x} \lesssim K^{-A} M^{s_0} \left\| P_M e^{it(-\partial_x^2)\frac{s}{2}} u_0(x) \right\|_{L^\infty_t L^p_x},$$
where $A$ is any constant and $s_0 = \frac{s}{2}$. The last estimate is a consequence of (5.5), which also holds in this case due to the relation between $\Pi_{\leq N}$ and the Hilbert transform on $\mathbb{T}$ along with the boundedness of the Hilbert transform on $L^p(\mathbb{T})$; see e.g. [28], Chapter 4.
by Bernstein's inequality and using that $\tilde{\chi}$ is a Schwartz function. Using then that $T \in (0, 1]$, that $\sum_{q \in \mathbb{Z}} \eta_0(t-q) = 1$ with the support property of $\eta_0$, and summing the previous estimate in $M$ (with $s' \leq s$), we obtain

\[
\sum_{M \in 2^0} K^b M^{s'} \| P_{K,M} \{ \chi(t)e^{it(-\partial_x^2)^{\beta}} u_0 \} \|_{L^\infty_{t,x}} 
\lesssim \sum_{M \in 2^0} M^{s+\varepsilon_0} \sum_{|q| \leq 3} \| \eta_0(t-q) P_M e^{it(-\partial_x^2)^{\beta}} u_0 \|_{L^\infty_t L^p_x} 
\lesssim \sum_{|q| \leq 3} \sum_{M \in 2^0} M^{s+\varepsilon_0} \| \eta_0(t) P_M e^{it(-\partial_x^2)^{\beta}} u_0 \|_{L^\infty_t L^p_x}.
\]

This is enough for (5.12). Similarly, for (5.13) using again the properties of $\eta_0$ and that $|t_0| \leq 1$ we have

\[
\| e^{it_0(-\partial_x^2)^{\beta}} u_0 \|_{Y^s} = \sum_{q \in \mathbb{Z}} \sum_{M \in 2^0} \langle q \rangle^{-2} M^{s+\varepsilon_0} \| \eta_0(t) P_M e^{it_0+q)(-\partial_x^2)^{\beta}} u_0 \|_{L^\infty_t L^p_x} 
\lesssim \sum_{q \in \mathbb{Z}} \sum_{M \in 2^0} \langle q \rangle^{-2} M^{s+\varepsilon_0} \sum_{|q_1| \leq 3} \| \eta_0(t-q_1) P_M e^{it_0+q)(-\partial_x^2)^{\beta}} u_0 \|_{L^\infty_t L^p_x} 
\lesssim \sum_{|q_1| \leq 3} \sum_{q_2 \in \mathbb{Z}} \langle q_2 - q_1 \rangle^{-2} \sum_{M \in 2^0} M^{s+\varepsilon_0} \| \eta_0(t) P_M e^{it_0+q_2(-\partial_x^2)^{\beta}} u_0 \|_{L^\infty_t L^p_x} 
\lesssim \sum_{q_2 \in \mathbb{Z}} \langle q_2 \rangle^{-2} M^{s+\varepsilon_0} \| \eta_0(t) P_M e^{it_0+q_2(-\partial_x^2)^{\beta}} u_0 \|_{L^\infty_t L^p_x}.
\]

This proves (5.13). \(\square\)

The following lemma shows that the random initial data $u_\alpha$ in (1.10) belongs almost surely to $Y^s$ for any $s < \frac{\alpha-1}{2}$.

**Lemma 5.2.** For any $\alpha > d$, $s < \frac{\alpha-1}{2}$ and $b < 1$, there exists $c, C, \delta > 0$ independent of $\alpha$ such that for any $R > 0$ and $1 \leq N_1 \leq N_2 \leq \infty$, it holds

\[
\mu_\alpha(\| \Pi_{\leq N_2} \Pi_{> N_1} u_0 \|_{Y^s} > R) \leq Ce^{-c(\sigma_{\alpha-2s-2\varepsilon_0,N_2}-\sigma_{\alpha-2s-2\varepsilon_0,N_1})^{-1}R^2}.
\]

(5.14)

In particular from Borel-Cantelli’s lemma, $u_\alpha \in Y^s$ almost surely. Here we simply write $\sigma_\alpha \equiv \| \sigma_\alpha \|_{L^\infty}$ since it is independent of $x$ for $\mathcal{M} = T$.

**Proof.** First, note that in view of (5.14) and (2.3), it suffices to obtain the tail estimate for the $Z^s$ part of the $Y^s$ norm. Then for $p \geq p_0$ we have by Markov’s inequality

\[
\mu_\alpha(\| \Pi_{\leq N_2} \Pi_{> N_1} u_0 \|_{Z^s} > R) \leq R^{-p}\mathbb{E}_{\mu_\alpha} \| \Pi_{\leq N_2} \Pi_{> N_1} u_0 \|_{Z^s}^p.
\]
Then by definition (5.9) with the use of Minkowski’s inequality along with Khinchin’s inequality (Lemma 2.3), we have

\[
\left\| \Pi_{\leq N_2} \Pi_{> N_1} u_0 \right\|_{L^p(\mu_\alpha)}^{s+} = \left\| (q)^{-2} M^{s+\varepsilon} P_{N,M} [\eta_0(t) e^{i(t+q)(-\partial_x^2)^{\hat{\beta}}} \Pi_{\leq N_2} \Pi_{> N_1} u_0] \right\|_{L^p(\mu_\alpha)}^{1+} \leq \| \Pi_{\leq N_2} \Pi_{> N_1} u_0 \|_{L^p(\mu_\alpha)}^{1+} \leq p^{\hat{\beta}} (q)^{-2} K^{s+\varepsilon} P_{K,M} [\eta_0(t) e^{i(t+q)(-\partial_x^2)^{\hat{\beta}}} \Pi_{\leq N_2} \Pi_{> N_1} u_0] \right\|_{L^p(\mu_\alpha)}^{1+}.
\]

Next, we compute for any \( t \in \mathbb{R} \) and \( x \in \mathbb{T} \)

\[
E_{\mu_\alpha} \left| P_{K,M} [\eta_0(t) e^{i(t+q)(-\partial_x^2)^{\hat{\beta}}} \Pi_{\leq N_2} \Pi_{> N_1} u_0] (t, x) \right|^2 = E_{\mu_\alpha} \left| \int_{\mathbb{R}} \sum_{N_1 < |n| \leq N_2} \chi_K (\tau - |n|^\alpha) \chi_M (n) \tilde{\eta}_0 (\tau - |n|^\alpha) \frac{g_{n} e^{iq|n|^\alpha} e^{it\tau} e_n(x) d\tau}{\langle n \rangle^{2\hat{\beta}}} \right|^2
\]

\[
= \int_{\mathbb{R}} \int_{\mathbb{R}} \sum_{N_1 < |n| \leq N_2} \chi_K (\tau_1 - |n|^\alpha) \chi_K (\tau_2 - |n|^\alpha) \chi_M (n) \tilde{\eta}_0 (\tau_1 - |n|^\alpha) \tilde{\eta}_0 (\tau_2 - |n|^\alpha)
\]

\[
\cdot e^{it(\tau_1 - \tau_2)} \langle n \rangle^{-\alpha} d\tau_1 d\tau_2 = \left( \sum_{N_1 < |n| \leq N_2} \chi_M (n) \right)^2 \left| P_{K} \eta_0(t) \right|^2.
\]

Gathering the estimates above finally yields

\[
\mu_\alpha (\| \Pi_{\leq N_2} \Pi_{> N_1} u_0 \|_{Y_s} > R) \leq C^\alpha p^{\hat{\beta}} R^{-\rho} (\sigma_{\alpha-2s-2e_0,N_2} - \sigma_{\alpha-2s-2e_0,N_1}) \| \eta_0 \|_{W^{2s+2e_0,p_0}}^p,
\]

where the summation in \( M \) is ensured by (5.14). Then the tail estimate (5.14) follows from optimizing in \( p \) the previous estimate. \( \square \)

### 5.2. The gauge transform.

We start by rewriting the equation for \( u \) as

\[
i \partial_t u + (-\partial_x^2)^{\hat{\beta}} u = 2\gamma \beta \sum_{k \geq 0} \frac{\beta^k}{k!} |u|^{2k} u.
\]

(5.15)

As in [9, 26] for the pure power NLS with random initial data, in order to avoid some resonances in the power nonlinearities \( |u|^{2k} u \), we define the gauge

\[
\mathcal{G}(u) = 2\gamma \beta \sum_{k \geq 0} \frac{\beta^k}{k!} (k+1) |u|^{2k}.
\]

(5.16)

where

\[
\mathcal{A}[f] = \frac{1}{2\pi} \int_T f(x) dx = \widehat{f}(0).
\]

(5.17)

\^Here we only need to get rid of very few resonances. In the two-dimensional setting, note that for the cubic nonlinearity [9] this gauge transform essentially amounts to Wick ordering, i.e. removing all non trivial resonances, while in the case of higher power nonlinearity, Deng-Nahmod-Yue [26] perform a gauge transform to decompose the (renormalized) power \( |u|^{2k} u \) in sums of simple \((2k+1)\)-linear forms, i.e. with only over-paired pairings, which amounts to remove a lot more resonances. See also Remark 1.9 above.
The gauged function

\[
v(t) = \mathbb{G}(u(t)) \overset{\text{def}}{=} \exp \left( i \int_0^t \mathcal{G}(v(t')) dt' \right) u(t)
\]

then solves the truncated nonlinear Schrödinger equation

\[
i \partial_t v + \left( -\partial_x^2 \right) \frac{\partial^k}{\partial v^k} v = 2\gamma \beta \sum_{k \geq 1} \frac{\beta^k}{k!} \left( |v|^{2k} - (k+1)A[|v|^{2k}] \right) v
\]

\[
= 2\gamma \beta \sum_{k \geq 1} \frac{\beta^k}{k!} (N_{2k+1}(v) - R_{2k+1}(v)).
\]

In particular the sum in (5.20) runs on \( k \geq 1 \) since the linear term for \( k = 0 \) in (5.19) cancels out.

Note also that the gauge transform \( \mathbb{G} \) in (5.18) is invertible, with inverse

\[
\mathbb{G}^{-1}(v)(t) = \exp \left( -i \int_0^t \mathcal{G}(v(t')) dt' \right) v(t),
\]

and in particular it does not change the initial data \( v(0) = u(0) \).

In (5.20) above, for \( \mathbb{Q} \in \{N, R\} \) and \( k \geq 1 \), we write

\[
\mathbb{Q}_{2k+1}(v) = \mathbb{Q}_{2k+1}(v, ..., v)_{2k+1}
\]

and the \((2k+1)\)-linear forms \( N_{2k+1} \) and \( R_{2k+1} \) are defined as

\[
\mathbb{Q}_{2k+1}(v_1, ..., v_{2k+1}) = \sum_{n_0 \in \mathbb{Z}} \left( \sum_{(n_1, ..., n_{2k+1} )} \prod_{j=1}^{2k+1} \hat{v}_j(n_j)^{\iota_j} \right) e_{n_0}, \ \mathbb{Q} \in \{N, R\},
\]

where the signs are given by \( \iota_j = (-1)^{j+1} \) for \( j = 0, ..., 2k+1 \). Here and in the following, for a complex number \( z \in \mathbb{C} \) and a sign \( \iota \in \{\pm\} \simeq \{\pm 1\} \) we use the convention \( z^+ = z \) and \( z^- = \overline{z} \).

The frequency regions \( \Gamma_{\mathbb{Q}_{2k+1}}(n_0) \) are defined as

\[
\Gamma_{N_{2k+1}}(n_0) = \left\{ (n_1, ..., n_{2k+1}) \in \mathbb{Z}^{2k+1}, \sum_{j=0}^{2k+1} \iota_j n_j = 0, \ \forall \ell \in \{0, ..., k\}, \ n_{2\ell+1} \neq n_0 \right\},
\]

and

\[
\Gamma_{R_{2k+1}}(n_0) = \left\{ (n_1, ..., n_{2k+1}) \in \mathbb{Z}^{2k+1}, \sum_{j=0}^{2k+1} \iota_j n_j = 0, \ \exists \ell_1 \neq \ell_2 \in \{0, ..., k\}, \ n_0 = n_{2\ell_1+1} = n_{2\ell_2+1} \right\}.
\]
With these definition, we have indeed that (5.19) and (5.20) coincide, since for any \( \ell = 0, \ldots, k \)
\[
A[|v|^{2k}]v = \sum_{n_0 \in \mathbb{Z}} e_{n_0} \tilde{v}(n_0) \sum_{n_1, \ldots, n_{2k}} 2k \prod_{j=1}^{2k} \tilde{v}(n_j)^{t_j} = \sum_{n_0 \in \mathbb{Z}} e_{n_0} \sum_{n_1, \ldots, n_{2k}+1} 2k+1 \prod_{j=1}^{2k+1} \tilde{v}(n_j)^{t_j},
\]
due to the symmetry with respect to the frequencies with negative sign (i.e. the \( n_j \)'s for odd \( j \)) and also with respect to the ones with positive signs.

We will thus write
\[
\Gamma_{R_{2k+1}}(n_0) = \bigcup_{\ell_1 \neq \ell_2 \in \{0, \ldots, k\}} \Gamma_{R_{2k+1}}(n_0, \ell_1, \ell_2)
\]
\[
def = \bigcup_{\ell_1 \neq \ell_2 \in \{0, \ldots, k\}} \left\{ (n_1, \ldots, n_{2k+1}) \in \mathbb{Z}^{2k+1}, \sum_{j=0}^{2k+1} t_j n_j = 0, n_0 = n_{2\ell_1+1} = n_{2\ell_2+1} \right\}.
\]
(5.25)

Note that the gauge \( G(u) \) a priori is ill-defined for a generic function \( u \in H^s(\mathbb{T}) \) since \( s < \frac{d-d}{2} \leq \frac{1}{2} \). However, let us recall that we look for a solution \( v \) to (5.20) under the special form \( u = e^{it(-\partial_x^2)^{\frac{s}{2}}} u_0 + w \), with \( u_0 \) given by (1.10) and \( w \in X^{s_1,b} \) for some \( s_1, b > \frac{1}{2} \).

In particular, \( G(1(u_0) + w) \) is almost surely well-defined, and so the inverse gauge transform (5.21) is well-defined on the class (1.19) if \( s_1, b > \frac{1}{2} \) and \( u_0 \sim \mu_\alpha \). Indeed, in view of (1.21) and (5.3), we can control for any \( |t| \leq T \leq 1 \)
\[
|G(e^{it(-\partial_x^2)^{\frac{s}{2}}} u_0 + w(t))| = \left| \beta \sum_{k \geq 0} \frac{\beta^k}{k!} (k+1)A[|e^{it(-\partial_x^2)^{\frac{s}{2}}} u_0 + w(t)|^{2k}] \right|
\]
\[
\leq \beta \sum_{k \geq 0} \frac{\beta^k}{k!} (k+1) \left( \|e^{it(-\partial_x^2)^{\frac{s}{2}}} u_0\|_{L^{\infty}_{t,x}} + \|w\|_{X^{s_1,b}_x(T)} \right)^{2k}
\]
\[
\leq e^{\beta C \left( \|u_0\|_{Y^{s}} + \|w\|_{X^{s_1,b}_x(T)} \right)^2}
\]
(5.26)
where we used (5.12). In particular this last term is \( \mu_\alpha \)-almost surely finite in view of Lemma 5.2.

5.3. A local well-posedness result. In this subsection we establish a general local well-posedness result, uniform in \( N \in \mathbb{N} \), for the model
\[
\begin{align*}
\left\{ \begin{array}{l}
 i\partial_t w + (-\partial_x^2)^{\frac{s}{2}} w = F_N(1(u_0) + w), \\
w(0) = 0,
\end{array} \right.
\end{align*}
\]
(5.27)
\[\text{This is somehow similar to what happens when dealing with singular Gibbs measure for the nonlinear wave or Schrödinger equations. For example, in the case of the cubic NLS in dimension } d = 2 \text{ considered in [9], the renormalized (Wick ordered) nonlinearity also only makes sense in a subclass of the form (1.19). See e.g. [50] Remark 1.3 for a more detailed discussion.}\]
where the nonlinearity is given by\(^9\)

\[
F_N(t(u_0) + w) = 2\gamma \beta \sum_{k \geq 1} \frac{\beta^k}{k!} \Pi_{\leq N} \left( \mathcal{N}_{2k+1}(\Pi_{\leq N}[t(u_0) + w]) - \mathcal{R}_{2k+1}(\Pi_{\leq N}[t(u_0) + w]) \right)
\tag{5.28}
\]

for \(N \in \mathbb{N} \cup \{+\infty\}\), with the convention that \(\Pi_{\leq \infty} = \text{Id}\).

Indeed, recall that, as in \[9\] and subsequent works, for \(T \in (0, 1]\) we look for a solution to \((5.20)\) on \([-T, T]\) under the form \((1.20)\), i.e.

\[
v = t(u_0) + w \quad \text{with} \quad t(u_0) = e^{it(\partial_x^2)^{\frac{3}{4}}} u_0,
\]

where \(w \in X^{s_1,b}(T)\) for some \(s_1, b > \frac{T}{2}\) solves \((5.27)\) (with \(N = \infty\)).

Here the \((2k + 1)\)-linear forms \(\mathcal{N}_{2k+1}\) and \(\mathcal{R}_{2k+1}\) are defined in \((5.22)\) above, and by analogy with the cubic case \((k = 3\), see \[9\]) we will refer to \(\mathcal{R}_{2k+1}\) as the resonant part, while \(\mathcal{N}_{2k+1}\) is the non-resonant part.

The goal of this subsection is thus to prove the following uniform local well-posedness result for \((5.27)\).

**Proposition 5.3.** Let \(1 + \frac{\sqrt{2}}{2} < \alpha \leq 2\), \(s = \frac{\alpha - 1}{2} - \varepsilon\) and \(b = \frac{1}{2} + \varepsilon\) for some \(0 < \varepsilon, \varepsilon \ll 1\), and \(\frac{1}{2} < s_1 < \alpha s\). Then there exists \(C_1, c > 0\) and \(0 < \theta \ll 1\) such that for any \(\gamma \in \mathbb{R}\), any \(\beta > 0\), and any \(R > 0\), if we set \(T = c(\gamma |\beta R^{-2}\theta|^{-1}) e^{-\theta x^2 C_1 R^2}\), then for any \(u_0 = g + \phi \in Y_s(\mathbb{T}) + H^{s_1}(\mathbb{T})\) with \(\|g\|_{Y_s} + \|\phi\|_{H^{s_1}} \leq R\), and any \(N \in \mathbb{N} \cup \{\infty\}\), the Cauchy problem for \((5.27)\) with \(t = e^{it(\partial_x^2)^{\frac{3}{4}}} (g + \phi)\) has a unique solution \(w\) in \(X^{s_1,b}(T)\), which satisfies

\[
\|w\|_{X^{s_1,b}(T)} \leq R^{-1}.
\tag{5.29}
\]

Moreover, the flow map \(\Phi: u_0 \mapsto w\) is Lipschitz continuous.

In particular the condition \(\alpha > 1 + \frac{\sqrt{2}}{2}\) is there to ensure that it is possible to find \(s < \frac{\alpha - 1}{2}\) and \(s_1 > \frac{1}{2}\) such that \(s_1 > \frac{2\alpha - 1}{\alpha}\).

Proposition \(5.3\) classically follows from multilinear estimates on \(Q_{2k+1}\), \(Q \in \{\mathcal{N}, \mathcal{R}\}\). Since the regions \(T_{Q_{2k+1}}(n_0)\) in \((5.23)-(5.24)\) are symmetric with respect to the frequencies with same sign, we can expand the multilinear terms appearing in \((5.27)\) as

\[
Q_{2k+1}(t(u_0) + w) = \sum_{m_+ = 0, m_- = 0}^{k+1} \binom{k+1}{m_+} \binom{k}{m_-} Q_{2k+1}(\{t(g), t(\phi) + w\}_{m_+, m_-})
\tag{5.30}
\]

where we use the shorthand notation for the \((2k + 1)\)-tuple \{1, w\}_{m_+, m_-} defined as

\[
\{1, w\}_{m_+, m_-} = \begin{cases} 
1(\phi) & \text{if } j \in \mathcal{G}, \\
1(\phi) + w & \text{if } j \in \mathcal{D}, 
\end{cases}
\tag{5.31}
\]

and the set of indices are given by

\[
\mathcal{G} = \mathcal{G}_{(m_+, m_-)} = \{2\ell - 1, \ \ell = 1, \ldots, m_+\} \cup \{2\ell, \ \ell = 1, \ldots, m_-\}.
\tag{5.32}
\]

\(^9\)Note that here we use the sharp projector \(\Pi_{\leq N}\) instead of \(P_{\leq N}\) as in \([11]\). This is because the relation \(\Pi_{\leq N} = \Pi_{\leq N}\) will allow us to avoid an extra term depending on \(\mathcal{G}\) when we will do the gauge transform for the truncated equation \((1.18)\).
with the convention that $\mathcal{G} = \emptyset$ if $m_+ = m_- = 0$, and
\[\mathcal{D} = \{1, \ldots, 2k + 1\} \setminus \mathcal{G}.
\]

With these notations, we start with estimating the resonant parts.

**Lemma 5.4.** Let $\frac{3}{2} < \alpha \leq 2$, $0 < s < \frac{\alpha - 1}{2}$, $\frac{1}{2} < s_1, b < 1$ such that $\frac{\alpha}{2} < s$, and $0 < \theta \ll 1$. Then there exists $C > 0$ and $0 < \theta \ll 1$ such that the following holds. For $T \in (0, 1)$, $k \geq 1$ and $(m_+, m_-) \in \{0, \ldots, k + 1\} \times \{0, \ldots, k\}$, let $z_1, \ldots, z_{2k+1}$ be such that $z_j(t) = e^{it(-\partial_x^2)^{\frac{\alpha}{2}}} g_j$ with $g_j \in Y^s$ if $j \in \mathcal{G}$, and $z_j \in X^{s_1, b}(T)$ if $j \in \mathcal{D}$. Then
\[
\left\| R_{2k+1}(z_1, \ldots, z_{2k+1}) \right\|_{X^{s_1, b-1}(T)} \leq Ck(k + 1)T^{\frac{3}{2} - b - \theta} \prod_{j \in \mathcal{G}} \| g_j \|_{Y^s} \prod_{j \in \mathcal{D}} \| z_j \|_{X^{s_1, b}(T)},
\] (5.33)

The condition $\alpha > \frac{3}{2}$ ensures that we can find $s < \frac{\alpha - 1}{2}$ and $\frac{1}{2} < s_1 < 2s$. We will prove Lemma 5.4 in the next subsection.

We now state the multilinear estimate for the non-resonant terms, whose proof is also postponed to the next subsection.

**Lemma 5.5.** Let $1 + \frac{\alpha - 1}{2} < \alpha \leq 2$, $s = \frac{\alpha - 1}{2} - \varepsilon$ and $b = \frac{1}{2} + \varepsilon$ for some $0 < \varepsilon, \tilde{\varepsilon} \ll 1$, and $\frac{1}{2} < s_1 < \frac{2\alpha - 1}{\alpha} s$. Then there exists $C > 0$ and $0 < \theta \ll 1$ such that the following holds. For $T \in (0, 1)$, $k \geq 1$ and $(m_+, m_-) \in \{0, \ldots, k + 1\} \times \{0, \ldots, k\}$, let $z_1, \ldots, z_{2k+1}$ be such that $z_j(t) = e^{it(-\partial_x^2)^{\frac{\alpha}{2}}} g_j$ with $g_j \in Y^s$ if $j \in \mathcal{G}$, and $z_j \in X^{s_1, b}(T)$ if $j \in \mathcal{D}$. Then
\[
\left\| N_{2k+1}(z_1, \ldots, z_{2k+1}) \right\|_{X^{s_1, b-1}(T)} \leq C^k k^{1+s_1} (k + 1) T^\theta \prod_{j \in \mathcal{G}} \| g_j \|_{Y^s} \prod_{j \in \mathcal{D}} \| z_j \|_{X^{s_1, b}(T)},
\] (5.34)

The condition $1 + \frac{\alpha - 1}{2} < \alpha \leq 2$ ensures that it is possible to find $s < \frac{\alpha - 1}{2}$ and $\frac{1}{2} < s_1 < \frac{2\alpha - 1}{\alpha} s$. With Lemma 5.4 and Lemma 5.5, we can now give the proof of the local well-posedness result.

**Proof of Proposition 5.3.** Recall that, for $u_0 = g + \phi \in Y^s + H^{s_1}$, we look for a solution $w$ to
\[
i \partial_t w + (-\partial_x^2)^{\frac{\alpha}{2}} w = F_N(1(g) + 1(\phi) + w)
= 2\gamma \beta \sum_{k \geq 1} \beta^k \frac{k!}{k!} \sum_{m_+ = 0}^{k+1} \sum_{m_- = 0}^{k} \left( \binom{k+1}{m_+} \binom{k}{m_-} \right)
\cdot \Pi \leq N \left\{ N_{2k+1}(\{1(g), 1(\phi) + w\}_{(m_+, m_-)}) + R_{2k+1}(\{1(g), 1(\phi) + w\}_{(m_+, m_-)}) \right\},
\] (5.35)

with $w(0) = 0$, where we recall the notation $\{1(g), 1(\phi) + w\}_{(m_+, m_-)}$ from (5.31). Let $T \in (0, 1]$ and $R \geq \| g \|_{Y^s} + \| \phi \|_{H^{s_1}}$. To solve (5.35) on $[-T, T]$, we solve in $X^{s_1, b}(T)$ the
fixed point problem for the Duhamel formulation

\[ w(t) = -i \int_0^t e^{i(t-t')(\partial_t^2 + \gamma^2)} F_N(1(u_0) + w)(t') \, dt' \]

\[ = -2i \gamma \beta \sum_{k \geq 1} \frac{\beta^k}{k!} \sum_{m_+ = 0}^{k+1} \sum_{m_- = 0}^k \binom{k+1}{m_+} \binom{k}{m_-} \int_0^t e^{i(t-t')(\partial_t^2 + \gamma^2)} \Pi \leq N \left\{ F_{2k+1} \left( \{ \Pi \leq N (1(g), \Pi \leq N (1(\phi) + w) \} (m_+, m_-) \right) \\
+ \mathcal{R}_{2k+1} \left( \{ \Pi \leq N (1(g), \Pi \leq N (1(\phi) + w) \} (m_+, m_-) \right \} (t') \, dt'. \quad (5.36) \]

Let \( \Gamma^N_{(\phi, \phi)}(w) \) denote the right-hand side of (5.36), then from (5.5), (5.11), (5.6), Lemma 5.4 and Lemma 5.5 we have

\[ \| \Gamma^N_{(\phi, \phi)}(w) \|_{X^{1,1}(T)} \leq C_1 \gamma \| T^\theta \sum_{k \geq 1} \frac{\beta^k}{k!} \sum_{m_+ = 0}^{k+1} \sum_{m_- = 0}^k \binom{k+1}{m_+} \binom{k}{m_-} C_1 \| \phi \|_{H^{1,1}(T)} \]

\[ \leq C_1 \gamma \| T^\theta \left\{ \| \phi \|_{Y^{s,1}} + \| \phi \|_{H^{1,1}} + \| w \|_{X^{1,1}(T)} \right\} e^{\beta \mathcal{C}_0 (\| \phi \|_{Y^{s,1}} + \| \phi \|_{H^{1,1}} + \| w \|_{X^{1,1}(T)})^2}. \]

Therefore, if \( T = c(\gamma \| R^{-2} \|^2 \theta - 1) e^{-\beta \theta - 1} C_1 \mathcal{R} \) for some small \( c > 0 \) and large \( C_1 > 0 \), \( \Gamma^N_{(\phi, \phi)}(w) \) maps the ball \( B_{R-1} \) of radius \( R^{-1} \) of \( X^{1,1}(T) \) into itself. Similarly, if \( g_1, g_2 \in Y^{s,1}(\mathbb{T}) \) and \( \phi_1, \phi_2 \in H^{1,1}(\mathbb{T}) \) with norm bounded by \( R \), for any \( w_1, w_2 \in B_{R-1} \), we have by multilinearity

\[ \| \Gamma^N_{(\phi_1, \phi_1)}(w_1) - \Gamma^N_{(\phi_2, \phi_1)}(w_1) \|_{X^{1,1}(T)} \]

\[ \leq C_1 \gamma \| T^\theta \sum_{k \geq 1} \frac{\beta^k}{k!} \sum_{m_+ = 0}^{k+1} \sum_{m_- = 0}^k \binom{k+1}{m_+} \binom{k}{m_-} C_1 \| \phi_1 \|_{H^{1,1}(T)} + w_1 \|_{X^{1,1}(T)}^2 + w_2 \|_{X^{1,1}(T)} \]

\[ \leq C_1 \gamma \| T^\theta \left\{ \| g_1 - g_2 \|_{Y^{s,1}(T)} + \| \phi_1 - \phi_2 \|_{H^{1,1}} + \| w_1 - w_2 \|_{X^{1,1}(T)} \right\} \]

\[ \leq C_1 \gamma \| T^\theta \left\{ \| g_1 - g_2 \|_{Y^{s,1}(T)} + \| \phi_1 - \phi_2 \|_{H^{1,1}} + \| w_1 - w_2 \|_{X^{1,1}(T)} \right\} \]

\[ \leq \frac{1}{2} \| g_1 - g_2 \|_{Y^{s,1}(T)} + \| \phi_1 - \phi_2 \|_{H^{1,1}} + \| w_1 - w_2 \|_{X^{1,1}(T)} \quad (5.37) \]

by taking \( T \sim \gamma \| R^{-2} \|^2 \theta - 1 e^{-\beta \theta - 1} C_1 \mathcal{R} \) as above. This shows that \( \Gamma^N_{(\phi, \phi)} \) also defines a contraction on \( B_{R-1} \). This proves existence of a solution by Banach fixed point theorem, unique in \( B_{R-1} \), and the same iteration as before ensures uniqueness in the whole of
$X^{s_1,b}(T)$. The previous estimate also shows the Lipschitz dependence on $g + \phi$, and by construction the fixed point $w$ of $\Gamma^N_{(g,\phi)}$ in $B_{R^{-1},T}$ satisfies (4.1).

With the general local well-posedness result of Proposition 5.3 at hand, we can now give the proof of Theorem 1.5 (i).

**Proof of Theorem 1.5 (i).** Let $\gamma \in \mathbb{R}$, $1 + 1/2 < \alpha \leq 2$, and $\beta > 0$. We also take $0 < s < \alpha - 1/2$ and $s_1, b > 1/2$ such that $s_1 < \alpha s$. For $m \in \mathbb{N}$, let us then define $\Sigma^m \subset H^s(\mathbb{T})$ by

$$\Sigma^m = \{ u_0 \in Y^s(\mathbb{T}), \| u_0 \|_{Y^s} \leq m \}.$$

Then by Lemma 5.2 there exists $c_0, C_0 > 0$ such that

$$\mu_a( H^s(\mathbb{T}) \setminus \Sigma^m ) \leq C_0 e^{-c_0 m^2}.$$  \hfill (5.38)

Applying Proposition 5.3 for $u_0 \in \Sigma^m$ (note that $Y^s(\mathbb{T}) \subset Y^s(\mathbb{T}) + H^{s_1}(\mathbb{T})$) gives constants $c_1, C_1, \theta > 0$ independent of $m$ such that, if $u_0 \in \Sigma^m$ and $T = c_1(|\beta m|^{-2})^{1/2} e^{-\beta \theta c_1 m^2}$, there exists a unique solution $w \in X^{s_1,b}(T)$ to (5.27) on $[-T,T]$ with $w = e^{it(-\beta t^2)\frac{\partial}{\partial t}} u_0$. This in turn implies that

$$u(t) = e^{-it} \int_0^t G(t(u_0) + w)(t') dt' (t(u_0) + w)$$

is the unique solution to (1.1) in the class (1.19), where the gauged $G$ given by (5.16) is well-defined on $t(Y^s) + X^{s_1,b}(T)$ from (5.26). Finally, taking

$$\Sigma = \lim \inf_{m \to \infty} \Sigma^m,$$

we see from (5.38) and Borel-Cantelli’s lemma that $\Sigma$ is of full $\mu_a$-measure. This concludes the proof of Theorem 1.5 (i).

**5.4. Proof of the multilinear estimates.** In this subsection we prove the multilinear estimates of Lemmas 5.4 and 5.5 used to establish Proposition 5.3. We start with the estimate on the resonant terms.

**Proof of Lemma 5.4.** Let $T \in (0,1]$ and $z_j$ as in Lemma 5.4 and fix extensions $\tilde{z}_j$ of $z_j$ for $j \in \mathcal{D}$. Let also $\chi_T$ be as in (5.4). In the following we abuse notations and then write $z_j = \chi(t) e^{it(-\beta t^2)\frac{\partial}{\partial t}} g_j$ if $j \in \mathcal{G}$ and $z_j = \chi_T(t) \tilde{z}_j$ if $j \in \mathcal{D}$. First, observe that from Sobolev inequality and the embedding properties (5.3, 5.10) of $Y^s$ and $X^{s_1,b}$ for $s_1, b > 1/2$ and $\frac{\alpha s}{2} < s$, it is enough to get the bound (5.33) with the right-hand side replaced by $CT^s \prod_j \| z_j \|_{C_T(H^{s_1,b}(\mathbb{T}))}$. Then we have for any $0 \leq \theta \ll 1$

$$\left\| \mathcal{R}_{2k+1}(z_1, \ldots, z_{2k+1}) \right\|_{X^{s_1,b-1}(T)}$$

$$\leq \left\| \chi_T \mathcal{R}_{2k+1}(z_1, \ldots, z_{2k+1}) \right\|_{X^{s_1,b-1}}$$

$$\leq CT^{1-b-\theta} \sum_{N_0} N_0^{s_1} \left\| \chi_T \mathcal{R}_{2k+1}(z_1, \ldots, z_{2k+1}) \right\|_{X^{s_1,b-1}}$$

$$\leq CT^{1-b-\theta} \sum_{N_0} N_0^{s_1} \left\| \chi_T \mathcal{R}_{2k+1}(z_1, \ldots, z_{2k+1}) \right\|_{X^{s_1,b-1}} \prod_{j=1}^{2k+1} \tilde{z}_j(t, n_j)^{t_j} \| L^2_{\gamma} e^{it_{|n_0|}\chi_{M_0}} \right\|_{L^2_{\gamma} e^{it_{|n_0|}\chi_{M_0}}}, \tag{5.39}$$

where here and in the sequel the notation $\ell^2_{|n_0|\sim M_0}$ means that the summation in $n_0$ is performed over the support of $\chi_{M_0}$ as in (5.1).
In view of (5.25), and since $k \geq 1$, we can bound

\[
\left\| \sum_{(n_1, \ldots, n_{2k+1}) \in \Gamma R_{2k+1}(n_0)} \prod_{j_1} 2^{k+1} \hat{z}_j(t, n_j)^{\ell_j} \right\|_{L^2_{\ell_1} L^2_{\ell_0} \sim M_0} \leq k(k+1) \sup_{\ell_1 \neq \ell_2} \left\| \hat{z}_{\ell_1+1}(t, n_0) \hat{z}_{\ell_2+1}(t, n_0) \right\|_{L^2_{\ell_1} L^2_{\ell_0} \sim M_0} \times \sum_{j \neq 2\ell_1+1 \ , j \neq 2\ell_2+1} \prod_{j_1} \hat{z}_j(t, n_j)^{\ell_j} \right\|_{L^2_{\ell_1} L^2_{\ell_0} \sim M_0} \leq k(k+1) \sup_{\ell_1 \neq \ell_2} \left\| \hat{z}_{\ell_1+1}(t, n_0) \right\|_{L^2_{\ell_1}} \left\| \hat{z}_{\ell_2+1}(t, n_0) \right\|_{L^2_{\ell_2}} \times \sum_{j \neq 2\ell_1+1 \ , j \neq 2\ell_2+1} \prod_{j_1} \hat{z}_j(t, n_j)^{\ell_j} \right\|_{L^2_{\ell_1} L^2_{\ell_0} \sim M_0}.
\]

Putting (5.40) in (5.39) and using the bound $\| \hat{f} \|_{L^\infty} \leq \| f \|_{L^1} \leq \| f \|_{L^2}$ with Cauchy-Schwarz inequality in $M_0$, we get

\[
\left\| R_{2k+1}(z_1, \ldots, z_{2k+1}) \right\|_{X^{a,b-1}(T)} \leq CT^{1-b} k(k+1) \sup_{\ell_1 \neq \ell_2} \sum_{M_0} \prod_{\ell_0} \left\| \hat{z}_{\ell_1+1}(t, n_0) \right\|_{L^2_{\ell_1}} \left\| \hat{z}_{\ell_2+1}(t, n_0) \right\|_{L^2_{\ell_2}} \times \sum_{j \neq 2\ell_1+1 \ , j \neq 2\ell_2+1} \prod_{j_1} \hat{z}_j(t, n_j)^{\ell_j} \right\|_{L^2_{\ell_1} L^2_{\ell_0} \sim M_0} \leq T^{1-b} k(k+1) \sup_{\ell_1 \neq \ell_2} \left\| z_{\ell_1+1} \right\|_{L^\infty_{H^1_x}} \left\| z_{\ell_2+1} \right\|_{L^\infty_{H^1_x}} \prod_{j \neq 2\ell_1+1 \ , j \neq 2\ell_2+1} \hat{z}_j(t, n_j)^{\ell_j} \right\|_{L^2_{\ell_1} L^2_{\ell_2}} \leq T^{3-2b} k(k+1) \prod_{j=1}^{2k+1} \| z_j \|_{C_T(H^s_x \cap L^2_x)}.
\]

This proves Lemma 5.4. \qed

Next, we turn to the proof of the estimate for the non-resonant terms.

**Proof of Lemma 5.5.** To prove (5.34), we define extensions (still denoted $z_j$) as in the proof of Lemma 5.4, and then we start by decomposing

\[
z_j = \sum_{K_j, M_j} z_{K_j, M_j} = \sum_{K_j, M_j} P_{K_j, M_j} z_j.
\]
Then we have
\[
\| \chi_T(t)N_{2k+1}(z_1, \ldots, z_{2k+1}) \|_{X^{s,b-1}} \leq C T^\theta \sum_{K_1, \ldots, K_{2k+1}} \sum_{M_1, \ldots, M_{2k+1}} \left\{ \sum_{K_0, M_0} K_0^{2(b+\theta-1)} M_0^{2s_1} \right\} \left\| P_{K_0, M_0} N_{2k+1}(z_{K_1}, \ldots, z_{K_{2k+1}}, M_{2k+1}) \right\|_{L_{t,x}^2}^2. \tag{5.42}
\]

In the following, we write \(M^{(0)} \geq M^{(1)} \geq \ldots \geq M^{(2k+1)}\) to denote the decreasing rearrangement of \(M_0, \ldots, M_{2k+1}\), and similarly for \(K^{(j)}\). Note that in order to have \(P_{K_0, M_0} N_{2k+1}(z_{K_1}, \ldots, z_{K_{2k+1}}, M_{2k+1})\) non zero, this yields the condition \(M^{(1)} \leq M^{(0)} \leq C k M^{(1)}\).

In order to prove (5.42), we first state a general estimate: using the definition (5.20) of \(N_{2k+1}\), Hölder’s inequality and an estimate similar to (5.40), we have for any \(j_M, j_K \in \mathcal{G} \cup \mathcal{D}\) (recall that \(K \geq 1\) so that \(\mathcal{G} \cup \mathcal{D} \neq \{1\}\)) and any \(j_1, \ldots, j_{2k+1}\)
\[
\| P_{\leq M_0} N_{2k+1}(j_1, \ldots, j_{2k+1}) \|_{L_{t,x}^2} = \| P_{\leq M_0} \left\{ \prod_{j=1}^{2k+1} \delta^{j}_{j} - \sum_{\ell=1}^{k+1} \delta^{j_{\ell-1}}_{j} A_{\ell} \prod_{j \neq 2\ell-1} \delta^{j}_{j} \right\} + R_{2k+1}(j_1, \ldots, j_{2k+1}) \|_{L_{t,x}^2} \leq \min \left\{ \| j_M \|_{L_{t,x}^2}, \| \delta_{j_M} \|_{L_{t,x}^2}, \| j_K \|_{L_{t,x}^2} \right\} \prod_{j \neq m, j_k} \| \delta_{j} \|_{L_{t,x}^2} \right\} + \sum_{\ell=1}^{k+1} \min \left\{ \| \delta_{2\ell-1} \|_{L_{t,x}^2}, \| \delta_{j} \|_{L_{t,x}^2}, \| \delta_{j_M} \|_{L_{t,x}^2}, \| \delta_{j_K} \|_{L_{t,x}^2} \right\} + \sum_{\ell_1 \neq \ell_2} \min \left\{ \| P_{\leq M_0} \delta_{2\ell_1-1} \|_{L_{t,x}^2}, \| P_{\leq M_0} \delta_{2\ell_2-1} \|_{L_{t,x}^2}, \| P_{\leq M_0} \delta_{2\ell_1-1} \|_{L_{t,x}^2}, \| P_{\leq M_0} \delta_{2\ell_2-1} \|_{L_{t,x}^2} \right\}. \tag{5.43}
\]

This estimate will allow us to prove (5.34) after exploiting some multilinear smoothing effect provided by the relation between the \(M_j\)’s and the \(K_j\)’s. Indeed, the conditions \(\sum_{j=0}^{2k+1} \ell_j n_j = 0 = \sum_{j=0}^{2k+1} \ell_j \tau_j\) in the definition of \(F \mathcal{N}_{2k+1}\) along with \(|\tau_j - |n_j|^\alpha| \sim K_j\) on the support of \(F \mathcal{N}_{2k+1}\) imply that
\[
\left| \sum_{j=0}^{2k+1} \ell_j |n_j|^\alpha \right| = \left| \sum_{j=0}^{2k+1} \ell_j (\tau_j - |n_j|^\alpha) \right| \lesssim k K^{(0)}. \tag{5.44}
\]

We then perform a case-by-case analysis to exploit the lower bound (5.44) and estimate the norm on the right-hand side of (5.42).

**Case (1):** If \(M^{(0)} \lesssim k M_{j_{\max}}\) for some \(j_{\max} \in \mathcal{D}\).
Then putting (5.42) and (5.43) together with $3_{jM} = \sum M_{M_{\max}} g_{k} M_{0} z_{K_{M_{max}}} M_{jM}$, and using Bernstein’s inequality with the Fourier support of $z_{K_{M_{max}}}$, we have

$$
\left\| \chi_{t}(t) N_{2k+1}(z_{1}, \ldots, z_{2k+1}) \right\|_{X_{s,b-1}} \leq C T^{\frac{1}{2}+\theta} k(k + 1) \sum_{K_{j}} \sum_{M_{j}} \left\{ \sum_{K_{0}, M_{0}} K_{0}^{2(b+\theta-1)} M_{0}^{2s_{1}} \left\| z_{K_{M_{max}}} M_{jM_{max}} \right\|_{L_{t,x}^{\infty}}^{2} \right\}
\times \prod_{j \neq j_{\max}} \left\| z_{K_{j}, M_{j}} \right\|_{L_{t,x}^{\infty}}^{2} \prod_{j \in \mathcal{D}} \left\| z_{j} \right\|_{Y_{s}} \prod_{j \in \mathcal{D}} \left\| z_{j} \right\|_{X_{s_{1},b}}^{1},
$$

where we used that $s > 0$, $\frac{1}{2} < s_{1}, b < 1$ and $0 < \theta \ll 1$ to sum on $K_{j}, M_{j}$. In the last estimate we also used the embedding (5.3). This is enough for (5.34).

**Case (2): If $M^{(0)} \gg k M_{j}$ for all $j \in \mathcal{D}$, and $M^{(0)} \lesssim k (M^{(2)})^{\frac{1}{\alpha-1}}$.**

In this case we have $M^{(\ell)} = M_{j}$, $\ell = 0, 1, 2$, where $j_{0}, j_{1} \in \mathcal{D} \cup \{0\}$ and $j_{2} \in \{0, \ldots, 2k + 1\}$. Indeed note that from $k \geq 1$ and the assumption $M_{j} \ll M^{(0)}$ for all $j \in \mathcal{D}$ we have $\mathcal{D} \neq \emptyset$, and $\# \mathcal{D} = 1$ implies $j_{0} = 0$ or $j_{1} = 0$. Without loss of generality we can assume that $j_{1}, j_{2} \neq 0$ (as $j_{0} = 0$ is allowed). Using again (5.33), and after summing in $K_{0}, M_{0}$ keeping in mind that $M_{j_{2}} \leq M_{j_{1}} \leq M_{j_{0}} \sim k M_{j_{2}}^{\frac{1}{\alpha-1}}$ and $M_{0} \leq M_{j_{0}} \sim M_{j_{1}}$, we then get the bound

$$
\left\| \chi_{t}(t) N_{2k+1}(z_{1}, \ldots, z_{2k+1}) \right\|_{X_{s,b-1}} \leq C k T^{\frac{1}{2}+\theta} k(k + 1) \sum_{K_{j}, M_{j}} (k M_{j})^{s} (k M_{j_{2}}^{\frac{1}{\alpha-1}})^{s_{1}-1} \left\| z_{K_{j}, M_{j}, M_{j_{2}}} \right\|_{L_{t,x}^{\infty}} \prod_{j \neq j_{2}} \left\| z_{K_{j}, M_{j}} \right\|_{L_{t,x}^{\infty}}^{2} \prod_{j \neq j_{1}, j_{2}} \left\| z_{j} \right\|_{X_{s_{1},b}}^{1},
$$

This is enough for (5.34), since $\frac{1}{\alpha-1} (s_{1} - s) < s$.

**Case (3): If $M^{(0)} \gg k \max\{M_{j}, (M^{(2)})^{\frac{1}{\alpha-1}}\}$ for all $j \in \mathcal{D}$.**

In this case we have $\{M^{(0)}, M^{(1)}\} = \{M_{0}, M_{\max}\}$ for some $M_{\max} \in \mathcal{D}$. 

Subcase 3.1: if $j_{\text{max}}$ is even. Then from the lower bound \((5.44)\) on the resonance function and that $t_j = (-1)^{j+1}$ it holds

$$K^{(0)} \gtrsim k^{-1} \sum_{j=0}^{2k+1} t_j |n_j|^{\alpha} = k^{-1} \left| n_0 |^{\alpha} + |n_{j_{\text{max}}} |^{\alpha} + O(M^{(2)})^{\alpha} \right| \gtrsim k^{-1} M_0^{\alpha},$$

since in this regime $M_0 \sim M_{j_{\text{max}}} \sim M^{(0)} \gg (M^{(2)})^{\frac{\alpha-1}{2}} \geq M^{(2)}$. Thus we can use the gain of $(K^{(0)})^{-\frac{1}{b+1}}$ to recover $\frac{\alpha}{2} - \text{ spatial derivatives}.$

Indeed, in the case $K^{(0)} = K_0$, we have from \((5.42)-(5.43)\) after summing in $M_0$ and $K_0 \gtrsim M_{j_{\text{max}}}^{\alpha}$ and recalling that $j_{\text{max}}$ is even:

$$\bigg\| \chi_t(\delta) N_{2k+1}(z_1, \ldots, z_{2k+1}) \bigg\|_{X^{s,b-1}} \leq C^k T^\theta k^{1-b-2\theta} \sum_{K, M_{j_{\text{max}}}} M_{j_{\text{max}}}^{s_1 - \alpha(1-b-2\theta)} \left\{ \left\| \tilde{z} K_{j_{\text{max}}}, M_{j_{\text{max}}} \right\|_{L^2_{t,x}} \prod_{j \neq j_{\text{max}}} \left\| \tilde{z} K_j, M_j \right\|_{L^\infty_{t,x}} \right. \bigg.$$  

$$+ \sum_{\ell_1 \neq \ell_2} \left\{ \left\| \tilde{z} K_{2\ell_1 - 1}, M_{2\ell_1 - 1} \right\|_{L^\infty_{t,x} L^2_x} \left\| \tilde{z} K_{2\ell_2 - 1}, M_{2\ell_2 - 1} \right\|_{L^\infty_{t,x} L^2_x} \prod_{j \neq 2\ell_1 - 1, 2\ell_2 - 1} \left\| \tilde{z} K_j, M_j \right\|_{L^2_{t,x}} \right\} \bigg\} \leq C^k T^\frac{\alpha}{2} + \theta (k + 1) k^{2-b-2\theta} \| g_{j_{\text{max}}} \|_{Y^s} \prod_{j \in \mathcal{I}} \| g_j \|_{Y^s} \prod_{j \in \mathcal{D}} \| z_j \|_{X^{s,1,b-1}}, \quad (5.45)$$

where we used that $s_1 - \alpha(1-b-2\theta) = s_1 - \alpha(\frac{1}{2} - \varepsilon - 2\theta) < s = \frac{\alpha-1}{2} - \varepsilon$ for $0 < \theta, \varepsilon, \varepsilon \ll 1$ small enough (recall that $\alpha > 1$). This is enough for \((5.34)\).

The case $K^{(0)} = K_{j_{\text{max}}}$ is handled similarly (again, $j_{\text{max}}$ is even):

$$\bigg\| \chi_t(\delta) N_{2k+1}(z_1, \ldots, z_{2k+1}) \bigg\|_{X^{s,b-1}} \leq C^k T^\theta k^{\frac{\alpha}{2}} \sum_{K, M_{j_{\text{max}}}} M_{j_{\text{max}}}^{s_1 - \alpha} k^{\frac{\alpha}{2}} \left\{ \left\| \tilde{z} K_{j_{\text{max}}}, M_{j_{\text{max}}} \right\|_{L^2_{t,x}} \prod_{j \neq j_{\text{max}}} \left\| \tilde{z} K_j, M_j \right\|_{L^\infty_{t,x}} \right. \bigg.$$  

$$+ \sum_{\ell_1 \neq \ell_2} \left\{ \left\| \tilde{z} K_{2\ell_1 - 1}, M_{2\ell_1 - 1} \right\|_{L^\infty_{t,x} L^2_x} \left\| \tilde{z} K_{2\ell_2 - 1}, M_{2\ell_2 - 1} \right\|_{L^\infty_{t,x} L^2_x} \prod_{j \neq 2\ell_1 - 1, 2\ell_2 - 1} \left\| \tilde{z} K_j, M_j \right\|_{L^2_{t,x}} \right\} \bigg\} \leq C^k T^\theta (k + 1) k^{\frac{\alpha}{2}} \| g_{j_{\text{max}}} \|_{Y^s} \prod_{j \in \mathcal{I}} \| g_j \|_{Y^s} \prod_{j \in \mathcal{D}} \| z_j \|_{X^{s,1,b-1}}, \quad (5.46)$$

since as above $s_1 - \frac{\alpha}{2} < s$, and $b > \frac{\alpha}{2}.$
When $K^{(0)} = K_{jk}$ for some $jk \in \mathcal{G} \cup \mathcal{D}$, $jk \neq j_{\text{max}}$, we use again (5.42)-(5.43) to get the bound
\[
\left\| \chi T(t) \mathcal{N}_{2k+1}(z_1, \ldots, z_{2k+1}) \right\|_{x, b^{-1}} 
\leq C k^{K_{0}} \sum_{K_j, M_j} M_{j_{\text{max}}}^{s_1 - \frac{3}{2}} K_{j_{K}}^{N} \left\{ \left\| z_{K_{j_{\text{max}}}}, M_{j_{\text{max}}} \right\|_{L_t^\infty L_x^2} \left\| z_{K_{j_{K}}}, M_{j_{K}} \right\|_{L_t^\infty L_x^2} \prod_{j \neq j_{\text{max}}, j_{K}} \left\| z_{K_j}, M_j \right\|_{L_t^\infty L_x^2} \right. \\
+ \sum_{\ell = 1}^{k+1} \left\| z_{K_2\ell_{-1}}, M_{2\ell_{-1}} \right\|_{L_t^\infty L_x^2} \prod_{j \neq 2\ell_{-1}} \left\| z_{K_j}, M_j \right\|_{L_t^\infty L_x^2} \right. \\
+ \sum_{\ell_1 \neq \ell_2} \left\| z_{K_{2\ell_1_{-1}}, M_{2\ell_1_{-1}}} \right\|_{L_t^\infty L_x^2} \left\| z_{K_{2\ell_2_{-1}}, M_{2\ell_2_{-1}}} \right\|_{L_t^\infty L_x^2} \prod_{j \neq 2\ell_{1_{-1}}, 2\ell_{2_{-1}}} \left\| z_{K_j}, M_j \right\|_{L_t^\infty L_x^2} \right. \\
\left. \left. \leq C k^{K_{0}} (k + 1) k \left\| \mathcal{G}_{j_{\text{max}}} \right\|_{y, b} \left\| z_{j_{K}} \right\|_{Y^+, X^+, b} \prod_{j \in \mathcal{G}} \left\| \mathcal{G}_j \right\|_{y, b} \prod_{j \notin \mathcal{G}} \left\| z_j \right\|_{X^1, b}. \right. \tag{5.47} \right.
\]
This is enough for (5.34).

Subcase 3.2: if $j_{\text{max}}$ is odd. Then, the definition (5.22) of $\mathcal{N}_{2k+1}(n_0)$, in particular the definition (5.23) of $\Gamma_{2k+1}(n_0)$, the conditions $k M^{(1)} \gtrsim M^{(0)} \gg k (M^{(2)})^{\frac{\alpha}{\alpha-1}} \gtrsim M^{(2)}$ and $\sum_{j = 0}^{2k+1} t_j n_j = 0$ with $|n_j| \sim M_j$ and $t_j = (-1)^{j+1}$ imply that $|n_{j_{\text{max}}} - n_0| = O(M^{(2)})$, thus $n_{j_{\text{max}}}$ and $n_0$ must have the same sign. Thus the lower bound (5.44) along with the condition $n_j \neq n_0$ for odd $j$ in the definition of $\Gamma_{N_{2k+1}}(n_0)$ imply that
\[
k^{(0)} \gtrsim \sum_{j = 0}^{2k+1} t_j |n_j|^\alpha \geq |n_0|^\alpha - |n_{j_{\text{max}}}|^\alpha - O(k (M^{(2)})^\alpha) \\
\geq |n_0|^\alpha - |n_{j_{\text{max}}}|^\alpha - O(k (M^{(2)})^\alpha) \gtrsim M_{j_{\text{max}}}^{\alpha-1} \tag{5.48}
\]
since we are in the case $M_{j_{\text{max}}} \sim M^{(0)} \gg k (M^{(2)})^{\frac{\alpha}{\alpha-1}}$.

Then we proceed similarly as in the previous subcase, except that now $j_{\text{max}} = 2\ell_{\text{max}} - 1$ is odd. If $K^{(0)} = K_0$, we can use (5.48) with (5.42)-(5.43) as in (5.45) to get
\[
\left\| \chi T(t) \mathcal{N}_{2k+1}(z_1, \ldots, z_{2k+1}) \right\|_{x, b^{-1}} \leq C k^{K_{0}} k^{1-b-2\theta} \sum_{K_j, M_j} M_{j_{\text{max}}}^{s_1 - (\alpha-1)(1-b-2\theta)} \left\{ \left\| z_{K_{j_{\text{max}}}}, M_{j_{\text{max}}} \right\|_{L_t^\infty L_x^2} \prod_{j \neq j_{\text{max}}} \left\| z_{K_j}, M_j \right\|_{L_t^\infty L_x^2} \right. \\
+ \left\| z_{K_{j_{\text{max}}}}, M_{j_{\text{max}}} \right\|_{L_t^\infty L_x^2} \prod_{j \neq j_{\text{max}}} \left\| z_{K_j}, M_j \right\|_{L_t^\infty L_x^2} \right. \\
+ \left. \sum_{\ell \neq \ell_{\text{max}}} \left\| z_{K_2\ell_{-1}}, M_{2\ell_{-1}} \right\|_{L_t^\infty L_x^2} \prod_{j \neq 2\ell_{-1}} \left\| z_{K_j}, M_j \right\|_{L_t^\infty L_x^2} \right. \\
+ \left. \sum_{\ell_1 \neq \ell_2} \left\| z_{K_{2\ell_1_{-1}}, M_{2\ell_1_{-1}}} \right\|_{L_t^\infty L_x^2} \left\| z_{K_{2\ell_2_{-1}}, M_{2\ell_2_{-1}}} \right\|_{L_t^\infty L_x^2} \prod_{j \neq 2\ell_{1_{-1}}, 2\ell_{2_{-1}}} \left\| z_{K_j}, M_j \right\|_{L_t^\infty L_x^2} \right. \\
+ \left. \sum_{\ell_1 \neq \ell_2 \neq \ell_{\text{max}}} \left\| z_{K_2\ell_{1_{-1}}, M_{2\ell_1_{-1}}} \right\|_{L_t^\infty L_x^2} \left\| z_{K_2\ell_{2_{-1}}, M_{2\ell_2_{-1}}} \right\|_{L_t^\infty L_x^2} \prod_{j \neq 2\ell_{1_{-1}}, 2\ell_{2_{-1}}} \left\| z_{K_j}, M_j \right\|_{L_t^\infty L_x^2} \right. \tag{5.47} \right.
\]
\begin{align*}
&\leq C^\theta T^\theta (k + 1) k^{2 - b - 2\theta} \| g_{j,\text{max}} \| Y^s \prod_{j \in \Phi, j \neq j_{\text{max}}} \| g_j \| Y^s \prod_{j \in \mathcal{O}} \| z_j \| \chi_{s, b}^1,
\end{align*}

where we used that \( s_1 - (\alpha - 1)(1 - b - 2\theta) = s_1 - (\alpha - 1)\left(\frac{1}{2} - \varepsilon - 2\theta\right) < s = \frac{\alpha - 1}{2} - \varepsilon \) for \( 0 < \theta, \varepsilon, \varepsilon \ll \text{small enough} \) (recall that \( \alpha > \frac{3}{2} \)). This is enough for (5.31).

The case \( K^{(0)} = K_{j,\text{max}} \) is handled similarly as in (5.40), except that again \( j_{\text{max}} = 2\ell_{\text{max}} - 1 \) is odd:

\begin{align*}
&\| \chi T(t) \mathcal{N}_{2k+1}(z_1, \ldots, z_{2k+1}) \|_{X_s, b-1} \\
&\leq C^\theta T^\theta k^{\frac{1}{2}} \sum_{K_j, M_j} M_{j, \text{max}}^{s_1 - \frac{\alpha - 1}{2} - \frac{1}{2} \ell_{\text{max}}} \left\{ \| z_{K_j, M_j} \|_{L_\infty^2 L_2^g} \prod_{j \neq j_{\text{max}}} \| z_{K_j, M_j} \|_{L_\infty^2 L_2^g} \right\} \\
&+ \| z_{K_{j, \text{max}}, M_{j, \text{max}}} \|_{L_\infty^2 L_2^g} \prod_{j \neq j_{\text{max}}} \| z_{K_j, M_j} \|_{L_\infty^2 L_2^g} \\
&+ \sum_{\ell \neq \ell_{\text{max}}} \| z_{K_{2\ell-1}, M_{2\ell-1}} \|_{L_\infty^2 L_2^g} \left\{ \| z_{K_{j, \text{max}}, M_{j, \text{max}}} \|_{L_\infty^2 L_2^g} \prod_{j \neq j_{\text{max}}} \| z_{K_j, M_j} \|_{L_\infty^2 L_2^g} \right\} \\
&+ \sum_{\ell_1 \neq \ell_{\text{max}}} \| z_{K_{2\ell_1-1}, M_{2\ell_1-1}} \|_{L_\infty^2 L_2^g} \left\{ \| z_{K_{2\ell_1-1}, M_{2\ell_1-1}} \|_{L_\infty^2 L_2^g} \prod_{j \neq j_{\text{max}}} \| z_{K_j, M_j} \|_{L_\infty^2 L_2^g} \right\}
\end{align*}

since as above \( s_1 - \frac{\alpha - 1}{2} < s \), and \( b > \frac{1}{2} \).

When \( K^{(0)} = K_{j, K} \) for some \( j, K \in \Phi \cup \mathcal{O}, j \neq j_{\text{max}} \), we use again (5.42), (5.43) to get the bound

\begin{align*}
&\| \chi T(t) \mathcal{N}_{2k+1}(z_1, \ldots, z_{2k+1}) \|_{X_s, b-1} \\
&\leq C^\theta T^\theta k^{\frac{1}{2}} \sum_{K_j, M_j} M_{j, \text{max}}^{s_1 - \frac{\alpha - 1}{2} - \frac{1}{2} \ell_{\text{max}}} \left\{ \| z_{K_j, M_j} \|_{L_\infty^2 L_2^g} \prod_{j \neq j_{\text{max}}} \| z_{K_j, M_j} \|_{L_\infty^2 L_2^g} \right\} \\
&+ \| z_{K_{j, \text{max}}, M_{j, \text{max}}} \|_{L_\infty^2 L_2^g} \prod_{j \neq j_{\text{max}}} \| z_{K_j, M_j} \|_{L_\infty^2 L_2^g} \\
&+ \sum_{\ell \neq \ell_{\text{max}}} \| z_{K_{2\ell-1}, M_{2\ell-1}} \|_{L_\infty^2 L_2^g} \left\{ \| z_{K_{j, \text{max}}, M_{j, \text{max}}} \|_{L_\infty^2 L_2^g} \prod_{j \neq j_{\text{max}}} \| z_{K_j, M_j} \|_{L_\infty^2 L_2^g} \right\} \\
&+ \sum_{\ell_1 \neq \ell_{\text{max}}} \| z_{K_{2\ell_1-1}, M_{2\ell_1-1}} \|_{L_\infty^2 L_2^g} \left\{ \| z_{K_{2\ell_1-1}, M_{2\ell_1-1}} \|_{L_\infty^2 L_2^g} \prod_{j \neq j_{\text{max}}} \| z_{K_j, M_j} \|_{L_\infty^2 L_2^g} \right\}
\end{align*}
\[ + \sum_{\ell_1 \neq \ell_2 \neq \ell_{\text{max}}} \sum_{j \neq 2\ell_1-1,2\ell_2-1} \left\{ \left\| z_{K_{2\ell_1-1}, M_{2\ell_1-1}} \right\|_{L_t^\infty L_x^2} \left\| z_{K_{2\ell_2-1}, M_{2\ell_2-1}} \right\|_{L_t^\infty L_x^2} \prod_{j \neq 2\ell_1-1,2\ell_2-1} z_j^{\ell_j} \right\} \leq C^\theta \ell(k+1) k^{\frac{\alpha}{2}} \left\| \delta_{\text{max}} \right\|_{Y^s} \left( \sum_{K_{jK}, M_{jK}} K_{jK}^{\frac{1}{2}} \left\| z_{K_{jK}, M_{jK}} \right\|_{L_t^2 L_x^2} \right) \prod_{j \in \mathcal{G}} \left\| g_j \right\|_{Y^s} \prod_{j \in \mathcal{D}} \left\| z_j \right\|_{X^{s,b}}. \]

This is enough for (5.34) since the last norm on \( z_{jK} \) is controlled by \( \left\| g_{jK} \right\|_{Y^s} \) if \( jK \in \mathcal{G} \) in view of (5.12), and by \( \left\| z_{jK} \right\|_{X^{s,b}} \) if \( jK \in \mathcal{D} \) due to Sobolev inequality with (5.7). This concludes the proof of Lemma 5.3. \( \square \)

5.5. Almost sure global well-posedness and invariance of the Gibbs measure. As in the proof of Theorem 1.3 (ii), we rely on Bourgain’s invariant measure argument \[8, 9\] to upgrade the almost sure local well-posedness result implied by Proposition 5.3 to the almost sure global well-posedness result and invariance of Gibbs measure claimed in Theorem 1.5.

Again, we mainly follow \[57\], and we will only indicate the modifications from the argument presented there. From now on we fix \( \gamma > 0, 1 + \frac{\alpha}{2} < \alpha \leq 2, 0 < s < \frac{\alpha-1}{2}, s_1, b > \frac{1}{2} \) with \( s_1 < \frac{2\alpha-1}{\alpha} \) as above, and \( \beta \in (0, \beta^*) \) for some \( \beta^* > 0 \) to be determined later.

We consider again the truncated dynamic (1.18)
\[ i\partial_t u_N + (-\partial_x^2)^{\frac{\alpha}{2}} u_N = 2\gamma \beta \Pi_{\leq N} \left[ e^{\frac{\alpha}{4} \left\| \Pi_{\leq N} u \right\|^2} \Pi_{\leq N} u \right], \]
which, by Lemma 5.3, is globally defined on \( H^s(\mathbb{T}) \), and which leaves the truncated Gibbs measure \( \rho_{\alpha, \beta, N} \) in (1.12) invariant.

We write again \( \Phi_N(t) \) for the flow of (1.18) on \( H^s(\mathbb{T}) \). Then it follows from (1.18) that
\[ \Phi_N(t)(u_0) = \Pi_{\leq N} \Phi_N(t)(u_0) + \Pi_{> N} \mathcal{I}(t, u_0) = \Phi_N(t)(\Pi_{\leq N} u_0) + \mathcal{I}(t, \Pi_{> N} u_0). \]

If we make the truncated gauge transform
\[ v_N = \exp \left( i \int_0^t \mathcal{G}(\Phi_N(t')(\Pi_{\leq N} u_0)) dt' \right) \Phi_N(t)(\Pi_{\leq N} u_0), \]
then \( v_N \) solves
\[ \begin{cases} i\partial_t v_N + (-\partial_x^2)^{\frac{\alpha}{2}} = 2\gamma \beta \sum_{k \geq 1} \frac{\delta_k}{k} \Pi_{\leq N} \left\{ N_{2k+1}(\Pi_{\leq N} v_N) + \mathcal{R}_{2k+1}(\Pi_{\leq N} v_N) \right\}, \\ v_N(0) = \Pi_{\leq N} u_0. \end{cases} \]

In particular \( \Pi_{\leq N} v_N = v_N \). Then we use the ansatz (1.29) to expand
\[ v_N = \mathcal{I}(\Pi_{\leq N} u_0) + w_N, \]
where \( w_N \) solves (5.27) with \( \mathcal{I} = \mathcal{I}(\Pi_{\leq N} u_0) \). In particular we also have \( \Pi_{\leq N} w_N = w_N \) due to (5.27) - (5.28).

For \( u_0 = g + \phi \in Y^s(\mathbb{T}) + H^s(\mathbb{T}) \), this leads us to
\[ \Phi_N(t) u_0 = \varphi_N(t) + \psi_N(t) \]
where
\[ \varphi_N(t) = e^{i \int_0^t \mathcal{G}(\Phi_N(t')\Pi_{\leq N} u_0) dt'} \Pi_{\leq N} \mathcal{I}(g) + \Pi_{> N} \mathcal{I}(g) \in Y^s \]
and
\[ \psi_N(t) = e^{i \int_0^t \mathcal{G}(\Phi_N(t')(u_0)) dt'} (\Pi_{\leq N} \mathcal{I}(\phi) + w_N(t)) + \Pi_{> N} \mathcal{I}(\phi) \in H^{s_1}. \]
We then have a result similar to Proposition 4.3.

**Proposition 5.6.** There exists $\beta^* > 0$ such that the following holds for any $\beta \in (0, \beta^*]:$
there exists $C > 0$ such that for all $m, N \in \mathbb{N}$, there exists a measurable set $\Sigma_N^m \subset H^s(\mathbb{T})$ such that
(i) the bound
$$\rho_{\alpha, \beta, N}(H^s(\mathbb{T}) \setminus \Sigma_N^m) \leq 2^{-m+1}$$
holds;
(ii) for all $u_0 \in \Sigma_N^m$ and $t \in \mathbb{R}$, the solution $\Phi_N(t)(u_0)$ to (4.4) satisfies
$$\|\Phi_N(t)(u_0)\|_{Y^s} \leq C\sqrt{m(1 + \log(1 + |t|))};$$
(iii) there exists $c > 0$ such that for every $t_0$, every $m \geq 1$ and $N \in \mathbb{N},$
$$\Phi_N(t_0)(\Sigma_N^m) \subset \Sigma_N^{Dm(1 + \log_2(1 + |t_0|))}.$$  

Before moving on to the proof of Proposition 5.6 we recall the following lemma from [57].

**Lemma 5.7** (Lemma 6.7 in [57]). Assume that $u_0 \in Y^s(\mathbb{T}) + H^s(\mathbb{T})$ such that for some $R > 0, \delta > 0, \mathbf{1} \leq \Pi_{> N} u_0 \mathbf{1} \leq N^{-\delta} R.$
Then there exists $g \in Y^s, \phi \in H^s,$ such that
$$\|g\|_{Y^s + \phi} \|H^s \leq 2A_0(R + 1), \mathbf{1} \Pi_{> N} g \mathbf{1} \|Y^s + \Pi_{N} \phi \|H^s \leq N^{-\delta} A_0(R + 1),$$
where $A_0 > 0$ is a uniform constant.

**Proof of Proposition 5.6.** For $m, j \in \mathbb{N}$ and $D > 0$ to be chosen later, we define the set
$$B_{N}^{m,j}(D) := \{u_0 \in H^s(\mathbb{T}), \|u_0\|_{Y^s + H^s} \leq D\sqrt{m_j}, \|\Pi_{> N} u_0\|_{Y^s + H^s} \leq N^{-\delta} D\sqrt{m_j}\}$$
By Lemma 5.7 for $u_0 \in B_{N}^{m,j}(D)$, there exists a decomposition $u_0 = g + \phi$, such that
$$\|g\|_{Y^s + \phi} \|H^s \leq 2A_0 D\sqrt{m_j}, \mathbf{1} \Pi_{> N} g \mathbf{1} \|Y^s + \Pi_{N} \phi \|H^s \leq A_0 N^{-\delta} \sigma D\sqrt{m_j},$$
for some small $\delta > 0$ in view of (5.14) and $|\sigma_{-2 \varepsilon} - \sigma_{-2 \varepsilon, 2 \varepsilon, N}| \leq N^{-\delta} \sigma_{-2 \varepsilon}^D.$

By Proposition 4.3 the local time of existence is
$$\tau_{m,j} = c(4\gamma \beta A_0^2 D^2 m_j)^{-\theta - 1} e^{-\beta C_0 \theta^{-1} A_0^2 D^2 m_j}$$
for some $0 < \theta \ll 1$, and it holds
$$\sup_{|t| \leq \tau_{m,j}}(\|\varphi_N(t)\|_{Y^s} + \|\psi_N(t)\|_{H^s}) \leq 4A_0 D\sqrt{m_j},$$
by using that the $H^s$-norm is invariant by the linear flow, the property (5.13) in Lemma 5.1 and $\Pi_{N} \varphi_N N = 0$. Therefore, for $|t| \leq \tau_{m,j}$
$$\|\Phi_N(t)\phi\|_{Y^s + H^s} \leq 4A_0 D\sqrt{m_j}.$$  

Then
$$\Pi_{> N} \Phi_N(t)(u_0) = \Pi_{> N} t(g + \phi),$$
from (5.13) again, we obtain that
$$\mathbf{1} \Pi_{> N} \Phi_N(t)(u_0) \mathbf{1} \|Y^s + H^s \leq A_1 \mathbf{1} \Pi_{> N} u_0 \mathbf{1} \|Y^s + H^s \leq A_1 N^{-\delta} \sigma D\sqrt{m_j}.$$
Since \( \|u_0\|_{Y^s+H^{s_1}} \leq \|u_0\|_{\dot{Y}^s} \), we deduce from Lemma 2.4 and 5.2 that
\[
\rho_{\alpha,\beta,N}(H^s(T) \setminus B_N^{m,k}(D)) \leq e^{-c\sigma^{-1}_\alpha D^2 m_j}.
\]

Next, we set
\[
\Sigma_{N}^{m,j}(D) = \bigcap_{|r| \leq \frac{2^j}{\tau_{m,j}}} \Phi_N(-r\tau_{m,j})(B_N^{m,j}(D)),
\]
and from the invariance of \( \rho_{\alpha,\beta,N} \) under the flow \( \Phi_N(t) \), we have
\[
\rho_{\alpha,\beta,N}(H^s(T) \setminus \Sigma_{N}^{m,j}(D)) \leq \sum_{|r| \leq \frac{2^j}{\tau_{m,j}}} \rho_{\alpha,\beta,N}(H^s(T) \setminus \Phi_N(-r\tau_{m,j})(B_N^{m,j}(D)))
\]
\[
\leq \frac{2^{j+2}}{\tau_{m,j}} \rho_{\alpha,\beta,N}(H^s(T) \setminus B_N^{m,j}(D))
\]
Using that \( d\rho_{\alpha,\beta,N}(u) = Z_{\alpha,\beta,N}^{-1} e^{-\gamma V_{\beta}(\Pi \leq N)u} d\mu_\alpha(u) \) with \( \gamma, V_{\beta} \geq 0 \), we continue with
\[
\leq \frac{2^{j+2}}{\tau_{m,j}} \mu_\alpha(H^s(T) \setminus B_N^{m,j}(D))
\]
Then, Lemma 5.2 with \( \| \cdot \|_{Y^s} \leq \| \cdot \|_{Y^s+H^{s_1}} \) and the definition of \( \tau_{m,j} \) give the bound
\[
\leq \frac{2^{j+2}}{\tau_{m,j}}(4\gamma\beta A_0^2 D^2 m_j)^{\theta^{-1}} e^{\beta C_0 \theta^{-1} 4A_0^2 D^2 m_j} e^{-c\sigma^{-1}_\alpha D^2 m_j} \leq 2^{m_j},
\]
provided that \( D \) is chosen large enough and
\[
0 < \beta^* \ll \theta(C_0 A_0^2)^{-1} \sigma_\alpha.
\]

Now we define the desired data set by
\[
\Sigma_N^m := \bigcap_{j \geq 1} \Sigma_{N}^{m,j}(D).
\]
It is clear that \( \rho_N(H^s(T) \setminus \Sigma_N^m) \leq 2^{-m+1} \). The remaining properties (5.50)-(5.51) are then proved exactly as in [57, Proposition 6.6].

We finally define
\[
\Sigma^m = \limsup_{N \to \infty} \Sigma_N^m
\]
and
\[
\Sigma = \bigcup_{m \in \mathbb{N}} \Sigma^m.
\]
As in Subsection 4.2, these definitions and (5.49) ensure that \( \Sigma \) is of full \( \rho_{\alpha,\beta} \)-measure. Moreover, as above and as in [17, 57], the proof of Theorem 1.5 (ii) relies on the following approximation result, which is similar to [57, Proposition 6.4].
Proposition 5.8. Let \( (u_{0,n}) \subset Y^s + H^{s_1} \), \( u_0 \in Y^s + H^{s_1} \) satisfying
\[
\|u_{0,n}\|_{Y^s + H^{s_1}} + \|u_0\|_{Y^s + H^{s_1}} \leq R, \quad \lim_{n \to \infty} \|u_{0,n} - u_0\|_{Y^s + H^{s_1}} = 0.
\]
Let \( N_p \to +\infty \) be a subsequence of \( \mathbb{N} \). Then there exist \( c, C > 0, \theta > 0 \), such that for all \( t \in [-\tau_R, \tau_R] \) with \( \tau_R = c(\gamma \beta R^2)^{-\theta^{-1}} e^{-\beta C \theta^{-1} R^2} \), we have
\[
\lim_{p \to \infty} \|\Phi_{N_p}(t)(u_{0,p}) - \Phi(t)(u_0)\|_{Y^s + H^{s_1}} = 0. \tag{5.55}
\]

Proof. By [57, Lemma 6.3], there exist sequences \((g_p)_{p \in \mathbb{N}} \subset Y^s(\mathbb{T}), (\phi_p)_{p \in \mathbb{N}} \subset H^{s_1}(\mathbb{T})\), and \( g \in Y^s(\mathbb{T}), \phi \in H^{s_1}(\mathbb{T}) \), such that
\[
u_0, p = g_p + \phi_p, \quad u_0 = g + \phi, \tag{5.56}
\]
and
\[
\|g_p\|_{Y^s} + \|\phi_p\|_{H^{s_1}} \leq R + 2, \quad \|g\|_{Y^s} + \|\phi\|_{H^{s_1}} \leq R + 2 \tag{5.57}
\]
and
\[
\lim_{p \to \infty} (\|g_p - g\|_{Y^s} + \|\phi_p - \phi\|_{H^{s_1}}) = 0. \tag{5.58}
\]
Moreover, we have
\[
\lim_{p \to \infty} \|\Pi_{>N_p} \phi\|_{H^{s_1}} = 0, \quad \lim_{p \to \infty} \|\Pi_{>N_p} \phi_p\|_{H^{s_1}} = 0 \tag{5.59}
\]
the last convergence being due to \( \|\Pi_{>N_p} \phi_p\|_{H^{s_1}} \leq \|\Pi_{>N_p} \phi\|_{H^{s_1}} + \|\Pi_{>N_p} (\phi_p - \phi)\|_{H^{s_1}}. \)

Now we claim the following convergence result, similar to that of Proposition 3.3 in [57].

Lemma 5.9. Let \( R \geq 1 \) and \( (g_p) \subset Y^s(\mathbb{T}), g \in Y^s(\mathbb{T}) \) satisfying \( \|g_p\|_{Y^s} \leq R \) and \( \|g\|_{Y^s} \leq R \). Let also \( (\phi_p) \subset H^{s_1}(\mathbb{T}) \) satisfying \( \|\phi_p\|_{H^{s_1}} \leq 2R \). Let \( N_p \to \infty \) be a subsequence of \( \mathbb{N} \).

Assume moreover that
\[
\lim_{p \to \infty} (\|g_p - g\|_{Y^s} + \|\phi_p - \phi\|_{H^{s_1}}) = 0. \tag{5.60}
\]
Then we have for all \( t \in [-\tau_R, \tau_R] \)
\[
\Phi_{N_p}(t)(g_p + \phi_p) = e^{i \int_0^t G(\Pi_{\leq N_p} (g_p + \phi_p) + w_p)(t') dt'} (\Pi_{\leq N_p} (g_p + \phi_p) + w_p) + \Pi_{>N_p} 1(g), \tag{5.61}
\]
and
\[
\Phi(t)(g + \phi) = e^{i \int_0^t G(1(g + \phi) + w)(t') dt'} (1(g + \phi) + w), \tag{5.62}
\]
with
\[
\lim_{p \to \infty} \|w_p - w\|_{X^{s_1, \epsilon}(\tau_R)} = 0. \tag{5.63}
\]

The proof of Lemma 5.9 is an adaptation of the proofs of Lemma 4.4 and of Proposition 5.3 and we postpone it to the end of the section in order to finish that of Proposition 5.8.

Let then \( w_p \) be given by Lemma 5.9. In particular from (5.63) and (5.3) it holds
\[
\lim_{p \to \infty} \|w_p(t) - w(t)\|_{C_R H^{s_1}} = 0. \tag{5.64}
\]
To prove the convergence of \( \Phi_{N_p} \), we thus need to study the convergence of the gauge. Define
\[
b_p(t) = e^{i \int_0^t G(\Pi_{\leq N_p} (g_p + \phi_p) + w_p)(t') dt'}
\]
and

\[ b(t) = e^{\int_0^t G(t') \tau(t') dt'}. \]

Then, similarly to (5.26), we have for all \( t \in [-\tau_R, \tau_R] \)

\[ |b_p(t) - b(t)| \lesssim \int_0^t |G(\Pi_{\leq N_p} 1 (g_p + \phi_p) + w_p) - G(1 (g + \phi) + w)| (t') dt' \]

\[ \lesssim (\| \Pi_{\leq N_p} g_p - g \|_{Y^s} + \| \Pi_{\leq N_p} \phi_p - \phi \|_{H^{s+1}} + \| w - w \|_{X^{s+1,0}(\tau_R)}) \exp \left\{ \beta C (\| \Pi_{\leq N_p} g_p \|_{Y^s} + \| \phi \|_{H^{s+1}} + \| w \|_{X^{s+1,0}(\tau_R)})^2 \right\} \]

\[ \lesssim (\| \Pi_{\leq N_p} g_p - g \|_{Y^s} + \| \Pi_{\leq N_p} \phi_p - \phi \|_{H^{s+1}} + \| w - w \|_{X^{s+1,0}(\tau_R)}) e^{\beta C R^2} \]

\[ \to 0 \]  \label{5.66}

as \( p \to \infty \), in view of the bounds (5.57)-(5.58) with (5.11). Thus, we can decompose

\[ \Phi_{N_p}(t) u_{0,p} - \Phi(t) u_0 = \varphi_p(t) + \psi_p(t), \]

where

\[ \varphi_p(t) = (b_p(t) - b(t)) \Pi_{\leq N_p} 1 (g_p) + (1 - b(t)) \Pi_{> N_p} 1 (g) + \Pi_{> N_p} 1 (g_p - g) \]

\[ + b(t) \Pi_{\leq N_p} 1 (g_p - g), \] \label{5.67}

and

\[ \psi_p(t) = b_p(t) \Pi_{\leq N_p} 1 (\phi_p - \phi) + w_p(t) - w(t) + (b_p(t) - b(t)) (\Pi_{\leq N_p} 1 \phi + w(t)) \]

\[ + (1 - b(t)) \Pi_{> N_p} 1 (\phi_p - \phi). \]

The convergence (5.64) ensures that \( \psi_k(t) \to 0 \) in \( H^{s_1}(\mathbb{T}) \), for any \( |t| \leq \tau_R \).

It remains to show the convergence \( \varphi_p(t) \to 0 \) as \( p \to \infty \) in \( Y^s(\mathbb{T}) \) for all \( |t| \leq \tau_R \). From (5.11) and (5.66) we have

\[ \lim_{p \to \infty} \| (b_p(t) - b(t)) \Pi_{\leq N_p} 1 (g_p) \|_{Y^s} = 0. \]

The last part \( \Pi_{> N_p} 1 (g_p - g) + b(t) \Pi_{\leq N_p} 1 (g_p - g) \) in (5.67) converges to 0 in \( Y^s(\mathbb{T}) \) by (5.11) and (5.58). For the remaining part \( (1 - b(t)) \Pi_{> N_p} 1 (g) \) of (5.67), the convergence for the \( H^s \) part of the \( Y^s \) norm is clear, and its \( Z^s \) norm goes to 0 by dominated convergence through the exact same argument as in the proof of Proposition 6.4 in [57].

We now present the proof of the approximation result in Lemma 5.9.

**Proof of Lemma 5.9.** The existence of \( w_p, w \in X^{s_1,h}(\tau_R) \) such that (5.61)-(5.62) hold follows directly from Proposition 5.3. For the convergence (5.64), we have in view of the Duhamel
formula (5.36)
\[
\|w_p - w\|_{X_i^1, b(\tau_R)} 
\leq \|F_{N_p}(\Pi_{\leq N_p} f(\phi_p + \phi + w_p)) - F(\Pi_{\leq N_p} f(\phi + \phi))\|_{X_i^1, b-1(\tau_R)}
\]
\[
\leq \sum_{k \geq 1} \frac{\beta^k}{k!} \sum_{m_+ = 0}^{k} \sum_{m_- = 0}^{k} \left( \begin{array}{c} k + 1 \\ m_+ \\ m_- \end{array} \right) \cdot \left( \begin{array}{c} k \\ m_+ \\ m_- \end{array} \right) \cdot I_{N_2k+1, p} + I_{R_2k+1}
\]
where
\[
I_{N_2k+1, p} = \|\Pi_{\leq N_p} [\mathcal{N}_{2k+1}(\{\Pi_{\leq N_p} f(\phi_p + \phi + w_p)\}_{m_+, m_-}) - \mathcal{N}_{2k+1}(\{f(\phi), f(\phi + w)\}_{m_+, m_-})]\|_{X_i^1, b(\tau_R)}
\]
and
\[
I_{R_2k+1} = \|\Pi_{\leq N_p} [\mathcal{R}_{2k+1}(\{\Pi_{\leq N_p} f(\phi_p + \phi + w_p)\}_{m_+, m_-}) - \mathcal{R}_{2k+1}(\{f(\phi), f(\phi + w)\}_{m_+, m_-})]\|_{X_i^1, b(\tau_R)}
\]
Arguing as in the proof of (5.37) with the use of (5.11), we have by multilinearity
\[
I_{N_2k+1, p} \leq \|\Pi_{\geq N_p} \mathcal{N}_{2k+1}(\{f(\phi_p), f(\phi + w_p)\}_{m_+, m_-})\|_{X_i^1, b(\tau_R)}
\]
\[+ \sum_{j=1}^{2k+1} \|\Pi_{\leq N_p} f_p - f\|_{Y^1} \|\Pi_{\leq N_p} f_p\|_{Y^1}^j \|f\|_{Y^1} \|f(\phi) + w\|_{X_i^1, b(\tau_R)}
\]
\[
+ \sum_{j=m_+ + m_- + 1}^{2k+1} \|\Pi_{\leq N_p} f_p\|_{Y^1} \|f(\phi) + w\|_{X_i^1, b(\tau_R)}
\]
Thus, summing in \(m_+, m_-, k\), we get
\[
\sum_{k \geq 1} \frac{\beta^k}{k!} \sum_{m_+ = 0}^{k} \sum_{m_- = 0}^{k} \left( \begin{array}{c} k + 1 \\ m_+ \\ m_- \end{array} \right) \cdot \left( \begin{array}{c} k \\ m_+ \\ m_- \end{array} \right) \cdot I_{N_2k+1, p}
\]
\[
\leq \Pi_{N, p} + C|\gamma| \beta \tau_R \|\Pi_{\leq N_p} f_p - f\|_{Y^1(\tau)} + \|\Pi_{\leq N_p} f_p - f\|_{H^1} + \|w_p - w\|_{X_i^1, b(\tau_R)} e^{\beta CR^2}
\]
\[
\leq C\Pi_{N} + C|\gamma| \beta \tau_R \|\Pi_{\leq N_p} f_p - f\|_{Y^1(\tau)} + \|\Pi_{\leq N_p} f_p - f\|_{H^1} e^{\beta CR^2}
\]
\[+ \frac{1}{4} \|w_1 - w_2\|_{X_i^1, b(\tau)}
\]
where the last estimate follows from the definition of \(\tau_R\), and where
\[
\Pi_{N, p}
\]
\[
= \sum_{k \geq 1} \frac{\beta^k}{k!} \sum_{m_+ = 0}^{k} \sum_{m_- = 0}^{k} \left( \begin{array}{c} k + 1 \\ m_+ \\ m_- \end{array} \right) \|\Pi_{\geq N_p} \mathcal{N}_{2k+1}(\{f(\phi_p), f(\phi + w_p)\}_{m_+, m_-})\|_{X_i^1, b(\tau_R)}
\]
In particular, again from Lemma 5.5 as in the proof of Proposition 5.3 and using (5.11), we have that

\[ \Pi_{N,p} \leq C R^\theta \sum_{k \geq 1} \frac{\beta^k}{k!} \sum_{m_+ = 0}^{k+1} \sum_{m_- = 0}^{k} (k + 1) \binom{k}{m_+} \binom{k}{m_-} \|g_p\|_{Y^s}^{m_++m_-} \times \left( \| \phi_p \|_{H^{s+}} + \|w_p\|_{X^{s+1,b}(\tau R)} \right)^{2k+1-m_+-m_-} \leq C R^\theta e^{\beta CR^2}, \]

uniformly in \( p \), by (5.57) and (5.29). Thus by dominated convergence, it holds \( \Pi_{N,p} \to 0 \) as \( p \to \infty \). Similar estimates for \( I_{R^{2k+1}} \) finally lead to

\[ \|w_p - w\|_{X^{s+1,b}(\tau R)} \leq C \Pi_{N,p} + C \Pi_{R,p} + C \gamma \beta R^\theta \left( \|\Pi_{\leq N_p} g_p - g\|_{Y^s(T)} + \|\Pi_{\leq N_p} \phi_p - \phi\|_{H^{s+1}} \right) e^{\beta CR^2} + \frac{1}{2} \|w_1 - w_2\|_{X^{s+1,b}(T)}. \quad (5.68) \]

The convergences \( \Pi_{N,p}, I_{R,p} \to 0 \) and (5.60) with (5.68) finally show (5.64). This proves Lemma 5.9. \( \square \)
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