Fixed Point Structure of Gradient Flow Exact Renormalization Group for Scalar Field Theories
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ABSTRACT: Gradient Flow Exact Renormalization Group (GFERG) is a framework to define the Wilson action via a gradient flow equation. We study the fixed point structure of the GFERG equation associated with a general gradient flow equation for scalar field theories and show that it is the same as that of the conventional Wilson-Polchinski (WP) equation in general. Furthermore, we discuss that the GFERG equation has a similar RG flow structure around a fixed point to the WP equation. We illustrate these results with the $O(N)$ non-linear sigma model in $4-\epsilon$ dimensions and the Wilson-Fisher fixed point.
1 Introduction

Exact Renormalization Group (ERG) [1–5] (see Refs. [6–10] for reviews) is a fundamental and strong framework to study various properties of physical systems using a coarse-graining procedure, namely, varying the energy scale. It is helpful to investigate critical phenomena and phase structures of various systems in relativistic quantum field theories (QFTs), statistical physics, and condensed matter physics. In particular, it provides a good understanding of the phase structure of the $O(N)$ linear sigma model [11–16]. Phase structures of strongly coupled theory such as Quantum Chromodynamics and non-perturbative aspects of QFTs have also been investigated via this framework [17–27]. ERG is applied to a field-theoretic approach for quantum gravity, studying non-trivial ultraviolet (UV) fixed points and the continuum limit of gravitational field theories. The attempt to define quantum gravity based on this approach is called the asymptotic safety scenario [28–30] (see, e.g., Ref. [31] for a review).

On the other hand, the gradient flow has recently attracted much attention and is proposed to construct composite operators without the contact divergences due to the coarse-graining via the diffusion [32–35]. It is a one-parameter deformation of fields by

---

1ERG is also called Functional Renormalization Group or Non-perturbative Renormalization Group.
a diffusion equation ("gradient flow equation"). It is shown in Ref. [34] that in the pure Yang-Mills theory, no additional renormalization is needed to keep the correlation functions of the flowed gauge field UV finite in a gauge invariant way once the original theory is renormalized. The gradient flow method is also applied to matter fermions coupled to the gauge field [35], constructing the energy-momentum tensor on the lattice gauge theory [36, 37], and supersymmetric models [38–40]. In addition to these properties, there are some attempts to interpret the gradient flow as a renormalization group (RG) flow [41–48].

Recent studies [45, 47] proposed a new framework to define a Wilson action based on the coarse-graining of the gradient flow, called Gradient Flow Exact Renormalization Group (GFERG). In this framework, the Wilson action $S_\tau[\phi]$ at an energy scale $\Lambda = \Lambda_0 e^{-\tau}$, where $\Lambda_0$ is the cutoff scale, is schematically given by the following path integral:

$$e^{S_\tau[\phi]} \sim \int [D\phi'] \delta(\phi - \varphi[\phi']) e^{S_{\tau=0}[\phi']},$$  \hspace{1cm} (1.1)

where $\varphi[\phi']$ is the solution to the gradient flow equation with the initial condition $\varphi|_{\tau=0} = \phi'$ (details of the definition and calculation are shown in the following sections). In GFERG, coarse-graining of the gradient flow is regarded as a "block spin transformation" via the diffusion. A novel characteristics of the GFERG flow is preserving gauge symmetries, even though it has effectively a UV cutoff [49, 50]. From this gauge invariance, GFERG is a promising approach to study gauge theories or quantum gravity non-perturbatively.

Some scalar field theories share similar properties with gauge theories, such as gauge redundancy, asymptotic freedom, or asymptotic safety, and have been studied as their toy models. A famous example is the $\mathbb{C}P^{N-1}$ model in two-dimensions [51]. This model has $U(1)$ gauge redundancy, asymptotic freedom, and topologically non-trivial configurations like Yang-Mills theories. Another example is the $O(N)$ non-linear sigma model in three dimensions. This model is renormalizable at the non-perturbative level and has a non-trivial UV completion characterized by the Wilson-Fisher (WF) fixed point [52]. Studying these scalar field theories within GFERG should give us hints to discuss non-perturbative aspects of gauge theories or quantum gravity.

However, GFERG for general scalar field theories have not been well studied. This is because the GFERG equation, which is the differential equation for the $\tau$-dependence of the Wilson action $S_\tau$, is defined by the gradient flow equation and takes a different form for each scalar field theory. The appropriate flow equation heavily depends on details of the theory, such as its symmetry and interactions. For example, the gradient flow equation for the linear sigma model with the quartic interaction is just given by the diffusion equation [53], and the corresponding GFERG equation is shown [47] to be the Wilson-Polchinski (WP) equation [4], which is a well-known ERG equation. On the other hand, the gradient flow equation for the $O(N)$ non-linear sigma model is proposed as the diffusion equation with extra non-linear terms [54, 55]. The corresponding GFERG equation is no longer given by the WP equation, which holds not only for this model but also for general scalar field theories. It is important to study GFERG of these theories in order to get a deeper understanding of them. This also helps us to understand properties of gauge theories or
asymptotically safe gravity. In particular, fixed points of the GFERG equations and RG flow structure around them are of interest.

In this paper, we introduce the general GFERG equation based on a gradient flow equation of a scalar field theory and study its fixed point structure. This GFERG equation can be applied to a broad class of non-linear sigma models, whose gradient flow equation is given by a polynomial of the fields, and has extra non-linear terms compared to the WP equation. Then, we find that its fixed points appear in the $\tau \to \infty$ limit and are the same as the WP equation. Moreover, we discuss that the GFERG equation has a similar RG flow structure around a fixed point to the WP equation due to the vanishing of the extra non-linear terms. We also find that the relevant operators have the same scaling dimensions as those in the WP equation, while the irrelevant operators are not the case. This result means that the GFERG gives the correct critical exponents and renormalized trajectories. Therefore, it gives the same predictions as the ordinary ERG for the behavior of the system in the low-energy region. We illustrate these results with the $O(N)$ non-linear sigma model in $4 - \epsilon$ dimensions and the WF fixed point.

This paper is organized as follows. In Section 2, we introduce a general gradient flow equation for a scalar field theory and derive the GFERG equation based on this flow equation following Ref. [47]. Then, we study the fixed points of the GFERG equation. We also investigate the RG flow structure around the fixed points. In Section 3, we discuss fixed points of the GFERG equation of the $O(N)$ non-linear sigma model in $4 - \epsilon$ dimensions, as an example. Then, we illustrate the result in the previous section, focusing on the WF fixed point. Section 4 is devoted to the summary and discussions. The notation used in this paper is summarized in Appendix A. In Appendix B, we discuss fixed points of the GFERG equation at finite flow time. We briefly review the RG flow structure around the WF fixed point in the WP equation within the local potential approximation in Appendix C.

2 GFERG for General Gradient Flow

In this section, we discuss GFERG for general gradient flow equation of scalar field theories and show that it has the same fixed point structure as that of the WP equation. We also compare scaling dimensions of operators between the GFERG equation and the WP equation around the fixed points. Note that throughout this paper, we work on the dimensionless framework i.e. the dimensionful variables are normalized by the energy scale $\Lambda$.

### 2.1 GFERG Equation

Let us consider a general gradient flow equation defined by the following differential equation:

$$\partial_t \varphi_a(t, x) = F_a[\varphi](t, x), \quad \varphi_a(0, x) = \phi_a(x),$$

where $\phi_a$ is a real scalar field, and $a$ labels all kinds of fields in the theory. $F_a[\varphi](t, x)$ is an arbitrary functional of $\varphi_a$’s. The variables $t$ and $x$ denote a fictitious time called the flow
Figure 1. Plots of the cutoff functions.

time and the $D$-dimensional (Euclidean space) coordinate, respectively. The gradient flow continuously deforms the fields $\phi_a$ defined on the $D$-dimensional Euclidean space along the flow time $t$.

In this paper, we assume that $F_a[\varphi]$ is expanded as a polynomial of $\varphi$ like

$$F_a[\varphi](t, x) = \partial_\mu^2 \varphi_a(t, x) + \sum_{n=n_{\text{min}}}^{\infty} \int_{x_1, \ldots, x_n} f_a^{n_1, \ldots, n_n}(x; x_1, \ldots, x_n; \partial_{x_1}, \ldots, \partial_{x_n}) \prod_{j=1}^n \varphi_a(t, x_j) \tag{2.2}$$

where the expansion coefficient $f_a^{n_1, \ldots, n_n}$ depends on $x_i$’s and contains partial derivatives with respect to them, and $n_{\text{min}}$ is a positive integer larger than one.\footnote{Note that the linear term is the same as the diffusion equation while the non-linear terms take general forms in the above gradient flow equation. In principle, a more general linear term can be considered in the GFERG framework as well. See Ref. [48] for such cases.}

For example, gradient flow equations for the non-linear sigma model in two-dimensions are proposed as $F_a = \partial_\mu^2 \varphi_a - (\varphi_b \partial_\mu^2 \varphi_b) \varphi_a$ for $a, b = 1, \ldots, N$ in Ref. [54], or as $F_a = \partial_\mu^2 \varphi_a + \varphi_a \partial_\mu \varphi_b \partial_\mu \varphi_b + \varphi_a (\varphi_b \partial_\mu \varphi_b)^2/(1 - (\varphi_c)^2$ for $a, b, c = 1, \ldots, N - 1$ in Ref. [55]. In the $O(N)$ linear sigma model, the gradient flow equation is just given by the diffusion equation: $F_a = \partial_\mu^2 \varphi_a [53]$.

Following Ref. [47], it is straightforward to define the Wilson action associated with Eq. (2.1) as

$$e^{S_{r}[\phi_a]} = \exp \left[ \int_{x, y} \frac{1}{2} D(x - y) \frac{\delta^2}{\delta \phi_a(x) \delta \phi_a(y)} \right] \times \left[ \int [D\phi_a'] \prod_{x', a} \delta(\phi_a(x) - e^{\tau(D-2)/2} Z_{r}^{1/2} \varphi_a'(t, x' e^\tau)) \right] \times \exp \left[ - \int_{x', y'} \frac{1}{2} D(x - y) \frac{\delta^2}{\delta \phi_a'(x') \delta \phi_a'(y')} \right] e^{S_{r=0}[\phi_a']}, \tag{2.3}$$
relation between the flow time $t$ of the gradient flow and $\tau$ in the GFERG equation is given by

$$t := e^{2\tau} - 1. \quad (2.4)$$

$D(x - y)$ is defined by

$$D(x - y) := \int_p e^{ip(x-y)} \frac{k(p)}{p^2}. \quad (2.5)$$

$K(p)$ and $k(p)$ are the cutoff function satisfying

$$K(0) = 1, \quad K(\infty) = 0, \quad k(0) = 0, \quad (2.6)$$

and we set $K(p) = e^{-p^2}$ and $k(p) = K(p)(1 - K(p))$ in this paper. See Fig. 1 for plots of their $p$-dependence.

Note that Eq. (2.3) is not invariant under target space diffeomorphism of the fields and seems inapplicable for non-linear sigma models with a curved target space metric. Instead, this expression should be interpreted as one for non-linear sigma models embedded in higher-dimensional Euclidean space. This prescription is ensured by Nash’s embedding theorem, which states that we can embed an arbitrary Riemann manifold into a Euclidean space $\mathbb{R}^m$ of sufficiently large dimensions $m$ with some constraints for the fields (coordinates of the target space). Then the consistency under the diffeomorphism does not matter, and the gradient flow equation is required to preserve the constraint instead.

By differentiating $S_\tau$ with respect to $\tau$, we get the GFERG equation for $S_\tau$. It is given by

$$\frac{\partial}{\partial \tau} e^{S_\tau[\phi_a]} = \exp \left[ \lambda(\tau)^2 \int_{x,y} \frac{1}{2} D(x - y) \frac{\delta^2}{\delta \phi_a(x) \delta \phi_a(y)} \right] \times \int d^{D}x' \delta \frac{\delta}{\delta \tilde{\phi}_a(x')} \left[ -2F_a[\tilde{\phi}](x) - \left( \frac{D - 2}{2} + \eta + x'_\mu \partial_\mu \right) \tilde{\phi}_a(x') \right] \times \exp \left[ \lambda(\tau)^2 \int_{x'',y''} \frac{1}{2} D(x'' - y'') \frac{\delta^2}{\delta \tilde{\phi}_a(x'') \delta \phi_a(y'')} \right] e^{S_\tau[\phi_a]}, \quad (2.7)$$

where $\tilde{\phi}$ is the rescaled field defined as

$$\tilde{\phi}_a := \lambda(\tau)\phi_a \quad (2.8)$$

and $\lambda(\tau)$ is given by

$$\lambda(\tau) := e^{-\tau(D-2)/2} Z^{-1/2}_\tau. \quad (2.9)$$

Furthermore, using the relation

$$\tilde{\phi}_a(x) := \phi_a(x) + \lambda^2 \int_y D(x - y) \frac{\delta}{\delta \phi_a(y)} \quad (2.10)$$

we have

$$= \exp \left[ \lambda^2 \int_{x,y} \frac{1}{2} D(x - y) \frac{\delta^2}{\delta \phi_a(x) \delta \phi_a(y)} \right] \tilde{\phi}_a(x) \exp \left[ -\lambda^2 \int_{x,y} \frac{1}{2} D(x - y) \frac{\delta^2}{\delta \phi_a(x) \delta \phi_a(y)} \right], \quad (2.11)$$
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Eq. (2.7) can be written in a compact form:
\[
\frac{\partial}{\partial \tau} e^{S_\tau[\phi_a]} = \int d^D x \frac{\delta}{\delta \phi_a(x)} \left[ -2 F[\phi](x) - \left( \frac{D-2}{2} + \frac{\eta_\tau}{2} + x_\nu \partial_\nu \right) \phi_a(x) \right] e^{S_\tau[\phi_a]},
\]  
(2.12)
where the anomalous dimension \( \eta_\tau \) is defined as
\[
\eta_\tau := \frac{d \log Z_\tau}{d \tau}.
\]  
(2.13)
More specifically, Eq. (2.12) can be written in the following form:
\[
\frac{\partial}{\partial \tau} e^{S_\tau[\phi_a]} = \int_p \left\{ \left( 2p^2 + \frac{D+2-2}{2} - \frac{\eta_\tau}{2} \right) \phi_a(p) + p_\mu \frac{\partial}{\partial p_\mu} \phi_a(p) \right\} \frac{\delta}{\delta \phi_a(p)} 
\]
\[
+ \frac{1}{p^2} \left[ 4p^2 k(p) + 2p^2 \frac{d k(p)}{dp^2} - \eta_\tau k(p) \right] \frac{1}{2} \frac{\delta^2}{\delta \phi_a(p) \delta \phi_a(-p)} \right\} e^{S_\tau[\phi_a]}
\]
\[- 2 \sum_{n=0}^{\infty} \lambda(\tau)^n \int_{x_1, x_2, \ldots, x_n} \frac{\delta}{\delta \phi_a(x)} \left\{ f_{n_1}^{a_1} \cdots f_{n_n}^{a_n} \left( \phi_n(x_1) + \int_{y_1} D(x_1 - y_1) \frac{\delta}{\delta \phi_n(y_1)} \right) \cdots \right\} \right\} e^{S_\tau[\phi_a]}. \]  
(2.14)
We have ignored ordering of \( \partial / \partial \phi_a \) and \( \phi_a \) in the first and second lines because it only changes the Wilson action \( S_\tau \) by a field-independent constant.

In Ref. [47], the sigma model with a single scalar field is considered, where \( F[\varphi] \) is just given by \( \partial^2 \varphi \). There, \( Z_\tau \) is necessary from the renormalizability of correlation functions of the flowed field \( \varphi(t, x) \), that is, to keep the quantity
\[
Z_\tau^{n/2} \left\{ \exp \left[ - \int_p \frac{\delta^2}{\delta \phi(p) \delta \phi(-p)} \varphi(t, p_1) \cdots \varphi(t, p_n) \right] \right\} \]  
(2.15)
UV-finite after performing the renormalization of the original theory with identification of \( t = e^{2\tau} - 1 \). The GFERG equation of this model becomes
\[
\frac{\partial}{\partial \tau} e^{S_\tau[\phi_a]} = \int_p \left\{ \left( 2p^2 + \frac{D+2}{2} - \frac{\eta_\tau}{2} \right) \phi_a(p) + p_\mu \frac{\partial}{\partial p_\mu} \phi_a(p) \right\} \frac{\delta}{\delta \phi_a(p)} 
\]
\[
+ \frac{1}{p^2} \left[ 4p^2 k(p) + 2p^2 \frac{d k(p)}{dp^2} - \eta_\tau k(p) \right] \frac{1}{2} \frac{\delta^2}{\delta \phi_a(p) \delta \phi_a(-p)} \right\} e^{S_\tau[\phi_a]},
\]  
(2.16)
which is nothing but the WP equation. Comparing the general GFERG equation Eq. (2.14) with this equation, we readily notice that the former has the extra non-linear terms accompanied with one or more factors of \( \lambda(\tau) \). We study their effect on the fixed points and RG flow structure around the fixed points in the following sections.

### 2.2 Fixed Points

In this section, we study fixed points of the GFERG equation Eq. (2.14) for the general gradient flow equation. Then, we show that the fixed points of the WP equation [4] appear in the \( \tau \to \infty \) limit along the GFERG flow.
Let us consider the solution $S_\tau$ to the GFERG equation and the limiting value of $S_\tau$ as $\tau \to \infty$. If $S_\tau$ diverges in this limit to some finite action $S^*$, it becomes $\tau$-independent, i.e., $\partial_\tau S^* = 0$. Therefore, $S^*$ satisfies

$$0 = \int_p \left\{ \left[ \left( 2p^2 + \frac{D + 2}{2} - \frac{\eta}{2} \right) \phi_a(p) + p_\mu \frac{\partial}{\partial p_\mu} \phi_a(p) \right] \frac{\delta}{\delta \phi_a(p)} + \frac{1}{p^2} \left[ 4p^2 k(p) + 2p^2 \frac{dk(p)}{dp^2} - \eta k(p) \right] \frac{\delta^2}{\delta \phi_a(p) \delta \phi_a(-p)} \right\} e^{S^*},$$

where $\eta$ is the anomalous dimension at the fixed point theory $S^*$ defined as

$$\eta := \lim_{\tau \to \infty} \eta_\tau. \quad (2.18)$$

We should determine the value of $\lambda(\infty)$ to solve this equation concretely. Note that the asymptotic behavior of $Z_\tau$ is given by

$$Z_\tau \sim e^{\eta \tau} \quad (2.19)$$
as $\tau \to \infty$. Then the asymptotic behavior of $\lambda(\tau)$ is given by

$$\lambda(\tau) \sim e^{-\tau(D-2+\eta)/2} \quad (2.20)$$
from the definition of $\lambda(\tau)$ (Eq. (2.9)). From this equation, we readily find that the signature of $D - 2 + \eta$ controls the convergence of $\lambda(\infty)$. In particular, $\lambda(\infty)$ vanishes when

$$D - 2 + \eta > 0. \quad (2.21)$$

It is indeed found that $D - 2 + \eta$ should be positive from physical viewpoints. Because the fixed point action $S^*$ is invariant under the GFERG flow, it should have the conformal symmetry. There, the connected two-point function scales as

$$\langle \phi(x)\phi(0) \rangle_{\text{connected}} \propto \frac{1}{x^{D-2+\eta}}. \quad (2.22)$$

According to the cluster decomposition principle, the two-point function factorizes into the product of one-point functions when $|x|$ goes to infinity. Therefore we get

$$\langle \phi(x)\phi(0) \rangle_{\text{connected}} = \langle \phi(x) \rangle \langle \phi(0) \rangle \to 0 \quad (|x| \to \infty). \quad (2.23)$$

This fact requires that $\eta$ should satisfy Eq. (2.21).

Then, we conclude that $\lambda(\infty) = 0$ and $S^*$ satisfies

$$0 = \int_p \left\{ \left[ \left( 2p^2 + \frac{D + 2}{2} - \frac{\eta_\tau}{2} \right) \phi_a(p) + p_\mu \frac{\partial}{\partial p_\mu} \phi_a(p) \right] \frac{\delta}{\delta \phi_a(p)} + \frac{1}{p^2} \left[ 4p^2 k(p) + 2p^2 \frac{dk(p)}{dp^2} - \eta_\tau k(p) \right] \frac{\delta^2}{\delta \phi_a(p) \delta \phi_a(-p)} \right\} e^{S^*}, \quad (2.24)$$
which is nothing but the fixed point condition of the WP equation. Therefore, we find the fixed points of the WP equation appear along the general GFERG flow as \( \tau \to \infty \).

Here we give a comment on those fixed points. Because the GFERG flow depends on the RG flow time, \( S_\tau \) cannot stay at \( S^* \) at finite flow time. In other words, even if the Wilson action \( S_\tau \) equals to \( S^* \) at some finite time \( \tau = \tau_1 \), \( \partial_\tau S_\tau \big|_{\tau=\tau_1} \) is not zero because of the extra non-linear terms proportional to powers of \( \lambda(\tau_1) \) in the GFERG equation. Therefore, the GFERG equation does not have the same fixed points as those of the WP equation at a finite flow time, and they appear in the long flow time limit. Note that the GFERG equation has no fixed point at the finite flow time. See Sec. B for a detailed argument.

### 2.3 Flow Structure around Fixed Points

In the previous subsection, we have found that the fixed point action \( S^* \) of the WP equation appears in the \( \tau \to \infty \) limit along the GFERG flow. This means that there can be a solution to the GFERG equation that flows into \( S^* \) as \( \tau \to \infty \).

In this subsection, we study the RG flow structure around a fixed point after a long time. We investigate the time evolution of the GFERG equation after a long time \( \tau = \tau_0 \gg 1 \) so that \( \exp(-\tau_0(D-2+\eta)/2) \ll 1 \). Let us consider perturbing \( S_\tau \) from a fixed point of the GFERG equation at \( \tau = \tau_0 \) as

\[
S_{\tau=\tau_0} = S^* + \sum_A \delta c^A O_A, \tag{2.25}
\]

where \( \delta c^A \) is a small fluctuation around the fixed point (\( |\delta c^A| \ll 1 \)) and \( O_A \)'s form a complete set of operators (defined later). If we set \( \tau = \tau' + \tau_0 \), the GFERG equation is given by

\[
\begin{align*}
\frac{\partial}{\partial \tau} e^{S_\tau[\phi_0]} &= \int_p \left\{ \left[ \left( 2p^2 + \frac{D+2}{2} - \frac{\eta}{2} \right) \phi_a(p) + p_\mu \frac{\partial}{\partial p_\mu} \phi_a(p) \right] \frac{\delta}{\delta \phi_a(p)} + \frac{1}{2} p^2 \delta^2 k(p) + 2p^2 \frac{\partial}{\partial p^2} \delta k(p) - \eta \eta k(p) \right\} e^{S_\tau[\phi_0]} \\
&\quad - 2 \sum_{n=0}^{\infty} (\lambda(\tau'+\tau_0))^{n-1} \int_{x_1, x_2, \ldots, x_n} \delta \frac{\delta}{\delta \phi_a(x)} \left\{ \phi_a(x_1) + \int_{y_1} \phi_a(y_1) \right\} \delta \frac{\delta}{\delta \phi_a(y_1)} \times \\
&\quad \times \left( \phi_a(x_n) + \int_{y_n} \phi_a(y_n) \right) e^{S_\tau[\phi_0]} \tag{2.26}
\end{align*}
\]

Note that the asymptotic behavior of \( \lambda(\tau'+\tau_0) \) as \( \tau_0 \to \infty \) is given by \( e^{-\tau'(D-2+\eta)/2} \lambda_0 \), where \( \lambda_0 \) is defined as \( \lambda_0 := \exp(-\tau_0(D-2+\eta)/2) \). Because both of \( \lambda_0 \) and \( \delta c^A \) are sufficiently small, the solution \( S_\tau \) can be expanded in terms of \( \lambda_0 \) and \( \delta c^A \) as

\[
S_\tau = S^* + \sum_A (\delta c^A \xi^A(\tau') + \lambda_0^{n-1} \xi^A(\tau')) O_A + (\text{higher-order terms}) \tag{2.27}
\]

Note that the leading contribution from \( \lambda_0 \) in the expansion should be proportional to \( \lambda_0^{n-1} \) since \( \lambda_0 \) appears in Eq. (2.26) as \( \lambda_0^{n-1} \) at the leading order. Substituting this
equation into the GFERG equation and focusing on the terms up to the linear order of $\delta c^A$ and $\lambda_{0min}^{-1}$, we get

$$
\partial_{\tau'} \sum_A (\delta c^A \xi^A(\tau') + \lambda_{0min}^{-1} \xi^A(\tau')) \mathcal{O}_A = \hat{R} \sum_A (\delta c^A \xi^A(\tau') + \lambda_{0min}^{-1} \xi^A(\tau')) \mathcal{O}_A 
+ \lambda_{0min}^{-1} e^{-\tau'(n_{min}-1)(D-2+\eta)/2} \mathcal{H}(S^*), \quad (2.28)
$$

where

$$
\hat{R} := \int_p \left\{ \left[ (2p^2 + \frac{D+2}{2} - \frac{\eta}{2}) \phi_a(p) + p_r \frac{\partial}{\partial p_r} \phi_a(p) \right] \frac{\delta}{\delta \phi_a(p)} + \frac{1}{p^2} \left[ 4p^2 k(p) + 2p^2 \frac{dk(p)}{dp} - \eta k(p) \right] \frac{\delta \mathcal{S}^*}{\delta \phi_a(p) \delta \phi_a(-p)} \right\} (2.29)
$$

and

$$
\mathcal{H}(S^*) := -2 e^{-S^*} \int_{x,x_1,\ldots,x_{n_{min}}} \frac{\delta}{\delta \phi_a(x)} \left\{ \int_{y_1}^{x_{min}} \mathcal{D}(x_1 - y_1) \frac{\delta}{\delta \phi_a(y_1)} \delta \mathcal{S}^* \right\} \times \left( \phi_{a_{min}}(x_{n_{min}} - y_{n_{min}}) \right) \right\} e^{S^*} \quad (2.30)
$$

Comparing each term of $\mathcal{O}(\lambda_{0min}^{-1})$ and $\mathcal{O}(\delta c^A)$ in the left and right hand sides of Eq. (2.28), we get

$$
\sum_A \delta c^A \partial_{\tau'} \xi^A(\tau') \mathcal{O}_A = \sum_A \delta c^A \xi^A(\tau') \hat{R} \mathcal{O}_A 
= \sum_A \partial_{\tau'} \xi^A(\tau') \mathcal{O}_A = \sum_A \xi^A(\tau') \hat{R} \mathcal{O}_A + e^{-\tau'(n_{min}-1)(D-2+\eta)/2} \mathcal{H}(S^*). \quad (2.32)
$$

Because $\hat{R}$ is a time-independent operator on the functional space, $\mathcal{O}_A$ can be taken as its eigenoperator satisfying

$$
\hat{R} \mathcal{O}_A = x_A \mathcal{O}_A \quad (A = 1, 2, \ldots) \quad (2.33)
$$

with its eigenvalue $x_A$. Note that the index $A$ is not summed in this equation. Since $\{\mathcal{O}_A\}$ forms a complete set on the functional space, $\mathcal{H}(S^*)$ can be expanded as

$$
\mathcal{H}(S^*) = h^A \mathcal{O}_A, \quad (2.34)
$$

where $h^A$ is an expansion coefficient. Substituting this expression into Eq. (2.31) and Eq. (2.32), and focusing on the each coefficient of $\mathcal{O}_A$, we get

$$
\partial_{\tau'} \xi^A(\tau') = x_A \xi^A(\tau'), \quad (2.35)
$$

$$
\partial_{\tau'} \xi^A(\tau') = x_A \xi^A(\tau') + e^{-\tau'(n_{min}-1)(D-2+\eta)/2} h^A. \quad (2.36)
$$
for each $A = 1, 2, \cdots$. The solutions to these equations are given by

$$\xi^A(\tau') = e^{x_A \tau'},$$

(2.37)

$$\zeta^A(\tau') = \frac{e^{x_A \tau'} - e^{-(n_{\min} - 1)(D-2+\eta)\tau'/2}}{x_A + (n_{\min} - 1)(D-2+\eta)/2} h^A,$$

(2.38)

where we have used the initial conditions $\xi^A(0) = 1$ and $\zeta^A(0) = 0$. Finally, we get

$$S_\tau = S^* + \sum_A \left( \delta c^A e^{x_A \tau'} + \lambda_0^{n_{\min} - 1} e^{x_A \tau'} - e^{-(n_{\min} - 1)(D-2+\eta)\tau'/2} \right) O_A,$$

(2.39)

to the order of $\lambda_0^{n_{\min} - 1}$ and $\delta c^A$. Note that if $x_A + (n_{\min} - 1)(D-2+\eta)/2 = 0$, we have

$$\frac{e^{x_A \tau'} - e^{-(n_{\min} - 1)(D-2+\eta)\tau'/2}}{x_A + (n_{\min} - 1)(D-2+\eta)/2} \bigg|_{x_A + (n_{\min} - 1)(D-2+\eta)/2=0} = \tau' e^{x_A \tau'}.$$

(2.40)

Let us discuss scaling dimensions of operators at the fixed point. In the conventional ERG formalism such as the WP equation, the scaling dimension $d_A$ of an operator $O_A$ can be determined from the time-evolution of $S_\tau$ in the direction of $O_A$. For example, let us consider the WP equation, which corresponds to the case $H(S^*) = 0$, i.e., $h^A = 0$. There $S_\tau$ is given by

$$S_\tau = S^* + \sum_A \delta c^A e^{x_A \tau'} O_A.$$

(2.41)

Because the time-dependence has a simple form of $e^{x_A \tau'}$, the scaling dimension $d_A$ is defined as $d_A = x_A$.

On the other hand, in the case of the GFERG equation, the time-dependence of $S_\tau$ in $O_A$ is a linear combination of $e^{x_A \tau'}$ and $e^{-(n_{\min} - 1)(D-2+\eta)\tau'/2}$ (see Eq. (2.39)). Therefore we should be careful about defining relevant or irrelevant operators and their scaling dimensions in this case. Recall that whether an operator is relevant or irrelevant corresponds to whether the amplitude of its coupling increases or not (i.e., its linearized flow departs from/converges to the fixed point) as $\tau'$ increases. Therefore, we find that an operator with positive (negative) $x_A$ should be called relevant (irrelevant) in GFERG like the conventional ERG formalism.

Let us discuss the scaling dimensions of relevant operators from the viewpoint of observable quantities in experiments. They can be measured by tuning parameters so that the system undergoes a phase transition. There, the observable quantities are determined by the infrared (IR) behavior of the system, which is described by the renormalized trajectory of the fixed point. Since the renormalized trajectory is defined by taking the IR limit ($\lambda_0 \to \infty$) with tuning the relevant (bare) couplings, one is led to consider the $\lambda_0 \to 0$ limit to define the scaling dimensions of relevant operators. Because the time-dependence of $S_\tau$ in the direction of $O_A$ in this limit is the same as the WP equation, we should define their scaling dimensions $d_A$ as $d_A = x_A$ like the conventional ERG formalism.

As for irrelevant operators, their scaling dimensions should be determined as the convergence speed to the fixed point when the theory sits on a critical surface. From Eq. (2.39),
we see that for a sufficiently large time \( \tau' \gg 1 \), the coefficient of the (irrelevant) operator \( \mathcal{O}_A \) is given by

\[
\delta c^A e^{x_A \tau'} + \lambda_0^{n_{\text{min}}-1} e^{x_A \tau'} - e^{-(n_{\text{min}}-1)(D-2+\eta)\tau'/2} h_A^{x_A} \times e^{-\tau'\min(|x_A|,(n_{\text{min}}-1)(D-2+\eta)/2)} (\tau' \gg 1).
\]

Therefore, from the above argument, the scaling dimension \( d_A \) of the irrelevant operator \( \mathcal{O}_A \) should be defined as

\[
d_A = -\min(|x_A|,n_{\text{min}}(D-2+\eta)).
\]

Here we comment on the case where the expansion coefficient \( h_A \) becomes zero. In this case, time-dependence of \( S_{\tau} \) in the direction of the corresponding operator is the same as in the WP equation, i.e., \( \delta c^A e^{x_A \tau'} \). Therefore, the scaling dimension of this operator is given by \( x_A \) regardless of whether they are relevant or irrelevant. We will encounter this case in the next section.

3 Example: Non-linear Sigma Model in \( 4-\epsilon \) Dimensions

In this section, we illustrate our results in Section 2 with the \( O(N) \) non-linear sigma model in \( 4-\epsilon \) dimensions and the WF fixed point.

3.1 GFERG Equation

Lagrangian of the non-linear sigma model is given by

\[
\mathcal{L} = \frac{1}{2g^2} \partial_{\mu} \phi_a \partial^\mu \phi_a,
\]

where \( \phi_a (i = 1, \ldots, N) \) is a real scalar field constrained by

\[
\phi_a \phi_a = 1.
\]

Note that this constraint requires the physical degree of freedom to be \( N - 1 \). \( g^2 \) is a bare coupling constant.

It is well-known that this model is defined non-perturbatively on the renormalized trajectory of the WF fixed point [52]. The \( O(N) \) linear sigma model with the quartic interaction also belongs to this WF universality class after the \( O(N) \) symmetry breaks spontaneously down to \( O(N-1) \) with a negative mass term. By setting \( D = 4 - \epsilon \) and solving the fixed point condition Eq. (2.24) of the WP equation with the \( \epsilon \) expansion [56], we get the action \( S_{WF}^* \) at the WF fixed point up to \( \mathcal{O}(\epsilon) \) as

\[
S_{WF}^* = -\int_p \frac{p^2}{2K(p)} \phi_a(p) \phi_a(-p) + \int_x \left( \frac{m^2}{2} \phi_a(x)^2 - \frac{\lambda_*}{8} (\phi_a(x)^2)^2 \right),
\]

where the (dimensionless) couplings \( m_*^2 \) and \( \lambda_* \) are defined as

\[
m_*^2 := \frac{\epsilon N + 2}{4N + 8}, \quad \lambda_* := -\frac{8\pi^2}{N + 8}.
\]

\( \lambda^* \) in Eq. (3.4) is different from that in Ref. [56] by a factor 2. There seems to be a typo in Ref. [56].
If the $O(N)$ symmetry is spontaneously broken, the theory contains one massive mode and $N - 1$ Nambu-Goldstone (NG) modes. When we focus on a much lower energy scale compared to the mass of the former, the massive particle becomes sufficiently heavy to decouples from the NG modes. These remaining NG bosons correspond to the $N - 1$ physical degrees of freedom in the non-linear sigma model in the IR region.

The gradient flow equation for this model is given in Ref. [54] as
\begin{equation}
\partial_t \varphi_a = \partial^2_\mu \varphi_a - (\varphi_b \partial^2_\mu \varphi_b) \varphi_a
\end{equation}
with the initial condition $\varphi_a(0, x) = \phi_a(x)$ for $a, b = 1, \ldots, N$. An advantage of adopting this flow equation is that in two-dimensions, correlation functions of the flowed field $\varphi_a(t, x)$ are UV-finite without additional wave function renormalization, i.e., $Z_\tau$ can be set to unity.

On the other hand, $Z_\tau$ cannot be omitted in the present case, which is obvious from the following results in order for the WF fixed point to exist.

The Wilson action of this model can be defined in the same way as Eq. (2.3) via the solution $\varphi_i'(t, x)$ to Eq. (3.5) with the initial condition $\varphi_i'(0, x) = \phi_a(x)$. The GFERG equation associated with this Wilson action is given by
\begin{equation}
\frac{\partial}{\partial \tau} e^{S_{\tau}[\phi_a]} = \int_p \left\{ \left[ 2p^2 + \frac{D + 2}{2} - \frac{\eta_\tau}{2} \right] \phi_a(p) + p_\mu \partial_{p_\mu} \phi_a(p) \right\} \frac{\delta}{\delta \phi_a(p)}
+ \frac{1}{24} \left[ 4p^2 k(p) + 2p^2 \frac{d k(p)}{dp^2} - \eta_\tau k(p) \right] \frac{1}{2} \frac{\delta^2}{\delta \phi_a(p) \delta \phi_a(-p)} e^{S_{\tau}[\phi_a]}
+ 2\lambda(\tau)^2 \int_x \frac{\delta}{\delta \phi_a(x)} \left( \phi_b(x) + \int_y D(x-y) \frac{\delta}{\delta \phi_b(y)} \right) \frac{\delta}{\delta \phi_a(x)}
\times \left( \phi_a(x) + \int_y D(x-y) \frac{\delta}{\delta \phi_a(y)} \right) e^{S_{\tau}[\phi_a]}.
\end{equation}

The terms in the third and the fourth lines of this equation are peculiar to GFERG, compared to the WP equation. Note that this GFERG equation is invariant under the global $O(N)$ symmetry and expected to preserve the constraint $\phi_a^2 = \text{const.}$ in the correlation functions.

### 3.2 Wilson-Fisher Fixed Point

Let us confirm that the GFERG equation Eq. (3.6) has the WF fixed point in the $\tau \to \infty$ limit. Since $S^*_{WF}$ satisfies $\partial_\tau S^*_{WF} = 0$ and the fixed point condition of the WP equation Eq. (2.24), all we have to confirm is the vanishing of $\lambda(\infty)$. As was seen in Section 2.2, the asymptotic behavior of $\lambda(\tau)$ at the large flow time is controlled by the signature of the quantity $D - 2 + \eta$. The anomalous dimension $\eta$ can be explicitly calculated with the $\epsilon$ expansion at this fixed point [56] and is given to $O(\epsilon^2)$ by
\begin{equation}
\frac{\eta}{2} = \frac{N + 2}{(N + 8)^2} \frac{\epsilon^2}{4}.
\end{equation}

Then, we get
\begin{equation}
D - 2 + \eta = 2 - \epsilon + \frac{N + 2}{(N + 8)^2} \epsilon^2
\end{equation}
to $O(\epsilon^2)$ in $D = 4 - \epsilon$. Since $\epsilon$ is small within the $\epsilon$ expansion, this quantity is positive. Recalling that $\lambda(\tau)$ behaves asymptotically as $\tau \to \infty$ like
\[
\lambda(\tau) \sim \exp \left( -\frac{\tau}{2} (D - 2 + \eta) \right),
\]
we conclude that $\lambda(\tau)$ vanishes at $\tau = \infty$. Therefore, we readily find that the action $S_{WF}^*$ at the WF fixed point satisfies the GFERG equation in the $\tau \to \infty$ limit.

Let us see the relationship between the signature of $D - 2 + \eta$ and the cluster decomposition principle concretely from the two-point function of the WF fixed point action. According to [56], the connected two-point function of $\phi_a$ is given to $O(\epsilon^2)$ by
\[
\langle \phi_a(p)\phi_b(-p) \rangle_{\text{connected}} = \frac{\delta_{ab}}{(p^2)^{2 - \frac{D}{2}}} \tag{3.10}
\]
in the momentum space. By performing the inverse Fourier transformation, we get
\[
\langle \phi_a(x)\phi_b(0) \rangle_{\text{connected}} \propto \frac{\delta_{ab}}{x^{D-2+\eta}} \tag{3.11}
\]
in the position space. From this equation, we can explicitly confirm that $D - 2 + \eta > 0$ follows from the cluster decomposition principle.

### 3.3 Perturbative Solution around WF Fixed Point

In this subsection, we solve Eq. (3.6) to $O(\epsilon)$ around the WF fixed point and study the flow structure around it. The solution to the general GFERG equation is already given in Eq. (2.39). In the present case, $D = 4 - \epsilon$ and $n_{\min} = 3$, and then $S_\tau$ is given to the linear order in $\epsilon$, $\delta c^A$ and $\lambda_0^2$ by
\[
S_\tau = S^* + \sum_A \left( \delta c^A e^{x_A \tau'} + \lambda_0^2 \frac{e^{x_A \tau'} - e^{-(2-\epsilon+\eta)\tau'}}{x_A + 2 - \epsilon + \eta} h^A \right) O_A. \tag{3.12}
\]

$h^A$ is defined in the same way as Eq. (2.34), where $H(S^*)$ is given by
\[
H(S^*) := -2e^{-S^*} \int_x \frac{\delta}{\delta \phi_a(x)} \left( \phi_b(x) + \int_y D(x-y) \frac{\delta}{\delta \phi_b(y)} \right) \times \frac{\partial^2}{\partial \mu} \left( \phi_b(x) + \int_y D(x-y) \frac{\delta}{\delta \phi_b(y)} \right) \left( \phi_a(x) + \int_y D(x-y) \frac{\delta}{\delta \phi_a(y)} \right) e^{S^*}. \tag{3.13}
\]

Here we study contributions of some eigenoperators to $S_\tau$ concretely around the WF fixed point. To this end, we must specify the eigenoperators $\{O_A\}$ of the linearized WP equation around it. The Wilson action is decomposed around the fixed point as $S_\tau = S^* + \delta S(\tau)$, and we use the local potential approximation (LPA), in which the fluctuation $\delta S(\tau)$ takes the following form:
\[
\begin{align*}
\delta S(\tau) &= \int_x V, \\
V &= \sum_{n=2}^{N_{\max}} \frac{g_{2n}(\tau)}{2^n n!} (\phi_a(x)^2)^n, \tag{3.14}
\end{align*}
\]
where \( g_{2n}(\tau) \) is the \( \tau \)-dependent coupling of the \( 2n \)-point vertex and \( N_{\text{max}} \) is the truncation level of the LPA larger than 2.

By substituting Eq. (3.14) into the linearized WP equation with respect to \( \delta S \), we can write down the time evolution equation for \( g_n(\tau) \) and calculate \( \hat{R} \) explicitly. Then we get a set of its eigenoperators \( \mathcal{O}_A \) by diagonalizing it. The detailed calculations are shown in Appendix C and we just cite its results here; \( \hat{R} \) has only one relevant operator

\[
\mathcal{O}_1 = \phi_a(x)^2 + \mathcal{O}(\epsilon) \quad \text{with} \quad x_1 = 2 - \epsilon \frac{N + 2}{N + 8} + \mathcal{O}(\epsilon^2),
\]

(3.15)

and the other local operators are all irrelevant. An example of the irrelevant operators is

\[
\mathcal{O}_2 = (\phi_a(x)^2)^2 - \frac{N + 2}{8\pi^2} \phi_a(x)^2 + \mathcal{O}(\epsilon) \quad \text{with} \quad x_2 = -\epsilon + \mathcal{O}(\epsilon^2).
\]

(3.16)

Note that this result does not depend on the truncation level \( N_{\text{max}} \).

Then we can calculate the expansion coefficient \( h^A \) for these operators and their contributions to \( S_{\tau} \). Because the right hand side of Eq. (3.13) has one factor of the Laplacian \( \partial^2_\mu \), \( H(S^*) \) is expanded with field operators with two or more derivatives. Thus as far as \( \mathcal{O}_A \) is a linear combination of operators without derivatives like \( (\phi_a(x)^2)^n \), its expansion coefficient \( h^A \) of \( H(S^*) \) is zero. Therefore, we find that their contributions to \( S_{\tau} \) within the LPA are given by

\[
S_{\tau} = S^* + \int_x \left[ \delta c^1 e^{\left(2-\epsilon(N+2)/(N+8)\right)\tau'} \mathcal{O}_1 + \delta c^2 e^{-\epsilon\tau'} \mathcal{O}_2 \right]
\]

\[
+ \sum_{A \neq 1,2} \left( \delta c^A e^{\tau_A \tau'} + \lambda_0^2 \frac{e^{\tau_A \tau'} - e^{-(D-2+\eta)\tau'}}{x_A + 2 - \epsilon} h^A \right) \mathcal{O}_A.
\]

(3.17)

Finally, let us discuss the scaling dimensions of the eigenoperators \( \mathcal{O}_A \) around the fixed point. As we have seen in the previous paragraph, the expansion coefficient \( h^A \) for a linear combination of the field operators without derivatives like \( (\phi_a(x)^2)^n \) is zero in the present case of the gradient flow equation Eq. (3.5). Thus, the time dependence of \( S_{\tau} \) in the direction of such operators is just given by \( e^{\tau A t} \) as seen from Eq. (3.17). Because this time dependence agrees with the WP equation, we conclude that such operators have the same scaling dimensions as the WP equation. For operators with derivatives, which appear when one goes beyond the LPA, their expansion coefficients \( h^A \) do not vanish in general. In such a case, the non-linear terms in the gradient flow equation give a difference between the GFERG equation and the WP equation. Therefore the scaling dimensions of those operators are different from those of the WP equation if they are irrelevant. It should be noted that this result highly depends on the form of the non-linear terms in the gradient flow equation.

4 Summary and Discussion

In this paper, we have discussed GFERG for scalar field theories in general and investigated its fixed point structure. We have explicitly written down the GFERG equation with an
arbitrary gradient flow equation and then discussed its fixed point action. Remarkably, the fixed points appear for a large flow time limit and are precisely the same as those of the WP equation due to the vanishing of the terms involving $\lambda(\tau)$, originating from the non-linear terms in the gradient flow equation. Furthermore, we have calculated the scaling dimensions of operators around the fixed points by solving the GFERG equation to the leading order of the deviations from the fixed points and $\lambda_0$. We find that the relevant operators around the fixed points of the GFERG equation have the same scaling dimensions as those of the WP equation, while the irrelevant operators have different ones generally. Therefore, critical exponents around the fixed points of the GFERG equation are the same as those of the corresponding fixed points of the WP equation, resulting in the same prediction for its low-energy physics.

We have illustrated these results with a concrete example, the $O(N)$ non-linear sigma model in $4-\epsilon$ dimensions. In this model, the GFERG equation has the WF fixed point for a large flow time, like the WP equation for the $O(N)$ linear sigma model. Within the leading order of the $\epsilon$ expansion, the Wilson action around the fixed point contains a relevant operator $\phi^2_a$ with the scaling dimension $2-\epsilon(N+2)/(N+8)$ and an irrelevant operator $(\phi^2_a)^2 - ((N+2)/8\pi^2)\phi^2_a$ with the scaling dimension $-\epsilon$, which agree with those around the fixed point in the WP equation (up to redefinition of the operators). These results are consistent with the above general discussion.

There are some open questions to be considered. As stated above, irrelevant operators in the GFERG equation have different scaling dimensions from those in the WP equation in general. On the other hand, it is believed that different schemes provide the same scaling dimensions within ERG by a field redefinition. Thus it seems that GFERG is not a kind of ERG but an alternative framework to study the low-energy physics in the Wilsonian sense. We, however, emphasize that GFERG gives the same prediction on the low-energy renormalized theory as ERG. This is because they have the same renormalized trajectories and critical exponents around the fixed points. This point will be confirmed by further studies elsewhere.

The Gaussian fixed point can arise in the GFERG equation of the $O(N)$ non-linear sigma model in addition to the WF one. This fact seems mysterious because the $O(N)$ non-linear sigma model belongs to the universality class characterized by the WF fixed point rather than the Gaussian one. The existence of the Gaussian fixed point seems extra. However, we should note that the action at the Gaussian fixed point does not satisfy the constraint $\phi^2_a = $ const., which is always respected by the GFERG flow. Thus this Gaussian fixed point is only apparent and that the corresponding flow will never converge to it whatever the initial condition of the GFERG equation is. In other words, any initial points satisfying the condition $\phi^2_a = 1$ at $\tau = 0$ do not flow into the Gaussian fixed point for $\tau \to \infty$.

We also comment on our discussion to obtain the fixed points of the GFERG equation in Section 2.2. Although the vanishing of $\lambda(\tau)$ is essential there, we have an exceptional case in which $\lambda(\tau)$ does not depend on the RG flow time $(d\lambda(\tau)/d\tau = 0)$, i.e., $\eta_\tau = 2 - D$ holds for an arbitrary flow time $\tau$. In particular, this equation requires $\eta_\tau$ to be zero in two-dimensions. This means that $Z_{\tau}$ is also time-independent constant, and we do not
need to perform the additional wave function renormalization for the fields \( \varphi_i \) to keep their correlation functions UV finite. An example is the non-linear sigma model in two-dimensions [54], with which the GFERG equation associated can have fixed points that are not covered by our argument.

As a possible future direction, it is interesting to consider gauge theories or gravity within GFERG. Since the most plausible point of GFERG is its manifest gauge invariance, it would help us to investigate their fixed point structures in a gauge invariant way. However, the situation there is expected to be different from the case of scalar field theories. The key point of our analysis is the vanishing of \( \lambda(\tau) \), and this quantity should not vanish for gauge theories or gravity for a large flow time. Indeed, as was discussed in the original paper [47], the counterpart of \( \lambda(\tau) \) in the pure Yang-Mills theory is given by \( e^{-\tau(D-4)/2} Z^{-1/2}_\tau \), and becomes \( \tau \)-independent constant because \( Z_\tau \) can be set to unity in \( D = 4 \). Thus our present argument is not applied to them straightforwardly and we need more detailed arguments for GFERG in these theories, which is left as future work.
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A Notation

In this paper, we use the following compact notation for integrals:

\[
\int_x := \int d^Dx, \quad \int_p := \int \frac{d^Dp}{(2\pi)^D},
\]

where \( p \) denotes a momentum. The Dirac’s delta function in real space is given by

\[
\delta^D(x) = \int_p e^{ip \cdot x}.
\]

The Fourier transformation of \( \phi(x) \) is

\[
\phi(x) = \int_p \phi(p)e^{ip \cdot x}, \quad \phi(p) = \int_x \phi(x)e^{-ip \cdot x}.
\]

The functional derivative with respect to the field in the momentum space \( \phi(p) \) is defined by the Fourier transformation as

\[
\frac{\delta}{\delta \phi(p)} := \int_x e^{ip \cdot x} \frac{\delta}{\delta \phi(x)}.
\]
which satisfies the following normalization:

$$\frac{\delta}{\delta \phi(q)} \phi(p) = \int_x e^{i(q-p)\cdot x} = (2\pi)^D \delta^D(p-q). \quad (A.5)$$

The Laplacian $\partial^2_\mu$ is defined as

$$\partial^2_\mu := \sum_{\mu=1}^D \frac{\partial}{\partial x^\mu} \frac{\partial}{\partial x^\mu}. \quad (A.6)$$

**B Comment on Fixed Points of GFERG Equation at Finite Time**

In this section, we discuss fixed points of the general GFERG equation at the finite flow time. Because $\partial_\tau S^* = 0$ is required at an arbitrary time, $S^*$ should satisfy

$$\left( \phi_a(x) + \int_y D(x-y) \frac{\delta}{\delta \phi_a(y)} \right) e^{S^*} = 0 \quad (B.1)$$

in addition to the fixed point condition of the WP equation. The solution to this equation can be found easily and given by

$$S^* = -\frac{1}{2} \int_{x,y} D(x-y) \phi_a(x) \phi_a(y) = -\frac{1}{2} \int_{p} \frac{k(p)}{p^2} \phi_a(p) \phi_a(-p). \quad (B.2)$$

The fixed point condition of the WP equation requires $k(p)$ to satisfy

$$\left( 4p^2k(p) + 2p^2 \frac{dk(p)}{dp^2} - \eta \tau k(p) \right) \left( \frac{k(p)}{p^2} \right)^2 - 1 = 0 \quad (B.3)$$

Because $k(p)$ is given by $K(p)(1-K(p)) = e^{-p^2}(1-e^{-p^2})$, it does not satisfy Eq. (B.3) and therefore we have no fixed point at finite time.

**C RG Flow Structure around Wilson-Fisher Fixed Point**

In this section, we study the RG flow structure of the WP equation around the WF fixed point using the local potential approximation.

Within this approximation, $S_\tau$ takes the following form:

$$S_\tau = S^* + \delta S(\tau), \quad (C.1)$$

where

$$\delta S(\tau) = \int_x V$$

$$V = \sum_{n=2}^{N_{\text{max}}} g_{2n}(\tau) \frac{1}{2^n n!} (\phi_a(x)^2)^n. \quad (3.14)$$
Substituting these equations into the linearized WP equation, we get
\[
\partial_\tau g_{2n} = (-2n + 4 + (n-1)\epsilon)g_{2n} + \frac{N + 2n}{16\pi^2} \left(1 + \frac{\epsilon}{2} \log 4\pi\right)g_{2n+2} + 4nm^2g_{2n} + 4n(n-1)\lambda g_{2n-2}
\]  
(C.2)
to \(O(\epsilon)\). For simplicity, let us define \(\chi_n\) as
\[
\chi_n(\tau) := \left(\frac{N}{32\pi^2}\right)^{n-1} g_{2n}(\tau),
\]  
(C.3)
and Eq. (C.2) is rewritten in terms of them as
\[
\partial_\tau \chi_n = \hat{R}_{nm} \chi_m,
\]  
(C.4)
where
\[
\hat{R}_{nm} := A_{nm} + \epsilon B_{nm},
\]  
(C.5)
\[
A_{nm} := 2(2-n)\delta_{n,m} + 2\frac{N + 2n}{N}\delta_{n+1,m},
\]  
(C.6)
\[
B_{nm} := \left(\frac{2(N + 5)}{N + 8}n - 1\right)\delta_{n,m} - \frac{N}{N + 8}n(n-1)\delta_{n-1,m} + \log 4\pi \frac{N + 2n}{N}\delta_{n+1,m}.
\]  
(C.7)
Note that the eigenvalues of \(\hat{R}_{nm}\) do not change under the above transformation Eq. (C.3).

Let us calculate eigenvalues of \(\hat{R}_{nm}\) by the perturbation theory with respect to \(\epsilon\). The left- and right-eigenvector of \(A_{nm}\) of the eigenvalue 2 is given by
\[
v_L^R = (1, 0, \ldots, 0),
\]  
(C.8)
\[
v_R^L = (1, (v_R^L)_n),
\]  
(C.9)
where
\[
(v_R^L)_n = \prod_{m=2}^{n} \frac{1}{m-1} \frac{N + 2m - 2}{N}
\]  
(C.10)
for \(n \geq 2\). Note that \(v_R^L \cdot v_L^R = 1\) and \(v_R^L\) corresponds to the operator \(\frac{1}{2}\phi_n^2\). Then, the eigenvalue of \(\hat{R}_{nm}\) at \(O(\epsilon)\) is calculated as
\[
2 + \epsilon \frac{v_L^R \cdot B \cdot v_L^R}{v_L^R \cdot v_L^R} = 2 - \frac{N + 2}{N + 8} \epsilon.
\]  
(C.11)

Next, let us calculate the correction for the eigenvalue 0. The left- and right-eigenvector of \(A_{nm}\) with the eigenvalue 0 is given by
\[
v_L^L = \left(-\frac{N + 2}{N}, 1, 0, \ldots, 0\right),
\]  
(C.12)
\[
v_R^R = (0, 1, (v_R^R)_n),
\]  
(C.13)
where

\[(v^R_2)_n = \prod_{m=3}^{n} \frac{1}{m-2} \frac{N + 2m - 2}{N} \quad (C.14)\]

for \(n \geq 3\). Note that \(v^R_2 \cdot v^L_2 = 1\) and \(v^L_2\) corresponds to the operator \(\frac{1}{8}(\phi_2^2)^2 - \frac{N+2}{64\pi^2} \phi_2^2\).

Then, the correction to the eigenvalue 0 at \(O(\epsilon)\) is given by

\[0 + \epsilon \frac{v^R_2 \cdot B \cdot v^L_2}{v^R_2 \cdot v^L_2} = -\epsilon. \quad (C.15)\]

Finally, let us calculate the correction for the eigenvalue \(-2\). The left- and right-eigenvector of \(A_{nm}\) with the eigenvalue \(-2\) is given by

\[v^L_3 = \left( \frac{(N + 2)(N + 4)}{2N^2}, -\frac{N + 4}{N}, 1, 0, \ldots, 0 \right) \quad (C.16)\]

\[v^R_3 = (0, 0, 1, (v^R_3)_n), \quad (C.17)\]

where

\[(v^R_3)_n = \prod_{m=4}^{n} \frac{1}{m-3} \frac{N + 2m - 2}{N} \quad (C.18)\]

for \(n \geq 4\). Note that \(v^R_3 \cdot v^L_3 = 1\) and \(v^L_3\) corresponds to the operator \(\frac{(N+2)(N+4)}{(64\pi^2)^2} \phi_2^2 - \frac{N+4}{256\pi^2} (\phi_2^2)^2 + \frac{1}{128} (\phi_2^2)^3\). Then, the correction for the eigenvalue \(-2\) at \(O(\epsilon)\) is

\[-2 + \epsilon \frac{x^R_2 \cdot B \cdot x^L_2}{x^R_2 \cdot x^L_2} = -2 - \frac{N - 26}{N + 8} \epsilon. \quad (C.19)\]

Note that these results hold for any number of the truncation level \(N_{\text{max}}\).
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