Ω-RESULT ON COEFFICIENTS OF AUTOMORPHIC $L$-FUNCTIONS OVER SPARSE SEQUENCES

HUIXUE LAO AND HONGBIN WEI

Abstract. Let $\lambda_f(n)$ denote the $n$-th normalized Fourier coefficient of a primitive holomorphic form $f$ for the full modular group $\Gamma = \text{SL}_2(\mathbb{Z})$. In this paper, we are concerned with $\Omega$-result on the summatory function $\sum_{n \leq x} \lambda_f^2(n^2)$, and establish the following result

$$\sum_{n \leq x} \lambda_f^2(n^2) = c_1 x + \Omega(x^{\frac{4}{9}}),$$

where $c_1$ is a suitable constant.

1. Introduction and main results

According to the Langlands program, there are many hidden structures underlying the Fourier coefficients of an automorphic form. Thus it is very important and essential to investigate its summatory function over a certain sequence.

Let $H^*_k$ be the set of all normalized Hecke eigencuspforms of even integral weight $k$ for the full modular group $\Gamma = \text{SL}_2(\mathbb{Z})$. For $f(z) \in H^*_k$, $f(z)$ has the following Fourier expansion at the cusp $\infty$

$$f(z) = \sum_{n=1}^{\infty} \lambda_f(n) n^{\frac{k-1}{2}} e^{2\pi inz},$$

where $\lambda_f(n)$ is real and satisfies the multiplicative property

$$\lambda_f(m) \lambda_f(n) = \sum_{d | (m,n)} \lambda_f \left( \frac{mn}{d^2} \right)$$

for any integers $m \geq 1$ and $n \geq 1$.

The size and oscillations of $\lambda_f(n)$ deserve deep research. In 1974, Deligne
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proven the Ramanujan-Peterson conjecture
\begin{equation}
|\lambda_f(n)| \leq d(n),
\end{equation}
where \( d(n) \) is the Dirichlet divisor function.

Hafner and Ivić [4] obtained an \( O \)-estimate and \( \Omega \)-results for \( \sum_{n \leq x} |\lambda_f(n)| \). The second moment \( \sum_{n \leq x} |\lambda_f(n)|^2 \) was treated in Rankin [16] and Selberg [21]. Subsequently, Rankin [17, 18, 19] initiated the theme of lower and upper estimates for the power moments \( \sum_{n \leq x} |\lambda_f(n)|^{2\beta} \) for \( \beta > 0 \). Lau, Lü and Wu [12] studied the summation \( \sum_{n \leq x} \lambda_j^2(n) \), where \( j = 3, 4, 5, 6, 7, 8 \), and showed that
\begin{equation}
\sum_{n \leq x} \lambda_j^2(n) = \sum_{n \leq x} \lambda_j(n) = \frac{xP_j}{\log x} + O_{f,\varepsilon}(x^{\theta_j + \varepsilon}),
\end{equation}
where the constants \( \theta_j \) are given in Theorem 1 of Lau, Lü and Wu [12]. Denoting by \( \Delta_j(f; x) \) the error term in (1.3), they also obtained the lower bound of \( \Delta_j(f; x) \) using the Omega Theorem of Kühleitner and Nowak [9].

On the other hand, the sum over squares \( \sum_{n \leq x} \lambda_f(n^2) \) was considered in Ivić [5], Fomenko [2] and Sankaranarayanan [20]. Lü [14] obtained the bound of \( \sum_{n \leq x} \lambda_j^2(n^j) \) with \( j = 3, 4 \). Lao and Sankaranarayanan [10] established the asymptotic formula of the sum \( \sum_{n \leq x} \lambda_j^2(n^j) \), where \( j = 2, 3, 4 \).

In this paper, we are concerned with \( \Omega \)-result on the error term of the asymptotic formula of \( \sum_{n \leq x} \lambda_j^2(n^j) \). Let
\begin{equation}
E(f, x) = \sum_{n \leq x} \lambda_j^2(n^2) - c_1 x.
\end{equation}
Based on the Omega Theorem of Kühleitner and Nowak [9] (see Lemma 2.1 in Section 2), we establish the following result.

**Theorem 1.1.** Let \( f(z) \in \mathcal{H}_k \), and \( \lambda_j(n) \) denote its \( n \)-th normalized Fourier coefficient. Then we have
\begin{equation}
E(f, x) = \Omega(x^{\frac{1}{2}}).
\end{equation}

**Remark.** It seems that one can consider similar omega-problems for sums over cubes or 4th powers by similar arguments. However, for the sum \( \sum_{n \leq x} \lambda_j^2(n^3) \), the condition (C) in Lemma 2.1 is not satisfied, and for the sum \( \sum_{n \leq x} \lambda_j^2(n^4) \), the corresponding generating function has a factor \( L(\text{sym}^6 f \times \text{sym}^6 f, s) \), whose analytic properties are not clear (since the automorphy of the \( j \)th symmetric power lift of an automorphic cuspidal representation over \( \text{GL}_2(A_{QQ}) \) is only known for \( j \leq 4 \), see e.g. [3, 7, 8, 22]).
2. Some lemmas

In this section we recall or establish some results, which we shall use in the proof of our main result.

**Lemma 2.1.** Let $a(n)$ be an arithmetic function which possesses a generating Dirichlet series

$$
\sum_{n=1}^{\infty} \frac{a(n)}{n^s} = F(s) = \frac{f_1(m_1 s) \cdots f_K(m_K s)}{g_1(n_1 s) \cdots g_J(n_J s)} h(s)
$$

in a suitable half-plane of convergence, where

(A) for $K \in \mathbb{N}$ and $J \in \mathbb{N}_0$, $m_1 \leq \cdots \leq m_K$ and $n_1 \leq \cdots \leq n_J$ are positive integers.

(B) for each $k = 1, \ldots, K$, $f_k(s)$ is a meromorphic function in a certain half-plane $\Re s > \sigma_k^*$ with at most finitely many poles, which possesses a representation as a Dirichlet series

$$
f_k(s) = \sum_{n=1}^{\infty} \frac{a_k(n)}{n^s}
$$

for $\Re s > 1$, with $a_k(1) \neq 0$, $a_k(n) \ll n^\varepsilon$ as $n \to \infty$, for each $\varepsilon > 0$. For every $\sigma' > \sigma_k^*$,

$$
f_k(\sigma + it) \ll |t|^C \quad (\text{as } |t| \to \infty)
$$

uniformly in $\sigma \geq \sigma'$, with an appropriate constant $C$ depending on $\sigma'$.

Furthermore, there exist positive real numbers $\kappa_k$, $k = 1, \ldots, K$, with the property that $\sum_{k=1}^{K} \kappa_k > 1$, such that

$$
\left| \frac{f_k(\sigma + it)}{f_k(1 - \sigma + it)} \right| \gg |t|^\kappa_k(\frac{1}{2} - \sigma) \quad (\text{as } |t| \to \infty)
$$

on the vertical line $\sigma = m_k \alpha$, where

$$
\alpha := \frac{\sum_{k=1}^{K} \kappa_k - 1}{2 \sum_{k=1}^{K} m_k \kappa_k}.
$$

(C) for $j = 1, \ldots, J$ (if $J > 0$), $g_j(s)$ is a meromorphic function with at most finitely many poles in a half-plane $\Re s > \sigma_j^*$. For every $\varepsilon > 0$ there exists a $\delta = \delta(\varepsilon) > 0$, such that $g_j(s)$ has at most $O(T^{1-\delta})$ zeros in the domain $\Re s \geq \sigma_j^* + \varepsilon$, $0 \leq \Im s \leq T$. In a certain half-plane of convergence,

$$
g_j(s) = \sum_{n=1}^{\infty} \frac{b_j(n)}{n^s}
$$

with $b_j(n) \in \mathbb{C}$, $b_j(1) \neq 0$. The inverse arithmetic function with respect to Dirichlet multiplication (denoted by $b_j^*(n)$) satisfies $b_j^*(n) \ll n^\varepsilon$ as $n \to \infty$, for each $\varepsilon > 0$. For every $\sigma' > \sigma_j^*$,

$$
g_j(\sigma + it) \ll |t|^C \quad (\text{as } |t| \to \infty)$$
uniformly in $\sigma \geq \sigma^\prime$, with an appropriate constant $C$ depending on $\sigma^\prime$.

(D) for some $\sigma_0 < \alpha$, $h(s)$ is a meromorphic function on $\{s \in \mathbb{C} : \text{Re } s \geq \sigma_0\}$ with at most finitely many poles, and satisfies $h(\sigma + it) \ll |t|^C$ (as $|t| \to \infty$)

uniformly in $\sigma \geq \sigma_0$, with an appropriate constant $C$. At least in the half-plane $\text{Re } s > 1$, $h(s)$ has a representation as a Dirichlet series

$$h(s) = \sum_{n=1}^{\infty} \frac{c(n)}{n^s},$$

with $c(1) \neq 0$, $c(n) \ll n^\varepsilon$ as $n \to \infty$, for every $\varepsilon > 0$.

(E) for $j = 1, \ldots J$ (if $J > 0$), $n_j \alpha > \sigma^j$, and for $k = 1, \ldots, K$,

$$\frac{\sigma^k}{m_k} < \alpha < \frac{1 - \sigma^k}{m_k}.$$

(F) $H(x)$ is an arbitrary expression of the form

$$H(x) = \sum_{i=1}^{I} x^{\beta_i} P_i(\log x)$$

where $\beta_i \in \mathbb{C}$, $\alpha < \text{Re } \beta_i \leq 1$, and $P_i$ are polynomials ($i = 1, \ldots, I$).

Under the general conditions (A)-(F), we have, for $x \to \infty$,

$$E(x) := \sum_{n \leq x} a(n) - H(x) = \Omega(x^\alpha).$$

Proof. This is Theorem 2 in Kühleitner and Nowak [9]. □

Lemma 2.2. Let $f(z) \in H^*_k$, and $\lambda_f(n)$ denote its $n$-th normalized Fourier coefficient. For $j = 2, 3, 4$, we introduce

$$L_j(s) = \sum_{n=1}^{\infty} \frac{\lambda^j_f(n)}{n^s}, \quad \text{Re } s > 1.$$

Let $L(\text{sym}^3 f, s)$ be the $j$-th symmetric power $L$-function associated with $f$, and $L(\text{sym}^3 f \times \text{sym}^3 f, s)$ be the Rankin-Selberg $L$-function of $\text{sym}^3 f$ and $\text{sym}^3 f$. Then, we have that for $\text{Re } s > 1$,

$$L_j(s) = L(\text{sym}^3 f \times \text{sym}^3 f)V_j(s),$$

where $V_j(s)$ converges uniformly and absolutely in the half-plane $\text{Re } s \geq \frac{1}{2} + \varepsilon$ for any $\varepsilon > 0$.

Proof. See Lemma 1.1 in Lao and Sankaranarayanan [10]. □

Lemma 2.3. Let $f(z) \in H^*_k$, define $F_j(s) = \sum_{n \geq 1} \lambda^j_f(n)n^{-s}$, where $\text{Re } s > 1$. Then

$$F_j(s) = G_j(s)H_j(s)$$

for $j = 0, 1, 2, 3, 4, 5, 6, 7, 8$, where

$$G_j(s) = \sum_{n \geq 1} \lambda^j_f(n)n^{-s}, \quad H_j(s) = \sum_{n \geq 1} \lambda^j_f(n)n^{-s}.$$
where
\[ G_0(s) = \zeta(s), \quad G_1(s) = L(f, s), \quad G_2(s) = \zeta(s)L(\text{sym}^2 f, s), \]
\[ G_3(s) = L(f, s)^2 L(\text{sym}^3 f, s), \]
\[ G_4(s) = \zeta(s)^2 L(\text{sym}^2 f, s)^3 L(\text{sym}^4 f, s), \]
\[ G_5(s) = L(f, s)^3 L(\text{sym}^3 f, s)^3 L(\text{sym}^4 f \times f, s), \]
\[ G_6(s) = \zeta(s)^3 L(\text{sym}^2 f, s)^3 L(\text{sym}^4 f)^4 L(\text{sym}^4 f \times f, s), \]
\[ G_7(s) = L(f, s)^{13} L(\text{sym}^3 f, s)^6 L(\text{sym}^4 f \times f, s)^5 L(\text{sym}^4 f \times \text{sym}^3 f, s), \]
\[ G_8(s) = \zeta(s)^{13} L(\text{sym}^2 f, s)^{21} L(\text{sym}^4 f, s)^{13} L(\text{sym}^4 f \times \text{sym}^2 f, s)^6 \]
\[ L(\text{sym}^4 f \times \text{sym}^3 f, s), \]

and the function \( H_j(s) \) admits a Dirichlet series convergent absolutely in \( \Re s > \frac{1}{2} \) and \( H_j(s) \neq 0 \) for \( \Re s = 1 \).

Proof. This is Lemma 2.1 in Lau, Lü and Wu [12]. \( \square \)

Lemma 2.4. The Dirichlet series \( L_2(s) \) admits the factorization
\[ L_2(s) = G(s)\psi(2s)\gamma(s), \]
where \( G(s) = L(\text{sym}^2 f \times \text{sym}^2 f, s), \psi(s) = \frac{G^\ast(s)}{G(s)} \), and \( \gamma(s) \) is defined by a Dirichlet series that is absolutely convergent in \( \Re s > \frac{1}{3} \). Moreover, the meromorphic function \( \psi(s) \) has no pole on the line \( \Re s = 1 \).

Proof. In view of the multiplicity of \( \lambda_f^2(n^2) \), we can write \( L_2(s) \) in (2.1) as an Euler product
\[ L_2(s) = \prod_p (1 + \sum_{v \geq 1} \frac{\lambda_f^2(p^{2v})}{p^{\nu s}}). \]
Calculating the logarithm of both sides in (2.3)
\[ \log L_2(s) = \sum_p \log(1 + \sum_{v \geq 1} \frac{\lambda_f^2(p^{2v})}{p^{2\nu s}}). \]
Applying Taylor-type formula on the right-hand side of (2.4), we learn the \( p \)-local factor of \( \log L_2(s) \) is
\[ \frac{\lambda_f^2(p^2)}{p^{2s}} + \frac{\lambda_f^2(p^4)}{p^{4s}} - \frac{1}{2} \frac{\lambda_f^2(p^2)}{p^{2s}} + O(p^{-3s}). \]
From [1], we learn that the Hecke \( L \)-function attached to \( f(z) \in H^*_k \)
\[ L(f, s) = \sum_{n=1}^{\infty} \frac{\lambda_f(n)}{n^s} = \prod_p (1 - \alpha_f(p)p^{-s})^{-1}(1 - \beta_f(p)p^{-s})^{-1}, \]
where \( \alpha_f(p) \) and \( \beta_f(p) \) satisfy
\[ \lambda_f(p) = \alpha_f(p) + \beta_f(p), \quad |\alpha_f(p)| = |\beta_f(p)| = \alpha_f(p)\beta_f(p) = 1. \]
Let \( f(z) \in H_k \), the Rankin-Selberg \( L \)-function attached to \( \text{sym}^i f \) and \( \text{sym}^j f \) is defined as

\[
L(\text{sym}^i f \times \text{sym}^j f, s) := \prod_p \prod_{m=0}^i \prod_{\mu=0}^j (1 - \alpha_f(p)^{i-m} \beta_f(p)^m \alpha_f(p)^{i-j} \beta_f(p)^j p^{-s})^{-1}
\]

(2.7)

\[
= \prod_p \prod_{m=0}^i \prod_{\mu=0}^j (1 - \alpha_f(p)^{(i+j) - 2(m+\mu)} p^{-s})^{-1}, \quad \text{Re} \, s > 1.
\]

The product over primes also gives a Dirichlet series representation for \( L(\text{sym}^i f \times \text{sym}^j f, s) \), for \( \text{Re} \, s > 1 \),

\[
L(\text{sym}^i f \times \text{sym}^j f, s) = \sum_{n=1}^\infty \frac{\lambda_{\text{sym}^i f \times \text{sym}^j f}(n)}{n^s},
\]

where \( \lambda_{\text{sym}^i f \times \text{sym}^j f}(n) \) is a multiplicative function. Then we have that for \( \text{Re} \, s > 1 \),

\[
L(\text{sym}^i f \times \text{sym}^j f, s) = \prod_p (1 + \sum_k \frac{\lambda_{\text{sym}^i f \times \text{sym}^j f}(p^k)}{p^{ks}}).
\]

Taking \( i = j = 2 \) in (2.7), we have

\[
L(\text{sym}^2 f \times \text{sym}^2 f, s) = \prod_p (1 - \alpha_f(p)^4 p^{-s})^{-1} (1 - \alpha_f(p)^2 p^{-s})^{-2} (1 - p^{-s})^{-3}
\]

(2.8)

\[
(1 - \alpha_f(p)^{-2} p^{-s})^{-2} (1 - \alpha_f(p)^{-4} p^{-s})^{-1}.
\]

Calculating the logarithm of both sides in (2.8), we have

\[
\log L(\text{sym}^2 f \times \text{sym}^2 f, s) = \sum_p (-\log(1 - \alpha_f(p)^4 p^{-s}) - 2 \log(1 - \alpha_f(p)^2 p^{-s})
\]

\[
- 3 \log(1 - p^{-s}) - 2 \log(1 - \alpha_f(p)^{-2} p^{-s})
\]

\[
- \log(1 - \alpha_f(p)^{-4} p^{-s})).
\]

(2.9)

Applying Taylor-type formula \( \log(1 - x) = \sum_{\vartheta=1}^\infty \frac{x^\vartheta}{\vartheta} \) on the right-hand side in (2.9), we learn \( p \)-local factor of log \( L(\text{sym}^2 f \times \text{sym}^2 f, s) \) is

\[
\sum_{\vartheta=1}^\infty \frac{\partial^\vartheta (\alpha_f^4(p) + 2 \alpha_f^2(p) + 3 + 2 \alpha_f^{-2}(p) + \alpha_f^{-4}(p))}{\partial p^{\vartheta s}}
\]

(2.10)

\[
= \sum_{\vartheta=1}^\infty \frac{(\alpha_f^2(p) + \alpha_f^{-\vartheta}(p))^4 - 2(\alpha_f^2(p) + \alpha_f^{-\vartheta}(p))^2 + 1}{\partial p^{\vartheta s}}.
\]

Writing \( \alpha_f(p) = e^{i\theta} = \cos \theta + i \sin \theta \), (2.10) becomes

\[
\sum_{\vartheta=1}^\infty \frac{(2 \cos(\vartheta \theta))^4 - 2(2 \cos(\vartheta \theta))^2 + 1}{\partial p^{\vartheta s}}.
\]
Let \( U_n(x) \) be the \( n \)-th Chebyshev polynomial of the second kind, then

\[
U_n(\cos \theta) = \frac{\sin((n + 1)\theta)}{\sin\theta}.
\]

In particular, \( U_1(\cos(\vartheta\theta)) = 2\cos(\vartheta\theta) \). Thus \( p \)-local factor of \( \log L(\text{sym}^2 f \times \text{sym}^2 f, s) \) is

\[
\sum_{\vartheta=1}^{\infty} \frac{U_1^4(\cos(\vartheta\theta)) - 2U_1^2(\cos(\vartheta\theta)) + 1}{p^{\vartheta s}} = \frac{U_1^4(\cos \theta) - 2U_1^2(\cos \theta) + 1}{p^s} + \frac{\frac{1}{2} - U_1^2(\cos(2\theta)) + \frac{1}{2}U_1^4(\cos(2\theta))}{p^{2s}} + O(p^{-3s}).
\]

Hence, the difference between the local factors of \( \log L_2(s) \) and \( \log L(\text{sym}^2 f \times \text{sym}^2 f, s) \) equals

\[
\Delta P = \frac{\lambda_f^2(p^2) - (U_1^4(\cos \theta) - 2U_1^2(\cos \theta) + 1)}{p^s} + \frac{\lambda_f^2(p^4) - \frac{1}{2} \lambda_f^4(p^2) - (\frac{1}{2} - U_1^2(\cos(2\theta)) + \frac{1}{2}U_1^4(\cos(2\theta))}{p^{2s}} + O(p^{-3s})
\]

\[
= \frac{\Delta P_1}{p^s} + \frac{\Delta P_2}{p^{2s}} + O(p^{-3s}).
\]

From the theory of Hecke operators, we have the following recursive relation (2.11)

\[
\lambda_f(p') = \lambda_f(p^{j-1})\lambda_f(p) - \lambda_f(p^{j-2}).
\]

In view of (2.6), we know \( \lambda_f(p) = 2\cos \theta = U_1(\cos \theta) \). Thus we have \( \Delta P_1 = 0 \). By the recursive relation (2.11), we get

\[
\lambda_f^2(p^4) - \frac{1}{2} \lambda_f^4(p^2) = \frac{1}{2} \lambda_f^2(p) - 4 \lambda_f^4(p) + 8 \lambda_f^2(p) - 4 \lambda_f^2(p) + \frac{1}{2}.
\]

Observing that \( U_1(\cos(2\theta)) = U_1^2(\cos \theta) - 2 \) and \( \lambda_f(p) = U_1(\cos \theta) \), we obtain

\[
\Delta P_2 = -3U_1^4(\cos \theta) + 8U_1^2(\cos \theta) - 4.
\]

The local factor of \( \log G_1(s) \) is

(2.12)

\[
\sum_{\vartheta=1}^{\infty} \frac{U_1(\cos(\vartheta\theta))^4}{\text{vp}^{\vartheta s}},
\]

which is (4.3) in [12]. From Lemma 2.3 and (2.12), we have

\[
L_2(s) = \frac{L(\text{sym}^2 f \times \text{sym}^2 f, s)G_2^6(2s)}{G_1^2(2s)G_2^4(2s)}\gamma(s),
\]

where \( \gamma(s) \) is a Dirichlet series that is absolutely convergent in \( \text{Re } s > \frac{1}{4} \). From Lemma 7.1 in [11], we learn that \( G_{2j}(s) \) has a pole of order \( g_{2j} = \frac{2j}{2j+1} \), at \( s = 1 \), i.e., \( g_0 = 1, g_2 = 1, g_4 = 2, g_6 = 5, g_8 = 14 \). Let

\[
\psi(s) = \frac{G_2^6(s)}{G_0^2(s)G_2^4(s)}.
\]
Hence the order of $\psi(s)$ at $s = 1$ is equal to $-2$, which shows that $\psi(s)$ has no pole on the line $\text{Re } s = 1$. This completes the proof. □

3. Proof of Theorem 1.1

We apply Lemma 2.1 to the sum $\sum_{n \leq x} \lambda_f^2(n^2)$ and establish its $\Omega$-result on the error term of the asymptotic formula. According to Lemma 2.4, we write

$$L_2(s) = \frac{f_1(s)}{g_1(2s)} h(s),$$

where

$$f_1(s) = L(sym^2 f \times sym^2 f, s), \quad g_1(s) = G_0^1(s)G_1^2(s), \quad h(s) = G_2^6(2s)\gamma(s).$$

The conditions (A)-(E) required in Lemma 2.1 will be verified with the following choice of parameters in Lemma 2.1:

$$\begin{cases} J = 1, \ n_1 = 2, \ \sigma^*_1 = 2\alpha - 10^{-4} \\
K = 1, \ m_1 = 1, \ K_1 = 9, \ \sigma^*_1 = 0 \\
\alpha = \frac{\sum_{k=1}^N K_k - 1}{2\sum_{k=1}^N m_k K_k} = \frac{4}{9} + \frac{1}{9}.
\end{cases}$$

Apparently $f_1(s)$, $g_1(s)$ and $h(s)$ are absolutely convergent Dirichlet series for $\text{Re } s > 1$:

$$f_1(s) = \sum_{n \geq 1} a_1(n)n^{-s}, \quad g_1(s) = \sum_{n \geq 1} b_1(n)n^{-s}, \quad h(s) = \sum_{n \geq 1} c(n)n^{-s},$$

with $a_1(1) = b_1(1) = c(1) = 1$, and $a_1(n)$, $b_1(n)$, $b_1^*(n) \ll n^\varepsilon$ for any $\varepsilon > 0$ and all $n \geq 1$, thanks to the Deligne inequality (1.2). Note that $b_1(n)$ is the inverse arithmetic function of $b_1^*(n)$ with respect to Dirichlet convolution. Conditions (A), (B) and (D) in Lemma 2.1 are quite obviously valid, for instance,

$$\left| \frac{f_1(\sigma + i\tau)}{f_1(1 - \sigma + i\tau)} \right| \gg |\tau|^{9(\frac{1}{9} - \sigma)},$$

for $\sigma = \alpha$ and $|\tau| \geq 1$, as the degree of $f_1(s)$ is 9.

The crucial condition (C) concerns the zero density of $g_1(s)$. Denote by $N_L(\sigma_0, T)$ the number of zeros of a generic $L$-function $L(s)$ in $\sigma \geq \sigma_0$ and

$$0 \leq t \leq T.$$ 

Condition (C) will hold if $N_{g_1}(\sigma, T) \ll T^{1 - \varepsilon}$ when $\sigma = \sigma^*_1 = 2\alpha - 10^{-4}$, where $g_1(s)$ is a meromorphic function with at most finitely many poles in half-plane $\text{Re } s > \sigma^*_1$. To this end, we invoke [15, Theorem 1]: if $L(s)$ is in the Selberg class and of degree $d$, then

$$N_L(\sigma, T) \ll T^{d(1 - \sigma) + \varepsilon}, \quad \frac{2}{d} \leq \sigma < 1.$$

From Lemma 2.3, we learn that

$$G_4(s) = \zeta(s)^2 L(sym^2 f, s)^3 L(sym^4 f, s),$$

where $L(sym^4 f, s)$ is in the Selberg class and has degree $d = 5$, and

$$d(1 - \sigma) = 5(1 - 2\alpha + 10^{-4}) \ll 0.9.$$
where $L(\text{sym}^2 f, s)$ is in the Selberg class and has degree $d = 3$, and
\[
d(1 - \sigma) = 3(1 - 2\alpha + 10^{-4}) \ll 0.9.
\]
For $L(s) = \zeta(s)$, $N_L(\sigma, T) \ll T^{0.9}$. Condition (C) is hence satisfied. Condition (E) is also valid for our choice of parameters. As Lemma 2.1 is applicable, our proof of Theorem 1.1 is complete.
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