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Abstract
This paper explores the ability of senses aligned across languages to carry coherent subjectivity information. We start out with a manual annotation study, and then seek to create an automatic framework to determine subjectivity labeling for unseen senses. We identify two methods that are able to incorporate subjectivity information originating from different languages, namely co-training and multilingual vector spaces, and show that for this task the latter method is better suited and obtains superior results.

1 Introduction
Following the terminology proposed by (Wiebe et al., 2005), subjectivity and sentiment analysis focuses on the automatic identification of private states (opinions, emotions, sentiments, etc.) in natural language. While subjectivity classification labels text as either subjective or objective, sentiment or polarity classification further classifies subjective text as either positive, negative or neutral.

To date, a large number of text processing applications have used techniques for automatic sentiment and subjectivity analysis, including automatic expressive text-to-speech synthesis (Alm et al., 1990), tracking sentiment timelines in on-line forums and news (Balog et al., 2006; Lloyd et al., 2005), and mining opinions from product reviews (Hu and Liu, 2004). In many natural language processing tasks, subjectivity and sentiment classification has been used as a first phase filtering to generate more viable data. Research that benefited from this additional layering ranges from question answering (Yu and Hatzivassiloglou, 2003), to conversation summarization (Carenini et al., 2008), text semantic analysis (Wiebe and Mihalcea, 2006; Esuli and Sebastiani, 2006a) and lexical substitution (Su and Markert, 2010).

While research in English has underlined that the most robust subjectivity delineation occurs at sense and not at word level (Wiebe and Mihalcea, 2006), we are not aware of this consideration impacting research in other languages. For this reason, in this work we seek to analyze how subjectivity is maintained across sense aligned resources, and identify ways in which subjectivity at sense level may be employed in a multilingual framework to provide a strengthened automatic sense-level classification.

2 Related Work
Recently, resources and tools for sentiment analysis developed for English have been used as a starting point to build resources in other languages, via cross-lingual projections or monolingual and multilingual bootstrapping. Several directions were followed, focused on leveraging annotation schemes, lexicons, corpora and automated annotation systems. English annotation schemes developed for opinionated text lays the groundwork for research carried out by (Esuli et al., 2008) when annotating expressions of private state in Italian or by (Maks and Vossen, 2010) in Dutch. Sentiment and subjectivity lexicons such as the one included with the OpinionFinder distribution (Wiebe and Riloff, 2005), the General Inquirer (Stone et al., 1967), or the SentiWordNet (Esuli and Sebastiani, 2006b) were transferred into Chinese (Ku et al., 2006; Wu, 2008) and into Romanian (Mihalcea et al., 2007). English corpora manually annotated for subjectivity or sentiment such as MPQA (Wiebe et al., 2005), or the multi-domain sentiment classification corpus (Blitzer et al., 2007) were subjected to experiments in Spanish, Romanian, or Chinese upon automatic translation by (Banea et al., 2008b; Wan, 2009). Furthermore, tools developed for English were used to determine sentiment...
or subjectivity labeling for a given target language by transferring the text to English and applying an English classifier on the resulting data. The labels were then transferred back into the target language (Bautin et al., 2008; Banea et al., 2008b). These experiments are carried out in Arabic, Chinese, French, German, Japanese, Spanish, Romanian.

We are not aware of research that has considered leveraging subjectivity at word sense level, yet, in terms of methodology, the work closest to ours is the one proposed by (Wan, 2009), who constructs a polarity co-training system by using the multilingual views obtained through the automatic translation of product-reviews into Chinese and English. Unlike (Wan, 2009), we do not use any machine translation, and the labels employed are directly assigned by the annotators and not inferred based on stars. (Banea et al., 2008a) present a method to learn sentence level subjectivity by training classifiers on multilingual feature spaces and show that when considering features from multiple languages, the classification accuracy improves, even above that of the source language. We expand this method to allow for bootstrapping, thus enabling additional samples to be classified.

3 Sense Level Subjectivity Consistency Across Languages

While most multilingual research to date has focused on word, fragment, or document level subjectivity, this work seeks to examine sense-level subjectivity across languages. We aim to answer two questions. First, if we have a resource such as WordNet (Miller, 1995) aligned at sense level in two languages, is the subjectivity content consistent across equivalent senses in the two languages? Second, can we use a multilingual learning mechanism to automatically predict the subjectivity label of senses? We examine the first question in Section 3.1, and propose a framework for multilingual learning that responds to the second question in Section 3.2.

3.1 Annotation Study

For the purpose of this study we consider the English (Miller, 1995) and the Romanian (Tufis et al., 2006) versions of WordNet, which contain 117659\(^1\) and 58725\(^2\) synsets, respectively. Both lexical resources are aligned at synset level, which represents a basic unit of meaning.

In order to add subjectivity information to this structure, we use the English annotated data from (Wiebe and Mihalcea, 2006) and (Akkaya et al., 2009), as well as a list of 48 additional words, for a total of 134 words encompassing 630 senses manually annotated for subjectivity. This data was then annotated by a native speaker of Romanian (who participated in previous subjectivity annotations studies) who was only presented with the gloss and the synset of each given sense from the Romanian WordNet. The agreement with the English annotations ranged from 90% (for the (Wiebe and Mihalcea, 2006) dataset) to 84% (for the (Akkaya et al., 2009) dataset), implying that subjectivity can strongly transfer across senses given manually aligned resources in different languages. However, we encountered several situations that may interfere with the subjective content of a sense, which are further explained below.

3.1.1 Differences between Languages

There were several examples where the subjectivity label changed between languages. Let us consider the following definitions of the fourth sense of the noun argument listed in Table 1. While this sense of argument is marked in the English data as objective, the Romanian gloss and synset denote a “direct summary,” which by definition disallows the expression of any subjective perspective. Therefore, in Romanian this sense is objective.

A similar scenario is posed by the fourth sense of the verb decide (see Table 1). While the English sense is labeled as objective, the Romanian sense directly implies a subjective decision, and therefore acquires a subjective label.

3.1.2 WordNet Granularity

In several cases, the same sense in WordNet may have both subjective and objective meanings. To exemplify, let us consider the first sense of the adjective free:

\textit{En gloss:} not limited or hampered; not under compulsion or restraint; “free enterprise”; “
\(^1\)http://wordnet.princeton.edu/wordnet/\texttt{man/wnstats.7WN.html}
\(^2\)http://www.racai.ro/wnbrowser/Help.aspx
| English                                           | Romanian                                          |
|--------------------------------------------------|--------------------------------------------------|
| **argument**                                     | **rezumat**                                      |
| **Gloss**                                        | **rezumat** (translation) summary                |
| A summary of the subject or plot of a literary work or play or movie “the editor added the argument to the poem” | redare-prezentare pe scurt- scrisă sau orală- a ideilor unei lucrări- ale unei expuneri etc. (translation) short summary, oral or in writing, of the ideas presented in a literary work |
| **Synset**                                       | **Synset**                                       |
| argument, literary argument                      | rezumat                                           |
| **decide**                                       | **decide**                                       |
| Influence or determine “The vote in New Hampshire often decides the outcome of the Presidential election” | a exercita o influenţă - a determina hotărî (translation) to exercise influence - to determine |
| **Gloss**                                        | **Gloss**                                        |
| A summary of the subject or plot of a literary work or play or movie “the editor added the argument to the poem” | redare-prezentare pe scurt- scrisă sau orală- a ideilor unei lucrări- ale unei expuneri etc. (translation) short summary, oral or in writing, of the ideas presented in a literary work |
| **Synset**                                       | **Synset**                                       |
| decide                                           | decide                                           |
| Decide                                           | Decide                                           |

Table 1: Differences between languages. Definitions and synonyms of the fourth sense of the noun argument and the fourth sense of verb decide as provided by the English and Romanian WordNets; for Romanian we also provide the manual translation into English.

free port”; “a free country”; “I have an hour free”; “free will”; “free of racism”; “feel free to stay as long as you wish”; “a free choice”  
Ro gloss: (Despre oameni) Care are posibilitatea de a acţiona după voinţa sa - de a face sau de a nu face ceva; (translation) (About people) Someone who can act according to his will - who can do or not do something

While the English sense can have both subjective and objective uses, the Romanian sense is subjective, as it further enforces the constraint that the context of the word should refer to people.

From these examples, we notice that a perfect sense to sense mapping among languages is impossible, as a particular sense may denote additional meanings and uses in one language compared to another, thus rendering a perfect parallel sense boundary permeable. However, for about 90% of the senses the subjective meaning does hold across languages, implying that this information could be leveraged in an automatic fashion to provide additional clues for the subjectivity labelling of unseen senses.

3.2 Multilingual Subjectivity Sense Learning

In this section we explore ways to use a multilingual learning mechanism to automatically predict the subjectivity of a word sense. We are experimenting with two different methods, one based on co-training using monolingual feature spaces, and one based on machine learning applied to a multilingual vector space.

We start by considering the intersection of the Romanian and English WordNets, so that we can have equivalent definitions in both languages. We then generate vector representations for two monolingual models (one in English and one in Romanian), and one multilingual model (comprising both Romanian and English features). These are composed of unigrams extracted from the synset and the gloss of a given sense, appended with a binary weight. The synset is stripped of any sense identifying features in order not to favor the classifier. To exemplify, we provide below the sparse vector representation of the fourth sense of the noun argument (see Table 1):

**English vector**: \(<a_{en} \ 1, \ summary \ 1, \ of \ 1, \ the \ 1, \ subject \ 1, \ or \ 1, \ plot \ 1, \ literary \ 1, \ work \ 1, \ play \ 1, \ movie \ 1, \ editor \ 1, \ added \ 1, \ argument \ 1, \ to \ 1, \ poem \ 1 >

**Romanian vector**: \(<\text{redare} \ 1, \ prezentare \ 1, \ pe \ 1, \ scurt \ 1, \ scrisa \ 1, \ orala \ 1, \ a_{ro} \ 1, \ ideilor \ 1, \ unei \ 1, \ lucrari \ 1, \ ale \ 1, \ expuneri \ 1, \ etc \ 1, \ rezumat \ 1 >

**Multilingual vector**: \(<a_{en} \ 1, \ summary \ 1, \ of \ 1, \ the \ 1, \ subject \ 1, \ or \ 1, \ plot \ 1, \ literary \ 1, \ work \ 1, \ play \ 1, \ movie \ 1, \ editor \ 1, \ added \ 1, \ argument \ 1, \ to \ 1, \ poem \ 1, \ redare \ 1, \ prezentare \ 1, \ pe \ 1, \ scurt \ 1, \ scrisa \ 1, \ orala \ 1, \ a_{ro} \ 1, \ ideilor \ 1, \ unei \ 1, \ lucrari \ 1, \ ale \ 1, \ expuneri \ 1, \ etc \ 1, \ rezumat \ 1 >
In the first method, based on the co-training algorithm proposed by (Wan, 2009), we consider the manually annotated training data in each of the languages individually, and we learn two monolingual classifiers (see Figure 1). We then allow the machine learners to individually predict a class for every sample in the unlabeled data, and at every iteration create a set with the top \( n \) most confident examples where both classifiers agree, and their confidence is higher than a given threshold. As long as the set has at least one sample, at the next iteration the monolingual English vectors and the aligned Romanian vectors are added to their respective training set with the newly predicted label, and removed from the test data. The process repeats until no confident examples can be added. Although the method differs from the original co-training mechanism proposed by (Blum and Mitchell, 1998), since it enforces that the classifiers agree before adding their predictions to the next train set, we believe this was a necessary modification given the low accuracy attained by the Romanian classifier by itself (68%). Through this additional agreement constraint, we ensure that only samples that have a high probability of being labeled correctly are added, therefore reducing noise propagation across iterations. At the same time, we are able to learn new information from the features co-occurring with those that participated in the previous classification step.

For the second method, we create a multilingual feature space based on the model proposed in (Banea et al., 2010). Instead of using the monolingual vectors described above, we enrich the feature space by merging together two aligned vector space representations (see the multilingual vector example above), thus allowing the system to simultaneously use both Romanian and English features in order to decide the subjectivity of a given sense. At every iteration we select the most confident \( n \) samples, and add them to the training set, while discarding them from the test set for the next iteration.

For all the experiments presented in this paper we use support vector machines (the LibSVM implementation (Fan et al., 2005)) with default parameters and probability estimates enabled. As we are interested in an accurate classification of the senses, we chose a threshold level of 0.8, and at every iteration we add the most confident \( n = 40 \) samples to the previous training set.

3.2.1 Datasets
We use the manually annotated data described in Section 3.1, and we filter out 20 examples that were labeled as both objective and subjective, since they could confuse the classifiers and prevent them from making strong predictions. We then split the labeled data into three subsets to enable a three-fold cross validation. Note that we enforce that all the senses belonging to a given word
be found in either the test or the training set, but never in both. This was done to ensure that the classifier would not have an unfair advantage due to finding similar senses in the training data. For this reason, the fold sizes are not perfectly equal. Furthermore, for every fold, each iteration is evaluated on the immutable test set corresponding to that fold, which has manually assigned labels in English and Romanian. In order to generate a running test set, which is modified after every iteration, we append the remaining unlabeled WordNet senses to the corresponding test set for the fold (see Figures 1 and 2).

3.2.2 Results and Discussions

Figure 3 presents the results obtained using the monolingual co-training algorithm over 40 iterations. The accuracies obtained at position 0 represent the baseline for a simple monolingual classifier with no co-training. Unlike the increasing accuracy with the number of iterations obtained by (Wan, 2009) when applying a similar method to sentiment classification of reviews, we were unable to surpass these baselines. We attribute this behavior to the small size of the training set (approximately 400 samples in our case versus 8000 product reviews in (Wan, 2009)) and the type of data itself (product reviews are longer and often contain a full paragraph of text, while senses may comprise an average of ten words). The overall accuracy is slowly decreasing from 0.73 to 0.62 for English and from 0.68 to 0.54 for Romanian. The same trend is observed for class precision, recall and F-measure.

When employing a simple SVM classifier trained on a multilingual space, the accuracy increases from 0.73 for English and 0.62 for Romanian to 0.76 when both languages are simultaneously used, thus providing an error reduction of 11.34% and 25.74% with respect to the monolingual English and Romanian models, respectively. Since the English WordNet is more complete (longer glosses and richer synsets), its corresponding monolingual model is able to capture sufficient information and thus provide a robust subjectivity classification on its own. However, upon training on a multilingual representation of the data, features from both languages synergistically work together to achieve better results than what would be individually possible. These results further confirm the improving trend we noticed in (Banea et al., 2010) when training classifiers on incrementally more languages.

We also attempted to bootstrap the multilingual classifier (see Figure 4), but its performance degrades faster than when using the co-training method, and after only 3 iterations the confidence of the classifier drops below the threshold and the process terminates. It may be beneficial to add fewer instances to the training set at each iteration in order to introduce less noise and thus obtain a more robust classifier. This is a setting that we intend to explore in the future, however for the current experiments, in order to equitably compare the two methods, we kept all the parameters equal.

4 Conclusion

We performed a manual annotation study for subjectivity at sense level and we showed that the subjectivity content of a sense does carry across language boundaries in about 90% of the cases, implying that this information is robust enough to be
learned automatically. We then proposed and applied a framework that is able to jointly exploit the subjectivity information originating from multiple languages. We demonstrated that a multilingual feature space is able to capture more information and outperform a monolingual based model, suggesting that future research should use a similar representation.
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