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Abstract—Cross-modal retrieval has drawn wide interest for retrieval across different modalities of data (such as text, image, video, audio and 3D model). However, existing methods based on deep neural network (DNN) often face the challenge of insufficient cross-modal training data, which limits the training effectiveness and easily leads to overfitting. Transfer learning is usually adopted for relieving the problem of insufficient training data, but it mainly focuses on knowledge transfer only from large-scale datasets as single-modal source domain (such as ImageNet) to single-modal target domain. In fact, such large-scale single-modal datasets also contain rich modal-independent semantic knowledge that can be shared across different modalities. Besides, large-scale cross-modal datasets are very labor-consuming to collect and label, so it is significant to fully exploit the knowledge in single-modal datasets for boosting cross-modal retrieval. To achieve this goal, this paper proposes modal-adversarial hybrid transfer network (MHTN), which to the best of our knowledge is the first work to realize knowledge transfer from single-modal source domain to cross-modal target domain, and learn cross-modal common representation. It is an end-to-end architecture with two subnetworks: (1) Modal-sharing knowledge transfer subnetwork is proposed to jointly transfer knowledge from a large-scale single-modal dataset in source domain to all modalities in target domain with a star network structure, which distills modal-independent supplementary knowledge for promoting cross-modal common representation learning. (2) Modal-adversarial semantic learning subnetwork is proposed to construct an adversarial training mechanism between common representation generator and modality discriminator, making the common representation discriminative for semantics but indiscriminative for modalities to enhance cross-modal semantic consistency during transfer process. Comprehensive experiments on 4 widely-used datasets show its effectiveness and generality.
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I. INTRODUCTION

In the era of big data, digital media content can be generated and found everywhere. Multimodal data such as text, image, video, audio and 3D model has become the main form of information acquisition and dissemination. Under this situation, cross-modal retrieval becomes a highlighted research topic, which is proposed to perform retrieval across various modalities. The essential difference between cross-modal retrieval and traditional single-modal retrieval such as [2], [3], is that cross-modal retrieval allows the modalities of query and retrieval results to be different, as shown in Figure 1.

As a novel retrieval paradigm, cross-modal retrieval has wide application prospects, and can be applied to intelligent Internet search engine and multimedia data management. However, it is also a challenging problem due to the “heterogeneity gap”, which means that the representation forms of different modalities are inconsistent, so cross-modal similarity cannot be directly computed.

For bridging “heterogeneity gap”, the existing mainstream methods follow the paradigm of common representation learning. They take the intuitive idea that there exists an intermediate common semantic space, where data of relevant semantics can be represented as similar “feature” and be close to each other. With this idea, many methods such as [3]–[6] have been proposed to learn common representation for cross-modal data, and then the cross-modal similarities can be directly computed for retrieval. Traditional methods [3], [7], [8] mainly take linear projections as basic models. However, cross-modal correlation is highly complex to be fully captured solely by linear projections. Recent years, cross-modal retrieval based on deep neural network (DNN) has become an active research topic [6], [9]–[11]. Instead of linear projections, these methods aim to fulfill the DNN’s strong ability of non-linear relationship analysis in cross-modal correlation learning, and achieve accuracy improvement. However, DNN-based methods of cross-modal retrieval often face the challenge of insufficient training data, which limits the training
effectiveness and easily leads to overfitting.

As is known to us, insufficient training data is an important common challenge for machine learning, which is much severer for deep learning because it relies heavily on the scale of training data. For cross-modal retrieval, this problem is even greatly server. For example, if we want to collect training data for class “tiger”, we need to see the images, read the texts, watch the videos, listen to the audio, and even browse the 3D models, which is extremely labor-consuming. Transfer learning [12]–[14] is usually adopted for relieving the problem of insufficient training data, which transfers knowledge from large-scale datasets as source domain for boosting a specific task in target domain. But existing methods of transfer learning mainly focus on knowledge transfer only from single-modal source domain to single-modal target domain, and some high-quality single-modal datasets have been constructed as commonly-used source domains, such as ImageNet [15] for image, and Google News corpus [16] for text.

In fact, it is significant to exploit the knowledge in these large-scale single-modal datasets for boosting cross-modal retrieval because of two reasons: (1) Single-modal datasets contain not only modal-specific information, but also rich modal-independent semantic knowledge that can be jointly shared across different modalities, which can provide considerable supplementary information for cross-modal retrieval. (2) Cross-modal data is much more labor-consuming to collect and label than single-modal data, and there are few large-scale labeled cross-modal datasets to serve as source domains as ImageNet. So it would be of great help if the existing large-scale single-modal datasets can be fully exploited for boosting cross-modal retrieval. However, it is challenging to transfer useful knowledge from single-modal source domain to cross-modal target domain, which is an asymmetric transfer paradigm. The knowledge from single-modal source domain cannot be directly transferred to all modalities in target domain due to “heterogeneity gap”, and the inherent cross-modal semantic consistency in target domain should be carefully preserved during the transfer process. For addressing the above problems, this paper proposes modal-adversarial hybrid transfer network (MHTN), which is an end-to-end architecture with different modalities, which can provide considerable supplementary information for cross-modal retrieval. (2) Cross-modal data is much more labor-consuming to collect and label than single-modal data, and there are few large-scale labeled cross-modal datasets to serve as source domains as ImageNet. So it would be of great help if the existing large-scale single-modal datasets can be fully exploited for boosting cross-modal retrieval. However, it is challenging to transfer useful knowledge from single-modal source domain to cross-modal target domain, which is an asymmetric transfer paradigm. The knowledge from single-modal source domain cannot be directly transferred to all modalities in target domain due to “heterogeneity gap”, and the inherent cross-modal semantic consistency in target domain should be carefully preserved during the transfer process. For addressing the above problems, this paper proposes modal-adversarial hybrid transfer network (MHTN), which is an end-to-end architecture with two subnetworks jointly trained to mutually boost and learn cross-modal common representation. The main contributions of this paper are as follows.

- **Modal-sharing knowledge transfer subnetwork** is proposed to jointly minimize the cross-domain distribution discrepancy and cross-modal pairwise discrepancy with a star network structure, which is a hybrid transfer process from single-modal source domain to cross-modal target domain. Different from the existing single-modal transfer methods as [17]–[19], this hybrid transfer structure can jointly transfer knowledge from a large-scale single-modal dataset in source domain to all modalities in target domain, distilling modal-independent supplementary information to relieve the problem of insufficient cross-modal training data.

- **Modal-adversarial semantic learning subnetwork** is proposed to construct an adversarial training mechanism between common representation generator and modal-

ity discriminator for driving the transfer process. The former aims to generate semantic representation to be indiscriminative for modalities, while the latter tries to distinguish the modalities from the common representation, which compete each other to mutually boost. It makes the learned common representation discriminative for semantics but indiscriminative for modalities, thus effectively enhances cross-modal semantic consistency to improve retrieval accuracy.

To the best of our knowledge, MHTN is the first work for jointly transferring knowledge from single-modal source domain to cross-modal target domain, which can effectively transfer knowledge from large-scale single-modal datasets for addressing the problem of insufficient cross-modal training data. Compared with our previous conference paper [20], there are two major aspects of newly-added contributions achieved by this paper: (1) The architecture in [20] can be viewed as only a network of common representation generator. While this paper proposes a modal-adversarial training strategy with a newly-added modality discriminator for distinguishing different modalities, which competes against the common representation generator to mutually boost. This strategy can make the common representation discriminative for semantics but indiscriminative for modalities, which explicitly reduces “heterogeneity gap” and enhances the cross-modal semantic consistency. (2) The architecture in [20] has only two linked pathways in target domain, so the cross-modal retrieval is only limited to 2 modalities (image and text). While this paper further proposes a five-pathway star network structure, where the knowledge transfer and common representation learning are jointly conducted for up to 5 modalities (text, image, video, audio and 3D model). Because different modalities represent different aspects of semantics, jointly modeling them can allow different modalities to naturally align each other, which effectively distills the modal-independent information and boosts retrieval accuracy. Extensive experiments compared with 10 state-of-the-art methods on 4 widely-used cross-modal datasets show the effectiveness and generality of our MHTN approach, including the challenging XMedia dataset with up to 5 modalities.

The rest of this paper is organized as follows: Section II presents a brief review of related work. Section III introduces the our proposed MHTN approach in detail. Section IV presents the comparison experiments, and Section V concludes this paper.

II. RELATED WORK

In this section, we briefly review the works related to this paper from two aspects: cross-modal retrieval, and transfer learning. Among these, cross-modal retrieval is the research problem, and transfer learning is the main starting point for our proposed MHTN approach.

A. Cross-modal Retrieval

As introduced in Section I, cross-modal retrieval is proposed to perform retrieval task across different modalities. The key challenge of cross-modal retrieval is “heterogeneity gap”, and
the mainstream of cross-modal retrieval is to represent data of different modalities with common representation. Then the cross-modal retrieval can be performed in the same common space by commonly-used distance metric, such as Euclidean distance and cosine distance. Existing methods can be classified into traditional methods and DNN-based methods according to the difference of basic models.

Traditional methods mainly convert cross-modal data into common representation by linear projections. For example, canonical correlation analysis (CCA) \([3]\) learns linear projection matrices by maximizing pairwise correlation of cross-modal data, which has many extensions as \([4, 5]\). Cross-modal factor analysis (CFA) \([21]\) directly minimizes the Frobenius norm between the common representation of pairwise data. Recently, a few works have been proposed for incorporating various information into common representation learning, such as semi-supervised and sparse regularizations \([5, 6]\), local group based prior \([22]\), and semantic hierarchy \([23]\). Inspired by the considerable improvement by DNN in many single-modal tasks such as image classification \([15]\) and object recognition \([24]\), researchers have made great efforts to apply DNN to cross-modal retrieval as \([6, 9, 25, 26]\). For example, Ngiam et al. \([9]\) propose bimodal deep autoencoder, which is an extension of restricted Boltzmann machine (RBM). Data of two modalities passes through a shared code layer, in order to learn the cross-modal correlations as well as preserve the reconstruction information. Deep canonical correlation analysis (DCCA) \([27]\) is a non-linear extension of CCA, and can learn the complex non-linear transformations for two modalities. Peng et al. \([6]\) propose cross-media multiple deep networks (CMDN), which jointly preserves the intra-modality and inter-modality information to generate complementary separate representations, and then hierarchically combines them for improving the retrieval accuracy.

However, most of the existing works as \([6, 11]\) only perform model training with the cross-modal datasets. Because training data plays a key role in the performance of DNN-based methods, they often face the challenge of insufficient training data, which limits the training effectiveness and easily leads to overfitting. Some recent works take auxiliary single-modal datasets to directly pre-train the network component for only one modality as \([26, 28]\). For example, ImageNet is adopted as an auxiliary dataset in the work of \([26]\) to pre-train a convolutional neural networks (CNN) model, and then the images in cross-modal dataset are further used to fine-tune it. However, this can be viewed as knowledge transfer only from image to image, but not jointly to all modalities in target domain, which leads to inadequate transfer and limits overall retrieval accuracy.

Our MHTN is proposed for addressing the problem of jointly transferring knowledge from a single modality to multiple modalities. It can distill the modal-independent knowledge from the single-modal large-scale dataset, and exploit it to relieve the problem of insufficient cross-modal training data, thus improving the accuracy of cross-modal retrieval.

B. Transfer Learning

Human can effectively exploit the learned knowledge from known tasks to promote the learning effectiveness of a new task, resulting in high generality and scalability. Inspired by this, transfer leaning \([12]\) is a natural way to relieve the problem of insufficient labeled training data, which transfers knowledge from source domain to guide the model training in target domain. Generally speaking, transfer learning holds the idea that reducing the discrepancy of different domains can make source domain model work effectively in target domain \([17–19]\), and has achieved considerable success in a lot of research areas. The idea of transfer learning is very important for DNN-based methods as \([29]\), whose performance usually heavily relies on the scale of training data. If there is insufficient data for a given application, transfer learning can be used for relieving this problem as \([13, 14]\).

However, most of the existing efforts on transfer learning focus on single-modal application scenarios, where the source and target domains share the same single modality (such as Image→Image). Although there are some works that involve heterogeneous domain adaptation \([30, 31]\), they deal with the problem of transferring knowledge between different feature spaces of only one same modality. Beyond these, some works are proposed to transfer knowledge from one modality to another, which is still a one-to-one transfer paradigm.

For example, Tang et al. \([32]\) propose to transfer the semantic knowledge from texts for image classification. Zhang et al. \([33]\) propose an adaptation method to improve action recognition in videos by adapting knowledge conveyed from images. Some methods as \([34]\) propose knowledge transfer between two domains with two modalities, where the modalities of the two domains should be the same. Moreover, Gupta et al. \([35]\) propose to use a trained model of RGB image as a pre-trained model for Depth image by knowledge distillation \([36]\), which assumes that the two kinds of images have one-to-one pixel correspondences. Cao et al. \([37]\) propose transitive hashing network, which learns from an auxiliary cross-modal dataset to bridge two modalities from single-modal datasets.

From the above summarization, we can see that existing works pay little attention to knowledge transfer from single-modal source domain to cross-modal target domain. Because cross-modal data is much more labor-consuming to collect and label than single-modal data, it is significant to exploit the knowledge in single-modal datasets for relieving the problem of insufficient cross-modal training data. Our MHTN is proposed to realize this novel transfer paradigm, which can effectively distill modal-independent supplementary knowledge to promote the model training for cross-modal tasks, such as cross-modal retrieval.

III. MODAL-ADVERSARIAL HYBRID TRANSFER NETWORK

Figure 2 shows the overall architecture of our MHTN approach, which takes an auxiliary image dataset as the source domain, and a cross-modal dataset with 5 modalities (text, image, video, audio and 3D model) as the target domain for example. In fact, MHTN can be also easily applied to scenarios with other number of modalities, e.g., image
and text. MHTN consists of two subnetworks: (1) modal-sharing transfer subnetwork, and (2) modal-adversarial semantic learning subnetwork. These two subnetworks form an end-to-end architecture, which can be trained jointly for generating cross-modal common representation.

The single-modal source domain is denoted as \( \text{Src} = \{s_i, y_i\}_{i=1}^{N} \), where \( s_i \) is the \( i \)-th image with label \( y_i \). The cross-modal target domain is denoted as \( \text{Tar} = \{D^I, D^V, D^A, D^M\} \), which means the data of image, text, audio, video and 3D model respectively. \( D^i = \{D_i^j, y_i^j\}_{j=1}^{N_i} \) denotes the labeled images for training, and \( D^u = \{d_i^j\}_{j=1}^{N_u} \) denotes the unlabeled images for testing, which is similar for \( D^I, D^A, D^V, \) and \( D^M \). For convenience, we also use term \( O = \{I, T, A, V, M\} \) to denote all modalities.

The aim of the proposed MHTN is to transfer knowledge from \( \text{Src} \) to \( \text{Tar} \), and train a model for generating cross-modal common representation as \( R = \{R^I, R^V, R^A, R^M\} \) for unlabeled data. It is noted that the dimension numbers of instance in \( R \) for all modalities are the same, so the cross-modal similarity can be obtained by directly computing the distance among them.

A. Modal-sharing knowledge transfer subnetwork

Modal-sharing knowledge transfer subnetwork is proposed to perform knowledge transfer from single-modal source domain to cross-modal target domain, which takes the modality shared by both two domains as a bridge. In training stage, we arrange the training data in \( \text{Tar} \) as cross-modal documents: For each image \( d_i^j \), we select one instance respectively from each different modality to form a document set as \( \text{Doc} = \{(d_i^j, d_i^j, d_i^j, d_i^j, d_i^j)\}_{j=1}^{N_i} \), where these instances are viewed with close relevance. Instances in each cross-modal document will be input into the network in parallel. If the dataset has predefined co-existence correlation (such as Wikipedia, NUS-WIDE-10k, and Pascal Sentences), we directly select instance according to it. Otherwise, we randomly select instances according to the semantic labels as on XMedia dataset.

Figure 2 shows the structure of this subnetwork, where we only take three modalities (image, text and audio) as examples for clarity. For image pathways of both source and target domains, we adopt the widely-used CNN to generate feature maps, and the two pathways are the same in the beginning of training for consistency. For the other modalities, we use extracted features as inputs. All the inputs will be fed into fully-connected layers (specific representation layers) for knowledge transfer, which is a hybrid transfer structure composed of single-modal transfer and cross-modal transfer parts.

1) Single-modal knowledge transfer: Single-modal knowledge transfer aims to allow the knowledge to be transferred from source domain to target domain through the bridge of shared modality (image). We follow [38] to adopt feature adaptation method [38] for minimizing the maximum mean discrepancy (MMD) of images between the two domains. We denote the distributions of images from source domain \( \text{Src} = \{s\} \) and target domain \( D^t = \{d\} \) as \( a \) and \( b \) respectively, and the MMD between them is \( m_k(a, b) \). We adopt the squared
formulation of MMD as follows, which is in the reproducing kernel Hibert space (RKHS) $\mathcal{H}_k$:

$$m_2^2(a, b) \triangleq \left\| \mathbf{E}_a[\phi(s, \theta_s)] - \mathbf{E}_b[\phi(d^j, \theta)] \right\|_{\mathcal{H}_k}^2$$  

(1)

where $\phi$ is the representation from a network layer, and $\theta_s$ and $\theta$ denote the network parameters for $\text{Src}$ and $D^j$ respectively. $\mathbf{E}_a[f(x)] = \langle f(x), \mu_a(x) \rangle_{\mathcal{H}_k}$ for all $f \in \mathcal{H}_k$, where $\mu_a(x)$ is the mean embedding of $a$ in $\mathcal{H}_k$. We calculate the value of $m_2^2(\text{Src}, D^j)$ in the corresponding specific representation layers (fc6-S/fc6-I and fc7-S/fc7-I) as the single-modal transfer loss:

$$\text{Loss}_{ST} = \sum_{l=1}^{l_1} m_2^2(\text{Src}, D^j)$$  

(2)

By minimizing MMD, the model will be guided to match the distribution of target domain, so that the knowledge in source domain can be effectively transferred to target domain.

Besides, we also fine-tune the source image pathway itself during the transfer process as [13] with source domain data, which aims to provide supplementary supervision information for target domain, as well as preserve the semantic constraints in source domain to avoid overfitting on domain discrepancy. We define the source domain supervision loss as follows:

$$\text{Loss}_{S DS} = -\frac{1}{m} \sum_{j=1}^{m} f_{\text{softmax}}(s_j, y_j^*, \theta_S)$$  

(3)

where $f_{\text{softmax}}(x, y; \theta)$ is the softmax loss function as:

$$f_{\text{softmax}}(x, y; \theta) = \sum_{q=1}^{c} 1 \{y = q\} \log \left( \hat{p}(x, q; \theta) \right)$$  

(4)

where $y$ denotes the label of instance $x$, $\theta$ contains network parameters and $c$ is the number of $x$’s all possible classes. If $y = q$, $1 \{y = q\}$ equals to 1, and otherwise 0. $\hat{p}(x, q; \theta)$ is the probability distribution over classes of $x$ and can be expanded as:

$$\hat{p}(x, q; \theta) = \frac{e^{\theta_x^q \phi(x)}}{\sum_{j=1}^{c} e^{\theta_x^j \phi(x)}}$$  

(5)

By minimizing $\text{Loss}_{ST}$ and $\text{Loss}_{S DS}$, the domain discrepancy can be effectively reduced, and the supplementary semantic information from source domain can be transferred to target domain for guiding the network training.

2) Cross-modal knowledge transfer: The aforementioned part of single-modal knowledge transfer aims to allow the knowledge to be transferred between images in both two domains, but the data in source domain also contains rich and valuable modal-independent semantic knowledge that can be jointly shared across different modalities. We achieve this by cross-modal knowledge transfer, which exploits cross-modal correlation to jointly transfer knowledge to all modalities.

Specifically, we consider the pairwise correlation between each image and instances of other modalities as [11], [21]. Intuitively, the network outputs of pairwise data should be similar to each other, which aims to align their representations and achieve knowledge sharing. Each cross-modal document in $D_c$ can be viewed as pairs containing image and another modality. Thus each pair can be denoted as $(d^j_1, d^j_2)$, where $X \in O \land X \neq I$. To represent the cross-modal pairwise discrepancy, we adopt Euclidean distance between the specific representation layers of image and every other modality, which leads to a star network structure. The cross-modal pairwise discrepancy of $(d^j_1, d^j_2)$ is denoted as:

$$c^2(d^j_1, d^j_2) = \| \phi(d^j_1, \theta_I) - \phi(d^j_2, \theta_X) \|^2$$  

(6)

By minimizing $\text{Loss}_{CT}$, the cross-modal pairwise discrepancy can be reduced to achieve cross-modal knowledge transfer.

In the overall structure of modal-sharing knowledge transfer subnetwork, the image modality acts as a shared bridge to link the single-modal and cross-modal transfer parts, which forms a hybrid transfer structure. By this subnetwork, the semantic knowledge contained in source domain can be jointly transferred to all modalities in cross-modal target domain. We denote the output of this subnetwork as $Z = \{(z^j_1, z^j_2, z^j_3, z^j_4, z^j_5) \}_{j=1}^{N}$, which will be further fed into the modal-adversarial semantic learning subnetwork.

B. Modal-adversarial Semantic Learning Subnetwork

This subnetwork is proposed to further drive the transfer process to adapt to cross-modal retrieval task, and learn cross-modal common representation. Although the introduced modal-sharing knowledge transfer subnetwork has actually performed hybrid knowledge transfer, there still exist two problems which limit the retrieval performance: (1) It only exploits pairwise correlation, but the high-level semantic consistency is the essential property of cross-modal target domain, which should be effectively modeled. (2) It is actually an image-centric structure, and the process of each pathway is inconsistent, which cannot fully extract the modal-independent information to reduce “heterogeneity gap”.

Fig. 3: Structure of modal-sharing knowledge transfer subnetwork, where image, text and audio are shown as examples.
network. The modality discriminator aims to distinguish different modalities, while the common representation generator reduces the cross-modal representation difference to confuse the modality discriminator, which is an adversarial training style.

The modality discriminator network consists of a gradient reversal layer (grl) [17] and fully-connected layers, the last of which is modality classification layer. The grl is an identity transform during the forward propagation, but it multiplies the gradients from the following layers by $-\lambda$ during the backpropagation, where $\lambda$ is a positive value. In training stage, each instance is assigned with a one-hot encoding vector to indicate which modality it belongs to, and the modal-adversarial consistency loss is:

$$\text{Loss}_{MC} = -\frac{1}{N^I} \sum_{i=1}^{N^I} f_{\text{sigmoid}}(\hat{z}_i^X, p(z_i^X), \theta_M)$$  

where $p(\cdot)$ denotes the label indicator, $\theta_M$ denotes the network parameters, and $f_{\text{sigmoid}}(x, p, \theta)$ is the sigmoid cross entropy loss function following [17]:

$$f_{\text{sigmoid}}(x, p, \theta) = p(x) \log \hat{p}(x, \theta) + [1 - p(x)] \log [1 - \hat{p}(x, \theta)]$$

where the $\hat{p}(x, \theta)$ is as:

$$\hat{p}(x, \theta) = \frac{e^{\theta_\phi(x)}}{\sum_{c} e^{\theta_\phi(x)}}$$

Due to the existence of grl, the gradient of this part will be reversed during the training stage. By maximizing $\text{Loss}_{MC}$, we can explicitly reduce “heterogeneity gap” among modalities and enhance the consistency of common representation.

Our MHTN is an end-to-end architecture with modal-sharing knowledge transfer subnetwork and modal-adversarial semantic learning subnetwork. So the two subnetworks are trained jointly and boost each other. In testing stage, each testing instance in Tar can be converted into predicted class probability vector as the final common representation $R$ for retrieval as [5], [26]. It is noted that the testing data can be input separately, which is unnecessary to be input in the form of cross-modal document.

C. Optimization

As for the network optimization, because the aforementioned loss functions are calculated in different positions of network, we should first denote the parameters of different parts for clarity: In modal-sharing knowledge transfer subnetwork, we denote the parameters of source domain pathway as $\theta_S$, the parameters of target domain pathway for image as $\theta_I$, and for all the other modalities as $\theta_C = \{\theta_T, \theta_A, \theta_V, \theta_M\}$. In modal-adversarial semantic learning subnetwork, the parameters of modal-adversarial consistency learning part are as $\theta_M$, and the others are as $\theta_C$.

With the above notations, we can assign the parameters to each loss function, and formally consider the loss function:

$$E(\theta_S, \theta_I, \theta_T, \theta_A, \theta_V, \theta_C, \theta_M)$$

$$= \text{Loss}_{ST}(\theta_S, \theta_I) + \text{Loss}_{DS}(\theta_S) + \text{Loss}_{CT}(\theta_I, \theta_T) + \text{Loss}_{SC}(\theta_I, \theta_C) + \lambda \text{Loss}_{MC}(\theta_I, \theta_A, \theta_V, \theta_M)$$  

where $\lambda$ is a positive value controlling the importance of the adversarial learning.
where $\lambda$ is a positive trade-off parameter between the positive and negative loss functions in training stage. Our goal is to find the parameters $\theta_S$, $\theta_I$, $\theta_O$, $\theta_C$, $\theta_M$ for getting the saddle point of Eq.(12):

$$\left(\dot{\theta}_S, \dot{\theta}_I, \dot{\theta}_O, \dot{\theta}_C\right) = \arg \min_{\theta_S, \theta_I, \theta_O, \theta_C} E(\theta_S, \theta_I, \theta_O, \theta_C, \hat{\theta}_M)$$

$$\dot{\theta}_M = \arg \max_{\theta_M} E(\hat{\theta}_S, \hat{\theta}_I, \hat{\theta}_O, \hat{\theta}_C, \theta_M)$$

At the saddle point, the parameters $\theta_S$, $\theta_I$, $\theta_O$, $\theta_C$ of the previous networks minimize Eq.(12), while the parameters $\theta_M$ maximize Eq.(12), which is an adversarial training style. Based on Eq.(13-14), we can update the parameters as follows:

$$\theta_S \leftarrow \theta_S - \mu \left(\frac{\partial Loss_{SS}}{\partial \theta_S} + \frac{\partial Loss_{DS}}{\partial \theta_S}\right)$$

$$\theta_I \leftarrow \theta_I - \mu \left(\frac{\partial Loss_{SS}}{\partial \theta_I} + \frac{\partial Loss_{ST}}{\partial \theta_I}ight)$$

$$\theta_O \leftarrow \theta_O - \mu \left(\frac{\partial Loss_{SC}}{\partial \theta_O} + \frac{\partial Loss_{SC}}{\partial \theta_O} - \lambda \frac{\partial Loss_{MC}}{\partial \theta_O}\right)$$

$$\theta_C \leftarrow \theta_C - \mu \left(\frac{\partial Loss_{SC}}{\partial \theta_C} - \lambda \frac{\partial Loss_{MC}}{\partial \theta_C}\right)$$

$$\theta_M \leftarrow \theta_M - \mu \frac{\partial Loss_{MC}}{\partial \theta_M}$$

where $\mu$ denotes the learning rate. The parameter updates of Eq.(15-19) can be realized by stochastic gradient descent (SGD) algorithm. In this way, we can optimize these loss functions and perform knowledge transfer from single-modal source domain to cross-modal target domain in training stage, so as to get effective cross-modal common representation $R$.

### IV. Experiments

In this section, we present the experiments for verifying the effectiveness of our proposed MHTN. The implementation details of deep architecture are first introduced, and then we discuss the adopted datasets, evaluation metrics and compared methods. Next, experimental results compared with state-of-the-art methods along with the analysis are presented. Finally, we introduce the experiments on components of our MHTN to show their impacts.

#### A. Details of the Deep Architecture

In this section, we present the details of our MHTN. The implementation of MHTN is based on Caffe\[^1\] a widely-used deep learning framework. It is noted that the presented architecture is for 5 modalities, which can be easily applied to other number of modalities by adjusting the pathway number.

1. **Modal-sharing knowledge transfer subnetwork**: In the source image pathway and target image pathway, we adopt convolutional layers (conv1-conv5) of AlexNet\[^2\] pre-trained on ImageNet with Caffe Model Zoo. The input images are first resized as $256 \times 256$ and then used to generate convolutional feature maps (pool5). These convolution layers are frozen in training stage, because they are regarded as general layers. All the six pathways have two fully-connected layers (specific representation layers), and all of them have 4,096 units. The learning rates of all the fully-connected layers are fixed to be 0.01.

The single-modal transfer loss is implemented by MMD loss layers\[^13\] between the source image pathway and target image pathway, while the cross-modal transfer loss is implemented by contrastive loss layers from Caffe. After fc8-S layer and a softmax loss layer of source image pathway, we can calculate $Loss_{DS}$ for images of source domain in training stage. Moreover, because the magnitude of $Loss_{ST}$ is much larger than those of $Loss_{ST}$ and $Loss_{DS}$ (about 1,000 times), we set its weight as 0.001, and those of $Loss_{ST}$ and $Loss_{DS}$ are 1. The weight decay of this subnetwork is set as 0.0005. These parameter settings can be easily adjusted in the implementation of network.

2. **Modal-adversarial semantic learning subnetwork**: This subnetwork has two fully-connected layers with 4,096 units (common representation layers), which are fc8 and fc9 in Figure 4 and the learning rates are fixed to be 0.01. Then after a fully-connected classification layer (fc10) and a softmax layer, we can calculate $Loss_{SC}$ for all modalities of target domain in training stage, and get the probability vector as final common representation in testing stage. Besides, for the part of modal-adversarial consistency learning, there is a gradient reversal layer\[^17\], three fully-connected layers (fc11 and fc12 with 1,024 units, and fc13 with 5 units), and a sigmoid cross entropy loss layer. Note that the unit number of fc13 is the same with modality number. The learning rates of fc11-13 are fixed as 0.001. The weight decay of this subnetwork is also set as 0.0005. The weight of $Loss_{MC}$ ($\lambda$) is set as 0.1 to avoid excessive influence, while that of $Loss_{SC}$ is 1.

#### B. Datasets

In our experiments, ImageNet\[^15\] serves as the source domain, which is from ImageNet large-scale visual recognition challenge (ILSVRC) 2012. Cross-modal retrieval is conducted on 4 widely-used datasets, namely Wikipedia, NUS-WIDE-10k, Pascal Sentences and XMedia datasets. Note that Wikipedia, NUS-WIDE-10k and Pascal Sentences datasets involve 2 modalities (text and image), while there are up to 5 modalities in XMedia dataset (text, image, video, audio, and 3D model). The dataset splits of Wikipedia, NUS-WIDE-10k and Pascal Sentences are strictly according to\[^6\],\[^11\], and similar split is applied to XMedia for fair comparison. These 4 datasets are briefly introduced as follows:

- **Wikipedia dataset**\[^4\] is constructed from the “featured articles” of Wikipedia, which is the most popular cross-modal dataset for evaluation\[^5\],\[^6\],\[^11\]. “Featured articles” contain 29 classes, and the 10 most populated ones form the
Table 1: Examples of XMedia dataset from 3 classes: dog, gun and bird.

| Class | Text | Image | Video | Audio | 3D Model |
|-------|------|-------|-------|-------|----------|
| Dog   | ![Text](dog.png) | ![Image](dog.jpg) | ![Video](dog.mp4) | ![Audio](dog.wav) | ![3D Model](dog.obj) |
| Gun   | ![Text](gun.png) | ![Image](gun.jpg) | ![Video](gun.mp4) | ![Audio](gun.wav) | ![3D Model](gun.obj) |
| Bird  | ![Text](bird.png) | ![Image](bird.jpg) | ![Video](bird.mp4) | ![Audio](bird.wav) | ![3D Model](bird.obj) |

Fig. 5: Examples of XMedia dataset from 3 classes: dog, gun and bird.

The final dataset with 2,866 image/text pairs, where each pair only belongs to one class. In each pair, the text is several paragraphs as descriptions of the image. The classes are of high-level semantics, such as art, biology, geography, history, and warfare. The dataset is split as 3 parts following [6], [11], where the training set has 2,173 pairs, the testing set has 462 pairs, and the validation set has 231 pairs.

**NUS-WIDE-10k dataset** [11] is a subset selected from a large-scale image/tag dataset NUS-WIDE [39]. NUS-WIDE dataset has totally 270,000 images with corresponding text tags, categorized into 81 classes. Different from Wikipedia dataset, in NUS-WIDE dataset the text modality refers to tags, instead of textual descriptions as paragraphs or sentences. NUS-WIDE-10k is constructed by randomly selecting 1,000 image/tag pairs from each of the 10 largest classes, where each image/tag pair only belongs to one of them. The totally 10,000 pairs are randomly split into 3 parts: the training set has 8,000 pairs, the testing set has 1,000 pairs, and the validation set has 1,000 pairs. Note that the pairs in the 3 parts are all evenly selected from the 10 classes.

**Pascal Sentences dataset** [40] is selected from 2008 PASCAL development kit, which contains 1,000 images with corresponding text descriptions as 5 sentences. These image/text pairs can be evenly classified into 20 classes. Similar split strategy with NUS-WIDE-10k dataset is adopted for Pascal Sentences dataset, where the training set has 800 pairs, the testing set has 100 pairs, and the validation set has 100 pairs, all of which are evenly from the 20 classes.

**XMedia dataset** [11] is the first publicly available cross-modal dataset with up to 5 modalities (text, image, video, audio and 3D model), for comprehensive evaluation of cross-modal retrieval [5], [42]. There are totally 20 classes in XMedia dataset, which are specific objects such as insect, bird, wind, dog, and elephant. There are 250 texts, 250 images, 25 videos, 50 audio clips and 25 3D models for each class, and the total number of instances is 12,000. Some examples of the dataset are shown in Figure 5. Similar to other datasets, we split XMedia dataset as 3 parts: the training set has 9,600 instances, the testing set has 1,200 instances, and the validation set has 1,200 instances. Note that in each set, the instances are evenly from the 5 modalities for ensuring the variety.

Although all the datasets are split into training, testing and validation sets, it should be noted that not all compared methods take validation set as input. Only CMDN, Corr-AE, Bimodal AE, and Multimodal DBN actually use the validation set as input. For the other compared methods including our MHTN, the validation set is not used in both training and testing stages.

C. Retrieval Tasks and Evaluation Metrics

In the experiments, bi-modal retrieval is conducted for evaluation, which means that the retrieval is performed between two different modalities. For instance, on Wikipedia dataset we retrieve the texts by image queries (denoted as Image→Text) and vice versa, and on XMedia dataset the retrieval will be performed between each pair of modalities. As for the retrieval process, taking Image→Text as an example, we first obtain the common representation for all the images and texts in testing set with all compared methods and MHTN. Then we select each image in testing set as the query, compute the similarity between the query and every text in testing set by cosine distance, and finally get the similarity ranking list.

The metric adopted for evaluating the retrieval results is mean average precision (MAP) score, which is the mean value of average precision (AP) scores of all queries. For each query, the AP score can be computed as follows:

$$AP = \frac{1}{R} \sum_{k=1}^{n} \frac{R_k}{k} \times rel_k$$

where $R$ denotes the number of relevant items in the testing set, $R_k$ is the number of relevant items in top $k$ results in the ranking list, and $n$ is the total number of instances in testing set. $rel_k = 1$ if the query and $k$-th result in the ranking list belong to the same class (i.e., they are relevant), and $rel_k = 0$ otherwise. *All the retrieval results will be considered for the computation of MAP score. We also adopt precision-recall (PR) curve for more comprehensive evaluation, which shows the search precision at all recall levels.*

D. Compared Methods and Input Settings

In the experiments, we compare our proposed MHTN approach with totally 10 state-of-the-art methods, namely CCA [3], CFA [21], KCCA (with Gaussian and polynomial kernel) [43], Bimodal AE [9], Multimodal DBN [10], Corr-AE [11], JRL [5], LGCFL [22], CMDN [6] and Deep-SM [26]. Traditional methods include CCA, CFA, KCCA, JRL and LGCFL, while DNN-based methods include Bimodal-AE, Multimodal DBN, Corr-AE, CMDN and Deep-SM. It should be noted that JRL and our proposed MHTN can jointly learn common representation for all modalities simultaneously, while the other compared methods can only learn common representation for two modalities at a time.

For *image*, the architectures of Deep-SM and our MHTN approach have CNNs built-in (AlexNet is adopted in the experiments), so they take the original image pixels as input, while all the other methods take extracted feature vectors as input. So for all the methods except MHTN and Deep-SM, we use the same AlexNet pre-trained on ImageNet which is further...
Table I: The MAP scores of cross-modal retrieval of our MHTN compared with state-of-the-art methods.

| Dataset       | Task | CCA | CFA | KCCA (Poly) | KCCA (Gaussian) | Cross AE | Multimodal DBN | Cost AE | JRL | LOCP | CMDN | Deep-SM | Our MHTN |
|---------------|------|-----|-----|-------------|-----------------|---------|----------------|---------|-----|------|------|---------|----------|
| Wikipedia     | Image→Text | 0.176 | 0.310 | 0.230 | 0.337 | 0.301 | 0.204 | 0.373 | 0.406 | 0.416 | 0.409 | 0.488 | 0.514 |
|               | Text→Image | 0.178 | 0.306 | 0.234 | 0.328 | 0.267 | 0.145 | 0.357 | 0.360 | 0.364 | 0.365 | 0.444 |        |
| Average       |      | 0.177 | 0.318 | 0.227 | 0.343 | 0.284 | 0.175 | 0.365 | 0.381 | 0.388 | 0.387 | 0.402 | 0.479 |
| NUS-WIDE-10k  | Image→Text | 0.159 | 0.209 | 0.129 | 0.209 | 0.234 | 0.118 | 0.306 | 0.410 | 0.406 | 0.410 | 0.369 | 0.520 |
|               | Text→Image | 0.189 | 0.301 | 0.170 | 0.262 | 0.376 | 0.144 | 0.340 | 0.444 | 0.374 | 0.430 | 0.496 | 0.354 |
| Average       |      | 0.174 | 0.300 | 0.143 | 0.229 | 0.305 | 0.161 | 0.323 | 0.427 | 0.391 | 0.430 | 0.463 | 0.527 |
| Pascal Sentences | Image→Text | 0.116 | 0.308 | 0.280 | 0.329 | 0.447 | 0.363 | 0.473 | 0.377 | 0.435 | 0.444 | 0.414 | 0.900 |
|               | Text→Image | 0.187 | 0.417 | 0.415 | 0.513 | 0.604 | 0.462 | 0.541 | 0.537 | 0.600 | 0.543 | 0.690 |        |
| Average       |      | 0.113 | 0.325 | 0.276 | 0.321 | 0.426 | 0.401 | 0.445 | 0.397 | 0.408 | 0.451 | 0.427 | 0.498 |

For text, video, audio, and 3D model, exactly the same features are used for all compared methods and our MHTN: For text, exactly following [6, 11], the 3,000-dimensional BoW features are adopted for Wikipedia dataset, and the 1,000-dimensional BoW features are adopted for NUS-WIDE-10k and Pascal Sentences datasets. On XMedia dataset we take 3,000-dimensional BoW text features, which are the same with Wikipedia dataset. For video, we use C3D model [44] pre-trained on Sports1M [45] to extract the output of 4,096 dimensions from fc7 layer as the video features. For audio, audio clips are represented by the 78-dimensional features, which are extracted by jAudio [46] using its default setting. For 3D model, the models are represented by the concatenated 4,700-dimensional vectors of a LightField descriptor set [47].

E. Experimental Results

Table I shows the experimental results of MAP scores of our MHTN approach as well as state-of-the-art methods. On all the 4 datasets, our proposed MHTN achieves the highest MAP scores on all retrieval tasks. On Wikipedia dataset, the highest average MAP score of compared methods is obtained by Deep-SM, and an inspiring accuracy improvement is obtained by MHTN from 0.402 to 0.479. Figure 6 shows some retrieval results of our MHTN approach on Wikipedia dataset. On NUS-WIDE-10k dataset, MHTN keeps its advantage and achieves the highest average MAP score of 0.527. On Pascal Sentences dataset, we can see that CMDN obtains the highest average MAP score of compared methods, but MHTN still achieves a clear advantage to be 0.498. On XMedia dataset, the performance trends among compared methods differ from the above 3 datasets. For example, the accuracy of DNN-based methods such as Multimodal DBN, Bimodal AE and
The impact of source image pathway. The source image path way (the top pathway in Figure 2) is a key component of hybrid transfer learning, which acts as the source for knowledge transfer. In Table II, MHTN (NoSource) means that we remove the source image pathway, and the other components remain the same. MHTN (Full) means the complete MHTN. By comparing the results of MHTN (NoSource) and MHTN (Full) in Table II, we can see that the source image pathway stably improves the retrieval accuracy. This is because single-modal datasets contain not only modal-specific information, but also rich modal-independent semantic knowledge that can be jointly shared across different modalities, which can provide considerable supplementary information for cross-modal retrieval.

The impact of modal-adversarial semantic learning subnetwork. Modal-adversarial semantic learning subnetwork is designed to make the process of knowledge transfer further adapted to cross-modal retrieval task. In Table II, MHTN (NoSLnet) means that we remove the modal-adversarial semantic learning subnetwork, and directly train a classifier (as fc10 and softmax layer in Figure 2) with the specific representation of each modality, which generates probability vectors for retrieval. By comparing MHTN (NoSLnet) and MHTN (Full) in Table II, we can see that MHTN (Full) achieves higher results on all 4 datasets, which shows that this subnetwork can preserve the inherent cross-modal semantic consistency in target domain and improve the retrieval accuracy.

The impact of modal-adversarial training strategy. Modal-adversarial training strategy is used to explicitly reduce “heterogeneity gap”. In Table II, MHTN (NoAdver) means that we remove the modal-adversarial consistency learning part, which is exactly the same with our previous conference paper [20] on Wikipedia, NUS-WIDE-10k and Pascal Sentences datasets. By comparing MHTN (NoAdver) and MHTN (Full), we can see the modal-adversarial improves the retrieval accuracy by making the common representation discriminative for semantics but indiscriminative for modalities, which effectively enhance the cross-modal semantic consistency.

Fig. 8: The PR curves on Wikipedia, NUS-WIDE-10k and Pascal Sentences datasets.

Corr-AE is clearly lower than traditional methods such as LGCFL and JRL. The reason is that these methods are mainly based on pairwise correlation, but the numbers of instances for some modalities are small such as totally 500 3D models, which makes it hard to capture the semantic consistency only by pairwise correlation. However, our proposed MHTN remains the best accuracy, which shows its effectiveness and generality. Figure 7 shows some retrieval results of our MHTN method on XMedia dataset. Figure 8 shows the PR curves of all retrieval tasks on Wikipedia, NUS-WIDE-10k and Pascal Sentences datasets, where our proposed MHTN keeps the highest precisions at all recall levels.

For fair comparison, all the compared methods except Deep-SM take CNN image features extracted from AlexNet pretrained on ImageNet and fine-tuned with the images in the target domain, and Deep-SM takes the fine-tuned AlexNet as its component for image. In fact, this can be seen as straight-forward single-modal knowledge transfer from images in source domain only to images in cross-modal target domain. However, in this way, the knowledge transfer across different modalities is not jointly involved, which results in inadequate transfer and limited accuracy. Our proposed MHTN achieves a clear advantage on all datasets. On the one hand, it can jointly transfer knowledge from a single modality in source domain to multiple modalities in cross-modal target domain, which can distill the modal-independent knowledge to enrich training information and avoid overfitting. On the other hand, the modal-adversarial training strategy can ensure the cross-modal semantic consistency in the hybrid transfer process, and further improve the accuracy of retrieval.
The impact of source domain supervision loss. Because the classes of source domain and target domain are different, this experiment aims to verify if the fine-tuning of source image pathway can improve the retrieval accuracy. In Table II, MHTN (NoSDS) means that we remove the source domain supervision loss (LossSDS). By comparing MHTN (NoSDS) and MHTN (Full), we can see that although the classes are different of the two domains, the supervision information in source domain still contains general knowledge, which can be shared by cross-modal target domain and improve retrieval accuracy.

The impact of different CNN structures. We further conduct an experiment where the AlexNex in source image pathway and target image pathway are replaced by VGG19 [48], which is denoted as MHTN (VGG19) in Table II. Except the difference of CNN structure, the other components keep the same. It can be seen that VGG19 can improve the overall retrieval accuracy on 4 datasets, especially on Pascal Sentences dataset. Because the AlexNex is indiscriminative for modalities but VGG19 is discriminative for semantics, it shows the effectiveness and generality of MHTN for transferring knowledge to all modalities.

V. CONCLUSION

This paper has proposed modal-adversarial hybrid transfer network (MHTN), which aims to transfer knowledge from single-modal source domain to cross-modal target domain for promoting cross-modal retrieval. It is an end-to-end architecture with two subnetworks: Modal-sharing knowledge transfer subnetwork is proposed to jointly transfer knowledge from a large-scale single-modal dataset in source domain to all modalities in target domain with a star network structure, which distills modal-independent supplementary knowledge for promoting cross-modal common representation learning. Modal-adversarial semantic learning subnetwork is proposed to construct an adversarial training mechanism between common representation generator and modality discriminator, making the common representation discriminative for semantics but indiscriminative for modalities to enhance cross-modal semantic consistency during transfer process. Comprehensive experiments on 4 datasets show the effectiveness and generality of MHTN, including challenging XMedia dataset with 5 modalities (text, image, video, audio, and 3D model).

In the future, we intend to improve the work in the following two aspects: First, we will apply the architecture of MHTN to other applications involving cross-modal data such as image caption. Second, we will attempt to address the problem of hybrid knowledge transfer under unsupervised setting, which aims to bring stronger flexibility to MHTN.
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**TABLE II: The MAP scores of experiments to show the impacts of MHTN’s components.**

| Dataset          | Task        | MHTN (NoSource) | MHTN (NoSDS) | MHTN (NoAdversary) | MHTN (Full) | MHTN (VGG19) |
|------------------|-------------|-----------------|--------------|--------------------|-------------|--------------|
| Wikipedia        | Image→Text | 0.478           | 0.508        | 0.494              | 0.514       | 0.541        |
|                  | Text→Image | 0.414           | 0.432        | 0.420              | 0.444       | 0.461        |
| Average          |             | 0.446           | 0.470        | 0.457              | 0.479       | 0.501        |
| NUS-WIDE-10k     | Image→Text | 0.489           | 0.518        | 0.498              | 0.520       | 0.552        |
|                  | Text→Image | 0.515           | 0.534        | 0.516              | 0.534       | 0.541        |
| Average          |             | 0.502           | 0.517        | 0.506              | 0.527       | 0.547        |
| Pascal Sentences | Image→Text | 0.499           | 0.467        | 0.473              | 0.496       | 0.527        |
|                  | Text→Image | 0.464           | 0.477        | 0.493              | 0.500       | 0.564        |
| Average          |             | 0.457           | 0.472        | 0.483              | 0.498       | 0.567        |
