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Abstract

Statistical Machine Translation (SMT) relies on the availability of rich parallel corpora. However, in the case of under-resourced languages or some specific domains, parallel corpora are not readily available. This leads to under-performing machine translation systems in those sparse data settings. To overcome the low availability of parallel resources, the machine translation community has recognized the potential of using comparable resources as training data. However, most efforts have been related to European languages and less in middle-east languages. In this study, we report comparable corpora created from news articles for the pair English–{Arabic, Persian, Urdu} languages. The data has been collected over a period of a year, entails Arabic, Persian and Urdu languages. Furthermore, using the English as a pivot language, comparable corpora that involve more than one language can be created, e.g. English–Arabic - Persian, English - Arabic - Urdu, English – Urdu - Persian, etc. Upon request the data can be provided for research purposes.
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1. Paper

Statistical Machine Translation (SMT) relies heavily on the quality and quantity of bilingual parallel corpora (Brown et al., 1993, Och and Ney, 2002, Koehn, 2010). Most known parallel corpora are collected from the United Nation or the European parliament and are mostly about the legal domain (Koehn, 2005). However, often parallel resources are not readily available for under-resourced languages or other specific narrow domains. This leads to under-performing machine translation systems in those sparse data settings. To overcome the low availability of parallel resources, the machine translation community has recognized the potential of using comparable resources as training data (Rapp, 1999, Munteanu and Marcu, 2002, Sharoff et al., 2006, Munteanu and Marcu, 2006, Kumano et al., 2007, Kauchak and Barzilay, 2006, Callison-Burch et al., 2006, Barzilay and McKeown, 2001, Nakov, 2008, Zhao et al., 2008, Marton et al., 2009, Aker et al., 2012).

Without a doubt the web is the largest source that can be used to gather comparable corpora (Resnik and Smith, 2003, Huang et al., 2010). Newswire have been also explored to gather comparable corpora. The ACCURAT project, for instance, collected comparable corpora for 12 different European languages using the web, through Wikipedia and News articles (Skadiņa et al., 2012a, Skadiņa et al., 2012b). A follow up project, Taas3, expanded this idea to all EU languages. In both projects it has been shown that comparable corpora have positive impact on SMT as well as in creation bilingual terminology resources. Apart from those mentioned studies and projects there have been many workshops focusing solely on building and using comparable corpora (BUCC3).

The amount and diverse studies and efforts show that comparable corpora is certainly a useful resource to determine helpful material for SMT but also for related studies such as bilingual term extraction, cross-lingual information retrieval, etc. However, most efforts have been related to European languages and less in middle-east languages.

In this work we report comparable corpora created from news articles for the pair of English–{Arabic, Persian, Urdu} languages. Furthermore, when English is used as the pivot language other pairs of comparable corpora such as English-Arabic-Persian, English-Arabic-Urdu, English-Urdu-Persian, etc. can be created. We started collecting this data on 9th of November 2014 and will continue collecting till the end of May 2016. The data is saved in weekly bins. This means every week-bin contains only articles published within a week period. We believe that such corpora is publically available it will enable researchers to:

- Use the data as benchmark to perform tasks for SMT: parallel units such as sentences, phrases and terms extraction.
- Obtain not only “general” but also more domain specific data. This can be achieved by applying domain classifiers prior the SMT data extraction or by just simply following the domain information of the article URLs.
- Analyse the influences of data size in SMT quality – through gradually increasing the number of weeks to extract SMT relevant data.
- Analyse how similar events are reported in various languages.
- Analyse how topics evolve within a language over the time as well as cross-lingually.

To the best of our knowledge such data that has been collected over a period of a year, is big in volume, entails Arabic, Persian and Urdu languages as well as the settings enabling researchers to perform different analyses have not been reported by earlier studies.

1 http://www.accurat-project.eu/
2 http://www.taas-project.eu/
3 https://comparable.limsi.fr/
2. Related Work

There have been number of studies in literature that reported comparable corpora for English-Arabic (Munteanu and Marcu, 2005; Abdul-Rauf and Schwenk, 2009). The most recent comparable corpora that was built in Arabic, was by (Saad et al., 2013). For the Persian the most commonly known corpora was collected by Hashemi et al. (2010) and Hashemi and Shakery (2014). In regards to the Urdu language we are not aware of any comparable corpora. Unlike related work we report comparable corpora covering not only Arabic and Persian but also Urdu. Furthermore, unlike related studies the genre from which our data is obtained is the same in all data sets, namely news. Because of this feature our data can be split into different domains – using some classifiers or simply making use of the news article URLs information where it is clear from which domain – such as politics, sports, economy, entertainment, etc. In fact this enables the extraction of not only arbitrary parallel units but parallel units specific to certain domains. Finally, as discussed earlier our data is saved in weekly bins and spans over a period of 12 months providing a set-up for various research questions (see earlier section).

3. Method: Collecting Comparable Corpora

Our approach of collecting comparable corpora entails two steps. In step 1 we download monolingual news articles. In step 2 we pair those articles from step 1.

3.1 Step 1: Downloading news articles

For each language we have manually collected RSS feeds. The table below shows some statistics about the number of RSS feeds used and number of web pages from which we obtained RSS feeds.

| Language | # RSS | # Web pages |
|----------|-------|-------------|
| Arabic   | 289   | 44          |
| English  | 270   | 48          |
| Persian  | 292   | 23          |
| Urdu     | 239   | 16          |

Table 1: RSS feeds counts and number of web pages from which the RSS feeds are collected.

News web-sites provide RSS feeds for different domains. The domains our RSS feeds cover are:
- Politics
- Sport
- Economy
- Art
- Culture
- Education
- Entertainment
- Business
- Parliament
- International news
- Gulf/Middle East news
- Local news

In periodic time frames – every 15 minutes – we visit the feeds and download the updated news articles using an in-house tool. We run this process for a week and stop. The data collected in that week is saved in a separate bin, called week1-bin. After this the process for the second week is started. Data resulting from the second week is saved in week2-bin. This process was started in 9th of November 2014 and will continue till the end May 2016.

3.2 Step 2: Paring News Articles

To align articles, i.e. to create comparable corpora, we pair articles from two different bins written in two different languages. Note we ensure that the time difference between those two bins is no greater than 7 days.

To align two articles written in two languages, from now on source and target languages, we make use of core terms extracted from the source article instead of the entire article. To define core terms we have investigated a set of 1.7K news articles along with their user generated comments -- on average we have 206 comments per news article. From each news article we have extracted terms and analysed whether they have been also used in the user generated comments. Our analysis shows that 35% of the terms extracted from the news article are also mentioned in the comments. We also found out that mostly terms from the title and first sentence (55% and 60% respectively) were mentioned in the comments. Terms extracted from other parts -- sentences from 2-6 and sentences from 7-till the end of the article) were mentioned only around 45% and 33% respectively. Around 43% of comments mentioned at least one or more terms extracted from the article.

We use this analysis to extract core terms from news articles and use them for alignment. The core terms are only extracted from the source language -- that is in our case English. To extract such core terms we first extract from the source document all nouns using the OpenNLP toolkit.' Then each noun is ranked according whether it is mentioned in the title, in the first sentence of the source article, in the following 5 sentences after the first sentence and the remaining part of the article that follows the 6th sentence. That means each term is assigned four different scores. We treat the title and the first sentence more important than the other two parts because terms extracted from these two parts were mentioned more in the comments than the terms extracted from the other two parts. Thus we assign to the first two parts a score of 2. For the remaining two parts we assign a score of 1. This means when a noun occurs in all parts it can have a maximum score of 6. Once scores are assigned for each term they are ranked according to their scores.

For further processing we only use 35% of the top scoring nouns -- a cut-off value we obtained experimentally through our analysis with the user comments. Each of these remaining nouns is translated into the target

4 https://opennlp.apache.org/
language using GIZA++ dictionaries. GIZA++ dictionaries can contain for each source word several target translations. However, each such source-target word translation is assigned a probability score indicating how likely it can be treated as true translation. In our alignment process we make use of those probability scores and use only the most likely translation for each source term. We use the translations to construct a query -- each term translation is separated by a white space and submit it to Lucene. Prior this we split each target document by white space and remove all stop-words as well as less significant words using tf*idf and index them using Lucene. For each query we retrieve top 10 target documents from the Lucene API. Finally, we use the cosine angle between the target words and the translated source core terms to determine the similarity between the source and target articles. We only consider a pair of source and target article as positive pair when their cosine similarity is at least 0.1 -- a threshold selected empirically.

4. Data

Table 2 shows statistics about the monolingual data we have collected so far. As we can see there are some variations on the number of weeks for the different languages. The reason for this is that we initially started the collection process with only English and Arabic and added later the Urdu and Persian languages.

| Language  | Weeks | Count | # of Articles | Word count | Unique word count |
|-----------|-------|-------|---------------|------------|------------------|
| Arabic    | 60    | 1,170,108 | 610,692,653 | 4,227,095 |
| English   | 60    | 368,276  | 151,293,107 | 1,547,581  |
| Persian   | 41    | 453,781  | 300,312,095 | 1,376,337 |
| Urdu      | 55    | 132,648  | 55,845,160  | 369,735   |

Table 2: Statistics about the monolingual data

We used the document aligner described earlier to pair English documents with documents in the other 3 languages. We also used the English documents as pivot to create comparable corpora containing different language pair settings. The statistics about the data are shown in Table 3.

5 We automatically extracted the dictionaries for all language pairs using moses training scripts. We first downloaded the aligned,grow-diag-final-and files from OPUS \{footnote \{http://opus.lingfil.uu.se/\} along with parallel corpus used to train these models. These files contain word alignments based on GIZA++ tool. Given these alignments, we extract lex files that contain maximum likelihood estimate. The parallel data to train these models consist of 955K sentences for persian-english, 10M for arabic-english and 726K for urdu-english.

6 http://lucene.apache.org

| Language pairs | # Document alignments |
|----------------|-----------------------|
| English - Arabic | 48,646                |
| English - Persian | 4,716                |
| English - Urdu  | 3,434                 |
| English - Urdu-Arabic | 921           |
| English - Urdu - Persian | 682          |
| English - Arabic-Persian | 1,017         |

Table 3: Statistics about the comparable data

From Table 3 we see that the number of document pairs vary between the languages. The smallest bilingual comparable corpora is in English-Urdu and the biggest in English-Arabic. In the triple language pairs we have English-Urdu-Persian with the least number of documents triples. The biggest is in English-Arabic-Persian.

5. Conclusion

In this study, we collected monolingual corpora for the English, Arabic, Urdu and Persian languages from news using RSS feeds. This data has been collected over a period of a year. We use nouns extracted from the English documents, translate them into the target language using GIZA++ dictionaries and determine based on the translated nouns target documents that are comparable to the source (English) document. Using this method we created comparable corpora for the pair English –{Arabic, Persian, Urdu} languages. We also used English as the pivot language and obtained comparable corpora that involves more than 2 languages. Upon request the data can be provided for research purposes.
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