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ABSTRACT The objective of depth completion is to generate a dense depth map by upsampling a sparse one. However, irregular sparse patterns or the lack of groundtruth data caused by unstructured data make depth completion extremely challenging. Sensor fusion using both RGB and LIDAR sensors can help produce a more reliable context with higher accuracy. Compared with previous approaches, this method takes semantic segmentation images as additional input and develops an unsupervised loss function. Thus, when combined with supervised depth loss, the depth completion problem is considered as semi-supervised learning. We used an adapted Wasserstein Generative Adversarial Network architecture instead of applying the traditional autoencoder approach and post-processing process to preserve valid depth measurements received from the input and further enhance the depth value precision of the results. Our proposed method was evaluated on the KITTI depth completion benchmark, and its performance in depth completion was proven to be competitive.

INDEX TERMS Depth completion, LIDAR sparse depth, anisotropic diffusion, generative adversarial network, Wasserstein GAN

I. INTRODUCTION

DENSE depth maps are a fundamental feature for many vision functions installed in autonomous vehicles, such as 3D reconstruction, 3D object detection, and localization. LIDAR is a depth sensor that works on a similar principle to that of RADAR in terms of calculating the distance to an object by measuring the reflection of a signal from that object. However, instead of using radio waves, LIDAR uses an array of multiple laser beams irradiated at a high frequency, and it can rotate 360°when mounted on a vehicle. Despite its high accuracy and long-distance measurement, the depth data collected by the LIDAR sensor frequently appear to be of low resolution and are unstructured. This occurs because certain regions of a target object do not reflect the laser to the sensor, and thus, the depth data of these regions are invalid, or the regions are identified as "holes" in the depth data. Depth completion is aimed at producing an accurate dense depth map from sparse input LIDAR data.

In the last few years, deep learning methods, based on a variety of architectures, including convolutional neural networks (CNNs) and both supervised and unsupervised learning, have achieved promising results in computer vision and image processing tasks. Deep learning has also been applied to depth completion, achieving excellent results. For instance, Jaritz et al. [1] and Hue et al. [2] constructed two encoders to extract each modality’s features and one decoder for fusing them using the late fusion strategy to generate a dense depth map. Researchers who proposed methods such as FusionNet [3] and PENet [4] designed a two-branch autoencoder architecture network to extract the local and global structures of an input scene. Each branch can generate a semi-dense depth map, and they applied a multiple stage fusion strategy with learned confidence coefficients to produce the final depth map.

However, the aforementioned approaches address depth completion as supervised learning and require a significant amount of data with labels to sufficiently generalize the scene structure and achieve reliable results. This raises a non-trivial problem because groundtruth depth data are difficult to obtain in a realistic scenario, and only 30% of the depth
values in the groundtruth data are valid. Moreover, existing approaches [1] [2] [3] [4] consider only the RGB images corresponding to the sparse depth map as additional input, and, although RGB sensors are very sensitive to the lighting condition of the environment, the images that they capture can downgrade the accuracy of the model. Therefore, to address this problem, we treat the depth completion problem in a semi-supervised manner by combining both supervised and unsupervised learning. Furthermore, generative adversarial network (GAN)–based methods in image processing, such as those presented in [5] [6] [7] [8], have recently achieved outstanding results for both unsupervised and semi-supervised learning because GANs focus on learning the distribution of data rather than their numerical density value. GANs can generalize the data represented in a low-dimensional manifold.

In summary, the main contributions of our study are as follows:

- We successfully adapted Wasserstein GAN (WGAN) for solving the depth completion task as a semi-supervised learning problem.
- We designed a two-branch generator and effectively improved the results by taking semantic segmentation images as additional input, followed by a smoothness penalization loss.
- Finally, we enhanced the accuracy of the depth value by directly replacing the valid depth value obtained from sparse input; we also used an anisotropic diffusion process for the gradient-smoothing of the depth image.

II. RELATED WORK

In this section, several related works on depth completion are discussed. We focus on the handling of sparse depth images using a deep learning method with a single depth image or multiple modalities, in particular RGB images.

Sparse depth only. The problem of filling sparse data with the help of a groundtruth sample is well-known in the field of computer vision. Similar techniques, such as image inpainting, denoising, and super resolution, can be viewed as part of the depth completion problem, facilitating various solutions. The implementation of a bilateral filter or a similar interpolation technique has been used as a handcrafted strategy to upsample sparse input. Ku et al. realized a noteworthy achievement [9] using only these traditional methods. They successfully produced a dense output by analyzing the morphological structure of an input image and generating the final output from an intermediate representation. However, even in a reasonable result, the proportion of error in the LIDAR frame remains significant. Using the camera pose projection approach, LIDAR data can be projected onto the image plane and converted into semi-structured data; subsequently, a CNN can be applied. Jaritz et al. [10] and Ma et al. [11] utilized a multi-layer deep network and used additional mask encoding bits, "0" and "1", as valid and invalid data points, respectively.

Uhrig et al. [12] demonstrated that sparsity-invariant convolutions were capable of handling sparse data. They created a validity mask and preserved it on each layer of the deep network to allow normalized convolution operations, which was followed by a max-pooling operation. They also propagated a confidence mask using a second convolution for each layer to normalize and create a mask for the next layer. A similar method was proposed by Eldesokey et al. [13]. The authors of HMS-Net [14] developed a multi-variation of layers and proposed a new function for concatenating, upsampling, and including a sparse input map.

Multiple modalities. To date, the use of a combination of multiple modalities, such as RGB images or different data from different sensors, has led to significant performance improvement. Fusion strategies remain an open question for future studies. In our study, an RGB image was used as additional input to the network. We next list several recent studies on combining different modalities to enhance depth completion performance.

Schneider et al. [15] preserved the sharp boundary of an object in the depth output. They processed pixel-wise labeling to separate different objects and used a geodesic distance to maintain the edges. Ma et al. [16] [17] applied residual blocks (ResNet) to a deep network and used the RGB-D data as the input. Moreover, a self-supervised learning method, which requires additional temporal information, was chosen by Ma et al. [17] as the learning method. They introduced a two-branch network that can combine RGB data and sparse LIDAR frames in the same feature space to improve performance. Zhang et al. [18] proposed a different strategy for combining inputs: late fusion. They first attempted to estimate the surface normals by processing RGB data and subsequently combined the outcomes with the sparse depth data to obtain the final depth map. Similarly, in [19], surface normals were also used to enhance the depth completion result. In CFCNet [20], semantic correlation features between RGB and depth information were utilized. The authors of CG-Net [21] proposed combining the features of multiple modalities using a cross-guidance module.

Generative Adversarial Network. The development of GAN [22] and its variants opened a new door in the field of image processing and computer vision. In DCGAN [23], multiple convolutional layers were concatenated to create a deep neural network to extract image features efficiently. BigGANs [24], a modification of GANs that results in a large-scale model, are flexibly designed to implement a trade-off between variety and fidelity. GANs have also been applied to medical image processing [6], [25], semi-supervised classification [26], and semantic segmentation of remote sensing images [27] to improve the feature extraction capability of the network.

III. METHODOLOGY

In the first part, we provide an overview of our proposed method; next, we briefly discuss the difficulty involved in training the original GAN and the way WGAN compensates
for these difficulties. Subsequently, we introduce the details of our proposed architecture for depth completion and the loss function of the model.

In the second part, we describe our post-processing procedure.

### A. PROPOSED ARCHITECTURE

1) Architecture overview

The overall depth completion architecture proposed in this paper is shown in Fig. 1. The backbone is based on the WGAN architecture with a generator (G) and critic (C). The generator takes input from different sensors and is trained to generate a dense depth map. By contrast, the critic attempts to evaluate the realness of the generated sample. After training, the output of the generator passes through a post-processing stage for enhancing performance.

The architectural details are explained next.

2) From GAN to WGAN

GAN [22], first introduced by Goodfellow in 2014, consists of two different models called the generator and discriminator. The generator attempts to create a fake sample that is as similar as possible to the real sample. Meanwhile, the discriminator acts as a classifier to determine whether the sample is fake. As a result, the generator and discriminator play a minimax game to improve themselves. The loss function of a GAN is

$$\min_{G} \max_{D} \mathbb{E}_{x \sim p_r(x)} \log D(x) + \mathbb{E}_{z \sim p_z(z)} \log(1 - D(G(z))),$$

(1)

where $x$ and $z$ are the real data with distribution $p_r(x)$ and the noise input with distribution $p_z(z)$, respectively; $G(\cdot)$ and $D(\cdot)$ represent the output of the generator and discriminator, respectively.

For GANs, the discriminator must be trained before training the generator. This results in a dilemma:

- If the discriminator is not appropriately trained, it will not provide any meaningful feedback to the generator.

Consequently, the loss function cannot reflect the errors from the generated sample.

- If the discriminator is well trained, the gradient from the loss function will be approximately zero, and thus, the learning will be excessively slow or even stop.

WGAN [28] is an version of the original GAN proposed in 2017 by Martin et al. to overcome the problems of GANs and make the training more stable. Instead of using binary cross entropy as a loss function, the authors proposed a new measurement of the distance between two probability distributions called the earth mover’s (EM) distance or Wasserstein distance. The EM distance is defined as the minimum energy required to transform the shape of one probability distribution to that of another distribution. As mentioned in [28], EM can provide a smoother gradient, which is essential for a stable learning process. The Wasserstein distance is

$$W(P_r, P_s) = \inf_{\delta \in \Pi(P_r, P_s)} \mathbb{E}_{(x,y) \sim \delta} || x - y ||.$$

(2)

where $P_r$ and $P_s$ represent the distributions of $x$ and $y$, which denote the real and generated samples, respectively. $\Pi(P_r, P_s)$ is the set of all possible joint distributions between $P_r$ and $P_s$, and $\delta$ describes the energy of one transformation to make the two distributions similar.

However, because all possible joint distributions of $P_r$ and $P_s$ are highly intractable, it is difficult to compute the inf (infimum) of the energy of the transportation plan. Based on the Kantorovich–Rubinstein duality [29], the author modified (2) to obtain a more sophisticated equation:

$$W(P_r, P_s) = \frac{1}{K} \sup_{\|f\|_K \leq K} \mathbb{E}_{x \sim P_r} f(x) - \mathbb{E}_{x \sim P_s} f(x),$$

(3)

where $\sup$ (supremum) is the maximum value and function $f(x)$ must satisfy $\|f\|_K \leq K$, which is k-Lipschitz continuous.

Suppose function $f$ is parameterized by a learnable parameter $\omega$: $f_\omega \in W$; then, the loss function for WGAN is

$$W(P_r, P_s) = \frac{1}{K} \sup_{\|f\|_K \leq K} \mathbb{E}_{x \sim P_r} f_\omega(x) - \mathbb{E}_{x \sim P_s} f_\omega(x).$$

(4)

In terms of the zero-sum game between the generator and discriminator, the loss function is changed to

$$L_{WGAN} = \min_{G} \max_{D \in \mathcal{D}} \mathbb{E}_{x \sim P_r} [D(x)] - \mathbb{E}_{x \sim P_g} [D(G(x))],$$

(5)

where $\mathcal{D}$ is a set of 1-Lipschitz functions and $x$ is a consecutive sample from the distribution of the real sample $P_r$ and the distribution of the generated sample $P_g$, respectively.

In particular, the discriminator is trained to learn a k-Lipschitz function to compute the Wasserstein distance. As the loss function becomes smaller through training, the Wasserstein distance decreases, and the generator can generate a sample that is more similar to the real one. As mentioned in [28], the discriminator no longer discriminates between the fake and real samples; it outputs a number representing the realness and fakeness of a sample. Consequently, the discriminator was changed to the critic.
FIGURE 2. Overview of the generator architecture. It is composed of two branches having different purposes. The upper branch with the RGB input attempts to predict a depth map from the color image. The lower branch attempts to upsample the sparse depth map. (1)–(4) denote the concatenated function between the output of each decode layer in the RGB branch with the corresponding output of each encode layer in the sparse LIDAR branch.

3) Architecture details

Sensor fusion. Data collected from the LIDAR sensor not only retrieve accurate range information of objects surrounding a vehicle but are also unaffected by weather conditions; however, LIDAR data significantly lack the scene structure and object features required for visual recognition. By contrast, the RGB camera can easily capture the differences between shapes and colors, and a specific object can be identified based on these features; however, the camera is not an active sensor, and therefore its use is severely restricted to certain weather conditions. In brief, sensor fusion is a process aimed at overcoming the limitations of each sensor by fusing data from different levels to obtain more reliable and higher precision data. Ultimately, these fused data can be used for further processes in many different perception tasks.

Semantic segmentation. The semantic segmentation image of the scene is used as additional input to the model. Because the intensity of a pixel in an RGB image is highly sensitive to light conditions, the output depth map tends to be discontinued at the surface of the object when multiple fusion stages are performed with the RGB image. To compensate for this problem, we concatenated the semantic segmentation image with the sparse depth map. The semantic segmentation image is the output from DeepLabV3+ [32].

Generator. We designed an architecture similar to that of PENet [4], which has been proven to be highly efficient. However, as shown in Fig. 2, we reduced some of the layers in the encoder to prevent model overfitting. The architecture is composed of two branches having similar autoencoder models for each branch and skip connections [30] to prevent the vanishing gradient problem from occurring in the deep layer. The upper branch takes the RGB image as input and then attempts to predict the depth map and a confidence weight map. The lower branch takes the sparse depth image concatenated with the segmentation map obtained from the RGB data as input and then attempts to predict the depth map and its corresponding confidence weight map. Finally, these depth maps are fused together using a fusion strategy similar to that applied in FusionNet [3] to create a final dense depth map. We denote the depth map and confidence map predicted from the RGB image as $D_{rgb}$ and $C_{rgb}$, and those from the sparse depth image as $D_d$ and $C_d$, respectively. The final depth map $D$ is:

$$D(x, y) = e^{C_{rgb}(x, y)} \cdot D_{rgb}(x, y) + e^{C_d(x, y)} \cdot D_d(x, y) + e^{C_{rgb}(x, y)}$$

where $(x, y)$ denoted the pixel’s position.

In addition, when a traditional transpose convolution layer is used in the decoder, the output suffers heavily from the checkerboard artifact, as shown in Fig. 3. We address this problem by applying resize convolution layers [31] consisting of a nearest-neighbor upsampling layer followed by a convolution layer.

Critic. As mentioned previously, the critic of WGAN outputs a score or scalar that represents the fakeness or realness of the input. Therefore, we designed a critic, as shown in Fig. 4, that has an architecture similar to that of the discriminator of DCGAN [23] with certain modifications. In particular, we replaced the final sigmoid layer with a convolution layer to output a scalar. Moreover, we replaced the BatchNorm layer with an InstanceNorm layer because BatchNorm tends to normalize through batches, which is not suitable for our model, because weight penalization should be performed for each sample independently, not for the entire batch.

FIGURE 3. Traditional transpose convolutional layer causes heavy checkerboard artifact.
Supervised loss.

\[ L_{\text{depth}}(d, gt) = \|1_{\{gt > 0\}} \odot (d - gt)\|_1, \tag{7} \]

4) Loss function

**Supervised loss.** As in the study by Carvalho et al. [33], we used \( L_1 \) to minimize the depth loss between the output depth map and the groundtruth. The depth loss is

\[ L_{\text{depth}}(d, gt) = \|1_{\{gt > 0\}} \odot (d - gt)\|_1, \tag{7} \]

where \( d \) denotes the predicted depth map, \( gt \) denotes the groundtruth depth map and \( \|1_{\{gt > 0\}}\| \) denotes a valid depth pixel in the groundtruth data.

**Unsupervised loss.** Inspired by [34], we adopted a smoothness penalization loss:

\[ L_{\text{smooth}} = \frac{1}{N} \sum_{i=1}^{N} (\|\nabla^2_x d_i\|e^{-\|\nabla^2_x s_i\|} + \|\nabla^2_y d_i\|e^{-\|\nabla^2_y s_i\|}), \tag{8} \]

where \( \nabla^2_x \) and \( \nabla^2_y \) represent the second-order derivative in the \( x \) and \( y \) direction, respectively, \( d_i \) and \( s_i \) denote the \( i^{th} \) pixel of the predicted depth image and semantic segmentation image, respectively, and \( N \) is the total number of pixels.

As mentioned earlier, we used the semantic segmentation image to compensate for the depth discontinuity problem when fusing with the RGB image. The intensity of pixels clustered as the same object class in the semantic segmentation image will be equal, whereas two pixels belonging to two adjacent regions will have a significant difference in intensity. The exponential expression acted as a stop function to prevent over smoothing the actual edges detected by the semantic segmentation. Particularly, if the gradient of the pixel \( i^{th} \) in the semantic segmentation image is zero or close to zero, it may belong to the object’s surface, and the exponential expression \( e^{(-)} \) term will be close to one; therefore, the gradient of corresponding pixel \( i^{th} \) in the depth image will be reduced in the optimization process. By contrast, if the gradient of the pixel \( i^{th} \) in the semantic segmentation image is large, it may represent the boundary between an object and the background, which may have a significant difference in depth value; therefore, the exponential expression \( e^{(-)} \) term will be close to zero and the depth gradient of the corresponding pixel’s position \( i^{th} \) in the depth image will not be affected.

In summary, the critic attempts to maximize the following loss function:

\[ L_{\text{critic}} = L_{\text{WGAN}} \tag{9} \]

The generator attempts to minimize the overall loss:

\[ L_{\text{generator}} = L_{\text{WGAN}} + L_{\text{depth}} + L_{\text{smooth}}. \tag{10} \]

**B. POST PROCESSING**

1) Depth preservation

As argued in [35], the actual input depth measured by a LIDAR sensor cannot be preserved in the final output depth map because of the downsampling and upsampling steps in the learning phase. To compensate for this problem, the authors of [35] replaced the depth value from the original input directly in the output depth map and then performed a spatial propagation procedure to smooth the gradient of the depth value in neighboring pixels. However, according to our observation, it is not suitable to replace all the pixels because
the results mostly degrade after the replacement. As shown in Fig. 6, we analyzed the histogram of the depth error between the input sparse depth and the groundtruth in Figure 6(a) and between the prediction result and the groundtruth in Figure 6(b). The tail of the histogram of the depth error between the sparse input depth and the groundtruth is longer than the other, implying that the amount of depth error in the sparse input depth is more significant. As a result, the performance was downgraded when we replaced all pixels from sparse input depth to the prediction result.

Subsequently, we investigated the part of the input depth image that could be chosen to preserve the depth value. First, the input image was equally segmented into different ratios as different cases. Second, we separately preserved the depth input by replacing the pixel of the sparse input in each case to the predicted result and repeated with different samples from the dataset. Finally, we selected the case having the smallest average of root mean squared error (RMSE) of depth value. In addition, we included 1000 samples in our analysis.

- Case 1: We vertically divided into two equal parts.
- Case 2: We vertically divided into three equal parts.
- Case 3: We vertically divided into four equal parts.
In case three, because the portion of preserving the sparse input became too small, the mean of RMSE was only slightly changed only slightly.

After statistically analyzing three different cases, we decided only to replace only the output depth value with only the region comprising the lower one-third of the original input depth map. We argued that because the measurement in this region is closer to the sensor; therefore, the laser beams can a have better reflection to the sensor and suffer lesser noise of from the surrounding environment than the rest remaining upper part of the input depth image, which is far from the LIDAR sensor.

In the next section, we will introduce an image smoothing method and apply it to the resulting depth image because after the replacing step, the gradient value of the depth image becomes non-smooth and discontinuity.

2) Depth smoothing via anisotropic diffusion

Anisotropic diffusion [36] constitutes an adaptive filter aimed at smoothing the image target without causing significant loss of its content, such as its edges, lines, or other details that are crucial to image interpretation.

Image smoothing applies an adaptation of Newton’s law of heating. Therefore, based on the heat equation, Perona and Malik [36] modified it by adding a conductivity function \( c(x,y,t) \) to control the diffusion and prevent over-smoothing of the edge or the boundary of the target object. The equation of anisotropic diffusion for smoothing in a continuous domain is

\[
\frac{\partial I(x,y,t)}{\partial t} = \text{div}[c(x,y,t) \nabla I(x,y,t)]
\]

(11)

\[
= c(x,y,t) \cdot \Delta I + \nabla c \cdot \nabla I,
\]

(12)

where the initial condition at time \( t = 0 \) is given by

\[
I(x,y,0) = I_0(x,y).
\]

Here, \( \text{div} \) is the divergence operator, \( \Delta \) and \( \nabla \) denote the Laplacian operator and the gradient, respectively, \( t \) is the time parameter, \( I(x,y,0) \) is the original image, and \( I(x,y,t) \) is image \( I \) at time \( t \). If \( c(x,y,t) \) is a constant, Eq. (11) becomes the heat equation or isotropic diffusion.

To apply it to the discrete domain of the image, the authors discretized the anisotropic diffusion to:

\[
I_{p}^{t+1} = I_{p}^{t} + \lambda \sum_{q \in \eta_p} c(\nabla I_{p,q}^{t}) \nabla I_{p,q}^{t}.
\]

(14)

where \( p \) is the pixel position, \( I_{p}^{t} \) is the intensity of pixel \( I \) at iterator \( t \) or at time \( t \) as in the continuous domain, and \( \eta_p \) is the spatial neighborhood of pixel \( p \), as shown in Fig. 10. \( \lambda = \frac{1}{\eta_p} = 0.25 \) is the stable diffusion coefficient, and \( c(\cdot) \) represents diffusivity functions:

\[
c(\nabla I) = \begin{cases} 
\left(-\frac{\|
abla I\|}{K}\right)^2 & \nabla I \leq K \\
0 & \text{otherwise}
\end{cases}
\]

(15)

where \( K \) is the threshold parameter for the gradient magnitude controlling the rate of the diffusion process.

IV. EXPERIMENTS AND RESULTS

A. EXPERIMENT SETUP

1) Dataset and Metrics

For training and evaluation, we used the KITTI dataset and KITTI benchmark [37]. The dataset contains a total of 85898 training samples, 1000 samples for verification, and 1000 samples for testing. Moreover, all the LIDAR point cloud data were projected onto a 2D plane and synchronized with the corresponding RGB frame. When the data are projected to the image plane, the sparse depth image contained 5% valid pixels, and the groundtruth depth map contained 16% valid pixels. The size of each LIDAR frame and RGB frame was 1216 × 352, as this size was maintained in the training process.

We used four standard metrics in the comparative evaluation of model performance: root mean squared error (RMSE [mm]), root mean squared error of the inverse depth (1/RMSE [1/km]), mean absolute error (MAE [mm]), and mean absolute error of the inverse depth (1/MAE [1/km]).

2) Implementation details

Model configuration. We used the Pytorch [38] framework to implement the proposed architecture. We used the ADAM optimizer [39] for both the generator and critic, but with different hyperparameters: for the generator \( \beta_1 = 0.9, \beta_2 = 0.99 \), and the learning rate was 0.0004, whereas for the critic \( \beta_1 = 0.0, \beta_2 = 0.9 \), and the learning rate was 0.0001. Our model was trained for the first 20 epochs with loss defined as (9) and (10) and decreased by half for the subsequent epochs.

Post processing. Two parameters were defined for the anisotropic diffusion process. \( t \) and \( K \) in (14) and (15) were

| Region | Mean (RMSE) |
|--------|-------------|
| A      | 827         |
| B      | 787         |
| C      | 745         |
| D      | 741         |

TABLE 3. Mean RMSE of 1000 samples when replacing with different regions of input in case 3

FIGURE 10. Spatial neighbors of \( p \): they are the four pixels surrounding it.
TABLE 4. Comparison of different depth completion architectures on the KITTI Dataset

| Method                  | RMSE [mm] | MAE [mm] | iRMSE [1/km] | iMAE [1/km] | Run time [s] |
|-------------------------|-----------|----------|--------------|-------------|-------------|
| ScaffNet-FusionNet [40] | 1121.89   | 282.96   | 3.32         | 1.17        | 0.03        |
| Spade2D [41]            | 1035.29   | 248.32   | 2.60         | 0.98        | 0.04        |
| CSPN [35]               | 1019.64   | 279.64   | 2.93         | 1.15        | 1           |
| Sparse-to-Dense [16]    | 954.36    | 288.64   | 3.21         | 1.35        | 0.04        |
| NConv [13]              | 829.98    | 233.26   | 2.60         | 1.03        | 0.02        |
| PwP [42]                | 777.05    | 235.17   | 2.42         | 1.13        | 0.1         |
| FusionNet [3]           | 772.87    | 215.02   | 2.19         | 0.93        | 0.02        |
| NLSPN [43]              | 741.68    | 199.59   | 1.99         | 0.84        | 0.22        |
| GuideNet [44]           | 736.24    | 218.83   | 2.25         | 0.99        | 0.14        |
| PENet [3]               | 730.08    | 210.55   | 2.17         | 0.94        | 0.03        |
| Our                     | 725.43    | 209.42   | 2.26         | 0.95        | 0.09        |

the stopping criterion and the gradient threshold controlling diffusion rate, respectively. We conducted series of experiments on the KITTI Dataset to select the appropriate value for those parameters.

For the gradient threshold $K$, if $K$ was too large ($K \gg \text{pixel gradient } \nabla I$), the diffusion process can be over smooth, which made the result became blurry and lost all of the details; whereas for $K$ was too small ($K \ll \text{pixel gradient } \nabla I$), the diffusion process might become saturation in early iteration, which made the result appeared to be the same as the original. We plotted the histogram of depth gradient for 1000 thousand samples from testset and most of the pixels had the depth gradient distribution in the range 0 - 40 as shown in Fig. 11. We decided to select the value $K = 30$ and used it in our experiment.

Overestimating the stopping criteria $t$ can lead to the over-smoothing of the result, while underestimating can create visible noise artifacts. We used the root mean error (RMSE) metric to observe how each iteration affects performance. If the difference in the RMSE value is $\pm 1\%$ between two consecutive iterations $t$ and $t + 1$, the algorithm will stop at $t$ iteration. As shown in Fig. 12, the anisotropic diffusion process stopped at $7^{th}$ iteration.

B. RESULTS EVALUATION

Table 4 shows the comparison results on the KITTI benchmark of 10 widely used models presented in published or archived papers. According to our analysis, in the NConv [13] and Sparse-to-Dense [16] models, the details in the upper part of the output dense depth image are noisy and poor. ScaffNet [40] only used the synthetic data for training and evaluation, which might be not effective when evaluating with real scenario data. The results of the CSPN [35] and Sparse-to-Dense [16] models still include some regions that are incompletely filled. FusionNet [3] introduced a guidance map from the RGB image; however, it had been proved to be unnecessary and slightly downgraded the performance. In conclusion, our model generates a sample with high fine-grained density. Figure 13 shows a comparison of the results obtained by our model and the different depth completion models.

C. ABLATION STUDY

In an ablation study, we conducted a series of experiments to show the effectiveness of combining different losses and multiple inputs.

We compared models having the same architecture but different input and loss functions. Table 5 shows the performance of the variant architectures denoted as $V_1$, $V_2$, $V_3$, $V_4$, $V_5$ and $V_6$, and Fig. 14 shows the visual illustration results.

Multiple modalities. In $V_1$, we only use depth image LIDAR with depth supervised loss, the result shows many regions, and the upper part of the image cannot be properly filled because only small amount of pixels have the groundtruth value. Next, in $V_2$, we combined with RGB
image, the result showed more finer details and structure with better precision.

**Loss function.** We continued to explore the effectiveness of $\mathcal{L}_{\text{smooth}}$ by comparing $V_3$ and $V_5$. As the RGB image is highly sensitive to surrounding light, the performance of $V_3$ only increased slightly when training under two losses, and the result had discontinuity at some regions and the object’s boundary. In $V_5$, the semantic segmentation image was concatenated with the sparse input, and based on the RMSE, the combination of multiple inputs and losses can create a plausible result. Finally, $V_4$ and $V_6$ proved that the postprocessing stage with depth value replacement and anisotropic diffusion significantly increased performance in terms of RMSE.

| Denoted | Input | Loss function | Post processing | RMSE |
|---------|-------|---------------|-----------------|------|
| $V_1$   | Sparse | $\mathcal{L}_{\text{depth}}$ |               | 811.23 |
| $V_2$   | Sparse + RGB | $\mathcal{L}_{\text{depth}}$ |               | 756.01 |
| $V_3$   | Sparse + RGB | $\mathcal{L}_{\text{depth}} + \mathcal{L}_{\text{smooth}}$ | ✓ | 754.23 |
| $V_4$   | Sparse + RGB | $\mathcal{L}_{\text{depth}} + \mathcal{L}_{\text{smooth}}$ | ✓ | 731.85 |
| $V_5$   | Sparse + RGB + Segmentation | $\mathcal{L}_{\text{depth}} + \mathcal{L}_{\text{smooth}}$ | ✓ | 743.66 |
| $V_6$   | Sparse + RGB + Segmentation | $\mathcal{L}_{\text{depth}} + \mathcal{L}_{\text{smooth}}$ | ✓ | 725.43 |

**V. CONCLUSION**

We proposed an architecture using a WGAN that takes multiple inputs to generate a dense depth map. We formulated the problem in a semi-supervised manner and concatenated the semantic segmentation with the sparse depth LIDAR image to compensate for the RGB image’s sensitivity to lighting conditions in the surrounding environment. We further adapted the anisotropic diffusion in the postprocessing stage and achieved a competitive result. Moreover, our experimental results demonstrated the efficiency of the proposed architecture as compared with other approaches. In the future, we intend to investigate the means of enforcing the Lipschitz constant of the WGAN architecture and construct an edge stopping function in anisotropic diffusion through image statistical analysis.
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