To Tune or Not To Tune?
Zero-shot Models for Legal Case Entailment

Guilherme Moraes Rosa
NeuralMind, Brazil
University of Campinas (Unicamp), Brazil

Ruan Chaves Rodrigues
NeuralMind, Brazil
Federal University of Goiás (UFG), Brazil

Roberto de Alencar Lotufo
NeuralMind, Brazil
University of Campinas (Unicamp), Brazil

Rodrigo Nogueira
NeuralMind, Brazil
University of Campinas (Unicamp), Brazil
University of Waterloo, Canada

ABSTRACT

There has been mounting evidence that pretrained language models fine-tuned on large and diverse supervised datasets can transfer well to a variety of out-of-domain tasks. In this work, we investigate this transfer ability to the legal domain. For that, we participated in the legal case entailment task of COLIEE 2021, in which we use such models with no adaptations to the target domain. Our submissions achieved the highest scores, surpassing the second-best submission by more than six percentage points. Our experiments confirm a counter-intuitive result in the new paradigm of pretrained language models: given limited labeled data, models with little or no adaption to the target task can be more robust to changes in the data distribution than models fine-tuned on it. Code is available at https://github.com/neuralmind-ai/coliee.
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1 INTRODUCTION

An ongoing trend in natural language processing and information retrieval is to use the same model with small adoptions to solve a variety of tasks. Pretrained transformers, epitomized by BERT [7], are the state-of-the-art in question answering [15], natural language inference [12, 33], summarization [3, 17], and ranking tasks [11, 21]. Although these tasks are diverse, current top-performing models in each of them have a similar architecture to the original Transformer [40] and are pretrained on variations of the masked language modeling objective used by Devlin et al. [7].

Zero-shot and few-shot models are becoming more competitive with models fine-tuned on large datasets. For instance, few-shot results of GPT-3 [4] sparked an interest in prompt engineering methods, which are now an active area of research [20, 36, 38]. The goal of these methods is to find input templates such that the model is more likely to give the correct answer.

In information retrieval, pretrained models fine-tuned only on a large dataset have also shown strong zero-shot capabilities [39]. For example, the same multi-stage pipeline based on T5 [33] was the best or second best-performing system in 4 tracks of the TREC 2021 [27], including specialized tasks such as Precision Medicine [34], and TREC-COVID [48]. A remarkable feature of this pipeline is that, for most tasks, the models are fine-tuned only on a general-domain ranking dataset, i.e., they do not use in-domain data.

However, to date, there has not been strong evidence that zero-shot models transfer well to the legal domain. Most state-of-the-art models need adaptations to the target task. For example, the top-performing system on the legal case entailment task of COLIEE 2020 [31] uses an interpolation of BM25 [35] scores and scores from a BERT model fine-tuned on the target task [24].

In this work, we show that, for the legal case entailment task of COLIEE, pretrained language models without any fine-tuning on the target task perform at least equivalently or even better than models fine-tuned on the task itself. Our approach is characterized as zero-shot since the model was only fine-tuned on annotated data from another domain. Our result confirms in the legal domain a counter-intuitive recent finding in other domains: given limited labeled data, zero-shot models tend to perform better on held-out datasets than models fine-tuned on the target task [27, 32].

2 RELATED WORK

It is a common assumption among NLP researchers that models developed using nonlegal texts would lead to unsatisfactory performance when directly applied to legal tasks [9, 50]. To overcome this issue, general-purpose techniques are adapted to the legal domain. For example, Chalkidis and Kampas [5] pre-trained legal word embeddings using word2vec [22, 23] over a large corpus comprised of legislation from multiple countries. Zhong et al. [51] created a question answering dataset in the legal domain, collected from the National Judicial Examination of China and evaluated different models on it, including Transformers. Elnaggar et al. [8] applied multi-task learning to minimize the problems related to data scarcity.
in the legal domain. The models were trained in translation, summarization, and multi-label classification tasks, and achieved better results than single-task models.

Pretrained transformer models have only begun to be adopted in legal NLP applications more broadly [2, 10, 16, 37, 44]. In some tasks, they marginally outperform classical methods, especially when training data is scarce. For example, Zhong et al. [50] showed that a BERT-based model performs better than a tf-idf similarity model on a judgment prediction task [43], but is slightly less effective than an attention-based convolutional neural network [47].

In some cases, they outperform classical methods, but at the expense of using hand-crafted features or by being fine-tuned on the target task. For example, the best submission to task 2 of COLIEE 2019 was a BERT model fed with hand-crafted inputs and fine-tuned on in-domain data [29]. Peters et al. [26] demonstrate that fine-tuning on the target task may not perform better than simple feature extraction from a pre-trained model if the pretraining task and the target task belong to highly different domains. These findings lead us to consider zero-shot approaches while investigating how general domain Transformer models can be applied to legal tasks.

Although zero-shot approaches are relatively novel in the legal domain, our work is not the first to apply zero-shot Transformer models to domain-specific entailment tasks where limited labeled data is available. Yin et al. [45] have transformed multi-label classification tasks into textual entailment tasks, and then evaluated the performance of a BERT model fine-tuned on mainstream entailment datasets. Yin et al. [46] also performed similar experiments while transforming question answering and coreference resolution tasks into entailment tasks. We are not the first to use zero-shot techniques on the legal case entailment task. For instance, Rabelo et al. [28] used a BERT fine-tuned for paraphrase detection combined with two transformer-based models fine-tuned on a generic text entailment dataset and features generated by a BERT model fine-tuned on the COLIEE training dataset. However, we are the first to show that zero-shot models can outperform fine-tuned ones on this task.

2.1 The Legal Case Entailment Task

The Competition on Legal Information Extraction/Entailment (COLIEE) [13, 14, 30, 31] is an annual competition whose aim is to evaluate automatic systems on case and statute law tasks.

Among the five tasks of the 2021 competition, we submitted systems to task 2, called legal case entailment, which consists of identifying paragraphs from existing cases that entail a given fragment of a base case.

Training data consists of a set of decision fragments, its respective candidate paragraphs that could be relevant or not to the fragment and a set of labels containing the number of the paragraphs by which the decision fragment is entailed. Test data includes only decision fragments and candidate paragraphs, but no labels. As shown in Figure 1, the input to the model is a decision fragment $Q$ of an unseen case and the output should be a set of paragraphs $P = [P_1, P_2, ..., P_n]$ that are relevant to the given decision $Q$. In table 1, we show the statistics of the 2020 and 2021 datasets.

We separate 80% of the 2020 training set for training and the remaining for validation, which yields 260 and 65 positive examples for training and validation sets, respectively. Negative examples are all candidates not labeled as positive.

|         | 2020  | 2021  |
|---------|-------|-------|
|         | Train | Test  | Train | Test  |
| Examples (base cases) | 325   | 100   | 425   | 100   |
| Avg. # of candidates / example | 35.52 | 36.72 | 35.80 | 35.24 |
| Avg. positive candidates / example | 1.15  | 1.25  | 1.17  | 1.17  |
| Avg. of tokens in base cases | 37.72 | 37.03 | 37.51 | 32.97 |
| Avg. of tokens in candidates | 100.16 | 112.65 | 103.14 | 100.83 |

Table 1: Statistics of COLIEE’s Task 2.

The micro F1-score is the official metric in this task:

$$F1 = \frac{2 \times P \times R}{P + R},$$

where $P$ is the number of correctly retrieved paragraphs for all queries divided by the number of retrieved paragraphs for all queries, and $R$ is the number of correctly retrieved paragraphs for all queries divided by the number of relevant paragraphs for all queries.

3 METHOD

We experiment with the following models: BM25, monoT5-zero-shot, monoT5, and DeBERTa. We also evaluate an ensemble of our monoT5 and DeBERTa models.

3.1 BM25

BM25 is a bag-of-words retrieval function that scores a document based on the query terms appearing in it. We use the BM25 implemented in Pyserini [18], a Python toolkit that supports replicable information retrieval research. We use its default parameters.

We first index all paragraphs in datasets of tasks 1 and 2. Having more paragraphs from task 1 improves the term statistics (e.g., document frequencies) used by BM25. Task 1 dataset is composed of long documents, while task 2 is composed of paragraphs. This difference in length may degrade BM25 scores for task 2 paragraphs because the average document length will be higher due to task 1 documents. We address this problem by segmenting each document into several paragraphs using a context window of 10 sentences with overlapping strides of 5 sentences.

The entailed fragment might be comprised of multiple sentences. Here we treat each of its sentences as a query and compute a BM25 score for each sentence and candidate paragraph pair independently. The final score for each paragraph is the maximum among its sentence and paragraph pair scores. We then use the method described in Section 3.5 to select the paragraphs that will comprise our final answer.

3.2 monoT5-zero-shot

At a high level, monoT5-zero-shot is a sequence-to-sequence adaptation of the T5 model [33] proposed by Nogueira et al. [25] and further detailed in Lin et al. [19]. This ranking model is close to or at the state-of-the-art in retrieval tasks such as Robust04 [42],
TREC-COVID, and TREC 2020 Precision Medicine and Deep Learning tracks. Details of the model are described in Nogueira et al. [25]; here, we only provide a short overview.

In the T5 model, all target tasks are cast as sequence-to-sequence tasks. For our task, we use the following input sequence template:

\[
\text{Query: } q \quad \text{Document: } d \quad \text{Relevant: }
\]

where \( q \) and \( d \) are the query and candidate texts, respectively. In this work, \( q \) is a fragment, and \( d \) is one of the candidate paragraphs.

The model estimates a score \( s \) quantifying how relevant a candidate text \( d \) is to a query \( q \). That is:

\[
s = P(\text{Relevant} = 1|d, q).
\]

The model is fine-tuned to produce the tokens "true" or "false" depending on whether the candidate is relevant or not to the query. That is, "true" and "false" are the "target tokens" (i.e., ground truth predictions in the sequence-to-sequence transformation). The suffix "Relevant:" in the input string serves as hint to the model for the tokens it should produce.

We use a T5-large model fine-tuned on MS MARCO [1], a dataset of approximately 530k query and relevant passage pairs. We use a checkpoint available at Huggingface’s model hub that was trained with a learning rate of \( 10^{-3} \) using batches of 128 examples for 10k steps, or approximately one epoch of the MS MARCO dataset. In each batch, a roughly equal number of positive and negative examples is sampled. We refer to this model as monoT5.

Although fine-tuning for more epochs leads to better performance on the MS MARCO development set, Nogueira et al. [25] showed that further training degrades a model’s zero-shot performance on other datasets. We observed similar behavior in our task and opted to use the model trained for one epoch on MS MARCO.

At inference time, to compute probabilities for each query-candidate pair, a softmax is applied only on the logits of the tokens "true" and "false". The final score of each candidate is the probability assigned to the token "true".

3.3 monoT5

We further fine-tune monoT5-zero-shot on the 2020 task 2 training set following a similar training procedure described in the previous section.

Figures are mostly comprised of only one sentence, while candidate paragraphs are longer, sometimes exceeding 512 tokens in length. Thus, to avoid excessive memory usage due to the quadratic memory cost of Transformers with respect to the sequence length, we truncate inputs to 512 tokens during both training and inference.

The model is fine-tuned with a learning rate of \( 10^{-3} \) for 80 steps using batches of size 128, which corresponds to 20 epochs. Each batch has the same amount of positive and negative examples. We refer to this model as monoT5.

3.4 DeBERTa

Decoding-enhanced BERT with disentangled attention (DeBERTa) improves on the original BERT and RoBERTa architectures by introducing two techniques: the disentangled attention mechanism and an enhanced mask decoder [12]. Both improvements seek to introduce positional information to the pretraining procedure, both in terms of the absolute position of a token and the relative position between them.

The COLIEE 2021 Task 2 dataset has very few positive examples of entailment. Therefore, for fine-tuning DeBERTa on this dataset, we found appropriate to artificially expand the positive examples. As fragments take up only a small portion of a base case paragraph, we expand positive examples by generating artificial fragments from the same base case paragraph in which the original fragment has occurred. This is done by moving a sliding window, with a stride that is half the size of the original fragment, over the base case paragraph. Each step of this sliding window is taken to be an artificial fragment, and such artificial fragments are assigned the same labels as the original fragment.

Although the resulting dataset after these operations is several times larger than the original Task 2 dataset, we achieved better results by fine-tuning DeBERTa on a small sample taken from this artificial dataset. After experimenting with distinct sample sizes, we settled for a sample of twenty thousand fragment and candidate paragraph pairs, equally balanced between positive and negative entailment pairs.

In order to find the best hyperparameters for fine-tuning a DeBERTa Large model, we perform a grid search over the hyperparameters suggested by He et al. [12] while early stopping always at the second epoch. The best combination of hyperparameters is used to fine-tune the model for ten epochs. The checkpoint with the best performance on the 2020 test set is selected to generate our predictions for the 2021 test set.
3.5 Answer Selection
The models described above estimate a score for each (fragment, candidate paragraph) pair. To select the final set of paragraphs for a given fragment, we apply three rules:

- Select paragraphs whose scores are above a threshold $\alpha$;
- Select the top $\beta$ paragraphs with respect to their scores;
- Select paragraphs whose scores are at least $\gamma$ of the top score.

We use exhaustive grid search to find the best values for $\alpha$, $\beta$, $\gamma$ on the development set of the 2020 task 2 dataset. We swept $\alpha = [0, 0.1, \ldots, 0.9]$, $\beta = [1, 2, \ldots, 10]$, and $\gamma = [0, 0.1, \ldots, 0.9, 0.95, 0.99, 0.995, \ldots, 0.999]$. The best values for each model can be found in Table 3. Note that our hyperparameter search includes the possibility of $\alpha = 0$ or $\gamma = 0$ are chosen, respectively.

3.6 DeBERTa + monoT5 Ensemble (DebertaT5)
Ensemble methods seek to combine the strengths and compensate for the weaknesses of the models in order that the final model has better generalization performance.

We use the following method to combine the predictions of monoT5 and DeBERTa (both fine-tuned on COLIEE 2020): We concatenate the final set of paragraphs selected by each model. We remove duplicates, preserving the highest score. Then, we apply again the grid search method explained in the previous section to select the final set of paragraphs. It is important to note that our method does not combine scores between models. It ensures our method does not combine scores between models. It ensures that only individual answers with a certain degree of confidence are maintained in the final answer, which generally leads to an increase in Precision. The final answer for each test example can be composed of individual answers from one model or both models.

4 RESULTS
We present our main result in Table 2. Our baseline BM25 method scores above the median of submissions in both COLIEE 2020 and 2021 (row 2 vs. 1a). This confirms that BM25 is a strong baseline and it is in agreement with results from other competitions such as the Health Misinformation and Precision Medicine track of TREC 2020 [27].

Our pretrained transformer models (rows 3, 4 and 5) score above BM25, the best submission of 2020 [24], and the second-best submission of 2021. Likewise, our ensemble method effectively combines DeBERTa and monoT5 predictions, achieving the best score among all submissions (row 6). However, the performance of monoT5-zero-shot decreases when combined with DeBERTa (row 5 vs. 7), showing that monoT5-zero-shot is a strong model.

The most interesting comparison is between monoT5 and monoT5-zero-shot (rows 4 and 5). In the 2020 test data, monoT5 showed better results than monoT5-zero-shot. Hence, we decided to submit only the fine-tuned model to the 2021 competition. After the release of ground-truth annotations of the 2021 test set, our evaluation of monoT5-zero-shot showed that it performs better than monoT5.

A similar “inversion” pattern was found for DeBERTa vs. monoT5 (rows 3 and 4). DeBERTa was better than monoT5 on the 2020 test set, but the opposite happened on the 2021 test set.

One explanation for these results is that we overfit on the test data of 2020, i.e., by (unintentionally) selecting techniques and hyperparameters that gave the best result on the 2020 test set as experiments progressed. However, this is unlikely to be the case for our fine-tuned monoT5 model, as our hyperparameter selection is fully automatic and maximized on the development set, whose data is from COLIEE competitions before 2020.

Another explanation is that there is a significant difference between the annotation methodologies of 2020 and 2021. Consequently, models specialized in the 2020 data could suffer from this change. However, this is also unlikely since BM25 performed similarly in both years. Furthermore, we cannot confirm this hypothesis since it is difficult to quantify differences in the annotation process.

Regardless of the reason for the inversion, our main finding is that our zero-shot model performed at least comparably to fine-tuned models on the 2020 test set and achieved the best result of a single model on 2021 test data.

4.1 Ablation of the Answer Selection Method
In Table 3, we show the ablation result of the answer selection method proposed in Section 3.5. Our baseline answer selection method, which we refer to as “no rule” in the table, uses only the paragraph with the highest score as the final answer set, i.e., $\alpha = \gamma =$
Table 3: Ablation on the 2020 data of the answer selection method presented in Section 3.5.

| Model                      | F1   | Prec | Recall | α, β, γ |
|----------------------------|------|------|--------|---------|
| monoT5-zero-shot (no rule) | 0.6517 | 0.7373 | 0.584 | 0, 1, 0 |
| monoT5-zero-shot           | 0.6577 | 0.74 | 0.592 | 0, 3, 0.995 |
| monoT5                     | 0.6755 | 0.7600 | 0.608 | 0, 1, 0 |
| monoT5                     | 0.6687 | 0.7155 | 0.6640 | 0, 3, 0.995 |
| DeBERTa (no rule)          | 0.6933 | 0.7800 | 0.6240 | 0, 1, 0 |
| DeBERTa                    | 0.7094 | 0.7614 | 0.6640 | 0, 2, 0.999 |
| DebertaT5-zero-shot (no rule) | 0.6875 | 0.7777 | 0.6160 | 0, 1, 0 |
| DebertaT5-zero-shot        | 0.7038 | 0.7592 | 0.6560 | 0.6, 2, 0.999 |
| DebertaT5 (no rule)        | 0.7022 | 0.7900 | 0.6320 | 0, 1, 0 |
| DebertaT5                  | 0.7217 | 0.7904 | 0.6640 | 0.6, 2, 0.999 |

0 and β = 1. For all models, the proposed answer selection method gives improvements of 0.6 to two F1 points over the baseline.

5 CONCLUSION

We confirm a counter-intuitive result on a legal case entailment task: that models with little or no adaptation to the target task can have better generalization abilities than models that have been carefully fine-tuned to the task at hand. Domain adversarial fine-tuning [41] and changes to the Adam optimizer [6] [49] have been proposed as valid approaches for fine-tuning Transformer models on small domain-specific datasets. However, whether these techniques could successfully be applied to the legal case entailment task to make models fine-tuned on target task data perform better than zero-shot approaches remains an open question.

Therefore, although domain-specific language model pretraining and adjustments to the fine-tuning process are promising directions for future research, we believe that zero-shot approaches should not be ignored as strong baselines for such experiments.

It should also be noted that our research has implications for future experiments beyond the scope of legal case entailment tasks. Based on previous work by Yin et al. [45, 46], it is possible that other legal tasks with limited labeled data, such as legal question answering, may benefit from our zero-shot approach.
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