In object-tracking and state-estimation problems, ambiguous evidence such as imprecise measurements and the absence of detections can contain valuable information and thus be leveraged to further refine the probabilistic belief state. In particular, knowledge of a sensor’s bounded field of view (FoV) can be exploited to incorporate evidence of where an object was not observed. This paper presents a systematic approach for incorporating knowledge of the FoV geometry, position, and object inclusion/exclusion evidence into object state densities and random finite set multiobject cardinality distributions. The resulting state estimation problem is nonlinear and solved using a new Gaussian mixture approximation based on recursive component splitting. Based on this approximation, a novel Gaussian mixture Bernoulli filter for imprecise measurements is derived and demonstrated in a tracking problem using only natural language statements as inputs. This paper also considers the relationship between bounded FoVs and cardinality distributions for a representative selection of multiobject distributions, which can be used for sensor planning, as is demonstrated through a problem involving a multi-Bernoulli process with up to 100 potential objects.

Random finite set (RFS) theory has been proven a highly effective framework for developing and analyzing tracking and sensor planning algorithms in applications involving an unknown number of multiple targets (objects) [1]–[7]. Until recently, however, little attention has been devoted to the role that bounded sensor fields of view (FoVs) play in assimilating measurements, or lack thereof, into multiobject probability distributions. Existing tracking algorithms, for example, typically terminate object tracks when the object leaves the sensor field-of-view (FoV). While this approach is suitable when the FoV doubles as the tracking region of interest (ROI), it is inapplicable when the sensor FoV is much smaller than the ROI and, thus, must be moved or positioned so as to maximize information value [8]–[13]. Other technical challenges arise in multisensor fusion problems involving bounded overlapping FoVs and have been the focus of recent work [14]–[17].

The simple indication of an object’s presence or absence within a known region, such as an FoV, is powerful evidence that can be incorporated to update the object probability density function (pdf) in a Bayesian framework. For example, the absence of detections is a type of negative information indicating that the object state may reside outside the FoV [18]. In contrast, binary-type sensors may produce imprecise measurements [19]–[21] that indicate the object is inside the sensor FoV but provide no further localization information. Similarly, “soft” data from human sources, such as natural language statements, can be considered as imprecise measurements due to their inherent ambiguity [22], [23]. Particle-based filtering algorithms [21], [24], [25] can accommodate such measurements but require a large number of particles and are computationally expensive. The integrated track splitting filter for state-dependent probability of detection (ITSpd) [26] uses Gaussian mixtures (GMs) to model both the object pdf and the state-dependent probability of detection function. Though GMs efficiently model some detection probability functions, others such as uniform probability densities over a 3D FoV, require problematically large numbers of components. Other approaches [27], [28] employ stochastic sampling and the expectation maximization (EM) algorithm to compute GM approximations to the posterior pdf. However, the use of intermediate particle representations and EM reconstruction can lead to information loss, and convergence is sensitive to EM initial condition specification.

This paper presents new methods for incorporating inclusion/exclusion evidence in Bayesian single-object and multiobject estimation and sensor planning algorithms, as illustrated in Fig. 1. Section II defines the notation used in this paper, and Section III details the problem formulation and related assumptions. Section IV presents a deterministic method that partitions a GM state density along the boundaries of a known
region, such as an FoV, through recursive Gaussian splitting. By this approach, negative information is leveraged in GM filters to further refine the posterior object state pdf. Similarly, imprecise measurements, such as natural language statements, can be incorporated to obtain GM posterior distributions using a new multi-FoV-generalized splitting algorithm. Section V presents an application of the splitting method to the tracking of a person in a crowded space using natural language statements and a new GM Bernoulli filter algorithm. In Section VI, FoV object cardinality probability mass functions (pmfs) are derived for some of the most commonly encountered RFS distributions. Section VII presents an application of bounded FoV statistics to a sensor placement problem, and conclusions are made in Section VIII. This paper builds on previous work [29] by presenting a generalized partitioning algorithm for use with multiple FoVs, a derivation of a new GM Bernoulli filter algorithm applicable to imprecise measurements, and a simulation of a tracking problem using natural language statements.

II. NOTATION

Throughout this paper, single-object states are represented by lowercase letters (e.g., $x, \hat{x}$), while multiobject states are represented by italic uppercase letters (e.g., $X, \hat{X}$). Bold lowercase letters are used to denote vectors, and bold uppercase letters are used denote matrices. The accent "°" is used to distinguish labeled states and functions (e.g., $\hat{f}, \hat{x}, \hat{X}$) from their unlabeled equivalents (e.g., $f, x, X$). Spaces are represented by blackboard-bold symbols (e.g., $X, L$).

The multiobject exponential notation,

$$h^A \triangleq \prod_{a \in A} h(a),$$  \hspace{1cm} (1)$$

where $h^\emptyset \triangleq 1$ is adopted throughout. For multivariate functions, the dot (·) denotes the argument of the multiobject exponential, e.g.:

$$[g(a, \cdot, c)]^B \triangleq \prod_{b \in B} g(a, b, c).$$  \hspace{1cm} (2)$$

The exponential notation is used to denote the product space, $X^n = \prod^n(X \times)$, whereas exponents of RFSs are used to denote RFSs of a given cardinality, e.g., $|X^n| = n$, where $n$ is the cardinality. The set of natural numbers less than or equal to $n$ is denoted by

$$\mathbb{N}_n \triangleq \{1, \ldots, n\}.$$  \hspace{1cm} (3)$$

The operator $\text{diag}(\cdot)$ places its input on the diagonal of the zero matrix. The Kronecker delta function is defined as

$$\delta_a(b) \triangleq \{ 1, \text{if } b = a \}\ 0, \text{otherwise}$$  \hspace{1cm} (4)$$

for any two arbitrary vectors $a, b \in \mathbb{R}^n$. The inner product of two integrable functions $f(\cdot)$ and $g(\cdot)$ is denoted by

$$\langle f, g \rangle = \int f(x)g(x)dx.$$  \hspace{1cm} (5)$$

III. PROBLEM FORMULATION AND ASSUMPTIONS

This paper considers the incorporation of inclusion/exclusion evidence into algorithms for (multi)object tracking and sensor planning when the number of objects is unknown and time-varying. Often in tracking, object detection may depend only on a partial state $s \in X_s \subseteq \mathbb{R}^n$, where $X_s \times X_v = X \subseteq \mathbb{R}^n$, forms the full object state space. For example, the instantaneous ability of a sensor to detect an object may depend only on the object’s relative position. In that case, $X_s$ is the position space, and $X_v$ is comprised of nonposition states, such as object velocity. This nomenclature is adopted throughout the paper, while noting that the approach is applicable to other state definitions. Following [30], the sensor FoV can be defined as the compact subset $S(q) \subset X_s$. In general, the FoV is a function of the sensor state $q$, which, for example, may consist of the

[Fig. 1. Gaussian mixture probability distribution before (left) and after (center) incorporating negative information (that is, the absence of detections) and the known bounded sensor FoV, and a Gaussian mixture distribution after incorporating an imprecise measurement corresponding to a set of possible mug locations (right) in a robot perception application.]
sensor position, orientation, and zoom level. However, for notational simplicity, this dependence is omitted in the remainder of this paper.

Now, let the object state \( x \) consist of the kinematic variables that are to be estimated from data via filtering, such as the object position, velocity, and turn rate. Then, the single-object pdf is denoted by \( p(x) \). Letting \( s = \text{proj}_x x \) denote the state elements that correspond to \( X_s \), an object’s presence inside the FoV can be expressed by the generalized indicator function

\[
1_S(x) = \begin{cases} 
1, & \text{if } s \in S \\
0, & \text{otherwise.} 
\end{cases}
\]

The number of objects and their kinematic states are unknown a priori, but can be assumed to consist of discrete and continuous variables, respectively. The collection of object states is modeled as an RFS \( X \) or labeled random finite set (LRFS) \( \hat{X} \), where the single-object labeled state \( x = (x, \ell) \in X \times L \) consists of a kinematic state vector \( x \) and a unique discrete label \( \ell \). It is assumed that the prior multiobject distribution is known, e.g., from the output of a multiobject filter, and modeled using either the RFS density \( f(X) \) or the LRFS density \( f(\hat{X}) \).

In RFS-based tracking, single-object densities are, in fact, parameters of the higher-dimensional multiobject density. Non-Gaussian single-object state densities are often modeled using GMs because they admit closed-form approximations to the multiobject Bayes recursion under certain conditions [2], [31]. Therefore, in this paper, it is assumed that single-object densities (which are parameters of the higher-dimensional multiobject density) are parameterized as

\[
p(x) = \sum_{\ell=1}^{L} w^{(\ell)} N(x; m^{(\ell)}, P^{(\ell)}),
\]

where \( L \) is the number of GM components and \( w^{(\ell)}, m^{(\ell)}, \text{ and } P^{(\ell)} \) are the weight, mean, and covariance matrix of the \( \ell \)-th component, respectively.

In this paper, the problem considered is forming GM Bayesian posteriors given evidence of the forms:

T1 The existence or nonexistence of a measurement is evidence of the inclusion or exclusion of the object state within a known set. For example, the nonexistence of a detection (measurement) is evidence of an object’s position exclusion from the sensor FoV.

T2 The value of the measurement is evidence of the inclusion or exclusion of the object state within a known set. For example, the observation that a sea-level freshwater lake is frozen is evidence that the water temperature belongs to the set of temperatures below 0°C.

Mahler’s finite-set statistics (FISST) provides the mathematical foundation for modeling types T1 and T2 using state-dependent probability of detection functions and generalized likelihood functions, respectively. However, in both cases, the Bayes posterior involves products of the prior GM with indicator functions such as

\[
p(x)1_S(x) \triangleq p_S(x) \quad \text{and} \quad (1 - 1_S(x))p(x) \triangleq p_{C(S)}(x),
\]

where \( C(S) \) denotes the complement space \( X_s \) \( \backslash \) \( S \). Thus, the resulting posterior is no longer a GM.

This paper presents a fast GM approximation of (8) and (9), thereby enabling the assimilation of inclusion/exclusion evidence in any GM-based RFS single-object or multiobject filter. Building on these concepts, this paper also considers the role of inclusion/exclusion evidence in object cardinality distributions and derives pmf expressions that describe the probabilities associated with different numbers of objects existing within a given set \( S \) (such as an FoV).

IV. GM APPROXIMATION OF FOV-PARTITIONED DENSITIES

This section presents a method for partitioning the object pdf into truncated densities \( p_S(x) \) and \( p_{C(S)}(x) \) with supports \( S \times X_s \) and \( C(S) \times X_s \), respectively. Focus is given to the single-object state density with the awareness that the method is naturally extended to RFS multiobject densities and algorithms that use GM parameterization.

Consider the single-object density \( p(x) \) parameterized by an \( L \)-component GM, as follows:

\[
p(x) = p_S(x) + p_{C(S)}(x) = \sum_{\ell=1}^{L} w^{(\ell)} N(x; m^{(\ell)}, P^{(\ell)}).
\]

One simple approximation of densities partitioned according to the discrete FoV geometry, referred to as FoV-partitioned densities hereon, is found by evaluating the indicator function at the component means [32], i.e.,

\[
p_S(x) \approx \sum_{\ell=1}^{L} w^{(\ell)} 1_S(m^{(\ell)}) N(x; m^{(\ell)}, P^{(\ell)}), \quad \text{(11)}
\]

\[
p_{C(S)}(x) \approx \sum_{\ell=1}^{L} w^{(\ell)} (1 - 1_S(m^{(\ell)})) N(x; m^{(\ell)}, P^{(\ell)}). \quad \text{(12)}
\]

By this approach, components whose means lie inside (outside) the FoV are preserved (pruned), or vice versa. The accuracy of this mean-based partition approximation depends strongly on the resolution of the GM near the geometric boundaries of the FoV. Even though the mean of a given component lies inside (outside) the FoV, a considerable proportion of the probability mass may lie outside (inside) the FoV, as is illustrated in Fig. 2(a). Therefore, the amount of FoV overlap, along with the weight of the component, determines the accuracy of the approximations (11) and (12). To that end,
the algorithm presented in the following subsection iteratively resolves the GM near FoV bounds by recursively splitting Gaussian components that overlap the FoV bounds.

A. Gaussian Splitting Algorithm

The Gaussian splitting algorithm presented in this subsection forms an FoV-partitioned GM approximation of the original GM by using a higher number of components near the FoV boundaries, $\partial S$, so as to improve the accuracy of the mean-based partition.

Consider for simplicity a two-dimensional example in which the original GM, $p(x)$, has a single component whose mean lies outside the FoV, as shown in Fig. 2(a). The algorithm first applies a change of variables $x \mapsto y \in Y \subseteq \mathbb{R}^n$ such that $p(y)$ is symmetric and has a zero mean and unit variance. The basis vectors of the space $Y$ correspond to the principal directions of the component’s position covariance. The same change of variables is applied to the FoV bounds [Fig. 2(b)].

A pre-computed point grid is then tested for inclusion in the transformed FoV in order to decide whether to split the component and, if so, along which principal direction. For each new split component, the process is repeated—if a new component significantly overlaps the FoV boundaries, it may be further split into several smaller components, as illustrated in Fig. 3. This process is repeated until the stopping criteria are satisfied. After the GM splitting terminates, $p_S(x)$ and $p_C(S)(x)$ are approximated by the mean-based partition [(8) and (9)], as illustrated in Fig. 4.

B. Univariate Splitting Library

Splitting is performed efficiently by utilizing a pre-generated library of optimal split parameters for the univariate standard Gaussian $q(x)$, as first proposed in [33] and later generalized in [34]. The univariate split parameters are retrieved at run-time and applied to arbitrary multivariate Gaussian densities via scaling, shifting, and covariance diagonalization.

Generation of the univariate split library is performed by minimizing the cost function

$$J = L_2(q||\tilde{q}) + \lambda \tilde{\sigma}^2 \quad \text{s.t.} \sum_{j=1}^{R} \tilde{w}(j) = 1,$$

where

$$\tilde{q}(x) = \sum_{j=1}^{R} \tilde{w}(j) N(x; \tilde{m}(j), \tilde{\sigma}^2)$$

for different parameter values $R, \lambda$. The regularization term $\lambda$ balances the importance of using smaller standard deviations $\tilde{\sigma}$ with the minimization of the $L_2$ distance. While other distance measures may be used, the $L_2$ distance is attractive because it can be computed in closed form for GMs [34]. As an example, the optimal split parameters for $R = 4, \lambda = 0.001$ are provided in Table I.

C. Change of Variables

The determination of which components should be split and, if so, along which direction, is simplified by first establishing a change of variables. For each component with index $\ell$, the change of variables $h^{(\ell)} : X \mapsto Y$ is applied as follows:

$$y = h^{(\ell)}(s; m^{(\ell)}_s, P^{(\ell)}_s) \equiv (A^{(\ell)}_s)^{-1}V^{(\ell)T}(s - m^{(\ell)}_s),$$

Fig. 2. Original component density and FoV with covariance eigenvectors overlaid (a), and same component density and FoV after change of variables (b).

Fig. 3. $\sigma$ contours of components after first-split operation (a) and second-split operation (b), where components formed in the second operation are shown in red.

Fig. 4. The densities $p_C(S)(x)$ (a) and $p_S(x)$ (b), which have been approximated using two iterations of component splitting and the subsequent mean-based partition.
Table I

| j   | \( \bar{\omega}^{(i)} \)   | \( \bar{\mu}^{(i)} \)   | \( \bar{\delta} \) |
|-----|-----------------|-----------------|-----------|
| 1   | 0.10766586425362 | -1.42237156603631 | 0.58160633157686 |
| 2   | 0.39233413574638 | -0.47412385534547 | 0.58160633157686 |
| 3   | 0.39233413574638 | 0.47412385534547  | 0.58160633157686 |
| 4   | 0.10766586425362 | 1.42237156603631  | 0.58160633157686 |

where

\[
V_s^{(i)} = [v_s^{(i)}] \cdots [v_{s,n}],
\]

\[
(A_s^{(i)})^{-1/2} = \text{diag} \left( \frac{1}{\sqrt{\lambda_s^{(i)}}} \cdots \frac{1}{\sqrt{\lambda_{s,n}}} \right),
\]

and \( m_s^{(i)} \) is the \( n_s \)-element position portion of the full-state mean, and the columns of \( V_s^{(i)} \) are the normalized eigenvectors of the position-marginal covariance \( P_s^{(i)} \), with \( v_{s,i}^{(i)} \) corresponding to the \( i \)th eigenvalue \( \lambda_{s,i}^{(i)} \). In the transformed space,

\[
p(y) = N(y; \overline{0}, I).
\]

Note that, in defining the transformation over \( \mathbb{X}_s \), the same transformation can be applied to the FoV, such that

\[
S_y^{(i)} = \{ h^{(i)}(s; m_s^{(i)}, P_s^{(i)}); s \in S \}.
\]

In \( \mathbb{Y} \), the Euclidean distances to boundary points of \( S_y^{(i)} \) can be interpreted as probabilistically normalized distances. In fact, the Euclidean distance of a point \( y \) from the origin in \( \mathbb{Y} \) corresponds exactly to the Mahalanobis distance between the corresponding point \( s \) and the original position-marginal component.

D. Component Selection and Collocation Points

Components are selected for splitting if they have sufficient weight and significant statistical overlap of the FoV boundaries (\( \partial S \)). For components of sufficient weight, the change of variables is applied to the FoV to obtain \( S_y^{(i)} \) per (19). The overlap of the original component on \( S \) is then equivalent to the overlap of the standard Gaussian distribution on \( S_y^{(i)} \), which is quantified using a grid of collocation points on \( \mathbb{Y} \), as shown in Fig. 2(b).

Define the collocation point \( \bar{y}_{i_1, \ldots, i_n} \in \mathbb{Y} \) such that

\[
\bar{y}_{i_1, \ldots, i_n} \equiv [\bar{y}_1(i_1) \ldots \bar{y}_n(i_n)]^T, \quad (i_1, \ldots, i_n) \in G,
\]

\[
\bar{y}_j(l) = -\zeta + 2\zeta \left( 1 - \frac{l}{N_g} \right), \quad j \in N_n,
\]

\[
G = \{(i_1, \ldots, i_n) : i_1 \in N_g, \|y_{i_1, \ldots, i_n}\| \leq \zeta \},
\]

where \( \zeta \) is a user-specified bound for the grid, \( G \) is the set of indices of points that are within \( \zeta \) of the origin, and \( N_g \) is the upper bound of the number of points per dimension. An inclusion variable is defined as

\[
\delta_{i_1, \ldots, i_n} \triangleq \mathbb{I}_{S_y^{(i)}}(\bar{y}_{i_1, \ldots, i_n}),
\]

Inclusion and exclusion patterns across the grid can be examined by first establishing an arbitrary reference index \( (i_1', \ldots, i_n') \in G \). With this, \( \delta_{i_1', \ldots, i_n'} \in [0, 1] \) is established to mark total inclusion or total exclusion as

\[
\delta_{i_1, \ldots, i_n} = \prod_{G} \delta_{i_1', \ldots, i_n'}(d_{i_1', \ldots, i_n'}^{(i)}),
\]

which is equal to unity if all grid points lie inside of \( S_y^{(i)} \) or all grid points lie outside of \( S_y^{(i)} \), and is zero otherwise. If either all or no points are included, then no splitting is required. Otherwise, the component is marked for splitting.

E. Position Split Direction

Rather than split a component along each of its principal directions, a more judicious selection can be made by limiting split operations to a single direction (per component) per recursion. Thus, by performing one split per component per recursion, the component selection criteria are re-evaluated, reducing the overall number of components generated. In the aforementioned two-dimensional example, only a subset of new components generated from the first split are selected for further splitting, as shown in Fig. 3(b).

The split direction is chosen based on the relative geometry of the FoV, and thus position vectors are of interest. Choosing the best position split direction is a challenging problem. A common approach is to split along the component’s covariance eigenvector with the largest eigenvalue [33]. This strategy, however, does not consider the FoV geometry and thus may increase the mixture size without improvement to the FoV-partitioned densities (11) and (12). Reference [35] provides a more sophisticated split direction criterion based on the integral linearization errors along the covariance eigenvectors. However, in the case that the FoV does not intersect the eigenvectors, this criterion cannot distinguish the best split direction. Another approach [36] determines the split direction based on the Hessian of the underlying nonlinear transformation, evaluated at the component mean. However, for the transformations considered in this paper of the form \( g(s) = c \cdot 1(s) \), where \( c \) is some arbitrary constant, the Hessian either vanishes (for \( s \notin \partial S \)) or is undefined (for \( s \in \partial S \)).

Ideally, splitting along the chosen direction should minimize the number of splits required in the next iteration as well as improve the accuracy of the partition approximation applied after the final iteration. The computational complexity of exhaustive optimization of the split direction would likely negate the computational efficiency of the overall algorithm. Instead, to minimize the number of splits required in the next iteration, the
position split direction is chosen as the direction that is orthogonal to the most grid planes of consistent inclusion/exclusion. Introducing a convenience function
\[ s^{(l)}_j : \mathbb{N}_{N_x} \mapsto \{0, 1\} \]
the plane of constant \(y_j = \bar{y}_j(l)\) is consistently inside or consistently outside if
\[ s^{(l)}_j(l) = \prod_{G, i_j = l} \delta_{d^{(l)}_{i_j}}(d^{(l)}_{i_1, \ldots, i_j, \ldots, i_{n_y}}) \]  \hspace{1cm} (25)
is equal to unity, where \(i_1, \ldots, i_j, \ldots, i_{n_y}\) is an arbitrary index tuple in \(G\) satisfying \(i_j = l\), to which inclusion consistency is compared (see Appendix A for a numerical example). The optimal position split direction is then given by the eigenvector \(v_{s^*, l}\), where the optimal eigenvector index is found as
\[ j^* = \arg \max_j \left( \sum_{i=1}^{N_y} s^{(l)}_j(l) \right). \]  \hspace{1cm} (26)

For notational simplicity, the implicit dependence of \(j^*\) on the component index \(l\) is omitted. For example, referring back to the two-dimensional example and Fig. 2(b), there are more rows than columns that are consistently inside or outside the transformed FoV, and thus \(j^* = 2\) is chosen as the desired position split direction index. In the case where multiple maxima exist, the eigenvector with the largest eigenvalue is selected, which corresponds to the direction of the largest variance among the maximizing eigenvectors.

F. Multivariate Split of Full-State Component

Gaussian splitting must be performed along the principal directions of the full-state covariance. The general multivariate split approximation, splitting along the \(k\)th eigenvector \(v^{(l)}_{k}\) is given by [34]
\[ w^{(l)} N(x; m^{(l)}, P^{(l)}) \approx \sum_{j=1}^{R} w^{(l), j} N(x; m^{(l), j}, P^{(l), j}), \]  \hspace{1cm} (27)
where
\[ w^{(l), j} = \bar{w}^{(l)} w^{(l), j}, \]  \hspace{1cm} (28)
\[ m^{(l), j} = m^{(l)} + \sqrt{\lambda_k} \bar{m}^{(l)} v^{(l)}_k, \]  \hspace{1cm} (29)
\[ P^{(l), j} = V^{(l)} \Lambda^{(l)} V^{(l)T}, \]  \hspace{1cm} (30)
\[ \Lambda^{(l)} = \text{diag}\{\lambda_1 \cdots \hat{\sigma}^2 \lambda_k \cdots \lambda_{n_y}\}, \]  \hspace{1cm} (31)
and the optimal univariate split parameters \(\bar{w}^{(l)}, \bar{m}^{(l)}, \bar{P}^{(l)}\), and \(\hat{\sigma}\) are found from the pre-computed split library given the number of split components \(R\) and regularization parameter \(\lambda\). In general, the position components of the full-state eigenvectors will not perfectly match the desired position split vector due to correlations between the states. Rather, the actual full-state split is performed along \(v^{(l)}_{k^*}\), where the optimal eigenvector index is found according to
\[ k^* = \arg \max_k \left| \left[ v^{(l)}_{s^*, l} \right]^T P^{(l)} \right| \]  \hspace{1cm} (32)
where, without loss of generality, a specific state convention is assumed such that position states are first in element order.

G. Recursion and Role of Negative Information

The splitting procedure is applied recursively, as detailed in Algorithm 1. The recursion is terminated when no remaining components satisfy the criteria for splitting. Each recursion further refines the GM near the FoV bounds to improve the approximations of (11) and (12). However, because a Gaussian component’s split approximation (27) does not perfectly replicate the original component, a small error is induced with each split. Given enough recursions, this error may become dominant. In the authors’ experience, the recursion is terminated well before the cumulative split approximation error dominates.

\begin{algorithm}
\caption{split_for_fov\((w^{(l)}, m^{(l)}, P^{(l)}\)\)}
\begin{algorithmic}
\Function{split_for_fov}{w^{(l)}, m^{(l)}, P^{(l)}, L, w_{\text{min}}, S, R, \lambda} \label{alg:split_for_fov}
\State \text{split} \leftarrow \emptyset, \text{no_split} \leftarrow \emptyset
\If{\(L = 0\)} \Return \text{split} \EndIf
\For{\(l = 1, \ldots, L\)}
\If{\(w^{(l)} < w_{\text{min}}\)} \State \text{add} \{w^{(l)}, m^{(l)}, P^{(l)}\} \to \text{no_split} \EndIf
\If{\(\sigma_{S^{(l)}} = 1\)} \State \text{add} \{w^{(l)}, m^{(l)}, P^{(l)}\} \to \text{no_split} \Else \State \text{add} \{w^{(l), j}, m^{(l), j}, P^{(l), j}\}_{j=1}^{R} \to \text{split} \EndIf
\EndFor
\State \text{split} \leftarrow \text{split_for_fov}(\text{split}, w_{\text{min}}, S, R, \lambda) \Return \text{split} \cup \text{no_split}
\end{algorithmic}
\end{algorithm}

One of the many potential applications of the recursive algorithm presented in this section involves incorporating the evidence of nondetections, or negative information, in single- or multiobject filtering. To demonstrate this, a single-object filtering problem with a bounded square FoV is considered where, in three subsequent sensor reports, no object is detected. The
true object position and constant velocity are unknown but are distributed according to a known GM pdf at the first time step. As the initial pdf is propagated over time, the position-marginal pdf travels from left to right, as shown in Fig. 5. For simplicity, the probability of detection inside the FoV is assumed equal to one. At each time step, the GM is refined by Algorithm 1 using \( w_{\text{min}} = 0.01, R = 3, \) and \( \lambda = 0.001 \). Then, the mean-based partition approximation (12) is applied and the updated filtering density (9) is found. The results shown in Fig. 5 are obtained using a Matlab implementation of Algorithm 1. The total execution time (over three time steps) of Algorithm 1 is 0.176 s, which translates to ~60 ms per time step. As in many GM-based filters, the number of components may increase over time but can be reduced as needed through component merging and pruning.

H. Splitting for Multiple Regions

The presented splitting approach can be extended to accommodate multiple closed subsets, which may represent the FoVs in a multisensor network or imprecise measurements that take the form of multiple closed subsets, as is shown in Section V. For ease of exposition, the multiregion method is developed in the context of multiple FoVs with the awareness that the regions can be any bounded sets. Consider the case where the GM is to be partitioned about the boundaries of \( N_s \) FoVs \( \{S^{(i)}\}_{i=1}^{N_s} \). One simple approach to incorporate the multiple FoVs is to recursively apply Algorithm 1 for each FoV. Recall from Section IV-E, however, that the direction order in which components are split ultimately determines the total number of components generated. Thus, by the described naive approach, the resulting mixture size inherently depends on the order by which the FoVs are processed, which is undesirable.

Instead, the remainder of this subsection establishes a multi-FoV splitting algorithm that is invariant to FoV order. Given \( S^{(i)} \), denote by \( S^{(i,\ell)} \) the resulting transformed FoV for component \( \ell \) via application of (19). Then, an inclusion variable similar to (23) is established as

\[
\delta_{i_1,\ldots,i_\ell}^{(i,\ell)} \triangleq 1_{S^{(i,\ell)}}(\tilde{y}_{i_1,\ldots,i_\ell}).
\]

In each transformed FoV, grid points are either totally excluded or totally included if and only if

\[
\mathcal{E}_{\mathcal{S}^{(i)}}^{(i,\ell)} = \prod_{i=1}^{N_s} \prod_{G \in \mathcal{G}} \delta_{d^{(i,\ell)}_{i_1,\ldots,i_\ell}}(d^{(i,\ell)}_{i_1,\ldots,i_\ell})
\]

is equal to unity, which indicates that a component does not require splitting. If a component is to be split, then the direction is chosen to minimize the ultimate mixture size, as discussed in Section IV-E. This is accomplished by identifying grid planes that are either consistently included/excluded in each FoV. Consistency of the plane size, as discussed in Section IV-E. This is accomplished by identifying grid planes that are either consistently included/excluded in each FoV. Consistency of the plane size, as discussed in Section IV-E. This is accomplished by identifying grid planes that are either consistently included/excluded in each FoV.

**Algorithm 2**

\[
\text{split} \leftarrow \text{split_for_multifov}([w^{(i)}, m^{(i)}, P^{(i)}]_{i=1}^{N_s}, \{S^{(i)}\}_{i=1}^{N_s}, R, \lambda)
\]

\[
\text{split} \leftarrow \text{split_for_multifov}([w^{(i)}, m^{(i)}, P^{(i)}]_{i=1}^{N_s}, \{S^{(i)}\}_{i=1}^{N_s}, R, \lambda)
\]

\[
\text{split} \leftarrow \text{split_for_multifov}([w^{(i)}, m^{(i)}, P^{(i)}]_{i=1}^{N_s}, \{S^{(i)}\}_{i=1}^{N_s}, R, \lambda)
\]

\[
\text{split} \leftarrow \text{split_for_multifov}([w^{(i)}, m^{(i)}, P^{(i)}]_{i=1}^{N_s}, \{S^{(i)}\}_{i=1}^{N_s}, R, \lambda)
\]

\[
\text{split} \leftarrow \text{split_for_multifov}([w^{(i)}, m^{(i)}, P^{(i)}]_{i=1}^{N_s}, \{S^{(i)}\}_{i=1}^{N_s}, R, \lambda)
\]

The set inputs \( \{S^{(i)}\} \) in Algorithm 2 are not restricted to FoVs and can represent any regions. For example, two regions relevant to the human-robot interaction depicted in Fig. 1 are the human observer’s binocular FoV and the tabletop region. The application of Algorithm
2 with respect to these two regions then enables the incorporation of the observation “The mug is on the table” in a GM Bayes filter, as is discussed in the following section.

V. APPLICATION TO IMPRECISE MEASUREMENTS

This section presents the application of the splitting algorithm to estimation problems involving imprecise measurements. Unlike traditional vector-type measurements, imprecise measurements are nonspecific, yet still contain valuable information. Examples of imprecise measurements include natural language statements [22], [23], inference rules [37, Sec. 22.2.4], and received signal strength type measurements under path-loss uncertainty [23], [38]. This section demonstrates the estimation of a person’s location and velocity as they move through a public space using imprecise natural language measurements, as originally posed in [23]. Tracking is performed using a new GM Bernoulli filter for imprecise measurements, as discussed in the following subsections.

A. Imprecise Measurements

Imprecise measurements, such as those from natural language statements, can be modeled as RFSs and specified using generalized likelihood functions. For example, the statement

\[ S = \text{“Felice is near the taco stand”} \]  

provides some evidence about Felices’s location, yet is not mutually exclusive\(^\text{1}\) [1, p. 104, 126]. For simplicity, this paper adopts from [1, p. 105] the definition of being “near” a point \( \mathbf{z}_0 \) as belonging to a disc \( \mathcal{C} \subset \mathbb{Z} \) of radius \( D \):

\[ \mathcal{C} = \{ \mathbf{z} : \| \mathbf{z} - \mathbf{z}_0 \| \leq D \}. \]

Although this specific natural language statement interpretation is considered for simplicity, the presented approach does not preclude more sophisticated models, such as in [22], [39]. The associated generalized likelihood function for this imprecise measurement is

\[ g(\mathbf{z} | \mathbf{x}) = P(\mathbf{z} \in \mathcal{C}) = P(\mathbf{h}(\mathbf{x}) \in \mathcal{C}). \]

where \( \mathbf{h} : \mathbb{X} \mapsto \mathcal{Z} \) is the deterministic mapping from the state space to the measurement space [23]. Generalized likelihood functions, such as those for natural language statements, are often nonlinear in \( \mathbf{x} \). Through the presented Gaussian splitting approach and expansion of the nonlinear likelihood function about the GM component means, GM RFS filters can accommodate imprecise measurements, as demonstrated in the context of the RFS Bernoulli filter in the following subsection.

B. Bernoulli Filter for Imprecise Measurements

The Bernoulli filter is the Bayes-optimal filter for tracking a single object in the presence of false alarms, misdetections, and unknown object birth/death [1, Sec. 14]. A Bernoulli distribution is parameterized by a probability of object existence \( r \) and state pdf \( p(\mathbf{x}) \). The finite set statistics (FISST) density of a Bernoulli RFS is [1, p. 516]

\[ f(X) = \begin{cases} 1 - r, & \text{if } X = \emptyset \\ r \cdot p(\mathbf{x}), & \text{if } X = \{ \mathbf{x} \} \end{cases} \]

Denote by \( p_b \) the conditional probability that the object is born given that it did not exist in the previous time step. Similarly, denote by \( p_s \) the conditional probability that the object survives to the next time step. The initial state of an object born at time \( k \) is assumed to be distributed according to the birth spatial density \( b_b(\mathbf{x}) \). Then, by the FISST generalized Chapman-Kolmogorov equation, the Bernoulli filter prediction equations are [1, p. 519]

\[ p_{k|k-1}(\mathbf{x}) = p_b \cdot (1 - r_{k-1|k-1}) b_{k|k-1}(\mathbf{x}) \]

\[ + \frac{p_s r_{k-1|k-1} \int \pi_{k|k-1}(\mathbf{x}(\mathbf{x}')) p_{k-1|k-1}(\mathbf{x}') d\mathbf{x}'}{r_{k|k-1}}, \]

\[ r_{k|k-1} = p_b \cdot (1 - r_{k-1|k-1}) + p_s r_{k-1|k-1}, \]

where \( \pi_{k|k-1}(\mathbf{x} | \mathbf{x}') \) is the single-object state transition density. Suppose that the spatial density and birth density are GMs and that the transition is linear-Gaussian:

\[ p_{k-1|k-1}(\mathbf{x}) = \sum_{\ell=1}^{L_{h,k-1}} w_{k-1,\ell} N(\mathbf{x}; \mathbf{m}_{k-1,\ell}, \mathbf{P}_{k-1,\ell}), \]

\[ b_{k|k-1}(\mathbf{x}) = \sum_{\ell=1}^{L_{b,k}} \tilde{w}_{h,k}(\mathbf{x}) N(\mathbf{x}; \mathbf{m}_{h,k}, \mathbf{P}_{h,k}), \]

\[ \pi_{k|k-1}(\mathbf{x} | \mathbf{x}') = N(\mathbf{x}; \mathbf{F}_{k-1} \mathbf{x}', \mathbf{Q}_{k-1}). \]

Then, the predicted spatial density at \( k \) is the sum of two GMs, given as

\[ p_{k|k-1}(\mathbf{x}) = \sum_{\ell=1}^{L_{b,k}} w_{h,k}(\mathbf{x}) N(\mathbf{x}; \mathbf{m}_{h,k}, \mathbf{P}_{h,k}) \]

\[ + \sum_{\ell=1}^{L_{s,k|k-1}} w_{s,k|k-1}(\mathbf{x}) N(\mathbf{x}; \mathbf{m}_{s,k|k-1}, \mathbf{P}_{s,k|k-1}), \]

where

\[ w_{h,k}(\mathbf{x}) = \tilde{w}_{h,k}(\mathbf{x}) p_b \cdot \frac{(1 - r_{k-1|k-1})}{r_{k|k-1}}, \]

\[ w_{s,k|k-1}(\mathbf{x}) = \frac{p_s r_{k-1|k-1}}{r_{k|k-1}}, \]

\[ \mathbf{m}_{s,k|k-1} = \mathbf{F}_{k-1} \mathbf{m}_{k-1}, \]

\[ \mathbf{P}_{s,k|k-1} = \mathbf{F}_{k-1} \mathbf{P}_{k-1} \mathbf{F}_{k-1} + \mathbf{Q}_{k-1}. \]

\(^{1}\)In fact, this statement can further be considered vague or fuzzy due to uncertainty in the observer’s definition of “near” [19, p. 266].
The predicted spatial density (45) can thus be expressed as a combined GM of the form

$$p_{k|k-1}(x) = \sum_{\ell=1}^{L_{k|k-1}} w_{k|k-1}^{(\ell)} N(x; m_{k|k-1}^{(\ell)}, P_{k|k-1}^{(\ell)}),$$

(50)

where \(\sum_{\ell=1}^{L_{k|k-1}} w_{k|k-1}^{(\ell)} = 1\).

The FoV-dependent probability of detection function is given by

$$p_D(x; S_k) = 1_{S_e}(x)p_D(s),$$

(51)

where the single-argument function \(p_D(s)\) is the corresponding probability of detection for an unbonded FoV. The measurement \(\Upsilon_k\) is then a finite set

$$\Upsilon_k = \{\zeta_1, \ldots, \zeta_m\} \in \mathcal{F}(3)$$

(52)

comprised of false alarms and a potentially empty imprecise measurement due to a true object, where \(\mathcal{F}(3)\) is the set of all closed subsets of \(\mathcal{Z}\) and \(\mathcal{F}(3)\) is the space of all finite subsets of \(\mathcal{F}\), as shown in [1, Ch. 5]. Assume that false alarms are Poisson distributed with rate \(\lambda_e\) and spatial density \(\tilde{c}(\zeta)\). Then, the posterior state density and probability of existence are given by

$$p_{k|k}(x) = \frac{1 - p_D(x; S_k) + p_D(x; S_k) \sum_{\zeta \in \Upsilon_k} \tilde{g}_k(x, S_k)}{1 - \Delta_k} p_{k|k-1}(x),$$

(53)

$$r_{k|k} = \frac{1 - \Delta_k}{1 - r_{k|k-1} \Delta_k} r_{k|k-1},$$

(54)

where

$$\Delta_k = \int p_D(x; S_k) p_{k|k-1}(x)\,dx$$

$$- \sum_{\zeta \in \Upsilon_k} \int p_D(x; S_k) \tilde{g}_k(\zeta|x) p_{k|k-1}(x)\,dx \frac{1}{\lambda_e \tilde{c}(\zeta)},$$

(55)

which is a generalization of the result shown in [20] for state-dependent probability of detection.

Because (53) involves products of indicator functions and GMs, the resulting posterior density will not be a GM in general. Instead, the state-dependent probability of detection and generalized likelihood function can be expanded about the GM component means (see Appendix B), giving

$$p_{k|k}(x) = \sum_{\ell=1}^{L_{k|k}} w_{k|k}^{(\ell)} N(x; m_{k|k}^{(\ell)}, P_{k|k}^{(\ell)}),$$

(56)

$$w_{k|k}^{(\ell)} = \frac{w_{k|k-1}^{(\ell)} (1 - p_D(m_{k|k-1}; S_k)) + p_D(m_{k|k-1}; S_k) \sum_{\zeta \in \Upsilon_k} \tilde{g}_k(\zeta|m_{k|k-1})}{\lambda_e \tilde{c}(\zeta)},$$

(57)

$$\Delta_k = \sum_{\ell=1}^{L_{k|k}} w_{k|k-1}^{(\ell)} p_D(m_{k|k-1}; S_k),$$

(58)

$$- \sum_{\zeta \in \Upsilon_k} w_{k|k-1}^{(\ell)} p_D(m_{k|k-1}; S_k) \tilde{g}_k(\zeta|m_{k|k-1}) \frac{1}{\lambda_e \tilde{c}(\zeta)},$$

(59)

The approximation error due to the zeroth-order expansion in (57) and (58) depends on the GM resolution near points of strong nonlinearity. In a high resolution mixture containing many components with small covariance matrices, the region about each mean in which the local approximation must be valid is correspondingly smaller compared to a low-resolution mixture [40]. Therefore, the recursive splitting method is employed to refine the mixture in nonlinear regions—specifically around \(\partial S_k\) and \(\partial \zeta(\cdot)\)—before computing the posterior (56). Then, the resulting posterior GM is reduced using one of many available algorithms for GM reduction [41]–[44]. This process, referred to as the GM Bernoulli filter for imprecise measurements, is summarized in Algorithm 3.

C. Airport Tracking Example

The recursive splitting approach is demonstrated in the context of tracking a person of interest through a crowded airport. This problem was originally posed in [23] and solved using a particle filter (PF) implementation of the Bernoulli filter. The object state is defined as

$$\mathbf{x}_k = [x_k \ y_k \ \dot{x}_k \ \dot{y}_k] = [s_k^T \ \mathbf{v}_k^T],$$

(61)

where dimensionless distance units are used throughout. Measurements of the object are composed of natural language statements describing the person’s current location in the form \(Z_k = \{\zeta_k, 1, \ldots, \zeta_k, m_k\}\), where \(m_k\) is the number of statements received at time \(k\) and

$$\zeta = a \Rightarrow \text{the object is near the anchor } a.$$  

(62)

In (62), the integer \(a \in A \subset \mathbb{N}\) represents a fixed anchor, such as a taco stand or coffee shop, with corresponding known position \(r_a \in \mathcal{Z}\). Observers sometimes report incorrect statements (as false alarms) and sometimes fail to report true statements (as misdetections). The corresponding generalized likelihood function is

$$\tilde{g}_k(\zeta = a | \mathbf{x}_k) = \begin{cases} 1 & \text{if } \|s_k - r_a\| \leq 2d_a/3 \\ 0 & \text{otherwise} \end{cases},$$

(63)

where \(d_a\) is the distance between anchor \(a\) and its nearest neighboring anchor. If the object is within \(2d_a/3\) of anchor \(a\), then the natural language statement reports that the object is near \(a\) (unless misdetected). Defining the
Algorithm 3 GM Bernoulli Filter for Imprecise Measurements

given \( r_{00} \), \( p_{00}(x) \)

\begin{algorithm}
\For{\( k = 1, \ldots, K \)}
\State Compute \( r_{k-1} \) according to (41)
\State Compute \( \{ u^{(\ell)}_{S,k|k-1}, m^{(\ell)}_{S,k|k-1}, P^{(\ell)}_{S,k|k-1} \}_{\ell=1}^{L_{k-1}} \) according to (47)-(49)
\State Compute \( \{ u^{(\ell)}_{b,k|k-1}, m^{(\ell)}_{b,k|k-1}, P^{(\ell)}_{b,k|k-1} \}_{\ell=1}^{L_{k-1}} \) \( \leftarrow \) \( \{ u^{(\ell)}_{S,k|k-1}, m^{(\ell)}_{S,k|k-1}, P^{(\ell)}_{S,k|k-1} \}_{\ell=1}^{L_{k-1}} \) \( \cup \) \( \{ u^{(\ell)}_{b,k|k-1}, m^{(\ell)}_{b,k|k-1}, P^{(\ell)}_{b,k|k-1} \}_{\ell=1}^{L_{k-1}} \)
\State Compute \( \Delta_k \) according to (58)
\State Compute \( r_{k} \) according to (54)
\State Compute \( \{ u^{(\ell)}_{k,k}, m^{(\ell)}_{k,k}, P^{(\ell)}_{k,k} \}_{\ell=1}^{L_{k-1}} \) according to (57),(59),(60)
\State \( \{ u^{(\ell)}_{k,k}, m^{(\ell)}_{k,k}, P^{(\ell)}_{k,k} \}_{\ell=1}^{L_{k-1}} \) \( \leftarrow \) \( \text{reduce} \{ u^{(\ell)}_{k,k}, m^{(\ell)}_{k,k}, P^{(\ell)}_{k,k} \}_{\ell=1}^{L_{k-1}} \)
\EndFor
\end{algorithm}

compact subset
\[
A_a = \{ s : \| s - r_a \| \leq 2d_a/3 \},
\]

the generalized likelihood function (63) can be written in terms of an indicator function as
\[
\bar{g}_k(\zeta) = a | x_k ) = 1_{A_a}(s_k).
\]

By this likelihood function, (57) and (58) simplify to
\[
\begin{align*}
\omega^{(\ell)}_{k,k-1} & = \frac{w^{(\ell)}_{k,k-1}}{1 - \Delta_k} \left( 1 - p_D(m^{(\ell)}_{k,k-1}; S_k) ight) \\
& + p_D(m^{(\ell)}_{k,k-1}; S_k) \sum_{\zeta \in A_a} \frac{1_{A_a}(m^{(\ell)}_{k,k-1})}{\lambda_c \bar{c}(\zeta)}
\end{align*}
\]

\[
\begin{align*}
\Delta_k & = \sum_{\ell=1}^{L_{k-1}} w^{(\ell)}_{k,k-1} p_D(m^{(\ell)}_{k,k-1}; S_k) \\
& - \sum_{\ell=1}^{L_{k-1}} \sum_{\zeta \in A_a} w^{(\ell)}_{k,k-1} p_D(m^{(\ell)}_{k,k-1}; S_k) 1_{A_a}(m^{(\ell)}_{k,k-1}; S_k)
\end{align*}
\]

where \( \lambda_c \) denotes the clutter cardinality mean and the density of clutter \( \bar{c}(\zeta) \) is taken to be uniform over support \( \bar{A} \).

The object state is governed by the transition density
\[
\pi_{k|k-1}(x|x') = N(x; F_{k-1}x', Q_{k-1}),
\]

The object state is governed by the transition density
\[
\pi_{k|k-1}(x|x') = N(x; F_{k-1}x', Q_{k-1}),
\]

\[
\begin{bmatrix}
1 & 0 & T_k & 0 \\
0 & 1 & 0 & T_k \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}
\]

\[
\begin{bmatrix}
\frac{\tau_2}{2} & 0 & \frac{\tau_1}{2} & 0 \\
0 & \frac{\tau_2}{2} & \frac{\tau_1}{2} & 0 \\
0 & \frac{\tau_2}{2} & 0 & \frac{\tau_1}{2} \\
0 & 0 & \frac{\tau_2}{2} & 0
\end{bmatrix}
\]

and \( \sigma = 0.004 \) is the intensity of the process noise.

The simulated reports are processed by the GM Bernoulli for imprecise measurements (Algorithm 3) and the Bernoulli PF \([23]\) at each time step to obtain the posterior probability of existence and state density.

Fig. 6. Anchor locations and association extents.
The Bernoulli PF is implemented using 5000 particles and a Markov chain Monte Carlo (MCMC) move step to improve sample diversity, as described in [23]. By splitting the density about the relevant anchor boundaries, the imprecise measurements are incorporated to refine the probabilistic belief and estimate the person’s trajectory over time. The true trajectory, minimum mean square error (MMSE) estimates, and densities at select time steps are shown in Fig. 7(a). The Bernoulli PF estimates and densities are omitted for clarity. As shown, the true trajectory is consistently within the spatial distribution support.

The posterior probability of existence is shown over time in Fig. 7(b). The probability of existence of the object is consistently near one, falling momentarily to $r_{k|k} = 0.6$. This drop in probability appropriately reflects the increased uncertainty after three consecutive misdetections (the latter two of which are due to the object traveling outside detection bounds). As shown, the GM and PF approximations produce similar probability of existence estimates, where only slight differences are observed at times of nondetection.

Fig. 7. (a) True trajectory and GM Bernoulli filter state estimates over time, where position state densities are shown for time steps $k = 15, 25, 55 (t = 225, 375, 825 \text{[s]})$, and (b) posterior probability of existence over time.

The GM Bernoulli filter for imprecise measurements is exceptionally computationally efficient, resulting in a total simulation time of 45.2 s. When applied to identical measurement data, the Bernoulli PF simulation required 128.5 s. In fact, the largest computational bottleneck of the presented GM approach is the GM reduction step. A two-pass reduction strategy was found to effectively balance computational cost and estimation accuracy. The Mahalanobis distance-based merge strategy of [31] quickly reduces the number of GM components in the first pass. Then, if needed, the Kullback–Leibler divergence (KLD)-based Runnals algorithm [42] further reduces the mixture size to $L_{\text{max}} = 100$.

The state estimation performance is quantified using the MMSE estimate error and the root sum squared (RSS) of the posterior conditional covariance, as shown in Fig. 8. The estimation performance of the GM filter is very similar to the Bernoulli PF, with neither method exhibiting a clear advantage in terms of estimation accuracy. The velocity root-sum-square (RSS) quickly converges to a steady state of approximately 0.7 [dist/s], the lower bound of which is largely determined by the person’s assumed maneuverability and associated process noise covariance. Similarly, the largest uncertainty is observed near $k = 21 (t = 315 \text{[s]})$, after three consecutive misdetections.

While this example considers single-object estimation, the expansion approximation and splitting...
VI. FOV CARDINALITY DISTRIBUTION

This section presents pmfs for the cardinality of objects inside a bounded FOV $S$ given different global multijoint densities $f(\cdot)$. Previous work derived expressions for the first and second moments of FOV cardinality distributions given Poisson, independently and identically distributed cluster (i.i.d.c.) [45], and multi-Bernoulli (MB) [46] global densities. This section instead develops full pmfs expressions, from which first, second, or any higher-order moments can be easily obtained [47, Ch. 30]. A similar concept is discussed in [37] in the context of “censored” RFSs, and a general expression is provided in terms of set derivatives and belief mass functions. This paper presents a new direct approach to obtain FOV cardinality distributions based on conditional cardinality functions and derives new simplified expressions for representative RFS distribution classes. The Poisson, i.i.d.c., MB, and generalized labeled multi-Bernoulli (GLMB) distributions are considered in Sections VI-A, VI-B, VI-C, and VI-D, respectively.

The probability of $n$ objects existing inside FOV $S$ conditioned on $X$ can be written in terms of the indicator function as

$$\rho_S(n \mid X) = \sum_{X^n \subseteq X} [1_S(\cdot)]^{X^n} [1 - 1_S(\cdot)]^{X \setminus X^n},$$

(72)

where the summation is taken over all subsets $X^n \subseteq X$ with cardinality $n$. Given the RFS density $f(X)$, the FOV cardinality distribution is obtained via the set integral as

$$\rho_S(n) = \int \rho_S(n \mid X) f(X) \delta X.$$  

(73)

Expanding the integral,

$$\rho_S(n) = \sum_{m=n}^{\infty} \frac{1}{m!} \int_{X^n} \rho_S(n \mid \{x_1, \ldots, x_m\}) f(\{x_1, \ldots, x_m\}) dx_1 \cdots dx_m.$$  

(74)

Remark: The results presented in this section can be trivially extended to express the predicted cardinality of object-originated detections $Z$ (excluding false alarms) by noting that

$$\rho_S(n_Z \mid X) = \sum_{X^n \subseteq X} [p_D(\cdot)1_{S}(\cdot)]^{X^n} [1 - p_D(\cdot)1_{S}(\cdot)]^{X \setminus X^n},$$  

(75)

where $n_Z = |Z|$.

A. Poisson Distribution

The density of a Poisson-distributed RFS is

$$f(X) = e^{-N_X} [D(X)]^X,$$  

(76)

where $N_X$ is the global cardinality mean and $D(X)$ is the probability hypothesis density (PHD), or intensity function, of $X$, which is defined on the single-object space $X$. One important property of the PHD is that its integral over a closed set on $X$ yields the expected number of objects within that set, i.e.,

$$E[|X \cap T]| = \int_T D(x) dx.$$  

(77)

**Proposition 1** Given a Poisson-distributed RFS with PHD $D(x)$ and global cardinality mean $NX$, the cardinality of objects inside the FOV $S \subseteq X$, is distributed according to

$$\rho_S(n) = \sum_{m=n}^{\infty} \frac{e^{-N_X}}{n!(m-n)!} (1_S, D)^n (1 - 1_S, D)^{m-n}.$$  

(78)

**Proof:** Substituting (76) into (74), we get

$$\rho_S(n) = \sum_{m=n}^{\infty} \frac{1}{m!} e^{-N_X} \int_{X^n} \sum_{X^n \subseteq X} [1_S(\cdot)D(\cdot)]^{X^n} [1 - 1_S(\cdot)]^{X \setminus X^n} dx_1 \cdots dx_m.$$  

(79)

The nested integrals of (79) can be distributed, rewriting the second sum over $n$-cardinality index sets $I^n$ as

$$\rho_S(n) = \sum_{m=n}^{\infty} \frac{1}{m!} e^{-N_X} \prod_{i \in I^n} \int 1_S(x_i)D(x_i) dx_i,$$

$$\begin{align*}
&\cdot \left[ \int (1 - 1_S(x_{i}))D(x_{i}) \right]^{X \setminus I^n}. \\
&= \sum_{m=n}^{\infty} \frac{1}{m!} e^{-N_X} \prod_{i \in I^n} \int 1_S(x_i)D(x_i) dx_i \cdot \left[ \int (1 - 1_S(x_{i}))D(x_{i}) \right]^{X \setminus I^n}.
\end{align*}$$  

(80)

Note that the value of the integrals is independent of the product index $i$, and thus

$$\rho_S(n) = \sum_{m=n}^{\infty} \frac{1}{m!} e^{-N_X} \prod_{i \in I^n} \frac{m!}{n!(m-n)!} (1_S, D)^n (1 - 1_S, D)^{m-n},$$

(81)

from which (78) follows. □

Remark: Computation of (78) requires only one integral computation, namely $(1_S, D)$, which can be found either by summing the weights of (11) or through Monte Carlo integration. Using the integral property of the PHD (77), the integral

$$(1 - 1_S, D) = N_X - (1_S, D).$$

(82)
Furthermore, for \( m \gg N_X \), the summand of (78) is negligibly small, and the infinite sum can be safely truncated at an appropriately chosen \( m = m_{\text{max}}(N_X) \).

B. Independent Identically Distributed Cluster Distribution

The density of an i.i.d. RFS is

\[
  f(X) = |X|! \cdot \rho(|X|)[p]^X,
\]

where \( \rho(n) \) is the cardinality pmf and \( p(x) \) is the single-object state pdf.

Proposition 2 Given an i.i.d.-distributed RFS with cardinality pmf \( \rho(\cdot) \) and state density \( p(\cdot) \), the cardinality of objects inside the FoV \( S \) is distributed according to

\[
  \rho_S(n) = \sum_{m=n}^{\infty} \frac{\rho(m)}{m!} \rho(m) \left( \sum_{n=0}^{\infty} \frac{1}{(1 - r^{(i)})^n} \right)^m = \sum_{m=n}^{\infty} \frac{\rho(m)}{m!} \rho(m) \left( 1 - r^{(i)} \right)^m,
\]

where \( \binom{m}{n} \) is the binomial coefficient.

Proof: Substituting (83) into (74), we get

\[
  \rho_S(n) = \sum_{m=n}^{\infty} \frac{1}{m!} \rho(m) \left( 1 - r^{(i)} \right)^m \cdot \int \sum_{X^m \subseteq X} \rho(X^m)(1 - r^{(i)})^{X^m} \, dx_1 \cdots dx_m.
\]

The integral can be moved inside the products so that

\[
  \rho_S(n) = \sum_{m=n}^{\infty} \rho(m) \sum_{\mathcal{I}^m \subseteq \mathbb{N}_m} \left[ \frac{1}{1 - r^{(i)}} \right]^{\mathcal{I}^m} \left[ 1 - (1 - r^{(i)}) \right]^{\mathcal{I}^m} \cdot \int (1 - r^{(i)}) \rho(X^m) \, dx_1 \cdots dx_m.
\]

Equation (84) follows from (86) by noting that there are \( \binom{m}{n} \) unique unordered \( n \)-cardinality index subsets of \( \mathbb{N}_m \).

C. MB Distribution

The density of a MB distribution is [37, p. 102]

\[
  f(X) = \left( 1 - r^{(i)} \right)^{N_X} \sum_{1 \leq i_1 < \cdots < i_M \\ n} \frac{\rho^{(h)}(X_{i_1})}{1 - r^{(i)}} \left( \frac{1}{1 - r^{(i)}} \right)^{N_X},
\]

where \( M \) is the number of MB components and maximum possible object cardinality, \( r^{(i)} \) is the probability that the \( i \)th object exists, and \( p^{(h)}(x) \) is the single-object state density of the \( i \)th object if it exists.

Proposition 3 Given at MB density of the form of (87), the cardinality of objects inside the FoV \( S \) is distributed according to

\[
  \rho_S(n) = \left[ \left( 1 - r^{(i)} \right) \right]^{N_M} \sum_{1 \leq i_1 < \cdots < i_M \\ n} \frac{\rho^{(h)}(X_{i_1})}{1 - r^{(i)}} \left( \frac{1}{1 - r^{(i)}} \right)^{N_M},
\]

where the summation is taken over all mutually exclusive index partitions \( \mathcal{I}_1, \mathcal{I}_2 \) such that \( \mathcal{I}_1 \cup \mathcal{I}_2 \subseteq \mathbb{N}_m \).

Proof of Proposition 3 is given in Appendix C. Within a given summand term of (88), the index sets \( \mathcal{I}_1, \mathcal{I}_2, \mathbb{N}_M \) may be interpreted as the indices of objects within the FoV, objects outside the FoV, and nonexistent objects, respectively. Following the same procedure, similar results for the labeled multi-Bernoulli (LMB) [3] and multi-Bernoulli mixture (MBM) [48] RFS distributions may be obtained.

Direct computation of (88) is only feasible for small \( M \) due to the sum over all permutations \( \mathcal{I}_1 \cup \mathcal{I}_2 \subseteq \mathbb{N}_M \). For large \( M \), an alternative formulation based on Fourier transforms allows fast numerical computation. For each MB component, the integral \( \langle 1_{\mathcal{I}_1} \rangle \) is computed either by summing the weights of the partitioned GM or by Monte Carlo integration. Using the integral results, the probability of object \( i \) existing inside the FoV is found as

\[
  i_S^{(i)} = r^{(i)} \langle 1_{\mathcal{I}_1} \rangle.
\]

Then, as shown in [49], (88) can be equivalently written as

\[
  \rho_S(n) = \frac{1}{M + 1} \times \sum_{m=0}^{\infty} \left\{ e^{-\frac{1}{2} \pi m/(M+1)} \prod_{k=1}^{M} \left[ r_S^{(k)} e^{\frac{1}{2} \pi m/(M+1)} + (1 - r_S^{(k)}) \right] \right\}
\]

and solved using the discrete Fourier transform, for which a number of efficient algorithms exist.

D. GLMB Distribution

The density of a GLMB distribution is given by [2]

\[
  f(\hat{X}) = \Delta(\hat{X}) \sum_{\xi \in \Xi} w^{(\xi)}(\mathcal{L}(\hat{X})) p^{(\xi)}(\hat{X}),
\]

where each \( \xi \in \Xi \) represents a history of measurement association maps, each \( p^{(\xi)}(\cdot) \) is a probability density on \( \mathbb{X} \), and each weight \( w^{(\xi)}(\cdot) \) is nonnegative with \( \sum_{\xi \in \Xi} w^{(\xi)}(I) = 1 \). The label of a labeled state \( \hat{x} \) is recovered by \( \mathcal{L}(\hat{x}) \), where \( \mathcal{L} : \mathcal{X} \times \mathcal{L} \mapsto L \) is the projection defined by \( \mathcal{L}(x, \ell) = \ell \). Similarly, for LRFSs, \( \mathcal{L}(\hat{X}) = \{ L(\hat{x}) : \hat{x} \in \hat{X} \} \) is a distinct label indicator \( \Delta(\hat{X}) = \delta(\hat{x}) \| L(\hat{x}) \) ensures that only sets with distinct labels are considered.
Proposition 4 Given a GLMB density \( \hat{f}(\hat{X}) \) of the form of (91), the cardinality of objects inside a bounded FoV \( S \) is distributed according to

\[
\rho_S(n) = \sum_{(\ell, I) \in \mathbb{Z} \times \mathcal{F}(L)} w^{(\ell)}(I) \delta_n(|I|)(1_S, p)^{\hat{X}_l}(1 - 1_S, p)^{\hat{X}^c}.
\]  

(92)

Proof: Equation (72) can be rewritten to accommodate the labeled RFS as

\[
\rho_S(n | \hat{X}) = \sum_{\hat{X} \in X} [1_S(\cdot)]^{\hat{X}_l} [1 - 1_S(\cdot)]^{\hat{X}^c} \delta_n(\cdot).
\]  

(93)

If \( \hat{X} \) is distributed according to the LRFS density \( \hat{f}(\hat{X}) \), the FoV cardinality distribution is obtained via the set integral

\[
\rho_S(n) = \int \rho_S(n | \hat{X}) \hat{f}(\hat{X}) \delta \hat{X}.
\]  

(94)

Expanding the integral,

\[
\rho_S(n) = \sum_{m=n}^{\infty} \frac{1}{m!} \sum_{(\ell_1, \ldots, \ell_m) \in \mathbb{N}^m} \int \rho_S(n | (x_1, \ell_1), \ldots, (x_m, \ell_m)) \cdot \hat{f}((x_1, \ell_1), \ldots, (x_m, \ell_m)) \text{d}x_1 \cdots \text{d}x_m.
\]  

(95)

Defining \( p^{(\ell, I)}(x, \ell) \triangleq p^{(\ell)}(x, \ell) \), substitution of (91) and (93) yields

\[
\rho_S(n) = \sum_{m=n}^{\infty} \frac{1}{m!} \sum_{(\ell_1, \ldots, \ell_m) \in \mathbb{N}^m} \sum_{\xi \in \mathbb{Z}} w^{(\ell)}(\{\ell_1, \ldots, \ell_m\})
\]

\[
\cdot \sum_{P \subseteq (\ell_1, \ldots, \ell_m)} (1_S, p^{(\ell_1)}|^P P(1 - 1_S, p^{(\ell_1)}|_{\ell_1, \ldots, \ell_m}|)^P P
\]

\[
= \sum_{m=n}^{\infty} \frac{1}{m!} \sum_{(\ell, I) \in \mathbb{Z} \times \mathcal{F}(L)} w^{(\ell)}(I) \sum_{P \subseteq I} (1_S, p^{(\ell_1)}|^P P(1 - 1_S, p^{(\ell_1)}|_{\ell_1, \ldots, \ell_m}|)^P P,
\]

from which (92) follows. \( \square \)

Remark: Substitution of \( n = 0 \) in (92) gives the GLMB void probability functional [6, Eq. (22)], which, while less general, has theoretical significance and practical applications in sensor management.

VII. SENSOR PLACEMENT EXAMPLE

The FoV statistics developed in this paper are demonstrated through a sensor placement optimization problem subject to multiobject uncertainty. The global distribution is assumed to be MB-distributed. Numerical simulation is performed for the case of 100 MB components, with probabilities of existence randomly chosen between 0.35 and 1. Each MB component has a Gaussian density and randomly chosen mean and covariance. To visualize the global distribution, the PHD is shown in Fig. 9.

The PHD is analogous to the expected value for RFSs and is defined as [50]

\[
D(x) \triangleq \mathbb{E}[\delta_X(x)] = \int \delta_X(x) \cdot f(X) \delta X,
\]  

(97)

for an arbitrary RFS \( X \) with density \( f(X) \), where

\[
\delta_X(x) \triangleq \sum_{w \in X} \delta_w(x).
\]  

(98)

It follows that the PHD of an MB RFS (87) is [37, p. 102]

\[
D(x) = \sum_{i=1}^{M} \ell^i p^i(x).
\]  

(99)

The objective of the sensor control problem is to place the FoV, comprising a square of \( 1 \times 1 \) dimensions, in the ROI (Fig. 9) such that the variance of object cardinality inside the FoV is maximized. This objective can be interpreted as placing the FoV in a region of the ROI where the object cardinality is most uncertain. A related objective that minimizes the variance of the global cardinality using CB-MeMBeR predictions was first proposed in [5]. For each candidate FoV placement, the FoV cardinality pmf is given by (88) and efficiently computed using (90). The variance of the resulting pmf is shown as a function of the FoV center location in Fig. 10. The optimal FoV center location is found to be \((-0.8, -1.25)\).
A compelling result is that, by virtue of the bounded FoV geometry, spatial information is encoded in the FoV cardinality pmf. It can be seen that the optimal FoV (Fig. 9) has boundary segments (lower half of left boundary and right half of lower boundary) that bisect clusters of MB components. These boundary segments divide the components’ single-object densities such that significant mass appears inside and outside the FoV, increasing the overall FoV cardinality variance.

VIII. CONCLUSIONS

This paper presents an approach for incorporating bounded FoV geometry into state density updates and object cardinality predictions via FISST. Inclusion/exclusion evidence such as negative information and soft evidence is processed in state density updates via a novel Gaussian splitting algorithm that recursively refines a Gaussian mixture approximation near the boundaries of the discrete FoV geometry. Using FISST, cardinality pmfs that describe the probability that a given number of objects exist inside the FoV are derived. The approach is presented for representative labeled and unlabeled RFS distributions and, thus, is applicable to a wide range of tracking, perception, and sensor planning problems.

APPENDIX A Inclusion Consistency Example

Consider a plane of constant $y_2 = y_2(9)$—that is, $j = 2$ and $l = 9$. As shown in Fig. 11, the index $l = 9$ denotes the ninth grid plane from the bottom. To evaluate inclusion/exclusion consistency in this plane, an arbitrary reference point is selected as $\bar{y}_{2,9}$ (where the corresponding indices are $i_1 = 2$ and $i_2 = l = 9$). Note that this reference index tuple $(2, 9)$ belongs to $G$ (depicted by the set of orange dots) and lies in the plane of constant $i_j = l$.

It is apparent from Fig. 11 that $\bar{y}_{2,9} \notin S_y^{(2)}$. Thus, the corresponding component inclusion variable (23) for the selected reference point is

$$d_{i_1,i_2}^{(2)} = d_2^{(2)} = 1_{S_y^{(2)}}(\bar{y}_{2,9}) = 0. \tag{100}$$

In the following inclusion/exclusion consistency check, which follows from (25), the inclusion variables are computed for all remaining points in the plane and compared to $d_{2,9}$:

$$s_j^{(2)}(l) = s_2^{(2)}(9) = \prod_{G_{x,y} = 9} \delta_{S_y^{(2)}}(d_{i_1,i_2}^{(2)})$$

$$= \delta_{x_2^{(2)}}(d_{2,9}^{(2)}) \cdot \delta_{x_3^{(2)}}(d_{3,9}^{(2)}) \cdot \delta_{x_4^{(2)}}(d_{4,9}^{(2)})$$

$$= \delta_0(0) \cdot \delta_0(0) \cdots \delta_0(0) = 1, \tag{101}$$

where it is noted that $i_1$ ranges from 2 to 14 in the considered plane (in which there are thirteen corresponding orange dots). Thus, $s_j^{(2)}(l) = 1$ signifies that the plane is indeed consistently inside or consistently outside the FoV, the latter of which is easily verified by inspecting Fig. 11.

APPENDIX B Taylor Series Expansion About Means

Equation (53) can be written compactly as

$$p_{k|k}(\mathbf{x}) = \alpha(\mathbf{x}) p_{k|k-1}(\mathbf{x}) \tag{102}$$

$$= \sum_{\ell=1}^{L_{k|k-1}} \alpha(\mathbf{x}) w_{k|k-1}^{(\ell)} N(\mathbf{x}; \mathbf{m}_{k|k-1}^{(\ell)}, \mathbf{P}_{k|k-1}^{(\ell)}), \tag{103}$$

where

$$a(\mathbf{x}) = \frac{1 - p_D(\mathbf{x}; S_\ell) + p_D(\mathbf{x}; S_\ell) \sum_{\xi \in \tau_k} \hat{P}_\ell(\xi) \xi}{1 - \Delta_k} \tag{104}$$

and where the functional dependence of $a$ on the FoV and measurement is omitted for brevity. The function $a(\mathbf{x})$ can be approximated locally by a Taylor series expansion about a given component mean as

$$a(\mathbf{x}) \approx a(\mathbf{m}_{k|k-1}^{(\ell)}) + \left( \frac{\partial a}{\partial \mathbf{x}} \right)_{\mathbf{x} = \mathbf{m}_{k|k-1}^{(\ell)}} (\mathbf{x} - \mathbf{m}_{k|k-1}^{(\ell)}) + \cdots. \tag{105}$$

To zeroth order, $a(\mathbf{x}) \approx a(\mathbf{m}_{k|k-1}^{(\ell)})$, such that

$$p_{k|k}(\mathbf{x}) \approx \sum_{\ell=1}^{L_{k|k-1}} a(\mathbf{m}_{k|k-1}^{(\ell)}) w_{k|k-1}^{(\ell)} N(\mathbf{x}; \mathbf{m}_{k|k-1}^{(\ell)}, \mathbf{P}_{k|k-1}^{(\ell)}), \tag{106}$$

from which (56)–(60) follow.
APPENDIX C  Proof of Proposition 3

Let $I_M^{(n)} = \{(i_1, \ldots, i_n) : 1 \leq i_1 \neq \cdots \neq i_n \leq M\}$. Then, (87) can be rewritten as

$$f(X) = \left[\left(1 - r^{(1)}\right)\right]^{N_M} \sum_{(I_n) \in \mathcal{K}_M^{(n)}} \left[\frac{\sum_j p^{(1)}_j(x^{(1)}_j)}{1 - r^{(1)}}\right]^{N_n},$$

(107)

where $\mathcal{I}_n$ denotes the (unordered) set $\{i_1, \ldots, i_n\}$ and $\mathcal{K}_M$ denotes the (ordered) sequence $(\alpha_1, \ldots, \alpha_M)$, where the $n$-tuple index set $\{\alpha_1, \ldots, \alpha_M\} \subseteq \mathbb{N}_M$ and $\sigma$ is a permutation of $\mathbb{N}_M$. Substituting (107) into (74),

$$\rho_S(n) = \left[\left(1 - r^{(1)}\right)\right]^{N_M} \sum_{m=n} M \frac{1}{m!} \int_{\mathcal{I}_n} \sum_{(I_n) \in \mathcal{K}_M^{(n)}} \delta_m(|\mathcal{I}_n|) \left[\frac{\sum_j p^{(1)}_j(x^{(1)}_j)}{1 - r^{(1)}}\right]^{N_n} \sum_{X \subseteq \mathcal{X}} \sum_{(I_n) \in \mathcal{K}_M^{(n)}} \delta_n(|\mathcal{I}_n|) \delta_m(|\mathcal{I}_n|) \delta_n(|\mathcal{I}_n|) \sum_{X \subseteq \mathcal{X}} \sum_{(I_n) \in \mathcal{K}_M^{(n)}} \delta_n(|\mathcal{I}_n|) \delta_m(|\mathcal{I}_n|) \delta_n(|\mathcal{I}_n|) \mathcal{X}, \text{ such that}

$$

\begin{align*}
\rho_S(n) &= \left[\left(1 - r^{(1)}\right)\right]^{N_M} \sum_{m=n} M \frac{1}{m!} \int_{\mathcal{I}_n} \sum_{(I_n) \in \mathcal{K}_M^{(n)}} \delta_m(|\mathcal{I}_n|) \left[\frac{\sum_j p^{(1)}_j(x^{(1)}_j)}{1 - r^{(1)}}\right]^{N_n} \sum_{X \subseteq \mathcal{X}} \sum_{(I_n) \in \mathcal{K}_M^{(n)}} \delta_n(|\mathcal{I}_n|) \delta_m(|\mathcal{I}_n|) \delta_n(|\mathcal{I}_n|) \sum_{X \subseteq \mathcal{X}} \sum_{(I_n) \in \mathcal{K}_M^{(n)}} \delta_n(|\mathcal{I}_n|) \delta_m(|\mathcal{I}_n|) \delta_n(|\mathcal{I}_n|) \mathcal{X}, \text{ such that}
\end{align*}

(111)

(112)

(113)

Now note that the result of the innermost sum does not depend on the permutation order of $(\mathcal{I}_n)$. Thus, the property [51, Lemma 12], which states that for an arbitrary symmetric function $h$,

$$\sum_{(i_1, \ldots, i_m)} h(i_1, \ldots, i_m) = m! \sum_{(i_1, \ldots, i_m)} h(i_1, \ldots, i_m)$$

is applied, yielding

$$\rho_S(n) = \left[\left(1 - r^{(1)}\right)\right]^{N_M} \sum_{m=n} M \frac{1}{m!} \int_{\mathcal{I}_n} \sum_{(I_n) \in \mathcal{K}_M^{(n)}} \delta_m(|\mathcal{I}_n|) \delta_m(|\mathcal{I}_n|) \delta_m(|\mathcal{I}_n|) \mathcal{X}, \text{ such that}

\begin{align*}
\rho_S(n) &= \left[\left(1 - r^{(1)}\right)\right]^{N_M} \sum_{m=n} M \frac{1}{m!} \int_{\mathcal{I}_n} \sum_{(I_n) \in \mathcal{K}_M^{(n)}} \delta_m(|\mathcal{I}_n|) \delta_m(|\mathcal{I}_n|) \delta_m(|\mathcal{I}_n|) \mathcal{X}, \text{ such that}
\end{align*}

(114)
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