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ABSTRACT
The explosive growth in data volume and the availability of cheap computing resources have sparked increasing interest in Big learning, an emerging subfield that studies scalable machine learning algorithms, systems and applications with Big Data. Bayesian methods represent one important class of statistical methods for machine learning, with substantial recent developments on adaptive, flexible and scalable Bayesian learning. This article provides a survey of the recent advances in Big learning with Bayesian methods, termed Big Bayesian Learning, including non-parametric Bayesian methods for adaptively inferring model complexity, regularized Bayesian inference for improving the flexibility via posterior regularization, and scalable algorithms and systems based on stochastic subsampling and distributed computing for dealing with large-scale applications. We also provide various new perspectives on the large-scale Bayesian modeling and inference.
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INTRODUCTION
We live in an era of Big Data, where science, engineering and technology are producing massive data streams, with petabyte and exabyte scales becoming increasingly common [1–3]. Besides the explosive growth in volume, Big Data also has high velocity, high variety and high uncertainty. These complex data streams require ever-increasing processing speeds, economical storage and timely response for decision making in highly uncertain environments, and have raised various challenges to conventional data analysis [4].

With the primary goal of building intelligent systems that automatically improve from experiences, machine learning (ML) is becoming an increasingly important field to tackle the Big Data challenges [5], with an emerging field of ‘Big Learning’, which covers theories, algorithms and systems on addressing Big Data problems.

Big Learning challenges
In Big Data era, ML needs to deal with the challenges of learning from complex situations with ‘large’ N, ‘large’ P, ‘large’ L and ‘large’ M, where N is the data size, P is the feature dimension, L is the number of tasks and M is the model size. Given that N is obvious, we explain the other factors below.

Large P: with the development of Internet, data sets with ultrahigh dimensionality have emerged, such as the spam filtering data with trillion features [6] and the even higher dimensional feature space via explicit kernel mapping [7]. Note that whether a learning problem is high-dimensional depends on the ratio between P and N. Many scientific problems with $P \gg N$ impose great challenges on learning, calling for effective regularization techniques to avoid overfitting and select salient features [4].

Large L: many tasks involve classifying text or images into tens of thousands or millions of categories. For example, the ImageNet [8] database consists of more than 14 millions of web images from 21 thousands of concepts, while with the goal of providing on average 1000 images for each of 100+ thousands of concepts (or synsets) in WordNet; and the LSHTC text classification challenge 2014 aims to classify Wikipedia documents into one of 325 056 categories [9]. Often, these categories are organized in a graph, e.g. the tree structure in ImageNet and the DAG (directed acyclic graph) structure in LSHTC, which can be explored for better learning [10,11].
Large $M$: with the availability of massive data, models with millions or billions of parameters are becoming common. Significant progress has been made on learning deep models, which have multiple layers of non-linearities allowing them to extract multigrained representations of data, with successful applications in computer vision, speech recognition and natural language processing. Such models include neural networks [12], autoencoders [13,14] and probabilistic generative models [15,16].

**Big Bayesian learning**

Though Bayesian methods have been widely used in ML and many other areas, skepticism often arises when we talking about Bayesian methods for Big Data [17]. Practitioners also criticize that Bayesian methods are often too slow for even small-scaled problems, owning to many factors such as the non-conjugacy models with intractable integrals. Nevertheless, Bayesian methods have several advantages on dealing with the following.

(i) Uncertainty: our world is an uncertain place because of physical randomness, incomplete knowledge, ambiguities and contradictions. Bayesian methods provide a principled theory for combining prior knowledge and uncertain evidence to make sophisticated inference of hidden factors and predictions.

(ii) Flexibility: Bayesian methods are conceptually simple and flexible. Hierarchical Bayesian modeling offers a flexible tool for characterizing uncertainty, missing values, latent structures and more. Moreover, regularized Bayesian inference (RegBayes) [18] further augments the flexibility by introducing an extra dimension (i.e. a posterior regularization term) to incorporate domain knowledge or to optimize a learning objective. Finally, there exist very flexible algorithms (e.g. Markov Chain Monte Carlo (MCMC)) to perform posterior inference.

(iii) Adaptivity: the dynamics and uncertainty of Big Data require that our models should be adaptive when the learning scenarios change. Non-parametric Bayesian (NPB) methods provide elegant tools to deal with situations in which phenomena continue to emerge as data are collected [19]. Moreover, the Bayesian updating rule and its variants are sequential in nature and suitable for dealing with Big Data streams.

(iv) Overfitting: although the data volume grows exponentially, the predictive information grows slower than the amount of Shannon information [20], while our models are becoming increasingly large by leveraging powerful computers, such as the deep networks with billions of parameters. It implies that our models are increasing their capacity faster than the amount of information that we need to fill them with, therefore causing serious overfitting problems that call for effective regularization [21].

Therefore, Bayesian methods are becoming increasingly relevant in the Big Data era [22] to protect high-capacity models against overfitting, and to allow models adaptively updating their capacity. However, the application of Bayesian methods to Big Data problems runs into a computational bottleneck that needs to be addressed with new (approximate) inference methods. This article aims to provide a literature survey of the recent advances in Big Learning with Bayesian methods, including the basic concepts of Bayesian inference, NPB methods, RegBayes, scalable inference algorithms and systems based on stochastic subsampling and distributed computing. It is useful to note that our review is no way exhaustive. We select the materials to make it self-contained and technically rigorous. As data analysis is becoming an essential function in many scientific and engineering areas, this article should be of broad interest to the audiences who are dealing with data, especially those who are using statistical tools.

**BASES OF BAYESIAN METHODS**

The general blueprint of Bayesian data analysis [23] is that a Bayesian model expresses a generative process of the data that includes hidden variables, under some statistical assumptions. The process specifies a joint probability distribution of the hidden and observed random variables. Given a set of observed data, data analysis is performed by ‘posterior inference’, which computes the conditional distribution of the hidden variables given the observed data. This section reviews the basic concepts and algorithms of Bayesian inference.

**Bayes’ theorem**

At the core of Bayesian methods is Bayes’ theorem (a.k.a Bayes’ rule). Let $\Theta$ be the model parameters and $D$ be the given data set. The Bayesian posterior distribution is

$$p(\Theta|D) = \frac{p(\Theta)p(D|\Theta)}{p(D)}$$

(1)
where \(p_0(\cdot)\) is a prior distribution, chosen before seeing any data; \(p(D|\Theta)\) is the assumed likelihood model; and \(p(D) = \int p_0(\Theta)p(D|\Theta)d\Theta\) is the marginal likelihood (or evidence), often involving an intractable integration problem that requires approximate inference as detailed below. The year 2013 marks the 250th anniversary of Thomas Bayes’ essay on how humans can sequentially learn from experience, steadily updating their beliefs as more data become available [24].

A useful variational formulation of Bayes’ rule is

\[
\min_{q(\Theta) \in \mathcal{P}} \text{KL}(q(\Theta) \| p_0(\Theta)) - \mathbb{E}_{q}[\log p(D|\Theta)],
\]

where \(\mathcal{P}\) is the space of all distributions that make the objective well-defined. It can be shown that the optimum solution to (2) is identical to the Bayesian posterior. In fact, if we add the constant term \(\log p(D)\), the problem is equivalent to minimizing the KL-divergence between \(q(\Theta)\) and the Bayesian posterior \(p(\Theta|D)\), which is non-negative and takes \(0\) if and only if \(q\) equals to \(p(\Theta|D)\). The variational interpretation is significant in two aspects: (i) it provides a basis for variational Bayes methods; and (ii) it provides a starting point to make Bayesian methods more flexible by incorporating a rich set of posterior constraints. We will make these clear soon later.

It is noteworthy that \(q(\Theta)\) represents the density of a general post-data posterior in the sense of [25, pp.15] not necessarily corresponding to a Bayesian posterior induced by Bayes’ rule. As we shall see in Section Regularized Bayesian inference, when we introduce additional constraints, the post-data posterior \(q(\Theta)\) is different from the Bayesian posterior \(p(\Theta|D)\), and moreover, it could even not be obtainable by the conventional Bayesian inference via Bayes’ rule. In the sequel, in order to distinguish \(q(\cdot)\) from the Bayesian posterior, we will call it post-data posterior. The optimization formulation in (ii) implies that Bayes’ rule is an information projection procedure that projects a prior density to a post-data posterior by taking account of the observed data. In general, Bayes’s rule is a special case of the principle of minimum information [25,26].

**Bayesian methods in ML**

Bayesian statistics has been applied to almost every ML task ranging from the single-variate regression/classification to the structured output predictions and to the unsupervised/semi-supervised learning scenarios [27]. In essence however, there are several basic tasks that we briefly review below.

Prediction: after training, Bayesian models make predictions using the distribution:

\[
p(x|D) = \int p(x, \Theta|D)d\Theta = \int p(x, \Theta, D)p(\Theta|D)d\Theta.
\]

where \(p(x|\Theta, D)\) is often simplified as \(p(x|\Theta)\) due to the i.i.d assumption of the data when the model is given. Since the integral is taken over the posterior distribution, the training data are considered.

Model selection: model selection is a fundamental problem in statistics and ML [28]. Let \(M\) be a family of models where each model is indexed by a set of parameters \(\Theta\). Then, the marginal likelihood of the model family (or model evidence) is

\[
p(D|M) = \int p(D|\Theta)p(\Theta|M)d\Theta.
\]

where \(p(\Theta|M)\) is often assumed to be uniform if no strong prior exists.

For two different model families \(M_1\) and \(M_2\), the ratio of model evidences \(\kappa = \frac{p(D|M_1)}{p(D|M_2)}\) is called Bayes factor [29]. The advantage of using Bayes factors for model selection is that it automatically and naturally includes a penalty for including too much model structure [27, chap 3]. Thus it guards against overfitting. For models where an explicit version of the likelihood is not available or too costly to evaluate approximate Bayesian computation can be used for model selection in a Bayesian framework [30,31] while with the caveat that approximate-Bayesian estimates of Bayes factors are often biased [32].

**Approximate Bayesian inference**

Though conceptually simple Bayesian inference has computational difficulties, which arise from the intractability of high-dimensional integrals as involved in the posterior and in Eqs (3, 4). These are typically not only analytically intractable but also difficult to obtain numerically. Common practice resorts to approximate methods, which can be grouped into two categories (Both maximum likelihood estimation (MLE), \(\hat{\Theta}_{\text{MLE}} = \arg\max_{\Theta} p(D|\Theta)\), and maximum a posterior estimation (MAP), \(\hat{\Theta}_{\text{MAP}} = \arg\max_{\Theta} p_0(\Theta)p(D|\Theta)\), can be seen as the third type of approximation methods to do Bayesian inference. We omit them since they examine only a single point, and so can neglect the potentially large distributions in the integrals.)—variational methods and MC methods.
Variational Bayesian methods

Variational methods have a long history in physics, statistics, control theory and economics. In ML, variational formulations appear naturally in regularization theory, maximum entropy estimates and approximate inference in graphical models. We refer the readers to the seminal book [33] and the nice short overview [34] for more details. A variational method basically consists of two parts:

(i) cast the problems as some optimization problems;
(ii) find an approximate solution when the exact solution is not feasible.

For Bayes’ rule we have provided a variational formulation in (2) which is equivalent to minimizing the KL-divergence between the variational distribution \( q(\Theta) \) and the target posterior \( p(\Theta|D) \). We can also show that the negative of the objective in (2) is a lower bound of the evidence (i.e. log-likelihood):

\[
\log p(D) \geq \mathbb{E}_q[\log p(\Theta, D)] - \mathbb{E}_q[\log q(\Theta)].
\]

Then, variational Bayesian methods maximize the evidence lower bound (ELBO):

\[
\max_{q(\Theta)} \mathbb{E}_q[\log p(\Theta, D)] - \mathbb{E}_q[\log q(\Theta)],
\]

whose solution is the target posterior if no assumptions are made.

However, in many cases it is intractable to calculate the target posterior. Therefore, to simplify the optimization, the variational distribution is often assumed to be in some parametric family, e.g. \( q(\Theta) \), and has some mean-field representation:

\[
q(\Theta) = \prod_{i=1}^{M} q_{\phi_i}(\Theta_i),
\]

where the set \( \{\Theta_i\}_{i=1}^{M} \) represents a partition of \( \Theta \). Then, the problem transforms to find the best parameters \( \hat{\phi} \) that maximize the ELBO, which can be solved with numerical optimization methods. For example, with the factorization assumption, coordinate descent is often used to iteratively solve for \( \phi_i \) until reaching some local optimum. Once a variational approximation \( q^* \) is found, the Bayesian integrals can be approximated by replacing \( p(\Theta|D) \) by \( q^* \). In many cases, the model \( \Theta \) consists of parameters \( \theta \) and hidden variables \( h \). Then, if we make the (structed) mean-field assumption that \( q(\Theta, h) = q(\Theta)q(h) \), the variational problem can be solved by a variational Bayesian EM algorithm [35] which alternately updates \( q(h) \) at the variational Bayesian E-step and updates \( q(\theta) \) at the variational Bayesian M-step.

MC methods

MC methods represent a diverse class of algorithms that rely on repeated random sampling to compute the solution to problems whose solution space is too large to explore systematically or whose systemic behavior is too complex to model. The basic idea of MC methods is to draw a set of i.i.d samples \( \{\Theta_i\}_{i=1}^{N} \) from a target distribution \( p(\Theta) \) and use the empirical distribution \( \hat{p}(\cdot) = \frac{1}{N} \sum_{i=1}^{N} \delta_{\Theta_i}(\cdot) \) to approximate the target distribution, where \( \delta_{\Theta_i} \) is the delta-Dirac mass located at \( \Theta_i \). Consider the common operation on calculating the expectation of some function \( \phi \) with respect to a given distribution. Let \( p(\Theta) = \hat{p}(\Theta)/Z \) be the density of a probability distribution, where \( \hat{p}(\Theta) \) is the unnormalized version that can be computed pointwise up to a normalizing constant \( Z \). The expectation of interest is

\[
I = \int \phi(\Theta)p(\Theta)d\Theta.
\]

Replacing \( p(\cdot) \) by \( \hat{p}(\cdot) \), we get the unbiased MC estimate of this quantity:

\[
\hat{I}_{MC} = \frac{1}{N} \sum_{i=1}^{N} \phi(\Theta_i).
\]

Asymptotically, when \( N \to \infty \), the estimate \( \hat{I}_{MC} \) will almost surely converge to \( I \) by the strong law of large numbers. In practice, however, we often cannot sample from \( p \) directly. Many methods have been developed, such as rejection sampling and importance sampling, which however often suffer from severe limitations in high dimensional spaces. We refer the readers to the book [36] and the review article [37] for details. Below we introduce MCMC a very general and powerful framework that allows sampling from broad family of distributions and scales well with the dimensionality of the sample space. More importantly many advances have been made on scalable MCMC methods for Big Data, which will be discussed later.

An MCMC method constructs an ergodic p-stationary Markov chain sequentially. Once the chain has converged (i.e. finishing the burn-in phase), we can use the samples to estimate \( I \). The Metropolis-Hastings algorithm [38,39] constructs a chain by using the following rule to transit from the current state \( \Theta_t \) to the next state \( \Theta_{t+1} \):

(i) draw a candidate state \( \Theta' \) from a proposal distribution \( q(\Theta|\Theta_t) \);
(ii) compute the acceptance probability:

\[ A(\Theta', \Theta_i) \triangleq \min \left( 1, \frac{\hat{p}(\Theta')q(\Theta_i | \Theta')} {\hat{p}(\Theta_i)q(\Theta' | \Theta_i)} \right); \]

(iii) draw \( \gamma \sim \text{Uniform}[0, 1] \). If \( \gamma < A(\Theta', \Theta_i) \), set \( \Theta_{i+1} \leftarrow \Theta' \), otherwise set \( \Theta_{i+1} \leftarrow \Theta_i \).

Note that for Bayesian models, each MCMC step involves an evaluation of the full likelihood to get the (unnormalized) posterior \( \hat{p}(\Theta) \), which can be prohibitive for Big Learning with massive data sets. We will revisit this problem later.

One special type of MCMC methods is the Gibbs sampling [40] which iteratively draws samples from local conditionals. Let \( \Theta \) be a \( M \)-dimensional vector. The standard Gibbs sampler performs the following steps to get a new sample \( \Theta^{(t+1)} \):

(i) draw a sample \( \theta_i^{(t+1)} \sim p(\theta_i | \theta_1^{(t)}, \ldots, \theta_{i-1}^{(t)}, \theta_{i+1}^{(t)}, \ldots, \theta_M^{(t)}) \);

(ii) for \( j = 2: M-1 \), draw a sample \( \theta_j^{(t+1)} \sim p(\theta_j | \theta_1^{(t+1)}, \ldots, \theta_{j-1}^{(t+1)}, \theta_{j+1}^{(t+1)}, \ldots, \theta_M^{(t+1)}) \);

(iii) draw a sample \( \theta_M^{(t+1)} \sim p(\theta_M | \theta_1^{(t+1)}, \ldots, \theta_{M-1}^{(t+1)}) \).

One issue with MCMC methods is that the convergence rate can be prohibitively slow even for conventional applications. Extensive efforts have been spent to improve the convergence rates. For example, hybrid MC methods explore gradient information to improve the mixing rates when the model parameters are continuous, with representative examples of Langevin dynamics and Hamiltonian dynamics [41]. Other improvements include population-based MCMC methods [42] and annealing methods [43] that can sometimes handle distributions with multiple modes. Another useful technique to develop simpler or more efficient MCMC methods is data augmentation [44–46] which introduces auxiliary variables to transform marginal dependency into a set of conditional independencies (CI). For Gibbs samplers blockwise Gibbs sampling and partially collapsed Gibbs (PCG) sampling [47] often improve the convergence. A PCG sampler is as simple as an ordinary Gibbs sampler but often improves the convergence by replacing some of the conditional distributions of an ordinary Gibbs sampler with conditional distributions of some marginal distributions.

FAQ

Common questions regarding Bayesian methods are as follows.

Q: Why should I use Bayesian methods?
A: There are many reasons for choosing Bayesian methods, as discussed in the Introduction. A formal theoretical argument is provided by the classic de Finetti theorem, which states that: If \( \{x_1, x_2, \ldots\} \) are infinitely exchangeable, then for any \( N \)

\[ p(x_1, \ldots, x_N) = \int \left( \prod_{i=1}^{N} p(x_i | \theta) \right) dP(\theta) \]

for some random variable \( \theta \) and probability measure \( P \). The infinite exchangeability is an often satisfied property. For example, any i.i.d data are infinitely exchangeable. Moreover, the data whose ordering information is not informative is also infinitely exchangeable, e.g. the commonly used bag-of-words representation of documents [48] and images [49].

Q: How should I choose the prior?
A: There are two schools of thought namely objective Bayes and subjective Bayes. For objective Bayes, an improper non-informative prior (e.g. the Jeffreys prior [50] and the maximum-entropy prior [51]) is used to capture ignorance which admits good frequentist properties. In contrast subjective Bayesian methods embrace the influence of priors. A prior may have some parameters \( \lambda \). Since it is often difficult to elicit an honest prior, e.g. setting the true value of \( \lambda \), two practical methods are often used. One is hierarchical Bayesian methods, which assume a hyper-prior on \( \lambda \) and define the prior as a marginal distribution:

\[ p_0(\Theta) = \int p_0(\Theta | \lambda) p(\lambda) d\lambda. \]

Though \( p(\lambda) \) may have hyper-parameters as well, it is commonly believed that these parameters will have a weak influence as long as they are far from the likelihood model, thus can be fixed at some convenient values or put another layer of hyper-prior.

Another method is ‘empirical’ Bayes, which adopts a data-driven estimate \( \hat{\lambda} \) and uses \( p_0(\Theta | \hat{\lambda}) \) as the prior. Empirical Bayes can be seen as an approximation to the hierarchical approach, where \( p(\lambda) \) is approximated by a delta-Dirac mass \( \delta_0(\lambda) \). One common choice is maximum marginal likelihood estimate, that is, \( \hat{\lambda} = \text{argmax}_\lambda p(D | \lambda) \). Empirical Bayes has been applied in many problems, including variable section [52] and non-parametric Bayesian methods [53]. Recent progress has been made on characterizing the conditions when empirical Bayes merges with the Bayesian inference [54] as well as the convergence rates of empirical Bayes methods [55].
In practice another important consideration is the tradeoff between model capacity and computational cost. If a prior is conjugate to the likelihood the posterior inference will be relatively simpler in terms of computation and memory demands, as the posterior belongs to the same family as the prior.

Example 1. Dirichlet-Multinomial Conjugate Pair. Let \( x \in \{0, 1\}^V \) be a one-hot representation of a discrete variable with \( V \) possible values. It is easy to verify that for the multinomial likelihood, \( p(x|\theta) = \prod_{k=1}^V \theta_k^{x_k} \), the conjugate prior is a Dirichlet distribution, \( p(\theta|\alpha) = \text{Dir}(\alpha) = \frac{1}{Z} \prod_{k=1}^V \theta_k^{\alpha_k-1} \), where \( \alpha \) is the hyper-parameter and \( Z \) is the normalizing factor. In fact, the posterior distribution is \( \text{Dir}(\alpha + x) \).

A popular Bayesian model that explores such conjugacy is latent Dirichlet allocation (LDA) \[48\] as illustrated in Fig. 1a (All the figures are drawn by the authors with full copyright.). LDA posits that each document \( w \) is a mixture of a set of \( K \) topics, of which each topic \( \psi_k \) is a unigram distribution over a given vocabulary. The generative process is as follows:

(i) draw \( K \) topics \( \psi_k \sim \text{Dir}(\beta) \),
(ii) for each document \( i \in [N] \):
   (a) draw a topic mixing vector \( \theta_i \sim \text{Dir}(\alpha) \),
   (b) for each word \( j \in [L_i] \) in document \( i \):
      (1) draw a topic assignment \( z_{ij} \sim \text{Multi}(\theta_i) \),
      (2) draw a word \( w_{ij} \sim \text{Multi}(\psi_{z_{ij}}) \).

LDA has been popular in many applications. However, a conjugate prior can be restrictive. For example, the Dirichlet distribution does not impose correlation between different parameters, except the normalization constraint. In order to obtain more flexible models, a non-conjugate prior can be chosen.

Example 2. Logistic-normal prior. A logistic-normal distribution \[57\] provides one way to impose correlation structure among the multiple dimensions of \( \theta \). It is defined as follows:

\[
\eta \sim N(\mu, \Sigma), \quad \theta_k = \frac{e^{\eta_k}}{\sum_j e^{\eta_j}}. \tag{13}
\]

This prior has been used to develop correlated topic models (or logistic-normal topic models) \[56\] which can infer the correlation structure among topics. However, the flexibility pays cost on computation, needing scalable algorithms to learn large topic graphs \[58\].

**BIG BAYESIAN LEARNING**

Though much more emphasis in big Bayesian learning has been put on scalable algorithms and systems substantial advances have been made on `adaptive' and `flexible' Bayesian methods. This section reviews NPB methods for adaptively inferring model complexity and RegBayes for improving the flexibility via posterior regularization, while leaving the large part of scalable algorithms and systems to next sections.

**NPB methods**

For parametric Bayesian models, the parameter space is pre-specified. No matter how the data changes, the number of parameters is fixed. This restriction may cause limitations on model capacity, especially for Big Data applications, where it may be difficult or even counterproductive to fix the number of parameters a priori. For example, a Gaussian mixture model with a fixed number of clusters may fit the given data set well; however, it may be sub-optimal to use the same number of clusters if more data comes under a slightly changed distribution. It would be ideal if the clustering models can figure out the unknown number of clusters automatically. Similar requirements on automatic model selection exist in feature representation learning \[59\] or factor analysis where we would like the models to automatically figure out the dimension of latent features (or factors) and maybe also the topological structure among features (or factors) at different abstraction levels \[60\].

NPB methods provide an elegant solution to such needs on automatic adaptation of model capacity when learning a single model. Such adaptivity is obtained by defining stochastic processes on rich structure spaces. Classical examples include Dirichlet process (DP) Indian buffet process (IBP) and Gaussian process (GP). Below we briefly review DP and IBP. We refer the readers to the articles \[61–63\] for a nice overview and the textbook \[19\] for a comprehensive treatment.
A DP defines the distribution of random measures. It was first developed in [64]. Specifically, a DP is parameterized by a concentration parameter $\alpha > 0$ and a base distribution $G_0$ over a measure space $\Omega$. A random variable drawn from a DP $G \sim DP(\alpha, G_0)$ is itself a distribution over $\Omega$. It was shown that the random distributions drawn from a DP are discrete almost surely, that is, they place the probability mass on a countably infinite collection of atoms, i.e.

$$G = \sum_{k=1}^{\infty} \pi_k \delta_{\theta_k},$$

where $\theta_k$ is the value (or location) of the $k$th atom independently drawn from the base distribution $G_0$ and $\pi_k$ is the probability assigned to the $k$th atom. Sethuraman [65] provided a constructive definition of $\pi_k$ based on a stick-breaking process as illustrated in Fig. 2a. Consider a stick with unit length. We break the stick into an infinite number of segments $\pi_k$ by the following process with $\nu_k \sim \text{Beta}(1, \alpha)$:

$$\pi_1 = \nu_1, \quad \pi_k = \nu_k \prod_{j=1}^{k-1} (1 - \nu_j), \quad k = 2, 3, \ldots, \infty.$$ 

That is, we first choose a beta variable $\nu_1$ and break $\nu_1$ of the stick. Then, for the remaining segment, we draw another beta variable and break off that proportion of the remainder of the stick. Such a representation of DP provides insights for developing variational approximate inference algorithms [66].

DP is closely related to the Chinese restaurant process (CRP) [67] which defines a distribution over infinite partitions of integers. CRP derives its name from a metaphor: Image a restaurant with an infinite number of tables and a sequence of customers entering the restaurant and sitting down. The first customer sits at the first table. For each of the subsequent customers she sits at each of the occupied tables with a probability proportional to the number of previous customers sitting there, and at the next unoccupied table with a probability proportional to $\alpha$. In this process, the assignment of customers to tables defines a random partition. In fact, if we repeatedly draw a set of samples from $G$, that is, $\theta_i \sim G$, $i \in [N]$, then it was shown that the joint distribution of $\theta_{1:N}$

$$p(\theta_1, \ldots, \theta_N | \alpha, G_0) = \int \left( \prod_{i=1}^{N} p(\theta_i | G) \right) \times dP (G | \alpha, G_0)$$

exists a clustering property, that is, the $\theta_i$s will share repeated values with a non-zero probability. These shared values define a partition of the integers from 1 to $N$, and the distribution of this partition is a CRP with parameter $\alpha$. Therefore, DP is the de Finetti mixing distribution of CRP.

Antoniak [68] first developed DP mixture models by adding a data generating step that is, $x_i \sim p(x | \theta_i), i \in [N]$. Again, marginalizing out the random distribution $G$, the DP mixture reduces to a CRP mixture, which enjoys nice Gibbs sampling algorithms [69]. For DP mixtures a slice sampler [46] has been developed [70] which transforms the infinite sum in Eq. (14) into a finite sum conditioned on some uniformly distributed auxiliary variable.

**Indian Buffet process**

A mixture model assumes that each data is assigned to one single component. Latent factor models weaken this assumption by associating each data with some or all of the components. When the number of components is smaller than the feature dimension latent factor models provide dimensionality reduction. Popular examples include factor analysis, principal component analysis and independent component analysis. The general assumption of a latent factor model is that the observed data $x \in \mathbb{R}^p$ is generated by a noisy weighted combination of latent factors, that is,

$$x_i = Wz_i + \epsilon_i,$$

where $W$ is a $P \times K$ factor loading matrix, with element $W_{ik}$ expressing how latent factor $k$ influences the observation dimension $m_i$; $z_i$ is a $K$-dimensional vector expressing the activity of each factor; and $\epsilon_i$ is a vector of independent noise terms (usually Gaussian noise). In the above models, the number of factors $K$ is assumed to be known. IBP [71] provides a NPB variant of latent factor models and it allows the number of factors to grow as more data are observed.

Consider binary factors for simplicity (Real-valued factors can be easily considered by defining $h_i = z_i \odot \mu_i$, where the binary $z_i$ are 0/1 masks to indicate whether a factor is active or not, and $\mu_i$ are the values of the factors.) Putting the latent factors of $N$ data points in a matrix $Z$, of which the $i$th row is
z,IBP defines a process over the space of binary matrices with an unbounded number of columns. IBP derives its name from a similar metaphor as CRP. Image a buffet with an infinite number of dishes (factors) arranged in a line and a sequence of customers choosing the dishes. Let \( z_k \) denote whether customer \( i \) chooses dish \( k \). Then, the first customer chooses \( K_1 \) dishes, where \( K_1 \sim \text{Poisson}(\alpha) \); and the subsequent customer \( n \) (> 1) chooses:

(i) each of the previously sampled dishes with probability \( m_k/n \), where \( m_k \) is the number of customers who have chosen dish \( k \);

(ii) \( K_n \) additional dishes, where \( K_n \sim \text{Poisson}(\alpha/n) \).

IBP plays the same role for latent factor models that CRP plays for mixture models, allowing an unbounded number of latent factors. Analogous to the role that DP is the de Finetti mixing distribution of CRP, the de Finetti mixing distribution underlying IBP is a Beta process [72]. IBP also admits a stick-breaking representation [73] as shown in Fig. 2b where the stick lengths are defined as:

\[
v_k \sim \text{Beta}(\alpha, 1), \quad \pi_k = \prod_{j=1}^{k} v_j, \quad k = 1, 2, \ldots, \infty.
\]

(17)

Note that unlike the stick-breaking representation of DP, where the stick lengths sum to 1, the stick lengths here need not sum to 1. Such a representation has lead to the developments of MC [73] as well as variational approximation inference algorithms [74].

Gaussian process

Kernel machines (e.g. support vector machines) [75] represent an important class of methods in ML and has received extensive attention. GPs provide a principled practical probabilistic approach to learning in kernel machines. A GP is defined on the space of continuous functions [76]. In ML the prime use of GPs is to learn the unknown mapping function from inputs to outputs for supervised learning.

Take the simple linear regression model as an example. Let \( x \in \mathbb{R}^M \) be an input data point and \( y \in \mathbb{R} \) be the output. A linear regression model is

\[
f(x) = \theta^\top \phi(x), \quad y = f(x) + \epsilon,
\]

where \( \phi(x) \) is a vector of features extracted from \( x \), and \( \epsilon \) is an independent noise. For the Gaussian noise, e.g. \( \epsilon \sim \mathcal{N}(0, \sigma^2 I) \), the likelihood of \( y \) conditioned on \( x \) is also a Gaussian, that is, \( p(y|x, \theta) = \mathcal{N}(f(x), \sigma^2 I) \). Consider a Bayesian approach, where we put a zero-mean Gaussian prior, \( \theta \sim \mathcal{N}(0, \Sigma) \). Given a set of training observations \( D = \{(x_i, y_i)\}_{i=1}^N \). Let \( X \) be the \( M \times N \) design matrix, and \( y \) be the vector of the targets. By Bayes’ theorem, we can easily derive that the posterior is also a Gaussian distribution (see [76] for more details)

\[
p(\theta|X, y) = \mathcal{N} \left( \frac{1}{\sigma^2} A^{-1} \Phi y, A^{-1} \right),
\]

where \( A^{-1} = \sigma^{-2} \Phi \Phi^\top + \Sigma^{-1} \) and \( \Phi = \phi(X) \). For a test example \( x_s \), we can also derive that the distribution of the predictive value \( f_s = f(x_s) \) is also a Gaussian:

\[
p(f_s|x_s, X, y) = \mathcal{N} \left( \frac{1}{\sigma^2} \phi_s^\top A^{-1} \Phi y, \phi_s^\top A^{-1} \phi_s \right).
\]

(19)

where \( \phi_s \equiv \phi(x_s) \). In some equivalent form, the Gaussian mean and covariance only involve the inner products in input space. Therefore, the kernel trick can be explored in such models, which avoids the explicit evaluation of the feature vectors.

The above Bayesian linear regression model is a very simple example of GPs. In the most general form, GPs define a stochastic process over functions \( f(x) \). A GP is characterized by a mean function \( m(x) \) and a covariance function \( k(x, x') \), denoted by \( f(x) \sim \mathcal{GP}(m(x), k(x, x')) \). Given any finite set of observations \( x_1, \ldots, x_n \), the function values (The function values are random variables due to the randomness of \( f \)) \((f(x_1), \ldots, f(x_n))\) follow a multivariate Gaussian distribution with mean \((m(x_1), \ldots, m(x_n))\) and covariance \( K = k(i, j) = k(x_i, x_j) \). The above definition with any finite collection of function values guarantee to define a stochastic process (i.e. GP), by examining the consistency requirement of the Kolmogorov extension theorem.

GPs have also been used in classification tasks, where the likelihood is often non-conjugate to the GP prior, therefore requiring approximate inference algorithms, including both variational and MC methods. Other research has considered GP LVM (GP-LVM) [77].

Extensions

To meet the flexibility and adaptivity requirements of Big Learning many recent advances have been made on developing sophisticated NPB methods for modeling various types of data, including grouped data, spatial data, time series and networks.

Hierarchical models are natural tools to describe grouped data, e.g. documents from different source domains. Hierarchical Dirichlet process (HDP) [78] and hierarchical Beta process [72] have
been developed allowing an infinite number of latent components to be shared by multiple domains. The work [60] presents a cascading IBP (CIBP) to learn the topological structure of multiple layers of latent features including the number of layers the number of hidden units at each layer, the connection structure between units at neighboring layers and the activation function of hidden units. The recent work [79] presents an extended CIBP process to generate connections between non-consecutive layers.

Another dimension of the extensions concerns modeling the dependencies between observations in a time series. For example DP has been used to develop the infinite hidden Markov models [80] which posit the same sequential structure as in the hidden Markov models, but allowing an infinite number of latent classes. In [78] it was shown that iHMM is a special case of HDP. The recent work [81] presents a max-margin training of iHMMs under the regularized Bayesian framework as will be reviewed shortly.

Finally, for spatial data, modeling dependency between nearby data points is important. Recent extensions of Bayesian non-parametric methods include the dependent DP [82] spatial DP [83] distance-dependent CRP [84] dependent IBP [85] and distance-dependent IBP [86]. For network data analysis (e.g. social networks biological networks and citation networks) recent extensions include the NPB relational latent feature models for link prediction [87,88] which adopt IBP to allow for an unbounded number of latent features and the non-parametric mixed membership stochastic block models for community discovery [89,90], which use HDP to allow mixed membership in an unbounded number of latent communities.

Regularized Bayesian inference

RegBayes [18] represents one recent advance that extends the scope of Bayesian methods on incorporating rich side information. Recall that the classic Bayes’ theorem is equivalent to a variational optimization problem as in (2). RegBayes builds on this formulation and defines the generic optimization problem:

\[
\min_{\mathcal{Q}(\Theta) \in \mathcal{P}} \text{KL}(q(\Theta) \| p(\Theta | D)) + c \cdot \Omega(q(\Theta); D) \tag{20}
\]

where \(\Omega(q(\Theta); D)\) is the ‘posterior regularization’ term; \(c\) is a non-negative regularization parameter; and \(p(\Theta | D)\) is the ordinary Bayesian posterior. Figure 3 provides a high-level comparison between RegBayes and Bayes’ rule. Several questions need to be answered in order to solve practical problems.

Q: How to define the posterior regularization?

A: In general, posterior regularization can be any informative constraints that are expected to regularize the properties of the posterior distribution. It can be defined as the large-margin constraints to enforce a good prediction accuracy [91] or the logic constraints to incorporate expert knowledge [92] or the sparsity constraints [93]. The very recent work [94] presents an extension of RegBayes to reproducing kernel Hilbert space (RKHS) which provides a flexible framework to put regularization at the distribution level.

Example 3. Max-margin LDA. Following the paradigm of ordinary Bayes a supervised topic model is often defined by augmenting the likelihood model. For example, the supervised LDA (sLDA) [95] has a similar structure as LDA (see Fig. 1c) but with an additional likelihood \(p(y_i | z_i, \eta)\) to describe labels. Such a design can lead to an imbalanced combination of the word likelihood \(p(w_i | z_i, \psi)\) and the label likelihood because a document often has tens or hundreds of words while only one label. The imbalance problem causes unsatisfactory prediction results [96].

To improve the discriminative power of supervised topic models the max-margin MedLDA has been developed, under the RegBayes framework. Consider binary classification for simplicity. In this case, we have \(\Theta = \{\psi, z, \psi\}\). Let \(f(q, z_i) = \eta^T z_i\) be the discriminant function (We ignore the offset for simplicity.), where \(z_i\) is the average topic assignment, with \(z_i^k = \frac{1}{N} \sum_j z_{ij} = k\). The posterior regularization can be defined in two ways:

Averaging classifier. An averaging classifier makes predictions using the expected discriminant function, that is, \(\tilde{y}(q) = \text{sign}(E_q[f(q, z)])\). Let \((x)_+ = \max(0, x)\). Then, the posterior regularization

\[
\Omega^\text{Avg}(q(\Theta); D) = \sum_{i=1}^N (1 - y_i E_q[f(q, z_i)])_+
\]

is an upper bound of the training error, therefore a good surrogate loss for learning. This strategy has been adopted in MedLDA [91].

Gibbs classifier. A Gibbs classifier (or stochastic classifier) randomly draws a sample \((\eta, z_i)\) from the target posterior \(q(\Theta)\) and makes predictions using the latent prediction rule, that is, \(\tilde{y}(\eta, z_i) = \text{sign} f(\eta, z_i)\). Then, the posterior regularization is defined as:

\[
\Omega^\text{Gibbs}(q(\Theta); D) = E_q \left[ \sum_{i=1}^N (1 - y_i f(\eta, z_i))_+ \right].
\]
Figure 3. (a) Bayesian inference with the Bayes’ rule; (b) RegBayes which solves an optimization problem with a posterior regularization term to incorporate rich side information.

This strategy has been adopted to develop Gibbs MedLDA [97].

The two strategies are closely related e.g. we can show that $\Omega^{\text{Gibbs}}(q(\Theta))$ is an upper bound of $\Omega^{\text{Avg}}(q(\Theta))$. The formulation with a Gibbs classifier can lead to a scalable Gibbs sampler by using data augmentation techniques [98]. If a logistic log-loss is adopted to define the posterior regularization an improved sLDA model can be developed to address the imbalance issue and lead to significantly more accurate predictions [96].

Q: What is the relationship between prior likelihood and posterior regularization?

A: Though the three parts are closely connected, there are some key differences. First, prior is chosen before seeing data, while both likelihood and posterior regularization depend on the data. Second, different from the likelihood, which is restricted to be a normalized distribution, no constraints are imposed on the posterior regularization. Therefore, posterior regularization is much more flexible than prior or likelihood. In fact, it can be shown that (i) putting constraints on priors is a special case of posterior regularization, where the regularization term does not depend on data; and (ii) RegBayes can be more flexible than standard Bayes’ rule, that is, there exists some RegBayes posterior distributions that are not achievable by the Bayes’ rule [18].

Q: How to solve the optimization problem?

A: The posterior regularization term affects the difficulty of solving problem (20). When the regularization term is a convex functional of $q(\Theta)$ which is common in many applications such as the above max-margin formulations, the optimal solution can be characterized in a general from via convex duality theory [18]. When the regularization term is non-convex a generalized representation theorem can also be derived, but requires more effects on dealing with the non-convexity [93].

SCALABLE ALGORITHMS

To deal with Big Data the posterior inference algorithms should be scalable. Significant advances have been made in two aspects: (i) using random sampling to do stochastic or online Bayesian inference; and (ii) using multi-core and multimachine architectures to do parallel and distributed Bayesian inference.

Stochastic algorithms

In Big Learning, the intriguing results of [99] suggest that an algorithm as simple as stochastic gradient descent (SGD) can be optimally efficient in terms of ‘number of bits learned per unit of computation’. For Bayesian models both stochastic variational and stochastic MC methods have been developed to explore the redundancy of data relative to a model by subsampling data examples for every update and reasoning about the uncertainty created in this process [22]. We overview each type in turn.

Stochastic variational methods

As we have stated in Section Variational Bayesian methods variational methods solve an optimization problem to find the best approximate distribution to the target posterior. When the variational distribution is characterized in some parametric form, this problem can be solved with SGD methods [100] or the adaptive SGD [101]. A SGD method randomly draws a subset $B_t$ and updates the variational parameters using the estimated gradients that is

$$
\phi_{t+1} \leftarrow \phi_t + \epsilon_t \left( \nabla_{\phi} \text{KL}(q \| p_0(\theta)) - \nabla_{\phi} \mathbb{E}_q[\log p(D|\theta)] \right),
$$

where the full data gradient is approximated as

$$
\nabla_{\phi} \mathbb{E}_q[\log p(D|\theta)] \approx \frac{N}{|B_t|} \sum_{i \in B_t} \nabla_{\phi} \mathbb{E}_q[\log p(x_i|\theta)].
$$

(21)
and $\epsilon_i$ is a learning rate. If the noisy gradient is an unbiased estimate of the true gradient, the procedure is guaranteed to approach the optimal solution when the learning rate is appropriately set [102].

For Bayesian LVM we need to infer the latent variables when performing the updates. In general, we can group the latent variables into two categories—global variables and local variables. Global variables correspond to the model parameters $\theta$ (e.g. the topics $\psi$ in LDA), while local variables represent some hidden structures of the data (e.g. the topic assignments $z$ in an LDA with the topic mixing proportions collapsed out). Figure 4 provides an illustration of such models and the stochastic variational inference, which consists of three steps:

(i) randomly draw a mini-batch $B_t$ of data samples;
(ii) infer the local latent variables for each data in $B_t$;
(iii) update the global variables.

However, the standard gradients over the parameters $\phi$ may not be the most informative direction (i.e. the steepest direction) to search for the distribution $q$. A better way is to use natural gradient [103] which is the steepest search direction in a Riemannian manifold space of probability distributions [104]. To reduce the efforts on hand-tuning the learning rate which often influences the performance much, the work [105] presents an adaptive learning rate while [106] adopts Bayesian optimization to search for good learning rates both leading to faster convergence. By borrowing the gradient averaging ideas from stochastic optimization [107] proposes to use smoothed gradients in stochastic variational inference to reduce the variance (by trading-off the bias). Stochastic variational inference methods have been studied for many Bayesian models such as LDA and HDP [104].

In many cases the ELBO and its gradient may be intractable to compute due to the intractability of the expectation over variational distributions. Two types of methods are commonly used to address this problem. First, another layer of variational bound is derived by introducing additional variational parameters. This has been used in many examples, such as the logistic-normal topic models [56] and sLDA [95]. For such methods it is important to develop tight variational bounds for specific models [108] which is still an active area. Another type of methods is to use MC estimates of the variational bound as well as its gradients. Recent work includes the stochastic approximation scheme with variance reduction [105,109] and the auto-encoding variational Bayes (AEVB) [110] that learns a neural network (a.k.a recognition model) to represent the variational distribution for continuous latent variables.

Consider the model with one layer of continuous latent variables $h$ in Fig. 4a. Assume the variational distribution $q_\phi(\Theta) = q_\phi(\theta) \prod_{i=1}^N q_\phi(h_i, |x_i|)$. Let $G_\phi(x_ih_\theta) = \log p(h_\theta) + \log p(x_i|h_\theta) - \log q_\phi(h_i|x_i)$. The ELBO in Eq. (2) can be written as

$$
\mathcal{L}(\phi; D) = \mathbb{E}_q \left[ \log p_0(\theta) + \sum_i G_\phi(x_i, h_i, \theta) - \log q_\phi(\theta) \right].
$$

By using the equality $\nabla_\phi q_\phi(\Theta) = q_\phi(\Theta) \nabla_\phi \log q_\phi(\Theta)$, it can be shown that the gradient is

$$
\nabla_\phi \mathcal{L} = \mathbb{E}_q \left[ (\log p(\Theta; D) - \log q_\phi(\Theta) \times \nabla_\phi \log q_\phi(\Theta) \right].
$$

A naive MC estimate of the gradient is

$$
\nabla_\phi \mathcal{L} \approx \frac{1}{L} \sum_{l=1}^L \left[ (\log p(\Theta_l; D) - \log q_\phi(\Theta_l)) \times \nabla_\phi \log q_\phi(\Theta_l) \right],
$$

where $\Theta' \sim q_\phi(\Theta)$. Note that the sampling and the gradient $\nabla_\phi \log q_\phi(\Theta')$ only depend on the variational distribution, not the underlying model. However, the variance of such an estimate can be too large to be useful. In practice, effective variance reduction techniques are needed [105,109].

For continuous $h$, a re-parameterization of the samples $h \sim q_\phi(h|x)$ can be derived using a differentiable transformation $g_\phi(\epsilon, x)$ of a noise variable $\epsilon$:

$$
h = g_\phi(\epsilon, x), \text{ where } \epsilon \sim p(\epsilon). \tag{22}
$$

This is known as ‘non-centered parameterization’ (NCP) in statistics [111] while the original representation is known as ‘centered parameterization’ (CP). A similar NCP reparameterization exists for the continuous $\theta$:

$$
\theta = f_\theta(\xi), \text{ where } \xi \sim p(\xi). \tag{23}
$$

Given a minibatch of data points $B_t$, we define $F_\phi((x_i, h_i)_{i \in B_t}, \theta) = \sum_{i \in B_t} G_\phi(x_i, h_i, \theta) + \log p_0(\theta) - \log q_\phi(\theta)$. Then, the MC estimate of the variational lower bound is

$$
\mathcal{L}(\phi; D) \approx \frac{1}{L} \sum_{l=1}^L F_\phi((x_i, g_\phi(\epsilon_l, x_i))_{i \in B_t}, f_\theta(\xi_l)), \tag{24}
$$

(24)
where \( \epsilon^t \sim p(\epsilon) \) and \( \zeta^t \sim p(\zeta) \). This stochastic estimate can be maximized via gradient ascent methods.

It has been analyzed that CP and NCP possess complimentary strengths [111] in the sense that NCP is likely to work when CP does not and conversely. An accompany paper [112] to AEVB analyzes the conditions for gradient-based samplers (e.g. HMC) whether NCP can be effective or ineffective in reducing posterior dependencies; and it suggests to use the interleaving strategy between centered and NCP as previously studied in [113]. AEVB has been extended to learn deep generative models [16] using the similar reparameterization trick on continuous latent variables. However AEVB cannot be directly applied to deal with discrete variables. In contrast the work [114] presents a sophisticated method to reduce the variance of the naive MC estimate for deep autoregressive models; thus it is applicable to both continuous and discrete latent variables.

### Stochastic MC Methods

The existing stochastic MC methods can be generally grouped into three categories namely, stochastic gradient-based methods, the methods using approximate MH test with randomly sampled mini-batches, and data augmentation.

**Stochastic Gradient.** The idea of using gradient information to improve the mixing rates has been systematically studied in various MC methods, including Langevin dynamics and Hamiltonian dynamics [41]. For example the Langevin dynamics is an MCMC method that produces samples from the posterior by means of gradient updates plus Gaussian noise, resulting in a proposal distribution \( p(\theta_{t+1}|\theta_t) \) by the following equation:

\[
\theta_{t+1} = \theta_t + \frac{\epsilon_t}{2}(\nabla_\theta \log p_0(\theta)) + \nabla_\theta \log p(D|\theta) + \zeta_t, \tag{25}
\]

where \( \zeta_t \sim \mathcal{N}(0, \epsilon_t I) \) is an isotropic Gaussian noise and \( \log p(D|\theta) = \sum_i \log p(x_i|\theta) \) is the log-likelihood of the full data set. The mean of the proposal distribution is in the direction of increasing log posterior due to the gradient, while the Gaussian noise will prevent the samples from collapsing to a single maximum. A Metropolis-Hastings correction step is required to correct for discretization error [115].

The stochastic ideas have been successfully explored in these methods to develop efficient stochastic MC methods including stochastic gradient Langevin dynamics (SGLD) [116] and stochastic gradient Hamiltonian dynamics (SGHD) [117]. For example SGLD replaces the calculation of the gradient over the full data set with a stochastic approximation based on a subset of data. Let \( B_t \) be the subset of data points uniformly sampled from the full data set at iteration \( t \). Then the gradient is approximated as:

\[
\nabla_\theta \log p(D|\theta) \approx \frac{N}{|B_t|} \sum_{i \in B_t} \nabla_\theta \log p(x_i|\theta). \tag{26}
\]

Note that SGLD does not use an MH correction step, as calculating the acceptance probability requires use of the full data set. Convergence to the posterior is still guaranteed if the step sizes are annealed to zero at a certain rate, as rigorously justified in [118,119].

To further improve the mixing rates, the stochastic gradient Fisher scoring method [120] was developed which represents an extension of the Fisher scoring method based on stochastic gradients [121] by incorporating randomness in a subsampling process. Similarly exploring the manifold structure leads to the development of stochastic gradient MCMC methods on Riemann manifolds, such as stochastic gradient Riemannian Langevin dynamics [122] on the probability simplex space and stochastic gradient geodesic Monte Carlo [123] on manifolds with
known geodesic flow which can be framed under a general framework [124].

Approximate MH Test. Another category of stochastic MC methods rely on approximate MH test using randomly sampled subset of data points since an exact calculation of the MH test in Eq. (10) scales linearly to the data size which is prohibitive for large-scale data sets. For example, the work [125] presents an approximate MH rule via sequential hypothesis testing which allows us to accept or reject samples with high confidence using only a fraction of the data required for the exact MH rule. The systematic bias and its tradeoff with variance were theoretically analyzed. Specifically, it is based on the observation that the MH test rule in Eq. (10) can be equivalently written as follows.

(i) Draw \( \gamma \sim \text{Uniform}[0, 1] \) and compute:

\[
\mu_0 = \frac{1}{N} \log \left[ \gamma p_0(\Theta) q(\Theta_i | \Theta) \right] / p_0(\Theta) q(\Theta_i | \Theta)
\]

\[
\mu = \frac{1}{N} \sum_{i=1}^{N} \ell_i, \text{ where } \ell_i = \log \frac{p(x_i | \Theta')}{p(x_i | \Theta)}
\]

(ii) If \( \mu > \mu_0 \) set \( \Theta_{t+1} \leftarrow \Theta' \); otherwise \( \Theta_{t+1} \leftarrow \Theta \).

Note that \( \mu_0 \) is independent of the data set, thus can be easily calculated. This reformulation of the MH test makes it very easy to frame it as a statistical hypothesis test, that is, given \( \mu_0 \) and a set of samples \( \{\ell_1, \ldots, \ell_N\} \) drawn without replacement from the population \( \{\ell_1, \ldots, \ell_N\} \), can we decide whether the population mean \( \mu \) is greater than or less than the threshold \( \mu_0 \)? Such a test can be done by increasing the cardinality of the subset until a prescribed confidence level is reached. The MH test with approximate confidence intervals can be combined with the above stochastic gradient methods (e.g. SGLD) to correct their bias. The similar sequential testing ideas can be applied to Gibbs sampling, as discussed in [125].

Under the similar setting of approximate MH test with subsets of data the work [126] derives a new stopping rule based on some concentration bounds (e.g. the empirical Bernstein bound [127]) which leads to an adaptive sampling strategy with theoretical guarantees on the total variational norm between the approximate MH kernel and the target distribution of MH applied to the full data set.

Data Augmentation. The work [128] presents a Firefly Monte Carlo (FlyMC) method which is guaranteed to converge to the true target posterior. FlyMC relies on a novel data augmentation formulation [48]. Specifically let \( z_i \) be a binary variable indicating whether data \( i \) is active or not and \( B_t(\Theta) \) be a strictly positive lower bound of the \( i \)th likelihood:

\[
0 < B_t(\Theta) < L_i(\Theta) \quad \Longleftrightarrow \quad p(x_i | \Theta)
\]

Then, the target posterior \( p(\Theta | D) \) is the marginal of the complete posterior with the augmented variables \( Z = \{z_i\}_{i=1}^{N} \):

\[
p(\Theta, Z | D) \propto p_0(\Theta) \prod_{i=1}^{N} p(x_i | \Theta) p(z_i | x_i, \Theta),
\]

where \( p(z_i | x_i, \Theta) = (1 - \gamma_i) z_i + \gamma_i (1 - z_i) \) and \( \gamma_i = B_t(\Theta) / L_i(\Theta) \). Then, we can construct a Markov chain for the complete posterior by alternating between updates of \( \Theta \) conditioned on \( Z \), which can be done with any conventional MCMC algorithm, and updates of \( Z \) conditioned on \( \Theta \), which can also be efficiently done as we only need to re-calculate the likelihoods of the data points with active \( z \) variables, thus effectively using a random subset of data points in each iteration of the MC methods.

### Streaming algorithms

We can see that both (21) and (26) need to know the data size \( N \) which renders them unsuitable for learning with streaming data, where data comes in small batches without an explicit bound on the total number as times goes along, e.g. tracking an aircraft using radar measurements. This conflicts with the sequential nature of the Bayesian updating procedure. Specifically, let \( B_t \) be the small batch at time \( t \). Given the posterior at time \( t \), \( p_t(\Theta) = p(\Theta | B_1, \ldots, B_t) \), the posterior distribution at time \( t + 1 \) is

\[
p_{t+1}(\Theta) = p(\Theta | B_1, \ldots, B_{t+1}) = \frac{p_t(\Theta) p(B_{t+1} | \Theta)}{p(B_1, \ldots, B_{t+1})}.
\]

In other words, the posterior at time \( t \) is actually playing the role of a prior for the data at time \( t + 1 \) for the Bayesian updating. Under the variational formulation of Bayes’ rule, streaming RegBayes [129] can naturally be defined as solving:

\[
\min_{q(\Theta) \in P} \text{KL}(q(\Theta) || p_t(\Theta)) + c \cdot \Omega(q(\Theta); B_t+1)
\]

whose streaming update rule can be derived via convex analysis under a quite general setting.

The sequential updating procedure is perfectly suitable for online learning with data streams, where a revisit to each data point is not allowed.
However, one challenge remains on evaluating the posteriors. If the prior is conjugate to the likelihood model (e.g. a linear Gaussian state-space model) or the state space is discrete (e.g. hidden Markov models [130,131]), then the sequential updating rule can be done analytically, for example, Kalman filters [132]. In contrast many complex Bayesian models (e.g. the models involving non-Gaussianity, non-linearity and high dimensionality) do not have closed-form expression of the posteriors. Therefore, it is computationally intractable to do the sequential update.

**Streaming variational methods**

Various effects have been made to develop streaming variational Bayesian methods [133]. Specifically let \( \mathcal{A} \) be a variational algorithm that calculates the approximate posterior \( q: q(\Theta) = A(p(\Theta); B) \). Then, setting \( q_0(\Theta) = p_0(\Theta) \), one way to recursively compute an approximation to the posterior is

\[
p(\Theta|B_1, \ldots, B_{t+1}) \approx q_{t+1}(\Theta) = A(q_t(\Theta), B_{t+1}). \tag{30}
\]

Under the exponential family assumption of \( q \), the streaming update rule has some analytical form. The streaming RegBayes [129] provides a Bayesian generalization of online passive-aggressive (PA) learning [134] when the posterior regularization term is defined via the max-margin principle. The resulting online Bayesian passive-aggressive (BayesPA) learning adopts a similar streaming variational update to learn max-margin classifiers (e.g. SVMs) in the presence of latent structures (e.g. latent topic representations). Compared to the ordinary PA BayesPA is more flexible on modeling complex data. For example BayesPA can discover latent structures via a hierarchy, which encodes rich CI structures that can be explored for efficient algorithms, e.g. the distributed variational algorithm for LDA [142].

**Distributed algorithms**

Recent progress has been made on both distributed variational and distributed MC methods.

**Distributed variational methods**

If the variational distribution is in some parametric family (e.g. the exponential family), the variational problem can be solved with generic optimization methods. Therefore, the broad literature on distributed optimization [141] provides rich tools for distributed variational inference. However the disadvantage of a generic solver is that it may fail to explore the structure of Bayesian inference.

First, many Bayesian models have a nature hierarchy, which encodes rich CI structures that can be exploited for efficient algorithms, e.g. the distributed variational algorithm for LDA [142]. Second the inference procedure with Bayes’ rule is intrinsically parallelizable. Suppose the data \( D \) is split into non-overlapping batches (often called shards), \( B_1, \ldots, B_M \). Then, the Bayes posterior \( p(\Theta|D) = \frac{p(\Theta)}{\int p(\Theta)} \) can be expressed as

\[
p(\Theta|D) = \frac{1}{C} \prod_{i=1}^{M} \frac{p(\Theta)}{\int p(B_i|\Theta)} \frac{p(B_i|\Theta)}{p(B_i)} \tag{31}
\]

where \( C = \frac{p(D)}{\int p(B_i)} \). Now, the question is how to calculate the local posteriors (or subset posteriors) \( p(\Theta|B_i) \) as well as the normalization factor. The work [133] explores this idea and presents a distributed variational Bayesian method which

**Distributed MC methods**

Sequential Monte Carlo (SMC) methods [135–137] provide simulation-based methods to approximate the posteriors for online Bayesian inference. SMC methods rely on resampling and propagating samples over time with a large number of particles. A standard SMC method would require the full data to be stored for expensive particle rejuvenation to protect particles against degeneracy leading to an increased storage and processing bottleneck as more data are accrued. For simple conjugate models, such as linear Gaussian state-space models, efficient updating equations can be derived using methods like Kalman filters. For a broader class of models, assumed density filtering (ADF) [138,139] was developed to extend the computational tractability. Basically, ADF approximates the posterior distribution with a simple conjugate family, leading to approximate online posterior tracking. Recent improvements on SMC methods include the conditional density filtering (C-DF) method [140] which extends Gibbs sampling to streaming data. C-DF sequentially draws samples from an approximate posterior distribution conditioned on surrogate conditional sufficient statistics, which are approximations to the conditional sufficient statistics using sequential samples or point estimates for parameters along with the data. C-DF requires only data at the current time and produces a provably good approximation to the target posterior.
approximates the local posterior with an algorithm $\mathcal{A}$ that is, $p(\Theta|B_i) \approx \mathcal{A}(p_0(\Theta)^{1/M}, B_i)$. Under the exponential family assumption of the prior and the approximate local posteriors, the global posterior can be (approximately) calculated via density product. However, the parametric assumptions may not be reasonable, and the mean-field assumptions can get the marginal distributions right but not the joint distribution.

Distributed MC methods
For MC methods, if independent samples can be directly drawn from the posterior or some proposals (e.g. using importance sampling), it will be straightforward to parallelize, e.g. by running multiple independent samplers on separate machines and then aggregating the samples [143]. We consider the more challenging cases where directly sampling from the posterior is intractable and MCMC methods are among the natural choices. There are two groups of methods. One is to run multiple MCMC chains in parallel, and the other is to parallelize a single MCMC chain. The ‘multiple-chain’ parallelism is relatively straightforward if each single chain can be efficiently carried out and an appropriate combination strategy is adopted [143,144]. However, in Big data applications a single Markov chain itself is often prohibitively slow to converge, due to the massive data sizes or extremely high-dimensional sample spaces.

Below, we focus on the methods that parallelize a single Markov chain, under three major categories.

- Blocking. Methods in this category let each computing unit (e.g. a CPU processor or a graphics processing unit (GPU) core) to perform a part of the computation at each iteration. For example, they independently evaluate the likelihood for each shard across multiple units and combine the local likelihoods with the prior on a master unit to get estimates of the global posterior [145]. Another example is that each computing unit is responsible for updating a part of the state space [146]. These methods involve extensive communications and being problem specific.

- In these methods several computing units collaborate to obtain a draw from the posterior. In order to effectively split the likelihood evaluation or the state space update over multiple computing units it is important to explore the CI structure of the model. Many hierarchical Bayesian models naturally have the CI structure (e.g. topic models), while some other models need some transformation to introduce CI structures that are appropriate for parallelization [147].

- Figure 5. The possible outcomes in two iterations of a Metropolis-Hastings sampler.

Pre-fetching: The idea of pre-fetching is to make use of parallel processing to calculate multiple likelihoods ahead of time, and only use the ones which are needed. Consider a generic random-walk metropolis-Hastings algorithm at time $t$. The subsequent steps can be represented by a binary tree, where at each iteration a single new proposal is drawn from a proposal distribution and stochastically accepted or rejected. So, at time $t+n$ the chain has $2^n$ possible future states, as illustrated in Fig. 5. The vanilla version of pre-fetching speculatively
evaluates all paths in this binary tree [154]. Since only one path of these will be taken with $M$ cores, this approach achieves a speedup of $\log_2 M$ with respect to single core execution, ignoring communication overheads. More efficient pre-fetching approaches have been proposed in [155] and [156] by better guessing the probabilities of exploration of both the acceptance and the rejection branches at each node. The recent work [157] presents a delayed acceptance strategy for MH testing which can be used to improve the efficiency of pre-fetching.

As a special type of MCMC Gibbs sampling methods naturally follow a blocking scheme by iterating over some partition of the variables. The early asynchronous Gibbs sampler [40] is highly parallel by sampling all variables simultaneously on separate processors. However the extreme parallelism comes at a cost, e.g. the sampler may not converge to the correct stationary distribution in some cases [158]. The work [158] develops various variable partitioning strategies to achieve fast parallelization while maintaining the convergence to the target posterior and the work [159] analyzes the convergence and correctness of the asynchronous Gibbs sampler (a.k.a the Hogwild parallel Gibbs sampler) for sampling from Gaussian distributions. Many other parallel Gibbs sampling algorithms have been developed for specific models. For example various distributed Gibbs samplers [160–164] have been developed for the vanilla LDA, [58] develops a distributed Gibbs sampler via data augmentation to learn large-scale topic graphs with a logistic-normal topic model and parallel algorithms for DP mixtures have been developed by introducing auxiliary variables for additional CI structures [147] while with the potential risk of causing extremely imbalanced partitions [165].

Note that the stochastic methods and distributed computing are not exclusive. Combing both often leads to more efficient solutions. For example for optimization methods parallel SGD methods have been extensively studied [166,167]. In particular, [167] presents a parallel SGD algorithm without locks called Hogwild!, where multiple processors are allowed equal access to the shared memory and are able to update individual components of memory at will. Such a scheme is particularly suitable for sparse learning problems. For Bayesian methods, the distributed stochastic gradient Langevin dynamics method has been developed in [168] and further improved for topic models in [169].

System primitives

Every architecture has its low-level libraries, in which the parallel computing units (e.g. threads, machines or GPU cores) are explicitly visible to the programmer.

Shared memory computer. A shared memory computer passes data from one CPU core to another by simply storing it into the main memory. Therefore, the communication latency is low. It is also easy to program and acquire. Meanwhile it is prevalent—it is the basic component of large distributed clusters and host of GPUs or other accelerating hardware. Due to these reasons, writing a multithread program is usually the first step towards large-scale learning. However, its drawbacks include limited memory/IO capacity and bandwidth, and restricted scalability, which can be addressed by distributed clusters.

Programmers work with threads in a shared memory setting. A threading library supports: (i) spawning a thread and wait it to complete; (ii) synchronization: method to prevent conflict access of resources, such as locks; (iii) atomic: operations, such as increment that can be executed in parallel safely. Besides threads and locks, there are alternative programming frameworks. For example, Scala uses ‘actor’, which responds to a message that it receives; Go uses ‘channel’, which is a multiprovider, multiconsumer queue. There are also libraries automating specific parallel pattern, e.g. OpenMP [170] supports parallel patterns like parallel for or reduction and synchronization patterns like barrier; TBB [171] has pipeline lightweight green threads and concurrent data structures. Choosing right programming models sometimes can simplify the implementation.

Accelerating hardware. GPUs are self-contained parallel computational devices that can be housed in desktop or laptop computers. A single GPU can provide floating operations per second performance as good as a small cluster. Yet compared to conventional multi-core processors, GPUs are cheap, easily accessible, easy to maintain, easy to code, and dedicated local devices with low power consumption. GPUs follow a single instruction multiple data
(SIMD) pattern, i.e. a single program will be executed on all cores given different data. This pattern is suitable for many ML applications. However, GPUs may be limited due to: (i) small memory capacity; (ii) restricted SIMD programming model; and (iii) high CPU–GPU or GPU–GPU communication latency.

Many Bayesian inference methods have been accelerated with GPUs. For example, [145] adopts GPUs to parallelize the likelihood evaluation in MCMC; [172] provides GPU parallelization for population-based MCMC methods [42] as well as SMC samplers [173]; and [174] uses GPU computing to develop fast Hamiltonian MC methods. For variational Bayesian methods [175] demonstrates an example of using GPUs to accelerate the collapsed variational Bayesian algorithm for LDA. More recently SaberLDA [176] implements a sparsity-aware sampling algorithm on GPU which scales sub-linearly with the number of topics. BIDMach [177] is a distributed GPU framework for ML. In particular BIDMach LDA with a single GPU is able to learn faster than the state-of-the-art CPU based LDA implementation [162] which use 100 CPUs.

Finally acceleration with other hardware (e.g. FPGAs) has also been investigated [178].

Distributed cluster. For distributed clusters a low-level framework should allow users to do: (i) ‘Communication’: sending and receiving data from/to another machine or a group of machines; (ii) ‘Synchronization’: synchronize the processes; (iii) ‘Fault handling’: decide what to do if a process/machine breaks down. For example, MPI provides a set of primitives including ‘send’, ‘receive’, ‘broadcast’ and ‘reduce’ for communication. MPI also provides synchronization operations, such as ‘barrier’. MPI handles fault by simply terminating all processes. MPI works on various network infrastructures, such as ethernet or Infiniband. Besides MPI, there are other frameworks that support communication, synchronization and fault handling, such as (i) message queues, where processes can put and get messages from globally shared message queues; (ii) remote procedural calls, where a process can invoke a procedure in another process, passing its own data to that remote procedure, and finally get execution results. MrBayes [179,180] provides a MPI-based parallel algorithm for Metropolis-coupled MCMC for Bayesian phylogenetic inference.

Programming with system primitive libraries are most flexible and lightweight. However for sophisticated applications, which may require asynchronous execution, need to modify the global parameters while running, or need many parallel execution blocks, it would be painful and error prone to write the parallel code using the low-level system primitives. Below, we review some high-level distributed computing frameworks, which automatically execute the user declared tasks on desired architectures. We refer the readers to [181] for more details on GPUs MapReduce and some other examples (e.g. parallel online learning).

MapReduce and Spark

MapReduce [182] is a distributed computing framework for key-value stores. It reads key-value stores from disk performs some transformations to these key-value stores in parallel, and writes the final results to disk. A typical MapReduce cycle involves the steps: (i) Spawn some workers on all machines; (ii) Workers read input key-value pairs in parallel from a distributed file system; (iii) ‘Map’: pass each key-value pair to a user defined function, which will generate some intermediate key-value pairs; (iv) According to the key, hash the intermediate key-value pairs to all machines, then merge key-value pairs that have the same key, result with (key, list of values) pairs; (5) ‘Reduce’: In parallel, pass each (key, list of values) pairs to a user defined function, which will generate some output key-value pairs; and (6) Write output key-value pairs to the file system.

There are two user defined functions, ‘mapper’ and ‘reducer’. For ML, a key-value store is often data samples, mapper is often used for computing latent variables, likelihoods or gradients for each data sample, and reducer is often used to aggregate the information from each data sample, where the information can be used for estimating parameters or checking convergence. [183] discusses a number of ML algorithms on MapReduce including linear regression, naive Bayes, neural networks, PCA, SVM, etc. Mahout [184] is a ML package built upon Hadoop an open source implementation of MapReduce. Mahout provides collaborative filtering, classification, clustering, dimensionality reduction and topic modeling algorithms. [142] is a MapReduce based LDA. However a major drawback of MapReduce is that it needs to read the data from disk at ‘every iteration’. The overhead of reading data becomes dominant for many iterative ML algorithms as well as interactive data analysis tools [185].

Spark [185] is another framework for distributed ML methods that involve iterative jobs. The core of Spark is resilient data sets (RDDs) which is essentially a dataset distributed across machines. RDD can be stored either in memory or disk: Spark decides it automatically and users can provide hints to Spark which to store in memory. This avoids reading the dataset at every iteration. Users can perform
‘parallel operations’ to RDDs, which will transform a RDD to another. Available parallel operations are like ‘foreach’ and ‘reduce’. We can use foreach to do the computation for each data, and use reduce to aggregate information from data. Because parallel operations are just a parallel version of the corresponding serial operations, a Spark program looks almost identical to its serial counterpart. Spark can outperform Hadoop for iterative ML jobs by 10x, and is able to interactively query a 39 GB dataset in 1 second [185].

**Iterative graph computing**

Both MapReduce and Spark have a star architecture as in Fig. 6a where only master-slave communication is permitted; they do not allow one key-value pair to interact with another, e.g. reading or modifying the value of another key-value pair. The interaction is necessary for applications like PageRank, Gibbs sampling, and variational Bayes optimized by coordinate descent, all of which require variables to get their own values based on other related variables. Hence there comes graph computing, where the computational task is defined by a sparse graph that specifies the data dependency, as shown in Fig. 6b.

Pregel [186] is a bulk synchronous parallel (BSP) graph computing engine. The computation model is a sparse graph with data on vertices and edges where each vertex receives all messages sent to it in the last iteration; updates data on the vertex based on the messages; and sends out messages along adjacent edges. For example, Gibbs sampling can be done easily by sending the vertex statistics to adjacent vertices and then the conditional probability can be computed. GPS [187] is an open source implementation of Pregel with new features (e.g. dynamic graph repartition).

GraphLab [188] is a more sophisticated graph computing engine that allows asynchronous execution and flexible scheduling. A GraphLab iteration picks up a vertex $v$ in the task queue; and passes the vertex to a user defined function which may modify the data on the vertex its adjacent edges and vertices, and finally may add its adjacent vertices to the task queue. Note that several nodes can be evaluated in parallel as long as they do not violate the consistency guarantee which ensures that GraphLab is equivalent with some serial algorithm. It has been used to parallelize a number of ML tasks, including matrix factorization, Gibbs sampling and Lasso [188]. [96] presents a distributed Gibbs sampler on GraphLab for an improved sLDA model using RegBayes. Several other graph computing engines have been developed. For example GraphX [189] is an extension of Spark for graph computing; and GraphChi [190] is a disk based version of GraphLab.

**Parameter servers**

All the above frameworks restrict the communication between workers. For example MapReduce and Spark don’t allow communication between workers while Pregel and GraphLab only allow vertices to communicate with adjacent nodes. On the other side, many ML methods follow a pattern that: (1) Data are partitioned on many workers; (2) There are some shared global parameters (e.g. the model weights in a gradient descent method or the topic-word count matrix in the collapsed Gibbs sampler for LDA [191]); and (3) Workers fetch data and update (parts of) global parameters based on their local data (e.g. using the local gradients or local sufficient statistics). Though it is straightforward to implement on shared memory computers it is rather difficult in a distributed setting. The goal of parameter servers is to provide a distributed data structure for parameters.

A parameter server is a key-value store (like a hash map), accessible for all workers. It supports for `get` and `set` (or `update`) for each entry. In a distributed setting, both server and client consist of many nodes (see Fig. 6 (c)). Memcached [192] is an in memory key-value store that provides `get` and `set` for arbitrary data. However it doesn’t have a mechanism to resolve conflicts raised by concurrent access e.g. concurrent writes for a single entry. Applications like [161] require to lock the global entry while updating which leads to suboptimal performance. Piccolo [193] addresses this by introducing user-defined accumulations which correctly address concurrent updates to the same key. Piccolo has a set of built-in user defined accumulations such as summation, multiplication, and min/max.

One important tradeoff made by parameter servers is that they sacrifice consistency for less latency—`get` may not return the most recent value, so that it can return immediately without waiting for most recent updates to reach the server. While this improves the performance significantly, it can
potentially slow down convergence due to outdated parameters. [194] proposed Stale Synchronous Parallel (SSP) where the staleness of parameters is ‘bounded’ and the fastest worker can be ahead of the slowest one by no more than \( \tau \) iterations, where \( \tau \) can be tuned to get a fast convergence as well as low waiting time. Petuum [195] is a SSP based parameter server. [196] proposed communication-reducing improvements including key caching message compression and message filtering, and it also supports elastically adding and removing both server and worker nodes.

Parameter servers have been deployed in learning very large-scale logistic regression [196] deep networks [197] LDA [162,198] and Lasso [195], [196] learns a 2000-topic LDA with 5 billion documents and 5 million unique tokens on 6000 machines in 20 h. Yahoo! LDA [162] has a parameter server designed specifically for Bayesian LVM and it is the fastest available LDA software. There are a bunch of distributed topic modeling softwares based on Yahoo! LDA including [98] for MedLDA and [58] for correlated topic models.

**Model parallel inference**

MapReduce Spark and Parameter servers take the ‘data-parallelism’ approach where ‘data’ are partitioned across machines and computations are performed on each node given a copy of the globally shared ‘model’. However, as the model size rapidly grows (i.e. the large \( M \) challenge), the models cannot fit in a single computer’s memory. Model-parallelism addresses this challenge by partitioning the ‘model’ and storing a part of the model on each node. Then, partial updates (i.e. the updates of model parts) are carried out on each node. Benefits of model-parallelism include large model sizes, flexibility to focus workers on fastest-converging parameters, and more accurate convergence because no delayed update is involved.

STRADS [199] provides primitives for model-parallelism and it handles the distributed storage of model and data automatically. STRADS requires that a partial update could be computed using just the model part together with data. Users write ‘schedule’ that assigns model sets to workers ‘push’ that computes the partial updates for model ‘pop’ that applies updates to model. An automatic ‘sync’ primitive will ensure that users always get the latest model. As a concrete example [200] demonstrates a model parallel LDA in which both data and model are partitioned by vocabulary. In each iteration, a worker only samples latent variables and updates the model related to the vocabulary part assigned to it. The model then rotates between workers, until a full cycle is completed. Unlike data parallel LDA [160–162], the sampler always uses the latest models and no read-write lock is needed on models, thereby leading to faster convergence than data-parallel LDAs.

Note that model-parallelism is not a replacement but a complement of data-parallelism. For example, [201] showed a two layer LDA system where layer 1 is model-parallelism and layer 2 consists of several local model-parallelism clusters performing asynchronous updates on an globally distributed model.

**CONCLUSIONS AND PERSPECTIVES**

We present a survey of recent advances on Big Learning with Bayesian methods, including Bayesian non-parametrics, RegBayes, and scalable inference algorithms and the systems based on stochastic subsampling or distributed computing. It is helpful to note that our review is not exhaustive. In fact, Big Learning has attracted intense interest with active research spanning diverse fields, including ML, databases, parallel and distributed systems, and programming languages.

As reviewed above, Big Learning with Bayesian methods has achieved substantial progress. However, considerable challenges still remain. We briefly discuss several directions that are of promise for future investigation. First, Bayesian methods have the advantage to incorporate prior knowledge for efficient learning, especially for the scenarios where a large number of training data is lacking, and characterize uncertainty. For instance, the recent work [202] demonstrates an example for the challenging task of one-shot learning which achieves human-level performance by encoding the domain knowledge as a hierarchical Bayesian model. In contrast, deep learning methods [203] stand at the other end of the spectrum—they are often learned in an end-to-end manner by feeding a large set of training data and they often do not represent the uncertainty in the structure or parameters of the neural networks. A natural and important question that remains under-addressed is how to conjoin the flexibility of deep learning and the learning efficiency of Bayesian methods for robust learning. Another related important question is how to effectively collect domain knowledge and incorporate it into the modeling and inference process. The work [92] has demonstrated an example that selectively incorporates the noisy knowledge collected from crowds for robust Bayesian inference but much more are left unexplored.

Second, one of the lessons we learn from Big Learning is that the best predictive performance is
often obtained by building a highly flexible model (e.g. deep neural networks [203]). Although NPB techniques are powerful in theory to represent flexible models and automatically infer their complexity from an unbounded space there is still a large gap in practice, with very few real applications. Most of the evaluations are proof-of-concepts by being hindered on small-scale problems or those with relatively simple structures. For example, although some attempts have demonstrated that a cascade IBP can be applied to infer the structure of a sparse deep belief network [60] these results are preliminary and can only learn toy network structures. It needs further study on how to learn the structure of a sophisticated network with state-of-the-art performance. In order to fill up the practical gap of non-parametric models, we need to develop the algorithms that are accurate and scalable as well as the theory of defining flexible non-parametric processes that can properly consider the rich structures in various domains.

Third, a more powerful way of composing Bayesian models is offered by probabilistic programming (http://probabilistic-programming.org), which uses general-purpose computer programs to represent probabilistic models and automates the inference procedure by building a universal engine. Several probabilistic programming languages have been developed, including BUGS (http://www.mrc-bsu.cam.ac.uk/software/bugs/), Stan (http://mc-stan.org/), BLOG (https://bayesianlogic.github.io/), Church (https://projects.csail.mit.edu/church/wiki/Church) and Infer.Net (http://research.microsoft.com/en-us/um/cambridge/projects/infernet/). However, scalable inference is still a considerable challenge for these languages. The existing platforms for Bayesian inference do not well support the advanced deep models and the recent scalable algorithms in distributed/stochastic settings. They do not well support the accelerating hardware (e.g. GPUs and FPGAs) either. In fact, the existence of user-friendly platforms (e.g. Tensorflow [204] Theano [205] and Caffe [206]) has significantly boosted the applications of deep learning in industry. It will be very useful to fill up this gap for Bayesian methods which can allow for rapid prototyping and testing of different models therefore motivating wider adoption of Bayesian methods. Edward (http://edwardlib.org/) is a recent system that builds on Tensorflow for scalable Bayesian inference, but much work needs to be done.

Finally, the current ML methods in general still require considerable human expertise in devising appropriate features, priors, models and algorithms. Much work has to be done in order to make ML more widely used and eventually become a common part of our day to day tools in data sciences. Along this line, several promising projects have been started. Google prediction API is one of the earliest efforts that try to make ML accessible for beginners by providing easy-to-use service. Microsoft AzureML takes a similar approach by providing a visual interface to help design experiments. SystemML [207] provides an R-like declarative language to specify ML tasks based on MapReduce and MLBase [208] further improves it by providing learning-specific optimizer that transforms a declarative task into a sophisticated learning plan. Finally, Automated Statistician (AutoStat) [209] aims to automate the process of statistical modeling, by using Bayesian model selection strategies to automatically choose good models/features and to interpret the results in easy-to-understand ways, in terms of automatically generated reports. Though still at a very early stage, such efforts would have a tremendous impact on the fields that currently rely on expert statisticians, ML researchers and data scientists.
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