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Abstract. While fire-related injuries and deaths decreased in the global north over the past few years, they have increased in the global south. With more than one billion people residing in informal settlements (sometimes known as slums, ghettos or shantytowns), it is necessary that greater effort be placed on addressing and developing means for improving fire safety in these areas. As a result of advances made in computer technologies, emerging performance-based regulations and an increase in building complexity in the global north, the use of computer models simulating enclosure fires have increased dramatically. In this work an experimental investigation is presented for (a) a full-scale corrugated steel sheeting clad informal dwelling experiment and (b) a full-scale timber clad informal dwelling experiment. The experimental results are then compared to numerical models consisting of both simple two-zone (OZone) and computational fluid dynamic models. Currently, there is negligible literature available on Fire Dynamic Simulator (FDS) modelling of informal settlement dwellings (sometimes known as shacks or shanties) fires. This paper evaluates the plausibility of using FDS v6.7 and zonal models to predict certain fire parameters (i.e. ceiling temperatures, heat fluxes, etc.) for Informal Settlement Dwellings (ISDs) and to study the plausibility of using FDS to estimate the probability of fire spread. In this paper an introduction to ISDs is given with details pertaining to construction materials and considerations needed for numerical modelling of informal dwellings (i.e. thin permeable boundaries or combustible boundaries). Models are based upon (a) a prescribed heat release rate per unit area in FDS using data obtained from a Fire Propagation Apparatus test, and (b) an empirical two-zone model using OZone. The FDS validation guide was used to quantify the model uncertainties in order to give a critical separation distance at which fire spread between dwellings will not occur. It was found that at 3 m spacing between ISDs there is a 6% chance (based on the model uncertainties) that fire spread can occur. This is an important finding that highlights the danger associated with these closely spaced dwellings and the hope is that it can guide local government and Non-Governmental Organizations in future decision making. Three meters spacing between dwellings, however, may not be pos-
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sible due to the socio-cultural-political-economic issues associated with informal settlements. This is one of the first papers to demonstrate FDS models against full-scale ISD experiments.
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1. **Introduction**

In the world, there are currently an estimated 300,000 fire-related deaths per year with more than 95% of those deaths occurring in middle to lower-income groups [1]. The rapid population growth in cities that is being observed more acutely in the global south, has the potential for more people to reside in informal settlements. An informal settlement refers to dwellings (mostly informal dwellings) erected on land that has not been proclaimed as residential [2]. Informal settlements are also known by other names such as slums, squatter camps or shantytowns in other parts of the world. Informal settlement dwellings (ISDs) are makeshift structures that are typically cladded with immediately available building materials like steel sheeting, plastic sheets or timber; insulated with timber or cardboard; and are often constructed with timber frames. Figure 1 provides an overview of a typical ISD with details pertaining to construction practices and considerations needed for numerical modelling. The details given in Fig. 1 are based on the authors’ visits to informal settlements, interviews conducted with firefighters in South Africa by the authors and the literature [3–5]. Therefore, people residing in informal settlements are vulnerable to fire since these areas can be characterized by poorly constructed dwellings, a lack of basic services and are more densely populated than formal settlements [6].

The number of people that reside in informal settlements is expected to increase from one billion worldwide to 1.2 billion people in Africa alone by 2050 [6]. It is of concern, therefore, to see how little work is being done to improve the fire safety in these communities. There are numerous fire incidents illustrating the scale of the problem. For example, In Nepal, 38,924 homes were destroyed by fire incidences between 1990 and 1996 [7]. In January 2005, February 2008 and March 2009 more than 3600 homes were destroyed, leaving more than 13,000 people homeless in the Joe Slovo informal settlement in Cape Town [8]. In May 2012 a fire ravaged an informal settlement in Accra, Ghana, leaving approximately 3500 people homeless [9]. In April 2014, in Valparaiso, approximately 2500 homes were destroyed by a fire, leaving 12,500 people homeless [10]. In 2017, approximately 2200 homes were razed, affecting approximately 9700 people in the Imizamo Yethu informal settlement in Cape Town [11]. These fires do not just cause loss of life in these communities, but significant morbidity with over 10 M disability adjusted life years lost each year due to fire, and loss of belongings (such as official documents, educational material) and livelihoods.

The development and validation of Computational Fluid Dynamics (CFD) models in the fire community has so far generally focused on small-scale fire behaviour and smoke movement [12–15] with some validations of post-flashover com-
partment fires [12, 16–18]. All of these studies are based on formal structures (i.e. dwellings with no wall permeability, thick walls, typically not lined with flammable materials, no structural collapse, etc.) and there is negligible literature available on CFD modelling for ISDs. It is with this backdrop that this paper seeks to (a) demonstrate different numerical modelling techniques by comparing the modelling results to full-scale ISD burn experimental results, (b) to provide an understanding of the fire behaviour of ISDs as well as the effect of different cladding materials (i.e. corrugated steel cladding vs. timber cladding) and (c) to provide a Fire Dynamics Simulator (FDS) based solution to evaluate the critical separation distance between dwellings. This work forms part of an overall project to understand fire behaviour in informal settlements. Previous work has focused on results from preliminary single dwellings experiments [5], results from multi-dwelling experiments considering inter-dwelling spread [19], the development of a simplified FDS model to describe the aforementioned multi-dwelling experiment [20], analysis of large-scale spread in a real fire disaster that affected over 2000 homes [11], and the appraisal of fire safety interventions to be used in such settlements [21].

2. Experimental Set-Up

Two full-scale ISD fire experiments were conducted at the Breede Valley Fire Department in Worcester, South Africa; namely (a) a corrugated steel sheeting clad experiment and (b) a timber clad experiment. The thermocouples used were K-Type thermocouples and the Thin Skin Calorimeters (TSCs) used were constructed according to [14] and have an accuracy of ± 10% and a measuring range of approximately 0–200 kW/m². The TSCs used in the experiments were validated and calibrated against a water-cooled heat flux gauge. The timber fuel (i.e. Pine) used had a density of 536 kg/m³ with a gross heat of combustion of 18 MJ/kg, the cardboard used had an approximate thickness of 1.5 mm with a density of approximately 180 kg/m³ and a gross heat of combustion of 16.9 MJ/kg. The
gross heat of combustion of the timber and cardboard were measured with a bomb calorimeter. For both experiments, the roofs were made from corrugated steel sheeting with a thickness of 0.47 mm and the frames of both experiments were constructed from 50 mm × 50 mm timber sections (i.e. Pine). The timber clad dwelling was cladded with 12 × 100 mm (thickness × width) timber planks. The corrugated steel sheeting dwelling was cladded with 0.47 mm thick sheeting with a flute height of 17 mm. Figure 2 depicts the details pertaining to the two experiments. All the equipment was not present in each experiment, after the first experiment (i.e. the steel clad dwelling experiment) and the analysis of the data, the equipment layout was adjusted based upon the authors’ observations and findings. It was decided that an equipment tree at 1 m away from the window should be added for the timber clad dwelling experiment. This was decided to ensure that more data could be collected at a distance, which is important when considering fire spread.

Note that all TSCs were orientated at the dwelling, with the direction parallel to the ground, facing into the door or window. The only difference between the two experiments was the cladding material of the walls. Figure 3 visually depicts the steel clad dwelling and timber clad dwelling.

2.1. Fuel Load

In 2015, a survey was conducted in an informal settlement through the University of Stellenbosch, where it was found that the average fire load density was 410 MJ/m² with a standard deviation of 140 MJ/m² [22]. However, the sample size was too small to be considered fully reliable. In 2017, interviews were conducted at the Breede Valley Fire Department by the authors. The firefighters that were interviewed fought more than 2000 informal settlement fires incidents combined. According to them, the average fire load density in an ISD is higher than formal dwellings (i.e. probably higher than 780 MJ/m² as stipulated in EN 1991-1-2 (CEN 2009)). In some cases, the fire load densities can be as high as 1000–2000 MJ/m² depending on the occupation of the resident of the dwelling (e.g. inhabitants storing paraffin, wood or tyres) [4, 5]. The fire load densities vary substantially from settlement to settlement as a result of the building materials available in the immediate surroundings of a particular settlement and also as a result of variation in income levels. In this work it was decided to use the average fire load density of 780 MJ/m² as specified by [9] for formal dwellings. In order to mimic reality, cardboard insulation was added to the inside of the walls of the dwelling as one would typically find in these dwellings. Additionally, polystyrene was added to the wood cribs to increase the fire spread rate, although during the experiment it was noted that the polystyrene had a negligible effect on the spread rate, and it is not recommended for future work. The wood cribs and cardboard insulation are depicted in Fig. 4. There were 36 timber pieces (40 × 60 × 900 mm) per crib and the crib configuration is also shown Fig. 4.

The dwellings were ignited by igniting a tin can (100 mm in diameter and 200 mm high) filled with approximately 1.5 L paraffin (kerosene). The tin can was placed in the middle front crib (i.e. crib 2 as depicted in Fig. 2). For the steel clad
experiment, two timber pieces placed at the top of crib 2, above the can, were partially dipped (i.e. approximately 200 mm of the tip of the timber piece) in paraffin to increase the initial growth phase. However, the fire brigade did allow

Figure 2. Experimental setup: Floor plans with experimental layout are depicted by the bottom left layouts and the height distributions of window trees and door trees are depicted by the top left layouts. All trees, not placed in front of a door or window, were distributed according to the door tree height distribution, unless stated otherwise.

Figure 3. Steel clad dwelling setup (left image) and timber clad dwelling setup (right image).
some of the paraffin to drip on the crib as they placed the timber pieces back in position. After the first experiment (i.e. the steel clad experiment) it was decided to increase (double) the number of timber pieces dipped in paraffin to increase the initial growth phase.

3. Experimental Results

3.1. Corrugated Steel Sheeting Clad ISD Results

As introduced above, the corrugated steel clad experiment was conducted at the Breede Valley Fire Department in Worcester, South Africa. The ambient temperature was 29°C and a very light North Westerly breeze (i.e. from the front left to the back right of the test setup as depicted in Fig. 2), with wind speeds fluctuating between being negligible and 2 m/s, based on the local wind readings. Approximately 11 min after the paraffin source was ignited, the flames had grown high enough to just reach the cardboard lining, at this point the cardboard on the front wall caught fire and flashover ensued approximately 12 s later. Flashover in this paper refers to the transition phase between the growth stage and the fully developed fire stage. The fire in the compartment attained a fully developed state seconds after flashover was reached. The flames could be seen emerging out of the door and the window. Flames from the door and window of 3–4 m high, from ground level, were recorded. Figures 5 and 6 depict the experimental ceiling and back wall temperatures, respectively. The thermocouple (TC) heights shown in Fig. 6 are from ground level. Note that the height distributions of instruments placed (a) in front of the door, (b) in front of the window or (c) at ceiling level, are presented in Fig. 2. Due to the intensity of the fire and because of structural collapse, a number of the thermocouples and Thin Skin Calorimeters (TSCs) got damaged during the experiments. Thus, if a measurement at certain instrument position is not portrayed, it can be assumed that the instrument was damaged at that particular position.

It is important to note that structural collapse occurred at approximately 19 min and that no data is considered after collapse for the rest of the discussion that follows. The temperatures across the ceiling were relatively uniform with an
average steady state temperature of 1000°C and a maximum temperature of 1032°C, as depicted in Fig. 5. It is also clear that this dwelling was ventilation controlled once the fully developed stage was reached as indicated by the plateau in Fig. 5. After flashover the temperatures over the height of the compartment were relatively uniform, as depicted in Fig. 6, with the only cooler part being at the bottom of the timber cribs. Figures 7, 8 and 9 depict the heat flux curves at the door, at 1 m away from the door and at the window, respectively.

The heat flux at the door reached a maximum of 213 kW/m², which is beyond the calibration limits and should be interpreted accordingly. This peak corresponds with the complete ignition of the cardboard lining. The average steady state heat flux at the door (Level A) was 88 kW/m², as depicted in Fig. 7. The average steady state heat flux at the window (Level A) of 80 kW/m² is relatively similar to the heat fluxes experienced at the door. However, the maximum of 132 kW/m² is less than the peak experienced at the door. The heat flux curves at the window show no peak that corresponds with the complete ignition of the cardboard. The average steady state heat flux at 1 m away from the door (Level A) was 32 kW/m². The heat fluxes experienced in this experiment are extremely high when considering the Critical Heat Flux (CHF) of cardboard of 8–10 kW/m² [23, 24] (i.e. a common lining material used in ISDs). The cardboard of an adja-
Recent dwelling is typically exposed to these heat fluxes as a result of poor construction methods, or gaps as a result of the flutes [19]. This indicates that at 1 m spacing between dwellings, rapid fire spread will occur, highlighting the risk of these closely spaced dwellings.

**Figure 7.** Heat flux curves at the door.

**Figure 8.** Heat flux curve at 1 m away from the door.

**Figure 9.** Heat flux curves at the window.
3.2. Timber Clad ISD Results

The second experiment was also conducted at the Breede Valley Fire Department in Worcester, South Africa, but on a different day. The ambient temperature was 28°C and a very light North Westerly breeze (i.e. from the front left to the back right of the test setup as depicted in Fig. 2), with wind speeds fluctuating between being negligible and 2 m/s. Approximately 3.2 min after the paraffin source was ignited, the flames had grown enough to just reach the cardboard lining, at this point the cardboard on the front wall caught fire and flashover ensued approximately 5 s later. The fire in the compartment attained a fully developed state seconds after flashover was reached. The flames could be seen emerging out of the door and the window. Flames from the door and window of 3–4 m high were recorded. Figures 10 and 11 depict the experimental ceiling and back wall temperatures, respectively. The thermocouple (TC) heights shown in Fig. 11 are from ground level.

It is important to note that structural collapse occurred at approximately 6.4 min and that no data is considered after collapse for the rest of the discussion that follows. The temperatures across the ceiling were relatively uniform with a maximum temperature of 1102°C, as depicted in Fig. 10. This dwelling temperature never reached a steady state as a result of the burning of timber cladding. After flashover was reached the timber cladding ignited and contributed significantly to the total heat release rate. The peak temperature corresponds with the complete ignition of the top timber cladding, as depicted in the top left images in Fig. 12. During the fully developed stage the controlling factor quickly changed from ventilation controlled to fuel control as the timber cladding started to burn away at approximately 4.6 min. This is clearly demonstrated by the sudden drop in heat flux as depicted in Figs. 13, 14, 15 and 16 and is visually depicted in Fig. 12. The experimental ceiling temperature was, however, not affected by the large openings arising as a result of the cladding burning away. This might be as a result of the heat from the burning cribs directly underneath the thermocouple, as shown in Fig. 12 (note that the images are approximately 10 s apart).

Figures 13, 14, 15 and 16 depict the heat flux curves at door, at 1 m away from the door, at the window and at 1 m away from the window, respectively. The heat flux at the door reached a maximum of 106 kW/m². Because this dwelling did not reach a steady state, the average heat flux values during the fully developed fire stage were considered. The average fully developed heat flux at the door (Level B) was 93 kW/m², as depicted in Fig. 13. The average fully developed stage heat flux at the window (Level A) of 88 kW/m² is relatively similar to the heat fluxes experienced at the door. The average fully developed stage heat flux at 1 m away from the door (Level A) and window (Level A) was 43 kW/m² and 50 kW/m², respectively.

3.3. Steel Clad Experiment Versus Timber Clad Experiment

Table 1 provides a summary of important parameters pertaining to both experiments such as maximum ceiling temperatures, collapse times and heat fluxes, with details being discussed in the section that follows. Data readings after structural
Figure 10. Experimental ceiling temperatures.

Figure 11. Experimental back wall temperatures.

Figure 12. Ventilation openings forming in the timber clad dwelling experiment as a result of the cladding burning away, showing images at approximately 10 s intervals.
collapse were not considered. Note that the terminology steel clad dwelling and corrugated steel clad dwelling refer to the same experiment.

As mentioned earlier, the timber clad dwelling had more crib timber pieces partially dipped in paraffin that contributed significantly towards the early fire growth of the timber dwelling. This is clear when comparing the time to flashover of
7 min for the corrugated steel clad dwelling to the 3.2 min of the timber clad dwelling. Because the timber pieces used for cladding were so thin, it burned away very quickly after it ignited. This left the timber dwelling without lateral support and as a result of eccentricities inherent in the structure the timber dwelling experienced a sway collapse. In general, the heat fluxes experienced during the timber clad experiment were higher than the steel clad experiment, as listed in Table 1, indicating that fire spread to an adjacent dwelling is more likely to occur for the timber dwellings. This is similar to the findings in [19]. The timber dwelling did, however, experience a quicker time to collapse (similar to the findings in [25]), indicating that the heat flux experienced by an adjacent dwelling will be over a shorter period. Additionally, as a result of continuously changing ventilation conditions, the timber clad dwelling had substantial fluctuations in heat flux values, whereas the steel clad dwelling reached a steady state seconds after flashover. Regardless of the factors mentioned above, the average heat flux values for timber dwelling are still enough to ignite adjacent dwellings and are more prone to fire spread than steel dwellings, even if the burning period is only 3 min [19].

Figure 16. Heat flux curves at 1 m away from the window.

Table 1
A Comparison Between the Corrugated Steel Clad Experiment and the Timber Clad Experiment

|                              | Steel clad experiment | Timber clad experiment |
|------------------------------|-----------------------|------------------------|
| Maximum ceiling temperature  | 1032°C                | 1102°C                 |
| Time from the start of flashover to collapse | 7 min | 3.2 min |
| Heat flux (HF) at the door   | 95 kW/m² (Level B)    | 93 kW/m² (Level B)     |
| HF 1 m away from the door    | 32 kW/m²              | 43 kW/m²               |
| HF at the window             | 80 kW/m²              | 88 kW/m²               |
| HF 1 m away from the window  | n/a                   | 50 kW/m²               |

All heat flux values are the average heat flux value during the fully developed stage obtained at Level A of the specified position unless specified otherwise
4. Fire Dynamic Simulator Model Set-Up

Two FDS models (i.e. a timber clad dwelling model and steel clad dwelling model) were created and the details pertaining to each model are discussed in more detail below.

4.1. Geometry, Computational Domain and Cell Size

The geometry of the dwellings was constructed according to Fig. 2 for both models (the only difference being the cladding material). Both models had a domain size of $5 \times 5 \times 3$ m (i.e. width $\times$ breadth $\times$ height) with a corresponding cell size of $50$ mm$^3$, giving a total of 600,000 cells. In this case, the timber pieces used in the cribs had a cross sectional area of $60 \times 40$ mm, which governed the cell size. In order to simplify the cell size ratios, it was decided to model the timber pieces as $50 \times 50$ mm, thus simplifying the cell size to $50 \times 50 \times 50$ mm, rather than $60 \times 40 \times 40$ mm. Alternatively, a cell size of $20$ mm$^3$ could have been used, however that would have increased the computational time dramatically making it computationally difficult to simulate informal settlement dwelling fires. In order to account for the change in volume of the timber pieces, the density of the timber used for the cribs in the simulations was adjusted to 515 kg/m$^3$. The same problem occurred for the cardboard. The actual thickness of the cardboard was $1.5$ mm, but the cell size of $50$ mm would not allow such a thin obstruction. The cardboard was thus modeled as $50$ mm thick (i.e. to be at least one cell size thick which allows the obstruction to have full functionality [26]) and the density modified to account for the change in volume of the obstruction. Figure 17 depicts the setup as a Smokeview image [27]. The walls’ surface properties (i.e. the HVAC system and the slots between timber layers) are explained in the section that follows. Note that wind was not accounted for in the models and that the domain boundaries were modeled as open.

Unfortunately, as a result of limitations on both the University of Edinburgh and Stellenbosch University’s High Performance Computers (HPCs), a cell sensitivity study could not be done. Decreasing the cell size to $25$ mm$^3$, increased the number of cells to 4.8 million. After running the simulation for one month the simulation did still not reach the flashover stage. A model with such a refined mesh is economically unpractical and will make it difficult to use the developed model for parametric studies. Since, the cell size is governed by the thickness of the timber pieces, a bigger cell size could also not be considered for the cell sensitivity study. The cell size used in the models developed in this work is significantly smaller than $0.1D^*$ (i.e. a theoretical value for the maximum cell size for plume fires according to [28]). Where $D^*$ can be calculated as follows:

$$D^* = \left(\frac{\dot{Q}}{\rho_\infty T_\infty c_p \sqrt{g}}\right)^{2/5}$$  \hspace{1cm} (1)

where $D^*$ is the characteristic length scale of the fire plume, $\dot{Q}$ is the heat release rate [kW], $\rho_\infty$, $T_\infty$ and $C_p$ are the ambient air density [kg/m$^3$], specific heat of air
[kJ/(kg K)] and ambient temperature [K], respectively and g is the gravitational acceleration [m/s²]. For $\dot{Q} = 10,250$ kW (i.e. for the nine cribs in this case, calculated according to Babrauskas’s HRR for cribs method [29]), a characteristic fire diameter of $D^* = 2.4$ m is obtained, meaning a minimum cell size of $0.1D^* = 0.24$ m is required according to [28]. In this work, a cell size of 0.05 m was used, which is significantly smaller than 0.1D*. The 0.1D* method is widely used in the fire community and has shown good results in past studies [30–34]. The method also showed good results for timber crib models [35, 36]. Additionally, the authors conducted a cell sensitivity study in [20], where the model consisted of multiple ISDs with the same (i.e. compared to the current models) cladding materials and cardboard lining and it was found that a cell size of 0.1 m (a cell size of 0.05 m was used in this work) was sufficient to capture the ceiling temperatures, heat fluxes emitted from the dwelling and the cardboard behaviour. Thus, with all of the factors mentioned above, it can be assumed with reasonable certainty that the cell size used in this work is sufficient enough to capture the fire behaviour with reasonable accuracy.

### 4.2. Material and Surface Properties

Table 2 gives the properties of the materials used in the FDS models. The material properties of the steel, cardboard and wood were taken from [24, 37–41], respectively.

For both the steel clad dwelling and timber clad dwelling model, the timber crib pieces and cardboard both had a prescribed surface thickness of 25 mm applied to all faces, with a void backing condition. To model the timber pieces that were dipped in paraffin an ignition temperature of 30°C was prescribed to start the burning of those pieces immediately. It should be noted that the time to flashover is relatively sensitive to the quantity of timber pieces modelled as dipped in paraffin. Because this was difficult to quantify, the number of timber pieces modelled as dipped were increased to enable the model to reach flashover earlier in order to reduce the computational time of the simulation, thus allowing for multiple scenarios to be studied within a reasonable time (note that a simulation still took 2–
3 weeks on the HPCs). The results were offset in order for the flashover phases to match.

For the steel sheeting clad dwelling model, the flutes created additional openings (i.e. at wall and roof connections) which are smaller than the cell size but are typical of ISDs. The leakage was modelled in FDS by using HVAC systems, using its ‘leak’ functionality. The leak area and flow loss were specified as 0.0255 m² and 0, respectively for the steel clad model. The steel sheets were modeled as flat sheets with a surface thickness of 0.025 mm applied to all faces and a backing condition of exposed.

For the timber clad dwelling model, the walls were modeled as 50 mm thick to be at least one cell size thick with the density modified to account for the change in volume of the obstruction. A surface thickness of 25 mm was applied to all surfaces with a backing condition of air gap. A horizontal 50 mm gap was specified over the width of all walls at 800 mm and 1500 mm from ground level of the walls, as depicted in Fig. 17. This was to account for the small gaps between each 100 mm cladding timber plank, as seen in the top left image in Fig. 12. The positions of the gaps (i.e. the gaps at 800 mm and 1500 mm) were arbitrarily decided on. The positions of these gaps will affect the ceiling temperatures but will not have a substantial effect on the heat fluxes experienced in front of the door and window.

4.3. Prescribed Heat Release Rate Obtained Through FPA Test

The heat release rate per unit area (HRRPUA) curves for these models were obtained by means of a Fire Propagation Apparatus (FPA) test and are depicted in Fig. 18. The FPA is an apparatus that can be used to quantify the convective, chemical and overall heat release rate, mass loss rate and the effective heat of combustion of a material. For a detailed description of the FPA the reader is refer to [42]. Since the heat flux emitted onto the timber cribs and cardboard are expected to be 50 kW/m² or higher, the heat flux used during the FPA test was 50 kW/m². According to previous studies (e.g. [35]), the peak HRRPUA output from FPA or cone calorimeter tests are similar for higher heat flux values (e.g.
The exact values (i.e. from Fig. 18) were used as an input in FDS to prescribe the HRRPUA of the two fuel materials.

The value of the heat release rate (HRR) of the timber cribs according to the SFPE timber crib calculations by Babrauskas [29] are described by the following very well-known HRR formula:

\[
\dot{Q} = \dot{m} \Delta H_{\text{eff}}
\]

where \( \dot{m} \) is the mass loss rate measured in kg/s and \( \Delta H_{\text{eff}} \) is the effective heat of combustion measured in kJ/kg. The mass loss rate, \( \dot{m} \), is taken as the lesser of the surface-controlled mass loss rate

\[
\dot{m} = \frac{4}{D} m_0 v_p \left( 1 - \frac{2 v_p t}{D} \right)
\]

and porosity-controlled mass loss rate

\[
\dot{m} = 4.4 \times 10^{-4} \left( \frac{S}{h_c} \right) \left( \frac{m_0}{D} \right)
\]

For the cribs used in this experiments, the stick thickness was \( D = 0.04 \) m, the clear spacing was \( S = 0.175 \) m, the crib height was \( h_c = 0.48 \) m, the number of sticks per row was \( n = 5 \), the initial crib mass was \( m_0 = 41.67 \) kg, \( v_p = 2.2 \times \)
10^{-6} \ D^{-0.6} \ \text{according to} \ [29] \ \text{and the heat of combustion was} \ \Delta H_{\text{eff}} = 18 \ \text{MJ/kg (assuming a combustion efficiency of 1, the effective heat of combustion equals the gross heat of combustion). This gave an experimental surface-controlled mass loss rate with a limiting HRR of 1138.37 \ kW.}

In the modelling, to simplify the cell size ratio and reduce the computational time the stick thickness was changed to \ D = 0.05 \ m \ as \ discussed \ above, \ the \ clear \ spacing \ to \ S = 0.1625 \ m \ and \ the \ crib \ height \ to \ h_c = 0.4 \ m. \ Using \ Eqs. \ 2–4 \ the \ modelling \ HRR \ would \ be \ 769.57 \ kW. \ Thus, \ by \ using \ a \ cross \ sectional \ area \ of \ 50 \times \ 50 \ mm \ rather \ than \ 60 \times \ 40 \ mm \ leads \ to \ a \ 32\% \ decrease \ in \ the \ HRR \ of \ the \ cribs \ according \ to \ Babrauskas’ \ formulas. \ To \ account \ for \ this \ within \ the \ model, \ the \ heat \ of \ combustion \ on \ the \ material \ line \ (i.e. \ in \ FDS) \ was \ increased \ by \ 32\%, \ giving \ a \ heat \ of \ combustion \ of \ 23.8 \ MJ/kg, \ to \ obtain \ the \ same \ HRR \ one \ would \ expect \ for \ the \ experimental \ timber \ cribs. \ The \ reaction \ line \ for \ both \ models \ looked \ as \ follows: \\ \&REAC \ ID \ = \ 'WOOD', \ \text{FUEL} \ = \ 'REAC_FUEL', \ C = 3.4, \ H = 6.2, \ O = 2.5, \ \text{SOOT_H_FRACTION} \ = \ 0.0, \ \text{SOOT_YIELD} \ = \ 0.03, \ \text{HEAT_OF_COMBUSTION} \ = \ 1.8E4/. \ The \ simple \ chemical \ composition \ and \ soot \ yield \ values \ used \ on \ the \ reaction \ line \ (in \ FDS) \ were \ obtained \ from \ [43, \ 44].

5. Two-Zone Model Set-Up

It would be advantageous for the development of interventions for ISD fire safety if simple two zone models could be used to quickly obtain estimates of fire behaviour, rather than a CFD model being utilized each time. This also would allow parametric and statistical analyses to be carried out more easily. Hence, OZone v3 [45] was also used to model both the steel clad and timber clad ISD experiments. OZone is a one and two zonal fire modelling software designed by the University of Liège in Belgium. During the duration of a fire, the temperature development of gases inside the enclosure are evaluated by zone models. The compartment under consideration is divided into zones and the main hypothesis made is that the temperature distribution is uniform in each zone at any time. The temperature, species concentration and size of each zone are calculated with a dynamic process as the fire progresses, together with the smoke movement through openings in the compartment boundaries, by applying the moment, mass and energy conservation laws to each zone. Since, zone models cannot calculate fire spread it requires certain inputs such as the fire growth rate. For OZone outputs typically include the zone height and gas temperatures. For more information regarding the formulations of OZone, the reader is referred to [45]. In general, the OZone default values were used. The user is able to choose between four air entrainment models in OZone and the following should be considered:

- McCaffrey [46]: This air entrained model considers the all the regions (i.e. plume region, flame region and the intermittent region).
- Heskestad [47]: This air entrained model considers only the plume region and the flame region and does not consider the intermittent region as in [46]. This is
the default air entrained model in OZone and is implicitly used in the manual calculation method.

- Thomas [48]: This air entrained model is best suited for use in the vicinity of a flame region.
- Zukoski [49]: This air entrained model is theoretically only suitable for the plume region and the use of this model is questionable for zone models with low ceilings (e.g. for ISDs).

Since there is insufficient space for a complete plume to develop above the fire region and because the fire region will extend across the entire enclosure the air entrained models which consider the flame and intermittent regions (i.e. [46]) will describe the air entrainment best. It was decided to use the McCaffrey model [46] in this work.

For the steel dwelling model, a HRRPUA of 1138.37 kW/m², a fire growth rate of 233.8 s and a fire load density of 750.23 MJ/m² (i.e. the timber cribs fire load density) plus 17.5 MJ/m² (i.e. cardboard lining fire load density) were specified. The heat release rate of 10,245.31 kW was calculated according to the SPFE HRR wood crib calculations by Babrauskas [29], where the stick thickness is 0.04 m, the clear spacing is 0.175 m, the crib height is 0.48 m, number of sticks per row is 15, initial crib weight is 375.03 kg and the heat of combustion is 18 MJ/kg. To convert the HRR to a HRRPUA the floor area of 9 m² was used to obtain the 1138.37 kW/m² value as seen above. It should be noted that OZone does not have the capability to simulate fire spread and thus it is necessary to include a growth rate in the model, although for it, and other methods, analytical methods could be used to provide predicted heat fluxes. The fire growth rate was obtained through a t-squared fire calculation and by setting the fire intensity coefficient equal to ‘ultrafast’ (i.e. $1.874 \times 10^{-5}$). Although wood cribs on their own are better prescribed by a ‘fast’ fire intensity coefficient (e.g. [50]), ‘ultrafast’ was used to account for the cardboard lining. The walls were defined as one layer set to Steel [EN1994-1-2] with a thickness of 0.047 mm. The roof and floor were set to Steel [EN1994-1-2] with a thickness of 0.047 mm and concrete with a thickness of 200 mm, respectively. Due to construction tolerances and steel sheeting profiles wall–wall and wall-roof connections were modeled with an 8.5 mm gap. Both the window and door were modeled as open.

For the timber dwelling model, a HRRPUA of 1138.37 kW/m², a fire growth rate of 233.8 s and a fire load density of 750.23 MJ/m² (i.e. the timber cribs fire load density) plus 17.5 MJ/m² (i.e. cardboard lining fire load density) plus 546.6 MJ/m² (i.e. timber cladding fire load density) were specified. The roof and floor had the same input parameters as for the corrugated steel clad dwelling model. The walls were set to timber with a 12 mm thickness, 536 kg/m³ density, 0.14 W/(m K) conductivity, 1300 J/(kg K) specific heat and an emissivity of 0.9 (see Table 3). Due to the construction configuration the wall–wall and wall-roof connections were modeled with an 8.5 mm gap. OZone is limited to 3 openings per wall and thus a small gap between each timber plank (i.e. the timber cladding) is not able to be modeled and to account for this the wall-roof connection gap was increased from 8.5 mm to 100 mm (i.e. to account for all the small gaps
between the timber cladding, similarly to what was done in the FDS model). Both the window and door were modeled as open.

6. Numerical Modelling Results and Comparison

This section is divided into two subsections; (a) the corrugated steel sheeting clad model results and comparison and (b) the timber clad model results and comparison.

6.1. Corrugated Steel Sheeting Clad Results and Comparison

Table 3 provides a summary of important parameters pertaining to the experiment, the FDS model and the two-zone model such as maximum ceiling temperatures, collapse times and heat fluxes (HF), with details being discussed in the sections that follow. Data readings after structural collapse were not considered. The ceiling time–temperature curve of the FDS model, two zone model and the experimental results are depicted in Fig. 19. The ceiling temperatures for the experimental results were measured in the middle of the dwelling and are referred to as the experimental TC results in Fig. 19.

The initial growth phase of a fire cannot be modeled in OZone (one of the limitations of two-zone modelling), so the two-zone model results were offset by 7.8 min for the flashover stages of the model and experiment to align. The two-zone model compares well to the experiment (considering the simple nature of the model), with the plateau following the correct trend and the temperatures reached have a maximum deviation of approximately 8% during the fully developed fire stage. The FDS model captures the behaviour of the cardboard lining quite well. From the temperature slice files, it is clear that flashover occurred as a result of radiation from the flames of the burning cardboard, as depicted in Fig. 20, similar to what was observed during the experiments. This is clear when considering the hot layer build up before the cardboard ignites, and then considering the hot layer during the burning of cardboard. The radiation from the hot layer did still contribute towards the ignition of the cribs, but in a less substantial way in compar-

|                          | Experiment | FDS model | Two-zone model |
|--------------------------|------------|-----------|----------------|
| Maximum ceiling temperature | 1032°C     | 985°C     | 1085°C         |
| Time from the start of flashover to collapse | 7 min | n/a       | n/a            |
| Heat flux (HF) at the door | 88 kW/m²  | 105 kW/m² | n/a            |
| HF 1 m away from the door | 32 kW/m²  | 34 kW/m²  | n/a            |
| HF at the window          | 80 kW/m²  | 84 kW/m²  | n/a            |

All heat flux values are the average steady state heat flux value obtained at Level A of the specified position. Note that where steady state was not reached, the average heat flux during the fully developed stage was used.
ison to the radiation from the cardboard, similar to the findings in [19]. The ceiling temperatures predicted by the FDS model are slightly underpredicted, but the general trend compares well to the experiment i.e. when considering the growth stage, flashover, and the trend of the plateaus. The FDS model has a slightly steeper slope during the flashover stage; this is as a result of the approximate cardboard properties used in FDS (e.g. using a slightly higher ignition temperature will result in slower fire spread across the surface of the cardboard, and as a result it causes flashover to happen less rapidly, the conduction, specific heat and density of the cardboard can also affect this behaviour). Comparing the surface spread rate of the cardboard in the model to the experimental surface spread rate, it is clear that the fire spreads faster in the model. From the experimental results it is

Figure 19. Ceiling temperatures for the corrugated steel clad ISD.

Figure 20. Temperature slice file from FDS at the window for the steel clad dwelling, showing the heat emitted from the cardboard lining.
clear that this dwelling was ventilation controlled and it is also portrayed by the two-zone and FDS models.

The heat flux curves at the door and at 1 m away from the door of the FDS model and the experimental results are depicted in Figs. 21 and 22, respectively. Ozone models do not have the capability to predict heat flux values and are thus not discussed further in this section. This is another limitation of two-zone models. Heat fluxes are an extremely important parameter when studying fire spread and the intensity of the fire.

The heat fluxes at the door of the FDS model compare relatively well to the experimental values, as depicted in Fig. 21. Considering the heat flux curve at Level A and B of the FDS model and of the experiment, it is clear that the overall trend is captured by FDS. Although the peak heat flux values at approximately 12 min (i.e. where the cardboard was completely engulfed with flames) are lower for the FDS model, the model does capture the behaviour of the peak corresponding to this complete ignition of the cardboard lining well. Although the model underpredicted the peak corresponding to the burning of the cardboard at the door, the model overpredicted this same peak at 1 m away from the door (Fig. 22) and also at the window (Fig. 23). The average steady state heat flux of the FDS model at the door is 105 kW/m² which is 19% higher that the experimental average steady state heat flux of 88 kW/m². The average heat flux during the steady state stage, at 1 m away from the door, for the model is 34 kW/m² which compares very well to the experimental average heat flux during the fully developed fire stage of 32 kW/m². Although there are some deviations between the two curves, the overall trend is capture relatively well by the model. The slight deviations might be as a result of (a) the light breeze/wind not being included in the simulation, (b) the assumptions made to model the cardboard lining (i.e. allowing the cardboard to be one cell size thick, and a result reducing the density as explained above), or (c) assumptions made to simplify the timber cribs.

The heat flux curve at the window for the FDS model and the experimental results are depicted in Fig. 23.

The average steady state heat flux at the widow of the FDS model is 84 kW/m² and compares well to the experimental value of 80 kW/m², as depicted in Fig. 23. Considering the heat flux curve at Level A and B of the FDS model and of the experiment, it is clear that the overall trend is captured well by FDS. The experimental results do not show a peak value at approximately 12 min, whereas the FDS model does.

6.2. Timber Clad Model Results and Comparison

Table 4 provides a summary of important parameters pertaining to the experiment, the FDS model and the two-zone model such as maximum ceiling temperatures, collapse times and heat fluxes, with details being discussed in the sections that follow. Data readings after structural collapse were not considered.

It is difficult to define a steady state heat flux for the timber experiment because the ventilation conditions changed continuously. Thus, it was decided to use the
average heat flux during the fully developed stage in order to compare the model results to the experiment results.

The ceiling time–temperature curve of the FDS model, two zone model and the experimental results are depicted in Fig. 24.

The two-zone model slightly overpredicted the ceiling temperature, as compared to the experimental temperatures. The predicted temperatures have a maximum deviation of 25%. This overprediction is likely a result of how the leakages were
modelled in OZone. As mentioned earlier, OZone is limited to 3 openings per wall, thus multiple small openings between timber cladding pieces could not be modelled accurately. The FDS model captures the behaviour of the cardboard lining quite well (similar to the steel clad dwelling). Flashover starts at approximately the same ceiling temperature (i.e. both ceiling temperature approximately at 280°C). The FDS model initially overpredicts the initial ceiling temperature, reaching approximately the same temperatures as the two-zone model. This is likely as a result of the steeper curve during flashover. As mentioned earlier, this is because FDS slightly overpredicts the spread rate across the surface of the cardboard. At 4.9 min the bottom 2/3rds of all the walls were set to instantaneously disappear, in the FDS model, to account for the cladding burning away in the experiment. This could have also been done with a ramp function, or by selecting specific sections to disappear at specific times. However, with all the unknowns such as: which wall started to burn away first, what was the rate at which the walls burned away and where in the wall the gaps first appear, it was arbitrarily

Table 4
Summary of Data from Experimental Results, FDS Model Results and Two-Zone Model Results

|                              | Experiment | FDS model | Two-zone model |
|------------------------------|------------|-----------|---------------|
| Maximum ceiling temperature  | 1102°C     | 1161°C    | 1189°C        |
| Time from the start of flashover to collapse | 3.2 min | n/a | n/a |
| Heat flux (HF) at the door    | 93 kW/m² (Level B) | 111 kW/m² (Level B) | n/a |
| HF 1 m away from the door     | 43 kW/m²   | 51 kW/m²  | n/a |
| HF at the window              | 88 kW/m²   | 108 kW/m² | n/a |
| HF 1 m away from the window   | 50 kW/m²   | 49 kW/m²  | n/a |

All heat flux values are the average heat flux value during the fully developed stage obtained at Level A of the specified position unless specified otherwise.

Figure 24. Ceiling temperatures for the timber clad ISD experiment.
decided (i.e. for simplicity and practicality) to allow the same sections of all the walls to disappear at the same time. Because of this sudden change in ventilation, the FDS ceiling temperatures experienced a sudden dip, rather than a gradual decrease as observe in the experimental results. However, this sudden dip allows the model to capture the heat flux behaviour better and was thus decided to keep to this method of modelling the cladding. The modelling of this complex phenomena will remain a challenge in future work.

The heat flux curves at the door and at 1 m away from the door of the FDS model and the experimental results are depicted in Figs. 25 and 26, respectively.

The heat fluxes at the door of the FDS model compare relatively well to the experimental values, as depicted in Fig. 25. Considering the heat flux curve at Level B and C (Level A was damaged) of the FDS model and of the experiment, it is clear that the overall trend is captured by FDS. The model also captured the peak corresponding to the complete ignition of the cardboard, but overpredicts the peak corresponding with the complete ignition of the timber cladding (i.e. at approximately 4.8 min). The average heat flux during the fully developed stage (i.e. from the end of flashover to collapse) of the model (Level B) is 111 kW/m$^2$, which is higher than the average heat flux during the fully developed stage of 93 kW/m$^2$ for the experiment (Level B). It should be noted that the assumptions made to model the timber cladding will have an influence on the results. As depicted in Fig. 26, the curve predicted by FDS captures the experimental curve well with an average heat flux during the fully developed fire stage of 51 kW/m$^2$ compared to 43 kW/m$^2$. The overall trend at 1 m away from the door is well captured by the FDS model. In both cases (i.e. at the door and at 1 m away from the door) the model tends to overpredict the heat flux values (especially at the door). As discussed earlier the sudden drop in heat flux at approximately 4.9 min corresponds with the burnout of the timber cladding.

The heat flux curve at the window and at 1 m away from the window for the FDS model and the experimental results are depicted in Figs. 27 and 28, respectively.

Considering Fig. 27 closely, it seems that the FDS model is overpredicting the heat fluxes experienced. In the experiment, the timber cladding at the window started to burn away a lot earlier than the prescribed time in FDS. This is because the sudden drop in heat flux in the experimental results, corresponding with the burnout of the cladding, occurred at approximately 4.3 min, rather than at 4.9 min as modelled in FDS. Additionally, the FDS model overpredicts the peak in heat flux that corresponds with the full ignition of the cardboard. This is mainly due to the following reasons: (a) the assumed combustion efficiency of 1 may be too high (i.e. the heat of combustion of the cardboard could be slightly less), and (b) the way FDS modelled the flame spread across the surface of the cardboard was possibly more rapid than the experiment, meaning more cardboard burned at a particular place in time. This is most likely as a result of the assumed thermal inertia from the literature. Note that a higher thermal inertia will result in a slower surface spread rate. The average heat flux during the fully developed fire stage at the widow of the FDS model is 108 kW/m$^2$, which is higher than the experimental average heat flux of 88 kW/m$^2$. Although significant work is
required to refine modelling techniques for timber clad informal dwellings, this work does provide a significant step in the right direction in terms of capturing the general behaviour. Challenges with ventilation conditions varying continuously will not easily be overcome by any modelling software due to the complex input parameters required.

Figure 25. Heat fluxes at the door.

Figure 26. Heat fluxes at 1 m away from the door.

Figure 27. Heat fluxes at the window.
The average heat flux during the fully developed fire stage at 1 m away from the window of the FDS model is 49 kW/m$^2$, which compares well to experimental average heat flux of 50 kW/m$^2$. However, if the heat flux values after 4.9 min (i.e. after the timber cladding burned away) are not considered, refer to Fig. 28, the average heat flux of the FDS model would be higher than the experimental value. Although there are some deviations between the two curves, the FDS model does capture the overall trend relatively well.

7. Critical Separation Distance Based on the Numerical Models

Since the FDS modelling techniques employed suitably replicate the experimental results for the steel clad ISD, the model’s predictive capabilities can be used estimate a preliminary critical separation distance between ISDs. In order to do this, it is important to quantify the model uncertainty to produce a probability density function (as depicted in Fig. 29) in order to calculate the probability that the model value (i.e. the predicted heat flux) will be exceeded. In other words, it is important to define how accurate the prediction is for a given set of input parameters, and what an anticipated error may be.

To estimate the mean and standard deviation of the distribution the first step is to define $\ln(M/E)$ (for a more in depth derivation of the equations that follow, the reader is referred to [51]):

$$\ln(M/E) = \frac{1}{n} \sum_{i=0}^{n} \ln(M_i/E_i)$$  \hspace{1cm} (5)

where $E_i$ is a given experimental measurement and it is assumed that $E_i$ is normally distributed about the “true” value and that there is no systematic bias. According to [28] this distribution can be assumed because when experimental uncertainties are reported it is typically expressed as a standard deviation or a confidence interval about the measured value. Thus, there is no systematic bias in
a measured value because it can be quantified and adjusted accordingly. $M_i$ is a given model prediction and it is assumed that $M_i$ is normally distributed about the true values multiplied by a bias factor, $\delta$, (the bias factor is a way to express by what percentage the model is over or under predicting on average, for example, a bias factor of 1.13 means the model is over predicting by 13% on average) and $n$ is the sample size. Peacock et al. [52] discussed various possible metrics with a common metric simply comparing the predicted steady state values. In this work, by comparing the steady state heat fluxes (i.e. comparing the experimental heat fluxes to the modelled heat fluxes) at all the TSC positions, $\ln(M/E) = 0.45$ is obtained. Table 5 lists the steady state heat fluxes and TSC positions for both the steel clad dwelling experiment and FDS model along with the procedure used in Eq. 5.

An alternative way of explaining this is by plotting the predicted heat fluxes against the measured heat fluxes, as depicted in Fig. 30. All the horizontal bar and part of the vertical bar represents the total experimental uncertainty [28]. If the experimental uncertainty can be quantified, then the model uncertainty can be obtained as a result.

The least squares estimate of the standard deviation of the combined distribution is defined as:

$$\tilde{\sigma}_M^2 + \tilde{\sigma}_E^2 \approx \frac{1}{n-1} \sum_{i=0}^{n} \left[ \ln(M_i/E_i) - \ln(M/E) \right]^2$$

(6)

where $\tilde{\sigma}_E$ is the experimental uncertainty, which is known (for heat flux measurements $\tilde{\sigma}_E = 0.11$ [28]), $\tilde{\sigma}_M$ is the model uncertainty. Equation 6 forces a constrained on $\tilde{\sigma}_E$ that the model uncertainty cannot be less than the experimental uncertainty [28] because it is impossible to demonstrate that the model has less uncertainties that the experiment, thus leading to the following expression:

$$\tilde{\sigma}_E^2 < \frac{1}{2} \text{var}(\ln(M/E))$$

(7)
By substituting the known values into Eq. 6, \( \sigma_M = 0.23 \) is obtained. An estimate of \( \delta \) can be found using the mean of the distribution:

\[
\delta \approx \exp \left( \ln (M/E) + \frac{\sigma_M^2}{2} - \frac{\sigma_E^2}{2} \right)
\]

By substituting the known variables into Eq. 8 a bias factor of 0.92 is obtained, indicating that this model tends to underpredict the heat flux values by 8%. From this a mean and a standard deviation can be calculated and from it a bell curve can be drawn:

\[
\mu = \frac{M}{\delta} = \frac{5.5}{0.92} = 6; \quad \sigma = \frac{\sigma_M M}{\delta} = 0.23 \frac{5.5}{0.92} = 1.37
\]
where \( M = 5.5 \text{ kW/m}^2 \) in this case is the average heat flux, during the steady state phase (starting at approximately 13 min) at 3 m away from the door, predicted by the FDS model. The bell curve is depicted in Fig. 31.

The shaded area beneath the bell curve is the probability that the “true” heat flux can exceed the critical heat flux, and can be expressed via the complimentary error function:

\[
P(HF > H_{Fc}) = \frac{1}{2} \text{erfc} \left( \frac{H_{Fc} - \mu}{\sigma \sqrt{2}} \right) = \frac{1}{2} \text{erfc} \left( \frac{8.5 - 5.9}{1.3 \sqrt{2}} \right) = 0.033
\]

This indicates that there is a 3.3% chance that fire spread can occur if the adjacent dwelling is 3 m away, based on these FDS model predictions. Note that a very conservative CHF value for cardboard (8.5 kW/m\(^2\)) was used, if the CHF is changed to 10 kW/m\(^2\) the probability of the predicted heat flux exceeding 10 kW/m\(^2\) is 0.16%. Additionally, if the CHF is exceeded the heat flux must be sustained for a specific amount of time for the cardboard to eventually ignite. Note that the cardboard of an adjacent dwelling is typically exposed to these heat fluxes as a result of poor construction methods, or gaps as a result of the flutes [19]. This finding is similar to [53] but is slightly less conservative than [19] that found that a safe separation distance should be 3.8 m. In [19] the calculations to estimate the safe separation distance was made by using the maximum heat flux values, rather than the steady state values, in Beer’s Law. The findings would be very similar should one use the average steady state heat flux values in the equations used by [19].

Since FDS demonstrated its ability to match the experimental results for the timber clad ISD, the model’s predictive capabilities can be used estimate a preliminary critical separation distance between timber ISDs. Following the same logic as for the steel clad section, Eq. 5 gives \( \ln(M/E) = 0.11 \). The scatter plot of model predictions and experimental measurements for the timber clad dwelling are depicted in Fig. 32.

Using \( \ln(M/E) = 0.11 \) in Eqs. 6 and 8, gives a model standard deviation of 0.09 and a model bias factor of 1.06, indicating that the model tends to overpredict by 6% on average. Using Eq. 9, \( \mu = 7.45, \sigma = 0.68 \), assuming a critical heat flux for fire spread to occur as 8.5 kW/m\(^2\) and using a predicted heat flux of \( M = 7.9 \text{ kW/m}^2 \) (i.e. as predicted by the FDS model at 3 m from the door at Level A), the chance that the CHF of cardboard is exceeded at a distance of 3 m is 6%, based on these FDS model predictions. This indicates that it is unlikely for fire spread to occur at 3 m. It should be noted that if the wind conditions become unfavorable this finding will be different.

### 8. Conclusion

This paper has discussed the issues related to, or contributing to, fires in informal settlements and the lack of understanding pertaining to fire dynamics in ISDs and numerical modelling of ISDs. The paper focused on demonstrating numerical
models against full scale experiments, and using the models developed to predict a critical separation distance between dwellings. The paper showed that there are challenges to demonstrate the compartment fire behaviour, with FDS, without experimental data (i.e. heat flux and temperatures from the experiments). It shows the complication surrounding compartment fires where leakages are present, and difficulties associated with sudden changes in ventilation conditions (e.g. timber cladding burning), and how these unique phenomena affect the estimation of heat fluxes to the surrounding environment. The predicted two-zone models gas temperatures showed good correlation to the experimental gas temperatures. However, the OZone models were limited and cannot predict heat fluxes, which is crucial when trying to understand fire spread behaviour in informal settlements.

**Figure 31.** Probability of fire spread occurring at 3 m spacing, between door opening and the adjacent dwelling. Note that the critical heat flux where fire spread could occur is assumed to be the critical heat flux of cardboard (i.e. one of the most common lining materials in informal settlements).

**Figure 32.** Scatter plot of model predictions and experimental measurements for the timber clad dwelling.
Additionally, OZone limits the number of openings per wall to 3, which is not ideal from dwellings with high wall porosity (i.e. like ISDs).

Two full-scale burn experiments have been conducted on ISDs looking at the difference between timber and steel clad dwellings. It was found that temperatures in an ISD can reach 1000–1150°C depending on the total fuel load (i.e. including the structure). The maximum heat fluxes experienced were relatively similar for the steel and timber dwelling, where the steel clad dwelling had an average heat flux at the window (Level A) and the door (Level B) of 80 kW/m² and 88 kW/m², respectively and the timber clad dwelling had an average heat flux at window (Level A) and door (Level A) of 88 kW/m² and 93 kW/m², respectively. It is clear that the heat fluxes experienced for both the timber and steel clad dwelling are extremely high and as a result a minimum separation distance of 3 m should be kept between these dwellings. However, this is not always possible because of socio-economic issues.

Based on the given input parameters used in the FDS models in this work, it was found that at a separation distance of 3 m that there was a 3.3% and a 6% chance that the heat flux would exceed the critical heat flux of cardboard for the steel clad and timber clad dwelling, respectively. It should be noted that this is only applicable for the experiments done in this work and that factors such as wind and different fuel load will affect the critical separation distance.

As a result of the complex nature of ISDs, social particularities and inherently unregulated environments, significant challenges are confronted when developing interventions for informal settlements. Thus, the problems cannot be identified, isolated and solved in a similar manner than commercial buildings or formal dwellings. However, with more than one billion people residing in informal settlements it is a cause for serious concern, and there is a significant need to understand and improve fire safety in informal settlements.
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