Unsupervised Anomaly Detection in 3D Brain MRI using Deep Learning with Multi-Task Brain Age Prediction
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ABSTRACT

Lesion detection in brain Magnetic Resonance Images (MRIs) remains a challenging task. MRIs are typically read and interpreted by domain experts, which is a tedious and time-consuming process. Recently, unsupervised anomaly detection (UAD) in brain MRI with deep learning has shown promising results to provide a quick, initial assessment. So far, these methods only rely on the visual appearance of healthy brain anatomy for anomaly detection. Another biomarker for abnormal brain development is the deviation between the brain age and the chronological age, which is unexplored in combination with UAD. We propose deep learning for UAD in 3D brain MRI considering additional age information. We analyze the value of age information during training, as an additional anomaly score, and systematically study several architecture concepts. Based on our analysis, we propose a novel deep learning approach for UAD with multi-task age prediction. We use clinical T1-weighted MRIs of 1735 healthy subjects and the publicly available BraTs 2019 data set for our study. Our novel approach significantly improves UAD performance with an AUC of 92.60% compared to an AUC-score of 84.37% using previous approaches without age information.
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1. INTRODUCTION

Brain Magnetic Resonance Images (MRIs) are widely used in research and clinical practice for the diagnosis and treatment of neurological diseases. However, reading and interpreting MRI remains a challenging task. So far, diagnosis requires the manual assessment of the MRIs by trained physicians which is time and resource consuming and especially error-prone in case of unexpected anomalies. Hence, a fast and accurate decision support tool would have the potential to reduce the workload for physicians, save costs and significantly improve the diagnostic procedure. Recently, supervised deep learning has shown promising results for automatic detection and segmentation of brain lesion in MRI. However, these methods require large-scale data sets with pixel-level annotations, which are costly and time-consuming to obtain. Also, it is typically easy to collect data from healthy subjects compared to data that represents rare diseases, while supervised deep learning is particularly challenging in the case of unbalanced data.

In contrast, deep learning for unsupervised anomaly detection (UAD) in brain MRI has been recently proposed, which only relies on healthy brain MRI data. Here, the underlying concept for anomaly detection is typically that a network learns to compress and reconstruct the anatomical features of a healthy brain but will not be able to reconstruct unseen anomalies. While a wide range of deep learning methods have been recently proposed for UAD, these methods only learn from image information, i.e., the appearance of healthy brain anatomy in MRI. However, additional patient information such as age is typically considered by radiologists for diagnosis, as the deviation between brain age and the actual chronological age can be considered a biomarker for brain abnormalities. However, although chronological age is almost always available, and can be used to characterize deviations from normal brain development, so far it has not been considered for UAD in brain MRI with deep learning. Also, recently it has been demonstrated that brain age may be estimated from MRI with deep learning and yet these findings have not been used for UAD. This opens up the question whether additional age information helps the task of UAD. We systematically study deep learning for UAD in 3D brain MRI combined with age information. We consider age information as an additional input that affects the latent space and as an additional task that allows for brain age analysis. Also, we evaluate a novel combined anomaly score that also considers the difference between predicted brain age and chronological age.
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2. METHODS

2.1 Data Sets

We use a data set with T1-weighted 3D MRIs of 1735 healthy subjects (mean age 45.44 ± 16.85 years) from different scanners of 22 vendors and with different field strengths (1T, 1.5T, and 3T). The scans were acquired during clinical routine with a standard 3D gradient echo sequence and 68 different scanner configurations. All MRIs have been carefully reviewed by experts and are anonymized. For evaluation of the anomaly detection performance, we consider the publicly available BraTS 2019 data set\textsuperscript{11–13} and use a subset of 240 MRIs (mean age 60.31 ± 12.85 years) from the 335 available MRIs, as age information is not available for the entire data set. We evaluate our methods based on sample level anomaly detection performance, i.e., whether a 3D MRI of a subject is abnormal. Hence, all MRIs, which are ensured to only contain data from healthy subjects are assigned the label healthy/normal, and all MRIs of the BraTs 2019 data set are assigned the label unhealthy/anomalous. We follow the preprocessing steps of a comparative study on different UAD methods,\textsuperscript{3} including skull stripping, denoising, and standardization. We interpolate all scans to the same isotropic voxel resolution of 1 mm × 1 mm × 1 mm, and crop excessive background by using brain masks of the MRIs. For computational efficiency we downsample our volumes by a factor of 2.5, i.e., from 160 × 192 × 166 to the size of 64 × 77 × 66 voxels.

We split our data stratified with respect to the subject’s age. For training, we use 1255 MRIs of healthy subjects. For validation, we use 80 MRIs of healthy subjects combined with 40 MRIs from the BraTs 2019 data set. For testing, we use 400 MRIs of healthy subjects combined with 200 MRIs from the BraTs 2019 data set.

2.2 Deep Learning Methods

As a baseline method we consider the concept of variational autoencoders (VAEs),\textsuperscript{14} which have shown promising results in previous works on UAD in brain MRI\textsuperscript{3,15,16} while being easy to optimize, involving few hyperparameters, and providing fast inference time. The architecture of our VAE is adapted from a recent comparative study on UAD.\textsuperscript{3} Our VAE and our different methods for considering age information are shown in Figure 1. We learn directly from entire volumetric T1-weighted MRIs, hence we use 3D networks for all our experiments.\textsuperscript{17} We study two concepts for combining deep learning for UAD in brain MRI with age information. First, we consider the chronological age \(a_c \in \mathbb{R}_+\) as an additional network input that affects the latent space representation. To this end, we transform the latent space by multiply the age element-wise with \(z\), hence \(\tilde{z}_i = z_i \cdot a_c\). We call these method VAE-\(a_c\). Second, we consider age prediction as an additional task and branch off a regression layer before the latent space of the VAE, as shown in Figure 1. We refer to this multi-task architecture concept as VAE-\(a_p\). For all VAEs, we set the latent space size to \(n_z = 2048\), determined based on preliminary experiments using our validation set.

Considering the concept of VAEs we train the baseline without any age information using the following objective.

\[
\mathcal{L} = L_{\text{Rec}}(\hat{x}, x) + L_{KL}(q(z|x), p(z))
\] (1)
where we use the voxel-wise reconstruction error where we use the voxel-wise \( L_1 \)-distance between the input volume \( x \) and the output volume, i.e., reconstruction \( \tilde{x} \). Then, we train our methods with \( a_c \) as an additional network input, while the objective remains the same as for the baseline VAE. Last, we consider our multi-task method leading to

\[
\mathcal{L} = L_{\text{Rec}}(\tilde{x}, x) + \beta L_{KL}(q(z|x), p(z)) + \gamma L_{\text{Age}}(a_p, a_c)
\]

with weighting factors \( \beta, \gamma \in \mathbb{R}_+ \). \( L_{\text{Age}} \) describes the additional loss-term for the supervised regression task of brain age prediction. Here, we use the \( L_1 \)-distance between \( a_p \) and \( a_c \). We set \( \beta = 1 \) similar to previous works on UAD with VAEs\(^\text{3, 15, 16}\) and also set \( \gamma = 1 \). No hyperparameters are specifically tuned and we train our methods for 400 epochs with standard learning rate of \( \alpha = 0.001 \) and a batch size of 32 using Adam for optimization.

After training with healthy MRIs only, anomalies in a test image can be detected by considering different anomaly scores. Typically, \( L_{\text{Rec}} \) or \( L_{KL} \) are used\(^\text{3, 15}\). Our approach VAE-\( a_p \) also provides an additional anomaly score \( L_{\text{Age}} \), the deviation between the predicted brain age and the chronological age. We study the discriminative performance of the individual scores and also consider a combined anomaly score.

\[
\mathcal{L}_{\text{score}} = \alpha_\ell L_{\text{Rec}}(\tilde{x}, x) + \beta_\ell L_{KL}(q(z|x), p(z)) + \gamma_\ell L_{\text{Age}}(a_p, a_c)
\]

Since the different anomaly scores differ by several orders of magnitude we introduce weighting/scaling factors \( \alpha_\ell, \beta_\ell, \gamma_\ell \in \mathbb{R}_+ \) for the combination, and use our validation set performance to utilize a small grid search to find the scaling factors with \( \alpha_\ell \in \{0.0, 0.001, \ldots, 2\} \), \( \beta_\ell = 1 \), and \( \gamma_\ell \in \{0.001, \ldots, 20\} \). All our methods are implemented in PyTorch (v1.7.0) and trained on a NVIDIA Tesla V100-32GB.

### 3. RESULTS

The anomaly detection performance for the methods is shown in Table 1. For evaluation of our anomaly detection performance independent of the operating point, we consider the area under the ROC curve (AUC) and the area under the precision-recall curve (AUPRC). Considering the clinical application of our methods, we utilize the ROC curves of the models and evaluate the best possible specificity (Specificity\(_{(100\%)}\)) of the methods for a sensitivity of 100%. We report 95% confidence intervals (CI) using bias corrected and accelerated bootstrapping with \( n_{\text{CIs}} = 10,000 \) bootstrap samples. For the evaluation of age prediction, we consider the mean absolute error (MAE) for age prediction on normal (MAE\(_N\)) and abnormal data (MAE\(_A\)).

Compared to our baseline VAE, transforming the latent space with \( a_c \) leads to around 4% and 35% performance improvement considering the AUC and Specificity\(_{(100\%)}\), respectively. Considering age prediction as an additional task (VAE-\( a_p \)) leads to 10% and 67% performance improvement compared to the baseline VAE considering the AUC and Specificity\(_{(100\%)}\), respectively. Also, our results show that age prediction on normal data can be performed with a MAE\(_N\) = 7.13 ± 5.77, while the prediction error is increased by a factor of two on abnormal data.

Evaluating the discriminative performance of the anomaly scores in Figure 2 shows that \( L_{KL} \) works best considering the individual anomaly scores, while combining the scores allows for further performance improvements for all methods.

### 4. DISCUSSION AND CONCLUSION

We study UAD in 3D brain MRI using deep learning methods with brain age information and systematically study the discriminative performance of additional age information. Previously, this task has been addressed by considering image information only.\(^\text{3, 15, 19}\)

Compared to the baseline VAE, combining the VAE with age information either by transforming the latent space, or by considering age prediction as a multi-task leads to performance improvements in both cases with 35% and 67% performance improvements, receptively. It stands out that age prediction as a multi-task works
best and is superior to transforming the latent space with $a_c$, i.e., providing $a_c$ directly as an input. This suggests that the additional task provides effective regularization for UAD. Also, this approach provides an additional anomaly score $L_{Age}$. Our results highlight that the age prediction performance between normal and abnormal data clearly deviates, which further motivates $L_{Age}$ for discrimination. Comparing the discriminative performance of the anomaly scores in Figure 2 shows that the anomaly score $L_{KL}$ leads to the best individual performance. Combining the scores allows for further performance improvements, similar to previous findings on this topic. While $L_{Age}$ allows to improve the performance, the overall performance gains of our methods are not solely based on this additional anomaly score. In fact, using our multi-task concept significantly improves the detection performance of the anomaly score $L_{KL}$. This signifies once again that considering age information as an additional task helps the general concept of UAD. For future work, our approach could be applied to more anomaly detection scenarios and diseases.

So far, there is no public benchmark anomaly detection data set available, which would help our work and the field of UAD in general. Considering that our anomalies exclusively constitute brain tumors, our approach and the additional age anomaly score could be even more promising for detecting neurodegenerative and neuropsychiatric diseases, where brain age is more commonly used. Hence, studying our novel approach on a data set with various pathologies that covers the entire age spectrum represents a promising direction for future work. Overall, our results confirm our hypothesis that additional brain age information helps the task of UAD in brain MRI. These results should be considered as age information is simple to obtain and almost always available.
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