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I. INTRODUCTION

A. Relevance to the practical field:

As cyber-crime has been on a prowl all over the internet in the recent times [35]. My research would help a user in detecting a phishing website which would further help him protecting his personal details from getting exposed [2]. As it was a website the user can easily access our approach. The main objective of this paper was to detect them in their early stage, using both machine learning and deep learning [1]. Of the above three, the machine learning based method is proven to be most effective than the other methods. Even then, online users are still being trapped into revealing sensitive information in phishing websites [34].

B. Importance of the proposed methodology:

For our project, 5000 URLs of both the legitimate and the phishing URL’s are randomly picked and trained using machine learning algorithms which provides the more accurate information about the phishing URL. It is independent on the third party [3]. This model is cheap and easily accessible to anyone.

It works on the real time environment as it is trained based on several feature selection so even if new phishing website created it can detect up-to some extent.

II. BACKGROUND STUDY

A. Background Study-

Coming to the Background study of the project we had to refer to many websites, tutorials etc. to concluding on flags that have to be used for the data preprocessing in addition to this multiple books and videos have been referred for understanding and deciding not he machine learning algorithms that have to be used for our project [4]. For the real-time integration of the project the official documentation of the frame work has been read in order to understand it’s functionality.

B. Limitations of Previous study-

Constructing a dataset for the anti-phishing system is a trivial issue [5]. There are some web-based services, which give URLs of the phishing web pages. However, they share a limited amount of data in their web pages. The existing models are not cost effective and require the good configuration of the device to run the model [28]. Since creating a web page is usually considered as an easy and cheap task, for phishing the users, an attacker can quickly create a webpage that is fraudulent, which will have a very small lifespan. Therefore, the detection of these phishing websites at their early stages itself is very important for saving the information from getting stolen from a user [6]. But this thing lacks in the current existing model.

C. Objectives of proposed methodology-

One of the most common social engineering methods that are on a prowl in this century is a phishing website.

A phishing website is basically a website, that mimics trustful uniform resource locators (URLs) and webpages [7]. The objective of our paper is to test and compare some of the most renowned machine learning algorithms and usage of neural networks on the dataset that was created by us, in order to detect the phishing websites [8]. The dataset has been prepared by looking at multiple sources which stated about the multiple flags that we must place in order to decide
a website as phishing website[9].

The accuracies achieved by each model will be measured and a table will be provided stating their respective training and testing accuracies. In orders increase the functionality of the project the best classifier is saved [29]. The best classifier model saved and the website has been developed and linked to this model using flask, in order to improve their real time approach inaccessibility [10].

D. Exact definition of the problem:

As of now many phishing website detectors has come in to the technology but their efficiencies are not high and accurate [30]. The algorithms usage and data preprocessing would have been major issues during their respective implementations of the projects [11]. In our implementation we have done our own data preprocessing that we have learnt from our research and performed the comparative analysis using appropriate relatable algorithms [12]. After the data preprocessing is done and they are linked with the relatable machine learning algorithms, their accuracy scores are evaluated and compared how they performed when compared to the other algorithms [31].

III. METHODOLOGY

A. Methodology adopted:

Data Collection : Legitimate URLs are collected from the dataset provided by the University of New Brunswick [13]. Phishing URLs are collected from ‘PhishTank’. The main benefit of using ‘PhishTank’ is that the format of dataset availability is vast.

Feature Selection: After the Data collection feature selection process has to be done. For the feature selection, multiple categories of features are taken into consideration. The main features that are taken into consideration are the address Bar based Features, Domain Based Features and webpage dependent features [14].

Machine Learning Models Training: This comparative analysis comes under the task of classification problem, as the output label is classified as phishing (1) or legitimate (0)[15]. Thus, taking this into consideration, the machine learning models that are considered for this task are Random Forest, Decision Tree, XGBoost, Multilayer perceptron, Support Vector Machines and autoencoder neural networks [16].

Model Evaluation: The models are evaluated, and the considered metric is accuracy and the F1 score [26]. All the above ML algorithm accuracy on the data set will be calculated and the highest will be stored and will selected for the further deployment of that model. Real Time Integration: The best Classifier is saved and linked to the developed website for a client to use our product in real time [17].

B. Data Collection:

Legitimate URLs are collected from the dataset provided by University of New Brunswick. From the total dataset, 5000 URLs are randomly picked [18].

The Phishing URLs are downloaded from a website called Phishtank. This service provides phishing URLs in different formats such as csv, json etc. The best part about this service is that the data that is being provided gets updated hourly [19]. This dataset is available to public; thus, it was used for this research. Form the obtained phishing URL dataset’s collection, 5000 URLs are randomly picked. After the URL data is selected the dataset is created using feature selection [32].

After the Data collection feature selection process has to be done. The following features are selected for the feature selection flags [20].

HTML & Javascript based Feature Address Bar based Features considered are ‘Domain’ of URL, Redirection ‘//’ in URL, IP Address in URL, ‘http/https’ in Domain name, ‘@’ Symbol in URL, Using URL Shortening Service , Length of URL , Prefix or Suffix “- ” in Domain ,Depth of URL [21].

Domain based Features considered are, DNS Record, Age of Domain, Website Traffic, End Period of Domain HTML and JavaScript based Features considered are, Iframe Redirection, Disabling Right Click, Status Bar Customization, Website Forwarding [22].

After extracting all the features, 17 independent variables were collected for the utilization. The distribution has been provided in the below [27]. The distributions state about the major numerical value presence of the data in every separate individual variable.

The visualization is developed depending on their frequency of variables in the data. For the convenience of easier understanding, we have provided a histogram as a method for visualizing the data [23].
Analytical computation and tools used: For the implementation and execution of the project multiple software and analytical tools.

Software Tools: VS code, Anaconda prompt, Anaconda Navigator, Jupyter Notebook.

Analytical Tools: Numpy, Pandas, Tensorflow, Sci-kit learn, Keras, Matplotlib.

IV. RESULTS

A. Results:

After the training and testing of the machine learning algorithms the comparison between the algorithms has been made by gaging their accuracy scores on both the training and testing data in to considerations[24]. The accuracy scores have been shown of the model have been presented below.

B. Interpretation of the results:

According to our project we thought of detecting a phishing website using machine learning models XGBOOST, Random forest, decision Tree, Autoencoder model, SVM, Multilayer Perceptrons and the machine models have been trained using dataset [25]. Our aim was to achieve a model with an efficient accuracy which we have achieved successfully after the implementation of the project.

C. Inferences from the results:

The inference for our project would be the accuracy table which we have developed at the end of our implementation. This result will help us in understanding the most prominent algorithm that can be used for the task of detection.

| ML MODEL                | TRAIN ACCURACY | TEST ACCURACY |
|-------------------------|----------------|---------------|
| XGBoost Classifier      | 0.868          | 0.851         |
| Multilayer Perceptrons  | 0.866          | 0.85          |
| AutoEncoder             | 0.817          | 0.818         |
| Random Forest           | 0.826          | 0.807         |
| Decision Tree           | 0.817          | 0.797         |
| Support Vector Machines | 0.805          | 0.792         |

Table 1 - Accuracy Scores of models

V. SUMMARY

A. Summary:

After our research, implementation and execution we have come to the conclusion that there are quite a few independent variables in order to classify whether a website is legitimate or not. After the implementation of the machine learning models we have also inferred from the results that the working of machine learning algorithm will be affected widely in it’s working depending on the data set (the number of independent and dependent variables).

Out of all of the machine learning models used XGBOOST classifier worked very efficiently compared to the other’s that have been considered for our comparative analysis. The website that was developed as a part of a project was also working very effectively in detecting the phishing website URL’s.

B. Conclusion:

Through the development of this research not only have I learnt about Machine learning but also the leading framework which are used in the industry currently. This research is also helpful for me in my future researches continuing in this domain.

C. Scope for future study:
As we have already a real time implementation in our project the scope for future work for our project would be creating a GUI or web extension which would help our user if he accesses any phishing websites by any chance [33]. The efficient of our product can be increased drastically provided your given access to the current fishing website data collection. As cybercrime is a very prominent in our generation. The scope of future work for this project is perennial.
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