Numerical Analysis of H-PDLC Using the Split-Field Finite-Difference Time-Domain Method
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Abstract: In this work, an accurate numerical modeling of the diffraction properties of transmission holographic polymer dispersed liquid crystal (H-PDLC) gratings is presented. The method considers ellipsoid geometry-based liquid crystal (LC) droplets with random properties regarding size and location across the H-PLDC layer and also the non-homogeneous orientation of the LC director within the droplet. The direction of the LC director inside the droplets can be varied to reproduce the effects of the external voltage applied in H-PDLC-based gratings. From the LC director distribution in the droplet, the permittivity tensor is defined, which establishes the optical anisotropy of the media, and it is used for numerically solving the light propagation through the system. In this work, the split-field finite-difference time-domain method (SF-FDTD) is applied. This method is suited for accurately analyzing periodic media, and it considers spatial and time discretisation of Maxwell’s equations. The scheme proposed here is used to investigate the influence on the diffraction properties of H-PDLC as a function of the droplets size and the bulk fraction of LC dispersed material.
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1. Introduction

Holographic polymer dispersed liquid crystal (H-PDLC) gratings are formed by the interference of light on a mixture of liquid crystal (LC), monomer and dye (which shows sensitivity to light). During the recording process of H-PDLC gratings, a separation between polymer-rich and LC-rich areas is produced in the so-called photo-polymerization-induced phase separation process (PIPS) [1]. In this process, the polymerization generates areas in which the LC is concentrated, forming droplets. This LC domain has the same period as that of the recording interference pattern. The processes of recording H-PDLC are well described in [1,2]. A user can modify the LC orientation controlling an external field, setting up an electrically-switchable hologram. Moreover, H-PDLCs have additional well-known properties such as birefringence and optical anisotropy, amongst others. As a result of all these properties, H-PDLCs are of great interest due to the possibility of applying them to many optical systems such as electrically-switchable [3,4] and tunable photonic devices [5], wavelength filters [6], 3D displays [7,8], holographic waveguides [9], optical memories [10] and photonic crystals [11–13].
H-PDLCs regarding diffractive optics behave as Bragg gratings. However, the morphological arrangement of the different droplets, the size and the ratio between the area of the LC and the polymer are not usually considered in the approaches used for analyzing this kind of system. There are some theories to analyze this kind of problem. It is worth noting some of them such as the shaped-droplet model based on Montemezzani’s coupled wave theory [14,15], Wu’s model of droplet axis reorientation [16] and the effective medium theory by Sutherland in [17]. Kubytsky et al. [18] combined the developments in [17] with the Monte Carlo simulation for predicting the director profile within the droplet.

Some works regarding the application of finite-difference approaches towards the simulation of LCs can be found in the literature. Wang et al. [3] applied the standard FDTD method to the analysis of LC-based switchable Bragg gratings. A specific application of H-PDLC and FDTD was published by Kubytsky et al. [2] that applied the approach to a regular array of cylindrical LC droplets. In this work, the LC director projection out of the plane of incidence is considered zero. However, in real LC droplets, this condition may not be fulfilled. The main problem derived from applying finite-difference schemes to periodic media is related to the spatial discretization of Maxwell’s equations. This discretisation forces a limit on the extent of the simulation grid. Thus, a finite plane of incidence is defined instead of the infinite plane of incidence needed in periodic media. To avoid this problem, periodic boundary conditions (PBCs) should be applied. However, PBCs show low accuracy for oblique angle plane wave sources in the standard FDTD scheme due to the phase variation across a unit period of the structure and the time-domain nature of the method. In both works previously mentioned [2,3], the drawbacks related to the application of the standard FDTD formulation to periodic media without periodic boundary conditions are shown [19].

The split-field FDTD (SF-FDTD) scheme avoids the drawbacks previously addressed by using a set of field transformation techniques that permits an accurate simulation of plane waves under an oblique angle of incidence [20]. SF-FDTD has been the focus of some researchers that improved the formalisms to make them useful for different situations such as anisotropic media [21,22], birefringent and dichroic media [23], non-linear materials [24,25] and high-performance computing (HPC) [25–27].

Here, we present the results of the simulation of the light propagation through the H-PDLC composed by a set of random droplets concerning shape, size and location embedded in a polymeric solid matrix. To the best of our knowledge, this is the first numerical solution that models the random behavior of the sample creation regarding size, allocation and non-homogeneous orientation of the LC director within the LC droplet. The authors consider that this approach is quite similar to the actual generation process of a real H-PDLC grating. The formulation chosen for the numerical simulation permits accurate simulation of arbitrary anisotropic media [21]. The LC director profile is directly predicted using the Monte Carlo (MC) and Metropolis simulation [2,18,28] for each spatial cell in the SF-FDTD grid. Hence, from the orientation of the LC director, the different components of the permittivity tensor are derived and used to update the electromagnetic fields as a function of time and space. The results show that this model sets up a reliable numerical solution for predicting the behavior of H-PDLC.

2. Model Description

The considered setup for modeling two-dimensional H-PDLC structures is based on a spatial discretisation of the medium that permits solving Maxwell’s equations using SF-FDTD. Figure 1 shows the computational domain, where one period of the H-PDLC structure is represented. Periodicity is along the x-axis, and the thickness of the layer is along z-axis. Specifically, Figure 1 illustrates an H-PDLC grating with a thickness $d = 8 \mu m$. The plane wave is generated in a virtual interface (see the white arrows at the bottom of Figure 1) between the media and the perfectly matched layer (PML) considered in both the upper and the bottom edges of the grid [29]. PML uses a non-physical lossy medium to limit the extent of the computational domain in the non-periodical direction. Instead
of considering the electric and magnetic fields the new field variables \( P \) and \( Q \) are discretized in the SF-FDTD equations. More precisely, the following variables are considered:

\[
P = E e^{jk_x x},
\]

\[
Q = c \mu_0 H e^{jk_x x},
\]

where \( c \) is the speed of light for free space, \( \mu_0 \) is the magnetic permeability in a vacuum, \( k_x = (\omega/c) \sin \theta_{inc} \), with \( \theta_{inc} \) being the angle of incidence of the plane waves and \( \omega \) the angular frequency. \( E \) and \( H \) are the electric and magnetic field amplitudes, respectively. Materials in this paper are assumed to work in the linear regime, i.e., only three dielectric constants \( (\epsilon_{1,2,3}) \) and the Euler angles \( (\alpha, \beta, \gamma) \) are necessary to specify the full tensor description \( (\epsilon) \):

\[
\epsilon = \begin{bmatrix}
\epsilon_{xx} & \epsilon_{xy} & \epsilon_{xz} \\
\epsilon_{yx} & \epsilon_{yy} & \epsilon_{yz} \\
\epsilon_{zx} & \epsilon_{zy} & \epsilon_{zz}
\end{bmatrix} = T^{-1}(\alpha, \beta, \gamma) \left[
\begin{array}{ccc}
\epsilon_1 & 0 & 0 \\
0 & \epsilon_2 & 0 \\
0 & 0 & \epsilon_3
\end{array}
\right] T(\alpha, \beta, \gamma),
\]

where \( \epsilon_i \), with \( i = 1, 2, 3 \) the relative dielectric constants corresponding to the principal axes of the coordinate system. \( T \) is the transformation matrix that is fully detailed in [21].

**Figure 1.** Geometry of the computational domain. The color map represents the refractive index of the media.

Substituting (1) and (2) into Maxwell’s equations, a set of differential equations is generated that can be solved through the application of a finite-difference approach for both time and spatial derivatives. The reader can find specific information about the implementation of this method in the literature, e.g., the works of Roden et al. [20] established the bases of the approach, and Oh et al. [21] extended the SF-FDTD formulation for the periodic anisotropic structures. The authors have fully
implemented this method to include acceleration techniques based on parallel computing and HPC solutions [25].

The director distribution inside the LC droplet is numerically simulated to find the relative dielectric permittivity tensor of LC. The relationship between the angles $\alpha$, $\beta$, and $\gamma$ shown in (3) and the LC director vector $\mathbf{n}$ can be identified in Figure 2. Lebhohl and Lasher defined in [30] a simple model of nematic LC. This model assumes that particles are treated as interaction spins with a variable orientation, but fixed concerning the position. The MC method with the Metropolis algorithm is in charge of minimizing the free energy [2,18] defined in Equation (4).

$$E = -\xi \sum_{\langle i,j \rangle} P_2(\cos \theta_{ij}),$$

with $P_2(x) = 1/2(3x^2 - 1)$ (second rank Legendre polynomial), $\cos \theta_{ij} = \mathbf{n}_i \cdot \mathbf{n}_j$; where $\mathbf{n}_i$ denotes the unit vector giving the orientation of the spin located at the $i$-th grid cell, which in our present context corresponds to the LC-director in the $i$-th grid cell. It is worth noting that even when 2D SF-FDTD scheme is considered, the orientation of the spin is not restricted to a two-dimensional plane. $\xi$ is the maximum interaction energy, and $\langle i, j \rangle$ indicates adjacent neighbors only. This algorithm starts considering a random initial orientation of each LC director vector of each grid cell in a droplet. The energy $E_n$ is then calculated. A random orientation is performed, and the energy $E_{n+1}$ of the new state is then obtained. The energies of both configurations are compared, and if the new state produces a reduction of the free energy, then it is retained. If the new state does not reduce the free energy ($E_n < E_{n+1}$), it will be retained with a probability $P = e^{(E_{n+1} - E_n)/kT}$. The parameter $kT$ is the product of the Boltzmann constant, $k$, and the temperature, $T$. This probability controls how fast the LC directors tend to be aligned along their long axes. The same procedure is then applied to each grid cell that defines the different droplets. The repetition of this process yields the equilibrium distribution [30]. The final orientation of the LC director within different droplets does not depend on the starting configuration. Other works reproduce the orientation of LC with physical models that are more complex such as finite element methods or variational calculus [31–33]. However, the authors consider that this model shows a good accuracy with a reasonable computational complexity for simulating the realistic behavior of the electromagnetic field interaction with the LC.

To be accurate, each single LC droplet must be represented using several grid points. In this work, we are considering the average size for an LC droplet in the range of 50–100 nm and using 170 grid cells on average to represent each LC droplet. The level of detail for each droplet can be seen in Figure 1. Precisely, in this example, 367 droplets with a random size and form have been placed randomly inside the LC region. Figure 1 shows a zoom of an area of the LC region in which the different droplets can be seen in more detail. As an example, one single droplet has been emphasized in the figure to illustrate...
the degree of precision of the spatial discretisation. The droplet marked in the figure is composed of exactly 100 squared cells.

To reduce the computational needs, some strategies based on non-uniform grid spaces can be used. However, because the libraries implemented here take advantage of HPC solutions, a uniform grid scheme provides accurate results with competitive time costs per simulation.

Figure 3 shows the scheme of the proposed algorithm. Firstly, an initial set of parameters is defined and introduced in the algorithm. Some of these parameters are related to the spatial configuration of the diffraction grating, e.g., the period of the structure $\Lambda$, the thickness of the grating $d$, $\alpha_C$ the fraction of the LC stripe in the period and $f_C$ the bulk fraction of the dispersed material. There are some additional parameters related to the microstructure of the droplets such as the major and minor sizes of the LC droplet axes $a$ and $b$, respectively. It is worth mentioning that the algorithm uses $a$ and $b$ as starting guesses to set up each droplet. However, the actual sizes of the different droplets are slightly modulated with a random pattern dealing with a set of aleatory droplets regarding size and form (see Figure 1).

![Diagram scheme of the method for simulating H-PDLC. SF, split-field.](image)

The allocation of the droplets inside the LC region is also random, and the algorithm avoids superposition of droplets. The algorithm initially computes the final area that will be filled with LC. If an ideal case is considered, all the LC and the polymer would be allocated in different regions of the grating (total phase separation). Thus, the LC area would be $\Lambda a_C d$. However, since the LC
is allocated in droplets in a solid polymeric matrix, the actual area filled with LC is slightly lower. Actually, the method establishes an upper limit known as $\Lambda_d$. Consequently, after allocating each droplet inside the LC region, the overall surface of the droplet is updated. If the total surface of the LC droplets is larger than $\Lambda_d$, then the creation of the sample finishes. If there is enough space to place more droplets, the algorithm continues until the latter condition is fulfilled.

The next step is to establish the orientation of the LC director vector. This process is performed once for each droplet and also for each grid cell within each droplet. The final direction of each cell composing the droplet is computed using the MC method according to the Metropolis algorithm [2,30]. The parameter $S$ represents the degree of order inside each droplet.

$$S = \frac{1}{2} \left( 3 \cos(\theta)^2 - 1 \right),$$

where $\theta$ is the polar angle from the $z$-axis that defines the LC director vector $\mathbf{n}$. The value of $S$ is in the range of zero for extreme disorder and one for a homogeneously parallel alignment [34]. The final configuration of the droplets can be defined by the user employing the MC Metropolis algorithm that provides the angles that define the LC director axis vector of the droplet. These angles are those defined in Equation (3) and represented in Figure 2. Here, the $\gamma$ angle is neglected since it represents the rotation spin of the vector and has no physical effects on the propagation of light. The MC procedure updates angles $\alpha$ and $\beta$. Let us note that when an external electric field is applied across the H-PDLC cell, i.e., along the $z$-axis, the LC molecules tend to align their LC-director with the electric field due to their electric dipole moment [1]. This alignment means that larger values of $S$ will emulate the application of a larger external field. Hence, a proportional relationship between $S$ and the external voltage can be assumed.

Finally, SF-FDTD performs the update of the electromagnetic fields as a function of time and space in the grid. In all cases, the illumination wavelength is 633 nm, and the grid density is 100 cells by wavelength; thus, the spatial resolution is $\Delta u = 0.633$ nm. The time resolution is a function of the angle of incidence and is computed through the Frederich–Levy–Courant condition [20,21,29].

### 3. Results and Discussion

To corroborate the accuracy of the method, the analysis of two gratings has been performed. The parameters of these gratings are summarized in Table 1. Some of these parameters have been previously defined in Section 2. The refractive index of the polymer is represented by $n_{\text{pol}}$, and $n_\perp$ and $n_\parallel$ are the LC ordinary and extraordinary refractive indexes, respectively. Grating #1 has the same parameters as those used by Kubytskyi et al. [2], and it is the basis of our validation. Grating #2 is an excellent example of an over-modulated grating, and the values of the parameters are directly related to real materials available by the authors [35].

| Table 1. Parameters of the gratings considered. |
|-------------------------------------------------|
| Grating #1 | Grating #2 |
| $\Lambda$ (µm) | 1 | 0.96 |
| $d$ (µm) | 8 | 18 |
| $\alpha_C$ | 0.5 | 0.5 |
| $\alpha_C$ | 0.8 | 0.8 |
| $n_\perp$ | 1.54 | 1.77 |
| $n_\parallel$ | 1.63 | 1.52 |
| $n_{\text{pol}}$ | 1.53 | 1.52 |

Figure 4 shows for Grating #1 the normalized output diffraction efficiencies as a function of the angle of incidence and different orientations of the director vector of the droplets. Because of the random orientation of the director profile of the LC droplets, the maximum values in the diffraction
efficiency for the ±1st-orders occur. For this case, the effective refractive index perceived by the electric field in the y component is larger than the \( n_{\text{pol}} \); thus, the grating modulation also grows. Increasing \( S \) indicates the application of a higher external electric field and leads to reorientation of the LC director inside the droplets. Because of this, the dielectric permittivity of the droplets tends towards the value given by the polymer (\( n_{\text{pol}} \)). In this situation, the modulation of the permittivity tensor becomes small, and the diffraction efficiencies are accordingly reduced.

![Graph showing diffraction efficiency as a function of the angle of incidence for different S parameter for Grating #1](image)

**Figure 4.** Diffraction efficiency as a function of the angle of incidence for different \( S \) parameter for Grating #1: (a) −1st-order; (b) 0th-order; (c) 1st-order.

It is worth mentioning that as \( S \) tends to zero, the droplet becomes optically isotropic [34] with the average refractive index given by:

\[
n = \frac{n_{||} + 2n_{\perp}}{3}.
\]  

This phenomenon can be corroborated in Figure 5. Initially, the refractive index of the three principal spatial coordinates is closer to the asymptotic value given by Equation (6). As \( S \) grows, the average refractive index in each component tends to be closer to the refractive index given by the final oriented LC droplet. Thus, \( n_{z} \) tends to \( n_{\perp} \), whereas \( n_{x} \) and \( n_{y} \) tend to \( n_{||} \).

Figure 6 shows the results for Grating #2. This grating is a volume grating with a large thickness. This configuration produces an over-modulation that can be identified in all orders. The results shown in Figure 4 are similar to those shown by Kubysky et al. in [2], thus validating the scheme proposed here. In addition, the results represented in Figure 6 are close to those given by the authors in [36] and for Ellaban et al. in [37]. The curves are consistent and show the over-modulated behavior commonly perceived in some holographic applications [36,37]. These results demonstrate the potential of the scheme, since it offers the possibility to analyze the complex structure formed in an H-PDLC accurately and realistically.
3.1. Reproducibility Analysis

To check the reproducibility, the analysis carried out is based on generating, using the scheme illustrated in Figure 3, two new different samples of the Grating #1, whose parameters are detailed in Table 1. Since the exact location, size and shape of the different droplets are randomly chosen for each sample, the diffraction efficiencies of these samples are compared to determine whether there are significant differences between samples.

Owing to the results shown in Figure 7, it can be concluded that the differences between samples are low enough to consider them almost similar. The higher values of the error are produced in the Bragg angle in which the ±1st-orders have more energy ($\approx \pm 19^\circ$). In this situation, the error is lower than the 10%. The mean error analysis of the different samples permits one to ensure that the reproducibility of the experiment is close to the 98.9%. Therefore, it can be concluded that the method provides a consistent set of samples and that the random distribution of the droplets for this setup does not affect in a significant manner the repeatability and reproducibility of the results presented.
3.2. Analysis of the Size of the Droplets and Fill Factor

In this section, the size of the droplets has been slightly modified to identify its effect on the overall response of the setup proposed. More precisely, the average size of LC droplets has been increased by 50%, from 50–100 nm to 75–150 nm for Grating #1. Figure 8 shows the diffraction efficiency as a function of $S$ for the Bragg angle. Figure 8a shows that for $S \approx 0.5$, the zeroth- and first-orders share the same values, whereas, for the same $S$ value and using larger LC droplet sizes, the diffraction efficiency of the first-order is considerably lower than for the zeroth-order. Figure 8b reveals that the effect of increasing the size of the LC droplets deals with a more irregular and chaotic curve. Increasing the droplet size also produces a slight displacement of the cross point between the diffraction efficiency curves of the zeroth- and first-orders. This issue reveals that smaller droplets provide higher diffraction efficiencies across a broader range of reduced values of $S$.

Figure 9 shows the diffraction efficiencies for the zeroth- and ±1-orders as a function of the angle of incidence and for different orientations of the LC director for Grating #1. For larger droplet sizes, the curves become less homogeneous. Again, a small reduction of the diffraction efficiency with the same LC orientation in both cases can be appreciated. The cause of these effects is the light-induced scattering due to the increased droplet size. Even though it is necessary to address, the size difference is not significant enough to be close to the PDLC regime [38,39].

To clearly see the consequence of larger LC size, Figure 10 shows a snapshot of the $E_y$ component field for the same grating (Grating #1) with the same illumination properties, but with different LC droplet sizes. Both $x$- and $y$-axes are normalized to the input wavelength (633 nm). Hence, the grating can be identified between $z = 0$ and $z = d/\lambda_0 = 12.3$. The $x$ axis takes values between zero and $x = \Lambda/\lambda_0 = 1.57$, which belongs to the spatial periodicity of the structure. The scattering effect produced by the LC droplets can be easily identified comparing the output pattern of the fields for the grating with smaller droplet sizes (Figure 10a) and larger droplet sizes (Figure 10b).
Figure 8. For Grating #1, diffraction efficiency as a function of the S parameter for $\theta_{\text{inc}} = 18.34^\circ$ (Bragg angle). Graphs (a,c) compare the 0th-order with the $-1$st-order and (b,d) the 0th-order and the 1st-order. (a,b) represent the results for droplets between 50 and 100 nm on average; (c,d) represent the results for droplets between 75 and 150 nm.

Figure 9. Diffraction efficiencies for the zeroth- and $\pm 1$st-orders as a function of $\theta$ for different values of S for Grating #1: (a) Droplets sizes 75–150 nm; (b) droplet sizes 50–100 nm.
Figure 10. Field distribution of the $E_y$ component as a function of space for $\theta_{inc} = 50^\circ$ and $S = 0.74$: (a) size of the droplets between 50 and 100 nm; (b) size of the droplets between 75 and 150 nm.

The fill factor $f_C$ has also been analyzed, and the results are summarized in Figure 11. The diffraction efficiencies as a function of $S$ are represented for the zeroth-order and the $-1$st-order for different values of $f_C$. From this set of curves, two evident behaviors as a function of the $f_C$ can be perceived. The first one can be easily identified as a linear dependence of the diffraction efficiency with the orientation of the LC director $S$ for the cases $f_C = 0.2, 0.6$. As the fill factor increases the slope of the curves, they become steeper. Secondary to this linear trend for lower fill factors is the effect seen for the highest fill factor considered ($f_C = 1$). For this specific case, as $S$ decreases, the amplitude of the diffraction efficiency for the $-1$st-order diminishes. From the curve in Figure 11b, the point of a diminished slope can be easily identified close to $S \approx 0.8$. For both orders, the influence of the orientation of the LC droplet director becomes linear for $S < 0.8$ and $f_C = 1$. For $f_C = 0.8$, the behavior is somewhere in between the linear case of the lower cases for the fill factor and the behavior shown for $f_C = 1$. For this case, a change in the curve similar to that found for $f_C = 1$ can be identified; however, it is more difficult to identify since the whole behavior of the curve tends to be more homogeneous.

Figure 11. Diffraction efficiencies at the Bragg angle as a function of $S$ for Grating #1 for different values of $f_C$ and angle of incidence $\theta_{inc} = 18.34^\circ$: (a) zeroth-order; (b) $-1$st-order.
4. Conclusions

This work presents a realistic and accurate model for analyzing H-PDLC structures. This model is based on three different parts. Firstly is the creation of the H-PDLC sample that is composed of a set of randomly-placed and -sized LC droplets inside the LC-rich region of the grating. Secondly, the MC with the Metropolis approach is used to induce a reorientation for the LC droplet directors. The director profile of each LC droplet is discretized in a finite grid, and the permittivity tensor is computed and considered in the SF-FDTD simulation for the time-updating of the electromagnetic fields. Here, the SF-FDTD is considered since it is one of the best approaches for accurately simulating optical periodic media. The results show that this setup is a powerful tool for providing an accurate estimation of a manufactured H-PDLC structure since the reproducibility of the results is close to 98.9%. The user can analyze the effect of the LC droplet sizes, their allocation and also the orientation of the director profile in LC.

The effect of increasing the size of the droplets deals with a scattering that reduces the diffraction efficiency by a significant amount. The impact of the fill factor has also been considered, and we observe that the influence of the reorientation of the LC directors in the droplets is linear for a range between $f_C = 0 - 0.6$, whereas for larger values of $f_C$, the diffraction efficiency presents a decreased slope as the order parameter is reduced. For the specific case of $f_C = 0.8$, the diffraction efficiency of the $-1$st-order falls dramatically for $S > 0.8$. A complementary behavior is also identified for the zeroth-order in all cases.

The authors are considering including the effects of losses in the simulation to analyze more precisely the influence of this parameter in thick gratings. Moreover, the next step is to add a sort of optimization process to be able to identify the physical parameters given a measured response of a real sample. This methodology would help in a significant manner the design of an optimization process for applications of H-PDLC in holography and diffractive optics.
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