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Abstract. Video semantic segmentation has achieved great progress under the supervision of large amounts of labelled training data. However, domain adaptive video segmentation, which can mitigate data labelling constraints by adapting from a labelled source domain toward an unlabelled target domain, is largely neglected. We design temporal pseudo supervision (TPS), a simple and effective method that explores the idea of consistency training for learning effective representations from unlabelled target videos. Unlike traditional consistency training that builds consistency in spatial space, we explore consistency training in spatiotemporal space by enforcing model consistency across augmented video frames which helps learn from more diverse target data. Specifically, we design cross-frame pseudo labelling to provide pseudo supervision from previous video frames while learning from the augmented current video frames. The cross-frame pseudo labelling encourages the network to produce high-certainty predictions, which facilitates consistency training with cross-frame augmentation effectively. Extensive experiments over multiple public datasets show that TPS is simpler to implement, much more stable to train, and achieves superior video segmentation accuracy as compared with the state-of-the-art. Code is available at https://github.com/xing0047/TPS.
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1 Introduction

Video semantic segmentation [15, 49, 12, 43, 55], which aims to predict a semantic label for each pixel in consecutive video frames, is a challenging task in computer vision research. With the advance of deep neural networks in recent years, video semantic segmentation has achieved great progress [59, 38, 17, 31, 34, 35, 24, 44] by learning from large-scale and annotated video data [4, 11]. However, the
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Fig. 1. The proposed temporal pseudo supervision (TPS) handles domain adaptive video segmentation by introducing **Cross-frame Augmentation** and **Cross-frame Pseudo Labelling** for consistency training in target domain. Specifically, the **Cross-frame Pseudo Labelling** obtains one-hot predictions (taken as pseudo labels) for Previous Frames and warps the predicted pseudo labels to the current video frames to supervise the learning from the Augmented Current Frames that are generated by the **Cross-frame Augmentation**.

Annotation in video semantic segmentation involves pixel-level dense labelling which is prohibitively time-consuming and laborious to collect and has become one major constraint in supervised video segmentation. An alternative approach is to resort to synthetic data such as those rendered by game engines where pixel-level annotations are self-generated [56, 22]. On the other hand, video segmentation models trained with such synthetic data often experience clear performance drops [19] while applied to real videos that usually have different distributions as compared with synthetic data.

Domain adaptive video segmentation aims for bridging distribution shifts across different video domains. Though domain adaptive image segmentation has been studied extensively, domain adaptive video segmentation is largely neglected despite its great values in various practical tasks. To the best of our knowledge, DA-VSN [19] is the only work that explores adversarial learning and temporal consistency regularization to minimize the inter-domain temporal discrepancy and inter-frame discrepancy in target domain. However, DA-VSN relies heavily on adversarial learning which cannot guarantee a low empirical error on unlabelled target data [37, 6, 70], leading to negative effects on temporal consistency regularization in target domain. Consistency training is a prevalent
semi-supervised learning technique that can guarantee a low empirical error on unlabelled data by enforcing model outputs to be invariant to data augmentation [68, 60, 53]. It has recently been explored in domain adaptation tasks for guaranteeing a low empirical error on unlabelled target data [1, 62, 48].

Motivated by consistency training in semi-supervised learning, we design a method named temporal pseudo supervision (TPS) that explores consistency training in spatiotemporal space for effective domain adaptive video segmentation. TPS works by enforcing model predictions to be invariant under the presence of cross-frame augmentation that is applied to the unlabelled target-domain video frames as illustrated in Fig. 1. Specifically, TPS introduces cross-frame pseudo labelling that predicts pseudo labels for previous video frames. The predicted pseudo labels are then warped to the current video frames to enforce consistency with the prediction of the augmented current frames. Meanwhile, they also provide pseudo supervision for the domain adaptation model for learning from the augmented current frames. Compared with DA-VSN involving unstable adversarial learning, TPS is simpler to implement, more stable to train and achieve superior video segmentation performance consistently across multiple public datasets.

The major contributions of this work can be summarized in three aspects. First, we introduce a domain adaptive video segmentation framework that addresses the challenge of absent target annotations from a perspective of consistency training. Second, we design an innovative consistency training method that constructs consistency in spatiotemporal space between the prediction of the augmented current video frames and the warped prediction of previous video frames. Third, we demonstrate that the proposed method achieves superior video segmentation performance consistently across multiple public datasets.

2 Related works

2.1 Video Semantic Segmentation

Video Semantic Segmentation is the challenging task of assigning a human-defined category to each pixel in each frame of a given video sequence. To tackle this challenge, the most natural and straightforward solution is to directly apply image segmentation approaches to each frame individually, in which way the model tends to ignore the temporal continuity in the video while training. A great many works explore on leveraging temporal consistency across frames by optical-flow guided feature fusion [72, 17, 34, 44], sequential network based representation aggregation [52] or joint learning of segmentation as well as optical flow estimation [32, 13].

Although video semantic segmentation has achieved great success under a supervised learning paradigm given a large amount of annotated data, pixel-wise video annotations are laborious and usually deficient to train a well-behaved network. Semi-supervised video segmentation aims at exploiting sparsely annotated video frames for segmenting unannotated frames of the same video. To
make better use of unannotated data, a stream of work investigates on learning video segmentation network under annotation efficient settings by exploiting optical flow [51, 72, 52, 13], patch matching [2, 5], motion cues [61, 73], pseudo-labeling [7], or self-supervised learning [66, 39, 33].

To further ease the burden of annotating, a popular line of study explores training segmentation network for real scene with synthetic data that can be automatically annotated, by either adversarial learning [63, 30, 65, 27, 54, 28, 19] or self-training [74, 41, 42, 9, 69, 36, 47, 26, 25, 71, 29, 48], which is known as domain adaptation. For domain adaptive video segmentation, DA-VSN [19] is the only work that addresses the problem by incorporating adversarial learning to bridge the domain gap in temporal consistency. However, DA-VSN is largely constrained by adversarial learning that is unstable during training with high empirical risk. Different from adversarial learning [23, 64, 45, 21, 67, 18], consistency training [68, 60, 48, 1] is widely explored in semi-supervised learning and domain adaptation recently with the benefits of its higher training stability and lower empirical risk. In this work, we propose to address the domain adaptive video segmentation by introducing consistency training across frames.

### 2.2 Consistency Training

Consistency training is a prevalent semi-supervised learning scheme that regularizes network predictions to be invariant to input perturbations [68, 60, 53, 20, 10]. It intuitively makes sense as the model is supposed to be robust to small changes on inputs. Recent studies that focus on consistency training differ in how and where to set up perturbation. A great many works introduce random perturbation by Gaussian noise [16], stochastic regularization [58, 40] or adversarial noise [50] at input level to enhance consistency training by enlarging sample space. More recently, it has been shown that stronger image augmentation [68, 3, 60] can better improve the consistency training. Conceptually, the strong augmentation on images enriches the sample space of data, which can benefit the semi-supervised learning significantly.

Aside from the effectiveness of consistency training in semi-supervised learning, a line of recent studies explore adapting the strategy in domain adaptation tasks [1, 62, 48]. SAC [1] tackles domain adaptive segmentation by ensuring consistency between predictions from different augmented views. DACS [62] performs augmentation by mixing image patches from the two domains with swapping labels and pseudo labels accordingly. Derived from FixMatch [60] which performs consistency training under the scenario of image classification, PixMatch [48] explores on various image augmentation strategies for domain adaptive image segmentation task. Unlike the aforementioned works involving consistency training in spatial space, we adopt consistency training in spatiotemporal space by enforcing model outputs invariant to cross-frame augmentation at the input level, which is devised to enrich the augmentation set and thus benefit the consistency training on unlabeled target videos.
3 Method

3.1 Background

Consistency training is a prevalent semi-supervised learning technique that enforces consistency between predictions on unlabeled images and the corresponding perturbed ones. Motivated by consistency training in semi-supervised learning, PixMatch [48] presents strong performance on domain adaptive segmentation by exploiting effective data augmentation on unlabeled target images. The idea is based on the assumption that a well-performed model should predict similarly when fed with strongly distorted inputs for unlabeled target data. Specifically, PixMatch performs pseudo labeling to provide pseudo supervision from original images for model training fed with augmented counterparts. As in FixMatch [60], the use of a hard label for consistency training in PixMatch encourage the model to obtain predictions with not only augmentation robustness but also high certainty on unlabeled data. Given a source-domain image $x^S$ and its corresponding ground truth $y^S$, together with an unannotated image $x^T$ from the target domain, the training objective of PixMatch can be formulated as follows:

$$L_{\text{PixMatch}} = L_{\text{ce}}(F(x^S), y^S) + \lambda_T L_{\text{ce}}(F(A(x^T)), P(F(x^T), \tau)).$$

where $L_{\text{ce}}$ is the cross-entropy loss, $F$ and $A$ denote the segmentation network and the transformation function for image augmentation, respectively. $P$ represents the operation that selects pseudo labels given a confidence threshold of $\tau$. $\lambda_T$ is a hyperparameter that controls the trade-off between source and target losses while training.

3.2 Temporal Pseudo Supervision

This work focuses on the task of domain adaptive video segmentation. Different from PixMatch [48] that explored consistency training in spatial space for image-level domain adaptation, we propose a Temporal Pseudo Supervision (TPS) method to tackle the video-level domain adaptation by exploring spatio-temporal consistency training. Specifically, TPS introduces cross-frame augmentation for spatio-temporal consistency training to expand the diversity of image augmentation designed for spatial consistency training [48]. For the video-specific domain adaptation problem, we take adjacent frames as a whole in the form of $X_k = S(x_{k-1}, x_k)$, where $S$ is a notation for stack operation.

As for cross-frame augmentation in TPS, we apply image augmentation $A$ defined in Eq. 1 on the current frames $X^T_k$ and such process is treated as performing cross-frame augmentation $A^{cf}$ on previous frames $X^T_{k-\eta}$, where $\eta$ is referred to as propagation interval which measures the temporal distance between the previous frames and the current frames. In this way, TPS can construct consistency training in spatiotemporal space by enforcing consistency between predictions on $A^{cf}(X^T_{k-\eta})$ and $X^T_{k-\eta}$, which is different from PixMatch [48] that enforces
spatial consistency between predictions on $\mathcal{A}(x^T)$ and $x^T$ (as in Eq. 1). Formally, the cross-frame augmentation $\mathcal{A}^{cf}$ is defined as:

$$\mathcal{A}^{cf}(X^T_{k-\eta}) = S(\mathcal{A}(x^T_{k-1}), \mathcal{A}(x^T_k)).$$

(2)

**Remark 1** It is worth highlighting that the image augmentation $\mathcal{A}$ plays a crucial role in consistency training by strongly perturbing inputs to construct unseen views. As for the augmentation set $\mathcal{A}$, there have been studies [68, 3, 60] presenting that stronger augmentation can benefit the consistency training more. To expand the diversity in image augmentation for the video task, we take the temporal deviation in video as a new kind of data augmentation for the video task and combine it with $\mathcal{A}$, noted as $\mathcal{A}^{cf}$. To validate the effectiveness of cross-frame augmentation, we empirically compare TPS (using $\mathcal{A}^{cf}$) with PixMatch [48] (using $\mathcal{A}$) in Table 1 and 2.

With the constructed spatio-temporal space from cross-frame augmentation, TPS performs cross-frame pseudo labelling to provide pseudo supervision from previous video frames for network training fed with augmented current video frames. The cross-frame pseudo labelling has two roles: 1) facilitate the cross-frame consistency training that applies data augmentations across frames; 2) encourage the network to output video predictions with high certainty on unlabelled frames.

Given a video sequence in target domain, we first forward previous video frames $X^T_{k-\eta}$ through a video segmentation network $\mathcal{F}$ to obtain the previous frame prediction, and use FlowNet [14] to produce the optical flow $o_{k-\eta \rightarrow k}$ estimated from the previous frame $x^T_{k-\eta}$ and the current frame $x^T_k$. Subsequently, the obtained previous frame prediction is warped using the estimated optical flow $o_{k-\eta \rightarrow k}$ to ensure the warped prediction is in line with the current frame temporally. We then perform pseudo labeling by utilizing a confidence threshold $\tau$ to filter out warped predictions with low confidence. In a nutshell, the process of cross-frame pseudo labelling can be formulated as:

$$\mathcal{P}^{cf}(\mathcal{F}(X^T_{k-\eta}), o_{k-\eta \rightarrow k}, \tau) = \mathcal{P}(\mathcal{W}(\mathcal{F}(X^T_{k-\eta}), o_{k-\eta \rightarrow k}), \tau).$$

(3)

**Remark 2** we would like to note that the confidence threshold $\tau$ is set to pick out high-confident predictions as pseudo labels for consistency training. There exist hard-to-transfer classes in the domain adaptive segmentation task (e.g. light, sign and rider in SYNTHIA-Seq $\rightarrow$ Cityscapes-Seq) that tend to produce low confidence scores as compared to dominant classes, thus more possibly being ignored in pseudo labelling. To retain the pseudo label of hard-to-transfer classes as much as possible, we take 0 as the threshold $\tau$ for our experiments and further discussion about the effect of $\tau$ in Table 3.

The training objective of TPS resembles Eq. 1 in both source and target domain except that: 1) instead of feeding single images to the model, TPS takes adjacent video frames as inputs for video segmentation; 2) TPS replaces $\mathcal{A}$ in Eq. 1 with a more diverse version $\mathcal{A}^{cf}$ to enrich the augmentation set by incorporating cross-frame augmentation; 3) in lieu of the straightforward pseudo
labeling in Eq. 1, TPS resorts to cross-frame pseudo labeling that propagates video prediction from previous frames across optical flow $o_{k-\eta\rightarrow k}$ before further step. In a nutshell, given source-domain video frames $X^S$ along with the target-domain video sequence, we formulate our TPS as:

$$
\mathcal{L}_{\text{TPS}} = \mathcal{L}_{\text{ce}}(\mathcal{F}(X^S), y^S) + \lambda_T \mathcal{L}_{\text{ce}}(\mathcal{F}(A^{cf}(X_{k-\eta}^T)), \mathcal{P}^{cf}(\mathcal{F}(X_{k-\eta}^T), o_{k-\eta\rightarrow k}, \tau)).
$$

(4)

**Remark 3** We should point out that $\lambda_T$ is set to balance the training between source and target domain as in DA-VSN. In spite of the effectiveness of DA-VSN on domain adaptive video segmentation task, the training process of adversarial learning is inherently unstable with feeding complex or irrelevant cues to the discriminator while training [45]. To alleviate the effect, DA-VSN set $\lambda_T$ to 0.001 to stabilize the training process whereas compromise the domain adaptation performance. Different from the previous work, we leverage the inherent stability of consistency training and naturally set $\lambda_T$ to 1.0 for our TPS to treat learning of source and target equally. We further make comparison on the stability of training process between DA-VSN and TPS by visualization in Fig. 3 and explore on the effect of $\lambda_T$ on the performance in Table 5.

## 4 Experiments

### 4.1 Experimental Setting

**Datasets.** To validate our method, we conduct comprehensive experiments under two challenging synthetic-to-real benchmarks for domain adaptive video segmentation: SYNTHIA-Seq [57] $\rightarrow$ Cityscapes-Seq [11] and VIPER [56] $\rightarrow$ Cityscapes-Seq. As in [19], we treat either SYNTHIA-Seq or VIPER as source-domain data and take Cityscapes-Seq as the target-domain data.

**Implementation details.** As in [19], we take ACCEL [34] as the video segmentation framework, which is composed of double segmentation branches and an optical flow estimation branch, together with a fusion layer at the output level. Specifically, both branches for segmentation forward a single video frame through Deeplab [8]. Meanwhile, the branch of optical flow estimation [14] produces the corresponding optical flow of the adjacent video frames, which can be further used in a score fusion layer to integrate frame prediction from different views. As regard to the training process, we use SGD as the optimizer with momentum and weight decay set to 0.9 and $5 \times 10^{-4}$ respectively. The model is trained with a learning rate of $2.5 \times 10^{-4}$ for 40k iterations. As in [60, 48], we incorporate multiple augmentations in our experiments, including gaussian blur, color jitter and random scaling. The mean intersection-over-union (mIoU) is used to evaluate all methods. For the efficiency of training and inference, we apply bicubic interpolation to resize every video frame in Cityscapes-Seq and VIPER to $512 \times 1024$, $720 \times 1280$, respectively. All the experiments are implemented on a single GPU with 11 GB memory.
Table 1. Quantitative comparisons over the benchmark of SYNTHIA-Seq → Cityscapes-Seq: TPS outperforms multiple domain adaptation methods by large margins. These methods include the only domain adaptive video segmentation method [19], the most related domain adaptive segmentation method [48] and other domain adaptive segmentation approaches [65, 75, 54, 74, 30, 27, 69] which serve as baselines. Note that “Source only” denotes the network trained with source-domain data solely.

| Methods       | road | side. | buil. | pole | light | sign | vege. | sky | pers. | rider | car | mIoU |
|---------------|------|-------|-------|------|-------|------|-------|-----|-------|-------|-----|------|
| Source only   | 56.3 | 26.6  | 75.6  | 25.5 | 5.7   | 15.6 | 71.0  | 58.5| 41.7  | 17.1  | 27.9| 38.3 |
| AdvEnt [65]   | 85.7 | 21.3  | 70.9  | 21.8 | 4.8   | 15.3 | 59.5  | 62.4| 46.8  | 16.3  | 64.6| 42.7 |
| CBST [75]     | 64.1 | 30.5  | 78.2  | 28.9 | 14.3  | 21.3 | 75.8  | 62.6| 46.9  | 20.2  | 33.9| 43.3 |
| IDA [54]      | 87.0 | 23.2  | 71.3  | 22.1 | 4.1   | 14.9 | 58.8  | 67.5| 45.2  | 17.0  | 73.4| 44.0 |
| CRST [74]     | 70.4 | 31.4  | 79.1  | 27.6 | 11.5  | 20.7 | 78.0  | 67.2| 49.5  | 17.1  | 39.6| 44.7 |
| CrCDA [30]    | 86.5 | 26.3  | 74.8  | 24.5 | 5.0   | 15.5 | 63.5  | 64.4| 46.0  | 15.8  | 72.8| 45.0 |
| RDA [27]      | 84.7 | 26.4  | 73.9  | 23.8 | 7.1   | 18.6 | 66.7  | 68.0| 48.6  | 9.3   | 68.8| 45.1 |
| FDA [69]      | 84.1 | 32.8  | 67.6  | 28.1 | 5.5   | 20.3 | 61.1  | 64.8| 43.1  | 19.0  | 70.6| 45.2 |
| DA-VSN [19]   | 89.4 | 31.0  | 77.4  | 26.1 | 9.1   | 20.4 | 75.4  | 74.6| 42.9  | 16.1  | 82.4| 49.5 |
| PixMatch [48] | 90.2 | 49.9  | 75.1  | 23.1 | 17.4  | 34.2 | 67.1  | 49.9| 55.8  | 14.0  | 84.3| 51.0 |
| TPS (Ours)    | 91.2 | 53.7  | 74.9  | 24.6 | 17.9  | 39.3 | 68.1  | 59.7| 57.2  | 20.3  | 84.5| 53.8 |

4.2 Comparison with State-of-the-art

We compare the proposed TPS mainly with the most related methods DA-VSN [19] and PixMatch [48], considering the fact that DA-VSN is current state-of-the-art method on domain adaptive video segmentation (the same task as in this work) and PixMatch is the state-of-the-art method on domain adaptive image segmentation using consistency training (the same learning scheme as in this work). Quantitative comparisons are shown in Table 1 and 2. We note that TPS surpasses DA-VSN by a large margin on the benchmark of both SYNTHIA-Seq→Cityscapes-Seq (4.3% in mIoU) and VIPER→Cityscapes-Seq (1.1% in mIoU), which presents the superiority of consistency training over adversarial learning for domain adaptive video segmentation. Additionally, we highlight that our method TPS outperforms PixMatch on both benchmarks (a mIoU of 2.8% and 2.2%, respectively) which corroborates the effectiveness of the cross-frame augmentation for consistency training on video-specific task. In addition, we also compare our method with multiple baselines [65, 75, 54, 74, 30, 27, 69] which were originally devised for domain adaptive image segmentation. These baselines are based on adversarial learning [65, 54, 30] and self-training [75, 74, 69, 27]. As in [19], We apply these approaches by simply replacing the image segmentation model with our video segmentation backbone and implement domain adaptation similarly. As presented in Table 4.1 and 4.2, TPS surpasses all baselines by large margins, demonstrating the advantage of our video-specific approach as compared to image-specific ones.
Table 2. Quantitative comparisons over the benchmark of VIPER $\rightarrow$ Cityscapes-Seq: TPS outperforms multiple domain adaptation methods by large margins

| Methods                  | road | side. | buil. | fencelight | sign | vege. | terr. | sky | pers. | car | truck | bus | mot. | bike | mIoU   |
|--------------------------|------|-------|-------|------------|------|-------|-------|-----|-------|-----|-------|-----|------|------|--------|
| Source only              | 56.7 | 18.7  | 78.7  | 6.0        | 22.0 | 15.6  | 81.6  | 18.3| 80.4  | 59.9| 66.3  | 4.5 | 16.8 | 20.4 | 10.3  | 37.1  |
| AdvEnt [65]              | 78.5 | 31.0  | 81.5  | 22.1       | 29.2 | 26.6  | 81.8  | 13.7| 80.5  | 58.3| 64.0  | 6.9 | 38.4 | 4.6  | 1.3   | 41.2  |
| CBST [75]                | 48.1 | 20.2  | 94.8  | 12.0       | 20.6 | 19.2  | 83.8  | 18.4| 84.9  | 65.2| 99.7  | 5.2 | 39.0 | 7.3  | 41.7  |
| IDA [54]                 | 78.7 | 33.9  | 82.3  | 22.7       | 28.5 | 26.7  | 82.5  | 15.6| 79.7  | 58.1| 64.2  | 6.4 | 41.2 | 6.2  | 3.1   | 42.0  |
| CRST [74]                | 56.0 | 23.1  | 82.1  | 11.6       | 18.7 | 17.2  | 85.5  | 17.5| 82.3  | 60.8| 73.6  | 3.6 | 38.9 | 30.5 | 35.0  | 42.4  |
| CrCDA [30]               | 78.1 | 33.3  | 82.2  | 21.3       | 29.1 | 26.8  | 82.9  | 25.6| 80.7  | 59.0| 73.8  | 16.5| 41.4 | 7.8  | 2.5   | 44.3  |
| RDA [27]                 | 72.0 | 25.9  | 80.8  | 15.1       | 27.2 | 20.3  | 82.6  | 31.4| 82.2  | 56.3| 75.5  | 22.8| 48.3 | 19.1 | 6.7   | 44.4  |
| FDA [69]                 | 70.3 | 27.7  | 81.3  | 17.6       | 25.8 | 20.0  | 83.7  | 31.3| 82.9  | 57.1| 72.2  | 22.4| 49.0 | 17.2 | 7.5   | 44.4  |
| PixMatch [48]            | 79.4 | 26.1  | 84.6  | 16.6       | 28.7 | 23.0  | 85.0  | 30.1| 83.7  | 58.6| 75.8  | 34.2| 45.7 | 16.6 | 12.4  | 46.7  |
| DA-VSN [19]              | 86.8 | 36.7  | 83.5  | 22.9       | 30.2 | 27.7  | 83.6  | 26.7| 80.3  | 60.0| 79.1  | 20.3| 47.2 | 21.2 | 11.4  | 47.8  |
| TPS (Ours)               | 82.4 | 36.9  | 79.5  | 9.0        | 26.3 | 29.4  | 78.5  | 28.2| 81.8  | 61.2| 80.2  | 39.8| 40.3 | 28.5 | 31.7  | 48.9  |

Furthermore, we present the qualitative result in Fig. 2 to demonstrate the superiority of our method. We point out that despite the impressive adaptation performance of DA-VSN and PixMatch, both approaches are inferior in video segmentation as compared to TPS. As regard to DA-VSN, in spite of its excellence in retaining temporal consistency, the learnt network using DA-VSN produces less accurate segmentation (e.g. sidewalk in Fig. 2). Such outcome demonstrates the superiority of consistency training over adversarial learning in minimizing empirical error. As for PixMatch, we notice that the performance of learnt network with PixMatch is unsatisfying on retaining temporal consistency, which corroborates the necessity of introducing cross-frame augmentation in consistency training. Based on the observation of qualitative results, we conclude that TPS performs better in either keeping temporal consistency or producing accurate segmentation, which is in accordance with the quantitative result in Table 1.

### 4.3 Ablation Studies

We perform extensive ablation studies to better understand why TPS can achieve superior performance on video adaptive semantic segmentation. All the ablation studies are performed on the benchmark of SynthiaSeq$\rightarrow$Cityscapes, where TPS achieves a mIoU of 53.8% under the default setting. We present complete ablation results and concrete analysis, including the propagation interval $\eta$ in Eq. 2 the confidence threshold $\tau$ in Eq. 3, and the balancing parameter $\lambda_T$ in Eq. 4.

**Propagation Interval.** The propagation interval $\eta$ in Eq. 2 represents temporal variance between previous and current frames in cross-frame augmentation. We note that increasing propagation interval $\eta$ will expand temporal variance
Fig. 2. Qualitative comparison of TPS with the state-of-the-art over domain adaptive video segmentation benchmark “SYNTHIA-Seq → Cityscapes-Seq”: TPS produces much more accurate segmentation as compared to “source only”, indicating the effectiveness of our approach on addressing domain adaptation issue. Moreover, TPS generates better segmentation than PixMatch and DA-VSN as shown in rows 4-5, which is consistent with our quantitative result. Best viewed in color.

and thus enrich cross-frame augmentation. We present our result of the ablation study on propagation interval in Table 3. Despite all results surpassing current methods in Table 1, we note that the network suffers from a performance drop while increasing propagation interval, especially on the segmentation of small objects, which can be ascribed to the increased warping error caused by propagating video prediction with optical flow.

**Confidence Threshold.** The confidence threshold $\tau$ in Eq. 3 is closely related to the quality of the produced pseudo labels. A common solution is to set a confidence threshold $\tau \in (0, 1)$ to filter out the low-confident predictions while
Table 3. Results of TPS with different propagation interval $\eta$: TPS achieves the best performance when $\eta = 1$. For the classes of small objects (e.g., pole, light, sign, person and rider), the performance may suffer from warping error while increasing $\eta$

| $\eta$ | road | side. | build. | pole | light | sign | vege. | sky | pers. | rider | car | mIoU |
|--------|------|-------|--------|------|-------|------|-------|-----|-------|-------|-----|------|
| 3      | 88.9 | 49.5  | 75.4   | 23.4 | 14.1  | 31.6 | 73.5  | 61.0| 54.3  | 15.2  | 82.2| 51.7 |
| 2      | 91.2 | 52.1  | 74.9   | 19.2 | 14.2  | 31.7 | 71.1  | 61.6| 55.9  | 19.0  | 84.5| 52.3 |
| 1      | 91.2 | 53.7  | 74.9   | 24.6 | 17.9  | 39.3 | 68.1  | 59.7| 57.2  | 20.3  | 84.5| 53.8 |

pseudo labelling whereas retains high-confident ones. Despite its potential effectiveness in retaining the quality of pseudo labels, the consistency training in TPS tends to suffer from the inherent class-imbalance distribution in a real-world dataset (target domain), which prevents the network to produce high confidence scores for some hard-to-transfer classes. To explore the effect of the threshold $\tau$ on the performance of TPS, we perform relevant experiments and present our results in Table 4. We note that the best result is obtained when $\tau$ is set to 0. We highlight that the segmentation on hard-to-transfer classes in our task (e.g., pole, light, sign and rider) suffers from performance drops as expected while confidence threshold $\tau$ is adopted when pseudo labeling.

Table 4. Results of TPS with different confidence threshold $\tau$: The best result is obtained when $\tau = 0$. It can be noticed that the hard-to-transfer classes (e.g., pole, light, sign, rider) experience performance drop while setting $\tau > 0$ to filter out low-confident predictions when pseudo labeling

| $\tau$ | road | side. | build. | pole | light | sign | vege. | sky | pers. | rider | car | mIoU |
|--------|------|-------|--------|------|-------|------|-------|-----|-------|-------|-----|------|
| 0.50   | 91.1 | 54.0  | 76.5   | 23.7 | 14.1  | 34.5 | 71.7  | 59.7| 56.4  | 18.5  | 84.3| 53.1 |
| 0.25   | 88.1 | 48.1  | 77.2   | 21.2 | 16.2  | 38.5 | 74.1  | 64.1| 57.6  | 17.4  | 86.0| 53.5 |
| 0.00   | 91.2 | 53.7  | 74.9   | 24.6 | 17.9  | 39.3 | 68.1  | 59.7| 57.2  | 20.3  | 84.5| 53.8 |

Table 5. Parameter analysis on the balancing weight $\lambda_T$. We observe that either prioritizing training process on source or target domain degrades the segmentation performance

| $\lambda_T$ | 0.1 | 0.2 | 0.5 | 1.0 | 1.5 | 2.0 |
|-------------|-----|-----|-----|-----|-----|-----|
| TPS (Ours)  | 50.0| 51.2| 52.6| 53.8| 53.4| 53.3|
Balancing Weight. The balancing weight $\lambda_T$ in Eq. 4 contributes to our solution by balancing training process between source and target domain nicely. Both supervised learning in source domain with dense annotations and consistency training in target domain should be taken good care of. We present our result of ablation study on $\lambda_T$ in Table 5. As presented in Table 5, the best result is retrieved while $\lambda_T$ is set to 1.0. We can observe that all results of various $\lambda_T$ surpass the result of previous work DA-VSN (achieved a mIoU of 49.5 in Table 1) on the benchmark of SYNTHIA-Seq$\rightarrow$Cityscapes-Seq, which demonstrates the superiority of consistency training in TPS.

![Fig. 3. Target losses from TPS and DA-VSN for two domain adaptation benchmarks: (a) SYNTHIA-Seq $\rightarrow$ Cityscapes-Seq and (b) VIPER $\rightarrow$ Cityscapes-Seq. We point out that the degradation of target loss in TPS is more stable than that in DA-VSN for both two benchmarks. Best viewed in color.](image)

4.4 Discussion

Training stability. To compare the training stability of DA-VSN with TPS on two benchmarks, we visualize the target-domain training processes of both DA-VSN and TPS by calculating the target losses for every 20 iterations. As illustrated in Fig. 3, the decay of target loss with TPS is much less noisy than in DA-VSN, along with lower empirical error on average in target domain on both benchmarks, indicating the effectiveness of consistency training on the domain adaptive video segmentation task. In contrast, the target loss in DA-VSN degrades more unsteadily and harder to converge due to the adversarial learning module in DA-VSN, and such negative effect is stronger under the scenario of SYNTHIA-Seq$\rightarrow$Cityscapes-Seq. The performance differences between benchmarks can be explained by the fact that SYNTHIA-Seq has larger domain gap with Cityscapes-Seq than VIPER, and we also point out that the notable advance on the benchmark of SYNTHIA-Seq$\rightarrow$Cityscapes-Seq brought by TPS further demonstrates the superiority of consistency training over adversarial learning.
Fig. 4. Visualization of temporal feature representations in the target domain via t-SNE [46] (different colors represent different categories): the proposed TPS surpasses Source Only, PixMatch [48] and DA-VSN [19] clearly with higher inter-class variance and lower intra-class variance. Note that we obtain the temporal features by stacking features extracted from two consecutive frames as in [19], and perform PCA with whitening on the obtained temporal features to retrieve principal components with unit component-wise variances. The visualization is based on the domain adaptive video segmentation benchmark SYNTHIA-Seq $\rightarrow$ Cityscapes-Seq. Best viewed in color.

approach on bridging larger domain gap between different video distribution. This merit is important for real-world applications, since real scenarios could be very different from pre-built synthetic environment.

Feature Visualization. To delve deeper and investigate on the effectiveness of TPS, we visualize the target-domain video representation with t-SNE [46] presented in Fig. 4, together with visualization for source only, PixMatch and DA-VSN for comparison. We observe that TPS outperforms source-only training by a large margin, which reveals the outstanding adaptation performance of our consistency-training-based approach. Furthermore, we also spot that TPS surpasses the previous works on domain adaptive video segmentation task by achieving largest inter-class variance while keeping smallest intra-class variance, which is a proper indicator that the upstream class-wise representation from TPS are more distinguishable.
Table 6. Complementary Study on TPS: the proposed TPS can be easily integrated with the state-of-the-art work DA-VSN [19] with a clear performance gain over two challenging domain adaptation benchmarks for video segmentation

|                         | SYNTTHIA-Seq → Cityscapes-Seq | VIPER → Cityscapes-Seq |
|-------------------------|-------------------------------|------------------------|
| **Method**              | **Base**                      | **Gain**               | **Base**                      | **Gain**               |
| DA-VSN                  | 49.5                          | +5.6                   | 47.8                          | 50.2                   | +2.4                   |

**Complementary Study.** We further conduct experiments to explore if TPS complements the domain adaptive video segmentation network DA-VSN [19] by performing additional cross-frame consistency training on target-domain data. The results of our complementary study are summarized in Table 6. It can be observed that the integration of TPS improves the performance of DA-VSN by a large margin over two benchmarks, indicating that consistency training in TPS complements the adversarial learning in DA-VSN productively. Moreover, TPS complements with DA-VSN [19] by surpassing “TPS only” (achieved a mIoU of 53.8 and 48.9 in Table 1 and 2 respectively), which proves that the effects of adversarial learning and consistency training on the domain adaptive video segmentation task are orthogonal.

5 Conclusion

This paper proposes a temporal pseudo supervision method that introduces cross-frame augmentation and cross-frame pseudo labeling to address domain adaptive video segmentation from the perspective of consistency training. Specifically, cross-frame augmentation is designed to expand the diversity of image augmentation in traditional consistency training and thus effectively exploit unlabeled target videos. To facilitate consistency training with cross-frame augmentation, cross-frame pseudo labelling provides pseudo supervision from previous video frames for network training fed with augmented current video frames, where the introduction of pseudo labeling encourages the network to output video predictions with high certainty. Comprehensive experiments demonstrate the effectiveness of our method in domain adaption for video segmentation. In the future, we will investigate how the idea of temporal pseudo supervision perform in other video-specific tasks with unlabeled data, such as semi-supervised video segmentation and domain adaptive action recognition.
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