Transformer optimization system design based on deep learning and evolutionary algorithm
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Abstract: A single shallow learning algorithm cannot fit the characteristics of high-voltage reactors well. Aiming at the above problems, this paper uses the error back propagation neural network and the particle swarm algorithm optimized by adaptive inertia weight to optimize the combined prediction model B for data training, verification and testing are carried out to achieve the purpose of effectively reducing the manufacturing cost of high-voltage reactors. Through experimental verification, the maximum error between the predicted value and the true value is 2.9%, and the minimum error is 0.05%. This provides certain technical support and inspiration for future devices such as optimizing high-voltage reactors.

1. Introduction

In recent years, scholars and experts from different countries have successfully applied algorithms in the optimal design of power transformers[1]. Research on the application of intelligent systems in the design of power transformers, such as the study of the application of intelligent systems in the design of power transformers by Geromel Luiz H.[2], Wang Zhurong's genetic optimization of special transformers[3], and Duan Houfeng used genetic algorithm BP neural network to diagnose transformer faults[4], Jin Ming et al. used genetic annealing algorithm to optimize the design of power transformers. It can be seen that the use of algorithms to achieve the optimal design of high-voltage reactors has become an effective means. Based on the theoretical basis of high-voltage reactor design, this paper establishes a mathematical model of the reactor, and describes the reactor design problem as a mathematical programming problem. The calculation program searches automatically and selects the relatively optimal design plan.
2. System overall design

2.1 BP neural network
BP neural network is the most common artificial neural network model, it is named because the training algorithm propagates back according to the error [5]. The topological structure diagram of BP neural network is shown in the figure below.

![Figure 1: Topological structure of BP neural network](image)

After such continuous learning, training, and modification of the calculated weights, until the final calculated error meets the requirements, or the number of cycles exceeds the set value, some parameters need to be reset to adjust the network and retrain. The specific process is shown in the figure below.

![Figure 2: The specific process of BP neural network](image)
3. Algorithm research and implementation

3.1 The specific steps of the BP neural network algorithm are as follows:

(1) Initialization data: The input and output of the neural network form a sequence, denoted as \((X, Y)\). From this sequence, we can get the number of nodes in the input layer, output layer and output layer of the network as \(n, l, m\), then initialize the weights and thresholds, set the connection weights between the input layer and hidden layer neurons to be \(W_g\), The connection weight between the hidden layer and the output layer neurons is \(W_{jk}\), The thresholds of the hidden layer and output layer are \(a\) and \(b\) respectively. Finally, give the neuron activation function of the neural network \(f(x)\) and learning rate \(\eta\) [6].

(2) Calculate the output of the hidden layer:

\[
H_j = f(\sum_{i=1}^{n} W_{ij} x_i - a_j) \rightarrow j = 1, 2, L, l
\]  

(3) Calculate the output of the output layer: BP neural network predicted output \(O_k\) is

\[
O_k = \sum_{j=1}^{l} H_j \omega_{jk} - b_k \quad (k = 1, 2, L, m)
\]  

(4) Calculate the error, and calculate the prediction error \(E_k\) of the network as:

\[
E_k = Y_k - O_k \quad (k = 1, 2, L, m)
\]  

(5) Update weight: Among them, \(E_k\) is the learning rate of the neural network.

\[
w_{ij} = w_{ij} + \eta H_j e_i (j = 1, 2, L, l; k = 1, 2, L, m) \quad (5)
\]

\[
w_{ij} = w_{ij} + \eta (1 - H_j)^{x(i)} \sum_{i=1}^{m} \omega_{jk} e_i (i = 1, 2, L, m; j = 1, 2, L, l) \quad (6)
\]

(6) Update threshold:

\[
a_j = a_j + \eta H_j (1 - H_j) \sum_{k=1}^{m} \omega_{ij} e_k (j = 1, 2, L, l) \quad (7)
\]

\[
b_k = b_k - e_k (k = 1, 2, L, m)
\]

(7) Determine whether the algorithm iteration end condition is met, if not, go back to step (2).
3.1.1 Application of BP neural network algorithm in this article

First, take the corresponding parameters of the high-voltage reactor explored in this article as input X and the output result as Y, construct a sequence (X, Y), and import it into the neural network for training. In the neural network of this article, 4 hidden layers are taken, and the number of nodes in each hidden layer is set to 10. Figure 2 below shows the structure of the neural network of this article, from left to right are input signal, input layer, hidden layer, hidden layer, hidden layer, output layer, output signal [7].

![Figure 3 Neural network structure diagram](image)

3.2 Application of particle swarm algorithm in this paper

3.2.1 Steps of particle swarm algorithm

As an optimization tool, the first step of particle swarm optimization is to clarify the range of the particle population and initialize the speed and position of all particles. Then the particles are evolved according to the evolution rules. The speed and position of each particle are determined by the last evolution speed and position, as well as the local optimal solution and the global optimal solution. After multiple optimizations, the global optimal solution can be found. The flow chart of the particle swarm algorithm is shown in Figure 3 below.

![Figure 4 Flow chart of particle swarm algorithm](image)

The optimization steps of particle swarm are as follows:

1. Initialize the particle position and velocity. Randomly generate n particles in the D-dimensional search space, initialize the positions and velocities of all particles, and the maximum speed of the particles during the search \( V_{max} \). Make settings, \( V_{max} \). Generally artificially set according to specific
problems, and its role is to coordinate global and local search capabilities[8].

(2) Evaluate all particles according to the fitness of the constraint and the fitness of the objective function.

(3) Record two extreme values, record the current individual extreme value $P_{besti}$ and objective function value $f(P_{besti})$ of particle $i$. Determine the overall extreme value $g_{besti}$ from $P_{besti}$, and record the objective function value $f(g_{besti})$ corresponding to $g_{besti}$.

(4) Update, particle $i$ gradually flies to $P_{besti}$ and $g_{besti}$ to update the particle position.

(5) Calculate the corresponding objective function value after each particle is updated, and judge whether $P_{besti}$ and $g_{besti}$ need to be updated.

(6) Determine whether to converge. If the preset maximum number of iterations is reached or the error requirement is met, the program terminates; otherwise, it returns to step (4).

4. Test results and analysis

By constructing the BP nerve to build the high-voltage series reactor relationship[9], and then using the particle swarm algorithm to find the optimal solution, on the premise of not destroying the performance of the reactor[10], under the control of the coil temperature rise and the iron core temperature rise, the parameter with the lowest total manufacturing cost of high voltage reactor. The result of the calculation is shown in the figure below:

Figure 5 mse mean square error graph

Figure 6 Training State display diagram
In regression, the true value is represented by the abscissa, the actual value is represented by the ordinate, the straight line represents the true value, and the small circle represents the predicted value, respectively representing the training sample, the verification sample, the test sample, and the overall prediction. Finally, the overall data is subjected to regression coefficient changes [11]. The closer the R value is to 1, the better the model. According to the analysis of the graph and table, the maximum error between the true value and the predicted value is 2.9%, and the minimum error is 0.05%.

### 5. Conclusions

It can be seen from the experiment that after 100 iterations, the smallest error between the true value and the predicted value can be regarded as close to 0.05%, and the largest error is 2.9%, which can greatly reduce the manufacturing cost of the high-voltage reactor and the pre-set goal was fulfilled well. Of course, this article is not enough to study the external data affecting high voltage reactors, the data processing is not complex enough, and the innovation of the model needs further study. But in general, this paper verifies the accuracy of the combined model through experiments and provides new ideas for future passenger flow research.

### Acknowledgments

This article is one of the phased achievements of the National Social Science Fund's general project "National Natural Science Foundation Youth Fund (11905020)".

### References

[1] Lu W.X, Dai Y.R, Li KQ. (2020)Research on short-term tourism demand forecasting based on particle swarm optimization optimized by adaptive inertia weights, back propagation neural network and deep confidence network (DBN-APSOBP) combined model[J]. Technology Promotion Development, 16(05):470-478.

[2] Gerome,lLuiz H,Souza,Carlos R.(2002)The application of intelligent systems in power transformer design[C].IEEE Canadian on Electrical and Computer Engineering,132:720-780.

[3] Wang ZR. (2005). Genetic algorithm and its application in the optimization design of special
transformers (Ph.D. thesis, Xi'an University of Technology). https://kns.cnki.net/KCMS/detail/detail.aspx.

[4] Cheng LM, Sun P, Li QF. (2004) Application research of genetic algorithm in the optimization design of dry-type power transformer series [D]. Transformer.

[5] Mao Chengying, Lin Rongru, Towey Dave, Wang Wenle, Chen Jifu, He Qiang. (2020) Trustworthiness prediction of cloud services based on selective neural network ensemble learning [J]. Expert Systems With Applications, 168.

[6] Liu Shuyang, Agarwal Ramesh, Sun Baojiang, Wang Bin, Li Hangyu, Xu Jianchun, Fu Guangming. (2020) Numerical simulation and optimization of injection rates and wells placement for carbon dioxide enhanced gas recovery using a genetic algorithm [J]. Journal of Cleaner Production, 280(P2).

[7] Zhao Xinkuan, Ye Tingqiao, Zhang Zhenqiang. (2020) Research on automatic optimization control of photovoltaic inverter parameters based on improved neural network [J]. Modern Electronic Technology, 44(01): 93-97.

[8] Optical Research; (2019) New Optical Research Data Have Been Reported by Investigators at Changchun Institute of Optics - Fine Mechanics and Physics (A Back Propagation Neural Network Based Optimizing Model of Space-based Large Mirror Structure) [J]. Network Weekly News.

[9] Ao Jia, Chen Man. (2020) Fast target location based on improved particle swarm optimization [J]. Communication Technology, 53(12): 2936-2941.

[10] Zhang Ran, Liu Min, Zhang Qikun, Yin Yifeng. (2020) A network security situation prediction algorithm based on SA-SOA-BP neural network [J]. Small Microcomputer System, 41(10): 2157-2163.

[11] Algorithms; (2017) Findings from Nanjing University Reveals New Findings on Algorithms (Prediction of high-speed grinding temperature of titanium matrix composites using BP neural network based on PSO algorithm) [J]. Computers Networks & Communications.