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In the study of Heisenberg’s error-disturbance relation, it is commonly believed that the non-unitary change of states hinders us from deducing the information encoded in original states about subsequently measured observable. However, we find that the disturbance can be corrected iff the pre-measurement is non-projective. In this work, by analysing the effect of decoherence on statistics of the subsequential measurement, we find the acquired information from pre-measurement can be used to developed a correction strategy, and then the information about post-measured observable can be recovered. In viewpoint of estimation theory, this result is the unbiasedness condition, which enable us to define precisions of measurement directly in terms of Fisher information. Moreover, we study the precisions trade-off relations in the information theoretic viewpoint.

I INTRODUCTION

Heisenberg originally formulated a trade-off relation for error of a position measurement and the resulting disturbance to subsequent measurement of momentum \[ \hat{p} \]. In fact, the relations deal with the intrinsic uncertainty any quantum state must possess, not the precision of a measurement and the disturbance it introduces.

Quantum measurement is fundamentally statistical, the information about the observables is interpreted as the expectation value \[ \langle \hat{A} \rangle \] or statistics of a projective measurement \[ \hat{P} \]. In view of this, decorhence occurs when a measurement is performed on states, affecting the statistics of a subsequent measurement. It has been widely believed that we cannot retrieve information encoded in original state about the incompatible observables \[ \hat{A}, \hat{B} \] from a sequential measurements. Recently, in order to capture the spirit of precision limit by Heisenberg, many Measurement-Disturbance-Relations (MDRs) were proposed, meanwhile many controversies around the MDRs arise due to disagreement about proper definitions of error and disturbance.

Notwithstanding the attention paid on MDRs \[ 10-13 \], there is little discussion contributing to the understanding of how the decoherence affect the the statistics of a subsequent measurement. Note also if we want to fully quantify the precision limit of joint measurements, we have to take any possible remedy aimed at optimizing the performance of the measurement outcomes. A question may arise as to whether there exist a "correction" strategy for the disturbed information allow us to acquire the informations encoded in the original states about the non-commute observables, if so, how we are going understand the measuring precisions of the non-commuting observables.

In this work, we try to clarify the subject of "disturbance" by dividing the disturbed probabilities from post-measurement into decoherence-dependent parts and decoherence-independent parts. We shall show that decoherence-dependent parts are subject to a diminution by a decoherence related factor, and the decoherence-independent parts are not affected. Moreover it will be seen that this diminution can be remedied iff the pre-measurement is non-projective, which can be interpreted as that the complete information about incompatible observables can be extracted from joint measurements \[ \hat{A}, \hat{B} \]. In estimation theory, which is the unbiasedness condition.

Under the correction strategy, the estimation error \[ 10-13 \] is corrected, so the only difference between independent projective measurements and joint measurements is the amount of information extractable from every sample. In an information-theoretic viewpoint, Fisher information (FI) \[ 16 \] and quantum Fisher information (QFI) \[ 17, 13, 21 \] are key notions in quantifying the amount of information that one can extracted \[ 20 \] from observed probability distributions. FI is sufficient for our following investigation \[ 22 \]. As unbiasedness condition is required in definition of FI, and lacking generality of this condition \[ 16 \] has ever limited the investigation about uncertainty relation in this powerful tool \[ 19 \]. By our correction strategy, unbiasedness condition achieves generality, and the precisions can be well defined in terms of FI, then which can be studied in an information theoretic viewpoint.

Our paper is outlined as follows. In section II, we analysis the original of disturbance and introduce the correction strategy. In section III, we define precisions of measuring \[ \hat{A} \] and measuring \[ \hat{B} \] in term of the Fisher information, and a trade-off precisions relation is showed in a whole range measurement strength.

II JOINT MEASURABILITY WITH CORRECTION STRATEGY

Quantum measurement is fundamentally statistical, the informations of the measured observables are interpreted as statistics of a projective measurement of the observables. Ideal measurements definitely should en-
able us to acquire the information in a most informative way \[19\]. In this paper, general quantum measurement processes are investigated in terms of information completeness and "informativity".

**Definition.** (Information completeness and Unbiasedness condition) If statistics of a perfect measurement can be deduced from the obtained probabilities without any prior information about the measured states, we say the information obtained is complete, or equivalently, estimator \(\varphi^A_{ext}\) of \(\langle A \rangle\) can be constructed with observed quantities, so that \(\varphi^A_{ext} - \langle A \rangle\) is close to zero with the independent repetitions of the measurement, meanwhile \(\varphi^A_{ext}\) is unbiased estimator.

However, measurement on states quite likely affects the statistics of a subsequent measurement on the states, which hinders us from deducing the information about the post-measured observable encoded in original state. However, if we regard the information obtained in pre-measurement as prior information to the subsequent measurement, we can greatly optimize the performance of the post-measurement outcomes.

Here, we focus on the measurements in a qubit Hilbert space the measured state is \(|\Phi\rangle = \sin \alpha|0\rangle_s + \cos \alpha e^{i\phi}|1\rangle_s\), \(A = \sigma_z\) and \(B = \vec{\sigma} \cdot \vec{n}\) are the incompatible observables concerned, where \(\vec{\sigma} = (\sigma_x, \sigma_y, \sigma_z)\), \(\sigma_i\) are Pauli matrices, \(\vec{n} = (\sin \theta \cos \varphi, \sin \theta \sin \varphi, \cos \theta)\), \(|0\rangle, |1\rangle\) and \(|+, |⟩, |−⟩\) are two sets eigenvectors of \(A\) and \(B\) with eigenvalue 1 and -1. The independent probability in projective measurement of \(A\) is \(\langle \Phi |0\rangle \langle 0| \Phi \rangle = \sin^2 \alpha\), and \(\sin^2 \alpha\) can be used to characterize the information of \(A\), note also the relative phase \(\phi\) is redundant for measuring \(A\). Similarly, \(\langle \Phi |+\rangle \langle +| \Phi \rangle\) can be used to characterize the information we want to extract from the post-measurement, where \(\langle \Phi |+\rangle \langle +| \Phi \rangle = \sin^2 \alpha \cos^2 \frac{\theta}{2} + \cos^2 \alpha \sin^2 \frac{\theta}{2} + \sin 2\alpha \sin \frac{\theta}{2} \cos \varphi \cos (\varphi - \phi)\). Interestingly, it can be seen that the phase is essential for measuring \(B\).

Consider the following sequential measurement scenario employed in \[11, 14, 15, 24\], the measurements are realized by "weakly" coupling the signal photons to meter photons which is then subject to projective measurements, the "weakly" means that the states of signal photons are not completely decohered after the projective measurement rather than the change of state can be omitted. And then, projective measurements of \(B\) are performed on the partial decohered signal photons states. Meter photons and signal photons are denoted by \(m, s\).

The estimated informations about sequential measured observables are required to satisfy the following condition if the joint measurements can produce complete information:

\[
F_{a_i}(P_{m=1}, P_{m=-1}) = tr(|\Phi\rangle \langle \Phi| |i_A\rangle \langle i_A|), \quad (1)
\]

\[
F_{b_i}(P_{m=1}, P_{m=-1}, P_{B_s=1}, P_{B_s=-1}) = tr(|\Phi\rangle \langle \Phi| |i_B\rangle \langle i_B|), \quad (2)
\]

Where \(P_{m=i}, P_{B_s=i}\) are the probabilities obtained from the joint measurements, \(|i_A\rangle, |i_B\rangle\) are eigenvectors. \(F_i\) are functions of the probabilities, which rely on measurement arrangement. \(P_{m=i}\) being taken account in the subsequent estimation implies that the remedy for disturbance is employed.

After signal and meter photons interact before either are measured, the states of system in two-qubit subspace are:

\[
|\Psi\rangle = (\sin \alpha \gamma |0\rangle_s + \cos \alpha e^{i\gamma} |1\rangle_s)|0\rangle_m + + (\sin \alpha \overline{\gamma} |0\rangle_s + \cos \alpha e^{i\overline{\gamma}} |1\rangle_s)|1\rangle_m. \quad (3)
\]

where \(\gamma^2 + \overline{\gamma}^2 = 1, \gamma \) and \(\overline{\gamma}\) are real coupling parameters can be set through arranging measurement parameters. Without loss of generality, we take \(\gamma \in (\frac{\sqrt{2}}{2}, 1)\). The measurement strength is given as \([11]\):

\[
\kappa = 2\gamma^2 - 1. \quad (4)
\]

The information about \(\hat{A}\) is extracted by projective measuring the meter photons on basis \(|1\rangle_m, |0\rangle_m\), probabilities are obtained as:

\[
p_{m=1} = \gamma^2 \sin^2 \alpha + \overline{\gamma}^2 \cos^2 \alpha = \frac{\kappa}{2},
\]

\[
p_{m=-1} = \gamma^2 \cos^2 \alpha + \overline{\gamma}^2 \sin^2 \alpha = \frac{\kappa}{2} . \quad (5)
\]

Roughly speaking, the amount of target information \(\sin^2 \alpha\) encoded in the (5) and (6) is directly proportional to the measurement strength \(\kappa\), an accurate method for quantifying the amount will be introduced in next section. Based on probability distribution obtained, the information of \(\hat{A}\) is given as:

\[
\langle \Phi |0\rangle \langle 0| \Phi \rangle = \frac{p_{m=1} - \overline{\gamma}^2}{\kappa}, \quad (7)
\]

\[
\langle \Phi |1\rangle \langle 1| \Phi \rangle = \frac{p_{m=-1} - \gamma^2}{\kappa}. \quad (8)
\]

And the unbiased estimator of expectation value is given as:

\[
\varphi_{ext} = \frac{p_{m=1} - p_{m=-1}}{\kappa}. \quad (9)
\]

The states after the measurement can be calculated by taking a partial trace over the meter photons, giving us the mixed states corresponding to the system:

\[
\rho_{ss} = tr_m(|\Psi\rangle \langle \Psi|) = \left( \frac{\cos^2 \alpha}{2 \gamma^2 \sin \alpha \cos \alpha e^{i\phi}} + \frac{2 \gamma \gamma^2 \sin \alpha \cos \alpha e^{-i\phi}}{\sin^2 \alpha} \right). (10)
\]

The degree to which the states decohered are corresponding to the \(2\gamma^2\). When \(\gamma \approx \frac{1}{\sqrt{2}}\) or \(\kappa \approx 0 \), no information is obtained, and the states are not affected. When \(\gamma \approx 1 \) or
\( \kappa \approx 1 \), projective measurements are performed, the information encoded in the obtained probabilities distribution is maximum, but the anti-diagonal terms in the matrix disappear, which contain the information of phase, which is essential for measuring \( \hat{B} \). In a general weak measurement scheme, \( 2\gamma \gamma \) is always smaller than 1, and then the states partial decohered, we will see that the states carry a "obscure" information about \( \hat{B} \).

Subsequently, projective measurement of \( \hat{B} \) is performed on basis \( |+\rangle \) and \( |-\rangle \). Probabilities are given as:

\[
p_{B_{+}=1} = tr(\rho_{+} |+\rangle \langle +|) = \sin^{2} \alpha \cos^{2} \frac{\theta}{2} + \cos^{2} \alpha \sin^{2} \frac{\theta}{2} + \frac{1}{2} (2\gamma \gamma) \sin 2\alpha \sin \theta \cos(\varphi - \phi) = (1 - 2\gamma \gamma) n + 2\gamma \gamma \langle \Phi | + \rangle \langle + | \Phi \rangle, \quad (11)
\]

\[
p_{B_{-}=1} = tr(\rho_{-} |-\rangle \langle -|) = \cos^{2} \alpha \cos^{2} \frac{\theta}{2} + \sin^{2} \alpha \sin^{2} \frac{\theta}{2} - \frac{1}{2} (2\gamma \gamma) \sin 2\alpha \sin \theta \cos(\varphi - \phi) = (1 - 2\gamma \gamma)(1 - n) + 2\gamma \gamma \langle \Phi | - \rangle \langle -| \Phi \rangle, \quad (12)
\]

where we see the probabilities can be divided into two parts. For \( p_{B_{+}=1} \), the first part is \( \sin^{2} \alpha \cos^{2} \frac{\theta}{2} + \cos^{2} \alpha \sin^{2} \frac{\theta}{2} \), it is independent on the pre-measurement strength and not affected. The other part is \( \sin 2\alpha \sin \frac{\theta}{2} \cos \varphi \), which is directly related to off-diagonal terms of the density matrix, being diminished by a decoherence related factor \( 2\gamma \gamma \), which is the very core of disturbance. Note \( 2\gamma \gamma \langle \Phi | + \rangle \langle + | \Phi \rangle \) can be regarded as a diminished target information.

In order to derive the information encoded in the original states from the disturbed probabilities, we introduce correction strategy. Firstly, with the \( \sin^{2} \alpha \) obtained from pre-measurement outcomes (5) and (6), we construct the decoherence-independent part, which enable us to extract the decoherence-independent part from (11). Secondly, the information can be constructed with the decoherence-independent part and the decoherence-dependent part. Though a easy calculation, the information encoded in original states is given as:

\[
\langle \Phi | + \rangle \langle + | \Phi \rangle = \frac{1}{\kappa(1 - 2\gamma \gamma)} \times (\kappa p_{B_{+}=1} - (1 - 2\gamma \gamma) (\cos^{2} \frac{\theta}{2} p_{m=1} + \sin^{2} \frac{\theta}{2} p_{m=-1} - \gamma^{2})), \quad (13)
\]

\[
\langle \Phi | - \rangle \langle - | \Phi \rangle = \frac{1}{\kappa(1 - 2\gamma \gamma)} \times (\kappa p_{B_{-}=1} - (1 - 2\gamma \gamma) (\sin^{2} \frac{\theta}{2} p_{m=1} + \cos^{2} \frac{\theta}{2} p_{m=-1} - \gamma^{2})). \quad (14)
\]

And the unbiased estimator of \( \langle \Phi | \hat{B} | \Phi \rangle \) can be given as:

\[
\phi_{est}^{B_{\alpha}} = \frac{p_{B_{+}=1} - p_{B_{-}=1} - (1 - 2\gamma \gamma) \cos \theta \phi_{est}^{A_{\alpha}}}{2\gamma \gamma}, \quad (15)
\]

In the above discussion, only \( \gamma \neq 1, \frac{1}{\sqrt{2}} \) are needed to guarantee information completeness or unbiasedness condition for the "incompatible" measurements. This is in strong contrast to the widely belief that the pre-measurement needed to be so weak that the disturbance to the state can be neglected\(^{[9, 11]}\). We realised that pre-measurement can give prior information as well as introduce disturbance to subsequential measurement, which can be used to develop a correction for the disturbance.

Here, we are also interested in the relation between the decoherence-dependent part \( \sin 2\alpha \sin \theta \cos(\varphi - \phi) \) and the commutator \( [\hat{A} \hat{B} - \hat{B} \hat{A}] = 2\sin 2\alpha \sin \theta \sin(\varphi - \phi) \).

They are similar in the formula, implying that the degree to which the pre-measurement affect the statistics of a subsequent measurement is corresponding to but not fully in accordance with non-commutativity figure of the measured observables. This observation can result necessary and sufficient condition for zero-noise, zero-disturbance (ZNZD) states proposed in \(^{[7]}\). The main idea in the Ref\(^{[7]}\) is that, in any d-dimensional Hilbert space and for any pair of non-commuting operators, \( \hat{A} \) and \( \hat{B} \), there exists at least \( 2^{d-1} \) zero-noise, zero-disturbance (ZNZD) states, measurement on the states that does not affect the statistics of a subsequent measurement. We find "the statistics is not affected" is equivalent to that the decoherence-dependent equal to zero. When \( \cos(\varphi - \phi) = 0 \) and \( \sin 2\alpha \neq 0 \) \( \sin \theta \neq 0 \) the state is a non-trivial ZNZD state, simultaneously there is no limit on \( \alpha \), so there are infinite non-trivial ZNZD states.

### III DEFINING PRECISIONS AND TRADEOFF RELATIONS

Recently, there is lively debate on MDRs, most of the controversies around the relations arise due to disagreement about proper definitions of error and disturbance (a detailed analysis of limitations of most common used definitions can be found in \(^{[20]}\)). Fisher information is key quantity to characterize the ultimate precision in parameter estimation. However, the requirement of unbiasedness condition has limited the use of FI in investigation in uncertainty relation\(^{[7]}\) YU book). Because of the correction strategy, we needn’t worry about that.

Regarding the pre-measurement, the stronger the measured states interact with the measurement devices, the more information can be extracted from (5) and (6), and the less information available from (11) and (12). Therefore, this analysis should yield a precisions tradeoff relation. In consideration of informativity, we refer to amount of information extractable from one experiment record \(^{[10, 15, 19, 20]}\), which can be quantified by FI \(^{[20]}\). Formally, FI is the expectation value of the observed information.

\[
I = \sum_{i} P_{i, \theta} (\frac{\partial \ln P_{i, \theta}}{\partial \theta})^2. \quad (16)
\]

Where \( P_{i, \theta} \) is the probabilities used to extracted infor-
mation about $\theta$. Here we define the FI for the joint measurement process. Which is amount of the information about $A$ and $B$ that one time joint experiment records contained. $P_{m=i}$, $P_{B_n=i}$ is probabilities corresponding to the joint measurements:

$$I^A_\epsilon = \sum_i P_{m=i} \left( \frac{\partial \ln P_{m=i}}{\partial \langle \Phi | A | \Phi \rangle} \right)^2 = \frac{1}{4} \frac{(1 - 2\gamma)^2}{(p_{m=1})(p_{m=-1})},$$

(17)

$$I^B_\eta = \sum_i P_{B_n=i} \left( \frac{\partial \ln P_{B_n=i}}{\partial \langle \Phi | B | \Phi \rangle} \right)^2 = \frac{1}{4} \frac{(2\gamma)^2}{(p_{B_n=1})(p_{B_n=-1})}.$$  

(18)

Similarly, Fisher information for independent projective measurement of $A$ and $B$ can be defined as:

$$I^A = \sum_i \left( \frac{\partial \ln P_{A=i}}{\partial \langle \Phi | A | \Phi \rangle} \right)^2 p_{A=i} = \frac{1}{4} \frac{1}{(p_{A=1})(p_{A=-1})},$$

(19)

$$I^B = \sum_i \left( \frac{\partial \ln P_{B=i}}{\partial \langle \Phi | B | \Phi \rangle} \right)^2 p_{B=i} = \frac{1}{4} \frac{1}{(p_{B=1})(p_{B=-1})}.$$  

(20)

where $p_{A=1} = tr(|\Phi\rangle\langle 0|)|0\rangle$, $p_{A=-1} = tr(|\Phi\rangle\langle 1|)|1\rangle$, $p_{B=1} = tr(|\Phi\rangle\langle +|)|+\rangle$, $p_{B=-1} = tr(|\Phi\rangle\langle -|)|-\rangle$.

The precision to which we can estimate the parameter is fundamentally limited by the FI, for only finite $n$ ensembles are available in laboratory, statistic errors of the estimated expectation value is given by the Cramér-Rao inequality \[18\]:

$$Var[\hat{\varphi}_n] \geq \frac{1}{nI}.$$  

(21)

Comparing independent projective measurements, a very natural definition of precisions can be given as follow:

$$\epsilon = \frac{I^A}{I_A},$$

(22)

$$\eta = \frac{I^B}{I_B}.$$  

(23)

Which are the ratios of amount of information gained from one time joint measurement records to that from a projective measurement record. In contrast with errors and disturbances \[5, 8–13, 23\] defined before, the precisions are directly defined, moreover estimation errors in the Refs are eradicated from the disturbed information, which allow complete information about the non-commuting observables to be extractable, and hence our definition of precisions yield precise mathematical translations of Heisenberg’s idea about precision limit. In fig.1, the trade-off relation about the precisions of incompatible measurements is showed.

CONCLUSION

In summery, we demonstrate how decoherence due to pre-measurement affect the subsequential observed statistics, and a correction strategy for the disturbed information is developed. Then we show that the informations about the non-commute observables encoded in original state are extractable iff the pre-measurement is non-projective. This result is in strong contrast with the universally regarded that the pre-measurement needed to be so weak that the change of state can be omitted. Furthermore, in viewpoint of estimation theory, the result is the unbiasedness condition, which enable us to define precisions of measurement directly in terms of Fisher information, settling the dispute over the descriptions of precisions. The precisions trade-off relations are also showed. Our results offer fundamental insights on understanding of quantum complementarity and uncertainty principle, Note also our correction strategy produce unbiased estimation of the parameter, we believe which will spur the investigation of the application of joint measurements schemes in state estimation and quantum metrology.
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