Abstract

The effective segmentation of lesion(s) from dermoscopic skin images assists the Computer-Aided Diagnosis (CAD) systems in improving the diagnosing rate of skin cancer. The results of the existing skin lesion segmentation techniques are not up to the mark for dermoscopic images with artifacts like varying size corner borders with color similar to lesion(s) and/or hairs having low contrast with surrounding background. To improve the results of the existing skin lesion segmentation techniques for such kinds of dermoscopic images, an effective skin lesion segmentation method is proposed in this research work. The proposed method searches for the presence of corner borders in the given dermoscopic image and removes them if found otherwise it starts searching for the presence of hairs on it and eliminate them if present. Next, it enhances the resultant image using state-of-the-art image enhancement method and segments lesion from it using machine learning technique namely, GrabCut method. The proposed method was tested on PH2 and ISIC 2018 datasets containing 200 images each and its accuracy was measured with two evaluation metrics, i.e., Jaccard index, and Dice index. The evaluation results show that our proposed skin lesion segmentation method obtained Jaccard Index of 0.77, 0.80 and Dice index of 0.87, 0.82 values on PH2, and ISIC2018 datasets, respectively, which are better than state-of-the-art skin lesion segmentation techniques.

1. Introduction

The World Health Organization (WHO) reported that one out of three cancers, is diagnosed as skin cancer [1]. According to a survey [2], one person passes away after each 4 minutes
from skin cancers globally. The skin cancer diagnosing rate reported per day in US is approximately 9500, and its mortality rate per hour is 2 [3]. The most familiar type of skin cancer is known as melanoma that grows from the pigment-producing cells known as melanocytes. The melanoma skin cancer cases increased by 47% globally since 2010. In Europe, and Australia the number of annually diagnosed melanoma cases are more than 100,000, and 15229, respectively. The non-invasive method termed as dermoscopy is commonly used to examine the skin surface [4] for diagnosing melanoma. However, examining the dermoscopic images manually is inefficient and its diagnosing rate is unsatisfactory [5–7].

To improve the speed and accuracy of the melanoma diagnosis, the CAD systems are introduced [4]. The CAD systems segment the lesion(s) from the skin image and diagnose melanoma skin cancer in the segmented lesion(s), However, the melanoma diagnosing accuracy of the CAD systems is not up-to the mark due to nonavailability of most effective skin lesion segmentation algorithms dealing with skin images containing artifact like hairs, and corner borders [4, 5].

A number of skin lesion segmentation methods like [4, 5, 8–24] have been proposed for improving the segmentation results of skin lesion. Among these skin lesion segmentation methods, the methods [5, 8, 11, 18] work fine for dermoscopic images with no hair, and corner borders (i.e., pre-processed dermoscopic images). However, they often generate false results in case of the dermoscopic image containing hairs and/or corner borders and lesion(s) as one shown in Fig 1. The reason behind is the fact that the corner border(s) are most often considered as lesion(s). Additionally, these methods have no potential to remove hairs if any on the dermoscopic image.

The methods [10, 13, 19, 23] remove hairs from the dermoscopic images first and then segment the lesion from the dermoscopic. However, they blur the dermoscopic image after hair removal which in turn degrade the segmentation accuracy. Furthermore, they are unable to
remove corner borders prior to lesion segmentation. As a result, their lesion segmentation accuracy is poor for dermoscopic images containing corner borders.

The method proposed in [4, 9, 14] have the potential to deal with dermoscopic images containing hairs and/or corner borders. The former two methods use binary mask, while the later one uses the “imclearborder” function of MATLAB for the removal of corner borders in the dermoscopic images. The results’ accuracy of these methods is not satisfactory for dermoscopic images containing corner borders with color similar to lesion(s), or varying size corner borders. Furthermore, their hair removal results’ accuracy is not satisfactory for images with low contrast between hair and its background. Additionally, they blur the image during the hair removal process which in turn affect the lesion segmentation results.

An effective skin lesion segmentation method is proposed in this research work to improve the skin lesion segmentation results in case of dermoscopic images containing hairs having low contrast with surrounding background and/or varying size corner borders with color similar to lesion(s). The working of the proposed method is described as follows.

The proposed method removes corner borders and hairs from the given dermoscopic RGB skin image using novel corner borders and skin hairs removal techniques. The resultant image is then transformed into HSV color and the contrast of its V channel is improved by using image enhancement method [25]. Next, the two channels, i.e., H, S, and improved version of V channels are merged, and log exponential transformation is applied over the newly formed image to further improve its contrast. A GrabCut (foreground extraction technique) is then applied to extract lesion from the enhanced image.

A. Contributions

1. We identified two limitations of the available skin lesion segmentation methods: a) the accuracy of the available corner borders removal methods used in the context of skin lesion segmentation is not satisfactory for skin dermoscopic images containing varying size corner borders or corner borders with color similar to lesion, b) the available hairs removal methods blur the skin dermoscopic image after hair removal.

2. A novel corner borders removal method based on locating the extreme inner and extreme outer contour of the corner borders is proposed, and

3. A skin hair removal method based on mask inpainting is introduced.

B. Paper organization

The rest of the paper is organized as follows: the related work is provided in Section 2, and the proposed lesion segmentation method details are described in Section 3. The description of dataset used for quantitative comparison of our method with six latest lesion segmentation algorithms is given in Section 4. The Section 5 provides paper’s conclusion.

2. Related work

This section provides detailed information regarding the available skin lesion segmentation techniques.

In [8], basic adaptive thresholding with skew estimation technique is used to find infected area in the 0 stage melanoma images. The basic idea in this method is to find an effective threshold in the narrow range use for segmenting the infected region in the skin image. To compute the adaptive threshold, it first takes the Upper Bound (UB) and Lower Bound (LB) of
the threshold of the extracted infected region and computes the mean (M) of the extracted region. Next, it computes the average mean of all infected regions in the dataset. The average mean is then compared with the mean (M) of an image and if both are found similar then the previously defined limits of the threshold are used for segmentation. Otherwise, skewness information is used to find the amount of shift average mean forward to the mean (M) of the image. The skewness information finds the center weight of the histogram, with help of this numerical value the UB and LB are updated. These updated values are used to segment the image. However, its results’ accuracy is not up to the mark for images holding corner border, and/or hairs.

In [10], a lesion detection method is proposed. In this method, the hairs is removed by replacing the hairs pixels with non-hair pixels and smooth the final result by applying the median filter. Next the resultant RGB image is transformed into HSI, HSV, and LAB color spaces. All channels of each of the aforementioned color spaces are extracted. After this, other combinations of color channels are formed by applying logical OR operation over the two channels belonging to different color spaces. In this way, 25 different color channels are formed. One of these 25 channels is selected for the segmentation based on visual analysis. Next, the external artifacts like skin lines, air bubbles, or other random noise are removed from the selected channel. After this, smoothing with the help of a circular averaging low-pass filter is applied to the resultant image. Next, enhancement or intensity adjustment is performed in such a way, that the values of pixels in the image are mapped into a new range. The purpose of this mapping is to smooth and stretch the image histogram, to find a more suitable value in the thresholding step. The enhanced image is segmented with the help of otsu’s method [20] into two clusters. One of these clusters refers to the foreground, i.e., lesion, while the other denotes the background, i.e., surrounding area. An algorithm used for finding the threshold value with the help of discriminate analysis is applied. In this analysis, zeroth and first-order cumulative moments of the histogram are measured and used to define the separation level of these two clusters. Next, the optimal threshold value is calculated from the minimization of within-cluster variance. The within-cluster variance is the weighted sum of the variance of two clusters. The resultant binary image has a value of 1 for all those pixels which are greater than the threshold level and 0 for all other pixels. The connected components like the lesion and background, are then determined and labelled using run-length encoding technique. Subsequently, the two major areas, i.e., lesion and its surrounding remain, and other all components are discarded. Finally the lesion boundary holes are filled with the help of morphological filling operations. However, the use of median filter after hairs removal process most often blurs the image which makes the process of lesion segmentation complicated. Moreover, it has no potential to eliminate the borders.

Two algorithms: adaptive thresholding and K-Mean clustering are used in [9] for detection of skin cancer. The adaptive thresholding converts the input image into grayscale. The grayscale image is then enhanced using the image adjustment technique and converts into binary. Next, the binary image is inverted to create the ROI. The segmentation is then started from the center of the region. The process of segmentation is continued until the whole lesion boundary is covered. The aforementioned operations create a boundary matrix which is then used for filling inside when the tumor is identified. In the end, the segmentation result is compared with ground truth. The K-Mean clustering divides the image into two clusters (when the image has no borders) or three clusters (when the image has borders). The number of clusters is dependent on the mask calculated in the pre-processing step of [26]. Four different parameters i.e., hammoude distance, true detection rate, false position rate, and cross error are then used to evaluate the segmentation results. However, the border removal accuracy of this algorithm is not satisfactory for images containing varying size corner borders. Furthermore, its
border removal method is computationally expensive because it employs spatial filtering over the whole image. Additionally, the hair removal process is shown in the flow diagram but its details are not provided.

In [11] the proposed method used the fusion threshold method for lesion border detection. This fusion threshold method joins four different threshold methods, i.e., Huang & Wang’s fuzzy similarity method [18], Kapur et al.’s maximum entropy method (LIANG-KAI HUANG et al. 1995), Kittler & Illingworth’s minimum error thresholding method [23], and Otsu’s clustering-based method [24], and the goal of this is to obtain best results of the segmentation that is independent of image statistical properties. The proposed method uses only the blue color channel from the RGB color space and applies each threshold method of the ensemble to the blue color channel image to generate the set of threshold images. After this, an energy function is used to control the unreliable decision at pixel level during the thresholding process. The four borders are then obtained by filling output of binary fusion and extracting the largest four connected components from it. However, the results’ accuracy of this method is not satisfactory for images with hairs and/or oil bubbles.

The proposed method in [5] uses the GrabCut algorithm for skin lesion segmentation. This method first performs K-mean clustering on the input RGB image. The RGB is then transformed into HSV color. Next, the color channels of HSV color space are split and adaptive histogram equalization is performed on each color channel. The resultant channels are then merged. After this, the GrabCut algorithm starts the process of segmentation with a mask or rectangle depending on the threshold value, i.e., 65. In mask-based technique, a mask is generated with a threshold as the probable lesion area. However, if the generated mask surpasses the threshold value, then a rectangle is used to carry out the lesion segmentation process. However, pre-processed images are required for the proposed method. The pre-processed images mean all the artifacts like image borders, and skin hair are removed from the image priorly. The lesion segmentation results of this method are poor for images containing artifacts.

In [24], very deep residual network-based technique for the detection and classification of melanoma is proposed. This technique is composed of two phases. In the first phase, a Full Convolutional Residual Network (FCRN) is used to segment the skin lesion from the image. The FCRN based on residual blocks takes an image as input and produce equal-sized predication masks. After this successful down sampling operation, the feature map dimensions are reduced as compared to the original image size. To overcome this gap a deconvolutional layer is added which performs the up-sampling to get equal-sized predication maps with input image size. The network produces many skin lesion prediction maps by using different level features and then combines these maps with adding operation defined by the deconvolutional layer. As an outcome, the maps containing local and global features of the skin lesion are produced. In the second stage, classification is performed with the help of two classifiers, i.e., softmax and support vector machine (SVM) producing the two initial results. After this, the average of these results is computed and considered as a final result. In addition, CNN is used for lesion segmentation in [20–22, 27]. However, the results’ accuracy of CNN is not satisfactory because of problems: it needs a huge labelled dataset to generate accurate results, and its training takes too much time for large dataset. In addition, the method fails to segment when low contrast occurs between the lesion and normal skin.

In [4], wavelet transform and morphological operations are used to extract lesion area from the skin image. This method performs three steps to extract lesion from the skin image. The image enhancement and hair removal are carried out in pre-processing (first step). In image enhancement active contour is used to locate the infected area in the RGB image, and its blue channel is used for further processing. The otsu’s method-based thresholding is then applied over the blue channel to make the distribution of color equal in the image. The hair is then
removed from the resultant image. The binary mask is then created by employing otsu’s thresholding method which is then used for removing the corner borders. The segmentation using Discrete Wavelet Transformation (DWT) is then carried out in the second step. In this step, the image is decomposed into horizontal, vertical, diagonal, and approximation bands. The approximation band is then further decomposed into the H, V, D, and A and the required result is obtained. In third step, i.e., post-processing, the average filter is applied to smooth the boundaries of the obtained segmented result. However, its borders removal is not adequate for images containing varying size corner borders. Moreover, the results of the hair removal method used are not satisfactory in images containing low contrast between the hair and its background. Additionally, it blurs the image after hair removal.

In [13], the Delaunay Triangulation method is used for the segmentation of melanoma images. In first step, morphological transformation operations are used to remove hairs from the input image. The histogram equalization is then employed on the Y channel of the input image to expose the border of lesion. Two parallel segmentation processes are then employed for detection of skin and lesion, respectively. In the first process, the input image is transformed into YCrCb color and the skin area is located using thresholding. The output image is then converted into HSV and thresholding is performed again to generate the new image containing only the lesion area. The second parallel process applies a Gaussian blur filter on each channel of the image and the resultant channels are then combined. The canny edge detection is then applied to create an edge image. The Delaunay Triangulation method takes edge image as input and finds its triangulation graph. The region association method is then used for the segmentation of triangulation graph. Transform. However, this method has no potential to remove borders located at the corners of the dermoscopic images.

In method [20], the skin lesions are segmented by applying perceptual color difference saliency algorithm. This method is composed our modules. The first module named as color image transformation transformed the RGB into CIE XYZ image which is then converted to CIE L’ a’ b’ color space image. This mage is then passed to luminance image enhancement function (second module) that improve the luminance of the image without affecting the pixels’ original color. Next, the pixel saliency is determined by using mean of background color and object color in the salient pixel computation (third module). The standard deviation and background mean are determined from of an ellipsoidal patch’s pixels values designed by midpoint algorithm, while the object mean is determined from pixels of the rectangle patch. Finally, the extra elements that might be remaining after the segmentation are removed using median filter. The MATLAB built in function is used for image border removal. The lesion segmentation results of this method are poor in the case of images containing varying size corner borders.

In [15], the skin lesion was segmented by Convolutional Neural Network (CNN) based U-net algorithm. The performance of this algorithm was tested on ISBI 2016 dataset containing skin microscopic images without borders and hairs. In [16] CNN with auxiliary information was used for skin lesion segmentation. However, the ISBI 2017 dataset contain skin lesion images without borders.

In [17] GrabCut algorithm was used for segmenting the skin lesion from dermoscopic images. However, it was trained and tested on ISIC dataset containing images with no corner borders.

In [23], the hair is removed from the dermoscopic image first. The SLIC is then employed on the hair free image to generate similar clusters. The resultant grayscale clustered image is then provided to ACO to detect edges. The lesion area is then segmented using the concepts of convex hull and thresholding. The CNN is trained on the segmented lesion images to classify them as malignant or benign. This hybrid method works fine for images containing hairs, but its results is poor for images containing borders because it often detects borders as lesions.
In [19], the hairs and markers present on the dermoscopic image are removed using threshold and morphological processing at pre-processing level. The resultant pre-processed image is then segmented using K-mean clustering. The Firefly algorithm is employed over the segmented image for determining the threshold value for eliminating the false pixels present in the segmented image. The proposed method got an outstanding accuracy, i.e., 98.9% on the images of PH2. However, this method lacks the capability of borders removal, as a result its accuracy is unsatisfactory in case of dermoscopic images containing borders.

In contrast to the aforementioned lesion segmentation methods, our proposed method excludes corner borders using their extreme outer and inner contours and eliminates hairs using a mask inpainting method which comparatively generates less amount of blurriness in the resultant image. The resultant blur image is then enhanced by employing state-of-the-art enhancement method. Finally, the lesion region is segmented with the help of the GrabCut method.

3. Proposed method

This section present the working details of our proposed method. The proposed method takes RGB skin image as input and eliminates its corner borders if any. Next, the skin hairs over the image is searched and removed. The resultant image is then enhanced and GrabCut algorithm is employed for lesion segmentation. The flow diagram of the proposed method is shown in Fig 2.

A. Corner borders removal

The devices like dermatoscope, and microscope used by dermatologists for examining skin lesion have round shape lens which captures irrelevant information like border with images. Most of the dermoscopic images in PH2 dataset contain similar color lesion and corner borders which often cause false detection. The goal of this module is to eliminate the corner borders of the skin image to reduce false detection rate of lesion. To achieve this aim, the extreme outer and inner contours of the corner borders are determined and the area occurring between these rectangles are detached from the given RGB skin image. The extreme outer contour is computed by employing a simple contour approximation method. This method locates the position of the endpoint (pixel) of the corner borders overlaid on the input skin image. The computed positions are then placed in a vector. The extreme outer contour is then drawn with the help of these stored positions. For example, the endpoint positions of the corner borders of an image shown in Fig 3(A) are specified below.

\[ [0, 0], [0, 434], [434, 434], [434, 0] \]

Fig 3(B) shows the extreme outer contour of the corner borders located with help of stored positions. To locate the extreme inner contour of the corner borders, a gray level threshold (T), and the initially estimated endpoint of the corner border are used. It is found in the training process that using gray level 4 as threshold is comparatively better in locating the corner borders’ ending pixel. Moreover, it is also noted that the corner borders’ length and width are less or equal to 20 pixels. Therefore, \([20, 20]\) is taken as the initially estimated endpoint of the corner border. The initially estimated endpoints of the corner borders and the specified threshold are then utilized to locate the left top, left bottom, right top, and right bottom endpoints of the inner rectangle.

To compute the coordinate of left-top end point of the inner rectangle, the threshold value is compared with the estimated endpoint value and two of its previous pixels in the left-up
word direction. If the threshold value is greater than these three pixels values then that point is assumed to be the inner rectangle left-top. In contrast, if the threshold value remains the same till the image starting pixel then that image is to be declared to have no top-left border. In such scenario, this module will not search for locating the other three border corners but rather it will finish the working of this module and move towards next module. In case if it found the
coordinate of the left corner border then it will proceed towards finding the coordinates of other corner borders. This procedure is implemented using Eq (1)

\[
b = \begin{cases} 
(i, j) & \text{if } (I(i, j) < T \\
& \text{and } I(i-1, j-1) < T \\
& \text{and } I(i-2, j-2) < T \\
i = i - 1, j = j - 1 & \text{if } i, j \neq 0 \\
0 & \text{otherwise}
\end{cases}
\]

Fig 3. a) Input image with corner borders, b) extreme outer contour of corner borders, c) the extreme inner contour of corner borders, d) the result after corner borders removal.

https://doi.org/10.1371/journal.pone.0275781.g003
Where \((i, j)\) refers to the location of pixel, and \(I(i, j)\) denotes to its grey level. To find the value of coordinate of the left-bottom end point, a negative sign is placed before the estimated border’s first value, i.e., \([-20, 20]\). This negative sign indicates to start row counting in upward direction starting from the last row till its well-defined bound. After this, it takes the estimated left-bottom point and starts counting for the final left-bottom point in the left downward side by matching the threshold with the estimated left-bottom point and its two diagonal pixels in the same way as described in Eq (2). To determine the coordinate value of the right-top end-point, a negative sign is placed before the estimated border’s second value \([20, -20]\). The negative sign signifies to start counting from the last column to locate the right top’s initial value. Next, matching in right upward direction is initiated using Eq (2) and decision about the existence of top right corner border in the given image is taken. Next, negative sign is placed before the estimated corner border’s coordinates i.e., \([-20, -20]\). These negative signs indicate the direction, i.e., the initial coordinates of the right-bottom endpoint is generated by considering the last column as first column and last row as first row. Next, the final bottom coordinate of the inner rectangle is determined by performing comparison in the right downward direction using Eq (2). Once the coordinates of the four corner borders of the inner rectangle are computed then an extreme inner contour is drawn as shown in Fig 3(C). The area inside the extreme outer contour and extreme inner contour is then detached. The result of this module is shown in Fig 3(D). The working of this module is practically illustrated in Fig 4. We consider coordinate \((5,5)\) as the maximum estimated top left endpoint for the extreme inner contour as shown in Fig 4. The procedure takes the pixel value 144 located at \((5,5)\) and its previous two pixels values 124, and 3 located at \((4,4)\) and \((3,3)\), respectively, and match them with threshold value, i.e., \(T = 4\). Its mathematical representation is shown as follows.

\[(144 < 4) \land (124 < 4) \land (3 < 4)\]

As this return false, so new point needs to be set for the left top corner, i.e., \((4,4)\) and again the condition is checked. The procedure of comparison is continued until the given condition become true. The similar procedure is adopted to determine the coordinates of the other corner borders.

![Fig 4. Extreme end point calculation for inner rectangle.](https://doi.org/10.1371/journal.pone.0275781.g004)
B. Hairs removal

The skin hairs over the infected region in the dermoscopic images affect the lesion segmentation results. The goal of this module is to eliminate hairs from the resultant image of the prior module. The three steps used for the removal of hair are: hairs contour finding, mask creation, and removal of hairs from the image using in-painting. The workflow of hairs removal process is shown in the Fig 5. In the first step, a grey scale image of the RGB image obtained from the prior module is created. Next, the contours of the hairs on the grey scale image are detected by taking the difference of closing of the image and the image itself using Eq (2).

\[
T(I) = (I \ast K) - I
\]  

(2)

Where I is the grayscale image, K is the structural element, \( \ast \) is the closing operation, and \( T(I) \) denotes to contour image. In the second step, a mask or threshold image is created from the contour image. For this purpose, a piecewise linear transformation function named as gray level slicing is applied on the contour image to identify the area to be in-painted in the image. The gray level slicing forms a mask of the contour image by transforming its pixels with values less than 10 to 0 and all of its other pixel values to 255. If the mask contains only the 0s, it means that image does not contain any hairs and thus this module will not carry out further computations that are required for hairs removal. On the other hand if the mask contains non-zero pixels then it will proceed towards third step because the non-zero pixels represent the area that is to be in-painted. In the third step, the previously created mask is used for in-painting to remove the hair from RGB image.

The Fast-Marching method [28] is used for in-painting. To in-paint a point P located on the boundary (\( \partial \Omega \)) of the region (\( \Omega \)) to be in-painted as shown in Fig 6. A neighbourhood B, of size \( \epsilon \) (with value 2) of the pixels nearby P is taken. The first-order approximation \( I_\epsilon(q) \) of the image at any point P, for small value of \( \epsilon \), image gradient \( \Delta I(q) \) and \( I_\epsilon \) value at point P can
be computed by Eq (3).

$$I_q(p) = I_q + \Delta I(q)(p - q)$$  \hspace{1cm} (3)

Where \(I_q\) and \(\Delta I(q)\) represent to any neighbour point of \(p\), and gradient computed value by central difference, respectively. The point \(p\) is then in-paint as a function of all points \(q\) in \(B_\varepsilon(p)\) by adding the estimates of all points \(q\), weighted by a normalized weighting function \(w(q, p)\) using Eq (4)

$$I_p(p) = \sum_{q \in B_\varepsilon(p)} w(q, p)\frac{I(q) + \Delta I(q)(p - q)}{\sum_{q \in B_\varepsilon(p)} w(q, p)}$$ \hspace{1cm} (4)

The \(w(p, q)\) weighting function is designed in such a way that the in-painting of point \(p\) propagates the value as well as sharp details of the image over \(B_\varepsilon(p)\).

The weighting function is defined by the product of three terms using Eq (5)

$$w(p, q) = \text{dir}(p, q).\text{dst}(p, q).\text{lev}(p, q)$$ \hspace{1cm} (5)

The \(\text{dir}(p, q)\) denotes the directional components and ensure that the pixels participation nearby the normal direction \(N = \Delta T\), is more than those that are away from \(N\). The \(\text{dir}(p, q)\) is defined by the Eq (6).

$$\text{dir}(p, q) = \frac{p - q}{|p - q|}.N(p)$$ \hspace{1cm} (6)

Where \(T\) denotes the distance Map, and \(N\) refers to normal to \(\delta \Omega\). The \(\text{dst}(p, q)\) in \(w(p, q)\) function refers to the geometric distance. The \(\text{dst}(p, q)\) is defined by Eq (7).

$$\text{dst}(p, q) = \frac{d_0^2}{|p - q|^2}$$ \hspace{1cm} (7)

In Eq (7), the value of \(d_0\) is 1. The \(\text{lev}(p, q)\) of \(w(p, q)\) function denotes the level set distance component and it makes certain that pixels nearby contour of \(p\) are more contributed compared to those pixels which are away from \(p\). The value of this term can be computed using
Eq (8).

\[
\text{lev}(p, q) = \frac{T_0}{1 + |T(p) - T(q)|}
\]  

Where \( T_0 = 1 \)

The regions in the RGB image that are to be in-painted are identified with the help of mask. This module then starts from the boundary of the identified region and in-paint everything in boundary first and then in-paint the area inside the region. To do this, it gets a small neighbourhood of a pixel located at the boundary of a region and finds their normalized weighted sum. Weights selection is an important matter. The pixels placed near to the normal boundary, near to the point, and those placed over the boundary contours are given more weightage. The pixel intensity is replaced with the computed normalized weighted sum. This process is continued for each pixel in the region till all its pixels are in-painted. The same process is repeated for all regions in the whole image. The output of this module is shown in Fig 7.

C. Image enhancement

This module aims to enhance the contrast of the resultant RGB image obtained from the previous module. As HSV color is more closely align with the way human visual system perceives color-making attributes [24], therefore, the RGB image is transformed into HSV color space using technique [29] first. In HSV image, the colors are represented by H and S, whereas the brightness of the pixels is reflected by V. It is observed that increase in brightness (values of V component) improves the image quality. So, this module enhances the V component, and H, S components remain unchanged.

Different image enhancement approaches like Contrast Limited Adaptive Histogram Equalization (CLAHE), and histogram equalization [30] have been applied on the V component of the resultant RGB image. However, their results are not much effective as shown in Fig 8(B) and 8(C).
In order to get better result, the modified histogram and log-exp transformation method proposed in [25] is applied on the V component of the resultant RGB image. This method of enhancement improves the low intensity of the image and avoids the significant decrement of the high intensity; thus, the contrast of the image is dynamically extended.

First, a function is developed to modify the histogram which smooths the color distribution without losing information. Second, a log-exp transformation is employed to increase the weighted values in the dark regions of the image and decrease those present in the bright regions. Third, a wider range for the brighter component is obtained with the application of nonlinear normalization. The enhanced version of the V-component is then combined with the H and S components to get a high contrast image as shown in Fig 8(D). For more details studies refer to [22].

D. Image segmentation using GrabCut algorithm

The aim of this module to extract infected area in the resultant image of the prior module. The thresholding methods proposed in [31, 32] work fine for grey scale images, but their results on RGB images are poor as compared to GrabCut method [25]. The GrabCut method draws a rectangle to enclose the infected area in the image. It has been observed during the segmentation process that rectangle size 12% less from the original image with the ratio of 5% from the top left or starting point and 7% from the right bottom or end point is more effective for segmenting the infected region. The Eqs (9) and (10) are used to compute the size of rectangle.

\[
A = \text{int} \left( \frac{\text{image.shape}[1] \times 5}{100} \right) \tag{9}
\]

\[
B = \text{int} \left( \frac{\text{Image.shape}[0] \times 5}{100} \right) \tag{10}
\]

Where A, and B are the starting point of the rectangle. For computing the end points replace 5 with 7 and subtract the result from height and width of the image. For instance, image with size 430 × 430, the size of rectangle is (21, 21,400, 400) used to segment the lesion from the normal skin. Next, a tri-map is initialized to perform the initial labelling. The labelling performed using tri-map is defined by Eq (11).

\[
T = \{T_B, T_u, T_F\} \tag{11}
\]

Where \(T_B, T_u, \) and \(T_F\) are the variables which store the background, the unknown and the foreground pixels, respectively. The value of \(T_u\) is computed by complementing the \(T_B, \) i.e., \(T_u = \bar{T}_B\) and \(T_F = \emptyset.\) After this, two Gaussian Mixture Models (GMM) are generated. The First one is created for \(T_B\) with an = 0, and the second one is created for \(T_u\) with an = 1. The GrabCut then assigns new labels by computing new GMMs both for background and foreground and removes the old ones. A new pixel distribution is initiated, and graph is constructed from it with pixels represented by graph nodes. Every pixel connects to any two leaf nodes defined as sink or background node and source or foreground node. After graph weights initialization, min-cut is applied on the graph to compute new values for the pixels on \(T_u\). The value shift from 1 to 0 or 0 to 1 in each iteration. This process is continued until the convergence of the labelling of the foreground and background pixels. The result of segmentation is shown in Fig 9.

4. Results and discussion

The dataset’s details, information regarding evaluation metrics that are used for performance checking, and the results’ comparison are provided in section.
A. Dataset

In this research work, two datasets, i.e., Hospital Pedro Hispano (PH2) [33] and ISIC2018 [34] were used for the results evaluation of our proposed method. The PH2 dataset contains 435 dermoscopy skin images, and their ground truths. The dimension of dataset's images is 572 x 765, and their file format is BMP. The ISIC2018 dataset contains 2500 images in JPG format with ground truth. We have collected 200 images randomly from each of the aforementioned datasets to test the results' accuracy of the proposed method. Our proposed method was implemented in Python 3.0 running on Intel(R) Core(TM) i5-4300U CPU @ 1.90GHz 2.49 GHz computer with 4.00 GB RAM, and 500GB hard disk.

B. Evaluation metrics

The Jaccard index and dice index were used as evaluation metrics for checking the proposed method’s performance. These two metrics were chosen because most of the researchers used them for evaluation purpose in the context of skin lesion segmentation. The Jaccard index is used to measures the overlap between two images using Eq (12). Like Jaccard index, the dice index computes the similarity index between the given images using Eq (13).

\[
\text{Jaccard Index} = \frac{TP}{TP + FP + FN} \quad (12)
\]

\[
\text{Dice Index} = \frac{2TP}{(FP + TP) + (TP + FN)} \quad (13)
\]

Where TP, and FP refers to lesion pixels extracted as lesion pixels, and non-lesion pixels extracted as non-lesion pixel, respectively, while FN, and TN represent lesion pixels extracted as non-lesion pixels, and non-lesion pixels extracted as non-lesion pixels, respectively.

Fig 9. a) Input obtained from previous module b) Results of segmentation module.

https://doi.org/10.1371/journal.pone.0275781.g009
C. Comparison

In this subsection, the performance comparison of our proposed method with state-of-art segmentation methods is presented. The performance of our proposed method and those present in the literature were tested on 200 images taken from each of the aforementioned datasets. The accuracy of the results of lesion segmentation from skin dermoscopic images mainly depends on three factors, i.e., border removal, hair removal, and enhancement technique applied. The application status of these three factors by available and our proposed methods are listed in Table 1.

As methods [5, 8, 11–14, 19, 23] do not deal with images containing artifacts like hairs, and borders and the PH2 dataset contains images with borders and hairs, therefore their results’ accuracy in term of Jaccard index and dice index are not satisfactory.

The results’ accuracy of [4, 9] is better than [5, 8, 11–14, 19, 23] because they employ artifact removal techniques. However, their accuracy is smaller than our proposed method because they blur the image after hair removal which affects the results of lesion segmentation. Furthermore, their border removal methods are not much effective in case of images containing varying size borders.

### Table 1. Application status of border removal, hair removal, and enhancement technique.

| Methods                              | Border Removal | Hair Removal | Enhancement |
|--------------------------------------|----------------|--------------|-------------|
| Adaptive thresholding [8]            | No             | No           | Yes         |
| Hybrid thresholding [9]              | Yes            | Yes          | No          |
| Ensembles of thresholding [11]       | No             | No           | Yes         |
| Grabcut [5]                          | No             | No           | Yes         |
| Deep residual network [24]           | No             | No           | No          |
| Delaunay Triangulation [13]          | No             | Yes          | Yes         |
| Perceptual Color Difference Saliency [14] | Yes          | Yes          | Yes         |
| Cohen–Daubechies–Feauveau biorthogonal wavelet [4] | Yes          | Yes          | No          |
| Adaptive automatic thresholding [10] | No             | No           | No          |
| novel hybrid approach [23]           | No             | Yes          | No          |
| optimized fire fly algorithm [19]    | No             | Yes          | No          |
| Our proposed method                  | Yes            | Yes          | Yes         |

https://doi.org/10.1371/journal.pone.0275781.t001

### Table 2. Quantitative lesion segmentation results.

| Method                                      | PH2 | ISIC 2018 |
|---------------------------------------------|-----|-----------|
|                                             | Jac-card Index | Dice Index | Jac-card Index | Dice Index |
| Adaptive thresholding and Skewness correction [8] | 0.68 | 0.70       | 0.70          | 0.73       |
| Border detection in dermoscopy images using hybrid thresholding [9] | 0.64 | 0.69       | 0.69          | 0.71       |
| Ensembles of thresholding [11]              | 0.67 | 0.70       | 0.68          | 0.72       |
| Grabcut [5]                                  | 0.68 | 0.70       | 0.78          | 0.80       |
| Deep residual network [24]                   | 0.54 | 0.58       | 0.56          | 0.61       |
| Delaunay Triangulation [13]                  | 0.70 | 0.71       | 0.71          | 0.70       |
| Perceptual Color Difference Saliency [14]    | 0.66 | 0.71       | 0.69          | 0.72       |
| Cohen–Daubechies–Feauveau biorthogonal wavelet [4] | 0.73 | 0.75       | 0.74          | 0.73       |
| Adaptive automatic thresholding [10]         | 0.63 | 0.68       | 0.65          | 0.69       |
| novel hybrid approach [23]                   | 0.67 | 0.65       | 0.70          | 0.69       |
| optimized fire fly algorithm [19]            | 0.68 | 0.69       | 0.71          | 0.70       |
| **Our proposed method**                      | **0.77** | **0.87**   | **0.80**     | **0.82**   |

https://doi.org/10.1371/journal.pone.0275781.t002
The method in [14] uses a border removal method, but its results' accuracy is unsatisfactory for images with varying size corner borders. Additionally, it blurs the image after hair removal. Our proposed method of lesion segmentation achieved comparatively better results in terms of Jaccard index, and dice index as shown in Table 2. This is because of the reason that our proposed method uses border removal method capable of removing not only the varying size corner borders but also the corner borders with color similar to lesion. Furthermore, the skin hair removal method of our proposed method creates comparatively less blurring during

![Sample results of our proposed method.](https://doi.org/10.1371/journal.pone.0275781.g010)
the hair removal process. Next, our proposed method employs state-of-the-art enhancement method to highlight the lesion from the normal skin.

The ISIC 2018 is preprocessed dataset containing images with no corner borders. The segmentation accuracy of our proposed segmentation method on this dataset is better than [5, 8, 11–14, 19, 23], because of employing state-of-the-art image enhancement and segmentation.

Fig 11. Results of our proposed method over dermoscopic images taken from ISIC 2018 dataset containing small size infected region.

https://doi.org/10.1371/journal.pone.0275781.g011
technique, while its segmentation accuracy is comparable to [4, 9, 14] because of using powerful image enhancement technique and better corner border and hair removal methods. Some of the results of our proposed method on images taken from ISIC 2018 dataset are shown in Fig 10.

The results of our proposed segmentation method are not satisfactory for images containing small infected region as shown in Fig 11. This is because of the reason that our proposed method forms an automatic rectangle needed for GrabCut method. The GrabCut method includes part of background area of the dermoscopic image with the resultant infected area due to inappropriate size of rectangle.

5. Conclusions

The available skin lesion segmentation approaches often generate false lesion segmentation results for dermoscopic images containing varying size corner borders, or color borders with color similar to lesion. To cope with this issue, our proposed machine learning based skin lesion segmentation method utilizes a novel border removal method capable of removing varying size corner borders, and/or color borders with color similar to lesion and thus improve lesion segmentation results.

Also, it caters to the problem of annoying artifacts, like hairs using a comparatively better hair removal method. The contrast between the lesion and its surrounding is then improved by employing state-of-the-art image enhancement method which contributes towards accurate lesion segmentation. Our proposed lesion segmentation method achieved comparatively better Jaccard Index, and Dice index values on PH2, and ISIC2018 datasets containing images with varying size corner borders with color similar to lesion and/or hair due to the application of novel borders and hair removal methods. The GrabCut method causes over-segmentation in case of the dermoscopic images containing small size lesion due to the selection of inappropriate rectangle size used for initialization of Grabcut method. In future, we intend to device a method for appropriate selection of rectangle to avoid over-segmentation in case of dermoscopic images containing small size lesion.
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