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Abstract

This paper introduces a surrogate modeling scheme based on Grassmannian manifold learning to be used for cost-efficient predictions of high-dimensional stochastic systems. The method exploits subspace-structured features of each solution by projecting it onto a Grassmann manifold. This point-wise linear dimensionality reduction harnesses the structural information to assess the similarity between solutions at different points in the input parameter space. The method utilizes a solution clustering approach in order to identify regions of the parameter space over which solutions are sufficiently similar such that they can be interpolated on the Grassmannian. In this clustering, the reduced-order solutions are partitioned into disjoint clusters on the Grassmann manifold using the eigen-structure of properly defined Grassmannian kernels and, the Karcher mean of each cluster is estimated. Then, the points in each cluster are projected onto the tangent space with origin at the corresponding Karcher mean using the exponential mapping. For each cluster, a Gaussian process regression model is trained that maps the input parameters of the system to the reduced solution points of the corresponding cluster projected onto the tangent space. Using this Gaussian process model, the full-field solution can be efficiently predicted at any new point in the parameter space. In certain cases, the solution clusters will span disjoint regions of the parameter space. In such cases, for each of the solution clusters we utilize a second, density-based spatial clustering to group their corresponding input parameter points in the Euclidean space. The proposed method is applied to two numerical examples. The first is a nonlinear stochastic ordinary differential equation with uncertain initial conditions where the surrogate is used to predict the time history solution. The second involves modeling of plastic deformation in a model amorphous solid using the Shear Transformation Zone theory of plasticity, where the proposed surrogate is used to predict the full strain field of a material specimen under large shear strains.
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1. Introduction

The need for very high-fidelity, computationally expensive models to accurately capture the underlying physics of engineering systems is a limiting factor in computational mechanics. Despite the huge strides made over the last decades to solve these massive-scale problems in engineering (i.e. higher-order mathematical models, better approximation methods, advances towards exascale computing and development of sophisticated numerical algorithms), large-scale modeling of real-world applications remains an uphill battle, especially in the framework of uncertainty quantification (UQ) where a large number of repeated simulations are required. However, efforts to overcome these computational barriers are continuous.
A drastic reduction in the computational cost can be achieved by developing a simpler mathematical function (surrogate) of the model that is inexpensive to evaluate and is able to reproduce the system’s input-output relation. In order to build a surrogate that can approximate/interpolate the solution between sample points where the exact solution is known, a finite number of high-fidelity model evaluations are required at known points in the input parameter space. Among the most widely-used surrogate modeling techniques in the framework of UQ, include generalized polynomial chaos expansions (PCE) [1–5], which are also widely-used for the related stochastic collocation methods [6–9] and the Gaussian process (GP) regression model [10–14] which is a machine learning technique constructed by fitting a Gaussian random function to the training data. However, the training time of a GP scales cubically $O(n^3)$ with the number of available training data $n$ while the memory scaling is $O(n^2)$. To this end, efforts to overcome scaling problems are made with the propose of sparse GP approximations [15, 16].

An alternative method to reduce computational cost is through reduced-order modelling. Reduced-order models (ROMs) seek the simplest mathematical representation of the high-fidelity model that captures the dominant behavior of the system, i.e. aim to preserve the governing equations while drastically reducing the number of degrees of freedom. ROM approaches include reduced-basis methods [17, 18] and nonlinear projection methods [19]. From the first category, a widely-used approach employs the proper orthogonal decomposition (POD) [20]. The key idea of POD is that the subspace spanned by a number of system solutions constitutes a basis of the total solution space that can accurately describe the system. On the other hand, nonlinear projection methods are based on trajectories between solutions computed using high-dimensional models that are contained and may be interpolated in low-dimensional subspaces. Related work can be found in [21, 22] in which a groundbreaking nonlinear projection method for interpolating ROMs on the Grassmann manifold was introduced.

Additionally, recent advances in machine learning have forged a new path in utilizing manifold learning for processing high-dimensional data and thus, enhancing the quality of the surrogate models in the framework of data-driven UQ. Manifold learning is built on the assumption that the high-dimensional data lie on a lower-dimensional space (manifold) which encompasses the structural information of the data. Identifying this manifold can lead to lower complexity, better insight into the physics of the problem and better computational performance. Over the last decade we have witnessed the emergence of various linear dimension reduction methods such as POD/principal component analysis (PCA) [23] as well as non-linear dimension reduction methods, such as locally linear embedding (LLE) [24], Laplacian eigenmaps [25], Diffusion maps (DMAPs) [26], ISOMAP [27], Hessian eigenmaps [28], Kernel PCA [29] and local tangent space alignment [30].

In this work, we propose a method that combines manifold learning with surrogate model construction for interpolation of reduced-order solutions that can be used, through inversion of the dimensionality reduction, to predict the full solution at new points in the parameter space without requiring expensive model evaluation. Strictly speaking, the model we construct is a surrogate model and not a ROM because we do not solve the governing physical/mathematical equations in the reduced basis. However, it can be viewed as a “physics-informed” surrogate model in the sense that we interpolate directly in the reduced space of physically/mathematically relevant bases for the specific problem.

More specifically, we first evaluate the expensive high-dimensional computational model at a set of training points. At each training point, we reduce the dimension of the full solution through a projection onto the Grassmann manifold. We then exploit the structure of the points on the manifold to identify clusters of points having similar solutions. For each cluster, a local GP is constructed (in the tangent space of the manifold) that creates a mapping between the input parameter space and a low-dimensional (manifold) representation of the high-dimensional solution.
Straightforward inversion of the projection then allows us to approximately reconstruct the high-dimensional solution at any arbitrary point in the input parameter space without evaluating the expensive computational model. Applications are considered that involve time-dependent having potentially long duration and spatially varying solutions with a very large number of degrees of freedom.

It is worth mentioning that other works to this, and related ends have been conducted very recently. Wang et al. [31] use manifold learning methods to identify the intrinsic structure of particular solutions (referred to as probabilistic performance patterns) and how they relate to inputs to the system. Additionally, Kalogeris and Papadopoulos have presented a new surrogate modeling approach for high dimensional models that leverages a nonlinear dimension reduction through diffusion maps [32]. In two prior works [33, 34], the authors utilize an unstructured multi-element mesh of the parameter space in combination with polynomial chaos expansion-based surrogates to interpolate high dimensional solutions using a locally reduced basis [34] and the Grassmann manifold projection of the solution [33]. The primary shortcoming of these methods relate to the requisite multi-element discretization of the parameter space, which limits the approach to problems with low-dimensional input parameters. The proposed approach does not suffer from the same restrictions.

The paper is organized as follows. Section 2 provides an overview of the Grassmann manifold and related concepts. This Section introduces notions from differential geometry and thus, an elementary background in Riemannian geometry is a prerequisite. The reader is referred to [35, 36] for further reading. In Section 3, a brief review of Gaussian process regression is provided before demonstrating how it can be used to interpolate high-dimensional data on the Grassmann manifold in Section 4. Section 5 highlights the accuracy, efficiency, and robustness of the proposed surrogate for two problems: 1) A highly nonlinear three-dimensional system of stochastic ordinary differential equations, namely the Kraichnan-Orszag (KO) three mode problem, and 2) A material modeling problem for a amorphous solids utilizing the shear transformation zone (STZ) theory of plasticity.

2. The Grassmann manifold: An overview

Two manifolds (topological spaces that are locally similar to Euclidean space and have a globally defined differential structure) of special interest that arise in numerical linear algebra and are considered quotients of the special orthogonal group $\mathbb{SO}_p$ are the compact Stiefel manifold $\mathcal{V}_{p,n}$ and the Grassmann manifold $\mathcal{G}_{p,n}$ [35, 36]. The Stiefel manifold $\mathcal{V}_{p,n}$ is defined as the space of all $p$-dimensional orthonormal (Euclidean norm equal to 1) bases of $\mathbb{R}^n$, i.e the space of orthonormal matrices $X \in \mathbb{R}^{n \times p}$ with real entries

$$\mathcal{V}_{p,n} = \{X \in \mathbb{R}^{n \times p} : X^\top X = I_p\} \tag{1}$$

where $I_p$ is the $p \times p$ identity matrix.

On the Grassmann manifold $\mathcal{G}_{p,n}$ a point $X$ is a linear subspace, specified by an orthogonal basis ($n \times p$ matrix). However, unlike the Stiefel manifold, the choice of basis for the subspace is not unique. This allows interpretation of each point on the Grassmann manifold as an equivalence of

---

1. A quotient of a group results from equivalence relations between points in the group. For example, let $\mathcal{M}_2(2 \times 4)$ be the set of all $2 \times 4$ matrices of rank 2. Two points $A, B \in \mathcal{M}_2(2 \times 4)$ are called equivalent if there exists a $2 \times 2$ matrix $C$ such as $A = C \cdot B$ and $\det(C) > 0$.

2. $\mathbb{SO}_p$ is the smooth differential manifold (Lie group structure) of all $p \times p$ orthogonal matrices with determinant +1 (subspace of the orthogonal group ($\mathcal{O}_n$ )).

3. The non-compact Stiefel manifold is the set of $n \times p$ matrices that have full rank.
points on the Stiefel manifold (all orthonormal matrices that span the same subspace are considered equivalent). Thus, a point \( x \in G_{p,n} \), can be represented by an orthonormal matrix \( X \in \mathbb{R}^{n \times p} \) whose columns span the corresponding subspace (Stiefel representation of the Grassmann manifold).

\[
G_{p,n} = \{ \text{span}(X) : X \in \mathbb{R}^{n \times p} : X^\top X = I_p \}.
\]  

The Grassmann manifold has a Riemannian structure, which means that it is both smooth (operations of calculus can be performed on it) and is equipped with an inner product on its tangent space. The tangent space at a point is the plane tangent to the manifold at that point, with origin at the point of tangency (the normal space is the orthogonal complement). More formally, the tangent space \( T_x \) with origin point \( x \) is defined by all matrices \( \Gamma \in \mathbb{R}^{n \times p} \) such that \( X^\top \Gamma = 0 \). The tangent space is a flat inner-product space and thus, for any two points \( \Gamma_j, \Gamma_j \in T_x \) we can define the inner product \( \langle \Gamma_i, \Gamma_j \rangle \) as the trace of the product \( \Gamma_i^\top \Gamma_j \), i.e. \( \langle \Gamma_i, \Gamma_j \rangle = \text{tr}(\Gamma_i^\top \Gamma_j) \). Existence of this canonical metric makes \( G_{p,n} \) a Riemannian manifold and thus, lengths of paths can be defined such as the Grassmannian geodesic which we describe next.

### 2.1. Grassmannian geodesic

Given two orthonormal matrices \( X_0 \) and \( X_1 \) representing points \( x_0 \) and \( x_1 \) on \( G_{p,n} \), respectively, the geodesic refers to the shortest curve on the manifold connecting the two points (see Fig. 1). For our purposes, geodesics are important because they provide convenient paths along which to interpolate high-dimensional objects. The geodesic can be parameterized by a function \( \gamma(z) : [0, 1] \to G_{p,n} \), where \( \gamma(0) = X_0 \) and \( \gamma(1) = X_1 \). The geodesic is determined by solving a second order differential equation on \( G_{p,n} \) that corresponds to motion along the curve having constant tangential velocity (i.e. all acceleration is normal to the manifold). Hence, it can be uniquely defined by its initial conditions \( \gamma(0) = X_0 \) and \( \dot{\gamma}(0) = X_0 = \Gamma_0 \in T_{x_0} \).

Practically speaking, to identify the geodesic requires us to operate in the tangent space. In particular, it can be shown that the geodesic between two points \( X_0 \) and \( X_1 \) on \( G_{p,n} \) maps to a straight line between their projections \( \Gamma_0 \) and \( \Gamma_1 \) in the tangent space (a geodesic is the generalization of a straight line on a Reimannian manifold) as illustrated in Figure 1. Because that the tangent space in a flat, inner-product space, it is relatively straightforward to define this straight line. First, we need to define a mapping from a point on the manifold \( X_1 \), onto a point \( \Gamma_1 \) in the tangent space \( T_{x_0} \). This mapping is referred to as the logarithmic mapping. We begin by defining its inverse, the exponential mapping denoted by \( \log_{x_0}(\Gamma_1) \) or \( X_1 \). Taking the thin Singular Value Decomposition (SVD) of \( \Gamma_1, \Gamma_1 = U \Sigma V^\top \), allows us to write the exponential mapping as

\[
X_1 = \exp_{x_0}(U \Sigma V^\top) = X_0 V \cos(\Sigma)Q^\top + U \sin(\Sigma)Q^\top
\]  

where \( U \) and \( V \) are orthonormal matrices, \( \Sigma \) is diagonal matrix with positive real entries, and \( Q \) is an orthogonal \( n \times n \) matrix. Requiring that \( \Gamma \) lies on \( T_{x_0} \), defines the following set of equations

\[
V \cos(\Sigma)Q^\top = X_0^\top X_1
\]

\[
U \sin(\Sigma)Q^\top = X_1 - X_0 X_0^\top X_1.
\]

Multiplying \( 4a \) by the inverse of \( 4b \) yields

\[
U \tan(\Sigma)V^\top = (X_1 - X_0 X_0^\top X_1)(X_0^\top X_1)^{-1}
\]

---

\(^4\)The function is differentiable everywhere in \([0, 1]\)
Thus, the exponential mapping can be performed by taking the thin SVD of the matrix \( M = (X_1 - X_0X_0^TX_1)(X_0^TX_1)^{-1} = U\Sigma V^T \). Finally, the logarithmic map can be defined by inversion of Eq. (5) as

\[
\log_{X_0}(X_1) = \Gamma_1 = U \tan^{-1}(\Sigma)V^T
\]  

(6)

Interpolation between \( \Gamma_0 \) and \( \Gamma_1 \) (i.e. defining the straight line connecting \( \Gamma_0 \) and \( \Gamma_1 \)) can be performed in the usual way, as we will discuss more later. Projecting this interpolation onto the manifold and parameterizing on \( z \in [0, 1] \) allows us to express the geodesic as \[35, 36\]

\[
\gamma(z) = \text{span} \left[(X_0^TV \cos(z\Sigma) + U \sin(z\Sigma))V^T \right]
\]

(7)

In Eq. (7), the rightmost \( V^T \) can be omitted and still represent the same equivalence class as \( \gamma(z) \). However, due to consistency conditions the tangent vectors used for computations must be altered in the same way and for this reason everything is multiplied by \( V^T \) \[36\].

![Figure 1: Illustration of tangent spaces, geodesics, and the logarithmic mapping on a manifold. Points \( X_0 \) and \( X_1 \) lie on the manifold with tangent space \( T_{X_0} \). Geodesics paths are minimum distance curves on the manifold which project to straight lines in the tangent space. The logarithmic map is used to project points from the manifold onto the tangent space.](image)

2.2. Grassmannian distance

The tangent space is only defined locally. Consequently, projection of points other than the point of tangency onto the tangent space introduces some approximations. To alleviate errors associated with these projections, it is important that we map only points that are “close” to the point of tangency. To define “close” we require a measure of distance \( d_{G_{p,n}}(X_1, X_2) \) on the manifold. However, the geodesic path between the two points \( X_1 \) and \( X_2 \) on \( G_{p,n} \) does not provide any information about how far apart the subspaces are.

Several measures of distance on the Grassmannian manifold have been proposed in the literature \[38, 39\]. In general, any such distance (expressed \( d_{G_{p,n}}(X_1, X_2) \)) is computed as a non-linear function of the principal angles \( \theta_i \) between the two subspaces using the full SVD of the product matrix \( X_0^TX_1 = U\Sigma V^T \). The principal angles \( \theta_i \) are given by \( \theta_i = \cos^{-1} \sigma_i \) for \( i = 1, \ldots, p \) where \( \sigma_i \) denote the singular values from \( \Sigma = \text{diag}(\sigma_1, \ldots, \sigma_p) \in \mathbb{R}^{p \times p} \). Definitions of some commonly used distances between subspaces are given in Table 1 \[38\].

An issue that often arises in computing Grassmannian distances between subspaces is that the subspace may have different dimensions. Let \( p, k, n \in \mathbb{N} \) be such that \( p \leq k \leq n \). For any

\[\text{Such a measure must be invariant under rotation } d_{G_{p,n}}(X_1, X_2) = d_{G_{p,n}}(X_1R_1, X_2R_2), \forall R_1, R_2 \in O(n).\]

\[\text{The principal angles are bounded between } 0 \leq \theta_1 \leq \ldots \theta_p \leq \pi/2.\]
where $d$ function $\lambda$ and the flag mean [40].

Finally, given that our objective is to define an interpolant between a set of points on the manifold, we further aim to identify the point on the Grassmannian whose distance to the set of points is minimized. Identifying this point allows us to map the set of points onto the tangent space with $d$-plane $X_2$. Distance-wise, this is equivalent to setting $\theta_{p+1} = \ldots = \theta_k = \pi/2$ (see Table 1).

| Name          | $d_{G_{p,n}}(X_1, X_2)$ | $d_{G_{\infty,\infty}}(X_1, X_2)$ |
|---------------|--------------------------|----------------------------------|
| Grassmann     | $\left( \sum_{i=1}^{p} \theta_i^2 \right)^{1/2}$ | $\left( |k-p| \pi^2/4 + \sum_{i=1}^{\min(p,k)} \theta_i^2 \right)^{1/2}$ |
| Procrustes    | $2 \left( \sum_{i=1}^{p} \sin^2(\theta_i/2) \right)^{1/2}$ | $\left( |k-p| + \sum_{i=1}^{\min(p,k)} \sin^2(\theta_i/2) \right)^{1/2}$ |
| Projection    | $\left( \sum_{i=1}^{p} \sin^2 \theta_i \right)^{1/2}$ | $\left( |k-p| + \sum_{i=1}^{\min(p,k)} \sin^2 \theta_i \right)^{1/2}$ |

Table 1: Distances on $G_{p,n}$ and $G(\infty, \infty)$ in terms of principal angles.

2.3. Karcher mean

Finally, given that our objective is to define an interpolant between a set of points on the manifold, we further aim to identify the point on the Grassmannian whose distance to the set of points is minimized. Identifying this point allows us to map the set of points onto the tangent space with minimum error.

We can identify this point by identifying the Riemannian center of mass of the points on the manifold, or the so-called Karcher mean[7], defined as the point $Y$ that minimizes locally the cost function $\lambda : G_{p,n} \rightarrow \mathbb{R}_{\geq 0}$ given by [41]:

$$\lambda(Y) = \int_{G_{p,n}} d_{G_{p,n}}^2(Y, \xi) dP(\xi) \quad (8)$$

where $dP(\xi) = \rho(\xi) dG_{p,n}(\xi)$ is a probability measure over an infinitesimal volume element $dG_{p,n}(\xi)$ with probability density function $\rho(\xi)$. The value of the function $\lambda$ at the Karcher

[7] Alternatives subspace averages that can be found in literature are the extrinsic manifold mean, the $L_2$-median and the flag mean [40].
mean is called the Karcher variance and provides a measure of the spread of the points around the Karcher mean. For a set of independent sample points \( \{ \mathcal{X}_i \}_{i=1}^{N} \subset \mathcal{G}_{p,n} \) the sample Karcher mean is defined as the local minimizer of the

\[
\lambda(\mathcal{Y}) = \frac{1}{N} \sum_{i=1}^{N} d^2_{\mathcal{G}_{p,n}}(\mathcal{X}_i, \mathcal{Y})
\]  

(9)

Various iterative algorithm such as Newtons method or first-order gradient descent \( [35, 37] \) can be used in order to find the sample Karcher mean, which will be denoted by a bold \( \mathbf{m} \). The iterative algorithm found in \( [42] \) is used here. However, a unique optimal solution is not always guaranteed \( [37, 41] \). As shown by Begelfor and Werman in \( [37] \), if the ensemble of Grassmann points has a radius of greater than \( \pi/4 \), then the exponential and logarithmic maps are no longer bijective, and the Karcher mean is no longer unique.

3. Gaussian process regression

Gaussian process (GP) regression (or Kriging when strictly used for interpolation) is a widely used, nonparametric, Bayesian approach used in supervised learning problems i.e. learning of input-output mappings from a small training dataset. One of the advantages of GP regression is that the predictor provides a natural measure of uncertainty in the prediction. From a mathematical point of view, a GP is a collection of random variables with a joint Gaussian distribution that can be completely specified by a mean function and a positive definite covariance function.

For our purposes, consider a numerical model \( (\mathcal{M}) \) that is developed to solve the governing equations of some physical system, e.g.

\[
\mathcal{L}(x, t, \xi; w((x, t, \xi))) = f(x, t, \xi), \quad \forall x \in \mathcal{D}, t \in T, \xi \in \Omega
\]

(10a)

\[
\mathcal{B}(x, t, \xi; w((x, t, \xi))) = g(x, t, \xi), \quad \forall x \in \partial \mathcal{D}, t \in T, \xi \in \Omega
\]

(10b)

where \( \mathcal{L} \) is a partial differential operator with boundary operator \( \mathcal{B} \), \( w \) is the response of the system, \( f, g \) are deterministic and/or stochastic external forces and \( \xi(\omega), \omega \in \Omega \subset \mathbb{R}^{n_d} \) is a vector of \( n_d \) random variables (\( \omega \) is the random element on the probability space, which is omitted in the remaining of the paper). Since a GP is a collection of random variables with a joint Gaussian distribution, the continuous response \( w \) can be interpreted as a realization of a Gaussian process \( [11] \) over the parameter space \( \xi \)

\[
w(\xi) \sim \mathcal{G}P(\mu(\xi), k(\xi, \xi'))
\]

(11)

where \( \mu(\xi) = \mathbb{E}[w(\xi)] \) and \( k(\xi, \xi') = \mathbb{E}[(w(\xi) - \mu(\xi))(w(\xi') - \mu(\xi'))] \) are the mean and the covariance function, respectively.

Suppose we have a training set composed of \( N \) evaluations of our numerical model \( \mathcal{M} \) denoted by \( \mathcal{T} = \{(\Xi, W)\} \) where \( \Xi = \{\xi^{(1)}, \ldots, \xi^{(N)}\} \) is the matrix of the input training parameters with corresponding response values \( W = \{w(\xi^{(1)}), \ldots, w(\xi^{(N)})\} \). Our objective is to predict the responses \( W^* \) for a set of points \( \Xi^* \) that are not contained in the training set. By definition, a GP defines a prior over the function which can be converted into a posterior using the available training data. If the training data have noise i.e. \( y = w(\xi) + \epsilon \) with \( \epsilon \sim \mathcal{N}(0, \sigma^2) \) then, the GP model is not required to strictly interpolate the data, but should pass through the mean of observed data and provide a measure of the variance. Here we will not consider the case of noisy data, but will instead consider that our solution is precise at each training point. In this case, the prior joint density of the observed data and the test points is given by \( [13] \)

\[
\begin{pmatrix} W \\ W^* \end{pmatrix} \sim \mathcal{N}\left(0, \begin{pmatrix} K & K^T \\ K^T & K_{**} \end{pmatrix}\right)
\]

(12)
where $K = k(\Xi, \Xi)$, $K_\star = k(\Xi, \Xi^\star)$ and $K_\star\star = k(\Xi^\star, \Xi^\star)$. By conditioning the prior joint density on the observations $W$, we obtain the posterior predictive density [13]:

$$p(W^\star|\Xi^\star, \Xi, W) \sim N(\mu_\star, \Sigma_\star) \tag{13}$$

$$\mu_\star = K_\star^\top K_\star^{-1} W \tag{14}$$

$$\Sigma_\star = K_\star\star - K_\star^\top K_\star^{-1} K_\star \tag{15}$$

The above equations are easily extended for noisy data [13]. Hence, the approach proposed herein can be similarly extended for the case of simulations that generate solutions with additional embedded uncertainties.

The GP training model requires the selection of a suitable kernel for the covariance function $k(\xi, \xi')$. Numerous kernels are available, and the selection of the kernel is generally based on known (or assumed) properties of the response (e.g. continuity and smoothness of the function with respect to the input parameters). For our purposes, a Gaussian kernel is used to achieve a smooth, infinitely differentiable process. Additionally, one may also identify a trend associated with the mean value and apply regression techniques to solve for it’s coefficients. See, e.g. [43] who apply a polynomial chaos expansion for the trend. Regression of both the trend and the covariance function require estimation of the appropriate hyperparameters. Often, these are solved using a least squares technique (as is the case here) although other techniques can also be applied. The reader is referred to [12] for more details.

4. Data-driven GP regression on the Grassmann manifold

In this section, we detail the proposed methodology for building GP surrogates for high-dimensional solutions on the Grassmann manifold. The process involves the following basic steps and is illustrated in Figure 2:

1. **Training Simulations**: Run the training simulations and project the solutions from the training simulation onto the Grassmann manifold;

2. **Solution Clustering**: Cluster the training simulations by similarity in their solutions;

3. **Tangent Space Mapping**: Map each cluster onto the tangent space of the manifold defined at the Karcher mean of the cluster;

4. **Parameter Space Clustering (Optional)**: If necessary, perform a second clustering on the parameter space;

5. **GP Regression & Prediction**: Train a GP model for each cluster by defining the mapping from the parameter space (or a cluster in the parameter space) to the cluster tangent space. Employ the GP model for solution prediction at new points in the parameter space.

4.1. **Training Simulations**

Consider a finite number $N_s$ of samples from the parameter space, i.e. realizations of the input random vector $\{\xi_i\}_{i=1}^{N_s}$. These samples may be drawn using any arbitrary sampling method. For the purposes of illustration, we use simple Monte Carlo sampling although more advanced methods may improve the performance of the surrogate model. For each sample point, compute the high-dimensional (full-field) responses $\{w_i(x, t, \xi_i)\}_{i=1}^{N_s}$ using the numerical model $M$. The structure of the problem will depend on the nature of the problem. Dynamic problems having many degrees of freedom, solved using the finite element method for example, may take vector, matrix or tensor form. For consistency with the manifold projection algorithm, we recommend to recast the solution
into matrix form \( \{ w_i(\mathbf{x}, t, \xi) \} \in \mathbb{R}^{n_{\text{dof}}} \rightarrow \{ \mathbf{F}_i \in \mathbb{R}^{n_f \times m_f} \}_{i=1}^{N_s} \) where \( n_{\text{dof}} = n_f \times m_f \). Vector-valued solutions can easily be reshaped as matrices, while tensor-valued responses can be recast using tensor unfolding methods. The selection of \( n_f, m_f \) is decided by the user but a general rule-of-thumb used here is to make the matrix close to square, which often produces reduced solutions with the lowest total dimension. Note that matricization of the solution corresponds to a linear mapping that simply re-indexes the solution and therefore does not change the underlying dependency between components of the solution (e.g. degrees of freedom or time steps). For this reason, it is not expected to impact the approach significantly as long as the reshaping operation is performed consistently across all simulations. This is consistent with our observations below.

Next, factorize each solution matrix \( \{ \mathbf{F}_i \}_{i=1}^{N_s} \) using a thin SVD as \( \mathbf{F}_i = \mathbf{U}_i \Sigma_i \mathbf{V}_i^\top \) where \( \mathbf{U}_i \in \mathbb{R}^{n_f \times p_i} \), \( \Sigma_i \in \mathbb{R}^{p_i \times p_i} \) and \( \mathbf{V}_i \in \mathbb{R}^{m_f \times p_i} \) and \( p_i \) is the rank of \( \mathbf{F}_i \). This factorization represents the linear projection of the solution onto the Grassmann manifold. Selection of the appropriate rank is based on standard truncation methods. In general, solutions corresponding to different input parameters may have different rank, i.e. \( p_i \neq p_j \). This means that matrices (points) \( \mathbf{U}_i \) and \( \mathbf{U}_j \) may lie on different manifolds (\( G_{p_i,n_f} \) and \( G_{p_j,n_f} \)). This will become important in the following step.

4.2. Solution Clustering

Given the local nature of the tangent space where interpolation is performed, it is critical that we attempted to build surrogates only over “local” regions of the Grassmann manifold where variations in the solution are considered small. Attempts to build surrogates across larger submanifolds will result in large errors associated with the logarithmic/exponential mapping and hence poor surrogate
model predictions. In this section, we introduce a novel manifold clustering approach to identify “local” regions on the manifold.

The proposed approach is based on the spectral clustering technique, a widely-used approach for classification problems [44]. One of the most widely used spectral clustering algorithms is the normalized cuts algorithm proposed in [45]. Spectral clustering is performed by first constructing the so-called similarity (or affinity) matrix $W = (w_{ij})$. In graph theory, one will also see this matrix referred to as the weight or adjacency matrix where the entries represent the weights of the graph edges. The similarity matrix $W$ is a symmetric, positive definite matrix having strictly non-negative entries ($w_{ij} \geq 0, \forall i, j$). Next, the degree of each point (vertex in the graph) is computed as $d_{ij} = \sum_{j=1}^{N_s} w_{ij}$ and degree matrix $D = [d_{ij}]$ is constructed. From these matrices, the graph Laplacian is constructed. The graph Laplacian is the core component of the spectral clustering approach. Many variations of the graph Laplacians exist and have been extensively studied (as discussed in [44]). Here, we use the symmetric normalized graph Laplacian defined as follows. First, the unnormalized graph Laplacian is defined by $L = D - W$. The symmetric normalized graph Laplacian is given by [46, 47]:

$$L_{sym} = D^{-1/2}LD^{-1/2} = I - D^{-1/2}WD^{-1/2}$$

Spectral clustering proceeds by computing the eigenvalues and eigenvectors of $L_{sym}$. Defining $\Phi$ as the matrix of eigenvectors, the rows of $\Phi$ are then divided into a pre-specified number, $n_c$, of clusters using the k-means algorithm.

To apply spectral clustering on the Grassmann manifold, a few details of the algorithm are of particular importance. In particular, the weights of the similarity matrix, $w_{ij}$, must necessarily be produced by a positive semi-definite kernel possessing a valid distance metric. In conventional spectral clustering, it is sufficient to employ e.g. a Gaussian kernel based on a Euclidean distance. On the Grassmannian, this is a more challenging task. In Table 1, we provide a brief list of distance measures. However, not all Grassmannian distance measures are valid metrics induced by a positive semi-definite kernel. Among the aforementioned distances, only the projection distance is a metric induced from a Grassmannian kernel [38]. Note that other metrics exist, e.g. the Binet-Cauchy metric [38], but will not be discussed further here. The projection kernel, defined as:

$$k_p(U_i, U_j) = ||U_i^TU_j||_F^2$$

is used herein to compute the similarity $w_{kl}$ and thus build the similarity matrix $W$.

An additional important details is that the user must specify the number of clusters, $n_c$. However, when comparing the solutions to high-dimensional nonlinear physics-based models, it is difficult to know a priori the “optimum” number of solution clusters. This will be governed by the physical/mathematical nature of the problem. The solution may be governed by different regimes where different relevant mechanisms govern the response. For example, in a structural stability model, the displacement field may be governed by one of several buckling modes. We are not likely to know a priori what these modes are, or even how many modes play an important role.

To determine the appropriate number of clusters, we propose an iterative procedure as a pre-processing step. Recall that our objective is to identify clusters whose solutions are all “close” on the manifold. Hence, in each iteration, we check that the solutions in each cluster are sufficiently close. If they are not, we increase the number of clusters. This process is repeated until our criterion is satisfied or we reach a user-defined maximum number of solution clusters, $n_{max}$. We also require that each cluster contain a minimum number of points, $n_{min}$. A practical choice for $n_{min}$ in order to ensure adequate surrogates over each cluster might be, e.g. $n_{min} = 10$, which establishes a bound of $n_{max} = N_s/10$. 


To determine whether the points in each cluster are sufficiently close, we check the error introduced from the logarithmic mapping of each cluster as follows. For each solution cluster $C_h$, $h = 1, \ldots, n_c$ having $N_h$ points, we find the Karcher means $m_{u,h}$ and $m_{v,h}$ of points $\{U(\xi(j))\}_{j=1}^{N_h} \in C_h$ and $\{V(\xi(j))\}_{j=1}^{N_h} \in C_h$, respectively and project the points using the logarithmic mapping onto the corresponding tangent spaces (with origin at the Karcher mean). Then we project them back onto the Grassmann manifold using exponential mapping. This is expressed as follows:

\[
\{U_j \in G_{p_h,n_f}\}_{j=1}^{N_h} \rightarrow \{\Gamma_{u,j} \in T_{m_{u,h}}(G_{p_h,n_f})\}_{j=1}^{N_h} \rightarrow \{\tilde{U}_j \in G_{p_h,n_f}\}_{j=1}^{N_h} \tag{18a}
\]

\[
\{V_j \in G_{p_h,m_f}\}_{j=1}^{N_h} \rightarrow \{\Gamma_{v,j} \in T_{m_{v,i}}(G_{p_h,m_f})\}_{j=1}^{N_h} \rightarrow \{\tilde{V}_j \in G_{p_h,m_f}\}_{j=1}^{N_h} \tag{18b}
\]

where the indexes $u,v$ of $\Gamma_{\cdot,j}$ and $m_{\cdot,j}$ represent actions on the corresponding tangent spaces for the left $U_j$ and right eigenvector $V_j$, respectively. In these equations $p_h = \max(p_j : \{U_j \in G_{p_j,n_f}\}_{j=1}^{N_h})$ is the maximum rank of the points in the cluster. If the points are “far” away on the Grassmannian, then the projection from the manifold to the tangent space and back will induce significant error in the solution (see Fig. 3). Numerically the point-wise projection error is quantified with the Frobenius norm

\[
\alpha_j = ||U_j \Sigma_j V_j^\top - \tilde{U}_j \Sigma_j \tilde{V}_j^\top||_F \tag{19}
\]

The average projection error of each cluster is then estimated by

\[
\epsilon^h = \frac{1}{N_h} \sum_{j=1}^{N_h} \alpha_j \tag{20}
\]

If a large fraction of the clusters have an average projection error less than a threshold, e.g. $\epsilon^h \leq 10^{-3}$, then the iterations stop and we proceed with $n_c$ clusters. Otherwise we increase the number of clusters by $n_c = n_c + 1$ and repeat the procedure. A typical fraction value is taken as $0.8 - 0.9$, meaning that we allow 10-20% of the clusters to introduce some error given the difficulty of achieving small error across the full parameter space from a limited number of simulations. Of course, the user may choose to be more strict with the error criterion and/or clusters that produce significant errors can be flagged as erroneous or marked for potential improvement.

Figure 3: Projection of a point from the manifold to the tangent space with origin the Karcher mean of the cluster and back onto the manifold. If the points are “far” away on the Grassmann the exponential mapping will introduce error in the solution.
4.3. Tangent Space Mapping

Once the clusters are identified, it is necessary to map the right and left basis vectors of each solution in each cluster onto the tangent space of that cluster ($U_j$ and $V_j$ lie on different manifolds) defined at the cluster Karcher mean, $T_{m_k}$. This is performed using the logarithmic mapping given in Eq. (6). That is, we perform the following operations

$$\Gamma_{u,j} = \log_{T_{m_u,h}}(U_j) \quad (21a)$$
$$\Gamma_{v,j} = \log_{T_{m_v,h}}(V_j) \quad (21b)$$

where, again $F_j = U_j \Sigma_j V_j^T$. This step maps the solutions to points in a space where interpolation can be performed and therefore a surrogate model can be constructed.

4.4. Cluster Gaussian Process Regression

For each cluster, the surrogate modeling scheme requires the construction of three GPs. This is necessary because the SVD of a given solution provides two sets of basis vectors (the left and right singular vectors, $U$ and $V$ respectively) and a set of scale factors (the singular values, $\sigma$). To reconstruct the full solution at a new point in the parameter space, each of these components must be predicted. We therefore construct the following GP models for the tangent space projections $\Gamma_{u,j}$, $\Gamma_{v,j}$ and the singular values $\Sigma_j$ for each cluster

$$\tilde{\Gamma}_{u,j}(\xi) \sim \mathcal{GP}(\mu_{u,j}(\xi), k_{u,j}(\xi, \xi')) \quad (22a)$$
$$\tilde{\Gamma}_{v,j}(\xi) \sim \mathcal{GP}(\mu_{v,j}(\xi), k_{v,j}(\xi, \xi')) \quad (22b)$$
$$\tilde{\Sigma}_j(\xi) \sim \mathcal{GP}(\mu_{\sigma,j}(\xi), k_{\sigma,j}(\xi, \xi')) \quad (22c)$$

Here, prediction of these matrix quantities occurs component-wise. Given the structure of the data, one could envision improving these predictors with multi-variate Kriging models / coKriging although we find that sufficient accuracy can be achieved without this.

By training these local GPs we can predict the full response field at a new point $\xi^*$ in the parameter space very efficiently. To do so, we must first identify which solution cluster $\xi^*$ belongs to. This is done by simply finding the nearest point in the parameters space and assigning the new point to the same cluster as its neighbor. To identify the nearest point, we use a Euclidean distance. However, one may consider other distance measures based on different metrics. Additionally, distances for input possessing non-uniform distribution may require an isoprobabilistic transformation prior to distance computation. The approximate solution is then constructed from the surrogate predictions by first performing an exponential mapping of the estimated tangent space representations:

$$\tilde{U}_j = \exp_{T_{m_u,h}}(\tilde{\Gamma}_{u,j}) \quad (23a)$$
$$\tilde{V}_j = \log_{T_{m_v,h}}(\tilde{\Gamma}_{v,j}) \quad (23b)$$

and multiplying the matrices to assemble to prediction as

$$\tilde{F}(\xi^*) = \tilde{U} \Sigma \tilde{V}^T. \quad (24)$$
4.5. Optional Parameter Space Clustering

In some cases, clustering the points of the training set according to solution similarity may result in clusters whose points lie in disjoint regions areas of the parameter space. This is often a byproduct of significant nonlinearity in the model and is related to the challenge of non-uniqueness in model inversion. Practically, this means that points that are “far” apart in the parameter space map to the same (or very similar) solutions, they become clustered together, and the points between them lie in another cluster. This becomes problematic only when the points in the parameter space lie in disjoint regions because continuity in the GP model is lost. In many such cases, training a GP surrogate model to such a data set will result in a poor approximation.

In such cases, we propose a second-level of clustering in the parameter space. That is, within each solution cluster we perform an additional “input subclustering.” This subclustering follows a more conventional approach as the parameter space is generally a Euclidean space having the usual metrics of distance. In our implementation, we utilize the density-based spatial clustering of applications with noise (DBSCAN) algorithm proposed in [48], with the objective of grouping the cluster training points based on their location in the parameter space. Then, for each of the input subclusters we can train a GP using the described procedure.

5. Numerical examples

In this section, we apply the proposed approach for three examples that are intended to explore its performance and limitations. In the first example, we apply it to a model system of nonlinear ordinary differential equations (ODEs). We develop a surrogate model for the time history response of one component of the system. The second and third examples consider a model of plastic deformation in amorphous materials. One example considers a low-dimensional input parameter space that governs the mean and variance of the stochastic initial conditions to enable visualization of the proposed method. The other example considers the problem in a multi-scale setting where the input parameter vector is larger.

5.1. Example 1: Kraichnan-Orszag SODE

The Kraichnan-Orszag (KO) three mode problem is a set of nonlinear three-dimensional stochastic ordinary differential equations (SODEs) previously investigated by several authors [2, 3, 7, 8, 49]. In accordance with [2], we rotate the equations by $\pi/4$ around the $w_3$-axis in the phase space, such that the system is defined as follows:

$$
\frac{dv_1}{dt} = v_1 v_3 \\
\frac{dv_2}{dt} = -v_2 v_3 \\
\frac{dv_3}{dt} = -v_1^2 + v_2^2
$$

(25)

The equations are subject to random initial conditions $v_1(0) = v_1(0, \omega)$, $v_2(0) = v_2(0, \omega)$, $v_3(0) = v_3(0, \omega)$, where $\omega$ indexes the probability space. For the purpose of illustration, we select the initial condition $v_1(0)$ to be deterministic and equal to 1.0 while the initial conditions $v_2(0)$ and $v_3(0)$ are considered random and are defined as $v_2(0) = 0.1 \times \xi_1$ and $v_3(0) = \xi_2$, respectively where $\xi_1, \xi_2$ are uniformly distributed random variables over the range $(-1, 1)$. The solution to the system is periodic, but having discontinuity at $v_1 = 0$ corresponding to a solution with infinite period.

The SODE system is solved for a period of $T = 30$ with a time step $\Delta t = 0.003$ which results in a response vector $w(t, \xi) = [v_1(t, \xi), v_2(t, \xi), v_3(t, \xi)] \in \mathbb{R}^{3 \times 10^4}$. For the purpose of this work we
generated $N_s = 1024$ realizations of the parameter vector $\xi = (\xi_1, \xi_2)$ using Monte Carlo simulation and solve the system for the corresponding initial conditions. To illustrate the performance of the surrogate for this problem we study only the first component of the solution $w(t, \xi) = v_1(t, \xi) \in \mathbb{R}^{10^4}$. The method can easily be applied to all three components, but we refrain from doing so in order to more directly illustrate the surrogate. Figure 4 shows the sensitivity of the solution to variations of the initial conditions $v_2(0)$ and $v_3(0)$, where four different realizations of the random vector $\xi = (\xi_1, \xi_2) = (-0.71, -0.99), (0.18, -0.85), (-0.75, 0.19)$, and $(0.10, 0.27)$ result in different behavior in the response.

Initially, one needs to cast the vector-valued time history response of each solution into a matrix form, denoted $F_i$. To highlight the insensitivity of the method to matrix shape, consider four different cases, $v_1, i \rightarrow F_i \in \mathbb{R}^{100\times100}$ ($n_f = 100, m_f = 100$), $v_1, i \rightarrow F_i \in \mathbb{R}^{200\times50}$ ($n_f = 200, m_f = 50$), $v_1, i \rightarrow F_i \in \mathbb{R}^{1000\times10}$ ($n_f = 1000, m_f = 10$) and $F_1, i \in \mathbb{R}^{2000\times5}$ ($n_f = 2000, m_f = 5$). Using these reshaped solutions, we perform solution clustering with a small number of clusters $n_c = 5$. Figure 5 shows that the solution clustering is independent of the matrix size. For the remainder of this example, $F_i \in \mathbb{R}^{100\times100}$ is selected.

A key component of the proposed method is the solution clustering built from distance metrics induced from appropriate Grassmannian kernels. Figure 6 illustrates the solution clustering for the Monte Carlo training points in the parameter space with different numbers of clusters, $n_c = 5, 10, 20$.
and 32. We observe that there exist symmetrical bands in the parameter space whose time history response is similar. In Figure 7, the corresponding solutions are shown for three different clusters from a total of 32 clusters.

Figure 6: Clustering patterns of the $N_s = 1000$ MCS samples of $\xi$ using (a) $n_c = 5$, (b) $n_c = 10$, (c) $n_c = 20$ and (d) $n_c = 32$ clusters.

Figure 7: High-dimensional $v_1(t)$ solutions that belong to three from a total of $n_c = 32$ clusters.

The efficiency of the proposed method is highly dependent on the number of selected solution clusters, $n_c$. If small variations in the parameter space cause sharp changes in the solution then a large number of clusters may be required. However, knowledge of the number of clusters is required a priori. Following the proposed procedure, we estimate the “optimal” number of clusters is $n_c = 32$ under the requirement that 95% of the clusters have a threshold value less than or equal to $10^{-3}$ in Eq. (20).

For each of the 32 clusters, we need to perform a second subclustering in the parameter space because, as we can see from Figure 6, the symmetry plane causes clusters to be disjointly connected to their reflection over the $\xi_1 = 0$ plane. Additional disjoint clusters can also be seen in the $\xi_2$ direction for a small number of clusters.

Next, for each subcluster we construct the Gaussian process models. As previously mentioned, we selected the Gaussian kernel, also known as the a radial basis function (RBF) kernel or squared exponential kernel, for the covariance. This kernel is define as

$$k(x_i, x_j) = \exp \left( -\frac{(x_i - x_j)^2}{2l^2} \right)$$

(26)
which is parameterized by a scale-parameter \( l > 0 \). The Gaussian kernel is infinitely differentiable, which implies that GPs with this kernel have mean square derivatives of all orders, and are thus very smooth. The hyperparameter \( l \) is cluster dependent and solved through a least squares optimization with initial value \( l = 1 \).

In order to visualize the quality of the approximate solution obtained from the Gaussian processes we arbitrarily select four points \( \{\xi^*\} = (0.89, -0.07), (-0.03, 0.81), (-0.53, 0.26) \) and \( (0.91, 0.02) \) in the parameter space and compare the exact solution with the GP approximation for increasing number of clusters \( n_c = 5, 10, 20 \) and the optimal \( n_c = 32 \). We observe from Figure 8 that the surrogate model performance improves significantly as we increase the number of clusters up to the optimal number. This is because, for small number of clusters, significant error is introduced from the logarithmic mapping when points are far apart on the manifold.

\[
\begin{align*}
\text{Number of clusters: 5} & \quad \text{Number of clusters: 10} & \quad \text{Number of clusters: 20} & \quad \text{Number of clusters: 32} \\
\end{align*}
\]

![Figure 8: Exact (blue line) vs approximate (red line) solution of \( v_1(t, \xi) \) for different number of solution clusters. From top to bottom each row corresponds to point \( \xi_1 = (0.89, -0.07), \xi_2 = (-0.03, 0.81), \xi_3 = (-0.53, 0.26) \) and \( \xi_4 = (0.91, 0.02) \).](image)

To quantify the quality of the surrogate results, we generated \( N_{\text{test}} = 3000 \) additional parameter realizations and calculated the error between the true solution and the approximate solution from

\[\text{The scale parameter } l \text{ can either be a scalar (isotropic variant of the kernel) or a vector with the same number of dimensions as the inputs (anisotropic variant of the kernel).}\]
the GP using the following error metric

\[ \epsilon = \frac{1}{N_{\text{test}}} \sum_{i=1}^{N_{\text{test}}} ||A_i||_F, \quad \text{for } i = 1, \ldots, 3000 \]  

(27)

where \( ||\cdot||_F \) is the Frobenius norm of the matrix \( A_i = F_i - \tilde{F}_i \). Figure 9 plots this error as a function of the number of clusters. Additionally, Figure 10 shows the mean \( \mu_{v_1}(t) \) from the \( N_s = 3000 \) test points calculated using the proposed local surrogate solution and the true solution. Again, as the number of clusters increases, the surrogate performance improves such that we obtain a near exact match for the optimal clustering.

![Figure 9: Surrogate model solution error as a function of the number of clusters \( n_c \).](image)

![Figure 10: Mean of \( v_1 \) (red dashed line) vs. time for (a) \( n_{cl} = 5 \), (b) \( n_{cl} = 10 \), (c) \( n_{cl} = 20 \) and (d) \( n_{cl} = 32 \), compared to the exact mean \( \mu_{v_1}(t) \) (solid blue line).](image)

5.2. Example 2: Continuum modeling of plasticity in an amorphous solid

The proposed surrogate modeling approach is demonstrated here on a continuum hypo-elastoplastic material model for amorphous solids based on the shear transformation zone (STZ) theory of plasticity \[50\][55]. The model is solved using an Eulerian finite difference numerical integration that leverages a quasi-static approximation to allow for very large deformations that cannot be realized in Lagrangian schemes that are typical for modeling solids \[56\].

5.2.1. STZ Theory of Plasticity

In amorphous solids, an emerging theory is that irreversible plastic deformation is mediated through atomic rearrangements in small clusters of atoms referred to as shear transformation zones.
When large shear stresses are applied to the material, STZs rearrange in localized regions that coalesce into thin bands of large local deformation called shear bands. The STZ theory of plasticity aims to connect these local rearrangements to larger-scale plastic deformation through an effective temperature that correlates with the density of STZs. The effective temperature is a measure of structural disorder defined as

$$ T_{\text{eff}} = \frac{\partial U_c}{\partial S_c} $$

where $U_c$ and $S_c$ are the potential energy and the entropy of the configurational degrees of freedom under the assumption that total energy and total entropy can be separated into kinetic and configurational components as $U = U_c + U_k$ and $S = S_c + S_k$, respectively. A nondimensionalized effective temperature can then be defined as

$$ \chi = \frac{k_B T_{\text{eff}}}{E_Z} $$

$k_B$ is the Boltzmann factor and $E_Z$ is the STZ formation energy.

The effective temperature is a spatially varying quantity in a given material specimen and the STZ theory of plasticity defines a set of equations that describe its evolution along with the evolution of plastic deformation caused by an applied stress. The theory involves two essential equations. The first is a plastic flow rule that relates the plastic rate of deformation tensor to the effective temperature and the stress. Several versions of this have been proposed, one of which is given by:

$$ D_{\text{pl}} = \frac{1}{\tau_0} \exp \left\{ - \left( -\epsilon_z \frac{\Delta}{k_B \chi} + \Omega \epsilon_0 \frac{\sigma}{k_B T} \right) \right\} \cosh \left( \Omega \epsilon_0 \frac{\sigma}{k_B T} \right) \left( 1 - \frac{\sigma_y}{\sigma} \right) $$

where the parameters are described in Table 2. A critical aspect of this flow rule is that it is monotonic with respect to $\bar{\sigma}/\sigma_y$, where $\bar{\sigma} = |\sigma_0|$ is the magnitude of the deviatoric shear stress $\sigma_0 = \sigma = \frac{1}{3} \text{tr}(\sigma)$ and $\sigma_y$ is the yield stress, such that plastic deformation does not occur when $\bar{\sigma}/\sigma_y < 1$. The second equation is a heat equation that governs the evolution of the effective temperature as

$$ c_0 \dot{\chi} = \frac{1}{\sigma_y} (D_{\text{pl}} : \sigma_0) (\chi_\infty - \chi) + \nabla \cdot D_\chi \nabla \chi $$

where $D_\chi = l^2 \sqrt{D_{\text{pl}} : D_{\text{pl}}}$ is a rate-dependent diffusivity. Again, the parameters are described in Table 2. The parameters are selected to represent a model bulk metallic glass.

A numerical scheme has been developed by Rycroft et al. [56] to solve these equations. The solver, which implements this numerical scheme in an Eulerian finite-difference code under the quasi-static conditions, developed by Rycroft is used here.

5.2.2. Random Field Initial Conditions

The STZ theory implies that the effective temperature in the material varies spatially and that these spatial variations play a critical role in the inelastic response of the material. This spatial variation is characterized by an initial $\chi$ field that defines the initial conditions for the simulation. In this work, we will consider two sets of initial conditions for our model material. The first considers $\chi$ as a two-dimensional Gaussian random field having uncertain mean value $\mu_\chi$ and coefficient of variation $c_\chi$ as described in Table 3. Note that the assumption of Gaussianity is based on preliminary results from unpublished prior investigations by Shields and collaborators suggesting that $\chi$ can be reasonable approximated as Gaussian when derived through a coarse-graining procedure from molecular dynamics simulations. Also note that we consider only the
Table 2: Parameters for the STZ plasticity model for a bulk metallic glass material. The Boltzmann constant $k_B = 1.38 \times 10^{-23}$ J/K is used to express the quantities $\Delta$ and $e_z$ in terms of temperature.

parameters of the random field to be uncertain and do not consider uncertainties associated with different realizations of the random $\chi$ field. The purpose of this is to illustrate, through a low-dimensional example, the influence of the relative scale of fluctuations on material behavior.

Table 3: Probability distributions of the STZ random field parameters (2 rvs).

To construct the Grassmannian surrogate model, we generate two sets of Monte Carlo training points: a large set containing 1000 samples of the random input vector $\xi_i = (\xi_1, \xi_2) = (\mu_\chi, c_\chi)$, and a small set containing only 100 samples. The two datasets are shown for increasing number of solution clusters in Figure 11. For each realization $i$ of the input parameter vector $\xi_i = (\xi_1, \xi_2)$, the corresponding response is the final plastic strain field after imposing simple shear up to 50% strain to a simulation box of size 400Å × 400Å having a 32 × 32 discretization with element size 12.5Å × 12.5Å. Hence, the solution matrix $F$ is of size 32 × 32. From Figure 11, we see curved bands of similar solutions for a small number of clusters that give way to a more complex set of bands with increasing number of clusters. We further notice that the solution clusters do not form disjoint regions and therefore do not require parameter space clustering.

Using the proposed optimization procedure, we find the optimal number of solution clusters to be $n_c = 63$ for the large training data set, corresponding to 95% of the clusters having an error lower than a threshold value of $10^{-3}$ for the error metric in Eq.(20). For the small training set, the optimal number of clusters is $n_c = 20$ for a relaxed error threshold of $5 \times 10^{-2}$. Figure 12 shows the minimum, mean, and maximum projection errors used in the optimization from Eq. (20) for increasing number of clusters. We notice from these figures that the mean and minimum errors decrease with increasing number of clusters only up to a point. For the small data set, the maximum error does not decrease appreciably with increased number of clusters. This is due to the fact that, with sparse sampling, there are certain regions of the parameter space that simply cannot be improved by modifying the clustering. Only additional training points will improve the solution.

To illustrate the importance of assigning an appropriate number of clusters, consider the cluster shown in Figure 13. This cluster, which is one of only five, has solutions that differ considerably from...
Figure 11: Example 2 – STZ model with random field initial conditions: Training points clustered according to solution similarity (a) Large data set consisting of 1000 training points (b) Small data set consisting of 100 training points.

Figure 12: Example 2 – STZ model with random field initial conditions: Minimum, mean and maximum projection error as a function of the number of solution clusters for (a) 1000 and (b) 100 training points.

one another as illustrated by the three snapshots to the right of the training points corresponding to the solution at different points in this cluster. Clusters with such varied solutions will lead to errors in the tangent space projection (they are far apart on the Grassmannian) and therefore do not serve as good training sets for the GP.

To train each GP for this model, we again select the Gaussian kernel with initial scale parameter $l = 1.0$. To quantify the performance of the surrogate, we generated $N_{test} = 3000$ additional
realizations of the random parameter vector $\xi$ and estimated the error metric in Eq. (27) to compare the true solution and the GP surrogate prediction. The GP error is shown as a function of the number of clusters in Figure 20. To visualize these errors, consider the GP predictions for the ten test points shown in Figure 15 for different number of solution clusters. Figures 16 and 17 show the true solution along with the GP predicted solution at each of these 9 test points for different numbers of clusters using the large training set and small training set, respectively. Here, we again observe that a small number of clusters results in poor predictions of the solution for many of the points, given the large distances on the manifold that each cluster spans. However, for increasing number of clusters (up to the optimal), the solution predictions improve considerably. The case with only 100 training data has some notable inaccuracies even at the optimal number of clusters, however, due to the fact that the training set simply does not sufficiently span the clusters of material performance. More training data are needed. 

To further illustrate the performance of the proposed method, Figure 18 shows the exact vs.
Figure 15: Example 2 – STZ model with random field initial conditions: Nine test points used to visualize surrogate modeling error. The right images show the clusters to which the circled red test point belongs.

Figure 16: Example 2 – STZ model with random field initial conditions: Exact solutions (first row) and corresponding predictions for the 9 test points in Figure 15 for different number of solution clusters with 1000 training points.

surrogate response from 1000 training points at the test points with the minimum, mean and maximum error for increasing number of solution clusters ($n_c = 5, 10, 50, 63$). In all cases, the GP approximation at the points with the minimum and mean error is accurate. However, for the points
with maximum error the surrogate approximation is highly dependent on the number of solution clusters. For an insufficient number \((n_c = 5, 10)\), we can see that the GP fails to capture the true behavior of the model due to the large distance from this solution to the Karcher mean where projection to the tangent space occurs. By increasing the number of solution clusters, we improve the ability of the surrogate to make accurate predictions across the entire parameter space. We see the same trend in the case of 100 training points. However, given such a small training set, the surrogate model does not perform well for many of the points even when the optimal number of clusters is selected. This is shown in Figure 19, where we see that the mean and maximum error surrogate solutions have significant error.

5.3. Initial Conditions Coarse-grained from Molecular Dynamics

In [57], a method is proposed for defining initial conditions for STZ simulations by coarse-graining atomistic data from a molecular dynamics simulation of an amorphous material. The coarse graining procedure involves passing a Gaussian window over the atomistic potential energies to produce a weighted average potential energy over a region of atoms centered at grid point \(\alpha\) as follows:

\[
E_{\alpha} = \frac{\sum_n g_n E_n}{\sum_n g_n}
\]

(32)

where \(E_n\) is the potential energy of the \(n^{th}\) atom and \(g_n\) is a Gaussian weight for the \(n^{th}\) atom defined as

\[
g_n = \frac{2}{\sqrt{2\pi c}} \exp \left( \frac{r_n^2}{2c^2} \right)
\]

(33)

where \(r_n\) is the distance from atom \(n\) to grid point \(\alpha\) and \(c\) is a length scale that is explored in detail in [57]. A value of \(c = 50\,\text{Å}\) is used per [57]. The potential energies are then passed through
Figure 18: STZ model – STZ model with random field initial conditions: Exact solutions (first row) and corresponding predictions (second row) for the test point that has the minimum (first column), the mean (second column) and the maximum error (third column) $\epsilon$ for (a) $n_c = 5$, (b) $n_c = 10$, (c) $n_c = 50$ and (d) $n_c = 63$ for 1000 training points.

an affine transformation to estimate the effective temperature $\chi_\alpha$ at grid point $\alpha$ as

$$\chi_\alpha = \beta \sum_n g_n (E_n - E^0) \sum_n g_n$$

where $\beta$ and $E^0$ are a material specific constant and a reference energy that corresponds to a state of no disorder, respectively. Notice that Eq. (34) incorporates the averaging from Eq. (32) and the steady-state effective temperature $\chi_\infty$ is calculated as the maximum value $\max(\chi_\alpha)$. This affine transformation derives from the work of Shi et al. [58].

In this example, we consider a model 50-50 copper-zirconium metallic glass (CuZr) whose initial $\chi$ field is coarse-grained from an MD simulation. The model, however, has several uncertainties associated with both the coarse-graining parameters ($\beta$ and $E^0$) as well as the parameters of the STZ model as described in Table 4. These parameters are treated here as uncertain because the process of identifying the appropriate parameters for a given glassy material system is an ongoing research field. In [57], the authors propose an ad hoc means of identifying the appropriate parameters, but more formal procedures remain under investigation. Thus, given the present state of the field, we assign ranges to each parameter and assume a uniform distribution to understand the range of possible material performance given uncertainty in the coarse-graining and the model. This yields
Figure 19: Example 2 – STZ model with random field initial conditions: Exact solutions (first row) and the corresponding predictions (second row) for the test point that has the minimum (first column), the mean (second column) and the maximum error (third column) $\epsilon$ for 100 training points and $n = 20$.

| Parameter | Distribution | Range          | Description                     |
|-----------|--------------|----------------|---------------------------------|
| $\beta$  | Uniform      | [7, 9]         | Material specific coarse-graining constant |
| $E^0$     | Uniform      | [-3.37, -3.35] | Reference energy                |
| $\Delta/k_B$ | Uniform     | [7500, 8500]  | Activation temperature          |
| $T$       | Uniform      | [50, 150]      | Bath temperature                |
| $\tilde{\Omega}/k_B$ | Uniform   | [350, 380]    | Activation volume               |
| $\epsilon_0$ | Uniform    | [0.25, 0.35]  | Typical local strain at STZ transition |
| $c_0$     | Uniform      | [0.25, 0.35]  | Plastic work fraction           |
| $l_\chi$  | Uniform      | [9, 11]        | Diffusion length-scale          |

Table 4: Probability distributions of the coarse-graining parameters (top) and STZ plasticity model parameters. A total of eight random variables for our surrogate model.

Again, we apply this for a two-dimensional square grid of 32 × 32 equally spaced continuum points (a total of 1024 degrees of freedom) for a simulation of size 400Å × 400Å with 50% simple shear imposed. The Grassmannian GPs are trained to predict the final plastic strain field at all degrees of freedom for any set of coarse-graining and STZ model parameters in the ranges from Table 4. To train the GPs, we execute the STZ model for $N_s = 1000$ MCS realizations of the 8-dimensional parameter vector $\{\xi\}$. Applying the optimization procedure, we estimate the optimum number of solutions clusters to be $n_{cl} = 61$, corresponding to a threshold value of $10^{-3}$ for the error metric in Eq. (20) for 95% of the clusters.

Figure 20 shows the training error (Eq. (20)) and the GP error (Eq. (27)) for increasing number of clusters. To illustrate the accuracy of the surrogate model predictions, Figure 21 shows the true solution and the Grassmannian GP prediction for 9 test points using the optimal clustering. Finally, Figure 22 shows the prediction of the GP at the test points that have the minimum, mean and maximum error, respectively, for the optimum number of solution clusters. From this figure one can see that, at all three points their is a very close agreement between the surrogate prediction and the exact solution. For the minimum, mean and maximum points the corresponding errors are $3.10 \times 10^{-4}$, $8.54 \times 10^{-4}$ and $2.93 \times 10^{-3}$, respectively.
Figure 20: Example 2 – Coarse-grained STZ model: (a) Training error of Eq. 20 and (b) GP error metric of Eq. 27 for increasing number of clusters.

Figure 21: Example 2 – Coarse-grained STZ model: Exact solutions (first row) and corresponding Grassmannian GP predictions for 9 test points for $n_c = 61$ and 1000 training points.

6. Additional computational cost benefits

One computational bottleneck of the standard GP is to compute the Cholesky decomposition of the covariance function $k(\cdot, \cdot)$ required for the estimation of the hyper-parameters of the GP model for large data sets. For a training set containing $N_s$ samples and a scalar output the complexity of training is $O(N_s^3)$ and that of making a prediction is of $O(N_s)$ for the mean and $O(N_s^2)$ for the variance. Moreover, when we are dealing with multiple outputs (e.g. vectors, matrices) the training time of the GP increases proportional to the size $n = m_f \times n_f$ of the output and becomes $n \times O(N_s^3)$.

Comparing the computational training time of the standard GP with the proposed local GPs, we achieve a significant reduction in the computational cost given (a) the much smaller number of training points for each local surrogate and (b) the reduced output space. For each solution cluster $i$ for $i = 1, \ldots, n_{cl}$ the local GP is linked to a covariance function of dimension $(N_i \times N_i)$ where $N_i$ is the number of training samples in cluster $i$. Moreover, each output has a reduced dimension of $m_f \times r$. Since $N_i << N_s$ and $r << n_f$ the computational cost of the GP training is orders of magnitude lower than the standard GP. A direct comparison of the training time between the proposed local GPs and a full GP trained on the plastic strain fields themselves for the STZ model with 2 random variables with 1000 training points, illustrates that the proposed method is far more...
efficient and yields a more accurate solution. The full GP requires $t = 2,897$ sec. for training with an average error $\epsilon = 0.023$. Meanwhile, the total training time for the local Grassmannian GPs for $n_{cl} = 63$ clusters is $t = 293$ sec. with corresponding error $\epsilon = 0.0032$.

Conclusions

This paper introduces new machine learning methods for surrogate model construction in the context of data-driven uncertainty quantification (UQ) for high-dimensional (input & output) complex physical/engineering systems. We illustrate how the solution of a high-dimensional model can be represented on a lower-dimensional Riemannian manifold (specifically the Grassmannian), which enables the construction of surrogate models for solution prediction. In particular, the manifold representation allows areas of the parameter space to be identified where the model has similar behavior. We then propose a “solution clustering” scheme and build local Gaussian process regression models that map points in the parameter space to the reduced solution in the tangent space of the Grassmannian to predict the solution at new points in the parameter space.

The proposed method is outlined in Figure and involves five steps: 1. Evaluation the model of a set of training points and projecting them onto the Grassmann manifold; 2. Solution clustering using a manifold clustering technique; 3. A mapping of each cluster to the tangents space of the Grassmannian at the Karcher mean of each cluster; 4. An optional parameter space clustering that is necessary only if solution clusters form disjoint clusters in the parameter space; and 5. Construction of local Gaussian Process models for each cluster for solution prediction.

We demonstrate the proposed method using two examples. The first is the Kraichnan-Orszag (KO) three mode problem, which is a nonlinear three-dimensional set of stochastic ordinary differential equations subjected to random initial conditions. We show that a two-level clustering (solution & input) is required in order to accurately train local GP surrogates and predict the time history response for realizations of the initial conditions. The second problem considers the plastic deformation of an amorphous solid using the shear transformation zone (STZ) theory of plasticity. We consider two cases for this model. The first is a low-dimensional example that is used to
illustrate the solution clustering scheme and considers only the mean and coefficient of variation of an initial random $\chi$ field as the uncertain parameters. The second case is a more practically relevant case that considers uncertainty in the parameters used to coarse-grain a molecular dynamics simulation for STZ modeling along with uncertainty in the STZ model parameters themselves. In total, this case has eight random parameters. In both cases, we train local surrogates having similar solutions and that provide very accurate predictions of the material response.
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