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Abstract—Structured light (SL) systems acquire high-fidelity 3D geometry with active illumination projection. Conventional systems exhibit challenges when working in environments with strong ambient illumination, global illumination and cross-device interference. This paper proposes a general-purposed technique to improve the robustness of SL by projecting redundant optical signals in addition to the native SL patterns. In this way, projected signals become more distinguishable from errors. Thus the geometry information can be more easily recovered using simple signal processing and the “coding gain” in performance is obtained. We propose three applications using our redundancy codes: (1) Self error-correction for SL imaging under strong ambient light, (2) Error detection for adaptive reconstruction under global illumination, and (3) Interference filtering with device-specific projection sequence encoding, especially for event camera-based SL and light curtain devices. We systematically analyze the design rules and signal processing algorithms in these applications. Corresponding hardware prototypes are built for evaluations on real-world complex scenes. Experimental results on the synthetic and real data demonstrate the significant performance improvements in SL systems with our redundancy codes.
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I. INTRODUCTION

Structured light (SL) is a popular activate 3D imaging technique [1], [2]. Similar to a passive stereo system, it recovers 3D geometry via triangulation. Instead of relying on scene appearance for feature matching, an SL system employs a projector to illuminate the scene with encoded patterns and greatly improves effectiveness and efficiency. Typical pattern encoding approaches include time multiplexing, spatial multiplexing, and direct coding. They have been widely used in various applications, including augmented reality, industrial inspection, and remote sensing.

Traditional SL suffers from various challenges, including ambient light, global illumination, and interference. Strong ambient light significantly decreases the signal-noise-ratio (SNR), limiting SL performance in power-limited mobile devices and outdoor environments [2]. Global illumination, including inter-reflections, diffusion, and sub-surface scattering, breaks the “direct illumination” assumption and leads to severe distortions in reconstruction results [1]. Interference between multiple SL systems or with other active illumination systems creates barriers to separating patterns from different sensors, generating artifacts in the images [3].

Similar challenges exist in most systems that involve a transmitter and a receiver. One example of special interest in this paper is the digital communication system. Since its invention in the middle 20th, a variety of coding techniques have been proposed and commercialized to boost data transmission fidelity against channel noise, multi-path fading, echoes, and multi-user interference. The core idea behind these solutions is to introduce redundancies in signals to rule out certain types of errors. Error detection and correction codes add suffixes to the transmitted data and allow either forward error correction (FEC) or automatic repeat request (ARQ) on the receiver side. Code-division-multiplexing (CDM) technique assigns different codes to multiple users sharing the same communication channel [4].

In this paper, we adopt redundancy codes into SL systems to improve their robustness. Firstly, we utilize error detection and correction encoders to improve temporally multiplexed SL. Redundancies are added into the illumination time series at each spatial location to make them more distinguishable from each other. While photon energy in each captured image is reduced due to the redundant frames, a “coding gain” is achieved in disparity estimation accuracy because errors can be self-corrected with a maximum likelihood decoder in post-processing. The effective error correction not only enables accurate geometry reconstruction under challenging scenarios (e.g., strong ambient light) but also provides a reliable measure for the estimation confidence, which typically serves as a useful cue for downstream tasks.

Secondly, when the degradation level exceeds the error self-correction capability, the system can automatically fall into an error detection mode, where iterative (adaptive) refining measurements are conducted to correct the errors. Lastly, by encoding each structured light “On” state into a device-specific code series, the SL system is able to identify its own light from external temporally changing light, either from another SL device or from ambient light. Interference-induced artifacts can be largely removed.

Note that these adoptions are not trivial due to different transmission channel properties and different performance requirements. Essentially, we answer two questions: which hardware system and physical environments allow the most benefits from utilizing redundancy codes? and how the coding technique can be integrated with insights specific to SL systems? Compared with prior methods that focus on special hardware or ad-hoc coding mechanism, our approach is a more general plug-and-play solution. It can serve as a supplement to previously proposed SL techniques that further increases their robustness.
We summarize our contributions in the following.

- We adopt redundancy coding techniques to SL systems as a low-cost and general-purposed approach against strong noise and interference.
- We analyze the benefits and limitations of these techniques specific to SL, and further propose corresponding design rules and post-processing algorithms.
- We build hardware prototypes to demonstrate the effectiveness of these approaches in different SL systems. Compelling results are achieved in both synthetic and real experiments.

Limitations. The major limitation of using redundancy coding in SL is the increase in the number of image frames to be captured. This either requires a higher frame rate image system or a longer data acquisition time. However, in this paper, we focus on applications where frame number increase is small (e.g., less than $2 \times$) such that it will not pose severe challenges to hardware capability. Also, the proposed design rules aim at using as few redundancies as possible to achieve the desired performance gain.

II. RELATED WORK

A. Structured light encoding methods

The SL system can be classified into three categories based on encoding approaches [5]: (1) time-multiplexing, (2) spatial-multiplexing, and (3) direct-coding.

Time-multiplexing methods project a sequence of patterns in a short period of time and captures a series of images. Typical time-multiplexing methods include binary code [6], gray code [7], phase shifting [8], and several hybrid methods [9]. Spatial-multiplexing methods exploit spatial neighbourhood to encode the scenes, including M-arrays [10], random dots pattern [11], and non-formal codification [12]. Direct-coding methods utilize intensity or colour to encode the pixel directly, such as codification based on grey levels [13] and codification based on colour [14]. Time-multiplexing related methods can provide accurate, high spatial resolution reconstruction. Efforts have been made to optimize the number of projected patterns [15], [16]. On the other hand, most consumer SL devices project spatially multiplexed random dot patterns with compact and lightweight diffractive optical elements. [17].

B. SL challenges and existing solutions

Structured light-based techniques usually face challenges under complex environments, such as ambient light, global illumination, and multi-path interference. Previous methods mostly focus on complex hardware or ad-hoc projection pattern designs, while our redundancy coding solution is more general-purposed and can be easily integrated with the existing techniques for further performance enhancement.

Ambient light: Strong ambient light (e.g., Sunlight) severely degrades the reconstruction performance of SL. Researchers have proposed methods employing special hardware such as bandpass filters [18], polarizers [18], and near infrared systems [19], as well as optimized scanning mechanisms [2], [20].

Global illumination: In complex scenes [21], direct and indirect/global illumination are usually mixed together. In order to separate the direct light path from the indirect illumination/global illumination, Nayar et al. [22] proposed a fast and effective method by projecting a high frequency pattern and its complement. Follow-up techniques including adaptive correspondence [23], multiplexed illumination [24],
modulated phase-shifting \[25\], modified gray code \[1\], micro phase-shifting \[26\], and embedded phase-shifting \[27\] are also proposed.

**Multi-device interference:** When multiple SL devices are present in the same environment, the projected pattern from one device will interfere with the other ones, leading to strong artifacts in geometry reconstruction. To solve this problem, methods are developed using motion \[3\], multiple illumination wavelengths (colors) \[28\], and defocus blur \[29\]. Recently, multi-path interference caused by a camera pixel collecting more than one light path from either multiple devices \[3\], or multiple pixels in a single device \[30\], \[31\], is receiving extensive attention from both academia and industry.

**C. Redundancy codes in Communication**

Both communication and SL systems can be abstracted into a transmitter/receiver architecture. In digital communication systems, channel noise, multipath propagation, and interference \[32\] impairs reliable data transmission. Redundancy codes are proposed as an effective solution. Error correction and detection codes used in communication systems include the conventional linear block codes \[33\], \[34\] and more advanced codes such as turbo code \[35\] and LDPC code \[36\]. Redundancy codes are also utilized to achieve user channel multiplexing. One of the most successful examples is the code-division-multiplexing (CDM) technique for 3G network \[4\]. Similar techniques are also employed in data storage, barcodes, and Radar/LiDAR sensing \[32\], \[37\].

**D. Redundancy codes in SL**

The idea of utilizing redundancies in SL has been explored in a few prior arts. Sagawa et al. \[38\] propose to use direct sequence spread spectrum (DSSS) under strong ambient light. The encoding process requires \(15 \sim 200 \times \) more frames, which can only be applied in a high-speed SL system (with \(> 10\)kFPS). Li et al. \[39\] proposes an error self-correction method in phase-shifting SL by involving redundant measurement to address the phase jumps at the edges of the fringes. Rosario et al. \[40\] propose the use of N-ary gray level Reed-Solomon codes to improve the reliability against noise. However, both phase-shifting and N-ary gray level SL fail under strong ambient light. A detailed discussion and simulation are provided in supplementary material. In this paper, we focus on using redundancy coding techniques to improve SL robustness in very challenging environments.

**III. SL WITH ERROR CORRECTION CODES**

**A. Principle of error correction codes (ECC)**

We first give a brief summary of the basic ECC principle. For comprehensive reviews on this topic, please refer to \[32\], \[41\]. Suppose the transmitter sends out a set of data bit-strings \(C = \{c\}\), noise and interference in the data transmission process lead to errors on the receiver side. If the noise is relatively small, such that the received bit-string \(r\) only slightly deviates from the original bit-string \(c_0\), the receiver is able to retrieve \(c_0\) by searching for the data string that is most similar to \(r\) in the codebook \(C\), as shown in the green scenario on the right side of Fig. 2. This “decoding” (error self-correction) process is only valid when the original string \(c_0\) is closer to \(r\) than any other strings in the codebook. Otherwise, as shown in the red scenario on the rights side of Fig. 2, the decoding leads to an incorrect estimation \(c_2\).

Therefore, if the codebook has bigger discrepancies between any two codes in it, the decoding is more robust. This is denoted as coding gain in communication systems. The discrepancy between two bit-strings is usually defined as the Hamming distance (number of different symbols), \(d_{\text{min}}\) is defined as the minimum distance between any two codes in the codebook, as shown in Fig. 2. The decoding process is guaranteed to succeed if the number of erroneous bits is less than \(d_{\text{min}}/2\), and a codebook is usually represented by the tuple \((n, k, d_{\text{min}})\).

For a codebook of \(k\) bit-strings, there can be mostly \(2^k\) different data strings, \(d_{\text{min}}\) of this non-redundant codebook is only 1 (left part of Fig. 2). To increase \(d_{\text{min}}\), ECC encodes each \(k\) bit-string into an \(n\) bit-string \((n > k)\), with \(n - k\) redundant bits. Generally, with larger \(n\), it is easier to get larger \(d_{\text{min}}\) and higher error correction capability. With \(n, k\) fixed, \(d_{\text{min}}\) is upper bounded by \(n - k + 1\) \[41\]. Theoretically, such codebook can be generated with a brute force search in \(n\)-dimensional space. However, the search becomes prohibitively expensive even with relatively small \(n\) and \(k\) (e.g., \(\sim 10\)) (we include one such example in the supplementary material). Fortunately, several families of high performance error correction codes (with large \(d_{\text{min}}\)) have been designed \[33\], \[34\], \[42\]. In the following section, we elaborate on adopting these codes to SL systems.

**B. Error correction code in SL**

1) **Differences between SL and communication:** Although both SL and communication systems can be abstracted into the transmitter-receiver architecture, two key differences exist. First, most communication systems are specifically designed for large data blocks transmission, with \(k \sim 1000\) or more, while in SL systems, each bit-string is usually shorter than 10bits. This eliminates the concern of computational cost and makes brute force encoding/decoding processes possible. Second, noise in most communication channels is signal-
independent additive white Gaussian noise (AWGN). However, the dominant source of noise in SL is signal-dependent photon shot noise from the projector light and ambient light. Therefore, the effective regime is different: in communication systems, ECC is usually effective with error rates less than \( \sim 1\% \). On the other hand, we demonstrate the effectiveness of ECC with error rates \( \sim 10\% \) to \( 70\% \) in the SL system.

2) SL image formation model: In a conventional binary or gray code (GC) SL, to acquire a depth map with \( M \) columns, \( k = \log_2 M \) pattern frames \( \{ \mathbf{P}_k \} \) need to be projected. Each \( \mathbf{P}_k \) is a binary map with \( 0s \) and \( 1s \). \( M \) is determined by the projector’s resolution, baseline between projector and camera, and the scene dimensions of interest. Typically, \( 8 \sim 10 \) frames are used to get \( 256 \sim 1024 \) depth map resolution. In the hybrid phase-shifting/binary pattern SL, a smaller amount of column numbers are projected (e.g., \( 3 \sim 5 \)) to alleviate the phase ambiguity. As shown in Fig. 3(a), each column in the projected pattern sequence is an unique \( k \)-bit string (in temporal dimension). These pattern frames form a \( k \times N \times M \) data cube, where \( N, M \) are the row and column resolutions. Projecting these pattern frames is equivalent to sending \( N \times M \) \( k \)-bit data strings in a communication system, where scene geometry information is encoded. On the camera (receiver) side, the image formation model can be expressed as

\[
\mathbf{I}_i = \mathcal{W}[\mathbf{P}_k] \otimes \mathbf{A} + \mathbf{I}_a + \mathcal{N}
\]

where the captured image frames \( \{ \mathbf{I}_i \} \) form another \( k \times N \times M \) data cube. \( \mathcal{W} \) is the pixel-wise multiplication operation. \( \mathbf{A} \) is the scene texture, determined by material properties and surface normal. \( \mathbf{I}_a \) is the ambient light signal. \( \mathcal{N} \) includes photon shot noise, sensor readout noise, and quantization error. We use the heteroscedastic Gaussian noise model to account for both readout noise and shot noise. For image signal \( \mathbf{I} \) normalized to \( \in [0,1] \), the variance of \( \mathcal{N} \) can be expressed as \( \sigma_a^2 + \sigma_I^2 \mathbf{I} \). Under normal lighting conditions and scene albedo settings, photon shot noise dominates. However, when the overall illumination level is low, or when the scene albedo is low, sensor readout noise and quantization error dominate. Disparity estimation process is to find the best match between each bit-strings in the projector pattern and captured image data cubes in the spatial domain. In a rectified SL system, this search can be conducted on each epipolar line. Once the correspondence is established \( \mathbf{I}[n, m] \leftrightarrow \mathbf{P}[n, \text{corr}[n, m]] \) (where \( \text{corr} \) is the estimated correspondence map), disparity is obtained as \( \text{dis}p[n, m] = m - \text{corr}[n, m] \). From the disparity, the 3D geometry of the scene is reconstructed.

3) Encoder design: In ECC SL systems, the original \( k \) data frames are encoded into \( n \) frames \( (n > k) \). With a fixed total exposure time, per-frame exposure time is \( k/n \) times shorter, and \( n \) is upper bounded by the projector (usually 30/60 FPS) and the camera frame rates \( (\sim \text{100 FPS}) \). Also, with a shorter exposure time, the signal-to-noise-ratio (SNR) is lower for each frame. Therefore, although bigger \( n \) usually provides a larger \( d_{\text{min}} \), it is not always preferred. We show one such example in Sec. III-B5.

We examine several high performance code families, including (extended) binary Golay code [34], Reed-Muller code family [42], and BCH code family (Goppa code family) [33], and summarize their coded bit-string length \( n \), data bit-string length \( k \), and minimum Hamming distance \( d_{\text{min}} \) in a lookup table in the supplementary material. One example is shown in Fig. 3(b). The \((22,10,8)\) code appends 12bits after the 10bit uncoded data string (Fig. 3(a)), and the codebook has minimum distance \( d_{\text{min}} = 8 \).

Similar to the conventional SL patterns, the arrangement of columns in ECC SL patterns also matters. Less ‘0-1’ jumps in the pattern reduce artifacts in real-world experiments [43]. For a detailed discussion, please refer to the supplementary material.

4) Decoder design: As discussed in Sec. III-A, the decoding process can be formulated as

\[
\hat{c} = \arg \min_{c \in \mathcal{C}} d(c, r)
\]  

Where \( r \) is the received signal string, \( \hat{c} \) is the estimated (decoded) bit-string, \( \mathcal{C} \) is the codebook, and \( d(., .) \) is a distance metric. Since the size of the codebook \( C = 2^k \), in communication systems with \( k \sim 100 \sim 1000 \), it is impossible to traverse the codebook \( C \) and find the best match. \( r \) is usually first binarized and fed into an ad hoc decoder circuit based on the specific ECC algebraic properties. This process can be sub-optimal and throws away information in the quantization pre-processing. In SL systems, brute force correspondence search can be conducted in the floating-point number domain without any loss of information. This process is sometimes referred to as “soft-decision-decoding” in communication systems, in contrast to the sub-optimal, binarized “hard-decision-decoding” algorithm.

With the self-correction capability in ECC SL, large portions of errors are avoided in the decoding process. However, in low SNR situations, errors in the estimated disparity map still exist. A more advanced technique named “list decoding”, is applied in modern communication systems [44]. Its core idea is to keep several candidates in the decoding process and make a decision later based on certain priors. This is similar to the image restoration algorithms in computer vision. Information beyond a single pixel is utilized to assist the processing. Different from most image denoising tasks, in an SL system, errors are dominated by impulse noise. As an example, a one-bit error in the decoding process can lead to disparity error \( = 1 \) or disparity error \( = 1000 \) with the same probability. The median filter is commonly utilized due to its robustness to outliers [45]. However, with the same weight assigned to each pixel in the median calculation, the median filter generates clustered artifacts under low SNR conditions. Therefore, it is important to identify which estimation is reliable before employing external information.

Thanks to the more distinguishable codes, ECC SL can provide more reliable confidence estimations. We define the confidence as \( (d_2 - d_1)/d_1 \in [0,1] \), where \( d_1, d_2 \) are the smallest and second smallest distances between codes in the codebook and the received signal \( r \). Based on the confidence map, we developed two simple algorithms to further reduce...
disparity estimation errors. First, a confidence-based median filter that only includes high confidence pixels in the median calculation is implemented. It utilizes external information within a local patch around each low confidence pixel. Two thresholds $t_{\text{low}}$ and $t_{\text{high}}$ are used to classify one pixel to be low confidence or high confidence. Second, an “order prior” is introduced to utilize more global external information. It is based on the observation that the order of columns in projected and warped patterns does not change for continuous surfaces. In the decoding, we select high confidence “anchor points” along each epipolar line and check the order relationship between these anchor points and the low confidence points. If the order relationship does not hold, a correspondence candidate $c$ with larger (sub-optimal) distance $d(c, r)$, while satisfying the order relationship, is selected. Note that there are edge cases for both confidence-based median filter and the order prior, especially in complicated geometry (e.g., a fine grid). Also, if the confidence estimation is incorrect, erroneous pixels might be selected as “anchor points” and worsen the reconstruction result. This situation is much less likely in the ECC SL compared to conventional SL.

5) Simulation results: We evaluate the encoding and decoding processes on synthetic FlyingThings3D dataset [46]. We synthesize noisy captured images based on the image formation model Eq. 1. Two calibration images (one with projector light all on and one with projector light all off) are additionally captured. Total exposure time is fixed for all methods. Fig. 3(c) shows one data frame from original gray code SL, one data frame from a $(22, 10, 8)$ ECC SL, and an error correction frame. It can be seen that the ECC SL frames are dimmer and noisier due to the shorter per-frame exposure time.

The quantitative comparisons on soft-decision decoding results are shown in Fig. 4. Here we compare four SL systems: the original 10bit gray code (GC) SL, and three ECC SL with $(15, 10, 4)$, $(22, 10, 8)$, $(63, 10, 27)$ codebooks. We define error rate as the percentage of pixels with incorrect disparity estimations. We fix the camera parameter settings, and tune the ratio between projector illumination intensity and ambient light intensity. It can be seen that when SNR is extremely low (projector light $\ll$ ambient light, error rate $\sim 100\%$) or extremely high (projector light $\gg$ ambient light, error rate $\sim 0\%$), coding does not give much benefits, which is within expectation. However, within the broad range between these two extremes, coding reduces the error rate by $3 \times$ or more. We show the error rate curves with two camera shot noise parameter $\sigma_s$ settings: $\sigma_s = 0.015$ (dashed) and $\sigma_s = 0.04$ (solid). It can be seen that both curves show similar trends, except a horizontal shift. Note that the long $(63, 10, 27)$ code only provides marginal performance increase compared to the $(22, 10, 8)$ code. Therefore, it should not be used in real-world ECC SL even if it has very large $d_{\text{min}}$.

There is a special scenario where redundant coding is not beneficial, or even impairs accuracy. That is, when the received projector light is extremely weak, due to low albedo in the scene, weak illumination power, or long imaging distance (e.g., SL in endoscopy system [47]). In this regime, sensor readout noise and quantization error dominates. Please refer to supplementary material for details.
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By utilizing the reliable confidence map and local/global priors only one optimal matching result is achieved, with distance \( d(c, r) \). Both distances are normalized to \([0, 1]\).

Confidence maps from conventional SL and ECC SL are shown in Fig. 5 (a). It can be seen that in the original 10bit GC SL, most pixels have low confidence, while in the ECC SL, high confidence pixels are much more. A comparison between the correspondence search processes with and without ECC at one pixel is shown in Fig. 5 (b). In the conventional SL system, correspondence search achieves small distances for multiple candidates. Thus, the confidence is low. However, in ECC SL, only one optimal matching result is achieved, with distance \( d(c, r) \) much smaller than any other codes in the codebook. By utilizing the reliable confidence map and local/global priors in the SL system, list decoding and confidence-based median filtering are able to further reduce the error rate in ECC SL from soft-decision decoding.

We then compare different decoding algorithms in ECC SL quantitatively: soft-decision decoding, hard-decision decoding, list decoding with order prior, and confidence-based median filtering. We use the \((22,10,8)\) code with soft-decision decoding as the baseline. As shown in Fig. 6 hard-decision decoding utilizes computationally efficient generic ECC decoders. However, it leads to a higher error rate due to the loss of information in the binarization. Note that since most computations in the decoding process occur in correspondence search between received signals and codes in the codebook, an efficient GPU matrix multiplication implementation can achieve \( >200 \text{fps} \) for \( 600 \times 700 \) spatial resolution. In the list decoding, we keep 3 peaks from the first-stage correspondence search. In the confidence-based median filtering, we use a \(5 \times 5\) window size. Both methods further increase the decoding accuracy significantly.

We also show qualitative comparisons in Fig. 7 Soft-decision decoding is used to generate the results shown in Fig. 7 (a). We mark out all erroneous pixels with red color for better visualization. ECC SL provides much cleaner disparity estimations compared to conventional SL under different ambient lighting conditions. In Fig. 7 (b), we compare different decoding methods qualitatively. List decoding reduces the error rate by more than \( 2 \times \) from the soft-decision decoded results. Also, it preserves the scene edges faithfully. The confidence-based median filter achieves a slightly lower error rate. Most errors are located at the depth discontinuities due to the comparatively large window size.

### C. Real-world experiments

We build a hardware prototype to demonstrate ECC SL in real-world environments. As shown in Fig. 8 (a), the experimental setup consists of one camera (Basler acA2040-120uc) and one DMD projector (Aaxa P300 Pico Projector), which is the same as a conventional SL system. We use a white lamp as the ambient light source and change the projector light intensity to tune the projector/ambient light ratios. We evaluate on the original 10bit GC, and two ECC codes, \((22,10,8)\) and \((15,10,4)\). We estimate a reference disparity map under strong projector light conditions. The reference disparity map estimations with three different codes have discrepancies smaller than 1. Therefore, in the following experiments, we identify any pixel with a difference between estimated and reference disparities larger than 2 as an error. Quantitative comparisons are shown in Fig. 8 (b). It follows the same trend as that in the simulated environments. The maximum performance gap between ECC SL and conventional SL is \(\sim 2 \times\). We also show captured images (with original GC) and qualitative comparisons in Fig. 8 (c). Similar to that in Fig. 7 we mark out all erroneous pixels with red color for better visualization. It is evident that ECC SL outperforms conventional SL significantly, while list decoding further improves the estimations.

We also examined the influence of code spatial arrangement and sensor readout noise in real-world environments. For detailed discussions, please refer to the supplementary material.

### IV. SL WITH ERROR DETECTION CODES

#### A. Principle of error detection codes (EDC)

We can further apply the EDC in SL systems. One family of codes, named “cyclic redundancy codes” (CRC), is specifically designed for error detection. They are short, and the
Fig. 7. Qualitative comparisons on SL performance (synthetic data). All error pixels are marked out by red color. (a) Comparisons between original GC code and different ECC, under different ambient light intensity settings. ECC SL consistently achieves higher quality reconstruction compared to conventional SL. (b) Qualitative comparisons between different decoding methods.

encoding/error detection processes are more flexible compared to other ECC families. In EDC, the received signal is first binarized and then goes through a generalized “parity check” process. If the received string does not fall in the code string codebook $C$, an error must exist.

For an ECC code, self-correction is guaranteed to succeed with less than $d_{\text{min}}/2$ number of errors. However, error detection is guaranteed to succeed with less than $d_{\text{min}} - 1$ number of errors. In other words, when ECC fails, error detection still has a high probability of detecting that an error occurs (although the error can’t be self-corrected). Then the receiver can request a re-sending from the sender for double-checking. An ECC that encodes $k$-bit strings into $n$-bit strings can detect at most $n - k - 1$ errors, and the probability of getting an undetectable error scales as $2^{-(n-k)}$ in the best case [41].

B. How to use EDC in SL?

EDC can also be applied to an adaptive SL system [1], [48], where an iterative process is employed to refine the reconstruction. This is necessary when ECC self-correction fails. One example is when strong global illumination exists in the scene. Since codes at different spatial locations are mixed during inter-reflection and scattering, there are usually “bursts” of errors in the received signal instead of random errors in the strong ambient light scenario discussed in Sec. [11]. The received signals are dissimilar to any codes in the codebook, and this leads to failure in error self-correction. However, such errors can be reliably detected.

Xu and Aliaga [48] and Gupta et al. [1] proposed adaptive SL systems to handle global illumination. If a camera pixel’s received projector bits are correct, the corresponded projector pixel will not illuminate in the next round. Since the amount of on-pixels decreases in each iteration, global illumination is decreased and the algorithm can converge. Gupta’s method is based on four sets of patterns in each iteration, each with 10 bit planes. Disparity estimations are conducted with the 40 patterns, and pixels with inconsistent estimation results from the four codes are identified as erroneous. However, this is a great burden on the hardware system since 4 times the amount of patterns is required for one refinement iteration. Here we demonstrate using EDC for the adaptive SL, while each iteration requires $1.4 - 2$ times the amount of original patterns. We enumerate several design choices on the EDC to be used.

- Shorter EDC is preferred for smaller amount of frames in each iteration.
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(a) Fig. 8. Real world demonstration of ECC SL. (a) Experimental setup, with a camera, and a projector. (b) Quantitative comparison on SL performance (real-world data), with and without ECC, under different ambient light intensities. (c) Qualitative comparisons. All error pixels are marked out by red color. ECC SL has significantly lower error rate compared to the conventional SL.
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Fig. 9. Error detection code (CRC) for SL with global illumination. (a) High frequency XOR02 code proposed in [1]. (b), XOR02 code with 5bits CRC code appended, for error detection and adaptive SL.

- EDC with large $d_{\text{min}}$ has higher error detection capability and is preferred, as explained in Sec. IV-A.
- A spatially high-frequency pattern is better for SL with global illumination, as demonstrated in [1].
- The EDC is better to be “systematic”. That is, the message bits do not change after encoding. With this property, we could directly exploit the pattern design in the literature.

With these design choices, we examined different combinations between high-frequency patterns and ECC/EDC codes, and we found it non-trivial to meet all the preferred properties. It turns out that XOR02 code from [1] + CRC5 code from the CRC family is a good candidate (we also show several unfavorable combinations in the supplementary material). As shown in Fig. [9] lower row. It appends 5 extra frames behind the 10 frames XOR02 patterns, achieving $d_{\text{min}} = 4$. High-frequency property is also maintained.

C. Real-world experiments

We first show an EDC generated error detection map in a scene with strong V-groove inter-reflections (Fig. 10). Since the designed high-frequency pattern handles this simple geometry well, to validate the effectiveness of EDC, we combine the CRC5 EDC with the original gray code in this proof-of-concept experiment. As expected, directly estimating column correspondence in this scene results in large artifacts close to the hinges, as shown in Fig. 10 (b). However, with the 5bits redundant EDC, these errors can be detected, as shown in Fig. 10 (c), (d).

Starting from the EDC error map, we can conduct the iterative process to refine estimation. We demonstrate this full process with designed XOR02+CRC5 pattern in a very
challenging scene. The scene consists of plastic and ceramic containers. Inter-reflection, sub-surface scattering, and other complicated light paths co-exist. As shown in Fig. 11, within three iterations, the adaptive error-detection-projection-measurement process converges. Most artifacts due to global illumination and scattering are removed. The whole acquisition process contains 45 frames, which is roughly the same amount of frames required in one iteration of the previous adaptive SL system [1].

V. SL WITH LIGHT SOURCE ENCODING

Apart from the error correction and detection codes, we introduce another type of redundancy codes to avoid interference. We named it “light source encoding” since it encodes each light source state (on/off) individually, instead of encoding the whole temporal sequence as that in ECC/EDC.

A. Principle of light source encoding

SL systems often suffer from interference from other active illumination systems or dynamic ambient light reflections (due to either dynamic scene or dynamic ambient light source). Although the camera and the projector within one SL system are temporally synchronized, the interference can’t be totally removed. The camera and the projector can also be “spectrally synchronized” by adding a light source-matched narrow wavelength bandpass filter to the camera. However, this reduces the light efficiency of the system and requires different hardware designs. The active stereo system solves this problem with an additional camera, which is effectively a redundancy on the hardware side.

We propose to solve this problem by encoding the projector’s temporal illumination sequence into a more distinguishable form with redundancy codes. We want each SL system to use a device-specific code. Specifically, we transform each ‘1’ (light on) in the projection sequence into a device-specific bit string (e.g., ‘1101’ for one device and ‘1010’ for another device). This process is similar to the code-division-multiplexing (CDM) in communication systems, which enables different users to share the same cellular network channel. The longer the bit string, the more devices are compatible to share the same space, and the robustness against external interference is higher. Generally, this method can be applied in any SL system, including the ECC/EDC SL discussed above. However, the code length is heavily constrained by the speed of the imaging system. Therefore, it is more beneficial to apply such technique in specific SL systems that are inherently high frame rate, e.g., event camera-based SL [49] and line sensor-based SL [19]. Here we demonstrate such applications in real-world prototypes.

B. Example 1: event-camera based SL

The system consists of an event camera and a structured light source that projects a random dot pattern. When the projection is set to an “On-off” mode, events are triggered in the camera due to temporal intensity change. Since the events are only triggered at the pattern dot positions, the amount of acquired data is largely reduced and enables a high frame rate and more efficient post-processing. Block matching algorithm is performed to estimate the disparity map from the “event frame” obtained from an on-off period, as shown in Fig. 12 (d). However, when an external dynamic light source (e.g., an Intel Realsense device) is close-by, the event camera is also triggered by the illumination change from it, and this interference degrades the performance dramatically (as shown in Fig. 12 (b),(c) left part). To solve this problem, we encode each on-off period to be ‘10100010’, instead of ‘10’ (‘1’ stands for on, ‘0’ stands for off), with $4 \times$ more frames. We conduct a matched filter on the event frames to remove the events coming from interference (which does not match the designed time sequence). As shown in the upper right of Fig. 12 (b),(c), the
### Experimental Setup Results

| Setup | Interfered by RealSense D415 | Interfered by RealSense SR305 | No interference |
|-------|-----------------------------|-----------------------------|-----------------|
| Uncoded | Event cam                  | Disparity                    | Event frame     |
| Coded  | Random dot pattern          | Disparity                    | Event frame     |

#### Example 1: Event camera-based SL interfered by other SL devices

- Filtered event frame becomes much cleaner, and can produce reasonable disparity estimations (lower right of Fig. 12(b),(c)).

#### C. Example 2: line sensor based SL - light curtain

A light curtain (LC) device is a special SL system. It consists of a line sensor and a line laser. The light plane and the viewing plane intersect at a line in the 3d space, which forms a triangular geometry as in a conventional SL system. Any object located at that line will be detected by the line sensor. By spatially scanning the viewing directions of the line sensor and the line laser, the intersection line scans a curved plane defined by the user, named the “light curtain”. The device is able to concentrate optical power to get high SNR and can be applied in obstacle detection . When two such LC devices are close to each other, interference causes false detections. One example is shown in Fig. 12(e), a false detection curtain is formed due to interference between the camera from the first LC device and the laser in the second LC device. We emulate this effect in a real-world environment with two camera-projector pairs, as shown in Fig. 12(f). The scanning mechanism is achieved by only lightening one projector column and capturing data at one camera column in each frame. By aggregating the frames, a light curtain image is formed, as shown in Fig. 12(g), which highlights the detected objects. When the first LC device is scanning the frontal-parallel plane close to the male mannequin, a false light curtain is formed between the light source in LC2 and the camera in LC1. This results in false detections located around the female mannequin, as shown in the upper part of Fig. 12(g). We encode the two light sources with different codes ‘1100’ and ‘0101’, respectively. After acquiring all the frames (× compared to the original LC device), only pixels with the correct intensity sequence are kept, and the false detection is easily removed, as shown in the lower part of Fig. 12(g).

### VI. Conclusion

In this paper, we propose a general redundancy coding scheme for SL systems to mitigate various types of degradation, including noise, global illumination, and interference. We demonstrate error correction, error detection, and light source encoding based on redundancy codes. Both simulations and real-world experiments demonstrate a significant “coding gain” in performance. The proposed technique has the potential to be implemented as a supplemental plug-in to previously developed SL techniques, with a minimum amount of hardware modifications required. This leads to improved robustness and accuracy in applications across disciplines, including augmented reality, industrial inspection, and remote sensing. Moreover, the proposed redundancy coding could also augment other similar architectures like time-of-flight devices or a broader category of active illumination imaging systems.
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APPENDIX A
CODE LOOKUP TABLE
Here we show the code lookup table (Fig. [13] discussed in main text, Sec. 3.2.3. For each data bit string length \( k \) (corresponding to the resolution of the SL system), and total bit string length \( n \) (corresponding to the frame rate of the SL system), we select the best performance code from these families. Since the codes are conceived following certain algebraic rules, ECC only exists with special \( n, k \) values. Fortunately, all the code families we examined (also most high-performance code families) are “systematic” codes (or can be transformed to equivalent systematic codes), where the encoders only append error correction codes after the data bit-string and do not change the data bit string. This allows straightforward bit string truncation. By setting the first \( L \) bits in the data bit-string to be 0 and removing them in the encoded bit string, we turn an \((n, k)\) ECC into an \((n-L, k-L)\) ECC, with at least same \( d_{min} \). We also contain a code generated from a high-dimensional Poisson disk sampling algorithm that does not belong to any of these designed code families but has comparative \( d_{min} \), as shown in Fig. [14].

APPENDIX B
READOUT NOISE AND QUANTIZATION ERROR
As discussed in the main text Sec. 3.2.5, when sensor readout noise and quantization error dominates, ECC SL has similar or even worse performance compared to conventional SL. This is majorly due to the fact that per-frame SNR scales with per-frame exposure time \( t_{exp} \) linearly in this regime, while it scales with \( \sqrt{t_{exp}} \) when shot noise dominates.

Here we show this effect in both simulated and real-world environments. We use the same FlyingThings3D synthetic dataset [46] for simulation. We set the ambient illumination to be zero and set the signal level of projector illumination to be smaller than 0.1. We use a readout noise \( \sigma_{a} = 0.004 \) and a 12bit quantization. In Fig. [15] we show quantitative comparison on disparity error rate. In Fig. [16] we further confirm this effect in real-world experiment.

APPENDIX C
CODE SPATIAL ARRANGEMENT
Similar to the conventional SL patterns, the arrangement of columns in ECC SL patterns also matters. Less ‘0-1’ jumps in the pattern reduce artifacts in real-world experiments [43]. Compared with binary code patterns, gray code guarantees Hamming distance = 1 between adjacent columns. In ECC SL, since the minimum pair-wise distance in the bit-string codebook is \( d_{min} \), this is the minimum possible difference between adjacent columns. Empirically, we found this constraint is satisfied when using gray code as the input to the two encoders used in our real-world experiments ((22, 10, 8) and (15, 10, 4)). We show this effect in Fig. [17] We observe that the ECC encoded from gray code has less error compared to the other one encoded from binary code with the same encoder.

APPENDIX D
ECC IN N-ARY GRAY-LEVEL SL
Another type of temporally multiplexed SL system use N-ary gray-level patterns instead of binary patterns discussed above [52]. This reduces the number of frames needed to achieve the same spatial resolution. Similarly, in communication systems, N-ary ECC is designed for N-ary symbol transmissions. As an example, Reed-Solomon code [53] is one of the most commonly used N-ary ECC (e.g., in QR codes). However, the robustness of N-ary SL is not as high as binary SL. The N-ary pattern reduces the number of frames by \( \log_{2}N \) times. However, the interval between projector light intensity levels becomes \( N-1 \) times smaller. Therefore, given a fixed total exposure time and projector light intensity, the effective SNR reduces \( \frac{N-1}{\sqrt{\log_{2}N}} \) times when shot noise and ambient light dominates. This factor increases with bigger \( N \). We compare the quantitative performance of the binary SL and N-ary SL systems, with or without ECC, in Fig. [18]. We used 3-ary (12, 6, 6) Golay code and 8-ary (7, 3, 6) Reed-Solomon codes as examples, which has spatial resolutions 729 and 512. Accordingly, we use 10bits and 9bits binary patterns for comparison. Although N-ary ECC patterns indeed reduce the error rate compared with the un-coded N-ary patterns, their robustness are similar or worse than un-coded binary patterns with similar spatial resolution. Therefore, previously proposed self-correction methods based on N-ary gray-level SL [39], [40] fail in this challenging situation.

APPENDIX E
UNFAVORABLE CODES IN EDC
Combinations of the XOR02 and XOR04 codes proposed in [1] and ECC/EDC codes are not always successful. We show three such examples in Fig. [19]. Although the data frames have high spatial frequency by design, the ECC/EDC frames might not maintain this favorable property.
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