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Abstract: The paper aims to assess the level of competition in the Indian banking sector overall as well as within the three groups of banks: foreign owned, state owned (public sector), and privately owned. We use panel data for the period from 2005–2018. We found that the overall competition in the Indian banking sector is strong, although there are differences by type of bank ownership. The Indian banking market continues to be characterized by monopolistic competition. The various policy measures taken by the Indian government in recent years appear to have helped boost competition. A policy suggestion would be to further liberalize the banking sector for foreign investment.
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1. Introduction

This paper aims to assess the competitive conditions in the Indian banking sector overall and within the three sets of banks: state-owned, foreign-owned and privately-owned. The research is motivated by the following: First, though there is a vast literature on banking competition in the US and Europe, India, the 6th largest economy in the world (IBEF 2019a), has received limited attention. Second, we use the most recent panel data for the years 2005–2018 to study competition in the Indian banking sector and analyze the competition by bank ownership type. Third, given the importance of India in the world economy and the size of its banking sector, and the liberalized foreign investment policy, several international banks are contemplating entry in India’s banking sector. While competition is generally considered to be robust, issues like market dominance of public sector banks, consumer reluctance to switch, and a high proportion of un-provided non-performing assets continue to be a drag on the banking system. Finally, we extend the methodology proposed by Apergis et al. (2016) and apply it to the Indian banking sector.

The context of India is important because the banking sector continues to play an important role in the Indian economy and contributes around 3% of India’s GDP growth (Debnath and Shankar 2008). Second, several reforms were initiated by the Modi government to restore the health of the banking institutions. These included the introduction of Insolvency and Bankruptcy Code 2016 and recapitalization of public sector banks1. Whether these measures initiated by the Modi government after it came to power in 2014, improved competitive conditions in the Indian banking sector is an issue that has not been examined so far. We fill this gap.

1 As noted by Mohapatra and Jha (2018), the Modi government infused Rs 66.90 billion in the public sector banks during 2014–2015 and Rs 250 billion each in the years 2015–2016 and 2016–2017. It further intended to infuse Rs 880 billion in 2017–2018.
The Indian commercial banking sector consists of 27 public sector banks, 21 private sector banks, and 49 foreign banks. There are also 56 regional rural banks, 1562 urban cooperative banks, and 94,384 rural cooperative banks. The total loans extended by commercial banks alone amounted to Rs 93,751.17 billion (US$1299.39 billion), and deposits amounted to Rs 120,818.92 billion (US$1866.22 billion) by the end of first quarter of 2019, while the assets of public sector banks alone were US$1557.04 billion in 2018 (IBEF 2019b).

We make following important contributions to the literature:

(a) We compare the competitive conditions among the public, private, and foreign banks, which has not been attempted in prior studies on Indian banking except by Prasad and Ghosh (2007);

(b) We use panel data analysis similar to Apergis et al. (2016) to bring additional insights not found in prior studies;

(c) We confirm the findings of prior studies on competition in Indian banking, using a different methodology and latest available data.

Besides these contributions to the literature, the study could also help inform policy and strategic managerial decisions, especially for banks considering to enter or expand in the flourishing Indian banking market.

The paper is organized as follows. Section 2 presents the literature review. The methodology is presented in Section 3. Section 4 presents the results and discussion, and Section 5 concludes.

2. Theory and Literature Review

The theory of contestable markets (Baumol 1982) provides the theoretical rationale for competition studies. The theory posits that in a contestable market there are no entry or exit barriers. Consequently, the market reaches stability and equilibrium, whatever be the structure—monopoly, oligopoly or duopoly—provided the market outcome is sustainable.

In the literature, competition is measured by either the structural (non-formal) approach or the non-structural (formal) approach. The structure-conduct-performance (SCP) paradigm is used as the framework in the structural approach. It posits that concentration of market power can lead to lower deposit rates and higher lending rates thereby enabling banks to earn monopolistic profits. The Herfindahl–Hirschman index (HHI) is used to examine the relationship between concentration and market power. To obtain HHI, either the deposits or total assets or total loans for each bank are squared and thereafter summed up. The three or five-firm concentration ratio is calculated which depicts the state of market concentration.

The alternative efficient structure hypothesis (ESH) posits that it is not market power that brings higher profits but the efficiency gains that follow market concentration. In the non-structural approach, generally two methods have been used: Bresnahan (1982) model and the Panzar and Rosse (1987) model. Bresnahan (1982) and Lau (1982) used aggregate industry data and a parameter to proxy market power and estimated a simultaneous equation model. Researchers such as Shaffer (1993) and Bikker and Haaf (2002) have used this model.

The Panzar and Rosse (1987) model examines how the changes in factor input prices affect the revenue of a bank. As the model uses bank-specific data, it captures unique bank characteristics. Many studies have used the Panzar and Rosse $H$ statistic to assess the competitive conditions in the banking market in US, Europe, and other countries. These studies (for example, Berg and Kim 1998; Bikker and Groeneveld 2000; Shaffer 2002; Bikker and Haaf 2002; Beck et al. 2006), generally found that banks operated in a monopolistic competition. When a multi-country study was conducted by Gutiérrez de Rozas (2007), it was found that US Banks were more competitive compared to the European banks. Claessens and Laeven (2004) computed $H$ statistic for the years 1994–2001 for 50 countries—both developed and developing—and found that monopolistic competition prevailed in the banking markets of these countries. Bikker and Spierdijk (2008) similarly found monopolistic competition in the banking market of EU countries. Fosu (2013) in the context of a sub-regional study...
of banking competition in Africa found that the banking markets could be described by monopolistic competition. Barros and Mendes (2016) found that in Angola, the banking market was monopolistic.

Similarly, Anginer et al. (2012) used data for 63 countries over 1997–2009 and found a positive relationship between competition and systemic stability. The majority of the other studies on banking competition also suggest that generally the market is characterized by monopolistic competition (Apergis et al. 2016). In such a market, as suggested by the theory of monopolistic competition, firms have little to no control over the market price and, as such, compete on the basis of product differentiation. Consequently, to improve profitability and to compete in the market, managers have to resort to strategies like mergers, acquisitions, improving operational cost efficiency, asset and liabilities diversification, and increasing non-interest revenue (Andries and Căpraru 2014). There are many other notable studies on competition in banking (for example, Yüksel et al. 2016, 2018; Dinçer and Yüksel 2018; Dinçer et al. 2019).

Studies on competition in Indian banking are limited. Prasad and Ghosh (2005) computed the Panzar and Rosse H-statistic of Indian banks using data of 64 commercial banks for the period 1997–2004 and found that the Indian banking market demonstrated a monopolistic competition. Prasad and Ghosh (2007) used annual data of scheduled commercial banks for the period 1996–2004 and again confirmed the results of their earlier study. Mishra (2011) studied 75 banks classified by ownership—public, private, and foreign—over a period of 1997–2008 using two panel data sets—each of 6 years. They found that the Indian banking sector is characterized by monopolistic competition and that liberalization has helped improve its efficiency, productivity and stability. Mishra and Sahoo (2012) studied 59 Indian banks for the years 1999–2000 to 2008–2009 and found a multi-directional and dynamic relationship in the Indian banking sector. Ansari (2012) found that the Indian loan market was monopolistic and that public sector banks and private sector banks were more competitive than foreign banks. Dutta (2013) analyzed the degree of competition in the Indian banking sector for the period 1997–1998 to 2004–2005 and found that the competitive environment improved following banking reforms and that competition has become more severe. Apergis (2015) in a study of 21 emerging market economies, that included India, found that these markets were characterized by monopolistic competition. Rakshit and Bardhan (2019) measured the competitive conditions in India using a sample of 70 commercial banks over the period 1996–2016. It was found that public sector banks experienced a relatively higher degree of competition compared to private and foreign banks. Like other emerging markets, Sinha and Sharma (2016) found that the Indian banking market is characterized by monopolistic competition. Arrawatia et al. (2019) studied banking competition in India for the period 1996–2016 using the learner index approach and confirmed the monopolistic competitive conditions.

The present study improves on prior studies in the following ways:

(a) We use more recent data, that is, for the years, 2005–2018;
(b) We examine the competitive conditions faced by ownership group of banks;
(c) We use the Panzar and Rosse (1987) model as extended by Apergis et al. (2016) and apply it to the Indian context and provide new insights not available hitherto in the literature.

3. Data and Method

In this section, the data and method have been described.

3.1. Data

The required data was obtained from the Reserve Bank of India website where yearly data is available for the years 2005–2018. The banks for which data was missing on some of the variables were dropped from the analysis. Some banks merged during the period, and new banks entered the Indian banking market. Consequently, it is unbalanced panel data. The total observations used for the analysis were 784.
3.2. Method

The Panzar and Rosse $H$ statistic is typically used in the literature to test the theory of competitive conditions in the market. To determine the market structure, a four-step methodology is followed; that is, a log-linear form regression is estimated, and factor input elasticities are calculated; these are summed up to give the $H$ statistic, and then the criteria as indicated below is used to determine the competitiveness of the market. The elasticities are calculated by estimating a reduced form revenue equation involving a vector of input prices and other control variables. The reduced form revenue equation of the Panzar and Rosse (1987) variety is written as below:

$$\ln GR = a + \sum_{i=1}^{n} B_i \ln \omega_i + \sum_{i=1}^{n} \gamma_i \ln CF_i + \epsilon$$

where $GR$ refers to gross revenue, $\omega_i$ refers to the $i$th input factor, and $CF$ refers to firm-specific control factors. The equation for computing $H$ statistic is as below:

$$H = \sum_{i=1}^{k} B_i$$

where $k = 3$ refers to the three factor input elasticities.

Panzar and Rosse (1987) show that when $H$ is negative the market is monopolistic. If it is 1, the market is perfectly competitive and in long-run equilibrium, and when the $H$ lies between 0 and 1, it is considered to be monopolistically competitive market.

Apergis et al. (2016), however, point out that the method is not useful for comparing the competition between large and small banks or between banks by ownership type—foreign vs. domestic, for example. Furthermore, as Bikker and Spierdijk (2008) and Bikker et al. (2012) show, the use of both scaled and unscaled price or revenue function in modelling, as most prior studies have done, can lead to unreliable estimation of the $H$ statistic. To overcome these limitations of prior studies, Apergis et al. (2016) used both scaled and unscaled price and revenue equations to estimate $H$ statistic in the context of European banking.

Following from Molyneux et al. (1994), Bikker and Haaf (2002), Bikker and Spierdijk (2008), Anginer et al. (2012), and Apergis et al. (2016), we estimate five reduced-form revenue equations as below:

$$\ln(P_{it}) = a + \beta_1 \ln(FUND_{it}) + \beta_2 \ln(WAGE_{it}) + \beta_3 \ln(CAP_{it})$$
$$+ \gamma_1 \ln(LEV_{it}) + \gamma_2 \ln(RISK_{it}) + \gamma_3 \ln(SIZE_{it}) + \epsilon_{it}$$

(1)

$$\ln(ROA_{it}) = a + \beta_1 \ln(FUND_{it}) + \beta_2 \ln(WAGE_{it}) + \beta_3 \ln(CAP_{it})$$
$$+ \gamma_1 \ln(LEV_{it}) + \gamma_2 \ln(RISK_{it}) + \gamma_3 \ln(SIZE_{it}) + \epsilon_{it}$$

(2)

$$\ln(Z_{it}) = a + \beta_1 \ln(FUND_{it}) + \beta_2 \ln(WAGE_{it}) + \beta_3 \ln(CAP_{it})$$
$$+ \gamma_1 \ln(LEV_{it}) + \gamma_2 \ln(RISK_{it}) + \gamma_3 \ln(SIZE_{it}) + \epsilon_{it}$$

(3)

Since Bikker et al. (2012) point out that scaled revenue and price functions as above are likely to over-estimate banking competition, we estimate $H$ indices generated by following unscaled models as a check of robustness.

$$\ln(GIR_{it}) = a + \beta_1 \ln(FUND_{it}) + \beta_2 \ln(WAGE_{it}) + \beta_3 \ln(CAP_{it})$$
$$+ \gamma_1 \ln(LEV_{it}) + \gamma_2 \ln(RISK_{it}) + \gamma_3 \ln(SIZE_{it}) + \epsilon_{it}$$

(4)

$$\ln(TR_{it}) = a + \beta_1 \ln(FUND_{it}) + \beta_2 \ln(WAGE_{it}) + \beta_3 \ln(CAP_{it})$$
$$+ \gamma_1 \ln(LEV_{it}) + \gamma_2 \ln(RISK_{it}) + \gamma_3 \ln(SIZE_{it}) + \epsilon_{it}$$

(5)

In the above equations, $a$ and $\epsilon_{it}$ are the intercept and the error term respectively. The other variables and their measures are tabulated below in Table 1.
Table 1. Variables and their measurements.

| Variable | Description |
|----------|-------------|
| $P_{it}$ | Ratio of gross interest revenue to total assets for bank $i$ at time $t$, which is a proxy for loan prices |
| $FUND_{it}$ | Ratio of interest expenses to total deposits and money market funds for bank $i$ at time $t$, which is a proxy for average funding cost |
| $WAGE_{it}$ | Ratio of personnel expenses to total assets for bank $i$ at time $t$, which is a proxy for wage rate |
| $CAP_{it}$ | Ratio of operating and administrative expenses to total assets for bank $i$ at time $t$, which is a proxy for the price for physical capital employed |
| $LEV_{it}$ | Ratio of equity to total assets for bank $i$ at time $t$, which is a proxy for the leverage |
| $RISK_{it}$ | Ratio of net loans to total assets for bank $i$ at time $t$, which is a proxy for the credit risk |
| $SIZE_{it}$ | Total assets |
| $ROA_{it}$ | Represents pre-tax return on assets |
| $Z_{it}$ | Ratio of total revenue to total assets for bank $i$ at time $t$ |
| $GIR_{it}$ | Gross interest revenue |
| $TR_{it}$ | Total revenue |

The sum of three elasticities yields the $H$ statistic in Equations (1) and (3) above.

The data for all variables is annual and the variables are in their natural logarithms. The data are reported in Indian currency (Rupees). Conversion into US dollars or other foreign currency is required in a multi-country study.

Summary statistics of the variables included in the model are presented in Tables A1 and A2 in the Appendix A. As can be seen from the standard deviation of the variables, the data do not depict any major variation from the mean. Similarly, the values of skewness and kurtosis suggest that the data are not normally distributed.

The level of competition has been assessed using fixed effects panel GLS estimator, and robustness has been tested by OLS estimator advocated by Pedroni (2000).

4. Results and Discussion

We present and discuss the results of our study in this section.

4.1. Stationarity Test

The results of unit root test are presented in Table A3. The results do not support the presence of unit root. Consequently, the levels data were used for estimation purposes.

4.2. Estimation

We present the results of estimation of the five models as indicated earlier in Table A4. The profit, ROA, and $Z$ columns refer to scaled regression results, while GIR and TR are unscaled regression results representing Equations (1) to (3) and (4) and (5), respectively.

Table A4 presents the results of OLS, fixed effects, and random effects regressions for all banks as well as separately for the foreign banks group, public sector banks groups, and private-sector banks group. As the tables are large, these have been presented in the Appendix A.

As can be seen from the tables, the CAP variable has a smaller (co-efficient) value than FUND and WAGE variables in Equation (1) (profit equation). It is indicative of the fact that excess physical capital (such as the number of branches) does not result in abnormal revenue. In the ROA test and in the $Z$ test, the CAP variable has a larger value than FUND and WAGE variables whichever regression method—OLS, fixed effects, or random effects—is used. It signifies that return on assets is impacted by input prices. The robustness of models 1 to 3 has been checked by Equations (4) and (5)—the GIR and TR columns in Table A4. The high R squared values in OLS of these equations indicate high collinearity.
Table A4 also shows the values of VIF. It can be seen that the values are much below 10. VIF values above 10 are indicative of multi-collinearity (Hair et al. 2006).

The $H$ index (which is the sum of elasticities in Equations (1) to (3)) is presented in Table A5 (see the Appendix A).

From Table A5, it can be seen that the $H$ statistic for all banks in India for all the years of the study stood at 0.47, which indicates that monopolistic competition prevailed. For the public sector banks group, private-sector banks group, and the foreign banks group, the $H$ statistic was 0.50, 0.65, and 0.46, respectively, which suggests that private sector banks groups were more competitive as compared to the other two groups, and the foreign banks group was the least competitive amongst the three groups. The empirical results of this study are similar to those of prior studies (such as Claessens and Laeven 2004; Casu and Girardone 2006; Gutiérrez de Rozas 2007; Prasad and Ghosh 2007; Ansari 2012; Dutta 2013) and provide evidence of monopolistic competition.

Prasad and Ghosh (2007) analyzed scheduled commercial banks data for the period 1996–2004, and found that the $H$ statistic was 0.20 for public sector banks. In our study, the value stands at 0.50 which indicates increased competition in the public sector banks group. Similarly, for the foreign banks and private bank groups, these authors reported $H$ statistic of 0.45 and 0.55, respectively. We found the $H$ statistic for these group to be 0.46 and 0.65, respectively, indicating increased competition in all the three groups. Zhao et al. (2010) who examined the Indian lending market found that during 1998–2004 (study years) competition was stronger. Ansari (2012) using data for the period 1996–2011 found that the concentration in public sector banks and private sector banks was lower than in foreign banks. Our results are similar.

The competitive conditions in the Indian banking market are different from those in other developing countries. In Ghana, for example, banking is highly concentrated (Adjei-Frimpong et al. 2016). Studies in Africa and Angola by Fosu (2013) and Barros and Mendes (2016), respectively, found that the African banking market demonstrated monopolistic competition while the Angolan banking market was monopolistic.

The Government of India has initiated a program of merger of public sector banks to form four major banks in that sector to enable them to be internationally competitive. Accordingly, three major public sector banks, viz., Dena Bank, Vijaya Bank, and Bank of Baroda were merged in 2018. The merger will become effective from 1 April 2019. More mergers are on the cards as the government wants to create large banks that could compete globally. The mergers are unlikely to adversely impact competition in the sector as a whole. The Indian banking sector is, however, sagged with some major problems such as bad loans, cyber threats, and bank frauds, observed the Financial Stability Report of the Reserve Bank of India (RBI). The Report found that the average bad loans of public sector banks constituted 75% of their net worth and were squeezing banks’ profitability and capital positions, endangering the health of the banking system.

5. Conclusions

Typically, the three firm or five firm concentration index or the HHI are used to assess competition in the banking market. However, these ratios and indices may not be appropriate to assess competition, given the information asymmetries in corporate borrowing, switching costs in retail lending, and network externalities in payment systems (Apergis et al. 2016).

The present study aimed to assess the competition in the Indian banking sector overall and within the three bank groups by ownership, that is, state-owned, foreign-owned, and privately-owned. Unbalanced panel data for the period 2005–2018 available at the Reserve Bank of India website was used. Panzar and Rosse $H$ statistic was computed. Following from Apergis et al. (2016), we empirically estimated the level of banking competition. The results confirm that though the Indian banking market is characterized by monopolistic competition, it has witnessed significant reduction in concentration compared to the results reported by prior studies. The results suggest that the measures taken by the Modi government since 2014 have contributed to increasing competition in the banking sector.
These findings are similar to those by Dutta (2013) who found that banking reforms have helped increase competition in Indian banking.

A policy suggestion emanating from this research would be that the Indian government needs to further liberalize foreign direct investment policy in the banking sector to reap the advantages of competition. As already indicated, the banking sector continues to be dominated by the public sector banks. This is unlikely to change given the geographical spread of these banks across the country.

Future studies could explore the banking competition in India vis-a-vis that of other Asian countries or the BRICS countries so that a comparative picture can emerge. The lessons from Indian banking liberalization over the years could be helpful for other countries in the region if analysis similar to that presented in Table A4 could be attempted for each of the bank ownership groups.
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**Appendix A**

| Table A1. Descriptive statistics for dependent variable. |
|----------------------------------------------------------|
| **Variables** | **P** | **ROA** | **Z** | **GIR** | **TR** |
| Observations  | 784  | 784  | 784  | 784  | 784  |
| Mean          | -2.8 | -3.85 | -2.39 | 9.76 | 9.98 |
| Max           | -1   | -2   | -1   | 15   | 15   |
| Min           | -4   | -6   | -3   | 2    | 4    |
| SD            | 0.41 | 0.58 | 0.49 | 2.58 | 2.44 |
| Variance      | 0.17 | 0.33 | 0.24 | 6.66 | 5.99 |
| Skewness      | 1.35 | 0.39 | -0.42 | -0.87 | -0.74 |
| Kurtosis      | 3.68 | 4.67 | 1.26 | 2.97 | 2.62 |

| Table A2. Statistics for control variables. |
|-------------------------------------------|
| **Variables** | **FUND** | **WAGE** | **CAP** | **LEV** | **RISK** | **SIZE** |
| Observations  | 784  | 784  | 784  | 784  | 784  | 784 |
| Mean          | -3   | -4.8 | -3.94 | -4.46 | -0.75 | 12.46 |
| Max           | 0    | -3   | -2   | 0    | 0    | 17   |
| Min           | -7   | -6   | -5   | -12  | -6   | 6    |
| SD            | 0.52 | 0.55 | 0.43 | 2.05 | 0.7  | 2.5  |
| Variance      | 0.27 | 0.31 | 0.19 | 4.22 | 0.49 | 6.23 |
| Skewness      | -2.1 | 0.66 | 0.95 | -0.09 | -2.15 | -0.77 |
| Kurtosis      | 20   | 3.76 | 7.83 | 3.09 | 15.15 | 2.74 |
Table A3. Panel unit root test results. (A) ALL BANKS; (B) PUBLIC BANKS; (C) PRIVATE BANKS; (D) FOREIGN BANKS.

(A) | Levin-Lin-Chu (lag = 1) | Harris-Tzavalis |
--- | --- | --- |
**Dependent Variable**
P | −3.1146 | 0.3823 |
(0.0009) | (0.0000) |
ROA | −1.1360 | 0.3120 |
(0.1280) | (0.0000) |
Z | −5.1795 | 0.3077 |
(0.0000) | (0.0000) |
GIR | −8.4448 | 0.7775 |
(0.0000) | (0.2053) |
TR | −8.0946 | 0.7952 |
(0.0000) | (0.4308) |
**Control Variable**
FUND | 3.2552 | 0.4119 |
(0.9994) | (0.0000) |
WAGE | −2.0179 | 0.4337 |
(0.0218) | (0.0000) |
CAP | 8.7533 | 0.3354 |
(1.0000) | (0.0000) |
LEV | −5.0416 | 0.6355 |
(0.0000) | (0.0000) |
RISK | −20.9664 | 0.5021 |
(0.0000) | (0.0000) |
SIZE | −7.1205 | 0.8119 |
(0.0000) | (0.6682) |

Notes: The null and alternative hypotheses are H0: Panels contain unit roots, Ha: Panels are stationary. The p-values are indicated in the brackets. Most of them are smaller than a significant level of 0.05, indicating that we can reject the corresponding H0 and conclude most panels to be stationary.

(B) | Levin-Lin-Chu (lag = 1) | Harris-Tzavalis |
--- | --- | --- |
**Dependent Variable**
P | −3.3197 | 0.4091 |
(0.0005) | (0.0000) |
ROA | 1.4342 | 0.431 |
(0.9242) | (0.0000) |
Z | −4.8722 | 0.3175 |
(0.0000) | (0.0000) |
GIR | −6.1517 | 0.7716 |
(0.0000) | (0.2623) |
TR | −6.0160 | 0.779 |
(0.0000) | (0.3192) |
**Control Variable**
FUND | 29.9577 | 0.4667 |
(1.0000) | (0.0000) |
WAGE | −3.3910 | 0.4342 |
(0.0003) | (0.0000) |
CAP | 10.6714 | 0.4677 |
(1.0000) | (0.0000) |
LEV | −4.8137 | 0.6311 |
(0.0000) | (0.0001) |
RISK | −3.3426 | 0.4772 |
(0.0004) | (0.0000) |
SIZE | −5.4441 | 0.8107 |
(0.0000) | (0.5946) |
Table A3. Cont.

(C)

|                  | Levin-Lin-Chu (lag = 1) | Harris-Tzavalis |
|------------------|-------------------------|-----------------|
| Dependent Variable |                         |                 |
| P                | -1.0061 (0.1572)        | 0.4009 (0.0000) |
| ROA              | 0.7258 (0.7660)         | 0.2187 (0.0000) |
| Z                | -1.1228 (0.1308)        | 0.3079 (0.0000) |
| GIR              | -3.7480 (0.0001)        | 0.8342 (0.7409) |
| TR               | -4.0813 (0.0000)        | 0.8795 (0.9335) |
| Control Variable |                         |                 |
| FUND             | 2.1392 (0.9838)         | 0.2952 (0.0000) |
| WAGE             | 1.2317 (0.8910)         | 0.4508 (0.0000) |
| CAP              | 11.7123 (1.0000)        | 0.5500 (0.0000) |
| LEV              | -2.6523 (0.0000)        | 0.6976 (0.0264) |
| RISK             | 0.2849 (0.6121)         | 0.4711 (0.0000) |
| SIZE             | -3.0872 (0.0010)        | 0.8456 (0.8054) |

(D)

|                  | Levin-Lin-Chu (lag = 1) | Harris-Tzavalis |
|------------------|-------------------------|-----------------|
| Dependent Variable |                         |                 |
| P                | -0.7975 (0.2126)        | 0.3112 (0.0000) |
| ROA              | -3.8816 (0.0001)        | 0.2964 (0.0000) |
| Z                | -2.4022 (0.0081)        | 0.2943 (0.0000) |
| GIR              | -4.7150 (0.0000)        | 0.7288 (0.0600) |
| TR               | -3.8617 (0.0001)        | 0.7213 (0.0428) |
| Control Variable |                         |                 |
| FUND             | -4.3949 (0.0000)        | 0.4286 (0.0000) |
| WAGE             | -0.5895 (0.2778)        | 0.4245 (0.0000) |
| CAP              | 0.3500 (0.6368)         | 0.2827 (0.0000) |
| LEV              | -0.8784 (0.1899)        | 0.6036 (0.0000) |
| RISK             | -21.1734 (0.0000)       | 0.5282 (0.0000) |
| SIZE             | -3.7125 (0.0001)        | 0.779 (0.3231)  |
**Table A4.** Regression of control variables. (A) ALL BANKS; (B) PUBLIC BANKS; (C) PRIVATE BANKS; (D) FOREIGN BANKS.

| Coef. Std. Err. | Coef. Std. Err. | Coef. Std. Err. | Coef. Std. Err. | Coef. Std. Err. |
|-----------------|-----------------|-----------------|-----------------|-----------------|
| **OLS Regression** | | | | |
| Constant | −1.902 0.097 | −4.08 0.255 | −1.11 0.089 | −1.902 0.097 | −1.11 0.089 |
| FUND | 0.235 0.013 | −0.303 0.036 | 0.063 0.012 | 0.235 0.013 | 0.063 0.012 |
| WAGE | 0.019 0.02 | −0.368 0.052 | −0.072 0.018 | 0.019 0.02 | −0.072 0.018 |
| CAP | −0.0072 0.024 | 0.5681 0.065 | 0.3609 0.022 | −0.0072 0.024 | 0.3609 0.022 |
| LEV | −0.0284 0.004 | 0.0243 0.01 | −0.0368 0.003 | −0.0284 0.004 | −0.0368 0.003 |
| RISK | 0.0851 0.012 | −0.041 0.031 | 0.0069 0.011 | 0.0851 0.012 | 0.0069 0.011 |
| SIZE | −0.0066 0.003 | −0.0034 0.009 | −0.0175 0.003 | 0.9934 0.003 | 0.9825 0.003 |
| R-squared | 0.4746 0.3422 | 0.4258 | 0.9999 | 0.9961 |
| SSE | 21.0152 145.445 | 17.763 | 21.015 | 17.763 |
| MSE | 0.02705 0.19 | 0.02 | 0.03 | 0.02 |
| N | 784 784 | 784 | 784 | 784 |

| GLS Random-effects | | | | |
|-------------------|-----------------|-----------------|-----------------|-----------------|
| Constant | −1.3558 0.111 | −3.3095 0.309 | −0.9096 0.109 | −1.3558 0.111 | −0.9096 0.109 |
| FUND | 0.2998 0.013 | −0.1812 0.036 | 0.1599 0.012 | 0.2998 0.013 | 0.1599 0.012 |
| WAGE | 0.0848 0.026 | 0.0807 0.072 | −0.0201 0.025 | 0.0848 0.026 | −0.0201 0.025 |
| CAP | 0.0565 0.03 | 0.1197 0.084 | 0.3514 0.029 | 0.0565 0.03 | 0.3514 0.029 |
| LEV | −0.011 0.006 | 0.0588 0.017 | −0.0198 0.006 | −0.011 0.006 | −0.0198 0.006 |
| RISK | 0.0897 0.011 | −0.0997 0.033 | −0.0445 0.011 | 0.0897 0.011 | −0.0443 0.011 |
| SIZE | 0.0158 0.006 | −0.0015 0.016 | 0.0088 0.005 | 1.0158 0.006 | 1.0088 0.005 |
| R-squared | 0.4695 0.1159 | 0.3526 | 0.9854 | 0.9856 |
| SSE | 10.2518 83.922 | 10.334 | 10.251 | 10.334 |
| MSE | 0.0132 0.108 | 0.0133 | 0.0132 | 0.0133 |
| Root MSE | 0.1149 0.3286 | 0.1153 | 0.1149 | 0.1153 |
| Hausman | 32.97 35.65 | 240.07 | 32.97 | 240.07 |
| (p-value) | (0.0001) | (0.0001) | (0.0001) | (0.0001) |
| N | 784 784 | 784 | 784 | 784 |

| Fixed effects | | | | |
|-----------------|-----------------|-----------------|-----------------|-----------------|
| Constant | −1.3378 0.127 | −3.6582 0.362 | −1.0624 0.125 | −1.3378 0.127 | −1.0624 0.125 |
| FUND | 0.3065 0.013 | −0.1496 0.038 | 0.1761 0.013 | 0.3065 0.013 | 0.1761 0.013 |
| WAGE | 0.1121 0.029 | 0.2617 0.084 | 0.0192 0.029 | 0.1121 0.029 | 0.0192 0.029 |
| CAP | 0.0561 0.033 | −0.0655 0.095 | 0.3239 0.033 | 0.0561 0.033 | 0.3239 0.033 |
| LEV | −0.0091 0.007 | 0.0575 0.021 | −0.0157 0.007 | −0.0091 0.007 | −0.0157 0.007 |
| RISK | 0.088 0.012 | −0.1017 0.035 | −0.0552 0.012 | 0.088 0.012 | −0.0552 0.012 |
| SIZE | 0.0283 0.007 | 0.0078 0.021 | 0.0317 0.007 | 1.0283 0.007 | 1.0317 0.007 |
| R-squared | 0.7677 0.6573 | 0.7055 | 0.9982 | 0.998 |
| SSE | 9.3633 76.3448 | 9.1797 | 9.3633 | 9.1797 |
| MSE | 0.013 0.1057 | 0.0127 | 0.013 | 0.0127 |
| Root MSE | 0.1139 0.3282 | 0.1128 | 0.1139 | 0.1128 |
| F Test | 16.34 11.88 | 12.27 | 16.34 | 12.27 |
| (p-value) | (0.0001) | (0.0001) | (0.0001) | (0.0001) |
| N | 784 784 | 784 | 784 | 784 |

Notes: (1) The null and alternative hypotheses for the Hausman test are H0: Random Effects, Ha: Fixed Effects. The p values in the brackets are smaller than a significant level of 0.05, indicating that we reject H0 and conclude to use Fixed Effects models (better than Random Effects models). (2) The null and alternative hypotheses for the F test are H0: No Fixed Effects, Ha: Fixed Effects. The p values in the brackets are smaller than a significant level of 0.05, indicating that we reject H0 and conclude to use Fixed Effects models (better than OLS models).
Table A4. Cont.

| (B) | PROFIT | ROA | Z | GIR | TR |
|-----|--------|-----|---|-----|----|
|     | Coef.  | Std. Err. | Coef. | Std. Err. | Coef. | Std. Err. | Coef. | Std. Err. | Coef. | Std. Err. |
| OLS Regression | | | | | | | | | | |
| Constant | −0.2619 | 0.2216 | −3.9606 | 0.6436 | −0.17 | 0.195 | −0.261 | 0.221 | −0.17 | 0.195 |
| FUND | 0.3744 | 0.0322 | −0.6146 | 0.0936 | 0.3426 | 0.028 | 0.374 | 0.032 | 0.342 | 0.028 |
| WAGE | 0.2797 | 0.0488 | −0.2963 | 0.1418 | 0.1348 | 0.043 | 0.279 | 0.048 | 0.134 | 0.043 |
| CAP | −0.0105 | 0.0708 | 0.5672 | 0.2057 | 0.1078 | 0.062 | −0.101 | 0.07 | 0.107 | 0.062 |
| LEV | −0.0181 | 0.0082 | −0.1074 | 0.0239 | −0.023 | 0.007 | −0.018 | 0.008 | −0.023 | 0.007 |
| RISK | 0.2955 | 0.0619 | 0.5283 | 0.1798 | 0.1502 | 0.054 | 0.295 | 0.061 | 0.150 | 0.054 |
| SIZE | −0.0251 | 0.0089 | −0.0872 | 0.0257 | −0.022 | 0.007 | 0.9749 | 0.008 | 0.9773 | 0.007 |
| R-squared | 0.4402 | 0.3229 | 0.4075 | 0.9921 | 0.9938 |
| SSE | 1.9541 | 16.4902 | 1.514 | 1.9541 | 1.514 |
| MSE | 0.00061 | 0.0575 | 0.0053 | 0.0068 | 0.0053 |
| N | 294 | 294 | 294 | 294 | 294 |
| GLS Random-effects | | | | | | | | | | |
| Constant | −1.015 | 0.2413 | −4.4912 | 0.6996 | −0.714 | 0.215 | −1.015 | 0.241 | −0.714 | 0.215 |
| FUND | 0.3276 | 0.0329 | −0.6903 | 0.0954 | 0.3089 | 0.029 | 0.3276 | 0.032 | 0.308 | 0.029 |
| WAGE | 0.358 | 0.0606 | 0.1351 | 0.174 | 0.2151 | 0.053 | 0.358 | 0.06 | 0.215 | 0.053 |
| CAP | −0.1703 | 0.0795 | −0.0352 | 0.2295 | 0.029 | 0.07 | −0.17 | 0.079 | −0.029 | 0.07 |
| LEV | −0.0155 | 0.0112 | −0.0896 | 0.032 | −0.016 | 0.009 | −0.015 | 0.011 | −0.016 | 0.009 |
| RISK | 0.2176 | 0.0609 | 0.4738 | 0.1774 | 0.1 | 0.054 | 0.2176 | 0.06 | 0.1 | 0.054 |
| SIZE | 0.2191 | 0.0108 | −0.0876 | 0.0311 | 0.0126 | 0.009 | 0.9749 | 0.008 | 0.9773 | 0.007 |
| R-squared | 0.4686 | 0.2915 | 0.4188 | 0.9894 | 0.9913 |
| SSE | 1.9573 | 12.445 | 1.1853 | 1.9573 | 1.1853 |
| MSE | 0.0051 | 0.0434 | 0.0041 | 0.0051 | 0.0041 |
| Root MSE | 0.0713 | 0.2082 | 0.0643 | 0.0713 | 0.0643 |
| Hausman (p value) | 41.34 | 14.73 | 29.01 | 41.34 | 29.01 |
| N | 294 | 294 | 294 | 294 | 294 |
| Fixed effects | | | | | | | | | | |
| Constant | −1.2473 | 0.2459 | −4.7661 | 0.7327 | −0.9452 | 0.223 | −1.247 | 0.245 | −0.945 | 0.223 |
| FUND | 0.2855 | 0.0338 | −0.6796 | 0.1008 | 0.2745 | 0.03 | 0.285 | 0.033 | 0.274 | 0.03 |
| WAGE | 0.4305 | 0.0674 | 0.4147 | 0.2008 | 0.3001 | 0.061 | 0.4305 | 0.067 | 0.300 | 0.061 |
| CAP | −0.2178 | 0.0848 | −0.3963 | 0.2528 | −0.0391 | 0.077 | −0.217 | 0.084 | −0.039 | 0.077 |
| LEV | −0.0306 | 0.0133 | −0.0167 | 0.0398 | −0.0241 | 0.012 | −0.03 | 0.013 | −0.024 | 0.012 |
| RISK | 0.192 | 0.0606 | 0.473 | 0.1806 | 0.0789 | 0.055 | 0.192 | 0.06 | 0.078 | 0.055 |
| SIZE | 0.0393 | 0.0115 | −0.0709 | 0.0342 | 0.0302 | 0.01 | 1.0393 | 0.011 | 1.0302 | 0.01 |
| R-squared | 0.6416 | 0.544 | 0.5959 | 0.9949 | 0.9958 |
| SSE | 1.2772 | 11.3384 | 1.054 | 1.2772 | 1.054 |
| MSE | 0.0048 | 0.0425 | 0.0039 | 0.0048 | 0.0039 |
| Root MSE | 0.0692 | 0.2061 | 0.0628 | 0.0692 | 0.0628 |
| F Test (p value) | 7.07 | 6.07 | 5.83 | 7.07 | 5.83 |
| N | 294 | 294 | 294 | 294 | 294 |
### Table A4. Cont.

#### (C)

|       | PROFIT | ROA  | Z   | GIR  | TR    |
|-------|--------|------|-----|------|-------|
|       | Coef.  | Std. Err. | Coef. | Std. Err. | Coef. | Std. Err. | Coef. | Std. Err. | Coef. | Std. Err. |
| OLS Regression |       |       |     |       |       |       |       |       |       |
| Constant | −0.6364 | 0.1471 | −5.0951 | 0.5282 | −0.608 | 0.1264 | −0.636 | 0.1471 | −0.608 | 0.1264 |
| FUND    | 0.3949 | 0.0289 | −0.2476 | 0.1037 | 0.3727 | 0.0248 | 0.3949 | 0.0289 | 0.3727 | 0.0248 |
| WAGE    | 0.1291 | 0.0266 | −0.1179 | 0.0955 | 0.0008 | 0.0229 | 0.1291 | 0.0266 | 0.0008 | 0.0229 |
| CAP     | −0.0145 | 0.0335 | 0.3042 | 0.1201 | 0.1587 | 0.0288 | −0.014 | 0.0335 | 0.1587 | 0.0288 |
| LEV     | −0.0219 | 0.004 | −0.0751 | 0.0142 | −0.021 | 0.0034 | −0.021 | 0.004 | −0.021 | 0.0034 |
| RISK    | 0.2095 | 0.0554 | −0.0892 | 0.1988 | 0.1791 | 0.0476 | 0.2095 | 0.0554 | 0.1791 | 0.0476 |
| SIZE    | −0.0211 | 0.0051 | 0.0539 | 0.0182 | −0.011 | 0.0044 | 0.9789 | 0.0051 | 0.9886 | 0.0044 |
| R-squared | 0.6458 | 0.2575 | 0.6664 | 0.0974 | 0.9982 |
| SSE     | 1.2431 | 16.0199 | 0.918 | 1.2431 | 0.918 |
| MSE     | 0.00612 | 0.08 | 0 | 0.01 | 0 |
| N       | 210 | 210 | 210 | 210 | 210 |
| GLS Random-effects |       |       |     |       |       |       |       |       |       |
| Constant | −0.3591 | 0.182 | −5.7289 | 0.7529 | −0.492 | 0.1708 | −0.359 | 0.182 | −0.492 | 0.1708 |
| FUND    | 0.5072 | 0.0254 | −0.2745 | 0.1123 | 0.4263 | 0.0243 | 0.5072 | 0.0254 | 0.4263 | 0.0243 |
| WAGE    | 0.1084 | 0.0302 | 0.1109 | 0.1269 | 0.035 | 0.0265 | 0.1084 | 0.0302 | 0.035 | 0.0265 |
| CAP     | 0.0179 | 0.0425 | −0.1218 | 0.1748 | 0.132 | 0.0398 | 0.0179 | 0.0425 | 0.132 | 0.0398 |
| LEV     | −0.0101 | 0.0057 | −0.05 | 0.0229 | −0.012 | 0.0053 | −0.01 | 0.0057 | −0.012 | 0.0053 |
| RISK    | 0.1338 | 0.0593 | 0.0919 | 0.2515 | 0.1098 | 0.056 | 0.1338 | 0.0593 | 0.1098 | 0.056 |
| SIZE    | −0.0139 | 0.0066 | 0.0689 | 0.0267 | −0.003 | 0.0062 | 0.9861 | 0.0066 | 0.9966 | 0.0062 |
| R-squared | 0.763 | 0.1062 | 0.7385 | 0.0968 | 0.9971 |
| SSE     | 0.5505 | 12.0176 | 0.5245 | 0.5505 | 0.5245 |
| MSE     | 0.0027 | 0.0592 | 0.0026 | 0.0027 | 0.0026 |
| Root MSE | 0.0521 | 0.2433 | 0.0508 | 0.0521 | 0.0508 |
| Hausman (p-value) | 9.71 | 7.57 | 4.94 | 9.71 | 4.94 |
| N       | 210 | 210 | 210 | 210 | 210 |
| Fixed effects |       |       |     |       |       |       |       |       |
| Constant | −0.2914 | 0.1943 | −5.6543 | 0.9044 | −0.425 | 0.1903 | −0.291 | 0.1943 | −0.425 | 0.1903 |
| FUND    | 0.5138 | 0.0262 | −0.2584 | 0.1221 | 0.432 | 0.0257 | 0.5138 | 0.0262 | 0.432 | 0.0257 |
| WAGE    | 0.0977 | 0.0322 | 0.296 | 0.1501 | 0.038 | 0.0316 | 0.0977 | 0.0322 | 0.038 | 0.0316 |
| CAP     | 0.0369 | 0.0459 | −0.4362 | 0.2135 | 0.1344 | 0.0449 | 0.0369 | 0.0459 | 0.1344 | 0.0449 |
| LEV     | −0.0064 | 0.0063 | −0.0398 | 0.0292 | −0.007 | 0.0061 | −0.006 | 0.0063 | −0.007 | 0.0061 |
| RISK    | 0.12 | 0.063 | 0.2972 | 0.293 | 0.0965 | 0.0616 | 0.12 | 0.063 | 0.0965 | 0.0616 |
| SIZE    | −0.0112 | 0.0073 | 0.0539 | 0.0341 | 0 | 0.0072 | 0.9888 | 0.0073 | 0.9992 | 0.0072 |
| R-squared | 0.8584 | 0.5008 | 0.8372 | 0.999 | 0.999 |
| SSE     | 0.5118 | 11.0903 | 0.4908 | 0.5118 | 0.4908 |
| MSE     | 0.0027 | 0.0587 | 0.0026 | 0.0027 | 0.0026 |
| Root MSE | 0.052 | 0.2422 | 0.051 | 0.052 | 0.051 |
| F Test (p-value) | 19.29 | 6.00 | 11.75 | 19.29 | 11.75 |
| N       | 210 | 210 | 210 | 210 | 210 |
### Table A4. Cont.

(D)

| (D) | PROFIT | ROA | Z | GIR | TR |
|-----|--------|-----|---|-----|----|
|     | Coef.  | Std. Err. | Coef. | Std. Err. | Coef. | Std. Err. | Coef. | Std. Err. | Coef. | Std. Err. |
| OLS Regression | | | | | | | | | | |
| Constant | −2.2339 | 0.156 | −4.3354 | 0.402 | −1.0492 | 0.149 | −2.2339 | 0.156 | −1.0492 | 0.149 |
| FUND | 0.2198 | 0.021 | −0.3492 | 0.053 | 0.0393 | 0.02 | 0.2198 | 0.021 | 0.0393 | 0.02 |
| WAGE | −0.118 | 0.039 | −0.1008 | 0.1 | −0.0962 | 0.037 | −0.118 | 0.039 | −0.0962 | 0.037 |
| CAP | 0.01057 | 0.047 | 0.2666 | 0.122 | 0.4141 | 0.045 | 0.107 | 0.047 | 0.4141 | 0.045 |
| LEV | 0.0146 | 0.011 | 0.0855 | 0.028 | −0.0215 | 0.01 | 0.0146 | 0.011 | −0.0215 | 0.01 |
| RISK | 0.0538 | 0.016 | −0.0471 | 0.043 | −0.0072 | 0.016 | 0.0538 | 0.016 | −0.0072 | 0.016 |
| SIZE | 0.0022 | 0.006 | 0.0419 | 0.017 | −0.0213 | 0.006 | 1.0022 | 0.006 | 0.9787 | 0.006 |
| R-squared | 0.3767 | 0.2416 | 0.495 | 0.992 | 0.9916 |
| SSE | 13.225 | 87.154 | 12.0194 | 13.225 | 12.0194 |
| MSE | 0.0484 | 0.32 | 0.04 | 0.05 | 0.04 |
| N | 280 | 280 | 280 | 280 | 280 |

GLS Random-effects

| (D) | PROFIT | ROA | Z | GIR | TR |
|-----|--------|-----|---|-----|----|
|     | Coef.  | Std. Err. | Coef. | Std. Err. | Coef. | Std. Err. | Coef. | Std. Err. | Coef. | Std. Err. |
| Constant | −1.615 | 0.198 | −2.9805 | 0.506 | −0.6561 | 0.188 | −1.615 | 0.198 | −0.6561 | 0.188 |
| FUND | 0.2816 | 0.02 | −0.1593 | 0.052 | 0.1248 | 0.019 | 0.2816 | 0.02 | 0.1248 | 0.019 |
| WAGE | −0.0083 | 0.05 | 0.0661 | 0.128 | −0.0182 | 0.047 | −0.0083 | 0.05 | −0.0182 | 0.047 |
| CAP | 0.1145 | 0.035 | 0.1337 | 0.141 | 0.3961 | 0.052 | 0.1145 | 0.035 | 0.3961 | 0.052 |
| LEV | 0.0137 | 0.014 | 0.1569 | 0.037 | 0.0039 | 0.013 | 0.0137 | 0.014 | 0.0039 | 0.013 |
| RISK | 0.08 | 0.018 | −0.1246 | 0.046 | −0.0572 | 0.017 | 0.08 | 0.018 | −0.0572 | 0.017 |
| SIZE | 0.0169 | 0.013 | 0.0031 | 0.033 | −0.0037 | 0.012 | 1.0169 | 0.013 | 0.9963 | 0.012 |
| R-squared | 0.4306 | 0.1469 | 0.3981 | 0.9698 | 0.9673 |
| SSE | 7.8402 | 51.22 | 7.1054 | 7.8402 | 7.1054 |
| MSE | 0.0287 | 0.1876 | 0.026 | 0.0287 | 0.026 |
| Root MSE | 0.1695 | 0.4332 | 0.1613 | 0.1695 | 0.1613 |
| Hausman (p value) | 21.83 | 0.0013 | 21.83 | 0.0013 | 21.83 | 0.0013 |
| N | 280 | 280 | 280 | 280 | 280 |

Fixed effects

| (D) | PROFIT | ROA | Z | GIR | TR |
|-----|--------|-----|---|-----|----|
|     | Coef.  | Std. Err. | Coef. | Std. Err. | Coef. | Std. Err. | Coef. | Std. Err. | Coef. | Std. Err. |
| Constant | −1.6299 | 0.255 | −1.9271 | 0.656 | −0.7451 | 0.243 | −1.6299 | 0.255 | −0.7451 | 0.243 |
| FUND | 0.2964 | 0.021 | −0.135 | 0.054 | 0.143 | 0.02 | 0.2964 | 0.021 | 0.143 | 0.02 |
| WAGE | 0.0532 | 0.056 | 0.0813 | 0.146 | 0.0041 | 0.054 | 0.0532 | 0.056 | 0.0041 | 0.054 |
| CAP | 0.1107 | 0.06 | 0.061 | 0.154 | 0.3963 | 0.057 | 0.1107 | 0.06 | 0.3963 | 0.057 |
| LEV | 0.0035 | 0.016 | 0.1711 | 0.042 | 0.0073 | 0.015 | 0.0035 | 0.016 | 0.0073 | 0.015 |
| RISK | 0.0795 | 0.019 | −0.12 | 0.049 | −0.0687 | 0.018 | 0.0795 | 0.019 | −0.0687 | 0.018 |
| SIZE | 0.0397 | 0.018 | 0.0388 | 0.046 | 0.0179 | 0.017 | 1.0397 | 0.018 | 1.0179 | 0.017 |
| R-squared | 0.6708 | 0.5977 | 0.733 | 0.9958 | 0.9956 |
| SSE | 7.1387 | 47.248 | 6.4944 | 7.1387 | 6.4944 |
| MSE | 0.0283 | 0.186 | 0.0256 | 0.0283 | 0.0256 |
| Root MSE | 0.1676 | 0.4313 | 0.1599 | 0.1676 | 0.1599 |
| F Test (p value) | 11.40 | 11.29 | 11.37 | 11.40 | 11.29 | 11.37 | 11.40 | 11.29 | 11.37 | 11.40 |
| N | 280 | 280 | 280 | 280 | 280 | 280 | 280 | 280 | 280 | 280 |
Table A5. H statistics and F tests of H = 0 and H = 1. (A) ALL BANKS; (B) PUBLIC BANKS; (C) PRIVATE BANKS; (D) FOREIGN BANKS.

(A)

|          | PROFIT | ROA   | Z      | GIR   | TR     |
|----------|--------|-------|--------|-------|--------|
| H statistic Test H = 0 | 0.4747 | 0.0466 | 0.5191 | 0.4747 | 0.5191 |
| F                | 322.0077 | 0.3813 | 394.2126 | 322.0077 | 394.2126 |
| p                | 0.0000  | 0.5371 | 0.0000  | 0.0000  | 0.0000  |
| Test H = 1      | 394.2846 | 159.7540 | 338.1969 | 394.2846 | 338.1969 |
| p                | 0.0000  | 0.0000  | 0.0000  | 0.0000  | 0.0000  |

Notes: (1) Test H = 0: The null and alternative hypotheses are H₀: H = 0, Ha: H ≠ 0. All p values are smaller than a significant level of 0.05, so we reject H₀: H = 0, except that the ROA equation has a p value of 0.3813 not smaller than 0.05 where we cannot reject H₀: H = 0. (2) Test H = 1: The null and alternative hypotheses are H₀: H = 1, Ha: H ≠ 1. All p values are smaller than a significant level of 0.05, so we reject H₀: H = 1.

(B)

|          | PROFIT | ROA   | Z      | GIR   | TR     |
|----------|--------|-------|--------|-------|--------|
| H statistic Test H = 0 | 0.49825 | -0.66117 | 0.5355 | 0.49825 | 0.535525 |
| F                | NA     | NA    | NA     | NA    | 2238.4359 |
| p                | NA     | NA    | NA     | NA    | 0.0000  |
| Test H = 1      | 31.3958 | 51.3694 | 25.1026 | 31.3958 | 25.1026 |
| p                | 0.0000  | 0.0000  | 0.0000  | 0.0000  | 0.0000  |

Notes: (1) Test H = 0: We use NA as the F values are close to F = 0, and therefore their corresponding p values are close to p = 1; H₀: H = 0 may NOT be significantly rejected because of NA (or F = 0 and p = 1). (2) Test H = 1: H₀: H = 1 is significantly rejected.

(C)

|          | PROFIT | ROA   | Z      | GIR   | TR     |
|----------|--------|-------|--------|-------|--------|
| H statistic Test H = 0 | 0.648402 | -0.39855 | 0.6045 | 0.648402 | 0.6045 |
| F                | 121.8889 | 15.29983 | 89.34615 | 121.8889 | 89.34615 |
| p                | 0.0000  | 0.000128 | 0.0000  | 0.0000  | 0.0000  |
| Test H = 1      | 93.74074 | 68.00511 | 119.4615 | 93.74074 | 119.4615 |
| p                | 0.0000  | 2.71 × 10^{-14} | 0.0000  | 0.0000  | 0.0000  |

Notes: (1) Test H = 0: H < 0 is significant as H₀: H = 0 is rejected. See the main text for how to explain this. (2) Test H = 1: H₀: H = 1 is significantly rejected.

(D)

|          | PROFIT | ROA   | Z      | GIR   | TR     |
|----------|--------|-------|--------|-------|--------|
| H statistic Test H = 0 | 0.460325 | 0.007275 | 0.543523 | 0.460325 | 0.543523 |
| F                | 83.96797 | 0.003226 | 128.4961 | 83.96797 | 128.4961 |
| p                | 0.0000  | 0.954752 | 0.0000  | 0.0000  | 0.0000  |
| Test H = 1      | 115.4128 | 58.99892 | 90.63281 | 115.4128 | 90.63281 |
| p                | 0.0000  | 3.42 × 10^{-13} | 0.0000  | 0.0000  | 0.0000  |
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