AN APPROXIMATION TO WIENER MEASURE AND QUANTIZATION OF THE HAMILTONIAN ON MANIFOLDS WITH NON-POSITIVE SECTIONAL CURVATURE

THOMAS LAETSCH

Abstract. This paper gives a rigorous interpretation of a Feynman path integral on a Riemannian manifold \( M \) with non-positive sectional curvature. A \( L^2 \) Riemannian metric \( G_P \) is given on the space of piecewise geodesic paths \( H_P(M) \) adapted to the partition \( P \) of \([0,1] \), whence a finite-dimensional approximation of Wiener measure is developed. It is proved that, as mesh(\( P \)) \( \to 0 \), the approximate Wiener measure converges in a \( L^1 \) sense to the measure \( \exp\{- \frac{\sqrt{3}}{200} \int_0^1 \text{Scal}(\sigma(s))ds\}d\nu(\sigma) \) on the Wiener space \( W(M) \) with Wiener measure \( \nu \). This gives a possible prescription for the path integral representation of the quantized Hamiltonian, as well as yielding such a result for the natural geometric approximation schemes originating in [3] and followed by [34].

1. Introduction

Let \( M \) be a \( d \)-dimensional Riemannian manifold with metric \( g \), fixed point \( o \in M \), and Levi-Civita covariant derivative \( \nabla \). For the remainder of this paper we will assume that the curvature and its derivative are bounded on \( M \). We will
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eventually also require that the sectional curvature of $M$ is non-positive, making sure to mention when we impose this restriction.

The Wiener space of $M$ consists of the continuous paths starting at $o$ and parameterized on $[0,1]$, \( W(M) = \{ \sigma \in C([0,1] \to M) : \sigma(0) = o \} \).

The Wiener measure associated to $M$ is the unique probability measure $\nu$ on $W(M)$ such that,

\[
\int_{W(M)} f(\sigma) d\nu(\sigma) = \int_{M^n} F(x_1, ..., x_n) \prod_{i=1}^{n} P_i(dx_i)
\]

whenever $f$ has the form $f(\sigma) = F(\sigma(s_1), ..., \sigma(s_n))$ where $P = \{0 = s_0 < s_1 < \cdots < s_n = 1\}$ is a partition of $[0,1]$ and $F$ is a bounded and measurable function. The measures $P_i(dx_i)$ are defined as $P_i(dx_i) := p_{\Delta_i}(x_{i-1}, x_i)dx_i$, where $p_{\Delta}(x,y)$ denotes the fundamental solution to the heat equation on $M$, $\Delta \sigma = s_i - s_{i-1}$, and $dx_i$ is the Riemannian volume form on $M$.

The purpose of this paper is to give a rigorous interpretation of a heuristic path integral on $M$ having the form,

\[
\frac{1}{Z} \int_{W(M)} f(\sigma(1)) \exp \left\{ \int_0^1 \left( -\frac{1}{2} \| \sigma'(s) \|^2 + V(s) \right) ds \right\} D\sigma
\]

via a finite dimensional approximation to Wiener measure. The “derivation” of Eq. (1.3) follows from an application of Trotter’s product formula and a limiting argument from which $Z$ arises as a “normalization” constant that can either be interpreted as 0 or $\infty$, and $D\sigma$ is an infinite-dimensional Lebesgue type measure which, in truth, does not exist. Moreover, $V$ is a potential and $-\frac{1}{2} \| \sigma'(s) \|^2 + V(s)$ yields an energy term which is problematic since the weight of the space $W(M)$ lands on nowhere differentiable paths.

In spite of the need to give a rigorous interpretation, heuristic path integrals such as those in Eq. (1.3) have proven themselves useful and arise often in physics literature. Particularly, one can interpret this path integral as the path integral quantization of the Hamiltonian on $M$. Much of the current interest concerning path integrals in physics began with Feynman in [17] and has since grown deeply. The role of path integrals in quantum mechanics is surveyed by Gross in [23] and detailed more by Feynman and Hibbs in [18] as well as Glimm and Jaffe in [21].

2. Main Result

For the partition $P = \{0 = s_0 < s_1 < \cdots < s_n = 1\}$, define the finite dimensional subspace $H_P(M)$ of $W(M)$ by

\[
H_P(M) = \{ \sigma \in W(M) : \sigma \text{ is piecewise geodesic with respect to } P \}.
\]

We make $H_P(M)$ into a Riemannian manifold by endowing it with the $L^2$ metric $G_P$, defined by,

\[
G_P(X,Y) = \int_0^1 g(X(s),Y(s)) ds,
\]

where we are making the natural identification of the tangent space $T_\sigma H_P(M)$ with the piecewise Jacobi fields along $\sigma$ in $M$. From here we define the approximate
Wiener measure $\nu_{G_P}$ on $H_P(M)$ by,

$$d\nu_{G_P} = \frac{1}{Z_{G_P}} e^{-\frac{1}{2} \int_0^1 \|\sigma'(s)\|^2 ds} d\text{Vol}_{G_P},$$

where $\text{Vol}_{G_P}$ is the Riemannian volume form given by $G_P$ and $Z_{G_P}$ is a normalization constant which forces $\nu_{G_P}$ to be a probability measure in the case that $M = \mathbb{R}^d$. With the matrix $L_P$ introduced below in Eq. (5.23),

$$Z_{G_P} = \sqrt{\det L_P} \prod_{i=1}^n (2\pi \Delta_i s)^{d/2^i}.$$

(2.4)

We can now state the main result of this paper.

**Theorem 2.1.** Suppose that $M$ has non-positive sectional curvature and $f : W(M) \to \mathbb{R}$ is bounded and continuous. Then,

$$\lim_{|P| \to 0} \int_{H_P(M)} f(\sigma) d\nu_{G_P}(\sigma) = \int_{W(M)} f(\sigma) e^{-\frac{2\pi \Delta_i s}{\sqrt{3}}} f_0^1 \text{Scal}(\sigma(s)) ds d\nu(\sigma)$$

where $\text{Scal}$ is the scalar curvature on $M$ and $P$ is taken to be the equally-spaced partition $P = \{0, 1/n, 2/n, ..., 1\}$.

Interpreting Eq (2.5) as the path integral quantization of the hamiltonian $H$ with

$$e^{-tH} := \int_{W(M)} f(\sigma) e^{-\frac{2\pi \Delta_i s}{\sqrt{3}}} f_0^1 \text{Scal}(\sigma(s)) ds d\nu(\sigma),$$

an application of the Feynman-Kac formula gives $H = -\frac{1}{2} \Delta + V + \frac{2\pi \Delta_i s}{20\sqrt{3}} \text{Scal}$, where we have again included the potential $V$.

**Remarks.** This paper views $D\sigma$ as a volume form on $W(M)$ and approximates Wiener measure on the piecewise geodesic path space $H_P(M)$; an approach which started with [3] and has further been explored by [1, 2, 4, 5, 6, 7, 11, 13, 14, 19, 29, 32, 33, 34, 35, 36, 37, 38, 39, 40, 44]. A wealth of literature pertaining to Eq. (1.3), which considers a product measure on $M^n$, is also available, see [10, 20, 28, 30, 46] for a short list. The “derivation” of Eq. (1.3) follows from an application of the Trotter product formula, which the interested reader is directed to [8, 9, 16, 26, 27, 38, 39, 40, 41] for reference.

In [3], Andersson and Driver consider two natural geometric schemes for approximating Wiener measure which result from $L^2$ and $H^1$ Riemann sum type metrics on $H_P(M)$,

$$S_0(X, Y) = \sum_{i=1}^n g(X(s_i), Y(s_i)) \Delta_i s,$$

$$S_1(X, Y) = \sum_{i=1}^n g\left(\frac{\nabla}{ds} X(s_{i-1}+), \frac{\nabla}{ds} Y(s_{i-1}+)\right).$$

Another natural geometric scheme approximating Wiener measure is developed in [34], which results from the $H^1$ metric,

$$G_1(X, Y) = \int_0^1 g\left(\frac{\nabla}{ds} X(s), \frac{\nabla}{ds} Y(s)\right) ds.$$
It has been asserted that the correct form of the quantization of the Hamiltonian \( \frac{1}{2}g^{ij}p_ip_j + V \) is given by 
\[-\hbar^2(\frac{1}{2}\nabla - \tau \text{Scal}) + V \] 
where \( \hbar \) is Planck’s constant and \( \tau \in \mathbb{R} \) is a constant which depends on the interpretation of the path integral. For example, in [3], \( \tau = 0 \) or \( \tau = \frac{1}{8} \). Our work gives the value \( \tau = (2 + \sqrt{3})/(20\sqrt{3}) \). However, in [34], Lim derives a form that is dissimilar and does not lend itself to the Feynman-Kac formula for interpretation of the quantized Hamiltonian.

3. Background and Notation

More on Wiener Spaces. We have already introduced the Wiener space \( W(M) \) in Eq. (1.1) as well as the space of piecewise geodesics \( H_P(M) \) in Eq. (2.1). It is well known that the Wiener measure on \( W(\mathbb{R}^d) \) is the law of a \( \mathbb{R}^d \)-valued Brownian motion, and conversely, the evaluation maps \( b_s(\omega) = \omega(s) \) on \( W(\mathbb{R}^d) \) are an \( \mathbb{R}^d \)-valued Brownian motion under the Wiener measure. The analogous statements can be said for the Wiener measure on \( W(M) \) and an \( M \)-valued Brownian motion, although we do not explore this further. The interested reader is referred to [12, 15, 25] for the definition and treatment of a manifold-valued Brownian motion.

In what follows we use the symbols \( \mu \) and \( \nu \) to denote the Wiener measures on \( W(\mathbb{R}^d) \) and \( W(M) \) respectively. Although we will consider several probability spaces, the symbol \( \mathbb{E} \) will be used solely for expectation on the probability space \( (W(\mathbb{R}^d), \mu) \). Further, we reserve \( (b_s : s \in [0, 1]) \) as the \( \mathbb{R}^d \)-valued Brownian motion defined as the evaluation maps on \( W(\mathbb{R}^d) \).

The piecewise approximation of Brownian motion with respect to the partition \( \mathcal{P} \) are the maps \( b_s^\mathcal{P} : W(\mathbb{R}^d) \to H_P(\mathbb{R}^d) \) with \( s \in [0, 1] \) given by,

\[
(3.1) \quad b_s^\mathcal{P} := \sum_{i=1}^{n} 1_{J_i}(s) \left[ \frac{\Delta b}{\Delta s}(s - s_{i-1}) + b_{s_{i-1}} \right].
\]

Here and furthermore \( \Delta b = b_{s_i} - b_{s_{i-1}}, \Delta s = s_i - s_{i-1} \), and \( J_i = (s_{i-1}, s_i) \) when \( i > 1 \) and \( J_1 = (0, s_1) \). It is important to note that \( b_s |_{H_P(\mathbb{R}^d)} = b_s^\mathcal{P} |_{H_P(\mathbb{R}^d)} \).

This is a convenient place to introduce the Cameron-Martin subspace \( H(M) \) of the Wiener space, which is the collection of absolutely continuous paths with finite energy,

\[
(3.2) \quad H(M) = \{ \sigma \in W(M) : \sigma \text{ is absolutely continuous, } \int_0^1 \| \sigma'(s) \|^2 ds < \infty \}.
\]

The Cameron-Martin space is a Hilbert space and \( (i, H(\mathbb{R}^d), W(\mathbb{R}^d)) \) is the prototype for an abstract Wiener space, where \( i : H(\mathbb{R}^d) \to W(\mathbb{R}^d) \) is the canonical injection. The full beauty of abstract Wiener spaces will not come to light in this paper, but for a short list of references, see [22, 34]. Volumes of work have also come to move these ideas onto the manifold setting, for example [12, 15, 25, 31].

Geometric Basics. For a path \( \sigma \in H(M) \) and \( s \in [0, 1] \), we use the symbol \( //s(\sigma) : T_{\sigma}M \to T_{\sigma(s)}M \) to represent parallel translation along \( \sigma \) with respect to \( \nabla \). Further, for a vector field \( X \) along \( \sigma \), define \( \frac{\nabla}{ds} \) by,

\[
\frac{\nabla}{ds} X(s) := //s(\sigma) \frac{d}{ds} \left( //s^{-1}(\sigma) X(s) \right).
\]
The curvature tensor $R$ on $M$ is defined by

$$R(X,Y)Z := \nabla_X \nabla_Y Z - \nabla_Y \nabla_X Z - \nabla_{[X,Y]}Z$$

for vector fields $X, Y$ and $Z$ on $M$. The Ricci tensor is then defined as

$$\text{Ric}(X) := \sum_{i=1}^{d} R(X, e_i)e_i$$

for the vector field $X$ on $M$ and orthonormal frame $\{e_i\}_{i=1}^{d}$. The scalar curvature on $M$ is given by

$$\text{Scal} := \sum_{i=1}^{d} g(\text{Ric}(e_i), e_i).$$

Notice that for a given $p \in M$, $\text{Ric}|_{T_p(M)}$ is a linear map $T_p(M) \to T_p(M)$. Therefore, $\text{Scal}(p) = \text{tr}(\text{Ric}|_{T_p(M)})$.

We fix an isometry $u_0 : \mathbb{R}^d \to T_o(M)$ and from henceforth identify $T_o(M)$ with $\mathbb{R}^d$. Some of the work of this paper will be translating statements between the spaces $W(M), H(M)$, and $H_p(M)$ and the spaces $W(\mathbb{R}^d), H(\mathbb{R}^d)$, and $H_p(\mathbb{R}^d)$. In doing so many proofs become tractable; however, this does lead us to introduce more notation.

**Notation 3.1.** If $\pi : TM \to M$ is the projection, $f : \mathbb{R}^d(= T_o(M)) \to T_p M$ is an isometry, we define

1. $\Omega_f : \mathbb{R}^d \times \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}^d$ by $\Omega_f(a,b)c = f^{-1}R(fa, fb)fc.$

2. $\text{Ric}_f : \mathbb{R}^d \to \mathbb{R}^d$ is the linear map defined by $\text{Ric}_f(v) = \sum_{i=1}^{d} \Omega_f(v, e_i)e_i$ where $\{e_i\}_{i=1}^{d}$ is an orthonormal basis for $\mathbb{R}^d$.

3. Given a curves $h : [0,1] \to \mathbb{R}^d$ and $\sigma : [0,1] \to M$, we define the vector field $X^h_b$ along $\sigma$ by $X^h_b(s) = //_{s}(\sigma)h(s)$.

As previously mentioned, the tangent space $T_oH_p(M)$ is identified with the continuous piecewise Jacobi fields along $\sigma$. The following proposition is a statement of this fact using the notation introduced in this section.

**Proposition 3.2.** Let $\sigma \in H_p(M)$ and $X \in T_oH(M)$. Then, $X \in T_oH_p(M)$ if and only if $X$ satisfies,

$$(3.3) \quad \sum_{i=1}^{d} \frac{\partial^2}{\partial s^2}X(s) = R(\sigma'(s), X(s))\sigma'(s),$$

on $[0,1]\backslash P$.

**Proof.** This is a direct consequence of the fact that $H_p(M)$ consists of piecewise geodesics. ■

**Cartan’s Development Map.** Cartan’s development map is a diffeomorphism $\phi : H(\mathbb{R}^d) \to H(M)$, where $\sigma = \phi(\omega)$ with,

$$\sigma'(s) = //_{s}(\sigma)\omega'(s), \quad \sigma(0) = o.$$

By smooth dependence on parameters, $\phi$ is smooth, and uniqueness of solutions implies that $\phi$ is injective. The anti-development map, $\phi^{-1} : H(M) \to H(\mathbb{R}^d)$ is defined by $\omega = \phi^{-1}(\sigma)$ where

$$\omega(s) = \int_{0}^{s} //^{-1}(\sigma)\sigma'(r)dr.$$
By similar arguments as above, \( \phi^{-1} \) is smooth and injective and shows that \( \phi : H(\mathbb{R}^d) \to H(M) \) is a diffeomorphism, as asserted. We also make note of the following important facts,

1. \( \phi \) is a bijection between \( H_P(\mathbb{R}^d) \) and \( H_P(M) \), \( \phi(H_P(\mathbb{R}^d)) = H_P(M) \).
2. This further implies that \( T_\sigma H_P(M) \) is an embedded submanifold of \( T_\sigma H(M) \), since \( T_\sigma H_P(\mathbb{R}^d) \) is an embedded submanifold of \( T_\sigma H(\mathbb{R}^d) \).

A more detailed account of the development map can be found in [12, 25]. Throughout the remainder, the symbol \( \phi \) will be reserved solely for the development map.

4. A Previous Result and Consequences

In this section we introduce the measure \( \nu_{SP} \) in Eq. (4.1) and \( \mu_{SP} \), where \( \mu_{SP} \) is simply realization of \( \nu_{SP} \) in the flat case \( M = \mathbb{R}^d \). To prove Theorem 2.1, it is our approach is to compare the measure \( \nu_{GP} \) with \( \nu_{SP} \). To this end we will define the derivative \( \rho_P \) in Eq. (4.12) and its companion map \( \tilde{\rho}_P \) in Eq. (4.14), which reduces many of our calculations involving \( \rho_P \) to more tractable ones in flat space. However, before arriving at that point we first examine some properties of \( \nu_{SP} \) and give size estimates that will be needed later.

**The Measure \( \nu_{SP} \).** In [3], Andersson and Driver give the approximation to the Wiener measure \( \nu_{SP} \) defined analogously to Eq. (2.3),

\[
d\nu_{SP} = \frac{1}{Z_{SP}} e^{-\frac{1}{2} \int_0^1 \| \sigma'(s) \|^2 ds} d\text{Vol}_{SP}.
\]

Here the metric \( S_P \) on \( H_P(M) \) given by,

\[
S_P(X, Y) = \sum_{i=1}^n g \left( \frac{\nabla}{ds} X(s_{i-1} +), \frac{\nabla}{ds} Y(s_{i-1} +) \right) \Delta_i s,
\]

and normalization constant,

\[
Z_{SP} = (2\pi)^{nd/2}.
\]

With this approximation to the Wiener measure, they prove the following theorem.

**Theorem 4.1 ([3, Theorem 1.8]).** If \( f : W(M) \to \mathbb{R} \) is bounded and continuous then,

\[
\lim_{|P|\to 0} \int_{H_P(M)} f \, d\nu_{SP} = \int_{W(M)} f \, d\nu.
\]

As previously mentioned, we will distinguish the measure \( \mu_{SP} \) on \( H_P(\mathbb{R}^d) \) as the flat case realization of \( \nu_{SP} \). From here we state as a Theorem another fact proved in [3, Theorem 4.10 and Corollary 4.13].

**Theorem 4.2.** For \( b^P \) defined in Eq. (3.1), \( \mu_{SP} = \text{Law}_\mu(b^P) \) and \( \nu_{SP} = \text{Law}_\mu(\phi(b^P)) \). In particular, \( \mu_{SP} \) is the pullback of \( \nu_{SP} \) by \( \phi \), \( \mu_{SP} = \phi^* \nu_{SP} \). That is, for any Borel set \( A \subset H_P(\mathbb{R}^d) \), \( \mu_{SP}(A) = \nu_{SP}(\phi(A)) \).
Remark. Using Eq. (3.1) \( \Delta_i b^P := b^P_{s_i} - b^P_{s_{i-1}} = \Delta_i b \). This fact will be used in future calculations alongside Theorem 4.2 as follows. If \( f : (\mathbb{R}^d)^n \to \mathbb{R}^d \) is integrable, then

\[
\int_{H_p(\mathbb{R}^d)} f(\Delta_1 b, ..., \Delta_n b) d\mu_{S_P} = \int_{H_p(\mathbb{R}^d)} f(\Delta_1 b^P, ..., \Delta_n b^P) d\mu_{S_P} = \int_{W(\mathbb{R}^d)} f(\Delta_1 b, ..., \Delta_n b) d\mu = \mathbb{E}[f(\Delta_1 b, ..., \Delta_n b)].
\]

Before exploring some of the consequences of this theorem, we need to agree upon some notation.

**Notation 4.3.** Define the map \( u^P_s \) on \( W(\mathbb{R}^d) \) by,

\[
u^P_s := /s(\phi(b^P)).
\]

That is, for \( \omega \in W(\mathbb{R}^d) \) and \( \sigma^P := \phi(b^P(\omega)) \), \( u^P_s(\omega) : T_\sigma M \to T_{\sigma^P(s)} M \) is the linear isometry given by,

\[
u^P_s(\omega) = /s(\sigma^P).
\]

In turn this lets us define the random variables \( R_P, S_P : W(\mathbb{R}^d) \to \mathbb{R} \) by

\[
R_P = \sum_{i=1}^n (\text{Ric}_{u^P_{s_{i-1}}} \Delta_i b, \Delta_i b),
\]

\[
S_P = \sum_{i=1}^n \text{Scal}(\phi(b^P)|_{s_{i-1}}) \Delta_i s_i.
\]

Here \( \phi(b^P)|_{s_{i-1}}(\omega) := \phi(b^P(\omega))(s_{i-1}) \). A direct consequence of these definitions is that \( \text{tr}(\text{Ric}_{u^P_s}) = \text{Scal}(\phi(b^P)|_s) \).

**Lemma 4.4.** For \( p \in \mathbb{R} \) there is a constant \( C \) depending only on \( d, p, \) and the bound on the curvature of \( M \) such that

\[
1 \leq \int_{H_p(\mathbb{R}^d)} e^{p(R_P - S_P)} d\mu_{S_P} \leq e^{C|P|},
\]

immediately implying that

\[
\left| \int_{H_p(\mathbb{R}^d)} (e^{p(R_P - S_P)} - 1) d\mu_{S_P} \right| \leq e^{C|P|} - 1.
\]

**Proof.** Since \( R_P = R_P(b^P) \) and \( S_P = S_P(b^P) \), Theorem 4.2 implies,

\[
\int_{H_p(\mathbb{R}^d)} e^{p(R_P - S_P)} d\mu_{S_P} = \mathbb{E} \left[ e^{p(R_P - S_P)} \right].
\]

The result then follows as a direct application of Proposition 4.3 below. \( \blacksquare \)

**Lemma 4.5.** For \( p \in \mathbb{R} \) there is a constant \( C \) depending only on \( d, p, \) and the bound on the curvature of \( M \) such that

\[
\int_{H_p(\mathbb{R}^d)} \left( \exp \left( p \left| S_P(\omega) - \int_0^1 \text{Scal}(\phi(\omega)(s)) ds \right| \right) - 1 \right) d\mu_{S_P}(\omega) \leq C|P|^{1/2}.
\]
Proof. There is a bound \( \Lambda = \Lambda(\text{curvature}) < \infty \) such that for \( \omega \in H_P(\mathbb{R}^d) \),
\[
\left| \mathcal{S}_P(\omega) - \int_0^1 \text{Scal}(\phi(\omega)(s)) ds \right| = \left| \sum_{i=1}^n \int_{s_{i-1}}^{s_i} \{ \text{Scal}(\phi(\omega)(s)) - \text{Scal}(\phi(\omega)(s_{i-1})) \} \, ds \right|
\leq \sum_{i=1}^n \int_{s_{i-1}}^{s_i} |\text{Scal}(\phi(\omega)(s)) - \text{Scal}(\phi(\omega)(s_{i-1}))| \, ds
\leq \Lambda \sum_{i=1}^n \int_{s_{i-1}}^{s_i} \|\omega(s) - \omega(s_{i-1})\| \, ds
\leq \Lambda \sum_{i=1}^n \|b^P_s(\omega) - b^P_{s_{i-1}}(\omega)\| \, ds
\leq \Lambda \sum_{i=1}^n e^\Lambda s \|\Delta_i b\| (\omega),
\]
where we recall that \( b^P \) is the identity on \( H_P(\mathbb{R}^d) \). From here,
\[
\int_{H_P(\mathbb{R}^d)} \left( \exp \left\{ p \left| \mathcal{S}_P(\omega) - \int_0^1 \text{Scal}(\phi(\omega)(s)) ds \right| - 1 \right\} \right) d\mu_{\mathcal{S}_P}(\omega)
\leq p\Lambda \sum_{i=1}^n \Delta_i s \int_{H_P(\mathbb{R}^d)} \|\Delta_i b\| \exp \left\{ p\Lambda \sum_{j=1}^n \Delta_j s \|\Delta_j b\| \right\} \, d\mu_{\mathcal{S}_P}
= p\Lambda \sum_{i=1}^n \Delta_i s \mathbb{E} \left[ \|\Delta_i b\| \exp \left\{ p\Lambda \sum_{j=1}^n \Delta_j s \|\Delta_j b\| \right\} \right]
= p\Lambda \sum_{i=1}^n \Delta_i s \mathbb{E} \left[ \|\Delta_i b\| e^{p\Lambda s \|\Delta_i b\|} \prod_{j \neq i} e^{p\Lambda s \|\Delta_j b\|} \right]
= p\Lambda \sum_{i=1}^n (\Delta_i s)^{3/2} \mathbb{E} \left[ \|b_1\| e^{p\Lambda s \|\Delta_i b\|} \|b_1\| \prod_{j \neq i} e^{p\Lambda s \|\Delta_j b\|} \right]
\leq p\Lambda |P|^{1/2} \mathbb{E} \left[ \|b_1\| e^{p\Lambda |P|^{3/2}} \|b_1\| \prod_{i=1}^n \left( 1 + p\Lambda (\Delta_i s)^{3/2} \|b_1\| \right) \right]
\leq C|P|^{1/2}.
\]
Here the first and penultimate inequality come from Eq. (10.4), and the final inequality follows from the fact that
\[
\prod_{i=1}^n \left( 1 + p\Lambda (\Delta_i s)^{3/2} \mathbb{E} \left[ \|b_1\| e^{p\Lambda s \|\Delta_i b\|} \|b_1\| \right]\right)
\leq \exp \left\{ p\Lambda |P|^{1/2} \mathbb{E} \left[ \|b_1\| e^{p\Lambda |P|^{3/2}} \|b_1\| \right]\right\}.
\]

The Maps \( \rho_P \) and \( \hat{\rho}_P \). The final result discussed in this section introduces the maps \( \rho_P \) and \( \hat{\rho}_P \) which are a major focus throughout the sequel. Given the
measure \( \nu_{G_P} \) in Eq. (2.13), we let \( \rho_P : H_P(M) \to \mathbb{R} \) be the Lebesgue-Radon-Nikodym derivative with respect to \( \nu_{S_P} \).

(4.12) \[ d\nu_{G_P} = \rho_P d\nu_{S_P}. \]

Given how our measures are defined,

(4.13) \[ \rho_P = \frac{Z_{S_P}}{Z_{G_P}} \sqrt{\frac{\det (G_P(X_i, X_j))}{\det (S_P(X_i, X_j))}}. \]

with \( \{X_i\} \) a frame in \( TH_P(M) \). We then define \( \tilde{\rho}_P : W(\mathbb{R}^d) \to \mathbb{R} \) as

(4.14) \[ \tilde{\rho}_P = \rho_P(\phi(b^P)). \]

The usefulness of introducing \( \tilde{\rho}_P \) is illustrated in the following proposition and is, in essence, why our focus turns to understanding \( \tilde{\rho}_P \) as \( |P| \to 0 \).

**Proposition 4.6.** Let \( f : W(M) \to \mathbb{R} \) be bounded and continuous. Then,

(4.15) \[ \int_{H_P(M)} f d\nu_{G_P} = \int_{H_P(\mathbb{R}^d)} f(\phi) \tilde{\rho}_P d\mu_{S_P} = \int_{W(\mathbb{R}^d)} f(\phi(b^P)) \tilde{\rho}_P d\mu. \]

**Proof.** By the definition of \( \rho_P \),

\[ \int_{H_P(M)} f d\nu_{G_P} = \int_{H_P(M)} f \rho_P d\nu_{S_P}. \]

By Theorem 4.2

\[ \int_{H_P(M)} f \rho_P d\nu_{S_P} = \int_{H_P(\mathbb{R}^d)} f(\phi) \rho_P(\phi) d\mu_{S_P}, \]

and we finish by another application of Theorem 4.2 and by noticing that \( \rho_P(\phi) = \rho_P(\phi(b^P)) = \tilde{\rho}_P \) on \( H_P(\mathbb{R}^d) \). \( \blacksquare \)

5. **Setup for the Proof of Theorem 2.1**

This paper sets out to find the limit of the measure \( d\nu_{G_P} \) as \( |P| \to 0 \). Based on the definition of \( \rho_P \) in Eq. (4.12), this problem turns into understanding the limit of \( \rho_P d\nu_{S_P} \), which leads us to understand how \( \rho_P \) behaves in the limit, since Theorem 4.1 shows us how to deal with \( d\nu_{S_P} \). Eq. (4.13) tells us that we can describe \( \rho_P \) if we choose a frame in \( TH_P(M) \) to consider.

In this section we choose such a frame in Eq. (5.10) by applying Proposition 5.1 with the basis given in Eq. (5.15). This then lets us have an explicit description of \( \tilde{\rho}_P \) in Eq. (5.25), which essentially is a description of \( \rho_P \). The operator in Eq. (5.8) and its inverse are used in the construction of the chosen frame. However, to guarantee that the inverse exists, we make the assumption of non-positivity of the sectional curvature from here forward.

**Assumption 1.** \( M \) has non-positive sectional curvature.

**Defining the basis** \( \{f_{i,a}\} \). We start this section by restating Proposition 3.2 in an equivalent form that will be useful. The proof is just a reformulation of the definitions in Notation 3.1 or for a direct proof, see [3, Proposition 4.4].
Proposition 5.1. If $\omega = \phi^{-1}(\sigma)$, $u(s) = /\sigma(\sigma)$, $h \in H(\mathbb{R}^d)$, and $X_h^b \in T_h H(M)$. Then $X_h^b \in T_h H_{\mathcal{P}}(M)$ if and only if
\begin{equation}
(5.1) \\
h''(s) = \Omega_{u(s)}(\omega'(s), h(s))\omega'(s).
\end{equation}

Following the notation of Proposition 5.1 if $\omega \in H_{\mathcal{P}}(\mathbb{R}^d)$ then $\omega'(s) = \frac{\Delta\omega}{\Delta s} = \Delta b(\omega)$ when $s \in (s_{i-1}, s_i)$. Moreover, $u(s) = /\sigma(\phi(\omega)) = u^P(\omega)$, where $u^P$ is defined in Eq. (4.5). Hence, for each $i \in \{1, ..., n\}$ and $s \in (s_{i-1}, s_i)$, we can rewrite Eq. (5.1) as,
\begin{equation}
(5.2) \\
h''(s) = \Omega_{u^P(\omega)} \left( \frac{\Delta b(\omega)}{\Delta s}, h(s) \right) \frac{\Delta b(\omega)}{\Delta s}.
\end{equation}

This motivates the definition of the following operators for $1 \leq i \leq n$,
\begin{equation}
(5.3) \\
A_i^P(s) := \Omega_{u^P_{s+1}} \left( \frac{\Delta b}{\Delta s}, \frac{\Delta b}{\Delta s} \right)
\end{equation}
when $s \in (s_{i-1}, s_i)$. Using this notation,
\begin{equation}
(5.4) \\
\text{tr}(A_i^P(0)) = -\left\langle \text{Ric}_{u^P_{i-1}}, \frac{\Delta b}{\Delta s}, \frac{\Delta b}{\Delta s} \right\rangle.
\end{equation}

Moreover, the assumption that the curvature and its derivative are bounded on $M$ is equivalent to the existence of some $\kappa < \infty$ such that
\begin{equation}
(5.5) \\
\sup_s \|A_i^P(s)\| \leq \kappa \frac{\|\Delta b\|^2}{(\Delta s)^2}
\end{equation}
\begin{equation}
(5.6) \\
\sup_s \|\frac{d}{ds}A_i^P(s)\| \leq \kappa \frac{\|\Delta b\|^2}{(\Delta s)^3}.
\end{equation}

With this in mind, for each $s \in [0, \Delta s]$ with $1 \leq i \leq n$, consider the differential equation,
\begin{equation}
(5.7) \\
\frac{d^2}{ds^2} Z_i^P(s) = A_i^P(s) Z_i^P(s)
\end{equation}
with $Z_i^P(s) : \mathbb{R}^d \rightarrow \mathbb{R}^d$ a linear map. Applying existence and uniqueness of ordinary differential equations, we define the following solutions to Eq. (5.7):
\begin{equation}
(5.8) \\
S_i^P = Z_i^P \text{ with initial conditions } S_i^P(0) = 0, \frac{d}{ds}S_i^P(0) = I,
\end{equation}
\begin{equation}
(5.9) \\
C_i^P = Z_i^P \text{ with initial conditions } C_i^P(0) = I, \frac{d}{ds}C_i^P(0) = 0,
\end{equation}
and for $1 \leq i < n$,
\begin{equation}
(5.10) \\
V_{i+1}^P = Z_{i+1}^P \text{ with initial conditions } V_{i+1}^P(0) = S_i^P(\Delta_i s), \frac{d}{ds}V_{i+1}^P(0) = -F_i^P
\end{equation}
where
\begin{equation}
(5.11) \\
F_i^P = S_{i+1}^P(\Delta_{i+1}s)^{-1}C_{i+1}^P(\Delta_{i+1}s)S_i^P(\Delta_i s).
\end{equation}

With the above definitions,
\begin{equation}
(5.12) \\
V_{i+1}^P(s) = C_{i+1}^P(s)S_i^P(\Delta_i s) - S_{i+1}^P(s)F_i^P.
\end{equation}

The fact that $S_i^P(\Delta_i s)$ has an inverse is not immediate. However, we are guaranteed the inverse exists when we restrict ourselves to manifolds of non-positive sectional curvature.
We now define the maps \( \{ f_{i,a}^P : 1 \leq i \leq n, \ 1 \leq a \leq d \} \) which satisfy Eq. (5.1) with the boundary conditions

\[
\begin{align*}
\tag{5.13} f_{i,a}^P(0) &= 0 \\
\tag{5.14} \frac{d}{ds} f_{i,a}^P(s_j+) &= \begin{cases} 
     e_a & j = i - 1 \\
     -F_{i}^P e_a & j = i \\
     0 & \text{otherwise}
\end{cases}
\end{align*}
\]

Using Eq. (5.8), Eq. (5.9), and Eq. (5.12),

\[
\tag{5.15} f_{i,a}^P(s) = 1_{j_i}(s) S_i^P (s - s_{i-1}) e_a + 1_{j_{i+1}}(s) V_{i+1}^P (s - s_i) e_a
\]

where \( \{ e_a \}_{a=1}^d \) is the standard basis for \( \mathbb{R}^d \). This set of maps induces a basis

\[
\tag{5.16} \mathcal{F}_P := \left\{ X_{\phi(b^P)}^i : 1 \leq i \leq n, \ 1 \leq a \leq d \right\}
\]

of \( T_{\phi(b^P)} H_P(M) \) where the meaning of \( X_{\phi(b^P)}^i \) was established in Notation 3.1.

**The matrix** \( G_P^F \) - Define \( G_P^F \) as the \( n \times n \) block diagonal matrix with \( d \times d \) blocks given by

\[
\tag{5.17} G_P^F := \begin{bmatrix} G_P \left( X_{\phi(b^P)}^i, X_{\phi(b^P)}^j \right) : 1 \leq i, j \leq n, \ 1 \leq a, c \leq d \end{bmatrix}
\]

That is, \( G_P^F \) is the matrix representation of the metric \( G_P \) under the basis \( \mathcal{F}_P \) in Eq. (5.16). We write the \((i,j)\)th block of \( G_P^F \) as

\[
\tag{5.18} \left[ G_P^F \right]_{i,j} := \begin{bmatrix} \left( X_{\phi(b^P)}^i, X_{\phi(b^P)}^j \right) : 1 \leq a, c \leq d \end{bmatrix}
\]

Let \( i, j \in \{1, \ldots, n\} \), \( a, c \in \{1, \ldots, d\} \), and define \( S_{n+1}^P = V_{n+1}^P \equiv 0 \),

\[
G_P \left( X_{\phi(b^P)}^i, X_{\phi(b^P)}^j \right) = \int_0^1 g \left( X_{\phi(b^P)}^i(s), X_{\phi(b^P)}^j(s) \right) ds
\]

\[
= \int_0^1 \langle f_{i,a}^P(s), f_{j,c}^P(s) \rangle ds
\]

where \( \langle \cdot, \cdot \rangle \) indicates the inner-product on \( T_o(M) = \mathbb{R}^d \) defined by \( g \). Using Eq. (5.16),

\[
\int_0^1 \langle f_{i,a}^P(s), f_{j,a}^P(s) \rangle ds
\]

\[
= \delta_{i,j} \left( \int_0^{s_i} \left( S_{i}^P(s) + V_{i+1}^P(s) \right) ds \right) e_c
\]

\[
+ \delta_{i,j+1} \left( \int_0^{s_{i+1}} S_{i+1}^P(s) ds \right) e_c
\]

\[
+ \delta_{i+1,j} \left( \int_0^{s_{i+1}} V_{i+1}^P(s) ds \right) e_c
\],
which implies that,

\[(5.19) \quad G^F_P = \begin{pmatrix}
D_1 & M_2 & 0 & 0 \\
M_2^\prime & D_2 & M_3 & 0 \\
0 & \ddots & \ddots & M_n \\
0 & 0 & M_n^\prime & D_n
\end{pmatrix}\]

where

\[(5.20) \quad D_i = \int_{\Delta i}^{\Delta i + 1} \frac{1}{\Delta i} \left( S_P^i(s) \right) ds + \int_{\Delta i}^{\Delta i + 1} S_P^i(s) \sqrt{\det(S_P^i)} ds, \quad 1 \leq i < n, \quad i = n\]

\[(5.21) \quad M_i = \int_{\Delta i}^{\Delta i + 1} V_P^i(s) \sqrt{\det(S_P^i)} ds, \quad 2 \leq i \leq n.\]

In the case that \( M = \mathbb{R}^d \), Eq. (5.15) greatly simplifies to,

\[(5.22) \quad f_{i,a} = \begin{cases}
1 & J_i(s) (s - s_i - 1) + J_{i+1}(s) (s_i + 1 - s) \\
0 & \end{cases} e_a, \]

and hence \( G^F_P(\mathbb{R}^d) \) is given by the block matrix,

\[(5.23) \quad \begin{pmatrix}
\frac{1}{3} (\Delta_1 s)^3 & \frac{1}{6} (\Delta_2 s)^3 & 0 & 0 \\
\frac{1}{6} (\Delta_2 s)^3 & \frac{1}{3} (\Delta_3 s)^3 & 0 & 0 \\
0 & \ddots & \ddots & \ddots \\
0 & 0 & \frac{1}{6} (\Delta_n s)^3 & \frac{1}{3} (\Delta_n s)^3
\end{pmatrix}.\]

Since this matrix will prove important to understand throughout the remainder, we use the notation \( \mathcal{L}_P := G^F_P(\mathbb{R}^d) \).

**A simplified expression for \( \tilde{\rho}_P \).** We now return to the non-flat case. If we define \( S^F_P \) analogously to \( G^F_P \), where \( S^F_P \) is the matrix representation of the metric \( S_P \) using the basis \( F_P \), then we have,

\[(5.24) \quad \tilde{\rho}_P = \rho_P(\phi(b^P)) = \frac{Z_{S_P}}{Z_{G_P}} \sqrt{\det(G^F_P) / \det(S^F_P)}. \]

An analogous argument as that in \([34]\) Theorem 4.7 shows that \( \det(S^F_P) = \prod_{i=1}^{n} (\Delta_i s)^d \). This in combination with Eqs. (2.4) and (4.3) yields,

\[(5.25) \quad \tilde{\rho}_P = \sqrt{\frac{\det(G^F_P)}{\det(\mathcal{L}_P)}}. \]

6. **Properties of \( \mathcal{L}_P \)**

The main theorem of this paper, Theorem 2.1, has the constant \( \frac{2 + \sqrt{3}}{20 \sqrt{3}} \) multiplied by the scalar curvature term once the limit has been taken. While the physical interpretation of this constant is open, that constant largely owes its present form to the eigenvalues and eigenvectors of \( \mathcal{L}_P \) defined in Eq. (5.23). This section collects together the necessary properties of \( \mathcal{L}_P \) in Theorem 6.1 followed by corollaries that give insight into how these properties manifest themselves in the future.
The analysis of $L_P$ is greatly simplified by assuming that $P$ is equally spaced, and so we will make this assumption from here on.

**Assumption 2.** We will assume that $P = \{0, 1/n, 2/n, \ldots, 1\}$ is the equally spaced partition of $[0, 1]$ and use the notation $\Delta := |P| = 1/n$.

Under Assumption 2, Eq. (5.23) becomes,

$$L_P = \frac{\Delta^3}{6} \begin{pmatrix} 4I & I & 0 & 0 \\ I & 4I & I & 0 \\ 0 & \ldots & \ldots & I \\ 0 & 0 & I & 2I \end{pmatrix}.$$  

**Theorem 6.1.** Let $\{e_a : 1 \leq a \leq d\}$ denote the standard basis in $\mathbb{R}^d$. There exists an orthonormal basis of eigenvectors of $L_P$, $\{u_{k,a}^P : 1 \leq k \leq n, 1 \leq a \leq d\}$ with,

$$u_{k,a}^P := \beta_k^P \begin{pmatrix} \alpha_{1,k}^a \\ \alpha_{2,k}^a \\ \vdots \\ \alpha_{n,k}^a \end{pmatrix}.$$  

Here, for $1 \leq k < n$, $\alpha_{1,k}^a = \sin(m\theta_k^P)$ with $\{\theta_k^P : 1 \leq k \leq n-1\} \subset (0, \pi)$ a monotonically increasing sequence given by,

$$\theta_k^P = \frac{\pi(k + r_k)}{n + 1}$$

where there is a smooth map $\varphi : [0, \pi] \to [0, 2\pi]$ with $1 \leq \varphi' \leq 4$ such that $r_k = \varphi(\theta_k^P)/2\pi$. For $k = n$, $\alpha_{n,k}^a = \gamma_n - \gamma_{n-1}^m$ where for $n \geq 2$, $\gamma_n \in (-2, -3/2)$, and $\gamma_n \to -2$ as $n \to \infty$. If $1 \leq k < n$, the normalization constants $\beta_k^P$ are given by

$$\beta_k^P = \frac{2}{n} \left(1 - \frac{\epsilon_k}{n+1}\right)$$

where $|\epsilon_k| = O(1/n)$ and thusly $(\beta_k^P)^2 = 2/n + O(1/n^2)$. For $k = n$,

$$(\beta_n^P)^2 = \left( -2(n+1) + \frac{\gamma_n^2 - \gamma_{n-1}^2}{\gamma_n - \gamma_{n-1}} \right)^{-1}.$$  

In particular, $(\beta_n^P)^2 = O(\gamma_n^{-2n})$.

The eigenvalues $\lambda_{k,a}^P$, defined so that $L_P u_{k,a} = \lambda_{k,a}^P u_{k,a}^P$, are given by $\lambda_{k,a}^P = \Delta^3/6(2 + \cos(\theta_k^P)) = \lambda_k^P$ for $1 \leq k < n$, and $\lambda_{n,a}^P = \Delta^3/6(4 + \gamma_n + \gamma_{n-1}) = \lambda_n^P$ when $k = n$. This further implies that

$$\frac{\Delta^3}{4} \leq \|L_P\| \leq \Delta^3.$$  

Finally, there exists an upper triangular matrix $A_P$ such that

$$L_P = A_P A_P^T.$$  

Here $A_P$ is invertible and

$$\|[A_P^{-1}]_{i,j}\|^2 \leq \begin{cases} \frac{\Delta^3}{4} (\frac{1}{2})^{j-i} & j \geq i \\ 0 & j < i \end{cases}.$$
Proof. A first step into understanding $L_P$ is to write $L_P = \frac{\Delta^2}{\partial^2} L_n \otimes I_d$ where $L_n$ be the $n \times n$ matrix given by

$$ L_n = \begin{pmatrix} 4 & 1 & 0 & 0 & 0 \\ 1 & 4 & 1 & 0 & 0 \\ 0 & 1 & \ddots & 1 & 0 \\ 0 & 0 & 1 & 4 & 1 \\ 0 & 0 & 0 & 0 & 1 \end{pmatrix}, $$

(6.9)

$I_d$ is the $d \times d$ identity matrix, and $\otimes$ denotes the Kronecker product.

From here, our work simplifies to understanding $L_n$ which in turn can be understood by writing $L_n = D_n + 6I_n$ with

$$ D_n = \begin{pmatrix} -2 & 1 & 0 & 0 & 0 \\ 1 & -2 & 1 & 0 & 0 \\ 0 & 1 & \ddots & 1 & 0 \\ 0 & 0 & 1 & -2 & 1 \\ 0 & 0 & 0 & 1 & -4 \end{pmatrix}, $$

and turning our attention to $D_n$. We are tempted to do this since $D_n$ is a discretization of the Laplacian acting on a functions $f : \{1, 2, ..., n\} \rightarrow \mathbb{C}$ (i.e. $f \in \mathbb{C}^n$) with appropriate “boundary conditions.” Indeed, motivated by the fact that for a twice differentiable function $g$, $g''(x) = (\Delta x)^{-2}\{g(x + \Delta x) - 2g(x) + g(x - \Delta x)\}$ for small $\Delta x$, we consider the expression $(\Delta j)^{-2}\{f(j + \Delta j) - 2f(j) + f(j - \Delta j)\}$ for $f \in \mathbb{C}^n$ and small $\Delta j$. However, the smallest value of $\Delta j$ we can hope for in this case is $\Delta j = 1$, and we therefore define $f''(j) := f(j + 1) - 2f(j) + f(j - 1)$ for $2 \leq j \leq n - 1$. Noting that $f''(j) = D_n f(j)$ for $2 \leq j \leq n - 1$, we now extend $f''$ to $j = 1$ and $j = n$. If we define the boundary conditions $f(0) := 0$ and $f(n + 1) := -2f(n)$, then $D_n f(1) = -2f(1) + f(2) = f(0) - 2f(1) + f(2) := f''(1)$, and $D_n f(n) = f(n - 1) - 4f(n) = f(n - 1) - 2f(n) + f(n + 1) =: f''(n)$.

We now have a clue into the spectral behavior of $D_n$. Eigenvectors of the Laplacian should have the form $f(j) = a z^j + b z^{-j}$ for some $a, b, z \in \mathbb{C}$. Applying the boundary condition $f(0) = 0$ yields $f(j) = a(z^j - z^{-j})$. Further applying the boundary condition $f(n + 1) = -2f(n)$ gives $a(z^{n+1} - z^{-(n+1)}) = -2a(z^{n} - z^{-n})$, which is satisfied whenever

$$ z^{2(n+1)} + 2z^{2n+1} - 2z - 1 = 0. $$

One can now check that for any $a \in \mathbb{C}$, $z \in \mathbb{C}$ satisfying Eq. (6.10), and $j \in \{1, 2, ..., n\}$,

$$ D_n f(j) = f''(j) = a(z^{j+1} - z^{-j+1}) - 2a(z^j - z^{-j}) + a(z^{j-1} - z^{-(j-1)}) $$

(6.11)

$$ = a(z + z^{-1} - 2)(z^j - z^{-j}) = (z + z^{-1} - 2)f(j). $$

The remainder of the proof will now be broken into the following claims.

Claim 1. There is a strictly increasing sequence $\{\theta_1^\nu < \theta_2^\nu < \cdots < \theta_{n-1}^\nu\} \subset (0, \pi)$ such that $z_k := e^{i \theta_k^\nu}$ satisfies Eq. (6.10) for each $1 \leq k \leq n - 1$. Moreover, each of these $\theta_k^\nu$ satisfies Eq. (6.3).

Proof. If we make the assumption that $z = e^{i \theta}$ for some $\theta \in \mathbb{R}$, Eq. (6.10) implies $e^{2(n+1)i \theta}(1 + 2e^{-i \theta}) = (1 + 2e^{i \theta})$, which rewritten gives, $e^{2(n+1)i \theta} = \zeta/\zeta$.
with \( \zeta = 1 + 2e^{i\theta} \). Taking advantage of the fact that \( \zeta/\bar{\zeta} \) lies on the unit circle, we can find \( \varphi(\theta) \) satisfying
\[
e^{-i\varphi(\theta)} = \frac{1 + 2e^{i\theta}}{1 + 2e^{-i\theta}} = Z\{1 + 4(\cos(\theta) + \cos(2\theta)) + i4(\sin(\theta) + \sin(2\theta))\}
\]
where \( Z = |\zeta|^{-2} = (5 + 4\cos(\theta))^{-1} \) is the normalization constant ensuring the total magnitude is 1. The right hand side of Eq. (6.12) is smooth as a function of \( \varphi \) and we can therefore assume that \( \varphi \) is smooth. Moreover,
\[
\frac{d}{d\theta} e^{i\varphi(\theta)} = i\varphi'(\theta) e^{i\varphi(\theta)} = \frac{d}{d\theta} \left( \frac{1 + 2e^{i\theta}}{1 + 2e^{-i\theta}} \right) = i \left( \frac{4(\cos(\theta) + 2)}{5 + 4\cos(\theta)} \right) \left( \frac{1 + 2e^{i\theta}}{1 + 2e^{-i\theta}} \right)
\]
implying that \( \varphi'(\theta) = 4(\cos(\theta) + 2)/(5 + 4\cos(\theta)) \). In particular, \( \varphi \) is strictly increasing with \( 1 \leq \varphi' \leq 4 \). The only values of \( \theta \in [0, \pi] \) giving a value of 1 when evaluated in Eq. (6.12) are \( \theta = 0 \) and \( \theta = \pi \). Hence we can choose \( \varphi(0) = 0 \), which then implies that \( \varphi(\pi) = 2\pi \).

Now, if \( \theta \in [0, \pi] \) is chosen such that \( e^{2(\pi+1)\theta} = e^{i\varphi(\theta)} \), then \( z = e^{i\theta} \) satisfies Eq. (6.10). This condition is satisfied whenever
\[
\theta = \frac{1}{2(n+1)} \varphi(\theta) = \frac{\pi k}{n+1}
\]
for some \( k \). For any \( k \in \{1, ..., n-1\} \),
\[
\frac{\pi k}{n+1} - \frac{1}{2(n+1)} \varphi \left( \frac{\pi k}{n+1} \right) < \frac{\pi k}{n+1} < \frac{\pi (k+1)}{n+1} - \frac{1}{2(n+1)} \varphi \left( \frac{\pi (k+1)}{n+1} \right)
\]
since \( 0 < \varphi(\theta) < 2\pi \) when \( \theta \in (0, \pi) \). Therefore, by the continuity of \( \varphi \) and the intermediate value theorem, we are guaranteed a solution \( \theta_k^P \) satisfying Eq. (6.13) such that \( \frac{\pi k}{n+1} < \theta_k^P < \frac{\pi (k+1)}{n+1} \) for each \( 1 \leq k \leq n-1 \). Rearranging Eq. (6.13) in terms of \( \theta_k^P \),
\[
\theta_k^P = \frac{\pi k}{n+1} + \frac{\varphi(\theta_k^P)}{2(n+1)} = \frac{\pi (k + [\varphi(\theta_k^P)/2\pi])}{n+1} =: \frac{\pi (k + r_k)}{n+1}
\]
That is, \( r_k = \varphi(\theta_k^P)/2\pi \). This proves the claim. ■

**Claim 2.** For \( n \geq 2 \), there exists some \( \gamma_n \in (-2, -3/2) \) solving Eq. (6.10) such that \( \gamma_n \to -2 \) as \( n \to \infty \).

**Proof.** Manipulating the left hand side of Eq. (6.10) we find \( z^{2(n+1)} + 2z^{2n+1} - 2z - 1 = (z^2 + 2z)z^{2n} - (2z + 1) =: a_n(z) \). Define the map \( g_n(z) \) for \( z \in (-2, -1) \) by \( g_n(z) := z^{2n}(z^2 + 2z + 3) \). Then \( g_n(z) > a_n(z) \) for every \( z \in (-2, -1) \), and on this interval, the minimum of \( g_n(z) \) is easily found at \( z_{min}^{(n)} := -(2n+1)/(n+1) \). Evaluating,
\[
g_n(z_{min}^{(n)}) = 4^n \left( 1 - \frac{1}{2(n+1)} \right)^{2n} - 4 \left( 1 - \frac{1}{2(n+1)} \right)^2 - 4 \left( 1 - \frac{1}{2(n+1)} \right) + 3
\]
\[
= -4^{n+1} \left( 1 - \frac{1}{2(n+1)} \right)^{2n+1} + 3 \approx -4^{n+1} \frac{2(e(n+1))}{2(n+1)} + 3
\]
We can see that for sufficiently large \( n \), \( g_n(z_{min}^{(n)}) < 0 \), implying that for these values of \( n \), \( a_n(z_{min}^{(n)}) < 0 \). Since \( a_n(-2) = +3 \), the intermediate value theorem
Therefore, \( a_n(z) = 0 \) for some \( z \in (-2, z_{\text{min}}^{(n)}) \). Moreover, since \( a_n(z) \) is strictly decreasing in \( n \) for a fixed \( z \in (-2, -1) \), and \( a_2(-3/2) < 0 \), we can always ensure that \( \gamma_n \in (-2, -3/2) \) for \( n \geq 2 \). ■

**Claim 3.** For \( 1 \leq k \leq n \) and \( 1 \leq m \leq n \), let \( \alpha_k^m, \beta_k^m, \) and \( \lambda_k^m \) be given as in the statement of Theorem 6.1. Define \( f_k = \beta_k^m (a_k^1, a_k^2, \ldots, a_k^n)^\text{tr} \). Then \( \{f_k : 1 \leq k \leq n\} \) is an orthonormal set of eigenvectors of \( L_n \) such that \( L_n f_k = \frac{\alpha_k^m}{2\pi} \lambda_k^m f_k \). Moreover, Eqs. (6.4) and (6.5) hold.

**Proof.** For \( 1 \leq k \leq n - 1 \), define \( z_k := e^{i\theta_k^m} \) where \( \theta_k^m \) are given in Claim 1. Also define \( z_n := \gamma_n \) where \( \gamma_n \) is given in Claim 2. Let \( \tilde{f}_k \in \mathbb{R}^n \) be defined by \( \tilde{f}_k(m) = a_k(z_k^m - z_k^{-m}) \), where \( a_k = (2i)^{-1} \) for \( k = 1, 2, \ldots, n - 1 \), and \( a_n = 1 \). Then \( \tilde{f}_k(m) = a_k^m \) for each \( k, m \in \{1, 2, \ldots, n\} \). By our choices for \( z_k \) and the discussion leading to Eq. (6.11), \( D_n \tilde{f}_k = (z_k + z_k^{-1} - 2) \tilde{f}_k \) for each \( k \), which implies that \( L_n \tilde{f}_k = (z_k + z_k^{-1} + 4) \tilde{f}_k \) since \( L_n = D_n + 6I_n \). For \( 1 \leq k \leq n - 1 \), \( z_k + z_k^{-1} + 4 = 2 \cos(\theta_k^m) + 4 = \frac{6}{2\pi} \lambda_k^m \). Also \( z_n + z_n^{-1} + 4 = \gamma_n + \gamma_n^{-1} + 4 = \frac{6}{2\pi} \lambda_n^m \).

Since \( L_n \) is symmetric and the eigenvalues of \( \{f_k\} \) are distinct, then this collection of eigenvectors must be orthogonal.

By assumption \( f_k = \beta_k^m f_k \). The \( \beta_k^m \) were chosen as normalizing constants, so it only remains to show that Eqs. (6.4) and (6.5) hold for each \( k \). To this end,\[
(\beta_k^m)^{-2} = \|f_k\|^2 = a_k^2 \sum_{m=1}^{n} (z_k^m - z_k^{-m})^2 = a_k^2 \sum_{m=1}^{n} (z_k^{2m} + z_k^{-2m} - 2) = a_k^2 \left( \frac{1 - z_k^{2(n+1)}}{1 - z_k^2} + \frac{1 - z_k^{-2(n+1)}}{1 - z_k^{-2}} - 2n - 2 \right) = a_k^2 \left( -2(n+1) + \frac{z_k^{2(n+1/2)} - z_k^{-2(n+1/2)}}{z_k - z_k^{-1}} \right)
\]

Eq. (6.5) now follows immediately with \( z_n = \gamma_n \) and \( a_n = 1 \). For \( k \neq n \),\[
(\beta_k^m)^{-2} = -\frac{1}{4} \left( -2(n+1) + \frac{e^{i2(n+1/2)\theta_k^m} - e^{-i2(n+1/2)\theta_k^m}}{e^{i\theta_k^m} - e^{-i\theta_k^m}} \right) = \frac{n}{2} \left( 1 - \frac{1}{n} \left[ \frac{\sin((2n+1)\theta_k^m)}{\sin(\theta_k^m)} - 1 \right] \right)
\]

From Eq. (6.3), \( 2(n+1)\theta_k^m = 2\pi k + 2\pi r_k \) and hence
\[
\sin((2n+1)\theta_k^m) = \sin(2(n+1)\theta_k^m - \theta_k^m) = \sin(2\pi r_k) \cos(\theta_k^m) - \cos(2\pi r_k) \sin(\theta_k^m).
\]

Therefore,\[
\left| \frac{\sin((2n+1)\theta_k^m)}{\sin(\theta_k^m)} \right| = \left| \frac{\sin(2\pi r_k) \cos(\theta_k^m) - \cos(2\pi r_k) \sin(\theta_k^m)}{\sin(\theta_k^m)} \right| \leq 1 + \left| \frac{\sin(2\pi r_k)}{\sin(\theta_k^m)} \right|
\]

From Eq. (6.14), \( r_k = (2\pi)^{-1} \varphi(\theta_k^m) \). This gives the estimate,\[
(6.15) \quad \frac{\sin(2\pi r_k)}{\sin(\theta_k^m)} \leq \sup_{x \in (0,\pi)} \frac{\sin(\varphi(x))}{\sin(x)}
\]
In the proof of Claim 1 we established that $\varphi(0) = 0$, $\varphi(\pi) = 2\pi$, and $1 \leq \varphi'(x) \leq 4$ for all $x \in [0, \pi]$. Hence L'Hopital tells us that $\sin(\varphi(x))/\sin(x)$ remains bounded as $x$ approaches 0 or $\pi$, implying that the right hand side of Eq. (6.15) will be bounded independent of $k$ and $n$. This shows that $(\beta_k^r)^2 = (2/n)(1 - O(1/n))^{-1}$ and finishes the proof of Eq. (6.4).

Claim 4. There exists an invertible $n \times n$ upper triangular matrix $A_n$ such that $L_n = A_nA_n^r$. Moreover, if $i \leq j \leq n$, $|A_n^{-1}|_{i,j}|^2 \leq 2^{-(j-i+1)}$.

Proof. Define $d_n := \det(L_n)$ where for $n = 1$, we define $L_1$ to be the $1 \times 1$ matrix with entry 2. Using the cofactor expansion to calculate the determinant, we find the recursive formula

$$d_{n+2} = 4d_{n+1} - d_n.$$  

(6.16)

By defining $d_0 := 1$, this equation holds true for every $n \geq 0$. With initial values $d_0 = 1$ and $d_1 = 2$, we can use elementary linear algebra to find the closed formula

$$d_n = \frac{1}{2} \left( (2 + \sqrt{3})^n + (2 - \sqrt{3})^n \right),$$  

(6.17)

valid for every $n \geq 0$. Define $A_n$ by,

$$[A_n]_{i,j} = \begin{cases} \sqrt{\frac{d_{n-i+1}}{d_{n-i}}} & i = j \\ \sqrt{\frac{d_{n-i}}{d_{n-i-1}}} & i + 1 = j \leq n \\ 0 & \text{otherwise} \end{cases}$$

In particular, using Eq. (6.16),

$$[A_nA_n^r]_{k,k} = \frac{d_{n-k+1}}{d_{n-k}} + \frac{d_{n-k-1}}{d_{n-k}} = \frac{4d_{n-k}}{d_{n-k}} = 4$$

for every $k \in \{1, 2, ..., n-1\}$, and also $[A_nA_n^r]_{n,n} = d_1/d_0 = 2$. Moreover, the off-diagonal terms of $A_nA_n^r$ are 1 when there is a product of the form $\sqrt{\frac{d_{k}}{d_{k-1}}} \sqrt{\frac{d_{k-1}}{d_{k-2}}}$, which occur exactly on the super- and sub-diagonal entries. All other elements are 0. Therefore, $A_nA_n^r = L_n$.

A Gaussian elimination allows us deduce the inverse,

$$[A_n^{-1}]_{i,j} = \begin{cases} \sqrt{\frac{d_{n-i}}{d_{n-i+1}}} & i = j \\ (-1)^{j-i} \sqrt{\frac{d_{n-i}}{d_{n-i+1}}} & i < j \\ 0 & \text{otherwise} \end{cases}$$
To confirm,

\[ [A_n A_n^{-1}]_{i,j} = \sum_{k=1}^{n} [A_n]_{i,k} [A_n^{-1}]_{k,j} = [A_n]_{i,i} [A_n^{-1}]_{i,j} + 1_{(i<n)} [A_n]_{i,i+1} [A_n^{-1}]_{i+1,j} \]

\[
\begin{cases}
\sqrt{d_{n-i} d_{n-i+1}}/d_{n-i} = 1 & i = j \\
\sqrt{d_{n-i} d_{n-i+1}} - \sqrt{d_{n-i+1} d_{n-i}} = 0 & i + 1 = j \\
\sqrt{d_{n-i} d_{n-i+1}} - \sqrt{d_{n-i-1} d_{n-i}} = 0 & i + 1 < j \\
0 & \text{otherwise}
\end{cases}
\]

Hence \(A_n A_n^{-1} = I\).

To finish the proof of the claim, we need to get the appropriate size estimates for the entries in \(A_n^{-1}\), which can be done by using Eq. (6.17). Notice that \((2 + \sqrt{3})^{-1} = 2 - \sqrt{3}\). So, for any \(k, l \geq 0\),

\[
\frac{(2 + \sqrt{3})^{k} + (2 - \sqrt{3})^{k}}{(2 + \sqrt{3})^{l} + (2 - \sqrt{3})^{l}} = (2 + \sqrt{3})^{k-l} \left( \frac{1 + (2 - \sqrt{3})^{2k}}{1 + (2 - \sqrt{3})^{2l}} \right)
\]

\[
\leq \begin{cases} 
2(2 + \sqrt{3})^{k-l} & \text{for } k \geq 1 \\
2(2 + \sqrt{3})^{k-l} & \text{for } k \geq 0 
\end{cases}
\]

This implies

\[
|[A_n^{-1}]_{i,i}|^2 = \frac{d_{n-i}}{d_{n-i+1}} \leq \frac{8 - 4\sqrt{3}}{2 + \sqrt{3}} < \frac{1}{2}
\]

for \(i < n\), and

\[
|[A_n^{-1}]_{i,j}|^2 = \frac{d_{n-j}}{d_{n-(i+1)}} \leq \frac{2}{2 + \sqrt{3}} \cdot \frac{2}{(2 + \sqrt{3})^{2(j-i)}} \leq \frac{1}{2} \left( \frac{1}{2} \right)^{j-i}
\]

whenever \(i < j \leq n\). With \(|[A_n^{-1}]_{n,n}|^2 = \frac{1}{2}\), the claim is proved. \(\blacksquare\)

**Conclusion of the Proof of Theorem 6.1** Recall that \(\mathcal{L}_P = A_n^3 L_n \otimes I_d\). Claim \(\text{III}\), along with standard results concerning the Kronecker product, tell us that \(\{u_{k,a}^P = f_k \otimes e_a : 1 \leq k \leq n, 1 \leq a \leq d\}\) forms a collection of orthonormal eigenvectors of \(\mathcal{L}_P\) with respective eigenvalues \(\{\lambda^P_k = \lambda^P_{k,a} : 1 \leq k \leq n, 1 \leq a \leq d\}\). Further, from Claim \(\text{II}\), \(A_P := \sqrt{(\Delta^3/6)} A_n \otimes I_d\) is an upper triangular matrix such that \(\mathcal{L}_P = A_P A_P^T\), with \(|[A_P^{-1}]_{i,j}|^2 = (6/\Delta^3)|[A_P^{-1}]_{i,j}|^2\). Thus, armed with Claims \(\text{I}\) through \(\text{III}\) we have shown the validity of the assertions of Theorem 6.1. \(\blacksquare\)

**Corollary 6.2.** Suppose that \(0 \leq r < s \leq 1\) and \(f : [0, \pi] \rightarrow \mathbb{R}\) is Lipshitz. Then,

\[
\lim_{n \to \infty} \sum_{k : r < k/n < s} (\beta^P_k)^2 f(\theta^P_k) = 2 \int_{r}^{s} f(\pi t)dt.
\]

**Proof.** Notice that \(\sum \frac{1}{n} f(\frac{\theta_k}{n})\) is the Riemann sum approximation to \(2 \int_{r}^{s} f(\pi t)dt\). Hence it suffices to show that \(|\sum \{ (\beta^P_k)^2 f(\theta^P_k) - \frac{1}{n} f(\frac{\theta_k}{n}) \} | \to 0\), which will be
done by showing that the summand \((\beta_k^f)^2 f(\theta_k^f) - \frac{2}{n} f(\frac{\pi k}{n})\) is \(O(1/n^2)\). By assumption, \(|f(x) - f(y)| = O(|x - y|)\) and \(\sup_{x \in [0, \pi]} |f(x)| < \infty\). Also by assumption, \(k \neq n\), thus Eqs. (6.3) and (6.4) imply \(|f(\theta_k^f) - f(\pi k/n)| = O(1/n)\), \(|(\beta_k^f)^2 - 2/n| = O(1/n^3)\), and \((\beta_k^f)^2 = O(1/n)\). Therefore,

\[
\left| (\beta_k^f)^2 f(\theta_k^f) - \frac{2}{n} f\left(\frac{\pi k}{n}\right) \right| \leq \frac{1}{n} \left( \left| (\beta_k^f)^2 \cdot f(\theta_k^f) - f\left(\frac{\pi k}{n}\right) \right| + \left| \frac{\pi k}{n} \right| \cdot \left| (\beta_k^f)^2 - \frac{2}{n} \right| \right) = O\left(\frac{1}{n^2}\right).
\]

from which the result follows. ■

**Corollary 6.3.** Take \(0 < \delta < 1\) and define \(\partial_\delta = \partial_\delta(n) := \{k \in \mathbb{N} : \frac{\pi k}{n+1} \leq \delta\text{ or } \frac{\pi k}{n+1} < \pi - \delta\}\) and \(\Omega_\delta = \Omega_\delta(n) := \{k \in \mathbb{N} : \delta < \frac{\pi k}{n+1} < \pi - \delta\}\). Let \(f : [0, \pi] \to \mathbb{R}\) be Lipshitz. Set \(\Lambda < \infty\) with \(\sup_x |f(x)| \leq \Lambda\) and \(|f(x) - f(y)| \leq \lambda |x - y|\) for each \(x, y \in [0, \pi]\). Then there exists a constant \(C = C(\Lambda) < \infty\) such that if \(j \in \Omega_\delta\),

\[
(6.19) \quad \sum_{k=1}^{n-1} (\beta_k^f)^2 f(\theta_k^f) e^{i2\theta_k^f} \leq \frac{C}{n \sin(\delta)}.
\]

And for any \(j = 1, 2, ..., n\),

\[
(6.20) \quad \sum_{k=1}^{n-1} (\beta_k^f)^2 f(\theta_k^f) e^{i2\theta_k^f} \leq C
\]

where \(C\) is independent of \(n\).

**Proof.** From Eq. (6.3), for \(1 \leq k \leq n - 1\), \(\zeta_k := \theta_k^f - \pi k/(n+1) = \pi r_k/(n+1)\).

In particular, if \(k \leq n - 2\), then

\[
\zeta_k - \zeta_k = \frac{\pi (r_k+1 - r_k)}{n+1} = \frac{-\varphi(\theta_k^f) - \varphi(\theta_{k+1}^f)}{2(n+1)} \leq \frac{4(\theta_{k+1}^f - \theta_k^f)}{2(n+1)} = O\left(\frac{1}{n^2}\right).
\]

This further implies that for any \(1 \leq j \leq n\), \(|e^{i2j\zeta_k} - e^{i2j\zeta_{k+1}}| = O(1/n)\). Combining this with Eqs. (6.3) and (6.4),

\[
\left| (\beta_{k+1}^f)^2 f(\theta_{k+1}^f) e^{i2\theta_{k+1}^f} - (\beta_k^f)^2 f(\theta_k^f) e^{i2\theta_k^f} \right| \leq \left| f(\theta_{k+1}^f) e^{i2\theta_k^f} - f(\theta_k^f) e^{i2\theta_{k+1}^f} \right| \leq \frac{C}{n \sin(\delta)}
\]

where the implicit constant in the last equality is independent of \(k\), but certainly depends on \(\Lambda\).

Now, define the partial sum \(S_m := \sum_{k=1}^{m} e^{i2j \pi k / (n+1)}\) and \(S_0 := 0\). Using the fact that \(S_m\) is a geometric series,

\[
S_m = \frac{1 - e^{i2j \pi m / (n+1)}}{1 - e^{i2j \pi / (n+1)}} - 1 = \frac{1}{2} \frac{e^{i2j \pi (m+1) / (n+1)} - e^{i2j \pi / (n+1)}}{\sin \left(\frac{\pi j}{n+1}\right)} = 1
\]
succinct, we also define $\alpha_u$ Using the above estimates with Eq. (6.4),
\[ Hence, \]
\[ (6.23) \]
where $C$ exists a constant

\[ Corollary 6.4. \] Let $U$ be an $n \times n$ symmetric tri-diagonal block matrix with $d \times d$ blocks. Then,

\[ (6.21) \]
\[ tr(L_p^{-1/2} U L_p^{-1/2}) = \sum_{m,k=1}^{n} \frac{(\beta_k^P)^2}{\lambda_k^P} \left[(\alpha_k^m)^2 \text{tr}([U]_{m,m}) + 2\alpha_k^m \alpha_k^{m+1} \text{tr}([U]_{m,m+1})\right], \]

where $\beta_k^P, \lambda_k^P$, and $\alpha_k^m$ are as in Theorem 6.1. Moreover, this implies that there exists a constant $C = C(d) < \infty$ such that

\[ (6.22) \]
\[ |tr(L_p^{-1/2} U L_p^{-1/2})| \leq \frac{C}{\Delta^3} \sum_{m=1}^{n} (|\text{tr}([U]_{m,m})| + |\text{tr}([U]_{m,m+1})|) \]

\[ (6.23) \]
\[ \leq \frac{C}{\Delta^3} \sum_{m=1}^{n} (\|[U]_{m,m}\| + \|[U]_{m,m+1}\|), \]

where we define $[U]_{n,n+1} := 0$.

\[ Proof. \] The orthonormal basis of eigenvectors $u_{k,a}^P$ of $L_p$ from Theorem 6.1 are also eigenvectors for $L_p^{-1}$ with respective eigenvalues $1/\lambda_k^P$. Let for $i = 1, \ldots, n$ let $u_{k,a}^i := \beta_k^P \alpha_k^i e_a$ so that $u_{k,a}^P = (u_{k,a}^1, u_{k,a}^2, \ldots, u_{k,a}^n)^{tr}$. To keep our manipulations succinct, we also define $\alpha_k^0 = \alpha_k^{n+1} = 0$ for each $k = 1, \ldots, n$. Since $tr(AB) =$
tr(BA),

\[ tr \left( \mathcal{L}_P^{1/2} U \mathcal{L}_P^{-1/2} \right) \]

\[ = \text{tr} \left( U \mathcal{L}_P^{-1} \right) = \sum_{k=1}^{n} \sum_{a=1}^{d} U \mathcal{L}_P^{-1} u_{k,a}^P \cdot u_{k,a}^P = \sum_{k=1}^{n} \sum_{a=1}^{d} \frac{1}{\lambda_k^P} U u_{k,a}^P \cdot u_{k,a}^P \]

\[ = \sum_{k=1}^{n} \frac{1}{\lambda_k^P} \sum_{a=1}^{d} \sum_{i,j=1}^{n} (\beta_k^P)^2 (\alpha_k^{i-1} \alpha_k^i U_{ij} e_a + (\alpha_k^i)^2 [U_{ij}] e_a + \alpha_k^i \alpha_k^{i+1} [U_{ij}]) \]

\[ = \sum_{k=1}^{n} \sum_{i=1}^{n} \frac{(\beta_k^P)^2}{\lambda_k^P} \left[ (\alpha_k^i)^2 \text{tr}([U_{ij}]) + 2 \alpha_k^i \alpha_k^{i+1} \text{tr}([U_{ij}]) \right], \]

which is Eq. (6.21).

For \( 1 \leq k \leq n-1 \), the estimates for \( \beta_k^P, \lambda_k^P \), and \( \alpha_k^m \) in Theorem 6.1 imply the existence of \( C = C(d, \text{curvature}) < \infty \) such that

\[ \sum_{m=1}^{n} \sum_{k=1}^{n-1} \frac{(\beta_k^m)^2}{\lambda_k^m} \left[ (\alpha_k^m)^2 \text{tr}([U_{m,m}]) + 2 \alpha_k^m \alpha_k^{m+1} \text{tr}([U_{m,m+1}]) \right] \]

\[ \leq \frac{C}{\Delta^3} \sum_{m=1}^{n} \sum_{k=1}^{n-1} \frac{1}{n} (|\text{tr}([U_{m,m}])| + |\text{tr}([U_{m,m+1}])|) \]

\[ \leq \frac{C}{\Delta^3} \sum_{m=1}^{n} (|\text{tr}([U_{m,m}])| + |\text{tr}([U_{m,m+1}])|). \]

For \( k = n \), \( \alpha_n^m = \gamma_n^m - \gamma_n^{-m} \), so that both \((\alpha_n^m)^2\) and \(\alpha_n^m \alpha_n^{m+1}\) are \(O(\gamma_n^{-2m})\). According to Theorem 6.1 \((\beta_n^m)^2 = O(\gamma_n^{-2n})\). Therefore

\[ \frac{(\beta_n^m)^2}{\lambda_n^m} \left[ (\alpha_n^m)^2 \text{tr}([U_{m,m}]) + 2 \alpha_n^m \alpha_n^{m+1} \text{tr}([U_{m,m+1}]) \right] \]

\[ \leq \frac{C}{\Delta^3} (|\text{tr}([U_{m,m}])| + |\text{tr}([U_{m,m+1}])|) \]

Combining these cases for \( k \leq n-1 \) and \( k = n \) along with the fact that \( |\text{tr}([U_{i,j}])| \leq d\|U_{i,j}\| \) gives the necessary size estimates. ■

7. Size Estimates and Uniform Integrability

The space on which \( \rho_P \) lives, \( H_P(M) \), depends on the partition \( P \) and is changing as \( |P| \rightarrow 0 \). If we briefly ignore this fact, it appears as though we are attempting an \( L^1 \)-limit in Theorem 6.1. We are able to follow this instinct and use an \( L^1 \)-limit type argument by using \( \hat{\rho}_P \), which for any \( P \) is a map on \( W(\mathbb{R}^d) \). Very concisely, the argument for the proof of the main theorem goes as translating from \( \rho_P \) to \( \hat{\rho}_P \), find the \( L^1 \)-limit of \( \hat{\rho}_P \), and finally translate this argument back to a limit for \( \rho_P \).

With this in mind, the original strategy to achieve the desired \( L^1 \)-limit for \( \hat{\rho}_P \) was to show that the collection \( \{ \hat{\rho}_P : P = \{0, 1/n, 2/n, \ldots, 1\}, n \text{ sufficiently large} \} \) is uniformly integrable and that there is some map \( \rho \) such that \( \hat{\rho}_P \rightarrow \rho \) in measure as \( |P| \rightarrow 0 \). This idea later evolved into showing the \( L^1 \)-limit more directly, yet
the artifacts of the previous approach permeate the remaining sections. The main result from this section is Theorem [7.6] which will be used in proving the $L^1$-limit, but is also a result of the uniform integrability of $\hat{\rho}_P$.

Define the remainder of $G_P^{\infty}$ by,

\begin{equation}
R_P := G_P^{\infty} - L_P.
\end{equation}

Using the decomposition of $L_P = A_P A_P^{\infty}_{\infty}$ in Theorem [6.1] and Eq. [5.20],

\begin{equation}
\hat{\rho}_P = \sqrt{\det(I + A_P^{-1} R_P (A_P^{-1})^T)}.
\end{equation}

To ease notation for the remainder of this chapter, we also introduce

\begin{equation}
K_P^i := \sup_{0 \leq s \leq \Delta} \|A_P^i(s)\|,
\end{equation}

where $A_P^i$ is defined in Eq. [5.3] and $\Delta$ is notation defined in Assumption [2]. Using Eq. [5.5],

\begin{equation}
K_P^i \leq \kappa \frac{||\Delta b||^2}{\Delta^3}.
\end{equation}

**Estimates on the remainder $R_P$.** Here we give estimates on the non-zero $d \times d$ blocks of the remainder $R_P$, which will in turn be used to estimate the size of $\hat{\rho}_P$ sufficient for proving Theorem [7.6]. From Eq. [7.1] along with the definition of $L_P$ in Eq. [6.1] and $G_P^{\infty}$ in Eq. [5.20], the non-zero $d \times d$ blocks of $R_P$ are of the form

\begin{equation}
[R_P]_{i,i} = \begin{cases} 
\int_0^\Delta (V_P^{i+1}(s) V_P^{i+1}(s) + S_P^i(s)^T S_P^i(s)) ds - \frac{2\Delta^3}{3}I & i < n \\
\int_0^\Delta (S_P^i(s)^T S_P^i(s)) ds - \frac{\Delta^3}{3}I & i = n 
\end{cases}
\end{equation}

and for $1 \leq i < n$,

\begin{equation}
[R_P]_{i,i+1} = [R_P]_{i+1,i}^{i+1} = \int_0^\Delta V_P^{i+1}(s) S_P^{i+1}(s) ds - \frac{\Delta^3}{6}I
\end{equation}

Written suggestively in Eqs. [7.5] and [7.6], we set out to estimate $\|V_P^{i+1}(s)^T V_P^{i+1}(s) - (\Delta - s)^2 I\|$, $\|S_P^i(s)^T S_P^i(s) - s^2 I\|$, and $\|V_P^{i+1}(s)^T S_P^{i+1}(s) - (\Delta - s)s I\|$. 

**Lemma 7.1.** For $s \in [0, \Delta]$, 

\begin{equation}
\|S_P^i(s) - sI\| \leq s \left( \cosh(\sqrt{K_P^i} \Delta) - 1 \right) \quad \text{and} \\
\|V_P^{i+1}(s) - (\Delta - s)I\| \leq \frac{s}{\Delta}(\Delta - s) \left( \cosh(\sqrt{K_P^i} \Delta) \cosh(4\sqrt{K_P^{i+1}} \Delta) - 1 \right).
\end{equation}
Proof. Eq. (7.7) is a direct consequence of Proposition 10.1 along with the fact that cosh is strictly increasing on $[0, \infty)$. Next,

$$
\|F_i^P\| = \|S_{i+1}^P(\Delta)^{-1}C_{i+1}^P(\Delta)S_i^P(\Delta)\| \leq \left| C_{i+1}^P(\Delta) \frac{S_i^P(\Delta)}{\Delta} \right| \\
\leq \cosh(\sqrt{K_{i+1}^P}) \cosh(\sqrt{K_i^P})
$$

where the first inequality follows from Proposition 10.3 and the second from another application of Proposition 10.1. Hence, by Proposition 10.2

$$
\left\| V_{i+1}^P(s) - \frac{S_i^P(\Delta)}{\Delta} (\Delta - s) \right\| \
\leq s \left( 1 - \frac{s}{\Delta} \right) \left[ \|S_i^P(\Delta)\| K_{i+1}^P \cosh(\sqrt{K_{i+1}^P}) + \|F_i^P\| \left( \cosh(\sqrt{K_{i+1}^P}) - 1 \right) \right] \
\leq s \left( 1 - \frac{s}{\Delta} \right) \cosh(\sqrt{K_i^P}) \cosh(\sqrt{K_{i+1}^P}) \left( K_{i+1}^P \Delta^2 + \cosh(\sqrt{K_{i+1}^P}) - 1 \right) \
\leq s \left( 1 - \frac{s}{\Delta} \right) \cosh(\sqrt{K_i^P}) \cosh(\sqrt{K_{i+1}^P}) \left( (K_{i+1}^P \Delta^2 + 1) \cosh(\sqrt{K_{i+1}^P}) - 1 \right) \
\leq s \left( 1 - \frac{s}{\Delta} \right) \cosh(\sqrt{K_i^P}) \cosh(\sqrt{K_{i+1}^P}) \left( \cosh^2(\sqrt{2K_{i+1}^P}) - 1 \right) \
\leq s \left( 1 - \frac{s}{\Delta} \right) \cosh(\sqrt{K_i^P}) \left( \cosh(4\sqrt{K_{i+1}^P}) - 1 \right),
$$

with the final inequality resulting from Eqs. 10.3 and 10.4. Therefore, for Eq. (7.8),

$$
\|V_{i+1}^P(s) - (\Delta - s)I\| \
\leq \|V_{i+1}^P(s) - \frac{S_i^P(\Delta)}{\Delta} (\Delta - s)\| + (1 - \frac{s}{\Delta}) \|S_i^P(\Delta) - \Delta I\| \
\leq \frac{s}{\Delta} (\Delta - s) \left[ \cosh(\sqrt{K_i^P}) \left( \cosh(4\sqrt{K_{i+1}^P}) - 1 \right) + \left( \cosh(\sqrt{K_i^P}) - 1 \right) \right] \
= \frac{s}{\Delta} (\Delta - s) \left( \cosh(\sqrt{K_i^P}) \cosh(4\sqrt{K_{i+1}^P}) - 1 \right)
$$

Proposition 7.2. For $s \in [0, \Delta]$,

$$
\|V_{i+1}^P(s)^T V_{i+1}^P(s) - (\Delta - s)^2 I\| \leq 3(\Delta - s)^2 \left( \cosh(2\sqrt{K_i^P}) \cosh(8\sqrt{K_{i+1}^P}) - 1 \right),
$$

(7.9)

and

$$
\|S_i^P(s)^T S_i^P(s) - s^2 I\| \leq 3s^2 \left( \cosh(2\sqrt{K_i^P}) - 1 \right)
$$

(7.10)

and

$$
\|V_{i+1}^P(s)^T S_{i+1}^P(s) - (\Delta - s)s I\| \leq 3s(\Delta - s) \left( \cosh(\sqrt{K_i^P}) \cosh(5\sqrt{K_{i+1}^P}) - 1 \right).
$$

(7.11)
Proof. We apply Lemma 7.1 above by noticing the following. For operators $A$ and $B$ and real numbers $a$ and $b$,

$$A^{tr}B - abI = (A^{tr} - aI)(B - bI) + a(B - bI) + b(A^{tr} - aI).$$

The asserted inequalities now follow with judicious choices for $A$ and $B$ as well as Eqs. (10.3) and (10.4) along with the fact that $s/\Delta \leq 1$. ■

Applying Proposition 7.2 to Eqs (7.5) and (7.6) gives the estimates we need on $\mathcal{R}_P$ to continue forward.

Proposition 7.3. For $1 \leq i \leq n$,

$$\left\| [\mathcal{R}_P]_{i,i} \right\| \leq 2\Delta^3 \left( \cosh(2\sqrt{K_i^P\Delta}) \cosh(8\sqrt{K_{i+1}^P\Delta}) - 1 \right)$$

(7.12)

and for $1 \leq i < n$,

$$\left\| [\mathcal{R}_P]_{i,i+1} \right\| = \left\| [\mathcal{R}_P]_{i+1,i} \right\| \leq \frac{\Delta^3}{2} \left( \cosh(\sqrt{K_i^P\Delta}) \cosh(5\sqrt{K_{i+1}^P\Delta}) - 1 \right).$$

(7.13)

Moreover, this implies that,

$$\left\| [\mathcal{A}_P^{-1}\mathcal{R}_P(\mathcal{A}_P^{-1})^{tr}]_{i,i} \right\| \leq \sum_{j=2}^{n} \lambda_{i,j} \left( \cosh(30\sqrt{K_j^P\Delta}) \cosh(120\sqrt{K_{j+1}^P\Delta}) - 1 \right)$$

(7.14)

where $\lambda_{i,j} := \left( \frac{1}{2} \right)^{j-i} \left( \sum_{j=1}^{n} \left( \frac{1}{2} \right)^{j-i} \right)^{-1} = \left( \frac{1}{2} \right)^{j-i} \left( 2 - \left( \frac{1}{2} \right)^{n-i} \right)^{-1}$ are chosen so that $\sum_{j=1}^{n} \lambda_{i,j} = 1$.

Proof. Eqs. (7.12) and (7.13) come from integrating the bounds given in Proposition 7.2 with respect to $s$ for $s \in [0,\Delta]$.

For Eq. (7.14), recall that $\mathcal{A}_P$ is upper diagonal, and hence so is $\mathcal{A}_P^{-1}$, and that $\mathcal{R}_P$ is tri-diagonal, yielding

$$[\mathcal{A}_P^{-1}\mathcal{R}_P(\mathcal{A}_P^{-1})^{tr}]_{i,i}$$

$$= \sum_{j,k=1}^{n} [\mathcal{A}_P^{-1}]_{i,j} [\mathcal{R}_P]_{j,k} [(\mathcal{A}_P^{-1})^{tr}]_{k,i}$$

$$= \sum_{j=1}^{n} \{ [\mathcal{A}_P^{-1}]_{i,j} [\mathcal{R}_P]_{j,j} [(\mathcal{A}_P^{-1})^{tr}]_{j,i} + [\mathcal{A}_P^{-1}]_{i,j+1} [\mathcal{R}_P]_{j+1,j} [(\mathcal{A}_P^{-1})^{tr}]_{j,i}$$

$$+ [\mathcal{A}_P^{-1}]_{i,j} [\mathcal{R}_P]_{j,j+1} [(\mathcal{A}_P^{-1})^{tr}]_{j+1,i} \}$$
where we keep the convention that for \( j = n \), \([\cdot]_{n,n+1} = [\cdot]_{n+1,n} = 0\). Therefore, from Eq. (6.8),

\[
\| [A_p^{-1} R_p (A_{p}^{-1})^t]_{i,i} \| \\
\leq \sum_{j=i}^{n} \{ \| [A_p^{-1}]_{i,j} \| \| [R_p]_{j,j} \| + 2 \| [A_p^{-1}]_{i,j+1} \| \| [A_p^{-1}]_{i,j} \| \| [R_p]_{j+1,j} \| \} \\
\leq \sum_{j=i}^{n} \left\{ \frac{3}{2} (\frac{1}{2})^{j-i} \left[ 2 \left( \cosh(2\sqrt{K_p^j \Delta}) \cosh(8\sqrt{K_p^{j+1} \Delta}) - 1 \right) \\
+ \frac{1}{2} \left( \cosh(\sqrt{K_p^j \Delta}) \cosh(5\sqrt{K_p^{j+1} \Delta}) - 1 \right) \right] \right\} \\
\leq \sum_{j=i}^{n} \frac{15}{2} \left( \frac{1}{2} \right)^{j-i} \left( \cosh(2\sqrt{K_p^j \Delta}) \cosh(8\sqrt{K_p^{j+1} \Delta}) - 1 \right) \\
\leq \sum_{j=i}^{n} 15\lambda_{i,j} \left( \cosh(2\sqrt{K_p^j \Delta}) \cosh(8\sqrt{K_p^{j+1} \Delta}) - 1 \right) \\
\leq \sum_{j=i}^{n} \lambda_{i,j} \left( \cosh(30\sqrt{K_p^j \Delta}) \cosh(120\sqrt{K_p^{j+1} \Delta}) - 1 \right)
\]

wherein the last inequality we used Eq. (10.5).

**Bounds on \( \dot{\rho}_P \) and Uniform Integrability.**

**Lemma 7.4.** Let \( \{\lambda_{i,j} : 1 \leq i \leq n, i \leq j \leq n\} \) be defined as in Proposition 7.3. Define \( \{p_{i,j} : 1 \leq i \leq n, i \leq j \leq n\} \) by

\[
p_{i,j} := \begin{cases} 
\frac{1}{2} (\lambda_{i,j} + \lambda_{i,j-1}) & j > i \\
\frac{1}{2} (\lambda_{i,i} + \lambda_{i,n}) & j = i 
\end{cases}
\]

Then,

\[
\text{det} \left( I + A_p^{-1} R_P (A_{p}^{-1})^t \right) \leq \prod_{i=1}^{n} \left( \sum_{j=i}^{n} p_{i,j} \cosh(240\sqrt{K_p^j \Delta}) \right)^d.
\]

Moreover, \( \sum_{j=1}^{n} p_{i,j} = 1 \) and \( \sum_{i=1}^{j} p_{i,j} < 3 \)

**Proof.** The matrix \( I + A_p^{-1} R_P (A_{p}^{-1})^t \) is symmetric positive definite, so we can apply Fischer’s inequality (see [24, Theorem 7.8.3]),

\[
\text{det}(I + A_p^{-1} R_P (A_{p}^{-1})^t) \leq \prod_{i=1}^{n} \text{det}([I + A_p^{-1} R_P (A_{p}^{-1})^t]_{i,i}) \\
\leq \prod_{i=1}^{n} (1 + \| [A_p^{-1} R_P (A_{p}^{-1})^t]_{i,i} \|)^d.
\]
From Proposition 7.3, 

\[
\leq \prod_{i=1}^{n} \left( 1 + \sum_{j=i}^{n} \lambda_{i,j} \left( \cosh(30\sqrt{K_j^P} \Delta) \cosh(120\sqrt{K_{j+1}^P} \Delta) - 1 \right) \right)^d \\
= \prod_{i=1}^{n} \left( \sum_{j=i}^{n} \lambda_{i,j} \cosh(30\sqrt{K_j^P} \Delta) \cosh(120\sqrt{K_{j+1}^P} \Delta) \right)^d.
\]

Using that \( xy \leq \frac{1}{2}(x^2 + y^2) \),

\[
\leq \prod_{i=1}^{n} \left( \sum_{j=i}^{n} \frac{1}{2}(\lambda_{i,j} + \lambda_{i,j-1}) \cosh^2(120\sqrt{K_j^P} \Delta) \right)^d \\
\leq \prod_{i=1}^{n} \left( \sum_{j=i}^{n} p_{i,j} \cosh(240\sqrt{K_j^P} \Delta) \right)^d
\]

where we define \( \lambda_{i,i-1} := 0 \) and use Eq. (10.3). We now calculate,

\[
\sum_{j=i}^{n} p_{i,j} = \frac{1}{2} \left( 2 \sum_{j=i}^{n} \lambda_{i,j} \right) = 1. \text{ From the definition of } \lambda_{i,j} = (\frac{1}{2})^{j-i} \left( 2 - (\frac{1}{2})^{n-i} \right)^{-1} \leq (\frac{1}{2})^{j-i}, \text{ and therefore, } \sum_{i=1}^{j} p_{i,j} \leq \sum_{i=1}^{j} \frac{3}{2} \left( \frac{1}{2} \right)^{j-i} < 3. \]

**Proposition 7.5.** Let \( \zeta > 0, p \in \mathbb{N}, \) and \( \{ p_{i,j} : 1 \leq i \leq n, i \leq j \leq n \} \) be defined as in Lemma 7.4. Then,

(7.17) \[ \limsup_{n \to \infty} \mathbb{E} \left[ \prod_{i=1}^{n} \left( \sum_{j=i}^{n} p_{i,j} \cosh(\zeta \| \Delta_j b \|) \right)^p \right] < \infty. \]

**Proof.** For convenience define \( x_j := \zeta \| \Delta_j b \|. \) Using the geometric-arithmetic mean inequality,

\[
\prod_{i=1}^{n} \left( \sum_{j=i}^{n} p_{i,j} \cosh(x_j) \right)^p \leq \left( \sum_{i=1}^{n} \frac{1}{n} \left( \sum_{j=i}^{n} p_{i,j} \cosh(x_j) \right) \right)^n p \\
= \left( \sum_{i=1}^{n} \sum_{j=i}^{n} \frac{p_{i,j}}{n} \cosh(x_j) \right)^n p \\
= \left( 1 + \sum_{i=1}^{n} \sum_{j=i}^{n} \frac{p_{i,j}}{n} (\cosh(x_j) - 1) \right)^n p \\
< \left( 1 + \frac{3}{n} \sum_{j=1}^{n} (\cosh(x_j) - 1) \right)^n p
\]
Where we used Lemma 7.4 to realize ∑_{i=1}^{n} p_i = 1 and ∑_{i=1}^{n} p_i < 3. Estimating the sum on the right hand side of the inequality,

\[
\sum_{j=1}^{n} (\cosh(x_j) - 1) = \sum_{j=1}^{n} \sum_{k=1}^{\infty} \frac{x_j^{2k}}{(2k)!} \leq \sum_{k=1}^{\infty} \frac{\|x\|^{2k}}{(2k)!} = \cosh(\|x\|) - 1
\]

where \( x := (x_1, ..., x_n) \). Fix some \( \alpha \in (0, \frac{1}{4p}) \) and let \( C_\alpha \) such that

\[
\cosh(\|x\|) - 1 \leq C_\alpha (e^{\alpha \|x\|^2} - 1) = C_\alpha (e^{\tilde{\alpha} \|B_n\|^2} - 1)
\]

where \( B_n := (\Delta_1 b, ..., \Delta_n b) \) and \( \tilde{\alpha} = \zeta^2 \alpha \in (0, \frac{1}{4p}) \). Therefore, using the above inequalities and Lemma 10.9,

\[
\limsup_{n \to \infty} \mathbb{E}\left[ \prod_{i=1}^{n} \left( \sum_{j=1}^{n} p_{i,j} \cosh(\|\Delta_j b\|) \right)^p \right] \\
\leq \limsup_{n \to \infty} \mathbb{E}\left[ \left( 1 + \frac{3}{n} \sum_{j=1}^{n} (\cosh(\|\Delta_j b\|) - 1) \right)^{n^p} \right] \\
\leq \limsup_{n \to \infty} \mathbb{E}\left[ \left( 1 + \frac{3C_\alpha}{n} (e^{\tilde{\alpha} \|B_n\|^2} - 1) \right)^{n^p} \right] < \infty.
\]

The following Theorem is the main result for this section and is, in fact, just a corollary of what we’ve shown thus far.

**Theorem 7.6.** For any \( p \in \mathbb{N} \),

\[
\limsup_{|\mathcal{P}| \to 0} \mathbb{E}\left[ (\det(I + A_{p}^{-1} R_{\mathcal{P}}(A_{p}^{\mathcal{P}})^{-1}))^p \right] < \infty.
\]

In particular, given some \( p \in \mathbb{N} \), there exists \( N \in \mathbb{N} \) and \( C < \infty \) such that

\[
\sup_{n \geq N} \{ \mathbb{E}((\hat{\rho}_p)^p) : |\mathcal{P}| = n \} < C.
\]

This further implies that \( \{ \hat{\rho}_p : |\mathcal{P}| = n, n \in \mathbb{N} \} \) are uniformly integrable.

**Proof.** From Lemma 7.4 and Eq. (7.4),

\[
(\det(I + A_{p}^{-1} R_{\mathcal{P}}(A_{p}^{\mathcal{P}})^{-1}))^p \leq \prod_{i=1}^{n} \left( \sum_{j=1}^{n} p_{i,j} \cosh(240 \sqrt{K_j^p \Delta}) \right)^{dp} \\
\leq \prod_{i=1}^{n} \left( \sum_{j=1}^{n} p_{i,j} \cosh(240 \sqrt{K_j \|\Delta_j b\|}) \right)^{dp}.
\]

Applying Proposition 7.5,

\[
\limsup_{|\mathcal{P}| \to 0} \mathbb{E}\left[ \prod_{i=1}^{n} \left( \sum_{j=1}^{n} p_{i,j} \cosh(240 \sqrt{K_j \|\Delta_j b\|}) \right)^{dp} \right] < \infty,
\]
concluding the proof of Eq. (7.13). From here, Eq. (7.19) is simply a matter of combining the definitions of $\tilde{\rho}_P$ and $\limsup$. ■

8. The Space $H^c_P$

We now begin the journey to find an expression for the limit of $\tilde{\rho}_P$. Lemma 8.2 below will be used to allow us to restrict $H_P(M)$ to the better-behaved space $H^c_P(M)$, where we control the size of $||\Delta b||$. This then gives us the ability to Taylor expand the pieces making up $\tilde{\rho}_P$ in terms of $||\Delta b||$ and eventually neglect higher order terms in the limit.

**Definition of $H^c_P$ and Preliminary Estimates.** Let $\varepsilon > 0$. Define the subspace $H^c_P(\mathbb{R}^d) \subset H_P(\mathbb{R}^d)$ by,

$$H^c_P(\mathbb{R}^d) := \{ \nu^{th}_{i=1} ||\Delta b|| \leq \varepsilon \} \cap H_P(\mathbb{R}^d).$$

From here we can define $H^c_P(M) \subset H_P(M)$ by

$$H^c_P(M) = \phi(H^c_P(\mathbb{R}^d))$$

where $\phi$ is Cartan’s Development discussed in Section 3. It is worth noting that we might have also chosen to define $H^c_P(M)$ equivalently as,

$$H^c_P(M) = \left\{ \sigma \in H_P(M) : \nu^{th}_{i=1} \int_{s_{i-1}}^{s_i} ||\sigma'(s)|| \leq \varepsilon \right\}.$$

Lemma 8.1 is proved in [3, Proposition 5.13] and left unproved here. Lemma 8.2 is a similar estimate that we need so we can focus on the limiting behavior of $\tilde{\rho}_P$ on $H^c_P(\mathbb{R}^d)$. Recall from Assumption 2 that we are using an equally spaced partition and $|\mathcal{P}| = \Delta$.

**Lemma 8.1.** For any $\varepsilon > 0$, there is a constant $C = C(d) < \infty$ such that

$$\nu_{\mathcal{S}_P}(H_P(M) \setminus H^c_P(M)) \leq \frac{C}{\varepsilon^2} \exp \left\{ -\frac{\varepsilon^2}{4\Delta} \right\}.$$

**Lemma 8.2.** For $\varepsilon > 0$ and sufficiently small $\Delta$, there exists a $C = C(d) < \infty$ such that

$$\nu_{\mathcal{G}_P}(H_P(M) \setminus H^c_P(M)) \leq \frac{C}{\sqrt{\Delta\varepsilon}} \exp \left\{ -\frac{\varepsilon^2}{8\Delta} \right\}.$$

**Proof.** Set $\Gamma = H_P(M) \setminus H^c_P(M)$. Let $B_i := \{ ||\Delta b|| > \varepsilon \} \subset W(\mathbb{R}^d)$, and $B := \bigcup_i B_i$. We have, $\phi^{-1}(\Gamma) = H_P(\mathbb{R}^d) \setminus H^c_P(\mathbb{R}^d) = B \cap H_P(\mathbb{R}^d)$, and $(b^P)^{-1}(B \cap H_P(\mathbb{R}^d)) = \bigcup_i \{ ||\Delta b|| > \varepsilon \} = B$. Therefore, $\phi(b^P)^{-1}(\Gamma) = B$ and

$$\nu_{\mathcal{G}_P}(\Gamma) = \int_{\Gamma} d\nu_{\mathcal{G}_P} = \int_{\Gamma} \tilde{\rho}_P d\nu_{\mathcal{S}_P} = \int_{B} \tilde{\rho}_P d\mu$$

$$\leq \sum_{i=1}^{n} \int_{B_i} \tilde{\rho}_P d\mu \leq \sum_{i=1}^{n} (E[1_{B_i}])^{1/2} (E[(\tilde{\rho}_P)^2])^{1/2}.$$

Here the second equality comes from $\nu_{\mathcal{G}_P} = \rho_P \nu_{\mathcal{S}_P}$, the third equality comes from Theorem 1.2. Applying Theorem 4.2 with $n$ sufficiently large (equivalently, $\Delta$ sufficiently small), we find a constant $C < \infty$ such that

$$\sup \{ (E[(\tilde{\rho}_P)^2])^{1/2} : \#(\mathcal{P}) = n, n \text{ sufficiently large } \} \leq C.$$
Further, from Lemma [10.1] with \(k = 0\) and \(a = \varepsilon / \sqrt{|P|} = \varepsilon / \sqrt{\Delta}\),

\[
E[1_{B_i}] \leq \frac{C \Delta}{\varepsilon^2} \exp\{-\frac{\varepsilon^2}{4 \Delta}\}.
\]

Therefore,

\[
\nu_{G_{\rho}}(\Gamma) \leq \sum_{i=1}^{n} \left( E[1_{B_i}] \right)^{1/2} \left( E[|\hat{\rho}|^2] \right)^{1/2} \leq C \sum_{i=1}^{n} \frac{\sqrt{\Delta}}{\varepsilon} \exp\{-\frac{\varepsilon^2}{8 \Delta}\}
\]

\[
= C \frac{\sqrt{\Delta}}{\Delta \varepsilon} \exp\{-\frac{\varepsilon^2}{2 \Delta \varepsilon}\} = \frac{C}{\sqrt{\Delta \varepsilon}} \exp\{-\frac{\varepsilon^2}{2 \Delta \varepsilon}\},
\]

where we are certainly using the fact that \(\Delta = 1\).

We conclude this section with a few estimates which motivate several of the bounds that we make in the sequel.

**Corollary 8.3.** Given a bounded measurable function \(f\) on \(H_0(M)\) and sufficiently small \(\Delta\), there exists a \(C < \infty\) depending only on \(d\) and the bound on \(f\) such that

\[
\left| \int_{H_0(M) \setminus H_{0}\left(G_{\rho}\right)} f(\sigma) \rho_{P}(\sigma) d\mu_{S_{p}}(\sigma) \right| \leq \frac{C}{\sqrt{\Delta \varepsilon}} \exp\{-\frac{\varepsilon^2}{2 \Delta \varepsilon}\}.
\]

**Proof.** This is immediate using Lemma 8.2 along with the fact that \(d\mu_{G_{\rho}} = \rho d\nu_{S_{p}}\).

**Corollary 8.4.** Take \(a, c > 0\) and \(p \in \mathbb{N}\) with \(p \geq 2\). Let \(\Gamma \subset \{1, 2, \ldots, n\}\) with \(#(\Gamma) = m\). Suppose \(Y\) is a random variable on \(H_{p}(\mathbb{R}^{d})\) such that \(|Y| \leq c \sum_{i \in \Gamma} \|\Delta_{i} b\|^p\). For sufficiently small \(\Delta\) and \(\varepsilon\), there exists a \(C = C(d, c, a, p) < \infty\) such that,

\[
\int_{H_{p}(\mathbb{R}^{d})} \left| e^{Y} - 1 \right|^a d\mu_{S_{p}} \leq C m \Delta^{\frac{a}{2}}.
\]

**Proof.** Since \((e^{Y} - 1)^a \leq e^{a |Y|} - 1\), we will assume that \(a = 1\) without losing generality. From Eq. (10.11) and Theorem (12),

\[
\int_{H_{p}(\mathbb{R}^{d})} |e^{Y} - 1| d\mu_{S_{p}}
\]

\[
\leq c \sum_{i \in \Gamma} \int_{H_{p}(\mathbb{R}^{d})} \|\Delta_{i} b\|^p \exp\left\{ e^{\varepsilon - p - 2} \sum_{j \in \Gamma} \|\Delta_{j} b\|^2 \right\} d\mu_{S_{p}}
\]

\[
\leq c \sum_{i \in \Gamma} \int_{H_{p}(\mathbb{R}^{d})} \|\Delta_{i} b\|^p \exp\left\{ e^{\varepsilon - p - 2} \sum_{j \in \Gamma} \|\Delta_{j} b\|^2 \right\} d\mu_{S_{p}}
\]

\[
= c \sum_{i \in \Gamma} \mathbb{E} \left[ \|\Delta_{i} b\|^p \exp\left\{ e^{\varepsilon - p - 2} \sum_{j \in \Gamma} \|\Delta_{j} b\|^2 \right\} \right]
\]

\[
\leq C m \Delta^{\frac{a}{2}}
\]

where the last inequality follows from Eq. (10.16) in Lemma [10.3].

**Taylor Expansions in \(H_{p}^{\Delta}\).** Our approach to come upon the limiting function of \(\hat{\rho}_{P}\) as \(|P| \to 0\) is to expand the entries in \(G_{P}^{FP}\), \(\int_{0}^{\Delta} \{S_{i}^{P}(s)\}^{tr} S_{i}^{P}(s) +

Therefore with $\varepsilon > 0$. Combining Eq. (5.5) and Eq. (8.7) implies that $i$ chosen independent of the curvature of $A$ implies $\|\Delta_i b\| \leq \varepsilon$, which is a fact that is frequently used in the below estimates.

It is convenient here to use the notation $A = O(r)$ for an operator $A$ and $r > 0$ to mean $\|A\| \leq Cr$ for some bounding constant $C$ possibly depending on $\varepsilon$ and the curvature of $M$. Using this notation, Eqs. (5.5) and (5.6) can be restated as $A_i^P \Delta^2 = O(\|\Delta_i b\|^2)$ and $(\frac{d}{dx} A_i^P) \Delta^3 = O(\|\Delta_i b\|^3)$ with $C = \kappa$.

Lemma 8.5. For sufficiently small $\varepsilon > 0$ and $s \in (0, \Delta]$,\hspace{1cm} (8.7) \hspace{1cm} S_i^P (s) = sI + \frac{s^3}{6} A_i^P (0) + O(s\|\Delta_i b\|^3),

(8.8) \hspace{1cm} C_i^P (s) = I + \frac{s^2}{2} A_i^P (0) + O(\|\Delta_i b\|^3),

and

\hspace{1cm} (8.9) \hspace{1cm} V_i^P = (\Delta - s)I + \left(\frac{\Delta^3 - s\Delta^2}{6}\right) A_i^P (0) + \left(\frac{3\Delta s^2 - 2\Delta^2 s - s^3}{6}\right) A_i^P (0) + O(\Delta(\|\Delta_i b\|^3 + \|\Delta_{i+1} b\|^3))

on $H^P_\varepsilon (\mathbb{R}^d)$. Moreover, the bounding constant can be taken independent of $i$.

Proof. The fact that we can choose the bounding constant independent of $i$ comes from Eqs. (5.5) and (5.6), where the bound on $A_i^P$ and its derivative can be chosen independent of $i$. From here Eqs. (8.7) and (8.8) are a direct consequence of (5.5). Combining Eq. (5.5) and Eq. (8.7) implies that $s^{-1} S_i^P (s) - I = O(\|\Delta_i b\|^2)$. Therefore with $\varepsilon$ sufficiently small,

$$\left[\frac{S_i^P (s)}{s}\right]^{-1} = \left[I + \frac{s^2}{6} A_i^P (0) + \left(\frac{S_i^P (s)}{s} - I - \frac{s^2}{6} A_i^P (0)\right)\right]^{-1}$$

$$= I - \frac{s^2}{6} A_i^P (0) - \left[\frac{S_i^P (s)}{s} - I - \frac{s^2}{6} A_i^P (0)\right] + \sum_{j=2}^{\infty} (-1)^j \left(\frac{S_i^P (s)}{s} - I\right)^j$$

$$= I - \frac{s^2}{6} A_i^P (0) + O(\|\Delta_i b\|^3),$$

and hence,

$$F_i^P = I + \frac{\Delta^2}{6} A_i^P (0) + \frac{\Delta^2}{3} A_i^P (0) + O(\|\Delta_i b\|^3 + \|\Delta_{i+1} b\|^3),$$

where $F_i^P$ is defined in Eq. (5.11). Finally,

$$V_i^P (s) = C_i^P (s) S_i^P (\Delta) - S_i^P (s) F_i^P$$

$$= (\Delta - s)I + \left(\frac{\Delta^3 - s\Delta^2}{6}\right) A_i^P (0) + \left(\frac{3\Delta s^2 - 2\Delta^2 s - s^3}{6}\right) A_i^P (0) + O(\Delta(\|\Delta_i b\|^3 + \|\Delta_{i+1} b\|^3)).$$
Proposition 8.6. For sufficiently small \( \varepsilon > 0 \),

(8.10) \[
\int_0^\Delta S_i^P(s)^T S_i^P(s) ds = \frac{\Delta^3}{3} I + \frac{\Delta^5}{15} A_i^P(0) + O(\Delta^3 \|\Delta_i b\|^3),
\]

(8.11) \[
\int_0^\Delta V_{i+1}^P(s)^T V_{i+1}^P(s) ds = \frac{\Delta^3}{3} I + \frac{\Delta^5}{9} A_i^P(0) - \frac{2\Delta^5}{45} A_{i+1}^P(0) + O(\Delta^3 \{\|\Delta_i b\|^3 + \|\Delta_{i+1} b\|^3\})
\]

(8.12) \[
\int_0^\Delta V_{i+1}^P(s)^T S_{i+1}^P(s) ds = \frac{\Delta^3}{6} I + \frac{13\Delta^5}{360} A_i^P(0) - \frac{7\Delta^5}{360} A_{i+1}^P(0) + O(\Delta^3 \{\|\Delta_i b\|^3 + \|\Delta_{i+1} b\|^3\})
\]
on \( H^*_P(\mathbb{R}^d) \). Moreover, the bounding constant can be taken independent of \( i \).

**Proof.** This follows from multiplying together the appropriate operators using the estimates from Lemma 8.5 and integrating over \([0, \Delta]\) keeping in mind that \((A_i^P)^T = A_i^P\). 

In light of Proposition 8.6 we decompose \( \mathcal{R}_P \) (on \( H^*_P(\mathbb{R}^d) \)) in the following way,

(8.13) \[
\mathcal{R}_P = \mathcal{U}_P + \mathcal{E}_P
\]

where \( \mathcal{U}_P \) is defined by

(8.14) \[
[\mathcal{U}_P]_{i,j} = \frac{\Delta^5}{360} \begin{cases} 16(4A_i^P(0) - A_{i+1}^P(0)) & i = j \\ 13A_i^P(0) - 7A_{i+1}^P(0) & i = j + 1, i + 1 = j \\ 0 & \text{otherwise} \end{cases}
\]

with \( A_{n+1}^P \equiv 0 \), and the blocks of \( \mathcal{E}_P \) have size estimates,

(8.15) \[
[\mathcal{E}_P]_{i,j} = \begin{cases} O(\Delta^3 \{\|\Delta_i b\|^3 + \|\Delta_{i+1} b\|^3\}) & i = j, i = j + 1, i + 1 = j \\ 0 & \text{otherwise} \end{cases}
\]

where the bounding constant can be taken independent of \( i \) and further depends only on \( \varepsilon \) and the curvature of the manifold, and remains bounded as \( \varepsilon \to 0 \).

9. The Proof of Theorem 2.1

**Proof of Theorem 2.1** We decompose the limit in Eq (2.5) into three parts, each of which we show goes to zero:

(9.1) \[
\lim_{|P| \to 0} \left| \int_{H^*_P(M)} f(\sigma) d\nu_{G_P}(\sigma) - \int_{H^*_P(\mathbb{R}^d)} f(\phi(\omega)) \tilde{\rho}(\omega) d\mu_{S_P}(\omega) \right|,
\]

(9.2) \[
\lim_{|P| \to 0} \left| \int_{H^*_P(\mathbb{R}^d)} f(\phi(\omega)) \left[ \tilde{\rho}(\omega) - e^{-\frac{24\pi^2}{20\varepsilon^2} \int_0^1 \text{Scal}(\phi(\omega)(s)) ds} \right] d\mu_{S_P}(\omega) \right|,
\]

and

(9.3) \[
\lim_{|P| \to 0} \left| \int_{H^*_P(\mathbb{R}^d)} f(\phi(\omega)) e^{-\frac{24\pi^2}{20\varepsilon^2} \int_0^1 \text{Scal}(\phi(\omega)(s)) ds} d\mu_{S_P}(\omega) \right. \\
\left. - \int_{W(M)} f(\sigma) e^{-\frac{24\pi^2}{20\varepsilon^2} \int_0^1 \text{Scal}(\sigma(s)) ds} d\nu(\sigma) \right|.
\]
Proposition 9.1 below shows Eqs. (9.1) and (9.3) are both zero. Proposition 9.11 below shows Eq. (9.2) is zero. This completes the proof of Theorem 2.1 once these two propositions have been established.

This proof holds true to our general scheme, where Eq. (9.1) lets us translate from the manifold setting to flat space, Eq. (9.2) finds the limit of $\tilde{\rho}$ in flat space, and Eq. (9.3) then translates the flat space limit back to the manifold setting.

We already have the enough machinery to take care of two of these limits immediately.

**Proposition 9.1.** Under the hypotheses of Theorem 2.1, the limits in Eqs. (9.1) and (9.3) are zero.

**Proof.** From Corollary 8.3 it suffices to assume the space $H^P_\varepsilon(R^d)$ is replaced with $H^P(R^d)$. The fact that Eq. (9.1) vanishes is now just a quick application of Theorem 4.2 along with the recollection that on $H^P(R^d)$, $\tilde{\rho} = \rho$. Another application of Theorem 4.2 reduces Eq. (9.3) to,

$$\lim_{|P| \to 0} \left| \int_{H^P(M)} f(\sigma)e^{-\frac{2\sqrt{3}}{20}\int_0^1 \text{Scal}(\sigma(s))ds} d\nu_{S_P}(\sigma) \right| - \int_{W(M)} f(\sigma)e^{-\frac{2\sqrt{3}}{20}\int_0^1 \text{Scal}(\sigma(s))ds} d\nu(\sigma).$$

However, the fact that this vanishes is the substance of Theorem 4.1 and precisely why we chose to compare $\nu_{G_P}$ to $\nu_{S_P}$.

Therefore, we need only focus on the limit in Eq. (9.2) to complete the proof of Theorem 2.1.

**Finding the Limit of Equation (9.2).** It is fruitful for us to rewrite $\tilde{\rho}$ in Eq. (5.25) as

$$\tilde{\rho} = \sqrt{\det (I + \mathcal{L}^{-1/2} \mathcal{L}^{-1/2})},$$

(9.4)

keeping Eq. (8.13) in mind.

At first glance it might seem somewhat mysterious that $\tilde{\rho}$ limits to the desired exponential term, however, we have the following lemma.

**Lemma 9.2.** Let $U \in \mathcal{L}(V)$ with $\|U\| < 1$. Define $T_k(U) = \sum_{m=k+1}^{\infty} \frac{(-1)^m}{m} \text{tr}(U_m)$ and $\Psi_{k+1}(U) = \sum_{m=k+1}^{\infty} \frac{(-1)^{m+1}}{m} \text{tr}(U_m)$. Then,

$$\det(I + U) = \exp \{ T_k(U) + \Psi_{k+1}(U) \}$$

(9.5)

with

$$|\Psi_{k+1}(U)| \leq \frac{N \|U\|^{k+1}}{1 - \|U\|}.$$  

(9.6)

If we further assume that $U$ is normal then,

$$|\Psi_{k+1}(U)| \leq \|U\|^2 \frac{\|U\|^{k-1}}{1 - \|U\|}.$$  

(9.7)
Proof. With \( \|U\| < 1 \), \( \Re(\det(I + U)) > 0 \), and hence we have the familiar formula

\[
\log(\det(I + U)) = \sum_{m=1}^{\infty} \frac{(-1)^{m+1}}{m} \text{tr}(U^m).
\]

Eq. (9.5) now results. Eq. (9.6) then comes from estimating the trace as \( |\text{tr}(U^m)| \leq N\|U\|^m \) which yields,

\[
|\Psi_{k+1}(U)| \leq N \sum_{m=k+1}^{\infty} \frac{\|U\|^m}{m} \leq N\|U\|^{k+1} 1 - \|U\|.
\]

If \( U \) is normal then, \( |U^2| = |U|^2 \). For \( m \geq 2 \),

\[
|\text{tr}(U^m)| \leq \|U\|^{m-2} \text{tr}(|U|^2) = \|U\|^{m-2} \text{tr}(|U|^2) = \|U\|^{m-2}\|U\|^2.
\]

Thus for \( k \geq 1 \),

\[
|\Psi_{k+1}(U)| \leq \sum_{m=k+1}^{\infty} \frac{\|U\|^{m-2}}{m} \|U\|^2 \leq \|U\|^2 \frac{\|U\|^{k-1}}{1 - \|U\|}.
\]

Hence on the event that \( \|\mathcal{L}^{-1/2}_p(U_p + \mathcal{E}_p)\mathcal{L}^{-1/2}_p\| < 1 \) we can apply Lemma 9.2 yielding

\[
\hat{\rho}_p = \exp \frac{1}{2} \left\{ \text{tr}(\mathcal{L}^{-1/2}_p U_p \mathcal{L}^{-1/2}_p) + \text{tr}(\mathcal{L}^{-1/2}_p \mathcal{E}_p \mathcal{L}^{-1/2}_p) + \Psi_2(\mathcal{L}^{-1/2}_p R_p \mathcal{L}^{-1/2}_p) \right\}
\]

with

\[
\left| \Psi_2(\mathcal{L}^{-1/2}_p R_p \mathcal{L}^{-1/2}_p) \right| \leq \frac{\|\mathcal{L}^{-1/2}_p R_p \mathcal{L}^{-1/2}_p\|_2^2}{1 - \|\mathcal{L}^{-1/2}_p R_p \mathcal{L}^{-1/2}_p\|}.
\]

Proposition 9.5 below shows that \( \exp \frac{1}{2} \left\{ \text{tr}(\mathcal{L}^{-1/2}_p U_p \mathcal{L}^{-1/2}_p) \right\} \) is what contributes in the limit as \( |\mathcal{P}| \to 0 \), while the other factors vanish. This will then turn our focus to understanding the behavior of \( \text{tr}(\mathcal{L}^{-1/2}_p U_p \mathcal{L}^{-1/2}_p) \).

**Lemma 9.3.** Let \( U_p \) and \( \mathcal{E}_p \) be as in Eqs. (8.14) and (8.15) respectively. Then there exists some \( C = C(d, \text{curvature}) < \infty \) such that,

\[
|\text{tr}(\mathcal{L}^{-1/2}_p U_p \mathcal{L}^{-1/2}_p)| \leq C \sum_{i=1}^{n} \|\Delta_i b\|^2
\]

and

\[
|\text{tr}(\mathcal{L}^{-1/2}_p \mathcal{E}_p \mathcal{L}^{-1/2}_p)| \leq C \sum_{i=1}^{n} \|\Delta_i b\|^3.
\]

**Proof.** Both \( U_p \) and \( \mathcal{E}_p \) are symmetric, so we can therefore apply Corollary 6.4 to find some \( \Lambda = \Lambda(d) < \infty \) with

\[
|\text{tr}(\mathcal{L}^{-1/2}_p U_p \mathcal{L}^{-1/2}_p)| \leq \frac{\Lambda}{\Delta^2} \sum_{i=1}^{n} (|\text{tr}(\mathcal{L}_p|_{i,i})| + |\text{tr}(\mathcal{L}_p|_{i,i+1})|)
\]
and

\[ |\text{tr}(\mathcal{L}_P^{-1/2}\mathcal{E}_P\mathcal{L}_P^{-1/2})| \leq \frac{\Lambda}{\Delta} \sum_{i=1}^{n} (\|\mathcal{E}_P\|_{i,i} + \|\mathcal{E}_P\|_{i,i+1}).\]

Eq. (8.15) along with the above estimate is enough to imply Eq. (9.12). To finish the proof of Eq. (9.11), it is sufficient to show that there is some \(C = C(d, \text{curvature}) < \infty\) such that \(|\text{tr}([\mathcal{U}_P]_{m,m})|\) and \(|\text{tr}([\mathcal{U}_P]_{m,m+1})|\) are bounded by \(C(\|\Delta_i b\|^2 + \|\Delta_{m+1} b\|^2)\). However, the bound on curvature along with Eqs. (5.5) and (8.11) imply the existence of just such a \(C\). \(\blacksquare\)

**Lemma 9.4.** Define the event \(\mathcal{A}_P \subset W(\mathbb{R}^d)\) by

\[ \mathcal{A}_P = \left\{ \sum_{i=1}^{n} \|\Delta_i b\|^4 \leq \frac{1}{4} \right\}.\]

For sufficiently small \(\varepsilon\) and \(\Delta\), there is a constant \(C = C(d, \text{curvature}) < \infty\) such that

\[ |\text{tr}(\mathcal{L}_P^{-1/2}\mathcal{E}_P\mathcal{L}_P^{-1/2})| + |\Psi_2(\mathcal{L}_P^{-1/2}\mathcal{R}_P\mathcal{L}_P^{-1/2})| \leq C \sum_{i=1}^{d} \|\Delta_i b\|^3\]

on \(H_P(\mathbb{R}^d) \cap \mathcal{A}_P\).

**Proof.** Focusing on the second term, from Theorem 6.1,

\[ \|\mathcal{L}_P^{-1/2}\mathcal{R}_P\mathcal{L}_P^{-1/2}\|_2^2 \leq \|\mathcal{L}_P^{-1/2}\|_2^2 \|\mathcal{R}_P\|_2^2 \leq 16\Delta^{-6}\|\mathcal{R}_P\|_2^2.\]

From Proposition 7.3,

\[ \|\mathcal{R}_P\|_{i,i}, \|\mathcal{R}_P\|_{i,i+1}, \|\mathcal{R}_P\|_{i+1,i} \leq 2\Delta^3 \left( \cosh(2\sqrt{K_{i,i}^P} \Delta) \cosh(8\sqrt{K_{i+1,i}^P} \Delta) - 1 \right) \leq 2\Delta^3 \left( \cosh(2\kappa ||\Delta_i b||) \cosh(8\kappa ||\Delta_{i+1} b||) - 1 \right) \]

where the second inequality follows from Eq. (7.3). Further, on \(H_P(\mathbb{R}^d)\),

\[ (\cosh(2\kappa ||\Delta_i b||) \cosh(8\kappa ||\Delta_{i+1} b||) - 1) \leq C(||\Delta_i b||^2 + ||\Delta_{i+1} b||^2).\]

For sufficiently small \(\varepsilon\) we can take \(C\) such that \(24 d C^2 \leq 1/16\). Now,

\[ \|\mathcal{R}_P\|_2^2 \leq d \sum_{i=1}^{n} \left( \|\mathcal{R}_P\|_{i,i}^2 + \|\mathcal{R}_P\|_{i,i+1}^2 + \|\mathcal{R}_P\|_{i+1,i}^2 \right) \leq 12 d C^2 \Delta^6 \sum_{i=1}^{n} (||\Delta_i b||^2 + ||\Delta_{i+1} b||^2)^2 \leq 24 d C^2 \Delta^6 \sum_{i=1}^{n} ||\Delta_i b||^4 \leq \frac{1}{16} \Delta^6 \sum_{i=1}^{n} ||\Delta_i b||^4.\]

Therefore \(\|\mathcal{L}_P^{-1/2}\mathcal{R}_P\mathcal{L}_P^{-1/2}\|_2^2 \leq \sum_{i=1}^{n} ||\Delta_i b||^4\). This further implies that on \(\mathcal{A}_P\),

\[ \|\mathcal{L}_P^{-1/2}\mathcal{R}_P\mathcal{L}_P^{-1/2}\|_2 \leq \|\mathcal{L}_P^{-1/2}\mathcal{R}_P\mathcal{L}_P^{-1/2}\|_2 \leq \sqrt{\sum_{i=1}^{n} ||\Delta_i b||^4} \leq \frac{1}{2}.\]
Hence, \(1 - \|L_p^{-1/2} R_p L_p^{-1/2}\| \geq \frac{1}{2}\) and we have
\[
\left| \Psi_2(L_p^{-1/2} R_p L_p^{-1/2}) \right| \leq \frac{\|L_p^{-1/2} R_p L_p^{-1/2}\|_2^2}{1 - \|L_p^{-1/2} R_p L_p^{-1/2}\|} \leq 2 \sum_{i=1}^{n} \|\Delta_i b\|^4.
\]

Eq. (9.12) in Lemma 9.3 above gives the existence of some \(\Lambda < \infty\) depending only on curvature and \(d\) such that,
\[
|\text{tr}(L_p^{-1/2} E_p L_p^{-1/2})| \leq \Lambda \sum_{i=1}^{n} \|\Delta_i b\|^3.
\]

Therefore on \(H_p^d(\mathbb{R}^d) \cap \mathcal{A}_p\),
\[
\left| \text{tr}(L_p^{-1/2} E_p L_p^{-1/2}) \right| + \left| \Psi_2(L_p^{-1/2} R_p L_p^{-1/2}) \right| \leq \Lambda \sum_{i=1}^{n} \|\Delta_i b\|^3 + 2 \sum_{i=1}^{n} \|\Delta_i b\|^4 \leq (\Lambda + 2\varepsilon) \sum_{i=1}^{n} \|\Delta_i b\|^3 \leq C \sum_{i=1}^{n} \|\Delta_i b\|^3
\]
which concludes the proof. \(\blacksquare\)

**Proposition 9.5.** Let \(X_p := \frac{1}{2} \text{tr} \left( L_p^{-1/2} U_p L_p^{-1/2} \right) \). Then for sufficiently small \(\Delta\) and \(\varepsilon\), there exists a \(C < \infty\) depending only on \(d\) and the bound on the curvature of \(M\) such that,
\[
(9.14) \quad \int_{H_p^d(\mathbb{R}^d)} \left| \hat{\rho}_p - e^{X_p} \right| d\mu_{S_p} \leq C \Delta^{1/4}.
\]

**Proof.** Let \(\mathcal{A}_p\) be as in Lemma 9.4 Define the random variable \(y_p\) by
\[
y_p := \frac{1}{2} \left( \text{tr}(L_p^{-1/2} E_p L_p^{-1/2}) + \Psi_2(L_p^{-1/2} R_p L_p^{-1/2}) \right).
\]

By Theorem 7.4 \(E[|y_p|^2] < \infty\) independent of \(n\). By Lemma 10.7 and Eq. (9.13), we only need to show that \(|E[e^{2|y_p|} - 1]| \leq C \Delta^{1/2}\), which follows from Eq. (9.14) along with Corollary 8.3.

On the compliment \(F := H_p^d(\mathbb{R}^d) \cap \mathcal{A}_p\),
\[
\int_{F} \left| \hat{\rho}_p - e^{X_p} \right| d\mu_{S_p} \leq \int_{F} (|\hat{\rho}_p| + |e^{X_p}|) d\mu_{S_p}
\]
\[
\leq \left( E \left[ |\hat{\rho}_p|^2 \right]^{1/2} + E \left[ e^{2X_p} \right]^{1/2} \right) E \left[ \frac{1}{n} \sum_{i=1}^{n} \|\Delta_i b\|^4 \right]^{1/2}.
\]

Another application of Lemma 10.4 and using Theorem 7.6 ensures that \(E \left[ |\hat{\rho}_p|^2 \right]^{1/2} + E \left[ e^{2X_p} \right]^{1/2}\) stays bounded for sufficiently small \(\Delta\). Noticing that
\[
\left\{ \sum_{i=1}^{n} \|\Delta_i b\|^4 > \frac{1}{4} \right\} \subset \bigcup_{i=1}^{n} \left\{ \|\Delta_i b\|^4 > \frac{1}{4n} \right\}
\]
\[
\dist \bigcup_{i=1}^{n} \left\{ \|Z_i\| > \left( \frac{n}{4} \right)^{1/4} \right\}.
\]

where \(\{Z_i\}\) are i.i.d. with \(Z_i \dist b_1\). Lemma 10.6 gives,
\[
E \left[ \frac{1}{n} \sum_{i=1}^{n} C \sqrt{n} e^{-\frac{Z_i}{\Delta}} \right] \leq C \sqrt{\Delta} e^{-\frac{C}{\sqrt{\Delta}}} e^{-\frac{n}{4\Delta}}.
\]
Combining these facts implies the claim. ■

With Proposition 9.5 we turn our attention to \( \text{tr} \left( \mathcal{L}^{-1/2}_P \mathcal{U} \mathcal{L}^{-1/2}_P \right) \).

**Lemma 9.6.** For \( \beta^P_k, \alpha^m_k \) and \( \lambda^P_k \) as in Theorem 6.1,

\[
\text{tr} \left( \mathcal{L}^{-1/2}_P \mathcal{U}_P \mathcal{L}^{-1/2}_P \right) = \sum_{m,k=1}^{n} \left( \frac{\beta^P_k}{\lambda^P_k} \right)^2 \left[ (\alpha^m_k)^2 \text{tr}([\mathcal{U}]_{m,m}) + 2\alpha^m_k \alpha^{m+1}_k \text{tr}([\mathcal{U}]_{m,m+1}) \right] \tag{9.15}
\]

where for \( 1 \leq m \leq n \) (with \( \alpha^{n+1}_k = \alpha^0_k := 0 \)),

\[
\xi_{k,m} = \frac{2}{45} \left[ 4(\alpha^m_k)^2 - (\alpha^{m-1}_k)^2 \right] + \frac{1}{180} \alpha^m_k \left[ 13\alpha^{m+1}_k - 7\alpha^{m-1}_k \right]. \tag{9.17}
\]

**Proof.** Eq. (9.15) follows by applying Corollary 6.4. By the definition of \( \mathcal{U}_P \) in Eq 8.14,

\[
\text{tr} ([\mathcal{U}]_{m,m}) = \frac{\Delta^5}{45} \text{tr}(4\mathcal{A}^P_m(0) - \mathcal{A}^P_{m+1}(0)) \quad \text{and},
\]

\[
\text{tr} ([\mathcal{U}]_{m,m+1}) = \frac{\Delta^5}{360} \text{tr}(13\mathcal{A}^P_m(0) - 7\mathcal{A}^P_{m+1}(0)).
\]

This implies,

\[
(\alpha^m_k)^2 \text{tr}([\mathcal{U}]_{m,m}) + 2\alpha^m_k \alpha^{m+1}_k \text{tr}([\mathcal{U}]_{m,m+1})
\]

\[
= \Delta^5 \left[ \text{tr}(\mathcal{A}^P_m(0)) \left( \frac{8}{45} (\alpha^m_k)^2 + \frac{13}{180} \alpha^m_k \alpha^{m+1}_k \right) \right.
\]

\[
- \text{tr}(\mathcal{A}^P_{m+1}(0)) \left( \frac{2}{45} (\alpha^m_k)^2 + \frac{7}{180} \alpha^m_k \alpha^{m+1}_k \right) \right].
\]

Hence,

\[
\sum_{m=1}^{n} (\alpha^m_k)^2 \text{tr}([\mathcal{U}]_{m,m}) + 2\alpha^m_k \alpha^{m+1}_k \text{tr}([\mathcal{U}]_{m,m+1}) = \sum_{m=1}^{n} \Delta^5 \text{tr}(\mathcal{A}^P_m(0)) \xi_{k,m}.
\]

This leads to Eq. (9.16) by Eqs. (5.3) and (5.4). ■

**Corollary 9.7.** Using the same notation as Corollary 6.3 there is some \( C = C(\text{curvature}) \) such that

\[
\sum_{m \in \Omega} \frac{(\beta^P_m)^2}{\lambda^P_m} \Delta^3 \langle \text{Ric}_{u(s_m-1)} \Delta_m b, \Delta_m b \rangle \xi_{n,m} < C \left( \frac{4}{9} \right)^{\frac{p}{2}} \sum_{m \in \Omega} \| \Delta_m b \|^2 \tag{9.18}
\]

and

\[
\sum_{m \in \partial s} \frac{(\beta^P_m)^2}{\lambda^P_m} \Delta^3 \langle \text{Ric}_{u(s_m-1)} \Delta_m b, \Delta_m b \rangle \xi_{n,m} \leq C \sum_{m \in \partial s} \| \Delta_m b \|^2 \tag{9.19}
\]
Proof. Since \( \text{Ric} \) and \( \Delta^3 / \lambda_k \) are bounded independent of \( n \), this result comes down to understanding the size of \( (\beta_n^p)^2 \xi_{n,m} \). Recall that in Theorem 6.1 for \( n \geq 2 \), \( \gamma_n \in (-2, -3/2) \) and \( \alpha_k^m = \gamma_n^m - \gamma_{n-1}^m \). From Eq. (6.5), \( (\beta_n^p)^2 = O(\gamma_n^{-2n}) \), and from Eq. (6.17), \( \xi_{n,m} = O(\gamma_n^{-2m}) \). Therefore \( (\beta_n^p)^2 \xi_{n,m} = O(\gamma_n^{-2(n+m)}) \), which is enough to conclude Eq. (9.19).

For \( m \in \Omega_s \), \( n - m > (\delta / \pi)n \) and thusly,

\[
\sum_{m \in \Omega_s} \frac{(\beta_n^p)^2}{\lambda_k} \Delta^3 (\text{Ric}_{u(s_{m-1})} \Delta_m b, \Delta_m b) \xi_{n,m} \leq C (\gamma_n^{-2})^\delta \sum_{m \in \Omega_s} \| \Delta_m b \|^2
\]

\[
< C \left( \frac{4}{9} \right)^\frac{\delta}{\pi} \sum_{m \in \Omega_s} \| \Delta_m b \|^2
\]

which is Eq. (9.18). \( \square \)

An important fact that will be used is that from the definition of \( \alpha_k^m \) in Theorem 6.1 for \( 2 \leq m \leq n - 2 \) and \( 1 \leq k \leq n - 1 \),

\[
(9.20) \quad \xi_{k,m} = \frac{1}{15} + \frac{1}{60} \cos(\theta_k^p) + \text{rem}_{k,m}
\]

where the remainder term \( \text{rem}_{k,m} \) is given by,

\[
\text{rem}_{k,m} = \cos(2m\theta_k^p) \left\{ \frac{1}{45} (\cos(2\theta_k^p) - 4) - \frac{1}{60} \cos(\theta_k^p) \right\}
\]

\[
+ \sin(2m\theta_k^p) \left\{ \frac{1}{60} \sin(\theta_k^p) - \frac{1}{60} \sin(\theta_k^p) \right\}.
\]

It’s useful to write \( \xi_{k,m} \) in this fashion since what follows shows that as \( |P| \to 0 \), the terms involving \( \text{rem}_{k,m} \) vanish.

Lemma 9.8. Let \( \delta > 0 \). Using the notation from Corollary 6.3 there exists a \( C = C(\text{curvature}) < \infty \) such that,

\[
(9.22) \quad \sum_{m=2}^{n-1} \sum_{k=1}^{n-1} \frac{(\beta_n^p)^2}{\lambda_k} \Delta^3 (\text{Ric}_{u(s_{m-1})} \Delta_m b, \Delta_m b) \text{rem}_{k,m} \leq \frac{C}{n \sin(\delta)} \sum_{m=1}^{n} \| \Delta_m b \|^2 + C \sum_{m \in \partial s} \| \Delta_m b \|^2.
\]

Proof. Using Corollary 6.3 and Eq. (9.21),

\[
\sum_{m=2}^{n-1} \sum_{k=1}^{n-1} \frac{(\beta_n^p)^2}{\lambda_k} \Delta^3 (\text{Ric}_{u(s_{m-1})} \Delta_m b, \Delta_m b) \text{rem}_{k,m} \leq \sum_{m=2}^{n-1} \| \text{Ric}_{u(s_{m-1})} \Delta_m b, \Delta_m b \| \sum_{k=1}^{n-1} \frac{(\beta_k^p)^2}{\lambda_k} \Delta^3 \text{rem}_{k,m} \leq \frac{C}{n \sin(\delta)} \sum_{m \in \Omega_s} \| \Delta_m b \|^2 + C \sum_{m \in \partial s} \| \Delta_m b \|^2
\]

\[
\leq \frac{C}{n \sin(\delta)} \sum_{m=1}^{n} \| \Delta_m b \|^2 + C \sum_{m \in \partial s} \| \Delta_m b \|^2.
\]

\( \square \)
From here we are able to show that what actually contributes in the limit allows us to ignore the term \( k,m \). Moreover, we will see that those boundary cases of \( \xi_{k,m} \) for \( m = 1, n-1, n \) are also negligible and allow us to further simplify our expression when passing to the limit.

**Proposition 9.9.** For sufficiently small \( \varepsilon \) and \( \Delta \),

\[
\int_{H^p_1(\mathbb{R}^d)} |e^{X_p} - e^{Y_p}| \, d\mu_{S_p} \leq C \Delta^{1/4}
\]

where \( C = C(d, \text{curvature}) < \infty \),

\[
Y_p := -\frac{1}{2} \sum_{m=2}^{n-1} \sum_{k=1}^{n} \left( \frac{\beta^m_k}{\lambda^m_k} \Delta^3 \left( \frac{1}{15} + \frac{1}{60} \cos(\theta^m_k) \right) \langle \text{Ric}_{u(s_{m-1})} \Delta_m b, \Delta_m b \rangle \right)
\]

and as before \( X_p := \frac{1}{2} \text{tr} \left( C^{-1/2} U_p L^{-1/2} \right) \).

**Proof.** We first have the estimate,

\[
|e^{X_p} - e^{Y_p}| = e^{Y_p} |e^{X_p} - e^{X_p} - e^{Y_p} - 1| \leq e^{Y_p} \left( e^{\partial X_p} |e^{X_p} - 1| + |e^{\partial X_p} - 1| \right)
\]

\[
= e^{Y_p} |e^{Z_p} - 1| + e^{Y_p} |e^{-1} - 1|
\]

where,

\[
\partial X_p := -\frac{1}{2} \sum_{m \in \{1, n-1, n\}} \sum_{k=1}^{n} \left( \frac{\beta^m_k}{\lambda^m_k} \Delta^3 \langle \text{Ric}_{u(s_{m-1})} \Delta_m b, \Delta_m b \rangle \xi_{k,m} \right)
\]

\[
y_p := Y_p + \partial X_p,
\]

and

\[
Z_p := (X_p - \partial X_p) - Y_p
\]

\[
= -\frac{1}{2} \sum_{m=2}^{n-1} \sum_{k=1}^{n-1} \left( \frac{\beta^m_k}{\lambda^m_k} \Delta^3 \langle \text{Ric}_{u(s_{m-1})} \Delta_m b, \Delta_m b \rangle \right) \text{rem}_{k,m}
\]

There is some \( \Lambda = \Lambda(\text{curvature}) \) so that we have the following size estimates,

\[
|\partial X_p| \leq \sum_{k=1}^{n} \frac{\Lambda}{n} \left( \|\Delta_1 b\|^2 + \|\Delta_{n-1} b\|^2 + \|\Delta_n b\|^2 \right)
\]

\[
\leq \Lambda \left( \|\Delta_1 b\|^2 + \|\Delta_{n-1} b\|^2 + \|\Delta_n b\|^2 \right),
\]

and from Eq. (6.4),

\[
|Y_p| \leq \Lambda \sum_{m=2}^{n-1} \sum_{k=1}^{n-1} \frac{1}{n} \|\Delta_m b\|^2 \leq \Lambda \sum_{m=1}^{n} \|\Delta_m b\|^2,
\]

and hence,

\[
|y_p| \leq \Lambda \sum_{m=1}^{n} \|\Delta_m b\|^2.
\]
From Lemma \[9.8\] and Corollary \[9.7\] with \(\delta = 1/\sqrt{n}\),

\[
|Z_P| \leq \Lambda \left( \frac{1}{\sqrt{n}} + \left( \frac{4}{9} \right)^{\frac{1}{3}} \right) \sum_{m=1}^{n} \| \Delta_m b \|^2 + \Lambda \sum_{m \in \partial \delta} \| \Delta_m b \|^2
\]

\[
\leq \frac{\Lambda}{\sqrt{n}} \sum_{m=1}^{n} \| \Delta_m b \|^2 + \Lambda \sum_{m \in \partial \delta} \| \Delta_m b \|^2
\]

where we allowed \(\Lambda\) to grow in the second inequality to absorb the exponentially decaying term. Using Hölder’s inequality,

\[
\int_{H^p_b(\mathbb{R}^d)} |e^{X} - e^{Y}|d\mu_{SP} \leq \left[ \int_{H^p_b(\mathbb{R}^d)} e^{2y}d\mu_{SP} \right]^{1/2} \left[ \int_{H^p_b(\mathbb{R}^d)} (e^{Z} - 1)^2d\mu_{SP} \right]^{1/2}
\]

\[
+ \left[ \int_{H^p_b(\mathbb{R}^d)} e^{2Y}d\mu_{SP} \right]^{1/2} \left[ \int_{H^p_b(\mathbb{R}^d)} (e^{\partial X} - 1)^2d\mu_{SP} \right]^{1/2}
\]

where we have simplified notation by dropping the subscript \(P\) from \(y, \tilde{y}, X, Y\), and \(Z\). For sufficiently small \(\Delta\) Lemma \[10.4\] ensures that,

\[
\int_{H^p_b(\mathbb{R}^d)} e^{2y}d\mu_{SP} \leq C \quad \text{and} \quad \int_{H^p_b(\mathbb{R}^d)} e^{2\tilde{y}}d\mu_{SP} \leq C.
\]

From Corollary \[8.3\]

\[
\int_{H^p_b(\mathbb{R}^d)} (e^{\partial X} - 1)^2d\mu_{SP} \leq C\Delta.
\]

For the term involving \(Z\),

\[
\int_{H^p_b(\mathbb{R}^d)} (e^{Z} - 1)^2d\mu_{SP} \leq 2\mathbb{E} \left[ |Z|e^{2|Z|} \right]
\]

\[
\leq \mathbb{E} \left[ \left( \frac{\Lambda}{\sqrt{n}} \sum_{m=1}^{n} \| \Delta_m b \|^2 + \Lambda \sum_{m \in \partial \delta} \| \Delta_m b \|^2 \right) \exp \left\{ \Lambda \sum_{m=1}^{n} \| \Delta_m b \|^2 \right\} \right]^{1/2}
\]

Using Lemma \[10.5\]

\[
\mathbb{E} \left[ \frac{\Lambda}{\sqrt{n}} \sum_{m=1}^{n} \| \Delta_m b \|^2 e^{2\Lambda \sum_{m=1}^{n} \| \Delta_m b \|^2} \right] \leq \frac{C}{\sqrt{n}} = C\Delta^{1/2},
\]

and

\[
\mathbb{E} \left[ \Lambda \sum_{m \in \partial \delta} \| \Delta_m b \|^2 e^{2\Lambda \sum_{m=1}^{n} \| \Delta_m b \|^2} \right] \leq C\delta = \frac{C}{\sqrt{n}} = C\Delta^{1/2}
\]

This is enough to conclude the proof.
Defining $Y_P$ as in Proposition 9.9, we rearrange the expression using the definition of $\lambda^P_k$ from Theorem 6.1.

\[(9.24)\quad Y_P = -\frac{1}{40} \left\{ \sum_{k=1}^{n-1} \left( \beta^P_k \frac{4 + \cos(\theta^P_k)}{2 + \cos(\theta^P_k)} \right) \right\} \left\{ \sum_{m=2}^{n-2} (\text{Ric}_{u(s_{m-1})} \Delta_m b, \Delta_m b) \right\}.
\]

\[(9.25)\quad =: -\tau_P \sum_{m=2}^{n-2} (\text{Ric}_{u(s_{m-1})} \Delta_m b, \Delta_m b).
\]

Corollary 6.2 above shows that

\[(9.26)\quad \tau_P \rightarrow \frac{1}{20} \int_0^\pi \frac{1}{2 + \cos(\pi x)} dx = \frac{1}{20} \left( 1 + \frac{2}{\pi} \int_0^\pi \frac{dx}{2 + \cos(x)} \right).
\]

To evaluate the integral $\int_0^\pi (2 + \cos(x))^{-1} dx$, we use the residue theorem from complex variables with the substitution $z = e^{ix}$,

\[
\int_0^\pi \frac{dx}{2 + \cos(x)} = \frac{1}{2} \int_0^{2\pi} \frac{dz}{2 + \cos(z)} = \frac{1}{2} \int_{|z|=1} \frac{-iz^{-1}dz}{2 + \frac{1}{2}(z + z^{-1})} = -i \int_{|z|=1} \frac{dz}{z^2 + 4z + 1} = -i \int_{|z|=1} \frac{dz}{(z + 2 - \sqrt{3})(z + 2 + \sqrt{3})} = 2\pi i \times \left. \left( \frac{-i}{z + 2 + \sqrt{3}} \right) \right|_{z = -2 + \sqrt{3}} = \frac{\pi}{\sqrt{3}}.
\]

From here we define

\[(9.27)\quad \tau_G := \frac{1}{20} \int_0^\pi \frac{4 + \cos(\pi x)}{2 + \cos(\pi x)} dx = \frac{2 + \sqrt{3}}{20\sqrt{3}}.
\]

By Eq. (9.26), $\tau_P \rightarrow \tau_G$ as $n \rightarrow \infty$.

**Proposition 9.10.** Let $Y_P$ be as in Eq. (9.24), $\tau_P$ be as in Eq. (9.25), and $\tau_G$ be as in Eq. (9.27). There is a constant $C = C(\alpha, \text{curvature}) < \infty$ such that,

\[(9.28)\quad \int_{H^+_P(\mathbb{R}^d)} |e^{Y_P(\omega)} - e^{-\tau_G \int_0^\ell \text{Scal}(\phi(s))} | d\mu_{S^P}(\omega) \leq C(\sqrt{\tau_P - \tau_G} + \Delta^{1/4}).
\]

**Proof.** Breaking the integrand into pieces we consider,

\[\begin{align*}
&\int_{H^+_P(\mathbb{R}^d)} |e^{Y_P(\omega)} - e^{-\tau_G \int_0^\ell \text{Scal}(\phi(s))} | d\mu_{S^P}(\omega) \\
&\quad = \int_{H^+_P(\mathbb{R}^d)} \left| e^{-\tau_G \int_0^\ell \text{Scal}(\phi(s))} \right| d\mu_{S^P}(\omega) - \int_{H^+_P(\mathbb{R}^d)} \left| e^{-\tau_G \int_0^\ell \text{Scal}(\phi(s))} \right| d\mu_{S^P}(\omega).
\end{align*}
\]

Let $\Lambda = \Lambda(\text{curvature}) < \infty$ be given such that $|\text{Scal}| \leq \Lambda$. Then,

\[|e^{-\tau_G \int_0^\ell \text{Scal}(\phi(s))} - e^{-\tau_G \int_0^\ell \text{Scal}(\phi(s))}| \leq e^{\tau_G \Lambda} |e^{-\tau_G \int_0^\ell \text{Scal}(\phi(s))} - 1|.
\]

Now applying Lemma 10.4 and Lemma 4.4

\[\int_{H^+_P(\mathbb{R}^d)} |\text{II}| \leq e^{\tau_G \Lambda} \int_{H^+_P(\mathbb{R}^d)} |e^{-\tau_G (\int_0^\ell \text{Scal}(\phi(s)) - 1)}| \leq C(e^{C\Delta} - 1)^{1/2}.
\]

Similarly, with

\[\left| e^{-\tau_G \int_0^\ell \text{Scal}(\phi(s))} - e^{-\tau_G \int_0^\ell \text{Scal}(\phi(s))} \right| \leq e^{\tau_G \Lambda} \left( \exp \left\{ \tau_G \int_0^1 \text{Scal}(\phi(s)) ds \right\} - 1 \right),
\]

\[\int \]
another application of Lemma 10.7 to the right hand side along with Lemma 4.6 gives $\int |III| \leq C\Delta^{1/4}$.

What remains then is to bound $\int |I|$. To start, we will assume that $\Lambda$ is also a bound on $\text{Ric}$ so that $|\langle \text{Ric}_{u(s_{-1})} \Delta_i b, \Delta_i b \rangle| \leq \Lambda \|\Delta_i b\|^2$ for each $i = 1, 2, ..., n$. From here,
\[
\tau_G \mathcal{R}_P + Y_P = (\tau_G - \tau_P) \mathcal{R}_P + \tau_P \partial \mathcal{R}_P
\]
where
\[
\partial \mathcal{R}_P := \langle \text{Ric}_{u(s_0)} \Delta_1 b, \Delta_1 b \rangle + \langle \text{Ric}_{u(s_{n-2})} \Delta_{n-1} b, \Delta_{n-1} b \rangle + \langle \text{Ric}_{u(s_{n-1})} \Delta_n b, \Delta_n b \rangle.
\]

Using the bounds
\[|\mathcal{R}_P| \leq \Lambda \sum_{i=1}^n \|\Delta_i b\|^2 \quad \text{and} \quad |\partial \mathcal{R}_P| \leq \Lambda (\|\Delta_1 b\|^2 + \|\Delta_{n-1} b\|^2 + \|\Delta_n b\|^2)
\]
along with Eq. (10.1), Eq. (10.17) in Lemma 10.5 and Theorem 4.2 we have,
\[
(9.29) \quad \int_{H^p_\beta(M)} e^{2\tau_G|\mathcal{R}_P|} d\mu_{S^p} \leq 2\tau G \Lambda \sum_{i=1}^n E \left[\|\Delta_i b\|^2 e^{2\tau G \Lambda \sum_{j=1}^n \|\Delta_j b\|^2}\right] \leq C.
\]

Along these same lines, from Eq. (10.17),
\[
\int_{H^p_\beta(M)} \left| (\tau_G - \tau_P) \mathcal{R}_P \right| e^{(\tau_G - \tau_P) \mathcal{R}_P + \tau_P \partial \mathcal{R}_P} d\mu_{S^p} \leq E \left[ \left| (\tau_G - \tau_P) \mathcal{R}_P \right| e^{(\tau_G - \tau_P) \mathcal{R}_P + \tau_P \partial \mathcal{R}_P} \right] \leq |\tau_G - \tau_P| \Lambda \sum_{i=1}^n E \left[\|\Delta_i b\|^2 e^{2\Lambda \sum_{j=1}^n \|\Delta_j b\|^2}\right] \leq C(|\tau_G - \tau_P|),
\]
and arguing similarly using Eq. (10.16),
\[
\int_{H^p_\beta(M)} |\tau_P \partial \mathcal{R}_P| e^{(\tau_G - \tau_P) \mathcal{R}_P + \tau_P \partial \mathcal{R}_P} d\mu_{S^p} \leq E \left[ |\tau_P \partial \mathcal{R}_P| e^{(\tau_G - \tau_P) \mathcal{R}_P + \tau_P \partial \mathcal{R}_P} \right] \leq C \Delta.
\]

In particular,
\[
(9.30) \quad E \left[ \left| (\tau_G - \tau_P) \mathcal{R}_P + \tau_P \partial \mathcal{R}_P \right| e^{(\tau_G - \tau_P) \mathcal{R}_P + \tau_P \partial \mathcal{R}_P} \right] \leq C(|\tau_G - \tau_P| + \Delta).
\]

With Eqs. (9.29) and (9.30), Lemma 10.7 implies $\int |I| \leq C(|\tau_G - \tau_P| + \Delta)^{1/2}$. Combining the bounds on $\int |I|$, $\int |II|$, and $\int |III|$ concludes the proof. ■

**Proposition 9.11.** Under the assumptions of Theorem 2.1.1, the limit in Eq. (9.3) is zero.

**Proof.** Combining Propositions 9.5, 9.9, 9.10, and Eqs. (9.26) and (9.27) shows that the limit in Eq. (9.2) vanishes when $\Delta \rightarrow 0$. ■
Frequently Referenced Inequalities. Here we collect several inequalities which are straightforward to show, but the frequency of use warrants their mention. For any \( a \in \mathbb{R} \) and \( p \in \mathbb{N} \),

\[
|e^a - 1|^p \leq e^{p|a|} - 1 \leq p|a|e^{p|a|}.
\]  

(10.1)

If \( a, b > 0 \) and \( \alpha \geq 1 \),

\[
\frac{\sinh(a)}{a} \leq \cosh(a),
\]

(10.2)

\[
\cosh(a) \cosh(b) \leq \cosh(a + b),
\]

(10.3)

\[
\cosh(a)(\cosh(b) - 1) \leq \cosh(a) \cosh(b) - 1
\]

(10.4)

\[
\alpha(\cosh(a) \cosh(b) - 1) \leq \cosh(\alpha a) \cosh(ab) - 1.
\]

(10.5)

ODE Estimates.

Proposition 10.1. Let \( s > 0 \) and \( J \) be an interval of \( \mathbb{R} \) containing \([0, s]\). Suppose that \( z : J \to \text{Hom}(\mathbb{R}^N \to \mathbb{R}^N) \) satisfies \( z''(r) = A(r)z(r) \) where \( A \in C^1(J \to \text{Hom}(\mathbb{R}^N \to \mathbb{R}^N)) \). We also suppose that there exist \( K_0, K_1 > 0 \) such that \( \sup_{r \in [0, s]} \|A(r)\| \leq K_0 \) and \( \sup_{r \in [0, s]} \|A'(r)\| \leq K_1 \). Then,

\[
\|z(s) - z(0) - sz'(0)\| \leq \|z(0)\|( \cosh(\sqrt{K_0}s) - 1) + \|z'(0)\|s \left( \frac{\sinh(\sqrt{K_0}s)}{\sqrt{K_0}s} - 1 \right).
\]

(10.6)

If we assume that \( z(0) = 0 \) and \( z'(0) = I \), then

\[
\|z(s) - sI - \frac{s^3}{6}A(0)\| \leq \frac{s^4}{12}K_1 + \frac{s}{6} \left( \frac{\sinh(\sqrt{K_0}s)}{\sqrt{K_0}s} - 1 - \frac{1}{6}K_0s^2 \right).
\]

(10.7)

If instead we assume that \( z(0) = I \) and \( z'(0) = 0 \), then

\[
\|z(s) - I - \frac{s^2}{2}A(0)\| \leq \frac{s^3}{6}K_1 + \frac{1}{2} \left( \cosh(\sqrt{K_0}s) - 1 - \frac{1}{2}K_0s^2 \right).
\]

(10.8)

Proof. By Taylor’s theorem with integral remainder,

\[
z(s) = z(0) + sz'(0) + \int_0^s (s - r)z''(r)dr
\]

\[
= z(0) + sz'(0) + \int_0^s (s - r)A(r)z(r)dr.
\]
From here, iterating Taylor’s theorem,

\[
\begin{align*}
  z(s) - z(0) - sz'(0) &= \int_0^s (s - r)A(r)z(r)dr \\
  &= \int_0^s (s - r)A(r) \left\{ z(0) + rz'(0) + \int_0^r (r - t)A(t)z(t)dt \right\} dr \\
  &= \left( \sum_{j=1}^m \int_{0<s_1<\cdots<s_j<s} (s - s_j) \cdots (s_2 - s_1)A(s_j) \cdots A(s_1)ds_1 \cdots ds_j \right) \cdot z(0) \\
  &\quad + \left( \sum_{j=1}^m \int_{0<s_1<\cdots<s_j<s} (s - s_j) \cdots (s_2 - s_1)s_1A(s_j) \cdots A(s_1)ds_1 \cdots ds_j \right) \cdot z'(0) \\
  &\quad + \int_{0<s_1<\cdots<s_{m+1}<s} (s - s_{m+1}) \cdots (s_2 - s_1)s_{m+1}A(s_{m+1}) \cdots A(s_1)z(s_1)ds_1 \cdots ds_{m+1}. 
\end{align*}
\]

Using the bound on \( A \),

\[
\begin{align*}
  \|I\| &\leq \sum_{j=1}^m s^{2j}K^j_0/((2j)!) \leq \cosh(\sqrt{K_0}s) - 1 \\
  \|II\| &\leq \sum_{j=1}^m s^{2j+1}K^j_0/(2j + 1)! \leq \sinh(\sqrt{K_0}s) - s
\end{align*}
\]

and

\[
\|III\| \leq \sup_{r \in [0,s]} \|z(r)\| s^{2(m+1)}/[2(m+1)!].
\]

Taking \( m \to \infty \) completes the proof of Eq. 10.6.

If \( z(0) = 0 \) and \( z'(0) = I \), then

\[
\|z(r)\| \leq \frac{\sinh(\sqrt{K_0}r)}{\sqrt{K_0}}.
\]
Again iterating Taylor’s theorem,

\[
    z(s) = sI + \int_0^s (s - r)A(r) \left\{ rI + \int_0^r (r - t)A(t)z(t)dt \right\} dr
    = sI + \int_0^s (s - r)rA(0)dr + \int_0^s \int_0^r (s - r)rA'(t)dt dr
    + \int_0^s \int_0^r (s - r)(r - t)A(r)A(t)z(t)dt dr
    = sI + \frac{s^3}{6}A(0) + \int_0^s \int_0^r (s - r)rA'(t)dt dr
    + \int_0^s \int_0^r (s - r)(r - t)A(r)A(t)z(t)dt dr
\]

where the second equality came from \( A(r) = A(0) + \int_0^r A'(t)dt \). Hence

\[
    \|z(s) - sI - \frac{s^3}{6}A(0)\| \leq \frac{s^4}{12}K_1 + K_0^2 \int_0^r \int_0^r (s - r)(r - t) \frac{\sinh(\sqrt{K_0}t)}{\sqrt{K_0}} dt dr
    = \frac{s^4}{12}K_1 + \frac{s}{6} \left( \frac{\sinh(\sqrt{K_0}s)}{\sqrt{K_0}s} - 1 - \frac{1}{2}K_0s^2 \right).
\]

If \( z(0) = I \) and \( z'(0) = 0 \), then \( \|z(r)\| \leq \cosh(\sqrt{K_0}r) \), a similar expansion as above shows

\[
    z(s) = I + \int_0^s (s - r)A(0)dr + \int_0^s \int_0^r (s - r)A'(t)dt dr
    + \int_0^s \int_0^r (s - r)(r - t)A(r)A(t)z(t)dt dr
    = I + \frac{s^2}{2}A(0) + \int_0^s \int_0^r (s - r)A'(t)dt dr
    + \int_0^s \int_0^r (s - r)(r - t)A(r)A(t)z(t)dt dr.
\]

Therefore,

\[
    \|z(s) - I - \frac{s^2}{2}A(0)\| \leq \frac{s^3}{6}K_1 + K_0^2 \int_0^r \int_0^r (s - r)(r - t) \cosh(\sqrt{K_0}t) dt dr
    = \frac{s^3}{6}K_1 + \frac{1}{2} \left( \cosh(\sqrt{K_0}s) - 1 - \frac{1}{2}K_0s^2 \right).
\]

**Proposition 10.2.** Let \( z(s) \) be as in Proposition 10.1 and \( f(s) := \frac{z(\Delta) - z(0)}{\Delta}s + z(0) \). Then,

\[
    \|z(s) - f(s)\|
    \leq s \left( 1 - \frac{s}{\Delta} \right) \left\{ \|z(0)\|K\Delta \cosh(\sqrt{K_\Delta}) + \|z'(0)\| \left( \cosh(\sqrt{K_\Delta}) - 1 \right) \right\}
\]

**Proof.** Let \( g(s) := z(s) - f(s) \). Then \( g''(s) = A(s)z(s) \) and satisfies the zero Dirichlet boundary condition \( g(0) = g(\Delta) = 0 \). For \( s, t \in [0, 1] \), let \( G(s,t) \) be
defined by 

\[ G(s, t) := t \left(1 - \frac{s}{\Delta}\right) 1_{[0, s)}(t) + s \left(1 - \frac{t}{\Delta}\right) 1_{[s, \Delta]}(t). \]

Then,

\[ g(s) = -\int_0^\Delta G(s, t)g''(t)dt = -\int_0^\Delta G(s, t)A(t)z(t)dt. \]

Therefore, using the fact that \( 0 \leq G(s, t) \leq s \left(1 - \frac{\Delta}{\Delta}\right) \) and the estimate from proposition 10.1, we have

\[
|g(s)| \leq s \left(1 - \frac{s}{\Delta}\right) K \left(\|z(0)\| \cosh(\sqrt{K} t) + \|z'(0)\| \frac{\sinh(\sqrt{K} t)}{\sqrt{K}}\right) dt \\
= s \left(1 - \frac{s}{\Delta}\right) K \left(\|z(0)\| \frac{\cosh(\sqrt{K} \Delta)}{\sqrt{K}} + \|z'(0)\| \frac{\cosh(\sqrt{K} \Delta) - 1}{K}\right) \\
\leq s \left(1 - \frac{s}{\Delta}\right) \left\{\|z(0)\| K \Delta \cosh(\sqrt{K} \Delta) + \|z'(0)\| \left(\cosh(\sqrt{K} \Delta) - 1\right)\right\}. 
\]

\[ \Box \]

**Remark.** Let \( V \) be a finite-dimensional vector space and \( C_0 \) be the collection of those functions in \( C^2([0, \Delta] \to V) \) satisfying the zero Dirichlet boundary condition. The function \( G(s, t) \) as defined in the proof of Proposition 10.2 is the Green’s function of the operator \(-d^2/dt^2\) acting on \( C_0 \). Indeed, for any \( k \in C_0, k(s) = -\int_0^\Delta G(s, t)k''(t)dt. \)

**Proposition 10.3.** Suppose that \( t \mapsto A(t) \) is a smooth map where \( A(t) \) is an \( N \times N \) positive semi-definite matrix. Let \( t \mapsto \xi(t) \in \mathbb{R}^N \) for \( t \geq 0 \) be a smooth map with \( \xi(t) = A(t)\xi(t), \xi(0) = 0, \) and \( \xi(0) \neq 0. \) Then,

\[ (10.12) \quad \|\xi(t)\| \geq t\|\xi(0)\|. \]

**Proof.** If \( x(t) := \|\xi(t)\|, \) then we want to show \( x(t) \geq t\dot{x}(0). \) It suffices to show that \( \ddot{x}(0) \geq 0 \) for all \( t, \) since then \( x(t) = \int_0^t \dot{x}(s)ds \geq t\dot{x}(0). \) By assumption \( \dot{x}(0) > 0 \) and since \( x(0) = 0, \) there exists some \( \varepsilon > 0 \) with \( x(t) > 0 \) for all \( t \in (0, \varepsilon). \) For \( t \in (0, \varepsilon), \) we calculate,

\[
\ddot{x}(t) = \frac{\langle \ddot{\xi}(t), \xi(t) \rangle + \|\dot{\xi}(t)\|^2 - \langle \ddot{\xi}(t), \dot{\xi}(t) \rangle^2}{\|\xi(t)\|^2} \\
= \frac{\langle A(t)\dot{\xi}(t), \xi(t) \rangle + \|\dot{\xi}(t)\|^2 - \|\dot{\xi}(t)\|^4}{\|\xi(t)\|^4} \geq 0
\]

where the last inequality comes from the positivity of \( A(t) \) and the Cauchy-Schwarz inequality. Now, suppose we set \( \tau = \text{sup}\{\varepsilon > 0 : x(t) > 0 \text{ for all } t \in (0, \varepsilon)\}. \) Then a continuity argument reveals that if \( \tau < \infty, \) \( x(\tau) \geq \tau\dot{x}(0) > 0, \) but by the definition of \( \tau, \) \( x(\tau) = 0, \) a contradiction. Therefore \( \tau = \infty \) and the above argument shows that \( \ddot{x}(t) \geq 0 \) for all \( t \in (0, \infty). \)

**Probabilistic Inequalities.** For the following, \( \mathcal{P} = \{0 = s_0 < s_1 < s_2 < \cdots < s_n = 1\} \) is a partition of \([0, 1]\) and \( \{b_s : s \in [0, 1]\} \) is a standard \( \mathbb{R}^d \)-valued brownian motion. The symbol \( \text{dist} \) means equal in distribution, and \( N^d(0, 1) \) is a \( d \)-dimensional standard normal random variable.
Lemma 10.4. Given any $C \geq 0$ and $p \in [1, \infty)$, if $pC \Delta_i s < 1$ for each $i$, then

$$E \left[ e^{\frac{p}{2} C \sum_{i=1}^{n} \|\Delta_i b\|^2} \right] = \prod_{i=1}^{n} (1 - pC \Delta_i s)^{-d/2}$$

$$\rightarrow e^{dpC/2} \text{ as } |\mathcal{P}| \rightarrow 0.$$  

Proof. If $Z \overset{d}{=} N^d(0, 1)$, the $E[\exp\{pC \Delta_i s\|Z\|^2/2\}] = (1 - pC \Delta_i s)^{-d/2}$. Therefore the above equalities are elementary using independent increments and scaling of Brownian motion.  

Lemma 10.5. Take $c > 0$ and $p \in \mathbb{N}$ with $p \geq 2$. For sufficiently small $|\mathcal{P}|$, there exists a $C = C(d, c, p) < \infty$ such that,

$$E \left[ \|\Delta_i b\|^p \exp \left\{ c \sum_{j=1}^{n} \|\Delta_j b\|^2 \right\} \right] \leq C \Delta_i s |\mathcal{P}|^{\frac{p-2}{2}} \leq C |\mathcal{P}|^{\frac{p}{2}}.$$  

In particular, if $\Gamma \subset \{1, ..., n\}$ with $\#(\Gamma) = m,$

$$\sum_{i \in \Gamma} E \left[ \|\Delta_i b\|^p \exp \left\{ c \sum_{j \in \Gamma} \|\Delta_j b\|^2 \right\} \right] \leq C \left( \sum_{i \in \Gamma} \Delta_i s \right) |\mathcal{P}|^{\frac{p-2}{2}} \leq C m |\mathcal{P}|^{\frac{p}{2}},$$

and,

$$\sum_{i=1}^{n} E \left[ \|\Delta_i b\|^p \exp \left\{ c \sum_{j=1}^{n} \|\Delta_j b\|^2 \right\} \right] \leq C |\mathcal{P}|^{\frac{p-2}{2}}.$$  

Proof. Notice first,

$$E \left[ \|\Delta_i b\|^p \exp \left\{ c \sum_{i=1}^{n} \|\Delta_i b\|^2 \right\} \right]$$

$$= E \left[ \|\Delta_i b\|^p \exp \left\{ c \|\Delta_i b\|^2 \right\} \right] E \left[ \exp \left\{ c \sum_{j \neq i} \|\Delta_j b\|^2 \right\} \right].$$

By Lemma 10.4 \( \limsup_{|\mathcal{P}| \rightarrow 0} E \left[ \exp \left\{ c \sum_{j \neq i} \|\Delta_j b\|^2 \right\} \right] = e^{d c} \) and thus

$$E \left[ \|\Delta_i b\|^p \exp \left\{ c \|\Delta_i b\|^2 \right\} \right] E \left[ \exp \left\{ c \sum_{j \neq i} \|\Delta_j b\|^2 \right\} \right]$$

$$\leq 2 e^{d c} E \left[ \|\Delta_i b\|^p \exp \left\{ c \|\Delta_i b\|^2 \right\} \right]$$

$$= 2 c e^{d c} (\Delta_i s)^{p/2} E \left[ \|b_1\|^p \exp \left\{ c \Delta_i s \|b_1\|^2 \right\} \right]$$

$$\leq 2 c \Delta_i s e^{d c} |\mathcal{P}|^{\frac{p}{2}} E \left[ \|b_1\|^p \exp \left\{ c |\mathcal{P}| \|b_1\|^2 \right\} \right]$$

$$\leq C \Delta_i s |\mathcal{P}|^{\frac{p}{2}}$$

where $C$ is as desired.
Using Eq. (10.15),

\[
\sum_{i \in \Gamma} \mathbb{E} \left[ \| \Delta_i b \|^p \exp \left\{ c \sum_{j \in \Gamma} \| \Delta_j b \|^2 \right\} \right] \leq \sum_{i \in \Gamma} \mathbb{E} \left[ \| \Delta_i b \|^p \exp \left\{ c \sum_{j=1}^n \| \Delta_j b \|^2 \right\} \right] 
\]

\[ \leq C \left( \sum_{i \in \Gamma} \Delta_i s \right) |\mathcal{P}|^{\frac{p}{2}} \]

If \( \Gamma = \{1, 2, ..., n\} \), then \( \sum_{i \in \Gamma} \Delta_i s = 1 \) from which Eq. (10.17) follows. Otherwise, \( \sum_{i \in \Gamma} \Delta_i s \leq m|\mathcal{P}| \), from which the Eq. (10.16) follows. ■

The proof of Eq. (10.18) below in Lemma 10.6 can be found in [3, Lemma 8.6], but a full proof is included here, since we need more for our purposes.

**Lemma 10.6.** Let \( Z \overset{d}{=} N^d(0, 1) \), \( k \geq 0 \), and \( a > 0 \). Then there exists a \( C < \infty \) depending only on \( k \) and \( d \) such that

\[ \mathbb{E}[e^{k\|Z\|} : \|Z\| \geq a] \leq \frac{C}{a^2} e^{-\frac{2a^2}{k}}. \]

If we further restrict \( k < 1/2 \), then we can take \( C \) such that

\[ \mathbb{E}[e^{k\|Z\|^2} : \|Z\| \geq a] \leq \frac{C}{a^2} e^{-\frac{1-2k}{2}a^2}. \]

**Proof.** We can find a \( \Lambda = \Lambda(k, d) < \infty \) such that \( r^{d-1} e^{kr} e^{-r^2/2} \leq \Lambda e^{-3r^2/8} \) and \( r^{d-1} e^{-(1-2k)r^2/2} \leq \Lambda e^{-3(1-2k)r^2/8} \). Now, let \( \omega_{d-1} \) be the volume of the unit sphere in \( \mathbb{R}^d \), and for \( b > 0 \) we have,

\[ \Lambda \omega_{d-1} (2\pi)^{d/2} \int_a^\infty e^{-\frac{2}{b}r^2} dr \leq \Lambda \omega_{d-1} (2\pi)^{d/2} \int_a^\infty \frac{r}{a} e^{-\frac{2}{b}r^2} dr \]

\[ = \frac{8\omega_{d-1} (2\pi)^{d/2}}{6ba} e^{-\frac{2}{b}a^2} \]

\[ \leq \frac{C}{a^2} e^{-\frac{2}{b}a^2}. \]

Realizing that

\[ \mathbb{E}[e^{k\|Z\|} : \|Z\| \geq a] = \omega_{d-1} (2\pi)^{d/2} \int_a^\infty r^{d-1} e^{kr} e^{-\frac{1}{2}r^2} dr \]

\[ \leq \Lambda \omega_{d-1} (2\pi)^{d/2} \int_a^\infty e^{-\frac{1}{2}r^2} dr \]

and

\[ \mathbb{E}[e^{k\|Z\|^2} : \|Z\| \geq a] = \omega_{d-1} (2\pi)^{d/2} \int_a^\infty r^{d-1} e^{-\frac{1-2k}{2}r^2} dr \]

\[ \leq \Lambda \omega_{d-1} (2\pi)^{d/2} \int_a^\infty e^{-\frac{3(1-2k)}{8}r^2} dr \]

implies the result. ■

**Lemma 10.7.** Let \( X \) and \( Y \) be random variables on the probability space \( \Omega \). Suppose that for some \( p \geq 0 \), there is a constant \( M(p) \) such that \( \mathbb{E}[e^{2pY}] \leq M(p) \), and
some \( R(p) < \infty \) such that any of the following hold,

\begin{align}
(10.20) \quad \mathbb{E} \left[ 2|X - Y| e^{2p|X - Y|} \right] & \leq R(p), \\
(10.21) \quad \mathbb{E} \left[ e^{2p|X - Y|} - 1 \right] & \leq R(p), \\
(10.22) \quad \left| \mathbb{E} \left[ e^{p(X - Y)} - 1 \right] \right| \vee \left| \mathbb{E} \left[ e^{2p(X - Y)} - 1 \right] \right| & \leq R(p).
\end{align}

Then, given any measurable subset \( A \subset \Omega \),

\begin{equation}
(10.23) \quad \mathbb{E} \left[ |e^{pX} - e^{pY}| : A \right] \leq \sqrt{3M(p)R(p)}.
\end{equation}

**Proof.** The fact that Eq. (10.20) implies Eq. (10.21) comes from Eq. (10.1), and that Eq. (10.21) implies Eq. (10.22) is clear. So we will assume Eq. (10.22), and without losing generality also assume that \( A = \Omega \). To start,

\[(e^{p(X - Y)} - 1)^2 = (e^{2p(X - Y)} - 1) - 2(e^{p(X - Y)} - 1).\]

Therefore, using Holder’s inequality and Eq. (10.1),

\[\mathbb{E} |e^{pX} - e^{pY}| \leq (\mathbb{E}[e^{2pY}])^{1/2} \left( \mathbb{E}[|e^{p(X - Y)} - 1|^2] \right)^{1/2} \leq \sqrt{M(p)} \cdot \left( \mathbb{E}[e^{2p(X - Y)}] \right)^{1/2} \leq \sqrt{M(p)} \sqrt{3R(p)}.\]

which concludes the proof. \( \blacksquare \)

The following result is proved in [3, Proposition 8.8].

**Proposition 10.8.** Let \( \{R_i\}_{i=1}^n \) be a collection of random \( d \times d \) symmetric matrices such that \( R_i \) is \( \sigma(b_r) : 0 \leq r \leq s_{i-1} \)-measurable. Suppose there is some \( K < \infty \) with \( \|R_i\| \leq K \) for all \( i \). Then, given any \( p \in \mathbb{R} \),

\begin{equation}
(10.24) \quad 1 \leq \mathbb{E} \left[ \exp\left( p \sum_{i=1}^n (\langle R_i \Delta_i b, \Delta_i b \rangle - \text{tr}(R_i) \Delta_i(s)) \right) \right] \leq e^{2d p^2 K^2 |p|}.
\end{equation}

**A Lemma in Stochastic Integration.**

**Lemma 10.9.** Let \( p \in \mathbb{N} \) and \( \alpha, \beta, \gamma \in \mathbb{R} \) with \( \alpha < \frac{1}{4p} \), \( 0 \leq \beta \), and \( -1 \leq \gamma \). Set \( B_n := (\Delta_1 b, \ldots, \Delta_n b) \) where \( \{b_s : s \in [0, 1]\} \) is an \( \mathbb{R}^d \)-valued Brownian motion. Then

\begin{equation}
(10.25) \quad \limsup_{n \to \infty} \mathbb{E} \left[ \left( 1 + \frac{\beta}{n} \left( e^{\alpha \|B_n\|^2} + \gamma \right) \right)^{np} \right] < \infty.
\end{equation}

**Proof.** We define the deterministic functions \( g(x) := 1 + \frac{\beta}{n} (e^{\alpha x} + \gamma) \) and \( f(x) := g(x)^{np} = (1 + \frac{\beta}{n} (e^{\alpha x} + \gamma))^{np} \). We also define the stochastic process \( Q^n_t := \sum_{s=1}^t \| b_{s,n} - b_{s-1} \|^2 \). With this notation, Eq. (10.25) becomes

\begin{equation}
(10.26) \quad \limsup_{n \to \infty} \mathbb{E}[f(Q^n_t)] < \infty.
\end{equation}

We now use Itô’s Lemma to get an estimate on \( \mathbb{E}[f(Q^n_t)] \). To start, \( dQ^n_s = 2(b_s - b_{s-1}) db_s + d ds \) and \( d(Q^n)^{s} = 4\|b_s - b_{s-1}\|^2 ds \) where \( b = s_{i-1} \) whenever \( s \in (s_{i-1}, s_i) \).
Therefore,

\[
\mathbb{E}[f(Q^n_t) - f(Q^n_0)] = \mathbb{E} \left[ \int_0^t f'(Q^n_s) dQ^n_s + \frac{1}{2} \int_0^t f''(Q^n_s) d[Q^n]_s \right] \\
= \mathbb{E} \left[ \int_0^t f'(Q^n_s) ds + 2 \int_0^t f''(Q^n_s) \|b_s - b_s\|^2 ds \right] \\
= \int_0^t \mathbb{E}[f'(Q^n_s)] ds + 2 \int_0^t \mathbb{E}[f''(Q^n_s)] \|b_s - b_s\|^2 ds
\]

where in the second equality we dropped the martingale term. Calculating the derivatives of \( f \),

\[
f'(x) = \beta \alpha x g(x)^{np-1} \\
\]
\[
f''(x) = \beta^2 \alpha^2 p(p - \frac{1}{n}) e^{2\alpha x} g(x)^{np-2} + \beta \alpha x^{p-1} g(x)^{np-1}
\]

By our choices for \( \beta \) and \( \gamma \), \( g(x) \geq 1 \) for \( x \geq 0 \). This implies that there exists a constant \( C < \infty \) independent of \( n \) such that

\[
(10.27) \quad \mathbb{E}[f(Q^n_t) - f(Q^n_0)] \leq C \int_0^t \mathbb{E}[e^{2\alpha Q^n_s} (1 + \|b_s - b_s\|^2) g(Q^n_s)^{np-1}] ds.
\]

From here we want to show that there exists another constant \( \tilde{C} < \infty \) independent of \( n \) such that,

\[
\mathbb{E}[f(Q^n_t) - f(Q^n_0)] \leq \tilde{C} \int_0^t \mathbb{E}[g(Q^n_s)^{np}] ds \\
= \tilde{C} \int_0^t \mathbb{E}[f(Q^n_s)] ds.
\]

Before we do this, let us first understand why this will be enough to finish the proof. If such a \( \tilde{C} \) exists, then we will have

\[
\mathbb{E}[f(Q^n_t)] \leq \mathbb{E}[f(Q^n_0)] + \tilde{C} \int_0^t \mathbb{E}[f(Q^n_s)] ds \\
= \left( 1 + \frac{\beta}{n}(1 + \gamma) \right)^{np} + \tilde{C} \int_0^t \mathbb{E}[f(Q^n_s)] ds \\
\leq e^{\beta p(1+\gamma)} + \tilde{C} \int_0^t \mathbb{E}[f(Q^n_s)] ds.
\]

Applying Gronwall’s inequality to the function \( t \mapsto \mathbb{E}[f(Q^n_t)] \),

\[
\mathbb{E}[f(Q^n_t)] \leq e^{\beta p(1+\gamma) + \tilde{C} t},
\]

noting the the right hand side is independent of \( n \). In particular, for any \( t \in [0,1] \),

\[
(10.28) \quad \limsup_{n \to \infty} \mathbb{E}[f(Q^n_t)] \leq e^{\beta p(1+\gamma) + \tilde{C} t} < \infty,
\]

which concludes the proof as soon as the existence of \( \tilde{C} \) is established.

From Eq. (10.27), to prove the existence of \( \tilde{C} \) it will suffice to show that there exists a constant \( \Lambda \) independent of \( n \) such that \( \mathbb{E}[e^{2\alpha Q^n_s} (1 + \|b_s - b_s\|^2) g(Q^n_s)^{np-1}] \leq \)
\[ \Lambda \mathbb{E}[g(Q^n_\alpha)^{np}] \]. Using Holder’s inequality,

\[
\begin{align*}
\mathbb{E}[e^{2\alpha Q^n_\alpha} (1 + \|b_s - b_{\underline{s}}\|^2)^{np}] & \leq \mathbb{E}[e^{2\alpha np Q^n_\alpha} (1 + \|b_s - b_{\underline{s}}\|^2)^{np}]^{\frac{1}{np}} \mathbb{E}[g(Q^n_\alpha)^{np}]^{\frac{np-1}{np}} \\
& \leq \mathbb{E}[e^{2\alpha np Q^n_\alpha} (1 + \|b_s - b_{\underline{s}}\|^2)^{np}]^{\frac{1}{np}} \mathbb{E}[g(Q^n_\alpha)^{np}],
\end{align*}
\]

where we once again used that \( g \geq 1 \) for the second inequality. Therefore it is sufficient to find such a \( \Lambda \) with \( \mathbb{E}[e^{2\alpha np Q^n_\alpha} (1 + \|b_s - b_{\underline{s}}\|^2)^{np}]^{\frac{1}{np}} \leq \Lambda \). If \( \{Z_i\}_{i=1}^{\infty} \) are i.i.d. \( \mathcal{N}(0,1) \) random variables and \( s \in (s_{j-1}, s_j) \), then

\[
Q^n_s = \sum_{i=1}^{j-1} \|\Delta_i b\|^2 + \|b_s - b_{\underline{s}}\|^2
\]

\[
= \text{dist} \sum_{i=1}^{j-1} \frac{1}{n} \|Z_i\|^2 + (s - \underline{s}) \|Z_j\|^2
\]

and

\[ 1 + \|b_s - b_{\underline{s}}\|^2 \text{dist} 1 + (s - \underline{s}) \|Z_j\|^2. \]

Therefore,

\[
\begin{align*}
\mathbb{E}[e^{2\alpha np Q^n_\alpha} (1 + \|b_s - b_{\underline{s}}\|^2)^{np}]^{\frac{1}{np}} & \leq \mathbb{E}\left( \prod_{i=1}^{j-1} e^{2\alpha np \|Z_i\|^2} \right)^{\frac{1}{np}} e^{2\alpha np \|Z_j\|^2 (1 + (s - \underline{s}) \|Z_j\|^2)^{np}}^{\frac{1}{np}} \\
& = \left( \prod_{i=1}^{j-1} \mathbb{E}[e^{2\alpha np \|Z_i\|^2}] \right)^{\frac{1}{np}} \mathbb{E}[e^{2\alpha np \|Z_j\|^2} (1 + (s - \underline{s}) \|Z_j\|^2)^{np}]^{\frac{1}{np}} \\
& = \mathbb{E}[e^{2\alpha np \|Z_1\|^2}]^{\frac{1}{np}} \mathbb{E}[e^{2\alpha np \|Z_j\|^2} (1 + (s - \underline{s}) \|Z_j\|^2)^{np}]^{\frac{1}{np}} \\
& \leq \mathbb{E}[e^{2\alpha np \|Z_1\|^2}]^{\frac{1}{np}} \mathbb{E}[e^{2\alpha np \|Z_j\|^2} (1 + \frac{1}{n} \|Z_j\|^2)^{np}]^{\frac{1}{np}}.
\end{align*}
\]

With \( \alpha < \frac{1}{4p} \), \( \mathbb{E}[e^{2\alpha np \|Z_1\|^2}]^{\frac{1}{np}} = (1 - 4\alpha p)^{-\frac{1}{p}} \). For the second term, find some \( \delta \) with \( \alpha < \delta < \frac{1}{4p} \) and set \( m = \inf \{l \in \mathbb{N} : l \geq \frac{\delta}{s - \alpha} \} \), the ceiling of \( \frac{\delta}{s - \alpha} \). Again using Holder’s inequality,

\[
\begin{align*}
\mathbb{E}[e^{2\alpha np \|Z_j\|^2} (1 + \frac{1}{n} \|Z_j\|^2)^{np}] & \leq \mathbb{E}[e^{2\delta np \|Z_j\|^2}]^{\frac{1}{np}} \mathbb{E}[e^{(1 + \frac{1}{n} \|Z_j\|^2)^{np \frac{1}{s - \alpha}}}]^{\frac{1}{np \frac{1}{s - \alpha}}} \\
& \leq (1 - 4\delta p)^{-\frac{1}{p}} \mathbb{E}[e^{(1 + \frac{1}{n} \|Z_j\|^2)^{np m \frac{1}{s - \alpha}}}]^{\frac{1}{np m \frac{1}{s - \alpha}}}.
\end{align*}
\]
Using the binomial formula,
\[ E[(1 + \frac{1}{n} \|Z_j\|^2)^{npm}] = \sum_{k=0}^{npm} \binom{npm}{k} \left( \frac{1}{n} \right)^k E[\|Z_j\|^{2k}] \]
\[ = \sum_{k=0}^{npm} \binom{npm}{k} \left( \frac{1}{n} \right)^k \frac{(2k)!}{2^k k!} \]
\[ \leq \sum_{k=0}^{npm} \binom{npm}{k} \left( \frac{1}{n} \right)^k \frac{e}{\sqrt{\pi}} \left( \frac{4}{e} \right)^k k^k \]
\[ \leq \sum_{k=0}^{npm} \binom{npm}{k} \frac{e}{\sqrt{\pi}} \left( 1 + \frac{2pm}{e} \right)^{npm} \]

Here the third line comes from Stirling’s approximation. Putting these pieces together,
\[ E[e^{2\alpha npQ^n} (1 + \|b_s - b_{\ell_s}\|^2)^{np}] \]
\[ \leq E[e^{2\alpha np\|Z_j\|^2} \frac{1}{\sqrt{\pi}} E[e^{2\alpha np\|Z_j\|^2} (1 + \frac{1}{n} \|Z_j\|^2)^{np}] \]
\[ \leq (1 - 4\alpha p)^{-\frac{1}{4}} \left[ (1 - 4\delta p)^{-\frac{1}{4}} \left( \frac{e}{\sqrt{\pi}} \left( 1 + \frac{2pm}{e} \right)^{\frac{4-a}{3}} \right)^{\frac{1}{np}} \right] \]
\[ = (1 - 4\alpha p)^{-\frac{1}{4}} \left[ (1 - 4\delta p)^{-\frac{1}{4}} \left( \frac{e}{\sqrt{\pi}} \right)^{\frac{4-a}{3}} \left( 1 + \frac{2pm}{e} \right)^{m\frac{4-a}{3}} \right] \]
\[ \leq (1 - 4\alpha p)^{-\frac{1}{4}} (1 - 4\delta p)^{-\frac{1}{4}} \left( \frac{e}{\sqrt{\pi}} \right)^{\frac{4-a}{3}} \left( 1 + \frac{2pm}{e} \right)^{m\frac{4-a}{3}} \]
\[ \leq (1 - 4\alpha p)^{-\frac{1}{4}} (1 - 4\delta p)^{-\frac{1}{4}} \left( \frac{e}{\sqrt{\pi}} \right)^{\frac{4-a}{3}} \left( 1 + \frac{2pm}{e} \right)^{m\frac{4-a}{3}} \]
\[ := \Lambda < \infty \]

where as desired \( \Lambda \) is independent of \( n \).
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