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Abstract—We explore an online reinforcement learning (RL) paradigm to dynamically optimize parallel particle tracing performance in distributed-memory systems. Our method combines three novel components: (1) a work donation algorithm, (2) a high-order workload estimation model, and (3) a communication cost model. First, we design an RL-based work donation algorithm. Our algorithm monitors workloads of processes and creates RL agents to donate data blocks and particles from high-workload processes to low-workload processes to minimize program execution time. The agents learn the donation strategy on the fly based on reward and cost functions designed to consider processes’ workload changes and data transfer costs of donation actions. Second, we propose a workload estimation model, helping RL agents estimate the workload distribution of processes in future computations. Third, we design a communication cost model that considers both block and particle data exchange costs, helping RL agents make effective decisions with minimized communication costs. We demonstrate that our algorithm adapts to different flow behaviors in large-scale fluid dynamics, ocean, and weather simulation data. Our algorithm improves parallel particle tracing performance in terms of parallel efficiency, load balance, and costs of I/O and communication for evaluations with up to 16,384 processors.

Index Terms—Distributed and parallel particle tracing, dynamic load balancing, reinforcement learning.

1 INTRODUCTION

As the size and complexity of vector-field data increase, distributed and parallel particle tracing becomes essential for visualizing and analyzing large-scale data from scientific simulations. For example, distributed texture-based flow visualizations, such as line integral convolution (LIC) [1, 2] and finite-time Lyapunov exponents (FTLEs) [3–5], benefit from distributed particle advection for efficient computation of streamlines and pathlines. Other applications of distributed and parallel particle tracing also play essential roles in scientific data analysis, such as distributed streamsurface computation [6] and source-destination queries [5, 7, 8], just to name a few.

According to existing studies [9, 10], the scalability and performance of distributed particle tracing are highly dependent on two aspects: (1) the workload balance of parallel processes and (2) the cost of communications. First, the workload of processes in distributed and parallel particle tracing can be imbalanced. Uneven distributions of complex flow features (e.g., critical points and vortices) in space usually lead to uneven distributions of particle positions during the tracing. Second, the cost of interprocess communications can be high due to the exchange of particles or data blocks. For example, the circular flow patterns in input vector field data usually lead to frequent particle transfer among data blocks, causing a high communication cost.

This work is motivated by the need to simultaneously maximize load balance and minimize communication costs to reduce execution time for parallel particle tracing. Two challenges exist to build such an optimization algorithm to optimize online performance with minimal overhead. First, such an algorithm must be able to balance workloads as much as possible while avoiding frequent and unnecessary data movements. Second, the optimization must be achieved in real-time so as not to slow down parallel particle tracing. To the best of our knowledge, solving these two challenges is still an open problem.

We perform simultaneous optimization of workload balance and communication efficiency based on reinforcement learning (RL) studies. The optimization requires distributing data blocks and particles among processes to maximize the workload balance and minimize the communication overhead, which can be categorized into the integer programming problem and is NP-complete [11, 12]. Additionally, the particle positions continue to change during the parallel execution, leading to volatile information for optimization decisions; hence, classic methods such as dynamic programming are ineffective. RL approaches are developed to create agents to adapt decision-making with learning from the dynamic environments and maximizing reward functions [13]. Reward and cost functions are designed in this paper to incorporate both workload balance and communication costs.

To address the aforementioned challenges, we introduce three components that work hand in hand to enable online performance optimization for parallel particle tracing in distributed-memory systems: (1) work donation algorithm, (2) workload estimation model, and (3) communication cost model. First, we propose an RL-based work donation
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algorithm to allow processes to balance their workloads periodically. We associate an RL agent with each process. An agent is trained and used to move works from processes with more workload to those with less workload. Rewards guide the agents’ behaviors and are designed according to the distributions of workloads and costs of data transfer in order to create balanced workloads among processes with minimized costs. Second, we design an online and high-order workload estimation model, which can estimate blockwise particle advection integration steps and time based on historical data that is recorded during the run time. The model learns the historical data from particles’ high-order data access patterns, and dynamically adapts to different flow behaviors. Third, we construct a communication cost model to estimate the data transfer time of both blocks and particles based on the historical data transfer since the beginning of the run, allowing the model to adapt to the available network bandwidth. The communication cost model is constructed based on a linear transmission model [14–16] that models the cost to be a constant latency plus time proportional to the data size.

To manage and optimize the activities across processes, we orchestrate the pipeline of the workload-balanced parallel particle tracing by taking the communication costs into account. First, we decompose the entire input vector field domain into data blocks, which are then assigned to participating parallel processes. We distribute particle seeds and trace the particles within the data blocks. Second, when particle tracing runs in parallel, processes collect statistical information of particle advection and data transfer to establish the workload estimation model and communication cost model. The estimated costs of future computations and communications are passed to processes’ RL agents for agents to make accurate decisions. Third, agents of processes transfer data blocks and particles among processes to balance workloads with minimized data transfer costs. After agents take actions, feedback rewards considering workload distributions and data transfer costs are computed to improve agents’ decision-making ability for future decisions. We tailor a policy-gradient-based reinforcement learning algorithm to train the agents and efficiently make load balancing decisions.

We utilize our technique with applications from fluid dynamics, ocean, and weather. We run our prototype implementation on a supercomputer with up to 16,384 processors. Our method outperforms the state-of-the-art work stealing/requesting in terms of parallel efficiency, load balance, and the cost of I/O and communication. The contributions of this paper are threefold:

1) We propose a reinforcement learning based work donation algorithm for distributed-memory systems to optimize load balance with minimized communication costs and dynamically adapt to flow behaviors and available network bandwidth.
2) We design a high-order workload estimation model to predict blockwise particle advection workloads.
3) We introduce the use of a linear transmission model to estimate interprocess communications’ costs.

2 RELATED WORKS

We summarize related works on parallel particle tracing in distributed-memory systems. In general, parallel particle tracing can be categorized into distributed-memory [5–7, 9, 10, 17–27] and shared-memory [28–33] settings, where our paper is focused on the distributed particle tracing; the former focuses on computations in independent processes with separate memory spaces, and the latter is done in computing environments that share the same memory space, including many- and multi-core processors. In distributed-memory settings, two strategies exist, including data-parallel and task-parallel. We refer to literature [34, 35] for a comprehensive review of parallel particle tracing.

2.1 Load Balancing

There are two basic strategies: (1) static and (2) dynamic load balancing, where this paper studies the dynamic one.

Static load balancing: The data partition is predetermined and optimized before parallel particle tracing is performed. Peterka et al. [10] used a static round-robin strategy to assign data blocks to parallel processes to balance workload. Alternatively, Nouanesengsy et al. [20] proposed a matrix-based optimization algorithm to assign blocks to processes for workload balancing.

Dynamic load balancing: Workloads of processes are periodically optimized. Existing dynamic load balancing algorithms have three categories: (1) domain (re-)partitioning, (2) master/slave, and (3) work stealing/requesting. First, Peterka et al. [10] applied the recursive coordinate bisection (RCB) [36] to partition data dynamically to make each process have a similar estimated workload. Zhang et al. [5, 24] improved the RCB based method using a constrained k-d tree [5] and a workload prediction model [24]. Second, Pugmire et al. [9] proposed a master/slave based algorithm, where master processes dynamically move particles to idle slaves when slave processes have no work to do. Third, Müller et al. [21] and Lu et al. [6] applied work stealing/re-requesting scheme [37, 38] for distributed and parallel particle tracing, where idle processes repeatedly steal particles from random processes to reduce the total idle time. Binyahib et al. [25] applied the lifeline technique [39] to connect processes with a one-bit difference in process ranks so that particles can be redistributed among connected processes after random stealing fails.

2.2 Workload Estimation

Workload estimation is usually used to assist in balancing workloads among processes. Existing estimation strategies have two categories: (1) blockwise workload estimation and (2) particle-wise workload estimation, where this paper studies the blockwise workload estimation in Section 5.

Blockwise workload estimation: One may estimate each data block’s workload and assign data blocks to processes to have a balanced estimated workload. Nouanesengsy et al. [20] advected a set of uniformly seeded particles in a preprocessing stage to determine the flow characteristics of each vector-field data block. Peterka et al. [10] used the historical number of advection steps per particle within a data block to estimate the workload of incoming particles of that block as the future workload of that block.
**Particle-wise workload estimation:** One may estimate each particle’s workload from the current time to the tracing termination and assign particles with a similar estimated workload to each process. One may assume each particle requires similar computation time and balance workloads of processes by balancing particle counts [6,9,21]. Zhang et al. [24] estimated the workload of each particle from the particle exits the current accessed data block to advection completion, with the construction of access dependency graphs (or, flow graphs) [40–42].

### 2.3 Input/Output

I/O for data block loading is a common bottleneck for the scalability and performance of distributed and parallel particle tracing methods. Two types of techniques are proposed to reduce the I/O cost for loading and fetching data blocks in parallel particle tracing.

- **On-demand data loading:** Data blocks are loaded from disks as long as no more work can be completed based on the blocks in memory. Pugmire et al. [9] proposed the on-demand data loading strategy, which is followed by various parallel particle tracing studies [6,31].
- **Prefetching:** Prefetching data blocks at each disk access with knowledge of data access dependencies can reduce I/O costs. Chen et al. [42] constructed an access dependency graph [41] to organize data blocks with strong access dependencies closely in disk file layout to reduce disk seek time, and proposed an out-of-core method to prefetch consecutive data blocks with access dependencies for efficient pathline computation. The work of Guo et al. [8] builds hint graphs to record the data access dependencies between fine-grained blocks and prefetches data blocks with dependant access patterns into a parallel key-value store to reduce the latency of data access for unsteady flow visualizations. Zhang et al. [43] studied Markov-chain based high-order access dependencies in unsteady flow fields, enabling high-order data prefetching for the computation of pathlines and acquiring improved prefetching accuracy. Hong et al. [44] studied predicting data accesses using Long Short-Term Memory (LSTM) models for data block prefetching.

### 3 Algorithm Overview

Our algorithm aims to adjust the assignment of data blocks among processes to minimize the total execution time of parallel particle tracing.

#### 3.1 Optimization Problem Statement

We seek to obtain a data block assignment $B_t$ dependent on execution time $t$, such that to minimize the future execution time after time $t$, where $B_t = (B_{t,0}, B_{t,1}, \ldots, B_{t,n_p-1})$. $B_{t,l}$ denotes the block set assigned to process $l$ (i.e., the process with rank $l$) at time $t$, and $n_p$ is number of total participating processes. The block sets satisfy that $B_{t,0} \cup B_{t,1} \cup \ldots \cup B_{t,n_p-1} = B$, where $B$ being the entire set of data blocks, and $B_{t,l} \cap B_{t,l'} = \emptyset$ for $l \neq l'$. We require that different processes do not share the same data block for four reasons. First of all, this helps constrain the solution space and make the optimization problem tractable. Second, we can efficiently maintain a distributed block-to-process mapping as a vector representation using MPI one-sided communications with low overhead. Third, this can reduce the total memory requirement. Fourth, this is a typical practice, as shown in several existing papers [6,10].

Given the execution time of parallel particle tracing can be abstracted into two components: computation time for particle advection and communication time for data transfer, we consider decomposing the execution time minimization objective into two requirements:

- **R1 Minimizing advection computation time:** Advection time is bounded by the process with the highest computation time. When other processes complete their work, they become idle and wait for the process with the most computation to complete. We can balance workloads of processes and minimize the workload of the process with the maximal computation time to speed up the execution, where the advection workload of a process is defined to be the time of particle advection in its blocks.
- **R2 Minimizing communication cost:** Data entities, including blocks and particles, are exchanged between processes through communications. Hence, R2 can be decomposed into two sub-requirements.

1. **R2.1 Minimizing block transfer cost:** Balancing processes’ workloads via exchanging data blocks incurs additional overhead, which we seek to minimize.
2. **R2.2 Minimizing particle transfer cost:** The particles, that are advected out of their current blocks, have to be transferred to the processes own their next blocks, which incurs this cost we seek to minimize.

This optimization problem can be categorized as integer programming, which is NP-complete [11,12]. The solution space is too huge to be solved by a polynomial-time algorithm. Hence, we use an RL-based algorithm to approximate the optimal solution of the dynamic load balancing problem.

#### 3.2 Algorithm Pipeline

Our algorithm illustrated in Fig. 1 builds on top of a data-parallel particle tracing pipeline.

**Traditional data-parallel particle tracing pipeline:** The input includes vector field data and a set of particle seeds. The output consists of particles’ trajectories. The pipeline has three stages: (1) initialization, (2) blockwise particle tracing computation, and (3) termination detection.

In the first initialization stage, we distribute the input vector field data and seeds among processes. We decompose the vector field domain into axis-aligned data blocks with similar sizes where the number of the blocks is higher than the number of processes; specifically for unsteady flow, a time-dependent vector field is decomposed into spacetime blocks following previous works [5,24,42–44], with time being considered as an additional dimension to space following [45,46]. We assign the blocks to the parallel processes using the static round-robin assignment [10]. Each process is assigned with the same number of blocks. We then distribute the input particle seeds among processes owning corresponding blocks.

In the second stage, we perform blockwise particle tracing. For every round of particle tracing, we advect particles
within the data blocks until all particles either stop prematurely due to hitting critical points in steady flows or go out of current block boundaries. At this point, blocks are exchanged if necessary. Then the particles are sent to the processes owning the next blocks that they are entering before a new round of particle tracing is performed.

Third, the particle tracing is repeated and terminates until all the particles go out of the global domain boundary or exceed the maximum advection steps.

In the following, we introduce our dynamic load balancing scheme into the above pipeline that runs after each round of blockwise particle tracing.

**RL-based dynamic load balancing pipeline:** The input consists of the distribution of blocks and particles among processes. The output is the redistribution of blocks and particles among processes to have more balanced workloads and a lower execution time. The pipeline has three stages: (1) cost estimation, (2) work donation, and (3) data migration.

First, we estimate processes’ workloads (Section 5) and communication costs (Section 6). A workload estimation model is constructed to estimate blockwise workloads for the next round of computation. When particles go out of their current blocks’ boundaries, processes first exchange the counts of particles that will be transferred to the other processes with adjacent blocks. Then, we use the counts of incoming new particles to each block to estimate the workloads at the next round. A communication cost model is constructed to estimate the costs of transferring data blocks and transferring particles.

Second, an RL-based work donation optimizer (Section 4) is built to learn on the fly to optimize the workload balance of processes for the subsequent round of computation with minimized communication costs. Donors (processes with high estimated workloads) make donation requests for offloading works to receivers (processes with low workloads).

Third, donors redistribute data blocks if receivers accept the donation requests. After receivers receive new data blocks, particles are transferred to their next corresponding processes and start another round of advection.

**Solution for cold start problem:** To prevent the cold start of the estimation models, we release seeds in multiple rounds as follows. Each process splits the initially-assigned seeds into ten batches uniformly, and releases one batch in the first round of the parallel tracing. One of the remaining batches will be released in the next round after the particles seeded in the previous round are advected out of their seeding blocks. This seeding process continues until all the ten batches of seeds are released. Hence, the computations for the particles seeded after the first round can benefit from the historical records saved from the previous rounds.

**Algorithm design considerations:** We design a model-based RL algorithm; that is, we explicitly model distributed-computing environments and establish estimation models to predict costs of future computation and communication events in the environments. The typical pipeline of the model-based RL algorithms, as shown in [47–50], is to (1) establish estimation models of environments based on real observations and (2) plan decision-making policies depending on the established models without the need for interacting with the actual environments, where the policies are improved to maximize rewards simulated from the established models of the environments. Compared with model-free RL algorithms that do not model the environments and optimize policies directly using actual measurements, model-based RL algorithms usually have the following benefits: (1) higher sample efficiency (i.e., requiring fewer data samples for training), (2) better generality and transferability, and (3) better explainability due to explicit modeling of environments, as demonstrated in existing surveys [48, 50, 51]. Unique in parallel particle tracing, there are two additional benefits for the optimizations based on the established models of distributed computing environments. First, we can make predictions and optimizations on situations that do not occur, such as the reward computation of rejected donations. Second, the training of policy functions is accelerated. The update of policies is decoupled from actual measurements and only depends on the established models of the environments; hence it does not need to wait for the related processes to finish all computation and communication tasks in the next round to provide the training data. This accelerates the policy function training because some particles’ advection may take quite a long time in a single round.

4 **Work Donation Algorithm**

We propose a reinforcement learning based work donation algorithm to minimize the total execution time of parallel particle tracing in distributed-memory systems. Our algorithm features (1) balancing processes’ workloads with min-
imized communication costs and (2) proactively instructing overloaded processes to donate workloads to underloaded processes to minimize processes’ idle time. Because processes’ actual workloads are unknown before particles are advected, workload estimates are computed and then used as the input to our algorithm before particle advection takes place. Agents monitor workload distributions among processes, and are trained by taking rewards describing load imbalance improvement and execution cost reduction after making donations. From the training, agents learn policy strategies to maximize gained rewards to improve load imbalance among processes and minimize execution time.

We explain why agents need to learn strategies for work donations. The straightforward strategy, high-workload processes always donating work to processes with the lowest workload, is highly possible to make donation receivers become overburdened after the donations are made. Also, it is challenging to consider different communication costs and coordinate processes’ actions when donations are planned. To pursue a proper strategy for redistributing processes’ works, an agent is created on each process to learn and adapt its action according to rewards obtained from historical donations.

We illustrate each agent’s decision-making and training pipeline in Fig. 2. The agent of each donor uniformly samples a block from local blocks with non-zero workloads. By considering friend processes’ workloads and different actions’ communication costs, the agent computes probabilities of actions from the current policy function and then samples an action to determine whether the block should be donated to an underloaded process or not. Donors send donation requests to donation receivers. Receivers first assume all donations will be accepted, and send feedback with their current workloads plus all requested donations for donors to compute rewards and train their agents’ policies. Note that if donors’ donations would make receivers overloaded and cause more severe imbalanced workloads, the rewards will be negative, and the corresponding actions will be penalized in agents’ training. If too many donation requests come simultaneously, the donation receivers can choose to reject certain donation requests, ensuring (1) the receivers’ workloads would not be higher than the donors’ after taking donations and (2) the receivers’ local memory capacity is sufficient to hold the donations; the donation rejection mechanism also helps prevent obviously harmful donations when agents are not well-trained in early rounds.

Fig. 2: Every agent’s decision-making and training pipeline.

### 4.1 Policy Gradient based Reinforcement Learning

We create a multi-agent reinforcement learning based optimizer to maximize reward functions.

**Preliminary:** We first give a background of policy gradient based RL, which usually converges fast in applications [13]. The agents’ policy (i.e., probabilities of actions) are updated iteratively guided by reward and cost functions to find an optimal decision-making strategy.

The policy-gradient-based methods use a Markov Decision Process (MDP) framework, which can be formulated by a tuple \((S, A, π_θ, R)\), where \(S\) is a finite set of states, \(A\) is a finite set of actions, \(π_θ(a|s)\) is the policy function and denotes the probability taking an action \(a \in A\) based on the current state \(s \in S\), and \(R(s, a, s')\) is the reward function based on the state \(s\), the action \(a\), and the new state \(s'\) after the action is taken.

The policy gradient based methods parameterize \(π_θ\), the policy of agents, using a parameter \(θ\). The policy is optimized by updating \(θ\) iteratively using gradient ascent to maximize rewards:

\[
θ = θ + \alpha \cdot ∇_θ E_θ[R(s, a, s')],
\]

where \(α\) is the learning rate controlling how quickly the policy parameter is adapted to the rewards. \(E_θ[R(s, a, s')]\) is the expectation of rewards, and \(∇_θ E_θ[R(s, a, s')]\) is the gradient of the expectation. According to Sutton and Barto [13], \(∇_θ E_θ[R(s, a, s')]\) is usually difficult to compute analytically, but can be efficiently approximated using rewards of actions sampled from the policy function \(π_θ\) by:

\[
∇_θ E_θ[R(s, a, s')] \approx \frac{1}{|A|} \sum_{a \in A} \nabla_θ \ln(π_θ(a|s)) \cdot R(s, a, s'),
\]

where \(|A|\) denotes the set of sampled actions. To reduce computational costs, Williams [52] proposed a stochastic-gradient-ascent based algorithm (called REINFORCE in [13]) to update the policy based on the reward of one single sampled action by:

\[
θ = θ + \alpha \cdot ∇_θ \ln(π_θ(a|s)) \cdot R(s, a, s').
\]

The stochasticity is raised from the sampling procedure.

**RL for parallel particle tracing:** Each process has an agent responsible for assigning the blocks in the process to an appropriate process with a minimized local cost. At a specific execution time, each block movement decision is dependent on the current block assignment. This MDP of an agent can be described by a tuple \((S, A, π_θ, R)\), where the state of each agent of a process corresponds to which blocks are assigned to the process, and agents can take action to move blocks among processes and change the states.

**State:** The state space \(S\) consists of all combinations of data blocks. In particular, the agent of the process indexed by \(l\) has a time-dependent state \(s_{i,l}\) indicating which blocks are owned by process \(l\) at time \(t\). The state \(s_{i,l}\) is corresponding to the block assignment at time \(t\), i.e. \(s_{i,l} = B_{i,l}\).

**Action:** The action space \(A\) consists of all actions for moving a block to a process. Specifically, the agent of a process \(l\) has actions to move blocks out of \(B_{i,l}\) to other processes and change the current state; note that keeping a block in process \(l\) is a special yet valid action for the agent. Every agent considers the movement of one block at a time. The action \(a_{i,l} \in A\) denotes moving block \(i\), the block under the consideration, to process \(l'\).

**Policy function \(π_θ(·)\):** Given the current state, the agent of process \(l\) has a policy function (defined in Equation 12), which returns probabilities of actions.
Reward function $R(\cdot)$: The reward function,
\[
R(s_l - \Delta t, a_{i,l}, s_{l'}) = \text{local_exec_cost}(B_{l - t, i, l'}, B_{l - t, i, l'}) - \text{local_exec_cost}(B_{l - t, i, l'}, B_{l - t, i, l'}),
\]
is defined by the reduction of a local execution cost function (Equation 5), after a block movement action $a_{i,l'}$ has been taken. Here, $B_{l - t, i, l} \in B_{l - t, i}$ with state $s_{l - t, i}$ represents the block assignment before an action $a_{i,l'}$ is taken, and $B_{l - t, i, l'} \in B_{l}$ with a new state $s_{l'}$ denotes the assignment after block movement has occurred at time $t$. $\Delta t$ can be considered as the overhead of taking actions.

### 4.2 Design of Cost Functions

Each process assesses the execution time imbalance locally by monitoring costs of friend processes, where processes $l$ and $l'$ are friends if and only if the binary numbers of the ranks $l$ and $l'$ only have one-bit difference following the lifeline technique [25, 39]. Each process’s local execution cost includes (1) the maximal execution cost and (2) the standard deviation of the execution costs among friend processes. Hence, the decrease of a local execution cost corresponds to the reduction of the local maximal execution time and the imbalance among friend processes, and is used for the reward computation. We define the local execution cost:

\[
\text{local_exec_cost}(B_{l - t, i, l'}, B_{l - t, i, l'}) = \max_{l' \in N_B(l)} \text{cost}(B_{l - t, i, l'}, B_{l, l'}) + \sigma_{l, l'},
\]

where $N_B(l)$ represents the set of friend processes of process $l$. The standard deviation $\sigma_{l, l'}$ is

\[
\sigma_{l, l'} = \sqrt{\frac{\sum_{l' \in N_B(l)} \text{cost}(B_{l - t, i, l'}, B_{l, l'}) - \mu_{l, l'}}{\mid N_B(l) \mid}^2},
\]

and the local average cost $\mu_{l, l'}$ is

\[
\mu_{l, l'} = \frac{\sum_{l' \in N_B(l)} \text{cost}(B_{l - t, i, l'}, B_{l, l'})}{\mid N_B(l) \mid}.
\]

Cost function $\text{cost}(\cdot)$ is designed to match the optimization requirements. The total cost for the block adjustment from $B_{l - t, i, l}$ to $B_{l, l'}$ is estimated by:

\[
\text{cost}(B_{l - t, i, l}, B_{l, l'}) = \text{cost}_a(B_{l, l'}) + \text{cost}_b(B_{l - t, i, l}, B_{l, l'}) + \text{cost}_p(B_{l - t, i, l}, B_{l, l'}),
\]

where $\text{cost}_a(B_{l, l'})$ measures the estimated particle advection time of process $l$, $\text{cost}_b(B_{l - t, i, l}, B_{l, l'})$ measures the communication cost of block transfer from $B_{l - t, i, l}$ to $B_{l, l'}$, and $\text{cost}_p(B_{l - t, i, l}, B_{l, l'})$ measures the communication cost of transferring particles between the block sets when necessary. The three costs are measured by seconds and, hence, can be directly added together to form the total cost. In the following, we discuss the three cost functions in detail.

**Cost for particle advection computation**: We estimate processes’ particle advection time based on the workload estimation model’s outcomes in Section 5. The workload estimation model gives an estimated particle advection time of each block. The cost $\text{cost}_a(B_{l, l'})$ of a block $l$ is the sum of workloads of the blocks in the process, and is defined by:

\[
\text{cost}_a(B_{l, l'}) = \sum_{i \in B_{l, l'}} w_i,
\]

where $w_i$ denotes data block $i$’s workload estimated by Equation 18.

**Cost for block transfer communication**: The movement of a data block from the current process to the other one requires additional communication costs. The cost of exchanging blocks to transform $B_{l - t, i, l}$ into $B_{l, l'}$ is:

\[
\text{cost}_b(B_{l - t, i, l}, B_{l, l'}) = |B_{l - t, l} \setminus (B_{l - t, i, l} \cap B_{l, l'})| \cdot d_{\text{send}}^b + |B_{l, l} \setminus (B_{l - t, l} \cap B_{l, l'})| \cdot d_{\text{recv}}^b,
\]

where “\(\setminus\)” is the set subtraction/difference operation, and $d_{\text{send}}^b$ is the data send/receive cost per block given in Section 6.

**Cost for particle transfer communication**: The particle transfer procedure consists of particle send and receive. Given a process $l$, it sends particles to other processes when the particles in data block $i$ owned by process $l$, for example, are now advected out of the block boundary and enter a neighboring block $j$ but block $j$ is not owned by process $l$ after the block adjustment. Similarly, process $l$ receives particles from other processes when particles in data block $j$ in other processes exit the block boundaries and enter block $i$ that is in process $l$ after the block adjustment. Hence, the total transfer cost of the process $l$ is:

\[
\text{cost}_p(B_{l - t, i, l}, B_{l, l'}) = \sum_{i \in B_{l - t, i, l}} \sum_{j \in N_b(i) \cap \text{send}} n(i,j) \cdot d_{\text{send}}^p + \sum_{i \in B_{l - t, i, l}} \sum_{j \in N_b(i) \cap \text{recv}} n(i,j) \cdot d_{\text{recv}}^p,
\]

where $N_b(i)$ denotes the set of neighboring blocks of the given data block $i$, $n(i,j)$ is the number of particles transferred from block $i$ to block $j$, and $d_{\text{send/recv}}^p$ is the data send/receive cost per particle given in Section 6.

### 4.3 Design of Policy Function and Update of Parameter

We explain how to parameterize the policy function, which considers both workloads of processes and possible transfer costs by taking a state-action feature vector as an input for the decision-making of block movements. We then update the parameter of the policy function based on rewards.

**Policy function**: The policy function projects a latent state $z_{a, l'}$ of an action $a_{i, l'}$ to a probability. We parameterize the policy function,

\[
\pi_{\theta}(a_{i, l'} | s_{l - t, i}) = \frac{e^{z_{a, l'}}}{\sum_{a_{i, l'} \in A} e^{z_{a, l'}}},
\]

by parameter $\theta$ using Softmax policy parameterization framework, which is shown to converge fast [53–55].

**Latent state and function**: A latent state of an action is a scalar and represents the value of the action, where the scalar is larger indicating the action is more favored. A latent
state of an action \(a_{i,t'}\) is mapped from an observed feature vector \(\phi(s_{t-\Delta t,i}, a_{i,t'})\) using a latent function,

\[
z_{a_{i,t'}} = f_\theta(\phi(s_{t-\Delta t,i}, a_{i,t'})) = \frac{1}{w_i} \phi(s_{t-\Delta t,i}, a_{i,t'}) \cdot \theta,
\]

where \(\frac{1}{w_i}\), reciprocal of block \(i\)'s workload, is used for the normalization for making decision across different blocks, and the bias term is omitted for brevity. Intuitively, the latent function with a linear form represents the weighted combinations of the feature vector components. The weights in \(\theta\) are non-negative and indicate different features' importances. The linear latent function can be computed with low overheads and is usually applied in studies of decision-making [56, 57]. The linear latent function combined with the Softmax policy is categorized into the log-linear policy class in RL [53].

**State-action feature vector:** A feature vector \(\phi(s_{t-\Delta t,i}, a_{i,t'})\) is a three-dimensional vector formed to describe the observed information, including the improvements of workload imbalance and data transfer cost associated with the action to move block \(i\) to process \(l'\).

The feature vector consists of three components.

The first component is to encourage to move block \(i\) from process \(l\) to the other process \(l'\) with a lower workload, and is computed by the workload of process \(l\) (excluding the workload of block \(i\)) reduced by the workload of \(l'\):

\[
\phi_1(s_{t-\Delta t,i}, a_{i,t'}) = \text{cost}_a(B_{t-\Delta t,i} \setminus \{i\}) - \text{cost}_a(B_{t-\Delta t,i'} \setminus \{i\}).
\]

If the workload of \(l\) excluding block \(i\) is higher than the workload of \(l'\), this feature component becomes positive, encouraging the action. Note that this feature component is zero if \(l'\) equals \(l\), i.e., if the action is to make block \(i\) stay in process \(l\).

The second and third components correspond to the decrements of block transfer cost and particle transfer cost, respectively, when moving a block \(i\) from process \(l\) to \(l'\). The second component is:

\[
\phi_2(s_{t-\Delta t,i}, a_{i,t'}) = \begin{cases} 0, & \text{if } l = l' \\ -(d_{b}^\text{end} + d_{b}^\text{recv}), & \text{otherwise.} \end{cases}
\]

The third component is:

\[
\phi_3(s_{t-\Delta t,i}, a_{i,t'}) = \sum_{j \in N_b(i) \text{ and } j \in B_{t-\Delta t,i'}} \tilde{n}(i,j) \cdot (d_{p}^\text{end} + d_{p}^\text{recv}) - \sum_{j \in N_b(i) \text{ and } j \in B_{t-\Delta t,i}} \tilde{n}(i,j) \cdot (d_{p}^\text{end} + d_{p}^\text{recv}).
\]

Transfers of the particles that enter block \(i\) get changed after block \(i\) is moved from process \(l\) to process \(l'\). The part of the particles owned by process \(l'\) will not need to be transferred, where the transfer cost is saved. However, the part of the particles owned by process \(l\) will need to be transferred to process \(l'\) after the block movement.

**Policy parameter update:** The parameter \(\theta\) is updated to maximize the expected rewards of sampled actions, encouraging actions to approach the minimum of the local load cost function. Following Equation 3, we update the policy parameter \(\theta\) using stochastic gradient ascent by:

\[
\theta = \theta + \alpha \cdot \nabla_{\theta} \ln(\pi_{\theta}(a_{i,t'}|s_{t-\Delta t,i})) \cdot R(s_{t-\Delta t,i}, a_{i,t'}, s_{t,i}).
\]

## 5 High-Order Workload Estimation Model

We estimate the particle advection workload in a given block using a high-order estimation model for advection cost computations when RL agents move blocks. Given a data block, the input of this workload estimation model consists of the statistics of the incoming particles to the data block; the model’s output is the expected advection workload of those particles.

The blockwise workload estimation is based on the historical records of particles that have been advected previously. When a particle enters a data block, the total number of advection steps is deterministic, although unknown before the advection occurs. For a given data block, the existing zeroth-order model [10, 24] assumes every entering particle has a similar number of advection integration steps. Hence, the zeroth-order model averages numbers of integration steps of particles that have been advected in the given block for the estimation of incoming particles.

Our high-order model utilizes the closeness of particle trajectories. By assuming continuities exist in spacetime domain following [45, 46], particles with close-by entry points into a data block usually have similar numbers of advection steps; also, particles whose trajectories are close to one another in the domain before entering the block tend to have similar entry points. Because matching the full trajectories of particles leads to high overhead, we record only the sequence of blocks accessed by those particles as an approximation of the trajectories, at a much lower cost. This is inspired by the particle access dependency modeling of Zhang et al. [43], which discretizes the trajectories of particles into sequences of data blocks accessed by the particles and then uses a high-order Markov chain [58] to estimate the particles’ data access patterns.

An additional parameter \(r\) is used to control how many data blocks most recently accessed by each particle are to be recorded, where \(r\) is the order of our estimation model and controls the model complexity. Existing works [10, 24] use the historical average of the number of advection steps to estimate the workload of incoming particles, which is a special case when \(r\) is zero (zeroth-order) in our model.

Our method has two steps, as illustrated in Fig. 3. First, we match the trajectories of incoming particles with those of the previously advected particles. Second, our method uses the historical particles’ numbers of advection steps that have the best-matched trajectories with the particles in question to estimate the workload of advection in the current block.

### 5.1 Data Structure of Trajectories Tree

Our model’s data structure is a tree, called trajectories tree, which groups particles based on where they come from. Trajectories trees are created from the block sequences accessed by the previously advected particles; the depth of the tree is \(r\). Every block has a corresponding tree structure. For example, in Fig. 3b, the tree is formed by the access
sequences of blocks by the eight black-colored particles in Fig. 3a and is stored in the process that owns block (2, 3).

Each tree node has two attributes: \( n(\cdot) \) and \( \omega(\cdot) \), which are historical statistics computed from the particles that access data blocks following the path from the tree node to the root. \( n(i_r|{i_{r-\ldots,i_0}}) \) denotes the number of previously advected particles that travel through the blocks of \( i_0, ..., i_{r-1} \) to \( i_r \). \( \omega(i_r|{i_{r-\ldots,i_0}}) \) represents the historical average of the numbers of advected steps of particles that travel from blocks \( i_0 \) to \( i_r \). This tree data structure is saved in the process owning the root block \( i_r \).

5.2 Workload Estimation of Advection Computation

We estimate the time of particle advection in data block \( i_r \) based on the incoming particles’ trajectories. For example, for the new particle (red particle in Fig. 3a) that is going to access block (2, 3), we search the trajectories tree in Fig. 3b top-down to find a match of the particle’s block-based trajectory with those of the previously advected particles for workload estimation. Because the incoming particle traveled through blocks (2, 1), (2, 2), and (2, 3) in order, we use the attribute \( \omega((2,3)|(2,2),(2,1)) \) stored in node (2, 1) to estimate the workload of the particle; \( \omega((2,3)|(2,2),(2,1)) \) is the average advection step of the black-colored three particles starting from block (2, 1).

Estimation: More formally, the advection time, noted by \( w_{i_r} \), of all incoming particles to the block \( i_r \) is estimated by:

\[
w_{i_r} = \sum_{i_{r-\ldots,i_0} \in N_b(i_r)} \sum_{i_0 \in N_b(i_1)} n(i_r|{i_{r-\ldots,i_0}}) \cdot \omega(i_r|{i_{r-\ldots,i_0}}) \cdot d_a,
\]

where \( N_b(\cdot) \) gives neighboring data blocks, \( d_a \) is the historical time cost per advection step, and \( n(i_r|{i_{r-\ldots,i_0}}) \) denotes the number of the particles that have their block-based trajectories as \( i_0, ..., i_{r-1} \) and are now going to enter the block \( i_r \). \( \omega(\cdot) \) is computed and exchanged among the parallel processes before the workload estimation.

5.3 Online Update of Estimation Model

We update the attributes, \( n(i_r|\cdot) \) and \( \omega(i_r|\cdot) \), stored in the trajectories tree nodes every time after particles finish advection within block \( i_r \).

Update of \( n(i_r|\cdot) \): \( n(i_r|{i_{r-\ldots,i_0}}) \) is updated directly based on the blocks that the advected particles have passed through; if particles have accessed less than \( r \) blocks, we use their seeding block ID to pad the trajectory of the block sequence until the length becomes \( r \). Then, we update the aggregate statistics \( n(i_r|{i_{r-\ldots,i_0}}) \), which indicates the sum of all particles that appear in the block \( i_r \) and previously pass through the blocks from \( i_k \) to \( i_{r-1} \), using:

\[
n(i_r|{i_{r-\ldots,i_k}}) = \sum_{i_{r-\ldots,i_k} \in N_b(i_k)} n(i_r|{i_{r-\ldots,i_k}}),
\]

where \( k \) is looped starting from 1 to \( r - 1 \) for the update from the bottom to the top of the trajectories tree. Finally, we update the tree root:

\[
n(i_r) = \sum_{i_{r-\ldots,i_0} \in N_b(i_0)} n(i_r|{i_{r-\ldots,i_0}}).
\]

Update of \( \omega(i_r|\cdot) \): \( \omega(i_r|{i_{r-\ldots,i_0}}) \) is updated directly after each particle finishes its advection within data block \( i_r \); if the length of a particle’s block-based trajectory sequence is less than \( r \), we pad the block sequence using its initial seeding block ID until the sequence length becomes \( r \). We update \( \omega(i_r|{i_{r-\ldots,i_k}}) \) by averaging the numbers of advection steps of those particles in block \( i_r \) and previously pass through blocks from \( i_k \) to \( i_{r-1} \) using:

\[
\omega(i_r|{i_{r-\ldots,i_k}}) = \frac{\sum_{i_{r-\ldots,i_k} \in N_b(i_k)} n(i_r|{i_{r-\ldots,i_k}}) \cdot \omega(i_r|{i_{r-\ldots,i_k}})}{n(i_r|{i_{r-\ldots,i_k}})}
\]

where \( k \) is looped starting from 1 to \( r - 1 \) for the bottom-up update of the tree. Finally, we update the tree root:

\[
\omega(i_r) = \frac{\sum_{i_{r-\ldots,i_0} \in N_b(i_0)} n(i_r|{i_{r-\ldots,i_0}}) \cdot \omega(i_r|{i_{r-\ldots,i_0}})}{n(i_r)}.
\]

6 Communication Cost Model

We build linear transmission cost models [14–16] to estimate communication costs of data transfers. The linear cost model considers that the time cost of transferring a data entity from one process to the other is proportional to the size of the entity plus a fixed starting latency. Because the sizes of data
blocks are similar and the sizes of particles are the same, we assume moving each block has a similar cost, and so does moving each particle. Linear models can be fitted efficiently, hence, causing low overheads.

Historical-record collection: We collect the records of four types of data transfer events: data block (including trajectories tree) send/receive and particle send/receive. Generally, each record is a tuple, where the first item is the number of involved entities (noted as \( x \)) in an event, and the second item is the total time (noted as \( y \)) of an event.

Model fitting: For each event, we build a linear model

\[
y = d \cdot x + e,
\]

where \( e \) is a constant latency of the event, and \( d \) is an additional time cost for each additional entity. The least-squares method is used to fit the linear model from historical records of the event. After the fitting, we obtain the send/receive time cost per data block \( d_{b_s}\) and the send/receive time cost per particle \( d_{p_s}\).

7 Performance Evaluation

We studied our method’s performance using four particle-tracing tasks, including static flow analysis on a Nek5000 dataset via streamlines, source-destination analysis on an Ocean dataset via pathlines, unsteady flow analysis on an Isabel dataset via FTLEs, and static turbulence analysis on a Turbulence dataset via streamlines.

Datasets: Table 1 describes the detailed specifications of the four datasets. The Nek5000 dataset is a thermal-hydraulics dataset produced by the Nek5000 solver of a large-eddy Navier-Stokes simulation \([59]\). We took one timestep of the simulation output to analyze the flow patterns of the fluid dynamics statically using streamlines (shown in Fig. 4a). The Ocean dataset was produced by an eddy-resolving simulation with 1 \( \times 10^6 \) horizontal spacing \([60]\). The dataset consists of monthly averaged time-varying vector fields from February 2001 to January 2004. Source-destination query analysis was performed with local dense seeding by using pathline visualizations (shown in Fig. 4b), where a source-destination query is related to seed particles in local regions and queries the destination of those seeded particles. The hurricane Isabel data was produced from an atmospheric simulation developed by the National Center for Atmospheric Research. We performed an unsteady flow analysis using FTLEs (shown in Fig. 4c). The isotropic Turbulence dataset is a direct numerical simulation of turbulent fluid flow on a 4096\(^3\) grid \([61]\) and is maintained by the Johns Hopkins Turbulence Databases \([62]\). When the simulation achieved a statistically stationary state, one snapshot of data was output and analyzed statically using streamlines (shown in Fig. 4d).

We have different seeding settings for the analysis of the four datasets. For the static flow analysis on Nek5000 and Turbulence data, we uniformly seeded particles to generate streamlines. For the source-destination query on Ocean, we locally seeded particles near Eurasia, consisting of Europe and Asia. For the unsteady flow analysis Isabel, we generated an FTLE field by tracing from all grid points.

Computing platforms specifications: We evaluated Nek5000, Ocean, and Isabel data on Bebop high-performance computing (HPC) cluster and tested Turbulence data on Theta supercomputer.

Bebop HPC cluster has 664 compute nodes and uses IBM General Parallel File System. Every compute node has 32 Intel Xeon E5-2695v4 CPU cores with 4 GB memory per core. The compute nodes are interconnected by an Intel Omni-Path network. Message passing uses the Intel MPI library. We used up to 1,024 cores for the following studies.

Theta supercomputer has 4,392 compute nodes and uses Lustre Parallel File System. Every compute node has 64 Intel Xeon Phi 7230 processors and 3 GB memory per processor. The compute nodes are interconnected by Cray’s Aries technology and integrated by the Dragonfly network topology. We used up to 16,384 processors on Theta.

Implementation details: We prototyped our methods based on Python \([63]\). The advection integral was implemented using C \([64]\) programs for fast computation and then imported into Python with the support of Cython \([65]\).

Processes’ communications and I/O were supported by mpi4py \([66]\) and DIY \([67–69]\) libraries with asynchronous parallelism and nonblocking communications. mpi4py library \([66]\) offered python-based Message-Passing Interface (MPI) implementations and was used for the communications amongst processes. The efficiency of the block-structured parallel I/O was improved by using the block-I/O layer \([70]\) supported by DIY library \([67–69]\). To store the block assignment \( B_i \) in memory, a block-to-process mapping recorded which blocks belong to which processes, and was maintained in distributed memory using MPI one-sided communications with low overhead, following the dynamic assignment algorithm of DIY library \([67–69]\).

PyTorch library \([71]\) supported the training of RL agents. autograd \([72]\) module supported automatic differentiation for gradient and derivative computation, which was then used to update the parameters of agents through backpropagation \([73]\) and RMSProp \([74]\) optimizer. RMSProp can adapt the learning rate (i.e., \( \alpha \) in Equation 17) automatically and was reported \([75]\) to handle non-stationary environments well. Hence, RMSProp is commonly used in reinforcement learning studies, such as \([76–78]\).

Eight blocks were assigned to each process initially. The block assignment was then adjusted dynamically by our work donation algorithm during the runtime.

Baseline: We implemented the most recently published lifeline-based work stealing/requesting approach \([25]\). The lifeline-based approach \([25]\) was shown to improve performance compared with previous work stealing/requesting methods \([6, 21]\) and thus is one of the current state-of-the-art in dynamic load balancing for parallel particle tracing.

7.1 Advection Workload Estimation Study

We evaluated the accuracy of our high-order workload estimation model. Fig. 5 shows the estimation errors when the workload estimation model uses varying orders, where the order represents the length of the recorded accessed blocks for each particle and indicates the complexity of the model. The relative error is computed by the sum of the absolute difference between estimated advection time and
TABLE 1: Specifications of four datasets. We seed uniformly on Nek5000 and Turbulence to trace streamlines, seed locally on Ocean data to produce pathlines, and seed at all grid points of Isabel data to generate a FTLE field.

| Dataset     | Domain        | Timestep | Size    | Visualization Application | Seed Count | Maximum Advection Steps |
|-------------|---------------|----------|---------|----------------------------|------------|-------------------------|
| Nek5000     | 512 × 512 × 512 | 1        | 1.5 GB  | Streamlines                | 2M         | 1,024                   |
| Ocean       | 3,600 × 2,400 × 1 | 36       | 2.3 GB  | Pathlines                  | 2.7M       | 1,024                   |
| Isabel      | 500 × 500 × 100 | 48       | 13.4 GB | FTLE                       | 25M        | 48                      |
| Turbulence  | 4,096 × 4,096 × 4,096 | 1       | 768 GB  | Streamlines                | 2.6M, 16.8M, 134.2M | 1,024 |

Fig. 4: Examples of rendering results. (a) We generated 4,096 streamlines on Nek5000 dataset for static flow analysis. (b) We used 2,592 pathlines for the Ocean dataset, which are seeded near Eurasia for the source-destination query. (c) We tested the Isabel dataset by using an FTLE field at timestep 0 within a time range of 16. (d) We generated 4,096 streamlines using the Turbulence dataset for flow turbulence analysis.

Fig. 5: Advection workload estimation errors (defined in Section 7.1) under different processes and order settings. Three subfigures are corresponding to the three datasets: Nek5000, Ocean, and Isabel, respectively.

actual advection time in each block divided by the entire advection time.

The estimation error generally decreases as the order increases with different total block counts for domain decomposition, where higher block counts correspond to smaller block sizes. The result of zeroth-order has errors of around 20% for Nek5000 data, 23% ~ 29% for Ocean data, and 16% ~ 22% for Isabel data. With the order becomes eighth, the errors become 5% ~ 11% for Nek5000 data, 4% ~ 5% for Ocean data, and 8% ~ 12% for Isabel data.

Errors are difficult to decrease further after model orders are high enough because of the turbulence in vector fields. Turbulence makes the vector field of a data block not continuous and causes that particles enter at similar entry positions into a data block yet still have different numbers of advection steps. We select fourth-order as the order setting for our following performance study because the errors do not decrease much when using orders higher than four.

7.2 Performance Study
To evaluate the performance of our method, we conducted the evaluation by using three measurements:

1) **Strong scaling:** The strong scaling measures the efficiency of an approach on a fixed-size problem with different process counts. By fixing the number of particles, this measurement evaluates how the execution time changes along with increasing processes. Optimal strong scaling is achieved when the execution time is inversely proportional to the number of processes.

2) **Advection load imbalance:** The imbalance is measured by the metric \( \frac{\text{MAX}}{\text{AVG}} \), which is the maximal particle tracing time over all processes divided by the average tracing time per process, following previous studies [5, 24]. When the advection workload of processes is highly imbalanced, the value of this metric is large. As the workload of processes becomes similar, the metric is approaching 1.

3) **I/O and communication cost:** The I/O and communication cost measures the average time per process used...
The advection workload imbalance is important for parallel processing. Lower values indicate the ratio of the maximal advection workload over processes and improving the workload balance MAX/I with minimal overheads.

I/O and communication costs study: The third column in Fig. 6 shows the I/O cost used for data block loading and the communication cost for the processes' exchange of both data blocks and particles. As shown in Fig. 6 (c), (f), and (i), our method outperformed the baseline across the three datasets. When 1,024 processes were used, the baseline had the cost of 33.71, 152.59, and 5601.12 seconds for the three test datasets, respectively. Our method had the cost of 3.48, 5.06, and 51.15 seconds, which are 10.33%, 3.32%, and 0.91% of the time spent by the baseline. Compared with the baseline [25] that chooses to load data blocks from disks, our method is designed to fetch data blocks from other processes through network transfer and minimizes the communication cost for data exchange when optimizing the total execution time, which reduced the I/O and communication time across the three applications.

Study on per-process performance: To breakdown the performance of our method in detail, we profiled activities of each process, including local computation, I/O and communication, and busy waiting in Fig. 7 and supplemental videos. The results in Fig. 7 show that each process has a similar aggregated active time, indicating our method balanced workloads among processes effectively. Specific for Ocean data, Fig. 8 illustrates processes’ dynamic block assignment. As shown in Fig. 8, the initial workloads of processes were not balanced at the early stage because of local seeding patterns, while the initial block assignment presents the round-robin (a.k.a, block-cyclic) assignment pattern. Our method gradually balanced the processes’ workloads by transferring blocks among processes in the middle stage. At the late stage, only a few blocks had particles, making just a few processes had advection computations.

Study on 4,096^3 Turbulence data: We evaluated our method with up to 134.2 million particle seeds and 16,384 processes. Turbulence data has the highest spatial resolution and the largest data size among all tested data of the existing parallel particle tracing studies.

Fig. 9 presents the evaluations with varying numbers of particles on Turbulence data. Our method remained high scalability and strong-performance for varying numbers of particles, which are 87.59% for 2.6 million particles, 80.88% for 16.8 million particles, and 91.41% for 134.2 million particles. The advection load imbalance curve increased as the number of
particles grew. The I/O and communication cost decreased quickly with respect to the increment of processes. Our method’s overheads were 10.65 seconds for 2.6 million particles, 14.90 seconds for 16.8 million particles, and 27.20 seconds for 134.2 million particles when 16,384 processes were used, which were 6.26%, 4.14%, and 1.36% of the total execution time, respectively.

8 DISCUSSIONS

Optimality limitations: We used the estimates of workloads to compute rewards for agents. The quality of discovered strategy depends on the estimation. If estimation errors are high, even if the agents can learn an optimal policy, the workload balance may still be suboptimal. To remedy this, in the future, we are going to train agents to calibrate and adjust the estimates of workloads by computing loss using the difference between the estimates and the real computation time, given the entry point of a particle and the vector field block, which may further decrease the estimation errors.

Out-of-core support: If the distributed memory of participating processes is not enough to hold the newly generated data (e.g., for in situ computation), we use the least-recently-used (LRU) rule to evict data blocks having no particles to save space for new data, following Pugmire et al. [9]. Because evicted data blocks may be reloaded in the future, we also write constructed trajectories trees of the blocks to disk for possible future reuse.

Trade off between I/O and communications: Our algorithm currently is designed to favor migrating data blocks among processes rather than loading data blocks from disks because most HPC clusters and supercomputers have network bandwidth higher than I/O, which may not be beneficial for a computing platform with low network bandwidth and high-speed I/O. In the future, we will incorporate the
estimation of I/O costs into our cost model to allow agents to fetch data blocks from disks if I/O costs are lower.

9 Conclusion and Future Works

We exploit the benefits of using RL-based optimization to address a dynamic workload balancing and communication cost reduction problem for parallel flow visualization and analysis. The reinforcement learning has a dynamic nature and takes advantage of reward and cost functions to balance workloads and minimize communication costs. An optimized workload balance is achieved by considering communication costs for data transfer, enhancing the parallel particle tracing performance. We evaluate our approach with fluid dynamics, ocean simulation, and weather simulation data and analyze our method’s workload balance and scaling efficiency performance. The results demonstrate that our RL-based technique can dynamically make block assignment decisions to minimize the total execution time.

Future works: We identify four potential future works. First, we can allow agents to both donate and steal works from other processes. The work donation and stealing schemes can complement each other. For example, when most processes have high workloads and just a few are idle, those idle processes’ agents can efficiently steal works from others rather than waiting for donations. Second, we can allow duplicating data blocks, which can further improve the performance when just a few blocks have particles, for example, at the late stage in Fig. 8. Third, we can use deep neural networks instead of single-layer perceptrons to formulate latent functions, which may exploit additional learnability for agents. Fourth, we will improve and evaluate our algorithm on unsteady flow for in situ computation.
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