Real Time Emotion Detection of Humans Using Mini-Xception Algorithm
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Abstract. In the past few decades there has been operating analysis on emotion expression recognition due to the great intra-class deviation also it is still challenging. Maximum number of research work performs the best on controlled datasets (i.e., small datasets with less features), whereas it fails to operate well and it’s still challenging on datasets varies variations in images and even in partial faces. In modern years, many works have introduced an end-to-end plan for emotion expression recognition, utilizing deep learning models. Although emotion recognition is a great task, there still seems to be a huge area for development. In this paper, we developed a mini-Xception based on Xception and Convolution Neural Network (CNN), which is easy to concentrate on great parts like the face, and conclude important improvements to earlier works. We validated our model by creating a real-time vision system which accomplishes the tasks of face detection, and emotion classification simultaneously in one blended step using our proposed mini-Xception architecture. We still utilize a visualization technique that is ready to detect important face sectors because recognizing various emotions, based on the classifier’s output. For experimental analysis we had used FER-2013 dataset and results manifest that the proposed method can efficiently perform all the tasks like detection and classification with seven different emotions using with Mini-Xception algorithm and achieved accuracy around 95.60%.
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1. Introduction

“Emotion” is described by many research studies but there is no particular definition in all the literatures about the emotion. Reflection or actualization of feeling can be defined as “Emotion”. It can be either sham or real not only feeling [1]. For instance, feeling of pain straight forwardly describe feeling, where as emotions cannot be felt completely and exactly. An emotion describes the inner esoteric internal state of affairs. In various fields of research like, psychology, health, biomedical engineering, and even in neuroscience emotion play a vital role and it has became an immense research subject. Emotion detection is an important research area in biomedical engineering [2]. Recent research studies in this field focus one motion detection and diagnosing psychological disorders by automated computer-aided systems. Various methods were implemented by researchers for emotion detection like multimodal, Galvanic Skin Response (GSR), Electro Encephalography (EEG), Facial Expression; visual scanning behavior etc. [3], over past few years, familiarization of deep learning has been a great progress in the field of image classification. Convolutional neural networks (CNNs) are one of the mostly used and popular deep learning algorithms used for implementation of image segmentation, recognition and classification.

Deep learning based algorithms are one of the mostly used methods to detect the state of emotion of human beings (e.g., anger, disgust, fear, happy, sad, surprise, and neutral) [4]. We had developed deep learning based algorithm Mini-Xception. The main aim of the proposed model is to
automatically detect emotions and to predict emotional condition with high accuracy. In this method, for analyzing experimental results we had used labeled facial expression images from FER dataset. This mage are given as input to the model created and it is trained by these images. Then, the proposed model makes a determination which facial expression is performed.

This research article is organized as follows: Section 1 indicates the introduction of emotion detection with deep learning algorithm. Section 2 discusses related work. Section 3 describes methodology and proposed architecture. Section 4 explains about dataset, and experimental results. Section 5 describes conclusion and future work.

2. Related Work

Global survey has done on DL approaches where various learning techniques, models, and recently proposed training approaches are discussed. Shervin Minaee [5] implemented a model on Facial expression recognition using Attention Convolution Network. FER-2013, CK+, FERG JAFFE dataset are used for training models and 93.3% accuracy is achieved. D Y Lilianasuntha et al. [6] developed a model on Emotion recognition from facial expression using deep Convolutional neural network. CK+ dataset are used for training models and 92.81% accuracy is achieved. Jyostna Devi Bodapati, N. Veeranjeyulu. [7], proposed a Facial Emotion Recognition Using Deep CNN Based Features. For feature extraction pre-trained convolution neural network model (VGG16) is used.CK+ dataset are used for training model and 86.04% accuracy is achieved. Nithya Roopas [8], in this paper they proposed an Emotion Recognition from Facial Expression using deep learning. The proposed model is Inception Net v3 is applied and Kaggle’s Facial Expression Recognition Challenge and Karolinska Directed Emotional Faces (KDEF) datasets are used for training model and 39% accuracy is achieved. Panagiotis Giannopoulos [9], in this paper they proposed “Deep Learning approaches for Facial Emotion Recognition”. In this paper they proposed, the performance of two known deep learning approaches (Google Net and Alex Net) on facial expression recognition. FER-2013 dataset are used for training models and 83% accuracy is achieved.

Junnan Li and Edmund Y. Lam. [10] in this paper they proposed a “Facial Expression Recognition using Deep Neural Networks”. CK+ dataset are used for training and testing model and 91.9% accuracy is achieved. Arushi Raghuvanshi [11] “Facial Expression Recognition with Convolutional Neural Networks”. VGG16, the model from Caffe’s Model Zoo which was trained on Image Net, and VGG Face, a network trained on a facial recognition data set. There trained and tested there models on the data set from the Kaggle Facial Expression Recognition Challenge, and FER dataset are used for training and testing model and 0.60% accuracy is achieved. K. Sravanthi, G. Jaya suma [12] developed a method “A Prediction of Emotions for Recognition of Facial Expressions Using Deep Learning, CK+, JAFE and BU-3DFE dataset are used for training and testing model and 100% accuracy is achieved. VICTOR-EMIL NEAGOE [13] developed “A Deep Learning Approach for Subject Independent Emotion Recognition from Facial Expressions”. There have focused on two “deep” neural models: Convolutional Neural Networks (CNN) and Deep Belief Networks (DBN). One has selected the Support Vector Machine (SVM) as a benchmark algorithm. JAFE dataset are used for training and testing model and 95.71% accuracy is achieved. Fatima Zahra Salman [14] proposed an “Emotion Recognition from Facial Expression Based on Fiducial Points Detection and using Neural Network”. There detect and track 49 Fiducial points using a powerful and recent Supervised Decent Method (SDM). The proposed approach has achieved an emotion recognition accuracy of 99% on the CK+ database, 84.7% on the Oulu-CASIA VIS database, and 93.8% on the JAFFE database. The following table shows the comparative study of related work.
3. Proposed Method

We had implemented the proposed model based on improved deep learning approaches for emotion recognition, classification, and detection. An enhanced recognition model has been developed utilizing residual convolution networks for recognizing the emotions. Recognition is done through Mini-Xception based models. Comparison of the proposed model along with other models demonstrates greater performance against other algorithms. By using Xception model we had proposed a mini-Xception for emotion detection. Our proposed model is inspired by the Xception algorithm. This architecture combines the use of residual modules [6] and depth-wise separable convolutions. Residual modules modify the desired mapping between two subsequent layers, so that the learned features become the difference of the original feature map and the desired features. Consequently, the desired features $H(x)$ are modified in order to solve an easier learning problem $F(X)$ such that:

$$H(x) = F(x) + x$$  \hspace{1cm} (1)

In proposed model parameters are reduced from the Convolutional layers, which was done by using depth-wise separable convolutions. Depth-wise separable convolutions are composed of two different layers: depth-wise convolutions and point wise convolutions.

The main purpose of these layers is to separate the spatial cross-correlations from the channel cross correlations [1]. They do this by first applying a $D \times D$ filter on every $M$ input channels and then applying $N$ 1x1xM convolution filters to combine the M input channels into N output channels. Applying 1x1xM convolutions combines each value in the feature map without considering their spatial relation within the channel. Depth-wise separable convolutions reduces the computation with respect to the standard convolutions by a factor of $1 + D^2$ [2]. A visualization of the difference between a normal Convolution layer and a depth-wise separable convolution. The proposed architecture contains 4 residual depth-wise separable convolutions where each convolution is followed by a batch normalization operation and a ReLUs activation function. The last layer applies a global average pooling and a soft-max activation function to produce a prediction. This architecture has approximately 60,000 parameters. Figure 1(a) (b) displays our complete architecture which is referred as mini-Xception.

| S.NO. | Authors | Methods Used | Dataset Used | Accuracy | Measures   |
|-------|---------|--------------|--------------|----------|------------|
| 1.    | Shervin Minaee | Attention Convolution Network | FER-2013, CK+, FERG & JAFFE | 93.3%    |            |
| 2.    | D Y Lilianasuntha et al. | Deep Convolutional Neural Network | CK+ | 92.81% |            |
| 3.    | Jyostna Devi Bodapati, N. Veeranjaneyulu | Deep CNN Based Features, (VGG16). | CK+ | 86.04% |            |
| 4.    | Nithya Roopa.s | Deep Learning | Karolinska Directed Emotional Faces (KDEF) | 39% |            |
| 5.    | Panagiotis Giannopoulos | Google Net and Alex Net. | FER-2013. | 83% |            |
| 6.    | Junnan Li and Edmund Y. Lam | Deep Neural Networks. | CK+. | 91.9% |            |
| 7.    | Arushi Raghuvanshi K.Sravanthi, G.Jaya suma | Convolutional Neural Networks. | Kaggle Facial Expression Recognition and FER, CK+, JAFE and BU-3DFE. | 0.60% |            |
| 8.    | Victor-Emil Neagoe | Deep Learning. | JAFE. | 95.71% |            |
| 9.    | Fatima Zahra Salman | Supervised Decent Method (SDM). | CK+, Oulu-CASIA VIS, JAFFE. | 99% |            |
| 10.   | K.Sravanthi, G.Jaya suma | Support Vector Machine (SVM). | JAFE. | 100% |            |
We tested this architecture in the FER-2013 dataset and obtained the accuracy of 89.96% for the emotion detection task. Real-time image and video analysis is also done based on back-propagation. Given a mini-Xception with ReLU function for the intermediate layers, back propagation takes the derivative of every element \((x, y)\) of the input image \(I\) with respect to an element \((i, j)\) of the feature map \(f^L\) in layer \(L\). The reconstructed image \(R\) filters all the negative gradients; consequently, the remaining gradients are chosen such that they only increase the value of the chosen element of the feature map. Following a fully ReLU mini-Xception reconstructed image in layer \(l\) is given by:

\[
R_{l,i,j} = (R_{l} + 1 \cdot i, j > 0) \ast R_{l} + 1 \cdot i, j
\]

Algorithm

Description of our proposed model is mentioned below:

Method: Emotion Expression and Recognition using Mini-Xception.

Input: FER-2013 Dataset.

Output: Classification of Emotions.

Step 1: Load the FER-2013 dataset.
Step 2: Partition the dataset into training and testing.
Step 3: Apply the preprocessing techniques.
Step 4: Build the model using Mini-Xception algorithm.
Step 5: Test data is given to Mini-Xception for classification.
Step 6: Calculate the Accuracy.
4. Methodology

Initially the face region is extracted from the given face images using proposed face detection algorithm. Then from the cropped face regions, deep features are extracted from the last fully connected layer of mini-Xception. Based on the experimental results we observed that the proposed method is simple and gives better performance compared to the other methods. Mini-Xception, a pre-trained convolution model, [21] is known for its state of the art performance in various applications [21] like image classification, object detection etc. It is trained on Image Net dataset. After training of proposed architecture, the trained model was tested in real time. First of all, human faces were detected. After that, the detected images were sent to the model and the classes they belong to were queried. This process was performed on every 30 frames that occurred every second of the camera image obtained in real time.

5. Experimental Analysis

The experimental analysis is evaluated using Python IDLE tool. Mini-Xception algorithm is applied on emotion detection dataset. Dataset contains 35,887 images. Accuracy is calculated from the confusion matrix.

Dataset: To train our models we used dataset: FER-2013. The FER-2013 dataset had been created by acquiring and combining the result of Google image search for every particular emotion [22]. Each and every image in FER dataset is labeled image and it consists of seven emotion images i.e., anger, disgust, fear, happy, sad, surprise, and neutral. This dataset consists of 35,887 images in the training set, 3,500 labeled images in the test set, and 3,500 images in the development set. It consists of pair of posed and un-posed identification images, these images are in grayscale and pixel value is 48x48. Even Though this dataset consists of labeled emotions, it was discovered that the proposed model achieved better accuracy. Here are some examples of the FER 2013 dataset recognized using proposed algorithm i.e., Mini-Xception. Figure 2 represents emotions like anger, disgust, fear, happy, sad, surprise, and neutral respectively.

![Emotions](image)

**Figure 2.** Emotions recognized using Mini-Xception proposed algorithm.

Accuracy is calculated from the confusion matrix. For quantitative analysis of the experimental results, the following performance metrics are considered, including accuracy (AC). To do this we also use the variables True Positive (TP), True Negative (TN), False Positive (FP), and False Negative (FN). Confusion Matrix: It is a particular table format that allows the performance evaluation of an algorithm [23-25].
Table 2. The following table shows confusion matrix of proposed algorithm.

| Expression | Anger | Disgust | Fear | Happy | Sad | Surprise | Neutral |
|------------|-------|---------|------|-------|-----|----------|---------|
| Anger      | 60.0  | 0.1     | 0.0  | 0.0   | 25.0| 0.0      | 10.0    |
| Disgust    | 0.0   | 55.0    | 0.5  | 0.7   | 11.9| 25.0     | 0.0     |
| Fear       | 12.9  | 0.01    | 65.78| 0.5   | 0.12| 17.8     | 0.0     |
| Happy      | 0.02  | 0.5     | 95.55| 0.08  | 0.05| 85.0     | 0.12    |
| Sad        | 25.0  | 11.9    | 0.12 | 0.08  | 0.05| 73.68    | 11.9    |
| Surprise   | 0.0   | 25.0    | 17.8 | 14.5  | 0.05| 73.68    | 11.9    |
| Neutral    | 10.0  | 0.0     | 0.0  | 0.78  | 7.50| 11.9     | 89.66   |

Average Accuracy =95.60

The overall accuracy is calculated using.

$$ AC = \frac{TP + TN}{TP + TN + FP + FN} \quad (3) $$

Table 3. The following table demonstrates the performance measures calculated by using accuracy, precision, and recall.

| Test size | Accuracy | Precision | Recall |
|-----------|----------|-----------|--------|
| 90%-20%   | 95.60    | 93        | 90     |

6. Conclusion

In this paper, we implemented Mini-Xception model which is an enhanced model of Xception architecture using residual networks for Emotion expression and Recognition. Using the FER-2013 database gives better performance than the existing method. There are seven types of emotion expressions such as (e.g., anger, disgust, fear, happy, sad, surprise, and neutral.) we tried to recognize. In modern years, many works have introduced an end-to-end plan for emotion expression recognition, utilizing deep learning models. Although emotion recognition is a great task, it still seems emotion huge area for development. The accuracy obtained for Emotion expression and recognition using Mini-Xception is 95.60% and precision and recall rate is 93% and 90% respectively. Further the accuracy can be increased by training the Mini-Xception algorithm using the original image dimensions of 48x48. The number of Convolutional layers and the size of filter can also be increased to improve accuracy.
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