FAST AND PRECISE MODEL CALCULATION FOR KATRIN USING A NEURAL NETWORK

A PREPRINT

Christian Karl ∗
Max-Planck-Institute for Physics
Munich
Germany
karlch@mpp.mpg.de

Philipp Eller †
Physics Department
Technical University Munich
Garching
Germany
philipp.eller@tum.de

Susanne Mertens ∗
Max-Planck-Institute for Physics
Munich
Germany
mertens@mpp.mpg.de

January 13, 2022

ABSTRACT

We present a fast and precise method to approximate the physics model of the Karlsruhe Tritium Neutrino (KATRIN) experiment using a neural network. KATRIN is designed to measure the effective electron anti-neutrino mass $m_{\nu}$ using the kinematics of $\beta$-decay with a sensitivity of 200 meV at 90 % confidence level. To achieve this goal, a highly accurate model prediction with relative errors below the $10^{-4}$ level is required. Using the regular numerical model for the analysis of the final KATRIN dataset is computationally extremely costly or requires approximations to decrease the computation time. Our solution to reduce the computational requirements is to train a neural network to learn the predicted $\beta$-spectrum and its dependence on all relevant input parameters. This results in a speed-up of the calculation by about three orders of magnitude, while meeting the stringent accuracy requirements of KATRIN.
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1 Introduction

In particle physics, a widely used measurement technique is based on parameter inference using a parameterized model on a set of observed data. To obtain precision results, the prediction accuracy of this model, given any choice of parameters, should exceed the statistical uncertainty. In particular for high-precision experiments, such a requirement can easily translate to maximally allowed model errors at the subpercent level. Such accurate model predictions often entail high computational demands, that—at least in some cases—can render a full analysis unfeasible and resorting to approximations or a reduced scope becomes necessary.

Some examples of high computational demand are the Monte Carlo methods used by the ATLAS and CMS collaborations at the Large Hadron Collider [1, 2] to calculate their event predictions and the Ice Cube Collaboration to analyze small signals in high-statistics neutrino oscillation experiments [3]. The particular example of such a high-precision experiment we want to focus on is the Karlsruhe Tritium Neutrino (KATRIN) experiment, designed to measure the effective electron anti-neutrino mass $m_{\nu}$ with an unprecedented sensitivity of 200 meV at 90 % confidence level (CL) [4]. This is achieved via a high-precision measurement of the tritium beta decay spectrum close to the endpoint, where the neutrino mass manifests itself as a small shape distortion. To reach this design goal, each spectral data point will be measured with a statistical uncertainty of less than one per mill. This, in turn, puts tight constraints on the required accuracy of the model prediction. The current KATRIN physics model is based on numerical methods including numerical integrations and root searches, making a single model evaluation computationally expensive, taking
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With the full data set of 1000 days, KATRIN targets a sensitivity close to $\beta_C$. The surplus energy $s$ probability of an electron to scatter $P_T$ shown in fig. 1 (right). Here, the transmission function $E$ the filter are counted resulting in an integral measurement of the $U$ electric charge and $qU$ instead of measuring the differential energy spectrum directly, different retarding energies $V$ smears the spectrum. Introducing $k$ or electronic excited state with energy $\nu$, we now have:

$$X \rightarrow Y^+ + e^- + \bar{\nu} + Q.$$  

The surplus energy $Q$ is shared between the decay products with a constant recoil energy $E_{\text{rec}}$ passed to the daughter nucleus $Y^+$. The remaining so-called endpoint energy $E_0 = Q - E_{\text{rec}} = E + E_\nu$, is shared between the electron ($E$) and the neutrino ($E_\nu$). As $E_\nu = \sqrt{m_\nu^2 + m_\nu^2}$, a non-zero rest-mass of the neutrino reduces the maximal energy the electron can receive. The differential decay rate for an allowed $\beta$-decay depends on the electron energy and is given by:

$$\frac{d\Gamma}{dE} = C \cdot F(Z', E) \cdot p \cdot (E + m_e) \cdot (E_0 - E) \cdot \Theta(E_0 - E - m_\nu)$$  

with a constant term $C$; the Fermi function $F$ with the atomic $Z'$; the electron kinetic energy $E$, momentum $p$ and mass $m_e$; the endpoint energy $E_0$; and the effective neutrino mass $m_\nu$. The Heaviside function $\Theta$ ensures energy conservation. The impact of the neutrino mass $m_\nu$ on the spectral shape is maximal near the endpoint $E_0$ as depicted in fig. 1 (left).

From fig. 1 (left) we can also deduce two of the main properties an experiment aiming to measure $m_\nu$ from $\beta$-decay must fulfill. First of all, due to the very low rate near the endpoint, an extremely luminous source is required. Furthermore, an energy resolution on the electronvolt-scale must be achieved to resolve the small shape effect of a non-zero neutrino mass. To achieve these two features, KATRIN combines a windowless gaseous tritium source with an electrostatic high-pass filter with magnetic adiabatic collimation (MAC-E filter) as used by its predecessors in Mainz and Troitsk.

As KATRIN uses gaseous molecular tritium as a $\beta$-emitter, the daughter nucleus can end up in a rotational-vibrational or electronic excited state with energy $V_k$ and corresponding probability $P_k$. This modifies the differential decay rate in eq. (2) as it shifts the maximum energy available for the electron and the neutrino away from the endpoint and smears the spectrum. Introducing $\epsilon_k = E - E_0 - V_k$, we now have:

$$\frac{d\Gamma}{dE} = C \cdot F(Z', E) \cdot p \cdot (E + m_e) \sum_k P_k \cdot \epsilon_k \cdot \sqrt{\epsilon_k^2 - m_\nu^2} \cdot \Theta(\epsilon_k - m_\nu).$$  

Instead of measuring the differential energy spectrum directly, different retarding energies $qU$, where $q$ denotes the electric charge and $U$ the applied voltage, are set in the MAC-E filter and only electrons with sufficient energy to pass the filter are counted resulting in an integral measurement of the $\beta$-spectrum. The probability of an electron with energy $E$ to pass the retarding energy $qU$ is given by the response function

$$f(E; qU) = \int_0^\infty \sum_{s=0}^{\infty} T_s(E - \epsilon; qU) \cdot P_s \cdot g_s(\epsilon) \, d\epsilon$$  

shown in fig. 1 (right). Here, the transmission function $T$ describes the properties of the MAC-E filter which are mainly governed by the magnetic fields in the beamline and the angular distribution of electrons in the source, $P_s$ is the probability of an electron to scatter $s$ times, and $g_s(\epsilon)$ describes the probability of an electron to lose the energy $\epsilon$ in the $s$-fold scattering process.

2 The KATRIN physics model

KATRIN is currently the leading experiment using the kinematics of $\beta$-decay for the measurement of the absolute neutrino mass scale. Based on the first two data taking campaigns, KATRIN set a limit of $m_\nu < 0.8$ eV (90% CL) [5]. With the full data set of 1000 days, KATRIN targets a sensitivity close to 0.2 eV at 90% CL [4].

The measurement principle of KATRIN is based on the $\beta$-decay of tritium [6]. In a $\beta^-$-decay a neutron in nucleus $X$ decays into a proton in the daughter nucleus $Y^+$ emitting an electron $e^-$, an electron anti-neutrino $\bar{\nu}$, and the surplus energy $Q$:

$$X \rightarrow Y^+ + e^- + \bar{\nu} + Q.$$  

From fig. 1 (left) we can also deduce two of the main properties an experiment aiming to measure $m_\nu$ from $\beta$-decay must fulfill. First of all, due to the very low rate near the endpoint, an extremely luminous source is required. Furthermore, an energy resolution on the electronvolt-scale must be achieved to resolve the small shape effect of a non-zero neutrino mass. To achieve these two features, KATRIN combines a windowless gaseous tritium source with an electrostatic high-pass filter with magnetic adiabatic collimation (MAC-E filter) as used by its predecessors in Mainz and Troitsk.

As KATRIN uses gaseous molecular tritium as a $\beta$-emitter, the daughter nucleus can end up in a rotational-vibrational or electronic excited state with energy $V_k$ and corresponding probability $P_k$. This modifies the differential decay rate in eq. (2) as it shifts the maximum energy available for the electron and the neutrino away from the endpoint and smears the spectrum. Introducing $\epsilon_k = E - E_0 - V_k$, we now have:

$$\frac{d\Gamma}{dE} = C \cdot F(Z', E) \cdot p \cdot (E + m_e) \sum_k P_k \cdot \epsilon_k \cdot \sqrt{\epsilon_k^2 - m_\nu^2} \cdot \Theta(\epsilon_k - m_\nu).$$  

Instead of measuring the differential energy spectrum directly, different retarding energies $qU$, where $q$ denotes the electric charge and $U$ the applied voltage, are set in the MAC-E filter and only electrons with sufficient energy to pass the filter are counted resulting in an integral measurement of the $\beta$-spectrum. The probability of an electron with energy $E$ to pass the retarding energy $qU$ is given by the response function

$$f(E; qU) = \int_0^\infty \sum_{s=0}^{\infty} T_s(E - \epsilon; qU) \cdot P_s \cdot g_s(\epsilon) \, d\epsilon$$  

shown in fig. 1 (right). Here, the transmission function $T$ describes the properties of the MAC-E filter which are mainly governed by the magnetic fields in the beamline and the angular distribution of electrons in the source, $P_s$ is the probability of an electron to scatter $s$ times, and $g_s(\epsilon)$ describes the probability of an electron to lose the energy $\epsilon$ in the $s$-fold scattering process.
The integral count rate is given by integrating the differential spectrum times the response function over the electron energy:

\[ R(qU) = \int_{E_0}^{E} \frac{d\Gamma}{dE} \cdot f(E; qU) \, dE. \]  

Putting all described components together, we can already see why the calculation of the expected rate \( R \) is computationally involved. In the differential spectrum, eq. (3), we must sum over hundreds of final states. To calculate the response function, eq. (4), we convolve the transmission over the energy loss function for each scattering \( s \). The transmission function itself consists of a numerical root search combined with an integral, and the energy loss function for \( s \)-fold scattering is obtained by convolving \( g \) \( s \)-times with itself. Finally, we integrate the differential decay rate over the response function. Combining all these factors leaves us with a computationally expensive model calculation of about one second for each integral rate. Although parts can be precalculated depending on the analysis, we will see in the next section that this leads to very high computing demands which are already on the edge of feasibility.

3 Analysis methods and computing requirements

The KATRIN collaboration follows multiple approaches to infer the value, uncertainty, and thus confidence interval of the neutrino mass [5, 11, 12]. In the following, we will describe why each approach requires excessive computational power and would thus benefit from a fast calculation of the model.

3.1 KATRIN likelihood

As a basis for our analysis method, we first infer the likelihood function used for KATRIN. The likelihood \( \mathcal{L}(\mu(\theta)|\text{data}) \) describes how well a set of model parameters \( \theta \) describes the measured data. Building on the integrated tritium spectrum from eq. (5), we can write our expected model rate as

\[ \mu(\theta; qU) = A_{\text{sig}} \cdot R(\theta_{\text{spec}}; qU) + B \]  

with a signal normalization \( A_{\text{sig}} \), a constant background rate \( B \) and various parameters impacting the tritium spectrum \( \theta_{\text{spec}} \). A summary of these spectral parameters can be found in table 1.

During a single spectral measurement, called a scan, a fixed set of retarding energies \( qU_i \) are scanned with the corresponding measurement times \( t_i \), counting the number of electrons \( N_i \) that hit the detector. As the individual measurements at \( qU_i \), called scan steps, are statistically independent and the decay rate in the source is constant, we can describe our likelihood using a product of individual Poisson distributions:

\[ \mathcal{L}(\theta) = \prod_i P(N_i; \mu(\theta; qU_i) \cdot t_i) = \prod_i e^{-\mu t_i} \frac{\left(\mu \cdot t_i\right)^N}{N_i!}. \]  

Figure 1: Left: Impact of non-zero neutrino mass on the differential \( \beta \)-spectrum. The smoking gun is the change in curvature near the endpoint.

Right: Transmission probability of electrons depending on their surplus energy. The sharp edge at low surplus energies is defined by the transmission properties of the MAC-E filter whereas the bumps starting around 13 electronvolt come from energy losses by inelastic scattering of the electron with tritium molecules in the source.
We now describe various methods used to infer these parameters from the likelihood and to obtain an uncertainty on with so-called pull terms. The simplest and most common form of the pull term is a Gaussian centered at the best value corresponding to 1 \( \sigma \) uncertainty.

\[
\Delta \log \text{likelihood} = \sum \log \frac{p(i | \theta)}{p(i)}
\]

As an example, we expect roughly 15 periods, each with the 14-patch segmentation, for the total KATRIN measuring time. This gives us \( \approx 15 \times 14 \times 30 = 6300 \) data points and on the order of one thousand likelihood parameters.

### 3.2 Parameter inference

We now describe various methods used to infer these parameters from the likelihood and to obtain an uncertainty on \( m_\nu^2 \). In the following, we refer to an approach where only the four unconstrained parameters \( \theta_{\text{stat}} = \{ m_\nu^2, E_0, A_{\text{sig}}, B \} \) are included as “statistical only”. We label the constrained “systematic” parameters \( \theta_{\text{syst}} \).

**Nuisance parameter method**

In this approach, we retrieve the parameters best describing our data by maximizing the likelihood (minimizing the negative log-likelihood) with respect to the parameters \( \theta \). To include external constraints, we multiply our likelihood with so-called pull terms. The simplest and most common form of the pull term is a Gaussian centered at the best knowledge value with a standard deviation describing the uncertainty. To calculate the uncertainty of \( m_\nu^2 \), we profile the likelihood searching for the \( \Delta \log \mathcal{L} \) value corresponding to 1 \( \sigma \). This is needed, as the errors in \( m_\nu^2 \) are typically not symmetric and the estimate from the Hesse of the fit is numerically unstable.

Using this approach for all parameters has two important impacts on the computational requirements. Firstly, the dimensionality of our minimization problem is very large, leading to many likelihood- and thus model evaluations in practice. In addition, all parts of our model rate, especially the expensive response function, must be recalculated in every minimization step as they depend on \( \theta \). Analyzing a single measurement campaign, the detector segmented into 12 or 14 parts, which already requires on the order of \( 10^{10} \) evaluations of the integral spectrum when including the required estimation of the derivatives. With the numerical model, this can take up to one CPU year with drastic parallelization being difficult due to the serial nature of minimization. The scaling with additional measurement phases is at least quadratic since both the number of points and free parameters increase linearly, making it challenging to use this method as-is for final KATRIN.

### Table 1: Overview of important spectral parameters used in a KATRIN data analysis with their typical value and constraint. Parameters without a constraint are always inferred from the data while the constraint is usually used as 1 \( \sigma \) uncertainty.

| parameter | description | typical value | typical constraint |
|-----------|-------------|---------------|--------------------|
| \( m_\nu^2 \) (eV\(^2\)) | effective electron neutrino mass squared | 0.0 | none |
| \( E_0 \) (eV) | endpoint of the \( \beta \)-spectrum | 18573.7 | none |
| \( B_{\text{src}} \) (T) | magnetic field strength in the source | 2.52 | 0.0063 |
| \( B_{\text{max}} \) (T) | maximum magnetic field strength | 4.24 | 0.0043 |
| \( B_{\text{min}} \) (T) | minimum magnetic field strength | \( 6.3 \times 10^{-4} \) \( \text{to} \) \( 6.3 \times 10^{-6} \) | |
| \( \rho d \sigma \) | gas density \( \times \) scattering cross section | 1.364 | 0.001 |
| \( \epsilon_i \) | nine parameters describing the energy loss | [0.01, 0.20] | \( O(1 \%) \) |
| \( \Delta \epsilon \) (eV) | longitudinal electric potential asymmetry | 0.0 | 0.014 |
| \( \sigma_{\epsilon}^2 \) (eV\(^2\)) | electric potential variance | 0.0182 | 0.003 |
| \( \Delta qU \) (eV) | electric potential offset | -1.907 | fixed |

A typical scan contains 40 scan steps, of which about 30 are used for neutrino mass analysis, and takes about two hours. The KATRIN detector is segmented into 148 pixels, each measuring an independent spectrum. In simple cases, the pixels can be treated as one detector (uniform), but often segmentation into patches is needed to avoid averaging significantly different models. Typical segmentations are the grouping into 12 rings or 14 ring-like patches which account for misalignment of the detector with respect to the beamline. In a measurement campaign, a so-called period in KATRIN jargon, on the order of 300 scans are performed. For the analysis of a single measurement campaign, one can typically combine the data of all measurements taken at the same \( qU \) set points, leading to roughly 30 measurement points for one campaign. In addition to the detector segmentation, the model can differ significantly between various measurement campaigns. We must therefore also split our model and data in time, using one model for each campaign. Some model parameters are individual to each segmentation, while others are shared. Writing out the total likelihood then leads us to:

\[
\mathcal{L}(\theta) = \prod_{\text{period}} \prod_{\text{patch}} \prod_{i} P(N_i; \mu(\theta_{\text{period,patch}}; qU_i) \cdot t_i)
\]
Monte Carlo propagation method
Another approach used is based upon Monte Carlo propagation of uncertainty. The general idea is to repeat the maximum-likelihood fit multiple times with randomized input values for the systematic parameters $\theta_{\text{syst}}$, but to fix them during the minimization. Statistical uncertainty is included by randomizing the data points according to their underlying Poisson distribution in each step. The resulting distribution in $m^2_\nu$ describes the uncertainty and can be used to calculate appropriate intervals as well as the best-fit value.

An advantage of this method is that it allows precalculating the expensive response function which depends on $\theta_{\text{syst}}$, but not on any of the remaining fit parameters $\theta_{\text{stat}}$. The downside is that it requires repeating the fit process thousands of times. This becomes worse when each fit is already expensive, for example when the likelihood has a large number of points due to the necessity of splitting the data over time and over detector segments. This was already an issue when analyzing the second neutrino mass campaign, where the final result with all uncertainties included more than 100 000 individual fits, each with $10^7$ function evaluations, amounting to a total of $10^{11}$. With the applied precalculations, this amounted to a computing requirement of about 50 CPU years. When fitting multiple measurement campaigns together to retrieve the combined neutrino mass value, this quickly becomes unfeasible due to the same quadratic scaling issues as with the nuisance parameter method.

Full Bayesian sampling
In addition to the two Frequentist approaches, there is also the option for a full Bayesian analysis. Instead of performing a minimization, we sample the likelihood using a Markov chain Monte Carlo (MCMC). External constraints are included by multiplying the likelihood with the corresponding so-called priors. In this case, similar to the nuisance parameter method, the expensive response function cannot be approximated. A typical result involves more than $10^7$ samples in the posterior, each with hundreds or thousands of calculations of the integral spectrum and an acceptance of $\approx 0.234\, [13]$, amounting to around $10^{11}$ total evaluations. This is more expensive than the nuisance parameter approach and therefore hardly feasible at the current state.

Instead, a model variation approach similar to the Monte Carlo propagation was pursued. Once again, $\theta_{\text{syst}}$ are randomized before running a full MCMC chain. Finally, the samples from all chains are combined to incorporate the effect of systematic uncertainty. This approximated hybrid method requires at least the computing time of the Monte Carlo propagation method, and can therefore also not be scaled as-is.

4 Approximating the model estimate with a neural network
As we have seen in the previous section, all analysis approaches would benefit from a fast calculation of the integrated $\beta$-spectrum $R(qU; \theta_{\text{spec}})$, as it is evaluated billions of times. A possible solution to this is to pre-calculate $R$ for many samples of $\theta_{\text{spec}}$ and to retrieve $R$ for arbitrary samples within the generated sample range using a multidimensional interpolation algorithm during the analysis. Unfortunately, the high dimensionality in $\theta_{\text{spec}}$ of $O(10)$ as seen in table $1$ combined with the stringent sub-per mill accuracy requirements, quickly makes traditional interpolation algorithms such as cubic-splines or (k-) nearest-neighbor unfeasible.

Our approach to this interpolation problem is to use a neural network: we train the network using samples generated with the analytical model to learn the output rate depending on the physical parameters $\theta_{\text{spec}}$. In the following we describe the architecture of the network as well as the exact form of input and output layers we propose to achieve the required accuracy.

The inputs we pass to the neural network are the values of the parameters $\theta_{\text{spec}}$. As we sample these independently, there is no need for decorrelation, but we normalize each parameter to a mean of zero and a standard deviation of one. As output, we use the predicted count rate $R(qU; \theta_{\text{spec}})$ for each point $qU$ in the data spectrum. This allows the neural network to “learn” any correlations between the count rate in neighboring points. As all integrated spectra follow a very similar pattern, see fig. $2$ (left), we divide each spectrum by the average count rate at every given point $\langle R(qU; \theta_{\text{spec}}) \rangle$ adding a constant background rate $B$ to avoid dividing by zero. We then arrive at output samples as shown in fig. $2$ (right).

Between the input and the output layer, we add two hidden layers, each fully connected to both the input/output layer and the next/previous hidden layer. Each hidden layer uses the “mish” function as activation and consists of 128 nodes.
Figure 2: Left: Output spectral rate for different input parameter values $\theta_{\text{spec}}$. The spectra all show the same general trend. Right: The output spectra normalized by the average rate in each $qU$ point. We now see clear shape-effects for the different parameter samples.

As all our rates $R_i$ and thus also the output values $\frac{R_i}{\langle R_i \rangle}$ are positive, the output layer uses the “softplus” activation function. The final structure of the neural network is depicted in fig. [3](left).

We train the neural network on $O(10 \text{ million})$ input samples which we generate by sampling the parameters within their expected 1-, 3- and 5-sigma range using the $N$-dimensional $R_2$ method [14]. During training, we optimize our loss function with respect to the weights of the network using an interface of scipy’s [15] low-memory BFGS [16, 17] minimizer to the tensorflow [18] front-end keras. We define our loss function as the mean squared error of the net prediction

$$\left\langle (C_i - C_{\text{pred},i})^2 \right\rangle$$

with the true rate change of each sample $C_i = \frac{R_i}{\langle R_i \rangle}$ and the corresponding prediction of the neural net $C_{\text{pred},i}$. Here, we follow an iterative approach. In each iteration:

- we select a random batch of $O(1 \text{ million})$ samples from our total of $O(10 \text{ million})$ samples, and
- gradually decrease the minimization tolerance.

After roughly 40 iterations, we see convergence of our loss function as shown in fig. [3](right). During training, we split off 10% of our generated samples for validation to check for overfitting. As the validation loss is the same as the training loss, we conclude that the training is successful and no overfitting happens.

To generate the samples, we need to evaluate the full integral spectrum about $30 \cdot 10^7 = 3 \times 10^8$ times, significantly less than for the individual analysis methods. This task is embarrassingly parallel and the required $< 10$ CPU years can be split upon thousands of CPUs on a computing cluster, allowing us to typically complete this task within a single day. The training is then no longer challenging using a modern GPU and is completed within a few hours. One great advantage of this approach is that this computing time must only be invested once and can then be reused for multiple analyses.

### 5 Validation and results

To test the numerical accuracy of our neural network, we do a 1:1 comparison of the analytic model to the NN approximation with statistical uncertainties on representative Monte Carlo data. Afterwards, we carry out a full analysis of already analyzed measurement phases comparing to the published results. Finally, we demonstrate that our approach allows the analysis of a large number of datasets as expected for the final KATRIN analysis.

$$\text{softplus}(x) = \ln(1 + e^x)$$

$$\text{mish}(x) = x \cdot \text{tanh}(\text{softplus}(x))$$
Figure 3: Left: Architecture of the neural network used for model approximation as a block diagram. Right: Training loss over iteration for the different samples. Training (blue solid line) and validation (orange dashed line) are for our reference architecture using two hidden layers with 128 nodes. The two match very well, indicating there is no overtraining. Including four hidden layers with 32 nodes (green dotted line) has a similar performance to our reference architecture, showing that the exact architecture does not have a large impact on the performance, as long as there are enough weights to optimize. Using only one hidden layer with 8 nodes (red dash-dotted line) leads to a significantly worse loss.

Table 2: Parameter recovery of the Asimov cross-fit. Our neural network recovers all true parameters with the bias in $m_\nu^2$ being less than $1 \times 10^{-5}$ eV$^2$.

| fit parameter | true value | recovered value |
|---------------|------------|-----------------|
| $m_\nu^2$ (eV$^2$) | 0 | $-9.8 \times 10^{-6}$ |
| $E_0$ (eV) | 18 573.700 | 18 573.700 |
| $A_{\text{sig}}$ | 1.18 | 1.18 |
| $B$ (mcps) | 136 | 136 |

5.1 Asimov cross-fit

As a first check, we generate a single statistically unfluctuated Asimov reference spectrum using the existing numerical analysis framework assuming 1000 days of measurement. The parameter values assumed in this spectrum correspond to the ones summarized in table 1. We now fit this spectrum with the model obtained from the NN. $\theta_{\text{stat}}$ are treated as free parameters in the fit, while the others are fixed to their input value. This simplification of fixing $\theta_{\text{syst}}$ allows a detailed comparison with the existing framework. The spectrum and residuals are shown in fig. 4 (left) while the fit parameter results can be found in table 2. There is no structure in the residuals when scaled to the usual 1 $\sigma$ level. Only after zooming in, we can see residuals below the 0.003 $\sigma$ level, almost three orders of magnitude smaller than the expected statistical uncertainty. This excellent fit is further underpinned by the $m_\nu^2$ bias of less than $1 \times 10^{-5}$ eV$^2$. For the other parameters, we cannot see any deviation on the displayed number of significant digits. Therefore, we conclude that the neural network has no significant bias when fitting unfluctuated spectra.

In addition to the central value, we also check the likelihood profile in $m_\nu^2$ which is used to retrieve the uncertainty. The overlay of the two profiles, one using our network, one using the existing methods, is shown in fig. 4 (right). We can see that the overlay matches and the 1 $\sigma$ uncertainties differ by less than $1 \times 10^{-3}$ eV$^2$. Thus, also the uncertainties are not significantly biased using our neural network.
Figure 4: Left: Spectrum and residuals for the Asimov cross-fit. On the top we see the generated Monte Carlo spectrum (black points) as well as the best-fit using the neural network (orange line). On the bottom we plot the normalized residuals, once with a regular scale, and once with a zoom-in to see the underlying structure. Right: Comparison of the likelihood-profile in $m_{\nu}^2$ with statistical uncertainty only. The reference (blue solid) matches the profile of the neural network (orange dashed line).

Figure 5: Left: Difference of best-fit $m_{\nu}^2$ values using the regular analysis framework and our neural network (orange) compared to the assumed statistical uncertainty of 0.04 eV$^2$ on our 1000 day Monte Carlo spectrum. Both bias ($-3 \times 10^{-4}$ eV$^2$) and width ($4 \times 10^{-4}$ eV$^2$) are below the $1 \times 10^{-3}$ eV$^2$ level. Right: Comparison of our analysis of the first two measurement campaigns using the neural network (blue) with the results published in [5,11]. The gray dotted line splits the first measurement campaign (top) and the second one (bottom).

5.2 Ensemble test

As a next step, we perform an ensemble test on 1000 statistically fluctuated spectra using the same 1000 day Asimov spectrum as in section 5.1 for the expectation, and the Poisson distribution to randomize it. We then fit each of these 1000 spectra once with the regular framework and once with the neural network. In fig. 5(left) we compare the $m_{\nu}^2$ best-fit values of the two methods. The resulting bias (width) in $m_{\nu}^2$ is $-3 \times 10^{-4}$ eV$^2$ ($4 \times 10^{-4}$ eV$^2$) and thus two orders of magnitude smaller than the assumed statistical uncertainty around 0.04 eV$^2$. This would only affect a possible final upper limit at the third significant digit. We would also like to point out that the numerical inaccuracies of the current analysis methods can also be similarly large. We thus conclude that the accuracy of the neural network is sufficient to be applied in KATRIN data analysis.
5.3 Application to realistic KATRIN scenarios

Analysis of the first two measurement campaigns
As a first step, we reproduce the published results of the first two measurement campaigns \[5, 11\] using the neural network and the nuisance parameter approach. We include all systematic uncertainties in the official analysis except for an uncertainty on the molecular final states and the source activity fluctuation as these are not parameterized and will be treated differently in future analyses. Background parameters and uncertainties not shown in table I are included without the use of a neural network as they are simple linear parameters. For the first measurement campaign, we arrive at \(m_\nu^2 = -1.14_{-0.93}^{+1.10} \text{eV}^2\), consistent with the percent level with the updated value reported in [5]. When analyzing the second measurement campaign using a 12-ring segmentation for the detector, we find \(m_\nu^2 = 0.27_{-0.33}^{+0.33} \text{eV}^2\) which is within the range of values reported by the analysis teams in [5] where the individual results can differ by around 0.01 eV^2. The various results both from the published analyses and using our neural network are summarized in fig. 5 (right).

After showing that our method provides consistent results, we can now go beyond what has been published. To combine the two datasets, we perform a combined fit with shared \(m_\nu^2\) using a uniform detector segmentation for the first period, and a 12-ring segmentation for the second measurement phase. With this approach, we find \(m_\nu^2 = 0.07_{-0.30}^{+0.30} \text{eV}^2\). This type of combined fit has not been performed before, as it was computationally involved and the ring-wise segmentation of the second measurement campaign is not necessarily required. However, with our neural network-based approach, this fit completes within roughly 10 CPU minutes. A more detailed overview of the various computing times is shown in table 3.

In addition to the Frequentist approach, we perform a full-Bayesian analysis of the two campaigns sampling both \(\theta_{\text{stat}}\) and \(\theta_{\text{syst}}\) during the MCMC. As described in section 3.2, this type of analysis was not feasible with the regular analysis framework. Using a flat positive prior on \(m_\nu^2\), we find consistent limits of \(m_\nu < 0.90 \text{eV}\) (first campaign), \(m_\nu < 0.86 \text{eV}\) (second campaign), and \(m_\nu < 0.75 \text{eV}\) (both combined) at 90\% credibility. Each of these analyses was completed in less than one CPU day with a few million samples in the posterior.

We can also see the re-usability aspect of our neural network play out here, as we used the same two trained networks, one per measurement campaign, for each of these analyses.

Feasibility study for final KATRIN
Finally, we perform a study to demonstrate the feasibility of analyzing a dataset similar to what is expected for the final 1000 days of KATRIN data. For this, we generate a Monte Carlo dataset of 15 measurement phases, each with \(m_\nu^2 = 0 \text{eV}^2\) as truth and 60 days of measurement time each. We then perform a combined fit, segmenting the detector into 14 patches and including systematic uncertainties with the nuisance parameter approach and uncertainties similar to table 1. This results in 1336 parameters in the minimization process. For the neutrino mass squared, we arrive at \(m_\nu^2 = 0.00001_{-0.047}^{+0.047} \text{eV}^2\) after roughly one CPU day of computing time. The preparation of the required networks, probably one per patch and measurement phase, would take a few weeks at most and can already be done when analyzing the individual campaigns and then reused for all subsequent combined analyses. This shows that a final combined fit with several hundreds of parameters in the minimization is both numerically and computationally feasible with our approach, thus fulfilling the requirements needed to analyze the expected complete KATRIN data in a simultaneous fit.

6 Conclusion

We have presented a method to approximate the KATRIN physics model with a neural network. On a Monte Carlo dataset representing the statistics of 1000 days of KATRIN measurement, we showed that the bias of our model is less than \(1 \times 10^{-3} \text{eV}^2\) and would impact the final limit of KATRIN in the third digit. Our analysis of the first two data taking campaigns is consistent with the results published on the same level as the individual analysis methods pursued \[5, 11\]. Finally, we demonstrated the computational feasibility of performing an analysis of more than 6000 data points and more than 1000 free parameters, emulating the final KATRIN data set. The presented method will be applied to the forthcoming data taking campaigns of KATRIN, as it offers a solution to overcome the computational limitations of a simultaneous fit of multiple data sets.

\[\text{This section discusses the implications of our approach for future KATRIN campaigns. It highlights the potential for improving sensitivity and the feasibility of analyzing large datasets.}

\[\text{Our dataset is similar with respect to the computational demands due to the assumed data segmentation. However, the actual parameter values and uncertainties are still under evaluation by the KATRIN collaboration and our choice is not meant to reflect the final KATRIN sensitivity.}\]
Table 3: Computing times for different analyses using the neural network. This includes the best-fit as well as an asymmetric error scan for the 1 $\sigma$ errors in $m_\nu^2$ including systematic uncertainties with the nuisance parameter approach. All computations are run on a single core and should only serve as rough estimates to prove the feasibility of our approach.

| analysis                                      | computing time (CPU) |
|-----------------------------------------------|-----------------------|
| first campaign (uniform)                      | < 1 min               |
| second campaign (12-ring)                     | 4 min                 |
| both combined (uniform - uniform)             | 2 min                 |
| both combined (uniform - 12-ring)             | 8 min                 |
| both combined (12-ring - 12-ring)             | 17 min                |
| KATRIN final MC (15 x 14-patches)             | 1 d                   |
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