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Abstract—Wireless communication over terahertz (THz) frequency bands is envisioned as the key enabler of many applications and services offered in 6G networks. The abundantly available bandwidth in THz frequencies can satisfy the ultra-high user throughput requirements and accommodate a massive number of connected devices. However, poor propagation characteristics, shadowing, and blockages may result in sudden outages and necessitate frequent handovers. Therefore, an inefficient handover procedure will impose severe challenges in meeting the ultra-high reliability and low latency requirements of emerging applications. In blockage driven mmWave and THz networks, a higher multi-connectivity degree and efficient handover procedures are needed to reduce the data plane interruptions and to achieve high reliability. We present an analytical model to study the impact of handover procedures and multi-connectivity degree on the latency and reliability of blockage driven wireless networks. From the network protocol design perspective, our study offers a quick and accurate way to envisage how network architecture and protocols should evolve in terms of multi-connectivity degrees and handover procedural efficiency. Our results suggest that, for THz systems, coverage range should be increased even if it comes at the cost of increased initial access and base station discovery times.
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I. INTRODUCTION

FIFTH Generation (5G) cellular networks, currently being rolled out, serve a wide range of new emerging applications and services including eHealth, Augmented and Virtual Reality, and the tactile Internet. Not only do these applications and services require a high data rate in the range of 100 Mbps to a few Gbps, but they also impose stringent latency and reliability requirements on the 5G cellular networks. To implement different policies based on the QoS requirements of applications and services, the 3rd Generation Partnership Project (3GPP) categorizes them in three different classes of services [1], [2]. These are massive Machine Type Communication (mMTC), enhanced Mobile Broadband (eMBB), and Ultra-Reliable Low Latency Communication (URLLC). A comprehensive set of requirements for these services and applications is presented in Table I. As throughput is the primary performance metric for eMBB services, 5G wireless networks are expected to use millimeter wave (mmWave) frequencies, due to its large available bandwidth [3], [4].

Although mmWave frequencies are adequate for the current traffic demand in 5G, wireless usage is expected to increase significantly over the next decade [7]. In fact, it is anticipated that by 2030, the wireless data rates will compete with wired broadband [8]. Towards this end, the terahertz (THz) frequency band (0.1-10 THz) is attracting attention from the global community, and its distinctive characteristics are extensively being studied in order to achieve an efficient communication channel for Sixth Generation (6G) networks. Nevertheless, 6G networks are expected to offer services, such as holographic communications, fully automated driving, and telesurgery [9]–[11], as well as applications that have not yet been conceived. These emerging 6G use cases will impose stringent design requirements to jointly satisfy ultra-high throughput, ultra-high reliability, and extremely low latency [12], as distinct from 5G use cases [1], [2] which do not require high throughput, ultra-high reliability, and low latency simultaneously.

Although mmWave and THz systems are capable of transmitting at speeds of multiple gigabits-per-second on the air interface, they share a vulnerability to blockages and shadowing [13]–[16]. mmWave links can suffer significant penetration loss due to dynamic and static blockers, while the penetration loss at THz frequencies can be up to 3-4 times higher [12]. Furthermore, free-space path loss is higher in THz frequencies, where the attenuation is proportional to the square of carrier frequency [17]. As a result, the combined attenuation in the THz band is considerably high, limiting the maximum transmission range of future devices [18]. To overcome such high path loss, a highly directive antenna pattern must be used, which however results in frequent misalignment of beams due to small scale mobility (UEs) [19]. High directivity is achieved by narrow beam-vectors steered by a large number of antenna
elements, which requires a lengthy period to achieve beam alignment [20], [21]. As a result, the cell search time, or equivalently the Base Station (BS) discovery time, can be significantly higher for THz systems as compared to mmWave systems. Although frequent blockages exist in both mmWave and THz systems, the impact on performance during handover can be significantly worse in THz systems due to the higher BS discovery time. In addition to the higher BS discovery time, the high cell association time due to inefficient handover mechanisms [22], or equivalently the high handover execution time will induce a further increase in handover latency, which will be unacceptably high for 6G networks. Moreover, service reliability can severely deteriorate if handover is not performed in a timely fashion, due to handover failures and Radio Link Failures (RLFs) [22], [23]. Fast discovery of unblocked BSs as well as robust and efficient handover techniques will be required to exploit the full promise of THz cellular networks. This necessitates an extensive study of the impact of BS discovery time and handover latency on the QoS of blockage driven cellular networks.

As mmWave and THz links are less reliable and intermittent, it will be greatly beneficial for the UEs to harness macrodiversity from the nearby BSs in 5G and future cellular networks. Concomitantly, networks should evolve to support fast BS discovery, efficient handover procedures, and efficient mechanisms for achieving multi-connectivity. Therefore, it is essential to study the impact of the BS discovery time, the handover execution time, and the degree of multi-connectivity on the QoS of different applications and services. As discussed earlier, mmWave and THz systems may have different propagation characteristics, yet they are both vulnerable to static and dynamic blockages, thus a similar handover analysis framework can be applicable to both of these blockage driven cellular networks. A comprehensive study of the trade-offs among the aforementioned parameters will be vital for the design of next-generation mmWave and THz cellular networks.

In this paper, we use a stochastic geometry based model and a continuous time Markov chain to study the impact of the BS discovery times (including handover preparation times), handover execution time, and the multi-connectivity degree on the out-of-service probability, the out-of-service duration, and RLF probability. This, in turn, allows us to determine whether and in which ways the network architecture and protocols should further evolve to satisfy the QoS of different applications and services in mmWave and THz cellular networks, where links are highly intermittent in nature. The key contributions of this paper are as follows:

- We provide an analytical model to study the impact of BS discovery time, handover execution time, and the degree of multi-connectivity on the QoS of different applications and services considering dynamic blockages (UE blocked by mobile blockers) and self-blockages (UE blocked by the user’s own body).
- We derive closed-form expressions and/or bounds on the out-of-service and RLF probabilities, and expected outage duration using stochastic geometry and Markov chain frameworks. From our analytical study, we derive the required degree of connectivity, BS discovery and handover execution times to meet the QoS requirements of future applications and services for different BS density, coverage range, and blocker density values.
- We verify our analytical results through Monte-Carlo simulations by considering the random waypoint mobility model for the movement of blockers. Finally, using our initial results, we argue that for THz cellular networks, coverage range should be increased to reduce the required BS density even if it comes at the cost of increased BS discovery time. Moreover, a dual connectivity architecture is needed to avoid short interruptions caused by protocol limitations.

The rest of the paper is organized as follows. Section II presents related work. Section III describes the system model. In Section IV, we provide an analytical model to study the impact of handover latency (BS discovery and handover execution times) and multi-connectivity degree on the overall QoS of different applications and services. In Section V, we present results obtained by our theoretical analysis and MATLAB simulations. In Section VI, we discuss the implications of our results on mmWave and THz cellular networks. Finally, Section VII concludes the paper.

### II. RELATED WORK

The BS discovery time (measurement reports of 200 ms [24]), handover trigger time (a couple of measurement reports [24]), and handover procedures (Break-Before-Make (BBM) [25]) in legacy Long Term Evolution (LTE) heterogeneous networks are prohibitively high for the 5G and next-generation wireless networks. In the BBM handover mechanism, the UE breaks the existing connection with the serving BS before initiating a handover procedure to the target BS that results in a 40 – 50 ms interruption to data plane services [22]. In the 3GPP standard (Release 14), Make-Before-Break (MBB) and Random Access Channel (RACH)-less techniques were introduced to significantly reduce these data plane interruptions during handover [26]. In the MBB handover procedures, the UE breaks the existing connection with the serving BS only before the random access procedure is initiated with the target BS.

Due to the high implementation cost and the limited benefits of the MBB and RACH-less handover techniques in practical

| Services/Application Category | Throughput | Air-link Latency | Reliability | Example Applications |
|------------------------------|------------|-----------------|-------------|---------------------|
| mMTC                         | 1-100 Kbps | 10 ms - 1 hr    | 90%         | smart city, smart home |
| uRLLC                        | 1-10 Mbps  | 1 ms            | 99.9% - 99.999% | eHealth, factory automation, robotics |
| eMBB                         | 0.1 - 10 Gbps | 4 ms         | 99.9% | AR, VR, tactile Internet, 360 degrees video |
systems [27], Conditional Handover (CHO), and Dual Active Protocol Stack (DAPS) handover techniques were introduced in Release 16 [28] to achieve mobility robustness. In the CHO, the network can configure the UE with multiple target BSs in the RRC Reconfiguration message. Furthermore, the UE can appropriately select a target BS from the configured BSs in the RRC Reconfiguration message when the handover execution criteria are met. If the handover procedures fail with the selected target BS, the UE can select and attempt to connect to another target BS. Although CHO reduces the handover failure probability, it increases the handover latency if the UE performs multiple HO attempts during a single RRC Reconfiguration. In the DAPS handover technique, the connection to the source BS is maintained unless and until the connection to the target BS is fully made. Even though the DAPS handover technique reduces the handover failure probability and downlink data plane interruptions, the uplink data plane is still interrupted during the execution of a DAPS handover [28]. Furthermore, a DAPS handover can still fail if both source and target BSs get blocked.

Another technique that can help in achieving low latency and high reliability in cellular networks is multi-connectivity. Dual Connectivity (DC) in heterogeneous LTE networks was introduced in the 3GPP standard Release 12 [26] primarily to achieve high throughput by maximizing the received power at the UE. Although DC contributed to throughput gain, it also resulted in higher buffering latency at the secondary BS [29]. In [30], it was shown that increasing the multi-connectivity degree up to 4 can be beneficial for both outage probability and spectral efficiency. Moreover, it was suggested that any further increase on the multi-connectivity degree does not significantly improve the performance, but instead dramatically increases the signaling overhead and the complexity of the network protocols. However, switching between the BSs was assumed instantaneous in [30], i.e., the BS discovery and handover execution times were not considered in the analysis. In 5G and next-generation cellular networks, where frequent handovers may be required, Multi-Radio Access Technology (Multi-RAT) and multi-connectivity may prioritize low latency and high reliability over high throughput. In our previous work [31], we showed that by prioritizing low latency and high reliability, fast BS discovery, and an efficient handover procedure we can significantly enhance QoS in mmWave cellular networks.

To achieve a high QoS, M. Polese et al. [32] have proposed procedures for fast switching among BSs in the multi-RAT DC settings. During a blockage, the UE switches to the LTE BS after receiving a handover command, and once a new mmWave BS is found, the UE switches to the discovered mmWave BS. This results in a temporary overloading of the LTE BSs [33] and a framework for fast switching among mmWave BSs will be required. Considering different multi-connectivity scenarios, V. Petrov et al. in [34] studied the impact of the multi-connectivity degree. In our previous work [31], we proposed a new transport network architecture for mmWave cellular systems and fast control signaling among BSs to achieve high QoS for different applications and services. Using MATLAB simulations we showed that the achievable QoS is dependent upon the BS discovery time, handover execution time, and the multi-connectivity degree. In this paper, we want to explicitly establish a relationship between the BS discovery time, the handover execution time, and the multi-connectivity degree with the achieved QoS of different applications and services.

In [35], B. Zhang et al. proposed a Markov chain based process to model the handover procedure and offloading in LTE heterogeneous networks. By optimizing different parameters, they attempted to decrease the handover rate and the load imbalance caused by different transmission powers. In an effort to optimize the handover procedure in the LTE heterogeneous networks, F. Guidolin et al. [36] proposed a novel context-aware policy. Their scheme aims to maximize the UE average capacity by using a non-homogeneous discrete time Markov chain to model the evolution of the UE state. In [30], it was shown that increasing the multi-connectivity degree up to 4 can be beneficial for both outage probability and downlink data plane interruptions, the uplink data plane is still interrupted during the execution of a DAPS handover [28]. Furthermore, a DAPS handover can still fail if both source and target BSs get blocked.

III. System Model

In our system model, the BS blocking and unblocking processes are similar to the model in [14] which are presented
in III-A for the sake of convenience. We discuss the handover procedure related details of our system model in III-B. The novelty of our work lies in considering the blockage process together with the handover procedures to evaluate their impact on blockage driven mmWave and THz cellular networks. A brief summary of notations is provided in Table II.

A. Physical Blockage Process

A stationary UE is assumed at the center of a disc \( B(o, R) \) having radius \( R \) and origin at \( o \). In a mmWave and THz cellular system, the Line-of-Sight (LOS) paths between the UE and the BS can be blocked by the user’s own body and/or dynamic blockers such as humans, moving vehicles, and other moving objects around the UE (see Fig. 1). The system model consists of the following components:

1) BS Model: The mmWave and/or THz BS location is modeled as a homogeneous Poisson Point Process (PPP) inside the disc \( B(o, R) \) with density \( \lambda_T \). The number of BSs \( M \) in the disc follows a Poisson distribution with parameter \( \lambda_T \pi R^2 \):

\[
P_M(m) = \frac{[\lambda_T \pi R^2]^m}{m!} e^{-\lambda_T \pi R^2}.
\]

Given the number of BSs in the disc \( B(o, R) \), the BSs locations follow a uniform probability distribution. Thus, the radial distance \( R_i, i = 1, 2, \cdots, m \) of BSs from the UE are independent and identically distributed (i.i.d.):

\[
f_{R_i|m}(r_i) = \frac{2r_i}{R^2}, \quad 0 \leq r_i \leq R, \quad i = 1, 2, \cdots, m,
\]

and the angular positions \( \theta_i, i = 1, 2, \cdots, m \) of BSs relative to the positive x-axis are i.i.d. and follow uniform distribution in \([0, 2\pi]\).

2) Self-Blockage Model: The self-blockage zone is defined as the sector of the disc \( B(o, R) \) with angle \( \kappa \) in which all of the BSs are considered blocked to the UE due to the user’s own body (see Fig. 1). Note that the orientation of the user’s body is uniform in \([0, 2\pi]\). Thus, the probability that a randomly chosen BS is blocked due to self-blockage can be derived as

\[
P(B_{\text{self}}) = \frac{\kappa}{2\pi}.
\]

Further, the probability that a randomly chosen BS is not blocked by self-blockage is derived as

\[
p = 1 - P(B_{\text{self}}) = 1 - \frac{\kappa}{2\pi}.
\]

Thus, the number of BSs in the disc \( B(o, R) \) out of the self-blockage zone follows another Poisson distribution with parameter \( p\lambda_T \pi R^2 \), i.e.,

\[
P_M(m) = \frac{[p\lambda_T \pi R^2]^m}{m!} e^{-p\lambda_T \pi R^2}.
\]

Furthermore, the Line-of-sight (LOS) coverage probability, \( P(C_{\text{LOS}}) \), can be obtained by considering that at least one BS should lie outside the self-blockage zone in disc \( B(o, R) \), i.e.,

\[
P(C_{\text{LOS}}) = P_M(m \neq 0) = 1 - e^{-p\lambda_T \pi R^2}.
\]

3) Dynamic Blockage Model: Dynamic blockages (illustrated in Fig. 1) in the mmWave cellular networks are extensively studied in [14], [15] assuming a homogeneous PPP model with dynamic blocker density \( \lambda_B \) in the disc \( B(o, R) \). The blocker arrival rate \( \alpha_i \) at the \( i \)th BS-UE link is considered Poisson and was derived in [14], [15] as

\[
\alpha_i = \Theta r_i, \quad i = 1, 2, \cdots, m,
\]

where \( \Theta \) is proportional to the blocker density \( \lambda_B \) and it is given by

\[
\Theta = \frac{2}{\pi} \lambda_B V \frac{h_B - h_R}{h_T - h_R},
\]

where \( V \) is the speed of the blocker, \( h_B, h_T \) and \( h_R \) are the heights of the blocker, the transmitter and the receiver, respectively. The expected blocker arrival rate is

\[
\mathbb{E}[\alpha] = \int_{r=0}^{R} \Theta r \frac{2\pi}{R^2} dr = \frac{2\Theta R}{3}.
\]

B. Handover Process Details

In our system, we model the handover process in conjunction with the physical blockage process in a multi-connectivity setting. The details are as follows:

---

**Table II**

**SUMMARY OF NOTATIONS**

| Notation | Description |
|----------|-------------|
| \( R \) | UE LOS coverage range. The UE LOS coverage range can be different at mmWave (around 100 m [32]) and THz (23 m and 56 m [42]) frequency. |
| \( B(o, R) \) | Our area of interest consisting of a disc of radius \( R \) and origin at \( o \). |
| \( \lambda_T \) | BS density. |
| \( \lambda_B \) | Density of dynamic blockers. |
| \( \alpha \) | Average arrival rate of dynamic blockers. |
| \( \kappa \) | Self-blockage angle. |
| \( p \) | Probability that a BS lies outside of the self-blockage zone. |
| \( \Delta, \delta \) | BS discover time and the corresponding rate. |
| \( \Gamma, \gamma \) | Blockage duration and the corresponding rate. |
| \( \Psi, \phi \) | Average time taken by the UE to discover a BS after BS gets blocked and the corresponding rate. \( \Psi \) includes both blockage duration and BS discovery time. |
| \( \Omega, \omega \) | Handover execution time and the corresponding rate. |
| \( K \) | Maximum degree of connectivity supported at the UE. |
| \( P^{M\times K}_{\text{LOS}} \) | Probability that UE is associated with \( y \leq K \) BSs, when \( M \) BS are in the UE coverage region and UE can achieve a maximum of \( K \) connectivity. |
| \( P^{M\times K}_{\text{OS}} \) | Out-of-service probability when \( M \) BS are in the UE coverage region and the UE can achieve a maximum of \( K \) connectivity. |
| \( C_{\text{LOS}} \) | LOS Coverage considering static and self-blockage. |
A: BS gets discovered after $\Psi$ sec
B: Triggered when a serving BS gets blocked (no delay)
C: BS-UE connection becomes active after $\Gamma$ sec
D: BS gets blocked

(a) BS state diagram.

Fig. 2. (a) The BS state is determined by the BS-UE link and connection status: until a BSs-UE link becomes unblocked, the BS cannot be discovered by the UE. Once a BS-UE link gets unblocked, the BS remains undiscovered until the UE discovers the BS through physical layer procedures, such as cell search. Furthermore, when one of the associated BSs gets blocked, to replace it a discovered BS becomes a candidate BS for the handover procedure. Furthermore, once the BS is considered for handover, the association process or equivalently the handover execution can take $\Omega$ time units, before the BS can be associated with the UE. (b) A dual connectivity example: A secondary BS in the associated list becomes the serving BS immediately after the link connecting the UE and the serving BS is blocked. Simultaneously, the UE initiates the association process with one of the discovered BSs.

1) Connectivity Model: In the multi-connectivity setting, we assume that the UE can be associated with multiple BSs at the same time. Specifically, the UE has a data and control plane connection with one serving/master BS, while it can maintain a data plane connection with the rest of the associated BSs, which we will call secondary BSs. The UE maintains a list of associated/active BSs, i.e., a list that consists of the serving/master BS and the secondary BSs. In our system, we do not distinguish among the serving/master and secondary BSs, i.e., the data plane is not considered interrupted unless and until all the serving/master and secondary BSs get blocked. The UE initiates a handover procedure to a discovered BS, once a serving/master or secondary BS gets blocked. On the initialization of the handover procedure to a discovered BS, we move the BS to the candidate set, and once the handover is completed that BS becomes an associated BS. Note that BSs in the discovered set are BSs for which the UE can obtain the Radio Resource Management (RRM) measurements [42]. If a BS is blocked, the UE will not obtain the RRM measurements for that BS. A UE is considered being out-of-service in the following scenarios: 1) out of coverage: the UE is out of coverage, i.e., no serving BSs are in the UE coverage region, 2) physically blocked: the UE is completely blocked from all of the BSs in the UE coverage region, or 3) blocked by protocol: a new BS is not added in time to the list of associated BSs before the only remaining serving BS also gets blocked, due to high BS discovery and/or handover execution times.

2) BS Status: Fig. 2(a) illustrates the transitions of the BS status. The BS status depends upon whether the link between the BS and the UE is blocked or unblocked. Until a BS-UE link becomes unblocked, the BS cannot be discovered by the UE. Even after a BS-UE link gets unblocked, it remains undiscovered until the UE discovers the BS through physical layer procedures, such as a cell search and measurement reports. Let us assume that the UE needs $\Delta$ time units to discover the unblocked BSs in its coverage region. If we also take into account that the BS-UE link remained blocked for $\Gamma$ time, then the BS remains undiscovered by the UE for a duration of $\Psi = \Delta + \Gamma$. After the UE finds the BS through measurement reports or cell-search, the BS status changes to discovered. The BS remains in this status, until one of the associated BSs to the UE gets blocked. Then, one of the discovered BSs becomes a candidate BS for the BS-UE connection, i.e., it is considered for the handover procedure. Furthermore, once the BS is considered for handover, the association process or equivalently the handover execution can take up to $\Omega$ time units. Fig. 2(b) illustrates two snapshots of the BS-UE links status. In this example, there are five BSs in the UE coverage region, and the degree of connectivity is 2. In the first snapshot, two of the BSs are not associated with the UE: one is blocked and the other has recently been unblocked, thus it will be discovered by the UE after $\Delta$ time units. Furthermore, one BS has already been discovered by the UE and two BSs are associated with the UE. In the second snapshot (at a later time than the first snapshot), one of the associated BSs gets blocked, thus the UE begins a connection establishment process with the discovered BS, which will be completed after a handover execution duration of $\Omega$ time units.

In [14], [15], macro-diversity is considered with the assumption that a UE can switch to any of the BSs in its coverage region instantaneously, i.e., the BS discovery time, and the handover execution time are completely neglected. In [31], an alternative mmWave transport network architecture is proposed considering a similar connectivity model as discussed here. However, [31] did not incorporate the details of the handover procedure. In the next section, we will present an in-depth theoretical analysis of the handover procedure in a multi-connectivity setting that takes into account the BS discovery and handover execution times.

IV. HANDOVER ANALYSIS

In this section, we evaluate the impact of blockage duration $\Gamma$, BS discovery time $\Delta$, and handover execution time $\Omega$ on the service reliability and latency of applications in the blockage
driven mmWave and THz cellular networks. Recall that, for the discovery of BSs in the UE coverage region, the BSs must be unblocked and discovered by measurement report or cell-search procedures, which takes an average of $\Psi = \Delta + \Gamma$. For tractability, we model the total BS discovery time as an exponential random variable with parameter $\psi = 1/\Psi$. We also model the handover execution time as an exponential random variable with parameter $\omega = 1/\Omega$ [43], [44]. We further assume that the blocker arrival rate at each BS-UE link follows the same exponential distribution with mean $E[\alpha]$, as calculated in (8). Using these parameters, we develop Markov chains for the $1 \times 1$ connectivity model (for ease of presentation) in Fig. 3 and for the general case $M \times K$ in Fig. 4, where $M$ is the number of BSs in the UE coverage region and $K$ is the degree of connectivity maintained by the UE. Note that $M \geq K$, as the multi-connectivity degree cannot exceed the number of available BSs. We denote the states of the Markov chains as $[x, y]$, where $x$ is the number discovered BSs with an unblocked LOS link to the UE, and $y$ is the number of associated BSs to the UE (serving and secondary).

A. $1 \times 1$ Connectivity

For the purpose of presentation ease, we will first present a continuous time Markov chain depicting the handover process in the simple $1 \times 1$ setting is shown in Fig. 3, where $1 \times 1$ implies that there is a single BS in the UE coverage region and that the UE can support at most single connectivity. In the state $[0, 0]$, the BS-UE link is blocked or this BS is currently undiscovered. In the state $[1, 0]$, the BS-UE link is discovered but the BS-UE connection has not been yet established. In the state $[1, 1]$, the BS-UE connection has been established. Thus, a UE is considered being out-of-service in the $1 \times 1$ connectivity scenario if either the BS-UE link is blocked (state $[0, 0]$) or the BS is discovered but the BS-UE connection has not been yet established (state $[1, 0]$).

**Lemma 1:** For the $1 \times 1$ connectivity scenario, the probability of the UE being out-of-service is

$$P_{OS}^{1 \times 1} = \frac{\alpha}{\alpha + \omega} + \frac{\alpha}{\alpha + \psi} \frac{\omega}{\alpha + \omega}.$$  \hspace{1cm} (9)

**Proof:** To obtain the probability of the UE being out-of-service, we will solve the Markov chain in Fig. 3. Let us assume that $P_{00}^{1 \times 1}, P_{10}^{1 \times 1}$, and $P_{11}^{1 \times 1}$ are the steady state probabilities of states $[0, 0]$, $[1, 0]$, and $[1, 1]$, respectively, for the $1 \times 1$ connectivity scenario. Then, we have

$$P_{00}^{1 \times 1} = \psi P_{00}^{1 \times 1} + \alpha P_{10}^{1 \times 1},$$  \hspace{1cm} (10)

$$P_{10}^{1 \times 1} = \alpha P_{10}^{1 \times 1} + (\alpha + \omega) P_{11}^{1 \times 1},$$  \hspace{1cm} (10)

$$P_{11}^{1 \times 1} = \omega P_{10}^{1 \times 1}.$$  \hspace{1cm} (10)

By solving the set of linear equations in (10) and $P_{00}^{1 \times 1} + P_{10}^{1 \times 1} + P_{11}^{1 \times 1} = 1$, we can derive the state probabilities as

$$P_{00}^{1 \times 1} = \frac{\alpha}{\alpha + \psi},$$

$$P_{10}^{1 \times 1} = \frac{\alpha}{\alpha + \omega} \frac{\psi}{\alpha + \psi},$$

$$P_{11}^{1 \times 1} = \frac{\omega}{\alpha + \omega} \frac{\psi}{\alpha + \psi}.$$  \hspace{1cm} (11)

This concludes the proof.

B. $M \times K$ Connectivity: Out-of-Service Probability

A Markov chain representing the generalized $M \times K$ connectivity model is presented in Fig. 4, where $M$ BSs lie in the UE coverage region and the UE can support a maximum multi-connectivity degree of $K$. In the state $[x, y]$, $x$ represents the number of unblocked BS-UE links and $y$ represents the number of associated BSs (serving and secondary). In the state $[0, 0]$, all of the BSs are blocked or undiscovered. In the states $[1, 0], \cdots, [M, 0]$, the number of discovered BSs are $1, 2, \cdots, M$, respectively, but none of the BS-UE connections has been established yet. While being in the states $[0, 0], \cdots, [M, 0]$, the UE is considered out-of-service and experiences a data plane interruption. Furthermore, the data plane interruption continues till a transition from those states to $[1, 1], \cdots, [M, 1]$, i.e., until it regains a serving BS. Note that in all other state transitions there will be no data plane interruption, as we consider a MBB and synchronized RACH-less handover procedure during those transitions.

**Proposition 1:** In the Markov chain representing the generalized $M \times K$ connectivity model (see Fig. 4), the sum of all the state probabilities where $l \in \{0, 1, \cdots, M\}$ BS-UE links are unblocked is independent of $K$ and is given by

$$P_{l}^{M \times K} = \sum_{i=0}^{\min(l, K)} \psi P_{l}^{M \times K} = \frac{M !}{l !} \left(\frac{\psi}{\alpha + \psi}\right)^{l} \left(\frac{\alpha}{\alpha + \psi}\right)^{M-l}.$$  \hspace{1cm} (12)

**Proof:** See Appendix A.

**Proposition 1** implies that the number of unblocked and discovered BSs in the UE coverage region depends on the BS discovery rate and the physical blockage characteristics of the system, i.e., the blocker arrival and departure rates.

**Proposition 2:** If $M \leq K$ in $M \times K$ connectivity model, the probability of the UE being associated to $y$ BSs is given by

$$P_{C_{y}}^{M \times K} = \sum_{l=y}^{M} \psi P_{l}^{M \times K} = \left(\frac{M !}{y !}\right)^{l} \left(\frac{\psi}{\alpha + \psi}\right)^{l} \left(\frac{\alpha}{\alpha + \psi}\right)^{M-l}.$$  \hspace{1cm} (13)
Consider a Markov chain for the $M \times K$ connectivity model, where $M$ BSs lie in the UE coverage region and the UE can support up to $K$ connectivity. In this scenario, the out-of-service probability can be derived as

$$P_{OS}^{M \times K} = \left( \frac{\alpha}{\alpha + \omega} + \frac{\alpha}{\alpha + \psi \alpha + \omega} \right)^M , \forall M \leq K. \tag{14}$$

Proof: The out-of-service probability for $M \times K$ connectivity model can be obtained from Proposition 2 by putting $y = 0$, i.e., it can be derived by considering the scenario in which the UE is associated to none of the BSs in its coverage region. Thus, we obtain the out-of-service probability for $M \leq K$ connectivity setting as:

$$P_{OS}^{M \times K} = \left( \frac{\alpha}{\alpha + \omega} + \frac{\alpha}{\alpha + \psi \alpha + \omega} \right)^M , \forall M \leq K.$$ 

This concludes the proof.

Note that Proposition 2 is valid only when $M \leq K$, i.e., the number of BSs in the UE coverage region is smaller than the maximum supported connectivity degree. Next, we will obtain a generalized expression for the out-of-service probability in Proposition 3.

Proposition 3: In a generalized $M \times K$ connectivity scenario, the out-of-service probability can be derived as

$$P_{OS}^{M \times K} = P_{OS}^{M \times K} - \sum_{i=2}^{M} \min(i-1, K-1) \times P_{OS}^{M \times K} + \frac{\alpha}{\omega} P_{OS}^{M \times K} . \tag{15}$$

Proof: See Appendix C.

In Corollary 2, using Proposition 3, we obtain the out-of-service probability when $K = 1$, i.e., when the UE can only achieve single-connectivity.

Corollary 2: In the $M \times 1$ connectivity setting, i.e., single connectivity, the out-of-service probability is given by

$$P_{OS}^{M \times 1} = \frac{\alpha}{\alpha + \omega} + \left( \frac{\alpha}{\alpha + \psi} \right)^M \frac{\omega}{\alpha + \omega} . \tag{16}$$

Proof: In the $M \times 1$ connectivity setting, from Proposition 3, we have

$$P_{OS}^{M \times 1} = P_0^{M \times 1} + \frac{\alpha}{\omega} P_{OS}^{M \times 1} C_1 \tag{17}$$

Furthermore, using Proposition 1 and (17), we obtain the out-of-service probability in the $M \times 1$ connectivity setting as

$$P_{OS}^{M \times 1} = \frac{\alpha}{\alpha + \omega} + \left( \frac{\alpha}{\alpha + \psi} \right)^M \frac{\omega}{\alpha + \omega} . \tag{18}$$

This concludes the proof.

Note that in order to compute the second term in Proposition 3, we need the individual state probabilities of the generalized $M \times K$ Markov chain. Thus, we will instead use Proposition 1 to obtain upper and lower bounds on the out-of-service probability for the generalized $M \times K$ scenario.

Corollary 3: The upper and lower bounds on the out-of-service probability for $M \times K$ are given by

$$P_{OS,UB}^{M \times K} \leq P_0^{M \times K} + \frac{1}{2} P_{10}^{K \times K} + \frac{\alpha}{2\omega} P_{K \times K} C_1 \tag{19}$$

$$P_{OS,LB}^{M \times K} \geq P_0^{M \times K} + \frac{K - 1}{K} P_{10}^{M \times M} + \frac{\alpha}{K \omega} P_{M \times M} C_1 \tag{18}$$

Proof: See Appendix D.
Using Corollaries 1-3, we derive the out-of-service probability given $m$ BSs in the UE coverage region in (20), as shown at the bottom of the page. Finally, using (5), (6), and (20), we derive the out-of-service probability given LOS coverage in Theorem 1.

**Theorem 1:** We obtained the exact expression for out-of-service probability given LOS coverage for single connectivity, and lower and upper bounds on the out-of-service probability given LOS coverage for connectivity $K \geq 2$. The out-of-service probability given LOS coverage is given in (21), as shown at the bottom of the page.

**Proof:** See Appendix E.

**Corollary 4:** If $\omega \gg \alpha$ and $\omega \gg \psi$, the out-of-service probability can be approximated by

$$P(\text{OS}|\text{C}^{\text{LOS}}) = \frac{e^{-\eta p\lambda_T \pi R^2} - e^{-p\lambda_T \pi R^2}}{1 - e^{-p\lambda_T \pi R^2}}. \quad (22)$$

**Proof:** See Appendix F.

In Corollary 5, using Corollary 4, we try to answer what BS discovery time will be sufficient to achieve a certain out-of-service probability, $P(\text{OS}|\text{C}^{\text{LOS}})$, in the blockage driven THz and mmWave cellular networks. Thus, Corollary 5 can be used to study the trade-off between maximum allowed BS discovery time and minimum BS density required to achieve the desired reliability.

**Corollary 5:** If $\omega \gg \alpha$ and $\omega \gg \psi$, then the maximum allowed BS discovery time to achieve a certain out-of-service probability, $P(\text{OS}|\text{C}^{\text{LOS}})$, is given by

$$\Delta = \frac{(1 + \Upsilon)}{\Upsilon \alpha} - \Gamma,$$

where

$$\Upsilon = \ln \left[ P(\text{OS}|\text{C}^{\text{LOS}}) + e^{-p\lambda_T \pi R^2} (1 - P(\text{OS}|\text{C}^{\text{LOS}})) \right],$$

$$\chi = \ln \left[ \frac{P(\text{OS}|\text{C}^{\text{LOS}})}{1 - P(\text{OS}|\text{C}^{\text{LOS}})} \right].$$

**Proof:** See Appendix G.
Corollary 6 is obtained using Theorem 1, when the UE is not limited by the degree of connectivity, i.e., the UE has sufficient RF chains and antenna elements available to exploit BS available in its coverage region. In such a scenario, the out-of-service probability is limited by how efficiently UE can exploit the discovered BSs in its coverage region.

Corollary 6: When \( K \to \infty \), i.e., the UE can connect to all of the BSs in its coverage region if they are not blocked, then the out-of-service probability given LOS coverage is given by

\[
\lim_{K \to \infty} P\left(OS\mid C^{LOS}\right) = \frac{e^{-\xi \rho \lambda_T \pi R^2} - e^{-p \lambda_T \pi R^2}}{1 - e^{-p \lambda_T \pi R^2}}
\]

where, \( \tilde{c} = 1 - P_{OS}^{L1 \times 1} \).

Proof: See Appendix H.

We can use Corollary 6 to examine whether the reliability requirement of different applications and services can be achieved for a choice of handover execution and BS discovery times given a sufficiently high degree of connectivity.

C. \( M \times K \) Connectivity: RLF Probability

An RLF is detected by the UE when it is out-of-service for a determined time duration. In particular, RLF is declared upon the expiration of the T310 timer [45]. In the Markov chain presented in Fig. 4, RLF will be declared if there is a transition from \([i,1]\), to \([j-1,0]\), \( \forall i \in \{1, \cdots , M\} \) and the time to transition back to \([j,1]\), \( j \geq 1 \) exceeds \( T \) time units. If there is a transition back to \([j,1]\), \( j \geq 1 \), within \( T \) time units, the T310 timer stops counting down and an RLF is avoided. On the other hand, if there is a transition from \([i,0]\) to \([j,0]\), \( j \neq i \) within \( T \), the T310 timer will not reset and continue to count down. However, for analytical tractability of the RLF probability, we assume, that once the T310 timer starts counting down when entering \([i,0]\), the first state to transition will be \([i,1]\), \( \forall i \in \{1, \cdots , M\} \) i.e., we do not take into account transitions from \([i,0]\) to \([j,0]\), \( j \neq i \) within \( T \). Note that since we exclude transitions to neighboring states \([j,0]\), \( j \neq i \) within \( T \), we decrease the time spent in the out-of-service states, which results in a lower bound on the RLF probability. Indeed, we argue that for the range of parameters we are interested in, the transition rate from \([i,0]\) to \([i,1]\) (around 50 - 100) is significantly larger than the transition rates to \([i-1,0]\) (around 0.05 - 0.5) and \([i+1,0]\) (around 1-2), thus we obtain a tight lower bound on the RLF probability. This lower bound is given by

\[
P_{RLF}^{M \times K} \geq P_{OS}^{M \times K} \left( \exp(\psi) > T \right) + \sum_{m=1}^{M} P_{m0}^{M \times K} \left( \exp(\eta_m \psi) > T \right)
\]

\[
\geq P_{OS}^{M \times K} \left( \exp(K \omega) > T \right) + P_{00}^{M \times K} \left( \exp(\psi) > T \right) - P(\exp(K \omega) > T)
\]

\[
= P_{OS}^{M \times K} e^{-K \omega T} + P_{00}^{M \times K} \left( e^{-M \psi T} - e^{-K \omega T} \right)
\]

where, \( \eta_m = \min(m, K) \).

Theorem 2: A lower bound on the RLF probability given LOS coverage is derived as

\[
P(\text{RLF}|C^{LOS}) \geq P(\text{OS}|C^{LOS}) e^{-K \omega T} + e^{-p \lambda_T \pi R^2} \left[ e^{-q \psi T} \left( e^{-p \lambda_T \pi R^2} - 1 \right) - 1 \right],
\]

where, \( \xi = e^{-\psi T} \) and \( \tilde{q} = 1 - q = \frac{\alpha}{\alpha + \psi} \)

Proof: See Appendix I.

Corollary 7 is obtained using Theorem 2 when the handover execution rate is significantly higher than the blockage arrival and the BS discovery rates.

Corollary 7: If \( \omega \gg \alpha \) and \( \omega \gg \psi \), then the RLF probability can be reduced to

\[
P(\text{RLF}|C^{LOS}) \geq e^{-\left(1 - \tilde{q}\right) \psi T + \frac{\eta T \psi T}{\eta + T} - T} - T
\]

where,

\[
\Delta = \frac{T}{W_n \left( \frac{\alpha T \psi T}{\eta + T} \right) - \alpha T},
\]

and \( W_k(z) \) is the analytic computation of the product log function.

Proof: See Appendix K.

Corollary 9 is obtained using Theorem 1 and Theorem 2 when the handover execution rate is significantly higher than the blockage arrival and the BS discovery rates.

Corollary 9: If \( \omega \gg \alpha \) and \( \omega \gg \psi \), and \( \delta \gg \gamma \), then the ratio of the RLF probability to the out-of-service probability has the following lower bound

\[
\frac{P(\text{RLF}|C^{LOS})}{P(\text{OS}|C^{LOS})} \geq \frac{e^\xi \rho \lambda_T \pi R^2 - 1}{e^{\tilde{q} \psi T R^2} - 1} \approx e^{-\tilde{q} \psi \lambda_T R^2} \left( e^{-\tilde{q} \psi T R^2} \right)^{1-\xi}
\]

Proof: See Appendix L.

From Corollary 7 and Corollary 9, we can observe that most of the out-of-service instances will result in RLF failure if \( T \to 0 \). On the other hand, note that \( T \) can be as large as 2 seconds [42]. Thus, if \( T \) is significantly large, then \( \xi \to 0 \) and the RLF failure rate will in turn reduce to \( e^{-\tilde{q} \psi \lambda_T R^2} \). However, if \( T \to \infty \), the UE will have to suffer a very large out-of-service duration for an RLF to be declared. Moreover, for a small mean blockage duration, or equivalently when \( \psi \to \infty \), then \( \xi \to 0 \), which will greatly reduce the RLF probability.
D. $M \times K$ Connectivity: Expected Out-of-Service Duration

In the Markov chain of Fig. 4, the data plane connection is interrupted when there is a transition from any connected state to an out-of-service state, i.e., a state $[k, 0], \forall k \in \{0, 1, \ldots, M\}$. Furthermore, data communication remains suspended until there is a transition from the out-of-service states to the connected states, i.e., it enters $[k, 1], \forall k \in \{1, \ldots, M\}$. Note from Fig. 4 that there can be direct transitions from $[k, 0]$ only to $[k, 1], [k + 1, 0]$, or $[k - 1, 0]$. Thus, the average out-of-service duration $\bar{t}^{M \times K}([k, 0])$, for state $[k, 0]$ can be derived as the weighted sum of

1. time to transition from $[k, 0]$ to $[k, 1]$,
2. time to transition from $[k, 0]$ to $[k + 1, 0]$ and thereafter to a connected state, and
3. time to transition from $[k, 0]$ to $[k - 1, 0]$ and thereafter to a connected state.

In a continuous Markov chain with exponential transition rates, the expected time to transition from one state to another is an exponential random variable with rate equal to the sum of the outgoing rates [46]. Thus, for the Markov chain shown in Fig. 4, the expected duration to leave the state $[m, k], m \in \{0, 1, \ldots, M\}, k \in \{0, 1, \ldots, K\}$, is:

$$
\bar{t}^{M \times K}([m, k]) = \frac{1}{\eta_m} \frac{1}{\eta_m} (\eta_m - k) \omega + (M - m) \psi + m \alpha,
$$

where $\eta_m = \min(K, m)$ (30)

Thus, we derive the out-of-service duration given $M$ BSs in the UE coverage region outside of the self-blockage zone by solving the following system of $M + 1$ linear equations where we derive the duration it takes to regain service starting from state $[k, 0]$, $t^{M \times K}([k, 0])$, as:

$$
t^{M \times K}([m, 0]) = t^{M \times K}([m, 0])
\times \frac{\eta_m \omega}{\eta_m \omega + (M - m) \psi + m \alpha}
\times \frac{\eta_m \omega}{\eta_m \omega + (M - m) \psi + m \alpha}
\times \frac{[m, 0] + t^{M \times K}([m - 1, 0])}{[m, 0] + t^{M \times K}([m - 1, 0])}
\times \frac{[m, 0] + t^{M \times K}([m - 1, 0])}{[m, 0] + t^{M \times K}([m - 1, 0])}
\times \frac{[m + 1, 0] \times (M - m) \psi + m \alpha}{[m + 1, 0] \times (M - m) \psi + m \alpha},
$$

where $m \in \{0, \ldots, M\}$, and

$$
\bar{t}^{M \times K}([M + 1, 0]) = 0,
\bar{t}^{M \times K}([-1, 0]) = 0.
$$

We can obtain $t^{M \times K}([k, 0]), \forall m \in \{0, 1, \ldots, M\}$ by solving (31). Furthermore, the out-of-service duration $T^{M \times K}_{OS}$ when the UE is in out-of-service can be derived as (see Appendix M for details):

$$
T^{M \times K}_{OS} = \sum_{m=0}^{M-1} t^{M \times K}_{leave}([m, 0]) t^{M \times K}([m, 0]) P^{M \times K}_{m+1, 1} + \sum_{j=1}^{M} t^{M \times K}_{leave}([j, 1]) t^{M \times K}([j, 1]) P^{M \times K}_{m+1, 1}.
$$

(32)

In order to compute the out-of-service duration from (32), we need to know each individual state probability $P^{M \times K}_{m+1, 1}$, $\forall m \in \{0, \ldots, M - 1\}$. This can be computed, but it is more convenient to have an expression that is simple to compute, thus, we will instead obtain a lower bound on the out-of-service duration by using Little’s Law [47].

Lemma 2: In the $M \times K$ connectivity setting, the expected out-of-service duration obtained using Little’s Law is given by

$$
T^{M \times K}_{OS} = \frac{P^{M \times K}_{OS}}{\alpha P^{M \times K}_{OS}}.
$$

(33)

Proof: See Appendix N.

Theorem 3: The expected out-of-service duration given LOS coverage is given in (34), as shown at the bottom of the page.

Proof: See Appendix O.

To study the trade-off between the maximum allowed BS discovery time and minimum required BS density for meeting the out-of-service duration for different applications and services, we develop Corollary 10 using Theorem 3. We assume in Corollary 10 that the UE has a sufficiently high number of antenna elements available.

Corollary 10: When $K \to \infty$, i.e., the UE can connect to all of the BSs in its coverage region if they are not blocked, then the maximum allowed BS discovery time to achieve a certain out-of-service duration is given by

$$
\Delta = \frac{\nu \omega - 1}{\alpha + \omega} - \Gamma,
$$

where, $\nu = \frac{E[T(OS)|C^{LOS}]}{E[p^{\nu}]} = \frac{e^{-p^{\nu}r^2}}{m!},$ and $E[p^{\nu}r^2] = \frac{\infty}{\nu} [p^{\nu}r^2]$, $m!$.

Proof: See Appendix P.

V. Numerical Results

For the MATLAB simulation, we considered a square of size $2R \times 2R$ with blockers located uniformly in this area, where $R$ is the radius of disc $B(o, R)$ that perfectly fits in the considered square area. This disc represents the UE
Fig. 5. Out-of-service probability in different coverage ranges (R) for mmWave and THz cellular networks: a comparison between the simulation, the numerical solution and the theoretical lower bound for different BS and blocker density values (λ_T, λ_B), different degrees of connectivity (K), for fixed BS discovery time, Δ, of 20 ms, and handover execution time, Ω, of 10 ms. Note that, theoretical bounds, numerical estimate, and simulation results agree with each other for various parameter settings.

Note that the coverage region can be significantly smaller in THz networks as compared to legacy microwave and mmWave cellular networks. In mmWave cellular networks we assume a UE coverage range of 100 m [31], whereas in the THz cellular network we assume a UE coverage range of 23 m and 56 m [41], due to the significantly higher path loss at THz frequencies. Furthermore, as a larger number of antenna elements at the UE and BS are required for efficient beamforming to overcome the path loss in THz systems, the BS discovery time in THz systems can be significantly higher as compared to mmWave systems [20], [21]. While the BS discovery time can be reduced using digital beamforming, it requires a large number of independent RF chains making it impractical for THz systems [48]. In our simulation, we consider the BS discovery times of 5 ms and 20 ms [32] in the mmWave cellular networks, and we assume that at least an order of magnitude increase in BS discovery time will be required in THz systems. Thus, we consider the cell search time for THz networks as 20 ms, 50 ms, and 200 ms. Note that THz networks are still in an early study phase and many factors of the system design are yet to be determined. Therefore, our selection of BS discovery time in THz networks is considered just for illustration. However, as THz systems evolve, one can use our theoretical framework to obtain system performance metrics by updating the parameter selection.

Note that a significantly higher BS density is required in THz cellular networks due to the lower coverage range as compared to mmWave cellular networks. Thus, we consider a BS density from 500 BSs/km² to 2000 BSs/km² for the THz cellular network, whereas for the mmWave network we consider a BS density from 200 BSs/km² to 500 BSs/km². We use two dynamic blocker density values, 0.01 bl/m² and 0.1 bl/m² [15]. For blocker movement in the considered square region, we use the random waypoint model [49], [50], where blockers choose a direction randomly, and move in that direction for a time duration chosen uniformly over (0, 60) seconds. We performed 10,000 runs where each run consisted of the equivalent of 4 hours of blocker mobility. To maintain a fixed density of blockers in the square region, we consider that once a blocker reaches the edge of the square, it gets reflected. The average blockage duration is 0.5 seconds [51]. Furthermore, we limit the highest achievable connectivity degree to 4, i.e., the UE can connect up to 4 BSs simultaneously if there are at least 4 BSs in the UE coverage region. Note that if there are less than 4 BSs in the UE coverage region, the UE can connect only up to the number of the BSs in the UE coverage region (0, 1, 2 or 3).

In the multi-connectivity scenario, we assumed that switching to a secondary BS occurs immediately after the serving BS gets blocked. However, adding a new BS to the list of serving and secondary BSs can take up to the sum of the BS discovery and handover execution time. Thus, the UE will be out-of-service in following scenarios: 1) UE is out of coverage, i.e., there are no serving BSs in the UE coverage region, 2) the UE is completely blocked from all of the BSs in its coverage region, and 3) the only remaining serving BS gets blocked, and an unblocked BS is not added promptly enough due to BS discovery and handover execution times to prevent a period of blockage. We will refer to the second scenario as physically blocked and to the third scenario as blocked by protocol. The rest of the simulation parameters are presented in Table III.

### Table III

| Parameters | Values |
|------------|--------|
| LOS Radius, R | mmWave: 100 m; THz: 23 m, 56 m |
| Velocity of Dynamic Blockers, V | 1 m/s |
| Height of Dynamic Blockers, h_B | 1.8 m |
| Height of UE, h_U | 1.4 m |
| Height of gNB-DU, h_T | 5 m |
| Expected blockage duration, Γ | 500 ms |
| Expected BS discovery time, Δ | mmWave: {5, 20} ms; THz: {20, 50, 200} ms |
| Expected handover execution time, Ω | {10, 20, 50} ms |
| T310 timer, T | 50 ms |
| Dynamic blocker density, λ_B | {0.01, 0.1} bl/m² |
| Base station density, λ_T [BSs/km²] | mmWave: 200,...,500; THz: 500,...,2000 |
A. Out-of-Service Probability

Fig. 5, Fig. 6, and Fig. 7 plot the out-of-service probability for different values of a) coverage range in mmWave and THz cellular networks b) BS density, c) blocker density, d) degree of connectivity, and e) BS discovery and handover execution times. Fig. 5 demonstrates that our simulation and analytical model produce similar results. Fig. 6 and Fig. 7 give useful insights into the trade-off of different parameters to meet the reliability requirement of URLLC applications.

Fig. 5 illustrates a comparison of the out-of-service probability results generated by our simulation, a numerical computation of the analytical solution and the theoretical lower bounds. From Fig. 5, we observe that a lower out-of-service probability can be achieved in a mmWave network as compared to THz networks, due to its larger coverage range. Furthermore, we can observe that in the THz system if the coverage range is small, for example 23 m, even increasing the connectivity degree does not help in reducing the out-of-service probability. This happens because with low coverage range and BS density, the number of BSs that the UE can connect to is significantly reduced. Thus, to achieve a low out-of-service probability in the THz network, we may need a significantly higher BS density as compared to the mmWave network. Finally, as expected, we observe that the out-of-service probability reduces with smaller blocker density.
Note from Fig. 5 that theoretical bounds, numerical estimates, and simulation results agree with each other for various parameter settings considered for mmWave and THz cellular networks. Thus to improve readability, for the rest of the paper we will use only the easily computable theoretical bounds. Note that the small differences between the simulation and the theoretical results can be explained by considering the fact that there are two main differences between the two approaches: In our analysis, we assume the blocker arrival rate \( \alpha_i \) of a single UE-BS link can be approximated by an exponential distribution with mean equal to \( E[\alpha] \), as calculated in (8), whereas in our simulation, the blocker arrival rate (calculated using (7)) is a function of the BS-UE distance. Furthermore, in our analytical model, we assume the BS discovery and handover execution times are exponential random variables. In our simulation, the BS discovery and handover execution times are constant values, equal to the mean of the respective exponential random variables.

From Fig. 6, we observe that a lower BS discovery time helps in achieving a modestly lower out-of-service probability in both mmWave and THz networks irrespective of the coverage range. Furthermore, we observe from Fig. 6(a) and Fig. 6(b) that the out-of-service probability drops sharply when connectivity increases from 1 to 2, especially for higher BS density values, for both mmWave and THz networks provided that a suitable coverage range can be achieved. However, any further increase in connectivity leads to only a marginal reduction in the out-of-service probability. Note from Fig. 6(c) and Fig. 7(c) that even increasing the UE connectivity degree beyond one does not help, due to the low number of BSs available to a typical UE for this range and BS densities. Furthermore, we can infer from Fig. 7 that in a single connectivity scenario reducing the handover execution time is much more important to obtain a lower out-of-service probability than in multi-connectivity scenarios.

### B. Out-of-Service Duration

Fig. 8 plots the out-of-service duration for different values of coverage range, BS density, connectivity degree, BS discovery time, and handover execution time for both mmWave and THz networks. We observe from Fig. 8 that the out-of-service duration can be significantly higher in the THz network as compared to the mmWave network, due to the following:

1) **The Smaller Coverage Range and in turn the Smaller Number of BSs in the UE Coverage Region:** We achieve lower average physical blockage duration with higher number of BSs in the UE coverage region. To understand that, let us consider a scenario with only one BS in the UE coverage region. In case of a blockage, the UE will be out-of-service unless and until the blockage ends and this single BS is discovered by the UE, which takes at least the sum of blockage duration and BS discovery time. On the contrary, if there are multiple BSs in the UE coverage region, the UE will be out-of-service until one BS gets discovered. The BS discovery by the UE after going out-of-service will require the minimum time before at least one BS gets unblocked and discovered, i.e., the earliest finishing time among all blockages and associated BS discovery.

2) **Higher BS Discovery Time:** Due to higher cell search time when a UE goes to the \([0, 0]\) state, the time to discover an unblocked BS will be much higher for a UE. Furthermore, with higher discovery time, it is more likely that another blocker will block the link before a new BS is discovered.

On the other hand, from Fig. 8, we observe that the expected out-of-service duration is larger for a higher multi-connectivity degree, which at first glance is counter-intuitive. This happens because, for a higher connectivity degree, the UE is out-of-service mostly when it is physically blocked, not protocol blocked as in the case of \( K = 1 \). For example, if we fix the BS density, the out-of-service probability reduces with the multi-connectivity degree (see Fig. 9) while the physical blockage probability (see Proposition 1) remains the same. The probability of blockage-by-protocol is higher when the multi-connectivity degree is lower (see Fig. 9). Therefore, many more instances of blockage-by-protocol will occur for a lower multi-connectivity degree. Note that in the mmWave and THz cellular networks, physical blockage duration can be quite large (typically a few hundreds of milliseconds [51]) as compared to blockage by protocol (typically a few tens of milliseconds [22]). Thus, from Fig. 8(a), Fig. 8(b), Fig. 9(a), and Fig. 9(b), we observe a lower average blockage duration for \( K = 1 \) than a higher connectivity degree \( K > 1 \), since in
a single connectivity ($K = 1$) scenario the average blockage duration is dominated by protocol blockages of short duration.

C. RLF Probability

Fig. 10 shows a comparison of the RLF probability and the out-of-service probability for different values of coverage range, BS density, connectivity degree, BS discovery and handover execution time.

From Fig. 10, we can observe that if the UE coverage range is large enough to have a sufficient number of BSs in its coverage region, reducing the handover execution time can significantly reduce the RLF probability (see Fig. 10(a) and Fig. 10(b)). However, if the UE has a small number of BSs in its coverage region, either due to smaller coverage range (see Fig. 10(c)) or lower BS density in the UE coverage region (see Fig. 10(a) and Fig. 10(b)), reducing the handover execution time does not help in reducing the RLF probability (see Fig. 10(c)). From Fig. 10(a) and Fig. 10(b), we further observe that having a small handover execution time, $\Omega$, can significantly reduce the RLF probability in the single connectivity case and reaches close to the theoretical lower bound obtained in Corollary 7. Note that for $K = 1$ reducing the handover execution time is important, since in this scenario the UE will experience significantly more blockage-by-protocol events, which have an average duration of approximately $\Omega$. Thus, a lower RLF probability can be achieved by reducing the handover execution time, $\Omega$, below the RLF timer, $T$, to avoid RLF declaration. From Fig. 10(a) and Fig. 10(b), we can further observe that even if the handover execution time is higher, for example $\Omega = 50$ ms, a higher degree connectivity results in similar performance to smaller handover execution time. Therefore, a lower RLF probability can be obtained by either reducing the handover execution time or increasing the connectivity degree, provided that the UE has a sufficient number of BSs in its coverage region.

Recall from the above discussion and our discussion in V-B that in a scenario with a small number of BSs in the UE coverage region, the physical blockage probability is higher as compared to a scenario with a higher number of BSs (see Fig. 9). Moreover, the physical blockage instances have a much higher expected duration (a few hundred of milliseconds) than the blockage-by-protocol instances in the aforementioned scenario. Thus, in this scenario, the UE will almost always stay out-of-service for a duration longer than $T = 50$ ms (see also Fig. 8) resulting in an RLF declaration.

D. Trade-off Analysis

Fig. 11 illustrates the minimum required BS density to achieve different target values of out-of-service and RLF probabilities, and out-of-service duration for a given coverage range and BS discovery time. Fig. 11 also illustrates the trade-off between coverage range and BS discovery time in THz cellular networks. In order to meet different QoS targets, the required number of BSs can be significantly reduced if a higher coverage range can be achieved in THz networks. However, as discussed earlier, compensating for the path loss requires a high beam directivity and consequently, the UE may have to spend a significantly higher amount of time for initial access and BS discovery procedures. For example, consider two THz cellular systems wherein one UE can communicate up to a range of 23 m whereas in another UE can communicate up to a range of 100 m by overcoming the path loss in THz systems. We observe from Fig. 11, the same target out-of-service and RLF requirement of $10^{-3}$ can be met with approximately one twelfth of the BS density (200 BSs/km$^2$ to 2400 BSs/km$^2$), in the long range THz system. However, as discussed earlier, in THz systems, it is not feasible to achieve a high coverage range with the same BS discovery budget. Nevertheless, even if the cost of using highly directed beams is a one to two orders of magnitude increase in the BS discovery time (e.g., 200 ms to 4000 ms), the same target out-of-service probability can still be achieved with one eighth of BSs density. Our initial results suggest that, in THz cellular systems, the target QoS requirements can be achieved by a significantly lower BS density if the coverage range of the system can be increased, even when this increase comes at the expense of much higher initial access and BS discovery times.

VI. DISCUSSION

In the previous sections, we presented an analytical model to study the overall QoS performance in a blockage driven network and presented a detailed discussion for selected parameters in both mmWave and THz cellular networks.
There are three main QoS performance metrics, namely out-of-service probability, RLF probability, and out-of-service duration. Based upon application requirements, a network designer needs to consider the trade-off between these metrics. Furthermore, these QoS metrics are functions of UE coverage range, BS density, multi-connectivity degree, and BS discovery and handover execution times. While it is challenging to meet the QoS requirements in mmWave networks, it will be significantly more difficult to do so in THz networks due to their inherently short range and significantly higher BS discovery time. Our initial results suggest that, to reduce the required BS density in THz cellular systems, the coverage range should be increased, even when this increase comes at the cost of much higher initial access and BS discovery times.

Our discussion on the out-of-service and RLF probabilities suggests that dual connectivity is sufficient to meet the reliability requirements of emerging ultra-low latency and high reliability applications given a sufficiently high BS density, large UE coverage range, and small BS discovery and handover execution time. While meeting the reliability requirements poses significant challenges on the network, satisfying the latency requirement is even more challenging due to long blockage duration and difficulty in achieving the required cell search time. Thus, from a network designer prospective, if an application is tolerant to frequent short outages, then the network designer should consider reducing the BS discovery and handover execution times, instead of increasing the multi-connectivity degree. For example, to support applications like online gaming, voice-over-IP, and teleconferencing, where the average delay requirement is of the order of 50 ms or higher, single connectivity may be sufficient. Thus, a service provider can provision single connectivity and still meet the required QoS. In contrast, if the application can tolerate a few longer outages but is susceptible to frequent short outages, the network designer should consider increasing the multi-connectivity degree. For example, to support AR/VR applications, where frequent interruptions cannot be tolerated, a higher multi-connectivity degree may be desired. Note that the duration and frequency of physical blockage is driven by BS station density and UE coverage range. Finally, for applications that cannot tolerate frequent short out-of-service instances or infrequent long out-of-service instances, alternative techniques, such as time-sensitive networking, should be explored [52].

As the design of THz networks is still in an early study phase, many of the specific procedures and associated parameters are yet to be fully determined. The observations made in this work are based on the parameter selections presented in Table III. The presented modeling for protocol design can still be used by a cellular provider or UE vendor for a trade-off and system performance analysis even if the parameter values turn out to be different in future networks.

VII. CONCLUSION

THz wireless networks are expected to meet the QoS requirements of next-generation applications. Even though these higher carrier frequencies can provide high data rates, mmWave and THz links are quite susceptible to blockages, which will increase the need for frequent and fast handovers, as well as a higher degree of multi-connectivity. To study the impact of the handover latency and the multi-connectivity degree on service interruption and reliability, we designed a system model using a Markov chain that considers dynamic blockages, self-blockages, multi-connectivity, and BS discovery and handover execution times. The theoretical framework presented in this work can be used to evaluate the performance of any blockage driven network. The power of our theoretical modeling lies in the availability of analytic or closed form expressions allowing a network designer to quickly evaluate various trade-offs between coverage range, multi-connectivity degree, blocker density, BS deployment density, handover execution and BS discovery times. The results of this analysis are presented along with suggestions for future THz systems that stem from it.

APPENDIX

A. Proof of Proposition 1

Let us denote the number of unblocked BS-UE links by the binomial random variable, $L \sim \text{Binom}(M,q)$, where $q = \frac{\psi}{\alpha + \psi}$ and it represents a BS being unblocked and discovered by the UE in the $1 \times 1$ connectivity model. Let us also denote the
number of associated BSs as $I$.

$$
\sum_{i=0}^{\min(l,K)} P_{ii}^{M \times K} = \sum_{i=0}^{\min(l,K)} P[L = l, I = i]
$$

where $S$ is the set containing all possible realizations of $I$, thus the summation adds up to 1.

This concludes proof of Proposition 1.

**B. Proof of Proposition 2**

Let us consider two distinct cases for Proposition 2:

1) $M < K$: If the number of BSs in the UE coverage region is less than maximum degree of connectivity UE can support, then the maximum achievable degree of connectivity, $K$, will be $K = M$.

2) $K = M$: In this case, the UE is allowed to achieve a maximum degree of connectivity equal to the number of BSs in the UE coverage region, i.e., UE can simultaneously connect to all of the BSs irrespectively of the connection status of the other BSs.

In fact, in both of the cases discussed above, the connectivity processes between the UE and the BSs can be considered as independent and identically distributed. Thus, the probability of state $[x, y]$ can be derived using (11) as

$$
P_{M \times K}^{xy} = \left( \frac{M}{x} \right) \left[ P_{00}^{1 \times 1} \right]^{M-x} \left( \frac{x}{y} \right) \left[ P_{10}^{1 \times 1} \right]^{x-y} \left[ P_{11}^{1 \times 1} \right]^{y},
$$

Now, the probability of the UE being associated to $y$ BSs can be derived as

$$
P_{Cy}^{M \times K} = \sum_{x=0}^{M} P_{M \times K}^{xy}
$$

$$
= \sum_{x=0}^{M} \left( \frac{M}{x} \right) \left[ P_{00}^{1 \times 1} \right]^{M-x} \left( \frac{x}{y} \right) \left[ P_{10}^{1 \times 1} \right]^{x-y} \left[ P_{11}^{1 \times 1} \right]^{y}
$$

$$
= \left[ P_{00}^{1 \times 1} \right]^{M} \sum_{k=0}^{M} \frac{M!}{k!(M-k)!} \left( \frac{k}{y} \right) \left[ P_{10}^{1 \times 1} \right]^{y}
$$

$$
= \left[ \frac{M!}{y} \left[ P_{11}^{1 \times 1} \right]^{y} \left[ P_{10}^{1 \times 1} + P_{11}^{1 \times 1} \right]^{M-y} \right]
$$

Finally, using (11) and (36), we obtain the probability of the UE being associated to $y$ BSs as

$$
P_{Cy}^{M \times K} = \left[ \frac{\alpha}{\alpha + \omega} + \frac{\alpha}{\alpha + \psi + \alpha + \omega} \right]^{M} \left[ \frac{\psi \omega}{\alpha (\alpha + \psi + \omega)} \right]^{y}
$$

This concludes the proof of Proposition 2.

**C. Proof of Proposition 3**

For this proof, we will refer to all probabilities $P_{ij}^{M \times K}$ as $P_{ij}$ for simplicity and readability. From the Markov chain in Fig. 4, we have $\forall i \in \{2, 3, \ldots, M - 1\}$:

$$
-\alpha \gamma \left( P_{i+1}^{M \times K} \right) \left[ \frac{P_{i+1}^{(i+1)0}}{P_{00}^{(i+1)0}} \right] + \left( -M + \alpha \right) \gamma \left( P_{i+1}^{M \times K} \right) \left[ \frac{P_{i+1}^{i+10}}{P_{00}^{i+10}} \right] - \alpha \sum_{j=2}^{\min(i+1, K)} P_{ij}
$$

(37)

For the edge cases of the Markov chain, we can further write:

$$
\begin{bmatrix}
K \omega + M \omega
\end{bmatrix} \left[ \frac{P_{M0}^{M \times K}}{P_{(M-1)0}^{M \times K}} \right] = \left[ \frac{M \omega}{\omega + \alpha} \right] \left[ \frac{P_{M}^{M \times K}}{P_{(M-1)}^{M \times K}} \right]
$$

(38)

and

$$
\begin{bmatrix}
\omega + \alpha & (M - 1) \omega
\end{bmatrix} \left[ \frac{P_{20}^{2 \times K}}{P_{00}^{2 \times K}} \right] = \left[ \frac{-\alpha}{\omega + \alpha} \right] \left[ \frac{P_{2}^{2 \times K}}{P_{0}^{2 \times K}} \right] - \alpha P_{22}
$$

(39)

By adding equations (37), (38), and (39) together, we have:

$$
(\omega + \alpha) (P_{M0} + \cdots + P_{00}) = \alpha (P_{M} + \cdots + P_{0}) + \omega P_{0}
$$

$$
-\alpha \sum_{a=2}^{M} \sum_{b=2}^{K} P_{ab} - (K - 1) \omega \sum_{a=2}^{M} P_{a0} - \omega \sum_{a=2}^{M} aP_{a0}
$$

$$
\Rightarrow (\omega + \alpha) P_{OS} = \alpha + \omega P_{0} - \alpha \sum_{a=2}^{M} \sum_{b=2}^{K} P_{ab}
$$

$$
\sum_{a=2}^{M} \sum_{b=2}^{K} (a - 1, K - 1) P_{a0} + \frac{\alpha}{\omega} P_{C1}
$$

This concludes the proof of Proposition 3.

**D. Proof of Corollary 3**

In Proposition 3, we derived the relationship among out-of-service states and other states. Finding the exact expression of out-of-service probability in the $M \times K$ connectivity setting was challenging. Instead, we derived upper and lower bounds on the out-of-service probability in Corollary 3. From Proposition 3, the relation is derived as:

$$
P_{OS}^{M \times K} = P_{i0}^{M \times K} - \sum_{i=2}^{M} \min(i-1, K-1) P_{i0}^{M \times K} + \frac{\alpha}{\omega} P_{C1}^{M \times K}
$$

In the above equation, to find the upper bound, we replaced $\min(i-1, K-1)$ with 1, as it takes the minimum value of 1. Furthermore, $\sum_{i=2}^{M} \min(i-1, K-1) P_{i0}^{M \times K} \geq \sum_{i=2}^{M} P_{i0}^{M \times K} = P_{OS}^{M \times K} - (P_{00}^{M \times K} + P_{10}^{M \times K})$. Thus, we get

$$
P_{OS}^{M \times K} \leq P_{00}^{M \times K} + \frac{1}{2} P_{10}^{M \times K} + \frac{\alpha}{2 \omega} P_{C1}^{M \times K}.
$$
Now, we argue that if \( M \) is significantly larger than \( K \), then \( P_{10}^{M×K} ≤ P_{10}^{K×K} \) and \( P_{C1}^{M×K} ≤ P_{C1}^{K×K} \). This happens because in the \( M \times K \) scenario a large number of new states are introduced as compared to the \( K \times K \) scenario, thus the rate of transitioning to the old states will become smaller. Therefore, we obtain the upper bound as:

\[
P_{OS,UB}^{M×K} \leq \left[ \frac{\alpha}{\alpha+\psi} \right]^M + K \left[ \frac{\alpha}{2} + \psi \right]^K \left[ \frac{\psi}{\alpha+\omega} \right]
\]

To find the lower bound, we replaced \( \min(i-1, K-1) \) with \( K-1 \), as it takes maximum value as \( K-1 \). Furthermore, \( \sum_{i=1}^{M} \min(i-1, K-1) P_{10}^{M×K} \leq \sum_{i=1}^{M} (K-1) P_{10}^{M×K} \) and \( \sum_{i=2}^{M} P_{i0}^{M×K} = P_{OS}^{M×K} - \left( P_{10}^{M×K} + P_{10}^{M×K} \right) \). Thus, we get

\[
P_{OS}^{M×K} \geq P_{10}^{M×K} + \frac{K-1}{K} P_{10}^{M×K} + \frac{\alpha}{K \omega} P_{OS}^{M×K} \]

Now, we argue that if \( M \) is significantly larger than \( K \), then \( P_{OS}^{M×K} \geq P_{10}^{M×K} \) and \( P_{OS}^{M×K} \geq P_{10}^{M×K} \). This happens because after removing a large number of states from \( M \times M \) connectivity setting, we get the \( M \times K \) connectivity setting, thus the state probabilities in the \( M \times K \) connectivity setting will be higher than \( M \times M \) for particular states. Thus, we get the lower bound as:

\[
P_{OS,LB}^{M×K} \geq \left[ \frac{\alpha}{\alpha+\psi} \right]^M + M \left[ \frac{\alpha}{\alpha+\psi} \right]^M \left[ \frac{\psi}{\alpha+\omega} \right] + \frac{M \alpha}{K \omega} \left[ \frac{\alpha}{\alpha+\omega} + \frac{\alpha}{\alpha+\omega} + \frac{\omega}{\alpha+\omega} \right]^{M-1} \left[ \frac{\psi}{\omega} \right] \left( \frac{\alpha}{\alpha+\omega} \right)
\]

This concludes the proof of Corollary 3.

E. Proof of Theorem 1

Let us first derive the marginal out-of-service probability for \( K = 1 \). Using (5) and (20), we can derive the marginal out-of-service probability as

\[
P(OS) = \sum_{m=1}^{\infty} P(OS|m) P_{M}(m)
\]

Furthermore, the out-of-service probability given LOS coverage is derive using Bayes’s rule, (6), and (40) as

\[
P(OS) = P(OS|C^{LOS})P(C^{LOS}) \Rightarrow P(OS|C^{LOS}) = \frac{P(OS)}{P(C^{LOS})}.
\]

Thus,

\[
P(OS|C^{LOS}) = \frac{1 - \frac{\psi}{\alpha+\omega} \left( 1 - e^{-\phi \lambda_T R^2} \right) - e^{-\phi \lambda_T R^2}}{1 - e^{-\phi \lambda_T R^2}}, \text{ if } K = 1,
\]

where \( q = \frac{\psi}{\alpha+\psi} \). Furthermore, using (20), (41), and similar steps as in \( K = 1 \), we can prove upper and lower bounds on the out-of-service probability given LOS coverage for \( K ≥ 2 \). This concludes the proof of Theorem 1.

F. Proof of Corollary 4

If \( \omega ≥ \alpha, \omega ≥ \psi \), then \( \frac{\psi}{\alpha+\omega} \rightarrow 0 \Rightarrow \chi \rightarrow 0, \frac{\alpha}{\alpha+\omega} \rightarrow 0 \Rightarrow P_{OS}^{1×1} \rightarrow \frac{\alpha}{\alpha+\mu}, \text{ and } \frac{P_{OS}^{1×1}}{R_{OS}} \rightarrow 0 \). Thus, we get

\[
P(OS|C^{LOS}) = \frac{e^{-\phi \lambda_T R^2} - e^{-\phi \lambda_T R^2}}{1 - e^{-\phi \lambda_T R^2}}; \text{ if } K = 1
\]

\[
\leq \frac{e^{-\phi \lambda_T R^2}}{1 - e^{-\phi \lambda_T R^2}} \sum_{m=1}^{\infty} \frac{[\phi \lambda_T R^2]^m}{m!}; \text{ if } K ≥ 2
\]

\[
\geq \frac{e^{-\phi \lambda_T R^2}}{1 - e^{-\phi \lambda_T R^2}} \sum_{m=1}^{\infty} \frac{[\phi \lambda_T R^2]^m}{m!}; \text{ if } K ≥ 2.
\]

Therefore, for small handover execution times, we obtain the out-of-service probability given LOS coverage as

\[
P(OS|C^{LOS}) = \frac{e^{-\phi \lambda_T R^2} - e^{-\phi \lambda_T R^2}}{1 - e^{-\phi \lambda_T R^2}},
\]

irrespective of the multi-connectivity degree. This concludes the proof of Corollary 4.

G. Proof of Corollary 5

Using Corollary 4, we have

\[
e^{-\phi \lambda_T R^2} = P(OS|C^{LOS}) + P(OS|C^{LOS}) \left( 1 - P(OS|C^{LOS}) \right)
\]

\[
\Rightarrow q = -\ln[P(OS|C^{LOS}) + P(OS|C^{LOS}) \left( 1 - P(OS|C^{LOS}) \right)]
\]

\[
\Rightarrow \frac{\psi}{\alpha+\psi} = -\frac{1+\gamma}{\gamma \alpha} \Rightarrow \Delta = \frac{1+\gamma}{\gamma \alpha} - \Gamma,
\]

where \( \gamma = \frac{P(OS|C^{LOS}) + e^{-\phi \lambda_T R^2} \left( 1 - P(OS|C^{LOS}) \right)}{e^{-\phi \lambda_T R^2}} \).

This concludes the proof.
H. Proof of Corollary 6

From (21), we have

\[
\lim_{K \to \infty} P \{ OS \mid C^{LOS} \} \\
\leq \lim_{K \to \infty} \left[ \frac{e^{-p\lambda T\pi R^2}}{1 - e^{-p\lambda T\pi R^2}} \sum_{m=1}^{K} \frac{(cp\lambda T\pi R^2)^m}{m!} \right] \\
\geq \lim_{K \to \infty} \left[ \frac{e^{-p\lambda T\pi R^2}}{1 - e^{-p\lambda T\pi R^2}} \sum_{m=1}^{K} \frac{(cp\lambda T\pi R^2)^m}{m!} \right]
\]

Thus, from (42), we have

\[
\lim_{K \to \infty} P \{ OS \mid C^{LOS} \} = \left( 1 - e^{-p\lambda T\pi R^2} \right)^K \frac{1}{1 - e^{-p\lambda T\pi R^2}} \\
\]

where \( \tilde{c} = 1 - c \). This concludes the proof.

I. Proof of Theorem 2

Using (5), (20), and (25), we have

\[
P \{ RLF \} \\
\geq \sum_{m=1}^{\infty} P_{00}^M \cdot K e^{-K\omega T} \frac{(p\lambda T\pi R^2)^m}{m!} e^{-p\lambda T\pi R^2} \\
+ \sum_{m=1}^{\infty} P_0^M \cdot K \left( e^{-m\psi T} - e^{-K\omega T} \right) \frac{(p\lambda T\pi R^2)^m}{m!} e^{-p\lambda T\pi R^2} \\
= P \{ OS \} e^{-K\omega T} + \sum_{m=1}^{\infty} \left( \tilde{q} \right)^m \left( e^{-m\psi T} - e^{-K\omega T} \right) \\
\times \frac{(p\lambda T\pi R^2)^m}{m!} e^{-p\lambda T\pi R^2} \\
= P \{ OS \} e^{-K\omega T} + \sum_{m=1}^{\infty} \left( \tilde{q} e^{-\psi T} p\lambda T\pi R^2 \right)^m \frac{1}{m!} \left( e^{-p\lambda T\pi R^2} - e^{-K\omega T} \right) \\
\times e^{-p\lambda T\pi R^2} \\
\times \left( e^{\tilde{q} p\lambda T\pi R^2} - 1 \right) - 1, \\
\]

where \( \xi = e^{-\psi T} \) and \( \tilde{q} = 1 - q = \frac{\alpha}{1 + \psi} \). This concludes the proof of Theorem 2.

J. Proof of Corollary 7

From Corollary 4 and Theorem 2, we have

\[
P \{ RLF \mid C^{LOS} \} \\
\geq \frac{e^{-p\lambda T\pi R^2}}{1 - e^{-p\lambda T\pi R^2}} \left( e^{\tilde{q} p\lambda T\pi R^2} - 1 \right) \\
\times e^{-K\omega T} \left( e^{\tilde{q} p\lambda T\pi R^2} - e^{-p\lambda T\pi R^2} \right) \\
\times \left( e^{\tilde{q} p\lambda T\pi R^2} - 1 \right) - 1, \\
\]

This concludes the proof of Corollary 7.

K. Proof of Corollary 8

The proof follows similar steps as presented in proof of Corollary 5 and we get

\[
\eta = \frac{\alpha e^{-\psi T}}{\alpha} + \psi = 1 + \eta \\
\]

where,

\[
\eta = \ln \left[ P \{ RLF \mid C^{LOS} \} + e^{-p\lambda T\pi R^2} \left( 1 - P \{ RLF \mid C^{LOS} \} \right) \right] \\
\frac{p\lambda T\pi R^2}{p\lambda T\pi R^2} \\
\]

By solving (44), we get

\[
\Delta = \frac{\alpha}{W_{\kappa} \left( \frac{\alpha e^{-\psi T}}{\alpha} \right) - \alpha T} - \Gamma, \\
\]

where \( W_{\kappa}(z) \) is the analytic computation of the product log function. This concludes the proof.

L. Proof of Corollary 9

From Corollary 7, we have

\[
P \{ RLF \mid C^{LOS} \} \geq \frac{e^{-p\lambda T\pi R^2}}{1 - e^{-p\lambda T\pi R^2}} \left( e^{\tilde{q} p\lambda T\pi R^2} - 1 \right) \\
\]

Now, using Corollary 4 and (45), we have

\[
P \{ RLF \mid C^{LOS} \} \geq \frac{e^{\tilde{q} p\lambda T\pi R^2} - 1}{e^{\tilde{q} p\lambda T\pi R^2} - 1} \approx \left( e^{-\tilde{q} p\lambda T\pi R^2} \right)^{1 - \xi}, \\
\]

where the approximation is obtained by considering \( e^{\tilde{q} p\lambda T\pi R^2} \gg 1 \) and \( e^{\tilde{q} p\lambda T\pi R^2} \gg 1 \). This concludes the proof of Corollary 9.

M. Details of the Out-of-Service Duration \( T_{OS}^{M \times K} \) Computation

Recall from Fig. 4 that if the UE is in service, it can only get to an out-of-service state \([i,0]\) via the connected state \([i,1,1]\). Let us denote by \( A_i \) the event of the UE going to the out-of-service state \([i,0]\) via the state \([i,1,1]\), \( i = 0, \ldots, M - 1 \).
Then, we can write the event of the UE going to an out-of-service state while being in service as:

\[ A = \bigcup_{i=0}^{M-1} A_i \]

To obtain the expected out-of-service duration \( T_{OS}^{M \times K} \), we need to calculate the expected time that the UE spent in out-of-service states starting from the instant the UE entered an out-of-service state via an in-service state, i.e., by conditioning on the event \( A \).

\[
T_{OS}^{M \times K} = E \left[ T_{OS}^{M \times K} | A \right] = \sum_{k=0}^{M-1} E \left[ T_{OS}^{M \times K} | A_k \right] \times P(A_k | A) = E \left[ T_{OS}^{M \times K} | A_k \right] \times \frac{P(A_k)}{P(A)}
\]

\[
= \sum_{k=0}^{M-1} E \left[ T_{OS}^{M \times K} | A_k \right] \times \frac{P(A_k)}{P(A)} \tag{46}
\]

However, the event \( A_k \), \( k = 0, \ldots, M - 1 \) is equivalent to the event of 1) being in the state \([K+1, 1] \), and 2) transitioning from \([K+1, 1] \) to \([k, 1] \). Thus,

\[
P(A_k) = P_{k+1, 1} \times \frac{\alpha}{(p_{k,1} - 1) \omega + (M - k - 1) \psi + \alpha \omega} = P_{k+1, 1} \times \frac{\alpha M^{K \times K}}{\left[ k, 1 \right]} \tag{47}
\]

By substituting \( P(A_k) \) in (46) with (47), we obtain the expected out-of-service duration.

**N. Proof of Lemma 2**

To obtain the expected out-of-service duration using Little’s Law, we can envision our \( M \times K \) Markov chain as a simplified queueing system. In this queueing system, there are two states, connected and blocked. The customer in this system arrives (enters the blocked state) with rate

\[ r_b = \alpha P_{C1}^{M \times K} \]

Once a customer arrives, the system goes to outage. There cannot be new customers until the existing customer gets served, i.e., the system gets back to a connected state. The average number of customers in the system is

\[ E_b = 1 \times P_{OS}^{M \times K} = P_{OS}^{M \times K} \]

By applying the Little’s Law into the aforementioned system we get

\[
T_{OS}^{M \times K} = \frac{E_b}{r_b} = \frac{P_{OS}^{M \times K}}{\alpha P_{C1}^{M \times K}}
\]

This concludes the proof of Lemma 2.

**O. Proof of Theorem 3**

From Lemma 2, we have

\[
E \left[ T_{OS}^{M \times K} \right] = \sum_{m=1}^{\infty} T_{OS}^{M \times K} P_M(m) = \sum_{m=1}^{\infty} \frac{P_{OS}^{M \times K}}{\alpha P_{C1}^{M \times K}} P_M(m) \tag{48}
\]

Let us first derive the out-of-service duration for \( K = 1 \).

Using (48), we have:

\[
E \left[ T_{OS}^{m \times 1} \right] = \sum_{m=1}^{\infty} T_{OS}^{m \times 1} P_M(m) = \sum_{m=1}^{\infty} \frac{P_{OS}^{m \times 1}}{\alpha P_{C1}^{m \times 1}} P_M(m)
\]

This concludes the proof.
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