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Abstract—Triplet loss, one of the deep metric learning (DML) methods, is to learn the embeddings where examples from the same class are closer than examples from different classes. Motivated by DML, we propose an effective BP-Triplet Loss for unsupervised domain adaption (UDA) from the perspective of Bayesian learning and we name the model as BP-Triplet Net. In previous metric learning based methods for UDA, sample pairs across domains are treated equally, which is not appropriate due to the domain bias. In our work, considering the different importance of pair-wise samples for both feature learning and domain alignment, we deduce our BP-Triplet loss for effective UDA from the perspective of Bayesian learning. Our BP-Triplet loss adjusts the weights of pair-wise samples in intra-domain and inter-domain. Especially, it can self attend to the hard pairs (including hard positive pair and hard negative pair). Together with the commonly used adversarial loss for domain alignment, the quality of target pseudo labels is progressively improved. Our method achieved low joint error of the ideal source and target hypothesis. The expected target error can then be upper bounded following Ben-David’s theorem. Comprehensive evaluations on five benchmark datasets, handwritten digits, Office31, ImageCLEF-DA, Office-Home and VisDA-2017 demonstrate the effectiveness of the proposed approach for UDA.
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I. INTRODUCTION

D eepl networks have established the state-of-the-arts for diverse visual applications significantly, such as person re-identification [67], video retrieval [12], [63], [64], [66], visual classification [36], [50]. However, it is still a big challenge for generalizing the learned knowledge to new domains. The classifier and the convolutional layers trained on source images may not generalize well on target samples. Domain Adaptation (DA) [18], [39], [69]–[71] is an effective way to address the domain shift problem. It aims to learn from a sufficiently labeled domain (known as source domain) and to solve the same problem in the other related but different domain (target domain), where a few even no labeled samples are available [19]. In this paper, we address the challenging but practical topic, i.e., unsupervised domain adaptation (UDA) [22]. Taken Figure 1 as an example, this task aims to recognize the unlabeled target domain data leveraging a sufficiently labeled, related but different source domain [37], [52]. The key issue of DA problem is to reduce distribution difference between two domains, such that the learned classifier from source domain can well classify target domain samples.

Recently, domain adaptation has witnessed significant progress in algorithms [1], [9], [48], [59]. Domain-invariant or domain-confused feature representation is usually thought to have been learned. Generally, maximum mean discrepancy (MMD) [16], as a non-parametric metric method, is commonly used to measure the dissimilarity of distributions. After MMD guided distribution alignment, adversarial learning [4], [13] as another mainstream has been successfully brought into DA approaches to reduce distribution discrepancy. Unlike many previous MMD-based DAs, domain-adversarial neural networks focus on combining DA and deep feature learning within a unified training paradigm. The goal of adversarial domain adaptation is to confuse the features between domains, so that domain-invariant representations are ultimately obtained. In this way, the obtained feed-forward network can be applicable to the target domain without being hindered by the shift between two domains. In this paper, to learn domain invariant representations, we adopt the structure of adversarial network. We add one domain classifier at the last feature extraction block and learn domain invariant features by minimax optimization between the domain classifier and the feature representation network. The gradient reversal layer (GRL) can be utilized during the backpropagation process.

However, only adopting adversarial learning does not really guarantee safe domain alignment. On one hand, the alignment of category space between domains is ignored in alleviating domain shift. Target samples that are close to
the decision boundary are easily to be misclassified by the source classifier [58]. On the other hand, in practical domain adaptation problems, the data distributions of the source and target domain usually embody complex multimode structures. Thus, previous domain adaptation methods that aim to reduce the domain distributions without exploiting the class-wise structures may lead to negative transfer.

To deal with this challenge, we adopt the general idea of class-wise relations by leveraging similarity learning to promote domain adaptation. As shown in Figure 2, considering domain bias, target samples near the edge of clusters, or far from their corresponding class centers are most likely to be misclassified. The methods which aim at reducing domain shift by feature alignment through a discrepancy metric but ignore class-wise discrimination are not enough. To alleviate this issue, a practical way is to enforce the samples with better intra-class compactness and inter-class separation. In computer vision, metric learning algorithms have been proposed to learn the similarity, which nicely meets our need to force feature matching. In this way, the number of misclassified samples will be greatly reduced. The motivation of the metric loss is two-fold. On one hand, samples with the same labels should be pulled together in the embedding space. On the other hand, samples with different labels should be far away from each other. Thus, in addition to learning the domain invariant representations, we further adopt and revisit the metric learning method for UDA task. In practice, triplet loss [46], [56] that as an effective metric learning loss can be applied in our model and it constructs triplet sample pairs guided by labels.

In this paper, the same (different) labeled samples which have large (small) distance are named as hard pairs, and the same (different) labeled samples that have small (large) distance are named as easy pairs. In cross-domain problems, although the sample pairs come from the same class, they may also come from different domains. e.g., the easy positive pairs tend to come from the same domain, and the hard positive pairs come from different domains. Noteworthy, the hard positive pairs are key issues in cross domain problem.

Considering that the pair-wise importance imbalance is noteworthy in cross-domain problems, and motivated by focal loss [27] and Maximum A Posteriori estimation (MAP) [62], we propose a BP-triplet loss to deal with these problems. We propose to address the pair-wise problem by reshaping the standard sample pairs such that it down-weights the loss assigned to easy pairs and up-weights hard pairs. This is because easy positive examples tend to have small distance or easy negative examples are likely to have large distance. Specifically, we model our loss function as the solution of MAP and name it as BP-triplet loss. It self attends to hard pairs rather than imposing equal importance for all sample pairs. Consequently, the class alignment across domains is promoted by strengthening hard pairs and simultaneously weakening easy pairs.

Additionally, to learn domain invariant representations, we adopt the structure of adversarial network. We add one domain classifier at the last feature extraction block, and learn domain invariant features by minimax optimization between the domain classifier and the feature representation network. Thus, our model can learn robust representations which are not only domain invariant for domain alignment but also class discriminative for class alignment. This will have a more confident guarantee that the joint error of the ideal source confident guarantee that the joint error of the ideal source and target hypothesis is low. The DA becomes possible as presented in Ben-David’s theorem.

The main contributions and novelties of this paper are summarized as follows.

- We design a BP-triplet net to learn robust representations. The representations are not only domain invariant but also class discriminative for semantic alignment by leveraging metric learning. Further more, different from previous metric learning methods, we use the constraint of metric loss not only to align class relations but also to align the domain features by up-weighting the cross domain hard positive pairs.
- In order to deal with pair-wise importance imbalance and enhance domain confusion during class-wise feature alignment, we propose a BP-triplet loss to reduce the weight of easy pairs while increasing the hard pair weight. We force those poorly aligned samples to be clustered. Noteworthy, different from the integration of various losses, our loss function is deduced from the perspective of Bayesian learning and MAP, which is a novel technical contribution.
- Together with the commonly used adversarial loss, the proposed model achieves promising results on four datasets, which clearly demonstrates the effectiveness of the proposed method for UDA.
II. Related Works

A. Metric Learning

In recent years, a variety of metric learning algorithms [30], [61], [65] have been proposed in the literature. Specifically, contrastive loss [17] and triplet loss [46] have been intensively used in UDA. e.g., SimNet [41] proposes to classify an image by computing its similarity to prototype representations of each category. Deng et al. propose a SCA method [10] by jointly learning domain and class alignment through MMD and metric learning. In [6], JDDA is proposed to achieve domain alignment and discriminative feature learning jointly. Even though these works leverage the metric learning in their methods, there is no supervision for domain alignment in metric learning. Different from these methods, we leverage the constraint of metric learning not only to align class relations but also to align the domain features.

B. Deep Domain Adaptation

As deep representations can only reduce, but not remove the cross-domain discrepancy. Recent research on deep domain adaptation further embeds domain-adaptation modules in deep networks to boost transfer performance.

In UDA, Training CNN can be conducted through various strategies. Matching distributions of the extracted features in CNN is considered to be effective for an accurate adaptation. These works mainly pay attention to the statistics alignment. Tzeng et al. [52] propose a DDC method and achieve successful knowledge transfer between domains and tasks. Long et al. [31] propose a deep adaptation network (DAN) by imposing MMD loss on the high-level features across domains. Additionally, Long et al. [34] also propose joint maximum mean discrepancy (JMMD) to measure the relationship of joint distribution. These works focus more on feature alignment. Another impressive work is DeepCORAL [49], which extends CORAL to deep architectures and aligns the high-order covariance statistics between the source and target features. Zellinger et al. propose a CMD method [68] to match the higher order central moments of probability distributions via order-wise moment differences.

Recently, Generative Adversarial Nets (GANs) [15] inspired adversarial domain adaptation methods have been preliminarily studied. In [13], DANN method proposes domain adversarial learning, in which a gradient reversal layer is designed for confusing features from two domains by minimax optimization between the network and a domain classifier. This method can be regarded as the baseline of adversarial learning methods. Tzeng et al. proposed an ADDA method [53] which combines discriminative modeling, untied weight sharing and a GAN loss. The work has shown the potential of adversarial learning in domain adaptation. In [20], Hoffman et al. propose a CYCADA method which adapts representations at both the pixel-level and feature-level, enforcing cycle-consistency by leveraging a task loss. In [44], Saito et al. propose a new approach called MCD that uses two different classifiers to align those easily misclassified target samples through adversarial learning in CNN. Zhang et al. [72] propose a CAN by imposing domain classifiers on multiple CNN blocks to learn domain invariant representations through adversarial learning. Long et al. [32] also present a conditional adversarial domain adaptation (CDAN) that conditions the discriminative information conveyed into the predictions of classifier.

However, these methods are based on the theory that the predicted error is bounded by the distribution divergence. They do not consider the relationship between target samples and decision boundaries. To tackle these problems, we propose a strategy leveraging the target samples. Additionally, different from the previous metric learning, our BP-triplet loss not only aligns class relations but also to align the domain features.

III. The Proposed Method

A. Notation

Our goal is to predict the target label \( \hat{y}' = \arg \max \hat{G}_s(f(x')) \) and an overview of our method is depicted in Figure 3. We suppose \( \mathcal{D}_s = \{ (x'_i, y'_i) \}_{i=1}^m \) and \( \mathcal{D}_t = \{ x'_i \}_{i=1}^n \) to be the labeled source data and unlabeled target data, drawn from different distributions respectively. Our method aims to reduce the domain gap through minimizing the source risk \( \epsilon_s(G_s) = \mathbb{E}_{(x', y') \sim \mathcal{D}_s} [G_s(f(x')) \neq y'] \) confused by both domain and class-wise alignment, such that the target risk \( \epsilon_t(G_t) = \mathbb{E}_{(x', y') \sim \mathcal{D}_t} [G_t(f(x')) \neq y'] \) can be minimized, where \( G_s(\cdot) \) represents the softmax output and \( f(\cdot) \) refers to the feature representation.

B. Model formulation of BP-triplet Net

Our model is composed of three components: 1) BP-triplet loss for feature similarity learning across domains, 2) classification loss for classifier training, and 3) adversarial loss for domain distribution alignment. Noteworthy, the first two items are deduced from a Bayesian learning perspective.

Bayesian Formulation. Suppose the hybrid domain \( \mathcal{D} = \mathcal{D}_s \cup \mathcal{D}_t \), and \( y' \) in \( \mathcal{D} \) is the pseudo target label predicted by the source classifier. Given a triplet \( (x_i, x_j, x_k) \in \mathcal{D} \), let \( s_{i,j} \) represent the pair-wise similarity between \( x_i \) and \( x_j \). \( s_{i,j} = 1 \) means they have the same label; otherwise, \( s_{i,j} = 0 \) means they have different labels.
Without loss of generality, let \( p(f_i, f_j, f_k | s_{ij}, s_{ik}) \) be the posterior probability of feature representation \( f_i, f_j, f_k \) for triplet sample set \( x_i, x_j, x_k \). With the assumption of conditional independence of each pair and Bayesian formula, the joint posterior probability density function of the pair-wise training set can be generally represented as
\[
\prod_{i, j, k \in \mathcal{D}} p(f_i, f_j, f_k | s_{ij}, s_{ik}) \Leftrightarrow \prod_{i, j, k \in \mathcal{D}} p(s_{ij}, s_{ik}|f_i, f_j, f_k)p(f_i)p(f_j)p(f_k),
\]
where \( p(s_{ij}, s_{ik}|f_i, f_j, f_k) \) is the likelihood probability and \( p(f) \) represents the prior probability of feature representation for each sample.

Our aim is to find the optimal model parameters \( \theta_f \) of feature representation \( f \), which is the solution of maximum a posteriori estimation (MAP) of Eq. (1) from the Bayesian perspective. More formally, we propose to add a modulating factor \( \omega \) to the likelihood probability, with tunable focusing parameter \( \gamma \geq 0 \), formulated as
\[
\omega = (1 - p(s_{ij}, s_{ik}|f_i, f_j, f_k))^\gamma.
\]

Intuitively, the modulating factor reduces the loss contribution from easy pairs and penalizes more on those hard pairs. For the convenience, the same (different) labeled samples which have a large (small) distance are named as hard pairs, and the same (different) labeled samples that have a small (large) distance are named as easy pairs.

Therefore, the MAP of the joint posterior probability in Eq. (1) with the modulating factor \( \omega \) in Eq. (2) of the likelihood probability can be formulated as:
\[
\max_{\theta_f} \prod_{i, j, k \in \mathcal{D}} p(s_{ij}, s_{ik}|f_i, f_j, f_k)^\omega p(f_i)p(f_j)p(f_k),
\]
\[
\propto \min_{\theta_f} \sum_{i, j, k \in \mathcal{D}} -\omega \log p(s_{ij}, s_{ik}|f_i, f_j, f_k)
- \sum_{i \in \mathcal{D}} \log p(f_i) - \sum_{k \in \mathcal{D}} \log p(f_k).
\]

BP-Triplet Loss. Now we focus on the first item of Eq. (3). According to the sample pair similarity, we explore the likelihood probability function of \( p(s_{ij}, s_{ik}|f_i, f_j, f_k) \) by supposing it to be exponential distribution due to the good convergence. Then the likelihood probability density function can be represented as:
\[
p(s_{ij}, s_{ik}|f_i, f_j, f_k) =
\begin{cases}
e^{-\alpha(d_{ij} - d_{ik} + m)} & \text{if } s_{ij} = 1, s_{ik} = 0 \\
e^{-\alpha(d_{ij} + d_{ik} + m)} & \text{if } s_{ij} = 0, s_{ik} = 1 \\
e^{-\alpha(d_{ij} + d_{ik})} & \text{if } s_{ij} = 1, s_{ik} = 1 \\
e^{-\alpha(-d_{ij} - d_{ik})} & \text{if } s_{ij} = 0, s_{ik} = 0,
\end{cases}
\]
where \( \alpha \) is a hyper-parameter of the exponential function. \( d_{ij} \) represents the distance between the feature representations \( f_i \) and \( f_j \). In this paper, the Euclidean distance is considered, i.e., \( d_{ij} = \|f_i - f_j\| \). Similarly, \( d_{ik} = \|f_i - f_k\|, m \) is a margin which is enforced between positive and negative pairs and it can be preset. For simplification, the general formulation of the likelihood probability in Eq. (4) can be further written as:
\[
p(s_{ij}, s_{ik}|f_i, f_j, f_k) = e^{-\alpha(d_{ij} - d_{ik} + m)},
\]
where \( \beta = s_{ij} \oplus s_{ik}, \) and \( \oplus \) is the XOR operator.

By substituting Eq. (5) into the first item of Eq. (3), the weighted log-likelihood probability can be written as
\[
\sum_{i, j, k \in \mathcal{D}} -\omega \log p(s_{ij}, s_{ik}|f_i, f_j, f_k) =
\sum_{i, j, k \in \mathcal{D}} -\omega [e^{-\alpha(d_{ij} - d_{ik} + m)} - e^{-\alpha(d_{ij} + d_{ik} + m)} + (1 - \omega)e^{-\alpha(d_{ij} - d_{ik} - m)}],
\]
where \([x]_+ \) denotes the operator of \( \max(x, 0) \), which is manually imposed for improving the convergence.

In model optimization, we consider the case that positive pairs and negative pairs both exist. Also, in constructing triplet pairs, we can set \( x_i \) as the anchor, \( x_j \) is similar to the anchor, and \( x_k \) is dissimilar to the anchor. Therefore, the condition in Eq. (6) can be relaxed as \( s_{ij} = 1, s_{ik} = 0 \). For the convenience, by substituting Eq. (2) into Eq. (6), we can rewrite the simplified focal-triplet loss as:
\[
L_{BP-Tri}(\theta_f) = \sum_{i, j, k \in \mathcal{D}} \alpha (1 - e^{-\alpha(d_{ij} - d_{ik} + m)})[d_{ij} - d_{ik} + m]_+.
\]

Obviously, it is a variant of standard triplet loss, by down-weighting easy pairs and up-weighting hard pairs to impose different importance for different sample pairs.

BP-Classification Loss. Then we turn to the last three items in Eq. (3). Because \( x_i, x_j, x_k \) are from domain \( \mathcal{D} = \mathcal{D}_s \cup \mathcal{D}_t \) and there is \(-\sum_{i \in \mathcal{D}_s} \log p(f_i) = -\sum_{j,k \in \mathcal{D}_s} \log p(f_j) = -\sum_{j \in \mathcal{D}_s} \log p(f_i)\) for convenience. For formulating the prior probability, we divide it into two parts, i.e.,
\[
-\sum_{i \in \mathcal{D}_s} \log p(f_i) = -\sum_{j,k \in \mathcal{D}_s} \log p(f_j) - \sum_{j \in \mathcal{D}_s} \log p(f_i).
\]
Intuitively, for keeping the consistency with the neural network training, we adopt the softmax function to compute the prior probability \( p(f) \). For the sufficiently labeled source domain, the labels can be used to guide the computation of prior. For the unlabeled target domain, the entropy minimization principle is employed to enhance discrimination of learned
models for target data. Therefore, the prior probability induced classification loss $L_c$ can be formulated as
\[ L_c(\theta_f, \theta_s) = - \sum_{i \in D_s} \log p(f_i) \]
\[ = - \sum_{i \in D_s} y_i^t \log p(f_i) - \sum_{i \in D_f} p(f_i) \log p(f_i), \quad (8) \]
where $y_i^t$ represents the label of source sample $x_i$. Obviously, the classification loss is the general cross-entropy loss and conditional entropy loss in convolutional neural network.

**Domain Adversarial Loss.** So far, we have not discussed the distribution alignment problem. In UDA setting, domain adversarial networks [4], [13], [56] have been explored to minimize the domain discrepancy and simultaneously extract transferable features. The procedure is a two-player game: the first player is the domain discriminator $G_d$ trained to distinguish the source domain from the target domain, and the second player is the feature extractor $f_d$ trained to confuse the domain discriminator. The minimax objective of adversarial loss is:
\[ \text{minimax objective of adversarial loss is:} \]
\[ \text{min (} \Lambda_d(\theta_f, \theta_d) = \frac{1}{n_s + n_t} \sum_{i \in D_s, j \in D_t} L_d(G_d(f(x_i)), d_i), \quad (9) \]
where $\theta_f, \theta_d$ represent the parameters of feature network and domain discriminator, respectively. $d_i$ is the domain label of sample $x_i$.

**Overall Training Loss.** With Eq. (7), Eq. (8) and Eq. (9), the final loss of our BP-triplet Net is given by
\[ L = \lambda_1 L_{adv} + \lambda_2 L_{BP-triplet} + L_c, \quad (10) \]
where $\lambda_1$ and $\lambda_2$ are hyper-parameters.

The optimization problem is to find the parameters $\hat{\theta}_f, \hat{\theta}_s$ and $\hat{\theta}_d$. There is
\[ \text{minimax objective of adversarial loss is:} \]
\[ (\hat{\theta}_f, \hat{\theta}_s, \hat{\theta}_d) = \arg \min_{\theta} L(\theta_f, \theta_s, \theta_d) \]
\[ = \arg \max_{\theta} L(\theta_f, \theta_s, \theta_d). \quad (11) \]

The optimization procedure is following the basic CNN protocol, since the gradients in Eq. (11) are computable. In our model, no extra CNN variables are introduced. The CNN network parameters can be solved with standard mini-batch SGD. The pseudo-label $\hat{y}_i^t$ of $x_i^t$ based on maximum posterior probability using CNN softmax classifier is progressively updated during optimization. The class distribution discrepancy can be better interpreted with the increasing confidence of the pseudo target labels.

**C. Implementation Details**

Negative transfer may happen when the corresponding modes of the distributions across domains are falsely aligned. To promote positive transfer and combat negative transfer, we should find a technology to reveal the multimode structures underlying distributions on which BP-triplet loss can be performed. In order to ease the domain bias, we adopt a two-step strategy and the algorithm of our model is summarized in Algorithm 1.

**Algorithm 1** The Proposed BP-Triplet Net

**Input:** Labeled source data $D_s = \{ (x_i^s, y_i^s)\}_{i=1}^N$,
Unlabeled target data $D_t = \{ x_i^t \}_{i=1}^N$.
Threshold $T$, max number of steps ($N_0$),
The number of samples ($N_0$).

**Procedure:**
1. Pre-train a classifier.
   - Train classifier by Eq. (8) and Eq. (9).
2. for $s = 1; s \leq N_0$; $s++;$ do
   - if $s \% 2000 == 0$
     - 1. Use the classifier to assign pseudo label $\hat{y}_i^t$ for target sample $x_i^t$.
     - 2. Select pseudo labeled samples with predicted score above threshold $T$.
   - if The sample number of the $c$th class $\geq N_0$
     - 1. The samples in class $c$ are used for pairing.
     - 2. Train model by Eq. (10).
   end for

**Output:** Predicted class of $x_i^t$. More accurately structural information of target data. Because the target labels are unavailable, we naturally assign them the pseudo labels predicted by source classifier. However, the false pseudo labels may deteriorate domain adaptation, so we employ some mechanisms to ensure the training effectiveness. On one hand, we get the target labels after several iterations of training. This procedure improves the performance of source classifier on target data, so that more accurate pseudo labels can be obtained. On the other hand, the image with high confidence probability has higher reliability intuitively. Thus, we set a threshold $T$ and only when the predicted score of a sample is above the threshold $T$, the sample can be selected for constructing triplet pairs.

Noteworthily, in this paper, we set a self adjusted dynamical threshold $T$. The information entropy can reflect the predicted uncertainty through these predicted probabilities of the sample. The entropy of the ground-truth class exploits mostly the information from the ground-truth class. However, the information from the incorrect classes has been largely ignored. We aim to utilize the $T$ to exploit the information from the predicted ground-truth class and other incorrect classes. For the predicted ground-truth classes, we employ the entropy to minimize the uncertainty, while for those incorrect classes, we want to neutralize their predicted probabilities to relieve the influence to the predicted ground-truth class. That is, we want to maximize the information entropy to neutralize those incorrect class probabilities. In order to dynamically select the pseudo labeled triplet samples, on one hand, we add a loss to maximize the entropy from the incorrect classes and minimize the entropy from the predicted classes by the information entropy. On the other, with the increasing of iterations, the pseudo labels are more precise, the information entropy of the predicted ground-truth class is lower intuitively. We define the $T$ to measure the uncertainty by comparing the entropy from the predicted ground-truth class and other incorrect classes. Additionally, in order to reduce noise, we set a warm start $T$ which is larger than 0.9. The $T$ is defined as follows and it becomes larger with the iterations:
\[ T = \max(0.9, 1 - \frac{\sum p_i \log(p_i)}{\sum p_i \log(p_i)}), \quad (12) \]
where $C$ is the number of classes and $p_c$ is the probability of predicting a sample to class $c$. The $p_i$ is the predicted ground-truth class probability of the sample. If the predicted score $p_i \geq T$, the pseudo label $i$ can be regarded as the true label for triplet pairs.

**Step 2:** After selection, we leverage the labeled source samples and pseudo labeled target samples to achieve class-wise alignment by similarity learning. We follow the random sampling strategy in [10]. In our method, one half samples come from source domain and the other half from target domain, for triplet pairing, e.g., $(x_o, x_p, x_n)$. Then, with the CNN framework, the model in Eq. (10) is trained. We set the focusing parameter $\gamma = 1$ and the parameter $\alpha = 1$ in exponential distribution. These simple experimental setting can avoid over-adjusting parameters and highlight the effectiveness of the method itself.

**D. Theoretical Analysis**

In this section, we follow [7] to analyze our method and we make use of the theory in domain adaptation [3] to exhibit that our approach improves the boundary of the expected error on the target samples. Formally, let $\mathcal{H}$ be the hypothesis class, $\mathcal{S}$ and $\mathcal{T}$ represent two domains. The probabilistic boundary of the error of hypothesis $h$ on the target domain is defined as,

$$\forall h \in \mathcal{H}, R_T(h) \leq R_S(h) + \frac{1}{2} d_{\text{HNH}}(\mathcal{S}, \mathcal{T}) + \lambda.$$  \hfill (13)

Obviously, the expected error on the target samples, $R_T(h)$, is bounded by three terms: (1) the expected error on the source domain, $R_S(h)$; (2) $d_{\text{HNH}}(\mathcal{S}, \mathcal{T})$ is the domain divergence measured by a discrepancy distance between two distributions $\mathcal{S}$ and $\mathcal{T}$ w.r.t. a hypothesis set $\mathcal{H}$; (3) the shared error of the ideal joint hypothesis, $\lambda$.

In Inequality. (13), the first item, $R_S(h)$ is expected to be small and prone to be optimized by a deep network since we have source labels. The second item, $d_{\text{HNH}}(\mathcal{S}, \mathcal{T})$, in our method, is minimized in the adversarial DA efforts by the domain discriminator.

However, it is not enough that a small $R_S(h)$ and a small $d_{\text{HNH}}(\mathcal{S}, \mathcal{T})$ do not guarantee small $R_T(h)$. It is possible that $\lambda$ tends to be large when the cross-domain category alignment is not be explicitly enforced. (i.e., the marginal distribution is well aligned, but the class conditional distribution is not guaranteed). Therefore, $\lambda$ needs to be bounded as well. We cannot directly measure $\lambda$ due to the absence of target true labels. However, we can resort the pseudo-labels instead of giving the approximate evaluation and minimization in our method.

Benefitting from our pseudo-labeled strategy, we follow [7] to show the **Theorem 1**:  

We define $G_S$ and $G_T$ as the labeling functions for the source and target domains, $R_T(\cdot)$ is the expected risk on the selected pseudo-labeled target set $\hat{\mathcal{D}}_T$.

**Theorem 1.** Let $G_T$ be the pseudo-labeling function, $R_T(G_S, G_T)$ and $R_T(G_T, G_T)$ represent the minimum shared error and the degree to which the target samples are falsely labeled on $\hat{\mathcal{D}}_T$, respectively. Then

$$\lambda \leq \min_{h \in \mathcal{H}} R_S(h, G_S) + R_T(h, G_T) + 2R_T(G_S, G_T) + R_T(G_T, G_T),$$  \hfill (14)

It is easy to find a suitable $h$ in $\mathcal{H}$ to approximate the $G_S$ and $G_T$ since we have the source labels and target pseudo-labels to train the classifier. However, on the one hand, we assume that when the category alignment has not been achieved, there exists an optimality gap between $G_S$ and $G_T$. On the other, as the pseudo-labels are not always correct, the gap between $G_T$ and $G_T$ cannot be eliminated. Therefore, it is not enough that only consider the expected risk of $R_S(h, G_S)$, as it may lead to underfitting or overfitting for target samples.

Regarding our method, in the following we will remark that our approach improves the boundary of the shared error of the joint hypothesis $\lambda$, such that the boundary of the expected error of target samples $R_T(h)$ is improved.

- **Minimizing** $R_S(h, G_S) + R_T(h, G_T)$.
  
  The cross-entropy loss in source domain is utilized to train the classifier. To alleviate the overfitting of source domain (i.e., a non-saturated source classifier), target samples should be joint to train a generalized model. In our method, pseudo-labeled target samples are additionally leveraged to train the domain-invariant features. Additionally, leveraging the BP-triplet loss, cross-domain category distributions are well aligned, and the aforementioned optimality gap is removed and the generalized classifier can achieve a better performance, i.e., a smaller $R_S(h, G_S) + R_T(h, G_T)$.

- **Minimizing the shared error** $R_T(G_S, G_T)$.
  
  By considering the 0-1 loss function $\sigma$ for $R_T$, we have

$$R_T(G_S, G_T) = E_{x \sim \mathcal{T}}[\sigma(G_S(f(x)), G_T(f(x)))]$$

$$= E_{x \sim \mathcal{T}}[\sigma(G_T(f(x)), y_1) - \sigma(G_T(f(x)), y_2)],$$

where

$$\sigma(G_T(f(x)), y_1) - \sigma(G_T(f(x)), y_2) = \begin{cases} 
1 & \text{if } y_1 = y_2 \\
0 & \text{if } y_1 \neq y_2.
\end{cases} \hfill (15)$$

The Eq. (15) term aims to achieve class-level alignment cross domains. Considering the relation with our method, on one hand, by Eq. (7) of triplet loss part, the class-level aligned features are trained. On the other, by Eq. (7) of weighted part and Eq. (9), cross-domain pairs are considered in our method, and better domain-level alignment can be achieved. In this way, the $k_h$ class in source domain $\hat{\mathcal{D}}_S^h$ and the same pseudo-labeled target class $\hat{\mathcal{D}}_T^h$ are aligned. When the categories have been better clustered, it is safe to assume that $y_1 = y_2$. Thus, $R_T(G_S, G_T)$ is expected to be minimized.

- **Minimizing the degree to which the target samples are falsely labeled on $\hat{\mathcal{D}}_T$: $R_T(G_T, G_T)$**.
  
  In order to reduce the gap between $G_T$ and $G_T$, our method adopts the co-training strategy. The reliable pseudo-labeled target samples are progressively selected during the optimization. Then $R_T(G_T, G_T)$ is minimized in the procedure.

IV. EXPERIMENT

A. Datasets and Baselines

In this section, several benchmark datasets, i.e., not only the toy datasets as USPS+MNIST datasets, but also Office-31
dataset [42], ImageCLEF-DA [34] dataset, Office-Home [55] dataset and VisDA-2017 [8] dataset are adopted for evaluation.

In our experiment, the target labels are unseen by following the standard evaluation protocol of UDA [34]. Our implementation is based on the PyTorch framework. For the toy datasets of handwritten digit, we utilize the LeNet as the backbone network, while for other datasets except VisDA-2017, we use the pre-trained ResNet-50 for fairness. In VisDA-2017 dataset, following other compared methods, we adopted the pre-trained ResNet-101 as the backbone network. We fine-tune convolutional layers, and apply back-propagation to train the classifier layer and domain discriminator. Whatever module trained from scratch, its learning rate was set to 10 times that of the lower layers. We adopt mini-batch stochastic gradient descent (SGD) with momentum of 0.9 using the learning rate and progressive training strategies as in CDAN [32]. In the process of selecting pseudo-labeled samples, the threshold $T$ is dynamically adjusted. In our paper, we fix the model hyper-parameters $\lambda_1 = 1$ and $\lambda_2 = 1$ throughout all experiments. For the BP-triplet loss, we set the margin $m$ and $N_0$ in triplet loss as 0.3 and 3 following the setting as usual, respectively.

Rank-1 classification accuracy is adopted for comparison. For toy datasets of handwritten digit, as there are plenty of different configurations, we only show some of the recent results with the same backbone and training/test split for fair comparison. We compared with ADDA [53], CoGAN [29], UNIT [28], CYCADA [20] and CDAN [32]. For other datasets, our compared baseline methods include DAN [31], DANN [13], JAN [34], CDAN [32]. Besides, on Office-31 dataset, we compare with TCA [38], GFK [14], DDC [54], RTN [33], ADDA [53], MADA [5], GTA [45], MCD [44], iCAN [72], TADA [57], SymNet [73] and so on. On ImageCLEF-DA dataset, RTN [33], MADA [5] and iCAN [72] are compared. On OfficeHome dataset, TADA [57] and SymNet [73], ALDA [8], SAFN [60] and ATM [24] are compared. On VisDA-2017 dataset, ADR [43], ALDA [8], SAFN [60] and SWD [23] and are compared. The results of the compared methods were from the original papers. Noteworthily, the results of the compared methods were from the original papers. The backbone network is the same for fairness.

### B. Comparisons with State-of-the-Arts

**Results on Handwritten Digits Datasets.** MNIST (M) and USPS (U) datasets are toy handwritten digits datasets in domain adaptation. Some samples are shown in Figure 5 (a). They are standard digit recognition datasets containing handwritten digits from 0 – 9. Since the same digits across two datasets belong to different distributions, it is necessary to perform domain adaptation. MNIST consists of 60,000 training images and 10,000 test images of size $28 \times 28$. USPS consists of 7,291 training images and 2,007 test images of size $16 \times 16$. We follow the experimental settings of [20] to construct two tasks: $U \rightarrow M$ and $M \rightarrow U$. The experimental results are shown in Table I, from which we verify that our method achieves competitive performance in toy datasets.

**Results on Office-31 Dataset** [42]. This dataset is a challenging benchmark dataset for cross-domain object recognition. This dataset includes three domains such as Amazon (A), Webcam (W) and Dslr (D) as shown in Figure 6. It contains 4,652 images from 31 object classes. With each domain worked as source and target alternatively, 6 cross-domain tasks are formed, e.g., $A \rightarrow W, W \rightarrow D$, etc. In experiment, we follow the same experimental protocol as [31]. The recognition accuracy is reported in Table II. For fair comparison, all models use the same ResNet-50 architecture. From the results, we observe that our method (89.2% in average) outperforms state of the arts, e.g., our accuracy exceeds the TADA [57] and SymNet [73] by 0.8%. This demonstrates that our model can effectively alleviate the model bias problem.

| Handwritten | M → U | U → M | Avg. |
|-------------|--------|--------|------|
| ADDA [53]   | 89.4   | 90.1   | 89.8 |
| CoGAN [29]  | 95.6   | 93.1   | 94.3 |
| UNIT [28]   | 96.0   | 93.6   | 94.8 |
| CDAN [32]   | 93.9   | 96.9   | 95.4 |
| CYCADA [20] | 95.6   | 96.5   | **96.1** |
| Ours        | 94.1   | 98.0   | **96.1** |

**Table I: Recognition accuracies (%) on Office-Home dataset. All models utilize LeNet as base architecture.**

1[http://imageclef.org/2014/adaptation](http://imageclef.org/2014/adaptation)
2[http://hemamthdv.org/OfficeHome-Dataset](http://hemamthdv.org/OfficeHome-Dataset)
3[https://github.com/VisionLearningGroup/taskcv-2017-public](https://github.com/VisionLearningGroup/taskcv-2017-public)
Results on ImageCLEF-DA Dataset [34]. This dataset is a benchmark for ImageCLEF 2014 domain adaptation challenge and some example images are displayed in Figure 7. It contains 12 common categories shared by three public datasets: Caltech-256 (C), ImageNet ILSVRC 2012 (I) and Pascal VOC 2012 (P). In each domain, there are 50 images per class and totally 600 images are constructed. We evaluate all methods across three transfer domains and build 6 cross-domain tasks: e.g., I → P, P → I, etc. We compare our method with the baseline model (ResNet-50) and the existing deep domain adaptation methods. The experimental results are shown in Table III, from which we observe that our method (88% in average) still outperforms other state-of-the-art methods, e.g., CDAN [32] method achieves accuracy of 87.7%, and we are able to outperform it by 1.1%.

Results on Office-Home Dataset [55]. This is a challenging dataset which consists of 15,500 images. There are 65 categories coming from four significantly different domains: Artistic images (Ar), Clip Art (Cl), Product images (Pr) and Real-World images ( Rw). Each domain worked as source and target alternately, there are 12 DA tasks constructed on this
dataset. Several example images are shown in Figure 8. We follow the same experimental protocol as [32], and compare against several recently reported results of well-known deep domain adaptation methods on the Office-Home dataset. The results are shown in Table IV, from which we observe that our method achieves the best performance compared with most state of the arts in average classification accuracy. Since domain alignment is category agnostic in previous work, it is possible that the aligned domains are not classification friendly in the presence of a number of categories. However, our similarity metric learning based class alignment model BP-triplet Net yields significant improvement on these more difficult DA tasks.

Results on VisDA-2017 Dataset [40]. This is a very large and challenging dataset for domain adaptation, which consists of more than 280K images from 12 categories. It comes from three different domains: a training domain (Synthetic), a validation domain (Real) and a testing domain. With a training domain (Synthetic) and a validation domain (Real) worked as source and target domain respectively, there is a Synthetic→Real DA task constructed on this dataset. Several example images are shown in Figure 5 (b).

We follow the same experimental protocol as [32], and compare against several recently reported results of deep methods on the VisDA-2017 dataset. The results are shown in Table VI, from which we observe that our method achieves the competitive performance compared with most state of the arts in average classification accuracy.

A. Ablation Study

We propose to utilize metric learning to align class relations for alleviating the class bias problem. Table VI presented the ablation analysis results under different model variants with some loss removed. The baseline of Source Only represents that only the cross-entropy loss of source classifier is trained. Ours (w/o $L_{adv}$) means that we use our method to train the network without adversarial loss $L_{adv}$, and the performance is increased to 83.8%. DANN is another important baseline, in which the source classifier and domain alignment both are taken into account, and the performance is increased to 82.1%. Besides, the entropy minimization loss of target samples is optimized additionally in our method, in order to verify the proposed BP-triplet loss, we denote it as DANN (Em) and it also can be regarded as a baseline. From Table VI, we can observe that the performance of our method is increased from 87.2% to 90.9% by jointly aligning domain (i.e., $L_{adv}$) and class distribution (i.e., $L_{BP-trip}$). Our collaborative method combining class alignment and domain alignment achieves the best performance.

Specifically, our BP-triplet loss contributes two aspects: 1) triplet loss on sample pairs encourages the distance between positive pairs closer than the negative pairs by a margin; 2) the weight aims to down-weight the easy sample pairs and up-weight the hard pairs to give a strong enforcement for characterizing the pair-wise importance. Simultaneously, it enhances the domain confusion during the class-level alignment. For better insight into the importance of the proposed BP-triplet loss, we present Table VII for the model ablation analysis. Our BP-triplet loss is the variant of the standard triplet loss, i.e., $DANN (Em+L_{tri})$. We give the comparison between the two losses to verify the effectiveness of the weight part. From the results, the performance is decreased from 90.9% to 89.5% without weight part. The proposed BP-triplet loss is experimentally verified. Additionally, the pseudo target labels strategy is also taken into consideration, for validating the triplet loss with target samples, we have demonstrated the effectiveness of pseudo labels in experiment. The performance is decreased from 89.5% to 88.6% after removing the target pseudo labels, i.e., $DANN (Em+L_{tri})$. By comparing the performance of different model variants, we find that the proposed model with BP-triplet loss and pseudo target labels

| VisDA | airplane | bicycle | bus | car | horse | knife | motorcycle | person | plant | skateboard | train | truck | Avg. |
|-------|---------|---------|-----|-----|-------|-------|------------|--------|-------|------------|-------|-------|------|
| Source Only | 55.1 | 53.3 | 61.9 | 59.1 | 80.6 | 17.9 | 79.7 | 91.2 | 81.0 | 26.5 | 73.5 | 8.5 | 52.4 |
| DANN [13] | 81.9 | 77.7 | 82.8 | 44.3 | 81.2 | 29.5 | 65.1 | 28.6 | 51.9 | 54.6 | 82.8 | 7.8 | 57.4 |
| JAN [34] | 68.1 | 15.4 | 76.5 | 87.0 | 71.1 | 48.9 | 82.3 | 51.5 | 88.7 | 33.2 | 88.9 | 42.2 | 62.8 |
| MCD [44] | 75.7 | 18.7 | 82.3 | 86.3 | 70.2 | 56.9 | 80.5 | 53.8 | 92.5 | 32.2 | 84.5 | 54.5 | 65.7 |
| CDAN [32] | 87.0 | 60.9 | 83.7 | 64.0 | 88.9 | 79.6 | 84.7 | 76.9 | 88.6 | 40.3 | 83.0 | 25.8 | 71.9 |
| ADR [43] | 85.2 | 66.9 | 83.0 | 50.8 | 84.2 | 74.9 | 88.1 | 74.5 | 83.4 | 76.0 | 81.9 | 38.0 | 73.9 |
| SAFN [60] | 87.8 | 79.5 | 83.7 | 65.3 | 92.3 | 61.8 | 88.9 | 73.2 | 87.8 | 60.0 | 85.5 | 32.3 | 74.8 |
| SWD [23] | 93.6 | 61.3 | 84.1 | 70.6 | 94.1 | 79.0 | 91.8 | 79.6 | 89.9 | 55.6 | 89.0 | 24.4 | 76.1 |
| ALDA [8] | 90.8 | 82.5 | 81.7 | 70.5 | 91.7 | 69.5 | 86.3 | 77.5 | 87.4 | 63.6 | 85.6 | 29.2 | 76.4 |
| Ours | 93.8 | 74.1 | 82.4 | 69.4 | 90.6 | 87.2 | 89.0 | 67.6 | 93.4 | 76.1 | 87.7 | 22.2 | 77.8 |

Table V: Recognition accuracies (%) on VisDA-2017 dataset. All models utilize ResNet-101 as base architecture.
can greatly boost the performance of unsupervised domain adaptation.

B. Quantitative Distribution Discrepancy

\( \mathcal{A} \)-distance [2] jointly formulates source and target risk, and we use \( \mathcal{A} \)-distance to measure the distribution discrepancy after domain adaptation. It is defined as \( d_{\mathcal{A}} = 2(1-2\epsilon) \), where \( \epsilon \) means the classification error of a binary domain classifier. From the expression, it is can be seen that with the increasing discrepancy between two domains, the error \( \epsilon \) becomes smaller. Obviously, a large \( \mathcal{A} \)-distance denotes a large domain discrepancy. In our method, the distribution discrepancy analysis based on \( \mathcal{A} \)-distance in Office-31 dataset on tasks A \( \rightarrow \) W and W \( \rightarrow \) D is conducted by using ResNet, DANN, BP-Triplet Net without adversarial learning (Ours (w/o \( \mathcal{L}_{adv} \))), and our BP-Triplet Net, respectively. Figure 9 (a) shows \( \mathcal{A} \)-distance on different tasks by using different models. It is observed that \( \mathcal{A} \)-distance between domains after using our model is much smaller than that of other three methods, which suggests that our method is effective in reducing the domain discrepancy gap. Additionally, W \( \rightarrow \) D has a much smaller \( \mathcal{A} \)-distance than A \( \rightarrow \) W obviously. From the classification accuracy in Table II, the recognition rate of W \( \rightarrow \) D is 100.0\%, which is higher than A \( \rightarrow \) W (96.7\%). It is conformed with the distribution discrepancy between A \( \rightarrow \) W and W \( \rightarrow \) D. Therefore, the reliability of \( \mathcal{A} \)-distance is demonstrated. Overall, both accuracy and \( \mathcal{A} \)-distance validate the superiority of our model.

C. Convergence

In this section, we show the convergence of ResNet, DANN, Ours (w/o \( \mathcal{L}_{adv} \)), our baseline method with only source labels, i.e., DANN (Em+\( \mathcal{L}_{tri} \)), our baseline method with standard triplet, i.e., DANN (Em+\( \mathcal{L}_{tri} \)) and our complete model, respectively. The task A \( \rightarrow \) W in Office-31 dataset is chosen as an example and we show the test errors (misclassification rate) of different methods with the increasing number of iterations in Figure 9 (b). We can observe that the proposed model has a lower test error than baselines, and finally the test error of our model decreases to 0.033 (i.e., 96.7\% accuracy). Additionally, the proposed model has a comparable convergence speed with other methods, which demonstrates the competitive model complexity with baseline models.

D. Parameter Sensitivity Analyses

We will discuss parameter sensitivity in this section. There are three items in Eq. (5) and we leverages hyper-parameters \( \lambda_1 \) and \( \lambda_2 \) to balance the losses. Noteworthy, adversarial loss is not our focus in this paper. So we adopt the strategy to fix \( \lambda_1 = 1 \) and change \( \lambda_2 \) in the range of \( \{0,0.1,1,2,10\} \) to further investigate the properties of the proposed BP-triplet loss. We conduct parameter analysis on the Office-31 and ImageCLEF-DA, and the performance with respect to different trade-off parameter \( \lambda_2 \) is explored in Table VIII. We can observe that the accuracy progressively grows. At most time, the best performance is achieved when \( \lambda_2 = 1 \). To avoid over-adjusting the parameters, we select the \( \lambda_1 = 1 \) and \( \lambda_2 = 1 \). Overall, our model is generalizable to the hyper-parameters.

E. Feature Visualization

In this section, the domain invariant features learned by ResNet, DANN, Ours (w/o \( \mathcal{L}_{adv} \)), and our complete model are visualized to illustrate the effectiveness of our proposed model. For feature visualization, we employ the t-SNE visualization method [35] on the source domain and target domain in the A \( \rightarrow \) W task in Office-31 dataset. The results of feature visualization for ResNet (traditional CNN), DANN (with adversarial learning), Ours (w/o \( \mathcal{L}_{adv} \)) (i.e., our model without adversarial learning), and our complete model are illustrated in Figure 10.

The Figure 10 (a)-(d) represent the results in source features from 31 classes with different colors, from which we observe that Ours (w/o \( \mathcal{L}_{adv} \)) and our model can reserve better discrimination than other two baselines. The features of target domain are visualized in Figure 10 (e)-(h). We can observe that the features learned by ResNet across source and target domains without considering the feature distribution discrepancy can not be well aligned. In DANN, by considering the domain distribution alignment, the distribution discrepancy between two domains can be improved. However, as DANN baseline method does not take the class level distribution into account, the class discrepancy of features from DANN is not improved.
between two domains in feature space. Simultaneously, the adversarial loss for further reducing the discrepancy distance pose the BP-triplet loss deduced from Bayesian learning per-
hand, in order to handle pair-wise importance imbalance and level alignment in one domain, we leverage similarity learning from previous metric learning that only consider the class-
A

Ours

In conclusion, it can alleviate domain discrepancy to some extent by similarity learning. From the results, the features learned by our model can be well aligned between two domains, but reserve more class discrimination including intra-class compactness and inter-class separability. This evidence also accounts for that the proposed model outperforms others on a variety of unsupervised domain adaptation tasks.

VI. Conclusion

In this paper, we propose a metric learning based method for unsupervised domain adaptation, named as BP-Triplet Net, and it could conduct class alignment and domain alignment together. For alleviating domain bias issue, on one hand, different from previous metric learning that only consider the class-level alignment in one domain, we leverage similarity learning to achieve class-wise alignment across domains. On the other hand, in order to handle pair-wise importance imbalance and enhance the domain confusion during class alignment, we propose the BP-triplet loss deduced from Bayesian learning perspective. Additionally, we utilize the domain classifier based adversarial loss for further reducing the discrepancy distance between two domains in feature space. Simultaneously, the high-quality pseudo target labels are progressively assigned. Empirical results demonstrate that our model can effectively relieve the domain bias problem and outperform many state of the arts in various UDA tasks. In the future, we will try to extend our proposed domain adaptation method for other challenging visual tasks, such as visual relation detection, as well as other challenging visual tasks.

| Tasks                  | A → W D → A W → A | A → P C → P P → C |
|------------------------|--------------------|--------------------|
| $I_3 = 0$              | 82.0 68.2 61.4     | 75.0 74.3 91.5     |
| $I_3 = 0.1$            | 89.9 70.7 71.9     | 77.3 77.1 92.1     |
| $I_3 = 1$              | 96.7 73.1 75.0     | 78.6 77.8 96.1     |
| $I_3 = 2$              | 93.8 73.5 73.2     | 78.3 77.6 94.0     |
| $I_3 = 10$             | 60.6 41.3 51.0     | 56.0 26.1 84.8     |

In Ours (w/o $L_{adv}$), classification accuracy in different datasets. The accuracy under different parameter $I_3$ is shown.

Fig. 10: Feature visualization with t-SNE algorithm. First Row: Visualization of Amazon source domain feature learned by (a) ResNet, (b) DANN, (c) Ours (w/o $L_{adv}$) (i.e., without adversarial learning) and (d) Ours, respectively. Second Row: Visualization of source domain Amazon (red) and target domain Webcam (blue) learned by (e) ResNet, (f) DANN, (g) Ours (w/o $L_{adv}$) and (h) Ours (i.e., complete model), respectively.
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