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\textbf{Abstract}

Vehicular Ad hoc Networks are a special form of wireless networks made for vehicles with bidirectional communicating devices. This attracts the concept of ubiquitous and pervasive computing for the future. VANET has received more researchers and has unlocked a path to develop few applications like traffic management, propagation of emergency messages and few user defined applications. VANETs have characteristics like dynamic network structure, node mobility, low processing speed and low memory which needs special attention. These properties facilitate more graph theory algorithms to be applicable in making shortest and best routes between the source and destination. This paper presents a survey on different routing techniques which are operated based on graph theory algorithms. The outcome of this paper may be considered in future to design an efficient routing protocol for VANET.
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\textbf{1 Introduction}

Vehicular Ad hoc Networks (VANETs) are becoming unique and come under the category of mobile ad hoc network that may be used for vehicle-to-vehicle communication. Vehicles can send and receive information like road conditions, vehicle congestion and emergency messages, when they move on road. VANETs have properties like high speed movement, dynamic network topology, low processing and low memory [1].

\textsuperscript{*}Corresponding author: E-mail: navis.jk@gmail.com, suresh.j.suseela@gmail.com;
These vehicular nodes are connected to a power source and so power is not a vital resource [2]. VANETs draw the attention of various researchers from academics and industries because of their interesting features.

The major goal of routing techniques in VANET is to identify either the shortest path or a stable path from source vehicle to destination. The shortest path is mostly a single path and it has high potential of broken links. Thus it leads to innovate a new route discovery technique and so causes delay and overhead in packet delivery [3]. Contrarily, multicast or broadcast routings establish a multi-way communication between source vehicle node and destination and instruct how to use these selected paths [4,5]. Multipath routing is most opted to VANETs because of its rapid topological changes and unpredictable network characteristics [6]. Since all vehicle nodes are a member in a single group of VANET architecture, multicast and broadcast routings are highly reliable. Both routing methods effectively utilize network resources and prolong the overall network lifetime. The major weakness of multicast and broadcast routing is that it produces replicated data between source and destination.

The rest of this article is organized as follows. The basic architectural information of VANET is given in Section 2. Section 3 introduces the primary VANET model and its statistical connectivity. Various routing protocols that follow either unicast or multicast or broadcast strategy are explained in section 4. Finally the article is concluded in section 5.

### 2 Architecture of Vehicular ad Hoc Network

This section describes the architecture of vehicular ad hoc networks. We first present the major components of VANETs from our perspective view, illuminate their interaction and host the communication architecture. Moreover, we afford a presentation of the open system interconnect (OSI) layered architecture for VANETs. The architecture of VANET prescribed by IEEE 1471-2000 and ISO/IEC 42010 is shown in Fig. 1.
2.1 Radio components

According to the regular guidelines, we are competent to complete the VANETs system by entities which can be separated into two domains: The mobile domain and the infrastructure domain [7]. As is shown in Fig. 1, the mobile domain consists of numerous vehicles which can move freely anywhere. Mobile domain consists of an on-board unit (OBU) and few application units (AUs).

The infrastructure domain contains controlling authority of the whole network such as traffic management control and vehicle management control. Road Side Units (RSUs) and hot spots (HSs) are two main components in an infrastructure domain. Usually OBUs are wirelessly connected with static Road Side Units (RSUs) when a communication requires. RSU contacts a gateway (GW) to transfer an infrastructure domain. OBU can also contact other cellular networks in case of an emergency, if no RSUs are present in that location.

2.2 Communication architecture

Communication architecture in VANETs can be characterized into four types. It is closely connected to radio components of VANETs [8]. The types of communication architecture are shown in Fig. 2.

In-vehicle communication, there is a bidirectional communication between AUs and OBU [9]. It inspects the vehicle’s performance and especially the driver’s fatigue and drowsiness by using internal sensors which are critical for driver and public welfare.

Vehicle-to-vehicle (V2V) communication can offer a data exchange for the drivers to share ordinary information and emergency messages [9]. It is highly useful to drivers to avail driver assistance.

Vehicle-to-road infrastructure (V2I) communication [10] enables a sharing point of real-time traffic/weather updates for drivers and delivers environmental sensing and monitoring.

Vehicle-to-broadband (V2B) cloud communication [10] means that vehicles may store and retrieve data via wireless broadband mechanisms such as 3G/4G/LTE. As the broadband cloud include more traffic information and monitoring data, this kind of connection will be useful for driver assistance and vehicle tracking.

Fig. 2. Types of communication methods in VANETs
2.3 Layered architecture

The open systems interconnection (OSI) model is widely accepted by most researchers, which has seven logical layers [11]. Generally, the architecture of VANETs is not same in all regions, and thus the protocols and required interfaces are different among them. Fig. 3. illustrates the protocol stack for dedicated short-range communication (DSRC) in the United States of America. DSRC is specifically designed for motorized use and a corresponding set of protocols and standards [12]. The government has allotted 75 MHz of frequency spectrum for DSRC communication, from 5.850GHz to 5.925GHz. Different protocols are considered to use at the various layers and services in OSI model. The IEEE 802.11p, an accepted revision to the IEEE 802.11 standard improves wireless access in vehicular environments (WAVE) and is fixated primarily on the PHY layer and MAC sub layer of the stack. IEEE 1609 is a complex layer standard based on the IEEE 802.11p. IEEE 1609 represents a complete standard that functions in the middle layers to support safety applications in VANETs, while non-safety applications are supported through another set of protocols. IPv6, TCP and UDP [11-13] are stable protocols that use the services of the network layer and transport layer for non-safety applications.

3 Primary VANET Model and its Statistical Properties of Connectivity

3.1 Road system model

A road system in VANET can be modelled as random processes which depend on few parameters and reproduces some statistical features of the real road system such as road length, total number of crossings, and total number of roads. In [14], roads are represented as geometric graph which are the edge set of random tessellation. We modelled a road is a random infinite straight line $G(d, \theta)$ as shown in Fig. 4, where $d$ is a perpendicular distance from the origin in the Cartesian plane $(x, y)$ and $\theta$ is the angle of deviation with base or abscissa axis i.e. $x$ axis. Throughout this manuscript, we assumed that $d > 0$ and $0 \leq \theta \leq 2\pi$. No priority is assigned to any roads. The single mean length of the chord that a line intercept in a bounded set $B$ with perimeter $C$ and total area $A$ is given by $\xi_B(\sigma) = \pi A/C$, where $\sigma = G \cap B$. If $n$ lines are selected as random then the mean sum of area is given by $\xi_S(\sigma) = n\pi A/C$, where $S = \sum_{i=0}^{n} \sigma_i$. In a limit representation, assume that $B(t)$ denotes the whole cartesian plane and $n = n(t) \to \infty$ in such a way that,

$$\lim_{t \to \infty} \frac{n(t)}{C(t)} = \frac{1}{2} \tau,$$

(1)

where $\tau$ denotes mean value of the total number of line crossings in a unit length.

3.2 Fading channel model

Nakagami-$m$ fading channel [15] is employed in VANET architecture with the following distribution and density.

$$F_f(x) = 1 - \frac{\Gamma_{\text{incomplete}}(m, mx)}{\Gamma(m)}$$

(2)

$$F_f(x) = \frac{m^m x^{m-1} e^{-mx}}{\Gamma(m)}$$

(3)
Fig. 3. Protocol stack of VANET architecture for DSRC

Fig. 4. Road system model in VANETs
3.3 Probability of vehicle positions At \( b(0, r) \)

Let us take the position of vehicles as \( \{y_n\} \) on each road segment \( \sigma_i = G_i \cap B \). Here we considered \( m \) number of vehicles uniformly distributed on the road segment with length \( l \) and linear intensity of the vehicles are denoted as \( \lambda_i > 0 \). The vehicle arrival process is Poisson distribution and it is denoted as \( \text{Poi}(\lambda_i) \). Here we considered a convex set \( B \) is \( b(0, r) \) with area \( A = \pi r^2 \) and perimeter \( C = 2\pi r \). If \( \sigma_i \) is fixed in one location then its distribution is also invariant with respect to origin \((0, 0)\). Then the vehicle locations \( \{y_n\} \) is a Poisson process as shown in Fig. 5, called COX process with the following mean

\[
\beta(b(0, r)) = \beta(r) = \lambda_i \left( \sum_{i=1}^{n} G_i \cap b(0, r) \right)
\]

\[
= \lambda_i \left( \sum_{i=1}^{n} \sigma_i \right) = \lambda_i \left( \sum_{i=1}^{n} \frac{\pi A}{2} \frac{e^{-\lambda_i r^2}}{C!} \right)
\]

\[
= \frac{1}{2} \lambda_i \tau \pi A = Fr^2
\]

where \( F = \frac{1}{2} \lambda_i \tau \pi^2 \). Thus the probability of \( k \) vehicles located inside of \( b(0, r) \) is given by

\[
P_k(b(0, r)) = P\{ \lambda_i \left( \sum_{i=1}^{n} G_i \cap b(0, r) \right) = k \}
\]

\[
= \frac{(\beta(r))^k}{k!} e^{-\beta(r)}
\]

where \( \beta(r) = \frac{\lambda_i \tau}{2} \pi A \).

Fig. 5. Vehicle distribution based on origin \((0, 0)\) and COX process

4 Related Work

This section describes the various literatures on unicast, multicast and broadcast routing protocols in Vehicular ad hoc networks. In VANETs, wireless communication has been a key to the achievement of numerous applications and services. However, due to the characteristics of VANETs such as dynamic topology and intermittent and stateless connectivity, the prevailing routing algorithms in other technologies
are not suitable for most scenarios in VANETs. Thus, researchers have to think about unique designs, so that the communication reliability can be ensured. Routing methods in VANETs are divided into three types depending on the number of senders and receivers in the network: unicast, multicast, and broadcast approaches. Unicast is a one to one bi-directional communication where researchers investigate it in three ways: (1) greedy: nodes forward the packets to their outermost neighbors towards the destination; (2) opportunistic: Nodes hire the carry-toward technique in order to deliver data to the destination opportunistically (3) trajectory based: nodes analyse probable paths to the destination and send the data through nodes along one or more of those paths. Multicast is essential to communications among a cluster of vehicles in some vehicular situations, such as roadblocks, high traffic density, calamities, and dangerous road surface conditions. In Broadcast, sender forwards the message to all neighbor nodes when he has to deliver the message to unknown or unspecified destinations. The types of routing methods in VANET are shown in Fig. 6.

4.1 Unicast routing protocols

This section presents the various unicast routing protocols in VANETs. The main goal of unicast routing protocol in VANETs is to transmit data from a single source to a single destination either using multi-hop or carry-and-forward (delay tolerant) techniques. In the multi-hop forwarding, the intermediate nodes in a routing path should relay data as soon as possible from source to destination. Thus multi-hop technology enables a minimum end-to-end delay. In the carry-and-forward technique, source node carries data as long as possible to reduce the number of data packets. The delivery delay-time cost by carry-and-forward technique is normally slower than multi-hop transmission technique. Unicast routing protocols are classified as minimum-delay routing protocol and delay bounded routing protocol. Minimum-delay routing protocol has the intention to diminish the delivery delay-time from source to destination. Delay-bounded routing protocol tries to maintain a low level utilization of channel within the constrained delivery delay-time. The existing unicast routing protocols in VANETs are as follows.

4.1.1 Minimum-delay protocols in VANET

The goal of minimum-delay routing protocols is to transmit data packets to destination as soon as possible. The packet transmission delay time is the big deal and the shortest routing path is usually agreed. Sometimes, the shortest routing path may not be the fastest path with the minimum delay time in VANETs. The shortest routing path may originate in a low density area, packets cannot be transmitted by the multi-hop forwarding since there is no neighboring node to forward packets. In this unfortunate case, packets should be transported by carry-and-forward scheme and the delay is increased if the multi-hop forwarding cannot be fully employed. The various minimum-delay routing protocols are as follows.
4.1.1 GPSR: Greedy perimeter stateless routing

Karp et al. [16] proposed Greedy Perimeter Stateless Routing (GPSR) as the first position based routing protocol, which uses the locations of the hop-vehicles and the destination to make forwarding decisions. GPS device is used to get position information about destination and the next hop for the correct forwarding decision. It consists of two approaches, a greedy forwarding strategy and a greedy recovery strategy. Greedy forwarding strategy is used to forward packets to nodes that are always closer to the destination i.e. progress and advance, while the greedy recovery strategy is used when the greedy strategy fails to find neighbors’ node closer to the destination. GPSR preserves location information of all of its 1-hop neighbors. The advantage of GPSR is in its greater scalability in pre-router state than the shortest path ad hoc routing protocol. However for a large network, a simple greedy forwarding strategy may not be adequate to select suitable nodes, and occasionally selecting the node nearer to the destination may not be the optimal node due to urban conditions. In addition, this protocol does not take into account of velocity and driving direction of vehicles when selecting next hop closer to the destination. Fig. 7 illustrates the concept of greedy perimeter stateless routing protocol. Here \( h_1 \) and \( h_2 \) are elected as hop-nodes to forward data packets.

![Greedy perimeter stateless routing protocol](image)

**Fig. 7. Hop-node selection based on greedy perimeter stateless routing protocol**

4.1.1.2 GPCR: Greedy perimeter coordinator routing protocol

Lochert et al. [17] proposed greedy perimeter coordinator routing (GPCR) which is a position-based routing for VANETs. GPCR protocol is well suited for highly dynamic environments like an intermittent vehicle communication on the highway in a city. GPCR navigates the junctions by a constrained greedy forwarding procedure, and adjusts the routing path by the healing strategy which is based on the topology of streets and junctions. Fig. 8 shows that node \( S \) tries to send packets to vehicle \( D \). Node \( H_a \) is initially selected as first-hop and then \( H_b \) is selected as the next hop. The next ordered path is \( H_a \rightarrow H_b \rightarrow H_c \). After node \( H_c \) receives the packets, it identifies that the destination \( D \) is not located in this route or way. So node \( H_b \) then re-routes the packets to \( H_f \rightarrow H_g \rightarrow H_h \). From node \( H_a \) the required packets are received by destination node \( D \).
4.1.1.3 GSR: Geographical source routing protocol

The main goal of geographical source routing protocol (GSR) [18] is to overcome the problems of position-based routing methods designed for MANET when directly applied to VANETs in city scenarios. GSR combines position-based routing with geographical information, maintained by city maps to avoid the problem of stateless routing protocol. Static road map and location information are used in each node to find anchor points, along which packets should be forwarded to reach the destination. GSR computes a route to a destination by forwarding messages along different junctions. The advantage of GSR is that it is able to deal well with the dynamic network topology and high mobility at both city and highway scenarios. Forwarding packets are completely carried out on the basis of greedy forwarding strategy between two sequential junctions. The major weakness of GSR is the static junction selection mechanism where the source node computes sequence of junctions which the packet must navigate to reach to the destination. Dijkstra’s algorithm is used to calculate the shortest path between the source and the destination based on a distance metric. Yet, the shortest path including junctions is not always the best path to the destination, since it does not deliberate vehicular traffic density on the roads.

4.1.1.4 VADD: Vehicle-assisted data delivery routing protocol

Zhao et al. [19] developed a protocol called Data delivery routing protocol (VADD). VADD protocol implemented the concept of carry-and-forward for data delivery from a mobile node to a static destination node. The important concern is to select an optimal forwarding path with the minimum packet delivery delay. To keep the low data transmission delay, VADD protocol transmits packets through wireless channels as much as possible. VADD protocol assumes that vehicles are furnished with pre-loaded maps, which provide the complete live-information such as traffic density and vehicle speed on roads at different times of
the day. Agreeing to the information provided by maps, VADD protocol proposed a delay model to estimate the data delivery delay in different roads as follows,

$$d_{(u \rightarrow v)} = (1 - e^{-r^2 \delta_{i_{v \rightarrow u}}}) \cdot \frac{E_{(u \rightarrow v)}}{r} + e^{-r^2 \delta_{i_{v \rightarrow u}}} \cdot \frac{E_{(u \rightarrow v)}}{V_{(u \rightarrow v)}}$$

(6)

where $d_{(u \rightarrow v)}$ is the total expected delay from source node $S_u$ and fixed destination $D_v$. The communication range of each vehicle is denoted as $r$. Traffic density between $S_u$ and $D_v$ is represented as $\delta_{(u \rightarrow v)}$. Constant $c$ is used to adjust packet forwarding delay. Euclidean distance between $S_u$ and $D_v$ is denoted as $E_{(u \rightarrow v)}$. Average vehicle velocity is denoted as $V_{(u \rightarrow v)}$. Fig. 9 illustrates that source vehicle $S_u$ tries to forward a packet to static destination $D_v$. The possible junctions are $J_1$, $J_2$, $J_3$, and $J_4$. VADD considers $J_1$, $J_2$, and $J_3$ as forwarded junctions to reach the destination $D_v$. $J_4$ is rejected from the further selection process because of its high vehicle density.

![Fig. 9. Identification of possible path in VADD](image)

4.1.1.5 Connectivity aware routing protocol

Static destination is a major limitation in the previous method and it is changed in Connectivity-aware protocol (CAR). This method is proposed by Naumov et al. [20]. CAR protocol launches a routing path from source to destination by setting the anchor points at transitional junctions. CAR protocol initially directs the searching packets to find the destination. Each forwarding vehicle records its identification, hop count, and average number of neighbors in searching packets. Once the searching packets reach the destination node, the destination selects a routing path with the lowest delivery delay time and replies it to the source node.
While destination directs the reply packet to the source node, the junctions passed through by the reply packet are set as the anchor points. After the path established, data packets are forwarded in a greedy method through the anchor points. The concept of CAR protocol is shown in Fig. 10.

Fig. 10. Diagrammatic illustration of CAR protocol

4.1.1.6 Reliable routing for roadside to vehicle communications

Wan et al. [21] proposed a reliable routing protocol for the rural environment. Wan suggested two reliable routing strategies for roadside to vehicle (V2I) communication. The experiment of V2I communication in the rural environment is the territory factor. For example, a vehicle moving along the rural highway sometimes loses the line of sight (LOS) to the neighbor vehicle or to access points (APs) due to the obstacle-property produced by the curve roads and mountains. In addition, almost no reliable communication infrastructure is available in rural environment. One solution is APs can connect with multi-hop inter-vehicle communication. The lifetime of the network link is a very important issue for designing reliable routing. The link lifetime is forecasted by two conditions. Once the communication is established, the link lifetime breaks if (1) LOS between a pair of vehicles is lost, or (2) one vehicle moves out of the communication range of the neighboring vehicle. A communication link established in a shorter distance typically has longer lifetime and thus reliability increases. The link lifetime is used to predict the lifetime of the corresponding route. A route is fabricated by a series of links. The lifetime of a route is the least link lifetime in a route. Other than lifetime of a routing path in this protocol, the length-bounded maximum lifetime path is also considered. To build a length-bounded maximum lifetime path, reducing hops or intermittent nodes can increase the delivery delay-time. A routing path with fewer hops means that the links are established in the long distance. It is a direct proposition that establishes a longer routing path with longer lifetime and implies that the length of this routing path is also long. Fig. 11 (a) shows the example of lifetime-bounded shortest path. The green line is a lifetime bounded current routing path, where the minimum link lifetime is to be 3. We have shown...
another candidate path route in red (Fig. 11 (b)). We assumed the threshold value is 13 and the connection that fulfils the threshold is shown in red. Fig. 11 (c) illustrates the example of minimum hop-count based maximum lifetime path. The blue line is the routing path with minimum number of hops to AP (hops = 5).
4.1.2 Delay bounded routing protocols (D-Greedy and D-MinCost) in VANET

Skordylis et al. [22] suggested a delay bounded routing protocol in VANETs, which offers a delay bounded routing that fulfills user-defined delay requirements while at the same time preserves a low level of communication channel consumption. The delay bounded routing protocol uses the concept of carry-and-forward schemes that try to deliver data from vehicles to an access point. He proposed two routing algorithms, Delay bounded Greedy Forwarding (D-Greedy) and Delay bounded Min-Cost Forwarding (D-MinCost) to calculate traffic information and the bounded delay-time to carefully opt between the data muling (A data mule is a special vehicle that carries a computer with storage between remote locations to efficiently create a data communication link) and multi-hop data forwarding strategies to decrease communication overhead while satisfying the delay restrictions enforced by the application. D-Greedy algorithm implements only local information about traffic to make an effective routing decision. D-Greedy algorithm picks the shortest path to an intended AP to form the map information, and then assigns the constrained delay-time to each street within the shortest path based on the length of different streets. In a best-case, if packets can be transported under the constrained delay-time in a street, Data Muling strategy is applied. Otherwise, multi-hop forwarding strategy is adopted if packets cannot be delivered within the constrained delay-time. D-MinCost algorithm deliberates global traffic information in a selected city to accomplish the minimum communication channel utilization within the constrained delay-time. According to the global traffic information, the cost and delay of each street can be forecasted. The cost denotes the total number of data transmissions in a selected street. The delay represents the time required to forward a data in a selected street. To achieve this, DSA (Delay Scaling Algorithm) is applied to select the best routing path with minimum channel utilization under the constrained delay-time.

4.2 Design challenges and future research directions in unicast protocols of VANET

In this section, we have produced some design challenges of existing unicast routing protocols. Table 1 gives a detailed comparison of these selected protocols. Early forwarding decision gets more priority and it defines the routing decision of a protocol when there are data to be forwarded. Unfortunately delay bounded routing protocol is different from other unicast data delivery protocols, where carry-and-forward is the major routing decision to reserve the wireless communication channel. Destination location method illustrates how a protocol realizes the routing path and destination, which are categorized into two types, specific method and unified method. Specific method only indicates the location of destination and the protocol discovers routing path while the packet is forwarding. The unified method unifies the path discovery process into destination finding process. In unified method, the routing path and location of destination are concurrently discovered. Generally, the unified method has less routing setup time as well as rise of implementation complexity. All prevailing protocols adopt carry-and-forward method except delay bounded routing protocol. Delay bounded routing protocol implements multi-hop forwarding to reduce the packet delivery time if the expected packet delivery time cannot satisfy the user-defined delay. In this unicast routing protocols, most were established in urban areas under the theory of high network density. According to Yun-Wei Lin et al. [23], some future perspectives should consider the following:

- A future work is based on the design of minimum delay unicast routing that may deal with low network density. The impression of intense density variability should be merged into the protocol design.
- Another major challenge in protocol design in VANETs is about how to increase reliability of minimum delay unicast routing protocols to concurrently reduce packet delivery time and the number of packet losses.
- Carry-and-forward approach deals mainly with packet delivery. So driver and his behavior should be monitored regularly for designing delay bounded unicast routing protocols.
- Scalability is also an important factor of routing protocol designing. The architecture of VANET could be large enough in cities so that it may have more number of unicast routing requests. It may create conflicts in routing requests when the network is working. The conflict of routing requests between vehicles should take into attention, especially in the intersection point or junction.
Another key research is promising minimum delay in vehicle-to-vehicle communication. This is important to transport emergency messages between the vehicles. This idea may be extended to both sparse and dense traffic conditions.

4.3 Multicast routing protocols

Multicast and geocast routing are the most opted routing techniques in VANETs. One of the design challenges is how to develop the efficient multicast/geocast protocol over VANETs with the highly dynamic network topology. According to the property of geographic region, existing results can be classified into simple multicast/geocast protocol and spatiotemporal multicast/geocast routing protocols. Simple multicast/geocast concentrates on set of defined vehicles and spatiotemporal multicast/geocast balances between both time and space complexity in data delivery. The detailed discussion is as follows.

4.3.1 IVG: Multicast protocol in ad hoc networks inter-vehicle geocast

Bachir et al. [24] proposed an ad hoc networks inter-vehicle geocast, called IVG protocol. It follows the concept of simple multicast/geocast and the primary concern of an IVG protocol is to notify all the vehicles on the way if any danger occurs. The danger area is determined in terms of driving direction and current positioning of vehicles. Vehicles located in the danger area form a cluster called multicast group. This group is formulated temporarily based on the location, speed, and driving direction of vehicles. IVG protocol broadcasts periodic beacons to overcome temporary network fragmentation which is used in distributed robust geocast multicast protocol for delivering messages to a set of members in a group. The re-broadcast period is considered based on the maximum vehicle speed. Also, IVG protocol reduces the total number of hops to deliver a message by using the accepting time. A vehicle which has the farthest distance to source vehicle waits for minimal accepting time to re-broadcast. Fig. 12 illustrates the concept of danger area that is used in IVG protocol.

---

Fig. 12. Danger area fragmentation (marked red) based on IVG protocol
### Table 1. Comparison of unicast protocols

| Protocols                      | GPSR                  | GPCR                  | GSR                   | VADD                  | CAR                   | Reliable routing     | Delay bounded         |
|-------------------------------|-----------------------|-----------------------|-----------------------|-----------------------|-----------------------|----------------------|-----------------------|
| Early forwarding decision    | 1-hop communication   | Multihop communication| Multihop communication| Multihop communication| Multihop communication| Multihop communication| Carry-and-forward     |
| Destination location method  | Specific method       | Specific method       | Specific method       | Specific method       | Unified method         | Unified method        | Specific method       |
| Map needed for data           | No                    | No                    | Yes                   | Yes                   | Yes                   | No                   | No                    |
| transmission                  | Rural / Urban         | Rural / Urban         | Rural / Urban         | Rural / Urban         | Rural / Urban          | Rural / Urban         | Urban / Urban          |
|                               |                       |                       |                       |                       |                       |                      |                       |
4.3.2 DRG: Distributed robust geocast multicast routing protocol

Joshi et al. [25] proposed an efficient protocol that follows spatiotemporal multicast/geocast strategy for inter-vehicle communication. The goal of multicast routing protocol is to deliver data packets to vehicles that are located in a specified static region. The imposed condition is that, a vehicle should take packets if it is present in an intended geographic location. Otherwise the vehicle drops packets. The zone of relevance (ZOR) and zone of forwarding (ZOF) are the two independent geographic regions specified by this protocol. ZOR is a geographic region which identifies vehicles based on region of relevance for receiving the packets. ZOF is another geographical region which identifies vehicles based on region and can only forward the received packets to other vehicles located in ZOR. It is worthy to listen that, ZOF usually surrounds ZOR to ensure an effective communication between inter-vehicles. Fig. 13 shows that the temporary network fragmentation (ZOR and ZOF) happens in distributed robust geocast and multicast routing protocol.

![Network fragmentation of roads](image)

**Fig. 13.** Network fragmentation of roads based on distributed robust geocast multicast protocol

4.3.3 DBMR: Distant node based multicast routing protocol

Dibakar Chakraborty [26] proposed spatiotemporal multicast/geocast routing for VANETs called distant node based multicast routing protocol which contains a threshold τ to select the nodes for receiving the multicast data packet. DBMR protocol splits the whole task into three distinct phases namely, neighbor-list collection, multicast group selection and distant node selection. The updated one-hop neighbor collection is the duty of the neighbor-list collection phase. A set of neighbor-list is collected by repeating the neighbor-list collection process again and again. The neighbor nodes share this list later for selection of distant nodes. In a sparse environment, the neighbor-list collection is a critical process and needs to be updated frequently. This can be done by using periodic “hello” signals. After the list is ready, threshold τ is used to select multicast group. A threshold τ becomes a major concern to classify the updated one-hop neighbors for receiving the multicast data packet with respect to the current forwarding node. The multicast packet receiving nodes are selected on the basis of packet transmission time. The “hello” messages comprise the timestamp before it has been sent out to other nodes. The current forwarding node receives “hello” messages from its updated one hop neighbors and calculates the transmission time and averages two recent consecutive transmission times of all the one-hop neighbors and then compares with a threshold τ for selection of data packet receiving neighbors. For an example, if node n is added to the multicast group of updated forwarding node F, the following condition is satisfied.

\[ T_n(i+1) + T_F(i) \geq 2\tau , \text{ for all } n \text{ in the one-hop Neighbor-List of } F \] (7)

where, \( T_n(i) \) is the computed transmission time for node n at the \( i^{th} \) time instant.
The distant node is selected based on several conditions. If the multicast group is empty (Fig. 14 (a)), then the source node doesn’t forward it rather buffers the packet in message table and carries the data packet. On the other hand if there is only one member in the multicast group then it will be automatically selected as a distant node. It is shown in Fig. 14 (b). At last, if multiple group (refer Fig. 14(c)) exists after receiving the multicast data packet, each and every node of the multicast group pledges two timers namely $T_i$ and $T_j$. The timer $T_i$ is used to forecast the time instance of when the distant node selection procedure will start, after the multicast data packets are received completely by the nodes. The timer $T_j$ is used to select the re-multicast time. The $T_i$ timer is same for all the nodes on a group. Once $T_j$ terminates the distant node selection procedure starts. The multicast group selection is illustrated in Fig. 14 and the detailed view is shown in Table 2.

![Fig. 14](image1.png)

*Fig. 14. Illustration of various road conditions while selecting a multicasting group in DBMR*

![Fig. 15](image2.png)

*Fig. 15. Distant node selection based on DBMR protocol*
Table 2. Multicast group selection in DBMR

| Node | Updated neighbor-list | Multicast group | Common nodes | Count of common nodes | Required action after $T_i$ expires | Required action after $T_j$ expires |
|------|-----------------------|-----------------|--------------|----------------------|------------------------------------|------------------------------------|
| S    | $\{h_1, h_2, h_4, h_6\}$ | $\{h_1, h_4\}$ | $\{h_1, h_4\}$ | $\#3$ | Not applicable | Not applicable |
| $h_1$ | $\{S, h_2, h_1\}$ | - | $\{h_2\}$ | $\#1$ | Re-multicast | Distant node |
| $h_4$ | $\{S, h_2, h_3\}$ | - | $\{h_3\}$ | $\#1$ | Re-multicast | Distant node |

The DBMR protocol excellently chooses the multicast group by using threshold $\tau$. It effectively reduces the flooding problem and is applicable for sparse connected VANETs. The major weakness is periodic “hello” signals that are required for stable connection between vehicle nodes.

4.4 Design challenges and future research directions in multicast protocols of VANET

Each of the protocols discussed above in this review has its strong point and the complete systematic comparison is shown in Table 3. Prevailing protocols consider the static multicast/geocast region except distributed robust geocast multicast routing protocol. Spatiotemporal property expresses that both the time and location of a vehicle are the major deciding factors whether the vehicle needs to receive packet or not. Existing protocols examine the single source multicast and geocast routing. However, it is important to consider the multi-source multicast and geocast routing issues. According to Yun-Wei Lin et al. some future perspectives should consider the following:

- The multi-source multicast and geocast routing are worth to develop since the higher end-to-end applications may require it.
- Reliability should be reflected to design the multicast and geocast protocols. The multicast/geocast message used in a protocol should be delivered with high successful rate.
- Multicast and geocast routing for delay supported applications are also considered. Delay supported messages usually accept delay, where network bandwidth is generally kept for emergency messages. It is worth to develop an efficient multicast/geocast routing protocol for delay supported applications with delay-constraint and delay-tolerant capabilities with low bandwidth utilization.
- Multicast and geocast routing protocols may be extended to the rural environments, where traffic is not so dense nor so sparse.
- The protocol design of multicast and geocast routing should consider scalability. VANET in an urban environment is a possibly large-scale network. Therefore, future works can be concentrated on developing a multi-source multicast and geocast routing protocol which cares applications of multiple multicast and geocast sources in a VANET. In the next section, broadcast routing protocol is considered.

Table 3. Comparison of multicast protocols

| Protocols                          | IVG   | DRG   | DBMR                      |
|------------------------------------|-------|-------|---------------------------|
| Early forwarding decision          | Multihop communication | Multihop communication | Hybrid (1-hop or Multihop) communication |
| Destination location method        | Specific method   | Specific method   | Specific method           |
| Map needed for data transmission   | No     | No    | No                        |
| Spatial relevant                   | Yes    | Yes   | Yes                       |
| Spatiotemporary                    | No     | Yes   | Yes                       |
| Mobility of destination            | No     | No    | Yes                       |
| Rural / Urban                      | Urban  | Urban | Urban                     |
4.5 Broadcast routing protocols

Broadcast is an important and last type of routing for a vehicle to disseminate a broadcast message to all the others in a VANET. This section reviews the existing broadcast routing protocols in VANETs.

4.5.1 Broadcast storm problem in ad hoc wireless networks

Broadcasting protocol uses many-to-many radio communication and thus creates broadcast storm problem. Tonguz et al. [27] shows that the broadcast storm problem causes serious packet collision and packet loss in a VANET. Tonguz et al. [27] proposed three different broadcast defeat techniques, weighted $p$-persistence, slotted 1-persistence, and slotted $p$-persistence. These three techniques follow broadcast suppression method to reduce the total number of control messages. As per weighted $p$-persistence scheme, if vehicle $V_y$ gets a packet from vehicle $V_x$, vehicle $V_y$ first checks whether the same packet has been already received. If vehicle $V_y$ gets this packet at the first time, then vehicle $V_y$ has probability $P_{xy}$ to re-broadcast the received packet. Otherwise, vehicle $V_y$ drops this packet, with the probability $P_{xy} = \frac{D_{xy}}{R}$, where $D_{xy}$ is the distance between vehicle $V_x$ and $V_y$, $R$ is the transmission range. Neighbors of vehicle $V_y$ change the probability value $P_{xy}$ to 1 to confirm that the message must be broadcasted if they have not received the re-broadcast message after waiting a random time $t$. In the slotted 1-persistence scheme, if vehicle $V_y$ initially receives the packet from vehicle $V_x$, then vehicle $V_y$ delays for $TS_{xy}$ time slots, vehicle $V_y$ has probability to change $P_{xy}$ to 1 to re-broadcast the packet, where $TS_{xy} = S_{xy} \times \tau$, where $\tau$ is the broadcast time for one hop transmission and $S_{xy} = \left\lfloor N_{dx} (1 - \frac{D_{xy}}{R}) \right\rfloor$ or $\left\lceil N_{dx} (1 - \frac{D_{xy}}{R}) \right\rceil$, if $D_{xy} \leq R$; otherwise $S_{xy} = 0$, where $N_{dx}$ is the default number time-slots. The slotted $p$-persistence scheme is the mixture of the weighted $p$-persistence and slotted 1-persistence scheme. If vehicle $V_y$ initially receives the packet from $V_x$, then vehicle $V_y$ delays for $TS_{xy}$ time-slots. Vehicle $V_y$, has probability value $P_{xy}$ to re-broadcast the same packet. Fig. 16 gives the example of these three different broadcast schemes.

![Fig. 16(a) Slotted 1-persistence scheme in broadcast storm problem](image-url)
4.5.2 DV-CAST: Broadcasting protocol in VANET

Tonguz et al. [28] suggested DV-CAST for a multi-hop broadcast routing protocol in VANETs and has three traffic situations for a vehicular broadcasting. They are (1) dense traffic situation, (2) sparse traffic situation, and (3) regular traffic situation. Tonguz et al. incorporated the proposed routing solution in [27] to develop DV-CAST which is appropriate for both dense and sparse traffic situations, decreasing the broadcasting overhead. If a vehicle $V_y$ accepts a new broadcast message, $V_y$ initially checks whether some vehicles exist behind. If so, the broadcast suppression schemes proposed in [27] are implemented to forward the broadcast message; otherwise, $V_y$ forwards the broadcast message in the opposite direction of the traffic flow. After a random moment $V_y$ re-checks that the broadcast message is successfully transmitted if the direction of $V_y$ is different from the source vehicle. Fig. 16 illustrates the idea of DV-CAST: broadcasting protocol. The
source vehicle $V_s$ initiated a message and forwards from group $A$ to group $C$. Although groups $A$, $B$, and $C$ are dense, group $A$ and $C$ couldn’t connect directly and encounter the temporary network fragmentation problem. Group $A$ cannot directly forward packets to group $C$. In this case, vehicle $V_x$ can forward packets to group $B$ which is in the opposite direction, then vehicle $V_y$ forwards packets to group $C$. Note that, the temporary network fragmentation problem is resolved in this DV-CAST: broadcast protocol. The diagrammatic illustration is shown in Fig. 17.

Fig. 17. Group $A$ is indirectly broadcasted a message to group $C$ by using group $B$

**4.5.3 A border node based routing protocol for partially connected vehicular Ad Hoc networks**

Mingliu Zhang et al. [29] offered a hybrid methodology called Border node Based Routing (BBR) for partially connected sparse VANET groups. It uses domain function where location and mobility information is not available. The BBR protocol can bear network partition due to low node density and high node mobility. The main idea of BBR protocol is epidemic routing, but it reduces flooding of packets by introducing two individual functional units: A neighbor discovery algorithm, and a border node selection algorithm. The BBR neighbor discovery algorithm is the same as neighbor discovery protocol (NDP) suggested in the Zone Routing Protocol (ZRP) [30]. Periodic beacon messages are used to advertise the existence of source nodes. The benefit of using a network layer based NDP is that, all routing functions are accomplished in the network layer, without thoughtfulness of the specific MAC layer technology used. In the BBR protocol, border nodes are selected based on broadcast messages. A border node is a node which has the duty of saving received broadcast messages and forwarding the messages when applicable. For a set of nodes that receives the same broadcast message, only those nodes selected as border nodes will retain the received message and rebroadcast it later when those nodes meet new neighbor nodes. The BBR protocol adopts a distributed border node selection algorithm. The choice of whether a node is a border node or not is made discretely by an individual node based on its one-hop neighbor information and the received broadcast information. Border node selection based on least common neighbors uses the idea that nodes at the edge of
transmission range should have less common neighbor nodes with the broadcast source node, when compared to those nodes that are nearer to the source node.

As specified in Fig. 18, a circle delimits the radio transmission range \( R \) of the node located at the center of the circle. For example, assume node \( S \) as a broadcast source or a source node. Nodes at the edge of the radio transmission range such as node \( P \) and \( C \) when compared to nodes adjacent to the broadcast source node such as node \( A \), \( B \) and \( D \) have less common neighbors with node \( S \). Selection of nodes such as \( P \) or \( C \) or both as the border nodes for further broadcast is appropriate that this selection results in maximum range and speedy information propagation while saving bandwidth by reducing unnecessary rebroadcasts. Hop nodes are selected by predefined rules and BBR algorithm says that every node has three tables or buffer memory: a neighbor table, a border node selection table and a forward table. The neighbor table is used to store the recent one hop neighbor node information. The border node selection table is used for border node selection process. The third one is a forward table for buffering data packets required for future forwarding. A source node that creates a data packet is selected as a border node. A node that broadcasts or rebroadcasts a data packet will use a specific field called “common neighbor #” which has a list of its current neighbors attached. The “common neighbor #” field is set to be the number of the common neighbors between the current node and the previous node that broadcasts the data packet. If a node is a source node, then the “common neighbor #” field is set to zero. Each packet has its unique packet ID, made by the originating node. The packet ID remains the same as packets move from source to destination. Predefined rules of BBR algorithm can be discussed in three different cases. First case is that, when a source node has a packet to forward and there is no available neighbor, it saves the packet in the forward table and broadcasts it later when there are neighbors in its range \( R \). If a source node has one node in the neighbor list then no border node selection will be carried out and it is a border node which is the second case. Third case is that, if the source node has more than one neighbor nodes within its radio transmission range, then the neighbor nodes
initiate two timers, an access delay timer $T_{\text{delay}}$ and a maximum delay timer $T_{\text{max}}$. The timer $T_{\text{delay}}$ is used to choose when a node wants to rebroadcast the packet if it has to do so. The timer $T_{\text{max}}$ is used to choose when a node should initiate the border node selection process. The value of $T_{\text{delay}}$ and $T_{\text{max}}$ can be calculated as follows.

$$T_{\text{delay}} = (i-1) \cdot \Delta t$$  \hspace{1cm} (8)

$$T_{\text{max}} = a \cdot n \cdot \Delta t$$  \hspace{1cm} (9)

where $i$ is the position of the neighbor node on the neighbor list. The variable $n$ is the total number of neighbors on the neighbor list. The parameter $\Delta t$ is the probable transmission delay for sending one packet, which can be estimated by length of packet / data transmission speed. The parameter $a$ ($a \geq 1$) is used to increase the timer value to make sure that a node receives all the rebroadcast packets that might be coming from the neighbors of the former forwarding node. During $T_{\text{max}}$, each node in the group chooses either to rebroadcast or not when it’s $T_{\text{delay}}$ expires. The final decision is prepared depending on whether all its recent one hop neighbors received the broadcast packet information or not. During the entire $T_{\text{max}}$ interval, each node will listen the radio communication continuously. Rebroadcast packets from its neighbors will also be saved provisionally for the use of the border node selection procedure. When $T_{\text{max}}$ terminates, a node checks whether it is the node with the least common neighbor number with the previous broadcast source based on all packets received and recorded in its border node selection table. If it is, it will select itself as a border node. Otherwise it is not a border node. As a node can only collect packets from the source node and from its common neighbors that correspond to a source node, the least common neighbor comparison is carried out between itself and its common neighbors with the source node.

4.6 Design challenges and future research directions in broadcast protocols of VANET

The surveyed protocols explore how to provide an efficient broadcast routing technique. Each of the protocols listed above in this survey has its advantage point and the detailed critical comparison is shown in Table 4. Prevailing broadcast routing protocols are used for safety applications to transmit emergency messages; however, there are still some comfort applications which need an efficient broadcast routing protocol, such as public information, advertisements and navigation information. According to Yun-Wei Lin et al. the future works should consider the following:

- An imaginable future work is how to design an efficient broadcast routing protocol for comfort applications with delay-constraint and delay-tolerant capabilities and low bandwidth utilization. Comfort messages are usually not so urgent, so it can be distributed under a constrained delay time. Also, bandwidth must be reserved for urgent and safety applications, so an efficient broadcast routing protocol for comfort applications should preserve low bandwidth consumption.

- Broadcast routing protocols for comfort applications should be able to integrate multiple partial comfort messages into a single and complete message since mass information cannot be fully delivered at once under low bandwidth consumption.

- A main challenge in broadcast protocol design is how to cultivate reliable broadcast routing protocols for comfort applications to ensure that broadcast messages are successfully distributed to all the other vehicles in a VANET.

- The broadcast message should be able to be distributed under low network density or sparse networking conditions. The network density is usually minimum in off-peak hour; however, the broadcast message is still unavoidably distributed to all vehicles in a network. Hence, the idea of how to design a consistent broadcast routing protocol for comfort applications with a delay-tolerant ability and low bandwidth consumption will possibly be the future works in VANETs.

- Reliability and scalability are another major issues and need more attention while designing a broadcast routing protocol.
5 Conclusion

Unicast, multicast, and broadcast routing protocols are key concerns in the network layer for VANETs. This work surveys current unicast, multicast, and broadcast protocols for VANETs. The unicast routing protocols are divided into minimum-delay and delay-bound approaches. The minimum-delay unicast routing protocols build a minimum-delay routing path as soon as possible. The delay-bound routing protocol consumes the carry-and-forward technique to diminish the channel utilization within a constrained delay time. This work also reviews important multicast and geocast protocols for VANETs. The multicast in VANETs is defined by distributing multicast packets from a mobile vehicle to all multicast-member vehicles. The geocast in VANETs is defined by distributing geocast packets from a source vehicle to vehicles (V2V communication) located in a specific geographic region. Finally, broadcast protocols in VANETs are also presented. We estimate the tendency of the design of routing protocols for VANETs with low communication overhead, low delivery delay, and high adjustability for both rural and urban environments.
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