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The classical spin system consisting of three spins with Heisenberg interaction is an example of a completely integrable mechanical system. In this paper we explicitly calculate its time evolution and the corresponding action-angle variables. This calculation is facilitated by splitting the six degrees of freedom into three internal and three external variables, such that the internal variables evolve autonomously. Their oscillations can be explicitly calculated in terms of the Weierstrass elliptic function. We test our results by means of an example and comparison with direct numerical integration. A couple of special cases is analyzed where the general theory does not apply, including the aperiodic limit case for special initial conditions. The extension to systems with a time-depending magnetic field in a constant direction is straightforward.

I. INTRODUCTION

Spin is a genuine quantum concept. Nevertheless, electronic spin produces macroscopic magnetic effects described in classical terms. A key to understanding this theoretically lies in the classical limit of quantum spin systems, see [1, 2]. Many single spins with spin quantum number \( s = 1/2 \) can be combined to yield systems with larger \( s \), integer- or half-integer-valued. In the limit \( s \to \infty \) the spin vector operator, after re-scaling, can be replaced by a classical spin vector, i.e., a unit vector \( s \in S^2 \). This limit can also be extended to systems of \( N \) classical spins including their interaction. The advantage of considering the classical limit is at least threefold:

- The theory of classical spin systems which is simpler than its quantum analogue can be used to approximate the behaviour of real systems with localized relatively large spins, e.g., of Gadolinium atoms [3] with \( s = 7/2 \) embedded into a magnetic molecule [4–6].

- The classical limit \( s \to \infty \) can be used as a test for theoretical calculations that are made for arbitrary \( s \). For example, the high temperature expansion of the specific heat or susceptibility leads to certain polynomials in \( s \) the leading coefficient of which can be calculated by classical theory, see, e.g., [7].

- A classical spin system can be understood as a system with \( 2^N \)-dimensional phase space \( S^2 \times \ldots \times S^2 \) and analyzed with the methods of classical mechanics. In this way one can extend the realm of classical mechanics by examples of quantum origin.

The focus of the present work lies on the last item. We consider a classical “spin triangle”, i.e., a spin system of \( N = 3 \) spins with Heisenberg interaction. This is a phenomenological ansatz to describe the exchange interaction of spins by an isotropic Hamiltonian which is bi-linear in the spin observables and has a straightforward classical analogue, see, e.g., [8, Eq. (1.40)]. Every quantum spin system with Heisenberg Hamiltonian has three commuting observables that are constants of motion: The Hamiltonian itself, the square of the total spin and its 3-component. Since the corresponding classical functions on the six-dimensional phase space Poisson-commute we obtain a completely integrable classical system in the sense of the Arnol’d-Liouville theorem, see [9]. Hence the time evolution can be explicitly calculated up to integrations, in contrast to the situation for the quantum spin triangle [10]. Although the integrability of the classical spin triangle can thus be taken as given, it will be nevertheless instructive to consider the details of the corresponding calculations, taking into account the specific properties of the problem at hand.

Since we fear that the reader might lose the thread due to the extensive material that has arisen on the general spin triangle, we have divided the text into two parts. The first part containing the Sections II to IV gives the basic definitions and calculations without going into the mathematical details and justifications. This part should be suitable for those readers who want to get a first overview. The second part, see Appendices A to E, then deals with extensions and additions, as well as a more geometrically oriented approach to the time evolution of the system under study.

In section II we recapitulate the basic features of classical mechanics of spin systems with Heisenberg-Hamiltonian. The time evolution of the spin triangle is discussed in Section III. The six degree of freedom of the spin triangle can be split into three internal degrees describing the “form” of the spin configuration and three external degrees describing its “position” in spin space. The time evolution of the internal degrees turns out to be autonomous, see subsection III A and the external degrees evolve in dependence of a given solution for the internal degrees, see subsection III B. Section III A also contains the definition of the “generic case” assumed throughout the first part of the paper. Interestingly,
the integrals resulting for the internal degrees are of elliptic type and hence their time evolution can be explicitly given in terms of the Weierstrass elliptic function. In contrast, the integrals obtained for the external degrees could only be numerically calculated. We close the first part with a Summary and Outlook in Section IV.

The second part starts with Appendix A that shows how to reduce the case of an additional time-dependent magnetic field with constant direction to the pure Heisenberg case. This reduction is known and is only recapitulated here for the sake of completeness. The Appendix B is devoted to the geometric approach to the problem at hand and contains further mathematical elaborations. Subsection B.1 deals with the symplectic structure of phase space and contains a proof that the Landau-Lifshitz equations result from the Heisenberg Hamiltonian. In the subsection B.2, it is explained how the internal degrees of freedom are represented by the Gram matrix \( G(s) \) of the spin configuration \( s \) and that the Gram matrices \( G(s) \) can be viewed as the points of a three-dimensional convex “Gram set” \( \mathcal{G} \) with tetrahedral symmetry, already defined in [11]. The conserved quantities give rise to linear constraints of the internal degrees of freedom. Correspondingly, the time evolution can be visualized as an oscillation on a line \( L \) intersecting \( \mathcal{G} \), see subsection B.3. Moreover, we prove that in the generic case the Weierstrass polynomial has three real simple roots and hence the analysis of Section III-A completely covers this case. Further, it turns out to be mathematically more convenient to represent the internal degrees of freedom by the “double” \( \mathcal{G}' \) of \( \mathcal{G} \) analogously to the introduction of Riemannian surfaces for the domain of definition of otherwise many-valued complex functions. Subsection B.4 contains more details of the time evolution of the position of the spin configuration and subsection B.5 deals with some subtle points in the definition of the averaged rotation of the system in spin space. We proceed with an example in Subsection B.6 where we compare the semi-analytical solution with a numerical integration of the equations of motion for a particular choice of the values of the conserved quantities.

In Appendix C we analyze in more detail the definition of action-angle variables for the spin system under consideration. An interesting byproduct is the finding that the partial energy derivative of the total area swept by the three spin vectors with averaged rotation in spin space is proportional to the period \( T \) of the internal oscillation, analogous to the well-known result for one-dimensional mechanical problems. Next, several special cases that have to be excluded in the main part are reconsidered in Appendix D. These are the isosceles spin triangle case, subsections D.1 and D.2 and the case of stationary Gram matrices in subsection D.3. Additionally, the aperiodic limit case occurring for special initial conditions is treated in subsection D.4. An enumeration of all stationary states corresponding to critical values of the Hamiltonian is given in subsection D.5. The evolution of the external degrees of freedom can also be described in terms of Floquet theory, see some related remarks in the Appendix E.

### II. CLASSICAL MECHANICS OF SPIN SYSTEMS

As mentioned in the Introduction, classical spin systems are examples of systems that can be described by classical mechanics. Although this is well-known, see, e.g., [12], we will recapitulate the essential facts. In this Section we will consider general systems of \( N \) classical spins since there is no advantage in restricting ourselves to \( N = 3 \), except for the last part.

The \( N \) spins are represented by unit vectors \( s_\mu, \mu = 1, \ldots, N \), with components \( s_\mu^{(i)} \), \( i = 1, 2, 3 \). Hence the phase space of the spin system can be taken as the \( N \)-fold Cartesian product of unit spheres (sometimes called “Bloch spheres”)

\[
\mathcal{P} = S^2 \times \ldots \times S^2 = (S^2)^N, \tag{1}
\]

and hence is \( 2N \)-dimensional and compact. Canonical coordinates \( (\phi_\mu, z_\mu)_{\mu=1,\ldots,N} \) are defined via the representation

\[
s_\mu = \begin{pmatrix} 1 - z_\mu^2 \cos \phi_\mu \\ 1 - z_\mu^2 \sin \phi_\mu \\ z_\mu \end{pmatrix}, \tag{2}
\]

It is clear that these coordinates are not defined on a cut from the north pole to the south pole of the unit spheres and that we would need at least one more coordinate chart to cover \( \mathcal{P} \) completely, but we will not dwell into these details. Note that the canonical coordinates yield the (up to a factor) unique surface element \( d\phi_\mu \wedge dz_\mu \) on the \( \mu \)-th unit spheres that is invariant under rotations.

As the standard example we consider the bilinear, isotropic Heisenberg Hamiltonian

\[
H = \sum_{\mu<\nu} J_{\mu\nu} s_\mu \cdot s_\nu = \sum_{\mu<\nu} J_{\mu\nu} \left( \sqrt{1 - z_\nu^2} \sqrt{1 - z_\mu^2} \cos (\phi_\mu - \phi_\nu) + z_\mu z_\nu \right), \tag{3}
\]
where the \( J_{\mu\nu} \) are \( \binom{N}{2} \) real coupling coefficients. The special case where all \( J_{\mu\nu} \equiv 1 \) will be denoted by
\[
H_1 := \sum_{\mu<\nu} s_\mu \cdot s_\nu .
\] (4)

Then the following holds:

**Proposition 1** For the Heisenberg Hamiltonian \( (3) \) the Hamiltonian equations of motion
\[
\dot{z}_\mu = \frac{\partial H}{\partial \phi_\mu}, \quad \mu = 1, \ldots, N
\] (5)
\[
\dot{\phi}_\mu = -\frac{\partial H}{\partial z_\mu}, \quad \mu = 1, \ldots, N
\] (6)
are equivalent to the Landau-Lifshitz equations of motion \( [13, 14] \)
\[
\dot{s}_\mu = \left( \sum_\nu J_{\mu\nu} s_\nu \right) \times s_\mu .
\] (7)

In Eq. (7) we have tacitly assumed that the array of coupling constants \( J_{\mu\nu} \) has been extended to a symmetric \( N \times N \)-matrix with vanishing diagonal. Moreover, \( t \) denotes the (dimensionless) time and \( \dot{} \equiv \frac{d}{dt} \). The proof of Proposition 1 will be omitted since it can be reduced to a straightforward calculation. For an alternative formulation of Proposition 1 without using canonical coordinates see Proposition 2 in Appendix B1.

As usual, we define the total spin vector \( \mathbf{S} \) with components
\[
S^{(i)} := \sum_\mu s_\mu^{(i)} \quad \text{for} \quad i = 1, 2, 3.
\] (8)

Its squared length can be written as
\[
S^2 := \sum_{i=1}^3 S^{(i)2} = \sum_{\mu\nu} s_\mu^{(i)} s_\nu^{(i)} = N + 2 \sum_{\mu<\nu} s_\mu \cdot s_\nu \quad \text{\( N + 2 \) } H_1 .
\] (9)

As \( H \) does not explicitly depend on \( t \) it will be a constant of motion. Further conserved quantities are \( S^{(i)} \), \( i = 1, 2, 3 \) according to
\[
\frac{d}{dt} S^{(i)} = \sum_\mu \dot{s}_\mu^{(i)} \quad \text{\( \text{(10)} \)}
\]
\[
\sum_{\mu\nu} J_{\mu\nu} s_\nu \times s_\mu = 0 ,
\] (11)

since the terms of the double sum in (11) are anti-symmetric in \( \mu, \nu \). In view of Noether’s theorem the invariance of \( S^{(i)} \), \( i = 1, 2, 3 \) is equivalent to the symmetry of the Hamiltonian \( (3) \) under global rotations \( R \). This symmetry also implies that \( s_\mu(t), \mu = 1, \ldots, N \) is a solution of (7) iff \( R s_\mu(t), \mu = 1, \ldots, N \) is a solution.

The canonical coordinates \( (\phi_\mu, z_\mu) \) for the phase space \( \mathcal{P} \) give rise to the anti-symmetric Poisson brackets defined for any two smooth functions \( f, g : \mathcal{P} \to \mathbb{R} \):
\[
\{ f, g \} := \sum_\mu \left( \frac{\partial f}{\partial z_\mu} \frac{\partial g}{\partial \phi_\mu} - \frac{\partial f}{\partial \phi_\mu} \frac{\partial g}{\partial z_\mu} \right),
\] (12)
such that the total time derivative of \( f \) can be written in the form
\[
\frac{d}{dt} f = \sum_\mu \left( \frac{\partial f}{\partial z_\mu} \frac{dz_\mu}{dt} + \frac{\partial f}{\partial \phi_\mu} \frac{d\phi_\mu}{dt} \right)
\]
\[
= \sum_\mu \left( \frac{\partial f}{\partial z_\mu} \frac{\partial H}{\partial \phi_\mu} - \frac{\partial f}{\partial \phi_\mu} \frac{\partial H}{\partial z_\mu} \right)
\]
\[
= \{ f, H \} .
\] (15)
Starting with the four constants of motion $H, S^{(i)}, \ i = 1, 2, 3$, we may define three constants of motion \textit{in involution}, i.e., with mutually vanishing Poisson brackets, namely $H, S^2$ and $S^{(3)}$. The vanishing of $\{H, S^2\}$ and $\{H, S^{(3)}\}$ follows by (14), since $S^2$ and $S^{(3)}$ are constants of motion. Moreover, $\{S^{(3)}, S^2\} = 0$ since $\{S^{(3)}, H_1\} = 0$ as special case of $\{S^{(3)}, H\} = 0$ and further using (9).

Thus we found three constants of motion $H, S^2$ and $S^{(3)}$ in involution. In the special case of $N = 3$, which we consider from now on, this implies that the spin system with Hamiltonian (3) is \textit{completely integrable} in the sense of the Arnol’d-Liouville theorem [9], and its solutions can be implicitly expressed in terms of integrals. Moreover, the system will move on an invariant 3-torus that can be parametrized by special canonical coordinates $(l_i, \psi_i), \ i = 1, 2, 3$ called \textit{action-angle variables} such that the equations of motion assume the simple form

$$\dot{l}_i = 0, \ \dot{\psi}_i = \Omega_i (l_1, l_2, l_3), \ \ i = 1, 2, 3. \tag{16}$$

The rotations according to the angles $\psi_i$ are uniquely composed of phase flows generated by the conserved quantities. The details of the solution of the equation of motion for the integrable $N = 3$ system will be presented in the remainder of this paper.

Throughout this work we will denote by $R(n, \alpha)$ the rotation about the axis given by the (not necessarily normalized) vector $n$ with an angle $\alpha$. The transposition of a matrix $A$ will be denoted by $A^\top$. As usual, $O(3)$ will denote the group of $3 \times 3$ rotation/reflection matrices, i.e., of invertible real matrices $R$ satisfying $R^{-1} = R^\top$ and $SO(3)$ the subgroup of proper rotations defined by $\det R = 1$. Moreover, the three unit vectors forming the standard basis in $\mathbb{R}^3$ will be denoted by

$$E_1 := \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix}, \ E_2 := \begin{pmatrix} 0 \\ 1 \\ 0 \end{pmatrix}, \ E_3 := \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix}. \tag{17}$$

\section*{III. TIME EVOLUTION}

We recapitulate the special form of the Hamiltonian (3) for $N = 3$:

$$H = J_1 s_2 \cdot s_3 + J_2 s_3 \cdot s_1 + J_3 s_1 \cdot s_2, \tag{18}$$

and the resulting equations of motion

$$\dot{s}_1 = (J_2 s_3 + J_3 s_2) \times s_1, \tag{19}$$

$$\dot{s}_2 = (J_3 s_1 + J_1 s_3) \times s_2, \tag{20}$$

$$\dot{s}_3 = (J_1 s_2 + J_2 s_1) \times s_3, \tag{21}$$

where we have renamed the three coupling constants. We take the spin configuration $s = (s_1, s_2, s_3) \in \mathcal{P}$ to be a $3 \times 3$-matrix with entries $s_{i, \mu} = s_{i \mu}^{(i)}$ for $i, \mu = 1, 2, 3$. The equations of motion (19) - (21) will be written in the compact form

$$\dot{s} = \mathcal{J}(s), \tag{22}$$

using the bilinear matrix-valued function $\mathcal{J}(s)$ with entries

$$\mathcal{J}(s)_{i\mu} := \left( \sum_\kappa J_{i\kappa} s_\kappa \times s_\mu \right)^{(i)}, \tag{23}$$

for $i, \mu = 1, 2, 3$. Since the vector product transforms in a natural way under rotations $R \in SO(3)$ we have

$$\mathcal{J}(Rs) = R \mathcal{J}(s), \tag{24}$$

for all $R \in SO(3)$.

If all coupling constants are shifted by a constant value, $J_i \rightarrow J_i + \delta J, \ i = 1, 2, 3$, the time evolution of the spin configuration according to (19) - (21) would be modified by $R(\bar{s}, \delta J S)$, a uniform rotation about the constant total spin $\bar{s}$ with angular velocity $\delta J S$. Moreover, multiplication of all coupling constants by a non-zero real number $\lambda$ will
lead to a time evolution with a suitable scaled time variable $\lambda^{-1} t$, accompanied by a time reflection if $\lambda < 0$. These transformations could be used to restrict the coupling constants to the special case of, say, $J_1 = J, J_2 = 1, J_3 = 0$, but we will not make use of this simplification in the present paper, except for Section D.4.

Our strategy to solve the equations of motion (19 - 21) will be to split the six degrees of freedom of the spin triangle into three \textit{internal degrees} and three \textit{external degrees} such that the internal degrees evolve autonomously. As the variables corresponding to the internal degrees we define the three scalar products between the spin vectors:

$$ u := s_2 \cdot s_3, \quad v := s_3 \cdot s_1, \quad w := s_1 \cdot s_2. \tag{25} $$

These internal variables determine the form of the spin configuration. It can be rotated or reflected in spin space: If $r(u, v, w)$ denotes any spin configuration realizing the internal variables $(u, v, w)$ and $R \in O(3)$, then $R r(u, v, w)$ will be another spin configuration realizing $(u, v, w)$. It can be shown, see Appendix B.2, that all spin configurations realizing $(u, v, w)$ can be obtained in this way, and hence it appears sensible to identify the external degrees of freedom with the three parameters specifying the rotation/reflection matrix $R \in O(3)$.

For later use we consider the scalar triple product

$$ \delta := (s_1 \times s_2) \cdot s_3, \tag{26} $$

that can be expressed by the internal variables as

$$ \delta = \pm \sqrt{1 - u^2 - v^2 - w^2 + 2uvw}, \tag{27} $$

see (B14).

A. Time evolution of the internal degrees of freedom

First consider the conserved quantities $S^{(3)}, H(s)$ and $H_1(s) = \frac{1}{2} (S^2 - 3)$, assuming the values

$$ S^{(3)} = \sigma_3, \tag{28} $$

$$ H(s) = J_1 s_2 \cdot s_3 + J_2 s_3 \cdot s_1 + J_3 s_1 \cdot s_2 = \begin{pmatrix} J_1 \\ J_2 \\ J_3 \end{pmatrix} \cdot \begin{pmatrix} u \\ v \\ w \end{pmatrix} = \varepsilon, \tag{29} $$

and

$$ H_1(s) = s_2 \cdot s_3 + s_3 \cdot s_1 + s_1 \cdot s_2 = \begin{pmatrix} 1 \\ 1 \\ 1 \end{pmatrix} \cdot \begin{pmatrix} u \\ v \\ w \end{pmatrix} = \sigma, \tag{30} $$

where the constants $\sigma_3, \varepsilon$ and $\sigma$ depend on the initial value of $s$. We will also use the abbreviation $S = \sqrt{3 + 2\sigma}$.

The calculations of this Section will be restricted to the \textit{generic case}:

\textbf{Definition 1} The \textit{generic case} is defined by the following conditions:

- The coupling constants are pairwise different, i. e.,
  $$ J_1 \neq J_2, \ J_2 \neq J_3, \ \text{and} \ J_3 \neq J_1, \tag{31} $$

- the constants of motion $\sigma, \sigma_3, \varepsilon$ do not assume their extremal values, i. e.,
  $$ 0 < S < 3, \tag{32} $$
  $$ -S < \sigma_3 < S, \tag{33} $$
  $$ E_{\min}(\sigma) < \varepsilon < E_{\max}(\sigma), \tag{34} $$

- and the following cases are excluded:
  $$ \text{if } \sigma = -1 \text{ then } (\varepsilon \neq J_1 - J_2 - J_3 \text{ and } \varepsilon \neq J_2 - J_3 - J_1 \text{ and } \varepsilon \neq J_3 - J_1 - J_2). \tag{35} $$
The condition (31) excludes the “isosceles spin triangle” which will be separately treated in the Appendices D.1 and D.2. Condition (32) has to be understood in the following sense: If (31 - 33) is satisfied, then it can be shown that the possible energies \( H(s) = \varepsilon \) under the constraint \( H_1(s) = \sigma \) lie in a closed interval \([E_{\text{min}}(\sigma), E_{\text{max}}(\sigma)]\) such that \( E_{\text{min}}(\sigma) < E_{\text{max}}(\sigma) \) and (34) excludes the endpoints of this interval. Finally, condition (35) excludes the cases where an aperiodic time evolution of the internal degrees of freedom occurs, see Appendix D.4.

For the time derivative of the internal variables we obtain

\[
\begin{align*}
\dot{u} &= \frac{d}{dt}(s_2 \cdot s_3) = \dot{s}_2 \cdot s_3 + s_2 \cdot \dot{s}_3 \quad (36) \\
\dot{v} &= (J_3 - J_2)(s_2 \times s_3) \cdot \dot{s}_3 + (J_1 s_2 + J_2 s_1) \cdot (J_1 \dot{s}_2 + J_2 \dot{s}_1) \quad (37) \\
\dot{w} &= \pm (J_3 - J_2) \sqrt{1 - u^2 - v^2 - w^2 + 2uvw} \quad (38) \\
\dot{\delta} &= (J_1 - J_3) \delta, \quad (41) \\
\dot{v} &= (J_2 - J_1) \delta. \quad (42)
\end{align*}
\]

In order to obtain a complete autonomous system of differential equations it is advisable to add the variable \( \delta \) to the internal degrees of freedom. Since \( \delta \) is, up to the sign of the square root, already a function of \( u, v, w \), see (37), this does not increase the number of internal degrees of freedom but only removes the sign ambiguity in, say, (39). The geometric significance of this extension will be more closely analyzed in Appendix B.3. The time derivative of \( \delta \) can be obtained by differentiating \( \delta^2 \) and using (27) as well as (40 - 42):

\[
\dot{\delta} = J_1 (u + 1)(w - v) + J_2 (v + 1)(u - w) + J_3 (w + 1)(v - u). \quad (43)
\]

The system of differential equations (40 - 43) is simplified by elimination of \( v \) and \( w \), using that (29) and (30) leads to:

\[
\begin{align*}
v &= \frac{J_3(u - \sigma) + \varepsilon - J_1 u}{J_2 - J_3}, \quad (44) \\
w &= \frac{-J_2(u - \sigma) - \varepsilon + J_1 u}{J_2 - J_3}. \quad (45)
\end{align*}
\]

Note that \( J_2 \neq J_3 \) due to the restriction to the generic case. Instead of \( u \) we will use the variable \( x \) given by

\[
x = x_0 + g \cdot u, \quad (46)
\]

where the constants \( x_0 \) and \( g \) will be determined later such that the \textit{Weierstrass differential equation} [15, 23.3.10] is obtained. Also \( v \) and \( w \) can be linearly expressed in terms of the variable \( x \) in the form:

\[
\begin{align*}
v &= \frac{J_1 - J_1 x}{J_2 - J_3 g} + v_0, \quad (47) \\
w &= \frac{J_1 - J_2 x}{J_2 - J_3 g} + w_0. \quad (48)
\end{align*}
\]

Next we consider the time derivative of \( x \):

\[
\dot{x} \quad 46 \quad = g \dot{u} \quad (49) \\
= \pm g \cdot (J_3 - J_2) \sqrt{1 - u^2 - v^2 - w^2 + 2uvw} \quad 40 \quad = g \cdot (J_3 - J_2) \delta. \quad (50)
\]

By substituting (44), (45) and (46), the square of (50) can be written as a 3\textsuperscript{rd} order polynomial \( \Pi(x) \). \( g \) and \( x_0 \) will be chosen such that the cubic term of \( \Pi(x) \) reads \( 4x^3 \) and the quadratic term of \( \Pi(x) \) vanishes and hence

\[
\left( \frac{dx}{dt} \right)^2 = \dot{x}^2 = g^2 \cdot (J_3 - J_2)^2 \delta^2 = \Pi(x) = 4x^3 - g_2 x - g_3. \quad (51)
\]
This is achieved by setting
\[ g = -\frac{1}{2} (J_1 - J_2) (J_1 - J_3) \text{,} \tag{52} \]
and
\[ x_0 = \frac{1}{6} \left( -J_1^2 - J_2^2 - J_3^2 + J_1 J_3 + J_2 J_3 + J_1 J_2 + (2J_1 - J_2 - J_3) \varepsilon + (2J_2 J_3 - J_1 (J_2 + J_3)) \sigma \right) \text{.} \tag{53} \]

The explicit form of the coefficients \( g_2 \) and \( g_3 \), let alone the roots of \( \Pi(x) \), is more complicated and will only be given for an example, see Appendix B 6.

\[ \prod(x) \]

\[ x_1 \quad x_2 \quad x_3 \]

FIG. 1: Plot of the polynomial \( \Pi(x) = 4x^3 - g_2 x - g_3 \) for the example (B55) with three real roots \( x_1, x_2 \) and \( x_3 \) according to (B56-B58).

It can be shown that in the generic case the polynomial \( \Pi(x) \) has three real simple roots \( x_1 < x_2 < x_3 \) such that \( \Pi(x) > 0 \) for \( x_1 < x < x_2 \), see Proposition B in Appendix B 3 and Figure 1 for an example. Let us first consider the case \( \dot{x} > 0 \), then (51) can be solved for \( dt \) and integrated:
\[ t = \int dt = \int_{x_1}^{x} \frac{dx'}{\sqrt{4x'^3 - g_2 x' - g_3}} \text{,} \tag{54} \]
for \( x_1 \leq x \leq x_2 \). The choice of the lower limit of the integral (54) implies \( x = x_1 \) for \( t = 0 \). Solutions obtained for these special initial conditions can be generalized by using the time translation symmetry of (19 - 21) due to the Hamiltonian not being explicitly time-dependent. The inverse \( x(t) \) of the elliptical integral (54) can be expressed in terms of the Weierstrass elliptic function, see, e. g., [15, Ch.23]. Recall that the Weierstrass elliptic function \( \wp(z; g_2, g_3) \) of complex arguments \( z \) has two periods \( 2\omega_1 \) and \( 2\omega_3 \). As mentioned above, in the generic case the polynomial \( \Pi(x) = 4x^3 - g_2 x - g_3 \) has three real simple roots (“rectangular case” [15, §23.5(ii)]) and hence \( \omega_1 \) will be real and \( \omega_3 \) imaginary. In this case (54) is equivalent to
\[ x(t) = \wp(t + \omega_3; g_2, g_3) \text{,} \tag{55} \]
see [15, 23.6.32]. Moreover, the two periods of the Weierstrass elliptic function mentioned above are given by the elliptic integrals
\[ \frac{T}{2} := \omega_1 = \int_{x_1}^{x_2} \frac{dx'}{\sqrt{4x'^3 - g_2 x' - g_3}} = \int_{x_3}^{\infty} \frac{dx'}{\sqrt{4x'^3 - g_2 x' - g_3}} = \frac{1}{\sqrt{x_3 - x_1}} K \left( \frac{x_2 - x_1}{x_3 - x_1} \right) \text{,} \tag{56} \]
FIG. 2: Plot of the periodic solution \( x(t) \) according to (55) and corresponding to the polynomial \( \Pi(x) \) shown in Figure 1. It oscillates between the zeroes \( x_1 \) and \( x_2 \) of \( \Pi(x) \). The value of the period \( T \approx 3.3693 \) follows from (56) and (B59).

and

\[
t_0 := \omega_3 = i \int_{x_2}^{x_1} \frac{dx'}{\sqrt{|4x'^3 - g_2x' - g_3|}} = i \int_{-\infty}^{x_1} \frac{dx'}{\sqrt{|4x'^3 - g_2x' - g_3|}} = \frac{i}{\sqrt{x_3 - x_1}} K \left( \frac{x_3 - x_2}{x_3 - x_1} \right),
\]

(57)

see [15, 23.6.34-35] and [16, 17.4.61 ff].

To calculate the oscillation of \( x(t) \) in the limit \( |x_2 - x_1| \to 0 \) the polynomial \( \Pi(x) \) can be approximated by a quadratic one,

\[
\Pi(x) = \Pi(x_a) + 12 x_a (x - x_a)^2 + O((x - x_a)^3) = \Pi(x_a) + 12 x_a (x - x_a)^2 + O((x - x_a)^3),
\]

(58)

where \( x_a = -\sqrt{\frac{g_2}{g_3}} \) is the \( x \)-coordinate of the local maximum of \( \Pi(x) \) satisfying \( x_1 < x_a < x_2 \) and \( \Pi'(x_a) = 0 \). From the analogy with the harmonic oscillator problem, namely

\[
\ddot{x} = \Pi(x) \approx \Pi(x_a) + 12 x_a (x - x_a)^2 = 2 (E - V(x)) = 2 \left( E - \frac{\omega^2}{2} (x - x_a)^2 \right),
\]

(59)

we obtain in the limit case a harmonic oscillation of \( x(t) \) with the period

\[
\lim_{x_1 \to x_2} \frac{T}{\omega} = \frac{2\pi}{\omega} = \frac{2\pi}{\sqrt{12|x_a|}}.
\]

(60)

Although we have derived the solution of the form (55) under the assumption \( \dot{x} > 0 \) it turns out that (55) can be extended to all real values of \( t \) and will be a periodic function with period \( T \), see Figure 2 for an example.

Upon re-substituting (44), (45), and (46) we obtain for the time dependence of the scalar products of the spin vectors:

\[
u(t) = \frac{1}{g} (\varphi (t + t_0; g_2, g_3) - x_0),
\]

(61)

\[
v(t) = \frac{1}{g(J_2 - J_3)} ((J_3 - J_1) \varphi (t + t_0; g_2, g_3) - J_3 (g\sigma + x_0) + g\varepsilon + J_1 x_0),
\]

(62)

\[
w(t) = \frac{1}{g(J_2 - J_3)} ((J_1 - J_2) \varphi (t + t_0; g_2, g_3) + J_2 (g\sigma + x_0) - g\varepsilon - J_1 x_0).
\]

(63)
By inserting these functions into $\delta(t) = \pm \sqrt{1 - u^2(t) - v^2(t) - w^2(t) + 2 u(t) v(t) w(t)}$ and choosing the sign $\pm$ such that $t \mapsto \delta(t)$ will be a smooth function satisfying (13) we can lift the solution (55) to a solution of (40-43) for all $t \in \mathbb{R}$, see Figure 3 for a two-dimensional projection.

FIG. 3: Plot of the time evolution of the spin configuration $s(t)$ projected onto the plane with coordinates $(x, \delta = \det(s))$ for the example of Appendix B 6. This orbit is traversed in a clockwise direction, since $\dot{x} > 0$ for positive $\det(s)$. The arrows correspond to velocities $(\frac{d}{dt}x, \frac{d}{dt}\det(s))$ calculated according to (50) and (43). The shown orbit is the closed part of the elliptic curve $\delta^2 = \Pi(x)$.

B. Time evolution of the external degrees of freedom

Recall that the total spin vector $S(t)$ is a constant of motion with length $S = \sqrt{3 + 2\sigma}$. To simplify the presentation we will, only for this subsection, choose the coordinate system in spin space in such a way that

$$S(t) = S_0 := \begin{pmatrix} 0 \\ 0 \\ \sqrt{3 + 2\sigma} \end{pmatrix}, \quad \text{for all } t \in \mathbb{R}. \quad (64)$$

We will define a “standard configuration” $r(u, v, w, \delta) = (r_1, r_2, r_3) \in \mathcal{P}$ that realizes the internal degrees of freedom $(u, v, w, \delta)$ such that $R := r_1 + r_2 + r_3 = S_0$, as can be verified by a straightforward calculation.

$$r_1 = \begin{pmatrix} 2(u+1)-(v+w)^2 \\ 3+2(u+v+w) \\ 0 \\ v+w+1 \end{pmatrix}, \quad \sqrt{3+2(u+v+w)}$$

$$\sqrt{3+2(u+v+w)}$$
and further

\[ \mathbf{r}_2 = \left( \begin{array}{c} \frac{w(u+v+1)-(u+1)(v+1)+w^2}{\sqrt{2(u+1)-(v+w)^2)(3+2(u+v+w))}} \\ \frac{\sqrt{2(u+1)-(v+w)^2}}{u+w+1} \\ \frac{1}{\sqrt{3+2(u+v+w)}} \end{array} \right), \]  

(66)

\[ \mathbf{r}_3 = \left( \begin{array}{c} \frac{v(u+w+1)-(w+1)(u+1)+v^2}{\sqrt{2(u+1)-(v+w)^2)(3+2(u+v+w))}} \\ \frac{-\sqrt{2(u+1)-(v+w)^2}}{u+v+1} \\ \frac{1}{\sqrt{3+2(u+v+w)}} \end{array} \right). \]  

(67)

For the details of the domain of definition of the \( \mathbf{r}_\mu, \mu = 1, 2, 3 \), see Appendix B.4.

The time-dependent spin configuration \( r(t) \) is obtained by substituting \((u(t), v(t), w(t), \delta(t))\) according to (61-63) for \((u, v, w, \delta)\). In general, \( r(t) \) will not solve the equations of motion (19 - 21), but \( r(t) \) is not the only spin configuration compatible with \((u(t), v(t), w(t), \delta(t))\). Note that

\[ s(t) = Z(t) r(t), \]  

(68)

where \( Z(t) \) is a smooth family of rotations, realizes the same internal degrees of freedom as \( r(t) \). Hence we will seek for a differential equation for \( Z(t) \) which implies that \( s(t) \) solves (19 - 21). First, note that \( \det s(t) = \delta(t) = \det r(t) \) implies \( \det Z(t) = 1 \), and hence \( Z(t) \in SO(3) \). Second, since \( \mathbf{R}(t) = \mathbf{S}(t) = \mathbf{S}_0 \) the rotation \( Z(t) \) must leave \( \mathbf{S}_0 \) invariant and hence \( Z(t) \in \mathcal{R}(\mathbf{S}_0, \alpha(t)) \) for some smooth function \( t \mapsto \alpha(t) \), i. e.,

\[ Z(t) = \begin{pmatrix} \cos \alpha(t) & -\sin \alpha(t) & 0 \\ \sin \alpha(t) & \cos \alpha(t) & 0 \\ 0 & 0 & 1 \end{pmatrix}. \]  

(69)

The choice of the coordinate system leading to (61) leaves the freedom of a fixed rotation about the 3-axis. This freedom can be used to achieve the initial value

\[ r(0) = s(0), \]  

(70)

and hence \( Z(0) = \mathbf{1} \). (69) implies

\[ \frac{d}{dt} Z(t) = \Omega(t) Z(t) = Z(t) \Omega(t), \]  

(71)

where \( \Omega(t) \) is the anti-symmetric “angular velocity matrix”

\[ \Omega(t) = \dot{\alpha}(t) \begin{pmatrix} 0 & -1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}. \]  

(72)

Hence

\[ s \overset{\text{(68)}}{=} Z r + Z \dot{r} \overset{(71)}{=} Z (\Omega + \dot{r}) , \]  

(73)

and further

\[ s - \mathcal{J}(s) \overset{(73,68)}{=} Z (\Omega + \dot{r}) - \mathcal{J}(Z \dot{r}) \overset{(24)}{=} Z (\Omega + \dot{r} - \mathcal{J}(r)) . \]  

(74)

Thus the equation of motion \( 0 = \dot{s} - \mathcal{J}(s) \) is equivalent to

\[ 0 = \Omega r + \dot{r} - \mathcal{J}(r) , \]  

(75)

which is the differential equation for \( Z(t) \) we were looking for. In the case of an invertible \( r \) the solution of (73) is given by

\[ \Omega(t) = (\mathcal{J}(r(t)) - \dot{r}(t)) r^{-1}(t) , \]  

(76)
and can be extended to $t$ being an integer multiple of $\frac{T}{2}$, where $r(t)$ is co-planar and hence not invertible, by means of continuity, see Appendix C for the details. The rotation matrix $Z(t)$ is then given by an integral over $t$: Taking into account the form of $\Omega(t)$ according to (72) we obtain

$$\alpha(t) = \int_0^t \dot{\alpha}(t') \, dt' = \int_0^t \left((J(r(t')) - \dot{r}(t')) \, r(t')^{-1}\right)_{2,1} \, dt' ,$$

where the initial value $\alpha(0) = 0$ follows from (70). Eq. (74) yields $Z(t)$ and, finally, $s(t) = Z(t) \, r(t)$ satisfying (18)- (21) for all $t \in \mathbb{R}$.

The dependence on the special coordinate system leading to (64) can be removed by replacing $r(t)$ by $\bar{r}(t) := R \, r(t)$, where $R$ is an arbitrary fixed rotation $R \in SO(3)$. Then the corresponding solution for the spin configuration $s(t)$ can be written as

$$s(t) = R \, (S, \alpha(t)) \, \bar{r}(t) ,$$

without using the auxiliary coordinate system introduced in this Section.

For later use in Appendix C we note the following additivity property:

$$\alpha(t + T) = \alpha(t) + \alpha(T) \quad \text{for all } t \in \mathbb{R} .$$

The proof is straightforward since $\dot{\alpha}(t)$ is a $T$-periodic function according to (71).

This concludes the solution of the equation of motion for the spin triangle. An example comparing the semi-analytical solution with a numerical integration of (19)- (21) will be given in Appendix E.

IV. SUMMARY AND OUTLOOK

We have identified the classical spin triangle as a completely integrable mechanical system due to its 6-dimensional phase space $\mathcal{P}$ and three first integrals $H, S^2, S^{(3)}$ in involution. Moreover, we have explicitly calculated the time evolution that can be related to the equations of motion for the action-angle variables, see Appendix C.

Among all classical spin systems this is a rare case; mostly one has to resort to numerical integrations, see, e. g., (17). However, this special example gives us the possibility to understand the motion of three spins in more detail, although our physical intuition is rather focused on systems of particles with position and momentum. In addition to being completely integrable, the spin triangle has the pleasant property that its interior degrees of freedom $(u, v, w, \delta)$ evolve autonomously, i. e., independently of the remaining three exterior degrees. This fortunate circumstance is closely related to the fact that the Heisenberg Hamiltonian is bilinear and isotropic and implies that $\dot{u}, \dot{v}, \dot{w}$ will be linear functions of the triple product of the three spins, the latter being the square root of a cubic polynomial in $u, v, w$. Moreover, since the two constants of motion $H$ and $S^2$ are linear in $u, v, w$ all three internal variables can be written as linear function of a single variable $x$ satisfying the Weierstrass differential equation $\ddot{x} = 4x^3 - g_2x - g_3$. Thus the internal degrees of freedom perform a periodic oscillation analogous to the motion of a one-dimensional particle governed by $\ddot{x} = \frac{2}{m} (E - V(x))$. At the turning points of this oscillation, i. e., for $\dot{x} = 0$, the three-dimensional spin configuration degenerates into a co-planar one. This part of the time evolution can be visualized by the closed curve, see Figure 8.

The time evolution of the remaining three external degrees of freedom can be facilitated by considering the time-dependent standard configuration $\bar{r}(t)$, see (65)- (67), that correctly reproduces the total spin $\mathbf{S}$. Hence the solution of the equation of motion $s(t)$ differs from $r(t)$ only by a rotation $Z(t)$ about $\mathbf{S}$ and can be calculated in terms of an integral.

So far the exact time evolution has been obtained for a vanishing external magnetic field $\mathbf{B} = 0$. The latter can be included without further problems for the case of a time-varying field $\mathbf{B}(t) = B(t) \mathbf{e}$ with constant direction $\mathbf{e}$, see Appendix A. In the special case of periodically varying $B(t)$ there occur interesting overlaps with Floquet theory that can be already applied in the case of $\mathbf{B} = 0$, see Appendix B and will be further analyzed in the future. Another open problem is to extend the present work, which is confined entirely to classical mechanics, to classical statistical mechanics and to calculate quantities such as the specific heat, the susceptibility, and the autocorrelation function of spin for the general spin triangle, analogous to the calculations for the equilateral spin triangle in (18).
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Appendix A: Time evolution with an exterior magnetic field

For completeness we mention the well-known fact that the time evolution with a time-dependent exterior magnetic field \( B(t) = B(t) \mathbf{e} \) into a constant direction \( \mathbf{e} \) can be reduced to the equations of motion \([19, 21]\) in a straightforward way. The modified Hamiltonian will be (3) plus a Zeeman term

\[
H_B = \sum_{\mu < \nu} J_{\mu \nu} s_{\mu} \cdot s_{\nu} + B(t) \cdot \mathbf{S},
\]

which entails the modified equations of motion

\[
\dot{s}_1 = (J_2 s_3 + J_3 s_2 + B(t) \times s_1), \tag{A2}
\]
\[
\dot{s}_2 = (J_3 s_1 + J_1 s_3 + B(t) \times s_2), \tag{A3}
\]
\[
\dot{s}_3 = (J_1 s_2 + J_2 s_1 + B(t) \times s_3). \tag{A4}
\]

Let \( B(t) = B(t) \mathbf{e} \) be the anti-symmetric \( 3 \times 3 \)-matrix satisfying

\[
B(t) \cdot \mathbf{a} = B(t) \times \mathbf{a} \quad \text{for all} \quad \mathbf{a} \in \mathbb{R}^3, \tag{A5}
\]

and \( R(t) \in SO(3) \) a time-dependent rotation satisfying the differential equation

\[
\dot{R}(t) = -B(t) R(t), \tag{A6}
\]

with initial condition \( R(0) = \mathbb{1} \). \( R(t) \) will be a rotation about the axis \( \mathbf{e} \) with an angle \( \beta(t) \) given by

\[
\beta(t) = -\int_0^t B(t') \, dt'. \tag{A7}
\]

Hence \( R(t) \mathbf{B} = \mathbf{B} \). Then the spin vectors \( s_\mu \), transformed into the rotating frame, i.e.,

\[
s'_\mu := R(t) s_\mu, \quad \text{for} \quad \mu = 1, 2, 3, \tag{A8}
\]

satisfy the original equations of motion

\[
\dot{s}'_\mu = R \dot{s}_\mu + \dot{R} s_\mu = R s'_\mu + \dot{R} s_\mu = \sum_{\nu} J_{\mu \nu} R (s_\nu \times s_\mu) + R (B \times s_\mu) - B R s_\mu \tag{A9}
\]

\[
= \sum_{\nu} J_{\mu \nu} s'_\nu \times s'_\mu + B \times s'_\mu - B s'_\mu \tag{A10}
\]

\[
= \sum_{\nu} J_{\mu \nu} s'_\nu \times s'_\mu, \tag{A11}
\]

without any magnetic field. In other words, the influence of an external magnetic field into the constant direction \( \mathbf{e} \) can be taken into account by a rotation about the axis \( \mathbf{e} \) with time-dependent angular velocity. Hence we will neglect this modification in what follows except for some remarks in Appendix C.

Appendix B: Geometry of spin configurations and time evolution

An important problem was left open in the first part of this paper, namely, whether the analysis in terms of Weierstrass elliptic function in section \([11\text{A}]\) completely covers the generic case. This problem is solved in this Appendix using a geometric approach. A second issue to be addressed is a more detailed analysis of the definition of the “standard configuration” \( r(u, v, w, \delta) \) and of the mean rotation \( \alpha(T) \) in section \([11\text{B}]\).
1. $\mathcal{P}$ as a symplectic manifold

Mathematically, a “phase space” of classical mechanics can be characterized as a “symplectic manifold”, see, e. g., [12, Ch. 8]. This means that it is a smooth manifold equipped with a symplectic form $\omega$, i. e., a non-degenerate closed 2-form. The most frequent case is the phase space as the cotangent bundle $T^*\mathcal{V}$ which carries a natural symplectic form and $\mathcal{V}$ being a “configuration manifold”. Our case of a compact phase space $\mathcal{P} = S^2 \times \cdots \times S^2$ describing $N$ classical spins is different. To define $\omega$ we may use the embedding $S^2 \subset \mathbb{R}^3$ and identify a vector field $U$ at the point $s \in \mathcal{P}$ with an $N$-tuple of 3-dimensional tangent vectors $U(s) = (U_1, \ldots, U_N)$ satisfying $U_\mu \cdot s_\mu = 0$ for $\mu = 1, \ldots, N$. Recall that a 2-form $\omega$ maps a pair of smooth vector fields $U, V$ onto a function $\omega(U, V) : \mathcal{P} \to \mathbb{R}$. Then the symplectic form $\omega$ can be defined by means of the usual scalar triple product as

$$\omega(U, V)(s) := \sum_\mu s_\mu \cdot (U_\mu \times V_\mu) .$$

Obviously, $\omega$ is invariant under global rotations, i. e., $\omega(RU, RV)(Rs) = \omega(U, V)(s)$ for all $R \in SO(3)$. In terms of the chart $(z_\mu, \phi_\mu)_{\mu=1,\ldots,N}$, defined by (2), the symplectic form $\omega$ has the Darboux representation of $\sum_\mu d\phi_\mu \wedge dz_\mu$ (a sum of surface elements) and hence this chart yields an example of “canonical coordinates”.

Recall that to every smooth “Hamilton” function $H : \mathcal{P} \to \mathbb{R}$ there belongs a “Hamiltonian vector field” $X$ satisfying

$$\omega(X, U) = dH(U)$$

for all vector fields $U$, see [4] or [19, Sect. 3.2]. $X$ is uniquely determined by (22) due to $\omega$ being non-degenerate. For the special case of the Heisenberg Hamiltonian (3) it will be shown that (22) is satisfied with the Hamiltonian vector field

$$X_\mu(s) = \sum_\nu J_{\mu \nu} s_\nu \times s_\mu, \quad \text{for} \quad \mu = 1, \ldots, N ,$$

(B3)

corresponding to the equations of motion (7). We state this result as

**Proposition 2** The Hamiltonian $H(s) = \sum_{\mu < \nu} J_{\mu \nu} s_\nu \cdot s_\mu$ gives rise to the Hamiltonian vector field (B3).

**Proof:** The corresponding calculation can be performed in the larger space $(\mathbb{R}^3)^N \supset \mathcal{P}$ if we only take into account that all considered vector fields are tangent to $\mathcal{P}$. First we obtain

$$dH(U)(s) = d \left( \sum_{\mu < \nu} J_{\mu \nu} s_\nu \cdot s_\mu \right)(U)(s) = \sum_{\mu \nu} J_{\mu \nu} s_\nu \cdot d(s_\mu)(U_\mu) = \sum_{\mu \nu} J_{\mu \nu} s_\nu \cdot U_\mu .$$

(B4)

Here we have used

$$d(s^i_\mu)(U_\mu) = d(s^i_\mu) \left( \sum_j U^j_\mu \frac{\partial}{\partial s_\mu^j} \right) = \sum_j U^j_\mu \delta_{ij} = U^i_\mu ,$$

(B5)

for $i = 1, 2, 3$ since $\left( \frac{\partial}{\partial s_\mu} \right)_{j=1,2,3}$ is a basis in the tangent space $T_{s_\mu} \mathbb{R}^3$ with dual basis $(d(s^i_\mu))_{i=1,2,3}$ in the dual tangent space $T^*_{s_\mu} \mathbb{R}^3$ for $\mu = 1, \ldots, N$. Further, we obtain

$$\omega(X, U)(s) = \sum_\mu s_\mu \cdot \left( \sum_\nu J_{\mu \nu} (s_\nu \times s_\mu) \times U_\mu \right)$$

(B6)

$$= \sum_{\mu \nu} J_{\mu \nu} s_\mu \cdot \left( s_\mu U_\mu \cdot s_\nu - s_\nu U_\nu \cdot s_\mu \right) = \sum_{\mu \nu} J_{\mu \nu} s_\mu \cdot U_\mu .$$

(B7)

Comparison of (B8) and (B3) proves that (B3) is the correct Hamiltonian vector field corresponding to the Heisenberg Hamiltonian (3). \hfill \Box
FIG. 4: Plot of the convex Gram set $G$ defined in (B12) with four singular extremal points $e_0, e_1, e_2, e_3$. Its six one-dimensional faces forming a tetrahedron are displayed as red lines. The black (dashed) line $L$, representing spin configurations where the two conserved quantities (29) and (30) assume definite values, intersects the boundary of $G$ at two points $G_1$ and $G_2$, see also Figure 8 for a two-dimensional section.

2. Polar decomposition and Gram set

A spin configuration $s = (s_1, s_2, s_3) \in \mathcal{P}$ can be visualized as a spherical triangle. It is characterized by its form and position. We define two configurations $s$ and $s'$ as congruent iff $s$ can be transformed into $s'$ by means of a 3-dimensional rotation/reflection, i.e., iff there exists an $R \in O(3)$ such that $s' = Rs$. Clearly, congruence is an equivalence relation and the form of $s$ is defined as its corresponding equivalence class.

To define the position of $s$ more precisely we consider the (right) polar decomposition of the real matrix $s$ of the form:

$$s = Rp,$$  

(B9)

where $R \in O(3)$ and $p$ is positively semi-definite, i.e., a symmetric $3 \times 3$-matrix with only non-negative eigenvalues, in symbols $p \geq 0$. $p$ is uniquely determined as the positively semi-definite square root of

$$G := s^T s = (p R^T) (R p) = p R^T R p = p^2.$$  

(B10)

In our case the three columns of $s$ are unit vectors and hence also the three columns of $p$ are so. This means that $p$ can be considered as another spin configuration that is congruent to $s$, i.e., as a uniquely defined representative of the equivalence class of $s$. Therefore, it is meaningful to define the rotation/reflection $R$ of the polar decomposition (B9) as the position of $s$. In general $R$ is not unique, but if $s$ is an invertible matrix, it is.

The matrix $G \geq 0$ defined in (B10) can be considered as the Gram matrix of the spin configuration $s$, sometimes also denoted as $G(s)$, see also [11, 20, 21]. It has the entries

$$G_{\mu \nu} = s_\mu \cdot s_\nu \quad \text{for } \mu, \nu = 1, 2, 3,$$  

(B11)
and hence $G_{\mu\mu} = 1$ for $\mu = 1, 2, 3$. Conversely, every real, symmetric, positively semi-definite $3 \times 3$-matrix $G$ with a unit diagonal is the Gram matrix of some spin configuration $s$ (choose, for example, $s = \sqrt{G}$). Since the Gram matrix $G$ is in $1:1$ relation to its square root $p$, it can also be taken as a representative of the form of $s$. The set $\mathcal{P}$ of spin configurations $s$ can be divided into three disjoint parts $\mathcal{P} = \mathcal{P}_1 \uplus \mathcal{P}_2 \uplus \mathcal{P}_3$ according to the matrix rank of $G$: There are three-dimensional configurations corresponding to rank $G = 3$, forming $\mathcal{P}_3$, co-planar configurations corresponding to rank $G = 2$, forming $\mathcal{P}_2$, and, finally, collinear configurations corresponding to rank $G = 1$, forming $\mathcal{P}_1$. These three cases correspond to $G$ having three positive eigenvalues, two positive and one zero eigenvalues, and one positive and two zero eigenvalues, resp. For later use, we define $\mathcal{P} := \mathcal{P}_2 \uplus \mathcal{P}_3$ as the phase space without collinear spin configurations. It is an open subset of $\mathcal{P}$. The neglect of the collinear configurations is all the more reasonable since we will show in Appendix D that they cannot be reached in finite times from the other points of $\mathcal{P}$, but, if at all, asymptotically in the limit $t \to \pm \infty$.

Let the Gram set $\mathcal{G}$ be the set of Gram matrices of three-dimensional spin configurations, i.e.,

$$\mathcal{G} := \left\{ G = \begin{pmatrix} 1 & w & v \\ w & 1 & u \\ v & u & 1 \end{pmatrix} \mid -1 \leq u, v, w \leq 1 \text{ and } \det(G) = 1 - u^2 - v^2 - w^2 + 2uvw \geq 0 \right\}. \quad (B12)$$

Note that all matrices $G \in \mathcal{G}$ are positively semi-definite by virtue of Sylvester’s criterion, namely that all principal minors of $G$ have to be non-negative: $\det G \geq 0$ by definition, and $G_{\mu\mu} = 1 \geq 0$ for $\mu = 1, 2, 3$. The determinant of the upper left $2 \times 2$-submatrix of $G$ is $1 - w^2 \geq 0$ and analogous for the two remaining principal minors.

Sometimes it will be convenient to view $\mathcal{G}$ as a subset of $\mathbb{R}^3$ in which case we will write $G \equiv (u, v, w)$. The map

$$\pi: \mathcal{P} \to \mathcal{G} \quad (B13)$$

will denote the natural projection defined by $\pi(s) := s^\top s = G(s)$. Note that

$$\det s = \pm \sqrt{1 - u^2 - v^2 - w^2 + 2uvw}, \quad (B14)$$

since

$$1 - u^2 - v^2 - w^2 + 2uvw = \det G(s) = \det(s^\top s) = (\det s)^2. \quad (B15)$$

$\mathcal{G}$ is a convex set, see Figure 4, that can be first divided into the interior $\overset{\circ}{\mathcal{G}}$, the open subset of $\mathcal{G}$ consisting of Gram matrices $G$ with $\det G > 0$ (or, equivalently, rank $G = 3$) and its boundary $\partial \mathcal{G}$ consisting of Gram matrices $G$ with $\det G = 0$. The boundary, in turn, consists of regular points forming a smooth surface and four singular points $e_n$, $n = 0, 1, 2, 3$, see Figure 4. The smooth surface satisfies the condition that its normal vector

$$\nabla \det G = 2 \begin{pmatrix} uw - u \\ uw - v \\ uv - w \end{pmatrix} \quad (B16)$$

is non-zero. Conversely, the equations $\nabla \det G = 0$ and $\det G = 0$ are only satisfied by the four Gram matrices with entries $(u, v, w)^\top$ of the form

$$e_0 \equiv \begin{pmatrix} 1 \\ 1 \\ 1 \end{pmatrix}, \quad e_1 \equiv \begin{pmatrix} 1 \\ -1 \\ -1 \end{pmatrix}, \quad e_2 \equiv \begin{pmatrix} -1 \\ 1 \\ -1 \end{pmatrix}, \quad e_3 \equiv \begin{pmatrix} -1 \\ -1 \\ 1 \end{pmatrix}. \quad (B17)$$

These singular extremal points correspond to the collinear configurations symbolized by

$$e_0 \simeq \uparrow \uparrow \uparrow, \quad e_1 \simeq \uparrow \uparrow \downarrow, \quad e_2 \simeq \uparrow \downarrow \uparrow, \quad e_3 \simeq \downarrow \uparrow \uparrow. \quad (B18)$$

The other four possible configurations ($\downarrow \downarrow \downarrow$, $\uparrow \downarrow \downarrow$, $\downarrow \uparrow \downarrow$, $\downarrow \downarrow \downarrow$) can be obtained from those in (B18) by rotations/reflections and hence have the same Gram matrix.

$\partial \mathcal{G}$ can alternatively be divided into one-dimensional faces and zero-dimensional ones, i.e., extremal points. Consider first the extremal points. They correspond to either co-planar spin configurations with rank $G = 2$ lying in the smooth part of $\partial \mathcal{G}$, but not on the one-dimensional faces, or to the four collinear spin configurations (B18) with rank $G = 1$. There are exactly six one-dimensional faces joining the four extremal points $e_n$, $n = 0, 1, 2, 3$ that form a tetrahedron, see Figure 4. The points in the interior of these one-dimensional faces correspond to those co-planar states and Gram matrices in the smooth part of $\partial \mathcal{G}$ that are characterized by possessing exactly two collinear spin vectors. If the third
spin vector is chosen parallel or anti-parallel to the two collinear ones we obtain the two endpoints \( \mathbf{e}_n, \mathbf{e}_m, n \neq m \), of the one-dimensional face.

Let us denote by \( \mathcal{G} \) the Gram set \( \mathcal{G} \) with the four singular extremal points removed. Then \( \mathcal{G} \) will become a **manifold with boundary**, consisting of a three-dimensional manifold \( \mathcal{G} \) and its boundary \( \partial \mathcal{G} \) forming a two-dimensional manifold.

The symmetry group of \( \mathcal{G} \) consists of linear transformations of the form \( G \mapsto R_i \, G \, R_i^\top, R_i \in O(3) \), that generate all permutations of \( \{ \mathbf{e}_n \mid n = 0, 1, 2, 3 \} \) and is hence isomorphic to the symmetric group \( S_4 \) consisting of \( 4! = 24 \) permutations or, equivalently, to the tetrahedral group. The tetrahedral symmetry is also evident from Figure 4. On the level of spin configurations this symmetry group is generated by permutations of three spins (corresponding to the above \( R_i \) chosen as permutation matrices) and local inversions \( s_\mu \mapsto -s_\mu \) (corresponding to the above \( R_i \) chosen as diagonal matrices with entries \( \pm 1 \)). This would give \( 3! \times 2^3 = 48 \) symmetry transformations, but due to the above-mentioned invariance of any Gram matrix under global inversions only 24 symmetries are left, see also [21].

3. Time evolution of Gram matrices

![Plot of the intersections](image)

**FIG. 5:** Plot of the intersections \( P_\sigma \cap \partial \mathcal{G} \), where \( \sigma = -3/2, -11/8, \ldots, 23/8, 3 \). These are closed smooth (green) curves, except for the values \( \sigma = -3/2 \) (green dot marked by \( f \)), \( \sigma = 3 \) (green dot marked by \( e_0 \)) and \( \sigma = -1 \) (red triangle joining \( e_1, e_2, e_3 \)). The planes \( P_\sigma \) represent sets of Gram matrices of spin configurations with the same conserved total spin length \( S = \sqrt{3 + 2\sigma} \). A two-dimensional section for the value \( \sigma = 0 \) (blue curve) is also shown in Figure 8.

We will reconsider the time evolution of the internal variables treated in Section III A in connection with the geometry of the Gram set. Geometrically, the equations (29) and (30) represent two planes \( P_z \) and \( P_\sigma \), resp., in \( \mathbb{R}^3 \).
The intersection $P_\sigma \cap G$ will be a two-dimensional convex set with interior points, except for the extremes $\sigma = 3$ and $\sigma = -\frac{3}{2}$, which have been excluded for the generic case by (33). In the latter two cases $P_\sigma \cap G$ will consist of a single point. In the cases $-\frac{3}{2} < \sigma < -1$ and $-1 < \sigma < 3$ the intersection $P_\sigma \cap G$ will be a strictly convex set with a smooth boundary, see Figure 5 and Figure 8 for the value $\sigma = 0$, whereas for $\sigma = -1$ the intersection $P_\sigma \cap G$ will be the equilateral triangle spanned by the three singular extremal points $e_n$, $n = 1, 2, 3$.

The intersection $P_\sigma \cap P_\tau$ will be a line $L$ parallel to the vector

$$n := \begin{pmatrix} 1 \\ 1 \\ 1 \end{pmatrix} \times \begin{pmatrix} J_1 \\ J_2 \\ J_3 \end{pmatrix} = \begin{pmatrix} J_3 - J_2 \\ J_1 - J_3 \\ J_2 - J_1 \end{pmatrix}.$$  \hspace{1cm} (B19)

Due to the exclusion of the case $J_1 = J_2 = J_3$ implied by (31) the case of parallel planes $P_\tau$, $P_\tau$ can be excluded and the line $L$ is well-defined. This line intersects the convex Gram set $G$ and thus the motion of $G(s)$ is confined to the set $L \cap G$. In the generic case, $L \cap G$ will be an interval bounded by two distinct points $G_1, G_2$ given by $L \cap \partial G = [G_1, G_2]$, see Figure 4 but such that neither $G_1$ nor $G_2$ will be a singular extremal point. The latter case will be separately treated in Appendix A. Note that condition (35) defining the the generic case excludes the cases where $\sigma$ and $\varepsilon$ are the constants of motion assumed by the three singular extremal points $e_n$, $n = 1, 2, 3$ and $e_0$ is already excluded by (32).

It follows that the time evolution of Gram matrices is confined to a closed interval $[x_1, x_2]$ of the variable $x$ defined in (40), such that the endpoints $x_1 < x_2$ correspond to the Gram matrices $G_1$ and $G_2$ (in suitable order) where $\delta = \det s$ vanishes and hence $\Pi(x_1) = \Pi(x_2) = 0$, see (51). Moreover, the case of a double zero $x_1$ or $x_2$ of $\Pi(x)$ is excluded for the generic case. This can be seen as follows.

In the case $L \cap \partial G = [G_1, G_2]$ where $G_1$ and $G_2$ are regular points of $\partial G$ the directional derivative

$$\gamma := n \cdot \nabla \det G$$  \hspace{1cm} (B20)

does not vanish at $G_1$ or $G_2$. This would only happen if $L$ were tangent to $\partial G$ and $L \cap \partial G$ would consist of a single point or of a one-dimensional face which is excluded here. The following calculation shows that $\gamma$ is proportional to $\frac{\partial \Pi(x)}{\partial x}$:

$$\gamma = n \cdot \nabla \det G = \left( n_1 \frac{\partial}{\partial u} + n_2 \frac{\partial}{\partial v} + n_3 \frac{\partial}{\partial w} \right) \det G$$  \hspace{1cm} (B21)

$$= \left( n_1 \frac{\partial}{\partial x} + n_2 \frac{\partial}{\partial y} + n_3 \frac{\partial}{\partial z} \right) \frac{\partial}{\partial x} \det G$$  \hspace{1cm} (B22)

$$= \left( J_3 - J_2 \right) g + \left( J_1 - J_3 \right) \frac{J_2 - J_3}{J_3 - J_1} g + \left( J_2 - J_1 \right) \frac{J_3 - J_2}{J_3 - J_1} g \frac{\partial}{\partial x} \det G$$  \hspace{1cm} (B23)

$$= 3 \left( J_3 - J_2 \right) \frac{\partial}{\partial x} \frac{\Pi(x)}{g^2 \left( J_3 - J_2 \right)^2}$$  \hspace{1cm} (B24)

$$= \frac{3}{g \left( J_3 - J_2 \right)} \frac{\partial \Pi(x)}{\partial x}.$$  \hspace{1cm} (B25)

Therefore, $\frac{\partial \Pi(x)}{\partial x}$ cannot vanish for $x = x_1$ or $x = x_2$ as it would for a double root. We will formulate this result as

**Proposition 3** *In the generic case defined by Definition 1 the polynomial $\Pi(x)$ has three real simple roots.*

Thus the analysis in terms of the Weierstrass elliptic function in Section III A completely covers the generic case.

In other possible “non-generic” cases $L \cap G$ would consist of a single point, necessarily lying in $\partial G$, or of a one-dimensional face of $G$ of the form $[e_n, e_m]$, $0 \leq n < m \leq 3$. In this Section we will only consider the generic case and defer the special cases to Appendix A.

We have remarked at various places that the three internal degrees of freedom $(u, v, w)$ represented by Gram matrices $G \in G$ evolve autonomously. As already mentioned in Section III A it would be more adequate to represent the internal degrees of freedom by the variables $(u, v, w, \delta)$ subject to the condition (27). This amounts to replacing the dotted Gram set $\tilde{G}$ by it “double” $G'$ defined as:

$$G' := \{(u, v, w, \delta) \in \mathbb{R}^4 \mid \delta^2 = 1 - (u^2 + v^2 + w^2)^2 + 2uvw \text{ and } -1 \leq u, v, w \leq 1, \text{ but not } |u| = |v| = |w| = 1\}.$$  \hspace{1cm} (B26)
Here we have excluded the singular extremal points by the condition that $|u| = |v| = |w| = 1$ must not hold. $G'$ is an open subset of a real algebraic variety characterized by the vanishing of the polynomial $P(u,v,w,\delta) = \delta^2 - 1 + u^2 + v^2 + w^2 - 2uvw$. It can be shown that $\nabla P \neq 0$ and hence $G'$ consists only of regular points and is a three-dimensional manifold. In the mathematical literature the above construction of $G'$ is known under the name “the double $D(M)$ of a manifold $M$ with boundary” and is proven to be a smooth manifold, see, e. g., [22, Example 9.32]. It consists of the union of two copies of $M$ glued together at their boundary $\partial M$. In our case the manifold with boundary is $M = \hat{G}$.

Recall that, in the generic case, the time evolution is an oscillation between the endpoints $G_1, G_2 \in G$ along an interval $L \cap \hat{G} = [G_1, G_2]$. Therefore, each point in the interior of $[G_1, G_2]$ is traversed in two directions, “forward” and “backward”, and the corresponding spin configurations differ by their orientation. Therefore, it appears more appropriate to represent the time evolution of the internal degrees of freedom by a cyclic motion in $L' \cap \hat{G}'$, where $L'$ represents the constraint due to the conservation laws $H(s) = \varepsilon$ and $H_1(s) = \sigma$. Figure 4 can be viewed as a projection of this cyclic motion and shows that there is no discontinuous reflection at $\partial \hat{G}$ but a smooth transition.

4. Time evolution of the position of $s$

We have used the (left) polar decomposition $s = Rp$ with $R \in O(3)$ and $p \geq 0$ in order to represent the form of a spin configuration by $p$ and its position by $R$. It follows that $\det s = \det R \det p = \pm \det p$ depending on whether $R$ is a reflection or a proper rotation. It will be convenient at this point to consider another, modified decomposition $s = R'p'$ defined such that $R' = R$ and $p' = p$ in the case $\det s \geq 0$ and $R' = -R$ and $p' = -p$ in the case $\det s < 0$. This entails that $R'$ is always a proper rotation, $R' \in SO(3)$, but $p'$ has either only non-negative eigenvalues or only non-positive ones. $p'$ will be said to represent the oriented form of $s$ and the equivalence relation “there exists an $R \in SO(3)$ such that $s' = Rs$” will be called the oriented congruence of $s$ and $s'$. In this case $s$ and $s'$ will be said to be congruent and equally oriented. Each Gram matrix $G(s)$ in the interior of the above-mentioned interval $[G_1, G_2]$ corresponds to two different oriented forms $\pm p$; for $x > 0$ we have $\det p' > 0$ and for $x < 0$ we have $\det p' < 0$ with vanishing $\det p'$ at the points $G_1$ and $G_2$. This means that we can describe the motion of $s(t)$ as following a closed curve $\hat{C}_1$ if projected onto the plane with coordinates $(x, \det(s))$, see Figure 3.

Let us formalize these considerations to some extent. Recall that $\hat{P}$ denotes the phase space with collinear spin configurations removed and consider

$$\pi' : \hat{P} \to \hat{P}/SO(3) \cong G' \quad (B27)$$

the projection of the phase space onto the set of equivalence classes w. r. t. oriented congruence, or, what is the same, onto the set of orbits of the left action of $SO(3)$ on spin configurations. These orbits can be represented by symmetric spin configuration $p' = \pm \sqrt{G}$, $G \in G$, that have to be identified if $G \in \partial G$. The latter follows from the fact that for coplanar spin configurations, corresponding to rank $G = 2$ (rank $G = 1$ has been excluded), the two configurations $+\sqrt{G}$ and $-\sqrt{G}$ can be mapped onto each other by a proper rotation $R \in SO(3)$ and are hence congruent and equally oriented. Equivalently, the equivalence classes can be represented by points of $G'$, the double of $G$, see [B24]. In fact, each point $(u,v,w,\delta) \in G'$ determines a class of congruent spin configurations via $(u,v,w)$, and, in the case of three-dimensional configurations $s$, the sign of $\delta$ also determines the subclass of congruent spin configurations with the same orientation.

Moreover, it follows that the fibers of the projection [B27] are $1 : 1$ copies of $SO(3)$. In the case of three-dimensional spin configurations this is obvious. But also for two congruent coplanar configurations $s$ and $s' = Rs$ the rotation $R \in SO(3)$ will be uniquely determined. (This would no longer be true if we consider reflections $R$ or collinear configurations $s$.) Consequently, it is plausible that the left action $s \mapsto Rs$ of $SO(3)$ on $\hat{P}$ makes $\hat{P}$ a principal fiber bundle with projection [B27] onto the base space $G'$. However, we will not go into the details of this concept, see, e. g., [23, Chapter III.10].

Next recall the standard spin configuration $r(u,v,w,\delta) = (r_1, r_2, r_3)$ with Gram matrix $G(r) = (u,v,w)$ defined in (63) such that $R := r_1 + r_2 + r_3 = S_0$.

We will determine the domain $G''$ where (63) is well-defined. This includes the cases where all square roots have non-negative arguments or positive arguments if they occur in the denominator and possibly an extension by means of continuity. The first condition is $S^2 = 3 + 2(u + v + w) > 0$ and hence the point $f$ with coordinates $u = v = w = -\frac{1}{2}$ has to be excluded. At this point some matrix entries of $r(u,v,w,\delta)$ are of the form $\frac{0}{0}$, but such that their limit depends on the direction in which one approaches $f$.

Next consider the argument $2(u + 1) - (v + w)^2$. Here we have the preliminary result:
FIG. 6: Plot of the intersection of the plane given by \( v = w \) (dashed black lines) and the Gram set \( G \). The boundary of this intersection is given by the (blue) line \( u = 1, v = w \) and the (blue) parabola \( u = 2v^2 - 1 \), the latter defining a set of critical points for the definition of (65 - 67) and (76). We have further displayed the cases \( \sigma = 0 \) (green curve) with one critical point and \( \sigma = -4/3 \) (red curve) with two critical points. These two cases also appear in Figure 7.

Proposition 4 If \( \delta > 0 \) or \( v \neq w \) then

\[
2(1 + u) - (v + w)^2 > 0 .
\]

Proof: The value \( u = -1 \) is only assumed by the singular extremal point \( e_2 \) and hence can be excluded. So we can assume \( u + 1 > 0 \). Then, according to the assumptions,

\[
0 < 2 \delta^2 + (v - w)^2(u + 1) = 2 - 2(u^2 + v^2 + w^2) + 4uvw + (v^2 + w^2 - 2vw)(u + 1) = 2 - v^2 - w^2 - 2u^2 - 2vw + uv^2 + uw^2 + 2uvw = 2(1 + u)(1 - u) - (v + w)^2 + u(v + w)^2 = \left(2(1 + u) - (v + w)^2\right)(1 - u). \]

This implies \( u < 1 \) and \( 2(1 + u) - (v + w)^2 > 0 \). \hfill \Box

Hence \( r(u, v, w, \delta) \) is well-defined in the case of Proposition 4 and we are left with the extension of \( r \) to the “critical points” with \( \delta = 0 \) and \( v = w \). The plane given by \( v = w \) intersects the Gram set \( G \) at a two-dimensional convex set bounded by the interval \([e_0, e_1]\) and satisfying \( u = 1 \) and the parabola \( u = 2v^2 - 1 \), see Figure 8. If \( G \) is a point in the interior of \([e_0, e_1]\), satisfying \(-1 < v = w < 1\), then \( 2(1 + u) - (v + w)^2 = 4(1 - v^2) > 0 \) and \( r \) is well-defined at the corresponding point \((u = 1, v, w = v, \delta = 0)\).
In the remaining case $\delta = 0$, $G_1 \equiv (u = 2v^2 - 1, v, v)$ and $-1 < v < 1$ we obtain terms of the form $\frac{1}{T}$ in $r(u, v, w, \delta) = r(u, v, w, \delta)_{2,3}$ and will determine their limit by means of l’Hôpital’s rule when approaching $G_1$ from the interior of the interval $[G_1, G_2]$. We write $x = x_2 + \xi$ (assuming without loss of generality that $G_1$ corresponds to $x_2$), express $\delta$ as well as $\sqrt{2(u + 1) - (v + w)^2}$ in terms of $x$, and expand numerator and denominator w. r. t. $\xi$. After some calculations we obtain for this case
\[
\lim_{\xi \to 0} \frac{\delta}{\sqrt{2(u + 1) - (v + w)^2}} = \sqrt{1 - v^2} > 0.
\] (B34)

The same limit is assumed it we approach $G_1$ from both sides of the curve $P_\gamma \cap \partial G$.

Summarizing, the domain of definition $G''$ of the map $r$ can be chosen as $G'$, but with the point $f \equiv (u, v, w, \delta) = (-\frac{1}{2}, -\frac{1}{2}, -\frac{1}{2}, 0)$ removed. We thus obtain a smooth local section $r : G'' \to \hat{P}$ of the projection (B27), i. e., satisfying $\pi' r = \text{Id } G''$, that cannot be extended to the whole space $G'$. This can be understood by means of the following

**Proposition 5** There do not exist global sections $\hat{r} : G' \to \hat{P}$ of the projection (B27), i. e., the principal fiber bundle $\hat{P}$ is not globally trivial.

**Proof.** A globally trivial principal fiber bundle $\hat{P} \cong G' \times SO(3)$ would possess a non-trivial fundamental group $\pi_1(\hat{P}) \cong \pi_1(G') \times \pi_1(SO(3))$ since $\pi_1(SO(3)) = \mathbb{Z}_2$, see, e. g., [24, Prop. 13.10]. This would contradict the finding of $\pi_1(\hat{P})$ being trivial, i. e., that every loop in $\hat{P}$ can be continuously deformed to a point. The latter can be seen as follows. For every loop $\lambda \mapsto s(\lambda) \in \hat{P}$ there exists a $\lambda_0$ and two spin vectors, say, $s_1$ and $s_2$, such that $(s_1(\lambda_0), s_2(\lambda_0))$ will be coplanar. By continuity, this also holds for a small interval $I = (\lambda_0 - \epsilon, \lambda_0 + \epsilon)$. For $\lambda \in I$ the loop described by $s_1(\lambda)$ can be continuously deformed to a point, such that the total deformed configuration $\tilde{s}(\lambda)$ will never be collinear. By repeating the procedure the analogous deformation of $\tilde{s}_2(\lambda)$ and $\tilde{s}_1(\lambda)$ to a point can be achieved. \(\square\)

Finally, we reconsider (77). Another way to write the solution (77) starts from a Fourier series representation of the $T$-periodic function $\dot{\alpha}(t)$ of the form
\[
\dot{\alpha}(t) = \sum_{n \in \mathbb{Z}} a_n \exp \left( \frac{2\pi i \text{nt}}{T} \right),
\] (B35)
which yields, by termwise integration, and taking into account the initial value $\alpha(0) = 0$:
\[
\alpha(t) = a_0 t + \sum_{n \neq 0} a_n \frac{T}{2\pi i n} \left( \exp \left( \frac{2\pi i \text{nt}}{T} \right) - 1 \right).
\] (B36)

For $t = T$ the terms of the series in (B36) vanish and we obtain
\[
\alpha(T) = a_0 T.
\] (B37)

Eq. (B35), written in the form $\dot{r} = J(r) - \Omega r$, can be interpreted as an equation of motion for the spin configuration $r(t)$ under the additional influence of a $T$-periodic magnetic field $B(t)$ of the form
\[
B(t) = \begin{pmatrix}
0 \\
0 \\
-\dot{\alpha}(t)
\end{pmatrix}.
\] (B38)

The configuration $r(t)$ obtained by substituting $(u(t), v(t))$ into (B35) is a special $T$-periodic solution of this extended equation of motion. Hence the transformation $r(t) \mapsto s(t) = Z(t) r(t)$ can be understood as a time-dependent rotation compensating for the influence of the magnetic field (B38), analogous to the considerations in Appendix A

5. Detailed definition of the averaged rotation

For the definition of the action-angle variables in Appendix C it will be necessary to consider some details of the “averaged rotation” of the spin vectors $s_\mu$ about the total spin $S$ with angular velocity $\Omega(T)$. Recall that $\alpha(t)$ was obtained as the $t$-integral over $\dot{\alpha}(t)$. In the definition of $\hat{\alpha}(t) = \Omega_{2,1}(t)$, see (77), it is required that $r = r(u, v, w, \delta)$ is invertible and hence this definition fails for $\delta = \det r = 0$ if taken at face value. Thus we will try to extend the
FIG. 7: Plot of the limiting values of $\Omega_{2,1}$ as a function of $u$ (upper panels) evaluated along the curves $P_\sigma \cap \partial G$ (lower panels). The left panels correspond to the value of $\sigma = -\frac{4}{3}$ where two critical points occur for minimal and maximal $u$. The right panels corresponds to the value of $\sigma = 0$ where only one critical point occurs for minimal $u$. $\Omega_{2,1}$ diverges to $\pm \infty$ at the critical points with different signs depending on whether the critical points are approached from above (dark yellow curves) or from below (blue curves). For the position of the selected critical points on the Gram set see also Figure 6.

definition (76) of $\Omega$ by means of continuity. This can be achieved by cancelling the factor $\delta$ before taking the limit $\delta \to 0$. In fact, it turns out that, with some exceptions to be considered below, only the second column of the matrix $r^{-1}$ diverges for $\delta \to 0$. Since we are looking for $\dot{\alpha}(t) = \Omega_{2,1}(t)$ it suffices to calculate the second row of $J(r) - \dot{\mathbf{r}}$ and the first column of $r^{-1}$ in the limit $\delta \to 0$ which is assumed for integer multiples of $t = \frac{1}{\mathbf{r}}$.

First, we split $\Omega_{2,1}(t)$ into two terms $\Omega_{2,1}^{(c)}(t)$ and $\Omega_{2,1}^{(d)}(t)$ according to

$$\Omega_{2,1}^{(c)}(t) = \sum_i (J(r) - \dot{r})_{2,i} r_{i,1}^{-1}, \quad \Omega_{2,1}^{(d)}(t) = -\sum_i \dot{r}_{2,i} r_{i,1}^{-1},$$

and write $r_{2,i}$ as a function of $u$ and $\delta$ along the line $L$ defined by $H(s) = \varepsilon$ and $H_1(s) = \sigma$. Hence the $t$-derivative of $r_{2,i}$ leads to the sum of two terms proportional to $\dot{u} = (J_3 - J_2) \delta$ and $\dot{\delta}$, resp. The first term vanishes in the limit $\delta \to 0$. The second term only occurs in $\dot{r}_{2,2} = -\dot{r}_{2,3} \sim \dot{\delta}$ and does not contribute to $\Omega_{2,1}^{(d)}(t)$ since $r_{2,1}^{-1}(t) = r_{3,1}^{-1}(t)$ for all $t \in \mathbb{R}$. 
So we only need to consider the first term $\Omega_{2,1}^{(c)}(t)$ and, after some calculations, will write it as a function of $u, v, \sigma$:

$$\Omega_{2,1}^{(c)} = \frac{\sqrt{2\sigma + 3} \left( J_3 \left( \sigma^2 - \sigma (2u + v) + u (u + v - 1) - 1 \right) - J_2 (uv + u - \sigma v + 1) \right)}{\sigma^2 + u^2 - 2(\sigma + 1)u - 2}. \quad (B42)$$

Along the line $L$ we obtain

$$\Omega_{2,1}^{(c)} = \frac{\sqrt{2\sigma + 3} \left( (J_2 + J_3) (u + 1) - (u - \sigma) (J_1 u - \epsilon) \right)}{2(u + 1) - (u - \sigma)^2}. \quad (B43)$$

If $2(u + 1) - (u - \sigma)^2 \neq 0$ for all $u(t)$ the limit of this expression exists for $t \to \frac{n\pi}{2}, \ n \in \mathbb{Z}$, and $\alpha(t)$ is well-defined for all $t \in \mathbb{R}$.

Hence the case $2(u + 1) - (u - \sigma)^2 = 0$ for some $u = u(t)$ is left. According to Proposition 3 this case only occurs for $\delta = 0$ and $v = w$. It leads to two one-parameter families of critical points in $\partial \mathcal{G}$ with coordinates

$$u = u^{(1)}_c(\sigma) = 1 + \sigma - \sqrt{3 + 2\sigma}, \quad v = v^{(1)}_c(\sigma) = \frac{1}{2} \left( \sqrt{3 + 2\sigma} - 1 \right), \quad \text{for } \sigma \in \left[ -\frac{3}{2}, -1 \right]. \quad (B44)$$

$$u = u^{(2)}_c(\sigma) = 1 + \sigma + \sqrt{3 + 2\sigma}, \quad v = v^{(2)}_c(\sigma) = \frac{1}{2} \left( -\sqrt{3 + 2\sigma} - 1 \right), \quad \text{for } \sigma \in \left[ -\frac{3}{2}, -1 \right]. \quad (B45)$$

The corresponding values of the critical energies are

$$\epsilon^{(1)}_c(\sigma) = \frac{J_2 + J_3}{2} \left( \sqrt{3 + 2\sigma} - 1 \right) + J_1 \left( 1 + \sigma - \sqrt{3 + 2\sigma} \right), \quad \text{for } \sigma \in \left[ -\frac{3}{2}, -1 \right]. \quad (B46)$$

$$\epsilon^{(2)}_c(\sigma) = -\frac{J_2 + J_1}{2} \left( \sqrt{3 + 2\sigma} + 1 \right) + J_1 \left( 1 + \sigma + \sqrt{3 + 2\sigma} \right), \quad \text{for } \sigma \in \left[ -\frac{3}{2}, -1 \right]. \quad (B47)$$

These are the exceptions referred to at the beginning of the Section. It can be shown that $\Omega_{2,1}^{(c)}$ diverges to $\pm \infty$ if the critical points are approached along the curve $P_{\sigma} \cap \partial \mathcal{G}$, and moreover, the sign of the diverging values depend on whether the critical points are approached from above or from below, see Figure 7. This result is verified by a series expansion of $\Omega_{2,1}^{(c)}$ at the critical point which will not be given here but shows that the divergence is of the form $\pm (u - u_c)^{-1/2}$. Curiously, $\Omega_{2,1}^{(c)}$ has a finite limit at the critical points as one approaches the critical point along line $L$, but this does not change its singular behavior.

We now turn to the definition of $\alpha(T)$. According to the equation $s(t) = R(S, \alpha(t)) \ r(t)$ the angle $\alpha(t)$ is only defined modulo $2\pi$. The integral representation (77) of $\alpha(t)$ yields a choice that is locally a smooth function of $\varepsilon$ (for fixed $\sigma$). The above discussion, however, shows that the integral representation of $\alpha(T)$ could lead to a jump of the values of $\alpha(T)$ obtained from approaching the critical points from below or above. Numerical examples show a jump of exactly $2\pi$ and consequently $\alpha(T)$ can be chosen as a smooth function of $\varepsilon$ after adding a suitable integer multiple of $2\pi$ if the energy $\varepsilon$ crosses the critical energy $\varepsilon^{(1)}_c$ or $\varepsilon^{(2)}_c$ given by (B46), resp. (B47).

In order to give a more rigorous justification of the smooth dependence of $\varepsilon \mapsto \alpha(T)$ we recall that for any two congruent coplanar configurations $s$ and $s'$ the rotation $R \in SO(3)$ such that $s' = Rs$ is uniquely determined. Moreover, $R$ depends smoothly on $(s, s')$. Let $\lambda \mapsto (u(\lambda), v(\lambda))$ be a smooth parametrization of the curve $P_{\sigma} \cap \partial \mathcal{G}$ in the neighbourhood of a critical point $(u_c, v_c)$. For example, one could choose $\lambda = \varepsilon$. Let $s_{\lambda} = s(0) = r(0) = r(u(\lambda), v(\lambda), w = \sigma - u(\lambda) - v(\lambda), \delta = 0)$ be the initial value of a time evolution and $s_{\lambda}^T = s(T)$ the final value after one period $T$. Consider $s(T) = R(S, \alpha(T, \lambda)) \ r(T)$ and note that $r(0) = r(T)$. Hence, according to what has been said, $\alpha(T, \lambda)$ will depend smoothly on $\lambda$ (after adding a suitable integer multiple of $2\pi$ if necessary), even at a critical point is passed.

6. Example

The results of the Sections IIIA and IIIB will be illustrated by an example. In order to keep the expressions as simple as possible we will choose the parameters of the example in the following particular way, but without restricting
FIG. 8: Plot of the intersection $G_0$ of the plane given by $u + v + w = \sigma = 0$ with the Gram set $G$. We have chosen the two Gram matrices $G_1$ and $G_2$ according to (B51, B52) at the boundary of $G$ that lie on the (red, dotted) line given by $J_1u + J_2v + J_3(-u - v)) = \varepsilon = \sqrt{2}/4$. The corresponding coupling constants $J_1, J_2, J_3$ are given in (B48). The energies $\varepsilon$ of Gram matrices in $G_0$ lie between the extremal values $\varepsilon_1 \approx -1.47328$ and $\varepsilon_2 \approx 1.23498$ corresponding to the two tangents of $G_0$ indicated by red lines.

the solution to a special case:

\[
J_1 = -\frac{1}{2}, \quad J_2 = \frac{1}{2} + \frac{\sqrt{2}}{2}, \quad J_3 = \frac{\sqrt{2}}{2},
\]

\[
\sigma = u + v + w = 0,
\]

\[
\varepsilon = J_1u + J_2v + J_3w = \frac{\sqrt{2}}{4}.
\]  

In the plane $P_\sigma$ given by (B49) the equation (B50) defines a line $L$ that intersects $\partial G$ in the two points $G_1$ and $G_2$ with the coordinates $(u, v, w)$ according to

\[
G_1 \doteq \left( -\frac{1}{2}, -\frac{1}{2}, 1 \right)
\]

\[
G_2 \doteq \left( 0, \frac{1}{\sqrt{2}}, -\frac{1}{\sqrt{2}} \right),
\]

see Figure. The parameters $g$ and $x_0$ defined in (52) and (53) assume the special values

\[
g = \frac{1}{8} \left( -4 - 3\sqrt{2} \right) \approx -1.03033,
\]
FIG. 9: Plot of the solution $s_{i,\mu}(t)$, $i, \mu = 1, 2, 3$, of the equations of motion \[tag{19-21}\] for the example of this Section and for a full period $0 \leq t \leq T$. The red curves are obtained by a (semi-)analytical solution and the blue, dashed ones by numerical integration. We note a perfect agreement.

and

$$x_0 = \frac{1}{48} \left(-14 - 9\sqrt{2}\right) \approx -0.556832,$$  \hspace{1cm} (B54)

resulting in the special form of the polynomial \[tag{51}\]

$$\Pi(x) = \frac{1}{6912} (24x + 1) \left(48x(24x - 1) - 135\sqrt{2} - 193\right) = 4x^3 + \left(\frac{-4680 - 3240\sqrt{2}}{6912}\right)x + \frac{-193 - 135\sqrt{2}}{6912}. \hspace{1cm} (B55)$$

From this the parameters $g_2$ and $g_3$ can be read off. The zeroes of $\Pi(x)$ are

$$x_1 = \frac{1}{48} \left(-14 - 9\sqrt{2}\right) \approx -0.556832,$$  \hspace{1cm} (B56)

$$x_2 = -\frac{1}{24} \approx -0.0416666,$$  \hspace{1cm} (B57)

$$x_3 = \frac{1}{48} \left(16 + 9\sqrt{2}\right) \approx 0.598498,$$  \hspace{1cm} (B58)

see Figure \[tag{1}\] This implies the following values of the period $T$, see \[tag{56}\], and $t_0$, see \[tag{57}\]:

$$T = 4\sqrt{\frac{2}{7} \left(5 - 3\sqrt{2}\right) K \left(\frac{1}{14} \left(2 + 3\sqrt{2}\right)\right)} \approx 3.3693,$$  \hspace{1cm} (B59)

and

$$t_0 = 2i \sqrt{\frac{2}{7} \left(5 - 3\sqrt{2}\right) K \left(-\frac{3}{14} \left(-4 + \sqrt{2}\right)\right)} \approx 1.77031i.$$  \hspace{1cm} (B60)
Using these data we can analytically determine the angular velocity \( \dot{\alpha}(t) \) according to (72) and (76), but the integral (77) could only be calculated numerically.

For the numerical integration of the equations of motion (19 - 21) we have to use an initial value corresponding to the spin configuration (65 - 67) evaluated at, e.g., \( t = \frac{T}{4} \). Initial values at \( t = 0 \) or \( t = \frac{T}{2} \) would not work since the time derivative of \( r(t) \) vanishes here. Nevertheless, it is possible to compare the (semi-)analytical solution of \( s(t) \) with the numerical one, see Figure 6 and to confirm our approach for the chosen example.

Appendix C: Action-angle variables

![Diagram showing the basic cycle and closed orbits](image)

**FIG. 10:** Plot of the basic cycle \( C_1 \) generated by \( \tilde{F}_1 \) according to (C17) for the example of Section 6.6. We show the three closed orbits (blue, green, yellow curves) traversed by the spins \( s_i(t) \), \( i = 1, 2, 3 \), resp., and have indicated the direction of the motion by choosing different plot styles for \( 0 \leq t \leq T/3 \) (solid), \( T/3 \leq t \leq 2T/3 \) (dashed), and \( 2T/3 \leq t \leq T \) (dotted). The curves have been calculated by numerically solving the equations of motion with a Hamiltonian \( \tilde{H} = H + 0.0903971 S \).

In this Section we will construct the action-angle variables of the spin triangle in the generic case, see Definition 4. It will be sometimes helpful to check the following equations in terms of their physical dimensions and specifically to note the identity “action=energy × time”. Here, the physical dimension of spin must be reintroduced as “action”, in
FIG. 11: Plot of the action variable \( I_1(\varepsilon) \) for the coupling constants of the example of Section B 6, constant \( \sigma = 0 \) and varying energy \( \varepsilon \in (\varepsilon_1, \varepsilon_2) \), see Figure 8. The calculation has been performed numerically (blue dots) and interpolated (red curve). Exact limiting values are \( I_1(\varepsilon_1) = 0 \) and \( I_1(\varepsilon_2) = \varepsilon_1 = 3 - \sqrt{3} = 1.26795 \ldots \)

accordance with the fact that in quantum theory eigenvalues of spin operators will be integer multiples of \( \hbar \). We do not assume any special choice of the coordinate system as, e.g., in subsection B 4, but we will have to fix an arbitrary coordinate system in what follows. We recall the three conserved quantities, energy \( H(s) \), total squared spin length \( S^2(s) \) and 3-component of the total spin \( S^{(3)}(s) \), and their constant values

\[
H(s) = \varepsilon, \quad S^2(s) = 3 + 2\sigma, \quad S^{(3)}(s) = \sigma_3 \tag{C1}
\]

and abbreviate the triple of constant values as \( \sigma := (\varepsilon, \sigma, \sigma_3) \). The subset of spin configurations \( s \) assuming the values \( (C1) \) corresponding to the triple \( \sigma \) will be denoted by \( P_\sigma \subset P \).

It will be in order to recapitulate the general theory of completely integrable systems, see [9, Chapter 49], slightly adapted to our problem. Starting with \( n = 3 \) first integrals \( F_j, j = 1, 2, 3 \) in involution one considers the corresponding phase flow

\[
t \in \mathbb{R}^3 \mapsto (g(t) = g^1_1 g^2_2 g^3_3 : \mathcal{P}_\sigma \to \mathcal{P}_\sigma) \tag{C2}
\]

generated by the \( F_j \). Let \( s_0 \in \mathcal{P}_\sigma \) and define the corresponding stationary subgroup \( \Gamma \) of \( \mathbb{R}^3 \) by

\[
\Gamma := \{ t \in \mathbb{R}^3 \mid g(t)s_0 = s_0 \}. \tag{C3}
\]

It can be shown that \( \Gamma \) has the form of the lattice

\[
\Gamma = \left\{ \sum_{i=1}^3 n_i e_i \mid n_i \in \mathbb{Z} \text{ for } i = 1, 2, 3 \right\}, \tag{C4}
\]

generated by three linearly independent generators \( e_i \in \mathbb{R}^3, i = 1, 2, 3 \). Then one obtains a diffeomorphism \( \Phi : T^3 \to \mathcal{P}_\sigma \) between the 3-torus \( T^3 \) and \( \mathcal{P}_\sigma \) defined by

\[
\Phi(\phi_1, \phi_2, \phi_3) := g \left( \frac{1}{2\pi} (\phi_1 e_1 + \phi_2 e_2 + \phi_3 e_3) \right) s_0, \tag{C5}
\]

see [9, Problem 49.10]. This diffeomorphism also yields the three basic cycles

\[
\begin{align*}
C_1 & : \phi_1 \mapsto \Phi(\phi_1, 0, 0) \tag{C6} \\
C_2 & : \phi_2 \mapsto \Phi(0, \phi_2, 0) \tag{C7} \\
C_3 & : \phi_3 \mapsto \Phi(0, 0, \phi_3) \tag{C8}
\end{align*}
\]
FIG. 12: Plot of the derivative of the action variable $\partial I_1/\partial \epsilon$ (red curve) for the same data as in Figure 11 calculated by numerical differentiation of $I_1(\epsilon)$. For the check of (27) we have plotted the analytical values of $\frac{1}{2\pi}T(\epsilon)$ (blue dots) for $\sigma = 0$. Simple limiting values (red dots) are $\frac{1}{2\pi}T(\epsilon_1) = \frac{1}{\sqrt{12|x_a|}}$ and $\frac{1}{2\pi}T(\epsilon_2) = \frac{1}{\sqrt{12|x_b|}}$, where $x_a$, resp. $x_b$, are the coordinates of the double zero of $\Pi(x)$ for $\epsilon = \epsilon_1$ and $\epsilon = \epsilon_2$, see (60).

For our problem we may choose the first integrals $F_1 = \frac{1}{2\pi}H$, $F_2 = S$ and $F_3 = S(3)$, such that $g_1^{\phi_1}$ is the scaled time evolution with $\phi_1 = \frac{2\pi}{T}t$, $g_3^{\phi_3}$ is a global rotation $R(E_3, -\phi_3)$, and, analogously, $g_2^{\phi_2} = R(S, -\phi_2)$. It follows that the flows $g_2^{\phi_2}$ and $g_3^{\phi_3}$ are already $2\pi$-periodic and hence it is very plausible that they correspond to the generators $e_2$ and $e_3$ of the lattice (C4), i.e., $e_2 = E_2$ and $e_3 = E_3$.

The case of $e_1$ is more subtle since the time evolution is, in general, not $T$-periodic, and hence $g_1^{\phi_1}$ would not be $2\pi$-periodic. Note, however, the result $s(t) = R(S, \alpha(t)) r(t)$, see (78) in Section III B, where $r(t)$ is $T$-periodic or its equivalent form

$$r(t) = R(S, -\alpha(t)) s(t). \quad (C9)$$

If we define $\bar{r}(t)$ as $s(t)$ followed by a corresponding uniform “averaged” rotation:

$$\bar{r}(t) := R\left(S, -\frac{\alpha(T)}{T}\right) s(t), \quad (C10)$$

it can be shown that $\bar{r}(t)$ is also $T$-periodic:

$$\bar{r}(t + T) = R\left(S, -\frac{\alpha(T)}{T}\right) (t + T) \quad (C11)$$

$$\bar{r} = R\left(S, -\frac{\alpha(T)}{T}\right) R(S, -\alpha(T)) R(S, \alpha(T)) r(t + T) \quad (C12)$$

$$\bar{r} = R\left(S, -\frac{\alpha(T)}{T}\right) R(S, -\alpha(T)) R(S, \alpha(T) + \alpha(T)) r(t) \quad (C13)$$

$$= R\left(S, -\frac{\alpha(T)}{T}\right) R(S, -\alpha(T)) R(S, \alpha(T)) R(S, \alpha(t)) r(t) \quad (C14)$$

$$= R\left(S, -\frac{\alpha(T)}{T}\right) s(t) \quad (C15)$$

$$= \bar{r}(t), \quad (C16)$$
describes a closed curve $A$.

For this procedure we consider the corresponding angle variable defined as $\mu$. Can be projected onto the $P = \pi$ orbits over $2\phi$. The case can be chosen as $(\phi, z)$ generates the flow $\tilde{r}(\phi)$ where $|A|$ can be viewed as a plot of the basic cycle $C_i$ corresponding to $e_1$.

Next we turn to the action variables $I_i$, $i = 1, 2, 3$. According to [10.2.3], these can be obtained by

$$I_i = \frac{1}{2\pi} \int_{C_i} p \, dq,$$

where the $C_i$, $i = 1, 2, 3$ are the basic cycles introduced above and $(p, q)$ are canonical coordinates, which in our case can be chosen as $(\phi, z)$, see Section [1]. Since our phase space is simply connected each closed curve in $P = S^2 \times S^2 \times \mathbb{S}^2$ can be viewed as the boundary of a surface in $P$ especially $C_i = \partial A_i$ for $i = 1, 2, 3$. Further, $C_i$ can be projected onto the $\mu$-th factor $S^2$ of $P$ and thus yields a closed curve $C_{i\mu}$ that is the boundary of some surface $A_{i\mu} \subset S^2$, $i, \mu = 1, 2, 3$. In other words: If the spin system $s$ runs through a basis cycle $C_i$ then each single spin $s_\mu$ describes a closed curve $\partial A_{i\mu}$ on its Bloch sphere. By applying Stoke's theorem, see, e.g., [9, 7.5.4], we obtain

$$I_1(s) = \frac{1}{2\pi} \sum_{\mu} \int_{A_{i\mu}} d\phi_\mu \wedge dz_\mu = \frac{1}{2\pi} \sum_{\mu} |A_{i\mu}|,$$

where $|A_{i\mu}|$ denotes the (oriented) area of the surface $A_{i\mu}$, the sign depending on the orientation of the projection of the basic cycle $C_i$ onto $S^2$.

We will first apply these considerations to the simplest case of the basis cycle $C_3$. Here each spin vector $s_\mu$ describes a clockwise rotation about the 3-axis and hence encircles a spherical cap $A_{3, \mu}$ of area $|A_{3, \mu}| = 2\pi (1 - z_\mu)$. Due to the clockwise direction the area has to be multiplied by a minus sign. This implies

$$I_3(s) = -\frac{1}{2\pi} \sum_{\mu} |A_{3, \mu}| = -\sum_{\mu} (1 - z_\mu) = \sigma_3 - 3,$$

or, writing $I_3$ as a function of phase space,

$$I_3 = S^{(3)} - 3.$$

The corresponding angle variable is

$$\psi_3 = \phi_3.$$

The case of $C_2$ is completely analogous and leads to the action variable

$$I_2 = S - 3,$$

where $S$ is understood as a function on phase space with values $\sqrt{3 + 2\pi}$. The corresponding angle variable is

$$\psi_2 = \Omega_2 t = \frac{\alpha(T)}{T} t = a_0 t,$$

where $a_0$ is the zeroth coefficient of the Fourier series $[B3] \phi(t)$. $[C24]$ describes the averaged uniform rotation of $s(t)$ about $S$ according to $[C10]$.

The case of $I_1$ is more complicated. Recall that the basis cycle $C_1$ yields three closed orbits generated by $\tilde{F}_1$ in $S^2$, see Figure [11] for an example. The corresponding value of $I_1$ is hence the sum of the signed areas swept by the three orbits over $2\pi$, see $[C19]$, and can be most conveniently calculated numerically, see Figure [11] for an example. As a check for this procedure we consider the corresponding angle variable defined as

$$\psi_1 := \frac{2\pi}{T} t,$$

and the Hamiltonian equation of motion

$$\ddot{\psi}_1 = \Omega_1 = \frac{2\pi}{T} = \frac{\partial H}{\partial I_1}.$$
This implies that, similar as for one-dimensional problems \[\text{[4, 10.2.2]},\] we have
\[
\frac{\partial I_1(\sigma, \varepsilon)}{\partial \varepsilon} = \frac{1}{2\pi} T(\sigma, \varepsilon),
\] (C27)
see Figure 12. Here we implicitly used the considerations of Appendix B3A which lead to a smooth dependence of \(\sigma(T)\) and thus of \(I_1\) on \(\varepsilon\) even across critical energies.

Hence an alternative representation of \(I_1\) would be
\[
I_1(\sigma, \varepsilon) = I_1(\sigma, \varepsilon_1) + \frac{1}{2\pi} \int_{\varepsilon_1}^{\varepsilon} T(\sigma, \varepsilon') \, d\varepsilon',
\] (C28)
where the lower limit \(\varepsilon_1\) of the integral is one of the extremal values \(E_{\text{min}}(\sigma)\) or \(E_{\text{max}}(\sigma)\) of the energy \(H\), restricted to the subset of configurations \(s \in \mathcal{P}\) satisfying \(H_1(s) = \sigma\), see Figure 8. The values of the limits \(I_1(\sigma, \varepsilon_1)\) and \(I_1(\sigma, \varepsilon_2)\) can be calculated by using the fact that the time evolution corresponding to such limit points is given by a uniform rotation about \(S\), see Appendix D3. For \(\varepsilon = \varepsilon_2\) the first spin vector \(s_1\) anti-clockwise encircles a spherical cap of the area \(2\pi(1 - s_1 \cdot \frac{S}{S})\), and analogously for \(s_2\) and \(s_3\). It follows that
\[
I_1(\sigma, \varepsilon_2) \overset{(C19)}{=} \sum_{\mu} \left(1 - s_\mu \cdot \frac{S}{S}\right) = 3 - 3 = -I_2(\sigma, \varepsilon_2).
\] (C29)

The coincidence of two action variables, up to a sign, at these limit points does not contradict their independence in the proper domain of definition.

In the example of Figure 12 we have \(S = \sqrt{3}\) and thus obtain \(I_1(\sigma = 0, \varepsilon_2) = 3 - \sqrt{3} \approx 1.26795\). Further, \(I_1(\sigma = 0, \varepsilon_1) = 0\) since for this limit the orbit \(C_1\) degenerates to a point in \(\mathcal{P}\).

In Appendix A we have considered the case of a time-dependent magnetic field \(B(t) = B(t)e\) into a constant direction \(e\), that will henceforward be identified with the 3-direction of the chosen coordinate system. If we further assume that the function \(t \mapsto B(t)\) is periodic with a period \(P\) we encounter an interesting generalization of the action-angle scenario that is originally confined to time-independent Hamiltonians, but see [28] for a generalization to the time-dependent case. Let
\[
B(t) = \sum_{n \in \mathbb{Z}} b_n \exp\left(\frac{2\pi i n t}{P}\right)
\] (C30)
denote the corresponding Fourier series and assume additionally that \(b_0 \neq 0\). Then we re-define the angle variable \(\psi_3\) as the scaled time variable
\[
\psi_3 := b_0 t,
\] (C31)
such that
\[
\dot{\psi}_3 = b_0 =: \Omega_3.
\] (C32)

Hence the equation of motion for the angle variable \(\psi_3\) assumes the usual form despite a time-dependent Hamiltonian of the form \((A1)\).

Appendix D: Special cases

We have obtained the solution of equations of motion \([19] - [21]\) only for the “generic case” considered in Definition 1, i. e., for pairwise different coupling constants \(J_1, J_2, J_3\) and \(L \cap \partial \mathcal{G} = [G_1, G_2]\), \(G_1\) and \(G_2\) being distinct regular points of \(\partial \mathcal{G}\). In this Appendix, we will discuss the special cases in which these conditions are violated. These cases fall into three classes, special coupling constants and special initial conditions and singular endpoints. Further it will be in order to identify all stationary states of the equations of motion \([19] - [21]\).

First, since we have explicitly excluded the case where two of the three coupling constants coincide in Section B3A we will have to treat this case separately in the following Appendix D1. Recall that in Section 11A we have assumed that the two equations \([30]\) and \([31]\) expressing conservation of energy and total spin length define a line \(L\) parallel to the vector \(n\) given by \((B19)\). In the case of \(J_1 = J_2 = J_3 = J\) these two conservation laws are no longer independent and \(n\) vanishes. However, in this case (the “equilateral spin triangle”) the time evolution is well-known and assumes a
particular simple form: All spin vectors rotate about the constant total spin vector $S$ with the same angular frequency $JS$. This will also follow as a special case of the time evolution of an isosceles spin triangle.

Second, in the case where not all $J_1, J_2, J_3$ are equal and hence the line $L$ is well-defined and, by definition, intersects the Gram set $G$, there are certain exceptions from the generic case of $L \cap \partial G = [G_1, G_2]$, $G_1$ and $G_2$ being regular points of $\partial G$, that are already mentioned in Appendix D.3. $L \cap \partial G$ may consist of a single point or of a one-dimensional face of the form $[e_n, e_m]$, $0 \leq n < m \leq 3$. The latter case will be considered in Appendix D.2 and leads to a special case of the the isosceles spin triangle to be discussed in Appendix D.1. The former case of $L \cap \partial G = \{G_0\}$ is treated in Appendix D.3. Recall, that also in the general theory of completely integrable mechanical systems the foliation of the phase space by invariant tori need not be complete and one has to allow for special cases. There may exist certain “separatrices” separating the domains of the phase space filled with invariant tori, e.g., the aperiodic motions of the one-dimensional pendulum separating oscillations and rotations, see [3, 10.2.3].

Then, in Appendix D.4 we consider the case $L \cap \partial G = \{e_1, G\}$, where the motion of the spin configuration turns out to be aperiodic and, finally, in Appendix D.5 enumerate all stationary states.

1. Time evolution of the isosceles spin triangle

Without loss of generality we will only consider the case $J_1 = J_2 \equiv J$. Then $g = 0$ according to (32) and the transformation to the variable $x$ is no longer possible. Instead, we will solve the equations of motion (19-21) directly. The last one (21) reduces to

$$\dot{s}_3 = J (s_1 + s_2) \times s_3 = JS \times s_3, \quad (D1)$$

and, recalling that the total spin vector $S$ is a constant of motion, leads to a uniform rotation of $s_3$ about the angular frequency $JS$, where $S$ is the constant total spin length. The remaining spin vectors will be described in a correspondingly rotating coordinate system. This means that we pass to vectors

$$r_\mu := R(t) s_\mu, \quad \text{for } \mu = 1, 2, 3, \quad (D2)$$

such that the time dependent rotation $R(t)$ satisfies

$$\dot{R} a = -JS \times (Ra), \quad \text{for all } a \in \mathbb{R}^3, \quad \text{and } RS = S. \quad (D3)$$

We obtain

$$\begin{align*}
\dot{r}_1 &= \dot{R} s_1 + R \dot{s}_1 \\
&= -JS \times r_1 + (J r_3 + J_3 r_2) \times r_1 \\
&= -J (r_1 + r_2 + r_3) \times r_1 + (J r_3 + J_3 r_2) \times r_1 \\
&= (J_3 - J) r_2 \times r_1, \quad (D5)
\end{align*}$$

and, analogously,

$$\dot{r}_2 = (J_3 - J) r_1 \times r_2. \quad (D8)$$

This implies $\frac{d}{dt} (r_1 + r_2) = 0$ which is consistent with the fact that $r_3$ and hence also $r_1 + r_2$ are constant in the rotating frame. Moreover,

$$\frac{d}{dt} (r_1 - r_2) = 2 (J_3 - J) r_2 \times r_1 = (J_3 - J) (r_1 + r_2) \times (r_1 - r_2). \quad (D9)$$

This means that the difference vector $(r_1 - r_2)$ uniformly rotates about the constant vector $(r_1 + r_2)$ with angular velocity $\omega_{12} = (J_3 - J) |r_1 + r_2| =: (J_3 - J) r_{12}$. We thus have a superposition of two rotations: A “global” one of $s_3$ and $s_1 + s_2$ about $S$ and a “local” one of $(r_1 - r_2)$ about $(r_1 + r_2)$, see Figure 12.

We will give the explicit solution $s(t)$ with the simplification resulting from the choice of $s(0)$ being coplanar, and assuming that $r_{12} > 0$, such that

$$s_1(0) = \frac{1}{2} \begin{pmatrix} -\sqrt{1 - \alpha^2} + \frac{\beta (S - \alpha)}{r_{12}} \\ 0 \\ -\alpha + \frac{\sqrt{1 - \alpha^2}}{r_{12}} + S \end{pmatrix}, \quad s_2(0) = \frac{1}{2} \begin{pmatrix} -\sqrt{1 - \alpha^2} - \frac{\beta (S - \alpha)}{r_{12}} \\ 0 \\ -\alpha - \frac{\sqrt{1 - \alpha^2}}{r_{12}} + S \end{pmatrix}, \quad s_3(0) = \begin{pmatrix} \sqrt{1 - \alpha^2} \\ 0 \\ \alpha \end{pmatrix}. \quad (D10)$$
FIG. 13: Time evolution of the isosceles spin triangle \((s_1, s_2, s_3)\) according to (D12 - D14). We have indicated the superposition of two uniform rotations, a global one about the total spin vector \(\mathbf{S}\) (red circle), and a local one about the momentary position of \(s_1 + s_2\) (green circle).
Recall that $S = \sqrt{3 + 2\sigma}$ is the constant total spin length. Further parameters are

$$\alpha := \frac{1}{S}(1 + u(0) + v(0)), \quad \beta := \sqrt{3 - S^2 + 2\alpha S}, \quad r_{12} = \sqrt{S^2 - 2\alpha S + 1}. \quad (D11)$$

With these abbreviations the explicit solution assumes the form

$$s_1(t) = \frac{1}{2} \begin{pmatrix}
-\cos(JSt) \left(\sqrt{1 - \alpha^2} - \frac{\beta(S - \alpha)\cos(t\omega_{12})}{r_{12}}\right) - \beta \sin(t\omega_{12}) \sin(JSt) \\
-\sin(JSt) \left(\sqrt{1 - \alpha^2} + \frac{\beta(S - \alpha)\cos(t\omega_{12})}{r_{12}}\right) + \beta \sin(t\omega_{12}) \cos(JSt)
\end{pmatrix}, \quad (D12)$$

$$s_2(t) = \frac{1}{2} \begin{pmatrix}
-\cos(JSt) \left(\sqrt{1 - \alpha^2} + \frac{\beta(S - \alpha)\cos(t\omega_{12})}{r_{12}}\right) + \beta \sin(t\omega_{12}) \sin(JSt) \\
-\sin(JSt) \left(\sqrt{1 - \alpha^2} - \frac{\beta(S - \alpha)\cos(t\omega_{12})}{r_{12}}\right) - \beta \sin(t\omega_{12}) \cos(JSt)
\end{pmatrix}, \quad (D13)$$

and

$$s_3(t) = \begin{pmatrix}
\sqrt{1 - \alpha^2} \cos(JSt) \\
\sqrt{1 - \alpha^2} \sin(JSt)
\end{pmatrix}. \quad (D14)$$

As mentioned above, the transformation of the equation of motion to the Weierstrass differential equation is not possible in the isosceles triangle case. This can be further made plausible since $u(t) \equiv u(0)$ in this case and hence $\det s(t)$ is the square root of a quadratic polynomial, not a cubic one, the corresponding integration leading to trigonometric functions of $t$.

In the special case of an equilateral spin triangle, i.e., $J_1 = J_2 = J_3 \equiv J$ the angular frequency $\omega_{12}$ vanishes and the solution $[D12, D13]$ specializes to

$$s_1(t) = \frac{1}{2} \begin{pmatrix}
-\cos(JSt) \left(\sqrt{1 - \alpha^2} - \frac{\beta(S - \alpha)\cos(t\omega_{12})}{r_{12}}\right) \\
-\sin(JSt) \left(\sqrt{1 - \alpha^2} + \frac{\beta(S - \alpha)\cos(t\omega_{12})}{r_{12}}\right)
\end{pmatrix}, \quad (D15)$$

and

$$s_2(t) = \frac{1}{2} \begin{pmatrix}
-\cos(JSt) \left(\sqrt{1 - \alpha^2} + \frac{\beta(S - \alpha)\cos(t\omega_{12})}{r_{12}}\right) \\
-\sin(JSt) \left(\sqrt{1 - \alpha^2} - \frac{\beta(S - \alpha)\cos(t\omega_{12})}{r_{12}}\right)
\end{pmatrix}, \quad (D16)$$

whereas $[D14]$ is unchanged. This is the uniform rotation of all spin vectors about the constant total spin vector mentioned above as the well-known solution of the equation of motion in the equilateral spin triangle case.

2. Time evolution of the isosceles spin triangle, special case

We consider the case where $L \cap \partial \mathcal{G}$ is a one-dimensional face of $\mathcal{G}$. Let, without loss of generality, $L \cap \partial \mathcal{G} = [e_1, e_2]$. Recall that these singular extremal points correspond to the spin configurations $e_1 \simeq \uparrow \downarrow \downarrow$ with Gram matrix entries $u = 1, v = w = -1$ and $e_2 \simeq \uparrow \uparrow \downarrow$ with Gram matrix entries $v = 1, u = w = -1$. It follows from $[D19]$ that $L$ is parallel to the vector

$$n = \begin{pmatrix} J_2 - J_3 \\ J_3 - J_1 \\ J_1 - J_2 \end{pmatrix} \sim \begin{pmatrix} 1 \\ -1 \\ -1 \end{pmatrix} = \begin{pmatrix} -1 \\ 1 \\ 1 \end{pmatrix} = \begin{pmatrix} 2 \\ -2 \\ 0 \end{pmatrix}, \quad (D17)$$

and hence we encounter the case $J_1 = J_2 \equiv J$ of an isosceles spin triangle already treated in subsection $[D1]$. Moreover, since $s_1 \cdot s_2 = w = -1$ for $e_1$ and $e_2$, this holds for all points of the one-dimensional face spanned by these extremal
points and hence $s_1 = -s_2$ for the corresponding spin configurations $s$. It follows that $s_3 = s_1 + s_2 + s_3 = S$ is a constant of motion. The “general” solution [D12, D14] of the equation of motion in the isosceles case cannot be applied since we obtain $r_{12} = |s_1 + s_2| = 0$ and [D12, D13] was derived under the assumption $r_{12} > 0$. Nevertheless, the equations of motion [19 - 21] can be directly solved with the result

$$s_3 = \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix} \quad \text{and} \quad s_1 = -s_2 = \left( \frac{\sqrt{1 - \gamma^2} \cos J t}{\sqrt{1 - \gamma^2} \sin J t} \right),$$

with a constant parameter $-1 < \gamma < 1$. This implies that not only $w = -1$ but also $v = \gamma$ and $u = -\gamma$ are constant and the Gram matrix $G(s(t))$ of the spin configuration $s(t)$ is time-independent.

The latter result is also plausible if we consider the line $L$ as the limit of lines $L'$ that cut the interior of $\mathcal{G}$ and where the analysis of Section B 3 applies. Recall that $\dot{u}$ is proportional to $\pm \sqrt{\det G}$, see Eq. (40), and the latter becomes smaller and smaller and hence the motion of the Gram matrix is frozen if $L'$ approaches $L \subset \partial \mathcal{G}$.

3. Time evolution corresponding to a stationary Gram matrix

We consider the special case where the conservation laws for $H$ and $H_1$ are only compatible with a single Gram matrix $G$, i. e., $L \cap \partial \mathcal{G} = \{G\}$, and hence $G$ is stationary. If $G$ is one of the four singular extremal points $e_n$, $n = 0, \ldots, 3$ corresponding to collinear spin configurations then the cross products in [19 - 21] vanish and these spin configurations are also stationary.

Hence we will restrict our discussion to the case where $G$ is a regular point, i. e., belongs to the smooth part of $\partial \mathcal{G}$. This special case can also be viewed as the limit case of the solution in terms of the Weierstrass elliptic function if the two lowest roots $x_1$ and $x_2$ of $\Pi(x)$ merge to a double root. In this limit the oscillation of $x(t)$ becomes a harmonic one with a finite limit [60] of the period $T$ and the amplitude $|x_2 - x_1|$ of the oscillation vanishes in accordance with the stationarity of $G(t)$.

To calculate the time evolution of the spin configuration $s(t)$ we may argue as follows: $G$ is the Gram matrix of a co-planar spin configuration $s(t)$ that, for $t = 0$ and upon choosing a suitable coordinate system, assumes the form

$$s_\mu = \begin{pmatrix} \sin \phi_\mu \\ 0 \\ \cos \phi_\mu \end{pmatrix} \quad \text{for} \quad \mu = 1, 2, 3.$$  \hspace{1cm} (D19)

Physically, $s(t)$ is a relative (anti-)ground state of the spin system with Hamiltonian [3], i. e., a spin configuration with minimal (maximal) energy among all configurations with the same total spin length.

Further, we may choose the $\phi_\mu, \mu = 1, 2, 3$ in such a way that the total spin vector will be

$$S = \begin{pmatrix} 0 \\ 0 \\ \sum_\mu \cos \phi_\mu \end{pmatrix},$$  \hspace{1cm} (D20)

which is equivalent to

$$\sum_\mu \sin \phi_\mu = 0.$$  \hspace{1cm} (D21)

For $S > 0$ it follows that the only possible time evolution of $s(t)$ is a uniform rotation about the 3-axis, which is of the form

$$s_\mu(t) = \begin{pmatrix} \cos \omega t \sin \phi_\mu \\ \sin \omega t \sin \phi_\mu \\ \cos \phi_\mu \end{pmatrix} \quad \text{for} \quad \mu = 1, 2, 3,$$  \hspace{1cm} (D22)

for some real parameter $\omega$. Inserting the expressions [D22] into the equations of motion [13 - 21] yields three solutions for $\omega$ of the form

$$\omega = \csc(\phi_1) (J_2 \sin(\phi_1 - \phi_3) + J_3 \sin(\phi_1 - \phi_2)), \hspace{1cm} (D23)$$

$$\omega = -\csc(\phi_2) (J_3 \sin(\phi_1 - \phi_2) - J_1 \sin(\phi_2 - \phi_3)), \hspace{1cm} (D24)$$

$$\omega = -\csc(\phi_3) (J_1 \sin(\phi_2 - \phi_3) + J_2 \sin(\phi_1 - \phi_3)). \hspace{1cm} (D25)$$
that are, however, all equal by virtue of the conditions

$$n = \begin{pmatrix} J_2 - J_3 \\ J_3 - J_1 \\ J_1 - J_2 \end{pmatrix} \perp \begin{pmatrix} u w - u \\ u w - v \\ u v - w \end{pmatrix} = \frac{1}{2} \nabla \det G,$$

(D26)

and (D21). (D26) holds since the line $L$ with direction $n$ lies in the tangent plane of $\partial G$ at the regular point $G$.

The solutions (D18) appear as a special case of (D22) where $\phi_3 = 0$, $J_1 = J_2 = J$ and $\phi_1 - \phi_2 = \pm \pi$ which together with (D23) yields $\omega = J$.

It remains to study the case $S = 0$ of vanishing total spin $s_1 + s_2 + s_3 = 0$. The corresponding Gram matrix will be $G = (-\frac{1}{2}, -\frac{1}{2}, -\frac{1}{2})$. The three spin vectors form an equilateral triangle that may be rigidly rotated in spin space. We obtain

$$\dot{s}_1 = (J_2 s_3 + J_3 s_2) \times s_1 = (J_2 (-s_1 - s_2) + J_3 s_2) \times s_1 = (J_3 - J_2) s_2 \times s_1,$$

(D27)

and, analogously,

$$\dot{s}_2 = (J_3 - J_1) s_1 \times s_2.$$

Hence

$$0 = \frac{d}{dt} ((J_3 - J_1) s_1 + (J_3 - J_2) s_2) =: \frac{d}{dt} m,$$

(D29)

and the vector $m$ is a constant of motion. We further conclude

$$\dot{s}_\mu = m \times s_\mu, \quad \text{for } \mu = 1, 2, 3,$$

(D30)

and hence the spin vectors uniformly rotate about $m$:

$$s_\mu(t) = R(m, mt) s_\mu(0), \quad \text{for } \mu = 1, 2, 3,$$

(D31)

with angular velocity

$$m = |m| = \sqrt{J_1^2 + J_2^2 + J_3^2 - J_1 J_2 - J_2 J_3 - J_3 J_1}.$$

(D32)

This concludes the case of stationary Gram matrices.

4. Aperiodic time evolution towards a singular extremal point

We consider the case where one of the endpoints of the interval $L \cap \partial G = [G_1, G_2]$ is a singular extremal point of $G$. The case of the singular point being $e_0$ can be excluded since $e_0$ is the only Gram matrix with $u + v + w = \sigma = 3$. Hence we consider, without loss of generality, the case $L \cap \partial G = [e_1, G]$. Recall that $e_1$ has the coordinates $u = 1$, $v = w = -1$, see (B17).

In this case we have $u + v + w = \sigma = -1$ and the plane $P_{\sigma = -1}$ is spanned by the three singular extremal points $e_n$, $n = 1, 2, 3$. Moreover, $G \cap P_{\sigma = -1}$ is the equilateral triangle spanned by $e_n$, $n = 1, 2, 3$. Thus the remaining end point $G$ lies in the interior of the interval $[e_2, e_3]$ and has the representation

$$G = \lambda e_2 + (1 - \lambda) e_3 \equiv \begin{pmatrix} -1 \\ 2\lambda - 1 \\ 1 - 2\lambda \end{pmatrix},$$

(D33)

with some parameter $0 < \lambda < 1$. According to the remarks after (23) we can, without loss of generality, choose the coupling constants $J_1 = \lambda$, $J_2 = 1$, $J_3 = 0$ in order to satisfy (B19). In fact, this choice implies

$$G - e_1 \equiv 2 \begin{pmatrix} -1 \\ \lambda \\ 1 - \lambda \end{pmatrix} \sim \begin{pmatrix} J_3 - J_2 \\ J_1 - J_3 \\ J_2 - J_1 \end{pmatrix},$$

(D34)
FIG. 14: Plot of the solution $x(t)$ for the aperiodic limit case according to (D38), where the parameter $\lambda$ has been chosen as $\lambda = \frac{1}{2}$. We see that for $t \to \pm \infty$ the singular extremal point corresponding to the value $x = x_2$ is asymptotically approached.

and yields the constant value of the energy $\varepsilon = \lambda - 1$. The transformation to the function $x(t)$ according to Section 3.3 leads to the differential equation

$$x^2 = \Pi(x) = -\frac{4}{27} (\lambda^2 - \lambda + 3x)^2 \left(2\lambda^2 - 2\lambda - 3x\right),$$

(D35)

where the polynomial $\Pi(x)$ has a single root at

$$x_1 = \frac{2}{3}(1 - \lambda)\lambda,$$ (D36)

and a double one at

$$x_2 = \frac{1}{3}(1 - \lambda)\lambda.$$ (D37)

It follows that the integral $\int dt = \int \frac{dx}{\sqrt{\Pi(x)}}$ can be evaluated in terms of elementary functions and solved for $x(t)$ with the result:

$$x(t) = x_1 + (x_2 - x_1) \tanh^2(\gamma t),$$ (D38)

where we have set

$$\gamma := \sqrt{(1 - \lambda)\lambda},$$ (D39)

see Figure 14 for an example. For $t \to \pm \infty$ the extremal value $e_1$ corresponding to the value $x = x_2$ is asymptotically approached. According to the prefactor $\gamma = \sqrt{(1 - \lambda)\lambda}$ of $t$ this approach is slowed down if $\lambda$ is close to 0 or 1, i.e., if $G$ is close to one of the singular extremal points $e_2$ or $e_3$.

The solution (D38) has to be inserted into (65 - 67) using the substitutions (44), (45) and (46) to obtain the curve $r(t) \in \mathcal{P}$. After some calculations we obtain the following simple time-independent expression for $76$:

$$\Omega = (\mathcal{J}(r(t)) - \dot{r}(t)) r(t)^{-1} = \lambda \begin{pmatrix} 0 & -1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}. $$ (D40)
Since \( \text{sech}(\gamma t) \) products in (19 - 21) vanish and hence every collinear configuration will be stationary. Hence these configurations can be excluded from the following considerations.

\[
\begin{align*}
\mathbf{s}_1(t) &= \begin{pmatrix} 2 \tanh(\gamma t) \text{sech}(\gamma t) \cos(\lambda t) \\ 2 \tanh(\gamma t) \text{sech}(\gamma t) \sin(\lambda t) \\ 1 - 2 \tanh^2(\gamma t) \end{pmatrix}, \\
\mathbf{s}_2(t) &= \begin{pmatrix} 2 \text{sech}(\gamma t)(\gamma \sin(\lambda t) - \lambda \tanh(\gamma t) \cos(\lambda t)) \\ -2 \text{sech}(\gamma t)(\gamma \cos(\lambda t) + \lambda \tanh(\gamma t) \sin(\lambda t)) \\ 1 - 2\lambda \text{sech}^2(\gamma t) \end{pmatrix}, \\
\mathbf{s}_3(t) &= \begin{pmatrix} -2 \text{sech}(\gamma t)(\gamma \sin(\lambda t) + (1 - \lambda) \tanh(\gamma t) \cos(\lambda t)) \\ 2 \text{sech}(\gamma t)(\gamma \cos(\lambda t) - (1 - \lambda) \tanh(\gamma t) \sin(\lambda t)) \\ 1 - 2(1 - \lambda) \text{sech}^2(\gamma t) \end{pmatrix}.
\end{align*}
\]

At time \( t = 0 \) this solution represents the coplanar state

\[
\begin{align*}
\mathbf{s}_1(0) &= \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix}, \\
\mathbf{s}_2(0) &= \begin{pmatrix} 0 \\ -2\gamma \\ 1 - 2\lambda \end{pmatrix}, \\
\mathbf{s}_3(0) &= \begin{pmatrix} 0 \\ 2\gamma \\ 2\lambda - 1 \end{pmatrix}.
\end{align*}
\]

Since \( \text{sech}(\gamma t) \to 0 \) and \( \tanh^2(\gamma t) \to 1 \) for \( t \to \pm\infty \) it follows immediately that in this limit the spin configuration \( s(t) \) approaches the collinear state \( \downarrow \uparrow \uparrow \) oriented into 3-direction, the latter due to the choice of \( r(t) \).

5. Stationary spin configurations

We will determine all stationary solutions of the equations of motion (19 - 21). As already mentioned, for collinear spin configurations corresponding to the four singular extremal points \( \mathbf{e}_n, n = 0, 1, 2, 3, \) of the Gram set \( G \) all vector products in (19 - 21) vanish and hence every collinear configuration will be stationary. Hence these configurations can be excluded from the following considerations.

We consider first the case

\[
J_{\mu} \neq 0 \quad \text{for} \quad \mu = 1, 2, 3,
\]

and define

\[
\mathbf{t}_1 := \mathbf{s}_2 \times \mathbf{s}_3, \quad \mathbf{t}_2 := \mathbf{s}_3 \times \mathbf{s}_1, \quad \mathbf{t}_3 := \mathbf{s}_1 \times \mathbf{s}_2.
\]

Then the stationarity conditions assume the form

\[
0 = \ddot{s}_1 = J_2 t_2 - J_3 t_3, \quad 0 = \ddot{s}_2 = J_3 t_3 - J_1 t_1, \quad 0 = \ddot{s}_3 = J_1 t_1 - J_2 t_2.
\]

It follows that all three spin vectors \( \mathbf{s}_\mu \) must be orthogonal to the vector \( \mathbf{t} \equiv J_{\mu} \mathbf{t}_\mu \neq 0 \) and hence every stationary spin configuration must be coplanar (remember that we have already excluded the collinear configurations). We choose a coordinate system such that

\[
\begin{align*}
\mathbf{s}_1 &= \begin{pmatrix} x_1 \\ y_1 \\ 0 \end{pmatrix}, \quad \mathbf{s}_2 &= \begin{pmatrix} x_2 \\ y_2 \\ 0 \end{pmatrix}, \quad \mathbf{s}_3 &= \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix},
\end{align*}
\]

and

\[
x_\mu^2 + y_\mu^2 = 1 \quad \text{for} \quad \mu = 1, 2.
\]

Then the third stationarity condition, \( J_1 \mathbf{t}_1 = J_2 \mathbf{t}_2 \), leads to

\[
-J_1 y_2 = J_2 y_1,
\]

and the first one, \( J_2 \mathbf{t}_2 = J_3 \mathbf{t}_3 \), to

\[
J_2 y_1 = J_3 (x_1 y_2 - y_1 x_2).
\]
The latter condition can be written as

\[(J_2 + J_3 x_2) y_1 = J_3 x_1 y_2 \]  \hspace{1cm} (D50) \]

If \(y_1\) would vanish then, due to (D50), also \(y_2 = 0\), and the configuration would be collinear. So we can assume \(y_1 \neq 0\) and when dividing by \(y_1\) we conclude

\[J_2 + J_3 x_2 = - \frac{J_2 J_3}{J_1} x_1, \]  \hspace{1cm} (D53) \]

and, further,

\[x_2 = - \frac{J_2}{J_3} - \frac{J_2}{J_1} x_1. \]  \hspace{1cm} (D54) \]

Normalization (D49) implies

\[1 = x_2^2 + y_2^2 \equiv \left( \frac{J_2}{J_3} + \frac{J_2}{J_1} x_1 \right)^2 + \left( \frac{J_2}{J_1} y_1 \right)^2 \]  \hspace{1cm} (D55) \]

\[= \frac{J_2^2}{J_3^2} + \frac{J_2^2}{J_1^2} x_1^2 + 2 \frac{J_2^2}{J_3^2} x_1 + \frac{J_2^2}{J_1^2} y_1^2 \]  \hspace{1cm} (D56) \]

which can be solved for \(x_1\) with the result

\[x_1 = s_1 \cdot s_3 = v = \frac{1}{2} \left( \frac{J_1 J_3}{J_2} - \frac{J_1}{J_3} - \frac{J_3}{J_2} \right). \]  \hspace{1cm} (D57) \]

Inserting this result into (D54) yields, after some simplifications,

\[x_2 = s_2 \cdot s_3 = u = \frac{1}{2} \left( \frac{J_2 J_3}{J_2} - \frac{J_2}{J_3} - \frac{J_3}{J_2} \right), \]  \hspace{1cm} (D58) \]

which also could be obtained from (D57) by cyclic permutation of indices. Finally,

\[w = s_1 \cdot s_2 = x_1 x_2 + y_1 y_2 \equiv - x_1 \left( \frac{J_2}{J_3} + \frac{J_2}{J_1} x_1 \right) - y_1 \left( \frac{J_2}{J_1} y_1 \right) \]  \hspace{1cm} (D59) \]

\[= \frac{J_2}{J_3} x_1 - \frac{J_2}{J_1} \left( x_1^2 + y_1^2 \right) \]  \hspace{1cm} (D60) \]

\[= \frac{1}{2} \left( \frac{J_1 J_2}{J_3^2} - \frac{J_1}{J_2} - \frac{J_2}{J_1} \right), \]  \hspace{1cm} (D61) \]

again following from (D57) by cyclic permutation of indices. The corresponding energy will be

\[E_c = J_1 u + J_2 v + J_3 w = J_1 + J_2 + J_3 - \frac{(J_1 J_2 + J_3 J_2 + J_1 J_3)^2}{2 J_1 J_2 J_3}. \]  \hspace{1cm} (D62) \]

Thus we have derived that every stationary state has a Gram matrix \(G \equiv (u, v, w)\) according to (D57) (D58) (D61). Conversely, if \(G \equiv (u, v, w)\) is given satisfying (D57) (D58) (D61), it is straightforward to show that the corresponding spin configuration

\[s_1 = \begin{pmatrix} v/\sqrt{1-v^2} \\ 0 \end{pmatrix}, \quad s_2 = \begin{pmatrix} u/\sqrt{1-u^2} \\ 0 \end{pmatrix}, \quad s_3 = \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \]  \hspace{1cm} (D63) \]

will be stationary. It follows that every stationary, coplanar spin configuration will be congruent to (D63).

Using the analogous characterization of ground states of the classical spin triangle given in [21] we may add the remark that the stationary spin configurations \(s\), coplanar or collinear, are critical states of \(H\), i. e., ground states or anti-ground states, or, more general, states where the first order variation of the energy \(H\) vanishes in an infinitesimal
neighbourhood of \( s \). This result can be additionally made plausible by considering the condition that \( H(s) \) has a critical value under the constraints \( s_\mu \cdot s_\mu = 1 \) for \( \mu = 1, 2, 3 \) which leads to

\[
\sum_\nu J_{\mu\nu} s_\nu = -\kappa_\mu s_\mu, \quad \text{for } \mu = 1, 2, 3, \tag{D64}
\]

see, e. g., [20, Eq. (13)], where the \( \kappa_\mu \) are the Lagrange parameters due to the above constraints. Note that (D64) is equivalent to the stationarity condition (D47). Then there are, up to congruence, exactly five stationary states for each Hamiltonian \( H \): The coplanar state \( s \) with a Gram matrix \( G \equiv (u, v, w) \) according to (D57,D58,D61) and energy \( D2 \) that is a regular extremal point of \( G \) and represents either a ground state or an anti-ground state. Of the four collinear states corresponding to the four singular extremal points of \( G \) one is again an (anti)-ground state and the three remaining collinear states have a critical value of the energy.

Due to (D47) the next case

\[
J_1 = 0, \quad J_2 \neq 0 \neq J_3, \tag{D65}
\]

leads to \( t_2 = t_3 = 0 \) and hence each stationary spin configuration must be collinear.

Hence we are left with

\[
J_1 = J_2 = 0, \quad 0 \neq J_3 = J. \tag{D66}
\]

In this case the spin system effectively consists of only two spins \( s_1, s_2 \) and the third one \( s_3 \) can be chosen arbitrarily and will remain constant. The time evolution of two spins with Heisenberg coupling is well-known and consists of a uniform rotation about the constant total spin vector. If we choose the coordinate system such that \( s_1(t) + s_2(t) = (0, 0, S)^T \) the time development of the two spins hence assumes the form

\[
s_1(t) = \begin{pmatrix} \cos(JSt) \cos \beta \\ \sin(JSt) \cos \beta \\ \sin \beta \end{pmatrix}, \quad s_2(t) = \begin{pmatrix} -\cos(JSt) \cos \beta \\ \sin(JSt) \cos \beta \\ -\sin \beta \end{pmatrix}, \tag{D67}
\]

where \( 0 \leq \beta < 2\pi \) is some real parameter related to the total spin by means of \( S = 2 \sin \beta \). Since \( J \neq 0 \) the stationary case is only obtained for two cases: Either \( S = 2 \sin \beta = 0 \), i. e., for \( \beta = 0 \) or \( \beta = \pi \), symbolically \( \uparrow \downarrow \), or \( \beta = \frac{\pi}{2} \), symbolically \( \uparrow \uparrow \). These two configurations are also the (anti-)ground states for the ferromagnetic case \( J < 0 \) or the anti-ferromagnetic case \( J > 0 \). Taking into account the arbitrary spin vector \( s_3 \) we can localize the Gram matrices \( G \) of the stationary states in the case (D66) as lying on one of the six one-dimensional faces of \( G \): Either \( G \in [e_n, e_m], 1 \leq n < m \leq 3 \) in the case \( \uparrow \downarrow \), or \( G \in [e_0, e_n], n = 1, 2, 3 \), in the case \( \uparrow \uparrow \). If \( s_3 \) coincides with \( \pm s_1 \) or \( \pm s_2 \) a collinear configuration is obtained; in all other cases \( G \) lies in the interior of a one-dimensional face and the stationary spin configuration will be coplanar.

**Appendix E: Echoes of Floquet theory**

Floquet theory [23, 26] applies to linear differential equations with periodic coefficients, whereas our equations of motion \( [19, 21] \) are bi-linear differential equations with constant coefficients. Hence, at first sight, Floquet theory is not responsible for our problem. However, note that equation (11) of the form

\[
\dot{Z}(t) = \Omega(t) Z(t), \tag{E1}
\]

with \( \Omega(t) \) given by the \( T \)-periodic function \( [70] \) satisfies the requirements of Floquet theory. Then it follows by this very theory that there exist solutions of (11) of the form

\[
Z(t) = P(t) e^{Ft}, \tag{E2}
\]

where \( F \) is a real anti-symmetric \( 3 \times 3 \)-matrix and \( P(t) \in SO(3) \) a \( T \)-periodic rotation matrix, see also [27]. From \( Z(0) = P(0) = P(T) = 1 \) it follows that \( e^{F} = Z(T) \) leaves \( S_0 = (0, 0, S)^T \) invariant and hence \( F \) is of the form

\[
F = f \begin{pmatrix} 0 & -1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad f \in \mathbb{R}. \tag{E3}
\]
The eigenvalues $1,e^{\pm i/T}$ of $e^{PT}$ are called the characteristic multipliers of the differential equation \([E1]\) and their logarithms divided by $iT$, i.e., the numbers $0, \pm f$, are often referred to as the corresponding quasienergies, see \([27]\). Comparison with \([B30]\) shows that $f = a_0$, the zeroth coefficient of the Fourier series \([B30]\). It follows that also $P(t)$ leaves $(0,0,S)^T$ invariant and hence can be written as

$$P(t) = \begin{pmatrix} \cos \tilde{\alpha}(t) & -\sin \tilde{\alpha}(t) & 0 \\ \sin \tilde{\alpha}(t) & \cos \tilde{\alpha}(t) & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad f \in \mathbb{R},$$

(E4)

with the $T$-periodic function

$$\tilde{\alpha}(t) = \sum_{n \neq 0} a_n \frac{T}{2\pi n} \left( \exp \left( \frac{2\pi i n t}{T} \right) - 1 \right),$$

(E5)

see \([B30]\).

In summary, we did not find any new solutions, but rather transferred the already known solutions into the language of Floquet theory and found an unexpected connection between the quasi-energy $f = a_0$ and the angular velocity $\Omega_2 = a_0$ of the angular variable $\psi_2$, see \([C21]\). Physically, Floquet theory is often associated with periodic driving of systems due to some external forces. The present example, however, shows that the periodic driving can also occur due to periodic variations of the internal degrees of freedom.
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