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\section{ABSTRACT}
In this paper, a pest management predator–prey model with weak Allee effect on predator and state feedback impulsive control on prey is introduced and analysed, where the yield of predator released and intensity of pesticide sprayed are assumed to be linearly dependent on the selected pest control level. For the proposed model, the existence and stability of the order-1 periodic orbit of the control system are discussed. Meanwhile, with the aim of minimizing the input cost in practice, an optimization model is constructed to determine the optimal quantity of the predator released and the intensity of pesticide sprayed. The theoretical results and numerical simulations indicated that the number of pests can be limited to below an economic threshold and displays periodic variation under the proposed control strategy. In addition, it indicated in numerical simulations that an order-2 periodic orbit exists for some certain parameters.

\section{1. Introduction}
Food losses due to pests and plant diseases are nowadays one of the major threats to food security, particularly in large parts of the developing world. As reported by the United Nations, the world population in 2014 was estimated at 7.2 billion, with an approximate yearly growth of 82 million, a quarter of which occurs in the least developed countries \cite{35}. This unprecedented amount of people in the world poses serious challenges for food producers and policy-makers, specially regarding the minimization of crop losses due to pests and plant diseases, which have been estimated to be as high as 40% of the world production \cite{22}. This issue has been a matter of active research for many decades, where the main challenge lies in the unavoidable trade-off between pest reduction, financial costs, effects on human health and environmental impact. Spraying chemical pesticide can kill part of the agricultural pests and control the rapid growth of pests, however, the extensive use and unreasonable abuse of pesticides destroy the structure of the agricultural ecosystem, reduce biodiversity, and lead to the residue of chemical composition in crops, threatening the health of human beings. In addition, the long-term use of pesticides also leads to pest control.
resistance, weakens or reduces the ability of natural enemy to control pests, results in frequent and even more rampant pests, which falls into the vicious cycle that it is the more drug treatment the more difficult to govern. A large number of facts show that the side effects of chemical pesticides have challenged the single method of pest control by chemical pesticides. In fact, natural enemies of the agricultural pests also play an important role in control the quantity pests [3,10,19,36]. Therefore, the problem of pest control has necessarily to be addressed in an integrated manner, which has motivated the development of various integrated approaches, such as Integrated Pest Management (IPM) [2,22,37].

IPM’s basic principle consists in the judicious and coordinated use of multiple pest control mechanisms (e.g. biological control, cultural practices, selected chemical methods, etc.) in ways that complement one another, maintaining pest damage below acceptable economic levels, while minimizing hazards to humans, animals, plants and the environment. IPM has been proved to be more effective than the classic methods both experimentally [36,38] and theoretically [31,41]. The key concept for the implementation of a pest control programme in an IPM framework is that of economic injury level, which means the lowest pest population density that will cause economic damage. In general, it is assumed that a number of pest control mechanisms is available, for instance biological methods, cultural practices, natural enemies, habitat management, synthetic pesticides, etc. The basic decision rules rely on a predefined economic injury level and an economic threshold, which gives the pest population density above which control actions must be taken so as to prevent the pest population from reaching the economic injury level. An IPM-based pest control scheme, in its simplest form, will then require that whenever the amount of pests is less than the economic threshold only ecologically benign control measures are applied, i.e. those that enhance natural control. If natural control is not capable of preventing the pest population from reaching the economic injury level, then synthetic pesticides come into play, nevertheless, in adequate combination with environmentally friendly control measures so as to minimize the amount of pesticides released into the underlying ecosystem. In practice, however, to develop and implement an IPM-based pest control programme sustainable both in ecological and economic terms is by no means trivial tasks.

Integrated pest management may cause a radical change in biological population due to the variety of manual intervention. This phenomenon also occurs in many dynamical systems due to abrupt changes at certain instants during the evolution process. To describe these phenomena in mathematics, impulsive differential equations are a powerful tool. The research on the theory of impulsive state feedback control dynamic systems (ISFCDS) has made a great progress in recent years, and the basic theory of impulsive semi-dynamical systems, as well as the criteria for checking the existence and stability of periodic solutions of impulsive semi-dynamical systems are presented [4–6,8,9]. Besides the theoretical study aspect of impulsive semi-dynamical systems, in application aspect, Tang et al. made a pioneer work in pest management predator–prey model with state-dependent impulse [28,29,32]. Since then many scholars have introduced ISFCDS in predator–prey system to model the pest control action [12–14,20,23,26,27,30,33,39,42,43,46,47]. Among these studies, Jiao et al. investigated the Allee effect on a single population model with state-dependent impulsively unilaterally diffusion [14]. The Allee effect is a phenomenon in biology characterized by a correlation between population size or density and the mean individual fitness (often measured as per capita population growth rate) of a population or species [11,15,17]. Many scholars investigated the rich dynamical behaviours of
predator–prey model with Allee effect [1,7,16,18,21,24,34,40,44,45,48]. To consider that the predators are difficult to seek spouses when the species has a low population density, the Allee effect on predator is introduced to model phenomenon. Thus in this work, an integrated pest management predator–prey model with Allee effect is presented by introducing the biological control threshold and the chemical control threshold, where the pest control level is selected between the two control thresholds.

The rest of the paper is organized as follows. In Section 2, the mathematical model is formulated and some preliminaries are presented. The dynamic properties of the free system are introduced in Section 3, and then followed by the control system including the existence and stability of the order-1 periodic orbit. Existence depends on the method of successive functions, and stability is by the limit method of successor point sequences and analogue of Poincaré criterion. What’s more, an optimization problem is formulated to minimize the total cost in the pest control. In Section 4, the numerical simulations are carried out to verify the theoretical results. And a brief conclusion is presented in Section 5.

2. Model formulation and preliminaries

2.1. Mathematical model

Let \( x(t) \) and \( y(t) \) denote the population of the pest and the predator at time \( t \), respectively. The intrinsic rate of increase of the pest is assumed to follow the Logistic type, i.e. \( r(1 - x(t)/K) \), where \( r \) is the birth rate, \( K \) is the environmental carrying capacity for the pest in absent of predator. For the species without environmental carrying capacity constraint, \( K \) can be chosen as a larger positive constant. The restriction from the predator is proportion to the pest, i.e. \( bx(t)y(t) \). The conversion rate of predators after predating pests is similar to weak Allee effect, i.e. \( y(t)/y(t) + m \), where \( m \) is Allee effect constant. And \( d \) is the death rate of predator. The model can be formulated as follows:

\[
\begin{align*}
\frac{dx(t)}{dt} &= rx(t) \left(1 - \frac{x(t)}{K}\right) - bx(t)y(t), \\
\frac{dy(t)}{dt} &= cx(t)y(t) \left(\frac{y(t)}{y(t) + m}\right) - dy(t).
\end{align*}
\]

(1)

Considering the harm of the pest on crops, let \( x_{ZX} \) denote the pest slight harmful threshold (or biological control level) and \( x_{ZD}(x_{ZX} < x_{ZD} < K) \) denote the pest economic injury threshold (or chemical control level). To achieve the control effect, assume that the yield releases of the predator at \( x_{ZX} \) and \( x_{ZD} \) are \( \tau_{\text{max}} \) and \( \tau_{\text{min}}(\tau_{\text{max}} > \tau_{\text{min}} \geq 0) \), respectively. Suppose that the chemical control strength at \( x_{ZD} \) is \( p_{\text{max}} \) to the pest and \( q_{\text{max}} \) to the predator. To determine the optimal control threshold, an integrated pest control threshold \( x_T \) is assumed to be between \( x_{ZX} \) and \( x_{ZD}(x_{ZX} \leq x_T \leq x_{ZD}) \). Once the population of pests reaches control level \( x_T \), The corresponding pest management strategy, a certain yield of releases of predators \( \tau(x_T) \) and a certain strength of insecticide spraying \( p(x_T), q(x_T) \), should be adopted. And \( \tau(x_T), p(x_T), q(x_T) \) are linearly dependent on pest control level \( x_T \), which are as follows:

\[
\tau(x_T) = \tau_{\text{max}} - (\tau_{\text{max}} - \tau_{\text{min}}) \frac{x_T - x_{ZX}}{x_{ZD} - x_{ZX}}.
\]
\[ p(x_T) = p_{\text{max}} \frac{x_T - x_Z}{x_{ZD} - x_{ZX}}, \]
\[ q(x_T) = q_{\text{max}} \frac{x_T - x_Z}{x_{ZD} - x_{ZX}}. \]

According to the effect of insecticide, the strength of insecticide spraying to the pest \( p(x_T) \) is equal or greater than that to the predator \( q(x_T) \).

Based on the above control strategy, an integrated pest management predator–prey model with Allee effect is obtained in the following:

\[
\begin{align*}
\frac{dx(t)}{dt} &= rx(t) \left( 1 - \frac{x(t)}{K} \right) - bx(t)y(t), \\
\frac{dy(t)}{dt} &= cy(t) - dx(t)y(t) + m - dy(t), \\
\Delta x(t) &= -p(x_T)x(t), \\
\Delta y(t) &= -q(x_T)y(t) + \tau(x_T)
\end{align*}
\]

\( x < x_T, \quad x = x_T. \)

### 2.2. Preliminaries

For the state-dependent impulsive differential equations

\[
\begin{align*}
\frac{dx}{dt} &= P(x, y) \\
\frac{dy}{dt} &= Q(x, y) \\
\Delta x &= \alpha(x, y) \\
\Delta y &= \beta(x, y)
\end{align*}
\]

if \( \Phi(x, y) \neq 0, \)

\[
\begin{align*}
\frac{dx}{dt} &= P(x, y) \\
\frac{dy}{dt} &= Q(x, y) \\
\Delta x &= \alpha(x, y) \\
\Delta y &= \beta(x, y)
\end{align*}
\]

if \( \Phi(x, y) = 0, \)

where \( \Phi(x, y) = 0 \) describes the states at which the control strategy is taken on, \( \alpha \) and \( \beta \) describe the effects of the control strategy and \( (x, y) \in Q \subset R^2 \). \( P(x, y) \) and \( Q(x, y) \) are arbitrarily derivative with respect to \( (x, y) \in \Omega \); \( \alpha \) and \( \beta \) are linearly dependent on \( x \) and \( y \), i.e. \( \Phi_x, \Phi_y, \alpha_x, \alpha_y, \beta_x, \beta_y \) are constant, let's denote \( M = \{(x, y)| \Phi(x, y) = 0\} \) and \( N = \{(x, y)|x = x' + \alpha(x', y'), y = y' + \beta(x', y'), (x', y') \in M\} \).

**Definition 2.1 (Successor function [8]):** Suppose that the impulse set \( M \) and the phase set \( N \) are both line. Define the coordinate in the phase set \( N \) as follows: denote the point of intersection \( Q \) between \( N \) and x-axis as \( O \), then the coordinate of any point \( A \) in \( N \) is defined as the distance between \( A \) and \( Q \), and denoted by \( a \). Let \( C \) denote the point of intersection between the trajectory starting from \( A \) and the impulse set \( M \), and \( B \) denote the phase point of \( C \) after impulse with coordinate \( b \). Then we define \( B \) as the successor point of \( A \), and the successor function \( f_{\text{sol}} \) at \( A \) is defined \( f_{\text{sol}}(A) = y_B - y_A = b - a \), which is also continuous on \( N \).

**Remark 1:** If there exists a point \( L(x_L, y_L) \in N \) such that \( f_{\text{sol}}(L) = 0 \), then the orbit starting from \( L \) forms a periodic orbit.

Assume that there exists an order-1 periodic orbit in system (2), and let \( y_L = LL\hat{L} = \) denoted the order-1 periodic orbit starting from \( L \), its parameter equation is denoted by
\[ x = \phi(s), \quad y = \varphi(s), \] expressed with the arc length \( s \) starting from \( L \), where \( 0 \leq s \leq s_L \). Since the arc length \( s \) is a function, i.e. \( s = s(t) \), where \( 0 \leq t \leq T_L \), then the solution \( x = \xi(t) = \phi(s(t)) \) and \( y = \eta(t) = \varphi(s(t)) \) is a \( T_L \) order-1 periodic solution.

**Lemma 2.2 (Stability Criterion [25,33]):** The \( T_L \) period-1 solution \( x(t) = (\xi(t), \eta(t)) \) of the model (2) is orbitally asymptotically stable if the convergency ratio \( \rho_{\gamma L} \) is less than one, where

\[
\rho_{\gamma L} \triangleq \left| \frac{f^T_{\gamma} [(1 + \beta_y)\Phi_x - \beta_x \Phi_y] + g^T_{\gamma} [(1 + \alpha_x)\Phi_y - \alpha_y \Phi_x]}{f^T \Phi_x + g^T \Phi_y} \right| \exp \left( \int_{0^+}^{T_L} \left[ \frac{\partial f}{\partial x} + \frac{\partial g}{\partial y} \right] (\xi(t), \eta(t)) \right),
\]

\( f^T \) represents the value of \( f \) at \( L^- (\xi(T_L), \eta(T_L)) \in M \), and \( f^T_{\gamma} \) represents the value of \( f \) at \( L(\xi(0^+), \eta(0^+)) \in N \).

3. Dynamic properties of the control system

System (1) is called the free system, and system (3) is called control system. In this section, the dynamic properties of the free system will be discussed firstly, and then followed by the control system.

3.1. Dynamic properties of the free system

For the free system, the following result holds:

**Lemma 3.1:** The solutions of system (1) is positive and bounded.

**Proof:** Let \( (x(t), y(t)) \) be a solution of system (1) with the initial condition \( x(0) > 0, y(0) > 0 \), by the equations of system (1), there is

\[
x(t) = x(0) \exp \left\{ \int_0^t \left( r - \frac{rx(s)}{K} - by(s) \right) ds \right\} > 0,
\]

\[
y(t) = y(0) \exp \left\{ \int_0^t \left( \frac{cx(s)y(s)}{y(s) + m} - d \right) ds \right\} > 0.
\]

Thus the solutions of system (1) with the initial condition \( x(0) > 0, y(0) > 0 \) is positive.

Let \( x = (x(t), y(t)) \) be a solution of system (1) starting from \( (x_0, y_0) \), where \( x_0 \leq K \). Define \( \Gamma_1(x, y) \triangleq x - K \), then

\[
\frac{d\Gamma_1}{dt} \bigg|_{\Gamma_1=0} = -bKy < 0,
\]

which means that the orbit of system (1) goes across \( \Gamma_1 \) from right to left. In addition, let

\[
y_{\max} = 1 + \frac{c}{bd} \max_{x \in [0, K]} \left[ rx \left( 1 - \frac{x}{K} \right) + dx \right].
\]
Define $\Gamma_2(x,y) \triangleq (c/b)x + y - y_{\text{max}}$. Then

$$\frac{d\Gamma_2}{dt}|_{\Gamma_2=0} = \frac{c}{b} x \left[ r \left(1 - \frac{x}{K}\right) - by \right] + y \left( \frac{cxy}{y + m} - d \right)$$

$$\leq \frac{c}{b} x \left[ r \left(1 - \frac{x}{K}\right) + d \right] - cxy + \frac{cxy^2}{y + m} - dy_{\text{max}}$$

which means that the orbit of system (1) goes across $\Gamma_2$ from above to below. Thus, there exists an area $\Sigma_0 \triangleq \{(x,y)|0 \leq x \leq K, 0 \leq y \leq y_{\text{max}} - (c/b)x\}$ such that $x = (x(t),y(t)) \in \Sigma_0$ for $t \geq T$, where $T > 0$ is a large number. This completes the proof. \(\blacksquare\)

**Lemma 3.2 ([18]):** If $0 < m < A_2^2/A_2$ and $K > d/c$, then there exist four equilibria: $O(0,0), R(K,0), E_1(x_1,y_1)$ and $E_2(x_2,y_2)$ in system (1), where

$$x_1 = \frac{K \left( r \left( c + \frac{d}{K}\right) - \sqrt{A_1^2 - A_2 m} \right)}{2cr}, \quad y_1 = \frac{r(1-x_1/K)}{b},$$

$$x_2 = \frac{K \left( r \left( c + \frac{d}{K}\right) + \sqrt{A_1^2 - A_2 m} \right)}{2cr}, \quad y_2 = \frac{r(1-x_2/K)}{b},$$

$$A_1 = r \left( c + \frac{d}{K}\right), A_2 = \frac{4bcd}{K}.$$ The equilibria $O(0,0), E_2(x_2,y_2)$ are hyperbolic saddle, $R(K,0)$ is a stable node. The equilibrium $E_1(x_1,y_1)$ is stable if $H_1$ holds: $H_1 :$

one of the following conditions holds:

1. $4r > d > 0, d/c < K < 4r/c$;
2. $\frac{4r}{3} < d < 4r, K = 4r/c > \max\{d/c, dr/c(d-r)\}$;
3. $d = 4r/3, K = dr/c(d-r)$;
4. $0 < d \leq r, m \neq A_1^2 - \frac{\xi_0^2}{A_2}$;
5. $r < d < 4r/3, 4r/c < K < dr/c(d-r), m \neq A_1^2 - \frac{\xi_0^2}{A_2}$;
6. $d > 4r, dr/c < K < K_2$;
7. $4r/3 < d < 4r, dr/c(d-r) < K < K_2$;
8. $0 < m < m_1$ or $m_2 < m < A_1^2/A_2, r/2 < d \leq r, 4r/c < K < K_2$;
9. $0 < m < m_1$ or $m_2 < m < A_1^2/A_2, 0 < d < r/2, K > 4r/c$;
10. $0 < m < m_1$ or $m_2 < m < A_1^2/A_2, r < d < 4r/3, 4r/c < K < dr/c(d-r)$.
11. $0 < m < m_2, r \geq \frac{1}{4}, \frac{1}{2} < d < 4r, K > 4r/c$;
12. $0 < m < m_2, 0 < r < \frac{1}{4}, \frac{1}{2} < d < \min\{4r, r^*\}, K > 4r/c$;
13. $0 < m < m_2, 0 < r < \frac{1}{4}, \max\{\frac{1}{4}, r^*\} < d < 4r, K > K_2$;
14. $0 < m < m_2, 0 < r < \frac{1}{4}, \max\{\frac{1}{2}, r^*\} < d < r, K = K_2$;
(15) \( 0 < m < m_2, 0 < r < \frac{1}{4}, \max\{r, r^*\} < d < 4r/3, K = K_2; \)

(16) \( 0 < m < m_2, d > 4r, K > K_2; \)

where

\[
K_2 \triangleq \frac{d(d + r) + d\sqrt{d(4r + d)}}{c(2d - r)},
\]

\[
r^* \triangleq \frac{(8r + 1)(4r - 1) + \sqrt{(1 - 4r)(128r^2 + 28r + 1)}}{16(1 - 4r)},
\]

\[
\xi_1 \triangleq c(r - d) + \frac{dr}{K} - \frac{cd}{K}\sqrt{K(K - \frac{4r}{c})},
\]

\[
\xi_2 \triangleq c(r - d) + \frac{dr}{K} + \frac{cd}{K}\sqrt{K\left(K - \frac{4r}{c}\right)},
\]

\[
\xi_0 \triangleq c(r - d) + \frac{dr}{K}, m_1 = \frac{A_1^2 - \xi_2^2}{A_2}, m_2 = \frac{A_1^2 - \xi_1^2}{A_2}.
\]

**Lemma 3.3 ([18]):** If \( H_2 : 0 < m < A_1^2/A_2, d/c < K \leq 4r/c \) holds, then system (1) doesn’t have limit cycle and closed orbit in \( R^+ = \{(x, y)|x > 0, y > 0\} \).

**Lemma 3.4 ([18]):** The system (1) has at least one stable limit cycle if \( H_3 \) holds: \( H_3 : \) if one of the following conditions holds:

1. \( (r, c, b, d, K, m) \in H_{p2}, 0 < m < A_1^2 - \xi_1^2/A_2 \) and \( |m - A_1^2 - \xi_1^2/A_2| \ll 1; \)
2. \( (r, c, b, d, K, m) \in H_{p5}, m > A_1^2 - \xi_2^2/A_2 \) and \( |m - A_1^2 - \xi_2^2/A_2| \ll 1; \)
3. \( (r, c, b, d, K, m) \in H_{p7}, A_1^2 - \xi_2^2/A_2 < m < A_1^2/A_2 \) and \( |m - A_1^2 - \xi_2^2/A_2| \ll 1; \)

where

\[
H_{p2} \triangleq \{(r, c, b, d, K, m) : 0 < d < \frac{r}{2}, K > \frac{4r}{c}, m = \frac{A_1^2 - \xi_1^2}{A_2}, Q > 0\},
\]

\[
H_{p5} \triangleq \{(r, c, b, d, K, m) : 0 < d < \frac{r}{2}, K > \frac{4r}{c}, m = \frac{A_1^2 - \xi_2^2}{A_2}, Q > 0\},
\]

\[
H_{p7} \triangleq \{(r, c, b, d, K, m) : r \geq \frac{1}{4}, 2 < d < 4r, K > \frac{4r}{c}, m = \frac{A_1^2 - \xi_2^2}{A_2}, Q > 0\},
\]

\[
Q \triangleq \begin{align*}
&rd^2y_1bK^2x_1m^4 + rx_1bK^2y_1^5d^2 + r^2x_1^2bKy_1^5d - rx_1^2b^2K^2dm^2y_1^2 - rx_1^3b^2K^2dm^4 \\
&+ bcdy_1^3K^3m^2x_1 + bd^3y_1^3K^3m^2 - 7r^2x_1^3dm^2K\gamma_1^2 - 6r^2x_1^3bK\gamma_1^2m^2 \\
&- 2r^2x_1^3bK\gamma_1^2m^2 + 4rx_1^3bcK^2y_1^5 + 8rx_1^3bcK^2y_1^4m - 4rx_1^3bcK^2y_1^5d \\
&- 12rx_1^2bK^2y_1^4dm + 4rx_1^3bcK^2y_1^3m^2 + 4r^2x_1^2bKy_1^4dm + 5r^2x_1^2bKy_1^3dm^2 \\
&+ 2r^2x_1^2bKy_1^2dm^3 - 2rx_1^3b^2K^2dm^2y_1 - 2bcdy_1^3K^3m^3x_1 + 2bd^3y_1^3K^3m^3
\end{align*}
\]
Figure 1. The vector diagram of system (1)(a) the case of $H_1, H_2$, where $r = 0.5, b = 0.03, c = 0.01, d = 0.1, m = 4, K = 28$. (b) the case of $H_3$, where $r = 0.5, b = 0.03, c = 0.01, d = 0.1, m = 21.5, K = 280$.

- $4y_1r^2x_1^3dm^3Kc + 2r^2x_1^2d^2m^2Ky_1^2 + 4y_1r^2x_1^3d^2m^3K + 2rd^3m^4K^2x_1$
- $+ 5rd^2y_1^2bK^2x_1m^2 + 2rd^2y_1^2bK^2x_1m^3 - 10rx_1^2bK^2y_1^3m^2d$
- $+ 4rx_1bK^2y_1^3d^2m - 2r^2x_1^3bcK^2 + 6r^2x_1^3bcK^2y_1^3m + 2cx_1^4y_1^2m^2r^3$
- $+ 2cx_1^4y_1^3m^3 - 2bcx_1^2y_1^2m^3dK^2r.$

The vector diagram of system (1) is illustrated in Figure 1.

**Theorem 3.5:** For a suitable selection of parameter values, there exists a homoclinic curve determine by the stable and unstable manifold of the point $E_2(x_2, r(1 - x_2/K)/b)$ (Figure 1(a)).

**Proof:** Consider the point $(x, y) \in \overline{E_1E_2}$, then $dx/dt = 0, dy/dt > 0$, we have that the direction of the vectors at points under the line $y = r(1 - x/K)/b$ is pointing to the above.

Next, let $W^s_+(E_2)$ and $W^u_+(E_2)$ be the left stable manifold and the upper unstable manifold of the saddle point $E_2$, respectively. Then because we have by theorem 1 that $\Sigma_0$ is an invariant region, the orbits cannot cross the horizontal line $y = y_{\text{max}} - (c/b)x$ towards the above. The trajectories determined by the upper unstable manifold $W^u_+(E_2)$ cannot cross the trajectory determined by the left stable manifold $W^s_+(E_2)$. Moreover, the $\alpha - limit$ of the manifold $W^s_+(E_2)$ could be the origin or at infinity in the upper direction of the $y$-$axis$. On the other hand, the $\omega - limit$ of the upper unstable manifold $W^u_+(E_2)$ must be

(i) the equilibrium $E_1$, whenever this point is an stable node; or
(ii) the equilibrium $(K, 0)$, whenever this point is an stable node;

then there exists a set of parameter values for which $W^u_+(E_2)$ intersects $W^s_+(E_2)$ and a homoclinic curve is generated. In this case, the point $E_2$ is the $\omega - limit$ of the upper unstable manifold $W^u_+(E_2)$.
3.2. Dynamic properties of the control system

We discuss existence, uniqueness and stability of the order-1 periodic orbit of system (3) based on the qualitative analysis of system (1). Denote \( p(x_T) \triangleq p_T, q(x_T) \triangleq q_T, \tau(x_T) \triangleq \tau_T \). The strength of insecticide spraying to the pest is denoted as \( p_T \). The larger \( p_T \) is, the greater the strength is.

3.2.1. Existence of the order-1 periodic orbit

Denote \( Q \) as \( Q((1 - p_T)x_T, \tau_T) \). The intersection points between the isocline \( \dot{x}/x = 0 \) and the lines \( x = (1 - p_T)x_T \) and \( x = x_T \) are denoted as \( A((1 - p_T)x_T, y_A) \) and \( B(x_T, y_B) \), where \( y_A = r(1 - (1 - p_T)x_T/K)/b \), \( y_B = r(1 - x_T/K)/b = y_{xT} \). Denote \( A^-(x_T, y_A^-) \) and \( Q^- (x_T, y_Q^-) \) as the intersection points between \( x = x_T \) and the trajectory starting from \( A \) and \( Q \) respectively. Obviously, we obtain \( y_Q^- < y_A^- \).

We denote the pulse set as \( M = \{(x, y)| x = x_T, y \geq 0\} \), and the phase set as \( N((x, y)| x = (1 - p_T)x_T, y \geq \tau_T\} \).

■ The case for \( H_1, H_2 \)

System (1) has two positive equilibria: \( E_1, E_2 \), and \( E_1 \) is stable, \( E_2 \) is a saddle point, but it has no limit cycle in \( \Sigma_0 \) in the case of \( H_1, H_2 \). The trajectory starting from the point \( A \) interests the impulsive set \( M \) at point \( A^- \), and then jumps to the point \( A^+ \). Define

\[
\bar{\tau}_1 \triangleq \frac{r}{b} \left( 1 - \frac{(1 - p_T)x_T}{K} \right) - (1 - q_T) y_{A^-}.
\]

According to the magnitude of \( x_1, x_2 \) and \( x_T \), the following three cases are discussed:

Case I: \( x_{ZX} \leq x_T \leq x_1 \)

**Theorem 3.6:** If \( x_{ZX} \leq x_T \leq x_1 \), then system (3) has at least one order-1 periodic solution when \( \tau_T \leq \bar{\tau}_1 \), it has a unique order-1 periodic solution when \( \tau_T > \bar{\tau}_1 \).

**Proof:** To prove the existence of order-1 periodic solution, we need find a point \( L \in N \) such that \( f_{\text{or}}(L) = 0 \). According to the magnitudes between \( \bar{\tau}_1 \) and \( \tau_T \), two cases will be discussed.

(a) \( \tau_T \leq \bar{\tau}_1 \). Then the orbit \( AA^-A^+ \) is an order-1 periodic orbit when \( \tau_T = \bar{\tau}_1 \). The successor function of point \( A \) satisfies \( f_{\text{or}}(A) = y_{A^+} - y_A < 0 \) when \( \tau_T < \bar{\tau}_1 \). Choosing \( Q \) as the point in the phase set \( N \) with \( y_Q = \tau_T \), thus \( f_{\text{or}}(Q) = y_{Q^+} - y_Q > 0 \). By the continuity of \( f_{\text{or}} \), there exists at least a point \( L \in A^+Q \subset N \) such that \( f_{\text{or}}(L) = 0 \), so system (3) has at least one order-1 periodic solution which passes through point \( L \), as shown in Figure 2(a).

(b) \( \tau_T > \bar{\tau}_1 \), then the successor function of point \( A \) satisfies \( f_{\text{or}}(A) = y_{A^+} - y_A > 0 \), and then \( f_{\text{or}}(A^+) = (1 - q_T)y_{A^+} + \tau_T - y_{A^+} < (1 - q_T)y_{A^+} + \tau_T - y_{A^+} = 0 \). Let \( R((1 - p_T)x_T, y_R) \in AA^+ \) such that \( |y_R - y_{R^+}| < f_{\text{or}}(A) \), \( y_R - y_A < q_Tf_{\text{or}}(A) \). So we have \( f_{\text{or}}(R) = y_{R^+} - y_R > y_{A^+} - (1 - q_T)f_{\text{or}}(A) - y_R = y_A + q_Tf_{\text{or}}(A) - y_R > 0 \). According to the continuity of \( f_{\text{or}} \), there exists at least a point \( L \in RA^+ \subset N \) such that \( f_{\text{or}}(L) = 0 \), so the system (3) has an order-1 periodic solution which passes through point \( L \), as shown in Figure 2(b).
In the following part, we discuss the uniqueness of the order-1 periodic solution to system (3). Select two points $L_1, L_2 \in RA^+ \subset N$ arbitrarily, without loss of generality, we assume $x_{L_1} < x_{L_2}$. Then there exist trajectories $l_{L_1}$ and $l_{L_2}$ passing $L_1$ and $L_2$, and they cross the impulsive set $M$ at $L_1^-$ and $L_2^-$, respectively. $L_1^-$ must be located on the right of $L_1^+$, we have $x_{L_1}^- < x_{L_2}^-$. After impulsive effect, $L_1^-$ and $L_2^-$ jump to the phase set $N$ at $L_1^+$ and $L_2^+$, respectively. Hence, $x_{L_1}^+ > x_{L_2}^+$. The successor functions of $L_1$ and $L_2$ are $f_{sor}(L_1)$ and $f_{sor}(L_2)$, then $f_{sor}(L_1) - f_{sor}(L_2) = x_{L_1}^+ - x_{L_1}^- - (x_{L_2}^+ - x_{L_2}^-) = x_{L_1}^+ - x_{L_2}^+ + (x_{L_2}^- - x_{L_1}^-) > 0$, which means the successor function $f_{sor}$ is monotonically decreasing in the phase set. Thus, there exists a unique order-1 periodic solution.

Case II: $x_1 < x_T \leq x_2$

In this case, there exists a trajectory $l_0$ of the system (3) which is tangency to the impulsive set $M$ at point $B(x_T, y_B)$ and intersects the isocline $\dot{x}/x = 0$ at point $C_0$ with $x_{C_0} < x_B = x_T$. If there are intersection points between the trajectory $l_0$ and the phase set $N$, denoted by $C_1$ and $C_2$ with $y_{C_1} < y_{C_2}$.

**Theorem 3.7:** 1 If $x_1 < x_T \leq x_2$ and $0 < (1 - p_T)x_T \leq x_{C_0}$, then system (3) has an order-1 periodic solution. 2 If $x_1 < x_T \leq x_2$ and $(1 - p_T)x_T > x_{C_0}$, then system (3) has an order-1 periodic solution when $\tau_T \leq \tau_2 \triangleq y_{C_1} - (1 - q_T)y_B$ or $\tau_T \geq \tau_3 \triangleq y_{C_2} - (1 - q_T)y_B$.

**Proof:** 1 If $x_1 < x_T \leq x_2$ and $0 < (1 - p_T)x_T \leq x_{C_0}$, then system (3) has at least one order-1 periodic solution when $\tau_T \leq \tau_1$, it has a unique order-1 periodic solution when $\tau_T > \tau_1$. The proof is similar to that of Theorem 3.6 and omitted thereby, as illustrated in Figure 3(a,b).

2 If $x_1 < x_T \leq x_2$ and $(1 - p_T)x_T > x_{C_0}$, as shown in Figure 3(c). Then there is $f_{sor}(C_1) \leq 0$ when $\tau_T \leq \tau_2$, note that $f_{sor}(Q) > 0$, thus there exists $L \in QC_1$ such that $f_{sor}(L) = 0$. When $\tau_2 < \tau_T < \tau_3$, the trajectory will tend to the equilibrium point $E_1$ by the stability of point $E_1$. So the system (3) has no order-1 periodic solution. When $\tau_T \geq \tau_3$,
Figure 3. The existence of order-1 periodic solution of system (3) when $x_1 < x_T \leq x_2$, (a) $0 < (1 - p_T)x_T \leq x_C$ and $\tau_T \leq \tau_1$; (b) $0 < (1 - p_T)x_T \leq x_C$ and $\tau_T > \tau_1$; (c) $(1 - p_T)x_T > x_C$.

Figure 4. The existence of order-1 periodic solution of system (3) when $x_2 < x_T \leq \min\{x_{ZD}, K\}$, (a) $0 < (1 - p_T)x_T \leq x_C$ and $\tau_T \leq \tau_1$; (b) $0 < (1 - p_T)x_T \leq x_C$ and $\tau_T > \tau_1$; (c) $(1 - p_T)x_T > x_C$.

there is $f_{\text{so}}(C_2) \geq 0$ and $f_{\text{so}}(C_2^+) < 0$, thus there exists $L \in C_2C_2^+$ such that $f_{\text{so}}(L) = 0$, the proof of the uniqueness is similar to that of Theorem 3.6.

Case III: $x_2 < x_T \leq \min\{x_{ZD}, K\}$

Assume that $l_1, l_2, l_3, l_4$ are dividing lines of the saddle point $E_2(x_2, y_2)$, where $l_1, l_2$ are the stable flows of $E_2(x_2, y_2)$, $l_3, l_4$ are the unstable flows of $E_2(x_2, y_2)$. Let $C_0(x_{C_0}, y_{C_0})$ denote the intersection point between the isocline $x/x = 0$ and the stable flow $l_2$ with $x_{C_0} < x_{E_2}$, as illustrated in Figure 4. According to the magnitude of $(1 - p_T)x_T, x_2$ and $x_{C_0}$, there exist three cases:

(a) $(1 - p_T)x_T \leq x_{C_0}$, the case is similar to that of Theorem 3.6, as illustrated in Figure 4(a, b);

(b) $x_{C_0} < (1 - p_T)x_T < x_2$, denote $C_1$ and $C_2$ as the intersection points between $x = (1 - p_T)x_T$ and stable flow $l_2$ with $y_{C_1} < y_{C_2}$. And the unstable flow $l_3$ intersects $x = x_T$ at point $C_1^-$. There is $f_{\text{so}}(C_1) < 0$ when $\tau_T < \tau_4 \triangleq y_{C_1} - (1 - q_T)y_{C_1^-}$, note that $f_{\text{so}}(Q) > 0$, thus there exists $L \in QC_1$ such that $f_{\text{so}}(L) = 0$. When $\tau_4 < \tau_T < \tau_5 \triangleq y_{C_2} - (1 - q_T)y_{C_1^-}$, the trajectory will tend to the equilibrium point $E_1$ by the stability of point $E_1$. 


So system (3) has no order-1 periodic solution. When \( \tau_T > \tau_5 \), there is \( f_{\text{sor}}(C_2) > 0 \) and \( f_{\text{sor}}(C_3^+) < 0 \), thus there exists \( L \in C_2C_3^+ \) such that \( f_{\text{sor}}(L) = 0 \), as shown in Figure 4(c).

(c) \( x_2 \leq (1 - p_T)x_T < x_T \leq x_{ZD} \), assume that the unstable flows \( l_3 \) and the stable flows \( l_1 \) intersect \( x = (1 - p_T)x_T, x = x_T \) at points \( A_1, B_1 \) and \( A_2, B_2 \), respectively. Suppose that the isocline \( \dot{x}/x = 0 \) and \( \dot{y}/y = 0 \) intersect the line \( x = (1 - p_T)x_T, x = x_T \) at points \( A, B \) and \( C, D, \) respectively.

Then there must exist \( \tau^1, \tau^2 \) such that \( (1 - q_T)y_{B_1} + \tau^1 = y_A, (1 - q_T)y_{B_1} + \tau^2 = y_{A_2} \). It can be deduced that the point \( B_1 \) is mapped into \( A \) if \( \tau_T = \tau^1 \) and it is mapped into \( A_2 \) if \( \tau_T = \tau^2 \). Therefore, applying the definition of the homoclinic cycle, we obtain that the trajectories \( A_2E_2, E_2B_1 \) together with the impulsive line \( \overline{B_1A_2} \) constitute a homoclinic cycle for the system (3) when \( \tau_T = \tau^2 \). ■

**Theorem 3.8:** When \( x_2 \leq (1 - p_T)x_T < x_T \leq x_{ZD} \), there exist \( \tau^1, \tau^2 \) such that for any \( \tau_T \in (\tau^1, \tau^2) \), the order-1 homoclinic cycle disappears and system (3) bifurcates a unique order-1 positive periodic solution.

**Proof:** Denote \( H \) as the image point of \( B_1 \), for any \( \tau_T \in (\tau^1, \tau^2) \), there is

\[
y_H = (1 - q_T)y_{B_1} + \tau_T \in ((1 - q_T)y_{B_1} + \tau^1, (1 - q_T)y_{B_1} + \tau^2) = (y_A, y_{A_2}),
\]

and \( H \) is between \( A \) and \( A_2 \). Assume that the trajectory starting from the point \( H \) firstly intersects the line \( x = x_T \) at point \( H^- \) and then jumps into \( H^+ \) because of the impulsive effect. On account that any two trajectories of autonomous systems cannot intersect, so \( y_{H^-} > y_{B_1} \). Thus, \( y_{H^+} > y_H \) and the successor function satisfies \( f_{\text{sor}}(H) = y_{H^+} - y_H > 0 \). In another aspect, we take a point \( A_{1\epsilon}((1 - p_T)x_T, y_{A_{1\epsilon}}) \) where \( y_{A_{1\epsilon}} = y_{A_2} - \epsilon \) and \( \epsilon > 0 \) is sufficiently small. Assume that the trajectory with the initial point \( A_{1\epsilon} \) firstly intersects \( x = x_T \) at a point \( A_{1\epsilon}^- \) and then jumps into \( A_{1\epsilon}^+ \) when the impulse occurs. \( A_{1\epsilon}^- \) is next to point \( B_1 \) which can be inferred from the continuous dependence of the solution concerning the initial value. Then \( f_{\text{sor}}(A_{1\epsilon}) = y_{A_{1\epsilon}^+} - y_{A_{1\epsilon}} < 0 \). So there must exist a point \( L \in \overline{A_{1\epsilon}H} \) such that \( f_{\text{sor}}(L) = 0 \). Therefore, system (3) has at least a positive order-1 periodic solution and the geometrical interpretation is as shown in Figure 5.

Next, the uniqueness of the positive order-1 periodic solution will be proved. Take any two points \( L_1, L_2 \in \overline{A_{1\epsilon}H} \) with \( y_{L_1} < y_{L_2} \). Suppose that the respective trajectories with these two starting points are \( L_1 \to L_1^- \to L_1^+ \), \( L_2 \to L_2^- \to L_2^+ \), where \( L_1^+, L_2^+ \) are the first successor points for \( L_1 \) and \( L_2 \), respectively. We obtain \( y_{L_1^-} < y_{L_1} \) from \( y_{L_1} < y_{L_2} \). Then \( y_{L_1^+} = (1 - q_T)y_{L_1^-} + \tau_T < (1 - q_T)y_{L_1^-} + \tau_T = y_{L_1}^+ \). Thus \( f_{\text{sor}}(L_1) - f_{\text{sor}}(L_2) = y_{L_1^+} - y_{L_1} - (y_{L_2^+} - y_{L_2}) = (y_{L_2} - y_{L_1}) + (y_{L_1^+} - y_{L_2^+}) > 0 \) which implies that \( f_{\text{sor}} \) is a monotone decreasing function. Notably, \( L_1 \) and \( L_2 \) are arbitrary in the line \( \overline{A_{1\epsilon}H} \).

Therefore, there exists a unique point \( L \) such that \( f_{\text{sor}}(L) = 0 \), and it follows from the property of the Poincaré map that the bifurcated positive periodic solution is unique. ■

According to Theorem 3.5, when the homoclinic curve disappears, it has two situations by the position relationship between the stable flow \( l_2 \) and the unstable flow \( l_4 \).

(i) If the unstable flow \( l_4 \) is outside of the stable flow \( l_2 \), three kinds of situations (see Figure 6(a)): \( \tau_T \leq \tau_6 = y_{A_2} - (1 - q_T)y_{A^-} \), there exists an order-1 periodic solution from the proof of Theorem 3.6(a); \( \tau_1 < \tau_T < \tau_6 = y_{A_2} - (1 - q_T)y_{A^-} \), there exists a unique
order-1 periodic solution from the proof of Theorem 3.8; $\tau_T > \tau_6$, there exists a unique order-1 periodic solution from the proof of Theorem 3.6(b) and omitted thereby.

(ii) If the stable flow $l_2$ is outside of the unstable flow $l_4$, the stable flow $l_2$ intersects the phase set $N$ at point $F$ as $t \to -\infty$. There are four kinds of situations (see Figure 6(b)): $\tau_T \leq \tau_1$, it is similar to that of Theorem 3.6(a); $\tau_1 < \tau_T \leq \tau_6 = y_{A_2} - (1 - q_T)y_{A^-}$, it is similar to that of Theorem 3.8; $\tau_6 < \tau_T \leq \tau_7 = y_F - (1 - q_T)y_{A^-}$, then by the stability of point $E_1$, we know the trajectory will approach point $E_1$; $\tau_T > \tau_7$, there exists a unique order-1 periodic solution.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig5.png}
\caption{The existence of order-1 periodic solution of system (3) when $x_2 \leq (1 - p_T)x_T < x_T \leq x_{ZD}$, $\tau_T \in (\tau^1, \tau^2)$.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig6.png}
\caption{The existence of order-1 periodic solution of system (3) when $x_2 \leq (1 - p_T)x_T < x_T \leq \min\{x_{ZD}, K\}$, (a) the unstable flow $l_4$ is outside of the stable flow $l_2$; (b) the stable flow $l_2$ is outside of the unstable flow $l_4$.}
\end{figure}

- The case for $H_3$
System (1) has two positive equilibria: $E_1, E_2, E_1$ is unstable, $E_2$ is a saddle point, and it has a stable limit cycle around point $E_1$ in $\Sigma_0$ in the case of $H_3$. Denote the limit cycle by $\Gamma_0$. The limit cycle intersects the isoclinic line $\dot{x}/x = 0$ at points $S_1(h_1, y_{S_1}), S_2(h_2, y_{S_2})$, and $h_1 < h_2$.

When $x_{ZX} < x_T < h_1 < x_{ZD}$ or $x_{ZX} \leq (1 - p_T)x_T < h_1 < x_T \leq h_2 < x_{ZD}$, system (3) has an order-1 periodic solution from the proof of Theorem 3.6.

When $x_{ZX} \leq (1 - p_T)x_T < x_2 < x_T < x_{ZD}$ system (3) has an order-1 periodic solution or the trajectories of system (3) tend to the limit cycle after finite times impulsive effects at most for $t \rightarrow +\infty$ by Theorem 3.7.

When $x_{ZX} \leq (1 - p_T)x_T < x_2 < x_T < x_{ZD} < K$, the case is similar to that of case III (1) and (2).

When $\min\{x_2, x_{ZX}\} < (1 - p_T)x_T < x_T < x_{ZD} < K$, the case is similar to that of case III (3).

**Theorem 3.9:** If $h_1 < (1 - p_T)x_T < x_T < h_2$, then system (3) has at least four kinds of order-1 periodic solutions (the case for $\tau_T > \bar{\tau}_1$).

**Proof:** When $x < x_1$, the horizontal ordinate of the orbit passing through the isocline $\dot{x}/x = 0$ increase with the increase of time, i.e. $\mathrm{d}x/\mathrm{d}t > 0$. Therefore, when $h_1 < (1 - p_T)x_T < x_T < h_2$, there must exist a point $L_1 \in M$ such that system (3) has an order-1 periodic solution which consists of $L_1$, the phase point $L \in N$ of $L_1$ and the orbit between them (Figure 7(a,b and d)).

Since the limit cycle is a table, then the orbits starting from the point in the limit cycle tend to the limit cycle. For the point $L_1(x_T, y_{L_1})$ close to the isocline $y = 0$ sufficiently, the trajectory passing through the point $L_1(x_T, y_{L_1})$ can intersect the line $y = (y_1 q_T - \tau_T)/p_T x_T x + (1 - (q_T/p_T)) y_{L_2} + (\tau_T/p_T)$ of the impulsive function $\Delta y = -q_T y + \tau_T$ at two points for $t \rightarrow -\infty$, then system (3) has an order-1 periodic solution, see Figure 7(c). Particularly, the trajectory between $L$ and $L_1$ can revolve round the equilibrium $E_1$ several cycles, which resembles Figure 7(c). This completes the proof. 

### 3.2.2. Stability analysis of the order-1 periodic orbit

Denote $\gamma_L = \overline{L L} - \overline{L}$ as the order-1 periodic orbit of system (3). Analysing the stability of the possible periodic orbit, the results are as follows.

**Theorem 3.10:** The order-1 periodic orbit $\gamma_L$ of system (3) is orbitally asymptotically stable if $x_2 \leq 1 - p_T)x_T < x_T \leq x_{ZD}$ and $\tau_T \in (\tau^1, \tau^2)$.

**Proof:** Denote $H^+$ as $H_1$, we need prove the sequence $\{y_{H_2k}\}$ is monotonically increasing and $\{y_{H_2k-1}\}$ is monotonically decreasing, where $H_2k, H_2k-1 (k = 1, 2, 3, \ldots)$ are successor points of $H$ (Figure 8). On account of $y_L < y_{H_1} < y_{A_{1e}}$, we obtain $y_H < y_{H_2} < y_L$. Repeating the process, we have $y_L < y_{H_2} < y_{H_1} < y_{A_{1e}}, y_H < y_{H_2} < y_{H_1} < y_L$. By induction, we get that $\{y_{H_2k}\}$ is monotonically increasing and $\{y_{H_2k-1}\}$ is monotonically decreasing. For any point $I \in H_{A_{1e}}$, assume that $I \in H_L$, i.e. $y_H < y_I < y_L$. Clearly, there must exist a positive integer $i$ such that $y_{H_2i} < y_I < y_{H_2(i+1)}$. Assume that the iterates of $I$ are given by
Figure 7. Four kinds of order-1 periodic solutions of system (3) when \( h_1 < (1 - p_T)x_T < x_T < h_2 \).

Figure 8. The stability of the order-1 periodic solution of system (3) when \( \tau_T \in (\tau^1, \tau^2) \).

\[ \{I_1, I_2, I_3, I_4, \ldots\} \]. Thus, there are the following inequalities:

\[
\begin{align*}
y_L < y_{H_{2(i+1)+1}} < y_{I_1} < y_{H_{2i+1}} < y_{A_{1e}}, \\
y_H < y_{H_{2(i+1)+1}} < y_{I_2} < y_{H_{2(i+2)}} < y_L, \\
y_L < y_{H_{2(i+2)+1}} < y_{I_3} < y_{H_{2(i+1)+1}} < y_{A_{1e}}, \\
y_H < y_{H_{2(i+1)}} < y_{H_{2(i+2)}+1} < y_{I_4} < y_{H_{2(i+3)}} < y_L.
\end{align*}
\]
By the use of resembling arguments to those in the statement of \( \{y_{H_{2k}} \} \) and \( \{y_{H_{2k-1}} \} \), we can obtain inductively that \( \{y_{i_{2k}} \} \) is monotonically increasing and \( \{y_{i_{2k-1}} \} \) is monotonically decreasing. In addition, \( \lim_{k \to \infty} y_{i_{2k-1}} = y_L, \lim_{k \to \infty} y_{i_{2k}} = y_L \). Thus, the trajectory starting from point \( I \) will eventually attract to \( L \). The order-1 periodic orbit \( y_L \) of system (3) is orbitally asymptotically stable for any point \( I \in HA_1 \).

**Corollary 3.11:** The order-1 periodic orbit \( y_L \) of system (3) is orbitally asymptotically stable if \( x_{ZX} \leq x_T \leq x_1 \) and \( \tau_T > \tau_1 \).

**Theorem 3.12:** The order-1 periodic orbit \( y_L \) of system (3) is orbitally asymptotically stable if

\[
\int_{0^+}^{T_L} \left( \frac{cm\xi\eta}{(\eta + m)^2} - \frac{r\xi}{K} \right) f_T \ dt < \ln \left| \frac{y_B - y_L^-}{((1 - q_T)y_L^- + \tau_T) - y_A} \right|.
\]

**Proof:** Let \( x = (\xi(t), \eta(t)) \) be the order-1 periodic solution. In system (3), there are

\[
f(x, y) = rx(1 - (x/K)) - bxy, \ g(x, y) = y((cxy)/(y + m) - d), \ \Phi(x, y) = x - x_T, \ \alpha(x, y) = -p_Tx, \ \beta(x, y) = -q_Ty.
\]

\[
\frac{\partial f}{\partial x} = r - \frac{2rx}{K} - by,
\]

\[
\frac{\partial g}{\partial y} = \frac{cxy^2 + 2cmxy}{(y + m)^2} - d,
\]

\[
\Phi_x = 1, \ \Phi_y = 0,
\]

\[
\alpha_x = -p_T, \ \alpha_y = 0,
\]

\[
\beta_x = 0, \ \beta_y = -q_T,
\]

\[
f^I = r_1 x_T (1 - \frac{x_T}{K}) - b x_T y_L^-,
\]

\[
f^I_+ = r_1 (1 - p_T)x_T \left( 1 - \frac{(1 - p_T)x_T}{K} \right) - b(1 - p_T)x_T [(1 - q_T)y_L^- + \tau_T].
\]

In addition,

\[
\int_{0^+}^{T_L} \left[ \frac{\partial f}{\partial x} + \frac{\partial g}{\partial y} \right]_{(\xi(t), \eta(t))} \ dt = \int_{0^+}^{T_L} \left\{ \frac{r_1}{K} - \frac{2r_1\xi}{K} - b\eta + \frac{c\xi\eta^2 + 2cm\xi\eta}{(\eta + m)^2} - d \right\} \ dt
\]

\[
= \ln \left( \frac{1}{1 - p_T (1 - q_T)y_L^- + \tau_T} \right) + \int_{0^+}^{T_L} \left( \frac{cm\xi\eta}{(\eta + m)^2} - \frac{r\xi}{K} \right) \ dt.
\]

Thus,

\[
\exp \left( \int_{0^+}^{T_L} \left[ \frac{\partial f}{\partial x} + \frac{\partial g}{\partial y} \right]_{(\xi(t), \eta(t))} \ dt \right) = \frac{1}{1 - p_T (1 - q_T)y_L^- + \tau_T} \ y_L^- = \exp \left( \int_{0^+}^{T_L} \left( \frac{cm\xi\eta}{(\eta + m)^2} - \frac{r\xi}{K} \right) \ dt \right).
\]
By Lemma 2.2, there is
\[ \rho_{\gamma L} = \frac{(1 - qT)y_L^L - (1 - qT)y_L^L + \tau_T - y_A}{(1 - qT)y_L^L - \tau_T} \exp \left( \int_{0^+}^{T_L} \left( \frac{cm\xi \eta}{(\eta + m)^2} - \frac{r_{\xi}^T}{K} \right) dt \right). \]
Thus if \( \rho_{\gamma L} < 1 \),
\[ \int_{0^+}^{T_L} \left( \frac{cm\xi \eta}{(\eta + m)^2} - \frac{r_{\xi}^T}{K} \right) dt < \ln \left| \frac{y_B - y_L^L - \tau_T}{(1 - qT)y_L^L - \tau_T} - y_A \right|, \]
i.e. the order-1 periodic orbit \( \gamma_L \) is orbitally asymptotically stable.

### 3.2.3. Optimal pest control level
To determine the optimum frequency of chemical control and optimum yield of releases of the predator, the optimal pest control level has to be determined. Let suppose the unit cost of releases of the predator be \( a_1 \), \( a_2 \) be the unit cost of the chemical control including the price of chemical agent and the price of the damage to the environment. Reducing the cost per unit time is our purpose. Denote \( Y_{\text{cost}} \) as the total cost in one period, it is a function of the chemical strength \( p(x_T) \) and the yield of releases of the predators \( \tau(x_T) \). Then the total cost is \( Y_{\text{cost}}(x_T) = a_1 \tau(x_T) + a_2 p(x_T) x_T \). To obtain the optimal control threshold, we consider the unit control cost, i.e. \( P_{\text{cost}} = Y_{\text{cost}} / T(x_T) \). Thus the following optimization model are constructed
\[
\min P_{\text{cost}} = \frac{Y_{\text{cost}}(x_T)}{T(x_T)}
\]
\[ \text{s.t. } x_{ZX} \leq x_T \leq x_{ZD}, \quad (5) \]
where \( \tau(x_T) \) and \( p(x_T) \) is defined by Equation (2). By solving the optimization model (5), we can obtain the optimal pest control level \( x_T^* \). Correspondingly, the optimum yield of the releases of the predator \( \tau^* = \tau(x_T^*) \), the optimum chemical control strength \( p^* = p(x_T^*) \) and the optimum frequency of the chemical control \( T^* = T(\tau^*, p^*) \) can be obtained. Notably, the optimum pest control level \( x_T^* \) is dependent on the ratio of \( \sigma \triangleq a_1/a_2 \).

**Figure 9.** The phase portrait (a), time series of prey density (b) and predator density (c) starting from \((x_0, y_0) = (15, 15)\). Control parameters: \( x_{ZX} = 30%K \), \( x_{ZD} = 60%K \), \( x_T = 35%K = 9.8 \), \( p_T = 0.0833 \), \( q_T = 0.0333 \) and \( \tau_T = 3.4 \). The solution of the free system (1) is represented in red dotted lines, the solution of the system (3) is presented in blue full line and \( E_1 \) is represented in red asterisk.
4. Numerical simulations and optimization

4.1. Numerical simulations

To verify the theoretical results obtained in above sections, let \( r = 0.5, c = 0.01, b = 0.03, d = 0.1, m = 4, K = 28 \). Through calculation, there is \( m < A_1^2 / A_2 = 21.4881, d/c = 10 < K \). The positive equilibrium points are \( E_1(15.2852, 7.5684) \) and \( E_2(22.7148, 3.1459) \). Also, there is \( 4r = 2 > d = 0.1 > 0, d/c = 10 < K = 28 < 4r/c = 200 \). It is easily know from Lemmas 3.2 and 3.3 that system (3) has no limit cycle and the positive equilibrium point \( E_1 \) is stable. Assume that the biological control level is 30\% \( K \) of the environmental carrying capacity, i.e. \( x_{ZX} = 30\% K = 8.4 \), and the chemical control level is 30\% \( K \) of the environmental carrying capacity, i.e. \( x_{ZD} = 60\% K = 16.8 \). The yield of releases of the predator

\[
(a) \hspace{2cm} (b) \hspace{2cm} (c)
\]

Figure 10. The phase portrait (a), time series of prey density (b) and predator density (c) starting from \((x_0, y_0) = (15, 15)\). Control parameters: \( x_{ZX} = 30\% K, x_{ZD} = 60\% K, x_T = 50\% K = 14, \theta_T = 0.3333, q_T = 0.1333 \) and \( \tau_T = 1.6 \). The solution of the free system (1) is represented in red dotted lines, the solution of the system (3) is presented in blue full line and \( E_1 \) is represented in red asterisk.

\[
(a) \hspace{2cm} (b) \hspace{2cm} (c)
\]

Figure 11. The phase portrait (a), time series of prey density (b) and predator density (c) starting from \((x_0, y_0) = (15, 15)\). Control parameters: \( x_{ZX} = 30\% K, x_{ZD} = 60\% K, x_T = 55\% K = 15.4, \theta_T = 0.4167, q_T = 0.1667 \) and \( \tau_T = 1. \). The solution of the free system (1) is represented in red dotted lines, the solution of the system (3) is presented in blue full line and \( E_1 \) is represented in red asterisk.
Figure 12. The phase portrait (a), time series of prey density (b) and predator density (c) starting from $(x_0, y_0) = (15, 3)$. Control parameters: $x_{ZX} = 50\% K, x_{ZD} = 95\% K, x_T = 90\% K = 25.2, p_T = 0.4211, q_T = 0.1684$ and $\tau_T = 0.8$. The solution of the free system (1) is represented in red dotted lines, the solution of the system (3) is presented in blue full line and $E_1, E_2$ are presented in red and green asterisk, respectively.

Figure 13. The phase portrait (a), time series of prey density (b) and predator density (c) starting from $(x_0, y_0) = (14, 2)$. Control parameters: $x_{ZX} = 60\% K, x_{ZD} = 95\% K, x_T = 90\% K = 25.2, p_T = 0.3158, q_T = 0.1263$ and $\tau_T = 0.9143$. The solution of the free system (1) is represented in red dotted lines, the solution of the system (3) is presented in blue full line and $E_1, E_2$ are presented in red and green asterisk, respectively.

At $x_{ZX}$ is $\tau_{\text{max}} = 4, \tau_{\text{min}} = 10\% \tau_{\text{max}} = 0.4$. And the chemical control strength at $x_{ZD}$ are $p_{\text{max}} = 1 - x_{ZX}/x_{ZD} = 0.5, q_{\text{max}} = 40\% p_{\text{max}} = 0.2$.

For the case of $x_{ZX} \leq x_T \leq x_1$, the phase portrait, time series of prey density and predator density can be seen in Figure 9, where there exists an order-1 periodic solution for $x_T = 9.8 < x_1 = 15.2852$ with period $T = 8.3333$. By Corollary 3.11 the order-1 periodic solution is asymptotically stable.

Figure 10 shows the order-1 periodic solution with period $T = 4.3478$ for $x_T = 14 < x_1 = 15.2852$. Figure 11 shows the phase portrait, time series of prey density and predator density starting from the initial point $(x_0, y_0) = (15, 15)$ for $(1 - p_T)x_T = 10.5875 < x_1 =$
Figure 14. The phase portrait (a), time series of prey density (b) and predator density (c) starting from \((x_0,y_0) = (14, 1)\). Control parameters: \(x_{ZX} = 85\%K\), \(x_{ZD} = 95\%K\), \(x_T = 95\%K = 26.6\), \(p_T = 0.1053\), \(q_T = 0.0421\) and \(\tau_T = 0.4\). The solution of the free system (1) is represented in red dotted lines, the solution of the system (3) is presented in blue full line and \(E_2\) are presented in green asterisk.

Figure 15. The phase portrait (a), time series of prey density (b) and predator density (c) starting from \((x_0,y_0) = (15, 13.47)\). Control parameters: \(x_{ZX} = 1\%K\), \(x_{ZD} = 20\%K\), \(x_T = 8\%K = 22.4\), \(p_T = 0.35\), \(q_T = 0.14\) and \(\tau_T = 8.0211\). The solution of the free system (1) is represented in red dotted lines, the solution of the system (3) is presented in blue full line and \(E_1\) is represented in red asterisk.

15.2852 < \(x_T = 15.4\). With pest control level \(x_T\) increasing, \(\tau_T\) decreases and the order-1 periodic solution moves from high to low.

For the case of \(x_{ZX} = 50\%K\), \(x_{ZD} = 95\%K\), \(x_T = 90\%K = 25.2\), \((1 - p_T)x_T = 14.5883 < x_1 = 15.2852 < x_2 = 22.7148 < x_T = 25.2\) The trajectory starting from the initial point (15,3) tends to an order-1 periodic solution (Figure 12).

There is \(x_1 = 15.2852 < (1 - p_T)x_T = 17.2418 < x_2 = 22.7148 < x_T = 25.2\) when \(x_{ZX} = 60\%K\), \(x_{ZD} = 95\%K\), \(x_T = 90\%K = 25.2\), where an order-1 periodic solution can be seen in Figure 13.

The phase portrait, time series of prey density and predator density can be seen in Figure 14 for \(x_{ZX} = 85\%K\), \(x_{ZD} = 95\%K\), \(x_T = 95\%K = 26.6\), and we can get \(x_2 = 22.7148 < (1 - p_T)x_T = 23.799 < x_T = 26.6\).
Figure 16. The phase portrait (a), time series of prey density (b) and predator density (c) starting from $(x_0, y_0) = (15.01, 15.42)$. Control parameters: $x_{ZK} = 1\%K$, $x_{ZD} = 20\%K$, $x_T = 10\%K = 28$, $p_T = 0.45$, $q_T = 0.18$ and $\tau_T = 6.8842$. The solution of the free system (1) is represented in red dotted lines, the solution of the system (3) is presented in blue full line and $E_1$ is represented in red asterisk.

Figure 17. The phase portrait (a), time series of prey density (b) and predator density (c) starting from $(x_0, y_0) = (21.55, 16.37)$. Control parameters: $x_{ZK} = 1\%K$, $x_{ZD} = 40\%K$, $x_T = 10\%K = 28$, $p_T = 0.225$, $q_T = 0.09$ and $\tau_T = 2.7731$. The solution of the free system (1) is represented in red dotted lines, the solution of the system (3) is presented in blue full line and $E_1$ is represented in red asterisk.

Let $r = 0.5, c = 0.01, b = 0.03, d = 0.1, m = 21.5, K = 280$. Then $0 < d = 0.1 < (r/2) = 0.25, K > (4r/c) = 200, m > (A_2^2 - \xi_2^2)/A_2 = 21.4870, Q > 0, |m - (A_1^2 - \xi_2^2/A_2)| \ll 1$. We have that the positive equilibrium points are $E_1(24.1158, 15.2312)$ and $E_2 = (265.8842, 0.8402)$. It is easily known from Lemma 3.4 that system (3) has a stable limit cycle. In Figures 14–17, we can find that the system (3) has four kinds of order-1 periodic solution for $h_1 < (1 - p_T)x_T < x_1 < h_2$, where $S_1(h_1, y_{S_1}), S_2(h_2, y_{S_2})$ are intersect points of the limit cycle and the isoclinic line $\dot{y} = 0$ and $h_1 < h_2$. Theorem 3.9 only gives the existence of four kinds of order-1 periodic solution for $h_1 < (1 - p_T)x_T < x_T < h_2$.

For the case of $x_{ZK} = 1\%K$, $x_{ZD} = 20\%K$, $\tau_{\text{max}} = 12$, for example $x_T = 8\%K = 22.4$, in this case, $h_1 < (1 - p_T)x_T = 18.2 < x_T = 22.4 < x_1 = 24.1158 < h_2$, there exists an order-1 periodic solution, which is presented in Figure 15. With $x_T$ increasing, i.e. $x_T =$
Figure 18. The phase portrait (a), time series of prey density (b) and predator density (c) starting from $(x_0, y_0) = (15, 13)$. Control parameters: $x_{ZX} = 10\% K$, $x_{ZD} = 50\% K$, $x_T = 15\% K = 42$, $p_T = 0.1$, $q_T = 0.04$ and $\tau_T = 4.4375$. The solution of the free system (1) is represented in red dotted lines, the solution of the system (3) is presented in blue full line and $E_1$ is represented in red asterisk.

Figure 19. The phase portrait (a), time series of prey density (b) and predator density (c) starting from $(x_0, y_0) = (25, 13.4)$. Control parameters: $x_{ZX} = 5\% K$, $x_{ZD} = 50\% K$, $x_T = 10\% K = 28$, $p_T = 0.1$, $q_T = 0.04$ and $\tau_T = 4.5$. The solution of the free system (1) is represented in red dotted lines, the solution of the system (3) is presented in blue full line and $E_1$ is represented in red asterisk.

10%$K = 28$, an order-1 periodic solution starting from the initial point $(15.01, 15.42)$ can be seen in Figure 16 for $h_1 < (1 - p_T) x_T = 15.4 < x_1 = 24.1158 < x_T = 28 < h_2$.

For the case of $x_{ZX} = 1\% K$, $x_{ZD} = 40\% K$, $x_T = 10\% K = 28$, $\tau_{\max} = 3.5$, the phase portrait, time series of prey density and predator density can be seen in Figure 17, in this case the trajectory starting from $(21.55, 16.37)$ tends to an order-1 periodic solution, where $h_1 < (1 - p_T) x_T = 21.7 < x_1 = 24.1158 < x_T = 28 < h_2$.

For the case of $x_{ZX} = 10\% K$, $x_{ZD} = 50\% K$, $x_T = 15\% K = 42$, $\tau_{\max} = 5$, it can be observed that there exists an order-1 periodic solution from Figure 18, and with a simply calculation, $h_1 < x_1 = 24.1158 < (1 - p_T) x_T = 37.8 < x_T = 42 < h_2$.

For a suitable selection of parameter values, i.e. $x_{ZX} = 5\% K$, $x_{ZD} = 50\% K$, $x_T = 10\% K = 28$, $\tau_{\max} = 5$, then the existences of order-2 periodic solutions can be seen in
Figure 20. The change in the order-1 periodic orbit’s period $T$ and the cost per unit time $Y_{\text{cost}}/T$ on the pest control level $x_T$ for $r = 0.5$, $b = 0.03$, $c = 0.01$, $d = 0.1$, $m = 4$, $K = 28$.

Figure 21. The change in the cost per unit time $Y_{\text{cost}}/T$ on the pest control level $x_T$ for $r = 0.5$, $b = 0.03$, $c = 0.01$, $d = 0.1$, $m = 4$, $K = 28$ with $a_1/a_2 = 0.1, 1, 5, 100$.

Figure 19, which means that the system (3) has complex dynamical behaviours for $h_1 < (1 - p_T)x_T < x_T < h_2$.

In the case of $r = 0.5, b = 0.03, c = 0.01, d = 0.1, m = 4, K = 28$, the period $T$ of the order-1 periodic orbit is dependent on the pest control level $x_T$, as shown in Figure 20(a), and the cost per unit time $Y_{\text{cost}}/T$ is presented in Figure 20(b), where the unit cost of the chemical control $a_2$ is assumed to be 1000 and the unit cost of culturing the predator $a_1$ is 5000. The optimum pest level to take control is $x^*_T = 53.57\%K = 15$, the optimum yield of releases
Figure 22. The change in the order-1 periodic orbit’s period $T$ and the cost per unit time $Y_{cost}/T$ on the pest control level $x_T$ for $r = 0.5, b = 0.03, c = 0.01, d = 0.1, m = 21.5, K = 280$.

Figure 23. The change in the cost per unit time $Y_{cost}/T$ on the pest control level $x_T$ for $r = 0.5, b = 0.03, c = 0.01, d = 0.1, m = 21.5, K = 280$ with $a_1/a_2 = 1, 2.5, 10, 100$.

of the predator $\tau^* = 3.4172$, the optimum chemical control strength $p^* = 0.3928$ and the optimum frequency of the chemical control is $T^* = 16.6874$. However, it should be noted that the optimum pest level to take control $x_T^*$ is dependent on the ratio of $a_1/a_2$, the larger the ratio $a_1/a_2$, the upper the optimum pest level $x_T^*$, as illustrated in Figure 21.

In the case of $r = 0.5, b = 0.03, c = 0.01, d = 0.1, m = 21.5, K = 280$, the period $T$ of the order-1 periodic orbit is dependent on the pest control level $x_T$, as shown in Figure 22(a), and the cost per unit time $Y_{cost}/T$ is presented in Figure 22(b), where the unit cost of
the chemical control \( a_2 \) is assumed to be 1000 and the unit cost of culturing the predator \( a_1 \) is 10,000. The optimum pest level to take control is \( x^*_T = 13.75\%K = 38.5 \), the optimum yield of releases of the predator \( r^* = 6.5349 \), the optimum chemical control strength \( p^* = 0.6375 \) and the optimum frequency of the chemical control is \( T^* = 14.2625 \). However, it should be noted that the optimum pest level to take control \( x^*_T \) is dependent on the ratio of \( a_1/a_2 \), the larger the ratio \( a_1/a_2 \), the upper the optimum pest level \( x^*_T \), as illustrated in Figure 23.

5. Conclusion

In this paper, a predator–prey model with state feedback impulsive control and Allee effect on predator is established and analysed. The results indicate that the existence of order-1 periodic solution (especially homoclinic cycle) for \( H_1, H_2 \). If \( H_3 \) holds, the existence of order-\( k \)\((k \geq 1)\) periodic solution is complex. When \( h_1 < (1 - p_T)x_T < x_T < h_2 \), system (3) has at last four kinds of order-1 periodic solutions and order-2 periodic solution. But there exist some troubles in the proof of the existence of order-2 periodic solution, which will be our next work. In order to minimize the control cost, the optimization model is constructed based on the order-1 periodic solution, and the optimal control threshold is obtained by numerical simulation. Simulation results show that the pest control strategy proposed is effective, and the optimal quantity of natural enemies released and the intensity of pesticide sprayed is determined according to the control threshold given by optimization. The state dependent control can be transformed into periodic control, and thus avoid monitoring the population size of the predator.
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