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Abstract

In this work, we introduce temporal hierarchies to the sequence to sequence (seq2seq) model to tackle the problem of abstractive summarization of scientific articles. The proposed Multiple Timescale model of the Gated Recurrent Unit (MT-GRU) is implemented in the encoder-decoder setting to better deal with the presence of multiple compositionalities in larger texts. The proposed model is compared to the conventional RNN encoder-decoder, and the results demonstrate that our model trains faster and shows significant performance gains. The results also show that the temporal hierarchies help improve the ability of seq2seq models to capture compositionalities better without the presence of highly complex architectural hierarchies.

1 Introduction and Related Works

Summarization has been extensively researched over the past several decades. Jones (2007) and Nenkova et al. (2011) offer excellent overviews of the field. Broadly, summarization methods can be categorized into extractive approaches and abstractive approaches (Hahn and Mani, 2000), based on the type of computational task. Extractive summarization is a selection problem, while abstractive summarization requires a deeper semantic and discourse understanding of the text, as well as a novel text generation process. Extractive summarization has been the focus in the past, but abstractive summarization remains a challenge.

Recently, sequence-to-sequence (seq2seq) recurrent neural networks (RNNs) have seen wide application in a number of tasks. Such RNN encoder-decoders (Cho et al., 2014; Bahdanau et al., 2014) combine a representation learning encoder and a language modeling decoder to perform mappings between two sequences. Similarly, recent works have proposed to cast summarization as a mapping problem between an input sequence and a summary sequence. Recent successes such as Rush et al. (2015); Nallapati et al. (2016) have shown that the RNN encoder-decoder performs remarkably well in summarizing short text. Such seq2seq approaches offer a fully data-driven solution to both semantic and discourse understanding and text generation.

While seq2seq presents a promising way forward for abstractive summarization, extrapolating the methodology to other tasks, such as the summarization of a scientific article, is not trivial. A number of practical and theoretical concerns arise: 1) We cannot simply train RNN encoder-decoders on entire articles: For the memory capacity of current GPUs, scientific articles are too long to be processed whole via RNNs. 2) Moving from one or two sentences, to several sentences or several paragraphs, introduces additional levels of compositionality and richer discourse structure. How can we improve the conventional RNN encoder-decoder to better capture these? 3) Deep learning approaches depend heavily on good quality, large-scale datasets. Collecting source-summary data pairs is difficult, and datasets are scarce outside of the newswire domain.

In this paper, we present a first, intermediate step towards end-to-end abstractive summarization of scientific articles. Our aim is to extend seq2seq based summarization to larger text with a more complex summarization task. To ad-
dress each of the issues above, 1) We propose a paragraph-wise summarization system, which is trained via paragraph-salient sentence pairs. We use Term Frequency-Inverse Document Frequency (TF-IDF) (Luhn, 1958; Jones, 1972) scores to extract a salient sentence from each paragraph. 2) We introduce a novel model, Multiple Timescale Gated Recurrent Unit (MTGRU), which adds a temporal hierarchy component that serves to handle multiple levels of compositionality. This is inspired by an analogous concept of temporal hierarchical organization found in the human brain, and is implemented by modulating different layers of the multilayer RNN with different timescales (Yamashita and Tani, 2008). We demonstrate that our model is capable of understanding the semantics of a multi-sentence source text and knowing what is important about it, which is the first necessary step towards abstractive summarization. 3) We build a new dataset of Computer Science (CS) articles from ArXiv.org, extracting their Introductions from the LaTeX source files. The Introductions are decomposed into paragraphs, each paragraph acting as a natural unit of discourse.

Finally, we concatenate the generated summary of each paragraph to create a non-expert summary of the article’s Introduction, and evaluate our results against the actual Abstract. We show that our model is capable of summarizing multiple sentences to its most salient part on unseen data, further supporting the larger view of summarization as a seq2seq mapping task. We demonstrate that our MTGRU model satisfies some of the major requirements of an abstractive summarization system. We also report that MTGRU has the capability of reducing training time significantly compared to the conventional RNN encoder-decoder.

The paper is structured as follows: Section 2 describes the proposed model in detail. In Section 3, we report the results of our experiments and show the generated summary samples. In Section 4 we analyze the results of our model and comment on future work.

2 Proposed Model

In this section we discuss the background related to our model, and describe in detail the newly developed architecture and its application to summarization.

2.1 Background

The principle of compositionality defines the meaning conveyed by a linguistic expression as a function of the syntactic combination of its constituent units. In other words, the meaning of a sentence is determined by the way its words are combined with each other. In multi-sentence text, sentence-level compositionality (the way sentences are combined with one another) is an additional function which will add meaning to the overall text. When dealing with such larger texts, compositionality at the sentence and even paragraph levels should be considered, in order to capture the text meaning completely. An approach explored in recent literature is to create dedicated architectures in a hierarchical fashion to capture subsequent levels of compositionality: Li et al. (2015) and Nallapati et al. (2016) build dedicated word and sentence level RNN architectures to capture compositionality at different levels of text-units, leading to improvements in performance.

However, architectural modifications to the RNN encoder-decoder such as these suffer from the drawback of a major increase in both training time and memory usage. Therefore, we propose an alternative enhancement to the architecture that will improve performance with no such overhead. We draw our inspiration from neuroscience, where it has been shown that functional differentiation occurs naturally in the human brain, giving rise to temporal hierarchies (Meunier et al., 2010; Botvinick, 2007). It has been well documented that neurons can hierarchically organize themselves into layers with different adaptation rates to stimuli. The quintessential example of this phenomenon is the auditory system, in which syllable level information in a short time window is integrated into word level information over a longer time window, and so on. Previous works have applied this concept to RNNs in movement tracking (Paine and Tani, 2004) and speech recog-
2.2 Multiple Timescale Gated Recurrent Unit

Our proposed Multiple Timescale Gated Recurrent Unit (MTGRU) model applies the temporal hierarchy concept to the problem of seq2seq text summarization, in the framework of the RNN encoder-decoder. Previous works such as (Yamashita and Tani, 2008)’s Multiple Timescale Recurrent Neural Network (MTRNN) have employed temporal hierarchy in motion prediction. However, MTRNN is prone to the same problems present in the RNN, such as difficulty in capturing long-term dependencies and vanishing gradient problem (Hochreiter et al., 2001). Long Short Term Memory network (Hochreiter et al., 2001) utilizes a complex gating architecture to aid the learning of long-term dependencies and has been shown to perform much better than the RNN in tasks with long-term temporal dependencies such as machine translation (Sutskever et al., 2014). Gated Recurrent Unit (GRU) (Cho et al., 2014), which has been proven to be comparable to LSTM (Chung et al., 2014), has a similar complex gating architecture, but requires less memory. The standard GRU architecture is shown in Fig. 1.

Because seq2seq summarization involves potentially many long-range temporal dependencies, our model applies temporal hierarchy to the GRU. We apply a timescale constant at the end of a GRU, essentially adding another constant gating unit that modulates the mixture of past and current hidden states. The reset gate \( r_t \), update gate \( z_t \), and the candidate activation \( u_t \) are computed similarly to that of the original GRU as shown in Eq.(1).

\[
\begin{align*}
    r_t &= \sigma(W_{xz}x_t + W_{hr}h_{t-1}) \\
    z_t &= \sigma(W_{xz}x_t + W_{hz}h_{t-1}) \\
    u_t &= \tanh(W_{zu}x_t + W_{hr}(r_t \odot h_{t-1})) \\
    h_t &= ((1 - z_t)h_{t-1} + z_tu_t)\frac{1}{\tau} + (1 - \frac{1}{\tau})h_{t-1}
\end{align*}
\]

(1)

The time constant \( \tau \) added to the activation \( h_t \) of the MTGRU is shown in Eq.(2). \( \tau \) is used to control the timescale of each GRU cell. Larger \( \tau \) meaning slower cell outputs but it makes the cell focus on the slow features of a dynamic sequence input. The proposed MTGRU model is illustrated in Fig. 2. The conventional GRU will be a special case of MTGRU where \( \tau = 1 \), where no attempt is made to organize layers into different timescales.

\[
\begin{align*}
    \frac{\delta E}{\delta h_{t-1}} &= \frac{1}{\tau}(\frac{\delta E}{\delta h_t} \odot (u_t - h_{t-1}) \odot \sigma'(z_t)W_{zh}) \\
    &+ \frac{1}{\tau}[(\frac{\delta E}{\delta h_t} \odot z_t \odot \tanh'(u_t))W_{uh}) \odot r_t] \\
    &+ \frac{1}{\tau}[(\frac{\delta E}{\delta h_t} \odot z_t \odot \tanh'(u_t))W_{uh}) \odot \sigma'(r_t) \odot h_{t-1}]W_{rh}] \\
    &+ \frac{1}{\tau}\frac{\delta E}{\delta h_t} \odot (1 - z_t)] + (1 - \frac{1}{\tau})\frac{\delta E}{\delta h_t}
\end{align*}
\]

(2)

Eq. (3) shows the learning algorithm derived for the MTGRU according to the defined forward process and the back propagation through time rules. \( \frac{\delta E}{\delta h_{t-1}} \) is the error of the cell outputs at time \( t - 1 \) and \( \frac{\delta E}{\delta h_t} \) is the current gradient of the cell outputs. Different timescale constants are set for each layer where larger \( \tau \) means slower context units and \( \tau = 1 \) defines the default or the input timescale. Based on our hypothesis that later layers should learn features that operate over slower timescales, we set larger \( \tau \) as we go up the layers.

In this application, the question is whether the word sequences being analyzed by the RNN possess information that operates over different temporal hierarchies, as they do in the case of the continuous audio signals received by the human auditory system. We hypothesize that they do, and that word level, clause level, and sentence level compositionality are strong candidates. In this light, the multiple timescale modification functions as a way to explicitly guide each layer of the neural network to facilitate the learning of features operating over increasingly slower timescales, corre-
| RNN Type | Layers | Hidden Units |
|----------|--------|--------------|
| GRU     | 4      | 1792         |
| MTGRU   | 4      | 1792         |

Table 1: Network Parameters for each model.

sponding to subsequent levels in the compositional hierarchy.

2.3 Summarization

To apply our newly proposed multiple timescale model to summarization, we build a new dataset of academic articles. We collect LaTeX source files of articles in the CS.{CL, CV, LG, NE} domains from the arXiv preprint server, extracting their Introductions and Abstracts. We decompose the Introduction into paragraphs, and pair each paragraph with its most salient sentence as the target summary. These target summaries are generated using the widely adopted TF-IDF scoring. Fig. 3 shows the structure of our summarization model.

Our dataset contains rich compositionality and longer text sequences, increasing the complexity of the summarization problem. The temporal hierarchy function has the biggest impact when complex compositional hierarchies exist in the input data. Hence, the multiple timescale concept will play a bigger role in our context compared to previous summarization tasks such as Rush et al. (2015).

The model using MTGRU is trained using these paragraphs and their targets. The generated summaries of each Introduction is evaluated using the Abstracts of the collected articles. We chose the Abstracts as gold summaries, because they usually contain important discourse structures such as goal, related works, methods, and results, making them good baseline summaries. To test the effectiveness of the proposed method, we compare it with the conventional RNN encoder-decoder in terms of training speed and performance.

3 Experiments and Results

We trained two seq2seq models, the first model using the conventional GRU in the RNN encoder-decoder, and the second model using the newly proposed MTGRU. Both models are trained using the same hyperparameter settings with the optimal configuration which fits our existing hardware capability.

Following Sutskever et al. (2014), the inputs are divided into multiple buckets. Both GRU and MT-
the n-gram recall between the candidate summary and gold summaries. In this work, we only have one gold summary which is the Abstract of an article, thus the ROUGE score is calculated as given in Li et al. (2015). ROUGE-1, ROUGE-2 and ROUGE-L are used to report the performance of the models. For the performance evaluation, both the models are trained up to 74750 steps where the training perplexity of GRU and MTGRU are shown in Table 2. This step was chosen as the early stopping point as at this step we get the lowest test perplexity of the GRU model. The ROUGE scores calculated using these trained networks are shown in Table 3 and Table 4 for the GRU and MTGRU models, respectively. A sample summary generated by the MTGRU model is shown in Fig. 5.

Figure 4: Comparison of Training Speed between GRU and MTGRU.

Figure 5: An example of the generated summary with MTGRU.

Figure 6: An example of the output summary vs the extracted targets

4 Discussion and Future Work

The ROUGE scores obtained for the summarization model using GRU and MTGRU show that the multiple timescale concept improves the performance of the conventional seq2seq model without the presence of highly complex architectural hierarchies. Another major advantage is the increase in training speed by as much as 1 epoch. Moreover, the sample summary shown in Fig. 5 demonstrates that the model has successfully generalized on the difficult task of summarizing a large paragraph into a one line salient summary.

In setting the τ timescale parameters, we follow (Yamashita and Tani, 2008) . We gradually increase τ as we go up the layers such that higher layers have slower context units. Moreover, we experiment with multiple settings of τ and compare the training performance, as shown in Fig. 7. The τ of MTRGU-2 and MTRGU-3 are set as \{1, 1.42, 2, 2.5\} and \{1, 1, 1.25, 1.25\}, respectively. MTGRU-1 is the final model adopted in our experiment described in the previous section. MTGRU-2 has comparatively slower context layers and MTGRU-3 has two fast and two slow context layers. As shown in the comparison, the training performance of MTRGU-1 is superior to the remaining two, which justifies our selection of the timescale settings.

The results of our experiment provide evidence that an organizational process akin to functional differentiation occurs in the RNN in language tasks. The MTGRU is able to train faster than the conventional GRU by as much as 1 epoch. We believe that the MTRGU expedites a type of functional differentiation process that is already occurring in the RNN, by explicitly guiding the layers into multiple timescales, where otherwise this temporal hierarchical organization occurs more gradually.
We believe our work has some meaningful implications for seq2seq abstractive summarization going forward. First, our results confirm that it is possible to train an encoder-decoder model to perform saliency identification, without the need to refer to an external corpus at test time. This has already been shown, implicitly, in previous works such as Rush et al. (2015; Nallapati et al. 2016), but is made explicit in our work due to our choice of data consisting of paragraph-salient sentence pairs. Secondly, our results indicate that probabilistic language models can solve the task of novel word generation in the summarization setting, meeting a key criteria of abstractive summarization. Bengio et al. (2003) originally demonstrated that probabilistic language models can achieve much better generalization over similar words. This is due to the fact that the probability function is a smooth function of the word embedding vectors. Since similar words are trained to have similar embedding vectors, a small change in the features induces a small change in the predicted probability. This makes a strong case for RNN language models as the best available solution for abstractive summarization, where it is necessary to generate novel sentences. For example, in Fig. 5, the first summary shows that our model generates the word “explored” which is not present in the paper. Furthermore, our results suggest that if given abstractive targets, the same model could train a fully abstractive summarization system.

In the future, we hope to explore the organizational effect of the MTGRU in different tasks where temporal hierarchies can arise, as well as investigating ways to effectively optimize the timescale constant. Finally, we will work to move towards a fully abstractive end-to-end summarization system of multi-paragraph text by utilizing a more abstractive target which can potentially be generated with the help of the Abstract from the articles.

5 Conclusion

In this paper, we have demonstrated the capability of the MTGRU in the multi-paragraph text summarization task. Our model fulfills a fundamental requirement of abstractive summarization, deep semantic understanding of text and importance identification. The method draws from a well-researched phenomenon in the human brain and can be implemented without any hierarchical architectural complexity or additional memory requirements during training. Although we show its application to the task of capturing compositional hierarchies in text summarization only, MTGRU also shows the ability to enhance the learning
speed thereby reducing training time significantly. In the future, we hope to extend our work to a fully abstractive end-to-end summarization system of multi-paragraph text.
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