Article

A Quantitative Analysis of Point Clouds from Automotive Lidars Exposed to Artificial Rain and Fog

Karl Montalban 1,2,3,* , Christophe Reymann 1, Dinesh Atchuthan 1, Paul-Edouard Dupouy 2, Nicolas Riviere 2 and Simon Lacroix 3

1 EasyMile, 21 Boulevard de la Marquette, 31000 Toulouse, France; christophe.reymann@easymile.com (C.R.); dinesh.atchuthan@easymile.com (D.A.)
2 ONERA/DOTA, Université de Toulouse, 31055 Toulouse, France; Paul-Edouard.Dupouy@onera.fr (P.-E.D.); nicolas.riviere@onera.fr (N.R.)
3 LAAS-CNRS, Université de Toulouse, CNRS, 7, Avenue du Colonel Roche, 31031 Toulouse, France; simon.lacroix@laas.fr
* Correspondence: karl.montalban@easymile.com

Abstract: Light Detection And Ranging sensors (lidar) are key to autonomous driving, but their data is severely impacted by weather events (rain, fog, snow). To increase the safety and availability of self-driving vehicles, the analysis of the phenomena of the consequences at stake is necessary. This paper presents experiments performed in a climatic chamber with lidars of different technologies (spinning, Risley prisms, micro-motion and MEMS) that are compared in various artificial rain and fog conditions. A specific target with calibrated reflectance is used to make a first quantitative analysis. We observe different results depending on the sensors, and unexpected behaviors in the analysis with artificial rain are seen where higher rain rates do not necessarily mean higher degradations on lidar data.
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1. Introduction

1.1. Autonomous Driving in Degraded Visibility Environments (DVE)

Autonomous driving relies on strong perception capacities, as a precise understanding of the environment around the vehicle is required. Significant progress has been made in this field, enabling autonomous vehicles (AVs) to evolve in a large variety of environments, but there remain difficulties in the presence of adverse weather conditions. Daily climatic phenomena, such as rain, snow or fog, impact the sensor data, which alters the algorithmic methods required by autonomous navigation (detection, localisation). To handle these issues and propose solutions, one should have a good insight into the consequences induced by these water particles on the sensors’ signals.

Depending on the wavelength, sensors’ signals are influenced by scattering and absorption effects. Radar sensors use millimeter waves and are less impacted than optical sensors by fog as their wavelength is larger than the fog particles’ diameter, and are relatively less impacted by rain and snow. However, automotive radars have lower resolutions than lidars and higher levels of noise, which increases in DVE [1]. Similarly to human vision, passive sensors in the visible spectrum are affected by raindrops, snowflakes and fog clouds, altering the recognition of objects by reducing contrasts and increasing the number of white pixels. Cameras using infrared spectral bands have different behaviors: thermal bands allow for better penetration in fog conditions, but still suffer from strong contrast reduction in rainy and snowy conditions [2]. As for lidars, their data are impacted as much as visible and close infrared cameras, because they operate at similar wavelengths. The emitted photons are scattered by the water droplets, whether they are liquid, solid, falling or suspending.
1.2. Lidar Signal

A lidar sensor sends laser beams towards the environment and collects the photons returning towards the sensor after backscattering. In the case of a pulsed emission (the most common technology for autonomous vehicles), the beam is slightly divergent: when a laser shot propagates in a scattering medium, the resulting signal on the detector is a combination of the proportions of light returned by the various impacted objects. In addition, the absorption and scattering of light in the atmosphere, as well as ambient light noise, contribute to the resulting signal on the detector. The whole returned signal is called the full wave form (FWF). Unless the system is capable of returning this FWF signal to the user, an internal signal processing algorithm analyzes the signal and returns digitized echoes (Figure 1).

![Figure 1. Schematic FWF signals from an airborne lidar, Copyright © YellowScan [3].](image)

In most automotive lidars, the time-of-flight (TOF) principle is then applied to estimate the distance between the sensor and the objects from the elapsed time between the emission of the photons and their backscattering on objects. The detected ranges and orientations of the laser beams (elevation and azimuth) result in 3D coordinates of impacts in the sensor reference frames, and the combination of all 3D impacts gathered during a scanning period produces a 3D-pointcloud (Figure 2).

![Figure 2. Pointcloud from Ouster lidar, Copyright © Ouster [4].](image)

In this work, we only consider digitized echoes as the lidars currently available for autonomous driving (COTS systems) do not provide access to the FWM signal and directly
output pointclouds. The maximum number of echoes delivered for each laser shot depends on the considered device. For lidars that only output a single echo, this echo is either the strongest return (higher quantity of returned light), which most likely corresponds to a real target rather than noise, or the last return, which does not take into account in-between echoes. Lidars that have a multi-echo capability yield a more accurate representation of the environment, but also a larger amount of points coming from water particles and a bigger data volume. Figure 3 exhibits the various possible echoes on a FWF return in a DVE situation.

Figure 3. Schematic FWF signal in DVE, Copyright © SICK [5].

1.3. Contribution and Outline

This study focuses on lidar sensors and aims at assessing detection rates in DVE compared to nominal data acquired in clear conditions. We are also interested by the possibility of using lidar data to infer properties on the environmental weather conditions, which could lead to the estimation of the DVE properties.

We performed extensive experiments in an indoor climatic chamber, in which various rain and fog conditions have been generated. We recorded data acquired by a group of lidars on a static scene, and analyze the echoes’ intensity and the number of 3D points corresponding to a specific target, as well as the data corresponding to the space between the sensors and the target (the frustum). Our goal is to assess the degradation of objects’ detection as a function of the rain and fog characteristics for the considered sensors.

Section 2 reviews related works. Section 3 presents the experiments’ setup and the complete set of sensors used. Section 4 describes the considered methodology for both the generated weather conditions and the analysis of the results. Section 5 then presents the results by comparing the sensors using the same and repeatable DVE. Finally, a discussion about the difficulties related to artificial rain generation is proposed in Section 6, along with a comparison of the different sensors’ performances and their potential explanations.

2. Lidar Sensors in DVE

The popularity of lidar technology for AVs has been rapidly growing since the DARPA challenge in 2003 [6] but there are some limitations in the presence of DVE that alter the data and thus reduce the safety and availability of these systems [7,8]. Various works study sensors’ performances in adverse weather conditions; some are related to the physical principles at the origins of the limitations [9,10], while others rely on experiments and assess sensor behavior in real or artificial conditions [11–17]. Michaud et al. [11] show different spinning lidars (e.g., constructors Velodyne, SICK and Hokuyo) behaviors in front of snow conditions by positioning them on a building window, aiming at the snow-covered ground. Studying the distances of the detected snowflakes, they state that the probability of detecting a snowflake is a log-normal or sum of log normal distributions. In [12], a Velodyne VLP-16 spinning lidar is used to analyze different road objects (e.g., asphalt, cones, signs, walls) in various rain conditions. The evolution of range, intensity and number of points on the targets is presented with increasing rain intensity. It showcases a degradation of the perception performances of the sensors, especially on the number of points on the
targets in the 3D-pointclouds. Refs. [11,12] performed outdoor acquisitions where it is hard to record repeatable weather conditions unless a complete static recording setup is available and data should be recorded for a large period of time. To build a consistent dataset, additional context sensors are needed to measure the characteristics of the DVE: rain intensity in mm/h, snow-water equivalent (SWE) in mm or fog visibility in m, which can be measured by transmissiometers or scatterometers for fog, disdrometers and rain gauges or SWE sensors for rain and snow, respectively.

Refs. [13–17] all present results produced in an indoor climatic chamber available at Cerema (“Centre d’Études et d’expertise sur les Risques, l’Environnement, la Mobilité et l’Aménagement” in French) in Clermont-Ferrand, France. This platform can be used for testing perception sensors in adverse weather conditions and carrying out experiments in a controlled environment so as to ensure the repeatability of weather conditions. Kutila et al. [13] measure the attenuation induced by fog for the Ibeo Lux sensor and a custom 1.55 µm lidar, which is supposed to show better performances because eye-safety regulations allow for a higher power emission at this wavelength [10]. This latter study demonstrates similar signal attenuation between the two sensors, thus the use of a higher power emission is very likely to improve the signal-to-noise ratio (SNR) and hence the overall performances. The behavior of Velodyne HDL64-S2 and HDL64-S3 lidar sensors in artificial fog conditions is studied in [14]. They showcase different performances depending on fog densities, multi-echo capabilities and power levels of laser emission. Various lidar sensors working around the standard 905 nm wavelength are used by Jokela et al. [15], including mechanical beam steering Ibeo Lux, spinning Velodyne, Ouster and Robosense and resonant oscillation based micro-motion technology (MMT) Cepton sensors. Their study focuses on the variation of range measured by the sensors in artificial fog and a qualitative analysis of the pointclouds degradation in natural snow conditions. SVM and kNN machine learning algorithms were considered in [16] to classify weather conditions from Velodyne VLP-16 and Valeo Scala lidar sensors. They use a feature vector that includes geometric properties of the pointcloud as well as intensity and multi-echo information. The study shows a good performance using the Velodyne sensor and support vector machine (SVM) learning model. Li et al. [17] study the impacts of fog conditions on detections from a Velodyne lidar aiming at different targets. The generation of complete fog dissipations allow them to record continuous evolutions of the signal degradation. A Gaussian Process Regression machine (GPR) learning approach is finally proposed to measure the disappear visibility of the different objects. Despite limitations on the similarity with natural conditions, artificial rain and fog generation is practical due to the possibility of having repeatable and controlled weather conditions. Table 1 summarizes the main elements of each article.
Table 1. Synthesis of experimental analyses of lidars in DVE.

| Sensors | Experimental Conditions | Metrics | Further Analysis |
|---------|-------------------------|---------|-----------------|
| Ref. [11] | Natural snow | Detected range | Statistical approach |
| Hokuyo UTM-30LX-EW | | Detected beam angle | Bayesian framework |
| SICK LMS200 | | Proportion of snowflakes echoes | about spatial distribution of echoes |
| SICK LMS151 | | Spatial distribution | |
| Velodyne HDL-32E | | | |
| Ref. [12] | Natural rain | Range | |
| Velodyne VLP-16 | | Number of points | | |
| | Multiple urban surfaces | Intensity | | |
| Ref. [13] | Artificial rain | Signal attenuation | Confrontation of |
| Hello-World 1550 nm | | Pulse Width | 905 nm and 1550 wavelengths |
| Velodyne VLP-16 | | Intensity | |
| Ibeo Lux | Various reflectivity targets | | |
| Ref. [14] | Artificial fog | Maximum viewing distance | Emitted power levels |
| Velodyne HDL-64 S2/S3 | | Number of points | Quality of scanning patterns |
| Ibeo Lux/HD | | Intensity | Multi-echo capabilities |
| Ref. [15] | Artificial fog | Range variations | |
| Ibeo Lux | | Qualitative analysis of pointclouds | | |
| Velodyne VLP-16 | Natural snow | | |
| Ouster OS1-64 | Various reflectivity targets | | |
| Robosense RS-32 | | | |
| Cepton HR80T/W | | | |
| Ref. [16] | Artificial rain | Intensity/Pulse width | Range |
| Velodyne VLP-16 | Number of points | Weather classification | | |
| Valeo Scala | Spatial distributions | SVM & KNN | |
| | Multiple echoes | | |
| Ref. [17] | Artificial fog | Range | Gaussian process regression to access |
| Velodyne VLP-32 | | Intensity | minimum visibility of objects, extended to [18] |
3. Materials
3.1. Generating Artificial and Controlled Weather Conditions

Our data were gathered in the Cerema 30 m long chamber, in which artificial rain and fog in night or day conditions can be produced [19]. The top cover of the chamber can be removed so as to let the sunlight in, yielding daylight conditions, or set to emulate night conditions. Light spots can illuminate the scene, shown in Figure 4. The whole facility is composed of the greenhouse and a tunnel where the weather conditions are produced and a control room where acquisitions are monitored. Rain and fog conditions are produced with a combination of nozzles (or injectors, or sprinklers) disposed on the ceiling of the chamber at about 2.10 m height. Specific nozzles and pressure configurations are set to produce the desired precipitation intensity (in mm/h) or fog visibility (in m).

The assessment of the condition is different for fog and rain. For fog, the chamber is equipped with a transmissiometer, a sensor that measures the optical visibility at a specific wavelength. For rain conditions, the intensity (or rate) is not measured but estimated knowing the water flow rate inside the tubes and the surface of the room. In addition, the production of rain is done with a pump system located between the tunnel and the greenhouse, allowing the distribution of water more equally in the nozzles. Fog, on the contrary, is generated by a pump system located around the control room, which leads to a unidirectional repartition of the fog in the nozzles, from the control room to the end of the greenhouse. We have witnessed that fog production leads to a non-homogeneous repartition of the fog inside the chamber.

Figure 4. Inside of the climatic chamber during the experiments.

3.2. Scene Description

Figure 4 presents the different targets that constitute the static scene used in the experiments. Some targets are typical of urban road environments, others are Lambertian calibrated targets. Table 2 describes these targets with their respective reflectance properties and distance to the sensors.

3.3. Lidar Sensors

A total of five lidar sensors was gathered for the campaign, namely: Velodyne VLP-32, Ouster OS1-128, Livox Horizon, Cepton 860 and AEye 4SightM. They all have different characteristics; we explain their technologies and discuss their potential differences when it comes to DVE. Deeper explanations of the technologies used for lidar systems are available in [20,21]. Table 3 summarizes the different lidar sensors used in this experiment.

Note that we focus in this study on the weather influence on the data generation, but not on the artifacts caused by droplets on the front faces of the sensors—another issue that requires a specific approach [22]. In all our experiments, the sensors are protected and free of direct water contamination.
Table 2. List of targets used during the experiments.

| Type                      | Objects              | Reflectivity | Distance (in m) | Label |
|---------------------------|----------------------|--------------|-----------------|-------|
| Lambertian Surfaces       | 1 m × 1 m            | 80%          | 23              | a1    |
|                           | 50 cm × 50 cm        | 10%          | 11.3            | b1    |
|                           |                      | 50%          | 11.3            | b2    |
|                           |                      | 90%          | 11.3            | b3    |
|                           | (Flat squares)       | 10%          | 17.3            | c1    |
|                           |                      | 50%          | 17.3            | c2    |
|                           |                      | 90%          | 17.3            | c3    |
| Road objects              | Road sign High       | 8            | 8               | r1    |
|                           | Boy dummy unknown    | 12.5         | r2              |
|                           | Woman dummy unknown  | 21           | r3              |
|                           | Road cones High on stripes | 6.5 and 10.7 | r4    |
|                           | Tire Low             | 15.5         | r5              |
|                           | Concrete Low         | 12.5         | r6              |
|                           | Lane High            | 0 → 7        | r7              |
|                           | Beacons High         | 0 → 23       | r8              |
|                           | Tree branch unknown  | 8            | r9              |

Table 3. List of lidars used during the experiments.

| Sensor          | Type          | Maximum Echo Number | Wavelength (in nm) | Points in Single Scan | Intensity (in bit) |
|-----------------|---------------|---------------------|--------------------|-----------------------|-------------------|
| Velodyne VLP-32 | Spinning      | 2                   | 905                | 35 k                  | 8                 |
| Ouster OS1-128  | Spinning      | 1                   | 850                | 255 k                 | 16                |
| Livox Horizon   | Risley prisms | 2                   | 905                | 25 k                  | 8                 |
| Cepton 860      | Micro motion  | 1                   | 905                | 30 k                  | 8                 |
| AEye 4SightM     | MEMS          | 4                   | 1550               | 22 k                  | 16                |

- Livox Horizon [23]

Working at 905 nm, this lidar makes use of Risley prisms to steer its laser beam and generate non repetitive scan patterns. It produces two echoes with an 8 bit intensity. The scan pattern changes over time in a cyclic design so that, after a certain amount of time, the totality of the FOV is scanned [24]. Contrary to spinning lidars, over time, Risley prisms lidars scan the whole environment when they remain static. It has been observed that lidars based on Risley prisms used in military systems are more efficient in DVE like dust clouds for helicopter landings or foliage penetration [25–27].

Figure 5a,b shows the comparison between a single scan of a Livox pointcloud (Figure 5a) and the same scene but with a temporal accumulation of several seconds (Figure 5b). The accumulation of Livox pointcloud increases the coverage of the scene within the FOV.

- Velodyne VLP-32 [28]

This sensor is a 32 layers 905 nm laser spinning lidar with avalanche photodiodes (APD) receivers. To produces two echoes from one single laser shot, their intensity is coded on 8 bits.

- Ouster 128 [4]

Also spinning, it uses 850 nm VCSEL lasers and single photon avalanche photodiodes (SPAD) as detectors, also known as Geiger-mode APD. Compared to the VLP-32, its 128 layers offer higher density pointclouds. It only returns one echo, the intensity of which is coded on 16 bits.
Figure 6a,b shows the pointclouds of these two spinning lidars. Visually, the only difference is the number of vertical layers. The sensors being static and the scanning pattern fixed, some areas are never scanned.

- **Cepton 860** [29]
  
  Cepton sensors work with a unique technology based on micro motion (MMT). The 860 sensor uses 905 nm laser emissions. The model we use has single returns, whereas the latest version supports dual returns. The sensor is composed of 24 channels (each channel is a laser-detector pair) in an optical module and the module as a whole is subject to frictionless oscillation to generate a 3D image across a FOV. Figure 6c shows a Cepton 3D-pointcloud colored by intensity. The 24 channels overlap on the edges to avoid empty scanned spaces. Cepton sensors have stable performances in range variations when it comes to adverse weather conditions [15].

- **AEye 4SightM** [30]
  
  The AEye lidar uses a MEMS mirror to steer a 1550 nm laser beam and its detector is a Focal Plane Array (FPA). A FPA is an array of pixels performing the TOF measurements for each pixel, as opposed to single pixel architecture. This wavelength is supposed to be more efficient in adverse weather conditions due to the fact that more power can be emitted by the laser while staying eye-safe [10,13]. The sensor is capable of producing four echoes from a single laser emission. A study of MEMS mirrors for lidars is given by Wang et al. [31].
3.4. Weather Sensors and DVE Control

In addition to lidars, context sensors provide information on the characteristics of DVE. It is essential to have such instruments to gain precise information on the environmental conditions. For this purpose, we used a Parsivel disdrometer and a transmissiometer available in the climatic chamber.

- Parsivel OTT Disdrometer [32]

This sensor is capable of measuring the size, number and speed of water-droplets in rainy conditions. Other properties of the precipitation can then be derived such as
the intensity of the precipitation in mm/h, the Particle Size Distribution (PSD) or the visibility. This instrument has a minimal sensitivity of 0.2 mm in diameter, which means that it cannot detect particles below this threshold [33], especially fog droplets (around 0.001–0.02 mm). It uses a static emitter-receiver laser system. The only information available about rain in the climatic chamber is the precipitation rate: the disdrometer provides precise knowledge about the droplets diameter and speed. However, it is designed to measure natural rain, and our artificial conditions can mislead the sensor. For example, changing the nozzles’ configuration to obtain certain precipitation intensities modifies the experimental conditions for the disdrometer if it remains at the same position. Considering the height of the nozzles, rain droplets are not likely to reach a stable state, as opposed to natural conditions [34]. Figure 7 shows a diameter and speed histogram of rain particles inside the climatic chamber under 120 mm/h of artificial rain rate.

![Diameter and Speed Histogram](image)

**Figure 7.** Example of a speed-diameter histogram taken with the OTT Parsivel disdrometer under 120 mm/h.

- **Transmissiometer**

  A transmissiometer is an active sensor that measures the extinction coefficients of light at a specific wavelength, usually 550 nm. Figure 8 shows the evolution of the visibility measured by the transmissiometer during fog dissipation. At first, the chamber is saturated with fog, the visibility drops to almost 0 m. Then, the fog dissipates over time and visibility increases.

![Visibility Evolution](image)

**Figure 8.** Visibility measured by the transmissiometer during fog dissipation.

- **Passive cameras**

  The passive visible camera, Blackfly GigE from FLIR, is also used in our experiments [35]. The sensor is not tuned for the tests, its intrinsic parameters of gain and shutter speed are automatically set. It is used to bring understandable visual context, which is useful for visually assessing the artificial DVE.
4. Methodology

Setting up multiple lidar systems looking at the same scene can cause direct or indirect cross-talk between the sensors and produce artifacts in the pointclouds, thus leading to undesired measurements [36]. To avoid such phenomena and to achieve the most consistent results, the sensors are powered one by one so that they are recorded individually and do not influence each other. One minute acquisitions for each sensor and weather conditions are produced. This complicates the acquisition process but is worth it compared to having biased and non-repeatable results.

In accordance with the capabilities of the climatic chamber, our test procedure and schedule, acquisitions with the following weather conditions are performed:

- Clear conditions: recordings done before any weather condition is generated and dry targets.
- Rain rate (in mm/h): 20, 30, 40, 50, 60, 70, 80, 90 and 120.
- Fog visibility (in m): 10, 20, 30, 40, 50, 60, 70 and 80.

The smallest rain rates are first considered here, although it is possible to produce rates beyond 120 mm/h. As lower values of rain intensities are more likely to appear in natural conditions, their study is more valuable in the context of this work. The 120 mm/h precipitation value is generated to recreate an extreme rain scenario.

Unfortunately, a mistake was made in the acquisition procedure of the AEye 4SightM sensor. As a result, only the number of points is shown for this sensor. Finally, although the Livox Horizon is capable of recording dual echoes, it was used in single echo mode during the experiments.

The data analysis is twofold: first, the evolution of the number of points and their intensity on a target is presented. This provides the first insights into the sensors’ performances and the impacts of the weather conditions on them. Second, the points located in the sensor to target frustum are studied. These data inform on the amount of noise points produced by the DVE, and on the conditions themselves. Figure 9 shows an illustration of a lidar frustum volume and associated detections in a DVE situation. The frustum is the geometrical volume between the origin of a sensor and the corners of a bounding box around a target.

![Figure 9. Schematic diagram of a lidar frustum in a DVE situation.](image)

From the lidar returned signal, the production of echoes depends on the configuration and capabilities of the sensor. The presence of a solid target in the path of the laser beam has a high chance of influencing the detection (or not) of noise points before this target. A real object has a higher chance of returning more energy than small objects or water particles, thus producing the strongest or the last echo. In contrast, a sensor aiming at the sky is more likely to detect noise points, as there is no obstacle to produce a strongest or last echo. If the sensor has a multi-echo capability, the effect is the same but with higher chances of returning small intensity or closer echoes. The two analyses of target returns and frustum returns are made in parallel, so as to observe the correlation between the quantity of noise in the frustum and the degradation of data on the target.
The geometric definition of the target and associated frustum is made so as not to cover the totality of the target, hence avoiding laser beams impacting the target border and ensuring that all points in the frustum come from shots aimed at the target.

5. Experimental Results

The target used is the 1 m $\times$ 1 m lambertian one, of 80% reflectivity, located at 23 m from the sensors and referred to as $a1$ in Figure 4. Results are presented for each generated weather condition: clear, rain and fog. They are separately described for the detections on the target and for the points inside the frustum. As can be expected, there is no point detected in the frustum in clear conditions. In order to focus on the impacts of weather conditions, all values found in the various weather conditions are normalized by the mean values found on the target computed in clear conditions, listed on Table 4. Since the clear weather condition is the most favorable case, this normalization results in detection values ranging between 0 and 1, which provides a rough estimate of the detection rate.

![Table 4. Mean values and standard deviations of number of points on the target and associated intensities in clear conditions.](image)

| Sensor                | Mean Number of Points | Std | Mean Intensity | Std |
|-----------------------|-----------------------|-----|----------------|-----|
| VLP-32                | 60.55                 | 0.93| 11.07          | 0.50|
| OS1-128               | 87.05                 | 0.29| 47,482.61      | 1268.17|
| Livox Horizon         | 51.82                 | 4.60| 104.40         | 4.13|
| Cepton 860            | 109.08                | 3.31| 1.51           | 0.27|
| AEye 4SightM          | 62.85                 | 1.62| ∅              | ∅ |

The mean number of points $M$ on target in clear conditions can be considered a good approximation of the number of laser shots aiming at the target. For the case of the points in the frustum, the normalization is also computed using $M$. When the sensor produces multiple echoes (VLP-32, AEye 4SightM), the relation between the number of shots aiming at the target, the number of points on the target and the amount of noise in the frustum is not straightforward. Indeed, a single shot can produce multiple echoes in the frustum, an echo in the frustum and another one on the target or only an echo on the target, as shown Figures 1 and 3. As a result, the number of points in the frustum can exceed $M \times E$, $E$ being the maximum number of echoes the sensor can produce. Finally, normalizing the intensity of the frustum points by the mean intensity of the target allows differentiation of the properties of solid objects versus noise points for potential intensity-based filters [37,38].

5.1. Clear

In this section, the results of the one minute acquisitions in clear conditions are shown. Extracted mean and standard deviation values of the number of points on target and their intensities are shown in Table 4. Compared to the other sensors, the Livox lidar presents the largest standard deviation and the lowest value of number of points. Taking into account the description in Section 3.3, this behavior can be explained by its beam steering leading to non repetitive scan patterns on the target, and thus to variability in the number of points. The Cepton 860 also shows an irregular behavior in terms of number of points on target but stands with the highest count. The high point density comes from the fact that the target was placed on an overlap area of the sensor emitter/receiver channels, which increases the number of points, see Figure 6c. The Ouster sensor has the most stable number of points. This sensor is known to be functioning with digital spinning, compared to analog spinning for the Velodyne sensor [39]. Its laser shots are triggered according to precise horizontal angles of the spinning part, thus always aiming at the same direction. On the contrary, the VLP-32 is triggered by a timer. This leads to potential variations in the heading of the lasers shots aiming at the target, thus inducing variations in the number of points. The difference
in the number of points between the two spinning lidars is due to the number of vertical layers, as seen on Figure 6a,b. The AEye sensor shows a high number of points and also stable values due to its solid-state scanning methodology and FPA receiving technology. The intensity values should not be compared directly between the sensors, as differences in resolution (shown Table 3) and internal processing provides very different results for each sensor. In the analysis of the impacts of DVE, all values are normalized by the values found in clear conditions (shown Table 4). By doing so, the lidars’ behaviors can be compared to each other both in terms of the number of points and intensities.

5.2. Rainy Weather Conditions

• Visual information

Images taken by the visible camera at each generated rain rate are presented in Figure 10. The images allow us to witness the evolution of visual degradation along with increasing precipitation intensity in mm/h as well as properties of the artificial rain (size of droplets, spatial distribution, spray profile)—yet one should carefully interpret these images, as they have been acquired with the camera automatic parameter control. As opposed to Figure 4, taken in clear conditions, the light spots in rainy conditions cause glare effects, caused by the scattering of light by water droplets. Comparing Figure 10a,b, one can see that the glare effect is stronger with the 20 mm/h rain rate than with the 30 mm/h one. Indeed, it is possible to see the end of the chamber at the latter while the glare effect from 20 mm/h makes the identification of objects behind target a1, a2 and a3 impossible. The observed glare effects are unexpected since an increasing rain rate would intuitively result in higher visual degradation.

Different nozzle configurations were used for these two conditions. In the first one, the first row of nozzles out of three is used. It results in droplets of small sizes, suspended in the air. On the other hand, the second row of nozzles is used for the 30 mm/h rain rate. The droplets appear bigger and seem to have higher falling speed. Rain rates up to 80 mm/h keep this last nozzle configuration but an increase in the density of the droplets inside the sprays is observable. Higher pressure and water flow rate must be set to obtain these higher precipitation intensities. Here, the size of the droplets lowers and visual degradation increases with rain rate. At 90 mm/h, the first and second rows of nozzles are activated. Visual degradation due to the glare effect is similar to results obtained under 20 mm/h rain rate although more droplets are visible. At 120 mm/h, first and third rows are activated. Visual degradation is lower than at 90 mm/h where parts of the end of the chamber can be seen due to the lower glare effect. The third row of nozzles seems to be alimented with low water pressure, thus producing bigger droplets, similarly to the 30 mm/h rain generation. The first row is activated but its effect is less significant.

• Speed-diameter histograms

The Parsivel OTT disdrometer measures the number and velocity of rain droplets. On Figure 11, the accumulation of all measurements for each generated rain rate is presented, normalized by the number of measurements. The sensor was designed to give a result every 10 s. Each graph is a 2D histogram of speed over diameter of droplets, colored by their number. Similarly to the previous results, differences are witnessed for the precipitation intensities. For example, histograms from 20 mm/h show a concentration of small diameter of (0.6 mm) and low speed (1 m/s) droplets. A tendency towards lower speeds is also witnessed. Histograms of 30 mm/h and 120 mm/h show singular properties. Indeed, in addition to having closed forms looking similar to the model of Atlas et al. [40]. these precipitation values are the only one to be correctly estimated by the disdrometer. From 30 mm/h to 90 mm/h, histograms tend to shrink to a more vertical form which means a more stable diameter value. These observations tend to argue that the rain generation is correct for rain rates of 30 and 120 mm/h but is affected by imperfections at other precipitation intensities.
The impacts produced by rain droplets at different intensities on the lidar sensors are presented in Figure 12. Results from target detection and points inside the frustum are presented. For each stabilized rain rate and sensor, a 1 min acquisition is acquired. The average values of the number of points and intensity $+/−1$ standard deviation during these recorded minutes are displayed, normalized by values found in clear conditions. The abscissa is the increasing precipitation rate from 0 mm/h to 120 mm/h, with 0 mm/h being the mean values taken from clear conditions in Table 4.
An unexpected phenomenon is first observable for the majority of the sensors as performances at 20 mm/h and 120 mm/h present contradictory behaviors with respect to the precipitation values. Indeed, as the precipitation rate increases, one can expect to observe more impacts on the sensors data. On the contrary, at 20 mm/h, almost every sensor (exceptions are described further) shows a reduced number of points on target compared to performances with higher values of precipitation. A comparable effect can also be seen on the intensities of the points which tend to decrease as well. On the other side, at 120 mm/h, while we should have the strongest impact on our data, we observe the opposite. For almost every sensor, performances increase significantly to better values compared to behaviors at lower precipitations. These phenomena have to be investigated, they are likely to originate from the rain generation in the climatic chamber: this is discussed in Section 6.1. The target detection behaviors for each sensor are presented in more detail hereafter.
Figure 11. Speed-diameter histograms from rain experiments.

VLP-32: The sensor is capable of producing its nominal number of points on the target for rain precipitations of 30 mm/h to 50 mm/h but the target is almost lost (below 20%) for precipitation values of 70, 80 and 90 mm/h. The intensity of these points are all above 20% of the nominal value and have the tendency to slowly decrease from 80% at 30 mm/h to 30% at 90 mm/h. The 20 mm/h rain rate shows a depletion of the number of points to 80%
OS1-128: The Ouster sensor behaves similarly to the VLP-32 but the loss of the target comes later in precipitation intensity, reaching the lowest value of 10% at only 90 mm/h. However, it shows greater intensity values variations: a high peak of almost 80% can be observed at 30 mm/h but the intensity decrease is more progressive and reaches almost 0% by 60 mm/h to 90 mm/h. The 20 mm/h precipitation results in a high degradation on the number of points to 40% and intensities to 10%. At 120 mm/h the sensor outputs the nominal quantity of points but with lower intensities of 25% compared to nominal values in clear weather.

Livox Horizon: The Risley Prisms sensor shows intensity values similar to the Ouster sensor. However, its performances in terms of number of points are better. The sensor produces more than 80% of the nominal number for rain rate of 30 mm/h to 80 mm/h and at 90 mm/h, the target is still detected with almost 70% of points. Curiously, it is the only one who presents lower performances at 120 mm/h, with around 30% of points, being its second lowest value after 20 mm/h, although these points have higher intensities.

Cepton 860: Cepton sensor yields good performances at 20 mm/h with almost 100% of points detected on the target, but these points have low intensities of 30%. This high quality of detection is maintained until 60 mm/h with around 80% of points. Then, from 70 mm/h to 90 mm/h, it produces less than 30% of points or even values close to 0%. At 120 mm/h, Cepton’s sensor returns its nominal number of points again. This sensor shows similar behavior to the previous sensors in terms of intensity.

AEye 4SightM: The target is detected with 100% of points for precipitation intensities from 20 mm/h to 80 mm/h and 120 mm/h. The performance only decreases to a value of 80% at 90 mm/h.

Figure 12. Sensors behaviors under rainy conditions.

- Sensor to target frustum

Similarly to target detection, the number of points inside the frustum is unexpected for the values of 20 mm/h and 120 mm/h. In a general manner, a loss of points on target is linked to an increase of points in the frustum.

VLP-32 (dual echo): The sensor produces a high number of noise points, with more than 100% of the nominal number of points on target except for 30 mm/h. Finally, points inside the frustum have lower intensity values going up to 20% of the clear weather reference on the target.

OS1-128 (single echo): Ouster’s lidar outputs less points from the generated water particles. The number of frustum points reaches the maximum values of almost 40% for
20 mm/h and 90 mm/h. An increasing tendency for the number of frustum points can be observed, from 50 mm/h to 90 mm/h, while none of the points are detected at 120 mm/h. The intensity of the frustum points in rainy conditions is nearly 0 for all rain rates, except for 40 mm/h and 50 mm/h but too few points are detected at these conditions.

Livox Horizon (single echo): The Risley prisms sensor has a peak of frustum points at 20 mm/h of almost 100% of the nominal value. A stable stage is then observed between 30 mm/h to 80 mm/h at around 15%. For the final values of precipitation, the number of points rises to 70%.

Cepton 860 (single echo): This sensor has a very low level of noise with less than 5% of its nominal value for all precipitation rates. As a result, the observed intensities for the frustum points are considered as outliers.

AEye 4SightM (4 echoes): The four echoes capability of this lidar brings a large amount of noise compared to the other sensors. The number of noise points vary depending on the precipitation rate, with a peak at 20 mm/h and a value of 250%. We then see a rise from 30 mm/h to 70 mm/h with 50% to 150%. The frustum points finally slowly decrease in number to reach more than 100%.

5.3. Foggy Weather Conditions

In this section, observations of the impact of fog at different visibilities on the lidars are presented. For each visibility value, a 1 min acquisition is acquired. Similarly to results given for the rainy conditions, the mean values in terms of number of points and intensity, as well as their standard deviation, are given hereafter. Here, the abscissa of the figures is the increasing fog visibility from 10 m to 80 m. Figure 13 summarizes the results for each sensor. Figure 14 shows images taken during fog experiments at visibilities 10 and 80 m.

![Figure 13. Sensors behaviors under foggy conditions.](image)

- **Target detection**

In contrast to the rain impacts, getting stronger with increasing mm/h (with the exception of the rain generation problems), increasing the fog visibility here leads to a decrease in the number of fog particles. As a result, fewer impacts on the sensors data are expected as visibility increases. This can be observed in Figure 13. Contrary to the results in rainy conditions, there is no unexpected result to be reported in this case.

**VLP-32**: The Velodyne sensor starts to produce points on target at 50 m visibility, the number of points then rises to reach around 75% at 80 m of visibility. Its intensities have the most surprising values: starting from a peak between 50% to 80%, the values afterwards seem to stabilize around 50% as visibility increases.
OS1-128: This sensor starts to detect the target at 40 m of visibility. The number of points then rises to the maximum value of points on target for a 80 m visibility. Intensities have increasing values from 0% to around 20% at 80 m visibility.

Livox Horizon: First points appear at 30 m visibility and 100% is reached at 50 m visibility. Intensities have a rising behavior up to 20% as visibility gets to 80 m.

Cepton 860: The Cepton sensor produces its first points on target at 50 m of visibility. This number then increases almost linearly to reach 100% at 80 m of visibility. Similarly to rainy conditions, this sensor has the same performances than the OS1-128 and Livox sensors in terms of intensities.

AEye 4SightM: The MEMS sensor starts to detect the target at 30 m visibility. The number of points rises quickly and reaches 60% at 40 m visibility and 100% at 50 m.

![Visibility of 10 m](image1.png) ![Visibility of 80 m](image2.png)

**Figure 14.** Screenshots taken from fog experiments.

- **Sensor to target frustum**
  - VLP-32 (dual echo): The Velodyne spinning sensor shows a quasi constant level of noise in fog conditions, at 125% of the nominal number of points on target. A curious peak up to 160% at 80 m of visibility is seen. The intensity of these points starts from 30% and goes to a reduced value of 10%.
  - OS1-128 (single echo): This sensor presents a decreasing number of noise points from almost 70% to 0% for increasing visibility. At all visibilities, the frustum points coming from fog stand with an intensity close to 0.
  - Livox Horizon (single echo): The Livox sensor keeps a low number of frustum points at around 10% and shows a slight increase for the last visibility values reaching 30% at 80 m. The intensity of these points are below 5%.
  - Cepton 860 (single echo): The Cepton sensor shows a very reduced number of noise points in the frustum in fog conditions, almost 0 for all visibility values. The intensity of these points is close to 0 but show a slight increase for the latter visibilities.
  - AEye 4SightM (4 echoes): The MEMS sensor has an increasing number of frustum points with increasing visibility. Starting from a lowest value of 25% to quickly reach around 200% at 30 m and keeping this high level of noise for the latter visibilities.

6. Discussion

6.1. Rain

Here, a synthesis of the results obtained in rain conditions is carried out, with all data presented previously (lidars impacts, visual information, speed-diameter histograms). The studied lidars show unexpected behaviors with regards to the edge rain rates of 20 mm/h and 120 mm/h. A few exceptions remain with the Livox, Cepton and AEye sensors. The former is impacted at 20 mm/h but also presents a reduced number of points at 120 mm/h along with higher intensity. On the contrary, Cepton’s lidar does not show any reduction of number of points on target at the first rain rate. Finally, the AEye sensor is not concerned
with these edge cases as its target detection performances are stable across all rain rates, although its frustum detections are affected.

The reason behind these unexpected phenomena comes from the artificial rain generation. To reach a specific rain rate, a configuration between nozzles properties and water flow is used. The value in mm/h is computed accordingly using the flow rate and the room’s surface area and it results in various rain characteristics (size of droplets, spatial distribution, spray profile). Impacts of visual passive cameras and near-infrared lidars are comparable (as said Section 1.1), observations made from images in the visible spectrum can be applied to impacts on lidar data. The images of Figure 10 show different levels of degradation in the understanding of the scene. Speed-diameter histograms of Figure 11 add valuable information concerning the properties of the rain because the number of particles and their speed alter the chances of interactions with the laser shots.

At 20 mm/h, both the lidar and image data are highly degraded. The generation of this rain rate induces a large amount of small droplets in suspension, highly affecting both lidar and camera sensors. The disdrometer does not show a high number of droplets but the limitations of the sensor (described Section 3.4) should be considered as water particles may be too small to be detected, being similar to fog particles. Detections in the frustum at 20 mm/h show high numbers of noise points and sensors with multi-echo capability present the highest counts. This is in agreement with the previous observation of high number of particles at this rain rate, although not detected by the disdrometer. At 30 mm/h and 120 mm/h, while the OTT rain sensor is showing similarities with natural rain conditions and the majority of the studied lidars are not impacted in terms of target detection. Detections in the frustum show a low count of points for the prior rain rate but a relatively high one for the latter. So, it seems that artificial rain close to natural conditions does not degrade lidar data as much as less realistic rains and a higher value of mm/h (in this case of near-natural rain) means higher amounts of frustum points. When precipitation grows from 40 mm/h to 90 mm/h, the number of droplets increases but their size converges towards 0.5 mm and the resulting impacts on the lidars are intensified, although the impacts on the frustum points are not clear for all sensors. To strengthen the analysis and have a better understanding of the results at 120 mm/h, rain rates of 100 mm/h and 110 mm/h should be generated and analyzed.

The lidar sensor yielding the best performances in terms of target detection in rainy conditions is the AEye 4SightM. Indeed, almost no reduction of the number of points on target is observable across all rain rates. The higher power of emission available at the 1550 nm wavelength (while staying eye-safe) seems to allow better penetration through raindrops and thus better detection capabilities. Its four echoes capability could also be an asset in this case. Nevertheless, it is not possible to determine whether the MEMS and FPA technology of this lidar is more efficient in DVE and it makes it difficult to compare this sensor to the others working at another wavelength. We now compare the other sensors working at the common 905 nm. Both VLP-32 and OSL-128 present a similar behavior in terms of number of points on target but Ouster lidar stands with better results. Since the values are normalized their different number of vertical layers (32 vs. 128) is not sufficient to explain this difference, supposing all laser shots are independent to each others. Cepton sensor also has a similar behavior to the VLP-32 with the exception of the 20 mm/h described above where it stands with better results. Livox sensor shows more stable performances facing rising rain rate. It is able to detect the target with more than 60% of the nominal number of points at rain rates of 80 and 90 mm/h where the other sensors fail.

As expected, the only sensors with multi-echo information (VLP-32 and AEye 4SightM) have higher amounts of noise points. At 20 mm/h, the AEye sensor shows the highest density with more than twice as many points as the other sensors. The Velodyne sensor has the second highest count but remains close to the other sensors at this precipitation value. Apart from this rain rate, the two sensors show a similar amount of points coming from the generated raindrops. Although they do not have the same maximum number
of echoes (two for the VLP-32 and four for the AEye 4SightM), their behavior shows a convergence to a stable value around 100%. Comparing the two spinning lidars with dual or single echo mode, multiple echoes do not seem to offer better target detection but provides additional information about the environment. The AEye lidar, with its four echoes capability, provides a high level of points coming from raindrops in the frustum while having the best detection performances on the target.

In terms of intensity, the results given by our lidars show, for most rain rates, a clear differentiation between a real target and noise points. When the target is hardly detectable, the intensity of its points becomes very low as well and it could be considered noise if an intensity-based filter is considered. Sensors seem to follow a common pattern in the intensity of the target points, which varies depending on the rain rate. It allows observation of degradations of the received signals, which is additional information, especially when target detection is optimal.

6.2. Fog

In a general manner, target detection behaviors under fog conditions are alike for all sensors. When visibility is too low, the target is not detected: the laser signals are highly scattered inside the fog clouds and never reach the detectors or even the target itself. They can also be reflected by the fog clouds and create noise points in the frustums. Then, as fog dissipates and visibility rises, lidars receive more signal leading to better target detection. Finally, all the studied sensors tend to nominal target detection performances but with different results at lower visibility values.

The Livox sensor stands with the best performances in terms of target detection. AEye lidar comes second in target detection because at 40 m of visibility, the sensor shows 60% of points on target while the Livox is already performing at 100%. For the latter visibilities, the two sensors yield nominal target detection performances. Once again, the two spinning sensors have very comparable results as their number of points is rather similar. One could say that the only difference is the starting visibility value. The behavior of Cepton’s sensor is very similar to the VLP-32, as both of them show more degradation in fog conditions. The number of noise points in fog conditions is different than with rain experiments. The Livox sensor presents a low number of points as if it is poorly sensible to fog particles. The Livox sensor presents a low number of points as if it is poorly sensible to fog particles. On the contrary, the sensor can be highly affected by the generated rain detecting up to almost 100% of noise points in the frustum at 20 mm/h. A rise of these frustum points for the latter visibility values is however noticed. This behavior can be explained by better automatic filtering of the backscattered signals in dense fog than in dissipated ones. The Cepton sensor does not show any noise points in fog, similarly to rain conditions.

The Velodyne sensor shows an unexpected behavior in terms of intensity for the target points with a decreasing tendency as visibility is increased. However, the intensity of its frustum detections seems to be more logical as denser fog induces higher intensity and inversely. When fog is dense, the high density of particles must act similarly to a solid object and backscatter a lot of laser light, thus increasing the intensity of the frustum points. On the other hand, multiple scattering effects that dissipate the signals must be prevalent in lighter fog situations and reduce the returning intensities. The other sensors only show the opposite. As fog dissipates, target detection is improved and the intensity of the target points rises as well for the Livox, Ouster and Cepton lidars. However, intensities of the frustum points remain very low for all visibility values, except for the Cepton sensor with the rising effect described previously.

The multi-echo capability here implies again a higher number of points but not necessarily a better analysis of the environment. For example, the Ouster sensor shows a continuous decrease of its frustum points, which could easily lead to visibility classification using a simple inference model. On the contrary, the number of frustum points of the VLP-32 is rather constant over all visibility values. The AEye sensor and its four echoes presents a growing number of noise points. It rises from almost no noise points at first to a stable value of 200% of noise points for visibility values from 30 m to 80 m. Similarly to
rain conditions, the two sensors with multi-echo capability show a stable value of frustum points for the majority of visibility values. The evaluation of the frustum points for lidars with multi-echo capability does not clearly provide information on the fog conditions. To go deeper, one should look at the labelization of the echoes inside these frustum points.

6.3. Multi-Echo

In this section, we take a look at the labelization of echoes inside the pointclouds of the target and the frustum for the VLP-32 lidar sensor. As said previously, this instrument can produce two echoes from a single emitted laser beam. In addition, the labelization of echoes is done according to the intensity of the returned signal. Thus, small intensity echoes (likely to come from small objects or water particles) are labelled as second echoes (echo2, second _Strongest_). Inversely, solid and bigger obstacles are prone to returning more energy and have points labelled as first echoes (echo1, _Strongest_). Figure 15 shows the same graphs of number of points from rain and fog experiments but with the labelization of echoes 1 and 2.

**Figure 15.** Results from VLP-32 with multi-echo labels.

Detections from the target show that, regardless of the nature of the artificial DVE (rain or fog), the solid target always returns points labelled as first echoes. Even when points are detected both in the frustum and on the target, points from the latter always remain _Strongest_ echoes. This is interesting because one could think that when the target is hardly detectable, the sensor could be confused about its _Strongest_ echoes. Especially in fog conditions, when we observe that the intensity of the target and frustum points can be close to each other, as shown on Figure 13.

Then, a mixture of echoes is observable for the frustum points. In rainy conditions, proportions fluctuate depending on the number of points on target, which itself varies with the rain rate. Indeed, when the target is well detected (more than 75% of the nominal number of points), first echoes constitute the target and the number of second echoes is the number of points inside the frustum. As the detection performance from the target decreases, first echoes tend appear in the frustum and we see a combination of first and second echoes. When target detection fails, most echoes in the frustum are labelled as first echoes. Here, the rain droplets become the _Strongest_ echoes as the solid target in the line of sight does not return enough energy anymore. Foggy conditions produce similar
results. Until the target is detected, all first echoes are located in the frustum while the sensor does not produce any second echo. Then, starting at 60 m of visibility, the number of second echoes rises as visibility increases and the number of first echoes decreases in the frustum. The sensor receives enough energy from the target to detect it and allows for second echoes in-between.

As said previously, the multi-echo capability of the VLP-32 does not allow it to have better target detection performances with regards to the other spinning lidar sensor. Though, the labelization of echoes provides valuable knowledge on the characteristics of the environment when looking at points located in a frustum. A next step is to acquire data from natural conditions, including context weather information and lidar pointclouds. A deeper analysis on the behavior of each laser shot (which can result on target detection, frustum detection or no detection at all) is expected to add precision. Finally, the development of an automatic DVE classification algorithm is planned. This could allow an AV to adapt its detection capabilities and dynamic behaviors in consequence.

7. Conclusions

Quantitative results from automotive lidar sensors in DVE are presented in this study, with artificial rain and fog conditions of various properties. A close look at the points detected on a reflectance calibrated target is presented, as well as points detected in the frustum between each sensor and the target. This volume allows for a better understanding of the impacts of DVE on lidars while constraining the analysis to a specific space, which can, for example, be used in tracking situations.

One should be careful in the comparison of artificial and natural weather phenomena where limitations exist. Generated conditions from climatic chambers are useful for their repeatability but weather generation methods show limitations in terms of similarity with natural weather thus limiting further developments. Future work will focus on outdoor acquisitions.

Performances differ for all sensors both in number of points and intensity and sensor specific characteristics can be observed in their behaviors. Internal designs of the lidars (aperture size, detection scheme, ...) could certainly explain the performance differences, but the information needed for such analysis is hardly accessible. The analysis of the impacts of DVE regarding sensor internal designs is another interesting topic that could be considered during the conception of the sensors. Our study is agnostic with respect to these design parameters because we focused on the use of the pointclouds.

It seems that the use of 1550 nm laser emission of AEye lidar allows better penetration through obscurant media. A non repetitive scan pattern from the Livox lidar also shows good performances, especially in foggy conditions. Finally, the multi-echo capability brings additional levels of noise in DVE but especially more information for the characterisation of the weather conditions. The combined analysis of target and frustum detection plus multi-echo labelization is valuable for future automatic classification of DVE.
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