Coverage of Artificial Intelligence and Machine Learning within Academic Literature, Canadian Newspapers, and Twitter Tweets: The Case of Disabled People
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Abstract: Artificial intelligence (AI) and machine learning (ML) advancements increasingly impact society and AI/ML ethics and governance discourses have emerged. Various countries have established AI/ML strategies. “AI for good” and “AI for social good” are just two discourses that focus on using AI/ML in a positive way. Disabled people are impacted by AI/ML in many ways such as potential therapeutic and non-therapeutic users of AI/ML advanced products and processes and by the changing societal parameters enabled by AI/ML advancements. They are impacted by AI/ML ethics and governance discussions and discussions around the use of AI/ML for good and social good. Using identity, role, and stakeholder theories as our lenses, the aim of our scoping review is to identify and analyze to what extent, and how, AI/ML focused academic literature, Canadian newspapers, and Twitter tweets engage with disabled people. Performing manifest coding of the presence of the terms “AI”, or “artificial intelligence” or “machine learning” in conjunction with the term “patient”, or “disabled people” or “people with disabilities” we found that the term “patient” was used 20 times more than the terms “disabled people” and “people with disabilities” together to identify disabled people within the AI/ML literature covered. As to the downloaded 1540 academic abstracts, 234 full-text Canadian English language newspaper articles and 2879 tweets containing at least one of 58 terms used to depict disabled people (excluding the term patient) and the three AI terms, we found that health was one major focus, that the social good/for good discourse was not mentioned in relation to disabled people, that the tone of AI/ML coverage was mostly techno-optimistic and that disabled people were mostly engaged with in their role of being therapeutic or non-therapeutic users of AI/ML influenced products. Problems with AI/ML were mentioned in relation to the user having a bodily problem, the usability of AI/ML influenced technologies, and problems disabled people face accessing such technologies. Problems caused for disabled people by AI/ML advancements, such as changing occupational landscapes, were not mentioned. Disabled people were not covered as knowledge producers or influencers of AI/ML discourses including AI/ML governance and ethics discourses. Our findings suggest that AI/ML coverage must change, if disabled people are to become meaningful contributors to, and beneficiaries of, discussions around AI/ML.
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1. Introduction

Artificial intelligence (AI) and machine learning (ML) are applied in many areas [1] such as medical technologies [2,3], big data [4], various neuro linked technologies [5–15], autonomous cars, drones, robotics, assistive technologies [16–18], gaming, urban design, various forms of surveillance, and the military. Many countries have AI strategies [19,20] and numerous societal and other implications of AI/ML have been identified [1,5,21–28]. Discourses under the header AI for “social good” [21,29–36] and other words with similar connotation such as “common good” [37] and “for good” [38] explicitly look at how to make a positive contribution to society. According to the Canadian Institute for Advanced Research (CIFAR), which coordinates the Canadian AI strategy, its “AI & Society program aims to examine the questions AI will pose for society involving diverse topics, including the economy, ethics, policymaking, philosophy and the law” [39]. How to govern AI (if possible, all the way from the anticipatory to the implementation stage) is one focus of the discussions around the societal impact of AI [39–48] and includes terms such as social governance [19].

Disabled people can be impacted by AI/ML-driven advancements in several ways:

a) as potential non-therapeutic users (consumer angle)
b) as potential therapeutic users
c) as potential diagnostic targets (diagnostics to prevent ‘disability’, or to judge ‘disability’)
d) by changing societal parameters caused by humans using AI/ML (military, changes in how humans interact, employers using it in the workplace, etc.)
e) AI/ML outperforming humans (e.g., workplace)
f) increasing autonomy of AI/ML (AI/ML judging disabled people)

As such, disabled people have a stake in AI/ML advancements and how they are governed. Furthermore, disabled people have many distinct roles to contribute to AI/ML advancement discussions in general and in particular to AI/ML ethics and governance discussions, such as therapeutic and non-therapeutic user, knowledge producer, knowledge consumer, influencer of the discourses, and victims. At the same time, it is noted that disabled people face particular barriers to participation, knowledge production, and knowledge consumption of governance discussions [49].

Given the wide reaching and diverse impacts of AI/ML on disabled people and the potential roles of disabled people in AI/ML discourses, the aim of our scoping review drawing from academic literature, Canadian newspapers, and Twitter tweets was to answer the following research questions: How does the AI/ML focused literature covered engage AI/ML in relation to disabled people? What is said and not said? What is the tone of AI/ML coverage? How are disabled people defined? Are disabled people mentioned in relation to “AI for good” or “AI for social good”? What roles, identities, and stakes are assigned to disabled people? Lastly, which of the above-mentioned potential effects of AI/ML on disabled people (a–f) are present in the literature?

1.1. Portrayal and Role, Identity, and Stake Narrative of Disabled People and AI/ML

Many factors influence how AI/ML is discussed and what is said or not said but could have been said [50–53]. How one defines disabled people [54–56] is one such factor that can influence how a problem is defined and what solution is sought in relation to disabled people [57,58] and how a disabled person is portrayed impacts discourses [59,60]. As such how disabled people are defined

---

1 We acknowledge that there is an ongoing discussion whether one should use people first language (people with disability instead of using the phrase disabled people). We use both types of phrases in our search strategies in order not to miss articles, but we use disabled people instead of people first language in our own writing.
and portrayed within AI/ML discourses influences how AI/ML is discussed and what is said or not said, but could have been said, in relation to disabled people.

There are many ways one can define and portray disabled people. The terms “disabled people” and “people with disabilities” for example, are often used to depict the social group of disabled people [61] and the social issues they face. Whereby, the term “patient” is mostly used to focus on the medical aspect of the disabled patient.

According to role theory, how one is portrayed impacts the role one is expected to have [62–65]. Role expectation of oneself is impacted by the role expectations others have of oneself [66]. According to identity theory, the perception of ‘self’ is influenced by the role one occupies in the social world [67]. In relation to AI/ML, disabled people could have roles such as being therapeutic and non-therapeutic users of AI/ML linked products, being victims of AI/ML product use and processes or being knowledge producers and knowledge consumers of the products and processes. Disabled people could also have the role of influencer of, and knowledge producer for, AI/ML ethics and governance discourses.

One can have many different identities whereby different identities have different weight for oneself [67]. Based on the roles disabled people can have within the AI/ML discourse, disabled people can choose various identities they exhibit in AI/ML discourses ranging from passive user of AI/ML products to active shaper of AI/ML discourses. However, it is well described that there are many barriers for disabled people to live out certain identities and perform certain roles such as being influencers of, and knowledge producers for, science and technology governance and ethics discourses [49].

How an individual perceives oneself influences how they perceive actions such as disabling actions towards themselves [68], which in turn influences what role they see themselves occupying in relation to AI/ML discourses. It also influences intergroup relationships [68,69] between disabled and non-disabled people within the AI/ML discourses and the relationship between different disability groups linked to different identities of self.

Indeed identities are seen to have five distinct features: identities are social products, self-meaning, symbolic in a sense that one’s response is similar to the response of others, reflexive, and a “source of motivation for action particularly actions that result in the social confirmation of the identity” [70] (p. 242), whereby all five features play themselves out within AI/ML discourses. Dirth and Branscombe asked: “For instance, to what degree do members of the disability community use medical, rehabilitation, and technological means to distance themselves from the stigmatized identity, and do orientations to treatment vary as a function of social identification strength?” [68] (p. 809). How this question is answered is one factor influencing the roles disabled people occupy in relation to AI/ML discourses.

Stakeholder theory has been applied to organizational management for some time, and it can also be applied to our study. According to the stakeholder theory, a stakeholder’s action expresses their identity [71]. In our case, how disabled people are portrayed and what identity is attached to disabled people by others and disabled people attach to themselves could therefore be one factor that influences stakeholder salience and stakeholder identification [72]. This includes whether disabled people see themselves or are seen by others as stakeholders in the AI/ML discourses and what is seen as the stake.

Regarding the potential role of disabled people, the question is whether only the ability to fulfill the role of the therapeutic or non-therapeutic user of AI/ML products is at stake or if there are other aspects deemed to be at stake and who sees what being at stake. According to Mitchell et al., there are three main factors identifying a stakeholder: “(1) the stakeholder’s power to influence the firm, (2) the legitimacy of the stakeholder’s relationship with the firm, and (3) the urgency of the stakeholder’s claim on the firm” [72] (p. 853). Applying this to disabled people and AI/ML discourses, the questions are whether disabled people have the stakeholder power to influence AI/ML discourse; whether disabled people are seen to be socially impacted by AI/ML discourses, which would give legitimacy to disabled people to be involved in AI/ML ethics and governance discussions; and whether there is a feeling of urgency for disabled people to be engaged in AI/ML discourses. Each of
Mitchell et al.’s three points might be answered differently, and different actions might be flagged as needed in relation to AI/ML and disabled people depending on the role assigned to disabled people in relation to AI/ML, which in turn is impacted in part by the identity of the disabled person. A narrow and broad definition of stakeholder exists [73,74]. Michell et al. list Freeman’s broad definition, “A stakeholder in an organization is (by definition) any group or individual who can affect or is affected by the achievement of the organization’s objectives”, and Clarkson’s narrow definition, “Voluntary stakeholders bear some form of risk as a result of having invested some form of capital, human or financial, something of value, in a firm. Involuntary stakeholders are placed at risk as a result of a firm’s activities” [72]. Both definitions would suggest that disabled people are stakeholders in the AI/ML discourses in all their potential roles already mentioned. Various articles outline ways to identify stakeholder groups [75]. However, depending on identity and role, disabled people have different stakes in AI/ML discourses.

1.2. The Tone of the Discourse

The tone of a discourse is another factor that can influence how AI/ML is discussed and what is said or not said but could have been said [50–53]. A techno-optimistic or techno-enthusiastic tone [76,77] could not lend itself to cover disabled people as being negatively impacted by AI/ML advancements (whereby a techno-skeptic or techno-pessimistic tone could), but rather, facilitates the coverage of disabled people as potential therapeutic or non-therapeutic users. Words such as risk, challenge, and problem can be used to shape any given topic [78], including what is seen at stake for disabled people and what AI/ML development is impacting disabled people. How one defines disabled people and the tone of discourse influence how such words are used. For many targets of AI/ML, such as assistive devices and technologies, it is known that disabled people already face many challenges such as costs, access, and design issues [79], the imagery of the disabled person [58,80], and the fear of being judged for using them [81,82] or not using them [79]. Such aspects would not be covered under a techno-optimistic tone.

1.3. The Issue of Social Good

Social good is for example described as achieving “human well-being on a large scale” [83], although no one definition is accepted. The concept of “social good” is applied to many areas such as education [84,85] (wherein, education is changing the meaning of “social good” [86]), water [87], health [88], food [89], meaningful work [90], healthcare [91], and sustainability [92]. Many conflicts are outlined around “social good” and some describe “social good” as a “dispensable commodity” [93].

AI is also discussed in relation to “social good” [21,29–36] and other words with similar connotation such as “common good” [37] and “for good” [38]. There are subfields which include “data for social good” [94,95], “IT for social good” [96], and “computer for social good” [97–99]. The ethical framework for “AI for the Social Good” defines AI as “addressing societal challenges, which have not yet received significant attention by the AI community or by the constellation of AI sub-communities, [the use of] AI methods to tackle unsolved societal challenges in a measurable manner” [37]. In a workshop focusing explicitly on “AI for social good”, the term “social good” is described as follows: “[social good] is intended to focus AI research on areas of endeavor that are to benefit a broad population in a way that may not have direct economic impact or return, but which will enhance the quality of life of a population of individuals through education, safety, health, living environment, and so forth” [36]. However, what exactly constitutes “AI for social good” [100,101] and what “makes AI socially good” [31] (p. 1) is still debated. Cowl et al. argued that the following seven factors are essential for AI for social good: (1) falsifiability and incremental deployment; (2) safeguards against the manipulation of predictors; (3) receiver-contextualised intervention; (4) receiver-contextualised explanation and transparent purposes; (5) privacy protection and data subject consent; (6) situational fairness; and (7) human-friendly semanticisation” [31] (p. 3). AI can be a major force for social good; it depends in part on how we shape this new technology and the questions we use to inspire young researchers [36].
Disabled people are impacted by who defines “social goods”, what is defined as a “social good”, who has access to the “social good”, and whether “social good” discourses focus on just “doing good” or also “preventing bad”. Many of the problems faced by disabled people highlighted in the United Nations Convention on the Rights of Persons with Disabilities [102] indicate inequitable access to “social goods”. Discourses around “social good” often lead to detrimental consequences for disabled people, such as eugenic practices done for the “social good” [103], how and what meanings of work are seen as a “social good”, and how this is operationalized [90,104] or how social justice as a public good is conceived [93].

2. Methods

2.1. Study Design

We chose a modified scoping review drawing from another study [105] as the most appropriate approach for the study given our research questions to identify the current understanding of a given topic [106]; in our case, how the AI/ML literature covered engages with disabled people. Our study followed a modified version of the stages outlined by Arksey and O’Malley [105], namely, identifying the review’s research question, identifying databases to search, generating inclusion/exclusion criteria, recording the descriptive quantitative results, selecting literature based on descriptive quantitative results for directed content analysis of qualitative data, and reporting findings of qualitative analysis.

2.2. Identifying and Clarifying the Purpose and Research Questions

The objective of our study was to ascertain whether, to what extent, and how AI/ML focused academic literature, Canadian newspapers, and Twitter tweets engaged with disabled people in general and in relation to “for good” and “social good”. Our study focused on literature directly using the terms “artificial intelligence”, “AI”, or “machine learning”. As such, we did not engage with literature that mentioned only related terms such as “ICT” or “web accessibility” without also mentioning the AI related terms.

Our research questions were: How does academic literature, Canadian newspapers, and Twitter tweets cover AI/ML in relation to disabled people? What is said and not said? How are disabled people defined in the literature covered? Are disabled people mentioned in relation to “for good” or for “social good”? What is the tone of AI/ML coverage of disabled people? What roles, identities, and stakes are assigned to disabled people in the AI/ML literature? Are disabled people engaged with as active agents, such as influencers of development of AI/ML products and processes or ethics and governance discussions? Lastly, which of the below potential effects of AI/ML on disabled people are present in the literature?

a) as potential non-therapeutic users (consumer angle)
b) as potential therapeutic users
c) as potential diagnostic targets (diagnostic to prevent disability or to judge disability)
d) by changing societal parameters caused by humans using AI/ML (military, changes in how humans interact, employers using it in the workplace, etc.)
e) AI/ML outperforming humans (see workplace)
f) increasing autonomy of AI/ML (AI/ML judging disabled people)

2.3. Data Sources and Data Collection

Canadian newspapers were chosen as a source of data because a) the government of Canada’s 2017 AI strategy includes the investigation of the impact of AI on society as one focus, which could be discussed in newspapers; b) Canada has a developed AI/ML academic community that could contribute to newspaper coverage; and c) over 75% of Canadians still read newspapers [107,108] and as such, are influenced by what they read. Tweets from Twitter.com were searched, as Twitter is seen
to be highly effective in its message propagation [109–111]. Academic literature was chosen because academic discourses are to generate evidence that informs policies [112–114].

Eligibility criteria and search strategies for articles:

2.3.1. Search Strategy 1: Newspapers

We used the Canadian Newsstream, a database consisting of \( n = 300 \) English language Canadian newspapers, from January 1980 to June 2019. An explicit search strategy was employed to obtain the data [115].

We searched in the full-text of articles for the presence of AI related terms ("artificial intelligence" OR "machine learning" OR "AI") in conjunction with the term patient (results not downloaded) and terms linked to disabled people (results downloaded): "disabled people" OR "people with a disability" OR "deaf people" OR "blind people" OR "people with disabilities" OR "people with a learning disability" OR "people with a physical disability" OR "people with a hearing impairment" OR "people with a visual impairment" OR "people with a mental disability" OR "people with a mental health" OR "learning disability people" OR "physical disability people" OR "physically disabled people" OR "hearing impaired people" OR "visually impaired people" OR "mental disability people" OR "mental health people" OR "autism people" OR "autistic people" OR "people with autism" OR "ADHD people" OR "people with ADHD" OR "people with a mental health" OR "people with a mental disability" OR "people with mental disabilities" OR "mental health people" OR "mental disability people" OR "mentally disabled people" OR "disabled person", OR "person with a disability" OR "deaf person" OR "blind person" OR "person with disabilities" OR "person with a learning disability" OR "person with a physical disability" OR "person with a hearing impairment" OR "person with a visual impairment" OR "person with a mental disability" OR "person with a mental health" OR "learning disability person" OR "physical disability person" OR "physically disabled person" OR "hearing impaired person" OR "visually impaired person" OR "mental disability person" OR "mental health person" OR "autism person" OR "autistic person" OR "person with autism" OR "ADHD person" OR "person with ADHD" OR "person with a mental health" OR "person with a mental disability" OR "person with mental disabilities" OR "mental health person" OR "mental disability person" OR "mentally disabled person".

We obtained \( n = 234 \) non-duplicate newspaper articles for download (Figure 1).

2.3.2. Search Strategy 2: Twitter

For tweets, the search engine of the Twitter.com webpage was searched on 17 August 2018.

Step 2a: We searched for the presence of “AI” OR “machine learning” OR “artificial intelligence”.

Step 2b: We searched for the presence of “disabled people” OR “people with disabilities” within the tweets of step 2a.

We obtained \( n = 2879 \) unique tweets for download (Figure 2).

2.3.3. Search Strategy 3: Academic Literature

Eligible articles were identified using explicit search strategies [115]. On 1 June 2019, we searched the academic databases EBSCO-ALL, an umbrella database that includes over 70 other databases, and Scopus, which incorporates the full Medline database collection with no time restrictions. These two databases were chosen because together they contain journals that cover a wide range of topics from areas relevant to answer the research questions. The two databases contain over 4.8 million articles published by journals that contain the terms “AI” OR “artificial intelligence” OR “machine learning” OR “IEEE” in the journal title and include journals focusing on societal aspects of AI such as the journal “AI and Society” and the proceedings of the AAAI/ACM Conference on AI, Ethics, and Society. We also searched the ACM Guide to Computing Literature, arXiv, and the IEEE Xplore digital databases.
Strategy 3a: We searched the abstracts of EBSCO-ALL, Scopus, arXiv, IEEE Xplore, and ACM Guide to Computing Literature using the same search terms used for the newspapers and the same download criteria.

Strategy 3b: We searched Scopus for the presence of the AI terms used for the newspapers in the academic journal title and the presence of the term “patient” and the 58 terms depicting disabled people we used for the newspapers in the abstracts of the academic articles; we used the same download criteria as mentioned under newspapers.

Altogether, after elimination of duplicates, we obtained $n = 1540$ unique academic abstracts for download (Figure 1).

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure1.png}
\caption{Flow chart of the selection of academic abstracts and full-text newspaper articles for qualitative analysis.}
\end{figure}

Not using full-text searches of academic literature as an exclusion criterium has been used in scoping reviews conducted by others [116] and was chosen to ensure that AI/ML and disabled people were the primary theme of the article found. As an additional exclusion criterion, we only searched for scholarly peer-reviewed journals in EBSCO-ALL, while we searched for reviews, peer reviewed articles, conference papers, and editorials in Scopus. The other databases were searched without exclusion limits. All databases were searched for the full time-frame available.
2.4. Data Analysis

To answer the research questions, we (both authors) employed a) a descriptive quantitative analysis approach and b) a thematic qualitative content approach [117,118] using a combination of both manifest and latent content coding methods [118–122]. Manifest coding is used to examine “…the visible, surface, or obvious components of communication” [121], most specifically the frequency and location of a certain “recording unit” [120]. Latent coding, on the other hand, is used to assist with “…discovering underlying meanings of the words or the content” [117], including the discourses, settings, and tone reflected in the mentions of AI themes in relation to disabled people [117,121]. We employed the manifest coding approach on the level of the database searches (non-downloaded material) and on the level of the downloaded 1540 academic abstracts, 234 full-text newspaper articles, and 2879 tweets. We employed latent coding and a directed qualitative content analysis approach keeping in mind the research questions [117] on the level of the downloaded material. As to the coding procedure, we familiarized ourselves with the downloaded content [123]. We then independently identified and clustered the themes based on meaning, repetition, and the research questions [117,121].

2.5. Trustworthiness Measures

Trustworthiness measures include confirmability, credibility, dependability, and transferability [124–126]. No difference in the hit counts for terms on the level of the databases and the downloaded material was evident between both authors. Differences in codes and theme suggestions of the qualitative data using latent coding were few and discussed between both authors and revised as needed. Confirmability is evident in the audit trail made possible by using the Memo and coding functions within ATLAS.Ti 8™. As for transferability, our methods description gives all the required information for others to decide whether they want to apply our keyword searches on other data sources such as grey literature, or AI and machine learning literature in other languages, or whether they want to perform more in-depth latent coding based on our manifest coding.

2.6. Limitation

Our findings cannot be generalized to the whole academic literature, non-academic literature, or non-English literature. However, our findings allow for conclusions to be made within the
parameters of the searches. Our newspaper results cannot be generalized to newspapers in general or newspapers in Canada. Our English language Twitter results cannot be generalized to non-English Twitter results or results one might obtain in other countries or with other social media platforms.

3. Results

The results are divided into four parts: In part 1, we give quantitative data from our first search stage (non-downloaded stage) and second stage (downloaded material) on some terms used for disabled people and the focus of the coverage. In parts 2–4, we present the results of the content analysis of the downloaded material. In part 2 we focus on the tone of the AI/ML coverage. In part 3, we focus on the role, identity, and stake narrative of AI/ML on disabled people and in part 4 we focus on the presence of the terms “social good” and “for good”.

3.1. Part 1: Classification of Disabled People and Focus of Coverage

How a disabled person is classified often sets the stage for what a discourse focuses on. In the first step, we searched for three terms (patient, disabled people, people with disabilities) in academic literature, newspapers, and Twitter tweets.

The academic literature, newspapers, and Twitter tweets contained at least 20 times more content for the term “patient” than for the terms “disabled people” and “people with disabilities” together. With the term “patient”, we obtained 23,990 academic hits and 6154 newspaper hits. With the terms “disabled people” and “people with disabilities” together we obtained 1258 academic hits and 214 newspaper hits.

As to Twitter tweets, we found 2879 hits for the terms “disabled people” and “people with disabilities” from the beginning of Twitter till 17 August 2018. Whereas, the term “patient” generated 2700 hits from 1–17 August 2018 alone (all-time hit not obtained for “patient”). The terms “disabled people” and “people with disabilities” generated 119 hits for that time frame.

The vastly higher numbers for the term “patient” indicate that health is a major focus for AI/ML discourse covering disabled people in the academic literature, newspapers, and Twitter tweets.

In a second step we analyzed the downloaded 1540 academic abstracts, 234 full-text newspaper articles, and 2879 tweets obtained by using terms related to disabled people excluding the term “patient” (figure 1 and 2), for health-related content (other content is dealt with in another section).

Within the 1540 academic abstracts, the following health-linked terms were mentioned: “health” (254 abstracts), “patient” (167), “therapy” (34), “rehabilitation” (171), “care” (220), “medical” (62), “clinical” (45), “treatment” (33), “disease” (41), “disorder” (44), “healthy” (26), “diagnos*” (36), “mental health” (17), and “healthcare”/“health care” (67).

As to the newspapers, although many of the health-related terms were mentioned many times in the 234 newspaper articles (“health” was mentioned 720 times, “care” (790), “healthcare”/“health care” (173), “patient” (110), and “disease” (88)), many of these hits were false positives meaning that most hits did not relate to content that covered disabled people and fewer of these hits were linked to disabled people in relation to AI/ML. We found five articles that covered the terms “healthcare”/“health care” in relation to disabled people and AI/ML, three for “rehabilitation”, two for “care”, and one article each for “treatment”, “therapy”, “disease”, and “disorder”.

Within the 2879 Twitter tweets, the following health-linked terms were mentioned: “health” (117 times), “patient” (2), “therapy” (4), “rehabilitation” (2), “care” (56), “medical” (5), “clinical” (0), “treatment” (0), “disease” (1), “disorder” (0), “healthy” (1), “diagnos*” (0), ”mental health” (3), and “healthcare”/“health care” (12).

The findings suggest that health is still a major focus even in articles downloaded based on terms related to disabled people excluding the term “patient”.

3.2. Part 2: Tone of Coverage

The tone in the downloaded content from all three sources was predominantly techno-optimistic. We found no content covering the negative effects of AI/ML use by society on disabled
people or negative effects of autonomous AI/ML on disabled people in the academic literature and newspapers and little in tweets. There are many terms such as “ethical”, “risk”, “challenge”, “barrier”, “problem”, and “negative”, which have the potential to present a differentiated picture of what impact AI/ML advancements could have for disabled people but were not used to convey existing, or potentially problematic societal issues disabled people might face. Other terms that could be used also to cover existing, or potentially problematic societal issues disabled people might face, were hardly present such as “justice” (3), “equity” (2), and “equality” (4).

3.2.1. Academic Literature

Most abstracts followed a techno-optimistic narrative, for example “During the last decades, people with disabilities have gained access to Human-Computer Interfaces (HCI); with a resultant impact on their societal inclusion and participation possibilities, standard HCI must therefore be made with care to avoid a possible reduction in this accessibility” [127] (p. 247). The term “negative” was not used to indicate an impact of AI/ML on disabled people. “Challenge” was linked to the use of products to compensate for a ‘bodily deficiency’ [128] but not to indicate societal changes enabled by AI products and processes that might pose challenges for disabled people. “At risk” was used to indicate medical and social consequences linked to the ‘disability’ [129] or “at risk” to not have access to a product [130]. “At risk” was not used within the context of disabled people being “at risk” of AI related products and processes. “Barrier” was used in the sense of not having access to the product [131] or that technology eliminates barriers [132], not that AI/ML generates societal or other negative barriers for disabled people. The focus of the term “problem” was on products helping to solve problems disabled people face due to their ‘disability’ [133], and access to a new product was flagged as a problem. “Problem” was not used to indicate that AI/ML generates societal problems for disabled people. “Ethics” was only mentioned in four academic abstracts. In the first abstract, authors argued that ethical issues are often not covered if the focus is on the consumer angle [134]. According to the second abstract of a paper that focused on the very issue of how ethics are covered in relation to disabled people and AI/ML, the conclusion was that very few articles exist [1]. In the third abstract, the authors suggested that ethical problems appear when hearing computer scientists work on Sign Languages (SL) used by the deaf community [135]. The fourth abstract, which focused on AI applied to robots for children with disabilities, acknowledged that there are ethical considerations around data needed by AI algorithms [136] without mentioning them.

3.2.2. Newspapers

A techno-optimistic tone was present throughout all newspaper coverage. To give one example, “companies like Microsoft and Google try to harness the power of artificial intelligence to make life easier for people with disabilities” [137] (p. B2). Terms such as “risk”, “challenge”, “barrier”, “problem”, and “negative” were not linked to disabled people. “Ethics” was mentioned once in which the ethical issue of whether to use invasive BCI or wait for non-invasive versions was highlighted, although the article is not clear whether this was about non-disabled people [138]. If the focus was not on disabled people, articles often mentioned negative aspects of AI/ML such as Stephen Hawkins warning about AI [139]. Many articles covered job loss by non-disabled people, for example “While numbers can vary wildly, one analysis says automation, robots and artificial intelligence (AI) have the potential to wipe out nearly 50 per cent of jobs around the globe over the next decade or two” [140] (p.A6). Not one article covered the threat of AI/ML to disabled people such as in relation to job situations.

3.2.3. Twitter

Within the 2879 tweets, the coverage was overwhelmingly techno-optimistic. Common phrases included “Empower people with disabilities” appeared in $n = 439$ tweets; “AI to help people with disabilities”, $n = 414$; “help disabled people”, $n = 268$; “AI to empower people with disabilities” $n = 248$. “Machine Learning Opens Up New Ways to Help Disabled People”, $n = 170$; “Artificial
Intelligence Poised to Improve Lives of People With Disabilities”, \(n = 136\); “AI can improve tech for people with disabilities” \(n = 74\); or “AI can be a game changer for people with disabilities”, \(n = 14\). There were \(n = 1739\) tweets linked to the accessibility initiative of Microsoft using wording such as “AI can do more for people with disabilities” and “Microsoft is launching a $25 million initiative”, finishing the sentence with various versions of “to use Artificial Intelligence (AI) to build better technology for people with disabilities.”

The term “ethics” was mentioned 10 times; seven of which did not mention ethics explicitly in relation to AI and disabled people. One indicated that ethics needs to be tackled \([141]\). Two tweets mentioned actual ethical issues \([142,143]\). As to “barrier” in 18 tweets, 16 saw AI enabling technology to break down barriers. The term was used once to indicate newly generated problems for disabled people \([144]\). “Challenge” was present in 49 tweets of which all were in regard to AI taking on the challenges disabled people face, such as “AI to help people with disabilities deal with challenges” \([145]\). “Risk” was mentioned eight times with three seeing risks of more inequity for disabled people. The term “problem” was used in 11 tweets, six of which indicated the problem of AI use causing problems for disabled people such as problematic use of an algorithm \([146–148]\), problems around suicide \([149]\), personality tests \([150]\), and job hiring \([151]\).

3.3. Part 3: Role, Identity, and Stake Narrative

In the content downloaded from all sources, the data we found engaged with disabled people predominantly as therapeutic and non-therapeutic users.

Within the 1540 academic abstracts, the term “user” was employed 1643 times and the term “consumer” 29 times. Linked to the user angle was the presence of terms such as “design” (1141), “access” (1756), “accessibility” (803), and “usability” (195). Within the 1141 times the term “design” was used, all but eight focused on products envisioned specifically for disabled people. Of these eight, one gave a general overview of design for all and the convention on the rights of persons with disabilities \([152]\); one covered the advancement on “access for all” for a part of Germany \([153]\); one was a review of social computing (SC) for social inclusion \([154]\); one made the case of access issues with the Prosperity4all platform \([155]\); one was a review of ICT and emergency management research \([156]\); and one was about urban design education \([157]\).

Within the 234 full-text newspaper articles, the term “user” was mentioned 91 times but only 36 times in relation to disabled people and three times in relation to disabled people and AI/ML (AI making hearing aids better once and AI and robotics, twice). The term “consumer” was mentioned 41 times but only four times in relation to disabled people and not once in relation to disabled people and AI/ML. The term “design*” was mentioned 33 times in relation to disabled people and two times in relation to disabled people and AI/ML, one reporting on an autonomous homecare bot and one mentioning “AI for inclusive design”. “Access *” was mentioned 21 times in relation to disabled people; twice in conjunction with disabled people and AI covering the Microsoft AI for accessibility initiative and an accessibility sport hub chatbot that finds accessible sport programs and resources for disabled people.

Within the 2879 Twitter tweets, the term “user” was employed 17 times and the term “consumer” seven times. Linked to the user angle was the presence of terms such as “design” (161), “access” (989), “accessibility” (672), and “usability” (3).

In all sources, we did not find any discussions linked to AI/ML governance involving disabled people or disabled people as knowledge producers (outside of the consumer angle and being involved in development of AI/ML as consumers) (for tweet examples see \([158–160]\)).

Two tweets questioned the helping narrative \([161,162]\). We did not find any engagement with the potential negative impacts of AI/ML use by members of society and autonomous AI/ML action for disabled people.

3.4. Part 4: Mentioning of “Social Good” or “for Good”

The term “social good” was mentioned once in the newspaper data covering Google’s initiative “AI for Social Good” and mentioning military and job losses as negative consequences; however,
disabled people were not mentioned [163]. “For good” was mentioned twice. One article stated “Microsoft has committed $115 million to an “AI for Good” initiative that provides grants to organizations harnessing AI for humanitarian, accessibility and environmental projects” [163] (p. A47). The second article focused on the “Award for good”, which simply stated that AI has the possibility to improve the life of disabled people [164]. The phrases “social good” or “for good” were not mentioned in the academic abstracts or Twitter tweets downloaded.

4. Discussion

Our scoping review revealed that a) the term “patient” was used 20 times more than the terms “disabled people” or “people with disabilities” together; b) the tone of coverage was mostly techno-optimistic; c) the main role, identity, and stake narratives surrounding disabled people reflected the roles and identities of therapeutic and non-therapeutic users of AI/ML advanced products and processes and stakes linked to fulfilling these roles and identities; d) content related to AI/ML causing social problems for disabled people was nearly absent (beyond the need to actually access AI/ML related technologies or processes); e) discussions around disabled people being involved in, or impacted by, AI/ML ethics and governance discourses were absent; and f) the absence of content around “AI for good” and “AI for social good” in relation to disabled people. These findings were evident for the academic abstracts, full-text newspaper articles, and Twitter tweets. In the remainder of the discussion section, we discuss our findings in relation to the four parts of the results section.

4.1. Part 1: Classification of Disabled People and Focus of Coverage

Our study showed that the term “patient” was present at least 20 times more than the terms “disabled people” and “people with disabilities” together in all the material used suggesting that AI/ML is much more discussed around the role and identity of the “patient” and what is at stake for “patients” than in relation to the terms “disabled people” or “people with disabilities”. Our study also showed that health is more of a focus in relation to disabled people than social issues experienced by disabled people in the material covered. These findings are problematic for disabled people. Objective information, good decision making, resource allocation, innovation, diffusion of new technologies [165], and functionality of the health care system [166] are some stakes identified for patients. However, stakes such as objective information, good decision making, resource allocation, innovation, and diffusion of new technologies will be different outside of the “patient” arena namely in the arena of the social life of disabled people. Furthermore, there are many other issues at stake for disabled people that are outside the health and healthcare arena, as evident by the many issues beyond health and healthcare flagged as problematic for disabled people in the UN Convention on the Rights of Persons with Disabilities [102]. Many of these issues are already or will be impacted by advancements in AI/ML, such as employment.

Whether AI/ML is discussed with a health or non-health focus and patient versus non-patient focus in relation to disabled people is one factor that influences how AI/ML is discussed and what is said or not said but could have been said [50–53]. A focus on health and content linked to the term “patient” would fit with the role and identity narrative of disabled people as therapeutic users and ‘disability’/‘impairment’ as a diagnostic target. The possible role and identity of disabled people as knowledge producers and consumers would be linked to the topics of health and healthcare and not societal issues disabled people face due to AI/ML use by others and the increasing appearance of autonomous AI. Furthermore, if disabled people would be involved as influencers of, and knowledge producers for AI/ML governance and ethics discourses, the role and identity of disabled people that focuses on patient, health, and healthcare would lead to different interventions and contributions to the AI/ML governance and ethics discourses by disabled people and different groups of disabled people would be involved than the role and identity of disabled people that focuses on being negatively impacted as members of society by AI/ML use by others and the increasing appearance of autonomous AI. Indeed, a similar difference of focus and involvement of groups of disabled people based on their identity can be observed in discussions around anti-genetic discrimination laws [60].
That the literature covering AI/ML uses the term “patient” more frequently than the terms “disabled people” or “people with disabilities” is similar to many other technology discussions such as brain computer interfaces [80] or social robotics [58]. However, such bias in focus has an impact on AI/ML use not present in relation to other technologies. Machine learning (ML) is centered around the goal of making artificial machines learn without supervision. However, what the artificial machine learns depends on the data it obtains. Uneven data mean biased judgments. Amazon recently stopped their experiment of using AI instead of a human to deal with hiring procedures because the AI driven hiring process was too biased towards males [167]. Given the lopsided quantity of clinical/medical/health versus non-medical/clinical/health role, identity, and stake narratives related to disabled people present in the literature, one can predict that AI technology will learn a biased picture of disabled people and will not learn about many of the problems that AI/ML might cause for disabled people.

According to role theory, how one is portrayed impacts the role one is to have [62–65]. As such, one can predict that AI/ML will see certain roles (therapeutic and non-therapeutic user) as applicable to disabled people but not others (influencer of ethics and governance of AI/ML discussions). Role expectations of oneself are impacted by the role expectations others have of oneself [66]. This correlation is linked so far to human beings acting as the other, whereby one can debate with the other human being at least in principle if one does not agree. However, if the other is an autonomous AI this will disempower disabled people to go against the other as one cannot argue with the autonomous AI entity.

According to identity theory, the perception of ‘self’ is influenced by the role one occupies in the social world [67]. As such, if the role within the AI/ML social world disabled people occupy continues to be mostly the role of patient and therapeutic and non-therapeutic user, it will bias the perception of self to move towards such patient and therapeutic and non-therapeutic user identity and make the exhibition of other identities difficult and problematic. Indeed, disabled people in an open forum discussion on sustainability stated that the medical role of disabled people predominantly present in many discourses hinders the involvement of disabled people in policy discussions [168,169]. In that consultation many demands were flagged in relation to academics [168]. Although the focus was on sustainable development these demands are also applicable to AI/ML discourses:

“[w]ork closely with all other stakeholders in the area and undertake research which can provide an evidence base for addressing relevant policy and practice challenges”;  
“should undertake research on relevant topics to increase knowledge and understanding of the CRPD and the human rights-based approach to disability, and to develop tools for development programming and planning”;  
“monitor CRPD”;  
“provide evidence for effective inclusive practices in development/research”;  
“to research, publish and interrogate reliable data on disability and ensure that it is disseminated to inform policy and programs and the appropriate levels”;  
“to conduct action research to highlight and develop efficient tools and methods to accelerate disability-inclusive policies and practices”.  
“teach universal design”;  
“capacity building and awareness-raising throughout society” [168] (p. 4162-4163).

One can predict that some demands, namely to “include disability as a topic in relevant study courses” and to “develop, organize and monitor specific study courses” [168] (p. 4162-4163), are not met by the current AI/ML discourse although we did not investigate curricula content in our study.

Our data suggest that many of these roles and actions were not met in the AI/ML discourse. It is not enough to discuss disabled people as therapeutic or non-therapeutic users of AI/ML influenced product and processes and role and identity must move beyond understanding disabled people only as therapeutic and non-therapeutic users of AI/ML influenced products and processes.

4.2. Part 2 and 3: Tone of Coverage and Role, Identity, and Stake Narrative
The tone of coverage is another factor that influences how AI/ML is discussed and what is said or not said but could have been said [50–53]. We found that academic abstracts, newspaper articles, and Twitter tweets mostly exhibited a techno-optimistic tone. Situations such as where disabled people are not direct users but are impacted by bad design of autonomous AI, as outlined in an example of a sidewalk robot [170], were not present. This fits with the techno-optimistic focus of the literature covered.

Furthermore, all sources engaged in techno-optimistic way with disabled people in their roles and identities as therapeutic and non-therapeutic users and the stakes linked to these roles and identities. The mostly techno-optimistic tone and the limited role, identity, and stake narrative come with consequences.

4.2.1. The Issue of Techno-Optimism

The report “Ethical and societal implications of algorithms, data, and artificial intelligence: a roadmap for research” [34] lists the following as essential research topics: economic impact, inclusion, and equality; AI, labor, and the economy; governance and accountability; social and societal influences of AI; AI morality and values; AI and “social good”; and managing AI risk. All these topics should include a focus on the negative impact of AI/ML on disabled people. However, our data suggest that these topics are not researched keeping in mind disabled people. Indeed, one would not cover these topics within a techno-optimistic tone. The same is true for the many impacts and principles listed in “appendix 2” of the same report [34]. Most of these impacts and principle are relevant to disabled people and as such, should also be dealt with in relation to disabled people but cannot if the coverage is predominantly techno-optimistic, as we found.

The same report acknowledges that “different publics concern themselves with different problems and have different perspectives on the same issues” [34] (p. 56) and that technology can be a threat or an opportunity [34]. However, different publics also have different issues at stake even if they work on the same problem. For example, there is increasing literature indicating that many disabled people feel left out, feel not being taken into account in climate change discussions, and although disabled people also care about the environment and climate change, the discourse often instrumentalizes disabled people (for example using a medical identity of ‘disability’ [171] or does not take into account the impact of demanded climate change actions [172] on disabled people. The AI/ML discourse in all three sources we covered does not come close in what is needed to understand the issues disabled people already face and increasingly will face in relation to AI/ML advancements.

Justice is mentioned in many documents linked to AI governance [21–25] as is solidarity [23,25] and equity or equality [23,25,173] demanding a differentiated engagement with disabled people beyond the techno-optimistic tone we found in our study.

Various countries have AI strategies [19,20]. However, of the 26 strategies that are listed [19,20] only five mention disabled people, whereby the rest is based on a techno-optimistic view of AI/ML and disabled people [174–179].

Various AI strategies and reports mention the media [177,179–181], although none mentioned media in relation to disabled people. Our findings suggest that readers of the Canadian newspapers and AI tweets covered will rarely be triggered to think about inappropriate use or negative consequences of AI/ML in all their forms for disabled people. In a UK report, it is stated that many AI researchers and witnesses that connected to AI developments felt that the public had too negative a view of AI and its implications, and that more positive coverage was needed [179] (for the same point see also the New Zealand report [180]). Our findings do not support these views, given the techno-optimistic tone of coverage we found. If the AI researchers and witnesses connected with AI development are correct, then there is a two-tiered system of reporting on AI: one related to non-disabled people and one in relation to disabled people. Such a hierarchy is not surprising. A recent study looking at the coverage of robotics in academic literature and newspapers made the point that many discussions exist surrounding the negative impact of robotics on the employment situation of non-disabled people, and the study also revealed that coverage of the impacts of robotics on the employment situation of disabled people was highly techno-optimistic [182].
4.2.2. Linking Techno-Optimism to the Role, Identity, and Stake Narrative

A techno-optimistic tone facilitates the role and identity of disabled people as potential therapeutic and non-therapeutic users, both of which could be seen as consumer identities and a stake narrative that is linked to the user angle. As much as the therapeutic and non-therapeutic user role and identity is important, there is more to the relationship between AI/ML and disabled people. Indeed, the research topics, principles, and impacts mentioned in a report by Whittlestone and co-workers called “Ethical and societal implications of algorithms, data, and artificial intelligence: a roadmap for research” [34] cannot be dealt with if the role, identity, and stake narratives linked to disabled people are purely from a user angle. It ignores the identity problems that disabled people have flagged for so long. The consumer identity is engaged with outside [183] and in relation to disabled people [184]. Within the techno-optimistic coverage, the consumer identity diminishes disabled people to being cheerleaders of techno-advancements with the only problem being the lack of access to a given technology and technology consumption being the solution to the problems disabled people face. A consumer identity, especially in conjunction with a techno-optimistic narrative, is not enough to prevent the problems AI/ML might pose for disabled people. It might work for products such as webpages and computers and for therapeutics, but it does not work for societal problems disabled people might face due to AI/ML advancements, such as war and conflict or changing occupational landscapes and social and societal influences of AI/ML in general.

If oneself and others see disabled people only within a consumer identity, then this will limit what other roles oneself and others see disabled people as occupying in relation to AI/ML discourses. It furthermore influences the scope of a given role such as knowledge producer or influencer of AI/ML ethics governance discourses. It also entails the danger that others instrumentalize disabled people of the consumer flavor to question disabled people that are looking at issues beyond consumerism. As such, AI/ML discourses that focus so exclusively on therapeutic and non-therapeutic consumer identities influence intergroup relationships [68,69] between disabled and non-disabled people within the AI/ML discourses and between disability groups and disabled people exhibiting different identities, roles, and stakes.

If the consumer identity is predominantly used, it will impact in accordance with the stakeholder theory, stakeholder salience, and stakeholder identification [72]. It will impact for which aspects of AI/ML advancements disabled people see themselves as stakeholders or are seen by others in AI/ML discourses as stakeholders and what is seen as being at stake for disabled people.

Considering Mitchell’s three main factors identifying a stakeholder: “(1) the stakeholder’s power to influence the firm, (2) the legitimacy of the stakeholder’s relationship with the firm, and (3) the urgency of the stakeholder’s claim on the firm” [72] (p. 853), the techno-optimistic tone, consumer role, and consumer identity narrative raise the issue: if the only stakeholder power of disabled people is linked to being consumers, can they only influence AI/ML discussions linked to the consumer angle? Social, ethics, and governance of AI/ML discussions might not be seen in need of involving disabled people as stakeholders, and disabled people might not be seen as being at risk, but a stakeholder under Clarkson’s definition of involuntary stakeholder [74] puts disabled people at risk as a result of AI/ML actors.

4.2.3. Techno-Optimism, User Narrative, and the Issue of Governance

Public engagement is seen as a necessary component for AI advancements [43,45,46] and AI governance. Many problems have been highlighted that diminish the opportunity for the involvement of disabled people in public policy and governance engagements [49,60] including the very medical imagery of disabled people [168,169]. Our findings suggest that the overall role expectation and identity of being therapeutic or non-therapeutic users and the techno-optimistic tone are two other factors that are barriers to the involvement of disabled people in the governance and ethics debate around the societal aspects of AI/ML.

In 2018, the Canadian government started a “national consultation to reinvigorate Canada’s support for science and to position Canada as a global leader in research excellence” [185]. One of the three main consultation areas is “Strengthen equity, diversity and inclusion in research”, and one
pillar of that strategy is “Equitable participation: Increase participation of researchers from underrepresented groups in the research enterprise” [185]. Disabled people are an underrepresented group in the research enterprise. To entice disabled people to perform research, they need to be recognized in a broader role and identity narrative than being the user of AI/ML products and processes. Similarly, universities and funders need to be enticed to perform research that covers the breath of impact of AI/ML on disabled people.

Our data suggest that although the Canadian AI strategy has the goal of being a globally recognized leader in the economic, ethical, policy, and legal implications of AI [186], so far, they do not indicate that they think disabled people are missing in AI/ML discourse, which might be a reflection of the dominant role and identity of ‘user’ linked to disabled people for which our data suggest disabled people are involved. Various articles outline ways to identify stakeholder groups [75]; however, given the main identity and role of disabled people as users, our data suggest that AI/ML discourses are not identifying disabled people as stakeholders outside of the user label.

4.3. The Social Good Discourse

Given the lack of presence in the literature covered, our data suggest the need for more engagement by the “AI for social good” actors with disabled people. Our data also indicate an opportunity for conceptual work on the meaning of “social good” and the conflicts between social groups in relation to “social good”. Furthermore, the AI/ML coverage in relation to disabled people in general falls short given discussions within the “AI for social good” literature.

Cowl et al. argued that the following seven factors are essential for AI for social good: “(1) falsifiability and incremental deployment; (2) safeguards against the manipulation of predictors; (3) receiver-contextualised intervention; (4) receiver-contextualised explanation and transparent purposes; (5) privacy protection and data subject consent; (6) situational fairness; and (7) human-friendly semanticisation” [31] (p. 3). If these seven factors are to work with disabled people, one needs an intricate understanding of disabled people and their situation, which is not provided within the literature covered. Furthermore, one needs to engage with disabled people outside of the therapeutic and non-therapeutic user role.

For example, Cowl et al., under situational fairness concluded, “6) AI4SG designers should remove from relevant datasets variables and proxies that are irrelevant to an outcome, except when their inclusion supports inclusivity, safety, or other ethical imperatives” [31] (p. 17). Would people even know about the impact on inclusivity or safety in relation to disabled people if disabled people are not systemically engaged? For example, the focus of the 2018 “AI for Good Summit” was to bring together stakeholders together to tackle the 17 sustainable development goals (SDGs). However, did they think about how AI could be used in a detrimental way by enabling problematic SDG goals, such as the one evident in paragraph number 26:

“We are committed to the prevention and treatment of non-communicable diseases, including behavioural, developmental and neurological disorders, which constitute a major challenge for sustainable development” [187]? This goal for sure is questionable if looked at through a disability rights lens.

A recent Dagstuhl workshop on “AI for social good” produced 10 challenges and many topics one has to think about [35]. Nearly all the challenges and topics indicate that the AI/ML coverage we found is lacking and needs to improve. However, the workshop itself showed the same limited framework in covering disabled people only as therapeutic and non-therapeutic users [35] as we identified in our study. According to an IEEE document, respect for human rights as set out in the UN Convention on the Rights of Persons with Disabilities is an important goal of AI [23], which indicates that the gap we found in our study has to be filled in relation to and outside of the “AI for social good” focus.

5. Conclusions and Future Research

The findings of our study suggest that the role, identity, and stake narrative of disabled people in the AI/ML literature covered was limited. The patient and user roles and identities were the most
frequently used as were stakes in sync with these roles. The social impact of AI/ML on disabled people was not engaged with, and disabled people were only seen as knowledge producers in relation to usability of AI/ML products, but not in relation to direct or indirect societal impact of AI/ML use by others on disabled people. Ethical issues were not engaged with in relation to disabled people; AI governance and public participation in AI/ML policy development was not a topic linked to disabled people and the concepts of ‘social good” and “for good” were not engaged with in relation to AI/ML and disabled people.

Furthermore, our study suggests minor differences in the coverage of AI/ML in relation to disabled people between the academic abstracts, newspaper articles, and Twitter tweets covered suggesting a broader systemic problem and not a problem with any one source.

Given that the roles one expects of oneself are impacted by the role expectations others have of oneself [66] and given that the perception of ‘self’ is influenced by the role one occupies in the social world [67], the role narrative we found in our data is disempowering for disabled people. Our findings suggest that the role and identity narrative of disabled people in relation to AI/ML must change in academic literature, newspaper articles, and Twitter tweets.

Our findings of a mostly techno-optimistic coverage and a limited role narrative around disabled people might explain why disabled people are covered so limitedly and one-sidedly, if at all, in the AI strategies of various governments. To rectify the problematic findings of our study, our data suggest that we need a systemic change in how one engages with the topic of AI/ML and disabled people. It is not just about any one group such as researchers or journalists having to broaden their focus of reporting on AI/ML and disabled people. Many academic and newspaper articles engage with the negative impact of AI/ML on non-disabled people. Indeed, in government reports covering AI/ML, it is stated that the coverage is too negative [179,180]. If this is the case, the question is, why is the situation so different if disabled people are covered? This discrepancy of tone of coverage based on whether one covers disabled people or non-disabled people is also evident in the robotics coverage (academic articles, newspapers) [182], and as such, our findings suggest a broader systemic problem.

So how does one achieve a more diverse and realistic coverage so that disabled people do not only benefit from AI/ML advancements but also are not negatively impacted by AI/ML?

It is argued that “understanding how AI will impact society requires interdisciplinary research, especially for the social sciences and humanities to understand its lived impacts and our everyday understandings of new technology” [48] (see also [39]). This argument and our findings suggest that there is a need for scholars, including community-based scholars (community members doing the research) [188] and students, to focus on the impact of AI/ML on the lived situation of disabled people beyond the user and techno-optimistic angle. We must better understand why scholars covering the social aspects of disabled people have not engaged with the topics we found lacking. Another angle of investigation could be why disabled students are not acting as knowledge producers on the topics we found lacking. Based on a study that investigated the experience of disabled postsecondary students in postsecondary education [189], we suggest that the experience reported (feeling medicalized, hesitant to self-advocate, to try to fit in with the norm) might hinder disabled students to be knowledge producers in relation to governance, public engagement, and ethics in relation to AI/ML and disabled people. Studies that directly investigate the question of why the topics we found lacking where not engaged with are warranted. Given the Canadian government’s effort to diversify its research force [185], our findings suggest that interviewing people involved in this diversification effort on how to deal with our problematic findings are useful. We see the Canadian government initiative as a possibility to deal with some of the systemic problems [49,189] that contribute to the problems we found in our study.

Given our findings, further studies that interview disabled people, AI/ML policy makers, AI/ML academics, AI/ML funders, people in AI/ML governance and AI/ML ethics discussion, and people involved in the development and execution of AI/ML strategies in numerous countries, regarding their views on AI/ML and disabled people are warranted; whereby questions could focus on the discrepancy of tone of coverage and the limited role understanding of disabled people.
Social media, such as Twitter, has become increasingly influential [109–111]. As such, it is important to understand our Twitter results better to change our problematic findings. For example, why was the coverage so overwhelmingly techno-optimistic and focused on disabled people as users and so few tweets indicated the social impact of AI/ML on disabled people? Studies interviewing disabled people about how to be public perception influencers, such as on Twitter, in relation to AI/ML and to better understand why we found so few tweets indicating problems of AI/ML for disabled people are warranted.

Given the problematic findings with newspapers, which is a source of information still read by many people, studies that interview journalist students on their knowledge on AI/ML and disabled people should also be useful.

We also need studies that investigate the views of the “AI for good” and “AI for social good” community on disabled people and what this community thinks about how AI/ML impacts disabled people and what disabled people think about the concept of “for good” and “for social good” in general and in relation to AI/ML.

Finally, we think that other review studies would be useful using non-English material and grey literature. Although we think that the main findings of our study will also be found in other sources, data on sources beyond what we focused on are needed, such as how social media in China, newspapers in India, or academic literature in German language journals cover disabled people and AI/ML, to name a few possibilities.
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