Abstract: Frequency-invariant beam patterns are often required by systems using an array of sensors to process broadband signals. In some experimental conditions (small devices for underwater acoustic communication), the array spatial aperture is shorter than the involved wavelengths. In these conditions, superdirective beamforming is essential for an efficient system. We present a comparison between two methods that deal with a data-independent beamformer based on a filter-and-sum structure. Both methods (the first one numerical, the second one analytic) formulate a mathematical convex minimization problem, in which the variables to be optimized are the filters coefficients or frequency responses. The goal of the optimization is to obtain a frequency invariant superdirective beamforming with a tunable tradeoff between directivity and frequency-invariance. We compare pros and cons of both methods measured through quantitative metrics to wrap up conclusions and further proposed investigations.
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1. Introduction

A beamformer is an important data processing method in different fields (radar, sonar, biomedical imaging, and audio processing) to elaborate the signals coming from an array of sensors to get a versatile spatial filtering [1]. The beamformer can process both narrow-band and broad-band signals. The weights of the coefficients in the case of a data-independent beamformer do not depend on the array data. In filter-and-sum beamforming, each array sensor (microphones in our case) of the array feeds a transversal finite impulse response (FIR) filter (Figure 1) [2–4] and the filter outputs are summed-up by a convolution in the time-domain with an impulse response \( w_{n,l} \) (\( N \) is the total number of sensors and \( L \) is the FIR filter’s length) to produce the desired beam signal. The tapped delay line architectures are typically exploited to design a broadband spatial filter [5]. The beam pattern (BP) (Equation (2)) represents the beamformer spatial response in the far-field region and is a function of the direction of arrival \( \theta \) (DOA) and the frequency \( \omega/2\pi \). \( S(\omega) \) is the input source (plane wave) and \( Z(\omega, \theta) \) (Equation (1)) is the final output (Figure 1).

\[
Z(\omega, \theta) = W^H(\omega)Y(\omega, \theta) = \sum_{n=0}^{N-1} W_n^* (\omega) Y_n(\omega, \theta)
\]  (1)
We analyzed and implemented two different approaches in superdirective data-independent beamforming design described in literature [6–8]. To our knowledge, no one in the relevant literature has conducted this important and extremely deep comparison in order to apply further these methods in a real experimental context. Superdirective beamformers are sensitive to the errors in the uniform array characteristics. In the first numerical least-squares method proposed [6,9] a desired beam pattern (BP) profile has to be chosen as input by the user; moreover the frequency and angle independent array characteristics affect the beamformer in a manner close to spatially white noise. Then the white noise gain $WNG(\omega)$ (Equation (6)) is the way to measure the performances and the robustness of the beamforming design. The method uses a threshold for its value to assure it, as a constraint for the $WNG$ to lie above this value. In the second approach [7,10,11] the BP profile is optimized by the method itself without any user’s choice [12], finding the most directive profile compatibly with the frequency invariance of the real BP. The robustness of the solution is guaranteed taking into account in the synthesis process the errors of the array, using the probability density function (PDF) of the microphones firstly introduced by Doclo and Moonen [8,13], inside the analytic minimization of the cost function. The method uses a cost function written in a closed form, which has an analytic minimum. Both methods deal with data-independent beamformer, which not suffer of problems of signal cancellation in presence of echoes and multipath, as it happens frequently with adaptive methods, so they are very suitable for real applications (phased array for radar, etc.). This paper is organized as follows. Section 2 describes the quantities useful to compare the results and the describes the mathematical background of the two methods implemented, Section 3 reports the conditions and the results of the comparison found, Section 4 comments the results, and Section 5 defines the conclusions and potential new directions of investigation.

2. Materials and Methods

Considering an equi-spaced ($d$ is the constant distance between two microphones) linear array of $N$ omnidirectional point-like sensors each connected to a FIR filter composed of $L$ taps (Figure 1), the BP can be computed as:

$$ B(\theta, \omega, w) = \sum_{n=0}^{N-1} \sum_{l=0}^{L-1} w_n l g_{n,l}(\theta, \omega) $$  \hspace{1cm} (2)

where

$$ g_{n,l}(\theta, \omega) = e^{-j\omega \left( \frac{nd\sin(\theta)}{c} + lT_s \right) } $$ \hspace{1cm} (3) $$

$n * d$ is the distance of the $n$-th sensor to the center of the array, $L$ is the FIR’s length, $T_s$ sampling interval of the FIR filter, $c$ the speed of the acoustic waves in the medium, and the weight $w_n l$ is a real value representing the $l$-th tap coefficient of the $n$-th filter. We can rewrite (Equation (2)) as:
where

$$W_n(\omega) = \sum_{l=0}^{L-1} w_n, e^{-j \omega (lT_c)}$$

(5)

Superdirective beamformers algorithms are extremely sensitive to spatial white noise and to small errors in the array characteristics. These errors are nearly uncorrelated from sensor to sensor and affect the beamformer in a manner similar to spatially white noise. Hence, the WNG is a commonly used measure for the robustness. The WNG is given by:

$$WNG(\omega) = \frac{|B(\theta_0, \omega)|^2}{\sum_{n=0}^{N-1} |W_n(\omega)|^2}$$

(6)

where $\theta_0$ is the steering angle ($\theta_0 = 0^\circ$ i.e., broadside geometry and $\theta_0 = 90^\circ$ for end-of-fire) (Figure 2).

Figure 2. Broadside end end-of-fire steering directions (broadside orthogonal to the linear array, end-of-fire parallel to the direction of the array).

An assessment of the beamformer performance independent of DOA, is attained through the array gain, which is the improvement in the signal to noise ratio obtained by using the array, when ambient noise is considered as noise. For isotropic noise, the array gain is called Directivity and for a linear array is given by:

$$D(\omega) = \frac{2 |B(\theta_0, \omega)|^2}{\int_0^\pi |B(\theta, \omega)|^2 \sin \theta d\theta}$$

(7)

In the methods of synthesis used, at a certain frequency, the higher is the WNG(\omega), the lower is the $D(\omega)$ and the more frequency-invariant is the beampattern generated in the whole bandwidth of interest. Both methods implemented deal with the problem of robustness of super directive beam pattern (BP) against errors in the microphone response due to manufacturing limitations which is the focal and critical point in the real experimental scenario.

2.1. Proposed Methods

2.1.1. Robust Least-Squares Frequency-Invariant Beamformer Design (RLSFIB)

In the first method used \cite{6,14}, the data-independent broadband least-squares frequency-invariant beamforming design (LSB), it directly constrains the WNG to lie above a given lower limit by solving a convex optimization problem. The idea behind the design is to optimally approximate a desired response, $B^*(\theta, \omega)$, by $B(\theta, \omega)$ in the least-squares (LS) sense. Typically, a numerical solution is obtained by discretizing the frequency range of the bandwidth into $Q$ frequencies $\omega_q$, where $q = 1, ..., Q$ and the angular range of the DOA into $P$ angles $\theta_p$, where $p = 1, ..., P$ and solving the resulting set of linear equations numerically. Since the number of discretized angles is typically greater than the number of sensors, i.e., $P > N$, the problem is therefore over-determined. A least-squares frequency-invariant
beamformer design (LSFIB) is obtained by choosing the same desired response for all frequencies. This design inherently leads to superdirective beamformers for low frequencies if the wavelengths of the signals involved are larger than twice the sensor spacing and is therefore very sensitive to small random errors encountered in real-world applications. Since the WNG is a measure of the robustness of a beamformer the first algorithm design is then obtained by constraining the WNG above a threshold (Equation (8)). The algorithm imposes in the LS sense solution of the problem a constraint on the WNG that indirectly makes the array robust to errors in microphones. The idea behind the method is to incorporate a WNG constraint into the LSB design by adding the following quadratic constraint. The least-squares solution to this problem, which gives the smallest quadratic error by definition, is given by:

$$WNG(\omega_q) \geq \gamma$$

where $\gamma$ is the lower bound for the WNG and

$$\min_{\omega_q} \left\| B(\theta_{\omega}, \omega_q) - B^*(\theta_{\omega}, \omega_q) \right\|^2_2$$

(9)

where

$$w(\omega) = [W_0(\omega), \ldots, W_{N-1}(\omega)]^T$$

(10)

Moreover, we impose that the desired signal from a given angle $\theta_0$ (broadside in this case) remains not distorted. This method requires an iterative optimization (sequential quadratic programming SQP, CVX in Matlab) but is able to reach the global minimum since the problem formulation is convex. In this method, the trade-off between frequency-invariant and directivity is given by $\gamma$: the higher is its value, the more the BP pattern will be frequency-invariant and the lower the directivity.

2.1.2. Frequency-Invariant Beam Pattern Design (FIBP)

The second method analyzed [7,10,11,14–16] uses a cost function over the probability density function PDF of errors (that must be known), granting in such way a solution that is optimal “on average”. The algorithm proposes a method of FIR synthesis that allows for the design of a robust broadband beamformer with tunable tradeoff between frequency-invariance and directivity, without the need to impose a desired beam pattern [12]. The algorithm uses a cost function $J(w, d)$ minimized with respect to the FIR filter’s coefficient $w$ (Equation (10)) and the values of the $P - 1$ vector of desired beam pattern (DBP) $D_p$:

$$d = [D_1 D_2 \ldots D_{\tilde{p}-1} D_{\tilde{p}+1} \cdots D_P]$$

(11)

The length of the $d$ vector is $P - 1$ because the desired beam pattern (DBP) at the steering angle (index $\tilde{p}$) $D_\tilde{p}$ equals 1 by construction and then is not a part of the $d$ vector. The cost function $J(w, d)$ to be minimized is given by next equation:

$$J(w, d) = \sum_{p=1}^{P} \sum_{q=1}^{Q} \left( (1 - K) \left| B(\theta_p, \omega_q, w) - D_p e^{-j\omega_q\Delta} \right|^2 + K D_p^2 \right)$$

(12)

We impose once again that the desired beam pattern (DBP) from a given angle $\theta_0$ (in our case broadside) equals 1. Such a cost function (Equation (12)) is made up of two terms: the first term accounts for the adherence between the obtained BP and the DBP in a least-squares sense, and for all the frequencies and directions of interest, and the second one expresses the DBP energy. The relative weight of the two terms is ruled by the $K$ parameter, whose values belong to the interval $[0, 1]$. Finally, to avoid any distortions of the received signals, the phase of the DBP should be linear, to produce a time delay referred to as $\Delta$. The devised cost function has just one global minimum whose argument can be found in closed form by a computationally inexpensive procedure. The cost function previously described (Equation (12)) is based on the hypothesis that the characteristics of the sensors are perfectly
known and not subject to deviations from the nominal values. Consequently, a synthesis based on this cost function, if applied to superdirective arrays, would produce a beamforming characterized by a high sensitivity to errors, especially in the gain and in the phase of the sensors. To overcome this drawback, a robust cost function is introduced. The method includes a subsequent modeling of the amplitude and phase errors of the microphones, of which we assume equal numerical values for the standard deviations. The relationships between mean values and standard deviations (variances) (Equation (13)) are expressed by the same article [7].

$$
\mu_{\gamma} = \int f_{\gamma}(\gamma) \cos(\gamma) d\gamma \quad \sigma_{\gamma} = \mu_{\gamma}^2 \quad \sigma_{a}^2 = \int f_a(a) (a-1)^2 da
$$

The cost function must be minimized with respect to the \( w \) coefficients of the FIR filters, and to the DBP values, contained in the vector with each discretized DOA except the steering angle. Considering the constraint on the DBP at the steering angle and the definition of directivity, the minimization of the DBP energy (i.e., the second term of the cost function), is equivalent to the maximization of the DBP directivity calculated in an approximate way on a discrete number of angles. In order to get a robust cost function, the formula (Equation (2)) in the previous paragraph can be replaced with:

$$
B(\theta, \omega, w) = \sum_{n=0}^{N-1} \sum_{l=0}^{L-1} w_{n,l} A_{n} g_{n,l}(\theta, \omega)
$$

where

$$
A_n = a_n e^{(-j\tau_n)}
$$

The term \( A_n \) is included to take into account the gain and phase characteristics of the \( n \)-th sensor, supposed to be frequency invariant. The idea is to optimize the average performance, expressed through the weighted sum of the cost functions calculated for all possible combinations of sensor characteristics, using the probability density functions (PDFs) of the sensor characteristics as weights. For this purpose, a total cost function \( J_{\text{tot}}(w, d) \) can be defined in the following equation:

$$
J_{\text{tot}}(w, d) = \int_{A_0}^{A_N} \cdots \int_{A_{N-1}} J(w, d, A_0, \ldots, A_{N-1}) * f_A(A_0) \cdots f_A(A_{N-1}) dA_0 \cdots dA_{N-1}
$$

Consider initially the non-robust cost function defined by the expression (Equation (2)), the expression of the BP can be written as:

$$
BP(\theta, \omega, w) = w \cdot g^T(\theta, \omega)
$$

where \( w \) is the row vector of size \( M = NL \) and \( g^T \) is the column vector containing the complex exponentials that take into account the delays introduced by the propagation of the plane wave and the delay lines of the filters. Entering the previous relation (Equation (17)) in the expression (Equation (12)) we obtain:

$$
J(w, d) = \sum_{p=1}^{P} \sum_{q=1}^{Q} \left\{ (1-K) \left[ w g_{p,q} g_{p,q}^* w^T - 2D_p w \Re \left\{ g_{p,q}^T \right\} \right] + D_p^2 \right\}
$$

where \( g_{p,q} = g(\theta_p, \omega_q) \). We rewrite the cost function in a matrix formulation using the following definitions:

$$
\mathbf{v} = \begin{bmatrix} w & d \end{bmatrix}
$$

$$
\mathbf{G} = (1-K) \sum_{p=1}^{P} \sum_{q=1}^{Q} g_{p,q} g_{p,q}^*
$$

where

$$
\mu_{\gamma} = \int f_{\gamma}(\gamma) \cos(\gamma) d\gamma \quad \sigma_{\gamma} = \mu_{\gamma}^2 \quad \sigma_{a}^2 = \int f_a(a) (a-1)^2 da
$$
\[ g_p^T = -(1 - K) \sum_{q=1}^{Q} \text{Re} \{ g_{p,q}^T \} \]  (21)

\[ A^T = \begin{bmatrix} g_1^T & g_2^T & \ldots & g_{p-1}^T & g_p^T \end{bmatrix} \]  (22)

\[ u = Q \]  (23)

\[ U = u I_{p-1} \]  (24)

\[ r^T = \begin{bmatrix} -g_{p-1}^T \\ 0_{p-1} \end{bmatrix} \]  (25)

where \( \hat{p} \) indicates the index of the direction of steering, the apices \( T \) the transpose, and * the conjugate complex, \( I_{p-1} \) is the identity matrix of dimensions \((P - 1)(P - 1)\) and \( 0_{p-1} \) is a column vector of size \( P - 1 \) whose elements are all zeros. Introducing the matrix \( M \) of dimensions \((M + P - 1)(M + P - 1)\) defined as follows:

\[ M = \begin{bmatrix} G & A^T \\ A & U \end{bmatrix} \]  (26)

the cost function to be minimized becomes:

\[ J(w, d) = v M v^T - 2 v r^T + u \]  (27)

whose analytic minimum turns out to be:

\[ v_{\text{opt}} = M^{-1} r^T \]  (28)

The first \( M \) elements of \( v_{\text{opt}} \) represent the optimized FIR’s coefficients while the last \((P - 1)\) elements present the optimized DBPs for all DOAs apart from the steering direction where the DBP is 1 for construction. The \( M \) matrix (Equation (26)) is positive defined and therefore invertible. The described process can be extended to the minimization of the robust cost function in the following way, replacing the expression of the BP given by the relation (Equation (17)), which contains the model of the errors in amplitude and phase of the microphones within the same cost function (Equation (12)). After some calculations, the matrix expression of the expected cost function is similar to the relation (Equation (27)) with only some modifications of the matrices involved:

\[ J_e(w, d) = \tilde{v} M v^T - 2 \tilde{v} r^T + u \]  (29)

where

\[ \tilde{r}^T = \mu r^T \]  (30)

\[ \tilde{A} = \mu A \]  (31)

\[ \tilde{M} = \begin{bmatrix} \tilde{G} & \tilde{A}^T \\ \tilde{A} & U \end{bmatrix} \]  (32)

Finally, the matrix \( \tilde{G} \) of size \( M \times M \) is defined as:

\[ \tilde{G} = \begin{bmatrix} (1 + \sigma_a^2) I_L & \sigma_a 1_L & \ldots & \sigma_a 1_L \\ \sigma_a 1_L & (1 + \sigma_a^2) I_L & \ldots & \sigma_a 1_L \\ \vdots & \vdots & \ddots & \vdots \\ \sigma_a 1_L & \sigma_a 1_L & \ldots & (1 + \sigma_a^2) I_L \end{bmatrix} \otimes G \]  (33)

The symbol \( \otimes \) indicates the element-wise multiplication and \( 1_L \) indicates a matrix of size \( L \times L \) in which all the elements are equal to 1. The solution is given by:

\[ F_A = \frac{1}{(1 + \sigma_a^2) I_L - \sigma_a 1_L} \]
Once the synthesis FIR coefficients of the beam pattern have been obtained, the expected beam power pattern (EBPP) can be computed through the expectation operator $E\{\cdot\}$. The EBPP represents the mean of the actual beam power pattern and is considered the most likely quantity to compare the average performance of different superdirective design methods. The aim is to make a performance average with respect to the randomness of the gain and phase of every array sensor. While the function $B(\theta, \omega, w)$ represents the nominal beam pattern (where all the array sensors have the nominal gain and phase behavior), we can denote by $B_a(\theta, \omega, w)$ the actual beam pattern, i.e., the beam pattern in which the actual gain and phase (to be intended as realizations of random variables) of each sensor composing the array are duly considered. The EBPP, $B^2(\theta, \omega, w)$, is defined as the mean of the actual beam power pattern, as follows: $B^2(\theta, \omega, w) = E\{|B_a(\theta, \omega, w)|^2\}$. Working on the expectation operator, the following equation can be reached [7]:

$$B^2(\theta, \omega, w) = \sigma_a^2 |B(\theta, \omega, w)|^2 + (1 + \sigma_a^2 - \gamma) \sum_{n=0}^{N-1} |H_n(\omega)|^2 = \sigma_a^2 |B(\theta, \omega, w)|^2 + \eta \sum_{n=0}^{N-1} |H_n(\omega)|^2$$

where

$$\eta = 1 + \sigma_a^2 - \mu^2$$

Another important parameter to evaluate the synthesis' performances is given by the generalized directivity $D_G$ [17] (Equation (37)), where $k$ is the wavenumber $k = 2\pi f / c$, $u = \sin(\theta)$ and $u_0 = \sin(\theta_0)$ is the steering direction. The $n$-th element (microphone) is placed at the position $x_n$ and the $m$-th at the position $x_m$.

$$D_G = \frac{\eta \sum_{n=1}^{N} |w_n|^2 + \mu^2 \sum_{m=1}^{N} \sum_{n=1}^{N} w_m^* w_n \exp[i k (x_m - x_n) u_0] \text{sinc}[k (x_m - x_n) / \pi]}{\eta \sum_{n=1}^{N} |w_n|^2 + \mu^2}$$

The generalized directivity $D_G$ represents the directivity of the EBPP obtained by using (Equation (7)) and replacing $|B(\theta, \omega)|^2$ with $B^2$.

3. Results

Both algorithms and the simulations have been developed and performed under Matlab framework [18,19]. The geometry used for both simulations is broadside ($\theta_0 = 0^\circ$) with:

- Aperture of the array 12 cm (length for superdirective beamforming).
- 8 equi-spaced microphones (good compromise between number of microphones and final price of the array).
- Sampling frequency 16 kHz (twice the maximum frequency of the signals involved to respect the Nyquist’s theorem).
- $L$ i.e., FIR’s filter length 128 taps.
- Frequency band of interest (100–8000) Hz (typical bandwidth for audio applications).
- Value of the speed of sound $c = 340$ m/s.
- We used a grid of input data dividing the frequency bandwidth of interest (100;8000) Hz in values with a constant step of 50 Hz, and the range of the angles of the direction of arrival (−90°; 90°) in values with a constant step of 1°.

In these conditions, we find $d = 1.71$ cm then the limit for the spatial aliasing is 9.9 kHz, outside the band of the interest. To run both simulations we chose $P = 181$ and $Q = 157$, then for the second algorithm the computational load is related to $M = (N \times L) = 1024$ iterations. For the first RLSFIB algorithm, we chose $\gamma = -10$ dB as the constraint whereas for the second FIBP algorithm we used $K = 0.3$ as numerical input as a trade-off between frequency-invariant and directivity. With this setting
of parameters we get an intermediate synthesis between frequency-variant and frequency-invariant for both algorithms, but this is done to compare, in a fair way, their performances. The PDFs of the microphone gain and phase are assumed to be independent Gaussian functions with a mean equal to 1 and 0, respectively, and with a standard deviation of 0.02 for both. Once synthesized the two FIR coefficient sets for the two algorithms design, we built up and compared directivities (Figure 3), WNGs (Figure 4), directivity and generalized directivity vs standard deviation (Figure 5) and BPs (Figures 6 and 7).

![Figure 3. Directivity comparison: frequency-invariant beam pattern design (FIBP) blue, robust least-squares frequency-invariant beamformer design (RLSFIB) red.](image)

![Figure 4. WNG comparison: FIBP blue, RLSFIB red.](image)
Figure 5. FIBP design: directivity and generalized directivity vs dev standard comparison.

Figure 6. Beam pattern RLSFIB design.

Figure 7. Beam pattern FIBP design.
3.1. RLSFIB Algorithm

The constrained least-squares problem was shown to be convex and therefore well-established methods for convex optimization, such as the SQP methods and CVX, may be used to solve the constrained problem. The results shown confirm that the RLSFIB design is capable of controlling the robustness of the resulting beamformer, which underlines the flexibility of this design procedure.

3.2. FIBP Algorithm

The robustness of the solution is achieved by taking into account the PDFs of the sensors’ characteristics during the design phase. The EBPP (Figure 8) has been adopted to assess the performance of the beamformers obtained by the proposed synthesis method in addition to the traditional broadband BP graph and the curves of directivity and white noise gain.

4. Discussion

In the described simulations, we have chosen a geometry and a set-up of parameters that allows us to make a fair comparison between the performances of the two different design methods analyzed. In particular, we addressed a small linear array for audio capture with different purposes (hearing aids, audio surveillance system, videoconference system, multimedia device, etc.). FIBP presents a more frequency-invariant BP and better performances at lower frequencies. With the parameters’ choice, directivity and WNG are comparable for the two methods at the higher frequencies, but at lower frequencies WNG has an oscillating behavior for FIBP method, avoided by definition for the RLSFIB design. The oscillating behavior of the WNG in the FIBP method is due to the fact that, in general, directivity and WNG are mutually reciprocals. In fact, when the derivative of directivity in the FIBP method is high (Figure 3, blue line), the WNG is low and vice versa. We can see that the first derivative of the directivity of the FIBP method is changing a lot in the range (100; 5000) Hz: that is why the WNG is oscillating (Figure 4, blue line). The change of the first derivative is less pronounced for the directivity of the RLSFIB method (Figure 3, red line). Moreover, the threshold in the WNG forces this parameter to have a flatter and more stable curve (Figure 4, red line). The directivity at low frequencies provided by the RLSFIB method, lower than that provided by the FIBP method, justifies why the shape of the beam pattern (Figure 6) has a main lobe wider that of the FIBP method (Figure 7). The great advantage of the FIBP is the possibility to change the deviation standard of the distribution of the errors to highlight its impact: increasing the standard deviation, the difference between directivity
and generalized directivity increases as well (Figure 5). This fact for FIBP design is very interesting because the difference between the generalized directivity and the nominal one provides useful insight on the expected impact that a given level of microphone mismatches induces on the system performance. This analysis allows us to choose the microphone accuracy, which is necessary to limit the (mean) performance decay at the level the user requires. A potential future work is to compare the performances of the two approaches for more frequency-variant rather than frequency-invariant synthesis, playing respectively with $\gamma$ and $K$, comparing once again both performances of the algorithm of FIR’s synthesis, using respectively, a lower $\gamma$ and a higher $K$ with respect the current values.

5. Conclusions

In this paper we presented and compared the metrics of the synthesis of two different methods of simulation, following two different philosophies, to get the synthesis of FIR’s coefficient filters for an efficient and robust superdirective beamformer to target audio applications in a real experimental scenario using a compact linear array of microphones. The main drawback of the two methods presented is the limitation on the choice of the cost function forced by the convexity conditions. In particular, there is no way to differentiate between main lobe and side lobe region, or to impose a worst-case design by minimizing the maximum of the side lobes. Moreover cost functions are quadratic so that low energy regions of BP are not very weighted in the cost function. Working with different representations (logarithmic) of BP could allow for a better shaping of low energy regions. For all these reasons, for further development of a new and better method of synthesis, the cost function should be modified to lose the convexity property. Then, to face the related problem of local minima, it would be necessary to take into account heuristics algorithms such as genetic algorithms. The simulations presented in this paper allow us to point out, for the two compared design methods, the tradeoff between performance (directivity), invariance, robustness ($WNG$), and sensor accuracy. They represent a starting base for further investigations the reader can perform, providing an insight on the parameters to modify in order to achieve the desired performance.
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