Abstract—Task-space Passivity-Based Control (PBC) for manipulation has numerous appealing properties, including robustness to modeling error and safety for human-robot interaction. Existing methods perform poorly in singular configurations, however, such as when all the robot’s joints are fully extended. Additionally, standard methods for constrained task-space PBC guarantee passivity only when constraints are not active. We propose a convex-optimization-based control scheme that provides guarantees of singularity avoidance, passivity, and feasibility. This work paves the way for PBC with passivity guarantees under other types of constraints as well, including joint limits and contact/friction constraints. The proposed methods are validated in simulation experiments on a 7 degree-of-freedom manipulator.

I. INTRODUCTION AND RELATED WORK

Passivity is a highly desirable property for robots collaborating with humans or working in delicate and uncertain environments. Not only do passivity-based controllers tend to be robust to modeling errors and disturbances [1], they also provide guarantees not available to other nonlinear controllers, as the feedback interconnection of passive systems is always passive [2].

Passivity-Based Control (PBC) has been successfully applied in many areas of robotics, including manipulation [3]–[5], legged locomotion [6]–[9], and even autonomous driving [10]. In the manipulation context, PBC is most naturally formulated in terms of task-space control [8], where the goal is to track a task-space (e.g., end-effector) reference. Like many task-space strategies, however, task-space PBC performs poorly in near-singular configurations like those in Figure 1.

In this paper, we present an optimization-based task-space PBC strategy that guarantees both passivity and singularity avoidance. Our key insights are to constrain the evolution of the storage function in a convex quadratic program (QP) and to track a reference system rather than a predetermined reference trajectory. This allows us to modify the input to the reference system when necessary to avoid singular configurations.

Common strategies for singularity avoidance include restricting the task-space reference [11], [12], carefully selecting joint limits such that singularities are avoided [13], and using a damped pseudoinverse of the task-space Jacobian [6]–[8], [14]. Restricting the task-space reference a-priori can be difficult, since singular configurations can occur even when the end-effector is well within the reachable workspace (see Figure 1). Similarly, determining joint limits that exclude all possible singularities can be severely restrictive, especially for high degree-of-freedom (DoF) robots.

Of particular interest to us are control strategies based on the manipulability index [15], which provides a smooth measure of how close a given configuration is to a singularity. Such strategies typically focus on maximizing the manipulability index in the null-space of a task-space controller [16]–[18]. These null-space strategies use redundant degrees of freedom to keep the robot as far away as possible from singularity while matching a given end-effector reference. These techniques cannot guarantee singularity avoidance, however, as the task-space reference can always be chosen such that encountering a singularity is inevitable. For example, null-space strategies might be able to avoid the singularity shown in Figure 1b but not those shown in Figure 1a and 1c.

We propose an alternative approach to singularity avoidance, designing a Control Barrier Function (CBF) that keeps the manipulability index above a given threshold. This allows us to encode singularity avoidance as a linear constraint within a convex Quadratic Program (QP). This approach is
closely related to [11], [12], which use the manipulability index to avoid singularities in kinematic motion planning.

Adding CBF constraints to a QP-based controller presents additional challenges, however. Specifically, existing methods for constrained passivity-based control can only guarantee passivity when the additional constraints (including singularity avoidance constraints as well as joint limits and friction/contact constraints) are not active [6]–[8]. This leads to our second contribution: we propose a QP-based controller that guarantees both passivity and constraint satisfaction. This QP is always feasible. Our key insight in this regard is to treat the reference signal as a system itself, the input of which can be adjusted to ensure feasibility. This is similar in spirit to the idea of reference governors [19].

Our primary contributions can be summarized as follows:

1) We propose a CBF that enforces a minimum manipulability index. This CBF is a true CBF, i.e., the associated linear constraints are guaranteed to always be feasible.

2) We propose a new QP-based strategy for task-space PBC that guarantees constraint satisfaction, passivity, and feasibility.

To the best of our knowledge, this is the first task-space PBC strategy that can guarantee all three of these properties (passivity, constraint satisfaction, and feasibility).

The remainder of this paper is organized as follows: problem formulation and background information are presented in Section II. Main results are presented in Section III and are supported by simulation experiments in Section IV. We conclude with Section V. Additionally, we provide an online interactive demonstration to accompany the paper [20].

II. BACKGROUND

A. Problem Formulation

In this paper, we consider torque control of a rigid manipulator arm, the dynamics of which can be written as

\[ M(q)\ddot{q} + C(q, \dot{q})\dot{q} + \tau_g(q) = \tau, \]

(1)

where \( q \in \mathbb{R}^n \) are joint positions, \( M \) is the positive-definite mass matrix, \( C \) is the Coriolis matrix, \( \tau_g \) are gravitational torques, and \( \tau \) are applied control torques. A broad class of rigid-body systems has dynamics of this form [21].

We assume that the applied torques \( \tau \) are unconstrained:

Assumption 1: Any joint torques \( \tau \in \mathbb{R}^n \) can be applied to the robot, i.e., \( \tau \) is not bounded.

Modern torque-controlled robots typically have high torque limits, making this assumption reasonable in practice.

Rather than controlling joint angles \( q \) directly, we are interested in regulating the task-space state \( x(q) \in \mathbb{R}^m \) of the robot, where \( m \leq n \). In the manipulation context, the task-space is typically the end-effector pose (position and orientation\(^1\), but the task-space can be any smoothly-varying quantity of interest, such as the center-of-mass or a particular link’s position.

The task-space differential kinematics are characterized by the Jacobian

\[ J = \frac{\partial x(q)}{\partial q}, \]

(2)

where \( \dot{x} = J\dot{q} \). When the Jacobian is full row-rank, i.e., \( \text{rank}(J) = m \), joint velocities \( \dot{q} \) can be selected to correspond to any desired task-space velocity \( \dot{x} \). When the Jacobian is not full rank, however, certain task-space velocities may not be achievable, and we say the robot is in a singular configuration. Examples of singular configurations are shown in Figure I

As discussed in Section II-C below, conventional formulations of task-space passivity-based control break down when the robot enters a singular or near-singular configuration. For this reason, we focus on control strategies that guarantee singularity avoidance.

To maintain guarantees of both passivity and singularity avoidance, we consider the problem of tracking a reference system rather than (as is typically the case) a reference trajectory. We assume that this reference system is governed by simple double integrator dynamics,

\[ \ddot{x}_r = u_r, \]

(3)

where \( x_r \in \mathbb{R}^m \) is a reference task-space state (e.g., end-effector pose) and \( u_r \) is the input to the reference system.

We assume that a nominal reference input \( u_r^{nom} \) is available from a higher-level controller. We define position and velocity tracking errors as follows:

\[ \ddot{x} = x(q) - x_r, \]

\[ \dot{x} = \dot{x}(q, \dot{q}) - \dot{x}_r. \]

(4)

(5)

With this in mind, our goal is to formulate a controller with the following properties:

1) The closed-loop system is passive,

2) The system remains singularity free (\( \text{rank}(J(q)) = m \)).

B. Passivity

In this section, we present a formal definition of passivity and highlight some of the advantages of PBC.

Consider a state-space dynamical system

\[ \Sigma = \begin{cases} \dot{x} = f(x, u) \\ y = g(x, u) \end{cases} \]

(6)

where \( x \) is the system state, \( u \) is the input, and \( y \) is the output. Assume that \( f : \mathbb{R}^k \times \mathbb{R}^p \rightarrow \mathbb{R}^k \) is locally Lipschitz and \( g : \mathbb{R}^k \times \mathbb{R}^p \rightarrow \mathbb{R}^p \) is continuous. Note that system \( \Sigma \) can be written in this form with \( x = [q^T \dot{q}^T]^T \).

Definition 1: The system (6) is said to be passive with input \( u \) and output \( y \) if there exists a continuously differentiable positive semidefinite storage function \( V(x) \) such that

\[ \dot{V} = \frac{\partial V}{\partial x} f(x, u) \leq y^T u, \quad \forall (x, u) \in \mathbb{R}^k \times \mathbb{R}^p. \]

(7)
Besides having close connections with other notions of nonlinear system stability [22], passivity has important implications for safety and robustness. Often, the storage function \( V \) represents some sort of system energy. In this case, the supply rate \( y^T u \) corresponds to a power input port and the passivity property [7] states that the system energy can be increased only through this port [1].

The following properties highlight the advantages of PBC in robotics. First, we have the well-known passivity theorem:

**Theorem 1 ([22]):** The feedback interconnection of two passive systems is passive.

This property does not hold for other notions of nonlinear system stability. Furthermore, any stable non-passive system can become unstable via interconnection with a passive system:

**Theorem 2 ([11]):** Given any non-passive system \( \Sigma_1 \), there always exists a passive system \( \Sigma_2 \) that gives rise to unbounded behavior of the feedback interconnection of \( \Sigma_1 \) and \( \Sigma_2 \).

In the manipulation context, \( \Sigma_2 \) might consist of objects in the environment, humans, or other robots. This theorem states that if the controlled system is not passive, a passive environment can always be constructed that destabilizes the system. For this reason, passivity is often considered a necessary condition for safety [1], [6]–[8].

### C. Task-Space Passivity-Based Control

In this section, we introduce the standard method of (unconstrained) task-space passivity-based control. This method is typically presented in terms of tracking a reference trajectory rather than a reference system: note that these two formulations are equivalent if we assume \( u_r \) to be fixed.

Task-space passivity-based control begins with the definition of a storage function,

\[
V(q, \dot{q}) = \frac{1}{2} \dot{x}^T \Lambda \dot{x} + \frac{1}{2} \dot{x}^T K_P \dot{x},
\]

(8)

where \( \Lambda = (JM^{-1}J^T)^{-1} \) is the task-space inertia matrix and \( K_P = K_P^T \) is a positive definite gain matrix. Note that this storage function can be thought of as the energy in the error between the actual task-space state and the reference system. The first term captures kinetic energy (task-space mass \( \Lambda \) times error velocity \( \dot{x} \) squared) and the second term is a potential energy.

Differentiating the storage function, we have

\[
\ddot{V} = \dot{x}^T \dot{\Lambda} \dot{x} + \dot{x}^T \dot{\Lambda} \dot{x} + \dot{x}^T K_P \dot{x} \]

(9)

\[
= \dot{x}^T \left( \Lambda Q \ddot{J} \dot{x} + \Lambda (\dot{x} - \dot{x}_r) + K_P \dot{x} \right)\]

(10)

\[
= \dot{x}^T \left( \Lambda Q \ddot{J} \dot{x} - \Lambda \ddot{x}_r + \Lambda (J \ddot{q} + \ddot{J} \dot{q}) + K_P \dot{x} \right),
\]

(11)

where \( Q = JM^{-1}C - \dot{J} \), \( \ddot{J} = M^{-1}J^T \Lambda \) is a pseudoinverse of \( J \), and \( \Lambda - 2\Lambda Q \ddot{J} \) is skew-symmetric [2].

If task-space forces \( f = J^T \tau \) are chosen such that

\[
f = \Lambda \ddot{x}_r + J^T \tau_g + \Lambda Q (q - \ddot{J} \dot{x}) - K_P \dot{x} - K_P \dot{x} \]

(12)

where \( K_D = K_D^T \) is a positive definite damping matrix, then

\[
\dot{V} = -\dot{x}^T K_D \dot{x} \leq 0.
\]

Furthermore, if the system is subject to external disturbances \( \tau_{ext} \), i.e., the system dynamics are \( M \ddot{q} + C \dot{q} + \tau_g = \tau + \tau_{ext} \), then

\[
\dot{V} = -\dot{x}^T K_D \dot{x} + \dot{x}^T J^T \tau_{ext} \leq \dot{x}^T f_{ext},
\]

(14)

where \( f_{ext} = J^T \tau_{ext} \) are the task-space forces from \( \tau_{ext} \).

This passivity property characterizes the energy of the closed-loop system. Noting that \( \dot{x}^T f_{ext} \) has units of power, [14] characterizes how the energy \( V(q, \dot{q}) \) increases (due to disturbances \( f_{ext} \)) and decreases (due to the dissipation \( -\dot{x}^T K_D \dot{x} \)).

Despite these advantages, the method presented above has two important limitations: (1) it is difficult to include constraints on the system while maintaining passivity and (2) tracking performance degrades rapidly in near-singular configurations, since joint torques \( \tau \) must become extremely large to be consistent with \([12]\).

Most robotic systems are subject to constraints, e.g., joint angle and velocity limits, and friction and contact constraints. A standard approach for addressing such constraints in the context of passivity-based control is to replace the closed-form controller \([12]\) with the solution of a convex QP that imposes such constraints and is re-solved at each timestep. This QP takes the form

\[
\min_{\dot{q}, \tau} \| J^T \tau - f_{des} \|^2
\]

s.t. \( M \ddot{q} + C \dot{q} + \tau_g = \tau \)

(15)

Additional Constraints,

where \( f_{des} \) are desired task-space forces given by \([12]\) and “Additional Constraints” might include contact, joint limit, or other constraints [6], [7], [23]. If \( J^T \tau = f_{des} \) (i.e., the additional constraints are not active), then all of the passivity properties outlined above hold. If these constraints become active, however, the controller will attempt to match \( f_{des} \) but any guarantees of passivity (and associated safety and robustness) are lost.

In this paper, we will present an alternative optimization-based method for including constraints, where passivity is guaranteed for any solution to the optimization, even when additional constraints are active.

The second issue is singular configurations. In a singular configuration, \( J \) is no longer full-rank, and arbitrary task-space forces \( f \) cannot be applied. In the case of a convex optimization formulation like \([15]\), this corresponds to the optimization problem becoming ill-conditioned. In practice, this means that extreme joint torques are applied as the robot approaches a singular configuration.

A common method of avoiding this issue is to use a damped pseudoinverse of the Jacobian

\[
J^T (J J^T + \delta I)^{-1}
\]

(16)

instead of \( J \), where \( \delta > 0 \) is a small constant [14]. This damped pseudoinverse prevents the numerical conditioning issues associated with singular configurations, but passivity can no longer be formally guaranteed and tracking performance degrades near singularities [6].
In this paper, we use CBFs to design a controller that allows the robot to avoid singular and near-singular configurations altogether while maintaining passivity guarantees.

D. Manipulability Index

To avoid singularities, we need a smoothly varying measure of how close the given configuration $q$ is to a singular configuration. The manipulability index [15] provides such a measure. The manipulability index $\mu(q)$ is defined as

$$\mu(q) = \sqrt{\det [J(q)J(q)^T]},$$

(17)

and is zero if $q$ is singular and positive otherwise.

To understand the manipulability index, note that $\mu$ can also be written as

$$\mu(q) = \sigma_1 \sigma_2 \ldots \sigma_m,$$

where $\sigma_i$ are the singular values of $J$ (i.e., diagonal elements of $\Sigma$ where $J = U \Sigma V^T$). If $J$ is not full rank, then at least one $\sigma_i = 0$ and so $\mu = 0$.

Importantly, the manipulability index $\mu(q)$ varies smoothly with $q$ over $\mu(q) > 0$. Indeed, we can think of the manipulability as a unique sort of task-space characterized by its own Jacobian [11]

$$J_{\mu}(q) = \frac{\partial \mu(q)}{\partial q},$$

(18)

such that $\dot{\mu} = J_{\mu} \dot{q}$. The elements of this Jacobian are

$$\frac{\partial \mu(q)}{\partial q_i} = \mu(q) \text{trace} \left[ \frac{\partial J}{\partial q_i} J^1 \right],$$

(19)

where $q_i$ are the elements of $q$ and $J^1 = J^T (JJ^T)^{-1}$ is the Moore-Penrose pseudoinverse of $J$ [11].

E. Exponential Control Barrier Functions

Control Barrier Functions are a way of designing (linear) constraints that ensure forward invariance of a safe set $C = \{ q, \dot{q} | h(q, \dot{q}) \geq 0 \}$ [24].

The basic idea is relatively simple: $\dot{h} \geq 0$ everywhere on the boundary of $C$ is sufficient for forward invariance of $C$ [24]. In the case that $h$ has relative degree 1 ($\dot{h}$ is a function of $\dot{q}$, and thus implicitly also of $\tau$) a constraint of the form

$$\dot{h}(q, \dot{q}, \ddot{q}) \geq -\alpha(h(q, \dot{q}))$$

(20)

enforces forward invariance of $C$, where $\alpha(\cdot)$ is any class-K function$^3$. For systems of the form $\dot{q}(t) = h$, such constraints are linear in $\dot{q}$ and can be included in a QP like [15].

If $h$ has higher relative degree, i.e., $\dot{q}$ enters in the higher-order derivatives of $h$, we need to use Exponential CBFs [25] to ensure forward invariance of $C$. For example, consider the case when $h$ is a function of $\dot{q}$ only. In this case, a sufficient condition for forward invariance of $C$ is given by

$$\ddot{h}(q, \dot{q}, \ddot{q}) \geq -K_\alpha \begin{bmatrix} h(q) \\ \dot{h}(q, \dot{q}) \end{bmatrix},$$

(21)

where $K_\alpha$ is a gain matrix that must satisfy certain regulatory conditions [25, Theorem 2]. The constraint (21) is also linear in $\ddot{q}$ for systems of the form $\dot{q}$, and can be enforced via QP.

The key issue when designing CBFs, regardless of relative degree, is the feasibility of the constraint (21). For an arbitrary candidate barrier function $h$, there is no guarantee that a $\ddot{q}$ satisfying (21) can always be found. In this sense, CBFs are analogous to Control Lyapunov Functions: if we can find a true barrier function (or Lyapunov function) this is a useful and powerful result, but we cannot presume to use just any function as a barrier function (or a Lyapunov function).

For further details on CBFs and ECBFs, we refer the interested reader to [24] and references therein.

III. MAIN RESULTS

In this section we present our main results. First, we show how the manipulability index can be used to formulate a (true) ECBF that guarantees singularity avoidance. Second, we present a convex optimization-based controller that allows us to enforce these singularity avoidance constraints while maintaining passivity guarantees.

A. Control Barrier Functions For Singularity Avoidance

In this section, we show how the manipulability index [17] can be used to construct (linear) ECBF singularity avoidance constraints on the system (1).

Recalling that $\mu(q) = 0$ only when the robot is in a singular configuration and $\mu(q) > 0$ otherwise, we propose the barrier function

$$h(q) = \mu(q) - \epsilon,$$

(22)

where $\epsilon > 0$ is a user-determined constant parameter characterizing the minimum “distance” to maintain from any singularities. Clearly, $h(q) \geq 0 \implies \mu(q) > 0 \implies q$ is nonsingular.

As discussed in Section II-D above, $\mu(q)$, and thus also $h(q)$, is smooth and of relative degree 2. This allows us to constrain the system to the set of states such that $\mu(q) \geq \epsilon$ by applying the linear constraint

$$\ddot{h}(q, \dot{q}, \ddot{q}) \geq -K_\alpha \begin{bmatrix} h(q) \\ \dot{h}(q, \dot{q}) \end{bmatrix},$$

(23)

where

$$\ddot{h}(q, \dot{q}, \ddot{q}) = J_{\mu} \ddot{q},$$

$$\dot{h}(q, \dot{q}, \ddot{q}) = J_{\mu} \dot{q} + J_{\mu} \dot{q},$$

and $K_\alpha$ satisfies the conditions of [25, Theorem 2] (closed-loop system matrix Hurwitz and total negative).

This $h(q)$ is a true ECBF, meaning (23) always has a solution for any $q, \dot{q}$ such that $h(q) \geq 0$, as shown in the following proposition:

**Proposition 1:** The barrier function $h(q)$ is an ECBF for the system (1).

**Proof:** We will show that for any configuration $q$ and velocity $\dot{q}$, we can select joint accelerations $\ddot{q}$ such that

2While most CBF formulations focus on control-affine systems, we restrict our presentation to systems of the form (1) for simplicity.

3A function $\alpha : \mathbb{R}^+ \to \mathbb{R}^+$ is in class-K if it is continuous, strictly increasing, and $\alpha(0) = 0$. 
Figures 1a and 1c. that inevitably lead to singularities, like those shown in allows us to automatically avoid task-space configurations such that 

\[ \dot{\mathbf{q}} = \mathbf{g}(\mathbf{q}) \]

(23) holds. Note that under Assumption 1, joint torques \( \mathbf{\tau} \) can always be selected to be consistent with any desired accelerations \( \ddot{\mathbf{q}}^{\text{des}} \).

With \( \mathbf{K}_s = [\alpha_1 \; \alpha_2] \), we can write (23) as

\[ \dot{\mathbf{h}}(\mathbf{q}, \dot{\mathbf{q}}, \ddot{\mathbf{q}}) \geq -\alpha_1 \mathbf{h}(\mathbf{q}) - \alpha_2 \dot{\mathbf{h}}(\mathbf{q}, \dot{\mathbf{q}}), \]

\[ \mathbf{J}_s \dot{\mathbf{q}} + \mathbf{J}_\mu \dot{\mathbf{q}} \geq -\alpha_1 (\mu(\mathbf{q}) - \epsilon) - \alpha_2 \mathbf{J}_\mu \dot{\mathbf{q}}, \]

\[ \mathbf{J}_\mu \ddot{\mathbf{q}} \geq \mathbf{b} \]

where \( \mathbf{b} = -\mathbf{J}_\mu \dot{\mathbf{q}} - \alpha_1 (\mu(\mathbf{q}) - \epsilon) - \alpha_2 \mathbf{J}_\mu \dot{\mathbf{q}} \).

Since \( \mathbf{J}_\mu \) is a nonzero \( 1 \times n \) matrix (19), \( \dot{\mathbf{q}} \) can be selected such that \( \mathbf{J}_s \dot{\mathbf{q}} + \mathbf{J}_\mu \dot{\mathbf{q}} \geq b \) for any \( b \in \mathbb{R} \). Thus the ECBF constraint (23) is always feasible and the proposition holds.

With this in mind, we can guarantee singularity avoidance by including (23) as a constraint in an optimization-based controller like (15). Once the singularity avoidance constraints become active, however, any passivity guarantees are lost. In the following section, we provide an alternative optimization-based control scheme that guarantees both singularity avoidance and passivity.

**B. Passivity-Guaranteed Optimization-Based Control**

In this section, we present an alternative control strategy to the standard optimization for constrained PBC (15) that guarantees passivity even when singularity avoidance constraints are active. Our key insight is to use a reference system rather than a reference trajectory, and to modify the input to this reference system when necessary for constraint satisfaction.

A block diagram outline of this control scheme is shown in Figure 2. A reference controller provides a nominal input to the reference system, \( \mathbf{u}_r^{\text{nom}} \). Our QP-based controller then takes this nominal reference input along with the robot’s current state \( (\mathbf{q}, \dot{\mathbf{q}}) \) and selects joint torques \( \mathbf{\tau} \) and an input to the reference system \( \mathbf{u}_r \). This method of selecting \( \mathbf{u}_r \) allows us to automatically avoid task-space configurations that inevitably lead to singularities, like those shown in Figures 1a and 1c.

To formulate this QP-based controller, note that \( \dot{\mathbf{J}}^T \mathbf{\tau} = \mathbf{f}^{\text{des}} \), where \( \mathbf{f}^{\text{des}} \) is given by (12), is not strictly necessary for passivity. All we really need for passivity is for \( \dot{\mathbf{V}} \leq 0 \) in the absence of external disturbances, which ensures that \( \dot{\mathbf{V}} \leq \dot{\mathbf{x}}^T \mathbf{f}_{\text{ext}} \) in the presence of disturbances.

Furthermore, note that \( \dot{\mathbf{V}} \) is linear in \( \dot{\mathbf{q}} \) (11). This allows us to add a constraint on \( \dot{\mathbf{V}} \) in a QP as follows:

\[ \min_{\mathbf{\tau}, \dot{\mathbf{q}}} \| \dot{\mathbf{J}}^T \mathbf{\tau} - \mathbf{f}^{\text{des}} \|^2 \]

\[ \text{s.t.} \quad \mathbf{M} \ddot{\mathbf{q}} + \mathbf{C} \dot{\mathbf{q}} + \mathbf{g} = \mathbf{\tau} \]

\[ \dot{\mathbf{V}}(\dot{\mathbf{q}}) \leq 0 \]

Singularity Avoidance (23).

This optimization, which is a convex QP, ensures that both passivity and singularity avoidance hold for any solution. There is a problem, however: the singularity avoidance constraint (23) and the passivity constraint \( \dot{\mathbf{V}} \leq 0 \) may be in conflict, leading to an infeasible QP.

To avoid this issue, we treat the input to the reference system \( \mathbf{u}_r \), as an optimization variable. This is inspired by a similar approach in our prior work on whole-body control for humanoid walking [9]. Note that (11) is also linear in \( \mathbf{u}_r = \dot{x}_r \); thus \( \dot{\mathbf{V}} \) is still linear in the decision variables.

Our proposed optimization-based controller is thus given by

\[ \min_{\mathbf{\tau}, \dot{\mathbf{q}}, \mathbf{u}_r} w_1 \| \mathbf{u}_r - \mathbf{u}_r^{\text{nom}} \|^2 + w_2 \| \dot{\mathbf{J}}^T \mathbf{\tau} - \mathbf{f}^{\text{des}} \|^2 \]

\[ \text{s.t.} \quad \mathbf{M} \ddot{\mathbf{q}} + \mathbf{C} \dot{\mathbf{q}} + \mathbf{g} = \mathbf{\tau} \]

\[ \dot{\mathbf{V}}(\dot{\mathbf{q}}, \mathbf{u}_r) \leq 0 \]

Singularity Avoidance (23).

The scalar, positive weights \( w_1 \) and \( w_2 \) regulate the relative priorities of tracking the nominal input to the reference system and applying the standard PBC controller given by (12).

We assume that the resulting controller is continuous:

**Assumption 2:** The control law generated by sequentially solving (24) is locally Lipschitz.

This standard continuity assumption is necessary for ensuring forward invariance with ECBFs (24).

Our controller has several desirable properties. First, it is always feasible:

**Proposition 2:** The quadratic program (24) has a feasible solution for any non-singular joint configuration \( \mathbf{q} \).

**Proof:** From Proposition 1 we know that \( \ddot{x}_r = 0 \), then \( \dot{\mathbf{V}} = 0 \) and the constraint holds. If \( \dot{x}_r \neq 0 \), then \( \mathbf{u}_r \) enters only in the term

\[ -\dot{x}_r^T \mathbf{A} \mathbf{u}_r. \]

Together with the fact that \( \mathbf{A} \) is positive definite, this means that \( \mathbf{u}_r \) can always be selected such that \( \dot{\mathbf{V}} \leq 0 \), regardless of the other terms in \( \dot{\mathbf{V}} \) which depend on \( \mathbf{q}, \dot{\mathbf{q}}, \ddot{\mathbf{q}} \).

Furthermore, any satisfying solution to this optimization enforces both passivity and singularity avoidance, as shown in the following propositions:

**Proposition 3:** For \( \mathbf{\tau} \) selected as solutions of (24), the closed-loop system with input \( \mathbf{f}_{\text{ext}} \) and output \( \dot{x}_r \) is passive under the storage function (8).
desired pose}

The reference controller used to generate position and orientation (Euler angles) of the end-effector. We use Drake [27] and python for simulation and dynamics computation in a 7-DoF model of the Kinova Gen3 Robot Arm. We illustrate our proposed control approach in simulation using a 7-DoF model of the Kinova Gen3 Robot Arm. We also consider unconstrained PBC with a damped Jacobian pseudoinverse: storage function $V^{(8)}$, storage function derivative $V^{(11)}$, and manipulability index $\mu^{(17)}$ over time under the standard unconstrained passivity-based controller $V^{(12)}$. We compare our proposed approach $V^{(24)}$ with unconstrained PBC $V^{(12)}$ and standard constrained PBC $V^{(15)}$. In our controller and the standard constrained approach, we used $\epsilon = 0.03$ and solved the QPs at roughly 300Hz using the OSQP solver [29]. For our controller, we use weights of $w_1 = 1$ and $w_2 = 10$.

**Remark 1:** Our proposed controller requires computing several standard quantities, such as $M, C_\dot{q}, \tau_g$, and $J$, for which efficient recursive algorithms are available [21], as well as some less standard quantities like $C, J, J_\mu$. We use Drake’s automatic differentiation features to derive these quantities (finite differences in the case of $J_\mu$), though more efficient algorithms for some of these quantities do exist [30].

Starting from the same initial condition, we used $V^{(25)}$ to regulate the reference system to a desired end-effector pose $(x_{\text{end}}^{des})$ outside the reachable workspace of the robot. Tracking this reference requires entering a singular configuration.

Plots of the storage function $V$ and manipulability index $\mu(q)$ over time for each approach are shown in Figures 3-5. For the unconstrained PBC controller (12), Figure 3, passivity is guaranteed but singularity avoidance is not. This is demonstrated by the fact that $\dot{V} \leq 0$ over the whole trajectory, but $\mu(q)$ comes close to zero at several points. In these near-singular configurations, the controller requires extreme joint torques to keep $\dot{V} \leq 0$, leading to extreme motions of the robot arm and the corresponding jumps in $V$. These jumps are possible because the controller is applied in discrete-time, leading to a discrepancy between $V$ as computed by (8) and $\dot{V}$ as computed by (11) when $\tau$ is very large.

We also consider unconstrained PBC with a damped Jacobian pseudoinverse (16), using damping constant $\delta = 0.001$. This approach is shown in Figure 4. This is a common method of ensuring feasibility and numerical stability in singular/near-singular configurations, but comes at the price of degraded performance. Passivity is not guaranteed under this approach, as evidenced by positive values of $\dot{V}$.

IV. SIMULATION RESULTS

We compare our proposed approach $V^{(24)}$ with unconstrained PBC $V^{(12)}$ and standard constrained PBC $V^{(15)}$. In our controller and the standard constrained approach, we used $\epsilon = 0.03$ and solved the QPs at roughly 300Hz using the OSQP solver [29]. For our controller, we use weights of $w_1 = 1$ and $w_2 = 10$.

**Remark 1:** Our proposed controller requires computing several standard quantities, such as $M, C_\dot{q}, \tau_g$, and $J$, for which efficient recursive algorithms are available [21], as well as some less standard quantities like $C, J, J_\mu$. We use Drake’s automatic differentiation features to derive these quantities (finite differences in the case of $J_\mu$), though more efficient algorithms for some of these quantities do exist [30].

Starting from the same initial condition, we used $V^{(25)}$ to regulate the reference system to a desired end-effector pose $(x_{\text{end}}^{des})$ outside the reachable workspace of the robot. Tracking this reference requires entering a singular configuration.

Plots of the storage function $V$ and manipulability index $\mu(q)$ over time for each approach are shown in Figures 3-5. For the unconstrained PBC controller (12), Figure 3, passivity is guaranteed but singularity avoidance is not. This is demonstrated by the fact that $\dot{V} \leq 0$ over the whole trajectory, but $\mu(q)$ comes close to zero at several points. In these near-singular configurations, the controller requires extreme joint torques to keep $\dot{V} \leq 0$, leading to extreme motions of the robot arm and the corresponding jumps in $V$. These jumps are possible because the controller is applied in discrete-time, leading to a discrepancy between $V$ as computed by (8) and $\dot{V}$ as computed by (11) when $\tau$ is very large.

We also consider unconstrained PBC with a damped Jacobian pseudoinverse (16), using damping constant $\delta = 0.001$. This approach is shown in Figure 4. This is a common method of ensuring feasibility and numerical stability in singular/near-singular configurations, but comes at the price of degraded performance. Passivity is not guaranteed under this approach, as evidenced by positive values of $\dot{V}$.

The standard constrained PBC method (15), Figure 5, guarantees singularity avoidance but not passivity. This is shown by the fact that $\mu(q)$ stays above $\epsilon$ (grey dashed line). When the singularity avoidance constraints become active, however, the passivity properties are lost. This is demonstrated by positive values of $\dot{V}$ and corresponding
Fig. 6. Proposed approach: storage function $V$ and manipulability index $\mu(q)$.

increases in $V$.

Finally, our proposed method (Figure 6) guarantees both passivity and singularity avoidance. Both $V \leq 0$ and $\mu(q) \geq \epsilon$ hold throughout the trajectory. This is possible because we modify the reference input $u_r$ as the system approaches singularity, so the reference end-effector pose $x_r$ never leaves the robot’s reachable workspace.

V. CONCLUSION

In this paper, we proposed a new optimization-based strategy for constrained PBC with guaranteed feasibility, passivity, and singularity avoidance. Our key insights are to constrain the evolution of the storage function ($\dot{V}$) in a convex QP and to modify the input to a reference system when necessary. While we focus on singularity avoidance, the proposed methods can also be applied to other constraints such as joint limits and contact/friction constraints. Future work will focus on hardware implementation, extensions to legged locomotion, and principled methods of including multiple constraints.
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