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In this paper, we discuss the gravitational waves in the context of gauge theory gravity with a negative cosmological constant. The gauge theory gravity is a gravity theory under gauge formulation in the language of geometric algebra. In contrast to general relativity, the background spacetime in gauge theory gravity is flat, the gauge freedom comes from the fact that equations in terms of physical quantities should be kept in a covariant form under spacetime displacement and rotation. Similar to the electromagnetism, the gauge formulation enables us to interpret the gravitational force as a gauge force on the background flat spacetime. The dynamical fields that describe the gravitational interactions are those position and rotation gauge fields introduced as the requirement of the gauge covariance. The gravitational field equations can be derived from the least action principle with the action as a gauge invariant quantity built from the covariant field strength. We discuss the gravitational wave solutions of the field equations with a negative cosmological constant, and show that these solutions are of Petrov type-N. We also discuss the velocity memory effect by calculating the velocity change of an initially free falling massive particle due to the presence of the gravitational waves.

I. INTRODUCTION

Since Einstein first predicted the existence of gravitational waves in the context of general relativity in 1916, the considerations on such kind of spacetime wave have never stopped. It was believed that a accelerating massive object will create gravitational waves much like a accelerating charged particle emits electromagnetic radiations. The first circumstantial evidence of the gravitational wave comes from the observation of the orbital decay of a binary neutron star system [1]. The two neutron stars in this system is orbitally accelerating to each other, so the energy is carried away by the gravitational radiation, and this cause the orbit to decay. The direct evidence of the gravitational waves was presented by LIGO Science Collaboration and Virgo Collaboration [2–6]. These observations of the gravitational waves come from binary black hole and binary neutron star mergers. Compare to the light, the gravitational waves can travel unhindered among celestial bodies, so since then people have opened a new window to observe the universe.

The gravitational waves can carry more information of the physics in the vicinity of stars with strong gravitational fields, and thus can be used to test different kinds of gravity theories. One way to extract this information is through the so called memory effect. The original work on the memory effect is done by Zel’dovich and Polnarev [7], who claim that freely falling detectors originally at relative rest will be displaced after the passing of a burst of gravitational radiation while with vanishingly small relative velocity. As a contrast, the velocity memory effect, which tells that after the passing of a burst of a gravitational wave, the initially at relative rest particles will deviate from each other with a nonvanishing constant velocity, is also proposed in [8], and later studied in [9–11]. In [8], the velocity memory effect is considered as a test particle moving in a weak gravitational wave at linear level. The nonlinear generalizations are later presented in [12–15]. The memory effects in constant curvature background in general relativity have been studied in dS [16, 17] and AdS [18]. The memory effect is also related to the soft theorem and black holes [19, 20]. To the non-perturbative region, the exact gravitational plane wave solutions of the Einstein’s vacuum equations have been invoked to discuss the velocity memory effect in [21, 22], where such effect might have some relevance for detecting gravitational waves.

In this paper, we discuss the gravitational waves in the context of gauge theory gravity with a negative cosmological constant. The possible existence of of a negative cosmological constant with a fundamental string-inspired motivation has been explored in [23], and the consistency between their results and the observation data also indicate that the gravitational wave solution discussed here is also well allowed by observations. In general relativity, the gravitational waves in vacuum spacetime with cosmological constant have been classified and studied in [24, 25]. The gauge theory gravity is a gravity theory under gauge formulation [26] in the language of geometric algebra [27]. In contrast to general relativity where the dynamical metric field also works as its background, the background spacetime in gauge theory gravity is flat. The gauge freedom comes from the fact that equations in terms of physical quantities should be kept in a covariant form under spacetime displacement and rotation. Similar to the electromagnetism, the gauge formulation enable us to interpret the gravitational force as a gauge force on the background flat spacetime. There is no such kind of curved spacetime concept like in general relativity. Instead, we have two kinds of gauge fields living on the flat spacetime, one is the position gauge field and the other is the rotation gauge field, as dynamical fields to describe the gravitational interactions. The field equations of gravity can be derived from the least action principle where the action is built from the field strength by requiring the gauge invariance. In [28], Lasenby discusses the black hole and gravitational wave solutions to the field equations in the gauge theory gravity without cosmological constant as well as the velocity memory effect in this case. In the present paper, we consider a set of Petrov type-N solutions satisfying the field...
equations with a negative cosmological constant. Among them, the gravitational wave solutions now can be written as an explicit expression of the position gauge field contains a spacetime function similar to that in the Siklos spacetime [29–31], which is the only non-trivial Einstein space conformal to non-flat pp waves in generality relativity. The impulsive gravitational waves with cosmological constant have been obtained in [32] and analysed more detail in [33]. We choose the gravitational wave as an impulsive one, and study the velocity memory effect. We find that an initially free falling massive particle will gains a constant velocity change after the impulsive wave passed over.

The organization of this paper is as following. In section II, we introduce the mathematical framework of geometric algebra with necessary notations and conventions. In section III, the gauge theory gravity based on the geometric algebra is discussed, where we review the gauge formulation of this theory and derive the gravitational field equations. In section IV, we consider the gravitational wave solutions to the field equations with a negative cosmological constant. This solution can be shown to be type-N under the Petrov classification. In section V, we discuss the velocity memory effect by calculating the velocity change of a massive particle after the passing of a gravitational impulsive wave.

II. GEOMETRIC ALGEBRA

People in ancient Greeks used Euclidean geometry to describe the world. With the developments of mathematics, different kinds of geometries had been discovered. Each of these new geometries has distinct algebraic properties. The mathematicians in nineteenth century paid a lot of attentions to place these geometries within a unified algebraic framework. The key insight of this process was made by W. K. Clifford, who attempted to unify Hamilton’s quaternion and Grassmann’s extensive algebra into a single mathematical system. Along this path, Clifford found a simple unified algebraic framework in which the inner and outer product of vectors are combined together, this was later called Clifford algebra. However, these achievements in mathematics did not successfully adopted in physics until D. Hestenes realised that the Clifford algebra is a better language in describing Dirac equation and quantum mechanics. In modern physics, there are a lot of algebraic systems employed, like vector analysis, Lie algebra, spinor calculus, differential forms and so on. D. Hestenes spent a lot of efforts on developing Clifford algebra into a complete language for modern physics, which he calls geometric algebra.

The geometric algebra is a mathematical tool of universal applicability. It provides a unified language for many of modern physics which are originally based on different kinds of mathematics. In the following subsections, we review the axiomatic development of the geometric algebra and introduce the conventions we adopted.

A. Axiomatic development of geometric algebra

The starting point is the vector space from which the entire algebra will be generated. The main axioms govern the properties of the geometric product for vectors are the following:

1. Associative:
   \[ a(bc) = (ab)c = abc. \]  (2.1)

2. Distributive over addition:
   \[ a(b + c) = ab + ac, \quad (b + c)a = ba + ca. \]  (2.2)

3. The square of any vector is a real scalar:
   \[ a^2 \in \mathbb{R}. \]  (2.3)

Here we use lowercase \( a, b, \cdots \) to denote vectors. By successively multiplying together vectors we can generate the complete algebra. The elements of this algebra are called multivectors, which are linear combinations of geometric products of vectors,

\[ A = \alpha(abc \cdots) + \beta(ef \cdots) + \cdots, \]  (2.4)

where \( \alpha, \beta \) are real scalars, and we use uppercase \( A, B, \cdots \) to denote multivectors. The geometric product can also be applied to multivectors and this product inherits the properties for vectors,

\[ A(BC) = (AB)C = ABC, \]  \[ A(B + C) = AB + AC, \quad (B + C)A = BA + CA. \]  (2.5) (2.6)

The vectors are usually called grade-1 multivectors, and any linear combination for vectors is still a grade-1 multivector.
Define the inner product for vectors by
\[ a \cdot b = \frac{1}{2} (ab + ba), \]
(2.7)
which is a real scalar by axioms, and the remaining antisymmetric part of the geometric \( ab \) is define as the outer product for vectors,
\[ a \wedge b = \frac{1}{2} (ab - ba). \]
(2.8)
With these definitions, the geometric product for two vectors can be written as,
\[ ab = a \cdot b + a \wedge b. \]
(2.9)
The outer product for vectors \( a_1, a_2, \ldots, a_r \) is denoted by \( a_1 \wedge a_2 \wedge \cdots \wedge a_r \) and this is a **grade-r** multivector defined as following,
\[ a_1 \wedge a_2 \wedge \cdots \wedge a_r = \frac{1}{r!} \sum (-1)^s a_{k_1} a_{k_2} \cdots a_{k_r}, \]
(2.10)
where the sum runs over every permutation of the indices \( k_1, k_2, \ldots, k_r \) of \( 1, \ldots, r \) with coefficient \( +1 \) for even or \( -1 \) for odd. Any multivector that can be written purely as the outer product of a set of vectors, thus with fixed grade is called a **blade**. Multivectors contains terms of one grade are called **homogeneous**. So a homogeneous multivector can be written as a sum of blades, and each blade is a geometric anticommuting vectors. An arbitrary multivector \( A \) can be decomposed into a sum of homogeneous terms,
\[ A = \langle A \rangle_0 + \langle A \rangle_1 + \cdots = \sum_r \langle A \rangle_r, \]
(2.11)
where the operator \( \langle \rangle_r \) projects onto the grade-\( r \) terms in the argument. The abbreviation \( \langle \rangle = \langle \rangle_0 \) is usually used to label the scalar part. Using the equations above, the geometric product of a vector and a grade-\( r \) multivector \( A_r \) can be find,
\[ aA_r = a \cdot A_r + a \wedge A_r, \]
(2.12)
where
\[ a \cdot A_r = \langle aA_r \rangle_{r-1} = \frac{1}{2} (aA_r - (-1)^r A_r a), \]
(2.13)
\[ a \wedge A_r = \langle aA_r \rangle_{r+1} = \frac{1}{2} (aA_r + (-1)^r A_r a). \]
(2.14)
The inner product by a vector will lower the grade of a multivector by 1 while the outer product by a vector will increase the grade by 1. The geometric product of two homogeneous multivectors can be decomposed as
\[ A_r B_s = \langle A_r B_s \rangle_{|r-s|} + \langle A_r B_s \rangle_{|r-s|+2} + \cdots + \langle A_r B_s \rangle_{r+s}, \]
(2.15)
where the most general case for dot and wedge product can be defined,
\[ A_r \cdot B_s = \langle A_r B_s \rangle_{|r-s|}, \]
(2.16)
\[ A_r \wedge B_s = \langle A_r B_s \rangle_{r+s}. \]
(2.17)
By recursively using (2.7) and (2.10), one can show the following useful expressions,
\[ a \cdot (a_1 \wedge a_2) = (a \cdot a_1)a_2 - (a \cdot a_2)a_1, \]
(2.18)
\[ a \cdot (a_1 \wedge A_{r-1}) = (a \cdot a_1)A_{r-1} - a_1 \wedge (a \cdot A_{r-1}), \quad r \geq 3 \]
(2.19)
\[ a \cdot (a_1 \wedge a_2 \wedge a_3) = (a \cdot a_1)(a_2 \wedge a_3) - (a \cdot a_2)(a_1 \wedge a_3) + (a \cdot a_3)(a_1 \wedge a_2), \]
(2.20)
\[ (a_1 \wedge a_2) \cdot (b_1 \wedge b_2) = (a_1 \cdot b_2)(a_2 \cdot b_1) - (a_1 \cdot b_1)(a_2 \cdot b_2). \]
(2.21)
In a mixed product among inner, outer and geometric, the inner products are performed before outer products, and both are performed before geometric product. So in some cases, we can omit the brackets without ambiguity.
\section*{B. Frame and reciprocal frame}

Any \( n \) dimensional vector space can be expended by a set of \( n \) independent frame vectors. We use the symbols \( e_1, \ldots, e_n \) to denote the frame of a \( n \)-dimensional vector space. Based on these vectors, the entire geometric algebra \( \mathcal{G}_n \) can be formed. The ingredients are scalar 1, vectors \( e_i \), bivectors \( e_i \wedge e_j \), trivectors \( e_i \wedge e_j \wedge e_k \), and so on, up to the volume element,

\[
E_n = e_1 \wedge e_2 \wedge \cdots \wedge e_n. \tag{2.22}
\]

The reciprocal frame \( \{e^j\} \) is defined by

\[
e^j \cdot e_i = \delta^j_i, \quad \forall i, j = 1, \ldots, n. \tag{2.23}
\]

By using the volume element (2.22), the vectors in the reciprocal frame can be expressed as

\[
e^j = (-1)^{j-1} e_1 \wedge e_2 \wedge \cdots \wedge \check{e}_j \wedge \cdots \wedge e_n E_n^{-1}, \tag{2.24}
\]

where the check on \( \check{e}_j \) means this term is missing from the expression, and \( E_n^{-1} \) is the inverse of the volume element, defined as \( E_n E_n^{-1} = 1 \). Any vector \( a \) can be expressed as linear combination of frame or reciprocal frame vectors,

\[
a = a^i e_i = a_i e^i. \tag{2.25}
\]

For a grade-\( r \) multivector \( A_r \), the following equations are satisfied,

\[
e_i e^i \cdot A_r = r A_r, \tag{2.26}
\]
\[
e_i e^i \wedge A_r = (n-r) A_r, \tag{2.27}
\]
\[
e_i A_r e^i = (-1)^r (n-2r) A_r. \tag{2.28}
\]

In geometric algebra, the multivector derivative operator is denoted as \( \partial_X \), here \( X \) is a multivector. Suppose an arbitrary function \( F(X) \) of multivector argument \( X \), the derivative of \( F(X) \) with respect to \( X \) in the \( A \) direction is defined by [34, 35],

\[
\langle A \partial_X F(X) \rangle = \lim_{\tau \to 0} \frac{F(X + \tau A) - F(X)}{\tau}, \tag{2.29}
\]

where \( \langle \rangle \) means take the scalar part. Given a frame \( \{e_i\} \), the multivector derivative \( \partial_X \) can be expanded as

\[
\partial_X = \sum_{i<j} e^i \wedge \cdots \wedge e^j \langle (e_j \wedge \cdots \wedge e_i) \partial_X \rangle. \tag{2.30}
\]

Particularly, if we choose \( X \) as a position vector \( x = x^i e_i \), the multivector derivative is simply the nabla in the linear space,

\[
\nabla = e^k \partial_{x^k}. \tag{2.31}
\]

We use the up-dot notation to denote the object that the derivative acting on. For example,

\[
\partial_X (AB) = \dot{\partial}_X \dot{AB} + \dot{\partial}_X \dot{A} \dot{B}. \tag{2.32}
\]

By using the notation of vector derivative, equations (2.26), (2.27) and (2.28) can be expressed in terms of an arbitrary vector \( a \),

\[
\partial_a a \cdot A_r = r A_r, \tag{2.33}
\]
\[
\partial_a a \wedge A_r = (n-r) A_r, \tag{2.34}
\]
\[
\partial_a A_r a = (-1)^r (n-2r) A_r. \tag{2.35}
\]

\section*{C. Reflection and rotation}

In geometric algebra, it is very convenient to do reflection and rotation. Consider an arbitrary vector \( a \) and a unit vector \( n \) with \( n^2 = 1 \). We can decompose the vector \( a \) into \( a_{||} \) that parallel to \( n \) and \( a_{\perp} \) that tangent to the plane orthogonal to \( n \),

\[
a = n^2 a = n(n \cdot a + n \wedge a) = a_{||} + a_{\perp}, \tag{2.36}
\]

where

\[
a_{||} = nn \cdot a, \quad a_{\perp} = nn \wedge a. \tag{2.37}
\]
As shown in the Figure 1, the result of reflecting \( a \) in the plane perpendicular to \( n \) is the vector,

\[
\mathbf{a}' = \mathbf{a}_\perp - \mathbf{a}_\parallel = n n \wedge \mathbf{a} - n n \cdot \mathbf{a} = -n \cdot \mathbf{a} n - n \wedge \mathbf{a} n = -n \mathbf{a} n ,
\]

(2.38)

This is a quite neat formula for reflecting vectors along the plane orthogonal to \( n \). Under reflection, each vectors in a homogenous multivector \( A_r \) transforms according to the above formula, and it is straightforward to show that the reflected \( A_r \) takes the form,

\[
A'_r = (-1)^r n A_r n .
\]

(2.39)

![FIG. 1: Reflecting a vector \( a \) in the plane perpendicular to the unit vector \( n \).](image)

The rotation can be figured out by notice that a rotation in the plane generated by two unit vectors \( m \) and \( n \) is achieved by successive reflection in the hyperplane perpendicular to \( m \) and \( n \). See Figure 2. Operably, under rotation, a vector \( a \) transforms according to

\[
a \mapsto c = nmamn .
\]

(2.40)

The rotated angle \( \theta \) in the \( m \wedge n \) plane is determined by the rotor,

\[
R = nm = e^{-\hat{\mathbf{B}} \theta /2} ,
\]

(2.41)

where

\[
\cos(\theta /2) = m \cdot n , \quad \hat{\mathbf{B}} = \frac{m \wedge n}{\sin(\theta /2)} .
\]

(2.42)

In geometric algebra, a rotation is generated by a rotor \( R \), which is the geometric product of two normalised vectors. Under rotation, any vector \( a \) transforms in the following way,

\[
a \mapsto a' = RaR^\dagger ,
\]

(2.43)

where \( \dagger \) means reverse the order in geometric product. Noticing that \( R^\dagger R = 1 \), it is straightforward to show that the transformation law of any homogenous multivector \( A_r \) under rotation is,

\[
A_r \mapsto A'_r = RA_r R^\dagger ,
\]

(2.44)

When the two normalised vector \( m \) and \( n \) are coincide, the rotor \( R \) is the identity and the rotation is trivial.
FIG. 2: Rotation of a vector $a$ in the plane generated by two unit vectors $m$ and $n$. The vector $b$ is the result of reflecting $a$ in the plane perpendicular to $m$, and $c$ is the result of reflecting $b$ in the plane perpendicular to $n$.

**D. Linear functions**

A linear transformation on the vector space is a map from the original space to itself. In detail, a linear function $F$ is a quantity which maps vectors to vectors linearly in the same space. If $a$ is a vector in the space, then $F(a)$ is also a vector lies in the same space. The linearity of $F$ is ensured by requiring,

$$F(\lambda a + \mu b) = \lambda F(a) + \mu F(b).$$

(2.45)

The transformation of a blade under $F$ can be defined by tracing the behaviour of every vector under $F$,

$$F(a \wedge b \wedge \cdots \wedge c) = F(a) \wedge F(b) \wedge \cdots \wedge F(c).$$

(2.46)

Given a linear function $F$, the adjoint $\bar{F}$ is defined as

$$a \cdot \bar{F}(b) = F(a) \cdot b,$$

(2.47)

for all vectors $a$ and $b$. The adjoint $\bar{F}$ is still a linear function. Consider two bivectors $a_1 \wedge a_2$ and $b_1 \wedge b_2$, by using (2.21), it is easy to show that,

$$(a_1 \wedge a_2) \cdot F(b_1 \wedge b_2) = a_1 \cdot F(b_2)a_2 \cdot F(b_1) - a_1 \cdot F(b_1)a_2 \cdot F(b_2) = \bar{F}(a_1) \cdot b_2\bar{F}(a_2) \cdot b_1 - \bar{F}(a_1) \cdot b_1\bar{F}(a_2) \cdot b_2 = \bar{F}(a_1 \wedge a_2) \cdot (b_1 \wedge b_2).$$

(2.48)

For arbitrary multivectors $A$ and $B$, the above result can be generalised to

$$\langle A\bar{F}(B) \rangle = \langle F(A)B \rangle.$$

(2.49)

And one can also figure out the following useful results for homogenous multivectors,

$$A_r \cdot \bar{F}(B_s) = \bar{F}(A_r) \cdot B_s, \quad r \leq s,$$

(2.50)

$$F(A_r) \cdot B_s = F(A_r \cdot \bar{F}(B_s)), \quad r \geq s.$$

(2.51)

The determinant of a linear function $\det(F)$ is defined as

$$F(E_n) = \det(F)E_n,$$

(2.52)

where $E_n$ stands for the volume element of the $n$ dimensional vector space. One can show that adjoint function $\bar{F}$ has the same determinant of $F$ by using the fact that $E_n$ and $E_n^{-1}$ are proportional to each other,

$$\det(\bar{F}) = \langle E_n\bar{F}(E_n^{-1}) \rangle = \langle F(E_n)E_n^{-1} \rangle = \det(F).$$

(2.53)

The inverse of the linear function $F$ which is denoted as $F^{-1}$ can be figured out by using the determinant,

$$F^{-1}(A) = \frac{E_n\bar{F}(E_n^{-1}A)}{\det(F)}.$$

(2.54)

where $A$ is an arbitrary multivector.
III. GAUGE THEORY GRAVITY

In this section, we aim to model gravitational interactions in terms of gauge fields defined in the geometric algebra for flat spacetime, i.e., spacetime algebra. Let us think a little about our spacetime physics. In our understanding of general relativity, all physical quantities in spacetime correspond to fields, and the gravitational interactions between fields are realised by curving the background spacetime. However, the absolute positions and orientations of the fields in the background spacetime is not measurable. It will drops out of all physical calculations. The things that matter in the physical results are relative relations between fields. When the relative relations are covariantly changed, the physical equations should also change covariantly.

In general relativity, this can be realised by writing equations into tensor forms and the tensors are naturally covariant under spacetime displacement. The rotational transformation in geometric algebra is realised by sandwich the physical quantities between the rotor and its reverse. To achieve the rotational covariance, the rotors should commute with derivatives. So each derivative operator in equations should be replaced by covariant derivative which contains a bivector valued linear function, i.e. the rotation gauge field \( \Omega(a) \).

A. Spacetime algebra

To be more explicit, let us first briefly introduce the spacetime algebra in four dimensions. The spacetime algebra is generated by four frame vectors \( \{\gamma_0, \gamma_1, \gamma_2, \gamma_3\} \) satisfying the following algebraic relations,

\[
\gamma_0^2 = 1, \quad \gamma_0 \cdot \gamma_i = 0, \quad \gamma_i \cdot \gamma_j = -\delta_{ij},
\]

where \( i, j, \cdots \) is spacial indices. The vectors in the reciprocal frame can be found by using (2.24),

\[
\gamma^0 = \gamma_0, \quad \gamma^i = -\gamma_i.
\]

A spacetime event locates at the position vector \( x \),

\[
x = x^\mu \gamma_\mu = t \gamma_0 + x^i \gamma_i,
\]

where \( \mu, \nu, \cdots \) is spacetime indices. In terms of geometric product, the frame vectors of the spacetime algebra satisfy,

\[
\gamma_\mu \gamma_\nu + \gamma_\nu \gamma_\mu = 2\eta_{\mu\nu}, \quad \eta_{\mu\nu} = \text{diag}\{1, -1, -1, -1\}.
\]

This indicate that the Dirac matrices is a representation of the spacetime algebra. The grade-4 volume element is,

\[
E_4 = \gamma_0 \gamma_1 \gamma_2 \gamma_3.
\]

The frame \( \{\gamma_\mu\} \) define an explicit basis for the spacetime algebra \( G(1, 3) \) as follows,

| 1, \{\gamma_\mu\} | \{\gamma_\mu \wedge \gamma_\nu\} | \{E_4 \gamma_\mu\} | E_4 |
|-------------------|-----------------|-----------------|-----|
| 1 scalar, 4 vectors, 6 bivectors, 4 trivectors, 1 volume element. |

B. Gauge principle for gravitation

In this subsection, we figure out the dynamical variables that describe gravitational interactions. The starting point is that all physics relations in spacetime should have the generic form \( \Psi(x) = J(x) \), where \( \Psi \) and \( J \) are spacetime fields representing physical quantities, and \( x \) is the spacetime position vector. Due to the universality of physics laws, the establishment of all physics relations should be completely independent of where we choose \( x \) to place. In practise, we can replace \( x \) with any new position \( x' = f(x) \), and the relation should also be satisfied as \( \Psi(x') = J(x') \). On the other hand, the orientational irrelevance of establishing physics relations requires that if we rotate each of \( \Psi \) and \( J \) by a rotor \( R \) and inverse rotate the position vector by the same amount, the equation \( R \Psi(R^\dagger x R) R^\dagger = R J(R^\dagger x R) R^\dagger \) has the same physical content as the original equation \( \Psi(x) = J(x) \). These two kinds of gauge redundancies enable us to introducing two kinds of dynamical fields, namely, the position gauge field and the rotation gauge field. The physical quantities in the end should be gauge invariant.
1. The position gauge fields

The position gauge field can be introduced by considering the vector derivative $\nabla \phi(x)$ of a scalar field $\phi(x)$. A scalar field $\phi(x)$ is defined as which has spacetime displacement covariance,

$$\phi'(x) = \phi(x'), \quad (3.6)$$

where

$$x' = f(x) \quad (3.7)$$

is the spacetime displacement and $f(x)$ is an arbitrary differential map between spacetime position vectors. If we act a derivative on the new field $\phi'(x)$ along a vector $a$, we have,

$$a \cdot \nabla_x \phi'(x) = \lim_{\epsilon \to 0} \frac{1}{\epsilon} \left( \phi(f(x + \epsilon a)) - \phi(f(x)) \right)$$

$$= \lim_{\epsilon \to 0} \frac{1}{\epsilon} \left( \phi(x' + \epsilon f(a)) - \phi(x') \right)$$

$$= f(a; x) \cdot \nabla_{x'} \phi(x'), \quad (3.8)$$

where

$$f(a; x) = a \cdot \nabla_x f(x), \quad (3.9)$$

is a linear function of $a$ and also depends on $x$. From the definition of adjoint function (2.47) and the above equation (3.8), we find that,

$$\nabla_x = \tilde{f}(\nabla_{x'}). \quad (3.10)$$

The appearance of $\tilde{f}$ changes the form of equation contain vector derivative operators. To achieve covariance, we introduce the position gauge field denoted as $\tilde{h}(a; x)$. It is a linear function of vector $a$ and an arbitrary function of position vector $x$. Under the displacement $x \mapsto x' = f(x)$, this gauge field transforms according to

$$\tilde{h}(a; x) \mapsto \tilde{h}'(a; x) = \tilde{h}(\tilde{f}^{-1}(a); f(x)). \quad (3.11)$$

From the above definition, we can see that the vector derivative operator under the action of gauge field transforms covariantly,

$$\tilde{h}(\nabla_x; x) \mapsto \tilde{h}(\tilde{f}^{-1}(\nabla_x); f(x)) = \tilde{h}(\nabla_{x'}; x'). \quad (3.12)$$

This transformation law ensures that if we define a vector $A(x)$ by

$$A(x) = \tilde{h}(\nabla \phi(x)), \quad (3.13)$$

then $A(x)$ transforms covariantly as $A(x) \mapsto A'(x) = A(x')$ under arbitrary spacetime displacement.

2. The rotation gauge fields

To introduce the rotation gauge field, let us first check how vector derivative behaves under local spacetime rotation. For the sake of spacetime displacement covariance, quantities like $\nabla J$ should be modified to $\tilde{h}(\nabla)J$, where $J$ is supposed to have displacement and rotation covariance, that is under local spacetime rotation induced by a rotor $R$, $J$ transforms according to

$$J \mapsto R J R^\dagger. \quad (3.14)$$

The task now is to make $\tilde{h}(\nabla)J$ fully displacement and rotation covariant. To achieve this, we write $\tilde{h}(\nabla) = \tilde{h}(\gamma^\mu)\partial_\mu$ and check how does the scalar type partial derivative act on local spacetime rotation,

$$\partial_\mu (R J R^\dagger) = R \partial_\mu J R^\dagger + 2(\partial_\mu RR^\dagger) \times (R J R^\dagger), \quad (3.15)$$

where we use $\partial_\mu RR^\dagger + R \partial_\mu R^\dagger = 0$, and the $\times$ product is defined as $A \times B = \frac{1}{2}(AB - BA)$. To make the derivative covariant, we therefore add a connection term to $\partial_\mu$ to construct a covariant derivative operator,

$$D_\mu = \partial_\mu + \Omega_\mu \times. \quad (3.16)$$
Here $\Omega_\mu$ is a bivector from the rotation gauge field $\Omega(a; x)$, which is a bivector valued linear function of vector $a$ and an arbitrary function of position vector $x$,

$$\Omega(\gamma_\mu; x) = \Omega_\mu.$$  \hspace{1cm} (3.17)

One can show that the $\times$ product of a bivector is grade preserving, so $D_\mu$ is still a scalar type operator. By adding a connection term, under local spacetime rotation, the covariant derivative transforms according to

$$D'_\mu(RJ R^\dagger) = RD_\mu J R^\dagger,$$

given that the connection transforms like

$$\Omega(a; x) \rightarrow \Omega'(a; x) = R\Omega(a; x) R^\dagger - 2a \cdot \nabla RR^\dagger.$$  \hspace{1cm} (3.18)

Further by requiring that under displacement, $\Omega(a; x)$ transforms according to

$$\Omega(a; x) \rightarrow \Omega'(a; x) = \Omega(f(a); f(x)),$$

the quantity with the following form,

$$DJ = \bar{h}(\gamma_\mu)D_\mu J,$$

is fully covariant under displacement and rotation given $\bar{h}(a)$ is a vector and transforms like

$$\bar{h}(a) \rightarrow \bar{h}'(a) = R\bar{h}(a)R^\dagger,$$

under rotation. Here $D = \bar{h}(\gamma_\mu)D_\mu$ is the covariant vector derivative, which can also be expressed in terms of a general vector $a$,

$$D = \bar{h}(\gamma_\mu)D_\mu = \bar{h}(\partial_a)D_a,$$

where

$$D_a = a \cdot \nabla + \Omega(a) \times .$$  \hspace{1cm} (3.24)

The inner product of vector $a$ and $D$ is a scalar which should have displacement covariance. By using (2.33), we can write,

$$a \cdot D = a \cdot \bar{h}(\partial_a)(b \cdot \nabla + \Omega(b) \times)$$

$$= a \cdot \bar{h}(\nabla) + \omega(a) \times ,$$

where

$$\omega(a) = \Omega(h(a)),$$

denotes the displacement covariant rotation gauge field.

### 3. The covariant spaces

So far, we have introduced two kinds of gauge fields: the vector valued linear function position gauge field $\bar{h}(a; x)$ and the bivector valued linear function rotation gauge field $\Omega(a; x)$. This gives us $4 \times 4 + 4 \times 6$ degrees of freedom to tackle gravitational interactions in four dimensions. To compare the tensor fields in general relativity, we construct the vectors,

$$g_\mu = \bar{h}^{-1}(\gamma_\mu), \quad g^\mu = \bar{h}(\gamma_\mu).$$  \hspace{1cm} (3.27)

The metric tensor is defined by

$$g_{\mu\nu} = g_\mu \cdot g_\nu = g_\mu \cdot g_\nu \cdot .$$  \hspace{1cm} (3.28)

The $\bar{h}$-field here can be used to construct a vierbein. However, in gauge theory gravity, we should keep in mind that the $\bar{h}$-field is used to ensure covariance under displacement. Although we can construct the metric, the background spacetime is still a flat one endowed with the spacetime algebra. In fact, we can now distinguish three spaces from flat spacetime, see Figure 3. These are called tangent, cotangent and covariant spaces. The tangent space consists of tangent vectors $a$ expanded by $\gamma_\mu$. The inner products between them are not gauge invariant. The cotangent space consists of cotangent vectors $a^\ast$ expanded by $\gamma^\mu$. The
vectors in tangent and cotangent spaces can be interchanged via the metric tensor, which maps one space to the other, and this map can be write in a frame free form,
\[ a^* = \bar{h}^{-1} h^{-1}(a) = g(a). \] (3.29)

The tangent and cotangent spaces, as well as the metric map between them, are the traditional elements of general relativity. The covariant space consists of covariant fields who transform covariantly under displacement and rotation. This is unique to the gauge theory formulation. The physical quantities including gravitational field are defined as gauge invariant quantities in the covariant space.

The gauge formulation of gravity with geometric algebra have many advantages. The gravitational field equations written in gauge covariant form lies within the covariant spaces. Compare to the tensor manipulation in general relativity, the application of spacetime algebra in gauge theory gravity simplifies the calculation. And conceptually, the physical relevant objects become much clear due to the gauge invariance.

C. The gravitational field equations

In gauge theory gravity, the dynamical gravitational fields are introduced through gauge covariance. Similar to the electromagnetism, the field equations can be constructed from an action made by the field strength. By the same token, the field strength for gauge gravity is defined by the commutator of the covariant derivative operator,
\[ [\mathcal{D}_a, \mathcal{D}_b] M = R(a \wedge b) M, \] (3.30)
where \( M \) is any multivector field. The gauge gravity field strength \( R(B) \) defined in the above formula can be expressed as \([27, 28]\)
\[ R(a \wedge b) = a \cdot \nabla \Omega(b) - b \cdot \nabla \Omega(a) + \Omega(a) \times \Omega(b). \] (3.31)

Under displacement, \( R(B) \) transforms as
\[ R(B; x) \mapsto R'(B; x) = R(\bar{h}(B); x'). \] (3.32)
And the rotational transformation law of the field strength is,
\[ R(B) \mapsto R'(B) = RR(B)R^\dagger. \] (3.33)
From the above transformations, a covariant field strength therefore can be constructed,
\[ \mathcal{R}(B; x) = R(h(B); x), \] (3.34)
which has the following transformation laws,

\[
\text{Displacement : } \mathcal{R}'(B; x) = \mathcal{R}(B; x'), \quad (3.35)
\]

\[
\text{Rotation : } \mathcal{R}'(B) = \mathcal{R}(RR^1BR^1), \quad (3.36)
\]

Here $\mathcal{R}(B)$ is the gauge theory analogue of the Riemann tensor. From the field strength $\mathcal{R}(B)$, the analogue of Ricci tensor and scalar, and Einstein tensor can be formulated with vector derivative inner product,

\[
\begin{align*}
\text{Ricci Tensör} & : \mathcal{R}(b) = \partial_a \cdot \mathcal{R}(a \wedge b), \\
\text{Ricci Scalar} & : \mathcal{R} = \partial_b \cdot \mathcal{R}(b), \\
\text{Einstein Tensor} & : \mathcal{G}(a) = \mathcal{R}(a) - \frac{1}{2} a \mathcal{R}.
\end{align*}
\]

The Ricci scalar is a good candidate for a Lagrangian density of the gravitational gauge fields, since it is displacement covariant and rotation invariant. To construct the action, we also need a gauge invariant scalar measure. In four spacetime dimensions, the volume element is,

\[
E_4 = \gamma_0 \gamma_1 \gamma_2 \gamma_3.
\]

Under displacement, these vectors transform as

\[
\gamma'_\mu = \frac{\partial f(x)}{\partial x^\mu} = f(\gamma_\mu).
\]

Note that the position gauge field has the transformation law (3.11) and the definition of the determinant (2.52), the gauge invariant scalar measure can be written as

\[
-h^{-1}(\gamma_0) \wedge \cdots \wedge h^{-1}(\gamma_3)E_4 dx^0 \cdots dx^3 = \det(h^{-1})d^4x.
\]

The gauge invariant gravitational action can be written down,

\[
S = \int d^4x \det(h^{-1}) \left( \frac{1}{2} \mathcal{R} + \Lambda - \kappa \mathcal{L}_m \right),
\]

where $\mathcal{L}_m$ is the matter Lagrangian density and $\kappa = 8\pi G$. $\Lambda$ is an arbitrary constant which can be viewed as a cosmological constant. There are two dynamical variables $\mathcal{h}(a; x)$ and $\Omega(a; x)$ describing the gravitational fields. In terms of these fields, the Ricci scalar takes the form,

\[
\mathcal{R} = \mathcal{h}(\partial_b \wedge \partial_a) \cdot (a \cdot \nabla \Omega(b) - b \cdot \nabla \Omega(a) + \Omega(a) \times \Omega(b)).
\]

The Euler-Lagrange equation for the $\mathcal{h}$–field can be derived from the least action principle,

\[
\partial_{\mathcal{h}(a)} \left( \det(h^{-1}) \left( \frac{\mathcal{R}}{2} + \Lambda - \kappa \mathcal{L}_m \right) \right) = 0.
\]

Here we assume that $\mathcal{h}(a)$ and $\Omega(a)$ appears undifferentiated in the matter part. The details of doing partial derivative with respect to $\mathcal{h}(a)$ and $\Omega(a)$ can be found in Appendix A. The result we can get is the following,

\[
\partial_{\mathcal{h}(a)} \left( \frac{1}{2} \det(h^{-1}) \mathcal{R} + \det(h^{-1}) \Lambda \right) = \frac{1}{\det(h)} \left( \partial_b \cdot \mathcal{R}(b \wedge h^{-1}(a)) - \frac{\mathcal{R} + 2\Lambda}{2} h^{-1}(a) \right).
\]

We define the covariant stress energy tensor $\mathcal{T}(a)$ as following,

\[
\mathcal{T}(h^{-1}(a)) = \det(h) \partial_{\mathcal{h}(a)} (\mathcal{L}_m \det(h^{-1})).
\]

Thus from the Euler-Lagrange equation (3.45), we obtain the equation,

\[
\mathcal{G}(a) - \Lambda a = \kappa \mathcal{T}(a),
\]

where $\mathcal{G}(a)$ is the Einstein tensor defined in (3.39). This is the gauge theory analogue of Einstein’s equation.

The Euler-Lagrange equation for the $\Omega$–field is,

\[
\partial_{\Omega(a)} \mathcal{R} - \det(h) \partial_b \cdot \nabla (\partial_{\Omega(a),b} \mathcal{R} \det(h^{-1})) = 2\kappa \partial_{\Omega(a)} \mathcal{L}_m,
\]

where $\mathcal{L}_m$ is the matter Lagrangian density and $\kappa = 8\pi G$. $\Lambda$ is an arbitrary constant which can be viewed as a cosmological constant. There are two dynamical variables $\mathcal{h}(a; x)$ and $\Omega(a; x)$ describing the gravitational fields. In terms of these fields, the Ricci scalar takes the form,
here we use the comma symbol to denote the common derivative, i.e., $\Omega(a, b = b \cdot \nabla \Omega(a)$. Using the results in Appendix A, we can find,

$$\partial_{\Omega(a)} R - \det(h) \partial_b \cdot \nabla(\partial_{\Omega(a)}, R \det(h^{-1})) = D \wedge \tilde{h}(a) + \det(h) D \partial_b (\tilde{h}(b) \det(h^{-1})) \wedge \tilde{h}(a).$$

We define the spin of the matter as following,

$$S(a) = \partial_{\Omega(a)} L_m.$$  \hspace{1cm} (3.51)

So the $\Omega$–field equation takes the form,

$$D \wedge \tilde{h}(a) + \det(h) D \partial_b (\tilde{h}(b) \det(h^{-1})) \wedge \tilde{h}(a) = \kappa S(a).$$

We can further simplify the above equation by doing inner product with $h^{-1}(\partial_a)$ on both sides. The first term on the right hand side of (3.52) will leads to

$$h^{-1}(\partial_a) \cdot (D \wedge \tilde{h}(a)) = h^{-1}(\partial_a) \cdot (\tilde{h}(\partial_b) \wedge b \cdot \nabla \tilde{h}(a)) + h^{-1}(\partial_a) \cdot (\tilde{h}(\partial_b) \wedge (\Omega(b) \times \tilde{h}(a)))$$

$$= \det(h) \partial_b \cdot \nabla(\tilde{h}(b) \det(h^{-1})) + \Omega(\partial_b) \times \tilde{h}(b)$$

$$= \det(h) D \partial_b (\tilde{h}(b) \det(h^{-1})), \hspace{1cm} (3.53)$$

while from the second term, we can get,

$$\det(h) h^{-1}(\partial_a) \cdot (D \partial_b (\tilde{h}(b) \det(h^{-1})) \wedge \tilde{h}(a)) = -3 \det(h) D \partial_b (\tilde{h}(b) \det(h^{-1})).$$

In all, we have the following relation,

$$\det(h) D \partial_b (\tilde{h}(b) \det(h^{-1})) = -\frac{1}{2} h^{-1}(\partial_b) \cdot S(b).$$

Substituting (3.55) into (3.52), we can get,

$$D \wedge \tilde{h}(a) = \kappa \left( S(a) + \frac{1}{2} h^{-1}(\partial_b) \cdot S(b) \wedge \tilde{h}(a) \right).$$

This is the second of our gravitational equation. $D \wedge \tilde{h}(a)$ is identified as the gravitational torsion, and (3.56) is the torsion equation which relate the gravitational torsion to the matter spin.

In the case of matter with vanishing spin, the torsion equation (3.56) can be expressed as the torsion free condition,

$$\tilde{h}(\nabla) \wedge \tilde{h}(a) = -\partial_b \wedge (\omega(b) \cdot \tilde{h}(a)),$$  \hspace{1cm} (3.57)

where the updot indicate the scope of derivative. This equation can be used to find out the relation between $\tilde{h}(a)$ and $\omega(a)$ in the spinless case. For this purpose, we define a bivector valued linear function,

$$H(a) = \tilde{h}(\nabla) \wedge \tilde{h}^{-1}(a)) = -\tilde{h}(\nabla) \wedge \tilde{h}(\tilde{h}^{-1}(a)).$$

In terms of $H(a)$, (3.57) can be written as

$$\partial_b \wedge (\omega(b) \cdot a) = H(a).$$

By successively doing outer product with $\partial_a$ and inner product with $a$ on both sides of the above equation, we can get,

$$\omega(a) = -H(a) + \frac{1}{2} a \cdot (\partial_b \wedge H(b)).$$

Note that $\tilde{h}(\nabla)$ and $\omega(a)$ are both with displacement covariance, these are the quantities with which we would like to express the physical fields. In the torsion free case, the covariant field strength (3.34) can be explicitly written in terms of $\tilde{h}(\nabla)$ and $\omega(a)$. We therefore define the operator,

$$L_a = a \cdot \tilde{h}(\nabla).$$

By noticing that the torsion free equation (3.57) also implies,

$$\langle (b \wedge a)(\tilde{h}(\nabla) \wedge \tilde{h}(c)) \rangle = -\langle (b \wedge a)(\partial_d \wedge (\omega(d) \cdot \tilde{h}(c)) \rangle,$$

(3.62)
thus the intrinsic content of (3.57) can be gathered in the following commutator relation,
\[
[L_a, L_b] = (L_a b - L_b a) \cdot \hat{u}(\nabla) = (\dot{L}_a \hat{h}(b) - \dot{L}_b \hat{h}(a)) \cdot \nabla = L_c ,
\]
where
\[
c = a \cdot \mathcal{D} b - b \cdot \mathcal{D} a .
\]
The covariant field strength (3.34) now can be expressed as
\[
\mathcal{R}(a \wedge b) = \dot{L}_a \hat{\Omega}(h(b)) - \dot{L}_b \hat{\Omega}(h(a)) + \omega(a) \times \omega(b)
\]
\[
= L_a \omega(b) - L_b \omega(a) + \omega(a) \times \omega(b) - \omega(c) .
\]
Invoking equation (3.56), when the spin of matter vanishes, we can derive that for any multivector
\[
\mathcal{D} \wedge A = \mathcal{D} \wedge \hat{h}(\hat{h}^{-1}(A)) = 0 .
\]
And hence,
\[
\mathcal{D} \wedge \mathcal{D} \wedge A = \hat{h}(\partial_a) \wedge \hat{h}(\partial_b) \wedge (\mathcal{D}_a \mathcal{D}_b A)
\]
\[
= \frac{1}{2} \hat{h}(\partial_a) \wedge \hat{h}(\partial_b) \wedge (\mathcal{R}(a \wedge b) A)
\]
\[
= \frac{1}{2} \partial_a \wedge \partial_b \wedge (\mathcal{R}(a \wedge b) A)
\]
\[
= 0 .
\]
(3.67)
Since $A$ is an arbitrary multivector, we have,
\[
\partial_a \wedge \partial_b \wedge \mathcal{R}(a \wedge b) = 0 .
\]
(3.68)
By doing a inner product with any vector $c$ on the above equation, we can further get,
\[
\partial_a \wedge \mathcal{R}(a \wedge b) = 0 .
\]
(3.69)
(3.68) and (3.69) are the mathematical identities satisfied by the covariant field strength. In the gauge theory gravity, the covariant Weyl tensor $\mathcal{W}(a \wedge b)$ is a bivector defined as
\[
\mathcal{W}(a \wedge b) = \mathcal{R}(a \wedge b) - \frac{1}{2} (\mathcal{R}(a) \wedge b + a \wedge \mathcal{R}(b)) + \frac{1}{6} \mathcal{R} a \wedge b
\]
(3.70)
in four spacetime dimensions. With the identities satisfied by $\mathcal{R}(a \wedge b)$, one can show that the covariant Weyl tensor satisfies,
\[
\partial_a \cdot \mathcal{W}(a \wedge b) = 0 ,
\]
(3.71)
\[
\partial_a \wedge \mathcal{W}(a \wedge b) = 0 .
\]
(3.72)
The expression (3.70) states that we can decompose the covariant field strength into purely gravitational Weyl part and the rest terms are solely determined by the stress energy tensor from the matter.

IV. EXACT GRAVITATIONAL WAVES WITH $\Lambda < 0$

In the gauge theory gravity, the gravitational fields are represented by two gauge covariant linear function $\hat{h}(a)$ and $\omega(a)$, and the dynamics of them are governed by field equations (3.48) and (3.56). In this section, we present the exact gravitational wave solutions of these equations when $\Lambda$ is a negative constant.

In four spacetime dimensions, the frame vectors $\{\gamma_{\mu}\}$ satisfy the spacetime algebra (3.4). The position vector $x$ has the corresponding coordinates $\{t, r, y, z\}$ in this frame,
\[
x = t \gamma_0 + r \gamma_1 + y \gamma_2 + z \gamma_3 .
\]
(4.1)
We are looking for a gravitational wave propagating in the $\gamma_3$ direction. We define $\gamma_{\pm} = \frac{1}{\sqrt{2}}(\gamma_0 \pm \gamma_3)$, and hence they satisfy,
\[
\gamma_+ \cdot \gamma_- = \gamma_- \cdot \gamma_+ = 1 ,
\]
\[
\gamma_+ \cdot \gamma_+ = \gamma_- \cdot \gamma_- = 0 .
\]
(4.2)
The ansatz we choose for the position gauge field $\tilde{h}(a)$ is as following,

$$\tilde{h}(a) = \frac{r}{\ell} a - \frac{r}{2\ell} H(t, r, y, z)(\gamma_+ \cdot a)\gamma_+,$$  \hspace{1cm} (4.3)

where $\ell$ is a positive constant and $H(t, r, y, z)$ is a undetermined function of spacetime coordinates. By acting $\tilde{h}^{-1}$ on both sides of (4.3) and using (4.2), it can be shown that,

$$\tilde{h}^{-1}(a) = \frac{\ell}{r} a + \frac{\ell}{2r} H(t, r, y, z)(\gamma_+ \cdot a)\gamma_+.$$  \hspace{1cm} (4.4)

Similarly, one can also show that,

$$h(a) = \frac{r}{\ell} a - \frac{r}{2\ell} H(t, r, y, z)(\gamma_+ \cdot a)\gamma_+,$$  \hspace{1cm} (4.5)

$$h^{-1}(a) = \frac{\ell}{r} a + \frac{\ell}{2r} H(t, r, y, z)(\gamma_+ \cdot a)\gamma_+.$$  \hspace{1cm} (4.6)

We assume the gravitational wave is travelling in the vacuum spacetime without matter, so we can use the torsion free condition (3.57) to express $\omega(a)$ in terms of $\tilde{h}(a)$ through (3.60). Notice that

$$\nabla \wedge \tilde{h}^{-1}(a) = \nabla \left( \frac{\ell}{r} a + \frac{\ell}{2r} H(t, r, y, z)(\gamma_+ \cdot a)\gamma_+ \right) \wedge a = \frac{\ell}{r^2} \gamma_1 \wedge a + \frac{\ell}{2r} (\gamma_+ \cdot a)\nabla \left( \frac{H}{r} \right) \wedge \gamma_+,$$  \hspace{1cm} (4.7)

and act on the linear function $\tilde{h}$ by using (4.3), we can find,

$$H(a) = \tilde{h}(\nabla \wedge \tilde{h}^{-1}(a)) = \frac{\ell}{r^2} \tilde{h}(\gamma_1) \wedge \tilde{h}(a) + \frac{\ell}{2r} (\gamma_+ \cdot a)\tilde{h} \left( \nabla \left( \frac{H}{r} \right) \right) \wedge \tilde{h}(\gamma_+).$$  \hspace{1cm} (4.8)

It is easy to show that $\partial_b \wedge H(b) = 0$, since $\partial_b \wedge b = 0$, $\partial_b (\gamma_+ \cdot b) = \gamma_+$ and $\gamma_+ \wedge \gamma_+ = 0$. Then from (3.60), the covariant rotation gauge field takes the form,

$$\omega(a) = -\frac{1}{\ell} \gamma_1 \wedge a - \frac{r}{2\ell} (\gamma_+ \cdot a)\nabla H \wedge \gamma_+.$$  \hspace{1cm} (4.9)

The function $H(t, r, y, z)$ characterise the magnitude and the the way of propagating of the gravitational wave. We set $H(t, r, y, z) = H(t - z, r, y)$ to represent a monochromatic gravitational wave propagating in the $\gamma_3$ direction. Under this assumption, each terms in the covariant field strength (3.65) can be shown,

$$a \cdot \tilde{h}(\nabla) \omega(b) = -\frac{r}{2\ell^2} (\gamma_+ \cdot b)a \cdot \nabla (r \nabla H \wedge \gamma_+),$$  \hspace{1cm} (4.10)

$$\omega(a) \times \omega(b) = \frac{1}{\ell} a \wedge (\gamma_1 \cdot \omega(b)) - \frac{1}{\ell} \gamma_1 \wedge (a \cdot \omega(b)) - \frac{r}{2\ell^2} (\gamma_+ \cdot a)(\gamma_1 \wedge b) \times (\nabla H \wedge \gamma_+),$$  \hspace{1cm} (4.11)

$$\omega(c) = \omega(a) \cdot b - \omega(b) \cdot a,$$  \hspace{1cm} (4.12)

$$\omega(c) = \frac{1}{\ell} (\gamma_1 \cdot b)\omega(a) - \frac{r}{2\ell} (\gamma_+ \cdot b)(\nabla H \cdot a)\omega(\gamma_+) - (a \leftrightarrow b).$$

The Ricci tensor (3.37) is a grade-1 vector obtained by doing inner product with $\partial_a$ and $\mathcal{R}(a \wedge b)$. The ingredients are,

$$\partial_a \cdot (a \cdot \tilde{h}(\nabla) \omega(b)) = -\frac{r}{2\ell^2} (\gamma_+ \cdot b)\nabla \cdot (r \nabla H \wedge \gamma_+),$$  \hspace{1cm} (4.13)

$$\partial_a \cdot (b \cdot \tilde{h}(\nabla) \omega(a)) = 0,$$  \hspace{1cm} (4.14)

$$\partial_a \cdot (\omega(a) \times \omega(b)) = \frac{2}{\ell} \gamma_1 \cdot \omega(b) - \frac{r}{2\ell^2} \gamma_+ \cdot ((\gamma_1 \wedge b) \times (\nabla H \wedge \gamma_+))$$

$$= \frac{2}{\ell^2} ((\gamma_1 \cdot b)\gamma_1 + b) - \frac{r}{2\ell^2} (\gamma_+ \cdot b)(\nabla H \cdot \gamma_1)\gamma_+,$$  \hspace{1cm} (4.15)

$$\partial_a \cdot \omega(c) = \frac{2}{\ell^2} ((\gamma_1 \cdot b)\gamma_1 - \frac{b}{2}) + \frac{r}{\ell^2} (\gamma_+ \cdot b)(\nabla H \cdot \gamma_1)\gamma_+. $$  \hspace{1cm} (4.16)
Combine them together, we find,
\[ \mathcal{R}(b) = \partial_a \cdot \mathcal{R}(a \wedge b) = \frac{3}{\ell^2} b - \frac{r^2}{2\ell^2} (\gamma_+ \cdot b) \left( \nabla^2 H + \frac{2}{r} \gamma_1 \cdot \nabla H \right) \gamma_+. \]  
(4.17)

The Ricci scalar defined in (3.38) can be found as a constant,
\[ \mathcal{R} = \partial_b \cdot \mathcal{R}(b) = \frac{12}{\ell^2}, \]  
(4.18)

and the Einstein tensor (3.39) takes the form,
\[ \mathcal{G}(b) = -\frac{3}{\ell^2} b - \frac{r^2}{2\ell^2} (\gamma_+ \cdot b) \left( \nabla^2 H + \frac{2}{r} \gamma_1 \cdot \nabla H \right) \gamma_+. \]  
(4.19)

Now given that \( \Lambda = -\frac{3}{\ell^2} \) is a negative cosmological constant and
\[ \nabla^2 H + 2 r \gamma_1 \cdot \nabla H = 0, \]  
(4.20)

the Einstein like field equation of \( \bar{h}(a) \) (3.48) is satisfied. In terms of spacetime coordinates, the equation of \( H(t - z, r, y) \) can be expressed as
\[ \left( \frac{\partial^2}{\partial r^2} + \frac{\partial^2}{\partial y^2} \right) H(t - z, r, y) - \frac{2}{r} \frac{\partial}{\partial r} H(t - z, r, y) = 0. \]  
(4.21)

Such kind of equation also appears in the Siklos spacetime in general relativity [29–31]. The explicit solutions to this equation can be written as
\[ H = r^2 \frac{\partial}{\partial r} \left( \frac{\xi + \bar{\xi}}{r} \right), \]  
(4.22)

where \( \xi = \xi(t - z, r + iy) \) is an arbitrary analytic function on the \( r + iy \) plane.

Since we are looking for a gravitational wave which is a purely radiation solution without matter, we should check that the Weyl tensor defined in (3.70) of the gravitational wave is type-N in the Petrov classification, that is [26],
\[ \mathcal{W}^2(a \wedge b) = 0. \]  
(4.23)

Combine all the terms in (4.10), (4.11), (4.12), (4.17) and (4.18) together and after some manipulations, we can write the Weyl tensor in a compact form expressed in the geometric product,
\[ \mathcal{W}(a \wedge b) = \frac{r^2}{4\ell^2} ((\gamma_+ \cdot a)(\gamma_+ \wedge b) - (\gamma_+ \cdot b)(\gamma_+ \wedge a)) \nabla^2 H 
\]  
\[ + \frac{r^2}{2\ell^2} ((\gamma_+ \cdot a)(b \cdot \nabla) - (\gamma_+ \cdot b)(a \cdot \nabla))(\nabla H \wedge \gamma_+) \]  
\[ = -\frac{r^2}{8\ell^2} \gamma_+ \nabla((a \wedge b) \nabla H) \gamma_+. \]  
(4.24)

Since \( \gamma_+ \gamma_+ = 0 \), the covariant Weyl tensor thus satisfies (4.23), so the gravitational wave is indeed a type-N solution.

The polarization of the gravitational wave specified by the solution (4.22) can be figured out by investigating the geodesic deviation of free falling particles. Suppose a congruence of geodesic with covariant velocity vector field \( v \) and separation vector field \( n \). These two vector fields should satisfy,
\[ v \cdot \mathcal{D}v = 0, \quad [v, n] = 0. \]  
(4.25)

The geodesic deviation equation, which gives the relative acceleration vector \( a \) among free falling particles, can be written in terms of the covariant Weyl tensor and the cosmological constant,
\[ a = v \cdot \mathcal{D}(v \cdot \mathcal{D}n) \]  
\[ = \mathcal{R}(v \wedge n) \cdot v \]  
\[ = \left( \mathcal{W}(v \wedge n) + \frac{1}{2} (\mathcal{R}(v) \wedge n + v \wedge \mathcal{R}(n)) - \frac{1}{6} v \wedge n \mathcal{R} \right) \cdot v \]  
\[ = \mathcal{W}(v \wedge n) \cdot v + \frac{\Lambda}{3} n. \]  
(4.26)
Given the covariant Weyl tensor (4.24) as well as an explicit solution of \( H(t - z, r, y) \) in (4.22), one can see the deviation among free falling particles which reflects the polarization of the gravitational wave. If we choose the particle velocity along \( \gamma_0 \) and the separation vector orthogonal to the gravitational wave propagating direction, that is we set the free falling particles initially at rest in the \((r - y)\)-plane, and the relative acceleration (4.26) will record the polarization of the gravitational wave propagating in the \( \gamma_3 \) direction. We can list several examples of explicit solutions and their corresponding covariant Weyl tensors,

\[
H_1 = h_1(t - z)(r^2 + y^2), \quad \mathcal{W}_1 = 0, \quad (4.27)
\]

\[
H_2 = h_2(t - z)r^3, \quad \mathcal{W}_2 = -h_2(t - z)\frac{3r^3}{8t^2}W^+, \quad (4.28)
\]

\[
H_3 = h_3(t - z)\left(\frac{\cos \theta}{3}r^3 + \sin \theta \frac{y^3}{6} + \sin \theta \frac{\theta}{2}r^2y\right), \quad \mathcal{W}_3 = -h_3(t - z)\frac{r^3}{8t^2}\left(\cos \theta W^+ + \sin \theta W^\times\right), \quad (4.29)
\]

where \( \theta \) is a function of \( t - z \), and

\[
\mathcal{W}^+ = \gamma_+(\gamma_1(v \wedge n)\gamma_1 - \gamma_2(v \wedge n)\gamma_2)\gamma_+, \quad (4.30)
\]

\[
\mathcal{W}^\times = \gamma_+(\gamma_1(v \wedge n)\gamma_2 + \gamma_2(v \wedge n)\gamma_1)\gamma_+, \quad (4.31)
\]

are the two polarization modes of the gravitational wave with \( \mathcal{W}^+ \) and \( \mathcal{W}^\times \) indicating particles acceleration along and perpendicular to the separation direction in the polarization plane respectively. That is the solution \( H_1 \) has no polarization mode, the solution \( H_2 \) has one + mode, and the solution \( H_3 \) has circular periodic modes between + and \( \times \) polarization. The negative cosmological constant in (4.26) will always give an attractive effect among particles moving freely.

V. PARTICLE MOTION AND VELOCITY MEMORY EFFECT

Let us now consider a test massive particle moving in the presence of the gravitational gauge field \( \mathbf{h}(u) \) in the form (4.3) with solution (4.22). Much like a charged particle moving on the background of electromagnetic field. The equation of motion of the particle can be derived from a gauge invariant action,

\[
S = m \int d\lambda \sqrt{h^{-1}(\dot{x}(\lambda)) \cdot h^{-1}(\dot{x}(\lambda))} = m \int d\lambda \sqrt{g_{\mu\nu}\dot{x}^\mu(\lambda)\dot{x}^\nu(\lambda)}, \quad (5.1)
\]

where \( m \) is the mass of the particle, \( \lambda \) is the affine parameter along the particle’s worldline and the updot label the derivative with respect to \( \lambda \). We use \( x(\lambda) \) to denote the position vector of the particle and \( x^\mu(\lambda) \) are its spacetime coordinates. We have invoked (3.27) and (3.28) to expressed the action in a form with metric. By doing variation with respect to \( x(\lambda) \), the least action principle can give us the equation of motion of the particle [26],

\[
v \cdot Dv = \dot{v} + \omega(v) \cdot v = 0, \quad (5.2)
\]

where \( v = h^{-1}(\dot{x}) \) is the spacetime covariant velocity of the particle, and the timelike requirement of the massive particle is ensured by \( v \cdot v = 1 \).

On the background of the gravitational wave, the particle’s covariant velocity takes the form,

\[
v = \frac{\ell}{r} \dot{x} + \frac{\ell}{2r} H(t - z, r, y)(\gamma_+ \cdot \dot{x})\gamma_+. \quad (5.3)
\]

Substituting the above velocity into the equation of motion (5.2) and using (4.9), we can find the following equation,

\[
\ddot{x} = \frac{r}{\ell^2} \gamma_1 + \frac{2r}{\ell} \dot{x} + \frac{1}{2}(\gamma_+ \cdot \dot{x})^2 \nabla H - (\gamma_+ \cdot \dot{x})(\nabla H \cdot \dot{x})\gamma_+. \quad (5.4)
\]

In components, the equations of motion of the particle are,

\[
\ddot{r} = 2\frac{r}{r} \dot{r} + \frac{1}{4}(t - \dot{z})^2 \partial_t H - \frac{1}{4}(t - \dot{z})(\nabla H \cdot \dot{x}), \quad (5.5)
\]

\[
\ddot{z} = 2\frac{r}{r} \dot{z} - \frac{1}{4}(t - \dot{z})^2 \partial_z H - \frac{1}{4}(t - \dot{z})(\nabla H \cdot \dot{x}), \quad (5.6)
\]

\[
\ddot{\theta} = \frac{r}{\ell^2} + 2\frac{\ddot{x}}{r} - \frac{1}{4}(t - \dot{z})^2 \partial_\theta H, \quad (5.7)
\]

\[
\ddot{y} = 2\frac{r}{r} \dot{y} - \frac{1}{4}(t - \dot{z})^2 \partial_y H. \quad (5.8)
\]
Here we make a set of new coordinates \( \{u, v, r, y\} \) with \( u = t - z \) and \( v = t + z \). In terms of this new coordinates, we have \( H = H(u, r, y) \) and the above equations can be reexpressed as,

\[
\begin{align*}
\ddot{u} &= \frac{2}{r} \dot{r} u, \quad (5.9) \\
\ddot{v} &= \frac{2}{r} \dot{v} + \frac{1}{2} \dot{u}^2 \partial_u H - \frac{1}{2} \dot{u} (\nabla H \cdot \dot{x}), \quad (5.10) \\
\ddot{r} &= \frac{r}{\ell^2} + 2 \frac{\dot{r}^2}{r} - \frac{1}{4} \dot{u}^2 \partial_r H, \quad (5.11) \\
\ddot{y} &= 2 \frac{\dot{r}}{r} \dot{y} - \frac{1}{4} \dot{u}^2 \partial_y H, \quad (5.12)
\end{align*}
\]

From (5.9), we can derive,

\[
\dot{u} = kr^2, \quad (5.13)
\]

where \( k \) is a constant of motion which is related to the light-cone energy of the particle. If we reparameterize the particle worldline by using coordinate \( u \) instead of \( \lambda \), and invoking relation (5.13), we can write the \( r \) and \( y \)'s equations into the following form,

\[
\frac{d^2 r}{du^2} = \frac{1}{k^2 \ell^2 r^3} - \frac{1}{4} \partial_r H(u, r, y), \quad (5.14) \\
\frac{d^2 y}{du^2} = -\frac{1}{4} \partial_y H(u, r, y). \quad (5.15)
\]

For generic \( H(u, r, y) \), \( r \) and \( y \) components are determined by the above two equations.

We consider the velocity memory effect when a gravitational impulsive wave had passed over the particle, the change in velocity of the particle hence will record the wave information carried by the pulse. We first take the solution \( H_2(u, r) = h_2(u) r^3 \) as in (4.28), and for gravitational impulsive wave, the \( u \) dependence can be written as

\[
h_2(u) = \begin{cases} 
    Ae^{-bu}, & u > 0 \\
    Ae^{bu}, & u < 0
\end{cases}, \quad (5.16)
\]

where \( A \) is the pulse amplitude and \( b \) is a positive constant. The center of this impulsive wave is at \( u = 0 \) and it is propagating in the \( \gamma_3 \) direction. The solution \( H_2 \) has no \( y \) dependence, so the equation (5.15) gives trivial \( y \) dependence on \( u \), which has nothing to do with the gravitational wave. However, in this case, the \( r \) dependence on \( u \) can be solved independently by (5.14).

We consider the change in velocity of the particle in the \( \gamma_1 \) direction, that is the change in \( \dot{r}(u) \) under influence of (5.16). The \( r \)'s coordinate equation now takes the form,

\[
\frac{d^2 r}{du^2} = \frac{1}{k^2 \ell^2 r^3} - \frac{3}{4} A \ell^2 e^{bu}, \quad (5.17)
\]

for \( u < 0 \), and we should replace \( b \) with \(-b\) in (5.17) when \( u > 0 \). To solve this equation, we assume that the gravitational impulsive wave is with small amplitude, so that the full solution can be expressed in a series expansion,

\[
r(u) = r_0(u) - \frac{3}{4} Ar_1(u) + \mathcal{O}(A^2). \quad (5.18)
\]

At zero order, we have a simple equation,

\[
\frac{d^2 r_0}{du^2} = \frac{1}{k^2 \ell^2 r_0^3}, \quad (5.19)
\]

with solution,

\[
r_0(u) = \sqrt{u^2 + 1/(k^2 \ell^2)}, \quad (5.20)
\]

comes from the contribution of the negative cosmological constant. \( r_1(u) \) satisfies the first order equation,

\[
\frac{d^2 r_1}{du^2} = -\frac{3}{k^2 \ell^2 r_0^3} r_1 + r_0^2 e^{bu}, \quad (5.21)
\]
for $u < 0$ and $r_0$ is given by (5.20). The solution of this equation is,

$$ r_1(u) = \frac{\sqrt{u^2 + 1/(k^2\ell^2)}}{4/(k\ell)} \left( \frac{u - i/(k\ell)}{u + i/(k\ell)} \right)^{5/2} \left( \frac{u - i/(k\ell)}{u + i/(k\ell)} \right)^{-1/2} \left( \frac{u - i/(k\ell)}{u + i/(k\ell)} \right)^{1/2} \left( \frac{u - i/(k\ell)}{u + i/(k\ell)} \right)^{-3/2} \int_{u_0}^{-u} e^{bs/(s + i/(k\ell))} \sqrt{s^2 + 1/(k^2\ell^2)} ds $$

$$ + \text{ hermitian conjugate}.$$  

(5.22)

We have chosen $u_0 < 0$ so that $r_1(u_0) = 0$ and $\frac{du}{du}|_{u=u_0} = 0$. Now let us consider the change in $\frac{dr_1}{du}$ between $u = u_0$ and after the impulsive wave (5.16) passed over at $u = +\infty$. Since $u_0 < 0$, this is the time duration starts before the gravitational wave arrive and ends long after it had passed. The $u > 0$ part of the solution $r_1(u)$ can be obtained by changing the sign of $b$ in (5.22) and connecting them at $u = 0$,

$$ r_1(u) = \frac{\sqrt{u^2 + 1/(k^2\ell^2)}}{4/(k\ell)} \left( \frac{u - i/(k\ell)}{u + i/(k\ell)} \right)^{5/2} \left( \frac{u - i/(k\ell)}{u + i/(k\ell)} \right)^{-1/2} \left( \frac{u - i/(k\ell)}{u + i/(k\ell)} \right)^{1/2} \left( \frac{u - i/(k\ell)}{u + i/(k\ell)} \right)^{-3/2} \int_{u_0}^{u} e^{bs/(s + i/(k\ell))} \sqrt{s^2 + 1/(k^2\ell^2)} ds $$

$$ + \text{ hermitian conjugate}.$$  

(5.23)

where

$$ C_0 = -i \int_{u_0}^{0} e^{bs/(s + i/(k\ell))} \sqrt{s^2 + 1/(k^2\ell^2)} ds.$$  

(5.24)

The asymptotic behaviour of $r_1(u)$ at $u \to +\infty$ takes the form,

$$ r_1(u) \big|_{u=+\infty} = \frac{u}{2/(k\ell)} \Re \left( C_0 - i \left( \int_{u_0}^{u} e^{-bs/(s + i/(k\ell))} \sqrt{s^2 + 1/(k^2\ell^2)} ds \right) \big|_{u=+\infty} \right).$$  

(5.25)

So we have,

$$ \frac{dr_1}{du} \big|_{u=+\infty} = \frac{k\ell}{2} \Re \left( C_0 - i \left( \int_{u_0}^{+\infty} e^{-bs/(s + i/(k\ell))} \sqrt{s^2 + 1/(k^2\ell^2)} ds \right) \right).$$  

(5.26)

Up to first order, the change in velocity in $\gamma_1$ direction after the gravitational impulsive wave had passed can be found,

$$ \Delta \left( \frac{dr}{du} \right) = \frac{\sqrt{u_0^2 + 1/(k^2\ell^2)} - u_0}{u_0} - \frac{3k\ell A}{8} \Re \left( C_0 - i \left( \int_{u_0}^{+\infty} e^{-bs/(s + i/(k\ell))} \sqrt{s^2 + 1/(k^2\ell^2)} ds \right) \right),$$  

(5.27)

where the particle is initially placed at $r(u_0) = \sqrt{u_0^2 + 1/(k^2\ell^2)}$ with velocity,

$$ \left. \frac{dr}{du} \right|_{u=u_0} = \frac{u_0}{\sqrt{u_0^2 + 1/(k^2\ell^2)}}.$$  

(5.28)

For $u_0 \to 0$, that is we initially put the particle at $r_0 = \frac{1}{k\ell}$ with zero velocity, the change of velocity due to the gravitational wave can be written as

$$ \Delta \left( \frac{dr}{du} \right)_{h_2} = -\frac{3}{4} A \int_{0}^{+\infty} e^{-bs} \sqrt{s^2 + 1/(k^2\ell^2)} ds.$$  

(5.29)

Secondly, we consider the velocity memory of gravitational wave with circular periodic polarization. We take the solution

$$ H_3(u, r, y) = A \left( \frac{\cos \theta}{3} r^3 + \frac{\sin \theta}{6} y^3 + \frac{\sin \theta}{2} r^2 y \right)$$  

(5.30)

as in (4.29), where $A$ is the wave amplitude and $\theta$ is a function of $u$. In this case, the $r$ and $y$ components’ equations take the form,

$$ \frac{d^2 r}{du^2} = -\frac{1}{k^2\ell^2 r^3} - \frac{A}{4} (\cos \theta r^2 + \sin \theta r y),$$  

(5.31)

$$ \frac{d^2 y}{du^2} = -\frac{A}{8} \sin \theta (r^2 + y^2).$$  

(5.32)

The way to solve the above equations is to do the perturbative expansion in terms of the wave amplitude $A$,

$$ r(u) = r_0(u) - \frac{A}{4} r_1(u) + \mathcal{O}(A^2),$$  

(5.33)

$$ y(u) = y_0(u) - \frac{A}{4} y_1(u) + \mathcal{O}(A^2).$$  

(5.34)
With these expansions, the first order of $r$ and $y$ components’ equations are inhomogeneous linear differential equations,

$$
\frac{d^2 r_1}{du^2} = -3 k^2 r_1 - 3 r_1 + (\cos \theta r_2^2 + \sin \theta r_0 y_0), \quad \frac{d^2 r_0}{du^2} = \frac{1}{k^2 r_1},
$$

$$
\frac{d^2 y_1}{du^2} = \sin \theta \left( \frac{r_0^2 + y_0^2}{2} \right), \quad \frac{d^2 y_0}{du^2} = 0.
$$

The explicit solution of $r_1(u)$ in this case is,

$$
r_1(u) = \frac{\sqrt{u^2 + 1/(k^2 \ell^2)}}{4/(k \ell)} \left( \frac{u - i/(k \ell)}{u + i/(k \ell)} \right) (-i) \int_0^u \cos \theta(s + i/(k \ell))^2 \sqrt{s^2 + 1/(k^2 \ell^2)} ds
$$

$$
+ \text{hermitian conjugate},
$$

where we choose $r_0 = \sqrt{u^2 + 1/(k^2 \ell^2)}$ which results from the cosmological constant and $y_0 = 0$ for simplicity. We take the free falling particle initially at rest when $u = 0$, that is $\frac{dr_0}{du}|_{u=0} = \frac{dr_1}{du}|_{u=0} = 0$. At very late time, that is $u$ is much greater than the particle’s inverse energy $1/(k \ell)$, we can write down the change of $r$ component velocity due to the gravitational wave up to first order,

$$
\Delta \left( \frac{dr}{du} \right)_{H_3} = -\frac{A}{4} \int_0^u \cos(\theta(s)) s \sqrt{s^2 + 1/(k^2 \ell^2)} ds.
$$

From (5.36), the change of $y$ component velocity due to first order gravitational wave can also be written as an integral,

$$
\Delta \left( \frac{dy}{du} \right)_{H_3} = -\frac{A}{8} \int_0^u \sin(\theta(s)) (s^2 + 1/(k^2 \ell^2)) ds.
$$

Given an explicit expression of $\theta(u)$, one can figure out the above integrals at any late time $u$. If we view the integrands above as an effective force acting on the particle in the $\gamma_1$ and $\gamma_2$ directions, we can see the periodic acceleration back and forth in each direction with an amplifier that is related to the background cosmological constant.

**Appendix A: Linear functional derivatives**

Given a linear function $h(a)$ and the fixed frame $\{e_i\}$, define its scalar coefficients as

$$
h_{ij} = e_i \cdot h(e_j).
$$

(A1)

The partial derivative with respect to $h(a)$ can be written in terms of its coefficients,

$$
\partial_{h(a)} = a \cdot e_j e_i \partial_{h_{ij}}.
$$

(A2)

One can find,

$$
\partial_{h(a)}(h(b) \cdot c) = a \cdot e_j e_i \partial_{h_{ij}}(h_{mn} b^m e^c)
$$

$$
= a \cdot e_j e_i c^b
$$

$$
= a \cdot bc,
$$

(A3)

and

$$
\partial_{h(a)}(h(b \wedge c)B) = \partial_{h(a)} \left( \frac{1}{2} h(b)h(c)B - \frac{1}{2} h(c)h(b)B \right)
$$

$$
= \partial_{h(a)}(h(b)h(c)B) - \partial_{h(a)}(h(c)h(b)B)
$$

$$
= a \cdot bh(c) \cdot B - a \cdot bh(b) \cdot B
$$

$$
= h(a \cdot (b \wedge c)) \cdot B.
$$

(A4)

where $B$ is an arbitrary bivector. The above result can be generalised to

$$
\partial_{h(a)}(h(A)B_r) = \langle h(a \cdot A_r)B_r \rangle_1,
$$

(A5)

$$
\partial_{h(a)}(h(A)B) = \sum_r \langle h(a \cdot A_r)B_r \rangle_1.
$$

(A6)
where $A_r$ and $B_r$ are grade-$r$ multivectors. In the second equation, the sum covers all possible grade-$r$ terms in multivectors $A$ and $B$. By using (A5) and (2.54), one can immediately derive,

$$\partial h(a) \det(h) = \partial h(a) \langle h(E_n) E_n^{-1} \rangle = \langle h(a \cdot E_n) E_n^{-1} \rangle_1$$
$$= \langle h(aE_n) E_n^{-1} \rangle_1 = \langle E_n h(E_n^{-1} a) \rangle_1$$
$$= \det(h) \tilde{h}^{-1}(a). \quad \text{(A7)}$$

The derivative of $\tilde{h}(b)$ with respect to $h(a)$ is simply,

$$\partial h(a) \tilde{h}(b) = \partial h(a) \langle e_i e_i \cdot \tilde{h}(b) \rangle$$
$$= \partial h(a) \langle h(e_i) b \rangle e_i$$
$$= \langle a \cdot e_i \rangle b e_i$$
$$= ba. \quad \text{(A8)}$$

Similarly, one can define the derivative with respect to a bivector valued linear function $\Omega(a)$. Some of the useful results are,

$$\partial_{\Omega(a)} \langle \Omega(b) M \rangle = a \cdot b \langle M \rangle_2, \quad \text{(A9)}$$
$$\partial_{\Omega(a),b} \langle c \cdot \nabla \Omega(d) M \rangle = a \cdot c b \cdot d \langle M \rangle_2, \quad \text{(A10)}$$

where $M$ is an arbitrary multivector.
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