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Abstract

We derive a representation for the value process associated to the solutions of forward-backward stochastic differential equations in a jump-diffusion setting under multiple probability measures. Motivated by concrete financial problems, the latter representations are then applied to devise a generalization of the change of numéraire technique allowing to obtain recursive pricing formulas in the presence of non-linear funding terms due to e.g. collateralization agreements.
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1 Introduction and Motivation

Let P and Q be two probability measures on the measurable space (Ω, F). From the Radon-Nikodym theorem, it is well known that Q ≪ P on (Ω, F) if and only if there exists an F-measurable and non negative random variable E : Ω → R+ with E [E] = 1, such that, for any random variable X ∈
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$L^1(\Omega, \mathcal{F}, \mathbb{Q})$ we have

$$\mathbb{E}^\mathbb{Q}[X] = \mathbb{E}^\mathbb{P}[\mathcal{E}X], \mathbb{Q} - a.s.$$ 

The previous result can be generalized to conditional expectations, which is sometimes referred to as the “abstract Bayes rule”. More specifically, if $\mathcal{G}$ is a $\sigma$-algebra with $\mathcal{G} \subseteq \mathcal{F}$ we have

$$\mathbb{E}^\mathbb{Q}[X|\mathcal{G}] = \frac{\mathbb{E}^\mathbb{P}[\mathcal{E}X|\mathcal{G}]}{\mathbb{E}^\mathbb{P}[\mathcal{E}|\mathcal{G}]}, \mathbb{Q} - a.s.$$ 

The above relations play a relevant role in several applications, particularly in Mathematical Finance, see e.g. [Bjork (2020)](#footnote1). Within this setting, the likelihood ratio $\mathcal{E}$, due to the Girsanov theorem, is usually given by the Doléans-Dade stochastic exponential driven by possibly discontinuous semimartingales. Such tools are well understood for standard conditional expectations, while the case when the conditional expectation has a recursive structure is less clear. For the sake of clarity, let us first introduce such situation in an informal way.

By recursive expectation, we mean an expression of the following form

$$Y_t = \mathbb{E}^\mathbb{Q}\left[g(X_T) + \int_t^T f(s, X_s, Y_s, Z_s)ds|\mathcal{F}_t\right], \quad (1.1)$$

where the functions $g, f$ and the processes $X, Y$ and $Z$ are regular enough, also having implicitly introduced the filtration $\mathcal{F} = (\mathcal{F}_t)_{0 \leq t \leq T}$. $T > 0$ being a fixed time horizon. Such filtration is generated by the process $X := \{X_t, t \in [0, T]\}$, typically assumed to be an Itô semimartingale.

Expectations like (1.1) naturally arise from the study of Forward-Backward Stochastic Differential Equations (FBSDEs) of the form

$$dX_t = \mu(t, X_t)dt + \sigma(t, X_t)dW^\mathbb{Q}_t, \quad X_0 = x$$

$$-dY_t = f(t, X_t, Y_t, Z_t)dt - Z_tdW^\mathbb{Q}_t, \quad Y_T = g(X_T),$$

where all vector field functions are assumed to be sufficiently regular, while $W^\mathbb{Q}$ is a standard Brownian motion under the reference measure $\mathbb{Q}$. For a background on FBSDEs, we refer the reader to Bismut (1973), Pardoux and Peng (1990), El Karoui et al. (1997), Ma and Yong (1999) and Delong (2013) among others.
The aim of this work is to provide a change of measure formula for conditional expectations of the form (1.1) associated to FBSDEs of the form (1.2) within a Markovian Jump Diffusion setting. We derive such result in Theorem 3.3 which constitutes the main result of the present paper.

Our motivation to consider this type of recursive conditional expectations is mainly steered by financial applications. As a response to the financial crisis, the valuation of contingent claim has been generalized along several directions. For example, Piterbarg (2010) obtained, starting from a Black-Scholes type replication argument and applying the Feynman-Kač formula, the following recursive expression for the price of a contingent claim when collateral is exchanged:

\[ Y_t = \mathbb{E}^Q \left[ e^{-\int_t^T r_c^c du} Y_T - \int_t^T e^{-\int_t^u r_c^c(s) - r_f^c(s)(C_u - Y_u)du} dF_t \right], \]

where the collateral \( C \) and the short rates \( r_c, r_f \) are sufficiently regular, such that the above expression is well posed: in applications, \( C \) is assumed to be a Lipschitz function of \( Y \). Expressions of the aforementioned form have been then justified via BSDE-techniques in, e.g., Bielecki and Rutkowski (2015), Bichuch et al. (2018), Brigo et al. (2019), Biagini et al. (2021) and Gnoatto and Seiffert (2021). Such recursive expectations are now well understood, and are at least approximately implemented in several industry-standard software packages via a combination of quadrature formulas for the time integral, and Monte Carlo simulations for the expectation. To the best of our knowledge, a comprehensive study of the change of measure/change of numéraire technique applied to such conditional expectations, is still missing. It is worth mentioning that in Cohen and Elliott (2015) the authors observed that linear BSDEs can be used to represent a measure change, also providing the formulation of a linear BSDE under two probability measures. The conditional expectation they obtained does not exhibit a recursive structure since the integrand is a predictable process not depending on the value process nor on the controls. We take this idea one step further. Indeed, we consider a fairly general structure of the driver which is relevant for the aforementioned applications, allowing us to generalize the “change of numéraire” technique, see Geman et al. (1995), so as to also cover the recursive conditional expectation case.
The paper is organised as follows: in Section 2 we present the probabilistic setup, whereas in Section 3 we derive our main result, i.e. Theorem 3.3 subsequently, in Section 4, we provide some financial applications. Concerning these latter, we exploit our Theorem 3.3 to analyse the market model introduced in Bielecki and Rutkowski (2015) focusing on the change from the physical to the risk-neutral measure, allowing us also to emphasize the link between our results and the benchmark approach proposed by Platen and Heath (2006). We also show how our method can be used to revisit the valuation of exchange options in a setting including collateral, permitting us to deduce a general procedure to perform changes of numéraire in non-linear market models. A simple example of market driven by a jump process is also provided.

2 Notations and setting

Let $T \in \mathbb{R}_+, T < \infty$, be a fixed horizon time. We consider a filtered probability space $(\Omega, \mathcal{F}, \mathbb{F}, \mathbb{P})$, where the filtration $\mathbb{F} := \{\mathcal{F}_t, t \in [0, T]\}$ is assumed to be complete and right continuous. For all semimartingales considered in the sequel, we consider a version with right continuous paths and left limits.

Let $d \in \mathbb{N}^+$. We assume that the filtered probability space supports an $\mathbb{R}^d$-valued Brownian motion $W^\mathbb{P} := \{W^\mathbb{P}_t, t \in [0, T]\}$, for a finite positive $T$, and a Poisson random measure $N$, with compensator $\vartheta(dt, dz)$ on $\mathbb{R}^d \setminus \{0\}$, while $\vartheta$ is $\sigma$-finite and such that $\int_0^T \int_{\mathbb{R}^d \setminus \{0\}} (1 \wedge |z|^2) \vartheta(dt, dz) < \infty$. Moreover, we define the compensated random measure $\tilde{N}$, associated to $N$, as follows

$$\tilde{N}(dt, dz) := N(dt, dz) - \vartheta(dt, dz),$$

and we introduce the following space of processes

- $\mathcal{P}$: the predictable $\sigma$-field on $\Omega \times [0, T]$ generated by all left continuous and $\mathbb{F}$-adapted processes;
- $\mathbb{L}^2_{\mathbb{F}}(\mathbb{R}^d)$: the space of all $\mathcal{F}_T$-measurable random variables $X : \Omega \to \mathbb{R}^d$ satisfying $||X||^2 := \mathbb{E}^\mathbb{P}(|X|^2) < +\infty$;
- $\mathbb{H}^2_{\mathbb{F}}(\mathbb{R}^d)$: the space of all predictable process $\phi : \Omega \times [0, T] \to \mathbb{R}^d$ such that $||\phi||^2 := \mathbb{E}^\mathbb{P}\left[\int_0^T |\phi_t|^2 dt\right] < +\infty$. 
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As previously mentioned, the filtration $\mathbb{F}$ supports both the Brownian motion $W$ and the Poisson random measure $N$. Let us provide the statement of the predictable representation property in the present setting.

**Lemma 2.1.** [See Lemma III, 4.24 in Jacod and Shiryaev (2003)] Any $\mathbb{F}$-local martingale $M$ has the representation

$$M_t = M_0 + \int_0^t Z_s dW_s + \int_0^t \int_{\mathbb{R}^d} U_s(z) \tilde{N}(ds, dz), \ 0 \leq t \leq T,$$

where $Z$ and $U$ are $\mathbb{F}$-predictable processes integrable with respect to both $W$ and $\tilde{N}$.

For the sake of completeness, let us also further specify the structure of the random measure:

**Assumption 2.2.** $N$ is an integer-valued random measure with compensator

$$\vartheta(dt, dz) = Q(t, dz)\eta(t)dt$$

where $\eta : \Omega \times [0, T] \to [0, \infty)^d$ is a predictable process and $Q$ is a kernel from $(\Omega \times [0, T], \mathcal{F})$ into $(\mathbb{R}^d, \mathcal{B}(\mathbb{R}^d))$ satisfying

$$\int_0^T \int_{\mathbb{R}^d} |z|^2 Q(t, dz)\eta(t)dt < \infty,$$

and we set $N(\{0\}, \mathbb{R}^d) = N((0, T], \{0\}) = \vartheta((0, T], \{0\}) = 0$.

Following Delong (2013), we then introduce the standard spaces that allow us to properly define the concept of solution to FBSDEs with jumps. We define

- $\mathbb{H}^2_{T,N}(\mathbb{R}^d)$, the space of all predictable process $U : \Omega \times [0, T] \times \mathbb{R}^d \to \mathbb{R}^d$ satisfying $\mathbb{E}^P \left[ \int_0^T \int_{\mathbb{R}^d} |U_t(z)|^2 Q(t, dz)\eta(t)dt \right] < +\infty$, the integral being considered w.r.t. to the aforementioned predictable compensator $\tilde{N}$;

- $\mathcal{S}^2_{T}(\mathbb{R}^d)$ the space of $\mathbb{F}$-adapted càdlàg processes $Y, Y : \Omega \times [0, T] \to \mathbb{R}^d$ satisfying $\mathbb{E}^P \left[ \sup_{t \in [0, T]} |Y_t|^2 \right] < +\infty$.

### 3 BSDE with Jumps

Let us outline the FBSDE we consider in the present work.
3.1 Forward SDE

Let $T \in \mathbb{R}^+$, $T < \infty$. We consider the following $\mathbb{R}^d$-valued forward SDE

$$X_s = x + \int_t^s \mu(X_r)dr + \int_t^s \sigma(X_r)dW_r^p + \int_s^t \int_{\mathbb{R}^d} \gamma(x_r, z)\tilde{N}(dr, dz), \quad 0 \leq t \leq s \leq T,$$

meaning that we are considering the following system of $\mathbb{R}$-valued SDEs

$$X_s^i = x^i + \int_t^s \mu_i(X_r-)dr + \int_t^s \sigma_i(X_r-)dW_r^p + \int_s^t \int_{\mathbb{R}^d} \gamma_i(x_r, z)\tilde{N}(dr, dz), \quad 0 \leq t \leq s \leq T, \quad 1 \leq i \leq d.$$

Here, the mappings $\mu^i : \mathbb{R}^d \to \mathbb{R}$, $\sigma^i : \mathbb{R}^d \to \mathbb{R}$, $\gamma^i : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}$ are all assumed to be measurable for any $i \in \{1, \ldots, n\}$.

Moreover, for any $i \in \{1, \ldots, n\}$ and $K$ denoting, for better readability, a universal constant such that all below definitions are well posed, we assume that:

(A1) the functions $\mu^i$ and $\sigma^i$ are Lipschitz continuous;

(A2) the functions $\gamma^i$ are measurable and satisfy

$$|\gamma^i(x, z)| \leq K(1 \wedge |z|), \quad (x, z) \in \mathbb{R}^d \times \mathbb{R}^d$$

$$|\gamma^i(x, z) - \gamma^i(x', z)| \leq K|x - x'|(1 \wedge |z|), \quad (x, z), (x', z) \in \mathbb{R}^d \times \mathbb{R}^d;$$

(A3) $N$ indicates a Poisson random measure generated by a Lévy process with Lévy measure $\nu$, namely: $\nu(\{0\}) = 0$ and $\int_{\mathbb{R}^d} 1 \wedge |z|^2 \nu(dz) < \infty$.

It is worth noting that Assumption (A3) allows us to simplify Assumption 2.2. Indeed, setting: $\eta(t) \equiv 1$ and $Q(t, dz) = \nu^p(dz)$ the jumps are those of a time-homogeneous Lévy process. Furthermore, we denote with $(X_{t,x}^t)_{t \leq s \leq T}$ the solution to (3.1) with initial state $(t, x)$.

Theorem 3.1. Under Assumptions (A1)-(A3)

a) For each $(t, x) \in [0, T] \times \mathbb{R}^d$ there exists a unique adapted, càdlàg solution $X_{t,x}^t := (X_{s,x}^t)_{t \leq s \leq T}$ to (3.1).
b) The solution $X^{t,x}$ is a homogeneous Markov process.

**Proof.** Case a), resp. case b), follows from Theorem 6.2.9., resp. from Theorem 6.4.6, in Applebaum (2009). \qed

### 3.2 Related BSDE

Let us consider the following backward SDE (BSDE) characterized by a terminal condition and a generator depending on the state process solving the FSDE: (3.1)

\[
Y_s^{t,x} = g(X_T^{t,x}) + \int_s^T f(r, X_r^{t,x}, Y_r^{t,x}, Z_r^{t,x}, \int_{\mathbb{R}^d} U_r^{t,x}(z)\nu^P(dz))dr
- \int_s^T \alpha(X_r^{t,x})Y_r^{t,x}dr + \int_s^T \beta(X_r^{t,x})Z_r^{t,x}dr - \int_s^T Z_r^{t,x}dW^P_r - \int_s^T \int_{\mathbb{R}^d} U_r^{t,x}(z)\tilde{N}(dr,dz). \tag{3.2}
\]

Again considering a suitable constant $K > 0$, we assume that the function:

(A4) $f : [0,T] \times \mathbb{R}^d \times \mathbb{R} \times \mathbb{R} \times \mathbb{R} \to \mathbb{R}$ is Lipschitz continuous, i.e.

\[
|f(t,x,y,z,u) - f'(t,x',y',z',u')| \leq K (|x - x'| + |y - y'| + |z - z'| + |u - u'|)
\]

for all $(t,x,y,z,u),(t,x',y',z',u') \in [0,T] \times \mathbb{R}^d \times \mathbb{R} \times \mathbb{R} \times \mathbb{R}$, uniformly in $t$;

(A5) $g : \mathbb{R}^d \to \mathbb{R}$ is measurable and satisfies

\[
|g(x) - g(x')| \leq K (|x - x'|), \quad x, x' \in \mathbb{R}^d;
\]

(A6) $\alpha : \mathbb{R}^d \to \mathbb{R}$ satisfies $|\alpha(X_r^{t,x})| \leq K$, $t \leq r \leq T$;

(A7) $\beta : \mathbb{R}^d \to \mathbb{R}$ satisfies $|\beta(X_r^{t,x})| \leq K$, $t \leq r \leq T$;

(A8) $\delta : \mathbb{R} \to \mathbb{R}$ satisfies $\int_{\mathbb{R}^d} |\delta(z)|^2Q^P(t,dz) \leq K$, $t \leq r \leq T$ and $\delta(z) > -1$, $z \in \mathbb{R}^d$.

**Theorem 3.2.** [See Theorem 4.1.3 in Delong (2013)] Under assumptions (A1)–(A5), there exists a unique solution $((X_s^{t,x}), (Y_s^{t,x}), (Z_s^{t,x}), (U_s^{t,x})) \in S^2_T(\mathbb{R}^d) \times S^2_T(\mathbb{R}) \times H^2_T(\mathbb{R}^d) \times H^2_T(\mathbb{R}^d)$ to the forward-backward SDE (FBSDE) (3.1), (3.2).
In what follows we provide the main result of the paper, namely a representation for the value process of the FBSDE (3.1 - 3.2) under different probability measures.

**Theorem 3.3.** Under the preceding assumptions, let $T \in \mathbb{R}^+$, $T < \infty$ and consider $0 < t \leq T$. Let us define

$$E_t := \exp \left\{ -\frac{1}{2} \int_t^T \beta(X_{r-x}^t)^2 \, dr + \int_t^T \beta(X_{r-x}^t) \, dW_r^P ight\}
+ \int_t^T \int_{\mathbb{R}^d} \ln(1 + \delta(z)) - \delta(z) \nu^P(dz) \, dr + \int_t^T \int_{\mathbb{R}^d} \ln(1 + \delta(z)) \tilde{N}(dr, dz) \right\}
= \frac{H_T}{H_t},$$

(3.3)
i.e. $H = \{H_r^P, r \in [t, T]\}$ solves the FSDE

$$dH_r = H_r \left( \beta(X_{r-x}^t) \, dW_r^P + \int_{\mathbb{R}^d} \delta(z) \tilde{N}(dr, dz) \right), \quad 0 < t \leq r \leq T,$$
then the process $Y_{t-x}$ in (3.2) admits the representation

$$Y_{t-x}^t = \mathbb{E}^P \left[ g(X_{T}^t) e^{-\int_t^T \alpha(X_{r-x}^t) \, dr} \mathcal{E}^T + \int_t^T e^{-\int_s^T \alpha(X_{r-x}^t) \, ds} \mathcal{E}^T 
\cdot f \left( r, X_{r-x}^t, Y_{r-x}^t, Z_{r-x}^t, \int_{\mathbb{R}^d} \nu^P(dz) \right) dr \bigg| \mathcal{F}_t \right] \mathbb{P} \text{-a.s.}$$

and, $\mathcal{E}^T$ defined in (3.3) is a true $(\mathbb{P}, \mathcal{F})$-martingale.

Define

- $\frac{\partial^2}{\partial r^2} \bigg|_{t=r} := \mathcal{E}^T_t$ ;
- $W_r^P := W_r^P - \int_t^r \beta(X_{s-x}^t) \, ds$ ;
- $\nu^P(dz) := (1 + \delta(z)) \nu^P(dz)$ ,

then the above defined FBSDE, resp. the process $Y_{t-x}$, admits the equivalent representation

$$Y_{s-x}^t = g(X_{T}^t) + \int_s^T f \left( r, X_{r-x}^t, Y_{r-x}^t, Z_{r-x}^t, \int_{\mathbb{R}^d} \nu^P(dz) \right) dr$$
resp.

\[ Y^t_{r,x} = \mathbb{E}^{\mathbb{P}} \left[ g(X^t_{r,x}) e^{-\int_t^T \alpha(X^t_{r,x}) \, ds} \cdot f(r, X^t_{r,x}, Y^t_{r,x}, Z^t_{r,x}, \int_{\mathbb{R}^d} U^t_{r,x}(z) \frac{\delta(z)}{1 + \delta(z)} \nu^P(\,dz\,) \, dr \bigg| \mathcal{F}_t \right] \mathbb{P} \text{ a.s.} \quad (3.4) \]

under the probability measure \( \mathbb{P}^2 \).

Proof. Thanks to Assumptions (A7) and (A8), the process \( \mathcal{E}^T \) is a true \((\mathbb{P}, \mathcal{F})\)-martingale by Proposition 2.5.1 in [Delong (2013)]. Let us define \( B_r := \exp \{ \int_0^r \alpha(X^t_{r,x}) \, ds \} \). We consider the square integrable martingale

\[ M_s = \mathbb{E}^P \left[ H_T \frac{g(X^T_{r,x})}{B_T} + \int_t^T \frac{H_r}{B_r} f \left(r, X^t_{r,x}, Y^t_{r,x}, Z^t_{r,x}, \int_{\mathbb{R}^d} U^t_{r,x}(z) \delta(z) \nu^P(\,dz\,) \, dr \bigg| \mathcal{F}_s \right] \right], \]

for \( t \leq s \leq T \). The martingale representation theorem implies the existence of stochastic processes \( \tilde{Z} \in \mathbb{H}^2_{\mathbb{P}}(\mathbb{R}^d) \), \( \tilde{U} \in \mathbb{H}^2_{\mathbb{P}}(\mathbb{R}^d) \), such that

\[ M_s = M_t + \int_t^s \tilde{Z}^t_{r,x} dW^P_r + \int_t^s \int_{\mathbb{R}^d} \tilde{U}^t_{r,x}(z) \tilde{N}(dr, dz). \]

Setting \( \tilde{Z}^t_{r,x} := \frac{H_r}{B_r} (Z^t_{r,x} + Y^t_{r,x} \beta(X^t_{r,x})) \) and \( \tilde{U}^t_{r,x}(z) := \frac{H_r}{B_r} (U^t_{r,x}(z)(1 + \delta(z)) + Y^t_{r,x} \delta(z)) \), the Itô-Dōblin lemma implies

\[
\begin{align*}
\frac{d}{H_s} \left( \frac{Y^t_{r,x}}{B_s} \right) &= \frac{1}{H_s} \left( d \left( \frac{Y^t_{r,x}}{B_s} \right) - \frac{Y^t_{r,x}}{B_s} dH_s - d \left[ H_r, \frac{Y^t_{r,x}}{B_s} \right] \right) \\
&= \frac{1}{H_s} \left( \frac{H_r}{B_s} f \left(s, X^t_{r,x}, Y^t_{r,x}, Z^t_{r,x}, \int_{\mathbb{R}^d} U^t_{r,x}(z) \delta(z) \nu^P(\,dz\,) \right) \right) ds \\
&+ \frac{H_r}{B_s} \left( \frac{Y^t_{r,x}}{B_s} H_s \beta(X^t_{r,x}) dW^P_s - \frac{Z^t_{r,x}}{B_s} H_s \beta(X^t_{r,x}) ds \right) \\
&+ \int_{\mathbb{R}^d} \frac{H_r}{B_s} (U^t_{r,x}(z)(1 + \delta(z)) + Y^t_{r,x} \delta(z)) \tilde{N}(ds, dz) \\
&- \int_{\mathbb{R}^d} \frac{Y^t_{r,x}}{B_s} H_s \delta(z) \tilde{N}(ds, dz) \\
&- \int_{\mathbb{R}^d} \frac{1}{B_s} H_s \delta(z) U^t_{r,x} N(ds, dz) \pm \int_{\mathbb{R}^d} \frac{1}{B_s} H_s \delta(z) U^t_{r,x} \nu^P(\,dz\,) ds.
\end{align*}
\]
\[- \frac{1}{B_s} f \left( s, X_{s-}^{t,x}, Y_{s-}^{t,x}, Z_{s-}^{t,x}, \int_{\mathbb{R}^d} U_{s}^{t,x}(z) \delta(z) \nu^P(dz) \right) ds + \frac{Z_{s}^{t,x}}{B_s} dW_s^P \]

\[- \frac{Z_{s}^{t,x}}{B_s} \beta(X_{s}^{t,x}) ds - \frac{1}{B_s} \int_{\mathbb{R}^d} \delta(z) U_{s}^{t,x}(z) \nu^P(dz) ds + \int_{\mathbb{R}^d} \frac{1}{B_s} U_{s}^{t,x}(z) \tilde{N}(ds, dz), \]

and since we also have

\[ d \left( \frac{Y_{s}^{t,x}}{B_s} \right) = \frac{1}{B_s} dY_{s}^{t,x} - \frac{Y_{s}^{t,x}}{B_s^2} dB_s, \]

then

\[ dY_{s}^{t,x} = B_s d \left( \frac{Y_{s}^{t,x}}{B_s} \right) + \frac{Y_{s}^{t,x}}{B_s} dB_s \]

\[ = - f \left( s, X_{s}^{t,x}, Y_{s}^{t,x}, Z_{s}^{t,x}, \int_{\mathbb{R}^d} U_{s}^{t,x}(z) \delta(z) \nu^P(dz) \right) ds \]

\[ + Z_{s}^{t,x} dW_s^P - Z_{s}^{t,x} \beta(X_{s}^{t,x}) ds \]

\[ - \int_{\mathbb{R}^d} \delta(z) U_{s}^{t,x}(z) \nu^P(dz) ds + \int_{\mathbb{R}^d} U_{s}^{t,x}(z) \tilde{N}(ds, dz) + \alpha(X_{s}^{t,x}) Y_{s}^{t,x} ds. \]

Summing up the previous points we recover (3.2), namely:

\[- dY_{s}^{t,x} = \left( f \left( s, X_{s}^{t,x}, Y_{s}^{t,x}, Z_{s}^{t,x}, \int_{\mathbb{R}^d} U_{s}^{t,x}(z) \delta(z) \nu^P(dz) \right) + Z_{s}^{t,x} \beta(X_{s}^{t,x}) \right) \]

\[ + \int_{\mathbb{R}^d} \delta(z) U_{s}^{t,x}(z) \nu^P(dz) - \alpha(X_{s}^{t,x}) Y_{s}^{t,x} \] \[ ds - Z_{s}^{t,x} dW_s^P - \int_{\mathbb{R}^d} U_{s}^{t,x}(z) \tilde{N}(ds, dz). \]

Finally, since \( \mathcal{E}^T \) is a true \((\mathbb{P}, \mathcal{F})\)-martingale, we can apply the Girsanov Theorem as in Theorem 2.5.1 in Delong (2013). By repeating the previous steps under the equivalent measure \( \mathbb{P}^2 \), we have that the new representation of the process \( Y_{s}^{t,x} \) under \( \mathbb{P}^2 \) reads as follows:

\[ Y_{t}^{t,x} = \mathbb{E}^{\mathbb{P}^2} \left[ g(X_{T}^{t,x}) e^{- \int_{t}^{T} \alpha(X_{r}^{t,x}) dr} + \int_{t}^{T} e^{- \int_{t}^{r} \alpha(X_{r}^{t,x}) ds} \cdot f \left( r, X_{r}^{t,x}, Y_{r}^{t,x}, Z_{r}^{t,x}, \int_{\mathbb{R}^d} U_{r}^{t,x}(z) \frac{\delta(z)}{1 + \delta(z)} \nu^{\mathbb{P}^2}(dz) \right) dr \Big| \mathcal{F}_t \right] \] \[ \mathbb{P}^2 \text{ a.s.} \]
We notice that changing the measure in (3.4) results in the appearance of the density process $\mathcal{E}^T$ both next to the terminal condition (which is standard) and inside the integral term which is an uncommon feature of the non-linear and recursive context we are considering.

4 Financial Applications

In what follows, we adopt the setup of Bielecki and Rutkowski (2013), see also Gnoatto and Seiffert (2021). In particular, we fix a positive but finite time horizon $T$. All stochastic processes introduced in the sequel are defined on a filtered probability space $(\Omega, \mathcal{F}, \mathcal{F}_t, \mathbb{P})$ where the filtration $\mathcal{F}_t := \{\mathcal{F}_t, t \in [0, T]\}$ satisfies usual assumptions, while $\mathcal{F}_0$ is the trivial $\sigma-$algebra at initial time. All processes introduced in the sequel are assumed to be $\mathcal{F}$-adapted and we work with càdlàg versions.

We denote by $S^i$ the price (ex-dividend price) of the $i$-th risky asset with cumulative dividend stream $A^i$ with $i = 1, \ldots, d$. We take the perspective of the hedger, i.e., the entity that sells a certain contract and constructs a hedging portfolio against the liability stemming from the contract. Let $\xi^i_t$ denote the number of the hedger’s positions in asset $S^i$ at time $t$. We let $B^0 = B$ be the cash account for unsecured funding and introduce $B^1, \ldots, B^d$ cash accounts allowing for the financing of repurchase agreements (repo trading) on the risky assets. We assume that:

i) $S^i$ for $i = 1, \ldots, d$ are semimartingales;

ii) $A^i$ for $i = 1, \ldots, d$ are finite variation processes with $A^i_0 = 0$;

iii) $B^j$ for $j = 1, \ldots, d$ are strictly positive and continuous processes of finite variation with $B^j_0 = 1$.

We introduce the cumulative dividend price $S^{i,\text{cld}}$, given by

$$S^{i,\text{cld}}_t := S^i_t + B^i_t \int_{(0,t]} (B^i_u)^{-1} dA^i_u, \quad t \in [0, T],$$

together with its discounted version

$$\hat{S}^{i,\text{cld}}_t := \hat{S}^i_t + \int_{(0,t]} (B^i_u)^{-1} dA^i_u,$$

with $\hat{S}^{i,\text{cld}}_t = (B^i)^{-1} S^i$. 
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A trading strategy, or dynamic portfolio, is composed of positions in risky assets $\xi^i, i = 1, \ldots, d$, positions in unsecured funding repo accounts $\psi^j, i = 0, \ldots, d$, and the cash account related to lending and borrowing collateral $\psi^{c,l}, \psi^{c,b}$

$$\varphi = (\xi^1, \ldots, \xi^d, \psi^0, \ldots, \psi^d, \psi^{c,l}, \psi^{c,b}).$$

Processes $(\xi^1, \ldots, \xi^d)$ are assumed to be $\mathbb{F}$-predictable, while $(\psi^0, \ldots, \psi^d, \psi^{c,l}, \psi^{c,b})$ are $\mathbb{F}$-adapted, allowing the stochastic integrals we then introduce to be well defined. Trading strategies are subject to admissibility constraints. A contract is represented by means of its cumulative stream of cash flows, hence by a process $A$ of finite variation with càdlàg paths, such that $A_0^- = 0$.

As to provide an example, if the hedger sells a standard call option written on $S^i$, with maturity time $T$ and strike price $K$, at a price $p$, then

$$A_t = \frac{p}{\mathbb{E}[0,T]}(t) - (S_T^i - K)^+1_{[T]}(t).$$

To prevent arbitrage opportunities via trivial positions in the cash accounts, we impose the repo constraint

$$\psi^i_t B^i_t + \xi^i_t S^i_t = 0, \quad d\mathbb{P} \otimes dt - a.s. \quad (4.1)$$

meaning that the holdings in the i-th cash account is instrumental to the purpose of financing the position in the i-th risky asset only.

In the setting of Bielecki and Rutkowski (2015), the meaning of a martingale measure is that of a measure such that all processes $\hat{S}^{i,cld}$ are local martingales.

**Proposition 4.1.** [See Proposition 3.1 in Bielecki and Rutkowski (2015)]

Assume that all strategies available to the hedger are admissible and satisfy the repo constraint (4.1). If $\exists$ a probability measure $\mathbb{Q}$ on $(\Omega, \mathcal{F}_T)$ such that $\mathbb{Q} \sim \mathbb{P}$ and the processes $\hat{S}^{i,cld}, i = 1, \ldots, d$ are local $(\mathbb{Q}, \mathbb{F})$ martingales, then the market model is free of arbitrage opportunities for the hedger.

Let us now specialize the above introduced setting by means of the following assumptions:

1. All processes $B^j_t$ are absolutely continuous, meaning that they can be written as $dB^j_t = r^j_t B^j_t dt$ for some $\mathbb{F}$-adapted processes $r^j, j = 0, \ldots, d$.

To simplify the treatment of existence and uniqueness of BSDEs, we assume that such rates are bounded.
2. We let $W_1^P, \ldots, W_d^P$ be standard mutually independent Brownian motions and we define $W^P = \left( \begin{array}{c} W_1^P \\ \vdots \\ W_d^P \end{array} \right)$.

3. We introduce vector fields $\mu^1, \ldots, \mu^d, \sigma^1, \ldots, \sigma^d$ which are assumed to be bounded stochastic process, and we write

$$\mu = \left( \begin{array}{c} \mu^1 \\ \vdots \\ \mu^d \end{array} \right), \quad \Sigma = \left( \begin{array}{ccc} \sigma^1 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & \sigma^d \end{array} \right).$$

Each asset is then characterized by the following dividend process

$$A^i_t = \int_0^t k^i_u S^i_u du,$$

where $k^i, i = 1, \ldots, d$ are $\mathbb{F}$-adapted bounded stochastic processes, while the risky assets evolve according to

$$dS = d \left( \begin{array}{c} S^1_t \\ \vdots \\ S^d_t \end{array} \right) = diag(S) \left( \mu_t dt + \Sigma_t \tilde{\rho}_t dW^P_t \right), \quad (4.2)$$

where $\tilde{\rho}_t$ is a matrix such that $\rho_t = \tilde{\rho}_t \tilde{\rho}_t^T$ represents the correlation matrix between $W_1^P, \ldots, W_d^P$. Moreover, $\tilde{\rho}$ is such that $\Sigma_t \tilde{\rho}_t$ is invertible, for every $t \in [0, T]$. Given the previous setting, let us recall the shape of the martingale measure $Q$ as stated in Lemma 5.2 in Bielecki and Rutkowski (2015).

**Lemma 4.2.** Under the measure $Q$, risky assets evolve according to

$$d \left( \begin{array}{c} S^1_t \\ \vdots \\ S^d_t \end{array} \right) = diag(S) \left( \begin{array}{c} r^1_t - k^1_t \\ \vdots \\ r^d_t - k^d_t \end{array} \right) dt + \Sigma_t \tilde{\rho}_t dW^Q_t,$$

where the multivariate Brownian motion $W^Q$ is given as

$$W^Q := W^P_t + \int_0^t (\Sigma_u \tilde{\rho}_u)^{-1} \left( \begin{array}{c} \mu^1_u - r^1_u + k^1_u \\ \vdots \\ \mu^d_u - r^d_u + k^d_u \end{array} \right) du. \quad (4.3)$$

Given the assumptions [1] and [3] and denoting

$$\theta_u := (\Sigma_u \tilde{\rho}_u)^{-1} \left( \begin{array}{c} \mu^1_u - r^1_u + k^1_u \\ \vdots \\ \mu^d_u - r^d_u + k^d_u \end{array} \right), \quad (4.4)$$
it is immediate to conclude that the stochastic exponential
\[ \mathcal{E}_0^t = \exp \left\{ - \int_0^t \theta_u^T dW_u - \frac{1}{2} \int_0^t \theta_u^T \theta_u du \right\} \]
is a true martingale such that \( W^Q \) defined in \( [4.3] \) is a Brownian motion according to the Girsanov theorem.

4.1 Wealth Dynamics and Pricing under Different Measures

In what follows, we analyse the situation where collateral is exchanged in continuous time between the hedger and the counterparty to reduce possibly outstanding credit exposures.

Under the previously introduced probability space, we denote by \( C \) an \( \mathbb{F} \)-adapted stochastic process representing the exchanged collateral. \( C^+ \) represents the collateral received while \( C^- \) is the collateral posted by the hedger. Collateral posted, resp. received, earns, resp. pays, an interest at a rate \( r^{c,l} \), resp. \( r^{c,b} \), and we set \( C_T = 0 \), meaning that all collateral is returned at the terminal time when trading stops. The interest rates \( r^{c,l}, r^{c,b} \) are assumed to be \( \mathbb{F} \)-adapted and bounded processes. When collateral is posted via cash and the receiver is allowed to use it to fund own trading activity, then, according to equations 5.23 and 5.24 in Bielecki and Rutkowski (2015), the wealth dynamics are as follows:
\[
dV_t(\varphi) = r_t V_t(\varphi)dt + \sum_{i=1}^d \xi_i^t (dS_i^{t} - r_i^t S_i^t dt + k_i^t S_i^t dt) + d\hat{F}^h_t + dA_t, \quad (4.5)
\]
where
\[
\hat{F}^h_t := \int_0^t C_u^+ (r_u - r^{c,b}_u)du - \int_0^t C_u^- (r_u - r^{c,l}_u)du.
\]
We are then in a position to apply the representation stated in Section 3.2 so as to obtain pricing formulas under different measures.

Assumption 4.3.

\( a) \) \( A_t = p \mathbb{1}_{[0,T]}(t) + X \mathbb{1}_{[T]}(t) \) for \( X \in \mathcal{F}_T = \mathcal{F}_T^S \), where by \( p = \mathbb{E} \) we mean that the filtration is generated by the risky assets, and \( p \) is the initial price.

\( b) \) The collateral process is of the form \( C = c(V) \), where \( c \) is a Lipschitz function.
Let us now apply Theorem 3.3. We can substitute the \( \mathbb{P} \) dynamics in (1.2) inside (1.5) as

\[
\begin{align*}
\begin{aligned}
    dV_t(\varphi) &= r_t V_t(\varphi) dt + \sum_{i=1}^{d} \xi_i^t (\mu_i^t S_i^t dt + S_i^t (\Sigma_t \tilde{\rho}_t dW_t^\mathbb{P}))
    + d\hat{F}_t^b + dA_t \\
    &= r_t V_t(\varphi) dt + \left( \xi_t \text{diag}(S_t) \Sigma_t \tilde{\rho}_t, (\Sigma_t \tilde{\rho}_u) \right)^{-1} \begin{pmatrix} (\mu_1^t - r_1^t + k_1^t) \\ \vdots \\ (\mu_d^t - r_d^t + k_d^t) \end{pmatrix} dt \\
    &\quad + \left( \xi_t \text{diag}(S_t) \Sigma_t \tilde{\rho}_t, dW_t^\mathbb{P} \right) + d\hat{F}_t^b + dA_t.
\end{aligned}
\end{align*}
\]

We set \( Z := \xi \text{diag}(S) \Sigma \tilde{\rho} \in \mathbb{R}^d \) and \( \theta \) as in (1.4), therefore, we are left with a BSDE providing a non-linear pricing rule, i.e.:

\[
\begin{align*}
    dV_t(\varphi) &= r_t V_t(\varphi) dt + Z_t^T \theta_t dt + Z_t^T dW_t^\mathbb{P} + (r_t - r_t^{c,b}) C_t^+ dt \\
    &\quad - (r_t - r_t^{c,l}) C_t^- dt + dA_t. \quad (4.6)
\end{align*}
\]

Therefore, by the results in Section 3.2, we obtain the following version of Proposition 5.4 in Bielecki and Rutkowski (2015) under \( \mathbb{P} \).

**Lemma 4.4.** Let \( X \) be \( \mathcal{F}_T^\mathbb{P} \)-measurable with \( X \in L_2^\mathbb{P}(\Omega, \mathcal{F}_T^\mathbb{P}) \), then there exists a unique solution \( (V, Z) \in S_T^\mathbb{P}(\mathbb{R}) \times \mathbb{H}_T^\mathbb{P}(\mathbb{R}) \) to the BSDE (1.6). The contract \( A_t = p_1(t, \mathbb{P}_t) + X_2(t, \mathbb{T}) \) with collateral specification b) can be replicated by an admissible trading strategy \( \xi \). We have \( p_t = V_t \) and the process \( V \) admits the following representation under \( \mathbb{P} \):

\[
p_t = V_t(\varphi) = -\mathbb{E}_\mathbb{P} \left[ \frac{B_t}{B_T} X \mathcal{E}_t^T + \int_t^T \frac{B_t}{B_u} \mathcal{E}_u \mathcal{E}_t^T \right. \\
\left. \left[ (r_u - r_u^{c,b}) C_u^+ - (r_u - r_u^{c,l}) C_u^- \right] du | \mathcal{F}_t \right]. \quad (4.7)
\]

**Remark 4.5.** In the formula above, we recognize the term \( \frac{B_t}{B_T} \mathcal{E}_t^T \) as the stochastic discount factor or state price density in the terminology of financial economics, see e.g. Duffie (2001), Barucci and Fontana (2017).

Next, by exploiting the result derived in Theorem 3.3 see eq. (3.4), we can equivalently rewrite the BSDE under the measure \( \mathbb{Q} \) as

\[
\begin{align*}
    dV_t(\varphi) &= r_t V_t(\varphi) dt + Z_t^T dW_t^\mathbb{Q} + (r_t - r_t^{c,b}) C_t^+ dt - (r_t - r_t^{c,l}) C_t^- dt + dA_t, \quad (4.8)
\end{align*}
\]

allowing us to reformulate Proposition 5.4 in Bielecki and Rutkowski (2015).
Lemma 4.6. Let $X$ be $\mathcal{F}^Z_T$-measurable with $X \in L^2_T(\Omega, \mathcal{F}^Z_T)$, then $\exists$ solution $(V, Z) \in S^2_T(\mathbb{R}) \times H^2_T(\mathbb{R})$ to the BSDE (1.8). The contract $A_t = p \mathbb{1}_{[0,T]}(t) + X \mathbb{1}_{[T]}(t)$ with collateral specification b) in Assumption 4.3 can be replicated by an admissible trading strategy $\xi$. We have $p_t = V_t(\varphi)$ and the process $V_t$ admits the representation under $Q$:

$$p_t = V_t(\varphi) = -\mathbb{E}^Q \left[ \frac{B_t}{B_T} X + \int_t^T \frac{B_t}{B_u} \left[ (r_u - r_u^{c,b}) C_u^+ - (r_u - r_u^{c,l}) C_u^- \right] dW_u \middle| \mathcal{F}_t \right].$$

Remark 4.7. A classical example for $X \in L^2_T(\Omega, \mathcal{F}^Z_T)$ is given by a Lipschitz function of the risky assets $S^1, \ldots, S^d$ which covers e.g., European call and put options.

4.2 Benchmark approach interpretation

In what follows we further analyse (4.7), from the Benchmark Approach point of view. Let us explicitly state the form of the product of the ratio of cash-accounts times the density process

$$\frac{B_t}{B_T} e_t^T = \exp \left\{ -\int_t^T r_s ds - \frac{1}{2} \int_t^T \theta_s^I \theta_s ds - \int_t^T \theta_s^I dW^P \right\}$$

$$= \frac{\exp \left\{ \int_t^T r_s ds + \frac{1}{2} \int_t^T \theta_s^I \theta_s ds + \int_t^T \theta_s^I dW^P \right\}}{\exp \left\{ \int_t^0 r_s ds + \frac{1}{2} \int_t^0 \theta_s^I \theta_s ds + \int_t^0 \theta_s^I dW^P \right\}}.$$

We recognize in this ratio the solution to the SDE satisfied by the Growth Optimal Portfolio (GOP) in the benchmark approach of Platen and Heath (2006), namely

$$dS_t^{\delta^*} = r_t dt + \langle \theta_t, \theta_t dt + dW^P_t \rangle.$$

It is worth recalling that the GOP is the portfolio maximizing the expected logarithmic utility. In Platen and Heath (2006), the GOP plays a central role in financial evaluation. Indeed, it has the role of the numéraire for the physical probability measure $P$, allowing for the derivation of a pricing formula for contingent claims under $P$, i.e. the so-called real-world pricing formula. The latter generalizes the risk-neutral valuation formula since it can be applied also when a risk-neutral measure does not exist. Exploiting our previous calculations, we deduce that (4.7) can be written as in the following corollary, hence extending the real world pricing formula derived
in Platen and Heath (2006) in the presence of collateral and multiple interest rates.

**Corollary 4.7.1.** [The real World Pricing Formula - Case with collateral]
The price of the claim \( A_t = p1_{[0,T]}(t) + X1_{[T]}(t) \) with \( X \in \mathbb{L}^2_{\mathbb{Q}}(\Omega, \mathcal{F}^S_T) \) is given by

\[
p_t = V_t(\varphi) = -E^\mathbb{P}\left[ \frac{S_t^\delta - S_t^\delta}{S_t^\delta} X + \int_t^T \frac{S_t^\delta - S_u^\delta}{S_u^\delta} \left[ (r_u - r_u^C)C_u^+ - (r_u - r_u^C)C_u^- \right] du \bigg\vert \mathcal{F}_t \right],
\]

where \( S_t^\delta \) is the growth optimal portfolio with dynamics

\[
\frac{dS_t^\delta}{S_t^\delta} = r_t dt + \langle \theta_t, \theta_t dt + dW_t^\mathbb{P} \rangle.
\]

### 4.3 Exchange option example

In this subsection we reconsider the classical example of an exchange option, see Geman et al. (1995), but in the presence of collateral and multiple interest rates. We define \( \tilde{V} = \frac{V}{\tilde{F}} \) the discounted wealth process. From Equation (4.8), the dynamics under the measure \( \mathbb{Q} \) are given by

\[
d\tilde{V}_t(\varphi) = \frac{Z_t^\delta}{B_t} dW_t^\mathbb{Q}_t + \frac{1}{B_t} \left( (r_t - r_t^C)C_t^+ - (r_t - r_t^C)C_t^- \right) dt + \frac{1}{B_t} dA_t.
\]

From Proposition 4.1 we know that the ratio \( \frac{S_t^\delta}{S_t^\delta} \) is a \((\mathbb{Q}, \mathbb{F})\)-local martingale. Such ratio can be used to construct a new probability measure. Let us first compute the dynamics of \( \frac{B_t^2}{S_t^2} \) under \( \mathbb{Q} \) as

\[
d \left( \frac{B_t^2}{S_t^2} \right) = \frac{B_t^2}{S_t^2} \frac{dW_t^\mathbb{Q}}{S_t^2} + \frac{1}{B_t^2} \left( (r_t - r_t^C)C_t^+ - (r_t - r_t^C)C_t^- \right) \frac{dW_t^\mathbb{Q}}{B_t^2}
\]

\[
= \frac{B_t^2}{S_t^2} \left( (\sigma_t^2)^2 dt - \sigma_t^2 \sum_{j=1}^d \rho_{2,j} dW_t^\mathbb{Q,j} \right) = \frac{B_t^2}{S_t^2} \left( (\sigma_t^2)^2 dt - \sigma_t^2 \tilde{\rho}_{2,t} dW_t^\mathbb{Q} \right),
\]

where \( \left( \Sigma_t \tilde{\rho}_t dW_t^\mathbb{Q} \right)_2 \) refers to the second coordinate of the vector \( \left( \Sigma_t \tilde{\rho}_t dW_t^\mathbb{Q} \right) \) and \( \tilde{\rho}_{2,t} \) is the second row of \( \tilde{\rho}_t \). We can write

\[
d \left( \frac{B_t^2}{S_t^2} \right) = \frac{B_t^2}{S_t^2} \left( (\sigma_t^2)^2 \tilde{\rho}_{2,t} d\tilde{\rho}_{2,t} dt - \sigma_t^2 \tilde{\rho}_{2,t} dW_t^\mathbb{Q} \right).
\]
Since then the dynamics of the product $V$ where we have $\bar{\rho}$

Concerning the quadratic covariation term we have the correlation matrix.

Define

- $\frac{\partial Q^2}{\partial t} := \frac{S_t^2}{B_t^2} \frac{\bar{\rho}_{2,2}^2}{S_t^2}$;

- $dW_t^Q := dW_t^Q - \sigma_t^2 \bar{\rho}_{2,2} dt$.

Since

$$d\bar{V}_t(\varphi) = \frac{1}{B_t} \sum_{i=1}^d \sum_{j=1}^d \xi_i^1 S_t^1 \sigma_i^1 \bar{\rho}_{i,j} dW_t^{Q,j}$$

$$+ \frac{1}{B_t} \left( (r_t - r_t^{c,i})C_t^+ - (r_t - r_t^{c,i})C_t^- \right) dt + \frac{1}{B_t} dA_t,$$

then the dynamics of the product $\frac{V}{B S^2}$ is given by:

$$d \left( \frac{V}{B} \frac{B^2}{S^2} \right)_t = \frac{B_t^2}{S_t^2} \left( \frac{1}{B_t} \sum_{i=1}^d \sum_{j=1}^d \xi_i^1 S_t^1 \sigma_i^1 \bar{\rho}_{i,j} dW_t^{Q,j} 

+ \frac{1}{B_t} \left( (r_t - r_t^{c,i})C_t^+ - (r_t - r_t^{c,i})C_t^- \right) dt + \frac{1}{B_t} dA_t \right)$$

$$+ \frac{V_t}{B_t^2 S_t^2} \left( (\sigma_t^2) dt - \sigma_t^2 \sum_{j=1}^d \bar{\rho}_{2,j} dW_t^{Q,j} \right)$$

$$+ d \left( \sum_{i,j=1}^d \int_0^t \xi_i^1 S_t^1 \sigma_i^1 \bar{\rho}_{i,j,u} dW_u^{Q,j}, \sum_{j=1}^d \int_0^t \sigma_u^2 \bar{\rho}_{2,j,u} dW_u^{Q,j} \right)_t \left( \frac{B_t^2}{B_t S_t^2} \right) \left( \frac{B_t^2}{B_t S_t^2} \right).$$

Concerning the quadratic covariation term we have

$$d \left( \sum_{i,j=1}^d \int_0^t \xi_i^1 S_t^1 \sigma_i^1 \bar{\rho}_{i,j,u} dW_u^{Q,j}, \sum_{j=1}^d \int_0^t \sigma_u^2 \bar{\rho}_{2,j,u} dW_u^{Q,j} \right)_t \left( \frac{B_t^2}{B_t S_t^2} \right)$$

$$= - \sum_{i=1}^d \xi_i^1 S_t^1 \sigma_i^1 \sum_{j=1}^d \sum_{k=1}^d \bar{\rho}_{i,j,k} \bar{\rho}_{2,k,l} d\langle W^Q, dW^{Q,k} \rangle_l \left( \frac{B_t^2}{B_t S_t^2} \right)$$

$$= - \frac{B_t^2}{B_t S_t^2} \sum_{i=1}^d \xi_i^1 S_t^1 \sigma_i^1 \sum_{k=1}^d \bar{\rho}_{i,k,l} \bar{\rho}_{2,k,l} dt$$
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\[ = - \frac{B_t^2}{B_t S_t^2} (\xi_t \text{diag}(S_t) \Sigma_t \tilde{\rho}_t) \sigma_t^2 (\tilde{\rho}_{2,.t})^\top dt , \]

where we recall that \( \xi_t \text{diag}(S_t) \Sigma_t \tilde{\rho}_t = Z_t \) and \( \tilde{\rho}_{2,.t} \) denotes the second row of \( \tilde{\rho}_t \). Collecting all terms we have

\[ d \left( \frac{V^2}{B^2 S^2} \right)_t = \frac{B_t^2}{S_t^2} \left( \frac{1}{B_t} Z_t^d dW_t^Q + \frac{1}{B_t} ((r_t - r_t^{c,b}) C_t^+ - (r_t - r_t^{c,l}) C_t^-) dt + \frac{1}{B_t} dA_t \right) \]

\[ + \frac{V_t B_t^2}{B_t S_t^2} \left( - \sigma_t^2 \tilde{\rho}_{2,.t} (dW_t^Q - \sigma_t^2 \tilde{\rho}_{2,.t} dt) \right) - \frac{B_t^2}{B_t S_t^2} Z_t^\top \sigma_t^2 (\tilde{\rho}_{2,.t})^\top dt , \]

therefore, after rearranging, we obtain

\[ d \left( \frac{V^2}{B^2 S^2} \right)_t = \frac{B_t^2}{S_t^2} \left( \frac{1}{B_t} Z_t^d dW_t^Q - \sigma_t^2 (\tilde{\rho}_{2,.t})^\top dt \right) \]

\[ + \frac{1}{B_t} \left( (r_t - r_t^{c,b}) C_t^+ - (r_t - r_t^{c,l}) C_t^- \right) dt + \frac{1}{B_t} dA_t \]

\[ - \frac{V_t B_t^2}{S_t^2} \sigma_t^2 \tilde{\rho}_{2,.t} (dW_t^Q - \sigma_t^2 (\tilde{\rho}_{2,.t})^\top dt) . \]

If we now define \( \tilde{Z} := Z_t - V_t \sigma_t^2 \tilde{\rho}_{2,.t} \), then, by the Girsanov Theorem, we have:

\[ d \left( \frac{V_t B_t^2}{S_t^2} \right) = \frac{B_t^2}{S_t^2} \tilde{Z}^\top dW_t^Q + \frac{B_t^2}{S_t^2} B_t \left( (r_t - r_t^{c,b}) C_t^+ - (r_t - r_t^{c,l}) C_t^- \right) dt + dA_t \]

We omit the conditional expectation representation of the BSDE above, since it is immediate. Now, under the further assumption \( r^2 = r \), by applying Theorem 3.3 we recover, the usual change of Numéraire, but in the presence of a non-linear, recursive integral term:

\[ p_t = -S_t^2 \mathbb{E}^Q \left[ \frac{X}{S_T^2} + \int_T^T \frac{1}{S_s^2} \left( (r_s - r_s^{c,b}) C_s^+ - (r_s - r_s^{c,l}) C_s^- \right) ds \mid F_t \right] . \]

In the present example, \( X \) is the payoff of the exchange option, i.e.

\[ X = (S_1^+ - S_2^2)^+ . \]
In summary, we obtain
\[ p_t = -S_t^2 \mathbb{E}^{Q^S} \left[ \frac{(S_t^1 - S_T^2)^+}{S_T^2} \right] + \int_t^T \frac{1}{S_s^2} \left[ (r_s - r_s^{c,b}) C_s^+ - (r_s - r_s^{c,l}) C_s^- \right] ds | \mathcal{F}_t, \]

i.e.
\[ p_t = -S_t^2 \mathbb{E}^{Q^S} \left[ \frac{(S_t^1 - 1)}{S_T^2} \right] + \int_t^T \frac{1}{S_s^2} \left[ (r_s - r_s^{c,b}) C_s^+ - (r_s - r_s^{c,l}) C_s^- \right] ds | \mathcal{F}_t. \]

When there is no collateral, we recover the classical Margrabe’s formula under the standard Black-Scholes multivariate model.

4.4 Pure jump setting example

We assume that the risky asset evolves now according to
\[ dS_t^i = \mu^i dt + \int_{\mathbb{R}} \left( e^z - 1 \right) (N - \nu^F)(dt, dz), \]

which corresponds to the SDE associated to the class of exponential Lévy models. For the sake of the present example, we assume that \( N \) has compensator \( \nu^F(dz)dt = \lambda \mathbb{1}_\alpha(dz)dt \), i.e. we consider a Poisson process with constant intensity \( \lambda \) and fixed jump size \( \alpha \). We construct the martingale measure along the following steps. In line with Bielecki and Rutkowski (2015), our objective is to guarantee that the process
\[
\tilde{S}_t^i := \left( \frac{S_t^i}{B_t} \right)_{0 \leq t \leq T}
\]
is a local martingale. Consider next
\[
d\tilde{S}_t^i = \tilde{S}_t^i \left( \mu^i - r^i \right) dt + \int_{\mathbb{R}} \left( e^z - 1 \right) (N - \nu^F)(dt, dz) \]
\[
= \tilde{S}_t^i \left( \left( e^\alpha - 1 \right) N(dt, \{\alpha\}) - \int_{\mathbb{R}} \left( e^z - 1 \right) \lambda \mathbb{1}_\alpha(z)dz \right) + \left( \mu^i - r^i \right) dt \]
\[
= \tilde{S}_t^i \left( \left( e^\alpha - 1 \right) N(dt, \{\alpha\}) \right) - \left( e^\alpha - 1 \right) \lambda \frac{\mu^i - r^i}{e^\alpha - 1} \]
\[
= \tilde{S}_t^i \left( \left( e^\alpha - 1 \right) N(dt, \{\alpha\}) \right) - \left( e^\alpha - 1 \right) \lambda \left( 1 - \frac{\mu^i - r^i}{(e^\alpha - 1) \lambda} \right),
\]
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Recalling the notation of Theorem 3.3, this means that we have

\[
\delta(z) = \delta = -\frac{\mu - t}{(e^\alpha - 1)\lambda},
\]

which is the Girsanov kernel in the present setting. Under \(Q\), we have

\[
\frac{dS^i_t}{S^i_{t-}} = r^i dt + \int_{\mathbb{R}} (e^z - 1)(N - \nu^P)(dt, dz),
\]

with

\[
\nu^Q(dz) = (1 + \delta(z))\nu^\mathbb{P}(dz) = \left(1 - \frac{\mu - r}{(e^\alpha - 1)\lambda}\right)\lambda\mathbb{1}_\alpha(dz).
\]

In summary we have:

**Under \(P\)**

\[
\frac{dS^i_t}{S^i_{t-}} = \mu^i dt + \int_{\mathbb{R}} (e^z - 1)(N - \nu^\mathbb{P})(dt, dz), \text{ i.e.}
\]

\[
S^i_t = S^i_0 \exp\left\{\mu t - \int_{\mathbb{R}} (e^z - 1 - z)\nu(dz)t + \int_{\mathbb{R}} z(N - \nu^\mathbb{P})(dt, dz)\right\}.
\]

**Under \(Q\)**

\[
\frac{dS^i_t}{S^i_{t-}} = r^i dt + \int_{\mathbb{R}} (e^z - 1)(N - \nu^Q)(dt, dz),
\]

\[
\nu^Q(dz) = (1 + \delta(z))\nu^\mathbb{P}(dz) = \left(1 - \frac{\mu - r}{(e^\alpha - 1)\lambda}\right)\lambda\mathbb{1}_\alpha(dz).
\]

**Density process \(E^T_t\)**

\[
E^T_t = \exp\left\{\int_t^T \int_{\mathbb{R}^d} \ln(1 + \delta) d\tilde{N}(dr, dz) + \int_t^T \int_{\mathbb{R}^d} (1 + \delta)\tilde{N}(dr, dz)\right\}.
\]

### 4.4.1 Portfolio dynamics with jumps

We start again from the wealth dynamics

\[
dV_t(\varphi) = r_t V_t(\varphi)dt + \sum_{i=1}^d \xi_i(t)(dS^i_t - r^i_t S^i_t dt + k^i_t S^i_t dt) + d\tilde{F}^b_t + dA_t,
\]

then, substituting the \(P\) dynamics of \(S\), and setting \(d = 1\), we have
\( dV_t(\varphi) = r_t V_t(\varphi)dt + \xi^1_t \left(S^1_t \left( \mu^1 dt + \int_\mathbb{R} (e^z - 1)(N - \nu^\mathbb{P})(dt, dz) \right) - r^1 S^1 dt \right) + d\hat{F}^h_t + dA_t , \)

it follows that, setting

\[ U^1 := \xi^1 S^1 \]

we obtain

\[
dV_t(\varphi) = r_t V_t(\varphi)dt + U^1_t (\mu^1 - r^1)dt + U^1_t \int_\mathbb{R} (e^z - 1)(N - \nu^\mathbb{P})(dt, dz) + d\hat{F}^h_t + dA_t .
\]

allowing us to apply Theorem 3.3 in the present pure jump setting.

**Lemma 4.8.** Let \( X \) be \( \mathcal{F}^\mathbb{Q}_T \)-measurable with \( X \in L^2(\Omega, \mathcal{F}^\mathbb{Q}_T) \), then there exists a unique solution \( (V, Z) \in S^2_\mathbb{R} \times H^2_{\mathbb{Q},N}(\mathbb{R}) \) to the BSDE (4.9). The contract \( A_t = p\mathbb{1}_{[0,T]}(t) + X \mathbb{1}_{[T]}(t) \) with collateral specification b) in Assumption 4.3, can be replicated by an admissible trading strategy \( \xi \). We have \( p_t = V_t(\varphi) \) and the process \( V \) admits the representation under \( \mathbb{P} \).

\[
p_t = V_t(\varphi) = -E^\mathbb{P} \left[ \frac{B_t}{B_T} X E^T_t + \int_t^T \frac{B_u}{B_u} E^u_t \right.
+ \left. \left( (r_u - r_u^{a,b}) C^+_u - (r_u - r_u^{c,l}) C^-_u \right) du | \mathcal{F}_t \right].
\]

Next, again using the change of measure formula of Theorem 3.3, we can rewrite the BSDE under the measure \( \mathbb{Q} \) as

\[
dV_t(\varphi) = r_t V_t(\varphi)dt + \int_\mathbb{R} U^1_t (e^z - 1)(N - \nu^\mathbb{P})(dt, dz) + d\hat{F}^h_t + dA_t .
\]

Finally, we can reformulate Proposition 5.4 in [Bielecki and Rutkowski (2013)] in a pure jump setting. We omit the statement since it is analogous to our Lemma 4.6.

### 4.5 A generalization of the change of numéraire technique

The reasoning we illustrated in Section 4.1 provides us with a generalization of the well-known change of numéraire technique that covers recursive conditional expectations. The technique involves the following steps:
1. Start by considering wealth dynamics under a starting probability measure $Q$, for example as in Equation 4.8 for $\tilde{V}$;

2. Consider a traded asset, suitably discounted so as to treat a $(Q,F)$-martingale (the ratio $\frac{S^2}{B^2}$ in Section 4.3) and compute its (inverse) dynamics via the Itô formula;

3. Identify the stochastic drivers under the new measure $Q'$;

4. Compute the dynamics of the product between $\tilde{V}$ and the (inverse) density process;

5. Apply Theorem 5.3 to obtain the expression for the price under the new probability measure $Q'$.
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