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Abstract

Given two polynomials $p(x), q(x)$ of degree $d$, we give a combinatorial formula for the finite free cumulants of $p(x) ⊠_d q(x)$. We show that this formula admits a topological expansion in terms of non-crossing multi-annular permutations on surfaces of different genera.

This topological expansion, on the one hand, deepens the connection between the theories of finite free probability and free probability, and in particular proves that $⊗_d$ converges to $⊗$ as $d$ goes to infinity. On the other hand, borrowing tools from the theory of second order freeness, we use our expansion to study the infinitesimal distribution of certain families of polynomials which include Hermite and Laguerre, and draw some connections with the theory of infinitesimal distributions for real random matrices.

Finally, building on our results we give a new short and conceptual proof of a recent result [Ste21, HK21] that connects root distributions of polynomial derivatives with free fractional convolution powers.

1 Introduction

The connection between free probability and random matrices, discovered by Voiculescu [Voi91], is nowadays well-known and has found a broad range of applications. One could roughly summarize this connection as follows: large independent randomly rotated matrices behave like free random variables. This means that when the dimension $d$ goes to infinity, we may calculate the distribution of polynomials in these matrices by plugging in free random variables.

The topic we are concerned with here is the connection between free probability and the analytic theory of polynomials, where already for polynomials of fixed degree $d$ interesting parallels between the two theories emerge. This was recently brought to light by Marcus, Spielman and Srivastava [MSS22], where two classical polynomial convolutions [Sze22, Wal22] were re-discovered as expected characteristic polynomials of the sum and product of randomly rotated
matrices. Since then, the finite free convolutions discussed in the aforementioned work, and their relevance in free probability and the analytic theory of polynomials, were further explored by Marcus [Mar21], and have been revisited in the now growing literature of finite free probability [AP18, LR18, GM22, RLP19, CY20, Mir21].

Of greatest relevance to this paper is the combinatorial approach, based on cumulants, for the finite free additive convolution that was introduced by Arizmendi and Perales [AP18]. These finite free cumulants converge to free cumulants as \( d \) goes to infinity and share many of their properties. In the present work we further this approach to also include the finite free multiplicative convolution in the combinatorial description and present applications of our results to the asymptotic theory of polynomials. Below we give a brief summary of our main results, deferring to Section 2 the precise definitions of some of the notation used in these statements.

**Combinatorial formulas.** Following [MSS22], given two complex monic polynomials

\[
p(x) = \sum_{i=0}^{d} x^{d-(i)} a_i^p \quad \text{and} \quad q(x) = \sum_{i=0}^{d} x^{d-(i)} a_i^q
\]

of degree at most \( d \), the finite free additive convolution, \( p \boxplus_d q \), and the finite free multiplicative convolution, \( p \boxdot_d q \), are defined as:

\[
[p \boxplus_d q](x) := \sum_{k=0}^{d} x^{d-k} (-1)^k \sum_{i+j=k} \frac{(d-i)!(d-j)!}{d!(d-k)!} a_i^p a_j^q,
\]

and

\[
[p \boxdot_d q](x) := \sum_{k=0}^{d} x^{d-k} (-1)^k \frac{a_i^p a_j^q}{d!}.
\]

Our first result gives a formula for the finite free cumulants \( \kappa_n^d \) of \( p \boxdot_d q \) in terms of the finite free cumulants of \( p \) and \( q \) (see Definition 2.4), and for the moments \( m_n \) of the empirical root distribution of \( p \boxdot_d q \) (defined in (7)) in terms of the finite free cumulants of \( p \) and the moments of \( q \). We refer the reader to Section 2 for definitions of the notation related to partitions.

**Theorem 1.1** (Primary formulas). Let \( p \) and \( q \) be monic polynomials of degree \( d \). Then, the following formulas hold:

\[
\kappa_n^d(p \boxdot d q) = \frac{(-1)^{n+1}}{(d+1)(n-1)!} \sum_{\sigma, \tau \in \mathcal{P}(n) \atop \sigma \vee \tau = 1_n} d^{\# \sigma + \# \tau} \mu(0, n, \sigma) \mu(0, n, \tau) \kappa_n^d(p) \kappa_n^d(q)
\]

and

\[
m_n(p \boxdot d q) = \frac{(-1)^{n+1}}{(d+1)(n-1)!} \sum_{\sigma, \tau \in \mathcal{P}(n) \atop \sigma \vee \tau = 1_n} d^{\# \sigma + \# \tau} \mu(0, n, \sigma) \mu(0, n, \tau) m_n(p) m_n(q).
\]

Note that as \( d \) goes to infinity, the leading terms in the right-hand side of the above equations correspond to those pairs of partitions satisfying \( \# \sigma + \# \tau = n + 1 \). Using a formula that rewrites sums over these pairs of partitions as sums over non-crossing partitions \( \pi \) and their Kreweras complement \( Kr(\pi) \), we will prove the following.
Theorem 1.2 (Terms of order $\Theta(1)$). For any $p$ and $q$ monic polynomials of degree $d$,

$$
\kappa^d_n(p \boxtimes_d q) = \sum_{\pi \in NC(n)} \kappa^d_\pi(p) \kappa^d_{K_r(\pi)}(q) + O(1/d)
$$

and

$$
m_n(p \boxtimes_d q) = \sum_{\pi \in NC(n)} \kappa^d_\pi(p) m_{K_r(\pi)}(q) + O(1/d).
$$

This will prove useful in analyzing the asymptotic behavior of $\boxtimes_d$. In particular, the above theorem implies that our cumulant-cumulant formula coincides, up to the first order, with the formula obtained by Nica and Speicher for the cumulants of a product of two free random variables [NS96, Theorem 1.4] (also see [KS00]).

Moreover, when $q(x) = (x-1)^d$, the second equation in Theorem 1.2 recovers the first-order asymptotics of $\kappa^d_n$ proven in [AP18], namely

$$
m_n(p_d) = \sum_{\pi \in NC(n)} \kappa^d_\pi(p) + O(1/d).
$$

This formula is helpful when studying the limiting bulk behavior of root distributions. However, when working with “fluctuations” of empirical root distributions around their limiting measure, it will also be necessary to have a better understanding of the terms of order $\Theta(1/d^k)$ in the moment-cumulant formula. In Section 4.3 we will show that these terms can be written as a sum over the set of annular non-crossing permutations $S_{NC}(r, s)$ introduced in [MN04] (see Section 2.3 for a definition). In particular, we obtain the following result.

Theorem 1.3 (Terms of order $\Theta(1/d^k)$). Let $p$ be a monic polynomial of degree $d$ and let $n \leq d$, then

$$
m_n(p) - \sum_{\pi \in NC(n)} \kappa^d_\pi(p) = -\frac{n}{2d} \sum_{r+s=n, \pi \in NSC(r, s)} \kappa^d_\pi(p)_{rs} + O(1/d^2).
$$

(1)

Theorems 1.2 and 1.3 are a consequence of our main combinatorial result, which we state and prove in Section 4. In short, for the general case rather than summing over partitions we sum over permutations and, using the notion of relative genus and some of the theory of maps and surfaces, for every $k \geq 0$, we give a topological expansion for the terms of order $\Theta(1/d^k)$ appearing in the above formulas (see Theorem 4.3 for a precise statement). Interestingly, the terms of genus zero in our expansion for the order $\Theta(1/d^k)$ are precisely the (planar) multi-annular non-crossing permutations with $k+1$ circles. These combinatorial objects were introduced in [MN04, Section 8] and appear naturally in the theory of second (and higher) order freeness [MS06, MŚS07, CMŚS07].

Asymptotic root distributions. Theorem 1.2 given above allows us to obtain new proofs of two facts relating the asymptotic behavior of certain families of polynomials with operations in free probability.

Firstly, as the expert reader may predict, we can use our result to show that the finite free multiplicative convolution $\boxtimes_d$ converges to the free multiplicative convolution $\boxtimes$. The fact that
the finite free multiplicative convolution is related in the limit to the free multiplicative convolu-
tion was discovered by Marcus in [Mar21], where he showed that a transform that linearizes $\mathbb{E}_d$
(i.e. the logarithm of the $d$-finite $S$-transform) converges, as $d$ goes to infinity, to the logarithm
of Voiculescu’s $S$-transform, which is known to linearize $\mathbb{E}$. In the present paper we give a state-
ment in terms of convergence of measures. Note that we do not need to restrict to the case when
both measures are supported on $[0, \infty)$ and we do not require the sequences of polynomials to
have a uniformly bounded root distribution.

**Theorem 1.4** (Weak convergence). Let $\mu$ and $\nu$ be probability measures supported on a compact
subset of the real line. Let $(p_d)_{d=1}^\infty$ and $(q_d)_{d=1}^\infty$ be sequences of monic real-rooted polynomials, where
$p_d$ and $q_d$ have degree $d$, and assume that the $q_d$ have only non-negative roots. If the empirical root
distributions of these sequences of polynomials converge weakly to $\mu$ and $\nu$ respectively, then the
empirical root distributions of the sequence $(p_d \boxplus_d q_d)_{d=1}^\infty$ converge weakly to $\mu \boxplus \nu$.

**Remark 1.5.** This theorem does not seem to follow from the results obtained in [Mar21].

Secondly, we derive the interesting relation between derivatives of a polynomial and free
additive convolution powers, as observed by Steinerberger [Ste21] and proved by Hoskins and
Kabluchko [HK21]. The main observation here, which we prove in Section 3.3, is that when
$q(x) = x^j(x - 1)^{d-j}$ it holds that

$$p(x) \boxplus_d q(x) = \frac{1}{(d)} x^j D^j p(x),$$

for any $p$ and where $D$ denotes differentiation with respect to $x$. So, in the setup where we have
a sequence $(p_d)_{d=1}^\infty$ of polynomials whose root distributions are converging to some compactly
supported limiting measure $\mu$, equation (2) can be used in combination with Theorem 1.4 to
study, from a free probability perspective, the root distribution of the polynomials obtained by
repeatedly differentiating the $p_d$. See Section 3.3 for precise statements.

Finally, in the same framework of a sequence of real-rooted polynomials $(p_d)_{d=1}^\infty$ with asymp-
totic (compactly supported) root distribution $\mu$, we use Theorem 1.3 to study the “fluctuations”
of order $\Theta(1/d)$ of the root distributions of the $p_d$ around $\mu$. To be precise, if $m_n$ are the moments
of $\mu$ we can define

$$m'_n := \lim_{d \to \infty} d(m_n(p_d) - m_n),$$

when the limit exists, and let $\mu'$ be the signed measure with moments $m'_n$. In the free probability
literature [BS12, Shl18, Min19] the measure $\mu'$ is referred to as the *infinitesimal distribution* of the
sequence $(p_d)_{d=1}^\infty$, and the pair $(\mu, \mu')$ is studied through the transforms

$$G_\mu(z) := \sum_{n \geq 0} m_n z^{-n-1} \quad \text{and} \quad G_{inf}(z) := \sum_{n \geq 1} m'_n z^{-n-1}.$$

Borrowing tools from the theory of second order freeness [CMŚS07], we use Theorem 1.3 to
prove the following.

---

1 The main obstacle being that the logarithm of the $d$-finite $S$-transform is only shown to linearize $\mathbb{E}_d$ at the points
$\{-k\}^{d}_{k=0}$ (see Lemma 4.10 in [Mar21]), while the convergence to the logarithm of the $S$-transform is only proven for a
subset of $(0, \infty)$ (see Lemma 4.11 in [Mar21]), and all of our attempts to use an analytic continuation argument faced
technical difficulties that we did not see how to circumvent.
Theorem 1.6 (Infinitesimal distributions). Let $\mu$ be a probability measure on $\mathbb{R}$ with compact support and suppose that there is a sequence of monic real-rooted polynomials $(p_d)_{d=1}^\infty$, where $p_d$ is of degree $d$, such that $\kappa_d^\mu(p_d)$ coincides with the $n$-th free cumulant of $\mu$ for all $n \leq d$.

Then, the empirical root distribution of $(p_d)_{d=1}^\infty$ has an infinitesimal asymptotic distribution $(\mu, \mu')$ with infinitesimal Cauchy transform given by

$$G_{inf}(z) = \frac{G''_\mu(z)}{2G'_\mu(z)} - \frac{G'_\mu(z)}{G_\mu(z)}. \quad (3)$$

Remark 1.7 (Relation to the Markov transform). Interestingly, Theorem 1.6 can be interpreted in terms of the Markov transform, which hints to potential future research directions. Given a probability measure $\mu$ on $\mathbb{R}$, in [Ker98] Kerov defined the inverse Markov transform of $\mu$ as the unique Rayleigh function$^2$ $F : \mathbb{R} \rightarrow [0, 1]$ satisfying

$$\int_{-\infty}^{\infty} \frac{1}{z-u} d\mu(u) = \frac{1}{z} \exp \left(- \int_{-\infty}^{0} \frac{F(u)}{z-u} du + \int_{0}^{\infty} \frac{1-F(u)}{z-u} du \right). \quad (4)$$

In general, the derivative of $F$ (in the sense of distributions) is a Schwarz distribution, and therefore one can interpret the inverse Markov transform of $\mu$ as a Schwarz distribution, which we will denote by $M(\mu)$. Moreover, in relevant situations (such as when $\mu$ is a semicircle or a Marchenko-Pastur distribution), $M(\mu)$ and $M(M(\mu))$ turn out to be compactly supported probability measures themselves, see [FHS20, Theorem 6.50] for details. In such case (and more in general whenever $G_{M(\mu)}(z)$ and $G_{M(M(\mu))}(z)$ make sense) (4) yields

$$G_{M(\mu)}(z) = -\frac{G'_\mu(z)}{G_\mu(z)} \quad \text{and} \quad G_{M(M(\mu))}(z) = \frac{G'_\mu(z)}{G_\mu(z)} - \frac{G''_\mu(z)}{G'_\mu(z)},$$

and $\frac{1}{2} (G_{M(\mu)}(z) - G_{M(M(\mu))}(z))$ turns out to be precisely the right-hand side of (3). It follows that, in the setting of Theorem 1.6, whenever $M(\mu)$ is a probability measure and $M(M(\mu))$ is a signed measure$^3$

$$\mu' = \frac{1}{2} (M(\mu) - M(M(\mu))). \quad (5)$$

Finally, we bring to the attention of the reader that if $p(z)$ is a real-rooted polynomial of degree $d$, and $v_0$ and $v_1$ are the empirical root distributions of $p(z)$ and $p'(z)$ respectively, then $M(v_0) = v_0 - v_1$, which follows since $G_{v_0}(z) = \frac{p'(z)}{d p(z)}$ (see [Ker98, equation (2)]). We leave as an open direction interpreting this fact in the context of Theorem 1.6 and (5).

Note that Theorem 1.6 implies that, under certain assumptions, $G_{inf}$ is explicitly determined by $G_\mu$. Similarly, in Section 5 we show that under the same assumptions, the infinitesimal $R$-transform of $\mu'$ can be explicitly written in terms of the $R$-transform of $\mu$.

---

$^2$See [Ker98, Definition 1.4.1] for a definition of Rayleigh function.

$^3$Importantly, we know from [Ker98, pg. 13] that the inverse Markov transform preserves the property of being compactly supported.
Two particularly interesting and important families of polynomials which are included in the above theorem are the Hermite and the Laguerre polynomials, which appear as the analog of the Gaussian and the Poisson distributions in this theory. Their empirical distributions converge to the semicircle and Marchenko-Pastur distribution (whose inverse Markov transforms we will compute in Section 5.2), respectively, which are the well known limiting distributions of the GOE/GUE and real/complex Wishart matrices. More interestingly, our formula (5) implies that there is a coincidence (up to a sign) between the infinitesimal distributions of Hermite polynomials with the GOE, which was previously shown in [DE06] and [KM16] (each with different methods), and Laguerre polynomials with real Wishart matrices, which was also shown in [DE06]. In fact, the results in [DE06] apply to all of the so called $\beta$-Hermite and $\beta$-Laguerre ensembles, which for $\beta = \infty$ gives the Hermite and Laguerre polynomials, and for $0 < \beta < \infty$ define random matrix ensembles (in particular, $\beta = 1$ yields the GOE and real Wishart ensembles respectively). However, their approach is specific to $\beta$-Hermite and $\beta$-Laguerre ensembles, and heavily exploits the explicit formulas for the joint density of their eigenvalues. Whereas the approach presented here, although for the moment inapplicable to random matrices, is amenable to a wider variety of families of deterministic polynomials (see Section 5).

Apart from this introductory section, the rest of the paper is organized in four other sections. In Section 2 we introduce some notation and survey some of the theory that will be needed throughout this paper. Section 3 is divided in three parts: first we prove Theorem 1.1, that provides a formula for the finite free cumulants of a product of polynomials; then we prove Theorems 1.2 and 1.4, that articulate in a precise way that the finite free multiplicative convolution converges to the free multiplicative convolution; and the last part retrieves the interesting relation between derivatives of a polynomial and free additive convolution powers. In Section 4 we prove Theorem 1.3 and its generalization, which gives a topological interpretation of the terms of order $\Theta(1/d^k)$ appearing in Theorem 1.1. The proof of Theorem 1.6 and study of the infinitesimal limiting distribution of certain sequences of polynomials is given in Section 5.

2 Preliminaries

We begin with an introduction of the notation used throughout this paper regarding set partitions, permutations and polynomials. We then briefly survey some of the theory that will be needed in the sequel.

Partitions and permutations. Given a positive integer $n$, a set partition $\pi$ of $[n] := \{1, \ldots, n\}$ is a set of the form $\pi = \{V_1, \ldots, V_k\}$ where the blocks $V_1, \ldots, V_k \subset [n]$ are pairwise disjoint non-empty subsets of $[n]$ such that $V_1 \cup \cdots \cup V_k = [n]$. We write $\#\pi$ to denote the number of blocks of $\pi$ (in this case $k$). We denote by $P(n)$ the set of all set partitions of $[n]$. When it is clear from the context we will simply write “partitions” to refer to set partitions.

We say that $\pi \in P(n)$ is non-crossing, if for every $1 \leq i < j < k < l \leq n$ such that $i, k$ belong to the same block $V$ of $\pi$ and $j, l$ belong to the same block $W$ of $\pi$, then it necessarily follows that all $i, j, k, l$ are in the same block, namely $V = W$. We will denote by $NC(n)$ the set of all non-
crossing partitions of \([n]\). We refer the reader to the monograph [NS06] for a detailed exposition on non-crossing partitions.

As usual, we will turn \(P(n)\) into a lattice by equipping it with the reversed refinement order \(\leq\), that is, given \(\pi, \sigma \in P(n)\) we say that \(\pi \leq \sigma\) if every block of \(\pi\) is fully contained in a block of \(\sigma\). We denote the minimum and maximum in \(P(n)\) by \(0_n\) and \(1_n\) respectively, and use \(\pi \vee \sigma\) to denote the supremum of the set \(\{\sigma, \pi\}\).

Let \(\mu(\cdot, \cdot)\) be the Möbius function of the incidence algebra associated to the lattice \(P(n)\). It is well known that for any \(\pi \in P(n)\) the following formula holds (see [Sta11, Section 3.10])

\[
\mu(0_n, \pi) = (-1)^{n-\pi} \prod_{V \in \pi} (|V| - 1)!
\]  

We will use \(S_n\) to denote the symmetric group on \(n\) elements and given a permutation \(\alpha \in S_n\) we denote by \(#(\alpha)\) the number of cycles of \(\alpha\). Every permutation \(\alpha \in S_n\) is naturally associated to a partition \(f(\alpha) \in P(n)\) with blocks given by the orbits in \([n]\) under the action of \(\alpha\). In other words, \(i, j \in [n]\) are in the same block of \(f(\alpha)\) if and only if \(i\) and \(j\) are in the same cycle of \(\alpha\). Notice that \(#(\alpha) = #f(\alpha)\).

Given any sequence \((u_j)_{j=1}^{\infty}\), and a partition \(\pi \in P(n)\) we use the notation

\[
u_\pi := \prod_{V \in \pi} u_{#(V)}.
\]

Similarly, for \(\alpha \in S_n\), we will abuse notation and use \(u_\alpha\) as a shorthand notation for \(u_{f(\alpha)}\).

**Polynomials.** Let \(\mathcal{P}_{\text{mon}}(d)\) be the family of monic polynomials of degree \(d\). Given a \(p \in \mathcal{P}_{\text{mon}}(d)\) we denote its \(d\) roots by \(\lambda_1(p), \ldots, \lambda_d(p)\), and for \(n = 0, 1, \ldots, d\) denote by \(a_n^p\) the \(n\)-th elementary symmetric polynomials on the roots of \(p\), namely

\[
a_n^p := \sum_{1 \leq i_1 < \cdots < i_n \leq d} \lambda_{i_1}(p) \cdots \lambda_{i_n}(p),
\]

with the convention that \(a_0^p := 1\). Recall that since \(p\) is monic, then \(a_0^p, a_1^p, \ldots, a_d^p\) are (up to a sign) the coefficients of \(p\), as we have \(p(x) = \sum_{i=0}^{d} x^{d-i}(-1)^i a_i^p\).

To each polynomial \(p \in \mathcal{P}_{\text{mon}}(d)\) we associate its empirical root distribution

\[
\mu_p := \frac{1}{d} \sum_{i=1}^{d} \delta_{\lambda_i(p)}.
\]

Then, the \(n\)-th moment of the polynomial \(p\), denoted by \(m_n^p\), is defined as the \(n\)-th moment of \(\mu_p\), that is

\[
m_n^p := \frac{1}{d} \sum_{i=1}^{d} \lambda_i(p)^n = \frac{1}{d} \sum_{i=1}^{d} \lambda_i(p)^n.
\]

(7)

Notice that \(d m_n^p(p)\) is simply the sum of the \(n\)-th powers of the roots of \(p\). Thus, the sequence of moments can be related to the sequence of coefficients using the Newton identities. This gives us a coefficient-moment formula

\[
a_n^p = \frac{1}{n!} \sum_{\pi \in P(n)} d^{\#\pi} \mu(0_n, \pi) m_\pi(p), \quad \text{for } n = 1, 2, \ldots, d
\]

(8)
This formula can be inverted to write moments in terms of coefficients, see [AP18, Lemma 4.1].

In this paper we will mainly be interested in real-rooted polynomials. So, we will use \( R_{\text{mon}}(d) \) to denote the family of real-rooted monic polynomials of degree \( d \), and \( R_{\text{mon}}^+(d) \) to denote the subset of \( R_{\text{mon}}(d) \) of polynomials having only non-negative roots.

2.1 Free probability

Here we review some basics of free probability from a combinatorial point of view. For complete introductions to free probability we recommend the monographs [VDN92, NS06] and [MS17].

Free additive and multiplicative convolutions, denoted by \( \boxplus \) and \( \boxtimes \) respectively, correspond to the sum or product of free random variables, that is, \( \mu_a \boxplus \mu_b = \mu_{a+b} \) and \( \mu_a \boxtimes \mu_b = \mu_{ab} \) for \( a \) and \( b \) free random variables. In this paper, rather than using the notion of free independence we will work solely with the additive and multiplicative convolutions, both of which can be defined in terms of cumulants.

For any probability measure \( \mu \), we denote by \( m_n(\mu) := \int t^n \mu(dt) \) its \( n \)-th moment. The free cumulants \([Spe94]\) of \( \mu \), denoted by \( (\kappa_n(\mu))_{n=1}^\infty \), are recursively defined via the moment-cumulant formula

\[
m_n(\mu) = \sum_{\pi \in \text{NC}(n)} \kappa_\pi(\mu).
\]

It is easy to see that the sequence \( (m_n(\mu))_{n=1}^\infty \) fully determines \( (\kappa_n(\mu))_{n=1}^\infty \) and vice-versa. So, we can define convolutions of compactly supported measures on the real line via their free cumulants.

**Definition 2.1** (Free additive convolution). Given two compactly supported probability measures \( \mu \) and \( \nu \) on the real line, we define \( \mu \boxplus \nu \) to be the unique measure with cumulant sequence given by

\[
\kappa_n(\mu \boxplus \nu) = \kappa_n(\mu) + \kappa_n(\nu).
\]

That \( \mu \boxplus \nu \) is a positive measure (in fact compactly supported probability measures on \( \mathbb{R} \)) follows from [Spe94].

Let \( \mu^{\boxplus m} = \mu \boxplus \cdots \boxplus \mu \) be the free convolution of \( m \) copies of \( \mu \). From the above definition, it is clear that \( \kappa_n(\mu^{\boxplus m}) = m \kappa_n(\mu) \). In [NS96] Nica and Speicher discovered that one can extend this definition to non-integer powers, we refer the reader to [ST20, Section 1] for a discussion on fractional powers.

**Definition 2.2** (Fractional free convolution powers). Let \( \mu \) be a compactly supported probability measure on the real line. For \( t \geq 1 \), the fractional convolution power \( \mu^{\boxplus t} \) is defined to be the unique measure with cumulants

\[
\kappa_n(\mu^{\boxplus t}) = t \kappa_n(\mu).
\]

It follows from [NS96] that \( \mu^{\boxplus t} \) is always well defined and that it is a compactly supported probability measure on \( \mathbb{R} \). Also from [NS96] we know that the multiplicative convolution can be defined via cumulants and that the resulting measure is compactly supported on the real line, when one measure is supported on \( [0, \infty) \) and the other one is supported on \( \mathbb{R} \).
Definition 2.3 (Free multiplicative convolution). Let $\mu$ and $\nu$ be compactly supported measures on the real line and assume that the support of $\nu$ is contained in $[0, \infty)$. Then, $\mu \boxtimes \nu$ is the unique measure whose cumulants satisfy the following equation for every $n$:

$$\kappa_n(\mu \boxtimes \nu) = \sum_{\pi \in \text{NC}(n)} \kappa(\mu)\kappa_{K_r(\pi)}(\nu).$$

We remind the reader of the following identity (see [NS06, Section 14]) that will be used in the sequel

$$m_n(\mu \boxtimes \nu) = \sum_{\pi \in \text{NC}(n)} \kappa(\mu)m_{K_r(\pi)}(\nu).$$ (9)

In the analytic approach to free probability, the Cauchy transform (also known as Stieltjes transform) and the $R$-transform of $\mu$ play an important role and are given by

$$G_\mu(z) = \sum_{n=0}^{\infty} m_n(\mu)z^{-n-1} \quad \text{and} \quad R_\mu(z) = \sum_{n=1}^{\infty} \kappa_n(\mu)z^{-n-1}.$$  

Alternatively, recall that for $z$ near infinity, $G_\mu$ has a compositional inverse which we will denote by $K_\mu$, known as the $K$-transform. Then the $R$-transform and the $K$-transform are related by the following identity

$$R_\mu(z) = K_\mu(z) - \frac{1}{z}.$$  

The $F$-transform of $\mu$, is the multiplicative inverse of the Cauchy transform $F_\mu(z) := 1/G_\mu(z)$. It can be seen that if $\mu$ is a compactly supported measure, then $F_\mu(z)$ admits an expansion of the form

$$F_\mu(z) = z + a_0 + \sum_{n=1}^{\infty} b_n z^{-n}.$$  

2.2 Finite free probability

In this section we summarize some definitions and results from [MSS22, Mar21, AP18] on the finite free additive and multiplicative convolutions that will be used throughout the paper.

Finite free polynomial convolutions. In what follows we denote the falling factorial by

$$(d)_k := \frac{d!}{(d-k)!} = d(d-1)\cdots(d-k+1).$$

Then, given two polynomials $p, q \in P_{\text{mon}}(d)$ their finite free additive and multiplicative convolutions, denoted by $p \boxplus q$ and $p \boxtimes q$ respectively, are defined to be the (unique) polynomials in $P_{\text{mon}}(d)$ with coefficients given by

$$a^{p \boxplus q}(d)_k = \sum_{i+j=k} a^p_i a^q_j \quad \text{and} \quad a^{p \boxtimes q}(d)_k = \frac{a^p_k a^q_k k!}{(d)_k}, \quad \text{for } k = 1, 2, \ldots, d.$$ (10)

4Given $\pi \in \text{NC}(n)$, $K_r(\pi)$ denotes the Kreweras complement of $\pi$. We refer the reader to [NS06, Definition 9.21] for an intuitive geometric definition of the Kreweras complement and to Section 4.1 of this manuscript for an algebraic definition in terms of permutations.

5It is possible to extend the definition to all polynomials, and formulas in this paper would be the same up to some normalization. Since our applications are only concerned with the roots of polynomials, we will restrict our analysis to monic polynomials to keep the notation as simple as possible.
Alternatively, these convolutions can be defined via differential operators [MSS22]. In particular, as noted by Mirabelli in [Mir21], if $D$ denotes differentiation with respect to $x$, and $Q$ and $P$ are polynomials such that $p(x) = P(xD)(x - 1)^d$ and $q(x) = Q(xD)(x - 1)^d$ then
\[
[p \boxplus_d q](x) = P(xD)Q(xD)(x - 1)^d = P(xD)q(x) = Q(xD)p(x).
\]

We also refer the reader to [Mir21] for a discussion of interesting recent results about the multiplicative convolution.

A crucial property of the finite convolutions, is that for all $d \in \mathbb{N}$, the set $\mathcal{R}_{mon}(d)$ is closed under $\boxplus_d$, and the set $\mathcal{R}_{mon}^+(d)$ is closed under $\boxtimes_d$ [MSS22]. Moreover, it is known [Mar66, Section 16, Exercise 2] that if $p \in \mathcal{R}_{mon}(d)$ and $q \in \mathcal{R}_{mon}^+(d)$ then $p \boxtimes_d q \in \mathcal{R}_{mon}^+(d)$.

**Finite free cumulants.** Inspired by Voiculescu’s $R$-transform, which linearizes the additive free convolution, Marcus [Mar21] defined the finite $R$-transform, which linearizes the finite free additive convolution $\boxplus_d$. Then, inspired by the combinatorial description of the free cumulants [Spe94], which are the coefficients of the $R$-transform, the finite free cumulants were defined in [AP18] as the coefficients of the finite $R$-transform and a combinatorial description of them was provided. In particular, combinatorial formulas that relate the cumulants with the coefficients and with the moments of a polynomial $p$ where obtained. Since here we do not use the finite $R$-transform, we will directly define the finite free cumulants using the coefficient-cumulant formula, see [AP18, Remark 3.5].

**Definition 2.4 (Finite free cumulants).** Let $p \in \mathbb{P}_{mon}(d)$ with coefficients $(a_n^p)_{n=1}^d$, the finite free cumulants of $p$, denoted by $(\kappa_n^d(p))_{n=1}^d$ are defined via the cumulant-coefficient formula as follows

\[
\kappa_n^d(p) := \frac{(-d)^n}{d(n-1)!} \sum_{\pi \in P(n)} (-1)^{\pi_\pi} \frac{N! \pi a_\pi^d (#\pi - 1)!}{(d)_\pi}, \quad \text{for } n = 1, 2, \ldots, d.
\]

Where $N!_\pi := \prod_{V \in \pi} |V|!$.

From [AP18], we know that the coefficients of the polynomial can also be written in terms of its cumulants as follows

\[
a_n^p = \frac{(d)_n}{d^n n!} \sum_{\pi \in P(n)} d^{\pi_\pi} \mu(0_n, \pi) \kappa_n^d(p), \quad \text{for } n = 1, 2, \ldots, d.
\]

Since the moments of a polynomial can be recovered from its coefficients, it is natural to wonder if there is a formula relating moments and finite free cumulants. In [AP18, Corollary 4.6] it was shown that the moment-cumulant formula may be written as

\[
m_n(p) = \frac{(-1)^n}{d^{n+1}(n-1)!} \sum_{\sigma, \tau \in P(n)} d^{\sigma_\tau} \mu(0, \sigma) \mu(0, \tau) \kappa_n^d(p), \quad \text{for } n = 1, 2, \ldots, d.
\]

For the formula that writes the cumulants in terms of the moments see [AP18, Theorem 4.2].

Finally we recall that, as one may expect, the finite free cumulants linearize the finite free convolution.
Proposition 2.5 (Proposition 3.6 of [AP18]). For any \( p, q \in P_{\text{mon}}(d) \) and \( n = 1, \ldots, d \) it holds that
\[
\kappa_n^d(p \boxplus q) = \kappa_n^d(p) + \kappa_n^d(q).
\]

Families of polynomials. Another important aspect of finite free cumulants is that they provide a link between the finite free world and the (asymptotic) free world. This is illustrated in the following interesting examples that were originally discovered in [Mar21, Section 6] via the finite \( R \)-transform.

Example 2.6 (Power polynomials and Dirac distributions). Fix \( a \in \mathbb{R} \), and for each \( d \in \mathbb{N} \) consider the polynomial \( p_d(x) = (x-a)^d \) in \( P_{\text{mon}}(d) \). It is easy to see that the coefficients of \( p \) are \( a_k^d = \binom{d}{k}a^k \) and its moments are \( m_n(p_d) = a^n \). After using either the moment-cumulant or the coefficient-cumulant formulas, one obtains that \( \kappa_1^d(p_d) = a \) and \( \kappa_n^d(p_d) = 0 \) for \( n \geq 2 \).

On the other hand, \( \mu_{p_d} = \delta_a \) is the Dirac measure at \( a \) for every \( d \). Thus, when \( d \to \infty \) the limiting distribution is trivially \( \mu = \delta_a \). What is worth noticing is that the free cumulants of the limiting distribution are given by \( \kappa_1(\mu) = a \) and \( \kappa_n(\mu) = 0 \) for \( n \geq 2 \); thus \( \kappa_n^d(p_d) = \kappa_n(\mu) \) for all \( 1 \leq n \leq d \).

A law of large numbers is valid for the finite free additive convolution and the limiting polynomials are precisely the \( p_d(x) \) defined here [Mar21, Theorem 6.5].

Example 2.7 (Hermite polynomials and semicircular distribution). The Hermite polynomial of degree \( d \) can be defined explicitly as follows
\[
H_d(x) := \sum_{k=0}^{\left\lfloor \frac{d}{2} \right\rfloor} (-1)^k \frac{(d)_{2k}}{k!2^k} x^{d-2k}.
\]
We will work with the rescaled polynomial \( \hat{H}_d(x) := d^{d/2} H_d(\sqrt{d}x) \). It can be easily verified that the coefficients of \( \hat{H}_d \) are given by \( a_{2k+1}^d = 0 \) and
\[
a_{2k}^d = (-1)^k \frac{(d)_{2k}}{k!2^k d^k},
\]
for every \( k \) between 0 and \( \lfloor d/2 \rfloor \). It is known [AP18, Example 6.1] that the cumulants of the rescaled Hermite polynomials are given by \( \kappa_2^d(\hat{H}_d) = 1 \) and \( \kappa_n^d(\hat{H}_d) = 0 \) for every \( n \neq 2 \). And it is a well-known fact that the \( \hat{H}_d \) are real-rooted and that, as \( d \to \infty \), the root distributions \( \mu_{\hat{H}_d} \) converge to the semicircle law. Again, it is worth noting that the free cumulants of the semicircle law, \( \kappa_n(\mu_{\text{sc}}) \), are exactly \( \kappa_2(\mu_{\text{sc}}) = 1 \) and \( \kappa_n(\mu_{\text{sc}}) = 0 \) for \( n \neq 2 \), thus \( \kappa_n^d(\hat{H}_d) = \kappa_n(\mu_{\text{sc}}) \) for all \( 1 \leq n \leq d \).

Hermite polynomials appear as limits in the finite free central limit theorem [Mar21, Theorem 6.7], and thus play the role of the Gaussian law in classical probability, and of the semicircular law in free probability.

Example 2.8 (Laguerre polynomials and free Poisson distribution). Following [Sze39, Chapter V], we define the associated (or generalized) Laguerre polynomials of degree \( d \) and parameter \( \alpha \in \mathbb{R} \) by
\[
L_d^{(\alpha)}(x) := \sum_{k=0}^{d} \frac{(-x)^k (d+\alpha)_{d-k}}{k!(d-k)!}.
\]
When $\alpha \geq -1$ it is a well-known fact that the $(L_\alpha^{(d)})_{d \in \mathbb{N}}$ form an orthogonal family of polynomials with respect to a measure supported on $[0, \infty)$, and thus they have real non-negative (and distinct) roots. It can also be seen that for $\alpha = -1, -2, \ldots, -d$, the polynomial $L_\alpha^{(d)}$ is real-rooted, moreover it has $-\alpha$ roots equal to 0, and all the other roots are distinct. However, for $\alpha \in (-\infty, -1) \setminus \{-2, -3, \ldots, -d\}$, the polynomial $L_\alpha^{(d)}$ may have non-real roots.

In finite free probability it is more insightful to work with the renormalization

$$\hat{L}_d^{(\lambda)}(x) := d!(-d)^{-d}L_d^{((\lambda-1)d)}(d\,dx),$$

where the constant $d!(-d)^{-d}$ is just to make the polynomial monic. Notice that from the definition it follows that

$$a_k^{(\lambda)} = \frac{(d)_k(d\lambda)_k}{d^k k!}$$

for $k = 1, \ldots, d$, and it can be verified that the finite free cumulants are given by $\kappa_n^{(\lambda)}(\hat{L}_d^{(\lambda)}) = \lambda$ for all $n = 1, 2, \ldots, d$ and all $\lambda > 0$. These cumulants coincide with the free cumulants of a Marchenko-Pastur distribution of parameter $\lambda$, also known as the free Poisson law.

Hence for $\lambda > 0$, under a suitable approximation $d \to \infty$, the limit root distributions $\mu_\hat{L}_d^{(\lambda)}$ of the Laguerre polynomials converge to the Marchenko-Pastur distribution of parameter $\lambda$. By suitable, we mean that for each $\lambda$ we require that all polynomials in the sequence $\{\hat{L}_d^{(\lambda)}\}_{d=1}^\infty$ are real-rooted. Recall, that the above discussion on the real roots of $L_\alpha^{(d)}$ implies that $\hat{L}_d^{(\lambda)} \in \mathcal{R}^{\text{mon}}_+(d)$ for $d \geq 1$ and $\lambda \in \{\frac{1}{d}, \frac{2}{d}, \ldots, \frac{d-2}{d}\} \cup \{\frac{d-1}{d}, \infty\}$. Thus, the approximation works as long as we have $\lambda \geq 1$, or $\lambda = r/s$ is rational and $d$ is a multiple of $s$.

On the other hand, there are examples of Laguerre polynomials (outside the set given above) that have complex roots. For instance, in Remark 6.5 of [AP18] it was noticed that if $\lambda = 1/3$ and we consider dimension $d = 4$, then $\hat{L}_4^{(1/3)}(x) = x^4 - \frac{4}{3}x^3 + \frac{1}{6}x^2 + \frac{1}{34}x + \frac{5}{23\pi^2}$ has two non-real-roots: $-0.0472193 - 0.0656519i$, $-0.0472193 + 0.0656519i$.

### 2.3 Annular permutations

Following the presentation in [MS17, Section 5.1], for $r, s$ positive integers we define the $(r, s)$-annulus to be an annulus in the plane with an outer and inner circle, where the numbers from 1 to $r$ have been arranged in clockwise order on the outer circle, while the numbers from $r + 1$ to $r + s$ have been arranged in counterclockwise order on the inner circle. Then, a permutation $\alpha \in S_{r+s}$ is said to be annular non-crossing if the cycles of $\alpha$ can be drawn in clockwise order on the $(r, s)$-annulus in such a way that:

(i) The cycles do not cross.

(ii) Each cycle encloses a region, between the inner and outer circle, homeomorphic to the disk with boundary oriented clockwise.

(iii) At least one cycle connects the inner and outer circles.
Figure 1: Here we show the diagram associated to the permutation $\alpha = (1, 7, 5, 4)(3)(2, 6)$ in $S_{NC}(4, 3)$. Note that the ordering of the elements inside a cycle plays an important role since, for example, the permutation $\tilde{\alpha} = (1, 7, 4, 5)(3)(2, 6)$ is not in $S_{NC}(4, 3)$ even if $f(\tilde{\alpha}) = f(\alpha)$.

See Figure 1 for an example. We will denote the set of annular non-crossing permutations on the $(r, s)$-annulus by $S_{NC}(r, s)$.

Annular non-crossing permutations were introduced in [MN04] to study asymptotic fluctuations of certain random matrix ensembles and are fundamental combinatorial objects in the theory of second order freeness introduced in [MS06]. Although we will not need the notion of second order freeness, to handle sums over $S_{NC}(r, s)$ we will use the following functional relation obtained in [CMŚS07] between the first and second order Cauchy transforms.

**Lemma 2.9.** Let $\mu$ be a measure with free cumulants $(\kappa_n)_{n=1}^{\infty}$, and let $(\alpha_{r,s})_{r,s \geq 1}$ be the sequence

$$\alpha_{r,s} := \sum_{\pi \in S_{NC}(r,s)} \kappa_\pi.$$

Then the power series $G(z, w) := \frac{1}{zw} \sum_{r,s \geq 1} \alpha_{r,s} z^{-r} w^{-s}$ can be written, at the level of formal power series, in terms of the Cauchy transform of $\mu$ as follows

$$G(z, w) = \frac{\partial^2}{\partial z \partial w} \log \left( \frac{F_\mu(z) - F_\mu(w)}{z - w} \right),$$

where $F_\mu(z) = 1/G_\mu(z)$.

**Proof.** This follows directly from Theorem 39 in [MS17, Section 5], and corresponds to the case when the second order free cumulants are zero, which is equivalent to the second order $R$-transform being zero.\footnote{Since the notions of second order cumulants and second order $R$-transform are not used in this paper we will not define them here. Instead, we refer the reader to [MS17, Section 5] for a survey on these and related notions, and to [CMŚS07] for the original source.}

**Remark 2.10.** As pointed out in [MS17, Section 5] taking logarithm in (14) is well justified since the power series $(F_\mu(z) - F_\mu(w))/(z - w)$ has constant term equal to 1.
3 Finite free multiplicative convolution

3.1 Cumulants for multiplicative finite free convolution

In this section we will prove Theorem 1.1. Let us begin with the proof of the first equation mentioned in the theorem, namely, we will now show that for $p$ and $q$ polynomials of degree $d$, the finite free cumulants of $p \boxtimes_d q$ are given by

$$
\kappa_n^d(p \boxtimes_d q) = \frac{(-1)^{n-1}}{d^{n+1}(n-1)!} \sum_{\sigma, \tau \in P(n)} d^{|\sigma|+|\tau|} \mu(0_n, \sigma) \mu(0_n, \tau) \kappa_\sigma^d(p) \kappa_\tau^d(q). \tag{15}
$$

In short, the proof of this identity exploits that the coefficients of $p \boxtimes_d q$ can be expressed easily in terms of the coefficients of $p$ and $q$ (recall (10)) and that, on the other hand, the cumulants of a polynomial are related to its coefficients by (11) and (12).

**Proof of (15).** Combining (10) with (11) we get

$$
\kappa_n^d(p \boxtimes_d q) = \frac{(-d)^n}{d(n-1)!} \sum_{\pi \in \mathcal{P}(n)} (-1)^n N_{\pi}^d \prod V \mathbb{E} \left( \sum_{\sigma \in \mathcal{P}(\mathbb{V})} d^{|\sigma|} \mu(0_\mathbb{V}, \sigma) \kappa_\sigma^d(p) \right)
$$

$$
= \frac{(-d)^n}{d(n-1)!} \sum V \mathbb{E} \left( \prod_{\sigma \leq \pi} d^{|\sigma|} \mu(0_n, \sigma) \kappa_\sigma^d(p) \right), \quad \text{since } \mu \text{ is multiplicative.}
$$

Similarly for $a_n^d$. Substituting these formulas we get

$$
\frac{N_{\pi}^d a_n^d a_n^d}{(d^2)^n} = \frac{1}{d^{2n} \sum_{\sigma \leq \pi}} \left( \sum_{\sigma \leq \pi} d^{|\sigma|} \mu(0_n, \sigma) \kappa_\sigma^d(p) \right) \left( \sum_{\tau \leq \pi} d^{|\tau|} \mu(0_n, \tau) \kappa_\tau^d(q) \right)
$$

$$
= \frac{1}{d^{2n} \sum_{\tau, \sigma \in \mathcal{P}(\mathbb{V})}} \prod_{\tau \leq \sigma \leq \pi} d^{|\sigma|+|\tau|} \mu(0_n, \sigma) \mu(0_n, \tau) \kappa_\sigma^d(p) \kappa_\tau^d(q).
$$

Plugging this back into (16) we get

$$
\kappa_n^d(p \boxtimes_d q) = \frac{(-1)^n}{d^{n+1}(n-1)!} \sum_{\pi \in \mathcal{P}(n)} (-1)^n (#\pi - 1)! \sum_{\tau, \sigma \in \mathcal{P}(n)} d^{|\sigma|+|\tau|} \mu(0_n, \sigma) \mu(0_n, \tau) \kappa_\sigma^d(p) \kappa_\tau^d(q)
$$

$$
= \frac{(-1)^n}{d^{n+1}(n-1)!} \sum_{\tau, \sigma \in \mathcal{P}(n)} d^{|\sigma|+|\tau|} \mu(0_n, \sigma) \mu(0_n, \tau) \kappa_\sigma^d(p) \kappa_\tau^d(q) \sum_{\pi \geq \sigma \vee \tau} (-1)^n (#\pi - 1)!
$$

$$
= \frac{(-1)^{n-1}}{d^{n+1}(n-1)!} \sum_{\tau, \sigma \in \mathcal{P}(n)} d^{|\sigma|+|\tau|} \mu(0_n, \sigma) \mu(0_n, \tau) \kappa_\sigma^d(p) \kappa_\tau^d(q) \sum_{\pi \geq \sigma \vee \tau} \mu(\pi, 1_n)
$$
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\[
= \frac{(-1)^{n-1}}{d^{n+1}(n-1)!} \sum_{\tau,\sigma \in P(n) \atop \tau \vee \sigma = 1_n} d^{\sigma + \tau} \mu(0_n, \sigma) \mu(0_n, \tau) \kappa_{\sigma}^d(p) \kappa_{\tau}^d(q),
\]

where the last equality follows from the well known identity
\[
\sum_{\pi \geq \sigma} \mu(\pi, 1_\pi) = \delta_{\sigma_1, 1_n}.
\]

\[\square\]

**Remark 3.1.** The above theorem may be proven in a more conceptual way by using the structure of the Möbius algebra of a lattice. We do this in Appendix A.

To show the second part of Theorem 1.1, namely the equation
\[
m_n(p \boxtimes_d q) = \frac{(-1)^{n-1}}{d^{n+1}(n-1)!} \sum_{\sigma, \tau \in P(n) \atop \sigma \vee \tau = 1_n} d^{\sigma + \tau} \mu(0_n, \sigma) \mu(0_n, \tau) \kappa_{\sigma}^d(p) \kappa_{\tau}^d(q),
\]

we will use Laguerre polynomials to relate the moments of a polynomial to the cumulants of a multiplicative convolution.

To give some context, recall that in free probability the free Poisson distribution (also called Marchenko-Pastur) has free cumulants equal to 1. As explained in Section 2.2, the finite free analog is a normalized Laguerre polynomial, given explicitly by
\[
\hat{L}(x) := \hat{L}^{(1)}(x) = \sum_{i=0}^{d} (-1)^{i} \frac{(d)_i^2}{d^{i}!} x^{d-i},
\]

which satisfies that \( \kappa_{n}^{d}(\hat{L}) = 1 \), for \( n = 1, \ldots, d \). More generally, a free compound Poisson is a random variable whose sequence of free cumulants equals the sequence of moments of another random variable (see [NS06, Section 12]). In this case, the finite free analog was introduced by Marcus in [Mar21].

Our next lemma, inspired by a well known result in free probability, shows that in the finite free setting, compound Poissons can also be obtained via the multiplicative convolution.

**Lemma 3.2 (Compound Poissons via multiplication).** Let \( p \) be any polynomial and let \( \hat{L}(x) \) be as above, then
\[
m_n(p) = \kappa_n^d(p \boxtimes_d \hat{L}),
\]

for every \( n = 1, \ldots, d \).

**Proof.** As usual, we write \( p \) in terms of its coefficients as \( p(x) = \sum_{i=0}^{d} x^{d-i}(-1)^{i} a_i \). Combining (12) and (10) we get
\[
\kappa_n^d(p \boxtimes_d \hat{L}) = \frac{(-d)^n}{d(n-1)!} \sum_{\pi \in P(n)} (-1)^{\pi} N! \alpha_{x}^n \alpha_{\pi}^i (\#\pi - 1)! \frac{(d)^2_{\pi}}{(d)!^2} = \frac{(-1)^n}{d(n-1)!} \sum_{\pi \in P(n)} (-1)^{\pi} N! \alpha_{x}^n \alpha_{\pi}^i (\#\pi - 1)!
\]

for every \( n = 1, \ldots, d \).
and the last expression is precisely the right-hand side of the moment-coefficient formula given above in (13).

We can now show the second part of Theorem 1.1.

Proof of (17). Using Lemma 3.2 together with (15) we get

\[
m_n(p \boxtimes_d q) = \kappa^d_n(p \boxtimes_d q \boxtimes_d \hat{L}) = \frac{(-1)^n}{d^{n+1}(n-1)!} \sum_{\sigma, \tau \in P(n) \atop \sigma \vee \tau = 1_n} d^{\# \sigma + \# \tau} \mu(0_n, \sigma) \mu(0_n, \tau) \kappa^d_{\sigma}(p) \kappa^d_{\tau}(q \boxtimes_d \hat{L})
\]

\[
= \frac{(-1)^{n-1}}{d^{n+1}(n-1)!} \sum_{\sigma, \tau \in P(n) \atop \sigma \vee \tau = 1_n} d^{\# \sigma + \# \tau} \mu(0_n, \sigma) \mu(0_n, \tau) \kappa^d_{\sigma}(p) \kappa^d_{\tau}(q) + O(1/d).
\]

As mentioned in the introduction, when \(q(x) = (x - 1)^d\), \(m_n(q) = 1\) for every \(n\), so equation (17) becomes the moment-cumulant formula proven in [AP18]. In some sense, this means that the combinatorial theory of addition can be recovered from that of multiplication. On the other hand, observe that we could have proven Lemma 3.2 by combining equation (17) with the moment-cumulant formula from [AP18], but we have chosen to present our results in the above form to underscore that Lemma 3.2 has a simple direct proof and to provide an alternative (and shorter) proof of the existing moment-cumulant formula.

3.2 Finite free multiplication tends to free multiplication

In this section we will prove Theorems 1.2 and 1.4 by analyzing the asymptotic behavior of the formulas (15) and (17) as \(d \to \infty\). The results appearing in this section articulate in a precise way that the finite free multiplicative convolution converges to the free multiplicative convolution.

Our main tool is the following lemma which shows how to write a formula that runs over non-crossing partitions as a formula summing over pairs of certain partitions in \(P(n)\). This lemma is a particular case of Theorem 4.3, which we state and prove in Section 4, but can also be shown directly using elementary enumerative arguments, as we explain in Appendix C.

Lemma 3.3. Let \((u_j)_{j=1}^{\infty}\), \((v_j)_{j=1}^{\infty}\) be two sequences of scalars, then for every \(n\)

\[
\sum_{\pi \in NC(n)} u_{\pi} v_{K^r(\pi)} = \frac{(-1)^{n-1}}{(n-1)!} \sum_{\sigma, \tau \in P(n) \atop \sigma \vee \tau = 1_n} \mu(0_n, \sigma) \mu(0_n, \tau) u_{\sigma} v_{\tau}.
\]

With Theorem 1.1 and Lemma 3.3 in hand, the proofs of the expressions

\[
\kappa^d_n(p \boxtimes_d q) = \sum_{\pi \in NC(n)} \kappa^d_{\pi}(p) \kappa^d_{K^r(\pi)}(q) + O(1/d)
\]

and

\[
m_n(p \boxtimes_d q) = \sum_{\pi \in NC(n)} \kappa^d_{\pi}(p) m_{K^r(\pi)}(q) + O(1/d)
\]
become straightforward.

**Proof of Theorem 1.2.** From (15)

\[ \kappa^d_d(p \boxtimes q) = \frac{(-1)^{n-1}}{d^{n+1}(n-1)!} \sum_{\sigma, \tau \in P(n)} d^{\# \sigma + \# \tau} \mu(0_n, \sigma) \mu(0_n, \tau) \kappa^d_d(p) \kappa^d_d(q) \]

\[ = \frac{(-1)^{n-1}}{(n-1)!} \sum_{\sigma, \tau \in P(n)} \mu(0_n, \sigma) \mu(0_n, \tau) \kappa^d_d(p) \kappa^d_d(q) + O(1/d). \]

So by applying Lemma 3.3 to the above expression we conclude (19). Similarly we obtain (20) from (17). \qed

We are now ready to show the following.

**Proposition 3.4 (Convergence in moments).** Let \( \mu \) and \( \nu \) be probability measures with all of their moments finite. Assume that the moments of the sequences \( (p_d)_{d=1}^{\infty} \) and \( (q_d)_{d=1}^{\infty} \) converge to the moments of \( \mu \) and \( \nu \). Then the moments of \( (p_d \boxtimes q_d)_{d=1}^{\infty} \) converge to the moments of \( \mu \boxtimes \nu \).

**Proof.** As shown in [AP18], from the moment-cumulant formula it follows that the finite free cumulants converge to the free cumulants. So, the assumption that \( \lim_{d \to \infty} m_n(p_d) = m_n(\mu) \) for all \( n \), translates into \( \lim_{d \to \infty} \kappa^d_d(p_d) = \kappa_n(\mu) \). Similarly we obtain \( \lim_{d \to \infty} \kappa^d_d(q_d) = \kappa_n(\nu) \).

Then, from (20) we get that

\[ \lim_{d \to \infty} m_n(p_d \boxtimes q_d) = \lim_{d \to \infty} \sum_{\pi \in NC(n)} \kappa^d_\pi(p_d)m_{Kr(\pi)}(q_d) + O(1/d) = \sum_{\pi \in NC(n)} \kappa_\pi(\mu)m_{Kr(\pi)}(\nu). \]

So, by the formula for moments of \( \mu \boxtimes \nu \) given in (9) the right hand side of the above chain of equations is precisely \( m_n(\mu \boxtimes \nu) \), and the proof is concluded. \qed

Note that the above proposition holds even when \( \mu \) and \( \nu \) are not supported on the real line and the polynomials \( p_d \) and \( q_d \) are not real-rooted. A case of interest, for example, is that of families of polynomials with roots on the unit circle.

Of course, if the \( \mu \) and \( \nu \) are compactly supported probability measures on \( \mathbb{R} \) and the \( p_d \) and \( q_d \) are real-rooted, the convergence in moments can be turned into weak convergence of the empirical root distributions as stated in Theorem 1.4.

**Proof of Theorem 1.4.** If the supports of the empirical root distributions of \( p_d \) and \( q_d \) are uniformly bounded, then convergence in moments and weak convergence are equivalent, so in this case the theorem follows from Proposition 3.4.

When the supports of the root distributions are not uniformly bounded one can define auxiliary sequences of truncated polynomials, say \( (\hat{p}_d)_{d=1}^{\infty} \) and \( (\hat{q}_d)_{d=1}^{\infty} \), whose roots still converge in distribution to \( \mu \) and \( \nu \) respectively, but that now have uniformly bounded supports. After noting that, by the above paragraph, this implies that the root distributions of \( (\hat{p}_d \boxtimes \hat{q}_d)_{d=1}^{\infty} \) converges weakly to \( \mu \boxtimes \nu \), one can exploit that \( \boxtimes_d \) preserves interlacing of polynomials to argue that the root distributions of \( (p_d \boxtimes_d q_d)_{d=1}^{\infty} \) and \( (\hat{p}_d \boxtimes_d \hat{q}_d)_{d=1}^{\infty} \) have the same weak limit. We refer the reader to Appendix B for the details on how this is done. \qed
3.3 Derivatives of polynomials tend to free fractional powers

In this section we consider a sequence of real-rooted polynomials \((p_d)_{d=1}^\infty\) whose empirical root distributions converge weakly to a compactly supported probability measure \(\mu\). After fixing \(t \in (0, 1)\) we will be interested in the asymptotic behavior, as \(d \to \infty\), of the root distributions of \(D^{[(1-t)\delta]} p_d(x)\), where \(D\) denotes differentiation with respect to \(x\).

Using the PDE characterization of free fractional convolution powers obtained by Shlyakhtenko and Tao [ST20], in [Ste19] and [Ste21] Steinberger informally showed that, under the above setup, the empirical root distributions (after proper normalization) of the polynomials \(D^{[(1-t)\delta]} p_d(x)\) converge to \(\mu^{\oplus_1/t}\) as \(d \to \infty\). This was later formally proven by Hoskins and Kabluchko [HK21] by directly calculating the asymptotics of the \(R\)-transform of the derivatives of \(p_d\).

Our aim is to give an alternative proof which explains this phenomenon from the viewpoint of finite free probability. In simple terms, we will see that a simple modification of the operator \(D^{[(1-t)\delta]}\) may be realized by a finite free multiplicative convolution and then use Theorem 1.4 to obtain the limiting distribution.

**Lemma 3.5** (Differentiation via multiplication). Let \(p\) be a monic polynomial of degree \(d\). For \(q(x) = x^j(x - 1)^{d-j}\) and \(j = 0, \ldots, d\), we have

\[
p(x) \boxtimes_d q(x) = \frac{1}{(d)_j} x^j D^j p(x).
\]

**Proof.** First recall from the discussion in Section 2.2 that if \(Q\) is a polynomial satisfying \(q(x) = Q(xD)(x - 1)^d\), then

\[
p(x) \boxtimes_d q(x) = (Q(xD) p(x)).
\]

We begin by showing that, as operators, \(x^j D^j\) is a polynomial in \(xD\) for every \(i\). Proceeding by induction assume that \(x^j D^j = T_i(xD)\) for some polynomial \(T_i\) and note that \((xD)(x^j D^j) = ix^j D^j + x^{j+1} D^{j+1}\) or equivalently \(x^{j+1} D^{j+1} = (xD)T_i(xD) - iT_i(xD)\), proving the existence of \(T_{i+1}\).

Now, if we take \(Q := \frac{1}{(d)_j} T_i\) then it follows that \(Q(xD) = \frac{1}{(d)_j} x^j D^j\). Finally, since clearly \(Q(xD)(x - 1)^d = \frac{1}{(d)_j} x^j D^j p(x) = q(x)\), the proof is then concluded by (21). \(\square\)

**Remark 3.6.** The above lemma can also be proven by first computing explicitly the coefficients of \(x^j(x - 1)^{d-j}\) and then using the definition of the \(a_{n}^{\oplus_1/a}\) given in (10). However, we believe that the proof presented above explains at a conceptual level why the operation of taking repeated derivatives can be understood as a multiplicative convolution.

The remaining ingredient of our proof is the (by now well known) connection between fractional free convolution powers and the multiplicative free convolution (see [NS06, Exercise 14.21]). Namely, if \(\mu\) is a compactly supported measure on \(\mathbb{R}\), then

\[
(1-t)\delta_0 + t\mu^{\oplus_1/t} = \Lambda_{1/t}(\mu) \boxtimes ((1-t)\delta_0 + t\delta_1),
\]

for any \(t \in (0, 1)\), where \(\Lambda_{1/t}(\mu)\) denotes the dilation by a factor of \(1/t\) of the measure \(\mu\).
**Theorem 3.7** (Hoskins-Kabluchko [HK21], Steinerberger [Ste21]). Fix $t \in (0, 1)$ and let $(p_d)_{d=1}^{\infty}$ be a sequence of polynomials with $p_d \in \mathcal{R}_{\text{mon}}(d)$. Assume that the empirical root distributions of $(p_d)_{d=1}^{\infty}$ converge weakly to a compactly supported probability measure $\mu$. Then, if we set

$$r_d(x) := D^{(1-t)d} p_d(tx),$$

the empirical root distributions of $(r_d)_{d=1}^{\infty}$ will converge weakly to $\mu^{1/t}$.

**Proof.** For fixed $d$ define $k := [(1-t)d]$ and $q_d(x) := x^k(x-1)^{d-k}$. Then consider the auxiliary polynomials $\tilde{r}_d(x)$ defined by

$$\tilde{r}_d(x) := p_d(tx) \boxtimes_d q_d(x) = \frac{1}{(d)_k} x^k D^k p_d(tx),$$

where the last equality follows from Lemma 3.5. Now, since $\Lambda_{1/t}(\mu)$ and $(1-t)\delta_0 + t\delta_1$ are the asymptotic root distributions of the sequences $(p_d(tx))_{d=1}^{\infty}$ and $(q_d(x))_{d=1}^{\infty}$ respectively, by Theorem 1.4 we have that the asymptotic root distribution of $\tilde{r}_d(x)$ is given by

$$\Lambda_{1/t}(\mu) \boxtimes ((1-t)\delta_0 + t\delta_1),$$

which by (22) is precisely the measure $(1-t)\delta_0 + t\mu^{1/t}$. The proof is then concluded by noting that $r_d(x)$ has same root distribution as $\tilde{r}_d(x)/x^k$ and that removing the $k$ roots at zero has the effect of removing the atom at 0 from the limiting distribution. \hfill $\square$

**Remark 3.8.** Since in the limit, i.e. in free probability, we have the relation $(1-t)\delta_0 + t\mu^{1/t} = \Lambda_{1/t}(\mu) \boxtimes ((1-t)\delta_0 + t\delta_1)$, it is natural to compare the analogues of both sides of the equality at the finite level. For simplicity, let us assume that $t\delta$ is an integer. The fractional convolution powers are naturally defined\(^7\) by their cumulants: $\kappa_d^{\mu^{1/t}}(p_{\lambda^{1/t}}) = \lambda \kappa_d^{\mu}(p_d)$. The moments for the free powers (normalized by $t$) are given by

$$tm_n(p_d^{1/t}) = \frac{(-1)^{n-1}}{d^{n+1}(n-1)!} \sum_{\sigma, \tau \in P(n)} d^{\#\sigma + \#\tau} \mu(0_n, \sigma) \mu(0_n, \tau) \kappa_{\sigma}^{\mu}(p_d)^{t^{-\#\sigma + 1}},$$

while the moments of the free multiplicative convolution of $\tilde{p}_d(x) := p_d(xt)$ with $q_d(x)$ are given by

$$m_n(\tilde{p}_d \boxtimes_d q_d) = \frac{(-1)^{n-1}}{d^{n+1}(n-1)!} \sum_{\sigma, \tau \in P(n)} d^{\#\sigma + \#\tau} \mu(0_n, \sigma) \mu(0_n, \tau) \kappa_{\sigma}^{d}(p_d)^{t^{\#\tau - n}},$$

which in the limit coincides since the leading order is given when $\#\sigma + \#\tau = n+1$, i.e. $-\#\sigma + 1 = \#\tau - n$.

\(^7\)The fractional convolution may not have real roots, see [AP18, Remark 6.5]
4 Genus expansion

In this section we will give a topological interpretation to the formula presented in Theorem 1.1. To emphasize that our analysis does not use any particular property pertaining to cumulants or moments, rather than working with pairs of sequences of the form \((\kappa^d_j(p))^d_{j=1}\) and \((\kappa^d_j(q))^d_{j=1}\), or \((\kappa^d_j(p))_{j=1}^\infty\) and \((m_j(q))_{j=1}^\infty\), we will be working with arbitrary sequences of numbers \((u_j)_{j=1}^\infty\) and \((v_j)_{j=1}^\infty\).

Recall that the formula in Theorem 1.1 has the following form

\[
\frac{(-1)^{n-1}}{d^{n+1}(n-1)!} \sum_{\tau, \sigma \in P(n)} d^{\sigma + \tau} \mu(0, \sigma) \mu(0, \tau) u_\sigma v_\tau. \tag{23}
\]

Our starting point is the observation that this sum can be naturally replaced by a sum over pairs of permutations that generate transitive subgroups. Let us make this precise.

Recall that \(S_n\) denotes the symmetric group on \(n\) elements and that \(f : S_n \to P(n)\) is the function that transforms permutations into partitions by reading cycles as blocks. From (6) we note that for any \(\pi \in P(n)\),

\[
|\mu(0_n, \pi)| = \prod_{V \in \pi} (|V| - 1)!,
\]

is precisely the number of \(\alpha \in S_n\) for which \(f(\alpha) = \pi\). Hence, the expression in (23) can be rewritten as

\[
\frac{(-1)^{n-1}}{d^{n+1}(n-1)!} \sum_{\alpha, \beta \in S_n} (-d)^{\sigma(\alpha) + \sigma(\beta)} u_\alpha v_\beta. \tag{24}
\]

Moreover, note that the condition \(f(\alpha) \lor f(\beta) = 1_n\) is equivalent to the condition that the subgroup generated by \(\alpha\) and \(\beta\) has a transitive action on \([n]\). With these observations in hand, one can expect to use the general theory of maps and surfaces developed by Jacques [Jac68] and Cori [Cor], to group the terms in (24) using the notion of genus. We do this in Theorem 4.3 below after discussing some preliminaries.

4.1 Maps associated to pairs of permutations

Here we will review the results and concepts from the theory of maps and surfaces that will be needed. We refer the reader to [MS17, Section 5.1] for a more detailed exposition.

Given two permutations \(\alpha, \gamma \in S_n\) we can construct a directed graph, denoted by \(G(\alpha | \gamma)\), whose vertex set is \([n]\) and where there is a directed edge between \(i\) and \(j\) if \(\alpha(i) = j\) or \(\gamma(i) = j\), see Figure 2. Note that, by construction, each vertex in \(G(\alpha | \gamma)\) has two incoming and two outgoing edges. Moreover, if we ignore the orientation of the edges, \(G(\alpha | \gamma)\) is connected if an only if the subgroup generated by \(\alpha\) and \(\gamma\) acts transitively on \([n]\).

We are interested in embeddings of \(G(\alpha | \gamma)\), into closed oriented surfaces of genus \(g\), with the following properties:

(i) The embedding has no crossings, i.e. the interiors of the edges of \(G(\alpha | \gamma)\) do not intersect.
Figure 2: Here we show the oriented graph corresponding to the pair of permutations \( \alpha = (1, 7, 4)(2, 5)(3, 6) \) and \( \gamma = (1, 2, 3, 4)(5, 6, 7) \). The red and blue edges correspond to the cycles in \( \alpha \) and \( \gamma \) respectively.

(ii) For every cycle of \( \gamma \), the corresponding cycle of \( G(\alpha | \gamma) \) divides the surface into two regions, such that when transversing the cycle in the direction determined by its directed edges, the region on the left is homeomorphic to an open disc and does not contain any vertices or edges of \( G(\alpha | \gamma) \).

(iii) Similarly, for every cycle of \( \alpha \), the region on the right of the corresponding cycle in \( G(\alpha | \gamma) \) is homeomorphic to an open disc and does not contain any vertices or edges of \( G(\alpha | \gamma) \).

See Figure 3 for an example. It is known that such embeddings exist for large enough \( g \). The genus of \( \alpha \) relative to \( \gamma \) is then defined to be the smallest \( g \) for which there exists an embedding with the above properties.

Figure 3: A valid embedding into the 2-torus of the directed graph from Figure 2. From the picture it is clear that there is no valid embedding of this graph into the 2-sphere.

With this setup, an application of Euler’s formula shows the following classical result that relates the relative genus to the cycle count of the permutations (see Theorem 9 in Section 5.1 of [MS17] for a helpful proof sketch).
Theorem 4.1. Let $\alpha, \gamma \in S_n$ and let $g$ be the genus of $\alpha$ relative to $\gamma$. If the subgroup generated by $\alpha$ and $\gamma$ acts transitively on $[n]$ 

$$\#(\alpha) + #(\alpha^{-1}\gamma) + #(\gamma) = n + 2(1 - g).$$

There are two instances of the above result that are of particular relevance for our discussion.

Non-crossing partitions. When $\gamma$ is the $n$-cycle 

$$\gamma_n := (1, 2, \ldots, n),$$

from the properties (i-iii) mentioned above, it is clear that the $\alpha \in S_n$ that have genus 0 with respect to $\gamma_n$ are in one-to-one correspondence with the set of non-crossing partitions of $[n]$. And, from Theorem 4.1, the set formed by these permutations can be described by 

$$S_{NC}(n) := \{\alpha \in S_n : \#(\alpha) + #(\alpha^{-1}\gamma_n) = n + 1\}.$$

Moreover, from the graphical representation of $G(\alpha|\gamma_n)$, it is clear that if $\alpha \in S_{NC}(n)$ then $f(\alpha^{-1}\gamma_n)$ is precisely the Kreweras complement of $f(\alpha)$.

We refer the reader to [NS06, Lecture 23] for an extended discussion about the relationship between non-crossing partitions and permutations.

Annular non-crossing permutations. Now take two positive integers $r, s$ with $r + s = n$ and let 

$$\gamma_{r,s} := (1, \ldots, r)(r + 1, \ldots, n).$$

It is easy to see that the $\alpha \in S_n$ of genus 0 with respect to $\gamma_{r,s}$, that satisfy that the subgroup generated by $\alpha$ and $\gamma_{r,s}$ acts transitively on $[n]$, are precisely the set of non-crossing annular pairings defined above in Section 2.3. Given $\alpha \in S_{NC}(r, s)$ we define its Kreweras complement by $K_{r,s}(\alpha) := \alpha^{-1}\gamma_{r,s}$.

Below we will describe a common generalization of the notions of non-crossing partitions and annular non-crossing permutations.

4.2 Types and generalized non-crossing permutations

Here we introduce the notation and remaining concepts that will be used in the proof of the main result of this section.

Given $\alpha \in S_n$, by the cycle type of $\alpha$ we mean the integer partition $\zeta \vdash n$ that lists the lengths of the cycles of $\alpha$. To be more precise, if $\alpha$ has $m$ cycles, $\zeta$ will be the integer partition $[\zeta_1, \ldots, \zeta_m]$, where $\zeta_1 \geq \ldots \geq \zeta_m \geq 1$ and such that the $\zeta_i$ are the lengths of the cycles in the cycle decomposition of $\alpha$. For example, if $\alpha \in S_5$ has the cycle decomposition $(1)(2, 4, 5)(3)$, then the cycle type of $\alpha$ is $[3, 1, 1]$.

Given $\zeta \vdash n$ we will denote the number of parts of $\zeta$ by $|\zeta|$, and $f_i^\zeta$ will denote the number of parts of $\zeta$ that are equal to $i$. 
If \( \zeta = [\zeta_1, \ldots, \zeta_m] \), we will define \( \gamma_\zeta \) to be the canonical permutation of type \( \zeta \), namely

\[
\gamma_\zeta := (1, \ldots, \zeta_1)(\zeta_1 + 1, \ldots, \zeta_1 + \zeta_2) \cdots (\zeta_1 + \cdots + \zeta_{m-1} + 1, \ldots, n).
\]

To give an example, if \( \zeta = [3, 1, 1] \) then \( \gamma_\zeta = (123)(4)(5) \). We can now generalize the definitions of \( S_{NC}(n) \) and \( S_{NC}(r, s) \).

**Definition 4.2 (Generalized non-crossing permutations).** Given \( \zeta \vdash n \) we will denote by \( S_{NC}[\zeta; g] \) to be the set of permutations \( \alpha \in S_n \) that have genus \( g \) relative to \( \gamma_\zeta \) and that satisfy that the subgroup generated by \( \alpha \) and \( \gamma_\zeta \) acts transitively on \( \{1, 2, \ldots, n\} \).

For example, if \( \alpha = (1, 4, 7)(2, 5)(3, 6) \) then \( \alpha \in S_{NC}[4, 3; 1] \), see Figure 3 for a graphical representation of this permutation as an annular non-crossing permutation on the torus. Note also that \( S_{NC}[n; 0] = S_{NC}(n) \) and \( S_{NC}[r, s; 0] = S_{NC}(r, s) \). Finally, to simplify many of the expressions below it will be useful to denote

\[
S^3_{n,k} := \{(\alpha, \beta) \in S_n \times S_n : \#(\alpha) + \#(\beta) = n + 1 - k \text{ and } f(\alpha) \lor f(\beta) = 1_n\}.
\]

### 4.3 Decomposition by type and genus

We are now ready to prove the following.

**Theorem 4.3.** Let \( (u_j)_{j=1}^\infty \) and \( (v_j)_{j=1}^\infty \) be any two sequences of numbers. Then, for any \( n \) and any \( k = 0, \ldots, n-1 \) we have the following decomposition by genus:

\[
\frac{(-1)^{n-1}}{(n-1)!} \sum_{\sigma, \tau \in \mathcal{P}(n): \sigma \lor \tau = 1_k} \mu(0_n, \sigma)\mu(0_n, \tau)u_\sigma v_\tau = (-1)^k \sum_{g=0}^{\lfloor k/2 \rfloor} s^g_k, \tag{25}
\]

where

\[
s^g_k = \sum_{\zeta \vdash n} \frac{n}{\prod_{j=1}^{\zeta_1} \prod_{j=1}^{\zeta_1} \prod_{j=1}^{\zeta_j}} \sum_{\alpha \in S_{NC}[\zeta; g]} u_\alpha v_{\alpha^{-1}_\zeta}. \tag{26}
\]

**Proof.** First, from the discussion at the beginning of this section, we know that we can go from sums over partitions to sums over permutations as follows

\[
\frac{(-1)^{n-1}}{(n-1)!} \sum_{\sigma, \tau \in \mathcal{P}(n): \sigma \lor \tau = 1_k} \mu(0_n, \sigma)\mu(0_n, \tau)u_\sigma v_\tau = (-1)^k \frac{1}{(n-1)!} \sum_{(\alpha, \beta) \in S^3_{n,k}} u_\alpha v_\beta.
\]

Now note that

\[
\sum_{(\alpha, \beta) \in S^3_{n,k}} u_\alpha v_\beta = \sum_{\gamma \in S_n} \sum_{(\alpha, \beta) \in S^3_{n,k}} u_\alpha v_\beta = \sum_{\alpha \in S_n} \sum_{(\alpha, \alpha^{-1}_\gamma) \in S^3_{n,k}} u_\alpha v_{\alpha^{-1}_\gamma}.
\]
where the sums corresponding to some of the $\gamma \in S_n$ may be empty. Now we make a crucial observation, if $\gamma, \tilde{\gamma} \in S_n$ have the same type then
\[ \sum_{a \in S_n} \sum_{\substack{\gamma \in S_n \backslash S_n^2 \cup S_n^2, \gamma \in S_n^2 \cup S_n^2, \gamma \in S_n^2 \cup S_n^2}} u_{\gamma} v_{\alpha^{-1}} = \sum_{a \in S_n} \sum_{\gamma \in S_n^2 \cup S_n^2} u_{\gamma} v_{\alpha^{-1} \gamma}. \] (27)

To justify the above equation note that because $\gamma$ and $\tilde{\gamma}$ have the same type we may take $\tau \in S_n$ with $\tau \gamma^{-1} = \tilde{\gamma}$. Then, for any $\alpha \in S_n$ let $\bar{\alpha} := \tau \alpha \tau^{-1}$ and note that the subgroup generated by $\alpha$ and $\alpha^{-1} \gamma$ acts transitively on $[n]$ if and only if the subgroup generated by $\bar{\alpha}$ and $\bar{\alpha}^{-1} \tilde{\gamma}$ does so too. Moreover $\#(\alpha) + \#(\alpha^{-1} \gamma) = \#(\bar{\alpha}) + \#(\bar{\alpha}^{-1} \tilde{\gamma})$, that is, the condition of being in $S_n^2 \cup S_n^2 \cup S_n^2$ is invariant under conjugation by $\tau$. Since $u_\alpha$ and $v_{\alpha^{-1} \gamma}$ only depend on the type of $\alpha$ and $\alpha^{-1} \gamma$ we also have that $u_\alpha v_{\alpha^{-1} \gamma} = u_{\bar{\alpha}} v_{\bar{\alpha}^{-1} \tilde{\gamma}}$, and (27) follows.

Now, if for every type $\zeta \vdash n$ we take $Y_\zeta$ as a representative of the class of permutations of type $\zeta$, from (27) we deduce
\[ \sum_{\gamma \in S_n} \sum_{\substack{\alpha \in S_n \backslash S_n^2 \cup S_n^2, \gamma \in S_n^2 \cup S_n^2 \cup S_n^2}} u_{\gamma} v_{\alpha^{-1}} = \sum_{\zeta \vdash n} N_\zeta \sum_{\alpha \in S_n \backslash S_n^2 \cup S_n^2 \cup S_n^2} u_{\gamma} v_{\alpha^{-1} \gamma}, \] (28)

where $N_\zeta := \frac{n!}{\prod_{i=1}^{\lceil k \rceil} \lceil k \rceil!}$ is the number of permutations of type $\zeta$.

Finally, for fixed $\zeta \vdash n$, note that if $\alpha \in S_n$ satisfies that $(\alpha, \alpha^{-1} \gamma) \in S_n^2 \cup S_n^2 \cup S_n^2$ and $g$ is the genus of $\alpha$ relative to $Y_\zeta$, then from Theorem 4.1 we get
\[ n + 2 - 2g = \#(\alpha) + \#(\alpha^{-1} \gamma) + \#(\gamma_\zeta) = n + 1 - k + |\zeta|, \]
and hence $g = g_\zeta$ is independent of $\alpha$ where $g_\zeta := \frac{k+1-k|\zeta|}{2} \leq \frac{k}{2}$. Moreover, the subgroup generated by $\alpha$ and $\alpha^{-1} \gamma$ has a transitive action if and only the subgroup generated by $\alpha$ and $\gamma_\zeta$ does so too. Therefore
\[ \sum_{\gamma \in S_n} \sum_{\substack{\alpha \in S_n \backslash S_n^2 \cup S_n^2 \cup S_n^2}} u_{\gamma} v_{\alpha^{-1}} = \sum_{\alpha \in S_n \backslash S_n^2 \cup S_n^2 \cup S_n^2} u_{\alpha} v_{\alpha^{-1} \gamma_\zeta}. \]

Combining this equation with (28) we obtain
\[ \sum_{\gamma \in S_n} \sum_{\substack{\alpha \in S_n \backslash S_n^2 \cup S_n^2 \cup S_n^2}} u_{\gamma} v_{\alpha^{-1}} = \sum_{\zeta \vdash n} N_\zeta \sum_{\alpha \in S_n \backslash S_n^2 \cup S_n^2 \cup S_n^2} u_{\gamma} v_{\alpha^{-1} \gamma}, \]
\[ = \sum_{g=0}^{|\zeta|} \sum_{\substack{\alpha \in S_n \backslash S_n^2 \cup S_n^2 \cup S_n^2 \backslash S_n^2 \cup S_n^2 \cup S_n^2 \cup S_n^2}} N_\zeta \sum_{\alpha \in S_n \backslash S_n^2 \cup S_n^2 \cup S_n^2} u_{\gamma} v_{\alpha^{-1} \gamma}, \]
where the last equality is obtained from grouping terms by the value of $g_\zeta$. The proof is then concluded by combining the above equation with the equalities obtained at the beginning of the proof. \(\square\)

We can now obtain Lemma 3.3 as a corollary of Theorem 4.3.
Proof of Lemma 3.3. When $k = 0$, $[k/2] = 0$, so the right hand side of (25) has only one term, corresponding to genus 0. Moreover, the expression in (26) has the unique term $\zeta = [n]$, so the expression simplifies to

$$ s_0^{(0)} = \sum_{\alpha \in S_{NC}[n;0]} u_\alpha v_{\alpha^{-1} \gamma_n}. $$

Now recall, from the discussion in Sections 4.1 and 4.2, that $S_{NC}[n;0] = S_{NC}(n)$ which $f$ bijects with $NC(n)$, and for every $\alpha \in S_{NC}(n)$, $f(\alpha^{-1} \gamma_n)$ is the Kreweras complement of $f(\alpha)$, and the proof is concluded.

Similarly, when $k = 1$, Theorem 4.3 reduces to the following lemma.

Lemma 4.4. Let $(u_j)_{j=1}^{\infty}, (v_j)_{j=1}^{\infty}$ be two sequences of scalars, then for every $n$

$$ -\frac{n}{2} \sum_{\substack{r+s=n \\alpha \in S_{NC}(r,s)}} \frac{u_\alpha v_{Kr_s,\alpha}}{rs} = \frac{(-1)^{n-1}}{(n-1)!} \sum_{\substack{\sigma \times \tau \in \mathcal{P}(n) \\sigma \vee \tau = 1 \\sigma \notin \tau \oplus \tau = n}} \mu(0_n, \sigma) \mu(0_n, \tau) u_\sigma v_\tau. \quad (29) $$

Proof. Because we are in the case $k = 1$, as in the proof of Lemma 3.3 we have $[k/2] = 0$, so the right hand side of (25) again has only one term, namely $-s_i^{(0)}$. However, now the condition $|\zeta| = k + 1 - 2g$ in the expression for $s_i^{(0)}$ simplifies to $|\zeta| = 2$. That is, we only care about $\zeta$ of the form $[r, s]$ with $r + s = n$ and $r \geq s$. Hence

$$ s_i^{(0)} = \sum_{\substack{r+s=n \\alpha \in S_{NC}[r,s;0]}} \frac{n}{rs} \sum_{\alpha \in S_{NC}[r,s;0]} u_\alpha v_{\alpha^{-1} \gamma_{rs}} + 1[n \text{ is even}] \cdot \frac{n}{2r^2} \sum_{\alpha \in S_{NC}[r,r;0]} u_\alpha v_{\alpha^{-1} \gamma_{rr}}, $$

and again by the discussion in Section 4.2 we know that $S_{NC}[r,s;0] = S_{NC}(r, s)$, and by definition $\alpha^{-1} \gamma_{rs} = Kr_{r,s}(\alpha)$.

The proof of Theorem 1.3 stated in the introduction is now straightforward.

Proof of Theorem 1.3. Apply Lemma 4.4 using the sequences $(u_j)_{j=1}^{d} = (\kappa_j^d)_{j=1}^{d}$ and $(v_j)_{j=1}^{d} = (1)_{j=1}^{d}$, and combine it with the second equation of Theorem 1.1 in the case where $q(x) = (x - 1)^d$.

5 Infinitesimal distributions and examples

In this section we study the infinitesimal limiting distribution of a sequence of polynomials. Recall that a sequence of monic polynomials $(p_d)_{d=1}^{\infty}$, where $p_d \in \mathcal{R}_{\text{mon}}(d)$, has an asymptotic distribution if

$$ m_n := \lim_{d \to \infty} m_n(p_d) < \infty, \quad \text{for } n \geq 1 $$

and $(m_n)_{n=1}^{\infty}$ is the sequence of moments of some distribution $\mu$. Given that such limiting distribution exists, we say that $(p_d)_{d=1}^{\infty}$ has an infinitesimal limiting distribution if the following limits also exist

$$ m'_n := \lim_{d \to \infty} d(m_n(p_d) - m_n) < \infty, \quad \text{for } n \geq 1. $$
5.1 Approximation scheme

The purpose of this section is to provide a general scheme of approximation that allows us to construct sequences of polynomials with infinitesimal limiting distribution. The idea is to fix a compactly supported distribution $\mu$ on the real line and construct monic polynomials $p_d$, of degree $d$, whose finite free cumulants are exactly the first $d$ free cumulants of $\mu$.

**Definition 5.1.** Let $\mu$ be a distribution with finite moments of all orders, and denote by $(\kappa_n(\mu))_{n=1}^{\infty}$ the sequence of free cumulants of $\mu$.

1. For every $d \geq 1$ we denote by $p_d(\mu)$ the monic polynomial of degree $d$, uniquely defined by the constraints $\kappa_n^d(p_d(\mu)) = \kappa_n(\mu)$ for all $1 \leq n \leq d$.

2. Let $S = (d_i)_{i=1}^{\infty}$ be an infinite increasing sequence of natural numbers. A probability measure $\mu$ is said to be an $S$-real-rooted limit if $p_{d_i}(\mu)$ is real-rooted for all $d_i \in S$. We denote by $\mathcal{M}_R(S)$ the set of all distributions $\mu$ that are $S$-real-rooted limits. We use the notation $\mathcal{M}_R = \mathcal{M}_R(\mathbb{N})$.

From the finite moment-cumulant formula it is clear that

$$m_n(\mu) = \lim_{i \to \infty} m_n(p_{d_i}(\mu)).$$

Thus, when $\mu$ is a compactly supported probability measure on the real line, the root distribution of the sequence of polynomials $(p_d(\mu))_{d=1}^{\infty}$ converges weakly to $\mu$. The condition of having real-roots for all degrees $d$ in some subset $S$ is a bit restrictive, however even the more restrictive family, $\mathcal{M}_R$, contains interesting distributions. Also, the families $\mathcal{M}_R(S)$ behave nicely with respect to the free additive convolution and weak convergence. This is summarized in the following proposition.

**Proposition 5.2.**

1. Let $S_1$ and $S_2$ be sequences such that $S = S_1 \cap S_2$ is infinite. If $\mu \in \mathcal{M}_R(S_1)$, and $\nu \in \mathcal{M}_R(S_2)$ then $\mu \boxplus \nu \in \mathcal{M}_R(S)$. In particular, for all $S$, $\mathcal{M}_R(S)$ is closed under the free additive convolution $\boxplus$.

2. $\mathcal{M}_R(S)$ is closed under convergence in moments. That is, if $(\mu_k)_{k \geq 1} \subset \mathcal{M}_R(S)$, and there exist a probability measure $\mu$ such that $\lim_{k \to \infty} m_n(\mu_k) = m_n(\mu)$ for all $n \geq 1$, then $\mu \in \mathcal{M}_R(S)$.

**Proof.**

1. Since $\mu \in \mathcal{M}_R(S_1)$, $\nu \in \mathcal{M}_R(S_2)$ and $S = S_1 \cap S_2$, we know that $p_{d}(\mu)$ and $p_{d}(\nu)$ are real-rooted for all $d \in S$. Then if we fix a $d \in S$, the finite free convolution $p_{d}(\mu) \boxplus_d p_{d}(\nu)$ is also real-rooted. Furthermore, for $1 \leq n \leq d$ we have that

$$\kappa_n^d(p_{d}(\mu) \boxplus_d p_{d}(\nu)) = \kappa_n^d(p_{d}(\mu)) + \kappa_n^d(p_{d}(\nu)) = \kappa_n(\mu) + \kappa_n(\nu) = \kappa_n(\mu \boxplus \nu).$$

So we get that $p_d(\mu \boxplus \nu) = p_d(\mu) \boxplus_d p_d(\nu)$ is real-rooted for all $d \in S$ and we conclude that $\mu \boxplus \nu \in \mathcal{M}_R(S)$. 


2. We start by fixing a \( d \in S \). Since convergence in moments implies convergence in free cumulants, we know that
\[
\lim_{k \to \infty} \kappa^d_n(p_d(\mu_k)) = \lim_{k \to \infty} \kappa_n(\mu) = \kappa^d_n(p_d(\mu)), \quad \text{for } n = 1, 2, \ldots, d.
\]
By the coefficient-cumulant formula it follows that the polynomial \( p_d(\mu) \) is the limit of the real-rooted polynomials \( p_d(\mu_k) \). This implies that \( p_d(\mu) \) is real-rooted too. Since this works for all \( d \in S \) we conclude that \( \mu \in M_R(S) \).

**Example 5.3.** As a direct consequence of Examples 2.6, 2.7 and 2.8 the following distributions belong to \( M_R \).

1. The Dirac distribution \( \delta_a \) for all \( a \in \mathbb{R} \).
2. The semicircular distribution \( \mu_{sc} \).
3. The Marchenko-Pastur distribution of parameter \( \lambda \geq 1 \).

Moreover, from Example 2.8, it can also be seen that for integers \( 0 \leq r \leq s \), the Marchenko-Pastur distribution of parameter \( \lambda = r/s \) belongs to \( M_R(s\mathbb{N}) \).

**Example 5.4** (Free compound Poisson distribution). A free compound Poisson distribution of parameter \( \lambda \) and jump distribution \( v \), denoted \( \pi(\lambda, v) \) is the probability measure such that \( \kappa_n(\pi(\lambda, v)) = \lambda m_n(v) \), and we denote it by \( \pi(\lambda, v) \). In our case, we restrict to measures with parameters of specific form. We take \( \lambda \) to be a rational number, \( \lambda = r/s \), and the jump distribution to be of the form
\[
v = \frac{1}{n} \sum_{i=1}^{n} \delta_{\lambda_{i}},
\]
It can be seen from Example 2.8 and Proposition 5.2 that under the above assumption
\[
\pi(\lambda, v) \in M_R(s\mathbb{N}).
\]

The main reason to study distributions \( \mu \in M_R(S) \) is that \( (p_d(\mu))_{d \geq 1} \), the canonical sequence of polynomials associated to \( \mu \), has an infinitesimal asymptotic distribution that can be explicitly described in terms of the distribution \( \mu \). Depending on whether the information of the distribution \( \mu \) is given to us from its moments or its free cumulants, it is sometimes more convenient to use the infinitesimal Cauchy transform or the infinitesimal \( R \)-transform.

The **infinitesimal \( R \)-transform** of a pair of measures \( (\mu, \mu') \), denoted as \( R_{inf}(z) \), is a formal series in \( z \), that depends on \( \mu \) and \( \mu' \). As its name suggests, it is the infinitesimal analog of the \( R \)-transform, due to the fact that it linearizes the infinitesimal free convolution. As we do not work with infinitesimal freeness, we will just use the fact from [Min19, Theorem 2] that the infinitesimal \( R \)-transform can be written in terms of the \( K \)-transform (defined in Subsection 2.1) and the infinitesimal Cauchy transform (defined in the introduction) as follows:
\[
R_{inf}(z) = -K'_{\mu}(z)G_{inf}(K_{\mu}(z)).
\]
The infinitesimal free cumulants, denoted as \((\kappa'_n)_{n \geq 1}\), are the coefficients of \(R_{inj}(z)\).

To prove the main result of this section we will use the following lemma regarding the formal power series of \(\log(F' (z))\).

**Lemma 5.5.** Let \(F = F_\mu\) be the \(F\)-transform of some probability measure \(\mu\) with bounded support. Then we have the series representation

\[
\log[F'(z)] = \sum_{r,s \geq 1} \alpha_{r,s} \frac{z^{-r-s}}{rs},
\]

where \(\alpha_{r,s} = \sum_{\pi \in S_{NC}(r,s)} \kappa_\pi\).

**Proof.** We start by analyzing the series in two variables \(H(z, w) := \frac{F(z) - F(w)}{z - w}\).

Recall that \(F\) is a formal power series of the form \(F(z) = z + a_0 + \sum_{n=1}^\infty b_n z^n\). Thus, expanding the difference \(F(z) - F(w)\) yields

\[
F(z) - F(w) = z - w + \sum_{n=1}^\infty b_n (z^n - w^n)
= z - w + \sum_{n=1}^\infty b_n (z^{-1} - w^{-1}) \left( \sum_{j+k=n-1} z^{-k} w^{-j} \right)
= (z - w) - (z - w)z^{-1}w^{-1} \sum_{n=1}^\infty b_n \sum_{j+k=n-1} z^{-k} w^{-j},
\]

from where

\[
H(z, w) = 1 - z^{-1}w^{-1} \sum_{n=1}^\infty b_n \sum_{j+k=n-1} z^{-k} w^{-j}.
\] (31)

In particular, if we take \(w = z\) the one variable series \(H(z, z)\) is well defined and is given by

\[
H(z, z) = 1 - \sum_{n=1}^\infty nb_n z^{-n-1} = F'(z).
\]

Thus, we are interested in computing the series \(\log[H(z, z)]\). Notice that this is almost the content of Lemma 2.9, which asserts that

\[
\frac{\partial^2}{\partial z \partial w} \log(H(z, w)) = \frac{1}{zw} \sum_{r,s \geq 1} \alpha_{r,s} z^{-r} w^{-s}.
\]

Formally integrating with respect to \(w\) and with respect to \(z\), we obtain

\[
\log(H(z, w)) = \sum_{r,s \geq 1} \alpha_{r,s} \frac{z^{-r} w^{-s}}{rs} + f_1(z) + f_2(w),
\] (32)
where \( f_1(z) \) is the constant (in \( w \)) term obtained when integrating with respect to \( w \) and \( f_2(w) \) is the constant (in \( z \)) term obtained when integrating with respect to \( z \). Notice that evaluating \( w = z \) yields

\[
\log[F'(z)] = \log [H(z, z)] = \sum_{r,s \geq 1} \alpha_{r,s} \frac{z^{-r-s}}{rs} + f_1(z) + f_2(z).
\]

Thus, to conclude the proof we just need to check that \( f_1 = f_2 = 0 \), which amounts to observing that \( \log \left( H(z, w) \right) \) does not have any terms depending only on \( z \) or only on \( w \). Indeed, from equation (31) we observe that \( H(z, w) = 1 + z^{-1}w^{-1}J(z, w) \) where \( J \) is a series in two variables where all the powers of \( w \) and \( z \) are non-positive, meaning that \( H(z, w) - 1 \) does not have any term depending only on \( z \) or only on \( w \). Therefore, when composing with the logarithm series \( \log(1 + x) = \sum_{n=1}^{\infty} \frac{(-1)^{n+1}x^n}{n} \), it is now clear that

\[
\log \left( H(z, w) \right) = \sum_{n=1}^{\infty} \frac{(-1)^{n+1}}{n}(z^{-1}w^{-1}J(z, w))^n
\]

does not contain any terms depending only on \( z \) or only on \( w \), as desired. \( \square \)

Now, we can prove the functional equation for \( G_{inf} \) advertised in Theorem 1.6, together with an analogous relation for the infinitesimal R-transform.

**Theorem 5.6.** Let \( \mu \in \mathcal{M}_R \). Then, its canonical sequence of monic polynomials, \((p_d(\mu))_{d=1}^\infty\), has an infinitesimal asymptotic distribution \((\mu, \mu')\). Moreover, the infinitesimal Cauchy transform and the infinitesimal R-transform are given by:

\[
G_{inf}(z) = \frac{G'_\mu(z)}{2G'_\mu(z)} - \frac{G'_\mu(z)}{G_\mu(z)},
\]

\[
R_{inf}(z) = \frac{K''_\mu(z)}{2K'_\mu(z)} + \frac{1}{z}.
\]

**Proof.** We will combine Lemma 2.9 and Theorem 1.3, to compute the infinitesimal distribution of the sequence \((p_d(\mu))_{d=1}^\infty\). First, if \((p_d(\mu))_{d=1}^\infty\) is the canonical sequence of \( \mu \in \mathcal{M}_R \), equation (1) from Theorem 1.3 may be written as

\[
m_n(\mu) - m_n(\mu) = -\frac{n}{2d} \sum_{\pi \in \mathcal{S}_NC(r,s)} \frac{\kappa^d(\pi)}{rs} + O(1/d^2),
\]

which implies that

\[
m'_n = -\frac{n}{2d} \sum_{\pi \in \mathcal{S}_NC(r,s)} \frac{\kappa^d(\pi)}{rs} = -\frac{n}{2} \sum_{r+s=n} \frac{1}{rs} \alpha_{r,s},
\]

where we recall the notation from Lemma 2.9, \( \alpha_{r,s} := \sum_{\pi \in \mathcal{S}_NC(r,s)} \kappa_\pi(\mu) \).
In terms of generating functions we have obtained the relation

\[ G_{inf}(z) = \sum_{n \geq 1} m'_n z^{-n-1} = -\frac{1}{2} \sum_{n \geq 1} \left( n \sum_{r+s=n} \frac{\alpha_{r,s}}{rs} \right) z^{-n-1}. \] \hspace{1cm} (35)

Now, from Lemma 5.5 we have that

\[ \log[F'_\mu(z)] = \sum_{r,s \geq 1} \alpha_{r,s} \frac{z^{-r-s}}{rs} = \sum_{n \geq 1} \left( \sum_{r+s=n} \frac{\alpha_{r,s}}{rs} \right) z^{-n}. \]

Finally, by taking a derivative with respect to \( z \) and dividing by 2, we arrive to

\[ \frac{1}{2} \frac{\partial}{\partial z} \log[F'_\mu(z)] = -\frac{1}{2} \sum_{n \geq 1} n \left( \sum_{r+s=n} \frac{\alpha_{r,s}}{rs} \right) z^{-n-1}. \]

Equation (33), now follows from (35) and the fact that

\[ \frac{1}{2} \frac{\partial}{\partial z} \log[F'_\mu(z)] = \frac{1}{2} \frac{F''(z)}{F'(z)} = \frac{G''(z)}{2G'(z)} - \frac{G'(z)}{G(z)}. \]

To compute \( R_{inf}(z) \) we will use (30). First, from the equation we just obtained

\[ G_{inf}(K_\mu(z)) = \frac{G''(K_\mu(z))}{2G'(K_\mu(z))} - \frac{G'(K_\mu(z))}{G(K_\mu(z))}. \]

Now, differentiating the equation \( G_\mu(K_\mu(z)) = z \) we have

\[ G'_\mu(K_\mu(z)) = \frac{1}{K'_\mu(z)} \quad \text{and} \quad G''_\mu(K_\mu(z)) = -\frac{K''(z)}{K'_\mu(z)^3}. \]

Then, by (30) we conclude that

\[ R_{inf}(z) = -K'_\mu(z) \left( -\frac{K''(z)}{2K'_\mu(z)^3} \cdot K'_\mu(z) - \frac{1}{2zK'_\mu(z)} \right) = \frac{K''(z)}{2K'_\mu(z)} + \frac{1}{z}, \]

as desired. \( \square \)
5.2 Examples

Example 5.7 (Infinitesimal distribution of Hermite polynomials). Let $\mu_{sc}$ be the semicircular distribution. As explained in Example 2.7, we know that in this case the $(p_d(\mu_{sc}))_{d=1}^\infty$ are precisely the Hermite polynomials $(\hat{H}_d)_{d=1}^\infty$. It is a well-known fact, see for instance [NS06, eq. (2.23)], that the Cauchy transform of $\mu_{sc}$ is given by $G_{\mu_{sc}}(z) = \frac{z - \sqrt{z^2 - 4}}{2}$. Hence

$G'_{\mu_{sc}}(z) = \frac{\sqrt{z^2 - 4} - z}{2z^2 - 4}$ and $G''_{\mu_{sc}}(z) = \frac{2}{(z^2 - 4)^2}$,

so we can use (33) to compute

$G_{inf}(z) = \frac{\sqrt{z^2 - 4} - z}{2(z^2 - 4)}$. (36)

Observe that (36) can be rewritten as the difference of a symmetric arcsine distribution $\mu_{arc}$ and a Bernoulli distribution $\mu_{ber}$,

$G_{inf} = \frac{1}{2} \left( \frac{1}{\sqrt{z^2 - 4}} - \frac{z}{(z - 2)(z + 2)} \right) = \frac{1}{2} \left( G_{\mu_{arc}} - G_{\mu_{ber}} \right)$,

which is no surprise given formula (5), since $\mu_{arc}$ and $\mu_{ber}$ are related to the semicircle distribution via applying once or twice the inverse Markov transform. Thus the infinitesimal distribution is

$dp'(x) = \frac{1}{2} \left( \frac{1}{\pi} \frac{1}{\sqrt{4 - x^2}} dx - \frac{\delta_{-x} + \delta_x}{2} \right)$,

and the infinitesimal moments then are given by $m'_{2n+1} = 0$ and

$m'_{2n} = \frac{1}{2} \left( \frac{2n}{n} - 2^n \right)$, \ \forall n \geq 1. (37)

This closed formula for the infinitesimal moments can also be obtained directly using the formula for the number of annular pair partitions in $S_{NC}(r,s)$ [BMS00]. Notice that infinitesimal moments are (up to a minus sign) given by Sloane’s OEIS sequence A000346: 1, 5, 22, 93, 386, 1586, 6476, ....

Finally, from (34) since $K_{\mu_{sc}}(z) = \frac{1}{z} + z$ we can compute the infinitesimal $R$-transform $R_{inf}(z) = \frac{z}{z^2 - 1}$ and from this it is easy to check that the infinitesimal cumulants are $\kappa'_{2n+1} = 0$ and $\kappa'_{2n} = -1$.

Remark 5.8 (Hermite polynomials and GOE). Observe that the infinitesimal Cauchy transform obtained in (36) coincides (up to a sign) with the asymptotic infinitesimal distribution of the Gaussian Orthogonal Ensemble, see [Min19, Remark 28]. Of course this also means that their infinitesimal moments and cumulants coincide (up to a sign), see [Min19, Lemma 23 and Corollary 27]. Therefore, we just found that the fluctuations of the Hermite polynomials are equal to minus the fluctuations of the GOE, and are given by (37). This type of result has already appeared in the literature [KM16]. Moreover, the general case for Wigner matrices was solved in [EM16].

The fact that the $O(1)$ and the $O(1/d)$ terms coincide for the Hermite polynomials and the GOE, prompts the question if this continues to be true for the $O(1/d^2)$ term. However, this turns out to be false and can be observed from small values of $n$. Indeed, from [Min19] and the finite moment-cumulant formula we get the formulas in Table 1.
\[ \begin{array}{|c|c|c|} \hline n & \text{GOE} & \text{Hermite polynomial} \\ \hline 2 & 1 + d^{-1} & 1 - d^{-1} \\ 4 & 2 + 5d^{-1} + 5d^{-2} & 2 - 5d^{-1} + 3d^{-2} \\ 6 & 5 + 22d^{-1} + 52d^{-2} + 41d^{-3} & 5 - 22d^{-1} + 32d^{-2} - 15d^{-3} \\ \hline \end{array} \]

Table 1: Moments of the GOE compared to the moments of the Hermite polynomials.

**Example 5.9** (Infinitesimal distribution of Laguerre polynomials). Let \( \pi(\lambda) \) be the Marchenko-Pastur (free poisson) distribution of parameter \( \lambda \). As explained in Example 2.8, we know that \( (p_d(\pi(\lambda)))_{d \geq 1} \) are the Laguerre polynomials \( (L_d^{(\lambda)})_{d = 1}^\infty \). It is a well-known fact, see for instance [NS06, Lecture 12], that the Cauchy transform of \( \pi(\lambda) \) is

\[ G_{\pi(\lambda)}(z) = \frac{z + 1 - \lambda + \sqrt{(z - \lambda - 1)^2 - 4\lambda}}{2z}. \]

Again, we can use (33) to compute the infinitesimal Cauchy transform which after simplifications has the form

\[ G_{\inf}(z) = \frac{1}{2} \left( \frac{1}{\sqrt(-\lambda + z - 1)^2 - 4\lambda} - \frac{-\lambda + z - 1}{(-\lambda + z - 1)^2 - 4\lambda} \right). \]

and then we get the infinitesimal distribution,

\[ d\mu^\prime(x) = \frac{1}{2} \left( \frac{1}{\pi \sqrt{4\lambda - (x - \lambda - 1)^2}} \right) \frac{1}{dx} \delta_{(1+\sqrt{\lambda})^2} + \delta_{(1-\sqrt{\lambda})^2}. \]

The moments of \( \mu^\prime \) are given then by the difference of the moments of the measures, namely

\[ m_n^\prime = \frac{1}{2} \left( \sum_{k=0}^{n} \binom{n}{k} \lambda^k - \sum_{k=0}^{n} \binom{2n}{2k} \lambda^k \right), \quad \forall n \geq 1. \tag{38} \]

Also since the free cumulants of \( \pi(\lambda) \) equal \( \lambda \) then \( K_{\pi(\lambda)}(z) = \frac{1}{z + \frac{\lambda}{1-z}} \). From (34) we can compute the infinitesimal \( R \)-transform

\[ R_{\inf}(z) = \frac{1}{z - 1} - \frac{1}{2} \left( \frac{\sqrt{\lambda} - 1}{z - (\sqrt{\lambda} - 1)} + \frac{\sqrt{\lambda} + 1}{z - (\sqrt{\lambda} + 1)} \right), \]

which gives \( \kappa_n^\prime = 1 - \frac{1}{2}((1 + \sqrt{\lambda})^n + (1 - \sqrt{\lambda})^n) = -\sum_{k=1}^{[n/2]} \binom{n}{2k} \lambda^k. \)

For \( \lambda = 1 \) the infinitesimal moments are

\[ m_n^\prime = \frac{1}{2} \left( \binom{2n}{n} \right) - 4^{n-1}, \quad \forall n \geq 1. \tag{39} \]

which are given (up to the minus sign) in Sloane’s OEIS sequence A008549: 1,6,29,130, 562,2380, 9949, 41226, 169766,...
Remark 5.10 (Laguerre polynomials and real Wishart matrices). It is natural to ask if the asymptotic infinitesimal distribution of the Laguerre polynomials coincides with the one of an ensemble of real Wishart matrices. The first infinitesimal moments coincide (up to a sign) and are given by

\[
\begin{align*}
|m_1'| &= 0, & |m_2'| &= \lambda, & |m_3'| &= 3\lambda + 3\lambda^2, & |m_4'| &= 6\lambda + 17\lambda^2 + 6\lambda^3, \\
|m_5'| &= 10\lambda + 55\lambda^2 + 55\lambda^3 + 10\lambda^4, & |m_6'| &= 15\lambda + 135\lambda^2 + 262\lambda^3 + 135\lambda^4 + 15\lambda^5, \\
|m_7'| &= 21\lambda + 280\lambda^2 + 889\lambda^3 + 889\lambda^4 + 280\lambda^5 + 21\lambda^6.
\end{align*}
\]

This is true for all \(n\), as we learnt from James Mingo, [MVB21].
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A Proof of Theorem 1.1 via the Möbius Algebra

We follow the presentation and notation of [Spe00].

A partially ordered set \((P, \leq)\) is called a lattice if each two-element subset, \(\{a, b\} \subset P\), has a least upper bound or join, denoted by \(a \lor b\), and a greatest lower bound or meet, denoted by \(a \land b\).

Notation A.1. Let \((P, \leq)\) be a finite lattice.

1. For functions \(f, g : P \to \mathbb{C}\) we denote by \(f \ast g : P \to \mathbb{C}\) the function defined by

   \[
   f \ast g (\pi) := \sum_{\sigma \lor \sigma' = \pi} f(\sigma)g(\sigma').
   \]

2. For a function \(f : P \to \mathbb{C}\) we denote by \(F(f) : P \to \mathbb{C}\) the function defined by

   \[
   F(f)(\pi) := \sum_{\sigma \leq \pi} f(\sigma).
   \]

The main relation between the operation \(\ast\) and the function \(F\) is the following.

Proposition A.2 (Proposition 3.3, [Spe00]). Let \((P, \leq)\) be a finite lattice. Then for any functions \(f, g : P \to \mathbb{C}\) we have that

\[
F(f \ast g) = F(f)F(g).
\]
Now, to prove Theorem 1.1 we consider the lattice $P = P(n)$. We notice that setting $f(\pi) = d^n \mu(0, \pi) \kappa^d_{\pi}(p)$ and $g(\pi) = d^n \mu(0, \pi) \kappa^d_{\pi}(q)$, we have, by (12)

$$F(f)(1_n) = \frac{n! d^n a_p^n}{(d)_n}$$

and

$$F(g)(1_n) = \frac{n! d^n a_q^n}{(d)_n}.$$ 

Now, we use Proposition A.2 to obtain $F(g)F(f) = F(g \ast f)$, which means that

$$\frac{(n!)^2 d^{2n} a_p^p a_q^q}{(d)_n^2} = F(f)(1_n)F(g)(1_n) = F(f \ast g)(1_n) = \sum_{\pi \in P(n)} b_\pi,$$

where

$$b_n = \sum_{\pi \vee \sigma = 1_n} d^n \mu(0, \pi) \kappa^d_{\pi} d^n \mu(0, \sigma) \kappa^d_{\sigma}.$$ 

Coming back to $p \boxtimes_d q$, from (10) we obtain

$$a_p^p a_q^q = \frac{a_p^p a_q^q n!}{(d)_n} \sum_{\pi \in P(n)} b_\pi = \frac{(d)_n}{n! d^{2n}} \left( \frac{1}{d^n} \sum_{\pi \in P(n)} b_\pi \right).$$

Finally, comparing to (12) we see that

$$b_n = (-1)^{n-1} d^{n+1} (n-1)! k^d_n(p \boxtimes_d q)$$

and thus from (40), we arrive to the desired identity.

**B Truncation via interlacing**

In this section we present the details of the truncation argument used in the proof of Theorem 1.4. We start by recalling some elementary facts about interlacing polynomials.

**Definition B.1 (Interlacing and common interlacing).** Let $p, q \in \mathcal{R}_{mon}(d)$ and denote the roots of $p$ and $q$ by $\lambda_1(p) \leq \cdots \leq \lambda_d(p)$ and $\lambda_1(q) \leq \cdots \leq \lambda_d(q)$ respectively. We say that $q$ interlaces $p$ if

$$\lambda_1(p) \leq \lambda_1(q) \leq \lambda_2(p) \leq \lambda_2(q) \leq \cdots \leq \lambda_d(p) \leq \lambda_d(q).$$

We say that $p$ and $q$ have a common interlacing if there exists an $r \in \mathcal{R}_{mon}(d)$ that interlaces both $p$ and $q$.

We will use that convex combinations of polynomials with a common interlacing are real-rooted (see [MSS15, Lemma 4.5 and proof of Lemma 4.2]).

**Lemma B.2.** For $p, q \in \mathcal{R}_{mon}(d)$, $p$ and $q$ have a common interlacing if and only if $tp + (1 - t)q \in \mathcal{R}_{mon}(d)$ for every $t \in [0, 1]$.

Moreover, the $k$-th largest root of $tp + (1 - t)q$ lies between the $k$-th largest roots of $p$ and $q$. In particular if $p, q \in \mathcal{R}_{mon}^+(d)$ and $p$ and $q$ have a common interlacing then $tp + (1 - t)q \in \mathcal{R}_{mon}^+(d)$ for every $t \in [0, 1]$. 
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We can then conclude the following.

**Lemma B.3** (Preservation of interlacing). Take \( p, \tilde{p} \in \mathcal{R}_{\text{mon}}(d) \) and \( q, \tilde{q} \in \mathcal{R}_{\text{mon}}^+(d) \). If \( \tilde{p} \) and \( p \) have a common interlacing then \( \tilde{p} \otimes_d q \) and \( p \otimes_d q \) have a common interlacing. And, if \( \tilde{q} \) and \( q \) have a common interlacing then \( \tilde{q} \otimes_d p \) and \( q \otimes_d p \) have a common interlacing.

**Proof.** Assume that \( \tilde{p} \) and \( p \) have a common interlacing then, by Lemma B.2 \( tp + (1-t)\tilde{p} \in \mathcal{R}_{\text{mon}}(d) \). Since multiplicative convolution by \( q \) is linear, preserves real-roots and preserves the leading coefficient, then

\[
(t\tilde{p} \otimes_d q + (1-t)p \otimes_d q = (tp + (1-t)\tilde{p}) \otimes_d q \in \mathcal{R}_{\text{mon}}(d) \quad \text{for every } t \in [0,1].
\]

Using Lemma B.2 again, this is equivalent to \( \tilde{p} \otimes_d q \) and \( p \otimes_d q \) having a common interlacing. but because \( \tilde{p} \) interlaces \( p \) by Lemma B.2 we have that \( tp + (1-t)\tilde{p} \in \mathcal{R}_{\text{mon}}(d) \), and hence \( (tp + (1-t)\tilde{p}) \otimes_d q \in \mathcal{R}_{\text{mon}}(d) \) holds.

By a similar procedure, if \( \tilde{q} \) and \( q \) have a common interlacing then, by Lemma B.2 \( tq + (1-t)\tilde{q} \in \mathcal{R}_{\text{mon}}^+(d) \). Since multiplicative convolution by \( p \) is linear, preserves real-roots and preserves the leading coefficient, then

\[
t\tilde{q} \otimes_d p + (1-t)q \otimes_d p = (tq + (1-t)\tilde{q}) \otimes_d p \in \mathcal{R}_{\text{mon}}(d) \quad \text{for every } t \in [0,1].
\]

And the conclusion follows in the same way as the previous case. \(\square\)

**Remark B.4.** In a previous version we mistakenly stated Lemma B.2 with interlacing (instead of common interlacing). Based on that, the previous version of Lemma B.3 had the following false claim:

Let \( p \in \mathcal{R}_{\text{mon}}(d) \) and \( q, \tilde{q} \in \mathcal{R}_{\text{mon}}^+(d) \). If \( \tilde{q} \) and \( q \) interlace, then \( \tilde{q} \otimes_d p \) and \( q \otimes_d p \) interlace.

A simple counterexample can be constructed by considering \( n = 2 \) and the polynomials \( q(x) = (x-3)(x-0.2), \tilde{q}(x) = (x-0.21)(x-3.08621) \) and \( p(x) = (x+1)(x-1) \).

We are ready to present in detail the truncation argument used in the proof of Theorem 1.4. First recall the setup. We have two sequences \((p_d)_{d=1}^{\infty}\) and \((q_d)_{d=1}^{\infty}\) with \( p_d \in \mathcal{R}_{\text{mon}}(d) \) and \( q_d \in \mathcal{R}_{\text{mon}}^+(d) \), with root distributions converging weakly to \( \mu \) and \( \nu \) respectively. Assume that \( M > 0 \) is such that the supports of \( \mu \) and \( \nu \) are contained in \([-M, M]\).

**Truncation argument in the proof of Theorem 1.4.** For every \( d \) let \( n^-(p_d) \) and \( n^+(p_d) \) be the number of roots of \( p_d \) in \((-\infty, -M]\) and \([M, \infty)\) respectively. Then, define \( \hat{p}_d \in \mathcal{R}_{\text{mon}}(d) \) to be the polynomial whose \( d - n^-(p_d) - n^+(p_d) \) roots in \((-M, M)\) coincide with those roots of \( p_d \) that are contained in \((-M, M)\), and set \( n^-(p_d) \) of the remaining roots of \( \hat{p}_d \) to be equal to \(-M\), while setting the other \( n^+(p_d) \) roots of \( \hat{p}_d \) to be equal to \( M \). Since the empirical root distributions of \( \hat{p}_d \) converge weakly to \( \mu \), and \( \mu([-M, M]) = 1 \) we conclude that \( \lim_{d \to \infty} n^+(p_d)/d = \lim_{d \to \infty} n^-(p_d)/d = 0 \). So if \( n_d := \max(n^+(p_d), n^-(p_d)) \) we know that \( n_d = o(d) \).

It follows from the preceding paragraph that the empirical root distributions of \( \hat{p}_d \) also converge weakly to \( \mu \). Now, for every \( d \) we can find a sequence of polynomials \( p_d^{(0)}, \ldots, p_d^{(n_d)} \) with \( p_d^{(0)} = p_d = p_d^{(n_d)} \).
\( p_d, p_d^{(n_d)} = \hat{p}_d \) and such that \( p_d^{(j+1)} \) and \( p_d^{(j)} \) have a common interlacing for every \( j = 0, \ldots, n_d - 1 \). The construction can be done recursively as follows, given a polynomial \( p_d^{(i)} \), we let \( \lambda_- \) be the largest root of \( p_d^{(i)} \) in \( (-\infty, -M) \) (if any) and let \( \lambda_+ \) be the smallest root of \( p_d^{(i)} \) in \( (M, \infty) \) (if any). Then \( p_d^{(j+1)} \) is constructed with the same roots as \( p_d^{(j)} \) except that \( \lambda_- \) is changed for \(-M\) and \( \lambda_+ \) is changed for \( M \). Clearly \( p_d^{(j)} \) interlaces \( p_d^{(j+1)} \) and the values \( n^-, n^+ \) decrease for the new polynomial.

Then, by Lemma B.3, for every \( j = 0, \ldots, n_d - 1 \) we have that \( p_d^{(j+1)} \otimes_d q_d \) and \( p_d^{(j)} \otimes_d q_d \) have a common interlacing. In turn, this implies that the Kolmogorov distance between the root distributions of \( p_d^{(j+1)} \) and \( p_d^{(j)} \) (respectively \( p_d^{(j)} \otimes_d q_d \) and \( p_d^{(j+1)} \otimes_d q_d \)) is less than \( 2/d \), and hence the Kolmogorov distance between the distributions of \( p_d \) and \( p_d \otimes_d q_d \) (respectively \( p_d \otimes_d q_d \) and \( p_d \otimes_d q_d \)) is less than \( 2n_d/d \). Since \( n_d = o(d) \) we conclude that the root distributions of the sequences \((\hat{p}_d)_{d=1}^\infty \) and \((p_d\otimes q_d)_{d=1}^\infty \) have the same weak limit (i.e., \( \mu \)), and similarly for the sequences \((\hat{\hat{p}}_d \otimes q_d)_{d=1}^\infty \) and \((\hat{p}_d \otimes q_d)_{d=1}^\infty \).

We can define \( \hat{\hat{p}}_d \) in an analogous way and repeat the above arguments to show that the root distributions of \((\hat{\hat{p}}_d)_{d=1}^\infty \) converge to \( v \), and that the distributions of \((\hat{p}_d \otimes q_d)_{d=1}^\infty \) and \((\hat{\hat{p}}_d \otimes q_d)_{d=1}^\infty \) have the same weak limit. With this, the problem has been reduced to studying uniformly bounded families of polynomials.

## C Enumerative proof of Lemma 3.3

In this section we will provide an alternative proof for the identity

\[
\sum_{\pi \in NC(n)} u_{\pi} v_{Kr(\pi)} = \frac{(-1)^{n-1}}{(n-1)!} \sum_{\sigma, \tau \in P(n)} \mu(0_n, \sigma)\mu(0_n, \tau)u_{\sigma}v_{\tau}. \tag{41}
\]

First let us clarify what we mean here by the type of a partition. If \( \sigma \in P(n) \) we define the type of \( \sigma \) as the \( n \)-tuple \((s_1, \ldots, s_n)\) where \( s_i \) is the number of blocks of size \( i \) in \( \sigma \).\(^8\) Then, the total number of blocks in \( \sigma \) equals \( s_1 + \cdots + s_n \) which we will denote by \( |\sigma| \).

The starting point of our proof is to note that the value of each term \( u_{\pi}v_{Kr(\pi)} \) depends only on the types of \( \pi \) and \( Kr(\pi) \), and similarly the value of \( \mu(0_n, \sigma)\mu(0_n, \tau)u_{\sigma}v_{\tau} \) only depends on the types of \( \sigma \) and \( \tau \). The idea then is that if we group the terms on both sides of (41) by their type, the problem can be reduced to counting pairs of partitions that satisfy certain constraints. To be more precise we need to introduce some notation.

**Definition C.1.** Fix two types \( s \) and \( t \) with \( |s| + |t| = n + 1 \).

1. Let \( A(s, t) \) be the number of partitions \( \pi \in NC(n) \) of type \( s \) such that \( Kr(\pi) \) has type \( t \).
2. Let \( B(s, t) \) be the number of pairs \((\sigma, \tau) \in P(n) \times P(n) \) with \( \sigma \lor \tau = 1_n \) and such that \( \sigma \) and \( \tau \) have types \( s \) and \( t \) respectively.

\(^8\)In the case of permutations we defined the type to be an integer partition rather than an \( n \)-tuple. Note that both notions are equivalent and only differ at a conceptual level.
Then, the left and right sides of (41) respectively become
\[
\sum_{s,t} A(s,t)u_su_t \quad \text{and} \quad \frac{(-1)^{n-1}}{(n-1)!} \sum_{s,t} B(s,t)\mu(0_n, s)\mu(0_n, t)u_su_t,
\]
where the sums are over all types \(s\) and \(t\), and \(u_s\) denotes the value of \(u_{\sigma}\) for any \(\sigma\) of type \(s\) and similarly we define \(u_t, \mu(0_n, s)\) and \(\mu(0_n, t)\). So, to show that the above sums are equal, we will show that they coincide term by term, or equivalently we will show that
\[
B(s,t) = (-1)^{n-1}(n-1)!A(s,t) \mu(0_n, s)\mu(0_n, t)
\]
for any \(s, t\) with \(|s| + |t| = n + 1\).

Now, from [GJ92, Theorem 2.2] (see [NS06, Remark 9.24] for a reformulation of the result in our context) we know that
\[
A(s, t) = \frac{n(|s| - 1)!(|t| - 1)!}{(s_1! \cdots s_n!)(t_1! \cdots t_n!)},
\]
Moreover, we also have formulas for \(\mu(0_n, s)\) and \(\mu(0_n, t)\) (see (6) above). So, substituting the formulas for \(A(s, t), \mu(0_n, s)\) and \(\mu(0_n, t)\), we see that proving (42) (and therefore showing Lemma 3.3) boils down to proving the following lemma, which is the main result of this section.

**Lemma C.2.** For any types \(s\) and \(t\) with \(|s| + |t| = n + 1\)
\[
B(s,t) = \frac{n(|s| - 1)!(|t| - 1)!}{(s_1! \cdots s_n!)(t_1! \cdots t_n!)(2^{s_1}3^{s_2} \cdots (n - 1)!^{s_n})(2^{t_1}3^{t_2} \cdots (n - 1)!^{t_n})}.
\]

**Proof.** The proof consists of two steps. First we will show that \(B(s,t)|s||t|!\) counts a certain family of labeled trees. Then we will compute the number of such trees. But first let us introduce some notation.

By a **sorted partition** we mean an element in \(P(n)\) that has been endowed with a linear ordering of its elements. E.g. \(\{1\}, \{2\}, \{3, 4\}\) and \(\{2\}, \{1\}, \{3, 4\}\) are distinct sorted partitions that come from the same element in \(P(4)\). Let \(P_{s,t}^{\text{or}}\) be the set of pairs of sorted partitions \((\sigma, \tau)\) that satisfy that \(\sigma\) and \(\tau\) are of types \(s\) and \(t\) respectively, and \(\sigma \cup \tau = 1_n\). Note that by definition
\[
|P_{s,t}^{\text{or}}| = B(s,t)|s||t|!.
\]

Let \(K_{s,t}\) denote the complete bipartite graph with vertex components of size \(|s|\) and \(|t|\). Henceforth, we will set the convention that the vertices in the \(s\)-component of \(K_{s,t}\) are enumerated with the numbers in \([1, \ldots, |s|]\) and the vertices in the \(|t|\)-component are enumerated with the numbers in \([|s| + 1, \ldots, |s| + |t|]\). Let \(T_{s,t}\) denote the set of spanning trees of \(K_{s,t}\) whose edges have been labelled using the numbers from 1 to \(n\) without repeating labels (since \(|s| + |t| = n + 1\) note that each label is used exactly once), and such that the degree sequences of the \(s\)-component and \(t\)-component have types \(s\) and \(t\) respectively.

**Step 1: Bijecting \(P_{s,t}^{\text{or}}\) and \(T_{s,t}\).** We will now describe a reversible procedure that constructs a tree in \(T_{s,t}\) from a pair in \(P_{s,t}^{\text{or}}\). Take any \((\sigma, \tau) \in P_{s,t}^{\text{or}}\) and note that since the blocks in \(\sigma\) and \(\tau\) are
sorted, it is valid to say that we assign the $i$-th block in $\sigma$ to the vertex $i$ in the $s$-component of $K_{sj}$ and the $j$-th block $\tau$ to the vertex $|s| + j$ in its $t$-component. Then, construct an edge-labelled subgraph $T_{(\sigma, \tau)}$ of $K_{sj}$ as follows: put an edge with label $i$ between $V \in \sigma$ and $W \in \tau$ if and only if $V \cap W = \{i\}$. See Figure 4 for an example.

Figure 4: Here we show the edge labeled spanning tree of $K_{3,4}$ associated to the pair of sorted partitions $\sigma = (\{2, 4\}, \{1, 3, 6\}, \{5\})$ and $\tau = (\{1\}, \{6\}, \{2, 5\}, \{3, 4\})$.

Note that because $|s| + |t| = n + 1$, by construction, $T_{(\sigma, \tau)}$ has $n + 1$ vertices, $n$ edges, and the degree sequences of its bipartite components have types $s$ and $t$ respectively. Furthermore, the condition $\sigma \vee \tau = 1_n$ implies that $T_{(\sigma, \tau)}$ is connected, hence $T_{(\sigma, \tau)}$ is a (spanning) tree (of $K_{sj}$) whose edges are labelled with the numbers from 1 to $n$, that is $T_{(\sigma, \tau)} \in T_{sj}$.

To reverse this procedure, start with $T \in T_{sj}$, and note that we can construct pair $(\sigma_T, \tau_T)$ of ordered partitions by defining the $i$-th block of $\sigma$ to be the set of the numbers assigned to the edges coming out of the $i$-th vertex in $s$ component of $K_{sj}$ and similarly for $\tau$. By construction it is clear that $(\sigma_T, \tau_T) \in P_{sj}^{or}$ and that if we apply the procedure defined above to this pair we would obtain $T$.

**Step 2: Counting $|T_{sj}|$.** First we observe that we can count the number of spanning trees of $K_{sj}$ with any prescribed degree subsequence. Indeed, if

$$\vec{d} = (d_1, \ldots, d_{|s|}; d_{|s|+1}, \ldots, d_{|s|+|t|})$$

is a fixed degree sequence, one can use Prüfer’s trick to show that the set of spanning trees with degree sequence $\vec{d}$ is in 1-1 correspondence with the set of pairs of sequences ($\ell_s$, $\ell_t$) satisfying that $\ell_s$ uses numbers from $|s| + 1$ to $|s| + |t|$ and $\ell_t$ uses numbers from 1 to $|s|$, and each number $i$ appears exactly $d_i - 1$ times in its corresponding sequence (we refer the reader to [HW90, Pages 341-342] for a detailed description on how this is done). On the other hand it is clear that the number of pairs of sequences $(\ell_s, \ell_t)$ with these properties is

$$\left(\frac{|s| - 1}{d_1 - 1, \ldots, d_{|s|} - 1}\right) \left(\frac{|t| - 1}{d_{|s|+1} - 1, \ldots, d_{|s|+|t|} - 1} - 1\right).$$

Now note that the number of degree sequences of type $(s, t)$ is $\frac{|s|!|t|!}{p_s p_t}$ where $p_s := s_1! \cdots s_n!$ and $p_t := t_1! \cdots t_n!$. Hence, the number of spanning trees of $K_{sj}$ with degree sequences of type $(s, t)$ is
the product of the two aforementioned quantities, i.e.

\[ S_{s,t} := \frac{|s|!|t|!(|s| - 1)(|t| - 1)!}{p_s p_t (2!s! 3!t! \cdots (n - 1)!s!)(2!s! 3!t! \cdots (n - 1)!t!)}. \]

Since \( T_{s,t} \) is the set of trees with the above properties, but also with labelled edges, we have \( |T_{s,t}| = n! S_{s,t} \).

Finally, combining the discussions in steps 1 and 2 we get

\[ B(s, t) = \frac{|P_{s,t}^{os}|}{|s|!|t|!} = \frac{|T_{s,t}|}{|s|!|t|!} = \frac{n! S_{s,t}}{|s|!|t|!} \]

and the proof is concluded. \( \square \)