An idea based on sequential pattern mining and deep learning for text summarization
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Abstract. One of the Natural Language Processing (NLP) studies that has been widely researched is automatic text summarization. There are a lot of techniques and methods that are proposed for text summarization. However, not much attention has been given on the coherence and cohesion in text. The aim of this study is to present an idea to combine Sequential Pattern Mining (SPM) and Deep Learning (DL) for better text summarization process and result. In text summarization, it is important to produce understandable and readable summary, and SPM as text representation extracting algorithm is capable to maintain the meaning of text by giving attention of the order of words appearance. Whereas DL is a popular and powerful machine learning technique widely used recently in various data mining studies. This study uses descriptive research methodology that collects all of the facts and information which are related to SPM and DL for text summarization, where NLP as the body of knowledge, SPM and DL as the method, and text summarization as the domain problem that need to be solved. The findings of the study are presented as a logical design and mapping of current text representation that can be implemented to further improve automatic text summarization results, in particular, to improve its coherence and cohesion.

1. Introduction

Language is the learning ability [1], for humans to communicate and understand each other's information [2,3] both verbally and non-verbally [4]. The wealth of languages in the world that reaches 6000-7000 languages (not including local languages that are not identified) offers a very large resource for research in NLP studies [5,6]. This is because each language has its own characteristics, both from the form of letters, structure and grammar. NLP is a computational technique to process, learn, understand, extract important information or insight knowledge from human language content [7–9]. Among many NLP studies such as speech recognition, language translation, search engines, text similarity, sentiment analysis, opinion mining, intelligent personal assistants, chatbots, etc, text summarization is also widely studied.

Text summarization is a technique to summarize a documents computationally and automatically based on analytic result from main idea or key essence of documents [10,11]. To produce best summary result, it is important to prepare text representation well. This is because text representation is needed and play crucial roles to maintain the main idea or the meaning of text when performing the processes in text mining, text analytics or even NLP [12–14]. Generally, text representation has several types, among others Bag of Words (BoW) [15–19], binary representation [15], n-gram [15], [19], multiple of
words (MoW) or multi-words term [15,20], character and word embedding [21–23], semantic text representation [24–26], text representation for deep learning [21], symbolic and non-symbolic text representation [12], graph-based text representation [16], active descriptive text representation [23] and document specific representation [27]. Most text summarization research use BoW or n-gram as text representation and use TF-IDF to count the frequency of words [28–35]. However, not many research that have used Sequential Pattern (SP) or Frequent Pattern (FP) as MoW, called Sequence of Words (SoW), for text summarization research. The differences between SP and FP is that SP pays attention to the order of occurrence, while the FP does not pay attention to the order of occurrence. SP and FP as text representation make use of Sequential Pattern Mining (SPM) or Frequent Pattern Mining (FPM) technique, but based on previous research, from not less than 61 SPM and FPM algorithm [36-38], only around 22.69% that were used for text analytics. Most of the text summarization research that use SoW as text representation is conducted for English [30,39–44], several for Malay [45,46], and some for Spanish [47]. However, text representation for Indonesian language that use SoW has not been investigated. It will be interesting to see how it can be adapted for Indonesian language because the language has its own characteristic, structure, and grammar.

Basic text summarization research use Term Frequency-Inverse Document Frequency (TF-IDF) with sentence similarity or sentence weighting [32,34,48]. However, in many NLP research today, including text summarization, have employed Machine Learning (ML) approach such as Naive Bayes Classifier [35,47,49]; Vector Space Model [29]; Latent Dirichlet Allocation (LDA) and Genetic Algorithm (GA); K-Means [44]; and Adaptive K-Nearest Neighbor (AKNN) [33]. Moreover, Deep Learning (DL) was found to be effective and efficient for summarization process. Deep Learning is the enhancement of Artificial Neural Network (ANN) that contains multilayer between input layer and output layer [50,51]. There are several studies about text summarization that use DL method, among others: text summarization using unsupervised deep learning based on query-oriented extraction for document summarization with deep Auto Encoder (AE). The study proposed Ensemble Noisy Auto-Encoder (ENAE) as AE adds noise to the input text and selects the top sentence from an ensemble of noisy runs [52]. Other researchers use neural network model for learning phrase representation called RNN Encoder-Decoder [53]. Text summarization research has also implemented hybrid model based on neural network and fuzzy logic (neuro-fuzzy) [28]. Other related studies include removing redundant sentence for efficient text summarization using Restricted Boltzmann Machine (RBM) which is stochastic neural network [54]; using Recurrent Neural Networks (RNNs) to get meaningful summaries [55,56]; and using Deep Q-Network (DQN) for extractive summarization tasks [57]. Based on previous research studies discussed above, there is still wide opportunity to explore text representation for summarization research, especially for the Indonesian language, in particular, to use SP or FP to produce SoW as a structured representation of text and to use the currently trending DL that is used in NLP studies. Therefore, this article presents in-depth exploration about text representation using SPM and DL and the correlation between them for automated text summarization. In the next section, we present the methodology, result, discussion, conclusion, and further works of this research.

2. Review on text representation and sequential pattern mining

2.1. Current progress of text representation

Text is an unstructured data that must be structured before conducting the analysis or mining process. Text representation in this research means the structured form of text data which is prepared from text pre-processing so that it is ready to be mined [15,61]. Text representation has important role because it contains the meaning of text. Therefore, the impact of well-prepared text representation gives well text analytics result, even in text summarization. Text representation continued to develop from BoW as the basic of text representation until text representation that effectively used with DL method. From all of text representation that described in Figure 1, BoW is rarely used, because BoW is considered weak in maintaining the meaning of the text. N-Gram is better than BoW although it does not consider the order in which the word appears. Whereas the most frequently used are text representations that pay attention
to the order in which words appear or their semantics include MoW, SoW, and semantic text representation. Along with the development of NLP research using DL, then a text representation appears which is devoted to text analysis with DL.

Figure 1. Current progress of text representation.

2.2. Current progress of sequential pattern mining
Actually, Sequential Pattern Mining or (SPM) technique is a part of data mining that find sequential pattern (SP) from a recurring transaction sequentially [69–71]. Currently, SP is not only used for structured data, but also for unstructured data such as text. Over hundred of SPM and FPM algorithms are available and continue to be developed [36,38,72]. However, not many SPM or FPM is implemented for text analytics. PrefixSpan is one of SPM algorithm that is used for text data and FP-Growth (Frequent Pattern Growth) is the FPM algorithm that most used for text data [73,74]. Of course this result is influenced by the fact that PrefixSpan and FP-Growth are the forerunner to the development of the SPM and FPM algorithms after Association Rule algorithm.

3. Review on text summarization and deep learning for text summarization

3.1. Current progress of text summarization
Text summarization research is developed rapidly enough along with the development of text analytic research. The big challenge in text summarization research is how to produce readable summary [75–77], it means that the gap between summary result and reader understanding is not high. This article presents the elaboration of text summarization based on document type, summary unit, approach, impact, etc that is illustrated in Figure 2.
Figure 2. Current progress of text summarization.
3.2. Current progress of deep learning for text summarization

In trend of Deep Learning technique for NLP, text summarization research also uses DL for the efficiency and effectiveness of the summarization process. DL is basically used for data mining and was found to improve NLP, especially text summarization. Figure 3 describes DL methods that have been used for text summarization.

4. Proposed method

4.1. Methodology

This study uses descriptive research that does not involve measurements or numeric, but collecting and monitoring parameters, variables, or characteristics of research [58]. Descriptive research is one of the qualitative research methods that offer a deeper insight into the research problem that focuses on “what” than “why” [59,60]. As shown in Figure 1, this study proposes an idea on using text representation, text summarization, SPM and DL for text summarization. We will elaborate the correlation between SPM as a method that produces SoW as one of its text representations and how DL method can be used in text summarization process. Text representation that carries the meaning of text could affect the text summary result.
4.1.1. Relation between text representation, SPM, deep learning and text summarization. Text representation is a structured representation of text that contain the meaning of text. Thus, it must be prepared well. SPM is one of technique that can be used for producing SoW as one of text representation that have been proven capable to keep the meaning of text well. Not many researches that use SoW for text summarization, especially for Indonesian language and it can be a big opportunity for exploration. DL techniques which are currently in trend, are also a great opportunity to produce automatic summaries effectively and efficiently.

4.1.2. An idea to combine deep learning and sequential pattern mining for text summarization. Looking at the facts of the vastness of SPM studies that can be used as a technique to produce good text representation and developing DL technology that is proven to be effective and efficient in studying data mining, machine learning and NLP, Figure 5 presents a combination design between SPM and DL that can be used for automated text summarization in general.

Figure 5. General logical design to combine SPM and DL for text summarization.

5. Conclusion
In automated text summarization research, the summary result must be readable and understandable enough to the readers. The meaning of text can be maintained with well-prepare text representation that contain the meaning of text. This article elaborates and collects the facts and information related to text representation that are capable to be used in text summarization research to produce readable summary. From many text representations, Sequence of Words is a text representation with Sequential Pattern form and can be produced by Sequential Pattern Mining (SPM) algorithm. From many machine learning methods available today, Deep Learning (DL) is a popular method that has been used in Natural Language Processing including in text summarization. Based on the studies on text representation, SPM and DL methods have the potential to solve various type of cases in text summarization. This paper proposes an idea to combine SPM and DL to answer the challenges of text summarization for producing readable summary. In our ongoing work, combination of SPM and DL will be implemented and evaluated to investigate the process performance and the quality of summary result, in particular, to improve its coherence and cohesion.
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