Proton-induced reactions on Fe, Cu, and Ti from threshold to 55 MeV
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Abstract Theoretical models often differ significantly from measured data in their predictions of the magnitude of nuclear reactions that produce radionuclides for medical, research, and national security applications. In this paper, we compare a priori predictions from several state-of-the-art reaction modeling packages (CoH, EMPIRE, TALYS, and ALICE) to cross sections measured using the stacked-target activation method. The experiment was performed using the Lawrence Berkeley National Laboratory 88-Inch Cyclotron with beams of 25 and 55 MeV protons on a stack of iron, copper, and titanium foils. Thirty-four excitation functions were measured of 25 and 55 MeV protons on a stack of iron, copper, and titanium foils. Thirty-four excitation functions were measured from 4–55 MeV, including the first measurement of the independent cross sections for natFe(p,x)49,51Cr, 51.52m,52g,56Mn, and 58m,58gCo. All of the models, using default input parameters to assess their predictive capabilities, failed to reproduce the isomer-to-ground state ratio for reaction channels at compound and pre-compound energies, suggesting issues in modeling the deposition or distribution of angular momentum in these residual nuclei.

1 Introduction

Clinical practice of nuclear medicine is rapidly growing with the inclusion of a broader array of radiopharmaceuticals. Future growth is anticipated, given the pre-clinical success of many new and emerging radionuclides. Although the physical and chemical properties of these novel radionuclides tend to be well-established, their broad-scale clinical applications are reliant upon well-characterized nuclear data to facilitate production. One particular set of emerging radionuclides are positron-emitting isotopes of manganese, which have been identified as having potential for a range of diagnostic applications [1–6]. In particular, a significant interest has been expressed in producing the emerging radionuclides 51Mn for clinical use in quantitative positron emission tomography (PET) studies, as well as 52gMn for pre-clinical imaging of neural and immune processes via PET [7].

Manganese radionuclides are desirable for radiopharmaceutical applications, as they possess well-established biochemistry and have been chelated by the complexing agent DOTA for tracking monoclonal antibodies with high biostability at neutral pH [2]. 52Mn (t1/2 = 5.591 ± 0.003 d, Iβ+ = 29.4%, Eβ,avg = 0.242 MeV [8]) has been shown to be useful for immuno-PET applications, offering the possibility for imaging within minutes of injection, making it highly suitable for pre-clinical imaging as a longer-lived complement to the more established immuno-PET agents 89Zr and 64Cu. However, its long half-life and unfavorable high-energy decay gamma-rays make it undesirable for clinical applications. The short half-life of the 52gMn isomer (t1/2 = 21.1 ± 0.2 min) makes production and handling difficult, and with a high-intensity gamma emission (1434.06 keV, Iγ = 98.2 ± 0.5%), 52mMn is similarly undesirable for clinical applications [8]. In contrast, 51Mn (t1/2 = 46.2 ± 0.1 min, Iβ+ = 96.86%, Eβ,avg = 0.964 MeV [4,9]), is more clinically suitable for rapid metabolic studies. 51Mn lacks any strong decay gamma-rays (its longer-lived daughter 51Cr [t1/2 = 27.704 ± 0.003 d] has only a single 320.0284 keV [Iγ = 9.910 ± 0.010%] line), making it the best choice of these radionuclides for clinical imaging.
Developing production of these radionuclides requires well-characterized cross section data or predictive models when such data have not been measured. Modeling of nuclear reactions in the $A=40–70$ mass region presents numerous challenges including uncertainties in nuclear level densities as a function of spin due to the opening of the $f_{7/2}$ orbital and the presence of enhanced $\gamma$-strength at low energies [10–12]. Therefore, as part of a larger campaign to address deficiencies in cross-cutting nuclear data needs [13], our group has measured the nuclear excitation functions of the radionuclides $^{51}$Mn, $^{52m}$Mn, and $^{52g}$Mn from proton-induced reactions on Fe. We used the thin-foil stacked-target technique to study proton-induced reactions on Fe foils of natural isotopic abundance with Ti and Cu monitor foils. This work complements earlier measurements using 40–100 MeV protons and extends them down to reaction thresholds, to investigate the feasibility of production using the international network of low-energy medical cyclotrons [7]. Furthermore, we used our measured data to probe the role of angular momentum in the transitional energy region between compound and direct reactions since both the ground and long-lived isomeric states in $^{52}$Mn were populated.

In addition to their interest for PET studies, the $^{51,52g,52m}$Mn excitation functions offer an opportunity to study the distribution of angular momentum in compound nuclear and direct pre-equilibrium reactions via observation of the $^{52m}$Mn ($I_{1/2}$ = 21.1 ± 0.2 min; $J^\pi = 2^+$) to $^{52g}$Mn ($I_{1/2}$ = 5.591 ± 0.003 d; $J^\pi = 6^+$) ratio [8,9]. Measurements of isomer-to-ground state ratios have been used for over 20 years to probe the spin distribution of excited nuclear states in the $A$ ≈ 190 region [14,15]. These measurements also provide an opportunity to benchmark the predictive capabilities of reaction modeling codes used for nuclear reaction evaluations and the way in which they implement the underlying physical reaction mechanisms.

2 Experimental methods and materials

The work described herein follows the methods utilized in our recent work and established by Graves et al. for monitor reaction characterization of beam energy and influence in stacked target irradiations [7,16]. Preliminary results were reported in a Master’s thesis [17]; here we report the final analysis of that work. Unless otherwise stated, all values are presented herein as mean ± SD, or as the calculated result ± half the width of a 68% confidence interval.

2.1 Stacked-target design

Two separate irradiations were performed at incident proton energies of 25 and 55 MeV, respectively. We constructed a pair of target stacks for this work, one stack covering the 55–20 MeV range and the other 25–0 MeV. This minimized the systematic uncertainties associated with significant degradation of beam energy, and included multiple overlapping measurements between 20–25 MeV as a consistency check between the stacks. A series of nominal 25 µm natFe foils (99.5%, lot #LS470411), 25 µm natTi foils (99.6%, lot #LS471698), and 25 µm natCu foils (99.95%, lot #LS471698) were used (all from Goodfellow Corporation, Coraopolis, PA 15108, USA) as targets. In each stack, seven foils were cut down to 2.5×2.5 cm squares and spatially characterized at four different locations using a digital caliper and micrometer (Mitutoyo America Corp.). Four mass measurements were performed using an analytical balance in order to determine their areal density. The foils were sealed into “packages” between two pieces of 3M 5413-Series Kapton polyimide film tape, each piece of tape consisting of 43.2 µm of a silicone adhesive (nominal 4.79 mg/cm²) on 25.4 µm of a polyimide backing (nominal 3.61 mg/cm²). The sealed foils were mounted over the hollow center of 1.5875 mm-thick aluminum frames. Plates of 6061 aluminum alloy served as proton energy degraders between energy positions. The target box was machined from 6061 aluminum alloy and mounts on the end of a beamline, electrically-isolated for the purposes of current monitoring. The specifications of both target stacks are in Table 6 of Appendix A.

Both target stacks were separately irradiated at the Lawrence Berkeley National Laboratory (LBNL) 88-Inch Cyclotron, a K=140 sector-focused cyclotron [18]. The 25 MeV stack was irradiated for 20 minutes at a nominal current of 100 nA, for an integral current of 31.61 nAh, measured using a current integrator on the electrically-isolated beamline. The 55 MeV stack was irradiated for 10 minutes at a nominal current of 120 nA, for an integral current of 20.78 nAh. The beam current remained stable under these conditions for the duration of each irradiation. The approximately 1 cm-diameter proton beam incident upon each stack’s upstream stainless steel profile monitor had a maximum energy of either 25 or 55 MeV, with an approximately 2% energy width due to multi-turn extraction — these energy profiles were used for all later analysis. Following end-of-bombardment (EOB), each stack was removed from the beamline and disassembled. All activated foils were transported to a counting lab for gamma spectrometry, which started approximately 20 minutes following the end of each irradiation.

2.2 Quantification of induced activities

A single ORTEC GMX Series (model #GMX-50220-S) High-Purity Germanium (HPGe) detector was used to determine the activities in each target. Samples were counted at fixed positions ranging 5–60 cm (5% maximum permissible dead-time) from the front face of the detector. The foils were
Fig. 1 A gamma spectrum from an activated Fe foil at approximately 55 MeV (the maximum incident proton energy), collected 25 min after end-of-bombardment. Several observed reaction products are visible in this spectrum, and the 
\( ^{51}Mn \) and \( ^{52m}Mn \) decay lines, which form two of the primary reaction channels of interest, are clearly isolated from surrounding peaks.

counted for 4 weeks following EOB. An example of one of the gamma-ray spectra collected is shown in Fig. 1. Net peak areas were fitted using the code FitzPeaks [19], which utilizes the SAMPO fitting algorithms for gamma-ray spectra [20].

The net counts in each fitted gamma-ray photopeak were converted into activities for the decaying activation products. The half-lives and gamma-ray branching ratios used for all calculations of measured cross sections reported in this work have been taken from the most recent edition of Nuclear Data Sheets for each mass chain [4, 8, 9, 21–36]. Corrections (typically <0.2%) for gamma-ray attenuation within each foil packet were made, using photon attenuation coefficients from the XCOM photon cross sections database [37]. EOB activities were determined by \( \chi^2 \)-fitting of all observed decay gammas for a product to the decay curve. The total uncertainty in activity is the propagated sum of the uncertainty in fitted peak areas, uncertainty in detector efficiency calibration, uncertainty in the gamma-ray branching ratio data, and uncertainty in photon attenuation coefficients (taken as 5%).

As in our previous work, these activities were used to calculate cumulative and independent cross sections [16]. For the first product nuclide in a mass chain with observable decay gammas, its \((p,x)\) cross section is reported as a cumulative cross section (\( \sigma_c \)), which is the sum of direct production of that nucleus, as well as decay of its precursors and any other independent cross sections leading to that nucleus. Cumulative cross sections are reported whenever it is impossible to use decay spectrometry to distinguish independent production of a nucleus from decay feeding. For all remaining observed reaction products in the mass chain, and cases where no decay precursors exist, independent cross sections (\( \sigma_i \)) corresponding to a single residual product are reported, facilitating comparison to reaction model calculations. Solutions to the first- and higher-order Bateman equations are used for separation of feeding contributions from decay precursors so that independent cross sections may be reported [38, 39].

2.3 Proton fluence determination

Thin \( \text{nat} \)Ti and \( \text{nat} \)Cu foils were co-irradiated to measure beam current at each position within the stack. The International Atomic Energy Agency (IAEA)-recommended \( \text{nat} \)Ti\((p,x)\)\(^{46}\)Sc, \( \text{nat} \)Ti\((p,x)\)\(^{48}\)V, \( \text{nat} \)Cu\((p,x)\)\(^{62}\)Zn, and \( \text{nat} \)Cu\((p,x)\)\(^{63}\)Zn monitor reactions were used [40]. Systematically enhanced fluence from \( \text{nat} \)Ti\((p,x)\)\(^{48}\)Sc co-production was avoided by only using the 928.327, 944.130, and 2240.396 keV decay gammas from \(^{48}\)V. Using the formalism outlined in our previous work, the integral form of the well-known activation equation was used to determine proton fluence \( (I \Delta t) \), in order to account for energy loss across each monitor foil [16]. The propagated uncertainty in proton fluence is calculated as the quadrature sum of (1) the uncertainty in quantified EOB activity, (2) uncertainty in the duration of irradiation (conservatively estimated at 10 s, to account for any transient changes in beam current), (3) uncertainty in foil areal density, (4) uncertainty in monitor product half-life (included, but normally negligible), (5) uncertainty in IAEA recommended cross section (using values from the 2017 IAEA re-evaluation [40]), and (6) uncertainty in differential proton fluence (from transport simulations).

2.4 Proton transport calculations

Estimates of the proton beam energy for preliminary stack designs were calculated using the Anderson & Ziegler (A&Z) stopping power formalism [41–43]. However, the transport code FLUKA-2011.2x.3 was used for simulation of the full 3-D target stack and to determine the full proton energy and fluence distribution for each foil [44]. All FLUKA simulations used \( 10^8 \) source protons, yielding a statistical uncertainty of less than 0.01%. As with the determination of pro-
ton fluence in the monitor foils, the progressively increasing energy straggle towards the rear of each stack is accounted for using FLUKA. These energy distributions \( \frac{d\phi}{dE} \) were used to calculate a flux-weighted average proton energy \( \langle E \rangle \), which accounts for the slowing-down of protons within a foil (particularly in the low-energy stack) and reports the effective energy centroid for each foil. To report a complete description of the representative energy for each foil, a bin width is provided through the energy uncertainty, calculated as the full width at half maximum (FWHM) of the FLUKA-modeled energy distribution for each foil.

The “variance minimization” techniques utilized in our recent work and established by Graves et al. have been used here to reduce uncertainty in proton fluence assignments due to poorly-characterized stopping power [7, 16]. This method is based on the assumption that the independent measurements of proton fluence from the different monitor reactions should all be consistent at each position. This disagreement is minor at the front of the stack, but gets progressively worse as the beam travels through the stack due to the compounded effect of systematic errors. As in our prior work, variance minimization treats the effective density of a sensitive set of stack components (such as degraders) as a free parameter in proton transport calculations, to optimize agreement with the IAEA-recommended charged particle monitor standards. Across multiple iterations of these simulations, this parameter is uniformly varied to find the energy spectra for each foil which minimizes the standard deviation of the multiple measurements of proton fluence in a stack compartment. The lowest energy position of a stack is often chosen for this, as it is the most sensitive to perturbations of the transport calculations. It is important to note that this technique does not imply that the measured density of the stack components is incorrect – rather, it is used as a surrogate to correct for poorly-characterized stopping power and other systematic uncertainties.

When performing a variance minimization, it is important to apply this variation of effective areal density to the stack components which have the most significant impact on beam energy loss. Therefore, the aluminum degraders are used for variance minimization for the 55 MeV stack as they make up more than 80% of the areal density of the stack. For the 25 MeV stack, the Kapton tape was chosen for variance minimization as the foil packets themselves are responsible for the majority of beam degradation. While it only makes up approximately 20% of the low-energy stack’s areal density, the Kapton surrounding each foil packet has a greater areal density than the foil itself. In addition, it is far easier to directly characterize the areal density of the metallic foils than it is for the Kapton, resulting in only an approximate value for the latter. The contributions to the slowing of the beam due to the tape’s adhesive have often been neglected in much work performed to date. This is of relatively minor consequence for higher-energy irradiations (especially relative to any beam degraders), but becomes increasingly important for proton energies below 25 MeV, causing as much as an additional loss of 8 MeV by the time it reaches the end of the stack.

In performing the minimization, the areal density of each of the aluminum degraders (for the 55 MeV stack) was varied uniformly in FLUKA simulations by a factor of up to \( \pm 25\% \) of measured values to find the effective density which minimized variance in the measured proton fluence for the four monitor reactions at the lowest energy position (Ti-07, Cu-07). For the 25 MeV stack, the areal density reached in the minimization of the 55 MeV stack was used for the E-09 and H-01 aluminum degraders and the areal density of each of the Kapton tape layers (both adhesive and backing) was varied by \( \pm 25\% \), to find the effective density which minimized variance in the measured proton fluence for the two monitor reactions at the next-to-lowest energy position (Ti-19, Cu-19). These positions were chosen as minimization candidates as they are the most sensitive to systematic uncertainties in stack design. In the 25 MeV stack, activity was not seen in gamma spectrometry for the lowest-energy (Cu-20) monitor foil, implying that the beam was stopped at some point in between Ti-20 and Cu-20. This observation indicates that the stopping power characterization for the stack components (primarily for the difficult-to-characterize Kapton tape) is significantly underestimated, as transport calculations using nominal areal densities predict that the beam should exit the stack with an energy of approximately 7 MeV. As a result, this position was not used for minimization, with the Ti-19 and Cu-19 position being the lowest-energy reliable monitor foils in the stack.

The results of the minimization technique indicate a clear minimum in proton fluence variance for flux-weighted average 22.71 MeV protons entering the last energy position of the 55 MeV stack. This is approximately 2 MeV lower than the nominal FLUKA simulations, which used the 2.68 g/cm³ measured density of the aluminum degraders. This energy corresponds to an aluminum areal density 4.43% greater than measurements and corrects for stopping power characterization and other minor systematic uncertainties in stack design. Similarly, for the 25 MeV stack, variance minimization converges on flux-weighted average 9.23 MeV protons entering the Fe-13/Ti-19/Cu-19 energy position, which is approximately 4 MeV lower than the nominal FLUKA simulations. This energy corresponds to a Kapton tape areal density of 5.69% greater than nominal measurements, which is completely reasonable given the lack of areal density data from the manufacturer. The impact of this variance minimization for improving disagreement in proton fluence is clearly seen in Fig. 2.

The correlated uncertainty-weighted mean for the two \(^{nat}\)Cu(p,x) and two \(^{nat}\)Ti(p,x) monitor channels was calcu-
Proton fluence at various positions in both the 55 MeV and 25 MeV target stacks as determined by the Ti and Cu monitor foils before (left) and after (right) variance minimization. Open data points represent the 25 MeV stack, and filled data points represent the 55 MeV stack. The abrupt change in the post-minimization value at the energies where the two stacks overlap can be attributed to the relatively large energy straggle at the back of the high energy stack.

2.5 Calculation of measured cross sections

Using the quantified EOB activities along with the variance-minimized proton fluence, it is possible to calculate cross sections for observed \((p,x)\) reactions. While thin \((\approx 10–20 \text{mg/cm}^2)\) foils were irradiated to minimize the energy bins of these cross section measurements, all cross sections reported here are flux-averaged over the energy distribution subtended by each foil. The beam current, measured using a current integrator connected to the electrically-isolated target box, remained stable for the duration of the irradiation. The propagated uncertainty in cross section is calculated as the quadrature sum of the uncertainty in quantified EOB activity (which includes uncertainty in detector efficiencies), uncertainty in the duration of irradiation (conservatively estimated at 10 s, to account for any minor transient changes in beam current), uncertainty in foil areal density, uncertainty in monitor product half-life (included, but normally negligible), and uncertainty in proton current (quantified by error propagation of the monitor reaction fluence values at each energy position).

3 Results and discussion

After irradiation, all foils were still sealed in their Kapton packets, verifying that no activation products were lost due
to packet failure. With the exception of a single foil (Cu-20, in the 25 MeV stack), each activated foil had a small “blister” under the Kapton tape layer caused by a combination of off-gassing of oxides and the formation of gaseous short-lived beta activities in the tape. This blister verifies that the primary proton beam was incident upon the foil, and provides additional evidence that the beam was stopped in the stack between Ti-20 and Cu-20.

Using the final proton fluence at each energy position, cross sections for $^{48,49,51}$Cr, $^{48}$V, $^{51,52,52,52,54,56}$Mn, $^{52}$Fe, and $^{55,56,57,58,58,58}$Co were extracted for (p,x) reactions on natFe foils up to 55 MeV, presented in Table 1. For (p,x) reactions on natCu, the (p,x) cross sections for $^{54}$Mn, $^{57}$Ni, $^{57,60,61}$Co, and $^{60,61,64}$Cu were extracted, presented in Table 2. For (p,x) reactions on natTi, the (p,x) cross sections for $^{43}$K and $^{44,44,44,44,48}$Sc were extracted, presented in Table 3. In addition, there exist a number of isomers with unstable ground states in these mass regions, independent measurements of isomer-to-ground-state branching ratios for natFe(p,x)$^{52m/75m}$Mn, natFe(p,x)$^{58m/85m}$Co, and natTi(p,x)$^{4km/8km}$Sc were extracted and presented in Table 4. The propagated uncertainty in these cross sections varies widely based on the reaction product in question, with the major components arising from uncertainty in EOB activity (±3–10%), proton fluence (±5–13%), and foil areal density (±0.1–0.3%).

The measured cross sections were compared to the predictions by the reaction codes TALYS, EMPIRE, CoH, ALICE, and by the calculations in the TENDL database. The codes were all explicitly run using their default parameters. In contrast, TENDL was developed through a parameter optimization process, and is routinely used for modeling cross sections in initial target designs for isotope production applications. Our recent work has shown that arbitrary parameter optimization (tuning to provide a best fit to a single reaction channel) often provides non-unique solutions, causing neighboring reaction channels (e.g., (p,4n) vs. (p,3n)), to suffer [46]. A full optimization of the reaction modeling is beyond the scope of this paper. However, a comparison between measured, evaluated, and default calculations for the major channel cross sections serves to highlight the relative fidelity of all three approaches. The default settings for the level density models, optical models, and gamma strength function ($\gamma$SF) are listed in Table 5. It should be noted that the use of natural abundance targets in these measurements exacerbates the modeling challenges seen in our previous work using monoisotopic targets [16] due to the larger number of reaction channels that can contribute to the production of any given residual nucleus. As a result, this analysis is useful for a qualitative comparison of default predictive capabilities, but no firm conclusions can be drawn about the direct causes of any inaccuracies, as there are many “moving parts” in these calculations.

These results have several notable features. The natFe(p,x), natCu(p,x), and natTi(p,x) cross sections measured here are in excellent agreement with literature, but have been measured nearly exclusively with the highest precision to date. While (p,x) reactions below 70 MeV on these elements are well-characterized overall, measurements of several reaction channels are somewhat sparse in comparison. Indeed, fewer than four existing measurements have been performed for the natFe(p,x)$^{56}$Cr, natFe(p,x)$^{52}$Fe, natCu(p,x)$^{60}$Cu, natCo, and natTi(p,x)$^{44}$Sc reactions presented here. Additionally, $^{22,24}$Na activity is seen in all foils, consistent with proton activation of the trace silicon in the Kapton tape used for foil encapsulation, as described in our previous work [16]. This serves as another example of how the use of silicone-based adhesives may systematically enhance the apparent fluence if one were to use the natAl(p,x)$^{22,24}$Na monitor reactions. Discussion of notable reaction channels follows here and comparisons of the remaining measured cross sections with modeling results and literature data (retrieved from EXFOR [64]) are seen in the Fig. 1. Physical yield curves have additionally been calculated from logarithmic interpolation of the excitation functions presented in this work, as seen in Fig. 3. All yields are specified in the recommended units of MBq/C [63] and represent the instantaneous production rates. These curves show that production of medically-valuable radionuclides at low-to-intermediate energies by natFe(p,x) is potentially viable, but is dependent upon the required radionuclidic purity on a case-by-case basis.

3.1 natFe(p,x)$^{51}$Mn cross section

This work presents the first measurement of the natFe(p,x)$^{51}$Mn reaction in this energy region. However, below the 24.1 MeV threshold for $^{50}$Fe(p,x)$^{51}$Mn, the single measurement of $^{54}$Fe(p,x)$^{51}$Mn from Levkovski can be renormalized by isotopic abundance (and an additional -18% due to an error in the monitor data adopted in the measurement), and is consistent with the present work [65]. For the natFe(p,x)$^{51}$Mn reactions, seen in Fig. 4, the lower-energy $^{54}$Fe(p,α)$^{51}$Mn reaction, which peaks around 15 MeV, is well-modeled by TALYS and TENDL and over-predicted by the default calculation performed with EMPIRE, CoH, and ALICE. Interestingly, the higher-energy reactions on the higher mass Fe isotopes are better matched by EMPIRE and CoH. ALICE under-predicts the production of $^{51}$Mn in both peaks and appears to peak at too high an energy. As was seen in the modeling of high-energy proton-induced niobium reactions [16], TALYS and TENDL do well with the lower-energy “compound” reactions but do not accurately predict the higher-energy reactions that have a significant pre-equilibrium component. The untuned EMPIRE and CoH seem to accurately predict the locations of the peaks, but often fail to reliably estimate the magnitude of the cross section.
Table 1 Measured cross sections for the various $^{56}$Fe(p,x) reaction products observed in this work. Cumulative cross sections are designated as $\sigma_c$, independent cross sections are designated as $\sigma_i$. Uncertainties are listed in the least significant digit, that is, 131.0(85) mb means 131.0 ± 8.5 mb. Stack ID specifies which irradiation each measurement belongs to – Stack "A" designates the 55 MeV irradiation, Stack "B" designates the 25 MeV irradiation.

| $E_p$ (MeV) | Production cross section (mb) | 53.45(61) | 46.63(68) | 38.93(78) | 34.62(85) | 29.84(96) | 22.71(43) | 19.36(56) | 17.60(15) | 16.54(48) | 14.52(49) | 12.11(53) | 9.23(61) | 4.10(73) |
|-------------|--------------------------------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|---------|---------|
| Stack ID    | A                              | A         | A         | A         | A         | B         | B         | B         | A         | B         | B         | B        | B       | B       |
| 48Cr($\sigma_c$) | 0.172(11) | 0.01376(80) | –         | –         | –         | –         | –         | –         | –         | –         | –         | –        | –       | –       |
| 48V($\sigma_i$)  | 6.38(43) | 4.64(29) | 0.513(35) | 0.1096(80) | –         | –         | –         | –         | –         | –         | –         | –        | –       | –       |
| 48V($\sigma_c$)  | 6.55(43) | 4.65(29) | 0.517(35) | 0.1096(80) | –         | –         | –         | –         | –         | –         | –         | –        | –       | –       |
| 49Cr($\sigma_c$) | 1.83(12) | 2.25(18) | 1.20(11) | 0.315(36) | –         | –         | –         | –         | –         | –         | –         | –        | –       | –       |
| 51Mn($\sigma_c$) | 12.02(75) | 16.02(96) | 12.03(78) | 6.28(42) | 0.484(40) | 0.693(48) | 1.083(65) | 2.01(15) | 2.14(17) | 2.02(19) | 1.49(14) | 0.595(42) | –       | –       |
| 51Cr($\sigma_i$)  | 65.4(58) | 80.3(58) | 56.0(45) | 27.3(23) | 3.81(35) | 0.1096(80) | –         | –         | –         | –         | –         | –        | –       | –       |
| 51Cr($\sigma_c$)  | 77.4(58) | 96.4(59) | 68.0(44) | 33.6(24) | 4.29(35) | 1.57(11) | 1.74(12) | 2.08(13) | 2.16(16) | 2.02(19) | 1.49(14) | 0.595(42) | –       | –       |
| 52Fe($\sigma_{c}$) | 2.74(17) | 1.82(11) | 1.60(10) | 2.25(15) | 0.770(52) | 0.206(15) | 0.192(13) | 0.01297(75) | –         | –         | –         | –        | –       | –       |
| 52Mn($\sigma_{c}$) | 8.29(52) | 9.49(54) | 13.69(88) | 17.9(12) | 6.28(42) | 0.484(40) | 0.693(48) | 1.083(65) | 2.01(15) | 2.14(17) | 2.02(19) | 1.49(14) | 0.595(42) | –       | –       |
| 52Cr($\sigma_{c}$) | 11.58(72) | 13.46(76) | 20.8(13) | 28.2(18) | 21.8(15) | 16.3(10) | 10.37(64) | 0.300(17) | 0.1124(85) | –         | –         | –         | –        | –       | –       |
| 52Mn($\sigma_{c}$) | 13.66(90) | 15.6(11) | 23.0(18) | 30.9(21) | 31.7(22) | 18.5(13) | 10.57(62) | 0.313(19) | 0.0393(45) | 0.0556(48) | 0.0185(19) | –        | –       | –       |
| 54Mn($\sigma_{c}$) | 131.0(85) | 162(10) | 167(12) | 129(10) | 42.2(34) | 2.46(25) | 1.10(13) | 1.09(14) | 1.47(17) | 1.53(16) | 1.36(12) | 1.13(80) | 0.747(75) | 0.0600(80) | –       | –       |
| 55Co($\sigma_{c}$) | 9.43(63) | 12.5(10) | 15.7(12) | 21.8(15) | 48.4(36) | 64.7(56) | 61.0(45) | 43.6(30) | 33.6(34) | 13.4(12) | 0.377(35) | 0.0421(29) | –        | –       | –       |
| 56Mn($\sigma_{c}$) | – | 0.518(39) | 0.610(44) | 0.462(45) | 0.506(54) | 0.405(33) | 0.223(13) | 0.0962(56) | 0.0329(43) | 0.0253(21) | 0.0132(14) | –        | –       | –       |
| 56Co($\sigma_{c}$) | 13.0(11) | 16.3(14) | 18.9(16) | 23.6(17) | 29.2(26) | 47.8(32) | 51.6(30) | 82.6(50) | 176(13) | 197(16) | 344(30) | 376(24) | 288(29) | 3.54(47) | –       | –       |
| 57Co($\sigma_{c}$) | – | 0.476(47) | 0.539(60) | 0.648(44) | 1.170(90) | 1.84(12) | 2.36(14) | 2.50(16) | 3.20(25) | 3.40(28) | 5.14(47) | 8.18(52) | 11.5(12) | 5.49(73) | –       | –       |
| 58Co($\sigma_{c}$) | – | – | – | 0.0427(28) | 0.0619(42) | 0.1054(69) | 0.172(11) | 0.236(15) | 0.241(19) | 0.300(28) | 0.475(44) | 0.545(35) | 0.477(49) | 0.170(25) | –       | –       |
| 58Co($\sigma_{i}$) | – | – | – | 0.0884(66) | 0.0980(74) | 0.1118(82) | 0.1229(84) | 0.148(90) | 0.333(28) | 0.318(27) | 0.199(90) | 1.276(96) | 1.56(17) | 0.623(83) | –       | –       |
| 58Co($\sigma_{c}$) | – | – | – | 0.1311(72) | 0.1599(86) | 0.217(11) | 0.295(14) | 0.384(18) | 0.574(34) | 0.618(39) | 1.39(10) | 1.82(10) | 2.04(18) | 0.792(86) | –       | –       |
Table 2  Measured cross sections for the various $^{64}$Cu(p,x) reaction products observed in this work. Cumulative cross sections are designated as $\sigma_c$, independent cross sections are designated as $\sigma_i$. Uncertainties are listed in the least significant digit, that is, 51.9(34) mb means 51.9 $\pm$ 3.4 mb. Stack ID specifies which irradiation each measurement belongs to – Stack “A” designates the 55 MeV irradiation, Stack “B” designates the 25 MeV irradiation.

| Production cross section (mb) | $E_p$ (MeV) |
|-------------------------------|-------------|
|                              | 53.04(61)   |
| Stack ID                     | A           |
| $^{54}$Mn ($\sigma_i$)       | 2.09(13)    |
|                              | A           |
| $^{57}$Co ($\sigma_i$)       | 49.8(34)    |
|                              | A           |
| $^{60}$Co ($\sigma_c$)       | 9.41(59)    |
|                              | B           |
| $^{61}$Co ($\sigma_c$)       | 4.26(54)    |
|                              | A           |
| $^{61}$Cu ($\sigma_c$)       | 25.3(16)    |
|                              | A           |
| $^{64}$Cu ($\sigma_i$)       | 50.9(32)    |
|                              | A           |

Table 3  Measured cross sections for the various $^{54}$Ti(p,x) reaction products observed in this work. Cumulative cross sections are designated as $\sigma_c$, independent cross sections are designated as $\sigma_i$. Uncertainties are listed in the least significant digit, that is, 25.0(24) mb means 25.0 $\pm$ 2.4 mb. Stack ID specifies which irradiation each measurement belongs to – Stack “A” designates the 55 MeV irradiation, Stack “B” designates the 25 MeV irradiation.

| Production cross section (mb) | $E_p$ (MeV) |
|-------------------------------|-------------|
|                              | 53.31(61)   |
| Stack ID                     | A           |
| $^{43}$K ($\sigma_c$)        | 1.55(11)    |
|                              | A           |
| $^{44}$Sc ($\sigma_i$)       | 12.60(72)   |
|                              | A           |
| $^{44}$Sc ($\sigma_c$)       | 25.0(24)    |
|                              | A           |
| $^{45}$Sc ($\sigma_c$)       | 37.6(25)    |
|                              | A           |
| $^{47}$Sc ($\sigma_c$)       | 21.2(12)    |
|                              | A           |
| $^{48}$Sc ($\sigma_i$)       | 1.66(13)    |
### Table 4
Measured isomer-to-ground-state branching ratios for the various natFe(p,x) and natTi(p,x) reaction products observed in this work. Uncertainties are listed in the least significant digit, that is, 0.417(38) means 0.417 ± 0.038. Stack ID specifies which irradiation each measurement belongs to – Stack “A” designates the 55 MeV irradiation, Stack “B” designates the 25 MeV irradiation.

| Ep (MeV) | Stack ID | natFe(p,x) | natTi(p,x) |
|----------|-----------|------------|------------|
| 53.45(61) | A         | 0.417(38)  | 0.335(29)  |
| 46.63(68) | A         | 0.414(37)  | 0.314(24)  |
| 38.93(78) | A         | 0.396(40)  | 0.291(25)  |
| 34.62(85) | A         | 0.388(37)  | 0.253(23)  |
| 29.84(96) | A         | 0.517(49)  | 0.260(23)  |
| 24.4(11)  | B         | 0.420(40)  | 0.224(23)  |
| 22.71(43) | B         | 0.358(29)  | 0.345(24)  |
| 19.36(56) | B         | 0.202(17)  | 0.294(21)  |
| 17.6(15)  | A         | 0.404(56)  | 0.328(34)  |
| 16.54(48) | B         | 0.638(76)  | 0.296(28)  |
| 14.52(49) | B         | 0.92(12)   | 0.252(27)  |

### Table 5
Default settings for the reaction codes.

| Code version | Proton/neutron optical model | Alpha optical model | E1 γ SF model | Level density model |
|--------------|-------------------------------|---------------------|---------------|---------------------|
| EMPRIE-3.2.3 [47] | Koning-Delaroche [48] | Avrigeanu (2009) [49] | Modified Lorentzian [50] | Enhanced Generalized Superfluid [51]. |
| TALYS-1.8 [52] | Koning-Delaroche | Specific folded potential [52] | Brink-Axel Lorentzian [52] | Gilbert-Cameron [53] |
| CoH-3.5.3 [54,55] | Koning-Delaroche | Avrigeanu (1994) [56] | Generalized Lorentzian [54,55] | Gilbert-Cameron |
| ALICE-2017 [57] | Nadasen [58] | Parabolic Diffuse-Well [59] | Berman-Fultz Lorentzian [60] | Kataria-Ramamurthy-Kapoor [61,62]. |
Fig. 3 Integral thick target yields for $^{natFe(p,x)}51\text{Mn},52\text{m,}52\text{g}\text{Mn}$ and $^{natFe(p,x)}55,56,57,58\text{mMn}$, including indirect production routes. Yields are specified in units of MBq/C [63], and represent physical yields (also known as instantaneous production rates). 1 MBq/C = 0.0036 MBq/µAh.

Fig. 4 Measured $^{natFe(p,x)}51\text{Mn}$ cross section, with the $^{54}\text{Fe(p,}\alpha)^{51}\text{Mn}$ reaction channel visibly peaking at approximately 15 MeV.

It should be noted that Fe(p,x)$^{51}\text{Mn}$ appears to offer a compelling alternative to the more established $^{50}\text{Cr(d,x)}^{51}\text{Mn}$ pathway, which necessitates an enriched $^{50}\text{Cr}$ target to avoid radio-manganese contamination from reactions on stable isotopes of Cr [66]. $^{natFe(p,x)}51\text{Mn}$ could be used for production of $^{51}\text{Mn}$ ($\geq 98.8%$ radioisotopic purity) below 20 MeV using the $^{54}\text{Fe(p,}\alpha)^{51}\text{Mn}$ channel. In addition, this low-energy production is accessible using the international network of small medical and research cyclotrons, enabling in-house production of this short-lived ($t_{1/2} = 46.2 \pm 0.1$ m [9]) radionuclide. To increase yields over $^{natFe(p,x)}$, an enriched $^{54}\text{Fe}$ target could be used to take advantage of the eight-fold increase in reaction cross section for production using 40–50 MeV protons without opening the additional manganese exit channels accessible on a natural target.

3.2 $^{natFe(p,x)}52\text{m,}52\text{gMn}$ cross sections

This work presents the first measurement of several observables in this energy region including independent cross sections for $^{natFe(p,x)}52\text{m,}52\text{gMn}$, the $^{52}\text{mMn (2\text{+})} / ^{52}\text{gMn (6\text{+})}$ isomer branching ratios via $^{natFe(p,x)}$, as well as extending the $^{natFe(p,x)}52\text{Mn}$ excitation function down to the lowest energy to date. Cumulative $^{natFe(p,x)}52\text{Mn}$ reaction measurements exist in earlier work, but this work presents the most well-characterized measurement below 70 MeV to date, with cross sections measured at the 6–10% uncertainty level. This work is consistent with the general body of previous cumulative $^{52}\text{Mn}$ measurements, with the exception of work from Williams, Lagunas-Solar, and Barchuk, all of which have shown discrepancies with prior data in other reaction channels measured here [67–69].

The $^{52}\text{mMn (2\text{+})} / ^{52}\text{gMn (6\text{+})}$ ratio seen in Figure Fig. 5b shows significant deviation from all of the reaction models and the TENDL database near threshold, indicating potential issues with transmission particle transmission coefficients arising from the optical model. Above threshold the values are all in keeping with the TENDL and default TALYS calculations and differ significantly from both the default CoH and EMPIRE calculations, indicating potential issues with the angular momentum dependence of the level density. For the $^{natFe(p,x)}52\text{Mn}$ cross section, seen in Fig. 5a, the peak at lower energy, which is largely attributable to the $^{56}\text{Fe(p,}\alpha)^{51}\text{Mn}$ channel, is well-modeled by TALYS and TENDL. However, the production of $^{52}\text{Mn}$ rises much more rapidly than the data would support above 50 MeV, suggesting an overestimation of the $^{56}\text{Fe(p,}\alpha\text{)}$ contribution. CoH and EMPIRE, again, overpredict the cross sections at all energies, but seem to have the correct overall energy dependence.

Through measurement of the $^{natFe(p,x)}52\text{Mn}$ independent cross section, the effect of spin distributions in the unresolved discrete states can be studied. The measured data suggest that the independent cross section to the $2\text{+}$ isomer should be a large fraction of the cumulative cross section to $^{52}\text{Mn}$ (which has a $6\text{+}$ ground state), over 50% at the peak energy. TALYS predictions show approximately 1.5σ agreement with this measurement, but CoH significantly overestimates this ratio at all energies, and EMPIRE overestimates as well in the pre-equilibrium tail, which indicates that the isomer feeding is not well-modeled in these codes.

Fe(p,x) offers an interesting production pathway for $^{52}\text{Mn}$. Conventional production uses the low-energy $^{natCr(p,n)}52\text{Mn}$ pathway, which offers high radioisotopic purity (approximately 99.6%) [2,70]. $^{natFe(p,x)}$ offers a nearly threefold increase in production yield, but the lower radioisotopic purity (99.1% for 20–30 MeV, decreasing to 60.8% by
Fig. 5  
(a) Measured $^{nat}\text{Fe}(p,x)^{52}\text{Mn}$ cross section, with $^{56}\text{Fe}(p,\alpha n)^{52}\text{Mn}/^{54}\text{Fe}(p,2pn)^{52}\text{Mn}$ reaction channels visibly peaking at approximately 30 MeV.  
(b) Measured $^{52m}\text{Mn} (2^+)/^{52g}\text{Mn} (6^+)$ isomer branching ratios via $^{nat}\text{Fe}(p,x)$

...at higher energies due to the opening of $^{54}\text{Mn}$ makes this route seem impractical. Much like $^{51}\text{Mn}$, the use of an enriched $^{54}\text{Fe}$ target would prevent production of $^{54}\text{Mn}$ and long-lived Co radiocontaminants, providing a higher-yield production route over $^{nat}\text{Cr}(p,x)$, with the tradeoff of necessitating higher-energy protons ($\leq 35$ MeV) for production. It is important to note that the $^{Fe}(p,x)$ route provides $\geq 60\%$ feeding of $^{52g}\text{Mn}$ ($t_{1/2} = 5.591 \pm 0.003$ d [8]), implying that the short-lived $^{52m}\text{Mn}$ ($t_{1/2} = 21.1 \pm 0.2$ m [8]) can be easily separated through the difference in half-life, to avoid the hard 1434 keV gamma-ray produced by the isomer. However, if nearly pure $^{52m}\text{Mn}$ is desired for preclinical imaging applications, the feeding of $^{52}\text{Mn}$ through the $\epsilon$ decay of $^{52}\text{Fe}$ ($t_{1/2} = 8.725 \pm 0.008$ h [8]) exclusively populates the isomer, making this potentially suitable for production through “milking” of a $^{52}\text{Fe}$ generator [71].

3.3 $^{nat}\text{Fe}(p,x)^{56,58}\text{Co}$ cross sections

This work presents the first measurements of several observables in this energy region, including the $^{nat}\text{Fe}(p,x)^{58m}\text{Co}$ reactions in the 0–70 MeV region, the independent cross sections for $^{nat}\text{Fe}(p,x)^{58g}\text{Co}$, and the $^{58m}\text{Co} (5^+)/^{58g}\text{Co} (2^+)$ isomer branching ratios via $^{nat}\text{Fe}(p,x)$, seen in Fig. 6. The cumulative cross sections from these data are both consistent with, and higher-precision than, existing measurements of the cumulative $^{nat}\text{Fe}(p,x)^{58g}\text{Co}$ cross sections, as well as the large body of measurements for $^{nat}\text{Fe}(p,x)^{56}\text{Co}$. While it is dangerous to use weak channels to guide reaction modeling, EMPIRE and TALYS/TENDL all reproduce earlier work and this measurement reasonably well ($\pm 10\%$) for the $^{nat}\text{Fe}(p,x)^{58g}\text{Co}$ reaction channel, as well as the strongly-fed $^{nat}\text{Fe}(p,x)^{56}\text{Co}$ reaction. This holds for both the shape and magnitude of each excitation function. CoH overestimates the $^{nat}\text{Fe}(p,x)^{58g}\text{Co}$ peak magnitude by approximately 30% and $^{nat}\text{Fe}(p,x)^{56}\text{Co}$ by approximately 10%, despite matching the rising and falling edges of the curve. For both the $^{nat}\text{Fe}(p,x)^{56,58}\text{Co}$ channels, ALICE underestimates the magnitude of the rising edge and compound peak by nearly 50%, though it shows the best agreement of these codes with the magnitude of the pre-equilibrium tails for these channels.

However, all codes fail to reproduce the magnitude of the $^{nat}\text{Fe}(p,x)^{58m}\text{Co}$ peak by approximately 25% and completely
fail to reproduce the pre-equilibrium tail for this channel, as measured in this work. As opposed to the other isomer-to-ground state ratio measured for Fe, the opposite is seen for $^{natFe(p,x)}_{58}Co$ – the codes underpredict the ratio of the isomer-to-ground state, but in this case the isomer is the higher spin state ($5^+$, compared with a $2^+$ ground state). Given that the level density model was the same for all of the product nuclei, it points to issues in the spin distribution of the initial population of the residual nucleus in the pre-equilibrium neutron emission.

The $^{natFe(p,x)}_{56}Co$ channel ($t_{1/2} = 77.236 \pm 0.026$ d, $\epsilon=100\%$ to $^{56}Fe$ [29]) could be useful as an experimental monitor reaction due to its high intensity and production of long-lived residual products that produce bright decay gamma-rays. Given that $^{natCu(p,x)}_{56}Co$ is an established monitor reaction, it seems likely that an evaluation of $^{natFe(p,x)}_{56}Co$ as a monitor standard could provide a useful complement to existing low-to-intermediate energy monitor reactions. A similar argument can also be applied to $^{natFe(p,x)}_{58}Co$, which is another established copper monitor reaction product. While this channel shares many of the same attractive features as $^{natFe(p,x)}_{56}Co$, the weak feeding of $^{56}Co$ makes this far less of an attractive option in comparison.

In addition to the $^{natFe(p,x)}_{51,52}Mn$ measurements, this experiment has also yielded production cross section measurements of a number of additional emerging radionuclides with medical applications, including the non-standard positron emitter $^{55}Co$ [72–74]. Production of this radionuclide offers no major advantages over established pathways, with the lower yield and radioisotopic purity failing to justify the convenience of natural targets via $^{natFe(p,x)}Co$. The one potential exception to this is the production of $^{58m}Co$, a potent agent for Auger electron-based targeted therapy [75–77]. While ingrowth of the long-lived $^{58g}Co$ ($t_{1/2} = 70.86(6)$ d [31]) is unavoidable, lowering the co-production of $^{58g}Co$ is necessary to minimize patient dose. The $^{natFe(p,x)}_{58m}Co$ pathway shows a clear “peak” in the $^{58m}Co/^{58g}Co$ branching ratio for approximately 15–30 MeV protons, which might have translational implications if Auger electron therapy becomes more clinically prevalent.

3.4 $^{natFe(p,x)}_{49,51}Cr$ cross sections

This work presents the first measurement of $^{natFe(p,x)}_{49}Cr$ and the first independent cross sections for $^{natFe(p,x)}_{51}Cr$ in this energy region, seen in Fig. 7. The cumulative cross sections from these data are also consistent with existing measurements of the cumulative $^{natFe(p,x)}_{51}Cr$ cross sections, and with improved precision. As seen in other channels, the work of Williams and Schoen [69,78] are both significantly lower in magnitude, and with cross sections peaking approximately 5 MeV higher than body of other measurements. While the $^{51}Cr$ decay data used in these experiments (Williams: $t_{1/2} = 27.8$ d, $I_g=9\%$, Schoen: $t_{1/2} = 27.71$ d, $I_g=10.2\%$) differ slightly from those used here ($t_{1/2} = 27.704(3)$ d, $I_g=9.910(10)\%$ [9]), these differences do not account for the approximately 50% smaller peak cross section reported by Williams, and 30% smaller for Schoen. Neither publication reports any discussion of this channel, nor do they detail the length of each irradiation, suggesting that transient equilibrium from the $^{51Mn}$ decay precursor was either not considered, or mis-calculated [79].

For both the $^{49,51}Cr$ channels, the shape is well-modeled by all codes in the energy range covered in this measurement, though ALICE appears to peak approximately 3 MeV higher than the other codes. For $^{49}Cr$, ALICE and CoH both overestimate the magnitude of this channel by approximately 30%, ALICE overestimates by approximately 350%, while TALYS and TENDL underestimate the magnitude by approximately 50%. However, it should be noted that weakly-produced nuclides should not be used to guide reaction modeling due to their sensitivity to stronger reaction channels. Modeling of $^{51}Cr$ shows improved agreement in magnitude – CoH and ALICE are consistent at the 1σ level, EMPIRE overestimates the peak by approximately 25%, and TALYS/TENDL underestimate the peak by approximately 60%. However, this level of disagreement is more concerning than for $^{49}Cr$, due to the strong feeding of this channel. This observation provides a clear illustration that both TALYS/TENDL tend to either match or significantly underestimate, but never overestimate, the magnitude of many reaction channels below 70 MeV seen in this work. Since the sum of all channel cross sections are constrained by the total reaction cross section, this would suggest that TALYS is either overestimating the feeding of channels with stable residual nuclei, or the elastic/inelastic channels.

3.5 $^{natFe(p,x)}_{54,56}Mn$ cross sections

This work presents the first measurements of the $^{natFe(p,x)}_{54}Mn$ reaction below 70 MeV. Additionally, we report the highest precision measurement of $^{natFe(p,x)}_{54}Mn$ in this energy region. This measurement is consistent with earlier work aside from the globally-discrepant Williams data, as discussed previously. Modeling of these channels presents a counterpoint to the $^{51,52}Mn$ results discussed earlier — $^{54}Mn$ is well-modeled by CoH, TENDL, and TALYS, though EMPIRE overestimates the peak cross section by approximately 25%, and ALICE underestimates by the same, in addition to peaking approximately 3 MeV higher. The weakly-fed $^{56}Mn$ is poorly modeled in comparison, with CoH, EMPIRE, and ALICE failing to match neither the shape nor magnitude of the excitation function, though TALYS/TENDL matches both. While the poorly-modeled $^{51,52}Mn$ channels are dominated by alpha particle emission, $^{54}Mn$ production is more
Fig. 7  
(a) Measured $^{nat}\text{Fe}(p,x)\text{Cr}$ independent cross section, with the $^{56}\text{Fe}(p,\alpha p3n)\text{Cr}/^{54}\text{Fe}(p,3p3n)\text{Cr}$ reaction channels visibly peaking at approximately 48 MeV.  
(b) Measured $^{nat}\text{Fe}(p,x)\text{Cr}$ independent cross section, with the $^{56}\text{Fe}(p,\alpha p3n)\text{Cr}/^{54}\text{Fe}(p,3p3n)\text{Cr}$ reaction channels visibly peaking at approximately 45 MeV.

Fig. 8  
(a) Measured $^{nat}\text{Fe}(p,x)\text{Mn}$ independent cross section, with the sum of the $^{56}\text{Fe}(p,2pn)\text{Mn}$ and $^{57}\text{Fe}(p,2p2n)\text{Mn}$ reaction channels visibly peaking at approximately 40 MeV.  
(b) Measured $^{nat}\text{Fe}(p,x)\text{Mn}$ independent cross section, with the $^{56}\text{Fe}(p,2pn)\text{Mn}/^{58}\text{Fe}(p,2pn)\text{Mn}$ reaction channels visibly peaking at approximately 30 MeV and 40 MeV, respectively.

characterized by the the emission of the constituent protons and neutrons. Since TALYS, TENDL, and CoH exhibited poor predictive power for $^{51,52}\text{Mn}$, but reproduced $^{54}\text{Mn}$ well, this observation would suggest that the alpha optical models employed in these codes are underestimating the strength of alpha emission in this energy region.  

Similarly to $^{56}\text{Co}$, $^{nat}\text{Fe}(p,x)\text{Mn}$ offers another interesting possibility as a $^{nat}\text{Fe}(p,x)$ monitor reaction, with a long half-life ($t_{1/2} = 312.20 \pm 0.020\text{ d}, \epsilon = 100\%$ to $^{54}\text{Cr}$ [27]), strong cross section (approximately 160mb near 40MeV), and a uniquely-produced daughter nuclide. This reaction could be useful for intermediate- to high-energy protons ($E_p \geq 30\text{ MeV}$), but would be susceptible to production via high-energy secondary neutrons (threshold 12.1 MeV off of $^{56}\text{Fe}$). Additionally, the $^{nat}\text{Fe}(p,x)\text{Mn}$ and $^{nat}\text{Fe}(p,x)\text{Co}$ channels have a difference in apparent energetic thresholds, providing some energy discrimination sensitivity in the same iron foil, particularly in the 20–50 MeV region.
3.6 \( ^{nat}\text{Cu}(p,x)^{60,61,64}\text{Cu} \) cross sections

As with many \( ^{nat}\text{Cu}(p,x) \) channels, these reactions have been previously measured in our earlier work, but this measurement extends these cross sections down to reaction thresholds and reports cross sections for many of the short-lived products unable to be observed previously, such as \( ^{60}\text{Cu} \) [16]. For \( ^{nat}\text{Cu}(p,x)^{60,61,64}\text{Cu} \), the measurements presented here are consistent with earlier work (aside from that of Williams [69], as discussed earlier), and are generally the highest-precision measurements to date. As part of this work, a discrepancy, outside reported uncertainties, has been observed between the accepted and measured values of the intensity ratio of the 283 keV and 656 keV decay lines in \( ^{61}\text{Cu} \), and is detailed in a separate manuscript [80].

As we reported previously, modeling of \( ^{nat}\text{Cu}(p,x) \) reactions is poor in this energy region. For \( ^{60}\text{Cu} \), all codes fail to predict the magnitude and shape of the channel, with a peak approximately 5 MeV lower than observed. Similar behavior is observed in the strongly-fed \( ^{61}\text{Cu} \), with the peak shifted approximately 3 MeV lower. \( ^{64}\text{Cu} \) modeling appears to be the best of these channels, with all codes matching the overall shape, but only EMPIRE predicting the rapid rise and fall of the compound peak. Unlike ALICE and EMPIRE, CoH, TALYS, and TENDL all do a successful job of modeling the shape of the (p,pn) pre-equilibrium tail, with this channel showing the best predictive power of the \( ^{nat}\text{Cu}(p,x) \) reactions. As seen with ALICE for \( ^{61}\text{Cu}^{64}\text{Cu} \), the alternating underestimation/overestimation across channels for a single code points to competition between neighboring reaction channels as a common issue in this mass region.

3.7 \( ^{nat}\text{Ti}(p,x)^{44,47,48}\text{Sc} \) cross sections

While the focus of this work is on the production of \( ^{51,52}\text{Mn} \) and other \( ^{nat}\text{Fe}(p,x) \) channels, the cross sections reported here offer improvements to prior work, particularly for the several Sc radionuclides observed. For all of the \( ^{nat}\text{Ti}(p,x)^{44,47,48}\text{Sc} \) channels, this work is consistent with all prior data and is generally the highest-precision measurement to date. This work additionally extends the \( ^{44}\text{Sc} \) excitation function to the highest energy to date.

The modeling of these channels is markedly improved in comparison to the \( ^{nat}\text{Fe}(p,x) \) channels discussed previously. For \( ^{44}\text{mSc} \), all codes place the compound peak approximately 4 MeV lower than observed, and EMPIRE overestimates the magnitude of this peak, while TALYS, TENDL, and CoH significantly underestimate it. Notably, the pre-equilibrium tail and transition towards a second peak near 65 MeV is well-modeled by TALYS/TENDL, but significantly underestimated by EMPIRE and CoH. The same modeling trend is observed for \( ^{44}\text{mSc} \), and reflected in the measured isomer branching ratios for \( ^{44}\text{Sc} \), seen in Fig. 10. Above 23 MeV, TALYS/TENDL both reproduce the present work, as well as earlier measurements, suggesting that angular momentum transfer in the pre-equilibrium regime is being well-modeled, but that the total feeding of the \( ^{44}\text{Sc} \) channel is underesti-
mated. A similar argument holds for EMPIRE, which produces the isomer branching up to 35 MeV. However, CoH fails to reproduce either the channel magnitude or the isomer ratio. $^{47}$Sc presents a very opposed situation, despite an abundance of reaction data and strong feeding of the channel. All codes fail to reproduce either the shape or magnitude of this channel, with only CoH able to predict the compound peak but unable to model the pre-equilibrium tail. As a cumulative reaction channel, it is unclear whether this failure arises from modeling of any $^{47}$Ca decay precursors, or the competition between $^{48}$Ti(p,20)$^{47}$Sc / $^{49}$Ti(p,2pn)$^{47}$Sc / $^{50}$Ti(p,α)$^{47}$Sc channels. Modeling of $^{48}$Sc is lacking, with only TALYS/TENDL matching the shape of the excitation, and all codes failing to reproduce the magnitude of the channel.

As with $^{58m}$Co measurements, the titanium activation has yielded measurements of a number of additional medical radionuclides, including the non-standard positron emitter $^{44}$Sc [94–96] and the $\beta^-$-therapeutic agent $^{47}$Sc [97,98]. However, this route offers no major advantages over established $^{44}$Ca(p,n) / $^{44}$Ca(d,2n) / $^{45}$Sc(p,2n)$^{44}$Ti pathways. Since high-specific activity $^{47}$Sc production routes are limited (with $^{47}$Ti(n,p)$^{47}$Sc as one of few potential candidates), alternative pathways are greatly desired by the community. However, $^{nat}$Ti(p,x) is clearly not a compelling alternative if high specific activity is required, due to the inability to avoid co-production of long-lived Sc radiocontaminants.

4 Conclusions

We present here a set of measurements of 34 cross sections for the $^{nat}$Fe(p,x), $^{nat}$Cu(p,x), and $^{nat}$Ti(p,x) reactions up to 55 MeV, as well as independent measurements of three isomer branching ratios. Nearly all cross sections have been reported with higher precision than previous measurements. We report the first measurements for $\leq$70 MeV protons of the $^{nat}$Fe(p,x)$^{49}$Cr, $^{nat}$Fe(p,x)$^{51}$Mn, $^{nat}$Fe(p,x)$^{52m}$Mn, $^{nat}$Fe(p,x)$^{56}$Mn, and $^{nat}$Fe(p,x)$^{58m}$Co reactions, as well as the first measurement of the independent cross sections for $^{nat}$Fe(p,x)$^{51}$Cr, $^{nat}$Fe(p,x)$^{52g}$Mn, $^{nat}$Fe(p,x)$^{58g}$Co, and the $^{52m}$Mn (2$^+$) / $^{52g}$Mn (6$^+$) and $^{58m}$Co (5$^+$) / $^{58g}$Co (2$^+$) isomer branching ratios via $^{nat}$Fe(p,x). Clearly, the use of Fe(p,x)$^{51,52}$Mn has significant untapped potential, and additional work is needed to further characterize these reaction channels for $E_p \leq$60 MeV, as well as the potential for $^{nat}$Fe(p,x)$^{52m}$Mn, $^{56}$Co as future monitor reactions.

We also use these measurements to illustrate the deficiencies in the current state of reaction modeling up to 55 MeV for $^{nat}$Fe(p,x), $^{nat}$Cu(p,x), and $^{nat}$Ti(p,x) reactions. Across the channels studied here, there exists a clear trend of modeling codes failing to reproduce observed reaction thresholds, suggesting an underlying problem with the transmission coefficients utilized in these models. While no model globally succeeds in these channels, TALYS and TENDL generally perform best with the lower-energy “compound” reactions but, like all models, do not accurately predict the higher-energy reactions that have a significant pre-equilibrium component. This illustrates the importance of a well-characterized level density model for predictive power, as the “simple” Gilbert-Cameron model, lacking an energy-dependent spin parameter, outperforms in the modeling of the pre-equilibrium regime.

It is important to note that overall, modeling succeeds best where experimental data exist, underpinning the need for measurement of all observed reaction channels in experiments. This work offers a clear warning against unchecked use of such default calculations, even if performed with the latest developments in nuclear reaction modeling codes. For work requiring even modest accuracy (say 20%) in their default predictive capabilities, these codes clearly cannot be used to satisfaction. Finally, this work provides another example of the current issues with modeling of stopping power in stacked target charged particle irradiation experiments, corrected using variance minimization techniques.
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### Appendix A: Stack design

See Table 6.

Table 6 Specifications of the 25 MeV and 55 MeV target stack designs in the present work. The proton beam enters the stack upstream of the SS-5 and SS-3 profile monitors, respectively, and travels through the stack in the order presented here. The 6061 aluminum degraders have a measured density of approximately $2.68 \pm 0.03$ g/cm$^3$. Their areal densities were determined using the variance minimization techniques described in this work and an earlier paper [16]. A 316 stainless steel foil is inserted at both the front and rear of each target stack as a monitor of the beam’s spatial profile by developing radiochromic film (Gafchromic EBT3) after end-of-bombardment. All Fe/Ti/Cu activation foils were each covered on both sides by 3M 5413-Series Kapton polyimide film tape, each piece of tape consisting of $43.2 \mu$m of a silicone adhesive (nominal $4.79$ mg/cm$^2$) on $25.4 \mu$m of a polyimide backing (nominal $3.61$ mg/cm$^2$). Similarly to the aluminum degraders, the effective areal density of the Kapton tape was determined through variance minimization, suggesting an effective 5.69% enhancement of the nominal values.

| 25 MeV layer | Target | Measured thickness | Measured areal density (mg/cm$^2$) | 55 MeV layer | Target | Measured thickness | Measured areal density (mg/cm$^2$) |
|--------------|--------|--------------------|----------------------------------|--------------|--------|--------------------|----------------------------------|
| SS profile monitor SS-5 | 130.94 µm | 100.57 ± 0.17% | | SS profile monitor SS-6 | 131.9 µm | 100.48 ± 0.17% | |
| Fe-08 | 26.25 µm | 19.69 ± 0.17% | Fe-01 | 25.75 µm | 20.22 ± 0.21% |
| Ti-14 | 25.01 µm | 10.87 ± 0.36% | Ti-01 | 25.88 µm | 11.09 ± 0.16% |
| Cu-14 | 24.01 µm | 17.49 ± 0.40% | Cu-01 | 28.81 µm | 22.40 ± 0.11% |
| Al Degrader E-09 | 256.5 µm | – | | Al Degrader A-1 | 2.24 mm | – |
| Fe-09 | 26.5 µm | 19.90 ± 0.09% | Fe-02 | 25.5 µm | 19.91 ± 0.13% |
| Ti-15 | 23.81 µm | 10.97 ± 0.11% | Ti-02 | 25.74 µm | 10.94 ± 0.24% |
| Cu-15 | 21.81 µm | 17.63 ± 0.46% | Cu-02 | 28.75 µm | 22.32 ± 0.40% |
| Al Degrader H-01 | 127.09 µm | – | | Al Degrader A-2 | 2.24 mm | – |
| Fe-10 | 26.5 µm | 19.84 ± 0.11% | Fe-03 | 25.25 µm | 20.00 ± 0.27% |
| Ti-16 | 24.6 µm | 10.96 ± 0.32% | Ti-03 | 25.91 µm | 11.25 ± 0.15% |
| Cu-16 | 22.01 µm | 17.22 ± 0.25% | Cu-03 | 28.86 µm | 22.49 ± 0.20% |
| Fe-11 | 27.26 µm | 19.96 ± 0.17% | Al Degrader C-1 | 0.97 mm | – |
| Ti-17 | 25.01 µm | 10.88 ± 0.25% | Fe-04 | 25.25 µm | 19.93 ± 0.33% |
| Cu-17 | 28.82 µm | 21.91 ± 0.33% | Ti-04 | 25.84 µm | 10.91 ± 0.18% |
| Fe-12 | 27.01 µm | 20.03 ± 0.12% | Cu-04 | 28.78 µm | 22.38 ± 0.29% |
| Ti-18 | 25.01 µm | 11.00 ± 0.87% | Al Degrader C-2 | 0.97 mm | – |
| Cu-18 | 28.75 µm | 22.33 ± 0.14% | Fe-05 | 25.64 µm | 20.02 ± 0.24% |
| Fe-13 | 26.25 µm | 20.05 ± 0.16% | Ti-05 | 25.86 µm | 10.99 ± 0.30% |
| Ti-19 | 26.6 µm | 11.01 ± 0.22% | Cu-05 | 28.77 µm | 22.35 ± 0.12% |
| Cu-19 | 28.79 µm | 22.32 ± 0.19% | Al Degrader C-3 | 0.97 mm | – |
| Fe-14 | 25.75 µm | 20.11 ± 0.19% | Fe-06 | 25.75 µm | 20.21 ± 0.26% |
| Ti-20 | 27.01 µm | 11.06 ± 0.35% | Ti-06 | 25.5 µm | 11.15 ± 0.23% |
| Cu-20 | 28.26 µm | 22.34 ± 0.28% | Cu-06 | 28.83 µm | 22.43 ± 0.10% |
| SS profile monitor SS-6 | 131.5 µm | 100.99 ± 0.17% | Al Degrader C-4 | 0.97 mm | – |
| Fe-07 | 25.76 µm | 19.93 ± 0.19% |
| Ti-07 | 25.75 µm | 11.17 ± 0.33% |
| Cu-07 | 28.76 µm | 22.34 ± 0.24% |
| SS profile monitor SS-4 | 131.21 µm | 101.25 ± 0.16% |
Appendix B: Measured excitation functions

Figures of the cross sections measured in this work are presented here, in comparison with literature data [7, 16, 65, 67–69, 78, 100–129].
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