Two-mode Gaussian quantum states measured by collinearly and noncollinearly accelerating observers
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We generalize 1 + 1-dimensional formalism derived by Ahmadi et. al. [Phys. Rev. D \textbf{93}, 124031] to investigate an effect of relativistic acceleration on localized two-mode Gaussian quantum states in 3 + 1-dimensional spacetime. The following framework is then used to analyze entanglement of the Minkowski vacuum as witnessed by two accelerating observers that move either collinearly or noncollinearly.

I. INTRODUCTION

Since 1970s it is known that the concept of a particle in quantum field theory is observer-dependent [1–5]. In 1976 Unruh showed that a uniformly accelerated particle detector in the vacuum perceives a thermal bath of particles [6] – the effect that is now known by his name [7, 8]. The Unruh effect is however not just an odd curiosity, arising from some peculiar mathematical considerations. It pertains to many basic concepts in fundamental physics – among the others, entanglement [9], black hole thermodynamics [10], and Einstein equations as equations of state for spacetimes in thermal equilibrium [11]. More detailed descriptions of these and more aspects of the Unruh effect have been gathered in many reviews, including [7, 8, 10, 12–17].

The connection between quantum mechanics, relativity and theory of information have been investigated since the advent of these early observations, but it is still a rapidly developing research area [9, 18]. First relativistic considerations of quantum information were done by Czachor in 1997, who provided a relativistic background to the well-known Einstein-Podolski-Rosen-Bohm experiment [18–24]. It was not until 2002 when the first works on quantum entanglement in the presence of spacetime appeared [18, 19, 25–28].

Early results involving accelerating observers suggested that entanglement is indeed observer-dependent [29–34]. Pioneering work of Alsing and Milburn [29] considered a teleportation protocol performed by inertial Alice and her uniformly accelerating partner Rob. The fidelity was compromised in comparison to the inertial scenario, strongly suggesting degradation of entanglement that goes beyond Lorentz mixing of degrees of freedom. This result was later confirmed by a study of the entanglement of two field modes in a similar setup [31]. Moreover, works by Reznik \textit{et al.} showed that spatial degrees of freedom of global modes are also entangled, including even the vacuum state [35–38].

Unfortunately, most of these early studies on entanglement in non-inertial frames considered only global modes, that are not well-suited for quantum-information protocols. For a more realistic setup in which quantum states can be measured, transferred and exploited, some kind of localization in space and time is necessary. Different approaches have been employed to tackle this problem – moving cavities [39–43], point-like detectors [44–48] and localized wave-packets [49–56].

In this work, we focus on the latter approach as we generalize the framework established in Ref. [54] that introduces a way to compute the effect of acceleration on two-mode Gaussian states of 1 + 1-dimensional localized wavepackets. We investigate a similar Gaussian channel, however in the 3 + 1-dimensional spacetime. Such an extension allows us to study more complicated geometries, involving analysis of the role of perpendicular spatial degrees of freedom and relative rotation of the trajectories of involved observers. Beside the explicit calculation of the parameters of the channel, we also discuss the amount of entanglement that a pair of accelerated observers can witness while moving in the vacuum state. We have further confirmed results obtained previously in the literature, and have gone beyond by checking that the correlations between observers can increase if they move non-collinearly.

The paper is organized as follows. In Section II, we briefly reintroduce a quantum Gaussian channel from [54] and generalize it in order to describe 3 + 1-dimensional states. This part introduces all the necessary notions that are relevant for later considerations. In Section III, we provide explicit expressions for the parameters of the channel in varying geometries, leaving meticulous computations out in Appendix A. Section IV discusses the choice of the wave packets that observers have access to. In Section V the amount of entanglement witnessed by two collinearly accelerating observers is numerically evaluated. The penultimate Section VI treats a noncollinear scenario – contrary to previous Sections, in there we consider 2 + 1-dimensional spacetime to simplify difficult computations. We derive a quantum channel that de-
scribes this case and provide numerical calculations for a small relative angle between the observers. The quantity we investigate is again the vacuum entanglement. Detailed calculations from this Section are provided in Appendix B. Finally, we finish our work with conclusions and the outlook for the future research in Section VII.

II. THE FRAMEWORK

The aim of the following Section is to briefly recapitulate a quantum channel that accounts for acceleration effects on two-mode Gaussian states. Such a framework was presented in Ref. [54] and for a detailed introduction, see Section II there. Our main purpose is to generalize this approach into 3 + 1-dimensional spacetime and as such, we will focus on underlining roles of similarities and differences that arise while changing the dimensionality. Throughout this work we use natural units with $c = \hbar = 1$.

A. Outline

We investigate a real bosonic field $\hat{\Phi}$ with a mass $m$, in a 3 + 1-dimensional Minkowski spacetime. In contrast to 1 + 1-dimensional case, there is no problem with the infrared divergence – the limiting case $m \to 0$ can be calculated just by putting $m = 0$. The evolution of the field is governed by the Klein-Gordon equation, $(\Box + m^2)\hat{\Phi} = 0$ that implies a canonical scalar product:

$$\langle \phi_1, \phi_2 \rangle = i \int_{\Sigma} d^3x \left( \phi_1^\dagger \partial_t \phi_2 - \phi_2^\dagger \partial_t \phi_1 \right),$$

where $\Sigma$ is a spacelike Cauchy surface.

We will investigate a transformation of a Gaussian state of two wavepackets stationary in the inertial frame, into a Gaussian state of two uniformly accelerated wavepackets. This will involve two decompositions of the field $\Phi$ into two sets of orthonormal modes with respect to the Klein-Gordon inner product (1). The inertial modes will be denoted as $\phi_n$, with associated annihilation operators $\hat{f}_n$ which consist only of positive frequencies with respect to the Minkowski timelike Killing vector field. The accelerated modes will be denoted as $\psi_n$, with associated annihilation operators $\hat{d}_n$ which consist only of positive frequencies with respect to the Rindler timelike Killing vector field. These two decompositions of the quantum field can be written as

$$\hat{\Phi} = \sum_n \phi_n \hat{f}_n + \text{H.c.} = \sum_n \psi_n \hat{d}_n + \text{H.c.}$$

The construction, restrictions, and general discussion of the choice of such field decompositions are presented in Ref. [54] in an educational manner. All the assumptions and properties demonstrated there stay the same also for higher dimensional cases. Moreover, in our setup, we assume that only first two inertial modes, $\hat{f}_1$ and $\hat{f}_{11}$, are initially occupied and the observers have access to only two of the accelerating modes, $\hat{d}_1$ and $\hat{d}_{11}$.

B. Modified Rindler coordinates and the field decomposition

In order to analyze an accelerated frame of reference, we employ coordinates that provide a natural description of it – the Rindler coordinates, $\chi$ and $\eta$ [7, 8, 57]. Our aim is to describe two accelerating observers, moving along $z$-axis, that are separated by the distance $D$ at their closest approach. By the introduction of the modified Rindler coordinates [54]:

$$t = \chi \sinh \eta,$$

$$x = x,$$

$$y = y,$$

$$z = \chi \cosh \eta \pm \frac{D}{2},$$

we can freely tune that distance and consider separation between observers and their accelerations independently. We will identify a constant acceleration $A$ of a localized observer with their position in a Rindler chart, $\chi = 1/A$. The upper sign in (3) corresponds to the coordinates covering region $I \ (z > |t| + D/2)$ for which $\chi > 0$, and the lower sign corresponds to the region $II \ (z < |t| + D/2)$ for which $\chi < 0$. In contrast to the standard coordinates, two wedges do not necessarily have a common apex at the origin – it occurs only when $D = 0$. The additional separation can be either positive or negative, as in Ref. [54] (see Fig. 1). Moreover, we distinguish between counter-accelerated and co-accelerated cases. The former (see top and center of Fig. 1) is characterized by two observers accelerating in opposite directions, while in the latter, the observers accelerate in the same direction (see bottom of Fig. 1).

We will now proceed to decompose the quantum field $\Phi$ with respect to timelike Killing vectors associated with given, inertial and accelerating, sets of coordinates. Firstly, in the Minkowski coordinates, the Klein-Gordon equation yields the following plane wave mode solutions:

$$u_k = \frac{1}{\sqrt{(2\pi)^3 2\sqrt{k^2 + m^2}}} e^{-i\sqrt{k^2 + m^2} \chi + ik \cdot x}.$$  

(4)

Defining the corresponding annihilation operators $a_k$, one can decompose the field $\Phi$ into these modes as:

$$\hat{\Phi} = \int d^3k \left( \hat{a}_k u_k + \hat{a}_k^\dagger u_k^* \right).$$  

(5)

In the above formulae $k$ is a 3-dimensional wave-vector. This index may later be replaced with $k_x k_z$, which is merely writing separately its components parallel and perpendicular to the z-axis.
FIG. 1. (Top) When Rindler wedges I and II do not have a common apex and the two regions do not overlap. (Center) When Rindler wedges I and II do not have a common apex and the two regions overlap. (Bottom) Parallel accelerations with an additional distance $D$. Two wedges do not possess a common apex and both observers accelerate in the same direction. Figure from Ref. [54].

When the Klein-Gordon equation is expressed in the Rindler coordinates (unmodified), it yields the following mode solutions [8]:

$$w_{I\Omega k_{\perp}} = \sqrt{\sinh \left( \frac{\pi \Omega}{4a} \right)} K_{\frac{\Omega}{a} \frac{\Omega}{2}} \left( \sqrt{k_{\perp}^2 + m^2} \right) e^{ik_{\perp} \cdot x - i\Omega \eta},$$  

(6)

$$w_{II\Omega k_{\perp}} = \sqrt{\sinh \left( \frac{\pi \Omega}{4a} \right)} K_{\frac{\Omega}{a} \frac{\Omega}{2}} \left( -\sqrt{k_{\perp}^2 + m^2} \right) e^{ik_{\perp} \cdot x + i\Omega \eta},$$  

(7)

where it is understood that the former ones span wedge I and are zero elsewhere, and the latter ones span wedge II and are zero elsewhere. Here $\Omega$ is a positive parameter, called Rindler frequency; the two-dimensional vector $k_{\perp}$ is the component of the wave-vector perpendicular to the $z$-axis.

The mode decomposition of the field $\hat{\Phi}$ reads:

$$\hat{\Phi} = \int_{I} d^3 k \left( w_{I\Omega k_{\perp}} \hat{b}_{I\Omega k_{\perp}} + w_{I\Omega k_{\perp}}^* \hat{b}_{I\Omega k_{\perp}}^\dagger \right) + \hat{\Phi}_{III}(D).$$  

(8)

When $D = 0$, Rindler modes (6) constitute a complete basis for the field operator. However, when $D \neq 0$, the additional part of the field decomposition, $\hat{\Phi}_{III}(D)$ has to be introduced in order to make a decomposition complete when $D > 0$ or to prevent the basis from being overcomplete, when $D < 0$.

Moreover, the necessary (see the reasons in Ref. [54]) conditions for only positive frequency contribution of our wave packets take form:

$$\hat{f}_{I} = \int d^3 k \left( \phi_{I}, u_k \right) \hat{a}_k,$$

$$\hat{f}_{II} = \int d^3 k \left( \phi_{II}, u_k \right) \hat{a}_k,$$

$$\hat{d}_{I} = \int d\Omega \int d^2 k_{\perp} \left( \psi_{I}, w_{I\Omega k_{\perp}} \right) \hat{b}_{I\Omega k_{\perp}}^\dagger,$$

$$\hat{d}_{II} = \int d\Omega \int d^2 k_{\perp} \left( \psi_{II}, w_{II\Omega k_{\perp}} \right) \hat{b}_{II\Omega k_{\perp}}^\dagger.$$  

(9)

C. The Gaussian channel

The effect of acceleration on Gaussian states preserves Gaussianity and therefore can be expressed as a quantum Gaussian channel [54, 58]. We choose to describe Gaussian states via means of their first and second moments [59], yielding the following form of the channel:

$$\hat{X}^{(d)} = MX^{(f)},$$  

(10a)

$$\sigma^{(d)} = M\sigma^{(f)}M^T + N,$$  

(10b)

where $M$ and $N$ are real, positive-defined $4 \times 4$ matrices, whose specification uniquely characterizes the channel. $N$ is symmetric and called the noise matrix, while $M$ is
we find the noise matrix from the formula (10b) with the help of the Rindler basis. As the noise matrix is independently for each considered case, the noise matrix \( D \) is shared between all the scenarios, regardless of the dimensionality, distance \( D \), or the skewness of the observers. However, this is not the case for the noise matrix \( N \), and we have to compute it independently for each considered case.

We choose to express the noise matrix elements with the help of the Rindler basis. As the noise matrix is independent of the initial state, without loss of generality, we find the noise matrix from the formula (10b) with Minkowski vacuum as the input state, i.e. \( \sigma_{\text{vac}}^{(f)} = 1 \). The result is:

\[
N = \sigma_{\text{vac}}^{(d)} - M M^T,
\]

where \( \sigma_{\text{vac}}^{(d)} \) is the corresponding output state. The resultant noise matrix can be expressed in a simple form (for a detailed calculation, see Appendix A):

\[
N = \begin{pmatrix}
1 + N_I & 0 & \text{Re} N_{I,I}^+ & \text{Im} N_{I,I}^- \\
0 & 1 + N_I & \text{Im} N_{I,I}^+ & \text{Re} N_{I,I}^- \\
\text{Re} N_{I,I}^+ & \text{Im} N_{I,I}^- & 1 + N_{II} & 0 \\
\text{Im} N_{I,I}^- & -\text{Re} N_{I,I}^+ & 0 & 1 + N_{II}
\end{pmatrix} - M M^T,
\]

where, independently of \( D \), the diagonal terms equal:

\[
N_{\Lambda} = \int d\Omega \int d^2k_\perp \frac{|\langle \psi_{\Lambda}, w_{\text{Mink}_{\perp}} | \rangle|^2}{\sinh \left( \frac{\pi k_\perp}{a} \right)} e^{-\frac{\pi k_\perp}{a}},
\]

and the off-diagonal terms

\[
N_{I,II}^\pm = 2 M \langle 0 | \hat{d}_I \hat{d}_{II} \pm \hat{d}_I \hat{d}_{II}^\dagger | 0 \rangle_M.
\]

Firstly, we focus on collinear case, but later we explore the possibility of skew-oriented observers. The expressions for \( M \) and \( N \) will now be derived, for the cases and under the assumptions discussed in Ref. [54].

### III. Computing the Gaussian Quantum Channel

The computation of the matrix \( M \) does not use any coordinate system as it relies only on the overlaps of the inertial and the accelerating modes. This computation does not differ from the 1+1-dimensional case and therefore the result can be readily found in Ref. [54]:

\[
M = \begin{pmatrix}
\text{Re}(\alpha_I - \beta_I) & -\text{Im}(\alpha_I + \beta_I) \\
\text{Im}(\alpha_I - \beta_I) & \text{Re}(\alpha_I + \beta_I) \\
0 & 0 \\
0 & 0
\end{pmatrix}.
\]

are to be calculated in each case separately. Here, \( \Lambda \) labels each observer’s wedge, \( \Lambda = \{I, II\} \) The diagonal terms are interpreted as the thermal noise due to the Unruh effect.

We first focus on the counter-accelerated case – both observers accelerate in opposite directions and reside in their respective wedges. Despite the directions of their accelerations are opposite, the magnitudes can be tuned independently. In this setup we keep \( \phi_I \) localized in wedge I, and \( \phi_{II} \) in wedge II of the Rindler chart. When \( D = 0 \), we obtain \( N_{I,II}^+ = N_{I,II}^- \) and:

\[
N_{I,II}^\pm = \int d\Omega \int d^2k_\perp \frac{\langle \psi_I, w_{\text{Mink}_{\perp}} | \rangle (\psi_{II}, w_{\text{Mink}_{\perp}})^*}{\sinh \left( \frac{\pi k_\perp}{a} \right)} e^{-\frac{\pi k_\perp}{a}}.
\]

For \( D \neq 0 \) the result is more complicated and presented in the Appendix A 3.

Let us now move on to the parallel-accelerated case. In this setup the two Rindler wedges are again shifted by \( \pm \frac{D}{2} \), but the one on the left is now flipped, such that both observers accelerate towards the direction of increasing \( z \). We label the one on the right by I and the one on the left by II. It should be noted that this is possible even when \( D = 0 \), but the modes need to be localized at different position, and hence the accelerating observers need to have different proper accelerations. The details of the calculation are shown in the Appendix A 2. The diagonal elements are the same as in the counter-accelerated case. The off-diagonal blocks are different, and the result for \( D = 0 \) is:

\[
N_{I,II}^\pm = \pm \int d\Omega \int d^2k_\perp \frac{\langle \psi_I, w_{\text{Mink}_{\perp}} | \rangle (\psi_{II}, w_{\text{Mink}_{\perp}})^*}{\sinh \left( \frac{\pi k_\perp}{a} \right)} e^{-\frac{\pi k_\perp}{a}}.
\]

The result for \( D \neq 0 \) is presented in the Appendix A 3.
IV. THE CHOICE OF MODES

Apart from some small remarks, we have not specified how to properly choose the input and the output modes. The choice strictly follows the one from 1 + 1-dimensional case, with a Gaussian envelope and sinusoidal modulation in perpendicular direction:

\[
\phi_{\lambda}\big|_{t=0} = \mathcal{N}_\phi e^{-2i\frac{1}{\lambda_{\perp} z} \ln(\lambda_{\perp} z)^2 - \frac{\kappa_{\perp}}{\lambda_{\perp} z} (x^2 + y^2)} \sin \left( \sqrt{\Omega_0^2 - m^2} \left( z + \frac{1}{\lambda_{\perp}} \right) \right) \sin[\kappa_{\perp} x] \sin[\kappa_{\perp} y],
\]
\[
\psi_{\lambda}\big|_{t=0} = \mathcal{N}_\psi e^{-2i\frac{1}{\lambda_{\perp} z} \ln(\lambda_{\perp} z)^2 - \frac{\kappa_{\perp}}{\lambda_{\perp} z} (x^2 + y^2)} \Im \left\{ I_{-\frac{m}{\lambda_{\perp}}} \left( \frac{m}{\lambda_{\perp}} \right) I_{\frac{1}{\lambda_{\perp}}} \left( \frac{m}{\lambda_{\perp}} \chi \right) \right\} \sin[\kappa_{\perp} x] \sin[\kappa_{\perp} y],
\]

where the upper sign refers to \( \lambda = \Pi \), \( \frac{1}{\lambda_{\perp}} \) is the position around which the mode function is centered, \( L_{\perp} \) and \( L_{\parallel} \) are perpendicular and parallel widths of the wavepackets. Furthermore, \( \kappa_{\perp} \) is the wave-vector in the perpendicular direction. The normalization factors \( \mathcal{N}_\phi \) and \( \mathcal{N}_\psi \) have to be evaluated numerically. The frequency \( \Omega_0 \), about which the spectrum is centered, has to be sufficiently large to effectively damp the negative frequencies, i.e. \( \Omega_0 \gg 1/L_{\parallel} \).

Additionally, we introduce numerical positive-frequency cut-off for both wavepackets

\[
\phi_{\lambda} \rightarrow \frac{\int d^3k \ (u_k, \phi_{\lambda}) u_k}{\sqrt{\int d^3k \ |(u_k, \phi_{\lambda})|^2}} \quad (19)
\]
\[
\psi_{\lambda} \rightarrow \frac{\int d\Omega \int d^2k_{\perp} \ (\psi_{\lambda}, w_{\lambda_\perp} u_{\lambda_\perp}) w_{\lambda_\perp}}{\sqrt{\int d\Omega \int d^2k_{\perp} \ |(\psi_{\lambda}, w_{\lambda_\perp} u_{\lambda_\perp})|^2}} \quad (20)
\]

However, our choice of the analytical form of the mode functions renders them almost changeless after this operation.

Finally, in Fig. 2 we plot the comparison of the spatial dependence in \( z \)-direction for the input and output modes for one set of parameters. The mode mismatch that causes the degradation of the entanglement is clearly seen. We can now proceed to the qualitative considerations of the vacuum entanglement.

V. ENTANGLEMENT OF THE VACUUM

We proceed to present the results for the case when the input state of the channel is the Minkowski vacuum state, i.e. \( \hat{X}^{(f)} = 0 \) and \( \sigma^{(f)} = \mathbb{I} \). From (10) and (12) we obtain the following expressions for the output state:

\[
\hat{X}^{(d)} = 0,
\]
\[
\sigma^{(d)} = \begin{pmatrix}
1 + N_{I,II}^+ & 0 & \text{Re} \ N_{I,II}^+ & \text{Im} \ N_{I,II}^-\\
0 & 1 + N_{I}^+ & \text{Im} \ N_{I,II}^+ & -\text{Re} \ N_{I,II}^- \\
\text{Re} \ N_{I,II}^+ & \text{Im} \ N_{I,II}^+ & 1 + N_{I}^+ & 0 \\
\text{Im} \ N_{I,II}^- & -\text{Re} \ N_{I,II}^- & 0 & 1 + N_{I}^-
\end{pmatrix}.
\]
Eq. (21) the logarithmic negativity is equal to:

$$\mathcal{E}_N = \max \left\{ 0, -\log \sqrt{\frac{\Delta - \sqrt{\Delta^2 - 4 \det \sigma}}{2}}, \right\}$$

(22)

where $\Delta \equiv (1 + N_1)^2 + (1 + N_{II})^2 + 2 \text{Re} N_{II}^+ \text{Re} N_{II}^- + 2 \text{Im} N_{II}^+ \text{Im} N_{II}^-$. In the lowest order it simplifies to

$$\mathcal{E}_N = \max \left\{ 0, \frac{1}{2} \left( (N_1 - N_{II})^2 + |N_{II}^+ + N_{II}^-|^2 - N_1 - N_{II} \right) \right\}.$$  

(23)

Note that the expression for the logarithmic negativity in this particular case has no dependence on the overlaps of the inertial and the accelerating mode functions. This is a special exception that holds only for a coherent state – for other two-mode states, e.g. the squeezed states, the entanglement degradation due to the mode mismatch is the dominating effect [55]. As for the Minkowski vacuum state, the logarithmic negativity is zero from the beginning, so the Unruh noise can introduce some entanglement. This means that in the lowest order there is no entanglement, so it strongly suggests a similar result in higher dimensions.

To go beyond, we have also investigated the dependence on the parameters related to the dimensions perpendicular to the motion of the observers, namely on the width and wavenumber perpendicular to the z-axis. The result is plotted in the Fig. 3. As expected, it is better to squeeze the wavepacket to get more entanglement, but contrary to a $\Omega_0$ decrease being beneficial, $\kappa_{\perp}$ needs to be increased to make logarithmic negativity larger. As for our best knowledge, no such analysis has ever been performed, so we cannot compare our results with any previous ones.

![Fig. 3](image.png)

**Fig. 3.** Logarithmic negativity of the Minkowski vacuum for two counter-accelerated modes, as a function of $L_{\perp}$ and $\kappa_{\perp}$ for $D = 0$. We have chosen $A_{I} = A_{II} = 0.1$, $L_{II} = 2$, $m = 0.1$, $\Omega_0 = 4.71$.

Moving onto the co-accelerated case, for $D = 0$ it is easily seen from Eq. (17) that $N_{II}^+ = -N_{II}^-$, simplifying (23) to

$$\mathcal{E}_N \approx \max \left\{ 0, \frac{1}{2} (|N_1 - N_{II}| - N_1 - N_{II}) \right\} = 0$$

(24)

for positive-valued $N_1$ and $N_{II}$, which is the case. It means that in the lowest order there is no entanglement present. Operationally, magnitudes of accelerations would have to be greatly larger in comparison to the counter-accelerated case to have any chance to detect entanglement. This result holds for any dimensionality in such a setup. Further numerical calculations in 1 + 1-dimensional setting [54, 62] for $D \neq 0$ also found no entanglement, so it strongly suggests a similar result in higher dimensions.
VI. SKEW ORIENTED ACCELERATING OBSERVERS

In this Section we consider a setting in which two observers probe the Minkowski vacuum, but in contrast to previously investigated scenarios, their motion is not collinear. The minimal framework in which we can describe such a situation is 2 + 1-dimensional, so in order to suppress the computational difficulty we stick to such a system. However, our framework can readily be used to study higher-dimensional problems.

A. The setup

Contrary to the previous Sections, we introduce names for the observers, Alice (A) and Bob (B), as their trajectories are no longer contained in Rindler wedges I and II. In the scenario that we consider, trajectory of Alice stays fixed – she uniformly accelerates along the z-axis with a proper acceleration $\mathcal{A}$. As in usual situation, at $t = 0$ she is at the position $z = \frac{1}{\mathcal{A}}$. For the depiction of her trajectory, see Fig. 4. We choose Bob to also accelerate with a proper acceleration $\mathcal{A}$. However, his trajectory is not collinear with respect to Alice and it is parametrized by the relative angle between the observers’ directions of motion, $\theta$. Moreover, we assume that both observers have access to the wavepackets that have the same spatial shape in their respective co-moving frames of reference. The inertial wavepackets are prepared to match the orientation of both accelerating wavepackets.

At $t = 0$ Bob is always at a distance $\frac{1}{\mathcal{A}}$ from the origin of the Minkowski frame. Effectively, his trajectory is rotated around this origin by the angle $\theta$. By putting $\theta = 0$ we retrieve co-accelerated scenario from the last Section and in $\theta = \pi$ we end up at the counter-accelerated case. Of course as we have chosen the magnitudes of the accelerations to be the same, by this kind of rotation we cannot achieve $\theta = 0$ case as both wavepackets start to overlap.

B. Characterization of the quantum channel

The form of the channel (10) describing the effect of the acceleration remains unchanged. Both the $M$ matrix and the diagonal parts of the noise matrix are computed in the same way as in 3 + 1-dimensional unrotated case, with the only difference originating from the reduced dimensionality:

$$N_A = N_B = \int d\Omega \int dk \frac{\langle \psi, w_{l\Omega k}\rangle^2}{\sinh \left( \frac{2k}{a} \right)} e^{-\frac{2k}{a}},$$

(25)

where we have already introduced a change of naming convention, I → A and II → B. In this Section, I and II will denote the right and left Rindler wedges with respect to the Alice’s frame of reference. This change of convention is caused by the way we evaluate the other elements of the noise matrix.

Because of our choice of identical wavepackets for Alice and Bob, we can see in Eq. (25) that the diagonal elements are equal, $N_A = N_B$. Furthermore, by $\psi$ we have denoted the common spatial shape of the observers’ wavepackets. Note that for the calculation of $N_\Gamma$, where $\Gamma = \{A, B\}$, no rotation is involved yet:

$$(\psi_\Gamma, w_{l\Omega k}) = (\psi(y, z), w_{l\Omega k}(y, z)).$$

(26)

Also, with (25) we have assumed that the wavepackets do not have any negative frequency contributions from the perspectives of their co-moving frames of reference.

We now proceed to the evaluation of the off-diagonal terms of the noise matrix. We start by introducing additional two sets of coordinates – rotated Minkowski frame:

$$t' = t,$$

$$y' = (y - D_y) \cos \theta - (z - D_z) \sin \theta,$$

$$z' = (z - D_z) \cos \theta + (y - D_y) \sin \theta$$

(27)

and rotated Rindler frame:

$$t' = \chi' \sinh (\alpha y'),$$

$$y' = y',$$

$$z' = \chi' \cosh (\alpha y').$$

(28)
where $D_y$ and $D_z$ are shifts along $y$ and $z$ axes, respectively. This shift, along with a rotation, allows an arbitrary placement of Bob’s trajectory, and as a result, analysis of more complicated geometries than the one considered in this Section. We keep such a shift for the sake of generality. Standard Minkowski frame is retrieved when $\theta = 0$ and rotated Rindler chart is interpreted as the Bob’s frame of reference. In the following calculations, we will characterize the channel in terms of scalar products that will be evaluated in standard Minkowski coordinates. It is also helpful for later brevity of notation to introduce the following shorthands for these scalar products:

$$
\Phi_{TA}(k) \equiv (\psi_T, w_{M\Omega k}), \\
\Phi_{TA}(k) \equiv (\psi_T, w_{M\Omega k}).
$$

(29)

Here, the bar denotes an overlap with a negative-frequency Rindler mode, the first index, $\Gamma = \{A, B\}$ – which wavepacket is under consideration, and the second index, $\Lambda = \{I, II\}$ – which Rindler wedge is taken. We skip the $\Omega$-dependence to further shorten the notation.

We assumed that both wavepackets consist of only positive frequencies in their respective frames, so for Alice we can write down

$$
\hat{d}_A = \int d\Omega \int dk \ (\psi_A, w_{M\Omega k}) \hat{b}_{M\Omega k},
$$

(31)

where by $\psi_A$ we denote Alice’s wavepacket. In case of Bob’s rotated wavepacket, the decomposition into Rindler modes associated with the Alice’s frame is not constrained by any condition. In general, it will contain negative-frequency contribution in his frame of reference:

$$
\hat{d}_B = \int d\Omega \int dk \ \left( \Phi_{BH} \hat{b}_{M\Omega k} + \Phi_{BH} \hat{b}_{M\Omega k}^\dagger \right) + \left( \Phi_{BH} \hat{b}_{M\Omega k} + \Phi_{BH} \hat{b}_{M\Omega k}^\dagger \right).
$$

(32)

By inserting (32) and (31) into (30) we arrive at the expressions for the elements of the matrix $N$:

$$
N_{AB}^\pm = \int d\Omega \int dk \ 	ext{e}^{i\Omega/a} \times \\
\left[ \frac{1}{\sinh \pi \Omega / a} \left( \Phi_{BH} \hat{a}_{M\Omega k} \pm \Phi_{BH} \hat{a}_{M\Omega k}^\dagger \right) \right] + \\
\left[ \frac{1}{\sinh \pi \Omega / a} \left( \Phi_{BH} (-k) \pm \Phi_{BH} (-k) \right) \right].
$$

(33)

Their numerical evaluation is very complicated and is addressed in detail in Appendix B.

C. The choice of modes

We planned to follow the choice of the modes from the unrotated case, but due to the computational difficulties we had to prepare a wavepacket that makes numerical evaluation as easy as possible. The problems stem from the need to compute the negative-frequency contribution of the rotated wavepacket. In the unrotated case we circumvent this issue as our expressions do not include such a part from the beginning. The positive sector of the wavepacket’s spectrum is given by an analytical formula and only effect negative frequencies have is the change of the normalization constant.

In the rotated case, the effect of negative contributions is very subtle. As it was stated in Ref. [54], no wavepacket of only positive-frequency spectrum can have a finite size. It is clearly seen in the numerical calculations that the finite region in which the integrals are evaluated and the behavior of the wavepacket’s tails always cause a nonzero, however small, negative-frequency contribution. This little part is irrelevant in some quantities like the norm of the wavepacket, but as the integrands of Eqs. (33) are localized in the infrared end of the spectrum, it is no longer negligible. The wavepackets utilized in the previous Section were localized at $\sim \Omega_M^{-1}$ in the frequency space, so their values for small $\Omega$ were little and error-prone.

In order to have an operational possibility to control the effect of the negative-frequency contribution on the
intervals (33), we had to prepare a wavepacket for which the spectrum is localized for small values of $\Omega$. We have managed to find such a wavepacket semi-numerically, depicted in Fig. 5. The parameters of such a wavepacket are borderline satisfying the conditions described in detail in Ref. [54]. It is relatively close to the horizon, described by $A \sim 4.0$ and quite wide, with $L_B \sim 0.25$. The method to create it is given in Appendix B.

As for the numerical calculations, routines were written in both C and Fortran languages, and specifically, we have used an algorithm by A. Gil et al. to compute modified Bessel functions of imaginary order and positive argument [63]. To perform fast Fourier transforms we used free software Fastest Fourier Transform in the West [64].

D. Entanglement of the vacuum

We now compute the amount of the entanglement witnessed by Alice and Bob while probing the Minkowski vacuum state. To quantify it, we again use the logarithmic negativity (22), that given $N_A = N_B$ in the first order reduces to

$$\mathcal{E} = \max \left\{ 0, \frac{1}{2} \left( |N_{AB}^+ + N_{AB}^-| - 2N_A \right) \right\}. \quad (34)$$

Due to numerical difficulties, we are able to control the integrals’ convergence only for a small relative rotation of Alice and Bob. In Fig. 6 we plot the logarithmic negativity as a function of the relative angle $\theta$ from the interval $[0.9\pi, \pi]$. A limit $\theta = \pi$ can be identified as a previously considered counter-accelerated case and a limit $\theta = 0$ as a co-accelerated one. In this small interval, the logarithmic negativity grows while $\theta$ moves away from the counter-accelerating limit. However, at the co-accelerating limit, we expect the entanglement to vanish, so our result suggests non-monotonic behavior of logarithmic negativity in between these two regimes.

VII. CONCLUSIONS

In this work, we have studied how an arbitrary Gaussian state of two localized wavepackets of a massive real scalar field in $3 + 1$-dimensional Minkowski spacetime is described by a pair of uniformly accelerated observers. Such a transformation can be formulated in terms of a noisy Gaussian channel, which can be expressed in a fully analytical way. This channel has been used to study different scenarios of collinear motion of the observers. In contrast to previous studies, this framework has allowed us to go beyond usual Rindler chart and to analyze an arbitrary relative rotation of the observers. This way, we have derived the parameters of the channel for an arbitrary geometry.

Then, the entanglement of the Minkowski vacuum has been studied as seen by two such accelerating observers. As expected, in the counter-accelerating case, we have observed that the vacuum entanglement is an increasing function of proper accelerations, when the two Rindler wedges have a common apex. This enhancement has an operational meaning as the resulting entanglement can be extracted by a suitable pair of local detectors. Also in this case, we have found out that in order to extract more entanglement, the width of the wavepackets has to be as small as possible in all the spatial directions. This universal behavior is surprisingly not reproduced for the frequencies characterizing the wavepackets. While it is beneficial to make the spectrum of the wavepacket more shifted to the red end in the direction of the motion, the opposite tendency can be observed for the perpendicular direction.

On the contrary, in the co-accelerating case, accelerations necessary to witness entanglement are much higher. It renders this case operationally useless as compared to counter-accelerating scenario. All of the findings for both cases stay in agreement with previous works on topic.

Moreover, we wanted to capitalize on the fact that we consider more dimensions than in $1 + 1$-dimensional case and to study a non-collinear motion of the observers. In Section VI we have characterized the channel in such a setting and used it to analyze the vacuum entanglement. Due to the numerical difficulties, we were able to obtain results only for a geometry that does not drastically differ from the collinear, counter-accelerating case. However,
we have showed that the entanglement behaves rather counter-intuitively, increasing while getting further from the counter-accelerating limit. This work has touched the topic of relative skewness of two Rindler observers for the first time and has presented a framework that provided a constructive method to calculate observable quantities in such a setup. Further effort into this direction can bear fruit in the form of geometries that could potentially make the measurement of the Unruh effect reachable by some form of enhancement of the correlations. Moreover, the framework described here can be also readily applied to study any quantum information protocols that involve continuous variable systems and which can be affected by a gravitational force. An analysis of other fields (fermionic, massless) in higher-dimensional spacetimes could also make an interesting development.
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Appendix A: Computing the noise matrix \( N \) in collinear case

In this appendix we show the details of the calculation of the noise matrix \( N \). In order to do this, we compute the output state of the channel for the Minkowski vacuum as the input state. Then, using Eq. (12) we can compute the noise matrix for \( D = 0 \) and \( D \neq 0 \) cases.

1. **When Rindler wedges have a common apex \( (D = 0) \)**

We first need the expectation values of all products of two Rindler ladder operators [8]:

\[
M\langle 0|\hat{b}_{\Omega k_\perp}^\dagger \hat{b}_{\Xi \perp 1}|0\rangle_M = 0, \quad (A1)
\]

\[
M\langle 0|\hat{b}_{\Omega k_\perp}^\dagger \hat{b}_{\Xi \perp 1}|0\rangle_M = \frac{e^{-\frac{\pi a}{2}}} {2 \sinh \left( \frac{\pi a}{\hbar} \right)} \delta(\Omega - \Xi)\delta^2(k_\perp - 1_\perp), \quad (A2)
\]

\[
M\langle 0|\hat{b}_{\Omega k_\perp} \hat{b}_{\Xi \perp 1}^\dagger |0\rangle_M = \frac{e^{\frac{\pi a}{2}}} {2 \sinh \left( \frac{\pi a}{\hbar} \right)} \delta(\Omega - \Xi)\delta^2(k_\perp - 1_\perp), \quad (A3)
\]

\[
M\langle 0|\hat{b}_{\Omega k_\perp} \hat{b}_{\Xi \perp 1} |0\rangle_M = \frac{1}{2 \sinh \left( \frac{\pi a}{\hbar} \right)} \delta(\Omega - \Xi)\delta^2(k_\perp + 1_\perp), \quad (A4)
\]

\[
M\langle 0|\hat{b}_{\Omega k_\perp}^\dagger \hat{b}_{\Xi \perp 1}^\dagger |0\rangle_M = 0, \quad (A5)
\]

\[
M\langle 0|\hat{b}_{\Omega k_\perp}^\dagger \hat{b}_{\Xi \perp 1} |0\rangle_M = 0. \quad (A6)
\]

The first three hold also with the index I replaced with II. The remaining ones may obtained from these by complex conjugation.

Now we can compute the covariance matrix elements. Starting with the upper-left 2 \times 2 block:

\[
\langle \sigma^d_{\mathrm{vac}} \rangle_{11} = 2 \text{Re} \int \frac{d\Omega d\Xi}{d^2k_\perp d^2l_\perp} \langle \psi_1, w_{\Omega k_\perp} | (|0\rangle \hat{b}_{\Omega k_\perp}^\dagger \hat{b}_{\Xi \perp 1} |0\rangle_M + (|\psi_1, w_{\Omega k_\perp} \rangle_M \langle 0| \hat{b}_{\Omega k_\perp} \hat{b}_{\Xi \perp 1}^\dagger |0\rangle_M)\rangle^* \hat{b}_{\Omega k_\perp}^\dagger \hat{b}_{\Xi \perp 1}^\dagger |0\rangle_M \langle 0| \hat{b}_{\Omega k_\perp} \hat{b}_{\Xi \perp 1} |0\rangle_M \rangle
\]

\[
= 2 \text{Re} \int \frac{d\Omega}{d^2k_\perp} \int \frac{d^2l_\perp}{\sinh \left( \frac{\pi a}{\hbar} \right)} \langle \psi_1, w_{\Omega k_\perp} \rangle_M|\psi_1, w_{\Omega k_\perp} \rangle_M e^{\frac{\pi a}{2}}
\]

\[
= 1 + 2 \text{Re} \int \frac{d\Omega}{d^2k_\perp} \int \frac{d^2l_\perp}{\sinh \left( \frac{\pi a}{\hbar} \right)} |\psi_1, w_{\Omega k_\perp} \rangle_M|\psi_1, w_{\Omega k_\perp} \rangle_M e^{\frac{\pi a}{2}}. \quad (A7)
\]

The same way we obtain the other elements in the block. The lower-right block is exactly the same, except that
indices I are replaced with II. Moving on to the off-diagonal blocks:

\[(\sigma_{\text{vac}})_{13} = 2 \text{Re} \int d\Omega d\Sigma \int d^2k \lambda d^2l \rho(\psi_I, w_{\text{HEI}}) \]

\[= 2 \text{Re} \int d\Omega \int d^2k \lambda d^2l \frac{(\psi_I, w_{\text{HEI}})(0) \rho_{\text{HEI}}(0) M + (\psi_I, w_{\text{HEI}})^* M \rho_{\text{HEI}}(0) M}{\sinh (\frac{\pi \lambda}{\alpha})} \]

Calculating analogously the other elements of the off-diagonal block, leads to the matrix \(N\) given in the Eq. (13), with the definitions (14)-(16).

2. When Rindler wedges do not have a common apex \((D \neq 0)\)

We will first focus on the counter-accelerated case. The diagonal \(2 \times 2\) blocks relate to the reduced states of the wedges, thus they may not depend on the separation of the wedges. They will be the same as in the \(D = 0\) case, and the only modification will occur in the off-diagonal blocks. We will compute here one element, and the others are computed analogously.

Combining the decomposition of the field in the Minkowski, and the accelerated frame, we can write:

\[b_{\text{HEI}} = \int dl_z \int d^2l \rho(\alpha_{\text{HEI}} l_z l_l - \beta_{\text{HEI}} l_z l_l)\]

and similarly for the wedge II. This equation has the same form, whether \(D = 0\) or not, but it should be noted that the Bogolyubov coefficients and the ladder operators appearing on the right hand side, are \(D\)-dependent. Using this we compute the necessary expectation values:

\[M(0) b_{\text{HEI}} b_{\text{HEI}}^t(0) M = \int dl_z dl_l \alpha_{\text{HEI}} l_z l_l \alpha_{\text{HEI}} l_z l_l^t\]

\[M(0) b_{\text{HEI}} b_{\text{HEI}}^t(0) M = \int dl_z dl_l \alpha_{\text{HEI}} l_z l_l \beta_{\text{HEI}} l_z l_l^t\]

\[M(0) b_{\text{HEI}} b_{\text{HEI}}^t(0) M = \int dl_z dl_l \beta_{\text{HEI}} l_z l_l \beta_{\text{HEI}} l_z l_l^t\]

For \(D = 0\) the Bogolyubov coefficients take the form [8]:

\[\alpha_{\text{HEI}} l_z l_l = \frac{e^{\frac{\pi \lambda}{\alpha}}}{\sqrt{4 \alpha a \sqrt{\lambda^2 + l^2 + m^2 \sinh(\frac{\pi \lambda}{\alpha})}}} \left(\frac{\sqrt{\lambda^2 + l_z^2 + m^2 + l_z}}{\sqrt{\lambda^2 + l_z^2 + m^2}}\right)^{\frac{\lambda}{\alpha}} \delta^2(k_l - l_z),\]

\[\beta_{\text{HEI}} l_z l_l = \frac{e^{-\frac{\pi \lambda}{\alpha}}}{\sqrt{4 \alpha a \sqrt{\lambda^2 + l^2 + m^2 \sinh(\frac{\pi \lambda}{\alpha})}}} \left(\frac{\sqrt{\lambda^2 + l_z^2 + m^2 + l_z}}{\sqrt{\lambda^2 + l_z^2 + m^2}}\right)^{-\frac{\lambda}{\alpha}} \delta^2(k_l + l_z),\]

\[\alpha_{\text{HEI}} l_z l_l = \frac{e^{\frac{\pi \lambda}{\alpha}}}{\sqrt{4 \alpha a \sqrt{\lambda^2 + l^2 + m^2 \sinh(\frac{\pi \lambda}{\alpha})}}} \left(\frac{\sqrt{\lambda^2 + l_z^2 + m^2 + l_z}}{\sqrt{\lambda^2 + l_z^2 + m^2}}\right)^{\frac{\lambda}{\alpha}} \delta^2(k_l - l_z),\]

\[\beta_{\text{HEI}} l_z l_l = \frac{e^{-\frac{\pi \lambda}{\alpha}}}{\sqrt{4 \alpha a \sqrt{\lambda^2 + l^2 + m^2 \sinh(\frac{\pi \lambda}{\alpha})}}} \left(\frac{\sqrt{\lambda^2 + l_z^2 + m^2 + l_z}}{\sqrt{\lambda^2 + l_z^2 + m^2}}\right)^{-\frac{\lambda}{\alpha}} \delta^2(k_l + l_z).\]

We facilitate the possible separation between the wedges, we modify the Bogolyubov coefficients exactly in the same manner as in our previous work [54]. Let us look at the wedge I. If it is shifted to the right by \(\frac{D}{2}\), then equivalently, for simplicity, we may consider shifting the Minkowski coordinates to the left by the same distance. This would result in \(u_k(x, y, z, t) \rightarrow u_k(x, y, z + \frac{D}{2})\). Hence, e.g. \((u_{k, l_z l_l}, w_{\text{HEI}}) \rightarrow e^{\frac{i \pi \lambda}{\alpha}} (u_{k, l_z l_l}, w_{\text{HEI}})\). We
perform this for all of the Bogolyubov coefficients and find:

\[
\begin{align*}
\alpha_{II,k_{1},l_{1}}^{\dagger} & \rightarrow e^{-i \frac{1}{\pi a} k_{||} \Omega a_{II,k_{1},l_{1}}^{\dagger}}, \\
\beta_{II,k_{1},l_{1}}^{\dagger} & \rightarrow e^{i \frac{1}{\pi a} k_{||} \Omega a_{II,k_{1},l_{1}}^{\dagger}}, \\
\beta_{II,k_{1},l_{1}} & \rightarrow e^{-i \frac{1}{\pi a} k_{||} \Omega a_{II,k_{1},l_{1}}}, \\
\beta_{II,k_{1},l_{1}} & \rightarrow e^{i \frac{1}{\pi a} k_{||} \Omega a_{II,k_{1},l_{1}}^{\dagger}}.
\end{align*}
\]  

(A17)

This altogether leads to the following expression for the covariance matrix element:

\[
(\sigma_{\nu}^{d})_{13} = \frac{1}{2\pi a} \text{Re} \int d^{2}k_{\perp} \int d\Omega d\Xi \left( \psi_{I}, w_{\Omega k_{\perp}} \right)
\]

\[
\left[ \psi_{II}, w_{\Omega k_{\perp}} \right]^{\dagger} \frac{e^{\frac{\pi a}{2}(\Omega-\Xi)}}{\sqrt{\sinh \frac{\pi a}{2} \sinh \frac{\pi a}{2}}} \int \frac{dl_{z}}{\sqrt{l_{z}^{2} + k_{\perp}^{2} + m^{2} - l_{z}}} \left( \frac{\sqrt{l_{z}^{2} + k_{\perp}^{2} + m^{2} + l_{z}}}{\sqrt{l_{z}^{2} + k_{\perp}^{2} + m^{2} + l_{z}}} \right) e^{iDl_{z}}
\]

\begin{align*}
+ (\psi_{II}, w_{\Omega k_{\perp}}^{\dagger})^{\ast} & \frac{e^{\frac{\pi a}{2}(\Omega+\Xi)}}{\sinh \frac{\pi a}{2} \sinh \frac{\pi a}{2}} \int \frac{dl_{z}}{\sqrt{l_{z}^{2} + k_{\perp}^{2} + m^{2} + l_{z}}} \left( \frac{\sqrt{l_{z}^{2} + k_{\perp}^{2} + m^{2} + l_{z}}}{\sqrt{l_{z}^{2} + k_{\perp}^{2} + m^{2} + l_{z}}} \right) e^{iDl_{z}} \right].
\end{align*}

(A18)

Again, as in Ref. [54], we compute the above integrals, to obtain:

\[
\int \frac{dl_{z}}{\sqrt{l_{z}^{2} + k_{\perp}^{2} + m^{2} + l_{z}}} \left( \frac{\sqrt{l_{z}^{2} + k_{\perp}^{2} + m^{2} + l_{z}}}{\sqrt{l_{z}^{2} + k_{\perp}^{2} + m^{2} + l_{z}}} \right) e^{iDl_{z}}
\]

\[
= 2 \cosh \frac{\pi (\Omega \pm \Xi)}{2a} K_{\frac{(\Omega \pm \Xi)}{2a}}(|k_{||} D|) - 2 \frac{\Delta}{|\Delta|} \sinh \frac{\pi (\Omega \pm \Xi)}{2a} K_{\frac{(\Omega \pm \Xi)}{2a}} \left( \sqrt{k_{\perp}^{2} + m^{2} |D|} \right).
\]

(A19)

Using this result and rearranging the expression, we arrive at the final form of the covariance matrix element:

\[
(\sigma_{\nu}^{d})_{13} = \frac{1}{\pi a} \text{Re} \int d^{2}k_{\perp} \int d\Omega d\Xi \left( \psi_{I}, w_{\Omega k_{\perp}} \right)
\]

\[
\left[ \psi_{II}, w_{\Omega k_{\perp}} \right]^{\dagger} \frac{e^{\frac{\pi a}{2}(\Omega-\Xi)}}{\sqrt{\sinh \frac{\pi a}{2} \sinh \frac{\pi a}{2}}} \int \frac{dl_{z}}{\sqrt{l_{z}^{2} + k_{\perp}^{2} + m^{2} - l_{z}}} \left( \frac{\sqrt{l_{z}^{2} + k_{\perp}^{2} + m^{2} + l_{z}}}{\sqrt{l_{z}^{2} + k_{\perp}^{2} + m^{2} + l_{z}}} \right) e^{iDl_{z}}
\]

\begin{align*}
+ (\psi_{II}, w_{\Omega k_{\perp}}^{\dagger})^{\ast} & \frac{e^{\frac{\pi a}{2}(\Omega+\Xi)}}{\sinh \frac{\pi a}{2} \sinh \frac{\pi a}{2}} \int \frac{dl_{z}}{\sqrt{l_{z}^{2} + k_{\perp}^{2} + m^{2} + l_{z}}} \left( \frac{\sqrt{l_{z}^{2} + k_{\perp}^{2} + m^{2} + l_{z}}}{\sqrt{l_{z}^{2} + k_{\perp}^{2} + m^{2} + l_{z}}} \right) e^{iDl_{z}} \right].
\end{align*}

(A20)

From this and the analogous expressions for the other matrix elements we infer the formula (A21). In order to proceed with the parallel-accelerated case, we again use the modified Bogolyubov coefficients, but now the ones related to \(a_{II,k_{1},l_{1}}^{\dagger} \) differenly because of the reversed orientation of this wedge. The further steps of the calculation follow along the same lines as shown above.

3. The resulting off-diagonal terms

Here we present resulting off-diagonal terms for \( D \neq 0 \) in counter-accelerating case:

\[
N_{I,II}^{\pm} = \frac{1}{\pi a} \int d^{2}k_{\perp} \int d\Omega d\Xi \left( \psi_{I}, w_{\Omega k_{\perp}} \right)
\]

\[
\left[ \psi_{II}, w_{\Omega k_{\perp}} \right]^{\dagger} \frac{e^{\frac{\pi a}{2}(\Omega-\Xi)}}{\sinh \frac{\pi a}{2} \sinh \frac{\pi a}{2}} \int \frac{dl_{z}}{\sqrt{l_{z}^{2} + k_{\perp}^{2} + m^{2} - l_{z}}} \left( \frac{\sqrt{l_{z}^{2} + k_{\perp}^{2} + m^{2} + l_{z}}}{\sqrt{l_{z}^{2} + k_{\perp}^{2} + m^{2} + l_{z}}} \right) e^{iDl_{z}}
\]

\begin{align*}
\pm (\psi_{II}, w_{\Omega k_{\perp}}^{\dagger})^{\ast} & \frac{e^{\frac{\pi a}{2}(\Omega+\Xi)-\frac{(\Omega-\Xi)}{2a}}}{\sinh \frac{\pi a}{2} \sinh \frac{\pi a}{2}} \int \frac{dl_{z}}{\sqrt{l_{z}^{2} + k_{\perp}^{2} + m^{2} + l_{z}}} \left( \frac{\sqrt{l_{z}^{2} + k_{\perp}^{2} + m^{2} + l_{z}}}{\sqrt{l_{z}^{2} + k_{\perp}^{2} + m^{2} + l_{z}}} \right) e^{iDl_{z}} \right].
\end{align*}

(A21)

and for parallel-accelerating case:

\[
N_{I,II}^{\pm(\pm)} = \frac{1}{\pi a} \int d^{2}k_{\perp} \int d\Omega d\Xi \left( \psi_{I}, w_{\Omega k_{\perp}} \right)
\]

\[
\left[ \psi_{II}, w_{\Omega k_{\perp}} \right]^{\dagger} \frac{e^{\frac{\pi a}{2}(\Omega-\Xi)-\frac{(\Omega+\Xi)}{2a}}}{\sinh \frac{\pi a}{2} \sinh \frac{\pi a}{2}} \int \frac{dl_{z}}{\sqrt{l_{z}^{2} + k_{\perp}^{2} + m^{2} - l_{z}}} \left( \frac{\sqrt{l_{z}^{2} + k_{\perp}^{2} + m^{2} + l_{z}}}{\sqrt{l_{z}^{2} + k_{\perp}^{2} + m^{2} + l_{z}}} \right) e^{iDl_{z}}
\]

\begin{align*}
\pm (\psi_{II}, w_{\Omega k_{\perp}}^{\dagger})^{\ast} & \frac{e^{\frac{\pi a}{2}(\Omega+\Xi)-\frac{(\Omega-\Xi)}{2a}}}{\sinh \frac{\pi a}{2} \sinh \frac{\pi a}{2}} \int \frac{dl_{z}}{\sqrt{l_{z}^{2} + k_{\perp}^{2} + m^{2} + l_{z}}} \left( \frac{\sqrt{l_{z}^{2} + k_{\perp}^{2} + m^{2} + l_{z}}}{\sqrt{l_{z}^{2} + k_{\perp}^{2} + m^{2} + l_{z}}} \right) e^{iDl_{z}} \right].
\end{align*}

(A22)
Appendix B: Calculation of the cross elements in the noise matrix for the skew observers

In this Appendix we present in detail the calculation and numerical evaluation of the cross elements in the noise matrix for the non-collinear scenario. For later computational relevance, let us recall time derivatives in both Rindler frames (28), expressed in Minkowski coordinates

\[ \partial_\eta = a \{(z - D_z) \cos \theta + (y - D_y) \sin \theta \} \partial_\eta + t \left[ \cos \theta \partial_t + \sin \theta \partial_z \right], \]
\[ \partial_y = a \left( z \partial_t + t \partial_z \right). \tag{B1} \]

In order to compute the noise matrix elements (33), we have to evaluate the scalar products that are included in Eq. (33). For simplicity we introduce a shorthand notation for the normalization constant of the Rindler mode, \( \beta_2(\Omega) = \sqrt{\frac{\sinh^2 \frac{\Omega}{2a}}{2a^2}} \). We assume we have a given profile of Bob’s wavepacket \( \psi_B \) and its Rindler time derivative at \( \eta = 0 \). We revoke at \( t = 0 \):

\[ \partial_\eta \psi_B = a \{(z - D_z) \cos \theta + (y - D_y) \sin \theta \} \partial_t \psi_B, \tag{B2} \]

and calculate

\[ \Phi_{BI} = \int d^2 x \left( \psi_B^* \partial_t \omega_{\Omega k} - \omega_{\Omega k} \partial_t \psi_B^* \right) = \]
\[ i \int_{-\infty}^{\infty} dy \int_{0}^{\infty} dz \left( -h_0 (\Omega, y, z) - h_1 (y, z) \right) \beta_2(\Omega) K_{\Omega} \sqrt{k^2 + m^2} \ e^{iky}, \tag{B3} \]

where

\[ h_0 (\Omega, y, z) = \frac{\Omega}{az} \psi_B(y', z') \]
\[ h_1 (y, z) = \frac{1}{a \{(z - D_z) \cos \theta + (y - D_y) \sin \theta \}} \partial_\eta \psi_B(y', z'). \tag{B4} \]

Analogously we find that

\[ \Phi_{BI} = \int_{-\infty}^{\infty} dy \left( \int_{0}^{\infty} dz \left( -h_0 (\Omega, y, z) - h_1 (y, z) \right) \beta_2(\Omega) K_{\Omega} \sqrt{k^2 + m^2} \ e^{iky} \right), \]
\[ \Phi_{BI} = \int_{-\infty}^{\infty} dy \left( \int_{-\infty}^{0} dz \left( -h_0 (\Omega, y, z) - h_1 (y, z) \right) \beta_2(\Omega) K_{\Omega} \sqrt{k^2 + m^2} \ e^{iky} \right), \]
\[ \Phi_{BI} = \int_{-\infty}^{\infty} dy \left( \int_{0}^{\infty} dz \left( -h_0 (\Omega, y, z) - h_1 (y, z) \right) \beta_2(\Omega) K_{\Omega} \sqrt{k^2 + m^2} \ e^{-iky} \right). \tag{B5} \]

With this, we can write down the expressions for \( N_{AB}^\pm \) in a more condensed form:

\[ N_{AB}^+ = -i \int d\Omega \int dk \Phi_{AI}(k) \int_{-\infty}^{\infty} dy \int_{-\infty}^{\infty} dz \beta_2(\Omega) h_1 (y, z) K_{\Omega} \sqrt{k^2 + m^2} \ |z| \times \]
\[ e^{-iky} \frac{1}{\sinh \frac{\Omega a}{2}} \times \left\{ \begin{array}{ll} e^{\frac{z \Omega}{a}} & z > 0 \\ 0 & z < 0 \end{array} \right\}, \]

\[ N_{AB}^- = i \int d\Omega \int dk \Phi_{AI}(k) \int_{-\infty}^{\infty} dy \int_{-\infty}^{\infty} dz \beta_2(\Omega) h_0 (\Omega, y, z) K_{\Omega} \sqrt{k^2 + m^2} \ |z| \times \]
\[ e^{-iky} \frac{1}{\sinh \frac{\Omega a}{2}} \times \left\{ \begin{array}{ll} e^{\frac{z \Omega}{a}} & z > 0 \\ 0 & z < 0 \end{array} \right\}. \tag{B6} \]

We keep \( \Phi_{AI}(k) \) in a short form as it will be simplified by our choice of the shape of the wavefunction. At this point, to evaluate these expressions, we have to already consider explicit form of the mode function.

In general, we follow the choice from the unrotated case in Section IV, but with alternations due to the dimensionality and reasons discussed in Section VI. We keep in mind that Bob’s wavepacket is rotated, but its form is the same as
Alice’s, so \( \psi_B = \psi_A(y', z') = \psi(y', z') \). Let us now discuss the choice of the spatial profile of the wavepacket. We choose to start with an analytical form introduced in Section IV:

\[
\psi^a|_{t=0} = \mathcal{N}_\psi^a e^{-2(\frac{1}{\pi} \log(\lambda))} e^{-\frac{\lambda}{2} y^2} \text{Im} \left\{ I_{-\frac{\lambda}{4}} \left( \frac{m}{\mathcal{A}} \right) I_{\frac{\lambda}{4}} \left( m \mathcal{A} \right) \sin[k_\perp y] \right\},
\]

with \( \partial_t \psi^a|_{t=0} = -i\Omega_0 \psi^a|_{t=0} \).

(B7)

Here, superscript \( a \) denotes the fact that this wavefunction is analytical and \( \mathcal{N}_\psi^a \) is the normalization constant. In the unrotated cases, there was not much difference between analytical form and the final wavefunction after the numerical positive-frequency cut-off, but this time this difference will be crucial. With the analytical formula, we can calculate the overlap with the Rindler mode explicitly:

\[
\langle \psi_A^a, w_{\Omega k} \rangle = \left( \frac{\Omega_0}{\mathcal{A}} + \frac{\Omega}{\mathcal{A}} \right) \mathcal{N}_\psi^a \beta_2(\Omega) \int L_\perp \pi e^{-\frac{\lambda}{2} L_\perp^2 k^2} \sinh \left( \frac{1}{2} L_\perp^2 k \kappa_\perp \right) g(\Omega, |k|),
\]

where

\[
g(\Omega, k) = \int_0^\infty \frac{d\chi}{\chi} K_\frac{i}{4} \left( \sqrt{k^2 + m^2} \chi \right) \text{Im} \left\{ I_{-\frac{\lambda}{4}} \left( \frac{m}{\mathcal{A}} \right) I_{\frac{\lambda}{4}} \left( m \mathcal{A} \right) \right\} e^{-2(\frac{1}{\pi} \log(\lambda))}.
\]

(B9)

For numerical reasons we have to choose the wavepacket that is relatively big and close to horizon, namely described by parameters \( \mathcal{A} = 2.0, L_\parallel = 0.5, L_\perp = 0.1, \Omega_0 = 5.0, \kappa_\perp = 2.0 \). As it was mentioned earlier, we project our mode function onto positive frequencies:

\[
\psi = \mathcal{N}_\psi \int d\Omega \int dk \langle \psi^a, w_{\Omega k} \rangle w_{\Omega k},
\]

\[
\partial_\theta \psi = -i\mathcal{N}_\psi \int d\Omega \int dk \Omega \langle \psi^a, w_{\Omega k} \rangle w_{\Omega k},
\]

(B10)

where \( \mathcal{N}_\psi \) is the new normalization constant. The second equation comes from the differentiation of the Rindler mode. It is noteworthy that the structure of positive frequency overlaps doesn’t change

\[
\Phi_{A1} = \mathcal{N}_\psi \langle \psi^a, w_{\Omega k} \rangle.
\]

(B11)

In general, we could choose any function acting as \( \langle \psi^a, w_{\Omega k} \rangle \) to create a wavefunction by the above prescription. However, the localization of this mode function is a very subtle thing – in Eq. (B10) the Rindler modes have to interfere constructively in a finite region of space and destructively anywhere else. That’s why we have chosen an analytical form that we know to be localized to start our considerations. However, the spectrum of such a function, even for some drastic parameters, was not suitable for our calculations, as it occupied also large values of \( \Omega \). Therefore, we tried to squeeze this spectrum by rescaling function \( g(\Omega, k) \) to fit into smaller values of \( \Omega \) and \( k \) and hope for wavepacket and its derivative to be localized in space. Therefore, this action is the wavepacket depicted in Fig. (5).

From now, by \( g(\Omega, k) \) we mean the rescaled version.

With this, we arrive at the final expressions for the noise matrix elements:

\[
N_{\Omega k}^+ = \left( \frac{\mathcal{N}_\psi}{\mathcal{N}_\psi^a} \right)^2 \mathcal{N}_\psi^a \int L_\perp \pi e^{-\frac{\lambda}{2} L_\perp^2 k^2} \frac{1}{2\pi^3} \int d\Omega \left( \frac{\Omega_0}{\mathcal{A}} + \frac{\Omega}{\mathcal{A}} \right) \int dk e^{-\frac{\lambda}{2} L_\perp^2 k^2} \sinh \left( \frac{1}{2} L_\perp^2 k \kappa_\perp \right) \times
\]

\[
g(\Omega, |k|) \int dz K_\frac{i}{4} \left( \sqrt{k^2 + m^2} |z| \right) \times
\]

\[
\left\{ e^{\frac{\pi k_\perp}{\kappa_\perp}} z > 0 \frac{\partial_\theta \psi_B^*(y', z')}{-z \left( z - D_z \cos \theta + (y - D_y) \sin \theta \right)} \right\}(k),
\]

(B12)

\[
N_{\Omega k}^- = -\left( \frac{\mathcal{N}_\psi}{\mathcal{N}_\psi^a} \right)^2 \mathcal{N}_\psi^a \int L_\perp \pi e^{-\frac{\lambda}{2} L_\perp^2 k^2} \frac{1}{2\pi^3} \int d\Omega \left( \frac{\Omega_0}{\mathcal{A}} + \frac{\Omega}{\mathcal{A}} \right) \int dk e^{-\frac{\lambda}{2} L_\perp^2 k^2} \sinh \left( \frac{1}{2} L_\perp^2 k \kappa_\perp \right) \times
\]

\[
g(\Omega, |k|) \int dz K_\frac{i}{4} \left( \sqrt{k^2 + m^2} |z| \right) \times
\]

\[
\left\{ e^{\frac{\pi k_\perp}{\kappa_\perp}} z > 0 \frac{\partial_\theta \psi_B^*(y', z')}{-az} \right\}(k).
\]

(B13)
where $\mathcal{F}_y$ denotes Fourier transform with respect to the variable $y$. They both consist of quadruple integrals, but realization that they can be expressed in terms of Fourier transform allows to use a Fast Fourier Transform algorithm that greatly speeds up the calculations.