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Abstract. We study nonnegative solutions to the Fractional Porous Medium Equation on a suitable class of connected, noncompact Riemannian manifolds. We provide existence and smoothing estimates for solutions, in an appropriate weak (dual) sense, for data belonging either to the usual $L^1$ space or to a considerably larger weighted space determined in terms of the fractional Green function. The class of manifolds for which the results hold includes both the Euclidean and the hyperbolic spaces and even in the Euclidean situation involves a class of data which is larger than the previously known one.

1. Introduction

Let $M$ be an $N$-dimensional geodesically complete, connected, noncompact Riemannian manifold. We shall study nonnegative solutions to the Fractional Porous Medium Equation (FPME):

$$
\begin{cases}
\partial_t u + (-\Delta_M)^s(u^m) = 0 & (t, x) \in (0, \infty) \times M, \\
u(0, x) = u_0(x) \geq 0, & x \in M,
\end{cases}
$$

(1.1)

where $(-\Delta_M)^s$ denotes the (spectral) fractional Laplacian on $M$, defined as the spectral $s$-th power of the Laplace-Beltrami operator $-\Delta_M$ associated to the Riemannian metric of $M$, $0 < s < 1$, $m > 1$. We investigate well-posedness of (1.1) and the validity of suitable smoothing effects for such evolution, this meaning quantitative bounds on the $L^\infty$ norm of the solution at time $t > 0$ in terms of a (possibly weighted) $L^1$ norm of the initial datum. These smoothing effects will be proved for data that belong to a space which is strictly larger than $L^1(M)$, and will involve an $L^1$-norm which is weighted w.r.t the $s$-Green function of $M$, namely to the kernel of $(-\Delta_M)^{-s}$, which is of course assumed to exist. This will be a consequence of our main hypotheses, in particular of Assumption 2.1 on $M$. It should be stressed that the class of data we shall deal with is larger than the previously known one in the Euclidean case, in fact we allow in that case for (nonnegative) data $u_0$ that are dominated by $C|x|^{-a}$ for all $|x| \geq R$, for some $C, R > 0$ and $a > 2s$, which hence need not be integrable.

The FPME in the Euclidean setting has been the object of extensive research, starting from the seminal works [22, 23, 11]. A number of subsequent works, see [6, 7, 10, 12, 13], involve the behaviour of analogues of (1.1) when the equation is posed in a bounded Euclidean domain, when suitable versions of homogeneous Dirichlet boundary conditions are assumed. In these papers the authors develop a common setup that allows to deal with many different nonlocal operators, including the three most common non-equivalent versions of the (Dirichlet) fractional Laplacian: the restricted
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(or standard), the spectral and the censored (or regional). All of them require different kind of homogeneous Dirichlet boundary conditions. A common feature of dealing with such problems consists in relating the behaviour of solutions to the analogue of (1.1) to properties of the Green function of the operator defining the evolution, for which precise pointwise estimates are explicitly known. This method is quite flexible and allows to deal with different settings, as it encodes the properties of the evolution in the Green functions’s behaviour. It can also be used to extend the theory to a larger class of data, belonging to a weighted $L^1$ space, the weight being the fractional Green function.

On the other hand, so far this kind of method has been used in settings in which the Green function’s behavior is fairly well-known, in the form of two-sided pointwise bounds. Therefore, it is a nontrivial task to generalize it to cases in which the Green function’s pointwise behavior is not precisely known. This kind of difficulty already appeared in the paper [3], where equation (1.1) is studied only in the hyperbolic space, an important but specific case. There, the fractional Green function can be estimated explicitly by means of sharp heat kernels estimates, obtaining clean estimates about its tail behavior. Related results, obtained by different methods, have appeared in [38] (see also [39, 40] for previous investigation in related, yet different geometric settings), where existence and suitable smoothing effects are proven, for initial data belonging to $L^1 \cap L^p$ with $p \geq 2$. The strategy adopted in [38] consists in exploiting suitable fractional versions of Gagliardo-Nirenberg-Sobolev or log-Sobolev inequalities, and then run a nowadays standard Moser-type iteration. We refer to [21] for related results in the linear setting, or to [23, 29] for the nonlinear case, and to [46] for a general treatment as nonlinear diffusions are concerned. It seems not possible to adapt the latter methods to deal with the larger class of data that we consider here.

We mention that nonlinear (local) diffusions of porous medium type on manifolds have been the object of several recent papers, see e.g. [8, 25, 26, 30, 31, 32, 48], where a quite complete basic theory has been developed: existence, uniqueness, smoothing effects, behaviour of fundamental solutions, and the large time behaviour of nonnegative solutions. Most of those papers deal with the case of Cartan-Hadamard manifolds (i.e. manifolds that are complete, simply connected and whose sectional curvature is everywhere nonpositive), the prototype being the hyperbolic space. Significant differences with the Euclidean framework are shown, e.g. in the form of the smoothing effects, long-time asymptotics of solutions, different exponent range for extinction in finite time. It seems not easy to extend the “local techniques” of these papers to the present nonlocal (fractional) setting, hence new strategies are necessary. We show here that the above mentioned Green function methods, together with geometric analysis tools, allow to prove existence of nonnegative solutions and smoothing effects for a large class of data, see Theorem 2.1. Moreover, when dealing with manifolds whose sectional curvature is bounded above by a strictly negative constant, we can show improved smoothing effects for $L^1$ data, (2.15) in Theorem 2.4, which proves a fractional analogue of the local result proven in [20, 48].

We conclude this introduction by noticing that we shall make no use of the extension methods originally introduced in [14], and then shown to hold in several significant geometric situations in [3] (see also [2] for related topics), relying instead only on the spectral definition of the fractional Laplacian. It is possible that extension methods allow to prove smoothing effects in an alternative way, see e.g. [23, 27].

The paper is organized as follows. In Section 2 we list our notations, geometric assumptions and definitions, and state our main results, Theorems 2.1 and 2.6. Section 3 provides some crucial and delicate technical lemmas, namely comparison results for integrals of the Green function, and comparison between potentials of test functions and the Green function, that will be essential
ingredients in our main proofs. Section 4 carefully discusses the class of data we are dealing with. In Section 5 we prove existence and fundamental estimates for approximate solutions, whereas the proof of our main results is fully given in Section 6. The short Section 7 lists some open problems that might originate future lines of research.

2. Preliminaries and statements of the main results

In the following, through some geometric and functional assumptions, we first describe the general Riemannian setting in which we set our problem. Subsequently, we provide the precise notion of solution to (1.1) we will work with, and then state our related main results regarding existence and smoothing effects.

2.1. Notation. If $M$ is the Riemannian manifold at hand, we let $d\mu_M$ denote its volume measure (sometimes written as $d\mu_M(x)$ when it is relevant to highlight the integration variable), $\text{Ric}(M)$ its Ricci curvature and $\text{sec}(M)$ its sectional curvature. For any $x_0 \in M$ and $r > 0$, the standard symbol $B_r(x_0)$ stands for the geodesic ball of radius $r$ centered at $x_0$. The geodesic distance between two points $x, y \in M$, often interpreted as a radius, is denoted by $r(x,y)$ or $r_M(x,y)$ in order to avoid ambiguity when working with different manifolds.

Since we will have to deal with several multiplying constants, whose exact value is immaterial to our purposes, we have decided to use as much as possible the general symbol $C$. The actual value may therefore change from line to line, without explicit reference. However, when it is significant to specify the dependence of $C$ on suitable parameters, we will write it explicitly. Nevertheless, in some cases, in order to avoid ambiguity, we will use other symbols.

2.2. Geometric assumptions and consequences. We will assume the following primary condition on $M$, which is crucial to most of our results.

**Assumption 2.1.** We require that $M$ is an $N$-dimensional ($N \geq 2$) complete, connected, noncompact Riemannian manifold such that its Ricci curvature is bounded below:

$$\text{Ric}(M) \geq -(N-1)k \quad \text{for some } k > 0.$$  

Besides, we require that the following Faber-Krahn inequality holds:

$$\lambda_1(\Omega) \geq c \mu_M(\Omega)^{-\frac{4}{N}}$$  

for a suitable $c > 0$, where $\Omega$ is an arbitrary open, relatively compact subset of $M$ and $\lambda_1(\Omega)$ is the first eigenvalue of the Laplace-Beltrami operator $-\Delta_M$ with homogeneous Dirichlet boundary conditions on $\partial \Omega$.

We point out that (2.2) is equivalent to the Nash inequality

$$\|f\|_2^{1+\frac{2}{N}} \leq C \|f\|_1^{\frac{2}{N}} \|\nabla f\|_2$$

and, when $N \geq 3$, to the Sobolev inequality

$$\|f\|_2^{\frac{2N}{N-2}} \leq C \|\nabla f\|_2,$$

for all smooth and compactly supported $f$ (see e.g. [33, Chapter 8] and [15]).

Furthermore, it is also known that (2.2) implies, for all $\varepsilon > 0$, $x, y \in M$ and $t > 0$, the following **Gaussian upper bound** on the heat kernel $k_M(t,x,y)$ of $M$:

$$k_M(t,x,y) \leq \frac{C}{t^\frac{N}{2}} e^{-\frac{r(x,y)^2}{4(t+\varepsilon)t}},$$  

(2.3)
where $C > 0$ is a suitable constant that depends only on $N, c, \varepsilon$. It is also important, to the sequel, to observe that (2.2) implies (see e.g. [33] formula (8.4)) the following lower bound for volumes of balls:

$$\mu_M(B_r(x_0)) \geq C r^N \quad \text{for all } r > 0 \text{ and all } x_0 \in M, \quad (2.4)$$

for a suitable constant $C > 0$ depending only on $N$ and $c$. On the other hand, it is a standard consequence of (2.1) (through the Bishop-Gromov theorem, see e.g. [33] Theorem 1.1) that the reverse inequality holds for small radii:

$$\mu_M(B_r(x_0)) \leq C r^N \quad \text{for all } 0 < r < 1 \text{ and all } x_0 \in M, \quad (2.5)$$

for another constant $C > 0$ depending only on $N$ and $k$.

Let us now briefly investigate the consequences of the above assumptions in terms of the fractional Laplacian, namely the operator $(-\Delta_M)^s$ defined as the spectral $s$-th power of the Laplace-Beltrami operator $-\Delta_M$, meant as the Friedrichs extension of the (nonnegative and essentially self-adjoint, see [12] Theorem 2.4) same operator acting on test functions. Its $s$-th power is then defined via the spectral theorem. Note that it is also given by the explicit formula

$$(-\Delta_M)^s f(x) = \frac{1}{\Gamma(-s)} \int_0^{+\infty} \left( \int_M k_M(t, x, y) (f(y) - f(x)) \, d\mu_M(y) \right) \frac{dt}{t^{1+s}}$$

for a suitable set of functions $f$. For instance, this is the case for every $f$ in the $L^2(M)$ domain of $(-\Delta)$ (see e.g. [34] Theorem 4.3.5), thus in particular smooth and compactly supported functions will do. In this regard, let us also mention [41] and references quoted therein, in particular [1, 36], or the recent preprints [16, 17].

Thanks to the Gaussian bound (2.3), we have in particular that $M$ is $s$-nonparabolic, in the sense that the integral

$$G^s_M(x, y) := \int_0^{+\infty} \frac{k_M(t, x, y)}{t^{1-s}} \, dt \quad (2.6)$$

is finite for all $x, y \in M$ with $x \neq y$. It is well known that the function $G^s_M$ defined above is the fractional Green function on $M$ (or fractional Riesz potential), in the sense that $(-\Delta_M)^s G^s_M(\cdot, y) = \delta_y$ for every $y \in M$, where $\delta_y$ stands for the Dirac delta centered at $y$ (such identity should be understood in the distributional sense). More precisely, from (2.3) and (2.4), a straightforward computation yields the Euclidean-type bound

$$G^s_M(x, y) \leq \frac{C}{r(x, y)^{N-2s}} \quad \forall x, y \in M, \quad (2.7)$$

for some $C = C(N, c, s) > 0$. Under stronger (curvature) assumptions such as the ones we will introduce below, we are actually able to provide some sharper estimates (see (3.6) and (3.7)).

Note that, in view of the continuity of the map $x \mapsto k_M(t, x, y)$ for every fixed $(t, y) \in \mathbb{R}^+ \times M$, by virtue of estimate (2.3) we can apply Lebesgue’s dominated convergence theorem to (2.6) and obtain that for every fixed $y \in M$, the map $x \mapsto G^s_M(x, y)$ is continuous in $M \setminus \{y\}$.

Once the fractional Green function has been shown to be well defined, one can introduce, for any sufficiently regular function $\psi$, its fractional potential by means of the following “convolution” formula:

$$(-\Delta_M)^{-s}\psi(x) := \int_M \psi(y) G^s_M(x, y) \, d\mu_M(y) = \int_0^{+\infty} \left( \int_M \frac{k_M(t, x, y)}{t^{1-s}} \psi(y) \, d\mu_M(y) \right) \, dt. \quad (2.8)$$

The symbol $(-\Delta_M)^{-s}$ is not employed by chance, since it turns out to be the true left-inverse operator of $(-\Delta_M)^s$, at least on appropriate subspaces of functions (for more details see Lemma...
The space $L$ in (2.10) is finite. The space $\parallel \cdot \parallel_{L}$ where, for every fixed $x \in L$ or usual endow defined in terms of the fractional Green function: some cases where for readability purposes we will adopt the more compact notation and all $x \in L$ starting from initial data that belong to the classical $L_{2}$.3.

**Definition of Weak Dual Solutions (WDS).** We will often deal with potentials of $(2.3)$. We will deal with suitable solutions to (1.1)

**Assumption 2.3.** We require that $M$ is an $N$-dimensional Cartan-Hadamard and, besides, that $\sec(M) \leq -c$ for a given $c > 0$. (2.9)

2.3. Definition of Weak Dual Solutions (WDS). We will deal with suitable solutions to (1.1) starting from initial data that belong to the classical $L_{1}(M)$ space or to the following weighted space, defined in terms of the fractional Green function:

$$L_{G_{M}}^{1}(M) := \left\{ f : M \to \mathbb{R} \text{ measurable} : \sup_{x_{0} \in M} \| f \|_{L^{1}_{x_{0},G_{M}^{s}}} < +\infty \right\},$$

where, for every fixed $x_{0} \in M$, we put

$$\| f \|_{L^{1}_{x_{0},G_{M}^{s}}} := \int_{B_{1}(x_{0})} |f(x)| \, d\mu_{M}(x) + \int_{M \setminus B_{1}(x_{0})} |f(x)| \, G^{s}_{M}(x,x_{0}) \, d\mu_{M}(x).$$

(2.10)

The space $L_{x_{0},G_{M}^{s}}^{1}(M)$ is in turn defined as the set of all measurable functions for which the norm in (2.10) is finite. The space $L_{G_{M}}^{1}(M)$ is thus a reinforcement of the latter, since we require that $\parallel \cdot \parallel_{L_{x_{0},G_{M}^{s}}^{1}}$ is uniformly bounded with respect to the reference point $x_{0}$. It is therefore natural to endow $L_{G_{M}}^{1}(M)$ with the norm

$$\| f \|_{L_{G_{M}}^{1}} := \sup_{x_{0} \in M} \| f \|_{L_{x_{0},G_{M}^{s}}^{1}}.$$

For usual $L^{p}(M)$ spaces, the corresponding norm will typically be written as $\| \cdot \|_{L^{p}(M)}$, except in some cases where for readability purposes we will adopt the more compact notation $\| \cdot \|_{p}$.

Under Assumption 2.1 thanks to (2.7), it is apparent that $G^{s}_{M}(x,x_{0}) \leq C$ for all $x \in M \setminus B_{1}(x_{0})$ and all $x_{0} \in M$, so that the inclusion $L^{1}(M) \subseteq L_{G_{M}}^{1}(M)$ holds. Moreover, the inclusion $L_{G_{M}}^{1}(M) \subseteq L_{x_{0},G_{M}^{s}}^{1}(M)$ trivially holds by definition. One may then wonder whether those spaces actually coincide. The answer is negative, as in Section 4 we will provide some explicit examples showing that such inclusions are strict: $L^{1}(M) \subsetneq L_{G_{M}}^{1}(M) \subsetneq L_{x_{0},G_{M}^{s}}^{1}(M)$ for all $x_{0} \in M$. In addition, on space forms (i.e. $\mathbb{R}^{N}$ or $\mathbb{H}^{N}$), we will also provide admissible decay rates for functions to belong to $L_{G_{M}}^{1}(M)$, which somehow give a more noticeable feeling about how larger these spaces can be compared to $L^{1}(M)$.

We are now ready to give a proper definition of weak dual solution, based on the simple (formal) observation that applying the operator $(-\Delta_{M})^{-s}$ to both sides of (1.1), we obtain the “dual equation”

$$\partial_{t}[(-\Delta_{M})^{-s}u] + u^{m} = 0.$$
Definition 2.1. Let \( u_0 \in L^1_{G^*_M}(M) \), with \( u_0 \geq 0 \). We say that a nonnegative measurable function \( u \) is a Weak Dual Solution (WDS) to problem (1.1) if, for every test function \( \psi \) satisfies the identity
\[
\int_0^T \int_M \partial_t \psi (-\Delta_M)^{-s} u \, d\mu_M \, dt - \int_0^T \int_M u^m \, d\mu_M \, dt = 0
\]
for every test function \( \psi \in C_0^0((0,T); L^\infty_c(M)) \);

\( \bullet \) \( u(0,\cdot) = u_0 \) a.e. in \( M \).

Remark 2.1. Equation (2.12) is well defined under Assumption 2.1. More precisely, we can show that \( (-\Delta_M)^{-s} u \in C^0([0,T]; L^1_{loc}(M)) \). Indeed, for any \( \sigma > 0 \) and \( x_0 \in M \), thanks to Lemma 3.2 below (plus Remark 3.1) we can assert that
\[
(-\Delta_M)^{-s}(\chi_{B_\sigma(x_0)})(x) \leq C \quad \text{for all } x \in M: r(x,x_0) < 1
\]
and
\[
(-\Delta_M)^{-s}(\chi_{B_\sigma(x_0)})(x) \leq C \quad \text{for all } x \in M: r(x,x_0) \geq 1,
\]
for a suitable constant \( C > 0 \). In particular, formula (2.8) and Fubini's theorem yield (recall that \( G^*_M(x,y) = G^*_M(y,x) \), for all \( t \in [0,T] \):
\[
\int_{B_\sigma(x_0)} (-\Delta_M)^{-s} u(t,x) \, d\mu_M(x) = \int_M u(t,x) (-\Delta_M)^{-s}(\chi_{B_\sigma(x_0)})(x) \, d\mu_M(x) \leq C \| u(t) \|_{L^1_{x_0,G^*_M}}.
\]
Given the arbitrariness of \( \sigma \) and \( x_0 \), we thus deduce that \( t \mapsto (-\Delta)^{-s} u(t,\cdot) \) is a curve with values in \( L^1_{loc}(M) \). Moreover, since \( t \mapsto u(t,\cdot) \) is a continuous curve with values in \( L^1_{x_0,G^*_M}(M) \), still by applying the above estimates and Fubini's theorem to differences we obtain for all \( t,s \in [0,T] \)
\[
\int_{B_\sigma(x_0)} \left| (-\Delta_M)^{-s} u(t,x) - (-\Delta_M)^{-s} u(s,x) \right| \, d\mu_M(x)
\leq \int_{B_\sigma(x_0)} \left| (-\Delta_M)^{-s} (u(t,\cdot) - u(s,\cdot)) \right| \, d\mu_M(x)
= \int_M |u(t,x) - u(s,x)| (-\Delta_M)^{-s}(\chi_{B_\sigma(x_0)})(x) \, d\mu_M(x) \leq C \| u(t) - u(s) \|_{L^1_{x_0,G^*_M}},
\]
which yields the claim.

2.4. Main results. We will construct a WDS for any nonnegative initial datum \( u_0 \in L^1_{G^*_M}(M) \), as a monotone limit of nonnegative \( L^1 \) semigroup (mild) solutions, see Section 5 for further details.

Theorem 2.4 (Existence of a WDS for data in \( L^1_{G^*_M} \)). Let \( M \) satisfy Assumption 2.1 and let \( u_0 \) be any nonnegative initial datum such that \( u_0 \in L^1_{G^*_M}(M) \). Then there exists a weak dual solution to problem (1.1), in the sense of Definition 2.1.

In this paper we do not address uniqueness issues, but it is worth noticing that our WDS with data in \( L^1_{G^*_M}(M) \) are obtained as monotone limits of mild solutions in \( L^1(M) \cap L^\infty(M) \), generated by a monotone sequence of initial data. Hence, as in [13], it is not difficult to show that within this subclass, solutions are unique:
Corollary 2.5 (Uniqueness of limit WDS). The WDS $u$ constructed in Theorem 2.4 as a monotone limits of mild $L^1(M) \cap L^\infty(M)$ solutions, does not depend on the particular choice of the monotone approximating sequence of initial data.

Let us define the exponent

$$\theta_1 := \frac{1}{2s + N(m-1)},$$

and state our $L^1$-$L^\infty$ smoothing estimates.

Theorem 2.6 (Smoothing effects for data in $L^1$). Let $M$ satisfy Assumption 2.2. Let $u$ be the WDS to (1.1), constructed in Theorem 2.4 corresponding to any nonnegative initial datum $u_0 \in L^1(M)$. Then there exists $C = C(N,k,c,s,m) > 0$ such that

$$\|u(t)\|_{L^\infty(M)} \leq C \left( \frac{\|u(t)\|_{L^1(M)}}{t^{N\theta_1}} \vee \|u_0\|_{L^1(M)} \right) \leq C \left( \frac{\|u_0\|_{L^1(M)}}{t^{N\theta_1}} \vee \|u_0\|_{L^1(M)} \right) \quad \forall t > 0. \quad (2.13)$$

If, in addition, $M$ satisfies Assumption 2.3, then for some $C = C(N,s,m) > 0$ we have

$$\|u(t)\|_{L^\infty(M)} \leq C \frac{\|u(t)\|_{L^1(M)}}{t^{N\theta_1}} \leq C \frac{\|u_0\|_{L^1(M)}}{t^{N\theta_1}} \quad \forall t > 0, \quad (2.14)$$

Furthermore, if $M$ also satisfies Assumption 2.3 (and $u_0 \not\equiv 0$), then

$$\|u(t)\|_{L^\infty(M)} \leq C \frac{t^{-m_T}}{t^{m_T}} \left[ \log \left( t \frac{\|u_0\|_{L^1(M)}}{t^{N\theta_1}} \right) \right]^{-\frac{m}{m_T}} \quad \forall t \geq e^{(N-1)(m-1)\sqrt{c}} \frac{\|u_0\|_{L^1(M)}}{t^{N\theta_1}}, \quad (2.15)$$

for another $C = C(N,s,c,m) > 0$.

Remark 2.2.

- In the case where $M$ is a Cartan-Hadamard manifold, in fact Assumption 2.1 in Theorem 2.6 is unnecessary. Indeed, the $L^1$-semigroup theory provides a suitable solution to (1.1), which belongs to $C^0([0,T];L^1(M))$, regardless of functional or curvature assumptions on $M$. The latter come into play when one wants to “invert” the equation and pass to a dual formulation as in (2.11). However, the validity of the crucial bounds (3.6) and (3.7), which are for free on any Cartan-Hadamard manifold, is all one needs in order to prove existence of WDS and the above smoothing effects when $u_0 \in L^1(M)$.

- An analogue of the bound (2.14) involving the $L^p$ norm of the initial datum for $p \geq 2$, is shown in [35], for a smaller class of data, namely those in $L^1 \cap L^p$ for some $p \geq 2$, but under more general assumptions on $M$.

- The long-time decay of solution provided by (2.15) is faster than the Euclidean one, Assumption 2.3 being crucial for this to hold. That for large time a faster decay overtakes the one valid in the Euclidean framework is an effect of negative curvature, which somehow increases the speed of propagation and produces a better decay rate (see e.g. [26, 31, 32, 48]).

When enlarging the class of allowed initial data, i.e. when dealing with the space $L^1_{G^*_M}(M)$ in place of $L^1(M)$, we obtain the following $L^1_{G^*_M}$-$L^\infty$ smoothing estimates.

Theorem 2.7 (Smoothing effects for data in $L^1_{G^*_M}$). Let $M$ satisfy Assumption 2.4. Let $u$ be the WDS to (1.1), constructed in Theorem 2.4 corresponding to any nonnegative initial datum
$u_0 \in L^1_G(M)$. Then there exist $C_1 = C_1(N, k, c, s, m) > 0$ and $C_2 = C_2(N, k, c, s, m) > 0$ such that

$$\|u(t)\|_{L^\infty(M)} \leq C_1 \left( \frac{\|u(t)\|^2_{L^1_G}}{t^{N\sigma_1}} \lor \|u_0\|^2_{L^1_G} \right) \leq C_2 \left( \frac{\|u_0\|^2_{L^1_G}}{t^{N\sigma_1}} \lor \|u_0\|^2_{L^1_G} \right) \quad \forall t > 0. \quad (2.16)$$

If, in addition, $M$ satisfies Assumption 2.2 (and $u_0 \neq 0$), then there exists $C_3 = C_3(N, k, s, m) > 0$ such that

$$\|u(t)\|_{L^\infty(M)} \leq C_3 \frac{\|u_0\|_{L^1_G}^m}{t^m} \quad \forall t \geq \|u_0\|_{L^1_G}^{-(m-1)}. \quad (2.17)$$

**Remark 2.3.**

- The bounds of Theorem 2.7 are new even in $\mathbb{R}^N$. It is remarkable that the short time bound \((2.16)\) shows the same time dependence as the one established in the $L^1$ setting in \([23]\).
- The above theorems apply also in the prototype case of the hyperbolic case. Theorem 2.7 fixes an error in Theorem 2.4 of \([5]\), in which the bound \((2.17)\) is incorrectly stated for all times, by providing the right short-time behaviour. It also provides the correct functional space associated to the Green function there. We also comment that a similar remark on the functional space applies also to Theorem 2.3 of \([5]\), although we shall not pursue analogues of that result here.

### 3. Fractional Green function and potential estimates

In this section we collect some fundamental estimates for fractional Green functions and potentials, which will have a crucial role when dealing with WDS.

#### 3.1. Comparison between Green functions and between integrals of Green functions.

We establish key inequalities comparing the Green function on $M$ (and its integrals over geodesic balls), subject to the curvature bound \([2.4]\), with the Green function on the associated space form $M_c$ (i.e. the hyperbolic space of constant curvature $-c$).

**Lemma 3.1.** Let $M$ satisfy Assumption 2.2 and let $M_c$ be the $N$-dimensional space form of constant (sectional) curvature equal to $-c$, $\mu_{M_c}$ its volume measure and $G^s_{M_c}$ its fractional Green function. Then, for all $r > 0$ and all $o \in M$, we have

$$\int_{B_r(o)} G^s_M(x, o) \, d\mu_M(x) \leq \int_{B_r(o_c)} G^s_{M_c}(x, o_c) \, d\mu_{M_c}(x), \quad (3.1)$$

where $o_c$ stands for any pole in $M_c$ and $B_r(o_c) \subset M_c$ for the geodesic ball of radius $r$ centered at $o_c$. Furthermore, we also have that

$$G^s_M(x, y) \leq G^s_{M_c}(x_c, y_c) \quad (3.2)$$

for all $x, y \in M$ and all $x_c, y_c \in M_c$ such that $r_M(x, y) = r_{M_c}(x_c, y_c)$.

**Proof.** Let us consider the following Cauchy problem for the heat equation on $M$:

$$\begin{cases}
\partial_t u = \Delta_M u & \text{in } (0, +\infty) \times M, \\
u(0, \cdot) = \chi_{B_r(o)} & \text{in } M.
\end{cases} \quad (3.3)$$
The solution of this problem is the function \( U_M \) given by the explicit formula

\[
U_M(t, x) = \int_M k_M(t, x, y) \chi_{B_r(o)}(y) \, d\mu_M(y) = \int_{B_r(o)} k_M(t, x, y) \, d\mu_M(y),
\]
where we recall that \( k_M \) is the (minimal) heat kernel on \( M \). Besides, in view of (2.6), we have that

\[
\int_{B_r(o)} G^s_M(y, o) \, d\mu_M(y) = \int_{B_r(o)} \left( \int_0^{+\infty} \frac{k_M(t, y, o)}{t^{1-s}} \, dt \right) \, d\mu_M(y) = \int_0^{+\infty} \frac{1}{t^{1-s}} \left( \int_{B_r(o)} k_M(t, y, o) \, d\mu_M(y) \right) \, dt
\]

by Fubini’s theorem (note that all the functions involved are positive and the integrals involved are finite, since \( M \) is \( s \)-nonparabolic).

Now we observe that the quantity \( \int_{B_r(o)} k_M(t, y, o) \, d\mu_M(y) \) appearing in the last integral on the r.h.s. of (3.3) coincides with \( U_M(t, o) \) (upon recalling that \( k_M \) is symmetric w.r.t. space variables). We will now compare such solution for all \( x \), hence for \( x = o \) as well, with the radial solution of a suitable problem posed in \( M_c \). More precisely, let us consider problem (3.3) with \( M \) replaced by \( M_c \) and \( o \) replaced by \( o_c \), and according to the above notation let \( U_{M_c} \) denote the corresponding solution. We claim that \( U_{M_c} \), transplanted on \( M \), that is

\[
U_{M_c} \equiv U_{M_c}(t, r_M(x, o)),
\]

is a supersolution to (3.3). This will be a direct consequence of the Hessian comparison theorem and the fact that \( U_{M_c}(t, \cdot) \) is nonincreasing as a function of the geodesic distance \( r_M(x, o_c) \) on \( M_c \) (see e.g. [31 Subsection 2.2]). What follows aims at proving such delicate monotonicity property.

Firstly, it is readily seen that \( U_{M_c}(t, \cdot) \) is a function of \( r_{M_c} \) only, since the initial datum is radial by construction and \( M_c \) is a spherically-symmetric manifold (i.e. a model manifold). In order to show that \( U_{M_c}(t, \cdot) \) is also nonincreasing as a function of \( r = r_{M_c} \) we notice that, by the explicit expression of the metric on \( M_c \), the Laplacian evaluated on functions \( f \) depending only on \( r \) reads

\[
\Delta_{M_c} f(r) = \frac{\partial^2 f}{\partial r^2} + (n - 1) \sqrt{r} \coth(\sqrt{r}) \frac{\partial f}{\partial r}.
\]

Given \( R_1, T > 0 \), consider now the solution \( u \) to the Cauchy-Dirichlet problem

\[
\begin{aligned}
\partial_t u &= \Delta_{M_c} u & \text{in } (0, T) \times B_{R_1}(o_c), \\
u &= 0 & \text{on } (0, T) \times \partial B_{R_1}(o_c), \\
u(0, r) &= u_0(r) & \text{in } B_{R_1}(o_c),
\end{aligned}
\]

where \( u_0 \) is smooth, nonnegative, not identically zero, radial, nonincreasing and compactly supported in \( B_{R_1}(o_c) \). By standard parabolic theory, it follows that \( u \) depends on \( (t, r) \) only, is strictly positive in \( (0, T) \times B_{R_1}(o_c) \) and smooth in \( (0, T) \times \overline{B}_{R_1}(o_c) \). Therefore, we have that \( \partial_r u(t, R_1) \leq 0 \) for all \( t \in (0, T) \). Moreover, in view of the smoothness of \( u \), we also have that \( \partial_r u(t, 0) = 0 \) for all \( t \in (0, T) \). A direct computation shows that the radial derivative \( v := \partial_r u \) satisfies the parabolic equation

\[
\partial_t v = \Delta_{M_c} v - \frac{c(n - 1)}{\sinh^2(\sqrt{r})} v & \quad \text{for } (t, r) \in (0, T) \times (0, R_1),
\]

and \( v \) is nonpositive on the parabolic boundary because of the previous assumptions and considerations. The Schrödinger operator \( -\Delta_{M_c} + \frac{c(n - 1)}{\sinh^2(\sqrt{r})} \), defined on its natural form domain (that takes into account the homogeneous Dirichlet boundary condition at \( r = 0 \)), generates a Markov
semigroup for which, in particular, the comparison principle holds. As a result, we can infer that $v \leq 0$ at all times, which means that $r \mapsto u(t,r)$ is nonincreasing for every $t \in (0,T)$. In fact, this can be rigorously justified by considering the problem in $(0,T) \times (\epsilon, R_1)$, noting that $v(t,\epsilon) \leq c_\epsilon \to 0$ uniformly in $t$ as $\epsilon \to 0$ since $v$ is continuous down to $r = 0$ because $u$ is smooth, and controlling $v$ via the supersolution $c_\epsilon$.

Finally, we pick an arbitrary $R_1 > r$ and take an increasing sequence $\{u_{0,n}\}$ of initial data which are smooth, nonnegative, not identically zero, radially nonincreasing and compactly supported in $B_r(o_\epsilon)$ and converge pointwise to $\chi_{B_r(o_\epsilon)}$ as $n \to \infty$. Let $\{u_{R_1,n}\}$ denote the corresponding sequence of solutions to (3.3), with $u_0$ replaced by $u_{0,n}$. By what we have just shown, each $u_{R_1,n}(t, \cdot)$ is radially nonincreasing, and by standard comparison principles the family is monotone increasing with respect to both $R_1$ and $n$. Passing to the limit first as $n \to \infty$ and then as $R_1 \to +\infty$, we obtain (monotone) pointwise convergence to $U_{M_\epsilon}(t, \cdot)$, which therefore preserves such radial monotonicity properties (note that $t < T$ but $T > 0$ is arbitrary), and the proof of (3.1) is complete.

As concerns (3.2), we just point out that, in view of (2.6), it is a straightforward consequence of the comparison between the heat kernels of $M$ and $M_\epsilon$ (which holds due to (2.9), see e.g. [24] Theorem 4.2). Note that, by assumption, the cut locus of any point in $M$ is empty, so that [24] Theorem 4.2 is indeed applicable.

It is worth writing down more explicitly the consequences of Lemma 3.1 separating the Euclidean and hyperbolic cases.

- **Pseudo Euclidean case**: $\sec(M) \leq 0$, that is, the manifold is allowed to have flat parts. In this case the associated space form is $M_\epsilon = M_0 = \mathbb{R}^N$. Even though, for simplicity, we stated and proved Lemma 3.1 only when $c > 0$, it remains true for $c = 0$ as well, with inessential changes in the proof. Hence, (3.2) yields
  \[
  G_{M}^s(x, y) \leq G_{\mathbb{R}^N}^s(x_c, y_c) \leq \frac{C}{|x_c - y_c|^{N-2s}} = \frac{C}{r(x,y)^{N-2s}} \quad \forall x, y \in M : x \neq y, \tag{3.6}
  \]
  whereas (3.1) yields
  \[
  \int_{B_R(y)} G_{M}^s(x, y) \, d\mu_M(x) \leq C \int_{B_R(y_c)} \frac{1}{|x - y_c|^{N-2s}} \, dx = CR^{2s} \quad \text{for all } y \in M \text{ and all } R > 0, \tag{3.7}
  \]
  for some $C > 0$ only depending on $N, s$.

- **Pseudo hyperbolic case**: $\sec(M) \leq -c$ for a given $c > 0$, that is, the manifold has everywhere negative curvature. Roughly speaking, in this case $M$ is allowed to have hyperbolic parts, but not Euclidean ones. Therefore, when $c = 1$ the associated space form is $M_\epsilon = M_1 = \mathbb{H}^N$, while for a general $c$ it is the $N$-dimensional hyperbolic space of constant sectional curvature $-c$. By combining Lemma 3.1 with [24] Lemma 3.1 and Corollary A.2, where proper estimates for $G_{M_\epsilon}^s$ were derived, we can infer that there exists $C > 0$, only depending on $N, s, c$, such that
  \[
  G_{M_\epsilon}^s(x, y) \leq \frac{C}{r_{M_\epsilon}(x_c, y_c)^{N-2s}} = \frac{C}{r(x,y)^{N-2s}} \quad \forall x, y \in M : x \neq y. \tag{3.8}
  \]
  However, when $r(x,y) \geq 1$, the latter estimate can significantly be improved as follows:
  \[
  G_{M_\epsilon}^s(x, y) \leq G_{M_\epsilon}^s(x_c, y_c) \leq C e^{-(N-1)\sqrt{2} r_{M_\epsilon}(x_c, y_c)} r_{M_\epsilon}(x_c, y_c)^{1-s} = C e^{-(N-1)\sqrt{2} r(x,y)} r(x,y)^{1-s} \quad \forall x, y \in M : r(x,y) \geq 1. \tag{3.9}
  \]
As a consequence, direct computations in radial coordinates on the hyperbolic space show that

\[ \int_{B_R(y)} G_M^k(x,y) \, d\mu_M(x) \leq \int_{B_R(y_0)} G_M^k(x,y_0) \, d\mu_M(x) \leq CR^{2s} \quad \text{for all } 0 < R \leq 1, \]

and

\[ \int_{B_R(y)} G_M^k(x,y) \, d\mu_M(x) \leq \int_{B_R(y_0)} G_M^k(x,y_0) \, d\mu_M(x) \leq CR^s \quad \text{for all } R \geq 1, \quad (3.10) \]

for every \( y \in M \) and some \( C > 0 \) only depending on \( N, s, c \). The first estimate follows from (3.8), while the second is a consequence of (3.9), recalling that \( d\mu_M(x) \equiv \sinh(\sqrt{c} r(x,y_0))^{N-1} \, dr \).

### 3.2. Comparison between potentials and Green functions

The following lemma provides fundamental two-sided estimates, aimed at comparing the potential of a bounded and compactly supported function with the Green function itself (i.e. the potential of a Dirac delta).

**Lemma 3.2.** Let \( M \) satisfy Assumption [24]. Let \( \psi \in L^\infty_c(M) \) be a nonnegative and nontrivial function such that \( \text{supp}(\psi) \subseteq B_r(x_0) \) for some \( 0 < \sigma < 1 \) and \( x_0 \in M \). Then there exist two constants \( C = C(N, k, c, s) > 0 \) and \( \bar{C} = \bar{C}(N, k, c, s) > 0 \) such that

\[ C \|\psi\|_1 \leq \bar{C}_0 \leq \bar{C}_1 \leq \bar{C}_2 \quad \text{for all } \psi, \quad (3.11) \]

where

\[ \psi(t_1, x_1) \leq C_0 \left( \frac{t_2}{t_1} \right)^{\beta} \psi(t_2, x_2) e^{c_1 t_1 + c_2 t_2 - t_1} \]

for all \( 0 < t_1 < t_2 < 3 \) and all \( x_1, x_2 \in M \). Given any \( x, y \in M \) and \( t \geq 2 \), this inequality applied to the solution \( v(t, x) = k_M(t, y + t - 2, x, \cdot) \), with the choices \( x_1 = x_0, x_2 = y, t_1 = 1 \) and \( t_2 = 2 \), yields

\[ k_M(t - 1, x, x_0) \leq C_0 e^{2\beta} k_M(t, x, y) e^{c_1 r(y, x_0) + c_2} \quad \text{for all } t \geq 2 \text{ and all } x, y \in M, \]

which, in turn, entails

\[ k_M(t - 1, x, x_0) \leq C k_M(t, x, y) \quad \text{for all } t \geq 2 \text{ and all } x, y \in M: r(y, x_0) \leq \sigma, \]

for a suitable \( C = C(N, k) > 0 \). Inserting such inequality into (2.8), and recalling the support properties of \( \psi \), we get

\[ (-\Delta_M)^{-s} \psi(x) = \int_{B_r(x_0)} \psi(y) \int_0^{+\infty} \frac{k_M(t, x, y)}{t^{1-s}} \, dt \, d\mu_M(y) \]

\[ \geq C \|\psi\|_1 \int_1^{+\infty} \frac{k_M(t, x, x_0)}{t^{1-s}} \, dt \quad \forall x \in M, \quad (3.12) \]

for another \( C > 0 \) as above. In order to prove the lower bound in (3.11), we need to appropriately estimate the rightmost integral in (3.12) for every \( x \in M \).

First we focus on the case \( r(x, x_0) \geq 1 \). Thanks to (2.1), by [43] Corollary 4.2 and Remark 4.4 the following estimate holds:

\[ k_M(t, x, x_0) \geq C_0 \frac{t^{s/2}}{s} e^{-\frac{r(x, x_0)^2}{4t} - c_3 r(x, x_0) - c_4 t} \quad \text{for all } t > 0 \text{ and all } x \in M, \quad (3.13) \]
where \( c_3, c_4, c_5 > 0 \) only depend on \( N, k \). In particular, from (3.13) we easily infer that
\[
\int_1^{+\infty} \frac{k_M(t,x,x_0)}{t^{1-s}} \, dt \geq \int_1^{+\infty} \frac{k_M(t,x,x_0)}{t^{1-s}} \, dt \geq C e^{-r(x,x_0)^2 - c_3 r(x,x_0)} \quad \forall x \in M ,
\]
for some \( C = C(N,k,s) > 0 \). Moreover, from (2.3) it follows that
\[
k_M(t,x,x_0) \leq \frac{C}{t^2} e^{-r(x,x_0)^2} \quad \text{for all } t > 0 \text{ and all } x \in M ,
\]
for some \( C = C(N,c) > 0 \), where \( c \) is the constant appearing in (2.2). Since \( r(x,x_0)^2 \geq \frac{5}{6} r(x,x_0)^2 + \frac{1}{6} \) if \( r(x,x_0) \geq 1 \), estimate (3.15) yields
\[
\int_0^1 \frac{k_M(t,x,x_0)}{t^{1-s}} \, dt \leq C e^{-\frac{r(x,x_0)^2}{6}} \int_0^1 \frac{e^{-\frac{\beta r}{2} t}}{t^{\frac{1}{2} + s}} \, dt = C e^{-\frac{r(x,x_0)^2}{6}} \quad \text{for all } x \in M : r(x,x_0) \geq 1 ,
\]
where now \( C \) also depends on \( s \). Therefore, by combining (3.14) and (3.16), we deduce that
\[
\int_1^{+\infty} \frac{k_M(t,x,x_0)}{t^{1-s}} \, dt \leq C \int_1^{+\infty} \frac{k_M(t,x,x_0)}{t^{1-s}} \, dt
\]
for another \( C = C(N,k,c,s) > 0 \), which, plugged into (3.12), gives (recall (2.6))
\[
(-\Delta_M)^{-s} \psi(x) \geq C \| \psi \|_1 \mathbb{G}_M^s(x,x_0) \quad \text{for all } x \in M : r(x,x_0) \geq 1 ,
\]
still for a suitable \( C = C(N,k,c,s) > 0 \). Next we consider the case \( r(x,x_0) < 1 \). By combining (3.12) and (3.13) we immediately obtain
\[
(-\Delta_M)^{-s} \psi(x) \geq C \| \psi \|_1 \quad \text{for all } x \in M : r(x,x_0) < 1 ,
\]
whereas, by virtue of (2.7), we have that
\[
\int B_{\sigma}(x_0) \psi(y) \int_1^{+\infty} \frac{k_M(t,x,y)}{t^{1-s}} \, dt \, d\mu_M(y) \leq C \int B_{\sigma}(x_0) \psi \int_1^{+\infty} \frac{k_M(t+1,x,x_0)}{t^{1-s}} \, dt \, d\mu_M(y) \leq C \| \psi \|_{\infty} \mu_M(B_{\sigma}(x_0)) \mathbb{G}_M^s(x,x_0) \quad \forall x \in M ,
\]
for another \( C = C(N,k) > 0 \). We thus deduce that
\[
\int B_{\sigma}(x_0) \psi(y) \int_1^{+\infty} \frac{k_M(t,x,y)}{t^{1-s}} \, dt \, d\mu_M(y) \leq C \int B_{\sigma}(x_0) \psi \int_1^{+\infty} \frac{k_M(t+1,x,x_0)}{t^{1-s}} \, dt \, d\mu_M(y)
\]
for another \( C = C(N,k) > 0 \).

Let us assume first \( r(x,x_0) \geq 2 \); by (3.13) we have that
\[
k_M(t,x,y) \geq \frac{c_5}{t^{\frac{1}{2}}} e^{-\frac{r(x,y)^2}{8} - c_3 r(x,y) - c_4 t} \quad \text{for all } t > 2 \text{ and all } x, y \in M .
\]
From (3.21), we deduce that
\[
\int B_{\sigma}(x_0) \psi(y) \int_2^{+\infty} \frac{k_M(t,x,y)}{t^{1-s}} \, dt \, d\mu_M(y)
\]
holds \( N, k, c, s \) constant still depending on \( C \) for a suitable \( C \). Furthermore, upon noticing that \( r(x, x_0) \geq 2 \) and \( r(x_0, y) \leq \sigma < 1 \) yield \( r(x, y) > 1 \), from (3.15) (with \( x_0 \) replaced by \( y \)) we get

\[
k_M(t, x, y) = \frac{C}{t^2} e^{-\frac{r(x, y)^2}{\sigma}} \leq \frac{C}{t^2} e^{-\frac{r(x, y)^2}{\sigma}} \quad \text{for all } 0 < t < 1,
\]

for every such \( x \) and \( y \). As a result, we have

\[
\int_{B_r(x_0)} \psi(y) \int_0^1 k_M(t, x, y) \frac{dt}{t^{1-s}} \, d\mu_M(y) \\
\leq \left( \int_0^1 \frac{C}{t^2} e^{-\frac{r(x, y)^2}{\sigma}} \right) \left( \int_{B_r(x_0)} \psi(y) e^{-\frac{r(x, y)^2}{\sigma}} \, d\mu_M(y) \right) \\
= C \left( \int_{B_r(x_0)} \psi(y) e^{-\frac{r(x, y)^2}{\sigma}} \, d\mu_M(y) \right) \quad \text{for all } x \in M: r(x, x_0) \geq 2,
\]

for another \( C = C(N, k, c, s) > 0 \). Therefore, by combining the above estimates, we deduce in particular that

\[
\int_{B_r(x_0)} \psi(y) \int_0^{+\infty} k_M(t, x, y) \frac{dt}{t^{1-s}} \, d\mu_M(y) \leq C \int_{B_r(x_0)} \psi(y) \int_1^{+\infty} k_M(t, x, y) \frac{dt}{t^{1-s}} \, d\mu_M(y),
\]

whence, by virtue of (3.20),

\[
(-\Delta_M)^{-s} \psi(x) \leq C \| \psi \|_\infty \sigma^N G_M^s(x, x_0) \quad \text{for all } x \in M: r(x, x_0) \geq 2,
\]

where, by exploiting the curvature bound (2.1), we have used (2.5), and \( C > 0 \) is a possibly different constant still depending on \( N, k, c, s \) only.

In order to handle the case \( r(x, x_0) < 2 \), we observe that, as a consequence of (2.8) and (2.7), it holds

\[
(-\Delta_M)^{-s} \psi(x) \leq C \| \psi \|_\infty \int_{B_r(x_0)} \frac{1}{r(x, y)^{N-2s}} \, d\mu_M(y) \quad \forall x \in M.
\]

Then, to complete the proof of the upper bound in (3.11), we show that

\[
\int_{B_r(x_0)} \frac{1}{r(x, y)^{N-2s}} \, d\mu_M(y) \leq C \sigma^N r(x, x_0)^{N-2s} \quad \text{for all } x \in M: r(x, x_0) < 2,
\]

for a suitable \( C = C(N, k, s) > 0 \). To this aim, let us first assume that \( 2 > r(x, x_0) \geq 2\sigma \); the triangle inequality then yields

\[
r(x, y) \geq r(x, x_0) - \sigma \geq \frac{1}{2} r(x, x_0) \quad \text{for all } y \in B_r(x_0).
\]
Therefore, in this case we have
\[
\int_{B_\sigma(x_0)} \frac{1}{r(x,y)^{N-2s}} \, d\mu_M(y) \leq 2^{N-2s} C \frac{\sigma^N}{r(x_0)^{N-2s}},
\]
where again we have used (2.5), and \(C\) is the positive constant appearing therein. If \(r(x,x_0) < 2\sigma\), we need to use some more delicate estimates. Let us denote by \(H_{M}^{N-1}\) the \((N-1)\)-dimensional Hausdorff measure on \(M\), and observe that \(H_{M}^{N-1}(\partial B_r(x)) \leq C r^{N-1}\) for all \(r \in (0,3)\), all \(x \in M\) and a suitable \(C = C(N,k) > 0\) (this is a consequence of Bishop-Gromov – see also the proof of Proposition 6.1 below). From \(r(x,x_0) < 2\sigma\) it follows that \(B_\sigma(x_0) \subset B_{3\sigma}(x)\), hence, using the coarea formula, we get:
\[
\int_{B_\sigma(x_0)} \frac{1}{r(x,y)^{N-2s}} \, d\mu_M(y) \leq \int_{B_{3\sigma}(x)} \frac{1}{r(x,y)^{N-2s}} \, d\mu_M(y)
= \int_0^{3\sigma} \frac{1}{r^{N-2s}} H_{M}^{N-1}(\partial B_r(x)) \, dr \\
\leq C \frac{3^{2s}\sigma^s}{2s} \frac{\sigma^N}{r(x_0)^{N-2s}}.
\]
Inequality (3.24) is therefore established. We finally prove the reverse bound
\[
G_M^s(x,x_0) \geq \frac{C}{r(x,x_0)^{N-2s}} \quad \text{for all } x \in M: r(x,x_0) < 2,
\]
for some \(C = C(N,k,s) > 0\). To this end, it is convenient to exploit (3.13) along with the change of variable \(t/r(x,x_0)^2 = \tau\) (let \(x \neq x_0\), as follows:
\[
G_M^s(x,x_0) \geq c_5 \int_0^{+\infty} \frac{1}{t^{N+1-s}} e^{\frac{-r(x,x_0)^2}{4t} - c_3 r(x,x_0) - c_4 t} \, dt
= \frac{c_5}{r(x,x_0)^{N-2s}} \int_0^{+\infty} \frac{1}{\tau^{N+1-s}} e^{\frac{-r(x,x_0)^2}{4\tau} - c_3 r(x,x_0) - c_4 \tau^2} \, d\tau
\geq \frac{c_5}{r(x,x_0)^{N-2s}} \int_0^{+\infty} \frac{1}{\tau^{N+1-s}} e^{\frac{-r(x,x_0)^2}{4\tau} - 2c_3 - 4c_4 \tau} \, d\tau
= \frac{C}{r(x,x_0)^{N-2s}} \quad \text{for all } x \in M: r(x,x_0) < 2.
\]
By (3.23), (3.24) and (3.25), we may assert that
\[
(-\Delta_M)^{-s} \psi(x) \leq C \|\psi\|_\infty \sigma^N G_M^s(x,x_0) \quad \text{for all } x \in M: r(x,x_0) < 2,
\]
which, combined with (3.22), finally yields the upper bound in (3.11) and concludes the proof. \(\square\)

In the sequel we will also need a further technical result, which can easily be shown by using some of the estimates provided in the proof of Lemma 3.2.

**Lemma 3.3.** Let \(M\) satisfy Assumption 2.4 and let \(x_0 \in M\). There exist a nonnegative and nontrivial function \(\psi \in L^\infty_c(M)\) and two constants \(c_1, c_2 > 0\), depending only on \(N,s,k,c\) (in particular independent of \(x_0\)), such that for all nonnegative \(f \in L^1_{\text{loc}}(M)\) one has
\[
c_1 \int_M f (-\Delta_M)^{-s} \psi \, d\mu_M \leq \|f\|_{L^1_{\text{loc}} G_M^s} \leq c_2 \int_M f (-\Delta_M)^{-s} \psi \, d\mu_M . \quad (3.27)
\]
Proof. Given the results of Lemma 3.2, it is immediate to note that there exist \( c_1, c_2 > 0 \) as in the statement such that

\[
c_1 \int_{M \setminus B_1(x_0)} f (-\Delta_M)^{-s} \psi \, d\mu_M \leq \int_{M \setminus B_1(x_0)} f \mathcal{G}_M^s(\cdot, x_0) \, d\mu_M \leq c_2 \int_{M \setminus B_1(x_0)} f (-\Delta_M)^{-s} \psi \, d\mu_M,
\]

provided, for instance, one picks \( \psi = \chi_{B_{1/2}(x_0)} \). Clearly, in this case, \( \|\psi\|_\infty = 1 \), whereas \( \|\psi\|_1 \geq C = C(N, c) > 0 \) thanks to the non-collapse bound (2.4). Besides, one sees from (3.18), (3.23) and (3.25) that there exist another two constants \( c_1, c_2 > 0 \) as in the statement such that

\[
c_1 \int_{B_1(x_0)} f (-\Delta_M)^{-s} \psi \, d\mu_M \leq \int_{B_1(x_0)} f \, d\mu_M \leq c_2 \int_{B_1(x_0)} f (-\Delta_M)^{-s} \psi \, d\mu_M,
\]

with the same \( \psi \) chosen above. Finally, the two-sided bound (3.27) follows by summing up the above estimates, upon recalling the definition of the \( L^1_{x_0, G_M^s}(M) \) norm given in (3.10). \( \square \)

Remark 3.1. For later purposes, we point out that the upper bound in (3.11) can be extended to all \( \sigma \geq 1 \), up to letting the constant \( C \) depend on \( \sigma \) as well. Indeed, first of all one notices that now the constant \( C \) in (3.21) also depends on \( \sigma \) through Li-Yau estimates. Then it is enough to observe that all the inequalities below (3.21), that lead to (3.22), continue to hold by replacing \( 2 \) (as a bound over \( r(x, x_0) \)) with \( 1 + \sigma \). Estimate (3.22) follows, recalling that also (2.5) holds for all \( 0 < r < \sigma \) and some uniform multiplying constant dependent on \( \sigma \) as well. Moreover, since \( \mathcal{H}^{N-1}_M(\partial B_r(x)) \leq C r^{N-1} \) for all \( r < 2\sigma + 1 \) and all \( x \in M \), with another constant \( C > 0 \) as above that in addition depends on \( \sigma \), the coarea formula still gives (3.24) subject to \( r(x, x_0) < \sigma + 1 \). The same holds for (3.26), again with \( 2 \) replaced by \( \sigma + 1 \).

4. On the class of initial data

We provide some explicit examples, first on specific space forms and then on general manifolds that fit into our setting, of functions belonging to \( L^1_{x_0, G_M^s}(M) \) and to \( L^1_{G_M^s}(M) \), showing in particular that the latter form strictly wider classes than \( L^1(M) \).

4.1. Admissible decay for initial data in the space forms \( M = \mathbb{R}^N \) and \( M = \mathbb{H}^N \). In order to highlight the admissible decay rate for the kind of initial data we deal with, we provide some sufficient conditions for a function to belong to \( L^1_{G_M^s}(M) \).

Proposition 4.1. Let either \( M = \mathbb{R}^N \) or \( M = \mathbb{H}^N \), and let \( u_0 \in L^\infty(M) \). Then, sufficient conditions for \( u_0 \) to belong to \( L^1_{G_M^s}(M) \) are the following:

- \( M = \mathbb{R}^N \) and \( |u_0(x)| \leq C |x|^a \) for all \( |x| \geq R \), for some \( C, R > 0 \) and \( a > 2s \);
- \( M = \mathbb{H}^N \) and \( |u_0(x)| \leq C (r(x, o))^a \) for all \( r(x, o) \geq R \), for some \( o \in M, C, R > 0 \) and \( a > s \).

It is worth mentioning that, in both cases, initial data are allowed to decay considerably slower than functions in \( L^1(M) \); this fact is more evident in the non-flat case where functions in \( L^1(\mathbb{H}^N) \)
are expected to decay faster than \( e^{-r(x,o)(N-1)} \). For proving the above statement it is clearly enough to show that the special functions

\[
    u_a(x) := \begin{cases} 
    1 & \text{for } x \in \mathbb{R}^N : |x| \leq 1, \\
    \frac{1}{|x|^a} & \text{for } x \in \mathbb{R}^N : |x| > 1,
    \end{cases}
\]

and

\[
    w_a(x) := \begin{cases} 
    1 & \text{for } x \in \mathbb{H}^N : r(x,o) \leq 1, \\
    \frac{1}{(r(x,o))^a} & \text{for } x \in \mathbb{H}^N : r(x,o) > 1,
    \end{cases}
\]

for \( a > 2s \),

satisfy \( u_a \in L^1_{G^s_{\mathbb{R}^N}}(\mathbb{R}^N) \) and \( w_a \in L^1_{G^s_{\mathbb{H}^N}}(\mathbb{H}^N) \). Since \( u_a \notin L^1(\mathbb{R}^N) \) (for \( a \leq N \)) and \( w_a \notin L^1(\mathbb{H}^N) \), these examples also prove the strict inclusion \( L^1(M) \subsetneq L^1_{G^s_{M}}(M) \) for \( M = \mathbb{R}^N \) and \( M = \mathbb{H}^N \) (see Subsection 4.2 for more about such inclusions in a general setting).

**Proof of Proposition 4.1.** Let \( M = \mathbb{R}^N \). We aim at showing that \( u_a \in L^1_{G^s_{\mathbb{R}^N}}(\mathbb{R}^N) \). Since

\[
    \sup_{x \in \mathbb{R}^N} \int_{B_1(x_0)} |u_a(x)| \, dx \leq \omega_N < +\infty,
\]

where \( \omega_N := \mu_{\mathbb{R}^N}(B_1(0)) \), we only need to prove that

\[
    \sup_{x \in \mathbb{R}^N} \int_{\mathbb{R}^N \setminus B_1(x_0)} |u_a(x)| \, dG^s_{\mathbb{R}^N}(x,x_0) \, dx < +\infty. \tag{4.1}
\]

To this end, we can write

\[
    \int_{\mathbb{R}^N \setminus B_1(x_0)} |u_a(x)| \, dG^s_{\mathbb{R}^N}(x,x_0) \, dx \\
    \leq \int_{(\mathbb{R}^N \setminus B_1(x_0)) \cap B_1(0)} C \, dx + \int_{(\mathbb{R}^N \setminus B_1(x_0)) \cap B_1(0)} |u_a(x)| \, dG^s_{\mathbb{R}^N}(x,x_0) \, dx \\
    \leq C \omega_N + \int_{(\mathbb{R}^N \setminus B_1(x_0)) \cap B_1(0)} |u_a(x)| \, dG^s_{\mathbb{R}^N}(x,x_0) \, dx \\
    \leq C \omega_N + C \int_{\mathbb{R}^N} \frac{1}{(|x|+1)^a} \frac{1}{(|x-x_0|+1)^N-2s} \, dx,
\]

for some \( C = C(N,s,a) > 0 \). If \( x \in B_{|x_0|/2}(0) \), we have \( |x-x_0| \geq |x_0|/2 \), thus

\[
    \int_{B_{|x_0|/2}(0)} \frac{1}{(|x|+1)^a} \frac{1}{(|x-x_0|+1)^N-2s} \, dx \leq \frac{C}{(|x_0|+1)^{N-2s}} \int_{B_{|x_0|/2}(0)} \frac{1}{(|x|+1)^a} \, dx \\
    \leq C \frac{(|x_0|+1)^{N-a}}{(|x_0|+1)^{N-2s}} \leq C,
\]

since \( a > 2s \) (and we can assume w.l.o.g. that \( a < N \)). On the other hand, if \( x \in B_{2|x_0|}(0) \), we have \( |x-x_0| \geq |x|/2 \), thus

\[
    \int_{B_{2|x_0|}(0)} \frac{1}{(|x|+1)^a} \frac{1}{(|x-x_0|+1)^N-2s} \, dx \leq \int_{\mathbb{R}^N} \frac{1}{(|x|+1)^{N+a-2s}} \, dx \leq C.
\]
Finally, if \(x \in B_{2|x_0|}(0) \setminus B_{|x_0|/2}(0)\), we have \(|x| \geq |x_0|/2\) and therefore
\[
\int_{B_{2|x_0|}(0) \setminus B_{|x_0|/2}(0)} \frac{1}{(|x| + 1)^a} \frac{1}{(|x - x_0| + 1)^N-2s} \, dx \\
\leq \frac{C}{(|x_0| + 1)^a} \int_{B_{|x_0|}(0)} \frac{1}{(|x - x_0| + 1)^N-2s} \, dx \leq C \left(\frac{|x_0| + 1}{|x_0| + 1}\right)^{2s} \leq C.
\]

By combining the last three estimates and (4.2), we finally obtain (4.1).

Now let \(M = \mathbb{H}^N\). In order to show that \(w_a \in L^1_{C^{G_N}}(\mathbb{H}^N)\), at first we notice again that
\[
\sup_{x_0 \in \mathbb{H}^N} \int_{B_1(x_0)} |w_a| \, d\mu_{\mathbb{H}^N} \leq \mu_{\mathbb{H}^N}(B_1(x_0)) = C < +\infty,
\]

since the volume measure on \(\mathbb{H}^N\) is invariant w.r.t. any pole. Then we only need to prove that
\[
\sup_{x_0 \in \mathbb{H}^N} \int_{\mathbb{H}^N \setminus B_1(x_0)} |w_a(x)| \, d\mu_{\mathbb{H}^N}(x) < +\infty.
\] (4.3)

To this aim, recall that (3.9) with \(c = 1\) reads
\[
\mathcal{G}_{\mathbb{H}^N}^s(x, x_0) \leq C \frac{e^{-(N-1)r(x,x_0)}}{r(x_0,x)^{1-s}} \text{ for all } (x, x_0) \in \mathbb{H}^N : r(x, x_0) \geq 1,
\] (4.4)

for some \(C = C(N, s) > 0\). In particular, this yields
\[
\int_{\mathbb{H}^N \setminus B_1(x_0)} |w_a(x)| \, d\mu_{\mathbb{H}^N}(x)
\]
\[
\leq \int_{(\mathbb{H}^N \setminus B_1(x_0)) \cap B_1(o)} C \, d\mu_{\mathbb{H}^N} + \int_{(\mathbb{H}^N \setminus B_1(x_0)) \cap B_1(o)} |w_a(x)| \mathcal{G}_{\mathbb{H}^N}^s(x, x_0) \, d\mu_{\mathbb{H}^N}(x)
\]
\[
\leq C \mu_{\mathbb{H}^N}(B_1(o)) + \int_{(\mathbb{H}^N \setminus B_1(x_0)) \cap B_1(o)} |w_a(x)| \mathcal{G}_{\mathbb{H}^N}^s(x, x_0) \, d\mu_{\mathbb{H}^N}(x).
\]

In order to estimate the last integral, it is not restrictive to assume \(1 > a > s\). When \(r(x_0, o) \geq 1\), by passing to polar coordinates centered at \(x_0\), using the triangle inequality and recalling (4.3), we have:
\[
\int_{(\mathbb{H}^N \setminus B_1(x_0)) \cap B_1(o)} |w_a(x)| \mathcal{G}_{\mathbb{H}^N}^s(x, x_0) \, d\mu_{\mathbb{H}^N}(x)
\]
\[
\leq C \left[ \int_1^{r(x_0, o)} \frac{1}{(r(x_0, o) - r)^a} \frac{1}{r^{1-s}} \, dr + \int_{r(x_0, o)}^{+\infty} \frac{1}{(r-r(x_0, o))^a} \frac{1}{r^{1-s}} \, dr \right]
\]
\[
\leq C \frac{1}{(r(x_0, o))^{a-s}} \left[ \int_0^{1} \frac{1}{(1-\rho)^a} \rho^{1-s} \, d\rho + \int_{1}^{+\infty} \frac{1}{(\rho-1)^a} \rho^{1-s} \, d\rho \right] \leq C,
\]

where the latter positive constant only depends on \(N, s, a\). Similarly, if \(r(x_0, o) < 1\), we get
\[
\int_{(\mathbb{H}^N \setminus B_1(x_0)) \cap B_1(o)} |w_a(x)| \mathcal{G}_{\mathbb{H}^N}^s(x, x_0) \, d\mu_{\mathbb{H}^N}(x) \leq C \int_{1}^{+\infty} \frac{1}{(r-1)^a} \frac{1}{r^{1-s}} \, dr \leq C,
\]
for another \(C = C(N, s, a) > 0\) as above. Therefore, in both cases (4.3) follows. \(\Box\)
4.2. **The class** \( L_{G_M}^1(M) \) **is strictly included between** \( L^1(M) \) **and** \( L_{z_0,G_M}^1(M) \). As we have observed in Subsection 2.3, under Assumption 2.1 the inclusions \( L^1(M) \subseteq L_{G_M}^1(M) \subseteq L_{z_0,G_M}^1(M) \) trivially hold. By means of an explicit construction, we can prove that in fact they are strict.

**Proposition 4.2.** Let \( M \) satisfy Assumption 2.1. Then, for all \( x_0 \in M \), we have

\[
L^1(M) \subseteq L_{G_M}^1(M) \subseteq L_{z_0,G_M}^1(M).
\]

**Proof.** We first show that \( L^1(M) \subseteq L_{G_M}^1(M) \). To this aim, consider the following function:

\[
\hat{u} := \sum_{j=1}^{\infty} \chi_{B_1(o_j)}, \tag{4.5}
\]

where \( \{o_j\} \subseteq M \) is any sequence of points such that (let \( o \in M \) be fixed)

\[
r(o_j, o) = c \quad \forall j \in \mathbb{N}.
\]

In view of the non-collapse bound (2.4) it is apparent that \( \hat{u} \notin L^1(M) \), since (note that the balls \( \{B_1(o_j)\} \) are disjoint)

\[
||\hat{u}||_{L^1(M)} = \sum_{j=1}^{\infty} \mu_M(B_1(o_j)) \geq \sum_{j=1}^{\infty} C = +\infty.
\]

Here, and in the sequel, we let \( C > 0 \) denote a generic constant that only depends on \( N, k, s \) and the constant \( c \) appearing in (2.2), whose precise value may actually change from line to line. In order to prove that \( \hat{u} \in L_{G_M}^1(M) \), first of all let us observe that for every \( j \in \mathbb{N} \) and \( x_0 \in M \) it holds

\[
\int_{M \setminus B_1(x_0)} \chi_{B_1(o_j)}(x) G_M^s(x, x_0) \, d\mu_M(x) = \int_{B_1(o_j) \cap (M \setminus B_1(x_0))} G_M^s(x, x_0) \, d\mu_M(x)
\]

\[
\leq C \int_{B_1(o_j) \cap (M \setminus B_1(x_0))} \frac{1}{r(x, x_0)^{N-2s}} \, d\mu_M(x)
\]

\[
\leq C \int_{B_1(o_j) \cap (M \setminus B_1(x_0))} \frac{1}{[r(o_j, x_0) - 1]^{N-2s}} \, d\mu_M(x)
\]

\[
\leq C \frac{\mu_M(B_1(o_j))}{[r(o_j, x_0) - 1]^{N-2s}} \leq \frac{C}{[r(o_j, x_0) - 1]^{N-2s}},
\]

where we took advantage of (2.7) along with the triangle inequality and the fact that \( \mu_M(B_1(o_j)) \leq C \), consequence of (2.5). As a result, we deduce that

\[
\int_{M \setminus B_1(x_0)} |\hat{u}(x)| G_M^s(x, x_0) \, d\mu_M(x) = \sum_{j=1}^{\infty} \int_{M \setminus B_1(x_0)} \chi_{B_1(o_j)}(x) G_M^s(x, x_0) \, d\mu_M(x)
\]

\[
\leq C \sum_{j=1}^{\infty} \frac{1}{[r(o_j, x_0) - 1]^{N-2s}}. \tag{4.7}
\]

Clearly, either \( x_0 \in B_{e^2}(o) \) or there exists a unique \( j_0 \in \mathbb{N} \), with \( j_0 \geq 2 \), such that \( x_0 \in B^c_{e^{j_0}+1}(o) \setminus B_{e^{j_0}}(o) \). In the former case, still by means of the triangle inequality, we have

\[
\sum_{j=1}^{\infty} \frac{1}{[r(o_j, x_0) - e^2]^{N-2s}} \leq \sum_{j=1}^{\infty} \frac{1}{[r(o_j, o) - e^2]^{N-2s}} \leq C \sum_{j=1}^{\infty} \frac{1}{r(o_j, o)^{N-2s}} = C \sum_{j=1}^{\infty} \frac{1}{e^{(N-2s)j}} = C. \tag{4.8}
\]
The latter case requires a little more computations. Firstly, we can split the last series in (4.7) as follows:

$$
\sum_{j=1}^{\infty} \frac{1}{r(o_j, x_0) \lor 1]^{N-2s}} = \sum_{j=1}^{j_0} \frac{1}{r(o_j, x_0) \lor 1]^{N-2s}} + \sum_{j=j_0+1}^{\infty} \frac{1}{r(o_j, x_0) \lor 1]^{N-2s}}. \quad (4.9)
$$

On the one hand, from the triangle inequality we infer that

$$
r(o_j, x_0) \geq r(o_j, o) - r(o, x_0) \geq e^j - e^{j_0+1} = e^j (1 - e^{j_0+1-j}) \geq e^j \frac{e-1}{e}, \quad \forall j \geq j_0 + 2,
$$

whence

$$
\sum_{j=j_0+1}^{\infty} \frac{1}{r(o_j, x_0) \lor 1]^{N-2s}} \leq 1 + \sum_{j=j_0+2}^{\infty} \frac{1}{r(o_j, x_0)^{N-2s}} \leq 1 + C \sum_{j=j_0+2}^{\infty} \frac{1}{e^{(N-2s)(j_0-j)}} \leq C. \quad (4.10)
$$

On the other hand, still the triangle inequality entails

$$
r(o_j, x_0) \geq r(o_j, x_0) - r(o, x_0) \geq e^{j_0} - e^j = e^{j_0-j} e^j (1 - e^{-j_0+j}) \geq e^{j_0-j} (e-1), \quad \forall j = 1, \ldots, j_0 - 1,
$$

so that

$$
\sum_{j=1}^{j_0} \frac{1}{r(o_j, x_0) \lor 1]^{N-2s}} \leq 1 + \sum_{j=1}^{j_0-1} \frac{1}{r(o_j, x_0)^{N-2s}} \leq 1 + C \sum_{j=1}^{j_0-1} \frac{1}{e^{(N-2s)(j_0-j)}} \leq C. \quad (4.11)
$$

By combining (4.7), (4.8), (4.9), (4.10) and (4.11), we finally obtain the bound

$$
\int_{M \setminus B_1(x_0)} |\tilde{u}(x)| \mathcal{G}_M^*(x, x_0) \, d\mu_M(x) \leq C \quad \forall x_0 \in M,
$$

while \( \int_{B_1(x_0)} |\tilde{u}| \, d\mu_M \leq C \) since \( \|\tilde{u}\|_{L^\infty(M)} \leq 1 \) and again \( \mu_M(B_1(x_0)) \leq C \). We can therefore assert that \( \tilde{u} \in L^1_{\mathcal{G}_M^*}(M) \).

In order to show that also \( L^1_{\mathcal{G}_M^*}(M) \subset L^1_{x_0, \mathcal{G}_M^*}(M) \), we can slightly modify the above construction as follows:

$$
\tilde{u} := \sum_{j=1}^{\infty} j \chi_{B_1(o_j)}.
$$

Such a function does not belong to \( L^1_{\mathcal{G}_M^*}(M) \), since

$$
\|\tilde{u}\|_{L^1_{\mathcal{G}_M^*}} \geq \sup_{x_0 \in M} \int_{B_1(x_0)} \sum_{j=1}^{\infty} j \chi_{B_1(o_j)} \, d\mu_M = \sup_{x_0 \in M} \sum_{j=1}^{\infty} j \mu_M(B_1(x_0) \cap B_1(o_j))
$$

$$
\geq \sup_{i \geq 1} \sum_{j=1}^{\infty} j \mu_M(B_1(o_i) \cap B_1(o_j))
$$

$$
= \sup_{i \geq 1} i \mu_M(B_1(o_i)) = +\infty,
$$

so that \( \tilde{u} \notin L^1_{\mathcal{G}_M^*}(M) \).
theorem it is plain that if \( \mu \) function as in (4.5) and we pick the monotone increasing sequence we have:

\[
\| \tilde{u} \|_{L^1_{x_0,G^s_M}} = \sum_{j=1}^{\infty} \int_{B_1(x_0)} j \chi_{B_1(o_j)} \, d\mu_M + \sum_{j=1}^{\infty} \int_{M\setminus B_1(x_0)} j \chi_{B_1(o_j)}(x) \, G^s_M(x,x_0) \, d\mu_M(x)
\]

\[
\leq \sum_{j=1}^{\infty} j \, \mu_M(B_1(x_0) \cap B_1(o_j)) + \sum_{j=1}^{\infty} j \, \frac{C}{(r(o_j,x_0) \vee 1)^{N-2s}}
\]

\[
\leq C \log(r(x_0,o)+1) + \sum_{j=1}^{\infty} j \, \frac{C}{[(r(o_j,o)-r(x_0,o)) \vee 1]^{N-2s}}
\]

\[
\leq C \log(r(x_0,o)+1) + C_{x_0} \sum_{j=1}^{\infty} \frac{j}{e^{(N-2s)j}} < +\infty,
\]

where we have exploited (1.6) and the fact that \( \mu_M(B_1(o_j)) \leq C \). Note that here we let \( C_{x_0} > 0 \) denote a generic constant as above, which in addition may depend on \( x_0 \). As a result, we deduce that \( \tilde{u} \in L^1_{x_0,G^s_M}(M) \) for every \( x_0 \in M \). \( \square \)

**Remark 4.1.** Given \( f \in L^1_{G^s_M}(M) \), with \( f \geq 0 \), as a consequence of the monotone convergence theorem it is plain that if \( \{f_n\} \subset L^1(M) \cap L^\infty(M) \) is an increasing sequence of nonnegative functions that converges pointwise to \( f \), then

\[
\| f - f_n \|_{L^1_{x_0,G^s_M}} \xrightarrow{n \to \infty} 0 \quad \forall x_0 \in M.
\]

However, in general, convergence w.r.t. the norm \( \| \cdot \|_{L^1_{G^s_M}} \) does not occur. Indeed, if \( \tilde{u} \) is the same function as in (4.5) and we pick the monotone increasing sequence \( \tilde{u}_n := \chi_{B_n(o)} \tilde{u} \), we have

\[
\| \tilde{u}_n \|_{L^1_{G^s_M}} \geq \sup_{x_0 \in M} \int_{B_1(x_0)} |\tilde{u}_n| \, d\mu_M \geq \sup_{j \geq n+1} \int_{B_1(o_j)} |1 - 0| \, d\mu_M \geq C > 0 \quad \forall n \in \mathbb{N}.
\]

5. **Existence and fundamental estimates for approximate solutions**

In this section we prove existence of WDS to (1.1) for initial data lying in the space \( L^1(M) \cap L^\infty(M) \), along with several additional key properties that will be crucial in the construction of WDS for general initial data as in the statement of Theorem 2.4.

The strategy is qualitatively standard and takes advantage of nonlinear semigroup theory. On the other hand, the fact that semigroup solutions are also Weak Dual Solutions is not obvious and will be proved explicitly.

5.1. **Nonlinear semigroup in \( L^1(M) \): mild vs. Weak Dual Solutions.** The abstract theory in \( L^1(M) \) developed by Bénilan, Brézis, Crandall, Liggett, Payz, Pierre (see [21, 19, 20, 42] and references therein) does apply to our setting. Indeed, we aim at solving an equation of the form \( \partial_t u = -\mathcal{L}[\varphi(u)] \), where the operator \( \mathcal{L} : \text{Dom}(\mathcal{L}) \subset L^1(M) \to L^1(M) \), namely the \( s \)-fractional Laplacian on \( M \), is densely defined, linear, \( m \)-accretive and with an order-preserving resolvent, whereas the nonlinearity \( \varphi(r) = r^m \) satisfies standard “monotonicity conditions” according to [20].

In fact, this general theory allows one to establish existence and uniqueness for a larger class of nonlinearities and operators, but to our purposes it is enough to stick to the choices \( \mathcal{L} = (-\Delta_M)^s \) and \( \varphi(r) = r^m \). More precisely, such a linear operator and nonlinearity satisfy the assumptions
of [20, Propositions 1 and 2], which in particular imply that the corresponding nonlinear operator obtained by composition is also m-accretive (up to an approximation) and its resolvent is order preserving, a property sometimes called \( T \)-accretivity (see e.g. [15 Chapter 10]). We shall justify these assertions in the proof of the next proposition.

The semigroup solutions obtained by resorting to the above recalled theory, are typically referred to as mild solutions, and can be constructed through a suitable discretization procedure which gives rise to \( L^1 \)-continuous curves. We summarize these results in the following proposition, and for simplicity (since it is more convenient to our aims) we only focus on nonnegative initial data in \( L^1(M) \cap L^\infty(M) \), although the theory is well suited to treat also \( L^1(M) \) data, possibly sign changing.

**Proposition 5.1.** Let \( u_0, v_0 \in L^1(M) \cap L^\infty(M) \), with \( u_0, v_0 \geq 0 \). Then there exist unique nonnegative mild solutions \( u, v \in C^0([0, +\infty); L^1(M)) \) to problem (1.1) corresponding to the initial data \( u_0, v_0 \), respectively, such that

\[
\int_M (u(t, x) - v(t, x)) \, d\mu_M(x) \leq \int_M (u_0(x) - v_0(x)) \, d\mu_M(x) \quad \forall t \geq 0.
\]

As a consequence,

\[
\|u(t) - v(t)\|_{L^1(M)} \leq \|u_0 - v_0\|_{L^1(M)} \quad \forall t \geq 0.
\]

Moreover, such nonnegative mild solutions enjoy the following time monotonicity property:

\[
\text{the map } \ t \mapsto t^{\frac{1}{m-1}} u(t, x) \quad \text{is (essentially) nondecreasing for a.e. } x \in M.
\]

Finally, they satisfy the following \( L^p(M) \)-nonexpansivity property:

\[
\|u(t)\|_{L^p(M)} \leq \|u_0\|_{L^p(M)} \quad \text{for all } t \geq 0 \text{ and all } 1 \leq p \leq \infty.
\]

**Proof:** First of all, we observe that the operator \((-\Delta_M)^s\) is the generator of a strongly continuous contraction semigroup in \( L^1(M) \), namely the semigroup subordinated to the heat flow on \( M \) via the Bernstein function \( \mathbb{R}^+ \ni z \mapsto z^s \) (see [34 Definition 4.3.2 and Example 3.9.16]). Since the latter is well known to be sub-Markovian and in particular order preserving, the same is true for the subordinated semigroup, see for instance [34 Corollary 4.3.4] (the fact that these results are stated in \( \mathbb{R}^N \) is irrelevant). Hence, we can deduce that \((-\Delta_M)^s\) is m-accretive in \( L^1(M) \) and the inequality

\[
\int_M \beta(u) (-\Delta_M)^s u \, d\mu_M \geq 0
\]

holds, essentially whenever the integral makes sense (see [20 formula (A3)]), where \( \beta : \mathbb{R} \to \mathbb{R} \) is an arbitrary non-decreasing continuous function with \( \beta(0) = 0 \).

The claimed results can now be deduced from [20] and standard nonlinear semigroup theory for accretive operators (for which we refer to the monograph [15 Chapter 10] and references quoted), since \((-\Delta_M)^s\) and the nonlinearity \( u \mapsto u^m \) (to be interpreted as \( u|u|^{m-1} \) for sign-changing functions) comply with the conditions required there.

We now show how (1.3) can be obtained for the discrete-time solutions and then extended to the limit (mild) solution, also in order to write down explicitly the corresponding time-discretization argument (i.e. an implicit Euler scheme), of which we will make use below. To this end, let \( T > 0 \) and \( n \in \mathbb{N} \) be fixed and set \( t_k := \frac{k}{n} T \), for any integer \( 0 \leq k \leq n \), with constant time step \( h := t_{k+1} - t_k = \frac{T}{n} \). The mild semigroup solution, starting from \( u_0 \), is a continuous curve \( u \in C^0([0, T]; L^1(M)) \) obtained as the uniform limit in \( L^1(M) \) (see [35 Theorem 10.16]) of the piecewise-constant curves

\[
u_n(t) := u_k \quad \text{if } t_k < t \leq t_{k+1}, \quad u_n(0) := u_0,
\]
where each element $u_k$ is recursively defined as the solution to the following fractional elliptic equation:

$$h(-\Delta_M)^s(u_{k+1})^m + u_{k+1} = u_k \quad \text{in } M, \quad (5.5)$$

whose solvability is guaranteed by the above recalled running assumptions on the operator and on the nonlinearity. More precisely, thanks to \cite[Proposition 2]{20}, the solution of (5.5) is obtained as the $L^1(M)$-limit as $\varepsilon \to 0^+$ of the solutions to the perturbed problems

$$h(-\Delta_M)^s(u_{k+1,\varepsilon})^m + \varepsilon h u_{m,\varepsilon}^m + u_{k+1,\varepsilon} = u_k \quad \text{in } M, \quad (5.6)$$

which are always well defined because the nonlinear operator $u \mapsto h(-\Delta_M)^s(u^m) + \varepsilon h u^m$ is monotone for every fixed $\varepsilon > 0$ (see \cite[Proposition 1]{20}). If $u_k \in L^1(M) \cap L^\infty(M)$, then from (5.4) we infer the $L^p(M)$-nonexpansivity property

$$\|u_{k+1}\|_{L^p(M)} \leq \|u_k\|_{L^p(M)} \quad \text{for all } 1 \leq p \leq \infty. \quad (5.7)$$

In order to show (5.7), it is enough to multiply (5.6) by $u_{k+1,\varepsilon}$ (via a truncation), integrate in $M$ and exploit (5.4), along with an application of Hölder’s inequality. Therefore, the convergence of $\{u_{k+1,\varepsilon}\}_\varepsilon$ to $u_{k+1}$ actually occurs in every $L^p(M)$, for $1 \leq p < \infty$. In particular, we can infer that (5.3) is satisfied in the classical sense, i.e. $u_{m,\varepsilon}$ is well defined because the nonlinear operator $(-\Delta_M)^s$. Moreover, still from (5.7), by induction each $u_k$ does belong to $L^1(M) \cap L^\infty(M)$ and satisfies the nonexpansivity estimate

$$\|u_{k+1}\|_{L^p(M)} \leq \|u_k\|_{L^p(M)} \leq \ldots \leq \|u_0\|_{L^p(M)}$$

for all $1 \leq p \leq \infty$, whence, due to the definition of $u_n$,

$$\|u_n(t)\|_{L^p(M)} \leq \|u_0\|_{L^p(M)} \quad \forall t \in [0,T].$$

We conclude the proof by letting $n \to \infty$, recalling that $\{u_n(t)\}_n$ converges strongly to $u(t)$ in $L^1(M)$ (uniformly in time on $[0,T]$) and each $L^p(M)$ norm is lower semicontinuous w.r.t. such convergence, so as to obtain

$$\|u(t)\|_{L^p(M)} \leq \liminf_{n \to \infty} \|u_n(t)\|_{L^p(M)} \leq \|u_0\|_{L^p(M)} \quad \forall t \in [0,T],$$

namely (5.3). The $L^1(M)$-ordering estimate (5.1) can be obtained in a similar way; in this case, one considers the discrete solutions to

$$h(-\Delta_M)^s(v_{k+1})^m + v_{k+1} = v_k \quad \text{in } M,$$

takes the difference with (5.5) and multiplies by $\text{sign}_+(u_{k+1} - v_{k+1})$ (via an approximation), integrating in $M$ and using again (5.4). This yields (5.1) at the discrete level, and the passage to the limit as $n \to \infty$ is performed exactly as above. Note that (5.1) entails, in particular, the positivity of the solution $u$ if $u_0 \geq 0$.

Finally, the monotonicity property (5.2) is a direct consequence of \cite[Theorem 4]{20}. \hfill \Box

Now that we have constructed mild solutions in $L^1(M) \cap L^\infty(M)$, we aim at showing that the latter are also Weak Dual Solutions according to Definition 2.1. We devote the rest of this subsection to proving such crucial fact, borrowing ideas from \cite[Section 7]{13}.

**Lemma 5.2.** Let $M$ satisfy Assumption 2.7, and let $p \in (1, \frac{N}{2s})$. Then the operator $(-\Delta_M)^{-s}$ is continuous from $L^p(M)$ to $L^q(M)$ for $q = \frac{Np}{N - 2sp}$. Moreover, if $u, (-\Delta_M)^s u \in L^p(M)$, the following left-inverse formula holds:

$$(-\Delta_M)^{-s} [(-\Delta_M)^s u] = u. \quad (5.8)$$
Proof. As concerns the $L^p$-$L^q$ continuity property of the (linear) operator $(-\Delta_M)^{-s}$, it is a direct consequence of (2.2) via the heat-kernel bound (2.3), thanks to the results of [44] (see also [18, Introduction] for a nice survey). In particular, if we let $\{T_t\}_{t \geq 0}$ denote the subordinated semigroup generated by $(-\Delta_M)^s$, still as a consequence of (2.3) it is not difficult to infer that
\[
\lim_{t \to +\infty} \|T_t u\|_{L^p(M)} = 0,
\]
whereas, in view of the assumptions on $u$ and the definition of $\{T_t\}_{t \geq 0}$, it follows that
\[
\lim_{h \to 0^+} \frac{u - T_h u}{h} = (-\Delta_M)^s u \quad \text{in } L^p(M).
\]
Recalling that the operator $(-\Delta_M)^{-s}$ introduced in (2.8) can equivalently be rewritten as
\[
(-\Delta_M)^{-s} = \int_0^{+\infty} T_t dt
\]
(by means of Fubini’s theorem and subordination), in order to achieve (5.8) one can reproduce verbatim the proof of [35, Proposition 6.2.12], taking advantage of the above properties. \hfill \Box

Proposition 5.3. Let $M$ satisfy Assumption (2.7). Let $u$ be the mild solution to (1.1) corresponding to any nonnegative initial datum $u_0 \in L^1(M) \cap L^\infty(M)$. Then, $u$ is a WDS in the sense of Definition (2.7).\hfill \Box

Proof. We mainly follow ideas behind the proof of [13, Proposition 7.2], which deals with FPME on bounded Euclidean domains, thus we will just emphasize the crucial points for convenience of the reader.

Let us go back to the time discretization procedure introduced in (5.5) (with $T > 0$ arbitrary but fixed). Thanks to Lemma 5.2, the expressions $(-\Delta_M)^{-s}u_k$ and $(-\Delta_M)^{-s}[(-\Delta_M)^s(u_{k+1}^m)]$ make sense as functions in $L^q(M)$ for all $k$, as from Proposition 5.1 we know in particular that $u_k, (-\Delta_M)^s(u_{k+1}^m) \in L^1(M) \cap L^\infty(M)$.

Let us take an arbitrary test function $\psi \in C^1_c((0,T);L^\infty_c(M))$ and set $\psi_k := \psi(t_k,\cdot)$. We multiply (5.5) by $(-\Delta_M)^{-s} \psi_k$, integrate in $M$, and sum all terms over $k = 0, \ldots, n-1$ to get
\[
\sum_{k=0}^{n-1} \int_M [h (-\Delta_M)^s(u_{k+1})^m + u_{k+1}(-\Delta_M)^{-s} \psi_k] d\mu_M = \sum_{k=0}^{n-1} \int_M u_k(-\Delta_M)^{-s} \psi_k d\mu_M.
\]
By using Fubini’s theorem and Lemma 5.2, we then obtain:
\[
\sum_{k=0}^{n-1} \int_M \left[ (-\Delta_M)^{-s} u_{k+1} - (-\Delta_M)^{-s} u_k \right] \psi_k d\mu_M = -h \sum_{k=0}^{n-1} \int_M (u_{k+1})^m \psi_k d\mu_M,
\]
which can be rewritten as
\[
\int_M \left[ \psi_{n-1} (-\Delta_M)^{-s} u_n - \psi_0 (-\Delta_M)^{-s} u_0 \right] d\mu_M
\]
\[
- \sum_{k=1}^{n-1} \int_M (\psi_k - \psi_{k-1}) (-\Delta_M)^{-s} u_k d\mu_M = -h \sum_{k=0}^{n-1} \int_M (u_{k+1})^m \psi_k d\mu_M.
\]

\[= I_1 + I_2\]
As concerns $I_1$, we have:

$$I_1 = \sum_{k=1}^{n-1} h \int_M \frac{\psi_k - \psi_{k-1}}{h} (-\Delta_M)^{-s} u_k \, d\mu_M$$

(5.9)

$$= \sum_{k=1}^{n-1} h \int_M \partial_t \psi(t_k, \cdot) (-\Delta_M)^{-s} (u_k - \tilde{u}_k) \, d\mu_M + \sum_{k=1}^{n-1} h \int_M \partial_t \psi(t_k, \cdot) (-\Delta_M)^{-s} \tilde{u}_k \, d\mu_M + \rho_n,$$

where we set $\tilde{u}_k := u(t_k, \cdot)$ and

$$\rho_n := \sum_{k=1}^{n-1} h \int_M \left[ \frac{\psi_k - \psi_{k-1}}{h} - \partial_t \psi(t_k, \cdot) \right] (-\Delta_M)^{-s} u_k \, d\mu_M.$$

Since $\psi$ belongs to $C^1_c((0, T); L^\infty(M))$ and $\{u_k\}$ is uniformly bounded in every $L^p(M)$ space, the same holds for $\{(-\Delta_M)^{-s} u_k\}$ in some $L^q(M)$ space by virtue of the continuous injections recalled above, thus it is readily seen that $\rho_n \to 0$ as $n \to \infty$. Let us then focus on the other two integrals on the r.h.s. of (5.9). As for the first one, recalling that by construction

$$\sup_{t \in [0, T]} \|u_n(t) - u(t)\|_{L^1(M)} \longrightarrow 0$$

(recall the proof of Proposition 5.1), we have:

$$\sum_{k=1}^{n-1} h \int_M \partial_t \psi(t_k, \cdot) (-\Delta_M)^{-s} (u_k - \tilde{u}_k) \, d\mu_M = \sum_{k=1}^{n-1} h \int_M (-\Delta_M)^{-s} [\partial_t \psi(t_k, \cdot)](u_k - \tilde{u}_k) \, d\mu_M$$

$$\leq \sum_{k=1}^{n-1} h \|(-\Delta_M)^{-s} [\partial_t \psi(t_k)]\|_{L^\infty(M)} \|u_k - \tilde{u}_k\|_{L^1(M)} \leq C \sup_{t \in [0, T]} \|u_n(t) - u(t)\|_{L^1(M)} \sum_{k=1}^{n-1} h \longrightarrow 0,$$

since $h = T/n$, where the constant $C > 0$ depends only on $N, k, c, s$ the support of $\psi$ and the $L^\infty(M)$ norm of $\partial_t \psi$, in agreement with the global estimates provided in Remark 5.1. Note that in the first passage we have exploited Fubini’s theorem, which is easily seen to be applicable still in view of such estimates. On the other hand, we recognize that the second integral is nothing but a Riemann sum of the (continuous, recall Remark 2.1) function

$$t \mapsto \int_M \partial_t \psi(t, \cdot) (-\Delta_M)^{-s} u(t, \cdot) \, d\mu_M,$$

so that

$$\sum_{k=1}^{n-1} h \int_M \partial_t \psi(t_k, \cdot) (-\Delta_M)^{-s} \tilde{u}_k \, d\mu_M \longrightarrow \int_0^T \int_M \partial_t \psi(-\Delta_M)^{-s} u \, d\mu_M \, dt.$$

Hence, by combining the above results, we can deduce that

$$I_1 \longrightarrow \int_0^T \int_M \partial_t \psi(-\Delta_M)^{-s} u \, d\mu_M \, dt.$$

(5.10)

A similar (even simpler) computation, exploiting the fact that also $\{u_n^m\}$ converges to $u^m$ uniformly in $L^1(M)$ thanks to Remark 5.1, yields

$$I_2 \longrightarrow \int_0^T \int_M u^m \psi \, d\mu_M \, dt.$$
Since $\psi$ is compactly supported in time, it is apparent that $\psi_0 = 0$ and $\psi_{n-1} = 0$ for sufficiently large $n$, whence
\[
\int_M [\psi_{n-1} (-\Delta M)^{-s} u_n - \psi_0 (-\Delta M)^{-s} u_0] \, d\mu_M \xrightarrow{n \to \infty} 0. \tag{5.12}
\]
As a consequence of (5.10), (5.11) and (5.12), we finally obtain
\[
\int_0^T \int_M \partial_t \psi (-\Delta M)^{-s} u \, d\mu_M \, dt - \int_0^T \int_M u^m \, \psi \, d\mu_M \, dt = 0.
\]
Given the arbitrariness of $T$ and $\psi$, the above identity shows that $u$ is indeed a WDS, recalling moreover that it is bounded, thus $u^m \in L^1((0,T);L^1_{loc}(M))$, and $L^1(M)$ is included (with continuity) in $L^1_{x_0,G_M^s}(M)$ for every $x_0 \in M$, so that $u$ also belongs to $C^0([0,\infty);L^1_{x_0,G_M^s}(M))$.

5.2. Basic properties of WDS for $L^1(M) \cap L^\infty(M)$ initial data. In this subsection, we provide two crucial propositions yielding stability estimates and inequalities, for approximate WDS, that will be fundamental in order to prove our main results in Section 6.

In the sequel, for the sake of simplicity, when referring to “the” WDS to (1.1) corresponding to $L^1(M) \cap L^\infty(M)$ initial data, we will implicitly mean the one constructed in Propositions 5.1 and 5.2 which therefore enjoys all the properties stated therein.

**Proposition 5.4.** Let $M$ satisfy Assumption 2.1. Let $u$ be the WDS to (1.1) corresponding to any nonnegative initial datum $u_0 \in L^1(M) \cap L^\infty(M)$. Then, we have
\[
\int_M u(t,x)G_M^s(x,x_0) \, d\mu_M(x) \leq \int_M u_0(x)G_M^s(x,x_0) \, d\mu_M(x) \quad \text{for all } t \geq 0 \text{ and all } x_0 \in M, \tag{5.13}
\]
and
\[
\left(\frac{t_0}{t_1}\right)^{m-1} (t_1 - t_0) u^m(t_0,x_0) \leq \int_M \left[u(t_0,x) - u(t_1,x)\right]G_M^s(x,x_0) \, d\mu_M(x) \leq (m-1) \frac{t_1 - t_0}{t_0^{m+1}} u^m(t_0,x_0) \tag{5.14}
\]
for a.e. $(t_0,t_1,t,x_0) \in (\mathbb{R}^+)^3 \times M$, with $0 < t_0 \leq t_1 \leq t$.

**Proof.** We follow closely the lines of proof of [12, Proposition 4.2] and [3, Proposition 3.3], where bounded Euclidean sets and the hyperbolic space are treated, respectively.

In order to prove (5.13), we first notice that the following identity holds:
\[
\int_M u(t_0,x) (-\Delta M)^{-s} \psi(x) \, d\mu_M(x) - \int_M u(t_1,x) (-\Delta M)^{-s} \psi(x) \, d\mu_M(x) = \int_{t_0}^{t_1} \int_M u^m(t,x) \psi(x) \, d\mu_M(x) \, dt \geq 0, \tag{5.15}
\]
for every nonnegative $\psi \in L^\infty_c(M)$, and all $0 < t_0 < t_1$. The proof of (5.15) follows by using (2.12) with the sequence of test functions (with separate variables) $\psi(t,x) = \phi_n(t)\psi(x)$, where $\{\phi_n\} \subset C^1_c((0,\infty))$ is in turn a suitable sequence of time-dependent functions such that $\phi_n(t) \to \chi_{[t_0,t_1]}(t)$ a.e. in $(0,\infty)$ and $\frac{d}{dt}\phi_n \to \delta_{t_0} - \delta_{t_1}$, as $n \to \infty$. Then, equation (5.15) just follows by passing to the limit as $n \to \infty$, recalling the continuity properties of $t \mapsto (-\Delta M)^{-s}u(t,\cdot)$ (see Remark 2.1) and exploiting Fubini’s theorem.
Now fix \( x_0 \in M \), and consider the sequence
\[
\psi^{(x_0)}_n := \frac{\chi_{B_{1/n}(x_0)}}{\mu_M(B_{1/n}(x_0))} \quad \forall n \in \mathbb{N}.
\]
Clearly, each \( \psi^{(x_0)}_n \) is nonnegative and belongs to \( L^\infty(M) \), thus it is an admissible test function in (5.15). Furthermore, since for every \( x \in M \) the map \( y \mapsto \mathcal{G}^s_M(y, x) \) is continuous in \( M \setminus \{ x \} \) (recall the discussion in Subsection 2.2) and \( \psi^{(x_0)}_n \to \delta_{x_0} \) as \( n \to \infty \) in the sense of Radon measures, we obtain
\[
(-\Delta_M)^{-s}(\psi^{(x_0)}_n)(x) = \frac{1}{\mu_M(B_{1/n}(x_0))} \int_{B_{1/n}(x_0)} \mathcal{G}^s_M(y, x) \, d\mu_M(y) \xrightarrow{n \to \infty} \mathcal{G}^s_M(x_0, x) = \mathcal{G}^s_M(x, x_0),
\]
for every \( x \neq x_0 \). On the other hand, from Lemma [3.2] with \( \sigma = 1/n \) and the bound \( \|\psi^{(x_0)}_n\|_\infty \leq Cn^N \) (which follows from (2.4) or simply the local Euclidean structure of any smooth Riemannian manifold), we deduce that there exists \( \overline{C} = \overline{C}(N, k, c, s) > 0 \) such that
\[
(-\Delta_M)^{-s}(\psi^{(x_0)}_n)(x) \leq \overline{C} \mathcal{G}^s_M(x, x_0) \quad \forall x \neq x_0, \forall n \in \mathbb{N}.
\]
(5.17)

By virtue of (2.7), we know that \( \mathcal{G}^s_M(\cdot, x_0) \in L^q(B_R(x_0)) \) for all \( R > 0 \) and \( 1 \leq q < \frac{N}{N-2s} \), so that by (5.16), (5.17) and dominated convergence we infer that
\[
(-\Delta_M)^{-s}(\psi^{(x_0)}_n)(x) \xrightarrow{n \to \infty} \mathcal{G}^s_M(x, x_0) \ \text{in} \ L^q(B_R(x_0))
\]
for all such \( q \). Hence, for every fixed \( R \geq 1 \) and \( \tau > 0 \), it holds
\[
\left| \int_{B_R(x_0)} u(\tau, x) (-\Delta_M)^{-s}(\psi^{(x_0)}_n)(x) \, d\mu_M(x) - \int_{B_R(x_0)} u(\tau, x) \mathcal{G}^s_M(x, x_0) \, d\mu_M(x) \right| \\
\leq \|u(\tau)\|_{L^q(M)} \left\| (-\Delta_M)^{-s}(\psi^{(x_0)}_n) - \mathcal{G}^s_M(\cdot, x_0) \right\|_{L^q(B_R(x_0))} \xrightarrow{n \to \infty} 0.
\]
Moreover, we also have that
\[
\left| \int_{M \setminus B_R(x_0)} u(\tau, x) (-\Delta_M)^{-s}(\psi^{(x_0)}_n)(x) \, d\mu_M(x) - \int_{M \setminus B_R(x_0)} u(\tau, x) \mathcal{G}^s_M(x, x_0) \, d\mu_M(x) \right| \xrightarrow{n \to \infty} 0;
\]
indeed, by (5.17) and the fact that \( u(\tau, \cdot) \in L^1_{x,0} \mathcal{G}^s_M(M) \), it holds
\[
u(\tau, x) (-\Delta_M)^{-s}(\psi^{(x_0)}_n)(x) \leq \overline{C} u(\tau, x) \mathcal{G}^s_M(x, x_0) \in L^1(M \setminus B_R(x_0)) \quad \text{for a.e.} \ x \neq x_0, \forall n \in \mathbb{N},
\]
whence the claim, still by (5.15) and dominated convergence. As a result, we can apply (5.15) with \( \psi = \psi^{(x_0)}_n \) and let \( n \to \infty \), to get
\[
\int_M u(t_1, x) \mathcal{G}^s_M(x, x_0) \, d\mu_M(x) \leq \int_M u(t_0, x) \mathcal{G}^s_M(x, x_0) \, d\mu_M(x),
\]
namely inequality (5.14) upon choosing \( t_1 = t \) and letting \( t_0 \to 0 \) (it is readily seen that the r.h.s. is actually stable).

Finally, we omit the proof of (5.14), as it follows by repeating the arguments of [5], Proposition 3.3 – Step 3 and Step 4, with inessential changes (just note that the starting point is still (5.15) plus the monotonicity property (5.2)).
Proposition 5.5. Let $M$ satisfy Assumption 2.1. Let $u$ be the WDS to (1.1) corresponding to any nonnegative initial datum $u_0 \in L^1(M) \cap L^\infty(M)$. Then, we have
\[
\|u(t)\|_{L^1_{x_0,c_M^s}} \leq C \|u_0\|_{L^1_{x_0,c_M^s}}
\] for all $t \geq 0$ and all $x_0 \in M$, (5.18)
for some $C = C(N,k,c,s) > 0$. More in general, if $u,v$ are two ordered WDS to problem (1.1) corresponding to nonnegative initial data $u_0,v_0 \in L^1(M) \cap L^\infty(M)$, respectively, it holds
\[
\|u(t) - v(t)\|_{L^1_{x_0,c_M^s}} \leq C \|u_0 - v_0\|_{L^1_{x_0,c_M^s}}
\] for all $t \geq 0$ and all $x_0 \in M$. (5.19)
Furthermore, for all $0 < R \leq 1$, we have
\[
R^{N-2s} \int_{M \setminus B_R(x_0)} u(t,x) \mathbb{G}_M^s(x,x_0) \, d\mu_M(x) \leq C \|u(t)\|_{L^1_{x_0,c_M^s}}
\] for all $t \geq t_0 > 0$ and all nonnegative $\psi \in L^\infty_c(M)$. Therefore, by Lemma 3.3 we readily deduce that
\[
\|u(t)\|_{L^1_{x_0,c_M^s}} \leq C \|u(t_0)\|_{L^1_{x_0,c_M^s}}
\] for some $C = C(N,k,c,s) > 0$. Estimate (5.18) just follows by letting $t_0 \to 0$, recalling that $u(t)$ is continuous as a curve with values in $L^1_{x_0,\mathbb{G}_M^s}(M)$.

As far as (5.19) is concerned, it is enough to observe that by taking the difference between (5.14) and the same identity applied to $v$ we have
\[
\int_M \left[ u(t_0,x) - v(t_0,x) \right] (-\Delta_M)^{-s} \psi(x) \, d\mu_M(x) - \int_M \left[ u(t_1,x) - v(t_1,x) \right] (-\Delta_M)^{-s} \psi(x) \, d\mu_M(x)
\]
\[
= \int_{t_0}^{t_1} \int_M \left[ u^m(t,x) - v^m(t,x) \right] \psi(x) \, d\mu_M(x) \, dt \geq 0,
\]
where we assume that $u \geq v$ (otherwise one swaps the two solutions). Then, we repeat exactly the same argument as above.

In order to prove (5.20), we pick $\psi(x) = \psi(x_0)(x) = \chi_{B_{1/2}(x_0)}(x)$. By Lemma 3.2 (with $\sigma = 1/2$), we infer that there exist three positive constants $C_1,C_1,C_2$, only dependent on $N,k,c,s$, such that for every $0 < R \leq 1$ it holds
\[
R^{N-2s} \int_{M \setminus B_R(x_0)} u(t,x) \mathbb{G}_M^s(x,x_0) \, d\mu_M(x) \leq \int_M u(t,x) (-\Delta_M)^{-s} \psi(x_0)(x) \, d\mu_M(x)
\]
\[
\leq \int_{B_{2}(x_0)} u(t,x) (-\Delta_M)^{-s} \psi(x_0)(x) \, d\mu_M(x) + \int_{M \setminus B_{2}(x_0)} u(t,x) (-\Delta_M)^{-s} \psi(x_0)(x) \, d\mu_M(x)
\]
\[
\leq C_1 \int_{B_{2}(x_0)} u(t,x) \, d\mu_M(x) + C_2 \int_{M \setminus B_{2}(x_0)} u(t,x) \mathbb{G}_M^s(x,x_0) \, d\mu_M(x),
\]
that limiting process relying on the monotone approximation of a nonnegative initial datum $U_{DS}$ (see Section 5) and then extended to general $WDS$, by means of a (relatively) standard least) boundedness Theorem 2.4 when passing to the limit in the second term on the l.h.s. of (2.12), which requires (at $R > 0$ for all $t$).

6. Proof of Theorems 2.4, 2.6 and 2.7

Following a similar strategy to [12], all the main results will first be established for approximate WDS (see Section 5) and then extended to general WDS, by means of a (relatively) standard limiting process relying on the monotone approximation of a nonnegative initial datum $u_0$, that merely belongs to $L^1_{G^1_M}(M)$, with a sequence of “truncated” data $u_{0,n} \in L^1(M) \cap L^\infty(M)$.

Before, we provide an anticipation of a smoothing effect, that will be needed only in the proof of Theorem 2.4 when passing to the limit in the second term on the l.h.s. of (2.12), which requires (at least) boundedness $L^\infty_{loc}(M)$. Moreover, certain estimates provided along the proof will also serve as key starting points for establishing the “real” smoothing effects stated in Theorems 2.6 and 2.7.

Proposition 6.1. Let $M$ satisfy Assumption 2.1 Let $u$ be the WDS to (1.1) corresponding to any nonnegative initial datum $u_0 \in L^1(M) \cap L^\infty(M)$. Then, there exists $C = C(N, k, c, s, m) > 0$ such that

$$
\|u(t)\|_{L^\infty(M)} \leq C \left( \|u_0\|_{L^1_{G^1_M}(M)} \vee \|u_0\|_{L^\infty_{G^1_M}(M)} \right) \quad \forall t > 0 .
$$

Proof. We first comment that, in the following, inessential numerical constants will always be denoted by $C$. The key ingredient is the following estimate, which is a simple consequence of (5.14) with the choice $t_1 = 2t_0$ (let $t_0 > 0$ be arbitrary but fixed):

$$
u^m(t_0, x_0) \leq \frac{2^m}{t_0} \int_M u(t_0, x) \mathbb{G}^s_M(x, x_0) \, d\mu_M(x)$$

$$= \frac{2^{m-1}}{t_0} \int_{B_R(x_0)} u(t_0, x) \mathbb{G}^s_M(x, x_0) \, d\mu_M(x) + \frac{2^{m-1}}{t_0} \int_{M \setminus B_R(x_0)} u(t_0, x) \mathbb{G}^s_M(x, x_0) \, d\mu_M(x) ,
$$

for all $R > 0$. Note that (6.2), actually, holds for almost every $t_0 > 0$ and $x_0 \in M$, but this is not an issue to our purposes given the time continuity properties of $u$ and the fact that we take essential suprema (even though we will not mention it explicitly).

In order to handle (I), first we prove the following Green function estimate, valid under our running assumptions:

$$
\int_{B_R(x_0)} \mathbb{G}^s_M(x, x_0) \, d\mu_M(x) \leq CR^{2s} \quad \text{for all } 0 < R \leq 1 ,
$$

for some $C = C(N, k, c, s) > 0$. To this aim, let $\mathcal{H}^N_{M}$ denote the $(N - 1)$-dimensional Hausdorff measure on $M$. As a consequence of the celebrated Bishop-Gromov theorem (see e.g. [34 Theorem 1.1]), it is readily seen that $\mathcal{H}^N_{M}(\partial B_r(x_0)) \leq C r^{N-1}$ for every $r \in (0, 1]$ and every $x_0 \in M$, where
Hence, going back to (6.2) and (6.4), we deduce that
\[
\int_{B_R(x_0)} \mathbb{G}^s_M(x, x_0) \, d\mu_M(x) \leq C \int_{B_R(x_0)} \frac{1}{r(x, x_0)^{N-2s}} \, d\mu_M(x)
\]
\[
= C \int_0^R \frac{1}{r^{N-2s}} \mathcal{H}^{N-1}_M(\partial B_r(x_0)) \, dr \leq CR^{2s},
\]
which is precisely the claim. Having established (6.3), it follows that
\[
\left( I \right) \leq \frac{1}{m} \|u(t_0)\|_{L^\infty(M)}^m + \frac{C}{t_0^{m-1}} \left( \int_{B_R(x_0)} \mathbb{G}^s_M(x, x_0) \, d\mu_M(x) \right)^{\frac{m}{m-1}}\]
\[
\leq \frac{1}{m} \|u(t_0)\|_{L^\infty(M)}^m + \frac{C}{t_0^{m-1}} R^{2s} \text{ for all } 0 < R \leq 1,
\]
where \( C > 0 \) is another constant depending only on \( N, k, c, s, m \).

In order to bound \((II)\), note that from (6.20) we know that for all \( x_0 \in M \) and all \( 0 < R \leq 1 \) it holds
\[
R^{N-2s} \int_{M \setminus B_R(x_0)} u(t_0, x) \mathbb{G}^s_M(x, x_0) \, d\mu_M(x) \leq C \|u(t_0)\|_{L^1_{x_0, G}^*}.
\]
Hence, going back to (6.2) and (6.3), we deduce that
\[
u^m(t_0, x_0) \leq \frac{1}{m} \|u(t_0)\|_{L^\infty(M)}^m + \frac{C}{t_0^{m-1}} R^{2s} \|u(t_0)\|_{L^1_{x_0, G}^*},
\]
still for all \( 0 < R \leq 1 \). Taking the supremum over \( x_0 \in M \) and recalling the definition of the norm \( \| \cdot \|_{L^1_{G}^*} \), we thus obtain
\[
\|u(t_0)\|_{L^\infty(M)}^m \leq C \frac{R^{2s}}{t_0^{m-1}} \left( \frac{1}{t_0^{1/(m-1)}} \right)
\]
(6.5)
Note that both sides are finite since \( u(t_0) \in L^1(M) \cap L^\infty(M) \), and \( L^1(M) \) is included with continuity in \( L^1_{G}^* \). By choosing
\[
R = \left( \frac{1}{t_0^{m-1}} \|u(t_0)\|_{L^1_{G}^*} \right)^{(m-1)\theta_1}
\]
and plugging it into (6.5), we end up with the following bound:
\[
\|u(t_0)\|_{L^\infty(M)} \leq C \frac{\|u(t_0)\|_{L^1_{G}^*}^{2\theta_1}}{t_0^{N\theta_1}} \leq C \frac{\|u_0\|_{L^1_{G}^*}^{2\theta_1}}{t_0^{N\theta_1}},
\]
(6.7)
where in the last passage we have exploited the stability estimate (5.18) (up to taking the supremum over \( x_0 \in M \)). We point out that (6.7) holds subject to \( R \leq 1 \) in (6.6), which is achieved provided
\[
\left( \frac{1}{t_0^{m-1}} \|u_0\|_{L^1_{G}^*} \right)^{(m-1)\theta_1} \leq C,
\]
by virtue of (5.18) (where we recall that a multiplicative constant is present on the right-hand side bound).
Given the arbitrariness of $t_0$, we finally obtain
\[ \|u(t)\|_{L^\infty(M)} \leq C \frac{\|u_0\|_{L^1_{x_0,G_M}(M)}}{t^{\frac{\alpha}{\beta}}} \quad \text{for all} \quad t \leq C \frac{\|u_0\|_{L^1_{x_0,G_M}(M)}}{}.
\]

It is readily checked that, at the borderline time $t_* = C \frac{\|u_0\|_{L^1_{x_0,G_M}(M)}}{}$, the above bound entails
\[ \|u(t_*)\|_{L^\infty(M)} \leq C \frac{\|u_0\|_{L^1_{x_0,G_M}(M)}}{}, \]
whence (6.1) follows from (6.7) recalling that $L^p(M)$ norms are non-increasing along the nonlinear semigroup constructed in Subsection 5.1.

\[ \square \]

6.1. Proof of Theorem 2.4. We proceed by (monotone) approximation in terms of the mild solutions introduced in Subsection 5.1 corresponding $L^1(M) \cap L^\infty(M)$ initial data, which by virtue of Proposition 5.3 are also WDS. More precisely, our weak dual solution corresponding to a nonnegative $u_0 \in L^1_{x_0,G_M}(M)$ will be obtained as a limit of a pointwise monotone sequence of such mild solutions.

To our purposes, for every $n \in \mathbb{N}$ we set
\[ u_{0,n} := \chi_{B_n(o)}(u_0 \wedge n), \]
where $o \in M$ is any fixed point. Since each $u_{0,n}$ is bounded and compactly supported, it is apparent that $u_{0,n} \in L^1(M) \cap L^\infty(M)$, and by construction $u_{0,n} \leq u_{0,n+1} \leq u_0$. If we let $u_n = u_{n}(t,x)$ denote the (mild and) WDS to (1.1) with initial datum $u_{0,n}$, in view of the comparison principle entailed by (5.1) we deduce that $u_n(t,x) \leq u_{n+1}(t,x)$ for every $t > 0$ and a.e. $x \in M$, namely also the sequence of solutions $\{u_n\}$ is monotone increasing. As a result, the pointwise limit
\[ u(t,x) := \lim_{n \to \infty} u_n(t,x) \quad (6.8) \]
eXists, and it is therefore our candidate to be the weak dual solution starting from $u_0$. What follows aims at showing that $u$ is indeed the sought solution.

**Convergence occurs in** $C^0([0,T]; L^1_{x_0,G_M}(M))$. Thanks to the stability estimate (5.18), we have that
\[ \|u_n(t)\|_{L^1_{x_0,G_M}(M)} \leq C \|u_{0,n}\|_{L^1_{x_0,G_M}(M)} \quad \text{for all} \quad t \geq 0 \text{ and all } x_0 \in M. \]

By the monotone convergence theorem, it is plain that $u_{0,n} \to u_0$ \textit{in} $L^1_{x_0,G_M}(M)$ as $n \to \infty$, so that by Fatou’s lemma we obtain
\[ \|u(t)\|_{L^1_{x_0,G_M}(M)} \leq C \|u_0\|_{L^1_{x_0,G_M}(M)} \quad \text{for all} \quad t \geq 0 \text{ and all } x_0 \in M, \quad (6.9) \]

which in particular yields $u(t,\cdot) \in L^1_{x_0,G_M}(M)$ for all $t > 0$. Hence, again by monotone convergence, we deduce that $u_n(t,\cdot) \to u(t,\cdot)$ \textit{in} $L^1_{x_0,G_M}(M)$ as $n \to \infty$. Therefore, if we show that the sequence $\{u_n\}$ is uniformly equicontinuous in $C^0([0,T]; L^1_{x_0,G_M}(M))$, for every fixed $T > 0$, by Ascoli–Arzelà theorem we can infer that convergence actually takes place in such space, and in particular $u \in C^0([0,T]; L^1_{x_0,G_M}(M))$ as required in Definition 2.1.

To this end, let $\varepsilon > 0$ be fixed. We pick $n_0 \in \mathbb{N}$ so large that
\[ \|u_0 - u_{0,n_0}\|_{L^1_{x_0,G_M}(M)} \leq \frac{\varepsilon}{4C}, \]
where $C > 0$ is the constant appearing in (5.19). Since $t \mapsto u_{n_0}(t,\cdot)$ is a (uniformly) continuous curve with values in $L^1_{x_0,G_M}(M)$, there exists $\delta > 0$ such that $\|u_{n_0}(t) - u_{n_0}(s)\|_{L^1_{x_0,G_M}(M)} \leq \frac{\varepsilon}{2}$ for every
t, s \geq 0 \text{ with } |t - s| \leq \delta. \text{ Hence, by virtue of the triangle inequality and the stability estimate \((5.19)\), (recall that the sequence } \{u_n\} \text{ is ordered), we obtain:}
\[
\|u_n(t) - u_m(s)\|_{L^1_{x_0}C^1_M} \leq \|u_n(t) - u_m(t)\|_{L^1_{x_0}C^1_M} + \|u_m(t) - u_m(s)\|_{L^1_{x_0}C^1_M} + \|u_n(s) - u_m(s)\|_{L^1_{x_0}C^1_M} \\
\leq 2C \|u_{0,n} - u_{0,m}\|_{L^1_{x_0}C^1_M} + \|u_m(t) - u_m(s)\|_{L^1_{x_0}C^1_M} \leq \frac{\varepsilon}{2} + \frac{\varepsilon}{2} = \varepsilon,
\]
for every \(n \geq n_0\) and \(t, s \geq 0 \text{ with } |t - s| \leq \delta\). This proves uniform equicontinuity in \(L^1_{x_0}C^1_M(M)\), so that \(t \mapsto u(t, \cdot)\) is also a continuous curve with values in \(L^1_{x_0}C^1_M(M)\) satisfying \(u(0, \cdot) = u_0\).

**Convergence occurs in** \(L^m((0, T); L^m_{loc}(M))\). \(\text{Thanks to the smoothing effect established in Proposition } \text{(6.1)} \text{ along with the fact that } u_{0,n} \leq u_0, \text{ we have:}\)
\[
\|u_n(t)\|_{L^\infty(M)} \leq C \left( \frac{\|u_{0,n}\|_{L^1_{x_0}C^1_M}}{t^N\vartheta_1} \vee \|u_{0,n}\|_{L^1_{0,M}} \right) \leq C \left( \frac{\|u_0\|_{L^1_{x_0}C^1_M}}{t^N\vartheta_1} \vee \|u_0\|_{L^1_{0,M}} \right) \forall t > 0, \quad (6.10)
\]
for every \(n \in \mathbb{N}\). \(\text{Because the } L^\infty(M) \text{ norm is lower semicontinuous w.r.t. pointwise convergence, upon passing to the limit in } \text{(6.10)} \text{ as } n \to \infty, \text{ we end up with}\)
\[
\|u(t)\|_{L^\infty(M)} \leq \lim_{n \to \infty} \|u_n(t)\|_{L^\infty(M)} \leq C \left( \frac{\|u_0\|_{L^1_{x_0}C^1_M}}{t^N\vartheta_1} \vee \|u_0\|_{L^1_{0,M}} \right) \forall t > 0.
\]

As a result, \(\text{for every } r > 0 \text{ and } T > 0 \text{ we have:}\)
\[
\int_0^T \int_{B_{r}(0)} u^m(t, x) \, d\mu_M(x) \, dt \leq \int_0^T \|u(t)\|_{L^m(M)}^{m-1} \int_{B_{r}(0)} u(t, x) \, d\mu_M(x) \, dt \\
\leq C \int_0^T \left( \frac{\|u_0\|_{L^1_{x_0}C^1_M}^{2s(m-1)}}{t^N(m-1)\vartheta_1} \vee \|u_0\|_{L^1_{0,M}}^{m-1} \right) \int_{B_{r}(0)} u(t, x) \, d\mu_M(x) \, dt.
\]

Because \(N(m - 1)\vartheta_1 < 1\) and \(L^1_{G^1_M}(M)\) is included with continuity in \(L^1(B_r(0))\), from the above estimate and \((6.9)\) \(\text{up to taking the sup over } x_0 \in M\), we deduce that \(u^m \in L^1((0, T); L^1_{loc}(M))\), or equivalently \(u \in L^m((0, T); L^m_{loc}(M))\).

Again, by monotonicity, this shows in particular that \(u_n \to u\) also in \(L^m((0, T); L^m_{loc}(M))\).

**Passing to the limit in the weak dual formulation.** \(\text{Having just shown that } u \text{ belongs to the required functional spaces and } u(0, \cdot) = u_0, \text{ we are just left with proving that it satisfies the weak dual formulation } (2.12).\)

Since each approximate solution \(u_n\) is a WDS, \(\text{we know that}\)
\[
\int_0^T \int_M \partial_t \psi (-\Delta_M)^{-s} u_n \, d\mu_M \, dt - \int_0^T \int_M u^n_m \psi \, d\mu_M \, dt = 0 \quad \forall n \in \mathbb{N}, \quad (6.11)
\]
for every \(T > 0\) and every \(\psi \in C^1_c((0, T); L^\infty(M))\). \(\text{Thanks to the convergence of } u_n \to u \text{ in } L^m((0, T); L^m_{loc}(M)), \text{ we can safely pass to the limit in the second term on the l.h.s. of } (6.11) \text{ to get}\)
\[
\int_0^T \int_M u^n_m \psi \, d\mu_M \, dt \xrightarrow{n \to \infty} \int_0^T \int_M u^m \psi \, d\mu_M \, dt.
\]
As for the first term, we already know that $u \in C^0([0,T]; L^1_{x_0,C^{1,1}_M} (M))$; therefore, in the light of Remark 2.1, we have that $(-\Delta_M)^{-s} u \in C^0([0,T]; L^1_{loc}(M))$. By the definition of the operator $(-\Delta_M)^{-s}$, it is apparent that also $\{(-\Delta_M)^{-s} u_n\}$ is a monotone increasing sequence pointwise converging to $(-\Delta_M)^{-s} u$, thus convergence surely occurs in $L^1((0,T); L^1_{loc}(M))$, whence

$$
\int_0^T \int_M \partial_t \psi (-\Delta_M)^{-s} u_n \, d\mu_M \, dt \xrightarrow{n \to \infty} \int_0^T \int_M \partial_t \psi (-\Delta_M)^{-s} u \, d\mu_M \, dt,
$$

which this completes the proof. □

**Proof of Corollary 2.5.** The argument is an adaptation to the present setting of the proof of Theorem 4.5 in [13], so we sketch it here for the reader’s convenience.

Let $\{u_n\}$ be the monotone increasing sequence of approximate solutions introduced in the proof of Theorem 2.4 and consider any other monotone increasing sequence $\{v_{0,k}\} \subset L^1(M) \cap L^\infty(M)$, with $v_{0,k} \geq 0$, such that $v_{0,k} \to u_0$ pointwise as $k \to \infty$. Upon repeating exactly the same construction as in the just mentioned proof, it is readily seen that one obtains another weak dual solution $v$ to problem (1.1). We want to show that $u = v$. To this aim, estimate (6.19) applied with $(u, v) = (u_n, v_k)$ yields

$$
\|u_n(t) - v_k(t)\|_{L^1(x_0, c^1_M)} \leq C \|u_{0,n} - v_{0,k}\|_{L^1(x_0, c^1_M)} \quad \text{for all } t \geq 0 \text{ and all } x_0 \in M,
$$

(6.12)

for every $n, k \in \mathbb{N}$. Passing to the limit in (6.12) first as $n \to \infty$ and then as $k \to \infty$, we thus end up with

$$
\|u(t) - v(t)\|_{L^1(x_0, c^1_M)} = \lim_{k \to \infty} \lim_{n \to \infty} \|u_n(t) - v_k(t)\|_{L^1(x_0, c^1_M)} \leq 0 \quad \text{for all } t \geq 0 \text{ and all } x_0 \in M,
$$

namely the assertion. □

6.2. **Proof of Theorem 2.6.** Without loss of generality, we can restrict ourselves to initial data in $L^1(M) \cap L^\infty(M)$ and the corresponding mild solutions constructed in Section 5 since each of the smoothing effects (2.13), (2.14) and (2.15) is stable under the (monotone) passage to the limit (6.8) (note that in this case $u_n \to u$ in $C^0([0,T]; L^1(M))$).

In order to prove (2.13), we go back to (6.2) and simply observe that, for all $R > 0$, it holds

$$
(II) \leq C \int_{M \setminus B_R(x_0)} u(t_0, x) \frac{1}{r(x,x_0)^{N-2s}} \, d\mu_M(x) \leq C \frac{\|u(t_0)\|_{L^1(M)}}{R^{N-2s}},
$$

(6.13)

where we have used (2.7). By combining (6.13) and (6.4), and taking the supremum over $x_0 \in M$, we obtain

$$
\|u(t_0)\|_{L^\infty(M)}^m \leq C \frac{R^{2m-1}}{t_0^{m-1}} \left( 1 + \frac{1}{t_0^{m-1}} \frac{\|u(t_0)\|_{L^1(M)}}{R^{m-1}} \right)^{(m-1)\vartheta_1} \quad \text{for all } 0 < R \leq 1.
$$

(6.14)

If we now choose

$$
R = \left( \frac{1}{t_0^{m-1}} \frac{\|u(t_0)\|_{L^1(M)}}{t_0^{m-1}} \right)^{(m-1)\vartheta_1}
$$

(6.15)

and plug it into (6.14), we infer that

$$
\|u(t_0)\|_{L^\infty(M)} \leq C \frac{\|u(t_0)\|_{L^1(M)}^{2s\vartheta_1}}{t_0^{N\vartheta_1}} \leq C \frac{\|u_0\|_{L^1(M)}^{2s\vartheta_1}}{t_0^{N\vartheta_1}},
$$

(6.16)
where in the last passage we have exploited the fact that the $L^1(M)$ norm is nonincreasing in time (namely (6.3)). Note that (6.16) holds subject to $R \leq 1$ in (6.15), which is achieved provided

$$\left(\frac{t_0^{-1}}{m-1} \|u_0\|_{L^1(M)}\right)^{(m-1)\theta_1} \leq 1,$$

using again the time monotonicity of the $L^1(M)$ norm. Because, at the borderline time $t_* = \|u_0\|_{L^1(M)}^{(m-1)}$, estimate (6.16) yields $\|u(t_*)\|_{L^\infty(M)} \leq C\|u_0\|_{L^1(M)}$, the smoothing effect (2.13) follows upon noticing again that $L^p(M)$ norms (in particular for $p = \infty$) are nonincreasing along the semigroup of mild solutions.

Under Assumption 2.2 i.e. when $M$ is a Cartan-Hadamard manifold, it suffices to observe that (6.14) is valid for all $R > 0$ as, in this case, estimate (6.1) replaces (6.3). As a result, the previous strategy holds without any smallness constraint on $R$, and therefore on $t_0$ as well.

We finally turn to the proof of (2.15), under Assumption 2.3. First of all, we recall estimate (3.10), which in particular entails

$$\int_{B_R(x_0)} G^s_M(x,x_0) d\mu_M(x) \leq CR^s \quad \forall R \geq 1. \quad (6.17)$$

Let us go back again to (6.2), and properly bound the two items on the rightmost side. As for the first one, upon reasoning exactly as in (6.4) (using (6.17) instead), we get

$$(I) \leq \frac{1}{m} \|u(t_0)\|_{L^\infty(M)}^m + \frac{C}{t_0^{m-1}} R^{\frac{m}{m-1}} \quad \forall R \geq 1. \quad (6.18)$$

In order to handle the second one, it is convenient to exploit the pointwise bound (3.9):

$$(II) \leq \frac{C}{t_0} \int_{M \setminus B_R(x_0)} u(t_0,x) e^{-\sqrt{c}(N-1)r(x,x_0)} r(x,x_0)^{1-s} d\mu_M(x) \leq \frac{C}{t_0} \frac{\|u(t_0)\|_{L^1(M)}}{R^{1-s} e^{(N-1)\sqrt{c}R}} \quad \forall R \geq 1. \quad (6.19)$$

By combining (6.2), (6.18) and (6.19), recalling again that $\|u(t_0)\|_{L^1(M)} \leq \|u_0\|_{L^1(M)}$ and taking the supremum over $x_0 \in M$, we end up with

$$\|u(t_0)\|_{L^\infty(M)}^m \leq C \frac{R^{\frac{m}{m-1}}}{t_0^{m-1}} \left(1 + \frac{t_0^{-1} \|u_0\|_{L^1(M)}}{e^{(N-1)\sqrt{c}R}}\right) \quad \forall R \geq 1, \quad (6.20)$$

where in the second term inside parentheses we have discarded a power of $R$ at the denominator, since it does not contribute to any improvement of the final estimate. Choosing now

$$R = \frac{1}{(N-1)\sqrt{c}} \log \left(\frac{1}{t_0^{m-1}} \|u_0\|_{L^1(M)}\right) \geq 1 \quad \iff \quad t_0 \geq e^{(N-1)(m-1)\sqrt{c} \|u_0\|_{L^1(M)}},$$

inequality (6.20) gives (2.15), and this concludes the proof of Theorem 2.6.

6.3. Proof of Theorem 2.7. Similarly to the proof of Theorem 2.6 the idea is to first establish the smoothing estimates (2.16)–(2.17) on approximate mild solutions, and then pass to the limit by monotonicity. However, here we need to be more cautious, since as observed in Remark 4.1 monotone increasing sequences in general do not converge strongly in the space $L^p_G(M)$. For such reason, we prefer in this case to keep the explicit symbol $u_n$ of the approximate mild solutions constructed in the proof of Theorem 2.4 and then pass to the limit as $n \to \infty$. 

□
By the proof of Proposition 6.1 we can infer that there exists $C_1 = C_1(N, k, c, s, m) > 0$ such that

$$
\|u_n(t)\|_{L^\infty(M)} \leq C_1 \left( \frac{\|u_n(t)\|_{L^1_{cM}}}{t^{N\delta_1}} \vee \|u_0, n\|_{L^1_{cM}} \right) \quad \forall t > 0,
$$

(6.21)

for every $n \in \mathbb{N}$. Note that (6.21) is a direct consequence of (6.7) and the same reasoning as in the end of the proof of Proposition 6.1. Since $u_{0, n} \leq u_0$ and $u_n \leq u$, we deduce that

$$
\|u_n(t)\|_{L^\infty(M)} \leq C_1 \left( \frac{\|u(t)\|_{L^1_{cM}}}{t^{N\delta_1}} \vee \|u_0\|_{L^1_{cM}} \right) \quad \forall t > 0,
$$

whence

$$
\|u(t)\|_{L^\infty(M)} \leq \liminf_{n \to \infty} \|u_n(t)\|_{L^\infty(M)} \leq C_1 \left( \frac{\|u(t)\|_{L^1_{cM}}}{t^{N\delta_1}} \vee \|u_0\|_{L^1_{cM}} \right) \quad \forall t > 0,
$$

namely the leftmost inequality in (2.10). As for the rightmost inequality, it is enough to notice that $\|u(t)\|_{L^1_{c\alpha_4 M}} \leq C\|u_0\|_{L^1_{c\alpha_4 M}}$, which follows upon taking the supremum over $x_0 \in M$ in (6.9). We now deal with the proof of the long-time behavior, i.e. (2.17). To this aim, first of all we notice that (6.4) (with $u = u_n$) holds for all $R > 0$ under Assumption 2.2 as a consequence of (6.7). Besides, for all $R \geq 1$ we have

(II) $\leq \frac{C}{t_0} \|u_n(t_0)\|_{L^{1, \alpha_4}_{c\alpha_4 M}},$

this being a direct consequence of the definition of $\| \cdot \|_{L^{1, \alpha_4}_{c\alpha_4 M}}$. Therefore, by proceeding similarly to the proof of Proposition 6.1 we end up with the following bound, valid for every $R \geq 1$ and (almost every) $x_0 \in M$:

$$
u_n(t_0, x_0) \leq \frac{1}{m} \|u_n(t_0)\|_{L^\infty(M)}^m + \frac{C}{t_0} R^{\frac{2m}{m-1}} + \frac{C}{t_0} \|u_n(t_0)\|_{L^{1, \alpha_4}_{c\alpha_4 M}} \leq \frac{1}{m} \|u_n(t_0)\|_{L^\infty(M)}^m + \frac{C}{t_0} R^{\frac{2m}{m-1}} + \frac{C}{t_0} \|u_0, n\|_{L^{1, \alpha_4}_{c\alpha_4 M}}.
$$

Taking the supremum over $x_0$ and raising to the power $\frac{1}{m}$ yields

$$
\|u_n(t_0)\|_{L^\infty(M)} \leq \frac{C}{t_0} R^{\frac{2m}{m-1}} + \frac{C}{t_0} \|u_0, n\|_{L^{1, \alpha_4}_{c\alpha_4 M}} \leq \frac{C}{t_0} R^{\frac{2m}{m-1}} + \frac{C}{t_0} \|u_0\|_{L^{1, \alpha_4}_{c\alpha_4 M}},
$$

whence, letting $n \to \infty$,

$$
\|u(t_0)\|_{L^\infty(M)} \leq \liminf_{n \to \infty} \|u_n(t_0)\|_{L^\infty(M)} \leq \frac{C}{t_0} R^{\frac{2m}{m-1}} + \frac{C}{t_0} \|u_0\|_{L^{1, \alpha_4}_{c\alpha_4 M}},
$$
still for all $R \geq 1$. The best choice in such bound is clearly $R = 1$, which gives
\[
\|u(t_0)\|_{L^\infty(M)} \leq C \left( \frac{1}{t_0^{m-1}} + \frac{\|u_0\|_{L^1_{G,M}}}{t_0^m} \right)
\leq \frac{C}{t_0^m} \|u_0\|_{L^1_{G,M}} \left( \frac{1}{t_0^{m-1}} \right) \|u_0\|_{L^1_{G,M}}^{\frac{1}{m}} + 1 \leq \frac{C}{t_0^m} \|u_0\|_{L^1_{G,M}}^{\frac{1}{m}}
\]
provided $t_0 \geq \|u_0\|_{L^1_{G,M}}^{(m-1)}$, that is (2.17).

7. Open problems

We conclude the paper by listing some open problems that might turn out to be interesting directions for future research.

- **Solutions that may change sign:** Extend our results to signed solutions. Extension methods as in [3] might be useful to this end.
- **Uniqueness:** Show that WDS are unique, not only the ones obtained by limits of monotone approximations, as done here. Such result is known from [27] in the Euclidean case for very weak solutions.
- **Mass conservation:** For positive, integrable solutions to (1.1), prove that $\|u(t)\|_1 = \|u(0)\|_1$ for all such solutions and all $t > 0$. Precise bounds for the fractional Laplacian of a test function should be proved, which is not elementary on general manifolds.
- **Large time behaviour:** Prove existence of fundamental solutions, namely positive solutions taking a Dirac delta as initial datum, and investigate their role in the asymptotic behaviour of general solutions as holds in the Euclidean case: see [47], [15] for the Euclidean non-fractional case, and as concerns existence a uniqueness only and in the non-fractional case again, and [28] in negatively curved manifolds.
- **Global Harnack Principle and convergence in relative error:** Prove (explicit) pointwise upper and lower bounds for solutions in the spirit of the results in the euclidean setting: [11] in fractional fast diffusive range $m < 1$, [10] for the fractional heat equation, $m = 1$, and [9], for the local fast diffusion equation, possibly with weights. Show that this implies convergence in relative error with respect to the fundamental solution with the same mass, as in [9], and possibly characterize the class of data for which the GHP and the convergence in relative error holds.
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