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Abstract

In the era of Deep Neural Network based solutions for a variety of real-life tasks, having a compact and energy-efficient deployable model has become fairly important. Most of the existing deep architectures use Rectifier Linear Unit (ReLU) activation. In this paper, we propose a novel idea of rotating the ReLU activation to give one more degree of freedom to the architecture. We show that this activation wherein the rotation is learned via training results in the elimination of those parameters/filters in the network which are not important for the task. In other words, rotated ReLU seems to be doing implicit sparsification. The slopes of the rotated ReLU activations act as coarse feature extractors and unnecessary features can be eliminated before retraining. Our studies indicate that features always choose to pass through a lesser number of filters in architectures such as ResNet and its variants. Hence, by rotating the ReLU, the weights or the filters that are not necessary are automatically identified and can be dropped thus giving rise to significant savings in memory and computation. Furthermore, in some cases, we also notice that along with saving in memory and computation we also obtain improvement over the reported performance of the corresponding baseline work in the popular datasets such as MNIST, CIFAR-10, CIFAR-100, and SVHN.

I. INTRODUCTION

Machine Learning has gained a lot of attention recently for surpassing human-level performance in solving problems starting from real-life applications to complex tasks. It leverages the
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function approximation capabilities of deep networks i.e. a deeper network has more ability for approximation and therefore better accuracy. To achieve a better performance, most of the time a bulkier model is chosen with the hope that more parameters will lead to architecture with more representative power. For example, for the task of image classification, convolutional neural network (CNN) based deep networks like AlexNet [1] and VGGNet[2] were proposed that have 60 Mn and 138 Mn parameters respectively. With very deep architectures, even if the number of parameters is high, the performance need not improve proportionally. With the architectures like DenseNet[3] and GoogleNet[4] new benchmark accuracies were achieved with a lesser number of parameters than AlexNet and VGGNet. Note that the bigger networks with great representation power have a downside - with more layers, these networks are prone to overfitting and deeper networks frequently encounter exploding and vanishing gradient problems. Therefore to ease the training of the network, [5] proposed a residue-based framework that is much deeper than VGGNet but still has lesser computational complexity. It can be scaled up to thousands of layers as well but for each fraction of a percent of improvement, one needs to double the number of layers. So [6] proposed WideResNet (WRN) that improves the performance by widening the ResNet architectures instead of increasing depth. Blindly increasing depth to increase the approximation power of deep networks may lead to storing many unnecessary parameters for each layer.

Reducing complexity without degrading the performance has become an area of increasing importance in the age of energy-efficient green algorithms. With the increasing number of applications that make use of deep learning (DL) based solutions, deploying a massive DL model at the resource-constrained user-end is challenging. In many application areas such as wireless communication, the devices are typically small i.e. have both limited memory and battery life. Different compression techniques like pruning and quantization, transfer learning, etc. have been introduced to reduce complexity and thereby make it suitable to deploy at the edge network [7]. Different regularization techniques [8] are used to sparsify and prune network parameters. However if the sparsification is not done in a structured way, it can only reduce the number of nonzero parameters, and therefore the pruning will not reduce computation even though it saves memory [9]. To achieve structural sparsity, Group LASSO was proposed in the context of statistical learning theory for structured sparse vectors where the weights are grouped and an entire group of weights is forced to go to zero by a regularized loss function [10]. Recently Group LASSO has been used in the context of pruning neural networks as well because the
elements of a complete row/column of a weight matrix can be grouped together and can be dropped if not necessary for solving the task at hand\cite{11}, \cite{12}. However, this method has multiple hyperparameters and is therefore difficult to tune. In this work, our first aim is to structurally sparsify the architecture. For this, we neither use separate regularizers nor do we threshold the parameters directly. As most of the DL architectures use Rectified Linear Unit (ReLU)\cite{13} and its variants like leaky ReLU \cite{14}, PReLU\cite{15} and randomized leaky ReLU \cite{16} as the activation functions, we propose an alternate compression technique based on a simple and novel concept of the rotation of ReLU activation. Note that, when we coin the term rotated ReLU, we are only rotating the linear part of the activation function. We discuss the proposed rotated ReLU (RReLU) in detail in Sec. II.

To study the capability of the proposed technique of rotated ReLU, we have chosen mainly the ResNet based architectures as they are powerful feature extractors and are extensively used in computer vision, and natural language processing problems and in diverse areas such as security, healthcare, remote sensing, wireless communication, etc. \cite{17}, \cite{18}, \cite{19}, \cite{20}, \cite{21}. The question we attempt to answer is, do we really need such deep/wide networks with millions of parameters for solving a task? If not, then how to remove or reduce these parameters or filters in a structured fashion such that both memory and computation get saved with very negligible/no reduction in performance. Irrespective of the architecture, any model that has ReLU can be retrained by replacing the ReLUs with RReLUs. This makes the RReLU in our opinion, so powerful tool for neural network compression.

\textbf{a) Contributions::} We propose the rotated ReLU activation and show that it is a powerful tool to save memory and computing power in any architecture. Next, we have shown that for simple tasks like CIFAR-10, the ResNet-56 trained from scratch with RReLU achieves 8.23\% saving in memory and 17.28\% saving in computation with an increase in performance by 0.68\%. In the case of deeper architectures, training with RReLU sometimes may not converge to the optimal point as the training is sensitive toward the value of the rotation. For those cases, the weights/filters are initialized with parameters of a pre-trained ReLU network, and the rotation parameters are initialized with 1. This version achieves nearly equal accuracy for ResNet-110 when compared with the vanilla ResNet-110 for CIFAR-100 with 22.09\% and 35.20\% gain in memory and computation respectively. As RReLU learns to dropout, RReLU in the WRN-40-4 architecture helps to save 60.81\% in memory requirement and 74.16\% in computation with a small improvement in the performance of 0.67\% due to better generalization. The proposed
RReLU based architectures seem to be implicitly sparsifying the network. We shall see in the later sections that the sparsification is also structured and hence leads to saving not only in memory but also in computation. We have also shown how RReLU works as a coarse feature extractor and with careful pruning of the unnecessary features this reduces the complexity even further. We have validated the results with extensive simulation using fully connect, ResNet, and WideResNet architectures and MNIST, CIFAR-10, CIFAR-100, and SVHN datasets.

II. Why and how to rotate the ReLU?

A single layer of a neural network (NN) of depth $L$ is given by $h_{l+1} = \sigma(F(h_l; W_l))$, where $F$ is either the weights multiplication operation for fully connected NN (FCNN) or the convolution operation for a convolutional NN (CNN), $W_l$ are the trainable weights (filters) of layer $l$ and $\sigma$ is the non-linearity or the activation function. Out of many non-linearities existing today, ReLU \cite{22} ($ReLU(x) = \max(0, x)$) is very popular \cite{23}, \cite{24} since it is able to overcome the vanishing gradient problem. It takes a composite of piecewise linear approximation \cite{25} and hence can approximate a wide range of functions \cite{26}. It allows nonnegative features to pass as it is and stops the negative features. While approximating any function with the help of ReLU, the slope of the linear part of ReLU is fixed to 1. In this paper, we propose to increase the degree of freedom of ReLU by rotating it and thereby increase the representative power of ReLU. The rotations or the slope of the ReLUs are trainable i.e. learned during training. Due to the freedom in choosing the rotation, the architecture with RReLU needs lesser trainable weights ($W_l$) to achieve a similar performance as ReLU. Note that with sufficient trainable weights/filters, both ReLU and RReLU have similar approximation capability and if an architecture with ReLU has enough trainable weights/filters ($W_l$), the rotations in RReLU can be absorbed by $W_l$. But interestingly, with RReLU, the slopes are trained in such a way that the weights/filters go to zero in a structured way. A major issue with the deep network is that with increasing depth, the gain one achieves diminishes. For example, on CIFAR-10, to go from accuracy of 93.03 to 93.57 using ResNet one has to increase the depth from 56 to 110. This now leads to a huge increase in the number of parameters i.e. to gain a 0.54% improvement in accuracy, the number of parameters go up from 0.85 Mn to 1.727 Mn. RReLU helps to achieve a similar or better accuracy with a huge saving in memory and computation. By applying the simple but clever method of rotation, multiple vectors in the weight matrix and multiple matrices in the filters can
be ignored leading to a significant reduction in the number of parameters and computation in fairly deep networks.

The RReLU activation is given by:

$$RReLU(x; a, b) = b \max(0, ax)$$

(1)

where the trainable parameters are $a \in \{+1, -1\}$ and $b \in \mathbb{R}$. For either the positive or the negative part of the domain, RReLU gives an output of zero, whereas, for the other part of the domain, it is linear with a variable slope depending on $(a, b)$. With these values of $a$ and $b$, all possible RReLUs can be realized and are shown in Fig. 1a. Note that using a single RReLU with a pair of learned $(a, b)$ for all the features across all the layers is very similar to simple ReLU where both $a$ and $b$ are adjusted by the network weights/filters. Therefore to exploit the power of rotation, RReLUs with different pair of $(a, b)$ is used for different features at each layer.

Therefore, the feature $h_l$ at $l^{th}$ layer is given by:

$$h_l = RReLU(x_l; a_l, b_l) = b_l \max(0, a_l.x_l)$$

(2)

where $x_l = F(h_{l-1}, W_l)$. In RReLU, the rotation of the linear part controls how strongly the convoluted feature $x_l$ will pass via $l^{th}$ layer. So if the value of $b_l^{(i)}$ for some $i \in \mathcal{I}$ is comparatively less then it implies that the convoluted features $x_l^{(i)}, \forall i \in \mathcal{I}$ at $l^{th}$ layer are not important for the task. The training with RReLU takes more time to converge because of additional parameters (one for every feature at each layer). But once fully trained, based on the values of $b_l$, some features can be fully ignored keeping the performance intact. Note that the slopes $b_l$ converge to different values including 1. Using RReLU, the representation capability of the resultant piece-wise function increases therefore the number of parameters needed to approximate the same function decreases. As the feature to $l^{th}$ layer before passing it via RReLU is given by $x_l = F(h_{l-1}; W_l)$, it is clear that $a_l \in \{+1, -1\}$ can be easily adjusted by the weights/filters $W_l$. Therefore the only two unique types of RReLU that are sufficient to be used as the activations are given by

$$h_l = RReLU(x_l; b_l) = b_l \max(0, x_l)$$

(3)

and are shown in Fig. 1b. Note that the value of $h_l^{(i)}$ is insignificant when $b_l^{(i)}$ is approximately equal to zero and this is logically consistent as $x_l$ is batch normalized before passing it via RReLU and therefore cannot take a value greater than 1. In the next section we describe how rotation helps to achieve lower complexity with lesser computation but still allows one to use
deeper networks. For this study, we discuss the results using different architectures based on either fully connected neural network whose basic operation is matrix multiplication or ResNets whose basic operation is convolution and skip connection.

a) RReLU in FCNN: Given that the input and output for \( l \)th layer is \( h_{l-1} \) and \( h_l \) respectively, and the number of elements in \( h_l \) is \( h_l^{\text{out}} \), the number of different RReLUs with trainable \( b_l \in \mathbb{R}^{h_l^{\text{out}}} \) is equal to the number of neurons in \( l \)th layer which is equal to \( h_l^{\text{out}} \). After training, element \( i, \forall i \in \mathcal{I} \) of \( b_l \) may take values close to zero which shows that the \( i \)th feature at \( l \)th layer is not useful. This implies that for FCNN, the \( i \)th column of the weight matrix \( W_l \) can be ignored. This is pictorially illustrated with an example in Fig. 1c. After training, the value of \( b_l^{(i)} \) is compared against a threshold \( \gamma \), and all the values of \( b_l^{(i)} \) that are less than \( \gamma \) is made zero and the corresponding column of the weight matrix are ignored such that the performance of the network does not degrade. By making a complete row/column zero, the rotation facilitates the structural sparsity for free without any tradeoff in the performance.

b) RReLU in CNN: Given that the number of channel out from the convolution operation at \( l \)th layer is \( c_l^{\text{out}} \), we use \( c_l^{\text{out}} \) different RReLUs with trainable \( b_l \in \mathbb{R}^{c_l^{\text{out}}} \) for \( c_l^{\text{out}} \) convolution outputs. If after training, the element \( i, \forall i \in \mathcal{I} \) of \( b_l \) takes a value close to zero, then the \( i \)th feature at \( l \)th layer is not useful. Therefore at \( l \)th layer, \( i \)th filter out of a set of \( c_l^{\text{out}} \) filters can be ignored and at \((l+1)\)th layer, \( i \)th sub-filter from a set of \( c_l^{\text{out}} \) sub-filters of each of \( c_l^{\text{out}} \) filters can be ignored. This is pictorially explained with an example in Fig. 1d. In CNN, all \( i \in \mathcal{I} \) filters for which of \( b_l^{(i)} \) is lesser than a threshold \( \gamma \) can be dropped without any negative effect on the performance. In our proposed method, we achieve structural sparsity implicitly without any regularization and pruning methods. Hence we can provide a performance that is close to or sometimes better than the original network, unlike regularized or pruning-based methods. The slopes force the set of rows/columns of the weight matrices to zero in the case of FCNN and force the filters to go to zero in the case of CNN. In the next section, we discuss the saving in memory and computation for both FCNN and CNN using the proposed method.

### III. Saving in Memory and Computation Using RReLU

Finding the saving in memory and computation for a FCNN is straightforward. Considering the length of the input and output features of layer \( l \) as \( h_{l-1}^{\text{out}} \) and \( h_l^{\text{out}} \) respectively, and \( W_l \in \mathbb{R}^{h_{l-1}^{\text{out}} \times h_l^{\text{out}}} \), the total number of parameters at \( l \)th layer is given by \( h_{l-1}^{\text{out}} h_l^{\text{out}} \). During forward pass, number of multiplications and addition required are given by \( h_{l-1}^{\text{out}} h_l^{\text{out}} \) and \( (h_{l-1}^{\text{out}} - 1) h_l^{\text{out}} \) respectively;
Fig. 1: (a) and (b): Proposed activation function (c) FCNN: RReLU applied at \( l^{th} \) layer of a FCNN. Here \( \otimes \) denotes matrix multiplication and \( x_l = h_{l-1} \otimes W_l \). In this example, let the slopes \( b_l \) of RReLU are trained in such a way that the 2\textsuperscript{nd} element of \( b_l \) is very small i.e. \( b_l^{(2)} \approx 0 \). So the 2\textsuperscript{nd} entry in \( h_l \) is negligible as the RReLU does not allow to pass the second element of \( x_l \), clearly the 2\textsuperscript{nd} column of \( W_l \) can be ignored (in grey). (d) CNN: RReLU applied to \( l^{th} \) convolution layer allows to free up filters that are not necessary for the task. Here \( \otimes \) denotes convolution operation. In this example at \( l^{th} \) layer, 4 two dimensional features \( h_{l-1} \) are convolved with 3 set of filters denoted by \( W_l \) with 4 sub-filters each, resulting in \( h_l \). The first 2D feature (yellow) of \( h_l \) is calculated by convolving each of the 4 2D features with corresponding sub-filters of the first filter (yellow) and adding them. The same occurs at layer \( l+1 \). Now if due to rotation, let the slopes \( b_l^{(3)} \approx 0 \), then 3\textsuperscript{rd} feature in \( h_l \) is also close to zero. In this case the 3\textsuperscript{rd} filter of \( W_l \) and the 3\textsuperscript{rd} sub-filter of every filter in \( W_{l+1} \) can be ignored. The parameters those can be ignored are highlighted in grey.

Therefore approximately a total of \( 2h_{l-1}^{out}h_l^{out} \) FLOPs are needed. If \( n \) values of \( b_l \) are close to zero, then \( n \) columns of \( W_l \) can be ignored. So the memory saving at \( l^{th} \) and \( (l+1)^{th} \) layer are \( h_{l-1}^{out}n \) and \( nh_{l+1}^{out} \) respectively. The savings in FLOPs for the \( l^{th} \) and \( (l+1)^{th} \) layer are approximately \( 2h_{l-1}^{out}n \) and \( 2n h_{l+1}^{out} \).

The savings are even more for the convolution based ResNet architectures. Before that let us first discuss the number of parameters and FLOPs in a single convolution layer. The memory and FLOPs for 1D-CNN and 2D-CNN were given in [27] and [21] respectively. Considering
where \( W_l \in \mathbb{R}^{c_{out}^{l} \times c_{in}^{l} \times k \times k} \) is the filter for the \( l^{th} \) layer of a 2D CNN. Here \( c_{out}^{l} \) and \( c_{in}^{l} \) represent the input and output channels respectively and \( k \) is the dimension of the filter. Note that \( c_{out}^{l} \) features are input to \((l + 1)^{th}\) layer therefore \( c_{in}^{l+1} = c_{out}^{l} \). The input and output for the \( l^{th} \) layer are \( a_l \in \mathbb{R}^{c_{in}^{l} \times h_{in}^{l} \times h_{in}^{l}} \) and \( a_{l+1} \in \mathbb{R}^{c_{out}^{l} \times h_{out}^{l} \times h_{out}^{l}} \) respectively. Here, \((h_{in}^{l}, h_{in}^{l}) \) and \((h_{out}^{l}, h_{out}^{l}) \) are spatial dimensions (width, height) of the input and the output respectively. The total number of multiplication for \( l^{th} \) layer is \( c_{in}^{l} \times k^2 \times h_{out}^{l} \times h_{out}^{l} \times c_{out}^{l} \) and the total number of addition for \( l^{th} \) layer is \((c_{in}^{l} - 1) \times (k^2 - 1) \times h_{out}^{l} \times h_{out}^{l} \times c_{out}^{l} \). The total count of FLOPs for \( l^{th} \) layer of a real-valued 2D CNN is the summation of the number of multiplication and addition that is roughly twice the number of multiplication given by \( 2 \times c_{in}^{l} \times k^2 \times h_{out}^{l} \times h_{out}^{l} \times c_{out}^{l} \). Because of the addition of residual in the ResNet structure, if there is a residual connection at \( l^{th} \) layer, an extra of \( c_{out}^{l} \times h_{out}^{l} \times h_{out}^{l} \) additions are required. The RReLU makes some of the slopes values insignificant therefore the corresponding output and input channels can be ignored. For example, if the input to RReLU at \( l^{th} \) layer has \( c_{out}^{l} \) channels and \( n \) entries of \( b_l \) are insignificant, then only \((c_{out}^{l} - n)\) channels remain significant. This needs to save only \((c_{out}^{l} - n)c_{in}^{l}k^2\) parameters for \( l^{th} \) layer. The computation for these reduced \((c_{out}^{l} - n)\) filters at \( l^{th} \) layer is only \( 2c_{in}^{l}k^2h_{out}^{l}h_{out}^{l}c_{out}^{l} - n \) and the same at \((l + 1)^{th}\) layer is given by \( 2(c_{out}^{l} - n)k^2h_{out}^{(l+1)}h_{out}^{(l+1)}h_{out}^{(l+1)}h_{out}^{(l+1)}c_{out}^{(l+1)} \).

### IV. Results and Discussion

To establish the efficacy of the proposed method, we investigated it with different architectures such as a fully connected dense network, different ResNet architectures with depths of 20, 56, and 110 layers, and WideResNet with depths of 40 and 16 and widening factor 4. A wide range of image classification tasks is considered based on increasing difficulty levels starting from MNIST and SVHN to CIFAR-10, CIFAR-100. In the forthcoming subsections, we have shown the performance of the architectures with the proposed RReLU activation. The potential of RReLU for compactification is also demonstrated in terms of saving memory and computing power. The baseline performances are reproduced with the help of well tuned set of codes for both ResNet and WideResNets[1]. The codes with RReLU for different architectures and the corresponding savings in memory and computation are uploaded as supplementary material. We have used single NVIDIA-GeForce 2080 Ti GPU for all of the experiments.

[1]Links: [https://github.com/akamaster/pytorch_resnet_cifar10](https://github.com/akamaster/pytorch_resnet_cifar10), [https://github.com/xternalz/WideResNet-pytorch](https://github.com/xternalz/WideResNet-pytorch)
MNIST is one of the simplest datasets with 60k training samples and 10k test samples whereas both CIFAR-10 and CIFAR-100 datasets have 50k training and 10k test images and 10 and 100 classes respectively. So CIFAR-100 has fewer samples per class compared to CIFAR-10 and hence the classification task using CIFAR-100 is comparatively a difficult task. Another dataset SVHN consists of cropped images of digits similar to MNIST. But unlike MNIST, SVHN has more natural scene images. The top row of Table I perform the baseline ReLU architectures, followed by the number of parameters and FLOP counts at the second and third row respectively. The training process depends on how the slopes are initialized. The experimental results to show how RReLU helps with different initialization of the architecture are discussed below.

A. Initialization of the architecture to enable maximum saving of resources

If the slopes are initialized randomly with Gaussian distribution, many of the slopes go to very less value long before convergence which reduces the representation power of the network to a great extent. So it is important to have a good initialization for the slopes such that the network gets enough time to converge before some of the slopes go to zero. In this regard, we propose two types of parameter initialization:

1) Type I: Initialize $b_l$ with Truncated Gaussian Mixture Model: In this setup, the architecture with RReLU with both the weights/filters and the ResNet-20 are trained from scratch. Here the weights/filters are initialized with Kaiming He initialization \[15\] and the slopes $b_l, \forall l \in L$ are initialized with a truncated Gaussian Mixture Model with mean $\{+1, -1\}$ and variance 3 as shown in Fig. 3 in the Appendix. Such a range of values for $b_l$ gives the network more freedom to arrive at a different optimal point with some of the slopes trained to very less value resulting in a lesser number of parameters. Usually, the deeper networks are generally sensitive toward hyperparameters and therefore the convergence of the training process heavily depends on different hyperparameters such as the number of epochs the network is trained for, the learning rate, the scheduler, etc. The deeper networks with RReLU also are sensitive towards the slopes $b_l$ of RReLU along with these hyperparameters. Whereas the shallower architectures use most of the weights/filters in every layer for a task, the deeper architectures need not use so many filters per layer to solve the same task. Therefore in the case of the deeper architectures, all the weights/filters that are not necessary for the given task get discarded by the proposed RReLU activation and a huge saving in memory and computation can be obtained.
The total number of trainable parameters is slightly more in architecture with RReLU before pruning compared to architecture with ReLU because the trainable parameters of architecture with simple ReLU are only the weights/filters whereas the same for architecture with RReLU are the rotation parameters or the slopes given by $b_l, \forall l \in L$ along with the weights/filters. Also, the optimization process is sensitive towards $b_l$ as a little change in $b_l$ can take the optimizer to a point far from the current state on the loss surface. So the architectures with RReLU take more time to converge and therefore are trained for more time. Where the standard architectures are trained for 200 epochs, the networks with RReLU are trained for 1200 epochs using either multistep learning rate (MLR) scheduler or cosine annealing (CA) scheduler. Note that, different learning rates and different schedulers may vary the performance and this work is not a mere improvement of performance rather it shows how using RReLU can improve the saving in complexity without any negative effect on performance. In the fourth row of Table I, the percentage of either the total number of columns of weight matrices (FCNN) or the number of filters (CNN) that are ignored is presented. Because of this, the corresponding saving in memory and FLOPs are shown in the fifth and sixth rows. Accuracy after discarding the unnecessary weights/filters is listed in the seventh row of Table I.

For the comprehensive study of RReLU, in the first experiment, we take a fully connected neural network (FCNN) that has a hidden layer with 500 neurons. Both the architectures with ReLU and RReLU are trained for 300 epochs with the same Adam optimizer and have a similar range of accuracy. Because of using RReLU, the slopes get trained to a range of values that are compared with a threshold $\gamma$, and all the slopes that are lesser than the $\gamma$ can be dropped. The $\gamma$ can be set during deployment in such a way that dropping the weights or filters does not degrade the performance. Please see Table V in the Appendix for different values of $\gamma$ chosen for deployment. Here 24 out of 500 RReLU slopes (4.8% of all the filters) are less than $\gamma = 1.0$ and could be dropped that essentially making the 24 out of 500 columns of the weight matrix at the hidden layer unnecessary. The number of parameters of the architecture with ReLU is 0.1 Mn whereas the architecture with RReLU after discarding the unnecessary weights has 0.097 Mn parameters keeping the accuracy close to the architecture with ReLU. The number of FLOPs reduces to 0.378 Mn compared to 0.4 Mn in ReLU. The savings are even more when the architectures are either deep or have more parameters due to convolution operation.

Towards this, we have considered ResNet architectures whose main operation is convolution. The complexity of the network depends on the number of filters used in every layer which is
TABLE I: Performance of RReLU in terms of accuracy, number of trainable parameters and computation power (in FLOPs) when trained from scratch. The number of parameters and number of FLOPs are in million (Mn).

| Dataset | Architecture | MNIST | CIFAR-10 | CIFAR-100 | SVHN |
|---------|--------------|-------|----------|-----------|------|
|         |              | FCNN  | ResNet-20| ResNet-56 | ResNet-110 | ResNet-110 | ResNet-40-4 | WRN-20 | WRN-56 | WRN-110 | WRN-110 | WRN-40-4 | WRN-16-4 |
| Acc ReLU|              | 98.33 | 91.25    | 93.03    | 93.57    | 95.47       | 68.20       | 69.99   | 74.84   | 78.82   |         | 97.01   |
| #Params ReLU |          | 0.10  | 0.27     | 0.85     | 1.72     | 9.27        | 0.27        | 0.85    | 1.72    | 9.29    | 3.08    |         |
| FLOPs ReLU |            | 0.40  | 81       | 231      | 504      | 2776        | 81          | 231     | 503     | 2776    | 982     |         |
| Filters ignored (%) | | 4.8   | 2.23     | 8.48     | 35.66    | 44.04       | 0.0         | 15.33   | 39.36   | 18.30   | 20.88   |         |
| #Params RReLU |          | 0.09  | 0.26     | 0.78     | 1.13     | 3.19        | 0.27        | 0.798   | 0.876   | 6.79    | 2.33    |         |
| FLOPs RReLU |            | 0.38  | 79       | 191      | 249      | 779         | 81          | 175     | 175     | 1363    | 635     |         |
| Acc RReLU post-pruning | | 98.24 | 93.12    | 93.71    | 91.44    | 95.73       | 67.66       | 68.96   | 57.27   | 80.72   | 97.06   |         |

a hyperparameter. Till now there was no way to find out the unnecessary filters and remove them without affecting the performance. By using RReLU, the network is trained to predict using as less filters as possible. Even if the depth of the architecture is increased, in case certain filters are not necessary, they are dropped by introducing RReLU to the architecture. In terms of performance, the architecture with RReLU on ResNet-56 with CIFAR-10 achieves an accuracy of 93.74 which is better than the reported accuracy of 93.57 for ResNet-110. The proposed RReLU method declares 171 out of a total of 2016 filters (8.48% of the total filters) unnecessary by training the corresponding 171 slopes to a value below $\gamma = 0.06$ and the number of parameters reduces from 0.85 Mn to 0.78 Mn and number of FLOPs reduce from 231.47 Mn to 191.47 Mn. Therefore RReLU gives a saving of 8.23% in memory and 17.28% in computation. Note that $\gamma$ is not just one more hyperparameter for training but it can be set using cross validation to some value during testing so that due to the ignored filters the performance is not degraded. Even though sometimes the performance of different ResNet architectures with RReLU is better than one with ReLU, training very deep architecture with RReLU from scratch (i.e. filters are initialized by Kaiming He initialization [15]) might be difficult as seen from Table I. Because for the deeper networks like ResNet-110, the training is sensitive towards different training hyperparameters like training epoch, a learning rate scheduler, etc. For ResNet with RReLU, the slopes are added on top of these hyperparameters and make the training even more challenging.
Therefore for the deeper architectures, a smarter training method that leads to better results than training from scratch is discussed in Sec. [IV-A2]. However, the strength of the proposed method does not lie in the performance but lies in the fact that without any additional compression technique, the proposed methods learn which filters or which weights are not necessary for training. For example, ResNet-110 architecture with RReLU does not perform as well as one with ReLU (a drop of 2.13% in accuracy) but it can drop the memory requirement by 34.30% and computation by a huge 50.53% margin for CIFAR-10. Interestingly, for a not so deeper but a wider architecture like WRN-40-4 whose depth is 40 and widening factor is 4 and has 9.27 Mn trainable parameters, the RReLU method saves 65.52% in memory and 71.94% in computation for CIFAR-10. The proposed RReLU is tested with CIFAR-100 and SVHN as well and the results are given in Table I.

2) Type II: Initialize with a pretrained architecture with ReLU: For some applications, the performance is essential and cannot be sacrificed for the sake of achieving a saving in memory and computation. For these cases where a deeper architecture is used and Type-I initialization faces convergence issues (with CIFAR-10 and CIFAR-100, ResNet-110 archives great saving at the cost of reduced accuracy), we propose to initialize the filters of the RReLU network with the filters of a pre-trained ReLU network and initialize the slopes with simply +1. Then the architecture with RReLU is retrained with trainable weights and slopes. This type of initialization has a stable training process and better convergence in the case of deeper architectures at the cost of slightly reduced savings in memory and computation for deeper architectures like ResNet-110. However, with Type-I, more of the slopes go to zero resulting in a less complex network compared to Type-II. The distribution of the slopes $b_l \forall l \in L$ when different architectures with CIFAR-10 and CIFAR-100 are trained from scratch (Type I - top row) and when they are retrained for 300 epochs from a pre-trained architecture with ReLU (Type II - bottom row) are shown in Fig. 2. For the CIFAR-100 dataset, by comparing Fig. 2e and 2k for ResNet-56 or by comparing Fig. 2f and 2l for ResNet-110 one can observe that the saving decreases slightly with Type-II initialization but as seen from Table II, the accuracy could be improved from 68.96% to 72.83% and 57.27% to 73.67% respectively. For a not so deeper but a wider architecture like WRN-40-4, the saving in memory and computation is huge with even better accuracy than baseline.

The type-II initialization gives better accuracy for deeper architectures like ResNet-110 with decent savings in memory and computation. For example, with the CIFAR-100 dataset and ResNet-110 architecture, the Type-II initialization and retraining give an accuracy of 73.67%
Fig. 2: Change in distribution of slopes for ResNet-X architectures with dataset CIFAR-Y for (i) **Type-I - top row:** architecture of RReLU is trained from scratch and (ii) **Type-II - bottom row:** architecture of RReLU whose ReLU slopes are initialized with 1 of ReLU activation and filter values are initialized with the final filter values obtained from a network with simple ReLU activation. The histplots of the slopes of CIFAR-10, CIFAR-100 and SVHN datasets with WideResNets are given in Fig. 4 in the Appendix.

TABLE II: Performance of RReLU with Type-II initialization. To understand the gain in memory and computation, compare the 2nd and 3rd row of this table with 2nd and 3rd row of Table I.

| Dataset | CIFAR-10 | CIFAR-100 | SVHN |
|---------|----------|-----------|------|
| Architecture | ResNet-20 | ResNet-56 | ResNet-110 | WRN-40-4 | ResNet-20 | ResNet-56 | ResNet-110 | WRN-40-4 | WRN-16-4 |
| Filters ignored (%) | 5.36 | 9.52 | 30.55 | 46.75 | 0.0 | 4.22 | 15.30 | 40.26 | 29.25 |
| #Params RReLU (Mn) | 0.24 | 0.73 | 0.86 | 2.89 | 0.27 | 0.79 | 1.34 | 3.64 | 1.29 |
| FLOPs RReLU (Mn) | 71.31 | 188 | 244 | 666 | 81 | 229 | 327 | 717 | 360 |
| Acc RReLU post-pruning | 92.62 | 94.10 | 92.75 | 95.72 | 70.51 | 72.83 | 73.67 | 79.49 | 96.75 |

compared to 74.84% of the baseline with a saving of 22.15% saving in memory and 35.20% saving in computation. For other dataset and architectures like WideResNet, this initialization work pretty well. For example, for the same CIFAR-100 dataset, the WRN-40-4 achieves an accuracy of 79.49% compared to a baseline of 78.82% with a tremendous saving of 60.81% in memory and 74.16% in computation.

From Fig. 2a, Fig. 2b and Fig. 2c it is clear that, with deeper architecture, more number of filters are redundant i.e. with CIFAR-10 dataset, ResNet-20 has 24, ResNet-56 has 171 and
ResNet-110 has 1438 redundant filters. One more interesting thing to notice is that if the same architecture is used for two tasks of different levels of complexity, all the filters are exhaustively used in case of more complicated tasks like CIFAR-100 as shown in Fig. 2d because there is no RReLU with a slope close to zero; whereas some filters could be pruned for a simpler dataset like CIFAR-10 as shown in Fig. 2a without any degradation in performance because there are indeed some RReLUs with slopes close to zero. So based on the requirement of either accuracy or the savings, one can go for either type-I or type-II initialization. RReLU helps to detect them and finally, those filters can be removed to save memory and computation. We have noticed that for type-I initialization with ResNet-110 architecture, many layers did not even have any filters. So the complete information was passing via the skip connection. In the case of type-II, the number of filters dropped per layer is lesser and thus gives a decent saving in complexity with equivalent performance as a baseline.

B. RReLU as coarse feature extractor

The rotation of each RReLU acts like a representation of the coarse features whereas the filters at every layer detect the finer features. To show this we trained only the slopes $b_i$, keeping weights initialized with Kaiming He initialization\ref{15}. Whereas the untrained network with simple ReLU does not learn anything, the ResNet-56 with only the learned slopes achieves an accuracy of 53.29% with the CIFAR-10 dataset. The detailed results are in Table VI in Appendix. The slopes are trained for 500 epochs for ResNet-20 and ResNet-56 and 600 epochs for ResNet-110 and the histogram of the slopes of ResNet-56 before and after training are given Fig. 5 in Appendix. In this experiment with ResNet-56, one can remove 15.33% of the filters to achieve an accuracy of 52.75% on the CIFAR-10 dataset with complete random initialization of the filters/weights. So it is clear that the proposed activation RReLU learns the coarse features and forces the architecture to use only those filters that are required to represent these features and drops out the rest of the filters that are not useful in each residual block.

Once the RReLU is used as a coarse feature extractor, one can drop those RReLU which have nearly zero slopes and prune their corresponding filters. We can then train the remaining weights and retrain the slopes. The network after retraining achieves similar accuracy to architecture with ReLU. In this way, saving in complexity is more for ResNet-56 with CIFAR-10 than type-I and type-II as seen in Table VI in the Appendix. However for a complicated task, one should be careful regarding the number of RReLUs dropped after the first step. If more number of
RReLUs are dropped in the process, the overall accuracy may not reach the same level as baseline accuracy. The final performance, memory, and computing saving are tabulated in Table VI in Appendix. This way of removing coarse features that are not useful helps to save even more with competitive accuracy compared to Table I.

C. Features choose to pass via the least number of filters possible

In [28], the authors have shown residual networks as an ensemble of many independent paths. Very deep residual networks are enabled by only the shorter paths during the training as the longer paths do not contribute to the gradient. With a lesion study they showed that even though one takes deeper architecture for better representation, only the shorter paths carry gradient through them. This implies that the features try to find out shorter paths even though a deeper architecture is used and long paths are present. Our study supports these findings as we observe that features not only try to pass through shorter paths but it tries to pass through a lesser number of filters as well. To study this, we introduce a metric called filter-path length. Whereas path length meant the number of layers the input features are passing through, filter-path length means the number of filters the features are passing through. If we look at one residual block, the input can either pass through the skip connection resulting in a filter path length equal to zero, or the weighted path giving rise to a filter-path length of a total number of filters active in the weighted path. For a WRN-40-4 with ReLU activation, even though the maximum filter path length could be 1424, because of the structure of ResNets, most of the paths have a filter-path length between 300 to 1100 as shown in Fig. 6 in the Appendix. By using RReLU, we observe that the filter-path length reduces i.e. most of the paths have filter-path lengths between a comparatively lower range of 100 to 500. Therefore it is clear that the proposed RReLU activation gives the features more freedom to choose to pass through a lesser number of filters and the unnecessary filters can be dropped out resulting in saving memory and computation.

D. RReLU learns to DropOut to achieve better generalization

Dropout [16] is a technique that helps the neural networks not to overfit and improves generalization by randomly dropping a set of neurons during training. Instead of dropping out randomly, RReLU learns to drop neurons based on their importance and we term it as learning to dropout. The gain in performance with RReLU indicates a better generalization by learning how to drop. For example with the CIFAR-10 dataset, by using proposed RReLU activation,
the performance of ResNet-20 improves from 91.25 to 93.12 and the performance of ResNet-56 improves from 93.03 to 93.74 as shown in Table VII given in the Appendix. This is consistent with WideResNets as well.

V. CONCLUSION

Just by rotating the ReLU, the standard architectures get a new degree of freedom that allows the optimizer to inactivate the filters that are not necessary by tuning the slopes of the RReLU activation. It not only saves the resource but also improves performance in many architectures. For example, with the CIFAR-100 dataset, the WRN-40-4 has a huge saving of 60.72% in memory requirement and 74.33% in computation without any loss in accuracy. The proposed RReLU can be used as an alternative to ReLU in all those deep architectures where ReLU has been used earlier. It provides a performance that is close to and sometimes better than ReLU while giving a reduction in both computation and memory requirements. We believe that the proposed method can be investigated with recently designed highly efficient EfficientNet family [29], [30] or transformer based networks[31] as well and can be interesting future work. The other aspects of neural networks like the adversarial robustness of the proposed RReLU can be tested and can be a potential area to look at.
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APPENDIX

A. Truncated Gaussian Mixture Model for the initialization of the RReLU slopes

The slopes $b_l$ are neither initialized to close to zero nor too close to infinity so that the learning in stabilized. The range where $b_l$ is initialized is given in Fig. 3. The Gaussian distributions with mean $+1$ and $−1$ are truncated between $[\tan(35°), \tan(55°)]$ and between for $[\tan(-55°), \tan(-35°)]$ respectively to achieve this.

Fig. 3: The slope of RReLU are initialized with the values from truncated gaussian mixture model distribution with mean at $\{+1, −1\}$ and variance 3.

B. The sample ResNet and WideResNet architectures with RReLU considered for our experiments

The architecture of vanilla ResNet-20 is given in Table. III where each of the three blocks has 6 layers. For vanilla ResNet-56 and vanilla ResNet-110, each block has 9 and 18 blocks respectively. To get the architecture with RReLU, the ReLU activations at all the layers (except the first convolution layer) are converted to RReLU. We did not convert ReLU to RReLU and kept it as it is at the first convolution layer because we may not want to miss out on any information in the input by deactivating filters at the very first layer. For CIFAR-10 dataset, $K = 10$ and for CIFAR-100, $K = 100$.

The WRN-16-4 architecture is given in Table. IV that is used with SVHN dataset. For SVHN $K = 10$. The other WideResNet architecture is WRN-40-4 that has 40 layers and widening factor 4. It has same three blocks but each with 12 layers.
TABLE III: Architecture of vanilla ResNet-20; For the RReLU version, the ReLU activations are replaced by ReLU. Here addition implies the addition of skip connection with the residual path.

| Layer       | Description                                      | Output Dimension |
|-------------|--------------------------------------------------|------------------|
| Input       | -                                                | $3 \times 32 \times 32$ |
| Conv        | $C_{in} = 3, C_{out} = 16$, Kernel: $(3 \times 3)$, BN, ReLU | $16 \times 32 \times 32$ |
| Block1-layer1 | $C_{in} = 16, C_{out} = 16$, Kernel: $(3 \times 3)$, BN, ReLU | $16 \times 32 \times 32$ |
| Block1-layer2 | $C_{in} = 16, C_{out} = 16$, Kernel: $(3 \times 3)$, BN, ReLU, addition | $16 \times 32 \times 32$ |
| Block1-layer3 | $C_{in} = 16, C_{out} = 16$, Kernel: $(3 \times 3)$, BN, ReLU | $16 \times 32 \times 32$ |
| Block1-layer4 | $C_{in} = 16, C_{out} = 16$, Kernel: $(3 \times 3)$, BN, ReLU, addition | $16 \times 32 \times 32$ |
| Block1-layer5 | $C_{in} = 16, C_{out} = 16$, Kernel: $(3 \times 3)$, BN, ReLU | $16 \times 32 \times 32$ |
| Block1-layer6 | $C_{in} = 16, C_{out} = 16$, Kernel: $(3 \times 3)$, BN, ReLU, addition | $16 \times 32 \times 32$ |
| Block2-layer1 | $C_{in} = 16, C_{out} = 32$, Kernel: $(3 \times 3)$, BN, ReLU | $32 \times 16 \times 16$ |
| Block2-layer2 | $C_{in} = 32, C_{out} = 32$, Kernel: $(3 \times 3)$, BN, ReLU, addition | $32 \times 16 \times 16$ |
| Block2-layer3 | $C_{in} = 32, C_{out} = 32$, Kernel: $(3 \times 3)$, BN, ReLU | $32 \times 16 \times 16$ |
| Block2-layer4 | $C_{in} = 32, C_{out} = 32$, Kernel: $(3 \times 3)$, BN, ReLU, addition | $32 \times 16 \times 16$ |
| Block2-layer5 | $C_{in} = 32, C_{out} = 32$, Kernel: $(3 \times 3)$, BN, ReLU | $32 \times 16 \times 16$ |
| Block2-layer6 | $C_{in} = 32, C_{out} = 32$, Kernel: $(3 \times 3)$, BN, ReLU, addition | $32 \times 16 \times 16$ |
| Block3-layer1 | $C_{in} = 32, C_{out} = 64$, Kernel: $(3 \times 3)$, BN, ReLU | $64 \times 8 \times 8$ |
| Block3-layer2 | $C_{in} = 64, C_{out} = 64$, Kernel: $(3 \times 3)$, BN, ReLU, addition | $64 \times 8 \times 8$ |
| Block3-layer3 | $C_{in} = 64, C_{out} = 64$, Kernel: $(3 \times 3)$, BN, ReLU | $64 \times 8 \times 8$ |
| Block3-layer4 | $C_{in} = 64, C_{out} = 64$, Kernel: $(3 \times 3)$, BN, ReLU, addition | $64 \times 8 \times 8$ |
| Block3-layer5 | $C_{in} = 64, C_{out} = 64$, Kernel: $(3 \times 3)$, BN, ReLU | $64 \times 8 \times 8$ |
| Block3-layer6 | $C_{in} = 64, C_{out} = 64$, Kernel: $(3 \times 3)$, BN, ReLU, addition | $64 \times 8 \times 8$ |
| Linear      | classification into K classes with softmax       | $K \times 1$ |

C. How to set $\gamma$ during deployment of the models to discard the slopes that are below $\gamma$ and still not degrade the performance?

The value of $\gamma$ is set by cross-validation. The network is trained with the train set and the test set is divided into two parts. The first part of the test set is used to find a $\gamma$ such that if the slopes that are below that $\gamma$ are made equal to zero, the performance does not degrade. The number of RReLU slopes that can be ignored for different experiments and the corresponding $\gamma$s is given in Table \[7\]. With the latter part of the test set, the pruned network is tested and accuracy is reported in Table \[6\].
TABLE IV: Architecture of WRN-16-4

| Layer       | Description                                      | Output Dimension |
|-------------|--------------------------------------------------|------------------|
| Input       | -                                                | $3 \times 32 \times 32$ |
| Conv        | $C_{in} = 3, C_{out} = 16$, Kernel: $(3 \times 3)$, BN, ReLU | $16 \times 32 \times 32$ |
| Block1-layer1 | $C_{in} = 16, C_{out} = 64$, Kernel: $(3 \times 3)$, BN, ReLU | $64 \times 32 \times 32$ |
| Block1-layer2 | $C_{in} = 64, C_{out} = 64$, Kernel: $(3 \times 3)$, BN, ReLU, addition | $64 \times 32 \times 32$ |
| Block1-layer3 | $C_{in} = 64, C_{out} = 64$, Kernel: $(3 \times 3)$, BN, ReLU | $64 \times 32 \times 32$ |
| Block1-layer4 | $C_{in} = 64, C_{out} = 64$, Kernel: $(3 \times 3)$, BN, ReLU, addition | $64 \times 32 \times 32$ |
| Block2-layer1 | $C_{in} = 64, C_{out} = 128$, Kernel: $(3 \times 3)$, BN, ReLU | $128 \times 16 \times 16$ |
| Block2-layer2 | $C_{in} = 128, C_{out} = 128$, Kernel: $(3 \times 3)$, BN, ReLU, addition | $128 \times 16 \times 16$ |
| Block2-layer3 | $C_{in} = 128, C_{out} = 128$, Kernel: $(3 \times 3)$, BN, ReLU | $128 \times 16 \times 16$ |
| Block2-layer4 | $C_{in} = 128, C_{out} = 128$, Kernel: $(3 \times 3)$, BN, ReLU, addition | $128 \times 16 \times 16$ |
| Block3-layer1 | $C_{in} = 128, C_{out} = 256$, Kernel: $(3 \times 3)$, BN, ReLU | $256 \times 8 \times 8$ |
| Block3-layer2 | $C_{in} = 256, C_{out} = 256$, Kernel: $(3 \times 3)$, BN, ReLU, addition | $256 \times 8 \times 8$ |
| Block3-layer3 | $C_{in} = 256, C_{out} = 256$, Kernel: $(3 \times 3)$, BN, ReLU | $256 \times 8 \times 8$ |
| Block3-layer4 | $C_{in} = 256, C_{out} = 256$, Kernel: $(3 \times 3)$, BN, ReLU, addition | $256 \times 8 \times 8$ |
| Linear      | classification into $K$ classes with softmax     | $K \times 1$ |

D. Comparison of the distribution of the slopes of RReLU between type-I and type-II initialization for WideResNets

In the main manuscript, the distributions of the slope of RReLU are shown for ResNets for CIFAR-10 and CIFAR-100 datasets. The same with WRN-16-4 and WRN-40-4 architectures are shown in Fig. 4. It is clear in the figure that many slopes take values close to zero indicating that the corresponding filters are not useful. For WideResNets, a great number of filters could be ignored without any degradation in performance (For accuracy and saving in memory and computation, see Table I). In the case of WideResNets, more filters could be ignored if type-II initialization is used i.e. the trainable RReLU slopes are initialized with 1 and the filters are initialized with the trained filters of the architecture with ReLU.

E. Results on two-step training: discarding unnecessary coarse features and retraining

The results in Table VI and Fig. 5 correspond to Subsec. IV-B where the architecture with RReLU is trained in two steps. At first, the model is trained by keeping only the slopes trainable but the filters non-trainable. Once the coarse features are extracted by the RReLU slopes, the unnecessary coarse features are discarded. At the next step, both slopes and the filters are trained...
TABLE V: The value of $\gamma$ for different experiments and the corresponding number of filter ignored in ‘x/y’ format. Here ‘x’ filters out of ‘y’ filters could be dropped because of RReLU. 1$^{st}$ two rows and 2$^{nd}$ two rows are for experiments with Type-I (Sec. IV-A1) and Type-II (Sec. IV-A2) initialization respectively and 3$^{rd}$ two rows are for coarse feature extraction and retraining (Sec. IV-B).

| Dataset | Architecture | MNIST | CIFAR-10 | CIFAR-100 | SVHN |
|---------|--------------|-------|----------|-----------|------|
|         | FCNN         | ResNet-20 | ResNet-56 | ResNet-110 | WRN-40-4 | ResNet-20 | ResNet-56 | ResNet-110 | WRN-40-4 | WRN-16-4 |
| $\gamma$ | 1.0          | 0.2    | 0.06     | 0.06      | 0.045  | 0       | 0.16      | 0.02       | 0.03     | 0.04     |
| Filters ignored | 24/500 | 15/672 | 171/2016 | 1418/4532 | 2262/5136 | 0/672   | 309/2016  | 1587/4032 | 940/5136 | 324/1552 |
| $\gamma$ | -            | 0.38   | 0.15     | 0.06      | 0.05   | 0       | 0.25      | 0.1        | 0.04     | 0.06     |
| Filters ignored | -     | 36/672 | 192/2016 | 1232/4532 | 2401/5136 | 0/672   | 85/2016   | 617/4032  | 2068/5136| 454/1552 |
| $\gamma$ | -            | 0.04   | 0.1      | -         | -      | 0.03    | 0.11      | -          | -        | -        |
| Filters ignored | -     | 37/672 | 309/2016 | -         | -      | 39/672  | 373/2016  | -          | -        | -        |

To achieve an accuracy as good as the vanilla ResNets. The fourth row of Table VI gives the accuracy when the architecture with RReLU is trained with only trainable slopes of ReLU but the weights are nontrainable and initialized with uniform random Kaiming He initialization. With all random values in the filters and just the ReLU slopes trained, the models achieve some accuracy which shows that RReLU extracts the coarse features which are later fine-tuned by training the filters along with the slopes. In Fig. 5, the distribution of slopes is shown when the weights/filters are not trainable. It is clear that for both CIFAR-10 and CIFAR-100 datasets, some RReLU activations have slopes of zero. Once the unnecessary filter are discarded and the rest of the network is retrained, the model achieves accuracy close to the vanilla ResNets with a great saving in memory and computation as shown in Table VI.

F. Results on reduced filter-path length using RReLU

In Fig. 6, the distribution of filter-path lengths of architectures with ReLU and RReLU are plotted and it is clear that the filter-path length of architectures with RReLU are smaller than.
Fig. 4: Change in distribution of slopes for (a, d) architecture WRN-40-4 with dataset CIFAR-10, (b, e) architecture WRN-40-4 with dataset CIFAR-100 and (c, f) architecture WRN-16-4 with dataset SVHN for (i) **Type-I - top row:** architecture of RReLU is trained from scratch and (ii) **Type-II - bottom row:** architecture of RReLU whose slopes are initialized with 1 of ReLU activation and filter values are initialized with the final filter values obtained from a network with simple ReLU activation.

architectures with ReLU. It shows that when the architectures have a choice to discard some filters (like in RReLU), the features choose to pass via a lesser number of filters.

**G. Results on RReLU learns to dropout to achieve better generalization**

As discussed in Subsec. [IV-D] RReLU learns to dropout where the architecture has better representation power or more complexity than the task needs. Therefore RReLU presents a better generalization for those architectures that otherwise overfit. For deeper architectures like ResNet-110, both ReLU and RReLU encounter convergence issues if highly tuned hyperparameters are not chosen and therefore kept aside for this study. Other than ResNet-110, all other architectures that have higher complexity (more parameters than needed) show better generalization with RReLU consistently. Therefore with not-so-deep architectures, the performance improves consistently as highlighted in Table [VII].
TABLE VI: Performance of RReLU with two step training where the first step is to train only
the slopes keeping weights (initialized by Kaiming He initialization) non-trainable to extract the
coarse features and second step is to retrain the weights and the slopes together.

| Dataset       | CIFAR-10 | CIFAR-100 |
|---------------|----------|-----------|
| Architecture  | ResNet-20 | ResNet-56 | ResNet-20 | ResNet-56 |
| Acc ReLU      | 91.25    | 93.03     | 68.20     | 69.99     |
| #Params ReLU  | 0.27     | 0.85      | 0.27      | 0.85      |
| FLOPs ReLU    | 81.19    | 231.47    | 81.20     | 231.48    |
| Acc RReLU (trainable $b_i$) | 44.69 | 53.29 | 7.96 | 9.03 |
| Filters ignored (%) | 5.5 | 15.33 | 5.8 | 18.5 |
| #Params RReLU | 0.24 | 0.59 | 0.25 | 0.55 |
| FLOPs RReLU   | 74.57    | 185.72    | 72.58     | 172.14    |
| Acc RReLU     | 92.20    | 93.34     | 66.61     | 67.81     |

Fig. 5: Distribution of a total of 2016 slopes of RReLU for ResNet-56. (a) Initial distribution of
slopes with truncated GMM. For CIFAR-10, (b) 309 out of 2016 and for CIFAR-100, (c) 373
out of 2016 slopes are less than $|0.1|$ and $|0.11|$ respectively.
Fig. 6: Distribution of filter-path length for WRN-40-4 when trained with CIFAR-100. The RReLU activation allows the features to pass through less number of filters and therefore with RReLU, the filter-path length decreases.

TABLE VII: Dropout improves the generalization capability of a NN and RReLU learns to dropout some parameters in a structured way. Except for very deep architectures like ResNet-110, the performance improves indicating a better generalization using RReLU. The accuracies reported for architectures with RReLU are with type-I initialization unless stated differently inside the bracket.

| Dataset | MNIST | CIFAR-10 |
|---------|-------|----------|
| Architecture | Acc ReLU | Acc RReLU | Acc ReLU | Acc RReLU |
| FCNN | 98.33 | 98.25 | 91.25 | 93.15 |
| ResNet-20 | 91.25 | 93.03 | 93.57 | 94.10 |
| ResNet-56 | 93.03 | 94.10 | 92.75 (type-II) | 95.71 |
| ResNet-110 | 93.57 | 92.75 (type-II) | | |
| WRN-40-4 | 95.47 | 95.71 | | |

| Dataset | CIFAR-100 | SVHN |
|---------|----------|------|
| Architecture | Acc ReLU | Acc RReLU |
| ResNet-20 | 68.20 | 70.51 (type-II) |
| ResNet-56 | 69.99 | 72.83 (type-II) |
| ResNet-110 | 74.84 | 73.67 (type-II) |
| WRN-40-4 | 78.82 | 80.72 |
| WRN-16-4 | 97.01 | 97.053 |