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ABSTRACT
Graph-structured data are widespread in the real-world applications, such as social networks, recommender systems, knowledge graphs, chemical molecules etc. Despite the success of Euclidean space for graph-related learning tasks, its ability to model complex patterns is essentially constrained by its polynomially growing capacity. Recently, hyperbolic spaces have emerged as a promising alternative for processing graph data with tree-like structure or power-law distribution, owing to its exponential growth property. Different from the Euclidean space which expands polynomially, the hyperbolic space grows exponentially which makes it gains natural advantages in abstracting tree-like or scale-free graphs with hierarchical organizations.

In this tutorial, we aim to give an introduction to this emerging field of graph representation learning, with the express purpose of being accessible to all audiences. We first give a brief introduction to graph representation learning as well as some preliminary Riemannian and hyperbolic geometry. We then comprehensively revisit the hyperbolic embedding techniques including hyperbolic shallow models and hyperbolic neural networks. In addition, we introduce the technical details of the current hyperbolic graph neural networks, by unifying them into a general framework and summarizing the variants of each component. Moreover, we further introduce a series of related applications in a variety of fields. In the last part, we discuss several advanced topics about hyperbolic geometry for graph representation learning, which potentially serve as guidelines for further flourishing the non-Euclidean graph learning community.
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1 INTRODUCTION
Graph-structured data are ubiquitous in the real-world applications, ranging from social networks, recommender systems, knowledge graphs to chemical molecules. Despite the effectiveness of Euclidean space for graph-related learning tasks, its ability to encode complex patterns is intrinsically limited by its polynomially expanding capacity. Although nonlinear techniques [3] assist to mitigate this issue, complex graph patterns may still need an embedding dimensionality that is computationally intractable. As revealed by recent research [4] that many complex data shows non-Euclidean underlying anatomy, for example, the datasets with tree-like structure (e.g., hierarchies, power-law distribution) extensively exists in many real-world networks, such as the hypernym structure in natural languages, the subordinate structure of entities in the knowledge graph, the organizational structure for financial fraud, and item-user interactions in recommender systems. In these situations, Euclidean space fails to produce the most powerful or adequate geometrical representations.

Recently, hyperbolic space has gained increasing popularity in the representation learning community [5, 7, 13–15, 24] and various applications [17, 25, 26, 28]. The typical geometric property of hyperbolic space is that its volume increases exponentially in proportion to its radius, whereas the Euclidean space grows polynomially. Such a geometric trait brings two benefits enabling it to well deal with the complex real-world scenarios. The first one is that hyperbolic space exhibits minimal distortion and fits the hierarchies particularly well since the space closely matches the growth rate of tree-like data while the Euclidean space cannot. The second one is that even though with a low dimensional embedding space, hyperbolic models are surprisingly able to produce high-quality representation, which makes it to be especially favorable in low-memory and low-storage scenarios.

We believe the nascent topic highly fits the interest of the machine learning and data mining community. However, as far as we know, there are few related tutorials or seminars at present. The most related one is a workshop jointly held in Neurips 2020\(^{3}\), which gives a general overview of applications of differential geometry for deep learning without the emphasis on the graph-structured situations and hyperbolic geometry. Hence, it is necessary to have this tutorial, providing a more comprehensive discussion of the methods, applications, and challenges of this fast growing area.

2 TARGET AUDIENCE AND REQUIREMENTS
The tutorial targets machine learning researchers of any background. The young researchers, who are interested in the domain of graph representation learning, non-Euclidean representation learning, network embedding, and on how hyperbolic geometry can be applied in multiple scenarios, are especially welcome. No special background on data mining is required for the participants but it is helpful if the audiences already have some knowledge about concepts from mathematics, such as vector spaces and manifolds. If not, we also provide intuitive descriptions for all of them during the tutorial.

\(^{3}\)https://sites.google.com/view/diffgeo4dl/home
The expected audience size is 200. No special technical equipment is needed and some way of taking notes is suggested.

3 OUTLINE

The tutorial is mainly organized and refers to the recently released survey papers [15] and [27] but with more emphasis on the challenges by presenting the potential or newly developed solutions to address them. The outline is sketched as following:

- **Introduction (Min, 30 min)** [9, 11, 31]
  - An overview of graph representation learning
  - Brief introduction of Riemannian geometry
  - The motivation hyperbolic graph representation learning
- **Hyperbolic graph representation learning (HGRL) (Menglin, 30 min)** [15, 27]
  - Hyperbolic shallow models
  - Hyperbolic neural networks
    - Hyperbolic MLR
    - Hyperbolic RNN
  - Hyperbolic Graph Neural Networks
    - Hyperbolic feature transformation
    - Hyperbolic neighborhood aggregation
    - Hyperbolic non-linear activation
- **Applications (Menglin, 45 min)**
  - HGRL for recommender systems [7, 17, 20, 21, 28]
  - HGRL for knowledge graph [2, 23]
  - HGRL for other applications [16, 26]
- **Advanced Topics (Min, 60 min)**
  - Complex structures [1, 8, 12, 22, 32]
  - Evolving interactions [18, 26]
  - Geometry-aware Learning [28]
  - Trustworthy and scalability [6, 17, 19, 30]

Video records and the slides are now accessed via the tutorial homepage (https://hyperbolicgraphlearning.github.io/ for readers’ convenience.
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5 SOCIETAL IMPACT

In this tutorial, we focus on the emerging field of graph representation learning. We identify several challenges and present the potential solutions to address them, including some attempts conducted on our own. Our tutorial could share the main ideas among researchers, with the aim of pushing the boundary of graph representation research. Meanwhile, we have involved the contents of the applications in various domains. For instance, The hyperbolic graph representation techniques have been applied to understand cell developmental processes [10], which helps to discover hierarchies from scRNAseq data. They have also been applied in disease spreading analysis [5] and drug discovery such as molecular property prediction [29]. These lines of research no doubt help chemists to discover the new drugs more efficiently, encouraging large positive potential social impacts. We believe that the more we understand hyperbolic space powered graph representation techniques,
the better we can solve these challenging problems and further benefit society.
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