Abstract

A Generalized Morse Potential (GMP) is an extension of the Morse Potential (MP) with an additional exponential term and an additional parameter that compensate for MP’s erroneous behavior in the long range part of the interaction potential. Because of the additional term and parameter, the vibrational levels of the GMP cannot be solved analytically, unlike the case for the MP. We present several numerical approaches for solving the vibrational problem of the GMP based on Galerkin methods, namely the Laguerre Polynomial Method (LPM), the Symmetrized Laguerre Polynomial Method (SLPM) and the Polynomial Expansion method (PEM) and apply them to the vibrational levels of the homonuclear diatomic molecules B₂, O₂ and F₂, for which high level theoretical Full CI potential energy surfaces and experimentally measured vibrational levels have been reported. Overall the LPM produces vibrational states for the GMP that are converged to within spectroscopic accuracy of 0.01 cm⁻¹ in between 1 and 2 orders of magnitude faster and with much fewer basis functions / grid points than the Colbert-Miller Discrete Variable Representation (CM-DVR) method for the three homonuclear diatomic molecules examined in this study. A python library that fits and solves the GMP and similar potentials can be downloaded from https://gitlab.com/gds001uw/generalized-morse-solver.

1 Introduction

Since its introduction in 1929, the Morse Potential (MP) [1]

\[ V_M(r) = D_e \left[ 1 + e^{-2\alpha (r-r_m)} - 2e^{-\alpha (r-r_m)} \right], \]

has become the textbook example for describing the potential energy surface (PES) of interatomic interactions because of its simple form and the ability to produce analytical solutions for the vibrational energy levels,

\[ E_n = \hbar \nu_0 (n + 1/2) - \frac{(\hbar \nu_0 (n + 1/2))^2}{4D_e}. \]

In the above \( D_e \) is the dissociation energy, \( r_m \) the distance at the minimum, \( \alpha = \sqrt{k_e/2D_e} \) with \( k_e \) the force constant, \( \nu_0 = \frac{\hbar}{2\pi} \sqrt{2D_e/m} \) with \( m \) the mass of the particle and \( n \) an integer corresponding to the vibrational quantum number.
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Note that the spacing of the vibrational levels \( E_{n+1} - E_n = \hbar \nu_0 - (n + 1) (\hbar \nu_0)^2 / 2D_e \) becomes zero for \( n^* = (\frac{2D_e}{\hbar \nu_0}) - 1 \) and negative above it, indicating the inability of the MP to describe vibrational levels above \( n^* \). For the systems that we will investigate in this work (\textit{vide infra}) \( n^* \) is the last vibrational level below dissociation.

The simple form and limited flexibility of MP's potential function \([1]\) also result in deviations from the true PES at distances larger than \( r_m \). To alleviate this problem, more complicated extensions of the MP, such as the Morse/long-range (MLR) potential, have been previously introduced. \([2–6]\) However, these typically include many more parameters and the vibrational levels are obtained using numerical methods. We have previously introduced a Generalized Morse Potential (GMP) \([7]\)

\[
V^{(\gamma)}_{\text{gM}}(r) = D_e \left[ 1 + \frac{\gamma}{\alpha} \left( e^{-2\alpha(r-r_m)} - e^{-\alpha(r-r_m)} \right) - e^{-\gamma(r-r_m)} \right],
\]

which is the simplest expansion of the original MP as it includes just one additional exponential term and one additional parameter \( \gamma \), and reverts back to the original MP for \( \gamma = \alpha \) and for \( \gamma = 2\alpha \). In this respect, the MP can be considered as a special case of the GMP with \( \gamma = \alpha \) or \( \gamma = 2\alpha \). The GMP has been shown to produce superior fits to the intermolecular PESs of alkali metal - water cationic and halide - water anionic clusters in both the repulsive short range and attractive long range parts of the PES. \([8]\) The GMP in terms of the reduced coordinates \( r^* = r/r_m \), \( \alpha^* = \alpha r_m \), \( \gamma^* = \gamma r_m \) and \( e^* = (V^{(\gamma)}_{\text{gM}}/D_e) - 1 \) can be cast as \([7]\)

\[
e^* = \frac{\gamma^*}{\alpha^*} \left( e^{2\alpha^*(1-r^*)} - e^{\alpha^*(1-r^*)} \right) - e^{\gamma^*(1-r^*)}.
\]

In this study we examine the solution of the vibrational levels of the GMP based on Galerkin methods. We compare the time–to–solution of three different approaches using Laguerre and Legendre polynomials compared to the standard Colbert-Miller Discrete Value Representation (DVR) methods \([9]\) when applying it to the PESs of the diatomic molecules \( \text{B}_2 \), \( \text{O}_2 \) and \( \text{F}_2 \), for which Full Configuration Interaction (FCI) PESs and experimentally measured vibrational levels up to the dissociation limit have been reported.

## 2 The Laguerre Polynomial Method (LPM)

The Schrödinger equation for the GMP is

\[
\left( -\frac{\hbar^2}{2m} \frac{\partial^2}{\partial r^2} + V^{(\gamma)}_{\text{gM}}(r) \right) \psi(r) = E \psi(r),
\]

where \( V^{(\gamma)}_{\text{gM}} \) is the potential function for the GMP \([3]\). Defining \( x = \alpha r, x_m = \alpha r_m \), and \( \eta = \gamma/\alpha \), and setting \( V^{(\eta)}_{\text{gM}}(x) = \frac{2m}{\hbar^2 \alpha^2} \left( V^{(\eta \alpha)}_{\text{gM}}(x/\alpha) - D_e \right) \) allows us to rewrite (5) as

\[
\left( -\frac{\partial^2}{\partial x^2} + V^{(\eta \alpha)}_{\text{gM}}(x) \right) \psi(x) = e \psi(x).
\]

Here, \( \psi(x) = \psi(x/\alpha) \) and \( e = \frac{2m}{\hbar^2 \alpha^2} (E - D_e) \). In addition, setting \( \lambda^2 = \frac{2m}{\hbar^2 \alpha^2} D_e \) gives

\[
\psi^{(\eta \alpha)}_{\text{gM}}(x) = \lambda^2 \left( \eta \left( e^{-(x-x_m)} - e^{-(\lambda x)} \right) - e^{-\eta(x-x_m)} \right).
\]

Finally, defining \( z = 2\lambda e^{-(x-x_m)} \) and setting \( \psi(z) = \psi(x) \) yields

\[
\left( z^2 \frac{\partial^2}{\partial z^2} + z \frac{\partial}{\partial z} + q_\eta(z) \right) \psi(z) = -e \psi(z),
\]

where

\[
q_\eta(z) = \frac{\lambda \eta}{2} z - \frac{\eta}{4} z^2 + \frac{\lambda^2 - \eta}{2\eta} z^\eta.
\]

Observe that we recover the original MP for \( \eta = 1 \) and 2 since \( q_1(z) = q_2(z) = \lambda z - \frac{z^2}{4} \). Following the approach by Morse \([1]\), the problem can be solved by decomposing \( \psi(z) = e^{-z^2/8\beta^2 / 2} \phi(z) \) to obtain

\[
z \phi''(z) + (\beta + 1 - z) \phi'(z) + \left( \lambda - \frac{(\beta + 1)}{2} \right) \phi(z) + \left( \epsilon + \frac{\beta^2}{4} \right) \phi(z) = 0.
\]
Choosing $\epsilon = -\beta^2/4$ and setting $\beta = 2\lambda - 2n - 1$ so that
\[
\lambda - \frac{(\beta + 1)}{2} = n,
\]
for any nonnegative integer $n$, leads to the generalized Laguerre differential equation
\[
z\phi''(z) + (2\lambda - 2n - z)\phi'(z) + n\phi(z) = 0. \tag{11}
\]

Bounded solutions of this equation are known as the generalized Laguerre polynomials $L_n^{(2\lambda - 2n - 1)}(z)$. This shows that the eigenvalues of (8) are $\epsilon_n = (\lambda - n + 1/2)^2$ with eigenfunctions
\[
\psi_n(z) = e^{-z^2/2}\lambda^{n-1/2}L_n^{(2\lambda - 2n - 1)}(z)
\]
for $0 \leq n \leq \lfloor \lambda - 1/2 \rfloor$.

For values of $\eta$ other than 1 or 2, it may not be possible to obtain analytical solutions of (8) so we resort to numerical methods for the general case. Broadly speaking, our techniques rely on expanding the unknown eigenfunctions in terms of suitably chosen bases and applying Galerkin conditions to reduce (8) to matrix eigenvalue problems. The three approaches we consider tackle the problem in subtly different ways. However, we find (vide infra) that the resulting solutions agree with each other to a very high degree of precision, thus validating each other. We will only present the first method in the main part of the paper, with the other 2 methods outlined in Appendices A and B.

Define the inner products
\[
\langle f_1, f_2 \rangle_{L^2} = \int_0^\infty f_1(z)f_2(z) \, dz,
\]
and, for $\beta \geq 0$,
\[
\langle g_1, g_2 \rangle_{\beta} = \int_0^\infty g_1(z)g_2(z)e^{-z^2\beta} \, dz. \tag{13}
\]

Note that
\[
\langle h_1e^{-z^2\beta^2/2}, h_2e^{-z^2\beta^2/2} \rangle_{L^2} = \langle h_1, h_2 \rangle_{\beta}. \tag{14}
\]

The decomposition $\tilde{\psi}(z) = e^{-z^2/2}\frac{1}{\sqrt{\beta}}\phi(z)$ used for the original MP suggests the use of basis functions of the form
\[
u_{j}(z) = e^{-z^2/2}\beta^{j/2}p_j(z), \quad j \geq 0,
\]
where $\{p_j\}_{j \geq 0}$ is a suitable family of polynomials. Generally, the assumption underlying Galerkin methods is that the solution to a problem can be well-approximated by a finite collection of functions. In our case, the basis functions (15) are of the same form as the eigenfunctions for the original MP so these might be expected to serve as the building blocks for the generalized problem. The Galerkin conditions then require that the residual of this finite-dimensional approximation be orthogonal to the basis functions with respect to a suitable inner product. We impose the constraints
\[
\langle u_l^\beta, (z^2\partial_z^2 + z\partial_z + q_\eta) \psi \rangle_{L^2} = -\epsilon \langle u_l^\beta, \psi \rangle_{L^2}, \tag{16}
\]
for $l \geq 0$. We have
\[
(z^2\partial_z^2 + z\partial_z + q_\eta(z))u_j^\beta(z) = e^{-z^2/2}\beta^{j/2} \left( z^2p_j''(z) + z(\beta + 1 - z)p_j'(z) + \left( \frac{z^2}{4} - \frac{(\beta + 1)}{2}z + \frac{\beta^2}{4} + q_\eta(z) \right)p_j(z) \right). \tag{17}
\]

Requiring $\{p_j\}$ to be the orthonormalized generalized Laguerre polynomials that solve
\[
z^2p_j''(z) + z(\beta + 1 - z)p_j'(z) = -jp_j(z) \tag{18}
\]
for \( j \geq 0 \) then yields
\[
(z^2 \partial_z^2 + z \partial_z + q_\eta(z)) u_j^{(\beta)}(z) = e^{-z/2} z^{\beta/2} \left( \frac{z^2}{4} - \frac{(\beta + 1 + 2j)}{2} z + \frac{\beta^2}{4} + q_\eta(z) \right) p_j(z).
\]

(19)

Thus, substituting the expansion \( \tilde{\psi}(z) = \sum_{j=0}^{M} c_j u_j^{(\beta)}(z) = e^{-z/2} z^{\beta/2} \sum_{j=0}^{M} c_j p_j(z) \) into (16) and using only \( 0 \leq l \leq M \) results in
\[
\sum_{j=0}^{M} \left\langle p_l, \left( \frac{z^2}{4} - \frac{(\beta + 1 + 2j)}{2} z + \frac{\beta^2}{4} + q_\eta \right) p_j \right\rangle \beta c_j = -\epsilon c_l,
\]

(20)

where we have used (14) and the fact that the generalized Laguerre polynomials \( \{ p_j \} \) are orthonormal with respect to (13). Observe that with this choice for the \( \{ p_j \} \), we do not need to compute the derivatives of the polynomials as they show up in (17). Equation (20) can be recognized as an eigenvalue problem for the \( (M+1) \times (M+1) \) matrix \( S^{(\eta)} \) defined by
\[
S^{(\eta)}_{lj} = \left\langle p_l, \left( \frac{z^2}{4} - \frac{(\beta + 1 + 2j)}{2} z + \frac{\beta^2}{4} + q_\eta \right) p_j \right\rangle \beta,
\]

(21)

for \( 0 \leq l, j \leq M \). We note that for integer values of \( \eta \geq 1 \), the orthogonality of the generalized Laguerre polynomials and the fact that
\[
\text{deg} \left( \frac{z^2}{4} - \frac{(\beta + 1 + 2j)}{2} z + q_\eta(z) \right) \leq \eta
\]

lead to \( S^{(\eta)}_{lj} = 0 \) for \( |l - j| > \eta \). (For \( \eta = 2 \), it reduces to the \( \eta = 1 \) tri-diagonal matrix due to the cancellation of the \( z^2/4 \) term.) However, due to the \( (jz p_j) \) term, it is guaranteed to be non-symmetric. The non-trivial entries of this matrix can be computed by employing Gauss–Laguerre quadrature. This needs to be of sufficiently high-resolution, particularly in the cases where \( \eta \) is a non-integer and the integrands are not polynomials.

### 3 Comparison between the various Galerkin based Methods for obtaining the vibrational levels

The previous section outlines the most straightforward method to solve for the vibrations levels of the GMP. However, we also present two alternative techniques, termed the Symmetrized Laguerre Polynomial Method (SLPM, see Appendix A) and the Polynomial Expansion Method (PEM, see Appendix B). Besides these three basis set methods, approaches based on Discrete Variable Representation (DVR) have been previously reported and can be applied to a wide range of systems including the GMP. \([9,10]\) One of the most popular methods in that category is the Colbert-Miller DVR (CM-DVR), \([9]\) which uses localized and uniformly distributed basis functions to create a simple potential energy matrix (the potential function on the diagonal), and a more complex but analytically evaluated kinetic energy matrix. A python library and scripts contained in \( \text{https://gitlab.com/gds001uw/generalized-morse-solver} \) fit the GMP and similar potentials and solve for their vibrational levels up to dissociation using the methods (LPM, SLPM, PEM and CM-DVR) discussed in this study. In this section we evaluate the time–to–solution for the various methods and show that the Galerkin based methods using Laguerre Polynomials presented herein are significantly faster than the CM-DVR methods while retaining accuracy up to dissociation.

The three Galerkin based methods (cf. Section 2 and Appendices A and B) were tested on an arbitrary system to demonstrate the transferability of these methods. For this purpose, a GMP with \( r_m = \sqrt{2} \)Å, \( D_e = 0.577 E_h \), \( \mu = 1.618 \) amu, \( \alpha = \pi \), \( \eta = \frac{\mu}{\alpha} = \ln 10 \), and \( \lambda = 46.200 \) was used. Note that \( \lambda \) is a good metric for the number of eigenstates that exist before dissociation. The reference eigenstates of this potential were obtained via CM-DVR in the range \( r^* \in [0.4, 25] \) using 10,000 grid points. This was found to be a large enough range of values for \( r^* \) to converge to the final eigenstate and an adequate number of grid-points to converge the all energies. The performance of each method
was assessed by increasing the number of basis functions till convergence or the onset of numerical instabilities. The value of \( \beta \) was zero for the LPM simulations and the one for the SLPM. CM-DVR calculations used to test convergences were performed in the range \( r^* \in [0.5, 5] \). Errors were computed by comparing the eigenvalues from each method against those from the reference CM-DVR calculation. Timings were collected as an average of numerous runs that included setting up the solution matrix and diagonalization, but did not include the step of initializing the potential. Times are reported for an 8 core AMD Ryzen 7 1700X processor (2200-3400 MHz) with the \texttt{scipy.linalg} library for algebraic operations.

\[ \text{Figure 1:} \text{ The convergence plots of the lower eigenstates of the GMP are shown for the Laguerre Polynomial Method (LPM), Symmetrized Laguerre Polynomial Method (SLPM, Appendix A), the Polynomial Expansion Method (PEM, Appendix B), and for Colbert-Miller Discrete Variable Representation (CM-DVR [9]).} \]

The convergence of the lower eigenstates was studied first (Figure 1). Notably, all the eigenstates below \( n = 35 \) converge relatively quickly within 0.01 \( \text{cm}^{-1} \). Vibrational states converge with a number of basis functions that lies between one and two multiples of \( \lambda \) for the LPM and the SLPM. For DVR, all eigenvalues converge with less than 300 grid points, which agrees with the method used by Bytautas et al., [12–14] who performed CM-DVR on chemical systems similar to that modeled by these parameters. Eigenstates closer to dissociation behave differently as can be seen in Figure 2. Since these states are in regimes where the potential is less Morse-like, accurate representations of the eigenfunctions necessitates the use of more basis functions. However, all but the highest states converge within spectroscopic accuracy (0.01 \( \text{cm}^{-1} \)), further validating the LPM and SLPM methods for the vibrational states of importance. For each vibrational state there exists a minimum number of basis functions / grid points that are required to converge it to some threshold at some run time. Figure 3 indicates the number of basis functions or grid-points required to converge each vibrational state to 0.01 \( \text{cm}^{-1} \) as well as the corresponding run-times. The LPM and the SLPM are a full order of magnitude faster than the literature standard, CM-DVR. In summary, the LPM is the fastest
method for finding the eigenstates for the GMP. The SLPM is comparable to the LPM, but suffers from numerical stability issues, and thus must be used with caution. DVR can achieve the greatest accuracy because it is highly stable, but this comes at increased cost. It is important, however, to recognize that CM-DVR is transferable to any potential surface but LPM and SLPM are specific to Morse-like potentials.

**Figure 2:** The convergence plots of the last few (highest) eigenstates of the GMP are shown for the Laguerre Polynomial Method (LPM), Symmetrized Laguerre Polynomial Method (SLPM, Appendix A), the Polynomial Expansion Method (PEM, Appendix B), and for the Colbert-Miller Discrete Variable Representation (CM-DVR) [9]. These states are harder to approximate through the use of basis functions based on solutions of the MP.

The convergence of the PEM is discussed separately due to its different behavior. The method does converge for all eigenvalues, barring the last two, while employing 250 basis functions; other methods were also found to have problems in that regime. However, the states do not converge to computer precision (∼10^{-8}), but only to spectroscopic accuracy (∼10^{-2}). Furthermore, the time required to converge is high compared to other methods; there is a 2 orders of magnitude slowdown for the PEM compared to CM-DVR and a 3 orders of magnitude slowdown compared to the LPM. The slowdown is a consequence of the polynomial basis being required to depict the rapid activity for low values of the rescaled independent variable $z$ as well as the fast decay for larger values. In contrast, the LPM and SLPM employ bases with built-in exponentially decaying factors and hence perform better with fewer basis functions.
Figure 3: The convergence of the GMP summarized for the Laguerre Polynomial Method (LPM), Symmetrized Laguerre Polynomial Method (SLPM, Appendix A), the Polynomial Expansion Method (PEM, Appendix B), and for the Colbert-Miller Discrete Variable Representation (CM-DVR) [9]. (Left panel) time (relative to CM-DVR) required to run each converged simulation, which includes both assembling the matrix and the diagonalization. (Right panel): number of basis functions or grid points required to converge the eigenvalues to 0.01 cm⁻¹, which controls the size of the linear system solved for each method.

4 Application to the vibrational levels of the homonuclear diatomic molecules B₂, O₂ and F₂

4.1 Fits of the PESs

The GMP has been previously used to fit the intermolecular PESs corresponding to charge–dipole electrostatic interactions in alkali metal and halide – water clusters. [8] The extension to covalent bonds presented in this study is a natural choice since the MP is already a good and well used PES for covalent interactions. [15–17] However, it has been acknowledged that the MP does not fit covalent interactions well at larger interatomic distances (cf. Figure 4), and therefore attempts have been made to improve such potentials. [7, 15] The availability of highly accurate \textit{ab-initio} potential energy surfaces for O₂, F₂, and B₂ that include core and valence correlation and relativistic effects [13, 14, 18] presents a unique opportunity to quantitatively compare theoretically predicted molecular constants and properties such as the dissociation energy, the vibrational levels, or the vibrationally averaged equilibrium bond length to experimentally measured quantities. Bytautas \textit{et al.} have used their high level theoretical PESs for the above three diatomics in conjunction with a highly parameterized even-tempered Gaussian function (ETGP) to obtain vibrational levels in outstanding agreement with the measured ones up to dissociation. [12–14] In this work the \textit{ab-initio} PESs of O₂, F₂, and B₂ were analyzed based on the MP and GMP to gauge the performance of these much simpler functions with respect to the more complex and more accurate ETGP approach.

In this work, all fits and calculations were performed in reduced coordinates. [7] This produces comparable potentials and results that can be unsealed to get physical values with the appropriate units for each system. Figure 4 shows the fits with the MP and GMP for the \textit{ab-initio} PESs of O₂, F₂, B₂ reported by Bytautas \textit{et al.} [12–14]. There is a clear improvement of the fit with the additional exponent in the GMP over the MP that is already even visually recognized. The parameters of the fits are supplied in Tables I and 2 in which the root mean square differences (RMSD) are evaluated between the analytic function(s) and the highly accurate \textit{ab-initio} points. We find an approximate 50% reduction in the error of the fit with the additional exponential (GMP over MP). It is promising that minimal modifications to the MP can yield highly accurate PESs. It is important to note that a large error still exists for O₂, the only diatomic in the
Figure 4: Fits of the MP (red) and the GMP (blue) to the ab-initio PESs of \( B_2, O_2, \) and \( F_2 \) reported by Bytautas et al. \cite{12,14}. The dotted line for \( F_2 \) shows a necessary modification that can be applied to prevent the turnover for simulations or CM-DVR calculations.
set to have a bond order of two. For that reason, the GMP may need additional enhancements to account for breaking a double bond.

**Table 1:** Fitted parameters for the MP and GMP for B$_2$, O$_2$, and F$_2$. The RMSD of the various potential fits and the *ab-initio* PESs [13, 14, 18] are also indicated.

| Molecule | $r_m$ (Å) | $D_e$ (kcal/mol) | $\alpha$ (Å$^{-1}$) | $\alpha$ (Å$^{-1}$) | $\gamma$ (Å$^{-1}$) | RMSD (kcal/mol) |
|----------|-----------|-----------------|---------------------|---------------------|---------------------|-----------------|
|          |          |                 | MP                  | GMP                 | MP                  | GMP             | ETGP [12, 14] |
| B$_2$    | 1.590    | 67.73           | 1.88                | 2.22                | 5.13                | 2.84            | 1.43           | 0.023         |
| O$_2$    | 1.208    | 120.14          | 2.66                | 3.20                | 7.45                | 5.13            | 2.82           | 0.053         |
| F$_2$    | 1.411    | 38.14           | 2.85                | 3.62                | 8.58                | 2.00            | 0.62           | 0.036         |

**Table 2:** Fitted parameters for the MP and GMP in reduced coordinates for B$_2$, O$_2$, and F$_2$. The RMSD of the various potential fits and the *ab-initio* PESs [13, 14, 18] are also indicated.

| Molecule | $\alpha$ | $\alpha$ | $\eta$ | RMSD |
|----------|----------|----------|--------|------|
|          | MP       | GMP      | MP     | GMP  | ETGP [12, 14] |
| B$_2$    | 2.99     | 3.54     | 2.30   | 0.042| 0.021        | 0.00034         |
| O$_2$    | 3.21     | 3.86     | 2.33   | 0.043| 0.023        | 0.00044         |
| F$_2$    | 4.01     | 5.10     | 2.37   | 0.052| 0.016        | 0.00094         |

Examining the fitted parameters in reduced coordinates (Table 2) provides additional insights into how similar the fits of homologous molecules are. For the three diatomic molecules examined here, $\eta$ sits right in between 2.3 and 2.4, which is different than the range of values 0.22 - 0.28 previously reported for ion-water PESs [8]. It is important to note that for $\eta > 2$ there is a turnover point in the repulsive wall. While for $\eta < 2.4$ the turnover point is at short bond distances and high energies so solutions can still be obtained. However, when $\eta > 2.45$, there are significant concerns in the accuracy of the potential and the stability of the numerical methods. Another interesting observation is the increased value of $\alpha$ in the GMP compared to the MP. It appears that for these covalently bonded systems $\alpha$ increases to correct the shoulder of the PES at larger $r^*$ whereas $\gamma$ rectifies the corresponding changes to the repulsive wall and the minimum of the PES.

### 4.2 Application of the Laguerre Polynomial Method (LPM) to the vibrational energy levels

The availability of highly accurate, FCI quality PESs for the B$_2$, O$_2$, and F$_2$ diatomic molecules provides the opportunity to benchmark various numerical techniques used to obtain the vibrational levels. In addition, the availability of experimentally measured vibrational levels up to dissociation provides a critical validation test for the accuracy of the computed PES. As stated previously, the vibrational levels of the MP are analytically available. The GMP can be solved through a variety of methods (*vide supra*), but this section will focus on the Laguerre Polynomial Method (LPM) outlined in section II and the Colbert Miller Discrete Variable Representation (CM-DVR). [9] This section also analyses the vibrational levels obtained via the ETGP and a cubic interpolated surface (Inter) and compares the vibrational levels to the experimentally measured ones. All calculations were performed in reduced coordinates. The Laguerre Polynomial Method (LPM) was applied with $\sim$ 2A Laguerre basis functions, since the all the vibrational states (except for the last one) were converged well within a wavenumber (Figure 3). For CM-DVR, a simulation range ($r^*$) from [0.5, 5] was initially constructed with 500 gridpoints, yielding $\Delta r^* = 0.009$. It should be noted that systems with large values of $\eta$, such as F$_2$, have a turnover point at $r^* = 0.6$, which is within the DVR range of [0.5, 5] used to compute the vibrational points. To prevent unphysical eigenstates resulting from from the turnover, the potential was held to the value of the turnover to grid points less than the turnover, as shown in Figure 4 for F$_2$.

The experimentally measured vibrational levels of O$_2$ and F$_2$ have been previously reported up to dissociation. The experimental vibrational levels constitute the best observable that describes the “experimental” PES and serve as a powerful benchmark of the accuracy of the PES. Previous reports have already shown the FCI *ab-initio* PESs reported by Bytautas et al. are extremely accurate in reproducing the experimental vibrations. [12, 14] The simpler
Laguerre based methods are more easily solvable so confirming their accuracy to experiment is advantageous. The vibrational levels of \( F_2 \) are reported in Table 3, and their errors from experiment are displayed in Figure 5. Importantly, one achieves the same answer for the GMP using the LPM as with CM-DVR until close to dissociation where tight convergence is not achieved under these conditions. This validates the LPM for these coherent systems and the choice of using \( \sim 2 \lambda \) basis functions. In addition, one notices an improvement in the higher vibrational levels and root mean square error in the GMP compared to the MP, associated with the improvement in the fit to highly accurate \textit{ab-initio} points. Naturally, none of the schemes is as accurate as the highly parameterized ETGP used by Bytautas et al. Nevertheless, the GMP corresponds to a good and easily solvable potential for \( F_2 \).

Table 3: The vibrational levels of \( F_2 \) (cm\(^{-1}\)) for various potential fits to the \textit{ab-initio} PES of Bytautas et al. [18] (MP: Morse Potential, GMP: Generalized Morse Potential, ETGP: Even-Tempered Gaussian Potential, Inter: cubic Interpolated Surface). Subscripts denote the method of solving for the vibrational levels (Anal: analytical, LPM: Laguerre Polynomial Method, DVR: Colbert-Miller Discrete Variable Representation). Listed Root Mean Square Errors (RMSE) and Maximum Absolute Errors (maxAE) are computed with respect to the measured experimental vibrations for \( F_2 \).

| \( \nu \) | \( \text{MP}_{\text{Anal}} \) | \( \text{GMP}_{\text{Anal}} \) | \( \text{GMP}_{\text{LPM}} \) | \( \text{ETGP}_{\text{LPM}} \) | \( \text{ETGP}_{\text{DVR}} \) | Experiment | \( \text{RMSE} \) | \( \text{maxAE} \) |
|---|---|---|---|---|---|---|---|---|
| 0 | 434.60 | 475.66 | 475.66 | 454.26 | 444.83 | 455.37 | 0.513 | 10.89 |
| 1 | 1232.20 | 1405.17 | 1405.17 | 1346.94 | 1323.27 | 1349.27 | 0.762 | 14.65 |
| 2 | 2101.02 | 2303.27 | 2303.27 | 2235.45 | 2184.64 | 2219.52 | 0.771 | 15.23 |
| 3 | 2891.06 | 3169.65 | 3169.65 | 3060.96 | 3024.71 | 3065.59 | 0.771 | 15.23 |
| 4 | 3652.30 | 4004.01 | 4004.01 | 3882.17 | 3841.92 | 3904.82 | 0.771 | 15.23 |
| 5 | 4344.76 | 4800.00 | 4800.00 | 4673.34 | 4635.87 | 4682.80 | 0.771 | 15.23 |
| 6 | 5098.44 | 5575.27 | 5575.27 | 5448.72 | 5406.63 | 5452.56 | 0.771 | 15.23 |
| 7 | 5763.33 | 6311.47 | 6311.47 | 6193.47 | 6155.21 | 6195.42 | 0.771 | 15.23 |
| 8 | 6459.44 | 7014.19 | 7014.19 | 6809.71 | 6735.85 | 6910.54 | 0.771 | 15.23 |
| 9 | 7076.76 | 7683.04 | 7683.04 | 7566.51 | 7511.61 | 7597.00 | 0.771 | 15.23 |
| 10 | 7615.29 | 8317.57 | 8317.57 | 8204.81 | 8127.44 | 8253.85 | 0.771 | 15.23 |
| 11 | 8175.04 | 8917.34 | 8917.34 | 8822.51 | 8756.33 | 8880.04 | 0.771 | 15.23 |
| 12 | 8700.00 | 9481.86 | 9481.86 | 9347.37 | 9245.30 | 9474.48 | 0.771 | 15.23 |
| 13 | 9208.17 | 10010.62 | 10010.62 | 9904.06 | 9804.17 | 9936.00 | 0.771 | 15.23 |
| 14 | 9671.56 | 10503.08 | 10503.08 | 10309.07 | 10218.57 | 10563.39 | 0.771 | 15.23 |

In a similar manner, the vibrational levels of \( O_2 \) were calculated and compared to experiment. The vibrational levels are reported in Table 4, and the errors are shown in Figure 5. Again, the vibrational levels obtained with the GMP are the same through the LPM and CM-DVR methods up to the last three vibrational levels, further supporting the validity of the LPM. Although the GMP fits the \textit{ab-initio} PES of \( O_2 \) better than the MP, it does not accurately predict the vibrational levels, with RMSEs well above 500 cm\(^{-1}\). The errors in the GMP vibrational levels originate from the poor description of the dissociative shoulder and the minimum. The MP seems to predict better lower energy vibrational levels than the GMP. It appears that the large errors in the MP’s long-range regime cause the GMP to sacrifice a lot in the minimum area to fix more in the shoulder (Figure 5). This is purely a result of the individual PES, since it is much less Morse-like.

Finally, the vibrational levels of \( ^{11}B_2 \) were calculated and compared to those reported by Bytautas et al. [13]. There is no full vibrational analysis of \( B_2 \) and only certain energies have been reported. [24–26] Since the comparison of the ETGP to the available experimental values has already been reported [13], we will focus solely on comparing the GMP to the MP to the ETGP. The ETGP was chosen as the reference for this system since it has been shown to be highly accurate for \( O_2 \) and \( F_2 \). The vibrational levels for \( ^{11}B_2 \) are reported in Table 5. It must be pointed out again that the same vibrational energies are obtained via the LPM and CM-DVR methods. Since the full experimental vibrational levels for \( ^{11}B_2 \) are not available, we will investigate the accuracy of the MP and the GMP by comparing the results with these potentials to the ones previously reported by Bytautas et al. [13] (Figure 5). The differences for \( B_2 \) are much smaller for GMP than MP for all vibrational states in ways similar to \( F_2 \). The GMP, again, is a much better fit to the \textit{ab-initio} surfaces than the MP and is an excellent fit for \( F_2 \) and \( B_2 \).

The trends in the errors in the vibrational levels for all three diatomic molecules, obtained with the MP, GMP, ETGP and interpolated methods, can be analyzed with the visual help of Figure 5. The MP underestimates the vibrational levels for all states to various extents arising from large underestimations of the shoulder immediately after the equilibrium geometry. The GMP overestimates the lower energy states and underestimates the higher energy states. The additional exponential in the GMP sacrifices accuracy at the minimum to improve the overall fit and the vibrational levels near dissociation, as seen in the lower plots of Figure 5. This effect is further exaggerated for less Morse-like potentials, such as \( O_2 \), where the large error near dissociation is greatly reduced at the cost of introducing
Table 4: The vibrational levels of O$_2$ (cm$^{-1}$) for various potential fits to the ab-initio PES of Bytautas et al. [14]. The definitions of the various symbols and acronyms are the same as in Table 3. Listed Root Mean Square Errors (RMSE) and Maximum Absolute Errors (maxAE) are computed with respect to the measured experimental vibrations for O$_2$. [20–23]

Table 5: The vibrational levels of $^{11}$B$_2$ (cm$^{-1}$) for various potential fits to the ab-initio PES of Bytautas et al. [13]. The definitions of the various symbols and acronyms are the same as in Table 3.
Figure 5: (Top) Errors \(E_{\text{Calc}} - E_{\text{Exp}}\) or \(E_{\text{Calc}} - E_{\text{ETGP}}\) in vibrational energies (cm\(^{-1}\)) plotted against the vibrational level. Each line represents the various fits of the \textit{ab-initio} PES of Bytautas et al. [12–14, 18] (MP: Morse Potential, GMP: Generalized Morse Potential, ETGP: Even-Tempered Gaussian Potential, Inter: cubic Interpolated Surface). (Bottom) Errors \((E_{\text{ab-initio}} - E_{\text{Potential}})\) (kcal/mol) in the \textit{ab-initio} points [13, 14, 18]. The vertical line denotes the equilibrium geometry \(r_m\), minimum of the potential.)
noticeable errors near the minimum. The ETGP does extremely well predicting all vibrational states and all \textit{ab-initio} points because it is highly parameterized. Similarly, the Inter surface does well for B\textsubscript{2} and O\textsubscript{2}, but not for F\textsubscript{2}, which further highlights the important considerations of sampling: there are only 13 \textit{ab-initio} points for F\textsubscript{2}, a fact that results in over-fitting of the Inter surface. The errors in the vibrational levels can be directly attributed to the errors in the PES and this is an important consideration when solving for the vibrational levels of improved potential energy functions.

5 Synopsis

We have presented several methods for solving the vibrational problem of the GMP, which represents a minimal extension the original MP amounting to an additional exponential term and a constant at a cost of sacrificing the existence of an analytical solution for the vibrational energy levels. For this reason, we have introduced Galerkin schemes such as the Laguerre Polynomial Method (LPM), the Symmetrized Laguerre Polynomial Method (SLPM), and the Polynomial Expansion method (PEM) to solve for the vibrational levels of the GMP, and compared the results and their timing with the ones for the original MP and the CM-DVR method. The above methods were applied to the diatomic molecules B\textsubscript{2}, O\textsubscript{2} and F\textsubscript{2}, for which theoretically computed FCI-quality PESs and experimentally measured vibrational levels up to dissociation have been reported. There is a clear improvement of the fit of the \textit{ab-initio} points with the GMP over the MP, resulting in an overall 50\% reduction in the error.

We found that the LPM produces vibrational states for the GMP that are converged to within spectroscopic accuracy (0.01 cm\textsuperscript{-1}) at 1 – 2 orders of magnitude faster while requiring much fewer degrees of freedom than the Colbert-Miller Discrete Variable Representation (CM-DVR) method. It is important to note that for the GMP, the same answer is reached using the LPM compared to the more expensive CM-DVR method for all vibrational levels up to dissociation. Since vibrational states close to dissociation are less Morse-like, the corresponding eigenfunctions are harder to approximate for the LPM using basis functions based on solutions of the MP.

The LPM and the SLPM are a full order of magnitude faster than the literature standard, CM-DVR. The LPM is the fastest method for finding the eigenstates for the GMP. The SLPM is comparable to the LPM, but suffers from numerical stability issues, and thus must be used with caution. DVR can achieve the greatest accuracy because it is highly stable, but this comes at increased cost. It is important, however, to recognize that CM-DVR is transferable to any PES while LPM and SLPM are specific to Morse-like potentials.

The underestimation of the vibrational levels with the MP is due to the poor description of the “shoulder” immediately after the equilibrium distance. On the other hand, the GMP was found to overestimate the lower vibrational levels while underestimating the higher ones. This is due to the “trade-off” between describing the area around the minimum and the rest of the PES, especially the “shoulder” close to dissociation. Nevertheless, this simple extension of the MP with just one additional parameter represents a significant improvement while maintaining a physically intuitive picture of a simple universal function that can be used to accurately describe complex PESs.
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A The Symmetrized Laguerre Polynomial Method (SLPM)

A possible pitfall of using the technique outlined in Section 2 is that the matrix (21) that we end up with will always be non-symmetric. As a result, the eigenvalues produced by the algorithm are not guaranteed to be real, especially when the parameters are pushed to extreme cases. To circumvent this, we make use of a different inner product that exploits the non-symmetric. As a result, the eigenvalues produced by the algorithm are not guaranteed to be real, especially when the parameters are pushed to extreme cases. To circumvent this, we make use of a different inner product that exploits the non-symmetric. As a result, the eigenvalues produced by the algorithm are not guaranteed to be real, especially when

We define

\[ \left( f_1, f_2 \right)_D = \int_0^\infty \frac{f_1(z)f_2(z)}{z} \, dz, \]

(22)

rewrite (8) as

\[ z\partial_z \left( z\partial_z \psi(z) \right) + q_\eta(z) \psi(z) = -\epsilon \psi(z), \]

(23)

and impose the Galerkin condition

\[ \left\langle u_1^{(\beta)}, z\partial_z \left( z\partial_z \psi \right) + q_\eta(z) \psi \right\rangle_D = -\epsilon \left\langle u_1^{(\beta)}, \psi \right\rangle_D, \]

(24)

for \( l \geq 0 \) with respect to the new inner product, where \( \{ u_1^{(\beta)}(z) \}_{l \geq 0} \) are the basis functions defined as in Section 2 by \( u_1^{(\beta)}(z) = e^{-z^2/2} \beta^{1/2} p_l(z) \) for some family of polynomials \( \{ p_l \}_{l \geq 0} \). Noting that

\[
\begin{align*}
\left\langle u_1^{(\beta)}, z\partial_z \left( z\partial_z \psi \right) \right\rangle_D &= \int_0^\infty u_1^{(\beta)}(z)z\partial_z \left( z\partial_z \psi(z) \right) \frac{1}{z} \, dz \\
&= \int_0^\infty u_1^{(\beta)}(z)\partial_z \left( z\partial_z \psi(z) \right) \, dz \\
&= \left[ zu_1^{(\beta)}(z)\partial_z \psi(z) \right]_0^\infty - \int_0^\infty z\partial_z u_1^{(\beta)}(z)\partial_z \psi(z) \, dz,
\end{align*}
\]

(25)

we end up with

\[
\int_0^\infty -z\partial_z u_1^{(\beta)}(z)\partial_z \psi(z) + \frac{q_\eta(z)}{z} u_1^{(\beta)}(z) \psi(z) \, dz = -\epsilon \int_0^\infty u_1^{(\beta)}(z) \psi(z) \frac{1}{z} \, dz.
\]

(26)

Next, plugging the expansion \( \psi(z) = \sum_{j=0}^M c_j u_j^{(\beta)}(z) \) and using only \( 0 \leq l \leq M \) leads to

\[
\sum_{j=0}^M c_j \int_0^\infty -z\partial_z u_j^{(\beta)}(z)\partial_z u_j^{(\beta)}(z) + \frac{q_\eta(z)}{z} u_j^{(\beta)}(z) u_j^{(\beta)}(z) \, dz = -\epsilon \sum_{j=0}^M c_j \int_0^\infty u_j^{(\beta)}(z) u_j^{(\beta)}(z) \frac{1}{z} \, dz.
\]

(27)

This can be recognized as the generalized eigenvalue problem

\[ R^{(\eta)} c = -\epsilon T c, \]

(28)

for the coefficients \( c = (c_j) \) and the \( (M+1) \times (M+1) \) matrices \( R^{(\eta)} \) and \( T \) defined by

\[
R^{(\eta)}_{ij} = \int_0^\infty -z\partial_z u_i^{(\beta)}(z)\partial_z u_j^{(\beta)}(z) + \frac{q_\eta(z)}{z} u_i^{(\beta)}(z) u_j^{(\beta)}(z) \, dz,
\]

\[
T_{ij} = \int_0^\infty u_i^{(\beta)}(z) u_j^{(\beta)}(z) \frac{1}{z} \, dz,
\]

(29)

where \( 0 \leq l, j \leq M \). Observe that in order for these integrals to converge, we require \( \beta \geq 1 \). Further note that

\[ T_{ij} = \int_0^\infty e^{-z^2/2 - 1} p_i(z) p_j(z) \, dz, \]

(30)

so choosing \( \{ p_l \} \) to be the orthonormal generalized Laguerre polynomials with Laguerre parameter \( (\beta - 1) \) leads to to \( T = I \), the identity matrix. Thus, (28) reduces to a symmetric eigenvalue problem (i.e., not to a generalized eigenvalue problem).
B The Polynomial Expansion Method (PEM) in a Finite Domain

One potential weakness shared by the two methods based on Laguerre expansions is that they presuppose the rate of decay of the eigenfunctions for large \( z \). In cases where this decay occurs at rates that are significantly different from \( e^{-z/2} \), those approaches may fail. To address this issue, we make use of the observation that, in fact, the largest domain \( [0, \infty) \) needs to be solved on is \( (0, \infty) \). Under the transformation \( z = 2 \lambda e^{-(x-x_0)} \), the corresponding domain for \( (8) \) is \( (0, 2\lambda e^{x_0}) \). Thus, strictly speaking, the eigenvalue problem only needs to be solved on a finite domain, in contrast with the exact solution in the classical case \( \eta = 1 \) or the approaches explored in the earlier sections, all of which yield the solutions of \( (8) \) on \( (0, \infty) \).

This insight is helpful because, on a finite domain, supplementing the eigenvalue problem with boundary conditions allows us to solve for the unknown eigenfunctions in terms of polynomials without appending any additional decay factors. The suitable boundary conditions can be deduced by considering the corresponding end-points for \( (8) \): \( z = 0 \) corresponds to \( x = \infty \), at which point the wavefunction must vanish. The other end is more involved: as our non-dimensionalization does not get rid of \( x_m \) and we do not have a handle on its value, we make do by replacing the right end-point \( z = 2\lambda e^{x_0} \) by \( z = z_0 \) for a large enough \( z_0 \); furthermore, taking inspiration from the rapid decay of the solutions, we impose a homogeneous Dirichlet condition at this end-point too. To sum up, we need to solve

\[
\begin{aligned}
& z \partial_z (z \partial_z \tilde{\psi}(z)) + q_\eta(z) \tilde{\psi}(z) = -\varepsilon \tilde{\psi}(z), \quad z \in (0, z_0), \\
& \tilde{\psi}(0) = \tilde{\psi}(z_0) = 0.
\end{aligned}
\] (31)

The numerical procedure is fairly similar to the ones employed earlier. We choose an appropriate set of basis functions \( \{r_j(z)\}_{j \in J} \) on \( [0, z_0] \), expand the eigenfunctions \( \tilde{\psi}(z) = \sum_{j \in J} c_j r_j(z) \), and apply the Galerkin condition

\[
\langle r_l, z \partial_z (z \partial_z \tilde{\psi}) + q_\eta(z) \tilde{\psi} \rangle = -\varepsilon \langle r_l, \tilde{\psi} \rangle,
\] (32)

for \( l \in J \), where \( \langle \cdot, \cdot \rangle \) is an appropriate inner product.

Building on the symmetric procedure employed in Section \( \mathbf{A} \) we again use an inner product with the \( 1/z \) weight function, to wit,

\[
\langle f_1, f_2 \rangle_{B,z_0} = \int_0^{z_0} f_1(z) f_2(z) \frac{1}{z} \, dz.
\] (33)

However, this choice could lead to singular integrals because the \( 1/z \) weight blows up at \( 0 \); fortunately, the boundary conditions enable us to nip this issue in the bud. Let \( \{q_j\}_{j \geq 0} \) be the orthonormal Legendre polynomials on \( [0, z_0] \), and define

\[
r_j(z) = \begin{cases} q_j(z) - \delta_j q_0(z), & \text{for even } j, \\ q_j(z) - \delta_j q_1(z), & \text{for odd } j, \end{cases}
\] (34)

where

\[
\delta_j = \begin{cases} \sqrt{2j+1}, & \text{for even } j, \\ \sqrt{(2j+1)/3}, & \text{for odd } j, \end{cases}
\] (35)

have been chosen so that \( r_j(0) = r_j(z_0) = 0 \) for all \( j \). Note that \( r_0 \equiv r_1 \equiv 0 \) so our basis function indices in fact begin at \( j = 2 \). Applying \( (32) \) with the inner product \( (33) \) then gives

\[
\int_0^{z_0} r_l(z) (z \partial_z (z \partial_z \tilde{\psi})) + q_\eta(z) \tilde{\psi} \frac{1}{z} \, dz = -\varepsilon \int_0^{z_0} r_l(z) \tilde{\psi} \frac{1}{z} \, dz.
\] (36)

Simplifying yields

\[
[z r_l(z) \partial_z \tilde{\psi}(z)]_0^{z_0} + \int_0^{z_0} -z r'_l(z) \partial_z \tilde{\psi}(z) + \frac{q_\eta(z)}{z} r_l(z) \tilde{\psi}(z) \, dz = -\varepsilon \int_0^{z_0} r_l(z) \tilde{\psi}(z) \frac{1}{z} \, dz.
\] (37)

Using \( r_l(0) = r_l(z_0) = 0 \), we obtain

\[
\sum_{j=2}^{M} c_j \int_0^{z_0} -z r'_l(z) r_j(z) + \frac{q_\eta(z)}{z} r_l(z) r_j(z) \, dz = -\varepsilon \sum_{j=2}^{M} c_j \int_0^{z_0} r_l(z) r_j(z) \frac{1}{z} \, dz.
\] (38)
Defining the \((M - 1) \times (M - 1)\) matrices \(R^{(\eta, z_0)}\) and \(T^{(z_0)}\) by

\[
R_{l j}^{(\eta, z_0)}(\eta, z_0) = \int_{z_0}^{\infty} -z r_l'(z) r_j'(z) + \frac{q_\eta(z)}{z} r_l(z) r_j(z) \, dz,
\]

\[
T_{l j}^{(z_0)}(z_0) = \int_{z_0}^{\infty} r_l(z) r_j(z) \frac{1}{z} \, dz,
\]

for \(2 \leq l, j \leq M\), and writing \(c = (c_{lj})\) allows us to identify (38) as the generalized eigenvalue problem

\[
R^{(\eta, z_0)} c = -\varepsilon T^{(z_0)} c.
\]

Observe that the matrices \(R^{(\eta, z_0)}\) and \(T^{(z_0)}\) are symmetric and symmetric positive-definite respectively, which implies that all eigenvalues of (40) are guaranteed to be real. Moreover, as the basis functions vanish at \(z = 0\), they are divisible by \(z\); thus, the integrands \(\left(\frac{q_\eta(z)}{z} r_l(z) r_j(z)\right)\) are polynomials and can be integrated exactly using Gaussian quadrature. This also holds for \(\left(\frac{q_\eta(z)}{z} r_l(z) r_j(z)\right)\) when \(\eta\) is an integer.
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