HiT-DVAE: Human Motion Generation via Hierarchical Transformer Dynamical VAE
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Abstract

Studies on the automatic processing of 3D human pose data have flourished in the recent past. In this paper, we are interested in the generation of plausible and diverse future human poses following an observed 3D pose sequence. Current methods address this problem by injecting random variables from a single latent space into a deterministic motion prediction framework, which precludes the inherent multi-modality in human motion generation. In addition, previous works rarely explore the use of attention to select which frames are to be used to inform the generation process up to our knowledge. To overcome these limitations, we propose Hierarchical Transformer Dynamical Variational Autoencoder, HiT-DVAE, which implements auto-regressive generation with transformer-like attention mechanisms. HiT-DVAE simultaneously learns the evolution of data and latent space distribution with time correlated probabilistic dependencies, thus enabling the generative model to learn a more complex and time-varying latent space as well as diverse and realistic human motions. Furthermore, the auto-regressive generation brings more flexibility on observation and prediction, i.e. one can have any length of observation and predict arbitrary large sequences of poses with a single pre-trained model. We evaluate the proposed method on HumanEva-I and Human3.6M with various evaluation methods, and outperform the state-of-the-art methods on most of the metrics.
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1 Introduction

Modeling 3D human pose and motion is a fundamental problem towards understanding human behaviour, with a wide range of applications in medical prognosis, 3D content production, autonomous driving and human-robot interaction. One of the most studied computer vision tasks is pose estimation either from single images [23, 42, 43, 53], monocular videos [44, 46, 46], or from multi-camera settings [5, 49, 54]. This development is certainly due to the availability of large-scale datasets such as Human3.6M [28]. Beyond extracting 3D human pose information from various types of visual data, a number of works have been proposed around the development of machine learning methods allowing to forecast future motion [1, 2, 9, 10, 12, 14, 18, 20, 22, 25, 26, 29, 30, 32, 33, 37, 38, 40, 41, 51, 56] and more recently on generating plausible future sequences of realistic human 3D pose data [3, 4, 6, 11, 21, 31, 36, 39, 40, 45, 57, 58, 60].
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Human motion generation has several challenges: i) diversity: different from deterministic prediction, the generation methods should not just learn average patterns, but need to faithfully reflect the intrinsic intra-class variability. ii) dynamics: the generation process must inherently model the dynamics of the 3D human pose data, so that they can be transferred to the generated data and avoid collapsing to a stable motion. iii) smoothness: the generated data should be smooth. Some of these challenges have been partially addressed in past studies, although up to our knowledge, there is no existing methodology designed to face all three challenges. For instance, MT-VAE [58] combined the RNN-based motion prediction model with conditional variational autoencoders (VAE), where the difference between the observed and future poses was encoded into the latent variable, which was then concatenated with the RNN’s hidden state to account for the dynamics. DLow [60] proposed to generate a diverse set of motion sequences, by training fifty different encoders (and a single decoder), and obtaining fifty different instances of the latent variable, and thus fifty different generated motions. GSPS [39] inherited the diversity loss from DLow, but utilized a more powerful motion prediction framework, based on graph convolutional network (GCN) rather than the RNN. Diversity was obtained by concatenating random noise to the observed sequences. Finally, ACTOR, a Transformer-VAE method, was proposed in [45] to perform sequential generation, as opposed to previous methods that were designed for a fixed output length. ACTOR [45] learned an action class informed token as input to the encoder and decoder, thus conditioning the generation with manually annotated labels. All the above methods encode the observed human poses into sequence-level embedding, meaning that the entire observed sequence is encoded into a single time-independent embedding.

This motivates us to propose HiT-DVAE inspired by the recent literature on dynamical variational autoencoders (DVAE) [19]. Our method belongs to the very general family of variational autoencoders (VAE) and is therefore a probabilistic method inherently able to generate stochastic, and hence diverse output. More precisely, using DVAE, the sequence of observations is encoded into a sequence of latent variables instead of a single latent variable, thus offering larger representation power to learn and exploit the motion dynamics, see Figure 1. Besides, we model the generative process with auto-regressive dependencies, meaning that the generation of each frame depends on the previous ones and can be done sequentially. We can then train this model to generate sequences of arbitrary length. Finally, we implement these auto-regressive dependencies with a transformer-like (attention-based) encoder-decoder architecture, thus learning to automatically select which are the best frames to inform the generation of the next human 3D pose. Overall, HiT-DVAE implements auto-regressive probabilistic dependencies with transformer-like attention mechanisms enabling the learning of pose sequence dynamics as well as stochastic motion generation. Hence, the proposed solution deals with all the three challenges mentioned above.

Considering the evaluation of generated data, recent works either evaluate the generations directly on the joint location of poses [39, 60], or using the feature extracted from a pretrained feature extractor [21, 45]. Both protocols have clear shortcomings: the former just evaluates the best generated
sample and the diversity of all generations, ignoring the performance of the generations except the best one; while the latter depends on the quality of the feature extractor. To thoroughly evaluate the generation quality, we use both evaluation methods, and broaden the first one to take performance stability into consideration.

We thoroughly evaluate HiT-DVAE on HumanEva-I and Human3.6M datasets, using both explicit and implicit metrics to measure the quality of generated data. Experimental results show that our method achieves state-of-the-art on most of the metrics for both datasets, proving that the generation of HiT-DVAE has high quality (smaller errors, better features, correct action) with better performance stability.

2 Related Work

2.1 Modeling Future Human motion

The forecasting of human motion has been addressed under two paradigms so far: deterministic motion prediction and stochastic human motion generation. The former aims at using deterministic approaches to regress a single future motion from the past observation which is the most likely to the ground truth; while the latter focuses at generating various possibilities of the future to model the multi-modal nature of human motions.

2.1.1 Deterministic human motion prediction

Due to the inherent sequential structure of human motion, 3D human motion prediction has been mostly addressed with recurrent models [18,29,41]. However, although RNNs can achieve great success in motion prediction, they represent the entire past motion history with a fixed-size hidden state and tend to converge to a static pose. Some works alleviate this problem by using RNN variants [12,37], sliding windows [9,10], convolutional models [25,26,32] or adversarial training [20]. Since human body pose data are structured, directly encoding the whole body into a compact latent embedding neglects the spatial connectivity of human joints. To this end, recent work tend to leverage the forward graph convolutional network (GCN) [30,56] with a predefined or learnable adjacency matrix [1,2,14,33,38,40,51]. While deterministic methods have achieved promising results on accurate predictions, they exhibit strong limitations when it comes to model the diversity of plausible human motion forecasts. Stochastic methods are promising tools to overcome these limitations.

2.1.2 Stochastic human motion generation

To generate multiple future outcomes given a sequence of past observations, two types of approaches have been studied in the recent past: (i) the enhancement of deterministic methods with stochastic variations, e.g., incorporating noise, and (ii) leveraging conditional variational architectures that learn a probability distribution. In the first category, early works include combining random noise with hidden states either by concatenation [31,36] or addition [6]. More recently, Mao et al. [39] further investigated this paradigm with a GCN based motion prediction model [40], and showed promising results with dedicated designed losses. In the second category, past observations are encoded to learn a posterior latent space, then a random variable will be sampled and then combined with observations to predict the future [3,4,11,57,58]. Recently, DLow [60] proposed to explicitly generate a large number of samples during training, then to use a energy function to promote the diverse generation. ACTOR [45] first introduce a Transformer-VAE to obtain long term attention. Rather than modeling the whole observation into a single embedding, Action2Motion [21] and HuMor [47] exploit a auto-regressive generative model that the current generation will depend on the past prediction. However, they do not model the entire sequence, but only on the last frame, thus resulting in non-smooth motion generation.

2.2 Deep generative modeling

The family of stochastic human motion generation methods are mostly based in the general paradigm of variational inference, and of variational autoencoders. VAEs model the joint distribution of an
observation \( x \) and a latent variable \( z \). In stochastic human motion generation, the observations \( x \) often corresponds to a sequence of poses, rather than a single pose. However, up to our knowledge, most of the previous methods use a single latent variable \( z \) to encode the entire observed sequence. Alternatively, one could consider a sequence of latent variables and of observations, and use a VAE to model the relationship between between \( x_t \) and \( z_t \) without any time dependencies. However, the dynamics and any temporal relationships cannot be modeled in this case, which is obviously not desirable. Dynamical variational autoencoders (DVAEs) [19] offer the possibility to model data sequences within the general paradigm of variational inference. DVAE is a general class of models and different models are obtained when considering various dependencies between the variables, e.g., variational recurrent neural networks [13] or stochastic recurrent neural networks [17]. However, current DVAE models have a major limitation: the probabilistic dependencies between variables are always implemented with recurrent neural networks (or variants), thus avoiding the possibility to select which past frames are used to inform the generation of the current frame. In addition and up to our knowledge, the use of DVAEs for human motion forecasting has not been investigated so far. This motivates us to explore the use of attention mechanisms within the DVAE paradigm with applications to human motion forecasting, as explained in the following.

### 3 Method

We address the problem of 3D human motion generation that we formalise as follows. Given a sequence of \( O \) observed 3D poses of a person \( x_{1:O} = [x_1, \ldots, x_O] \), our aim is to generate a sequence of \( G \) 3D poses \( x_{O+1:O+G} = [x_{O+1}, \ldots, x_{O+G}] \), that follow the observations \( x_{1:O} \). Each pose vector \( x_t \in \mathbb{R}^{J \times 3} \) encodes the location of the \( J \) joints of a person at time \( t \) in Cartesian coordinates. Different from deterministic human motion prediction, we intend to generate multiple plausible future motion sequences with arbitrary length. To this end, we propose a new method named Hierarchical Transformer Dynamical Variational AutoEncoder or HiT-DVAE. Our method is based on the recently reviewed family of dynamical variational autoencoders [19], which formulates the generative process of time series in an autoregressive and time-dependent perspective. Up to our knowledge, this general methodology has never been combined with attention-based mechanisms. On the one hand, existing variants of DVAEs are always implemented with recurrent networks [19] (or standard variants such as LSTM and GRU). On the other hand, even if self-attention has been proven useful when combined with a Conditional VAE [45], the architectures proposed so far encode the entire sequence into a single latent variable \( z \), therefore potentially limiting the representation capabilities of temporal dynamics. We propose HiT-DVAE to get the best of both worlds, enabling stochastic motion generation together with dynamic sequence modeling via transformer-like attention mechanisms.

#### 3.1 HiT-DVAE

The proposed method is based on the very general DVAE methodology (see [19] for an exhaustive presentation on the topic). The basic principle of DVAEs is that for every observation \( x_t \) there is a corresponding latent variable \( z_t \), as opposed to VAEs which would encode the entire observed sequence \( x_{1:O} \) into a single latent variable \( z \). The sequence of observations and corresponding latent variables will be denoted by \( x_{1:T} = [x_t]_{t=1}^T \) and \( z_{1:T} = [z_t]_{t=1}^T \), respectively. For the time being, we will assume that \( T = O + G \), as if all 3D poses were observed even if this is not our setting. We will discuss the impact of having hybrid half-observed half-generated sequences later on.

In addition to the time-dependent latent variable \( z_{1:T} \), and inspired by [34, 45], we add a time-independent latent variable \( w \). Very differently from [45], \( w \) will be learned in an unsupervised manner within the DVAE methodology, see [34], thus without requiring action class labels. Formally, the proposed generative model writes:

\[
p_\theta(x_{1:T}, z_{1:T}, w) = \prod_{t=1}^{T} p_\theta(x_t, z_t, w|x_{1:t-1}, z_{1:t-1}) = p_{\theta_w}(w) \prod_{t=1}^{T} p_{\theta_x}(x_t|x_{1:t-1}, z_t, w)p_{\theta_z}(z_t|x_{t-1}, z_{1:t-1}, w),
\]

(1)

where \( p_{\theta_w}(w) \) is a prior distribution over the latent variable \( w \), which can be any simple distribution, such as a Gaussian distribution.

\[
\prod_{t=1}^{T} p_{\theta_x}(x_t|x_{1:t-1}, z_t, w)p_{\theta_z}(z_t|x_{t-1}, z_{1:t-1}, w),
\]

(2)
Figure 2: Overview of HiT-DVAE. The Encoder (left) inputs the observed sequence $x_{1:T}$ to estimate the posterior distribution of the time-dependent $z_{1:T}$ and time-independent $w$ latent variables. Then the Decoder (right) reconstructs the data and the prior of $z$.

meaning that the generative processes of both the observed and latent variables are auto-regressive, with cross-dependencies. We set $\theta = \theta_w \cup \theta_z \cup \theta_x$. In order to learn this generative model, we introduce an inference model ($\phi = \phi_w \cup \phi_z$):

$$q_\phi(z_{1:T} \vert w, x_{1:T}) = q_{\phi_w}(w \vert x_{1:T}) \prod_{t=1}^{T} q_{\phi_z}(z_t \vert x_{1:T}, w).$$

(3)

The training objective is to maximize the evidence lower bound (ELBO):

$$\mathcal{L}(\theta, \phi; x_{1:T}) = E_{q_\phi(x_{1:T}, w \mid x_{1:T})} \left[ \ln p_\theta(x_{1:T}, z_{1:T}, w) - \ln q_\phi(z_{1:T}, w \mid x_{1:T}) \right].$$

(4)

Although the above equations define the probabilistic dependencies between the different random variables, there are plenty of ways of implementing these dependencies. In this paper, we propose to use a hierarchical transformer-based architecture. In our ablation study, we discuss other —perhaps more conventional— ways of implementing such dependencies, that exhibit lower performance and demonstrate the interest of having both attention and a hierarchical structure, and thus justify the proposed HiT-DVAE. Both the encoder and the decoder of the proposed method exploit a spatial graph convolutional network (SGCN) to extract pose features from the raw poses $x_t$. We will denote this pose feature extraction operation as $f$, and we will let the encoder and decoder fine-tune their pose extractor leading to $f_e$ and $f_d$, see below for more details. Figure 2 shows an overview of our proposed model. Specifically, we employ the transformer architecture [55] jointly with GCN-based feature extractors to formulate the inference and generation on the sequential human motion data.

### 3.1.1 Generative Model (HiT-DVAE Decoder)

The generation of both $x_{1:T}$ and $z_{1:T}$ is performed via the attention mechanisms proposed in the original transformer architecture [55]. Specifically, the generative model will use multi-head cross-attention, after the GCN-based feature extractor $f_d$. The generative processes of $x$ and $z$ differ on what variables are used as queries, keys and values in the attention mechanism. The output of the two decoders will be the parameters of the respective probability distributions, defined in (2). Both distributions are considered to be Gaussian. While we learn both the mean and covariance matrix of the generative distribution of the latent variable $z_t$, the covariance matrix of the observations $x_t$ is considered to be the identity as in previous works [3, 21, 45, 47, 60]. In particular we have $p_{\theta_x}(x_t \mid x_{1:t-1}, z_t, w) = \mathcal{N}(x_t; \mu_{\theta_x,t}, \Sigma_{\theta_x,t})$ and $p_{\theta_z}(z_t \mid x_{1:t-1}, z_{1:t-1}, w) = \mathcal{N}(z_t; \mu_{\theta_z,t}, \Sigma_{\theta_z,t})$ with

$$\mu_{\theta_x,t} = \text{MaskedMultiHead}(Q_{\theta_x,t}, K_{\theta_x}, V_{\theta_x}),$$

(5)

$$Q_{\theta_x,t} = \begin{bmatrix} z_t \\ w \end{bmatrix}, K_{\theta_x} = V_{\theta_x} = [f_0(x_1), \ldots, f_0(x_T)],$$

(6)

$$\begin{bmatrix} \mu_{\theta_z,t} \\ \Sigma_{\theta_z,t} \end{bmatrix} = \text{MaskedMultiHead}(Q_{\theta_z,t}, K_{\theta_z}, V_{\theta_z}),$$

(7)

$$Q_{\theta_z,t} = \begin{bmatrix} f_d(x_t) \\ w \end{bmatrix}, K_{\theta_z} = V_{\theta_z} = [z_1, \ldots, z_T].$$

(8)
where a mask is used to prevent \( z_i \) and \( x_t \) from being generated from future latent and observed variables [55]. Finally, we have \( p_{\theta_w}(w) = \mathcal{N}(w; 0, I) \), where 0 and I are the zero vector and the identity matrix of appropriate dimensions.

### 3.1.2 Inference Model (HiT-DVAE Encoder)

The inference of the latent variables \( w \) and \( z_{1:T} \) from \( x_{1:T} \) is performed via a temporal GCN and the multi-head self-attention mechanism of the transformer encoder (TE). The extracted pose features are fed into the temporal GCN with \( T \) nodes, where each node indicates a time frame, and then into a fully connected (FC) layer to output the mean and variance of \( w \), namely \( \mu_{\phi_w} \) and \( \Sigma_{\phi_w} \). Samples are drawn from the corresponding posterior \( q_{\phi_w}(w|x_{1:T}) = \mathcal{N}(w; \mu_{\phi_w}, \Sigma_{\phi_w}) \), concatenated to all pose features and then fed into the transformer encoder such that \( q_{\phi_z}(z_t|x_{1:T}, w) = \mathcal{N}(z_t; \mu_{\phi_z}, \Sigma_{\phi_z}) \).

### 3.1.3 Feature Extractor on Human Poses

As mentioned above, we extract pose features via a spatial GCN \( f \). This strategy was suggested in [13]. In HiT-DVAE, the spatial GCN is composed of \( J \) nodes in the graph, each of them representing a joint in the pose skeleton. While the architecture of the spatial GCN is the same as that of the generative and inference models, these two spatial GCNs are trained separately (i.e., the weights are not shared).

### 3.2 Training losses

#### 3.2.1 ELBO.

Optimising the evidence lower bound (4) in the case of the proposed HiT-DVAE, boils down to (i) minimising the \( \mathcal{L}_2 \) loss on the reconstructed poses while (ii) minimising the KL divergence between the posterior and prior distributions over the latent variables. Because directly optimising the ELBO would not encourage diversity in our generative model, we inspire from [39], and we explicitly generate \( K \) motion sequences \( \{x_{1:T}^k\}_{k=1}^K \) and compute the ground-truth reconstruction loss and multi-modal reconstruction loss:

\[
\mathcal{L}_r = \min_k ||x_{1:T}^k - x_{1:T}||_2, \quad \mathcal{L}_{\text{MM}} = \frac{1}{M} \sum_{m=1}^M \min_k ||\hat{x}_{1:T}^m - x_{1:T}^m||_2; \tag{11}
\]

where \( x_{1:T} \) is the ground-truth, and \( x_{1:T}^m \) are the pseudo-ground truth sequences, which are selected from the training set following the same protocol as in [39]. In addition to the reconstruction losses, we need to minimise the KL divergence:

\[
\mathcal{L}_{\text{KL-z}} = \frac{1}{T} \sum_{t=1}^T D_{KL}(q_{\phi_z}(z_t|x_{1:T}, w)||p_{\theta_z}(z_t|x_{1:t-1}, z_{1:t-1}, w)) \tag{12}
\]

\[
\mathcal{L}_{\text{KL-w}} = D_{KL}(q_{\phi_w}(w|x_{1:T})||p_{\theta_w}(w)). \tag{13}
\]

The final evidence lower bound (ELBO) writes:

\[
\mathcal{L}_{\text{ELBO}} = \lambda_r \mathcal{L}_r + \lambda_{\text{MM}} \mathcal{L}_{\text{MM}} + \lambda_{\text{KL-z}} \mathcal{L}_{\text{KL-z}} + \lambda_{\text{KL-w}} \mathcal{L}_{\text{KL-w}}. \tag{14}
\]

#### 3.2.2 Diversity loss.

As suggested by [39, 60], we add diversity promoting losses on upper body and lower body:

\[
\mathcal{L}_{\text{DIV}} = \sum_{p \in \{l, u\}} \lambda_{\text{DIV-p}} \frac{2}{K(K-1)} \sum_{k=1}^K \sum_{k'=k+1}^K \exp \left( -\frac{||\hat{x}_{1:T}^k - \hat{x}_{1:T}^{k'}||_1}{\alpha_p} \right), \tag{15}
\]

where \( l \) (\( u \)) indicates the lower (upper) body part and \( \alpha_p \) is a normalizing factor.
3.2.3 Realistic pose loss.

Follow [39], we employ three extra losses to penalize for unrealistic poses, $\mathcal{L}_l$ for shifting limb length, $\mathcal{L}_a$ for aberrant joint angles and $\mathcal{L}_{nf}$ for negative prior pose probability from a pre-trained pose prior model based on normalizing flow [16,48]. Altogether, our final training loss writes:

$$
\mathcal{L} = \mathcal{L}_{\text{ELBO}} + \mathcal{L}_{\text{DIV}} + \lambda_l \mathcal{L}_l + \lambda_a \mathcal{L}_a + \lambda_{nf} \mathcal{L}_{nf}.
$$

(16)

3.3 HiT-DVAE for diverse human motion generation

The losses above allow to train the proposed HiT-DVAE to reconstruct full sequences. In practice, as stated in the problem formulation, HiT-DVAE must input $O$ observed frames $x_{1:O}$ and generate the following $G$ frames $x_{O+1:O+G}$. However, if we use the model trained with ground-truth input over the entire sequence $x_{1:T}$ ($T = O + G$) we encounter severe difficulties since after $O$ frames the input distribution changes from the ground-truth to the generated one, and the generation fails. One alternative could be training with ground-truth input until $O x_{1:O}$ and then complete with generated data $\hat{x}_{O+1:O+G}$. Unfortunately, at the beginning of the training the generated data is pattern-less, and the training diverges. In order to overcome this issue, we use scheduled sampling [7]: we start training only with ground-truth data, and we progressively add more generated frames (randomly) with a proportion starting at 0% and up to 100%.

Once our model is trained, we can use it to generate various future motion sequences in arbitrary length. Given $O$ observations in our setting, we can get the posterior of $z_{1:O}$ and $w$ from the inference model. Then, we can generate the next $G$ frames $\hat{x}_{O+1:O+G}$ by recursively applying the generative function on $p_{\theta_x}(x_t|x_{1:t-1},z_t,w)$ and $p_{\theta_z}(z_t|x_{1:t-1},z_{1:t-1},w)$. The diversity comes simply from the different samples of $z_{O+1:O+G}$ and $w$.

4 Experiments

4.1 Evaluation Protocols

Figure 3: Qualitative visualization on four different actions of the HumanEva and Human3.6M datasets. For each case we show ‘Start’, which is the last observed frame and the subsequent frames correspond the the last frames of 10 different generated sequences. GT is the ground truth last frame. Note that gsps and DLow highly diverge from that last GT frame, while our approach, while generating different alternatives, they all keep the essence of the particular action.
Table 1: Results on HumanEva-I. “Real data” means real motion in testing set, shown the theoretical upper bounds of accuracy on generation methods. The suffix ‘b’ or ‘m’ represents the best/medium metrics. ↑ (↓) means higher (lower) is better. † indicates results taken from DLow, ‡ indicates results obtained by using the official code repository.

|                  | Acc (%) | FID (m) | APD (m) | ADEb (m) | FDEb (m) | MMADEb (m) | MMFDEb (m) | ADEm (m) | FDEm (m) | MMAEm (m) | MMFEm (m) |
|------------------|---------|---------|---------|-----------|-----------|------------|------------|-----------|-----------|------------|------------|
| Human3.6M        |         |         |         | Real data |           |            |            | Real data |           |            |            |
|                   | 88.3    | -       | -       | -         | -         | -          | -          | -         | -         | -          | -          |
| ERD] [18]        | -       | -       | 0       | 0.382     | 0.461     | 0.521      | 0.595      | -         | -         | -          | -          |
| acLSTM] [35]     | -       | -       | 0       | 0.429     | 0.541     | 0.590      | 0.608      | -         | -         | -          | -          |
| Pose-Knows] [57] | -       | -       | -       | 2.308     | 0.296     | 0.384      | 0.375      | -         | -         | -          | -          |
| MT-VAE] [58]     | -       | -       | 0.021   | 0.345     | 0.403     | 0.518      | 0.577      | -         | -         | -          | -          |
| HP-GANT] [6]     | -       | -       | 1.139   | 0.772     | 0.749     | 0.776      | 0.769      | -         | -         | -          | -          |
| BoM[8]           | -       | -       | 2.846   | 0.271     | 0.279     | 0.373      | 0.351      | -         | -         | -          | -          |
| GMVAE] [15]      | -       | -       | 2.443   | 0.305     | 0.345     | 0.408      | 0.410      | -         | -         | -          | -          |
| DeLiGAN] [24]    | -       | -       | 2.177   | 0.306     | 0.322     | 0.385      | 0.371      | -         | -         | -          | -          |
| DSF] [50]        | -       | -       | 4.538   | 0.273     | 0.290     | 0.364      | 0.340      | -         | -         | -          | -          |
| DLow† [60]       | 52.7    | 34.72   | 4.853   | 0.248     | 0.262     | 0.361      | 0.337      | 0.577     | 0.717     | 0.646      | 0.753      |
| gspss† [39]      | 51.6    | 1.604   | 5.825   | 0.233     | 0.244     | 0.343      | 0.311      | 0.686     | 0.794     | 0.735      | 0.825      |
| HiT-DVAE         | 72.6    | 0.089   | 4.721   | 0.282     | 0.261     | 0.335      | 0.290      | 0.579     | 0.665     | 0.610      | 0.683      |

4.1.1 Datasets

Following [39, 60], we train and evaluate our methods on Human3.6M [27] and HumanEva-I [50] dataset: Human3.6M is the most commonly used dataset for motion tasks. It contains 7 actors (S1,5,6,7,8,9,11) performing 15 annotated actions recorded at 50 Hz. Human pose is represented in 32 skeletons, while we follow [39] to use 17 of the skeletons in our training and all testing implementations, and we use S1,5,6,7,8 as training set and the other two subjects as test set. HumanEva contains 5 actions (Box, Gesture, Jog, ThrowCatch, Walking) performed by 3 actors, recorded at 60 Hz. Each pose is represented by 15 skeletons. For both datasets, we remove the global translation and set the root joint as zero.

4.1.2 Explicit evaluation metrics

Following [39, 60], we evaluate error and diversity of our results with the following metrics, calculating directly on the joint locations of poses: i) Average Pairwise Distance (APD): average L2 distance of all pairs among the generated sequences: \[ \frac{1}{K(K-1)} \sum_{i=1}^{K} \sum_{j \neq i}^{K} \| \hat{x}_{O+1}^{k} - \hat{x}_{O+1}^{j} - G \|_2 \] \. APD measures the capacity of the model to generate diverse samples without considering their quality. ii) Average Displacement Error (ADE): L2 distance between the ground truth and the ‘best’ generated sample among all, taking the average over all frames of the sequence: \[ \min_{k} \| \hat{x}_{O+1}^{k} - x_{O+1} \|_2 \] \. Here ‘best’ means the one which is closest to the ground truth. ADE evaluates the upper bound of the generation quality of the model among all the generation results. iii) Final Displacement Error (FDE): Similar to ADE, FDE evaluates the distance between the ground truth and the best sample, but just on the final frame instead of the whole sequence: \[ \min_{k} \| \hat{x}_{O+1}^{k} - x_{O+1} \|_2 \] \. iv) Multi-Modal ADE (MMADE) and Multi-Modal FDE (MMFDE): multi-modal version of ADE and FDE.

The MPJPE based metrics are widely used for evaluating the quality of generated motion, considering the diversity of the generated data and accuracy of the best generated one. While the shortcoming of them is obvious. On one hand, when we use the generator to generate actions, we could not always have the groundtruth to judge which generation is the best one; on the other hand, as described in Sec 2.1, generating one best example is what deterministic motion prediction aims at, while stochastic methods should generate various good samples. For example, a batch of generated motions where only one sample is exact while the others are all super crazy will result in a large APD and tiny errors which seems perfect numerically, but this is certainly not a good generation we want. So just considering the above metrics is not comprehensively and proper.

Thus, we take two solutions: 1) instead of just evaluating ii-iv) on the best generated sample, we also evaluate these criteria on the ‘medium’ example, which holds the medium distance to the groundtruth among all the generated samples. 2) beside of this explicit measurement based on poses, we also consider implicit measurements based on a pretrained action classifier, as described below.
Table 2: Results on Human3.6M. “Real data” means real motion in testing set, shown the theoretical upper bounds of accuracy on generation methods. The suffix ‘b’ or ‘m’ represents the best/medium metrics. ↑ (↓) means higher (lower) is better. † indicates results taken from DLow, ‡ indicates results obtained by using the official code repository.

| Method       | Acc (%) | FID | APD (m) | ADEb (m) | FDEb (m) | MMADEb (m) | MMFDEb (m) | ADEm (m) | FDEm (m) | MMADEm (m) | MMFDEm (m) |
|--------------|---------|-----|---------|----------|----------|-------------|------------|----------|----------|-------------|------------|
| Real data    | 85.5    | -   | -       | -        | -        | -            | -          | -        | -        | -            | -          |
| ERD↑ [18]    | - -     | 0   | 0.722   | 0.969    | 0.776    | 0.995        | -          | -        | -        | -            | -          |
| aclLSTM↑ [35] | - -     | 0   | 0.789   | 1.126    | 0.849    | 1.139        | -          | -        | -        | -            | -          |
| Pose-Knows↑ [57] | - -     | 0   | 0.403   | 0.575    | 0.595    | 0.883        | -          | -        | -        | -            | -          |
| HP-GAN↑ [6]   | - -     | 7.214| 0.858   | 0.867    | 0.847    | 0.858        | -          | -        | -        | -            | -          |
| BoM↑ [8]      | - -     | 6.265| 0.448   | 0.533    | 0.514    | 0.544        | -          | -        | -        | -            | -          |
| GMVAE↑ [15]   | - -     | 6.769| 0.401   | 0.555    | 0.524    | 0.566        | -          | -        | -        | -            | -          |
| DeLiGAN↑ [24] | - -     | 6.509| 0.483   | 0.534    | 0.520    | 0.545        | -          | -        | -        | -            | -          |
| DSF↑ [59]     | - -     | 9.330| 0.493   | 0.592    | 0.550    | 0.599        | -          | -        | -        | -            | -          |
| DLow• [60]    | 65.9    | 1.412| 11.741  | 0.425    | 0.518    | 0.495        | 0.531      | 0.896    | 1.284    | 0.948        | 1.289      |
| gsps• [39]    | 65.0    | 2.030| 14.757  | 0.389    | 0.496    | 0.476        | 0.525      | 1.013    | 1.372    | 1.065        | 1.381      |
| ours         | 70.0    | 1.708| 8.942   | 0.472    | 0.505    | 0.497        | 0.514      | 0.804    | 1.034    | 0.812        | 1.028      |

4.1.3 Implicit evaluation metrics
Following [21, 45], we use a GRU-based action classifier pre-trained on real data to evaluate the quality of generated data by:

i) calculating Recognition Accuracy (Acc) of the classifier on generated data to evaluate if the generated data could be recognized as the correct action class.

ii) extracting features of the generated data and real data respectively by the action classifier, and calculate the Frechet Inception Distance (FID) of these two distributions to evaluate the overall quality of generated data. For the two datasets, we trained a classifier for each of them on their training splits.

4.2 Implementation details
We set the dimension of $z_t$ to 16 and $w$ to 32, and employ the same GCN architecture described in [40]. We use 1 GCN block with hidden size of 8 for spatial GCN and 4 GCN blocks with hidden size of 64 for temporal GCN. For the Transformer encoder and the decoder for generating $z_t$, we set the input feature dimension to 64, with 4 multi-head, followed by a FC layer with dimension of 256, whereas for the Transformer decoder to generate $x_t$, we set those parameters to 256, 4, 1024 respectively.

We generate $K = 50$ samples for each observation. We train the model for 500 epochs with 1000 training samples per epoch, using Adam optimizer, and set learning rate to 0.001, batch size to 64 for HumanEva and 32 for H3.6M. We applied a linear KL annealing [52] for the first 20 epochs to warm-up the latent space, then we take 80 epochs to increase the probability of schedule sampling from 0 to 1. For HumanEva, we train with a sequence length of 75, where the inference of $w$ only takes 15 frames with a random start point. The weights of different loss terms ($\lambda_r, \lambda_{mm}, \lambda_{dl}, \lambda_{d,u}, \lambda_l, \lambda_u, \lambda_{nf}, \lambda_z, \lambda_w$) and the normalizing factors ($\alpha_l, \alpha_u$) are set to (10, 5, 0.1, 0.2, 100, 1, 0.001, 0.5, 0.1) and (15, 50). For H3.6M, we train with a sequence length of 125, where $w$ is inferred from 25 frames. The weights of different loss terms and the normalizing factors are set to (20, 10, 0.1, 0.2, 100, 1, 0.01, 0.5, 0.1) and (100, 300) respectively.

4.3 Quantitative results
We evaluate the generated motions on HumanEva-I and Human3.6m dataset by the explicit and implicit metrics described in Sec 4.1, and found that our methods outperforms the state of the art methods on most of the evaluation metrics.

4.3.1 HumanEva-I
As shown in Tab 1, our method achieves comparable results with state of the art on explicit evaluation of diversity (APD) and errors of ‘best’ sample (ADEb, FDEb, MMADEb, MMFDEb). As discussed in
Table 3: Ablation Study on HumanEva-I and Human3.6M. ‘w/o SS’ means without scheduled sampling, ’w/o Att.’ means using an LSTM instead of transformer, ’w/o w’ means without using the time-independent latent variable w. ’w/o Att. & w’ means without attention and no use of w.

| Architecture | ACC (%) ↑ | FID (m) ↓ | APD (m) ↓ | ADEb FDEb MMADEd MMFDEd | ADEm FDEM MMADEm MMFDEm |
|--------------|-----------|-----------|-----------|-------------------------|-------------------------|
| HumanEva-I   |           |           |           |                         |                         |
| HiT-DVAE     | 72.6      | 0.089     | 4.721     | 0.282 0.261 0.335 0.290 | 0.579 0.665 0.610 0.683 |
| w/o SS       | 69.6      | 0.359     | 4.777     | 0.314 0.300 0.358 0.315 | 0.596 0.708 0.624 0.727 |
| w/o Att.     | 72.9      | 0.264     | 3.921     | 0.265 0.243 0.348 0.295 | 0.510 0.604 0.569 0.650 |
| w/o w        | 74.0      | 0.306     | 4.244     | 0.287 0.263 0.360 0.303 | 0.535 0.662 0.591 0.689 |
| w/o Att. & w | 76.5      | 1.262     | 0.023     | 0.538 0.621 0.594 0.660 | 0.538 0.622 0.595 0.663 |

| Human3.6M    |           |           |           |                         |                         |
| HiT-DVAE     | 70.0      | 1.708     | 8.942     | 0.472 0.505 0.497 0.514 | 0.804 1.034 0.812 1.028 |
| w/o SS       | 65.0      | 1.751     | 10.339    | 0.477 0.513 0.501 0.519 | 0.867 1.108 0.877 1.101 |
| w/o Att.     | 70.5      | 1.475     | 7.189     | 0.537 0.569 0.555 0.567 | 0.805 1.060 0.826 1.056 |
| w/o w        | 71.1      | 1.565     | 6.249     | 0.528 0.582 0.557 0.590 | 0.735 0.942 0.753 0.942 |
| w/o Att. & w | 64.2      | 0.659     | 2.688     | 0.732 0.892 0.787 0.896 | 0.897 1.184 0.934 1.186 |

Sec 4.1, we know that just considering these errors and diversity is not reliable, because these errors just evaluate the best sample among all generations and APD just evaluates diversity without considering the generation quality. And we should note that APD is not always better for larger values, because although we want the generated data to have diversity, crazy large diversity represents that some of the generated samples might totally fail and the quality of generation is not guarantied. So in order to comprehensively measure the performance of generated data, we test the error of ‘medium’ samples, action-recognition based accuracy ACC and feature-based FID scores on our data, and also on other code-released state of the art methods [39,60].

We find that our method achieves significantly better results than other state of the art methods on the implicit metrics ACC and FID, which means that our generated data is better in feature distribution, and could generate more reasonable results that could be recognized as the right action. And our method is also clearly better on errors of medium sample (ADEm, FDEm, MMADEm, MMFDEm), which indicates higher stability of our overall generation quality.

4.3.2 Human3.6M

Similar conclusion could be drawn for Human3.6M dataset, as shown in Tab 2. When training the action classifier for Human3.6M dataset, instead of training on all the 15 action labels, we group the 15 actions into 5 groups. This is because that some actions in Human3.6M dataset are not with much difference, so it is is not suitable for training the action classier. For example, we could not see the difference between 'eating' and 'smoking' with just the skeletons of the person. With this grouping, the average classification accuracy on real data of our classifier increases from 48.1% to 85.5%. Note that even on the 15-action classifier with low real-data-accuracy, our method still has higher Acc and lower FID comparing with other state of the art methods. While we report the 5-group classifier here because we believe that a better classifier is more reliable for calculating accuracy and extracting features for FID. More details about the action classifier could be found in supplementary material.

4.4 Ablation study

Tab 3 shows ablation studies on our method with different architecture design. We bold the best results and underlined the second best ones. We could find that, without schedule sampling, our method tends to generate more diverse results, but with worse quality either on explicit metrics and implicit metrics. Looking in the results of Human3.6M, the use of attention mechanism brings higher generation quality on explicit measurement. The global time-independent variable w bring more diversity on both two datasets (see the results w/o w). When we consider a vanilla DVAE model (w/o Att. & w), without the hierarchical transformer (HIT) architecture, it is very likely to collapse to a static state on the sequential latent space, which leads to moderate generation quality, and much worse diversity. The
final setting of HiT-DVAE we used performs good on almost all the metrics and is a balance of different evaluations.

4.5 Qualitative results

To qualitatively evaluate our generated results, we visualize various generating samples of our methods in Fig 3 comparing with other state of the art methods. We could see that other methods either generates very similar samples for all the generations, either result in some weird actions, while our method performs well on all the generations, with diverse but always reasonable results. More visualisations could be found in supplementary material.

5 Conclusions

In this paper we have investigated the use of attention combined with temporal probabilistic models for human motion generation. In particular, we proposed HiT-DVAE, a variational method modeling temporal dependencies between the observations and the latent variables, and exploiting attention to select which observations will be used to inform the generation of the current frame. Up to our knowledge, this is the first time that models with temporal latent variables and the use of attention are proposed to handle the human motion generation task. We exhaustively evaluated our method on two widely used datasets, HumanEva and Human3.6M, and reported state-of-the-art results.
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A Probabilistic Dependencies via Masked MHA

The temporal dependencies are implemented via the mask of the attention modules of the transformer decoder and encoder. The attention matrix in a Transformer layer, and is computed as follows:

\[
\text{Att}(Q, K, V) = \text{Softmax} \left( M \odot \frac{QK^T}{\sqrt{d_k}} \right) V,
\]

where \(Q, K, V\) represent the query, key and value, and \(d_k\) represents the input feature dimension of query and key. \(M\) is the attention mask and \(\odot\) denotes the element-wise multiplication. Obviously, an upper triangular mask without diagonal can prevent the model to see the future input. In this case, we can generate the entire sequence of \(x_{1:T}\) or \(z_{1:T}\) simultaneously. In practice, given an observed sequence with length \(T\), we only generate \(x_{2:T}\) and \(z_{2:T}\) to bypass the estimation of initial state \(x_0\) and \(z_0\).

Fig. 4 shows three cases of probabilistic dependencies when using different mask in the Transformer layer. Note that Fig. 4 (a) is a non-causal situation, thus we can not generate future motion via this dependencies. The mask in Fig. 4 (c) will make the attention computed only on one element, thus the attention mask is meaningless in this case. We choose the mask shown in Fig. 4 (b) in our proposed HiT-DVAE.

B Pseudo-code for HiT-DVAE

Here, we provide the pseudo-code for HiT-DVAE in training and generation:

```
Algorithm 1 HiT-DVAE in training

Inputs:
▷ Observation on human sequence \(x_{1:T}\)

for epo in epochs do
  Inference:
    ▷ Compute posterior of \(w\) and sample \(w \sim q_{\phi_w}(w|x_{1:T}) = N(w; \mu_{\phi_w}, \Sigma_{\phi_w})\)
    ▷ Compute posterior \(z_{1:T}\) and sample \(z_t \sim q_{\phi_z}(z_t|x_{1:t}, w) = N(z_t; \mu_{\phi_z,t}, \Sigma_{\phi_z,t}) \) for \(t = 1, ..., T\)
  Generation:
    ▷ Compute the distribution of \(x_{2:T}\) via \(p_{\theta_x}(x_t|x_{1:t-1}, z_t, w) = N(x_t; \mu_{\theta_x,t}, I) \) for \(t = 2, ..., T\)
    ▷ Compute the prior of \(z_{2:T}\) via \(p_{\theta_z}(z_t|x_{t-1}, z_{t-1}, w) = N(z_t; \mu_{\theta_z,t}, \Sigma_{\theta_z,t}) \) for \(t = 2, ..., T\)

  Compute loss and optimize via Adam

end for
```
Algorithm 2 HiT-DVAE in generation

Inputs:
▷ Observation on human sequence $x_{1:O}$

Initialization:
▷ Compute posterior of $w$ and $z_{1:O}$

for $t$ in range($O+1$, $O+G$) do
 ▷ Generate $\hat{z}_t$ via $z_t \sim p_{\theta_z}(z_t | \hat{x}_{t-1}, z_{1:t-1}, w)$
 ▷ Generate $\hat{x}_t$ via $x_t \sim p_{\theta_x}(x_t | x_{1:O}, \hat{x}_{O+1:t-1}, \hat{z}_t, w)$
end for

Output:
▷ Generated human motion sequence $\hat{x}_{O+1:O+G}$

C Action-classifier

As explained in Sec. 4.1 and Sec. 4.3 of the main paper, we trained a RNN-based classifier to calculate the implicit evaluation metrics ACC and FID following [21, 45]. The classifier we used is build upon 2 simple GRU layers with hidden size of 128. When training on Human3.6M dataset, we found that some action classes do not differ much from each other, which makes it difficult to train a good classifier. As our goal is to have a classifier which offers good feature, we believe the classifier with low accuracy on real data is not reliable enough, so we group the 5 similar actions, and trained the classifier on these 5 groups instead of the 15 original classes. The groups of actions are detailed in Tab 4.

Note that even on the classifier trained on the 15 original classes, our method still performs better than others, as shown in Tab. 5.

Table 4: Groups of actions of Human3.6m dataset, for training the action classifier.

| group number | original classes |
|--------------|------------------|
| 0            | Directions, Discussion, Greeting, Photo, Posing, Purchases, WalkDog, Waiting |
| 1            | Eating, Phoning, Sitting, Smoking |
| 2            | SittingDown |
| 3            | Walking |
| 4            | WalkTogether |

Table 5: Implicit evaluations by different classification models on Human3.6m dataset. Our method always performs better.

|                | 5 groups | 15 classes |
|----------------|----------|------------|
|                | Acc (%)  | FID        | Acc (%)  | FID        |
| Real data      | 85.5     | -          | 48.1     | -          |
| DLow [60]      | 65.9     | 1.412      | 22.7     | 1.566      |
| gsps [39]      | 65.0     | 2.030      | 22.2     | 1.915      |
| ours           | 70.0     | 1.708      | 28.1     | 1.466      |