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Abstract
In this paper, we propose and analyze an efficient implicit–explicit second-order backward differentiation formulation (BDF2) scheme with variable time steps for gradient flow problems using a scalar auxiliary variable (SAV) approach. Comparing with the traditional second-order SAV approach (Shen et al. in J Comput Phys 353:407–416, 2018), we only use a first-order method to approximate the auxiliary variable. This treatment does not affect the second-order accuracy of the unknown function $\phi$, and is essentially important for deriving the unconditional energy stability of the proposed BDF2 scheme with variable time steps. We prove the unconditional energy stability of the scheme for a modified discrete energy with the adjacent time step ratio $\gamma_{n+1} := \tau_{n+1}/\tau_n \leq 4.8645$. The uniform $H^2$ bound for the numerical solution is derived under a mild regularity restriction on the initial condition, that is $\phi(x, 0) \in H^2$. Based on this uniform bound of the numerical solution, a rigorous error estimate of the proposed scheme is carried out on the nonuniform temporal mesh. Finally, several numerical tests are provided to validate the theoretical claims. With the application of an adaptive time-stepping strategy, the efficiency of our proposed scheme can be clearly observed in the coarsening dynamics simulation.
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1 Introduction

Many science and engineering problems can be modeled by partial differential equations (PDE) having the structure of gradient flows. The evolution PDE systems are resulted from the energetic variational principle of the total free energy in different Sobolev spaces. Typical gradient flows include the Allen–Cahn and Cahn–Hilliard equations. The general form of gradient flow can be written as

$$\frac{\partial \phi}{\partial t} = -\text{grad}_HE(\phi),$$

where $E[\phi(x,t)]$ is the free energy functional associated to the physical problem, and $\text{grad}_HE(\phi)$ is the variational derivative of $E$ in the Sobolev space $H$. Then the above PDE system satisfies the following energy dissipation law

$$\frac{d}{dt}E(\phi) = (\text{grad}_HE(\phi), \frac{\partial \phi}{\partial t}) = -\|\text{grad}_HE(\phi)\|^2,$$

where $(\cdot,\cdot)$ and $\|\cdot\|$ are the $L^2-$inner product and the associated norm, respectively. This indicates the non-increasing in time nature of the energy functional $E$ for the gradient flow system. Moreover, in many cases, it is observed that the evolution of the free energy $E(\phi)$ usually involves both fast and slow stages of change in the long time simulation. Therefore, it is highly desired to develop high order unconditionally stable numerical schemes on the temporal nonuniform mesh, in which the adaptive time-stepping strategies can be easily applied without worrying about the instability. This is essentially important for the gradient flow problems with the large scale and long time simulation. For the single step time integration method, such as the first-order BDF scheme and second-order Crank-Nicolson scheme, it is relatively easy to construct the unconditionally energy stable numerical schemes for gradient flows. However, it is completely different and quite difficult to numerically investigate the multi-step methods, especially on the temporal nonuniform meshes; see e.g., [2, 5, 22, 24, 30] for related research of BDF$k$ methods with $2 \leq k \leq 6$. It is noted that the BDF2 scheme usually achieves stronger stability than the second-order Crank-Nicolson based schemes, particularly for the problems with strong stiffness [6, 11, 12].

Our goal in this paper is to construct and analyze the linear unconditionally energy stable and variable time-stepping BDF2 scheme for (1.1) with a mild restriction on the adjacent time step ratio. In [4, 33], the second-order BDF numerical schemes have been developed for the Cahn–Hilliard equations with the double well and logarithmic nonlinear potentials, respectively. The energy stability and the convergence analysis were also derived on the temporal uniform mesh by using the Douglas-Dupont regularization technique. Meanwhile, it has attracted increasing attention and has been extensively studied in constructing robust and efficient BDF2 schemes for parabolic PDEs on the temporal nonuniform mesh, in which the adaptive time-stepping strategies can be easily applied to improve the efficiency of the numerical simulation. Becker [2] numerically investigated the variable time-stepping BDF2 scheme for linear parabolic PDEs, in which the rigorous stability and convergence analysis were derived with a restriction on the adjacent time step ratio $\gamma_n < (2 + \sqrt{13})/3 \approx 1.8685$. However, an exponential prefactor was involved in their numerical analysis, which could blow up for certain choice of time-step series at vanishing time-steps. Chen et al. presented a nonuniform BDF2 scheme with convex splitting method for the Cahn–Hilliard equation in
A new developed Grönwall inequality was employed to remove the blowing-up prefactor in their convergence analysis under the restriction on the adjacent time step ratio $\gamma_n \leq 1.534$. In Liao et al. [21] investigated the BDF2 scheme for the Allen–Cahn equation on the temporal nonuniform mesh, in which the nonlinear potential term was treated implicitly. The unique solvability and energy stability of their proposed scheme were derived with the time step ratio $\gamma_n \leq 3.561$ and a mild restriction on the time step sizes. Moreover, if $\gamma_n \leq 1 + \sqrt{2}$, the discrete maximum bound principle of the numerical scheme has been obtained with the kernel recombination technique. With this uniform bound of the numerical solutions, they have presented a rigorous error analysis of the fully implicit scheme by using a novel discrete Grönwall inequality. Recently, the BDF2 scheme with variable time steps has been investigated for molecular beam epitaxial (MBE) model without slope selection in [35]. Under the constrain condition on the adjacent time step ratio $\gamma_n \leq 4.8645$, it has been proved that the proposed numerical scheme is unconditionally energy stable and the numerical solution is of second-order convergence in time. However, the existing variable BDF2 schemes for gradient flows treat the nonlinear terms fully or partially implicitly, the nonlinear iterations must be conducted at each time step.

As we know, the nonlinear terms involved in gradient flows usually yield a severe stability restriction on the time step sizes and the ratio of the adjacent time steps in the numerical schemes. Many efforts have been devoted to remove this restriction by carefully dealing with the nonlinear terms in the gradient flow problems. These includes, but not limited to, the convex splitting method [1, 8–10], the linear stabilized method [7, 16–18, 28, 32], the invariant energy quadratization (IEQ) method [34, 37] and the scalar auxiliary variable (SAV) approach [26, 27]. Particularly, the SAV method achieves more convenience to design the efficient and unconditionally energy stable schemes for the gradient flow problems, where a modified energy is defined involving an scalar auxiliary variable. Very recently, Huang et al. [14, 15] presented an implicit-explicit linear and unconditionally energy stable BDF$k$ ($1 \leq k \leq 5$) scheme for gradient flows using the SAV method. However, its unconditional energy stability only involved the auxiliary variable without the information of the phase function. The convergence analysis was also derived, but only available on the temporal uniform mesh [14].

In this paper, we propose and analyze an efficient implicit–explicit BDF2 scheme with variable time steps for gradient flow problems using the SAV approach. We prove the unconditional energy stability of the scheme for a modified discrete energy with the adjacent time step ratio $\gamma_{n+1} := \tau_{n+1}/\tau_n \leq 4.8645$. The main contributions are as follows. First, we develop a linear unconditionally energy stable BDF2 scheme on the temporal nonuniform mesh for gradient flows under the mild restriction on the adjacent time step ration $\gamma_n \leq 4.8645$, in which we only use a first-order method to approximate the auxiliary variable while we can still achieve the second-order accuracy of the unknown phase function $\phi$. This treatment is different with the traditional second-order SAV approach in [26] and is extremely important for establishing the unconditional energy stability of the proposed BDF2 scheme with variable time steps. Moreover, the energy stability of the numerical scheme indicates the uniform $H^1$ bound for the numerical solutions, which plays an important role in deriving the error estimates. Secondly, the rigorous error analysis has been established with a proper regularity assumption on the solution.

The rest of this paper is organized as follows: In Sect. 2, we construct the IMEX BDF2 scheme for gradient flows on the nonuniform grid mesh using the SAV approach, and carry out the stability results for the proposed schemes. Based on the stability form of the numerical scheme, the uniform $H^2$ bound for the numerical solutions is investigated in Sect. 3. In Sect. 4, a rigorous convergence analysis is derived for both $L^2$ and $H^{-1}$ gradient flows. Several
numerical examples are given in Sect. 5 to validate the theoretical prediction of the proposed method. Finally, the paper ends with some concluding remarks.

2 Scalar Auxiliary Variable Approach

We first introduce some notations which are used throughout the paper. Let $H^m(\Omega)$ and $\| \cdot \|_m, m = 0, \pm 1, \ldots$, denote the standard Sobolev spaces and their norms, respectively. In particular, the norm and inner product of $L^2(\Omega) := H^0(\Omega)$ are denoted by $\| \cdot \|$ and $(\cdot, \cdot)$ respectively. Here, $\Omega \subset \mathbb{R}^d, d = 1, 2, 3$ is a bounded domain with smooth boundary.

In what follows, we focus our attention on a typical energy functional $E(\phi)$, defined by

$$
E(\phi) = \int_{\Omega} \left( \frac{\varepsilon}{2} |\nabla \phi|^2 + F(\phi) \right) dx,
$$

where $F(\phi)$ represents the general nonlinear potential function. Taking the Sobolev space $H$ to be $L^2(\Omega)$ and $H^{-1}(\Omega)$ in (1.1) respectively, the gradient flows read

$$
\begin{align*}
\frac{\partial \phi}{\partial t} &= G_H \mu, \\
\mu &= -\varepsilon^2 \Delta \phi + F'(\phi),
\end{align*}
$$

where

$$
G_H := \begin{cases} 
-I, & \text{for } H := L^2, \\
\Delta, & \text{for } H := H^{-1}.
\end{cases}
$$

For the sake of simplicity we consider the periodic boundary condition or homogeneous Neumann boundary condition for (2.2), i.e.,

$$
\frac{\partial \phi}{\partial n}\big|_{\partial \Omega} = 0 \text{ for } G_H := -I \text{ and } \frac{\partial \phi}{\partial n}\big|_{\partial \Omega} = \frac{\partial \Delta \phi}{\partial n}\big|_{\partial \Omega} = 0 \text{ for } G_H := \Delta,
$$

where $n$ is the unit outward normal vector on the boundary.

The key idea of the SAV approach [26] is to introduce a scalar auxiliary function, defined by

$$
r(t) = \sqrt{E_1(\phi)} := \sqrt{\int_{\Omega} g(\phi) dx} + C_0,
$$

where $g(\phi) = F(\phi) - \frac{\lambda}{2} |\phi|^2$ with $\lambda \geq 0$, and $C_0$ is a positive constant such that $E_1(\phi) > 0$. Then, the original system (2.2) can be equivalently rewritten as:

$$
\begin{align*}
\frac{\partial \phi}{\partial t} &= G_H \mu, \\
\mu &= -\varepsilon^2 \Delta \phi + \lambda \phi + \frac{r(t)}{\sqrt{E_1(\phi)}} V(\xi) g'(\phi), \\
\frac{dr}{dt} &= \frac{V(\xi)}{2 \sqrt{E_1(\phi)}} \int_{\Omega} [g'(\phi) \frac{\partial \phi}{\partial t}] dx, \quad \xi = \frac{r(t)}{\sqrt{E_1(\phi)}},
\end{align*}
$$

where $V(\xi)$ is a real function of $\xi$ such that $V(1) \equiv 1$ and $V(\xi) \in C^2(\mathbb{R})$. Taking $L^2-$inner products of the above equations with $\mu, \frac{\partial \phi}{\partial t}$, and $2r(t)$ respectively gives

$$
\frac{d}{dt} \left( \frac{\varepsilon^2}{2} \| \nabla \phi \|^2 + \frac{\lambda}{2} \| \phi \|^2 + r^2 \right) = (G_H \mu, \mu) \leq 0.
$$
Noticing that
\[
\frac{d\left(\frac{\varepsilon^2}{2} \| \nabla \phi \|^2 + \frac{\lambda}{2} \| \phi \|^2 + r^2 \right)}{dt} = \frac{d\left(E(\phi) + C_0\right)}{dt} = \frac{dE(\phi)}{dt},
\]
we obtain the same energy dissipation law as (1.2) at the continuous level. However, we will see the constructed numerical scheme in this paper preserving a modified free energy dissipation more like the form of (2.7).

**Remark 2.1** For the special case \( V(\xi) \equiv 1 \), the new proposed SAV approach (2.6) comes to be the conventional SAV method reported in [26].

Starting with (2.6), we are now ready to construct various time stepping schemes to approximate the solution \( \phi \) with variable time steps. Let \( \tau_n := t_n - t_{n-1}, \ n = 1, 2, \ldots, N \) be the time step size, \( \gamma^{n+1} = \tau_{n+1}/\tau_n \) be the adjacent time–step ratios, and \( \tau = \max\{\tau_n, n = 1, 2, \ldots\} \) be the maximum time step size of the temporal mesh.

### 2.1 A First-Order Scheme

A combination of some first-order discretizations to each term of (2.6) gives the following scheme:

\[
\begin{align*}
\frac{\phi^{n+1} - \phi^n}{\tau_{n+1}} &= G_H \mu^{n+1}, \\
\mu^{n+1} &= -\epsilon^2 \Delta \phi^{n+1} + \lambda \phi^{n+1} + \frac{r^{n+1}}{\sqrt{E^n_1}} V(\xi^{n+1}) g'(\phi^n), \\
r^{n+1} - r^n &= \frac{\sqrt{\lambda}}{2E^n_1} \int_\Omega g'(\phi^n) \frac{\phi^{n+1} - \phi^n}{\tau_{n+1}} dx, \quad \xi^{n+1} = \frac{r^{n+1}}{\sqrt{E^n_1}}.
\end{align*}
\]

where \( \phi^n \) is an approximation to \( \phi(t^n) \) and \( E^n_1 := E_1(\phi^n) \).

Similar to the stability analysis of the traditional SAV method [26], it is easy to check that the scheme (2.8) is unconditionally energy stable in the sense that the following discrete energy law holds

\[
\left[\frac{\varepsilon^2}{2} \| \nabla \phi^{n+1} \|^2 + \frac{\lambda}{2} \| \phi^{n+1} \|^2 + |r^{n+1}|^2\right] - \left[\frac{\varepsilon^2}{2} \| \nabla \phi^n \|^2 + \frac{\lambda}{2} \| \phi^n \|^2 + |r^n|^2\right] \\ \leq (G_H \mu^{n+1}, \mu^{n+1}) \tau_{n+1} \leq 0. 
\]

### 2.2 An IMEX Second-Order BDF Scheme

We first recall the quadratic interpolation operator \( \Pi_{2,j} \phi(t) \): for \( \phi(t), t \in [t_{j-1}, t_{j+1}] \), \( \Pi_{2,j} \phi(t) \) interpolates \( \phi(t) \) at three points \( (t_{j-1}, \phi(t_{j-1})), (t_j, \phi(t_j)) \) and \( (t_{j+1}, \phi(t_{j+1})) \). That is,

\[
\Pi_{2,j} \phi = \phi(t_{j-1}) l_{j-1}(t) + \phi(t_j) l_j(t) + \phi(t_{j+1}) l_{j+1}(t), \quad \forall j = 1, 2, \ldots, N - 1,
\]

where \( l_j(t) \) is the basis of Lagrange interpolation polynomial, defined by

\[
l_k(t) := \prod_{i=j-1, i \neq k}^{j+1} \frac{t - t_i}{t_k - t_i},
\]

with variable time steps. Let \( \Omega = \text{the adjacent time–step ratios, and } \tau = \max\{\tau_n, n = 1, 2, \ldots\} \) be the maximum time step size of the temporal mesh.
for $k = j - 1, j,$ and $j + 1.$ Moreover, we have

$$\frac{\partial_t (\Pi_{2,j} \phi (t))}{t = t_{j+\sigma}} = \frac{1}{\tau_{j+1}} \left[ \frac{1 + 2\sigma \gamma_{j+1}}{1 + \gamma_{j+1}} \phi(t_{j+1}) \right. \]
\[\left. - (1 + (2\sigma - 1)\gamma_{j+1})\phi(t_j) + \frac{(2\sigma - 1)\gamma_{j+1}^2}{1 + \gamma_{j+1}} \phi(t_{j-1}) \right],
$$

for $t_{j+\sigma} := t_n + \sigma \tau_n + 1$ with $\frac{1}{2} \leq \sigma \leq 1.$ Then, the second-order finite differentiation formula $F^{j+\sigma}_2 \phi$ to approximate $\phi'(t)$ at $t = t_{j+\sigma}$ reads

$$F^{j+\sigma}_2 \phi := \frac{1}{\tau_{j+1}} \left[ \frac{1 + 2\sigma \gamma_{j+1}}{1 + \gamma_{j+1}} \phi_j^{j+1} - (1 + (2\sigma - 1)\gamma_{j+1})\phi_j^{j} + \frac{(2\sigma - 1)\gamma_{j+1}^2}{1 + \gamma_{j+1}} \phi_{j-1}^{j} \right],$$

(2.10)

where $\phi^{j}$ is an approximation to $\phi(t_j).$ Note that when $\sigma = 1,$ it becomes the classical second-order BDF with variable time steps:

$$F^{j+1}_2 \phi = \frac{1}{\tau_{j+1}} \left[ \frac{1 + 2\gamma_{j+1}}{1 + \gamma_{j+1}} \phi_j^{j+1} - (1 + \gamma_{j+1})\phi_j^{j} + \frac{\gamma_{j+1}^2}{1 + \gamma_{j+1}} \phi_{j-1}^{j} \right],$$

(2.11)

and Crank-Nicolson formula when $\sigma = \frac{1}{2}:

$$F^{j+1/2}_2 \phi = \frac{\phi_j^{j+1} - \phi_j^{j}}{\tau_{j+1}}.$$

Now, we are ready to construct an IMEX second-order BDF scheme with variable time steps, called VBDF2 hereafter, for (2.6):

$$F^{n+\sigma}_2 \phi = G_H \mu^{n+\sigma},$$

(2.12a)

$$\mu^{n+\sigma} = -\epsilon^2 \Delta \phi^{n+\sigma} + \lambda \phi^{n+\sigma} + \frac{r^{n+1}}{\sqrt{E_1^n}} V(\xi^{n+1}) g'(\phi_n^{n+\sigma}),$$

(2.12b)

$$\frac{r^{n+1} - r^n}{\tau_n + 1} = \frac{\sqrt{E_1^n}}{2} \int_{\Omega} g'(\phi_n^{n+\sigma}) \frac{\phi_{n+1}^{n+1} - \phi_n}{\tau_n + 1} d\mathbf{x}, \quad \xi^{n+1} = \frac{r^{n+1}}{\sqrt{E_1^n}},$$

(2.12c)

where $\phi^{n+\sigma} := \sigma \phi^{n+1} + (1 - \sigma)\phi^n$ and $\phi_n^{n+\sigma} := \phi^n + \sigma \gamma_{n+1}(\phi_n^n - \phi_n^{n-1}).$ Here we set $V(\xi)$ to be a functional of $\xi$ such that

$$V(1) = 1, \quad \lim_{\xi \to 1} \frac{V(\xi) - 1}{1 - \xi} = 1,$$

(2.13)

that is, $V'(1) = -1.$ From (2.12c), it is obvious that the numerical approximations to $r(t)$ and $\xi(t)$ are only first-order accuracy in time, viz.,

$$r^{n+1} = r(t_{n+1}) + C_1 \tau_{n+1}, \quad \xi^{n+1} = \xi(t_{n+1}) + C_2 \tau_{n+1} = 1 + C_2 \tau_{n+1},$$

(2.14)

where $C_1$ and $C_2$ are two general constants. It seems that the proposed VBDF2 scheme (2.12) for the evaluation of $\phi$ is only of first-order accuracy. In fact, in the SAV approach (2.6), the auxiliary variable functional $r(t)$ and $\xi(t)$ affect the phase function $\phi$ of the original problem (2.2) only by the term $\frac{r^l(t)}{\sqrt{E_1^l(\phi)}} V(\xi)$ in the discrete level. Moreover, combining (2.13) and (2.14), it is easy to check that the discrete term $\frac{r^{n+1}}{\sqrt{E_1^n}} V(\xi^{n+1}) = \xi^{n+1} V(\xi^{n+1})$ is of second-order approximation to 1, if $\xi^{n+1}$ approximates to 1 with first-order accuracy. Therefore, the
VBDF2 scheme is actually a second-order numerical method of (2.6). This will be rigorously verified by the theoretical analysis to be presented in Sect. 4. Before rigorously proving the energy stability of VBDF2 scheme (2.12), we need the following inequality, seeing also Lemma 2.1 in [20] or Lemma 3.1 in [13] with the parameter $\alpha = 1$,

$$\left(\phi^{n+1} - \phi^n\right) F^{n+\sigma}_2 \phi \geq G^{n+\sigma}_n + \varepsilon \left(\phi^{n+1} - \phi^n\right)^2, \quad (2.15)$$

where

$$G_n^\sigma := \frac{(2\sigma - 1)\gamma^{3/2}_{n+1}}{2(1 + \gamma_{n+1})} \left|\phi^n - \phi^{n-1}\right|^2, \quad G(s, z) := \frac{2 + 4s}{1 + s} - \frac{(2\sigma - 1)\zeta^2}{1 + z}.$$

$G(s, z)$ is increasing in $(0, s_*(\sigma))$ and decreasing in $(s_*(\sigma), +\infty)$ with respect to $s$, and decreasing for the variable $z \in (0, +\infty)$. Moreover, there exists $0 < z_* < 4$ such that $G(z, z)$ is increasing in $(0, z_*)$ and decreasing in $(z_*, +\infty)$, since $G(0, 0) = 2 \geq G(4, 4) = 2 - \frac{8(2\sigma - 1)}{5} \geq \frac{2}{5}$. Let $\gamma_*(\sigma)$ be the positive root of $G(z, z) = 0$ and $4 \leq \gamma_*(\sigma) < \gamma_*(\sigma)$. Thus, it follows from $G(0, z) = G(4, z)$ that

$$G(s, z) \geq \min\{G(0, \gamma_*(\sigma)), G(\gamma_*(\sigma), \gamma_*(\sigma))\} \geq G(\gamma_*(\sigma), \gamma_*(\sigma)) = 0$$

for any $0 < s, z \leq \gamma_*(\sigma) < \gamma_*(\sigma)$. It is easy to check that the root function $\gamma_*(\sigma)$ is decreasing for $\sigma \in \left[\frac{1}{2}, 1\right]$ with $\gamma_*(1) \approx 4.8645$ and $\gamma_*(\sigma) \to +\infty$, as $\sigma \to \frac{1}{2}$. Thus $\gamma_*(\sigma) \geq 4.8645$ for any $\sigma \in \left[\frac{1}{2}, 1\right]$.

The stability property of the VBDF2 scheme (2.12) is stated in the following theorem.

**Theorem 2.1** For $1/2 < \sigma < 1$ and $0 < \gamma_{n+1} \leq \gamma_*(\sigma), n = 1, \cdots, M - 1$, the VBDF2 scheme (2.12) is unconditionally energy stable in the sense that

$$E_{H}^{n+1} - E_{H}^n \leq 0, \quad (2.16)$$

where the discrete modified energy $E_{H}^n$ is defined by:

$$E_{H}^n := \begin{cases} \frac{(2\sigma - 1)\gamma^{3}_{n+1}}{2 + 2\gamma_{n+1}} \left|\phi^n - \phi^{n-1}\right|^2 + E_{Mod}^n, & \text{for } H := L^2, \\ \frac{(2\sigma - 1)\gamma^{3}_{n+1}}{2 + 2\gamma_{n+1}} \left|\nabla^{-1}(\phi^n - \phi^{n-1})\right|^2 + E_{Mod}^n, & \text{for } H := H^{-1}, \end{cases}$$

with $E_{Mod}^n = \frac{\varepsilon^2}{2} \left|\phi^n\right|^2 + \frac{\varepsilon}{2} \left|\phi^n\right|^2 + \left|r^n\right|^2$.

**Proof** We deduce from taking the inner products of (2.12a), (2.12b), and (2.12c) with $-G_H^{-1}(\phi^{n+1} - \phi^n), \phi^{n+1} - \phi^n$, and $2r^{n+1}$, respectively

$$\begin{align*} \left(2\mu^{n+1}, \phi^{n+1} - \phi^n\right) &= (-\mu^{n+1}, \phi^{n+1} - \phi^n), \\ \left(2\mu^{n+1}, \phi^{n+1} - \phi^n\right) &= \varepsilon^2 \left(\nabla \phi^{n+\sigma}, \nabla (\phi^{n+1} - \phi^n)\right) + \lambda (\phi^{n+\sigma}, \phi^{n+1} - \phi^n) \\ &\quad + \frac{\varepsilon^2}{2} \frac{E_{1n}}{E_{1n}} \frac{\varepsilon^2}{E_{1n}} \left(\xi^{n+1}, \phi^{n+1} - \phi^n\right), \\ \frac{2\varepsilon^2}{\varepsilon^2 + r^n} &\geq \frac{\varepsilon^2}{\varepsilon^2 + r^n} + \frac{\varepsilon^2}{\varepsilon^2 + r^n} \int \Omega g'(\phi^{*n+1}) \frac{\phi^{n+1} - \phi^n}{\varepsilon^2 + r^n} dx. \end{align*}$$
It follows from the above equations that
\[
(F_{2}^{n+\sigma} \phi_{n} - G_{H}^{-1}(\phi_{n}^{n+1} - \phi_{n}^{n})) + \varepsilon^{2}(\nabla \phi_{n}^{n+\sigma}, \nabla (\phi_{n}^{n+1} - \phi_{n}^{n})) + \lambda(\phi_{n}^{n+\sigma}, \phi_{n}^{n+1} - \phi_{n}^{n}) + 2\sigma r_{n+1}(r_{n+1} - r_{n}) = 0. 
\] (2.17)

Furthermore, applying the inequality (2.15) and the identities
\[
2(\sigma a^{k+1} + (1 - \sigma)a^{k})(a^{k+1} - a^{k}) = |a^{k+1}|^{2} - |a^{k}|^{2} + (2\sigma - 1)|a^{k} - a^{k-1}|^{2},
\] (2.18)

to (2.17) and dropping some uninfluential terms, the modified energy law (2.16) can be easily derived.

Next, we will show how to efficiently solve the VBDF2 scheme (2.12). It follows from (2.10) and (2.12) that
\[
\left(\frac{1 + 2\sigma \gamma_{n+1}}{\tau_{n+1}(1 + \gamma_{n+1})} - \sigma G_{H}(-\varepsilon^{2}\Delta + \lambda)\right)\phi_{n}^{n+1} - \xi_{n+1} V(\xi_{n+1})G_{H}g'(\phi^{n+1}) = 0.
\] (2.19)

We denote the right hand side of the above equation by \(h(\phi_{n}^{n+1}, \phi_{n}^{n-1})\). Then it holds that
\[
\phi_{n}^{n+1} = \phi_{1}^{n+1} + \xi_{n+1} V(\xi_{n+1})\phi_{2}^{n+1}
\] (2.20)

with \(\phi_{1}^{n+1}\) and \(\phi_{2}^{n+1}\) being solved respectively by
\[
\left(\frac{1 + 2\sigma \gamma_{n+1}}{\tau_{n+1}(1 + \gamma_{n+1})} - \sigma G_{H}(-\varepsilon^{2}\Delta + \lambda)\right)\phi_{1}^{n+1} = h(\phi_{n}^{n}, \phi_{n}^{n-1}),
\] (2.20a)
\[
\left(\frac{1 + 2\sigma \gamma_{n+1}}{\tau_{n+1}(1 + \gamma_{n+1})} - \sigma G_{H}(-\varepsilon^{2}\Delta + \lambda)\right)\phi_{2}^{n+1} = G_{H}g'(\phi^{n+1}).
\] (2.20b)

Actually, it is easy to see \(\phi_{1}^{n+1} + \phi_{2}^{n+1}\) is the numerical solution of \(\phi_{t}(t_{n+1})\) using the traditional second-order stabilized method for the original gradient flow (2.2). In order to numerically solve the auxiliary function \(\xi_{n+1}\), we substitute equation (2.19) into (2.12c) to obtain
\[
\xi_{n+1} + \sqrt{E_{1}^n} - r_{n} - \frac{V(\xi_{n+1})}{\sqrt{E_{1}^n}}\left[\xi_{n+1} V(\xi_{n+1})(g'(\phi^{n+1}), \phi_{2}^{n+1})
\right]
\] (2.21)
\[+(g'(\phi^{n+1}), \phi_{1}^{n+1} - \phi_{n}^{n})\right] = 0.
\]

Denoting the left side of the above equation by \(W(\xi_{n+1})\), and combining \(V(1) = 1\) and \(V'(1) = -1\), we have the following identities
\[
W(1) = \sqrt{E_{1}^n} - r_{n} - \frac{(g'(\phi^{n+1}), \phi_{1}^{n+1} + \phi_{2}^{n+1} - \phi_{n}^{n})}{\sqrt{E_{1}^n}} \sim O(\tau_{n+1}),
\] (2.22)
\[
W'(1) = \sqrt{E_{1}^n} + \frac{(g'(\phi^{n+1}), \phi_{1}^{n+1} + \phi_{2}^{n+1} - \phi_{n}^{n})}{\sqrt{E_{1}^n}} \sim \sqrt{E_{1}^n} + O(\tau_{n+1}).
\]

Thus \(\xi_{n+1}\) can be efficiently evaluated by solving the above nonlinear algebraic equation (2.21) using the Newton’s iteration with initial condition \(\xi_{0} = 1\) and large enough \(C_{0}\), since we only require a first-order accuracy of \(\xi_{n+1}\) in time with the VBDF2 scheme (2.12).

To summarize, the scheme (2.12) can be efficiently implemented by following the lines:
(i) Calculate $\phi_1^{n+1}$ and $\phi_2^{n+1}$ from (2.20a) and (2.20b) respectively, which can be realized in parallel.

(ii) Evaluate $\xi^{n+1}$ using (2.21), and then $\phi^{n+1}$ can be obtain by using (2.19).

The total computational complexity at each time step is essentially of solving two (or four) Poisson type equations with constant coefficients, since the computational cost for solving the nonlinear algebraic problem (2.21) by the Newton’s iteration can be negligible comparing the cost of solving $\phi_1^{n+1}$ and $\phi_2^{n+1}$. Hence, the new proposed SAV method (2.6) is essentially as efficient as the traditional SAV approach [26]. However, the traditional second-order BDF based SAV approach in [26] is only unconditional energy stable on the uniform temporal mesh. And the energy stability of our proposed numerical scheme (2.12) can be preserved for more general temporal meshes with slight restrictions on the ratios of the adjacent time step sizes.

3 $H^2$ Bound for the Numerical Solutions

From the energy stability (2.9) and (2.16), it follows that for all $n = 1, 2, \ldots, N$,

$$\|\phi^n\|_1 + |r^n| \leq M, \text{ if } \phi^0 \in H^1(\Omega),$$

for both of the first-order scheme (2.8) and the VBDF2 scheme (2.12), where the Poincaré inequality is used for the special case $\lambda = 0$, seeing also a similar result for the traditional SAV method in [25]. Here M is a positive constant depending only on $\Omega$ and the initial condition $\phi(x, 0)$. This implies the $H^1$ bound of the numerical solution $\phi^n$ and the uniform bound of the auxiliary variable $r^n$ for all $n = 1, 2, \ldots, N$. In the following, we aim to derive the uniform $H^2$ bound of the numerical solutions of the above proposed schemes for gradient flows (2.2). For simplicity, we only consider the special case with $\sigma = 1$ in what follows, and denote $\gamma_s := \gamma_s(1)$. Then we have $4 \leq \gamma_s < 4.8645$. Now, we first recall some results about the solution existence and regularity of $L^2$ and $H^{-1}$ gradient flows.

Lemma 3.1 ([25, 29]) (i) For the $L^2$-gradient flow, that is $G_H = -I$, assume $u^0 \in H^2(\Omega)$ and

$$|F''(x)| < C(|x|^p + 1), \quad p > 0 \text{ arbitrary if } d = 1, 2; \quad 0 < p < 4 \text{ if } d=3. \quad (3.1)$$

Then for any $T > 0$, the $L^2$-gradient flow (1.1) has a unique solution in the space

$$C([0, T]; H^2(\Omega)) \cap L^2(0, T; H^3(\Omega)).$$

(ii) For the $H^{-1}$-gradient flow, if $\phi^0 \in H^2$, and (3.1) and the following inequality holds

$$|F''(x)| < C(|x|^q + 1), \quad q > 0 \text{ arbitrary if } d = 1, 2; \quad 0 < q < 3 \text{ if } d=3. \quad (3.2)$$

Then for any $T > 0$, the $H^{-1}$-gradient flow (1.1) has a unique solution in the space

$$C([0, T]; H^2(\Omega)) \cap L^2(0, T; H^4(\Omega)).$$

3.1 $H^{-1}$ Gradient Flow

The $H^2$ bound of the numerical solution from VBDF2 scheme (2.12) for $H^{-1}$ gradient flow (1.1) is given in the following theorem.
Theorem 3.1 Assume $\phi^0 \in H^2$, $0 < \gamma_{n+1} \leq \gamma_*$, and $g(\cdot) \in C^3(\mathbb{R})$, then the solution of the VBDF2 scheme with $G_H = \Delta$ satisfies
\begin{align}
\frac{\gamma_{n+2}^2}{1 + \gamma_{n+2}} \frac{\|\phi^{n+1} - \phi^n\|^2}{2\tau_{n+1}} + \frac{\varepsilon^2}{2} \|\Delta \phi^{n+1}\|^2 + \frac{\lambda}{2} \|\nabla \phi^{n+1}\|^2 \\
\leq C(M, \gamma_*)(1 + T) + \max \left\{ \frac{\gamma_*^2}{1 + \gamma_*}, 1 \right\} \cdot \frac{\varepsilon^2}{2} \|\Delta g^0\|^2.
\end{align}
(3.3)

**Proof** For the first time step, that is $n = 0$, we use the discretization of first-order scheme (2.8) with $V(\xi) \equiv 1$, that is
\begin{equation}
\frac{\phi^1 - \phi^0}{\tau_1} + \varepsilon^2 \Delta^2 \phi^1 + \lambda \Delta \phi^1 = \frac{r^1}{\sqrt{E_1^0}} \Delta g'(\phi^0).
\end{equation}
Taking the $L^2$-inner product of the above equality with $\phi^1 - \phi^0$ and using Young’s inequality, gives
\begin{align}
\left\| \frac{\phi^1 - \phi^0}{\tau_1} \right\|^2 + \frac{\varepsilon^2}{2} \left( \|\Delta \phi^1\|^2 - \|\Delta \phi^0\|^2 \right) + \frac{\lambda}{2} \left( \|\nabla \phi^1\|^2 - \|\nabla \phi^0\|^2 \right) \\
\leq \frac{r^1}{\sqrt{E_1^0}} \|\Delta g'(\phi^0), \phi^1 - \phi^0\| \leq C(M) \tau_1 \|\Delta g'(\phi^0)\|^2 + \left\| \frac{\phi^1 - \phi^0}{\tau_1} \right\|^2.
\end{align}
(3.4)

Since $\phi^0 \in H^2$ and $g(\cdot) \in C^3(\mathbb{R})$, we have $\|\phi^0\|_{L^\infty} \leq C(\Omega) \|\phi^0\|_{H^2} \leq C$ and
\begin{align}
\|\Delta g'(\phi^0)\| &= \|g''(\phi^0)\Delta \phi^0 + g'''(\phi^0)\nabla \phi^0\|^2 \\
&\leq \|g''(\phi^0)\|_{L^\infty} \|\Delta \phi^0\|^2 + \|g'''(\phi^0)\|_{L^\infty} \|\nabla \phi^0\|^2 \\
&\leq C(1 + \|\nabla \phi^0\|^2).
\end{align}
(3.5)

By the Sobolev embedding theorem, $H^{d/4} \subset L^4$, and the interpolation inequality, we derive
\begin{align}
\|\nabla \phi^0\|_{L^4} \leq C \|\nabla \phi^0\|_{H^{d/2}} \leq C \|\nabla \phi^0\|^{1 - \frac{d}{4}} \|\Delta \phi^0\|^\frac{d}{4} \leq C(M) \|\Delta \phi^0\|^\frac{d}{4}.
\end{align}
(3.6)

Combining (3.5) and (3.6), it gives $\|\Delta g'(\phi^0)\| \leq C(M)$. Thus we can derive from (3.4) that
\begin{align}
\left\| \frac{\phi^1 - \phi^0}{\tau_1} \right\|^2 + \frac{\varepsilon^2}{2} \|\Delta \phi^1\|^2 + \frac{\lambda}{2} \|\nabla \phi^1\|^2 \leq C(M)(1 + \tau_1) + \frac{\varepsilon^2}{2} \|\Delta \phi^0\|^2.
\end{align}
(3.7)

This indicates $\phi^1 \in H^2$ and its $H^2$ bound only depends on $\phi^0$, $\Omega$ and $T$. Then we assume that $\phi^k \in H^2$ for all $k \leq n$ and the $H^2$ bound only depends on $\phi^0$, $\Omega$ and $T$. Thus, we have $\|g''(\phi^{n+1})\|_{L^\infty}, \|g'''(\phi^{n+1})\|_{L^\infty} \leq C$, where the positive constant $C$ only depends on $g(\cdot), \phi^0, \Omega$ and $T$. Therefore, for $n \geq 1$, making the inner product of (2.12a) and (2.12b) with $\phi^{n+1} - \phi^n$, and using the similar argument for $n = 0$, we obtain
\begin{align}
\left( \frac{\gamma_{n+2}^2}{1 + \gamma_{n+2}} + G(\gamma_*, \gamma_*) \right) \frac{\|\phi^{n+1} - \phi^n\|^2}{2\tau_{n+1}} - \frac{\gamma_*^3}{1 + \gamma_*} \frac{\|\phi^n - \phi^{n-1}\|^2}{2\tau_n} \\
+ \frac{\varepsilon^2}{2} \left( \|\Delta \phi^{n+1}\|^2 - \|\Delta \phi^n\|^2 \right) + \frac{\lambda}{2} \left( \|\nabla \phi^{n+1}\|^2 - \|\nabla \phi^n\|^2 \right) \\
\leq \frac{r^{n+1} V(\xi^{n+1})}{\sqrt{E_1^0}} \left( \Delta g'(\phi^{n+1}_*, \cdot), \phi^{n+1} - \phi^n \right) \\
\leq C(M, \gamma_*) \tau_{n+1} \|\Delta g'(\phi^{n+1}_*, \cdot)\|^2 + G(\gamma_*, \gamma_*) \frac{\|\phi^{n+1} - \phi^n\|^2}{2\tau_{n+1}} \\
\leq C(M, \gamma_*) \tau_{n+1} + G(\gamma_*, \gamma_*) \frac{\|\phi^{n+1} - \phi^n\|^2}{2\tau_{n+1}}.
\end{align}
Summing up the above inequality from 1 to \( n \), and combining (3.7) gives

\[
\frac{\gamma_{n+2}^2}{2(1 + \gamma_{n+2})} \| \phi^{n+1} - \phi^n \|^2 + \frac{\varepsilon_2^2}{2} \| \Delta \phi^{n+1} \|^2 + \frac{\lambda}{2} \| \nabla \phi^{n+1} \|^2 \\
\leq \frac{\gamma_{n}^2}{2(1 + \gamma_{n})} \| \phi^1 - \phi^n \|^2 + \frac{\varepsilon_2^2}{2} \| \Delta \phi^1 \|^2 + \frac{\lambda}{2} \| \nabla \phi^1 \|^2 \leq C(M, \gamma_*)(1 + T).
\]

Thus, we obtain the uniform \( H^2 \) bound (3.3) for the numerical solution \( \phi^{n+1} \). Then the proof is completed.

\[
\square
\]

### 3.2 \( L^2 \) Gradient Flow

For the \( L^2 \) gradient flow, we will only state the \( H^2 \) bound for the numerical solution of VBDF2 scheme (2.12). The proof is essentially same as the \( H^{-1} \) gradient flow.

**Theorem 3.2** Assume \( \phi^0 \in H^2, 0 < \gamma_{n+1} \leq \gamma_* \) and \( g(\cdot) \in C^2(\mathbb{R}) \), then the solution of the VBDF2 scheme with \( G_H = -I \) satisfies

\[
\frac{\gamma_{n+2}^2}{2(1 + \gamma_{n+2})} \| \nabla (\phi^{n+1} - \phi^n) \|^2 + \frac{\varepsilon_2^2}{2} \| \Delta \phi^{n+1} \|^2 + \frac{\lambda}{2} \| \nabla \phi^{n+1} \|^2 \\
\leq C(M, \gamma_*)(1 + T) + \max \left\{ \frac{\gamma_{n+1}^2}{1 + \gamma_*}, 1 \right\} \cdot \frac{\varepsilon_2^2}{2} \| \phi^0 \|^2.
\]

**Remark 3.1** In particular, we have improved the \( H^2 \) bound results given in [25], where the proof of \( H^2 \) bound of the numerical solutions for \( H^{-1} \) and \( L^2 \) gradient flows requires \( \phi^0 \in H^4 \) and \( H^2 \) respectively. Here we only require \( \phi^0 \in H^2 \) for both \( L^2 \) and \( H^{-1} \) gradient flows, which is consistent with the requirement of the continuous problem to guarantee the \( H^2 \) bound of the solution.

### 4 Error Analysis

In this section, we derive the error estimates of the VBDF2 scheme (2.12) for gradient flows. Denote \( e^n = \phi^n - \phi(t_n) \) and \( s^n = r^n - r(t_n) \) with \( e^0 = s^0 = 0 \), and \( \phi(t_{n+1}) = \phi(t_n) + \gamma_{n+1}(\phi(t_n) - \phi(t_{n-1})) \). For simplicity, we only consider the case \( V(\xi) = 2 - \xi \) hereafter.

#### 4.1 \( H^{-1} \) Gradient Flow

**Theorem 4.1** For the \( H^{-1} \) gradient flow, assume that \( \phi^0 := \phi(x, 0) \in H^2, 0 < \gamma_n \leq \gamma_* \), \( \tau_1 \leq \tau_1^4 \), and \( g(\cdot) \in C^3(\mathbb{R}) \). In addition, suppose that

\[
\phi_t \in L^\infty(0, T; L^2) \cap L^2(0, T; L^4), \phi_{tt} \in L^2(0, T; H^1), \phi_{ttt} \in L^2(0, T; H^{-1}).
\]
Then it holds that

\[
\frac{\gamma_{n+2}^2}{2(1 + \gamma_{n+2})} \frac{\| \nabla^{-1}(e^{n+1} - e^n) \|^2}{\tau_{n+1}} + \frac{\varepsilon^2}{2} \| \nabla e^{n+1} \|^2 + \frac{\lambda}{2} \| e^{n+1} \|^2 + \| s^{n+1} \|^2
\]

\[
\le C \exp(T) \left[ \tau^2 \int_0^T (\| \phi_t(s) \|^2 + \| \phi_{ttt}(s) \|^2) ds + \tau^4 \int_0^T (2 \| \phi_{ttt}(s) \|_{H^1}^2 + \| \phi_{ttt}(s) \|_{H^{-1}}^2) ds \right].
\]

(4.1)

where the positive constant \( C \) only depends on \( \phi^0, g(\cdot), \Omega, T \) and \( \gamma_* \). Moreover, we have

\[
\frac{\gamma_{n+2}^3}{2(1 + \gamma_{n+2})} \frac{\| \nabla^{-1}(e^{n+1} - e^n) \|^2}{\tau_{n+1}} + \frac{\varepsilon^2}{2} \| \nabla e^{n+1} \|^2 + \frac{\lambda}{2} \| e^{n+1} \|^2
\]

\[
\le C \exp(T) \tau^4 \int_0^T (\| \phi_t(s) \|^2 + \| \phi_{ttt}(s) \|^2 + \| \phi_{ttt}(s) \|_{H^{-1}}^2) ds.
\]

(4.2)

**Proof** It follows from Lemma 3.1 and Theorem 3.1 that \( \| \phi(t) \|_{H^2}; \| \phi^n \|_{H^2} \le C \), in which the positive constant \( C \) only depends on \( \phi^0, \Omega, T \) and \( \gamma_* \). By the Sobolev embedding theorem \( H^2 \subset L^\infty \), we have

\[
| g(\phi) |, | g'(\phi) |, | g''(\phi) |, | g(\phi^n) |, | g'(\phi^n) |, | g''(\phi^n) | \le C
\]

(4.3)

for all \( n = 0, 1, \ldots \). We use the expression \( A \lesssim B \) to mean that \( A \le CB \) for the general positive constant \( C \), hereafter. Direct calculation gives

\[
r_{tt} = -\frac{1}{4(1 + \gamma_{n+2})^3} \int \Omega g'(u) \phi_t dx^2 + \frac{1}{2(1 + \gamma_{n+2})} \int \Omega [g''(\phi) \phi_t^2 + g'(\phi) \phi_{ttt}] dx.
\]

Combining (4.3), we deduce that

\[
\int_0^{\Delta_{n+1}} |r_{tt}|^2 dt \lesssim \int_0^{\Delta_{n+1}} (\| \phi_t \|^2_{L^4} + \| \phi_{ttt} \|^2) dt.
\]

(4.4)

For \( n \ge 1 \), the error equations can be derived from (2.6) and (2.12), as follows

\[
F_2^{n+1} e + \varepsilon^2 \Delta^2 e^{n+1} - \lambda \Delta e^{n+1} = \frac{s^{n+1} V(\xi_{n+1})}{\sqrt{E_1}} \Delta g'(\phi^{n+1}) + J_1^n + J_2^n + T_1^n + T_2^n,
\]

(4.5a)

\[
s^{n+1} - s^n = \frac{V(\xi_{n+1})}{2(1 + \gamma_{n+2})} \int \Omega g'(\phi^{n+1}) (e^{n+1} - e^n) dx
\]

\[
+ \frac{1}{2} \int \Omega J_3^n \cdot (\phi(t_{n+1}) - \phi(t_n)) dx - v_1^n + v_2^n,
\]

(4.5b)

where

\[
J_1^n := r(t_{n+1}) V(\xi_{n+1}) \left[ \frac{\Delta g'(\phi^{*,n+1})}{\sqrt{E_1}} - \frac{\Delta g'(\phi(t_{n+1}))}{\sqrt{E_1}(\phi(t_{n+1}))} \right],
\]

\[
J_2^n := \frac{r(t_{n+1}) (V(\xi_{n+1}) - 1)}{\sqrt{E_1}(\phi(t_{n+1}))} \Delta g'(\phi(t_{n+1})),
\]

\[
J_3^n := \frac{V(\xi_{n+1}) g'(\phi^{*,n+1})}{\sqrt{E_1}} - \frac{g'(\phi(t_{n+1}))}{\sqrt{E_1}(\phi(t_{n+1}))},
\]

(4.5c)

and the truncation errors are given by

\[
T_1^n = \phi_t(t_{n+1}) - \delta_t (\Pi_{2,n} \phi(t)) |_{t=t_{n+1}}, \quad T_2^n = \Delta g'(\phi(t_{n+1})) - \Delta g'(\phi(t_{n+1})),
\]

(4.6a)
\[ v_1^n = r(t_{n+1}) - r(t_n) - \tau_n + \tau_{n+1} f(t_{n+1}) = \int_{t_n}^{t_{n+1}} (t_n - s)r_t(s)ds, \] (4.6b)

\[ v_2^n = \left( \frac{g'(\phi(t_{n+1}))}{2\sqrt{E_1(\phi(t_{n+1}))}} \right) \int_{t_n}^{t_{n+1}} (t_n - s)\phi_t(s)ds. \] (4.6c)

Taking the \( L^2 \) inner product (4.5a) and (4.5b) with \( (-\Delta)^{-1}(e^{n+1} - e^n) \) and \( 2s^{n+1} \), respectively, and summing them up, gives

\[
\frac{1}{2} \left[ \left( \frac{\gamma_{n+2}^2}{1 + \gamma_{n+2}} + G(\gamma_n, \gamma_n) \right) \frac{\|\nabla^{-1}(e^{n+1} - e^n)\|^2}{\tau_{n+1}} - \frac{\gamma_{n+1}^2}{1 + \gamma_{n+1}} \frac{\|\nabla^{-1}(e^n - e^{n-1})\|^2}{\tau_n} \right] \\
+ \frac{\lambda}{2} \left[ \|\nabla(e^{n+1})\|^2 - \|\nabla(e^n)\|^2 \right] + \frac{\lambda}{2} \left[ \|\nabla(e^{n+1})\|^2 - \|\nabla(e^n)\|^2 \right] + \|s^{n+1}\|^2 - |s^n|^2
\]

\[
\leq \left( J_1^n + J_2^n + T_1^n + T_2^n \right) \nabla^{-1}(e^{n+1} - e^n) + \tau_{n+1} \int_{\Omega} J_3^n : (\phi(t_{n+1}) - \phi(t_n))dx \\
+ 2s^{n+1}(-v_1^n + v_2^n)
\]

\[
\leq C(\gamma_n) \tau_{n+1} \left[ \|\nabla^{-1}J_1^n\|^2 + \|\nabla^{-1}J_2^n\|^2 + \|\nabla^{-1}T_1^n\|^2 + \|\nabla^{-1}T_2^n\|^2 \right]
\]

\[
+ G(\gamma_n, \gamma_n) \left[ \frac{\|\nabla^{-1}(e^{n+1} - e^n)\|^2}{\tau_{n+1}} \right] \\
+ C \tau_{n+1} |\phi_t|_{L^\infty(0,T;L^2)} \left[ \|s^{n+1}\|^2 + \|J_3^n\|^2 \right] + \tau_{n+1} \|s^{n+1}\|^2 + \frac{2}{\tau_{n+1}} (|v_1^n|^2 + |v_2^n|^2),
\]

in which we have used the inequality (2.15) and the identities (2.18). Thus we can deduce from the above inequality that

\[
\frac{1}{2} \left[ \left( \frac{\gamma_{n+2}^2}{1 + \gamma_{n+2}} + G(\gamma_n, \gamma_n) \right) \frac{\|\nabla^{-1}(e^{n+1} - e^n)\|^2}{\tau_{n+1}} - \frac{\gamma_{n+1}^2}{1 + \gamma_{n+1}} \frac{\|\nabla^{-1}(e^n - e^{n-1})\|^2}{\tau_n} \right] \\
+ \frac{\lambda}{2} \left[ \|\nabla(e^{n+1})\|^2 - \|\nabla(e^n)\|^2 \right] + \frac{\lambda}{2} \left[ \|\nabla(e^{n+1})\|^2 - \|\nabla(e^n)\|^2 \right] + \|s^{n+1}\|^2 - |s^n|^2
\]

\[
\leq \tau_{n+1} \left[ \|\nabla^{-1}J_1^n\|^2 + \|\nabla^{-1}J_2^n\|^2 + \|\nabla^{-1}T_1^n\|^2 + \|\nabla^{-1}T_2^n\|^2 \right] \\
+ \frac{2(|v_1^n|^2 + |v_2^n|^2)}{\tau_{n+1}}.
\] (4.7)

Note that

\[ \nabla^{-1}J_1^n = -r(t_{n+1})V(\xi^{n+1}) \left[ \frac{\nabla I_1^n}{\sqrt{E_1}} - \nabla g'(\phi(t_{n+1})) \cdot I_2^n \right]. \] (4.8)

where

\[ I_1^n := g'(\phi^{*,n+1}) - g'(\phi(t_{n+1})), \quad I_2^n := \frac{1}{\sqrt{E_1}} - \frac{1}{\sqrt{E_1}(\phi(t_{n+1}))}. \] (4.9)

Therefore, it follows from (4.8) and (4.9) that

\[ \|\nabla^{-1}J_1^n\|^2 \leq \|\nabla I_1^n\|^2 + |I_2^n|^2. \] (4.10)
From the definition of $J^n_t$ and $V(\xi) = 2 - \xi$, we have
\[
\| \nabla^{-1} J^n_t \| \lesssim |1 - V(\xi^{n+1})|^2 \lesssim |\xi^{n+1} - 1|^2
\]
\[
\lesssim \frac{r^{n+1}}{|E^n|^{1/2}} - \frac{r(t_{n+1})}{|E_1^1(\phi(t_{n+1}))|^{1/2}}
\]
\[
\lesssim \frac{s^{n+1}}{|E^n|^{1/2}} + r(t_{n+1}) \cdot I^n_t^2
\]
\[
\lesssim |s^{n+1}|^2 + |I^n_t|^2.
\]  
(4.11)

Then, it holds that
\[
\| J^n_t \|^2 = \left\| \frac{1}{\sqrt{E^n}} - \frac{\Delta^{-1} T^n_2}{\sqrt{E_1^1}} + g'(\phi(t_{n+1})) \cdot I^n_t \right\|^2
\]
\[
\lesssim |1 - V(\xi^{n+1})|^2 + \| I^n_t \|^2 + \| \Delta^{-1} T^n_2 \|^2 + |I^n_t|^2
\]
\[
\lesssim |s^{n+1}|^2 + \| I^n_t \|^2 + \| \Delta^{-1} T^n_2 \|^2 + |I^n_t|^2.
\]  
(4.12)

From (4.7)-(4.12), it follows that
\[
\frac{1}{2} \left[ \gamma_{n+2} \frac{\| \nabla^{-1}(e^n - e^{n-1}) \|^2}{\tau_{n+1}} - \gamma_{n+1} \frac{\| \nabla^{-1}(e^n - e^{n-1}) \|^2}{\tau_n} \right] + \frac{\gamma_{n+2}}{2} \left[ \| \nabla e^{n+1} \|^2 - \| \nabla e^n \|^2 \right] + \frac{\gamma_{n+1}}{2} \left[ \| e^{n+1} - e^n \|^2 - |s^{n+1} - s^n|^2 \right]
\]
\[
\lesssim \tau_{n+1} \left[ |s^{n+1}|^2 + \| I^n_t \|^2 + \| \nabla I^n_t \|^2 + |I^n_t|^2 + \| \nabla^{-1} T^n_2 \|^2 + \| \nabla^{-1} T^n_2 \|^2 + \| \Delta^{-1} T^n_2 \|^2 \right]
\]
\[
+ \frac{\tau_{n+1}}{2} (|v^n_1|^2 + |v^n_2|^2).
\]  
(4.13)

By the definition of $I^n_t$ and $I^n_2$ in (4.9), we can get the following estimates
\[
\| I^n_t \|^2 = \| g'(\phi^{n+1}) - g'(\phi(t_{n+1})) \|^2 \lesssim \| e^n \|^2 + \| e^{n-1} \|^2,
\]
\[
\| I^n_2 \|^2 = \left| \frac{\sqrt{E^n}}{\sqrt{E_1^1}} \frac{\sqrt{E_1^1(\phi(t_{n+1}))}}{\sqrt{E_1^1(\phi(t_{n+1}))} + \sqrt{E^n}} \right|^2
\]
\[
\lesssim \| E_1(\phi(t_{n+1})) - E^n_1 \|^2
\]
\[
\lesssim \| E_1(\phi(t_{n+1})) - E_1(\phi(t_n)) \|^2 + \| E_1(\phi(t_n)) \|^2
\]
\[
\lesssim \tau_{n+1} \int_{t_n}^{t_{n+1}} \| \phi_t(s) \|^2 ds + \| e^n \|^2.
\]  
(4.14)

Moreover, we have following estimate for $\nabla I^n_2$ by using the Hölder’s inequality and the Sobolev embedding theorem, $H^1 \subseteq L^6$,
\[
\| \nabla I^n_2 \|^2 = \| g''(\phi^{n+1}) \nabla (\phi^{n+1} - \phi(t_{n+1})) + (g''(\phi^{n+1}) - g''(\phi(t_{n+1}))) \nabla \phi(t_{n+1}) \|^2
\]
\[
\lesssim \| \nabla e^n \|^2 + \| \nabla e^{n-1} \|^2 + \| \phi^{n+1} - \phi(t_{n+1}) \|^2 + \| \phi^{n+1} - \phi(t_{n+1}) \|^2 \| \nabla \phi(t_{n+1}) \|^2
\]
\[
\lesssim \| \nabla e^n \|^2 + \| \nabla e^{n-1} \|^2 + \| \phi^{n+1} - \phi(t_{n+1}) \|^2 \| \nabla \phi(t_{n+1}) \|^2
\]
\[
\lesssim \| \nabla e^n \|^2 + \| \nabla e^{n-1} \|^2 + \| e^n \|^2 + \| e^{n-1} \|^2.
\]  
(4.15)
For the truncation errors, we have the following estimates, seeing also [5]

\[
\| \nabla^{-1} T_1^n \|^2 \lesssim (\tau_n + \tau_{n+1})^3 \int_{t_n}^{t_{n+1}} \| \nabla^{-1} \phi_{ttt}(s) \|^2 ds,
\]

\[
\| \Delta^{-1} T_2^n \|^2 \lesssim \| \phi(t_{n+1}) - \phi(t_n) \|^2 \lesssim (\tau_n + \tau_{n+1})^3 \int_{t_{n-1}}^{t_{n+1}} \| \phi_{ttt}(s) \|^2 ds,
\]

\[
\| \nabla^{-1} T_2^n \|^2 \lesssim \| \phi(t_{n+1}) - \phi(t_n) \|^2 + \| \nabla(\phi(t_{n+1}) - \phi(t_n)) \|^2 \lesssim (\tau_n + \tau_{n+1})^3 \int_{t_{n-1}}^{t_{n+1}} \| \phi_{ttt}(s) \|^2 ds,
\]

\[
|v_1^n|^2 \lesssim \tau_{n+1}^3 \int_{t_n}^{t_{n+1}} |r_{ttt}(s)|^2 ds,
\]

\[
|v_2^n|^2 \lesssim \tau_{n+1}^3 \left\| \frac{g'(\phi(t_{n+1}))}{2\sqrt{E_1(\phi(t_{n+1}))}} \right\|^2 \int_{t_n}^{t_{n+1}} \| \phi_{ttt}(s) \|^2 ds \lesssim \tau_{n+1}^3 \int_{t_n}^{t_{n+1}} \| \phi_{ttt}(s) \|^2 ds.
\]

Taking the inequalities (4.14)–(4.16) into (4.13) gives

\[
\begin{align*}
\frac{1}{2} \left[ \begin{array}{c} \gamma_{n+2} \frac{3}{2} \| e^{n+1} - e^n \|^2 - \gamma_{n+1} \frac{3}{2} \| e^n - e^{n-1} \|^2 \end{array} \right] + \frac{\epsilon}{2} \left[ \begin{array}{c} \| \nabla(e^{n+1}) \|^2 - \| \nabla(e^n) \|^2 \end{array} \right] \\
+ \frac{\lambda}{2} \left[ \| e^{n+1} \|^2 - \| e^n \|^2 \right] + \frac{\lambda}{2} \left[ \| e^{n+1} \|^2 - \| e^{n-1} \|^2 \right]
\end{align*}
\]

\[
\lesssim \tau_{n+1} \left[ \| s^{n+1} \|^2 + \| e^n \|^2 + \| e^{n-1} \|^2 \right] + \tau_{n+1}^2 \int_{t_n}^{t_{n+1}} \left( \| \phi_t(s) \|^2 + \| \phi_{ttt}(s) \|^2 \right) ds
\]

\[
+ \tau_{n+1} \left( \| \phi_t(s) \|^2 + \| \phi_{ttt}(s) \|^2 \right) ds
\]

\[
\lesssim \tau_{n+1} \left[ \| s^{n+1} \|^2 + \| e^n \|^2 + \| e^{n-1} \|^2 \right] + \tau^2 \int_{t_n}^{t_{n+1}} \left( \| \phi_t(s) \|^2 + \| \phi_{ttt}(s) \|^2 + |r_{ttt}(s)|^2 \right) ds
\]

\[
+ \tau^4 \int_{t_n}^{t_{n+1}} \left( \| \phi_t(s) \|^2 + \| \phi_{ttt}(s) \|^2 \right) ds.
\]

Then, we sum up the above inequality from 1 to \( n \) to get

\[
\begin{align*}
\frac{1}{2} \left[ \begin{array}{c} \gamma_{n+2} \frac{3}{2} \| e^{n+1} - e^n \|^2 - \gamma_{n+1} \frac{3}{2} \| e^n - e^{n-1} \|^2 \end{array} \right] + \frac{\epsilon}{2} \left[ \begin{array}{c} \| \nabla(e^{n+1}) \|^2 - \| \nabla(e^n) \|^2 \end{array} \right] \\
+ \frac{\lambda}{2} \left[ \| e^{n+1} \|^2 - \| e^n \|^2 \right] + \frac{\lambda}{2} \left[ \| e^{n+1} \|^2 - \| e^{n-1} \|^2 \right]
\end{align*}
\]

\[
\lesssim \sum_{k=1}^{n} \tau_{k+1} \left[ \| s^{k+1} \|^2 + \| e^k \|^2 + \| e^{k-1} \|^2 \right] + \tau^2 \int_{t_1}^{t_{n+1}} \left( \| \phi_t(s) \|^2 + \| \phi_{ttt}(s) \|^2 + |r_{ttt}(s)|^2 \right) ds
\]

\[
+ \tau^4 \int_{0}^{t_{n+1}} \left( \| \phi_t(s) \|^2 + \| \phi_{ttt}(s) \|^2 \right) ds.
\]

For the first time step, that is \( n=0 \), we use the first-order scheme (2.8), and the error equations are given as follows

\[
\frac{e^1}{\tau_1} + \epsilon^2 \Delta^2 e^1 + \lambda \Delta e^1 = \frac{\epsilon^1}{\sqrt{E_1^0}} \Delta g'(\phi^0) + \frac{r(t_1) \Delta g'(\phi^0)}{\sqrt{E_1^0}} - \frac{r(t_1) \Delta g'(\phi^0)}{\sqrt{E_1(\phi(t_1))}} + \Delta(g(\phi^0) - g(\phi(t_1))) - \tau_1^{-1} \int_{0}^{t_1} s\phi_{ttt}(s) ds,
\]
\[ s^1 = \frac{\int_\Omega g'(\phi) e^1 dx}{2\sqrt{E_0^1}} + \frac{1}{2} \int_\Omega \left[ \frac{g(\phi_0)}{\sqrt{E_0^1}} - \frac{g(\phi(t_1))}{\sqrt{E_1^0}(\phi(t_1))} \right] (\phi(t_1) - \phi(t_0)) dx + v_1^0 + v_2^0. \]

Taking a similar argument of the case \( n \geq 1 \), we can deduce the following estimate with the assumption \( \tau_1 \leq \tau^{4/3} \)

\[ \frac{\| \nabla - \nabla \|^2}{2\tau_1} + \frac{\varepsilon^2}{2} \| \nabla e^1 \|^2 + \frac{\lambda}{2} \| e^1 \|^2 + \| s^1 \|^2 \lesssim \tau_1^3 \lesssim \tau^4. \quad (4.18) \]

Combining (4.4), (4.17) and (4.18), and together with the discrete Gronwall’s lemma, we obtain the desired estimate (4.1).

Next, we prove the estimate (4.2), which indicates the second-order accuracy of the numerical solution \( \phi^n \) in time. For \( n \geq 1 \), the error equation can be written as

\[ F_{2,n+1} e + \varepsilon^2 \Delta^2 e_{n+1} - \lambda \Delta e_{n+1} = (\xi^{n+1} V(\xi^{n+1}) - 1) \Delta g'(\phi^{n,n+1}) + \Delta I_n^1 + T_n^1 + T_2^n. \]

Taking the \( L^2 \) inner product of the above equation with \( (-\Delta)^{-1}(e^{n+1} - e^n) \), and employing the Young’s inequality, we get

\[ \frac{1}{2} \left( \frac{\gamma_{n+1}^2}{1 + \gamma_{n+1}} + G(\gamma_*, \gamma_*) \right) \| \nabla^{-1}(e^{n+1} - e^n) \|_2^2 \cdot \frac{3}{\tau_{n+1}^2} + \frac{\tau_{n+1}}{\gamma_{n+1}} \| \nabla^{-1}(e^{n} - e^{n-1}) \|_2^2 \]

\[ + \frac{\varepsilon^2}{2} \| \nabla e^{n+1} \|^2 + \lambda \| e^{n+1} \|^2 - \| e^n \|^2 \]

\[ \leq C(\gamma_*) \| \nabla^{-1}(e^{n+1} - e^n) \|_2^2 + \| \nabla I_n^1 \|^2 + \| \nabla^{-1} T_n^1 \|^2 + \| \nabla^{-1} T_2^n \|^2 \]

\[ + G(\gamma_*, \gamma_*) \| \nabla^{-1}(e^{n+1} - e^n) \|_2^2 \frac{2\tau_{n+1}}{\tau_{n+1}}. \]

It follows from (4.11), (4.14) and (4.1) that

\[ |1 - \xi^{n+1} V(\xi^{n+1})|^2 = |1 - \xi^{n+1}|^4 \lesssim \tau^4. \]

Therefore, using the estimates of \( \| \nabla I_n^1 \|^2, \| \nabla^{-1} T_n^1 \|^2 \) and \( \| \nabla^{-1} T_2^n \|^2 \) in the above discussion, and the discrete Gronwall’s lemma, one can easily derive the desired estimate (4.2). Then we complete the proof.

\[ \square \]

**Remark 4.1** For the second order scheme (2.12), it is sufficient to apply a first order scheme at the initial time step to ensure the second order accuracy of the proposed scheme. However, it contains the term \( \| \nabla e^1 \|^2 / \tau_1 \) in our error analysis for the initial step in (4.18) and \( \| \nabla^{-1}(e^{n+1} - e^n) \|^2 / \tau_{n+1} \) for \( n \geq 1 \) in (4.2). Thus, it requires \( \tau_1 \leq \tau^{4/3} \) for the first order scheme at the first time step to guarantee the second order accuracy of the proposed VBDF2 scheme (2.12) with the error norm in (4.2). A possible way to remove the restriction on the initial time step size is to apply the newly developed error analysis technique for the BDF2 scheme with variable time steps in [31, 36], which will be studied in our future work.

### 4.2 \( L^2 \) Gradient Flow

Since the proof of the associated error estimates for \( L^2 \) gradient flow is essentially similar to the case of \( H^{-1} \) gradient flow, we only state it below and leave the proof for the interested readers.
where the positive constant $C$ only depends $\phi^0$, $g(\cdot)$, $\Omega$, $T$ and $\gamma_*$. Moreover,

\[
\frac{\gamma_{n+2}^2}{2(1+\gamma_{n+2})} \frac{\| e^{n+1} - e^n \|^2}{\tau_{n+1}} + \frac{\varepsilon^2}{2} \| \nabla e^{n+1} \|^2 + \frac{\lambda}{2} \| e^{n+1} \|^2 \\
\leq C \exp(T) T^4 \int_0^T \left( \| \phi_t(s) \|^2_{L^t} + \| \phi_{tt}(s) \|^2_{L^t} \right) ds.
\]

(4.20)

**Remark 4.2** For the more general $V(\xi)$ satisfying (2.13), we use Taylor expansion of the functions $L_1(\xi) = 1 - V(\xi)$ and $L_2(\xi) = 1 - \xi V(\xi)$ at $\xi = 1$, then there exist real number $\eta_1$ and $\eta_2$ between $\xi$ and $1$ such that

\[
1 - V(\xi) = V'(\eta_1)(1 - \xi), \quad 1 - \xi V(\xi) = L^\prime(\eta_2)(1 - \xi)^2.
\]

(4.21)

Using this property, one can also easily derive the estimates (4.1), (4.2), (4.19), and (4.20) for the general case of $V(\xi)$ by following the above discussion for the special case $V(\xi) = 2 - \xi$.

Note that we only give the error analysis for semi-discrete scheme (2.12) in this section. For the fully discrete scheme, the associated error estimate can be easily derived by following a similar argument for the semi-discrete problem. One can also refer to the fully discrete error analysis of the SAV approaches with the finite difference method [19] and the finite element method [3] for the spatial discretization on the uniform temporal mesh.

### 5 Numerical Results

In this section, we present some numerical examples to validate the derived theoretical results of the proposed schemes in terms of stability and accuracy. For simplicity, we set $\sigma = 1$ and $\lambda = 1$ throughout the following numerical tests.

#### 5.1 Test of the Convergence Order

We first consider the following gradient flows problem, subject to the periodic boundary condition:

\[
\begin{aligned}
\frac{\partial \phi}{\partial t} + G_H(e^2 \Delta \phi + \phi(1 - \phi^2)) &= 0, & \quad \text{in } (0, 2\pi)^2 \times (0, T], \\
\phi(x, 0) &= \phi_0(x), & \quad \forall x \in (0, 2\pi)^2,
\end{aligned}
\]

(5.1)
Table 1 Numerical accuracy of VBDF2 scheme at T=1

| Temporal mesh | \( N \) | \( \tau \) | \( \max \{ \gamma_n \} \) | \( L^2 \) gradient flow error | order | \( H^{-1} \) gradient flow error | order |
|---------------|-------|---------|----------------|-----------------|------|-----------------|------|
| 20            | 7.75e−02 | 3.14   | 1.23e−03 | –                  | –   | 2.01e−01 | –   |
| 40            | 3.63e−02 | 5.67   | 2.68e−04 | 2.00              | –   | 5.35e−02 | 1.74 |
| 80            | 2.22e−02 | 4.08   | 8.04e−05 | 2.46              | –   | 1.86e−02 | 2.15 |
| 160           | 1.10e−02 | 4.26   | 1.25e−05 | 2.67              | –   | 5.46e−03 | 1.76 |
| 320           | 5.38e−03 | 6.78   | 3.14e−06 | 1.92              | –   | 1.54e−03 | 1.77 |
| 640           | 2.75e−03 | 5.63   | 9.53e−07 | 1.78              | –   | 4.47e−04 | 1.85 |
| 1280          | 1.39e−03 | 6.47   | 2.45e−07 | 1.99              | –   | 1.17e−04 | 1.96 |
| 2560          | 6.96e−04 | 7.72   | 5.47e−08 | 2.16              | –   | 2.79e−05 | 2.06 |

where \( \epsilon^2 = 0.01 \), \( G_H \) is defined in (2.3), and

\[
\phi_0 = \begin{cases} 
\sin x \sin y, & \text{for the } L^2 \text{ gradient flow,} \\
0.1(\sin 3x \sin 2y + \sin 5x \sin 5y), & \text{for the } H^{-1} \text{ gradient flow.} 
\end{cases}
\]

We use the Fourier spectral method with 128 × 128 Fourier modes for the spatial discretization. This used Fourier mode number has been checked to be large enough such that the spatial discretization error can be negligible compared to the error from temporal discretization, seeing [11]. Since there is no analytical solution available for the above gradient flows, we use the numerical solution of SAV BDF2 scheme [11] with uniform small enough time step size \( \Delta t = 1e−5 \) as the reference solution. To check the temporal accuracy, we firstly employed the proposed VBDF2 scheme (2.12) to both \( L^2 \) and \( H^{-1} \) gradient flows (5.1) on the uniform mesh with some different functions of \( V(\xi) \). In Fig. 1, the \( L^\infty \) error at \( T = 1 \) is presented as functions of the time step sizes in log-log scale. It is shown that the VBDF2 scheme (2.12) for numerical approximation to \( \xi \) and \( \phi \) achieves the expected first- and second-order convergence rates for all tested functions \( V(\xi) \), respectively. Here the used auxiliary function \( V(\xi) \) in Fig. 1 is set to be \( 2 − \xi, \exp(1 − \xi) \) and \( 1 + \sin(1 − \xi) \) for different simulation. All these functions satisfy the assumption condition (2.14) to guarantee the second-order approximation to the unknown function \( \phi \). Next, we check the accuracy of the proposed scheme (2.12) on a nonuniform temporal mesh to verify our theoretical convergence results in Theorem 4.1 and Theorem (4.2). The nonuniform temporal mesh \( \{ \hat{t}_n \}_{n=0}^N \) used here is the uniform mesh \( \{ t_n = n\tau \}_{n=0}^N \) with 40% perturbation. We set \( V(\xi) = 2 − \xi \) in the VBDF2 scheme (2.12) for this nonuniform mesh. As shown in Table 1, the proposed VBDF2 scheme (2.12) is of second-order accuracy for the phase function \( \phi \) on the nonuniform meshes, even for the cases with the adjacent time step ratio \( \gamma_n > 4.8645 \). Thus the \( \gamma^{**} = 4.8645 \) may be not the optimal upper bound constrain for the adjacent time step ratios, which worth further investigation.

5.2 Coarsening Dynamics

Finally we consider an application of the proposed approach with adaptive time-stepping strategy to investigate the coarsening process governed by the Cahn–Hilliard equation (5.1), subject to the periodic boundary condition with the computational domain \( \Omega := (0, 2\pi)^2 \).
Here, we set $\varepsilon^2 = 0.01$ and the initial condition $\phi(x, 0)$ to be a random data from $-0.05$ to $0.05$.

It is known that the process of the spinodal decomposition usually requires a long time simulation, thus it is desired to apply an adaptive time stepping strategy for the proposed nonuniform BDF2 scheme (2.12) to improve the computational efficiency. This will be particularly useful and effective for the case that the free energy varies little in some time intervals and changes fast in some other intervals. As the proposed numerical scheme (2.12) are unconditional stable on the general temporal meshes with $\gamma^{**} \leq 4.8645$. Thus it is easy to employ the adaptive time stepping strategy in our BDF-2 scheme (2.12), in which the small and the large time step sizes can be applied according to the varying rate of the free energy or the solutions. Actually, there already exist some adaptive strategies employed in the unconditionally stable schemes for the gradient flows. Here, we will adopt the following robust strategy based on the energy variation [23]:

$$\tau_{n+1} = \min \left( \max \left( \tau_{\text{min}}, \frac{\tau_{\text{max}}}{\sqrt{1 + \gamma |E(t)|^2}} \right), 4.8645 \cdot \tau_n \right),$$  \hspace{1cm} (5.2)

where $\tau_{\text{min}}, \tau_{\text{max}}$ are predetermined minimum and maximum time step sizes, $\gamma$ is a constant to be determined. Obviously according to this strategy, the scheme will automatically select...
Fig. 2 Solution snapshots of coarsening dynamics for the Cahn–Hilliard equation at $t = 0.1, 2, 5, 20, 150,$ respectively.

Small time step sizes when the energy variation is big and large time step sizes when the change of energy is small, seeing Fig. 3. Next, we will investigate the efficiency of the BDF-2 scheme (2.12) with this kind of adaptive strategy.

The simulation is performed by using BDF-2 scheme (2.12) in time and Fourier spectral method in space with $128 \times 128$ Fourier modes. In Fig. 2, it displays a comparison on the solution snapshot evolution between uniform large time step sizes, adaptive stepping, and fixed small time step sizes up to $T = 150$. It is observed that there is no distinguishable difference at early time (at about $t = 0.1$) as the energy varies slowly at this stage. After the energy undergoing large variation, the large time step size $\tau = 10^{-2}$ yields inaccurate $\phi$, while the adaptive time strategy gives the correct coarsening pattern which is consistent with the results by the small time step case $\tau = 10^{-4}$. In Fig. 3a, we plot the evolutions of the free energy in time with three different types of temporal meshes. It has shown the energy dissipation of the proposed VBDF2 scheme consists very well with the one using the fixed small uniform temporal mesh. The evolution of the adaptive time step sizes in time are displayed in Fig. 3, which indicates the efficiency of the proposed VBDF2 scheme combining the adaptive strategy (5.2).

6 Concluding Remarks

We have proposed a variant of the scalar auxiliary variable approach for gradient flows with a technique achieving the first-order approximation to the auxiliary variable without affecting the second-order accuracy of the unknown phase function $\phi$. Starting with this new approach, we have constructed a second-order BDF scheme for gradient flows on the nonuniform temporal mesh, in which the existing adaptive time stepping strategies can be easily adopted. Moreover, the associated stability and error estimate of the proposed VBDF2 scheme have been rigorously established with a mild assumption on the regularity of the
solution and the requirement on the adjacent time step ratios $\gamma_{n+1} \leq 4.8645$. Finally, a series of numerical experiments have been carried out to validate the theoretical claims.
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