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Abstract—Electricity grids have become an essential part of daily life, even if they are often not noticed in everyday life. We usually only become particularly aware of this dependence by the time the electricity grid is no longer available. However, significant changes, such as the transition to renewable energy (photovoltaic, wind turbines, etc.) and an increasing number of energy consumers with complex load profiles (electric vehicles, home battery systems, etc.), pose new challenges for the electricity grid. At the same time, these challenges are usually too complex to be solved with traditional approaches. In this gap, where traditional approaches are reaching their limits, Machine Learning has become a popular tool to bridge this shortcoming through data-driven approaches. Machine learning (ML) is a source of untapped potential for a variety of different challenges that the electricity grid will face in the future if we had enough data. To enable novel ML implementations we propose FiN-2 dataset, the first large-scale real-world broadband powerline communications (PLC) dataset. Encouraged by the pioneering efforts that went into compiling the FiN-1 dataset, we address a limitation of FiN-1, namely the small size and spatial coverage of the data. FiN-2 was collected during real practical use in a part of the German low-voltage grid that supplies energy to over 4.4 million people and shows over 13 billion data points collected by more than 5100 sensors. In addition, we present different use cases in asset management, grid state visualization, forecasting, predictive maintenance, and novelty detection to highlight the benefits of these types of data. For these applications, we particularly highlight the use of novel machine learning architectures to extract rich information from real-world data that cannot be captured using traditional approaches. By publishing the first large-scale real-world dataset, we also aim to shed light on the previously largely unrecognized potential of PLC data and emphasize machine-learning-based research in low-voltage distribution networks by presenting a variety of different use cases.

Index Terms—Electricity Grid, Power Distribution Systems, Big Data, Machine Learning, Power Line Communication

I. INTRODUCTION

Electricity grids play an indispensable role in providing the basic infrastructure for our modern lives. At the same time, electricity grids are currently facing one of the most significant changes since their invention. On the one hand, we have the transition to renewable energies to combat climate change, and on the other hand, there’s a rise in digitisation and automation [1], [2] efforts. While the need to change the way energy is generated, transmitted and distributed is obvious from a climate change perspective, the implicit impacts and opportunities of the transition to a smart grid are far more subtle. In this context, Power Line Communication (PLC) has proven to be a reliable foundation for providing a communication infrastructure capable of interconnecting smart grid components such as smart meters [1], [3], [4]. However, in addition to providing a communication infrastructure, PLC can do even more for future smart grid systems [2], [5], [6]. PLC nodes form a distributed measurement network that is able to provide near real-time insights into large parts of the network, and especially into the low-voltage part of the grid. Particularly for low-voltage grids (lv grid), this new possibility of monitoring represents a breakthrough [2]. However, the actual value of this data is still largely unrecognized.

While these challenges posed by the transition to a smart grid are typically too complex to be solved by traditional approaches, Machine Learning (ML) has become a popular tool to bridge this shortcoming through data-driven approaches. Machine Learning is a source of untapped potential for a variety of different challenges that the electricity grid will face in the future if we had enough data. Inspired by the need for more data to implement such novel ML approaches and encouraged by the pioneering efforts that went into compiling the FiN-1 dataset, we present the FiN-2 dataset, which reshapes the standards for publicly available data in this area.

In this paper, we showcase the novel FiN-2 dataset and highlight the benefits of data-driven approaches based on data from FiN-1 and FiN-2 dataset. To enable research in these application areas, we are releasing the FiN-2 dataset, addressing the immense data hunger of modern ML that paves the way to use cases ranging from asset management, grid state visualization, forecasting, predictive maintenance to novelty detection. To underline these use cases, we show several practical examples from different application areas and emphasize the advantages for network operators and other stakeholders.
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overview of how ML-based PLC analysis can provide added value in domains like grid monitoring, asset management or anomaly detection.

II. OVERVIEW OF THE PROPOSED FiN DATASETS

The proposed novel FiN-2 dataset as well as FiN-1 dataset were collected in the context of two successive projects, and consist of SNR spectra of PLC connections complemented by various measurements such as the nodes’ voltage under operation. Figure 1 shows an SNR spectrum example for a 1-to-1 PLC connection within the lv grid. Two types of PLC modems were involved in the process of data generation. Data in FiN-1 was solely collected by PLC-repeater-modems installed in local substations and cable distribution cabinets. FiN-2 also includes data from smart meter gateways, which are installed in households. In general, single SNR values indicate the quality of a connection on a single PLC channel, in a single time step. Therefore, the SNR spectrum can be interpreted as the connection quality over the entire bandwidth of the channels over time. The connection quality is influenced by a wide range of different factors including potential interactions between grid components such as fuses, cables, cable joints, street lightning or sources of interference like bad shielded electronics.

FiN-1 as well as FiN-2 dataset hold primarily data from PLC nodes that were distributed in the lv grid. However, FiN-1 also contains some nodes connected to the grid on medium-voltage (mv) level. While FiN-1 covers only 68 PLC connections, FiN-2 involves about 24,000 connections. Nevertheless, both datasets have their respective advantages and focus on different use cases. FiN-2 is well suited for investigating effects affecting large areas of the electricity grid due to the large footprint of the numerous nodes and FiN-1, with its wider range of metadata, is better suited for investigating individual connections. Table I summarizes the key characteristics of both datasets.

Another aspect is the location of the PLC nodes. As FiN-1 was a pilot project, all nodes are located in three areas that show typical urban and suburban surroundings. While FiN-2 covers most of the nodes installed during FiN-1, the number of nodes significantly increased. Therefore, FiN-2 shows a wide range of different environments such as urban, suburban, rural, industrial, downtown, small villages, etc. FiN-2 locations connect around 4.4 million customers. The following sections present an outline of both datasets regarding the data that is published.

A. FiN-1

Over a period of about 2 years, 68 1-to-1 connections and their SNR spectra were measured for FiN-1. A total of 3.7 million SNR measurements were performed in an interval of 15 min and in addition, the measurements are supplemented by a wide range of metadata. This includes cable related metadata such as age, type, number of conductors, length, cross-section, number of cable joints and environment related metadata such as temperature, rain, sun hours and cloudiness. Each PLC connection uses a total of 917 different channels, with the SNR measured for each channel individually. The

| Base data | FiN-1 | FiN-2 |
|-----------|-------|-------|
| SNR measurements | 3.7 Million | > 1 Billion |
| Voltage, thd, phase measurements | - | > 12 Billion |
| Time span | 2.5yrs | 1.5yrs |
| Distinct PLC connections | 68 | 23937 |

| Metadata | FiN-1 | FiN-2 |
|----------|-------|-------|
| Cable joints | ✓ | ✓ |
| Cable properties (length, type, etc.) | ✓ | ✓ |
| Year of installation | ✓ | ✓ |
| Weather | ✓ | ✓ |

TABLE I

KEY CHARACTERISTICS OF THE FiN-1 AND FiN-2 DATASET.
* IN A LIMITED SCOPE
SNR is specified in a range from $0\,\text{dB}$ to $40\,\text{dB}$. In addition, the tonemap was also saved, which indicates in eight different levels which modulation was used for the PLC transmission. Ultimately, this results in a set of three vectors for each PLC connection in FiN-1: the SNR spectrum (of shape $t \times 917$ in dB), the tonemap (also of shape $t \times 917$) and a corresponding list of timestamps, of shape $t \times 1$, where $t$ is the number of measurements in a 15-min interval. Figure 1 shows an example of an SNR spectrum and a tonemap.

B. FiN-2

Over a period of about 2 years, more than 5100 nodes, multiple SNR spectra, as well as other measured values, were recorded for FiN-2. In addition to the SNR spectrum, voltage, total harmonic distortion and phase angle were also recorded for each of the three phases. Some of the metadata collected for FiN-1 is also available for FiN-2, but it was only possible to collect this metadata for a limited number of nodes. The measurement of the SNR spectrum, as well as the tonemap, was performed in analogy to the procedure from FiN-1, in a 15-min interval. Unlike FiN-1, the use of better measuring electronics allowed the SNR spectrum to be determined in a range of $-10\,\text{dB}$ and $40\,\text{dB}$. In total, the FiN-2 system comprises about 29 million SNR spectra and about one billion nodal measurements (voltage, etc.) per month.

III. CHALLENGES IN USING PLC DATA AND FIELDS OF APPLICATION

Data were recorded in various German cities and were collected during practical use in the field. Due to the enormous number of PLC nodes, several terabytes of data were generated. Processing this enormous amount of data is a challenge for which current ML approaches are ideally suited and even benefit. Compared to laboratory experiments or simulations, there is an immense number of stationary and dynamic sources of interference compared to practical operation, as well as events that have an influence on the SNR spectrum. It is common that the results of laboratory experiments are difficult to apply in real-world applications due to this complex set of influences. Furthermore, fluctuations and trends occur on the basis of hours, days or even seasonally. Due to all these influences, as well as the individual cable properties, each connection has an individual characteristic in the SNR spectrum [9]. Depending on the type of task, be it classification, regression or forecasting, it is a challenge to extract the intended information from the SNR spectrum. Frequently, the noise components that affect the SNR signal are considerably larger than information about special events and trends in the intended signal. An example of this would be the estimation of the remaining lifetime of a cable based on the SNR spectrum [10], [11]. A change in cable characteristics due to ageing, on the one hand, has an impact on the SNR spectrum, but on the other hand, it is a process with very slow and small effects so that they are usually exceeded by orders of magnitude by daily or seasonal trends. Apart from these numerical challenges, there are also very practical problems that arise when continuous real-time processing of such data is required. The proposed FiN datasets represent a unique opportunity to analyse peculiarities occurring in the operation of lv electricity grids, develop strategies to overcome potential challenges and explore new application fields of data from PLC networks. In the following, we have a look at the bigger picture and list just a few possible areas of application.
As highlighted in III-A we want to underline the novelty of these datasets. This concerns, on the one hand, the large amount of data from an extensive collection of different PLC nodes, as well as the fact that all data comes from actual use during normal grid operation. In the following, we want to support the aforementioned fields of application with explicit examples. Thereby, we see ML as an important tool in future grid research.

A. Live monitoring of the lv grid

The comprehensive monitoring made possible by PLC will be key to addressing the challenges of transitioning to a future smart grid system.

This applies in particular to the lv grid, which can be monitored over a large area for the first time through the use of PLC. Figure 3 shows a pseudonymized example of how a PLC network in the lv grid could be visualised. Using maps facilitates manual inspection and underpins interpretability for humans. Furthermore, a map can be used to track down network issues, to find bottlenecks in communication infrastructure or to report about grid assets. Live reporting of the nodes enables an immediate response to network issues like overvoltage, cable breaks, fuse failures etc.

However, such a visualisation is just a frontend for grid operators and could be used as a foundation to visualize findings from downstream ML models like the following example use cases. To demonstrate the novelty of the data, we present in the following various ML applications that fall within the context of monitoring and asset management. All applications are based solely on the SNR data and are performed during normal operation of the electricity grid.

B. Connection states

While general grid monitoring concerns the grid as a whole, the SNR assessment also allows monitoring of the state of a single connection. SNR spectra contain rich information regarding cable properties, trends, noise sources, fuse failures and anomalies. To exploit this hidden information, we propose an ML approach, that uses embeddings and clustering to identify connection states.

In order to create such an embedding and enable its visualization, we propose, an embedding that maps the data

---

A. Fields of application

To meet future climate change requirements, it is necessary to abandon fossil fuels and move to renewable energy sources, such as photovoltaic (PV) systems. However, this will inevitably lead to the emergence of more complex load profiles due to, for instance, the prevalence of electric transport vehicles & PV installations, which have an increasing impact on power system planning [6]. Traditional grid control is thus increasingly reaching its limits. Therefore, having a distributed sensor network, such as a PLC network for grid automation, becomes critical. For example, in [12], the use of PLC modems as voltage sensors for smart grids and grid automation was investigated. With the help of voltage data of the FiN-2 dataset, we enable further research in this area. In particular, for fields like grid monitoring, asset management and anomaly detection.

Grid Monitoring: Whereas the grid is already extensively monitored at mv and hv-level, PLC is now opening up the possibility of introducing comprehensive monitoring at lv level as well [10]. Potential problems at lv level include: Fuse, cable and joint failures which result in power outages. While the power outages themselves can be detected directly through area-wide monitoring, the other aspects can be addressed by processing the SNR spectrum.

Asset Monitoring: Research in SNR spectra from PLC systems shows that fuse failures can be detected with a simple SNR analysis [13]. In addition, laboratory tests have indicated that SNR can be used to detect the condition of a cable [14]. Ultimately, live monitoring of grid assets such as power cables will be part of future smart grid systems.

Grid Condition: In addition to the assessment of grid assets, the wide range of effects that influence the SNR spectrum opens up new possibilities for analysing the condition of the grid. [15] shows how SNR forecasting could be used to discover anomalies in the PLC network.

Security & anomaly detection: Especially if PLC expansion continues, the security aspect is of growing importance. On the one hand, this concerns the reliability of PLC communication to ensure communication with smart grid components such as smart meters or customers. On the other hand, it also concerns security against attacks on control systems of the electricity grid. While anomaly detection could be incorporated to detect and locate interference sources that disturb PLC connections [13], voltage measurements of PLC systems that are independent of legacy grid control systems, could be used to verify the grid state. Since PLC modems form a distributed network whose nodes measure and communicate independently, PLC networks are comparatively hard to compromise. As the grid state is subject to a local continuity, irregular measurements can be validated by neighbouring nodes. Neighbourhoods in the PLC network can therefore be checked against each other for plausibility.

IV. Example uses of FiN dataset

As highlighted in III-A we want to underline the novelty of these datasets. This concerns, on the one hand, the large amount of data from an extensive collection of different PLC nodes, as well as the fact that all data comes from actual use during normal grid operation. In the following, we want to support the aforementioned fields of application with explicit examples. Thereby, we see ML as an important tool in future grid research.

A. Live monitoring of the lv grid

The comprehensive monitoring made possible by PLC will be key to addressing the challenges of transitioning to a future smart grid system.

This applies in particular to the lv grid, which can be monitored over a large area for the first time through the use of PLC. Figure 3 shows a pseudonymized example of how a PLC network in the lv grid could be visualised. Using maps facilitates manual inspection and underpins interpretability for humans. Furthermore, a map can be used to track down network issues, to find bottlenecks in communication infrastructure or to report about grid assets. Live reporting of the nodes enables an immediate response to network issues like overvoltage, cable breaks, fuse failures etc.

However, such a visualisation is just a frontend for grid operators and could be used as a foundation to visualize findings from downstream ML models like the following example use cases. To demonstrate the novelty of the data, we present in the following various ML applications that fall within the context of monitoring and asset management. All applications are based solely on the SNR data and are performed during normal operation of the electricity grid.

B. Connection states

While general grid monitoring concerns the grid as a whole, the SNR assessment also allows monitoring of the state of a single connection. SNR spectra contain rich information regarding cable properties, trends, noise sources, fuse failures and anomalies. To exploit this hidden information, we propose an ML approach, that uses embeddings and clustering to identify connection states.

In order to create such an embedding and enable its visualization, we propose, an embedding that maps the data

---

Fig. 3. t-SNE visualization of a FiN-1 subset. The left plot shows the overall landscape of the different clusters, while the right plot shows a zoomed-in view with different SNR samples. Whereas samples within the same cluster show similar SNR profiles, samples from other clusters show different characteristics.
Fig. 4. SNR Spectrum of about 2 weeks with an anomaly indicator provided by DTW. The spectrum shows an SNR section of about 3 days that were highlighted as anomaly due to a breakdown that especially affects the high-frequency channels. Anomalous sections are marked in red and normal sections in green.

To demonstrate the use of connection states for the detection of anomalies, we propose a system based on Dynamic Time Warping. We used Dynamic Time Warping (DTW) to find typical connection state patterns that occur during the normal daily operation of a node, as well as abnormal behaviour. Therefore, based on time, we split the FiN-2 dataset up into two parts. While the first 75% of each temporal sequence of connection states are used for training, the later 25% are used as an evaluation sequence which potentially shows anomalies. During training, DTW finds common patterns (templates) that occur during normal operation of each node. Small temporal changes to these patterns can be ignored during pattern matching by using a threshold which is a hyperparameter. Moreover, DTW can incorporate different metrics like euclidean or cosine to achieve different behaviour during the anomaly detection phase. Figure 5 shows the complete architecture of our system and Figure 4 illustrates the results of our DTW anomaly detection system.

D. Cable joints detection

A typical procedure to investigate the influence of electrical components, such as cable joints, on the PLC or SNR signal would be a comprehensive laboratory study. However, there can be large differences between laboratory measurements and the real circumstances in practical use. While the environmental influences in the laboratory are largely known, the influences on the SNR spectrum under real use cannot be outlined in detail. There is an unknown number of interference sources, such as poorly shielded electronics, as well as a large variance of installed cable lengths, cable types, cable joints, quality of installation, consumers, etc. Even switching operations of street lighting can have an influence on the SNR spectrum. We propose an evaluation of electrical components driven by ML and data from practical application. For that, we used the FiN-2 dataset, since it holds a comprehensive collection of metadata related to cable properties. Based on the SNR spectrum, we trained a ResNet18 to predict the number of connection cable joints installed within a cable section using the mean average error. Therefore, we presented
Fig. 5. The overall pipeline of our grid monitoring system. Starting from a subset of FiN, we apply t-SNE to create a low-dimensional representation that serves as input for DBSCAN. Using a k-nearest neighbour (KNN) search, we assign all other SNR measurements to one of the clusters found by DBSCAN. Based on these cluster assignments, which we refer to as connection states, we transform SNR sequences into connection state sequences. Subsequently, we attach a radial visualization scheme for manual inspection and provide a dynamic time-warping system to detect anomalous connection states.

a spectrum of 96 SNR measurements, corresponding to a whole day, to the model. Furthermore, we use a supervised contrastive loss [24] to improve our results and perform a regression activation mapping [25] to highlight regions that show a high sensitivity with respect to the regression result. Overall, our model was able to achieve a mean absolute error of 0.82 on the validation set of this task.

A closer analysis of the results shows that the precision of the prediction is strongly distorted by noise in some stages. During these periods with strong noise components, the predictions fluctuate significantly, whereas at other moments the prediction is very precise. As mentioned before, this behaviour is in line with our expectations, since noise components are considerably larger compared to the SNR characteristic of a cable joint. Using regression activation mapping, it can be observed that the regions used for prediction differ significantly in these areas of the SNR spectrum. Figure 6 shows an example of this. Beyond the prediction of the number of cable joints, however, we also want to draw conclusions about the transmission properties of the joints. For this purpose, based on the validation data, the portions of the SNR spectra on which a reliable prediction of the cable joints was possible are determined and illustrated in Figure 7. For these, the regression activation mapping is evaluated in detail and a distribution over the frequencies is calculated. The distribution shows which frequencies of the SNR spectrum are associated with a high gradient and thus a high sensitivity with respect to the regression result. During the comparison of all distributions, it is noticeable that in the regions where the prediction of the number of cable joints worked reliably, similar frequencies were always dominant. This indicates that these are frequencies that are characteristically influenced by installed joints. By using ML, it is thus possible to evaluate relevant frequency characteristics of joints during practical use. In addition, insights gained into how joints affect the SNR spectrum can be used to refine model predictions.

E. PLC network topology estimation

A major benefit from using PLC is that nodes communicate in a broadcast-fashion. This allows the PLC network, on the one hand, to establish communication links between nodes that are multiple hops away, which keeps the overall hop count for communication small, but on the other hand, it hides the actual PLC network topology. Since it is not possible to distinguish between these two types of neighbours, it is necessary to record the data of all connections for complete grid monitoring. This means connections to real neighbours as well as to indirect neighbours, to which there is only an indirect connection. However, since the number of indirect neighbours is several times higher than the number of direct neighbours, this leads to a significant increase in storage for redundant data. For an efficient storage of the data, it is necessary to filter out indirect connections. One more advantage of what is that the structure of the electricity grid can also be derived efficiently from the topology of the PLC network. Subsequently, a clean PLC network topology opens a simple way to automatically create a digital twin of the lv electricity grid.
Fig. 6. Results of our cable connection detection system for one connection. The regression results of our systems (top) for the corresponding SNR section (bottom). The left side shows the raw SNR spectrum, while the right side shows its continuation but with an additional overlay generated by a regression activation mapping. The regression task is performed on a section of the SNR spectrum representing a whole day. Sections with reliable estimation often show distinctly different activation patterns in the overlay.

Fig. 7. Mean sensitivity per channel when estimating cable joints. When estimating the number of cable joints within a cable section, each channel has a different mean sensitivity when considering the entire validation data. Looking only at the results that show a deviation to a minimum threshold (dark green), three peaks become visible. These three peaks correspond to the channels that seem most relevant for a correct estimation of the joints and reflect a characteristic of the joints. In this case, the connection joints were investigated.

Different works that aim at predicting the actual PLC network topology show good performance in a laboratory setting. However, they fail when applied to realistic scenarios [26]. One reason for this is that such approaches often get tailored to simulated data due to the absence of real data or require expensive two-sided measurements in the field. Furthermore, the required set of measurements or constraints that are necessary to determine the PLC network topology can be a reason why an approach is not applied in practical use. To overcome these limitations, we show how ML can be used to untangle the PLC signal and retrieve the actual PLC network topology.

For this task, we structure the SNR measurements of a single timestamp of a local neighbourhood in the form of the adjacency matrix. Figure [10] shows an example of such an adjacency matrix. A neural network architecture, as shown in Figure [9], is used to detect the presence of the transfer function of a given cable section in the SNR spectrum of another cable section. Thereby, we try to filter out PLC connections that show the fingerprint of multiple transfer functions and subsequently have to be multiple hops away. As Figure [8] shows, having multiple fingerprints is an indicator that a node is an indirect neighbour.

For this task, we structure the SNR measurements of a single timestamp of a local neighbourhood in the form of the adjacency matrix. We get an input size of $n \times n \times f$, where $n$ is the number of nodes in the local neighbourhood and $f$ is the number of covered channels in the SNR spectrum, here 917. Since we assume that the fingerprint of the cable connections in the SNR is static in a limited time range, we only process single time steps in our model. We use a three-layer multilayer perceptron (MLP) in an unsupervised autoencoder to find good preinitialised weights for the network. After this pretraining phase, we incorporate the MLP as feature encoder for the SNR data. Building up on those features, we use a Temporal Convolutional Network (TCN [27]) to identify a clean adjacency matrix of the local neighbourhood. This clean
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Fig. 9. Overview of the neighbourhood estimation system. A local neighbourhood of a node within the electricity grid is used to create an adjacency matrix. The adjacency matrix shows both direct and indirect neighbours that may be several hops away. Enriched with the SNR profile of a single time step, the SNR adjacency matrix is passed to the ML model. A three-layer MLP is used as a feature encoder, while two TCN layers compute a filtered adjacency matrix showing only direct neighbours.

adjacency matrix is now up to show only connections that have a real wired connection. In advance, TCNs are unbound to a specific input length and allow the model to deal with local neighbourhoods of different size. Figure 9 shows the inputs and results of our model, which was able to achieve an accuracy of 92% at the level of individual entries in the adjacency matrix and 55% at the level of the full matrix. Building on top of these raw results, additional heuristics could be incorporated to further improve the results. Since the SNR is measured in both directions, some incorrect results can be corrected by looking at them together. Moreover, the local neighbourhoods can be considered overlapping, so that a single connection can be checked in different neighbourhoods and further errors can be eliminated. Furthermore, it is also possible to include other data, such as voltage. However, since we only provide this application as an example, we leave these extensions open for further research.

V. CONCLUSION

In this paper, we publish the first PLC dataset of its kind. This dataset stands out for the large number of PLC nodes as well as for the large amount of metadata it includes. This dataset, called FiN-2, was recorded during real deployment in the electricity grid at lv-level. Thus, for the first time, it is possible to investigate the broad spectrum of influences on the SNR spectrum of a PLC network, as well as the possibilities of broad monitoring of the voltage at lv-level using real data. To demonstrate the utility of this data, we have successfully implemented a number of ML-based example applications. We have demonstrated how a large-scale deployment of PLC nodes allows wide-area monitoring, even at lv-level. Building on this, we have shown that it is possible to group the large number of different SNR profiles into clusters that can be used as connection state. Unexpected deviations from this state build the basis to detect anomalies. Apart from that, we could show that it is possible to deeply investigate properties of a cable section by ML. For this purpose, we identified the number of installed joints solely based on the SNR spectrum and drew conclusions on the influence of a joint on the SNR spectrum. Finally, we were able to show that it is possible to detect the topology of a PLC network utilizing the SNR spectrum and to draw conclusions about the electrical network.

VI. METHODS

A. Background – PLC

Broadband powerline communication (PLC) is a way of setting up information and communications technology (ICT)
in the electricity grid, especially at the low-voltage level (lv-level), in a relatively simple and cost-effective manner. Historically, this equipment was not necessary at lv-level. However, the advancing energy transition and the associated increase in the number of distributed energy resources is necessary, for example, to read out intelligent metering systems or to control decentralized power generation systems and regulate them as required. PLC operates according to the IEEE 1901 standard and uses the power cable as a transmission path for high-frequency signals in a frequency range between 2 and 28 MHz, which makes this technology cheaper than others. Communication is based on orthogonal frequency division multiplexing, in which the entire frequency range is divided among individual carrier frequencies with a bandwidth of approx. 24.414 kHz. 917 of the carrier frequencies can be used for communication. Some frequencies are protected for other applications and may not be used for communication.

In addition to this primary benefit of PLC, there is a secondary benefit that is at least as important: live grid monitoring. Apart from voltage, PLC modems also measure the signal-to-noise ratio (SNR), which is specified in decibels (dB). The SNR indicates how high the power of the received signal $P_{RX}$ is in relation to the power of the noise $P_N$ [9]. The received power depends on the transmit power $P_{TX}$ and the complex transfer function $H$. All these quantities are time and frequency dependent. The transfer function contains information about the transmission path, i.e. essentially about the power cable and the topology of the grid.

VII. DATA AVAILABILITY

FiN-1 dataset is available under Creative Commons CC BY 4.0 International and can be downloaded from Zenodo [28]. The FiN-2 dataset is currently being revised for publication and will be published also under Creative Commons CC BY 4.0 International [29].
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