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Abstract

In this paper, a methodology for modelling two-phase flows based on a conservative level set method in the framework of finite volume method is presented. The novelty of the interface capturing method used here lies on the advection of level set which is solved with a WENO scheme and is corrected with a novel re-initialisation method for retaining its signed distance function character. The coupling with the volume of fluid method is done with a simple algebraic approach and with the new algorithm the accumulated mass conservation errors remain reasonably low. The paper presents a unique coupling between the level set method and the Eulerian-Lagrangian-Spray-Atomisation approach for modelling spray dispersion in liquid atomisation systems. The method is shown to have good accuracy providing similar results to other numerical codes for the classical tests presented. Preliminary results are also shown for three-dimensional simulations of the primary break-up of a turbulent liquid jet obtaining results comparable to direct numerical simulations. Consequently, the coupled method can be used for simulating various two-phase flow applications offering an accurate representation of the interface dynamics.
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1. Introduction

1.1. Scope

Among the most popular methods for capturing the interface between two immiscible fluids are the volume of fluid (VOF) and the level set (LS) methods \cite{prosperetti2009}. The interface is captured advecting a marker function as initially proposed by \cite{hirt1981}, which defines the cells that belong to one phase or another. The advection method for the marker function is particularly important and is most of the times a fundamental determinant that differentiates the various proposed methods.

VOF method is a popular implicit method for capturing the interface between two fluids advecting the volume fraction of one fluid in a computational cell, using, among others, an algebraic or geometric method which can be formulated for both incompressible and compressible flows with or without phase change \cite{hirt1981, lafaurie1994, scardovelli1999, gueyffier1999, scardovelli2000, aulisa2003, tryggvason2011, agbaglah2011, fuster2009, pozzetti2018}. The method has been proved to be very accurate and has been tested for different multiphase systems. Besides, it is by nature mass conserving.

In the LS method, the signed distance function is calculated defining different levels that can be either positive or negative, with the interface located at the zero level. The method is highly accurate for calculating the position of the interface and curvature with multiple applications \cite{oser1988, chang1996, sethian1996, sethian1999, enright2002, osher2006, tanguy2005, lakdawala2014, arienti2014, sussman2014, balcazar2015, sandberg2019}. Both methods can adjust naturally to any shape and describe the changes in the fluid shape under deformation, rotation or translation. In the context of an Eulerian grid, the interface in VOF methods is located by the cells with volume fraction values between 0 and 1, whereas in LS methods the transition from one fluid to another occurs in more layers of cells, usually with a predefined narrow band.
The standard LS function usually tends to generate unphysical volume changes. The induced spurious oscillations affecting the solution accuracy should be avoided and the interface thickness and velocity profile should be kept constant. Attempts for addressing the mass conservation of LS methods have been made in various studies for using level set in Navier-Stokes solvers for incompressible two-phase flows with surface tension, leading to derivations that include to some extent a coupling with VOF. These coupled approaches require the advection of both the volume fraction and distance function for updating the displacement of the interface between two fluids, conserving mass while demonstrating reasonable accuracy. Many different methods that couple volume of fluid with level set have been proposed since. These usually employ a geometrical reconstruction of the interface such as the piecewise linear interface calculation (PLIC) scheme. Other approaches than PLIC for coupling VOF with LS have been also proposed in. Olsson et al. (2007) proposed a re-initialisation equation in order to restore the level set function back to its hyperbolic tangent shape, which is solved in steady state. Balcázar et al. (2014) developed a formulation based on the standard level set that conserves mass, using a PLIC method for reconstructing the interface. The re-initialisation of the level set function was based on the method proposed by Olsson et al. (2007) using a compressive term for the cells close to the interface. The method was developed in the framework of finite volume method and was shown that it can be used for two-phase flows when using unstructured meshes. Albadawi et al. (2013) proposed a finite volume approach that solves a transport equation of the volume fraction that is then mapped into the signed distance function that is not advected directly solving a level set equation. Improvement in curvature calculation was reported with overall good accuracy for the presented tests. Dianat et al. (2017) developed a coupling of the level set and volume of fluid methods employing the concept of the area of fluid for advecting the liquid volume fraction using an
iterative clipping and capping algorithm. Both the LS and VOF functions are advected by solving a transport equation for each one of them: the volume of fluid was advected employing an interface compression scheme whereas the LS function used a van Leer TVD scheme. A different LS-VOF coupling suitable for overlapping and moving structured grids was proposed in Zhao and Chen (2017) using a geometric VOF method for advecting the volume fraction. In this PLIC scheme, the interface was advected using a hybrid split (Eulerian implicit-Lagrangian explicit interface advection) which was proven to be very accurate for the tests performed. Various codes, specifically for spray and liquid atomisation modelling have been developed based on novel ideas for coupling VOF and LS methods. Ménard et al. (2007) used the level set method for tracking the interface, together with the ghost fluid method for capturing sharp discontinuities. The authors used a projection method for solving Navier-Stokes equations, coupled with a transport equation for the level set function following the method of Sussman and Puckett (2000) for ensuring mass conservation. The method showed excellent capabilities for simulating primary atomisation and describing the complex phenomena that cause the jet disintegration. In order to study the liquid jet atomisation, Chesnel et al. (2011) used a similar approach to Ménard et al. (2007) to perform direct numerical simulations using a coupled LS and VOF formulation. The so-called Eulerian-Lagrangian-Spray-Atomisation (ELSA) method of Vallet et al. (2001) was implemented for studying the atomised jet close to the injector. Similarly, Duret et al. (2013) have used a similar level set method with ELSA for solving the surface density ($\Sigma$) equation for modelling liquid atomisation. The code employed a fifth-order WENO scheme for solving the derivatives and was used to estimate the contribution of the turbulence source term in the $\Sigma$-equation. The latter, offers a strong modelling tool for simulating sprays and atomisation process and can be easily coupled with interface capturing methods regardless the interface reconstruction method used. This idea was used by Navarro-Martinez (2014) using a stochastic method for calculating the sub-grid fluctuations of the surface density and the liquid volume fraction, implementing ELSA within the second-order
code Boffin. Similar to the methods in \cite{Sussman2000, Menard2007, Duret2013}, the hybrid approaches employ the interface normals calculated from the level set, in the interface reconstruction used by the VOF function using a 6 or 9 points stencil for the interface reconstruction.

A novel coupling of the Eulerian-Lagrangian-Spray-Atomisation model with the level set method is implemented in this study for modelling multiphase flow systems that involve droplets, bubbles, and other flow regimes that arise in free-surface flows such as liquid-gas systems. This is done by using a level set method which employs a specific numerical scheme for re-initialising the level set function which has been recently shown to give a better accuracy than the schemes usually deployed for this purpose \cite{Lyras2020}. The level set advection differs from other similar works such as in \cite{DiNatale2017} since we use a WENO scheme for solving the equation for level set. For simplicity, the mapping from VOF to level set is done assuming that the interface is located at the 0.5 contour of the volume fraction. The calculated level set function is then used for calculating the surface tension force into the momentum equation and for updating the two-phase mixture properties. Our method here also fundamentally differs from other related works as in \cite{Albadawi2013, Lyras2020} since contrary to those coupled LS-VOF methods, the LS field is advected here by solving the level set equation at the interface. An interesting feature of the method here, is that the interface is described without the need of either a high-order scheme for solving for the liquid volume fraction or a geometrical method as in \cite{Menard2007, Lyras2020} that would demand an interface reconstruction method and that would increase the computational cost and complexity of the numerical algorithm. This novel algorithm for solving for level set, provides a simpler formulation compared to PLIC-based methods as the one in \cite{Menard2007}, offering an accurate representation of the interface for both structured and unstructured meshes. Significantly, the ELSA model which is mostly used as a standalone model for modelling liquid atomisation in the literature or is coupled with VOF methods, deploys here the level set method for improving the interface capturing and consequently the
spray dispersion predictions. Although some scarce numerical works with ELSA and the LS method are present in the literature, these are based on geometrical methods for advecting the VOF field such as in [Duret et al., 2013] with the associated drawbacks mentioned above. Additionally, neither uses the re-sharpening algorithm for the re-distancing of the LS field that we employ here and which has been proven to improve the accuracy of the calculated volume fraction for long-time simulations and simulations with coarse grids, avoiding accumulated mass conservation errors ([Lyra et al., 2020]).

The presented methodology is first tested against published results for both structured and unstructured meshes. Comparisons of the coupled LS-VOF through different numerical tests revealed that the method improves the accuracy of solution while conserving mass. Results for primary atomisation are also presented showing that the method can model liquid jet atomisation and can be used for calculating liquid volume fraction and surface density. The methodology is implemented in the code MPflow, which is a numerical solver based on OpenFOAM ([Weller et al., 1998] and is a dedicated multiphase flow with various capabilities such as turbulent mixing, sprays, dispersion and combustion. The code is second-order in space and is constructed for computational cells of arbitrary shape.

2. Methodology

2.1. Signed distance function and volume fraction advection

The interface which separates two fluids is represented here by the level set function $\psi(x, t)$. Depending on whether a given point $(x, t)$ with a distance $d$ to the interface $\Gamma$, $d = \min|\mathbf{x} - \mathbf{x}_f|$, exists in one fluid or the other, $\psi(x, t)$ is defined as $\psi(x, t) = +d$, or $\psi(x, t) = -d$, respectively. The interface is then defined as the set of points that belong to the zero-level

$$\Gamma = \{x | \psi(x, t) = 0\} \quad (1)$$
The level set function is then a distance function that is defined wherever an interface exists. The distance function can be advected using the following

$$\frac{\partial \psi}{\partial t} + u \cdot \nabla \psi = 0 \tag{2}$$

where $u$ is the velocity field. The above equation can be solved using any high order scheme for hyperbolic systems of the ENO (essentially non-oscillatory) schemes family or the Runge-Kutta method \cite{Liu1994}. A similar advection equation is used for the marker function in volume of fluid methods. The advection of $\psi$ and its re-initialisation in order to retain a distance function, even with high-order schemes or for divergence free velocity fields, lead to mass conservation errors and consequently the volume which is bounded by the zero level is not conserved. To represent density and viscosity discontinuities over the interface, instead of $\psi$, a Heaviside function $H$ is used which is based on

$$H(\psi) = \begin{cases} 
1 & \text{if in fluid 1} \\
\in (0, 1) & \text{at the interface} \\
0 & \text{if in fluid 2}
\end{cases} \tag{3}$$

Then the mass conservation requires the following to be conservative for incompressible flows

$$\frac{\partial H(\psi)}{\partial t} + u \cdot \nabla H(\psi) = 0 \tag{4}$$

The mass error is no-longer zero when time $t > 0$, accumulating during the simulation. Choosing an appropriate value for the Heaviside function at the interface is extremely important for conserving mass since the total mass of the fluid depends on the expression for $H$. The approach presented here, calculates the appropriate function $H$ based on the updated signed-distance function.

The staring point for this update is mapping the volume fraction to the initial guess for the level set function assuming the interface is located at the $\alpha - 0.5$ isosurface.
2.2. One-fluid flow approach

The ultimate goal of this paper is to propose an Eulerian-Lagrangian approach for simulating liquid atomisation and two-phase spray flows. In the Eulerian framework, the spray is considered as a continuum across the domain, whereas in the Lagrangian description, the liquid fragments such as ligaments, droplets are modelled as a discrete phase considering their mutual interactions. The incompressible Navier-Stokes equations without any phase change phenomena following Prosperetti and Tryggvason (2009) are given using Einstein’s notation

\[ \frac{\partial u_i}{\partial x_j} = 0 \] (5)

\[ \rho \left[ \frac{\partial u_i}{\partial t} + u_j \frac{\partial u_i}{\partial x_j} \right] = -\frac{\partial p}{\partial x_i} + \frac{\partial}{\partial x_j} (2\mu S_{ij}) - g \cdot x \nabla \rho + F_\sigma \] (6)

where \( u_i(x, t) \) represents the \( i \)-th component of the fluid velocity at a point in space, \( x_i \), and time, \( t \). Pressure and density are denoted with \( p, \rho \), the magnitude of the gravitational acceleration is \( g = 9.81 \text{m/s}^2 \) and the strain rate tensor is \( S_{ij} = \frac{1}{2} (\frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i}) \). Since the incompressible case is considered here, \( S_{kk} = 0 \). The last term \( F_\sigma \) in Eq. (6) is localised on the interface and corresponds to the surface tension force. The volume fraction is calculated first as,

\[ \frac{\partial \alpha}{\partial t} + \mathbf{u} \cdot \nabla \alpha = 0 \] (7)

In its integral form Eq. (7) is written as

\[ \int_{\Omega} \frac{\partial \alpha}{\partial t} d\Omega + \int_{\partial \Omega} \alpha \mathbf{u} \cdot \mathbf{n} dS = 0 \] (8)

where \( S, \mathbf{n} \) are the surface of volume \( \Omega \) and the normal vector. The discretised form of this equation can be given by a forward Euler scheme as

\[ \frac{\alpha^{n+1} - \alpha^n}{\Delta t} \Delta \Omega + \sum_j \left( F^n_L + \lambda F^n_H \right) = 0 \] (9)
The right hand side of Eq. (9) is the sum over all face $f$ of the volume $\Omega$ at the previous iteration. The advective fluxes $F_L$ and $F_H$ are calculated from the volume flux at the face $f$. The parameter $\lambda$ varies from 1 at the interface to 0 in cells with $\alpha = 1$ or 0. Boundedness of the temporal solution can be achieved via face value limiters, by limiting the face fluxes or among others by using TVD schemes which enable prediction of sharp changes in field values that preserves monotonicity (no spurious oscillations in the solution) for different types of grids. More details for the calculation of the fluxes $F_L$ and $F_H$ are given in Deshpande et al. (2012). The level set function is then solved via Eq. (2) and the distance function is advected. The level set is re-initialised for allowing $\psi$ to remain a signed distance function, which is done solving the Eikonal equation $|\nabla \psi| = 1$.

$$\frac{\partial \psi_d}{\partial \tau} = \text{sgn}(\psi)(1 - |\nabla \psi_d|)$$ (10)

The new corrected distance function, $\psi_d$, is calculated using some iterations using the solution $\psi$ as an initial guess in the re-initialisation step, $\psi_d(t = 0) = \psi$. The distance function is corrected locally in a narrow band surrounding the interface with thickness $2\epsilon$. Outside this narrow band the Heaviside function is formulated as in Eq. (3). In the vicinity of the interface, $H$ becomes for $-\epsilon \leq \psi \leq \epsilon$ (Olsson and Kreiss, 2005; Tryggvason et al., 2011)

$$H(\psi) = \frac{1}{2} \left[ 1 + \frac{\psi}{\epsilon} + \frac{1}{\pi} \sin\left(\frac{\pi \psi}{\epsilon}\right) \right]$$ (11)

The two fluids are treated as one fluid with properties that change across the interface. The pseudo-fluid properties can be then calculated as

$$\rho(\psi) = \rho_1 H + \rho_2 (1 - H)$$ (12)

$$\mu(\psi) = \mu_1 H + \mu_2 (1 - H)$$ (13)

Using the curvature correction from $\psi$, the surface tension force acting on the interface is evaluated similarly to Brackbill et al. (1992)
\[ F_\sigma = \sigma \kappa \delta(\psi) \nabla \psi \]  

(14)

where \( \delta() \) is the Dirac function. \( F_\sigma \) is considered for a small narrow band near the interface with the user defined thickness \( \epsilon \) as in the Heaviside function. It is then written as \( \delta(\psi) \) as in (Albadawi et al., 2013)

\[
\delta(\psi) = \begin{cases} 
0 & \text{if } |\psi| > \epsilon \\
\frac{1}{2\epsilon} \left[ 1 + \cos \left( \frac{\pi \psi}{\epsilon} \right) \right] & \text{if } |\psi| \leq \epsilon 
\end{cases}
\]  

(15)

The value of the Dirac function is then interpolated to the face of each cell and the discretised form of \( F_\sigma \) is finally obtained (Lytras et al., 2020).

2.3. Advection and correction of level set function

In pure volume of fluid methods the interface has to be properly reconstructed allowing for the calculation of local curvature. Some of the methods widely used for the interface reconstruction are the simple line interface calculation (SLIC), PLIC and the piecewise parabolic interface calculation. The curvature has to be calculated with accuracy to avoid spurious oscillations. This requires the radius of curvature to remain lower than the order of the grid size (at the sub-grid scale). Instead, the method here calculates the curvature from \( \psi \) which was obtained with a high-order scheme and then the interface is taken as the 0.5-isosurface without reconstructing the interface. For the advection of the distance function in Eq.(2) we use a third-order WENO scheme. The equation for \( \psi \) can be rewritten as a hyperbolic conservation law

\[
\frac{\partial \psi}{\partial t} + \nabla \cdot \mathbf{F}(\mathbf{u}, \psi) = 0
\]  

(16)

where \( \mathbf{F} = \psi \mathbf{u} \) is the flux-vector. Integrating over a finite volume \( \Omega \) and using Gauss theorem for the volume integral of the divergence term, Eq.(16) becomes

\[
\int_{\Omega} \frac{\partial \psi}{\partial t} d\Omega + \int_{\Omega} \nabla \cdot \mathbf{F}(\mathbf{u}, \psi) d\Omega = \frac{d}{dt} \psi + \frac{1}{\Omega} \int_{a}^{b} \mathbf{F}(\mathbf{u}, \psi) \cdot \mathbf{n} d\Omega = 0
\]  

(17)
where \( \tilde{\psi} \) is the cell-averaged value of \( \psi \) considering that it does not depend on time and \( \mathbf{n} \) is the normal vector of the surface \( \partial \Omega \) surrounding \( \Omega \). The above can be written with respect to the surface integrals over all faces \( f \) of the cell as

\[
\frac{d}{dt} \tilde{\psi} + \frac{1}{\Omega} \sum_f \int_f F_{n_f}(\psi^-, \psi^+) \, df = 0 \tag{18}
\]

where the flux into the direction of the normal vector \( \mathbf{n}_f \) of face \( f \) is \( F_{n_f}(\psi^-, \psi^+) = \mathbf{F} \cdot \mathbf{n} \). The flux is calculated considering the solutions at both cells that share the same face. The reconstructed value from the cell that the level set function is advected is denoted with \( \psi^- \), and \( \psi^+ \) is the value of the neighbouring cell that shares \( f \). The Riemann problem is solved locally for \( \psi^- \) and \( \psi^+ \) \cite{Toro1997}. The interpolated \( \psi \) to the face \( f \) can be substituted with its polynomial representation leading to higher order cell-centre interpolation. Eq.\,\,(18) is explicitly discretised in time using a TVD third-order Runge-Kutta method \cite{Li2002,Gottlieb1998}. The timestep in the TVD third-order Runge-Kutta discretisation has to be chosen without violating the stability of the scheme with a time-step such as \( \Delta t \leq (Co \cdot \Omega^{1/3})/ \min_f (u_f) \) for unstructured and structured meshes \cite{Toro2005}, where the Courant number \( Co \) used here remained less than 0.5 for stability. Since the level set function is no longer a signed distance function, a re-initialisation step is made in order to satisfy the Eikonal equation. For this purpose the method presented in \cite{Lyras2020} is implemented. This method is second-order in space and is suitable for both structured and unstructured meshes with computational cells of arbitrary shape. A local search is performed for all the faces \( f \) of all the cells \( P \) that belong at the interface to identify which neighbouring cells \( N \) that also share \( f \) with \( P \) also belong at the interface. The number of these cells is denoted with \( N_p \). The upwind differences for these \( N_p \) cells are calculated as \( \partial_f \psi_P = (\psi_P - \psi_N)/(x_P - x_N) \). The target value of the level set is written as

\[
d_P = \frac{\psi_P}{(N_{P,F} \sum_{k=1}^{N_{P,F}} (\partial_{f_k} \psi_{f_k})^2)^{1/2}} \tag{19}
\]
Next, all the cells at the interface that have negative curvature $\kappa$ (calculated from the interface normal $\mathbf{n}$, $\kappa = \nabla \cdot \mathbf{n}$) or satisfy the condition $\kappa = 0$ and $\dot{\psi} \leq 0$ are considered ([Hartmann et al., 2008] [Lyras et al., 2020]). For the $M_P$ neighboring cells sharing the same face $f_k$ with cell $P$ but with an opposite sign for $\psi_P$, the target value of the LS function is then calculated as ([Hartmann et al., 2010])

$$d_P = \psi_P \sum_{k=1}^{M_P} d_{f_k} / \sum_{k=1}^{M_P} \psi_{f_k}$$ (20)

where all the $M_k$ cells adjacent to $P$, sharing the face $f_k$ with a corresponding $d_{f_k}$ for which $\psi_P \psi_{f_k} \leq 0$, are considered. The value $\psi_{f_k}$ corresponds to the adjacent cell. The level set function in cell $P$ is calculated at the interface from $\psi_P = d_P$ ([Hartmann et al., 2008] [Lyras et al., 2020]). The following re-initialisation equation is solved in steady state for the rest of the cells adjacent to the interface with $\alpha = 0$ or 1 using a predefined time-step $\tau$

$$\psi_{d}^{n+1} = \psi_{d}^{n} - \Delta \tau S(\psi)(|\nabla \psi| - 1)$$ (21)

where $S(\psi) = \psi / \sqrt{\psi^2 + |\nabla \psi|^2 \Delta x^2}$. The calculated $\psi$ for the WENO scheme is used for calculating the gradient $\nabla \psi$. As an initial guess, the $\alpha$-0.5 isosurface is used as as for the signed distance function, $\psi_0 = (2\alpha - 1)\Delta x$.

The gradient magnitude is calculated as $|\nabla \psi| \cong G(D^-_x \psi^n, D^+_x \psi^n, D^-_y \psi^n, D^+_y \psi^n, D^-_z \psi^n, D^+_z \psi^n)$, where $G$ is the Godunov-Hamiltonian of the level set function based on the values from the previous iteration through all faces of each cell considered. Here, the terms $D^-_x \psi^n, D^+_x \psi^n, D^-_y \psi^n, D^+_y \psi^n, D^-_z \psi^n, D^+_z \psi^n$ are the first order approximations of the gradient of $\psi$ along $x, y, z$ directions depending on whether the upwind ")-" or the downwind cell is considered "+". For instance, for the x-axis, the following expressions are used

$$D^-_x \psi^n = \frac{\psi^n_i - \psi^n_{i-1}}{\Delta x}, \quad D^+_x \psi^n = \frac{\psi^n_{i+1} - \psi^n_{i}}{\Delta x}$$ (22)

The need to use first order terms arises from the large gradients across the interface that require an accurate and stable method to calculate $G$ ([Sethian]).
Here, the normal gradient of the level set function $\nabla^\perp_f$ is calculated for all the faces $f$ based on the orientation of the normal at the face. For instance, for the x-direction, the expression used here reads

$$\nabla^\perp_f = \alpha_{corr}(\psi_P - \psi_N)/|\Delta x|\hat{x}$$

(23)

where $\hat{x}$ is the unit vector at x-axis and $\alpha_{corr}$ is the inverse cosine of the angle between the cell centres and the normal face. For meshes with significant non-orthogonality, an extra term is added to take into account the angle between the cell centres at the face $f$ as in Lyras et al. (2020).

The Hamiltonian-Godunov term is calculated as

$$G = \sqrt{\max(a_x^2) + \max(a_y^2) + \max(a_z^2)}$$

(24)

For the unstructured meshes, the upwind-downwind cells are determined from the inner product of the interpolated gradient of $\psi$ at the face with the normal unit vector (Dianat et al., 2017).

At x-axis, if $\psi < 0$ and $\Delta x \cdot \hat{x} < 0$ or $\psi > 0$ and $\Delta x \cdot \hat{x} > 0$ the term $a_x$ is calculated as

$$a_x = \min (\nabla^\perp_f \psi \cdot \hat{x})$$

(25)

If $\psi < 0$ and $\Delta x \cdot \hat{x} > 0$ or $\psi > 0$ and $\Delta x \cdot \hat{x} < 0$ then

$$a_x = \max (\nabla^\perp_f \psi \cdot \hat{x})$$

(26)

The steady solutions of Eq. (21) are distance functions and $\psi_d(x, \tau)$ has the same zero-level as $\psi$.

The timestep for the steady state iterations $\Delta \tau$, is selected so that an accurate value of the level set is re-initialized within a small number of iterations. $\Delta \tau$ is a percentage $\Delta x$ (Prosperetti and Tryggvason, 2009). For the test in this study, $\Delta \tau = 0.14(\Delta x \Delta y \Delta z)^{1/3}$ has been chosen. The iterations for redis-
tancing equation, also depends on the interface thickness $2\epsilon \Delta x$ \cite{Prosperetti and Tryggvason 2009} and $\epsilon = 1.6$ for the tests here.

Once $\psi$ is re-initialised applying the re-initialisation procedure, to obtain the signed distance function, and the interface at the boundaries is corrected the new interface curvature is calculated. The properties of the mixture are updated using the level set function. For instance, density and viscosity are calculated as follow

$$\rho = \rho_1 H(\psi) + \rho_2 (1 - H(\psi)) \quad (27)$$

$$\mu = \mu_1 H(\psi) + \mu_2 (1 - H(\psi)) \quad (28)$$

The velocity and pressure are calculated from the Navier-Stokes equations using the pressure implicit with splitting of operators (PISO) algorithm \cite{Issa et al. 1986}. Once the pressure in its discretised form is solved, the new pressure is used for updating the fluxes within the timestep. In the momentum equation, the pressure is updated by reconstructing the face-based pressure gradients into a cell-centered gradient. A summary of the numerical algorithm is shown in Fig. 1.
3. Numerical tests and discussions

The developed method here was tested for evaluating its accuracy for various two-phase flows scenarios. The tests include fluids with different properties (density and viscosity) in two and three dimensions. First the rotating sphere test is presented wherein the ability of the method to accurately resolve thin rotating filaments which undergo a strong deformation. The dam break test is presented next, in which the obtained results of the new method are compared...
against experimental results. In all tests both structured and unstructured meshes were used and the results are compared with the results obtained in other numerical studies for different mesh resolutions. The application of the method with the ELSA approach is presented illustrating the capabilities of the developed solver to simulate liquid jet atomisation.

3.1. Rotating disc in a non-uniform velocity field

This test case proposed by LeVeque (1996) is used for testing the capability of the methodology to capture the interface of a two-dimensional rotating disc with a time-dependent interface deformation. A circular liquid disc \( l \), that is initially still, is placed at \((x, y) = (0.5, 0.75)\) of a square domain \( 1 \times 1 \). The fluid outside the disc is filled with another gaseous fluid \( g \) with density and viscosity \( \rho_g = 1 \text{kg/m}^3, \nu_g = 10^{-5} \text{m}^2/\text{s} \). The fluid of the disc has a density and a viscosity respectively equal to \( \rho_l = 1000 \text{kg/m}^3, \nu_l = 10^{-6} \text{m}^2/\text{s} \). The disc rotates under the influence of the time-varying velocity field which is given as a function of the period \( T = 8\text{s} \) by

\[
\begin{align*}
  u(x, y, t) &= -\sin^2(\pi x)\sin(2\pi y)\cos\left(\frac{\pi t}{T}\right) \\
  v(x, y, t) &= \sin(2\pi x)\sin^2(\pi y)\cos\left(\frac{\pi t}{T}\right)
\end{align*}
\]  

At \( t = 0 \), the disc starts rotating with velocity that varies at each point \((x, y)\), deforming the interface and changing the circular shape of initial radius \( R = 0.15 \). The deformation for the disc continues until \( t = T/2 \) wherein velocity is zero and the flow is reversed due to Eq. (29) and causes the disc to rotate back to its original position.

The meshes used for this test were made of quadrilateral and triangular elements. Three different levels of refinement were used for each type of mesh. The mesh resolution for structured the meshes were \( 64 \times 64, 128 \times 128, 256 \times 256 \) and for the unstructured meshes \( 4096, 16016 \) and \( 64044 \) cells. As an indicator for evaluating the capability of the method to preserve the shape of the rotating disc, we use the following function
\[
E_\alpha = \frac{\sum_i V_i |\alpha_i - \alpha_{exact}|}{\sum_i V_i \alpha_{exact}}
\]

This error is defined at each timestep considering the volume \(V_i\) of each cell \(i\) and the volume fraction \(\alpha_i\) compared to the exact solution \(\alpha_{exact}\) which is the value of \(\alpha\) at the initial position of the rotating disk. The results for the shape preservation error are shown in Table 1. The presented method is characterised by low shape preservation error which remains approximately of order lower than \(10^{-5}\) for all the meshes. The lowest values for \(E_\alpha\) are obtained for the finest meshes wherein the mesh resolution is adequate for capturing the thin ligament sheet that is observed during the simulation. The impact of the number of faces of the cells is also shown in Table 1. The best results are achieved for the structured mesh with quadrilateral cells. Triangular cells gave higher error values that can be justified from the lower number of faces they have compared to the other mesh types. In general the methodology presented here is applicable to different types of meshes providing results with low shape preservation error.

A more detailed description for the evolution of the rotating disc is provided in Fig. 2 showing the initial positions of the disc at \(t = 0\) (in red colour), the final positions of the disc at \(t = T\) (in blue colour) and the disc deformation at \(t = T/2\) (in red colour). The mesh resolution used, were kept for all tests (structured and unstructured) at the similar number for each refinement level.

The grid size has a major impact on the VOF advection and the level set equation Eq. (2). In all cases \(E_\alpha\) decreases with higher mesh resolution, with the increased sharpness of the method giving more accurate surface flux and curvature calculations. This is more evident at the maximum stretching \((t = T/2)\) where the tail of the disc becomes very thin and is comparable to the cell size. For the coarse meshes, resolving the ligament stretching is not possible with the ligament fragmenting into droplets. When the flow is reversed the fragmentation remains which influences \(E_\alpha\).
Figure 2: Two-dimensional rotating disc test for level set-VOF method at $t = T/2$. The initial (light purple line) at $t = 0$ and final position of the zero-level set isosurface (blue line) at $t = T$ are indicated.

The presented methodology is compared to other relevant numerical works for the rotating disc test case and the results are shown in Table 2. In the comparisons the $L_1(\alpha)$ error norm for the volume fraction is used. The accuracy of the obtained results with the method presented here is similar or lower to
Table 1: $E_\alpha$ calculated using different meshes for the 2D rotating disc case.

| Mesh             | Resolution | $E_\alpha$    |
|------------------|------------|---------------|
|                  | 64$^2$     | $-1.12 \cdot 10^{-7}$ |
| Structured       | 128$^2$    | $-4.58 \cdot 10^{-8}$   |
|                  | 256$^2$    | $-9.87 \cdot 10^{-9}$   |
|                  | 4096       | $-5.77 \cdot 10^{-6}$   |
| Unstructured     | 16016      | $1.14 \cdot 10^{-6}$    |
|                  | 64044      | $-6.2 \cdot 10^{-7}$    |

other works regarding this test. The obtained error $L_1(\alpha)$ is lower than the results in Aulisa et al. (2003) that used PLIC and achieves similar results with the THINC scheme (tangent of hyperbola for interface capturing) in Yokoi (2007); Xie and Xiao (2017); Xiao et al. (2011). Compared to other coupled LS methods such as the level set-moment of fluid and level set-vof methods in Jemison et al. (2013) the $L_1(\alpha)$ error is similar or smaller for the different grid resolutions. The results obtained here are close to the results published by Qian et al. (2018) with the coupled level set method using the THINC scheme where the interface is represented with polynomials from the level set, rather than using a plane and quadratic surface representation. For the comparisons we use values $L_1$ for two cases: one for a polynomial order 1, denoted with THINC-LS (P1) and one with polynomial order 4, denoted with THINC-LS (P4). The results obtained here were between the two methods for P1 and P4 and had generally smaller error than the first-order polynomial representation, being closer to the P4 results compared to the P1 case.

3.2. Rotating sphere

In this three-dimensional test case, a sphere of liquid initially at rest starts to rotate under the influence of a time-dependent velocity field (LeVeque 1996). The initial sphere has a radius such as $R = 0.15m$ and is placed inside a box
Table 2: Comparisons of the methods using quadrilateral meshes for the two-dimensional rotating disc case. The first order norm $L_1(\alpha)$ is calculated for the three different meshes.

| Authors / Mesh resolution | $32^2$     | $64^2$     | $128^2$    |
|---------------------------|------------|------------|------------|
| Rider–Kothe/Puckett (Rider and Kothe, 1998) | $4.78 \times 10^{-2}$ | $6.96 \times 10^{-3}$ | $1.44 \times 10^{-3}$ |
| DS-CLSMOF (Jemison et al., 2013) | $2.92 \times 10^{-2}$ | $5.51 \times 10^{-3}$ | $1.37 \times 10^{-3}$ |
| DS-CLSVOF (Jemison et al., 2013) | $5.45 \times 10^{-2}$ | $1.05 \times 10^{-2}$ | $1.74 \times 10^{-3}$ |
| PLIC (Aulisa et al., 2003) | $2.53 \times 10^{-2}$ | $2.78 \times 10^{-3}$ | $4.8 \times 10^{-4}$ |
| Markers-VOF (Lopez et al., 2005) | $7.41 \times 10^{-3}$ | $2.78 \times 10^{-3}$ | $4.78 \times 10^{-4}$ |
| THINC/WLIC (Yokoi, 2007) | $4.16 \times 10^{-2}$ | $1.61 \times 10^{-2}$ | $3.56 \times 10^{-3}$ |
| THINC/QQ (Xie and Xiao, 2017) | $6.70 \times 10^{-2}$ | $1.52 \times 10^{-2}$ | $3.06 \times 10^{-3}$ |
| THINC/SW (Xiao et al., 2011) | $3.90 \times 10^{-2}$ | $1.52 \times 10^{-2}$ | $3.96 \times 10^{-3}$ |
| THINC-LS (P1) (Qian et al., 2018) | $6.71 \times 10^{-2}$ | $1.53 \times 10^{-2}$ | $2.27 \times 10^{-3}$ |
| THINC-LS (P4) (Qian et al., 2018) | $2.85 \times 10^{-2}$ | $3.39 \times 10^{-3}$ | $6.79 \times 10^{-4}$ |
| Presented method | $3.14 \times 10^{-2}$ | $4.62 \times 10^{-3}$ | $9.12 \times 10^{-4}$ |

The sphere starts deforming at $t = 0$ due to the velocity difference at the interface. The rotation reverses at $t = T/2$ causing the sphere to return back to its original position $t = T$. The presented method was tested for different mesh resolution. Both structured meshes with $32^3, 64^3, 128^3$ hexahedral elements and unstructured meshes with 81 008, 224 622, 998 810 tetrahedral elements were used. The results for the error in shape preservation $E_\alpha$ are shown in Table 3.
$E_\alpha$ decreases with the level set implementation.

For lower grid resolutions the interface is under-resolved with the non-uniform flow deforming the sphere which breaks up before the flow reverses at $t = T/2$. This can also be observed in Fig. 3 which provides the initial (in red colour) and final (in blue colour) shapes of the sphere for the different meshes used. The inadequate grid resolution also causes distortion in the sphere which results to holes that disappear with increasing the mesh resolution. This is also observed by other similar numerical works in [Dianat et al., 2017; Hernández et al., 2008; Xiao et al., 2011; Deshpande et al., 2012; Roenby et al., 2016]. This reflects on the $E_\alpha$ error which decreases with increasing mesh resolution. The error in shape preservation is lower in structured meshes, being an order of magnitude less than unstructured meshes. The presented method shows adequate accuracy levels when using tetrahedral meshes. The signed distance function correction using a targeted initialisation step for advecting level set as the one in [Lyras et al., 2020] aims at improving the interface capturing and errors induced with the VOF advection. Comparing the behavior of $E_\alpha$ in the rotating disc and the error in the three-dimensional test of the rotating sphere, the latter gives higher errors most likely due to the significant distortion of the interface in the 3D test. In the finer mesh, only a small part of the rotating sphere is under-resolved. The error $L_1(\alpha)$ for the volume fraction is shown in Table 5 and is compared to other numerical works. $L_1(\alpha)$ is calculated for all cells $k$ considering their volume ($L_1$ error norm [Xiao et al., 2011; Deshpande et al., 2012]) and is defined as

$$L_1(\alpha) = \sum_k (\alpha_k - \alpha_{exact})V_k$$

(33)

where $V_k$ is the cell volume. The presented methodology achieved lower errors compared to other works that use pure VOF such as interFoam using MULES limiter [Deshpande et al., 2012] and the THINC/SW scheme in [Xiao et al., 2011]. Results are reasonably low and similar to the ones obtained with the Piecewise-Constant Flux Surface Calculation (PCFSC) method in [Liovic et al., 2006] which used a method for approximating sphere interface as piecewise
planar, advecting volume in a single unsplit step using multi-dimensional fluxes. In the PLIC methods mentioned in Table 5, the sphere break up might be attributed to having only one piecewise linear segment in the cut cell. Hence, when the interface filament is smaller than the grid size, more than one piecewise linear segments are required for describing the shape of the sphere. However, the PCFSC method was applied for orthogonal meshes. The presented methodology here is applied to arbitrary meshes unstructured or polyhedral offering similar accuracy for calculating volume fraction. The results for THINC-LS (P1) and THINC-LS (P4) in Qian et al. (2018) were very close to each other, with the results here being closer to THINC-LS (P1) and slightly higher.

The mass conservation error $E_{\text{mass}}$ evolution is shown in Fig. 4 for the three meshes used in Table 5. The presented method has showed generally reasonable mass conservation error for the rotating sphere, with a small mass loss lower than $10^{-2}$.

In terms of simulation time, the presented method in general was found to be reasonably slower than for instance in the case of advecting only the volume fraction $\alpha$. However, in some of our tests we have seen times that varied: The method here was generally from 35% slower up to 30% faster than the standalone VOF method as shown in Table 4. The latter behaviour was observed for finer meshes for some cases such as the rotating sphere. Consequently, this indicates that the overhead created with the coupled method might vary depending on the problem. Although deeper analysis is required to study the parameters that influence the simulation time, this was attributed to the better pressure-velocity coupling achieved when level set is used, indicated by the lower residuals for the pressure solution. For instance, for the finest mesh for the 3D rotating sphere, almost 50% smaller values were obtained compared to the ones taken with the VOF-only method.
Table 3: $E_{\alpha}$ error calculated using different meshes for the 3D rotating sphere test.

| Mesh         | Resolution | $E_{\alpha}$  |
|--------------|------------|---------------|
| Structured   | $32^3$     | $-7.83 \times 10^{-6}$ |
|              | $64^3$     | $-6.6 \times 10^{-7}$  |
|              | $128^3$    | $-1.26 \times 10^{-7}$ |
| Unstructured | 81008      | $-6.13 \times 10^{-4}$ |
|              | 224622     | $-8.92 \times 10^{-5}$ |
|              | 998810     | $-4.97 \times 10^{-5}$ |

Table 4: Simulation time in seconds for the presented method and the standalone VOF method using different meshes for the 2D rotating disc and the 3D rotating sphere tests.

| Case                  | Resolution | Standalone VOF | Presented method |
|-----------------------|------------|----------------|------------------|
| 2D rotating disc      | Coarse     | 499            | 597              |
|                       | Medium     | 2335           | 3151             |
|                       | Fine       | 3516           | 4043             |
| 3D rotating sphere    | Coarse     | 131            | 177              |
|                       | Medium     | 1352           | 1555             |
|                       | Fine       | 28768          | 21576            |
Table 5: Calculated error norm $L_1(\alpha)$ for the three-dimensional rotating sphere test. Results are compared with other numerical methods.

| Authors                     | 32$^3$  | 64$^3$  | 128$^3$ |
|-----------------------------|---------|---------|---------|
| PCFSC VOF (Liovic et al., 2006) | 7.86×10$^{-3}$ | 2.91×10$^{-3}$ | 7.36×10$^{-4}$ |
| THINC/SW scheme (Xiao et al., 2011) | 8.39×10$^{-3}$ | 3.47×10$^{-3}$ | 1.08×10$^{-3}$ |
| THINC-LS (P1) (Qian et al., 2018) | 7.18×10$^{-3}$ | 2.34×10$^{-3}$ | 6.14×10$^{-4}$ |
| THINC-LS (P4) (Qian et al., 2018) | 5.54×10$^{-3}$ | 1.57×10$^{-3}$ | 3.79×10$^{-4}$ |
| interFoam (Deshpande et al., 2012) | 9.95×10$^{-3}$ | 4.78×10$^{-3}$ | 2.03×10$^{-3}$ |
| Present method              | 8.64×10$^{-3}$ | 3.24×10$^{-3}$ | 7.04×10$^{-4}$ |

Figure 3: Isosurfaces for the rotating sphere in a non-uniform flow test. The 0.5-isosurface obtained with the presented method at $t = 0$ (red colour) and at $t = T$ (blue colour) are shown for the different mesh resolutions.
3.3. Three-dimensional dam break

The dam break problem is used for the validation of the presented methodology and is used in various interface capturing methods for assessing their capability of the method to model free surface problems. The set-up of the test case has simple geometry and initial conditions and experiment data and other numerical results are available for comparisons. The problem consists of a three-dimensional rectangular domain of dimensions $4a \times 2.4a \times a$ with a liquid column with dimensions $2.4a \times a$ initially. The problem is dimensionalised with $a = 0.146m$ according to Martin and Moyce [1952] and Koshizuka and Oka [1996].

At $t = 0$, the liquid column which is filled with water starts to collapse. The density $\rho_l$ and kinematic viscosity $\nu_l$ of water are such as $\rho_l = 1000kg/m^3$ and $\nu_l = 10^{-6}m^2/s$. The rest of the domain is filled with air. The air density $\rho_g$ and kinematic viscosity $\nu_g$ are respectively taken equal to $1kg/m^3$ and $10^{-4}m^2/s$.

The initial velocity is zero and the pressure is equal to the hydrostatic pressure. Free slip boundary conditions are imposed for all the boundaries of the domain with zero normal velocity and zero tangential traction. For the top boundary of the rectangular domain the tangential velocity and normal trac-
tion are zero. The time evolution of the liquid/gas interface displacement is calculated using three different grid resolutions as in [Elias and Coutinho, 2007; Zhao et al., 2014] i.e. $40 \times 10 \times 20$, $80 \times 20 \times 40$ and $160 \times 40 \times 80$ cells.

The results are compared with the experimental data available in [Koshizuka and Oka, 1996] and previous numerical studies using the LS method from [Zhao et al., 2014] which is a conservative level set method based on the the re-initialisation step that consists of solving for the steady state of the regularised non-linear equation as proposed by [Olsson and Kreiss, 2005]. The re-initialisation step of the particular formulation in [Zhao et al., 2014] consists of a compression term for the interface profile and a diffusive flux term. The results in [Olsson and Kreiss, 2005; Zhao et al., 2014] have shown that the VOF-LS coupling based on that re-initialisation step is conservative and has shown excellent results for both structured and unstructured meshes in two-dimensional and three-dimensional tests with second order accuracy. The calculated position of the interface both normalised with the length parameter $a$ along the horizontal (x-axis) and the vertical (y-axis) directions are shown in Fig. 5. The results are plotted against the dimensionless time $t^* = t \sqrt{2ga}$.

The horizontal interface displacement predictions for the leading-edge position are in close agreement with the experimental data for the $t^*$ such that the leading edge reaches the wall, $x/a = 4$. The accuracy in the predictions for the horizontal direction is closer initially and reasonably close to the experiment. Due to wall friction the interface motion is slowed down [Koshizuka and Oka, 1996] which also causes the calculated interface to differ from the experiment. Since the thickness of the boundary layer can be much smaller than the scale of the problem here and a near-wall discretisation for capturing the boundary layer can be computationally too expensive. To avoid this issue, a free-slip boundary condition is considered rather than a no-slip condition [Cerquaglia et al., 2017]. In general, both boundary conditions can be employed for the dam break problem [Kees et al., 2011; Elias and Coutinho, 2007]. The liquid front in the present simulations here propagates at similar rate than in [Elias and Coutinho, 2007] although the results in [Elias and Coutinho, 2007] were
obtained for slightly different physical properties (the viscosity ratio in Elias and Coutinho (2007) between the two fluids was 58 and here it was 100). All three meshes gave results in the present study reasonably close to the results reported in Koshizuka and Oka (1996).

The interface displacement is shown in Fig. 6 wherein the interface preserves its nearly flat profile for $t \in [0, 0.2s]$. Once the interface reaches $x/a = 4$, the liquid rises upwards with the resulting formation of a layer on the wall. The vertical position of the interface decreases at $t^* \in [0, 3]$ and the present method results are very close to the results of Zhao et al. (2014) (Fig. 5b) with the same rate of change in the liquid column height for the different meshes. The time-evolution for the fluid mass loss percentage of the collapsing liquid column test is shown in Fig. 7. The presented method has demonstrated good mass conservation for the meshes used, the mass conservation error remaining lower than $1.5 \cdot 10^{-2}$ percent.
3.4. Droplet impact and crown propagation

This test evaluates the capability of the presented method to simulate flows with high Weber (We) and Reynolds (Re) numbers. Available experimental results provide the opportunity to compare the results for the diameter of a splashing drop, providing an appropriate metric for validating the methodology here. This is achieved by calculating the liquid crown diameters at different positions of the impinging drop. A droplet of diameter $D = 3.82$ mm falls on a pre-existing liquid film with thickness $2.3$ mm and deforms changing its diameter with time. The Weber number for this case was $We_D = 667$ and $Re_D = 13676$. The problem was simulated in 3D using a uniform grid with a
mesh size $\Delta x$ such that $D/\Delta x = 44$, with approximately 7 million hexahedral cells. Fig. 8-left shows the definition of the diameters that describe the splash morphology e.g. $D_{ue}$ - crown upper external, $D_{le}$ - crown lower external. These diameters were measured in the experiments of Cossali et al. (2004) and are compared here to the results obtained with the presented solver in Fig. 8-right. The simulations showed that both diameters increase with time for the first 20 ms. In general, excellent agreement with the experiments was observed with the method used here, demonstrating the capability of the solver to successfully model the evolution of the interface dynamics in problems with high We and Re.

### 3.5. Application to liquid jet atomisation

An application of the methodology is presented for simulating liquid atomisation for high-speed liquid jets in moderate pressure diesel injectors. The test case is taken from the DNS simulations of Chesnel (2010) and has a rectangular parallelepiped domain with dimensions $2.5\text{mm} \times 2\text{mm} \times 2\text{mm}$. The physical parameters of the simulations are shown in Table 6. The liquid jet emerges from the bottom of the domain, from an orifice with diameter $D$ placed in $(0,0,0)$. The liquid is injected at a velocity of $79\text{m/s}$. 

![Figure 7: Percent mass loss for the dam break case through time for different mesh resolutions.](image-url)
Figure 8: Definition of the $D_{ue}$: crown upper external, $D_{le}$: crown lower external diameters (left) and comparisons of the presented method with the experiments of Cossali et al. [2004] (right).

The Eulerian-Lagrangian-Spray-Atomisation (ELSA) method [Vallet et al. 2001] is employed for modelling the emerging spray. The method solves an equation for the liquid volume fraction and an equation for the surface density denoted $\Sigma$. Various modifications for the formula of $\Sigma$ have been proposed as in Ménard et al. [2007]; Lebas et al. [2009]; Lyras et al. [2018]. In its general form, the surface density equation includes terms that account for the surface generation or destruction during the atomisation. Vallet and Borghi [1999] proposed a model which includes the effect of the involved processes in $\Sigma$. The model can be written for different source terms for the contribution of the changes in surface density due to turbulence, aerodynamic break-up and evaporation, and the equation implemented in the code MPflow here is as in Lyras et al. [2018]

\[
\frac{\partial \Sigma}{\partial t} + \frac{\partial \bar{u}_j \Sigma}{\partial x_j} = \frac{\partial}{\partial x_j} \left( \frac{\nu_t}{Sc_t} \frac{\partial \Sigma}{\partial x_j} \right) + \Psi \left( S_{\text{init}} + S_{\text{turb}} + S_{\text{vap,den}} \right) + (1 - \Psi) \left( S_{\text{coll}} + S_{\text{2ndBU}} + S_{\text{vap,dil}} \right)
\]

(34)

With $\Sigma$ the Reynolds average and $\bar{u}_j$ the mass weighted Favre-average of velocity. The terms on the right-hand side are split for the dense and dilute part of
the spray using an indicator function \( \Psi \) which is equal to 1 if the liquid mass fraction, \( \tilde{Y}_l \) is between 1/2 and 1 and becomes zero for cells with a liquid mass fraction less than 0.1. The indicator function can be written as a function of the updated liquid volume fraction, \( \alpha \) as,

\[
\Psi(\alpha) = H(\alpha - 0.1)H(\alpha - 0.5) + (H(\alpha - 0.1) - H(\alpha - 0.5))(2.5\alpha - 0.25) \tag{35}
\]

Similarly to (Vallet and Borghi, 1999), the terms on the right-hand side are written as

\[
S = \frac{\Sigma}{\tau_\Sigma} \left( 1 - \frac{\Sigma}{\Sigma_{eq}} \right) \tag{36}
\]

where \( \Sigma_{eq}, \tau_\Sigma \) are an equilibrium value for the interface and the time-scale of the corresponding process.

The minimum liquid-gas surface generated in the primary atomisation process \( S_{init} \) is proportional to the gradient of liquid mass fraction and is proportional to the inverse of the integration kernel and the characteristic turbulent spatial scales \( S_{init} = \alpha(1 - \alpha)/l_t \) (Ménard et al. [2007], assuming the first blobs during primary atomisation have the size of \( l_i \)). If the liquid mass fraction becomes small, and \( Y_l(1 - Y_l) \leq 0.001 \), \( S_{init} \) is a function of the gradient of liquid mass fraction obtained from \( \alpha = \tilde{\rho} \tilde{Y}_l / \tilde{\rho}_l \), and becomes \( S_{init} = 2 \mu \tilde{\sigma} \frac{\partial \tilde{Y}_l}{\partial x_i} \frac{\partial \tilde{Y}_l}{\partial x_i} \) (Lebas et al., 2009). The term \( S_{turb} \) for the production/destruction of the interface density due to surface stretching due to turbulence in the dense part of the spray is calculated using an equation of the form of Eq.(36) for an equilibrium value, \( \Sigma_{turb}^* \) which defined from an equilibrium Weber number \( We^* \), \( We^* = \rho_l \alpha k / \sigma \Sigma_{turb}^* \) which is set to 1 for the tests here. The turbulent time-scale \( \tau_t \) for large-eddy-simulations (LES) the turbulent time-scale is \( \tau_t = \| S_{ij} \|^{-1} \), where \( S_{ij} \) is the strain rate tensor. Only the primary atomisation terms are considered here. More details for the terms are provided in Lyras et al. [2018].

Two meshes with 256 \times 64 \times 64 cells (coarse) and 256 \times 128 \times 128 cells (fine) were used for the tests. An expansion ratio of 3 is used for refining the meshes close to the injection, with a cell size for the smallest cells equal to 10\( \mu \)m in
the axial x-direction, and 5µm cells in the y and z-directions for the finer mesh. The meshes used here, are stretched towards the shear of the jet. The minimum droplet size in the simulations were comparable to the grid size (5µm for the finest mesh). The size of the droplets depends on the mesh resolution. The DNS studies, with a finer mesh, have shown that this can as small as 2.5µm. The turbulent length scale \( (l_t) \) of the DNS simulation was 10µm with an inflow with a turbulence intensity of 5%. In the present LES, neither of the meshes had enough resolution to accurately capture such small turbulent fluctuations as \( \Delta \approx l_t \), (where \( \Delta \) is the LES filter) but we are aiming to resolve most of the energy spectrum \cite{Pope2001}. For this reason, the ratio of the integral length scale to the grid length scale, \( \Delta \) which is taken as the cubic root of the local volume cell, is 10 for the coarse and 20 for the fine mesh \cite{Pope2001}. Similarly, we use the same mesh resolution for the simulations here as other LES studies such as in \cite{Navarro-Martinez2014} who used the same test case.

LES simulations were performed using the Smagorinsky model and the sub-grid-scale Reynolds stress, \( \tau_{ij}^{sgs} \) was modelled according to \( \tau_{ij}^{sgs} = 1/3r_{kk}\delta_{ij} = 2\mu_t\tilde{S}_{ij} \). The sub-grid-scale eddy viscosity was taken to be \( \mu_t = C_S^2\rho\Delta^2 \parallel \tilde{S} \parallel \), where \( \parallel \tilde{S} \parallel = (\tilde{S}_{ij}\tilde{S}_{ij})^{1/2} \). For the cases here, the constant \( C_S \) was taken equal to 0.1. The liquid volume fraction at the axial direction is shown in Fig. 9a) for both meshes showing similar trends with the DNS results. Results in Fig. 9b) of the mean surface density at the axial direction are normalised with a theoretical initial value \( \Sigma_0 = 1/\Delta^3 \) where \( \Delta \) is the LES filter used in the simulations. This is the value that \( \Sigma \) will scale with a very fine mesh \cite{Navarro-Martinez2014}. The coarse mesh results demonstrate two regions for the liquid volume fraction, one wherein the prediction for \( \alpha \) is underpredicted up to 18\%, and a second region at \( x/D \geq 9 \) where the code overpredicts liquid volume fraction with 5 – 10\% difference. The results for the finer mesh were better for the axial predictions of liquid volume fraction, indicating a better resolution of the liquid penetration and primary atomisation. The local Weber numbers, denoted with \( We_D \) are in average greater than the critical Weber number, \( We_{h,crit} \). \( We_{h,crit} \) is defined as \( C_2\Sigma\sqrt{(1-\alpha)/\alpha} \), where \( C_2 = 2.4 \) is a constant proposed \cite{Chesnel2011}.
Here, \( W_{e_{h,crit}} \geq 4.8 \) for the dense region for \( \alpha \geq 0.2 \).

The liquid volume fraction and surface density at the radial direction at \( x/D=5, x/D=10, x/D=20 \) are shown in Fig. 10 and Fig. 11 respectively for both meshes. The highest difference with the DNS results were around \( 9 \leq x/D \leq 11 \) for the fine LES which leads to an under-prediction in the surface density at the same region. At the rest of the examined points in both the centreline and radial directions, results obtained with the fine LES here, have an overall reasonable deviation with DNS. The profile of the liquid volume fraction in the entire domain and its trends in the primary atomisation and the jet breakup regions follow the results reported in other studies that have studied the particular case in Chesnel et al. (2011); Navarro-Martinez (2014).

Under the tested release conditions, both droplets and ligaments shed from the main liquid core jet which is fragmented into a large parcel of smaller droplets. For the minimum droplet size, we assume that no aerodynamic breakup occurs for Weber numbers smaller than the critical value, which defines the minimum cut-off size of the droplets to be similar to the ones in Chesnel (2010).

Although there is a good agreement for the normalised \( \Sigma \), the peak value at the vicinity of the position \( x/D \approx 10 \) is lower for both meshes compared to the DNS results, which is attributed to the lower grid resolution.

Table 6: Physical properties for the primary atomisation simulations.

| Physical and numerical parameters       |                |
|---------------------------------------|----------------|
| Liquid density                        | 696 kg/m³     |
| Gas density                           | 25 kg/m³      |
| Liquid viscosity                      | 1.18e-03 kg/ms|
| Gas viscosity                         | 1.0e-05 kg/ms |
| Surface tension                       | 0.06 N/m      |
| Diameter D                            | 100 μm        |
| Weber number (liquid), \( We_l \)      | 7239           |
| Reynolds number (liquid), \( Re_l \)    | 4659           |
Figure 9: Axial distribution of liquid volume fraction and surface density. Symbols indicate DNS data from surface density ($\Sigma/\Sigma_0$).

Figure 10: Radial distribution of the liquid volume fraction for the liquid atomisation test for different distances from the centreline.

(a) Liquid volume fraction.
(b) Surface density.

(a) $x/D=5$
(b) $x/D=10$
(c) $x/D=20$
4. Conclusions

A coupled level set method with volume of fluid is presented suitable for simulating two-phase flows which can be used for capturing the interface between two fluids. The methodology is based on an advection-correction step, within the pressure-velocity algorithm, of the level set function which is solved with a high-order scheme and then coupled with volume of fluid. The method remains relatively simple to implement and can be coupled with other models for tracking the interface such as the Eulerian-Lagrangian-Spray-Atomisation method here. The results showed good accuracy for problems with three-dimensional free-surface phenomena for both structured and unstructured meshes with various mesh resolutions. The method is mass-conserving even for coarser meshes and is
suitable for long-time simulations. Results for primary atomisation of a jet were in close agreement to previously published results for the liquid volume fraction and surface density. Although here, a simple mapping step is carried out for mapping the volume fraction to the level set function, a more suitable scheme could be used for obtaining the exact value for the level set which corresponds to the volume of fluid solution that would further improve mass conservation. The added correction steps that introduce additional numerical parameters might have to be further examined in future studies especially when using the method for other applications such as bubbly flows.
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