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Abstract. This article presents the analysis of the Type-II hybrid progressively censored data when the lifetime distributions of the items follow Type-II generalized logistic distribution. Maximum likelihood estimators (MLEs) are investigated for estimating the location and scale parameters. It is observed that the MLEs can not be obtained in explicit forms. We provide the approximate maximum likelihood estimators (AMLEs) by appropriately approximating the likelihood equations. Asymptotic confidence intervals based on MLEs and AMLEs and one bootstrap confidence interval are proposed. Estimation of the shape parameter is also discussed. Monte Carlo simulations are performed to compare the performances of the different methods and two real data sets have been analyzed for illustrative purposes.
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1 Introduction

The Type-II generalized logistic distribution (GLD) has the probability density function (pdf)

\[ g(y; \mu, \sigma) = \frac{b}{\sigma} \cdot \frac{e^{-b\frac{(y-\mu)}{\sigma}}}{\left(1 + e^{-\frac{y-\mu}{\sigma}}\right)^{b+1}}, \quad -\infty < y < \infty; \quad b > 0, \quad (1) \]

and the cumulative distribution function (cdf)

\[ G(y; \mu, \sigma) = 1 - \left(\frac{e^{-\frac{y-\mu}{\sigma}}}{1 + e^{-\frac{y-\mu}{\sigma}}}\right)^b, \quad -\infty < y < \infty; \quad b > 0. \quad (2) \]

Balakrishnan and Leung (1988) derived the above distribution as one of three generalized forms of the standard logistic distribution. This distribution is obtained by compounding an extreme value distribution of the double exponential type with a gamma distribution. The Type-II GLD is negatively skewed when \(0 < b < 1\) and positively skewed when \(b > 1\), and for \(b = 1\), it becomes the standard logistic distribution. This distribution is unimodal and log-concave and it can be used to model both left and right skewed data (see Balakrishnan and Hossain, 2007).

Censoring is very common in life-testing and reliability experiments to save total time on the test, to save experimental units for future use, and to save on the cost of the experiment. The two most common censoring schemes are Type-I and Type-II censoring. Consider a sample of \(n\) units placed on a life-test at time 0. In Type-I censoring scheme, a time \(T\), independent of the failure times, is pre-fixed so that beyond this time no failures will be observed, that is, the life-testing experiment terminates at time \(T\). In Type-II censoring scheme, the number of observed failures is fixed, say \(r\) (\(r \leq n\)), and the life-testing experiment stops when the \(r\)th failure takes place. The mixture of Type-I and Type-II censoring schemes is known as the hybrid censoring scheme which was first introduced by Epstein (1954). Many articles have considered this censoring scheme. See, for example, Chen and Bhattacharya (1988), Draper and Guttman (1987), Fairbanks et al. (1982), Gupta and Kundu (1998), Kundu (2007), Asgharzadeh et al. (2015), Asgharzadeh et al. (2017) and Valiollahi et al. (2017).

Conventional Type-I, Type-II censoring and hybrid censoring schemes do
not have the flexibility of allowing the removal of experimental units before the termination of the experiment. Progressive Type-II censoring is a more general censoring scheme which has this flexibility. It can be described as follows. Consider an experiment in which \( n(n > m) \) units are put on a life test at time 0. Immediately following the first failure, \( R_1 \) units from the remaining \( n - 1 \) surviving units are randomly selected and removed from the test. Then, immediately following the second failure, \( R_2 \) units from the remaining \( n - 2 - R_1 \) surviving units are randomly selected and removed from the test. This process continues until, at the time of the \( m \)th failure, all the remaining \( R_m = n - m - R_1 - R_2 - \cdots - R_{m-1} \) units are removed from the test. The \( R_i \)’s are fixed prior to the study. For more details, the readers may refer to the Balakrishnan and Aggarwala (2000).

As mentioned by Kundu and Joarder (2006), the major drawback of the Type-II progressive censoring is that it can take a lot of time to get to the \( m \)th failure time. For this reason, they proposed the Type-II progressively hybrid censoring scheme in which the life-testing experiment is terminated after a random time \( \min\{Y_{m:n}, T\} \) where the time point \( T \) and the integers of \( n \) and \( m \), \( 1 \leq m \leq n \) are fixed prior to the experiment, and \( Y_{1:n} \leq Y_{2:n} \leq \cdots \leq Y_{m:n} \) are the ordered failure times resulting from the experiment. It can be described as follows: consider \( n \) identical items which put on a life test. The integers \( R_1, \ldots, R_m \) satisfying \( R_1 + \cdots + R_m + m = n \) are fixed at the beginning of the experiment. At the time of first failure, say \( Y_{1:n} \), \( R_1 \) of the remaining units are randomly selected and removed. Similarly, at the time of the second failure, say \( Y_{2:n} \), \( R_2 \) of the remaining units are randomly selected and removed and so on. If the \( m \)th failure \( Y_{m:n} \), occurs before the time point \( T \) (i.e., \( Y_{m:n} < T \)), the experiment stops at the time point \( Y_{m:n} \). On the other hand, if the \( m \)th failure does not occur before time point \( T \) and only \( J \) failures occur before the time point \( T \), then at the time point \( T \), all the remaining \( R_J = n - R_1 - \cdots - R_J - J \) units are removed and the experiment terminates at the time point \( T \). For more details and some recent references on progressive hybrid censoring schemes, see Kundu and Joarder (2006), Lin et al. (2009), Joarder et al. (2009), Bayat Mokhtari et al. (2011), Hemmati and Khorram (2013), Gurunlu Alma and Arabi Belaghi. (2016) and Kayal et al. (2017).

We denote two cases mentioned above as Case I and Case II, respectively. Therefore, in the presence of progressively Type-II hybrid censoring scheme, we have one of the following types of observations:
Case I: \( \{Y_{1:m:n}, \ldots, Y_{m:m:n}\} \) if \( Y_{m:m:n} < T \),

Case II: \( \{Y_{1:m:n}, \ldots, Y_{J:m:n}\} \) if \( Y_{J:m:n} < T < Y_{J+1:m:n} \).

Note that for Case II

\[
Y_{J:m:n} < T < Y_{J+1:m:n} < \cdots < Y_{m:m:n}
\]

and \( Y_{J+1:m:n}, \ldots, Y_{m:m:n} \) are not observed.

In this article, we consider progressively Type-II hybrid censored data from the Type-II GLD. In Section 2, we provide the MLEs of the location and scale parameters. It is observed that the MLEs can not be obtained in explicit forms. Section 3 provides explicit estimators by appropriately approximating the likelihood equations. Asymptotic confidence intervals based on MLEs and AMLEs and one bootstrap confidence interval are provided in Section 4. In Section 5, we provide the results of a simulation study in order to evaluate the performance of the approximate estimators and the MLEs determined by numerical methods. In Section 6, we present two numerical examples to illustrate the methods of inference discussed in the preceding sections. Estimation of the shape parameter is also discussed in this section. Finally, the conclusions are presented in Section 7.

## 2 Maximum Likelihood Estimators

If \( Y \) has the Type-II GLD with the location parameter \( \mu \) and the scale parameter \( \sigma \), then the random variable \( X = \frac{Y-\mu}{\sigma} \) has the standard Type-II GLD with pdf and cdf given by

\[
f(x) = \frac{be^{-bx}}{(1 + e^{-x})^{b+1}}, \quad -\infty < x < \infty; \quad b > 0, \tag{3}
\]

and

\[
F(x) = 1 - \left( \frac{e^{-x}}{1 + e^{-x}} \right)^b, \quad -\infty < x < \infty; \quad b > 0, \tag{4}
\]

respectively.

Based on the observed progressively Type-II hybrid censored data from (1), the likelihood function for Case I is given by
\[ L(\mu, \sigma) = k_1 \prod_{i=1}^{m} g(y_{i:m:n})[1 - G(y_{i:m:n})]^{R_i} \]

where \( k_1 = \prod_{i=1}^{m} [n - \sum_{k=1}^{i-1} (1 + R_k)] \). While for Case II, it is

\[ L(\mu, \sigma) = k_2 \prod_{i=1}^{J} g(y_{i:m:n})[1 - G(y_{i:m:n})]^{R_i}[1 - G(T)]^{R_j}, \]

if \( J > 0 \), where \( k_2 = \prod_{i=1}^{J} [n - \sum_{k=1}^{i-1} (1 + R_k)] \). Note that when \( J = 0 \), the MLEs do not exist. So from now on, it is assumed that \( J > 0 \).

Now the likelihood function may be rewritten for Case I as

\[ L(\mu, \sigma) = k_1 \sigma^{-m} \prod_{i=1}^{m} f(x_{i:m:n})[1 - F(x_{i:m:n})]^{R_i}, \]

while for Case II, it may be rewritten as

\[ L(\mu, \sigma) = k_2 \sigma^{-J} \prod_{i=1}^{J} f(x_{i:m:n})[1 - F(x_{i:m:n})]^{R_i}[1 - F(S)]^{R_j}, \]

where \( x_{i:m:n} = \frac{y_{i:m:n} - n}{\sigma} \) and \( S = \frac{T - \mu}{\sigma} \). To simplify the notation, we will use \( x_i \) and \( y_i \) in place of \( x_{i:m:n} \) and \( y_{i:m:n} \), respectively.

The log-likelihood function for Case I is

\[ \ln L(\mu, \sigma) = \ln(k_1) - m \ln \sigma + \sum_{i=1}^{m} \ln f(x_i) + \sum_{i=1}^{m} R_i \ln[1 - F(x_i)], \quad (5) \]

and for Case II, it is

\[ \ln L(\mu, \sigma) = \ln(k_2) - J \ln \sigma + \sum_{i=1}^{J} \ln f(x_i) + \sum_{i=1}^{J} R_i \ln[1 - F(x_i)] + R_j \ln(1 - F(S)). \]

From (5) and (6), we obtain the likelihood equations for Case I as

\[ \frac{\partial \ln L(\mu, \sigma)}{\partial \mu} = -\frac{1}{\sigma} \sum_{i=1}^{m} f'(x_i) + \frac{1}{\sigma} \sum_{i=1}^{m} R_i \frac{f(x_i)}{1 - F(x_i)} = 0, \quad (7) \]
\[
\frac{\partial \ln L(\mu, \sigma)}{\partial \sigma} = -\frac{m}{\sigma} - \frac{1}{\sigma} \sum_{i=1}^{m} x_i \frac{f'(x_i)}{f(x_i)} + \frac{1}{\sigma} \sum_{i=1}^{m} R_i x_i \frac{f(x_i)}{1 - F(x_i)} = 0, \tag{8}
\]

and for Case II as
\[
\frac{\partial \ln L(\mu, \sigma)}{\partial \mu} = -\frac{1}{\sigma} \sum_{i=1}^{j} f'(x_i) f(x_i) + \frac{1}{\sigma} \sum_{i=1}^{j} R_i \frac{f(x_i)}{1 - F(x_i)} + \frac{1}{\sigma} R_j \frac{f(S)}{1 - F(S)} = 0, \tag{9}
\]

\[
\frac{\partial \ln L(\mu, \sigma)}{\partial \sigma} = -\frac{J}{\sigma} - \frac{1}{\sigma} \sum_{i=1}^{j} x_i f'(x_i) f(x_i) + \frac{1}{\sigma} \sum_{i=1}^{j} R_i x_i \frac{f(x_i)}{1 - F(x_i)}
+ \frac{1}{\sigma} R_j S \frac{f(S)}{1 - F(S)} = 0. \tag{10}
\]

Equations (7)-(10) do not appear to admit explicit solutions for \( \mu \) and \( \sigma \) and hence must be solved numerically to obtain the MLEs of the parameters. We have to employ some iterative methods, such as Newton–Raphson method, to obtain the MLEs of \( \mu \) and \( \sigma \) which requires a starting value near the global maximum.

### 3 Approximate Estimators

The likelihood equations in (7)-(10) are nonlinear and do not admit explicit solutions because of the terms of \( \frac{f'(x_i)}{f(x_i)} \) (say \( h_1(x_i) \)), \( \frac{f(x_i)}{1 - F(x_i)} \) (say \( h_2(x_i) \)) and \( \frac{f(S)}{1 - F(S)} \) (say \( h_2(S) \)). We approximate the functions \( h_1(x_i) \) and \( h_2(x_i) \) by expanding them in a Taylor series around the point \( \nu_{i:m:n} \), where

\[
\nu_{i:m:n} = E(X_{i:m:n}) \approx F^{-1}(\alpha_{i:m:n}),
\]

and

\[
\alpha_{i:m:n} = 1 - \prod_{j=m-i+1}^{m} \frac{j + R_{m-j+1} + \cdots + R_m}{j + 1 + R_{m-j+1} + \cdots + R_m}, \quad i = 1, \ldots, m,
\]

(see Balakrishnan and Aggarwala (2000) for reasoning). Here we also approximate \( h_2(S) \) by expanding it in a Taylor series around the point \( \xi_{j:m:n} \), where
\[ \xi_{J:m:n} \approx F^{-1}\left(\frac{\alpha_{J:m:n} + \alpha_{J+1:m:n}}{2}\right). \]

For the Type-II GLD, we have
\[ F^{-1}(u) = \ln\left(\frac{1 - (1 - u)^{1/b}}{(1 - u)^{1/b}}\right). \]

Now, by expanding the functions \( h_1(x_i) \) and \( h_2(x_i) \) around the point \( \nu_{i:m:n} \) and \( h_2(S) \) around the point \( \xi_{J:m:n} \) and keeping only two terms we may then approximate these functions by
\[
\begin{align*}
  h_1(x_i) &\approx h_1(\nu_{i:m:n}) + h_1'(\nu_{i:m:n})(x_i - \nu_{i:m:n}), \\
  &\quad = \alpha_i - \beta_i x_i, \\
  &\quad \text{ (11)}
\end{align*}
\]
\[
\begin{align*}
  h_2(x_i) &\approx h_2(\nu_{i:m:n}) + h_2'(\nu_{i:m:n})(x_i - \nu_{i:m:n}), \\
  &\quad = \delta_i + \gamma_i x_i, \\
  &\quad \text{ (12)}
\end{align*}
\]
and
\[
\begin{align*}
  h_2(S) &\approx h_2(\xi_{J:m:n}) + h_2'(\xi_{J:m:n})(S - \xi_{J:m:n}), \\
  &\quad = \delta_d^* + \gamma_d^* S, \\
  &\quad \text{ (13)}
\end{align*}
\]

where
\[
\begin{align*}
  \alpha_i &= h_1(\nu_{i:m:n}) - \nu_{i:m:n} h_1'(\nu_{i:m:n}), \\
  \beta_i &= -h_1'(\nu_{i:m:n}), \\
  \delta_i &= h_2(\nu_{i:m:n}) - \nu_{i:m:n} h_2'(\nu_{i:m:n}), \\
  \delta_d^* &= h_2(\xi_{J:m:n}) - \xi_{J:m:n} h_2'(\xi_{J:m:n}), \\
  \gamma_d^* &= h_2'(\xi_{J:m:n}).
\end{align*}
\]

It is easy to show that \( \beta_i > 0, \gamma_i > 0 \) and \( \gamma_d^* > 0 \). The proofs are provided in the Appendix.

Using (11), (12) and (13), we approximate the likelihood equations (7)
and (8) for Case I by
\[
\frac{\partial \ln L}{\partial \mu} \approx - \frac{1}{\sigma} \left[ \sum_{i=1}^{m} (\alpha_i - \beta_i x_i) - \sum_{i=1}^{m} R_i (\delta_i + \gamma_i x_i) \right] = 0, \tag{14}
\]
\[
\frac{\partial \ln L}{\partial \sigma} \approx - \frac{1}{\sigma} \left[ m + \sum_{i=1}^{m} x_i (\alpha_i - \beta_i x_i) - \sum_{i=1}^{m} R_i x_i (\delta_i + \gamma_i x_i) \right] = 0, \tag{15}
\]
and the likelihood equations (9) and (10) for Case II by
\[
\frac{\partial \ln L}{\partial \mu} \approx - \frac{1}{\sigma} \left[ \sum_{i=1}^{J} (\alpha_i - \beta_i x_i) - \sum_{i=1}^{J} R_i (\delta_i + \gamma_i x_i) - R_j^* (\delta_d + \gamma_d^* S) \right] = 0, \tag{16}
\]
\[
\frac{\partial \ln L}{\partial \sigma} \approx - \frac{1}{\sigma} \left[ J + \sum_{i=1}^{J} x_i (\alpha_i - \beta_i x_i) - \sum_{i=1}^{J} R_i x_i (\delta_i + \gamma_i x_i) \right.
\]
\[
\left. - R_j^* S (\delta_d + \gamma_d^* S) \right] = 0. \tag{17}
\]
Equations (14) and (16) may now be rewritten as
\[
\sum_{i=1}^{m} (\alpha_i - R_i \delta_i) - \sum_{i=1}^{m} (\beta_i + R_i \gamma_i)(\frac{y_i - \mu}{\sigma}) = 0,
\]
\[
\sum_{i=1}^{J} (\alpha_i - R_i \delta_i) - \sum_{i=1}^{J} (\beta_i + R_i \gamma_i)(\frac{y_i - \mu}{\sigma}) - R_j^* \delta_d^* - R_j^* \gamma_j^* \left( \frac{T - \mu}{\sigma} \right) = 0,
\]
which yields the estimator of \( \mu \) for Case I as
\[
\hat{\mu}_I = K_I - L_I \sigma, \tag{18}
\]
where
\[
K_I = \frac{\sum_{i=1}^{m} (\beta_i + R_i \gamma_i) y_i}{\sum_{i=1}^{m} (\beta_i + R_i \gamma_i)},
\]
\[ L_I = \frac{\sum_{i=1}^{m} (\alpha_i - R_i \delta_i)}{\sum_{i=1}^{m} (\beta_i + R_i \gamma_i)}, \]

and for Case II as

\[ \tilde{\mu}_{II} = K_{II} - L_{II} \sigma, \quad (19) \]

where

\[ K_{II} = \frac{\sum_{i=1}^{J} (\beta_i + R_i \gamma_i)y_i + R_j^\ast \delta_d^* T}{\sum_{i=1}^{J} (\beta_i + R_i \gamma_i) + R_j^\ast \delta_d^*}, \]

\[ L_{II} = \frac{\sum_{i=1}^{J} (\alpha_i - R_i \delta_i) - R_j^\ast \delta_d^*}{\sum_{i=1}^{J} (\beta_i + R_i \gamma_i) + R_j^\ast \delta_d^*}. \]

Equation (15) may be written as

\[ m + \sum_{i=1}^{m} (\alpha_i - R_i \delta_i)(\frac{y_i - \mu}{\sigma}) - \sum_{i=1}^{m} (\beta_i + R_i \gamma_i)(\frac{y_i - \mu}{\sigma})^2 = 0. \quad (20) \]

Replacing \( \mu \) by \( K_I - L_I \sigma \), we derive the AMLE \( \sigma \) for Case I as

\[ \tilde{\sigma}_I = \frac{-A_{I1} + \sqrt{A_{I1}^2 + 4mA_{I2}}}{2m}, \quad (21) \]

where

\[ A_{I1} = \sum_{i=1}^{m} (\alpha_i - R_i \delta_i)(y_i - K_I) \]

\[ A_{I2} = \sum_{i=1}^{m} (\beta_i + R_i \gamma_i)(y_i - K_I)^2. \]

Similarly, the equation (17) may be written as

\[ J + \sum_{i=1}^{J} (\alpha_i - R_i \delta_i)(\frac{y_i - \mu}{\sigma}) - \sum_{i=1}^{J} (\beta_i + R_i \gamma_i)(\frac{y_i - \mu}{\sigma})^2 - R_j^\ast \delta_d^* T - R_j^\ast \gamma_d^* T = 0. \quad (22) \]

Replacing \( \mu \) by \( K_{II} - L_{II} \sigma \), we derive the AMLE \( \sigma \) for Case II as

\[ \tilde{\sigma}_{II} = \frac{-A_{II1} + \sqrt{A_{II1}^2 + 4JA_{II2}}}{2J}, \quad (23) \]
where

\[ A_{II1} = \sum_{i=1}^{J} (\alpha_i - R_i \delta_i)(y_i - K_{II}) - R_J^* \delta_J^*(T - K_{II}) \]

\[ A_{II2} = \sum_{i=1}^{J} (\beta_i + R_i \gamma_i)(y_i - K_{II}) + R_J^* \gamma_J^*(T - K_{II})^2. \]

It should be mentioned here that upon solving equation (20) for \( \sigma \) we obtain a quadratic equation in \( \sigma \) which has two roots; however, one of them drops out, since \( \beta_i > 0, \gamma_i > 0 \) and \( \gamma_J^* > 0 \), and hence \( A_{II2} > 0 \). Similarly, since \( A_{II2} > 0 \), only one root in (22) is admissible. The approximated MLEs in (18), (19), (21), (23) can be used as the initiate values in the iterative procedure for solving the likelihood equations (7)-(10).

Note that the approximate MLEs depend on the shape parameter \( b \). When \( b = 1 \), the results for the standard logistic distribution are obtained as a special case. When the parameter \( b \) is unknown, we may use the profile likelihood function to obtain its estimate. For fixed \( b \), the approximate MLEs \( \tilde{\mu} = \tilde{\mu}(b) \) and \( \tilde{\sigma} = \tilde{\sigma}(b) \) are given as described above. Thus, the maximum profile likelihood estimate \( \tilde{b}_p \) may be obtained by maximizing the likelihood \( L(\tilde{\mu}(b), \tilde{\sigma}(b), b) \) with respect to \( b \). In Section 6, the profile likelihood method and some other methods have been proposed to estimate the shape parameter \( b \).

### 4 Confidence Intervals

In this section, the aim is that to provide the confidence intervals for \( \mu \) and \( \sigma \) based on the progressively Type-II hybrid censored samples. Since the exact confidence intervals for \( \mu \) and \( \sigma \) are difficult to obtain, we propose asymptotic confidence intervals based on the asymptotic distributions of MLE and AMLE. Further, one bootstrap confidence interval is also proposed.

#### 4.1 Asymptotic Confidence Intervals

Here, we compute the observed Fisher information based on the likelihood as well as the approximate likelihood equations. These will enable us to develop pivotal quantities based on the limiting normal distribution and then obtain the asymptotic confidence intervals based on MLEs and AMLEs. Balakrishnan and Kannan (2000), Asgharzadeh (2006) and Balakrishnan...
and Hossain (2007) have discussed the asymptotic confidence intervals based on MLEs and AMLEs for logistic and generalized logistic distributions based on progressively Type-II censored samples.

From the log-likelihood functions in (7) and (8) we obtain the observed Fisher information for Case I as

$$\frac{\partial^2 \ln L}{\partial \mu^2} = \frac{1}{\sigma^2} \sum_{i=1}^{m} h'_1(x_i) - \frac{1}{\sigma^2} \sum_{i=1}^{m} R_i h'_2(x_i),$$

$$\frac{\partial^2 \ln L}{\partial \mu \partial \sigma} = \frac{1}{\sigma^2} \sum_{i=1}^{m} h_1(x_i) - \frac{1}{\sigma^2} \sum_{i=1}^{m} R_i h_2(x_i) + \frac{1}{\sigma^2} \sum_{i=1}^{m} x_i h'_1(x_i) - \frac{1}{\sigma^2} \sum_{i=1}^{m} R_i x_i h'_2(x_i),$$

and

$$\frac{\partial^2 \ln L}{\partial \sigma^2} = \frac{1}{\sigma^2} \sum_{i=1}^{m} h_1(x_i) - \frac{1}{\sigma^2} \sum_{i=1}^{m} R_i h_2(x_i) + \frac{1}{\sigma^2} \sum_{i=1}^{m} x_i^2 h'_1(x_i) - \frac{1}{\sigma^2} \sum_{i=1}^{m} R_i x_i h'_2(x_i).$$

From the log-likelihood functions in (9) and (10), we obtain the observed Fisher information for Case II as

$$\frac{\partial^2 \ln L}{\partial \mu^2} = \frac{1}{\sigma^2} \sum_{i=1}^{J} h'_1(x_i) - \frac{1}{\sigma^2} \sum_{i=1}^{J} R_i h'_2(x_i) - \frac{1}{\sigma^2} R^*_j h'_2(S),$$

$$\frac{\partial^2 \ln L}{\partial \mu \partial \sigma} = \frac{1}{\sigma^2} \sum_{i=1}^{J} h_1(x_i) - \frac{1}{\sigma^2} \sum_{i=1}^{J} R_i h_2(x_i) + \frac{1}{\sigma^2} \sum_{i=1}^{m} x_i h'_1(x_i)
- \frac{1}{\sigma^2} \sum_{i=1}^{J} R_i x_i h'_2(x_i) - \frac{1}{\sigma^2} R^*_j h'_2(S) - \frac{1}{\sigma^2} R^*_j S h'_2(S),$$

$$\frac{\partial^2 \ln L}{\partial \sigma^2} = \frac{J}{\sigma^2} + \frac{2}{\sigma^2} \sum_{i=1}^{J} x_i h_1(x_i) + \frac{1}{\sigma^2} \sum_{i=1}^{J} x_i^2 h'_1(x_i) - \frac{2}{\sigma^2} \sum_{i=1}^{J} R_i x_i h_2(x_i)
- \frac{1}{\sigma^2} \sum_{i=1}^{m} R_i x_i^2 h'_2(x_i) - \frac{2}{\sigma^2} R^*_j S h_2(S) - \frac{1}{\sigma^2} R^*_j S^2 h'_2(S).$$
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We may derive similar expressions for the observed fisher information based on the approximate likelihood equations. Using the approximate likelihood equations (14) and (15), we derive the observed fisher information for Case I as:

\[
\frac{\partial^2 \ln L}{\partial \mu^2} \approx -\frac{1}{\sigma^2} \sum_{i=1}^{m} (\beta_i + R_i \gamma_i),
\]

\[
\frac{\partial^2 \ln L}{\partial \mu \partial \sigma} \approx \frac{1}{\sigma^2} \sum_{i=1}^{m} (\alpha_i - R_i \delta_i) - \frac{2}{\sigma^2} \sum_{i=1}^{m} (\beta_i + R_i \gamma_i) x_i,
\]

\[
\frac{\partial^2 \ln L}{\partial \sigma^2} \approx \frac{m}{\sigma^2} + \frac{2}{\sigma^4} \sum_{i=1}^{m} (\alpha_i - R_i \delta_i) x_i - \frac{3}{\sigma^2} \sum_{i=1}^{m} (\beta_i + R_i \gamma_i) x_i^2.
\]

and for Case II (using (16) and (17)) as

\[
\frac{\partial^2 \ln L}{\partial \mu^2} \approx -\frac{1}{\sigma^2} \sum_{i=1}^{J} (\beta_i + R_i \gamma_i) - \frac{1}{\sigma^2} R_j^s \gamma_d^s,
\]

\[
\frac{\partial^2 \ln L}{\partial \mu \partial \sigma} \approx \frac{1}{\sigma^2} \sum_{i=1}^{J} (\alpha_i - R_i \delta_i) - \frac{2}{\sigma^2} \sum_{i=1}^{J} (\beta_i + R_i \gamma_i) x_i - \frac{1}{\sigma^2} R_j^s \delta_d^s - \frac{2}{\sigma^2} R_j^s \gamma_d^s S,
\]

\[
\frac{\partial^2 \ln L}{\partial \sigma^2} \approx \frac{J}{\sigma^2} + \frac{2}{\sigma^4} \sum_{i=1}^{J} (\alpha_i - R_i \delta_i) x_i - \frac{3}{\sigma^2} \sum_{i=1}^{J} (\beta_i + R_i \gamma_i) x_i^2 - \frac{2}{\sigma^2} R_j^s \delta_d^s - \frac{3}{\sigma^2} R_j^s \gamma_d^s S^2.
\]

If we denote \(-\frac{\partial^2 \ln L}{\partial \mu^2} = V_{11},\ -\frac{\partial^2 \ln L}{\partial \mu \partial \sigma} = V_{12},\) and \(-\frac{\partial^2 \ln L}{\partial \sigma^2} = V_{22},\) then the observed information matrix can be inverted to obtain the asymptotic variance covariance matrix of the estimators as

\[
\left\{ \frac{1}{\sigma^2} \begin{pmatrix} V_1 & V_2 \\ V_2 & V_3 \end{pmatrix} \right\}^{-1} = \sigma^2 \begin{pmatrix} V_{11} & V_{12} \\ V_{12} & V_{22} \end{pmatrix}
\]

where

\[
V_{11} = \frac{V_3}{V_1 V_3 - V_2^2}, \quad V_{12} = -\frac{V_2}{V_1 V_3 - V_2^2}, \quad V_{22} = \frac{V_1}{V_1 V_3 - V_2^2}.
\]

Similarly \(V_{11}^*, V_{12}^*, V_{22}^*\) can be obtained from the observed Fisher information for the approximate likelihood equations.

Let us now obtain the asymptotic confidence intervals based on the MLEs.
Under some regularity conditions (e.g., see Ferguson (1996), p. 121), since the MLE \( \left( \hat{\mu}, \hat{\sigma} \right) \) is asymptotically normally distributed, we have the asymptotic distribution of

\[
P_1 = \frac{\hat{\mu} - \mu}{\hat{\sigma} \sqrt{V_{11}}}, \quad P_2 = \frac{\hat{\sigma} - \sigma}{\hat{\sigma} \sqrt{V_{22}}},
\]

to be standard normal. Using the pivotal quantities \( P_1 \) and \( P_2 \), the \( 100(1 - \alpha)\% \) asymptotic confidence intervals for \( \mu \) and \( \sigma \) based on the MLEs are

\[
(\hat{\mu} - z_{\alpha/2} \hat{\sigma} \sqrt{V_{11}}, \hat{\mu} + z_{\alpha/2} \hat{\sigma} \sqrt{V_{11}}),
\]

and

\[
(\hat{\sigma} - z_{\alpha/2} \hat{\sigma} \sqrt{V_{22}}, \hat{\sigma} + z_{\alpha/2} \hat{\sigma} \sqrt{V_{22}}),
\]

respectively. Similarly, the asymptotic confidence intervals based on the AMLEs \( \tilde{\mu} \) and \( \tilde{\sigma} \) can be obtained.

### 4.2 Bootstrap Confidence Interval

The bootstrap re-sampling method was proposed by Efron (1979). It is commonly used to estimate confidence intervals, but it can be used also to estimate the bias and variance of an estimator. The method treats the observed sample as if it represented the population. From the information obtained from such a sample, bootstrap samples of similar size to that of the observed sample are generated, from which it is possible to estimate various characteristics of the population, such as mean, variance, percentiles and so on. One of the bootstrap methods that are widely used in practice is the percentile bootstrap (Boot-p) proposed by Efron (1982). We use the following steps for obtaining the Boot-p confidence intervals for \( \mu \) and \( \sigma \):

- Estimate \( \mu \) and \( \sigma \), say \( \tilde{\mu} \) and \( \tilde{\sigma} \), from the sample using (18), (19), (21) and (23).

- Generate a bootstrap sample \( \{Y_{1:m:n}^*, \ldots, Y_{k:m:n}^*\} \) by using \( \tilde{\mu} \) and \( \tilde{\sigma} \), \( R_1, \ldots, R_m \) and \( T \), where \( k = m \) for Case I, and \( K = J \) for Case II. Obtain the bootstrap estimate of \( \mu \) and \( \sigma \), say \( \tilde{\mu}^* \) and \( \tilde{\sigma}^* \) using the bootstrap sample.
• Repeat the above step NBOOT times.
• Order \( \tilde{\mu}_{1}, \ldots, \tilde{\mu}_{NBOOT} \) and \( \tilde{\sigma}_{1}, \ldots, \tilde{\sigma}_{NBOOT} \) as \( \tilde{\mu}_{(1)}, \ldots, \tilde{\mu}_{(NBOOT)} \) and \( \tilde{\sigma}_{(1)}, \ldots, \tilde{\sigma}_{(NBOOT)} \).

Then, the 100\((1 - \alpha)\)% bootstrap confidence intervals for \( \mu \) and \( \sigma \) become

\[
\left( \tilde{\mu}_{\text{Boot}} - p\left( \frac{\alpha}{2} \right), \tilde{\mu}_{\text{Boot}} - p\left( 1 - \frac{\alpha}{2} \right) \right)
\]

and

\[
\left( \tilde{\sigma}_{\text{Boot}} - p\left( \frac{\alpha}{2} \right), \tilde{\sigma}_{\text{Boot}} - p\left( 1 - \frac{\alpha}{2} \right) \right)
\]

respectively.

5 Simulation Study

In this section, we discuss the results of a simulation study comparing the performance of different estimators. Using the algorithm presented in Balakrishnan and Sandhu (1995), for a given \( n, m, R_1, \ldots, R_m \), we first generate progressively Type II censored samples from the Type-II GLD. If \( Y_{m:m:n} < T \) then we have Case I and the corresponding sample is \( Y_{1:m:n}, \ldots, Y_{m:m:n} \). If \( Y_{m:m:n} > T \), then we have Case II and we find \( J \), such that \( Y_{J:m:n} < T < Y_{J+1:m:n} \). In this case, the censored sample is \( Y_{1:m:n}, \ldots, Y_{J:m:n} \). We compute the AMLEs from (18), (19), (21) and (23). The MLEs of the parameters were then obtained by solving the nonlinear equations (7)-(10) using the function \texttt{nlm} from the statistical software S-PLUS, in which the AMLEs were used as the starting values.

We consider different \( n, m, T \) and \( b \). Since \( \mu \) and \( \sigma \) are the location and scale parameters respectively, we have taken \( \mu = 0 \) and \( \sigma = 1 \) in all the cases considered. We have also used three different sampling schemes, as follows:

Scheme 1: \( R_1 = \cdots = R_{m-1} = 0, \ R_m = n - m \),

Scheme 2: \( R_1 = n - m,\ R_2 = \cdots = R_m = 0 \),

Scheme 3: \( R_1 = \cdots = R_{m-1} = 1 \) and \( R_m = n - 2m + 1 \).

In Tables 1-6, we provided the average values and variances of MLEs and AMLEs. We also provided the average confidence lengths and the corresponding 95% coverage probabilities using the asymptotic distributions of MLEs and AMLEs and bootstrap method. All the averages were computed over 1000 simulations.
From Tables 1-6, we observe that the AMLEs and the MLEs are almost identical in terms of both biases and variances. Interestingly, in most of the cases considered, the variances of the AMLEs are smaller than the variances of the MLEs, although their biases are higher. It is observed that for fixed $n$ and $m$ as $T$ increases, the variances decrease for most of cases considered. Also, for fixed $n$ and $T$, as $m$ increases, the variances decrease.

Comparing different confidence intervals, it is observe that the coverage probabilities are smaller than the nominal level. As expected, when $m$ is small, the MLE and AMLE asymptotic confidence intervals do not work well. The asymptotic confidence intervals based on AMLEs are better the asymptotic confidence intervals based on MLEs in terms of the confidence lengths although their coverage probabilities are lower. From Tables, it is evident that the bootstrap confidence interval works quite well in most of cases considered. It provides the most coverage probabilities, especially when $n$ and $m$ are very small. It is also observed that when $m$, and $T$ increase, then the performances of different confidence intervals increase in general.

Let us now compare different estimators based on the three schemes 1, 2 and 3. It is observed that the MLEs and AMLEs for Schemes 1 and 3 behave quite similarly in terms of biases and variances unless both $n$ and $m$ are small or $T$ is small. In most of cases considered, the variances of MLEs and AMLEs for Scheme 2 are larger than the corresponding variances for the other two schemes. We also observe that for Schemes 1 and 3, two confidence intervals based on the asymptotic distributions of the MLE and AMLE behave very similarly. These results are similar to those obtained by Kundu and Joarder (2006) in the case of the exponential distribution.
Table 1. Means (variances) and average confidence lengths (coverage probabilities) for different sample sizes and for different schemes when $b = 0.5$ and $T = 1$

| n    | m          | Scheme | Method | Mean(Var) | Length(CP) | Mean(Var) | Length(CP) |
|------|------------|--------|--------|-----------|------------|-----------|------------|
| 15   | 5          | (0,0,0,10) | MLE    | -0.0700(0.5404) | 2.5421(0.753) | 0.9007(0.1766) | 1.8104(0.660) |
|      |            |        | AMLE   | -0.0848(0.3559) | 2.1987(0.706) | 0.8623(0.1346) | 1.3517(0.641) |
|      |            |        | Boot-p |           | 2.4134(0.805) |           | 1.3596(0.795) |
|      |            | (10,0,0,0) | MLE    | 0.0083(2.0430) | 6.3274(0.853) | 1.0561(0.4625) | 3.1889(0.76) |
|      |            |        | AMLE   | -0.0144(1.9099) | 5.9218(0.827) | 1.0239(0.3847) | 2.6647(0.748) |
|      |            |        | Boot-p |           | 3.8136(0.910) |           | 1.8913(0.890) |
|      |            | (1,1,1,6) | MLE    | -0.0337(0.7288) | 3.1652(0.779) | 0.9504(0.1346) | 3.1404(0.687) |
|      |            |        | AMLE   | -0.0497(0.5312) | 2.7920(0.752) | 0.9173(0.1696) | 1.6006(0.674) |
|      |            |        | Boot-p |           | 2.4727(0.800) |           | 1.3942(0.765) |
| 25   | 10         | (0,...,0,15) | MLE    | -0.0073(0.2536) | 2.0296(0.851) | 0.9864(0.2223) | 1.4397(0.771) |
|      |            |        | AMLE   | -0.0108(0.2140) | 1.7954(0.826) | 0.9479(0.1758) | 1.0665(0.770) |
|      |            |        | Boot-p |           | 1.8357(0.895) |           | 1.0466(0.835) |
|      |            | (15,0,...,0) | MLE    | 0.0045(0.7488) | 3.7429(0.906) | 1.0608(0.2492) | 1.9728(0.820) |
|      |            |        | AMLE   | -0.0116(0.6954) | 3.5366(0.890) | 1.0415(0.1448) | 1.6090(0.821) |
|      |            |        | Boot-p |           | 3.5225(0.905) |           | 1.6434(0.910) |
|      |            | (1,...,1,6) | MLE    | 0.0084(0.3244) | 2.2803(0.872) | 1.0086(0.1930) | 1.5056(0.821) |
|      |            |        | AMLE   | -0.0030(0.2704) | 2.1124(0.867) | 0.9925(0.0873) | 1.1948(0.825) |
|      |            |        | Boot-p |           | 1.8170(0.885) |           | 1.0297(0.875) |
| 50   | 10         | (0,...,0,40) | MLE    | -0.0887(0.2289) | 1.8034(0.822) | 0.9575(0.1185) | 1.2319(0.764) |
|      |            |        | AMLE   | -0.1053(0.1883) | 1.6426(0.790) | 0.9250(0.0763) | 1.0459(0.762) |
|      |            |        | Boot-p |           | 1.5336(0.760) |           | 0.9428(0.795) |
|      |            | (40,0,...,0) | MLE    | -0.0396(1.0185) | 3.8355(0.883) | 1.0562(0.7648) | 1.8522(0.838) |
|      |            |        | AMLE   | -0.0445(0.7609) | 3.5529(0.885) | 1.0377(0.1113) | 1.3809(0.841) |
|      |            |        | Boot-p |           | 3.1549(0.900) |           | 1.3036(0.925) |
|      |            | (1,...,1,31) | MLE    | -0.0626(0.2571) | 1.9326(0.830) | 0.9860(0.1991) | 1.3745(0.786) |
|      |            |        | AMLE   | -0.0905(0.1940) | 1.7117(0.812) | 0.9513(0.0748) | 1.0632(0.784) |
|      |            |        | Boot-p |           | 1.5578(0.800) |           | 0.9327(0.750) |
| 20   | 10         | (0,...,0,30) | MLE    | 0.0115(0.1159) | 1.3346(0.895) | 0.9838(0.0673) | 0.8721(0.842) |
|      |            |        | AMLE   | -0.0034(0.1035) | 1.2379(0.875) | 0.9629(0.0364) | 0.7340(0.842) |
|      |            |        | Boot-p |           | 1.2549(0.890) |           | 0.7423(0.885) |
|      |            | (30,0,...,0) | MLE    | -0.0120(0.3153) | 2.4068(0.937) | 1.0635(0.1049) | 1.3132(0.885) |
|      |            |        | AMLE   | -0.0255(0.2928) | 2.2653(0.932) | 1.0399(0.0627) | 1.0427(0.884) |
|      |            |        | Boot-p |           | 1.8700(0.925) |           | 0.9050(0.895) |
|      |            | (1,...,1,11) | MLE    | -0.0001(0.1392) | 1.5085(0.915) | 1.0086(0.0654) | 0.9344(0.844) |
|      |            |        | AMLE   | -0.0284(0.1260) | 1.4066(0.894) | 0.9894(0.0399) | 0.7903(0.860) |
|      |            |        | Boot-p |           | 1.3687(0.915) |           | 0.7679(0.865) |
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Table 2. Means (variances) and average confidence lengths (coverage probabilities) for different sample sizes and for different schemes when $b = 0.5$ and $T = 2$

| $n$  | $m$ | Scheme     | Method   | $\hat{\mu}$ Mean(Var) | Length(CP) | $\hat{\sigma}$ Mean(Var) | Length(CP) |
|------|-----|------------|----------|-------------------------|------------|--------------------------|------------|
| 15   | 5   | (0,0,0,10) | MLE      | -0.0643 (0.4413)        | 2.5366 (0.750) | 0.9107 (0.2323) | 1.6932 (0.683) |
|      |     |            | AMLE     | -0.0933 (0.3468)        | 2.2100 (0.704) | 0.8746 (0.1296) | 1.3512 (0.674) |
|      |     |            | Boot-p   | 2.1111 (0.770)          | —          | 1.2093 (0.715)  | —          |
|      |     | (10,0,0,0) | MLE      | -0.0834 (1.4474)        | 5.1379 (0.841) | 1.0276 (0.4448) | 2.5638 (0.740) |
|      |     |            | AMLE     | -0.0918 (1.2299)        | 4.5470 (0.804) | 0.9906 (0.2389) | 1.9863 (0.739) |
|      |     |            | Boot-p   | 3.9552 (0.870)          | —          | 1.7890 (0.890)  | —          |
|      |     | (1,1,1,6)  | MLE      | -0.0375 (0.4406)        | 2.5558 (0.752) | 0.9060 (0.2773) | 1.6402 (0.684) |
|      |     |            | AMLE     | -0.0580 (0.3647)        | 2.2613 (0.729) | 0.8753 (0.1177) | 1.2839 (0.664) |
|      |     |            | Boot-p   | 2.2966 (0.800)          | —          | 1.2585 (0.700)  | —          |
| 25   | 10  | (0,...,0,15) | MLE      | -0.0204 (0.2348)        | 1.8955 (0.844) | 0.9610 (0.1776) | 1.2814 (0.764) |
|      |     |            | AMLE     | -0.0351 (0.1977)        | 1.6915 (0.813) | 0.9317 (0.0674) | 0.9882 (0.755) |
|      |     |            | Boot-p   | 1.6870 (0.875)          | —          | 0.9161 (0.830)  | —          |
|      |     | (15,0,...,0) | MLE      | -0.0572 (0.5509)        | 3.1615 (0.887) | 1.0337 (0.2300) | 1.5981 (0.827) |
|      |     |            | AMLE     | -0.0653 (0.4886)        | 2.9169 (0.872) | 1.0160 (0.0921) | 1.2548 (0.822) |
|      |     |            | Boot-p   | 2.7573 (0.930)          | —          | 1.2230 (0.940)  | —          |
|      |     | (1,...,1,6) | MLE      | -0.0235 (0.2857)        | 2.1897 (0.883) | 1.0138 (0.1756) | 1.3752 (0.825) |
|      |     |            | AMLE     | -0.0330 (0.2393)        | 1.9480 (0.857) | 0.9785 (0.0681) | 1.0381 (0.816) |
|      |     |            | Boot-p   | 2.2966 (0.800)          | —          | 1.2585 (0.700)  | —          |
| 50   | 10  | (0,...,0,40) | MLE      | -0.0772 (0.2340)        | 1.8465 (0.815) | 0.9639 (0.1430) | 1.3195 (0.752) |
|      |     |            | AMLE     | -0.0970 (0.1878)        | 1.6382 (0.795) | 0.9233 (0.0761) | 1.0432 (0.746) |
|      |     |            | Boot-p   | 1.5891 (0.825)          | —          | 0.9874 (0.785)  | —          |
|      |     | (40,0,...,0) | MLE      | -0.0847 (0.5365)        | 3.1004 (0.925) | 1.0505 (0.1358) | 1.4124 (0.863) |
|      |     |            | AMLE     | -0.0967 (0.4774)        | 2.8766 (0.917) | 1.0296 (0.0695) | 1.0903 (0.845) |
|      |     |            | Boot-p   | 2.8766 (0.940)          | —          | 1.1506 (0.960)  | —          |
|      |     | (1,...,1,31) | MLE      | -0.0875 (0.2238)        | 1.7955 (0.808) | 0.9553 (0.1583) | 1.2704 (0.770) |
|      |     |            | AMLE     | -0.1062 (0.1833)        | 1.6177 (0.784) | 0.9222 (0.0707) | 1.0052 (0.759) |
|      |     |            | Boot-p   | 1.5602 (0.810)          | —          | 0.9497 (0.845)  | —          |
| 20   | 10  | (0,...,0,30) | MLE      | -0.0151 (0.1183)        | 1.3804 (0.922) | 1.0003 (0.0634) | 0.8879 (0.850) |
|      |     |            | AMLE     | -0.0295 (0.1062)        | 1.2750 (0.905) | 0.9781 (0.0369) | 0.7523 (0.854) |
|      |     |            | Boot-p   | 1.1875 (0.910)          | —          | 0.6892 (0.890)  | —          |
|      |     | (30,0,...,0) | MLE      | -0.0345 (0.2677)        | 2.1690 (0.931) | 1.0413 (0.0841) | 1.0775 (0.889) |
|      |     |            | AMLE     | -0.0520 (0.2452)        | 2.0398 (0.925) | 1.0271 (0.0435) | 0.8557 (0.888) |
|      |     |            | Boot-p   | 1.8421 (0.925)          | —          | 0.7976 (0.945)  | —          |
|      |     | (1,...,1,11) | MLE      | -0.0306 (0.1287)        | 1.4230 (0.917) | 0.9922 (0.0578) | 0.8516 (0.833) |
|      |     |            | AMLE     | -0.0351 (0.1150)        | 1.3128 (0.909) | 0.9687 (0.0326) | 0.6988 (0.835) |
|      |     |            | Boot-p   | 1.2796 (0.900)          | —          | 0.6932 (0.895)  | —          |
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Table 3. Means (variances) and average confidence lengths (coverage probabilities) for different sample sizes and for different schemes when $b = 1$ (standard logistic case) and $T = 1$

| $n$ | $m$ | Scheme | Method | $\hat{\mu}$ Mean(Var) | Length(CP) | $\hat{\sigma}$ Mean(Var) | Length(CP) |
|-----|-----|--------|--------|----------------------|------------|-----------------------|------------|
| 15  | 5   | (0,0,0,10) | MLE    | -0.2369(0.4553)     | 2.4175(0.677) | 0.8757(0.2637)     | 1.6130(0.648) |
|     |     |        | AMLE   | -0.2647(0.3744)     | 2.3908(0.668) | 0.8428(0.1308)     | 1.3185(0.627) |
|     |     |        | Boot-p | —                   | 2.0526(0.615) | —                    | 1.1289(0.680) |
|     |     | (10,0,0,0) | MLE    | -0.0735(1.0803)     | 4.4317(0.867) | 1.0494(0.2624)     | 2.1318(0.820) |
|     |     |        | AMLE   | -0.0920(0.9901)     | 4.2072(0.856) | 1.0366(0.1750)     | 1.7852(0.795) |
|     |     |        | Boot-p | —                   | 3.5106(0.875) | —                    | 1.5619(0.870) |
|     |     | (1,1,1,6) | MLE    | -0.2040(0.4375)     | 2.4840(0.715) | 0.9073(0.2646)     | 1.5929(0.665) |
|     |     |        | AMLE   | -0.2267(0.3722)     | 2.3071(0.697) | 0.8742(0.1209)     | 1.3065(0.656) |
|     |     |        | Boot-p | —                   | 2.2214(0.715) | —                    | 1.1944(0.670) |
| 25  | 10  | (0,0,0,0) | MLE    | -0.0477(0.2680)     | 1.8464(0.818) | 0.9570(0.4998)     | 1.3648(0.780) |
|     |     |        | AMLE   | -0.0712(0.1900)     | 1.6738(0.803) | 0.9360(0.0731)     | 1.0388(0.784) |
|     |     |        | Boot-p | —                   | 1.5717(0.825) | —                    | 0.9501(0.805) |
|     |     | (15,0,0,0) | MLE    | -0.0339(0.4007)     | 2.7174(0.908) | 1.0559(0.2065)     | 1.5340(0.866) |
|     |     |        | AMLE   | -0.0434(0.3754)     | 2.5843(0.895) | 1.0384(0.0783)     | 1.1762(0.847) |
|     |     |        | Boot-p | —                   | 2.3163(0.885) | —                    | 1.1252(0.920) |
|     |     | (1,1,1,6) | MLE    | -0.0681(0.2176)     | 1.8634(0.855) | 0.9924(0.0959)     | 1.1385(0.789) |
|     |     |        | AMLE   | -0.0860(0.1937)     | 1.7143(0.832) | 0.9556(0.0643)     | 0.9881(0.789) |
|     |     |        | Boot-p | —                   | 1.5575(0.805) | —                    | 0.9068(0.790) |
| 50  | 10  | (0,0,0,0) | MLE    | -0.1781(0.4466)     | 2.2017(0.774) | 0.9288(0.1387)     | 1.2289(0.743) |
|     |     |        | AMLE   | -0.1971(0.2950)     | 2.0252(0.768) | 0.9090(0.0781)     | 1.0426(0.745) |
|     |     |        | Boot-p | —                   | 1.9180(0.825) | —                    | 0.9654(0.795) |
|     |     | (40,0,0,0) | MLE    | -0.0576(0.6747)     | 2.8549(0.902) | 1.0761(0.5953)     | 1.4436(0.877) |
|     |     |        | AMLE   | -0.0724(0.3841)     | 2.6366(0.895) | 1.0554(0.0606)     | 1.0446(0.877) |
|     |     |        | Boot-p | —                   | 2.5869(0.905) | —                    | 1.0961(0.950) |
|     |     | (1,1,1,1) | MLE    | -0.1622(0.3824)     | 2.2146(0.770) | 0.9493(0.2105)     | 1.2651(0.763) |
|     |     |        | AMLE   | -0.1802(0.2854)     | 2.0361(0.760) | 0.9282(0.0755)     | 1.0472(0.756) |
|     |     |        | Boot-p | —                   | 1.9335(0.830) | —                    | 0.9869(0.810) |
| 20  | 10  | (0,0,0,0) | MLE    | -0.0194(0.1308)     | 1.3355(0.879) | 0.9914(0.1379)     | 0.9836(0.835) |
|     |     |        | AMLE   | -0.0452(0.0972)     | 1.2102(0.865) | 0.9685(0.0386)     | 0.7622(0.837) |
|     |     |        | Boot-p | —                   | 1.1015(0.825) | —                    | 0.7011(0.875) |
|     |     | (30,0,0,0) | MLE    | -0.0068(0.1881)     | 1.8093(0.935) | 1.0496(0.0702)     | 1.0229(0.888) |
|     |     |        | AMLE   | -0.0240(0.1706)     | 1.7067(0.925) | 1.0336(0.0378)     | 0.8010(0.890) |
|     |     |        | Boot-p | —                   | 1.5224(0.870) | —                    | 0.7389(0.945) |
|     |     | (1,1,1,1) | MLE    | -0.0247(0.1137)     | 1.3144(0.890) | 0.9990(0.0736)     | 0.8814(0.849) |
|     |     |        | AMLE   | -0.0447(0.0961)     | 1.2019(0.867) | 0.9714(0.0329)     | 0.7031(0.849) |
|     |     |        | Boot-p | —                   | 1.1601(0.890) | —                    | 0.6714(0.845) |
Table 4. Means (variances) and average confidence lengths (coverage probabilities) for different sample sizes and for different schemes when \( b = 1 \) (standard logistic case) and \( T = 2 \)

| \( n \) | \( m \) | Scheme | Method | \( \hat{\mu} \) (Var) | \( \text{Length(CP)} \) | \( \hat{\sigma} \) (Var) | \( \text{Length(CP)} \) |
|---|---|---|---|---|---|---|---|
| 15 | 5 | (0,0,0,10) | MLE | -0.2187(0.6783) | 2.6420(0.721) | 0.8927(0.6455) | 1.9155(0.673) |
| | | | AMLE | -0.2427(0.3811) | 2.2701(0.690) | 0.8506(0.1331) | 1.3420(0.639) |
| | | | Boot-p | — | 2.1113(0.755) | — | 1.1876(0.680) |
| | | (10,0,0,0) | MLE | -0.1139(0.7767) | 3.6576(0.843) | 1.0193(0.3056) | 1.3609(0.777) |
| | | | AMLE | -0.1300(0.6243) | 3.2380(0.818) | 0.9890(0.1116) | 1.3420(0.639) |
| | | | Boot-p | — | 3.2996(0.900) | — | 1.4459(0.905) |
| | | (1,1,1,6) | MLE | -0.1927(0.4285) | 2.4373(0.724) | 0.8978(0.2240) | 1.2611(0.646) |
| | | | AMLE | -0.2122(0.3632) | 2.2265(0.710) | 0.8607(0.1165) | 1.2456(0.646) |
| | | | Boot-p | — | 2.0412(0.690) | — | 1.1273(0.680) |
| 25 | 10 | (0,1,0,15) | MLE | -0.0927(0.2355) | 1.8435(0.807) | 0.9632(0.1292) | 1.2291(0.768) |
| | | | AMLE | -0.1129(0.1911) | 1.6837(0.793) | 0.9345(0.0736) | 1.0450(0.759) |
| | | | Boot-p | — | 1.5833(0.890) | — | 0.9601(0.830) |
| | | (15,0,0,0) | MLE | -0.0671(0.3438) | 2.4574(0.892) | 1.0415(0.1738) | 1.5583(0.857) |
| | | | AMLE | -0.0752(0.2976) | 2.2309(0.872) | 1.0099(0.0561) | 1.0663(0.852) |
| | | | Boot-p | — | 2.1334(0.890) | — | 0.9956(0.910) |
| | | (1,1,1,6) | MLE | -0.0559(0.2259) | 1.8544(0.842) | 0.9753(0.1306) | 1.2497(0.794) |
| | | | AMLE | -0.0788(0.1882) | 1.6715(0.832) | 0.9466(0.0626) | 0.9638(0.785) |
| | | | Boot-p | — | 1.6130(0.870) | — | 0.9302(0.835) |
| 50 | 10 | (0,0,0,40) | MLE | -0.1435(0.3642) | 2.2490(0.786) | 0.9502(0.1323) | 1.2693(0.765) |
| | | | AMLE | -0.1671(0.3062) | 2.1023(0.781) | 0.9260(0.0811) | 1.0822(0.761) |
| | | | Boot-p | — | 1.9410(0.765) | — | 0.9788(0.790) |
| | | (40,0,0,0) | MLE | -0.0989(0.3505) | 2.5170(0.899) | 1.0549(0.0918) | 1.1971(0.889) |
| | | | AMLE | -0.1128(0.3097) | 2.3043(0.878) | 1.0300(0.0462) | 0.8873(0.875) |
| | | | Boot-p | — | 2.1462(0.915) | — | 0.9353(0.930) |
| | | (1,1,1,31) | MLE | -0.1801(0.3097) | 2.0660(0.769) | 0.9890(0.0987) | 1.1483(0.762) |
| | | | AMLE | -0.1896(0.2750) | 1.9622(0.763) | 0.9149(0.0727) | 1.0994(0.759) |
| | | | Boot-p | — | 1.9561(0.800) | — | 0.9940(0.830) |
| 20 | 10 | (0,0,0,30) | MLE | -0.0247(0.1138) | 1.3255(0.882) | 0.9978(0.0847) | 0.9372(0.838) |
| | | | AMLE | -0.0468(0.0963) | 1.1983(0.868) | 0.9648(0.0382) | 0.7546(0.830) |
| | | | Boot-p | — | 1.1592 (0.885) | — | 0.7130(0.865) |
| | | (30,0,0,0) | MLE | -0.0233(0.1651) | 1.6856(0.940) | 1.0388(0.0493) | 0.8719(0.914) |
| | | | AMLE | -0.0378(0.1355) | 1.5994(0.922) | 1.0247(0.0392) | 0.7089(0.909) |
| | | | Boot-p | — | 1.4252(0.920) | — | 0.6580(0.895) |
| | | (1,1,1,11) | MLE | -0.0433(0.1087) | 1.3150(0.908) | 1.0041(0.0628) | 0.8710(0.853) |
| | | | AMLE | -0.0622(0.0970) | 1.2141(0.893) | 0.9760(0.0331) | 0.7099(0.86) |
| | | | Boot-p | — | 1.1549(0.875) | — | 0.6709(0.905) |
Table 5. Means (variances) and average confidence lengths (coverage probabilities) for different sample sizes and for different schemes when $b = 1$ and $T = 1$

| $n$ | $m$ | Scheme | Method | $\bar{\mu}$ (Mean(Var)) | Length(CP) | $\bar{\sigma}$ (Mean(Var)) | Length(CP) |
|-----|-----|--------|--------|--------------------------|------------|--------------------------|------------|
| 15  | 5   | $(0,0,0,10)$ | MLE    | -0.2792(0.7421) | 2.8405(0.663) | 0.8767(0.2170) | 1.5984(0.645) |
|     |     |        | AMLE   | -0.3156(0.4963) | 2.5798(0.659) | 0.8406(0.1362) | 1.3519(0.634) |
|     |     |        | Boot-p | 2.4361(0.715)   | —          | 1.2257(0.725)  | —          |
|     | (10,0,0,0) | MLE    | -0.1724(0.6739) | 3.3576(0.815) | 1.0099(0.1785) | 1.6501(0.781) |
|     |     |        | AMLE   | -0.1851(0.5951) | 3.1300(0.806) | 0.9851(0.1055) | 1.3150(0.778) |
|     |     |        | Boot-p | 3.1133(0.845)   | —          | 1.3757(0.870)  | —          |
|     | (1,1,1,6) | MLE    | -0.3104(0.5193) | 2.5934(0.669) | 0.8720(0.1890) | 1.4961(0.652) |
|     |     |        | AMLE   | -0.3319(0.4405) | 2.4237(0.653) | 0.8463(0.1162) | 1.2450(0.629) |
|     |     |        | Boot-p | 2.3146(0.710)   | —          | 1.1521(0.720)  | —          |
| 25  | 10  | $(0,\cdots,0,15)$ | MLE    | -0.1005(0.3046) | 2.0539(0.807) | 0.9647(0.1963) | 1.3042(0.763) |
|     |     |        | AMLE   | -0.1275(0.2342) | 1.8498(0.801) | 0.9319(0.0747) | 1.0448(0.754) |
|     |     |        | Boot-p | 1.7083(0.825)   | —          | 0.9592(0.820)  | —          |
|     | (15,0,\cdots,0) | MLE    | -0.0129(0.3182) | 2.3744(0.890) | 1.0483(0.1095) | 1.2959(0.870) |
|     |     |        | AMLE   | -0.0299(0.2952) | 2.2619(0.885) | 1.0326(0.0609) | 1.0256(0.870) |
|     |     |        | Boot-p | 2.0480(0.890)   | —          | 0.9943(0.910)  | —          |
|     | (1,\cdots,1,6) | MLE    | -0.0925(0.2748) | 1.9227(0.823) | 0.9622(0.4545) | 1.3417(0.798) |
|     |     |        | AMLE   | -0.1111(0.2092) | 1.7427(0.812) | 0.9366(0.0621) | 0.9495(0.783) |
|     |     |        | Boot-p | 1.7073(0.845)   | —          | 0.9311(0.865)  | —          |
| 50  | 10  | $(0,\cdots,0,40)$ | MLE    | -0.1770(0.5250) | 2.5712(0.760) | 0.9316(0.1064) | 1.1794(0.744) |
|     |     |        | AMLE   | -0.1920(0.4163) | 2.4329(0.768) | 0.9182(0.0815) | 1.0767(0.744) |
|     |     |        | Boot-p | 2.2510(0.755)   | —          | 0.9678(0.780)  | —          |
|     | (40,0,\cdots,0) | MLE    | -0.0578(0.3136) | 2.3493(0.896) | 1.0455(0.0718) | 1.0978(0.897) |
|     |     |        | AMLE   | -0.0691(0.2954) | 2.2670(0.893) | 1.0381(0.0472) | 0.9041(0.884) |
|     |     |        | Boot-p | 2.0679(0.900)   | —          | 0.9346(0.915)  | —          |
|     | (1,\cdots,1,31) | MLE    | -0.1885(0.4401) | 2.4864(0.758) | 0.9423(0.1026) | 1.1645(0.741) |
|     |     |        | AMLE   | -0.2031(0.3867) | 2.3648(0.753) | 0.9240(0.0765) | 1.0519(0.742) |
|     |     |        | Boot-p | 2.2323(0.825)   | —          | 0.9757(0.840)  | —          |
| 20  | 10  | $(0,\cdots,0,30)$ | MLE    | -0.0719(0.1328) | 1.3739(0.831) | 0.9682(0.0522) | 0.8316(0.814) |
|     |     |        | AMLE   | -0.0871(0.1160) | 1.2936(0.828) | 0.9480(0.0380) | 0.7405(0.823) |
|     |     |        | Boot-p | 1.2792(0.895)   | —          | 0.7197(0.870)  | —          |
|     | (30,0,\cdots,0) | MLE    | 0.0015(0.1481)   | 1.5970(0.911) | 1.0427(0.0551) | 0.9050(0.888) |
|     |     |        | AMLE   | -0.0226(0.1361) | 1.5137(0.924) | 1.0291(0.0307) | 0.7177(0.893) |
|     |     |        | Boot-p | 1.4277(0.890)   | —          | 0.7451(0.970)  | —          |
|     | (1,\cdots,1,11) | MLE    | -0.0503(0.1179) | 1.3309(0.807) | 0.9866(0.0457) | 0.7902(0.841) |
|     |     |        | AMLE   | -0.0671(0.1064) | 1.2530(0.863) | 0.9618(0.0327) | 0.6946(0.840) |
|     |     |        | Boot-p | 1.2542(0.875)   | —          | 0.6927(0.915)  | —          |
Table 6. Means (variances) and average confidence lengths (coverage probabilities) for different sample sizes and for different schemes when $b = 1.5$ and $T = 2$

| $n$ | $m$ | Scheme Method | Mean(Var) | Length(CP) | Mean(Var) | Length(CP) |
|-----|-----|---------------|-----------|------------|-----------|------------|
| 15  | 5   | (0,0,0,0,10) MLE  | -0.2725(0.6012) | 2.7735(0.693) | 0.8833(0.2032) | 1.5917(0.659) |
|     |     | AMLE          | -0.3004(0.4962) | 2.5798(0.687) | 0.8494(0.1362) | 1.3517(0.649) |
|     |     | Boot-p        | —          | 2.3645(0.630) | —          | 1.1958(0.670) |
|     | (10,0,0,0,0) MLE | -0.1565(0.5957) | 3.1799(0.823) | 1.0053(0.1633) | 1.2264(0.779) |
|     |     | AMLE          | -0.1703(0.5145) | 2.9493(0.824) | 0.9912(0.0895) | 1.2799(0.890) |
|     |     | Boot-p        | —          | 2.8204(0.870) | —          | 1.1958(0.670) |
|     | (1,1,1,1,6) MLE  | -0.2533(0.6266) | 2.7246(0.718) | 0.9057(0.3130) | 1.1266(0.683) |
|     |     | AMLE          | -0.2726(0.4584) | 2.5219(0.711) | 0.8607(0.1209) | 1.2955(0.659) |
|     |     | Boot-p        | —          | 2.3948(0.695) | —          | 1.2188(0.695) |
| 25  | 10  | (0,0,0,0,15) MLE  | -0.0959(0.3397) | 2.0020(0.821) | 0.9536(0.1149) | 1.2044(0.767) |
|     |     | AMLE          | -0.1231(0.2295) | 1.8123(0.817) | 0.9245(0.0732) | 1.0237(0.769) |
|     |     | Boot-p        | —          | 1.7884(0.805) | —          | 0.9569(0.820) |
|     | (15,0,0,0,0) MLE  | -0.0610(0.2737) | 2.1789(0.902) | 1.0317(0.0937) | 1.1664(0.862) |
|     |     | AMLE          | -0.0751(0.2476) | 2.0293(0.887) | 1.0112(0.0485) | 0.8974(0.866) |
|     |     | Boot-p        | —          | 1.9214(0.905) | —          | 0.9487 (0.930) |
|     | (1,1,1,0,6) MLE  | -0.0915(0.2433) | 1.8949(0.826) | 0.9694(0.0842) | 1.0954(0.784) |
|     |     | AMLE          | -0.1101(0.2140) | 1.7830(0.812) | 0.9443(0.0635) | 0.9715(0.785) |
|     |     | Boot-p        | —          | 1.6813(0.835) | —          | 0.9341(0.810) |
| 50  | 10  | (0,0,0,0,40) MLE  | -0.2189(0.4609) | 2.5202(0.745) | 0.9282(0.0983) | 1.1474(0.737) |
|     |     | AMLE          | -0.2299(0.4163) | 2.4324(0.752) | 0.9138(0.0815) | 1.0765(0.739) |
|     |     | Boot-p        | —          | 2.2142(0.750) | —          | 0.9536(0.785) |
|     | (40,0,0,0,0) MLE  | -0.0797(0.2872) | 2.2117(0.902) | 1.0385(0.0681) | 1.0349(0.884) |
|     |     | AMLE          | -0.0963(0.2563) | 2.0777(0.894) | 1.0229(0.0397) | 0.8172(0.887) |
|     |     | Boot-p        | —          | 1.9634(0.750) | —          | 0.8842(0.925) |
|     | (1,1,1,31) MLE  | -0.2025(0.3973) | 2.3581(0.756) | 0.9281(0.0892) | 1.1017(0.747) |
|     |     | AMLE          | -0.2070(0.3740) | 2.2869(0.758) | 0.9121(0.0740) | 1.0173(0.737) |
|     |     | Boot-p        | —          | 2.1959(0.810) | —          | 0.9620(0.810) |
| 20  | 10  | (0,0,0,0,30) MLE  | -0.0564(0.1421) | 1.4574(0.856) | 0.9940(0.0896) | 0.9333(0.823) |
|     |     | AMLE          | -0.0753(0.1208) | 1.3470(0.852) | 0.9661(0.0395) | 0.7711(0.834) |
|     |     | Boot-p        | —          | 1.2632(0.865) | —          | 0.7188(0.870) |
|     | (30,0,0,0,0) MLE  | -0.0012(0.1356) | 1.5305(0.934) | 1.0418(0.0450) | 0.8305(0.896) |
|     |     | AMLE          | -0.0147(0.1274) | 1.4618(0.936) | 1.0267(0.0269) | 0.6715(0.899) |
|     |     | Boot-p        | —          | 1.3326(0.925) | —          | 0.6827(0.945) |
|     | (1,1,1,11) MLE  | -0.0440(0.1248) | 1.3830(0.880) | 0.9981(0.0654) | 0.8777(0.843) |
|     |     | AMLE          | -0.0641(0.1087) | 1.2801(0.868) | 0.9722(0.0334) | 0.7097(0.849) |
|     |     | Boot-p        | —          | 1.2372(0.900) | —          | 0.6860(0.885) |
Table 7. Log-likelihood values for different values of $b$

| $b$ | 0.5 | 1  | 1.5 | 2  | 2.5 |
|-----|-----|----|-----|----|-----|
| $\ln L$ | -36.4300 | -35.0618 | -34.8250 | -35.0306 | -35.4229 |

6 Estimation of the Shape Parameter and Numerical Examples

In this section, we present the analysis of two real data sets for illustrative purposes. We also discuss estimation of the shape parameter.

Example 1 (Data Set 1). The first data represent data on the time to breakdown of an insulating fluid in an accelerate test conducted at various voltages. These data are taken from Nelson (1982) [Table 6.1] and have been used earlier by Viveros and Balakrishnan (1994) and Balakrishnan and Hossain (2007). The data are as follows:

$-1.6608$ $-0.2485$ $-0.0409$ $0.2700$ $1.0224$ $1.1505$ $1.4231$ $1.5411$

$1.5789$ $1.8718$ $1.9947$ $2.0806$ $2.1126$ $2.4898$ $3.4578$ $3.4818$

$3.5237$ $3.6030$ $4.2889$.

For a given $b$, let us first fit the Type-II GLD to above data set. As mentioned by Tiku and Akkaya (2004), we can identify a plausible value of the shape parameter $b$ by using log-likelihood values, Q-Q plots, goodness of fit tests, or by matching (approximately) the sample skewness and kurtosis with the corresponding value of the distribution. In Table 7, we have computed the log-likelihood values for a series of values of $b$ based on above data set. The value $\hat{b}$ which maximizes $\ln L$ is the required estimate. From Table 7, we can choose $b = 1.5$ as a plausible value of the shape parameter.

Another method to identify a plausible value of the shape parameter $b$ is to use the profile likelihood function to get its estimate. When the parameter $b$ is unknown, the maximum profile likelihood estimate $b_{P}$ may be obtained by maximizing the log-likelihood $\ell_{P}(b) = l(\hat{\mu}(b), \hat{\sigma}(b), b)$ with respect to $b$. Figure 1 provides the plot of the profile likelihood function with respect to $b$ for the above data. From Figure 1, it is observed that the maximum profile likelihood estimate of $b$ should be close to $b = 1.5$.

Now, we check the validity of the Type-II GLD with $b = 1.5$ based on the Kolmogorov-Smirnov (K-S) test. It is observed that the K-S distance and
the corresponding p-value are respectively
\[ K - S = 0.1399, \quad \text{and} \quad p - value = 0.8281. \]
So, the fit of the Type-II GLD with \( b = 1.5 \) to the above data set is quite reasonable.

![Plot of \( \ell_p(b) \).](image)

**Figure 1.** Plot of \( \ell_p(b) \).

Here we have \( n = 19 \) and \( b = 1.5 \). Now, for the given data set, we consider two cases as follows:

**Case I:** \( m = 11, T = 2, (R_1, \ldots, R_m) = (0, 0, \ldots, 0, 8) \). In this case, the Type-II progressively hybrid censored sample is:

\[-1.6608 -0.2485 -0.0409 0.0270 1.0224 1.1505 1.4231 1.5411 1.5789 1.8718 1.9947.\]

As you see \( y_{11:11:19} < T \), therefore we have the Case I of our study. Then

\[ AMLE: \quad \hat{\mu} = 2.2692, \quad \hat{\sigma} = 0.9151, \quad V^* = \begin{pmatrix} 0.1509 & 0.0433 \\ 0.0433 & 0.0549 \end{pmatrix}, \]
Table 8. Location and scale parameters, K-S, and p values of the fitted standard logistic distribution for Data Set 2

| Location Parameter | Scale Parameter | K-S | P-Value |
|--------------------|----------------|-----|---------|
| 10.010             | 0.843          | 0.2155 | 0.4401 |

\[
MLE : \quad \hat{\mu} = 2.2717, \quad \hat{\sigma} = 0.9033, \quad V = \begin{pmatrix} 0.1463 & 0.0422 \\ 0.0422 & 0.0579 \end{pmatrix}.
\]

The corresponding %95 confidence intervals based on asymptotic distributions of AMLEs and MLEs and Bootstrap confidence intervals for \( \mu \) and \( \sigma \) are (1.5077,3.0306), (0.4557,1.3746), (1.5220,3.0215), (0.4316,1.3750), (1.3809,3.2880) and (0.4172,1.6206) respectively.

**Case II**: Now consider that \( m = 11, T = 1.5 \) and the \( R_i \)'s are same as before. In this case, the progressively hybrid censored sample is:

\[-1.6608 \quad -0.2485 \quad -0.0409 \quad 0.0270 \quad 1.0224 \quad 1.1505 \quad 1.4231.\]

Since \( y_{11:11:19} > T \), therefore we have the Case II of our study. From the above sample data, we obtain \( J = 7 \) and \( R_J = 12 \). Then

\[
AMLE : \quad \hat{\mu} = 2.5697, \quad \hat{\sigma} = 1.0611, \quad V^* = \begin{pmatrix} 0.4150 & 0.1640 \\ 0.1640 & 0.1268 \end{pmatrix},
\]

\[
MLE : \quad \hat{\mu} = 2.5675, \quad \hat{\sigma} = 1.0510, \quad V = \begin{pmatrix} 0.4126 & 0.1644 \\ 0.1644 & 0.1316 \end{pmatrix}.
\]

The corresponding %95 confidence intervals based on asymptotic distributions of AMLEs and MLEs and Bootstrap confidence intervals for \( \mu \) and \( \sigma \) are (1.3069,3.8325), (0.3631,1.7592), (1.3084,3.8265), (0.3399,1.7621), (1.5786,4.5590) and (0.3695,1.9184) respectively.

**Example 2** (Data Set 2). The following 15 observations, from Tiku and Akkaya (2004), represent the measurements of a certain characteristic in blood cells.
We fitted the standard logistic distribution to the above data set. We presented the estimated location and scale parameters, Kolmogorov-Smirnov (K-S) distances between the fitted and the empirical distribution functions, and corresponding \( p \) value in Table 8. From Table 8, it is clear that the standard logistic distribution (Type-II GLD with \( b = 1 \)) fits quite well to the data.

**Case I:** In this case \( n = 15, m = 5, T = 11, (R_1, \ldots, R_m) = (3, 1, 2, 1, 3) \). Thus, the Type-II progressively hybrid censored sample is:

\[
8.921 \quad 9.689 \quad 9.774 \quad 10.485 \quad 10.766
\]

As you see \( y_{5;5;15} > T \) therefore we have the Case I of our study. So, we obtain

\[
\text{AMLE} : \quad \hat{\mu} = 10.6809, \quad \hat{\sigma} = 0.5271, \quad V^* = \begin{pmatrix} 0.10899 & 0.02703 \\ 0.02703 & 0.03035 \end{pmatrix},
\]

\[
\text{MLE} : \quad \hat{\mu} = 10.6912, \quad \hat{\sigma} = 0.5168, \quad V = \begin{pmatrix} 0.10959 & 0.02431 \\ 0.02431 & 0.03539 \end{pmatrix}.
\]

The corresponding \%95 confidence intervals based on asymptotic distribution of AMLEs, MLEs and bootstrap confidence intervals for \( \mu \) and \( \sigma \) are (10.0339,11.3281), (0.1856,0.8685), (10.0463,11.3360), (0.1622,0.8714), (9.9237,11.2541) and (0.1725,0.9293) respectively.

**Case II:** In this case \( n = 15, m = 5, T = 10, (R_1, \ldots, R_m) = (3, 1, 2, 1, 3) \). Thus, the Type-II progressively hybrid censored sample is:

\[
8.921 \quad 9.689 \quad 9.774 \quad 10.485 \quad 10.766
\]

As you see \( y_{6;5;15} < T \) therefore we have the Case I of our study. So, we obtain

\[
\text{AMLE} : \quad \hat{\mu} = 10.3735, \quad \hat{\sigma} = 0.4097, \quad V^* = \begin{pmatrix} 0.07582 & 0.00988 \\ 0.00988 & 0.00948 \end{pmatrix},
\]

\[
\text{MLE} : \quad \hat{\mu} = 10.0463, \quad \hat{\sigma} = 0.5168, \quad V = \begin{pmatrix} 0.10959 & 0.02431 \\ 0.02431 & 0.03539 \end{pmatrix}.
\]
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\[ MLE : \hat{\mu} = 10.3654, \quad \hat{\sigma} = 0.3925, \quad V = \begin{pmatrix} 0.00331 & 0.00013 \\ 0.00013 & 0.00029 \end{pmatrix}. \]

The corresponding %95 confidence intervals based on asymptotic distribution of AMLEs, MLEs and bootstrap confidence intervals for \( \mu \) and \( \sigma \) are (9.8338, 10.9133), (0.2188, 0.6006), (9.6367, 11.0941), (0.0046, 0.7805), (9.8484, 11.3185) and (0.1132, 0.7392) respectively.

7 Conclusions

In this paper, we have considered point and interval estimation for the location and scale parameters of the Type-II GLD based on progressively Type-II hybrid censored data. The maximum likelihood method yields equations that do not provide explicit solutions for the parameters. We proposed the approximate MLEs of the unknown parameters which can be obtained in explicit forms. The results of the Monte Carlo simulation study show that the approximate estimators and the MLEs are almost identical in terms of bias and variance.

Although we have considered approximate solutions for MLEs when the lifetime distribution is Type-II GLD, but the methods can be extended to other generalized logistic distributions as well. In addition, the methods presented in this work could be extended to progressively Type-I hybrid censored data with some straightforward modifications. Note that also that all of the results obtained in this study can be specialized to the hybrid censored data (for \( R_i = 0, \; i = 1, 2, \ldots, m(J) \)).
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### Appendix A

To prove $\beta_i > 0$, it suffices to show that $h_i'(x) < 0$. The function $h_1(x)$ may be written as

$$h_1(x) = \frac{\partial}{\partial x} \ln f(x) = \frac{-b + e^{-x}}{e^{-x} + 1}.$$
Therefore, we have
\[ h'_1(x) = \frac{-(b + 1)e^{-x}}{(1 + e^{-x})^2} < 0. \]

In order to show that \( \gamma_i > 0 \) and \( \gamma_d^* > 0 \), the function \( h_2(x) \) may be written as
\[ h_2(x) = -\frac{\partial}{\partial x} \ln(1 - F(x)) = \frac{b}{1 + e^{-x}}. \]
So
\[ h'_2(x) = \frac{be^{-x}}{(1 + e^{-x})^2} > 0. \]
Consequently, we have \( \gamma_i > 0 \) and \( \gamma_d^* > 0 \).
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