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Abstract

We consider the Kudla-Millson theta series associated to a quadratic space of signature \((N,N)\). By combining a ‘see-saw’ argument with the Siegel-Weil formula, we show that its (regularized) integral along a torus attached to a totally real field of degree \(N\) is the diagonal restriction of an Eisenstein series. It allows us to express the Fourier coefficients of the diagonal restriction as intersection numbers, which generalizes one of the results of Darmon-Pozzi-Vonk [DPV21] to totally real fields.
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1 Introduction

The starting point of this paper is a result of Darmon-Pozzi-Vonk, that relates the diagonal restriction of an Eisenstein series to intersection numbers of geodesics. Let \(\psi\) be a finite order odd Hecke character on the narrow class group \(\text{Cl}(F)^+\) of a real quadratic field \(F\) of discriminant \(d_F\). To such a character one can associate an Eisenstein series \(E(\tau_1, \tau_2, \psi)\) which is a Hilbert modular form of parallel weight one and level \(SL_2(O)\). Its diagonal restriction \(E(\tau, \tau, \psi)\) is a modular form of weight two and level \(SL_2(\mathbb{Z})\). As such, it is zero, since this is the only such form. Instead one can look at the \(p\)-stabilization \(E^{(p)}(\tau_1, \tau_2, \psi)\) for some prime \(p\). The diagonal restriction \(E^{(p)}(\tau, \tau, \psi)\) is now a form of weight two and level \(\Gamma_0(p)\). Moreover, it is non-zero when \(p\) is split.

Suppose that \(p\) is a split prime and let \(Y_0(p)\) be the modular curve \(\Gamma_0(p)\backslash \mathbb{H}\). To a fractional ideal \(a\) in \(F\) and a square root \(r\) of \(d_F\) modulo \(p\) one can associate a closed geodesic \(Q_{a, r}\) in \(Y_0(p)\). Let \(Q(\psi)\) be the 1-cycle defined by

\[
Q(\psi) := \sum_{[a] \in \text{Cl}(F)^+} \psi(a)(Q_{a, r} + Q_{a, -r}) \in Z_1(Y_0(p)),
\]

and let \(Q(0, \infty)\) be the image in \(Y_0(p)\) of the geodesic joining \(0\) to \(\infty\). The following identity is proved in [DPV21, Theorem. A]

\[
E^{(p)}(\tau, \tau, \psi) = L^{(p)}(\psi, 0) - 2 \sum_{n=1}^{\infty} \langle Q(0, \infty), T_n Q(\psi) \rangle_{Y_0(p)} e^{2\pi i n \tau} \tag{1.2}
\]

where \(L^{(p)}(\psi, 0) = (1 - \psi(p))(1 - \psi(p^p))L(\psi, 0)\) and \(T_n\) is a Hecke operator defined by double cosets. In loc. cit. the equality (1.2) is proved by computing the intersection numbers and comparing them with the Fourier coefficients of \(E^{(p)}(\tau, \tau, \psi)\).
The work of Kudla and Millson provides a very natural framework to prove (1.2). The goal of this paper is to recover the result of Darmon-Pozzi-Vonk by Kudla-Millson theory and to generalize it to totally real fields. For this we define a torus \( C \otimes \psi \) such that the integral of the Kudla-Millson theta series over this torus gives the diagonal restriction of the Eisenstein series.

**Kudla-Millson theta lift.** The Kudla-Millson theta lift is a lift from the cohomology of locally symmetric spaces attached to orthogonal or unitary groups to modular forms. In our case we want to work with orthogonal groups of certain quadratic spaces of signature \((N,N)\).

Let \( F \) be a totally real field of degree \( N \) with ring of integers \( \mathcal{O} \). Let \( X^0 = F^2 \) be the 2-dimensional quadratic \( F \)-space with the quadratic form \( Q^0(x,y) = xy' + x'y \) where \( x = (x,x') \) and \( y = (y,y') \) are vectors in \( F^2 \). At a place \( v \) of \( \mathbb{Q} \) let \( F_{Q,v} := F_{Q,v} \otimes \mathbb{Q}_v \), where we write \( F_Q \) instead of \( F \) to emphasize that we view \( F \) as a \( \mathbb{Q} \)-algebra. We fix a \( \mathbb{Q} \)-basis of \( F \) so that we identify \( F_Q \) with \( \mathbb{Q}^N \). Let \( X = F_2^2 \) be the 2N-dimensional quadratic \( \mathbb{Q} \) space with the quadratic form \( Q := \text{tr}_{F_Q} Q^0 \). Let \( H(\mathbb{Q}) := \text{SO}(F_2^2) \) be its orthogonal group.

The real vector space \( F_2^2 \) of signature \((N,N)\) is a non-compact \( \mathbb{Q} \)-basis of \( \mathbb{R} \). At a place \( v \) of \( \mathbb{Q} \), let \( \mathcal{O}_v \) be the ring of integers of \( \mathbb{Q}_v \). We fix a \( \mathcal{O}_v \)-basis of \( \mathbb{Q}_v \) so that we identify \( \mathbb{Q}_v \) with \( \mathbb{Q}^N \). Let \( H(\mathbb{R})^+ \) be the connected component of the identity of its real points \( H(\mathbb{R}) = \text{SO}(F_2^2) \). Let \( \varphi_f \) in \( \mathcal{S}(F_2^2) \) be a finite Schwartz function, which is \( K_f \)-invariant by the Weil representation for some open compact subgroup \( K_f \) of \( H(\mathbb{A}) \). We define the double coset space

\[
M_K := H(\mathbb{Q}) \backslash H(\mathbb{A}) / K,
\]

where \( K = K_\infty K_f \), and \( K_\infty \) is a maximal connected compact subgroup of \( H(\mathbb{R})^+ \) that is isomorphic to \( \text{SO}(N) \times \text{SO}(N) \). The space \( M_K \) is a disjoint union of locally symmetric spaces of dimension \( N^2 \), in general non-compact. If \( M_K \) is not compact let \( \overline{M_K} \) be any compactification, for example the Borel-Serre compactification. On \( M_K \) there is a natural family of special cycles of codimension \( N \)

\[
C_n(\varphi_f) \in \mathcal{Z}_{N-2,N}(\overline{M_K},\partial \overline{M_K}; \mathbb{R})
\]

indexed by positive rational numbers \( n \). In [KM86; KM87; KM90a], Kudla and Millson used the work of Weil [Wei64] on theta series to construct a closed differential form

\[
\Theta_{KM}(\tau,\varphi_f) \in \Omega^N(M_K)
\]

where \( \tau \) is in \( \mathbb{H} \). Since it is closed it represents a cohomology class in \( H^N(M_K; \mathbb{R}) \) and can be paired with a (compact) cycle \( C \) in \( \mathcal{Z}_N(M_K; \mathbb{R}) \). The function

\[
\tau \mapsto \int_C \Theta_{KM}(\tau,\varphi_f)
\]

is a holomorphic modular form of weight \( N \). Moreover, we have the Fourier decomposition

\[
\int_C \Theta_{KM}(\tau,\varphi_f) = \kappa \sum_{n \in \mathbb{Q} \geq 0} \left( \int_C \Theta_n(\varphi_f) \right) e^{2i\pi n \tau},
\]

where \( \Theta_n(\varphi_f) \) is a Poincaré dual in \( \Omega^N(M_K) \) to the cycle \( C_n(\varphi_f) \), when \( n \) is positive. Here \( \kappa \) is a constant equal to 2 if \( K_f \cap \text{H}^N(M_K) = \{ -1 \} \), and 1 otherwise. Since \( C \) is compact, the Fourier coefficients for positive \( n \) are equal to the topological intersection numbers \( \left( C_n(\varphi_f), C \right)_{M_K} \) on \( M_K \), see Section 2.

**Limitations of the work of Kudla-Millson.** The integral of \( \Theta_{KM}(\tau,\varphi_f) \) along a compact cycle is a modular form of weight \( N \) whose Fourier coefficients are intersection numbers. If we replace the compact cycle by a non-compact cycle \( C \), then the results of Kudla and Millson do not apply and the following problem may arise. First the integral (1.5) might diverge. Secondly, even if the integral does converge the resulting function in \( \tau \) can be non-holomorphic. This is for example what happens in [Fun02]: the Kudla-Millson theta series associated to a quadratic space of signature (1,2) is integrated over the whole modular curve and the resulting integral converges to a non-holomorphic modular form. Thirdly, it is not immediate that the Fourier coefficients \( \int_C \Theta_n(\varphi_f) \) can be interpreted as an intersection number between the two non-compact cycles \( C_n(\varphi_f) \) and \( C \), since a priori such a number is not well-defined; see Remark 3.3.
A non-compact cycle $C \otimes \psi$. Let $\psi : F^\times \to \mathbb{C}^\times$ be a totally odd unitary Hecke character of finite order. To simplify the notation let us suppose in the introduction that $\psi$ is unramified. Hence the finite part of this Hecke character can be viewed as a character on the narrow class group, as in the beginning of the introduction.

Let $\text{SO}(F^2) \subset \text{GL}_2(F)$ be the orthogonal group of the quadratic space $X_F^0 = F^2$ with the quadratic form defined above. The group $F^\times$ can be identified with $\text{SO}(F^2)$ by

$$ F^\times \to \text{SO}(F^2) \quad t \mapsto \begin{pmatrix} t & 0 \\ 0 & t^{-1} \end{pmatrix}. $$

On the other hand the group $\text{SO}(F^2)$ can naturally be embedded in $\text{SO}(F_\mathbb{A}^2) \subset \text{GL}_2(\mathbb{A})$ by restriction of scalars. Composing the two and passing to the adèles gives an embedding

$$ h: \mathbb{A}_F^\times \hookrightarrow \text{SO}(F_\mathbb{A}^2) \subset \text{GL}_2(\mathbb{A}), $$

where $F_\mathbb{A}^2 = F_\mathbb{Q}^2 \otimes_{\mathbb{Q}} \mathbb{A}$. For $K_f$ large enough we have that $h(\hat{\Theta}^\times)$ is contained $K_f$. The embedding $h$ then induces an immersion of $M_\sigma$ in $M_K$ where

$$ M_\sigma := F^\times \mathbb{A}_F^\times / \{ \pm 1 \}^{N-1} \times \hat{\Theta}_f^\times. $$

The space $M_\sigma$ is not connected. There is a bijection between classes in the narrow class group $\text{Cl}(F)^+$ and connected components of $M_\sigma$. More precisely it can be written as a disjoint union

$$ M_\sigma = \bigsqcup_{[a] \in \text{Cl}(F)^+} \Gamma \{ \mathbb{R}_> 0 \}^N $$

where $\Gamma := \Theta^\times, +$ are the totally positive units in $\Theta$. The connected components are $N$-dimensional tori. The image by the immersion in $M_K$ of the connected component of $M_\sigma$ corresponding to the ideal class $[a]$ in $\text{Cl}(F)^+$ is a torus $C_a$. We twist it by the Hecke character $\psi$ to obtain a relative cycle

$$ C \otimes \psi := \sum_{[a] \in \text{Cl}(F)^+} \psi(a)C_a \in \mathcal{Z}_N(M_K, \partial M_K; \mathbb{R}), $$

where we view $\psi$ as a character on the ray class group.

In our case, the integral of $\Theta_{KM}(\tau, \varphi_f)$ over $C \otimes \psi$ does not converge, but can be regularized by adding a parameter $t^s$ with $s$ a complex number and isolating some singular terms as it is done in [Kud82]. Moreover, although the cycles $C \otimes \psi$ and $C_n(\varphi_f)$ are both non-compact we show that the intersection number $\langle C_n(\varphi_f), C \otimes \psi \rangle$ is well-defined, see (4.81).

**Eisenstein series and diagonal restriction.** For a Hecke character $\psi$ as above and a finite Schwartz function $\phi_f$ in $\mathcal{S}(F_\mathbb{A}^2)$ we can define an Eisenstein series

$$ E(\tau_1, \ldots, \tau_N, \phi_f, \psi) = E(\tau_1, \ldots, \tau_N, \phi_f, \psi, s)|_{s=0} $$

by analytic continuation, where $(\tau_1, \ldots, \tau_N)$ is a point in $\mathbb{H}^N$; see (2.46). It is a Hilbert modular form of parallel weight one. If we take $\tau = \tau_1 = \cdots = \tau_N$, then the diagonal restriction $E(\tau, \ldots, \tau, \phi_f, \psi)$ is a modular form of weight $N$.

Let $l_1$ and $l_2$ be the isotropic lines spanned by the isotropic vectors $e_1 := e_1(1,0)$ and $e_2 := e_2(0,1)$ in $F^2$. For a Schwartz function on $F_\mathbb{A}^2$ let $\varphi_1(x) := \varphi_f \left( \begin{array}{c} x \\ 0 \end{array} \right)$ and $\varphi_2(y) := \varphi_f \left( \begin{array}{c} 1 \\ y \end{array} \right)$ be the Schwartz functions in $\mathcal{S}(F_\mathbb{A}^2)$ obtained by restricting $\varphi_f$ to $l_1$ and $l_2$.

**Theorem.** (Theorem 4.12) Let $\varphi_f$ be any Schwartz function in $\mathcal{S}(F_\mathbb{A}^2)$ such that $\varphi_1$ or $\varphi_2$ vanishes. The diagonal restriction has the Fourier expansion

$$ E(\tau, \ldots, \tau, \phi_f, \psi) = \zeta_f(\varphi_1, \psi^{-1}, 0) + \zeta_f(\varphi_2, \psi, 0) + (-1)^N 2^{N-1} \kappa \sum_{n \in \mathbb{Q} > 0} \langle C_n(\varphi_f), C \otimes \psi \rangle_{M_K} e^{2i\pi n \tau}, $$

where $\phi_f = \mathcal{F} \varphi_f$ is a partial Fourier transform of $\varphi_f$ and $\zeta_f$ is a zeta integral (see (2.25)).
The equality is proved by showing that both sides of the equality are equal to the regularized integral
\[ 2^{N-1} \int_{C \otimes \psi} \Theta_{KM}(\tau, \varphi_f). \]

Note that the intersection takes place in \( M_K \) and is between the \( N \)-dimensional cycle \( C \otimes \psi \) of dimension \( N \) and the cycle \( C_o(\varphi_f) \) of codimension \( N \) (and dimension \( N^2 - N \)). The constant term consists of the values at \( s = 0 \) of the analytic continuation of two zeta functions converging on two disjoint half planes \( \text{Re}(s) > 1 \) and \( \text{Re}(s) < -1 \). Hence the condition of vanishing of \( \varphi_1 \) or \( \varphi_2 \) is used to make sure that one of the two terms is zero and that an analytic continuation exists.

**A seesaw.** The theta series \( \Theta_{KM}(\tau, \varphi_f) \) is a theta kernel for the dual pair \( \text{SL}_2(\mathbb{Q}) \times \text{SO}(F_2^2) \). The theorem can be summarized by the following seesaw diagram:

\[
\begin{array}{ccc}
\text{SO}(F_2^2) & \text{SL}_2(F) & \text{SL}_2(\mathbb{Q}) \\
\downarrow & \downarrow & \downarrow \\
\text{F}^\times & \text{SL}_2(F) & \text{SL}_2(\mathbb{Q}),
\end{array}
\]

that relates the theta kernel \( \Theta_{KM}(\tau, \varphi_f) \) to a theta kernel for \( F^\times \times \text{SL}_2(F) \). The vertical arrow on the left correspond to the cycle \( C \otimes \psi \), that is obtained from the group embedding of \( F^\times \) in \( \text{SO}(F_2^2) \). The vertical arrow on the right correspond to the diagonal restriction of the Hilbert-Eisenstein series of parallel weight one.
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2 Preliminaries

**Intersection numbers.** Let \( M \) be an arbitrary oriented Riemannian manifold of dimension \( m \) with a Riemannian metric \( q_z \). Let \( o(T_z M) \) in \( \bigwedge^m T_z M \) denote the orientation at a point \( z \) in \( M \). Let \( M_1 \) and \( M_2 \) be two immersed oriented submanifolds of complementary dimensions \( m_1 \) and \( m_2 \), with orientations that we denote by \( o(T_z M_1) \) and \( o(T_z M_2) \). Let \( z \) be an intersection point in \( M_1 \cap M_2 \). We say that the intersection is transversal if \( T_z M = T_z M_1 \oplus T_z M_2 \), equivalently if \( T_z M_1 \cap T_z M_2 \) is empty. In this case \( o(T_z M_1) \wedge o(T_z M_2) \) is a multiple of \( o(T_z M) \) and we define

\[ I_z(M_1, M_2) := \text{sgn} \left( \frac{o(T_z M_1) \wedge o(T_z M_2)}{o(T_z M)} \right). \]  

(2.1)

Furthermore, if \( M_1 \cap M_2 \) is finite we define the **topological intersection number** on \( M \)

\[ \langle M_1, M_2 \rangle_M := \sum_{z \in M_1 \cap M_2} I_z(M_1, M_2). \]  

(2.2)

In particular, if one of the two submanifolds is compact, then the intersection is finite.

Viewing the Riemannian metric \( q_z \) as a bilinear pairing on \( T_z M \) we get a bilinear pairing

\[ \bigwedge^k T_z M \otimes \bigwedge^k T_z M \rightarrow \mathbb{R} \]

\[ v_1 \wedge \cdots \wedge v_k \otimes w_1 \wedge \cdots \wedge w_k \rightarrow \det q_z(v_i, w_j)_{ij} \]  

(2.3)

for every positive integer \( k \). Let \( N_z M_1 = (T_z M_1)^\perp \) be the normal space, which is the orthogonal complement of \( T_z M_1 \) with respect to \( q_z \). We fix an orientation \( o(N_z M_1) \) of \( N_z M_1 \) via the rule \( o(T_z M_1) \wedge o(N_z M_1) = o(T_z M) \). One can check that the intersection number is also given by

\[ I_z(M_1, M_2) = \text{sgn} q_z \left( o(T_z M_2), o(N_z M_1) \right). \]  

(2.4)
Poincaré duals. Let $M$ be an $m$-dimensional real oriented manifold without boundary. The integration map yields a non-degenerate pairing [BT82, Theorem 5.11]

$$H^q(M) \otimes_{\mathbb{R}} H^{m-q}_c(M) \to \mathbb{R}$$

where $H_c(M)$ denotes the cohomology of compactly supported forms on $M$. This yields an isomorphism between $H^{m-q}_c(M)^\vee$ and $H^q(M)$, where $H^{m-q}_c(M)^\vee$ is the dual space of $H^{m-q}_c(M)$. An immersed submanifold $C$ of codimension $q$ in $M$ defines a linear functional on $H^{m-q}_c(M)$ by

$$\omega \mapsto \int_C \omega.$$  

(2.6)

By the isomorphism between $H^{m-q}_c(M)^\vee$ and $H^q(M)$ there is a unique cohomology class PD$(C)$ in $H^q(M)$ representing this functional i.e.

$$\int_M \omega \wedge \text{PD}(C) = \int_C \omega,$$

(2.7)

for every closed $(m-q)$-form $\omega$ on $M$. We call PD$(C)$ the Poincaré dual class to $C$, and any closed differential form representing the cohomology class PD$(C)$ a Poincaré dual form to $C$. If $C$ is compact, then PD$(C)$ is compactly supported. Let $C$ and $C'$ be immersed submanifolds and let one of them be compact. Then

$$\int_C \text{PD}(C') = \int_{M_C} \text{PD}(C') \wedge \text{PD}(C) = \langle C', C \rangle_M,$$

(2.8)

where the right hand side is the topological intersection numbers.

Number fields. Let $F = \mathbb{Q}(\lambda)$ be a totally real field of degree $N$, let $f_\lambda$ be the minimal polynomial of $\lambda$, and $\mathcal{O}$ be ring of integers. We will write $F_\mathbb{Q}$ when we want to emphasize that we view $F$ as a $\mathbb{Q}$-vector space. Let $\epsilon_1, \ldots, \epsilon_N$ be an oriented $\mathbb{Z}$-basis of $\mathcal{O}$. With this basis we identify $F_\mathbb{Q}$ as $\mathbb{Q}^N$ as column vectors. For $\mu$ in $F^\times$ let $\gamma(\mu)$ in $GL_N(\mathbb{Q})$ be the matrix representing the left multiplication on $F_\mathbb{Q}$ by $\mu$. The image of this representation is the centralizer of $\gamma(\lambda)$ in $GL_N(\mathbb{Q})$. It is a maximal $\mathbb{R}$-split torus in $GL_N(\mathbb{Q})$. The map sending $(x,y)$ in $F \times F$ to $\text{tr}_{F/\mathbb{Q}}(xy)$ defines a non-degenerate pairing on $F$. The dual of $\mathcal{O}$ is the inverse different ideal $\mathcal{O}^{-1}$. Let $\sigma_1, \ldots, \sigma_N$ be the $N$ real embeddings of $F$. We order them such that the matrix

$$g_\infty := \begin{pmatrix} \sigma_1(\epsilon_1) & \ldots & \sigma_1(\epsilon_N) \\ \vdots & \ddots & \vdots \\ \sigma_N(\epsilon_1) & \ldots & \sigma_N(\epsilon_N) \end{pmatrix} \in GL_N(\mathbb{R})$$

(2.9)

has positive determinant. We set

$$A := g_\infty^t g_\infty = (\text{tr}_{F/\mathbb{Q}}(\epsilon_i \epsilon_j))_{i,j} \in GL_N(\mathbb{Q}),$$

(2.10)

whose determinant $d_F := \det(A)$ is the discriminant of $F$.

Local fields. Let $w$ denote a place of $F$ and $v$ a place of $\mathbb{Q}$. Over $\mathbb{Q}_v$ the (separable) minimal polynomial $f_\lambda$ of $\lambda$ splits as product $f_\lambda = \prod_{w|v} f_w$ of irreducible factors $f_w$ in $\mathbb{Q}_v[x]$, where each factor correspond to a place $w$ dividing $v$; see [Neu99, Proposition 8.2, p. 163]. For every $w$ let $\lambda_w$ in $\mathbb{Q}_w$ be a root of $f_w$ and let $F_w := \mathbb{Q}_w(\lambda_w)$. Let $|x|_w = \sqrt[N]{N(x)}_v$ be the valuation on $F_w$ that extends $|\cdot|_v$, where $N_w := \deg(f_w)$ is the degree of $F_w$ over $\mathbb{Q}_v$. If $w$ is finite we denote by $\mathcal{O}_w$ its ring of integers, $\mathfrak{m}_w$ its unique maximal ideal, $\pi_w$ a uniformizer and $q_w$ the cardinality of the residue field $\mathcal{O}_w/\mathfrak{m}_w$. If $p$ is the prime ideal corresponding to a finite place $w$ we will occasionally replace the index $w$ by $p$ and write $F_p, \mathcal{O}_p, |\cdot|_p, \ldots$.

If $v = p$ is finite, let $f_\lambda \equiv \prod_{w|v} P_w^{e_w} \mod p$ be the factorization modulo $p$ of $f_\lambda$ into irreducibles $P_w$. If $\mathcal{O} = \mathbb{Z}[\lambda]$, then $\lambda$ splits as

$$p\mathcal{O} = \prod_{w|\mathcal{O}} P_w^{e_w},$$

(2.11)

where $P_w = P_w(\lambda)\mathbb{Z} + p\mathbb{Z}$; see [Neu99, Proposition 8.3, p. 48].
Restriction of scalars. For any \( v \) we define the \( N \)-dimensional \( \mathbb{Q}_v \)-algebra \( F_v := \prod_{w|v} F_w \), and for a finite place \( v = p \) we set \( \mathcal{O}_p := \prod_{w|p} \mathcal{O}_w \). At every place we have an embedding of \( F \) in \( F_w \) given by sending \( \lambda \) to \( \lambda_w \). In particular when \( v \) is totally split we have \( N \) such embeddings. Let us denote by \( F_{\mathbb{Q}_v} \) the \( \mathbb{Q}_v \)-algebra \( F_{\mathbb{Q} \otimes \mathbb{Q}_v} \). We have an isomorphism of \( \mathbb{Q}_v \)-algebras:

\[
\zeta_v : F_{\mathbb{Q}_v} \to F_v \\
\alpha \otimes t \mapsto (\alpha_w t)_{w|v}, \tag{2.12}
\]

where \( \alpha_w \) is the image of \( \alpha \) in \( F_w \). It induces an isomorphism between \( \mathcal{O} \otimes \mathbb{Z}_p \) and \( \mathcal{O}_v \) at the finite places; see [Wie85] for a proof. We fix a \( \mathbb{Z}_p \)-basis of \( \mathcal{O}_w \) for every \( w \) diving \( p \). This gives a \( \mathbb{Z}_p \)-basis of \( \mathcal{O}_p \), which in turn identifies \( F_p \) with \( \mathbb{Q}_p \). On the other hand, at the archimedean place we have \( F_\infty = \mathbb{R}^N \) since \( F \) is totally real. For \( t \) in \( F_\infty^\times \) we let \( g(t) \) in \( GL(F_{\mathbb{Q}_v}) \simeq GL_N(\mathbb{Q}_v) \) be the matrix representing the left multiplication on \( F_v \) by \( t \). Then there is a matrix \( g_v \) in \( Hom(F_{\mathbb{Q}_v}, F_v) \simeq GL_N(\mathbb{Q}_v) \) such that for every \( t \) in \( F \) we have \( \gamma(\zeta^{-1} t) = g_v^{-1} g(t) g_v \) in \( GL_N(\mathbb{Q}_v) \). However we will usually identify \( F_{\mathbb{Q}_v} \) with \( F_v \) and simply write \( \gamma(t) \) instead of \( \gamma(\zeta^{-1} t) \). In the case where \( v = \infty \), then \( F_\infty = \mathbb{R}^N \). If \( t = (t_1, \ldots, t_N) \) in \( F_\infty \), then \( g(t) \) is the matrix with \( (t_1, \ldots, t_N) \) on the diagonal and we can take \( g_\infty \) as in (2.9). Let \( H_v := F_{\mathbb{Q}} \otimes \mathbb{H} \). The map \( \zeta_v \otimes \xi_v \) induces an isomorphism \( \zeta \) between \( H_v \) and \( H_\infty \), which also identifies \( \mathbb{Z} \otimes \mathcal{O} \) with \( \mathcal{O} \).

Haar measures. Let \( F \) be a totally real number field and \( F_w \) the completion at a place \( w \). We identify \( F_w \) with its dual \( F_w^\vee \) by the pairing \( \text{tr}_{F_w/F_v}(xy) \). We fix the additive character \( \chi_{\mathbb{Q}_v} \) on \( \mathbb{Q}_v \) defined by

\[
\chi_{\mathbb{Q}_v}(x) := \begin{cases} e^{2i\pi x} & \text{if } v = \infty \\ e^{2i\pi (z)_p} & \text{if } v = p, \end{cases}
\]

where \( \{x\}_p \) is the fractional part of \( x \) in \( \mathbb{Q}_p \). Let \( k \) be an étale algebra extension of \( \mathbb{Q}_v \). We can extend this character to a character \( \chi_k \) on \( k \) by setting \( \chi_k := \chi_{\mathbb{Q}_v} \otimes \text{tr}_k|\mathbb{Q}_v \).

There is a unique choice of Haar measure \( dx_w \) on \( F_w \) which is self dual with respect to \( \chi_{\mathbb{Q}_v} \). This is the Haar measure normalized such that \( \text{vol}(\mathcal{O}_w^{-1}) = 1 \), where

\[
\mathcal{O}_w^{-1} = \{x \in F_w| \text{tr}_{F_w/F_v}(xy) \in \mathbb{Z}_v \text{ for all } y \in \mathcal{O}_w \}
\]

is the inverse different ideal. This is equivalent to \( \text{vol}(\mathcal{O}_w) = \sqrt{N(\mathcal{O}_w)} \). We obtain a measure \( dx := \prod_w dx_w \) on \( H_F \) which satisfies \( \text{vol}(\mathcal{O}) = d_p^{-\frac{1}{2}} \). For a Schwartz function \( \Phi_w \) in \( \mathcal{S}(F_w) \) let \( \Phi_w^\vee \) in \( \mathcal{S}(F_w) \) be the Fourier transform defined by

\[
\Phi_w^\vee(t) := \int_{H_F} \Phi_w(u) \chi_w(-tu) du, \tag{2.14}
\]

where \( du \) is the self-dual measure. On \( H_F^\times \) we define the Haar measure

\[
dt_w := m_w \frac{dt}{|t|_w}, \tag{2.15}
\]

where \( m_w = 1 \) if \( w \) is archimedean. After fixing a character \( \psi \) of conductor \( \mathfrak{f} \) the constant \( m_w \) for \( w \) non-archimedean will be chosen such that \( \text{vol}^{\times}(\tilde{U}(\mathfrak{f})) = 1 \).

Class groups. For an ideal \( \mathfrak{f} \) of \( \mathcal{O} \) let \( \mathcal{I}_\mathfrak{f}(F) \) be the set of fractional ideals in \( F \) coprime to \( \mathfrak{f} \) and \( P_F(\mathfrak{f}) \) the set of principal ideals in \( \mathcal{I}_\mathfrak{f}(F) \). Let \( P_F(\mathfrak{f})^+ \) be the set of principal ideals whose generator is positive at all places. We define the class group \( Cl(F) := \mathcal{I}_\mathfrak{f}(F)/P_F(\mathfrak{f}) \) and the narrow class group \( Cl(F)^+ := \mathcal{I}_\mathfrak{f}(F)/P_F(\mathfrak{f})^+ \). We also define the ray class groups \( Cl_\mathfrak{f}(F) := \mathcal{I}_\mathfrak{f}(F)/P_\mathfrak{f}(F) \) and \( Cl_\mathfrak{f}(F)^+ := \mathcal{I}_\mathfrak{f}(F)/P_\mathfrak{f}(F)^+ \). The map sending an ideal \( \mathfrak{a} \) to the finite adèle \( (\pi_w(\mathfrak{a}))_w \) induces an isomorphism

\[
Cl_\mathfrak{f}(F)^+ \simeq F_{\mathbb{X}}^\times \backslash \mathbb{A}_F^\times /\tilde{U}(\mathfrak{f}). \tag{2.16}
\]

Hecke characters and \( L \)-functions. Let \( \psi : F_{\mathbb{X}}^\times \backslash \mathbb{A}_F^\times \to \mathbb{C}^\times \) be a finite order Hecke character. We can write \( \psi = \psi_{\infty} \otimes \psi_{\mathfrak{f}} \) where the finite part \( \psi_{\mathfrak{f}} \) is a character on \( F_{\mathbb{X}}^\times \backslash \mathbb{A}_F^\times \). The conductor of \( \psi \) is the largest ideal \( \mathfrak{f} \) of \( \mathcal{O} \) such that \( \psi_{\mathfrak{f}} \) vanishes on

\[
\tilde{U}(\mathfrak{f}) = \prod_w U_w(\mathfrak{f}), \tag{2.17}
\]
where

\[ U_w(f) := \begin{cases} \mathcal{O}_w^\times & \text{if } w(f) = 0 \\ 1 + p^w(f) & \text{if } w(f) > 0. \end{cases} \]  

(2.18)

We say that \( \psi \) is unramified if the conductor is \( \mathcal{O} \) i.e. \( \psi_f \) is trivial on \( \hat{\mathcal{O}}^\times \). At an archimedean places \( \psi_\sigma \) is given by

\[ \psi_\sigma(t) = |t_\sigma|^{a_\sigma} \left( \frac{t_\sigma}{|t_\sigma|} \right)^{b_\sigma} \]  

(2.19)

where \( a_\sigma \) can be any complex number and \( b_\sigma \) is 0 or 1. We say that \( \psi \) is totally odd if \( b_\sigma = 1 \) at all places.

The finite part of a Hecke character of conductor \( f \) can also be seen as a character \( \psi: \mathcal{I}(f) \rightarrow \mathbb{C}^\times \)

\[ \mathfrak{a} \mapsto \psi(1, \mathfrak{a}) \]  

(2.20)

such that at principal ideals in \( \mathcal{P}_f^+(F) \) we have

\[ \psi((\alpha)) = \prod_\sigma |\sigma(\alpha)|^{a_\sigma} \left( \frac{\sigma(\alpha)}{|\sigma(\alpha)|} \right)^{b_\sigma}, \]  

(2.21)

where the product is taken over all real places and pairs of complex embeddings. To such a character we can attach an \( L \)-function

\[ L^I(\psi, s) := \sum_{\substack{\mathfrak{a} \subset \mathcal{O} \\ \gcd(f, \mathfrak{a}) = 1}} \frac{\psi(\mathfrak{a})}{N(\mathfrak{a})^s}. \]  

(2.22)

It converges for \( \Re(s) > 1 \), admits a meromorphic continuation and a functional equation. Moreover, it has the Euler product

\[ L^I(\psi, s) = \prod_{\substack{\mathfrak{p} \subset \mathcal{O} \text{ prime} \\ \gcd(p, f) = 1}} L_p(\psi, s) \]  

(2.23)

where the local factors are \( L_p(\psi, s) := (1 - \psi(p) N(p)^{-s})^{-1} \). For more on \( L \)-functions we refer to [Iwa19] and [Bum97].

**Zeta functions.** For a Schwartz function \( \Phi_w \) in \( \mathcal{S}(F_w) \) we define the local Zeta integrals

\[ \zeta_w(\Phi_w, \psi, s) := \int_{F_w^\times} \Phi_w(t_w) \psi_w(t_w) |t_w|^s dt_w^\times, \]  

(2.24)

which converge for \( \Re(s) > 0 \). For a Schwartz function \( \Phi \) in \( \mathcal{S}(\mathbb{A}_F) \) we define the Zeta integral

\[ \zeta(\Phi, \psi, s) := \int_{\mathbb{A}_F^\times} \Phi(t) \psi(t)|t|^{s} dt^\times. \]  

(2.25)

This function converges absolutely for \( \Re(s) > 1 \) by [Bum97, Proposition. 3.1.4 (iii)]. For a decomposable Schwartz function \( \Phi = \otimes \Phi_w \) in \( \mathcal{S}(\mathbb{A}_F) \) and for \( \Re(s) > 1 \) the decomposition

\[ \zeta(\Phi, \psi, s) = \prod_w \zeta_w(\Phi_w, \psi, s) \]  

(2.26)

is valid, where the product is taken over the places of \( F \). We will also denote by \( \zeta_f \) the finite part of the zeta integral:

\[ \zeta_f(\Phi_f, \psi, s) := \int_{\mathbb{A}_F^\times} \Phi_f(t_f) \psi_f(t_f)|t_f|^s dt_f^\times. \]  

(2.27)
The zeta function $\zeta(\Phi, \psi, s)$ admits a meromorphic continuation to the complex plane and a functional equation $\zeta(\Phi, \psi, s) = \zeta(\Phi^\vee, \psi^{-1}, 1 - s)$, where $\Phi^\vee$ in $\mathcal{S}(\mathbb{A}_F)$ is the Fourier transform of $\Phi$ defined in (2.14).

In our case, at an archimedean place $\sigma$, the Schwartz function will be $\Phi_\sigma(t) = e^{-|t|^2} t$ and the character $\psi_\sigma(t) = \text{sgn}(t)$. With this choice we then have

$$\zeta_\infty(\Phi, \psi, s) = \Lambda(s),$$

where $\Lambda(s) := \Gamma \left( \frac{1+i s}{2} \right) \left( \frac{N}{N(s+1)} \right) \pi^{-\frac{N(s+1)}{2}}$. At the places where $\Phi_w = 1_{\mathcal{O}_w}$ and the character $\psi$ is unramified we have

$$\zeta_w(\Phi, \psi, s) = \text{vol}^\times(\sigma_w^*) L_w(\psi, s)$$

where $L_w(\psi, s)$ are the local factors as in Subsection 2 for $p$ corresponding to $w$.

**Weil representation.** Let $L$ be a number field (we will consider $L = \mathbb{Q}$ or $L = F$ totally real) and $(X_L, Q)$ be a $2m$-dimensional quadratic space over $L$. Let $(W_L, B)$ be the symplectic space $W_L = X_L \oplus X_L$ with the symplectic form

$$B \left( \begin{pmatrix} x \\ y \end{pmatrix}, \begin{pmatrix} x' \\ y' \end{pmatrix} \right) = Q(x, y') - Q(x', y).$$

Let $k$ be the completion of $L$ at some place, let $X_k := X \otimes_L k$ and $W_k := W_L \otimes_L k$. Let $\chi_k$ be the additive character of $k$ defined in Subsection 2. Let

$$g = \begin{pmatrix} g_1 & g_2 \\ g_3 & g_4 \end{pmatrix} \in \text{Sp}(W_k) \subset \text{GL}(W_k)$$

with $g_1$ and $g_4$ in $\text{GL}(X_k)$, and $g_2$ and $g_3$ in $\text{End}(X_k)$. For $\varphi$ a Schwartz function in $\mathcal{S}(X_k)$ we define the local (projective) Weil representation [MVW87, p. 40]

$$\omega: \text{Sp}(W_k) \rightarrow \mathcal{U}(\mathcal{S}(X_k))$$

by the operator

$$\omega(g)\varphi(x) := \int_{X_k/\ker(g_3)} \varphi(\cdot g_1 x + \cdot g_3 y) \chi_k \left( \frac{1}{2} Q(\cdot g_1 x, \cdot g_3 y) + Q(\cdot g_2 x, \cdot g_3 y) + \frac{1}{2} Q(\cdot g_3 y, \cdot g_4 y) \right) d\mu(y),$$

where $\cdot g$ is defined by $Q(gx, y) = Q(x, gy)$. The Haar measure $d\mu(y)$ on $X_k/\ker(g_3)$ is the unique one that makes this operator unitary with respect to the $L^2$-norm on $\mathcal{S}(X_k)$. We can then extend the local Weil representation to a global Weil representation $\mathcal{S}(X_{\mathbb{A}_k})$ of $\text{Sp}(W_{\mathbb{A}_k})$.

The operator (2.33) only defines a projective representation of $\text{Sp}(W_k)$ in the sense that $\omega(g_1 g_2) = c(g_1, g_2) \omega(g_1) \omega(g_2)$ for some complex cocycle $c(g_1, g_2)$ of norm 1; see [Rao93]. However, on some subgroups of $\text{Sp}(W_k)$ the cocycle $c(g_1, g_2)$ becomes trivial and we have a true representation of those subgroups.

**Dual pairs and theta kernels.** A dual pair $(G, H)$ is a pair of subgroups $G$ and $H$ of $\text{Sp}(W_k)$ that centralize each other in $\text{Sp}(W_k)$. This allows us to view $G \times H$ as a subgroup of $\text{Sp}(W_k)$ and to restrict the Weil representation to this product. If $\varphi$ is a Schwartz function in $\mathcal{S}(X_{\mathbb{A}_k})$ we define the theta kernel

$$\Theta(g, h, \varphi) := \sum_{x \in X(L)} \omega_{\varphi}(g, h) \varphi(x)$$

for $(g, h)$ in $G(\mathbb{A}_L) \times H(\mathbb{A}_L)$. A seesaw pair is a pair of dual pairs $(G^0, H^0)$ and $(G, H)$ such that $H^0$ is contained in $H$ and $G$ is contained in $G^0$. Such a pair is represented by a diagram

$$\begin{array}{ccc}
H & \setminus & G \\
\downarrow & & \downarrow \\
H^0 & \setminus & G^0
\end{array}$$

The seesaw principle relies on the observation that the theta kernel associated to these two dual pairs agree on the common subgroup $H^0 \times G$. We will be interested in a seesaw that is obtained by restriction of scalars. It is the example (2.19) given by Kudla in [Kud84] and will be explained in Section 4.
There are two types of dual pairs that will be involved. Let $k$ be one of the completions of $L$ and $f_1, \ldots, f_{2m}$ a $k$-basis of $X_k$. Then we have an isomorphism between $W_k$ and $k^{4m}$ with the symplectic form

$$
\begin{pmatrix}
0 & A(Q) \\
-A(Q) & 0
\end{pmatrix}
$$

where $A(Q)$ in $M_{2m}(k)$ is the symmetric matrix $(A(Q))_{ij} = Q(f_i, f_j)$. In this basis the symplectic group is given by

$$
\text{Sp}(W_k) = \left\{ g \in \text{GL}_{4m}(k) \left| g \begin{pmatrix} A(Q) \\ -A(Q) \end{pmatrix} g = \begin{pmatrix} A(Q) \\ -A(Q) \end{pmatrix} \right. \right\}.
$$

(2.35)

1. We view $X = k^{2m}$ with the quadratic form $A(Q)$. We can embed $\text{GL}_{2m}(k)$ in $\text{Sp}(W_k)$ by

$$
\text{GL}_{2m}(k) \hookrightarrow \text{Sp}(W_k)
$$

$$
g \mapsto \begin{pmatrix} g & *g_{-1} \end{pmatrix},
$$

where $*g := A(Q)^{-1}gA(Q)$ is as above. The centralizer of $\text{GL}_{2m}(k)$ is the center $\text{GL}_1(k)$ of $\text{GL}_{2m}(k)$, and we obtain a dual pair $\text{GL}_{2m} \times \text{GL}_1$ which we call the linear pair. The restriction of the operator (2.33) to $\text{GL}_{2m} \times \text{GL}_1$ defines the Weil representation on $\mathcal{M}(X_k)$, given by

$$
\omega_l(g, t)\varphi(x) = |\det(gt)|^{\frac{1}{2}} \varphi(*gt(x))
$$

(2.37)

for $(g, t)$ in $\text{GL}_{2m}(k) \times \text{GL}_1(k)$.

2. We can restrict the embedding (2.36) to the orthogonal group of $X_k$

$$
\text{SO}(X_k) \hookrightarrow \text{Sp}(W_k)
$$

$$
h \mapsto \begin{pmatrix} h & 0 \\ 0 & h \end{pmatrix},
$$

(2.38)

since $*h^{-1} = h$. Its centralizer is isomorphic to $\text{SL}_2(k)$, embedded as follows

$$
\text{SL}_2(k) \hookrightarrow \text{Sp}(W_k)
$$

$$
\begin{pmatrix} a & b \\ c & d \end{pmatrix} \mapsto \begin{pmatrix} a & b \\ c & d \end{pmatrix}.
$$

(2.39)

Hence the pair $\text{SO}(X_k) \times \text{SL}_2(k)$ is the second example of dual pair, that we call the orthosymplectic pair. The restriction of the operators defined in (2.33) to $\text{SL}_2(k) \times \text{SO}(X_k)$ yields the Weil representation on $\mathcal{M}(X_k)$:

$$
\omega_{\text{os}}(g, h)\varphi(x) = \omega_{\text{os}}(g, 1)\varphi(h^{-1}x),
$$

(2.40)

$$
\omega_{\text{os}}\left( \begin{pmatrix} 1 & b \\ 0 & 1 \end{pmatrix}, 1 \right)\varphi(x) := \chi_h \left( \frac{bQ(x, x)}{2} \right) \varphi(x),
$$

(2.41)

$$
\omega_{\text{os}}\left( \begin{pmatrix} a & -1 \\ a^{-1} & 1 \end{pmatrix}, 1 \right)\varphi(x) := |a|^{m} \varphi(ax),
$$

(2.42)

$$
\omega_{\text{os}}(S, 1)\varphi(x) := \int_{X_k} \varphi(y)\chi_h (-Q(x, y)) \, d\mu(y),
$$

(2.43)

where $S = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}$ and $(g, h)$ in $\text{SL}_2(k) \times \text{SO}(X_k)$.

Note that the restriction of the projective representation (2.33) defines a true representation on $\text{SL}_2(k) \times \text{SO}(X_k)$ since we assumed that $X_L$ is even dimensional. For more on the Weil representation and the theta correspondence we refer to [Wei64], [Rao93], [LV80] and [MVW87].
Hilbert modular forms and Eisenstein series. Let $\Gamma$ be a finite index subgroup of $\text{SL}_2(\mathcal{O})$. Let $(\tau_1, \ldots, \tau_N)$ be a point in $\mathbb{H}^N := \mathbb{H} \times \cdots \times \mathbb{H}$. The group $\Gamma$ acts on $\mathbb{H}^N$ by $\gamma(\tau_1, \ldots, \tau_N) = (\gamma_1 \tau_1, \ldots, \gamma_N \tau_N)$, where $\gamma_i$ is the image in $\text{SL}_2(\mathbb{R})$ of $\gamma$ by the real embedding $\sigma$. A holomorphic function $f$ on $\mathbb{H}^N$ is a Hilbert modular form of weight $(k_1, \ldots, k_N)$ and of level $\Gamma$ if

1. $f(\gamma_1 \tau_1, \ldots, \gamma_N \tau_N) = \sum_{(1 \cdots N)} (c_1 \gamma_1 + d_1) \cdots (c_N \gamma_N + d_N)k f(\tau_1, \ldots, \tau_N)$, where $\gamma_i = (a_i, b_i) \in \mathbb{Z}^2$, and of level $\Gamma$ if
2. If $F = \mathbb{Q}$ then $f$ is holomorphic at the cusps.

We say that $f$ has parallel weight $k$ if all the $k_i$'s are equal to $k$. If $f$ is a Hilbert modular form then its diagonal restriction $f(\tau, \ldots, \tau)$ is a modular form of weight $k_1 + \cdots + k_N$ and of level $\Gamma \cap \text{SL}_2(\mathbb{Z})$.

Let $\phi_\sigma$ be the Schwartz function in $\mathcal{S}(F_2^\times)$ defined by

$$\phi_\sigma(x_\sigma) = (-i)e^{-\pi |z_\sigma|^2} z_\sigma$$

where $x_\sigma = (x_\sigma, x'_\sigma)$ and $z_\sigma := x_\sigma + ix'_\sigma$. Let $\phi = \phi_\infty \otimes \phi_f$ in $\mathcal{S}(F_2^2)$ where $\phi_\infty = \prod_v \phi_\sigma$ is in $\mathcal{S}(F_2)$ and $\phi_f$ is an arbitrary finite Schwartz function in $\mathcal{S}(F_2^2)$. For a totally odd finite order Hecke character $\psi$ we define the function

$$Z(g, x, \phi, \psi, s) := \int_{K_F} \omega_1(g, t) \phi(x) \psi(t)^s dt,$$

which converges absolutely for $\text{Re}(s) > 0$. For $\tau = (\tau_1, \ldots, \tau_N)$ in $\mathbb{H}^N$ let

$$g_\tau = \begin{pmatrix} \sqrt{\tau} & 0 \\ \sqrt{\tau} & 1 \end{pmatrix} \in \text{SL}_2(F_\infty) \simeq \text{SL}_2(\mathbb{R})^N$$

where $\tau = u + iv$. It is the matrix in $\text{SL}_2(\mathbb{R})^N$ that sends $(i, \ldots, i)$ to $(\tau_1, \ldots, \tau_N)$ by Möbius transformation. We define the Eisenstein series

$$E(\tau_1, \ldots, \tau_N, \phi_\psi, \psi, s) := \sum_{\gamma \in P(F) \backslash \text{GL}_2(F)} (v_1 \cdots v_N)^{-\frac{s}{2}} Z(g_\tau, \gamma_0^{-1} \chi_0, \phi, \psi, s),$$

where $P(F)$ is the stabilizer of $x_0 := (1, 0)$ and $\gamma_0$ in $\text{GL}_2(F)$ is one of the following representatives for $P(F) \backslash \text{GL}_2(F)$

$$\begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \quad \text{or} \quad \begin{pmatrix} \lambda & 1 \\ 1 & 0 \end{pmatrix} \quad \text{with} \quad \lambda \in F^\times.$$  

The Eisenstein series converges termwise absolutely for $\text{Re}(s) > N - 1$, see [Wie85, Lemma p. 106]. It admits an analytic continuation to the whole plane by [Wie85, Proposition 9] and we set

$$E(\tau_1, \ldots, \tau_N, \phi_f, \psi) := E(\tau_1, \ldots, \tau_N, \phi_f, \psi, s)|_{s = 0}.$$  

Since the Schwartz function decomposes as $\phi = \phi_\infty \otimes \phi_f$ we can decompose the integral

$$Z(g_\tau, m/n, \phi, \psi, s) = Z_{\infty}(g_\tau, m/n, \phi, \psi, s) Z_f(1, m/n, \phi, \psi, s).$$

**Lemma 2.1.** We have

$$Z_{\infty}(g_\tau, m/n, \phi, \psi, s) = \frac{\Lambda(1 + s)}{(2\pi)^N} \frac{\prod_{\sigma} \phi_\sigma^{-1}(m/n)}{N(m - n\sqrt{\tau})^{1 + s}}.$$  

Proof. Let $\tau_\sigma = u_\sigma + iv_\sigma$ and $g_{\tau_\sigma} = \begin{pmatrix} \sqrt{\tau_\sigma} & 0 \\ 0 & \sqrt{\tau_\sigma} \end{pmatrix}$, then $g_{\tau_\sigma}^{-1} m/n = \begin{pmatrix} \alpha_\sigma \\ \beta_\sigma \end{pmatrix}$ with $\alpha_\sigma = \frac{m - n\sqrt{\tau}}{\sqrt{\tau}}$ and $\beta_\sigma = n\sqrt{\tau}$. Thus

$$\int_{F_\infty} \omega_1(g_\tau) \phi_\infty(m/n \tau_{\infty}) \psi_{\infty}((t_{\infty})^{1 + s} dt_{\infty} = 2N \prod_{\sigma} \int_0^{\infty} \phi_\sigma(\alpha_{\sigma} t_\sigma) \beta_{\sigma} t_\sigma^{-2 + s} dt_\sigma, \quad (2.50)$$

since $\phi_\sigma$ and $\psi_\sigma$ are both odd functions. At the place $\sigma$ we have

$$\int_0^{\infty} \phi_\sigma(\alpha_{\sigma} t_\sigma) t_\sigma^{-1 + s} dt_\sigma = -iz_\sigma \int_0^{\infty} e^{-\pi t_\sigma^2} t_\sigma^{-1 + s} dt_\sigma, \quad (2.51)$$
where \( z_\sigma = \alpha_\sigma + i \beta_\sigma = \frac{m-n\tau_\sigma}{\sqrt{\nu_\sigma}} \). The right hand side converges for \( \text{Re}(s) > -2 \) to

\[
- \frac{i z_\sigma}{2|z_\sigma|^2} \Gamma \left( 1 + \frac{s}{2} \right) \pi^{-(1+\frac{s}{2})} = \frac{1}{2\pi i} \Gamma \left( 1 + \frac{s}{2} \right) \pi^{-\frac{s}{2}} \frac{\nu_\sigma^\frac{1}{2+s}}{(m-n\tau_\sigma)|m-n\tau_\sigma|^s}. \tag{2.52}
\]

Hence

\[
Z_\infty \left( g_f \left( \frac{m}{n} \right), \phi, \psi, s \right) = \frac{\Lambda(1+s)}{(i\pi)^N} \frac{\nu_\sigma^\frac{1}{2+s}}{N(m-n\tau_\sigma)|m-n\tau_\sigma|^s}. \tag{2.53}
\]

\[\Box\]

**Proposition 2.2.** For \( \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \) in \( \text{GL}_2(F)^+ \) and \( \phi_f \) arbitrary we have

\[
E(\gamma \mathcal{Z}, \phi_f, \psi, s) = |\det(\gamma)|^{\frac{s}{2}} N(c \tau + d)^s N(c \tau + d)^s E(\mathcal{Z}, \omega_1(\gamma^{-1})\phi_f, \psi, s).
\]

In particular, if \( \Gamma \) preserves \( \phi_f \) then \( E(\mathcal{Z}, \phi_f, \psi) \) is a Hilbert modular form of parallel weight one and level \( \Gamma \).

3. **Kudla-Millson form and special cycles**

**The quadratic space.** Let us recall from the introduction the appropriate setting that we want to consider. Let \( F \) be a totally real field of degree \( N \) with ring of integers \( \mathcal{O} \). Let \( X_F^2 := F^2 \) be the 2-dimensional quadratic \( F \)-space with the quadratic form \( Q^0(x, y) = xy' + x'y \) where \( x = (x, x') \) and \( y = (y, y') \) are two vectors in \( F^2 \). It is represented by the symmetric matrix \( A(Q^0) = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \). Let \( \text{SO}(F^2) \) be its orthogonal group over \( F \). We have an isomorphism

\[
F^x \rightarrow \text{SO}(F^2)
\]

\[
t \mapsto \begin{pmatrix} t & 0 \\ 0 & t^{-1} \end{pmatrix}.
\tag{3.1}
\]

Let \( X_Q := \text{Res}_{F/\mathbb{Q}} F^2 \) be the quadratic space obtained by restriction of scalars. As a vector space it is the 2\( N \)-dimensional \( F_Q^2 \) over \( \mathbb{Q} \), and the quadratic form is given by \( Q := \text{tr}_{F/\mathbb{Q}} Q^0 \). At every place \( v \) of \( F \) let \( X_Q_v := X_Q \otimes \mathbb{Q}_v = F_Q^2 \). Using the \( \mathbb{Z} \)-basis of \( \mathcal{O} \) that we fixed we obtain an isomorphism between \( F_Q^2 \) and \( \mathbb{Q}_v^2 \), equipped with the quadratic form

\[
A(Q) = \begin{pmatrix} 0 & A \\ A & 0 \end{pmatrix} \tag{3.2}
\]

where \( A = \mathfrak{g}_\infty \mathfrak{g}_\infty \) is as in \( (2.10) \) and is positive definite. Let \( H(\mathbb{Q}) = \text{SO}(F_Q^2) \) be the orthogonal group of \( X_Q \), given by

\[
H(\mathbb{Q}) = \left\{ h \in \text{SL}_{2N}(\mathbb{Q}) \mid h \begin{pmatrix} A & \vdots \\ \vdots & A \end{pmatrix} h = \begin{pmatrix} A & \vdots \\ \vdots & A \end{pmatrix} \right\}. \tag{3.3}
\]

**A locally symmetric space.** Let \( X_R = F^2_\mathbb{R} \) be the real points of \( X_Q \). It is a space of signature \((N,N)\). We fix a \( \mathbb{Z} \)-basis of \( \mathcal{O} \) and use it to identify \( F_Q^2 \) with \( \mathbb{R}^{2N} \). The Lie group \( H(\mathbb{R}) := \text{SO}(F^2_\mathbb{R}) \) has two connected components and we denote by \( H(\mathbb{R})^+ \) the connected component of the identity. Let \( \mathbb{D} \) be the space of oriented negative \( N \)-planes

\[
\mathbb{D} := \left\{ z \in F^2_\mathbb{R} \mid z \text{ oriented}, \dim(z) = N, \ Q|_z < 0 \right\}; \tag{3.4}
\]

it is an \( N^2 \)-dimensional Riemannian manifold. This space has two connected components that we denote by \( \mathbb{D}^+ \) and \( \mathbb{D}^- \). For an oriented subspace \( z \) let \( o(z) \) in \( \wedge^N z \) be its orientation.

We also consider the basis \( e_1, \ldots, e_N, f_1, \ldots, f_N \) of \( F^2_\mathbb{R} \) where \( e_k := (e_k, e_k) \) and \( f_k := (e_k, -e_k) \), and \( e_k \) is the standard unit vector in \( \mathbb{R}^N \). Note that \( Q(e_k, e_k) \) is positive and \( Q(f_k, f_k) \) is negative. We orient \( F^2_\mathbb{R} \) by \( e_1 \wedge \cdots \wedge e_N \wedge f_1 \wedge \cdots \wedge f_N \). Let \( z_0 := \langle f_1, \ldots, f_N \rangle \) be the negative plane oriented by \( o(z_0) := f_1 \wedge \cdots \wedge f_N \).
The group $H(\mathbb{R})^+$ acts transitively on $D^+$ by sending $z_0$ to $hz_0$. Hence we can identify $D^+$ with $H(\mathbb{R})^+/K_\infty(z_0)$ where $K_\infty(z_0)$ is the stabilizer of $z_0$ in $H(\mathbb{R})^+$ and is isomorphic to $SO(N) \times SO(N)$. We can also identify $D$ with $H(\mathbb{R})/K_\infty(z_0)$.

For a positive vector $x$ in $F^r_\mathbb{R}$ we define the totally geodesic submanifold

$$D_x := \{ z \in D^+ \mid z \subset x^+ \}. \quad (3.5)$$

and $D_x^+ := D^+ \cap D_x$. Let $H_x(\mathbb{R})$ be the stabilizer of $x$ in $H(\mathbb{R})$ and let $K_x(z_0) := H_x^+(\mathbb{R}) \cap K_\infty(z_0)$. We then have a diffeomorphism

$$H_x^+(\mathbb{R})/K_x(z) \longrightarrow D_x^+ \subset D^+$$

$$hK_x(z) \longrightarrow hz. \quad (3.6)$$

**Orientations.** We need to orient the spaces $D^+$ and $D_x^+$. We fix orientations

$$o(x \mathbb{R}) := e_1 \wedge \cdots \wedge e_q \wedge e_{p+1} \wedge \cdots \wedge e_{p+q}, \quad o(z_0) := e_{p+1} \wedge \cdots \wedge e_{p+q} \quad (3.7)$$

of $x_\mathbb{R}$ and of $z_0$, let us explain how this yields an orientation on $D^+$. If $z$ is a negative plane, we write $z = h_z z_0$ for some $h_z$ in $H(\mathbb{R})^+$. Let $e_k(z) = h_z e_k$ so that $z = \text{span}(e_{p+1}(z), \ldots, e_{p+q}(z))$ and the orientation of $z$ is $e_{p+1}(z) \wedge \cdots \wedge e_{p+q}(z)$. We can identify $T_z D^+$ with $z^\vee \otimes z^+$, so that we have to orient $z^\vee \otimes z^+$. First we orient $z^+$ by the rule that $o(z^+) \wedge o(z) = o(x_\mathbb{R})$. Then we orient $z^\vee$ by $e_{p+1} \wedge \cdots \wedge e_{p+q}(z)$. Finally, we need to orient the tensor product. If $V$ and $W$ are two vector spaces with orientations $v_1 \wedge \cdots \wedge v_N$ and $w_1 \wedge \cdots \wedge w_M$ then we orient the basis $v_i \otimes w_j$ with the lexicographic order from right to left. 

**Example.** If $o(V) = v_1 \wedge v_2$ and $W = w_1 \wedge w_2$ then $o(V \otimes W) = (v_1 \otimes w_1) \wedge (v_2 \otimes w_2) \wedge (v_1 \otimes w_2) \wedge (v_2 \otimes w_2)$.

Let us now orient $D_x^+$, given a positive vector $x$. We have an isomorphism between $T_z D_x^+$ and $z^\vee \otimes (z^+ \cap x^+)$. With the Riemannian metric on $D^+$ the normal bundle is $N_z D_x^+ = z^\vee \otimes x$, which can be identified with $z^\vee$. The space $N_z D_x^+$ is oriented by $z^\vee$ and we orient $T_z D_x^+$ by the rule $o(T_z D_x^+) = o(T_z D^+)$.

**Adelic spaces.** Let $K := K_\infty K_f$ where $K_f$ is an open compact subgroup preserving a Schwartz function $\varphi_f$ in $\mathcal{S}(F^r_\mathbb{A})$ and $K_\infty = K_\infty(z_0)$ the maximal compact subgroup of $H(\mathbb{R})^+$ stabilizing $z_0$. We define the double coset space

$$M_K := H(\mathbb{Q}) \backslash H(\mathbb{A})/K \simeq H(\mathbb{Q}) \backslash D \times H(k_f)/K_f, \quad (3.8)$$

where the second isomorphism sends $H(\mathbb{Q})(h_\infty, h_f)K$ to $H(\mathbb{Q})(h_\infty z_0, h_f)K$. There exists elements $h_1, \ldots, h_r$ in $H(k_f)$ such that

$$H(k_f) = \bigsqcup_{i=1}^r \left( H(\mathbb{Q})^+ h_i K_f \right). \quad (3.9)$$

Let $\Gamma_{h_i} := H(\mathbb{Q})^+ \cap h_i K_f h_i^{-1}$ and $\Gamma_{h_i}$ its image in $H^{ad}(\mathbb{Q})^+$, where the latter is the intersection of $H(\mathbb{Q})$ with $H^{ad}(\mathbb{R})^+ := H(\mathbb{R})^+/Z(H(\mathbb{R}))$. We have a homeomorphism

$$M_K \simeq \bigsqcup_{i=1}^r M_{h_i}, \quad (3.10)$$

where $M_{h_i}$ is the locally symmetric space $M_{h_i} := \Gamma_{h_i} \backslash D^+$. The map goes as follows. Let $H(\mathbb{Q})(z, h_f)K$ be a double coset. Let us define $\delta_z$ to be 1 if $z$ is in $D^+$ and $\delta_z$ is any element in $H(\mathbb{Q}) - H(\mathbb{Q})^+$, if $z$ is in $D^-$. The element $\delta_z$ permutes $D^+$ and $D^-$, hence $H(\mathbb{Q})(z, h_f)K = H(\mathbb{Q})(\delta_z z, h_f)K$ with $\delta_z z$ in $D^+$. Write $\delta_z h_f = h^{-1} h_i k_f$ for some $k_f$ in $K_f$ and $h$ in $H(\mathbb{Q})^+$ and $i$ in $\{1, \ldots, r\}$. Then this coset is mapped to the point $\Gamma_{h_i} h h_0 z$.

**Special cycles.** For $h_i$ in $H(k_f)$ and $x$ a vector in $F^r_\mathbb{Q}$ we define the connected cycles $C_x(h_i)$ in $M_{h_i}$ to be the image of the composition

$$\Gamma_{h_i, x} \backslash D_x^+ \hookrightarrow \Gamma_{h_i, x} \backslash D^+ \longrightarrow M_{h_i} \quad (3.11)$$
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where \( \Gamma_{h,\infty} := H_\mathfrak{X}(\mathbb{Q})^+ \cap h_i K h_i^{-1} \) and the second map is the natural projection. Note that \( \Gamma_{h,\infty} \) does not contain \(-1\) so its image in \( H^{m0}(\mathbb{Q})^+ \) is \( \Gamma_{h,\infty} \). For a positive rational number \( n \) we define the \textit{weighted cycles}

\[
C_n(\varphi_f, h_i) := \sum_{x \in \mathcal{F}_{h_i} \setminus \mathcal{F}_{2i}^{h_i} \cap \mathcal{Q}(x, x) = 2n} \varphi_f(h_i^{-1}x) C_n(h_i) \in \mathcal{Z}_{N^2-N}(\mathcal{M}_{h_i}, \partial \mathcal{M}_{h_i}; \mathbb{R})
\]

\[
C_n(\varphi_f) := \sum_{i = 1}^{r} C_n(\varphi_f, h_i) \in \mathcal{Z}_{N^2-N}(M_K, \partial M_K; \mathbb{R}),
\]

where both sums are finite.

**Cohomology of \( M_K \).** We can identify \( \Omega^*(M_h) \) with \( \Omega^*(\mathbb{D}^+)_{\Gamma_h} \), where the latter is the space of \( \Gamma_h \)-invariant forms on \( \mathbb{D}^+ \). We use the isomorphism (3.10) to define the space \( \Omega^*(M_K) := \bigoplus_{i=1}^{r} \Omega^*(M_{h_i}) \) of differential forms on \( M_K \) and the cohomology \( H^*(M_K; \mathbb{R}) := \bigoplus_{i=1}^{r} H^*(M_{h_i}; \mathbb{R}) \) of \( M_K \). Similarly we define the homology of \( M_K \) by \( H_*(M_K; \mathbb{R}) := \bigoplus_{i=1}^{r} H_*(M_{h_i}; \mathbb{R}) \). Let \( C^\infty(H(\mathbb{A}_f)) \) be the space of smooth (i.e. locally constant) functions on \( H(\mathbb{A}_f) \). Let \( \mathfrak{g} \) and \( \mathfrak{t} \) be the Lie algebras of \( H(\mathbb{R}) \) and \( K_\infty \). Let \( \mathfrak{g} = \mathfrak{p} + \mathfrak{t} \) be a decomposition that is orthogonal with respect to the Killing form. We can also see \( \Omega^*(M_K) \) as

\[
\Omega^*(M_K) \simeq \left[ \Omega^*(\mathbb{D}^+) \otimes \mathcal{C}^\infty(H(\mathbb{A}_f)) \right]^H(\mathbb{Q}) \times K_f
\]

\[
\simeq \left[ \mathcal{C}^\infty(H(\mathbb{Q})) \otimes \mathcal{R} \bigwedge^\bullet \mathfrak{p}^* \right]^K,
\]

where \( \mathfrak{p}^* = \text{Hom}(\mathfrak{p}, \mathbb{R}) \). The first isomorphism is

\[
\omega \otimes f \mapsto \sum_{i = 1}^{r} f(h_i) \omega \in \bigoplus_{i = 1}^{r} \Omega^*(\mathbb{D}^+)_{\Gamma_h}
\]

and the second ones comes from the isomorphism

\[
\Omega^*(\mathbb{D}^+) \simeq \left[ \mathcal{C}^\infty(H(\mathbb{R})^+) \otimes \mathcal{R} \bigwedge^\bullet \mathfrak{p}^* \right]^{K_\infty}.
\]

**The Kudla-Millson form.** The Kudla-Millson form

\[
\varphi_{KM} \in \Omega^N(\mathbb{D}^+, \mathcal{S}(F_2^\mathbb{R}))^{H(\mathbb{R})^+} \simeq \left[ \Omega^N(\mathbb{D}^+) \otimes \mathcal{S}(F_2^\mathbb{R}) \right]^{H(\mathbb{R})^+}
\]

is an \( N \)-form valued in a Schwartz space that satisfies the following properties:
1. \( \varphi_{KM}(\mathbf{x}) \) is closed for any \( \mathbf{x} \) in \( F_2^\mathbb{R} \).
2. \( \varphi_{KM} \) is \( H(\mathbb{R})^+ \)-invariant in the sense that

\[
h^* \varphi_{KM}(\mathbf{x}) = \varphi_{KM}(h^{-1} \mathbf{x}) = \omega_{\mathbf{x}}(h) \varphi_{KM}(\mathbf{x}).
\]

In particular it is \( \Gamma_\mathfrak{X} \)-invariant, where \( \Gamma_\mathfrak{X} \) is the stabilizer of \( \mathbf{x} \) in \( \Gamma \). Hence we can view \( \varphi_{KM}(\mathbf{x}) \) as a form on \( \Gamma_\mathfrak{X} \setminus \mathbb{D}^+ \).
3. Moreover, for any positive vector \( \mathbf{x} \) in \( F_2^\mathbb{R} \) and \( \omega \in \Omega_\mathfrak{C}^{N^2-N}(\Gamma_\mathfrak{X} \setminus \mathbb{D}^+) \) a compactly supported form, we have

\[
\int_{\Gamma_\mathfrak{X} \setminus \mathbb{D}^+} \varphi_{KM}(\mathbf{x}) \wedge \omega = e^{-\pi Q(\mathbf{x}, \mathbf{x})} \int_{\Gamma_\mathfrak{X} \setminus \mathbb{D}^+} \omega.
\]

The last property means that the form

\[
\varphi^0(\mathbf{x}) := e^{\pi Q(\mathbf{x}, \mathbf{x})} \varphi_{KM}(\mathbf{x}) \in \Omega^N(\Gamma_\mathfrak{X} \setminus \mathbb{D}^+)
\]

represents the Poincaré dual of \( \Gamma_\mathfrak{X} \setminus \mathbb{D}^+ \) in \( \Gamma_\mathfrak{X} \setminus \mathbb{D}^+ \).

**Remark 3.1.** The Kudla-Millson defined here is the original Kudla-Millson multiplied by \( 2^{\frac{N}{2}} \).
The Mathai-Quillen formalism. We briefly recall how to recover the Kudla-Millson form from the Mathai-Quillen formalism, see [Bra22b] for more details. This will simplify the explicit computations involving the Kudla-Millson form.

We have an orthogonal decomposition of $F^g_R$ as $z_0^+ \oplus z_0$ where $z_0$ is a before and $z_0^+$ is a positive $N$-plane. We identify $z_0$ with $F_R = \mathbb{R}^N$ by choosing a basis and consider the metric vector bundle
\[ E := H(\mathbb{R})^+ \times_{K_{\infty}(z_0)} \mathbb{R}^N, \]
which is a rank $N$ bundle over $\mathbb{D}^+$. It consists of equivalence classes $[h, w]$ where $h$ in $H(\mathbb{R})^+$ and $w$ is a vector in $\mathbb{R}^N$, and the equivalence relation is $[h, w] = [hk, k^{-1}w]$ for all $k$ in $K_{\infty}(z_0)$. The metric is given by $\langle Q, z \rangle$, which is positive definite. The group $\Gamma_x$ also acts on $E$ by $\gamma[h, w] = [\gamma h, w]$ and we have a vector bundle $\Gamma_x \backslash E$ over $\Gamma_x \backslash \mathbb{D}^+$. Let $E_0$ denote the image of the zero section. By integration along the fibers we obtain the Thom isomorphism
\[ H^{k+N}(\Gamma_x \backslash E, \Gamma_x \backslash (E - E_0)) \rightarrow H^k(\Gamma_x \backslash \mathbb{D}^+), \]
where $H^{k+N}(\Gamma_x \backslash E, \Gamma_x \backslash (E - E_0))$ is the cohomology with compact vertical support. For $k = 0$ we call the preimage of $1$ in $H^N(\Gamma_x \backslash E, \Gamma_x \backslash (E - E_0))$ the Thom class of the bundle $\Gamma_x \backslash E$. A Thom form is any representative of the Thom class. In [MQ86] Mathai and Quillen construct a canonical Thom form $U_{MQ}(E)$ in $\Omega^N(E)$, that is $H^1(\mathbb{R})^+$-invariant (in particular $\Gamma_x$-invariant) and represent the Thom class. Let $pr$ be the orthogonal projection from $F^g_R$ onto $z_0 \simeq \mathbb{R}^N$. Consider the section
\[ s_x : \mathbb{D}^+ \rightarrow E \]
\[ z \mapsto [h_z, pr(h_z^{-1}x)] \]
where $h_z$ is any element in $H(\mathbb{R})^+$ sending $z_0$ to $z$. Its zero locus is precisely $\mathbb{D}^+_x$ by [Bra22b, Proposition. 4.1] and
\[ \varphi_{KM}(x) = e^{-\pi Q(x, x)} s_x^* U_{MQ}(E). \]

The Kudla-Millson theta series. We define the theta series
\[ \Theta_{os}(g, h_f, \varphi_{KM} \otimes \varphi_f) := \sum_{x \in X_0} \omega_{os}(g, h_f) \varphi_{KM}(x) \varphi_f(x) \]
\[ = \sum_{x \in X_0} \omega_{os}(g) \varphi_{KM}(x) \varphi_f(h_f^{-1}x) \in \Omega^N(\mathbb{D}^+) \]
for $g$ in $\mathrm{SL}_2(\mathbb{A})$ and $h_f$ in $H(\mathbb{A}_f)$. Note that it converges since the Kudla-Millson form is rapidly decreasing. The form $\Theta_{os}(g, h_i, \varphi_f)$ is $\Gamma_i$-invariant, hence defines a form on $M_i$, and we obtain a form
\[ \Theta_{os}(g, \varphi_{KM} \otimes \varphi_f) := \sum_{i=1}^r \Theta_{os}(g, h_i, \varphi_{KM} \otimes \varphi_f) \in \Omega^N(M_K). \]

For $\tau = u + iv$ in $\mathbb{H}$ we define the classical Kudla-Millson theta series
\[ \Theta_{KM}(\tau, h_f, \varphi_f) := v^{-\frac{N}{2}} \Theta_{os}(g_{\tau}, h_f, \varphi_{KM} \otimes \varphi_f) \]
where $g_{\tau} = \begin{pmatrix} \sqrt{v} & u/\sqrt{\pi} \\ 0 & 1/\sqrt{\pi} \end{pmatrix}$ is a matrix in $\mathrm{SL}_2(\mathbb{R})$ that maps $i$ to $\tau$ by Möbius transformations.

**Remark 3.2.** We have $\omega_{os}(k_0) \varphi_{KM} = e^{i\theta N}$ for
\[ k_0 = \begin{pmatrix} \cos(\theta) & \sin(\theta) \\ -\sin(\theta) & \cos(\theta) \end{pmatrix} \in \mathrm{SO}(2). \]
Since $\omega_{os}$ is a representation, one can check that (3.24) does not depend on the choice of the matrix $g_{\tau}$ sending $i$ to $\tau$.

By summing over the different connected components we then also get a closed form
\[ \Theta_{KM}(\tau, \varphi_f) := \sum_{i=1}^r \Theta_{KM}(\tau, h_i, \varphi_f) \in \Omega^N(M_K). \]
Lemma 3.1. We can rewrite the theta series as
\[ \Theta_{KM}(\tau, \varphi_f) = \Theta_0(v, \varphi_f) + \sum_{n \in \mathbb{Q}^*} \Theta_n(v, \varphi_f)e^{2i\pi n\tau} \] (3.27)
where
\[ \Theta_n(v, \varphi_f) = \sum_{i=1}^r \sum_{\substack{x \in X_Q \quad Q(x,x) = 2n \quad \mathbb{Q}(x,x)}} \varphi_f(h_i^{-1}x)\varphi^0(\sqrt{v}x). \] (3.28)

Proof. It follows from the formulas (2.43) for the Weil representation that
\[ v^{-\frac{N}{2}} \omega_{os}(g\tau)\varphi_{KM}(x) = \varphi^0(\sqrt{v}x)e^{i\pi Q(x,x)} \] (3.29)
where \( \varphi^0(x) = e^{\pi Q(x,x)}\varphi_{KM}(x) \). Thus
\[ \Theta_{KM}(\tau, \varphi_f) = \sum_{i=1}^r \sum_{\substack{x \in X_Q \quad Q(x,x) = 2n \quad \mathbb{Q}(x,x)}} \varphi_f(h_i^{-1}x)\varphi^0(\sqrt{v}x)e^{i\pi Q(x,x)}. \] (3.30)
By summing over the vectors of same length we can rewrite (3.30) as
\[ \Theta_{KM}(\tau, \varphi_f) = \sum_{n \in \mathbb{Q}} \left( \sum_{i=1}^r \sum_{\substack{x \in X_Q \quad Q(x,x) = 2n \quad \mathbb{Q}(x,x)}} \varphi_f(h_i^{-1}x)\varphi^0(\sqrt{v}x) \right)e^{2i\pi n\tau} \]
\[ = \sum_{n \in \mathbb{Q}} \Theta_n(v, \varphi_f)e^{2i\pi n\tau}. \] (3.31)

Theorem 3.2 (Kudla-Millson). Let \( C \in \mathbb{Z}_N(M_K; \mathbb{R}) \) be an \( N \)-cycle in \( M_K \) and write the cycle as \( \sum C_i \) where every \( C_i \) is an \( N \)-cycle in \( M_{h_i} \). Then
\[ \int_C \Theta_{KM}(\tau, \varphi_f) = \sum_{i=1}^r \int_{C_i} \Theta_{KM}(\tau, h_i, \varphi_f) \] (3.32)
is a holomorphic modular form of weight \( N \). Moreover, it admits the Fourier expansion
\[ \int_C \Theta_{KM}(\tau, \varphi_f) = \int_C \Theta_0(v, \varphi_f) + \sum_{n \in \mathbb{Q}^+} \int_C \Theta_n(v, \varphi_f)e^{2i\pi n\tau} \]
and for \( n \) positive we have
\[ \int_C \Theta_n(v, \varphi_f) = \kappa \langle C_n(\varphi_f), C \rangle_{M_K}. \] (3.33)

In particular, they show the holomorphicity (in \( \tau \)) of the resulting function and the vanishing of the Fourier coefficients vanishes if \( n \) is negative. In the next section we will consider the integral of \( \Theta_{KM}(\tau, \varphi_f) \) over a relative cycle \( C \otimes \psi \) in \( \mathbb{Z}_N(M_{\mathcal{K}}, \partial M_{\mathcal{K}}; \mathbb{R}) \) which is twisted by a totally odd unitary Hecke character \( \psi \). In particular since \( C \otimes \psi \) will be non-compact the result of Kudla-Millson does not apply immediately. Using a seesaw argument, we will show that
\[ \int_{C \otimes \psi} \Theta_{KM}(\tau, \varphi_f) \] (3.34)
equals the diagonal restriction of an Eisenstein series, which will prove in particular that it is holomorphic. Although the vanishing of the negative Fourier coefficients also follows from this equality, we show it directly in Proposition 4.6. Moreover, we will show in Proposition 4.10 that the Fourier coefficients can be interpreted as intersection numbers. The proof of the proposition, and the Remark 4.3 before it also explains the appearance of the factor \( \kappa \) in Theorem 3.2.
Remark 3.3. If $C$ and $C'$ are immersed submanifolds, then

$$\int_C \text{PD}(C') = \int_{M_K} \text{PD}(C') \wedge \text{PD}(C) = \langle C', C \rangle_{M_K},$$  \hfill (3.35)

where the right hand side is the topological intersection numbers. This works when at least one of the two cycles is compact. If the two cycles $C$ and $C'$ are non-compact and intersect infinitely many times, then the integrals (3.35) do not converge and the intersection number is not well defined. On the other hand, if $C$ and $C'$ intersect finitely many times in $M_K$ then $\langle C, C' \rangle_{M_K}$ is well-defined and the integrals converge. However it does not mean that the equality (3.35) holds. Indeed, to make sense of (3.35) for non-compact cycles one would need to study the extension of the forms to the boundary of a compactification as well as the intersections of the cycles in that boundary, as it is done in [FM14] for example.

The special cycle $C_n(\varphi_f)$ is an immersed submanifold of codimension $N$, and for positive $n$ the form $\kappa^{-1} \Theta_n(v, \varphi_f)$ represents the Poincaré dual of $C_n(\varphi_f)$ in $\Omega^N(M_{h_n})$. If $C$ is compact we get

$$\int_C \Theta_n(v, \varphi_f) = \kappa \langle C_n(\varphi_f), C' \rangle_{M_K},$$ \hfill (3.36)

In our case we will replace $C$ by a non-compact cycle $C \otimes \psi$ that intersects $C_n(\varphi_f)$ in a compact set. We will show in Proposition 4.10 that (3.36) also holds for $C \otimes \psi$.

4 Integral of $\Theta_{KM}$ over a relative class $C \otimes \psi$

We will now define the relative cycle $C \otimes \psi$ and compute $\int_{C \otimes \psi} \Theta_{KM}(\tau, \varphi_f)$.

The seesaw. Let $W^F_\varnothing = X^F_\varnothing \oplus X^F_{\varnothing}$ be the 4-dimensional symplectic $F$-space as on Page 8, and let $W_Q = \text{Res}_{F/Q} W^F_\varnothing$ be the restriction of scalars. Then $W_Q = X_Q \oplus X_Q$ is a 4$N$-dimensional symplectic $Q$-space. Let $F^2_w$ be the completion of the quadratic space at a place $w$ of $F$. The isomorphism $\varsigma_w$ between $F^2_w$ and $F^{2}_v$ from (2.12) induces an isomorphism of quadratic $Q_v$-spaces

$$F^2_v \coloneqq \bigoplus_{w | v} F^2_w \simeq F^2_{Q_v}. \hfill (4.1)$$

Hence we obtain a natural embedding of $\text{SO}(F^2_v)$ in $H(Q_v)$. We compose this embedding with the isomorphism (3.1) to get

$$h : F^\times_v \hookrightarrow H(Q_v), \hfill (4.2)$$

that we will describe more concretely. First note that we can embed $\text{GL}_N(Q_v)$ in $H(Q_v)$ by

$$\text{GL}_N(Q_v) \hookrightarrow H(Q_v), \quad M \mapsto \begin{pmatrix} #M & 0 \\ 0 & M \end{pmatrix} \hfill (4.3)$$

where $#M \coloneqq A^{-1} M^{-1} A$. The embedding $h$ is obtained by composing it with the embedding $\gamma$ of $F^\times_v$ in $\text{GL}_N(Q_v)$:

$$h : F^\times_v \hookrightarrow H(Q_v) \quad t_v \mapsto \begin{pmatrix} #\gamma(t_v) & 0 \\ 0 & \gamma(t_v) \end{pmatrix}. \hfill (4.4)$$

Note that at infinity we have $\gamma(t_\infty) = g_{\infty}^{-1} g(t_\infty) g_{\infty}$, hence $#\gamma(t_\infty) = \gamma(t_{\infty})^{-1}$ and

$$h(t_\infty) = h_{\infty}^{-1} \begin{pmatrix} g(t_\infty) & 0 \\ 0 & g(t_\infty) \end{pmatrix} h_{\infty}$$ \hfill (4.5)
where \( h_\infty = \begin{pmatrix} g_\infty & 0 \\ 0 & g_\infty \end{pmatrix} \). The centralizer of \( F_F^\times \) in \( \text{Sp}(W_{\mathbb{Q}}) \) is \( \text{SL}_2(F_F) = \prod \text{SL}_2(F_\omega) \), embedded in \( \text{Sp}(W_{\mathbb{Q}}) \) by

\[
\text{SL}_2(F_F) \hookrightarrow \text{Sp}(W_{\mathbb{Q}}), \quad \begin{pmatrix} a & b \\ c & d \end{pmatrix} \mapsto \gamma(a) \begin{pmatrix} \gamma(a) & \gamma(b) \\ \gamma(c) & \gamma(d) \end{pmatrix},
\]

We set \( h \) and \( \Delta \) be the compact \( \text{SL}_2(F_\omega) \) and \( \text{SL}_2(F_F) \) indexed by the ray class group. The double coset space

\[
\text{H} \left( Q_{\mathbb{Q}} \right) / \text{SL}_2(F_F) \]

where the righthand side is the diagonal embedding

\[
\iota_\Delta : \text{SL}_2(\mathbb{Q}) \longrightarrow \text{SL}_2(F_F).
\]

The twisted class \( C \otimes \psi \). The space \( F_\sigma^2 \) is of signature \((1, 1)\). Let \( \mathbb{D}_\sigma \) be the corresponding symmetric space, that we identify with \( \mathbb{R}^\times \). We have an isomorphism of quadratic spaces between \( F_\mathbb{R}^2 \) and \( F_\infty^2 = \oplus_\sigma F_\sigma^2 \).

We can view the product of symmetric spaces \( \mathbb{D}_0 = \prod \mathbb{D}_\sigma \) as the subspace

\[
\mathbb{D}_0 = \mathbb{D}_{\sigma_1} \times \cdots \times \mathbb{D}_{\sigma_N} \simeq \{ z \in \mathbb{D} \mid z = \oplus_\sigma (z_\sigma \cap F_\sigma^2) \},
\]

of \( \mathbb{D} \). The connected component \( \mathbb{D}_0^+ \) can be identified with \( \mathbb{R}^+_{\infty, 0} \). The image of \( F_\infty^\times = \prod F_\sigma^\times \) by \( h \) is precisely the stabilizer of this subspace in \( \text{H} (\mathbb{R}) \).

Let \( \psi : F^\times \backslash A_F^\times \longrightarrow \mathbb{C}^\times \) be a unitary totally odd Hecke character of finite order and conductor \( f \). Let \( K_0^\times \) be the compact

\[
K_0^\times := \{ t_\infty \in \{ \pm 1 \}^N \mid \text{det}(t_\infty) = 1 \} \subset F_\infty^\times.
\]

We set

\[
M_f := F^\times \backslash A_F^\times / K_0^\times (f) \simeq F^\times \backslash \mathbb{D}_0^+ \times A_{F, f}^\times / \hat{U}(f)
\]

where \( K_0(f) = K_0^\times \times \hat{U}(f) \). Suppose that the ideal \( f \) is small enough that \( h(\hat{U}(f)) \) is contained in \( K_f \). Then the embedding \( h \) induces an immersion

\[
h : M_f \longrightarrow M_K.
\]

As in (3.9) we have a decomposition

\[
A_{F, f}^\times = \bigsqcup_{[a] \in C_1 \langle F \rangle^+} F_{\infty}^{\times, +} t_a \hat{U}(f)
\]

for some \( t_a \)'s in \( A_{F, f} \) indexed by the ray class group. The double coset space \( M_f \) is the disjoint union of symmetric space

\[
M_f = \bigsqcup_{[a] \in C_1 \langle F \rangle^+} \Gamma_a \backslash \mathbb{D}_0^+,
\]

where \( \mathbb{D}_0^+ = F_\infty^{\times, +} \) and \( \Gamma_a := F_\infty^{\times, +} \cap t_a \hat{U}(f) t_a^{-1} = F_{\infty}^{\times, +} \cap \hat{U}(f) \), since \( A_F^\times \) is commutative. For every class \( [a] \) in the ray class group let \( C_a \) be the image of the connected component \( \Gamma_a \backslash F_\infty^{\times, +} \) by the map (4.12). It defines a relative cycle in \( Z_N(M_K, \partial M_K; \mathbb{R}) \), that is non compact since

\[
\Gamma_a \backslash F_{\infty}^{\times, +} \simeq \mathbb{R}_{>0} \times \Gamma_a \backslash F_{\infty}^{3, +},
\]
where $F^1$ are the elements of norm 1. More precisely the map (4.12) goes as follows: a point $\Gamma_a t_\infty$ is mapped to $F^x(t_\infty, t_a) K^0$, which is mapped to

$$H(\mathbb{Q})(h(t_\infty), h(t_a)) K_f = H(\mathbb{Q})(z, h(t_a)) K_f, \quad (4.16)$$

where $z = h(t_\infty) z_0$ in $\mathbb{D}^+$. The element $h(t_a)$ lies in one some double coset $H(\mathbb{Q})^+ h_i K_f$. Hence we can write $h(t_a) = h_a^{-1} h_i K_f$ for some $h_a$ in $H(\mathbb{Q})^+$ and $k_f$ in $K_f$. Thus

$$H(\mathbb{Q})(z, h(t_a)) K_f = H(\mathbb{Q})(h_a z, h_i) K_f, \quad (4.17)$$

which is sent to $\Gamma_h h_a z$. The cycle $C_a$ is the image of $\mathbf{D}^+_a := h_a \mathbf{D}^+_0$ in $M_h$, by the natural projection map from $\mathbb{D}^+$ onto $M_h$. We define the relative cycle

$$C \otimes \psi := \sum_{a \in \text{Cl}_1(F)^+} \psi(a) C_a \in \mathcal{Z}_N(M_K, \partial M_K; \mathbb{R}), \quad (4.18)$$

where we view $\psi$ as character on the ray class group.

**Restriction to $\mathbb{D}^+_0$.** Let $dt^x$ be the Haar measure on $\mathbb{A}^x_F$ normalized such that $\text{vol}^x(\hat{U}(f)) = 1$. We identify $F^x_{\infty}$ with $\mathbb{R}^N_{>0}$ and orient it by the volume form $dt^x_{\infty} = dt^x_1 \cdots dt^x_N$. Let $g_0$ be the Lie algebra of $F^x_{\infty}$ that we identify with $\mathbb{R}^N$. The choice of the volume form induces an isomorphism between $\bigwedge^N g_0$ and $\mathbb{R}$. It also yields the isomorphism

$$\Omega^N(\mathbb{D}^+_0) \simeq \left[ C^\infty(\mathbb{R}^N_{>0}) \otimes \bigwedge^N g_0 \right]_{K^0_\infty} \simeq C^\infty(\mathbb{R}^N_{>0})_{K^0_\infty}. \quad (4.19)$$

Moreover, combining with (3.13) we get the isomorphism

$$[C^\infty(F^x/\mathbb{A}^x_F)^{K^0_\infty}]^{K^0_\infty} \longrightarrow \Omega^N(M_t), \quad \eta_\infty \otimes \eta_f \mapsto \sum_{a \in \text{Cl}_1(F)^+} \eta_f(t_a) \eta_\infty dt^x_{\infty}. \quad (4.20)$$

If $\bar{\eta}$ in $C^\infty(F^x/\mathbb{A}^x_F)^{K^0_\infty}$ corresponds to $\eta$ in $\Omega^N(M_t)$ then

$$\int_{M_t} \eta = \frac{1}{\text{vol}^x(K^0_\infty)} \int_{F^x/\mathbb{A}^x_F} \bar{\eta}(t) dt^x. \quad (4.21)$$

Since $K^0_\infty$ is $\{ \pm 1 \}^N$ we have $\text{vol}^x(K^0_\infty) = 2^{N-1}$.

Recall that we have isomorphism between $F^x_0$ and $F^x_\infty = \bigoplus_{\sigma} F^x_\sigma$. Let $(x_1, \ldots, x_N)$ in $F^x_0$ be the image of $x = (x, x')$ in $F^x_\infty$, where $x_\sigma = (x_\sigma, x'_\sigma)$. We identify $F^x_k$ with $z_0$ by sending $v$ to $(v, -v)$. Consider the tautological bundle $E = H(\mathbb{R})^+ \times_{\mathbb{R}_0} F^x_0$ over $\mathbb{D}^+$. By [Bra22b] the Kudla-Millson form is given by $\varphi_{KM}(x) = s^*_x U_{MQ}$ where $U_{MQ}$ is the Mathai-Quillen form on $E$. The bundle $E$ splits over $\mathbb{D}^+_0$ i.e. we have the diagram

$$E|_{\mathbb{D}^+_0} \simeq \mathbb{R}^N_{>0} \times F^x_\infty \longrightarrow E \quad \oplus_{\sigma} s_{x_\sigma} \quad \hookrightarrow \quad s_x \quad \uparrow, \quad (4.22)$$

where the top map sends a pair $(t_\infty, v)$ in $\mathbb{R}^N_{>0} \times F^x_\infty$ to the class $[h(t_\infty), g^{-1}_\infty v]$ in $E$. Moreover the restriction of the section to $E|_{\mathbb{D}^+_0}$ is given by $\oplus_{\sigma} s_{x_\sigma}$ where

$$s_{x_\sigma}(t_\sigma) = \left( t_\sigma, \frac{t_\sigma^{-1} x_\sigma - t_\sigma x'_\sigma}{\sqrt{2}} \right) \in \mathbb{R}^N_{>0} \times F^x_\sigma. \quad (4.23)$$

**Remark 4.1.** Since $\mathbb{D}^+_0$ is the zero locus $s_x$ in $\mathbb{D}^+$, the intersection $\mathbb{D}^+_0 \cap \mathbb{D}^+_x$ is the zero locus of $\oplus s_{x_\sigma}$ in $\mathbb{D}^+_0$.

1Note that the Kudla-Millson form used here differs by a factor $2^{\frac{N}{2}}$ with the classical Kudla-Millson that appears in the original paper [KM90b] as well as in [Bra22b].
Proposition 4.1. For a vector $x$ in $F^2_\mathbb{R}$ the restriction $\varphi_{KM}(x)|_{\mathbb{R}_+^n}$ corresponds to the smooth function

$$\omega_{os}(h(t_\infty))\varphi_{\infty}(x) \in C^\infty(\mathbb{R}^N_0, K^\sigma_\infty)$$

in the variable $t_\infty$, where $\varphi_{\infty}(x) = \prod_\sigma \varphi_\sigma(x_\sigma)$ is in $\mathcal{S}(F^2_\infty)$ and

$$\varphi_\sigma(x_\sigma) = \exp\left(-\pi x_\sigma^2 - \pi x'_\sigma^2\right) (x_\sigma + x'_\sigma) \in \mathcal{S}(F^2_\sigma).$$

Proof. By the first example in [Bra22b] we have

$$\varphi_{KM}(x)|_{\Delta_0^+} = \varphi_{KM}(x_{\sigma_1}) \wedge \cdots \wedge \varphi_{KM}(x_{\sigma_N})$$

where $\varphi_{KM}$ is the Kudla-Millson form of the symmetric space $\mathbb{D}_\sigma$ and $x_\sigma$ is the component of $x$ in $F^2_\sigma$. By the second example we have

$$\varphi_{KM}(x_{\sigma_1}) = \exp\left(-\pi \left(\frac{x_\sigma}{t_\sigma}\right)^2 - \pi \left(\frac{x'_\sigma}{t_\sigma}\right)^2\right) \left(\frac{x_\sigma}{t_\sigma} + \frac{x'_\sigma}{t_\sigma}\right) dt_\sigma.$$  

\[\square\]

Let $\varphi_f$ be a $K_f$-invariant Schwartz function in $\mathcal{S}(F^2_\mathbb{R})$ as before. We identify $\mathbb{A}_{K,f}^2$ with $F^2_\mathbb{R}$ and view $\varphi_f$ in $\mathcal{S}(\mathbb{A}_{K,f}^2)$. For $g$ in $SL_2(\mathbb{A})$ and $t$ in $\mathbb{A}_{K,f}^\times$ let us define a second theta series

$$\tilde{\Theta}_{os}(g, t, \varphi) := \sum_{x \in F^2} \omega_{os}(g, t) \varphi(x) \quad (4.24)$$

where $\varphi := \varphi_{\infty} \otimes \varphi_f$ is in $\mathcal{S}(\mathbb{A}_{K,f}^2)$. The function $\tilde{\Theta}_{os}$ is a kernel for the pair $SL_2(\mathbb{A}) \times \mathbb{A}_{K, f}^\times$. We view $\mathbb{A}_{K, f}^\times$ as $SO(\mathbb{A}_{K, f}^2)$, so the dual pair that is involved is the ortho-symplectic pair given on Page 9. After fixing $g$ we have a smooth function

$$\tilde{\Theta}_{os}(g, \cdot, \varphi) \in \left[C^\infty(F_\mathbb{R}, \mathbb{A}_{K,f}^\times)^{\mathcal{N}(f)}\right] \quad (4.25)$$

in the variable $t$ in $\mathbb{A}_{K,f}^\times$. Let

$$\Theta_{KM}(\tau, \varphi_f)|_{M_1} \in \Omega^N(M_1) \quad (4.26)$$

be the restriction of the Kudla-Millson theta series to $M_1$. Let $g_\tau$ be the standard matrix in $SL_2(\mathbb{R})$ sending $i$ to $\tau$.

Proposition 4.2. The function $\tilde{\Theta}_{os}(t_\Delta(g_\tau), \cdot, \varphi_f)$ correspond to $v_\tau \Theta_{KM}(\tau, \varphi_f)|_{M_1}$ in the isomorphism (4.20).

Proof. Recall that we defined $\Theta_{KM}(\tau, \varphi_f) = v_\tau \tilde{\Theta}_{os}(g_\tau, \varphi_{KM} \otimes \varphi_f)$. First for $g$ in $SL_2(A)$ we have

$$\Theta_{os}(g, \varphi_{KM} \otimes \varphi_f)|_{M_1} = \Theta_{os}(g, \varphi_{KM}|_{\Delta_0^+} \otimes \varphi_f) = \sum_{a \in C_{b}(F)^+} \Theta_{os}(g, h(t_\sigma), \varphi_{KM}|_{\Delta_0^+} \otimes \varphi_f) \in \Omega^N(M_1). \quad (4.27)$$

Then, using Proposition 4.1 we compute

$$\Theta_{os}(g, h(t_\sigma), \varphi_{KM}|_{\Delta_0^+} \otimes \varphi_f) = \sum_{x \in F^2_\mathbb{R}} \omega_{os}(g, h(t_\sigma)) \varphi_{KM}(x) \varphi_f(x),$$

where

$$\sum_{x \in F^2_\mathbb{R}} \omega_{os}(g, h(t_\infty, t_\sigma)) \varphi_{\infty}(x) \varphi_f(x) dt_\infty \quad (4.28)$$

At $g = (g_\tau, 1)$ and $t = (t_\infty, t_\sigma)$ it corresponds to $\tilde{\Theta}_{os}(t_\Delta(g_\tau), t, \varphi_f)$ in the isomorphism (4.20).  

\[\square\]
A few integrals. Before passing to the regularized integral of $\Theta_{KM}(\tau, \varphi_I)$ on $C \otimes \psi$, we will need the following integrals for $x$ in $F_q^2$ and a complex number $s$

$$J_\infty(x, s) := \prod_\sigma J_\sigma(x, s), \quad J_\sigma(x, s) := \int_{\mathbb{R}^d} \omega_\alpha(t_\sigma) \varphi_\sigma(x, s) \psi(t_\sigma)|t_\sigma|^s dt_\sigma^x,$$

$$J_\infty(x, s)^+ := \prod_\sigma J_\sigma(x, s)^+, \quad J_\sigma(x, s)^+ := \int_{\mathbb{R}^d} |\omega_\alpha(t_\sigma) \varphi_\sigma(x, s)| |t_\sigma|^s dt_\sigma^x. \quad (4.29)$$

Let us also define the following subsets of $F^2$:

$$M^+ := \{ x \in F^2 \mid Q(x, x) > 0 \}, \quad M^- := \{ x \in F^2 \mid Q(x, x) < 0 \}, \quad M^\times := M^- \cup M^+,$$

$$l_1 := \left\{ \left( \begin{array}{c} x \\ 0 \end{array} \right) \in F^2 \mid x \neq 0 \right\}, \quad l_2 := \left\{ \left( \begin{array}{c} x \\ x' \end{array} \right) \in F^2 \mid x' \neq 0 \right\}, \quad (4.30)$$

where $l_1$ and $l_2$ are two isotropic lines, spanned by the isotropic vectors $e_1 := \frac{1}{\sqrt{2}}(1, 0)$ and $e_2 := \frac{1}{\sqrt{2}}(0, 1)$ in $F^2$.

For a positive real number $\alpha$ and a complex number $s$ we define the K-Bessel function

$$K_s(\alpha) := \int_0^\infty e^{-\alpha(\beta+\beta^{-1})/2} \beta^{s} d\beta. \quad (4.31)$$

**Lemma 4.3.**

1. For $x = xe_1$ in $l_1$ and $\text{Re}(s) < 1$ we have

$$J_\infty(x, s) = \frac{N_{F/Q}(x)}{|N_{F/Q}(x)|^{1-s}} \Gamma \left( \frac{1-s}{2} \right) \pi^{-\frac{N(1-s)}{2}}. \quad (4.30)$$

2. For $x = x'e_2$ in $l_2$ and $\text{Re}(s) > -1$ we have

$$J_\infty(x, s) = \frac{N_{F/Q}(x')}{|N_{F/Q}(x')|^{1+s}} \Gamma \left( \frac{1+s}{2} \right) \pi^{-\frac{N(1+s)}{2}}. \quad (4.31)$$

3. For $x = (x, x')$ in $M^\times$ and any $s$ we have

$$J_\infty(x, s) = |N_{F/Q}(x)|^{\frac{1-s}{2}} |N_{F/Q}(x')|^{\frac{1+s}{2}} \prod_\sigma \left( \text{sgn}(x_\sigma) K_{1-s} \left( 2\pi|x_\sigma'|x_\sigma| \right) + \text{sgn}(x_\sigma') K_{1+s} \left( 2\pi|x_\sigma x_\sigma'| \right) \right). \quad (4.32)$$

4. For $x$ in $M^-$ we have $J_\infty(x, 0) = 0$.

**Proof.** By the definition of $\varphi_\sigma$, we have

$$J_\sigma(x, s) := \int_{-\infty}^{\infty} \exp \left( -\pi \frac{(x_\sigma t_\sigma)^2}{t_\sigma^2} - \pi (x_\sigma' t_\sigma)^2 \right) \left( \frac{x_\sigma}{t_\sigma} + x_\sigma' t_\sigma \right) \varphi_\sigma(x, s)|t_\sigma|^s dt_\sigma^x = \left( 1 - \psi_\sigma(-1) \right) \int_0^{\infty} \exp \left( -\pi \frac{x_\sigma^2}{t_\sigma^2} - \pi (x_\sigma' t_\sigma)^2 \right) \left( \frac{x_\sigma}{t_\sigma} + x_\sigma' t_\sigma \right) |t_\sigma|^s dt_\sigma^x. \quad (4.32)$$

Since $\psi$ is totally odd we have $\psi_\sigma(-1) = -1$ at every archimedean place $\sigma$ and this integral is nonzero. Note that $x$ being nonzero is equivalent to $x_\sigma$ being nonzero for every embedding $\sigma$.

1. Suppose that $x'$ is zero. Then for $\text{Re}(s) < 1$ we have

$$J_\sigma(x, s) = 2 \int_0^{\infty} \exp \left( -\pi \frac{x_\sigma^2}{t_\sigma^2} \right) x_\sigma t_\sigma^{1-s} \frac{dt_\sigma}{t_\sigma^x} = \frac{x_\sigma}{\pi^{1-s}|x_\sigma|^{1-s}} \Gamma \left( \frac{1-s}{2} \right). \quad (4.33)$$

2. Suppose that $x$ is zero. Then for $\text{Re}(s) > -1$ we have

$$J_\sigma(x, s) = 2 \int_0^{\infty} \exp \left( -\pi x_\sigma^2 t_\sigma^2 \right) x_\sigma't_\sigma^{1+s} \frac{dt_\sigma}{t_\sigma^x} = \frac{x_\sigma'}{\pi^{1+s}|x_\sigma'|^{1+s}} \Gamma \left( \frac{1+s}{2} \right). \quad (4.34)$$
3. Finally, suppose that \( x_\sigma x'_\sigma \) is nonzero. Then, using the substitution \( t = \sqrt{|x_\sigma x'_\sigma|/s^2} \) we have for any \( s \) in \( \mathbb{C} \)

\[
J_\sigma(x_\sigma, s) = 2|x_\sigma|^{1/2}|x'_\sigma|^{1/2} \int_0^\infty e^{-|x_\sigma x'_\sigma|(u^2 + su)} \left( \text{sgn}(x_\sigma)u^{1+s} + \text{sgn}(x'_\sigma)u^{s-1} \right) \frac{du}{u} \\
= |x_\sigma|^{1/2}|x'_\sigma|^{1/2} \left( \text{sgn}(x_\sigma)K_{1/2}(2\pi|x_\sigma x'_\sigma|) + \text{sgn}(x'_\sigma)K_{1/2}(2\pi|x_\sigma x'_\sigma|) \right). \tag{4.35}
\]

We made use of the substitution \( v = u^2 \) and the fact that \( K_{-s} = K_s \).

4. Since \( M^- \) is a subset of \( M^\times \) we have by 3. that

\[
J_\infty(x, 0) = \prod_\sigma (\text{sgn}(x_\sigma) + \text{sgn}(x'_\sigma)) \sqrt{|x_\sigma x'_\sigma|} K_{1/2}(2\pi|x_\sigma x'_\sigma|). \tag{4.36}
\]

This can only be nonzero if \( \text{sgn}(x_\sigma x'_\sigma) = 1 \) for all \( \sigma \), since \( x_\sigma x'_\sigma \) is nonzero. This implies that

\[
Q(x, x) = \text{tr}_{\mathcal{F}/\mathbb{Q}}(xx') = \sum_\sigma x_\sigma x'_\sigma = \sum_\sigma |x_\sigma x'_\sigma| \geq 0. \tag{4.37}
\]

\[\Box\]

**Regularization of the integral.** We define the integral

\[
I(\tau_1, \ldots, \tau_N, \varphi, \psi, s) = \frac{(v_1 \cdots v_N)^{-\frac{1}{2}}}{\text{vol}^\times(K^0_\infty)} \int_{F^\times \backslash \mathbb{A}_F^\times} \tilde{\Theta}_{os}(g_{\mathbb{T}}, t, \varphi)\psi(t)|t|^sdt^\times \tag{4.38}
\]

where \( \mathbb{T} = y + i\mathbb{Z} = (\tau_1, \ldots, \tau_N) \) in \( \mathbb{H}^N \). In this section we want to show that the integral \( I(\tau_1, \ldots, \tau_N, \varphi, \psi, s) \) converges absolutely in a regularized way. Note that for the diagonal restriction to \( (\tau, \cdots, \tau) \) we have

\[
I(\tau, \varphi, \psi, s) := I(\tau, \ldots, \tau, \varphi, \psi, s) = \frac{e^{-\frac{\tau}{2}}}{\text{vol}^\times(K^0_\infty)} \int_{F^\times \backslash \mathbb{A}_F^\times} \tilde{\Theta}_{os}(t\Delta(g_\tau), t, \varphi)\psi(t)|t|^sdt^\times. \tag{4.39}
\]

**Remark 4.2.** It follows from (4.32) that the integral vanishes if for one place we have \( \psi_\sigma(-1) = 1 \) i.e. if \( \psi \) is not totally odd.

Since the trace form is non degenerate we can write \( F^2 - (0, 0) \) as a disjoint union \( l_1 \sqcup l_2 \sqcup M^\times \). Hence we can also split the theta series \( \tilde{\Theta}_{os}(g, t, \varphi) \) as a sum of three terms

\[
\tilde{\Theta}_{os}(g, t, \varphi) = \tilde{\Theta}_{os}^{(l_1)}(g, t, \varphi) + \tilde{\Theta}_{os}^{(l_2)}(g, t, \varphi) + \tilde{\Theta}_{os}^{(\mathbb{Q})}(g, t, \varphi) \tag{4.40}
\]

where we restrict the summation to the sets above. In view of the next proposition we call the first two terms \( \tilde{\Theta}_{os}^{(l_1)}(g, t, \varphi) \) the singular terms and the third one the regular term. The integral \( I(\tau_1, \ldots, \tau_N, \varphi, \psi, s) \) can also be written as a sum

\[
I(\tau_1, \ldots, \tau_N, \varphi, \psi, s) = I^{(l_1)}(\tau_1, \ldots, \tau_N, \varphi, \psi, s) + I^{(l_2)}(\tau_1, \ldots, \tau_N, \varphi, \psi, s) + I^\times(\tau_1, \ldots, \tau_N, \varphi, \psi, s) \tag{4.41}
\]

The following proposition shows that the two first integrals converge on two disjoint domains. However, the condition of vanishing of \( \varphi_1 \) or \( \varphi_2 \) kills one of these two terms. We will then be able to have a meromorphic continuation to the whole plane which allows to define the integrals for every \( s \) in \( \mathbb{C} \).

**Proposition 4.4.** The regular term converges for every \( s \). The singular terms converge for \( \text{Re}(s) < -1 \) on \( l_1 \) and \( \text{Re}(s) > 1 \) on \( l_2 \).

**Proof.** We want to show that the integrals \( I^{(l_1)} \) and \( I^\times \) converge termwise absolutely on the corresponding domains. First, note that after taking the absolute value, the action of \( \omega(g_{\tau_k}) \) is simply rescaling by \( \sqrt{|v_{\tau_k}|} \). Hence we can assume \( \tau_k = i \) for showing the termwise absolute convergence. Let \( H^0(\infty) := (\mathbb{R}^\times)^N \times U(\mathbb{F}) \). By the decomposition (4.13) we have a surjection

\[
\bigsqcup_{[a] \in \mathcal{C}_l(F)^+} t_aH^0(\infty) \longrightarrow F^\times \backslash A_F^\times. \tag{4.42}
\]
Let $\nu \coloneqq \text{Re}(s)$ and let $\mathcal{M}$ be $M^\times$ or one of the two isotropic lines $l_1$ and $l_2$. Recall that $\psi$ is unitary. Using the surjection (4.42) we get the inequality

\[
\int_{F(x) \setminus \Delta_F} \sum_{x \in \mathcal{M}} |\omega_{os}(t)\varphi(x)\psi(t)| |t|^\nu dt^x \leq \sum_{[a] \in \text{Cl}(F)_+} \int_{x \in \mathcal{H}^n(\infty)} \sum_{x \in \mathcal{M}} |\omega_{os}(t)\varphi(x)| |t|^\nu dt^x
\]

\[
= \sum_{[a] \in \text{Cl}(F)_+} |t_a|^\nu \int_{x \in \mathcal{H}^n(\infty)} \sum_{x \in \mathcal{M}} |\omega_{os}(t_a)\varphi(x)| |t|^\nu dt^x. \tag{4.43}
\]

The result does not depend on the finite Schwartz function, so we can replace $\varphi_f$ by $\omega_{os}(t_a)\varphi_f$. So we have to show the convergence of

\[
\int_{x \in \mathcal{H}^n(\infty)} \sum_{x \in \mathcal{M}} |\omega_{os}(t)\varphi(x)| |t|^\nu dt^x, \tag{4.44}
\]

which is equivalent to the convergence of

\[
\sum_{x \in \mathcal{M}} \int_{x \in \mathcal{H}^n(\infty)} |\omega_{os}(t)\varphi(x)| |t|^\nu dt^x. \tag{4.45}
\]

Since $\tilde{U}(f)$ is contained in $\tilde{G}^\times$ we can bound the previous integral

\[
\sum_{x \in \mathcal{M}} \int_{x \in \mathcal{H}^n(\infty)} |\omega_{os}(t)\varphi(x)| |t|^\nu dt^x \leq \sum_{x \in \mathcal{M}} J^\infty(x, \nu)^+ J_f(x, \nu)^+, \tag{4.46}
\]

where

\[
J_f(x, \nu)^+ = \int_{\tilde{G}^\times} |\omega_{os}(t_f)\varphi(x)| |t_f|^\nu dt_f^x. \tag{4.47}
\]

Suppose\(^2\) that $\text{supp}(\varphi_f)$ is contained $\tilde{G}^\times$, let $C_w \coloneqq \sup_{x \in F_w^2} |\varphi_w(x)|$ and $C \coloneqq \prod_{w < \infty} C_w$. Note that $C_w$ is one for almost all places $w$ of $F$. Then

\[
J_f(x, \nu)^+ \leq C \int_{\tilde{G}^\times} \left| 1_{\tilde{G}^\times} \left( x t_f^{-1} x \right) \right| |t_f|^\nu dt_f^x = C \text{vol}^\times(\tilde{G}^\times) 1_{\tilde{G}^\times}(x). \tag{4.48}
\]

Hence we can bound (4.46) by

\[
\sum_{x \in \mathcal{M}} J^\infty(x, \nu)^+ J_f(x, \nu)^+ \leq C \text{vol}^\times(\tilde{G}^\times) \sum_{x \in \mathcal{M} \setminus \tilde{G}^\times} J^\infty(x, \nu)^+. \tag{4.49}
\]

1. Suppose that $\mathcal{M} = M^\times$. Following the proof of Lemma 4.3 we see that

\[
J^\infty(x, \nu)^+ \leq |N(x)|^{-\frac{1}{2} } |N(x')|^{-\frac{1}{2} } \prod_{\sigma} \left( K_{\frac{1}{2} + \nu} (2\pi |x_\sigma x'_\sigma|) + K_{\frac{1}{2} + \nu} (2\pi |x_\sigma x'_\sigma|) \right). \tag{4.50}
\]

For $\nu$ real we have the bound

\[
K_{\nu}(\alpha) \leq 2^{2(|\nu|+1)} \left( 1 + \frac{\Gamma(|\nu| + 1)}{\alpha^{|
u|+1}} \right) e^{-\alpha}, \tag{4.51}
\]

see [O’S18, Lemma. 1.3] for example. Thus we can bound

\[
J^\infty(x, \nu)^+ \leq C(x) e^{-\sum_{\sigma} x_\sigma x'_\sigma} \tag{4.52}
\]

where $G(x)$ is a rational function in $x$. Since we sum over $M^\times$, none of the $x_\sigma$ and $x'_\sigma$ are zero. Hence the right hand side of (4.52) is now rapidly decreasing on $M^\times$ and the sum (4.49) converges.

2. Now suppose that $\mathcal{M} = l_2$. Following the proof of Lemma 4.3 we can bound (4.49) by

\[
\sum_{x \in l_2} J^\infty(x, \nu)^+ \leq \Gamma \left( \frac{1 + \nu}{2} \right) N^{\frac{1 + \nu}{2} \prod_{\sigma} \left( \frac{1}{|N(x)|^{\nu}} \right)},
\]

which converges for $\nu > 1$.

\(^2\)We always have $\text{supp}(\varphi_f)$ is contained in $m \tilde{G}^\times$ for some $m$ in $F^\times$. 
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3. The case $\mathcal{M} = l_1$ is similar. 

We recall that $\Lambda$ was defined by $\Lambda(s) = \Gamma \left( \frac{1+s}{2} \right)^N \pi^{-\frac{N(1+s)}{2}}$.

**Proposition 4.5.** For the singular terms we have

$$I^{(l_1)}(\tau_1, \ldots, \tau_N, \varphi, \psi; s) = 2^{1-N} \Lambda(-s) (v_1 \cdot \cdots \cdot v_N)^{\frac{1}{2}} \zeta_f(\varphi_1, \psi^{-1}, -s)$$

$$I^{(l_2)}(\tau_1, \ldots, \tau_N, \varphi, \psi; s) = 2^{1-N} \Lambda(s) (v_1 \cdot \cdots \cdot v_N)^{\frac{1}{2}} \zeta_f(\varphi_2, \psi; s),$$

where $\varphi_1$ and $\varphi_2$ are the Schwartz functions in $\mathcal{S}(\mathbb{A}_F)$ obtained by restricting $\varphi_f$ to the isotropic lines $l_1$ and $l_2$. In particular they both have a continuation to the whole plane.

**Proof.** For the singular term $I^{(l_1)}(\tau_1, \ldots, \tau_N, \varphi, \psi; s)$ we know that we have absolute convergence for every $\text{Re}(s) < -1$. Hence we can exchange summation and integration and unfold the integral to get

$$\int_{F^\times \setminus A_F^\times} \sum_{x \in F^\times} \omega_\text{s}(g_2, t) \varphi(xe_1) \psi(t) |t|^s dt^x = (v_1 \cdot \cdots \cdot v_N)^{\frac{1}{2}} \int_{F^\times \setminus A_F^\times} \varphi_1(\sqrt{\omega^{-1}x}) \psi(t) |t|^s dt^x$$

$$= (v_1 \cdot \cdots \cdot v_N)^{\frac{1}{2}} \int_{A_F^\times} \varphi_1(\sqrt{\omega^{-1}x}) \psi(t) |t|^s dt^x. \hspace{1cm} (4.53)$$

After the substitutions $z_\infty = \sqrt{\omega^{-1}}$ and $z_f = t_f^{-1}$ we get

$$= (v_1 \cdot \cdots \cdot v_N)^{\frac{1}{2}} \int_{A_F^\times} \varphi_1(z) \psi(z)^{-1} |z|^{-s} dz^x$$

$$= (v_1 \cdot \cdots \cdot v_N)^{\frac{1}{2}} \sum_{i = 0}^{\infty} \left( \int_{G \otimes \psi} \Theta_\text{s}(v, \varphi_f) \right) e^{2\pi i n \tau} \hspace{1cm} (4.54)$$

where $z = (z_\infty, z_f)$. The result follows after multiplying by $\text{vol}^\times(K_\infty^0)^{-1} (v_1 \cdot \cdots \cdot v_N)^{-\frac{1}{2}}$ and using the computation (2.28) of the archimedean zeta function. Recall that $\text{vol}^\times(K_\infty^0) = 2^{N-1}$. For the second term the computation is similar.

Since we supposed that the character is unitary and odd, its restriction to the adeles of norm 1 is never trivial. Hence by [Bum97, Proposition. 3.16], the continued function is entire. 

**Proposition 4.6.** Suppose that $\varphi_1$ or $\varphi_2$ vanishes. The integral $I(\tau, \varphi, \psi; s)$ can be analytically continued to the whole plane. The value $I(\tau, \varphi, \psi; s) = I(\tau, \varphi, \psi; s)|_{s = 0}$ at $s = 0$ is

$$I(\tau, \varphi, \psi) = 2^{1-N} \zeta_f(\varphi_1, \psi^{-1}, 0) + 2^{1-N} \zeta_f(\varphi_2, \psi, 0) + \sum_{n \in \mathbb{Q}^+} \left( \int_{G \otimes \psi} \Theta_\text{s}(v, \varphi_f) \right) e^{2\pi i n \tau}.$$

**Proof.** By Proposition 4.4 the singular terms converge on two disjoint half planes. Hence the assumption that $\varphi_1$ or $\varphi_2$ vanishes guarantees that one of the singular terms is zero.

As in (4.40) let us write the theta series as the sum

$$I(\tau, \varphi, \psi; s) = I^{-}(\tau, \varphi, \psi; s) + I^{(l_1)}(\tau, \varphi, \psi; s) + I^{(l_2)}(\tau, \varphi, \psi; s) + I^{+}(\tau, \varphi, \psi; s) \hspace{1cm} (4.55)$$

where the + (respectively the −) means that we sum over positive (respectively negative) vectors. In particular $I^\times = I^- + I^+.$

For the term $I^{-}(\tau, \varphi, \psi; s)$ we know that we have absolute convergence for every $s$ in $\mathbb{C}$. Hence we can exchange summation and integration at $s = 0$ and we get the bound (as in (4.43))

$$I^{-}(\tau, \varphi, \psi) = v^{-\frac{N}{2}} 2^{1-N} \int_{F^\times \setminus A_F^\times} \Theta_\text{s}(t \Delta(g_f), t, \varphi) \psi(t) dt^x$$

$$\leq v^{-\frac{N}{2}} 2^{1-N} \sum_{a \in Cl_1(F)^+} \sum_{x \in M^{-}} \int_{t_\infty H_0(\infty)} \omega_\text{s}(t \Delta(g_f), t) \varphi(x) \psi(t) dt^x$$

$$= 2^{1-N} \sum_{a \in Cl_1(F)^+} \sum_{x \in M^{-}} e^{\pi u Q(x, x)} J_\infty(\sqrt{\tau x}, 0) \int_{t_\infty \mathcal{E}(l)} \omega_\text{s}(t) \varphi_f(\sqrt{\tau x}) \psi_f(t) dt^x. \hspace{1cm} (4.56)$$
The vanishing of the integral (4.56) follows from Lemma 4.3. For the term \( I^+(\tau, \varphi, \psi) \) we also have absolute convergence for every \( s \) in \( \mathbb{C} \). Thus, using Proposition 4.2 we can write

\[
I^+(\tau, \varphi, \psi) = v^{-\frac{N}{2}} 2^{1-N} \int_{F^\times \setminus A^\times} \tilde{\Theta}_{os}^+(t \Delta(g_\tau), t, \varphi) \psi(t) \, dt^x
\]

\[
= \sum_{a \in \mathcal{C}(\mathcal{F})^+} \psi(a) v^{-\frac{N}{2}} \int_{\Gamma_\tau \setminus \mathbb{D}_0^+} \tilde{\Theta}_{os}^+(t \Delta(g_\tau), (t_\infty, t_a), \varphi) \, dt^x
\]

\[
= \int_{C \otimes \psi} \Theta_{KM}^+(\tau, \varphi_f),
\]

(4.57)

where \( \Theta_{KM}^+(\tau, \varphi_f) \) is the restriction to \( \Theta_{KM}(\tau, \varphi_f) \) to positive vectors. By Lemma 3.1 we then have

\[
\int_{C \otimes \psi} \Theta_{KM}^+(\tau, \varphi_f) = \sum_{n \in \mathbb{Q}_{>0}} \left( \int_{C \otimes \psi} \Theta_n(v, \varphi_f) \right) e^{2\pi i n \tau}. \tag{4.58}
\]

Finally, the constant term of \( I(\tau, \varphi, \psi) \) is \( I^{(l_1)}(\tau, \varphi, \psi, 0) + I^{(l_2)}(\tau, \varphi, \psi, 0) \) and was computed in Proposition 4.5. In particular it was shown that \( I^{(l_1)}(\tau, \varphi, \psi, s) \) and \( I^{(l_2)}(\tau, \varphi, \psi, s) \) have an analytic continuation to the whole plane.

**Orientations.** Before showing that the Fourier coefficients are intersection numbers, we need to fix some orientations. We fixed the orientations of \( F_2^\times := e_{\sigma_1} \wedge \cdots \wedge e_{\sigma_N} \wedge f_{r_1} \wedge \cdots \wedge f_{r_N} \) and \( o(z_0) := e_{\sigma_1} \wedge \cdots \wedge e_{\sigma_N} \) of \( F_2^\times \) and of \( z_0 \), and we can use it to orient \( \mathbb{D}_0^+ \) and \( \mathbb{D}_1^+ \) as in Subsection 3. Let us also orient \( \mathbb{D}_0^+ \) at \( z_0 \). The differential at \( (1, \ldots, 1) \) of the immersion \( h \) is an embedding

\[
dh: \mathbb{R}^{N} \to T_{z_0} \mathbb{D}_0^+ \subset z_0^\odot \otimes z_0^1,
\]

(4.59)

and we use the standard orientation \( o(\mathbb{R}^N) = \frac{\partial}{\partial r_{\sigma_1}} \wedge \cdots \wedge \frac{\partial}{\partial r_{\sigma_N}} \) to orient the tangent space \( T_{z_0} \mathbb{D}_0^+ \). Hence orienting \( \mathbb{D}_0^+ \) amounts to a choice of an ordering of the places \( \sigma_k \).

**Lemma 4.7.** We have \( dh \left( \frac{\partial}{\partial r_{\sigma}} \right) = f_{\sigma}^\odot \otimes e_1 \).

**Proof.** Without loss of generality we take \( i = 1 \). Let \( \rho: \mathbb{R} \to \mathbb{R}^N_{>0} \) be the curve \( \rho(u) = (e^u, 1 \cdots, 1) \) representing \( \frac{\partial}{\partial r_{\sigma}} \). We have

\[
h(\rho(u))z_0 = h(\gamma(u)) \text{span}\{f_1, \ldots, f_N\} = \text{span}\left\{ \frac{e^u - e^{-u}}{2} e_1 + \frac{e^u + e^{-u}}{2} f_1, f_2, \ldots, f_N \right\} = \text{span}\left\{ \frac{e^u - e^{-u}}{2} e_1 + f_1, f_2, \ldots, f_N \right\} =: z(u).
\]

(4.60)

As an element of \( z_0^\odot \otimes z_0^1 \) we have \( z(u) = \frac{e^u - e^{-u}}{e^u + e^{-u}} f_1^\odot \otimes e_1 \). Then \( dh \left( \frac{\partial}{\partial r_{\sigma}} \right) \) is equal to

\[
\left. \frac{d}{du} z(u) \right|_{u=0} = f_1^\odot \otimes e_1.
\]

(4.61)

The positive Fourier coefficients as intersection numbers. In this subsection we show that the Fourier coefficients \( \int_{C \otimes \psi} \Theta_n(v, \varphi_f) \) are intersection numbers, it is the content of Proposition 4.10.

**Proposition 4.8.** Let \( x \) be a positive vector in \( F^2 \). Then

\[
|D_0^+ \cap D_x^+| = \begin{cases} 1 & \text{if } \text{sgn}(x_{\sigma} x_{\sigma}') = 1 \text{ for all } \sigma \\ 0 & \text{otherwise}, \end{cases}
\]
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and it only depends on the $O^\times_+$ orbit of $x$, where we view $O^\times_+$ in $\Gamma_{h_t}^\times$, embedded by the map $h : F_\infty^\times \to H(\mathbb{R})^\times$. Furthermore the intersection in $D_+^\times$ is transversal and we have

$$\langle D^+_x, D^+_0 \rangle_{D^+_+} = \begin{cases} \langle x \rangle^N \text{sgn}(x) & \text{if } \text{sgn}(x, x') = 1 \text{ for all } \sigma \\ 0 & \text{otherwise.} \end{cases}$$

Proof. The set $D_0^+ \cap D^+_x$ is precisely the zero locus of $\oplus \sigma s_{x, \sigma} : D_0^+ \to D_0^+ \times F_\infty$, where

$$s_{x, \sigma}(t_{\sigma}) = \left( t_{\sigma}, t_{\sigma}^{-1} x_{\sigma} - t_{\sigma} x' \right) \in \mathbb{R}_{>0} \times F_{\sigma}, \quad (4.62)$$

see the diagram (4.22). This section vanishes exactly when $t_{\sigma}^2 = \frac{x_{\sigma}}{x_{\sigma}}$ for all $\sigma$. This has precisely one solution when $\text{sgn}(x, x') = 1$ for all $\sigma$.

Suppose that the intersection point is $z_0$. We have $o(N, D^+_0) = (f^'_i \otimes x) \cap \cdots \cap (f_{z}^N \otimes x)$ and $o(T_{\infty, D^+_0}) = (f^'_i \otimes e_1) \cap \cdots \cap (f_{z}^N \otimes e_N)$. Since $z_0$ is in $D^+_x$ we have $x$ is in $z_0^\times$. Hence we can write $x = a(x, x) = \sum_j x_j e_j$ and

$$q_{z_0}(o(T_{\infty, D^+_0}), o(N, D^+_x)) = \det \left( -Q(f^'_i, f^'_j)Q(e_i, x) \right)_{ij} = \langle - \langle x \rangle^N \prod_j x_j = \langle - \langle x \rangle^N 2^N N(x), \quad (4.63)$$

where the factor $2^N$ comes from $Q(f^'_i, f^'_j) = 2\delta_{ij}$. Hence the intersection is transversal and

$$\langle D^+_x, D^+_0 \rangle_{D^+_+} = \langle - \langle x \rangle^N \text{sgn}(x). \quad (4.64)$$

Now suppose that the intersection point is $z \neq z_0$. Then for some $t_\infty = (t_1, \ldots, t_N)$ with $t_j$ positive we have $z = h(t_\infty)z_0$ and thus

$$z_0 = h(t_\infty)^{-1} \left( D^+_0 \cap D^+_x \right) = D^+_0 \cap D^+_x. \quad (4.65)$$

The intersection at $z_0$ is transversal and since $h(t_\infty)$ is orientation preserving (because $t_j$ is positive for every $j$) the sign of $\langle D^+_x, D^+_0 \rangle_{D^+_+}$ equals the sign of

$$\langle D^+_x, D^+_0 \rangle_{D^+_+} = \langle - \langle x \rangle^N \prod_j t^{-1}_j x_j = \langle - \langle x \rangle^N \text{sgn}(N). \quad (4.66)$$

Consider the set $L_{h_t} = \{ x \in F_\infty^2 | \varphi_j(h_t^{-1}x) \neq 0 \}$. There exists $m$ in $F_\infty$ such that $\text{supp}(\varphi_f)$ is contained in $m \tilde{\sigma}^2$, hence there is an $m$ in $F_\infty$ such that $L_{h_t}$ is contained in $m \tilde{\sigma}^2$. Let $\Gamma_{h_t}^\times$ be the subgroup that appeared in (3.10).

**Proposition 4.9.** Let $x$ be in $L_{h_t}$. The intersection $D^+_a \cap D^+_y$ in $D^+_+$ is nonzero for only finitely many orbits $O^\times_+ \cdot y$ in $O^\times_+ \setminus \Gamma_{h_t}^\times \cdot x$.

Proof. Let $Q(x, x) = 2n$. For every $y$ in $\Gamma^\times_0 \cdot x$ we have $Q(y, y) = 2n$. Since $D^+_a \cap D^+_y = h_a \left( D^+_0 \cap D^+_y^{-1} \right)$ it is enough to prove the statement for the intersection $D^+_a \cap D^+_y$. We begin by showing that if $K$ is a compact subset of $D_+$ then $K \cap D^+_y$ is non-empty only for finitely many $y$ in $\Gamma^\times_0 \cdot x$. For a negative plane $z$ in $D_+$ and a vector $y$ in $F_2^\times$ we have

$$Q_{z}^+(y, y) = Q(y_{z}, y_{z}) + Q(y_{z}, y_{z}) \quad (4.67)$$

where $y_{z} + y_{z}$ is the splitting of $y$ with respect to the orthogonal decomposition $F_2^\times = z \oplus \tilde{z}$. The Siegel majorant

$$Q_{z}^+(y, y) := Q(y_{z}, y_{z}) - Q(y_{z}, y_{z}) \quad (4.68)$$

\[\]
is a positive definite quadratic form. If \( z \) is in \( \mathbb{D}^+ \) then \( z \) is contained in \( y^+ \) and \( Q^+_z(y, y) = Q(y, y) = 2n \).

Since the Siegel majorant is positive definite we can find real numbers \( M_z > m_z > 0 \) such that \( m_z \|y\|^2 \leq Q^+_z(y, y) \leq M_z \|y\|^2 \) where \( \| \cdot \| \) is the Euclidean norm on \( \mathbb{R}^N \). Since \( K \) is compact and \( Q^+_z \) is continuous in \( z \) we can also find constants \( M_K > m_K > 0 \) such that \( m_K \|y\|^2 \leq Q^+_z(y, y) \leq M_K \|y\|^2 \) for every \( z \) in \( K \).

Hence for \( z \) in \( \mathbb{D}^+_o \cap K \) we have

\[
\frac{2n}{M_K} = \frac{Q^+_z(y, y)}{M_K} \leq \|y\|^2 \leq \frac{Q^+_z(y, y)}{m_K} = \frac{2n}{m_K}.
\] (4.69)

There are only finitely many vectors \( y \) of bounded norm in the lattice \( \mathcal{L}_{h_i} \), let alone in an orbit \( \Gamma_{h_i} \cdot x \).

Now let \( \mathbb{D}^+_{0,1} \subset \mathbb{D}^+_o \) be the subset of elements of norm 1, so that we have a diffeomorphism

\[
\mathbb{D}^+_o \rightarrow \mathbb{D}^+_{0,1} \times \mathbb{R}_{>0}
\]

\[
(t_1, \ldots, t_N) \mapsto \left( t_1, \ldots, t_{N-1}, \frac{1}{t_1 \cdots t_{N-1}}, t_1 \cdots t_N \right)
\] (4.70)

For \( T > 1 \) we define

\[
\mathbb{D}^+_o(T) \equiv \mathbb{D}^+_{0,1} \times \left[ \frac{1}{T}, T \right] \cong \left\{ (t_1, \ldots, t_N) \in \mathbb{R}^N_{>0} \mid \frac{1}{T} \leq t_1 \cdots t_N \leq T \right\}.
\] (4.71)

The group \( \Gamma^{x,+} \) preserves \( \mathbb{D}^+_{0,1} \), and by Dirichlet’s unit Theorem the quotient is compact. Hence we can find a fundamental domain \( \mathcal{F} \subset \mathbb{D}^+_{0,1} \) such that \( \mathcal{F} \) is compact and

\[
\mathbb{D}^+_{0,1} = \bigcup_{\lambda \in \Gamma^{x,+}} \lambda \mathcal{F}.
\] (4.72)

We also set \( \mathcal{F}_T \equiv \mathcal{F} \times \left[ \frac{1}{T}, T \right] \) so that

\[
\mathbb{D}^+_o(T) = \bigcup_{\lambda \in \Gamma^{x,+}} \lambda \mathcal{F}_T.
\] (4.73)

Suppose that there is \( T > 1 \) that only depends on \( n \) such that

\[
\mathbb{D}^+_o \cap \mathbb{D}^+_y = \mathbb{D}^+_o(T) \cap \mathbb{D}^+_y.
\] (4.74)

Since \( \mathcal{F}_T \) is compact there are finitely many distinct vectors \( y_1, \ldots, y_k \) such that \( |\mathcal{F}_T \cap \mathbb{D}^+_y| \) is non-zero.

For \( y \) in \( F^2 \) we then have

\[
\mathbb{D}^+_o \cap \mathbb{D}^+_y = \mathbb{D}^+_o(T) \cap \mathbb{D}^+_y
\]

\[
= \bigcup_{\lambda \in \Gamma^{x,+}} |\lambda \mathcal{F}_T \cap \mathbb{D}^+_y|
\]

\[
= \bigcup_{\lambda \in \Gamma^{x,+}} \lambda \left( \mathcal{F}_T \cap \mathbb{D}^+_y \right).
\] (4.75)

This intersection is empty if \( y \) lies in none of the orbits \( \Gamma^{x,+} \cdot y_i \).

Finally let us prove (4.74). Let \( y = \left( \begin{array}{c} y \\ y' \end{array} \right) \) be in \( \mathcal{L}_{h_i} \) with \( Q(y, y) = 2 \text{tr}_{F/Q}(yy') = 2n \). If \( t_\infty \) is in \( \mathbb{D}^+_o \cap \mathbb{D}^+_y \), then \( y t_\infty y' \) is positive and

\[
\prod_{\sigma} t_\sigma = \prod_{\sigma} \sqrt{\frac{y_\sigma}{y'_\sigma}} = \sqrt{\left| \frac{N(y)}{N(y')} \right|}.
\] (4.76)

Since \( \mathcal{L}_{h_i} \) is contained in \( m_i \sigma^2 \) for some \( m_i \) in \( F^x \) we have \( |N(y)| \geq |N(m_i)| > 0 \). On the other hand, since \( y t_\infty y' \) is positive we can use the inequality between arithmetic and geometric mean to show that

\[
\frac{2n}{N} = \frac{Q(y, y)}{N} \geq 2|N(y)N(y')|^\frac{1}{2} \geq 2|N(y)N(m_i)|^\frac{1}{2}.
\] (4.77)
Hence
\[
\frac{1}{|N(m_i)|} \left( \frac{n}{N} \right)^N \geq |N(y)| \geq |N(m_i)|. \tag{4.78}
\]

By replacing \( y \) by \( y' \) we obtain the same bound for \( N(y') \), which shows that we can take
\[
T = \frac{1}{|N(m_i)|} \left( \frac{n}{N} \right)^{\frac{N}{2}}. \tag{4.79}
\]

Every connected cycle \( C_a \) land in exactly one connected component \( M_{h_i} \) of \( M_K \). We can then define the intersection numbers in \( M_{h_i} \)
\[
\langle C_{\chi}(h_i), C_a \rangle_{M_{h_i}} := \frac{1}{r} \sum_{[\alpha] \in \text{Cl}(F)_i} \sum_{x} \langle \psi(\alpha) \varphi_f(h_i^{-1}x) \rangle \langle C_{\chi}(h_i), C_a \rangle_{M_{h_i}}, \tag{4.80}
\]
which are well-defined by the previous proposition. We also define
\[
\langle C_{\alpha}(\varphi_f), C \otimes \psi \rangle_{M_K} := \sum_{[\alpha] \in \text{Cl}(F)_i} \sum_{x} \sum_{Q(x,x) = 2n} \psi(\alpha) \varphi_f(h^{-1}_i x) \langle C_{\alpha}(h_i), C_a \rangle_{M_{h_i}}, \tag{4.81}
\]
where for every class \([\alpha]\) the intersection number \( \langle C_{\chi}(h_i), C_a \rangle \) is non-zero for at most one \( h_i \), corresponding to the connected component of \( M_K \) that contains \( C_a \).

Remark 4.3. Suppose that \( \Gamma_{h_i} \) contains \(-1\), thus \( k = 2 \). Since \( \Theta^{x,+} \) does not contain, every orbit appears twice, we sum over \( y = \Theta^{x,+} x \) and \( y = -\Theta^{x,+} x \) in (4.80). Since \( D^{x,y}_+ = D^+_y \) we are counting the intersection number \( \langle D^{\chi}_+, D^+_a \rangle_{D^+} \) twice and this is why we have to multiply by \( k = 2 \) in the following proposition.

**Proposition 4.10.** We have
\[
\int_{C \otimes \psi} \Theta_{n}(v, \varphi_f) = (-1)^{N} \kappa \langle C_{\alpha}(\varphi_f), C \otimes \psi \rangle_{M_K}. \tag{4.82}
\]

**Proof.** It is enough to show that
\[
\int_{C_{\alpha}} \Theta_{n}(v, \varphi_f) = (-1)^{N} \kappa \langle C_{\alpha}(\varphi_f), C_a \rangle_{M_K}. \tag{4.83}
\]

For \( x \) a positive vector in \( F^2 \) we first show that
\[
\int_{D^+_0} \varphi^\theta(x) = (-1)^{N} \langle D^+_x, D^+_0 \rangle_{D^+}. \tag{4.84}
\]

We have
\[
\int_{D^+_0} \varphi^\theta(x) = 2^{-N} e^{\pi Q(x,x)} J_{\infty}(x, 0)
\]
\[
= 2^{-N} \sqrt{N} \int_{x(x')} e^{\pi Q(x,x')} \prod_{\sigma} (\text{sgn}(x_{\sigma}) + \text{sgn}(x'_{\sigma})) K_{\frac{1}{2}}(2\pi |x_{\sigma} x'_{\sigma}|).
\]

(4.85)

It follows from Lemma 4.9 that the intersection \( D^+_0 \cap D^+_x \) is empty if and only if \( \text{sgn}(x_{\sigma}) \neq \text{sgn}(x_{\sigma}) \) for some \( \sigma \). Since \( x_{\sigma} \) and \( x'_{\sigma} \) are non-zero (otherwise \( x \) would be zero) it follows that this is equivalent to the vanishing of (4.85). Thus we can suppose that \( \text{sgn}(x_{\sigma}) = \text{sgn}(x_{\sigma}) \) for all \( \sigma \). Using the equality \( K_{\frac{1}{2}}(\alpha) = \sqrt{\frac{\pi}{\alpha}} e^{-\alpha} \) we find that
\[
\int_{D^+_0} \varphi^\theta(x) = \text{sgn} N(x) = (-1)^{N} \langle D^x, D^+_0 \rangle_{D^+}. \tag{4.86}
\]
By the invariance property of the Kudla-Millson form we have
\[
\int_{\mathbb{D}^+_a} \varphi^0(x) = \int_{h^{-1} \mathbb{D}^+_a} \varphi^0(x) = \int_{\mathbb{D}^+_a} \varphi^0(h^{-1} x) = (-1)^N \langle \mathbb{D}^+_a, \mathbb{D}^+_a \rangle_{\mathbb{D}^+}.
\]
Therefore, (4.84) also holds for \(\mathbb{D}^+_a\) instead of \(\mathbb{D}^+_0\). Then we have
\[
\int_{C_a} \Theta_n(v, \varphi_f) = \sum_{i=1}^r \sum_{x \in \Gamma_{h_i} \backslash \mathbb{F}^2_Q} \varphi_f(h_i^{-1} x) \sum_{v \in \mathbb{E}^\times} \varphi^0(\sqrt{\tau} y) = (-1)^N \kappa \sum_{i=1}^r \sum_{x \in \Gamma_{h_i} \backslash \mathbb{F}^2_Q} \varphi_f(h_i^{-1} x) \langle C^X(h_i), C_a \rangle_{\mathbb{M}_k} = (-1)^N \kappa \langle C_n(\varphi_f), C_a \rangle_{\mathbb{M}_k}.
\]
Hence, Proposition 4.6 holds.

Hence with Proposition 4.6 we get
\[
I(\tau, \varphi, \psi) = 2^{1-N} \zeta_f(\varphi_1, \psi^{-1}, 0) + 2^{1-N} \zeta_f(\varphi_2, \psi, 0) + (-1)^N \kappa \sum_{n \in \mathbb{Q}^> \cap \mathbb{Z}_Q} \langle C_n(\varphi_f), C \otimes \psi \rangle_{\mathbb{M}_k} e^{2i\pi n \tau}. \tag{4.90}
\]

**Change of model.** Recall that \(W^0_P = X^0_P \oplus X^0_P\) is a 4-dimensional symplectic space over \(F\), whose restriction of scalars was \(W_Q = X_Q \oplus X_Q\). The symplectic form on \(W^0_P\) is given by the skew symmetric matrix \(\begin{pmatrix} 0 & A(Q^0) \\ -A(Q^0) & 0 \end{pmatrix} \in \text{Mat}_4(F)\) where \(A(Q^0) = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}\). Hence the symplectic group of \(W^0_P\) is
\[
\text{Sp}(W^0_P) = \left\{ g \in \text{GL}_4(F) \bigg| g \left( \begin{pmatrix} 0 & A(Q^0) \\ -A(Q^0) & 0 \end{pmatrix} \right) g^{-1} = \left( \begin{pmatrix} 0 & A(Q^0) \\ -A(Q^0) & 0 \end{pmatrix} \right) \right\}. \tag{4.91}
\]

Since the orthogonal group \(\text{SO}(F^2)\) is \(F^\times\) we have two different models for the pair \(\text{SL}_2(F) \times F^\times\) in \(\text{Sp}(W^0_P)\): on the one hand we can use the linear one for \(\text{GL}_2(F) \times F^\times\), on the other hand we can use the orthosymplectic model for \(\text{SL}_2(F) \times \text{SO}(F^2)\); see Page 9. These models correspond to two different embeddings \(\iota_{os}\) and \(\iota_t\) of \(\text{SL}_2(F) \times F^\times\) in \(\text{Sp}(W^0_P)\) given by
\[
\iota_{os}(g, t) = \begin{pmatrix} at & at^{-1} & bt & bt^{-1} \\ ct & dt & ct^{-1} & dt^{-1} \end{pmatrix}, \tag{4.92}
\]
\[
\iota_t(g, t) = \begin{pmatrix} at & -bt & at^{-1} & bt^{-1} \\ -bt & dt & ct^{-1} & dt^{-1} \end{pmatrix}. \tag{4.93}
\]
where \( g = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \). With the latter embedding the linear pair \( \text{SL}_2(F) \times \text{GL}_1(F) \) acts by

\[
\omega_l(g, t)\varphi(x) = |t| \varphi(g^{-1}tx),
\]

since

\[
\begin{pmatrix} a & -b \\ -c & d \end{pmatrix} = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \begin{pmatrix} a & -b \\ -c & d \end{pmatrix} \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} = \begin{pmatrix} a & b \\ c & d \end{pmatrix}^{-1}.
\]

The two embeddings are conjugate to each other, we have \( T_{\text{los}}(g, t)T^{-1} = t_l(g, t) \) where

\[
T := \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & -1 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix} \in \text{Sp}(W^o_F).
\]

We denote by \( \mathcal{F} \) the operator

\[
\mathcal{F}: \mathcal{H}(A_F^\times) \to \mathcal{H}(K_F^\times)
\]

\[
\varphi \mapsto \omega(T)\varphi
\]

Using the formula for the Weil representation in (2.33) we get

\[
\mathcal{F}\varphi \left( \frac{x}{x'} \right) = \int_{K_F} \varphi \left( \frac{z}{x'} \right) \chi(-xz)dz.
\]

It is a partial Fourier transform and satisfies \( \mathcal{F} \circ \omega_{\text{os}}(g, t) = \omega_l(g, t) \circ \mathcal{F} \) for every pair \( (g, t) \) in \( \text{SL}_2(A_F) \times A_F^\times \).

**Remark 4.4.** If \( \varphi \left( \frac{x}{x'} \right) = \varphi_1(x)\varphi_2(x') \) with \( \varphi_1 \) and \( \varphi_2 \) two Schwartz functions in \( \mathcal{H}(A_F) \), then \( \mathcal{F}\varphi \left( \frac{x}{x'} \right) = \varphi_1^\gamma(x)\varphi_2(x') \) where \( \varphi^\gamma \) is the Fourier transform on \( \mathcal{H}(A_F) \), see (2.14).

For a Schwartz function \( \phi \) in \( \mathcal{H}(A_F^\times) \) and fixed \( g \) in \( \text{SL}_2(A_F) \), we define

\[
\tilde{\Theta}_l(g, t, \phi) := \sum_{x \in F^2} \omega_l(g, t)\phi(x) \in C^\infty(K_F^\times \backslash A_F^\times)^{K^o}(t).
\]

It is a function on \( A_F^\times \) in the variable \( t \). If \( \mathcal{F}\varphi = \phi \), then by Poisson summation we have

\[
\tilde{\Theta}_l(g, t, \phi) = \Theta_{\text{os}}(g, l, \phi).
\]

**Lemma 4.11.** Let \( \phi_\infty \) be the Schwartz function in \( \mathcal{H}(F_F^\times) \) defined by \( \phi_\infty := \mathcal{F}\varphi_\infty \). Then

\[
\phi_\infty(x) = (-i)^N \prod_\sigma e^{-\xi \sigma |z_\sigma|^2} z_\sigma
\]

where \( z_\sigma := x_\sigma + ix'_\sigma \).

**Proof.** We compute

\[
\mathcal{F}\varphi_\infty(x) = \prod_\sigma \omega(T)\varphi_\sigma \left( \frac{x_\sigma}{x'_\sigma} \right)
\]

\[
= \prod_\sigma \int_{\mathbb{R}} \varphi_\sigma \left( \frac{\alpha_\sigma}{x'_\sigma} \right) e^{-2i\pi \sigma x_\sigma} d\alpha_\sigma
\]

\[
= \prod_\sigma \int_{\mathbb{R}} e^{-\pi(x'^2_\sigma + \alpha^2_\sigma)}(x'_\sigma + \alpha_\sigma)e^{-2i\pi \sigma x_\sigma} d\alpha_\sigma
\]

\[
= \prod_\sigma \int_{\mathbb{R}} e^{-\pi(x'^2_\sigma + \alpha^2_\sigma)}(x'_\sigma + \alpha_\sigma)e^{-2i\pi \sigma x_\sigma} d\alpha_\sigma
\]

\[
= (-i)^N \prod_\sigma e^{-\pi |z_\sigma|^2} z_\sigma.
\]
**Theorem 4.12.** Suppose that \( \varphi_1 \) or \( \varphi_2 \) vanishes. The diagonal restriction of the Eisenstein series \( E(\tau_1, \ldots, \tau_N, \phi_f, \psi) \) has the Fourier expansion

\[
E(\tau_1, \ldots, \tau_N, \phi_f, \psi) = \zeta_f(\varphi_1, \psi^{-1}, 0) + \zeta_f(\varphi_2, \psi, 0) + (-1)^N 2^{N-1} \sum_{n \in \mathbb{Q}^*} \langle C_n(\varphi_f), C \otimes \psi \rangle_{\overline{K}} e^{2\pi i n \tau}.
\]

where \( \varphi_f \) is such that \( \phi_f = \mathcal{F} \varphi_f \).

**Proof.** First by Poisson summation (P.S.) we have

\[
2^{N-1} I(\tau_1, \ldots, \tau_N, \phi_f, \psi, s) = (v_1 \ldots v_N)^{-\frac{1}{2}} \int_{F^\times \backslash A^F_F} \tilde{\Theta}_{\alpha}(g_{\tau_1}, t, \varphi) \psi(t) |t|^s dt^x
\]

\[
= \int_{F^\times \backslash A^F_F} \sum_{\gamma \in \text{Stab}(0)} \omega_1(g_{\tau_1}, t) \phi(x) \psi(t) |t|^s dt^x.
\]

Note that by our choice of Schwartz function \( \phi_\infty \) we have \( \phi_\infty(0,0) = 0 \), hence the term at \((0,0)\) does not contribute to the summation. We have a bijection

\[
F^\times \times P(F) \backslash GL_2(F) \rightarrow F^2 - (0,0)
\]

where \( P(F) \) is the stabilizer of \( x_0 = \iota(1,0) \) and \( \gamma_0 \) is one of the following representatives in \( P(F) \)

\[
\begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \text{ or } \begin{pmatrix} \lambda & 1 \\ 1 & 0 \end{pmatrix} \text{ with } \lambda \in F^\times.
\]

Hence the sum

\[
\int_{F^\times \backslash A^F_F} \sum_{x \in F^2 - (0,0)} \omega_1(g_{\tau_1}, t) \phi(x) \psi(t) |t|^s dt^x
\]

(4.104)

can be unfolded as

\[
\int_{F^\times \backslash A^F_F} \sum_{x \in F^2} \sum_{\gamma \in P(F) \backslash GL_2(F)} \omega_1(g_{\tau_1}, t) \phi(\gamma^{-1} x_0) \psi(t) |t|^s dt^x = \int_{A^F_F} \sum_{\gamma \in P(F) \backslash GL_2(F)} \omega_1(g_{\tau_1}, t) \phi(\gamma^{-1} x_0) \psi(t) |t|^s dt^x.
\]

(4.105)

Since we have termwise absolute convergence for \( \text{Re}(s) > N - 1 \) we can exchange the sum and the integral:

\[
\int_{A^F_F} \sum_{\gamma \in P(F) \backslash GL_2(F)} \omega_1(g_{\tau_1}, t) \phi(\gamma^{-1} x_0) \psi(t) |t|^s dt^x = \sum_{\gamma \in P(F) \backslash GL_2(F)} Z(g_{\tau_1} \gamma_0^{-1} x_0, \phi, \psi, s).
\]

(4.106)

Thus we get \( 2^{N-1} I(\tau_1, \ldots, \tau_N, \phi_f, \psi, s) = E(\tau_1, \ldots, \tau_N, \phi_f, \psi, s) \), and the Fourier expansion follows from 4.90. \( \square \)

5 **Classical formulation for quadratic fields**

We want to specialize Theorem 4.12 to the case where \( N = 2 \) and \( F = \mathbb{Q}(\sqrt{D}) \) a quadratic field with \( D > 0 \) and squarefree. We have \( \mathcal{O} = \mathbb{Z}[\lambda] \), where \( \lambda := \frac{d_F + \sqrt{D}}{2} \), and \( d_F \) is the fundamental discriminant. We explicit the choices that allow us to recover \([DPV21, \text{Theorem } A]\).

### 5.1 The symmetric space associated to \( \text{SO}(2, 2) \)

We identify \( (F^2_Q, Q) \) with the quadratic space \( (\text{Mat}_2(\mathbb{Q}), 2\det) \) via

\[
F^2_Q \rightarrow \text{Mat}_2(\mathbb{Q})
\]

\[
x = \begin{pmatrix} x & \xi \\ \xi' & x' \end{pmatrix} \mapsto [x', S \xi x],
\]

(5.1)
where \( S = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} \). The fact that this is an isometry follows from \( \det[a, b] = \nu S^{-1} b \). Let

\[
\tilde{H}(\mathbb{Q}) := \text{GL}_2(\mathbb{Q}) \times \mathbb{Q}^*, \quad \text{GL}_2(\mathbb{Q}) = \{(g_1, g_2) \in \text{GL}_2(\mathbb{Q}) \times \text{GL}_2(\mathbb{Q}) \mid \det(g_1) = \det(g_2)\}.
\]

It acts on \( \text{Mat}_2(\mathbb{Q}) \) by \( \tilde{h}X := g_1Xg_2^{-1} \), where \( \tilde{h} = (g_1, g_2) \) is in \( \tilde{H}(\mathbb{Q}) \). With this identification we have an isomorphism between \( \tilde{H} \) and the spin group \( \text{GSpin}_X \) of the quadratic space \( X_\mathbb{Q} = F_\mathbb{Q}^2 \). There is an exact sequence

\[
1 \longrightarrow \mathbb{Q}^* \longrightarrow \tilde{H}(\mathbb{Q}) \xrightarrow{\nu} H(\mathbb{Q}) \longrightarrow 1 \tag{5.2}
\]

where the kernel of \( \nu \) is given by \( \mathbb{Q}^* = \{(t\mathbf{1}_2, t\mathbf{1}_2) \in \text{GL}_2(\mathbb{Q})^2 \mid t \in \mathbb{Q}^*\} \).

**Lemma 5.1.** The map \( \nu: \tilde{H}(\mathbb{Q}) \rightarrow H(\mathbb{Q}) \) is given by

\[
\nu(g_1, g_2) = \begin{pmatrix} a^\#_g_1 & bA^{-1}Sg_1 \\ cS^{-1}A^\#_g_1 & dg_1 \end{pmatrix}_{\det(g_2)}, \tag{5.3}
\]

where \( g_2 = \left( \begin{smallmatrix} a & b \\ c & d \end{smallmatrix} \right) \) and \( ^\#_g_1 = A^{-1}t^{1}g_1^{-1}A \).

**Proof.** We will use several times the equality \( -Sg_1S = \det(g_1)^{-1}g_1^{-1} \). Note that the inverse of the map (5.1) is given by

\[
[u, u'] \longmapsto \left( -A^{-1}Su' \middle| u \right). \tag{5.4}
\]

We compute the action separately on the two coordinates \( x = (x, x') \) of \( F_\mathbb{Q}^2 \). First if \( x = t(0, 0) \):

\[
(g_1, g_2) \cdot [x', 0] = \frac{1}{\det(g_2)} g_1[x', 0] \begin{pmatrix} d & -b \\ -c & a \end{pmatrix} = \frac{1}{\det(g_2)} [dg_1x', -bg_1x'] \tag{5.5}
\]

which is mapped in \( F_\mathbb{Q}^2 \) to

\[
\frac{1}{\det(g_2)} \begin{pmatrix} bA^{-1}Sg_1x' \\ dg_1x' \end{pmatrix}. \tag{5.6}
\]

On the other hand if \( x' = t(0, 0) \) we have

\[
(g_1, g_2) \cdot [0, SaX] = \frac{1}{\det(g_2)} [0, g_1SaX] \begin{pmatrix} d & -b \\ -c & a \end{pmatrix} = \frac{1}{\det(g_2)} [-c_1SaX, ag_1SaX] \tag{5.7}
\]

This is mapped to

\[
\begin{pmatrix} a^\#_g_1x \\ -cSa^\#_g_1x \end{pmatrix} \in F_\mathbb{Q}^2.
\]

\[\square\]

The group of real points \( \tilde{H}(\mathbb{R}) \) has two connected components and

\[
\tilde{H}(\mathbb{R})^+ = \{(g_1, g_2) \in \text{GL}_2(\mathbb{R}) \times \text{GL}_2(\mathbb{R}) \mid \det(g_1) = \det(g_2) > 0\}, \tag{5.6}
\]

is the connected component of the identity. Its image is \( \nu(\tilde{H}(\mathbb{R})^+) = H(\mathbb{R})^+ \). We have a transitive action of \( \tilde{H}(\mathbb{R})^+ \) on the space \( \mathbb{D}^+ \) of negative lines in \( \text{Mat}_2(\mathbb{R}) \) that sends \( z \) to \( \tilde{h}z = g_1zg_2^{-1} \), where \( \tilde{h} = (g_1, g_2) \). Consider the basis of \( \text{Mat}_2(\mathbb{Q}) \)

\[
\mathbf{E}_1 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad \mathbf{E}_2 = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, \quad \mathbf{F}_1 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad \mathbf{F}_2 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \tag{5.7}
\]

\[\text{31}\]
and the negative plane
\[ X_0 := \text{span}(F_1, F_2) = \left\{ \begin{pmatrix} a & b \\ b & -a \end{pmatrix}, a, b \in \mathbb{R} \right\}, \] (5.8)
oriented by \( F_1 \wedge F_2 \). Its stabilizer in \( \tilde{H}^+(\mathbb{R}) \) is \( \mathbb{R}_{>0}(SO(2) \times SO(2)) \). Hence the stabilizer of \( \alpha X_0 \beta^{-1} \) for \((\alpha, \beta)\) in \( \tilde{H}^+(\mathbb{R}) \) is \( \mathbb{R}_{>0} \tilde{K}_\infty(\alpha X_0 \beta^{-1}) \) where
\[ \tilde{K}_\infty(\alpha X_0 \beta^{-1}) = (\alpha, \beta) SO(2) \times SO(2)(\alpha, \beta)^{-1}. \] (5.9)
Note that under the isomorphism (5.1) the negative plane \( z_0 = \{(v, -v), v \in \mathbb{R}^2\} \) is mapped to \( g_\infty^{-1} X_0 \). On the other hand the group \( \tilde{H}^+(\mathbb{R}) \) acts on \( \mathbb{H} \times \mathbb{H} \) by mapping \((\tau_1, \tau_2)\) to \((g_1 \tau, g_2 \tau_2)\). The stabilizer of \((\alpha i, \beta i)\) is \( \mathbb{R}_{>0} \tilde{K}_\infty(\alpha X_0 \beta^{-1}) \). Hence we have isomorphisms
\[ \mathbb{D}^+ \rightarrow \tilde{H}^+(\mathbb{R}) / \mathbb{R}_{>0} \tilde{K}_\infty(\alpha X_0 \beta^{-1}) \rightarrow \mathbb{H} \times \mathbb{H} \]
\[ g_1(\alpha X_0 \beta^{-1})g_2^{-1} \rightarrow (g_1, g_2) \mathbb{R}_{>0} \tilde{K}_\infty(\alpha X_0 \beta^{-1}) \rightarrow (g_1 \alpha i, g_2 \beta i). \] (5.10)
In the other direction we can express the map more concretely by
\[ \Psi: \mathbb{H} \times \mathbb{H} \rightarrow \mathbb{D}^+ \]
\[ (\tau_1, \tau_2) \mapsto X(\tau_1, \tau_2) = \text{span}(F_1(\tau_1, \tau_2), F_2(\tau_1, \tau_2)) \] (5.11)
where
\[ F_1(\tau_1, \tau_2) = \sqrt{g_1 g_2} g_{\tau_1} F_1 g_{\tau_2}^{-1} = \begin{pmatrix} y_1 & -xy_1 - xy_2 \\ 0 & -y_2 \end{pmatrix} \]
\[ F_2(\tau_1, \tau_2) = \sqrt{g_1 g_2} g_{\tau_1} F_2 g_{\tau_2}^{-1} = \begin{pmatrix} x_1 & -x_1 x_2 + y_1 y_2 \\ -1 & x_2 \end{pmatrix} \] (5.12)
and \( g_\tau = \begin{pmatrix} \sqrt{\mathfrak{p}} & \mathfrak{i} \sqrt{\mathfrak{p}} \\ 0 & 1/\sqrt{\mathfrak{p}} \end{pmatrix} \) maps \( i \) to \( \tau = x + iy \).

5.2 The adelic isomorphism
Let \( p \) be some fixed prime (later we will also assume that \( p \) is an odd split prime). Let \( \tilde{K} := \tilde{K}_\infty(z_0) \tilde{K}_0(p) \), where \( \tilde{K}_0(p) := K_0(p) \times_{\text{det}} K_0(p) \) is an open compact in \( \tilde{H}(\tilde{\mathbb{Z}}) \) and
\[ K_0(p) = \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{GL}_2(\tilde{\mathbb{Z}}), p \mid c \right\}. \] (5.13)
By strong approximation for \( \text{SL}_2 \) we know that
\[ \text{SL}_2(\mathcal{A}_f) = \text{SL}_2(\mathbb{Q}) K_0(p). \] (5.14)
Using the fact that the determinant \( \text{det}: K_0(p) \rightarrow \mathbb{Z}_p^\times \) is surjective for every \( p \), one can also show that we have \( \text{GL}_2(\mathcal{A}_f) = \text{GL}_2(\mathbb{Q})^+ K_0(p) \). Hence the space
\[ M_{\tilde{K}} = \tilde{H}(\mathbb{Q}) \backslash \tilde{H}(\mathcal{A}) / \tilde{K} \] (5.15)
is connected. The map \( \nu \) induces an isomorphism between \( M_{\tilde{K}} \) and \( M_K \). Since \( \tilde{H}(\mathbb{Q})^+ \cap \tilde{K}_f = \Gamma_0(p) \times \Gamma_0(p) \), where \( \Gamma_0(p) = \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{SL}_2(\mathbb{Z}), p \mid c \right\} \), we have
\[ M_{\tilde{K}} = Y_0(p) \times Y_0(p). \] (5.16)
where \( Y_0(p) = \Gamma_0(p) \backslash \mathbb{H} \).

Remark 5.1. Note that since \((-1, 2)\) is in \( \tilde{H}(\mathbb{Q})^+ \cap \tilde{K}_0(p) \) we have \( \kappa = 2 \) in this setting.
5.3 Hecke correspondences

**Proposition 5.2.** Let \( x \) be in \( \text{GL}_2(\mathbb{Q})^+ \). After identifying \( D^+ \) with \( \mathbb{H} \times \mathbb{H} \), the submanifold \( \mathbb{D}^+ \) is the image of the embedding

\[
\mathbb{H} \hookrightarrow \mathbb{H} \times \mathbb{H} \\
\tau \mapsto (x\tau, \tau).
\]

**Proof.** We have \( g_1xg_2^{-1} = x \) if and only if \( g_1 = xg_2x^{-1} \), which means that the stabilizer of \( x \) is

\[
\tilde{H}_x(\mathbb{R})^+ = \left\{ (xg_2x^{-1}, g) \in \tilde{H}(\mathbb{R})^+ \mid g \in \text{GL}_2(\mathbb{R})^+ \right\} \cong \text{GL}_2(\mathbb{R})^+.
\]

We fix the basepoint \( xX_0 \) in \( \mathbb{D}^+ \) so that the stabilizer is

\[
\tilde{K}_x(xX_0) := \mathbb{R}_{>0}(x\text{SO}(2)x^{-1} \times \text{SO}(2)).
\]

Moreover, the intersection \( \tilde{K}_x(xX_0) \) is \( \tilde{H}_x(\mathbb{R})^+ \cap \tilde{K}_x(xX_0) \cong \mathbb{R}_{>0}\text{SO}(2) \) and we have an isomorphism

\[
\text{GL}_2(\mathbb{R})^+/\mathbb{R}_{>0}\text{SO}(2) \to \tilde{H}_x(\mathbb{R})^+/\tilde{K}_x(xX_0)
\]

\[
g \mathbb{R}_{>0}\text{SO}(2) \to (xg_2x^{-1}, g) \tilde{K}_x(xX_0).
\]

Finally, composing with the identification (5.10) we obtain that \( \mathbb{D}_x^+ \) is the image of

\[
\mathbb{H} \to \tilde{H}_x(\mathbb{R})^+/\tilde{K}_x(xX_0) \hookrightarrow \mathbb{H} \times \mathbb{H}
\]

\[
\tau \mapsto (xg_2x^{-1}, g) \tilde{K}_x(xX_0) \hookrightarrow (x\tau, \tau).
\]

\( \square \)

Let \( \Gamma = \Gamma_0(p) \) for some fixed prime \( p \) and define the set

\[
\Delta_0(p) := \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{Mat}_2(\mathbb{Z}) \mid p \mid c, (a, p) = 1, ad - bc > 0 \right\},
\]

and \( \Delta_0(p)^{(n)} \) the subset of matrices in \( \Delta_0(p) \) of determinant \( n \). Let

\[
(\Gamma \times \Gamma)x = \tilde{H}_x(\mathbb{R})^+ \cap (\Gamma \times \Gamma) = \left\{ (x\gamma x^{-1}, \gamma) \in \Gamma \times \Gamma \mid \gamma \in \Gamma_x \right\}
\]

where \( \Gamma_x := \Gamma \cap x^{-1}\Gamma x \). For \( x \) in \( \text{GL}_2(\mathbb{Q})^+ \), the special cycle \( C_x \) is the correspondence

\[
\Gamma_x \setminus \mathbb{H} \hookrightarrow (\Gamma \times \Gamma)x \setminus \mathbb{H}^2 \to Y_0(p) \times Y_0(p)
\]

where the first map is sending \( \tau \) to \( (x\tau, \tau) \) and the second is the projection

\[
(\Gamma \times \Gamma)x \setminus \mathbb{H}^2 \to (\Gamma \times \Gamma)\setminus \mathbb{H}^2 = Y_0(p) \times Y_0(p).
\]

Define the open compact in \( \text{Mat}_2(\mathbb{Z}) \)

\[
\tilde{\Delta}_0(p) := \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{Mat}_2(\mathbb{Z}) \mid a_p \in \mathbb{Z}_p^*, c_p \in p\mathbb{Z}_p \right\},
\]

that satisfies \( \text{Mat}_2(\mathbb{Q})^+ \cap \tilde{\Delta}_0(p) = \Delta_0(p) \). If we take as Schwartz function \( \varphi_f = 1_{\tilde{\Delta}_0(p)} \) in \( \mathcal{S} (\text{Mat}_2(\mathbb{A}_F)) \), then for positive \( n \) we have

\[
C_n(1_{\tilde{\Delta}_0(p)}) = \sum_{x \in \Gamma \setminus \Delta_0(p)^{(n)}/\Gamma} C_x.
\]
5.4 Orientations

In this section we transfer the orientations defined in Subsection 3 on \( \mathbb{D}^+ \) to \( \mathbb{H} \times \mathbb{H} \). In order to do so we define a basis of \( \text{Mat}_2(\mathbb{Q}) \):

\[
\begin{align*}
F_1(\tau_1, \tau_2) &= \sqrt{y_1 y_2} g_{\tau_1} F_{1g_{\tau_2}^{-1}} = \begin{pmatrix} y_1 & -x_2 y_1 - x_1 y_2 \\ 0 & -y_2 \end{pmatrix} \\
F_2(\tau_1, \tau_2) &= \sqrt{y_1 y_2} g_{\tau_1} F_{2g_{\tau_2}^{-1}} = \begin{pmatrix} x_1 & -x_1 x_2 + y_1 y_2 \\ 1 & -x_2 \end{pmatrix} \\
E_1(\tau_1, \tau_2) &= \sqrt{y_1 y_2} g_{\tau_1} E_{1g_{\tau_2}^{-1}} = \begin{pmatrix} y_1 & -x_2 y_1 + x_1 y_2 \\ 0 & y_2 \end{pmatrix} \\
E_2(\tau_1, \tau_2) &= \sqrt{y_1 y_2} g_{\tau_1} E_{2g_{\tau_2}^{-1}} = \begin{pmatrix} x_1 & -x_1 x_2 - y_1 y_2 \\ 1 & -x_2 \end{pmatrix}
\end{align*}
\] (5.27)

If the basepoint \((\tau_1, \tau_2)\) is clear we will write \(E_1, E_2, F_1\) and \(F_2\). As in Subsection 3 we identify

\[
T_{X(\tau_1, \tau_2)} \mathbb{D}^+ = \text{Hom}(X(\tau_1, \tau_2), X(\tau_1, \tau_2)^\perp) \simeq X(\tau_1, \tau_2)^\vee \otimes X(\tau_1, \tau_2)^\perp
\] (5.28)

and orient \( \mathbb{D}^+ \) by

\[
(F_1^\vee \otimes E_1) \wedge (F_2^\vee \otimes E_1) \wedge (F_1^\vee \otimes E_2) \wedge (F_2^\vee \otimes E_2).
\] (5.29)

Let \( \Psi: \mathbb{H} \times \mathbb{H} \rightarrow \mathbb{D}^+ \) be the isomorphism (5.11) and consider the differential

\[
d\Psi: T_{(\tau_1, \tau_2)} \mathbb{H} \times \mathbb{H} \rightarrow T_{X(\tau_1, \tau_2)} \mathbb{D}^+.
\] (5.30)

Let \( \tau_1 = x_1 + i y_1 \) and \( \tau_2 = x_2 + i y_2 \) be the coordinates on \( \mathbb{H} \times \mathbb{H} \).

**Proposition 5.3.** Under the identification of \( \mathbb{D}^+ \) with \( \mathbb{H} \times \mathbb{H} \) the orientation of \( \mathbb{H} \times \mathbb{H} \) is

\[
4 y_1^2 y_2^2 \frac{\partial}{\partial x_1} \wedge \frac{\partial}{\partial y_1} \wedge \frac{\partial}{\partial x_2} \wedge \frac{\partial}{\partial y_2}
\]

and the orientation of \( \mathbb{D}^+ \) in \( \mathbb{D}^+ \) at the point \( X(\tau, \tau) \) is given by

\[
-y^4 \left( \frac{\partial}{\partial x_1} + \frac{\partial}{\partial x_2} \right) \wedge \left( \frac{\partial}{\partial y_2} + \frac{\partial}{\partial y_1} \right).
\]

For a proof see [Bra22a, Proposition 4.4.3]

5.5 A choice of basis for \( F \)

Now suppose that \( p \) is an odd split prime in \( F \). Then \( d_F \) is a quadratic residue modulo \( p \) and we can find an integer \( r \) such that \( r^2 \equiv d_F \pmod{p} \) and \( r^2 - d_F \) is positive. Since the discriminant \( d_F \) is always congruent to 0 or 1 modulo 4, it is always a square mod 4 and we can suppose furthermore that \( r^2 \equiv d_F \pmod{4p} \). We fix such a root \( r \) and set

\[
\epsilon_r := \frac{\sqrt{d_F} - r}{2} \in \mathcal{O}.
\] (5.31)

We take the positive \( \mathbb{Z} \)-basis \( \{\epsilon_r, 1\} \) of \( \mathcal{O} \). Let \( N_0 := 2N(\epsilon_r) \), so that \( 2N_0 = r^2 - d_F \). By changing the root we obtain another basis \( \{\epsilon_{-r}, 1\} \). Note that \( N_0 \) is positive.

**Remark 5.2.** In the previous sections of this chapter, various objects we used implicitly depended on the choice of the \( \mathbb{Z} \)-basis of \( \mathcal{O} \), for example the matrix \( g_{\infty} \in \text{GL}_N(\mathbb{R}) \), the embedding \( h \) of \( F^\times \) in \( H(\mathbb{Q}_v) \) or the cycle \( C \otimes \psi \). From now we will use the two \( \mathbb{Z} \)-bases \( \{\epsilon_{\pm r}, 1\} \) of \( \mathcal{O} \) and decorate the symbols by \( r \), for example we will write \( g_{\infty r}, h_r \) or \( C_r \otimes \psi \).

The regular representation with respect to the basis \( \{\epsilon_r, 1\} \) is given by

\[
\gamma_r : (F \otimes \mathbb{Q}_v)^\times \hookrightarrow \text{GL}_2(\mathbb{Q}_v)
\]

\[
a \epsilon_r + b \mapsto \begin{pmatrix} b - ar & a \\ -a N_0 & b \end{pmatrix}.
\] (5.32)
At all the other split places $q$ we can find $r_{q,r}$ in $\mathbb{Z}$ such that $r_{q,r}^2 \equiv d_F \pmod{q}$ and $r_{q,r}^2 - d_F$ is positive. Moreover by changing the sign of $r$ if necessary we can also suppose that $\frac{r_{q,r}}{d_F}$ is positive. We set $r_{q,-r} = -r_{q,r}$.

As above, for $q$ odd we can suppose furthermore that $r_{q,r}^2 \equiv d_F \pmod{4q}$. We define

$$
\epsilon_{q,r} := \frac{\sqrt{d_F} - r_{q,r}}{2},
$$

and since $r_{q,r} \equiv d_F \pmod{2}$ we have $\mathcal{O} = \mathbb{Z} [\epsilon_{q,r}]$. Modulo $q$ the minimal polynomial of $\epsilon_{q,r}$ splits as $x(x + r_{q,r})$. We have the splitting $(q) = \mathbb{Q}^{\epsilon_{q,r}}$, where

$$
q := \left( \frac{\sqrt{d_F} - r_{q,r}}{2} \right) \mathbb{Z} + q\mathbb{Z}, \quad q^\sigma := \left( \frac{\sqrt{d_F} + r_{q,r}}{2} \right) \mathbb{Z} + q\mathbb{Z};
$$

see (2.11). At every split prime $q$ we have two square roots of $d_F$ in $\mathbb{Z}^\times_q$. We take $\beta_{q,r}$ in $\mathbb{Z}_q^\times$ to be the one that satisfies $\beta_{q,r} \equiv r_{q,r} \pmod{q\mathbb{Z}_q}$.

Let $\varsigma_{q,r}$ be as in (2.12). If $v$ is non-split then $\varsigma_{q,r}$ is the identity on $F_{\mathbb{Q}_q}$, if $v = q$ is split then

$$
\varsigma_{q,r} : F_{\mathbb{Q}_q} \rightarrow F_q = \mathbb{Q}_q \times \mathbb{Q}_q, \quad \sqrt{d_F} \mapsto (\beta_{q,r}, -\beta_{q,r}).
$$

It maps $q \otimes Z_q$ to $(q\mathbb{Z}_q, Z_q^\times)$ and $q^\sigma \otimes Z_q$ to $(Z_q^\times, q\mathbb{Z}_q)$. Then, we precompose the map (5.32) by the isomorphism $\varsigma_{q,r}^{-1} : F_v \mapsto F_{\mathbb{Q}_q}$, which is the identity at the non split places. This yields an embedding

$$
\gamma_r : F_v^\times \hookrightarrow \text{GL}_2(\mathbb{Q}_v)
$$

that we also denote by $\gamma_r$.

**Proposition 5.4.** At split primes $q$ the embedding $\gamma_r$ of $F_v^\times$ in $\text{GL}_2(\mathbb{Q}_v)$ is defined by

$$
\gamma_r(t_q, t_q^\sigma) = \begin{pmatrix}
\frac{t_q + t_q^\sigma}{2} & -\frac{t_q - t_q^\sigma}{2 \beta_{q,r}} \\
-\frac{(t_q - t_q^\sigma)\beta_{q,r}}{2} & \frac{t_q + t_q^\sigma}{2} + \frac{r(t_q - t_q^\sigma)}{2 \beta_{q,r}}
\end{pmatrix}.
$$

**Proof.** By definition $\varsigma_{q,r}$ maps $a\epsilon_r + b$ to $(a\epsilon_r + b, a\epsilon_r^\sigma + b)$, where $\epsilon_r = \frac{\beta_{q,r} - r}{2}$ and $\epsilon_r^\sigma = -\frac{\beta_{q,r} + r}{2}$ are in $\mathbb{Q}_q$.

The preimage of $(t_q, t_q^\sigma)$ is $a\epsilon_r + b$ in $F_{\mathbb{Q}_q}$ with

$$
a = \frac{t_q - t_q^\sigma}{\beta_{q,r}}, \quad b = \frac{t_q + t_q^\sigma}{2} + \frac{r(t_q - t_q^\sigma)}{2 \beta_{q,r}}
$$

and the result follows by applying the map (5.32). \hfill \Box

For the basis $\{\epsilon_r, 1\}$ we denote by $h_r$ the embedding of $F_v^\times$ in $H(\mathbb{Q}_v)$ defined in Subsection 4.4. Define the map

$$
\tilde{h}_r : F_v^\times \hookrightarrow \tilde{H}(\mathbb{Q}_v)
$$

$$
t \mapsto \tilde{h}_r(t) = \begin{pmatrix}
\gamma_r(t), \\
1 & \det(\gamma_r(t))
\end{pmatrix},
$$

which is a lift of the map $h_r$ i.e. $\nu(\tilde{h}_r(t)) = h_r(t)$. At infinity this can be diagonalized as

$$
\begin{pmatrix}
\gamma_r(t_\infty), \\
1 & \det(\gamma_r(t_\infty))
\end{pmatrix} = (g_{\infty,r}, 1)^{-1} \begin{pmatrix}
g(t_\infty), \\
1 & \det(g(t_\infty))
\end{pmatrix} (g_{\infty,r}, 1),
$$

where

$$
g_{\infty,r} = \begin{pmatrix}
\epsilon_r & 1 \\
\epsilon_r^\sigma & 1
\end{pmatrix} \in \text{GL}_2(\mathbb{R}).
$$
5.6 Geodesics on the modular curve and Hecke operators

Suppose we have an embedding

\[ \Phi : \mathbb{R}_{>0} \rightarrow \mathbb{H} \]
\[ t \mapsto \Phi_x(t) + i\Phi_y(t). \]  

(5.41)

whose image is the geodesic joining two points \( \alpha \) and \( \beta \) in \( \mathbb{R} \cup \{ \infty \} \). We orient the image \( \Phi(\mathbb{R}_{>0}) \) by

\[ d\Phi \left( \frac{\partial}{\partial t} \right) = \frac{\partial \Phi_x}{\partial t} \frac{\partial}{\partial x} + \frac{\partial \Phi_y}{\partial t} \frac{\partial}{\partial y}. \]

(5.42)

We say that the geodesic is oriented from \( \alpha \) to \( \beta \) if

\[ \text{sgn} \frac{\partial \Phi_x}{\partial t} = \text{sgn}(\beta - \alpha) \]  

(5.43)

and write \( Q(\alpha, \beta) \) for the (oriented) image in \( \mathbb{H} \). Note that the condition \( (5.43) \) is equivalent to \( \Phi(0) = \alpha \) and \( \Phi(\infty) = \beta \). If \( \alpha \) is an RM-point we write \( Q(\alpha) = Q(\alpha, \alpha^s) \). Let \( \overline{Q}(\alpha, \beta) \) be the image of \( Q(\alpha, \beta) \) in \( \mathbb{H} \). If \( \alpha \) is an RM-point, then \( \overline{Q}(\alpha) \) is a closed (compact) geodesic. Let \( -Q(\alpha) := Q(\alpha^s, \alpha) \).

We define Hecke operators on geodesics as follows. Let \( Q = Q(\alpha) \) for some RM-point \( \alpha \) and

\[ \Gamma[Q] := \{ \gamma \in \Gamma | \gamma Q = Q \} \]

(5.44)

be its stabilizer. It is isomorphic to \( \{ \pm 1 \} \times \gamma_Q \), for some \( \gamma_Q \) in \( \Gamma \). In particular, if \( \Gamma \) denotes the image of \( \Gamma \) in \( \text{PSL}_2(\mathbb{Z}) \) then \( \Gamma[Q] = \gamma_Q \). Let \( R_n \) be a finite set of representatives in \( \Delta_0(p)^{(n)} \) of the double quotient \( \Gamma \backslash \Delta_0(p)^{(n)} / \Gamma \). Hence we can write

\[ \Delta_0(p)^{(n)} = \bigcup_{\delta \in R_n} \Gamma \delta \Gamma. \]

(5.45)

Let \( R_n(Q) \) be a subset of \( R_n \) that are representatives for the double quotient \( \Gamma[Q] \backslash \Delta_0(p)^{(n)} / \Gamma \). Then we have

\[ \Delta_0(p)^{(n)} = \bigcup_{\delta \in R_n(Q)} \Gamma \delta \Gamma = \bigcup_{\delta \in R_n(Q)} \Gamma[Q] \delta \Gamma. \]

(5.46)

We define the Hecke operator by

\[ T_\alpha \overline{Q} := \sum_{\delta \in R_n(Q)} \delta^{-1} \overline{Q}. \]

(5.47)

5.7 The twisted class \( C \otimes \psi \) in \( \mathbb{H} \times \mathbb{H} \)

Define the points

\[ \alpha_r := g_{\infty,r}^{-1}(0) = -\frac{1}{\epsilon_r} = \frac{r + \sqrt{d_F}}{N_0}, \quad \alpha_{-r} := g_{\infty,-r}^{-1}(0) = -\frac{r + \sqrt{d_F}}{N_0} = -\alpha^s_r. \]

(5.48)

By strong approximation, for every fractional ideal \( \mathfrak{a} \) we can find an element \( g_{\alpha_r, r} \) in \( \text{GL}_2(\mathbb{Q})^+ \) such that \( \gamma_r(t_0) \) lies in \( g_{\alpha_r, r} K_0(p) \), where we suppose that \( g_{\sigma, r} = 1 \). We define the RM-points

\[ \alpha_{\mathfrak{a}, r} := g_{\alpha_r, r} \alpha_r, \quad \alpha_{\mathfrak{a}, -r} := g_{\alpha_{-r}, -r} \alpha_{-r}. \]

(5.49)

In particular \( \alpha_{\sigma, r} = \alpha_r \).

Remark 5.3. Suppose we replace \( g_{\alpha_r, r} \) by another \( \tilde{g}_{\alpha_r, r} \) in \( \text{GL}_2(\mathbb{Q})^+ \) that satisfies that \( \gamma_r(t_0) \) lies in \( \tilde{g}_{\alpha_r, r}^{-1} K_0(p) \), and let \( \tilde{\alpha}_{\mathfrak{a}, r} = \tilde{g}_{\alpha_r, r} \alpha_r \). Then \( \tilde{g}_{\alpha_{\mathfrak{a}, r}, \mathfrak{a}} \tilde{g}_{\alpha_{\mathfrak{a}, -r}, -r} \) is in \( \text{GL}_2(\mathbb{Q})^+ \cap K_0(p) = \Gamma \) and hence \( \tilde{\alpha}_{\mathfrak{a}, r} \) is in \( \Gamma \alpha_{\mathfrak{a}, r} \).

**Lemma 5.5.** The orbit \( \Gamma \alpha_{\mathfrak{a}, r} \) only depends on the narrow class \([\mathfrak{a}]\) in \( \text{Cl}(F)^+ \). In particular \( \overline{Q}(\alpha_{\mathfrak{a}, r}) \) only depends on the narrow class of \( \mathfrak{a} \).
Proof. First note that if $\lambda$ is in $F^\times$, then $\gamma_r(\lambda)\alpha_r = \alpha_r$ since $\gamma_r(\lambda) = g_{\infty,r}^{-1} \left( \begin{smallmatrix} \lambda & 0 \\ 0 & \lambda^\sigma \end{smallmatrix} \right) g_{\infty,r}$. Now suppose that we replace $a$ by $b = (\lambda)a$ and $\lambda$ is totally positive. Then we have $\gamma_r(t_b) = \gamma_r(t_a^\lambda)$ we get $\alpha_{b,r}$ is in $g_{a,r}^{-1}K_0(p)$. Hence, by the previous remark, for $g_{a,r} = g_{a,r}\gamma_r(\lambda)^{-1}$ we get $\alpha_{b,r}$ is in $\Gamma g_{a,r}^{-1}K_0(p)$.

Suppose that $\psi$ is unramified, so $\tilde{f} = \emptyset$. Let $K_0^0(\emptyset) = K_0^0 \times \partial^\times$ where

$$K_0^0 = \{(t_1,t_2) \in F^\times_{\infty} \mid t_1 = \pm 1, t_1t_2 = 1\}.$$  

We have

$$M_\sigma = F^\times \setminus K_0^0/K_0^0(\emptyset) = \bigsqcup_{\sigma \in \text{Cl}(F)^+} \partial^\times \setminus \mathbb{R}_{>0},$$

where $\text{Cl}(F)^+$ is the narrow class group.

**Lemma 5.6.** We have $\tilde{h}_r(\partial^\times) \subset \tilde{K}_0(p)$ and $\tilde{h}_r(K_0^0) = \tilde{h}_r((\mathbb{R}^\times)^N) \cap \tilde{K}_0(z_0)$.

Proof. Since $N(\epsilon_r)$ is in $p\mathbb{Z}_p$ and $2\beta_q$ in $m_q^\times$ for all split odd primes $q$, it follows that $\gamma_r(\partial^\times_q) = K_0(p)_q$, where $\gamma_r$ is the embedding in Proposition 5.4. Suppose that $2$ is split in $F$, and let $t_2$ and $t_2'$ be in $Z_\beta^\times$. Then $t_2 \equiv t_2' \equiv 1 \mod (2Z_2)$, hence

$$|t_2 + t_2'|_2 \leq 1, \quad \left| t_2 - t_2' \right|_2 \leq 1,$$

and $\gamma_r(\partial^\times_q)$ is also contained in $K_0(p)_q$ for $q = 2$. Then, since $\det(\gamma_r(t_2, t_2')) = t_2t_2'^\sigma$ is in $Z_\beta^\times$ for $t_2$ and $t_2'$ in $Z_\beta^\times$, it follows that $\tilde{h}_r(\partial^\times_q) \subset \tilde{K}_0(p)_q$. On the other hand at the non split primes $q$ we have that $\partial_q$ is isomorphic to $\partial \otimes Z_q$. The fact that $\gamma_r(\partial_q^\times)$ is contained in $\text{GL}_2(Z_q)$ follows from the fact that $\{\epsilon_r, 1\} = \hat{Z}$-basis of $\partial$. Finally, since $z_0 = g_{\infty,0},X_0$ we have

$$\tilde{K}_0(z_0) = (g_{\infty,0}, 1) \text{SO}(2) \times \text{SO}(2)(g_{\infty,0}, 1),$$

and the second statement follows by (5.39).

It follows from the lemma that the embedding $\tilde{h}_r$ induces a map

$$\tilde{h}_r : M_\sigma \longrightarrow M_{\tilde{K}}$$

whose image in $M_{\tilde{K}}$ corresponds to the image of $h_r$ in $M_K \simeq M_{\tilde{K}}$. Let $C_{a,r}$ be the image of a connected component of $\partial^\times \setminus \mathbb{R}_{>0}$ by $h_r$, that we considered in Section 4. Similarly, we define

$$C_r \otimes \psi = \sum_{[a] \in \text{Cl}(F)^+} \psi(a) C_{a,r} \in \mathbb{Z}_2(M_K, \partial M_{\tilde{K}}; \mathbb{R}).$$

Let $\alpha_1, \alpha_2, \beta_1$ and $\beta_2$ be real numbers. There is a natural product orientation on $\mathbb{Q}(\alpha_1, \beta_1) \times \mathbb{Q}(\alpha_2, \beta_2)$. If $\Phi_1$ and $\Phi_2$ are diffeomorphisms as in (5.41), then we orient the product by

$$d(\Phi_1 \times \Phi_2) \left( t_1 \frac{\partial}{\partial t_1} \wedge t_2 \frac{\partial}{\partial t_2} \right) = t_1t_2 \left( \frac{\partial \Phi_1}{\partial t_1} \frac{\partial}{\partial x_1} + \frac{\partial \Phi_1}{\partial t_1} \frac{\partial}{\partial y_1} \right) \wedge \left( \frac{\partial \Phi_2}{\partial x_2} \frac{\partial}{\partial x_2} + \frac{\partial \Phi_2}{\partial y_2} \frac{\partial}{\partial y_2} \right).$$

**Proposition 5.7.** After identifying $M_K$ with $Y_0(p) \times Y_0(p)$, the cycle $C_{a,r}$ corresponds to $\overline{\mathbb{Q}}(a_{a,r}) \times \overline{\mathbb{Q}}(\infty, 0)$.

Proof. Let $\partial^\times \setminus \mathbb{R}_{>0}$ be in the connected component of $M_{\sigma}$ corresponding to $a$. It corresponds to the point $F^\times(t_\infty, t_a)K_0^0(\emptyset)$ in $M_{\sigma}$, which is mapped to $H(Q)(\tilde{h}_r(t_\infty), \tilde{h}_r(t_a))\tilde{K}$. By definition

$$\tilde{h}_r(t_\infty) = (g_{\infty,0}, 1) \left( \begin{smallmatrix} t_1 & 0 \\ 0 & t_2 \end{smallmatrix} \right) \left( \begin{smallmatrix} 1 & 0 \\ 0 & t_1t_2 \end{smallmatrix} \right) (g_{\infty,0}, 1).$$
where $g_{\infty, r} = \begin{pmatrix} e_r & 1 \\ e_r^* & 1 \end{pmatrix}$ and the orientation is given by $t_1 \frac{\partial}{\partial t_1} \wedge t_2 \frac{\partial}{\partial t_2}$. The image in $\mathbb{H} \times \mathbb{H}$ is the set

$$
\mathbb{D}_0^+ = \left\{ \left( g_{\infty, r}^{-1} t_1 \frac{1}{t_1 t_2}, t_1, t_2 > 0 \right) \right\} = \left\{ \left( g_{\infty, r}^{-1} u_1, \frac{1}{u_2} \right), u_1, u_2 > 0 \right\},
$$

where we did the change of variable $(u_1, u_2) = \left( \frac{t_1}{t_2} t_1 t_2 \right)$. It preserves the orientation since

$$
t_1 \frac{\partial}{\partial t_1} \wedge t_2 \frac{\partial}{\partial t_2} = 2u_1 \frac{\partial}{\partial u_1} \wedge u_2 \frac{\partial}{\partial u_2}. \quad (5.58)
$$

We can parametrize $\mathbb{D}_0^+$ by

$$
\mathbb{R}_+^2 \rightarrow \mathbb{D}_0^+ \subset \mathbb{H} \times \mathbb{H} \quad (u_1, u_2) \mapsto (\Phi_1(u_1), \Phi_2(u_2)) \quad (5.59)
$$

where

$$
\Phi_1(u_1) = g_{\infty, r}^{-1} u_1 i = - \frac{e_r + u_1^2 e_r^*}{e_r^* + u_1^2 (e_r^*)^2} + i \frac{u_1 (e_r - e_r^*)}{e_r^* + u_1^2 (e_r^*)^2},
$$

$$
\Phi_2(u_2) = \frac{1}{u_2} i. \quad (5.60)
$$

Since $\Phi_1(0) = -\frac{1}{e_r} = \alpha_r$ and $\Phi_1(\infty) = -\frac{1}{e_r} = \alpha_r^* < \Phi_1(0)$ we find that $\mathbb{D}_0^+ = Q(\alpha_r) \times Q(\infty, 0)$, at least as nonoriented manifolds. The orientation at a point $(\Phi_1(u_1), \Phi_2(u_2))$ in $Q(\alpha_r) \times Q(\infty, 0)$ is given by

$$
2 \left( u_1 \frac{\partial \Phi_{1,x}}{\partial u_1} \frac{\partial}{\partial x_1} + u_1 \frac{\partial \Phi_{1,y}}{\partial u_1} \frac{\partial}{\partial y_1} \right) \wedge u_2 \frac{\partial \Phi_{2,y}}{\partial u_2} \frac{\partial}{\partial y_2} \quad (5.61)
$$

where

$$
\frac{\partial \Phi_{1,x}}{\partial u_1} = -\sqrt{d_F} \frac{2u_1 N(e_r)}{(e_r^* + u_1^2 (e_r^*))^2} < 0
$$

$$
\frac{\partial \Phi_{1,y}}{\partial u_1} = \sqrt{d_F} \frac{e_r^* - u_1^2 (e_r^*)^2}{(e_r^* + u_1^2 (e_r^*))^2}
$$

$$
\frac{\partial \Phi_{2,y}}{\partial u_2} = -\frac{1}{u_2} < 0. \quad (5.62)
$$

Hence the orientations on both sides of $\mathbb{D}_0^+ = Q(\alpha_r) \times Q(\infty, 0)$ match.

Recall that for some $g_{a,r}$ in $GL_2(\mathbb{Q})^+$ we have that $g_{a,r} \gamma_r(t_a) \in K_0(p)$. Hence we write $\tilde{h}_r(t_a) = \tilde{h}_{a,r} \tilde{k}_f$ in $\tilde{H}(\mathbb{Q})^+ \tilde{K}_f$ for some $\tilde{k}_f$ in $\tilde{K}_f$, where

$$
\tilde{h}_{a,r} = \begin{pmatrix} g_{a,r} & \begin{pmatrix} 1 & 0 \\ 0 & \det(g_{a,r}) \end{pmatrix} \end{pmatrix}. \quad (5.63)
$$

Since $g_{a,r} Q(\alpha_r) = Q(\alpha_{a,r})$ it follows that $\mathbb{D}_a^+ = Q(\alpha_{a,r}) \times Q(\infty, 0)$ and that $C_{a,r}$ is the image in $Y_0(p) \times Y_0(p)$ of $Q(\alpha_{a,r}) \times Q(\infty, 0)$. \hfill \Box

We set

$$
\mathcal{Q}(\psi) := \sum_{[a] \in Cl(F)^+} \psi(a) \left( \mathcal{Q}(\alpha_{a,r}) + \mathcal{Q}(\alpha_{a,-r}) \right) \quad (5.64)
$$

so that

$$
\mathcal{Q}(\psi) \times \mathcal{Q}(\infty, 0) = C_r \otimes \psi + C_{-r} \otimes \psi. \quad (5.65)
$$

Remark 5.4. By using the involution that maps $[a]$ to $[a^*] = [a]^{-1}$ and the fact that $\alpha_{a,r}$ and $\alpha_{a,-r}$ are in the same $\Gamma$-orbit we find that $\mathcal{Q}(\psi) = \mathcal{Q}(\psi^{-1})$. 
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5.8 Intersection numbers of geodesics

Let \(Q(\alpha_1, \beta_1)\) and \(Q(\alpha_2, \beta_2)\) be two geodesics with pairwise distinct endpoints. We fix the orientation \(y^2 \frac{\partial}{\partial x} \wedge \frac{\partial}{\partial y}\) on \(\mathbb{H}\) and define the intersection of \(Q(\alpha_1, \beta_1)\) and \(Q(\alpha_2, \beta_2)\) as in Subsection 2. In particular, the intersection in \(\mathbb{H}\) with the winding element \(Q(0, \infty)\) is

\[
\langle Q(0, \infty), Q(\alpha, \beta) \rangle_{\mathbb{H}} = \begin{cases} 
1 & \text{if } \beta < 0 < \alpha \\
-1 & \text{if } \alpha < 0 < \beta \\
0 & \text{else.}
\end{cases}
\]  

(5.66)

Since the geodesics are 1 dimensional we have

\[
\langle Q(\alpha_1, \beta_1), Q(\alpha_2, \beta_2) \rangle_{\mathbb{H}} = -\langle Q(\alpha_2, \beta_2), Q(\alpha_1, \beta_1) \rangle_{\mathbb{H}} = \langle Q(\beta_2, \alpha_2), Q(\alpha_1, \beta_1) \rangle_{\mathbb{H}}.
\]  

(5.67)

If \(Q = Q(\alpha)\) for some RM-point \(\alpha\) we can define the intersection on \(Y_0(p)\) by

\[
\langle \overline{Q}(0, \infty), \overline{Q} \rangle_{Y_0(p)} := \sum_{\gamma \in \Gamma/\Gamma[Q]} \langle Q(0, \infty), \gamma Q \rangle_{\mathbb{H}}.
\]  

(5.68)

Let \(\tau\) be any point on \(Q\) and \([\tau, \gamma Q \tau]\) the half-open geodesic segment, where \(\gamma Q\) is a generator of \(\Gamma[Q] = \{\pm 1\} \times \gamma_Q^2\). Then

\[
Q = \bigcup_{i \in \mathbb{Z}} [\gamma_Q^i \tau, \gamma_Q^{i+1} \tau)
\]  

(5.69)

and we also have

\[
\langle \overline{Q}(0, \infty), \overline{Q} \rangle_{Y_0(p)} = \sum_{\gamma \in \Gamma[Q]} \langle Q(0, \infty), [\gamma \tau, \gamma Q \tau) \rangle_{\mathbb{H}}.
\]  

(5.70)

The intersection on the right hand side is only-non zero for finitely many \(\gamma\)’s.

**Lemma 5.8.** Let \(\alpha\) and \(\beta\) be two real numbers and \(y\) a matrix in \(\text{Mat}_2(\mathbb{Z})\) of positive determinant. Then

\[
\langle D_1^+, Q(\alpha, \beta) \times Q(\infty, 0) \rangle_{\mathbb{H} \times \mathbb{H}} = \langle Q(0, \infty), y^{-1} Q(\alpha, \beta) \rangle_{\mathbb{H}}.
\]  

(5.71)

**Proof.** First since \(D_1^+ = yD_1^+\) we have

\[
\langle D_1^+, Q(\alpha, \beta) \times Q(\infty, 0) \rangle_{\mathbb{H} \times \mathbb{H}} = \langle D_1^+, y^{-1} Q(\alpha, \beta) \times Q(\infty, 0) \rangle_{\mathbb{H} \times \mathbb{H}}
\]  

(5.72)

\[
= \langle D_1^+, Q(y^{-1} \alpha, y^{-1} \beta) \times Q(\infty, 0) \rangle_{\mathbb{H} \times \mathbb{H}}
\]

where \(D_1^+\) is the diagonal embedding of \(\mathbb{H}\) in \(\mathbb{H} \times \mathbb{H}\). We set \(\alpha' = y^{-1} \alpha\) and \(\beta' = y^{-1} \beta\). We have a bijection

\[
Q(\alpha', \beta') \cap Q(\infty, 0) \longrightarrow (Q(\alpha', \beta') \times Q(\infty, 0)) \cap D_1^+
\]  

(5.73)

\[
\tau \mapsto (\tau, \tau),
\]

and these intersections contain at most one point.

We only have to check that the signs of the orientations matches when the intersection is non-empty. Let \(\tau\) be a point in the intersection \(Q(0, \infty) \cap Q(\alpha', \beta')\) and suppose that \(\alpha' < 0 < \beta'\). Then the intersection number \(\langle Q(0, \infty), Q(\alpha', \beta') \rangle_{\mathbb{H}}\) is \(-1\). At the point \(\tau\) the orientation on \(Q(\alpha', \beta')\) is given by \(a \frac{\partial}{\partial x_1} + b \frac{\partial}{\partial y_1}\) with \(a\) is a positive real number, and on \(Q(0, \infty)\) by \(-\frac{\partial}{\partial x_2}\). Hence the orientation on \(Q(\alpha', \beta') \times Q(\infty, 0)\) is given by \(-\left( a \frac{\partial}{\partial x_1} + b \frac{\partial}{\partial y_1} \right) \wedge \frac{\partial}{\partial y_2}\). By Proposition 5.3 the orientation of \(D_1^+\) is given (up to a positive scalar) by \(-\left( \frac{\partial}{\partial x_1} + \frac{\partial}{\partial x_2} \right) \wedge \frac{\partial}{\partial y_2}\). Since

\[
o(T_X(\tau, \tau)D_1^+) \wedge o(T_X(\tau, \tau)Q(\alpha, \beta) \times Q(\infty, 0)) = \left( \frac{\partial}{\partial x_1} + \frac{\partial}{\partial x_2} \right) \wedge \left( \frac{\partial}{\partial y_1} + \frac{\partial}{\partial y_2} \right) \wedge \left( a \frac{\partial}{\partial x_1} + b \frac{\partial}{\partial y_1} \right) \wedge \frac{\partial}{\partial y_2}
\]  

(5.74)
and $a$ is positive we see that
\[ \langle D^+_a, Q(a, \beta') \times Q(\infty, 0) \rangle_{\mathbb{H} \times \mathbb{H}} = -1. \]  
(5.75)

When $\alpha' < 0 < \beta'$ then $a$ is negative and the intersection numbers $\langle Q(0, \infty), Q(a', \beta') \rangle_{\mathbb{H}^+}$ and $\langle D^+_a, Q(a', \beta') \times Q(\infty, 0) \rangle_{\mathbb{H} \times \mathbb{H}}$ are both equal to 1.

\[ \square \]

**Proposition 5.9.** For $\varphi_f = 1_{\Delta_0(p)}$ we have
\[ \int_{\mathfrak{g}(\alpha, \tau) \times \mathfrak{g}(\infty, 0)} \Theta_n(v, \varphi_f) = 2\langle \mathfrak{g}(0, \infty), T_n \mathfrak{g}(\alpha, \tau) \rangle. \]

**Proof.** By definition, for $\varphi_f = 1_{\Delta_0(p)}$ we have
\[ \Theta_n(v, \varphi_f) = \sum_{\mathfrak{g}(\alpha, \tau) \times \mathfrak{g}(\infty, 0)} \varphi_f(x) \varphi^0(\sqrt{v}x) = \sum_{\mathfrak{g}(\alpha, \tau) \times \mathfrak{g}(\infty, 0)} \varphi^0(\sqrt{v}x). \]  
(5.76)

We write $Q = Q(\alpha, \tau)$. Let $\tau$ be any point on $Q$ and $[\tau, \gamma_Q \tau]$ the half-open geodesic segment. The group $\Gamma[Q] \times (\Gamma/\Gamma[Q])$ acts transitively on $\Gamma[Q] \delta \Gamma$, where $\Gamma[Q] \delta \Gamma = \delta^{-1} \Gamma[Q] \delta$. Using the decomposition (5.4) we write
\[ \Theta_n(v, \varphi_f) = \sum_{\delta \in R_n(\alpha)} \varphi^0(\sqrt{v}x) \]  
(5.77)

We get
\[ \int_{\mathfrak{g}(\alpha, \tau) \times \mathfrak{g}(\infty, 0)} \Theta_n(v, \varphi_f) = \sum_{\delta \in R_n(\alpha)} \sum_{\gamma_1 \in \Gamma[Q]} \sum_{\gamma_2 \in \Gamma/\Gamma[Q]} \varphi^0(\sqrt{v} \gamma_1 \gamma_2 \gamma_1^{-1}). \]  
(5.78)

By the invariance of $\varphi^0$ we have $\varphi^0(\sqrt{v} \gamma_1 \gamma_2 \gamma_1^{-1}) = (\gamma_1^{-1}, 1)^* \varphi^0(\sqrt{v} \gamma_2 \gamma_1^{-1})$. Thus using (5.69) we get
\[ \sum_{\gamma_1 \in \Gamma[Q]} \int_{[\tau, \gamma_Q \tau] \times Q(\infty, 0)} \varphi^0(\sqrt{v} \gamma_1 \gamma_2 \gamma_1^{-1}) = \sum_{\gamma_1 \in \Gamma[Q]} \int_{[\tau, \gamma_Q \tau] \times Q(\infty, 0)} (\gamma_1^{-1}, 1)^* \varphi^0(\sqrt{v} \gamma_2 \gamma_1^{-1}) \]  
(5.79)

and the factor 2 comes from the subgroup $\{\pm 1\}$ of $\Gamma[Q]$. Since $D^+_\alpha = Q(\alpha, \tau) \times Q(\infty, 0)$ it follows from (4.87) in the proof of Proposition 4.10 that
\[ \int_{Q(\alpha, \tau) \times Q(\infty, 0)} \varphi^0(\sqrt{v} \gamma_2 \gamma_1^{-1}) = \langle D^+_\delta, Q(\infty, 0) \rangle_{\mathbb{H} \times \mathbb{H}} \]  
(5.80)

and by Lemma 5.8 we have
\[ \langle D^+_\delta, Q(\infty, 0) \rangle_{\mathbb{H} \times \mathbb{H}} = \langle Q(0, \infty), \gamma_2 \delta^{-1} Q \rangle_{\mathbb{H}}. \]  
(5.81)

Thus
\[ \int_{Q(\alpha, \tau) \times Q(\infty, 0)} \Theta_n(v, \varphi_f) = \sum_{\delta \in R_n(\alpha)} \sum_{\gamma_1 \in \Gamma/\Gamma[Q]} \langle Q(0, \infty), \gamma_2 \delta^{-1} Q \rangle_{\mathbb{H}} \]  
(5.82)

where we use (5.68) in the second equality.  
\[ \square \]
5.9 Two lattices

Let \( \hat{\mathcal{d}}^{-1} = \prod_w \mathcal{d}_w^{-1} \), where \( \mathcal{d}_w^{-1} \) is the inverse different ideal. Let also \( \mathcal{d}_v^{-1} := \prod_{w|v} \mathcal{d}_w^{-1} \). Define the following lattices in \( \hat{A}_F \):

\[
L^{(r)} := \left\{ \left( \begin{array}{c} x \\ x' \end{array} \right) \in \hat{\mathcal{d}}^2 \mid x \in \hat{\mathcal{d}}^{-1}, \ w_p(x') \geq 1, \ w_{p^*}(x') = 0 \right\},
\]

\[
L^{(r)} := \left\{ \left( \begin{array}{c} x \\ x' \end{array} \right) \in \hat{\mathcal{d}}^2 \mid x \in \hat{\mathcal{d}}^{-1}, \ w_p(x') = 0, \ w_{p^*}(x') \geq 1 \right\}.
\]

(5.83)

(5.84)

Recall the isomorphism

\[
F^2 \to \text{Mat}_2(\mathbb{Q})
\]

\[
x = \left( \begin{array}{c} x \\ x' \end{array} \right) \to [x', SAx],
\]

(5.85)

defined in (5.1), where we identify \( F_\mathbb{Q} \) with \( \mathbb{Q}^2 \) via the \( \mathbb{Z} \)-basis \((\epsilon, r, 1)\) of \( \mathcal{O} \). After passing to the adeles and composing with the isomorphism between \( \hat{A}_F \) and \( F_\mathcal{A} \), we get an isomorphism between \( \hat{A}_F \) and \( \text{Mat}_2(\mathbb{A}) \).

**Lemma 5.10.** By the isomorphism between \( \hat{A}_F \) and \( \text{Mat}_2(\mathbb{A}) \) the lattice \( L^{(r)} \) correspond to \( \hat{\Delta}_0(p) \). If we replace \((\epsilon, r, 1)\) with \((\epsilon_{-r}, 1)\) then \( L^{(r)} \) correspond to \( \hat{\Delta}_0(p) \).

**Proof.** We have

\[
F_v \oplus F_v = \begin{cases} \mathbb{Q}_v^2 \oplus \mathbb{Q}_v^2 & \text{if } v \text{ split} \\ F \otimes \mathbb{Q}_v \oplus F \otimes \mathbb{Q}_v & \text{otherwise}, \end{cases}
\]

(5.86)

where we write the vectors as line vectors instead of column vectors. We decompose \( L^{(r)} = \prod_v L^{(r)}_v \) and \( \hat{\mathcal{d}}^{-1} = \prod_v \mathcal{d}_v^{-1} \),

\[
L^{(r)}_v = \begin{cases} \mathcal{O}_p \oplus (p\mathbb{Z}_p, \mathbb{Z}_p^\times) & \text{if } v = p \\ \mathcal{O}_v \oplus \mathcal{O}_v & \text{if } v \nmid pd_F \\ \mathcal{d}_v^{-1} \oplus \mathcal{O}_v & \text{if } v \mid d_F. \end{cases}
\]

(5.87)

If \( v \mid d_F \), then \( (p) = p_v^2 \) and \( \mathcal{d}_v^{-1} = p_v^{-1} \), since \( \hat{\mathcal{d}}^{-1} = \frac{1}{\sqrt{df}} \mathcal{O} \). Similarly

\[
L^{(r)}_v = \begin{cases} \mathcal{O}_p \oplus (\mathbb{Z}_p, p\mathbb{Z}_p) & \text{if } v = p \\ \mathcal{O}_v \oplus \mathcal{O}_v & \text{if } v \nmid pd_F \\ \mathcal{d}_v^{-1} \oplus \mathcal{O}_v & \text{if } v \mid d_F. \end{cases}
\]

Let \( A_v = ^t g_{\infty, r} g_{\infty, r} \) be the matrix \( A = ^t g_{\infty} g_{\infty} \) relative to the basis \((\epsilon, 1)\), which is given by

\[
A_v = \begin{pmatrix} \frac{r^2 + df}{2} & r \\ r & 2 \end{pmatrix}.
\]

(5.88)

We identity \( F \) with \( \mathbb{Q}^2 \) by mapping \( a \epsilon_v + b \) to \( \begin{pmatrix} a \\ b \end{pmatrix} \). We look place by place.

- Suppose that \( v = p \). We have \( A_v \) is in \( \text{GL}_2(\mathbb{Z}_p) \), hence the isomorphism (5.85) identifies

\[
F^2 \cong \text{Mat}_2(\mathbb{Z}_p)
\]

\[
\begin{pmatrix} \epsilon_f \mathbb{Z}_p + \mathbb{Z}_p \\ \epsilon_f \mathbb{Z}_p^\times + p\mathbb{Z}_p \end{pmatrix} \cong \begin{pmatrix} \mathbb{Z}_p^\times \\ p\mathbb{Z}_p \end{pmatrix} = \Delta_0(p)_p.
\]

(5.89)

On the other hand the isomorphism \( \epsilon_{r,p} : F_\mathbb{Q} \to F_\mathbb{Q} \) identifies \( \epsilon_r \mathbb{Z}_p + p\mathbb{Z}_p \), since we chose \( r \) such that \( \epsilon_r \) is in \( p\mathbb{Z}_p \) and \( 
(\epsilon_{r,p})^\sim \cong \begin{pmatrix} \mathbb{Z}_p^\times \\ p\mathbb{Z}_p \end{pmatrix} = L^\sim. 
(5.90)
At this place if we replace \( \epsilon_r \) by \( \epsilon_{-r} \) we identify \( \epsilon_{-r} \mathbb{Z}_p^\times + p\mathbb{Z}_p \) with \( (\mathbb{Z}_p^\times, p\mathbb{Z}_p) \), hence \( \Delta_0(p)_v \) is identified with \( L^{(-r)}_v \).

- Suppose that \( v \nmid p\mathbb{F}_r \). We have \( A_v \) is in \( \text{GL}_2(\mathbb{Z}_v) \), hence the isomorphism (5.85) identifies

\[
F^2_{\mathbb{Q}_v} \simeq \text{Mat}_2(\mathbb{Q}_v)
\]

(5.91)

On the other hand we have

\[
F^2_{\mathbb{Q}_v} \simeq F^2_v
\]

(5.92)

- Finally suppose that \( v \mid d_\mathbb{F} \) is ramified. At this place the isomorphism (5.85) is

\[
F^2_v \rightarrow \text{Mat}_2(\mathbb{Q}_v)
\]

(5.93)

and similarly for \( \epsilon_{-r} \). By definition \( cc_r + d \) is in \( \mathcal{O}_v^{-1} \) if and only if \( 2d + cr \) and \( d + c \text{tr}(e_r^2) \) are both in \( \mathcal{O}_v \). Hence the isomorphism (5.93) identifies

\[
F^2_v \simeq \text{Mat}_2(\mathbb{Q}_v)
\]

(5.94)

\[L^{(r)}_v = \mathcal{O}_v^{-1} \oplus \mathcal{O}_v \simeq \text{Mat}_2(\mathbb{Z}_v) = \Delta_0(p)_v.\]

\[\square\]

### 5.10 \( p \)-smoothing of Eisenstein series

For a squarefree ideal \( I \) we define the Schwartz functions \( \varphi^I \) in \( \mathcal{S}(\mathbb{A}_\mathbb{F}^\times) \) by \( \varphi^I_{\text{loc}} = \varphi_\infty \) as before and

\[
\varphi^I_{\text{loc}}(x, x') := \begin{cases} 1_{\mathcal{O}_w^{-1}}(x)(1_{\sigma_w(x')} - 1_{m_w(x')}) & \text{if } w(I) > 0 \\ 1_{\mathcal{O}_w^{-1}}(x)1_{\sigma_w(x')} & \text{if } w(I) = 0. \end{cases}
\]

(5.95)

Let \( \phi^I := \mathcal{F}\varphi^I \) be its partial Fourier transform.

**Lemma 5.11.** We have

\[
\phi^I_{\text{loc}}(x, x') = \text{vol}(\mathcal{O}_w^{-1}) \begin{cases} 1_{\sigma_w(x)}(1_{\sigma_w(x')} - 1_{m_w(x')}) & \text{if } w(I) > 0 \\ 1_{\sigma_w(x)}(1_{\sigma_w(x')}) & \text{if } w(I) = 0. \end{cases}
\]

(5.96)

**Proof.** First note that if \( \chi: K \rightarrow U(1) \) is a character on a compact group \( K \) then

\[
\int_K \chi(y)d\mu(y) = \begin{cases} \mu(K) & \text{if } \chi = 1 \\ 0 & \text{if } \chi \neq 1. \end{cases}
\]

(5.97)

We have

\[
1_{m_w^{-1}\mathcal{O}_w^{-1}}^\vee(x) = \int_{m_w^{-1}\mathcal{O}_w^{-1}} \chi_x(y)d\mu(y),
\]

(5.98)

where \( \chi_x(y) = \chi(xy) \). The character \( \chi_x \) is trivial on \( m^{-m}_w\mathcal{O}_w^{-1} \) if and only if \( x \) is in \( m^{-m}_w\mathcal{O}_w \), hence \( 1_{m^{-m}_w\mathcal{O}_w}^\vee = q^{-m}_w\text{vol}(\mathcal{O}_w^{-1})1_{m^{-m}_w\mathcal{O}_w} \). Since \( \varphi^I(\chi_{x}, x') = \varphi_1(x)\varphi_2(x') \) is a product of two Schwartz functions \( \varphi_1 \) and \( \varphi_2 \) in \( \mathcal{S}(\mathbb{A}_\mathbb{F}) \), we have \( \phi^I(\chi_{x}, x') = \varphi_1^\vee(x)\varphi_2(x') \), where \( \varphi_1^\vee(x) \) is the Fourier transform of \( \varphi_1 \). The lemma then follows from the previous computation. \[\square\]
The Eisenstein series

\[ E(\tau_1, \tau_2, \psi) := E(\tau_1, \tau_2, 1_{\mathcal{O}_2}, \psi) \]  

(5.99)

is a Hilbert modular form of parallel weight 1 for \( \text{SL}_2(\mathcal{O}) \). Its diagonal restriction \( E(\tau, \tau, 0) \) vanishes, since it is a weight 2 modular form for \( \text{SL}_2(\mathbb{Z}) \). For an arbitrary ideal \( I \) we define the Eisenstein series

\[ E^I(\tau_1, \tau_2, \psi) := E(\tau_1, \tau_2, \phi_f^I, \psi), \]  

(5.100)

which is of level

\[ \Gamma_0(I) = \left\{ \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) \in \text{SL}_2(\mathcal{O}) \mid c \in I \right\}. \]  

(5.101)

When \( I = (p) \) we call it the \( p \)-stabilization of \( E(\tau_1, \tau_2, \psi) \).

Let \( \varphi_f^I \) and \( \varphi'_f \) be the restriction of \( \varphi_f^I \) to the isotropic lines \( l_1 \) and \( l_2 \). When \( w(I) \) is positive we have

\[ \varphi'_w \left( \begin{array}{c} x \\ 0 \end{array} \right) = 1_{\mathcal{O}_w}^{-1}(x) (1_{\sigma_w}(0) - 1_{m_w}(0)) = 0. \]  

(5.102)

Hence the function \( \varphi'_f \) vanishes.

**Corollary 5.11.1.** We have

\[ E^{(p)}(\tau, \tau, \psi) = \begin{cases} L^{(p)}(\psi, 0) - 4 \sum_{n=1}^{\infty} \langle \mathcal{Q}(0, \infty), T_{n \mathcal{Q}}(\psi) \rangle \chi_{0(p)}(p) e^{2i\pi n \tau} & \text{if } p \text{ is split,} \\ 0 & \text{if } p \text{ is inert.} \end{cases} \]  

(5.103)

**Proof.** We can rewrite the Schwartz functions as

\[ \varphi_f^{(p)} = \begin{cases} 1_{\mathcal{O}_1} - 1_{\mathcal{O}_2} + 1_{\mathcal{O}_3} & \text{if } p = pp^r \\ 1_{\mathcal{O}_1} + 1_{\mathcal{O}_2} - 1_{\mathcal{O}_3} & \text{if } p \text{ is inert,} \end{cases} \]  

(5.104)

\[ \phi_f^{(p)} = d_{F} \left( \begin{array}{c} 1_{\mathcal{O}_1} - 1_{\mathcal{O}_2} + 1_{\mathcal{O}_3} \\ 1_{\mathcal{O}_1} + 1_{\mathcal{O}_2} - 1_{\mathcal{O}_3} \end{array} \right) \]  

(5.105)

First note that for \( \gamma = \left( \begin{array}{cc} 1 & 0 \\ 0 & p \end{array} \right) \) we have \( \omega(\gamma) 1_{\mathcal{O}_2} = p^{\frac{1}{2}} 1_{\mathcal{O}_2} \). By applying the transformation in Proposition 2.2 we find that

\[ E(\tau_1, \tau_2, 1_{\mathcal{O}_2}, \psi) = p^2 E \left( p\tau_1, p\tau_2, 1_{\mathcal{O}_2}, \psi \right). \]  

(5.106)

Hence if \( p \) is inert, we have

\[ E^{(p)}(\tau, \tau, \psi) = d_{F} \left( E(\tau, \tau, \psi) - p^2 E(\tau, \tau, \psi) \right) = 0, \]  

(5.107)

since \( E(\tau, \tau) \) is zero.

Suppose that \( p \) is split. We have \( 1_{L^{(p)}} = 1_{\mathcal{O}_1} - 1_{\mathcal{O}_2} + 1_{\mathcal{O}_3} \) and \( 1_{L^{(-p)}} = 1_{\mathcal{O}_3} - 1_{\mathcal{O}_2} + 1_{\mathcal{O}_1} \), hence

\[ \varphi_f^{(p)} + 1_{L^{(p)}} + 1_{L^{(p)}} = 1_{\mathcal{O}_1} - 1_{\mathcal{O}_2} + 1_{\mathcal{O}_3}, \]  

\[ \phi_f^{(p)} + \mathcal{F} 1_{L^{(p)}} + \mathcal{F} 1_{L^{(-p)}} = d_{F} \left( 1_{\mathcal{O}_2} - 1_{\mathcal{O}_3} \right). \]  

(5.108)

This implies

\[ E^{(p)}(\tau_1, \tau_2, \psi) = -E(\tau_1, \tau_2, \mathcal{F} 1_{L^{(p)}}, \psi) - E(\tau_1, \tau_2, \mathcal{F} 1_{L^{(-p)}}, \psi), \]  

(5.109)
which also means that for the respective constant terms we have
\[ c_0(\varphi^{(p)}) = -c_0(1_{L(r)}) - c_0(1_{L(-r)}). \]

Note that \(1_{L(r)} \) vanishes on \( l_1 \). By Theorem 4.12 and the isomorphism between \( L(r) \) and \( \hat{\Delta}_0(p) \) in Lemma 5.10, we have
\[ E(\tau, \tau, \mathcal{F}1_{L(r)}, \psi) = c_0(1_{L(r)}) + 2 \sum_{n=1}^{\infty} \left( \int_{C_r \otimes \psi} \Theta_n(v, 1_{\hat{\Delta}_0(p)}) \right) e^{2\pi i n \tau} \]
and similarly for \( -\tau \). Putting the two together we get
\[ E^{(p)}(\tau, \tau, \psi) = c_0(\varphi^{(p)}) - 2 \sum_{n=1}^{\infty} \left( \int_{C_r \otimes \psi + C_{-r} \otimes \psi} \Theta_n(v, 1_{\hat{\Delta}_0(p)}) \right) e^{2\pi i n \tau}. \]

Since \( C_r \otimes \psi + C_{-r} \otimes \psi = \overline{\mathcal{Q}}(\psi) \times \overline{\mathcal{Q}}(\infty, 0) \) it follows from Proposition 5.9 that
\[ E^{(p)}(\tau, \tau, \psi) = c_0(\varphi^{(p)}) - 4 \sum_{n=1}^{\infty} \langle \overline{\mathcal{Q}}(0, \infty), T_n \overline{\mathcal{Q}}(\psi) \rangle_{Y_0(p)} e^{2\pi i n \tau}. \]

It remains to compute \( c_0(\varphi^{(p)}) = \zeta_f(\varphi_1^{(p)}, \psi^{-1}, 0) + \zeta_f(\varphi_2^{(p)}, \psi, 0) \). The Schwartz function \( \varphi_f^{(p)} \) vanishes on \( l_1 \) hence the first singular term of \( c_0(\varphi^{(p)}) \) is zero and we have \( c_0(\varphi^{(p)}) = \zeta_f(\varphi_2^{(p)}, \psi, 0) \), where
\[ \varphi_{2,w}(x') = \begin{cases} 1_{\sigma^+}(x') & \text{if } w(p) > 0, \\ 1_{\sigma^-}(x') & \text{if } w(p) = 0. \end{cases} \]

By the computation in (2.29) this shows that
\[ \zeta_w(\varphi_2^{(p)}, \psi, s) = \begin{cases} 1 & \text{if } w(p) > 0, \\ L_w(\psi, s) & \text{if } w(p) = 0. \end{cases} \]

hence \( \zeta_f(\varphi_2^{(p)}, \psi, 0) = L(p)(\psi, 0) \).

Remark 5.5. Our formula in Corollary 5.11 differs by a factor of 2 from [DPV21, theorem A]: the factor 4 that we obtain in front of the positive Fourier coefficients is a factor 2 in loc. cit. We already mentioned that this is due to the absence of the factor \( \kappa \) in loc. cit. but let us make this more precise. The difference comes from the different definitions of intersection numbers of geodesic. Let \( \overline{\mathcal{Q}} \) be the (compact) image of the geodesic \( \mathcal{Q} \) in \( Y_0(p) \). The subgroup of \( \Gamma \) stabilizing \( \mathcal{Q} \) is \( \Gamma[\mathcal{Q}] = \{ \pm 1 \} \times \gamma \mathcal{Q} \) for some \( \gamma \mathcal{Q} \in \Gamma \). For some \( \tau \in \mathcal{Q} \) let \( [\tau, \gamma \mathcal{Q} \tau] \) be the (half-open) geodesic segment in \( \mathbb{H} \) between \( \tau \) and \( \gamma \mathcal{Q} \tau \). In our case - see (5.70) - the definition of intersection number between \( \mathcal{Q}(0, \infty) \) and \( \mathcal{Q} \) that we use is
\[ \langle \mathcal{Q}(0, \infty), \mathcal{Q} \rangle_{Y_0(p)} = \sum_{\gamma \in PF} \langle [\gamma \tau, \gamma \mathcal{Q} \tau], \mathcal{Q} \rangle_{\mathbb{H}}, \]
where \( PF \) is the image of \( \Gamma \) in \( \text{PSL}_2(\mathbb{Z}) \). On the other hand, in [DPV21] the intersection numbers are defined by
\[ \langle \mathcal{Q}(0, \infty), \mathcal{Q} \rangle_{Y_0(p)} = \sum_{\gamma \in \Gamma} \langle \mathcal{Q}(0, \infty), [\gamma \tau, \gamma \mathcal{Q} \tau] \rangle_{\mathbb{H}} \]
which is twice the number in (5.116).
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