Phylodynamics with Migration: A Computational Framework to Quantify Population Structure from Genomic Data
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Abstract

When viruses spread, outbreaks can be spawned in previously unaffected regions. Depending on the time and mode of introduction, each regional outbreak can have its own epidemic dynamics. The migration and phylodynamic processes are often intertwined and need to be taken into account when analyzing temporally and spatially structured virus data. In this article, we present a fully probabilistic approach for the joint reconstruction of phylodynamic history in structured populations (such as geographic structure) based on a multitype birth–death process. This approach can be used to quantify the spread of a pathogen in a structured population. Changes in epidemic dynamics through time within subpopulations are incorporated through piecewise constant changes in transmission parameters. We analyze a global human influenza H3N2 virus data set from a geographically structured host population to demonstrate how seasonal dynamics can be inferred simultaneously with the phylogeny and migration process. Our results suggest that the main migration path among the northern, tropical, and southern region represented in the sample analyzed here is the one leading from the tropics to the northern region. Furthermore, the time-dependent transmission dynamics between and within two HIV risk groups, heterosexuals and injecting drug users, in the Latvian HIV epidemic are investigated. Our analyses confirm that the Latvian HIV epidemic peaking around 2001 was mainly driven by the injecting drug user risk group.
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Introduction

Virus transmission is determined by host contacts. To become infected with HIV, for example, a person has to be in direct contact with the fluids or tissues of an infected host. That usually means that both hosts have to be in the same geographical subpopulation. When samples are taken from geographically separated populations, virus samples within a population may be more closely related than among different populations. Both genomic and epidemiological data often come with additional information such as the geographical sampling locations. A city, a country, a part of the host’s body, or a specification of risk group are only a few possibilities for what may constitute units of population structure. While many phylogenetic and epidemiological studies examine systems which are spatially distributed, the spatial aspect is often ignored in the analysis for simplicity. Durrett and Levin (1994) demonstrated that models that ignore spatial structure yield results that are qualitatively different to those of spatial models. Contact heterogeneity in a structured population can also have a strong effect on infectious disease dynamics (Welch et al. 2005; O’Dea and Wilke 2011). Hence, quantifying the spread within and between host population groups is crucial to determine the key drivers of an epidemic.

The area of study that incorporates genetic and geographic data into phylogenetic analysis is known as phylogeography, although geographical separation is only one possible way for a data set to be grouped. That is, phylogeography is part of the more recently arisen area of phylodynamics (Grenfell et al. 2004). Here, we assume that population structure is given in the form of discrete types assigned to the taxa, that is, to the leaves of the phylogeny, see figure 1. The aim of the phylodynamic analysis is to infer the unobserved type-change process along the lineages in the tree, and the transmission dynamics between and/or within (typed) subpopulations.

Here, we present a fully probabilistic approach for the joint reconstruction of phylogenies and epidemiological parameters, given structured host and/or pathogen populations, based on a multitype birth–death model. We test our approach through simulations and present two data analyses. First, we analyze the phylogeography of a global human influenza H3N2 virus data set, demonstrating how seasonal dynamics can be inferred simultaneously with the phylogeny and migration process. Second, the time-dependent
transmission dynamics between and within HIV risk groups in the Latvian HIV epidemic are investigated.

Our method is general to both geographic and nongeographic (e.g., risk group) partitioning. We will use "subpopulation" to identify a group (geographic or otherwise) and type to identify the group membership of a sample; these terms are not meant to give preference to geographic or nongeographic situations.

The method is implemented as a package within the widely used Bayesian inference framework BEAST2 (Bouckaert et al. 2014), which makes it accessible to a wide audience. Our open source implementation is available at https://github.com/denisekuehnert/bdmm (last accessed April 15, 2016).

**New Approaches**

In this section, we introduce the multitype birth–death model. We combine a birth–death skyline (BDSKY) process (Stadler et al. 2013) on a population divided into a finite number \( d \) of discrete (typed) subpopulations with a "type-change" process among the subpopulations. The state of this continuous time Markov process comprised \( d \) random variables \( N_1(t) \ldots N_d(t) \) denoting the number of individuals in subpopulations \( 1 \ldots d \) at time \( t \). In the context of infectious diseases, the population size \( N_i \) corresponds to the number of infected hosts present in subpopulation \( i \in \{1 \ldots d\} \).

**The Multitype Birth–Death Process**

The multitype birth–death process is started with one infected individual in the subpopulation of type \( i \in \{1 \ldots d\} \) at time \( t = 0 \). Time increases from the past (where \( t = 0 \)) to the present (at time \( T \)). In a time step \( \Delta t \), the process can undergo

1. A birth event, corresponding to transmission, so that another infected individual is created in subpopulation \( i \):
   \[ N_i(t + \Delta t) = N_i(t) + 1, \]

2. A death event, corresponding to the recovery or removal of an infected individual in subpopulation \( i \):
   \[ N_i(t + \Delta t) = N_i(t) - 1, \]

3. A sampling event, corresponding to the observation of an infected individual; if the removal probability \( r > 0 \), then the sampling event yields the removal of the individual with probability \( r \) (see (2))

4. A type-change event, indicating that an individual changes from subpopulation \( i \) to subpopulation \( j \neq i \):
   \[ N_i(t + \Delta t) = N_i(t) - 1 \text{ and } N_j(t + \Delta t) = N_j(t) + 1. \]

5. A birth event among demes, so that an infected individual in subpopulation \( i \) causes a new infected individual to arise in subpopulation \( j \):
   \[ N_i(t + \Delta t) = N_i(t) \text{ and } N_j(t + \Delta t) = N_j(t) + 1. \]

The process terminates when no infected individuals are left in any of the subpopulations.

The multitype birth–death process is an extension of the BDSKY process (Stadler et al. 2013) that allows the underlying population to be structured. Assume every sample is taken from one of \( d \) discrete subpopulations. Since subpopulations may have characteristics that influence the spread of a pathogen, the epidemic parameters may differ between subpopulations \( i \in \{1 \ldots d\} \), see figure 2a for \( d = 2 \). As in Stadler et al. (2013), transmission events are modeled through births of new lineages, recovery or removal events are modeled as deaths, and sampling occurs either continuously through time determined by a sampling rate and/or through a contemporaneous sampling event at present (determined by a probability \( \rho_i \) of being sampled). For cases in which individuals are likely to continue transmitting to others after they were sampled, we include a removal probability \( r \) at which sampled individuals are removed from the infectious pool, as introduced by Gavryushkina et al. (2014). The birth, death, and sampling rates are allowed to change through time as piecewise constant rates. The overall time interval \([0, T]\) can be split into \( n \) intervals and each interval \( k \in \{1 \ldots n\} \) is characterized by its rates \( \lambda_{ik}, \mu_{ik}, \text{ and } \psi_{ik} \), where \( i \) denotes the current type and \( k \) the current interval. The type-change rates are assumed to be constant over time in our implementation, but from a mathematical perspective it is straightforward to also change these rates through time. The number \( n \) of time subdivisions has to be set a priori. The times at which changes occur may be inferred from the data though.

Hence, there are up to \( d \cdot n \) birth rates \( \lambda_{1,1} \ldots \lambda_{d,n} \), \( d \cdot n \) death rates \( \mu_{1,1} \ldots \mu_{d,n} \), and \( d \cdot n \) sampling rates \( \psi_{1,1} \ldots \psi_{d,n} \). Individuals in subpopulation \( i \) move to subpopulation \( j \in \{1 \ldots d\}, j \neq i \), at type-change rate \( m_{ij} \) thus we have up to \( (d^2 - d) \) type-change rates.

Figure 3 illustrates the notation under the multitype birth–death model with a two-type example and one type-change event at time \( t_z \). As described above, the event is indicated by a node with in-degree one and out-degree one, at which the type of lineage (indicated by the color) changes.
The Multitype Birth–Death Likelihood
We now derive the likelihood of the multitype birth–death parameters \( k; l; w; r \) and \( m \) for a given tip-typed tree. This likelihood is obtained by considering the probability that an individual evolved as observed in the tree.

**The Probability Density** \( g \) that an Individual Evolved as Observed in the Tree
The probability density \( g_{ik}(t) \) denotes the probability that an individual with type \( i \in \{1 \ldots d\} \) at time \( t_{k-1} \leq t < t_k \) has evolved between \( t \) and \( T \) as observed in the tree. We can evaluate \( g_{ik}(t) \) using the (backward in time) master equation

\[
\frac{d}{dt} g_{ik}(t) = -\left( \sum_{j=1}^{d} (\lambda_{ij} + m_{ij}) + \mu_{ik} + \psi_{ik} \right) g_{ik}(t) + \sum_{j=1}^{d} m_{ij} g_{jk}(t) + \sum_{j=1}^{d} \lambda_{ij} p_{jk}(t) g_{jk}(t) + \sum_{j=1}^{d} \lambda_{ij} k p_{jk}(t) g_{jk}(t),
\]

where \( \lambda_{ij}, \mu_{ik}, \psi_{ik} \) are the birth, death, and type-change rates, respectively.

**Fig. 2.** Examples of two-type applications of the multitype birth–death model. (a) In a classic phylogeographic setting, transmission can only occur within compartments \( I_1 \) and \( I_2 \), which are connected by type-change events at rates \( m_{12} \) and \( m_{21} \). The three-type version of this setup was used in the analysis of the Human Influenza H3N2 virus data set. (b) Alternatively, transmission events between subpopulations are possible instead of type-changes. This was employed for the analysis of the Latvian HIV data set. (c) A combination of (a) and (b) is also possible in which type changes and infections among types are allowed. This has been utilized in a previous study on Ebola virus, in which the time during which individuals are infected but not yet infectious ("exposed") can be very long. Here, transmission events occur at rate \( \lambda_{IE} \) and originate in the infectious compartment (I), leading to a new exposed individual (E). Type-changes are only allowed from E to I, reflecting the progression of exposed individuals to the infectious phase at rate \( m_{IE} \).

**Fig. 3.** Notation under the multitype birth–death model. Birth events are denoted by \( x \), sampling events by \( y \), and the one type-change event \( z \).
with $\lambda_{ij,k}$ denoting the infection rate from type $i$ to type $j$, $\lambda_{ii,k}$ denoting the infection rate within type $i$ during interval $k$, and $m_n = 0$ and initial conditions

$$
g_{i,k}(t_e) = \begin{cases} 
\psi_{i,k}(r + (1-r)p_{i,k}(t_e)) & \text{if edge } e \text{ is a serially sampled leaf,} \\
\psi_{i,k}(1-r)g_{i,k}^e(t_e) & \text{if edge } e \text{ is a sampled ancestor with descendant edge } e_1, \\
\rho_i & \text{if edge } e \text{ is a contemporaneously sampled leaf at present,} \\
\sum_{j=1}^d \lambda_{ij,k} [g_{i,k}(t_e)g_{i,j,k}(t_e) + g_{j,k}(t_e)g_{b,j,k}(t_e)] & \text{if edge } e \text{ has two descendant edges } e_1, e_2.
\end{cases}
$$

Starting at the most recent tip of a tree going backward in time, equation (1) results from considering the events that may occur during time step $\Delta t$:

$$
g_{i,k}(t + \Delta t) = \left(1 - \left(\sum_{j=1}^d (\lambda_{ij,k} + m_j) + \mu_{i,k} + \psi_{i,k}\right)\Delta t\right) g_{i,k}(t) \left(\text{nothing happens}\right)
+ \sum_{j=1}^d \lambda_{ij,k} p_{i,k}(t) g_{i,j,k}(t) \left(\text{a birth of type } j \text{ happens, lineage } j \text{ produces no samples in } t\right)
+ \sum_{j=1}^d \lambda_{j,k} p_{j,k}(t) g_{j,k}(t) \left(\text{a birth of type } j \text{ happens, lineage } i \text{ produces no samples in } t\right)
+ O(\Delta t^2) \left(\text{more than one event in } \Delta t\right)
$$

Rearrangement of this equation and letting $\Delta t \to 0$ yields equation (1), with $g_{i,0}(0)$ denoting the likelihood given the individual at time 0 has type $i$.

The last two summed terms in the equation for $g_{i}^e$ give the probability (during $\Delta t$) that an infection event from $i$ to $j$ left no sampled descendants, while the sister lineage survived and gave rise to the observed subtree, with one term for $i$ surviving and one term for $j$ surviving.

**The Probability $p$ of Having No Sampled Descendants**

To compute the probability densities $g_{i,k}(t)$, we need to calculate the probability $p_{i,k}(t)$ of an individual with type $i \in \{1 \ldots d\}$ at time $t_{k-1} \leq t < t_k$ to have no sampled descendants. This probability can be calculated by the (backward in time) master equation

$$
- \frac{d}{dt} p_{i,k}(t) = - \left(\sum_{j=1}^d (\lambda_{ij,k} + m_j) + \mu_{i,k} + \psi_{i,k}\right) p_{i,k}(t) + \sum_{j=1}^d \lambda_{j,k} p_{j,k}(t) p_{j,k}(t) + \sum_{j=1}^d m_j p_{j,k}(t) + \mu_{i,k} (2)
$$

with initial condition

$$
p_{i,k}(T) = 1 \ \forall i,j \in \{1 \ldots d\}, k \in \{1 \ldots n\}.
$$

This master equation also follows from considering the events that may occur during time step $\Delta t$:

$$
p_{i,k}(t + \Delta t) = \left(1 - \left(\sum_{j=1}^d (\lambda_{ij,k} + m_j) + \mu_{i,k} + \psi_{i,k}\right)\Delta t\right) p_{i,k}(t) \left(\text{nothing happens}\right)
+ \sum_{j=1}^d \Delta t \lambda_{ij,k} p_{i,k}(t) p_{j,k}(t) \left(\text{a birth event happens}\right)
+ \sum_{j=1}^d m_j \Delta t p_{j,k}(t) \left(\text{a type-change event to subpopulation } j\right)
+ \mu_{i,k} \Delta t\left(\text{a death event without sampling}\right)
+ O(\Delta t^2) \left(\text{more than one event in } \Delta t\right)
$$

Again, equation (2) is obtained by letting $\Delta t \to 0$.

The likelihood is derived analogously to equation (2.3) in Stadler and Bonhoeffer (2013), which is based on ideas from (Maddison et al. 2007). Our notation here is based on previous work (Stadler et al. 2013), but for comparison, the probabilities $p_{i,k}(t)$ and $g_{i,k}^e$ relate to $E$ and $D$ in Maddison et al. (2007) and Stadler and Bonhoeffer (2013), respectively.
**The Probability Density of a Tree $T$**

The probability density of a tree with the lineage belonging to the root having type $i$ at time $t = 0$ is the product of the probability density that the individual evolved as observed in the tree and the probability that the individual is in type $i$.

Hence, the probability density $f$ of a tree $T$ under the multitype birth–death model is

$$ f(T | \lambda, \mu, \psi, m, t) = \sum_{i=1}^{d} h_i g^e_i(0). $$

The probability $h_i$ that an individual is with type $i$ can be chosen to be equal for each type, that is, $h_i = \frac{1}{d}$ or the equilibrium frequency for each type can be calculated, as suggested by Stadler and Bonhoeffer (2013). However, this implicitly assumes that the birth and death rates are in equilibrium as well. Since the multitype birth–death model developed here allows birth and death rates to change over time, this is not always the case. Instead, we use the fact that the Bayesian framework allows $h_i$ to be treated as a random variable and to be estimated from the data.

**Inference under the Multitype Birth–Death Model**

We sample from the posterior distribution of the evolutionary and epidemiological parameters using a Markov chain Monte Carlo algorithm within the Bayesian inference framework BEAST2.

**Inference on Tip-Typed Trees**

In the likelihood stated above, we integrate over the type-change process along the tree, as was previously described by Stadler and Bonhoeffer (2013). This means that the only phylogeographic information that is annotated with the tree is the types at the leaves. We will refer to such trees as tip-typed trees. In the following, we refer to this as the “integrated-likelihood” multitype birth–death model, which is useful, for example, when the considered subpopulations are distinguished by characteristics that allow infections in one subpopulation being caused by another (e.g., risk groups, fig. 2b) or when subpopulations are defined as epidemiological compartments (e.g., as exposed and infected compartments, fig. 2c).

**Inference of Multitype Trees**

When the timing of and the subpopulations involved in type-change events are important, we infer multitype trees, which are timed phylogenetic trees in which lineages are associated with a type (Vaughan et al. 2014). Thus we sample type-change histories jointly with the evolutionary and epidemiological parameters. This is often useful in classic phylogeographic analyses, in which samples were obtained from distinct geographical subpopulations and infected individuals can move among the discrete subpopulations (i.e., demes (i.e. $\lambda_j = 0$ for $i \neq j$)).
Parameterization of the Multitype Birth Death Model
The multitype birth–death model parameterizes the within-
type effective reproduction number \( R_{i,k} := R_{i,k} \) and the be-
tween-type effective reproduction number \( R_{ij,k} \) (with \( i \neq j \))
for all \( i,j \in \{1 \ldots d\} \) and \( k \in \{1 \ldots n\} \) as follows:

\[
R_{ij,k} = \frac{\lambda_{ij,k}}{\mu_{i,k} + \rho_i \psi_{i,k}}.
\]

The duration of infection \( \tau_{i,k} = \frac{1}{\delta_{i,k}} \) in subpopulation
\( i \in \{1 \ldots d\} \) and interval \( k \in \{1 \ldots n\} \) is determined by
the rate of becoming noninfectious,

\[
\delta_{i,k} = \mu_{i,k} + r_i \psi_{i,k},
\]
and the probability of an individual to be (serially) sampled is

\[
s_{i,k} = \frac{\psi_{i,k}}{\mu_{i,k} + \psi_{i,k}}.
\]

When the type-change rates are nonzero, no analytical
solutions are available for the master equations, so that nu-
merical integration is required to determine the solutions.
They are solved using a classic Runge–Kutta integrator.
Both implementations were validated by comparing the sam-
pled tree distributions to direct simulation with MASTER
(Vaughan and Drummond 2013), see figure 4.

Results
Simulations
In two scenarios (with and without piecewise constant rate
change), the re-estimation of the effective reproduction num-
ber, the rate of becoming noninfectious, and the type-change
rates are assessed. Each of the 120 simulated 100-taxon align-
ments is analyzed with the sampling proportion fixed to the
ture value. The results for the three-type-simulations are sum-
marized in tables 1 and 2 for multitype trees and tables 3
and 4 for tip-typed trees from the integrated-likelihood anal-
yses. The results for the two-type-simulations are summarized
in tables 5–8. In the description of each table, we report the
number of simulation replicates that had an effective sample
size larger or equal to 200 for each parameter.

Accuracy is always above or equal to 90% in scenario 1. In
scenario 2, accuracy decreases in some cases, with the lowest
accuracy at 79%. Our results underline the importance of the
sampling process: In both scenarios, the largest relative errors
occur for the parameters related to type 3, which in 62% of the
simulations is the latest to be sampled (when comparing the
time of the first sample per type). That is, the respective
subepidemics of type 3 commence later than the other
subepidemics. Since the simulations are stopped when a total
of 100 samples have been obtained, the data contain the least

Table 1. Simulation Results from Multitype Birth–Death Three-Type Scenario 1: Constant Rates.

| Truth | Median | Relative Error | Relative Bias | Relative HPD Width | 95% HPD Accuracy |
|-------|--------|----------------|---------------|---------------------|-----------------|
| \( R_{i,1} \) | 1.333 | 1.298 | 0.138 | -0.027 | 0.653 | 97.000 |
| \( R_{i,2} \) | 1.500 | 1.375 | 0.205 | -0.083 | 0.926 | 90.000 |
| \( R_{i,3} \) | 1.500 | 1.520 | 0.210 | 0.014 | 1.172 | 96.000 |
| \( \delta_{1} \) | 0.300 | 0.307 | 0.193 | 0.023 | 1.188 | 94.000 |
| \( \delta_{2} \) | 0.200 | 0.224 | 0.249 | 0.122 | 1.712 | 95.000 |
| \( \delta_{3} \) | 0.200 | 0.200 | 0.193 | -0.002 | 1.330 | 95.000 |
| \( m_{1,2} \) | 0.030 | 0.034 | 0.378 | 0.132 | 2.375 | 96.000 |
| \( m_{1,3} \) | 0.010 | 0.016 | 0.725 | 0.585 | 4.186 | 99.000 |
| \( m_{2,1} \) | 0.030 | 0.033 | 0.379 | 0.089 | 2.793 | 98.000 |
| \( m_{2,3} \) | 0.010 | 0.017 | 0.796 | 0.686 | 5.134 | 100.000 |
| \( m_{3,1} \) | 0.010 | 0.021 | 1.139 | 1.123 | 7.123 | 100.000 |
| \( m_{3,2} \) | 0.010 | 0.023 | 1.326 | 1.309 | 7.393 | 98.000 |

Note: —HPD, highest posterior density. Posterior parameter estimates and accuracy
obtained from simulated alignments with 100 taxa. For each parameter, the median
over all medians (1 for each alignment): errors/biases/HPD widths/HPD accuracies
is provided. Out of 120 simulation replicates the 110 for which all parameters
yielded a minimum effective sample size (ESS) of 200 are included here.

![Figure 4](https://example.com/figure4.png)

**Figure 4.** Validation of tree height distribution. The tree height distributions of four-tip trees with two leaves of each type sampled from the multitype birth–death distribution using our implementation of the described Markov chain Monte Carlo (MCMC) algorithm (black lines) with those generated via direct simulation (gray lines). For (a) the stopping criterion for the simulations was the simulation time (set to 8), which implies that the origin of the resulting epidemic \( t_m \) in fig. 3) in the MCMC is also 8. In (b) \( t_m \) was allowed to vary, that is, it was sampled jointly with the tree.
Table 3. Simulation Results from Integrated-Likelihood Multitype Birth–Death Three-Type Scenario 1: Constant Rates.

| Parameter | Truth | Median | Relative Error | Relative Bias | Relative HPD Width | 95% HPD Accuracy |
|-----------|-------|--------|----------------|---------------|-------------------|-----------------|
| $R_{e,1}$ | 1.333 | 1.302  | 0.139          | 0.023         | 0.751             | 99.000          |
| $R_{e,2}$ | 1.500 | 1.540  | 0.197          | 0.080         | 1.026             | 94.000          |
| $R_{e,3}$ | 0.300 | 0.301  | 0.174          | 0.002         | 1.253             | 99.000          |
| $d_{1}$   | 0.200 | 0.218  | 0.220          | 0.091         | 1.735             | 96.000          |
| $d_{2}$   | 0.200 | 0.192  | 0.170          | 0.042         | 1.241             | 98.000          |
| $d_{3}$   | 0.030 | 0.041  | 0.558          | 0.368         | 3.330             | 97.000          |
| $m_{1,1}$ | 0.010 | 0.018  | 0.862          | 0.749         | 5.320             | 98.000          |
| $m_{1,2}$ | 0.030 | 0.059  | 0.495          | 0.298         | 3.801             | 100.000         |
| $m_{1,3}$ | 0.010 | 0.019  | 0.928          | 0.858         | 6.349             | 100.000         |
| $m_{1,4}$ | 0.010 | 0.025  | 1.482          | 1.467         | 8.860             | 100.000         |
| $m_{1,5}$ | 0.010 | 0.026  | 1.670          | 1.653         | 9.067             | 99.000          |

Table 4. Simulation Results from Integrated-Likelihood Multitype Birth–Death Three-Type Scenario 2: $R_e$ Rate Change.

| Parameter | Truth | Median | Relative Error | Relative Bias | Relative HPD Width | 95% HPD Accuracy |
|-----------|-------|--------|----------------|---------------|-------------------|-----------------|
| $R_{e,1}$ | 1.333 | 1.272  | 0.203          | 0.056         | 0.906             | 96.000          |
| $R_{e,2}$ | 1.167 | 1.164  | 0.200          | 0.003         | 0.911             | 94.000          |
| $R_{e,3}$ | 1.500 | 1.313  | 0.173          | 0.130         | 1.309             | 96.000          |
| $R_{e,4}$ | 1.250 | 1.154  | 0.177          | 0.124         | 1.246             | 96.000          |
| $R_{e,5}$ | 1.500 | 1.193  | 0.204          | 0.105         | 1.605             | 97.000          |

Table 5. Simulation Results from Multitype Birth–Death Two-Type Scenario 1: Constant Rates.

| Parameter | Truth | Median | Relative Error | Relative Bias | Relative HPD Width | 95% HPD Accuracy |
|-----------|-------|--------|----------------|---------------|-------------------|-----------------|
| $R_e$     | 1.333 | 1.350  | 0.082          | 0.013         | 0.395             | 98.000          |
| $R_m$     | 1.650 | 1.655  | 0.156          | 0.003         | 0.857             | 96.000          |
| $d_{0}$   | 0.300 | 0.297  | 0.132          | 0.002         | 0.661             | 96.000          |
| $d_{1}$   | 0.280 | 0.184  | 1.002          | 0.015         | 7.000             | 99.000          |
| $m_{0,1}$ | 0.030 | 0.035  | 0.410          | 0.172         | 2.433             | 94.000          |

NOTE.—HPD, highest posterior density. Posterior parameter estimates and accuracy obtained from simulated alignments with 100 taxa. For each parameter, the median over all medians (1 for each alignment)/errors/biases/HPD widths/HPD accuracies is provided. All 120 simulation replicates yielded a minimum effective sample size (ESS) of 200 are included here.

Table 2. Simulation Results from Multitype Birth–Death Three-Type Scenario 2: $R_e$ Rate Change.

| Parameter | Truth | Median | Relative Error | Relative Bias | Relative HPD Width | 95% HPD Accuracy |
|-----------|-------|--------|----------------|---------------|-------------------|-----------------|
| $R_{e,1}$ | 1.333 | 1.325  | 0.215          | 0.073         | 0.745             | 87.000          |
| $R_{e,2}$ | 1.167 | 1.110  | 0.222          | 0.049         | 0.790             | 85.000          |
| $R_{e,3}$ | 1.500 | 1.347  | 0.379          | 0.102         | 1.186             | 84.000          |
| $R_{e,4}$ | 1.250 | 1.185  | 0.241          | 0.052         | 1.079             | 85.000          |
| $R_{e,5}$ | 1.500 | 1.208  | 0.315          | 0.195         | 1.562             | 94.000          |
| $d_{1}$   | 0.125 | 0.128  | 0.252          | 0.002         | 1.192             | 90.000          |
| $d_{2}$   | 0.300 | 0.492  | 0.626          | 0.454         | 1.554             | 86.000          |
| $d_{3}$   | 0.200 | 0.202  | 0.244          | 0.009         | 1.155             | 87.000          |
| $m_{1,1}$ | 0.030 | 0.031  | 0.368          | 0.018         | 1.978             | 88.000          |
| $m_{1,2}$ | 0.010 | 0.014  | 0.608          | 0.437         | 3.763             | 97.000          |
| $m_{1,3}$ | 0.030 | 0.030  | 0.456          | 0.066         | 2.067             | 79.000          |
| $m_{1,4}$ | 0.010 | 0.015  | 0.594          | 0.449         | 3.789             | 98.000          |
| $m_{1,5}$ | 0.010 | 0.017  | 0.790          | 0.727         | 5.140             | 98.000          |
| $m_{1,6}$ | 0.010 | 0.019  | 0.929          | 0.857         | 5.159             | 95.000          |

NOTE.—HPD, highest posterior density. Posterior parameter estimates and accuracy obtained from simulated alignments with 100 taxa. For each parameter, the median over all medians (1 for each alignment)/errors/biases/HPD widths/HPD accuracies is provided. Out of 120 simulation replicates, the 99 for which all parameters yielded a minimum effective sample size (ESS) of 200 are included here. The effective reproduction number $R_{e,i}$ refers to subpopulation $i$ in time interval $k$.

Global Human Influenza H3N2

Given the genetic information from 175 globally sampled sequences together with the dates of sampling and the subpopulation each sample was obtained from, the multitype birth–death model recovers the typical seasonal dynamics of global human influenza H3N2. Figure 5 shows the estimated effective reproduction numbers $R_e$ for each subpopulation and half-year. In the tropics, $R_e$ always stays very close to the epidemic threshold at one. In the temperate regions, the median estimate of $R_e$ is always above one in winter and below one in summer, with most of the 95% highest posterior density intervals not including the threshold, one.

We estimate a total of 53 migration events (median) in the three-year period covered by this sample. The largest proportion of which (43%) occurred from the tropics to the northern region (table 10). In fact, the rate at which a lineage migrates from the tropics to the north $m_{T,N}$ is significantly larger than the one from the tropics to the south $m_{T,S}$ (BF = 19,000). We also see more clustering among southern samples than among northern samples, which is not surprising since the southern samples are from Australia and New Zealand only, while the northern subpopulation covers a larger area, including locations in Europe as well as the...
The effective reproduction number \( R_0 \) is provided. Out of 120 simulation replicates, the 102 for which all parameters over all medians (1 for each alignment) were used. For each parameter, the true parameter per type is provided together with the estimated median over all medians (1 for each alignment) and HPD widths.

Table 6. Simulation Results from Multitype Birth–Death Two-Type Scenario 2: \( R_0 \) Rate Change.

| Parameter | Truth | Median | Relative Error | Relative Bias | Relative HPD Width | 95% HPD Accuracy |
|-----------|-------|--------|----------------|----------------|---------------------|-----------------|
| \( R_{0,1} \) | 1.333 | 1.283 | 0.128 | -0.038 | 0.548 | 93.000 |
| \( R_{0,2} \) | 1.167 | 1.175 | 0.071 | 0.007 | 0.323 | 90.000 |
| \( \delta_1 \) | 1.650 | 1.193 | 0.371 | -0.277 | 1.393 | 93.000 |
| \( \delta_2 \) | 1.250 | 1.177 | 0.178 | -0.058 | 0.741 | 87.000 |
| \( \delta_3 \) | 0.300 | 0.297 | 0.109 | 0.011 | 0.497 | 89.000 |
| \( \delta_4 \) | 0.200 | 0.215 | 0.227 | 0.077 | 1.043 | 93.000 |
| \( s_1 \) | 0.050 | 0.050 | 0.000 | 0.000 | 0.000 | 0.000 |
| \( s_2 \) | 0.150 | 0.150 | 0.000 | 0.000 | 0.000 | 0.000 |
| \( m_{1,2} \) | 0.010 | 0.011 | 0.029 | 0.147 | 1.506 | 94.000 |
| \( m_{2,1} \) | 0.030 | 0.030 | 0.345 | 0.003 | 2.003 | 95.000 |

Note.—HPD, highest posterior density. Posterior parameter estimates and accuracy obtained from simulated alignments with 100 taxa. For each parameter, the median over all medians (1 for each alignment) and HPD widths are provided. Out of 120 simulation replicates, the 102 for which all parameters yielded a minimum effective sample size (ESS) of 200 are included here. The effective reproduction number \( R_{0,1} \) refers to subpopulation 1 in time interval \( k \).

Table 7. Simulation Results from Integrated-Likelihood Multitype Birth–Death Two-Type Scenario 1: Constant Rates.

| Parameter | Truth | Median | Relative Error | Relative Bias | Relative HPD Width | 95% HPD Accuracy |
|-----------|-------|--------|----------------|----------------|---------------------|-----------------|
| \( R_k \) | 1.333 | 1.361 | 0.077 | 0.021 | 0.410 | 97.000 |
| \( \delta_k \) | 1.650 | 1.633 | 0.156 | -0.010 | 0.898 | 97.000 |
| \( \delta_1 \) | 0.300 | 0.293 | 0.130 | -0.023 | 0.653 | 94.000 |
| \( \delta_2 \) | 0.200 | 0.204 | 0.189 | 0.020 | 1.063 | 98.000 |
| \( s_1 \) | 0.010 | 0.014 | 0.521 | 0.412 | 2.547 | 97.000 |
| \( m_{1,2} \) | 0.030 | 0.037 | 0.486 | 0.244 | 2.941 | 94.000 |

Note.—HPD, highest posterior density. Posterior parameter estimates and accuracy obtained from simulated alignments with 100 taxa. For each parameter, the median over all medians (1 for each alignment) and HPD widths are provided. Out of 120 simulation replicates, the 117 for which all parameters yielded a minimum effective sample size (ESS) of 200 are included here. The effective reproduction number \( R_k \) refers to subpopulation \( i \) in time interval \( k \).

Table 8. Simulation Results from Integrated-Likelihood Multitype Birth–Death Two-Type Scenario 2: \( R_0 \) Rate Change.

| Parameter | Truth | Median | Relative Error | Relative Bias | Relative HPD Width | 95% HPD Accuracy |
|-----------|-------|--------|----------------|----------------|---------------------|-----------------|
| \( R_{0,1} \) | 1.333 | 1.376 | 0.133 | -0.043 | 0.586 | 97.000 |
| \( R_{0,2} \) | 1.167 | 1.179 | 0.076 | 0.011 | 0.376 | 95.000 |
| \( \delta_1 \) | 1.650 | 1.154 | 0.386 | -0.300 | 1.253 | 93.000 |
| \( \delta_2 \) | 1.250 | 1.208 | 0.174 | -0.034 | 0.913 | 94.000 |
| \( s_1 \) | 0.300 | 0.295 | 0.109 | -0.015 | 0.556 | 92.000 |
| \( s_2 \) | 0.200 | 0.207 | 0.194 | 0.033 | 1.092 | 97.000 |
| \( m_{1,2} \) | 0.010 | 0.014 | 0.464 | 0.366 | 2.317 | 95.000 |
| \( m_{2,1} \) | 0.030 | 0.041 | 0.536 | 0.349 | 3.267 | 99.000 |

Note.—HPD, highest posterior density. Posterior parameter estimates and accuracy obtained from simulated alignments with 100 taxa. For each parameter, the median over all medians (1 for each alignment) and HPD widths are provided. All 120 simulation replicates yielded a minimum effective sample size (ESS) of 200 and are included here. The effective reproduction number \( R_{0,1} \) refers to subpopulation \( i \) in time interval \( k \).

place the root of the tree in the tropics, which is consistent with the hypothesis that the tropical regions are the source of seasonal influenza epidemics (Rambaut et al. 2008).

**HIV in Latvia**

The transmission dynamics estimated from both genetic regions, V3 and p17, generally agree with one another (fig. 7 and table 12).

In the first transmission interval, before 1998, the estimates of the effective reproduction number within the subpopulations mainly reflect the prior distribution, which is plotted in gray (fig. 7). However, between risk groups, there is significantly more transmission from injecting drug user (IDU) to heterosexual (HET) than vice versa (Bayes factor BF = 5.5 for p17 and BF = 13.4 for V3).

Our results suggest a drastic change in transmission dynamics in the second interval, between 1997 and 2002. During that time, there was a large increase in transmissions within the IDU risk group. We estimate medians \( R_{IDU} = 4.9 \) and \( R_{HET} = 5.3 \) for V3 and p17, respectively.

In the final interval, from 2002 to the time of the latest sample in 2005, all median reproduction number estimates are below one. This agrees with the epidemic peak observed in 2001 and a decline in new transmissions thereafter (Graw et al. 2012).

Figure 8 shows the maximum clade credibility trees estimated from (a) the V3 region and (b) the p17 region and depicts the periods of sampling \( s_1 \) to \( s_5 \) for which piecewise constant sampling proportions were estimated. Our results
suggest that in the first half of the year 2001 (sampling period 2), the sampling proportion within the IDU risk group was significantly higher than in any of the other sampling periods and also higher than within the HET risk group at any time (table 12).

Discussion

This article introduces a Bayesian multitype birth–death model as a model for phylodynamic analysis of serially sampled sequence data from structured populations.

Within the three-way grouping of phylogeographic methods into comparative, spatial diffusion and population genetic approaches (Bloomquist et al. 2010), the multitype birth–death model belongs to the population genetic approaches. Many extensions of population genetic and diffusion approaches can be integrated here as well, for example, incorporation of hidden/nonsampled subpopulations (Ewing and Rodrigo 2006) or time-dependent type-change rates. In recent years, a number of powerful phylogeographic models have been developed, including models of wavefront velocity (Pybus et al. 2012) and models for the inference of viral cross-species transmission history (Faria et al. 2013).

The multitype birth–death model incorporates type-change events between discrete subpopulations, modeled by a type-change rate matrix, and allows for transmission events within as well as among subpopulations. Applied to viral transmission dynamics, birth and death/sampling events relate to infection and recovery, as in previous work (Kühnert et al. 2013; Stadler et al. 2013). Others have previously developed similar models in the context of speciation and extinction (Maddison et al. 2007; FitzJohn et al. 2009; Goldberg and Igic 2012; Magnuson-Ford and Otto 2012). They have focused on contemporaneously sampled data sets with restrictions on
the model parameters that are given in Stadler and Bonhoeffer (2013). This model differs from the two-type maximum-likelihood approach (with serial sampling) introduced by Stadler and Bonhoeffer (2013) in that it allows the transmission parameters to change through time (in a piecewise constant fashion) and can handle more than two subpopulations and sampled ancestors (Gavryushkina et al. 2014). Furthermore, the model introduced here is implemented in a Bayesian framework, such that the type-change dynamics can be inferred jointly with the evolutionary parameters, and the phylogeny.

In phylogeographic methods that allow the joint estimation of the phylogeny and phylogeographic parameters of interest, population structure can either be regarded as independent from the population dynamics or be integrated in the population model. The assumption that the migration and diversification processes are conditionally independent led to a range of popular “discrete trait analysis” models, most of which are extensions or variations of a model published by Lemey et al. (2009). These conditionally independent processes ignore the interaction between population sizes and migration in shaping the sample genealogy, assuming that the migration process is independent of the subpopulation characteristics. Modeling migration as an independent diffusion process makes it feasible to analyze large data sets sampled from several distinct subpopulations. However, epidemiological characteristics can differ among subpopulations, leading to a dependence between the migration process and the tree-generating process. Ignoring this dependence may result in a loss of power, since the times between coalescence/migration events contain information about the migration process and may lead to false estimates that may be well supported nevertheless. In fact, Maio et al. (2015) showed that such discrete trait analysis may be fundamentally biased. Therefore, models that incorporate the migration dynamics into the tree-generating process are important.

The structured coalescent process (Hudson 1990; Notohara 1990) is a well-known example of a nonindependent model and has been implemented for phylogenetic

Table 10. Spatial H3N2 Influenza Results.

| Parameter | Median | 95% HPD Lower | 95% HPD Upper |
|-----------|--------|---------------|---------------|
| $t$       | 2.950  | 2.795         | 3.160         |
| $d$       | 97.993 | 88.051        | 108.307       |
| $s_N$     | $8.22 \times 10^{-4}$ | $4.51 \times 10^{-4}$ | $12.72 \times 10^{-4}$ |
| $s_T$     | $5.31 \times 10^{-4}$ | $3.23 \times 10^{-4}$ | $7.85 \times 10^{-4}$ |
| $s_S$     | $8.67 \times 10^{-4}$ | $4.51 \times 10^{-4}$ | $13.92 \times 10^{-4}$ |
| $m_{N,T}$ | 0.478  | 0.076         | 1.170         |
| $c_{N,T}$ | 8      | 1             | 18            |
| $m_{N,S}$ | 0.140  | 0.019         | 0.373         |
| $c_{N,S}$ | 1      | 0             | 4             |
| $m_{T,N}$ | 1.628  | 0.410         | 3.885         |
| $c_{T,N}$ | 23     | 10            | 39            |
| $m_{T,S}$ | 0.151  | 0.042         | 0.313         |
| $c_{T,S}$ | 8      | 4             | 11            |
| $m_{S,N}$ | 0.706  | 0.069         | 1.930         |
| $c_{S,N}$ | 8      | 0             | 17            |
| $m_{S,T}$ | 0.466  | 0.065         | 1.198         |
| $c_{S,T}$ | 5      | 0             | 11            |

Note.—HPD, highest posterior density. Posterior parameter estimates of H3N2 analysis. Median posterior estimates and 95% HPD intervals for the tree height $t$, the rate to become noninfectious $d$, the sampling proportion in the north ($s_N$), tropics ($s_T$), and south ($s_S$), and the migration rates $m_{ij}$ and estimated numbers of migration events $c_{ij}$ from subpopulation $i$ to $j$ for $i,j \in \{N,T,S\}$.

Fig. 6. Spatial H3N2 influenza posterior phylogeny. (a) Maximum sampled posterior multitype tree and (b) the posterior root type probabilities.
analysis of structured phylogenetic data (Beerli and Felsenstein 1999, 2001; Anderson et al. 2005; Beerli and Palczewski 2010; Vaughan et al. 2014). However, the coalescent does not well approximate the early stage of an epidemic, which is typically driven by stochastic exponential population growth (Stadler et al. 2015). Therefore, we use the birth–death model, which has also been extended to allow migration among discrete subpopulations (Jones 2011; Stadler and Bonhoeffer 2013).

All phylogeographic methods struggle when the data are uninformative for one or more of the populations. For example, if the phylogeographic tree does not contain any branching events that occurred within one of the subpopulations, there is little information about the effective population size or the birth rate (Ewing et al. 2004). In such cases, the posterior estimate of the respective parameters will be dominated by the prior distribution. When designing phylogeographic studies researchers should keep in mind that any method will suffer from insufficient or biased sampling.

The simulation study showed that the multitype birth–death model recovers the epidemiological parameters and type-change rates well in epidemics connecting two or three

---

**Fig. 7.** Risk group analysis of Latvian HIV. The effective reproduction number estimates resulting from the analysis of the p17 and the V3 region. For each of the three transmission periods, median estimates (dots) are plotted with 95% highest posterior density (HPD) intervals (whiskers) for transmission within the HET and IDU risk groups and between risk groups (HET to IDU, IDU to HET). The prior distribution employed for each effective reproduction number is plotted in gray.
distinct subpopulations. In the three-type case error rates (relative to the scale of the parameter) for some of the type-change rates become quite large (up to 1.70 for the integrated-likelihood multitype birth–death implementation). However, estimates of the effective reproduction number—which often is the main parameter of interest—are quite robust.

Under the simple BDSKY model, estimates of the effective reproduction number mostly reflect an average of the parameters per type, with a tendency to be driven by the type(s) that determined the more recent period of the epidemic (table 9). However, the simple model cannot capture differences among types, which may be subtle but important.

Some simulations (up to 17.5%) did not converge at the chosen chain length and were hence not included in the results. This is mostly due to the design of the simulations as forward in time processes, which do not guarantee a roughly even number of samples per type (and time period) in each simulation replicate. We decided not to change the design of the simulations to emphasize the importance of the sampling effort. Others have also pointed out how important the sampling strategy and model assumptions are for the applicability of this kind of model (Davis et al. 2013; Rabosky and Goldberg 2015). These studies are based on data sets sampled from a single time point though. Serially sampled data sets contain additional information (the serial sampling times) and hence improve the estimation. However, the skyline dynamics increase the number of parameters to be estimated. Researchers should therefore use the fewest possible change points in parameters while still capturing the essential features of their model.

A drawback of the model is its computational intensity. Because of the numerical integrations needed in every step of the Markov chain Monte Carlo algorithm, the multitype birth–death model progresses slower than the diffusion approach and the structured coalescent model. Luckily, recent technological advances make complex approaches like this feasible, at least for small numbers (two or three) of subpopulations and medium-sized samples.

Applied to a set of global human influenza subtype H3N2 sequences, our method captures the typical dynamics of seasonal influenza. The root of the phylogeny is placed in the tropics. This appears to be consistent with the hypothesis that the tropical regions are the source of seasonal influenza. The root of the phylogeny is placed in the tropics. This appears to be consistent with the hypothesis that the tropical regions are the source of seasonal influenza epidemics (Rambaut et al. 2008). However, as previously pointed out, the estimate of the root type is very much a function of the sample analyzed (Bedford et al. 2010; Vaughan et al. 2014). Furthermore, in our analysis “North”, “Tropics,” and “South” are not single, unstructured demes, which violates a model assumption. Thus, conclusions should be drawn carefully.

In a second application, we repeated a risk group analysis previously published by Stadler and Bonhoeffer (2013), in our more flexible framework. Instead of estimating the phylogeny and epidemiological parameters in two separate steps, we reconstruct them simultaneously and also allow the effective reproduction number and the sampling proportion to change through time. In the first half of the year 2001

### Table 11. Prior Distributions for the Multitype Birth–Death Model Parameters.

| Analysis | $R_e$ | $\delta$ | $s$ | $t_m$ | $m_{ij}$ |
|----------|-------|----------|-----|-------|---------|
| Simulations | Log N(0,1.25) | Log N(–1,1.25) | — | — | Log N(–3,1.25) |
| H3N2 | Log N(0,1.25) | Norm(90,10) | Beta(1,9999) | — | Log N(0,1) |
| HIV | Log N(0,1) | Log N(1.35,0.2) | Beta(2,48) | Log N(2.5, 1) |

Note.—As in figure 3, $t_c$ denotes the time of rate change (if applicable).

### Table 12. Risk Group Analysis of Latvian HIV.

| Parameter | V3 | p17 |
|-----------|----|-----|
| $t_c$ | Median 8.768 | Median 8.657 |
| | 95% HPD lower 7.733 | 95% HPD lower 7.594 |
| | 95% HPD upper 10.079 | 95% HPD upper 10.699 |
| $t_m$ | 9.320 | 9.455 |
| | 8.167 | 7.785 |
| | 11.080 | 13.968 |
| $\delta$ | 0.441 | 0.457 |
| | 0.326 | 0.337 |
| | 0.569 | 0.593 |
| $\beta_{s}$ | 0.005 | 0.003 |
| | 0.003 | 0.002 |
| | 0.006 | 0.004 |
| $\beta_{M}$ | 0.825 | 0.532 |
| | 0.660 | 0.321 |
| | 1.006 | 0.743 |
| $s_{HET,1}$ | 0.068 | 0.066 |
| | 0.021 | 0.020 |
| | 0.131 | 0.128 |
| $s_{HET,2}$ | 0.038 | 0.043 |
| | 0.008 | 0.009 |
| | 0.084 | 0.092 |
| $s_{HET,3}$ | 0.035 | 0.043 |
| | 0.014 | 0.017 |
| | 0.066 | 0.079 |
| $s_{HET,4}$ | 0.057 | 0.054 |
| | 0.019 | 0.018 |
| | 0.108 | 0.105 |
| $s_{IDU,1}$ | 0.051 | 0.059 |
| | 0.021 | 0.024 |
| | 0.091 | 0.106 |
| $s_{IDU,2}$ | 0.236 | 0.255 |
| | 0.146 | 0.161 |
| | 0.336 | 0.358 |
| $s_{IDU,3}$ | 0.003 | 0.003 |
| | 0.001 | 0.001 |
| | 0.007 | 0.006 |
| $s_{IDU,4}$ | 0.043 | 0.057 |
| | 0.013 | 0.019 |
| | 0.084 | 0.109 |

Note.—HPD, highest posterior density. The median posterior parameter estimates and 95% HPD intervals for the tree height $t_c$, the origin $t_m$, the rate to become noninfectious $\delta$, the mean and standard deviation of the substitution rate $\beta_{s}$, and the type(s) to be driven by $\beta_{M}$ and the sampling proportions per sampling period in each of the two risk groups $s_{HET,i}$ and $s_{IDU,i}$, for $i \in \{1..4\}$. Transmission rates are shown in figure 7.
(sampling period $s_2$), there was a peak in new IDU transmissions (Graw et al. 2012). At the same time, the sampling effort within the IDU risk group appears to have been stronger than in the other periods and the HET risk group. Our results confirm that the Latvian HIV epidemic that is captured by this sample was mainly driven by the IDU risk group. We cannot conclude that transmission from HET to IDU is negligible, though.

A third application—the analysis of Ebola virus sequences from the 2014 outbreak in Sierra Leone—has been published previously (Stadler et al. 2014). In that analysis and the corresponding simulation study, the infected population was divided into exposed and infectious individuals, as depicted in figure 2c.

In future work, we will investigate how well approximations to the model perform that allows analytical computation of the tree likelihood. Further work will aim to explicitly incorporate epidemiological incidence data into the multitype birth–death model, which would improve the power of the method and additionally provide more detailed insight into the epidemic dynamics of each region or type.

**Materials and Methods**

**Simulations**

The method was tested by analyzing sets of simulated data. Simulated epidemics that died out before the desired number of samples (100) was reached were discarded.

For each scenario, MASTER was used to simulate 120 two-type and three-type phylogenies, from each of which a sequence alignment was simulated. Sequences of length 2,000 were simulated under the Jukes–Cantor model of sequence...
evolution (Jukes and Cantor 1969), with the mutation rate set to 0.005 substitutions per site per year. These were analyzed under the multitype birth–death model to reconstruct the phylogenies and to estimate the evolutionary and epidemiological parameters, including the type-change rates. The simulation parameters were chosen to be “HIV-like” and in such a way that not having any samples from one (or more) of the subpopulations was unlikely. In scenario 1, all epidemiological parameters were constant through time, while scenario 2 allowed the effective reproduction number $R_e$ to change once at time $t_1$.

Additionally, the two- and three-type simulations were analyzed using the BDSKY model (Stadler et al. 2013), which ignores the underlying population structure. The details of the simulation setup are given in the exemplary XML files provided with the software package.

The prior distributions used are given in table 11. The sampling proportion and time of rate change were fixed to their true values.

Global Human Influenza H3N2
Analysis of a global human influenza H3N2 data set allows us to reconstruct the underlying migration process among the northern, tropical, and southern regions. We subsample 175 taxa, evenly through time, from a previously analyzed set of hemagglutinin sequences (Lemey et al. 2014), and analyze them under the multitype birth–death model with type-changes among subpopulations (as depicted in fig. 2a but with three subpopulations). As in the original analysis, we partition the data into codon positions 1 + 2 and 3, employ an HKY substitution model for each of them, and assume a strict molecular clock, with the clock rate fixed to $8.05 \times 10^{-3}$ (estimated by Lemey et al. (2014), Lemey P, personal communication), which is higher than previous estimates (Rambaut et al. 2008; Vaughan et al. 2014) due to the short time frame. To incorporate the seasonality of the virus, we allow piecewise constant changes in the effective reproduction numbers for each of the three subpopulations, north, tropics, and south. In each year we allow two changes, one on 1 March and the other one on 1 September, such that the warmer and colder months in the north and south are contained in alternating intervals, respectively.

Individuals are assumed to become noninfectious upon sampling. Here, we assume that individuals who were sampled and hence diagnosed with the virus do not infect any other individuals due to a change of behavior. However, the method also allows to relax this assumption by using a probability $r$ at which infected individuals are removed, as implemented by Gavrushkina et al. (2014).

The rate at which individuals become noninfectious (i.e., when they are removed from the infectious pool) is assumed to be constant through time and equal in the three subpopulations, and the sampling proportion $s$ is set to zero before the time of the first sample, and a positive constant is estimated for the subsequent period of sampling. Subpopulations are connected through per-lineage migration rates at which type-changes (i.e., migrations) occur. The prior distributions are given in table 11.

HIV in Latvia
We applied the integrated-likelihood multitype birth–death model with tip-typed trees and infection among subpopulations (fig. 2b) to an HIV-1 subtype A data set from Latvia, which was previously published and analyzed (Balode et al. 2004; Stadler and Bonhoeffer 2013).

This data set contains two alignments, covering the V3 region and the p17 region, and samples are annotated with their risk group, either HET or IDU. In contrast to the previous analyses of this data set, we also annotated each sample with exact sampling dates (rather than only the year of sampling). We excluded sequences with unknown risk group.

For this analysis, we employ an HKY substitution model with discrete gamma-distributed rate variation, an estimated proportion of invariant sites and a relaxed molecular clock with log normally distributed branch rate variation (Drummond et al. 2006). The sites were partitioned into codon positions 1 + 2 and 3.

We assume that infected individuals can infect individuals in both risk groups and estimate four effective reproduction numbers, two within ($R_{\text{HET}, i}$, $R_{\text{IDU}, i}$) and two between ($R_{\text{HET} \rightarrow \text{IDU}, i}$, $R_{\text{IDU} \rightarrow \text{HET}, i}$) risk groups, each of which is allowed to change at two fixed time points. The rate at which individuals become noninfectious is assumed to be equal in both subpopulations and constant through time. The sampling proportion $s$ is set to zero before the time of the first sample. After that it is positive and allowed to change in a piecewise constant fashion at three fixed time points, defining four sampling periods $s_1, \ldots, s_4$ (fig. 8), to account for the changes in sampling efforts through time and between risk groups. Individuals are assumed to become noninfectious upon sampling, that is, the removal probability $r$ is set to 1. For the substitution rate, we assume a normal prior distribution $N(3.7 \times 10^{-3}, 10^{-3})$. The other prior distributions are given in table 11.
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