ABSTRACT
Label distributions in camera-trap images are highly imbalanced and long-tailed, resulting in neural networks tending to be biased towards head-classes that appear frequently. Although long-tail learning has been extremely explored to address data imbalances, few studies have been conducted to consider camera-trap characteristics, such as multi-domain and multi-frame setup. Here, we propose a unified framework and introduce two datasets for long-tailed camera-trap recognition. We first design domain experts, where each expert learns to balance imperfect decision boundaries caused by data imbalances and complement each other to generate domain-balanced decision boundaries. Also, we propose a flow consistency loss to focus on moving objects, expecting class activation maps of multi-frame matches the flow with optical flow maps for input images. Moreover, two long-tailed camera-trap datasets, WCS-LT and DMZ-LT, are introduced to validate our methods. Experimental results show the effectiveness of our framework, and proposed methods outperform previous methods on recessive domain samples.

Index Terms — Long-tailed recognition, Multi-domain and multi-frame camera-trap dataset, Flow consistency

1. INTRODUCTION
Biologists and ethologists often use camera-traps to capture animals inconspicuously to study the population biology and dynamics [1]. While these cameras automatically collect massive data, identifying species by humans is time-consuming and labor-intensive, limiting research productivity. Therefore, deep neural networks [2, 3] have recently received attention for their ability to automate the identification process, making camera-trap studies scalable [4, 5]. Nevertheless, neural networks tend to be biased towards the species that frequently appear, limiting studies that require diverse animal species, specifically on endangered species.

Early camera-trap recognition methods focus on long-tailed recognition to make the neural network more tail-sensitive, and prevailing methods are summarized as follows: Re-weighting the loss [6, 7]; Re-sampling the data for minor classes [8]; Transfer learning [9]. Recently, multi-expert networks have achieved considerable successes in long-tailed recognition by forcing experts to learn each classifier for different sub-groups in parallel [10, 11].

Despite these efforts to prefer tail-classes, limited efforts have been made to address the data imbalance between domains when images are acquired from multiple domains with different label distributions. Especially in camera-trap images, the samples of diurnal (e.g., marten) and nocturnal (e.g., raccoon) animals are biased in the corresponding domain, respectively, resulting in the previous methods being often biased towards the dominant domain. Thus, we propose that domain experts balanced by a simple re-weighting method give a margin for tail-classes of each domain, and experts complement each other to generate domain-balanced decision boundaries (blue-black-red solid line).
In this paper, we propose domain experts that mitigate the bias by combining decision boundaries, where domain experts are separately learned from each domain. There are two types of experts, the sub-domain expert and the full-domain expert. Exclusive sub-domain experts, one is for the night (i.e., IR) and the other is for the day (i.e., RGB), are individually specialized in that domain, and the focal loss [12] is applied to balance the imperfect decision boundary caused by the data imbalance. The full-domain expert learns from all input images since IR and RGB images are essential for learning object boundaries and contextual information, respectively. The full-domain expert and two sub-domain experts complement each other to create better domain-balanced decision boundaries, and details are shown in Fig. 1.

While previous methods treat successive images taken by the camera-trap as independent images, we further propose a flow consistency loss for each expert to leverage the multi-frame information. We regulate the class activation map of multi-frames following the optical flow map estimated from pre-trained PWC-Net [13]. Thus, the flow consistency loss enhances experts to pay more attention to moving objects.

To validate our method, we introduce two camera-trap datasets, WCS-LT and DMZ-LT, which are multi-domain and multi-frame with long-tailed distributions. In addition, we evaluate the accuracy on these datasets and show that our method outperforms the previous methods for samples from the recessive domain as well as the dominant domain.

2. METHOD

2.1. Network Architecture

The architecture of the proposed network is shown in Fig. 2 and multiple experts are trained in parallel with a shared backbone. We use three consecutive frames as an input sequence, and details are described in Section 3. Existing classifiers tend to perform better on the dominant domain samples than on the recessive domain samples; however, domain experts can mitigate the bias. Therefore, we design domain experts consisting of the full-domain expert and the $K$ sub-domain experts. We fix $K = 2$ to treat day and night domain in the camera-trap setup. These two types of experts are complemented each other from two aspects: (1) The full-domain expert learns valuable information from both domains and makes robust predictions but is biased towards dominant domain samples; (2) Sub-domain experts support the full-domain expert to predict without prejudices and give confidence to the prediction.

2.2. Training Scheme

In this section, we briefly illustrate the training scheme for a input sequence $S = \{I_1, I_2, I_3\}$ and experts $\Psi = \{\psi_{\text{full}}, \psi_{\text{day}}, \psi_{\text{night}}\}$. Here, the domain set and the class set are defined as $D = \{\text{day}, \text{night}\}$ and $C = \{1, 2, \ldots, C\}$, respectively. The domain $z \in D$ of $S$ is determined by ensuring that the input values of each channel are identical, as IR images are gray-scale. We denote $y \in C$ as the class label of $S$, and determine whether the inputs are majority samples (MJs) or minority samples (MNs) depending on whether $z$ is the dominant domain of $y$.

While $\psi_{\text{full}}$ uses all input sequences, each sub-domain expert uses the sequences of the corresponding domain. With this data split mechanism, $\psi_{\text{day}}$ and $\psi_{\text{night}}$ learn the domain-specific decision boundaries without being hindered by data imbalances between domains. Following [11] [14], we use ResNet-50 [3] as a backbone and define each expert $\psi_i \in \Psi$ as a residual block followed by a global average pooling layer and a learnable weight scaling classifier. Consequently, out-
put logits before SoftMax operation of $\psi_i$ are $x_{i,1}, x_{i,2}, x_{i,3} \in \mathbb{R}^{1 \times C}$. To avoid interfering with each other’s learning, loss functions are applied to the experts separately. First, we use the focal loss [12] for $\psi_i$ as the classification loss as

$$L_i^{cls} = -\sum_{j=1}^{3} (1 - \sigma(x_{i,j}))^\gamma \log(\sigma(x_{i,j})), \quad (1)$$

where $\sigma(x_{i,j}) \in \mathbb{R}$ is the output logit of the class $y$ after the SoftMax operation for the input logit $x_{i,j}$, and we fix $\gamma = 5$.

To further increase the discriminability of each expert, a flow consistency loss is proposed to make flow-consistent experts expect to pay more attention to moving objects. We apply the flow consistency loss for the class activation map of each expert, where the class activation map of multiple frames to have a flow-consistent with the optical flow map estimated in the pre-trained PWC-Net [13].

We first extract the class activation map $M^{ij}_y$ for the class label $y$ with the $j$-th frame and $\psi_i$ as

$$M^{ij}_y = \sum_k w^{i,y}_{k,j} A^{ij}_k, \quad (2)$$

where $w^{i,y}_{k,j} \in \mathbb{R}$ is the fully-connected layer’s weight of $\psi_i$ at the $k$-th row and the $y$-th column, and $A^{ij}_k$ is the $k$-th channel of the feature map at the last convolution layer of $\psi_i$ for the $j$-th frame. In the context of [14], we freeze the feature map to allow the gradient back-propagates only to the fully-connected layer.

With two flow maps estimated from the pre-trained PWC-Net, a past flow map $f_{2\rightarrow1}$ and a future flow map $f_{3\rightarrow2}$, we generate warped maps $M^{y,1}_{y}$ and $M^{y,3}_{y}$ from $M^{y,1}_{y}$ and $M^{y,3}_{y}$, respectively. Then, the flow consistency loss is applied for $\psi_i$ to match the warped maps with $M^{y,2}_y$ as

$$L^i_{Fc} = L_{ph}(M^{y,1}_y, M^{y,1}_y) + L_{ph}(M^{y,2}_y, M^{y,3}_y), \quad (3)$$

where $L_{ph}$ is a photometric consistency loss which is commonly used for self-supervised optical flow and depth estimation tasks [15][16] as

$$L_{ph}(a, b) = \frac{\alpha}{2}(1 - SSIM_{a,b}) + (1 - \alpha)||a - b||_1, \quad (4)$$

Here, we fix $\alpha = 0.85$, and $SSIM_{a,b}$ is the structure similarity [17] between $a$ and $b$. With a weight for the flow consistency loss $\beta = 0.02$, the overall loss function for $\psi_i$ is defined as

$$L^i = L^{i,cls} + \beta L^i_{Fc}. \quad (5)$$

### 2.3. Inference Scheme

Different from the training phase, inferences are made on one image, considering the camera-trap only captures a single image. Depending on the domain $z$ of the input data, we use a full-domain expert $\psi_{full}$ and a sub-domain expert $\psi_z$. Similar to [11], the output logit $x_z \in \mathbb{R}^{1 \times C}$ of $\psi_z$ is modified to be $\hat{x}_z$ by the l2-norm of the fully-connected layer’s weights as

$$\hat{x}_z = \frac{\sqrt{\sum_k \sum_{c \in \mathbb{C}} (w^z_{k,c})^2}}{\sqrt{\sum_k \sum_{c \in \mathbb{C}} (w^{full}_{k,c})^2}} \cdot x_z. \quad (6)$$

Then, the modified output logit is averaged over two experts as

$$x = \frac{x_{full} + \hat{x}_z}{2}, \quad (7)$$

and the estimated category is defined as

$$y_{pred} = \arg\max_{c \in \mathbb{C}}(\sigma(x)_c). \quad (8)$$

### 3. CAMERA-TRAP DATASETS

![Fig. 3](image)

**Fig. 3.** iWildCAM2020 [18] statistics of (a) The number of frames per a sequence, (b) Accuracy according to the number of frames used. (c) Long-tailed label distributions of WCS-LT (left) and DMZ-LT (right).

We explore the relationship between the number of frames in a sequence and the classification accuracy since iWildCAM2020 [18] provides the frame information. Given that camera-traps capture images during the object moves, Fig. 3(a) shows that most sequences consisting of up to three frames capture dynamic objects, and the rest of the sequences capture barely moving objects. Also, we observe that neural networks overfit to these redundant frames. Figure 3(b) shows the classification performance increases as more images are used rather than one image per sequence, and the best performance is when the first three frames are used for training while the performance deteriorates when all frames are used.
Table 1. Comparison on long-tailed camera-trap datasets, WCS-LT and DMZ-LT. We show that our proposed method outperforms the previous methods in most evaluation metrics. Best results in each metric are in **bold**. Note that we except the accuracy for the few-shot split in the DMZ-LT dataset since there is one category that belongs to the few-shot split.

While existing camera-trap datasets [18,19] consider consecutive frames as independent images, and also disregard prior knowledge for each domain, we introduce two benchmarks to cover general camera-trap settings with three characteristics: (1) Training on multi-frame sequences and testing with a single image; (2) Multi-domain with different long-tailed label distributions; (3) Domain-Balanced test dataset.

**WCS-LT Dataset** is provided by the Wildlife Conservation Society (WCS), and Beery et al. [18] split the data by camera location, focusing on predicting unseen camera-trap images. We use the annotated train split of [18], which contains 217,959 images from 22,111 sequences where only 8,563 sequences include animal species. Here, we use sequences with at least three frames and then select the first three frames according to our observation. Furthermore, we filter out dominant domain samples to fit the number of recessive domain samples to create a domain-balanced test dataset.

We use 60% of filtered sequences as the training set and 40% as the test set, and select only categories with at least one data in each domain and each split (i.e., train and test). The training and test set contains 7,416 and 3,990 images, respectively, collected from 211 locations and 34 species represented in the dataset.

**DMZ-LT Dataset** is collected from the Korean Demilitarized Zone (DMZ), which is currently inaccessible due to the cease-fire. The 4,772 sequences consisting of three consecutive frames contain 10 species captured in 99 locations. The two species (i.e., elk and wild boar) account for 70% of the entire dataset, resulting in the highly imbalanced label distribution that makes the task challenging. We also filter out dominant domain samples to create a domain-balanced test dataset. Then, we split half of the entire sequences into the training set and the other half into the test set. The training set contains 7,146 images, and the test set contains 5,148 images.

### Experimental Settings

**Implementation Details.** During training, we set the base learning rate $\eta_{full}$ of the SGD optimizer to 0.01 for WCS-LT and 0.001 for DMZ-LT for 100 epochs, and batch size is set to 48. The $\psi_{full}$ uses $\eta_{full}$, while the learning rate $\eta_i$ of each sub-domain expert $\psi_i$ follows the Linear Scaling Rule [20] as

$$\eta_i = \eta_{full} \cdot \frac{\sum_{c \in D} n_i^c}{\sum_{z \in D} \sum_{c \in C} n_z^c}$$

where $n_i^c$ is the number of samples for domain $z$ and label $c$. Input images are resized to $256 \times 256$, flipped horizontally with a probability of $\frac{1}{2}$. Moreover, $L_{full}$ updates the backbone and parameters of $\psi_{full}$, and each $L_i$ only updates $\psi_i$ to alleviate the learning conflict.

**Evaluation Metrics.** We first evaluate the accuracy on many-shot (more than 100 samples), medium-shot (20 ~ 100 samples), and few-shot (less than 20 samples) splits, which are generally evaluated for long-tailed recognition tasks. To better understand the performance of different methods for multiple long-tailed distributions, we calculate the accuracy for major samples (MJs) and minor samples (MNs) separately. We further split $C$ into a balanced class set and an imbalanced class set according to the ratio of the number of samples in the domain, i.e., the imbalanced class set is defined as

$$C_{imbal} = \left\{ c \in C \mid \frac{\max_{z \in D} n_i^c}{\min_{z \in D} n_z^c} \geq 3 \right\}$$

Then, we define the remaining class set as a balanced class set $C_{bal}$. This results in 32.3% categories of WCS-LT and 30% categories of DMZ-LT being in $C_{imbal}$. Taken together, we evaluate the accuracy for MJs and MNs of $C_{bal}$ and $C_{imbal}$. Note that the average accuracy of MJs and MNs is equal to the total accuracy since we use the domain-balanced test dataset.
4.2. Experimental Results

In this section, we validate our proposed method with comparison to previous long-tailed recognition algorithms [6, 7, 11, 12], and experimental results are represented in Table 1.

For the WCS-LT dataset, our method outperforms other methods for all evaluation metrics except for the few-shot split. Although ACE [11] achieves the best performance on the few-shot split, total accuracy is much lower than baseline since the network is biased toward MJs. We achieve remarkable improvement on MNs, exceeding the baseline by a margin of 3.3%p for \( C_{\text{bal}} \) and 4.9%p for \( C_{\text{imbal}} \). Interestingly, our method improves even for MJs on \( C_{\text{imbal}} \) by 9%p, which means that domain experts complement each other to potentiate the classification confidence for MJs.

For the DMZ-LT dataset, the difference in accuracy between MJs and MNs of \( C_{\text{bal}} \) is about 1%p, even MNs are more accurate, whereas \( C_{\text{imbal}} \) has a difference of more than 50%p. These biases towards the dominant domain attenuate the recessive domain prediction, leading to the shrunken decision boundary for the recessive domain. Our method exceeds the baseline on MNs for \( C_{\text{imbal}} \) by a margin of 28%p, meaning that the proposed framework resolves the bias even with severe data imbalances.

4.3. Ablation Study

We also conduct an ablation study to confirm that each part of our unified framework significantly improves the performance of camera-trap recognition.

| Baseline | DE | FC | Top-1 Accuracy (%) |
|----------|----|----|-------------------|
|          |    |    | Major | Minor | All  |
| Focal Loss [12] | ✓ |    | 80.6 | 79.6 | 80.1 |
|             | ✓ |    | 81.2 | 80.2 | 80.7 |
|             | ✓ | ✓  | 79.4 | 79.5 | 79.4 |
|             | ✓ | ✓  | 81.4 | 82.4 | 81.9 |

Table 2. Ablation study for our proposed method on the WCS-LT dataset. We use a simple long-tailed recognition method [12] as the baseline. DE means the domain-experts and FC means the flow consistency loss. Major and Minor metrics are the total accuracy for entire major and minor samples, respectively. Best results in each metric are in **bold**.

Table 3 shows the quantitative result to verify the effect of domain experts and the flow consistency loss. Domain experts improve the classification performance for all evaluation metrics, and further improvements are achieved when the flow consistency loss is applied to experts. Surprisingly, the flow consistency loss does not address the data imbalances in baseline, but synergizes with domain experts to considerably improve the performance. Collectively, our unified framework improves 1.8%p for MJs and 2.8%p for MNs compared to the focal loss [12].

Qualitative results in Fig. 4 indicate the flow consistency loss regulates the classifier to pay more attention to moving objects. Specifically, our method focuses on the general contextual information of the animal in RGB images, and the class activation map of our method mainly highlights the moving animal while the baseline focuses on the brightest object in a situation with low light conditions. In this regard, qualitative and quantitative results strengthen the position that complementary domain experts have better discriminability and are superior to the baseline.

5. CONCLUSION

In this work, we have proposed a unified framework for long-tailed camera-trap recognition and introduced two benchmark datasets, WCS-LT and DMZ-LT. The main contribution is that domain experts are balanced through the loss re-weighting and complement each other to provide the domain-balanced decision boundaries. We also design the flow consistency loss that experts pay more attention to moving objects in camera-trap images. We believe that our datasets will contribute to camera-trap studies. In the future, we plan to extend our framework for domain generalization tasks, considering long-tailed distributions for diverse domains.
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