Diagnosis of COVID-19 using chest X-ray images based on modified DarkCovidNet model
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Abstract
Coronavirus disease, also known as COVID-19, is an infectious disease caused by SARS-CoV-2. It has a direct impact on the upper and lower respiratory tract and threatened the health of many people around the world. The latest statistics show that the number of people diagnosed with COVID-19 is growing exponentially. Diagnosing positive cases of COVID-19 is important for preventing further spread of the disease. Currently, Coronavirus is a serious threat to scientists, medical experts and researchers around the world from its detection to its treatment. It is currently detected using reverse transcription polymerase chain reaction (RT-PCR) analysis at the most test centers around the world. Yet, knowing the reliability of a deep learning based medical diagnosis is important for doctors to build confidence in the technology and improve treatment. The goal of this study is to develop a model that automatically identifies COVID-19 by using chest X-ray images. To achieve this, we modified the DarkCovidNet model which is based on a convolutional neural network (CNN) and plotted the experimental results for two scenarios: binary classification (COVID-19 versus No-findings) and multi-class classification (COVID-19 versus pneumonia versus No-findings). The model is trained on more than 10 thousand X-ray images and achieved an average accuracy of 99.53% and 94.18% for binary and multi-class classification, respectively. Therefore, the proposed method demonstrates the effectiveness of COVID-19 detection using X-ray images. Our model can be used to test the patient via cloud and also be used in situations where RT-PCR tests and other options aren’t available.
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1 Introduction
In Wuhan Province of China, Coronavirus Disease or COVID-19 was reported first in December, 2019 and confirmed to the World Health Organization (WHO) on December 31, 2019 [1]. The cause of this disease is found to be Severe Acute Respiratory Syndrome Coronavirus2 (SARS-CoV-2). It became a pandemic around the world within just three months after its discovery and it is being compared to the Spanish flu of 1920 [2] that took millions of lives. The spread primarily occurs during close contact between people, via small droplets produced by coughing, sneezing, and
tory diseases is thoracic imaging [8] with chest X-ray and as the world is dealing with the burden of the disease. The to be confident with the imaging appearance of the disease pandemic, the testing material is also limited, contributing viral RNA. It cannot prove that the virus is alive and trans-

Conclusion is presented in the last section. 

results and discussion are presented in section IV. Finally, section III the proposed model is explained. Experimental classification accuracy. 

In this paper, a COVID-19 diagnosis method using deep CNN is presented. We modified the existing DarkCovidNet [9] model which is based on DarkNet-19 and achieved high classification accuracy. 

Section II describes the literature review where as in section III the proposed model is explained. Experimental results and discussion are presented in section IV. Finally, Conclusion is presented in the last section.

2 Literature review 

Several studies have recently been conducted based on CNN models related to COVID-19 analysis and detection using chest X-ray images. Narin et al. [10] proposed a CNN-based model for identifying Covid-19 patients using 100 chest X-ray images. ResNet-50, Inception-v3, and Inception-ResNetv2 were tested using fivefold cross-validation and found that ResNet-50 had the highest detection performance (98%). Hemdan et al. [11] have suggested the COVIDX-Net model to aid radiologists in diagnosing COVID-19 patients using X-ray images. They used a dataset of 50 X-ray images separated into two groups: 25 positive COVID-19 images and 25 negative COVID-19 images. The image was resized to 224×224 pixels. MobileNet, ResNet-
v2, Inception-ResNet-v2, Xception, Inception-v3, DenseNet, and revised VGG19 were among the deep learning models used in the COVIDX-Net model. According to their findings, the VGG19 and DenseNet models performed similarly, with an F-score of 91 percent for COVID-19 cases. Sethy and Behera [12] extracted features from various pre-trained CNN architectures. With 50 X-ray images (25 normal and 25 COVID-19 cases), the ResNet50 together with the Support Vector Machine (SVM) classifier achieved the maximum accuracy of 95.38%. Tulin Ozturk [13] also introduced DarkCovidNet, a deep-learning model built on the DarkNet model. It is used to extract data from X-ray images in order to detect COVID-19. They divided the experiment into two categories: binary classification and multi-class classification. They used 125 COVID-19 positive results in total. For binary classification, they achieved an accuracy of 98.08%, while for multi-class classification, they achieved an accuracy of 87.02%. Ucar and Korkmaz [14] proposed a COVIDDiagnosis-Net model that combined SqueezeNet and Bayesian optimizers and achieved 98.3% test accuracy across three classification groups. Apostolopoulos et al. [15] tested a number of known CNN models for classification of COVID-19 cases and found the best accuracy of 98.75% and 93.48% for binary and multi-class classification cases. Shrivastava et al. [16] has used various state-of-the-art deep CNN models with fine tuning approach to perform experiment on the same dataset. They recorded the classification accuracy of 98.56% using InceptionResNetV2 model for binary classification and 88.44% using Xception model for multiclass classification. Recently, Farooq and Hafeez [17] developed COVID-ResNet. It is a ResNet-based CNN model for classification of COVID-19 and three other instances (normal, bacterial pneumonia and viral pneumonia). They achieved a 96.23% accuracy rate using a freely accessible dataset (COVIDx); however, in this study, only 68 COVID-19 X-ray images were used.
The most challenging aspect of using deep learning models is collecting enough number of correctly recorded samples for successful training. According to the literature, earlier models are validated with smaller samples and in most cases the data is unbalanced. In addition, in order to detect COVID-19, the majority of the above studies used standard techniques such as VGG and ResNet. However, DarkCovidNet used DarkNet model and achieved better accuracy compared to other studies. So, instead of starting our model from scratch, this paper uses DarkCovidNet as starting model and modifies it to get better accuracy and also, we managed to develop a dataset which consists more than 3000 Covid-19 X-ray images.

The following are the paper’s key contributions:

- A modified DarkCovidNet model has been presented to achieve high classification performance.
- We have obtained over 10,000 Covid-19 X-ray images from various sources, addressing the lack of X-ray images in various literatures.
- As compared to the base DarkCovidNet model, the obtained classification accuracy is very high.

3 Methodology

CNN mainly consists of three layers, a convolutional, pooling, and fully connected layer. These layers are sequentially explained below and Fig. 1 illustrates a standard CNN model with these layers.

In general, a deep CNN model has alternate stacking of multiple convolution and pooling layers. Deep learning is a subset of machine learning techniques. It is a particular form of representation-based computing in which the network learns and establishes the inherent features for every subsequent hidden layer of neurons [15]. The term "deep" is derived from several hidden layers within the structure of the Artificial Neural Network (ANN). Among various deep learning models, CNNs showed excellent performance in various domains such as object detection [16], image classification [17], medical image analysis [14], agriculture [18], remote sensing [19] and so on.

3.1 Convolution layer

The convolution layer utilizes filters that lead convolution tasks as it checks the input image with its dimensions. Its hyperparameters incorporate the size of the stride and the filter. Stride is the size of the step passed each time by the convolution filter. Normally, a stride scale is 1, indicating that the filter slides pixel by pixel. The output is called a feature map or an activation map. We use an activation mechanism to make our output non-linear, much like every other neural network. The yield of the convolution will be gone through the activation mechanism. Mathematically, the 2D convolution operation can be defined using Eq. (1) for kernel \((Z)\) and input image \((Y)\). Further, Fig. 2 shows a basic convolution operation using 3×3 filter with stride of 1.

\[
(Y * Z)(j,k) = \sum_{a} \sum_{b} Z(a,b)Y(j-a,k-b)
\] 

Fig. 1 A standard architecture of convolutional neural network

Fig. 2 An example of Convolution Operation
sliding convolutional filters are added to the input by a 2D convolutional layer. The layer compresses the input by vertically and horizontally shifting the filters on the input and measuring the scalar product for weights, thereby adding a bias term.

3.2 Pooling layer

The pooling operation reduces the spatial dimension of input sample while retaining substantial information. Average and max pooling are commonly used pooling operations. Typically, the max-pooling function is used. Figure 3 depicts the max pooling operation with pool size of 2 × 2 and stride of 2.

3.3 Fully connected layer

It signifies the completely connected i.e., each neuron of the current layer is linked to all the neurons of the previous layer. Fully connected layer "flattens" and converts the output of the previous layers to a single vector that can be used to input the next level. There may be more than one fully connected layers. In the last fully connected layer, the total number of neurons is equal to the number of classes. Softmax function is generally used at the last layer that provides probability distribution of predicted classes. The Fig. 4 shows a graphical representation of fully connected layer.

3.4 Modified DarkCovidNet

CNN has played a significant role in detecting and classifying images particularly for medical purposes. The layers and internal parameters of CNN can be adjusted to achieve better performance in a particular task. Along this line, we have modified the DarkCovidNet [9] model to achieve improved performance. DarkCovidNet uses DarkNet-19 [20] as a base model which is constructed using YOLO (You only look once) real-time object identification system. Let, C_l denotes a convolutional layer, and M_p denotes a Maxpool layer. Then, the structure of DarkNet-19 can be represented in Eq. (2). It uses Leaky rectified linear unit (LeakyReLU) as activation function that is represented in Eq. (3).

\[
C_1 \rightarrow M_p1 \rightarrow C_2 \rightarrow M_p2 \rightarrow C_3 \rightarrow M_p3 \rightarrow C_4 \rightarrow M_p4 \rightarrow \ldots \rightarrow M_p14 \rightarrow C_{15} \rightarrow M_p16 \rightarrow C_{17} \rightarrow C_{18} \rightarrow C_{19}
\]

\[
f(x) = \begin{cases} 
0.01x & \text{for } x < 0 \\
x & \text{for } x \geq 0 
\end{cases}
\]

Compared to the original DarkNet architecture, fewer layers and filters were used in DarkCovidNet. DarkCovidNet model has 17 convolutional layers and 5 max pool layers. We modified the model by increasing the number of convolutional layers from 17 to 19 and keeping the number of pooling layers as it is which is 5. Hence, our modified DarkCovidNet model can be represented using Eq. (4). Figure 5 indicates the general demonstration of the proposed model where DN represent DarkNet Layers and MaxP denotes Max pool layer. Likewise, each Tri-DN denotes three DN blocks.

\[
C_1 \rightarrow M_p1 \rightarrow C_2 \rightarrow M_p2 \rightarrow C_3 \rightarrow M_p3 \rightarrow C_4 \rightarrow \ldots \rightarrow M_p14 \rightarrow C_{15} \rightarrow M_p16 \rightarrow C_{17} \rightarrow C_{18} \rightarrow C_{19}
\]
the modification of ReLU which allows a small negative value when the input is less than zero.

The details of layers and model parameters are given in Table 1. The layer type shows the type of layer used and output shape represents the size of the output image of corresponding layer. The # Parameters indicates the number of learnable parameters.

4 Results and discussion

4.1 Dataset description

X-ray images obtained from various sources were used in this study for the diagnosis of COVID-19. First source is Cohen JP [21] who developed a COVID-19 X-ray image database with images from different sources and it is continuously updated with images from other researchers studying various areas. There are currently 468 X-ray images in the database, which have been diagnosed with COVID-19. In addition, from COVID-19 Radiography Database [22], we have used 1200 COVID-19 positive X-ray images, 1341 X-ray images of normal, and 1345 X-ray images of Pneumonia found in the Database. Furthermore, for the normal and pneumonia images, we have used Chest X-Ray Images (Pneumonia) [23]. From this database, 1583 X-ray images of normal, and 4273 X-ray images of Pneumonia are found. In total, our dataset includes 1648 X-ray images of Covid-19 positive cases, 5618 X-ray images of Pneumonia cases and 2924 X-ray images of normal cases. We have prepared around 10,000 X-ray images of dataset. The overall conclusion of our database is presented in Tables 2 and 3. The sample for the X-ray images of each case are shown in Fig. 7.

4.2 Experimental analysis

The input chest X-ray image is reshaped to $256 \times 256$ pixels in size and separated into batches. Following that, the normalization operation would take place. The tests are conducted in two cases to diagnose COVID-19 using X-ray images. In the first case, the model was trained to differentiate between COVID-19 and No Findings classes using binary classification. In the second case, the model has been trained to divide the X-ray images into three classes: COVID-19, Pneumonia, and No Findings. The dataset has been split into two parts: 80 percent for training and 20 percent for testing. The Five-fold cross-validation is used to assess the proposed model’s performance. We used 100 epochs for binary classification and 50 epochs for multiclass classification. Due to the fact that the number of X-ray images used for multiclass classification was more than 10,000, the training time was too high. That is the reason...
why we have used a smaller number of epochs for multiclass classification. In addition, to prevent overfitting, we used early stopping parameters. The model's success was assessed using a variety of evaluation metrics such as F1 score, precision, specificity, sensitivity, and accuracy.

Our model has shown an average accuracy of 99.53% for a binary classification with F1 score, precision, specificity, and sensitivity shown in Table 4. Similarly, for multiclass classification our model has achieved an average accuracy of 94.13% with F1 score, precision, specificity, and sensitivity shown in Table 5.
4.3 Confusion matrix

The counts of test records correctly and incorrectly estimated by a classification model are used to determine the model's accuracy. The confusion matrix (CM) gives a more detailed image of not only a predictive model's results, but also which classes are being predicted correctly and incorrectly, as well as the types of errors that are occurring. Figure 8 and Fig. 9 shows the confusion matrix obtained for binary and multiclass classification, respectively for five folds. In confusion matrix, the diagonal elements show the correct classification and non-diagonal elements represent incorrect classification. From Fig. 8, it can be observed that the non-diagonal elements have very low numbers for all five folds which demonstrate that the misclassification rate is very low in case of binary classification. On the other hand, Fig. 9 shows the low misclassification rate in all the classes except the Pneumonia class in case of multiclass classification. In all the five folds, few of the test images which belongs to Pneumonia class were classified as either COVID-19 or No-finding class. In addition, the number of batches processed vs. validation loss for multiclass classification were depicted in Fig. 10. To validate our model’s performance, we have presented the comparative performance analysis along with existing models on diagnosis of COVID-19 using X-ray images in Table 6. It can be observed that, compared to other literature, the proposed model has a better accuracy.

We plan to add more X-ray radiology images to our model in the future to further validate it. This model can be deployed in the cloud and used to easily identify and rehabilitate patients. The workload for clinicians could be greatly reduced as a result of this. We'll use CT images to detect COVID-19 and compare the findings to the proposed

---

**Fig. 8** Confusion matrix for binary classification: a First-fold CM, b Second-fold CM, c Third-fold CM, d Fourth-fold CM, e Fifth-fold CM
model trained on X-ray images. We'll also try to gather local radiology images for COVID-19 cases from Bhubaneswar sites and compare them to our model. Once the requisite experiments are performed, we expect to use the built model to screen patients in local hospitals.

5 Conclusion

To avoid spreading of illness to numerous people, early prediction of COVID-19 patients is crucial. In this study, a convolutional neural network-based model has been proposed using chest X-ray images obtained from COVID-19 patients, viral pneumonia and normal. Our designed model is capable of performing binary class tasks with 99.53% accuracy and 94.13% accuracy in multi-class cases. Due to these promising performances, it may be used in hospitals or through cloud to help medical doctors and prioritize the patients in need. Moreover, in rural areas of countries that are heavily impacted by COVID-19, our model can be used to resolve problems such as delayed outcomes and fewer radiologists. However, the limited number of COVID-19 X-ray images is a downside of this work. By using more of these images, we aim to make our model more consistent and reliable in future.

COVID-19 is already a threat to the global healthcare system, and thousands of people have already lost their lives. The loss of breathing, failing other organs, has caused deaths. Physician time is dedicated to outdoor care or
emergencies, and computer-aided analysis can save lives with early screening. In a pandemic where the burden of disease and the need for prevention steps do not match the availability of services, this automatic model could be particularly useful.
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