Pairing correlations in the cuprates: a numerical study of the three-band Hubbard model
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We study the three-band Hubbard model for the copper oxide plane of the high-temperature superconducting cuprates using determinant quantum Monte Carlo and the dynamical cluster approximation (DCA) and provide a comprehensive view of the pairing correlations in this model using these methods. Specifically, we compute the pair-field susceptibility and study its dependence on temperature, doping, interaction strength, and charge-transfer energy. Using the DCA, we also solve the Bethe-Salpeter equation for the two-particle Green’s function in the particle–particle channel to determine the transition temperature to the superconducting phase on smaller clusters. Our calculations reproduce many aspects of the cuprate phase diagram and indicate that there is an “optimal” value of the charge-transfer energy for the model where \( T_c \) is largest. These results have implications for our understanding of superconductivity in both the cuprates and other doped charge-transfer insulators.

I. INTRODUCTION & MOTIVATION

Despite decades of active research, the origin of high-temperature (high-\(T_c\)) superconductivity remains as a central problem in condensed matter physics. Cuprates, perhaps the most studied family of high-\(T_c\) superconductors, are experimentally observed to have a \( d_{x^2−y^2} \)-wave (\(d\)-wave hereafter) pairing symmetry when their parent compounds are hole- or electron-doped \([1]\). The pairing mechanism in cuprates, however, appears to be entirely different \([2, 3]\) from the one operating in conventional \(s\)-wave superconductors, which are well described by the BCS theory. Superconductivity in the cuprates occurs in the quasi-two-dimensional \(\text{CuO}_2\) planes. Here, the half-filled \(\text{Cu} \, 3d_{x^2−y^2}\) orbitals are highly localized, resulting in a large local on-site Hubbard repulsion and strong electron correlations that are believed to drive emergent superconductivity and a host of unusual normal state behaviors. While the prevailing paradigm for understanding these materials is that of a doped Mott insulator \([2]\), the cuprates are properly classified as charge-transfer insulators \([4]\). As such, the cuprates have an electron-hole asymmetry in that doped holes (electrons) preferentially reside on the oxygen (copper) sublattice. The \(\text{Cu}\) and \(\text{O}\) orbitals of the \(\text{CuO}_2\) also have a significant degree of hybridization. The minimal model to describe this situation is the three-band Hubbard (or Emery) model \([5]\).

While the three-band model captures the \(\text{CuO}_2\) plane’s orbital degrees of freedom, it has historically been very challenging to study. The usual way to attack this problem is to map the three-band model onto an effective low-energy single-band (Hubbard or \(t−J\)) model. This approach assumes that the oxygen orbitals only contribute indirectly to the low-energy sector by establishing the value of the \(\text{Cu-Cu}\) superexchange \(J\) and forming the Zhang-Rice singlet quasiparticles \([6]\). Indeed, the community has obtained a great deal of insight by studying these effective models, and they are believed to contain essential physics of the \(\text{CuO}_2\) plane. Studies on the single-band Hubbard model, for example, have found that it captures antiferromagnetism in undoped \([7]\) and lightly doped cases \([8]\), \(d\)-wave superconductivity \([9,10]\), high-energy renormalizations in the band dispersion \([9,10]\), the presence of a pseudogap \([12]\), and the NMR response \([13]\).

Despite the successes mentioned above, recent studies have also raised new questions. For example, state-of-the-art numerical techniques \([14–19]\) have been used to simulate the single-band Hubbard model with a focus on its ground and low-lying excited states. Collectively, they have found that this sector is characterized by many near-degenerate states, including charge- and spin-orders (i.e. stripes) that compete with superconductivity. One density matrix renormalization group (DMRG) study even concluded that the single-band Hubbard model with only a nearest-neighbor (nn) hopping does not have a superconducting ground state due to competition between these phases \([15]\). The introduction of next-nearest-neighbor (nnn) hopping \(t'\), however, can frustrate the stripe order and stabilize \(d\)-wave superconductivity \([16]\). These results are in conflict with dynamical cluster approximation (DCA) calculations \([11,20]\), which yield a finite temperature superconducting transition for the Hubbard model with \(t' = 0\), but also find that \(t'\) is essential to describe the electron-hole asymmetry \([21]\) and experimental band structure \([22]\).

These discrepancies underscore two essential points for studying models for the cuprates. First, each numerical method makes its own approximations, which can bias the solution towards one of the many competing low-energy states. It is, therefore, critical to compare results obtained using different numerical methods to get a complete physical picture \([19]\). Second, the near
degeneracy of the states observed in the single-band model, and their sensitivity to parameters like $t'$, make it necessary to determine whether the downfolding from the three-band to the single-band model introduces other biases. Detailed studies of the three-band Hubbard model are needed to check this. Recent advances in high-performance computing make simulations of the three-band Hubbard model more feasible, and several methods have been brought to bear on this problem [13, 25, 28]. A detailed determinant quantum Monte-Carlo (DQMC) study [23] was conducted on this model to understand the spin-spin and density-density correlations, as well as the spectral function. But given the discrepancies between methods observed for the single-band model, it is also essential to attack this problem using DCA [20]. DCA can access the thermodynamic limit in 2D, and is, therefore, able to resolve the superconducting instability signalled by a divergence of the pair-field susceptibility [11]. This capability is not present in finite-size methods like DQMC or DMRG.

With these motivations, we previously studied the three-band Hubbard model within the DCA [25]. By solving the Bethe-Salpeter equation, we showed that the pairing interaction in the three-band model has a simple $d$-wave pairing pattern with dominant weights located on the Cu $d$ and oxygen bonding molecular orbitals. This finding enabled us to unambiguously define and calculate the correct orbital-dependent $d$-wave pairing susceptibility. This aspect has been lacking in earlier studies, which have each adopted different definitions for the pairing susceptibility and failed to reach a consensus regarding pairing correlations [27, 29, 31]. Based on this recent progress, here we use DQMC and DCA to study the $d$-wave pairing correlations of the three-band Hubbard model more broadly. We first establish an agreement between the susceptibility measured by both methods at high temperature and the marginal effect on-site interaction in the oxygen orbitals. Then we present DCA results for the superconducting $T_c$ obtained on small clusters and argue that $T_c$ is better predicted by the solutions to the Bethe-Salpeter equation (BSE) than by the pair-field susceptibility at temperatures well above $T_c$. By varying the charge-transfer energy, we also demonstrate that an “optimal” $T_c$ occurs for a fixed hole-density and discuss the reasons for this behavior.

II. MODEL AND PARAMETERS

The three-band Hubbard model’s Hamiltonian is defined as $H = K + V_{dd} + V_{pp}$, where $K = K_0 + K_{dd} + K_{pp}$ and

$$
K_0 = (\varepsilon_d - \mu) \sum_{i,\sigma} n_{i,\sigma}^d + (\varepsilon_p - \mu) \sum_{i,\sigma} n_{i,\sigma}^p
$$

$$
K_{dd} = \sum_{(i,j),\sigma} t_{dd}^{i,j,\alpha,\alpha'} (d_{i,\sigma}^\dagger d_{j,\sigma} + d_{j,\sigma}^\dagger d_{i,\sigma})
$$

$$
K_{pp} = \sum_{(j,\alpha,j',\alpha')} t_{pp}^{j,\alpha',\alpha} (p_{j,\sigma}^\dagger p_{j',\sigma'} + p_{j',\sigma'}^\dagger p_{j,\sigma})
$$

$$
V_{dd} = U_{dd} \sum_i n_{i,\uparrow}^d n_{i,\downarrow}^d
$$

$$
V_{pp} = U_{pp} \sum_{j,\alpha} n_{j,\alpha,\uparrow}^p n_{j,\alpha,\downarrow}^p.
$$

(1)

Here, $d_{i,\sigma}^\dagger$ ($d_{i,\sigma}$) creates (annihilates) a spin $\sigma$ ($=\uparrow, \downarrow$) hole in the copper $d_{x^2-y^2}$ orbital at site $i$; $p_{i,\alpha,\sigma}^\dagger$ ($p_{i,\alpha,\sigma}$) creates (annihilates) a spin $\sigma$ hole in the oxygen $p_{\alpha}$ ($\alpha = x, y$) orbital at site $j$; $\{\ldots\}$ denotes a sum over nearest-neighbor orbitals; $n_{i,\sigma}^d = d_{i,\sigma}^\dagger d_{i,\sigma}$ and $n_{i,\sigma}^p = p_{i,\sigma}^\dagger p_{i,\sigma}$ are the number operators; $\epsilon_d$ and $\epsilon_p$ are the on-site energies of the Cu and O orbitals, respectively; $\mu$ is the chemical potential; $t_{dd}^{i,j,\alpha,\alpha'}$ and $t_{pp}^{j,\alpha',\alpha}$ are the nearest-neighbor Cu-O and O-O hopping integrals; and $U_{dd}$ and $U_{pp}$ are the on-site Hubbard repulsion on the Cu and O orbitals, respectively.

The hopping integrals are parameterized as $t_{dd}^{i,j,\alpha,\alpha'} = P_{i,j,\alpha} t_{pd}$ and $t_{pp}^{j,\alpha',\alpha} = Q_{j,\alpha',\alpha} t_{pp}$, where $P_{i,j,\alpha}$ and $Q_{j,\alpha',\alpha}$ take values $\pm 1$ following the convention shown in Fig. 1. Throughout this work, we adopted a canonical parameter set for the cuprates (in units of eV): $t_{pd} = 1.13$, $t_{pp} = 0.49$, $U_{dd} = 8.5$, $U_{pp} = 0$, and $\Delta = \varepsilon_p - \varepsilon_d = 3.24$ [24, 32, 34], unless otherwise stated. Since we use a hole language, half-filling is defined as a hole density $n_h = 1$, which means one hole per unit cell. $n_h > 1$ then corresponds to hole-doping and $n_h < 1$ corresponds to electron-doping.

In our recent DCA study [28], we observed a pairing interaction with a simple $d$-wave structure that exists between the Cu $d$ and oxygen bonding and anti-bonding molecular orbitals, denoted here as $L$ and $L'$, respectively. The unitary transformation [6, 35, 36] from

![FIG. 1. The orbital basis for the three-band Hubbard model includes a copper $d_{x^2-y^2}$ orbital and its surrounding oxygen $p_x$ and $p_y$ orbitals. The convention of the hopping integrals is shown in the figure.](image-url)
the oxygen $p_x$, $p_y$ orbital basis to $p_L$, $p_{L'}$ molecular orbital basis is defined in $k$-space as

$$p_{L,k,\sigma} = \frac{i}{\gamma_k} \left[ \sin \left( \frac{k_x a}{2} \right) p_{x,k,\sigma} - \sin \left( \frac{k_y a}{2} \right) p_{y,k,\sigma} \right]$$

and

$$p_{L',k,\sigma} = -\frac{i}{\gamma_k} \left[ \sin \left( \frac{k_y a}{2} \right) p_{x,k,\sigma} + \sin \left( \frac{k_x a}{2} \right) p_{y,k,\sigma} \right],$$

where $\gamma^2_k = \sin^2(k_x a/2) + \sin^2(k_y a/2)$. $p_{a,k,\sigma} = N_a^{-1/2} \sum_j p_{a,j,\sigma} \exp(-i \mathbf{k} \cdot \mathbf{R}_j)$, and the lattice constant $a$ is set to 1. A feature of this basis is that the $d$ and $p_{L'}$ orbitals only hybridize with the $p_L$ state and not with each other. The Fourier transform of the $p_L$ and $p_{L'}$ orbitals to real-space is defined as $p_{L,i,\sigma} = N^{-1/2} \sum_k p_{L,k,\sigma} \exp(-i \mathbf{k} \cdot \mathbf{R}_i)$, $p_{L',i',\sigma} = N^{-1/2} \sum_k p_{L',k,\sigma} \exp(-i \mathbf{k} \cdot \mathbf{R}_{i'})$, where $i' = i + \hat{x}/2 + \hat{y}/2$.

### III. METHODS

#### A. Determinant Quantum Monte Carlo

We first provide a brief overview of the determinant quantum Monte Carlo (DQMC) algorithm. Additional details also can be found in Refs. [23, 31, 37, and 38].

DQMC is a non-perturbative auxiliary field technique that computes the expectation values of an observable in the grand canonical ensemble

$$\langle \hat{O} \rangle = \frac{1}{Z} \text{Tr} \left[ \hat{O} \ e^{-\beta H} \right],$$

where $Z = \text{Tr} \left[ e^{-\beta H} \right]$ is the partition function. To evaluate Eq. (4), the imaginary-time interval $[0, \beta]$ is divided into $L$ evenly spaced slices of width $\Delta \tau = \frac{\beta}{L}$. Once this is done, the exponential is decomposed using the Trotter approximation such that

$$e^{-L \Delta \tau H} \approx (e^{-\Delta \tau K} e^{-\Delta \tau V_{dd}} e^{-\Delta \tau V_{pp}})^L.$$

A trace over the quadratic terms can be evaluated directly [39]. The quartic interacting terms are, therefore, transformed into a quadratic form by introducing a Hubbard-Stratonovich transformation

$$e^{-\Delta \tau U_{\alpha \alpha}(n_{i,\uparrow}^\alpha + n_{i,\downarrow}^\alpha)} = \frac{1}{2} \sum_{s_1,\alpha,\downarrow} s_{i,\alpha,\downarrow} e^{\lambda_{\alpha}(s_{i,\alpha,\downarrow} - n_{i,\downarrow}^\alpha - \frac{1}{2} \Delta \tau U_{\alpha \alpha}(n_{i,\uparrow}^\alpha + n_{i,\downarrow}^\alpha)}.$$

where we introduce auxiliary Hubbard-Stratonovich fields $s_{i,\alpha,\downarrow} = \pm 1$ at each space-(imaginary)time point $(i, \downarrow)$, $\alpha$ is an orbital index, and $\lambda_\alpha$ is defined by $\tanh^2(\lambda_\alpha/2) = \tanh(\Delta \tau U_{\alpha \alpha}/4)$.

Once the interacting terms are rewritten in a quadratic form, we can evaluate the trace over the Fermionic degree of freedom to obtain an expression for the partition function in terms of matrix determinants

$$Z = \sum_{s_{i,a,l} = \pm 1} \det M^+ \det M^-,$$

where $M^\alpha = I + B_\alpha^+ B_\alpha^{-1} \ldots B_\alpha^+ B_\alpha^+ I$, $B_\alpha^\pm = e^{-\Delta \tau K_\alpha e^{\delta_{l}(l)} e^{\delta_{l}(l)}}, I$ is the identity matrix, and $\delta_{l}(l)$ are matrices whose elements are given by

$$\delta_{l}(l)_{mm'} = \delta_{mm'} \left[ \pm \lambda_\alpha s_{m,\alpha,l} - \Delta \tau U_{\alpha \alpha} \right].$$

We can then calculate the expectation values of an observable $\langle \hat{O} \rangle$ by sampling the Hubbard-Stratonovich fields using the Markov-chain Monte Carlo method, where the system accepts proposed local and global changes using a modified heat bath algorithm.

The weight of each Hubbard-Stratonovich field configuration is given by $W_{\{s_{i,a,l}\}} = \frac{1}{Z} \det M^+ \det M^-$, which is not positive definite. This aspect is a manifestation of the infamous fermion sign problem. To deal with it, we separate the weight into a “probability" $P(s)$ representing its absolute value of det $M^+ \det M^-$ and $f_{\text{sign}}$ representing its sign. ($f_{\text{sign}}$ is commonly referred to as the Fermion sign.) The expectation values are then re-weighted as:

$$\langle \hat{O} \rangle = \frac{\sum_{s_{m,\alpha,l}} f_{\text{sign}} P(s)}{\sum_{s_{m,\alpha,l}} f_{\text{sign}} P(s)},$$

where the denominator measures the average value of the fermion sign $f_{\text{sign}}$. The average sign is usually less than one except for some special cases where it is protected by its symmetry (e.g. the half-filled single-band Hubbard model) [40]. In general, $f_{\text{sign}}$ decreases with increasing lattice size or decreasing temperature. When $f_{\text{sign}}$ is close to zero, the statistical fluctuations in measuring an observable will be magnified and many more measurements are needed to obtain an accurate result.

#### B. The Dynamical Cluster Approximation

The dynamical cluster approximation (DCA) [11, 20, 41] maps the bulk lattice in the thermodynamic limit to a finite size cluster embedded in a self-consistent mean-field that approximates the remainder of the system. DCA describes a system in the thermodynamic limit by treating the short-range correlations within the cluster explicitly, and the longer-range correlations as a dynamical mean-field. An interested reader can find further details about the DCA method in Ref. [20]. Here, we provide an overview and highlight the aspects that are needed to treat the three-band Hubbard model.

The basic assumption of the DCA is that the dominant correlations are primarily short-ranged and can be
captured within the cluster. With that, the self-energy \( \Sigma_{\alpha_1,\alpha_2}(\mathbf{k}, i\omega_n) \) is approximated by \( \Sigma_{\alpha_1,\alpha_2}(\mathbf{K}, i\omega_n) \), where \( \mathbf{K} \) are the cluster momenta, and \( \alpha_1 \) and \( \alpha_2 \) are band indices. The coarse-grained single-particle Green’s function can be obtained by

\[
\bar{G}_{\alpha_1,\alpha_2}(\mathbf{K}, i\omega_n) = \frac{N_c}{N} \sum_{\mathbf{k}} G_c(\mathbf{K} + \mathbf{k}, i\omega_n)_{\alpha_1,\alpha_2} = \frac{N_c}{N} \sum_{\mathbf{k}} \left[ (i\omega_n + \mu) I - \varepsilon(\mathbf{K} + \mathbf{k}) - \Sigma(\mathbf{K}, i\omega_n) \right]^{-1},
\]

where \( \mu \) is the chemical potential, which adjusted to obtain a given density, and \( N_c \) is the number of unit cells in the cluster. Here, the dispersion \( \varepsilon(\mathbf{K} + \mathbf{k}) \) is a 3x3 matrix in the \( d \), \( p_x \) and \( p_y \) orbital basis, obtained by Fourier-transforming the hopping integrals in Eq. (1). The coarse-grained sum is over the momenta \( \mathbf{k} \) in a square patch centered at \( \mathbf{K} \) whose size is determined by the ratio of the Brillouin zone volume to the size of the cluster. This procedure reduces the bulk problem to a finite size cluster problem, which we solve self-consistently using the CT-AUX quantum Monte-Carlo algorithm \[42\].

To study the pairing correlations in the normal state, we solve the Bethe-Salpeter equation (BSE)

\[
-\frac{T}{N_c} \sum_{\mathbf{K}'} \Gamma_{\alpha,\beta}^{c,pp}(\mathbf{K}, \mathbf{K}') \bar{G}_{\alpha_1,\alpha_2,\alpha_3,\alpha_4}(\mathbf{K}') \phi_{\alpha_3\alpha_4}^R(\mathbf{K}') = \lambda_{\nu} \phi_{\alpha_3\beta}^R(\mathbf{K}).
\]

Here, \( \mathbf{K} = (\mathbf{K}, i\omega_n) \), and \( \bar{G}_{\alpha_1,\alpha_2,\alpha_3,\alpha_4}(\mathbf{K}, i\omega_n) = (N_c/N) \sum_{\mathbf{k}'} |G_{\alpha_1,\alpha_3}(\mathbf{K} + \mathbf{k}', i\omega_n)G_{\alpha_2,\alpha_4}(-\mathbf{K} - \mathbf{k}', -i\omega_n)| \) is the coarse-gained bare particle-particle propagator. The irreducible particle-particle vertex \( \Gamma_{\alpha_1,\ldots,\alpha_4}(\mathbf{K}, \mathbf{K}') \) is assumed to only depend on the cluster momenta \( \mathbf{K} \). It is extracted from the two-particle cluster Green’s function \( \bar{G}_{\alpha_1,\ldots,\alpha_4}^c(\mathbf{K}, \mathbf{K}') \) with zero center of mass momentum and frequency by inverting the cluster Bethe-Salpeter equation

\[
\bar{G}_{\alpha_1,\alpha_2,\alpha_3,\alpha_4}^c(\mathbf{K}, \mathbf{K}') = \bar{G}_{\alpha_1,\alpha_2}(\mathbf{K})\bar{G}_{\alpha_2,\alpha_4}(-\mathbf{K})\delta(\mathbf{K}, \mathbf{K}') + \frac{T}{N_c} \sum_{\alpha_1',\ldots,\alpha_4'} \bar{G}_{\alpha_1,\alpha_1'}(\mathbf{K})\bar{G}_{\alpha_2,\alpha_2'}(-\mathbf{K})\Gamma_{\alpha_1',\ldots,\alpha_4'}^{c,pp}(\mathbf{K}, \mathbf{K}') \bar{G}_{\alpha_1',\alpha_3',\alpha_4'}^{c}(\mathbf{K}, \mathbf{K}') \phi_{\alpha_3\alpha_4}^{R}(\mathbf{K}', \mathbf{K}) \phi_{\alpha_3\alpha_4}^{R}(\mathbf{K}, \mathbf{K}').
\]

This equation shows that \( \bar{G}_2 \) diverges as the leading eigenvalue \( \lambda_{\nu} \rightarrow 1 \). The temperature at which this divergence occurs is the superconducting transition temperature \( T_c \).

Our DQMC and DCA calculations are both limited by the fermion sign problem. The coupling of the cluster to a self-consistent mean-field in DCA reduces the sign problem considerably, however, which allows us to access physics at lower temperatures \[20\ \[43\].

IV. RESULTS & DISCUSSION

In this section, we define the components of the \( d \)-wave pairing susceptibility in the \( \{d_{1x},p_{1x},p_{2x}\} \) basis following our recent DCA study \[28\]. We then present the filling and charge-transfer (CT) energy dependence of the pair-field susceptibility and transition temperature from both DCA and DQMC.

A. The \( d \)-wave pair-field susceptibility

We examine several components of the \( d \)-wave pair-field susceptibility defined in the \( \{d_{1x},p_{1x},p_{2x}\} \) basis. We previously have shown that in this basis, all the
FIG. 2. The total $d$-wave pair-field susceptibility $P_{d,tot}$ as a function of hole density from DQMC and DCA at $t_{pd} = 1.13\,\text{eV}$, $t_{pp} = 0.49$, $\Delta = 3.24$, $U_{dd} = 8.5$, $T = 0.125$, $N_{Cu} = 4 \times 4$, $\Delta = 0.1$ (DQMC) with $U_{pp} = 0$ and $U_{pp} = 4.1$. The two methods largely agree. In both cases, setting $U_{pp} \neq 0$ changes $P_{d,tot}$ only slightly while also increasing the statistical error bars. The latter effect is due to a decrease in the average value of the fermion sign. The lines in all panels are guides for the eye.

This quantity characterizes how easily Cooper pairs form once an infinitesimal pair-field switches on, and provides a measure of the superconducting correlations in the normal state.

B. High-temperature pairing correlations

Figure 2 presents DQMC and DCA results for $P_{d,tot}$ as a function of hole density at $T = 0.125\,\text{eV}^{-1}$ obtained on an $N_{Cu} = 4 \times 4$ cluster with $U_{pp} = 0\,\text{eV}$ [Fig. 2(a)] and $U_{pp} = 4.1\,\text{eV}$ [Fig. 2(b)]. DQMC treats the problem with a finite-size cluster in a numerically exact way, while DCA embeds its cluster self-consistently in a dynamical mean-field. We, therefore, expect the two methods to give slightly different results that converge towards one another as the cluster size increases. Fig. 2 shows that, at high temperatures and for the 16-site cluster, both DQMC and DCA already give very similar results. Moreover, comparing the results in Fig. 2(a) and Fig. 2(b), we find that setting $U_{pp} = 4.1\,\text{eV}$ marginally affects $P_{d,tot}$ while also increasing the statistical error bars. We can rationalize this observation by recalling that $U_{pp}$ increases the correlations in the doped system and exacerbates the sign problem [23]. For this reason, we will set it to zero for the remainder of this study.

Inspecting Fig. 2 we find that the total pair-field susceptibility is larger on the electron-doped side
FIG. 4. (a) The pair-field susceptibility and its factors (b) $1/(1 - \lambda_d)$, (c) the approximate pair-field susceptibility $\bar{P}_{d,\text{tot}}$, and (d) the pre-factor $P_{d0}$, all plotted as functions of hole density. Results shown here were obtained from a DCA calculation on a $2 \times 2$ cluster. Each panel shares the same legend. The asymmetry of the pair-field susceptibility is determined by the intrinsic pair-field susceptibility $P_{d0}$, while the divergence of $1/(1 - \lambda_d)$ determines $T_c$. The lines in all panels are guides for the eye.

compared to the hole-doped side for the fillings we investigated, which is contrary to expectations. Upon examining the dominant components of this quantity (shown in the Appendix), we observe that all of them exhibit a similar asymmetry between electron- and hole-doping. This difference arises because the doped holes tend to go to the O orbitals while doped electrons tend to go to the Cu orbitals. We don’t believe that the larger susceptibility on the electron-doped side is a finite-size effect, since we observe similar asymmetries in a $2 \times 2$ cluster, as shown in Fig. 4(a). One might naively expect the reverse asymmetry since the experimental transition temperature is higher for the hole-doped cuprates. However, as we will show in the next section, the high-temperature pairing susceptibility can be a poor proxy for the actual $T_c$ realized in the system.

C. Density dependence of pair-field susceptibility and transition temperature

Our DCA calculations are able to reach temperatures low enough to directly determine the superconducting $T_c$ on a $2 \times 2$ cluster, the minimum size needed to support a $d$-wave symmetry. To demonstrate this, Fig. 3(a) plots $\lambda_d$ vs $T$ for a hole- ($n_h = 1.05$) and electron-doped ($n_h = 0.95$) system. As discussed in Sec. III B, the superconducting transition occurs when $\lambda_d(T_c) = 1$. Here, we are able to track $\lambda_d$ across this value so that we can extract $T_c$ by interpolating the data. Using this procedure, we are able to explicitly compute $T_c$ as a function of doping, as shown in Fig. 3(b). The results shown in Fig. 3(b) display a superconducting dome on both the hole- and electron-doped sides with the maximum $T_c = 0.028$ eV ($\beta \approx 36$) at $n_h = 1.05$. These observations are consistent with the those made in a previous DCA study on a two-band Hubbard model, where $T_c$ was obtained from an extrapolation of the $d$-wave pair-field susceptibility [21].

Our $T_c$ results on the $2 \times 2$ cluster capture many qualitative aspects of the cuprate phase diagram. For example, $T_c^\max$ is larger on the hole-doped side, and the superconducting dome is wider on the electron-doped side in comparison to the hole-doped side; however, we also obtain $T_c$ values that are larger than those observed experimentally [45], and our “optimal” doping values appear closer to half-filling. We believe that both inconsistencies are due to the use of a small $2 \times 2$ cluster or possibly additional physics not included in
FIG. 5. (a) The pair-field susceptibility and its factor $1/(1 - \lambda_d)$ (b) vs. hole density, obtained from a DCA calculation on a $4 \times 4$ cluster for different temperatures. Each panel shares the same legend. At the lowest temperature, the magnitude in $\lambda_d$ is larger on the hole-doped side, just like $T_c$ in the $2 \times 2$ cluster, while the pair-field susceptibility shows the opposite asymmetry. The lines are guides for the eye.

the model (e.g. inhomogeneities). For the single-band Hubbard model, previous DCA calculations have found that $T_c$ decreases considerably when larger clusters are considered.

Next, we determine how the particle-hole asymmetry in $T_c$ is related to that of $P_{d,tot}$ found above. This question is imperative since the pair-field susceptibility is often used as a proxy for the superconducting transition. Fig. 4 presents an analysis of the pair-field susceptibility, this time obtained on a $2 \times 2$ cluster to facilitate a direct comparison to Fig. 3. As with the $4 \times 4$ case, $P_{d,tot}$ has a reversed asymmetry compared to $T_c$, in that it is significantly higher on the electron-doped side. To understand this discrepancy better, we now analyze $P_{d,tot}$ in more detail.

According to Eq. (10), we can approximately factor the pair-field susceptibility into two components, one determined by the BSE's leading eigenvalue $\lambda_d$ and one determined by the pair-mobility (or intrinsic pair-field susceptibility) $P_{d0}$. The approximate factorized expression is

$$P_{d,tot} \approx P_{d,tot} = \frac{P_{d0}}{1 - \lambda_d}, \quad (13)$$

where

$$P_{d0}(T) = \frac{T N}{\alpha} \sum_{\alpha_1, \ldots, \alpha_4} \phi_{\alpha_1, \alpha_2}^{d}(K) \chi_{\alpha_1, \alpha_2, \alpha_3, \alpha_4}(K) \phi_{\alpha_3, \alpha_4}^{d}(K)$$

represents the non-interacting but dressed two-particle pair-field susceptibility. Eq. (13) is expected to provide a good approximation when the leading $d$-wave eigenvalue $\lambda_d$ is well separated from the sub-leading eigenvalues.

$P_{d,tot}$ and $P_{d,tot}$ are plotted as a function of filling in Figs. 3(a) and 3(c), respectively, and the similarity in their density-dependence despite overall scale difference enables our analysis based on Eq. (13). The individual factors $1/(1 - \lambda_d)$ and $P_{d0}$ are plotted in Fig. 4(b) and 4(c), respectively. Fig. 4(b) shows that $1/(1 - \lambda_d)$ diverges more rapidly on the hole doped side as the temperature is lowered. The reason why $P_{d,tot}$ remains larger on the electron-doped side is due to the prefactor $P_{d0}$, shown in Fig. 4(d): $P_{d0}$ on the electron-doped side is almost twice as large as its value on the hole-doped side. This analysis demonstrates that the leading eigenvalue $\lambda_d$ [or $1/(1 - \lambda_d)$] is a more suitable proxy for $T_c$, and that conclusions drawn from inspecting the pair-field susceptibility at a temperature too far above $T_c$ can be misleading.

To test the robustness of our results against finite-size effects, Fig. 5 presents a similar analysis of results obtained on a $4 \times 4$ DCA cluster, where we arrive at a similar set of conclusions. Compared to the results for the $2 \times 2$ cluster, here we find that the peaks of the susceptibility in the $4 \times 4$ cluster [Fig. 5(a)] shift away further from half-filling. This behavior is consistent with the notion that in larger clusters, the maximum $T_c$ shifts to higher doping. Similar to the $2 \times 2$ result, Fig. 5(b) again shows that at sufficiently low temperatures, $1/(1 - \lambda_d)$ is larger on the hole-doped side than on the electron doped side. These results lend further support to the argument that $\lambda_d$ is a better indicator for the doping dependence of $T_c$.

D. Dependence of pair-field susceptibility and transition temperature on the charge-transfer energy

Studying the three-band model allows us to account for the material dependence in $T_c$ by considering changes in the charge-transfer energy $\Delta = \epsilon_p - \epsilon_d$, which varies between different cuprate superconductors. Analogous studies in the single-band Hubbard model are challenging because the effective parameters $t$, $t'$, and $U$ all have an implicit dependence on $\Delta$.

Figure 6(a) plots $T_c$ as a function of the charge-transfer energy, obtained again from a $2 \times 2$ cluster at optimal hole-doping $n_h = 1.15$. (We reiterate that $T_c$ is determined here by interpolating between the temperatures where $\lambda_d$ crosses one.) We find that $T_c$ has a non-monotonic dependence on $\Delta$, with a maximum occurring near $\Delta \approx 3.1$ eV. Moreover, we do not find any
in several undoped cuprates and found that it correlates strongly with their optimal $T_c$’s obtained upon doping. To compare with the STM results, we estimated $\Delta_s$ for a $2 \times 2$ cluster using exact diagonalization by computing the sum of the energy costs of adding a hole to and subtracting a hole from the half-filling system, namely

$$\Delta_s = E(n_\uparrow = 3, n_\downarrow = 2) + E(n_\uparrow = 1, n_\downarrow = 2) - 2E(n_\uparrow = 2, n_\downarrow = 2).$$

We found that $\Delta_s$ depends linearly on $\Delta$ in our parameter region with $\Delta_s \approx 0.42\Delta + 0.25$. Using this relationship, we then mapped our computed $T_c(\Delta_s)$ onto a $T_c(\Delta)$ in Fig. 6(a) (top x-axis). When the transition is present, the experiments show a trend of increasing maximum $T_c$ as $\Delta_s$ decreases [51]. The $T_c$ in panel (a) for $\Delta_s > 1.5$ eV is qualitatively consistent with this trend.

To analyze this behavior, we then adopted the separable approximation [14, 48]:

$$\lambda_d(T) \sim P_{d0}(T)V_d(T),$$

with $P_{d0}$ defined in Eq. (14) and

$$V_d = \sum \frac{\sum_{K,K',\alpha,\alpha'} \phi_{\alpha_1,\alpha_4}^d(K)\Gamma_{\alpha_1,\alpha_2,\alpha_3,\alpha_4}^{c,p,p}(K,K')\phi_{\alpha_3,\alpha_4}^d(K')}{\sum_{K,\alpha,\alpha'}|\phi_{\alpha,\alpha'}^d(K)|^2},$$

representing the strength of the effective pairing interaction. Here, we use the leading eigenvector for $\phi^d$. This approximation is good when the $d$-wave eigenvalue is dominant and well separated from the sub-leading eigenvalues. The results for $P_{d0}$ and $V_d$ computed at $T = 0.025$ are shown in Fig. 7(a). We find that $P_{d0}$ grows with $\Delta$ while $V_d$ falls monotonically. The competition between these two effects, therefore, gives rise to an optimal $\Delta$ with the highest $T_c$. Given the manageable sign problem in Fig. 7(c) for this region, we believe these results are reliable.

We can gain a more physical understanding of the non-monotonicity of $T_c(\Delta)$ by considering the degree to which the carriers are localized in the three band model. In the three band model, $\Delta$ is the dominant factor setting the charge-transfer energy and increasing this value discourages the doped holes from residing on the oxygen sites, as shown in Fig. 7(b). This situation impedes the mobility of electrons since there is no direct Cu-Cu hopping in the model that can bypass the oxygen sites. Conversely, as $\Delta$ reduces, mobility is enhanced, resulting in an increasing pair mobility $P_{d0}$ with decreasing $\Delta$. Further decreasing $\Delta$, the correlation from $U_{dd}$, or the “Mottness”, is reduced as the carriers can move through the O sublattice and the half-filled system becomes a metal [4] instead of an insulator. We can confirm this behavior in Fig. 8 where we plot the imaginary part of the self-energy as a function of Matsubara frequency for $k = (\pi, 0)$ for the half-filled case for different values of $\Delta$. Here, one sees a transition from insulating behavior at $\Delta \gtrsim 2.6$ eV to metallic behavior at lower $\Delta$, consistent with Ref. [19]. At the same time, the strength of the effective $d$-wave pairing interaction $V_d$ decreases with decreasing $\Delta$. This behavior can be
understood by considering the increased mixing of the uncorrelated O-p states with the correlated Cu-d states at the Fermi level as the charge transfer gap $\Delta$ decreases. Since $V_d$ is an effective interaction that arises from the Coulomb repulsion $U_{dd}$ on the Cu-d orbitals, this increased orbital distillation leads to a reduction in the effective pairing interaction $[52]$. 

FIG. 7. (a) The intrinsic pair-field susceptibility $P_{d0}$ and the strength of the d-wave pairing interaction, $V_d$, in a separable approximation as a function of the charge transfer gap $\Delta$ for $n = 1.15$ and $T = 0.025$ eV. The left y-axis is for $P_{d0}$ and the right y-axis is for $V_d$. $P_{d0}$ increases along with $\Delta$ while $V_d$ decreases. (b) and (c) show the $\Delta$ dependence of the orbital density and the average quantum Monte Carlo sign, respectively, at the same temperature for (a).

FIG. 8. Im$\Sigma(k, i\omega_n)$ vs $\omega_n$ at $k = (0, \pi)$, $T = 0.031$, and half-filling for various charge-transfer energy $\Delta$ (in the unit of eV). It shows the metal-insulator transition happens at $\Delta \sim 2.6$.

V. SUMMARY & CONCLUSION

We have studied the three-band Hubbard model using DQMC and DCA, two complementary non-perturbative methods. Using these approaches, we examined the d-wave pairing correlations and superconducting transition temperatures $T_c$ in the model. Specifically, we explored the doping dependence of $T_c$ for a $2 \times 2$ DCA cluster and found a superconducting dome on the hole- ($n_h > 1$) and electron-doped ($n_h < 1$) sides of the phase diagram. While the hole-doped case presents a higher $T_c$, the pair-field susceptibility $P_{d,\text{tot}}$ above $T_c$ is stronger on the electron-doped side. This result indicates that the eigenvalue $\lambda_d$ of the particle-particle Bethe-Salpeter equation $[1/(1 - \lambda_d)]$ is a better proxy for $T_c$ than the pair-field susceptibility. In particular, we have found that the pair-field susceptibility $P_{d,\text{tot}}$ is too heavily influenced by the bare susceptibility $P_{d0}$ at high temperatures, resulting in a doping dependence qualitatively different from that of $T_c$. Similar behavior was also observed on $4 \times 4$ clusters, indicating that our results are reasonably robust against finite-size effects.

Armed with these results, we also examined the effects of the charge-transfer gap size on the superconducting transition temperature $T_c$. We found that there is an optimal charge-transfer gap ($\Delta \approx 3.04$ eV in our specific parameter set) that gives rise to a maximum $T_c$. This observation sheds light on how the charge-transfer properties of the cuprates relate to their superconducting transition temperature, thus providing opportunities to further optimize $T_c$. Moreover, these results are relevant to the recently discovered superconducting state in the nickelates $[53]$, where the charge transfer energy is thought to be much larger $[53] [54]$. 
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Appendix A: Components of the d-wave pair-field susceptibility

For completeness, we plot the different (dominant) components of the total d-wave pairfield susceptibility $P_d^{tot}$ in Fig. [9] Each curve exhibits an asymmetry between electron- and hole-doping. The $dddd$ component is the largest individual component, and as temperature decreases, a peak develops on both the hole- and electron-doped sides of the plot. Although the other components are relatively smaller, they could contribute to the total susceptibility significantly considering their multiplicity. For this reason, the $L'$-related components, which are not shown in Fig. [9] because they are small individually but have large multiplicity, together provide a non-negligible contribution to the total susceptibility especially at higher temperatures.

FIG. 9. Different components of the $d$-wave pair-field susceptibility as a function of hole density $n_h$ for a $4 \times 4$ cluster with $U_{pp} = 0$ for different temperatures $T = 0.125$ (a) and $T = 0.042$ eV (b). The number in bracket represents the multiplicity of the same type of component.
