In this paper we present an approach to geometry calibration in wireless acoustic sensor networks, whose nodes are assumed to be equipped with a compact microphone array. The proposed approach solely works with estimates of the distances between acoustic sources and the nodes that record these sources. It consists of an iterative weighted least squares localization procedure, which is initialized by multidimensional scaling. Alongside the sensor node locations, also the positions of the acoustic sources are estimated. Furthermore, we derive the Cramer-Rao lower bound (CRLB) for source and sensor position estimation, and show by simulation that the estimator is efficient.
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1. INTRODUCTION

In our scenario, the wireless acoustic sensor network (WASN) hardware consists of sensor nodes, each equipped with a microphone array. The nodes are at random positions in a room, and they are connected via a WiFi network. The task to be solved, called geometry calibration, is to estimate the positions of all nodes from the observed acoustic signals in the room. Knowledge of the sensor network’s geometry is required, if the WASN is to be used to localize speakers, or to enable proximity-based recording and handover functionality [1].

Geometry calibration can be solved by optimizing a cost function that describes the difference between an assumed geometry and one computed from measurements [2, 3] or by a maximum likelihood method using a probabilistic model [4, 5]. An overview about different geometry calibration methods can be found in [6].

In previous publications, direction-of-arrival (DoA) information was employed to solve the geometry calibration task [2, 7]. From this, however, no distance information can be obtained, leaving the scaling of the found geometry undetermined. Thus, additional information, e.g., gleaned from another modality, such as video [8], is required to fix the scaling.

In recent publications [9–11] it was shown how an estimate of the distance between the acoustic source and the microphone array can be obtained from the recorded audio signal. Distances as inputs allow to employ techniques for geometry calibration which were previously used to localize mobile devices based on signal strength information. In [12], for example, a system of equations based on the distance estimates is set up, where the unknown parameter vector consists of the Cartesian coordinates of the mobile device and a range variable which depended on the Cartesian coordinates. Hence, the system of equations is solved approximately by a constrained weighted least squares (CWLS) approach. The authors of [13] established also a system of equations but subtracted one equation from the system such resulting in an optimization problem that can be solved by unconstrained least squares (LS) without resorting to approximations. However, both approaches require the knowledge of the base station positions. This would correspond to the knowledge about the acoustic sources’ position, which is not available in our scenario.

Besides the LS based approaches, also Multi Dimensional Scaling (MDS) based methods have been proposed for location estimation and geometry calibration. The authors of [14] modified MDS for mobile location estimation using time-of-arrival measurements of a signal emitted from the mobile station. In [15] MDS is extended such that it can handle missing distance information by applying a projection.

In this paper we present a geometry calibration algorithm that uses source-node distance estimates from a deep neural network (DNN) based acoustic distance estimator [11]. The distance estimation method does not require the nodes of the sensor network to be time synchronized, which is a major advantage over many other geometry calibration approaches. Our approach combines ideas from mobile phone localization, e.g., [13], and iterative optimization techniques. Additionally, we show by simulation that the used position estimator is efficient, since it reaches the CRLB.

The paper is organized as follows: In Sec. 2 distance-based geometry calibration is explained, followed by the CRLB derivation of the variance of the corresponding position estimates in Sec. 3. Implementation issues are discussed in Sec. 4, before experimental results are presented in Sec. 5 and conclusions are drawn in Sec. 6.

2. GEOMETRY CALIBRATION

We assume a setup with N sensor nodes at positions $\Omega_{P} := \{P_{1}, \ldots, P_{N}\}$ and K spatially distributed acoustic sources at positions $\Omega_{O} := \{O_{1}, \ldots, O_{K}\}$. Our geometry calibration procedure, named Geometry cAlibration fRom Distance Estimates (GARDE), assumes that all nodes can observe the same local audio sources and that the node positions remain fixed.

The GARDE task can be summarized as follows: Based on the estimates $\hat{d}_{n,k}$, i.e., the distances between acoustic sources at unknown positions $O_{k}$ and sensor nodes at unknown positions $P_{n}$, the sensor nodes’ positions should be inferred. The $\hat{d}_{n,k}$ stem from the DNN-based distance estimator that we proposed in [11]. GARDE delivers estimates of all unknown positions $\Omega = \Omega_{P} \cup \Omega_{O}$ by solving the following optimization problem:

$$
\hat{\Omega} = \arg\min_{\Omega} \sum_{k=1}^{K} \sum_{n=1}^{N} \left( \hat{d}_{n,k}^{2} - \|P_{n} - O_{k}\|_{2}^{2} \right)^{2} J(\Omega). \tag{1}
$$

Note that $K \geq 2N$ must be fulfilled to arrive at an (over)determined system of equations.
Calculating the gradient of $J(\Omega)$ w.r.t. the $g$-th unknown position $P_g$ and setting the result equal to zero gives:

$$\frac{\partial J}{\partial P_g} \bigg|_{\Omega} = 0 \Leftrightarrow \sum_{k=1}^{K} \left( \hat{P}_g - \hat{O}_k \right) (\hat{d}_{g,k}^2 - \|\hat{P}_g - \hat{O}_k\|_2^2) = 0. \quad (2)$$

Similarly, for the gradient of $J(\Omega)$ w.r.t. the $h$-th unknown acoustic source position $O_h$, it follows:

$$\frac{\partial J}{\partial O_h} \bigg|_{\Omega} = 0 \Leftrightarrow \sum_{n=1}^{N} \left( \hat{P}_n - \hat{O}_h \right) (\hat{d}_{n,h}^2 - \|\hat{P}_n - \hat{O}_h\|_2^2) = 0. \quad (3)$$

For (2) and (3) no closed form solution exists. However, minimizing alternatingly the $e_{gh}$ and $e_{nh}$ should at least minimize the cost function. To this end, an iterative weighted least squares (WLS) approach can be set up, assuming either the positions $\hat{O}_k$ in (2) or the positions $\hat{P}_n$ in (3) to be fixed. The similarity of (2) and (3) allows to state a common solution for both problems.

Following the ideas of [13], the localization procedure has to select one sensor node as reference node, which has to be chosen judiciously, as the resulting localization error depends on the precision of the distance estimate of the selected sensor. Here, we always select the node with the smallest distance estimate to the acoustic source as reference node, as it was shown in [11] that the distance estimation error increases with the distance between audio source and sensor. Informal experiments showed an overall error reduction by approximately a factor of two compared to randomly selecting the reference node.

Let us assume that for some $P_n, \hat{d}_{i,j} \leq \hat{d}_{i,j} \forall i, j$ holds and that $P_o$ is chosen to be the center of the used coordinate system ($\hat{P}_n = \hat{P}_n - \hat{O}_n, \hat{O}_k = \hat{O}_k - \hat{P}_o$). For this choice we get:

$$\left( \hat{P}_{n,x} - \hat{O}_{k,x} \right)^2 + \left( \hat{P}_{n,y} - \hat{O}_{k,y} \right)^2 = \hat{d}_{n,k}^2 \quad \forall n \neq \nu \quad (4)$$

$$\hat{d}_{n,x}^2 + \hat{d}_{n,y}^2 = \hat{d}_{n}^2 \quad n = \nu \quad (5)$$

with $n \in \{1, \ldots, N\}$ and $N > 3$ to guarantee an overdetermined system of equations. Subtracting [(5)] from all equations of [(4)] and stacking the resulting equations in a matrix formulation (excluding the $\nu$-th one) gives:

$$\begin{bmatrix} 2\hat{P}_{1,x} & 2\hat{P}_{1,y} \\
\vdots & \vdots \\
2\hat{P}_{n,x} & 2\hat{P}_{n,y} \\
\end{bmatrix} \begin{bmatrix} \hat{O}_{k,x} \\
\hat{O}_{k,y} \\
\end{bmatrix} = \begin{bmatrix} \hat{d}_{2,k}^2 + \hat{d}_{1,k}^2 + \hat{d}_{1,y}^2 - \hat{d}_{1,x}^2 \\
\vdots \\
\hat{d}_{n,k}^2 + \hat{d}_{n,x}^2 + \hat{d}_{n,y}^2 - \hat{d}_{n}^2 \\
\end{bmatrix}$$

The DNN-based distance estimates are corrupted by an error which tends to be heteroscedastic (see [11]). So WLS is employed to estimate the location $\hat{O}_k$ with

$$\hat{O}_k = \left( R^T W R \right)^{-1} R^T W b + P_o, \quad (6)$$

where the elements of the diagonal weighting matrix are chosen as $W_{n,n} = 1/\hat{d}_{n,k}^2$, reflecting the earlier mentioned observation that small distances exhibit a lower estimation error. The concrete definition of the distances $\hat{d}_{n,k}$ can be found in Sec. 4.

The WLS solution from (6) can also be used to estimate the position of the sensor nodes from the distance estimates by exchanging the roles of $P$ and $\hat{O}$. This results in an iterative positioning procedure used in GARDE, as it will be explained in Sec. 4. However, an initial guess is needed to start the iterative algorithm which can be either positions of the nodes or the observations. We propose to use a MDS-based initialization for the sensor node positions, which we present in the following.

### 2.1. MDS-based Initialization

MDS employs a distance matrix $D$ containing all inter-node distances $D_{i,j}$ with $i, j \in \{1, N\}$ to estimate the positions of the sensor nodes. But, the utilized DNN-based distance estimator delivers only a set of distances $\mathbf{D}_E = \{d_{1,1}, \ldots, d_{N,K}\}$ between unknown positions of nodes $\hat{P}_n$ and unknown positions of sources $\hat{O}_k$. Neither distance estimates between sensors nor distance estimates between sources are available. To overcome this difficulty, we utilize the triangular inequality (compare Fig. 1)

$$\max_i(|d_{i,j} - \hat{d}_{i,j}|) \leq D_{i,j} \leq \min_u(d_{i,u} + \hat{d}_{j,u}). \quad (7)$$

where $i, j$ are sensor node indices and $u, l$ are acoustic source indices. The bounds can be used to obtain a first estimate for the distance between the nodes $i$ and $j$:

$$\hat{D}_{i,j} = \max_i(|d_{i,j} - \hat{d}_{i,j}|) + \min_u(d_{i,u} + \hat{d}_{j,u})/2. \quad (8)$$

Based on $\hat{D}$ an initial geometry is estimated via classical MDS as described in [16].

![Fig. 1: Inter-node distance estimation example using subtraction (blue distances) and addition (red distances) of node to acoustic source distances for lower and upper bound approximation (see (7)).](image)

### 3. Cramer-Rao lower bound

In this section the CRLB for the GARDE approach is derived, following the ideas of [17] and [18]. The CRLB for the GARDE position estimator, including acoustic source and sensor node positions, can be stated as follows. The observation errors $e_{n,k}$ which are given by

$$e_{n,k} = \hat{d}_{n,k} - \|\hat{P}_n - \hat{O}_k\|_2 \quad (9)$$

are assumed to follow a zero-mean Gaussian with variance $\sigma_d^2$, compare Fig. 2.

Given the position $\hat{O}_k$, the distribution of the $N$ observations $\hat{d}_{n,k}$, the distribution of the $N$ observations $\hat{d}_{n,k}$ is

$$p\left(\hat{d}_k | \hat{O}_k\right) = \xi \cdot \exp \left\{ \sum_{n=1}^{N} \frac{(\hat{d}_{n,k} - \hat{d}_{n,k})^2}{2\sigma_d^2} \right\}, \quad (10)$$

with constant $\xi = (2\pi)^{\frac{N}{2}} \prod_{n=1}^{N} \sigma_d^{-1}$ and the ground truth distance from positions

$$\hat{d}_{n,k} = \|\hat{P}_n - \hat{O}_k\|_2 = \sqrt{(\hat{P}_{n,x} - \hat{O}_{k,x})^2 + (\hat{P}_{n,y} - \hat{O}_{k,y})^2}. \quad (11)$$
The CRLB for the position estimate of \( \hat{O}_k = [O_{k,x} \ O_{k,y}]^T \) is derived from the log-likelihood \( L_k \) with

\[
L_k := 1 \ln \left( p(\hat{d}_{n,k}|O_k) \right) = 1\ln(\xi) - \sum_{n=1}^N \frac{(\hat{d}_{n,k} - \hat{d}_{n,k})^2}{2\sigma_d^2}.
\] (11)

The first and second order derivatives w.r.t. \( O_{k,x} \) of the log-likelihood are:

\[
\begin{align*}
\frac{\partial L_k}{\partial O_{k,x}} &= \sum_{n=1}^N \frac{1}{\sigma_d^2} (\hat{d}_{n,k} - \hat{d}_{n,k}) \frac{\partial}{\partial O_{k,x}} (\hat{d}_{n,k}) \quad \text{(12)} \\
\frac{\partial^2 L_k}{(\partial O_{k,x})^2} &= \sum_{n=1}^N \frac{1}{\sigma_d^2} \left[ (\frac{\partial}{\partial O_{k,x}})^2 - (\frac{\partial}{\partial O_{k,x}})^2 \right] (\hat{d}_{n,k} - \hat{d}_{n,k}) \left( \frac{\partial}{\partial O_{k,x}} \right)^2 \quad \text{(13)}
\end{align*}
\]

Applying the expectation operator to (13) results in

\[
E \left\{ \frac{\partial^2 L_k}{(\partial O_{k,x})^2} \right\} = \sum_{n=1}^N \frac{1}{\sigma_d^2} \frac{(P_{n,x} - O_{k,x})^2}{\|P_n - O_k\|^2} \quad \text{(14)}
\]

Similarly, the derivatives w.r.t. \( O_{k,y} \) can be found. For a short hand notation we summarize the terms by:

\[
\begin{align*}
E \left\{ \frac{\partial^2 L_k}{(\partial O_{k,x})^2} \right\} &= \sum_{n=1}^N \frac{1}{\sigma_d^2} \frac{(P_{n,x} - O_{k,x})^2}{\|P_n - O_k\|^2} := \gamma_{xx} \quad \text{(15)} \\
E \left\{ \frac{\partial^2 L_k}{(\partial O_{k,y})^2} \right\} &= \sum_{n=1}^N \frac{1}{\sigma_d^2} \frac{(P_{n,y} - O_{k,y})^2}{\|P_n - O_k\|^2} := \gamma_{yy} \quad \text{(16)} \\
E \left\{ \frac{\partial^2 L_k}{\partial O_{k,y} \partial O_{k,x}} \right\} &= E \left\{ \frac{\partial^2 L_k}{\partial O_{k,x} \partial O_{k,y}} \right\} = \frac{\partial^2 L_k}{\partial O_{k,y} \partial O_{k,x}} \quad \text{(17)}
\end{align*}
\]

Finally, the CRLB can be stated by

\[
\text{CRLB}(O_k) = \left[ E \left\{ \frac{\partial^2 L_k}{\partial O_{k,x} \partial O_{k,y}} \right\} \right]^{-1},
\]

whereby the variance of the estimate \( \hat{O}_k \) is lower bounded by

\[
\text{var}(\hat{O}_{k,x}) \geq \frac{\gamma_{yy}}{\gamma_{xx}} \quad \text{and} \quad \text{var}(\hat{O}_{k,y}) \geq \frac{\gamma_{xx}}{\gamma_{yy}}.
\]

The CRLB enables the estimation of a lower bound for the Root Mean Square Error (RMSE) value of position \( \hat{O}_k \) with

\[
\text{RMSE}(\hat{O}_k) \geq \sqrt{\frac{\gamma_{xx} + \gamma_{yy}}{\gamma_{xx} \gamma_{yy}}}. \tag{18}
\]

Since the distances \( \hat{d}_{n,k} \) are used both for estimating the positions of sensors and acoustic sources, the result of (18) can be easily adapted to obtain a lower bound for \( \text{RMSE}(\hat{P}_k) \) by exchanging the sum index from \( n \) to \( k \) in \( \gamma_{xx}, \gamma_{yy} \) and \( \gamma_{xy} \) in (15)-(17).

4. GARDE IMPLEMENTATION DETAILS

The GARDE algorithm for geometry calibration is summarized in Alg. 1. Lines 2-5 correspond to the estimation of initial values of the nodes’ positions using MDS. Based on these initial sensor position estimates the WLS localization is used to estimate the positions \( \hat{O} \) of the acoustic sources in line 6. To this end, the generic function \( \hat{O}_n = \text{LSPos}(\hat{O}_b, A_P, \hat{d}_{n,k}) \) utilizes the distance observations \( A_P \) and sensor node positions \( \hat{O}_b = \hat{O}_P \) to get source position estimates \( \hat{O}_n = \hat{O}_O \). Thereby, \( \hat{O}_n = \text{LSPos}(\hat{O}_b, A_P, \hat{d}_{n,k}) \) utilizes (6) with the weighting distances \( \hat{d}_{n,k} \) to determine each element of \( \hat{O}_a \) separately.

The first position estimates are refined by additional LS iterations in line 7. Subsequently, the iterative estimation, including annealing steps, is given by the for-loops. Annealing the variance parameter \( \mu(g) \) turned out to be important to overcome unfavorable local optima. After finishing an iteration the newly found positions \( \hat{O} \) are compared with the previous best estimate \( \hat{O}_{\text{pre},n} \) via the OptSelect function in line 11 with \( \hat{O}_{\text{pre}} = \text{OptSelect}(\hat{O}, \hat{O}_o, A_P) \). The function selects the geometry with the smallest average error between the observed distances \( A_P \) and the distances calculated from the estimated node and acoustic source positions.

In each iteration two auxiliary functions are used. The function \( \hat{O}_{P,\text{fit}} = \text{Map2Ref}(\hat{O}_{P,\text{fit}} \to \hat{O}_P) \) maps the set of positions \( \hat{O}_{P,\text{fit}} \) to a set of reference positions \( \hat{O}_P \) via rotation and translation operations. This processing step is necessary to enable the merge steps in line 20 and 22, where the results of the current iteration are combined with results of previous iterations. The second function \( \hat{O}_{\text{fit},\text{obs}} = \text{FitSelect}(\hat{O}, A_P) \) selects a set of observations \( \hat{O}_{\text{fit},\text{obs}} \) from \( \hat{O}_{\text{obs}} \) that best fit the distances \( A_P \) and the assumed sensor positions \( \hat{O} \) in terms of minimum average error.

5. EXPERIMENTS

For our experiments we utilize the image source method [19] from the implementation of [20] to simulate room impulse responses (RIRs) for 40 different setups with randomly placed nodes (4 nodes in a room) and 500 observations. The reverberation time \( T_{90} \) is selected to be 200 ms or 400 ms. The acoustic sources are simulated using speech signals from the TIMIT database [21], which are convolved with the RIRs to obtain the microphone signals. The DNN approach from [11] is used to estimate the distance between sensor node and acoustic source.

In Fig. 3 the CDF of the maximum distance error in \( A_P \) is compared against the maximum error after 30 iterations and annealing rounds for the fitness based selected observations (Alg. 1, line 10), i.e., the set of observations used to estimate the final geometry. The experiment shows that GARDE is able to identify outliers and to significantly reduce the maximum distance error.
Simulated annealing is part of GARDE to overcome local minima. Its effect is illustrated in Fig. 4. For different number of iterations (0 → 30), results with activated annealing (“A”) and without annealing are compared. Overall, annealing significantly reduces the average geometry calibration error, i.e., the minimum RMSE between estimated geometry and ground truth after applying an optimal mapping including translation and rotation operations. The depicted results with 0 iterations reflect the performance of the MDS initialization.

Tab. 1 compares GARDE (30 iterations and annealing rounds) with the DoA-based geometry calibration method from [2]. The latter is combined with the scaling approach, we have presented in [11]. GARDE outperforms the DoA-based method and is less affected by reverberation.

Table 1: RMSE of the sensor positions for different geometry calibration methods

| Method                  | $T_{60} = 200$ ms | $T_{60} = 400$ ms |
|-------------------------|-------------------|-------------------|
| DoA [2] + Scaling [11]  | 0.043 m           | 0.103 m           |
| GARDE                   | 0.017 m           | 0.032 m           |

In a final experiment the RMSEs of the sensor and acoustic source position estimates are compared against the RMSE bounds predicted by the CRLB. Our estimator reaches for both the predicted bounds as shown in Fig. 5.

Fig. 5: Comparison between CRLB of estimator and RMSE of observation and sensor positions. Number of iterations and annealing rounds were equally chosen.

6. CONCLUSION

In this paper we have presented the GARDE algorithm, an iterative WLS-based algorithm for geometry calibration of WASNs. GARDE estimates the sensor nodes’ positions and the positions of acoustic sources based on distance estimates, which are derived from the recorded audio signals. Furthermore, CRLBs for the geometry calibration approach are derived and compared against the simulation results showing the promising precision of the GARDE1 algorithm.
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The Python software code of GARDE is available in the paderwasn repository, [link](https://github.com/tgnt/paderwasn).
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