Abstract. In this work, we consider the problem of reconstructing the shape of a three dimensional impenetrable sound-soft axis-symmetric obstacle from measurements of the scattered field at multiple frequencies. This problem has important applications in locating and identifying obstacles with axial symmetry in general, such as, land mines. We present a two-part framework for recovering the shape of the obstacle. In part 1, we introduce an algorithm to find the axis of symmetry of the obstacle by making use of the far field pattern. In part 2, we recover the shape of the obstacle by applying the recursive linearization algorithm (RLA) with multifrequency measurements of the scattered field. In the RLA, a sequence of inverse scattering problems using increasing single frequency measurements are solved. Each of those problems is ill-posed and nonlinear. The ill-posedness is treated by using a band-limited representation for the shape of the obstacle, while the nonlinearity is dealt with by applying the damped Gauss-Newton method. When using the RLA, a large number of forward scattering problems must be solved. Hence, it is paramount to have an efficient and accurate forward problem solver. For the forward problem, we apply separation of variables in the azimuthal coordinate and Fourier decompose the resulting problem, leaving us with a sequence of decoupled simpler forward scattering problems to solve. Numerical examples for the inverse problem are presented to show the feasibility of our two-part framework in different scenarios, particularly for objects with non-smooth boundaries.

1. Introduction. There are a large amount of important applications of inverse scattering, such as medical imaging [30, 31, 37, 38, 40], nondestructive testing [16, 18, 34], remote sensing [45], ocean acoustics [15], geophysics [47, 43, 26], sonar and radar [14, 17], and many others. Among those applications, the recovery of the shape of axis-symmetric or nearly axis-symmetric obstacles and cavities plays a very important role in practice, as for instance, the identification and classification of locations and types of different missiles and mines. In this paper, we consider the forward and inverse scattering problems in three dimensions for an axis-symmetric sound-soft obstacle \( \Omega \), as described in Figure 1.1.

We define the forward scattering operator for this problem as the operator \( F_{k,\mathbf{d}} : \partial \Omega \to \mathbb{C}^M \), such that
\[
F_{k,\mathbf{d}}(\partial \Omega) = u_{k,\mathbf{d}}^{\text{meas}}|_{\partial B}
\] (1.1)
where \( \partial \Omega \) is the boundary of the obstacle, and \( u_{k,\mathbf{d}}^{\text{meas}}|_{\partial B} \) is a vector in \( \mathbb{C}^M \) with coordinates being the measurements of the scattered field \( u_{k,\mathbf{d}}^{\text{scat}} \) at \( M \) receptors located on a surface \( \partial B \). The scattered field \( u_{k,\mathbf{d}}^{\text{scat}} \) is generated by the incidence of a plane wave \( u_{k,\mathbf{d}}^{\text{inc}} \) with incident direction \( \mathbf{d} \) and wavenumber \( k \) and can be obtained by solving the Helmholtz equation
\[
\Delta u_{k,\mathbf{d}} + k^2 u_{k,\mathbf{d}} = 0, \quad \text{in} \quad \mathbb{R}^3 \setminus \Omega,
\]
\[
u
\]
where \( u_{k,\mathbf{d}} = u_{k,\mathbf{d}}^{\text{scat}} + u_{k,\mathbf{d}}^{\text{inc}} \) is the total field. The scattered wave \( u_{k,\mathbf{d}}^{\text{scat}} \) also satisfies the Sommerfeld radiation condition
\[
\lim_{r \to \infty} r \left( \frac{\partial u_{k,\mathbf{d}}^{\text{scat}}}{\partial \nu} - ik u_{k,\mathbf{d}}^{\text{scat}} \right) = 0, \quad r = |x|,
\]
where \( \nu \) is the outward normal on \( \partial \Omega \).
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Figure 1.1: Scattering from an axis-symmetric sound-soft obstacle. In the forward scattering problem, the boundary $\partial\Omega$ representing the shape of the obstacle $\Omega$ is known and we want to evaluate the scattered field $u^{\text{scat}}$ given the incident field $u^{\text{inc}}$, as shown in Figure 1.1a. In the inverse scattering problem, the shape of the obstacle $\partial\Omega$ is unknown and we want to determine it using measurements of the scattered field $u^{\text{meas}}$ at the receivers located on $\partial B$, as shown in Figure 1.1b.

where $\nu$ is the exterior unit normal of $\Omega$. We assume the wavenumber $k$ satisfies $\Re(k) > 0$ and $\Im(k) \geq 0$. To solve the Helmholtz equation, one can apply potential theory to obtain the integral equation formulation of (1.2) as described in [17]. When the obstacle $\Omega$ is arbitrary, the evaluation of the integral operators defined on a surface in three dimensions requires a very costly treatment of the quadratures and discretization of the boundary. Moreover, solving the integral equation requires specific schemes, such as fast multipole method together with a Krylov subspace iterative method, like GMRES [22, 10].

On the other hand, when the obstacle is axis-symmetric, the forward solver can be greatly simplified. Since $\partial\Omega$ is obtained by rotating a curve $\gamma$ around the axis of symmetry, in a slight abuse of notation, we rewrite the forward operator (1.1) as

$$F_{k,d}(\gamma) = u^{\text{meas}}_{k,d}|_{\partial B},$$

where $\gamma : [0, 1] \rightarrow \mathbb{R}^2$ is an open simple curve with both end points on the axis of symmetry of the obstacle. Due to the symmetry, solving the forward problem can be accelerated by applying separation of variables in the azimuthal angle and Fourier decomposing the resulting integral equation [20, 27, 29, 36, 46]. The original integral equation turns into a sequence of uncoupled integral equations, one for each Fourier mode, and the integral operators for these equations are defined along the curve $\gamma$ only. In this case, the quadrature scheme for each integral equation on $\gamma$ is much easier to implement and the system of equations is much cheaper to solve.

In this paper, we are interested in reconstructing the shape of an axis-symmetric obstacle given measurements of the scattered field at the receivers from one or more incident waves. We propose a two-part framework for recovering the shape of the obstacle. In part 1 of the framework, we
introduce a method that uses the full-aperture data from two incoming incident waves to obtain
the axis of symmetry of the obstacle by looking into the symmetry of the far field along a circle
in a plane. In part 2 of the framework, we apply the recursive linearization algorithm (RLA)
[2, 1, 4, 3, 13, 12, 42, 41, 8, 7] to recover the curve \( \gamma \). In doing this, a sequence of single frequency
inverse problems of the form

\[
\hat{\gamma} = \arg \min_{\gamma} \| u_{k}^{\text{meas}} - F_{k}(\gamma) \|,
\]

is solved, where

\[
u_{k}^{\text{meas}} = \begin{bmatrix} u_{k,d_{1}}^{\text{meas}}; \cdots; u_{k,d_{Nd}}^{\text{meas}} \end{bmatrix} \quad \text{and} \quad F_{k} = \begin{bmatrix} F_{k,d_{1}}; \cdots; F_{k,d_{Nd}} \end{bmatrix}.
\]

The RLA works as a continuation method in the wavenumber parameter, where we use the recon-
struction from the previous frequency as the initial guess for the next one. As the single frequency
inverse problem (1.4) is highly nonlinear and ill-posed [17], we propose a damped Gauss-Newton
method combined with a band-limited regularization of the curve \( \gamma \) as in [8] to overcome the diffi-
culties. In the end, since we fully make use of the symmetry, our algorithm is extremely efficient
and can accurately locate and reconstruct the unknown object, even with nonsmooth boundary.

Related work: We refer readers to [20, 27, 29, 36, 46] for the forward acoustic and elec-
tromagnetic scattering problems for axis-symmetric obstacles. The inverse scattering problem for
three dimensional obstacles was studied in [19, 28, 23, 24, 25]. The time domain inverse scat-
tering problem for three dimensional obstacles was studied in [5, 44]. Readers are referred to
[2, 1, 4, 8, 7, 11, 12, 13, 42, 41] for the inverse scattering problem for two and three dimensions us-
ing multiple frequency data. In particular, a complete review on inverse scattering problems based
on multiple frequency data was given in [3]. Recently, authors in [39] proposed an algorithm to
determine the two dimensional radially symmetric potential from single frequency near-field scat-
tering data. However, we are not aware of any previous work on the three dimensional inverse
obstacle problem using multiple frequency data when the obstacle has an axis of symmetry.

Contributions: The contributions of this paper are summarized as follows:

- We obtain a uniqueness result for the inverse scattering of an axis-symmetric object with
  single frequency data by plane wave incidence.
- We propose a novel algorithm to determine the orientation and location of the axis of
  symmetry of the unknown object based on single frequency data.
- We apply the recursive linearization algorithm with multifrequency data and band-limited
  representation to reconstruct the generating curve of the axis-symmetric obstacle.

Notation: We present the most common symbols used in this paper in Table 1.1.

Article Outline: In Section 2, we introduce the fast solver for the forward scattering problem
of a three dimensional axis-symmetric obstacle. In Section 3, we show the uniqueness result for
the inverse axis-symmetric obstacle problem and propose a two-step framework to reconstruct the
shape of the unknown obstacle. In Section 4, numerical examples are presented to illustrate different
characteristics of the method. Concluding remarks are made in Section 5.

2. Forward Scattering Problem. To evaluate the forward scattering operator, we must
solve the problem (1.2) for \( u_{k,d}^{\text{scat}} \), given an incident wave \( u_{k,d}^{\text{inc}} \). As we are considering the forward
problem with a fixed wavenumber \( k \) and direction \( d \) in this section and the next one, to ease the
notation and when there is no confusion, we will drop the indices for \( k \) and \( d \) for the fields unless
Table 1.1: List of main symbols used in this article.

| Symbol | Description |
|--------|-------------|
| Ω      | Closed set representing the sound-soft impenetrable obstacle |
| ∂Ω     | Boundary of the obstacle Ω |
| γ      | Parametrization of the curve used to generate the axis-symmetric obstacle |
| d      | Incident direction of plane wave \(u_{\text{inc}}^{\text{in}}(\|d\| = 1)\) |
| k      | Wavenumber (or frequency) of the incident plane wave |
| \(u_{\text{inc}}^{\text{in}}(k,d)\) | Incident plane wave with wavenumber \(k\) and incident direction \(d\) |
| \(u_{\text{inc}}^{\text{in}}(k,d)\) | Incident plane wave with wavenumber \(k\) and incident direction \(d\) |
| \(u_{\text{scat}}^{\text{in}}(k,d)\) | Scattered field off of the obstacle \(\partial \Omega\) generated by \(u_{\text{inc}}^{\text{in}}(k,d)\) |
| \(u_{\text{meas}}^{\text{in}}(k,d)\) | Vector with coordinates being \(u_{\text{scat}}^{\text{in}}(k,d)\) measured at the receivers |
| \(u_{\infty}^{\text{in}}(k,d)\) | Far-field pattern of the scattered field \(u_{\text{scat}}^{\text{in}}(k,d)\) |
| \(N\) | Number of discretization points at the boundary \(\gamma\) of the obstacle |
| \(M\) | Number of receptors |
| \(N_d\) | Number of incident waves |
| \(\mathcal{F}_{k,d}\) | Forward scattering operator mapping \(\partial \Omega\) to \(u_{\text{scat}}^{\text{in}}(k,d)\) (for given \(u_{\text{inc}}^{\text{in}}(k,d)\)) |
| \(\mathcal{F}_k\) | Forward scattering operator at wavenumber \(k\) for \(N_d\) directions \((\mathcal{F}_{k,d_1}; \cdots; \mathcal{F}_{k,d_{N_d}})\) |
| \(\partial_\gamma \mathcal{F}_k\) | Frechét derivative of \(\mathcal{F}_k\) with respect to \(\gamma\) |
| \(S\) | Single layer potential |
| \(D\) | Double layer potential |
| \(I\) | Identity operator |
| \(G^k\) | Free space Green’s function for the three dimensional Helmholtz equation |
| \(G_m^k\) | Modal Green’s function for the \(m\)th mode |
| \(S_m\) | Modal single layer potential for the \(m\)th mode |
| \(D_m\) | Modal double layer potential for the \(m\)th mode |
| \(S_m\) | \(N \times N\) matrix for the discretization of the \(m\)th modal single layer operator |
| \(D_m\) | \(N \times N\) matrix for the discretization of the \(m\)th modal double layer operator |

it is otherwise stated. We represent the scattered field using layer potentials. First, we define, respectively, the single and double layer potentials for \(x \in \mathbb{R}^3 \setminus \Omega\) as

\[
S \mu(x) = \int_{\partial \Omega} G^k(x,y) \mu(y) ds(y), \quad \text{and} \quad D \mu(x) = \int_{\partial \Omega} \frac{\partial G^k(x,y)}{\partial \nu(y)} \mu(y) ds(y),
\]

where \(\nu\) is the exterior unit normal to the boundary of the obstacle and \(G^k(x,y)\) is the free space Green’s function of Helmholtz equation, i.e.

\[
G^k(x,y) = \frac{e^{ik|x-y|}}{|x-y|}.
\]

To avoid resonances, we chose to represent the scattered field using a combined layer potential approach and write

\[
u^{\text{scat}}(x) = (D + ikS) \mu(x). \quad (2.1)
\]

Using (2.1) and the sound-soft boundary condition with the jump properties from Theorem 3.1 in [17], we obtain a uniquely solvable equation for any \(k\) with \(\Re(k) > 0\) and \(\Im(k) > 0\),

\[
\left( \frac{1}{2} I + D + ikS \right) \mu(x) = -u^{\text{inc}}(x) \quad (2.2)
\]
for \( x \in \partial \Omega \).

Next, we make use of the axis-symmetry of \( \partial \Omega \) and rewrite the density function \( \mu(x) \) as

\[
\mu(r, \theta, z) = \sum_{m=-\infty}^{\infty} \mu_m(r, z) e^{im\theta},
\]

and the incident plane wave as

\[
u_{\text{inc}}(r, \theta, z) = \sum_{m=-\infty}^{\infty} \nu_{\text{inc}}^m(r, z) e^{im\theta},
\]

where \((r, \theta, z)\) are the cylindrical coordinates of \( x \in \partial \Omega \). Using (2.3) and (2.4) in Equation (2.2), we obtain a sequence of line integral equations

\[
\left( \frac{1}{2} I + D_m + ikS_m \right) \mu_m = -\nu_{\text{inc}}^m, \text{ for } m \in \mathbb{Z}
\]

with

\[
S_m \mu_m = \int_{\gamma} G^k_m(r, z, r', z') \mu_m(r', z') r' ds(r', z'),
\]

\[
D_m \mu_m = \int_{\gamma} \frac{\partial G^k_m(r, z, r', z')}{\partial \nu(r', z')} \mu_m(r', z') r' ds(r', z'),
\]

where \( G^k_m(r, z, r', z') \) are the modal Green’s functions given by

\[
G^k_m(r, z, r', z') = \int_0^{2\pi} G(r, 0, z, r', \theta', z') d\theta' = \int_0^{2\pi} \frac{e^{ik\rho}}{\rho} e^{-im\theta'} d\theta',
\]

with \( \rho = \sqrt{r^2 + r'^2 + (z - z')^2 - 2rr' \cos \theta'} \) and

\[
\frac{\partial G^k_m(r, z, r', z')}{\partial \nu} = \int_0^{2\pi} (ik\rho - 1)(\nu_r(r \cos \theta - r') + \nu_\theta(z - z')) \frac{e^{ik\rho}}{\rho^3} e^{-im\theta'} d\theta'.
\]

It is worth mentioning that all the integral equations in (2.5) are decoupled from each other, which greatly simplifies the computation of the forward problem.

To solve each of the integral equations in (2.5), we must evaluate the line integrals in (2.8) and (2.9). Unfortunately, the modal Green’s functions are not in closed form and the kernels in these integral operators have strong singularities. To accelerate the computation, we apply an FFT based algorithm [32, 33] with recursive formulas to efficiently evaluate the modal Green’s functions. In order to discretize the singular integral (2.6) and (2.7) to high order, we divide the curve \( \gamma \) into a set of panels, such that each panel has at least 12 points per wavelength. Next, we discretize each panel using 16 Gauss-Legendre nodes, and use the 16th-order generalized Gaussian quadrature from [9] to apply the Nyström method in each of the equations (2.5) to handle the singularity in the modal Green’s functions. In the end, for each mode, we obtain an \( N \times N \) system of linear equations given by

\[
(I + D_m + ikS_m) \mu_m = -\nu_{\text{inc}}^m
\]
where $I$ is the $N \times N$ identity matrix, $D_m$ and $S_m$ are the $N \times N$ matrices obtained by the discretization of the potentials $D_m$ and $S_m$, and $-u_{inc}^m$ are the $\mathbb{C}^N$ vectors with coordinates being the values of the density $\mu_m$ and the function $-u_{inc}^m$, respectively, at the discretization points on $\gamma$.

For the computational complexity, if the size of the obstacle is $O(1)$, we have that $N = O(k)$ and the system is small enough to be efficiently solved using Gaussian Elimination on $O(k^3)$ operations. The number of modes that need to be calculated to resolve the scattered field, which is also the number of linear systems that need to be solved, is $O(k)$. The total work to calculate the scattered field for a single incident wave is $O(k^4)$. If the scattered field needs to be calculated for $N_d$ incident waves, the total work becomes $O(k^4 + N_d k^3)$, where the first term comes from the calculation of the inverse matrices for all modes and the second refers to the application of those inverse matrices in the $N_d$ incoming waves. It is much more efficient than a general 3D forward solver which usually has complexity on the order of $O(k^6)$.

3. Inverse Scattering Problem. A large family of scattering objects, in practice, can be represented by shapes obtained by rotating a curve along an axis. This representation, even though it has its limitations, covers several important applications, such as nano particles, industrial machinery parts and missiles. Suppose that $\gamma : [0, 1] \to \mathbb{R}^2$ is a parametrization of the curve rotated along the axis to generate the boundary of the obstacle $\Omega$. Given the forward problem $(1.3)$, we are interested in the following inverse problem:

**Inverse Obstacle Problem (Axis-symmetric case):** Given the measurements $u_{inc}^{scat}$ of the scattered field $u_{scat}^{k,i,d}$ of an unknown impenetrable axis-symmetric obstacle $\Omega$ for some known collection of incident waves $u_{inc}^{k,i,d} = e^{ik_d x} d_i$, $i = 1, \ldots, N_k$, $j = 1, \ldots, N_d$, obtain a reconstruction of the shape of $\Omega$.

For a general three dimensional obstacle, given the scattered field $u_{scat}$ of the obstacle generated by the scattering of an incident plane wave $u_{inc} = e^{ik_d x}$, one cannot expect to uniquely recover the shape of the obstacle [17]. However, for the case of an axis-symmetric object, if we assume the axis of symmetry is fixed, then measurements based on one incident plane wave are enough to determine the shape of the obstacle, as shown in Theorem 3.1.

**Theorem 3.1.** Assume $\Omega_1$ and $\Omega_2$ are two axis-symmetric scatterers with the same axis such that the scattering fields $u_{scat}^{1,i,d}$ and $u_{scat}^{2,i,d}$ on $\partial B$ coincide for one incident plane wave $u_{inc} = e^{ik_d x}$ with $d \neq (0,0,\pm 1)$. Then $\Omega_1 = \Omega_2$.

**Proof.** Assume $\Omega_1 \neq \Omega_2$. Since the scattered field on $\partial B$ uniquely determines the far field and the far field uniquely determines the scattered field outside the region $\Omega_1 \cup \Omega_2$, we have $u_{scat}^{1,i,d}(x) = u_{scat}^{2,i,d}(x)$ for $x \in \mathbb{R}^3 \setminus (\Omega_1 \cup \Omega_2)$. Without loss of generality, we may assume $D = (\mathbb{R}^3 \setminus \Omega_2) \cap \Omega_1$ is nonempty. Inside $D$, we have $u = u_{scat}^{1,i,d} + u_{inc}$ well defined and it satisfies the zero boundary condition on $\partial D$. Therefore, $u$ is a Dirichlet eigenfunction for the negative Laplacian in the domain $D$ with eigenvalue $k^2$. Next, we will show that this implies there exists infinitely many eigenfunctions for the same eigenvalue $k^2$.

Since both scatterers are axis-symmetric and share the same axis, $D$ is also axis-symmetric. We apply the Fourier decomposition along the azimuthal direction to the incident field $u_{inc}$. Let $d = (d_1, d_2, d_3)$ and $x = (r \cos \theta, r \sin \theta, z)$. According to the Jacobi-Anger formula [17], the plane wave has the expansion

$$u_{inc}(r, \theta, z) = e^{ik(d_1 r \cos \theta + d_2 r \sin \theta + d_3 z)} = \sum_{m=-\infty}^{\infty} i^m J_m(k \rho) e^{im(\theta - \phi)} e^{ikd_3 z}$$
where \( \phi = \arctan(d_1/d_2) \), \( \rho = r \sqrt{d_1^2 + d_2^2} \) and \( J_m \) is the Bessel function of order \( m \). In other words, the \( m \)-th mode of \( u^{\text{inc}} \) is

\[
u_m^{\text{inc}}(r, \theta, z) = i^m J_m(k \rho) e^{i m (\theta - \phi)} e^{i k d z}.
\]

For each \( u_m^{\text{inc}} \), the corresponding scattered field is given by the Fourier decomposition of \( u^{\text{scat}} \) along the azimuthal direction. We have that \( u_m = u_m^{\text{inc}} + u_m^{\text{scat}} \) satisfies the zero boundary condition on \( \partial D \).

We show that \( u_m \) is not identically zero in \( D \) if \( u_m^{\text{inc}} \) is nonzero. If this is true, then \( u_m^{\text{scat}} = -u_m^{\text{inc}} \) in \( D \). By analyticity, \( u_m^{\text{scat}} = -u_m^{\text{inc}} \) in \( \mathbb{R}^3 \setminus (\Omega_1 \cup \Omega_2) \). This is a contradiction since \( u_m^{\text{inc}} \) satisfies the Sommerfeld radiation condition while \( u_m^{\text{scat}} \) does not. Thus, we obtain infinitely many linearly independent eigenfunctions in \( D \) with eigenvalue \( k^2 \), which is a contradiction. Therefore, \( \Omega_1 = \Omega_2 \).

From the conclusion of the previous theorem, we propose a two-part framework to find the shape of an axis-symmetric obstacle as follows:

- **Part 1:** find the axis of symmetry of the obstacle;
- **Part 2:** recover the shape of the generating curve for the obstacle.

In part 1, we propose a procedure that will explore the symmetry of the obstacle to obtain the axis of symmetry. In particular, by inspecting the far field pattern of the scattered field of some incident waves with fixed frequency and different direction, we can determine the location of the axis of symmetry of the obstacle. In part 2, we apply the recursive linearization algorithm with band-limited representation to solve a sequence of inverse scattering problems using the wavenumber as a continuation parameter and obtain a high resolution reconstruction of the shape of the obstacle.

### 3.1. Finding the axis of symmetry (Part 1)

To be able to use the uniqueness result from Theorem 3.1, one must first find the axis of symmetry of the obstacle. Our algorithm to find the axis of symmetry is based on Theorems 3.2 and 3.3.

**Theorem 3.2.** If the axis of symmetry of \( \Omega \) is the \( z \)-axis, then for any \( \phi \in [0, \pi] \), both the real and imaginary parts of the far field \( u^\infty(\theta, \phi) \) of \( \Omega \) by the incident wave \( u^{\text{inc}} = e^{i k d \hat{x}} \) with \( d = (d_1, d_2, d_3) \neq (0,0, \pm 1) \) are symmetric with respect to \( \theta = \theta_0 \) and \( \theta = 2\pi - \theta_0 \), where \( \theta_0 \) satisfies \( \cos(\theta_0) = d_1/\sqrt{d_1^2 + d_2^2} \), and \( \sin(\theta_0) = d_2/\sqrt{d_1^2 + d_2^2} \). Here \( \theta \in [0, 2\pi] \) is the azimuthal angle in the \( xy \)-plane from the positive \( x \)-axis and \( \phi \in [0, \pi] \) is the altitude angle from the positive \( z \)-axis. If \( d = (0,0, \pm 1) \), then the far field is axis-symmetric with respect to the \( z \)-axis.

**Proof.** For \( d \neq (0,0, \pm 1) \), without loss of generality, we may assume \( d_2 = 0 \), in which case we need to show that the far field is symmetric with respect to \( \theta = 0 \) and \( \theta = \pi \). In fact, when \( d_2 = 0 \), we have \( u^{\text{inc}} = e^{i k (d_1 \cos \theta + d_3 z)} = e^{i k (d_1 \cos(\theta - \theta_0) + d_3 z)} \), so \( u^{\text{inc}} \) is symmetric with respect to \( \theta = 0 \) and \( \theta = \pi \) for any fixed \( z \). On the other hand, the obstacle \( \Omega \) is also symmetric with respect to the plane that is cut by \( \theta = 0 \) and \( \theta = \pi \). By the uniqueness theorem of the exterior problem, we have that the scattered field \( u^{\text{scat}} \) is also symmetric with respect to the plane where \( \theta = 0 \) or \( \theta = \pi \). The far field pattern can be obtained by using the equation

\[
u^\infty(\theta, \phi) = \frac{1}{4\pi} \int_{\partial \Omega} \left\{ u^{\text{scat}}(y) \frac{\partial e^{-i k \hat{x} \cdot y}}{\partial \nu(y)} - \frac{\partial u^{\text{scat}}}{\partial \nu}(y) e^{-i k \hat{x} \cdot y} \right\} ds(y),
\]

where \( \hat{x} = (\cos \theta \sin \phi, \sin \theta \sin \phi, \cos \phi) \). Since all the components on the right hand side of equation (3.1) are symmetric with respect to \( \theta = 0 \) or \( \theta = \pi \), the far field must be symmetric with respect to \( \theta = 0 \) or \( \theta = \pi \), too.
Similarly, when \( \mathbf{d} = (0, 0, \pm 1) \), both the incident wave and the obstacle are axisymmetric with respect to the z-axis, so is the scattered field and the far field pattern.

Theorem 3.2 implies that the far field pattern is symmetric with respect to the axis of symmetry when the axis passes through the origin. For an axis-symmetric obstacle that is not centered at the origin, we have the following translation property for the far field.

**Theorem 3.3.** Let \( u^\infty(\theta, \phi) \) be the far field pattern of \( \Omega \) by the incident field \( u^\text{inc} = e^{ikd \cdot \mathbf{x}} \). For a shifted domain \( \Omega_h := \{ \mathbf{x} + h, \mathbf{x} \in \Omega \} \) with a constant vector \( h \in \mathbb{R}^3 \), the far field \( u^\infty_h(\theta, \phi) \) generated by the incident wave \( u^\text{inc} \) becomes

\[
u^\infty_h(\theta, \phi) = e^{ik(d - \hat{x}) \cdot h} u^\infty(\theta, \phi)
\]

where \( \hat{x} = (\cos \theta \sin \phi, \sin \theta \sin \phi, \cos \phi) \).

**Proof.** By shifting \( \Omega_h \) back to \( \Omega \) and making use of the uniqueness theorem of the exterior scattering problem [17], we see that the scattered field \( u^\text{scat}_h(\mathbf{x}) \) and the normal derivative of the scattered field \( \partial u^\text{scat}_h(\mathbf{x})/\partial \nu(\mathbf{x}) \) on \( \partial \Omega_h \) are simply given by

\[
\begin{aligned}
u^\text{scat}_h(\mathbf{x}) &= u^\text{scat}(\mathbf{x} - h)e^{ikd \cdot h}, \\
\partial u^\text{scat}_h(\mathbf{x})/\partial \nu(\mathbf{x}) &= e^{ikd \cdot h}, \\
\end{aligned}
\]

where \( u^\text{scat}(\mathbf{x} - h) \) and \( \partial u^\text{scat}(\mathbf{x} - h)/\partial \nu(\mathbf{x}) \) are respectively the scattered field and its normal derivative on \( \Omega \). The conclusion now follows from equation (3.1) for the far field pattern.

Theorem 3.3 implies that the shifted domain of \( \Omega \) simply changes the phase of the far field but not the modulus. Therefore, for a given far field data \( u^\infty(\theta, \phi) \) of an unknown axis-symmetric obstacle \( \Omega \), \( |u^\infty(\theta, \phi)| \) is the same as the modulus of the far field of \( \Omega_0 \), where \( \Omega_0 \) denotes a shifted \( \Omega \) with its axis centered at the origin. Thus by Theorem 3.2, up to a rotation, \( |u^\infty(\theta, \phi)| \) is symmetric with respect to \( \theta = \theta_0 \) and \( \theta = 2\pi - \theta_0 \) for a given \( \theta_0 \) and any \( \phi \in [0, \pi] \). This rotation angle is exactly the orientation of the axis of symmetry of the unknown obstacle \( \Omega \). Once the axis is parallel to the z-axis, we can make use of the phase information to determine the x and y coordinates of the axis. In particular, by Theorem 3.3, if we multiply the far field \( u^\infty(\theta, \phi) \) by an appropriate factor \( e^{ikz \cdot h} \), the real and imaginary parts of the new far field will be symmetric with respect to \( \theta = \theta_0 \) and \( \theta = 2\pi - \theta_0 \) for a given \( \theta_0 \) and any \( \phi \in [0, \pi] \).

To summarize, we propose a three-step method to locate the axis of symmetry of the obstacle. In the first step, we evaluate the far field pattern based on the measured scattered field \( u^\text{meas}_h \) on the sphere \( \partial B \). Next, we determine the orientation of the axis of symmetry. In the third step, we find the location of its center. A detailed description of the algorithm follows:

1. **Step 1 (Evaluate the far field):** For a fixed wavenumber \( k \) and \( \mathbf{d} \), collect the measured scattered field \( u^\text{meas}_h(\mathbf{x}) \) on \( \partial B \) due to the incident plane wave \( u^\text{inc}(\mathbf{x}) \). From the measurements of the scattered field on \( \partial B \), one can find the scattered field \( u^\text{scat}(\mathbf{x}) \) anywhere on \( \partial B \) by using interpolation. To find the corresponding far field \( u^\infty(\theta, \phi) \), we solve the boundary integral equation

\[
\left( \frac{1}{2} \mathcal{I} + \mathcal{D}_{\partial B} + ikS_{\partial B} \right) \eta(\mathbf{x}) = u^\text{scat}_h(\mathbf{x}), \quad \text{on} \ \partial B.
\]

where \( \mathcal{D}_{\partial B} \) and \( S_{\partial B} \) are the single and double layer potentials defined on \( \partial B \). Once \( \eta(\mathbf{x}) \) is found, the far field can be evaluated using the formula

\[
u(\theta, \phi) = \frac{1}{4\pi} \int_{\partial B} \left\{ \frac{\partial e^{-ikz \cdot y}}{\partial \nu(y)} + ike^{-ikz \cdot y} \right\} \eta(y) ds(y).
\]
2. Step 2 (Determine the orientation): Suppose the far field $u^\infty(\theta, \phi)$ is given at $0 = \theta_0 < \theta_1 < \cdots < \theta_i < \cdots < \theta_n = 2\pi$ for $\theta$ and $0 = \phi_0 < \phi_1 < \cdots < \phi_j < \cdots < \phi_m = \pi$ for $\phi$. Check if $|u^\infty(\theta, \phi)|$ is symmetric on the horizontal cross section by taking each $(\theta_i, \phi_j)$ as the north pole. If that is found within a certain accuracy, we take $(\theta_i, \phi_j)$ as the orientation of the axis of symmetry.

3. Step 3 (Determine the location): Assume the orientation of the axis of symmetry is parallel to the $z$-axis. In order to find the $x$ and $y$ coordinates of the axis, we send two incident waves $u^inc_1(x) = e^{ikx}$ and $u^inc_2(x) = e^{iky}$, and evaluate their far field data $u^inc_1(\theta, \phi)$ and $u^inc_2(\theta, \phi)$ respectively. Suppose the obstacle is located in the area $[x_{\text{min}},x_{\text{max}}] \times [y_{\text{min}},y_{\text{max}}]$. By Theorem 3.3, we can determine $h_1$ such that the real and imaginary parts of the shifted far field $u^inc_1(\theta, \phi) e^{ik\cos \theta \sin \phi h_1}$ are symmetric with respect to $\theta = \pi/2$ and $\theta = 3\pi/2$ for any $\phi \in [0, \pi]$ by doing an exhaustive search in the interval $[x_{\text{min}},x_{\text{max}}]$. Similarly, there exists $h_2 \in [y_{\text{min}},y_{\text{max}}]$ such that the real and imaginary parts of the shifted far field $u^inc_2(\theta, \phi) e^{ik\sin \theta \sin \phi h_2}$ are symmetric with respect to $\theta = 0$ and $\theta = \pi$ for any $\phi \in [0, \pi]$. In the end, we take $(h_1,h_2)$ as the $x$ and $y$ coordinates of the center of the obstacle.

3.2. Recovering the shape of the obstacle (Part 2). Once the axis of symmetry of the obstacle is obtained, we can reconstruct the shape of the obstacle. Our goal is to find an approximation of the simple open curve $\gamma : [0, 1] \to \mathbb{R}^2$ that generates the surface of the obstacle using the measurements $u^meas_k$ for $j = 1, \ldots, N_k$. The idea is to apply the RLA to solve a sequence of single frequency inverse scattering problems.

3.2.1. Inverse scattering problem for a single frequency data. Using single frequency data, we can recast the inverse problem as the optimization problem

$$\hat{\gamma} = \arg \min_\gamma \| u^meas_k - F_k(\gamma) \|, \quad (3.2)$$

where $\hat{\gamma}$ is an approximation of the curve $\gamma$.

The problem (3.2) is both nonlinear and ill-posed. To treat the nonlinearity, we apply the iterative damped Gauss–Newton method. First, an initial guess for the approximation of the curve $\gamma$ is chosen, say $\gamma_0$. Next, in each step of this method, given an approximation $\gamma_j$ of the generating curve at the $j$th step, we update the curve to obtain $\gamma_{j+1} = \gamma_j + \alpha \delta \gamma$, with $\alpha > 0$ being a chosen constant. To obtain $\delta \gamma$, we solve

$$\partial_\gamma F_k(\gamma_j) \delta \gamma = u^meas_k - F_k(\gamma_j), \quad (3.3)$$

where $\partial_\gamma F_k(\gamma_j) = \left[ \partial_{\gamma_1} F_k(\gamma_j); \cdots; \partial_{\gamma_d} F_k(\gamma_j) \right]$ and $\partial_{\gamma_i} F_k, j = 1, \ldots, N_k$ are, respectively, the Fréchet derivatives of $F_k$ and $\partial_{\gamma_i} F_k, j = 1, \ldots, N_k$ with respect to $\gamma$ evaluated at the curve $\gamma_j$. The value of $v(x) = \partial_\gamma F_k(\gamma_j) \delta \gamma(x)$ is obtained by solving the Helmholtz equation

$$\begin{cases}
\Delta v(x) + k^2 v(x) = 0 & \text{for } x \in \mathbb{R}^3 \setminus \Omega_j, \\
v(x) = -k^2 (\delta \gamma(x) \cdot v(x)) \left[ \frac{\partial u_{k,d_i}}{\partial \nu} \right] (x) & \text{for } x \in \partial \Omega_j,
\end{cases}$$

$v$ satisfies the Sommerfeld radiation condition, $\Omega_j$ is the obstacle obtained by rotating the curve $\gamma_j$ around the axis of symmetry, $v(x)$ is the normal vector to the surface of $\Omega_j$ at $x$ and $\frac{\partial u_{k,d_i}}{\partial \nu}$ is the normal derivative of the total field that is a solution for the problem (1.2) for the obstacle $\Omega_j$ with the incoming plane wave $u_{k,d_i}^inc = e^{ikx \cdot d_i}$. 
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The iterations are repeated until a stopping criteria is reached. The stopping criteria can be the total number of iterations \( N_{it} \), the residual achieving \( \| u_{ \text{meas}}^k - F_k(\gamma_j) \| \leq \epsilon_r \), with \( \epsilon_r > 0 \), the difference of the curve evaluate in a set of points between consecutive steps is smaller than a certain value \( \epsilon_s > 0 \), or others. A summary of the damped Gauss-Newton method is presented in Algorithm (1).

As mentioned, Problem (3.2) is highly ill-posed. Various ways were proposed to deal with the ill-posedness of the inverse scattering problem, including Tikhonov regularization, truncated SVD [17], the use of a bandlimited representation of the domain [8], etc. In this work, we choose to search for a bandlimited representation of the generating curve \( \gamma \). We represent the generating curve \( \gamma \) and the update \( \delta \gamma \) as

\[
\gamma(t) = p(t) \left( \cos \left( \pi (t - 0.5) \right), \sin \left( \pi (t - 0.5) \right) \right)
\]

(3.4)

and

\[
\delta \gamma(t) = h(t) \left( \cos \left( \pi (t - 0.5) \right), \sin \left( \pi (t - 0.5) \right) \right)
\]

(3.5)

where \( p(t) \) and \( h(t) \) are given by

\[
p(t) = p_0^c + \sum_{j=1}^{N_p} \left( p_j^c \cos \left( 2\pi j \left( t - 0.5 \right) \right) + p_j^s \sin \left( 2\pi j \left( t - 0.5 \right) \right) \right)
\]

(3.6)

and

\[
h(t) = h_0^c + \sum_{j=1}^{N_p} \left( h_j^c \cos \left( 2\pi j \left( t - 0.5 \right) \right) + h_j^s \sin \left( 2\pi j \left( t - 0.5 \right) \right) \right)
\]

(3.7)

with \( p_j^c, p_j^s, h_j^c \) and \( h_j^s \) being constant coefficients for the \( j^{th} \) cosine and sine modes, \( j = 1, \ldots, N_p \).

From Heisenberg’s uncertainty principle for waves, we have that sub-wavelength features of the scatterer are present in the evanescent modes of the signal and are not detectable in finite precision. Consequently, the main advantage of this representation is that if we choose the bandlimit parameter \( N_p = \mathcal{O}(k) \), the system of equations on (3.3) becomes well-conditioned. The second advantage of choosing this representation comes from the easy and fast evaluation of the polynomials \( p(t) \) and \( h(t) \) by using non-uniform FFT [21, 35]. The main disadvantage of choosing this representation stems from the fact that this representation is ideal for star-shaped figures. If the obstacle that we are trying to recover is not star-shaped, this representation will probably not work in terms of providing a high resolution reconstruction. An alternative is to use a bandlimited curve smoother like the one presented in [8, 6].

### 3.2.2. Inverse scattering problem using multiple frequency data.

On the one hand, due to Heisenberg’s uncertainty principle, the amount of information about the shape of the scatterer that can be stably recovered from measurements of the scattered field at frequency \( k \) is proportional to \( \mathcal{O}(k) \). This means that smaller features of the obstacle that have magnitude proportional to the sub-wavelength spectrum are extremely difficult to recover using finite precision. On the other hand, there are also inherent limitations to Newton-type methods for inverse scattering at a single frequency. When the incident field has larger wavelength, a low-resolution approximation of the inhomogeneity can be obtained using a simple initial guess. For problems with incident field
Algorithm 1 Damped Gauss-Newton method

1. **Input:** Scattered field measurements $u_{k_{j_{k}}}$, initial guess $\gamma_0$, parameters $\alpha$, $N_{it}$, $\epsilon_r$, and $\epsilon_s$.
2. Set $j = 0$, $\gamma = \gamma_0$ and $\gamma_{-1} = \gamma_0(1 + 2\|\gamma_0\|\epsilon_s)$.
3. **while** $j < N_{it}$ and $\|u_{k_{j_{k}} - k_{j_{k}}\gamma} - F_k(\gamma)\| \leq \epsilon_r$ and $\|\gamma_j - \gamma_{j-1}\| \leq \epsilon_s$ **do**
   4. Calculate $F_k(\gamma_j)$ and $\partial_\gamma F_k(\gamma_j)$.
   5. Solve $\partial_\gamma F_k(\gamma_j)\delta \gamma = u_{k_{j_{k}} - k_{j_{k}}\gamma} - F_k(\gamma_j)$.
   6. $\gamma_{j+1} \leftarrow \gamma_j + \alpha \delta \gamma$
   7. $j \leftarrow j + 1$
4. **end while**

with smaller wavelength, the initial guess for the iterative method must be close to the solution for the method to converge. This interplay between obtaining a low resolution reconstruction for large wavelengths using a simple initial guess, and the need to have a very good initial guess when using small wavelengths, together with the natural limitation on the amount of information that can be obtained using single frequency data led to the proposal of the RLA [3, 12, 13].

In the RLA, a sequence of increasingly complicated nonlinear optimization problems like (3.2) at successively higher frequencies is solved using a continuation path in frequency. At a given frequency $k$, one uses the damped Gauss-Newton method to solve the inverse problem (3.2) and obtain an approximate solution $\gamma^{(k)}$ to the curve $\gamma$. This solution is used as the initial guess for the damped Gauss-Newton method to solve the nonlinear optimization problem with scattered field data at frequency $k + \delta k$, where $\delta k > 0$ is sufficiently small. A summary of the RLA is presented in Algorithm (2).

Algorithm 2 Recursive Linearization Algorithm with Damped Gauss-Newton method

1. **Input:** Scattered field measurements $u_{k_{j_{k}}}$, for $j = 1, \ldots, N_k$ and $k_1 < k_2 < \ldots < k_{N_k}$, initial guess $\gamma_0$, parameters $\alpha$, $N_{it}$, $\epsilon_r$, and $\epsilon_s$.
2. Set $\gamma^{(0)} = \gamma_0$.
3. **for** $j = 1, \ldots, N_k$ **do**
   4. Apply the damped Gauss-Newton method with initial $\gamma^{(j-1)}$, parameters $\alpha$, $N_{it}$, $\epsilon_r$, and $\epsilon_s$ to obtain an approximation $\tilde{\gamma}$ of the curve as a solution.
   5. $\gamma^{(k)} \leftarrow \tilde{\gamma}$
4. **end for**

4. Numerical Experiments. To illustrate our framework, we present five numerical examples. In Example 1, we show the results of part 1 of our framework by recovering the axis of symmetry of an oblique ellipsoid. In Example 2, we investigate the interplay between the frequency and the local sets of convexity of the objective functional $f_k(\gamma) = \|u_{k_{j_{k}} - k_{j_{k}}\gamma} - F_k(\gamma)\|$ when the obstacle is a sphere. In Example 3, we recover the shape of an obstacle using different geometric configurations regarding the direction of the incident plane wave and the position of the receptors. In Example 4, we recover the shape of the obstacle with different number of modes representing the domain. Finally, in Example 5, we recover the shape of an obstacle with sharp corners using the RLA. In this example in particular, we can see the effect of Gibbs phenomenon due to the approximation of the corners by a limited number of modes. To mitigate this effect, we apply a low-pass Gaussian filter to the update of the domain in each step. In Examples 3, 4 and 5, we consider
that we have already applied part 1 of our framework and that we have the axis of symmetry and location of the obstacle with high precision. Hence, we present only the results of part 2 of the framework in those examples.

A list of the numerical examples with their respective descriptions and results are presented in Table 4.1.

Table 4.1: List of numerical examples with respective tables and figures.

| Example | Description                                                      | Tables  | Figures |
|---------|------------------------------------------------------------------|---------|---------|
| 1       | Recovering the axis of symmetry                                   | X       | 4.1, 4.2|
| 2       | Interplay between frequency and initial guess for a sphere      | 4.2     | 4.3     |
| 3       | Illumination of the obstacles and placement of the receptors    | X       | 4.4, 4.5|
| 4       | Limiting the number of modes used to recover the obstacle       | X       | 4.7     |
| 5       | Reconstruction of sharp features using multiple frequencies     | X       | 4.8, 4.9|

4.1. Example 1: Recovering the axis of symmetry. We test part 1 of our framework by determining the orientation and location of the axis of symmetry of an unknown obstacle. In particular, we are trying to determine the axis of an oblique ellipsoid generated by rotating and shifting from a standard one, whose parameterization of generating curve is given by

\[ \gamma(t) = (x(t), y(t)) = (\cos(t - 0.5), 2 \sin(t - 0.5)), t \in [0, \pi]. \]

The axis of the ellipsoid is oriented at \( \theta = \frac{\pi}{4}, \phi = \frac{\pi}{3} \) with the center located at \((2, 2, 0)\), as shown in Figure 4.1a. Using the incident wave \( u^{inc}(x) = e^{ikx \cdot d} \) with \( k = 3 \) and \( d = (\cos(\pi) \sin(\pi/8), \sin(\pi) \sin(\pi/8), \cos(\pi/8)) \), we measure the scattered field \( u^{scat}(x) \) on \( \partial B \) with \( B \) being radius 5 and centered at the origin. The far field pattern \( u^{\infty}(\hat{x}) \) is found according to step 1 in part 1 of our algorithm. The modulus of \( u^{\infty}(\hat{x}) \) is shown in Figure 4.1b. In particular, the symmetry can not be seen directly. We therefore test different rotation angles as the north pole as stated in the step 2 of part 1 by choosing \( m = n = 100 \). Applying this test, we successfully find the orientation angle \( \theta = 0.25\pi \) and \( \phi = 0.33\pi \), which is very close to the exact solution. The far field pattern after rotation is shown in Figure 4.1c. We also plot the cross section of the far field pattern at \( \phi = \pi/4 \) before and after the rotation in Figure 4.2a. One clearly sees that the symmetry is recovered if the correct rotation is found.

Once the orientation is found, our next step is to determine the location of the axis on the \( xy \)-plane. We collect the far field data by sending two incident waves, respectively. One is \( e^{ikx} \) and the other is \( e^{iky} \). Since the location is not at the center, the far field patterns are not symmetric anymore. However, by determining the corresponding phase function \( e^{i\alpha} \) and \( e^{i\beta} \) from step 3 of part 1, where \( \alpha = kh_1 \cos \theta \sin \phi, \beta = kh_2 \sin \theta \sin \phi \), we are able to see the symmetry of the far field pattern, as shown in Figures 4.2b and 4.2c for a cross section at \( \phi = \pi/4 \). Based on this fact, we recover the location of the center on the \( xy \)-plane as \((2, 2)\).

4.2. Example 2: Interplay between frequency and initial guess for a sphere. In this example, let the objective functional be \( f_k(\gamma) = \| u^{meas}_k - F_k(\gamma) \| \). We consider the case where the obstacle is a sphere of radius 1, with generating curve \( \gamma : [0, 1] \to \mathbb{R}^2 \) given by \( \gamma(t) = (\cos(\pi(t - 0.5)), \sin(\pi(t - 0.5))) \). Applying the damped Gauss-Newton method one tries to recover at each step a polynomial \( p(t) = p_0 \). The shape reconstruction problem of finding \( p_0 \) turns into the
Figure 4.1: (Example 1) We present in (a) an oblique ellipsoid centered at \((2,2,0)\), (b) the modulus of the far field pattern before rotation, and (c) the modulus of the far field pattern after rotation with angle given by \(\theta = 0.25\pi, \phi = 0.33\pi\).

Figure 4.2: (Example 1) We have in (a) the comparison of the modulus of the far field pattern at \(\phi = \pi/4\) before and after rotation, in (b) the comparison of the real part of the far field pattern at \(\phi = \pi/4\) before and after the shifting along the \(x\) direction, and in (c) the comparison of the real part of the far field pattern at \(\phi = \pi/4\) before and after the shifting along the \(y\) direction.

We use for each experiment one incident plane wave with incident direction \(\mathbf{d} = (\cos(\pi/9), 0, \sin(\pi/9))\) and wavenumber \(k_m\), such that \(k_1 = 1, k_m = 2.5(m - 1), m = 2, \ldots, 13\). The scattered data is measured at receptors \(x_{\theta,\phi} = \rho(\cos(\phi_j)\sin(\theta_l), \sin(\phi_j)\sin(\theta_l), \cos(\theta_l))\), with \(\rho = 10, \theta_l = l\pi/11, \phi_j = 2j\pi/10\) for \(l, j = 1, \ldots, 10\). Since we want to show the relation between the wavenumber and the local convexity set of \(f_k\), we do not add noise to the measurements.

We calculate \(f_{k_m}(\tilde{\gamma}^{(j)})\) at the curves \(\hat{\gamma}^{(j)}(t) = p_0^{(j)}(\cos(t), \sin(t))\), where \(p_0^{(j)} = 0.01j\), for \(j = 1, \ldots, 1000\). Using the values of the objective functional, we are able to identify the local set of
Table 4.2: Table with the values of the boundaries of the local set of convexity \([a, b]\) for different values of the wavenumber \(k\) with the respective wavelength \(\lambda = 2\pi/k\).

| \(k\)  | 1.0 | 2.5 | 5.0 | 7.5 | 10.0 | 12.5 | 15.0 | 17.5 | 20.0 | 22.5 | 25.0 | 27.5 | 30.0 |
|-------|-----|-----|-----|-----|------|------|------|------|------|------|------|------|------|
| \(\lambda\) | 6.28 | 2.51 | 1.26 | 0.84 | 0.63 | 0.50 | 0.42 | 0.36 | 0.31 | 0.28 | 0.25 | 0.23 | 0.21 |
| \(a\)  | 0.01 | 0.08 | 0.59 | 0.72 | 0.79 | 0.83 | 0.85 | 0.88 | 0.90 | 0.91 | 0.92 | 0.93 | 0.93 |
| \(b\)  | 10.0 | 10.0 | 1.50 | 1.32 | 1.23 | 1.18 | 1.15 | 1.13 | 1.11 | 1.10 | 1.09 | 1.08 | 1.07 |

convexity in which \(p_0 = 1\) is located. We denote this set to be \([a, b]\), where \(0 < a\) is the largest point smaller than 1 where \(f_k\) attains a local maximum, and \(b\) is the smallest point larger than 1 where the function attains a local maximum.

In Figure 4.3a, we present the value of \(f_k(\hat{\gamma}(j))\) for \(k = 1, 5, 10, 20\) and \(30\). In Figure (4.3b), we plot three lines: the line for \(p_0 = 1\), the line with values of \(b\) and the line with values of \(a\). The values of \(a\) and \(b\) are also available in Table 4.2 with the wavenumber and its respective wavelength \(\lambda = 2\pi/k\).

![Graph](image1)

(a) Objective functional \(\|u_\text{meas}^{\text{new}} - F_k(\gamma)\|\).

![Graph](image2)

(b) Local set of convexity \([a, b]\).

Figure 4.3: (Example 2) We present in (a) the plot of the objective functional for different \(k\), and in (b) the values of \(a\) and \(b\), which are the endpoints of the local set of convexity containing the root \(p_0 = 1\).

As expected, with the increasing value of the wavenumber \(k\), the size of the interval \([a, b]\) decreases. Also, as the wavenumber increases, \(f_k\) presents multiple local minima, which shows the nonlinearity of the inverse problem.

4.3. Example 3: Illumination of the obstacle and placement of the receptors. In this example, we use multifrequency scattered data generated by four different geometric configurations
of incident waves and receptors to recover the shape of an obstacle generated by the rotation around
the $z$-axis of the curve $\gamma : [0, 1] \to \mathbb{R}^2$, given by $\gamma(t) = p(t) (\cos (\pi (t - 0.5)), \sin (\pi (t - 0.5)))$, where $p(t) = 1.5 + (0.3 \cos(8\pi(t - 0.5)/0.5))$.

A three-dimensional rendering of the obstacle can be seen in Figure 4.4a.

We set up the incident wave directions and the receptors positions in four different geometric configurations:

1. The incoming direction of the incident waves is $\mathbf{d} = (-1, 0, 0)$. The scattered field is measured at $N_r = 100$ receptors located at the points $x_m = 10 (\cos(\theta_m), 0, \sin(\theta_m))$, with $\theta_m = -\pi/2 + m\pi/(N_r - 1)$, $m = 0, \ldots, N_r - 1$. See Figure 4.4b.

2. The incoming direction of the incident waves is $\mathbf{d} = (-1, 0, 0)$. The scattered field is measured at $N_r = 100$ receptors located at the points $x_m = 10 (\cos(\theta_m), 0, \sin(\theta_m))$, with $\theta_m = -\pi/2 + ((N_\theta - N_r)/2 + m)/\pi/(N_\theta - 1)$, $m = 0, \ldots, N_r - 1$, and $N_\theta = 3100$. See Figure 4.4c.

3. The incoming direction of the incident waves is $\mathbf{d} = (0, 0, -1)$. The scattered field is measured at $N_r = 100$ receptors located at the points $x_m = 10 (\cos(\theta_m), 0, \sin(\theta_m))$, with $\theta_m = m\pi/(N_r - 1)$, $m = 0, \ldots, N_r - 1$. See Figure 4.4b.

4. The incoming direction of the incident waves is $\mathbf{d} = (0, 0, -1)$. The scattered field is measured at $N_r = 100$ receptors located at the points $x_m = 10 (\cos(\theta_m), 0, \sin(\theta_m))$, with $\theta_m = (N_\theta - N_r)/2 + m\pi/(N_\theta - 1)$, $m = 0, \ldots, N_r - 1$ and $N_\theta = 3100$. See Figure 4.4c.

In the configuration 1, the incident wave illuminates the obstacle in the direction perpendicular to the axis of symmetry and the receptors are located such that it is possible to see the entire obstacle from their positions (taking symmetry into consideration). In configurations 2, 3 and 4, the position of the receptors provide only limited information about the obstacle.

To obtain measurements, we start by computing the scattered field data $u_{k,d}^{\text{scat}}$ at frequencies $k_q = 0.5 + (q - 1)0.25$, with $q = 1, \ldots, 25$. Next, to avoid inverse crimes, we add 2% noise to the measured scattered data, using the formula

$$
(u_{k,d}^{\text{meas}})_{m+1} = u_{k,d}^{\text{scat}}(x_m) + 0.02 \frac{\epsilon}{\|\epsilon\|} |u_{k,d}^{\text{scat}}(x_m)|
$$

Figure 4.4: We present in (a) the original obstacle in Examples 3 and 4, (b) the sketch of configurations 1 and 3, and (c) the sketch of configurations 2 and 4.
where \((u_{k_d}^{\text{meas}})_{m+1}\) is the \((m+1)\text{th}\) coordinate of the vector \(u_{k_d}^{\text{meas}}\), \(m = 0, \ldots, N_r - 1\), \(\epsilon = \epsilon_1 + i\epsilon_2\), and \(\epsilon_1\) and \(\epsilon_2\) are chosen from the random normal distribution \(\mathcal{N}(0, 1)\) with mean zero and variance one.

We apply the RLA with the damped Gauss-Newton method at each frequency. We set the stopping criteria of the Gauss-Newton method to be the maximum number of iterations \(N_{it} = 10\), the update step size should be no smaller than \(\epsilon_\delta = 0.03\) and the residual smaller than \(\epsilon_r = 0.03\). We also include as a stopping criteria any residual increase from one step to another. We set the damping parameter \(\alpha = 0.1\) for the damped Gauss-Newton method at frequency \(k = 0.5\), and \(\alpha = 0.1/\|h\|\) for all other frequencies, where \(\|h\|\) is the 2-norm of the vector of coefficients of the update. We set the the number of modes in the polynomial representing the update \(h\) to be \(N_p = [2k]\).

In Figures 4.5a, 4.5b, 4.5c and 4.5d, we present the reconstructions at frequency \(k = 6.5\) for the configurations 1, 2, 3 and 4, respectively. In addition, in Figures 4.6a 1, 4.6b 2, 4.6c 3 and 4.6d, the cross section of the original obstacle and the reconstructions at \(k = 3.25\) and \(k = 6.5\) are shown for configurations 1, 2, 3 and 4, respectively.

The reconstruction obtained using configuration 1 is more accurate than the reconstructions obtained using the other configurations. This behavior was expected since the placement of the receptors in configuration 1 allows for obtaining information from a larger part of the obstacle.

**4.4. Example 4: Using limited number of parameters.** This example is a continuation of Example 3. We use the same scattered data with 2% noise that was generated for the configuration 1 in Example 3 to recover the obstacle in Figure 4.4a. In Example 3, at each frequency, the number of modes used to approximate the boundary of the obstacle and the update obtained by the Gauss-Newton step is \(N_p = [2k]\). Since the frequency varied from \(k = 0.5\) to \(6.5\), the number of modes used varied from 1 to 13.

In Example 4, instead of letting the number of modes increase freely with the frequency, we set it to be \(N_p = \min \{N_{\text{max}}, [2k]\}\), where we choose \(N_{\text{max}} = 8, 10\) and 13. All the other parameters for both the RLA and the Gauss-Newton method are the same as in Example 3.

In Figures 4.7a, 4.7b and 4.7c, we present the reconstructions at frequency \(k = 6.5\) using 8, 10 and 13 modes, respectively. Figure 4.7d has the cross section of the original obstacle and the reconstructions using 8, 10 and 13 modes.

As expected the reconstruction using 8 modes is more precise than the other reconstructions. As we increase the number of modes used for the reconstruction, the results become increasingly worse due to the oscillations introduced by the higher order modes. An appropriate filter is required to damp the oscillation, which will be illustrated in the next example.

**4.5. Example 5: Reconstruction of sharp features using multiple frequencies.** In this example, we use multifrequency scattered data to reconstruct an obstacle with the shape of a land mine, see Figure 4.8. One must use a vary large number of modes \(N_p\) to recover the sharp corners of the obstacle using a trigonometric representation.

To generate the simulated scattered data \(u_{k_d}^{\text{meas}}\), we used incident plane waves given by \(u_{k_j, d_s}^{\text{inc}}(x) = e^{ik_j d_s \cdot x}\), where \(k_j = 0.5 + (j - 1)0.25, j = 1, \ldots, 78\), and

\[
d_s = (\sin (m\pi/6) \cos (2n\pi/5), \sin (m\pi/6) \sin (2n\pi/5), \cos (m\pi/6)),
\]

with \(s = (m-1)5 + n, n = 1, \ldots, 5\) and beyond that \(d_{26} = (0, 0, -1)\), and \(d_{27} = (0, 0, 1)\). The scattered field is measured at \(N_r = 900\) receptors located at the points

\[
x_{i_q} = 10 (\sin (l\pi/31) \cos (2q\pi/30), \sin (l\pi/31) \sin (2q\pi/30), \cos(l\pi/31)),
\]

where \(l = 1, \ldots, 25\) and \(q = 1, \ldots, 15\).
Figure 4.5: **(Example 3)** Reconstruction of the shape of the obstacle at wavenumber $k = 6.5$ for different configurations.

with $l, q = 1, \ldots, 30$. As in Examples 3 and 4, to avoid inverse crimes, we add 2% noise to the scattered data using formula 4.1.

We apply the RLA with the damped Gauss-Newton method at each frequency. We used the same stopping criteria for the Gauss-Newton method as in Examples 3 and 4. We set the damping parameter $\alpha = 0.1$ for the damped Gauss-Newton method at the initial frequency $k = 0.5$, and $\alpha = 0.1/(k \|h\|)$ for all other frequencies, where $\|h\|$ is the 2-norm of the vector of coefficients of the update. Regarding the number of modes in the polynomial representing the update $h$, we set it to be $N_p = [2k]$.

As we apply the RLA and increase the frequency, we note that oscillations are introduced in the reconstruction. These oscillations are an effect of the Gibbs phenomenon. They occur due to the limited number of modes used to recover the sharp edges of the obstacle. To mitigate the effect
of the oscillations, we introduce an extra step in our reconstruction algorithm. After finding the domain update step $h$ for the damped Gauss-Newton method, we apply a low-pass Gaussian filter as follows:

$$h(t) = h_0 + \sum_{j=1}^{N_p} \ell_j \left( h_j^c \cos (2\pi j (t - 0.5)) + h_j^s \sin (2\pi j (t - 0.5)) \right)$$

where the filter constants are $\ell_j = \exp \left( -\left( j/N_p \right)^2/\sigma^2 \right)$, $j = 1, \ldots, N_p$ and $\sigma^2$ is a constant to define

---

Figure 4.6: (Example 3) Cross section of the original obstacle with the reconstructions at $k = 3.25$ and 6.5 using different geometric configurations.
Figure 4.7: (Example 4) Reconstructions of the obstacle at wavenumber $k = 6.5$ using the maximum number of modes equal to: (a) 8, (b) 10 and (c) 13. In (d), we present the cross section of the reconstructions for all modes and the original obstacle.

The results clearly show that although the general shape of the obstacle can be recovered without filtering, it is hard to recover the sharp features of the obstacle with high resolution. On the other hand, using an appropriate filter produces a sharp reconstruction of the obstacle with very few oscillations.
Figure 4.8: **(Example 5)** We present in (a) the original 3D obstacle and (b) a cross section of the obstacle.

5. **Conclusions.** In this paper, the forward and inverse scattering problems of recovering the shape of a three-dimensional impenetrable axis-symmetric sound-soft obstacle are studied. To solve the forward problem, we make use of the symmetry of the obstacle by applying separation of variables in the azimuthal angle and Fourier decomposing the resulting problem. The original integral equation becomes a sequence of uncoupled line integral equations, where the new problems are both simpler and computationally cheaper to solve. For the inverse problem, we introduce a two-part framework for recovering the shape of the obstacle. In part 1, we find the axis of symmetry and center of the obstacle using the symmetry of the far field pattern. In part 2, we apply the RLA to obtain a reconstruction based on multifrequency data.

We present five examples to examine the feasibility of the two-part framework. In Example 1, part 1 of the framework is tested successfully to obtain the axis of symmetry of an oblique ellipsoid. In Example 2, we show the interplay between the frequency and the local sets of convexity of the objective functional when the object is a sphere. In Example 3, we study different geometric configurations concerning the location of the receptors and the direction of the incident wave. In Example 4, we show that results are improved when the correct number of modes is used to represent the solution. Finally, in Example 5, we reconstruct an object with sharp edges using the RLA. A filter is used in the update of the domain to obtain an oscillation free high resolution reconstruction of the obstacle.

In the future, we intend to expand the inverse problem techniques to solve the multifrequency inverse scattering problem for three dimensional obstacles of arbitrary shape.
Figure 4.9: (Example 5) Reconstructions of the obstacle at wavenumber $k = 20$ are presented for the case when we use: (a) no filter, (c) filter with $\sigma^2 = 0.5$ and (e) filter with $\sigma^2 = 0.1$. The cross section of the original obstacle and the reconstructions at wavenumbers $k = 6, 12$ and 20 for the cases when we use (b) no filter, (d) filter with $\sigma^2 = 0.5$ and (f) filter with $\sigma^2 = 0.1$.
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