Immersed boundary method for flow simulation around horizontal wind turbine

Aymen Jendoubi
Mechanical Engineering Department, Prince Mohammad Bin Fahd University, P.O. Box 1664
Al Khobar 31952 KSA
E-mail: ajendoubi@pmu.edu.sa

Abstract. Accurate simulation of wind turbine wakes is critical for the optimization of turbine efficiency and prediction of fatigue loads. These wakes are three-dimensional, complex, unsteady and can evolve in geometrically complex environments. Modeling these flows calls thus for high-quality numerical methods that are able to capture and transport thin vortical structures on an unstructured grid. In this work, an immersed boundary (IB) method for solving fluid flow problems of aligned wind turbines under uniform inflow is shown. A finite element method is used starting from a base mesh which does not represent exactly the blade of the wind turbine (non body-conforming mesh). At each time step, the base mesh is locally modified to provide a new mesh fitting the boundary of the rotor blades. The mesh is also locally improved using edge swapping to enhance the quality of the elements and ensure high accuracy of simulation. The methodology is assessed on two different test cases and validated with experimental results.

1. Introduction
Due to increasing environmental concern and oil price and concerns over limited fossil-fuel resources, more and more electricity is being generated from renewable sources. Wind energy is one of the most popular renewable energy resources all over the world. Wind turbine technology has gained great development over the last decades. The efficiency of the wind turbine blade determines the power performance of the wind turbine rotor.

Wind turbines that are most efficient had been designed by Cole Gustafson from Dakota State University. In his research, he showed that the horizontal axis wind turbine machines was more efficient than vertical axis one. Moreover, the blade span of horizontal wind turbines used was larger than vertical axis machines which limited the placement confined spaces.

Computational Fluid Dynamic (CFD) is a good method for investigating the aerodynamic performance of different types of blade shape [1]. The well-known CFD method to simulate the flow in an horizontal wind turbine is the body-fitted method where the mesh is built to fit as well as possible the geometry of the blade. Since the blade are in general moving or deforming, this requires a complete remeshing of the domain at each time step, which is a very difficult task in itself, and often to high computational cost and memory requirements. In order to avoid such problem, we investigate in this work the Immersed Boundary method (IB).

The IB method is often used in the numerical resolution of partial differential equations in a domain with moving obstacles. It has been studied in particular by: Peskin [2], Glowinski et al. [3], Ilinca et Hetu [4], Su et al. [5] and many others in recent years. In particular, this method is applicable for the fluid-structure interaction. Indeed, the problem to be solved is
extended from the fluid domain to the total fluid-solid domain, by extending the velocity field to the solid. A fluid problem is thus solved on the entire fluid-solid fictitious domain. In this way, the condition of rigidity of obstacles is no longer explicit and it should be added in the weak formulation. The calculation of the velocity field is done on the total domain, which has a simple and fixed geometry. The mesh is therefore fixed and must be calculated only once ([6]), which is not the case for the resolution of fluid flow problems with a mobile obstacle (rigid body).

The IB method was introduced by Peskin [2] who successfully applied it to simulate heart valves as well as many biomedical problems. Peskin considered that the complex geometry of the valve in the Cartesian mesh can be simulated by the generation of an external force field to mimic the immersed boundary. In the same context, Van Loon et al. [7] proposed an extended fictitious domain method with a local mesh matching algorithm to provide the necessary flexibility with respect to valve movement and deformation and to ensure the ability to impose the pressure exerted by the solid on the fluid.

Huang et al. [8] also adopted the fictitious domain method for the simulation of the interaction of a fluid with a deformable solid. In their formulation, they take into account both the dynamics of the fluid and the solid and precisely determine the free displacement of the flexible solid boundary. A Lagrangian mesh is used to discretize the solid domain and the solid motion equation is determined by the energy derivation method and is solved by an iterative method. The fluid-structure interaction is formulated by the direct forcing method as in [9], that is, by adding a force in the Navier-Stokes equations. This force is obtained on the Lagrangian mesh of the solid by the use of the equation of motion of the solid and it is diffused in all the field of the fluid by means of a function delta of Dirac.

Several other authors have adopted the IB method, among which Baaijens [10], Cottet et al. [11], Mittal et al. [12], Van Loon et al. [13], Lohner et al. [14], Ilinca et al. [4]. In this paper, we present an immersed boundary method [15] where a base mesh is locally modified in order to fit the boundary of the wind blade. We use this method to simulate numerically the wake of an horizontal wind turbine employing low Reynolds number airfoils, i.e. low wind speed profile such as in Saudi Arabia regions where the average wind speed is in range of 1 m/s to 5 m/s maximum.

2. Methodology
2.1. Governing equations
We consider the flow of an incompressible fluid. The governing equations in non dimensional form are:

\[
\begin{aligned}
\left( \frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} \right) + \nabla p - \frac{2}{Re} \nabla \cdot (\dot{\gamma}(\mathbf{u})) &= \mathbf{f} \\
\nabla \cdot \mathbf{u} &= 0
\end{aligned}
\]

where \(Re\) denotes the Reynolds number, \(\mathbf{u}\) the velocity vector, \(p\) the pressure, \(\dot{\gamma}(\mathbf{u})\) the strain-rate tensor defined as \(\dot{\gamma}(\mathbf{u}) = \frac{1}{2} (\nabla \mathbf{u} + \nabla \mathbf{u}^T)\) and \(\mathbf{f}\) a volumetric force vector (generally vanishing).

2.2. Finite element formulation
The Navier-Stokes equations are discretized using a second order \(O(h^2)\) Taylor-Hood \(P_2 - P_1\) element (see Brezzi and Fortin [16]). The Galerkin finite element formulation in the computational domain \(\Omega\) (possibly including rigid objects), with boundary \(\Gamma\) is given by:
\[\begin{aligned}
&\int_{\Omega} \left( \frac{3}{2\Delta t}\mathbf{u}^n \cdot \mathbf{w} + \frac{2}{Re} \hat{\gamma}(\mathbf{u}^n) : \hat{\gamma}(\mathbf{w}) - p\nabla \cdot \mathbf{w} + \left((2\mathbf{u}^{n-1} - \mathbf{u}^{n-2}) \cdot \nabla \mathbf{u}^n\right) \cdot \mathbf{w} \right) \, dv = \\
&\int_{\Gamma_1} f \cdot \mathbf{w} \, dv + \int_{\Gamma_1} t \cdot \mathbf{w} \, dS + \frac{1}{2\Delta t} \int_{\Omega} \left(4\mathbf{u}^{n-1} - \mathbf{u}^{n-2}\right) \cdot \mathbf{w} \, dv \\
&\int_{\Omega} q \nabla \cdot \mathbf{u}^n \, dv = 0
\end{aligned}\]

where symbols \( \mathbf{w} \) and \( q \) denote the appropriate weighting functions and \( t \) stands for a possible natural Neumann boundary of the form \( \mathbf{\sigma} \cdot \mathbf{n} = t \) on \( \Gamma_1 \), where \( \mathbf{\sigma} \) is the Cauchy stress tensor and \( \mathbf{n} \) the unit normal vector. For the time derivative, we use an implicit backward finite difference scheme of order 2 (BFD2) and thus, the global finite element approximation is therefore second order in both space and time.

### 2.3. Resolution method

A major difficulty for the numerical simulation of incompressible flows is that the velocity and the pressure are coupled by the incompressibility constraint. The fractional-step projection method of Chorin [17] and Temam [18] is the most frequently employed technique for the numerical solution of the primitive variable Navier-Stokes equations. This method is based on a rather peculiar time-discretization of the equations governing viscous incompressible flows, in which the viscosity and the incompressibility of the fluid are dealt within two separate steps. These methods proceed in a first step by calculating an intermediate velocity field \( \tilde{\mathbf{u}} \) using the momentum equation. This field does not check the incompressibility condition \( \nabla \cdot \tilde{\mathbf{u}} = 0 \), and it is therefore necessary to project it into a space where the vector are at zero divergence to obtain \( \mathbf{u}^{n+1} \). The algorithm of resolution can be described in 4 steps as follows:

- **Step 1**: viscous prediction
  \[
  \frac{\rho}{2\delta t} \left(3\tilde{\mathbf{u}}^{k+1} - 4\mathbf{u}^k + \mathbf{u}^{k-1}\right) - \nabla \cdot (\mu \hat{\gamma}(\tilde{\mathbf{u}}^{k+1})) + (2\mathbf{u}^k - \mathbf{u}^{k-1}) \cdot \nabla \tilde{\mathbf{u}}^{k+1} + \nabla p^k = f(\mathbf{t}^{k+1}),
  \]

- **Step 2**: projection
  \[
  -\Delta \phi^{k+1} = -\frac{3\rho}{2\delta t} \nabla \cdot \tilde{\mathbf{u}}^{k+1},
  \]

  where
  \[
  \nabla \phi^{k+1} \cdot \mathbf{n} \big|_{\Gamma_D} = 0 \quad \text{et} \quad \phi^{k+1} \big|_{\Gamma_N} = 0
  \]

- **Step 3**: pression correction
  \[
  p^{k+1} = p^k + \phi^{k+1},
  \]

- **Step 4**: update the velocity
  \[
  \mathbf{u}^{k+1} = \tilde{\mathbf{u}}^{k+1} - \frac{2\delta t}{3\rho} \nabla \phi^{k+1},
  \]

Various variants of this method have been proposed over the years ([19, 20, 21, 22, 23]). For an interesting overview, we also refer to Guermond and coauthors [24, 23].
2.4. Immersed boundary method

Structured meshes allow a simple and precise discretization of the equations, but they are not generally adapted to the treatment of industrial cases involving obstacles or interfaces of complex shapes. In order to improve the taking into account of complex interfaces and to ensure the accuracy of the results given by the fictitious domain method, we have developed a mesh cutting method. For any mesh not containing an obstacle beforehand, we give ourselves a function \( f \) defining any known geometry: a circle, a triangle, an ellipse, a rectangle for example. The principle is to define a signed distance function in the computation domain whose zero isovalue is the interface that one will seek to determine. This function is chosen negative within a subdomain (the solid) and positive everywhere else.

Consider the case of a function \( f \) whose zero isovalue defines a NACA profile. An enlargement of the mesh around the wing is presented in figure 1. By traversing all the edges of the mesh, one seeks with the help of a method of bisection an intersection of the edges of the mesh considered with the isovaleur zero of the function \( f \) thus given. Once an intersection point is found, we add a node to the mesh at this point, that is to say on the edge containing the point of intersection and we build a shell around the edge of the mesh. We repeat the last step on all the edges containing the points of intersection of the mesh with the function \( f \). The addition of nodes on the interface as well as the refinement of the edges are represented in figure 2 and the mesh thus constructed in this case is represented in figure 3. Note that the technique is the same for cutting other shapes, just give the function \( f \) defining the geometry of the obstacle we want to cut.
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Figure 1: Close view to the mesh around the NACA.
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Figure 2: Mesh with nodes added.
Despite the introduction of several criteria on the method of edge cutting, elements of poor quality can appear in the mesh. Improving the quality of the elements therefore means trying to get as close as possible to equilateral triangles or regular tetrahedra. The quality of a mesh (or sub-mesh) is defined as the minimum quality of its elements. To improve the quality of the elements after edge cutting method, we introduce the notion of edge swapping (see [25, 26]). More details about the immersed boundary used in this paper are given in a previous work [15].

2.5. Algorithm
The complete algorithm requires a (fixed) starting base mesh $M_{\text{base}}$ and can be described as follows.

(i) For a given time $t^n$:
   1.1 Knowing the function $f$ defining the geometry of the obstacle at time $t^n$, perform the cutting edge method of the base mesh $M_{\text{base}}$. We denote the new mesh $M_{t^n}$.
   1.2 Apply edge swapping and a new refinement iteration to improve $M_{t^n}$.
   1.3 Reinterpolate the velocity and pressure fields from previous time steps ($u_{n-1}$, $u_{n-2}$ and $p_{n-1}$) on the new mesh $M_{t^n}$.
   1.4 Apply the appropriate boundary conditions at time $t^n$. In particular, Dirichlet boundary conditions are imposed inside the object and on all nodes on its boundary, including the ones recently introduced.
   1.5 Solve the Navier-Stokes equations using the fractional–step projection method and compute the solution ($u_n$, $p_n$)

(ii) Go to next time step.

Note that, at each time step, the cutting edge method (see step 1.1) is performed on a base mesh $M_{\text{base}}$ adding a new nodes in the mesh $M_{t^n}$ and thus the previous solution must be interpolated on the new mesh at each time step. Interpolation is done in a classical manner. Using the coordinates of such a new node in mesh $M_{t^n}$, we determine which element of the old mesh contains it and then simply use the Lagrange basis functions to interpolate. The step 1.2 in the algorithm do not increase the size of the system to be solved numerically since there is no nodes to be inserted on the mesh but just used here to enhance the quality of the elements.

3. Numerical results
We present two numerical results related to horizontal axis wind turbines (HAWTs, as some people like to call them) because it represent the main goal of this work.
3.1. Flow around and airfoil NACA4418
Most HAWTs have blades designed as airfoils similar to aircraft wings. Thus, the first case
investigated to assess the proposed method is representative of the Tjaereborg wind turbine [27, 28]. It has a diameter \( D = 61 \) \( m \) and the rotor blade profiles are modeled using NACA4418 airfoils as in [29], with a chord length decreasing linearly from hub to tip. The wind speed \( U_\infty \) and the rotational speed are set so that the tip speed ratio \( TSR = \lambda = \frac{\Omega R}{U_\infty} = 7.07 \). Output boundary is treated with simple out ow conditions of zero streamwise gradients and constant pressure. The aim of this investigation is to validate the fact that the numerical IB method proposed for unstructured grids perform good results compared to those presented in [29].

3.1.1. Computational setup

The geometry of the problem is presented in Figure 4. To apply the IB method proposed in this paper we need to define the function \( \phi \) as discussed in section 2.4. The expression of the NACA profile is:

\[
(y)^2 = \left( \frac{0.15c}{0.2} \right)^2 \left[ 0.2969 \sqrt{\frac{x-1/3}{c}} - 0.1260 \left( \frac{x-1/3}{c} \right) - 0.3537 \left( \frac{x-1/3}{c} \right)^2 + 0.2843 \left( \frac{x-1/3}{c} \right)^3 - 0.1015 \left( \frac{x-1/3}{c} \right)^4 \right]^2 \quad (5)
\]

which is represented in Fig 4. Thus, its boundary is given by the level set function:

\[
\phi(x, y) = (y)^2 - \left( \frac{0.15c}{0.2} \right)^2 \left[ 0.2969 \sqrt{\frac{x-1/3}{c}} - 0.1260 \left( \frac{x-1/3}{c} \right) - 0.3537 \left( \frac{x-1/3}{c} \right)^2 + 0.2843 \left( \frac{x-1/3}{c} \right)^3 - 0.1015 \left( \frac{x-1/3}{c} \right)^4 \right]^2 = 0
\]

The initial (non body-fitted) mesh is presented in Figure 5 and contains 86 580 nodes, a number favorably comparable to the meshes used in [30] (120 000 nodes) and [31] (more than 200 000 nodes).

Applying the IB method, we use the function \( \phi(x, y) \) to cut the mesh and the result is given in figure 6.
3.1. Results

Figure 7 presents the vorticity field generated along the blades. These helical vortical structures are generated at the rotor tip and hub where the circulation gradient is the highest. Each helical structure is subject to growing instabilities and further transition which clearly shown in the construction of a von Kármán vortex street (see figure 8). This flow visualization also demonstrates the ability of the proposed IB method to capture large vortex over a long distance unless turbulence model was not used in this case since the Reynolds number $Re$ calculated is $Re = 1100$ where $Re = \frac{\rho U c}{\mu}$.

3.2. Four-Bladed Concept Wind Turbine

The second case investigated in this paper is a four-Bladed concept wind turbine. In general, HAWT usually have two or three rotor blades. A turbine with two rotor is faster and cheaper, but it flickers more than the rotor with three blades and is less efficient. Three blade rotors operate more smoothly and are therefore less disturbing. For this study, we choose to study numerically a four-Bladed concept wind turbine which is a new design studied theoretically in the following section.

3.2.1. Theoretical modeling

Theoretical analysis is conducted for the calculus of the theoretical power generation. In fact, wind power depends on the velocity and the mass flow rate

$$P = \frac{1}{2} m v^2 = \frac{1}{2} \rho A v^3$$
Taking in consideration the turbine Power coefficient, power in the wind is calculated using the following equation:

$$ P = \frac{1}{2} \rho A v^3 C_p $$

Where:

- $P$: Power in watts
- $\rho$: Air density At sea level air density is approximately $1.2kg/m^3$
- $A$: Turbine area in $m^2$, which can be calculated from the length of turbine blades. In this study, the turbine high is $0.9m$ and width is $1.25m$. Therefore, area is $A = 1.125m^2$
$v^3$: wind speed, which is the velocity of the wind in m/s. 
$C_p$: Power coefficient, usually varies according to wind turbine design, ranging between 0.05 and 0.45. In this case, we choose $C_p = 0.2836$ based on the selected angle $160^\circ$ ([32]).

To verify this theoretical results a numerical simulation based on IB method was carried out under the following computational setup.

### 3.2.2. Computational setup

The four-bladed design of a HAWT rotor blade can be expressed in polar coordinates (at time $t = 0$) by:

$$
\begin{align*}
  z^0(\theta) &= (\alpha + \beta \cos(4\theta)) \cos(\theta), \\
  y^0(\theta) &= (\alpha + \beta \cos(4\theta)) \sin(\theta)
\end{align*}
$$

where $\alpha = \frac{1}{5}$ and $\beta = \frac{1}{10}$. In cartesian coordinates, this corresponds to

$$
(y^0)^2(z^0)^2 - \frac{5}{4}((y^0)^2 + (z^0)^2)^2 \left(0.3 - \sqrt{(y^0)^2 + (z^0)^2}\right) = 0 \quad (6)
$$

As illustrated in Figure 9, the object is rotating clockwise around the $x$-axis with angular velocity $\omega$. At a given time $t$, the boundary of the four-bladed concept Wind Turbine is given by the level set function:

$$
\phi(x, y, z, t) = (y^0)^2(z^0)^2 - \frac{5}{4}((y^0)^2 + (z^0)^2)^2 \left(0.3 - \sqrt{(y^0)^2 + (z^0)^2}\right) = 0
$$

where

$$
\begin{align*}
  z^0 &= z \cos(\omega t) - y \sin(\omega t) \\
  y^0 &= z \sin(\omega t) + y \cos(\omega t)
\end{align*}
$$

This last expression is a counterclockwise rotation of the point $(z, y)$ to put it back in its original position. Eq. (6) can then be used to determine the boundary of the geometry. From (7), one easily gets

$$
\begin{align*}
  z(t) &= z^0 \cos(\omega t) + y^0 \sin(\omega t) \\
  y(t) &= -z^0 \sin(\omega t) + y^0 \cos(\omega t)
\end{align*}
$$

which gives the position of a point on the rotor blade at any time to apply adequately the boundary conditions.
This four-bladed turbine is rotating inside a cylinder of diameter $D = 1$. Computations were carried out for $Re = 50$ and $St = 10$. The IB method was applied on an unstructured tetrahedral mesh having 115,372 elements (20,038 nodes and 136,629 edges). Cross section of the mesh on a plane passing through the rotating blades is presented in Figure 10. Note that there is not regular triangular mesh but merely the intersections of three-dimensional meshes with the plane. The mesh for the IB method is illustrated after edge division and is slightly more refined in the region where we need to rotate the rotor. Note also that all nodes inside the moving rotor blade will be eliminated from the linear systems, thus reducing the computational cost.

3.2.3. Results  The velocity profile shown in figure 11. Isolines of the velocity component in the flow direction is presented in figure 12 and a close view of the velocity vecteurs is also shown in figure 13.

Qualitatively, The helical vortical structure that is usually observed experimentally downstream the rotor is clearly shown in figure 13. Quantitatively, the numerical results obtained was used to calculate the power gained and compared to those obtained experimentally as it is shown in table 1.

It is shown this table that there is a gap between the theoretical and experimental output power, where a several factors have affected clearly on the actual performance, these factors are due to external factors, lack of resources, process, geometrically, or due to human error. Also,
Table 1: Four-Bladed Concept Wind Turbine: comparison of the numerical results at different Wind speed values.

| Wind speed (m/s) | Theoretical power (W) | Numerical power (W) | Experimental power (W) |
|------------------|-----------------------|---------------------|------------------------|
| 2.0              | 2.0                   | 1.92                | 1.8                    |
| 3.0              | 5.0                   | 4.25                | 4.22                   |
| 4.0              | 12.0                  | 11.12               | 11.03                  |
it is shown that the numerical simulation of such a problem present results comparable to those obtained experimentally. The gap between the results is due the mesh considered, more accurate results can be obtained for more fine meshes.

4. Conclusions
In the present investigation, we have presented an immersed boundary method where a base mesh is locally modified in order to fit the boundary of the Wind Turbine. Thanks to the use of unstructured grids and the proposed method, such complex geometries can be handled and solved using a fractional-step projection scheme. The obtained CFD results are compared with the experiment. The results show that the method works remarkably well in various situations of Horizontal wind Turbine. These simulations can be further exploited to get more insights into wind turbine wakes and their interactions with complex environments and to validate design tools based on simpler models.
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