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Abstract

The Physarum solver [31, 18] is an intuitive mechanism for solving optimisation problems. The solver is based on the idea of a current reinforced electrical network, whereby the conductivity \( \sigma(t) \in \mathbb{R}_+^E \) is reinforced by the current or flow, \( \phi(t) \in \mathbb{R}_+^E \). In this paper, we show how the Physarum solver obtains the solution to the linear transshipment problem on a digraph \( G = (V, E) \). We prove that the current \( \phi(t) \) and \( \sigma(t) \) converge with an exponential rate to a positive flow minimising \( \ell(\phi) = \sum_{ij} \ell_{ij}\phi_{ij} \). The limit flow has full support on the optimal set \( \hat{H} \). If we assume that \( \hat{H} \) is a connected subgraph, the electrical potential vector \( p(t) \in \mathbb{R}^V \) converges to a solution \( p^* \) of the dual problem which is a discrete \( \infty \)-harmonic function ([14, 25]) defined on the vertices of a subgraph \( H^* \) which in many cases is a spanning subgraph, i.e. \( V(H^*) = V(G) \).

1 Introduction

Many biological systems solve problems in a decentralized manner. As a leading example, path-finding by *Physarum polycephalum* (a giant amoeba of true slime mold) is well studied. Physarum can find the shortest path in a maze and the risk-minimum path in the inhomogeneous field of risk [20, 21, 22]. On the basis of experimental work, a differential equation model of such path minimisation has been proposed [23, 19]. The model is based on the idea of a current reinforced electrical network. As current or flow increases through a medium the conductivity is increased.
The Physarum solver has been primarily studied by numerical simulation. Indeed, the algorithm was extended in order to make it applicable to a wider range of problems concerning the optimal design of networks, e.g. the shortest network problem \[29\] and multi-objective optimisation \[30, 32\]. Numerical simulation shows a good performance in problem solving and a correspondence to some interesting characteristics of the biological system \[24\]. Onishi et al. have published a few papers on the rigorous analysis of the Physarum solver \[16, 18, 17\]. The work is pioneering and just at the beginning.

A mathematical description of the Physarum solver is as follows. We consider a weighted directed graph \(G = (V, E, \ell)\), where the positive weights \(\ell_{ij} > 0\) are interpreted as lengths of the arcs \(ij \in E\). For the physarum solver the candidate flow \(\phi(t), t > 0\), is obtained as an electric current in an electrical resistor network obtained from an adapting positive conductivity vector \(\sigma(t) = (\sigma_{ij}(t)), t \geq 0\).

We apply fixed external current sources, described by a fixed source vector \(b = (b_i)\) which defines the flow requirements, and we obtain from \(\sigma(t)\) the current \(\phi(t) = (\phi_{ij}(t))\) and potential \(p(t) = (p_i(t))\) using Kirchhoff’s laws. The physarum solver is then completely specified by updating the conductivities according to the recipe

\[
\frac{d}{dt}\sigma_{ij}(t) + \sigma_{ij}(t) = \phi_{ij}(t). \tag{1}
\]

We can arbitrarily choose the initial state \(\sigma_{ij}(0) > 0\), for all \(ij \in E\). We show that \(\phi(t)\) converges at an exponential rate to a positive flow \(\hat{\phi}\) that minimises the cost \(\ell(\phi) := \sum_{ij} \ell_{ij} \phi_{ij}\). In \[5\] and \[15\] minimum cost flow problems are solved using electrical networks with non-linear resistors. In contrast, the Physarum Solver works by modifying networks with ordinary linear resistors.

In this report, we state a couple of theorems and proofs regarding the algorithm by means of mathematical analysis. Using the above model, we obtain a more general result than that obtained in \[18\] which gives the convergence for certain shortest-path problems in planar graphs. As stated above, we show convergence to a solution of the transshipment problem \[28\] for the given weighted digraph. One consequence is that the shortest path in a maze is certainly obtained and the analysis indicates additional utility and performance of the algorithm.

We also show that \(\hat{p} = \lim p(t)\) converge to a canonical dual solution in the form of an \(\infty\)-harmonic function, which, generally, is defined outside the node support of the minimum flows. Discrete infinity-harmonic functions have been introduced in \[14, 25\] as value functions for certain type of games. (Our definition of discrete \(\infty\)-harmonic functions is slightly different for directed problems and take into consideration the direction of the arcs in another way.) The discrete infinity-laplacian is highly non-linear, but here we obtain the harmonic solution as a limit using solutions of the ordinary linear laplacians \(L(\sigma(t))\).

What perhaps makes the Physarum solver stand out as an algorithm is that its implementation is physically immediate; the computation relies on physical quantities like conductivity, potential and flow, which are present for many natural systems; in particular, they can be derived from underlying diffusion
1.1 Preliminaries

A vector \( \phi \in \mathbb{R}^A \) is a real-valued functions on the finite index-set \( A \). We write \( x = (x_\alpha) \), \( \alpha \in A \). The support \( \text{supp} \, x \) is the set of \( \alpha \) where \( x_\alpha \neq 0 \). Arithmetic operations and relations between vectors should be interpreted component-wise, for example \( xy^2/\ell \leq z \) should mean the vector \( (x_\alpha y^2_\alpha/\ell_\alpha \leq z_\alpha) \). Scalars are interpreted as constant vectors of appropriate dimensions when needed. We restrict the domain of vector \( x \) to \( B \subset A \) by writing \( x_B \) or \( x|_B \). The characteristic function for a set \( S \subset A \) is denoted \( 1_S \). When using matrix-algebra, all vectors are column vectors and the corresponding row-vector is denoted by \( x^T \). For a vector \( x = (x_\alpha) \), we use \( |x| \) to denote the vector \((|x_\alpha|)\). We use \( x^+ \) and \( x^- \) to denote the positive and negative parts, respectively, so that \( x = x^+ - x^- \) and \( |x| = x^+ + x^- \). The norm \( \|x\| \) is used to denote the \( \ell_1 \)-norm of \( x \), i.e. \( \|x\| = \sum_\alpha |x_\alpha| \), and the norm \( \|x\|_\infty \) is the maximum norm \( \|x\|_\infty = \max_\alpha |x_\alpha| \).

The language from graph theory is hopefully standard. However, we consider mainly directed graphs \( G = (V,E) \) without loops and multiple edges. The term graph will usually mean such digraphs. Elements of \( V \) are called nodes (or vertices) and are denoted \( i, j, k, l \) etc.; the elements of \( E \subset V \times V \) are called directed arcs (edges) and are denoted \( ij, kl \), etc. For the arc \( ij \), \( i \) is the tail and \( j \) is the head of the arc. We sometimes write \( |G| \) for the number of edges \( |E(G)| \). The underlying undirected graph of a digraph \( G \) is denoted by \( U(G) \). An oriented subgraph \( H \) of \( G \) is a digraph \( H \) such that \( U(H) \) is a subgraph of \( U(G) \). An oriented graph corresponds with a vector \( \xi_H \in \{0,1,-1\}^E \), where \( \xi_H(ij) = 1 \) if \( ij \in H \), \(-1 \) if \( ji \in H \) and zero otherwise. The oriented subgraph \( H \) is thus a directed subgraph if \( \xi_H = 1_{E(H)} \). As oriented subgraphs goes, we will mainly deal with oriented paths, oriented cycles and oriented cuts (cut-sets) of \( G \), and if the corresponding subgraph is a sub-digraph of \( G \) we talk of a directed cycle, path or cut in \( G \).

We use standard asymptotic notation. Thus \( g = \Omega(f) \) means \( \lim \inf \|g/|f| > 0 \), \( g = O(f) \) that \( \lim \sup \|g/|f| < \infty \) and \( g = o(f) \) that \( \lim \sup \|g/|f| = 0 \), as the relevant limit is taken.

1.2 The transshipment problem

In a discrete setting the transshipment problem has the formulation of a minimum cost flow problem on a directed connected graph \( G = (V,E) \) without upper capacities and positive linear costs. A flow (or a b-flow) is an arc-vector \( \phi = (\phi_{ij})_{ij \in E} \in \mathbb{R}^E \) that satisfies, for all nodes \( i \in V \), Kirchhoff’s Current Law

\[
\sum_{ij \in E} \phi_{ij} - \sum_{ki \in E} \phi_{ki} = b_i. \tag{2}
\]
The source vector is the node vector $b \in \mathbb{R}^V$ obtained as the prescribed net out-flow at nodes. We assume that $\sum_i b_i = 0$. If $b_i > 0$ we say $i$ is a supply node (or source) and if $b_i < 0$ a demand node (or sink). A flow is positive if $\phi_{ij} \geq 0$, meaning that the flow goes in the direction of the arcs. The cost is a positive linear function on flows

$$\ell(\phi) := \ell^T \phi = \sum_{ij \in E} \ell_{ij} \phi_{ij}, \quad \ell_{ij} \geq 0.$$ 

The cost coefficients $\ell_{ij} > 0$ will be referred to as lengths prescribed to the arcs.

The transshipment problem is to minimise the cost among all positive flows. It can be shown (see e.g. [28, 33]) to be equivalent to the more general minimum cost flow problem and subsumes among others the shortest path problem and the minimum cost assignment problem. An undirected problem is a problem without the positive flow constraint, with cost function $\ell(|\phi|)$. It can be mapped to an equivalent transshipment problem if we replace each arc with a pair of arcs in both directions.

For the given directed graph $G = (V, E)$, let $B = B_G \in \mathbb{R}^{V \times E}$ denote the boundary operator to $G$, i.e. the matrix given by

$$B_{ie} := \begin{cases} -1 & \text{if } i \text{ is the head of arc } e \\ +1 & \text{if } i \text{ is the tail of arc } e \\ 0 & \text{if } i \text{ is not incident with } e. \end{cases}$$

The linear transshipment problem can be stated quite effectively using the matrix $B$, i.e.

$$\text{minimise } z = \ell^T \phi, \text{ where } B\phi = b \text{ and } \phi \geq 0, \quad (3)$$

For the given source vector $b \in \mathbb{R}^V$, we denote the affine space of corresponding flows by $\Phi = \Phi(b, G) \subset \mathbb{R}^G$. The convex polyhedron of positive flows is denoted by $\Phi^+ = \Phi^+(b, G)$, i.e. $\Phi^+ = \{ \phi \in \mathbb{R}^G : B\phi = b, \phi \geq 0 \}$. The target for the Physarum Solver is to reach the set of flows $\phi \in \Phi^+$ where the cost $\ell(\phi)$ is minimum. Since $\ell > 0$, this makes up a convex polytope (i.e. a bounded polyhedron) $\hat{\Phi} = \hat{\Phi}(b, G, \ell)$.

A cut is a partition $(S, V \setminus S)$ of $V$ in two parts and the corresponding oriented cut is given by the vector $\kappa^S := B^T 1_S \in \{-1, +1, 0\}^E$. Given a flow $\phi \in \Phi(b, G)$, it holds that for any cut $\kappa = \kappa^S$ the net flow $\kappa^T \phi$ equals

$$b(S) := b^T 1_S = \sum_{i \in S} b_i = - \sum_{i \in V \setminus S} b_i. \quad (4)$$

The transshipment problem (3) is feasible, i.e. $\Phi^+ \neq \emptyset$, if and only if, for every $S \subset V$ with $b(S) > 0$, there is some arc from $S$ to $V \setminus S$.

A negative cost cycle is an oriented cycle $\gamma \in \{0, 1, -1\}^E$ such that the cost $\ell(\gamma) < 0$. That a flow $\phi \in \Phi^+$ admits an augmenting cycle $\gamma$ means that the flow $x + \delta \gamma$ is feasible, i.e. positive, for some scalar $\delta > 0$. It is well known (e.g. [12]) that a positive flow is of minimum cost if and only if it admits no
augmenting negative cost cycle. Since the problem (3) does not have any upper capacities, a positive flow \( \hat{\phi} \in \Phi^+ \) belongs to \( \hat{\Phi} \) if and only if for every negative cost cycle \( \gamma \) there is some arc \( ij \) such that \( \gamma_{ij} = -1 \) and \( \hat{\phi}_{ij} = 0 \).

From linear programming theory \cite{12}, we obtain that the dual problem corresponding to (3) is

\[
\text{maximise } w = p^T b, \text{ where } B^T p \leq \ell
\]

for the dual variables \( p = (p_i) \in \mathbb{R}^V \). In the physarum solver, the dual variables \( p_i, i \in V \), are interpreted as potential values in the electric network. It is the cocycle of potential differences, \( B^T p = (p_i - p_j)_{ij \in E} \), that carry all information and \( p \in \mathbb{R}^V \) will only be determined up to a constant. The cocycle space is the range of \( B^T : \mathbb{R}^V \to \mathbb{R}^E \) and constitutes the orthogonal complement to the cycle space \( \Phi(0,G) \) with respect to the standard inner product \( (x,y) \to x^T y \) on \( \mathbb{R}^E \). Elements of the cycle space are also referred to as circulations.

Instead of working with cocycles, we mainly use the corresponding fields (“electrical field strengths”), or slopes, by which we mean vectors \( \psi \in \mathbb{R}^G \) such that \( \ell \psi \) is a cocycle on \( G \). In other words, fields are vectors of the form

\[
\psi = \Psi(p) := (B^T p)/\ell = \left( \frac{p_i - p_j}{\ell_{ij}} \right)_{ij \in E}.
\]

Notice that, the constraint in (5) can be written \( \psi \leq 1 \). Fields and cocycles are for our purposes equivalent entities and the potential can be recovered, as \( p_i = p_k + \ell_{kj} \psi\pi \), where \( \pi \) is any oriented path from the (fixed) vertex \( k \) to vertex \( i \).

### 1.3 The non-symmetric physarum solver

Given a transshipment problem specified by \((G, b, \ell)\) as above, an electrical network is specified by the positive conductivity \( \sigma = (\sigma_{ij}) \in \mathbb{R}^E_+ \). The conductance vector is then \( \sigma/\ell \) and the resistance vector is given by \( \ell/\sigma \). Kirchhoff’s equations can be stated using the weighted graph laplacian

\[
L(\sigma) := BGB^T,
\]

where \( G = \text{diag}(\sigma/\ell) \in \mathbb{R}^{E \times E} \) is the diagonal matrix with the conductance vector \( \sigma/\ell \) along the diagonal. In our setting, Kirchhoff’s equations amounts to finding a solution \( p \in \mathbb{R}^V \) to the discrete Neumann problem

\[
L(\sigma)p = b
\]

A solution \( p \) gives the flow (the current) \( \phi \) via Ohm’s law

\[
\phi_{ij} = \sigma_{ij} \frac{p_i - p_j}{\ell_{ij}} = \sigma_{ij} \psi,
\]

where

\[
\psi = \Psi(p) = B^T p/\ell.
\]
In the Physarum Solver, we consider an electrical network which evolves through “time” \( t \in [0, \infty) \), where the state is specified by the corresponding time-varying conductivity vector \( \sigma(t) \in \mathbb{R}_+^E \). We let \( \phi(t) \in \mathbb{R}^E \) and \( p(t) \in \mathbb{R}^V \) denote the corresponding current and potential, which are derived from \( G, b, \ell \) and \( \sigma(t) \) by solving Kirchhoff’s equations. The current \( \phi(t) \) will at all times constitute a flow in \( \Phi(b, G) \), but not necessarily a positive flow, nor will the potential vector \( p(t) \) automatically be feasible for the dual problem. Since \( \text{supp} \sigma(t) = G \) which is connected by assumption, we can make the vector \( p(t) \) unique by stipulating that its lowest value is zero.

In this paper we use a version of the Physarum Solver, where the conductivity vector \( \sigma(t) = (\sigma_{ij}(t))_{ij \in E} \) is updated according to the non-linear equation

\[
\frac{d}{dt} \sigma_{ij}(t) + \sigma_{ij}(t) = \phi_{ij}(t). \tag{8}
\]

We can arbitrarily choose the initial condition as long as \( \sigma_{ij}(0) > 0 \), for all \( ij \in G \). For fixed \( \sigma(0) > 0, \ell \) and \( b \), in this paper, we refer to the electrical network obtained by letting \( \sigma(t) \), evolve, for \( t \geq 0 \), according to (9), as the Physarum Solver. Ohm’s law (7) immediately gives the following alternative form of (8)

\[
\frac{d}{dt} \log \sigma(t) = \psi(t) - 1, \tag{9}
\]

where \( \psi(t) := \Psi(p(t)) \).

The “non-symmetric” physarum solver defined by (8), or equivalently by (9), is different from the previous symmetric solver, presented in [31] and analysed in e.g. [18], where \( |\psi(t)| - 1 \) and \( |\phi_{ij}(t)| \) was used on the right hand sides of (9) and (8), respectively. The use of a non-symmetric conductivity vector \( \sigma_{ij}(t) \) is perhaps somewhat surprising; in an electrical network, conductivity and conductance works symmetrically at a fundamental level. If we have a double (undirected) arc \( \{ij, ji\} \), the electrical network will have an effective conductivity \( \sigma_{ij} + \sigma_{ji} \) across the corresponding arc and the flow across the two arcs will be proportional to these conductances. The two terms will not evolve identically; if the flow is from \( i \) to \( j \) consistently then the conductivity \( \sigma_{ji} \) in the opposite direction will be of order \( O(e^{-t}) \) as \( t \to \infty \).

1.4 Duality analysis

The convergence of the physarum solver to an optimal flow can be discussed in the context of primal-dual methods (see [12], [3]) to solve mathematical programming problems. By the Theorem of Complementarity of Slackness ([12, Theorem 13.4]), a primal-dual pair of feasible solutions \((p, \phi)\), corresponds to optimal solutions of the dual and primal problems, respectively, precisely when

\[
(\psi_{ij} - 1)\phi_{ij} = 0, \quad \forall ij \in E, \tag{10}
\]

which means that, for each arc \( ij \in E \), the points \((\psi_{ij}, \phi_{ij})\) lie on the broken “in-kilter line” \( \{0\} \times (-\infty, 1] \cup [0, \infty) \times \{1\} \) depicted in figure 1. This illustration
of duality is used in e.g. [5] [15], where it is showed that a non-linear resistor
network having the kilter-line as a “characteristic curve” for the resistor along
edge $ij$ will produce a current that solves the corresponding minimum cost flow
problem.

For the linear resistor networks used in the Physarum Solver, Ohm’s law,
(7) ensures that the point $(\phi_{ij}, \psi_{ij})$ is on the line going through the origin and
the point $(\sigma_{ij}, 1)$. The optimality criterion (10) can therefore be reformulated
as
$$\psi \leq 1 \text{ and } \phi = \sigma.$$  \hspace{1cm}  \text{(11)}

The dynamics of the physarum solver increase the logarithm of conductivity if
$\psi_{ij} > 1$ and make it decrease if $\psi_{ij} < 1$. From this, we obtain the following
observation.

**Proposition 1.** Any attractive fixed-point for the Physarum Solver must cor-
respond to a primal-dual pair $(\phi, \psi)$ where, for all $ij \in E$, $(\phi_{ij}, \psi_{ij})$ lie on the
kilter line: $\psi_{ij} = 1$, if $\phi_{ij} > 0$, and $\psi_{ij} \leq 1$ if $\phi_{ij} = 0$. It will thus correspond
to an optimal solution of the primal problem (3) and the dual problem (5).

### 1.5 The primal convergence theorem

However, it remains to show that $\sigma_{ij}(t)$ actually converges to some attractive
fixed point. The optimal set is the subgraph $\hat{H}$ of $G$ induced by arcs supporting
some minimum cost flows, i.e.

$$\hat{H} = G[\cup\{\text{supp } f : f \in \tilde{\Phi}(b, G)\}].$$

By the characterisation of optimal flows and the convexity of $\tilde{\Phi}$, $\hat{H}$ only support
zero-cost cycles and it follows that a positive flow is optimal precisely if it’s
Theorem 1. Assume that the stated problem (3) is feasible. Then the current $\phi(t)$ converges exponentially fast to some optimal flow $\tilde{\phi} \in \hat{\Phi}$, i.e. $\phi(t) = \tilde{\phi} + e^{-|\Omega(t)|}$. The limit flow $\tilde{\phi}$ has moreover full support, i.e. $\text{supp} \tilde{\phi} = \hat{H}$.

Note that, the fact that the Physarum Solver converges to a flow with full support on the optimal set puts it on par with interior point methods (see e.g. [26]) in linear optimisation. Although there are some similarities, the Physarum Solver seems to be distinct from interior point algorithms: For instance, neither the current $\phi(t)$ nor the potential $p(t)$ are supposed to be feasible solutions to (3) and (5) and are not interior points in this sense. In section 2, we briefly discuss possible extensions of the Physarum Solver to more general linear and non-linear optimisation problems.

1.6 Infinity harmonic functions and the dual convergence theorem

Given a directed graph $G = (V,E)$ and a subset $S \subset V$, we say that a potential $p \in \mathbb{R}^V$ with corresponding field $\psi = \Psi(p)$, is a discrete $\infty$-harmonic function on $G \setminus S$, if for all $i \in V(G) \setminus S$, we have

$$\max_{k:ki \in E} \psi_{ki} = \max_{j:i j \in E} \psi_{ij} \geq 0$$

We can restate this condition as follows: Consider the level sets $F_r := \psi^{-1}(r)$, $r \geq 0$, of the field $\psi = \Psi(p)$ and define

$$H_r := \cup_{s > r} F_s = \psi^{-1}((r, \infty)) .$$

Then $p$ is $\infty$-harmonic on $F_0 \cup H_0 \setminus S$ if and only if, for all $r$, $F_r$ is a union of directed paths with endpoints contained in $S \cup V(H_r)$.

Discrete functions satisfying (12) have been studied [14, 13, 25] as values for stochastic two-person games which are symmetric in a certain sense. The results in [25] concern the more general concept of length spaces. Our definition above is a little bit different, since we take the maximum over in-going and outgoing arcs in (12), separately. For the undirected problems, i.e. digraphs $G = (V,E)$ where $ji \in E$ whenever $ij \in E$, the definitions are equivalent.

Since all oriented cycles in $\hat{H}$ have zero cost, it follows that $\hat{\psi} = \xi_{\hat{H}}$ is a field on $\hat{H}$. The following lemma is an adaptation of Theorem 12 in [13]. For $A > 0$, let

Lemma 1. Assume that $\hat{H}$ is connected and that $\hat{p} \in \mathbb{R}^V(\hat{H})$ is the potential on $\hat{H}$ given by $\Psi(\hat{p}) = \xi_{\hat{H}}$ and $\min \hat{p} = 0$. Then there is a unique extension $p^* \in \mathbb{R}^V(H^*)$ of $\hat{p}$, where $\hat{H} \subset H^* \subset G$, such that $p^*_|_{V(H^*)}$ is $\infty$-harmonic on $H^* \setminus \text{supp} \hat{b}$. It is the unique such extension that maximises

$$S(p^*, H^*, A) := \sum_{r \in \mathbb{R}} |\Psi(p)^{-1}(r)| A^r .$$
for all sufficiently large $A$. Moreover, $p^*$ is dually feasible for (5), i.e. $\Psi(p^*) \leq 1$ for all arcs $ij \in G$.

We defer the precise construction to section 3.3. However, it should be noted that, if $G$ is connected and comes from an undirected problem, i.e. if all arcs comes in pairs of 2-cycles, then $\hat{H}$ is connected and $V(H^*) = V(G)$. Notice also that $\hat{H}$ is connected if, for all $S \subset V$ such that the symmetric difference $S \triangle (\text{supp } b) \neq \emptyset$, we have $b(S) \neq 0$; in particular, this holds for a generic source vector $b$.

The following theorem states that $p(t)$ converges to a $\infty$-harmonic function defined on $H^*$.

**Theorem 2.** Assume that $\hat{H}$ is connected and (3) is feasible. Then

$$\|p(t)|_{V(H^*)} - p^*|_{V(H^*)}\|_{\infty} = e^{-|\Omega(t)|},$$

where $p^*|_{H^*}$ is the unique $\infty$-harmonic extension of $\hat{p}$ obtained in Lemma 1.

The connection between discrete $\infty$-harmonic functions and dual solutions of the transshipment problem has, as far as we know, not been noted elsewhere. For the shortest path problem between a source $s$ and a sink $t$, Dijkstra’s algorithm construct a canonical limiting dual solution given by the distance functions to $s$ (or $t$). The $\infty$-harmonic dual solution $\hat{p}$ obtained is, in contrast to these solutions, symmetric under the symmetry of “time-reversal”, i.e. if we change the sign of $B$, $h$, we obtain a new solution $-\hat{p} + \text{const}$. In continuous theory, the relation between transport problems and the Neumann problem for the $\infty$-laplacian has been noted e.g. in [9], but, as far as we understand, then only defined on the transport set of optimal flows. The physarum solver, if it can be extended to the continuous setting, would perhaps be interesting for such problems.

### 1.7 Feasibility detection

The physarum solver will detect an infeasible problem fairly quickly. We state the following proposition without proof.

**Proposition 2.** If the problem (3) is infeasible then $\|p(t)\|_{\infty} \to +\infty$ before time $t_0$ for some constant $t_0 = t_0(b, \ell, \sigma(0))$. Otherwise, if the problem (3) is feasible then there is a constant $p_{\max} > 0$ such that $\|p(t)\|_{\infty} < p_{\max}$.

## 2 Discussion

### 2.1 General costs and general linear programs

The duality analysis stated in Proposition 1 remains valid for the more general class of linear programs of the form (3) given by more general coefficient matrices $B = A$ and linear cost $\ell(\phi) = \ell^T \phi$ where $\ell > 0$. That is, provided the laplacian
matrix $L(\sigma) = BGB^T$ is well behaved and provides a solution, any stable fixed-point to (8) should correspond to an optimal solution and vice versa. Although the proof in the next section uses arguments specific to graphs, one can hope to extend the applicability of the Physarum Solver to a larger class of linear programming problems.

Proposition 1, can also be generalised to more general convex costs, i.e., flows where the cost $C(\phi)$ is a convex increasing function of the flow $\phi \geq 0$. (See e.g. [15] or [8].) In the argument one should then substitute $\ell$ with the gradient $\nabla_\phi C(\phi) \geq 0$. However, as is well known, arguments based on duality breaks down for concave costs; these problems are in general NP-hard [10] and contains, e.g. the famous Steiner tree problem on graphs. The actual models [30] of the physarum organism use non-linear functions $|\phi_{ij}|^{1+\gamma}$, $\gamma > 0$, on the right hand side of (8), to fit empirical data. It may be taken as an heuristic method for the minimisation with increasing concave costs. The Physarum organism seems to do quite well solving simple Steiner problem [29], which partly can be explained by such concave cost minimising.

### 2.2 Efficient implementation of the physarum model

In this paper, we have not analysed the physarum solver as a computer algorithm for transport problems. Thus we make no assertions about the time or space complexity of an eventual computer implementation. However, some observations regarding its eventual place among existing algorithms can be made. It is clear that the physarum solver does not rely on any centralised synchronous computation and, assuming that the map that takes the conductiv ity vector to the corresponding current vector and vector of potential differences is provided by the environment, it is readily implemented from local dynamics with simple rules.

The one important algorithmic complexity in the physarum solver as defined here is the cost of solving Kirchhoff’s equations for a given conductivity vector. There are certainly efficient and localised solvers for Kirchhoff’s equations for general weighted laplacians (see e.g. [27]). However, it may be more elegant and perhaps ultimately more efficient to side-step this issue by using the well-known ([7] or [11]) relations between random walks on weighted graphs and electrical networks. As such, the physarum solver could be implemented in an entirely decentralised manner as a reinforced random walk. There are algorithms for the minimum cost flow problem, like the various auctions algorithm by Bertsekas et. al. (see [2]), that allows for being implemented asynchronously and in parallel.

The physarum solver seems quite similar to the variant of Baum’s algorithm [1], the “knee-jerk algorithm”, used in [4] to compute resistive inverses in electrical networks — if the obtained voltage over an edge is too large or small, we increase or decrease the conductivity, quite oblivious of global considerations. It would be nice to know if it is possible to find a similar interpretation for the physarum solver. This could possibly lead to faster implementations allowing for optimal steps in the basic iterations.

Another motivation for studying a randomised physarum solver is to model
biological systems. A randomised physarum solver can take many forms, for example as an “ant algorithm” with positive reinforcement of walks. It should be noted that, unlike the prototypical edge-reinforced ant algorithm \cite{6}, the randomised distributed physarum solver should update conductivities according to the net transport rather than total transport across arcs. In a forthcoming paper, we plan to investigate the possibilities of different distributed implementations of the physarum solver using the random walk connection. Indeed, the physarum solver can be used as a unifying model for several biological transport systems among them foraging ants and, of course, the physarum organism.

3 The proofs

In this section we prove Theorem 1 and Theorem 2 and is divided in several subsections. We start stating a couple of lemmas, including Lemma 5 and Lemma 4, concerning the continuity of Kirchhoff’s equations and the existence of solutions having constant field-strength locally. The construction of the infinity harmonic dual solution is made in section 3.3. Finally, we prove Theorem 1 and later we prove Theorem 2 by induction, using the result from Theorem 1 as the base case.

3.1 Some facts and lemmas

Recall that, for $S \subset V$, $b(S)$ is the required net flow across the cut $E(S,V \setminus S)$. Let $b^*_{\text{max}} = \max_S |b(S)|$ and let $b^*_{\text{min}} = \min\{|b(S)| : b(S) \neq 0\}$. The following elementary lemma states that if the total flow across a set of arcs is small enough we can find a nearby flow avoiding those arcs.

Lemma 2. Let $\phi \in \Phi$ be a given flow and let $E' \subset E$ be a set of arcs. If

$$w := \sum_{ij \in E'} |\phi_{ij}| \leq b^*_{\text{min}}$$

then there is a flow $\phi' \in \Phi$ with support $\text{supp } \phi' \subset \text{supp } \phi \setminus E'$ and such that

$$||\phi - \phi'||_{\infty} \leq w.$$  

Moreover, $\phi_{ij}\phi'_{ij} \geq 0$ for all $ij \in E$, so the flow $\phi'$ is in the same direction as that given by $\phi$.

Proof of Lemma 2. It is enough to show this for the case $|E'| = |\{ab\}| = 1$, the general case follows easily by induction. We can assume that the flow $\phi$ is positive, since we can reorient the graph $G$ without changing the statement of the lemma.

Let therefore $f = \phi - \phi_{ab} \cdot 1_{ab}$ where $\phi_{ab} = w > 0$. We intend to repair $f$ by constructing a $ab$-flow $\delta$ of value $w$ such that $f = f + \delta$ does not change the orientation of any arc. By the Max-Flow-Min-Cut Theorem and Theorem 4.3 in \cite{12}, this flow problem can be solved with $||\delta||_{\infty} \leq w$ unless there is an cut
$(S, V \setminus S)$ in $G$ separating $a \in S$ and $b \in V \setminus S$ with the following properties: Firstly, no arc in $G$, except $ab$ goes from $S$ to $V \setminus S$. Secondly, the capacity of the cut, which is given by $c := \sum_{i \in V \setminus S, j \in S} \phi_{ij}$, satisfies $c < w$.

Hence, for the original flow $\phi$, the flow goes from $V \setminus S$ to $S$ for all arcs in the cut except for the arc $ab$. Since the net flow of $\phi$ across the cut equals $c - w < b_{min}^*$, we can conclude that $b(S) = 0$. But then $c = w$ contradicting the existence of the cut.

The set $T$ of basic feasible solutions (bfs) are positive flows with support on directed graphs without oriented cycles, i.e. the underlying undirected graphs are forests. For a $\tau \in T$, removing an edge $ij$ from the support of $\tau$ results in a graph with two new components and $\tau_{ij} = b(S) > 0$, where $S$ is the component containing $i$. Hence, we have

$$b_{min}^* \leq \tau_{ij} \leq b_{max}^*, \ \forall \ ij \in \text{supp}\tau. \ \ (13)$$

A positive flow $\phi \in \Phi^+$ is circulation free if it is supported on a subgraph without a directed cycle. A circulation free positive flow $\phi$ with minimal edge support is a bfs; if $\gamma \in \{-1, +1, 0\}$ is an oriented cycle with $\text{supp}\gamma \subset \text{supp}\phi$ then $\phi' = \phi - \alpha \gamma$ is a positive circulation free flow with $\text{supp}\phi' \subset \text{supp}\phi$ for $\alpha = \min\{\phi_{ij}/\gamma_{ij}^- : \gamma_{ij}^- > 0\}$. It follows that, for any circulation free positive flow $\phi$, we can find a $\tau \in T$ and a $c > 0$ such that $c\tau_{ij} \leq \phi_{ij}$, where equality holds for at least one edge. It is then easy to deduce that $\phi$ can be written as a convex combination $\phi = \sum_{\tau} c_{\tau}\tau$, where at most $|\text{supp}\phi|$ coefficients $c_{\tau}$ are non-zero. We also have the following lemma.

**Lemma 3.** Let $\phi$ be a circulation free positive flow and $ab$ an edge in the support of $\phi$. There is a $\tau \in T$ with the property that $\tau_{ab} > 0$ and such that

$$\min \phi(\text{supp}\tau) \geq \frac{b_{min}^*}{b_{max}^*} \cdot \frac{\phi_{ab}}{|\text{supp}\phi|}. \ \ (14)$$

**Proof.** Write $\phi$ as a convex combination $\phi = \sum_{\tau} c_{\tau}\tau$ of bfs where at most $|\text{supp}\phi|$ of the $c_{\tau}$s are non-zero. Hence,

$$\max\{c_{\tau}\tau_{ab} : \tau_{ab} > 0\} \geq \frac{\phi_{ab}}{|\text{supp}\phi|} \implies c_{\tau} \geq \frac{1}{b_{max}^*} \cdot \frac{\phi_{ab}}{|\text{supp}\phi|}.$$  

The stated inequality then follows, since positiveness implies that $\phi \geq c_{\tau}\tau$, for all $\tau$, and thus

$$\min \phi(\text{supp}\tau) \geq c_{\tau} \cdot \min \tau(\text{supp}\tau) \geq c_{\tau} b_{min}^*$$

by (13). \qed

### 3.2 Kirchhoff’s equations

Given a weighted graph $G = (V, E, \ell)$ and a conductivity vector $\sigma = (\sigma_{ij}) > 0$, we will consider Kirchhoff’s equation with flow requirements (a Neumann problem)

$$L(\sigma)p = b, \ \ b \in \mathbb{R}^V \ \ (14)$$
and also with voltage prescriptions (a Dirichlet problem)

$$(L(\sigma)p)\big|_{V \setminus S} = 0, \quad p|_S = q|_S. \quad (15)$$

The orientation of the edges of $G$ are inessential. The equation (15) has a unique solution as long as $S$ intersect each component of $G$. The equation (14) has a solution as long as $b(W) = 0$ for every component vertex-set $W$ of $G$ and is unique up to linear combinations of the indicators of component vertex-sets of $G$. In particular, the corresponding cocycles and fields are unique. We say that $p \in \mathbb{R}^V$ is harmonic outside $S$ if $L(\sigma) = b$ and $\text{supp} b \subset S$.

The set of solutions to (15) are denoted $D(\sigma|_G, q|_S)$. The solution space to problem (14) are similarly written $N(\sigma|_G, b|_S)$, where $\text{supp} b \subset S$. For definiteness, we assume the disambiguation rule that the lowest value for $p$ in each component of $G$ is zero and we write $p = D(\sigma|_G, q|_S)$ and $p = N(\sigma|_G, b|_S)$ to stress that the solutions are assumed to exist uniquely. The vector $\sigma$ should have domain containing $G$ and $q$ should be defined on a subset of $V(G)$. For the problem (14) we implicitly extend $b$ to $V(G)$ by setting $b$ to zero outside the singular set $S$ if needed.

A conductivity vector which at the same time is a minimum cost flow allow solutions to (15) and (14) where the corresponding field is constant.

**Lemma 4.** Assume $\sigma \in \mathbb{R}_+^H$ is a conductivity vector supported on a graph $H$ where all oriented cycles satisfies $\ell(\gamma) = 0$. Assume further that $S$ is a subset $S \subset V(H)$ and that $b \in \mathbb{R}^V$ is an admissible source vector such that $\text{supp} b \subset S$.

If $\sigma$ is a positive flow with $B\sigma = b$ then

(a) the solution $p = N(\sigma|_H, b|_S)$ is given by $\Psi(p) \equiv 1$.

(b) if $\Psi(p) \equiv r$, $r > 0$, then $p = D(\sigma|_H, p|_S)$.

**Proof of Lemma 4.** By assumption, $\ell$ is orthogonal to all oriented cycles and is thus a cocycle. Hence, there is a vector $p \in \mathbb{R}^{V(H)}$ such that $\Psi(p) \equiv 1$. The first statement in the lemma then follows since

$$L(\sigma)p = B \cdot \text{diag}(\sigma) \cdot \Psi(p) = B\sigma = b.$$ 

The potential $p$ is essentially unique since $\text{supp} b$ must intersect all components of $H = \text{supp} \sigma$.

The second statement follows by the same reasoning since $\text{supp} b \subset S$ and the obtained $p$ is thus harmonic outside $S$. \qed

The following elementary, but crucial, lemma expresses the continuity of the solutions in Kirchhoff’s equations. Assume $\sigma$ and $\hat{\sigma}$ are two conductivity vectors on the connected digraph $G = (V, E)$ where we assume that $\text{supp} \sigma = E$ and where $H \subset G$ is the graph induced by $\text{supp} \hat{\sigma}$. Consider two cases

**(D)** $p = D(\sigma|_G, q|_S)$ and $\hat{p} = D(\hat{\sigma}|_H, q|_S), \ S \subset V(H)$.

**(N)** $p = N(\sigma|_G, b)$ and $\hat{p} \in N(\hat{\sigma}|_H, b_{V(H)}), \ S := \text{supp} b \subset V(H)$.

13
Lemma 5. For the solutions $p$ and $\hat{p}$ in both cases above, define

$$\tilde{p} := D(\sigma|G, \hat{p}|V(H)).$$

Let

$$\delta(\sigma, \hat{\sigma}) := \frac{\|\sigma - \hat{\sigma}\|_{\infty}}{\min_+ \sigma},$$

where $\min_+(x_\alpha) := \min\{x_\alpha : x_\alpha > 0\}$. Then

$$\|p - \tilde{p}\|_{\infty} = O(\delta \|\hat{p}\|_{\infty})$$

as $\delta \to 0$.

3.2.1 Proof of Lemma 5

Let $\psi = \Psi(p)$, $\check{\psi} = \Psi(\check{p})$ and $\hat{\psi} = \Psi(\hat{p})$. Notice that $\check{\psi}_{ij} = \hat{\psi}_{ij}$, for $i, j \in H$. Let $r := p - \hat{p}$, and $\rho := \Psi(r) = \psi - \check{\psi}$.

We expand $\sigma \check{\psi}^2 = \sigma (\psi - \rho)^2$ and obtain

$$\ell(\sigma \check{\psi}^2) = \ell(\sigma \psi^2) + \ell(\sigma \rho^2) - 2 \ell(\rho \sigma \psi).$$

(16)

Similarly, since $\psi = \check{\psi} + \rho$, we obtain

$$\ell(\hat{\sigma} \check{\psi}^2) = \ell(\hat{\sigma} \check{\psi}^2) + \ell(\hat{\sigma} \rho^2) + 2 \ell(\rho \hat{\sigma} \check{\psi}),$$

(17)

Let $\epsilon = \hat{\sigma} - \sigma$. Adding (16) to (17), and rearranging the terms gives

$$\ell \left( \epsilon (\psi^2 - \check{\psi}^2) \right) = \ell \left( (2 \hat{\sigma} - \epsilon) \rho^2 \right) + 2 \ell \left( \rho (\check{\phi} - \hat{\phi}) \right)$$

(18)

where $\phi = \sigma \psi$ and $\hat{\phi} = \hat{\sigma} \check{\psi}$. Both $\phi$ and $\hat{\phi}$ are currents with sources contained in $S$ and the last term in (18)

$$\ell \left( \rho (\check{\phi} - \hat{\phi}) \right) = r^T B (\check{\phi} - \hat{\phi}) = 0$$

vanishes. To see this, note that the Dirichlet case (D) implies that $r = p - \hat{p}$ is zero on supp $B(\check{\phi} - \hat{\phi}) \subset S$. In the Neumann problem (N), $B(\phi - \hat{\phi}) = b - b = 0$, since $\phi$ and $\hat{\phi}$ are flows with source vector $b$, by assumption.

Hence, after some more rearranging and using that $\psi^2 - \check{\psi}^2 = \rho (\check{\psi} + \psi)$ we obtain from (18) the equality

$$\ell(\check{\sigma} \rho^2) = \frac{1}{2} \ell \left( \rho c (\check{\psi} + \psi + \rho) \right) = \ell(\rho c \psi)$$

(19)

Since $r$ equals $p - \hat{p}$ on $V(H)$ and since $r$ is harmonic outside $V(H)$, we have $\|r\|_{\infty} = \|r|_{V(H)}\|_{\infty}$ by the maximum principle (e.g. [7]). Moreover, since $\rho = \Psi(r)$ and since, by assumption, $r_k = 0$ for some vertex $k$ in each component of $H$, we have, for any $i \in V(H)$ that

$$r_i = r_i - r_k = \ell(\pi_i \rho),$$
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where \( \pi_i \) is a vector representing some oriented path connecting \( i \) with the grounded vertex \( k \). The Cauchy-Schwarz inequality then implies that

\[
\|r\|_\infty^2 = \max_i (\ell(\rho_{\pi_i}))^2 \leq \text{diam } H \cdot \ell \left( \rho_{\pi_H}^2 \right),
\]

where \( \text{diam } H \) denotes the length of a longest shortest path in \( H \).

It follows from (20) that the left hand side in (19)

\[
\ell(\rho^2) \geq (\min_+ \hat{\sigma}) \cdot \ell \left( \rho_{H}^2 \right) \geq \frac{\min_+ \hat{\sigma}}{\text{diam } H} \cdot \|r\|_\infty^2.
\]

By Cauchy-Schwarz, the right hand side of (19)

\[
\ell(\rho \psi) \leq \frac{4|G|}{\min \ell} \cdot \|r\|_\infty \cdot \|\rho\|_\infty \cdot \|\psi\|_\infty,
\]

which gives

\[
\|r\|_\infty \leq \frac{4|G| \cdot \text{diam } H}{\min \ell} \cdot \delta \cdot \|\rho\|_\infty.
\]

where \( \delta = \|\epsilon\|_\infty / \min_+ \hat{\sigma} \).

It just remains to verify that \( \|\rho\|_\infty = O(\|\hat{\rho}\|_\infty) \): In case (D) it follows immediately that \( \|\rho\|_\infty = \|\hat{\rho}\|_\infty \) by the maximum principle. In case (N), we have \( \sigma \geq (1 - \delta)\hat{\sigma} \). The solution to the Neumann problem with conductivity \( (1 - \delta)\hat{\sigma} \) is given by \( \hat{\rho} / (1 - \delta) \) and we deduce from Rayleigh’s monotonicity principle ([7]) that \( \|\rho\|_\infty \leq \|\hat{\rho}\|_\infty / (1 - \delta) \).

### 3.3 The construction of \( (H^*, p^*) \) in Lemma 1

Given a pair \((H, p)\), where \( H \) is a subgraph of the weighted digraph \( G = (V, E, \ell) \) and \( p \in \mathbb{R}^V \) is a potential on \( H \), we say that a directed path \( \pi \subset G \) with endpoints \( \{a, b\} \subset V(H) \) has \((p-) slope \( r(p; \pi) = (p_a - p_b)/\ell(\pi) \). Note that, the slope along a directed path in \( H \) is a weighted average of the slopes of arcs along the path, i.e.

\[
r(p; \pi) = M_\pi(\psi) := \frac{1}{\ell(\pi)} \ell(\pi \psi)
\]

where \( \psi = \Psi(p) \) is the field on \( H \) corresponding to \( p \). We use \( \pi \) to both denote the directed path and the corresponding vector \( \xi_\pi \geq 0 \) in \( \mathbb{R}^E \).

The \( p \)-slope is constant on the path \( \pi \subset H \) if \( \psi_{ij} = r(p; \pi) \) for all arcs \( ij \in \pi \). A directed \( kl \)-path \( \pi \subset G \) is a directed trajectory to a connected subgraph \( H \subset G \) if both endpoints, \( k \) and \( l \), of \( \pi \) belongs to \( V(H) \) and all internal nodes are in \( V(G) \setminus V(H) \).
To construct the graph $H^*$ and $p^*$, we consider a given pair $(H, p)$ where $H \subset G$ is a connected subgraph and $p \in \mathbb{R}^{V(H)}$ is a potential on $H$. Initially, we have $(H, p) = (H, \hat{p})$ and we iterate the elementary extension $(H', p')$ of $(H, p)$ defined as follows: Let $\pi$ denote a directed trajectory to $H$ having maximum positive slope $r = r(p, \pi) > 0$. Let $H' = H \cup \pi$ and extend $p$ to $p'$ by requiring that $p'$ has constant slope on $\pi$. In the case we have many paths of the same maximum positive slope, we pick the first path in some lexicographic order. If no trajectory of positive slope exists then we stop and set $H^* = H$ and $p^{|_{V(H')}} = p$.

The construction ensures that the slope of extension paths will decrease in value: If $(H', p')$ has a trajectory $\pi'$ such that the $p'$-slope exceeds $r$ then $\pi$ cannot be a trajectory of maximum slope to $(H, p)$. To see this, let $\pi''$ be the unique trajectory to $H$ that contains $\pi'$ and note that the $p$-slope of $p''$ equals it $p'$-slope: which is obtained as an average of the $p'$-slope along sub-paths of $\pi$ and $\pi'$ and would thus exceed the $p$-slope of $\pi$, contradicting the choice of $\pi$ as a trajectory of maximum slope.

Furthermore, the $\hat{p}$-slope along any $\hat{H}$-trajectory, $\pi$, with endpoints $a, b \in V(\hat{H})$, must be strictly less than 1. Otherwise $\pi''$ can be extended to an oriented cycle $\gamma$, with $\pi$ as a positively oriented subsegment and $\gamma \setminus \pi$ an oriented $ba$-path in $\hat{H}$. Thus, $\ell(\gamma) = \ell(\pi) + \ell(\gamma \setminus \pi) = \ell(\pi) - (\hat{p}_a - \hat{p}_b)$.

If $r(\hat{\phi}; \pi) \geq 1$ then $\ell(\gamma) \leq 0$ and $\gamma$ is an augmenting negative- or zero-cost cycle contradicting the choice of $\hat{H}$.

The constructed extension clearly maximises $S(p^*, H^*, A)$ for large $A$, since it is easy to see that $F_r = (p^*)^{-1}(r)$ contains all edges contained in some $H_r = (p^*)^{-1}(r, \infty)$-trajectory of slope $r$: If we inductively assume that the extension to $H_r$ is maximising — which is trivial when $H_r = \hat{H}$ — then, so, is the extension to $H_r \cup F_r$, since $r$ and then $|F_r|$ are maximal.

### 3.4 The proof of Theorem 1

#### 3.4.1 Some relations and identities

We first state some more equivalent formulations of the adaptation rule given by (8) and (9): By multiplying (8) with the integrating factor $e^t$ and then integrate, we obtain

$$\sigma(t) = (1 - e^{-t})\tilde{\phi}(t) + e^{-t}\sigma(0),$$

where $\tilde{\phi}(t) \in \Phi$ is the discounted time-averaged flow

$$\tilde{\phi}(t) := \frac{1}{1 - e^{-t}} \cdot \int_0^t \phi(s) e^{-(t-s)} \, ds.$$  

That $\tilde{\phi}(t) \in \mathbb{R}^E$ is a flow follows from the convexity of $\Phi(b, G)$.

If we integrate (9), we derive

$$\sigma(t) = \sigma(0) e^{-(\hat{\phi} - 1)t}.$$  
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where
\[ \bar{p}(t) := \frac{1}{t} \int_0^t p(s) \, ds, \quad (26) \]
and \( \bar{\psi}(t) = \Psi(\bar{p}(t)) \) is the time average of \( \psi(t) \).

For a flow obtained as a current in an electrical network, the flow is always from higher potential to lower potential. Thus, if \( \phi \) is a current then each arc \( ij \) is contained in the cut given by \( S = \{ k : p_k \geq \max\{p_i, p_j\} \} \) and the flow across this cut is from \( S \) to \( V \setminus S \) only. Hence,
\[ |\phi_{ij}| \leq b_{\text{max}}^* \quad (27) \]
Since \( \hat{\phi} \) in (23) is an average of the currents \( \phi(s), s \leq t \), we deduce that conductivities stay bounded
\[ \sigma(t) = (1 - e^{-t})\hat{\phi}(t) + e^{-t}\sigma(0) \leq K_0 := b_{\text{max}}^* + \max \sigma(0). \quad (28) \]
(We will label constants \( K_1, K_2, \ldots \) and \( c_1, c_2, \ldots \).)

Since \( \sigma_{ij}(t) > 0 \), we also obtain that
\[ \min_{ij} \hat{\phi}_{ij}(t) \geq -\sigma(0) \cdot \frac{e^{-t}}{1 - e^{-t}}, \quad (29) \]
which means that the flow \( \hat{\phi}_{ij}(t) \) is “almost positive” for large \( t \). Let therefore \( f(t) \) be the non-circulatory positive flow \( f(t) \in \Phi^+ \) obtained from \( \hat{\phi}(t) \) by the application of Lemma 2 with respect to arc-set
\[ E := \{ ij : \hat{\phi}_{ij}(t) \leq 0 \} \cup \{ ij : \bar{\psi}_{ij}(t) \leq 0 \}. \]
The flow \( f(t) \) is non-circulatory, since \( \bar{\psi}_{ij}(t) < 0 \) for at least one \( ij \) along any directed cycle. Lemma 2 in conjunction with (29) and (25) gives that \( f(t) = \hat{\phi}(t) + O(e^{-t}) \) and we deduce from (28) that
\[ \sigma(t) = f(t) + O(e^{-t}). \quad (30) \]
Hence, there is a constant \( K_1 \), such that
\[ \frac{1}{2} f_{ij}(t) \leq \sigma_{ij}(t) \leq 2 f_{ij}(t) \quad \text{whenever } \sigma_{ij}(t) \geq K_1 e^{-t}. \quad (31) \]

The observation (34) below is in some sense the key to the proof of Theorem 1 and the statement is essentially the same as that given in by Onishi et al. in [18]. Let
\[ \xi(t) := \log \left( \frac{\sigma(t)}{\sigma(0)} \right). \quad (32) \]
Let \( \gamma = \gamma^+ - \gamma^- \in \mathbb{R}^E \) be fixed. Applying \( \ell(\gamma) \) on both sides of (25) gives
\[ \ell(\xi(t)\gamma) = \left( \ell(\bar{\psi}(t)\gamma) - \ell(\gamma) \right) t - \ell(\gamma) t. \quad (33) \]
After dividing by $-\frac{1}{\ell(\gamma)}$ and rearranging, we obtain

$$M_\gamma - (\xi(t)) = r \cdot M_\gamma(\xi(t)) + (r - 1) t - t \frac{\ell(\tilde{\psi}(t)\gamma)}{\ell(\gamma)}, \quad (34)$$

where $r(\gamma) := \frac{\ell(\gamma^+)}{\ell(\gamma^+)}$ and $M_\gamma(x)$, $\gamma \geq 0$, is the weighted mean

$$M_\gamma(x) := \frac{1}{\ell(\gamma)} \ell(\gamma x).$$

If $\gamma \in \Phi(0, G)$ is a circulation, then $\ell(\bar{\psi}(t)\gamma) = 0$ and we obtain

$$M_\gamma - (\xi(t)) = r \cdot M_\gamma + (\xi(t)) + (r - 1) t \quad (35)$$

and if $\gamma = -\pi$, where $\pi$ is a directed $ab$-path, we obtain

$$M_\pi(\xi(t)) = t(M_\pi(\bar{\psi}(t)) - 1) = t \left( \frac{\bar{p}_a - \bar{p}_b}{\ell(\pi)} - 1 \right) \quad (36)$$

3.4.2 The proof of Theorem 1

Let $kl \in G \setminus \hat{H}$. Using (35), we show below, for some $a_1 > 0$, that

$$\sigma_{kl}(t) \leq O(e^{-a_1 t}), \quad \forall kl \in G \setminus \hat{H} \quad (37)$$

It follows from (37) and Lemma 2 that we can write the circulation free positive flow $f(t)$ as $f(t) = \hat{f}(t) + O(e^{-a_1 t})$, where $\hat{f}(t)$ is an optimal flow supported on $\hat{H}$. (Recall that any such flow is optimal.)

Hence we have from (30) the decomposition

$$\sigma(t) = \hat{f}(t) + O(e^{-a_1 t}).$$

We also show below that

$$\hat{f}_{ij}(t) = \Omega(1), \quad \forall ij \in \hat{H}. \quad (38)$$

The conditions of Lemma 5 are now fulfilled for $\sigma = \sigma(t)$ and $\hat{\sigma} = \hat{f}(t)$. Moreover, Lemma 4 implies that the solution $\tilde{p} = N(\hat{f}(t)|\hat{H}, b|\hat{H})$ is constant and given by $\Psi_{\hat{H}}(\tilde{p})_{ij} = \psi_{*ij}^{\hat{H}} = 1$, $ij \in \hat{H}$. The estimates (37) and (38) shows that we may take $\delta(\hat{f}(t), \sigma(t)) = O(e^{-a_1 t})$ in Lemma 5. Thus, we obtain from Lemma 5, that $\forall i \in V(\hat{H})$, $p_i(t) = \tilde{p}_i + O(e^{-a_1 t})$ or, equivalently that

$$\psi_{ij}(t) = \psi_{*ij} + O(e^{-a_1 t}), \quad \forall ij \in \hat{H}; \quad (39)$$

where $\psi_{*ij} = 1$ for $ij \in \hat{H}$.

Write

$$\psi_{ij}(t) = \psi_{*ij} + \epsilon_{ij}(t).$$
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As a direct consequence of (25), we have
\[ \sigma_{ij}(t) = (1 - \tilde{\epsilon}_{ij}(t)) \cdot \sigma^* \cdot e^{(\psi^*_{ij} - 1)t} \] (40)
where \( \sigma^* > 0 \) is the constant vector
\[ \sigma^* := \sigma(0) \exp \left( \int_0^\infty \epsilon(s) \, ds \right). \]
and
\[ \tilde{\epsilon}(t) = \exp \left\{ \int_t^\infty \epsilon(s) \, ds \right\} - 1, \]
since the integrals are convergent by (39). We obtain from (40), for \( ij \in \hat{H} \), that
\[ \lim_{t \to \infty} \sigma(t) = \lim_{t \to \infty} \hat{f}(t) = \hat{\phi} \in \hat{\Phi}. \]
and that \( |\sigma(t) - \hat{\phi}| = O(e^{-a_1 t}) \).

For \( ij \in \hat{H} \), the exponential convergence of
\[ \lim_{t \to \infty} \phi_{ij}(t) = \lim_{t \to \infty} (\sigma_{ij}(t) \psi_{ij}(t)) = (\lim_{t \to \infty} \sigma_{ij}(t)) \cdot 1 = \hat{\phi}_{ij}, \]
follows. For \( ij \notin \hat{H} \), we have on account of Ohm’s law and (37) that
\[ |\phi_{ij}(t)| \leq K_3(t) \cdot \sigma_{ij}(t) = O(e^{-a_1 t}), \]
where, due to the maximum principle, we can take
\[ K_3(t) := \max_{i,j \in \text{supp} \tau} \left| p_i(t) - p_j(t) \right| \]
\[ \min \ell. \]
The numerator is stays bounded and is for large \( t \) at most \( \text{diam} \hat{H} \) since \( \psi(t) \) converge to 1 on \( \hat{H} \).

Proof of (37). Using Lemma 3 on the circulation free flow \( f(t) \) and taking the
(30) into account, we deduce the following: There is a constant \( c_3 \) such that,
for any given edge \( ij \), either \( \sigma_{ij} < K_1 e^{-t} \) or else there is a \( \tau = \tau(t) \in \mathcal{T} \) such
that \( \tau_{ij} > 0 \)
\[ \min \sigma(\text{supp} \tau) \geq c_3 \sigma_{ij}. \] (41)
(We suppress the time variable for readability.)

As before, let \( \xi(t) = \log \left( \sigma(t)/\sigma(0) \right) \). With \( kl \in G \setminus \hat{H} \) as in (37), either
\( \sigma_{kl}(t) \leq K_1 e^{-t} \) in which case we are through. Otherwise, there is a bfs \( \tau_1 \) such that
\[ M_{\tau_1}(\xi(t)) \geq \min \xi(\text{supp} \tau_1) \geq \log \sigma_{kl}(t) + \log K_4, \] (42)
where \( K_4 = c_3/\max \sigma(0) \), with \( c_3 \) as in (41).

Let \( \mathcal{T} \) denote the set of basic optimal solutions, i.e. feasible solutions sup-
ported on forests contained in \( \hat{H} \). If \( \tau_2 \in \mathcal{T} \) then we can apply (35) on the
circulation \( \gamma = \tau_2 - \tau_1 \) and deduce from (42) that
\[ \log \sigma_{kl}(t) \leq r M_{\tau_2}(\xi(t)) - (1 - r)t - \log K_4, \] (43)
where
\[ r = \frac{\ell(\tau_2)}{\ell(\tau_1)} \leq \max_{\tau \in \calT} \frac{\ell(\tau_2)}{\ell(\tau)} =: 1 - a_1 < 1. \]

Moreover, from (28), we know that \( M_{\tau_2}(\xi(t)) \leq \log K_0 \), whence
\[ \log \sigma_{kl}(t) \leq (1 - a_1) \log K_0 - a_1 t - \log K_4, \]
which proves (37).

\[ \square \]

Proof of (38). Clearly, we have for all \( t > 0 \) that \( \max_{ij} f_{ij}(t) \geq b_{max}^*/|E| \), and hence, by (41), there is, for all \( t \), some \( \tau_0 = \tau_0(t) \in \calT \) such that
\[ M_{\tau_0(t)}(\xi(t)) \geq \log \left( b_{max}^*/|E| \right) + \log c_3 - \max \log \sigma(0) =: \log c_0. \]

Choose \( \tau_1 \in \hat{\calT} \) arbitrary. If we apply (35) on the circulation \( \gamma = \gamma(t) = \tau_0(t) - \tau_1 \) we get
\[ M_{\tau_1}(\xi(t)) \geq r \cdot \log c_0 + (r - 1)t \geq \log c_6. \]

since, in this case \( r \geq 1 \) on account of \( \tau_1 \) being optimal. Since \( \xi_{ij}(t) \leq \log K_0 \), for all \( ij \), by (28), it follows that
\[ \min \xi(\text{supp} \tau_1) \geq \frac{\ell(\tau_1) \cdot (\log c_6 - \log K_0)}{\min \ell}. \]

This proves (38), since \( \tau_1 \) was chosen arbitrary among basic solutions with support in \( \hat{H} \).

\[ \square \]

3.5 The proof of Theorem 2

Since \( \hat{H} \) is connected, the construction of \( p^* \) as in section 3.3 goes through. Let
\[ \psi^*(H^*) = \{r_0, r_1, \ldots, r_M\} \subset (0, 1], \tag{44} \]
denote the slopes obtained by \( p^* \) on \( H^* \), where \( 1 = r_0 > r_1 > \cdots > r_M > 0 \).

Let further \( r_{M+1} = 0 \). For \( r = r_k > 0 \), let \( F_r = (\psi^*)^{-1}(r) \), \( H_r := \bigcup_{s > r} F_s \) and \( F_0 := G \setminus H^* \) and \( H_1 \) the empty graph vertex-set \( \text{supp} \theta \). Note that \( F_1 = \hat{H} \) and that \( H_r \) is connected for \( r < 1 \) and that \( H_0 = H^* \).

Assume that \( r = r_k \in \psi^*(H^*) \) is fixed. We simplify the notation by putting \( H = H_r, F = F_r \). We let \( r' = r_{k+1} < r \) and put \( H' = H_{r'} = H \cup F \). We prove Theorem 2 with an induction argument over \( k = 1, 2, \ldots \) using the induction hypothesis that, for some constants \( a_k > 0 \) and \( C_k > 0 \),
\[ |p_i(t) - p_i^*| \leq C_k \cdot e^{-a_k t}, \quad \forall i \in V(H_r). \tag{45} \]
This is shown to hold for \( r = r_1 (k = 1) \) on account of (39) in the proof of Theorem 1. The induction step comprise of showing that, for \( r > 0 \), we can extend (45) to hold for \( i \in V(F_r) \) for some constants \( a_{k+1} > 0 \) and \( C_{k+1} > 0 \).
The following two relations, (46) and (47), take us a good way through the induction step. Let $\xi(t) = \log(\sigma(t)/\sigma(0))$. If $r > 0$ then

$$\xi_{ij}(t) = (r - 1) t + O(1)$$

(46)

for all $ij \in F$ and

$$\xi_{ij}(t) \leq (r' - 1) t + O(1),$$

(47)

for $ij \in G \setminus H'$. We defer the proof of these two claims to the end.

We use Lemma 5 together with (46) and (47) to conclude the proof. We want to show that $p(t) = \mathcal{D}(\sigma(t)|_G, p(t)|_{V(H')})$, satisfies

$$|p_i(t) - p_i^*| = O(e^{-a_{k+1}t})$$

for $i \in V(H')$, by the maximum principle and the induction hypothesis (45). It is therefore enough to show that

$$|q_i(t) - p_i^*| = O(e^{-a_{k+1}t})$$

(50)

By (47), (30) and Lemma 2,

$$\|f'(t) - \sigma(t)\|_{\infty} = O(e^{(r-1)t}).$$

(51)

and by (46), (30) and Lemma 2,

$$f'_{ij}(t) = \Theta(e^{(r-1)t}) + O(e^{(r'-1)t}) = \Theta(e^{(r'-1)t}),$$

(52)

for $ij \in H'$. It follows that the conditions of Lemma 5 are fulfilled for the solutions in (49) and (48) with $\sigma = \sigma(t)$ and $\hat{\sigma} = f'(t)$ and

$$\delta(\sigma(t)|_G, f'_{\hat{\sigma}}|_G) = O(exp\{- (r - r')t\}),$$

and thus we can conclude from Lemma 5 that (50) holds with

$$a_{k+1} = \min\{a_k, r - r'\}.$$
Proof of (46) and (47). Integration gives that if \(|p_i(t) - p_i^*| = O(e^{-a_k t})\) then

\[|\bar{p}_i(t) - p_i^*| = O(1/t).\]  \hspace{1cm} (53)

We first show that

\[\xi_{ij}(t) \leq (r - 1) t + O(1), \quad \text{for all } ij \in G \setminus H.\]  \hspace{1cm} (54)

Given \(kl \in G \setminus H\), we obtain either that \(\xi_{kl}(t) \leq -t + O(1)\), or else, by (41), a basic solution \(\tau = \tau(t) \in T\) such that \(\tau_{kl} > 0\) and

\[\min \{\xi(\text{supp } \tau) \} \geq \xi_{kl}(t) + O(1).\]

The forest \(\tau\) contains a unique directed \(ab\)-path \(\pi\) containing \(kl\) with endpoints \(a,b \in H\) and internal vertices in \(G \setminus H\). Then (36) and (53) gives that

\[\xi_{kl}(t) \leq M_\pi(\xi) + O(1) = t(\bar{p}_a - \bar{p}_b) - 1) + O(1)
\]
\[= t(\bar{p}_a^* - \bar{p}_b^*) - 1) + tO(1/t) + O(1)
\]
\[\leq t(r - 1) + O(1),\]

since, by the construction of \(H = H_r\), we know that \(\pi\) has \(p^*\)-slope at most \(r = r_k\). This shows (54).

Furthermore, it follows by the construction of \(F = F_r\) that, if \(ij \in F\), then \(ij\) is the endpoint of an \(ab\)-path \(\pi\), \(a,b \in V(H)\), which has \(p^*\)-slope exactly equal to \(r\). Thus the \(\bar{p}(t)\)-slope of \(\pi\) equals \(r + O(1/t)\), by (53). But, by (25) and (54),

\[\bar{\psi}_{ij} = \xi_{ij}(t)/t + 1 \leq r + O(1/t),\]

and since the \(\bar{p}\)-slope of \(\pi\) equals the average

\[M_\pi(\bar{p}) = \frac{1}{\ell(\pi)} \sum_{ij \in \pi} \ell_{ij} \bar{\psi},\]

we obtain

\[\bar{\psi}_{ij} \geq r + \frac{\ell(\pi)}{\ell_{ij}} O(1/t) = r + O(1/t), \quad \forall ij \in \pi.\]

Together with (25) and (54) this shows (46).

It also follows that \(\bar{\psi}_{ij}(t) = r + O(1/t)\) for \(ij \in F\). Hence,

\[\bar{p}_i(t) = p_i^* + O(1/t) \quad \text{for } i \in V(H').\]  \hspace{1cm} (55)

Hence, we can use the same argument as for (54) to deduce (47), since that argument only used (53) which can be replaced by (55).

\[\square\]

Acknowledgements

This work was funded by the Human Frontiers Science Program grant RGP51/2007.
References

[1] Leonard E. Baum and J. A. Eagon. An inequality with applications to statistical estimation for probabilistic functions of Markov processes and to a model for ecology. *Bull. Amer. Math. Soc.*, 73:360–363, 1967.

[2] Dimitri P. Bertsekas. Auction algorithms for network flow problems: a tutorial introduction. *Comput. Optim. Appl.*, 1(1):7–66, 1992.

[3] Dimitri P. Bertsekas and David A. Castañon. Parallel primal-dual methods for the minimum cost flow problem. *Comput. Optim. Appl.*, 2(4):317–336 (1994), 1993.

[4] Don Coppersmith, Peter Doyle, Prabhakar Raghavan, and Marc Snir. Random walks on weighted graphs, and applications to on-line algorithms (extended. In *Journal of the ACM*, pages 369–378, 1990.

[5] Jack B. Dennis. *Mathematical programming and electrical networks*. The Technology Press of The Massachusetts Institute of Technology, Cambridge, Mass., 1959.

[6] Marco Dorigo, Vittorio Maniezzo, and Alberto Coloni. The ant system: Optimization by a colony of cooperating agents. *IEEE TRANSACTIONS ON SYSTEMS, MAN, AND CYBERNETICS-PART B*, 26(1):29–41, 1996.

[7] Peter G. Doyle and J. Laurie Snell. *Random walks and electric networks*, volume 22 of *Carus Mathematical Monographs*. Mathematical Association of America, Washington, DC, 1984.

[8] R. J. Duffin. Nonlinear networks. IIa. *Bull. Amer. Math. Soc.*, 53:963–971, 1947.

[9] J. García-Azorero, J. J. Manfredi, I. Peral, and J. D. Rossi. The Neumann problem for the $\infty$-Laplacian and the Monge-Kantorovich mass transfer problem. *Nonlinear Anal.*, 66(2):349–366, 2007.

[10] G. M. Guisewite and P. M. Pardalos. Minimum concave-cost network flow problems: applications, complexity, and algorithms. *Ann. Oper. Res.*, 25(1-4):75–99, 1990. Computational methods in global optimization.

[11] Frank P. Kelly. *Reversibility and stochastic networks*. John Wiley & Sons Ltd., Chichester, 1979. Wiley Series in Probability and Mathematical Statistics.

[12] Eugene L. Lawler. *Combinatorial optimization: networks and matroids*. Holt, Rinehart and Winston, New York, 1976.

[13] Andrew J. Lazarus, Daniel E. Loeb, James G. Propp, Walter R. Stromquist, and Daniel H. Ullman. Combinatorial games under auction play. *Games and Economic Behavior*, 27(2):229 – 264, 1999.
[14] Andrew J. Lazarus, Daniel E. Loeb, James G. Propp, and Daniel Ullman. Richman games. In Games of No Chance (Richard J. Nowakowski, ed.), volume 29, pages 439–449. MSRI Publications, Cambridge Univ. Press, 1996.

[15] G. J. Minty. Monotone networks. Proc. Roy. Soc. London. Ser. A, 257:194–212, 1960.

[16] T. Miyaji and I. Ohnishi. Mathematical analysis to an adaptive network of the plasmodium system. Hokkaido Mathematical Journal, 36:445 – 465, 2007.

[17] T. Miyaji, I. Ohnishi, A. Tero, and T Nakagaki. Failure to the shortest path decision of an adaptive transport network with double edges in plasmodium system. International Journal of Dynamical Systems and Differential Equations, 1:210–219, 2008.

[18] Tomoyuki Miyaji and Isamu Ohnishi. Physarum can solve the shortest path problem on riemannian surface mathematically rigorously. International Journal of Pure and Applied Mathematics, 47(3):353–369, 2008.

[19] T. Nakagaki and R. Guy. Intelligent behaviors of amoeboid movement based on complex dynamics of soft matter. Soft Matter, 4:1–12, 2008.

[20] T. Nakagaki, M. Iima, T. Ueda, Y. Nishiura, T. Saigusa, A. Tero, R. Kobayashi, and K. Showalter. Minimum-risk path finding by an adaptive amoebal network. Phys. Rev. Lett., 99, 2007.

[21] T. Nakagaki, H. Yamada, and A. Tóth. Maze-solving by an amoeboid organism. Nature, 407:470, 2000.

[22] T. Nakagaki, H. Yamada, and A. Tóth. Path finding by tube morphogenesis in an amoeboid organism. Biophys. Chem, 92:47–52, 2001.

[23] Toshiyuki Nakagaki, Atsushi Tero, and Ryo Kobayashi. A mathematical model for adaptive transport network in path finding by true slime mold. J. Theor. Biol., 244(4):553–564, 2007-02-21.

[24] Toshiyuki Nakagaki, Atsushi Tero, Ryo Kobayashi, Isamu Onishi, and Tomoyuki Miyaji. Computational ability of cells based on cell dynamics and adaptability. New Generation Computing, 27(1):57–81, November 2008.

[25] Yuval Peres, Oded Schramm, Scott Sheffield, and David B. Wilson. Tug-of-war and the infinity Laplacian. J. Amer. Math. Soc., 22(1):167–210, 2009.

[26] Cornelis Roos, Tamás Terlaky, and Jean-Philippe Vial. Interior Point Methods for Linear Optimization, second edition. Springer-Verlag, 2006.
[27] Daniel A. Spielman and Shang-Hua Teng. Nearly-linear time algorithms for graph partitioning, graph sparsification, and solving linear systems. In Proceedings of the 36th Annual ACM Symposium on Theory of Computing, pages 81–90 (electronic), New York, 2004. ACM.

[28] E. Tardós and Goldberg A. V. Survey on network flows. Don’t know, 1996.

[29] A. Tero, T. Nakagaki, K. Toyabe, K. Yumiki, and R. Kobayashi. A method inspired by ph ysarum for solving the steiner problem. International Journal of Unconventional Computing, 6:109–123, 2008.

[30] A. Tero, K. Yumiki, R. Kobayashi, T. Saigusa, and T. Nakagaki. Flow-network adaptation in ph ysarum amoebae. Theory in Biosciences, 127:89–94, 2008.

[31] Atsushi Tero, Ryo Kobayashi, and Toshiyuki Nakagaki. Ph ysarum solver: A biologically inspired method of road-network navigation. Physica A: Statistical Mechanics and its Applications, 363(1):115 – 119, 2006.

[32] Atsushi Tero, Seiji Takagi, Tetsu Saigusa, Kentaro Ito, Dan P. Bebber, Mark D. Fricker, Kenji Yumiki, Ryo Kobayashi, and Toshiyuki Nakagaki. Rules for biologically inspired adaptive network design. Science, 327(5964):439–442, January 2010.

[33] Harvey M. Wagner. On a class of capacitated transportation problems. Management Sci., 5:304–318, 1959.