On the properties of the massive binary black hole merger GW170729
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We present a detailed investigation into the properties of GW170729, the gravitational wave with the most massive and distant source confirmed to date. We employ an extensive set of waveform models, including new improved models that incorporate the effect of higher-order waveform modes which are particularly important for massive systems. We find no indication of spin-precession, but the inclusion of higher-order modes in the models results in an improved estimate for the mass ratio of (0.3 – 0.8) at the 90% credible level. Our updated measurement excludes equal masses at that level. We also find that models with higher-order modes lead to the data being more consistent with a smaller effective spin, with the probability that the effective spin is greater than zero being reduced from 99% to 94%. The 90% credible interval for the effective spin parameter is now (−0.01 – 0.50). Additionally, the recovered signal-to-noise ratio increases by ∼ 0.3 units compared to analyses without higher-order modes. We study the effect of common spin priors on the derived spin and mass measurements, and observe small shifts in the spins, while the masses remain unaffected. We argue that our conclusions are robust against systematic errors in the waveform models. We also...
GW170729 was observed on July 29, 2017 by the Advanced LIGO [1] twin detectors. Its detection was announced in [2] as part of GWTC-1, the gravitational-wave (GW) transient catalog of compact binary coalescences (CBCs) [3]. As reported in [2], GW170729 was emitted during the coalescence of two stellar-mass black holes (BH). It was observed during the offline analysis of the detection pipelines GstLAL [4] and PyCBC [5, 6], that search for signals from CBC events, as well as cWB [7], a pipeline tuned to search for transient signals whose frequency increases with time.

A number of reasons make GW170729 unique among the binary BHs (BBHs) observed to date. At a measured source-frame total mass of $\sim 85M_\odot$ and a distance of $\sim 3$Gpc (median values), it is likely the most massive and distant BBH. Additionally, it is one of only two GW events that show evidence for nonzero spins with an effective spin of $(0.11 - 0.58)$ at the 90% credible level [2]. Finally, it is the only event for which the more flexible, non-CBC-specific cWB search returns a lower false alarm rate than the CBC-specific GstLAL and PyCBC template-based searches. In spite of these, Ref. [8] concludes that GW170729 is consistent with the population of the other BBH detections.

The fact that GW170729 is the most massive BBH found so far makes it a good candidate to observe the effects of higher-order waveform modes. The GW emission from BBHs can be described as a superposition of GW modes $h_{\ell,m}$ as $h \equiv h_+ - i h_\times = \sum_{\ell,m} Y_{\ell,m}^{2}(\iota, \varphi) h_{\ell,m}(t, \vec{\theta})$ [9]. Here $h_+$ and $h_\times$ are the two GW polarizations, $Y_{\ell,m}^{2}$ denote spin-2 weighted spherical harmonics [10], which depend on the location $(\iota, \varphi)$ of the observer around the binary, while the modes $h_{\ell,m}$ depend on the masses and spins of the binary, denoted by $\vec{\theta}$. During most of the inspiral stage, $\iota$ is dominated by the quadrupole modes, $(\ell, m) = (2, \pm 2)$. The rest, known as higher-order modes, grow in strength during the merger and ringdown stages, their impact being larger for highly asymmetric and nearly edge-on binaries [11–17]. Finally, for more massive BBH systems the inspiral emission moves out of the sensitive band of advanced detectors, while sensitivity to the merger-ringdown increases and so does the impact of higher-order modes [16–18].

Standard detection and parameter estimation of BBH events is usually performed using GW templates without the higher-order mode content of the signals [2, 19–21]. Reference [2] studied the possibility that higher-order modes in GW170729 contribute to the fact that the event is recovered with higher significance by the flexible unmodeled, but less sensitive, search than the template-based searches [22]. By performing injections of signals without higher-order modes, it was argued that the difference in the measured significances is in fact not unlikely. It was shown that $\sim 4\%$ of the injected signals were recovered with a higher significance from cWB than PyCBC.

At the same time, the presence of strong higher-order modes in the GW signal can potentially lead to biased parameter estimation if they are omitted in the waveform templates [15–17, 23]. So far all reported events are consistent with nearly equal-mass, face-on BBHs, a fact that has prevented such biases, as shown in [24–26] for the case of events observed during the first observation run of Advanced LIGO. Even in this case, usage of models with higher-order modes can improve the accuracy of parameter estimation [17, 23, 27, 28]. Consequently, a reanalysis of GW150914 and GW170104 events using models with higher-order modes obtains modestly tighter parameter constraints with respect to previous analyses [26].

In this paper we present a detailed investigation into the properties of GW170729. We carry out a parameter estimation analysis similar to the one in [2] in order to study the effect of spin-precession, higher-order modes, and spin priors on inferences drawn about GW170729. We make use of a more extended set of CBC waveform models belonging to three distinct waveform model families: phenomenological [27, 29–34], effective-one-body [11, 35–39], and numerical relativity [40–45]. This set includes two new improved spin-aligned waveform models that include the effect of higher-order waveforms. We gauge the importance of a physical phenomenon, namely spin-precession and higher-order modes, by comparing posterior densities for various source parameters obtained through analyses using waveform models with and without that physical phenomenon included.

While we find no indication of spin-precession, higher-order modes have a distinct impact on the posterior density for various source parameters. We find that CBC waveform models that include higher-order modes result in posterior distributions for the mass ratio of the binary that are shifted away from unity, resulting in more support for unequal masses than originally concluded in [2]. In particular, we find a highest probability density (HPD) interval of the mass ratio of $(0.3 - 0.8)$ at the 90% credible level, while the corresponding upper limit of the HPD interval on the mass ratio without higher-order modes is $\sim 0.96$. This improved measurement, obtained us-
ing waveform models that include more physical effects, shows that GW170729 is not consistent with the merger of two equal-mass BHs at the 90% level. At the same time, models with higher-order modes lead to marginally less support for vanishingly small effective spin $\chi_{\text{eff}}^1$ and binary orientations where the orbital angular momentum points along or away from the line of sight. In particular, we find that the probability that the effective spin is positive is reduced from 99% when higher-order modes are omitted to 94% when they are included in the waveform models. We obtain consistent results when we use various CBC waveform models from different waveform families to describe the data. We thus argue that our conclusions are robust against systematic errors in the waveform models.

As the source-frame mass of the more massive BH is close to the proposed mass upper limit due to pair instability$^2$ [49] and the posterior for the binary mass ratio favors unequal masses, we further investigate the possibility of second generation (2g) merger [50, 51]. In a 2g merger scenario, the primary BH is the remnant of an earlier BBH merger. As such, it is expected to be more massive than its companion in GW170729 resulting in unequal binary masses, and to have a relatively large spin magnitude. We contrast this scenario to a first generation (1g) merger scenario which favors comparable component masses. We re-analyze the data using two different priors tailored to 1g and 2g mergers and calculate the Bayes Factor (BF) of the 2g versus the 1g hypotheses. We find a BF of 4.5:1(1.4:1) in favor of the 2g scenario when using waveforms with (without) higher-order modes. This value favors the 2g model, but not decisively so, in agreement with the results of [8]. This question has been earlier and independently addressed by Kimball et al. [52] and our results are in agreement with their results.

Finally, we compare the signal reconstruction obtained with CBC waveform models to a morphology-independent reconstruction [53]. We quantify the consistency between the CBC and the generic reconstruction by computing the noise-weighted overlap between the two. We find broad consistency between the two with overlap values typical of what is expected for this mass range and signal strength [54]. This result is only minimally affected by the inclusion of higher-order modes.

Posterior samples from all our analyses are available in [55]. The rest of the paper presents our analysis and conclusions in detail. Section II describes the analysis we carry out including the CBC waveform models, the priors, and the generic analysis. Section III presents results derived under the CBC waveform models and posterior densities for the source parameters. Section IV gives the results of the generic analysis and how they compare to the CBC-specific analysis. Finally, Sec. V presents our main conclusions.

II. ANALYSIS

In this section we describe the details of the analysis we perform including the data, waveform models, and inference approaches we use. Our analysis follows closely and builds off of the work originally presented in [2]. We employ two complementary approaches: one is based on waveform models constructed specifically to describe compact binary coalescences, while the other uses a more flexible waveform model that can capture unexpected signal morphology. We describe both analyses in the following.

A. Data and setup

We use the publicly available LIGO and VIRGO strain data for GW170729 from the Gravitational Wave Open Science Center [56, 57]. The LIGO strain data have been post-processed to subtract several sources of instrumental noise [58, 59] and calibrated as described in [2]. In particular we analyze 4s of strain data centered at the GW170729 trigger time. The analysis covers a bandwidth from $f_{\text{low}} = 20$ Hz with the upper frequency cutoff set to $f_{\text{high}} = 1024$ Hz for waveform models without higher-order modes and $f_{\text{high}} = 2048$ Hz when higher-order modes are included. For masses typical of GW170729 (a detector-frame total mass of $120M_\odot$ and mass ratio of 0.5) this upper frequency cutoff ensures that the analysis includes up to at least the $\ell = 5$ ringdown harmonic of a compact binary merger, the highest frequency mode available in the waveform models we use.

We assume that the noise in the three detectors is Gaussian and stationary. The power spectral density (PSD) of the noise is obtained from the same 4s of on-source data with the technique described in [60]. Specifically, a model consisting of a cubic spline and a number of Lorenzians is used to obtain posterior samples for the PSD from which a median PSD value is computed separately for each frequency bin. This median PSD is used in the estimation of the likelihood function in LALInference, RIFT, and BayesWave and we use the same PSD as [2] that is publicly available in [61].

B. CBC Waveform Models

The top half of Table I lists the CBC waveform models we use; these models describe the inspiral, merger, and ringdown signal from the coalescence of two BHs as predicted by General Relativity (GR). All CBC waveforms

1 The effective spin parameter is defined as the sum of the mass-weighted projections of the component spins along the orbital angular momentum and it is conserved to at least the second post-Newtonian order [46].

2 It has been suggested that pulsational pair instability supernovae will result in no BH remnants with masses above $\sim 50M_\odot$ as the remnant is disrupted during the explosion, eg. [47, 48].
TABLE I. List of waveform models we use to model the GW signal. The second and third columns indicate the spin dynamics and higher-order content ($\ell, |m|$) of each model in the co-precessing frame respectively. The fourth column gives the algorithm we use with each model. The bottom horizontal line separates the CBC-specific models and the morphology-independent models.

| Waveform Model | Spin Dynamics | Modes ($\ell, |m|$) | Algorithm |
|----------------|---------------|-------------------|-----------|
| IMRPhenomPv2 [34] | Precessing | (2,2) | LALInference |
| IMRPhenomD [32, 33] | Aligned | (2,2) | LALInference |
| IMRPhenomHM [27] | Aligned | (2,2), (2,1), (3,3), (3,2), (4,4), (4,3) | LALInference |
| SEOBNRv3 [62, 63] | Precessing | (2,2), (2,1) | LALInference |
| SEOBNRv4 [36] | Aligned | (2,2) | LALInference |
| SEOBNRv4HM [38] | Aligned | (2,2), (2,1), (3,3), (4,4), (5,5) | LALInference |
| NR HM [40–42] | Aligned | (\(\ell \leq 4\), \(|m| \leq \ell\)) | RIFT |
| NR/NRSur7dq2 HM [43–45] | Aligned | (\(\ell \leq 4\), \(|m| \leq \ell\)) | RIFT |
| NR [40–42] | Aligned | (\(\ell = 2\), \(|m| \leq \ell\)) | RIFT |
| NR/NRSur7dq2 [43–45] | Aligned | (\(\ell = 2\), \(|m| \leq \ell\)) | RIFT |

We can use the models in three main families: (i) phenomenological models (IMRPhenom), effective-one-body models (SEOBNR), and numerical relativity (NR). The first family is based on results of post-Newtonian theory [65] to compute the inspiral phase and a phenomenological approach to describe the merger, aided by calibration to EOBNR hybrid waveforms [32–34]. The second family uses the effective-one-body approach [66, 67], which is based on a resummation of post-Newtonian results to describe the inspiral, and uses calibration to NR simulations for the late-inspiral and merger [40, 68–70]. Both families describe the ringdown employing results of BH perturbation theory [71, 72]. The NR waveforms are obtained by solving the full non-linear Einstein equations and are subject only to numerical errors [73].

The NR simulations we use include a total of 763 spin-aligned and 625 spin-precessing simulations [40–42]. We optionally augment the list of NR simulations with waveforms computed using NRSur7dq2 [43–45], a surrogate model directly based on NR. The surrogate model we use is valid for mass ratio \(0.5 \leq q \leq 1\) and dimensionless spin magnitude \(\chi \leq 0.8\); however, the analysis performed results in a full posterior due to the inclusion of the NR waveforms that cover the remaining region. For both NR-related analyses, we include results with higher-order modes \((\ell \leq 4, |m| \leq \ell)\) and with only the \((\ell = 2, |m| \leq \ell)\) modes. When using the NR simulations we also assume that the spins remain aligned to the orbital angular momentum (no spin-precession).

C. Priors

Our analysis employs the following priors for the source parameters. The detector-frame component masses \(m_1, m_2\) are assumed to be uniform between \(10M_\odot\) and \(200M_\odot\) with \(m_1 > m_2\), while the mass ratio \(q \equiv m_2/m_1\) is restricted to be above 0.125. The sky location and orientation of the binary, as well as the directions of the component spins are uniform on the unit sphere. The distance is uniform in volume with a maximum cut off of 7Gpc, while the time and phase of arrival are uniform. We have verified that the mass and distance prior ranges encompass the entire region where the posterior distribution has non-negligible support.

For the magnitude of the dimensionless component spins \(\chi_i, i \in \{1,2\}\), we make different choices in order to investigate how this affects the posterior. The first prior is uniform-in-\(\chi\) up to 0.99 for both spin-aligned and spin-precessing waveform models. The second prior is uniform-in-\(\chi_z\), where \(\chi_z\) is the spin projection along the axis perpendicular to the orbital plane, with the re-

---

3 SEOBNRv3 includes the modes \((\ell, |m|) = (2,2), (2,1)\) in the co-precessing frame, the coordinate system for which the \(z\)-axis is instantaneously aligned with the Newtonian angular momentum, see [76].

4 In particular, we use the reduced order model implementation of SEOBNRv4 which is computationally less expensive [77, 78].
triction that the spin magnitude is below 1. This prior is sometimes referred to as ‘volumetric’ prior for spin-precessing models.

Finally, we also use priors targeted towards CBCs where the primary component is the product of a past merger. We study two cases. The 1g case uses a spin prior that is uniform-in-χ for both component spins and a mass ratio prior that favors equal masses

\[ p_{1g}(q) \propto \{1 + \exp[-k(q - q_0)]\}^{-1}, \]

where \( k = 20 \) and \( q_0 = 0.8 \). This prior choice was motivated in [80]. In the case of a 2g merger, the primary is expected to be more massive than the secondary binary component. We use a Gaussian mass ratio prior with a mean of 0.5 and a standard deviation of 0.2, motivated by Fig. 2 of [50]. In the 2g case, the primary is also expected to be spinning more rapidly. We therefore use a prior where \( \chi_1 \) is distributed according to a Gaussian centered at 0.7 with a width of 0.1 [50, 51]. The priors of secondary spin magnitude and both spin directions are uniform.

D. LALInference and RIFT

Given a waveform model and a set of prior choices, we compute the joint multidimensional posterior distribution of the source parameters. For fast-to-evaluate waveform models we use the publicly available software library LALInference [81, 82] to directly sample the posterior distribution. This approach computes the likelihood exactly at various points of the parameter space, but in order to obtain enough independent samples, millions of likelihood evaluation are required. This is prohibitive for models that are slow to evaluate, such as NR.

In these cases we use RIFT [83, 84]. RIFT’s three-stage algorithm first evaluates the likelihood on a dense grid; then approximates it via interpolation; and then uses Monte Carlo integration to produce the full posterior distribution. The number of grid points used for this particular NR-only analysis is 63,000, and the number of added surrogate points for the NR/NRSur7dq2 grid was 40,000; this brought the total number of points for the NR/NRSur7dq2 to 103,000. For context, RIFT in general calculates the marginalized likelihood on thousands grid points in parallel. For each marginalized likelihood, which has fixed intrinsic parameters, we evaluate the likelihood at \( \approx 10^6 \) different extrinsic parameters. Even though the number of evaluations are orders of magnitude larger than for LALInference, the overall wallclock time is considerably lower because the likelihood evaluations are faster and done in parallel, see [85] for details. However, due to grid limitations (discreteness and limited range), RIFT does not sample both extrinsic and intrinsic parameters jointly from the full posterior distribution. Instead it marginalizes over all extrinsic parameters to calculate the likelihood and posterior for just the intrinsic parameters.

All results obtained using LALInference marginalize over the same detector calibration amplitude and phase uncertainty as in [2] and publicly available in [86] using the method described in [87, 88]. All RIFT results assume perfect calibration; this choice was shown to not affect the intrinsic binary parameters [89].

E. BayesWave

Finally, we also use a minimal-assumptions analysis that does not make use of CBC-specific waveform models. We use BayesWave [53], a publicly-available algorithm [90] that does not explicitly assume that the signal is a CBC, and instead models it through a linear combination of basis functions, either sine Gaussian (known as Morlet Gabor) wavelets, or ‘chirplets’ [64], as listed in the bottom half of Table I. The latter are sine Gaussians modified with a linearly evolving frequency. BayesWave relies on a transdimensional sampler [91] to explore the multidimensional posterior of the parameters of the wavelets/chirplets (frequency, time, phase, amplitude, quality factor, and possibly the frequency derivative) as well as the number of wavelets/chirplets in the linear combination.

We then compare the signal reconstruction obtained with the morphology-independent models of BayesWave and with CBC waveform models. Broad agreement between the wavelet reconstruction and IMRPhenomPv2 was established in [2] and we here perform the same test for waveform models that include higher-order modes. We also quantify the level of consistency through the detector network overlap [92], defined as

\[ C_N \equiv \frac{(h_1, h_2)_N}{\sqrt{(h_1, h_1)_N(h_2, h_2)_N}}, \]

where \((h_1, h_2)_N\) denotes the inner product over the network defined by

\[ (h_1, h_2)_N = \sum_{i} (h_1^i, h_2^i) \]

where \(i\) sums over all the detectors in the network, and \((h_1^i, h_2^i)\) is the inner product in an individual detector defined by

\[ (h_1^i, h_2^i) \equiv 4\pi \int_{0}^{\infty} \tilde{h}_1^i(f) \tilde{h}_2^i(f) \frac{S_n(f)}{S_n(f)} df. \]

While BayesWave does not assume an explicit signal morphology, it does assume that the signal is elliptically polarized, that it propagates at the speed of light, and that there is no phase decoherence during the propagation.
In the above, $\tilde{h}_i(f)$ denotes a signal reconstruction sample computed with CBC models and $\check{h}_i(f)$ is a reconstruction sample computed with BayesianWave. Finally, $S_n^i(f)$ denotes the PSD of the detector. The superscript $i$ denotes the quantities as they appear in the $i^{th}$ detector.

### III. CBC-MODEL-BASED ANALYSIS

In this section we present results on inference with CBC waveform models. We study how the posteriors for the various source parameters are affected by the inclusion of spin-precession and higher-order modes in the waveforms. We also study the effect of spin priors and waveform systematics on the validity of our conclusions.

#### A. Higher-order modes

The importance of higher-order modes on a GW signal observed in the detectors depends on both extrinsic parameters, such as the inclination of the binary, and intrinsic parameters, such as the mass ratio. In general, signals from edge-on and asymmetric binaries include more power in higher-order modes. To study the effect of higher-order modes on GW170729 we analyze the data with waveform models both with and without higher-order modes. Table II gives the median and 90% symmetric credible interval and/or HPD (highest probability density interval) for various source parameters from multiple waveform models and the two spin priors.

We start by discussing the binary intrinsic parameters, in particular masses and spins. In Fig. 1 we show multi-dimensional corner plots for the posterior densities of the source-frame total mass $M$, the mass ratio $q$ and the effective spin parameter $\chi_{\text{eff}}$ with waveform models of the IMRPhenom (left) and the SEOBNR family (right). For these figures and all the figures of this subsection we show results with the uniform-in-$\gamma$ spin prior. Within each family, the spin-precessing model is given with a solid line, the spin-aligned model with a dashed line and the spin-aligned model with higher-order modes with a dotted line.

In all cases we find that the inclusion of higher-order modes does not have a large effect on the total mass measurement. The mass ratio of the system and the effective spin posteriors are both shifted. In particular we find that waveforms with higher-order modes consistently provide more support for unequal-mass systems and smaller effective spins. For the mass ratio we find that the 90% HPD interval is $(0.31 - 0.78)$ with higher-order modes and $(0.42 - 0.97)$ without them when using the spin-aligned IMRPhenomHM [SEOBNRv4HM] and IMRPhenomD [SEOBNRv4] models respectively. We conclude that GW170729 is not consistent with an equal-mass merger at the 90% level at least.

The combination of unchanged total mass but lower mass ratio means that the primary mass of GW170729 is inferred to be larger than previously measured. Reference [8] studied the population of the 10 detected BBHs and concluded that no more than 1% of BHs in BBHs are expected to be above $45M_\odot$. We find that our updated primary mass measurement is not at odds with this conclusion. In particular, we find that the probability that $m_1$ is lower than $45M_\odot$ is 17% using IMRPhenomPv2 and reduced to 6% with IMRPhenomHM. Given that we have detected 10 BBHs, it is not unlikely that the true $m_1$ of one of them is at the sixth posterior percentile. A more detailed population analysis in needed to quantify this statement, but this is beyond the scope of this paper.

We also find that higher-order modes result in less support for a positive effective spin in GW170729. Reference [2] reported that for GW170729 $\chi_{\text{eff}} \sim (0.11 - 0.58)$ at the 90% credible level using combined posterior samples between IMRPhenomPv2 and SEOBNRv3. Interestingly, this credible interval does not include zero, suggesting that at the 90% level GW170729 has a nonzero effective spin. The inclusion of higher-order modes slightly changes this picture as we now find that the corresponding 90% credible intervals no longer exclude zero: $\chi_{\text{eff}} \sim (-0.01 - 0.49)$ with IMRPhenomHM and $\chi_{\text{eff}} \sim (-0.02 - 0.50)$ with SEOBNRv4HM. The effective spin parameter is still probably positive with the probability of $\chi_{\text{eff}} > 0$ being 94% with higher-order modes, which is slightly reduced from the corresponding probability of 99% when higher-order modes are not taken into account. Overall higher-order modes cause the 95% lower limit for $\chi_{\text{eff}}$ to shift by $-0.10$ for the IMRPhenom family, $-0.13$ for the SEOBNR family.

Despite the broad consistency between results obtained with different waveform families, it is still possible that our results are partly affected by systematic uncertainties in the waveform models. To address this in Fig. 2 we plot again the mass ratio (left) and effective spin (right) posterior densities for the IMRPhenom and SEOBNR waveform models with (dashed lines) and without (dotted lines) higher-order modes. We find very small differences between both all the dotted and all the dashed lines and in particular between the new waveform models IMRPhenomHM and SEOBNRv4HM that include higher-order modes. More importantly, we find a clear separation between the dotted lines, i.e. the posteriors that include higher-order modes, and the dashed lines, i.e. the posteriors that do not include higher-order modes.

As a further test, in Fig. 3 we compare posteriors for $q$ and $\chi_{\text{eff}}$ computed with SEOBNRv4HM (red line) with NR waveforms (magenta lines), as well as with NR/NRSur7dq2 (green lines). Compared to Fig. 1 we omit the total mass posterior as RIFT did not compute source-frame quantities. In order to perform a fair comparison, all posteriors have been computed with RIFT, while for technical reasons we cannot use IMRPhenomHM with RIFT. We find excellent agreement between NR with higher-order modes, NR/NRSur7dq2
with higher-order modes, and SEOBNRv4HM. This shows that SEOBNRv4HM is as accurate as NR waveforms in describing GW170729. Moreover, the agreement between SEOBNRv4HM and IMRPhenomHM in Fig. 2 suggests that the latter IMRPhenom waveform is also highly accurate for the event studied here. While these posteriors are broadly consistent with those obtained in Fig. 2, we find a disagreement in results obtained with LALInference and RIFT with the same waveform model for the mass ratio at the 7% level. The nature of this difference and further numerical estimates are described in Appendix A. Overall, Figures 2 and 3 suggest that despite minor differences between the waveform models considered here, our main conclusions are robust.

We now turn to the binary extrinsic parameters. Figure 4 shows the matched-filter network signal-to-noise ratio (SNR) posterior density on the top and the two-dimensional posterior density for the luminosity distance and the inclination on the bottom. The network SNR is defined as the square root of the squared sums of the

The binary remains unchanged.
FIG. 2. Effect of waveform systematics. We show the mass ratio posterior (left) and the effective spin posterior (right) computed with different CBC waveform models that include higher-order modes (dashed lines) and models that do not include higher-order modes (dotted). Small differences between the posteriors from different waveform approximants are present, but these differences are much smaller than the effect of higher-order modes for both parameters.

FIG. 3. Corner plots for the posterior densities of the mass ratio and the effective spin parameter for the NR waveform family with (magenta lines) and without (green lines) NRSur7dq2 and SEOBNRv4HM (red line) computed with RIFT. As before, we use dashed (dotted) lines for posteriors with (without) higher order modes. We observe excellent agreement between NR and NR/NRSur7dq2, confirming the high accuracy of the NR surrogate model. Additionally, we find very good agreement between the NR analysis and SEOBNRv4HM when both are used with the same inference code, RIFT.

FIG. 4. Posterior density for the matched-filter SNR (top) and distance-inclination (bottom) for various waveform models. We find that both within the IMRPhenom and the SEOBNR waveform families, the waveform model that includes higher-order modes returns the highest value of matched-filter SNR. This higher SNR translates to lower distance and inclination angles closer to 90 degrees.

matched-filter SNR in each interferometer, calculated as $\rho = (h, d)/\sqrt{\langle h,h \rangle}$, where $d$ is the data and $h$ the signal model. The inclination is defined as the angle between the total angular momentum vector of the binary, whose direction we treat as fixed, and the line of sight. We
present results for waveform models of the IMRPhenom (blue) and the SEOBNR (red) families.

The SNR depends on both the intrinsic loudness of the data and the agreement between the signal and the template $h$. Since the data are common for all analyses, a larger SNR indicates a better agreement/overlap between the data and the template. While we find that within both families spin-precession has a minimal impact on the SNR, waveforms with higher-order modes report slightly larger SNR values, see the top panel of Fig. 4. This suggests that their inclusion leads to a marginally better fit of the data. The data, though, include both the GW170729 signal and a random realization of Gaussian noise, so a better fit of the data does not necessarily imply that waveforms with higher-order modes recover a larger fraction of the GW signal. In fact the observed SNR increase is smaller than the expected SNR variance due to noise realization, which is 1 [95].

We quantify the impact of higher-order modes on GW170729 by computing the Bayes Factor in favor of IMRPhenomHM compared to IMRPhenomD. We find a BF of 5.1:1. While it favors the model with HM, this BF is consistent with the fact that the HM waveforms are able to extract marginally more SNR from the data\(^6\). Moreover, we emphasize that the BF is not the same as the odds ratio in favor of higher-order modes, which quantifies our degree of belief that higher-order modes are present in the signal. The odds ratio is the BF times the prior odds in favor of the presence of higher-order modes. The latter is formally infinite within GR, as the theory of gravity unequivocally predicts that higher-order modes are present in all CBC signals. The BF presented here only quantifies if higher-order modes are a necessary feature of the models in order to describe the data, and not whether we believe that they exist in general.

Regarding the bottom panel of Fig. 4, we find that waveforms with higher-order modes result in less support for face-on/off binary orientations. This observation, coupled to the fact that we see more support for unequal masses and lower spins, see Fig. 1, suggests that higher-order modes lead to more support for sources that are intrinsically of lower amplitude\(^3\). This in turn leads to a posterior distribution for the luminosity distance that is shifted to lower values, as compared to analyses without higher-order modes, as also seen in the bottom panel of Fig 4.

Overall, we find that the inclusion of higher-order modes induces small but noticeable shifts in the parameter posteriors. Specifically, the matched-filter SNR increases, the mass ratio posterior obtains more support for unequal masses, and the effective spin parameter is more consistent with lower values; parameter measurements are given in Table II. The general consistency between the waveform model families we study here shows that our conclusions are robust against waveform systematics.

### B. Spin prior

Besides the CBC waveform models, posterior measurements are also affected by prior choices, in particular the spin prior [80]. To test the effect of the spin prior, we reanalyze the data this time assuming a uniform-in-$\chi_z$ prior, where $\chi_z$ is the spin component perpendicular to the orbital plane. The results are presented in Fig. 5 for the mass ratio (left) and the effective spin (right) and for waveforms of the IMRPhenom family. We have verified that we obtain qualitatively similar results when using SEOBNR and NR waveforms models. Due to computational constraints we have only checked results with SEOBNRv3 and the uniform-in-$\chi_z$ prior, as computed in [2].

We find that the spin prior has a minimal effect on the mass ratio posterior. This is expected as the correlation between mass ratio and effective spin is mostly present in the inspiral phase of a CBC. High-mass systems, such as GW170729 are instead dominated by the merger and ringdown in the LIGO sensitive frequency band. In this case little correlation exists between mass ratio and effective spin [96], and changing the spin prior doesn’t affect the mass ratio posterior. The effective spin parameter, on the contrary, is directly affected by the choice of the spin prior, and clear differences are visible. The uniform-in-$\chi_z$ prior favors larger spin magnitudes than the uniform-in-$\chi$ prior. As a result, the effective spin posterior is shifted to larger values. The median and 90% credible interval for the effective spin is $0.41^{+0.21}_{-0.23}$ under the uniform-in-$\chi_z$ prior and $0.35^{+0.22}_{-0.23}$ under the uniform-in-$\chi$ prior using the IMRPhenomPv2 waveform model. Additional spin measurements for other waveform models are presented in Table II.

### C. Second generation merger

Finally, we study the possibility of a 2g merger. In that scenario, GW170729 is created in a dense environment such as a nuclear or a globular cluster and its primary mass is the product of a previous merger of two BHs [50, 51, 97]. In that case, the mass ratio of the system is expected to be closer to 2:1 (as we find when we use waveform models with HM) and the spin magnitude of the primary should be close to 0.7 (the typical spin of the remnant BH after the merger of two equal-mass, non-spinning BHs) [98–102].

---

\(^6\) The BF is related to the SNR through $\log\text{BF} \propto 1/2\text{SNR}^2$. Therefore an SNR increase of $\sim 0.2$ compared to $\sim 10.8$ (see Table II) would result in a BF of $\sim 8$. This suggests that the measured BF of 5 is consistent with the SNR increase due to HM.

\(^3\) We have also verified this by computing the posterior of the intrinsic loudness (defined as the product of the SNR and the distance) with and without higher-order modes. We find that higher-order modes lead to larger probability for intrinsically quieter sources than the quadrupole templates.

---
We repeat our analysis with two more priors tailored to the cases of a 1g and a 2g merger scenario. Table III gives the median and 90% symmetric credible interval and/or HPD for various source parameters obtained with the 1g and 2g priors. Figure 6 shows the effect of this 2g prior on the mass ratio (left) and the effective spin (right) of the binary when using IMRPhenomD and IMRPhenomHM. We have verified that we obtain similar results with SEOBNR and NR waveform models. As expected from the priors we have selected, 2g runs show strong support for unequal masses. This support is even more evident for waveforms with higher-order modes, as anticipated from the results of the previous section. The effective spin parameter is similar, with 1g runs showing more support for nonzero binary components.

To further quantify the prior effect, we calculate the Kullback-Leibler (KL) divergence of posterior against prior [103]. We find a KL divergence for the mass ratio in the 1g case that is ~ 10 times smaller than the KL divergence in 2g or default prior scenarios, implying that we do not extract much information by applying the 1g mass ratio prior. For the effective spin, we find that the KL divergence in both priors are comparable as expected because the prior on the effective spin does not change as drastically as the prior on the mass ratio.

We also compute the 2g-vs-1g BF. We find 4.5:1 (1.4:1) for waveforms with (without) higher-order modes. We conclude that there is not enough support for the hypothesis that the GW170729 primary needs to be the product of a past merger in order to explain the data’s properties. Note that both 2g and 1g models have the same number of parameters, but different distributions in mass ratio and primary spin. The resulting BFs are therefore only affected by how well each model fits the data.
IV. MORPHOLOGY-INDEPENDENT ANALYSIS

The studies presented in the previous section relied on specific waveform models for the signal emitted during a CBC as predicted by GR. We here follow a more generic approach and analyze GW170729 in a morphology-independent way that does not explicitly assume it is a CBC described by the currently available waveform models. We use BayesWave to reconstruct the signal and then compare this reconstruction to the one obtained with CBC models. The comparison is shown in Fig. 7, where we plot the whitened strain as a function of time. At each time, the shaded region denotes the 90% credible interval of the reconstruction using CBC waveform models (blue) and BayesWave (orange). The left panel is obtained with the wavelets, while the right panel is obtained with chirplets. The top row is made with the CBC waveform model IMRPhenomPv2 which includes the effect of spin precession, but not higher-order modes. The bottom row uses IMRPhenomHM which assumes that the spins remain aligned with the orbital angular momentum, but includes higher-order modes.

As discussed in [2], BayesWave can sometimes reconstruct features that are not present in the CBC reconstructions as can be seen in the right hand side panels of Fig. 7, for example around $t=0.27s$ on the right panel. Unlike CBC model waveforms, wavelet-based models are not limited to a physically motivated waveform morphology. As a result, the BayesWave sampler can sometimes pick up random coherence between nearby noise samples. However, these outlying wavelets do not point to any potential additional features in the waveform. In fact, they are absent in the 50% credible intervals of the reconstruction, implying that they have a low significance. Similar outliers were observed in BayesWave analyses applied to simulated signals added to real data.

We find broad agreement between the CBC reconstruction and the BayesWave reconstruction in all cases. In particular, the 90% credible intervals obtained with the two methods overlap for all waveform models and BayesWave basis functions. The agreement suggests that the omission of higher-order modes does not degrade the reconstruction enough to leave a coherent residual detectable by BayesWave. This conclusion is in agreement with the results of the previous section, as well as the corresponding reconstruction plot in [2].

In order to make this statement quantitative, we draw 1000 samples from the the BayesWave posterior and compute their overlap with the maximum likelihood (ML) CBC waveform from the analyses using IMRPhenomPv2 and IMRPhenomHM. The posterior distribution for the overlap is given in Fig. 8 for wavelets (left) and chirplets (right). We find overlaps typically between 0.6–0.9. This large spread in the overlaps is a result of the inherent flexibility in wavelet-based analyses causing a large variance in the reconstructed signal morphology. Therefore, unlike CBC waveform samples which are motivated by a physical theory, a single BayesWave sample is not constrained by physical reconstruction considerations, other than propagation at the speed of light. Instead, the median BayesWave waveform (MBW), defined as being the median across the sample waveforms at each time or frequency step, represents a collective estimate across samples, assumed to represent “the wisdom of the crowd”. The MBW is a stable estimate of the reconstruction as it is relatively immune to the stochastic fluctuations in the variable dimensional sampler. Each of the four vertical lines in Fig. 8 represent the overlap values between the MBW and the ML CBC waveform. They are summarized in Table IV where we also show results obtained using SEOBNR waveform models. The ML CBC waveform has in general a higher agreement with the MBW waveform than with each of the individual samples.

We find that waveforms both with and without higher-order modes achieve large overlaps with the MBW reconstruction, in the range of $0.87–0.9$, consistent with expectations. In fact, Ref. [54] showed that for masses and SNRs typical of GW170729 the expected overlap between simulated signals and their median reconstructions is in the $0.85–0.9$ range at the 1-$\sigma$ level, similar to what we obtain here. The small remaining disagreement between the ML CBC reconstruction and the MBW reconstruction is due to the fact that, unlike modelled analyses, BayesWave is only sensitive to excess signal that stands out and above the detector noise. This means that it is less sensitive than CBC analyses in the lower frequencies, < 40 Hz. We find that if we increase the low frequency cut off in the overlap calculation to 40 Hz, the overlaps improve by ~ 0.07 for each pair of BayesWave and CBC waveforms.

Besides the good reconstruction, we find that waveforms with higher-order modes lead to similar overlaps with the BayesWave reconstruction to waveforms without higher-order modes. We perform the Kolmogorov–Smirnov test for the two overlap distributions for each panel of Fig. 8 and find only 0.048 and 0.017, which implies that both IMRPhenomPv2 and IMRPhenomHM reconstruct the data comparably well. This confirms that GW170729 is consistent with a CBC and that the higher-order modes are not strong enough to lead to a degradation of the signal reconstruction if neglected.

V. CONCLUSIONS

We analyze the publicly available strain data for GW170729, the highest mass and most distant confirmed GW detection by the LIGO and Virgo detectors. In particular we investigate the effect of higher-order modes and spin priors on the inference of the source parameters. We find that higher-order modes leave small but noticeable effects, while spin priors affect the spin mea-
| Parameter                  | $m_1 (M_\odot)$ | $m_2 (M_\odot)$ | $M (M_\odot)$ | $q$    | $\chi_{\text{eff}}$ | $\chi_P$ | SNR | $D_L (\text{Gpc})$ | $\cos \theta_{1N}$ |
|---------------------------|-----------------|-----------------|---------------|--------|---------------------|----------|-----|-------------------|---------------------|
| IMRPhenomPv2 (1g)        | 44.7$^{+6.8}_{-7.1}$ | 38.8$^{+6.9}_{-7.5}$ | 83.6$^{+11.6}_{-11.9}$ | 0.88$^{+0.12}_{-0.11}$ | 0.39$^{+0.22}_{-0.20}$ | 0.47$^{+0.31}_{-0.29}$ | 2.88$^{+1.57}_{-1.36}$ | 0.83$^{+0.22}_{-0.21}$ |
| IMRPhenomPv2 (2g)        | 56.1$^{+11.4}_{-12.8}$ | 30.8$^{+7.6}_{-7.8}$ | 87.1$^{+11.9}_{-11.3}$ | 0.55$^{+0.23}_{-0.20}$ | 0.37$^{+0.19}_{-0.18}$ | 0.48$^{+0.29}_{-0.28}$ | 2.64$^{+1.11}_{-0.97}$ | 0.83$^{+0.17}_{-0.19}$ |
| IMRPhenomD (1g)          | 44.7$^{+13.3}_{-13.9}$ | 39.0$^{+6.9}_{-6.5}$ | 83.5$^{+11.4}_{-11.3}$ | 0.88$^{+0.12}_{-0.10}$ | 0.38$^{+0.19}_{-0.18}$ | 0.47$^{+0.29}_{-0.27}$ | 2.79$^{+1.11}_{-1.03}$ | 0.80$^{+0.20}_{-0.18}$ |
| IMRPhenomD (2g)          | 54.6$^{+11.4}_{-11.3}$ | 30.8$^{+8.0}_{-7.2}$ | 85.5$^{+11.8}_{-11.3}$ | 0.56$^{+0.21}_{-0.19}$ | 0.34$^{+0.17}_{-0.16}$ | 0.48$^{+0.30}_{-0.28}$ | 2.52$^{+1.13}_{-1.00}$ | 0.79$^{+0.21}_{-0.20}$ |
| IMRPhenomHM (1g)         | 45.9$^{+10.9}_{-10.8}$ | 38.3$^{+6.7}_{-6.5}$ | 84.4$^{+11.8}_{-11.3}$ | 0.84$^{+0.16}_{-0.16}$ | 0.38$^{+0.20}_{-0.19}$ | 0.47$^{+0.29}_{-0.28}$ | 2.74$^{+1.13}_{-1.03}$ | 0.80$^{+0.20}_{-0.18}$ |
| IMRPhenomHM (2g)         | 58.7$^{+9.8}_{-9.8}$ | 30.0$^{+7.2}_{-7.4}$ | 88.3$^{+12.3}_{-11.3}$ | 0.51$^{+0.17}_{-0.16}$ | 0.30$^{+0.21}_{-0.20}$ | 0.45$^{+0.29}_{-0.28}$ | 2.11$^{+1.02}_{-0.92}$ | 0.69$^{+0.31}_{-0.29}$ |
| SEOBNRv4 (1g)            | 45.2$^{+8.5}_{-8.7}$ | 39.4$^{+7.1}_{-6.9}$ | 84.6$^{+11.8}_{-11.3}$ | 0.88$^{+0.12}_{-0.10}$ | 0.32$^{+0.19}_{-0.18}$ | 0.48$^{+0.30}_{-0.28}$ | 2.79$^{+1.11}_{-1.03}$ | 0.79$^{+0.21}_{-0.20}$ |
| SEOBNRv4 (2g)            | 54.9$^{+12.1}_{-12.5}$ | 31.7$^{+9.3}_{-8.7}$ | 86.6$^{+11.8}_{-11.3}$ | 0.57$^{+0.21}_{-0.20}$ | 0.34$^{+0.19}_{-0.18}$ | 0.48$^{+0.30}_{-0.28}$ | 2.51$^{+1.12}_{-1.00}$ | 0.78$^{+0.22}_{-0.20}$ |
| SEOBNRv4HM (1g)          | 45.1$^{+8.4}_{-8.7}$ | 38.5$^{+7.8}_{-7.5}$ | 83.7$^{+11.8}_{-11.3}$ | 0.87$^{+0.13}_{-0.12}$ | 0.38$^{+0.20}_{-0.19}$ | 0.47$^{+0.29}_{-0.28}$ | 2.94$^{+1.33}_{-1.20}$ | 0.78$^{+0.22}_{-0.20}$ |
| SEOBNRv4HM (2g)          | 56.6$^{+9.3}_{-9.9}$ | 30.4$^{+7.7}_{-7.6}$ | 86.8$^{+11.0}_{-10.9}$ | 0.54$^{+0.16}_{-0.15}$ | 0.29$^{+0.18}_{-0.17}$ | 0.45$^{+0.29}_{-0.28}$ | 2.43$^{+1.22}_{-1.04}$ | 0.72$^{+0.28}_{-0.26}$ |

TABLE III. Parameters of GW170729 obtained with various waveform models and the 1g and 2g priors. We quote median values and 90% credible intervals for the primary mass, the secondary mass, the total mass, the effective spin $\chi_{\text{eff}}$, and the effective precession parameter $\chi_P$. For the mass ratio we quote the median value and the 90% HPD. All masses are given in the source frame. The effective precession parameter $\chi_P$ is absent in the spin-aligned models.

FIG. 7. Signal reconstruction comparison for GW170729. We plot the 90% credible interval of the whitened strain data as a function of time for each of the LIGO detectors computed with CBC waveform models (blue) and BayesWave (orange). The top plots show IMRPhenomPv2 while the bottom plots show IMRPhenomHM. The left plots use the wavelet model of BayesWave, while the right plots use the chirplet model. The x axis represents the time in seconds from the nearest integer GPS time before the event. The y axis represents the strain amplitude whitened using a filter which is the inverse Amplitude Spectral Density (ASD) of the noise in the detector. The units are in multiples of the standard deviation of the noise. The generic signal reconstruction is consistent with the CBC signal reconstruction both when the latter includes higher-order modes and when it does not.

| Wavelets | Chirplets |
|----------|-----------|
| IMRPhenomPv2 | 0.88 | 0.90 |
| IMRPhenomD | 0.87 | 0.89 |
| IMRPhenomHM | 0.89 | 0.90 |
| SEOBNRv4 | 0.87 | 0.90 |
| SEOBNRv4HM | 0.88 | 0.89 |

TABLE IV. Overlaps between the median BayesWave reconstruction and the maximum likelihood CBC waveform with different waveform models.

We find that the inclusion of higher-order modes in the models leads to changes in the estimates for the mass ratio, the effective spin, and the SNR. Our updated parameter measurements imply decreased support for equal binary component masses and nonzero effective spin. In particular we conclude that the mass ratio is $(0.3 - 0.8)$ at the 90% credible level, a value that excludes equal masses. We also find that the 90% credible interval for the effective spin parameter has changed from $(0.11 - 0.58)$ as reported in [2] to $(-0.01 - 0.50)$, which now marginally includes zero. The effective spin parameter still has a 94% probability of being positive.

Consistent with these findings, we compute the BF in favor of the presence of higher-order modes, and find it to be 5:1:1. Moreover, their omission does not dramatically change the measured parameters, which would happen if they were strong [15–17]. This conclusion is also consistent with the fact that current matched-filter searches
for CBCs have a reduced efficiency towards signals with strong higher harmonics [104, 105] and this event was indeed observed in both the GstLAL and PyCBC searches.

We argue that the observed changes in parameter measurements are not due to systematic errors in the CBC waveform models. We compare results obtained with different waveform models with and without higher-order modes, including waveforms computed with NR. That leads us to believe that both the increased support for unequal masses and the decreased support for nonzero spin are robust conclusions.

We emphasize that the fact that the evidence for higher-order modes is weak does not contradict the fact that waveforms with higher-order modes lead to improved parameter measurements. In fact, accurate modeling of relevant physical effects can improve parameter measurements. This can be because said physical effect is present even if it is too weak to unequivocally detect, or because it helps exclude regions of the parameter space for which that effect would be larger than what we observe [26].

We augment the analysis using CBC waveform models with a morphology-independent analysis using BayesWave. We find broad agreement between the CBC analysis and the generic analyses regardless of whether the CBC model uses higher-order modes or not. We quantify this conclusion in terms of the overlap between the CBC and the generic reconstruction, which we find to be ~ 0.9, consistent with expectations for signals of this mass and SNR [54].

Posterior samples from all analyses are available at [55].
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### Appendix A: Differences between LALInference and RIFT

In Sec. III A we discuss how higher-order modes affect the posterior distributions for the various source properties of GW170729. We argue that waveform systematics are small since results with IMRPhenomHM and SEOBNRv4HM agree well with each other, and the latter agrees well with NR waveform models. The investigation of waveform systematics, though, also reveals that there is a residual small disagreement between results with SEOBNRv4HM obtained with LALInference and RIFT. We have performed extensive investigations into the nature of this disagreement and have been ultimately unable to pinpoint its origin.

| Parameter          | $q$          | $\chi_\text{eff}$ |
|--------------------|--------------|-------------------|
| SEOBNRv4HM ($\chi$) | $0.59^{+0.34}_{-0.24} 0.29^{+0.30}_{-0.20}$ |                  |
| NR/NRSur7dq2 ($\chi$) | $0.64^{+0.32}_{-0.24} 0.33^{+0.22}_{-0.22}$ |                  |
| NR/NRSur7dq2 ($\chi_z$) | $0.67^{+0.30}_{-0.24} 0.40^{+0.22}_{-0.24}$ |                  |
| NR/NRSur7dq2 HM ($\chi$) | $0.58^{+0.34}_{-0.24} 0.29^{+0.24}_{-0.24}$ |                  |
| NR/NRSur7dq2 HM ($\chi_z$) | $0.62^{+0.32}_{-0.24} 0.34^{+0.24}_{-0.24}$ |                  |
| NR/NRSur7dq2 (1g) | $0.91^{+0.08}_{-0.13} 0.38^{+0.20}_{-0.25}$ |                  |
| NR/NRSur7dq2 (2g) | $0.58^{+0.20}_{-0.20} 0.34^{+0.22}_{-0.22}$ |                  |
| NR/NRSur7dq2 HM (1g) | $0.91^{+0.09}_{-0.12} 0.38^{+0.23}_{-0.23}$ |                  |
| NR/NRSur7dq2 HM (2g) | $0.55^{+0.21}_{-0.19} 0.31^{+0.21}_{-0.23}$ |                  |

TABLE V. Estimates for the parameters of GW170729 obtained with RIFT using various priors and waveform models. We quote median values and 90% credible intervals for the effective spin and HPD for the mass ratio. We follow similar notation as Tables II and III.

We performed a number of reanalyses of the data in order to test the effects of various differences between the two algorithms. On the RIFT side these tests include: the NR grid, the specific choice of fitting coordinates, the noise PSD calculation, the data handling, the sampling rate, the lower frequency cut-off, the Monte-Carlo integration, the likelihood evaluation, the summation of higher-order modes to get the waveform, and the time window of the analysis. More technical details about these tests are presented in [108]. We also performed LALInference runs ignoring the detector calibration uncertainty. We found that none of these tests could account for the shift in the mass ratio posteriors.

Given the long history of testing and usage of LALInference, in this paper we also follow previous studies by the LIGO/Virgo Collaborations, for example [2, 109], and use LALInference for our main results. We do note, though, that RIFT results are qualitatively consistent and quantitatively close to LALInference and the discrepancy is only noticeable when higher-order modes are taken into account. The small residual disagreement will be the focus of future investigations.
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