Identification of a Five-miRNA Signature for Diagnosis of Kidney Renal Clear Cell Carcinoma
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Motivation: Kidney renal clear cell carcinoma, which is a common type and accounts for 70–80% of renal cell carcinoma, can easily lead to metastasis and even death. A reliable signature for diagnosis of this cancer is in need. Hence, we seek to select miRNAs for identifying kidney renal clear cell carcinoma.

Method: A feature selection strategy is used and improved to identify microRNAs for diagnosis of kidney renal clear cell carcinoma. Samples representing kidney renal clear cell carcinoma and normal tissues are split into training and testing groups. Accumulated scores representing the variable importance of each miRNA are derived from an iteration of resampling, training, and scoring. Those miRNAs with higher scores are selected based on the Gaussian mixture model. The sample split is repeated ten times to get more central miRNAs.

Results: A total of 611 samples are downloaded from TCGA, each of which contains 1,343 miRNAs. The improved feature selection method is implemented, and five miRNAs are identified as a biomarker for diagnosis of kidney renal clear cell carcinoma. GSE151419 and GSE151423 are selected as the independent testing sets. Experimental results indicate the effectiveness of the selected signature. Both data-driven measurements and knowledge-driven evidence are given to show the effectiveness of our selection results.
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1 INTRODUCTION

Kidney renal clear cell carcinoma (KIRC), which can easily lead to metastasis and even death, is regarded as one of the most common cancers in adults (McDougal et al., 2006). In order to realize the molecular diagnosis or prognosis of KIRC, many discoveries about biomarkers or signatures of KIRC have been made (Zhan et al., 2015). Moreover, many corresponding data-mining tools have been made (Xie et al., 2019). MicroRNAs (miRNAs) are regarded as noncoding regulatory RNAs that regulate gene expressions by complementary binding with the 3′-untranslated region (UTR) of target mRNAs and causing their degradation or suppressing mRNA translation. The corresponding profiles have been used for discovering biomarkers associated with diagnosis of KIRC (White et al., 2011).

Focusing on diagnosis of KIRC, univariate differentially expressed analysis together with fold change is commonly used and still in use for finding differentially expressed genes between KIRC tumor and the adjacent normal samples (Yang et al., 2014; Cui et al., 2020). However, this univariate
statistical testing is based on a univariate hypothesis, which has ignored the subsequent consideration of diagnosis unreasonable using univariate differentially expressed genes together. Instead, multivariate statistics (e.g., multivariate hypothesis testing) or predictive models (e.g., multi-dimensional classifiers) are to be considered.

Different from univariate differentially expressed analysis, we applied and improved a feature selection strategy using ensemble classification, i.e., ECFS-DEA (Zhao et al., 2020), for finding miRNAs that play an important part in the diagnosis of KIRC, as illustrated in Figure 1. In addition to Fisher’s linear discriminant analysis (LDA), k-nearest-neighbor (KNN), support vector machine (SVM), and random forest, which is also named as decision tree classifier (DTC), logistic regression (LR) together with multi-layer perceptron (MLP), and multinomial naive Bayes (MNB) are also used. The samples are randomly split in balance within the KIRC and normal tissue groups. Using the improved feature selection strategy, 15 miRNAs are selected to be the candidates for the diagnosis of KIRC. In addition, five of them with higher rankings derived from the variable selection step in Figure 1 are chosen as a further signature. Both data-driven qualitative and quantitative measurements on the testing set and knowledge-driven KEGG pathway prediction demonstrate the effectiveness of the selected five miRNAs on diagnosis of KIRC.

2 RELATED WORK

The most related work for finding a miRNA biomarker for the diagnosis of KIRC reported a three-microRNA signature (Liang et al., 2017). In fact, the panel of the three-miRNA was constructed following three steps. First of all, the unpaired t-test was considered to identify miRNAs that were differentially expressed between KIRC tumor and matched normal samples. Moreover, fold changes (FCs) in the expression of individual miRNA were calculated. The miRNAs with \( p < 0.05 \) and \( \log_2|FC| > 2.0 \) were primarily screened out and considered to be significant. Therefore, a total of 63 differentially expressed miRNAs were individually identified. Second, the receiver operating characteristic (ROC) and the area under ROC curve (AUC) were calculated on each obtained miRNA. Those with better AUC values, i.e., ranging from 0.9–1.0, were regarded to have a better diagnostic performance. As a result, nine upregulated and 10 downregulated miRNAs were further selected. Third, Kaplan–Meier analysis with a log-rank test was used to evaluate the association between the miRNA expressions and patients’ survival time, that is, the samples were separated into two groups according to the expression values of each miRNA. Then, qualitative and quantitative results were obtained according to the Kaplan–Meier curves of the two groups and the corresponding log-rank test result. In this way, three miRNAs were ultimately selected as a signature.

As stated previously, all analyses, such as unpaired t-test, fold changes, AUC values, Kaplan–Meier analysis, and log-rank test, correspond to individual miRNAs. Based on the univariate hypothesis, these univariate statistical analyses make the discovered signature which is composed of several miRNAs and regarded as a multivariate variable become a logical contradiction. In contrast, we propose a method using the feature selection strategy using ensemble classification. Its technology roadmap is shown in Figure 1.
3 METHODS

First of all, 611 transcriptome profiles including 539 cases of KIRC and 72 normal ones are downloaded from TCGA (gene expression quantification). Each sample contains 1,343 miRNA expression values after filtering 81 miRNAs with zero variance. Among them, those miRNAs which are involved in the discrimination between KIRC and normal samples need to be discussed further. In order to better express the improved feature selection method, we follow the steps shown in Figure 1.

3.1 Sample Division

In order to validate the effectiveness of the identified miRNAs, we make a balanced sample division. Samples within the KIRC and normal groups are equally split, that is, 50% of the samples are randomly selected as a training sample set, which contains not only KIRC samples but also normal tissues. The remaining half is regarded as the testing sample set. Moreover, the number of KIRC and normal samples in the training set is comparable to that in the testing set.

3.2 Resampling, Training, and Scoring

As shown in Figure 1, an iteration is implemented on the training group for obtaining miRNAs with higher accumulated scores. Each round of the iteration includes three steps, i.e., resampling, training, and scoring. First, 70% of the training samples are randomly chosen in a balanced way, that is, 70% of the KIRC samples and 70% of the normal ones are selected randomly for the subsequent training step. At the training step, these selected samples are used to train seven classifiers, i.e., DTC, MNB, KNN, LDA, LR, MLP, and SVM. All the miRNAs are considered. To evaluate the classification error rate, 30% of the left training samples are used, which is expressed as:

\[ \text{Err} = \frac{\frac{\text{FN}}{\text{TP} + \text{FN}}}{} \frac{\text{FP}}{\text{TN} + \text{FP}} \]

where \(\text{FN}\), \(\text{TP}\), \(\text{FP}\), and \(\text{TN}\) represent the number of false-negative, true-positive, false-positive, and true-negative samples, respectively. Here, KIRC tissues correspond to positive samples, and normal tissues correspond to negative ones. The classifier with the lowest classification error rate is assigned to be the chosen classifier in this round of resampling.

![FIGURE 2](https://example.com/figure2.jpg) Variable selection result of one-time sample division. (A) Obtained scatter plot. Its horizontal and vertical ordinates correspond to the labels of miRNAs and their accumulated scores, respectively. (B) Corresponding miRNA selection result. Its horizontal and vertical ordinates refer to the accumulated scores and the corresponding probability density, respectively.

| Feature       | Confusion matrix | Class        | TP rate | FP rate | Precision | Recall | F1-measure |
|---------------|------------------|--------------|---------|---------|-----------|--------|------------|
| miR-621       | Classified as a  > a b a: positive | 0.686 | 0.052 | 0.622 | 0.686 | 0.658 |
|               |                   a 24 | b: positive | 0.948 | 0.314 | 0.959 | 0.948 | 0.954 |
|               |                   b 14 | 257 | 0.918 | 0.284 | 0.922 | 0.918 | 0.920 |
| miR-(621,140,570,210,3189,1270) | Classified as a  > a b a: positive | 0.943 | 0.044 | 0.733 | 0.943 | 0.825 |
|               |                   a 33 | b: positive | 0.956 | 0.057 | 0.992 | 0.956 | 0.974 |
|               |                   b 12 | 259 | 0.955 | 0.056 | 0.962 | 0.955 | 0.957 |
| miR-(621,140,570,210,3189,1270,647,4645,126,25,4664,4457,4477,3682,3609) | Classified as a  > a b a: positive | 0.943 | 0.018 | 0.868 | 0.943 | 0.904 |
|               |                   a 33 | b: positive | 0.982 | 0.057 | 0.993 | 0.982 | 0.987 |
|               |                   b 5 | 266 | 0.978 | 0.053 | 0.979 | 0.978 | 0.978 |
| All 1,343 miRNAs | Classified as a  > a b a: positive | 0.943 | 0.030 | 0.805 | 0.943 | 0.888 |
|               |                   a 33 | b: positive | 0.970 | 0.057 | 0.992 | 0.970 | 0.981 |
|               |                   b 8 | 263 | 0.967 | 0.054 | 0.971 | 0.967 | 0.968 |

TABLE 1 Quantitative results after variable selection corresponding to one-time sample division.
Supposing that no differential expression values occur between positive and negative samples on miRNA \( i \), we make a permutation on its expression values. That is, the expression values of miRNA \( i \) are randomly reordered regardless of whether they belong to either positive samples or negative ones. Following Eq. 1, the classification error rate of the assigned classifier

**FIGURE 3** | ROC curves and the corresponding AUCs of selected miRNA candidates after ten-time sample division.
expressed as $\overline{Err}$ is calculated using all the miRNAs. Correspondingly, the score of miRNA $i$ is calculated as,

$$score_j(i) = \overline{Err} - Err,$$  

(2)

where $j$ refers to the number of the iteration round. After $N$ rounds of iteration, the accumulated score of miRNA $i$ is expressed as,

$$Acc\_score(i) = \frac{\sum_{j=1}^{N} score_j(i)}{N}.$$  

(3)

### 3.3 Variable Selection

After $N$ rounds of resampling, training, and scoring, a scatter plot is obtained to show the accumulated score of each miRNA (see Figure 1). A double Gaussian mixture model (GMM) based on expectation maximization (EM) (Bishop, 2006) is used on these accumulated scores. The common boundary of the two Gaussian distributions representing the probability density function of these accumulated scores is regarded as a threshold. Those miRNAs with the accumulated score values higher than the threshold are chosen as the candidates for diagnosis of KIRC. Moreover, the order of the selected miRNA candidates can be determined according to their accumulated scores.

### 3.4 Establishing Ensemble Classifiers

According to the accumulated scores of the selected miRNAs, ensemble classifiers with different dimensions can be built. Classifiers including LDA, KNN, SVM, DTC, LR, MLP, and MNB have been used. Following the sample way as the resampling, training, and scoring step, a base classifier is trained and kept for further classification with the selected miRNA incrementally added according to their accumulated scores in descending order. To train and obtain the best base classifier with the lowest classification error rate, 70% of the KIRC samples and the normal ones are randomly selected. Each round of the resampling and training steps helps to obtain a base classifier. Thus, the ensemble classifiers on different dimensions are built.

### 3.5 Measurements

In order to validate the effectiveness of the selected miRNAs, we make seven measurements on the testing set. Based on the confusion matrix, which is composed of TP, FN, TN, and FP, five quantitative measurements, i.e., $TP\ rate$, $FP\ rate$, $Precision$, $Recall$, and $F1 - measure$ are computed as follows,

$$TP\ rate = \frac{TP}{TP + FN};$$

$$FP\ rate = \frac{FP}{FP + TN};$$

$$Precision = \frac{TP}{TP + FP};$$

$$Recall = \frac{TP}{TP + FN};$$

$$F1 - measure = \frac{2*Precision*Recall}{Precision + Recall},$$  

(4)

where $TP\ rate$ and $Recall$ are expressed in the same form. In addition, two more qualitative and quantitative measurements, i.e., the receiver operating characteristic (ROC) and the area under ROC curve (AUC), are utilized.
4 RESULTS

Experiments were conducted on 611 transcriptome profiles including 539 cases of KIRC cells and 72 normal ones downloaded from TCGA (https://portal.gdc.cancer.gov/repository). In order to achieve stable and reliable results, we repeated the procedure shown in Figure 1 ten times, that is, the sample division was randomly made ten times, each of which corresponded to a new pair of training and testing sets. Moreover, GSE15149 with 58 cancer and 17 normal samples and GSE151423 with 26 cancer and six normal samples were downloaded (https://www.ncbi.nlm.nih.gov) and used as the independent testing sets.

4.1 Data-Driven Results on 15 Selected miRNA Candidates

In order to stabilize the experimental results obtained by our improved miRNA selection method, we performed $1 \times 10^5$ rounds of resampling, training, and scoring. The details of the obtained scatter plot and the corresponding miRNA selection result based on double GMM with EM algorithm are listed in Figure 2A and Figure 2B, respectively. A total of 15 miRNAs are selected, which are shown as the scatter points on the right side of the threshold (the blue line) in Figure 2B. Among them, we manually selected six miRNAs with their accumulated scores higher than 0.025.

Focusing on the miRNA with the highest accumulated score, the six miRNAs, 15 miRNAs, and all the miRNAs in existence, we alternatively established the ensemble classifiers after $1 \times 10^4$ rounds of resampling and training steps and calculated the confusion matrix and the corresponding quantitative measurements expressed in Eq. 4 on the testing set. The experimental results are listed in Table 1. It can be found that several miRNAs may achieve comparable classification results as all miRNAs do, which indicates that miRNA biomarkers probably do exist for diagnosis of KIRC.

In order to achieve stable miRNA biomarkers, sample division was randomly performed ten times. The corresponding ROCs and AUCs are listed in Figure 3. Each ROC and AUC show that the selected miRNAs keep a high qualified classification result. In addition, ten pie charts were made (see Figure 4) corresponding to ten times of the sample division, each of which indicated the contribution of the seven base classifiers to the score accumulation step. It can be seen in Figure 4 that LR, MLP, and MNB play an important role in turn, which indicates a different classifier is to be considered because of different sample distributions.

4.2 Data-Driven Results on a Five-miRNA Signature

Furthermore, an intersection is made among the selected miRNAs derived from ten times of the sample division. The result is that the previous 15 miRNAs just constitute the intersection of the selected miRNAs from ten times of the sample division. As shown in Figure 5, the ranking of each miRNA in the miRNA intersection is listed according to the ten times of the sample division. Figure 5A refers to the line chart of each selected miRNA. The horizontal coordinate-axis $X$ represents ten times of the sample division, whereas the vertical coordinate-axis $Y$ refers to the ranking of the selected miRNA. The horizontal coordinate-axis $X$ represents ten times of the sample division, whereas the vertical coordinate-axis $Y$ refers to the ranking of the selected miRNA at each time of the sample division. Figure 5B shows the box diagram of each selected miRNA. The horizontal coordinate-axis $X$ refers to each selected miRNA, whereas the vertical coordinate-axis $Y$ also represents the ranking of the selected miRNA at each time of the sample division. A total of five miRNAs, i.e., miR-140, miR-1270, miR-621, miR-570, and miR-210, can be selected as a further signature, for their rankings are within the first five.

![Figure 3](https://example.com/figure3.png)  
**Figure 3** | Ranking of each selected miRNA according to ten times of the sample division. (**A**) Line chart of each selected miRNA. Its horizontal and vertical ordinates refer to ten times of sample split and the accumulated score orders of the selected miRNAs, respectively. (**B**) Corresponding box diagram of each selected miRNA.

---

**Table 1** | **Classification Results**

| miRNA   | AUC | Sensitivity | Specificity |
|---------|-----|-------------|-------------|
| miR-140 | 0.9  | 0.89        | 0.92        |
| miR-1270| 0.85 | 0.88        | 0.91        |
| miR-621 | 0.9  | 0.88        | 0.92        |
| miR-570 | 0.9  | 0.89        | 0.91        |
| miR-210 | 0.85 | 0.87        | 0.90        |

---

**Table 2** | **MiRNA Selection Results**

| miRNA   | Rank | Score |
|---------|------|-------|
| miR-140 | 1    | 0.93  |
| miR-1270| 2    | 0.88  |
| miR-621 | 3    | 0.86  |
| miR-570 | 4    | 0.85  |
| miR-210 | 5    | 0.84  |

---

**Figure 4** | Pie charts corresponding to ten times of the sample division, each of which indicated the contribution of the seven base classifiers to the score accumulation step.

---

**Figure 5** | Ranking of each selected miRNA according to ten times of the sample division. (**A**) Line chart of each selected miRNA. Its horizontal and vertical ordinates refer to ten times of sample split and the accumulated score orders of the selected miRNAs, respectively. (**B**) Corresponding box diagram of each selected miRNA.
Again, we established the ensemble classifier in the dimensional space derived from the selected five miRNAs after $1 \times 10^4$ rounds of resampling and training steps and got the ROC curves and corresponding AUCs on each testing set derived from ten times of the sample division. The results are illustrated in Figure 6. By making a careful comparison between the results in Figure 6.
Figure 3 and Figure 6, we conclude that miR-140, miR-1270, miR-621, miR-570, and miR-210 may form a five-miRNA signature for diagnosis of KIRC.

In addition, we made a comparison between the multivariate five-miRNA signature we obtained and the previously obtained univariate three-miRNA signature (Liang et al., 2017). In the univariate three-miRNA signature, miR-21 and miR-155 were not shown in gene expression quantification data. As for miR-584, it was well expressed. On account of its univariate discriminative property, the ensemble classifiers were alternatively built after rounds of resampling and training steps. The corresponding classification results on miR-584 and our selected five miRNAs are shown in Table 2. The experimental result shows that the obtained five miRNAs constitute a better signature for diagnosis of KIRC.

**TABLE 2 |** Quantitative results between the obtained five-miRNA signature and the previously discovered miRNA (Liang et al., 2017).

| Feature            | Confusion matrix | Class | TP rate | FP rate | Precision | Recall | F1-measure |
|--------------------|------------------|-------|---------|---------|-----------|--------|------------|
| miR-584            | Classified as → > | a b   | a: positive | 1.000   | 0.944     | 0.124  | 1.000      | 0.220      |
|                    |                  | a     | 36 0    | 0.056   | 0.000     | 1.000  | 0.056      | 0.105      |
|                    |                  | b     | 235 15  | 0.164   | 0.108     | 0.900  | 0.164      | 0.118      |
| miR-(-621,140,570,210,1270) | Classified as → > | a b   | a: positive | 1.000   | 0.081     | 0.621  | 1.000      | 0.766      |
|                    |                  | a     | 36 0    | 0.919   | 0.000     | 1.000  | 0.919      | 0.958      |
|                    |                  | b     | 22 248  | 0.928   | 0.009     | 0.967  | 0.928      | 0.936      |

**FIGURE 7 |** Renal cell carcinoma pathway with the targets regulated by miR-140, miR-1270, and miR-570 labeled.
4.3 Knowledge-Driven Results on the Five-miRNA Signature

Next, we dedicate to finding knowledge-driven evidence that the five-miRNA signature works in diagnosis of KIRC. DIANA-miRPath v3.0 (Vlachos et al., 2015) was used as the tool for finding associated pathways and target genes. Using Tarbase, TargetScan, and microT-CDS as the target prediction tool with default parameters, we found that the pathway "renal cell carcinoma" stands in the second place after searching "hsa-miR-140-5p" with the gene intersection set to three by default. Furthermore, we searched all the five miRNAs again using Tarbase as the target prediction tool with default parameters and found that pathway again.

Figure 7 illustrates that the targets are regulated by miR-140, miR-1270, and miR-570, which means that the three miRNAs from the five-miRNA signature have been reported to be associated with KIRC. Targets with highlights are those regulated by miR-140, miR-1270, and miR-570, while those with red borders are the targets regulated by miR-140. It can be indicated that miR-140, which ranks first (see Figure 5B), participates in four kinds of carcinogenesis in renal cell carcinoma. This corresponds to the use of all 611 cases composed of 539 KIRC cases and 72 normal ones without considering any cancer stage in advance.

Moreover, it needs to be discussed whether the five-miRNA signature still works on cross-platform data. We chose GSE151419 and GSE151423 and found that the established ensemble classifier using TCGA data lapsed. Because of the poor classification results, we made scatter plots of the expression levels corresponding to each of the five miRNAs on TCGA, GSE151419, and GSE151423. As shown in Figure 8, it can
be found that the expression levels from the three data are not on the same scale. That means it is the systematical error deriving from different sample sets that makes poor classification results. In addition, we tried all combinations of the five miRNAs and found that miR-140, miR-570, and miR-210 keep separable scatter plots between cancer samples and normal ones, as shown in Figure 9. The corresponding quantitative results are shown in Table 3.

5 DISCUSSION

We used gene expression quantification from TCGA other than miRNA expression quantification, due to the sparse form of the expression levels derived from the latter one. According to the experimental results, we plan to make three discussions as follows. First, it needs to be discussed whether ten times of the sample division is enough. From Figure 5B, we can see that miR-140 stays firm near the top. However, miR-621 appears in the first place three times out of the ten times of sample division (see Figure 5A). Instead of a random sample division, we also made 10-fold cross-validation and found that miR-140 stays firm in the first place. That probably means we need more samples (especially more normal cases) for training. Therefore, when the sample size is small, it would be wiser to make n-fold cross-validation.

Second, whether the five miRNAs regarded as the signature have been reported needs to be discussed. To the best of our knowledge, we have found that miR-140 (Zhang and Lu, 2020) and miR-210 (Nakada et al., 2020) are reported to be associated with KIRC. As for the regulated targets in the renal cell carcinoma pathway, TGFB1 (Song et al., 2018), EPAS1 (Cho et al., 2016), HIF1A (Shen et al., 2011), VEGFA (Sun et al., 2020), KRAS, and PIK3CA (Lee et al., 2020) regulated by miR-140 have been reported to interfere with KIRC. As for miR-1270, there is also a report about AKT3 (Fan et al., 2020) that is associated with KIRC. This means that the five selected miRNAs are a new and useful signature to distinguish KIRC cases from the normal ones.

Third, the experimental results are only statistically proven because of the lack of in vitro and in vivo biological verification. Anyway, the pathway “renal cell carcinoma” is selected (please see Figure 7) according to the identified statistical signature, which gives our data-driven result a knowledge-driven support. A biological verification including not only in vitro and in vivo experiments but also plasma sampling is to be performed in our future work.

6 CONCLUSION

MicroRNAs may play a vital role in diagnosis of kidney renal clear cell carcinoma. In this study, we used and improved a feature selection method to select microRNAs for the diagnosis of this disease. Samples representing kidney renal clear cell carcinoma and normal cases were split into training and testing sets. An iteration referred to resampling, training, and scoring steps was implemented to stabilize the results of feature selection. MicroRNAs with higher rankings were selected according to the Gaussian mixture model based on expectation maximization. Qualitative and quantitative results demonstrated that miR-140 plays an important role in predicting kidney renal clear cell carcinoma. In addition, a five-miRNA signature is obtained for diagnosis of kidney renal clear cell carcinoma.
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**TABLE 3** | Quantitative results on TCGA and GSE151423 using miR-140, miR-570, and miR-210.

| Training data | Testing data | Confusion matrix | Class | TP rate | FP rate | Precision | Recall | F1-measure |
|---------------|--------------|-----------------|-------|---------|---------|-----------|--------|-----------|
| TCGA          | TCGA         | Classified as - > | a     | b       | a: positive | 1.000 | 0.107 | 0.554 | 1.000 | 0.713 |
|               |              |                 | a     | 36      | 0: positive  | 0.893 | 0.000 | 1.000 | 0.893 | 0.943 |
|               |              |                 | b     | 29 | 241 | Weighted average | 0.906 | 0.012 | 0.947 | 0.906 | 0.916 |
| GSE151419     | GSE151423    | Classified as - > | a     | b       | a: positive | 1.000 | 0.038 | 0.857 | 1.000 | 0.923 |
|               |              |                 | a     | 6      | 0: positive  | 0.962 | 0.000 | 1.000 | 0.962 | 0.980 |
|               |              |                 | b     | 1     | 25 | Weighted average | 0.940 | 0.007 | 0.973 | 0.969 | 0.969 |
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