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ABSTRACT
Textbook data is essential for teaching statistics and data science methods because it is clean, allowing the instructor to focus on methodology. Ideally textbook datasets are refreshed regularly, especially when they are subsets taken from an ongoing data collection. It is also important to use contemporary data for teaching, to imbue the sense that the methodology is relevant today. This article describes the trials and tribulations of refreshing a textbook dataset on wages, extracted from the National Longitudinal Survey of Youth (NLSY79) in the early 1990s. The data is useful for teaching modeling and exploratory analysis of longitudinal data. Subsets of NLSY79, including the wages data, can be found in supplementary materials from numerous textbooks and research articles. The NLSY79 database has been continually updated through to 2018, so new records are available. Here we describe our journey to refresh the wages data, and document the process so that the data can be regularly updated into the future. Our journey was difficult because the steps and decisions taken to get from the raw data to the wages textbook subset have not been clearly articulated. We have been diligent to provide a reproducible workflow for others to follow, which also hopefully inspires more attempts at refreshing data for teaching. Three new datasets and the code to produce them are provided in the open source R package called yowie. Supplementary materials for this article are available online.

1. Introduction

Statistics and data science education relies on cleaned and simplified data, suitably called textbook data, for clear examples on how to apply different techniques. An example of this is the wages data made public by Singer and Willett (2003) in their book, “Applied longitudinal data analysis,” which can be used to teach generalized linear models, and additionally hierarchical, mixed effects, and multilevel models. The data records hourly wages of a sample of high school dropouts from 1979 to 1994, along with demographic variables, such as education and race, taken from the National Longitudinal Survey of Youth (NLSY79) (Bureau of Labor Statistics, U.S. Department of Labor 2021a).

The story from modeling the data (and as reported by Singer and Willett) is that wages increase with the length of time in the workforce, a higher level of education leads to higher wages, and that race makes a difference, on average. However, an exploratory analysis reveals that the individual experience varies a great deal from the overall average. Some individuals experience a decline in wages the longer they are in the workforce, and many experience volatility in their wages. It is for these reasons that the wages data was used to illustrate exploratory longitudinal data analysis in Ilk (2004), and was further developed into a case study for use in the teaching of exploratory data analysis at Iowa State University.

This disparity between the overall trend and the individual heterogeneity is what makes this data interesting. Textbook data sets have longevity if they have unresolved elements. The iris data (Anderson 1935) is a prime example. Although the origin of the commonly available data today is uncertain and the original purpose was different (Unwin and Kleinman 2021), its use as a textbook data has grown and persisted. The three species cannot be perfectly classified, and so it continues to challenge researchers and instructors to do better in the analysis. We argue that the wages data is in this class of textbook data, too, because it presents a challenge for longitudinal data analysis: how can we better summarize and explain the individual experience?

For statistics, and data science by association, it is increasingly important to reach the individual. One might think of this as a divergence of purpose—statistics for public policy—or statistics for the public. The two are not the same. As the world becomes more electronically connected, combating mis-
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information and mitigating conspiracy theories require statistics that address the individual. For example, with the wages data, the overall trend, across demographics, is a steady increase in wages, but the patterns are among individuals is heterogeneous. Some individuals see a decline in their wages, some an increase, some have dramatic ups and downs from year to year, and the heterogeneity of the patterns are evident across demographics. Subject-specific variation explains most of the variation in wages, and even though the overall trend is statistically significant, it is weak. The message for public policy is that demographic profile is related to different wage patterns on average and some structural social change is desirable. However, discussing the overall trend with an individual is misleading—more than likely their pattern is completely different. It could even be depressing for them to compare themselves to the overall average, especially if the individual’s wages have a declining trend or high volatility. It would be more useful for an individual to know what percentage of the population have profiles like theirs. We argue that different summaries are needed to communicate with the public, and ones where they might be able to individually act on to change their own situation. We occasionally hear this voiced in the public media, also, for example, an article published in the Sydney Morning Herald argues there is no average Australian (Moncrief 2015). Thus, the wages data communicates with the public, and ones where they might be able to individually act on to change their own situation. We occasionally hear this voiced in the public media, also, for example, an article published in the Sydney Morning Herald argues there is no average Australian (Moncrief 2015). Thus, the wages data communicates with the public, and ones where they might be able to individually act on to change their own situation.

As a textbook dataset, though, the wages data is outdated. The most recent year in the data is 1994, 9 years prior to when Singer and Willett (2003) was published. Teachers of statistics need contemporary datasets to show how techniques are relevant for today’s students. Using tired old textbook datasets can imbue a misconception that the field is not current. The wages data is extracted from NSLY79, one of the best examples of open data (see details at Open Knowledge Foundation 2021), which is constantly being updated. It should be possible to continuously refresh the textbook data from the data repository. This article describes our (nonglamorous) journey from open wild data to textbook data.

This article demonstrates the steps of cleaning data, including subjective decisions made on dealing with anomalies, and documents the process, as recommended by Huebner, Werner, and Cessie (2016). They emphasize that making the data cleaning process accountable and transparent is imperative and essential for the integrity of downstream statistical analyses and model building. Clean data often then goes through an “initial data analysis” (IDA) (Chatfield 1985), where one would summarize and scrutinize the data, especially to check if the data is consistent with assumptions required for modeling. This stage is related to exploratory data analysis (EDA), coined by Tukey (1977) with a focus on learning from data. EDA can be considered to encompass IDA. In practice, the three stages of cleaning, summarizing, and exploring are cyclical, one often needs to do more cleaning after scrutinizing. Dasu and Theodore (2003) say that data cleaning and exploration is a difficult task and typically consumes a large percentage of the time spent in analyzing data.

Our approach to cleaning builds heavily on the tidyverse approach (Wickham et al. 2019). The data is first organized into “tidy data” (Wickham 2014) and then further wrangled using step-wise piping with a split-apply-combine strategy for mutating new variables (Wickham 2011). Tidy data shouldn’t be confused with “tame data,” which Kim, Ismay, and Chunn (2018) coined to refer to textbook datasets suitable for teaching, particularly teaching statistics. The resulting (tame) data is provided in a new R package called yowie, which includes the code so the process is reproducible and could be used to further refresh the data as new records are made available in the NLSY79 database.

This article is structured in the following way. Section 2 describes the NLSY79 data source. Section 3 presents the steps of cleaning the data, including getting and tidying the data from the NLSY79 and IDA to find and repair anomalies. Our final subset is compared to the old textbook subset in Section 4. Finally, Section 5 summarizes the contribution and makes recommendations for the NLSY79 data curators.

### 2. The NLSY79

Singer and Willett (2003) used the wages and other variables of high school dropouts from the NLSY79 data as an example dataset to illustrate longitudinal data modeling of wages on workforce experience, with covariates education and race. This data has been playing an important role in research in various disciplines, including but not limited to economics, sociology, education, public policy, and public health for more than a quarter of the century (Pergamit et al. 2001). In addition, this is considered a carefully designed longitudinal survey with high retention rates, making it suitable for life course research (Pergamit et al. 2001; Cooksey 2017). According to Cooksey (2017), thousands of articles and hundreds of book chapters and monographs have used this data. Moreover, the NLSY79 is considered the most widely used and most important cohort in the survey data (Pergamit et al. 2001).

Our aim is to refresh the wages textbook data and append it with data from 1994 through to the latest data reported in 2018, a purpose consistent with Grimshaw (2015)’s statistics education goal of embracing authentic data experiences. Here, we investigate the process of getting from the raw NLSY79 data to a textbook dataset as similar as possible to that provided by Singer and Willett (2003). We should also note that race is a variable in the original dataset, and for compatibility, it is also provided with the refreshed data for the purposes of studying racism, not race (Fullilove 1998). There are a number of datasets provided by Singer and Willett (2003), but we focus only on wages data because it has captured our attention for a number of years in our own teaching of longitudinal data analysis.

#### 2.1. Database

The NLSY79 is a longitudinal survey administered by the U.S. Bureau of Labor Statistics that follows the lives of a sample of American youth born between 1957 and 1964 (Bureau of Labor Statistics, U.S. Department of Labor 2021a). The cohort originally included 12,686 respondents aged 14–22 when first interviewed in 1979. For a variety of reasons, some structural, the number of respondents dropped to 9964 after 1990. The
surveys were conducted annually from 1979 to 1994 and biennially thereafter. Data are currently available from Round 1 (1979 survey year) to Round 28 (2018 survey year).

Although the main focus area of the NLSY is labor and employment, the NLSY also covers several other topics, including education, training, achievement, household, geography, dating, marriage, cohabitation, sexual activity, pregnancy, fertility, children, income, assets, health, attitudes and expectations, crime, and substance use.

There are two ways to conduct the interview of the NLSY79, which are face-to-face or telephone interviews. In recent survey years, more than 90% of respondents were interviewed by telephone (Cooksey 2017).

### 2.2. Target Data

The NLSY79 data used in Singer and Willett (2003) contains the longitudinal records of male high school dropouts who first participated in the study at age 14–17 years from 1979 through to 1994. This dataset contains several variables as follows:

1. **ID**: the respondents’ ID.
2. **EXPER**: stands for experience, the temporal scale, that is, the length of time (years) in the workforce, starting on the respondents’ first day at work.
3. **LNW**: natural logarithm of wages, adjusted with 1990s inflation rate.
4. **BLACK**: binary variable, 1 indicates Black and 0 otherwise.
5. **HISPANIC**: binary variable, 1 indicates Hispanic and 0 otherwise.
6. **HGC**: the highest grade completed.
7. **UERATE**: the unemployment rate of the year of the survey.

When missing, the variable is set to be 7.875 (the average rate).

We refresh this data by recreating the full data with records from survey years 1979 through to 2018 (the most recent year published). We also modify some variables. For example, we use a single categorical race variable instead of the two binary race variables, for reasons detailed below. We also include additional variables, some for the purpose of providing more options for data exploration in teaching examples: year of the survey, age of individual in 1979, whether the individual completed high school with a diploma or with a graduate equivalency degree (GED), the highest grade completed in the corresponding year of survey, the number of jobs the individual had in the corresponding year of survey, the total number of hours the individual usually works per week, the year when the individual started to work, and the number of years the individual worked. We do not attempt to refresh the unemployment rate variable.

We aim to create three datasets as follows:

1. The wages data of the whole NLSY79 cohort, including females,
2. A separate table of the demographic data of the whole NLSY79 cohort, and
3. The subset of wages data in (1), which is the wages of high school dropouts’ as a refreshed version of Singer and Willett (2003)’s data.

### 3. Data Cleaning

In the context of official statistics, M. van der Loo and de Jonge (2018) describe the “statistical value chain,” which includes various production stages of the data cleaning process as raw data (initial data as delivered originally), input data (data organized with correct type and identified variables), and valid data (data that has been cleaned and more accurately represents the intent of variables). What we have colorfully named wild data can be considered to be raw data, and valid data could be considered to be textbook data in the above statistical value chain. In this section, we outline the steps to download the raw data (Section 3.1) and then tidy the raw data into input data, specifically for the demographic variables (Section 3.1.1) and the employment variables (Section 3.1.2), so the resulting input data can be used downstream for validating the data as described in Sections 3.3 and 3.4.

#### 3.1. Getting the Data

The NLSY79 data contains a large number of variables, but for our purposes, the scope required is limited to demographic profiles, wages data, and work experience. More specifically, we went to the NLSY79 database website at [https://www.nlsinfo.org/content/cohorts/nlsy79/get-data](https://www.nlsinfo.org/content/cohorts/nlsy79/get-data), clicked on the direct link to NSLY79 data, and navigated as described in Figure 1.

The downloaded dataset comes as a zip file, containing the following set of files:

- **NLSY79.csv**: comma separated value format of the response data,
- **NLSY79.dat**: alternative text format of the response data,
- **NLSY79.NLSY79**: tagset of variables that can be uploaded to the website to recreate the dataset, and
- **NLSY79.R**: R script for reading the data into R and converting the variable names and label into something more sensible.

We alter only the file path in NLSY79.R and run the script without any other alteration. This results in the initial processing of the raw data into two datasets, categories_qnames (where the observations are stored in categorical/interval values) and new_data_qnames (the observations are stored in integer form).

To get the data into tidy form (Wickham 2014), it needs to comply with three rules: (i) each variable forms a column, (ii) each observation forms a row, and (iii) each type of observational unit forms a table. The raw data, new_data_qnames, violates these rules (i) and (ii) because information about an individual’s multiple jobs over different years are in multiple columns. The raw data consequently has a large number of columns (742 to be specific). The values in the cell under the variables begin with HRP correspond to the hourly wage in dollars. A glimpse of this data show the format problems:

```r
#> Rows: 12,686
#> Columns: 11
```
Navigating the data source

NLSY79 (https://www.nlsinfo.org/investigator/pages/search?s=NLSY79)

> The CASEID will be always be selected.
> The 3 recommended demographic variable (sample ID, race and sex) were selected. For the remaining variables, we went to the “Variable Search” tab and select variables as follows

> Education, Training and Achievement Scores
  > Education > Summary measures > All schools > By year
    > Highest grade completed
    ✔ All 80 variables in Highest grade completed were selected.
  > Dates of diploma or degree
    ✔ All variables named Q3-8A were selected.

> Employment
  > Summary measures > By job
    > Hours worked
    ✔ All 447 primary variables in Hours worked were selected.
  > Hourly wages
    ✔ All 156 variables in Hourly wages were selected.

> Summary measures > Since date of last interview > Weeks worked
  ✔ All 28 variables in Weeks worked were selected.

> Employer Roster > Job dates > Original start date
  ✔ Only selected the start date (Year) for the first job (E00101.02)

> Household, Geography & Demographics
  > Demographics > Basic demographics > Date of birth
    ✔ All 4 variables in Date of birth were selected.

To download all 742 variables selected, we then navigate to the tab “Save / Download” then select the tab “Advanced Download”. We select the R Source code and comma-delimited datafile of selected variables with Reference Number as column headers. We name the filename “NLSY79” and press the download button. There are also options to get control or dictionary files for SAS, SPSS and STATA.

Figure 1. Documented steps taken to select variables of interest and download the raw data.

```r
#> $ CASEID_1979 <int> 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 1
#> $ HRP1_1979 <int> 328, 385, 365, NA, 310, NA, NA, 214, NA, 337
#> $ HRP2_1979 <int> NA, NA, NA, NA, 375, NA, NA, NA, NA, 300, NA
#> $ HRP3_1979 <int> NA, NA, 275, NA, NA, NA, NA, NA, NA, NA, NA
#> $ HRP4_1979 <int> NA, NA, NA, NA, NA, 250, NA, NA, NA, NA, NA
#> $ HRP5_1979 <int> NA, NA, NA, NA, NA, NA, NA, NA, NA, NA, NA
#> $ HRP1_1980 <int> NA, 457, 397, NA, 333, 275, 300, 394, 200, 318
#> $ HRP2_1980 <int> NA, NA, 367, NA, NA, NA, NA, NA, NA, NA
#> $ HRP3_1980 <int> NA, NA, 380, NA, NA, NA, 290, NA, NA, NA
#> $ HRP4_1980 <int> NA, NA, NA, NA, NA, NA, NA, NA, NA, NA
#> $ HRP5_1980 <int> NA, NA, NA, NA, NA, NA, NA, NA, NA, NA
```

Thus, we rearrange and wrangle the data into tidy data form, with columns corresponding to individual ID, year, job number, wage in dollars, and the demographic variables. This is done using the tidyverse suite of packages (Wickham et al. 2019). We use `pivot_longer` in `tidyr` (Wickham and Hester 2020) to pivot the data into long-form. For example, we use it to pull the hourly wage (`HRPjob_year`), which is stored in a column corresponding to each job and each year of survey, into columns: job and rate per hour. After that, separate from `tidyr` is also used to get the job and survey year in two separate columns. Further `dplyr` (Wickham and Hester 2020) is used and `stringr` (Wickham et al. 2019) are used to create new variables from the downloaded data from the database, and code levels of factors by text wrangling. The long form of the data makes it possible to do data transformations efficiently, and it is an intermediate step toward the final target data. The code for tidying the data are demonstrated at https://numbats.github.io/yowie/articles/raw-to-input-data.html but also described in the subsequent sections.
### 3.1.1. Tidying Demographic Variables

Our final target data will include the demographic variables (variable names): sex (sex), race (race), age (age_1979), highest grade completed reported in each round of the survey (grade), highest grade completed ever reported (hgc), highest grade completed in terms of years (as an integer), for example, ninth grade = 9, third-year college = 15, (hgc_i), highest grade completed in 1979 (hgc_1979) and whether the graduate equivalency diploma is obtained (ged).

For sex and race, we have simplified the original names provided in the raw data, SAMPLESEX_1979 and SAMPLERACE_78SCRN, respectively. However, it is important to note that the use of "sex" is probably not correct. This information is provided by the individual, and although it only has two categories, it is more consistent with "gender" as defined in Heidari et al. (2016). When using the dataset in the classroom, the educators might include discourse on the use of terms "sex" and "gender." Particularly, measuring gender as a binary variable has the potential to fail to capture people who do not identify themselves as either male or female or create measurement error for people whose gender does not align with their sex classification. From a statistical perspective, this can make it difficult to adjust survey statistics to the population when gender is measured in different categorization in different data sources. Kennedy et al. (2020) provides a helpful discussion on these topics.

Similarly, there are issues for the race variable. The current U.S. Federal guidelines (Office of Management and Budget 1997) state that there should be at least five categories for race, and an individual should be able to identify as more than one race category. In addition, "Hispanic" or "Latino" should be considered to be an ethnic group rather than a race. This level of detail is not available in the database. There is one variable with only three categories, and an individual can be a member of only one. Thus, the race variable is inadequate by today's standards, and educators should point to the current Federal guidelines when using this variable, and keep in mind that the purpose of any analysis is to study racism rather than race.

Furthermore, the object new_data_qnames, contains the variables Q1-3_A-Y_1979 and Q1-3_A-Y_1981, which records two versions of the birth year of the respondent; this is also the case for the record of birth month (Q1-3_A-M_1979 and Q1-3_A-M_1981). The record contains two versions of birth year and birth month as the survey recorded this in 1979 and 1981. We checked for consistency between the two versions and found no discrepancy where the responses were recorded in both 1979 and 1981. The age was then calculated using the birth year.

The next step is processing the highest grade completed. There are several ways to define this, and this should be reflected in the refreshed data to give some flexibility for downstream analysis. The first one is the highest grade ever completed is reported in the database and provided in the refreshed data as hgc and hgc_i, encoded as a factor and integer variable, respectively. For each individual, there is only one value of hgc and hgc_i. This variable is obtained from new_data_qnames with the name HGC_EVER_XRND and stored in year units (e.g., 10th grade, 11th grade, and so on). We decide to include both the factor and integer variables to be used as examples in various classroom demonstrations to explain different data types. Besides this, it can also serve as a demonstration of different type of data visualization ascribed by the data type and for teaching the modeling of cross sectional data.

The second definition is the highest grade completed that is reported in each round of the survey (provided in the refreshed data as grade). This value can change over time, but it is nondecreasing. This has been included in the refreshed dataset to enable richer downstream analyses, for example, if one would like to explore how the temporal changes in education level affect the wages of individuals. Hence, different from hgc, this variable could be used to demonstrate longitudinal and time series analysis in the classroom. This is recorded in new_data_qnames as columns beginning with Q3-4 and HGC with year as a suffix. In addition, it is also in the columns beginning with HGCREV reflecting revised data. We chose to use these revised values because there were fewer missing values indicating it had been more thoroughly checked. In the survey years when the revised value were not reported, that is, in 2012, 2014, 2016, and 2018, we used the unrevised version accordingly.

The third definition is the highest grade completed in 1979 (provided in the refreshed data as hgc_1979), corresponding to the value from the first round of the survey. This is calculated from the grade value in 1979. This best reflects the grade when the individual left school and is included in order to compare with the original data.

The next step is tidying to obtain ged. Along with hgc, ged is used to subset the data to the high school dropouts as in the original data. The graduate equivalency status is saved as a variable started with "Q3-8A" followed by the year of the survey. Thus, we only separate the year and the GED status. Although the GED status is asked in each round of the survey, we only retain the latest status of one's GED.

Finally, we get all of the demographic profiles of the NLSY79 cohort. We then save this data as demog_nlsy79.

### 3.1.2. Tidying Employment Variables

Our target for the employment-related variables is to obtain the respondent's mean hourly wage (wage), the number of jobs (njobs), the total hours of work per week (hours) for each survey year, the year when individual starting to work (stwork), the length of time (in years) in the workforce (yr_wforce), and work experience measured as the number of years worked (exp). As the data only reports up to five jobs for each respondent, the maximum number of jobs is capped at five.

From 1979 to 1987, new_data_qnames only contains one version of hours worked per week for each job (in the variables with names starting with QES-52A). From 1988 onward, we selected the total hours worked per week, including hours working from home (QES-52D). However, in 1993, this variable was missing for the first and last job, so we selected to use QES-52A instead. In addition, 2008 only had jobs 1–4 for the QES-52D variable, so we use only these.
The hourly wages are in the variables beginning with HRP in new_data_qnames. As a respondent may have multiple jobs, the mean_hourly_wage is computed as a weighted average of the hourly wage for each job with the number of hours worked for each job as weights (provided that the information on the number of hours is available); if the number of hours worked for any job is missing, then the mean_hourly_wage is computed as a simple average of all available hourly wages. Prior to computing the mean hourly wage, we undertook a number of steps to treat extreme observations as described below:

- If the hourly rate is recorded as 0, we set wage as missing, and
- If the total hours of worked per week for the corresponding job is greater than 84 hr (12 hr/day every day), we set the wage and hours worked as missing.

The number of jobs (number_of_jobs) for each respondent per year is computed from the number of non-missing values of hourly wage. In other words, even if the information of hours worked exists for a particular observation, we do not tally when the hourly wage is missing.

```r
#> # A tibble: 10 x 6
#> id year mean_hourly_wage total_hours number_of_jobs is_wm
#> <int> <dbl> <dbl> <int> <dbl> <lgl>
#> 1 1 1979 3.28 38 FALSE
#> 2 1 1981 NA 1 FALSE
#> 3 2 1979 3.85 35 FALSE
#> 4 2 1980 4.57 NA FALSE
#> 5 2 1981 5.14 NA FALSE
#> 6 2 1982 5.71 35 FALSE
#> 7 2 1983 5.71 NA FALSE
#> 8 2 1984 5.14 NA FALSE
#> 9 2 1985 7.71 NA FALSE
#> 10 2 1986 7.69 NA FALSE
```

3.2. Calculated Variables: Work Experience

Work experience is one of the most important variables in Singer and Willett (2003) as it indicates time and makes longitudinal analysis possible. It is desirable to calculate this rather than using the survey year for time because it more accurately reflects a person's time in the workforce. Thus, in the spirit of refreshing the data to the newest round of the survey, this variable needs to be calculated from other variables provided. It is not straightforward. We start with the definition of experience in Singer and Willett (2003).

Experience is defined as years after entering the labor force. It represents the difference between the day an individual enters the labor force (stwork) relative to the date of the survey, which we call yr_wforce. However, using this calculation produced numbers that do not quite match the original data. Reading the section titled “Topical Guide to the Data” in the guide suggests it should be calculated based on the variable “number of weeks worked since the last interview.” This would remove periods of unemployment which makes sense when measuring experience while actually working. Since it is only measured since the last interview, this needs to be cumulated for each survey year. This produced results more similar to the original data (as discussed further in Section 4.3).

3.3. Initial Data Analysis

According to Huebner, Werner, and Cessie (2016), initial data analysis (IDA) is the step of inspecting and screening the data
after collection to ensure the data is clean, valid, and ready to be deployed in the later analyses. This is supported by Chatfield (1985), who argues that the two main objectives of IDA are data description, which is to assess the structure and the quality of the data, and model formulation without any formal statistical inference.

In this article, we conduct an IDA or a preliminary data analysis to assess the validity of the variable values in the cohort of data that the NLSY provides. The first step is validating that the numerical summaries of the raw data are the same as reported by NLSY79. This is followed by graphical summaries using methods available in ggplot2 (Wickham 2016) and brogar (Tierney, Cook, and Prvan 2020).

The respondents’ ages ranged from 12 to 22 when first interviewed in 1979. Hence, we validate whether all respondents were in this range in the data we extracted. Additionally, the NLSY also provides the number of the survey cohort by their sex (6403 males and 6283 females) and race (7510 Non-Black/Non-Hispanic; 3174 Black; 2002 Hispanic). To validate this, we used the demo_nlsy79, that is, the data with the survey years 1979 sample. Tables 1 and 2 suggest the demographic data we had is consistent with the sample information in the database.

In the next step, we explore the mean hourly wage data of samples of individuals. The purpose is to examine the common patterns and check the quality. A random sample of 36 individuals is chosen (using the sample_n_keys function in brogar). Their longitudinal profiles are plotted, faceted by id, and using free y scales so that the individual patterns can be examined (Figure 2). There is a lot of variability from one individual to another and substantial fluctuation in wages at different times for most individuals. Some individuals (2799, 11,041, 11,146) are only measured for a short period. Some individuals (8296, 9962) possibly have errors in wages in some years because of the extreme fluctuation. These need to be inspected more closely. It is also important to note that some shorter profiles indicate some individuals have left the study before it has finished. Checking whether the demographics of the early departing are similar to those who remain in the study is an important part of any downstream analysis to account for the bias induced by the inadvertent censoring.

Figure 3 shows an alternative way to check the data quality. Plot (A) is the spaghetti plot where all profiles are shown, and it can be seen that there are unbelievably high wage values (up to $60,000/hr) for some individuals, mostly around 1990. Plot (B) shows side-by-side boxplots of the three number summaries (minimum, median, and maximum) for all individuals. This tells us there are a number of individuals with unbelievably high maximum wages. Plot (C) shows the profile for an individual with a maximum wage that is not so extreme but still indicates a problem: their wages are consistently low except for one year where they earned close to $1200/hr. This does not seem to be reasonable and leads us to use a procedure to detect and fix these temporal anomalies.

Extremely high values were also found in the total hours of work, where some observations reported having worked for 420 hr a week in total. According to Pergamit et al. (2001), one of the flaws of the NLSY79 employment data is the NLSY79 collects the information of the working hours since the last interview. Thus, it might be challenging for the respondents to track the within-job hours’ changes between survey years, especially for the respondents with fluctuating working hours or seasonal jobs. It even has been more challenging since 1994, after which respondents were only surveyed every other year and thus, had to recall two full years’ job history. This shortcoming might also contribute to the fluctuation of one’s wages data.

### 3.4. Replacing Extreme Values

A robust linear regression model using the rlm function from MASS package (Venables and Ripley 2002) is used to treat the extreme values in the data. The robustness weight (calculated with the Huber method) is used to determine if a value should be replaced with the fitted value from the model. This is constructed for each ID using the nest and map function from tidyr (Wickham and Hester 2020) and purrr (Henry and Hadley 2020), respectively. An alternative approach would be a robust linear mixed model using robustlmm (Koller 2016).

Figure 4 shows the profiles for a sample of 30 individuals the mean hourly wage before and after extreme values are replaced. The plot shows fluctuations in wages remain, but the large spikes (in this sample, individuals 8296, 9962), which are considered implausible, are replaced.

The challenging part of detecting an anomaly using the robustness weight is determining the weight threshold beyond which the observations are considered outliers. It is also important not to be too aggressive in outlier removal, because this would overly smooth the data, and ignore actual workforce experiences important wage volatility such as, abnormally high wages for a fleeting amount of time. To explore the risk of being overly vigorous in labeling observations as outliers, a range of threshold value were assessed. Numerous samples of individuals were drawn for each threshold, and the smoothness of the profiles was examined. Overly smooth profiles would indicate the replacement of values was too severe, resulting in removing the very interesting volatility of wages seen in many individuals. This was achieved using a purpose written shiny (Chang et al.

---

**Table 1.** Frequency table of the age at the start of the survey in NSLY79 cohort in the extracted data.

| Age | Number of individuals |
|-----|-----------------------|
| 15  | 1265                  |
| 16  | 1550                  |
| 17  | 1600                  |
| 18  | 1530                  |
| 19  | 1662                  |
| 20  | 1722                  |
| 21  | 1677                  |
| 22  | 1680                  |

**Table 2.** Contingency table for sex and race for the extracted NLSY79 demographic data.

| Sex | Race         | Black | Non-Black, Non-Hispanic | Total |
|-----|--------------|-------|-------------------------|-------|
| F   | 1561 (25%)   | 1002 (16%) | 3720 (59%)               | 6283  |
| M   | 1613 (25%)   | 1000 (16%) | 3790 (59%)               | 6403  |
| Total| 3174 (25%)   | 2002 (16%) | 7510 (59%)               | 12,686|

**NOTE:** The percentage (rounded to closest 1%) is out of the total corresponding to row.
Figure 2. Longitudinal profiles of wages for a random sample of 36 individuals in the pre-cleaned data. There is considerable variation in wages. Some individuals (2799, 11,041, 11,146) are only measured for a short period. Some individuals (8296, 9962) possibly have errors in wages in some years, because of the extreme fluctuation.

Figure 3. Summary plots to check the data after the tidying stage: (A) longitudinal profiles of wages for all individuals 1979–2018, (B) boxplots of minimum, median, and maximum wages of each individual, (C) and one individual (id = 39) with an unusual wage relative to their years of data. It reveals that some values of hourly wages are unbelievable, and some individuals have extremely unusual wages in some years. Accordingly, more cleaning is necessary to treat these extreme values.
Figure 4. Comparison between the original (black dots) and the corrected (solid gray) mean hourly wage for same sample of individuals as shown in Figure 2. A robust linear model prediction was used to identify and correct mean hourly wages value. The extreme spikes, corresponding to implausible wages, have been replaced with values more similar to wages in neighboring years for individuals 8296 and 9962, but otherwise the profiles have not changed.

Figure 5. Remake of the summary plots of the fully processed data suggest it is now in a reasonable state: (A) longitudinal profiles of wages for all individuals 1979–2018, (B) boxplots of minimum, median, (C) and maximum wages of each individual, and one individual with an unusual wage relative to their years of data.

2020) app (provided with the code of this article). Observations where a change was made are tracked with a new variable called is_pred, so that this effect in the downstream analyses can be monitored.

Figure 5 shows the summary statistics after removing extremes. The highest wage overall is now around $1000. Plot (A) shows a more reasonable spaghetti plot, where there are some profiles with high wages, but most profiles have wages...
under $300, and there has been a steady increase in wages over the years. Plot (B) shows there are still a small number of individuals with high maximum wages. Plot (C) shows the profile for ID=39 after imputing the extreme value. The wages for this individual increase over the years, and do fluctuate some between 1900 and 2005.

### 3.5. Recap

There are many steps and decisions made to go from raw to input to valid data. Figure 6 summarizes these in order to create a refreshed wages dataset. The list of variables provided in the three new datasets are as follows:

**demog_nlsy79**:
1. id: A unique individual’s ID number.
2. age_1979: The age of the individual in 1979.
3. sex: Sex of the individual, f = Female and m = Male.
4. race: Race the individual belongs to, NBH = Non-Black, Non-Hispanic; H = Hispanic; B = Black.
5. hgc: The highest grade completed ever.
6. hgc_i: Integer value of the highest grade completed ever.
7. hgc_1979: The highest grade completed in 1979 (integer value).
8. ged: Whether the individual had a high school diploma or Graduate Equivalency Degree (GED). 1: High school diploma; 2: GED; 3: Both.

**wages** and its subset for high school dropouts cohort **wages_hs_do**:
1. id: A unique individual's ID number. This is the key of the data as we saved the data as a tibble object.
2. year: The year the observation was taken. This is the index of the data.
3. wage: The mean of the hourly wages the individual gets at each of their different jobs. The value could be a weighted or an arithmetic mean. The weighted mean is used when the information of hours of work as the weight is available. The mean hourly wage could also be a predicted value if the original value is considered influential by the robust linear regression as part of data cleaning.
4. age_1979: The age of the individual in 1979.
5. sex: Sex of the individual, f = Female and m = Male.
6. race: Race of the individual belong to, NBH = Non-Black, Non-Hispanic; H = Hispanic; B = Black.
7. grade: Integer value of the highest grade completed corresponding to the survey year.
8. hgc: The highest grade completed ever.
9. hgc_i: Integer value of the highest grade completed ever.
10. hgc_1979: The highest grade completed in 1979 (integer value).
11. ged: Whether the individual had a high school diploma or Graduate Equivalency Degree (GED). 1: High school diploma; 2: GED; 3: Both.
12. njobs: Number of jobs that an individual has.
13. hours: The total number of hours the individual usually works per week.
14. stwork: The year when the individual started to work.
15. yr_wforce: The length of time in the workforce in years (year - stwork).
16. exp: Work experience, that is, the number of years of working.
17. is_wm: Whether the mean hourly wage is weighted mean, using the hour work as the weight, or regular/arithmetic mean. TRUE = is weighted mean. FALSE = is regular mean.
18. is_pred: Whether the mean hourly wage is a predicted value of RLM or not.

### 4. Comparison of Refreshed with the Original Data

The original set, containing wages of high school dropouts (Singer and Willett 2003) from 1979 through to 1994, is available in the R package brogar (Tierney, Cook, and Prvan 2020). To compare the refreshed data with the original, a subset needs to be matched. There are numerous ways to do this, with the simplest being to extract the individuals based on their id being part of the original data and restricting the longitudinal measurements to the same years. However, we decided to try to replicate the process, as suggested by the description of the original data. This requires first identifying individuals who dropped out of high school.

#### 4.1. Filtering: Determining who is a Dropout

There is no explicit explanation of how the dropouts cohort is determined in the original data. Hence, we use the high school dropouts criteria from Wolpin (2005), which are:

1. An individual whose highest grade completed (hgc) is reported to be less than 12th grade, or
2. An individual whose highest grade completed (hgc) is reported to be at least 12th grade and has received a GED (i.e. ged code is 2).

An additional criterion from Singer and Willett (2003) is to only include males aged between 14 and 17 years old in 1979. With this filtering, we obtained 670 individuals in the refreshed data compared to 888 individuals in the original data. To investigate the reason for the difference, individuals from the original and refreshed dataset were matched by id. This revealed several reasons for the disparity:

1. 173 individuals were more than 17 years old in 1979. Thus, it looks like the description of the original data, that there are people older than 17 in the subset, is not quite accurate. Our decision is to also include them in the refreshed data as the new data contains an age variable, so analysts could filter them later.
2. 79 individuals were less than or equal to 17 years old in 1979. However, they were not captured in the refreshed data because:

   a) 35 of them completed at least 12th grade with a diploma instead of GED (ged variable is coded as 1). This suggests they are not dropouts, and so we excluded them from the refreshed data.
   b) The information about ged is missing in 38 individuals. We decided to include them in the refreshed data.
(c) Three individuals have both diploma and GED (ged is coded as 3). These were kept in the refreshed data.
(d) 12 individuals do not exist in wages data because they have participated in less than three rounds of the survey.

The filtering was reapplied using these decisions, resulting in a refreshed dropout subset containing 863 individuals.

4.2. Summaries of Original with Refreshed Dropouts Data
Because the original data does not have the year of collection, it is not possible to merge the two subsets directly. Merging longitudinal data requires both the key (j.d) and the index (ideally survey year). In the original data, the experience variable is the time index, and it was not possible to exactly match this for the refreshed data. Thus, comparisons of the two sets have to be conducted in a two-sample fashion rather than a matched sample.
Figure 7 contains summaries of corresponding variables in the two subsets. Plot (A) shows a back-to-back bar chart of the highest grade completed. The two sets are almost the same, but small differences remain. Plots (B) and (C) show stacked density plots of experience and log wages, respectively. The distributions are relatively close, with more differences in wages as would be expected because the refreshed data is not inflation-adjusted but the two sets are reasonably similar.

4.3. The Takeaways

There are several aspects of the original data that were difficult to replicate. The calculation of the work experience is not clearly articulated. Singer and Willett (2003) describe the temporal variable as the years of experience since the first day of work. This variable is not explicitly available in the database. From the NLSY79 topical guide (Bureau of Labor Statistics, U.S. Department of Labor 2021b), we find several variables are tagged as work experience-related variables. One of them is the weeks worked since the last interview. This is used to calculate the variable. It produces reasonably similar but not exactly the same values. Because the original dataset did not include the year of the survey, it cannot be precisely compared.

The variables from “highest grade completed” have some confusion. There are several ways this is reported, including the highest grade ever completed and also the \( hgc \) at each survey year. To match the original data, it is appropriate to use the \( hgc \) while in high school. The documentation suggests this variable is available, but it is actually not. Hence, to match the original data, we have calculated the \( hgc \) to match the \( hgc \) achieved in the years between 1979 and 1994 based on the yearly survey value. The result does not exactly match the original for a few individuals.

In the original dataset, wages were inflation-adjusted to 1990 prices. This is not done for the refreshed data because we plan to keep refreshing it as the data is added to and released from the survey. Instead, we have provided a function called \texttt{adj_inflation} in the R package, \texttt{yowie}, for users to conduct the inflation adjustment when they are ready to analyze the data.

It is important to note that the treatment of unlikely wages differs in the refreshed data. In the original data by Singer and Willett (2003), wages greater than $75 are set to be missing. However, this value is too low to be set as the maximum threshold, and it doesn't take into account temporal neighbors for an individual. We opted to use the weights from a robust linear regression to determine what should be regarded as extreme and imputed them with their predicted values as described in Section 3.4.

Finally, the matching of individuals in the dropouts subset of the refreshed data with the original data was done using their IDs. (Only males were in the original data.) It was comforting to see that all of the individuals in both sets do match on sex (all are male!), and race.

5. Summary and Discussion

Any longitudinal dataset used for education should have a sufficiently reproducible process to be refreshed with new data. The NLSY79 dataset is a great teaching tool that has become outdated, both because the dataset stops in 1994, and because the demographic data could be handled more delicately. This article has illustrated the necessary steps and decisions made to take a particular open dataset and make it a textbook dataset, ready for the classroom or research. In the first stage, we showed the steps performed to get the data from the NLSY79 database. The data format was converted to a tidy format for more flexibility in cleaning and exploring. Initial data analysis was conducted to investigate and screen the quality of the data. We found and provided a fix for many anomalous observations in wages using a robust linear regression model. The refreshed data is compared with the original set using a variety of numerical summaries and graphics. The current subset is made available in a new R package, called \texttt{yowie}. 
The data cleaning process is documented, and the code has been made available. These provide the opportunity to again refresh the textbook data as new data is published into the NLSY79 database. Determining an appropriate robustness weight from which to threshold unusual observations was conducted using a shiny (Chang et al. 2020) app, which is provided with the code, and the choices used in the refreshed data are documented.

Various difficulties were encountered in trying to refresh the data, which include:

- Determining which records should be downloaded from the database.
- Calculating experience in the workforce requires comparing the date of the first job with the first year the individual was recorded, both of which are available in the database.
- Treating the extreme values since there are many unusually high hourly wages, for example, greater than $60,000 per hour.
- Determining the dropouts subset as there is no explicit variable in the database recording high school dropout, which means we needed to compare the date of 12th grade with their GED status.
- Matching IDs from the original data with those in the refreshed data do refer to the same person based on the demographic information available.

Ultimately, the refreshed data is reasonably similar to the original. The last step required would be to inflation-adjust wages. This is better to do with each wave of new data added so that it is relative to the last date in the data. Our decision was to provide the raw wages and include code to make the adjustment as part of the package.

Some readers may disagree with our decisions made to produce the refreshed textbook data and may have better insight than us in producing more appropriate textbook data. We do not assert that we have produced the best textbook data, but rather we describe our journey to provide a reasonable textbook dataset. All code and documentation are provided for transparency. Readers could use this to make different decisions or provide suggestions through the package for better choices. Future updates of the yowie package may contain additional variables, or filters of the full set if it is deemed important.

For the data providers, we recommend a better validation system with clear rules applied at data entry and alternative output formats, such as a tidy format, which would help users better use their resources. The problem with many wages records is that there are implausible values or confusion on how to record wages for multiple jobs. These values can be validated with simple checks at data entry. Providing an open data resource is also accompanied by the responsibility that the data, especially as valuable as this, is reliable. Users need to be able to trust the data.

Why is the work presented here useful for teachers and students? There are several reasons:

- It primarily illustrates the steps in cleaning and processing a well-known longitudinal data so that it can be further refreshed as a textbook dataset as new data emerges. Choices made during the cleaning and processing can affect findings made with the data, are transparent, and can be a basis for classroom discussions.
- Some of the methods shown, and lessons learned about the data, can also be considered to be useful for working with other datasets, and also apply generally for data cleaning, initial data analysis and exploratory data analysis.
- The refreshed data can be used for teaching advanced linear modeling, using almost identical code from Singer and Willett (2003), and thus, make those lessons more current for today’s students.
- It provides the data to develop a case study for teaching exploratory data analysis of longitudinal data, focusing on the individual experience. The vignettes of the brogar (Tierney, Cook, and Prvan 2020) package provide useful guides for the case study content.

The wages data provides a good opportunity to discuss the difference between statistics for public policy and statistics that relate to the individual. Public policy is based on models, yielding averages that might vary across strata. Modeling the wages relative to workforce experience with demographic covariates, we learn that there are significantly different patterns. More education leads to increasingly higher wages, which is a satisfying result for educators. It means education makes a difference in the wage experience, so public policy encouraging education is a data-supported action. We would also learn, although not presented here, that wages on average differ by race category. This is a disturbing finding because there is no rationale for such a difference in a fair society. This would provide support for action in public policy to remove this overall average effect. It also provides an example for educators to explain the use of data to support public policy action.

On an individual level, people might want to see how their characteristics relate to those in the dataset. To do this, the individual profiles need to be explored. Predominantly, we would learn the variation from one individual to another is far more than the variation between demographic strata. For example, many individuals with lower educational attainment earn very high wages. From a statistics and data science educator perspective, more focus and more methodology for this type of statistics need to be included in the curriculum.

The above interpretations of results from analyzing the wages data rely on trusting that the data provided is accurate and valid. The wages data is collected by a reputable organization, but we found the data has obvious errors that should be corrected. This article has illustrated procedures and guidelines to achieve valid data and provides the code and details for it to be reproduced and modified if deemed appropriate.

Having trustworthy data is imperative for statistics and data science education. Whenever one uses a textbook dataset that is perceived as relating to the students’ lives, there will be interpretations made. The wages data is an example of this. Students can take away multiple interpretations from the data (e.g., wages increase with experience, education, and race) based on the teaching focus to learn about the world. If one uses data examples that are synthetic, instilled with our own inherent prejudices (e.g., sex and race), or data that has been poorly processed containing errors, we, as educators,
are being irresponsible because the societal message taught to students may be flawed. This article demonstrates the process of producing a trustworthy dataset for teaching.

**Supplementary Materials**

- **Code**: R script to reproduce data tidying and cleaning is available at [https://numbats.github.io/yowie/articles/process-data.html](https://numbats.github.io/yowie/articles/process-data.html). The code for the extreme value handling with robust linear fits is in [https://numbats.github.io/yowie/articles/input-to-valid-data.html](https://numbats.github.io/yowie/articles/input-to-valid-data.html).
- **R Package**: yowie is an R data package that contains three datasets, namely the high school mean hourly wage data, high school dropouts mean hourly wage data, and demographic data of the NLSY79 cohort. This package can be accessed from [https://github.com/numbats/yowie](https://github.com/numbats/yowie).
- **shiny app**: An interactive shiny web app to visualize the effect of selecting different weight threshold for substituting the wages data to its predicted value from a fit of the robust linear regression model. This app can be accessed at [https://ehbsmonash.shinyapps.io/yowie_app](https://ehbsmonash.shinyapps.io/yowie_app) with the source code provided [https://github.com/numbats/yowie/tree/master/inst/app](https://github.com/numbats/yowie/tree/master/inst/app).
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