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Laser plasma accelerators capable of generating > 10 GeV electron beams may require plasma mirrors to remove undepleted laser energy at the end of the stage. The electron bunch can interact with light reflected from the mirror resulting in inverse Compton scattering. For realistic conditions, we show that a significant fraction of electrons emit one or more photons, increasing the energy spread of the electron bunch. We provide an analytical expression for calculating this effect, and use it to estimate the minimum drift space required before the plasma mirror to meet given energy spread specifications. Mitigation strategies, necessary to achieve sub-percent energy spread in multi-GeV laser wakefield electron sources, are proposed and explored.

I. INTRODUCTION

Laser wakefield accelerators (LWFA) [1] are capable of producing accelerating gradients of $\sim 100$ GeV/m [2–4]. The energy an electron can gain using a single laser pulse is fundamentally limited by dephasing of the electrons relative to the accelerating field and by depletion of the driving laser pulse. The maximum electron energy before reaching these limitations can be increased by using a lower plasma density. However, this requires higher energy laser pulses, increasing the cost and size of the accelerator. An attractive alternative is to couple together multiple acceleration stages [5, 6], each of higher accelerating gradient but shorter length, as is common in large-scale conventional accelerators. This would enable plasma based accelerators to achieve electron energies required for high-energy physics applications, such as an electron-proton collider using an electron beam at 50 GeV [7], using currently available laser powers. However, there are many challenges for staged LWFA to reach this energy level with the requisite high bunch quality.

For staged LWFA, it is necessary to couple a new laser pulse onto the acceleration axis at the start of each stage [5]. A significant fraction of the laser energy remains at the exit of a LWFA [8]. Therefore, a compact method is also required to extract this undepleted laser energy to avoid damage to subsequent beam optics, diagnostics and other devices. One method for coupling both incoming and outgoing laser beams, is to use plasma mirrors [9]. The plasma mirror can be in the form of a thin tape which is instantaneously turned into a high-density and hence highly-reflective plasma by incidence of the high power laser beam. Since part of the tape is vaporised each time, it must be translated to a new position between shots. The tape must be thin in order to minimise detrimental effects on the electron beam due to scattering, but also strong enough to survive mechanically.

One consequence of using plasma mirrors, which has not previously been discussed, is the effect of inverse Compton scattering (ICS). Due to the physical size of the laser pulse in a LWFA, and the distance at which the electron bunch trails the laser pulse, it is possible for the electron beam to enter the field of the reflected laser before it crosses the boundary of the plasma mirror, as shown in fig. 1. In this region, the electrons oscillate in the laser field and can emit radiation. For high electron energies, the emitted radiation can take a significant fraction of the electron’s energy. In strong laser fields, this leads to the ‘radiation reaction’ problem which has been the subject of recent experimental [10, 11] and theoretical [12–14] study. If the energy loss is significant and is experienced by an appreciable proportion of electrons, it will adversely affect the electron bunch quality, particularly the energy spread. We have conducted the following analysis in order to determine the severity of the issue, and how it may be mitigated.

![FIG. 1. Schematic of the interaction of an LWFA electron bunch (blue) with the laser pulse (red) reflected from a thin foil (grey): a) Electron beam trails laser pulse reflected from foil: a) Electron beam trails laser pulse (red) reflected from foil (grey): a) Electron beam trails laser pulse (red) reflected from foil (grey). b) Laser pulse is reflected from foil and interacts with electron beam. c) Electron beam passes through foil and is separated from laser field.](image)

II. LWFA DESIGN

An LWFA consists of an electron plasma wave driven by the ponderomotive force of an intense laser pulse. The phase velocity of this plasma wave is determined by the group velocity of the laser in the plasma: $v_g = c\sqrt{1 - (\omega_p/\omega_0)^2}$, where $\omega_p = \sqrt{4\pi ne^2/\varepsilon_0m_e}$ is the plasma frequency for a plasma of density $n_e$, and $\omega_0$ is the laser frequency. For low plasma density ($\omega_p \ll \omega_0$), the Lorentz factor associated with the plasma wave is therefore $\gamma_0 \approx \omega_0/\omega_p$. The field structure of the plasma wave provides focusing and accelerating regions moving at close to the speed of light and is thus ideally suited...
to accelerate electrons. However, a relativistic electron beam injected at the rear of the accelerating and focusing region will advance relative to the plasma wave leading to eventual dephasing.

The properties of the wakefield are determined by the normalised vector potential \( a = eE/(m_ee_c) \) of the laser pulse, with maximum value \( a_0 \). In the linear regime \( (a_0 < 1) \), the (maximum) electron energy gain at dephasing is \( \gamma_{\text{max}}m_ec^2 = 2(\omega_0/\omega_p)^2m_ec^2 \) after a dephasing length \( k_pL_0 = (\omega_0/\omega_p)^2 \) [15], where \( k_p = \omega_p/c \). For a strong drive laser \( (a_0 \gg 1) \), the plasma wave is highly non-linear. The plasma density becomes cavitated, as a large fraction of electrons are expelled from the regions of highest laser intensity, and so the focusing and accelerating fields increase and cover a larger fraction of the plasma wave period [16]. Non-linear evolution of the laser pulse envelope becomes more important, and pulse front etching leads to a reduction in phase velocity [17]. As a result, the maximum electron energy is

\[
\gamma_{\text{max}}m_ec^2 = \frac{2}{3}a_0(\omega_0/\omega_p)^2m_ec^2 \quad \text{which occurs after a dephasing length} \quad k_pL_0 = \frac{4}{3}a_0(\omega_0/\omega_p)^2 \quad \text{[15].}
\]

Both the highly nonlinear ‘blowout’ \( (a_0 \gg 1) \) and the quasi-linear regimes \( (a_0 \gtrsim 1) \) have been used to accelerate electrons to multi-GeV energies. The acceleration length can be extended to the dephasing length if the laser power exceeds the threshold for relativistic self-guiding \( P_{\text{crit}} = 17(\omega_0/\omega_p)^2 \) GW. Relativistic self-guiding has been demonstrated over \( > 100 \) Rayleigh ranges [18] and has been used to generate electron energies of \( > 2 \) GeV [19, 20]. For laser power \( P \leq P_{\text{crit}} \), an external guiding structure is required [21, 22]. External guiding allows for LWFAs to operate at lower plasma densities, generating electron energies up to \( 8 \) GeV [23] in a single stage.

In order to reach electron energies \( \gamma_{\text{max}}m_ec^2 \gg 10 \) GeV, multiple LWFAs must be used to provide successive acceleration stages for the electron bunch. In a multi-stage LWFA, a plasma mirror would be required between each stage to extract the residual laser energy from one stage before coupling in the laser pulse for the next one. At the plasma exit, the laser pulse transverse spot size is determined by the guiding method. For self-guiding in the ‘blowout’ regime, the laser transverse size is approximately the plasma bubble radius \( k_pR_0 = 2\sqrt{a_0} \) [15]. For external guiding, the matched spot size is set by the transverse plasma density profile. In the design by Schroeder et al. [24] a focal spot radius of \( 70 \) \( \mu \)m is given for an externally guided \( 10 \) GeV stage.

An electron bunch accelerated in the first plasma period will trail the laser pulse by approximately half of the plasma wavelength. Then, if the laser is reflected by a \( 45^\circ \) plasma mirror, the electron beam will pass through part of the laser field and Inverse Compton scattering will occur. The scattered photons can take a significant fraction of the initial electron energy and are emitted at small angles to the electron direction of motion. Electrons involved in the scattering interaction lose energy as a result, causing an increase in the energy spread of the electrons beam. Thus, this effect must be carefully managed for LWFAs to maintain narrow energy spread.

### III. ICS Photon Energy and Cross-Section

Inverse Compton scattering is the scattering of a photon to a higher energy off of an energetic electron. As the photon can gain an appreciable fraction of the electron energy, the electron recoil effect must be taken into account. It is convenient to treat ICS as Compton scattering in the rest-frame of the electron, as illustrated in fig. 2. In terms of rest-frame quantities, the scattered photon energy \( E'_f \) (for \( a_0 \ll 1 \)) is given by,

\[
\frac{E'_f}{E'_i} = \left( 1 + \frac{E'_i}{m_ec^2}(1 - \cos \phi') \right)^{-1},
\]

where \( \phi' \) is the polar scattering angle and \( E'_i \) is the incident photon energy. The second term on the right-hand side of eq. (1) represents the recoil of the electron, which significantly alters the resultant photon energy when \( E'_i \approx m_ec^2 \).

![FIG. 2. Illustrations of the ICS geometry in the lab- and electron rest-frames. With the assumptions \( \gamma \gg 1 \) and \( \theta \gg 1/\gamma \), relativistic beaming means that we can define the polar scattering angle \( \phi' \) relative to the axis of the Lorentz boost.](image)

The incident photon energy in the electron rest-frame is found using the Lorentz transform of the lab-frame photon energy \( E_i \), i.e.,

\[
E'_i = \gamma E_i (1 - \beta \cos \theta),
\]

where \( \beta \) is the electron velocity, \( \theta \) is the angle between the electron and photon directions of motion in the lab-frame and \( \gamma = 1/\sqrt{1 - \beta^2} \).

With the assumption \( \gamma \gg 1 \), relativistic beaming causes all incoming photons for which \( \theta \gg 1/\gamma \) to propagate anti-parallel to the original electron propagation direction when viewed in the rest-frame, i.e. \( \theta' \approx \pi \). For the situations of interest in this paper, the condition \( \theta \gg 1/\gamma \) is always met and so we define \( \phi' \) as relative to a constant incoming photon vector. Using this definition, the scattered photon energy in the lab-frame is,

\[
E_f = \gamma E'_f (1 - \beta \cos \phi').
\]
For γ ≫ 1, relativistic beaming causes all scattered photons to be emitted in approximately the electron direction of motion, i.e., angles relative to the electron trajectory ≲ 1/γ. Therefore, the scattered electron energy is calculated by subtracting the scattered photon energy from the initial electron energy. Combining eqs. (1), (2) and (3) gives,

\[ E_f = \frac{\gamma^2 E_i (1 - \beta \cos \theta) (1 - \beta \cos \phi')}{1 + \gamma E_i (1 - \beta \cos \theta) (1 - \cos \phi')/m_e c^2}. \tag{4} \]

The differential cross-section for Compton scattering for \( a_0 \ll 1 \) is given by the Klein-Nishina formula. Averaging over the azimuthal angle \( \psi' \), the differential cross-section is \[25],

\[ \frac{d\sigma_{KN}}{d\Omega} = \frac{r_e^2}{2} \left( \frac{E_f'}{E_i'} \right)^2 \left[ \frac{E_f'}{E_i'} + \frac{E_i'}{E_f'} - \cos^2 \phi' \right], \tag{5} \]

where \( r_e \) is the classical electron radius.

The total scattering cross-section can be found by integrating eq. (5),

\[ \sigma_{KN} = \int_0^{2\pi} \int_0^\pi d\sigma_{KN} \sin \phi' d\phi' d\psi' = \pi r_e^2 \left[ \frac{(1 + 2x)^2 - 1}{2x(1 + 2x)^2} + \frac{\ln(1 + 2x)}{x} + \frac{4x - 2(x + 1) \ln(2x + 1)}{x^3} \right], \tag{6} \]

where \( x = E_i'/m_e c^2 \).

However, this simple picture, which is valid for low amplitudes, is complicated by nonlinear effects for \( a_0 \geq 1 \), such that the Klein-Nishina formulae are no longer accurate. The electron motion in the ponderomotive potential of the laser pulse results in a time dependent redshift of the Compton scattered photons \[26\] and modification of the differential cross-section. In addition, harmonics of the fundamental scattering frequency are produced. An approximate quantification of this effect was obtained by numerical fitting of the total scattering cross-section as calculated for circular polarisation using the framework established by Seipt and Kämpfer \[27\, 28\], as shown in fig. 3a. For \( 0 < a_0 < 5 \), a good approximation was found to be,

\[ \sigma_{ICS}(a_0) \approx \frac{\sigma_{KN}}{\sqrt{1 + 0.4a_0^2}} \text{ (circular)}. \tag{7} \]

For linear polarisation, the cycle averaged value of \( a^2 \) should be used instead, i.e.,

\[ \sigma_{ICS}(a_0) \approx \frac{\sigma_{KN}}{\sqrt{1 + 0.2a_0^2}} \text{ (linear)}. \tag{8} \]

Although, the details of the scattered spectrum differ between linear and circular polarisation, this is not included for the approximate treatment used in this model.

The mean photon energy, averaged over all values of \( \phi' \) approximates to half of the maximum possible photon energy, which occurs for \( \phi' = \pi \), i.e.,

\[ \bar{E}_f \approx \frac{\gamma^2 E_i (1 - \beta \cos \theta)}{1 + (2\gamma E_i (1 - \beta \cos \theta)/m_e c^2)}. \tag{9} \]

For \( a_0 \leq 5 \) and \( \gamma m_e^2 > 2 \text{ GeV} \), the average photon energy, calculated using \[27\], varies only slowly with \( a_0 \), varying by 20% for \( a_0 = 2 \) compared to \( a_0 = 0 \), as shown in fig. 3b. This is partly helped by the contribution from higher harmonics balancing the ponderomotive reduction in the fundamental Compton energy. Therefore, we apply the approximation of eq. (9) independently of \( a_0 \), with the knowledge that the accuracy will be lower for \( a_0 > 1 \).

![FIG. 3. Plot of a) total cross section and b) average photon energy calculated using [27] for the given electron energies. The approximation used in the simplified model is plotted as the red dashed line for comparison.](image)

**IV. ELECTRON BEAM ENERGY SPREAD DUE TO ICS**

For a single electron, the expected number of scattering interactions, neglecting any change in cross-section due to the emission of multiple photons, from a linearly polarised laser with intensity distribution \( I(t, x) \) is given by,

\[ f = \int_{t_0}^{t_1} \sigma_{ICS} \frac{I(t, x(t))}{\hbar \omega_0} (1 - \cos \theta) \, dt, \]

\[ f \approx \frac{\sigma_{KN} \omega_0 m_e^3 c^2 \sin^2 \left( \frac{\theta}{2} \right)}{\hbar c \omega_0} \int_{t_0}^{t_1} \frac{\hat{a}^2}{1 + 0.2a_0^2} \, dt, \tag{10} \]

where \( \hat{a} \) is the amplitude envelope of the normalised vector potential. The integral in eq. (10) is over the trajectory of the electron through the laser field from \( x(t_0) \) to \( x(t_1) \). With the approximation that all electrons have the
same scattering probability, the fraction of electrons that undergo \( n \) scattering interactions is given by the Poisson distribution with parameter \( f \),

\[
p_n = \frac{f^n e^{-f}}{n!}, \tag{11}
\]

In order to determine the electron energy after \( n \) interactions, we use the average emitted photon energy for ICS eq. (9) and break up the emission of a photon into interactions, we use the average emitted photon energy for photon emissions, \( n \)

energy remains within the acceptable energy range, i.e., \( \Delta \gamma / \gamma_0 \) is an infinitesimal part of the photon,

\[
\delta(\gamma e c^2) = -\frac{\gamma^2 \delta n' E_i (1 - \beta \cos \theta)}{1 + (2\gamma \delta n' E_i (1 - \beta \cos \theta))/m_0 c^2}. \tag{12}
\]

Taking the limit of \( \delta n' \rightarrow 0 \) and \( \gamma \gg 1 \) (\( \beta \approx 1 \)), then eq. (12) can be integrated to find the electron energy after \( n \) photon emissions,

\[
\int_{\gamma_0}^{\gamma_n} \frac{d\gamma}{\gamma^2} = -\frac{2\sin^2 (\frac{\theta}{2}) E_i}{m_0 c^2} \int_0^n d\gamma', \tag{13}
\]

\[
\gamma_n = \gamma_0 (1 + n\gamma_0 W)^{-1}, \tag{14}
\]

where \( W = 2\sin^2 (\frac{\theta}{2}) E_i / m_0 c^2 \). It is interesting to note that although the integral in eq. (13) does not explicitly include the electron recoil, the integration yields the same values of \( \gamma_n \) as those obtained by iteratively subtracting the photon energy given by eq. (9).

Using the above expressions, it is possible to analytically estimate the effect of ICS on the electron spectrum due to the photon recoil. Electrons that lose too much energy may not be useful for subsequent application of the electron beam. Therefore, one can calculate the fraction of electrons \( F_a \) that remain within some acceptable energy spread \( \Delta \gamma / \gamma_0 \). This can be estimated by summing the occupancies of each state for which the final electron energy remains within the acceptable energy range, i.e.,

\[
F_a = \sum_{n=0}^{n_{\text{max}}} p_n, \tag{15}
\]

where,

\[
n_{\text{max}} = \left\lfloor \frac{1}{\gamma_0 W} \left(\frac{\Delta \gamma / \gamma_0}{1 - \Delta \gamma / \gamma_0}\right) \right\rfloor, \tag{16}
\]

where \( \lfloor \rfloor \) is the floor operator. For large electron energies, the energy lost from a single scattering interaction is already so large that a reasonable metric is simply the fraction of electrons that do not undergo scattering. However, this neglects the possibility that electrons falling outside the desired energy may cause detrimental or damaging effects, in addition to reducing efficiency. Instead, we use a measure of the energy spread as the normalised RMS deviation from the initial energy value, i.e.,

\[
\sigma_{\text{ICS}} = \sqrt{\sum_{n=0}^{\infty} p_n \left(\frac{\gamma_n - \gamma_0}{\gamma_0}\right)^2}. \tag{17}
\]

In practise, the sum in eq. (17) can be limited to a value of \( n \) at which the state occupation \( p_n \) (using eq. (11)) becomes negligible. For a beam with an initial energy spread \( \sigma_{\gamma_0} \), the increase due to ICS is added in quadrature, i.e., \( \sigma_\gamma = \sqrt{\sigma_{\gamma_0}^2 + \sigma_{\text{ICS}}^2} \).

A Monte-Carlo calculation was performed, in which \( 10^5 \) electrons were initialised at an average energy 50 GeV and 1% RMS energy spread. A \( \lambda = 1000 \) nm Gaussian laser pulse with a duration of \( \tau = 121 \) fs collided head on (\( \theta = \pi \)) and the scattering interactions were calculated in discrete time steps. At each time step, the probability of each electron undergoing a scattering interaction was taken from a look-up table of total scattering cross-sections. Electrons were randomly selected using these probabilities and the emitted photon energy was then similarly selected from a look-up table of the differential cross-sections. Both look-up tables were created in advance using the method of Seipt and Kämpfer [27]. The electron energy was then reduced by the emitted photon energy before proceeding to the next time step.

![Figure 4](image-url)

**Figure 4.** a) Electron beam spectrum after 90° collision with a Gaussian laser pulse from Monte-Carlo simulations with differing values of \( a_0 \). The initial electron beam had a mean energy of 50 GeV with \( \sigma_{\gamma_0} = 1\% \). The resultant electron beam energy spread was calculated from the results of the Monte-Carlo simulation (blue) and the analytical model (red). b) Plots of the final electron spectrum for selected values of \( a_0 \).
scattering reactions. Figure 5 shows the predicted energy spread increase for an electron beam colliding with a gaussian laser pulse at 90°. The alignment is such that the electron passes through the peak field of the laser, which has a pulse duration τ = 50 fs. The energy spread increase is greatest for higher values of a_0 and γ. This indicates that any collision with the extracted laser pulse at the exit of a multi-GeV LWFA must be at a_0 < 1 in order to achieve a final energy spread of σ_y < 0.01.

V. ELECTRON PATH THROUGH REFLECTED LASER FIELD

For the case of a laser reflecting from a plane (fig.6) with its surface normal at an angle α to the initial laser direction, then the electron collides with the reflected field at an angle θ = π - 2α.

![Interaction geometry of electron beam (purple) trailing a laser pulse (blue). The laser pulse after reflection (red) from the planar surface interacts with the electron bunch.](image)

For simplicity, the reflected laser pulse envelope is defined as Gaussian in the longitudinal (z) and transverse (x) axes,

\[ \hat{a}^2(t, x, z) = a_0^2 \exp \left[ \frac{-2(z - ct)^2}{\sigma_z^2} \right] \exp \left[ \frac{-2x^2}{\sigma_x^2} \right]. \]  (18)

The electrons are assumed to occupy a single point, which moves collinearly with the centre of the laser pulse before reflection. Their trajectory in the coordinate frame of the reflected laser is,

\[ x_e = c(t - t_d) \sin 2\alpha, \]
\[ z_e = -c(t - t_d) \cos 2\alpha. \]  (19)

where t_d is the delay by which the electron bunch trailed the laser pulse before reflection. Therefore, the electron experiences the field given by \( \hat{a}(t, x_e, 0) \) for \( x_e < 0 \) and \( \alpha(\tau > t_d, x_e > 0, 0) = 0 \), i.e. the field on the rear side of the plasma mirror is assumed to be zero. Substituting eq. (19) into eq. (18) gives,

\[ \hat{a}^2(t, x_e, 0) = a_0^2 A \exp \left[ -2C_2 \left( \frac{t - t_d}{\tau^2} \right) \right], \]  (20)

where,

\[ A = \exp \left[ -\frac{2t_d^2}{\tau^2} \left( \cos^2 2\alpha + \Phi^2 \sin^2 2\alpha - \frac{C_1^2}{C_2} \right) \right], \]
\[ C_1 = \cos^2 2\alpha + \cos 2\alpha + \Phi^2 \sin^2 2\alpha, \]
\[ C_2 = \cos^2 2\alpha + 1 + 2 \cos 2\alpha + \Phi^2 \sin^2 2\alpha. \]  (21)

and \( \Phi = c\tau/\sigma_x \). Equation (20) is substituted into eq. (10), with the limits \( t_0 = -\infty \) and \( t_0 = t_d \) in order to calculate \( f \). For collision with an orthogonally propagating laser pulse, without use of a plasma mirror, the upper limit on the integral in eq. (10) is replaced by +\( \infty \). The finite limit is due to the scattering process ending once the electron crosses the boundary of the foil at \( t = t_d \). The plasma mirror is assumed to be 100% reflective in all of the following calculations.

A. Self-guided highly non-linear regime

For a self-guided, non-linear LWFA injector stage with electron density \( n_e \), a matched laser pulse has 1/e^2 radius given by \( k_p \sigma_z \approx 2\sqrt{\sigma_0} \) and the pulse duration \( \omega_p \tau = \sqrt{\sigma_0} \) [15]. As the laser exits the plasma it diffracts as \( \sigma_z(z) = \sigma_z(0) \sqrt{1 + (z/z_r)^2} \), where \( z_r = \pi \sigma_x^2 / \lambda \) for laser of wavelength \( \lambda \). The laser pulse amplitude decreases as the pulse diffracts as \( a_0(z) = a_0(0) / \sqrt{1 + (z/z_r)^2} \). At the point of dephasing, the electron beam trails the laser pulse by \( t_d \sim \tau/2 \). To approximate the non-linear laser evolution in the plasma, we assume that pulse front etching has removed the front of the laser pulse up to the intensity peak. This is included by setting the lower limit of integration \( t_0 = t_d \cos 2\alpha / (1 + \cos 2\alpha) \). The increased energy spread as functions of \( z \) and \( n_e \) was calculated by estimating \( a_0(0) = 5 \) and \( \gamma_0 = (2/3)a_0(n_e/n_e) \), where
\(n_e = \epsilon_0 m_e \omega_0^2 / c^2\). The results are shown in fig. 7, showing the required drift length to achieve a specified relative energy spread for a given electron beam energy.

Due to the photon energy scaling in eq. (9), the electron recoil increases significantly at higher electron energies. This can be mitigated by allowing the laser pulse to diffract and thereby reducing the peak intensity before extraction. For \(\gamma m_e c^2 = 5\,\text{GeV}\), 18 mm of free space after the plasma would be required in order to preserve a 1\% energy spread. For higher electron energies or smaller target energy spread, the required drift space increases rapidly making the coupling between staged plasma accelerators longer and it may become impractical for beam quality to be preserved [29].

\section*{B. Staged acceleration by quasi-linear LWFA}

For a staged LWFA accelerator scheme, it may be advantageous to use externally guided quasi-linear LWFA stages, with 10 GeV energy gain per stage [24]. The nominal laser properties are \(a_0 = 1.5\), \(\lambda = 1\,\mu\text{m}\) and \(\sigma_x = 70\,\mu\text{m}\) for \(\sim 1\,\text{m}\) long stages at \(n_e = 10^{17}\,\text{cm}^{-3}\). To reach a final energy of 50 GeV, five such stages are required, with the electron beam transported from the exit of each stage to the entrance of the next. In order to obtain a final energy spread of \(\sigma_E < 1\%\), the energy spread increase at each stage must be limited to \(< 0.45\%\). The relative energy spread increase at the end of each LWFA stage is given in fig. 8 as a function of the drift distance \(z\) between the plasma exit and the laser out-coupling.

In this case, a drift space of \(z \approx 0.2\,\text{m}\) is required for the first stage rising to \(z \approx 0.6\,\text{m}\) for the final stage where \(\gamma = 10^5\). The large drift distances required to reduce the energy spread effect are a consequence of the large spot size at the plasma exit which results in a long Rayleigh range \(z_R = 15\,\text{mm}\). In reality, the requirements for a high luminosity collider may be much tighter than 1\% energy spread at the end of the accelerator, and so alternative concepts for laser beam extraction need to be considered. At a distance of 0.6 m, the laser spot width has diffracted to \(\sigma_x = 3\,\text{mm}\) with a peak intensity of \(I_0 \approx 2 \times 10^{15}\,\text{Wcm}^{-2}\). At this intensity, the plasma reflectively will be low [9] and so a nominally reflective tape material is required. Also, due to the transverse size of the beam, it will be possible to shape the reflecting surface so that off-axis laser radiation is not reflected into the path of the electron beam. This, along with other mitigation strategies are discussed in the next section.

\section*{VI. MITIGATION OF ENERGY SPREAD GROWTH DUE TO ICS}

\subsection*{A. Shaped reflector surface}

In order to mitigate the energy spread growth effect, it is most effective to try and minimise the interaction of the reflected laser field with the electron beam. This can be achieved by shaping the reflecting surface so that the laser energy is entirely, or almost entirely, deflected away from the electron beam, as shown in fig. 9. This could be achieved by aligning the point of a triangular profile reflector, or the join of two flat foils, as close to the electron beam axis as possible. Due to the finite size of the electron beam and alignment tolerances, it is not possible to completely eliminate the ICS interaction, but it can potentially be reduced.

The ICS energy spread effect can then be calculated by changing the lower limit of the integration in eq. (10) to \(t_0 = t_i\), when the electron beam first enters the laser field. The value \(t_i\) is determined by the precision to which the edge of the foil can be placed relative to the electron beam.

\begin{figure}[h]
\centering
\includegraphics[width=0.45\textwidth]{fig7.png}
\caption{Relative energy spread increase due to ICS with the drive laser of a ‘bubble’ regime LWFA removed by a 45° plasma mirror. The laser is allowed to freely diffract from the guided value of \(a_0 = 5\) at \(z = 0\). The required drift space to achieve a given percentage increase in energy spread as functions of electron energy are overlaid as red lines.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=0.45\textwidth]{fig8.png}
\caption{Relative increase in energy spread per stage due to ICS with the drive laser removed by a 45° plasma mirror. The \(\lambda = 1\,\mu\text{m}\) laser is assumed to be externally guided in each stage with a matched spot size of \(\sigma_x = 70\,\mu\text{m}\) and \(a_0 = 1.5\). Isolines of 1\% and 2\% relative energy spread increase per stage are marked alongside the required value (0.45\%) to achieve a final energy spread of 1\% at 50 GeV.}
\end{figure}
FIG. 9. Conceptual drawing for mitigating ICS energy spread increase through shaping of the reflecting surface. By deflecting as much energy as possible out of the path of the electron beam, it may be possible to reduce the collision overlap.

\[ \Delta x, \text{ as } t_i = t_d - \Delta x/c. \] Figure 10 shows the reduction of the ICS energy spread effect depending on the alignment of the reflector corner to the electron beam axis. In order to be of benefit, the foil must be aligned to within the spot width \( \sigma_x \) and the pulse duration \( c \tau \). For drift distances of a few Rayleigh lengths, the required alignment precision is dominated by the pulse length, and so for a matched laser pulse this condition is \( \Delta z \lesssim \lambda_p/2 \).

The fields experienced by the electron bunch and the energy of any photons produced can be altered by changing the angle at which the foil reflects the laser. In particular, using a shallower angle of incidence reduces the generated photon energy due to the angular dependence in eq. (2). The model was used to calculate the energy spread increase at the exit of a highly non-linear 5 GeV LWFA stage, with the same parameters as fig. 7. The results of the calculation, shown in fig. 11, show that the ICS energy spread increase is indeed reduced for shallower angles. In these calculations we have not included the additional divergence that occurs during the interaction, which would further reduce the scattering probability for large values of \( \alpha \). Therefore, increasing the reflector angle may be used to mitigate this effect provided it is allowed by the coupling geometry. However, this comes at a cost of increasing the apparent thickness of the reflector material to the electron beam, which was not included in this analysis.

FIG. 10. Relative energy spread increase due to ICS at the output of the final stage of a staged 50 GeV LWFA (see section V B) using a shaped profile reflector. The corner of the profile is \( \Delta z \) from the electron beam axis after a drift distance \( z \). The \( \lambda = 1 \mu m, a_0 = 1.5 \) laser pulse had a transverse size \( \sigma_x(0) = 70 \mu m \) at the exit of a plasma of density \( 1 \times 10^{17} \text{ cm}^{-3} \).

B. Changing the angle of the reflector

C. Electron acceleration in later plasma periods

A particularly effective mitigation strategy for the quasi-linear regime, i.e. for 10 GeV acceleration stages [24], would be to accelerate the electron beam in the second (or further) period of the plasma wave. This increases the temporal separation between the laser and the electron bunch and such that a collision can be entirely avoided, as long as the transverse size of the laser is small, i.e. \( \sigma_x < (m + 0.5)\lambda_p \) for the \( m^{th} \) plasma period. In this case, a small drift distance is required, so that the laser is removed before it can significantly diffract. This is shown in fig. 12, again for the case of a staged 50 GeV accelerator with acceleration in the third plasma period. For this method, the drift distance must be \(< 40 \text{ mm} \) in order to maintain a sub 1% relative energy spread after the final stage.

Acceleration of electrons after one or more plasma oscillation periods may have other drawbacks, particularly as it allows for more non-linear development of the plasma wave. However, as it prevents any interaction between the drive laser and the electron beam, either by ICS during laser extraction or by direct laser acceleration during the acceleration itself [30], there may be significant advantages in terms of beam quality.

The multiple pulse LWFA scheme [31], proposes to use multiple laser pulses, spaced at intervals of the plasma pe-
any collision will have less effect. Thus, using this scheme would avoid any issues with collision between the laser fields and the accelerated electron bunch.

VII. CONCLUSION

In this paper, we have investigated the potential increase in the energy spread of an electron beam due to inverse Compton scattering in laser-driven plasma wakefield accelerators. The problem has shown to be particularly severe for high final electron energies, as the electrons can emit photons with a significant fraction of their energy when oscillating in the field of the extracted laser pulse. Laser pulse extraction is a necessity for staged accelerators, and so this effect will be a serious factor for applications that require low energy spread such as \( \sim 5 \) GeV FEL [32] and \( \sim 50 \) GeV high energy physics [7] facilities. Sub-percent energy spread beams from these devices will only be possible with careful extraction of the driving laser pulse, or by accelerating in the second or third period in the case of quasi-linear accelerator stages.
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