Ratcheting charged polymers through symmetric nanopores using pulsed fields: Designing a low pass filter for concentrating DNA
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When nanopores are used to capture and translocate DNA molecules through a membrane, the resulting capture rate is essentially independent of molecular size, which makes the process incapable of changing relative concentrations in a mixture. Using Langevin Dynamics simulations, we show that it is possible to design pulsed fields to ratchet captured semiflexible molecules in such a way that only short chains successfully translocate, effectively transforming the nanopore process into a low pass molecular filter. The process itself can be run with many pores in parallel, thus increasing its potential usefulness.

Introduction.—Polymer translocation is the process by which a polymeric chain is forced to move through a wall via a nanochannel [1–7]. Typically, an electric field is used to drive this process for charged molecules like DNA; the field is then used to both capture the molecules and force translocation. Several low-resolution devices have been built using this general idea [6, 7]. One feature of this process is the fact that while DNA translocation times are molecular size dependent [3], the capture rates are not (except for short chains) [8–13]; as a consequence, it cannot be used to change the concentration ratio (e.g., via a nanochannel [1–7]). Typically, an electric field is used to drive this process for charged molecules like DNA; however, it is possible to design pulsed fields to ratchet captured semiflexible molecules in such a way that only short chains successfully translocate, effectively transforming the nanopore process into a low pass molecular filter. The process itself can be run with many pores in parallel, thus increasing its potential usefulness.

In theory, we can favor translocation of the smallest molecule in a mixture by applying the translocating field (i.e., once the molecule is captured) during a forward time $\tau_\gamma$ comparable to its mean DC translocation time $\tau$, after which the field polarity would be reversed for a duration $\tau_\gamma$ long enough to disengage all molecules that have failed to translocate. Unfortunately, the distribution of translocation times is very broad [2]: if the molecules are close in size, these distributions will significantly overlap and $\tau_\gamma$ will have to be chosen very short ($\tau_\gamma \ll \tau$) to inhibit the translocation of the longer chains — with an obvious unfavourable effect on translocation rates (as usual, the conditions for high purity and high numbers compete with each other).

Here we propose to use pulsed electric fields to selectively ratchet [14–18] captured molecules across a symmetric nanochannel. In principle, the fact that we have different molecular partial sizes and conformations on both sides of the wall during translocation can be used to drive a ratchet process even with a perfectly symmetric nanochannel. We show that asymmetric pulsed fields improve ratcheting. More precisely, we use the ratchet effect to move small molecules in one direction (translocation) while moving the larger ones in the opposite direction (retraction). We explore two versions (or protocols): one in which the ratchet effect starts upon capture, while the second one combines capture and translocation.

Theory.—Both computer simulation data and the tension propagation theory [19–22] show that the mean translocation time of a relaxed chain of $N$ monomers under a constant driving force applied to the monomers inside the nanochannel scales like $\tau \sim N^\alpha$, where $\alpha$ increases with $N$ to reach the asymptotic value $\alpha = 1 + \nu$ ($\nu = 3/5$ is Flory’s exponent). The capture time $\tau_c$ of a chain, however, is independent of $N$. Since $\tau_c \geq \tau$, translocating a solution of DNA molecules using a DC field is not expected to change the relative abundance of the different molecular sizes. This is the problem we are proposing to address using ratcheting pulsed fields.

Two elements are required to build a ratchet that can rectify otherwise random motion: keeping the system out of equilibrium and symmetry breaking. The first condition can be achieved using either a stochastic or a deterministic external perturbation [23–25], such as a pulsed field. The symmetry can be spatially [25–29] and/or temporally broken [26–30]. In this paper, some spatial asymmetry comes from the conformational and size differences between the polymer segments on each side of the wall, while temporal asymmetry comes from pulsed fields such as the Zero-Integrated-Field Electrophoresis (ZIFE) pulses shown in Fig. 1, and previously used in gel electrophoresis [31].

Model and parameters.—Our Langevin Dynamics simulations use coarse-grained bead-spring chains with the bead-bead and bead-wall excluded volume interactions modeled using the purely repulsive Weeks-Chandler-Andersen (WCA) potential [32].

$$U_{\text{WCA}}(r) = \begin{cases} 
4\epsilon \left[ \left( \frac{r}{\sigma} \right)^{12} - \left( \frac{r}{\sigma} \right)^{6} \right] + \epsilon & \text{for } r < r_c \\
0 & \text{for } r \geq r_c 
\end{cases} \quad (1)$$

The nominal bead size $\sigma$ is used as the unit of length and the well depth $\epsilon = k_B T$ as the unit of energy, while the cutoff length $r_c = 2^{1/6} \sigma$ makes $U_{\text{WCA}}$ purely repulsive. The Finitely-Extensible-Nonlinear-Elastic (FENE) potential $U_{\text{FENE}}(r) = \frac{K_{\text{FENE}} \sigma^2}{2} \ln \left( 1 - \frac{r^2}{r_c^2} \right)$ is used to connect adjacent monomers [33]: the maximum extension is $r_0 = 1.5 \sigma$ and the spring constant is $K_{\text{FENE}} = 30 \epsilon/\sigma^2$. The combined energy $U_{\text{WCA}} + U_{\text{FENE}}$ gives a mean bond length of $\langle b \rangle \approx 0.96 \sigma$. We control the polymer stiffness via the angular harmonic potential $U_{\text{Bend}}(\phi) = \frac{1}{2}K_{\text{Bend}} (\phi - \pi)^2$, where $\phi$ is the angle between two con-
secutive bonds and $K_{\text{Bend}} = 10 \varepsilon$; the resulting free solution polymer persistence length is $L_p \approx 5 \sigma$.

The electric potential outside the pore is given by

$$V(\zeta, \eta, \phi) = \Delta V \frac{r_p}{r} \arctan \left[ \sinh(\zeta) \right],$$

where $\Delta V$ is the total potential difference across the device, $r_e = r_p/(\zeta E) + \pi$ is the characteristic length of the electrostatic potential outside a nanochannel of radius $r_p$ and length $\ell_p$, while $\zeta \in (-\infty, +\infty), \eta \in [0, \pi]$ and $\phi \in [0, 2\pi]$ are the oblate spherical coordinates. The potential drop across the channel is $\Delta V = \Delta V \times 2 \ell_p r_e / r_p^2$ corresponding to a electric field $E_p = \Delta V / \ell_p = \Delta V \times 2 r_e / r_p^2$. We use $r_p = 1.5 \sigma$ (which ensures single file dynamics) and $\ell_p = 5 \sigma$; the potential drop between an electrode ($r \to \infty$) and the pore is then $\approx \Delta V / 2$ while the drop inside the channel is $\Delta V \approx \Delta V / 4$. The nominal capture radius for a chain of $N$ monomers (each with a charge $Q$), $\lambda_e = N \Delta V Q r_e / k_B T$, will be used as a field intensity.

The LD equation of motion for a monomer is

$$m \ddot{\mathbf{v}} = \nabla U(\mathbf{r}) - \xi \mathbf{v} + \sqrt{2 \xi k_B T} \mathbf{R}(t),$$

where $\nabla U(\mathbf{r}) = \nabla (U_{\text{WCA}} + U_{\text{FENE}} + U_{\text{Bend}} + U_E)$ is the sum of the conservative forces, $U_E(\mathbf{r})$ is the electric potential, $m$ and $\xi$ are the mass and friction coefficient of a monomer, and $-\xi \mathbf{v}$ is the damping force due to the fluid. The last term on the rhs is the uncorrelated noise that models random kicks from the solvent. The random variable $\mathbf{R}(t)$ satisfies $\langle R_i(t) \rangle = 0$ and $\langle R_i(0) R_j(t) \rangle = \delta(t) \delta_{ij}$, where $\delta(t)$ is the Dirac delta function and $i, j \in \{x, y, z\}$. The unit of time $\tau_o = \sigma^2 \xi / k_B T$ is chosen to be the time needed for a monomer to diffuse over its own size $\sigma$. In our simulations the integration time step is $\Delta t = 0.01 \tau_o$. The systems are in a box with a minimum size of $1.5 \lambda_e$ (as measured from the nanopore) and periodic boundary conditions are applied.

Although we use dimensionless variables, it is useful to look at potential examples. Since dsDNA has a persistence length $L_p \approx 50 \text{nm}$, our parameters then correspond to $\sigma = 10 \text{nm}$, $r_p = 15 \text{nm}$ and $\ell_p = 50 \text{nm}$. For ssDNA, these numbers would be $L_p \approx 2 \text{nm}$, giving $\sigma = 0.4 \text{nm}$, $r_p = 0.6 \text{nm}$ and $\ell_p = 2 \text{nm}$.  

**Polymer Capture.** Before proposing two different pulsed field protocols to ratchet semiflexible chains, we must first examine polymer capture since this does impact translocation dynamics. We start each capture simulation by placing the center of mass of a polymer with a random equilibrium conformation (radius of gyration $R_{go}$) at a radial distance $r_o = \lambda_e \approx 5 - 10 R_{go}$ right above the nanopore; the capture is completed when one end monomer has reached the channel’s mid-point.

During capture, the electric forces drive molecules to the nanopore, and their conformations deform and orient in response to both the converging field lines and the presence of the wall. This can be visualized by following the mean square radius of gyration $R_g^2$ as the “doomed” chain approaches the pore — Fig. 2a. We note that $R_{g}^2$ doubles when the end monomer moves from $\approx 8 R_{go}$ to $\approx 5 R_{go}$. However, the conformation then compresses as the chain gets closer to the nanopore. Since the end monomer needs time to find the pore entrance (hence the cloud of data points around $r = 2 R_{go}$, $R_{g} = R_{go}$), the rest of the chain catches up, further compression takes place, and eventually we even get $R_{g} < R_{go}$. Our results are consistent with those of [35].

The semi-flexible nature of the chain impacts this process. Figure 2b shows the $N$-dependence of both $R_{g}^2$ and the mean square end-to-end distance $\langle h^2 \rangle$ of free chains and of polymers immediately after capture. Since simulation studies often start chains in a relaxed state with $\geq 1$ monomers already engaged in the channel, we have also added data corresponding to the relaxed state of a chain grafted on the wall. Up to $N \approx 40$, both captured and grafted chains are slightly more extended than free chains; since these molecules are close to the rod-like limit, they orient [37] during capture which helps the end monomer find the pore. But beyond that point, the data sets diverge, with captured chains being more compact (in agreement with Fig. 2a) and grafted chains being slightly more extended. Theory [21, 22] indicates that initial conformations affect translocation times; indeed, for the range of chain lengths and field intensities used here, we obtain $\tau = (1.01 \pm 0.03) \times N^{1.21 \pm 0.01}$ when we start with captured conformations, but $\tau = (0.95 \pm 0.08) \times N^{1.28 \pm 0.02}$ for relaxed chains (data not shown). The field outside the pore also plays a role since if we find $\tau = (0.89 \pm 0.10) \times N^{1.31 \pm 0.02}$ when relaxed con-
formations are driven with the force applied only in the nanopore, a standard set-up in simulations.

**Separating DNAs using a feedback mechanism.** — Our first protocol sorts polymers by size from a binary mixture using a feedback mechanism. In short, it employs a DC field to capture polymers (as described above) and a current detector to determine when a chain end has entered (or left) the nanopore. When a capture is detected, the DC field is replaced by the pulsed field to selectively translocate the shortest chains.

Figure 3a shows the probability of translocation $P_N$ as a function of the pulse duration $\tau_c$, when a symmetric pulsed field ($\kappa = 1$) is used. The vertical lines indicate the mean DC translocation times $\overline{\tau} \sim N^{1.21}$. Not surprisingly, we observe sigmoidal curves with midpoints located roughly at $\tau_c \approx \overline{\tau}(N)$ and widths directly related to that of the distribution function of DC translocation times. Some trajectories are shown in Fig. 3c for $\tau_c = 50 \tau_o$:

The short $N = 50$ chains translocate before the first polarity reversal while the $N = 70$ chains oscillate back and forth for a few cycles ($\approx 50\%$ of them ultimately succeed). The $N = 100$ chains do not translocate: they simply retract after a few cycles.

An ideal separation device would have both a high differential efficiency $\Delta P(N_1, N_2) = P_{N_1} - P_{N_2}$ and an excellent purity ratio $\rho(N_1, N_2) = P_{N_1}/P_{N_2}$. Figure 3b shows how $\Delta P(N, 100)$ and $\rho(N, 100)$ vary as a function of the pulse duration $\tau_c$ for a field intensity $\lambda_c(N) = \frac{N}{50} \times 168.9 \sigma$ and $\kappa = 1$. As expected, both parameters increase with the molecular size difference, with $\Delta P(N, 100)$ increasing from 0.2 (for $N = 90$) to 0.95 (for $N = 50$), while the corresponding ratio $\rho(N, 100)$
increases from 3 to 80. The ratio $\rho$ diverges at short pulse durations because the $N = 100$ chains then fail to translocate; however, $\Delta P$ then rapidly decays. The best overall performance is thus located near the maximum of $\Delta P(N, 100)$. The performance is rather poor when $(N_1 - N_2) < N_2$, as expected.

Since conformational asymmetry alone does not produce a strong ratchet effect, we now explore the impact of adding a pulse asymmetry $\kappa \neq 1$. We explore two different cases: $\kappa < 1$ (the translocation is driven by the higher field intensity) and $\kappa > 1$ (the low field drives the translocation). For a fixed asymmetry $\kappa$, both $\Delta P(N, 100)$ and $\rho(N, 100)$ are enhanced compared to the $\kappa = 1$ case – see Fig. 3, with the $\kappa > 1$ ZIFE pulses providing better results. In fact, the ratio $\rho(95, 100)$ is increased by a remarkable factor of $\approx 20$ compared to symmetric pulses.

**Nanopores in parallel.** – However, the feedback approach presented above does not make it possible to use multiple nanopores in parallel (the feedback loop is necessary because unbiased ZIFE pulses cannot capture polymers). To avoid this issue, we now bias the pulses by increasing the forward time from $\tau_\circ$ to $\tau_f = \tau_\circ + \tau_o$. The dimensionless mean field intensity $\Phi(\tau_\circ, \kappa, \tau_o) = \frac{\Delta V}{3V_\circ} = \frac{\tau_o}{\tau_\circ + \tau_o(1+1/\kappa)}$ will be used as a measure of the bias.

The field-driven deterministic time to move from position $r_o$ to $r < r_o$ under the action of the electric is $\tau_E(r_o, r) = \int^{r}_o \frac{v_o}{2} \frac{dE}{dr} dr = \frac{(r_o^2 - r^2)}{3\lambda E D}$, with a similar expression for reverse pulses. The position after $M$ complete cycles is then $r(r_o, M) = \sqrt{r_o^2 - 3M\lambda E D \tau_\circ}$ (note that unbiased $\tau_\circ = 0$ pulses lead to $r = r_o$ or no net motion towards the pore). The largest value of $M$ ($\in N_0$) for which the argument of the cubic-root is positive gives the number $M_o$ of complete pulse times needed to capture a polymer initially located at $r = r_o$.

The capture process proper starts with a forward pulse of reduced duration $\tau_o^o = \tau_f = \tau_E(r(r_o, M_o), 0) = \tau_\circ + \tau_o - r(r_o, M_o) \frac{3\lambda E D}{2}$, which gives us the final position. We tested that $\tau^o_f = [0, \tau_f]$ is essentially a random number when we vary $r_o$, even though this is a deterministic result for a particle (data not shown). Since both Brownian motion and the time required by the polymer ends to find the nanopore add randomness, we test the biased ratchet process by averaging over a flat distribution of initial pulse times $\tau_o^o$.

Figure 4 shows the probabilities $P_{100}$, $P_{50}$ and $\Delta P = P_{50} - P_{100}$ as a function of the mean field intensity $\Phi$ for pulse biases $\tau_\circ = 30 \tau_o$ and $15 \tau_o$ (both values are smaller than the chains’ mean DC translocation times $\tau_{50} = 111.6 \tau_o$ and $\tau_{100} = 257.7 \tau_o$). Since we saw in Fig. 3 that $\kappa = 5$ provides an excellent separation ratio, here we fix $\kappa$ and use $\tau_o$ to tune the mean field $\Phi(\tau_\circ, 5, \tau_o)$. In the short pulse regime $(\tau_\circ + \tau_o) = (1 + 1/\kappa) \tau_o \ll \tau_\circ$, the AC component is negligible and we basically have a DC field of intensity $\Phi = 1$: both molecules then easily translocate ($P_N \rightarrow 1$). In the opposite long pulse limit $\tau_\circ > \tau_N > \tau_\circ$, a chain of size $N$ translocates immediately during the first part of the first cycle and we again have $P_N \rightarrow 1$ although $\Phi$ is now small. Note that since this is happening at a molecular size dependent critical value of the pulse duration $\tau_\circ(N)$, there is a range where separation is possible, as shown. As expected, the maximum value of $\Delta P = P_{50} - P_{100}$ increases when the bias is reduced (from $\tau_\circ = 30 \tau_o$ to $15 \tau_o$) because we are moving towards the conditions present in Fig. 3. In other words, the bias reduces $\Delta P$ because it increases the probability of translocation for both molecular sizes.

However, the bias allows the pulses to also capture the polymer chains here: Fig. 4 shows two capture-and-translocation trajectories with $\Phi(30, 5, 150) = 0.14$. The $N = 100$ and 50 chains start from $r_o = 50 \sigma$ right above the nanopore with a reflecting wall at $z = 100 \sigma$. Similar to the DC capture case, both chains spend a large amount of time trying to find the entrance of the nanopore. The $N = 50$ chain translocates within 2 cycles after capture while the $N = 100$ chain quickly retracts. In short, a bias added to the ratcheting pulses allows us to both capture and translocate molecules, but the size specificity is reduced. On the other hand, the absence of a feedback loop means that one can run hundreds or thousands of pores in parallel (or/and in series), a major advantage.
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in some cases. Optimization of parameters for specific applications is beyond the scope of this letter.

Conclusions. — The combination of molecular size-independent capture rates and broad distributions of translocation times greatly limits the use of nanopore translocation as a process that can modify the concentration ratio of DNA solutions. We have previously an experimental approach for small (point-like) particles that have different diffusion coefficients but the same electrophoretic mobility: this scheme made use of on/off pulsed-fields to modify their capture rates.

In this Letter, we have introduced the basic features of a low pass molecular filter device for molecules such as dsDNA. The key idea is to use pulsed electric fields to ratchet captured polymer chains through the nanochannel, and to design the pulses to favour the translocation of small molecules. We tested two such theoretical ideas using Langevin Dynamics simulations that include realistic field lines. Note that we also simulated the capture process since translocation dynamics do depend on the initial polymer conformations; long semiflexible polymers were shown to orient due to the converging field lines while drifting towards pore, but to also compress while the end monomers are trying to find the pore entrance. The next logical modeling step would be to add hydrodynamic interactions; previous simulation studies suggested that HI have small effects on molecular conformations at capture and on translocation times.

We first proposed using unbiased ZIFE pulses with a feedback mechanism (necessary since ZIFE pulses cannot capture polymers). Although symmetric pulses can preferentially ratchet small captured molecules through the pore, we showed that asymmetric pulses can significantly enhance the device efficiency. Our results demonstrate that temporal asymmetry is sufficient to drive the ratchet process with a symmetric nanopore: asymmetric channels such as periodic cone/sawtooth-shaped channels or spatial asymmetric external potentials (e.g. sawtooth-shaped potentials) are not needed. In essence, the pulsed field dynamically reduces the impact of the overlapping distribution functions of DC translocation times.

However, the presence of the feedback loop is likely to be a major issue in practice for several reasons. We thus proposed to add a small bias to the ZIFE pulses to build a device that can both capture and translocate short polymer molecules. Since this process does not need a feedback loop, it can be used with a large number of pores in parallel (with a substantial gain in quantities) or in series (with gains in selectivity). In these cases, the mean-field has to be tuned properly to achieve sufficient capture rates while maintaining a useful ratchet effect (the addition of the bias increases the probability that long chains may translocate).

Time varying fields have been proposed previously, but essentially with the goal of increasing sequencing performance and accuracy (see, for example, Refs. 39 and 40). Our goals here are fundamentally different since we are proposing approaches to change concentration ratios in mixed DNA solutions.

Most polymer ratchet devices that have been proposed use asymmetric channels. What makes our approach unique is that we use a symmetric nanopore system and take advantage of the dynamical asymmetries that exist during translocation (different polymer lengths and conformations across the wall). As we have shown, asymmetric pulses can improve the resulting effects. However, it is also possible that the pore geometry and walls could be designed to further increase the effects reported here. For example, Mondal et al. have shown that pore-polymer interactions and conformational entropy can lead to Stochastic Resonance effects during the translocation of flexible polymer chains under an oscillatory driving force. Adding such effects would greatly increase the size of the parameter space and may lead to new ways to manipulate DNA molecules in fluidic systems.
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