A Bayesian method for identifying associations between response variables and bacterial community composition
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Abstract

Determining associations between intestinal bacteria and continuously measured physiological outcomes is important for understanding the bacteria-host relationship but is not straightforward since abundance data (compositional data) are not normally distributed. To address this issue, we developed a fully Bayesian linear regression model (BRACoD; Bayesian Regression Analysis of Compositional Data) with physiological measurements (continuous data) as a function of a matrix of relative bacterial abundances. Bacteria can be classified as operational taxonomic units or by taxonomy (genus, family, etc.). Bacteria associated with the physiological measurement were identified using a Bayesian variable selection method: Stochastic Search Variable Selection. The output is a list of inclusion probabilities ($\hat{p}$) and coefficients that indicate the strength of the association ($\hat{\beta}$) for each bacterial taxa. Tests with simulated communities showed that adopting a cut point value of $\hat{p}$ ≥ 0.3 for identifying included bacteria optimized the true positive rate (TPR) while maintaining a false positive rate (FPR) of ≤ 5%. At this point, the chances of identifying non-contributing bacteria were low and all well-established contributors were included. Comparison with other methods showed that BRACoD (at $\hat{p}$ ≥ 0.3) had higher precision and a higher TPR than a commonly used center log transformed LASSO procedure (clr-LASSO) as well as higher TPR than an off-the-shelf Spike and Slab method after center log transformation (clr-SS). BRACoD was also less likely to include non-contributing bacteria that merely correlate with contributing bacteria. Analysis of a rat microbiome experiment identified 47 operational taxonomic units that contributed to fecal butyrate levels. Of these, 31 were positively and 16 negatively associated with butyrate. Consistent with their known role in butyrate metabolism, most of these fell within the Lachnospiraceae and Ruminococcaceae. We conclude that BRACoD provides a more precise and accurate method for determining bacteria associated with a continuous physiological outcome compared to clr-LASSO. It is more sensitive than a generalized clr-SS algorithm, although it has a higher FPR. Its ability to distinguish genuine contributors from correlated bacteria makes it better suited to discriminating bacteria that directly contribute to an outcome. The algorithm corrects for the distortions arising from compositional data making it appropriate for analysis of microbiome data.
Author summary

We present a fully Bayesian linear regression model to identify associations between physiological measurements (continuous data) and intestinal bacteria (relative bacterial abundances; compositional data). The BRACoD (Bayesian Regression Analysis of Compositional Data) algorithm corrects for the compositional nature of the bacterial data to provide a list of inclusion probabilities and regression coefficients that indicate the strength of the association. If desired, the user can specify a cut point to select only the bacteria that meet predetermined performance characteristics. Analysis of a simulated dataset based on data from a rat microbiome study indicated that an inclusion probability cut point value $\geq 0.3$ minimized the false positive rate while maintaining a reasonably high sensitivity (true positive rate). The identified associations form a starting point for generating hypotheses about the relationship between the gut microbial community and physiological outcomes.

Introduction

Identifying bacterial taxa associated with physiological outcomes, such as the production of a metabolite, is important since these associations are the starting point for generating hypotheses about the relationship between the gut microbial community and physiological outcomes. There are many methodological issues [1] and interpretive assumptions [2] that must be considered when examining the relationship between relative abundance data (either 16S rRNA or metagenomics) and physiological outcomes. However, one important aspect is often neglected: bacterial analysis is compositional because the relative abundance of all bacteria sum to 100% [3]. This means that there are severe statistical distortions when common procedures are used to identify associations among bacteria or correlations with physiological outcomes [3]. While a number of methods have been suggested to overcome this problem when analysing associations among bacteria [4–6], methods that identify associations with metabolite levels or physiological outcomes have been lacking until recently [7, 8]. Although algorithms have been developed for correlation analysis of compositional data [9–11], these are not suitable when seeking to define associations with metabolic or physiological outcomes. Most problematic is the use of Pearson correlations to identify bacteria-metabolite correlations even after normalizing the data [12] because it generates high numbers of false positives. This makes it difficult to distinguish important relationships from background noise.

Here, we present a Bayesian regression algorithm that identifies bacteria associated with continuous physiological outcomes. Following the method of BAnOCC [6], the current algorithm transforms compositional data using an unobserved total abundance variable. The algorithm was tested using measured bacterial changes and fecal butyrate concentrations as a function of diet in rats. Short chain fatty acids, and in particular butyrate, are a focus of attention because they have been implicated in the development and maintenance of immunity [13, 14] and inflammation [15, 16]. It also appears that they play essential roles in physiological function [17]. Reflecting this, researchers have studied the effect of different dietary colonic fermentable material on bacterial community composition with the aim of increasing SCFA (especially butyrate) [17–20]. Interpretation of results is complex as several factors can influence the production of fermentation end products, including the rate of fermentation, the degree of oxidation of the substrate, and the amount of substrate [21]. In addition, while only specific bacterial families/species have the ability to produce butyrate [22–24], non-producing
bacteria may act synergistically with butyrate producers to stimulate production. For example, butyrate producing bacteria have been shown to use lactate produced by some strains of bifidobacteria in co-culture [21, 25, 26] or to take advantage of other bacteria’s ability to digest longer-chain carbohydrates [25]. The combination of all these factors makes in vivo identification of bacteria associated with butyrate production difficult, highlighting the need for a robust statistical method for correctly assessing relationships. Whereas the present work uses butyrate as a response variable, the method can be applied to any system where a continuous variable is related to compositional measures. This could include fermentation end products or immune system parameters measured as a function of 16S rRNA abundance data.

**Design and implementation**

**Ethics statement.** The animal protocol was approved by the Health Canada Animal Care committee.

**Bayesian method.** A fully Bayesian regression model (BRACoD: Bayesian Regression Analysis of Compositional Data) was developed to model the relationship between physiological outcomes and relative bacterial taxa abundances across a number of environments (Fig 1). The program reports two important numbers that describe the association between bacteria and a physiological outcome: (1) a metric indicating whether an association exists; and (2) the strength of that association. Bacteria can be identified as operational taxonomic units (OTUs) or as a taxonomic classification (genus, family, etc.). The total abundance of each environment was modelled using a log normal distribution to more accurately reflect the distribution of OTUs in a typical sample.

Feature selection (selection of bacteria classifications associated with butyrate concentrations) was performed using a spike and slab approach called the Stochastic Search Variable Selection [27]. This approach is similar to LASSO, a widely used frequentist method that selects features using a penalty term that sets as many features as possible to zero [28]. However, instead of using a penalty term, the BRACoD algorithm identifies excluded bacteria by assigning them to a narrow, low variance distribution that is nearly zero (the spike), and identifies included bacteria by assigning them to a wide, high variance distribution (the slab) that models genuine contribution coefficients. Variables are selected based on their explicit attribution to one or the other distribution using a 0 or 1 assignment variable. In detail, the included and excluded coefficients are assigned as:

\[
\beta_{\text{excluded}} \sim \text{Normal}(0, \tau^2)
\]

\[
\beta_{\text{included}} \sim \text{Normal}(0, g \tau^2)
\]

where \(\tau^2 \sim \text{HalfNormal}(0,1)\) and \(g\) is a large number (set to 500). To select between the included and excluded version of the regression coefficient for each bacterial classification, BRACoD uses a Bernoulli random variable that assigns either \(\beta_{\text{included}}\) or \(\beta_{\text{excluded}}\) to be used in the regression model:

\[
p \sim \text{Bernoulli}(0.25)
\]

\[
\beta = p \beta_{\text{included}} + (1 - p) \beta_{\text{excluded}}
\]

(1)

Pre-transformations are commonly used to account for the compositional nature of the data, but following Schwager et al. [6], BRACoD instead uses an unobserved absolute abundance variable. Furthermore, similar to Schwager et al. [6], BRACoD marginalizes the total environment abundance variable to speed up the Markov chain Monte Carlo (MCMC)
Bayesian method for identifying bacterial associations

**Fig 1. Outline of the BRACoD method to identify bacteria associated with a physiological outcome.** Known data includes the relative abundances of bacterial groups at a defined level of classification ($c_i$ for microbiome sample $i$) and sample-specific measurements of a physiological outcome ($x_i$). The model uses several unobserved variables to identify associations between the two sources of data. First, to correct for the compositional nature of the data, relative abundances are related to absolute abundances by an unknown per sample total abundance, which is modelled with a lognormal distribution with hyperparameters $\mu_t$ and $\sigma^2_t$ (although, in the final form of the likelihood equation, this variable was marginalized out; see Methods). To identify the associations, the physiological outcome is modelled as linearly related to the log absolute abundance of each of the bacterial species via unobserved regression coefficients which are inferred by the model. Contributing bacteria are selected using a stochastic search variable selection (SSVS) procedure where the Bernoulli variable $p$ designates if a given bacteria is a contributor or a non-contributor. The Bernoulli variable controls whether or not the regression coefficient is included (non-zero) or excluded (forced to zero).

https://doi.org/10.1371/journal.pcbi.1010108.g001

sampling (see Fig 1 and S1 File). This results in a likelihood function:

$$L = \frac{1}{\sqrt{2\pi\sigma^2}} \times \exp \left\{ -\frac{1}{2} \left( \sum \frac{b_i^2}{a_i} + ||y - x - \log(C)\beta||^2 \right) \right\} \prod \frac{2\pi}{a_i}$$

$$a_i = \frac{\sum w_j}{\sigma^2} + \frac{1}{\sigma_i^2}$$
\begin{equation}
    b_i = \frac{\sum_j \beta_j (y_i - \alpha - \log(c_i)^T \beta)}{\sigma^2} + \frac{\mu_i}{\sigma_i^2}
\end{equation}

where \( y \) is the vector of butyrate metabolites, \( C \) is a matrix of bacterial relative abundances (across sample \( i \) and bacteria \( j \)), \( \beta \) is a vector of regression coefficients (\( \beta \)), and \( \mu_i \) and \( \sigma_i^2 \) are the prior parameters of the unknown total abundance.

Instead of identifying a single maximum likelihood estimate as frequentist models do, Bayesian models infer the value of model variables by characterizing by the distribution of the posterior of each random variable. PyMC3 [29] was used to implement BRACoD and sample the posterior, which draws MCMC samples using the No-U-Turn Sampler on continuous variables [30] and the Binary Metropolised Gibbs Sampler [31] on the binary variable \( p \) (1 or 0, depending on whether the variable was included). To identify elements of \( C \) that were associated with the response vector \( Y \), the binary inclusion parameter \( p \) was averaged across posterior samples to determine an inclusion probability (\( \hat{p} \)) that ranges from 0 to 1. The regression coefficient of the included bacteria (\( \beta_{\text{included}} \)) was averaged over the posterior distribution of \( \beta_{\text{included}} \) to obtain a value for the strength of the relationship.

**Rat feeding trial.** A total of 175 male Sprague-Dawley rats (Charles River, Saint Constant, QC) were fed for 2 weeks on a high fat diet and then fed for 10 weeks with one of 5 diets (wood cellulose, hard red spring wheat bran, oat bran, high amylose maize starch or short chain fructooligosaccharides) calculated to give 7% of total dietary fibre in each diet (Dyets, Inc.; Bethlehem PA; Table A in S1 File). Animals had free access to food and water. After the feeding trial, animals were sacrificed by exsanguination while under anesthesia and their fecal contents removed and frozen in liquid nitrogen. Samples were stored at -80˚C until analysis for short chain fatty acid (SCFA) profiles by HPLC [32]. Fecal (distal colon) samples were ground in liquid nitrogen [33] and community DNA was isolated using the QIAgen faecal DNA isolation kit carried out according to the manufacturer’s procedure for difficult to lyse bacteria (QIAgen, Toronto, ON). Isolated community DNA was quantified using PicoGreen (Fisher Scientific Co, Ottawa ON) and stored frozen at -20˚C. Purified DNA was subjected to 16S rRNA gene analysis (MiSeq) using standard protocols as recommended by the manufacturer (Illumina). The 16S rRNA V4 region was amplified using primers and conditions as previously described [34]. Amplicons were bi-directionally sequenced, quality filtered, assembled, and the primer sequences removed (~240 bp reads). Raw sequences were processed [35] and aligned to existing taxa within the Silva database (MOTHUR; [1]).

**Simulations.** BRACoD accuracy was evaluated by simulating the relative abundances of microorganisms, some of which contribute to butyrate production and by simulating the bacteria’s ability to produce an environmental variable (i.e., butyrate in this example). Two commonly used distributions were combined to simulate microbial abundances in this study: lognormal distribution [36] and Dirichlet-multinomial distribution [37]. The method was as follows. First, for each sample \( i \), a log transformed absolute bacterial abundance distribution was simulated using a normal distribution

\begin{equation}
y_i = \ln x_i \sim \text{Normal}(\mu, \Sigma)
\end{equation}

The mean and variance parameters were empirically derived from a log transformed version of the dataset at hand so that the absolute abundances will follow a lognormal distribution. In this way, the simulated dataset replicated experimentally measured rat microbiome data. In the case when correlations between bacteria were not included, the covariance matrix is diagonal. When the model included a correlation between the abundance of bacteria \( j \) and
bacteria \( k \), off-diagonal elements of the covariance matrix were included according to the definition of correlation

\[
\sigma^2_{jk} = \rho_{jk} \cdot \sigma_j \cdot \sigma_k
\]  

(4)

The simulation was restricted to bacteria whose average relative abundance in the dataset was greater than approximately 0.1% to exclude minor bacterial components and speed up the test calculations. Second, the absolute abundance values were used to generate levels of butyrate based on a linear equation.

\[ b_i \sim \text{Normal} (\beta^T x, \tau^2) \]

\[ \beta_j \sim \text{Uniform} (-5, 5) \] For included bacteria

\[ \beta_j = 0 \] For excluded bacteria

Bacteria that did not contribute to butyrate production had a coefficient of zero, while contributing bacteria had their coefficients drawn from a uniform distribution between -5 and 5. Third, the simulated absolute bacteria abundances were normalized to relative abundances and read counts for each bacteria were simulated using a multinomial distribution.

\[ c_i = \frac{y_i}{\sum y_i} \]

(5)

\[ \text{counts}_i \sim \text{Multinomial}(c_i, n_{\text{reads}}) \]

It should be noted that the simulated community distributions are dependent on the microbiome dataset used as the basis for the process.

Using simulated data enabled an assessment of BRACoD’s performance across several parameters because it allowed direct control of variables related to the production of butyrate, including: the number of butyrate-producing OTUs, the relative activity of the OTUs, the number of rats sampled in an experiment, and the sequencing depth. The relationship between producing and non-producing OTUs was controlled through the strength of the inter-bacterial correlations. The simulated data had a similar distribution of detected (non-zero count) OTUs, average abundance, and coefficient of variation (Fig A in S1 File).

Algorithm performance and comparison with other methods. In order to evaluate the ability of BRACoD to distinguish between contributing and non-contributing bacteria and to evaluate its relative performance, BRACoD results were compared to normalized data (centered log ratio transformed; [3]) using LASSO for variable selection [28] (clr-LASSO) and a linear model with a spike and slab variable selection algorithm from the 'BoomSpikeSlab' package in R after centred log transformation (clr-SS). LASSO is commonly used for variable selection in the microbiome field but spike and slab methods are rarely used, and we include it as a comparison because it forms a closer comparison to the model we’ve constructed. In the clr-SS model, contributing bacteria were identified as those with an inclusion probability above 0.3, which is the same cut point used in BRACoD. All simulations were run with 1000 iterations. The tests included: varying the number of bacteria that contribute to the environmental outcome, changing the strength of the relationship between a bacterial taxon and the environmental outcome (by changing the simulated regression coefficient), increasing the number of bacterial taxa in the community (by lowering the abundance threshold to include less abundant taxa in the community), and examining the influence of bacteria that are correlated with contributors but are not contributors themselves. Method parameters were calculated as
TPR (True Positive Rate) = \frac{TP}{P} \tag{6}

where TP = the number of correctly identified positives and P = the number of real positive cases

FPR (False Positive Rate) = \frac{FP}{N} \tag{7}

where FP = the number of falsely identified positives and N = the number of real negative cases

\[
\text{precision} = \frac{TP}{TP + FP} \tag{8}
\]

\[
\text{accuracy} = \frac{(TP + N - FP)}{(P + N)} \tag{9}
\]

Results

Simulation tests

Simulated communities were constructed using relative OTU data and butyrate concentrations obtained from a rat feeding trial (see Table A in S1 File for diets and S2 and S3 Files for data). The predictors were the fractional abundances of the OTUs from each rat and the response variable was the corresponding fecal butyrate concentration. The parameters of interest were the distribution of the inclusion probability (\(\hat{p}\)) and the regression coefficient of the included bacteria (\(\hat{\beta}_{\text{included}}\)). The first test addressed the algorithm’s convergence and reproducibility. This was necessary because Bayesian algorithms are not deterministic. The stability and reproducibility of the program output was demonstrated by a high correlation among inclusion parameter values from replicate runs of the same data (\(\hat{p}\); Fig 2A). This reproducibility implied that the MCMC did not suffer from an overly complex posterior. It was also important to determine the length of the required burn-in period before the posterior can be accurately characterized. Tests showed that the method performed well with a 1000 burn-in steps (Fig 2B).

Cut point selection

A cut point value for \(\hat{p}\) can be useful in distinguishing associated from non-associated bacteria because the inclusion parameter (\(\hat{p}\)) is continuous rather than binary. This empirical cut point will reflect individual preferences since it is set by the user. Ideally, it represents a balance of overall performance metrics, including, but not limited to, the TPR, the FPR, and the correlation between bacteria and the physiological outcome. In our analysis, the cut point was chosen based on the highest TPR that corresponded to a low FPR. At this point, one should have high confidence that the bacteria identified by the algorithm are actually associated with the outcome. This point should also exclude bacteria not related to the physiological outcome (low FPR). Simulations showed a broad performance optimum starting around 0.3 with a high accuracy, and low FPR and a slow decline in the TPR (Fig 3A). Note that the user must choose the balance among method performance characteristics. We tend to prefer a low FPR while maximizing the TPR and accuracy. A visualization that was helpful in deciding on the cut point value was a plot of \(\hat{p}\) vs \(\hat{\beta}_{\text{included}}\) obtained from BRACoD. Plots were generated for each short chain fatty acid: butyrate (Fig 3B) and acetate, propionate and isobutyrate (Fig B in S1 File). It was apparent that the tight clustering of points in the region \(-0.006 < \hat{\beta}_{\text{included}} < 0.006\), corresponding to a value of \(\hat{p} < 0.3\), made it difficult to distinguish associated from non-associated bacteria but data outside this range were relatively well separated. This point was
Fig 2. Reproducibility and effect of burn-in on BRACoD performance. Fig 2A: The inclusion probabilities from two separate BRACoD runs using the same set of simulated data are plotted against each other. Regression analysis showed good agreement between the runs: $y = 0.994 \times \hat{\rho}$ (first run) – 0.0083; adjusted $r^2 = 0.981$. Fig 2B: Box and whisker plot showing difference in $\hat{\rho}$ values for various numbers of burn-in runs vs 50000 burn-in runs as reference. Values for 1000, 5000, and 10000 burn-in runs were not significantly different from that for 50000 burn-in runs.

https://doi.org/10.1371/journal.pcbi.1010108.g002
Fig 3. Cut point estimation. Fig 3A: Method performance measures are plotted as a function of the $\hat{p}$ cut point value. Data is from 1000 microbiome datasets simulated for a community of $N = 20$ contributing bacteria and $N = 100$ non-contributors. Fig 3B: Plot of the inclusion probability ($\hat{p}$) as a function of the regression coefficient ($\hat{\beta}_{\text{included}}$) obtained from a BRACoD analysis of rats fed diets differing in dietary fiber. Visual inspection of the distribution of $\hat{\beta}_{\text{included}}$ values.
associated with a TPR/FPR ratio $\approx 7$ and low FPR ($<5\%$) in simulated communities lending confidence to its choice for correctly identifying associated bacteria in this community. By definition, at $\hat{p} = 0.3$ an OTU was included in 30% of the chains, suggesting it provides a reasonable value for discriminating associated from non-associated bacteria.

**Algorithm performance and comparison with other methods**

Independent of the number of pre-determined contributors, BRACoD had a higher TPR, a lower FPR, and higher precision and accuracy than the clr-LASSO method (Fig 4, left panels). The lower precision of clr-LASSO was due to incorrect classification of non-contributing taxa (higher FPR and lower TPR). On the other hand, BRACoD had a higher TPR than the clr-SS method but a higher FPR and lower precision. The higher precision of clr-SS was due to its low FPR which was achieved at the expense of excluding all but the most highly correlated bacteria. These characteristics are reflected in a higher ROC-AUC for BRACoD compared to the other methods: 0.9114 (BRACoD) vs 0.8798 (clr-LASSO) and 0.8162 (clr-SS; Fig C in S1 File).

Varying the strength of the relationship between contributing bacterial taxa and the environmental outcome showed a negligible effect on BRACoD performance. Increasing the total number of communities sampled (essentially increasing the total number of subjects in the experiment) showed a fairly stable optimum between 100 and 200 samples (Fig 4 right panels). It should be noted, however, that (as expected) the algorithm’s run time increased significantly with increasing numbers of community samples. We noted that clr-SS had exceptionally poor TPR values when the number of community samples was below 100, a situation likely to occur in many experimental designs. Both FPR and Precision improve with increasing numbers of samples for BRACoD but remain virtually constant for the other algorithms.

A common problem when looking for statistical associations involves distinguishing between correlation and causation. In bacterial-outcome analyses, this could arise if bacteria that correlate with outcome-associated bacteria are wrongly identified as associated bacteria. For example, in the case of butyrate production, it is possible that non-producing bacteria that correlate with butyrate producing bacteria are identified as producers. This would increase the FPR and lower precision. The magnitude of this effect was assessed using data constructed with identified contributing bacteria and correlated (non-producing bacteria). The BRACoD algorithm detected few of the correlated bacteria even at relatively high correlation strength (Fig 5) showing that BRACoD exhibits a good balance between TPR and precision compared to alternative methods. This phenomenon was further investigated to determine the characteristics that distinguish BRACoD-identified from non-identified bacteria. The results showed that BRACoD is much more likely to successfully identify bacteria that make a large contribution to butyrate production (Fig D in S1 File). This makes intuitive sense; it should be easier to identify bacteria that produce or consume large amounts of butyrate compared to those that only produce or consume a small amount.

**Application to microbiome data in rodents**

A total of 119 fecal samples were sequenced from rats fed diets differing in fat and dietary fibre (Table A in S1 File) generating 18.8 million sequences that resolved into 469 OTUs. Acetate,
Fig 4. Parameter metrics in simulated communities. Method performance measures are plotted as a function of the number of contributing bacteria (left panels) or the total number of bacterial communities sampled (right panels). Values represent means ± SD for 1000 simulations with 100 non-contributing bacteria. Inclusion cut point for BRACoD = 0. For left hand panels, the number of community samples was set to 119, the number of rats in the bacterial dataset.

https://doi.org/10.1371/journal.pcbi.1010108.g004
propionate, butyrate, and isobutyrate concentrations per gram dry weight feces were used as physiological outcomes. Using this dataset 47 OTUs ($p \geq 0.3$; Table B in S1 File) were identified. For butyrate, a strong relationship existed between the probability of inclusion in the posterior ($p$) and the mean regression coefficient of the included bacteria ($\hat{\beta}_{\text{included}}$; Fig 3B) showing that, similar to the case with simulated data, strongly associated bacteria are more likely to be included in the converged solution. The majority of identified OTUs fell within the Lachnospiraceae and Ruminococcaceae families, although most were detected at low abundance: only 8 OTUs had an abundance $> 0.1\%$ (Table B in S1 File). The identification of

Fig 5. Ability of the algorithms to distinguish correlated bacteria from true contributors. The percentage of simulations (N = 1000) that identified non-contributing correlated bacteria as contributors is shown for correlation strengths between 0.1 and 0.7 ($\rho$ in the equation: $\sigma^2 = \rho \sigma_i \sigma_j$; see Simulations section). Contributing bacteria were identified as having $p \geq 0.3$. Higher values to the left of each panel indicate a superior ability to discriminate between contributors and non-contributors. Simulated data were constructed with 20 contributors plus 100 non-contributing bacteria. Within the non-contributing bacteria, 20 were chosen as correlated bacteria.

https://doi.org/10.1371/journal.pcbi.1010108.g005
similar bacterial species across the diets is interesting and suggests that the same bacteria contribute to butyrate production regardless of the source of dietary fiber.

Similar results were obtained when analysing for bacterial species related to acetate, propionate and isobutyrate, however the $\hat{\beta}_{\text{inclusion}}$ coefficients showed a SCFA-specific pattern (Fig B in S1 File). For example, there was a clear separation between associated and non-associated bacteria at the 0.3 cut point for acetate and the maximal $\hat{p}$ values were higher suggesting a stronger association. Similar trends were observed for propionate but there was a less apparent distinction at the 0.3 cut point. In this latter case, a bacterium with relatively high $\hat{p}$ values (>0.7) with and $\hat{\beta}_{\text{inclusion}}$ coefficient of -0.03 suggested that an OTU within the Lachnospiraceae family plays a relative large role in propionate disappearance. Analysis of bacteria related to isobutyrate showed relatively lower inclusion probabilities (56 OTUs; 0.3 $\leq \hat{p} \leq$ 0.54) with $\hat{\beta}_{\text{inclusion}}$ coefficients between -0.017–0.012. This suggests a relatively equal role in isobutyrate metabolism.

**Availability and future directions**

BRACoD and the code for simulating bacterial community abundance (with corresponding butyrate levels) is available with interfaces in both R and Python on GitHub at https://github.com/ajverster/BRACoD.

**BRACoD performance**

Identifying bacteria that are associated with a physiological outcome is an important step in hypothesis generation. For bacterial community distribution data, finding these relationships is complicated due to the compositional nature of the data. Normalization is possible using transformations such as the centered log ratio [3, 38] but this seems to falsely identify contributors in many instances, giving an artificially high number of significant correlations. A recently published robust regression procedure does not suffer this difficulty [7, 8] but a limited analysis with our simulated data gave 40% precision and 35% TPR (compare values of around 65% at a cut point = 0.3 in Fig 3A). In this paper, we describe a Bayesian approach that performed well with simulated communities. The algorithm identifies both the likelihood of an association as well as the uncertainty of the contribution coefficient by characterizing the posterior distribution of the model using MCMC. To identify whether a bacterial taxon is a contributor to a response, the model uses a form of a Bayesian feature selection method known as spike and slab: the Stochastic Search Variable Selection (SSVS). Spike and slab methods work by modelling two populations of regression coefficients, a distribution tightly surrounding zero of excluded coefficients (the spike) and a broad distribution for the included variables (the slab). Bacteria are assigned to one of these two populations using a selection variable, which explicitly determines which bacteria are associated with the dependent variable and which are not. This is a fundamentally different approach from LASSO based methods which identify associated bacteria by assigning the coefficient of non-associated bacteria to zero. Similar to previous work [6], we corrected for the compositional problem by modelling an unobserved total abundance variable. This is also different than the clr-SS approach, which requires data transformation because the algorithm cannot be directly applied to compositional data. Using MCMC to characterize the posterior distribution allows the model to identify bacteria which associate with higher butyrate concentrations since these bacteria have higher inclusion probabilities ($\hat{p}$).

Simulations can inform experimental design because they indicate the number of samples and the degree of sequencing depth required for performance of the model. This is intuitively
similar to a power calculation, although not identical because Bayesian approaches do not identify positives by rejecting the null hypothesis. Using simulated data, we observed that BRACoD sensitivity (TPR) was approximately constant between 100 and 200 bacterial communities sampled. Over this range, the FPR was around 5%, precision varied between 70–80%, and accuracy was approximately 90% (Fig 4, right panels). This appears optimal since we believe that a cut point with a low FPR and a high TPR will favour identifying the most strongly associated bacteria while avoiding bacteria that have only a weak association with the environmental variable. These conclusions were drawn from analyses using a cut point of 0.3, which was optimal for this data set but may vary with different experimental set ups (differing numbers of contributors and communities sampled).

An advantage of the BRACoD algorithm is that it allows the user to choose a preferred balance between sensitivity (TPR) and FPR. This is a significant improvement over the clr-SS algorithm which is largely refractive to the inclusion parameter value (Fig E in S1 File), and to clr-LASSO where the inclusion parameter is determined automatically using the cross validation function. As mentioned above, it is possible that a cut point of 0.3 is not optimal for all experimental designs. The effect of the number of included bacteria and total number of community samples on method performance parameters (Fig 4) may mean that the cut point should be optimized to reflect the individual experimental parameters. This can be accomplished by setting the ‘cutoff’ value to 0.0 in the summarize_trace function. This will produce a list all the bacteria with their associated $\hat{p}$ and $\hat{\beta}_{\text{included}}$ values. Construction of plots similar to Fig 3B will help confirm the selection of the cut point value (if one is desired). It should be noted that the most highly associated bacteria will almost always be identified as contributors while those with lower $\hat{p}$ values will not always be included in the final list. It is important to remember this when interpreting the algorithm’s output. The cut point of 0.3 does not represent a defining line between contributors and non-contributors but was chosen to maximize BRACoD’s performance using a known community. Thus, the taxa with $\hat{p} > 0.3$ represent taxa of interest for further experimentation rather than taxa known to affect an outcome.

It should be noted that BRACoD precision was highest when both positive and negative contributors were included as opposed to the situation when only positive or only negative contributors were included in the simulation. This is similar to frequentist methods that identify positively and negatively correlated bacteria. It is apparent that the BRACoD algorithm balances the effect of the positive contributors by assigning negative contributors during the fitting process. Thus, the algorithm’s apparent requirement to include positive and negative contributors means that it will always identify (positive or negative) associated bacteria to balance the calculation even if they are not in the dataset. This is a consequence of the way in which the algorithm works: BRACoD assigns positive and negative contributors based on their relationship to the outcome. Thus, bacteria associated with lower butyrate levels are assigned a negative value while bacteria associated with higher butyrate levels are assigned a positive value. While this phenomenon has not been described in the literature on butyrate producing bacteria, this probably reflects actual microbial community dynamics. Further investigation, which could involve ex vivo fermentation reactions with isolated bacteria, are required to confirm these results. Several reasons for a negatively associated bacteria are possible. For example, a negative coefficient may mean that a bacterium effectively out-competes a butyrate producing bacteria for ecological space within the community or it may mean that the bacterium directly consumes the outcome product (e.g., butyrate in this example) or a substrate required for its production. While it is most likely that both butyrate producers and butyrate consumers exist in the gut microbiome, researchers should be mindful of this aspect of the analysis and treat butyrate producers and consumers with some caution. This should be
kept in mind especially if a different (lower) cut point value is selected, since many more bacteria (that may or may not be associated with butyrate) will potentially be included.

**Interpreting output**

A dataset from a rat feeding trial was analyzed to demonstrate the application of BRACoD to actual microbiome datasets. For this analysis, the full dataset of 469 OTUs were used. Using a cut point of 0.3, approximately 47 OTUs were identified as being associated with butyrate metabolism (Table B in S1 File). Although the properties of most of the OTUs could not be determined because they aligned with uncultured bacterial sequences, a strong correlation between OTUs falling within the Lachnospiraceae and Ruminococcaceae families and butyrate levels agrees with data showing that these families contain bacteria that directly produce butyrate [22, 24, 39] and are associated with fermentation of longer chain carbohydrates fibres. Many of these bacteria were present at low abundance suggesting that an analysis at the genus or family level may be more appropriate when identifying taxa important to SCFA production since bacteria at these classifications are expected to share many characteristics and functionalities. Performing the analysis at the genus level identified 11 genera with \( p > 0.3 \) (Fig F in S1 File), which included unclassified Lachnospiraceae as the most abundant taxa (14.4% of total bacteria), followed by uncultured Lachnospiraceae (1.3%) and Ruminococcaceae (0.3%). The same analysis at the family level also showed a dominance of Lachnospiraceae (21% of all bacteria) along with small amounts of other families (adding up to of < 1% of total bacteria). One should be careful when performing higher-level taxon analyses because this will combine potential positively and negatively correlated OTUs, although it is more likely that bacteria within a genus will have similar metabolic characteristics and substrate/product profiles. Identification of several bacterial OTUs associated with acetate and isobutyrate production was expected as it appears that several different taxa are involved in its production and metabolism, with a wide variation in the content of these groups among the rat experimental population [39, 40]. These types of analyses illustrate the value of identifying associated bacterial taxa in interpreting relationships among a complex community.

It should be noted that interpretation of the list of associated bacteria is not straightforward and depends on the physiological outcome. This is highlighted by considering short chain fatty acid production versus immunological outcomes. For short chain fatty acid production, it is expected that the included bacteria will be of sufficient abundance to account for the increased production. For this reason, the relative abundance of the included OTUs were included along with their inclusion probabilities to aid in the interpretation of the butyrate associations (Table B in S1 File). On the other hand, it is unclear whether abundance is important in interpreting a different response such as presence of a specific antibody that may depend only on the presence or absence of a specific bacterial taxon. It may also be that the relative abundance at locations proximal to the cecum are more relevant. For example, the terminal jejunum and ileum have many Peyer’s patches that may facilitate interactions with the bacteria community at that location. Other factors must also be taken into consideration when interpreting BRACoD output, including: the relationship between relative species abundance and measured relative 16S rRNA abundance, the difference between actual abundance and relative bacterial abundance (potentially affected by changes in total bacterial load), and the problem of distinguishing between live and dead bacteria when measuring 16S rRNA relative abundance.

**Supporting information**

S1 File. File containing the derivation of equation 2 and supplemental tables and figures.
Table A. Diet compositions for the animal phase. Table B. Bacteria associated with fecal
butyrate excretion in rats. **Fig A** Characteristics of original rat community data and data simulated following the procedure described in the text. The average abundance of each OTU is determined from ~100 samples (or simulations). **Fig B** BRACoD results for acetate (top), propionate (middle) and isobutyrate (bottom). The inclusion probability \( \hat{p} \) is plotted as a function of the regression coefficient \( \hat{\beta}_{\text{included}} \) determined from BRACoD analysis of rat experimental data. Dotted horizontal line shows cut point = 0.3. Contributors are represented as filled circles (black) while non-contributing OTUs are represented as open circles (white) using a cut point value of 0.3. **Fig C** ROC curves showing model performance on a single simulated dataset with 20 contributing bacteria and 119 samples. For BRACoD and clr-SS, the inclusion probability \( \hat{p} \) was varied to obtain different TPR and FPR values. For clr-LASSO, the regularization strength (lambda) was varied. The points on the curve correspond to the cut points used to determine TPR and FPR. For BRACoD and clr-SS this was an inclusion probability \( \hat{p} > 0.3 \) and for clr-LASSO this was the best lambda identified by cross validation. Different versions of the simulated data produce different ROC curves (see **Fig 4**, which demonstrates performance metric variation across simulations). This figure was, therefore, generated using 100 simulations. The areas under the curve are: 0.9114 (BRACoD), 0.8798 (clr-LASSO) and 0.8162 (clr-SS). **Fig D** Relationship between the contribution coefficient and the percentage of contributing bacteria that were identified as contributors (dotted line). The percentage of contributing bacteria that were not identified as contributors is also shown (solid line). **Fig E** Method parameters as a function of inclusion cut point \( \hat{p} \) for BRACoD (top) and clr-SS (bottom) algorithms. BRACoD TPR, FPR, precision, and accuracy parameters (top) are from **Fig 3A** and are included for comparison. **Fig F** BRACoD analysis of the association between bacterial genera (top) and bacterial family (bottom). The inclusion probability \( \hat{p} \) is plotted as a function of the regression coefficient \( \hat{\beta}_{\text{included}} \) determined from BRACoD analysis of rat experimental data. Dashed horizontal line shows cut point = 0.3. Contributors are represented as filled circles (black) while non-contributing OTUs are represented as open circles (white) using the cut point value of 0.3.

**S2 File.** OTU counts for each fecal community from the rat feeding trial. (CSV)

**S3 File.** Fractional butyrate concentration (Butyrate/total SCFA) in fecal samples from the rat feeding trial. (CSV)

**S4 File.** Data for the individual points for each figure is found under the appropriate tabs. (XLSX)

**Author Contributions**

**Conceptualization:** Adrian Verster, Stephen P. J. Brooks.

**Data curation:** Nicholas Petronella, Judy Green, Fernando Matias.

**Formal analysis:** Adrian Verster, Nicholas Petronella.

**Investigation:** Adrian Verster, Stephen P. J. Brooks.

**Methodology:** Adrian Verster, Judy Green, Fernando Matias, Stephen P. J. Brooks.

**Software:** Adrian Verster.

**Writing – original draft:** Adrian Verster, Stephen P. J. Brooks.
Writing – review & editing: Adrian Verster, Stephen P. J. Brooks.

References

1. Schloss PD, Westcott SL, Ryabin T, Hall JR, Hartmann M, Hollister EB, et al. Introducing mothur: open-source, platform-independent, community-supported software for describing and comparing microbial communities. Appl Environ Microbiol. 2009; 75(23):7537–41. https://doi.org/10.1128/AEM.01541-09 PMID: 19801464

2. Stoddard SF, Smith BJ, Hein R, Roller BR, Schmidt TM. rrnDB: improved tools for interpreting rRNA gene abundance in bacteria and archaea and a new foundation for future development. Nucleic Acids Res. 2015; 43(Database issue):D593–8. https://doi.org/10.1093/nar/gku1201 PMID: 25413455

3. Gloor GB, Macklaim JM, Pawlowsky-Glahn V, Egozcue JJ. Microbiome Datasets Are Compositional: And This Is Not Optional. Front Microbiol. 2017; 8:2224. https://doi.org/10.3389/fmicb.2017.02224 PMID: 29187837

4. Fang H, Huang C, Zhao H, Deng M. CCLasso: correlation inference for compositional data through Lasso. Bioinformatics. 2015; 31(19):3172–80. https://doi.org/10.1093/bioinformatics/btv349 PMID: 26048598

5. Friedman J, Alm EJ. Inferring correlation networks from genomic survey data. PLoS Comput Biol. 2012; 8(9):e1002687. https://doi.org/10.1371/journal.pcbi.1002687 PMID: 23028285

6. Schwager E, Mallick H, Ventz S, Huttenhower C. A Bayesian method for detecting pairwise associations in compositional data. PLoS Comput Biol. 2017; 13(11):e1005852. https://doi.org/10.1371/journal.pcbi.1005852 PMID: 29140991

7. Mishra A, Müller CL. Robust regression with compositional covariates. Comput Stat Data Anal. 2022; 165:107315.

8. Combettes PL, Müller CL. Regression models for compositional data: General log-contrast formulations, proximal optimization, and microbiome data applications. Statistics in Biosciences. 2021; 13(2):217–42.

9. You Y, Liang D, Wei R, Li M, Li Y, Wang J, et al. Evaluation of metabolite-microbe correlation detection methods. Anal Biochem. 2019; 567:106–11. https://doi.org/10.1016/j.ab.2018.12.008 PMID: 30557528

10. Shi P, Zhou Y, Zhang AR. High-dimensional log-error-in-variable regression with applications to microbial compositional data analysis. arXiv preprint arXiv:181111709. 2018. https://doi.org/10.1186/s12864-018-4599-8 PMID: 29558893

11. Lin W, Shi P, Feng R, Li H. Variable selection in regression with compositional covariates. Biometrika. 2014; 101(4):785–97.

12. Koay YC, Wali JA, Luk AWS, Macia L, Cogger VC, Pulpitel TJ, et al. Ingestion of resistant starch by mice markedly increases microbiome-derived metabolites. FASEB J. 2019; 33(7):8033–42. https://doi.org/10.1096/fj.201900177R PMID: 30925066

13. Kau AL, Ahern PP, Griffin NW, Goodman AL, Gordon JI. Human nutrition, the gut microbiome and the immune system. Nature. 2011; 474(7351):327–36. https://doi.org/10.1038/nature10213 PMID: 21677749

14. Kim M, Oie Y, Park J, Kim CH. Gut Microbial Metabolites Fuel Host Antibody Responses. Cell Host Microbe. 2016; 20(2):202–14. https://doi.org/10.1016/j.chom.2016.07.001 PMID: 27476413

15. McLoughlin RF, Berthon BS, Jensen ME, Baines KJ, Wood LG. Short-chain fatty acids, prebiotics, symbiotics, and systemic inflammation: a systematic review and meta-analysis. Am J Clin Nutr. 2017; 106(3):930–45. https://doi.org/10.3945/ajcn.117.156265 PMID: 28793992

16. Vanegas SM, Meydani M, Barnett JB, Goldin B, Kane A, Rasmussen H, et al. Substituting whole grains for refined grains in a 6-wk randomized trial has a modest effect on gut microbiota and immune and inflammatory markers of healthy adults. Am J Clin Nutr. 2017; 105(3):635–50. https://doi.org/10.3945/ajcn.116.146926 PMID: 28172026

17. Macfarlane GT, Macfarlane S. Fermentation in the human large intestine: its physiological consequences and the potential contribution of prebiotics. J Clin Gastroenterol. 2011; 45 Suppl:S120–7. https://doi.org/10.1097/MCG.0b013e31822fcede PMID: 21992850

18. Halmos EP, Christophersen CT, Bird AR, Shepherd SJ, Gibson PR, Muir JG. Diets that differ in their FODMAP content alter the colonic luminal microenvironment. Gut. 2015; 64(1):93–100. https://doi.org/10.1136/gutjnl-2014-307264 PMID: 25016597

19. Liu F, Li P, Chen M, Luo Y, Prabhakar M, Zheng H, et al. Fructooligosaccharide (FOS) and Galactooligosaccharide (GOS) increase Bifidobacterium but reduce Butyrate Producing Bacteria with Adverse...
20. Scott KP, Martin JC, Duncan SH, Flint HJ. Prebiotic stimulation of human colonic butyrate-producing bacteria and bifidobacteria, in vitro. FEMS Microbiol Ecol. 2014; 87(1):30–40. https://doi.org/10.1111/1574-6941.12186 PMID: 2390466

21. Macfarlane GT, Cummings JH. The Colonic Flora, Fermentation, and Large Bowel Digestive Function. In: Phillips SF, Pemberton JH, Shorter RG, editors. The Large Intestine: Physiology, Pathophysiology, and Disease. New York, NY: Raven Press, Ltd.; 1991. p. 51–92.

22. Louis P, Duncan SH, McCrae SI, Millar J, Jackson MS, Flint HJ. Restricted distribution of the butyrate kinase pathway among butyrate-producing bacteria from the human colon. J Bacteriol. 2004; 186(7):2099–106. https://doi.org/10.1128/JB.186.7.2099-2106.2004 PMID: 15028695

23. Louis P, Young P, Hol trop G, Flint HJ. Diversity of human colonic butyrate-producing bacteria revealed by analysis of the butyryl-CoA:acetate-CoA-transferase gene. Environ Microbiol. 2010; 12(2):304–14. https://doi.org/10.1111/j.1462-2920.2009.02066.x PMID: 19807780

24. Vital M, Howe AC, Tiedje JM. Revealing the bacterial butyrate synthesis pathways by analyzing (meta) genomic data. mBio. 2014; 5(2):e00889. https://doi.org/10.1128/mBio.00889-14 PMID: 24757212

25. Belenguer A, Duncan SH, Calder AG, Hol trop G, Louis P, Lobley GE, et al. Two routes of metabolic cross-feeding between Bifidobacterium adolescentis and butyrate-producing anaerobes from the human gut. Appl Environ Microbiol. 2006; 72(5):3593–9. https://doi.org/10.1128/AEM.72.5.3593-3599.2006 PMID: 16672507

26. Duncan SH, Louis P, Flint HJ. Lactate-utilizing bacteria, isolated from human feces, that produce butyrate as a major fermentation product. Appl Environ Microbiol. 2004; 70(10):5810–7. https://doi.org/10.1128/AEM.70.10.5810-5817.2004 PMID: 15466518

27. Ishwaran H, Rao JS. Spike and slab variable selection: Frequentist and Bayesian strategies. The Annals of Statistics. 2005; 33(2):730–73, 44.

28. Tibshirani R. Regression Shrinkage and Selection via the Lasso. Journal of the Royal Statistical Society Series B (Methodological). 1996; 58(1):267–88.

29. Salvatier J, Wiecki TV, Fonnesbeck C. Probabilistic programming in Python using PyMC3. PeerJ Computer Science. 2016; 2:e55.

30. Hoffman MD, Gelman A. The No-U-Turn sampler: adaptively setting path lengths in Hamiltonian Monte Carlo. J Mach Learn Res. 2014; 15(1):1593–623.

31. Schafer C, Chopin N. Sequential Monte Carlo on large binary sampling spaces. Statistics and Computing. 2013; 23(2):163–84.

32. Weaver GA, Tangel CT, Krause JA, Parfitt MM, Jenkins PL, Rader JM, et al. Acarbose enhances human colonic butyrate production. J Nutr. 1997; 127(5):717–23. https://doi.org/10.1093/jn/127.5.717 PMID: 9164992

33. Jarrell KF, Faguy D, Hebert AM, Kalmokoff ML. A general method of isolating high molecular weight DNA from methanogenic archaea (archaebacteria). Can J Microbiol. 1992; 38(1):65–8. https://doi.org/10.1139/m92-010 PMID: 1316221

34. Kozich JJ, Westcott SL, Baxter NT, Highlander SK, Schloss PD. Development of a dual-index sequencing strategy and curation pipeline for analyzing amplicon sequence data on the MiSeq Illumina sequencing platform. Appl Environ Microbiol. 2013; 79(17):5112–20. https://doi.org/10.1128/AEM.01043-13 PMID: 23793624

35. Kalmokoff M, Zwicker B, O’Hara M, Matias F, Green J, Sha stri P, et al. Temporal change in the gut community of rats fed high amylose cornstarch is driven by endogenous urea rather than strictly on carbohydrate availability. J Appl Microbiol. 2013; 114(5):1516–28. https://doi.org/10.1111/jam.12157 PMID: 23383759

36. Fritz A, Hofmann P, Majda S, Dahms E, Droge J, Fiedler J, et al. CAMISIM: simulating metagenomes and microbial communities. Microbiome. 2019; 7(1):17. https://doi.org/10.1186/s40168-019-0633-6 PMID: 30736849

37. Tang ZZ, Chen G. Zero-inflated generalized Dirichlet multinomial regression model for microbiome compositional data analysis. Biostatistics. 2019; 20(4):698–713. https://doi.org/10.1093/biostatistics/kxy025 PMID: 29939212

38. Godichon-Baggioni A, Maugis-Rabusseau C, Rau A. Clustering transformed compositional data using K-means, with applications in gene expression and bicycle sharing system data. Journal of Applied Statistics. 2018; 46(1):47–65. https://doi.org/10.1080/02664763.2018.1454894

39. Duncan SH, Barcenilla A, Stewart CS, Pryde SE, Flint HJ. Acetate utilization and butyryl coenzyme A (CoA):acetate-CoA transferase in butyrate-producing bacteria from the human large intestine. Appl
40. Miller TL, Wolin MJ. Pathways of acetate, propionate, and butyrate formation by the human fecal microbial flora. Appl Environ Microbiol. 1996; 62(5):1589–92. https://doi.org/10.1128/aem.62.5.1589-1592.1996 PMID: 8633856