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Abstract: The avoidance of adverse weather is an inevitable safety-relevant task in aviation. Automated avoidance can help to improve safety and reduce costs in manned and unmanned aviation. For this purpose, a straightforward trajectory planner for a single-source-single-target problem amidst moving obstacles is presented. The functional principle is explained and tested in several scenarios with time-varying polygonal obstacles based on thunderstorm nowcast. It is furthermore applicable to all kinds of nonholonomic planning problems amidst nonlinear moving obstacles, whose motion cannot be described analytically. The presented resolution-complete combinatorial planner uses deterministic state sampling to continuously provide globally near-time-optimal trajectories for the expected case. Inherent uncertainty in the prediction of dynamic environments is implicitly taken into account by a closed feedback loop of a model predictive controller and explicitly by bounded margins. Obstacles are anticipatory avoided while flying inside a mission area. The computed trajectories are time-monotone and meet the nonholonomic turning-flight constraint of fixed-wing aircraft and therefore do not require postprocessing. Furthermore, the planner is capable of considering a time-varying goal and automatically plan holding patterns.
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1. Introduction

Weather avoidance is an ever-present and safety-relevant task in manned and unmanned aviation. Approximately every fifth accident in commercial aviation and every fourth in general aviation is related to adverse weather [1,2]. Especially thunderstorms and their surroundings are dangerous, as turbulence, gusts, wind shear, lightning, hail and icing may occur. According to the Federal Aviation Administration (FAA), the philosophy of avoidance is an integral part of flight planning [3]. This is especially true for light unmanned fixed-wing aircraft, for example high altitude pseudo-satellites [4]. Their relatively low weight and performance increase the vulnerability to adverse weather [5].

Thus far, the operation of these aircraft requires a considerable amount of manual effort in mission planning and execution. Many of the incurring tasks are related to tactical flight planning based on external meteorological information, as some aircraft are not equipped with an onboard weather radar. For this purpose, pilots and meteorologists have to consider a great amount of information all at once, i.e., actual and future aircraft states, airspace restrictions and time-variant forecasts under consideration of their uncertainty. However, memory capacity of humans is usually limited to 7 ± 2 chunks of information [6], which is clearly insufficient to make optimal use of the available information. In complex scenarios with moving obstacles, this shortcoming can be partially compensated by applying quasi-static planning: Moving obstacles are avoided by an imaginary static
radius of action plus an additional margin to account for uncertainty. This method works well when the aircraft is fast in relation to the obstacles. However, convective weather has a high rate of change and quasi-static avoidance is prone to cause reactive flight guidance. Reactive trajectories are suboptimal in terms of safety, mission accomplishment and energy consumption. For unmanned aircraft, a loss of link in both line of sight and beyond line of sight communication is a potential incident. The ability to continue flight in these situations, at least for a short period of time, enhances their level of autonomy and safety [7]. The intrinsic complexity of anticipatory trajectory planning in uncertain dynamic environments calls for an automated solution. The consideration of kinematic and dynamic constraints further raises the complexity of this task [8,9].

The configuration \( q \) of an aircraft is a combination of its degrees of freedom. The configuration space \( C \) with \( q \in C \) can be used for path planning in static environments. When dealing with moving obstacles, reactive planners use the static \( C \)-space to perform replanning whenever the environment changes [10,11]. However, for anticipatory trajectory planning in the presence of moving obstacles, time has to be added to the \( C \)-space. Therefore, even two-dimensional motion planning problems are difficult to solve as the dimensions are raised from two to three [12]. A trajectory in this case is a path that is parameterized by monotonically increasing time and is compliant with kinematic and differential constraints of the aircraft. Erdmann and Lozano-Perez [13] introduced the concept of configuration×time-space, which is also called state space (\( X \)-space). Time-dependent configurations are called states \( x = (q, t) \) with \( x \in X \) [14]. Provided that a knowledge or estimate of the future obstacles exists, a sequence of states leading from start \( x_s \) to goal state \( x_g \) has to be determined. For this task, different motion planning methods exist.

An example for a control theory approach, regarding motion planning amid time-varying thunderstorms, is found in [15]. A finite horizon reach-avoid problem formulation [16] is used to maximize the probability of reaching a given point, while avoiding stochastic obstacles, under the consideration of uncertainties. Due to the curse of dimensionality [17], this kind of approach is unsuitable for fast computation of problems with high degrees of freedom.

Classic robotic approaches for motion planning amid moving obstacles include sampling-based and combinatorial motion planning. Rapidly-exploring random trees (RRTs) belong to the family of sampling-based algorithms. They are extremely popular due to their ability to quickly find feasible trajectories in \( X \)-space, for problems with high degrees of freedom and complicated constraints [18,19]. Examples for kinodynamic planning amidst moving obstacles can be found in [20–22]. However, narrow passages can pose a problem, as the likelihood for a sample being in free space decreases. Furthermore, trajectories tend to be jerky and therefore require postprocessing, e.g., by B-splines, Bézier curves or clothoids [23]. As random samples are used, the algorithm is probabilistically complete. This means that, if a trajectory exists and the number of samples approaches infinity, the probability to find the trajectory converges to one.

In [8], a combinatorial method for kinodynamic planning is presented. The upper bound for the complexity of exact motion planning in a three-dimensional dynamic environment is given by a general algorithm with a time complexity that is double exponential in the dimension of search space [24]. Canny [25] introduced an algorithm where time complexity is only exponential in its dimension. A combinatorial motion planner searches a discrete topology of free space, e.g., a visibility graph, Voronoi diagram or an exact or approximate cell decomposition. The explicit representation of the search space limits the application of combinatorial methods to problems with low degrees of freedom, i.e., the number of parameters necessary to specify \( q \) [14]. Nonetheless, combinatorial planning offers desirable properties such as optimality, completeness and repeatable results that can be important for certification.

In this article, a combinatorial motion planner, called MPTP (see Section 2.1), is described that computes collision-free, near-time-optimal and time-monotone trajectories from \( x_s \) to \( x_g \) similar to [26,27]. Global optimization is performed using an A*-search algorithm [28]. Motion planning in the real-world is generally subject to uncertainty in environment and state predictability [14]. In the
presented setup, the planner solely relies on external environment prediction, in this case thunderstorm nowcasts. The immanent uncertainty in the environmental prediction is taken into account explicitly by bounded margins and implicitly by the closed loop of a model predictive controller (MPC). While planning takes place, information outdates in dynamic environments. This imposes a real-time decision constraint and limits the allotted time for trajectory planning [29]. For fast convergence, the X-space is iteratively built and its growth is restricted by a suitable heuristic. Furthermore, velocity and angle of climb are assumed to be at least piecewise constant. The planner uses a low-fidelity representation of aircraft dynamics with motion primitives. This ensures that the computed trajectories are compliant with the aircraft’s flight envelope and resulting tracking errors are small [30].

The planner can be used as initial guess generator for gradient-based trajectory optimization in dynamic environments similar to Dubins path does in static environments to find an optimal control sequence in the homotopy class of the initial guess with a high-fidelity aircraft model [14,31].

The rest of this article is organized as follows. In Section 2, the functional principle and technical details of the presented trajectory planner for dynamic environments are described. Section 3 presents simulation results of the key capabilities, followed by the discussion (Section 4) and conclusions (Section 5).

2. Methodology

2.1. Model Predictive Trajectory Planning

The focus of this article lies on the introduction of an anticipatory trajectory planning algorithm for automated aircraft guidance through time-varying adverse weather, for example thunderstorms. Planning is performed by a reactive guidance loop, which resembles a MPC setup, due to the feedback of state and weather information. It is hence termed model predictive trajectory planner (MPTP) and provides resolution-complete and globally near-optimal trajectories for the expected case. Periodically, a new trajectory is computed, which attempts to always avoid adverse weather based on the latest nowcast. A fixed-wing aircraft has a nonholonomic turning-flight constraint and flies with finite velocity. The kinematic constraints are to avoid moving polygonal obstacles while staying within a defined mission area. In aviation, safety has the highest priority. Therefore, an optimal trajectory is defined here as the one that takes the shortest time to get to the goal while staying clear of potentially dangerous areas. As it is difficult to determine the appropriate altitude for vertical avoidance of thunderstorms (visible top is not necessarily equal to the radar top) and turbulence is frequently encountered above storm clouds, the focus lies on lateral avoidance [32].

Provided an appropriate flight controller (FC) is equipped and considering the guidance constraints in MPTP (see Section 2.3.4), it can be expected that an aircraft is able to fly the commanded trajectories. In this article, the assumption is made that commanded states are reached in due time, so that a next initial state (see Section 2.2.2) is part of the previously computed trajectory. Hence, the FC and aircraft blocks are not modeled. While this setup is not eligible to prove the feasibility of the proposed guidance strategy, it is appropriate to explain the presented trajectory planning algorithm (see Sections 2.2 and 2.3), demonstrate continuous avoidance trajectories on the basis of real thunderstorm forecasts, and compare different computation methods (see Section 3). However, in [4], the feasibility of the proposed guidance strategy is demonstrated with the setup depicted in Figure 1. The simulations are done using a six degree of freedom aircraft model, flight controller and historical wind data.

The inputs for the MPTP are the nowcast and a mission planner which specifies the reference, i.e., the goal state. The planning and control horizon of the MPTP are equal to the nowcast horizon of one hour. The control output is a sequence of states, which is sent to the FC with a sampling time that is equal to the nowcast update interval of \( \Delta T_N = 300 \text{ s} \).

The MPTP, which plans with a low-fidelity aircraft model at a low update rate, and FC, which operates on the actual aircraft at a high update rate, are decoupled as in [33,34]. The FC
is the reactive component which compensates disturbances and uncertainties and controls the aircraft in order to reach the commanded states in due time.

Figure 1. Schematic of the presented MPTP and its environment. The update rate is five minutes.

Thunderstorms have a short life span and their development is very difficult to predict. The uncertainty in the nowcast is implicitly considered by updates (predicted disturbances in Figure 1) and control errors by the closed loop of the MPTP (initial state in Figure 1). The recurrent correction of errors due to unpredicted disturbances yields robustness [33]. Periodical replanning of anticipatory trajectories from the actual state to the goal is done in each iteration based on the latest nowcast. Predicted thunderstorm cells are represented as spatial and temporal discrete polygonal obstacles with nonlinear motion.

The MPTP consists of a prediction and optimization module. To find a feasible trajectory to the goal, the MPTP iterates between those two (Figure 1): The prediction interprets nowcast data and estimates future conflicts between aircraft and thunderstorms (see Section 2.2) to generate a representation of free state space [14]. For the optimization, a combinatorial motion planning method with bounded uncertainty is applied (see Section 2.3). The discrete time increment $\Delta t$ for prediction and optimization has to be a factor of the nowcast update interval with $\Delta T_N / \Delta t \in \mathbb{N}^+$. 

2.2. Prediction–Conflict Estimation

The prediction module of the aforementioned MPTP consists of three models. The first model predicts the obstacles, i.e., the expected future thunderstorms. For this purpose, the nowcast is interpreted regarding the relative hazard for a specific aircraft taking into account the immanent uncertainty. The second prediction model computes future aircraft state samples. A third model superimposes the first two models to estimate future conflicts. As the term conflict seems more appropriate than collision in the context of weather avoidance, it is used exclusively throughout the rest of the article.

2.2.1. Expected Future Obstacle Locations

Thunderstorms and their surroundings are extremely dangerous for all kind of aircraft. The expectation of their future location is based on historical thunderstorm nowcast issued by the algorithm Radar Tracking and Monitoring (Rad-TRAM) [35]. Historical data are provided in Extensible Markup Language format (XML) by the German Aerospace Center DLR. A XML-file contains nowcasts as well as corresponding measurements. Thunderstorms are represented as polygons, which ensures small file size and allows fast processing [36]. The nowcast has a temporal horizon $T_N$ of one hour and is updated every five minutes. Each nowcast consists of 13 sets containing the coordinates of storm cells and additional information, e.g., center of gravity, moving direction and moving speed. The first set contains the measured thunderstorm situation, while the others are predictions with an interval $\Delta T_N$ of 5 min. Information about the wind field on standard flight levels is based on COSMO-DE model [37] data and supplied in General Regularly-distributed Information in Binary form (GRIB). The forecast horizon is 21 h and the update interval is one hour [38].
In aviation a minimum lateral clearance to thunderstorms (especially cumulonimbus clouds) is recommended [32,39]. To compute safe trajectories, the weather data have to be interpreted with respect to the limitations of an aircraft. For this purpose, storm cells are expanded by appropriate margins. Two kinds of margin are applied to nowcasted cells, which are described in the following. Their purpose is to account for different kinds of uncertainty regarding the weather information.

Due to initial condition uncertainties and model errors, forecasts are never accurate [40]. Especially convective weather has a high rate of change and is difficult to predict. The forecast error generally increases with advancing time. This fact can be explicitly modeled applying bounded uncertainty, as proposed by Sauer et al. [41]. Thunderstorm cells are enlarged by nonuniform probabilistic margins. Their size is a function of a selected probability \( P \) that a cell will be included by its corresponding margin at a given time in the nowcast horizon \( T_N \). This is a safe procedure especially when assuming high values for \( P \). As the presented MPTP computes trajectories based on the expected case, an overestimation of uncertainty leads to excessive coverage of free airspace. This directly affects the optimality of trajectories and sometimes even prevents that a solution can be found [14]. The ability to automatically plan holding patterns (Section 2.3.5) can solve some of the cases in which the goal is covered or the access to the goal is blocked. The applied strategy is to compute trajectories in parallel using different probabilities \( P \) and then choosing the feasible solution with the highest \( P \) or rather largest margins.

In contrast to the aforementioned margins, the safety margins account for the uncertainty regarding the presence of thunderstorm accompanying phenomena, e.g., strong winds, wind shear, turbulence (clear air turbulence over and downwind of cumulonimbus clouds), lightning, icing and hail. These phenomena are hardly predictable and often detected as late as when being in situ. This is why FAA requires minimum distances to thunderstorms [39,42]. These safety margins are independent from the nowcast time. Their size partly depends on the structural limits of an aircraft and furthermore on appearance, size and moving speed of a cell as these parameters allow conclusions on the potential danger. In most cases, it is safer to avoid thunderstorms on the upwind side as turbulence and hail is frequently encountered downwind [32]. By enlarging cells in these areas, the planner is tempted to shift the trajectory. By applying the aforementioned margins to concave thunderstorm polygons, they are transformed into convex polygons. This is reasonable as concave radar signatures are associated with strong turbulence and hail [32]. The superposition of probabilistic and safety margins can be seen in the Figure in Section 3.1 as light red areas around the predicted dark red thunderstorms.

High thunderstorm density and close neighboring cells indicate potentially weather active areas. They are dangerous because the uncertainty in the nowcast is locally high and sudden changes may happen. The FAA advises to circumnavigate weather active areas with a thunderstorm coverage of 6/10 or higher [39]. An intuitive interpretation is necessary to identify weather active areas, as planning trajectories through them can cause substantial short-term changes with respect to the initial route. Discrete margins sometimes leave narrow passages between thunderstorms of which the MPTP makes use of when searching for a trajectory. To avoid this, Density Based Spatial Clustering for Applications with Noise (DBSCAN) is applied with the radius for neighborhood determination \( \epsilon \in \mathbb{R} \) set to a selected minimum corridor width [43]. In many cases, clustering of thunderstorms result in concave polygons. These are not converted to convex polygons, as otherwise excessive coverage of free space is the consequence [44].

Finally, a processed nowcast results in thirteen discrete sets of buffered thunderstorms \( (t_0 + 0 \text{ min}, t_0 + 5 \text{ min}, ..., t_0 + 60 \text{ min}) \). However, the MPTP requires discrete information concerning the obstacles for the intermediate query times spaced by \( \Delta t \). This is achieved by applying a linear spatiotemporal interpolation. For instance, if \( \Delta t = 60 \text{ s} \), four interpolated polygonal shapes for each known shape (thunderstorm) are computed for \( t + 60 \text{ s}, t + 120 \text{ s}, t + 180 \text{ s} \) and \( t + 240 \text{ s} \). An example for this procedure can be found in [44].
2.2.2. Estimated Future Aircraft States

Future states of the aircraft are estimated in the Earth fixed frame with the basic idea of a wavefront propagating with constant true airspeed \( V_T \). The radial distance between isochronous state sets is \( V_T \Delta t \) in the absence of wind. For the estimation of future states, two cases have to be distinguished, namely wind speed \( W = 0 \) or \( W \neq 0 \). In the real world, wind speed is rarely zero. What matters is if the aircraft or more specifically the FC can compensate the wind.

If wind can be compensated, future state primitives for up to one hour of flight can be preprocessed for different ground speeds \( V_G \) with \( V_G = V_T \) for \( W = 0 \). For this purpose, a 3DOF simulation model of the aircraft is used. The formulas of the aircraft’s motion are

\[
\dot{x} = V \cos \chi \cos \gamma \\
\dot{y} = V \sin \chi \cos \gamma \\
\dot{z} = -V \sin \gamma
\]

with \( \mu \) being the bank angle. The derivatives of the velocity \( V \), course or track angle \( \chi \) and the angle of climb \( \gamma \) are given, respectively, by

\[
\dot{V} = g(n_x - \sin \gamma) \\
\dot{\chi} = \frac{n_z \sin \mu}{V \cos \gamma} \\
\dot{\gamma} = \frac{g n_z \cos \mu - \cos \gamma}{V}
\]

Additionally, the horizontal and vertical load factors \( n_x = \frac{T-D}{mg} \) and \( n_z = \frac{L}{mg} \) are needed with \( T \) being the thrust, \( m \) the mass, \( g \) the Earth’s gravitation, \( D \) the drag and \( L \) the lift.

A controller keeps the aircraft model on commanded courses between \( \chi = [0^\circ : \Delta \chi : 360^\circ] \). The controller consists of three laws for altitude, speed and azimuth control. The connection between contemporary state samples results in isochronous curves (black lines in Figure 2a). The heart shape in Figure 2a results from turning-flight when changing the initial course \( \chi_{in} = 0^\circ \) from north by \( \pm 180^\circ \).

Figure 2. Future states are depicted by yellow aircraft symbols. The isochronous progress with \( V_T = V_G = 23 \text{ m/s} \) is shown with black lines for \( t_1 = 60 \text{ s} \) and \( t_2 = 120 \text{ s} \). (a) The results of the flight simulation with a maximum bank angle of \( |\mu_{max}| = 19^\circ \) compared to (b) approximated states.
The estimated set of future aircraft state samples $A_{smp}$ are computed in a Cartesian coordinate system heading north. To obtain the set of future estimated aircraft states $A_{fut}(x_{in})$ from an arbitrary initial state $x_{in}$, the $A_{smp}$ are rotated around the z-axis according to the initial course $\chi_{in}$ and translated in all three spatial dimensions by a homogeneous transformation matrix with $A_{fut}(x_{in}) = H(x_{in}) \cdot A_{smp}$, written-out:

$$
\begin{bmatrix}
  x_{fut} \\
  y_{fut} \\
  z_{fut} \\
  1
\end{bmatrix} = 
\begin{bmatrix}
  \cos \chi_{in} & \sin \chi_{in} & 0 & x_{in} \\
  -\sin \chi_{in} & \cos \chi_{in} & 0 & y_{in} \\
  0 & 0 & 1 & z_{in} \\
  0 & 0 & 0 & 1
\end{bmatrix} 
\begin{bmatrix}
  x_{smp} \\
  y_{smp} \\
  z_{smp} \\
  1
\end{bmatrix}
$$

If the wind field is considered, future states cannot be preprocessed as the resulting $V_G$ depends on the position and course of the aircraft. To compute a trajectory, future states have to be computed several times (see Section 2.3). The considerable computation time when using a flight simulation makes this method unsuitable for online application.

If the curve, due to the initial turning-flight when changing the course, is ignored, future aircraft states can be approximated with a marching wave expanding from the initial position $p_{in}$ (see Figure 2b). The easiest way is to set up linearly spaced matrices for each spatial dimension. The first dimension of each matrix indicates the time $t$ and the second dimension the course $\chi$. Alternatively, the first-order nonlinear partial differential Eikonal equation in the form $|\nabla T|F = 1$ can be applied with $T$ being the arrival times of the expanding wave and $F$ being a scalar speed function. If wind is not considered, it can be efficiently solved using the isotropic fast marching method (FMM) in $O(n \log n)$, with $n$ being the number of grid points \cite{45,46}. This finite-difference method is suitable for online application. Using the multistencils second order fast marching method (MSFMM) improves the accuracy considerably \cite{47}. However, for slow aircraft, wind has a significant impact on trajectory planning, as it cannot always be completely compensated. Under the influence of wind, constant $V_I$ results in a spatially inhomogeneous $V_G$ profile. If the wind is considered for planning, a noniterative ordered upwind method (OUM) can be applied for a fast approximate estimation of future aircraft states \cite{48,49}.

### 2.2.3. Estimated Future Conflict Areas

Obstacle regions with invalid $x_{fut}$ are called $X_{obs}$ \cite{14}. Originating from an initial state $x_{in}(x_{in}, y_{in}, z_{in}, \chi_{in}, t_{in}) \in X$, deterministic samples of estimated future aircraft states are used to perform a conflict check with contemporaneous obstacles to create an explicit representation of the estimated obstacle region $E x_{obs}$. This is done by superposition of the aforementioned prediction models for expected future obstacle location and estimated future aircraft states. The set of estimated conflicts from an initial state $x_{in}$ is defined as the union of the set $A_{fut}$ of future aircraft states $x_{fut}(x_{fut}, y_{fut}, z_{fut}, \chi_{fut}, t_{fut})$ and set $O$ of time-varying obstacles with arbitrary shape $O_{n}(t), n \in \{1, \ldots, m\}$ that depends on time $t$. Future states on and inside of time-varying obstacles $A_{fut}(x_{in}) \cap O_{n}(t)$ are enclosed by concave polygons that are called estimated conflict areas (ECA) with $E C A_{i}(x_{in}), i \in \{1, \ldots, k\}$. The estimated obstacle region is the union set $E X_{obs} = \cup^{k}_{i=1} E C A_{i}$. The mission area, in which the aircraft is allowed to fly, is called the workspace $W \in \mathbb{R}^2$. The free estimated state-space $E X_{fut}(x_{in})$ is the difference $W \setminus E X_{obs}(x_{in})$.

Figure 3 shows an example for the evolution of $E X_{obs}$ under the assumption of constant $V_G$. The isochronous circles can be interpreted as level sets of a cone that opens perpendicular in the third dimension that represents the time with the initial state $x_{in}$ in the center. Contemporary conflicts are depicted in red.

If the wind forecast (Section 2.2.1) is considered the isochronous progress is not circular anymore such as in Figure 4. The shape of the obstacle region $E X_{obs}$ is clearly different than in Figure 3.
Figure 3. In this example the ground speed is equal to true airspeed. The evolution of estimated conflict areas is illustrated at six points in time ($t_1$–$t_6$). For each time, the estimated future states (highlighted isochrone circle) in conflict with contemporaneous expected thunderstorms (varying polygon shapes) are marked in red. This results in the final shape of the ECAs shown at $t_6$.

Figure 4. In the anisotropic case, the groundspeed is not equal to true airspeed and depends on the aircraft’s position and course. The inhomogeneous gridded wind data are taken from a GRIB file (see Section 2.2.1). When considering wind the resulting ECAs differ noticeably from those in Figure 3.
The presented method can also be used to determine \( EX_{obs} \) in non-level flight (Figure 5). For this purpose, three-dimensional obstacles are generated by extrusion of different 2D thunderstorm data, i.e., ground and satellite based nowcast. Sufficiently large safety margins are added in all spatial directions. Where estimated future aircraft states are in conflict with an obstacle, an estimated conflict surface (ECS) is generated. For constant angle of climb \( \gamma \), an approximate avoidance trajectory around moving three-dimensional obstacles can be computed for non-level flight, using the methods in Section 2.3.

![Figure 5](image-url)

**Figure 5.** The ECSs (magenta surfaces) for a 3D thunderstorm cloud and its margin (translucent red volume) are shown for climb, level flight and descent.

### 2.3. Optimization–Trajectory Computation

This section explains the necessary steps to find a time-monotone trajectory through predicted thunderstorms under the consideration of the nonholonomic turning-flight constraint.

#### 2.3.1. Graph of Free Estimated State Space

A visibility graph \( VG(x_{in}) = \{V, E\} \) is used to create a roadmap of \( EX_{free}(x_{in}) \) (Section 2.2.3) from an initial state \( x_{in} \). It contains vertices \( v \in V \) and edges \( e \in E \) which are undirected and weighted. Rohnert [50] introduced a method to compute a reduced \( VG \) for convex polygons containing exclusively tangent edges between a point and a polygon and bitangent edges between polygons. LaValle [14] described a robust method to determine bitangent edges without trigonometric functions by using cross products. After excluding all edges that are not tangent or bitangent, the remaining edges are checked for intersections. The vectorized Matlab code works for convex and nonconvex ECAs and optionally generates a partial or complete \( VG \). A partial visibility graph \( VG_p(x_{in}) \) only connects \( x_{in} \) to vertices \( v \in V \) that are adjacent by a tangential edge. A complete visibility graph \( VG(x_{in}) \) contains all visible edges in \( EX_{free}(x_{in}) \). Figure 6 shows a comparison between three different \( VGs \), inside a mission area (black square) and around obstacles (four red icosagons). The large difference in visible edges (green lines) is the reason only Method b and c are considered for trajectory planning.
The time complexity of the VG can be expressed by the number of vertices $|V|$. A reduction of $|V|$ in $EX_{free}$ therefore improves the runtime of the VG. The time complexity of a graph-search algorithm (see next section) is often described by the number of vertices $|V|$ and edges $|E|$ of the searched graph, e.g., $O(|E| + |V| \log |V|)$ for Dijkstra’s algorithm. A reduction in $|V|$ also reduces $|E|$ and thus speeds up the search. To reduce $|V|$ in $EX_{free}$, the Douglas–Peucker algorithm can be applied [51]. Through an appropriate selection of the tolerance band $\epsilon$, a reduction can be done under preservation of shape, e.g., by an error bound termination condition [52]. Predicted thunderstorms are enlarged by probabilistic margins to model the considerable amount of uncertainty in the nowcast (see Section 2.2.1). Hence, $EX_{free}$ is generated upon a guess of the future and does not represent an absolutely exact geometry. Therefore, small geometric inaccuracies due to line smoothing are acceptable.

### 2.3.2. Informed Search in a Dynamic Environment

To find anticipatory time-optimal trajectories, A*-search is applied [28]. It is suitable for single-source-single-target problems and has many advantageous properties, namely being a complete, optimal and easy to implement algorithm.

Depending on the applied heuristic (see next section), a partial or complete $VG(x_{in})$ of $EX_{free}(x_{in})$ is generated. This process is repeated until $x_{in}$ is equal to the goal state $x_g$ or no solution exists. In the following, the nodes of the $VG$ are referred to as states. In contrast to the Dijkstra’s algorithm, A* does not just compute the $G$-cost, which in this case is the time to get from the start state $x_s$ to a candidate state $x_c$. Instead, it uses an additional heuristic to estimate the $H$-cost, which is the time to get from a $x_c$ to $x_g$. The total estimated $F$-cost is the time it takes to get from $x_s$ to $x_g$ via $x_c$ and is calculated by $F(x_c) = G(x_c) + H(x_c)$.

A complete roadmap to the goal in $X$-space does not exist a priori. Instead, it is iteratively generated by exploring $x_c$ with $i \in \{1, \ldots, k\}$. The A*-search grows trajectories, which are all rooted in the start state $x_s$. During every loop of A*, the $F$-cost for each $x_c$ is computed. The most promising $x_c$, which has the minimum estimated $F$-cost, is explored in the next iteration. The bookkeeping is done in the Open List (OL). For fast computation, the OL is a priority queue implemented as binary heap that contains all $x_c$ sorted in ascending $F$-cost order as well as their parent states $x_p$.

At the beginning of the algorithm, the only state in the OL is $x_s$, which automatically has the lowest estimated $F$-cost. The $EX_{free}(x_{in})$ is computed from $x_{in} = x_s$. Next, a $VG$ generates a roadmap $VG(x_{in})$ of the static $EX_{free}(x_{in})$. Subsequently, the adjacent states of $x_s$ are inserted into OL as $x_c$. Then, $x_s$ is popped from the priority queue and inserted into the so-called Closed List (CL), which stores already explored states. This process repeats until the OL is empty, in which case the algorithm reports that no trajectory to the goal exists and performs partial planning, or the goal is inserted into the CL.

![Figure 6](image-url)

**Figure 6.** (a) Unreduced; (b) reduced complete; and (c) reduced partial VG. The initial state $x_{in}$ and goal state $x_g$ are depicted by black diamonds.
in which case the trajectory is constructed by backtracing the corresponding parent states and is then commanded to the FC.

The following pseudocode (Algorithm 1) illustrates the functionality of the MPTP including the A*-search.

**Algorithm 1: MPTP**

**Input:** initial state $x_{in}(x_{in}, y_{in}, z_{in}, \chi_{in}, t_{in})$ and latest thunderstorm nowcast (see Figure 1)

**Output:** anticipatory trajectory in free state space $X_{free}

1. **while aircraft has not arrived at the goal do**
   2. load thunderstorms $O_n(t)$ of the latest nowcast
   3. add margins, merge or cluster the polygons
   4. perform spatiotemporal interpolation for the query times spaced by $\Delta t$ (see Section 2.2.1)
   5. update the actual aircraft state and set it as start state $x_s$
   6. **if the goal state $x_g$ will be uncovered sometime in the interval from $t_0$ to $t_0 + T_N$ then**
      /* start of the A*-like-search*/
      7. initialize the Open List $OL = \{x_{in}\}$ with the start state $x_s$ set as initial state $x_{in}$
      8. initialize empty Closed List $CL = \emptyset$
      9. **while $OL \neq \emptyset$ do**
         10. compute the set of estimated future states $A_{fat}(x_{in})$ for constant $V_T$
         11. compute the obstacle region $EX_{obs}(x_{in}) = A_{fat}(x_{in}) \cap O_n(t)$
         12. compute the free state estimated space $EX_{free}(x_{in}) = W \setminus EX_{obs}(x_{in})$
         13. generate the auxiliary state(s) $x_{aux}$ (see upcoming Section 2.3.4)
         14. generate roadmap of free state space $\{V, E\} = VG(EX_{free}(x_{in}), x_{in}, x_g, x_{aux})$
         15. select candidate states $x_c$ adjacent to $x_{in}$ that meet nonholonomic constraint (see upcoming Section 2.3.4)
         16. **foreach** $x_c$ **do**
            17. calculate total cost to get from $x_s$ to $x_g$ via $x_c$ with $F(x_c) = G(x_c) + H(x_c)$
         **end**
         18. the new $x_{in}$ is the minimum $F$-cost state from the $OL$
         19. remove $x_{in}$ from the $OL$ and insert it into the $CL$
         20. **if** $x_{in}$ **is the goal state** $x_g$ **then**
            21. **break**
         **end**
      **end**
   **else**
      22. perform partial planning, e.g., continue on last trajectory, avoid inevitable conflict areas (comparable to [22])
   **end**
   **if** $OL = \emptyset$ **then**
      23. **construct the anticipatory trajectory by backtracing of the parent states** $x_p$
      24. **command trajectory states to the flight controller (FC) (see Figure 1)**
   **else**
      25. command holding pattern in free state space to the FC (see upcoming Section 2.3.5)
   **end**
**end**

In the pseudocode above, the typical relaxation of the A*-search is missing (inside the while loop). In a static environment, A*-algorithm checks if new candidate nodes are already in the $OL$ or $CL$. If their $G$-cost is lower, the existing entry is updated by replacing the $G$-cost and parent node.
However, in the presented case, the obstacles move. Each $x_c$ is tangential to the ECAs whose form is uniquely valid from the perspective of their $x_p = x_{in}$. Therefore, even if a $x_c$ has the same $q$ as an explored state and a lower time $t$ from $x_c$ to $x_c$ (which is the G-cost), it cannot replace the state in the OL or CL. As each $x_c$ is adjacent to its $x_p$ by a straight line, the final trajectory is guaranteed to be optimal.

2.3.3. Heuristics for the Informed Search

In this section, three different heuristics are described. The quality of the heuristic is essential for the convergence of the $A^*$-search and the optimality of the computed trajectories. For trajectory planning, the $H$-cost is the estimated time it takes to get from a candidate $x_c$ to the goal state $x_g$. If this cost is underestimated, the solution is optimal but unnecessary search is done. A heuristic is admissible if it never overestimates costs as this can lead to suboptimal results.

The first and most ineffective heuristic is to set $H$ to a constant value, e.g., equal to zero. Then, $A^*$-search basically becomes Dijkstra’s algorithm and the search expands as a wavefront in all directions.

The Euclidean distance heuristic (EDH) estimates the $H$-costs, to get from each $x_c$ to $x_g$, by the beeline distance. It is an admissible and effective heuristic [14]. When Dijkstra or $A^*$ with EDH is applied, only a partial VG is computed, only a partial VG with the first order adjacent states has to be computed. This saves computation time in comparison to the generation of a complete VG. However, EDH ignores obstacles as it only evaluates the beeline to the goal.

Finally, a new shortest static path heuristic (SSPH) is introduced in this article. A complete $VG(x_{in})$ of every $EX_{free}(x_{in})$ is searched by a nested $A^*$-search. This inner $A^*$ for his part applies the EDH to determine the $H$-cost for every new $x_c$ by computing its shortest path to $x_g$ (which can be converted to time as $V_GF$ is constant) in the static $EX_{free}(x_{in})$. Alternatively, the Fast Marching Method can be applied (see Section 2.2.2). In this case, no VG is needed, which is especially interesting when searching three-dimensional space. Although SSPH is computationally more intensive than EDH, the explicit consideration of obstacles speeds up the search (see Section 3). However, SSPH can overestimate the $H$-cost as it is computed in the $VG(x_p)$, which is why optimality of trajectories cannot be guaranteed. Hence, SSPH is a non-admissible heuristic. In practice, Dijkstra, EDH and SSPH produce identical or similar trajectories (see Section 3).

2.3.4. Modeling Nonholonomic Turning-Flight

A fixed-wing aircraft has velocity constraints in the y- and z-direction of its body-fixed frame of reference and cannot fly directly sideways or upwards. While the number of velocities of the aircraft is reduced, there are no restrictions in its configurations as they can be reached performing a series of maneuvers. Therefore, a fixed-wing aircraft is a nonholonomic system [53].

If the future state primitives from Section 2.2.2 are used, the nonholonomic turning-flight constraint is considered innately. For the methods that approximate future states, the nonholonomic constraint has to be explicitly modeled. As the combinatorial planning approach does not model the nonholonomic turning-flight by default, an auxiliary method is required. Additional states, which in the following are referred to as auxiliary states $x_{aux}$, are generated to obtain discrete curvature-constrained trajectories, which can be interpreted as a discrete version of Dubins path [54]. An $x_{aux}$ can be generated for one turning-sense (unidirectional turning-flight) or both turning-senses (bidirectional turning-flight). A maximum course angle change $|\Delta \chi_{\text{max}}|$ from $\chi_{in}$ is introduced. Adjacent future states to $x_{in}$ that require $|\Delta \chi| \geq |\Delta \chi_{\text{max}}|$ are disconnected from $x_{in}$ in the VG. The value for $|\Delta \chi_{\text{max}}|$ cannot be chosen freely, as it has to be ensured that the aircraft is able to reach commanded states $x_{aux}$ in due time.

A straightforward method for the computation of auxiliary states $x_{aux}$ is introduced in the following. Starting from $x_{in}$, the initial $\chi_{in}$ can be changed by $0^\circ \leq |\Delta \chi_{\text{max}}| \leq 90^\circ$. An $x_{aux}$ is then located on the new course at the leg distance of $LD = V_T \Delta t$ and can be performed as fly-by or fly-over
state. To ensure that a commanded state can be reached in due time, two conditions have to be met. First, the leg distance $LD$ between the adjacent states has to be greater or equal than the minimum stabilization distance $MSD$ \[^{[55]}\]. The MSD is the minimum distance that it takes for the aircraft to fly on the new course. Second, to reach the next commanded state (waypoint at a certain time) in due time, the aircraft has to fly with a corrected mean velocity $V_{cor}$. Generally, the distance covered by the aircraft (ACD) differs from the $LD$. However, the aircraft has to arrive at the next state in $t_{in} + \Delta t$. In the case of a fly-by state and $0^\circ \leq \Delta \chi_{max} \leq 90^\circ$, the $V_{cor}$ is $\leq V_T$. For a fly-over state and $0^\circ \leq \Delta \chi_{max} \leq 90^\circ$, the $V_T$ is $\leq V_{cor}$. The $V_{cor}$ has to be greater than the stall speed $V_S$ and less or equal to maximum velocity $V_{max}$, to ensure feasibility of a trajectory.

In the following, a simple procedure to quickly assess the flyability of states, i.e., admissible combination of selected planning velocity $V_T$, $\Delta t$ and $|\Delta \chi_{max}|$, is presented. With the setups in Figure 7, a normalized minimum stabilization distance $MSD_{norm}$ and velocity correction $\delta V$ are determined as a function of $|\Delta \chi_{max}|$ (see Tables 1 and 2), by setting the minimum turning radius to $R_{min} = 1$ (unit turning-circle). To determine the smallest possible $MSD = MSD_{norm} R_{min}$ for fly-over states, for both the roll-in and roll-out radius the same radius $R_{min} = 1$ is applied (see Figure 7b).

Generally, roll-in and roll-out radius are different, leading to a smooth trajectory but longer $MSD$.

![Figure 7. Normalized aircraft covered distance and normalized minimum stabilization distance, when $x_{in}$ is performed (a) as fly-by or (b) as fly-over state.](image)

The values for the $MSD_{norm}$ (Tables 1 and 2) are computed by the aforementioned approximation. Therefore, the establishment of the bank angle and the acceleration, for the correction of the distance per $\Delta t$ error, are neglected. To account for these factors, a distance of $V_{cor} \delta t$ can be added to the $MSD$, for example with $\delta t$ being 10 s for a fly-over state \[^{[55]}\].

As the time increment $\Delta t$ is a fixed value, the relative error between the normalized distance covered by the aircraft ($ACD_{norm}$) and the normalized minimum stabilization distance ($MSD_{norm}$) is used to calculate a velocity correction factor. Due to the turn anticipation when performing a fly-by state, the planned distance is twice the $MSD_{norm}$ (see Figure 7) and the velocity correction factor is computed by

$$\delta V = 1 + \frac{ACD_{norm} - 2MSD_{norm}}{2MSD_{norm}}.$$
The formula for a fly-over state is

\[ \delta V = 1 + \frac{ACD_{\text{norm}} - MSD_{\text{norm}}}{MSD_{\text{norm}}}. \]

**Table 1.** Normalized minimum stabilization distances and velocity correction factors as functions of \(|\Delta \chi_{\text{max}}|\) for fly-by states.

| \(|\Delta \chi_{\text{max}}|\) | 5   | 12  | 20  | 30  | 45  | 60  | 72  |
|---------------------|-----|-----|-----|-----|-----|-----|-----|
| MSD_{\text{norm}}  | 0.044| 0.105| 0.176| 0.268| 0.414| 0.577| 0.727|
| \(\delta V\)       | 1.000| 1.000| 0.999| 0.998| 0.991| 0.969| 0.929|

**Table 2.** Normalized minimum stabilization distances and velocity correction factors as functions of \(|\Delta \chi_{\text{max}}|\) for fly-over states.

| \(|\Delta \chi_{\text{max}}|\) | 5   | 12  | 20  | 30  | 45  | 60  | 72  |
|---------------------|-----|-----|-----|-----|-----|-----|-----|
| MSD_{\text{norm}}  | 0.210| 0.503| 0.829| 1.220| 1.749| 2.189| 2.463|
| \(\delta V\)       | 1.001| 1.005| 1.015| 1.033| 1.078| 1.139| 1.206|

The corrected mean velocity is then computed by

\[ V_{\text{cor}} = V_T \delta V (|\Delta \chi_{\text{max}}|). \]

With the value for \(V_{\text{cor}}\) and \(|\mu_{\text{max}}|\), the corresponding minimum turning radius can be computed

\[ R_{\text{min}} = \frac{V_{\text{cor}}^2}{g \tan |\mu_{\text{max}}|}. \]

By multiplying \(MSD_{\text{norm}}(|\Delta \chi_{\text{max}}|)\) with the minimum turn-radius \(R_{\text{min}}(|\Delta \chi_{\text{max}}|)\), the actual minimum stabilization distance \(MSD(|\Delta \chi_{\text{max}}|)\) is calculated. Table 3 shows exemplary values for different \(|\mu_{\text{max}}|\).

**Table 3.** Values for minimum stabilization distances for \(V_T = 80\text{ m/s}, |\Delta \chi_{\text{max}}| = 45^\circ\) (as used in Section 3) for different values of \(|\mu_{\text{max}}|\), for fly-over and fly-by states.

| \(|\mu_{\text{max}}|\) [\(\gamma\)] | 5   | 10  | 15  | 20  | 25  | 30  | 35  | 40  | 45  |
|------------------------------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| MSD_{ov} [m]                       | 15091| 7488| 4928| 3628| 2831| 2287| 1886| 1574| 1320|
| MSD_{by} [m]                       | 3033| 1505| 990 | 729 | 569 | 459 | 379 | 316 | 265 |

In order for a planned trajectory to be flyable, the minimum time increment \(\Delta t\) is determined by

\[ \Delta t_{\text{min}}(|\Delta \chi_{\text{max}}|, |\mu_{\text{max}}|) = \frac{MSD}{V_T}. \]

Notice that the values for the velocity correction \(\delta V\) in Tables 1 and 2 only apply for the special case, in which the leg distance \(LD\) is equal to the \(MSD\). Else the corrected mean velocity \(V_{\text{cor}}\) is less, as the relative error between \(ACD\) and \(MSD\) is correspondingly smaller. This also implies that \(R_{\text{min}}(V_{\text{cor}}, |\mu_{\text{max}}|)\) is smaller. Therefore, if \(MSD < LD\), an iterative calculation is applied, to solve for the necessary \(V_{\text{cor}}\). For fly-over states, this is described by

\[ \delta V = 1 + \frac{ACD_{\text{norm}} R_{\text{min}}(V_T \delta V) - MSD_{\text{norm}} R_{\text{min}}(V_T \delta V)}{LD} = 1 + \frac{ACD - MSD}{LD}. \]
For the example in Section 3.3, the leg distance is $LD = V_T \Delta t = 4800$ m. In the case of $LD = MSD$, $|\Delta \chi_{max}| = 45^\circ$ and $\mu_{max} = 25^\circ$, the corresponding value from Table 2 is $\delta V = 1.078$. Applying the aforementioned formula with a convergence criterion of $10^{-9}$, the new value is $\delta V = 1.042$. Therefore, the corrected mean velocity is $V_{cor} = V_T \delta V = 83.36$ m/s instead of 86.24 m/s.

For values of $|\Delta \chi_{max}| \leq 90^\circ$, fly-by states generally result in much shorter $MSD$ and a less critical reduction of the velocity instead, compared to fly-over states. However, even if all states are fly-over, the simulations in Section 3 satisfy the criteria for flyability, i.e., $MSD \leq LD = V_T \Delta t$ and $V_S < V_{cor} < V_{max}$.

To increase the robustness of the MPTP, the maximum course change can be defined as soft constraint. A $x_{aux}$ is only valid if it is neither in nor on $EX_{obs}(x_{in})$. If no $x_{aux}$ exists, $|\Delta \chi_{max}|$ can be increased stepwise, until a $x_{aux}$ exists and $|\Delta \chi_{max}|$ is valid, i.e. the actual $MSD \leq LD$. If possible, $|\Delta \chi_{max}|$ should be kept small, as this generally results in smoother and more optimal trajectories.

2.3.5. Automatic Planning of Holding Patterns

According to the NATO Standardization Agreement No. 4586, the circle is an authorized holding maneuver for unmanned aircraft. Radius, turning-sense and duration of the hold are unrestricted [56]. Before a trajectory is planned, the algorithm determines if the goal will be covered by obstacles in the period from $t_0$ to $t_0 + T_N$. If the goal is permanently covered during the period of the actual nowcast, it is declared as not flyable and the aircraft performs a hold in $X_{free}$ until the next nowcast is issued. It is possible to specify holding locations in advance which the planner can use when they are in $X_{free}$. If the goal is only temporarily covered, a holding pattern is performed until the goal is in $EX_{free}$. Therefore, a unidirectional turning constraint is applied, for example only turn right (UPS-method). This prevents the MPTP to plan meandering trajectories, however they may no longer be near-optimal. It is also important to notice that resulting trajectories can be considerably different, depending on the selected sense of rotation.

The $x_{aux}$, which are always added to model the nonholonomic turning-flight constraint, naturally result in circular holding patterns in $EX_{free}$, if the goal is covered. The ability to plan holding patterns therefore exists innately, which is very practical and keeps the algorithm simple.

For example, by setting $|\Delta \chi_{max}| = 45^\circ$, a circular holding pattern is described by the $x_{aux}$, as inscribed regular n-gon with $n = 8$ (see Figure 8 and Section 3.3). The distance on a straight segment of an n-gon is given by $S_n = V_T \Delta t$. For fly-over states, the radius $R_{cc}$ of the corresponding circumcircle, on whose orbit the aircraft flies, is

$$R_{cc}(n) = \frac{S_n}{\sqrt{2 - 2 \cos(2\pi/n)}}.$$

The distance on the corresponding circumcircle segment is

$$S_{cc}(n) = R_{cc} \Delta \chi_{max} = R_{cc} 2\pi/n.$$

As $S_n < S_{cc}$, the velocity has to be corrected, in order for the aircraft to arrive at a state in due time. The correction factor is calculated by the relative error of the distances to $S_n$, as $\Delta t$ is a fixed value

$$\delta V(n) = 1 + \frac{S_{cc} - S_n}{S_n} = 1 + \frac{2\pi/n - \sqrt{2 - 2 \cos(2\pi/n)}}{2\pi/n}. $$

The mean corrected velocity is calculated by

$$V_{cor} = V_T \delta V(n). $$

To ensure the feasibility of a planned trajectory, it is important that $V_S \leq V_{cor} \leq V_{max}$ and $R_{min}(V_{cor}) \leq R_{cc}$. In the upcoming example in Section 3.3, the velocity for planning is $V_T = 80$ m/s.
Therefore, the corrected velocity is \( V_{\text{cor}} = V_T \delta V(8) = 80 \cdot 1.026 \text{ m/s} = 82.09 \text{ m/s} \). The required bank angle for the coordinated turn is

\[
\mu = \arctan \frac{V^2_{\text{cor}}}{gR} = 6.25^\circ.
\]

This leaves reserves regarding the turning-flight performance. In theory, the flight controller is able to put the presented guidance strategy into practice, arriving at the commanded waypoints in due time.

2.3.6. Planning with Moving Goal

If the position of the goal varies with time, the goal becomes a state \( x_g \). Trajectory planning to \( x_g \) can be done in a reactive or tactical fashion. If no prediction for \( x_g \) exists, the actual \( x_g \) is updated by the mission planner in every MPTP iteration (Figure 1). The reactive guidance is likely to result in a trajectory with pursuit curve.

If \( x_g \) can be predicted by the mission planner, the goal state with the minimal normal distance to the matching isochronous set of the aircraft is selected for trajectory planning in every MPTP iteration (see right Figure in Section 3.4).

3. Results

The simulation results were generated using Matlab R2015b code, Intel Core i7-6700 CPU @ 3.40 GHz and 32 GB RAM running on 64-Bit-Windows 7. As the algorithm always performed the same calculation steps and number of iterations, the computational times were averaged over 10 runs. The mission area (white dashed lines in Figures 9–15) extended from 47.50° to 50.00° in latitude and 10.25° to 14.00° in longitude. The origin of the coordinate system in Figures 9–15 was at 47.50° latitude and 10.25° longitude. It was assumed that the wind can be compensated by the FC. The maximum bank angle of the aircraft was \(| \mu_{\text{max}} | = 25^\circ \) and the maximum velocity was \( V_{\text{max}} = 110 \text{ m/s} \). For the following two avoidance scenarios, thirteen historical nowcasts by Rad-TRAM from 27 June 2015 were used. All figures have the same color-code for real time. The period from \( t_0 = 19:05 \text{ h} \) to 20:05 h UTC was selected due to the significant divergence between nowcast and measured weather. Figure 9a shows the nowcast issued at \( t_0 \) in the nowcast period of \( t_0 \) to \( t_0 + 60 \text{ min} \), while Figure 9b shows the measured data for the same instants but in real-time.
3.1. Anticipatory Trajectory Planning

An anticipatory trajectory was computed based on the expectation of how the future will look like (Section 2.2.3). Figure 10 shows an exemplary trajectory based on the nowcast from \( t_0 = 19:05 \) h (see Figure 9a). It is the first trajectory of the continuous avoidance example in Figure 12 (magenta line). The vertical dimension is the nowcast time \( T_N \) (Figure 10). The dark red areas show the prediction of the nowcast for the next hour. The surrounding light red areas are the sum of safety and probabilistic margins from Section 2.2.1. Their size varies from 10,000 m at \( t_0 \) to 35,000 m at \( T_N = 3600 \) s and defines the regions to be avoided. The aircraft flies with constant \( V_T = V_G = 80 \) m/s. Future states were sampled on a circular grid with \( \Delta \chi = 2^\circ \) using the approximate method from Section 2.2.2.

Figure 9. (a) Thunderstorm prediction by the nowcast issued 19:05 h for the next hour; and (b) subsequent real measurements for the same period of time, both issued by Rad-TRAM.

Figure 10. Near-optimal anticipatory avoidance trajectory based on 19:05 h nowcast.
Continuous avoidance was achieved by recurrent replanning based on the latest environment prediction. Therefore, more examples of anticipatory trajectories can be found in Figures 11 and 12 (monochrome lines).

3.2. Continuous Avoidance Scenarios with Comparison of Different Heuristics

In this section, two avoidance scenarios are presented in which the aircraft has to fly towards the developing thunderstorms to get to the goal. Both are critical cases as uncertainty in the nowcast is generally most pronounced in moving direction [41]. None of the trajectories was postprocessed, e.g., by B-splines. The monochrome colored lines in Figures 11 and 12 are anticipatory trajectories that were computed by the MPTP starting from the triangles of the same color. They mark the states from which the MPTP is reinitialized. The continuous trajectory (polychrome line along the triangles) is the composite of the first leg traveled in $\Delta T_N$ on the successive anticipatory trajectories. It is important to notice that only the colors of the continuous trajectory match with those of the real thunderstorm measurements.

Figures 11 and 12 show anticipatory trajectories and the resulting trajectories both, respectively, generated using SSPH and EDH (Section 2.3.3) for visual comparison. The runtimes for each MPTP iteration are plotted in the legends on the top left side. Runtimes for the weather processing depend on the data and take around 0.9–2.5 s without clustering. They are not added to the runtimes for trajectory planning as the weather processing is done in advance.

Additionally, a constant $H$-cost of zero was applied, which degrades the A*- to the Dijkstra-algorithm. Random perturbations of aircraft states were intentionally omitted to compare the different methods regarding their convergence and resulting trajectories. A trajectory is path parameterized with time and therefore consists of states which are abbreviated as TRST. The states which are explored by A*-search are called EXST. The relation between the number of TRST and EXST is a measure for the efficiency of the search. Two avoidance scenarios are presented in the following. Each scenario was computed with unidirectional or bidirectional turning-flight (Section 2.3.4).

Figure 11. (a) Continuous avoidance using SSPH. (b) Continuous avoidance using EDH. The runtimes for the MPTP iterations are listed in the respective legends.
3.2.1. Scenario 1

Table 4 lists the values used for the simulation of Scenario 1.

Table 4. Index s stands for start state and index g for the goal state.

| lon<sub>s</sub> | lat<sub>s</sub> | χ<sub>s</sub> | lon<sub>g</sub> | lat<sub>g</sub> | t<sub>0</sub> | ∆t | V<sub>T</sub> | |Δχ<sub>max</sub>| | ε |
|---|---|---|---|---|---|---|---|---|---|---|
| 13.543° | 48.834° | 280° | 11.980° | 49.006° | 19:05 h | 100 s | 80 m/s | 45° | 2000 m |

The trajectory lengths are the same in all MPTP iterations using Dijkstra and A* with EDH. However, the lengths are listed in the tables below as only nine out of ten trajectories have identical lengths when using A* with SSPH. In the fourth MPTP iteration, the trajectory with SSPH is about 200 m longer than with A* with EDH or Dijkstra. The reason for this discrepancy and the following results are discussed in Section 4.

Unidirectional Turning-Flight: The results in Figure 11 and Tables 5–8 were computed with turning constrained to right-sense. This means that in the main loop of A*-search (see Section 2.3.2) for every explored state an x<sub>aux</sub> to the right is added to the OL (as described in Section 2.3.4).

Table 5. Dijkstra applied to the avoidance in Figure 11, if the aircraft can only turn right.

| MPTP Iteration | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
|---|---|---|---|---|---|---|---|---|---|---|
| Trajectory Length [km] | 247.0 | 219.6 | 192.6 | 159.5 | 134.5 | 108.6 | 84.80 | 61.70 | 38.60 | 15.40 |
| Trajectory States (TRST) | 13 | 11 | 9 | 9 | 2 | 2 | 1 | 1 | 1 | 1 |
| Explored States (EXST) | 628 | 710 | 996 | 420 | 230 | 96 | 115 | 8 | 5 | 2 |
| TRST/EXST Ratio [%] | 2.070 | 1.549 | 0.904 | 2.143 | 0.870 | 2.083 | 0.870 | 12.50 | 20.00 | 50.00 |

Table 6. A* with EDH applied to the avoidance in Figure 11, if the aircraft can only turn right.

| MPTP Iteration | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
|---|---|---|---|---|---|---|---|---|---|---|
| Trajectory Length [km] | 247.0 | 219.6 | 192.6 | 159.5 | 134.5 | 108.6 | 84.80 | 61.70 | 38.60 | 15.40 |
| Trajectory States (TRST) | 13 | 11 | 9 | 9 | 2 | 2 | 1 | 1 | 1 | 1 |
| Explored States (EXST) | 58 | 49 | 50 | 14 | 5 | 2 | 1 | 1 | 1 | 1 |
| TRST/EXST Ratio [%] | 22.41 | 22.45 | 18.00 | 64.29 | 40.00 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 |
Table 7. \(A^*\) with SSPH applied to the avoidance in Figure 11, if the aircraft can only turn right.

| MPTP Iteration | 1     | 2     | 3     | 4     | 5     | 6     | 7     | 8     | 9     | 10    |
|----------------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| Trajectory Length [km] | 247.0 | 219.6 | 192.6 | 159.7 | 134.5 | 108.6 | 84.80 | 61.70 | 38.60 | 15.40 |
| Trajectory States (TRST) | 13    | 11    | 9     | 6     | 2     | 2     | 1     | 1     | 1     | 1     |
| Explored States (EXST) | 13    | 11    | 14    | 6     | 3     | 2     | 1     | 1     | 1     | 1     |
| TRST/EXST Ratio [%] | 100.0 | 100.0 | 64.29 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 |

Table 8. Ratio between explored states for Dijkstra vs. \(A^*\) with SSPH and \(A^*\) with EDH vs. \(A^*\) with SSPH, if the aircraft can only turn right.

| MPTP Iteration | 1     | 2     | 3     | 4     | 5     | 6     | 7     | 8     | 9     | 10    |
|----------------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| EXST(Dijkstra)/EXST(SSPH) | 48.31 | 64.55 | 71.14 | 70.00 | 76.67 | 48.00 | 115.0 | 8.000 | 5.000 | 2.000 |
| EXST(EDH)/EXST(SSPH) | 4.462 | 4.455 | 3.571 | 2.333 | 1.667 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 |

**Bidirectional Turning-Flight:** The aircraft can turn left and right which ensures that the trajectory contains no unnecessary loops. Tables 9–11 contain results for the case that in the while loop of the \(A^*\)-search (see Section 2.3.2) for every explored state two \(x_{aux}\) to the right and left are added to the \(OL\) (as described in Section 2.3.4). Dijkstra is not listed for comparison as even the first MPTP iteration does not converge after several hours and \(1.5 \times 10^6\) iterations.

Table 9. \(A^*\) using EDH applied to the avoidance in Figure 11, if the aircraft can turn left and right.

| MPTP Iteration | 1     | 2     | 3     | 4     | 5     | 6     | 7     | 8     | 9     | 10    |
|----------------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| Trajectory Length [km] | 247.0 | 219.6 | 192.6 | 159.7 | 134.5 | 108.6 | 84.80 | 61.70 | 38.60 | 15.40 |
| Trajectory States (TRST) | 13    | 11    | 9     | 9     | 2     | 2     | 1     | 1     | 1     | 1     |
| Explored States (EXST) | 12159 | 1397  | 113   | 14    | 5     | 2     | 1     | 1     | 1     | 1     |
| TRST/EXST Ratio [%] | 0.107 | 0.787 | 7.964 | 64.29 | 4.000 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 |

Table 10. \(A^*\) using SSPH applied to the avoidance in Figure 11, if the aircraft can turn left and right.

| MPTP Iteration | 1     | 2     | 3     | 4     | 5     | 6     | 7     | 8     | 9     | 10    |
|----------------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| Trajectory Length [km] | 247.0 | 219.6 | 192.6 | 159.7 | 134.5 | 108.6 | 84.80 | 61.70 | 38.60 | 15.40 |
| Trajectory States (TRST) | 13    | 11    | 9     | 6     | 2     | 2     | 1     | 1     | 1     | 1     |
| Explored States (EXST) | 12159 | 1397  | 113   | 14    | 5     | 2     | 1     | 1     | 1     | 1     |
| TRST/EXST Ratio [%] | 86.67 | 100.0 | 64.29 | 100.0 | 66.67 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 |

Table 11. Ratio between explored states for \(A^*\) with EDH vs. \(A^*\) with SSPH, if the aircraft can turn left and right.

| MPTP Iteration | 1     | 2     | 3     | 4     | 5     | 6     | 7     | 8     | 9     | 10    |
|----------------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| EXST(EDH)/EXST(SSPH) | 810.6 | 127.0 | 8.071 | 2.333 | 1.667 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 |

3.2.2. Scenario 2

Table 12 lists the values used for the simulation of Scenario 2.

Table 12. Index \(s\) stands for start state and index \(g\) for the goal state.

| lon_s | lat_s | \(\chi_s\) | lon_g | lat_g | \(\chi_g\) | \(\Delta t\) | \(V_T\) | \(|\Delta \chi_{max}|\) | \(\epsilon\) |
|-------|-------|------------|-------|-------|------------|------------|-------|----------------|-------|
| 13.868° | 48.154° | 205° | 11.980° | 49.006° | 19:05 h | 100 s | 80 m/s | 84° | 3000 m |
Using identical parameters produces identical anticipatory trajectories in all MPTP iterations when applying Dijkstra, A* with EDH and A* with SSPH. Their lengths are 250.5 km, 228.8 km, 199.6 km, 177.5 km, 143.7 km, 92.00 km, 66.90 km, 41.80 km and 16.70 km. The following results are discussed in Section 4.

**Unidirectional Turning-Flight:** The results in Figure 12 and Tables 13–16 are computed with turning constrained to right-sense. This means that in the main loop of the A*-search (see Section 2.3.2) for every explored state an \( x_{aux} \) to the right is added to the \( OL \) (as described in Section 2.3.4).

**Table 13.** Dijkstra applied to the avoidance in Figure 12, if the aircraft can only turn right.

| MPTP Iteration | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
|----------------|---|---|---|---|---|---|---|---|---|----|
| Trajectory States (TRST) | 6 | 8 | 8 | 8 | 3 | 3 | 1 | 1 | 1 | 1  |
| Explored States (EXST) | 17,633 | 63,940 | 174,137 | 6960 | 768 | 145 | 24 | 19 | 6 | 3 |
| TRST/EXST Ratio [%] | 0.034 | 0.013 | 0.005 | 0.115 | 2.391 | 2.069 | 4.167 | 5.263 | 16.67 | 33.33 |

**Table 14.** A* with EDH applied to the avoidance in Figure 12, if the aircraft can only turn right.

| MPTP Iteration | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
|----------------|---|---|---|---|---|---|---|---|---|----|
| Trajectory States (TRST) | 6 | 8 | 8 | 8 | 3 | 3 | 1 | 1 | 1 | 1  |
| Explored States (EXST) | 231 | 346 | 145 | 18 | 13 | 4 | 1 | 1 | 1 | 1 |
| TRST/EXST Ratio [%] | 2.597 | 2.312 | 5.517 | 44.44 | 23.08 | 75.00 | 100.0 | 100.0 | 100.0 | 100.0 |

**Table 15.** A* with SSPH applied to the avoidance in Figure 12, if the aircraft can only turn right.

| MPTP Iteration | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
|----------------|---|---|---|---|---|---|---|---|---|----|
| Trajectory States (TRST) | 6 | 8 | 8 | 8 | 3 | 3 | 1 | 1 | 1 | 1  |
| Explored States (EXST) | 6 | 10 | 11 | 9 | 4 | 3 | 1 | 1 | 1 | 1 |
| TRST/EXST Ratio [%] | 100.0 | 80.00 | 72.73 | 88.89 | 75.00 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 |

**Table 16.** Ratio between explored states for Dijkstra vs. A* with SSPH and A* with EDH vs. A* with SSPH, if the aircraft can only turn right.

| MPTP Iteration | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
|----------------|---|---|---|---|---|---|---|---|---|----|
| EXST(Dijkstra)/EXST(SSPH) | 2939 | 6394 | 15830 | 733.3 | 192.0 | 48.33 | 24.00 | 19.00 | 6.000 | 3.000 |
| EXST(EDH)/EXST(SSPH) | 38.50 | 34.60 | 13.18 | 2.000 | 3.250 | 1.333 | 1.000 | 1.000 | 1.000 | 1.000 |

Figure 13 visualizes the success rate (TRST/EXST Ratio) or rather convergence of A*-search with the proposed SSPH in Figure 13a versus EDH in Figure 13b.

**Bidirectional Turning-Flight:** The aircraft can turn left and right which ensures that the trajectory contains no unnecessary loops. Tables 17–19 contain results for the case that in the main loop of the A*-search (see Section 2.3.2) for every explored state two \( x_{aux} \) to the right and left are added to the \( OL \) (as described in Section 2.3.4). Dijkstra is again not listed for comparison as the first MPTP iteration does not converge after hours.

**Table 17.** A* with EDH applied to the avoidance in Figure 12, if the aircraft can turn left and right.

| MPTP Iteration | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
|----------------|---|---|---|---|---|---|---|---|---|----|
| Trajectory States (TRST) | 6 | 8 | 8 | 8 | 3 | 3 | 1 | 1 | 1 | 1  |
| Explored States (EXST) | 28,007 | 13,809 | 1267 | 67 | 19 | 5 | 1 | 1 | 1 | 1 |
| TRST/EXST Ratio [%] | 0.021 | 0.058 | 0.631 | 11.94 | 15.79 | 48.33 | 24.00 | 19.00 | 6.000 | 3.000 |
Table 18. A* with SSPH applied to the avoidance in Figure 12, if the aircraft can turn left and right.

| MPTP Iteration | 1  | 2  | 3  | 4  | 5  | 6  | 7  | 8  | 9  | 10 |
|-----------------|----|----|----|----|----|----|----|----|----|----|
| Trajectory States (TRST) | 6  | 8  | 8  | 8  | 3  | 3  | 1  | 1  | 1  | 1  |
| Explored States (EXST) | 6  | 10 | 11 | 9  | 4  | 3  | 1  | 1  | 1  | 1  |
| TRST/EXST Ratio [%] | 100.0 | 80.00 | 72.73 | 88.89 | 75.00 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 |

Table 19. Ratio between explored states for A* with EDH vs. A* with SSPH, if the aircraft can turn left and right.

| MPTP Iteration | 1  | 2  | 3  | 4  | 5  | 6  | 7  | 8  | 9  | 10 |
|-----------------|----|----|----|----|----|----|----|----|----|----|
| EXST(EDH)/EXST(SSPH) | 4668 | 1381 | 115.2 | 7.444 | 4.750 | 1.667 | 1.000 | 1.000 | 1.000 | 1.000 |

Figure 13. Comparison for the first MPTP iteration in Tables 14 and 15: candidate future states (yellow and red dots) in the Closed List using (a) A* with SSPH and (b) A* with EDH. Until the goal is reached, the A*-like algorithm incrementally generates ramifications in the X-space all rooted in the start state.

3.3. Automatic Holding Pattern Scenario

Table 20 lists the values used for the simulation of an automatic holding pattern.

| lon<sub>s</sub> | lat<sub>s</sub> | χ<sub>s</sub> | lon<sub>g</sub> | lat<sub>g</sub> | t<sub>0</sub> | ∆t | V<sub>T</sub> | |Δχ<sub>max</sub>| | ϵ |
|-----------------|----------------|-----------|----------------|----------------|------|----|--------|---------|----|-----|
| 12.168° | 49.134° | 220° | 11.980° | 49.006° | 19:05 h | 60 s | 80 m/s | 45° | 2000 m |

Figure 14a shows how the MPTP plans holding patterns and adapts to changing nowcasts by replanning a trajectory in every iteration. In this example, A*-search with EDH is applied.

The meteorological data are identical to the previous section. In the first iteration of the MPTP at t<sub>0</sub> = 19:05 h UTC, the algorithm plans four and a half circular holdings before ending the hold at t<sub>0</sub> + 38 min and arriving scheduled at the just uncovered goal at t<sub>0</sub> + 44 min = 19:49 h (see Figure 14b). In the second iteration at t<sub>1</sub> = t<sub>0</sub> + 5 min, the updated nowcast allows that the aircraft ends the hold after three circles at t<sub>1</sub> + 24 min to arrive scheduled at the goal t<sub>1</sub> + 31 min. In the third iteration at t<sub>2</sub> = t<sub>0</sub> + 10 min, the nowcast indicates that the aircraft can exit the hold after one and half circles at
$t_2 + 12$ min to arrive at the goal at $t_2 + 18$ min. In the fourth iteration at $t_3 = t_0 + 15$ min, the algorithm plans to exit the hold immediately with an expected time of arrival of $t_3 + 5$ min. At $t_4 = t_0 + 20$ min, the margins around the nowcast cover the goal forcing the algorithm to plan an additional hold. Finally, at $t_5 = t_0 + 25$ min, the aircraft heads to the uncovered goal. The final flight duration is $t_5 + 4$ min = 29 min at the actual time of arrival of 19:34 h.

**Figure 14.** (a) Anticipatory trajectories including automatic holding patterns with runtimes for the MPTP iterations in the legend. (b) First iteration of the MPTP at $t_0$ in three dimensions. The static goal is indicated by a white line. As soon as the goal is uncovered, it is approached.

### 3.4. Moving Goal Scenario

Table 21 lists the values used for the simulation of an automatic holding pattern.

| lon$^s$ | lat$^s$ | $\chi^s$ | lon$^g$ | lat$^g$ | $t_0$ | $\Delta t$ | $V_T$ | $|\Delta \chi_{\text{max}}|$ | $\epsilon$ |
|--------|--------|---------|--------|--------|------|---------|------|-----------------|--------|
| 13.868°| 48.154°| 205°    | 11.980°| 49.006°| 19:05 h| 30 s    | 80 m/s| 45°             | 2000 m |

In Figure 15a, the actual position of the moving goal (colored star markers) is updated with every nowcast which results in a reactive navigation. In Figure 15b, the aircraft has the information about the future goal states in advance, which allows a tactical flight directly towards the estimated area of meeting.
4. Discussion

Comparing Figure 9a,b illustrates the considerable amount of prediction uncertainty the MPTP is subjected to. This manifest in the differences between the anticipatory trajectories (monochrome lines) in Figures 11 and 12. Although solely relying on external information by nowcast, the MPTP safely avoids thunderstorms in all presented scenarios (Sections 3.2–3.4). The key is the implicit consideration of uncertainty by replanning a near-optimal anticipatory trajectory for the expected case with every update of the nowcast.

Figure 10 illustrates that the planning is done in three-dimensions as time has to be considered in dynamic environments. The anticipatory nature of the trajectory is shown by the absence of pursuit curves. It is free of conflicts and the vertical slope is always positive, which means that time is monotonically increasing. Due to the constant $V_G$ the vertical slope is likewise constant.

The final trajectories from start state to goal in Scenario 1 and Scenario 2 are assembled by the first legs of the anticipatory trajectories with a duration of $\Delta T_N$. As each of them is the best guess at the time, the final trajectory is in both scenarios shorter than expected in the first MPTP iteration. Probabilistic margins help to prevent the MPTP from replanning substantially diverging trajectories.

In Scenario 2, the goal lies in the direction of the moving thunderstorms (Figure 12). At 19:05 h, the thunderstorms are moving at a ground speed ranging from 6.2 m/s to 17.6 m/s and a mean of 10.3 m/s with 88.5° to 128.5° and a mean of 110° direction from north. The beeline between start and goal is 170.9 km and almost in the opposite direction at 303.7°. Although uncertainty is explicitly considered in the fourth MPTP iteration, the aircraft is suddenly inside a safety margin but still outside the cell itself (fourth and dark blue triangle from the start). A robust feature is the addition of the aircraft to $X_{free}$ if the aircraft is suddenly trapped. Thus, the algorithm is able to exit the conflict as fast as possible, while only marginally changing the course. This behavior is compliant with FAA rules [42]. Due to the fast development of thunderstorms, the nowcast uncertainty is sometimes so large that even extended probabilistic safety margins cannot completely rule out such incidents without excessive blockage of airspace. The only way to prevent this kind of unexpected incident is the availability of an onboard radar.

The results in Section 3.2 show that trajectory planning with unidirectional constrained turning is faster for all heuristics. This is intuitive as only one instead of two auxiliary states (Section 2.3.4) is added into the $OL$ in each while loop of the $A^*$-search. Although not evident from the presented
results, the unidirectional constrained flight can lead to suboptimal trajectories due to unnecessary turning and even compromises convergence in some cases. However, it is important to keep the number of additional states in the OL as small as possible.

The performance of A*-search with three different heuristics is compared in Section 2.3.3. The ratio between the number of trajectory states (TRST) and the number of explored states (EXST) in order to compute the trajectory is taken as a criterion for effectiveness of the search.

If the heuristic cost $H$ is set to zero, A* basically becomes Dijkstra’s algorithm. As expected, this results in the lowest ratios for TRST/EXST in all iterations of both scenarios. The reason is that the priority queue basically organizes the candidate states in ascending order regarding their G-cost. The uninformed search leads to the exploration of unnecessary candidate states. When bidirectional turning flight is allowed Dijkstra does not converge in hours which is why in both scenarios no data are presented. In this case, the minimum outdegree of each state is two. Therefore, the number of states to explore increases exponentially, which additionally slows down priority queue operations. As two newly added auxiliary states are near the actually explored state, they are high in the priority queue. This inhibits the progression of the search towards the goal. In Scenario 1, the TRST/EXST hit ratio for unidirectional turning is $\leq 2.2\%$ when obstacles are in between start and goal (Table 5). In Scenario 2, the maximum allowed deviation is larger than in Scenario 1, which causes more candidate states in the OL. The TRST/EXST ratio in the first four MPTP iterations is extremely poor (Table 13). In the third MPTP iteration number of EXST is 15,830 times that of A*-search with SSPH (Table 16). These results indicate that Dijkstra is unsuitable for the present application in X-space.

The A* performs better with EDH as the search is informed. Without obstacles in between start and goal, the EXST/EXST ratio with EDH is on par with SSPH in uni- and bidirectional flight (see last MPTP iterations in Tables 8, 11, 16 and 19). Although the pruning of nontangent edges in the VG prevents unnecessary candidate states, the search with EDH can be rather slow especially in crowded environments. The reason is that the beeline distance to the goal ignores obstacles. In unidirectional turning the unnecessary exploration of auxiliary states is inhibited by increasing values for Euclidean distance when performing a turn. This is why A* with EDH performs reasonably in both scenarios for unidirectional turning. In Scenario 1 (Table 8) A* with EDH explores at most 4.46 times more states than A* with SSPH and in Scenario 2 at most 38.5 times (Table 16). However, by adding left and right auxiliary states in every A* iteration, the inhibition of excessive exploration is abolished and the performance is unacceptable for the first MPTP iterations in Tables 11 and 19. The search is unwilling to increase the $H$-cost in order to fly around obstacles and instead mainly explores the auxiliary states in front of the obstacles.

The A*-search with SSPH has the highest TRST/EXST hit rate in all MPTP iterations of both scenarios as obstacles are taken into account implicitly. As only the most promising states are explored, the performance between uni- and bidirectional turning flight is almost identical. Only in Scenario 1 in the first MPTP iteration the bidirectional search explores two states more than in the unidirectional case (compare Tables 7 and 10). In Scenario 2, the number of EXST is identical for all MPTP iterations (compare Tables 15 and 18). The introduced SSPH is not admissible as overestimation of the heuristic cost is possible, which is why the optimality of the trajectories cannot be guaranteed. This is due to the fact that SSPH is computed in the graph of free state space from the perspective of an initial state $X_{\text{free}}(x_{in})$. Strictly speaking, the shape of the obstacles is only valid when staying on the radials outgoing from the initial state. As shortest paths for candidate states are evaluated around approximate obstacle shapes, under- as well as overestimation of the $H$-cost is possible. This mainly depends on the motion of obstacles relative to the shortest static path. If it passes on the side of movement direction the $H$-cost is underestimated. Underestimation slows the convergence yet leads to an optimal result and is therefore admissible. If the shortest path is on the backside of obstacle movement, the $H$-cost is overestimated which can lead to suboptimal results. However, overestimation of the $H$-cost is partly done on purpose by an inflation factor $\epsilon \geq 1$ as this can speed up the search [57,58]. In Scenario 1, in the fourth iteration of the MPTP, the computed trajectory with SSPH (Table 7) is 200 m longer.
than with Dijkstra (Table 5) or A* with EDH (Table 6). Generally, if there is a difference between the trajectories, it is small. Compared to the large amount of nowcast uncertainty and extensive margins, these differences are negligible. The fact that Dijkstra and A*-search with EDH produce identical trajectories in 19 of the 20 presented anticipatory trajectories indicates that A* with SSPH frequently produces near-optimal results. Overall, the A*-search with SSPH is well-suited for planning in dynamic environment. It is considerably faster and more consistent compared to Dijkstra and A* with EDH. The runtime for trajectory planning is crucial for an online application. In Section 3, the aircraft travels at $V_T = V_G = 80$ m/s. For example, in the first MPTP iteration in Scenario 2, the aircraft covers a distance of $80 \text{ m/s} \times 0.42 \text{ s} = 29.6 \text{ m}$ using A* with SSPH vs. $80 \text{ m/s} \times 11.29 \text{ s} = 903.2 \text{ m}$ using A* with EDH while the trajectory is computed.

As it may not be possible to find a complete trajectory in an allotted time interval, an additional partial planning strategy is needed to avoid passivity [29] and guarantee decisioning. A possible strategy is to perform holdings in free state space. The example in Section 3.3 shows the ability of the planner to automatically plan holding patterns, e.g., if the goal is temporarily covered. This is important, as bounded margins (see Section 2.2.1) sometimes conservatively cover free space including the goal which reduces the probability of finding a solution. As before, the final trajectory takes less time than first guessed. Due to periodic replanning (Section 2.1) and estimation of future aircraft states (Section 2.2.2), the planner has the innate ability to deal with a moving goal (Section 3.4).

5. Conclusions

A method for robust trajectory planning in uncertain dynamic environments is presented. It enables anticipatory avoidance of static and moving obstacles. The shape and movement of the polygonal obstacles can be arbitrary. The combinatorial algorithm is resolution complete and near-time-optimal for the expected case under the assumption of constant true airspeed and angle of climb. The algorithm always performs the same computations and therefore the results are repeatable. Due to anticipatory planning and consideration of nonholonomic turning-flight constraint of fixed-wing aircraft, computed trajectories do not require postprocessing, as demonstrated in [4]. The ability to automatically plan holding patterns, if the goal itself or the access is covered by obstacles, improves the success rate of the planner.

The performance of A* search with three different heuristics was compared. Using A*-search with EDH provides the same results as Dijkstra’s algorithm but is much faster. A*-search with the introduced SSPH is faster than A* with EDH in all presented examples. This highly targeted heuristic enables fast and reliable combinatorial trajectory planning in state space. Although SSPH is not admissible and optimality cannot be guaranteed, the trajectories are near-optimal and mostly identical to those computed with Dijkstra or A*-search with EDH.

There is still room for improvement and open questions. An optimization and implementation of the algorithm in C/C++ will improve the runtime considerably. The MPTP is sensitive to certain parameters that influence the computational time and quality of the trajectories, e.g., the time step for the prediction and optimization. An automated selection of these parameters is necessary to get good results. Planned research will also include stochastic analysis regarding the reliability or success rates of the MPTP. Furthermore, an extension to four-dimensional trajectory planning using the fast marching method is intended. In addition, the ability to plan trajectories for multiple aircraft is on the agenda.
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