CONVERGENCE ANALYSIS FOR THE PINNS
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Abstract. In recent years, physical informed neural networks (PINNs) have been shown to be a powerful tool for solving PDEs empirically. However, numerical analysis of PINNs is still missing. In this paper, we prove the convergence rate to PINNs for the second order elliptic equations with Dirichlet boundary condition, by establishing the upper bounds on the number of training samples, depth and width of the deep neural networks to achieve desired accuracy. The error of PINNs is decomposed into approximation error and statistical error, where the approximation error is given in $C^2$ norm with ReLU$^3$ networks, the statistical error is estimated by Rademacher complexity. We derive the bound on the Rademacher complexity of the non-Lipschitz composition of gradient norm with ReLU$^3$ network, which is of immense independent interest.
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1. Introduction. Classical numerical methods successfully for solving low-dimensional PDEs such as the finite element method [6, 7, 23, 30, 14] may encounter some difficulties in both of theoretical analysis and numerical implementation for high-dimensional PDEs. Motivated by the well-known fact that deep learning method for high-dimensional data analysis has been achieved great successful applications in discriminative, generative and reinforcement learning [12, 10, 28], solving high dimensional PDEs with deep neural networks becomes an extremely potential approach and has attracted much attentions [2, 29, 18, 24, 32, 33, 5, 11]. Due to the excellent approximation power of deep neural networks, several numerical scheme have been proposed to solve PDEs with deep neural network including the deep Ritz method (DRM) [32], physics-informed neural networks (PINNs) [24], and deep Galerkin method (DGM) [33]. Both DRM and DGM are applied to PDEs with equivalent variational form. PINNs is based on residual minimization for solving PDEs [2, 29, 18, 24], which is easy to extend to general PDEs [15, 16, 22, 21].

Despite there are great empirical achievements for the above mentioned deep PDEs solver, rigorous numerical analysis for the these methods is still on its way. [19, 13, 17, 9] study the convergence rate of DRM with two layer networks and deep networks. [26, 27, 20] provide convergence of PINNs without convergence rate. Therefore, two important issues which have not been addressed are: what is the influence of the topological structure of the networks, say the depth and width, in the quantitative error analysis? How to determine these hyper-parameters to achieve a desired convergence rate? In this paper, we study the convergence rate
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analysis of the PINNs with ReLU$^3$ networks and give firm answers to these questions. As far as we know, we establish the first nonasymptotic convergence rate on PINNs. Our contributions are summarized as follows.

1.1. Our contributions and main results.

- Via applying the method of average Taylor expansion and quasi-interpolation, we derive the approximation rate of B-splines in general Sobolev spaces $W^{s,p}$, which is of independent interest. Furthermore, we obtain the approximation results ReLU$^3$ network in $C^2$, see Theorem 4.9, i.e., $\forall u^* \in C^3$, For any $\epsilon > 0$, there exists a ReLU$^3$ network $u$ with depth $\lceil \log_2 d \rceil + 2$ and width $C(d, \| u^* \|_{C^3(\bar{\Omega})}) \left( \frac{1}{\epsilon} \right)^d$ such that
  \[ \| u^* - u \|_{C^2(\Omega)} \leq \epsilon. \]

- We establish a bound on the statistical error in PINNs with the tools of Pseudo dimension, especially we give an bound on the Rademacher complexity of functional of derivative of ReLU$^3$ network which is non-Lipschitz composition with ReLU$^3$ network, via calculating the Pseudo dimension of networks with ReLU, ReLU$^2$ and ReLU$^3$ activation functions, see Theorem 5.13. We prove that $\forall D, W \in \mathbb{N}^+$ and $\epsilon > 0$, if the number of training samples $n$ used in PINNs satisfying $n = C_d D^6 W^2 (D + \log W) \left( \frac{1}{\epsilon} \right)^{2+\delta}$, where $\delta$ is an arbitrarily small number, then the statistical error
  \[ \mathbb{E}_{(X_k)_{k=1}^N, (Y_k)_{k=1}^M} \sup_{u \in \mathcal{P}} \left| L(u) - \tilde{L}(u) \right| \leq \epsilon. \]

- Based on the above bounds on approximation error and statistical error, we establish a nonasymptotic convergence rate of PINNs for second order elliptic equations with Dirichlet boundary condition, see Theorem 6.1, i.e., $\forall \epsilon > 0$ if we set the depth
  \[ D = \mathcal{O}(\lceil \log_2 d \rceil + 2), \]
  and width
  \[ W = \mathcal{O}\left( \left( \frac{1}{\epsilon} \right)^d \right) \]
  in the ReLU$^3$ network and set the number of training samples used in PINNs as $\mathcal{O}\left( \left( \frac{1}{\epsilon} \right)^{2d+4+\delta} \right)$, where $\delta$ is an arbitrarily small number, then
  \[ \mathbb{E}_{(X_k)_{k=1}^N, (Y_k)_{k=1}^M} \left[ \left\| \tilde{u}_\phi - u^* \right\|_{H^2(\Omega)} \right] \leq \epsilon. \]

1.2. Structure of this paper. The paper is organized as follows. In Section 2 we briefly introduce neural network, the parameterized function class we use. In Section 3 we present the setting of the problem and introduce the error decomposition result for the PINNs. In Section 4 we show approximation error of ReLU$^3$ networks in Sobolev spaces with the aid of approximation results of B-splines. In Section 5 we gives bound of Rademacher complexity and then provide analysis of the statistical error. In Section 6 we derive our main result concerning
convergence rate of PINNs method. We give conclusion and short discussion in Section 7.

2. Neural Network. Let $\mathcal{D} \in \mathbb{N}^+$. A function $f : \mathbb{R}^d \to \mathbb{R}^{n \times n_{\ell}}$ implemented by a neural network is defined by

$$
\begin{align*}
    f_0(x) &= x, \\
    f_{\ell}(x) &= g_{\ell} \left( A_{\ell} f_{\ell-1} + b_{\ell} \right) = \left( \ell \right) \left( \left( A_{\ell} f_{\ell-1} + b_{\ell} \right) \right) & \text{for } \ell = 1, \ldots, \mathcal{D} - 1,
    f := f_{\mathcal{D}}(x) = A_{\mathcal{D}} f_{\mathcal{D}-1} + b_{\mathcal{D}},
\end{align*}
$$

where $A_{\ell} = \left( a_{ij}^{(\ell)} \right) \in \mathbb{R}^{n_{\ell} \times n_{\ell-1}}$, $b_{\ell} = \left( b_i^{(\ell)} \right) \in \mathbb{R}^{n_{\ell}}$ and $g_{\ell} : \mathbb{R}^{n_{\ell}} \to \mathbb{R}^{n_{\ell}}$, $\mathcal{D}$ is called the depth of the network and $W := \max \{ N_{\ell}, \ell = 0, \ldots, \mathcal{D} \}$ is called the width of the network. $\sum_{\ell=1}^{\mathcal{L}} n_{\ell}$ is called the number of units of $f$ and $\phi = \{ A_{\ell}, b_{\ell} \}$ are called the weight parameters. Let $\Phi$ be a set of activation functions with $\Phi = \{ \text{ReLU}, \text{ReLU}^2, \text{ReLU}^3 \}$ and $X$ be an normed space. We define the neural network function class

$$
\mathcal{N}(\mathcal{D}, W, \{ \| \cdot \|_X, B \}, \Phi) := \{ f : f \text{ can be implemented by a neural network with depth } \mathcal{D} \text{ and width } W, \| f \|_X \leq B, \text{ and } g^{(\ell)} \in \Phi \text{ for each } i \text{ and } \ell \}. 
$$

3. The PINNS Method and Error Decomposition. Let $\Omega$ be a convex bounded open set in $\mathbb{R}^d$ and assume that $\partial \Omega \in C^\infty$. Without loss of generality we assume that $\Omega \subset [0,1]^d$. We consider linear second order elliptic equation with Dirichlet boundary condition:

$$
\begin{align*}
    \left\{ \begin{array}{ll}
    - \sum_{i,j=1}^{d} a_{ij} u_{x_i x_j} + \sum_{i=1}^{d} b_i u_{x_i} + cu = f & \text{in } \Omega \\
    eu = g & \text{on } \partial \Omega,
    \end{array} \right.
\end{align*}
$$

(3.1)

where $a_{ij} \in C(\bar{\Omega})$, $b_i, c \in L^\infty(\Omega)$, $f \in L^2(\Omega)$, $e \in C(\partial \Omega)$, $g \in L^2(\partial \Omega)$. We assume that the strictly elliptic condition holds, i.e., there exists a constant $\lambda \geq 0$ such that

$$
a_{ij} \xi_i \xi_j \geq \lambda |\xi|^2, \quad \forall x \in \Omega, \xi \in \mathbb{R}^d
$$

We further assume that 3.1 has an unique strong solution $u^* \in C^3(\bar{\Omega})$. For simplicity, define $\mathfrak{A} = \max_{i,j} \{ \| a_{ij} \|_{C(\bar{\Omega})} \}$, $\mathfrak{B} = \max_i \{ \| b_i \|_{L^\infty(\Omega)} \}$, $\mathfrak{c} = \| c \|_{L^\infty(\Omega)}$, $\mathfrak{E} = \| f \|_{L^2(\Omega)}$, $\mathfrak{G} = \| g \|_{L^2(\partial \Omega)}$, $\mathfrak{F} = \{ \mathfrak{A}, \mathfrak{B}, \mathfrak{c}, \mathfrak{E}, \mathfrak{G} \}$.

Instead of directly solving problem 3.1, the PINNs method consider a minimization problem:

$$
    u^* = \arg \min_u \mathcal{L}(u)
$$

where

$$
\mathcal{L}(u) := \int_{\Omega} \left( - \sum_{i,j=1}^{d} a_{ij} u_{x_i x_j} + \sum_{i=1}^{d} b_i u_{x_i} + cu - f \right)^2 dx + \int_{\partial \Omega} (eu - g)^2 dx.
$$
Note that $\mathcal{L}$ can be equivalently written as

$$
\mathcal{L}(u) = |\Omega| \mathbb{E}_{x \sim U(\Omega)} \left( - \sum_{i,j=1}^{d} a_{ij}(X) u_{x_i x_j}(X) + \sum_{i=1}^{d} b_{i}(X) u_{x_i}(X) + c(X) u(X) - f(X) \right)^2
$$

(3.2)

$$
+ |\partial \Omega| \mathbb{E}_{y \sim U(\partial \Omega)} (e(Y) u(Y) - g(Y))^2,
$$

where $U(\Omega)$ and $U(\partial \Omega)$ are uniform distribution on $\Omega$ and $\partial \Omega$, respectively. We then introduce a discrete version of $\mathcal{L}$:

$$
\hat{\mathcal{L}}(u) = \frac{|\Omega|}{N} \sum_{k=1}^{N} \left( - \sum_{i,j=1}^{d} a_{ij}(X_k) u_{x_i x_j}(X_k) + \sum_{i=1}^{d} b_{i}(X_k) u_{x_i}(X_k) + c(X_k) u(X_k) - f(X_k) \right)^2
$$

$$
+ \frac{|\partial \Omega|}{M} \sum_{k=1}^{M} (e(Y_k) u(Y_k) - g(Y_k))^2
$$

(3.3)

where $\{X_k\}_{k=1}^{N}$ and $\{Y_k\}_{k=1}^{M}$ are i.i.d. random variables according to the uniform distribution $U(\Omega)$ on $\Omega$ and $U(\partial \Omega)$ on $\partial \Omega$, respectively. We now consider a minimization problem with respect to $\hat{\mathcal{L}}$:

$$
\hat{u}_\phi = \arg\min_{u \in \mathcal{P}} \hat{\mathcal{L}}(u_\phi)
$$

where $\mathcal{P}$ refers to the deep neural network function class parameterized by $\phi$. Finally, we call a (random) solver $\mathcal{A}$, say SGD, to minimize $\hat{\mathcal{L}}$ with respect to $\phi$ and denote the output of $\mathcal{A}$, say $u_{\phi, \mathcal{A}}$, as the final solution.

Before we state our error decomposition, we need an $L^p$ estimate related to the elliptic equation 3.1.

**Lemma 3.1.** For $u \in H^2(\Omega) \cap L^2(\partial \Omega)$,

$$
\|u\|_{H^2(\Omega)} \leq C \left\| - \sum_{i,j=1}^{d} a_{ij} u_{x_i x_j} + \sum_{i=1}^{d} b_{i} u_{x_i} + cu \right\|_{H^{-2}(\Omega)} + C \|eu\|_{L^2(\partial \Omega)}.
$$

**Proof.** See [1]. \(\blacksquare\)

The following error decomposition enables us to decouple and bound the approximation error, statistical error and optimization error separately.

**Proposition 3.2.** Assume that $\mathcal{P} \subset H^2(\Omega) \cap C(\Omega)$, then

$$
\|u_{\phi, \mathcal{A}} - u^*\|_{H^2(\Omega)}^2
$$

$$
\leq C \inf_{u \in \mathcal{P}} \left[ 3 \max \{2d^2A^2, d^2B^2, C^2 \} \|u - u^*\|_{H^2(\Omega)}^2 + |\partial \Omega| C^2 \|u - u^*\|_{C(\Omega)}^2 \right]
$$

$$
+ C \sup_{u \in \mathcal{P}} \left\| \mathcal{L}(u) - \mathcal{L}(u_\phi) \right\|_{\mathcal{E}_{\text{stat}}} + C \left[ \mathcal{L}(u_{\phi, \mathcal{A}}) - \mathcal{L}(\hat{u}_\phi) \right].
$$
Proof. For any \( \bar{u} \in \mathcal{P} \), we have

\[
\mathcal{L}(u_{\phi, \lambda}) - \mathcal{L}(u^*)
= \mathcal{L}(u_{\phi, \lambda}) - \hat{\mathcal{E}}(u_{\phi, \lambda}) + \hat{\mathcal{E}}(u_{\phi, \lambda}) - \hat{\mathcal{E}}(\bar{u}_\phi) + \hat{\mathcal{E}}(\bar{u}_\phi) - \hat{\mathcal{E}}(\bar{u})
\]

\[
+ \hat{\mathcal{E}}(\bar{u}) - \mathcal{L}(\bar{u}) + \mathcal{L}(\bar{u}) - \mathcal{L}(u^*)
\]

\[
\leq [\mathcal{L}(\bar{u}) - \mathcal{L}(u^*)] + 2 \sup_{u \in \mathcal{P}} |\mathcal{L}(u) - \hat{\mathcal{E}}(u)| + \left[\hat{\mathcal{E}}(u_{\phi, \lambda}) - \hat{\mathcal{E}}(\bar{u}_\phi)\right],
\]

where the last step is due to the fact that \( \hat{\mathcal{E}}(\bar{u}_\phi) - \hat{\mathcal{E}}(\bar{u}) \leq 0 \). Since \( \bar{u} \) can be any element in \( \mathcal{P} \), we take the infimum of \( \bar{u} \) on both side of the above display:

\[
\mathcal{L}(u_{\phi, \lambda}) - \mathcal{L}(u^*) \leq \inf_{\bar{u} \in \mathcal{P}} [\mathcal{L}(\bar{u}) - \mathcal{L}(u^*)] + 2 \sup_{u \in \mathcal{P}} |\mathcal{L}(u) - \hat{\mathcal{E}}(u)| + \left[\hat{\mathcal{E}}(u_{\phi, \lambda}) - \hat{\mathcal{E}}(\bar{u}_\phi)\right].
\]

(3.4)

By the definition of Gâteaux derivative, we have for any direction \( v \), \( w \),

\[
\mathcal{L}'(u; v) = 2 \int_\Omega \left( - \sum_{i,j=1}^d a_{ij} u_{x_i x_j} + \sum_{i=1}^d b_i u_{x_i} + cu - f \right) \left( - \sum_{i,j=1}^d a_{ij} v_{x_i x_j} + \sum_{i=1}^d b_i v_{x_i} + cv \right) \, dx
\]

\[+ 2 \int_{\partial \Omega} (eu - g) \cdot ev \, dx \]

and

\[
\mathcal{L}''(u; v, w) = 2 \int_\Omega \left( - \sum_{i,j=1}^d a_{ij} v_{x_i x_j} + \sum_{i=1}^d b_i v_{x_i} + cv \right) \left( - \sum_{i,j=1}^d a_{ij} w_{x_i x_j} + \sum_{i=1}^d b_i w_{x_i} + cw \right) \, dx
\]

\[+ 2 \int_{\partial \Omega} ev \cdot ew \, dx \]

Since \( u^* \) is the minimizer of \( \mathcal{L}(\cdot) \), \( \mathcal{L}'(u^*; v) = 0 \). Hence by Taylor formula we have for any \( u \in \mathcal{P} \subset H^2(\Omega) \cap C(\Omega) \),

\[
\mathcal{L}(u) - \mathcal{L}(u^*) = \frac{1}{2} \mathcal{L}''(u^*; u - u^*, u - u^*)
\]

\[
= \int_\Omega \left( - \sum_{i,j=1}^d a_{ij} (u - u^*)_{x_i x_j} + \sum_{i=1}^d b_i (u - u^*)_{x_i} + c(u - u^*) \right)^2 \, dx + \int_{\partial \Omega} e^2(u - u^*)^2 \, dx
\]

\[
\leq 3 \int_\Omega \left[ \left( \sum_{i,j=1}^d a_{ij} (u - u^*)_{x_i x_j} \right)^2 + \left( \sum_{i=1}^d b_i (u - u^*)_{x_i} \right)^2 + (c(u - u^*))^2 \right] \, dx
\]

(3.5)

\[
+ \int_{\partial \Omega} e^2(u - u^*)^2 \, dx
\]

\[
\leq 3 \max\{2d^2 A^2, d^2 B^2, c^2\} \|u - u^*\|^2_{H^2(\Omega)} + |\partial \Omega| c^2 \|u - u^*\|^2_{C^1(\Omega)}.
\]

On the other hand, by Lemma 3.1 and applying the inequality \( \| \cdot \|_{H^\frac{3}{2}(\Omega)} \leq C \| \cdot \|_{L^2(\Omega)} \), we
have
\[ \mathcal{L}(u) - \mathcal{L}(u^*) = \int_{\Omega} \left( -\sum_{i,j=1}^{d} a_{ij}(u - u^*) x_i x_j + \sum_{i=1}^{d} b_i (u - u^*) x_i + c(u - u^*) \right)^2 dx + \int_{\partial \Omega} e^2 (u - u^*)^2 dx \geq C \|u - u^*\|^2_{H^2(\Omega)} \]

Combining (3.4)-(3.6) yields the result. \[ \blacksquare \]

The approximation error \( E_{\text{app}} \) describes the expressive power of the parameterized function class
\[ \mathcal{P} = \mathcal{N}^{3} := \{ \text{networks with ReLU}^3 \text{ activations} \} \]
in \( H^2(\Omega) \) and \( C(\bar{\Omega}) \) norm, which corresponds to the approximation error in FEM known as the Céa’s lemma [7]. The statistical error \( E_{\text{sta}} \) is caused by the Monte Carlo discretization of \( \mathcal{L}(\cdot) \) defined in 3.2 with \( \widehat{\mathcal{L}}(\cdot) \) in 3.3. While, the optimization error \( E_{\text{opt}} \) indicates the performance of the solver \( A \) we utilized. In contrast, this error is corresponds to the error of solving the linear systems in FEM. In this paper we focus on the first two errors, i.e, considering the scenario of perfect training with \( E_{\text{opt}} = 0 \).

4. Approximation Error. We first derive approximation rate of B-splines in Sobolev spaces and then extended this result to the approximation with ReLU^3 networks.

4.1. Property of B-splines. We denote by \( \pi_\ell \) the uniform partition of \([0, 1]\):
\[ \pi_\ell : t^{(\ell)}_0 = 0 < t^{(\ell)}_1 < \cdots < t^{(\ell)}_{\ell-1} < t^{(\ell)}_\ell = 1 \]
with \( t^{(\ell)}_i = i/\ell (0 \leq i \leq \ell) \). For \( k \in \mathbb{N}_+ \), we consider an extended partition \( \widehat{\pi}_\ell \):
\[ \widehat{\pi}_\ell : t^{(\ell)}_{-k+1} = \cdots = t^{(\ell)}_0 = 0 < t^{(\ell)}_1 < \cdots < t^{(\ell)}_{\ell-1} < t^{(\ell)}_\ell = \cdots = t^{(\ell)}_{\ell+k-1} = 1 \]
with \( t^{(\ell)}_i = i/\ell (0 \leq i \leq \ell) \). Then the univariate B-spline of order \( k \) with respect to partition \( \widehat{\pi}_\ell \) is defined by
\[ N^{(k)}_{\ell,i}(x) = (-1)^k \left( t^{(\ell)}_{i+k} - t^{(\ell)}_i \right) \cdot \left[ t^{(\ell)}_{i}, \ldots, t^{(\ell)}_{i+k} \right](x - t)^{k-1}, \quad x \in [0, 1], \quad i \in I \] (4.1)
where \( I = \{-k+1, -k+2, \ldots, \ell - 1\} \). By the definition and properties of divided difference \( \left[ t^{(\ell)}_{i}, \ldots, t^{(\ell)}_{i+k} \right] \) (see, for example, [25]) and some calculations, B-splines can also be equivalently
written as:

\[
N_{\ell,i}^{(k)}(x) = \begin{cases} 
\frac{j^{k-1}}{(k-1)!} \sum_{j=0}^{k} (-1)^j \binom{k}{j} \left( \frac{x - \frac{j}{\ell}}{\ell} \right)^{k-1} + , & 0 \leq i \leq \ell - k + 1 \\
\sum_{j=0}^{k-1} a_{ij} \left( x - \frac{j}{\ell} + \sum_{n=1}^{k-2} b_{in} x^n + b_{i0}, & -k + 1 \leq i < 0 \\
\sum_{j=\ell-k+1}^{\ell} c_{ij} \left( x - \frac{j}{\ell} \right)^{k-1} + , & \ell - k + 1 < i \leq \ell - 1 
\end{cases}
\] (4.2)

where \(\{a_{ij}\}, \{b_{in}\}, \{c_{ij}\}\) are some constants. We must mention that the values of (4.1) and (4.2) at \(x = 1\) is different for \(\ell - k + 1 < i \leq \ell - 1\). In fact, for \(\ell - k + 1 < i \leq \ell - 1\), (4.1) is discontinuous at \(x = 1\) and (4.2) is its continuous modification. In the following when we mention \(N_{\ell,i}^{(k)}\), we always refer to the continuous version (4.2).

The multivariate B-spline is defined by the product of univariate B-splines:

\[
N_{\ell,i}^{(k)}(x) = \prod_{j=1}^{d} N_{\ell_{ij},i}^{(k)}(x_j), \quad i \in I^d.
\]

**Proposition 4.1** (Theorem 4.9 and Corollary 4.10, [25]).

(i) \(N_{\ell,i}^{(k)} = 0\) for \(x \notin (t_i, t_{i+k})\) and \(N_{\ell,i}^{(k)} > 0\) for \(x \in (t_i, t_{i+k})\).

(ii) \(\{N_{\ell,i}^{(k)}\}_{i \in I}\) forms a basis of space \(\{f \in C^{k-2}([0,1]): f \text{ is } k-1 \text{ degree piecewise polynomial with respect to partition } \pi_i\}\).

**Proposition 4.2** (Theorem 4.22, [25]). For \(r \in \mathbb{N}_0\),

\[
\left| D^r N_{\ell,i}^{(k)} \right| \leq 2^r \ell^r.
\]

**Proposition 4.3** (Theorem 12.5 [25]). There exists a set of linear functionals \(\{\lambda_i\}\) mapping \(L^1(\Omega)\) to \(\mathbb{R}\) such that

\[
\lambda_i(N_{\ell,i}^{(k)}) = \delta_{ij} \text{ and } |\lambda_i(f)| \leq (2k + 1)^d g^{d(k-1)} \left( \frac{k}{\ell} \right)^{-d/p} \|f\|_{L^p(\Omega)}
\]

for any \(f \in L^p(\Omega)\) with \(p \in [1, \infty]\).

For \(i \in I^d\), let \(\Omega_i = \{x: x_j \in [t_{ij}, t_{ij+k}]\}, \quad j = 1, \cdots, d\) and define the quasi-interpolation of \(f\) by

\[
Qf = \sum_{i \in I^d} \lambda_i(f) N_{\ell,i}^{(k)}.
\] (4.3)

\(Q\) is called the interpolation operator.

**Proposition 4.4.** Let \(p(x_1, \ldots, x_d)\) be a multivariate polynomial with order \(k\) with respect to each variable, then, \(Qp = p\).

**Proof.** By definition, there exists \(\{c_{\alpha}\} \subset \mathbb{R}\) such that \(p(x_1, \cdots, x_d) = \sum_{\alpha=(0, \cdots, 0)} \alpha^{(k-1)} c_{\alpha} x_1^{\alpha_1} \cdots x_d^{\alpha_d}\).
By (ii) of Proposition 4.1, there exists \( \{e_{i,j,\alpha}\} \subset \mathbb{R} \) such that \( x_j^{\alpha} = \sum_{i \in I} e_{i,j,\alpha} N_{\ell,i}^{(k)}(x_j) \). Hence
\[
p(x_1, \ldots, x_d) = \sum_{\alpha=(0, \ldots, 0)}^{(k-1, \ldots, k-1)} c_\alpha \left( \prod_{j=1}^{d} \sum_{i \in I} e_{i,j,\alpha} N_{\ell,i}^{(k)}(x_j) \right)
\]
\[
= \sum_{\alpha=(0, \ldots, 0)}^{(k-1, \ldots, k-1)} c_\alpha \left( \sum_{i \in I} e_{i,\alpha} N_{\ell,i}^{(k)}(x) \right)
\]
\[
= \sum_{i \in I} \left( \sum_{\alpha=(0, \ldots, 0)}^{(k-1, \ldots, k-1)} c_\alpha e_{i,\alpha} \right) N_{\ell,i}^{(k)}(x).
\]

Then
\[
Q p = \sum_{i \in I} \left( \sum_{\alpha=(0, \ldots, 0)}^{(k-1, \ldots, k-1)} c_\alpha e_{i,\alpha} \right) Q N_{\ell,i}^{(k)} = \sum_{i \in I} \left( \sum_{\alpha=(0, \ldots, 0)}^{(k-1, \ldots, k-1)} c_\alpha e_{i,\alpha} \right) \sum_{j \in I} \lambda_j (N_{\ell,j}^{(k)}) N_{\ell,j}^{(k)}
\]
\[
= \sum_{i \in I} \left( \sum_{\alpha=(0, \ldots, 0)}^{(k-1, \ldots, k-1)} \delta_{ij} N_{\ell,j}^{(k)} \right) = \sum_{i \in I} \left( \sum_{\alpha=(0, \ldots, 0)}^{(k-1, \ldots, k-1)} c_\alpha e_{i,\alpha} \right) N_{\ell,i}^{(k)} = p
\]
where in the third step we apply Proposition 4.3. \( \square \)

For functions in Sobolev spaces, the normal Taylor polynomials may not exist. However, the averaged Taylor polynomials defined in the following always exists. The readers are referred to [6] for more discussions.

**Definition 4.5.** Suppose \( f \in W^{s,p}(\Omega) \). \( B \) is the ball centered at \( x_0 \in \Omega \) with radius \( \rho \) and \( B \subset \subset \Omega \). The corresponding Taylor polynomial of order \( s+1 \) of \( f \) averaged over \( B \) is defined as
\[
Q_B^{s+1} f(x) = \int_B T_y^{s+1} f(x) \phi(y) dy
\]
where \( T_y^{s+1} f(x) = \sum_{|\alpha| \leq s+1} \frac{1}{\alpha!} D^\alpha f(y)(x-y)^\alpha \) and \( \phi \) is a cut-off function supported in \( B \).

**Proposition 4.6 (Bramble-Hilbert).** Let \( B \) be a ball in \( \Omega \) which is star-shaped with respect to \( B \) and such that its radius \( \rho > \frac{1}{4} \sup\{\rho : \Omega \text{ is star-shaped with respect to a ball of radius } \rho\} \).
Let \( Q_B^s f \) be the Taylor polynomial of order \( s \) of \( f \) averaged over \( B \) with \( f \in W^{s,p}(\Omega) \) and \( p \geq 1 \). Then
\[
|f - Q_B^s f|_{W^{r,p}(\Omega)} \leq C(s, d, \gamma) h^{s-r} |f|_{W^{s,p}(\Omega)}, \quad r = 0, 1, \ldots, s,
\]
where \( h = \text{diam}(\Omega) \).

**Proof.** See [6]. \( \square \)

### 4.2. Approximation of ReLU³ Networks

Now we are able to derive the approximation results of B-splines in Sobolev spaces. Approximation rate of B-splines in \( H^s \) and \( W^{s,\infty} \) has been studied [8, 25]. However, the approximation results in general Sobolev spaces \( W^{s,p} \) established in next Theorem 4.7 is new, which is of independent interest.
Theorem 4.7. Let \( f \in W^{s,p}(\Omega) \) with \( p \in [1,\infty) \) and \( Qf \) be defined by (4.3) with \( k \geq s \), then,

\[
|f - Qf|_{W^{s,p}(\Omega)} \leq C(k, s, r, p, d) \left( \frac{1}{\ell} \right)^{s-r} |f|_{W^{s,p}(\Omega)}, \quad r = 0, 1, \ldots, s.
\]

Proof. We only show the case \( p \in [1,\infty) \) and the case \( p = \infty \) can be shown similarly. Let \( f \in W^{s,p}(\Omega) \) and \( r = (r_1, \ldots, r_d) \) with \( |r| = r \). We first deal with the local integral. Denoting

\[
I_{i,k} := \prod_{j=1}^{d} \{i_j - k + 1, i_j - k + 2, \ldots, i_j + k - 1\} \quad \text{and} \quad \widetilde{\Omega}_i := \bigcup_{j \in I_{i,k}} \Omega_j.
\]

By Proposition 4.6, there exists a ball \( B_1 \subset \widetilde{\Omega}_i \) such that

\[
\int_{\Omega_i} |D^r f - T_{B_1}^s f|^p dx \leq C(s, p, d) \left( \frac{3k}{\ell} \right)^{(s-r)p} |f|^p_{W^{s,p}(\Omega_i)}, \quad (4.4)
\]

Hence

\[
\int_{\Omega_i} |D^r (f - Qf)|^p dx \leq \int_{\Omega_i} \left[ |D^r (f - T_{B_1}^s f)| + |D^r (T_{B_1}^s f - Qf)| \right]^p dx \leq 2^{p-1} \int_{\Omega_i} |D^r (f - T_{B_1}^s f)|^p dx + 2^{p-1} \int_{\Omega_i} |D^r (T_{B_1}^s f - Qf)|^p dx \leq C(s, p, d)(3kh)^{(s-r)p}|f|^p_{W^{s,p}(\widetilde{\Omega}_i)} + 2^{p-1} \int_{\Omega_i} |D^r Q(T_{B_1}^s f - f)|^p dx \quad (4.5)
\]

where in the final step we apply (4.4) and Proposition 4.4. Now we deal with the integral related to operator \( Q \). For \( x \in \Omega_i \), we have

\[
|D^r Q(T_{B_1}^s f - f)| = \left| \sum_{j \in I_{i,k}} \lambda_j(T_{B_1}^s f - f)D^r N_{1,j}^{(k)} \right| = \sum_{j \in I_{i,k}} \lambda_j(T_{B_1}^s f - f)D^r N_{1,j}^{(k)} \leq 2^{r_\ell} \sum_{j \in I_{i,k}} |\lambda_j(T_{B_1}^s f - f)| \leq 2^{r_\ell} (2k + 1)^d g^{d(k-1)-d/p+\ell d/p} \sum_{j \in I_{i,k}} \|f - T_{B_1}^s f\|_{L^p(\Omega_j)} \leq 2^{r_\ell} (2k + 1)^d g^{d(k-1)-d/p+\ell d/p} |I_{i,k}| \|f - T_{B_1}^s f\|_{L^p(\widetilde{\Omega}_i)} \leq 2^{r_\ell} (4k^2 - 1)^d g^{d(k-1)-d/p+\ell d/p} \|f - T_{B_1}^s f\|_{L^p(\widetilde{\Omega}_i)} \leq 2^{r_\ell} (4k^2 - 1)^d g^{d(k-1)-d/p} \left( \frac{1}{\ell} \right)^{s-r-d/p} (3k)^s |f|^s_{W^{s,p}(\Omega_i)}
\]
where in the second step we apply (i) of Proposition 4.1, in the fourth step we use Proposition 4.2, in the fifth step we use Proposition 4.3 and the final step uses (4.4). Hence
\[
\int_{\Omega} |D^r Q(T_{B_i} f - f)|^p d\mathbf{x} \leq C(k, s, r, p, d) \left( \frac{1}{\ell} \right)^{(s-r)p-d} |f|_{W^{s-r,p}(\bar{\Omega})}^{p} |\Omega_i| \\
= C(k, s, r, p, d) \left( \frac{1}{\ell} \right)^{(s-r)p} |f|_{W^{s-r,p}(\bar{\Omega})}^{p}.
\]

Combining (4.5) and (4.6) and summing over all the subregions, we have the global estimate:
\[
\int_{\Omega} |D^r (f - Qf)|^p d\mathbf{x} = \sum_{i \in I} \int_{\Omega_i} |D^r (f - Qf)|^p d\mathbf{x} \leq C(k, s, r, p, d) \left( \frac{1}{\ell} \right)^{(s-r)p} \sum_{i \in I} |f|_{W^{s-r,p}(\bar{\Omega})}^{p} \\
\leq C(k, s, r, p, d) \left( \frac{1}{\ell} \right)^{(s-r)p} k^d |f|_{W^{s-r,p}(\Omega)}^{p} = C(k, s, r, p, d) \left( \frac{1}{\ell} \right)^{(s-r)p} |f|_{W^{s-r,p}(\Omega)}^{p}.
\]
The above display implies,
\[
|f - Qf|_{W^{s-r,p}(\Omega)}^{p} = \sum_{|\mathbf{r}|=r} \int_{\Omega} |D^r (f - Qf)|^p d\mathbf{x} \leq C(k, s, r, p, d) \left( \frac{1}{\ell} \right)^{(s-r)p} |f|_{W^{s-r,p}(\Omega)}^{p}.
\]

When \( f \in C^r(\Omega) \), from the case \( p = \infty \) in Theorem 4.7 we immediately obtain the following corollary.

**Corollary 4.8.** Let \( f \in C^s(\Omega) \) with \( s \geq 0 \) and \( Qf \) be defined by (4.3) with \( k \geq s \), there holds
\[
|f - Qf|_{C^r(\Omega)} \leq C(k, s, r, d) \left( \frac{1}{\ell} \right)^{s-r} |f|_{C^r(\Omega)}, \quad r = 0, 1, \ldots, s.
\]

Based on the above approximation results of B-splines in Theorem 4.7 and Corollary 4.8, we obtain the following Theorem on the approximation of ReLU\(^3\) networks.

**Theorem 4.9.** For any \( \epsilon > 0 \), there exists a ReLU\(^3\) network \( u \) with depth \( \lceil \log_2 d \rceil + 2 \) and width \( C(d, \| u^* \|_{C^3(\bar{\Omega})}) \left( \frac{1}{\ell} \right)^d \) such that
\[
\| u^* - u \|_{C^2(\Omega)} \leq \epsilon.
\]

**Proof.** By Theorem 4.7 and Corollary 4.8, we know that there exists \( \{ \alpha_i \}_{i \in I^d} \subset \mathbb{R} \) such that
\[
\left\| u^* - \sum_{i \in I^d} \alpha_i N_{i,1}^{(4)} \right\|_{C^2(\Omega)} \leq C(d) \| u^* \|_{C^3(\bar{\Omega})} \frac{1}{\ell}, \tag{4.7}
\]
Next we show that \( \{ N_{i,1}^{(4)} \} \) can be implemented by ReLU\(^3\) networks \( N^3 \) without any error.
Firstly for \( x \geq 0 \), \( x \) and \( x^2 \) can be implemented by ReLU\(^3\) exactly.

\[
x^2 = -\frac{1}{6} \sigma(x + 2) - 4\sigma(x + 1) + 3\sigma(x) - 4 \\
x = -\frac{1}{12} \sigma(x + 3) - 5\sigma(x + 2) + 7\sigma(x + 1) - 3\sigma(x) + 6
\]  \hspace{1cm} (4.8)

where \( \sigma(x) \) refers to the ReLU\(^3\) activation function \( \sigma(x) = \begin{cases} x^3, & x \geq 0 \\ 0, & \text{else} \end{cases} \). Hence by Proposition 4.2 we know that each univariate B-spline \( N_{t,i}^{(4)} \) can be realized by a ReLU\(^3\) network with depth \( 2 \) and width no more than 11. Secondly multiplication on \([0, x) \times [0, y)\] can be implemented by ReLU\(^3\) exactly. In fact, for \( x, y \geq 0 \), by (4.8) we have

\[
x \cdot y = \frac{1}{2}[(x + y)^2 - x^2 - y^2] \\
\quad = -\frac{1}{12} \sigma(x + y + 2) - 4\sigma(x + y + 1) + 3\sigma(x + y) \\
\quad \quad - \sigma(x + 2) + 4\sigma(x + 1) - \sigma(y + 2) + 4\sigma(y + 1) - 3\sigma(y) + 4.
\]

Noticing \( N_{t,i}^{(4)} \geq 0 \) by (4.1), we conclude that each multivariate B-spline \( N_{t,i}^{(4)} \) can be implemented by a ReLU\(^3\) network with depth \( \log_2 d + 2 \) and width \( \max\{11d, \frac{2}{7}d\} = 11d \). Hence by (4.7) we conclude that there exists a ReLU\(^3\) network \( u \) with depth \( \log_2 d + 2 \) and width \( C(d, \| u^* \|_{C^2(\Omega)}) \left( \frac{1}{d} \right)^d \) such that

\[
\| u^* - u \|_{C^2(\Omega)} \leq \epsilon.
\]

\( \square \)

5. Statistical Error. In this section we bound the statistical error with \( \mathcal{P} = N^3 \). To this end, we need to bound the Rademacher complexity of the non-Lipschitz composition of partial derivative and ReLU\(^3\) network. We believe that the technique we used here is helpful for bounding the statistical errors for other deep PDEs solvers where the main difficulty is bounding the Rademacher complexity of non-Lipschitz composition induced by the derivative operator.

**Lemma 5.1.**

\[
\mathbb{E}_{\{X_k\}_{k=1}^N} \sup_{u \in A^3} \left| L(u) - \tilde{L}(u) \right| \leq \sum_{j=1}^{13} \mathbb{E}_{\{X_k\}_{k=1}^N} \sup_{u \in A^3} \left| L_j(u) - \tilde{L}_j(u) \right|
\]

where

\[
L_1(u) = \| \mathbb{E}_{X \sim \mathcal{U}(\Omega)} \left( \sum_{i,j=1}^d a_{ij}(X) u_{x_i x_j} (X) \right) \|^2, \quad L_2(u) = \| \mathbb{E}_{X \sim \mathcal{U}(\Omega)} \left( \sum_{i=1}^d b_i(X) u_{x_i} (X) \right) \|^2, \\
L_3(u) = \| \mathbb{E}_{X \sim \mathcal{U}(\Omega)} \left( c(X) u(X) \right) \|^2, \quad L_4(u) = \| \mathbb{E}_{X \sim \mathcal{U}(\Omega)} f(X) \|^2, \\
L_5(u) = -2 \| \mathbb{E}_{X \sim \mathcal{U}(\Omega)} \left( \sum_{i,j=1}^d a_{ij}(X) u_{x_i x_j} (X) \right) \left( \sum_{i=1}^d b_i(X) u_{x_i} (X) \right) ,
\]
\[ \mathcal{L}_6(u) = -2|\Omega|E_{X \sim U(\Omega)} \left( \sum_{i,j=1}^d a_{ij}(X) u_{x_i, x_j}(X) \right) \cdot c(X)u(X), \]

\[ \mathcal{L}_7(u) = 2|\Omega|E_{X \sim U(\Omega)} \left( \sum_{i,j=1}^d a_{ij}(X) u_{x_i, x_j}(X) \right) \cdot f(X), \]

\[ \mathcal{L}_8(u) = 2|\Omega|E_{X \sim U(\Omega)} \left( \sum_{i=1}^d b_i(X) u_{x_i}(X) \right) \cdot c(X)u(X), \]

\[ \mathcal{L}_9(u) = -2|\Omega|E_{X \sim U(\Omega)} \left( \sum_{i=1}^d b_i(X) u_{x_i}(X) \right) \cdot f(X), \]

\[ \mathcal{L}_{10}(u) = -2|\Omega|E_{X \sim U(\Omega)} c(X)u(X)f(X), \quad \mathcal{L}_{11}(u) = |\partial \Omega|E_{Y \sim U(\partial \Omega)} \left( e(Y)u(Y) \right)^2, \]

\[ \mathcal{L}_{12}(u) = |\partial \Omega|E_{Y \sim U(\partial \Omega)} \left( g(Y) \right)^2, \quad \mathcal{L}_{13}(u) = -2|\partial \Omega|E_{Y \sim U(\partial \Omega)} e(Y)u(Y)g(Y), \]

and \( \hat{\mathcal{L}}_j(u) \) is the discrete sample version of \( \mathcal{L}_j(u) \) by replacing expectation with sample average \( j = 1, \ldots, 13 \).

**Proof.** Direct consequence of triangle inequality. \( \blacksquare \)

### 5.1. Rademacher complexity, Covering Number and Pseudo-dimension

By the technique of symmetrization, we can bound the difference between continuous loss \( \mathcal{L}_i \) and empirical loss \( \hat{\mathcal{L}}_i \) via Rademacher complexity.

**Definition 5.2.** The Rademacher complexity of a set \( A \subseteq \mathbb{R}^N \) is defined as

\[ \mathcal{R}(A) = \mathbb{E}_{\{\sigma_k\}_{k=1}^N} \left[ \sup_{a \in A} \frac{1}{N} \sum_{k=1}^N \sigma_k a_k \right], \]

where, \( \{\sigma_k\}_{k=1}^N \) are \( N \) i.i.d Rademacher variables with \( \mathbb{P}(\sigma_k = 1) = \mathbb{P}(\sigma_k = -1) = \frac{1}{2} \). The Rademacher complexity of function class \( \mathcal{F} \) associate with random sample \( \{X_k\}_{k=1}^N \) is defined as

\[ \mathcal{R}(\mathcal{F}) = \mathbb{E}_{\{X_k, \sigma_k\}_{k=1}^N} \left[ \sup_{u \in \mathcal{F}} \frac{1}{N} \sum_{k=1}^N \sigma_k u(X_k) \right]. \]

For Rademacher complexity, we have following structural result.

**Lemma 5.3.** Assume that \( w : \Omega \to \mathbb{R} \) and \( |w(x)| \leq B \) for all \( x \in \Omega \), then for any function class \( \mathcal{F} \), there holds

\[ \mathcal{R}(w(x)\mathcal{F}) \leq B \mathcal{R}(\mathcal{F}), \]

where \( w(x)\mathcal{F} = \{ \bar{u} : \bar{u}(x) = w(x)u(x), u \in \mathcal{F} \} \).
Proof.

$$
\mathfrak{N}(w(x) \cdot \mathcal{F}) = \frac{1}{N} \mathbb{E}_{(x_k, \sigma_k)_{k=1}^N} \sup_{u \in \mathcal{F}} \sum_{k=1}^N \sigma_k w(X_k) u(X_k)
$$

$$
= \frac{1}{2N} \mathbb{E}_{(x_k, \sigma_k)_{k=1}^N} \mathbb{E}_{(\sigma_k)_{k=2}^N} \sup_{u \in \mathcal{F}} \left[ w(X_1) u(X_1) + \sum_{k=2}^N \sigma_k w(X_k) u(X_k) \right]
$$

$$
+ \frac{1}{2N} \mathbb{E}_{(x_k, \sigma_k)_{k=1}^N} \mathbb{E}_{(\sigma_k)_{k=2}^N} \sup_{u \in \mathcal{F}} \left[ -w(X_1) u(X_1) + \sum_{k=2}^N \sigma_k w(X_k) u(X_k) \right]
$$

$$
= \frac{1}{2N} \mathbb{E}_{(x_k, \sigma_k)_{k=1}^N} \mathbb{E}_{(\sigma_k)_{k=2}^N} \sup_{u, u' \in \mathcal{F}} \left[ w(X_1)[u(X_1) - u'(X_1)] + \sum_{k=2}^N \sigma_k w(X_k) u(X_k) + \sum_{k=2}^N \sigma_k w(X_k) u'(X_k) \right]
$$

$$
\leq \frac{1}{2N} \mathbb{E}_{(x_k, \sigma_k)_{k=1}^N} \mathbb{E}_{(\sigma_k)_{k=2}^N} \sup_{u, u' \in \mathcal{F}} \left[ B[u(X_1) - u'(X_1)] + \sum_{k=2}^N \sigma_k w(X_k) u(X_k) + \sum_{k=2}^N \sigma_k w(X_k) u'(X_k) \right]
$$

$$
= \frac{1}{2N} \mathbb{E}_{(x_k, \sigma_k)_{k=1}^N} \mathbb{E}_{(\sigma_k)_{k=2}^N} \sup_{u, u' \in \mathcal{F}} \left[ B[u(X_1) - u'(X_1)] + \sum_{k=2}^N \sigma_k w(X_k) u(X_k) + \sum_{k=2}^N \sigma_k w(X_k) u'(X_k) \right]
$$

$$
= \frac{1}{N} \mathbb{E}_{(x_k, \sigma_k)_{k=1}^N} \sup_{u \in \mathcal{F}} \sum_{k=1}^N \sigma_k u(X_k) = \mathfrak{M}(\mathcal{F})
$$

Lemma 5.4.

$$
\mathbb{E}_{(x_k)_{k=1}^N} \sup_{u \in \mathcal{N}^3} \left| \mathcal{L}_j(u) - \mathcal{L}_j(u) \right| \leq C_d \mathfrak{M}(\mathcal{F}_j), \quad j = 1, \ldots, 13,
$$

where

$$
\mathcal{F}_1 = \{ f : \Omega \to \mathbb{R} \mid \exists u \in \mathcal{N}^3 \text{ and } 1 \leq i, j, j' \leq d \text{ s.t. } f(x) = u_{x_i x_j}(x) u_{x_{i'} x_{j'}}(x) \},
$$

$$
\mathcal{F}_2 = \{ f : \Omega \to \mathbb{R} \mid \exists u \in \mathcal{N}^3 \text{ and } 1 \leq i, i' \leq d \text{ s.t. } f(x) = u_{x_{i}}(x) u_{x_{i'}}(x) \},
$$

$$
\mathcal{F}_3 = \{ f : \Omega \to \mathbb{R} \mid \exists u \in \mathcal{N}^3 \text{ s.t. } f(x) = u(x)^2 \}, \quad \mathcal{F}_4 = \{ f : \Omega \to \mathbb{R} \mid -1, 0, 1 \},
$$

$$
\mathcal{F}_5 = \{ f : \Omega \to \mathbb{R} \mid \exists u \in \mathcal{N}^3 \text{ and } 1 \leq i, j, j' \leq d \text{ s.t. } f(x) = u_{x_{i} x_{j}}(x) u_{x_{i'} x_{j'}}(x) \},
$$

$$
\mathcal{F}_6 = \{ f : \Omega \to \mathbb{R} \mid \exists u \in \mathcal{N}^3 \text{ and } 1 \leq i, j \leq d \text{ s.t. } f(x) = u_{x_{i} x_{j}}(x) u(x) \},
$$

and 13
\[ \mathcal{F}_7 = \{ f : \Omega \to \mathbb{R} \mid \exists u \in \mathcal{N}^3 \quad \text{and} \quad 1 \leq i, j \leq d \quad \text{s.t.} \quad f(x) = u_{x,i}(x) \} \]

\[ \mathcal{F}_8 = \{ f : \Omega \to \mathbb{R} \mid \exists u \in \mathcal{N}^3 \quad \text{and} \quad 1 \leq i \leq d \quad \text{s.t.} \quad f(x) = u_{x,i}(x)u(x) \} \]

\[ \mathcal{F}_9 = \{ f : \Omega \to \mathbb{R} \mid \exists u \in \mathcal{N}^3 \quad \text{and} \quad 1 \leq i \leq d \quad \text{s.t.} \quad f(x) = u_{x,i}(x) \}, \]

\[ \mathcal{F}_{10} = \mathcal{N}^3, \quad \mathcal{F}_{11} = \{ f : \partial \Omega \to \mathbb{R} \mid \exists u \in \mathcal{N}^3|_{\partial \Omega} \quad \text{s.t.} \quad f(x) = u(x)^2 \}, \]

\[ \mathcal{F}_{12} = \{ f : \partial \Omega \to \mathbb{R} \mid -1, 0, 1 \}, \quad \mathcal{F}_{13} = \mathcal{N}^3|_{\partial \Omega}, \]

with \( \mathcal{N}^3|_{\partial \Omega} = \{ f : \partial \Omega \to \mathbb{R} \mid \exists f \in \mathcal{N}^3 \quad \text{s.t.} \quad f = \bar{f}|_{\partial \Omega} \}. \]

**Proof.** We only give the proof of \( E_{\{X_k\}_{k=1}^N} \sup_{u \in \mathcal{N}^3} |\mathcal{L}_1(u) - \widetilde{\mathcal{L}}_1(u)| \leq 4|\Omega|^2 d^4 \mathbb{R}(\mathcal{F}_1) \) since other inequalities can be shown similarly. We take \( \{\tilde{X}_k\}_{k=1}^N \) as an independent copy of \( \{X_k\}_{k=1}^N \), then

\[
|\mathcal{L}_1(u) - \widetilde{\mathcal{L}}_1(u)| = |\Omega| \left| E_{X \sim U(\Omega)} \left( \sum_{i,j=1}^d a_{ij}(X)u_{x,i,j}(X) \right)^2 \right| - \frac{1}{N} \sum_{k=1}^N \left( \sum_{i,j=1}^d a_{ij}(X_k)u_{x,i,j}(X_k) \right)^2 \right| 
\]

\[
= |\Omega| \left| E_{\{\tilde{X}_k\}_{k=1}^N} \frac{1}{N} \sum_{k=1}^N \left( \sum_{i,j=1}^d a_{ij}(\tilde{X}_k)u_{x,i,j}(\tilde{X}_k) \right)^2 \right| - \frac{1}{N} \sum_{k=1}^N \left( \sum_{i,j=1}^d a_{ij}(X_k)u_{x,i,j}(X_k) \right)^2 \right| 
\]

\[
\leq \frac{2|\Omega|}{N} E_{\{X_k\}_{k=1}^N} \sum_{i,i',j,j'=1}^d \sum_{k=1}^N a_{ij}(X_k)a_{i'j'}(\tilde{X}_k)u_{x,i,j}(X_k)u_{x,i',j'}(\tilde{X}_k) 
\]

\[- a_{ij}(X_k)a_{i'j'}(X_k)u_{x,i,j}(X_k)u_{x,i',j'}(X_k)]. \]
Hence

\[
\mathbb{E}_{\{X_k\}_{k=1}^N} \sup_{u \in \mathcal{A}^3} \left| \hat{\ell}_1(u) - \tilde{\ell}_1(u) \right|
\]

\[
\leq \frac{2|\Omega|}{N} \mathbb{E}_{\{X_k\}_{k=1}^N} \sup_{u \in \mathcal{A}^3} \mathbb{E}_{\{X_k\}_{k=1}^N} \sum_{i, i', j, j'=1}^d \left| a_{ij}(X_k) a_{i'j'}(X_k) u_{x_{i}x_{j}}(X_k) - a_{ij}(X_k) a_{i'j'}(X_k) u_{x_{i}x_{j}}(X_k) \right|
\]

\[
\leq \frac{2|\Omega|}{N} \mathbb{E}_{\{X_k\}_{k=1}^N} \sup_{u \in \mathcal{A}^3} \mathbb{E}_{\{X_k\}_{k=1}^N} \sum_{i, i', j, j'=1}^d \left| a_{ij}(X_k) a_{i'j'}(X_k) u_{x_{i}x_{j}}(X_k) - a_{ij}(X_k) a_{i'j'}(X_k) u_{x_{i}x_{j}}(X_k) \right|
\]

\[
\leq \frac{2|\Omega|}{N} \mathbb{E}_{\{X_k\}_{k=1}^N} \sup_{u \in \mathcal{A}^3} \mathbb{E}_{\{X_k\}_{k=1}^N} \sum_{i, i', j, j'=1}^d \left| a_{ij}(X_k) a_{i'j'}(X_k) u_{x_{i}x_{j}}(X_k) - a_{ij}(X_k) a_{i'j'}(X_k) u_{x_{i}x_{j}}(X_k) \right|
\]

\[
\leq \frac{2|\Omega|}{N} \mathbb{E}_{\{X_k\}_{k=1}^N} \sup_{u \in \mathcal{A}^3} \mathbb{E}_{\{X_k\}_{k=1}^N} \sum_{i, i', j, j'=1}^d \left| a_{ij}(X_k) a_{i'j'}(X_k) u_{x_{i}x_{j}}(X_k) - a_{ij}(X_k) a_{i'j'}(X_k) u_{x_{i}x_{j}}(X_k) \right|
\]

\[
= \frac{4|\Omega|^2}{N} \mathbb{E}_{\{X_k\}_{k=1}^N} \sup_{u \in \mathcal{A}^3} \sum_{i, i', j, j'=1}^d \left| a_{ij}(X_k) a_{i'j'}(X_k) u_{x_{i}x_{j}}(X_k) - a_{ij}(X_k) a_{i'j'}(X_k) u_{x_{i}x_{j}}(X_k) \right|
\]

\[
\leq \frac{4|\Omega|^2}{N} \mathbb{E}_{\{X_k\}_{k=1}^N} \sup_{u \in \mathcal{A}^3} \sum_{i, i', j, j'=1}^d \left| a_{ij}(X_k) a_{i'j'}(X_k) u_{x_{i}x_{j}}(X_k) - a_{ij}(X_k) a_{i'j'}(X_k) u_{x_{i}x_{j}}(X_k) \right|
\]

where in the second and eighth step we apply Jensen’s inequality and Lemma 5.3, respectively. The third and seventh step are due to the facts that the insertion of Rademacher variables doesn’t change the distribution and that the supremum can be achieved when the summation is positive, respectively. \( \square \)

Next we give a upper bound of Rademacher complexity in terms of the covering number of the corresponding function class.

**Definition 5.5.** Suppose that \( W \subset \mathbb{R}^n \). For any \( \epsilon > 0 \), let \( V \subset \mathbb{R}^n \) be an \( \epsilon \)-cover of \( W \) with respect to the distance \( d_\infty \), that is, for any \( w \in W \), there exists a \( v \in V \) such that \( d_\infty(w, v) < \epsilon \), where \( d_\infty \) is defined by \( d_\infty(u, v) := \|u - v\|_\infty \). The covering number \( C(\epsilon, W, d_\infty) \) is defined to be the minimum cardinality among all \( \epsilon \)-cover of \( W \) with respect to the distance \( d_\infty \).

**Definition 5.6.** Suppose that \( \mathcal{F} \) is a class of functions from \( \Omega \) to \( \mathbb{R} \). Given \( n \) sample
\( \mathbf{Z}_n = (Z_1, Z_2, \cdots, Z_n) \in \Omega^n, \mathcal{F}\mid \mathbf{Z}_n \subset \mathbb{R}^n \) is defined by
\[
\mathcal{F}\mid \mathbf{Z}_n = \{(u(Z_1), u(Z_2), \cdots, u(Z_n)) : u \in \mathcal{N}^3\}.
\]
The uniform covering number \( C_{\infty}(\varepsilon, \mathcal{F}, n) \) is defined by
\[
C_{\infty}(\varepsilon, \mathcal{F}, n) = \max_{\mathbf{Z}_n \in \Omega^n} C(\varepsilon, \mathcal{F}\mid \mathbf{Z}_n, d_{\infty}).
\]

**Lemma 5.7.** Let \( \mathcal{F} \) be a class of functions from \( \Omega \) to \( \mathbb{R} \) such that \( 0 \in \mathcal{F} \) and the diameter of \( \mathcal{F} \) is less than \( B \), i.e., \( \|u\|_{L^\infty(\Omega)} \leq B, \forall u \in \mathcal{F} \). Then
\[
\mathcal{R}(\mathcal{F}) \leq \inf_{0 < \delta < B} \left( 4\delta + \frac{12}{\sqrt{N}} \int_{\mathcal{B}} \sqrt{\log(2C_{\infty}(\varepsilon, \mathcal{F}, N))} d\varepsilon \right).
\]

**Proof.** The proof is based on the chaining method, see [31]. \( \Box \)

By Lemma 5.7, we have to bound the covering number, which can be upper bounded via Pseudo-dimension [3].

**Definition 5.8.** Let \( \mathcal{F} \) be a class of functions from \( X \) to \( \mathbb{R} \). Suppose that \( S = \{x_1, x_2, \cdots, x_n\} \subset X \). We say that \( S \) is pseudo-shattered by \( \mathcal{F} \) if there exists \( y_1, y_2, \cdots, y_n \) such that for any \( b \in \{0, 1\}^n \), there exists a \( u \in \mathcal{F} \) satisfying
\[
\text{sign}(u(x_i) - y_i) = b_i, \quad i = 1, 2, \ldots, n
\]
and we say that \( \{y_i\}_{i=1}^n \) witnesses the shattering. The pseudo-dimension of \( \mathcal{F} \), denoted as \( \text{Pdim}(\mathcal{F}) \), is defined to be the maximum cardinality among all sets pseudo-shattered by \( \mathcal{F} \).

The following proposition showing a relation between uniform covering number and pseudo-dimension.

**Proposition 5.9 (Theorem 12.2 [3]).** Let \( \mathcal{F} \) be a class of real functions from a domain \( X \) to the bounded interval \([0, B]\). Let \( \varepsilon > 0 \). Then
\[
C_{\infty}(\varepsilon, \mathcal{F}, n) \leq \sum_{i=1}^{\text{Pdim}(\mathcal{F})} \binom{n}{i} \left( \frac{B}{\varepsilon} \right)^i,
\]
which is less than \( \left( \frac{eB}{\varepsilon \cdot \text{Pdim}(\mathcal{F})} \right)^{\text{Pdim}(\mathcal{F})} \) for \( n \geq \text{Pdim}(\mathcal{F}) \).

**5.2. Bound on Statistical error.** By Lemma 5.1, 5.4, 5.7 and Proposition 5.9, we can bound the statistical error via bounding the pseudo-dimension of \( \mathcal{F}_i, i = 1, \ldots, 13 \). To this end, we show that \( \{\mathcal{F}_i\} \) are subsets of some neural network classes and then bound the pseudo-dimension of associate neural network classes.

**Proposition 5.10.** Let \( u \) be a function implemented by a ReLU\(^2\)–ReLU\(^3\) (ReLU\(^3\)) network with depth \( D \) and width \( W \). Then \( D_iu(i = 1, \cdots, d) \) can be implemented by a ReLU – ReLU\(^2\) – ReLU\(^3\) (ReLU\(^2\) – ReLU\(^3\)) network with depth \( D + 2 \) and width \( (D + 2)W \). Moreover, the neural networks implementing \( \{D_iu\}_{i=1}^d \) have the same architecture.
Before we present rigorous proof, we give some intuitions of the above results by Figure 5.1 and 5.2. The former is a ReLU³ network with 5 layers and the latter is its derivative (with respect to one variable).

Fig. 5.1: An example of ReLU³ neural network

Fig. 5.2: Derivative of neural network in Figure 5.1.

Proof. For activation function \( \rho \) in each unit, we denote \( \tilde{\rho} \) as its derivative, i.e., \( \tilde{\rho}(x) = \rho'(x) \).
We then have

\[ \tilde{\rho}(x) = \begin{cases} 
2\text{ReLU}, & \rho = \text{ReLU}^2 \\
3\text{ReLU}^2, & \rho = \text{ReLU}^3 
\end{cases} \]

Let \( 1 \leq i \leq d \). We deal with the first two layers in details and apply induction for layers \( k \geq 3 \) since there are a little bit difference for the first two layer. For the first layer, we have for any \( q = 1, 2, \ldots, n_1 \)

\[ D_iu_q^{(1)} = D_i\rho_q^{(1)} \left( \sum_{j=1}^{d} a_{qj}^{(1)} x_j + b_q^{(1)} \right) = \tilde{\rho}_q^{(1)} \left( \sum_{j=1}^{d} a_{qj}^{(1)} x_j + b_q^{(1)} \right) \cdot a_{qi}^{(1)} \]

Hence \( D_iu_q^{(1)} \) can be implemented by a ReLU − ReLU\(^2\) − ReLU\(^3\) network with depth 2 and width 1. For the second layer,

\[ D_iu_q^{(2)} = D_i\rho_q^{(2)} \left( \sum_{j=1}^{n_1} a_{qj}^{(2)} u_j^{(1)} + b_q^{(2)} \right) = \tilde{\rho}_q^{(2)} \left( \sum_{j=1}^{n_1} a_{qj}^{(2)} u_j^{(1)} + b_q^{(2)} \right) \cdot \sum_{j=1}^{n_1} a_{qj}^{(2)} D_iu_j^{(1)}. \]

Since \( \tilde{\rho}_q^{(2)} \left( \sum_{j=1}^{n_1} a_{qj}^{(2)} u_j^{(1)} + b_q^{(2)} \right) \) and \( \sum_{j=1}^{n_1} a_{qj}^{(2)} D_iu_j^{(1)} \) can be implemented by two ReLU − ReLU\(^2\) − ReLU\(^3\) subnetworks, respectively, and the multiplication can also be implemented by

\[
(x \cdot y) = \frac{1}{4} \left[ (x + y)^2 - (x - y)^2 \right] = \frac{1}{4} \left[ \text{ReLU}^2(x + y) + \text{ReLU}^2(-x - y) - \text{ReLU}^2(x - y) - \text{ReLU}^2(-x + y) \right], \tag{5.1}
\]

we conclude that \( D_iu_q^{(2)} \) can be implemented by a ReLU − ReLU\(^2\) − ReLU\(^3\) network. We have

\[ \mathcal{D} \left( \tilde{\rho}_q^{(2)} \left( \sum_{j=1}^{n_1} a_{qj}^{(2)} u_j^{(1)} + b_q^{(2)} \right) \right) = 3W \left( \tilde{\rho}_q^{(2)} \left( \sum_{j=1}^{n_1} a_{qj}^{(2)} u_j^{(1)} + b_q^{(2)} \right) \right) \leq W \]

and

\[ \mathcal{D} \left( \sum_{j=1}^{n_1} a_{qj}^{(2)} D_iu_j^{(1)} \right) = 2W \left( \sum_{j=1}^{n_1} a_{qj}^{(2)} D_iu_j^{(1)} \right) \leq W. \]

Thus \( \mathcal{D} \left( D_iu_q^{(2)} \right) = 4W \left( D_iu_q^{(2)} \right) \leq \max\{2W, 4\} \). Now we apply induction for layers \( k \geq 3 \). For the third layer, \( D_iu_q^{(3)} = D_i\rho_q^{(3)} \left( \sum_{j=1}^{n_2} a_{qj}^{(3)} u_j^{(2)} + b_q^{(3)} \right) = \tilde{\rho}_q^{(3)} \left( \sum_{j=1}^{n_2} a_{qj}^{(3)} u_j^{(2)} + b_q^{(3)} \right), \)

\( \sum_{j=1}^{n_2} a_{qj}^{(3)} D_iu_j^{(2)} \). Since \( \mathcal{D} \left( \tilde{\rho}_q^{(3)} \left( \sum_{j=1}^{n_2} a_{qj}^{(3)} u_j^{(2)} + b_q^{(3)} \right) \right) = 4W \left( \tilde{\rho}_q^{(3)} \left( \sum_{j=1}^{n_2} a_{qj}^{(3)} u_j^{(2)} + b_q^{(3)} \right) \right) \leq W \) and

\[ \mathcal{D} \left( \sum_{j=1}^{n_2} a_{qj}^{(3)} D_iu_j^{(2)} \right) = 4W \left( \sum_{j=1}^{n_2} a_{qj}^{(3)} D_iu_j^{(2)} \right) \leq \max\{2W, 4W\} = 4W, \]

we conclude that \( D_iu_q^{(3)} \) can be implemented by a ReLU − ReLU\(^2\) − ReLU\(^3\) network and
\[ \mathcal{D}\left( D, u_q^{(3)} \right) = 5, \ \mathcal{W}\left( D, u_q^{(3)} \right) \leq \max\{5\mathcal{W}, 4\} = 5\mathcal{W}. \]

We assume that \( D, u_q^{(k)} (q = 1, 2, \ldots, n_k) \) can be implemented by a ReLU-ReLU^2 network and \( \mathcal{D}\left( D, u_q^{(k)} \right) = k + 2, \ \mathcal{W}\left( D, u_q^{(k)} \right) \leq (k + 2)\mathcal{W} \). For the \((k + 1)\)-th layer, \( D, u_q^{(k+1)} = D, \rho_q^{(k+1)} \left( \sum_{j=1}^{n_k} a_q^{(k+1)} u_j^{(k)} + \tilde{b}_q^{(k+1)} \right) = \rho_q^{(k+1)} \left( \sum_{j=1}^{n_k} a_q^{(k+1)} u_j^{(k)} + \tilde{b}_q^{(k+1)} \right) \cdot \sum_{j=1}^{n_k} a_q^{(k+1)} D, u_j^{(k)} . \)

Since \( \mathcal{D}\left( D, u_q^{(k+1)} \right) = k + 2, \ \mathcal{W}\left( D, u_q^{(k+1)} \right) \leq \max\{(k + 2)\mathcal{W}, 4\mathcal{W}\} = (k + 2)\mathcal{W} \), we conclude that \( D, u_q^{(k+1)} \) can be implemented by a ReLU – ReLU^2 – ReLU^3 network and \( \mathcal{D}\left( D, u_q^{(k+1)} \right) = k + 3, \ \mathcal{W}\left( D, u_q^{(k+1)} \right) \leq \max\{(k + 3)\mathcal{W}, 4\} = (k + 3)\mathcal{W} \). Hence we derive that \( D, u = D, u_1^{\mathcal{D}} \) can be implemented by a ReLU – ReLU^2 – ReLU^3 network and \( \mathcal{D}\left( D, u \right) = \mathcal{D} + 2, \ \mathcal{W}\left( D, u \right) \leq (\mathcal{D} + 2)\mathcal{W} \). And through our argument, we know that the neural networks implementing \( \{ D, u \}_{i=1}^{\mathcal{D}} \) have the same architecture.

We now present the bound for pseudo-dimension of \( \mathcal{N}(\mathcal{D}, \mathcal{W}, \{ \text{ReLU, ReLU}^2, \text{ReLU}^3 \}) \) with \( \mathcal{D}, \mathcal{W} \in \mathbb{N}^+ \). We need the following Lemma.

**Lemma 5.11.** Let \( p_1, \ldots, p_m \) be polynomials with \( n \) variables of degree at most \( d \). If \( n \leq m \), then

\[ \left| \{(\text{sign}(p_1(x)), \ldots, \text{sign}(p_m(x))) : x \in \mathbb{R}^n\} \right| \leq 2 \left( \frac{2emd}{n} \right)^n. \]

**Proof.** See Theorem 8.3 in [3]. \( \square \)

**Proposition 5.12.** For \( \mathcal{D}, \mathcal{W} \in \mathbb{N}^+ \),

\[ \text{Pdim}(\mathcal{N}(\mathcal{D}, \mathcal{W}, \{ \text{ReLU, ReLU}^2, \text{ReLU}^3 \})) = \mathcal{O}(\mathcal{D}^2\mathcal{W}^2(\mathcal{D} + \log \mathcal{W})). \]

**Proof.** The argument follows from the proof of Theorem 6 in [4]. The result stated here is somewhat stronger than Theorem 6 in [4] since VCdim(sign(\( \mathcal{F} \))) \leq \text{Pdim}(\( \mathcal{F} \)) for any function class \( \mathcal{F} \). We consider a new set of functions

\[ \tilde{\mathcal{N}} = \{ \tilde{u}(x, y) = \text{sign}(u(x) - y) : u \in \mathcal{N}(\mathcal{D}, \mathcal{W}, \{ \text{ReLU, ReLU}^2, \text{ReLU}^3 \}) \}. \]

It is clear that \( \text{Pdim}(\mathcal{N}(\mathcal{D}, \mathcal{W}, \{ \text{ReLU, ReLU}^2, \text{ReLU}^3 \})) \leq \text{VCdim}(\tilde{\mathcal{N}}) \). We now bound the VC-dimension of \( \tilde{\mathcal{N}} \). Denoting \( \mathcal{M} \) as the total number of parameters (weights and biases) in the neural network implementing functions in \( \mathcal{N} \), in our case we want to derive the uniform bound for

\[ K_{\{x_i, y_i\}}(m) := \left| \{(\text{sign}(f(x_1, a) - y_1), \ldots, \text{sign}(u(x_m, a) - y_m)) : a \in \mathbb{R}^\mathcal{M}\} \right| \]

over all \( \{x_i\}_{i=1}^{m} \subset X \) and \( \{y_i\}_{i=1}^{m} \subset \mathbb{R} \). Actually the maximum of \( K_{\{x_i, y_i\}}(m) \) over all \( \{x_i\}_{i=1}^{m} \subset X \) and \( \{y_i\}_{i=1}^{m} \subset \mathbb{R} \) is the growth function \( G_N(m) \). In order to apply Lemma 5.11, we partition the parameter space \( \mathbb{R}^\mathcal{M} \) into several subsets to ensure that in each subset \( u(x_i, a) - y_i \) is a polynomial with respect to \( a \) without any breakpoints. In fact, our partition is exactly the
same as the partition in [4]. Denote the partition as \( \{P_1, P_2, \cdots, P_N\} \) with some integer \( N \) satisfying

\[
N \leq \prod_{i=1}^{D-1} 2 \left( \frac{2emk_i(1+(i-1)3^{i-1})}{M_i} \right)^{M_i}
\]

(5.2)

where \( k_i \) and \( M_i \) denotes the number of units at the \( i \)th layer and the total number of parameters at the inputs to units in all the layers up to layer \( i \) of the neural network implementing functions in \( \mathcal{N} \), respectively. See [4] for the construction of the partition. Obviously we have

\[
K_{\{x_i\},\{y_i\}}(m) \leq \sum_{i=1}^{N} |\{(\text{sign}(u(x_1, a) - y_1), \cdots, \text{sign}(u(x_m, a) - y_m)) : a \in P_i\}|
\]

(5.3)

Note that \( u(x, a) - y \) is a polynomial with respect to \( a \) with degree the same as the degree of \( u(x, a) \), which is equal to \( 1 + (D-1)3^{D-1} \) as shown in [4]. Hence by Lemma 5.11, we have

\[
|\{(\text{sign}(u(x_1, a) - y_1), \cdots, \text{sign}(u(x_m, a) - y_m)) : a \in P_i\}|
\leq 2 \left( \frac{2em(1+(D-1)3^{D-1})}{M_D} \right)^{M_D} .
\]

(5.4)

Combining (5.2), (5.3) and (5.4) yields

\[
K_{\{x_i\},\{y_i\}}(m) \leq \prod_{i=1}^{D-1} 2 \left( \frac{2emk_i(1+(i-1)3^{i-1})}{M_i} \right)^{M_i} .
\]

We then have

\[
G_\mathcal{K}(m) \leq \prod_{i=1}^{D} 2 \left( \frac{2emk_i(1+(i-1)3^{i-1})}{M_i} \right)^{M_i} ,
\]

since the maximum of \( K_{\{x_i\},\{y_i\}}(m) \) over all \( \{x_i\}_{i=1}^{m} \subset X \) and \( \{y_i\}_{i=1}^{m} \subset \mathbb{R} \) is the growth function \( G_\mathcal{K}(m) \). Doing some algebras as that of the proof of Theorem 6 in [4], we obtain

\[
Pdim(\mathcal{N}(\mathcal{D}, W, \{\text{ReLU}, \text{ReLU}^2, \text{ReLU}^3\})) \leq O \left( D^{2}W^{2} \log U + D^{3}W^{2} \right)
= O \left( D^{2}W^{2} (D + \log W) \right)
\]

where \( U \) refers to the number of units of the neural network implementing functions in \( \mathcal{N}(\mathcal{D}, W, \{\text{ReLU}, \text{ReLU}^2, \text{ReLU}^3\}) \).

\[ \square \]

With the above preparations, we are able to derive our result on the statistical error.

**Theorem 5.13.** Let \( \mathcal{D}, W \in \mathbb{N}^+, \mathcal{B} \in \mathbb{R}^+ \). For any \( \epsilon > 0 \), if the number of sample

\[
N, M = C(d, \Omega, 3, B)D^6W^2(D + \log W) \left( \frac{1}{\epsilon} \right)^{2+\delta}
\]
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where \( \delta \) is an arbitrarily small number then we have

\[
\mathbb{E}(X_k)_{k=1}^N \sup_{u \in \mathcal{P}} |\mathcal{L}(u) - \hat{\mathcal{L}}(u)| \leq \epsilon, 
\]

where \( \mathcal{P} = \mathcal{N}(\mathcal{D}, \mathcal{W}, \{\| \cdot \|_{C^2(\Omega)}, \mathcal{B}\}, \{\text{ReLU}^3\}) \).

**Proof.** We need the following Lemma. Recall that \( \Phi = \{\text{ReLU}, \text{ReLU}^2, \text{ReLU}^3\} \).

**Lemma 5.14.**

\[
\begin{align*}
\mathcal{F}_1 \subset \mathcal{N}_1 &:= \mathcal{N}(\mathcal{D} + 5, 2(\mathcal{D} + 2)(\mathcal{D} + 4)\mathcal{W}, \{\| \cdot \|_{C(\Omega)}, \mathcal{B}^2\}, \Phi) \\
\mathcal{F}_2 \subset \mathcal{N}_2 &:= \mathcal{N}(\mathcal{D} + 3, 2(\mathcal{D} + 2)\mathcal{W}, \{\| \cdot \|_{C(\Omega)}, \mathcal{B}^2\}, \Phi) \\
\mathcal{F}_3 \subset \mathcal{N}_3 &:= \mathcal{N}(\mathcal{D} + 1, \mathcal{W}, \{\| \cdot \|_{C(\Omega)}, \mathcal{B}^2\}, \Phi) \\
\mathcal{F}_4 \subset \mathcal{N}_4 &:= \mathcal{N}(\mathcal{D} + 5, (\mathcal{D} + 2)(\mathcal{D} + 5)\mathcal{W}, \{\| \cdot \|_{C(\Omega)}, \mathcal{B}^2\}, \Phi) \\
\mathcal{F}_5 \subset \mathcal{N}_5 &:= \mathcal{N}(\mathcal{D} + 3, (\mathcal{D} + 3)\mathcal{W}, \{\| \cdot \|_{C(\Omega)}, \mathcal{B}^2\}, \Phi) \\
\mathcal{F}_6 \subset \mathcal{N}_6 &:= \mathcal{N}(\mathcal{D} + 4, 2(\mathcal{D} + 2)\mathcal{W}, \{\| \cdot \|_{C(\Omega)}, \mathcal{B}\}, \Phi) \\
\mathcal{F}_7 \subset \mathcal{N}_7 &:= \mathcal{N}(\mathcal{D} + 3, (\mathcal{D} + 3)\mathcal{W}, \{\| \cdot \|_{C(\Omega)}, \mathcal{B}\}, \Phi) \\
\mathcal{F}_8 \subset \mathcal{N}_8 &:= \mathcal{N}(\mathcal{D} + 2, (\mathcal{D} + 2)\mathcal{W}, \{\| \cdot \|_{C(\Omega)}, \mathcal{B}\}, \Phi) \\
\mathcal{F}_9 \subset \mathcal{N}_9 &:= \mathcal{N}(\mathcal{D} + 1, \mathcal{W}, \{\| \cdot \|_{C(\Omega)}, \mathcal{B}\}, \Phi) \\
\mathcal{F}_{10} \subset \mathcal{N}_{10} &:= \mathcal{N}(\mathcal{D}, \mathcal{W}, \{\| \cdot \|_{C^2(\Omega)}, \mathcal{B}\}, \Phi) \\
\mathcal{F}_{11} \subset \mathcal{N}_{11} &:= \mathcal{N}(\mathcal{D} + 1, \mathcal{W}, \{\| \cdot \|_{C^2(\Omega)}, \mathcal{B}^2\}, \Phi) \\
\mathcal{F}_{12} \subset \mathcal{N}_{12} &:= \mathcal{N}(\mathcal{D}, \mathcal{W}, \{\| \cdot \|_{C^2(\Omega)}, \mathcal{B}\}, \Phi).
\end{align*}
\]

**Proof.** By Proposition 5.10, we know that for \( u \in \mathcal{N}^3 \) with depth \( \mathcal{D} \) and width \( \mathcal{W} \), \( u_{x_i} \) can be implemented by a ReLU\(^2\) - ReLU\(^3\) network with depth \( \mathcal{D} + 2 \) and width \( (\mathcal{D} + 2)\mathcal{W} \). Then by Proposition 5.10 again we have that \( u_{x_i x_j} \) can be implemented by a ReLU - ReLU\(^2\) - ReLU\(^3\) network with depth \( \mathcal{D} + 4 \) and width \( (\mathcal{D} + 2)(\mathcal{D} + 4)\mathcal{W} \). These facts combining with (5.1) yields the results. \[ \square \]

By Lemma 5.7 and Proposition 5.9, we have for \( i = 1, 2, \ldots, 10 \),

\[
\mathfrak{R}(\mathcal{F}_i) \leq \inf_{0 < \delta < B_i} \left( 4\delta + \frac{12}{\sqrt{N}} \int_{(\delta)}^{B_i} \sqrt{\log(2C(\mathcal{F}_1, \mathcal{N}))} \, d\varepsilon \right) \\
\leq \inf_{0 < \delta < B_i} \left( 2\delta + \frac{12}{\sqrt{N}} \int_{(\delta)}^{B_i} \log \left( \frac{2\left( eN\mathcal{B}_i \mathcal{P}_{\dim(\mathcal{F}_1)} \right)^{\mathcal{P}_{\dim(\mathcal{F}_i)}}} {\varepsilon \mathcal{P}_{\dim(\mathcal{F}_i)}} \right) \, d\varepsilon \right) \tag{5.5} \\
\leq \inf_{0 < \delta < B_i} \left( 4\delta + \frac{12B_i}{\sqrt{N}} + \frac{12}{\sqrt{N}} \int_{(\delta)}^{B_i} \mathcal{P}_{\dim(\mathcal{F}_1)} \cdot \log \left( \frac{eN\mathcal{B}_i}{\varepsilon \mathcal{P}_{\dim(\mathcal{F}_1)}} \right) \, d\varepsilon \right).
\]

Now we calculate the integral. Let \( t = \sqrt{\log \left( \frac{eN\mathcal{B}_i}{\varepsilon \mathcal{P}_{\dim(\mathcal{F}_1)}} \right)} \), then \( \varepsilon = \frac{eN\mathcal{B}_i}{\mathcal{P}_{\dim(\mathcal{F}_1)}} e^{-t^2} \). Denoting
Obviously, \( t_1 = \sqrt{\log(\frac{eNB_i}{\delta \cdot \text{Pdim}(F_i)})} \), \( t_2 = \sqrt{\log(\frac{eNB_i}{\delta \cdot \text{Pdim}(F_i)})} \), we have
\[
\int_{\delta}^{B_i} \log\left(\frac{eNB_i}{\epsilon \cdot \text{Pdim}(F_i)}\right) \, d\epsilon = \frac{2eNB_i}{\text{Pdim}(F_i)} \int_{t_1}^{t_2} t^2 e^{-t^2} \, dt = \frac{2eNB_i}{\text{Pdim}(F_i)} \int_{t_1}^{t_2} t \left(1 - \frac{e^{-t^2}}{2}\right) \, dt = \frac{eNB_i}{\text{Pdim}(F_i)} \left[ t_1 e^{-t_1^2} - t_2 e^{-t_2^2} + \int_{t_1}^{t_2} e^{-t^2} \, dt \right]
\[
\leq \frac{eNB_i}{\text{Pdim}(F_i)} \left[ t_1 e^{-t_1^2} - t_2 e^{-t_2^2} + (t_2 - t_1) e^{-t_1^2} \right]
\leq \frac{eNB_i}{\text{Pdim}(F_i)} \cdot t_2 e^{-t_1^2} = \|u\| \sqrt{\log\left(\frac{eNB_i}{\delta \cdot \text{Pdim}(F_i)}\right)}. \tag{5.6}
\]

Combining (5.5) and (5.6) and choosing \( \delta = B_i \left(\frac{\text{Pdim}(F_i)}{N}\right)^{1/2} \leq B_i \), we get for \( i = 1, 2, 3, 5, 6, 7, 8, 9, 10 \),
\[
\Re(F_i) \leq \inf_{0 < \delta < B_i} \left( 4\delta + \frac{12B_i}{\sqrt{N}} + \frac{12}{\sqrt{N}} \int_{\delta}^{B_i} \frac{1}{\text{Pdim}(F_i)} \cdot \log\left(\frac{eNB_i}{\epsilon \cdot \text{Pdim}(F_i)}\right) \, d\epsilon \right)
\]
\[
\leq \inf_{0 < \delta < B_i} \left( 4\delta + \frac{12B_i}{\sqrt{N}} + \frac{12B_i \text{Pdim}(F_i)}{\sqrt{N}} \sqrt{\log\left(\frac{eNB_i}{\delta \cdot \text{Pdim}(F_i)}\right)} \right)
\leq 28 \frac{3}{2} B_i \left(\frac{\text{Pdim}(F_i)}{N}\right)^{1/2} \sqrt{\log\left(\frac{eN}{\text{Pdim}(F_i)}\right)} \tag{5.7}
\leq 28 \frac{3}{2} B_i \left(\frac{\text{Pdim}(N_i)}{N}\right)^{1/2} \sqrt{\log\left(\frac{eN}{\text{Pdim}(N_i)}\right)}
\leq 28 \frac{3}{2} \max\{B, B^2\} \left(\frac{\mathcal{H}}{N}\right)^{1/2} \sqrt{\log\left(\frac{eN}{\mathcal{H}}\right)},
\]
with
\[
\mathcal{H} = 4C(D + 2)^2(D + 4)^2(D + 5)^2W^2(D + 5 + \log((D + 2)(D + 4)W))
\]
where in the forth step we apply Lemma 5.14 and we use Proposition 5.12 in the last step. Similarly for \( i = 11, 13 \),
\[
\Re(F_i) \leq 28 \frac{3}{2} \max\{B, B^2\} \left(\frac{\mathcal{H}}{M}\right)^{1/2} \sqrt{\log\left(\frac{eM}{\mathcal{H}}\right)} \tag{5.8}
\]
Obviously, \( \Re(F_4) \) and \( \Re(F_{12}) \) can be bounded by the right hand side of (5.7) and (5.8), respectively. Combining Lemma 5.1 and 5.4 and (5.7) and (5.8), we have
\[
\mathbb{E}_{(x_k)_{k=1}^{N}} \sup_{u \in \mathcal{A}^3} \left| \mathcal{L}(u) - \widetilde{\mathcal{L}}(u) \right| \leq 40 \mathbb{E}_{(x_k)_{k=1}^{N}} \sup_{u \in \mathcal{A}^3} \left| \mathcal{L}_j(u) - \widetilde{\mathcal{L}}_j(u) \right|
\leq 28 \frac{3}{2} \max\{B, B^2\} \left(\frac{40\Omega C_1}{\mathcal{H}}\right)^{1/2} \sqrt{\log\left(\frac{eN}{\mathcal{H}}\right)} + 12 \mathbb{E}_{(x_k)_{k=1}^{N}} \sup_{u \in \mathcal{A}^3} \left| \mathcal{L}_j(u) - \widetilde{\mathcal{L}}_j(u) \right|
\leq 28 \frac{3}{2} \max\{B, B^2\} \left(\frac{40\Omega C_1}{\mathcal{H}}\right)^{1/2} \sqrt{\log\left(\frac{eN}{\mathcal{H}}\right)} + 12 \mathbb{E}_{(x_k)_{k=1}^{N}} \sup_{u \in \mathcal{A}^3} \left| \mathcal{L}_j(u) - \widetilde{\mathcal{L}}_j(u) \right|
\]
where
\[ C_1 = \max\{A^2d^4, B^2d^6, C^2, ABd^3, ACd^2, AFd, BC, BDd, CE\}, \]
\[ C_2 = \max\{C^2, D^2, E\}. \]

Hence for any \( \epsilon > 0 \), if the number of sample
\[ N, M = C(d, \Omega, 3, B)D^6W^2(\mathcal{D} + \log W) \left( \frac{1}{\epsilon} \right)^{2+\delta} \]
with \( \delta \) being an arbitrarily small number, then we have
\[ \mathbb{E}_{\{X_k\}_{k=1}^N, \{Y_k\}_{k=1}^M} \sup_{u \in \mathcal{A}} |\mathcal{L}(u) - \hat{\mathcal{L}}(u)| \leq \epsilon. \]

\[ \Box \]

6. Convergence rate for the PINNs. With preparation in last two sections on the bounds of approximation and statistical errors, we at the place to give our main results.

**Theorem 6.1.** Assume that \( \mathcal{E}_{opt} = 0 \). For any \( \epsilon > 0 \), we set the parameterized neural network class
\[ \mathcal{P} = \mathcal{N} \left( \lceil \log_2 d \rceil + 2, C(d, \Omega, 3, \|u^*\|_{C^2(\Omega)}) \left( \frac{1}{\epsilon} \right)^d, \{\| \cdot \|_{C^2(\Omega)}, 2\|u^*\|_{C^2(\Omega)}\}, \{\text{ReLU}^3\} \right) \]
and set the number of sample
\[ N, M = C(d, \Omega, 3, \|u^*\|_{C^2(\Omega)}) \left( \frac{1}{\epsilon} \right)^{2d+4+\delta} \]
where \( \delta \) is an arbitrarily small number, then we have
\[ \mathbb{E}_{\{X_k\}_{k=1}^N, \{Y_k\}_{k=1}^M} \|u_{\phi,a} - u^*\|_{H^\mathcal{A}(\Omega)} \leq \epsilon. \]

**Proof.** For any \( \epsilon > 0 \), by Theorem 4.9, there exists an neural network function \( \bar{u} \) with depth \( \lceil \log_2 d \rceil + 2 \) and width \( C(d, \Omega, 3, \|u^*\|_{C^2(\Omega)}) \left( \frac{1}{\epsilon} \right)^d \) such that
\[ \|u^* - \bar{u}\|_{C^2(\Omega)} \leq \left( \frac{\epsilon^2}{3C(d^2 + 3d + 4)|\Omega| \max\{2d^2A^2, d^2B^2, C^2\} + 2C|\partial\Omega|\epsilon^2} \right)^{1/2}. \]
Without loss of generality we assume that \( \epsilon \) is small enough such that
\[ \|\bar{u}\|_{C^2(\hat{\Omega})} \leq \|u^* - \bar{u}\|_{C^2(\hat{\Omega})} + \|u^*\|_{C^2(\Omega)} \leq 2\|u^*\|_{C^2(\hat{\Omega})}. \]
Hence \( \bar{u} \) belongs to the function class
\[ \mathcal{P} = \mathcal{N} \left( \lceil \log_2 d \rceil + 2, C(d, \Omega, 3, \|u^*\|_{C^2(\Omega)}) \left( \frac{1}{\epsilon} \right)^d, \{\| \cdot \|_{C^2(\Omega)}, 2\|u^*\|_{C^2(\Omega)}\}, \{\text{ReLU}^3\} \right). \]
And
\[ E_{app} \leq \frac{3}{2}(d^2 + 3d^2 + 4)|\Omega| \max\{2d^2, d, 2^2\} \| \tilde{u} - u^* \|_{C^2(\Omega)}^2 + |\partial \Omega|e^2 \| \tilde{u} - u^* \|_{C^2(\Omega)}^2 \leq \frac{\epsilon^2}{2C}. \quad (6.1) \]

By Theorem 5.13, when the number of sample
\[ N, M = C(d, \Omega, 3, B)D^6W^2(D + \log W) \left( \frac{1}{\epsilon} \right)^{4+\delta} = C(d, \Omega, 3, \| u^* \|_{C^\gamma(\Omega)}) \left( \frac{1}{\epsilon} \right)^{2d+4+\delta} \]
with \( \delta \) being an arbitrarily small number, we have
\[ E_{sta} = \mathbb{E}_{(X_k)_{k=1}^N, (Y_k)_{k=1}^M} \sup_{u \in P} \left| \mathcal{L}(u) - \hat{\mathcal{L}}(u) \right| \leq \frac{\epsilon^2}{2C}. \quad (6.2) \]

Combining Proposition 3.2), (6.1) and (6.2) yields the result. \( \square \)

In [26, 27, 20], the convergence of PINNs is studied. They proved that as the number of parameters in the neural networks and number of training samples go to infinity the solution of PINNs with converges to the solution of the PDEs’. Here we establish the nonasymptotic convergence rate of PINNs. According to our results established in Theorem 6.1, the influence of depth and width in the neural networks and number of training samples are characterized quantitatively. We give answer on how to choose the hyperparameters to archive the desired accuracy, which is import but missing in [26, 27, 20].

7. Conclusion. This paper provided an analysis of convergence rate for PINNs. Specifically, our study shed light on how to set depth and width of networks to achieve the desired convergence rate in terms of number of training samples. The estimation on the approximation error of deep ReLU³ network is established in \( C^2 \) norms. The statistical error can be derived technically by the Rademacher complexity of the non-Lipschitz composition with ReLU³ network.

There are several interesting further research directions. First, it is interesting to extend the current analysis for general second order equations with Neumann or Robin boundary conditions. Second, while we have considered only the forward problems, the error estimate can be extended to using PINNs to solve optimal control problems and inverse problems.
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