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ABSTRACT

21cm tomography opens a window to directly study astrophysics and fundamental physics of early epochs in our Universe’s history, the Epoch of Reionisation (EoR) and Cosmic Dawn (CD). Summary statistics such as the power spectrum omit information encoded in this signal due to its highly non-Gaussian nature. Here we adopt a network-based approach for direct inference of CD and EoR astrophysics jointly with fundamental physics from 21cm tomography. We showcase a warm dark matter (WDM) universe, where dark matter density parameter Ωm and WDM mass mWDM strongly influence both CD and EoR. Reflecting the three-dimensional nature of 21cm light-cones, we present a new, albeit simple, 3D convolutional neural network (3D-21cmPIE-Net) for efficient parameter recovery at moderate training cost. On simulations we observe high-fidelity parameter recovery for CD and EoR astrophysics (R2 > 0.78 – 0.99), together with DM density Ωm (R2 > 0.97) and WDM mass (R2 > 0.61, significantly better for mWDM < 3 – 4 keV). For realistic mock observed light-cones that include noise and foreground levels expected for the Square Kilometre Array, we note that in an optimistic foreground scenario parameter recovery is unaffected, while for moderate, less optimistic foreground levels (occupying the so-called wedge) the recovery of the WDM mass deteriorates, while other parameters remain robust against increased foreground levels at R2 > 0.9. We further test the robustness of our network-based inference against modelling uncertainties and systematics by transfer learning between bare simulations and mock observations; we find robust recovery of specific X-ray luminosity and ionising efficiency, while DM density and WDM mass come with increased bias and scatter.
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1 INTRODUCTION

Cosmic Dawn (CD), when the first luminous sources in the Universe form, and the Epoch of Reionisation (EoR), when the first stars and galaxies ionise the surrounding intergalactic medium (IGM), are key eras in our Universe’s history. Mapping the spin-flip transition of neutral hydrogen, the so-called 21cm line, can provide us with 3D tomographic light-cones of these first billion years of our Universe. In recent years radio interferometers target the redshifted 21cm radiation to probe the EoR and CD. While current experiments such as the Precision Array for Probing the Epoch of Reionisation (PAPER: Parsons et al. (2010)), the Murchison Widefield Array (MWA; Tingay et al. (2013)), the Low Frequency Array (LOFAR: van Haarlem et al. (2013)) and the Hydrogen Epoch of Reionisation Array (HERA; DeBoer et al. (2017)) aim for a statistical detection, the Square Kilometre Array (SKA)1 is set to provide full 3D tomography using the 21cm line emission.

Besides probing early star and galaxy formation/evolution, 21cm intensity mapping is a promising tool to probe our cosmic concordance model at z > 6, e.g. the nature of dark energy and/or modifications of gravity (Heneka & Amendola 2018a; Heneka & Amendola 2018b; Liu et al. 2019; Berti et al. 2021) and the nature of dark matter (DM), see for example Evoli et al. (2014); Sitwell et al. (2014); List et al. (2020); Jones et al. (2021) and the recent 21cm power spectrum constraints by The HERA Collaboration et al. (2021). The ΛCDM model, where DM is cold and non-baryonic, agrees well with a wide range of cosmological observations. A DM candidate that is semi-relativistic at creation and is predicted at masses of the order of keV is warm dark matter (WDM) (Bond & Szalay 1983). Generally, WDM encompasses thermal relics at few keV that decouple well before ordinary neutrinos and lead to small scale modifications of the cold dark matter power spectrum. A popular possible WDM particle is the sterile neutrino (Dodelson & Widrow 1994; Abazajian et al. 2001; Boyarsky et al. 2009; Adhikari et al. 2017); another possible candidate is the light gravitino, the supersymmetric partner of the graviton, of masses up to few keV (Viel et al. 2005). Depending on its mass, the corresponding free streaming length of thermal WDM suppresses the DM power spectrum and thus structure formation at small scales. This effect has been hypothesised to both aid with the so-called missing satellites problem of too few substructure observed in galaxies (Moore et al. 1999), as well as the "too big to fail" problem (Boylan-Kolchin et al. 2011). Generally, measurements of the 21cm line during CD and the EoR can provide us with a useful handle
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on the underlying DM power spectrum and thus (W)DM properties at these redshifts of early structure formation.

So far, summary statistics such as the power spectrum have been extensively used to investigate the impact of WDM on the 21 cm signal (e.g. Sitwell et al. (2014); Lovell et al. (2014); Carucci et al. (2015); Villanueva-Domingo et al. (2018)). They have been shown to be sensitive to WDM properties. However, the 21 cm signal is highly non-Gaussian (Mellema et al. 2006) and beyond-Gaussian statistics such as the bispectrum (see Saxena et al. (2020) for the comparison of bispectra in CDM and WDM scenarios) have been shown to improve on constraints. Instead of looking ‘by-hand’ for optimal summary statistics to provide a complete as possible description of the signal, we want to train a deep neural network (NN) for optimal parameter recovery, including the WDM mass, from 21 cm maps. Previously NNs have been applied for study of the 21 cm signal, including direct parameter inference from the 21 cm power spectrum; (Shimabuku & Semelin 2017) and signal emulation (Kern et al. 2017; Schmit & Pritchard 2017). More recently, there have been advances for direct inference of 21 cm astrophysics and cosmology from imaging and tomography (Gillet et al. 2019; Hassan et al. 2020; Mangena et al. 2020; Hortaú et al. 2020b; Prelogović et al. 2022). So far this approach has not been tested for a WDM universe.

In this paper we enlarge the parameter space from key astrophysical parameters of CD and the EoR to DM properties and test the application of deep learning for joint parameter recovery of astrophysical and WDM parameters from 21 cm light-cones. Besides searching for an optimal and at the same time simple (meaning fast converging during training and well-interpretable) network model for the joint inference task, we are interested in how well an NN can infer WDM properties, given it is presented with the full non-Gaussian information encoded in 21 cm light-cones.

The paper is organised as follows: We start with a brief overview of the creation of our database of 21 cm light-cones in Section 2. We then present our findings from our search for an optimal network architecture in Section 3. In Section 4 we present our results for parameter inference for different network architectures, for different levels of foregrounds, and for both an astrophysics plus WDM and astrophysics-only set of parameters. Moreover, we test the robustness of our results by transfer learning between simulations and mock observed signals. Finally, in Section 5 we take a look at saliency maps and filter representations to understand how our best-performing 3D CNN operates.

2 DATABASE OF 21 CM LIGHT-CONES

In this section we describe the creation of the database of 3D light-cones of 21 cm brightness temperature fluctuations $\delta T_b (x, \nu)$, with on-sky coordinates, $x$, and frequency, $\nu$, which we use for training our neural networks. For simulation of the light-cones we use the publicly available semi-numerical code 21cmFAST $\nu^2$ (Mesinger & Furlanetto 2007; Mesinger et al. 2011; Murray et al. 2020). The light-cones are generated from evolving coeval cubes with redshift as follows. 21cmFAST generates density and velocity initial conditions in Lagrangian space. The density and velocity fields are then evolved at first and second order perturbation theory using the Zel’Dovich approximation (Zel’Dovich 1970). Collapsed regions are identified within an excursion-set procedure by applying a top-hat filter at decreasing scales. As described in Furlanetto et al. (2004) a region is fully ionised when the fraction of collapsed matter contributing to star formation in the region $f_{\rm coll} (x, R, z)$ exceeds the inverse ionisation efficiency $\zeta^{-1}$. Partially ionised regions are included with an ionisation fraction of $f_{\rm coll} (x, R, z)$ (Mesinger & Furlanetto 2007). Given the 21 cm signal during reionisation generally depends on the gas spin temperature $T_S$ if we drop the simplifying assumption that the IGM was already pre-heated before reionisation (Greig & Mesinger 2017; Heneka & Mesinger 2020), we do not assume the so-called post-heating regime of $T_S \gg T_{\text{CMB}}$ but instead evolve the spin temperature field $T_S$ for each redshift.

2.1 Simulation and Choice of Parameters

Our goal is to infer WDM properties from 21 cm light-cones, jointly with a standard-set of astrophysical parameters that govern the expected 21 cm signal. For this proof of concept study we train our networks on a total of six different parameters. This includes four key astrophysical - and two DM parameters. For the astrophysics-only scenario (see Section 2.3) quantities were derived in co-moving units assuming flat $\Lambda$CDM: ($\Omega_m, \Omega_b, n_s, H_0, \sigma_8$) = (0.31, 0.049, 0.97, 68 km s$^{-1}$ Mpc$^{-1}$, 0.81), in accordance with Planck (Aghanim et al. 2020) results; cosmological parameters were held fixed to fiducial values with the exception of $\Omega_m$ and $m_{\text{WDM}}$ for our WDM scenario.

For light-cone generation and training we investigate the following ranges for the two DM parameters:

- Warm dark matter mass $m_{\text{WDM}} [0.3, 10]$ keV. Current constraints e.g. using the Lyman-alpha forest include $m_{\text{WDM}} > 3.5$ keV (95% CL) from combining results from HIRES, MIKE and K-shooter spectrographs (Irič et al. 2017) and $m_{\text{WDM}} > 5.3$ keV (95% CL) using BOSS and eBOSS data (Palanque-Delabrouille et al. 2020), as well as for a more conservative treatment of systematic uncertainties $m_{\text{WDM}} > 1.9$ keV (Garzilli et al. 2021).
- Dark matter density parameter $\Omega_{\text{DM}} [0.2, 0.4]$. It crucially controls structure formation, and we choose a fairly large allowed range encompassing current constraints such as from the Planck satellite (Aghanim et al. 2020).

The chosen ranges for four remaining key astrophysical parameters are as follows:

- The minimum virial temperature $T_{\text{vir}} \epsilon [10^4, 10^5.5]$ K. It determines the minimum virial temperature of halos for cooling to be efficient for star formation. The lower limit corresponds to a minimum temperature for efficient atomic cooling, the upper limit is motivated by observations of high redshift Lyman break galaxies (Greig & Mesinger 2015).
- The ionisation efficiency $\zeta \epsilon [10, 250]$, $\zeta$ is a composite parameter given by $\zeta = 30 \left( \frac{f_{\text{esc}}}{f_\text{esc,IGM}} \right) \left( \frac{m_{\text{ph}}}{m_{\text{ph,IGM}}} \right) \left( \frac{N_{\text{rec}}}{N_{\text{rec,IGM}}} \right) \left( \frac{2}{T_{\text{vir}}} \right)$, with the fraction of ionising photons escaping into the IGM $f_{\text{esc}}$, the fraction of galactic gas in stars $f_\text{esc,IGM}$, the number of ionising photons per baryon in stars $N_{\text{rec}}$ and the typical number density of recombinations for hydrogen in the IGM $N_{\text{rec}}$. The chosen parameter range for $\zeta$ allows for a wide range of allowed reionisation scenarios.
- The specific X-ray luminosity (with energies < 2 keV) per unit star formation rate that escapes host galaxies $L_X \epsilon [10^{38}, 10^{42}]$ erg s$^{-1}$ M$_{\odot}^{-1}$ yr$^{-1}$. The parameter range encompasses limits from observations of star-forming galaxies and high-redshift simulations (Greig & Mesinger 2017).
The X-ray energy threshold for self absorption by host galaxies $E_{\text{th}} \{100, 1500\}$ eV; X-rays of energies below $E_0$ do not escape the host galaxy. The parameter range is motivated by the column density of the ISM in simulated high-redshift galaxies (Das et al. 2017).

Note that for network training and evaluation in the following all parameter labels are normalised to $[0,1]$ for improved model performance to avoid parameters to be weighted differently according to their magnitude.

We produce light-cones by randomly sampling the given parameter ranges. We use a box size of 200 Mpc with a resolution of 1.43 Mpc. For the third redshift dimension we simulate a range of $z = 5 - 35$. Note that $\Omega_m$ controls the relative importance between DM and DE for flat cosmologies. Consequently a change in $\Omega_m$ leads to a change in length of the produced light-cones both in terms of Mpc and number of pixels. To standardise the input size for our network, the first 2350 pixels of each light-cone are kept, meaning that a light-cone of $\Omega_m = 0.4$ reaches $z = 35$, while light-cones with lower $\Omega_m$ end at lower redshifts. Furthermore, when producing light-cones by randomly sampling over the given parameter ranges, sometimes light-cones with e.g. unrealistically late or early reionisation in comparison to current constraints are generated. We therefore restrict the light-cones trained on in terms of the optical depth and low-redshift neutral fraction. We require $\tau$ to be within $5\sigma$ of the measurement of $0.054 \pm 0.007$ from the Planck satellite (Aghanim et al. 2020), as well as the IGM to be mostly ionised by redshift 5 in order to not contradict Ly$\alpha$ forest observations. Still wanting to include a wide range of potential models we only require the IGM mean neutral fraction at redshift 5 to be below 0.1.

### 2.2 Creation of Mock Observed Light-Cones

We create mock versions of our simulated light-cones with the publicly available code 21cmSense$^3$ (Pober et al. 2013, 2014). We directly transform the simulated light-cones from the previous section into SKA mock observed light-cones. To do so, we take the light-cone array of coevally evolved simulation boxes at fixed redshifts that 21cmFAST creates. To create mock light-cones the light-cone is again split into coeval boxes at certain redshift values. Two connected boxes are split at the midpoint corresponding to their respective redshifts. For each box (or frequency slice) the thermal noise is then calculated using 21cmSense and the resulting noise is added to the Fourier-transformed box by randomly drawing from a zero-mean Gaussian with variance as derived for thermal noise. The result is then transformed back to real space and the new mock light-cone rebuilt.

For thermal noise we assume 1080 h of integrated SKA-Low stage 1 observations, for tracked scans of 6h each, with instrument characteristics and baseline distribution as described in the SKA1 System Baseline Design document. 21cmSense allows for three foreground settings: optimistic (‘opt’), moderate (‘mod’) and pessimistic. In the optimistic foreground scenario the 21cm foreground wedge in k-space only covers the primary field-of-view of the instrument. In the moderate foreground scenario it extends 0.1 Mpc$^{-1}$ beyond the horizon limit. In the pessimistic foreground scenario it further extends beyond the moderate foreground scenario due to incoherently added baselines. Here in our analysis we focus on noise levels that assume the optimistic ‘opt’ and moderate ‘mod’ foreground scenarios. Examples for opt and mod mock light-cones compared to a bare simulation are shown in Figure 1. While opt mock light-cones mainly exhibit noise contamination at higher redshifts, mod mock light-cones also exhibit noise contamination towards lower redshifts and loose information about the absolute brightness temperature (similarly to the scenario of absolute values lost in interferometric measurements and the use of mean averaged light-cones).

### 2.3 2D and 3D Data for Training, Validation, and Test

We produce a database of 5050 light-cones in agreement with parameter ranges and constraints as detailed in Section 2.1 and which varies our chosen set of two DM and four key astrophysical parameters. For training of the networks we split the dataset into 3600 light-cones for training, 450 for validation and 1000 for the test set. The size of our test set matches previous works (e.g. Gillet et al. (2019); Zhao et al. (2021); Prelogović et al. (2022)), allowing for direct comparison. For our 2D CNN and ResNet we extract one 2D slice per light-cone by slicing along redshift and one spatial dimension. The resulting slices have a size of 140 x 2350 pixels. As the LSTM architecture requires a series of 2D slices, our optimal setup takes a series of slices in redshift steps of 0.5 (for $\Omega_m = 0.3$ and starting from $z=5$). We produce a second and third database of opt mock and mod mock light-cones from this database of bare simulated light-cones. Analogous to the databases created for our full set of parameters, we produce a fourth database containing 5050 light-cones to exclusively train our best-performing 3D CNN on the astrophysical parameters $L_X$, $E_{\text{D}}$, $T_{\text{vir}}$ and $\zeta$ in a CDM universe. We thus can estimate how the performance of our 3D CNN is affected by the addition of DM parameters. For compatibility with previous work the $\tau$ and IGM mean neutral fraction constraints are not applied here. We later refer to this database as our ‘astro-only’ dataset.

### 3 THE OPTIMAL NEURAL NETWORK ARCHITECTURE FOR 3D 21CM TOMOGRAPHY

Our goal is to estimate directly a joint parameter set of astrophysical and DM parameters from 3D 21cm light-cones, consisting of 2D imaging in the sky-plane and an additional frequency (redshift) dimension. For training and validation of our networks we generated a database of 21cm light-cones as described in the previous section. To identify the optimal architecture for our parameter inference, we investigated a range of network variants whose underlying architectural concepts match 3D tomographic data (2D spatial slices and a third frequency dimension) as an input.

We start by stressing that our best-performing network is a full 3D, but relatively simple, Convolutional Neural Network (CNN) that takes as input full 3D light-cones. Two further candidate networks, a standard 2D CNN and a Residual Neural Network (ResNet), take 2D slices of one spatial and the frequency dimension to perform 2D convolutions on such sliced light-cones. Another candidate network exploits the idea of two correlated spatial dimensions and a frequency dimension in form of a time-, or redshift-, sequence. Input is a series of 2D slices that are connected by long and short-range connections in form of a Long Short Term Memory (LSTM) network.

In the following, we will give a brief overview of our different candidate architectures for the joint estimate of astrophysical and DM parameters from 3D light-cone data. All architectures have been optimised with a thorough grid search of possible hyperparameter choices with regards to number of layers and filters, filter kernel.

---
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sizes, dense layer nodes, activation functions, regularisation techniques (dropout, pooling, batch normalisation), batch size, optimizer, loss function and learning rate. We note that we find the Adam optimizer (Kingma & Ba 2017) with AMSgrad (Reddi et al. 2019) and the mean squared error loss function to be the optimal choice for all of our architectures. Additionally, we use a few common techniques to improve convergence. We use a learning rate reduction of a factor of 0.5 after a plateau of 5 epochs without the validation loss improving. After a plateau of 10 epochs we stop the training and restore the weights from the epoch with the lowest validation loss before applying the neural network to the test set. Finally, all parameter labels (two DM and four astrophysical parameters, see section 2.1) are normalised to a range of [0,1] to ensure equal training on the different parameters and improve performance of our network models.

We start by presenting our conclusions from testing and optimising our three 2D network architectures, the 2D CNN, the ResNet and the LSTM, and finish by presenting our 3D network optimised for 21cm light-cones. The best-performing 3D architecture is shown in Figure 1, for the other candidate architectures we refer to appendix A. All networks are implemented, trained and evaluated using the Python API Keras,\footnote{https://keras.io} based on TensorFlow.\footnote{https://github.com/tensorflow/tensorflow}

### 3.1 A 2D CNN for 21cm imaging

CNNs are one of the most commonly used architectures for image interpretation tasks. They have already been used for deriving properties from 21cm images of reionisation (see for example Gillet et al. (2019), Mangena et al. (2020), Zhao et al. (2021)). The idea is to use convolutional layers to read out local features. Dense layers then regress output parameters of interest, in our case our set of astrophysical and DM parameters. In addition to standard convolutional layers we require additional measures against overfitting. Overfitting usually manifests itself in decreased accuracy on validation and test datasets as compared to the training set. Typical measures are dropout, max pooling, average pooling and batch normalisation (Joffe & Szegedy (2015)). For our 2D CNN analysis of light-cone slices we find these to significantly increase our performance. A global average pooling (GAP) layer after the final convolutional layer performed best. The GAP layer calculates the average value over each filter and only passes that on to the next layer. While information loss with dropout or batch normalisation has been too large, GAP provided a good balance between information lost by averaging and avoidance of overfitting when using a fairly large number of 128 filters before applying GAP. For our 2D CNN a quite simple architecture with 3x3 filter kernels and the application of Rectified Linear Units (ReLU, Nair & Hinton (2010)) activation to all hidden layers yields best results. Exception is the final dense layer without activation function. Not normalising our input image performs best. We used a learning rate of $10^{-4}$ and train the 2D CNN for 100 epochs. Training on a single NVIDIA K80 GPU requires 0.05 hours per epoch. The 2D CNN architecture is summarised in Table A1.

### 3.2 A ResNet for 21cm imaging

To improve performance of a CNN, one way is to simply add more convolutional layers. This however has a major flaw: The network training becomes more difficult, with e.g. gradients for the updating of weights becoming smaller the more layers we use, potentially causing a vanishing gradient problem. One way to solve this is by using skip connections in a so-called ResNet (He et al. 2016). A skip connection directly connects non-adjacent layers by adding their output before passing it on. With this in mind we increase the number of convolutional layers as compared to our 2D CNN by a factor of two. For our ResNet we introduce two new features: The first one doubles the kernel size of the first layer, as this helped performance. The second feature is the use of batch normalisation. We suspect that the resulting smoothing of the loss curve makes it more likely to find a sufficiently ‘good’ local minimum. Analogous to our 2D CNN we use 3x3 kernels for all convolutional layers apart from the first and we refrain from normalising our input values. From the second layer on we group our network in blocks of two layers. The input of each block is connected to its output with a skip connection. Compared to the 2D CNN we use a higher learning rate of $6 \times 10^{-4}$. For the results presented our ResNet stopped training after 65 epochs, with the validation loss not improving for 10 epochs. As a result of the deeper architecture, training the ResNet on a single NVIDIA K80 GPU takes about 0.18 hours per epoch, which is considerably longer than the 2D CNN. Our ResNet architecture is presented in Table A3.

### 3.3 An LSTM to capture time-dependence

LSTM networks are tailored for sequences of data, such as videos, or texts where time evolution of the signal is relevant for interpretation. Their core feature is the LSTM cell (Hochreiter & Schmidhuber (1997)). It stores information from each time step to incorporate time- or sequence-dependent features in the learning. With this in mind we build our LSTM architecture on the idea of exploiting directly the time-dependency of the light-cones. Our LSTM is not bidirectional; it also follows the forward time direction. We create a sequence of 39 spatial 2D slices from each light-cone. A small 2D CNN is applied to each element of the sequence to convolve the spatial features. The results of each time step are connected by an LSTM cell, thus reflecting the time-dependence of the 21cm light-cones. Our optimised LSTM architecture is build with 2D CNNs applied to each time step consisting of a 5x5 convolution, a max pooling layer, a 3x3 convolution and GAP. We use the Swish activation function (Ramachandran et al. (2017)), apart from the final dense layer which has no activation function, and min-max normalise the input. We start with a learning rate of $4 \times 10^{-4}$ and train for 100 epochs, with a training time of 0.10 hours per epoch when training on a single NVIDIA K80 GPU. The best-performing LSTM architecture is summarised in Table A2.

### 3.4 A 3D CNN for full 21cm tomography

While achieving satisfactory results for our 2D networks, a 3D architecture yielded the best performance. Our 3D CNN displays a relatively simple architecture and small number of parameters, while converging after few epochs and a short per epoch training time. A GAP layer against overfitting secures fast convergence. Importantly, the filter kernel of the first convolutional layer is tailored to capture comparably smaller-scale fluctuations spatially and larger-range modulations in frequency, or time (more representative of the global 21cm signal), which significantly speeds up training and improves regression results.
Figure 1. Schematic representation of our best-performing 3D CNN architecture (using code from Iqbal et al. (2020)). The network takes as input a 21cm light-cone (left) and outputs a set of inferred parameters. The orange boxes correspond to layers of the network; note that they are four dimensional and therefore the filter dimension is not shown. Instead the number of filters is displayed above each convolutional layer. The blue boxes depict the fully-connected dense part of the network. The darker area of the orange and blue boxes symbolizes the ReLu activation function.

### 3.4.1 Details on 3D architecture, and its optimisation

A schematic representation of our 3D CNN is shown in Figure 1; Table 1 summarises the architecture. As mentioned, we tailor the 3D CNN architecture to the time-dependency of the 21cm light-cones that follow the evolution of the global 21cm signal. For this purpose filters with a kernel size of (3, 3, 102) are applied in the first convolutional layer. This enables the network to learn filters specifically designed to detect spatial fluctuations evolving in the redshift direction. We take a more detailed look at the structure of some exemplary filters in Section 5.2. Moreover, a stride of (1, 1, 102) reduces the dimensionality for the following layers, and thus reduces required computational resources and training time. Similar to the 2D networks we use a GAP layer to alleviate overfitting. Compared to other measures against overfitting, this enables the network to converge after fewer epochs while performing better. Some small adjustments to our hyperparameter choices that we describe in the following further optimise the network. We min-max normalise the input with the maximum and minimum pixel values in the full light-cone dataset. The filter size of the hidden convolutional layers is set to (3x3x2) and our max pooling layers are only applied to the two spatial dimensions. The ReLu activation function is used for hidden layers and a sigmoid activation for the final dense layer. This has the side effect of forcing all predictions to lie within the parameter range trained on.

### 3.4.2 Training of our 3D network

The 3D CNN has been trained for 35 epochs on our database of simulated light-cones for bare simulation data, and 30 epochs for mock observed light-cones. Training on mock observed light-cones is slightly slower than training on the bare simulations. This is likely caused by the large number of zero value pixels in most simulation light-cones. For training we use a learning rate of $4 \times 10^{-4}$ and set the batch size to 8. The batch size controls the number of light-cones which the neural network reads in before performing a weight update. A smaller batch size results in more frequent weight updates and therefore may lead to larger fluctuations. A larger batch size can lead to a higher degree of generalisation, meaning the neural network may lose some of its ability to interpolate. Using a lower batch size led to a slightly worsened performance. Finally, we note that the training on one NVIDIA K80 GPU takes about 0.33 hours per epoch.

### 4 RESULTS

In this section we showcase the ability of our trained neural networks to infer key astrophysical and DM parameters, with emphasis on our best-performing 3D 21cm parameter inference network (3D-21cmPIE-Net).

To assess performance we calculate the coefficient of determination $R^2$ for each parameter on all light-cones of the test set evaluated.
The coefficient of determination is defined as
\[ R^2 = 1 - \frac{\sum_{i=1}^{n} (y_{i, \text{true}} - \hat{y}_i)^2}{\sum_{i=1}^{n} (y_{i, \text{true}} - \bar{y})^2}. \] (1)

Here \( y_{i, \text{true}} \) is the true value or label of a parameter for light-cone \( i \), \( y_{i, \text{pred}} \) is the prediction for the same parameter for light-cone \( i \) and \( \bar{y} \) is the average of all labels for this parameter over all light-cones of the test set. All parameter labels are normalised to \([0,1]\). If the network predicts the value \( \hat{y} \) of a parameter for each light-cone, then it is not gathering any information about that parameter. In this case the \( R^2 \) value is zero. The \( R^2 \) value for said parameter will be one, if exactly the true value of a parameter is predicted for each light-cone.

We start with a brief overview of our results for astrophysical and DM parameter inference with 2D architectures trained on simulated light-cones (4.1.1), before focusing on the best-performing 3D CNN architecture. We present our findings for inference with the 3D CNN for bare simulated (4.1.2), mock observed light-cones with optimal and moderate foreground assumptions (4.2) as well as compare to the inference of astrophysical parameters only (4.3). We finish with a demonstration of transfer learning where we apply the 3D CNN trained on bare simulated light-cones on mock observed light-cones, and vice-versa, in order to evaluate the robustness of our model for example against inaccuracies in noise and foreground models assumed.

4.1 Parameter Inference from 21cm simulated light-cones: Astrophysics and WDM Properties

4.1.1 Results for 2D Imaging Networks

The \( R^2 \) values of the test set prediction of astrophysical and DM parameters inferred with our 2D CNN, ResNet and LSTM architectures are shown in row A to C in Table 2. For direct comparison of the overall performance the table includes as well the minimum mean squared loss value achieved for the test set by each network. A lower loss value means that the model has a better average prediction across all parameters. The LSTM generally performs best, especially when estimating the X-ray energy threshold \( E_0 \), and similar to the other networks for the remaining parameters. Generally, across 2D networks, for the matter density \( \Omega_m \), X-ray luminosity \( L_X \) and ionising efficiency \( \zeta \) very good inference results (high \( R^2 > 0.9 \)) are achieved, while the warm dark matter mass \( m_{\text{WDM}} \) turns out to be more challenging at \( R^2 \approx 0.5 \). We note though that inference results for \( m_{\text{WDM}} \) are significantly WDM mass-dependent, as is the case for 3D inference described in the following section. We presume that the LSTM performs best since it accounts for the time dependence of the 21cm maps. These results also indicate that increasing the depth of the architecture with a ResNet does not improve performance, further motivating our findings for a relatively small and simple 3D CNN architecture.

4.1.2 Results for 3D Tomography

Here we discuss in more detail findings from our 3D CNN, that shows the best performance as compared to the range of 2D architectures investigated. We note the loss curves of our 3D network indicate it to converge well without overfitting. For example when trained on simulated light-cones the network reaches a loss of 0.0094 for the training set, 0.0118 for the validation set and 0.0110 for the test set; see Section 3.4.2 for more information on the training of our 3D network.

The \( R^2 \) values of the test set predictions by our 3D CNN are displayed in row D in Table 2. The best results for each parameter across all architectures and datasets are highlighted in bold. Our 3D CNN outperforms our 2D architectures on the simulation dataset, while the LSTM is our best-performing 2D network. We find the largest difference between the LSTM and our 3D network for the parameter \( m_{\text{WDM}} \), with the 3D CNN providing more accurate predictions for low-mass WDM. Again, as for 2D architectures in the previous section, the matter density \( \Omega_m \), X-ray luminosity \( L_X \) and ionising efficiency \( \zeta \) are inferred extremely well (high \( R^2 > 0.97 \)), while the warm dark matter mass \( m_{\text{WDM}} \) remains the most challenging parameter. For the virial temperature \( T_{\text{vir}} \) and the X-ray energy threshold \( E_0 \) we reach \( R^2 \) values of \( >0.77 \) and \( >0.82 \), with higher scatter at high and low parameter values, respectively. The scatter plots for the test set predictions of the 3D CNN as compared to the true values are shown in Figure 2. For most parameters the scatter plots show some kind of an s-shape and slightly worse results for very high or low values. This has been seen in previous work and can be attributed to the sharp boundaries of the prior parameter ranges (Prelogović et al. 2022). Note that we have conservatively chosen wide prior parameter ranges and thus should be safe from the bias caused by this effect for realistic models.

Our results for the parameters \( L_X \), \( E_0 \) and \( \zeta \) are comparable to previous studies where astrophysical parameters alone where inferred (Gillet et al. 2019; Prelogović et al. 2022); see also the discussion in Section 4.3. We therefore focus here our discussion on the remaining three parameters. When training on an astro-only dataset our 3D CNN achieves \( R^2 \) values above 0.99 for \( T_{\text{vir}} \) (see Section 4.3). Once we include DM parameters inference deteriorates. Main driver is the introduction of the parameter \( m_{\text{WDM}} \). We can interpret this as follows. The WDM mass influences the Jeans mass as \( M_{\text{Jeans}} \propto \left( \Omega_{m, R} \right)^{1/2} \left( m_{\text{WDM}} / m_p \right)^{-4} M_\odot \) holds (Sitwell et al. (2014)), where we assume DM to be WDM. The halo mass of a collapsing halo is related to the virial temperature after the collapse via \( T_{\text{vir}} = \frac{\mu m_p v^2}{2 k_B} \), with mean molecular weight \( \mu \), proton mass \( m_p \), Boltzmann constant \( k_B \), and circular velocity \( v \). (Barkana & Loeb (2001)). Both parameters set a threshold for early star formation. If the Jeans mass is a more stringent boundary than the minimum virial temperature the latter will have only little influence on the era of reionisation.

This effect becomes obvious in the scatter plots in Figure 2. The parameter \( T_{\text{vir}} \) shows a fairly decent agreement between predictions and labels for most points. There is however a certain subset of points with high scatter which get randomly assigned to false values independent of their true value. This is likely caused by the aforementioned influence of the WDM mass to set another threshold for efficient star formation, as the majority of the falsely attributed points stems from simulations with low WDM masses.

Finally we take a closer look at our two additional DM parameters \( m_{\text{WDM}} \) and \( \Omega_m \). Scatter plots of predicted versus true values for both parameters are displayed in Figure 3. The extra top and right panels show the difference between prediction and true label given the true parameter label (top) and given the predicted parameter label (right); errorbars depict the 1σ standard deviation. For \( \Omega_m \) the scatter plot showcases accurate inference across the chosen parameter range, away from the (s-shaped) prior boundaries. The scatter plot for \( m_{\text{WDM}} \) shows excellent agreement between true and predicted values for \( m_{\text{WDM}} < 2 \text{ keV} \), and the majority of predictions up to \( m_{\text{WDM}} = 4 \text{ keV} \) is fairly accurate. However for labels in the \( m_{\text{WDM}} = 2 - 4 \text{ keV} \) range outliers start to appear which scatter upwards to predict too high \( m_{\text{WDM}} \) values. For even higher masses
asymptotes above \( m_{\text{WDM}} > 4 \) keV the predicting power of the network deteriorates. We can conclude that the range of WDM masses that can be well constrained via direct inference from 21cm tomographic light-cones strongly depends on the WDM mass and is restricted to lower masses below \( \sim 4 \) keV, as has been observed as well for summary statistics such as power spectra and bispectra (Carucci et al. 2015; Saxena et al. 2020). Reason is that higher-mass WDM behaves more and more like CDM, with its power "cutoff" moving to smaller and smaller scales (e.g. Villanueva-Domingo et al. (2018)). We note that future tomographic 21cm measurements during reionisation and cosmic dawn have the power to support current constraints e.g. from Ly\( \alpha \) forest measurements that exclude low \( m_{\text{WDM}} \) masses. When solely training on \( m_{\text{WDM}} \) while keeping all other parameters constant we achieve \( R^2 > 0.99 \) on bare simulations, hinting at how well in principle \( m_{\text{WDM}} \) could be inferred by network-models when knowing the other model parameters perfectly well. Generally, inference from 21cm reionisation-era light-cones can be seen as a powerful additional tool to complement constraints on WDM.

As discussed above, a small bias arises towards the edges of the prior parameter ranges due to their sharp boundaries. Additionally, larger biases can arise for example due to models becoming indistinguishable above a certain threshold. Knowing the ground truth labels upon evaluation of the test set, we can directly measure bias present in our method as the median deviation between prediction and label. These trends are summarised in Figure 4 which reports the bias as a function of true parameter labels (labels are normalised between \([0,1]\)). We note that the bias is comparably small < 5% for most parameters and ranges, with rising biases due to sharp prior range boundaries more confined towards the edges, as also noticeable in Figure 2 and 3. Only for \( m_{\text{WDM}} \) and \( E_0 \) the insensitivity of the signal to higher values and/or degeneracies hypothesised lead to the range where both parameters are unbiased being restricted mostly to the lower 20% of the allowed parameter range, translating to below \( \sim 2 \) keV and \( \sim 300 \) eV, respectively. For the other parameters this method is largely unbiased for most of the parameter range investigated. Lastly, there is possible bias stemming from the way the parameter set was sampled. As we randomly sampled 1000 parameter sets for the test set (4000 for the training set) we made sure the model predictive performance is not biased due to parameter sampling, with random per-parameter distances being considerably smaller than observed scatter between label and predicted parameter values.

### 4.2 Parameter Inference from 21cm mock light-cones: Astrophysics and WDM Properties

Here we discuss our findings from training our 3D CNN on mock observed light-cones. The results for training and inferring on mock light-cones with optimal foreground settings (opt mock light-cones) are shown in row E in Table 2. The difference between the \( R^2 \) and loss values for the opt mock and bare simulated light-cones is negligible. Results for training our 3D CNN on mock light-cones with moderate foreground settings (mod mock light-cones) are shown in row F in Table 2. Analogue to opt mock light-cones, mod mock light-cones are trained for 30 epochs. We stress here that the inference results for the mod mock light-cones only slightly deteriorate as compared to the performance of the 3D CNN on simulations or opt mock light-cones. In particular the parameters \( \Omega_m \) and \( L_X \) are barely affected by increased levels of foregrounds.

The inlet histograms in Figure 2 compare the difference between predictions and true parameter labels for opt mock light-cones (blue), mod mock light-cones (green) and bare simulated light-cones (red); they visualise the difference in accuracy and precision of inference for each parameter in these three cases. For \( \Omega_m \) and \( L_X \) inference for opt mock light-cones, mod mock light-cones and bare simulations works similarly well, with all three histograms centered around zero with narrow spread, i.e. indicating high accuracy and precision. For \( T_{\text{vir}} \) and \( \zeta \) histograms indicate similarly low bias and scatter, with only a slightly larger scatter in the mod mock case. In the case of \( E_0 \) the histograms broaden, indicating lower precision achievable, again only with slightly increased scatter in the presence of noise and foregrounds. \( m_{\text{WDM}} \) is special insofar, as the predictions are unaffected for opt mock light-cones but become uninformative for mod mock light-cones. We therefore conclude that active foreground cleaning well into the wedge region is required to accurately infer \( m_{\text{WDM}} \) at low masses \( \leq 4 \) keV, while large scatter is present for higher masses that make up the broadened histogram base.

### 4.3 Inference of Astrophysical Parameters only

Here we briefly present for comparison our findings from training our 3D CNN architecture exclusively on astrophysical parameters. The astro-only dataset (see Section 2.3) assumes a CDM universe and only varies the four astrophysical parameters \( L_X, E_0, T_{\text{vir}} \) and \( \zeta \). The \( R^2 \) values inferred by our 3D CNN and LSTM on the astro-only test set are shown in Table 3. In comparison to the results

\[
\begin{array}{|c|c|c|c|c|c|c|c|}
\hline
\text{Network Model} & m_{\text{WDM}} & \Omega_m & L_X & E_0 & T_{\text{vir}} & \zeta & \text{loss} \\
\hline
A. 2D CNN & 0.499 & 0.972 & 0.980 & 0.705 & 0.767 & 0.957 & 0.0146 \\
B. ResNet & 0.454 & 0.953 & 0.979 & 0.668 & 0.730 & 0.935 & 0.0167 \\
C. LSTM & 0.503 & 0.978 & 0.984 & 0.822 & 0.771 & 0.964 & 0.0129 \\
D. 3D CNN_{\text{Sim}} & 0.613 & 0.974 & 0.986 & 0.826 & 0.776 & 0.975 & 0.0110 \\
E. 3D CNN_{\text{OptMock}} & 0.626 & 0.981 & 0.980 & 0.795 & 0.795 & 0.973 & 0.0111 \\
F. 3D CNN_{\text{ModMock}} & 0.414 & 0.978 & 0.971 & 0.691 & 0.673 & 0.913 & 0.0176 \\
\hline
\end{array}
\]

\textbf{Table 2.} Overview of coefficient of determination \( R^2 \) for astrophysical and DM parameters, being warm dark matter mass \( m_{\text{WDM}} \), dark matter density \( \Omega_m \), specific X-ray luminosity \( L_X \), X-ray energy threshold \( E_0 \), virial temperature \( T_{\text{vir}} \) and ionisation efficiency \( \zeta \), as well as test loss values for a range A. to F. of network models. The models represent A. the 2D CNN trained on simulations, B. the 2D ResNet trained on simulations, C. the LSTM trained on simulations, D. the 3D CNN trained on simulations, E. the 3D CNN trained on mock light-cones with optimistic foreground settings, and F. the 3D CNN trained on mock light-cones with moderate foreground settings. In bold we highlight the best-performing model for each column (parameter). Note that generally the 3D CNN on bare simulated light-cones and on mock light-cones with optimal foreground treatment perform best.
Figure 2. Scatter plots of predicted against true parameter labels for each parameter as indicated, evaluated on the test dataset, to showcase the accuracy of the neural network trained on simulated light-cones (large panels). The inlets show the histograms of differences between the predictions and true labels for simulated 21cm light-cones (red), opt mock (blue) and mod mock light-cones (green) for each respective parameter; for details on the mock generation see Section 2.2.
Figure 3. Scatter plots for a detailed look at the DM parameters $m_{\text{WDM}}$ (left) and $\Omega_\text{m}$ (right). Both panels are accompanied by two histograms that show $y_{i,\text{pred}} - y_{i,\text{true}}$ at the position of $y_{i,\text{true}}$ at the top and $y_{i,\text{true}} - y_{i,\text{pred}}$ at the position of $y_{i,\text{pred}}$ at the right. The top and right histograms also depict the $1\sigma$ range for each bin. The colorbar applies to the top and right histograms. For the colorscale of the scatter plots we refer to Figure 2.

Figure 4. Bias (solid lines) in the recovered parameter values in bins of groundtruth parameter labels. The bias is calculated as the median difference $y_{i,\text{pred}} - y_{i,\text{true}}$ at the position of $y_{i,\text{true}}$. Colours show the results for different parameters as indicated; parameter ranges are normalised to [0,1].

| Network Model | $L_X$ | $E_0$ | $T_{\text{vir}}$ | $\zeta$ | loss   |
|---------------|-------|-------|------------------|--------|--------|
| A. 3D CNN$_{\text{Sim}}$ | 0.988 | 0.829 | 0.996            | 0.975  | 0.00436 |
| B. 3D CNN$_{\text{MA}}$   | 0.985 | 0.843 | 0.993            | 0.976  | 0.00415 |
| C. LSTM$_{\text{Sim}}$    | 0.993 | 0.867 | 0.999            | 0.989  | 0.00309 |
| D. LSTM$_{\text{MA}}$     | 0.992 | 0.836 | 0.999            | 0.985  | 0.00387 |

Table 3. Overview of $R^2$ and test loss values from training on the astro-only dataset (see Section 4.3). Results for the 3D CNN on astro-only (A.) and on mean averaged astro-only simulations (B.) are shown alongside results of the LSTM on astro-only (C.) and on mean averaged astro-only simulations (D.).

from training our 3D CNN on the full parameter set, see row D in Table 2, and with the exception of $T_{\text{vir}}$, almost the same $R^2$ values are reached for the astro-only parameters. For a discussion of the impact of degenerate behaviour with $m_{\text{WDM}}$ for the inference of $T_{\text{vir}}$, see Section 4.1.2. Note as well, that for the 3D CNN training and inference on a mean averaged set of light-cones (since interferometers are not capable of measuring the total brightness temperature but only relative brightness temperatures) had little to no effect on results (see row B in Table 3) and yields performance similar to networks presented in earlier works (Gillet et al. 2019; Prelogović et al. 2022). Both on astro-only bare simulations and on the mean averaged sample the 3D CNN and LSTM perform very similar. However, the 3D CNN gains an edge when working on more complex problems like training on the full astro+cosmo parameter set (see row C in Table 2). We conclude that our 3D CNN performs well in comparison to other well-optimised network types for parameter inference from 21 cm light-cones within a short training time and for a similar dataset.

A direct comparison of inference results obtained via Markov Chain Monte Carlo (MCMC) analysis of 3D 21cm light-cones (see Greig & Mesinger (2018) using 21CMMC$^7$) to the 3D CNN parameter recovery presented in this work is difficult. Marginalised uncertainties needed to be compared with the scatter in recovered parameters. Furthermore, assumptions on the fiducial reionisation model and foregrounds differ. Extending our network to variational or Bayesian inference, e.g. Hortúa et al. (2020a), could enable a more direct comparison to marginalized uncertainties. We leave this extension of our 3D CNN for future work. Nevertheless, to compare our network performance with an MCMC analysis, we estimate the uncertainty of the 3D CNN on the "faint" galaxy model used in Greig & Mesinger (2018). To this end, we calculated the standard deviation of differences between predictions and labels for a parameter region restricted to this "faint" galaxy model $\pm 5\%$ of our total parameter range defined in Section 2.1. The resulting deviations are

$^7$ https://github.com/BradGreig/21CMMC
Table 4. $R^2$ values from transfer learning as described in Section 4.4. Results for training our 3D CNN on opt mock light-cones and then inferring parameter values from bare simulations (3D CNN$\text{Mock} \rightarrow \text{Sim}$) and for training our 3D CNN on bare simulations and then inferring parameter values from opt mock light-cones (3D CNN$\text{Sim} \rightarrow \text{Mock}$) are shown. In bold, we highlight where training on simulations followed by inference from mock light-cones (and vice-versa) is able to conclusively predict parameters.

| Network Model                   | $m_{\text{WDM}}$ | $\Omega_m$ | $L_X$ | $E_0$ | $T_{\text{vir}}$ | $\zeta$ |
|--------------------------------|------------------|------------|-------|-------|------------------|--------|
| 3D CNN$\text{Mock} \rightarrow \text{Sim}$ | -0.759           | 0.024      | 0.969 | 0.768 | -1.21            | 0.930  |
| 3D CNN$\text{Sim} \rightarrow \text{Mock}$ | -0.329           | 0.748      | 0.981 | 0.809 | 0.115            | 0.935  |

4.4 Transfer Learning: Inference from Cross Training

For 21 cm measurements during the EoR and Cosmic Dawn accurate modelling of interferometer noise and especially of foregrounds many orders of magnitude above the expected signal remain a challenging task. In this section we want to test the robustness of our 3D CNN-derived parameter predictions against inaccuracies in noise and foreground modelling. We therefore take the approach to cross train, or transfer learn, between bare simulated and mock light-cones that include foregrounds and noise. We do so by first training our 3D CNN on bare simulated light-cones and then infer parameters from opt mock light-cones and vice versa. We thus reuse the respective pre-trained model, freeze the model, and use it for parameter inference without any re-training. This analysis helps us understand the maximum impact training on a database that miss-specified the amount of noise and foregrounds could have on the network’s inference performance. The required computational time for this analysis is thus only the network evaluation time (seconds on one GPU – about 3 seconds per batch of eight observed instances for the 3D CNN). Note that this is a fairly conservative scenario as it, for example, tests the ability of parameter inference from noisy data when knowing before only simulations. In reality the difference between a training set and data taken is expected to be significantly smaller. The $R^2$ values for parameter inference for our set of astrophysical and DM parameters are shown in Table 4, for the case of transfer learning after training on simulations to mock light-cones (3D CNN$_{\text{Sim}} \rightarrow \text{Mock}$), and inversely for transfer learning after training on mock light-cones to simulated light-cones (3D CNN$_{\text{Mock}} \rightarrow \text{Sim}$). In both cases we get excellent results for inference of the X-ray luminosity $L_X$ and ionising efficiency $\zeta$, as well as good results for the X-ray energy threshold $E_0$, presumably driven mostly by timing and shape of fluctuations towards the end of reionisation where the difference between opt mock light-cones and simulations is small. Also, training on simulations and inference from mock light-cones yields reasonable results for $\Omega_m$, which is not true in the opposite case. Some potential reasons will briefly be discussed in Section 5.1.

Figure 5. Scatter plots of predicted versus true parameter values (labels) for transfer learning, of WDM parameters according to Section 4.4. Left: Predictions of the 3D CNN for simulated light-cones after being trained on opt mock light-cones. Right: Predictions of the 3D CNN for opt mock light-cones after being trained on simulations. The inlets show the scatter of predictions versus labels for $m_{\text{WDM}} < 4$ keV. Note that the equivalent scatter plots for the remaining parameters are shown in Figure B1 in the appendix.

where we take a look at the network’s attention. For the two degenerate and harder-to-infer parameters $m_{\text{WDM}}$ and $T_{\text{vir}}$ in neither case meaningful inference is possible. We conclude that both parameters require accurate noise and foreground modelling for inference. Figure 5 shows the scatter plots for predictions against true values for WDM mass $m_{\text{WDM}}$ (inlets) and DM density $\Omega_m$ (large panels), each for predictions on simulations after training on mock light-cones (left) and vice versa (right). For the remaining astrophysical parameters we refer to Figure B1 in the appendix. Predictions on mock light-cones of $\Omega_m$ (right) yield reasonable results, but with increased scatter, while the inverse case (left) is biased towards low values. For the WDM mass the inlets zoom in at $m_{\text{WDM}} < 4$ keV, where we note significantly increased scatter as compared to previous inference without transfer.
5 3D CNN NETWORK INTERPRETATION

In order to understand which underlying features guide the best-performing 3D CNN for parameter inference from 21cm light-cones, this section takes a closer look at saliency maps, with focus on our two DM parameters, as well as filter structure.

5.1 Saliency Maps

Gradient-based saliency maps, first proposed by Simonyan et al. (2014), represent the gradient of the output with respect to the input values. The resulting saliency maps highlight regions that the network focuses on, where small changes yield large effects on the output. For creation of the saliency maps we used the publicly available code ifkeras-vis (Keisen et al. 2020).

We show fiducial light-cone slices overlaid with saliency maps for our 3D CNN after being trained on simulations as well as on opt mock light-cones in Figure 6. We here focus on the DM parameters \(m_{WDM}\) and \(\Omega_m\). For saliency maps of the remaining parameters we refer to Figure C1 in the appendix. The light-cone slice was created for fixed \(m_{WDM} = 2\) keV (a mass that our network is capable of getting a good prediction for), as well as fiducial parameters \(\Omega_m = 0.31, \log(L_X) = 40.0, E_0 = 500\) eV, \(\log(T_{vir}) = 4.7\) and \(\zeta = 30\). For each saliency map four light-cones of the fiducial parameter set and with different random seeds were created. Then the saliency map for each light-cone is derived and a 2D slice from each of the four saliency maps taken. The average of the absolute value of the saliency is plotted over one of the four original light-cone slices. Note the saliency maps are normalised between zero and their respective maxima. The normalisation for the mock saliency maps is 1.5-3 times higher than for the simulated light-cones.

When comparing the saliency for simulated and mock light-cones in Figure 6, in the case of mock light-cones the CNN generally focuses more strongly on smaller, well defined areas, while for simulations attention is more broadly distributed across the full light-cone. This might partly explain the asymmetry in transfer learning performance as shown in Section 4.4. In both cases information from high redshifts at the onset of heating and low redshifts towards the end of reionisation is important for parameter inference, even for high levels of noise at high redshifts in the case of the mock light-cones.

We note that this effect of focus on ‘transition’ regions e.g. between heating and reionisation is pronounced as well in the case of mock light-cones that display higher levels of noise than opt mock light-cones. That high redshifts hold significant information is, for example expected for low \(m_{WDM}\), as it delays early structure formation. We stress that parameter results deteriorate when not taking into account high-redshift (heating era) fluctuations for inference. This might explain why for the transfer learning test of training on mock light-cones and inference from simulations (see 4.4) \(\Omega_m\) yields biased results with the absence of high-redshift noise mistaken as delayed structure formation by the network. In contrast, after training on simulations the network expects no noise at high redshifts, but still manages to correctly identify the onset of the early heating signal in mock light-cones.

5.2 Filter Structures

The first layer of our neural network applied to input light-cones has a kernel size of 3x3x102, and 32 filters. The large kernel size in frequency (redshift) direction allows for global structures in the weight values of most filters. We show a representative set of four filters in the appendix in Figure C2, where weights were averaged over the two spatial dimensions of each filter to be plotted against the third frequency dimension. We generally identify three types of filters, mountains and troughs that we attribute the bubble-like structures and that are by far the most common filters, rises and falls that seem to map general trends in brightness temperature, and more complicated unidentifiable structures. We note as well that the focus on ‘transition areas’ with rising and falling brightness as well as on larger-scale fluctuations matches the areas identified as the main focus of the saliency maps, e.g. towards the end of reionisation, in the previous section.

6 SUMMARY AND CONCLUSIONS

Radio interferometers such as the SKA will allow for precise measurements of the 21 cm signal at high redshifts of reionisation and beyond. Taking full advantage in the analysis of the highly non-

---

**Figure 6.** Light-cone slice overlaid with saliency maps (red to yellow for highest saliency) for our 3D CNN after being trained on simulations (top two panels) and opt mock light-cones (bottom two panels), with respective top slices depicting saliency for the WDM mass \(m_{WDM}\) and bottom slices depicting saliency for the DM density \(\Omega_m\) as indicated in white on each slice. The colorbar on the right denotes the 21cm brightness temperature fluctuations of the light-cone slice.
Gaussian information encoded in the 21 cm signal may be challenging with traditional summary statistics like the power spectrum.

In this paper, we employ neural networks to jointly infer astrophysics and DM properties directly from 21 cm light-cones. These parameters are the X-ray luminosity $L_X$, the ionising efficiency $\xi$, the minimum virial temperature for star forming haloes, $T_{\text{vir}}$, and the X-ray energy threshold, $E_0$, as well as for DM the matter density, $\Omega_m$, and the WDM mass, $m_{\text{WDM}}$. For this purpose we produced a dataset of 5050 light-cone simulations. To find an optimal architecture tailored for such tomographic light-cone data we tested ResNet, LSTM as well 2D and 3D CNN architectures. After thorough hyperparameter optimisation for the models we found a simple 3D CNN architecture to perform best. The first convolutional layer of the 3D CNN has a relatively large kernel size in frequency direction to enable the network to follow the redshift-dependent global evolution of the 21cm signal, while being trainable with low computational cost. An additional GAP layer was found to significantly outperform alternative methods against overfitting with regards to smooth and quick convergence.

The model is able to infer astrophysical and DM parameters simultaneously and accurately. For parameter inference from simulations, the 3D CNN achieves an excellent performance for the X-ray luminosity $L_X$, matter density $\Omega_m$ and ionising efficiency $\xi$ with coefficients of determination $R^2 > 0.97$. The virial temperature, $T_{\text{vir}}$, and the X-ray energy threshold, $E_0$, proved to be slightly more challenging with $R^2 > 0.82$ and $R^2 > 0.77$ respectively. For $T_{\text{vir}}$ we attribute the loss in performance compared to a dataset of astrophysical parameters alone to a degeneracy with $m_{\text{WDM}}$. Especially for low WDM masses this puts a more stringent threshold on star formation. We confirmed this suspicion by training on an astrophysics-only dataset (with DM parameters fixed to fiducial values), where we found most parameters to be unaffected by the inclusion of the DM parameters, but for $T_{\text{vir}}$ to then reach very high $R^2 > 0.99$. The energy threshold $E_0$ is inferred similarly well, regardless of an astrophysics-only set of parameters or joint constraints with DM which corresponds to findings in previous works. In case of the mass of WDM, $m_{\text{WDM}}$, precise and accurate results for $m_{\text{WDM}} < 2$ keV are achieved. For the mass range $m_{\text{WDM}} = 2 - 4$ keV the predictions of the 3D CNN show increased scatter and first outliers of high-mass predictions. For values above $m_{\text{WDM}} \approx 4$ keV the prediction capability of our 3D CNN stalls. Through their typical free-streaming length and corresponding small-scale modifications of the dark matter power spectrum underlying the 21 cm signal, one can thus test thermal relics at few keV that are semi-relativistic and decoupled well before ordinary neutrinos; prominent examples being sterile neutrinos and the gravitino.

We find that for mock light-cones in an optimistic foreground scenario inference performance is unaffected as compared to bare simulations, while even in a more moderate foreground scenario the results only slightly diminish. The parameters $\Omega_m$, $L_X$ and $\xi$ have been found to be the most resilient against noise and foreground contamination and performed well in all three cases (simulations only, mock light-cones with optimistic foregrounds, mock light-cones with moderate foreground levels). All three parameters can strongly affect the EoR, where noise is lower. As interferometers are not capable of measuring absolute brightness temperature values but only relative values, we tested the influence of mean averaging on the performance, which proved to work equally well for an astrophysics-only dataset to inference from bare simulations. Compared to previous work (Gillet et al. 2019; Zhao et al. 2021; Prelogović et al. 2022; Sabiu et al. 2021) our 3D CNN performed comparably well on an astrophysics-only dataset, with fast training times on a moderately small dataset, while at the same time being able to robustly infer a larger set of parameters, in particular DM parameters jointly with astrophysics.

As for the 21cm signal during the EoR and Cosmic Dawn the modelling of noise and especially foregrounds many orders of magnitude higher than the cosmological signal comes with uncertainties, we test how inaccuracies in our training set affect our results with transfer learning between bare simulated and mock light-cones (by training our 3D CNN on bare simulations and using it to predict on mock light-cones and vice versa). In both cases we get excellent results for $L_X$, $E_0$ and $\xi$ as compared to the standard case. In case of inference from mock light-cones after training on bare simulations we get robust results for the parameter $\Omega_m$. The remaining parameters $m_{\text{WDM}}$ and $T_{\text{vir}}$ cannot be robustly inferred after cross-training; they therefore should be regarded as more sensitive towards inaccuracies in noise and foreground modelling.

Finally, we produced saliency maps for a better understanding of our 3D CNN’s attention. The saliency maps highlight regions of the light-cones important for inference of respective parameters. These show differences in the case of training on opt mock light-cones and bare simulations. For bare simulations, high saliency areas are spread across larger stretches of the light-cones in frequency (redshift) which may explain the aforementioned performance discrepancies in transfer learning. It is interesting to note that in both cases the 21cm brightness fluctuation signal stemming from the onset of heating and the last stages of reionisation were especially important for inference of both astrophysical and DM parameters according to the saliency signal, further stressing the importance and constraining power of both CD and EoR measurements of the cosmological 21cm signal.

A more direct comparison of parameter recovery from 21 cm light-cones based on the 3D CNN presented in this work with inference results obtained for example with an MCMC analysis warrants an extension of our network to a variational or Bayesian approach. Here our work provides point estimates alongside scatter and bias for a wide range of models, and also investigates the impact of mis-specified noise and foregrounds via transfer modelling. We would like to stress, that a well-optimised architecture that pushes for finding an as good as possible model (network) fit with small scatter is needed in order to move on to well-motivated uncertainty calibration. For e.g. a Bayesian network this can entail to calibrate its uncertainty estimates against our scatter of point estimates (Mohan et al. 2022). We caution though that as well-calibrated error estimates have not been a focus of deep learning and are becoming important now through our scientific applications, more work is needed for reliable and robust estimates. Given our good network performance, while avoiding overfitting and being relatively small and fast to train, makes our 3D-PieNet a good candidate for such a calibration.

Advantages of our network-based approach firstly are a simultaneous exploration of the entire parameter space of interest; secondly, inferred parameter values are not biased due to the choice of statistics, avoiding biases, while learning representations present in the training 21 cm light-cones. Furthermore, these methods can be complementary to ‘traditional’ methods to better understand model and data properties, using for example saliency mappings or transfer learning. Also, besides the mentioned ability to pick up e.g. beyond Gaussian information, computational speed can be gained, especially interesting for further expanded parameter sets. Even the need to re-train with new data (in our case taking about a day on one GPU) is small as compared to the cost of MCMC’ing 21cm light-cones. This makes networks good emulators, or at least exploratory tools in the future. New ways to tackle for example the combination of constraints from different probes might be waiting around the corner, such as instead of using posteriors to combine constraints, one could work directly...
with multi-channel inputs for network models, e.g. inputting a CMB map alongside a 21 cm lightcone or other LSS probes. We thus advocate for deep learning techniques to supplement and expand our astrophysical and cosmological toolbox.
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APPENDIX A: 2D NEURAL NETWORK ARCHITECTURES

Here we display the 2D neural network architectures as presented in Section 3. The summary tables for our 2D CNN, ResNet and LSTM architectures are shown in Figure A1, A2, A3 and , respectively. The best-performing 3D CNN architecture is shown in Table 1.

| Layer                  | Shape          |
|------------------------|----------------|
| Input Layer            | (140,2350,1)  |
| 3x3 Conv2D             | (138,2348,32) |
| 1x1 Zero Padding       | (140,2350,32) |
| 3x3 Conv2D             | (138,2348,32) |
| 2x2 Max Pooling        | (69,1174,32)  |
| 3x3 Conv2D             | (67,1172,64)  |
| 1x1 Zero Padding       | (69,1174,64)  |
| 3x3 Conv2D             | (67,1172,64)  |
| 2x2 Max Pooling        | (33,586,64)   |
| 3x3 Conv2D             | (31,584,128)  |
| 1x1 Zero Padding       | (33,584,128)  |
| 3x3 Conv2D             | (31,584,128)  |
| Global Average Pooling | (128)         |
| Dense                  | (128)         |
| Dense                  | (128)         |
| Dense                  | (128)         |
| Dense                  | (82)          |
| Dense                  | (6)           |

Number of Parameters: 347,044

Table A1. 2D CNN Model Summary.
to early heating, the 3D CNN fails to transfer from simulations to mock light-cones, and vice versa.

**APPENDIX B: TRANSFER LEARNING SCATTER PLOTS FOR ASTROPHYSICAL PARAMETERS**

Here we briefly discuss the scatter for the astrophysical parameters obtained for transfer learning between bare simulated light-cones and mock observational ones; see Figure B1 for the individual scatter plots. For methodology we refer to Section 4.4. The scatter plots for $L_X$, $E_0$ and $\zeta$ are barely affected by transfer learning from an opt mock trained 3D CNN to bare simulations (left) and vice versa (right). However in the former case we get a slightly broader scatter for all parameters. Regarding $T_{vir}$ the majority of predictions is highly scattered. We again note that the parameters which strongly influence late heating and reionisation, where the difference between opt mock light-cones and bare simulations is small, yield good results in transfer learning. For $T_{vir}$, which directly affects star formation up
Figure B1. Scatter plots for transfer learning astrophysical parameters according to Section 4.4. Left panels: 3D CNN predictions on simulations after being trained on opt mock light-cones; right panels: 3D CNN predictions on opt mock light-cones after being trained on simulations.
APPENDIX C: NETWORK INTERPRETATION

We here show in Figure C1 saliency maps for our set of astrophysical parameters. For details on the creation of saliency maps as well as the saliency maps for $m_{\text{WDM}}$ and $\Omega_{\text{m}}$ see Section 5.1. As can be seen in Figure C1, a behaviour similar as for the DM parameters can be observed. For mock light-cones (bottom four panels) the 3D CNN focuses on the transition areas, i.e. the onset of heating, the transition between heating and reionisation, and the late states of reionisation, and thus is better physically motivated focusing on when the largest changes in the IGM structure occur. For example for $E_0$ strong focus lies on the transition between heating and reionisation, as expected for an X-ray heating parameter. Conversely, for $L_X$ the same area has less influence on predictions, while the onset of heating is more important. For most parameters the neural networks focus on the onset of heating, indicating the timing of heating and the appearance of the first sources at high redshifts is an important discriminator for the networks. In comparison, for bare simulated light-cones (top four panels) broad ranges across light-cones are of importance for the astrophysical parameters.

In addition to saliency maps, for interpretation purposes we show a representative set of six filters for our 3D CNN trained on opt mock light-cones in Figure C2; see also Section 5.2. Three main types are present in the filters, mountains and troughs, rises and falls that seem to map general trends in brightness temperature, and more complicated structures. Typical representations of mountain and trough structures are shown in the top three panels. A common feature they share is the average weight of the filters being close to zero, potentially useful to identify small scale fluctuations. The most prominent fluctuations can be found during early heating, late reionisation and the transition between heating and reionisation, which are also the main focus of the saliency maps. A combination of troughs and mountains, tracing the shape of areas of emission or absorption together with rising or falling structures (bottom left) allows a network to both model fluctuations and large-scale transitions. More complicated structures (bottom right), but with an average weight again close to zero, is less useful in determining absolute values, but might rather identify substructure.
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Figure C1. Saliency maps for our best-performing 3D CNN after being trained on simulations (top four slices) and opt mock light-cones (bottom four slices), respectively, in both cases for the remaining set of astrophysical parameters, X-ray luminosity $L_X$, energy threshold $E_0$, virial temperature $T_{\text{vir}}$ and ionising efficiency $\zeta$ (from top to bottom). For a more detailed description of how these maps were created see Section 5.1, and for the saliency maps of WDM mass and the DM density parameter see Figure 6.

Figure C2. Six representative examples for filters from the first layer of our 3D CNN network after training on opt mock light-cones; the weights are averaged over the two spatial dimensions of each filter to be plotted against the direction in redshift.