Baryogenesis and gravitational waves in the Zee–Babu model
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Abstract To explain the matter-antimatter asymmetry in the Zee–Babu (ZB) model, the sphaleron process in the baryogenesis scenario is calculated. It always satisfies the decoupling condition and the strength of phase transition ($S$) is always greater than 1 in the presence of triggers other than that in the Standard Model, which are singly ($h^{\pm}$) and doubly ($k^{\pm\pm}$) charged scalar bosons. Sphaleron energies are in the range of 5-10 TeV, in calculation with bubble profiles containing free parameters and assuming nuclear bubbles of $h^{\pm}$ and $k^{\pm\pm}$ are very small. We tested the scaling law of sphaleron again with an average error of 10%. When the temperature is close to the critical one ($T_c$), the density of nuclear bubble is produced very large and decreases as the temperature decreases. The key parameter is $\alpha$ which results in the gravitational wave density parameter ($\Omega h^2$) in the range of $10^{-14}$ to $10^{-12}$ when $\beta/H^* = 22.5$, this is not enough to detect gravitational waves from electroweak phase transition (EWPT) according to the present LISA data but may be detected in the future. As the larger strength of phase transition is, the more $\alpha$ increases (this increase is almost linear with $S$), the larger the gravitational wave density parameter is. Also in the context of considering the generation of gravitational waves, in the ZB model we calculated $\alpha \sim$ a few $\times 10^{-2} \ll 1$, so rigorously conclude that the EWPT is not strong even though $S > 1$. We also suggest that, for a model with a lot of extra scalar particles and particles which play a role in mass generation, the stronger the EWPT process and the larger $\Omega h^2$ can be.

1 Introduction

The Standard Model (SM) has set up numerous great comes about that concur with tests and gave us a clear system of how matter interatomic with each other. The foundation of the SM is the concept of symmetries such as Lorentz and gauge symmetries. The gauge symmetry unavoidably leads to the presence of gauge bosons which mediate interactions. Initially, gauge bosons are massless which are not suitable for weak interaction acting in short range. Within the Higgs component, which is fundamentally changes for the situation, can produce masses spontaneously, simultaneously keeps the SM renormalizability.
However, there are a few crucial issues that have not been unraveled by the SM and one of them is the matter-antimatter asymmetry problem and we need the hypothesis to be steady with gravity. We need a dynamical clarification for this and have to examine electroweak stage prepare that happens within the early universe. To explain this problem, besides many others, two standard scenarios are leptogenesis and baryogenesis. In the case of leptogenesis, according to Ref. [1], the typical scale is much higher than electroweak scale. In 1967, Sakharov proposed three conditions that a model must have in order to illuminate the baryogenesis issue [2], which are baryon number violation, C and CP violation (via sphaleron process), and out-of-equilibrium condition, i.e., the first order EWPT and the last condition should be considered first. In any case, EWPT inside the setting of the SM does not offer great arrangements since it does not fulfill adequately the two final conditions of baryogenesis. Hence, models beyond SM got to be taken into consideration. A common choice is to treat the SM as a complete symmetric foundation and add only extraneous particles. Of course, we need to come up with good reasons for adding new particles.

In addition, since the Higgs boson was found at the LHC, Physics Particle nearly completed its mission that give a more precise understanding of mass. The EWPT issue will be one of the pressing issues, has been calculated in the SM as in Refs. [3–8] and in beyond SM or in numerous other settings as in Refs. [9–61]. We summarize most generally that the triggers for the EWPT process are either particles outside the SM or manually added quantities [9–46, 48–54, 56–61]. A commonplace negative solution is that the EWPT’s strength satisfies the decoupling condition at a few hundred GeV scale with the mass of Higgs boson must be less than 125 GeV [3–8]. So far, the nature of a first-order EWPT can be non-SM-like particles [9–11, 15–26, 31–40, 62–64]. Another curiously finding is that EWPT is independent of the gauge.

Of course, we need to come up with good reasons for adding new particles. In addition, since the Higgs boson was found at the LHC, Physics Particle nearly completed its mission that give a more precise understanding of mass. The EWPT issue will be one of the pressing issues, has been calculated in the SM as in Refs. [3–8] and in beyond SM or in numerous other settings as in Refs. [9–61]. We summarize most generally that the triggers for the EWPT process are either particles outside the SM or manually added quantities [9–46, 48–54, 56–61]. A commonplace negative solution is that the EWPT’s strength satisfies the decoupling condition at a few hundred GeV scale with the mass of Higgs boson must be less than 125 GeV [3–8]. So far, the nature of a first-order EWPT can be non-SM-like particles [9–11, 15–26, 31–40, 62–64]. Another curiously finding is that EWPT is independent of the gauge.

The EWPT in the ZB model was investigated by us in Ref. [66]. Subsequently, the contributions do not make an enormous alteration to the strength of EWPT or, in other words, it is not the origin of EWPT.

By ensuring existence C and CP violations, in the context of topological transitions, the third condition of baryogenesis is defined as $\Gamma_{sph} \sim O(T) \exp \left( -\frac{E_{sph}}{T_c} \right) \ll H_{rad}$ [67–71], where $\Gamma_{sph}$ and $E_{sph}$ are the sphaleron rate and energy, respectively, $H_{rad}$ is the Hubble expansion rate in the radiation-dominated period, and $O(T) \sim T^4$. This is known as the decoupling condition of sphaleron. In the SM, this condition is often expressed as $v_c / T_c > 1$ by using an approximation $E_{sph}(T) \approx [v(T)/v]E_{sph}(T = 0)$ [47–49, 72]; however, in beyond SM models this approximation should be again considered with caution.

Sphaleron has also been calculated in various frameworks. We see there are two main directions: the first is to investigate the phenomena of sphaleron in models [47–49, 72–81], the second is to investigate by simulation and numerical methods [8, 82]. We found that there are two basic ways to calculate the sphaleron energy [83]. The first way, from the sphaleron energy functional with spherically symmetric ansatzs, deriving the equations of motion (EOMs), and solving these EOMs and substituting them into the sphaleron energy functional, we will get desired results. The second way, assuming the profile functions in the spherically symmetric ansatzs, and substituting them into the energy functional, then we will get desired results. In the first way, we have to use the numerical method twice and have to check the convergence of the energy functional. In the second way, we only use the numerical method once, but assuming the profile functions must be very careful so that the energy functionals converge.

The EWPT in the ZB model was investigated by us in Ref. [66]. In addition, since the Higgs boson was found at the LHC, Physics Particle nearly completed its mission that give a more precise understanding of mass. The EWPT issue will be one of the pressing issues, has been calculated in the SM as in Refs. [3–8] and in beyond SM or in numerous other settings as in Refs. [9–61]. We summarize most generally that the triggers for the EWPT process are either particles outside the SM or manually added quantities [9–46, 48–54, 56–61]. A commonplace negative solution is that the EWPT’s strength satisfies the decoupling condition at a few hundred GeV scale with the mass of Higgs boson must be less than 125 GeV [3–8]. So far, the nature of a first-order EWPT can be non-SM-like particles [9–11, 15–26, 31–40, 62–64]. Another curiously finding is that EWPT is independent of the gauge.

The EWPT in the ZB model was investigated by us in Ref. [66]. In the mentioned paper, the strength of electroweak phase transition ($S$) is greater than one. We initially concluded that the EWPT in the model under consideration is strong. However, this is not complete.
To complete the baryogenesis scenario and fully evaluate the EWPT process with the addition of gravitational waves, are the main purposes of this paper, which is organized as follows. In Sect. 2, we summarize the ZB model and the EWPT with the one-loop effective potential. In Sect. 3, electroweak sphalerons are calculated at zero and high temperature and we derive again the sphaleron scaling law. In Sect. 4, α and Ωγh² is calculated with different strength of phase transition. Finally, we summarize and make outlooks in Sect. 5.

2 Review on the Zee–Babu model and the first-order EWPT

In the ZB model, by adding two charged scalar bosons h± and k±± [104, 105], the Lagrangian becomes

\[ \mathcal{L} = \mathcal{L}_{SM} + f_{ab} \psi^\dagger \psi_L h^\dagger \phi + h_{ab} l_R k^\dagger + V(\phi, h, k) + (D_\mu h^\dagger) (D^\mu h) + (D_\mu k^\dagger) (D^\mu k) + H.c, \]

(1)

where \( \psi_L \) stands for the left-handed lepton doublet and \( l_R \) for the right-handed lepton singlet. \( h^\dagger \) is a singly charged boson and \( k^\dagger \) is a doubly charged boson. \( a, \alpha \) are the generation indices. The most important component is the Higgs sector which has four couplings between \( h^\pm \) or \( k^{\pm\pm} \) and SM-like Higgs boson [104]:

\[ V(\phi, h, k) = \mu \phi^\dagger \phi + u_1^2 |h|^2 + u_2^2 |h|^2 + \lambda \phi^2 + \lambda_h |h|^2 + \lambda_k |k|^2 + 2 \phi \phi^\dagger + 2 |k|^2 \phi^\dagger \phi + (\phi h^2 k^{\pm\pm} + H.c), \]

(2)

where

\[ \phi = \begin{pmatrix} \rho^+ \\ \rho^0 \end{pmatrix}, \]

(3)

and \( \rho^0 \) is a Vacuum Expectation Value (VEV) of \( \rho^0 \),

\[ \rho^0 = \frac{1}{\sqrt{2}} (v_0 + \sigma + i \xi). \]

(4)

The masses of \( h^\pm \) and \( k^{\pm\pm} \) have two components, one comes from the interaction with the SM-like Higgs boson, the others are free components (\( u_1^2 |h|^2 \) or \( u_2^2 |k|^2 \)),

\[ M_{k^{\pm\pm}} = p^2 v_0^2 + u_1^2 = m_{k^{\pm\pm}} + u_1^2, m_{k^{\pm\pm}} = p^2 v_0^2, \]

\[ M_{k^{\pm\pm}} = q^2 v_0^2 + u_1^2 = m_{k^{\pm\pm}} + u_2^2, m_{k^{\pm\pm}} = q^2 v_0^2. \]

(5)

Diagonalizing matrices in the kinetic component of the Higgs potential and neglect Goldstone bosons, we obtain

\[ m_H^2 (v_0) = 2 \lambda v_0, m_Z^2 (v_0) = \frac{1}{4} (g^2 + g^2) v_0^2 = A v_0^2, \]

\[ m_W^2 (v_0) = \frac{1}{4} g_1^2 v_0^2 = B v_0^2. \]

(6)

The components \( u_1 \) and \( u_2 \) in Eq. (5) do not participate in the EWPT or the effective potential because they are not components which are derived from the interaction between Higgs and \( h^\pm \) or \( k^{\pm\pm} \) bosons. This can be seen clearly in Ref. [26]. Therefore, notice that in the next sections, the masses of \( h^\pm \) and \( k^{\pm\pm} \) appearing hereafter are just \( m_{h^\pm} \) and \( m_{k^{\pm\pm}} \).

There are usually two ways to calculate the effective potential, which is well summarized in Ref. [83]. We recall the form of the one-loop effective potential without daisy loops in the Landau gauge [64]:

\[ V_{\text{eff}} (v) = V_0 (v) + \frac{3}{64 \pi^2} (m_H^2 (v) \ln \frac{m_H^2 (v)}{Q^2} + 2 m_W^2 (v) \ln \frac{m_W^2 (v)}{Q^2} - 4 m_t^2 (v) \ln \frac{m_t^2 (v)}{Q^2}) + \frac{1}{64 \pi^2} (2 m_{h^\pm}^2 (v) \ln \frac{m_{h^\pm}^2 (v)}{Q^2} + 2 m_{k^{\pm\pm}}^2 (v) \ln \frac{m_{k^{\pm\pm}}^2 (v)}{Q^2} + m_H^2 (v) \ln \frac{m_H^2 (v)}{Q^2}) + \frac{3 T^4}{4 \pi^2} \left( F_+ (m_Z (v)) F_+ (m_H (v)) + F_+ (m_{h^\pm} (v)) F_+ (m_{k^{\pm\pm}} (v)) \right) + 4 F_+ \left( \frac{m_t (v)}{T} \right) + \frac{T^4}{4 \pi^2} \left( 2 F_+ (m_{h^\pm} (v)) + 2 F_+ (m_{k^{\pm\pm}} (v)) + F_+ (m_H (v)) \right), \]

(7)

where \( v \) is the variable that changes with temperature, and at \( 0 K \) then \( v \equiv v_0 = 246 \text{ GeV} \). \( F_{\pm} \) are generalized integrals:

\[ F_\pm \left( \frac{m_H (v)}{T} \right) = \int_0^{m_H (v) / T} \alpha J_\pm^1 (\alpha, 0) d\alpha, \]

\[ J_\pm^1 (\alpha, 0) = 2 \int_0^\infty \frac{(x^2 - \alpha^2)^{1/2}}{e^x \pm 1} dx. \]

(8)

After full high-temperature expansion, with an approximation of \( F_{\pm} \), we get:

\[ V_{\text{eff}} (v) = D (T^2 - T_0^2) v^2 - ET |v|^3 + \frac{\lambda v^4}{4}. \]

(9)

The coefficients in the above potential have the following form:

\[ D = \frac{1}{24 v_0^2} \left[ 6 m_W^2 (v_0) + 3 m_{Z_1}^2 (v_0) + m_H^2 (v_0) + 2 m_{h^\pm}^2 (v_0) + 2 m_{h^\pm}^2 (v_0) + 6 m_t^2 (v_0) \right], \]

\[ T_0^2 = \frac{1}{D} \left[ \frac{m_H^2 (v_0)}{4} - \frac{1}{32 v_0^2} \left( 6 m_W^2 (v_0) + 3 m_{Z_1}^2 (v_0) + m_H^2 (v_0) + 2 m_{h^\pm}^2 (v_0) + 2 m_{k^{\pm\pm}}^2 (v_0) + 2 m_{k^{\pm\pm}}^2 (v_0) - 12 m_t^2 (v_0) \right) \right]. \]
\[ E = \frac{1}{12\pi v_0^3} \left( 6m_W^3(v_0) + 3m_Z^3(v_0) + m_H^3(v_0) \right) + 2m_k^3(v_0) + 2m_k^{3\pm}(v_0) \]  

\[ \lambda_T = \frac{m_k^2(v_0)}{2v_0^2} \left\{ 1 - \frac{1}{8\pi^2 v_0^2 (m_k^2/v_0^2)} \left[ 6m_W^4(v_0) \ln \frac{m_W^2(v_0)}{a_T^2} + m_Z^4(v_0) \ln \frac{m_Z^2(v_0)}{a_T^2} + m_H^4(v_0) \ln \frac{m_H^2(v_0)}{a_T^2} \right] \right\} \]  

\[ \text{as the temperature decreases, a second minimum appears.} \]

Nevertheless, the 5% difference is between the full temperature-dependent integrals in Eq. (8) and their high-temperature expansion at order \( T^2 \) in \( m/T \) when \( m/T < 2.2 \) [114]. Therefore, according to our full estimation, \( S \) cannot increase to 2.4, is also in the range of 2.28.

The potential in Eq. (9) has two minima:

\[ v = 0, \quad v \equiv v_c = \frac{2E T_c}{\lambda_T}, \]  

where \( v_c \) is VEV at the critical temperature (\( T_c \)), which is defined:

\[ T_c = \frac{T_0}{\sqrt{1 - E^2/D\Delta T_c}} = \frac{T_0}{\sqrt{1 - E^2/S\Delta T_c}}. \]  

As the temperature decreases, a second minimum appears. The temperature \( T_1 \) is the temperature at which the potential begins to appear a second minimum. \( T_1 \) is calculated as follows:

\[ \Pi_W(T) = \frac{22 m_W^2(v_0)}{3 v_0^2} T^2, \quad \Pi_Z(T) = \frac{22}{3} \frac{(m_Z^2(v_0) - m_W^2(v_0))}{v_0^2} T^2, \quad \Pi_K(T) = \frac{2m_W^2(v_0) + m_Z^2(v_0) + m_H^2(v_0) + 2m_T^2(v_0) + 2m_k^2(v_0) + 2m_k^{3\pm}(v_0)}{4v_0^2} T^2. \]  

Following steps in in Refs. [109–111], we calculate the contributions of the polarization tensors of \( h^\pm, k^{\pm\pm} \), the results are as follows:

\[ \Pi_{h^\pm}(T) = \frac{1}{6} \frac{m_h^2(v_0)}{v_0^2} T^2, \]  

\[ \Pi_{k^{\pm\pm}}(T) = \frac{1}{6} \frac{m_k^{3\pm}(v_0)}{v_0^2} T^2. \]  

In Ref. [109], when \( m/T \approx 1 \) we can skip the daisy loop component. Since these masses of charged Higgs bosons are
large (see in the Table 1), the critical temperature is around 120 GeV, and \( S = v_c/T_c > 1 \); thus \( m(v_c)/T_c \sim 1 \). Therefore, we do not take into account the daisy loops of the charged Higgs bosons. However, we also calculate the contributions of the daisy loops of \( h^\pm, k^{\pm\pm} \) for comparisons between cases as shown in Fig. 4b.

However, in the temperature region higher than \( T_c \sim 120 \) GeV, these daisy loops will make an important contribution. For example the calculations in Ref. [112], the authors calculated the effective potential in the case of very high temperatures, around 500 GeV (see in Fig. 1), so \( m/T \) will be very small. The conditions of \( m/T \) (or \( \alpha, \beta \)) in Ref. [112] are the same as in Ref. [109].

We randomly select the masses of \( h^\pm \) and \( k^{\pm\pm} \), then calculate \( S \) for both cases, namely: with and without daisy loops. Details are as shown in Table 1.

The ring-loops or daisy-loops reduce the strength of the phase transition by 2/3 times (we also talked about this in the Sect. 1). This is covered in detail in Ref. [41,66]. However, from Table 1, it follows that daisy loops (without daisy loops of \( h^\pm, k^{\pm\pm} \)) reduce \( S \) by 0.89–0.95 times (but not 2/3). If taking into account the daisy loops of \( h^\pm \) and \( k^{\pm\pm} \), \( S \) will reduce by 0.78–0.9 times.

Therefore, according to Ref. [64], the largest strength is about 2.4 in the Landau gauge. However, if we add daisy loops, the largest \( S \) is only about 2.28 (2.4 \( \times \) 0.95), when \( m_{h^\pm} \) and \( m_{k^{\pm\pm}} \) are in the range from 0 to 300 GeV. This is also one reason for our argument about \( S \) cannot be too large.

For the perturbation theory, the parameters in the Higgs potential should always be less than 4\( \pi \) [113]. However, \( \mu_{hk} \) has a dimensions of mass, with radiation corrections, to avoid breaking charge conservation, \( \mu_{hk} \ll 4\pi max(M_h, M_k) \) [114]. For a large \( \mu_{hk} \) case, the charge breaking minimum is no a global minimum Ref. [113]. When calculating the first order EWPT, \( m_{h^\pm/k^{\pm\pm}} < 300 \text{ GeV} \), so we obtain

\[
q, q_v < 300; \quad p, v_k < 300,
\]

Thus, \( p, q < 1.219 < 4\pi \).

Let us discuss the case of \( 0 < m_{h^\pm/k^{\pm\pm}} < 300 \text{ GeV} \). This is just the range of possible masses by numerical solution. This from mass domain we think that there is a case where smallness \( m_{h^\pm} \) and \( m_{k^{\pm\pm}} \) (a weakly coupling) also leads to a first order EWPT. We assume that non-perturbative corrections make significant contributions and do not change the results. However, this is not the case. Because \( m_{h^\pm} \) is small, \( m_{k^{\pm\pm}} \) must be large enough to enable a first order EWPT and vice versa. So the above mass domain is only a general record.

Also the case of smallness \( m_{h^\pm} \) or \( m_{k^{\pm\pm}} \) would be difficult because their signals are not found in the experimental data. One only see the signals of the SM particles.

We also note that this model has only one mass generation particle (Higgs), so when \( m_h \) and \( m_k \) are too large, \( T_0^\phi \) in Eq. (10) would be have negative values. Therefore the zero temperature potential does not break electroweak symmetry because the Higgs mass squared received large (positive) loop contributions from the new heavy bosons.

So it can be seen from this model that we want a model with a larger the strength of phase transition, in addition to having many triggers, the model must also need more than one SM-like Higgs particle.

### 3 Sphaleron in the Zee–Babu model and proving the sphaleron scaling law

In a chiral hypothesis, for example, the electroweak theory there is another fascinating sort of progress called topological transition, which is a transition progress between vacua. At the point when such a transition happens, the baryon number will be violated and it opens up the opportunities for the electroweak hypothesis to fulfill the main condition of Sakharov. In this transition, there are two types: Instanton and Sphaleron.

However, with a first order EWPT at high temperature the sphaleron process is stronger than instantan. The universe is accelerated while this phase transition occurs thought out sphaleron, so the condition for the departure from thermal equilibrium (ie., EWPT) is \( \Gamma_{sph} \ll H_{rad} \) or the decoupling condition.

As mentioned in the introduction, there are two ways to calculate the sphaleron energy. We will do this calculation using the second method suggested by Manton and Klinkhamer [74]. The ansatz approaches with profiles functions in Ref. [74] to approximate a sphaleron solution without solving the EOMs.

#### 3.1 The zero temperature sphaleron at tree level

As a first step, we have to calculate the sphaleron energy at 0K, which is the maximum boundary value and as well at the same time to test the convergence of this functional.

In the ZB model, the sphaleron energy functional consists of three main components: The first component is gauge bosons, the second and third components are kinetic and potential of Higgs scalars, respectively.

\[
E_{sph} = \int d^3 x \left[ \frac{1}{4} W^a_{ij} W^a_{ij} + (D_t \phi)^\dagger (D_t \phi) + V(\phi, h^\pm, k^{\pm\pm}) \right].
\]

We ignore the contributions of the hypercharge gauge field because they are very small [74]. We also assume the static field approximation (ie., \( W^a_0 = 0 \) and sphaleron has a spher-
We are able to give this approximation because the mass-generating process for particles is their interactions with the Higgs field. $\mathcal{V}$ contains components that do not interact with the Higgs boson. Components in $\mathcal{V}$ as a mechanism to explain the tiny mass of neutrino problem [104,105]. The coefficients in $\mathcal{V}$ are undefined. The values of these coupling constants need to be determined through decay channels.

After putting the ansatzs into Eq. (25), we will get

$$\mathcal{V}(\phi, h^\pm, k^{\pm\mp}, T = 0)_{\text{tree}} = -\frac{\mu^2 v_0^2}{2} h^2 + \frac{\lambda v_0^4}{4} h^4 + \Lambda$$

(29)

where $\mu^2 = \mu^2 + 4p^2 c_1^2 + 4q^2 c_2^2 = \text{constant} \approx \mu^2$. We can minimize the above potential and eliminate $\Lambda$, then obtain

$$\mathcal{V}(\phi, h^\pm, k^{\pm\mp}, T = 0)_{\text{tree}} = \frac{\lambda v_0^4}{4} (h^2 - 1)^2.$$  

(30)

There are two conditions to test the process of calculating sphaleron energy. The first is the scaling law. The second condition is the decoupling condition in EWPT. As indicated in next sections, both of these conditions are satisfied. If their bubbles are too large (i.e., $c_1$ and $c_2$ are too large), $\mu^\prime$ is very larger than $\mu$ and Eqs. (30), (31), (33) have additional contributions from $c_1$ and $c_2$. Therefore, if $c_1$ and $c_2$ are large, the sphaleron energy will be large or they can break the scaling law.

We accept the scenario where $c_1$ and $c_2$ are small. If $c_1$ and $c_2$ are large, the sphaleron calculations need to be recalculated, especially the normalization processes in Eq. (29), so the integrals (32) and (33) depend on the magnitude of $c_1$ and $c_2$.

In addition, when the sphaleron energy is too large, $\beta/H$ will be large, resulting in a small gravitational wave generation, as shown in Fig. 5a.

Thus, the approximation of the contribution of $\mathcal{V}$ and the smallness $c_1$ and $c_2$ are acceptable, considering the possibility of generating the largest gravitational waves and satisfying the above two conditions.

After making a few simple transformations, the zero temperature sphaleron energy at tree-level is

$$\mathcal{V}_T = \mathcal{V} + \mathcal{H}.$$  

(31)

$$\mathcal{H} = -\mu^2 v_0^2 h^2 + \frac{\lambda v_0^4}{4} h^4 + \Lambda.$$  

(33)

$$\mathcal{V}_H = \mathcal{V} + \mathcal{H}.$$  

(32)

where $\mathcal{V}_T$ and $\mathcal{V}_H$ are the total and Higgs contributions, respectively.
Table 2 The zero temperature sphaleron energy at tree level

| a  | b  | v₀ [GeV] | E_{sph}^{0K} [GeV] | E_{sph}^{T=0K}/v₀ |
|----|----|----------|---------------------|--------------------|
| 2.4| 1.28| 246      | 10245.7             | 41.649             |

\[ E_{sph, tree}^{0K} = \frac{4\pi v₀}{g} \int_{0}^{\infty} d\xi \left[ 4 \left( \frac{df(\xi)}{\xi} \right)^2 + \frac{8f^2(1-f)^2}{\xi^2} \right. \\
+ \left. \frac{\xi^2}{2} \left( \frac{dh(\xi)}{\xi} \right)^2 + h^2(1-f)^2 + \frac{\xi^2 \lambda}{g^2} (h^2 - 1) \right] \]  

(31)

Expanding Eq. (31) by using Eqs. (22) and (23), we get

\[ E_{sph, tree}^{0K} = \frac{4\pi v₀}{g} \int_{0}^{a} d\xi \left[ 4 \left( \frac{df(\xi)}{\xi} \right)^2 + \frac{8f^2(1-f)^2}{\xi^2} \right. \\
+ \left. \frac{\xi^2}{2} \left( \frac{dh(\xi)}{\xi} \right)^2 + h^2(1-f)^2 + \frac{\xi^2 \lambda}{g^2} (h^2 - 1) \right] \\
+ \frac{4\pi v₀}{g} \int_{a}^{b} d\xi \left[ \frac{\xi^2}{2} \left( \frac{dh(\xi)}{\xi} \right)^2 + h^2(1-f)^2 + \frac{\xi^2 \lambda}{g^2} (h^2 - 1) \right] \\
+ \frac{4\pi v₀}{g} \int_{b}^{\infty} d\xi \left[ \frac{\xi^2}{2} \left( \frac{dh(\xi)}{\xi} \right)^2 + h^2(1-f)^2 + \frac{\xi^2 \lambda}{g^2} (h^2 - 1) \right] \]  

(32)

3.2 Sphaleron at the non-zero temperature and the scaling law

3.2.1 Sphaleron at the non-zero temperature

We just need to replace V(\phi, h^{±}, k^{±±}) by V_{eff} in the sphaleron energy at 0K, then we will get sphaleron energy at the non-zero temperature. However, we first use the effective potential without daisy loops, which we will explain later. The sphaleron energy at the non-zero temperature is rewritten as follows

\[ E_{sph}^{T} = \frac{4\pi v₀}{g} \int_{0}^{\infty} d\xi \left[ 4 \left( \frac{df(\xi)}{\xi} \right)^2 + \frac{8f^2(1-f)^2}{\xi^2} \right. \\
+ \left. \frac{\xi^2}{2} \left( \frac{dh(\xi)}{\xi} \right)^2 + h^2(1-f)^2 + \frac{\xi^2 \lambda}{g^2 v₀^4} V_{eff}(h, T) \right], \]  

(33)

where

\[ V_{eff}(h, T) = D(T^2 - T₀^2)v₀^2 - ET|h|^3 + \frac{\lambda T}{4} v^4. \]  

(34)

Notice that

\[ \phi^\dagger \phi = \frac{v₀^2 h(r)}{2}. \]  

(35)

On the other hand, ignoring the contribution of the Goldstone bosons, the Higgs doublet becomes

\[ \phi = \frac{1}{\sqrt{2}} \left( \begin{array}{c} 0 \\ v \end{array} \right) \rightarrow \phi^\dagger \phi = \frac{v^2}{2}. \]  

(36)

Form Eq. (35) and Eq. (36), we obtain

\[ v = v₀ \times h(r) \]  

(37)

Inserting Eq. (37) into Eq. (34) we then get

\[ V_{eff}^T = D(T^2 - T₀^2)v₀^2 h^2 - ET|h|^3 v^3 + \frac{\lambda T}{4} v^4 h^4. \]  

(38)

We must rescale the variable \( \xi \) and the radial function \( h(\xi) \) as follows:

\[ \xi = \frac{\xi}{s}; \quad \tilde{h} = sh; \quad \text{with} \ s = \frac{v(T)}{v₀}. \]  

then Eq. (38) becomes

\[ V_{eff}(h, T) = \frac{\lambda T}{4} v^4 - ET v^3 + D(T^2 - T₀^2)v₀^2 \]  

\[ = \frac{\lambda T v₀^4}{4} s^4 h^4 - ET v₀^3 s^3 h^3 + D(T^2 - T₀^2)v₀^2 s^2 h^2 \]  

\[ = \frac{\lambda T v₀^4}{4} s^4 (h^4 - 1) - ET v₀^3 s^3 (h^3 - 1) \]  

\[ + D(T^2 - T₀^2)v₀^2 s^2 (h^2 - 1) + C(T). \]  

(39)

In Eq. (39), C(T) will be removed by the normalized conditions of the effective potential, so that \( E_{sph}^{T} \) does not
The sphaleron energy will be rewritten as

\[
E_{\text{sph}}^T = \frac{4\pi v_0}{g_s} \int_0^\infty d\xi \left\{ 4 \left( \frac{df}{d\xi} \right)^2 + \frac{8}{\xi^2} f^2 (1-f)^2 \right\} \\
+ \frac{\xi^2}{2} \left( \frac{dh}{d\xi} \right)^2 + h^2 (1-f)^2 \\
+ \frac{\xi^2}{g^2 s^2} \left[ \frac{\lambda T}{4} s^4 (h^4 - 1) - \frac{E_T}{v_0} s^3 (h^3 - 1) \right. \\
\left. + \frac{D(T^2 - T_0^2)}{v_0^2} s^2 (h^2 - 1) \right].
\]  

(40)

In Eq. (40) we can separate out the sphaleron energy of the gauge fields in terms of the variable \( \xi \) as follows [83]

\[
E_{\text{gauge}}^T = \int \frac{1}{4} W_{ij}^a W_{ij}^a d\chi = \frac{4\pi v}{g} \int_0^\infty d\xi \left[ 4 \left( \frac{df}{d\xi} \right)^2 + \frac{8 f^2 (1-f)^2}{\xi^2} \right].
\]  

(41)

With different \( S \) values, we get the specific mass of \( h^{\pm} \) and \( k^{\pm} \). Then substitute them in Eq. (40), and minimize the energy functional to find the values \( a, b \). Finally, substituting \( a, b \) which we just found with the mass of the particles in Eq. (40), then we get the sphaleron energy at any temperature in the range below \( T_c \).

To ensure that the baryon number remains unchanged during the expansion of the universe, we need the baryon erosion avoidance condition, which is also called the de-coupling condition or the third Sakharov condition. During the phase transition (that is, when the temperature drops from \( T_c \) to \( T_0 \)), the rate of violation of the baryon number must be less than the Hubble rate. Moreover, EWPT occurs after inflation and belongs to the period dominated by radiation, so the Hubble rate is \( H_{\text{rad}}^2 \). Thus \( \Gamma_{\text{sph}} \ll H_{\text{rad}} \) [67–71,80] as the result:

\[
\frac{E_{\text{sph}}^T}{T} - 7 \ln \left( \frac{v(T)}{T} \right) + \ln \left( \frac{T}{100 \text{ GeV}} \right) > (35.9 - 42.8).
\]  

(42)

For detailed illustration, we calculate the sphaleron energy with \( S = 1.2 \), the results obtained are as shown in Table 3. These results satisfy the decoupling and supercooling conditions [55–57].

We see that \( E_{\text{sph}}^T \) at any temperatures satisfy this condition, see in the eighth column of the Table 3, the gauge component contributed the largest, accounting for about 55%. Although the results are only examined for one value of \( S \), the laws of sphaleron energy hold for other \( S \).

Furthermore, according to Table 3, the potential contribution \( E_{\text{gauge}}^T \) is always less than 5.50% (≈ 401.27/7407.11).

---

**Fig. 1** Nuclear bubbles
Therefore, when adding daisy loops, the contribution from potential to the sphaleron energy becomes smaller or actually the contribution of daisy loops is too small compared to the others. Because of Eq. (15), \( V^{\text{daisy}}_{\text{eff}} < V_{\text{eff}}(v) \). Therefore, to calculate the sphaleron energy, we just use the effective potential without daisy loops.

The profile functions of \( h(\xi) \) and \( f(\xi) \) are plotted in Fig. 1. These functions rapidly advance to 1 as \( \xi \) increases. As \( \xi \) increases, the faster the functions approach 1, the thinner the wall of bubbles.

According to the results of Table 3, the values of \( a, b \) decrease as the temperature decreases. When the temperature is near \( T_c \), \( a \) and \( b \) decrease very quickly (see Fig. 2). \( a, b \) are two free parameters, but they are specific to the thickness of the wall of bubbles. This leads to an initial prediction that the radius of bubbles will increase when the temperature goes down because the thickness of wall of bubbles decrease. We will verify this again in the next section after calculating \( \beta/H^* \).

3.2.2 The scaling law

The sphaleron scaling law [47–49,72]: The sphaleron energy at a temperature below the critical temperature is linearly proportional to VEV at that temperature

\[
E_{\text{scaling}}^T \approx \frac{v(T)}{v_0} E_{\text{sph}}^{T=0K}.
\]

This law is only an approximate expansion. But it has a necessary meaning in order to double-check the calculation results.

Using data in Table 3, we have plotted \( E_{\text{sph}}^{T=0K} \) (in the seventh column) as a function of \( v(T) \) (the second column) in Fig. 3. From Fig. 3, \( E_{\text{sph}}^{T} \) increases linearly with \( v(T) \) and the slope of this line has the typical range 37 – 38. But according to Eq. (43), this slope should be equal to \( \frac{E_{\text{sph}}^{0K}}{v_0} \), so that \( \tan(\theta) = \frac{E_{\text{sph}}^{0K}}{v_0} \). From the Table 2, we get \( \tan(\theta) = \frac{E_{\text{sph}}^{0K}}{v_0} = \frac{10245.7}{286} = 41.649 \). We therefore find that the above law is on average 10% more than it actually is.

Hence, we revise the sphaleron scaling law as follows:

\[
E_{\text{scaling}}^T \approx v(T) \frac{0.9 E_{\text{sph}}^{0K}}{v_0}.
\]

This can be clearly seen when comparing Eq. (32) with Eq. (33); and \( V(\phi, h^\pm, k^{\pm\pm}) \) is very different from \( V_{\text{eff}}(h, T) \). However, this correction is not large because the contribution of the effective potential component is small, which is also mentioned in Ref. [47]. In addition this correction is also consistent with the results given in Ref. [83].

4 GW production from EWPT in the Zee–Babu model

Electroweak phase transition with nuclear bubbles that has spherical symmetry. As the temperature drops from the critical temperature, the collisions of bubbles destroy the spherical symmetry. This produces gravitational radiation. The high velocity and energy density of the bubbles will provide the necessary conditions for the generation of gravitational radiation. There are two sources of gravitational waves: the direct collision of the bubbles and the chaos in the plasma state due to the motion of the bubbles [85–87,102,103].

4.1 The parameters \( \beta/H^* \) and \( \alpha \)

Two important parameters for calculating gravitational waves that have been derived from many past studies [84–93,95,96,98–100,102,103] are latent heat (\( \alpha \)) and \( \beta/H^* \).

The first parameter, \( \beta \) is often called the inverse of the time of the phase transition. This quantity determines the size of the bubble at the time of collision, so it is characteristic of the frequency at which the GW signal is largest [84].
4.1.1 The transition rate

The sphaleron rate below the critical temperature is usually defined as:

\[ \Gamma(t) = A(t) e^{-S(t)}. \]  \hspace{1cm} (45)

We deduce the derivative of this rate with respect to time:

\[ \frac{d\Gamma(t)}{dt} = \frac{dA(t)}{dt} e^{-S(t)} - A(t) \frac{dS(t)}{dt} e^{-S(t)}, \]  \hspace{1cm} (46)

in which, \( A(t) \sim T^4 \) so \( \frac{dA(t)}{dt} \approx \frac{d(T^4)}{dt} = \frac{dT}{dt} \frac{dT}{dt} = 4T^3 \frac{dT}{dt} \) and \( S(t) \) is the Euclidean action of a critical bubble.

The change of temperature over time, calculated through the Hubble coefficient \( H \) gives \( \frac{dT}{dt} = -T \times H \). So Eq. (45) becomes:

\[ \frac{d\Gamma(t)}{dt} = -4T^4 H e^{-S(t)} + T S H \frac{dS(t)}{dT}. \]  \hspace{1cm} (47)

4.1.2 The parameter \( \beta / H^* \)

The parameter \( \beta \) is defined as follows:

\[ \beta \approx \frac{1}{\Gamma} \frac{d\Gamma(t)}{dt} \approx \left[ -4H + T H \frac{dS(t)}{dT} \right], \]  \hspace{1cm} (48)

with \( H \approx 3.36 \times 10^{-14} \). So we can ignore the term \(-4H \) in Eq. (48) so it can be rewritten as follows

\[ \beta \approx \left[ T \frac{dS(t)}{dT} \right]_{T=T_c}. \]  \hspace{1cm} (49)

We can approximate \( S(t) \approx S_3(T)/T \). Here \( S_3(T) \) is the action for the \( O(3) \) symmetric bounce action showing transitions between vacua of the Higgs potential, excluding gauge fields. Therefore \( S_3(T) \) can be approximated by sphaleron energy without the gauge component. From the values in Table 3, it follows that the gauge contribution accounts for 55% of the sphaleron energy. Therefore, a possible approximation is

\[ \frac{\beta}{H^*} \approx \left[ T \frac{dS_3(T)}{dT} \right]_{T=T_c} \approx \left[ T \frac{dS_3(T)}{dT} \right]_{T=T_c}, \]  \hspace{1cm} (50)

Here, \( \frac{\beta}{H^*} \) is dimensionless and depends mainly on the sphaleron energy and the shape of the potential at the time of nucleation. \( H^* \) is defined as follows [99]

\[ H^* = 4.5 \times 10^{-22} \left( \frac{T_c}{\text{MeV}} \right)^2 \text{MeV} \left( \frac{g^*}{10.75} \right)^2; \]

\[ g^* = 106.75. \]  \hspace{1cm} (51)

In addition we have three quantities that are related to the nuclear bubble defined via the \( \beta \) parameter,

\[ \begin{align*}
\beta^{-1} \Gamma(t) & : \text{the number of nuclear bubbles}, \\
R_b & \sim v_b \beta^{-1} : \text{the radius of nuclear bubble}, \\
\beta^{-1} & : \text{the typical time-scale of transition process}.
\end{align*} \]  \hspace{1cm} (52)

in which, \( v_b \) is the velocity of the wall of bubble.

The parameter \( \beta \) is difficult to determine, because we need to know the change of the sphaleron energy functional around the critical temperature. But Eq. (33) only tells us the energy at \( T \leq T_c \). And the value of the sphaleron energy when \( T > T_c \) is often difficult to determine, because the sphaleron rate in the thermal equilibrium is very small due to the sphaleron processes can be washed out by the inverse process.

From Eq. (50) it is reasonable the following approximation:

\[ \frac{\beta}{H^*} \approx \left[ \frac{0.45 E_{sph}^T}{T} \right]_{T=T_c}. \]  \hspace{1cm} (53)

In Sec. 3.2.1, we can omit daisy loops in the sphaleron energy. Thus daisy loops also do not contribute to the value of \( \beta / H \).

4.1.3 The parameter \( \alpha \)

The second important parameter characterizing the spectrum of gravitational waves is \( \alpha \) that is the ratio of latent heat (\( \epsilon \)) released in the radiation energy density (\( \rho_{rad}^* \)). \( \alpha \) is determined at the nucleation temperature as follows [85–87]:

\[ \alpha = \frac{\epsilon}{\rho_{rad}^*}. \]  \hspace{1cm} (54)

\[ \epsilon = \left( V_{eff}(v(T), T) - T \frac{d}{dT} V_{eff}(v(T), T) \right)_{T=T_c}, \]  \hspace{1cm} (55)

\[ \rho_{rad}^* = g^* \pi^2 T_c^4 = 106.75 \pi^2 T_c^4 / 30. \]  \hspace{1cm} (56)

This parameter depends only on the configuration of the effective potential. Thus in all models the parameter which is easily calculated by usual way when the effective potential is known, determines the strength of the phase transition.

Taking into account Eq. (55), we can use the effective potential with or without daisy loops. The value of latent heat of two cases through Fig. 4b which is plotted in two definite values of \( h_{\pm} \) and \( k_{\pm} \).

In Fig. 4b, there is a difference between \( \epsilon_{nodaisy} \) and \( \epsilon_{daisy} \) but it is always less than 12% (If the daisy loops of \( h_{\pm} \) and \( k_{\pm} \) are not taken into account, the difference is less than 10%). Looking at Fig. 4a, we see that the higher the temperature, the larger the difference. Therefore, we can use the effective
potential without daisy loops to calculate $\epsilon$ or gravitational waves.

4.2 The GW energy density parameter

With the effective potential without daisy loops in the above sections, we can compute the quantities $\alpha$ and $\beta/H^*$ and from that we can predict for the GW spectrum which is characterized by the density parameter.

There are three processes which are involved in the production of GWs at a first-order PT: Collisions of bubble walls, sound waves in the plasma and Magnetohydrodynamic (MHD) turbulence [115]. These three processes generically coexist, and the corresponding contributions to the stochastic GW background should linearly combine, at least approximately, so that [115]

$$h^2 \Omega_{GW} = h^2 \Omega_{Coll} + h^2 \Omega_{sw} + h^2 \Omega_{tur}.$$  \hfill (57)

We have three different scenarios depending on the bubble wall velocity [115]. The bubble wall velocity is defined via $\alpha$:

$$v_b = \frac{1}{\sqrt{\beta}} + \frac{\sqrt{\alpha^2 + 2\frac{\beta}{\beta}}}{1 + \alpha}.$$  \hfill (58)

We estimate that $v_b \sim 1$. This will be clearly seen on Table 4. Therefore, the generation of gravitational waves has only two components: the sound wave and turbulence [115–121].

The gravitational wave energy density parameters of sound waves is defined through $\alpha$ and $\beta/H^*$ as follows [93,115]:

$$h^2 \Omega_{sw}(f) \simeq 2.65 \times 10^{-6} v_b k_w^2 \left[ \frac{H_s}{\beta} \right] \left[ \frac{\alpha}{1 + \alpha} \right]^2 \times \left[ \frac{100}{g^*} \right]^{3/2} S_{sw}(f),$$  \hfill (59)

where

$$S_{sw}(f) = \left( \frac{f}{f_{peak,sw}} \right)^{1/3} \left( \frac{7}{4 + 3(f/f_{peak,sw})^2} \right)^{7/2},$$  \hfill (60)

and the peak frequency is well fitted by

$$f_{peak,sw} = 1.9 \times 10^{-2} mHz \times \frac{1}{v_b} \frac{\beta}{H^*} \frac{T_s}{100} \left( \frac{g_s}{100} \right)^{1/6}.$$  \hfill (61)

GWs from turbulence in the cosmic fluid is given by

$$h^2 \Omega_{tur}(f) \simeq 3.35 \times 10^{-4} \left( \frac{H^*}{\beta} \right) v_b \left( \frac{k_w}{1 + \alpha} \right)^3 \times \left( \frac{100}{g^*} \right)^{1/2} S_{tur}(f),$$  \hfill (62)

in which

$$S_{tur}(f) = \left( \frac{f}{f_{peak,tur}} \right)^3 \left( \frac{1 + (f/f_{peak,tur})}{1 + 8\pi f/h^*} \right)^{11/3}.$$  \hfill (63)

and Eq. (63) reads

$$h_s = 16.5 \times 10^{-3} mHz \times \frac{T_s}{100} \left( \frac{g_s}{100} \right)^{1/6},$$

$$f_{peak,tur} = 2.7 \times 10^{-2} mHz \times \frac{1}{v_b} \frac{\beta}{H^*} \frac{T_s}{100} \left( \frac{g_s}{100} \right)^{1/6}.$$  \hfill (64)

One can estimate that [115]

$$k_w = \alpha \left[ 0.73 + 0.083 \sqrt{\alpha + \alpha} \right] \text{ when } v_b \sim 1;$$

$$k_t = (0.05-0.1) \times k_w.$$  \hfill (65)

where $k_w$ is part of the latent heat, converted into kinetic energy of the bubble wall.

It is important to note that the current formulas for the calculation of the gravitational wave spectrum have some differences, possibly slightly from Eqs. (59) and (62), but they are all the same power. One of the pretty good corrections available today as in Ref. [122]. However, in order for us to...
only evaluate the power of the gravitational wave spectrum, we only use the formulas in Eqs. (59) and (62).

First, we have to evaluate $\alpha$ and $\beta/H^*$: if $\alpha$ increases and $\beta/H^*$ decreases, the density parameter increases. This is shown as Fig. 5.

So, according to Eqs. (50) and (56) if we want the larger $\alpha$ is, i.e., the larger change of the potential over temperature should be, and the smaller the change of the sphaleron energy over temperature is at the critical temperature.

By approximating Eq. (53) and the data in Table 3, we get $\beta/H^* \approx 22.5$. We then calculate $\alpha$ and the values of $\Omega h^2$ with a few $S$, as shown in Table 4.

According to Table 4, as $S$ increases, $v_b$ increases. So the radius of bubbles expressed in Eq. (52) also increases. We next look at the first and last columns of Table 4, as the temperature decreases, $v_b$ increases again, which tells us that as the temperature decreases the radius of bubbles increases, or the velocity of the walls of bubbles increases, leads to the thickness of the walls can be reduced. This was also commented earlier, when observing the values of the two free parameters $a$ and $b$.

As the temperature decreases, from Tables 3 and 4 with Eq. (52), the sphaleron energy increases so the sphaleron rate decreases, consequently the number of bubbles also decreases.

According to Fig. 6, we see that $\Omega h^2$ increases when $S$ is greater than 1 but not yet in the range $10^{-12} - 10^{-10}$ and the value of $\alpha$ increases linearly with $S$. So in the model under consideration, the phase transition strength should be around 3.6 in the no daisy-loop case (or $S = 3.6 \times 0.95 = 3.42$ with daisy loops), $\alpha$ would have a value in the range of 1. The last, we conclude that, with the strength of phase transition of about 3.6, this model shows that the gravitational wave energy density is within the observable region of the LISA. But the maximum strength in the model under consideration is only about 2.4.

According to Fig. 7, the frequency ranges from $2 \times 10^{-5}$ Hz to $1.2 \times 10^{-4}$ Hz, the value of sensitivity of proposed GW is the largest. The future space-based GW interferometers LISA [123], DECIGO [124,125] and BBO [126] has the

---

**Table 4** Gravitational wave corresponding to the strength of phase transition with $\beta/H^* = 22.5$ and $f = f_{\text{peak}}$

| $T_c$ [GeV] | $v(T_c)$ [GeV] | $\alpha$ | $[\Omega h^2]_{\text{tur}}$ | $[\Omega h^2]_{\text{tur}}$ | $[\Omega h^2]_{\text{tur}}$ | $v_b$ |
|------------|----------------|---------|------------------------|------------------------|------------------------|-------|
| $S = 1, m_{k^\pm} = 219.496 \text{GeV}, m_{h^\pm} = 209.293 \text{GeV}$ | 123.08 | 0.0148 | $6.56499 \times 10^{-14}$ | $2.93648 \times 10^{-14}$ | $3.59298 \times 10^{-14}$ | 0.668 |
| $S = 1.2, m_{k^\pm} = 256.169 \text{GeV}, m_{h^\pm} = 218.500 \text{GeV}$ | 118.099 | 0.02 | $3.13011 \times 10^{-14}$ | $9.45874 \times 10^{-14}$ | $1.25888 \times 10^{-13}$ | 0.685 |
| $S = 1.4, m_{k^\pm} = 294.418 \text{GeV}, m_{h^\pm} = 217.491 \text{GeV}$ | 113.606 | 0.0304 | $1.08423 \times 10^{-13}$ | $2.39771 \times 10^{-13}$ | $3.48193 \times 10^{-13}$ | 0.701 |
| $S = 1.6, m_{k^\pm} = 288.500 \text{GeV}, m_{h^\pm} = 278.355 \text{GeV}$ | 108.986 | 0.0403 | $3.26923 \times 10^{-13}$ | $5.47717 \times 10^{-13}$ | $8.7464 \times 10^{-13}$ | 0.717 |
| $S = 1.8, m_{k^\pm} = 318.163 \text{GeV}, m_{h^\pm} = 287.461 \text{GeV}$ | 104.934 | 0.0505 | $7.81185 \times 10^{-13}$ | $1.05107 \times 10^{-12}$ | $1.83226 \times 10^{-12}$ | 0.730 |
Fig. 6 Graphs of $\alpha$ and $\Omega h^2$, $f = f_{\text{peak}}$

Fig. 7 $\Omega h^2$ as a function of $f$, for different values of $S$. The maximum values are compatible with Table 4. The light blue area represents $f$ from 0.02 to 0.12 mHz

Table 5 Sensitivity of proposed GW

| $f$ [Hz] | $\Omega h^2 \times 10^{12}$ | Type | Ref. |
|----------|---------------------------|------|------|
| $2 \times 10^{-5} - 1.2 \times 10^{-4}$ | $2 \times 10^{-12} - 10^{-10}$ | LISA | Refs. [88, 125, 127] |
| $2 \times 10^{-5} - 1.2 \times 10^{-4}$ | $5 \times 10^{-15} - 8 \times 10^{-14}$ | DECIGO | Refs. [88, 125, 127] |
| $2 \times 10^{-5} - 1.2 \times 10^{-4}$ | No data | BBO | Refs. [88, 125, 127] |

better sensitivity of proposed GW interferometers as indicated in Table 5.

From Table 5 and our calculation results, in the future DECIGO can capture the gravitational wave signals generated from EWPT in this model, as see in Fig. 8.

According to Fig. 9a, b, the LISA detectors may detect the GW of EWPT in the frequency range of 2 mHz but the BBO detectors can not.

5 Conclusion and discussion

The sphaleron energy has been calculated by profile functions with two free parameters. This is a scenario with good results, the numerical solution is not complicated, but the convergence of the energy functional is fast. However, we need to carefully deal with the free constants in the energy functional before solving.

We have noticed that the sphaleron energy needs to satisfy the following, regardless of the way: the first is the decoupling condition; the second is the scaling law; the maximum value of sphaleron energy is at zero temperature; and the last, we can only compute the sphaleron energy in detail at temperature $T \leq T_c$, and can only estimate the rate of sphaleron at temperatures above $T_c$.

The sphaleron rate tells us about the baryon-number violation, the first condition of baryogenesis. In the ZB model has the nonzero phases of the CKM matrix and a neutrino mixing [128, 129], they tell us about CP violation. The last condition for thermal imbalance is demonstrated by a first order EWPT
in this model. Thus, the ZB model allows a baryogenesis sce-
nario that explains the matter-antimatter asymmetry.

As estimated for $\Omega h^2$ to be around $10^{-12} - 10^{-10}$ (within
the LISA observation limit), $\alpha$ must be greater than 1, $S$
must be greater than 3. However, $S$ cannot be very large
(should only be in the vicinity of 2), otherwise the effective
potential expansions are no longer accurate. An error can
also come from the slow convergence of perturbation theory
in the Quantum Field Theory. This can be greatly improved
after the re-summation process as shown in Refs. [130,131].

We also make an extended comment, for looking at the
strength of the EWPT when gravitational waves are included.
We have considered two parameters $S$ and $\alpha$. A first-order
EWPT is strong when $\alpha > 1$ and $S > 1$. So, in the ZB model,
the EWPT is the first-order one but not strong because $\alpha$ is
only about $10^{-2}$. In addition, we have further investigated the
gravitational wave spectrum over time in the phase transition
by using the formalism in Ref. [122], but this requires know-
ing the exact decrease in temperature over time or knowing
the details of the expansion of the universe and the growth
of bubbles, which must not be approximate.

In this paper, we only calculate the contributions of com-
ponents $m_{h^\mp}$ and $m_{k^{\mp\mp}}$. However the full masses of $h^\pm$
and $k^{\pm\mp}$ are Eq. (5), so that their masses still depend on $u_1$
and $u_2$.

To comply with some two-loop effects, for neutrino mass
generation, the masses of these new bosons are not allowed to
exceed 2 TeV [132]. In the Zee–Babu model, we can have the
decay $k^{\pm\mp} \rightarrow h^{\pm} h^{\pm}$ and $k^{\pm\mp} \rightarrow \tau^{\pm} \tau^{\pm}$ is very small.
Therefore, $M_{k^{\mp\mp}} > 220$ GeV and $2M_{h^\pm} < M_{k^{\mp\mp}}$ [132].
With the results in this paper, to have the first order phase
transition and the sphaleron energies are in the range of 5-10
TeV, their massed are about less than 300 GeV. However,
this does not violate the above conditions because we have
not taken into account $u_1$ and $u_2$. $u_1$ and $u_2$ are the param-
eters that go with the new charged bosons. These coupling
constants are not the coupling constants between two new
bosons with Higgs. Therefore, the EWPT calculation will
not have the contribution of these two parameters. $m_{h^\pm}(m_k)$
participates in EWPT, not $M_{h^\pm}(M_k)$. So when calculating the
1-loop effective potential, these two parameters do not affect
the sphaleron and GW.

The recent new effects at the LHC have shown signals of
di-bosons that have masses around 2 TeV [133,134]. The new
bosons in the Zee–Babu model participate in the electroweak
process with only a part of their masses. The other mass part
comes from $u_1$, $u_2$. As calculated for the first order EWPT,
the part involved in this phase transition is just under 300
GeV. But the mass of these new bosons can be up to TeV
due to the contributions of $u_1$, $u_2$. Therefore, although the
energy scale is about TeV, it is too high for the EWPT scale.
But if the signals of these new particles are confirmed to be
particles in the ZB model, then as the TeV scale goes down
the EWPT scale, the part of these new particles involves in
the electroweak process.

Another very interesting suggestion comes from the analy-
sis of the decays of doubly charged Higgs boson in the
minimal left-right symmetry model when it comes to FCNC
effects and vacuum stability of the scalar potential [135].
The decays $pp \rightarrow H_{1/2}^{\pm \pm} H_{1/2}^{\mp \mp} j j \rightarrow \ell^\pm \ell^\pm \ell^\mp \ell^\mp j j$ with
$\sqrt{s} = 14$ TeV, LHC2 will not detect signals $H_{1/2}^{\pm \pm} H_{1/2}^{\mp \mp}$, even with light doubly charged Higgs boson ($\sim 500$ GeV).
But the Future Circular Colliders with $\sqrt{s} = 33$ and (or) 100
TeV, doubly charged Higgs bosons with a mass of about 1
TeV can be easily detected. The doubly charged Higgs bosons
in the Zee–Babu model are used to generate the small mass
of neutrino at the 2 loop level. Therefore, their signals in
the above decays with $\sqrt{s} \geq 33$ TeV can also be detected. This is an open suggestion that needs careful analysis.

An interesting effect in this model is the small mass generation of neutrino at the two-loop level. We think that this two-loop effect will have a certain influence on the EWPT. Therefore, we will calculate the effective potential at the two-loop to examine the baryogenesis problem fully in the ZB model.
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