Nitrogen Gas on Graphene: Pairwise Interaction Potentials
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Abstract. We investigate different types of potential parameters for the graphene-nitrogen interaction. Interaction energies calculated at DFT level are fitted with the semi-emperical Improved Lennard-Jones potential. Both a pseudo-atom potential and a full atomistic potential are considered. Furthermore, we consider the influence of the electrostatic part on the parameters using different charge schemes found in the literature as well as optimizing the charges ourselves. We have obtained parameters for both the nitrogen dimer and the graphene-nitrogen system. For the former, the four-charges Cracknell scheme reproduces with high precision the CCSD(T) interaction energy as well as the experimental diffusion coefficient in both the pseudo-atom and full atomistic potential. In the second case, the atom-atom model provides an average interaction energy of 2.3 kcal/mol, comparable with the experimental graphene-N\textsubscript{2} interaction of 2.4 kcal/mol.

1 Introduction

N\textsubscript{2} gas is considered a contaminating part of natural gas [1], an energy source believed to be a more environmental friendly alternative for fossil fuels [2]. The efficient use of natural gas requires the separation of, among other components, N\textsubscript{2} from the combustible parts [3]. Furthermore, also in other pre- and post-combustion processes, N\textsubscript{2} needs to be separated from other components [4–6].

Separation of small gases is often achieved via selective adsorption in porous materials exhibiting strong van der Waals interactions [7]. A lot of possible candidates are currently being investigated [8]. At both the theoretical and experimental level, one of the first characterization steps of an adsorbent candidate is the adsorption of N\textsubscript{2} gas at 77 K [9,10]. Because of its inert properties it is assumed that the pore volume of the material can thus be measured [11]. Ohba et al. have even suggested that the amount of graphene layers in a sheet could be determined via N\textsubscript{2} adsorption [12].
Molecular modelling of processes like gas adsorption on different materials has received increasing interest because of the access to as-yet unsynthesized materials and the microscopic view it offers [13]. If modelling wants to be predictive for experimental research, accurate models are needed, giving results that are directly comparable to experiment [14]. It is thus important to obtain accurate models for the N\textsubscript{2} molecule [15].

Graphene and derived materials have shown great promise in the adsorption of small gases, among which N\textsubscript{2}, through van der Waals interactions [16,17]. These interactions, because relatively weak, are not easy to determine from an experimental setup and, therefore, the theoretical calculations that can reproduce them play an important role in the determination of the structure and energies of the adsorbed molecules. It is for this reason that we are aiming to provide a set of interaction potentials to model the graphene-N\textsubscript{2} system in a simple yet accurate fashion, suitable for direct implementation in molecular dynamics. The circumcoronene(ccn)-N\textsubscript{2} system has been chosen as a model for quantum chemical study. The potentials have been derived from adequate DFT calculations in order to describe the interactions present in this system, mainly of dispersive origin. These contributions are essentially an effect of the electronic correlation and therefore of quantum mechanical origin. Their precise determination for systems of great size with approximate methods, is still today considered one of the most difficult problems for theoretical chemistry.

The potential we have chosen for the evaluation of the dispersive interactions between molecules is the Improved Lennard-Jones (ILJ) potential [18,19], a modified version of the Lennard-Jones (LJ) potential which has shown to improve the latter without introducing too much complexity [20–23].

In addition to dispersion interactions there are electrostatic contributions to the force field that often play a significant role in the interactions. In this context, we will investigate the influence of different charge schemes in the N\textsubscript{2} molecule. The electrostatic interaction is routinely added to potentials representing the dispersion interaction via the Coulomb summation [24,25]. The charges, which have no true physical meaning, are often chosen more or less arbitrarily as to represent a molecular property of choice, usually the first non-zero multipole present in the molecule [26]. In the case of N\textsubscript{2} this is a quadrupole.

In Sect. 2 we cover the computational details of this work. Section 3 discusses the potential energy models that we considered. The potentials are then tested in Sect. 4 by calculating the diffusion coefficient. Finally in Sect. 5, we draw some conclusions.

2 Computational Details

The N\textsubscript{2} and ccn monomers were optimized at the B3LYP/6-31G** [27,28] level and assumed rigid in further calculations. The bond distance in the N\textsubscript{2} dimer was 1.106 Å, while the average C-C and C-H distances in ccn resulted to be 1.421 Å and 1.088 Å respectively.
All the DFT interaction energy calculations were performed at the B97-D/TZV2P [29,30] level using the Gaussian09 program [52]. The counterpoise correction was used in all cases to diminish the basis set superposition error [31]. The B97-D functional recovers the attractive forces of dispersion through a correction of empirical nature designed to adequately describe the correlation of long-range origin. The representation of non-covalent systems, including many van der Waals pure complexes, is good, reaching on average the CCSD(T) precision [20,29,32–34], and, unlike the latter, allows the theoretical characterization of large molecular systems. The combination of a small computational cost and reasonable precision makes it an efficient quantum chemical method for the study of systems involving polycyclic aromatic hydrocarbons (PAHs). Similarly, the use of the split-valence triple-zeta basis supplemented with two polarization functions TZV2P has also been found sufficient to represent the polarization effects in similar systems.

For the N\textsubscript{2} dimer, 99 different relative configurations were generated at random and for each of those a scan over the distance was done between 3.4 Å and 20 Å. Close to the equilibrium distance, more points were sampled, while at longer distances, less points were included. This led to a total of 44 distances that were calculated for all of the 99 relative orientations.

Since graphene is virtually an infinite system, ccn (C_{54}H_{18}), was used as a model for DFT calculations. Ten different N\textsubscript{2} orientations were generated with respect to the ccn molecule at random positions above the ccn plane whereby the N\textsubscript{2} was not allowed to take positions above the outer benzene rings to avoid edge effects. For these geometries a scan was done over distances between 2.4 Å and 20 Å. Again, care was taken to include more points in the equilibrium region than at large distances. A total of 30 distances were included. Three of the randomly generated N\textsubscript{2} molecule orientations are shown in Fig. 1 together with a ccn molecule. This approach has proven its worth previously [20,34]. To optimize the parameters specifying the potentials for the N\textsubscript{2}-N\textsubscript{2} and the ccn-N\textsubscript{2} interactions, we fitted them to the respective interaction energies at DFT level.

The molecular dynamics simulations were done using the DL\textsubscript{POLY} v.2.2 [35] program in the microcanonical (NVE) ensemble using periodic boundary conditions in the x, y and z-direction at standard conditions (273 K and 1 atm). All simulations were run for 5 000 000 time steps with 3 000 000 equilibration steps and a time step of 1 fs. This implies a total run time of 5 ns. Equilibration was verified via monitoring of relevant properties through time, such as energy and temperature. Van der Waals and Coulombic cutoffs were set to 18 Å. As a starting position 100 N\textsubscript{2}, were randomly positioned in a cubic cell with sides of 159.82 Å to ensure a density of 1.139 kg/m\textsuperscript{3}, the density of N\textsubscript{2} at standard conditions.

The diffusion coefficient, D, for a single particle is defined by the Einstein equation

\[ D = \frac{1}{2d} \lim_{\tau \to \infty} \frac{d}{d\tau} \langle (\vec{r}(\tau) - \vec{r}(0))^2 \rangle \]  

(1)
where d is the dimension of the system, $\vec{r}(\tau)$ is the position of the particle at time $\tau$ and the angle brackets denote the average over time origins. The quantity $\langle [\vec{r}(\tau) - \vec{r}(0)]^2 \rangle$ is denoted as the mean squared displacement (MSD) of the particle and is obtained from the output of DL_POLY v.2.2. Plotting this MSD against time gives a linear relation from which the slope gives the diffusion coefficient after dividing by twice the dimension of the system as shown in (1).

To ensure good statistics, it is important to get a sufficient amount of ensembles to average the diffusion coefficient [36]. Different ensembles can either be taken over time or over space. We have chosen a procedure where the production run is divided in half. A time average is then taken from step 1 to the time step halfway the production run. A second time average is taken from step two to the time step halfway the production run + 1 and so on. This way, we ensure an ensemble of 1,000,000 time-averaged MSD values that we plot as a function of the timestep. We repeated this procedure five times, starting from different initial configurations to ensure averaging over space as well.

3 Interaction Potential Models

To describe the total interaction potential energy, we assume it can be divided into a nonelectrostatic part and an electrostatic contribution. The non electrostatic part is represented by the semi-empirical ILJ potential developed by Pirani et al. [18] while the electrostatic part is calculated as a simple Coulombic sum

$$V_{\text{tot}}(R) = V_{\text{nelec}}(R) + V_{\text{elec}}(R) = V_{\text{ILJ}}(R) + V_{\text{Coul}}(R).$$ (2)
It is known that the Lennard-Jones potential performs well in the equilibrium region, but suffers from shortcomings in both the short- and longe range-part of the potential. The Improved Lennard-Jones potential has shown extensively to lower these problems via the introduction of an extra parameter controlling the R-dependence of the repulsive term [19,37–39]. The ILJ potential has the following form

$$V_{\text{ILJ}}(R) = \epsilon \left[ \frac{m}{n(R) - m} \left( \frac{r_0}{R} \right)^{n(R)} - \frac{n(R)}{n(R) - m} \left( \frac{r_0}{R} \right)^m \right]$$

with

$$n(R) = \beta + 4 \left( \frac{R}{r_0} \right).$$

Here $m$ takes the value of 6 for neutral systems. $\epsilon$ represents the well depth, while $r_0$ represents its location. Both are directly related to the polarizability of the molecules of interest. $\beta$ is a dimensionless parameter usually restricted between 7 and 9 that allows for fine tuning of the potential, especially in the long range attractive region. It is related to the hardness of the interacting partners and allows overcoming possible deficiencies of the electrostatic part of the potential.

The ILJ potential is a site to site pairwise interaction potential and thus needs the allocation of dispersion centres within the system of interest. In the case of the $N_2$ molecule it is possible to place one interaction centre in the centre of mass of the $N_2$, thus reducing the molecule to a pseudo-atom based on the total molecular polarizability. We will refer to this type of potential as CM-CM potential from now on. A second possibility is to consider an interaction centre on each N-atom, thus taking into account the effects of atomic polarizabilities by means of separate atom-atom ILJ terms. In that case the dispersion energy of the $N_2$ dimer is described as a 4-term potential

$$V_{\text{nelec}}(R_{AB}) = \sum_{i,j=1}^{2} V_{\text{ILJ}}(R_{ij})$$

$$= V_{\text{ILJ}}(R_{11}) + V_{\text{ILJ}}(R_{21}) + V_{\text{ILJ}}(R_{12}) + V_{\text{ILJ}}(R_{22})$$

where $i$ and $j$ indicate the nitrogen atoms of $N_2$ molecules A and B respectively within the dimer. This type of potential will be referred to as atom-atom potential.

For the simulation of small gases, often partial charges are introduced in the system to calculate the electrostatic interaction. Although they do not have an actual physical meaning, they are usually chosen such as to represent a molecular property relevant for the interaction; often the lowest non-zero multipole is chosen. We optimize the parameters for the ILJ potential using different charge schemes found in the literature and try to further optimize the charges ourselves.
For the $N_2$ gas, usually a three site or a four site charge system is proposed [15]. The three-charge system has negative charges on the N atoms and a balancing charge on the centre of mass of double the magnitude to get a neutrally charged molecule. Although this contradicts the chemical structure of the $N_2$ molecule—where the negative charge is concentrated in the triple bond—this model reproduces the quadrupole of the molecule if the charges are chosen appropriately. The four site charge system, on the other hand, positions a positive and negative charge on either side of the N-atoms. The positive charges are positioned at a distance of 1.694 Å of each other, while the negative charges are separated by a distance of 2.088 Å. Schematic representations are shown in Fig. 2.

An electrostatic energy contribution is then calculated as the Coulombic sum

$$V_{\text{Coul}}(R) = \sum_{i,j} \frac{q_i q_j}{R_{ij}}$$

(6)

where $i$ and $j$ are the respective point charges present in the $N_2$ dimer and follow the order rule stated before (see (5)).

Various charge schemes found in the literature were used. For the three-charge model, we have used values proposed by Stone [40], the charge scheme proposed by Murthy et al. (MOM) [41], and the TraPPE scheme proposed by Potoff and Siepmann [42]. For the four-charge model, we have used the charges proposed by Cracknell et al. [43]. Aside from using previously defined charge schemes, we have also refitted the charges ourselves within the three-charge model. The negative charge was then considered as an extra parameter within the fitting. The value for the positive charge followed naturally from the negative one to assure a neutral $N_2$ molecule.

For the ccn molecule, we always consider an ILJ interaction centre on every C atom, to make sure the $N_2$ molecule interacts strongest with the closest carbon atoms. Furthermore the electrostatic interactions are considered negligible for the graphene-$N_2$ interaction. This means that for the ccn-$N_2$ system, after placing an interaction centre on both N atoms, we can write the potential as
\[ V_{\text{nelec}}(R_{\text{ccn-N}_2}) = \sum_{i=1}^{54} \sum_{j=1}^{2} V_{\text{ILJ}}(R_{ij}) \]  

(7)

where \( i \) runs over the 54 carbon atoms within the ccn molecule and \( j \) runs over the 2 nitrogen atoms within the \( \text{N}_2 \) molecule.

It matters to point out that each of the aforementioned charge schemes belongs to a force field that carries its own parameters for a standard Lennard-Jones potential. Here, however, we use the charges of each force field and then refit all the other parameters of the ILJ potential to obtain new force fields.

We have fitted the models described in this section for both the \( \text{N}_2 \) and ccn-\( \text{N}_2 \) systems to a set of interaction energies calculated at the DFT level by optimizing the parameters of the ILJ potential and, in specific cases, the partial charges in the Coulombic sum.

3.1 \( \text{N}_2 \) Dimer

Firstly we are considering the case of a single interaction centre on the centre of mass of the \( \text{N}_2 \) molecule. The interaction parameters can be found in Table 1 with their respective partial charges. It is clear from the table that explicitly including the electrostatic part by means of the Coulombic sum only affects the ILJ parameters when large charges are used. This observation applies for both the three- and four-charge model.

| Charge scheme   | \( \epsilon \) (kcal/mol) | \( r_0 \) (Å) | \( \beta \) | \( q^* \) (e) |
|-----------------|--------------------------|-------------|---------|----------|
| No charges      |                          |             |         |          |
| No charges      | 0.193                    | 4.314       | 8.431   | /        |
| Three-charge model |                         |             |         |          |
| MOM             | 0.198                    | 4.307       | 8.391   | −0.405   |
| TraPPE          | 0.200                    | 4.305       | 8.374   | −0.482   |
| Stone           | 0.200                    | 4.304       | 8.368   | −0.510   |
| Optimized       | 0.211                    | 4.289       | 8.281   | −0.788   |
| Four-charge model |                         |             |         |          |
| Cracknell       | 0.189                    | 4.322       | 8.465   | −0.373   |

In the three-charge model, increasing the charges, increases the \( \epsilon \) while decreasing \( r_0 \) and \( \beta \). Reversed trends are seen for the four-charge model. Increasing the charge, induces a decrease in \( \epsilon \) and an increase in \( r_0 \) and \( \beta \). For the three-charge model, the optimized charges are higher than the ones found in the literature.

We can compare the \( \epsilon \) and \( r_0 \) values for the Improved Lennard-Jones potential to the respective values of the Lennard-Jones potential since the equilibrium regions of both behave equally. Ravikovich et al. have reported values of
0.202 kcal/mol for $\epsilon$ and 4.058 Å for $r_0$ for a LJ CM-CM model without charges [44]. The $\epsilon$ is higher than ours, while the $r_0$ is smaller, but in reasonable agreement taking into account that they were acquired via very different methods.

| Charge scheme | $\epsilon$ (kcal/mol) | $r_0$ (Å) | $\beta$ | $q^-(e)$ |
|---------------|------------------------|-----------|--------|----------|
| No charges    |                        |           |        |          |
| No charges    | 0.074                  | 3.893     | 8.033  | /        |
| Three charge model |                |           |        |          |
| MOM           | 0.077                  | 3.895     | 7.869  | -0.405   |
| TraPPE        | 0.078                  | 3.896     | 7.802  | -0.482   |
| Stone         | 0.078                  | 3.897     | 7.775  | -0.510   |
| Optimized     | 0.079                  | 3.897     | 7.720  | -0.564   |
| Four charge model |                  |           |        |          |
| Cracknell     | 0.072                  | 3.902     | 8.051  | -0.373   |

Atom-atom potential parameters can be found in Table 2. Introduction of the electrostatic part changes the parameters to a smaller extent than in the CM-CM model. For the three-charge model, the $\epsilon$ and $r_0$ increase slightly with increasing charges, while $\beta$ decreases. The optimized charges are again slightly higher than the ones from the literature. For the four-charge model, $\epsilon$ decreases, while $r_0$ and $\beta$ increase.

Again we can compare the $\epsilon$ and $r_0$ parameters of the atom-atom model directly to the TraPPE and MOM Lennard-Jones alternatives for the three-charge model [41,42]. The $\epsilon$ and $r_0$ for both the MOM and the TraPPE potential are 0.072 kcal/mol and 3.730 Å respectively which compares reasonably well with our values. Furthermore, we can compare to ILJ parameters using a three-charge model proposed by Bramastya et al. [45]. They propose values of 0.081 kcal/mol, 3.770 Å and 9.000 for $\epsilon$, $r_0$ and $\beta$ respectively while using a charge of $-0.515$ e on the N atom. The LJ $\epsilon$ and $r_0$ proposed by Cracknell using a four-charge model are 0.075 kcal/mol and 3.724 Å respectively, again well comparable with our parameters.

In order to examine the performances of the different approaches, the interaction energies of some highly symmetrical configurations of the N$_2$-dimer have been calculated with the different interaction potentials fitted. The values are presented in Table 3. Three representative configurations, in T-shape, parallel and linear, were taken into account and were compared with the interaction energies computed at the CCSD(T)/CBS [46] level, which is a well-recognized standard for evaluating the accuracy of other computational methods.

From Table 3 it can be seen that the interaction energies of N$_2$-dimers calculated with the different fittings are in general in good agreement with the CCSD(T) results for the considered noncovalent interaction. Indeed, the proposed potentials correctly reproduce the stability sequence for N$_2$ dimer,
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Table 3. Interaction energies ($D_e$) and centre-to-centre bond distance ($r_0$), of the representative configurations of the N$_2$ dimer calculated by potential energy functions derived from B97-D/TZV2P calculations.

| Model Type          | Linear            | Parallel          | T-shape           |
|---------------------|-------------------|-------------------|-------------------|
|                     | $D_e$(kcal/mol)   | $r_0$(Å)          | $D_e$(kcal/mol)   | $r_0$(Å)          |
| CM-CM model         |                   |                   |                   |
| no charges$^a$      | 0.199             | 4.270             | 0.253             | 4.210             |
| three charge model  |                   |                   |                   |
| MOM                 | 0.119             | 4.46              | 0.174             | 4.360             | 0.253 | 4.210 |
| Stone               | 0.077             | 4.57              | 0.160             | 4.38              | 0.284 | 4.18  |
| TraPPE              | 0.088             | 4.54              | 0.164             | 4.38              | 0.276 | 4.19  |
| Opt                 | -                 | -                 | 0.111             | 4.46              | 0.417 | 4.08  |
| four charge model   |                   |                   |                   |
| Cracknell           | 0.052             | 4.75              | 0.169             | 4.32              | 0.256 | 4.21  |
| Atom-atom model     |                   |                   |                   |
| no charges          | 0.140             | 4.76              | 0.293             | 3.78              | 0.206 | 4.27  |
| three charge model  |                   |                   |                   |
| MOM                 | 0.103             | 4.88              | 0.263             | 3.87              | 0.263 | 4.23  |
| Stone               | 0.077             | 4.95              | 0.238             | 3.91              | 0.295 | 4.20  |
| TraPPE              | 0.084             | 4.93              | 0.246             | 3.90              | 0.286 | 4.21  |
| Opt                 | 0.063             | 4.99              | 0.222             | 3.94              | 0.315 | 4.19  |
| four charge model   |                   |                   |                   |
| Cracknell           | 0.057             | 5.01              | 0.245             | 3.89              | 0.261 | 4.22  |
| CCSD(T) [46]        | 0.006             | 4.74              | 0.205             | 3.57              | 0.277 | 4.03  |

$^a$ The CM-CM no-charge model does not allow to differentiate the different conformations. It provides an average over all configurations.

T-shape $>$ parallel $>$ linear. However, they are not able to accurately reproduce the very small interaction energy of the linear configuration. Still, the fittings of B97-D results predict the dimer to be bound in this geometry, unlike M11, ωB97X-D or B3LYP-D3 among others [46].

In the CM-CM model the charge schemes giving in average the best results are those using four charges, with absolute errors of 0.004–0.008 kcal/mol. The three-charge system and no-charge model perform worse. For the atom-atom potential, a similar trend is seen so that the four-charge model is to be preferred over the schemes with three or zero charges. The quantitative error in interaction energies relative to CCSD(T) is a little bigger but is in tolerable range. As for the bond distances, the proposed potentials give higher values than those calculated with CCSD(T), with differences around 0.25 Å.

3.2 ccn-N$_2$ System

In Table 4 the interaction parameters can be found for the ccn-N$_2$ system using the CM and one site per atom model for N$_2$. In the literature parameters of
Table 4. Interaction parameters for the N$_2$-ccn system comparing the atom-CM and atom-atom models.

| Model               | $\epsilon$ (kcal/mol) | $r_0$ (Å) | $\beta$ |
|---------------------|------------------------|-----------|---------|
| C-CM(N$_2$)         | 0.123                  | 4.133     | 6.470   |
| C-N                 | 0.087                  | 3.808     | 7.861   |

Table 5. Interaction energies ($D_e$) and centre-to-centre bond distance ($r_0$), of the representative configurations of the N$_2$-ccn and N$_2$-Bz calculated by potential energy functions derived from B97-D/TZV2P calculations.

| ccn-N$_2$          | $D_e$ (kcal/mol) | $r_0$ (Å) | Bz-N$_2$          | $D_e$ (kcal/mol) | $r_0$ (Å) |
|--------------------|------------------|-----------|-------------------|------------------|-----------|
| C-CM (N$_2$)       | 2.189            | 3.630     | C-CM (N$_2$)      | 0.741            | 3.888     |
| C-N/perpendicular  | 1.980            | 3.769     | C-N/perpendicular | 0.735            | 3.984     |
| C-N/parallel       | 2.593            | 3.391     | C-N/parallel      | 1.024            | 3.554     |
| exp (graph-N$_2$)  | 2.398            | 3.340     | RBDMC [49]        | 1.154            | –         |
|                    |                  |           | exp [50]          | 0.92 ± 0.07      | –         |

This type are usually obtained via the Berthelot mixing rules from the separate parameters for the N$_2$ molecule and the C atom within the surface, graphene in this case. This makes a direct comparison with our parameters difficult. Consequently, to validate our fitted potentials for the ccn-N$_2$ system, a study similar to that of the N$_2$ dimer has been carried out. Furthermore, we also considered the interaction of N$_2$ with benzene (Bz), although our parameterization of the ILJ potential is specifically designed for larger molecules. We have, then, evaluated the equilibrium distance and binding energy for both ccn-N$_2$ and Bz-N$_2$ complexes by means of the ILJ potentials fitted to reproduce B97-D/TZV2P numbers. The obtained results are collected in Table 5.

From the analysis of data in Table 5, it can be seen that the CM-model consistently underestimates the binding energies with respect to experimental values. Just by construction, this model is not able to reproduce the influence of orientation of N$_2$ over the aromatic surface on the computed energies, so giving too much weight to less bonded contributions and, consequently, providing too low interactions.

This problem does not appear in the atom-atom model and, in fact, this model can give account of the different stability of different conformations. The obtained interaction energies represent lower and upper limits containing the experimental value and providing an arithmetic mean value of 2.3 kcal/mol. Nevertheless, since the probability of the parallel conformation is larger than that of the perpendicular one, the experimental value of 2.398 kcal/mol is closer to the upper limit. A good agreement is also encountered for the equilibrium distances.

Notably, despite the limitations introduced by its own design, a good agreement between experimental and theoretical results is also found in the Bz-N$_2$ interaction. Again, the CM model gives too low binding energies and the
experimental value is closer to the upper limit. Finally, there is also a reasonable agreement between our values and those computed by the rigid-body diffusion Monte Carlo (RBDMC) method [49].

4 Diffusion Coefficients

The force fields described above were used to calculate the diffusion coefficients of N\textsubscript{2} gas at standard conditions (273 K and 1 atm). 100 molecules were simulated in a simulation box with a size coinciding with the gas density of N\textsubscript{2} at standard conditions.

The calculated diffusion coefficients can be seen in Table 6 along with the experimental value. Neither the CM-CM model nor the atom-atom model perform consistently better than the other over all the different charge schemes.

Table 6. Diffusion coefficients calculated using the respective force fields compared to the experimental value.

| Model          | Three charge model | Four charge model |
|---------------|--------------------|-------------------|
|               | No charges | MOM | TraPPE | Stone | Optimized | Cracknell | Exp. [51] |
| CM-CM         | 10\textsuperscript{5}. D (m\textsuperscript{2}/s) | 1.527 | 1.209 | 0.946 | 0.809 | 0.339 | 1.631 | 1.55 |
| atom-atom     | 10\textsuperscript{5}. D (m\textsuperscript{2}/s) | 1.766 | 1.246 | 0.910 | 0.899 | 0.750 | 1.658 |

For the CM-CM model, the three-charge model performs worse upon increasing the charges. The smallest charges of the MOM scheme, give already an absolute error \(E_a\) of 0.341 \(\cdot\) 10\textsuperscript{-5} m\textsuperscript{2}/s compared to the experimental value. The four-charge model performs better, with an \(E_a\) of \(-0.081 \cdot 10\textsuperscript{-5}\) m\textsuperscript{2}/s for the Cracknell charges. Again, the \(E_a\) becomes larger upon increasing the charges. For the CM-CM model, it seems better not to include charges at all which gives rise to an \(E_a\) of only 0.023 \(\cdot\) 10\textsuperscript{-5} m\textsuperscript{2}/s. This result matters because for massive calculations, simplicity in the potential can lead to significant production time savings.

For the atom-atom potential, a similar trend is seen. Increasing the charges worsens the performance. However in this case, the four-charge model of Cracknell \((E_a = -0.108 \cdot 10\textsuperscript{-5}\) m\textsuperscript{2}/s) is to be preferred over a model without charges \((E_a = -0.216 \cdot 10\textsuperscript{-5}\) m\textsuperscript{2}/s). However, in case of large simulations, leaving out the Coulombic sum altogether seems justified to save computing time. The difference in performance between the no-charge model and the best performing three-charge model (MOM) is a lot smaller than for the CM-CM case, an \(E_a\) of \(-0.216 \cdot 10\textsuperscript{-5}\) m\textsuperscript{2}/s versus 0.304 \(\cdot\) 10\textsuperscript{-5} m\textsuperscript{2}/s.

As a comparison we calculated the diffusion coefficient using the parameters proposed by Bramastya et al. [45], to obtain a result of 0.900 \(\cdot\) 10\textsuperscript{-5} m\textsuperscript{2}/s, leading to an \(E_a\) of 0.650 \(\cdot\) 10\textsuperscript{-5} m\textsuperscript{2}/s.
5 Conclusions

In this work we have fitted the Improved Lennard-Jones potential to interaction energies at DFT level for the N$_2$ dimer and the ccn-N$_2$ system. We have considered the N$_2$ molecule as a pseudo-atom, but we also obtained parameters for the N atoms within the molecule. No systematic performance difference was found between the centre of mass or the atom representation.

The influence of adding the Coulombic sum to this potential was investigated for the N$_2$ dimer by use of different charge schemes found in the literature. Both three- and four-charge models were used. It was shown that raising the charges within the charge schemes, has a progressive influence on the other parameters. The specific trends depend on the model used. The potentials that we have constructed have shown to reproduce well the interaction energies and equilibrium distances found experimentally. It is worth to note that the Cracknell scheme provides a very accurate interaction energy compared to the CCSD(T) reference values [39]. Furthermore, for the graphene-N$_2$ system, the atom-atom potential predicts an average interaction energy of ca 2.3 kcal/mol, only 0.1 kcal/mol below the experimental determination [40,41].

We have tested the developed force field by calculating the diffusion coefficient for the N$_2$ gas. Generally speaking, it was observed that increasing the charges within a certain model, worsens the results. Furthermore, we found that the Cracknell four-charge model gives very good results overall, although the CM-CM model without charges performs the best of all the considered models.
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