CovXR: Automated Detection of COVID-19 Pneumonia in Chest X-Rays through Machine Learning
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Abstract—Coronavirus disease 2019 (COVID-19) is the highly contagious illness caused by severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2). The standard diagnostic testing procedure for COVID-19 is testing a nasopharyngeal swab for SARS-CoV-2 nucleic acid using a real-time polymerase chain reaction (PCR), which can take multiple days to provide a diagnosis. Another widespread form of testing is rapid antigen testing, which has a low sensitivity compared to PCR, but is favored for its quick diagnosis time of usually 15-30 minutes. Patients who test positive for COVID-19 demonstrate diffuse alveolar damage in 87% of cases. Machine learning has proven to have advantages in image classification problems with radiology. In this work, we introduce CovXR as a machine learning model designed to detect COVID-19 pneumonia in chest X-rays (CXR). CovXR is a convolutional neural network (CNN) trained on over 4,300 chest X-rays. The performance of the model is measured through accuracy, F1 score, sensitivity, and specificity. The model achieves an accuracy of 95.5% and an F1 score of 0.954. The sensitivity is 93.5% and specificity is 97.5%. With accuracy above 95% and F1 score above 0.95, CovXR is highly accurate in predicting COVID-19 pneumonia on CXRs. The model achieves better accuracy than prior work and uses a unique approach to identify COVID-19 pneumonia. CovXR is highly accurate in identifying COVID-19 on CXRs of patients with a PCR confirmed positive diagnosis and provides much faster results than PCR tests.

Index Terms—machine learning, COVID-19, radiology

I. INTRODUCTION

The coronavirus disease 2019 (COVID-19) began in late 2019 after the diagnosis of an unknown viral pneumonia in Wuhan, China [1]. COVID-19 is the highly contagious illness caused by severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2), and has spread across the globe through a devastating pandemic. As of July 2021, there have been over 190 million confirmed cases of COVID-19 and over 4 million deaths caused by COVID-19 globally [2].

Patients with COVID-19 may exhibit flu-like symptoms including fever, cough, chills, fatigue, muscle aches, loss of taste/smell, headache, and congestion [3]. Severe symptoms of COVID-19 include difficulty breathing, pressure in the chest, and new confusion. Up to 14% of patients have been reported to develop severe symptoms which require hospitalization [4, 5].

The standard diagnostic testing procedure for COVID-19 examines a nasopharyngeal swab for SARS-CoV-2 nucleic acid using a real-time polymerase chain reaction (PCR). PCR tests have been validated by the US Food and Drug Administration (FDA) as an effective method of diagnosis. The sensitivity of most FDA-approved commercial PCR tests is dependent on many factors that include the quality of the specimen and time from exposure. PCR tests typically require one to three days to result and assist in making a diagnosis for the patient [4].

COVID-19 diagnostic testing can also be done with antigen tests, which typically provide results in as little as 15 minutes [6]. This speed comes at a slight disadvantage: some studies suggest that the sensitivity of antigen testing is only 80%. However, the specificities for both PCR tests and antigen tests are nearly 100% [4, 7].

The standard diagnostic testing procedure for COVID-19 examines a nasopharyngeal swab for SARS-CoV-2 nucleic acid using a real-time polymerase chain reaction (PCR). PCR tests have been validated by the US Food and Drug Administration (FDA) as an effective method of diagnosis. The sensitivity of most FDA-approved commercial PCR tests is dependent on many factors that include the quality of the specimen and time from exposure. PCR tests typically require one to three days to result and assist in making a diagnosis for the patient [4].

COVID-19 diagnostic testing can also be done with antigen tests, which typically provide results in as little as 15 minutes [6]. This speed comes at a slight disadvantage: some studies suggest that the sensitivity of antigen testing is only 80%. However, the specificities for both PCR tests and antigen tests are nearly 100% [4, 7].
19 PCR and antigen testing methods [8]. Generally, radiology equipment is readily accessible in even the most resource-limited healthcare settings in the United States. Equipment can be operated in an isolated environment and easily disinfected after use.

The most common views for CXRs are posteroanterior and anteroposterior. In posteroanterior (PA) views, the x-ray beam enters through the back and exits out the front of the chest. In anteroposterior (AP) views, the x-ray beam enters through the front and exits out the back of the chest. AP CXRs are harder to read than PA CXRs and are used for situations where it is difficult to obtain an AP CXR, such as when the patient is bedridden.

Machine learning has proven to have advantages in image classification problems. Over the past decade, the usage of machine learning in radiology has increased tremendously and shown high performance through many applications [10]. We present CovXR as a machine learning algorithm to detect COVID-19 pneumonia in CXRs. This paper describes the creation of CovXR and analyzes the performance of the model.

II. Prior Work

Some academic groups have attempted to solve the challenge of detecting COVID-19 pneumonia in chest X-rays using machine learning. CovXR is similar to two key pieces of research that we summarize below.

Wehbe et al. constructed a model for detecting COVID-19 pneumonia with transfer learning and an ensemble of convolutional neural networks (CNN) [11]. The model was trained and validated on 14,788 images with 4,253 COVID-19 positive CXRs. Their approach obtained a validation accuracy of 82%, sensitivity of 71%, and specificity of 92%. Another paper by Zhang et al. trained a model on CXRs with COVID-19 pneumonia and CXRs with non-COVID-19 pneumonia [12]. This approach achieved a peak sensitivity of 89% and a peak specificity of 90%.

In our opinion, while the specificity achieved by Wehbe et al. is impressive, the sensitivity is outperformed by many trained radiologists [11]. These metrics may also be insufficient due to severe class imbalance in the training set. The model created by Zhang et al. approaches the problem of differentiating between types of pneumonia. This work achieves impressive metrics, but requires more effort to deploy than simply inputting a CXR through a model: a skilled radiologist would have to make a judgement on whether the CXR exhibits damage features, which requires time and expertise. According to our literature review, other approaches use different forms of image preprocessing and achieve lower specificity/sensitivity metrics. We believe that CovXR is the most competent and robust algorithm for detecting COVID-19 pneumonia to-date.

III. Methods

Advances in hardware and software have allowed for rapid progress in machine learning systems which learn from data to predict labels for new inputs. These systems require minimal human involvement and can achieve great accuracy with their label predictions. Machine learning is the process of training a classification algorithm on a dataset, resulting in a model which can autonomously identify patterns and make decisions. In traditional programming methods, data is processed according to rules manually input by humans. By contrast, in machine learning, data is processed according to rules generated by a software system.

CovXR leverages a machine learning technique called transfer learning. Transfer learning is a method where a pre-trained model is reused for a new task. These pre-trained models are trained on a large dataset and contain multiple convolutional layers. The datasets contain images which are usually unrelated to the transfer learning task. However, since they reuse the weights of a complex model, transfer learning models are able to achieve high accuracy with limited amounts of data [13]. This approach offers a better starting point for machine learning tasks and thus requires a shorter amount of time to train a model [14]. Figure 2 summarizes four steps in the development of our model.

A pre-trained ResNet50 model [15] was leveraged for the creation of CovXR. ResNet50 is a CNN with 48 convolutional layers that has been trained on over one million images from the ImageNet database [16]. ResNet, which is short for Residual Network, is used as the backbone for many machine learning tasks and has achieved high accuracy with various computer vision problems.

A dataset of 16,351 CXRs was collected from Kaggle [17, 18]. Kaggle is an online repository of community published data. The dataset implemented in this project was constructed from a wide collection of publicly accessible CXR data sources. The dataset is provided in two parts: a training set with 15,951 scans and a testing set with 400 scans. The training set contains 13,793 COVID-19 negative scans and 2,158 COVID-19 positive scans. The testing set contains 200 COVID-19 negative scans and 200 COVID-19 positive scans. The training set contains CXRs from 14,978 unique patients and the testing set contains CXRs from 378 unique patients. Both sets contain a mix of PA and AP CXRs.

The training dataset is severely unbalanced: there are over six times as many COVID-19 negative scans than COVID-19 positive scans. Imbalanced datasets are a challenge for machine learning models because models are designed to assume an equal number of examples per classification label [19]. An extreme imbalance results in poor predictive performance, especially when predicting labels for the minority class [19]. Thus, it was necessary to balance the dataset with equal numbers of positive and negative scans before constructing a machine learning algorithm. A total of 2,158 COVID-19...
negative scans and an equal number of COVID-19 positive scans were used to train CovXR. The training dataset was divided into an 80% train and 20% validation split.

The training images were augmented using the Keras framework. To fit the ResNet50 architecture, training images were converted from the RGB color space to the BGR color space and resized to 224 by 224 pixels. The color space transform reverses the color channels to match required specifications. Training images were zoomed in by a factor of 30% to provide a clear visualization of the lungs, cropping out the neck, shoulders, and abdomen from the CXR scan. This process enabled the model to recognize important features within the lung instead of unnecessary patterns in other areas of the body. In addition, some training images received a vertical flip to increase the diversity of the training data. These image alterations are automatically performed on inputs during training. Figure 3 illustrates these transformations on real CXRs.

CovXR was programmed in a Jupyter Notebook using the Python 3 language [20, 21]. The Tensorflow 2.5 and Keras packages were utilized when building and training the transfer learning model [22, 23]. Adam was used as an optimization algorithm for stochastic gradient descent [24]. The Nvidia GeForce RTX 2060 graphics processing unit (GPU) was used as the hardware for training CovXR [25]. The model was trained across ten epochs with accuracy, precision, and recall metrics being measured. Figure 4 breaks down the model’s layers, which include a pooling operation layer to reduce the dimensions of feature maps, two densely-connected neural network layers to receive inputs from previous layers, a normalization layer to standardize inputs in each batch of 64 images, and a dropout layer to prevent overfitting. All layers, except for the last, were connected via rectified linear units (ReLU). A sigmoid activation function was used to connect the final dense layer in order to map output probabilities between 0 and 1. We selected binary cross-entropy as our loss function for optimizing our network parameters (see Equation 1, $y =$ binary indicator that observation is COVID-19 negative or positive, $p =$ predicted probability that observation is COVID-19 positive).

$$H_{binary}(p) = -(y \log(p) + (1 - y) \log(1 - p)) \quad (1)$$

Cross-entropy loss (also known as logarithmic loss) measures the performance of a predictive model whose output is a probability value between 0 and 1, where 1 is indicative of COVID-19 symptoms within an input CXR. This loss function increases as the predicted probability of a sample diverges from the true class label. Properly classified inputs contribute a value of 0 to the cumulative loss.

IV. RESULTS

The model was validated through the calculation of several performance metrics on an entirely new testing set of 400 images. Sensitivity (also known as recall, see Equation 2) measures CovXR’s ability to correctly identify patients with COVID-19. Specificity (also known as precision, see Equation 3) measures CovXR’s ability to correctly identify patients without COVID-19. The F1 score (see Equation 4) is defined as the harmonic mean of sensitivity and specificity; it is proven to be a good measure of competence in machine learning models [26]. Accuracy is the percentage of correct predictions across all cases with and without COVID-19 (see Equation 5). CovXR achieved an accuracy of 95.5% and an F1 score of
0.954 on the testing set of images. Sensitivity is 93.5% and specificity is 97.5%. A confusion matrix for the testing set used to gain these metrics is shown in Figure 5.

\[
sensitivity = \frac{true\ positive}{all\ positive} \tag{2}
\]

\[
specificity = \frac{true\ negative}{all\ negative} \tag{3}
\]

\[
F_1\ score = 2 \cdot \frac{sensitivity \cdot specificity}{sensitivity + specificity} \tag{4}
\]

\[
accuracy = \frac{all\ correct}{all\ samples} \tag{5}
\]

The higher specificity compared to sensitivity indicates that CovXR is better at correctly identifying healthy patients without COVID-19. The algorithm detected more false negatives than false positives, and while this is typically an area of concern in medical implementations, the difference between sensitivity and specificity is very low, at less than 4%. However, both metrics are very high, suggesting that the system is still highly competent in detecting patients with and without COVID-19.

Training metrics show how well a model is performing on the data it is trained with. Validation metrics show how well a model is performing on new data it has never seen before. Overfitting happens when a machine learning algorithm learns specific rules for the training set which do not apply beyond the set. Figure 6 plots the training and validation metrics for accuracy, precision, and recall over ten epochs. The closeness in training and validation metrics in later epochs prove that overfitting is essentially nonexistent.

When analyzing a machine learning model, it is important to understand why the algorithm works. Saliency maps are a way to visualize the inner workings of machine learning models in the form of heats maps which highlight features within an image that the model is focused on [27]. Saliency maps were generated on a couple of images in the testing set to ensure that CovXR is identifying regions of interest within the lung. The maps in Figure 7 (see next page) confirm that the attention of our model is drawn to the proper regions in the images.

V. CONCLUSION

In this paper, we presented CovXR, a machine learning algorithm which predicts COVID-19 pneumonia with high accuracy on CXRs of patients who are PCR positive; accuracy was above 95% at 95.5% and F1 score was above 0.95 at 0.954. Compared to the 80% sensitivity of antigen testing, CovXR is much more accurate in diagnosing patients with COVID-19 [7]. These metrics are also higher than those achieved by previous machine learning approaches to identifying COVID-19 pneumonia [11, 12]. CovXR is as quick as COVID-19 antigen testing and has the unique advantage of accessibility: radiology equipment is available in almost all hospital and clinical environments in the United States. In comparison to COVID-19 PCR assays, CovXR trades a slight decrease in accuracy for a tremendously faster diagnosis. A quick diagnosis is important because COVID-19 positive
models in a final COVID-19 positive or negative diagnosis, this would consider the decisions of multiple transfer augment CovXR to implement an ensemble transfer learning opinion on COVID-19 diagnosis and highlighting a feature In practice, CovXR can help doctors by providing a second help with triaging patients in resource limited environments. to experienced radiologists [11] and rapid results that can a patient. CovXR maintains advantages of an accuracy similar of disease and are therefore not used to “rule out” disease in Fig. 7. From top to bottom: saliency maps for true negative, false negative, false positive, and true positive chest X-ray inputs patients can self-isolate or quarantine sooner to help stop the spread of the virus.

CovXR identifies lung abnormalities which may be shared with diseases other than COVID-19. Many other lung infections have overlapping abnormalities with COVID-19, which is why patient history is important when reaching a diagnosis with CovXR. Also, CXRs are not sensitive in the early stages of disease and are therefore not used to “rule out” disease in a patient. CovXR maintains advantages of an accuracy similar to experienced radiologists [11] and rapid results that can help with triaging patients in resource limited environments. In practice, CovXR can help doctors by providing a second opinion on COVID-19 diagnosis and highlighting a feature map for areas of interest.

VI. FUTURE WORK

There are many ways to improve CovXR. We would like to augment CovXR to implement an ensemble transfer learning model; this would consider the decisions of multiple transfer models in a final COVID-19 positive or negative diagnosis, leading to a higher accuracy system. We would also like to research ways of easily implementing this technology in real hospital and clinical settings. This could potentially be done through a CovXR mobile application or website.

REFERENCES

[1] K. G. Andersen, A. Rambaut, W. I. Lipkin, E. C. Holmes, and R. F. Garry, “The proximal origin of SARS-CoV-2,” Nature Medicine, vol. 26, no. 4, pp. 450–452, 2020.
[2] “WHO Coronavirus Dashboard,” World Health Organization. [Online]. Available: https://covid19.who.int/. [Accessed: 24-Jul-2021].
[3] “Symptoms of COVID-19.” Centers for Disease Control and Prevention. [Online]. Available: https://www.cdc.gov/coronavirus/2019-ncov/symptoms-testing/symptoms.html. [Accessed: 24-Jul-2021].
[4] M. Cascella, M. Rajnik, A. Aleem, S. C. Dulebohn, and R. Di Napoli, “Features, Evaluation, and Treatment of Coronavirus (COVID-19),” StatPearls, 17-Jul-2021. [Online]. Available: https://www.ncbi.nlm.nih.gov/books/NBK554776/. [Accessed: 24-Jul-2021].
[5] K. McIntosh, COVID-19: Clinical features. [Online]. Available: https://www.uptodate.com/contents/covid-19-clinical-features. [Accessed: 24-Jul-2021].
[6] R. T. Gandhi, J. B. Lynch, and C. del Rio, “Mild or Moderate Covid-19,” New England Journal of Medicine, vol. 383, no. 18, pp. 1757–1766, 2020.
[7] I. W. Pray, L. Ford, D. Cole, et al., “Performance of an Antigen-Based Test for Asymptomatic and Symptomatic SARS-CoV-2 Testing at Two University Campuses — Wisconsin, September–October 2020,” MMWR. Morbidity and Mortality Weekly Report, vol. 69, no. 51, pp. 1642–1647, 2021.
[8] “Chest Radiology,” Radiology Info, 05-Mar-2019. [Online]. Available: https://www.radiologyinfo.org/en/info/chestrad. [Accessed: 24-Jul-2021].
[9] A. Cozzi, S. Schiaffino, F. Arpaia, G. Della Pepa, S. Trittella, P. Bertolotti, L. Menicaglì, C. G. Monaco, L. A. Carbonaro, R. Spairani, B. Bapael Paskeh, and F. Sardanelli, “Chest x-ray in the Covid-19 pandemic: RADIOLOGISTS’ real-world Reader performance,” European Journal of Radiology, vol. 132, p. 109272, 2020.
[10] E. Montagnon, M. Cerny, A. Cadrin-Chênevert, V. Hamilton, T. Derennes, A. Ilincic, F. Vandenbroucke-Menu, S. Turcotte, S. Kadoury, and A. Tang, “Deep learning workflow in radiology: a primer,” Insights into Imaging, vol. 11, no. 1, 2020.
[11] R. M. Webhe, J. Sheng, S. Dutta, S. Chai, A. Dravid, S. Barutcu, Y. Wu, D. R. Cantrell, N. Xiao, B. D. Allen, G. A. MacNealy, H. Sawa, R. Agrawal, N. Parekh, and A. K. Katsaggelos, “DeepCOVID-XR: An Artificial Intelligence Algorithm to Detect COVID-19 on Chest Radiographs Trained and Tested on a Large U.S. Clinical Data Set,” Radiology, vol. 299, no. 1, 2021.
[12] R. Zhang, X. Tie, Z. Qi, N. B. Bevins, C. Zhang, D. Griner, T. K. Song, J. D. Nadig, M. L. Schiebler, J. W. Garrett, K. Li, S. B. Reeder, and G.-H. Chen, “Diagnosis of Coronavirus Disease 2019 Pneumonia by Using Chest Radiography: Value of Artificial Intelligence,” Radiology, vol. 298, no. 2, 2021.
[13] I. Ozzer, O. Cetin, K. Gorur, and F. Temurtas, “Improved machine learning performances with transfer learning to predicting need for hospitalization in arboviral infections against the small dataset,” Neural Computing and Applications, 2021.
[14] N. Best, J. Ott, and E. J. Linstead, “Exploring the efficacy of transfer learning in mining image-based software artifacts,” Journal of Big Data, vol. 7, no. 1, 2020.
[15] “Keras documentation: ResNet and ResNetV2,” Keras. [Online]. Available: https://keras.io/api/applications/resnet/#resnet50-function. [Accessed: 24-Jul-2021].
[16] M. Chen, “Diagnosis of Coronavirus Disease 2019 Pneumonia by Deep Learning,” Radiology, vol. 299, no. 1, 2021.
[17] “COVIDx CXR-2,” Kaggle. [Online]. Available: https://www.kaggle.com/andyzhao/covidx-cxr2. [Accessed: 24-Jul-2021].
[18] L. Wang, Z. Q. Lin, and A. Wong, “COVID-Net: a tailored deep convolutional neural network design for detection of COVID-19 cases from chest X-ray images,” Scientific Reports, vol. 10, no. 1, 2020.
[19] J. M. Johnson and T. M. Khoshgoftaar, “Survey on deep learning with class imbalance,” *Journal of Big Data*, vol. 6, no. 1, 2019.

[20] Project Jupyter. [Online]. Available: https://jupyter.org/index.html. [Accessed: 24-Jul-2021].

[21] “Python 3.9.6 documentation.” *Python*. [Online]. Available: https://docs.python.org/3/. [Accessed: 24-Jul-2021].

[22] “TensorFlow Core v2.5.0.” *TensorFlow*. [Online]. Available: https://www.tensorflow.org/api_docs/python/. [Accessed: 24-Jul-2021].

[23] “Keras documentation: Keras API reference.” *Keras*. [Online]. Available: https://keras.io/api/. [Accessed: 24-Jul-2021].

[24] D. P. Kingma and J. Ba, ”Adam: A Method for Stochastic Optimization,” *arXiv preprint*, 2017.

[25] “GeForce RTX 2060 Graphics Card.” *NVIDIA*. [Online]. Available: https://www.nvidia.com/en-us/geforce/graphics-cards/rtx-2060/. [Accessed: 24-Jul-2021].

[26] Z. C. Lipton, C. Elkan, and B. Naryanaswamy, “Optimal Thresholding of Classifiers to Maximize F1 Measure,” *Machine Learning and Knowledge Discovery in Databases*, pp. 225–239, 2014.

[27] K. Simonyan, A. Vedaldi and A. Zisserman, ”Deep Inside Convolutional Networks: Visualising Image Classification Models and Saliency Maps,” *arXiv preprint*, 2014.