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Abstract

Background: In medical research, explanatory continuous variables are frequently transformed or converted into categorical variables. If the coding is unknown, many tests can be used to identify the "optimal" transformation. This common process, involving the problems of multiple testing, requires a correction of the significance level. Liquet and Commenges proposed an asymptotic correction of significance level in the context of generalized linear models (GLM) (Liquet and Commenges, Stat Probab Lett 71:33–38, 2005). This procedure has been developed for dichotomous and Box-Cox transformations. Furthermore, Liquet and Riou suggested the use of resampling methods to estimate the significance level for transformations into categorical variables with more than two levels (Liquet and Riou, BMC Med Res Methodol 13:75, 2013).

Results: CPMCGLM provides to users both methods of $p$-value adjustment. Furthermore, they are available for a large set of transformations. This paper aims to provide insight the user an overview of the methodological context, and explain in detail the use of the CPMCGLM R package through its application to a real epidemiological dataset.

Conclusion: We present here the CPMCGLM R package providing efficient methods for the correction of type-I error rate in the context of generalized linear models. This is the first and the only available package in R providing such methods applied to this context. This package is designed to help researchers, who work principally in the field of biostatistics and epidemiology, to analyze their data in the context of optimal cutoff point determination.
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Background

In applied statistics, statistical models are widely used to assess the relationship between an explanatory and a dependent variable. For instance, in epidemiology, it is common for a study to focus on one particular risk factor. Scientists may wish to determine whether the potential risk factor actually affects the risk of a disease, a biological trait, or another outcome. In this context, statisticians use regression models with an outcome $Y$, a risk factor $X$ (continuous variable of interest) and $q−1$ adjustment variables. In clinical and psychological research, the usual approach involves dichotomizing the continuous variable, whereas, in epidemiological studies, it is more usual to create several categories or to perform continuous transformations [1]. It is important to note that the categorization of a continuous predictor can only be justified when threshold effects are suspected. Furthermore, when the assumption of linearity is found to be untenable,
a fractional polynomial (FP) transformation should always be favoured.

For instance, let us consider a categorical transformation of $X$. When the optimal set of cutoff points is unknown, the subjectivity of the choice of this set may lead to the testing of more than one set of values, to find the “optimal” set. For each coding, the nullity of the coefficient associated with the new coded variable is tested. The coding finally selected is that associated with the smallest $p$-value. This practice implies multiple testing, and an adjustment of the $p$-value is therefore required. The CPMCGLM package [2] can be used to adjust the $p$-value in the context of generalized linear models (GLM).

We present here the statistical context, and the various codings available in this R package. We then briefly present the available methods for type-I error correction, before presenting an example based on the PAQUID cohort dataset.

### Implementation

#### Statistical setting

**Generalized linear model**

Let us consider a generalized linear model with $q$ explanatory variables [3], in which $Y = (Y_1, \ldots, Y_n)$ is observed and the $Y_i$'s are all identically and independently distributed with a probability density function in the exponential family, defined as follows:

$$f_Y(y_i, \theta_i, \phi) = \exp \left\{ \frac{Y_i \theta_i - b(\theta_i) + c(Y_i, \phi)}{a(\phi)} \right\};$$

with $E[Y_i] = \mu_i = b'(\theta_i), Var[Y_i] = b''(\theta_i)a(\phi)$ and where $a(\cdot), b(\cdot),$ and $c(\cdot)$ are known and differentiable functions. $b(\cdot)$ is three times differentiable, and its first derivative $b'(\cdot)$ can be inverted. Parameters $(\theta_i, \phi)$ belong to $\Theta \subset \mathbb{R}^2$, where $\theta_i$ is the canonical parameter and $\phi$ is the dispersion parameter. The CPMCGLM package allows the use of linear, Poisson, logit and probit models. The specifications of the model are defined with formula, family and link arguments, as a $\text{glm()}$ function.

In this context, the main goal is evaluating the association between the outcome $Y_i$ and an explanatory variable of interest $X_i$, adjusted on a vector of explanatory variables $Z_i$. The form of the effect of $X_i$ is unknown, so we may consider $K$ transformations of this variable $X_i(k) = g_k(X_i)$ with $k = 1, \ldots, K$.

For instance, if we transform a continuous variable into a categorical variable with $m_k$ classes, then $m_k - 1$ dummy variables are defined from the function $g_k(\cdot)$: $X_i(k) = g_k(X_i) = \left(X_i^1(k), \ldots, X_i^{m_k-1}(k) \right).$ $m_k$ different levels of the categorical transformation are possible.

The model for one transformation $k$ can be obtained by modeling the canonical parameter $\theta_i$ as:

$$\theta_i(X, Z, k) = \gamma Z_i + \beta_k X_i(k), \quad 1 \leq i \leq n;$$

where $Z_i = \left(1, Z_i^1, \ldots, Z_i^{q-1} \right), Y = (y_0, \ldots, y_{q-1})^T$ is a vector of $q$ regression coefficients, and $\beta_k$ is the vector of coefficients associated with the transformation $k$ of the variable $X_i$.

### Multiple testing problem

We consider the problem of testing

$$\mathcal{H}_{0,k} : \beta_k = 0 \quad \text{against} \quad \mathcal{H}_{1,k} : \beta_k \neq 0,$$

simultaneously for all $k \in \{1, \ldots, K\}$. For each transformation $k$, one test score $T_k(Y)$ is obtained for the nullity of the vector $\beta_k$ [4]. We ultimately obtain a vector of statistics $T = (T_1(Y), \ldots, T_K(Y))$. Introduce the associated $p$-value as

$$p_k(y) = P_{\beta_k=0}(|T_k(Y)| \geq |T_k(y)|), \quad 1 \leq k \leq K,$$

where $y$ is the realization of $Y$.

### Significance level correction

To cope with the multiplicity problem, we aim at testing [5]:

$$\mathcal{H}_0 : \bigcap_{k=1}^K \mathcal{H}_{0,k} \quad \text{against} \quad \mathcal{H}_1 : \bigcup_{k=1}^K \mathcal{H}_{1,k},$$

by which we mean that $X$ has an effect on $Y$ if and only if at least one transformation of $X$ has an effect on $Y$. A natural approach is then to consider the maximum of the individual test statistics $T_k(Y)$, or, equivalently, the minimum of the individual $p$-values $p_k(Y)$, leading to the following $p$-values:

$$p_{\text{max}}(y) = P_{Y \sim P_0} \left(T_{\text{max}}(Y) \geq T_{\text{max}}(y) \right),$$

where $P_0$ denote the distribution of $Y$ under the null and

$$p_{\text{min}}(y) = P_{Y \sim P_0} \left(p_{\text{min}}(Y) \leq p_{\text{min}}(y) \right),$$

where $p_{\text{min}}(\cdot) = \min_{1 \leq k \leq K} \{ p_k(\cdot) \}$.

Moreover, if $X$ has an effect on $Y$ (e.g. $\mathcal{H}_0$ is rejected), the best coding corresponds to the transformation $k$ which obtains the highest individual test statistic realization $T_k(y)$, or, equivalently, the smallest individual $p$-value realization $p_k(y)$.

### Bonferroni method

The first method available in this package is the Bonferroni method. This is the most widely used correction method in applied statistics. It has been described by several authors in various applications [6–10]. The Bonferroni method rejects $\mathcal{H}_0$ at level $\alpha \in [0, 1]$ if

$$p_{\text{min}}(y) \leq \frac{\alpha}{K},$$

(1)
where $K$ is related to the total number of tests performed by the user. However, this method is conservative, particularly when the correlation between test results is high and the number of transformations is high.

**Exact method**
The second method proposed in this package is the asymptotic exact correction developed by Liquet and Commenges for generalized linear models [11, 12]. This method is valid only for binary transformations, fractional polynomial transformations with one degree (i.e. FP1) and Box-Cox transformations. It is based on the joint asymptotic distribution of the test statistics under the null. Indeed, the $p$-value $p_{\text{max}}$ can be calculated as follows:

$$p_{\text{max}}(y) = 1 - P_{Y \sim P_0}(T_{\text{max}}^T(y) > T_{\text{max}}^T(y))$$

We then calculated the probability $P_{Y \sim P_0}(T_1(Y) > T_{\text{max}}^T(y)); \ldots ; T_K(Y) > T_{\text{max}}^T(y))$ by numerical integration of the multivariate Gaussian density (e.g., the asymptotic joint distribution of $(T_k)_{1 \leq k \leq K}$). Several programs have been written to solve this multiple integral. In this package, we used the method developed by Genz and Bretz in 2009 [13], available in the mvtnorm R package [14].

**Minimum p-value procedure**
The approach based on $p_{\text{min}}$, called the minimum $p$-value procedure, allows to combine statistical tests for different distributions. It is therefore possible to combine dichotomous, Box-Cox, fractional polynomial and transformations into categorical variables with more than two levels. However, the distribution of $p_{\text{min}}$ is unknown and we use resampling-based methods. These procedures take into account the dependence structure of the tests for evaluation of the significance level of the minimum $p$-value procedure. These procedures can therefore be used for all kinds of coding.

**Permutation test procedure** The first resampling-based method is a permutation test procedure. This procedure is used to build the reference distribution of statistical tests based on permutations. From a theoretical point of view, the statistical test procedures are developed by considering the null hypothesis to be true, i.e. in our context, under the null hypothesis, $X_i$ has no effect on $Y$. Under the null hypothesis, if the exchangeability assumption is satisfied [15–20], then resampling can be performed based on the permutation of $X_i$ the variable of interest in our dataset. The procedure proposed by Liquet and Riou could be summarized by the following algorithm [6]:

1. Apply the minimum $p$-value procedure to the original data for the $K$ transformations considered. We note $p_{\text{min}}$ the realization of the minimum of the $p$-value;
2. Under $\mathcal{H}_{0,k}$, $X_i$ has no effect on the response variable $Y$, and a new dataset is generated by permuting the $X_i$ variable in the initial dataset. This procedure is illustrated in the following Fig. 1;
3. Generate $B$ new datasets $s_{b}^{*}, b = \{1, \ldots , B\}$ by repeating step 2 $B$ times;
4. For each new dataset, apply the minimum $p$-value procedure for the transformation considered. We note $p_{\text{min}}^{b}$ the smallest $p$-value for each new dataset.
5. The $p$-value is then approximated by:

$$\hat{p}_{\text{min}} = \frac{1}{B} \sum_{b=1}^{B} I\{p_{\text{min}}^{b} < p_{\text{min}}\},$$

where $I\{\cdot\}$ is an indicator function.

This procedure can be used to control for the type-I error.

**Parametric bootstrap procedure** The second resampling-based method is the parametric bootstrap procedure, which yields an asymptotic reference distribution. This procedure makes it possible to control for type-I error with fewer assumptions [21]. This procedure is summarized in the following algorithm [6]:

1. Apply the minimum $p$-value procedure to the original data for the $K$ transformations considered. We note $p_{\text{min}}$ the realization of the minimum of the $p$-value;
2. Fit the model under the null hypothesis, using the observed data, and obtain $\hat{\gamma}$, the maximum likelihood estimate (MLE) of $\gamma$;
3. Generate a new outcome $Y^*_b$ for each subject from the probability measure defined under $\mathcal{H}_{0,k}$;
4. Repeat this for all the subjects to obtain a sample denoted $s^* = \{Y^*_b, Z, X\}$;
5. Generate $B$ new datasets $s_{b}^{*}, b = \{1, \ldots , B\}$ by repeating step 3 $B$ times;
6. For each new dataset, apply the minimum $p$-value procedure for the transformation considered. We note $p_{\text{min}}^{b}$ the smallest $p$-value for each new dataset.
7. The $p$-value is then approximated by:

$$\hat{p}_{\text{min}} = \frac{1}{B} \sum_{b=1}^{B} I\{p_{\text{min}}^{b} < p_{\text{min}}\}.$$

**Codings**
We now provide some examples of available transformations in the CPMCGLM package.
**Dichotomous coding**

Dichotomous coding is often used in clinical and psychological research, either to facilitate interpretation, or because a threshold effect is suspected. In regression models with multiple explanatory variables, it may be seen as easier to interpret the regression coefficient for a binary variable than to understand a one-unit change in the continuous variable. In this context, dichotomous transformations of the variable of interest $X$ are defined as:

$$X(k) = \begin{cases} 
1 & \text{if } X \geq c_k; \\
0 & \text{if } X < c_k,
\end{cases}$$

where $c_k$ denotes the cutoff value for the transformation $k$ $(1 \leq k \leq K)$.

In this R package, the `dicho` argument of the `CPMCGLM()` function allows the definition of desired cutoff points based on quantiles in a vector. An example of the `dicho` argument is provided below:

**Code 1**: Definition of 3 dichotomous transformations

```r
dicho <- c(0.2, 0.5, 0.7)
```

In this example, the user wants to try three dichotomous transformations of the variable of interest. For the first transformation, the cutoff point is the second decile; for the second, it is the median, and for the third, the seventh decile. The user can also opt to use our quantile-based method. The choice of this method leads to use of the `nb.dicho` argument. This argument makes it possible to use a quantile-based method, by entering the desired number of transformations. If the user asks for three transformations, the program uses the quartiles as cutoff points. If two transformations are requested, the program uses the terciles, and so on. This argument is also defined as follows.

**Code 2**: Three dichotomous transformations

```r
nb.dicho <- 3
```

It is important to note that only one of these arguments (`dicho` and `nb.dicho`) can be used in a given `CPMCGLM()` function.

**Coding with more than two classes**

In epidemiology, it is usual to create several categories, often four or five. These transformations into categorical variables are defined as follows:

$$X(k) = \begin{cases} 
m - 1 & \text{if } X \geq c_{km-2}; \\
\vdots & \vdots \\
\text{j} & \text{if } c_{kj} > X \geq c_{kj-1}; \\
\vdots & \vdots \\
0 & \text{if } X < c_{k0},
\end{cases}$$

where $c_{kj}$ denotes the $j^{th}$ cutoff point $(0 \leq j \leq m - 2)$, for the transformation $k$ $(1 \leq k \leq K)$.

The `categ` argument of the `CPMCGLM()` function allows the user to define the desired set of cutoff points.
using quantiles. This argument must take the form of a matrix, with a number of columns matching the maximum number of cutoff points used in almost all transformations, and a number of rows corresponding to the number of transformations tried. An example of this argument definition is presented below:

**Code 3 : Four categorical transformations**

```r
nb.categ <- matrix(NA, nrow=4, ncol=3)
categ[1,1:2] <- c(0.3, 0.7)
categ[2,1:2] <- c(0.4, 0.6)
categ[3,1:3] <- c(0.25, 0.5, 0.75)
categ[4,1:3] <- c(0.4, 0.6, 0.8)
```

In this example, the user will realize four transformations. Two involve transformation into three classes, and two into four classes. It is important to note that binary transformations could not be defined here. The maximum number of cutoff points used in almost all transformations is three. The matrix therefore has the following dimensions: (4 x 3). For the first transformation, we will define a transformation into a three-class categorical variable with the third and seventh deciles as cut-points, and so on for the other transformations.

The user could also use a quantile-based method to define the transformations. In this case, the user would need to define the number of categorical transformations in the `nb.categ` argument. If two transformations are requested, then this method will create a two-class categorical variable using the terciles as cutoff points, and a three-class categorical variable using the quartiles as cutoff points. If the user asks for three transformations, the first and second transformations remain the same, and the program creates another categorical variable with four classes based on the quintiles, and so on. For four transformations, the argument is defined in R as follows:

**Code 4 : Four categorical transformations**

```r
nb.categ <- 4
```

However, users may also wish to define their own set of thresholds. For this reason, the function also includes the argument `cutpoint`, which can be defined on the basis of true values for the transformations desired. This argument is a matrix, defined as the argument `categ`. The difference between this argument and that described above is that it is possible to define dichotomous transformations for this argument and quantiles are not used.

**Code 5 : Three categorical transformations**

```r
cutpoint <- matrix(NA, nrow=3, ncol=3)
cutpoint[1,1] <- c(20)
cutpoint[2,1:2] <- c(15, 25)
cutpoint[3,1:3] <- c(10, 20, 30)
```

**Box-Cox transformation**

Other transformations are also used, including Box-Cox transformations in particular, defined as follows [22]:

\[
X(k) = \begin{cases} 
\lambda_k^{-1}(X^{\lambda_k} - 1) & \text{if } \lambda_k > 0 \\
\ln(X) & \text{if } \lambda_k = 0, 
\end{cases}
\]

This family of transformations incorporates many traditional transformations:

- \(\lambda_k = 1.00\): no transformation needed; produces results identical to original data
- \(\lambda_k = 0.50\): square root transformation
- \(\lambda_k = 0.33\): cube root transformation
- \(\lambda_k = 0.25\): fourth root transformation
- \(\lambda_k = 0.00\): natural log transformation
- \(\lambda_k = -0.50\): reciprocal square root transformation
- \(\lambda_k = -1.00\): reciprocal (inverse) transformation

The `boxcox` argument is used to define Box-Cox transformations. This argument is a vector, and the values of its elements denote the desired \(\lambda_k\). An example of the `boxcox` argument for a reciprocal transformation, a natural log transformation, and a square root transformation is provided below:

**Code 6 : Three Box-Cox transformations**

```r
boxcox <- c(-1, 0, 0.5)
```

**Fractional polynomial transformation**

Royston et al. showed that traditional methods for analyzing continuous or ordinal risk factors based on categorization or linear models could be improved [23, 24]. They proposed an approach based on fractional polynomial transformation. Let us consider generalized linear models with canonical parameters defined as follows:

\[
\theta_i(X, Z) = \gamma Z_i + \beta X_i, \quad 1 \leq i \leq n;
\]

where \(Z_i = (1, Z_{i1}^1, \ldots, Z_{i1}^{q-1})\), \(\gamma = (\gamma_0, \ldots, \gamma_{q-1})^T\) is a vector of \(q\) regression coefficients, and \(\beta\) is the coefficient associated with the \(X_i\) variable.

Consider the arbitrary powers \(a_1 \leq \ldots \leq a_j \leq \ldots \leq a_m\), with \(1 \leq j \leq m\), and \(a_0 = 0\).

If the random variable \(X\) is positive, i.e. \(\forall i \in \{1, \ldots, n\}, X_i > 0\), then the fractional polynomial transformation is defined as:

\[
\theta_i^m(X, Z, \xi, a) = \gamma Z_i + \sum_{j=0}^{m} \xi_j H_j(X_i),
\]

where for \(0 \leq j \leq m\) \(\xi_j\) is the coefficient associated with the fractional polynomial transformation:

\[
H_j(X_i) = \begin{cases} 
X_i^{a_j} & \text{if } a_j \neq a_{j-1} \\
H_{j-1}(X_i)\ln(X_i) & \text{if } a_j = a_{j-1}
\end{cases}
\]

where \(H_0(X_i) = 1\).
However, if non-positive values of $X$ can occur, a preliminary transformation of $X$ to ensure positivity is required. The solution proposed by Royston and Altman is to choose a non-zero origin $\zeta < X_i$ and to rewrite the canonical parameter of the model for fractional polynomial transformation as follows:

$$\theta_i^m(X, Z, \xi, a) = \eta Z_i + \sum_{j=0}^{m} \xi_j H_j(X_i - \zeta),$$

$\zeta$ is set to the lower limit of the rounding interval of samples values for the variable of interest.

Royston and Altman suggested using $m$ powers from a predefined set $P$ [25]:

$$P = \{-\max(3, m); \ldots; -2; -1; -0.5; 0.5; 1; 2; \ldots; \max(3, m)\}.$$

The $FP$ argument is used to define these transformations. This argument is a matrix. The number of rows correspond to the number of transformations tested, and the number of columns is the maximum number of degrees tested for a single transformation. An example of the $FP$ argument:

**Code 7** : fractional polynomial transformations

```r
# Three transformations of degrees 1, 4 and 2.
FP <- matrix(NA, ncol=4, nrow=3)
FP[1,1] <- -2
FP[2,] <- c(0.5,1,-0.5,2)
FP[3,1:2] <- c(-0.5,1)
```

In this example, the user performs three transformations of the variable of interest. The first is a fractional polynomial transformation with one degree and a power of $-2$. The second transformation is a fractional polynomial transformation with four degrees and powers of $0.5, 1, -0.5$, and $2$. The third transformation is a fractional polynomial transformation with two degrees and powers of $-0.5$, and $1$.

**Motivating example**

We revisited the example presented in the article of Liquet and Commenges in 2001 based on the PAQUID database [11], to illustrate the use of the CPMCGLM package, in the context of logistic regression.

**PAQUID database**

PAQUID is a longitudinal, prospective study of individuals aged at least 65 years on December 31, 1987 living in the community in France. These residents live in two administrative areas in southwestern France. This elderly population-based cohort of 3111 community residents aimed to identify the risk factors for cognitive decline, dementia, and Alzheimer’s disease. The data were obtained in a nested case-control study of 311 subjects from this cohort (33 subject with dementia and 278 controls).

**Scientific aims**

The analysis focused on the influence of HDL(high-density lipoprotein)-cholesterol on the risk of dementia. We considered the variables age, sex, education level, and wine consumption as adjustment variables. Bonarek et al initially considered HDL-cholesterol as a continuous variable [26]. Subsequently, to facilitate clinical interpretation, they decided to transform this variable into a categorical variable with different thresholds, and different numbers of classes. This strategy implied the use of multiple models, and multiple testing. A correction of type-I error taking into account the various transformations performed was therefore required to identify the best association between dementia and HDL-cholesterol.

**Methods**

We applied the various types of correction method described in this article to correct the type-I error rate in the model defined above. These corrections are easy to apply with the CPMCGLM package. The following syntax provided the desired results for one categorical coding, three binary codings, one Box-Cox transformation with $\lambda = 0$, and one fractional polynomial transformation with two degrees and powers of -0.5, and 1:

**Code 8** : PAQUID Example

```r
# Load Package
require(CPMCGLM)
# fractional polynomial definition
FP1[1,] <- c(-0.5,1)
# Call of CPMCGLM function
fit1 <- CPMCGLM( formula= DEM1_8 ~ HDL_8 + as.factor(SEXE) + AGE8 + as.factor(certif) + as.factor(VIN0), family = "binomial", link="logit", data=PAQUID, varcod="HDL_8", N=10000, boxcox=c(0), nb.dicho=3, nb.categ=1, FP=FP1)
# print fit
print(fit1)
# summary fit
summary(fit1)
```

By using the "dicho", and "categ" arguments, the function could also be used as follows, for exactly the same analysis:

**Code 9** : PAQUID Example

```r
# Load Package
require(CPMCGLM)
# Definition of categorical transformations in a matrix
categ.mat[1,] <- c(0.25,0.5,0.75)
# Call of CPMCGLM function
fit1 <- CPMCGLM( formula= DEM1_8 ~ HDL_8 + as.factor(SEXE) + AGE8 + as.factor(certif) + as.factor(VIN0), family = "binomial", link="logit", data=PAQUID, varcod="HDL_8", N=10000, boxcox=c(0), nb.dicho=3, nb.categ=1, FP=FP1)
# print fit
print(fit1)
# summary fit
summary(fit1)
```
Results

In R software, the results obtained with the CPMCGLM package described above are summarized as follows:

**Code 10**: Output of the CPMCGLM() function - PAQUID Example

```r
> fit
Call: CPMCGLM(formula = DEM1_8 ~ HDL_8 + as.factor(SEXE) + AGE8 + as.factor(certif) + as.factor(VIN0), family = "binomial", link = "logit", data = PAQUID, varcod = "HDL_8", nb.dicho = 3, nb.categ = 1, boxcox = c(0), N = 10000, FP=FP1)

Generalize Linear Model Summary
Family: binomial
Link: logit
Number of subject: 311
Number of adjustment variable: 6
Resampling
N: 1000
Best coding Method: Dichotomous
  transformation Value of the order quantile cutoff points: 0.75 Value of the quantile cutoff points: 1.615
Corresponding adjusted p value:
Adjusted pvalue naive 0.0010 Bonferroni
  0.0051 bootstrap 0.0030 permutation
  0.0030 exact: Correction not available for these codings
```

We can also use the summary function for the main results, which are described as follows for this specific result:

**Code 11**: Summary for output of the CPMCGLM() function - PAQUID Example

```r
> summary(fit)
Summary of CPMCGLM Package
Best coding Method: Quantile Value of the quantile cutoff points: 0.75
Corresponding adjusted pvalue:
Adjusted pvalue naive 0.0010 Bonferroni
  0.0051 bootstrap 0.0030 permutation
  0.0030 exact: Correction not available for these codings
```

As we can see, for this example, the best coding was obtained for the logistic regression with dichotomous coding of the HDL-cholesterol variable. The cutoff point retained for this variable was the third quartile. Exact correction was not available for this application, due to the use of transformation into categorical variables with more than two classes. Resampling methods gave similar results, and both the resampling methods tested were more powerful than Bonferroni correction. In conclusion, the correction of type-I error is required. Naive correction is not satisfactory, and resampling methods seem to give the best results for $p$-value correction in this example.

Conclusion

We present here CPMCGLM, an R package providing efficient methods for the correction of type-I error rate in the context of generalized linear models. This is the only available package in R providing such methods applied to this context. We are currently working on the generalization of these methods to proportional hazard models, which we will make available as soon as possible in the CPMCGLM package.

In practice, it is important to correct the multiplicity on all the codings that have been tested. Indeed, if this is not done, the type-I error is not controlled, and then it is possible to obtain some false positive results.

To conclude, this package is designed to help researchers who work principally in epidemiology to analyze with rigor their data in the context of optimal cutoff point determination.
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