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Abstract: An object-based verification approach is employed to assess the performance of the commonly used high-resolution satellite precipitation products: Precipitation Estimation from Remotely Sensed Information using Artificial Neural Networks (PERSIANN), Climate Prediction center MORPHing technique (CMORPH), and Tropical Rainfall Measurement Mission (TRMM) Multi-Satellite Precipitation Analysis (TMPA) 3B42RT. The evaluation of the satellite precipitation products focuses on the skill of depicting the geometric features of the localized precipitation areas. Seasonal variability of the performances of these products against the ground observations is investigated through the examples of warm and cold seasons. It is found that PERSIANN is capable of depicting the orientation of the localized precipitation areas in both seasons. CMORPH has the ability to capture the sizes of the localized precipitation areas and performs the best in the overall assessment for both seasons. 3B42RT is capable of depicting the location of the precipitation areas for both seasons. In addition, all of the products perform better on capturing the sizes and centroids of precipitation areas in the warm season than in the cold season, while they perform better on depicting the intersection area and orientation in the cold season than in the warm season. These products are more skillful on correctly detecting the localized precipitation areas against the observations in the warm season than in the cold season.
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1. Introduction

Precipitation is a crucial hydrologic variable that links the atmosphere with surface land processes. Ground-based instruments, such as rain gauges and ground radar, are commonly used to measure precipitation. Such instruments can provide reliable local precipitation measurements, which, however, have limited range and availability. With the advances in satellite technology, many remote-sensing algorithms have been developed to estimate precipitation at quasi-global scales. The satellite precipitation products provide precipitation estimations with high temporal and spatial resolutions that are applicable for watershed management, flood monitoring, and hydrologic modeling, such as Precipitation Estimation from Remotely Sensed Information using Artificial Neural Networks (PERSIANN) [1,2], Climate Prediction center MORPHing technique (CMORPH) [3], Tropical Rainfall Measuring Mission (TRMM) Multi-Satellite Precipitation Analysis (TMPA) [4], and Integrated Multi-satellite Retrievals for Global Precipitation Measurement (IMERG) [5].

The satellite precipitation products combine the higher spatial and temporal resolution, but less accurate, infrared images with higher-accuracy, but coarser spatial and temporal resolution, passive
microwave precipitation estimates in order to produce precipitation estimations. The quality of these products can vary by season and region depending on the combination methods. Therefore, many verification studies have been carried out to assess the accuracy of satellite precipitation estimations compared to the ground observations (e.g., [6–13]). These studies employed pixel-based verification measures, such as root mean square error, correlation coefficient, and/or categorical statistics [14] (such as false alarm ratio and probability of detection) to integrate the differences between the pixel values of satellite precipitation estimations and that of the ground observations. However, while these measures provide valuable information, the hydrology community requires useful diagnostic information about errors associated with location, spatial characteristics, and geometric patterns of precipitation, since such information is essential for hydrologic applications, especially in distributed hydrological modeling where the variation of the location and spatial patterns of precipitation events affect the modeled runoff volumes [15–17].

Meanwhile, spatial verification approaches have emerged to evaluate the precipitation estimations with a focus on the spatial structures and features characterizing precipitation fields (see [18–20] and references therein). One subgroup of spatial verification methods is feature-based/object-based approaches, where the spatial properties of precipitation objects obtained from precipitation estimations are verified by those from reference fields or ground observations (e.g., [21–34]). Li et al. [35] developed an object-based verification approach that allows the geometric and spatial evaluation of the separable local-scale precipitation areas. This object-based approach adopts the watershed transformation algorithm to delineate and identify the local-scale precipitation objects. Several key geometric attributes are utilized to evaluate the precipitation objects through a distance measurement. Three verification scores are generated to account for the geometric performance of the precipitation estimations.

A number of studies have adopted object-based approaches to examine the skills of satellite precipitation products. For example, Skok et al. [36] investigated the movement and spatial distribution of precipitation systems obtained from PERSIANN and TRMM 3B42 using the Method for Object-based Diagnostic Evaluation (MODE) [28] over the equatorial Pacific region. In addition, Demaria et al. [37] assessed multiple satellite precipitation products (PERSIANN, CMORPH, and TRMM) against rain gauge observations using the Contiguous Rain Area (CRA) method [21] at the La Plata river basin. The spatial errors associated with precipitation pattern, volume, and spatial location were revealed for three products. They found that CMORPH slightly underestimated the maximum rainfall rate but overestimated the average rainfall; PERSIANN overestimated the storm areas and underestimated average and maximum rainfall rate; TRMM overestimated the maximum rainfall and correlated rainfall volume and average rainfall rate well with ground observations. Furthermore, AghaKouchak et al. [38] developed three geometric indices (i.e., dispersiveness index, connectivity index, and shape index) to compare the precipitation patterns of CMORPH, TRMM, and PERSIANN against those of ground observations stage II with respect to different precipitation thresholds.

In contrast to previous studies listed above, our study evaluates the geometric and spatial features of the local-scale precipitation areas using the object-based verification method developed by Li et al. [35]. Most of the object-based approaches employ a threshold to group the pixels exceeding that threshold into objects [19]. Such thresholding techniques increase the difficulty in identifying the closely spaced but separate local-scale precipitation systems [35]. On the other hand, local-scale precipitation systems present different spatial and temporal features, such as shapes, sizes, orientation, growth/decay rates, and advection. Therefore, in this study, the object-based verification method [35], which can detect and separate local-scale precipitation systems, is used to perform the evaluation. A secondary goal of this study is to examine the seasonal variability of the performance of the satellite precipitation products based on their geometric features. It is worth mentioning that this study aims to provide advanced geometric evaluations of commonly used satellite precipitation products using this object-based verification method, while Li et al. [35] focus on introducing the procedures and details of this object-based verification method. The results of this study can shed some light on how well
sitting satellite precipitation products perform on geometrical characterization of precipitation fields at a local scale. It is hoped that hydrologists and/or meteorologists who are interested in the geometric performances of satellite precipitation products can obtain more insights from this evaluation work.

2. Methodology

2.1. Identification of Precipitation Object

The object-based verification approach employed in this study was developed by Li et al. [35] in order to verify to what extent the precipitation estimations depict the geometric and spatial features of the ground observation. The object-based approach uses watershed transformation [39] as the primary algorithm to identify the local-scale precipitation objects. This algorithm partitions precipitation intensity images into segmented precipitation areas based on storm centers, which has the capability to detect and separate the closely spaced localized precipitation areas in the precipitation field. The watershed transformation algorithm is based on topographical distance. A precipitation intensity image is interpreted as a topographic surface, where the value of each pixel represents the altitude at that point. The algorithm locates the storm centers (i.e., local maxima) in the image and associates an object with each of the storm centers. A precipitating pixel is assigned to an object based on the shortest topographic distance between this pixel and the storm center.

To avoid the over-segmentation in the precipitation intensity images, the H-minima transform technique is adopted to suppress the minor fluctuations prior to watershed segmentation. The minor fluctuations are the ones whose magnitudes are less than or equal to a predefined merge threshold. They are filled/suppressed via adjusting the precipitation intensities with the merge threshold. It should be noted that the selection of a merge threshold depends on the scale where validation information is required. A relatively higher merge threshold tends to result in large-scale precipitation objects, which could be considered by a user who is interested in large-scale evaluation of precipitation fields. A relatively lower merge threshold is prone to small-scale precipitation objects, which could be implemented by a user who is interested in a more detailed pattern analysis of precipitation fields. Thus, users can determine a merge threshold based on their particular applications. In this study, a merge threshold of 15 mm/day is used for a local-scale evaluation of satellite precipitation products, based on the results shown in Li et al. [35]. The same merge threshold is applied on the estimated precipitation fields and observed precipitation fields.

2.2. Evaluation of Precipitation Object

After the precipitation objects are identified and delineated, they are categorized into unmatching objects or matching objects according to overlapping criteria. Every observed object searches for a matching estimated object by examining the overlap between the two objects. These two objects are counted as matching objects if they are partially or fully overlapped. Otherwise, they are unmatching objects. For the unmatching objects, an object-based missing ratio and an object-based false alarm ratio is computed to account for the missed objects proportion in the observation field and falsely detected objects proportion in the satellite precipitation field, respectively. The object-based missing ratio is defined as the ratio of missing objects area to the total area of observed objects, while the object-based false alarm ratio is defined as the ratio of false alarm objects area to the total area of estimated objects [35]:

\[ r_{\text{miss}} = \frac{\sum A_{\text{miss}}}{\sum A_{\text{obs}}} \]  
\[ r_{\text{fa}} = \frac{\sum A_{\text{fa}}}{\sum A_{\text{est}}} \]  

where \( r_{\text{miss}} \) and \( r_{\text{fa}} \) denote object-based missing ratio and false alarm ratio, respectively. \( A_{\text{miss}} \) is the area coverage of a missing object in the observed field. \( A_{\text{obs}} \) is the area coverage of an observed object.
"Afa" is the area coverage of a false alarm object in the estimated field. "Aest" is the area coverage of an estimated object.

With regard to the matching objects, four geometric attributes, including object area ratio, centroid location distance, orientation difference, and intersection area ratio, are selected to evaluate the estimated objects against the observed objects. The object area ratio (ar) computes the ratio of estimated object area to observed object area. The centroid location distance (cd) computes the Euclidean distance between the centroid of the estimated object and the centroid of the observed object. The orientation difference (od) calculates the orientation angle difference between the matching objects. The orientation angle of an object is derived by fitting an eclipse to this object. The intersection area ratio (iar) calculates the ratio of overlapping area to the smaller object area. For each pair of matching objects, the four attributes are defined as [35]:

\[
\begin{align*}
\text{ar} &= \frac{A_{\text{est}}}{A_{\text{obs}}} \\
\text{cd} &= \sqrt{(x_{\text{obs}} - x_{\text{est}})^2 + (y_{\text{obs}} - y_{\text{est}})^2} \\
\text{od} &= \begin{cases} 
|\delta_{\text{obs}} - \delta_{\text{est}}| & \text{if } |\delta_{\text{obs}} - \delta_{\text{est}}| \leq 90^\circ \\
180^\circ - |\delta_{\text{obs}} - \delta_{\text{est}}| & \text{if } |\delta_{\text{obs}} - \delta_{\text{est}}| > 90^\circ
\end{cases} \\
\text{iar} &= \begin{cases} 
\frac{A_{\text{overlap}}}{A_{\text{obs}}} & \text{if } A_{\text{obs}} \leq A_{\text{est}} \\
\frac{A_{\text{overlap}}}{A_{\text{est}}} & \text{if } A_{\text{obs}} > A_{\text{est}}
\end{cases}
\end{align*}
\]

where \(A_{\text{est}}\) and \(A_{\text{obs}}\) are the area coverage of the matching estimated and observed object, respectively. \((x_{\text{est}}, y_{\text{est}})\) and \((x_{\text{obs}}, y_{\text{obs}})\) are the coordinates of the geometric centroids of the matching estimated and observed object, respectively. \(\delta_{\text{est}}\) and \(\delta_{\text{obs}}\) are the orientation angles of the matching estimated and observed object, respectively. \(A_{\text{overlap}}\) is the overlapping area between the matching estimated and observed objects.

To obtain commensurable measures, these attributes are converted to interest values that range from 0 to 1 through different interest functions. The interest value of 1 represents a perfect performance of the estimated object for a specific attribute, while the value of 0 represents no skill. An overall interest score is summarized using the interest values and assigned weights, which reveals the quality of the satellite precipitation product in an aggregated sense. The same weight of 25% is assigned to each attribute in this study. Users can adjust the weights according to their particular applications. The overall interest score tends to be high for the matching objects whose size difference is small, centroid distance is small, orientation angle difference is small, and intersection area ratio is large. Whereas, the overall interest score tends to be low for the matching objects whose size difference is large, centroid distance is large, orientation angle difference is large, and intersection area ratio is small. The geometric attributes and verification scores were examined to be stable from the previous application [35]. For a more detailed explanation of this object-based verification approach, the reader is referred to Li et al. [35].

3. Data

The three satellite precipitation products employed in this study are: (1) PERSIANN [1,2]; (2) CMORPH [3]; and (3) TMPA 3B42RT [4]. These three satellite precipitation products are not corrected by gauge data. PERSIANN uses an artificial neural networks approach to estimate the rainfall rate based on the geostationary longwave infrared imagery. The network parameters are adjusted using an adaptive training feature. PERSIANN data is available at 0.25° by 0.25° spatial resolution every 1-h. CMORPH utilizes the infrared geostationary satellite imagery to obtain advection vectors between 3-h passive microwave (PMW) satellite scans. This advection information is used to determine the half-hour precipitation estimates based on the precipitation estimates derived from PMW imagery. Furthermore, these half-hour precipitation estimates are “morphed” by applying the
time weighting factors. CMORPH data has a time resolution of 3-h and a spatial resolution of 0.25° by 0.25°. TMPA 3B42RT combines the most recent PMW imageries to derive the precipitation estimates. To fill in the coverage gaps between the PMW imageries, microwave-calibrated infrared precipitation estimates are used. 3B42RT is available at 0.25° by 0.25° spatial resolution every 3-h.

National Oceanic and Atmospheric Administration (NOAA) stage IV multi-sensor composite rain analysis [40] is utilized as the ground-based reference. The stage IV analysis is derived from the rain gauge and regional radar precipitation measurements. These measurements are produced by the National Weather Service River Forecast Centers over the Continental United States (CONUS). It is available at a temporal resolution of 1-h and a spatial resolution of 4 km. All of the satellite precipitation products and the stage IV data were converted to a spatial resolution of 0.25° by 0.25° and a temporal resolution of 24-h prior to the analysis. A mean pixel value is computed for a 0.25° by 0.25° pixel that covers the 4 km grid stage IV data, in order to obtain the stage IV data at a 0.25° spatial resolution. All of the data are aggregated to 24-h/daily accumulated precipitation in this study.

4. Results

The object-based method is applied on three satellite precipitation products against ground references for the warm and cold seasons. The precipitation objects are identified and delineated for each product and ground observation. The performance of each product for depicting the geometric and spatial features of the precipitation systems is evaluated and compared. The evaluations are conducted at 0.25° by 0.25° on a daily scale in the warm season of 2008 (i.e., 1 June to 31 August) and cold season of 2010 (i.e., 1 October to 30 November) over CONUS. It is worth noting that October and November are selected as the cold season in order to minimize, and hopefully eliminate, the effect of snowfall and/or snow-covered land surface which could affect the evaluation results. This is mainly due to the limitations in retrieving precipitation with passive microwave when the land surface is covered by snow or ice [41].

4.1. Identification of Precipitation Object

Local-scale precipitation objects are identified using the object-based approach for each satellite precipitation product and ground observations. Figure 1 shows a warm season example on 23 July 2008, over CONUS for the stage IV observation and three satellite precipitation products. Figure 1a,c,e,g exhibits the daily precipitation distribution of the stage IV, PERSIANN, CMORPH, and 3B42RT on the sample day. Figure 1b,d,f,h illustrates the precipitation objects derived from the stage IV observation and three satellite precipitation products using the watershed transformation. Figure 2 shows a cold season example on 27 October 2010, over CONUS. Figure 2a,c,e,g exhibits the daily precipitation distribution of the stage IV and three satellite precipitation products; meanwhile, Figure 2b,d,f,h illustrates the correspondent precipitation objects. In both examples of warm and cold seasons, the segmented precipitation objects (shown in the right panels of Figures 1 and 2) correspond well with the closely spaced but separate local-scale precipitation areas (shown in the left panels of Figures 1 and 2) for the stage IV observations and three satellite precipitation products. The precipitation objects delineate the storm systems that a relevant expert would possibly observe from the precipitation fields. The distinct precipitation objects represent distinct precipitation areas produced from convective storms in the warm season and frontal storms in the cold season. The spatial distribution of precipitation objects depicts the structure of accumulated precipitation at the local scale for the stage IV observation and each satellite precipitation product. Different satellite precipitation products display different patterns of accumulated precipitation at the local scale. For instance, in both seasons, PERSIANN and CMORPH tend to generate larger precipitation objects in size than 3B42RT. In general, there are more false alarm objects identified in the three products in the cold season example than the warm season example, which indicates that the products tend to perform better on correctly detecting the precipitation events in the warm season example than the cold season example. The cold-season false precipitation could be associated
with non-precipitating clouds that falsely appear as rain especially in cold months, as shown in Nasrollahi et al. [42]. Such false precipitation could also be caused by ground contaminations especially for 3B42RT and CMORPH [41,43,44]. Additionally, the precipitation objects shown in the cold season example are prone to be larger than those in the warm season example for the stage IV observation and each satellite precipitation product. This is because different precipitation systems are presented in the cold and warm seasons. The cold season is dominated by frontal systems in which storms usually have larger area coverage, while the warm season is dominated by convective systems in which storms usually have smaller area coverage. This implies that the three satellite precipitation products are capable of depicting such spatial characteristics of different precipitation systems in different seasons. Challenges associated with cold-season precipitation have been discussed in previous studies (e.g., [45]).
Figure 1. The left panels exhibit the precipitation distribution (mm/day) acquired from the observation and three satellite precipitation products on 23 July 2008 at 0.25° by 0.25° over the Continental United States (CONUS). The precipitation intensity lower than a threshold of 1mm/day is represented by white background. Gray area indicates no data. The right panels exhibit the distribution of local-scale precipitation objects that is delineated from precipitation field shown in the left panel. Distinct precipitation objects are represented by distinct colors. (a) Stage IV precipitation distribution; (b) Stage IV precipitation objects distribution; (c) Precipitation Estimation from Remotely Sensed Information using Artificial Neural Networks (PERSIANN) precipitation distribution; (d) PERSIANN precipitation objects distribution; (e) Climate Prediction center MORPHing technique (CMORPH) precipitation distribution; (f) CMORPH precipitation objects distribution; (g) 3B42RT precipitation distribution; (h) 3B42RT precipitation objects distribution.

Figure 2. Cont.
Figure 2. The left panels exhibit the precipitation distribution (mm/day) acquired from the observation and three satellite precipitation products on 27 October 2010 at 0.25° by 0.25° over CONUS. The precipitation intensity lower than a threshold of 1mm/day is represented by white background. Gray area indicates no data. The right panels exhibit the distribution of local-scale precipitation objects that is delineated from precipitation field shown in the left panel. Distinct precipitation objects are represented by distinct colors. (a) Stage IV precipitation distribution; (b) Stage IV precipitation objects distribution; (c) PERSIANN precipitation distribution; (d) PERSIANN precipitation objects distribution; (e) CMORPH precipitation distribution; (f) CMORPH precipitation objects distribution; (g) 3B42RT precipitation distribution; (h) 3B42RT precipitation objects distribution.

4.2. Evaluation of Precipitation Object

After the precipitation objects are identified in both the stage IV observation and three satellite precipitation products, the objects acquired from the products are verified by the objects acquired from the stage IV. Precipitation objects were grouped into matching or unmatching objects. Four key geometric attributes (i.e., area ratio, centroid distance, orientation difference, and intersection area ratio) are examined for matching objects.
4.2.1. Area Ratio

Figure 3a–c illustrates the normalized histograms of the area ratio in the warm season of 2008 for PERSIANN, CMORPH, and 3B42RT. The area ratio is the ratio of satellite estimated object area to ground reference observed object area. The peak of the histogram for CMORPH is around the value of 1, while 3B42RT’s peak is less than the value of 1, and PERSIANN’s peak is more than the value of 1. As seen in the histogram distributions, CMORPH tends to generate the precipitation objects closest in size to the stage IV observations, while 3B42RT tends to generate smaller size precipitation objects, and PERSIANN is prone to produce larger size precipitation objects than the stage IV observations. This is perhaps due to the fact that PERSIANN tends to produce larger rain area than the stage IV in temporal scale, which leads to a larger coverage of rain area after accumulation of precipitation to daily scale. 3B42RT, on the other hand, uses infrared information when there is missing microwave information and relies less on infrared. These algorithmic features are well detected in this object-based analysis. The mean interest values of the area ratio for the three products are illustrated in Table 1. CMORPH possesses the highest mean interest value among others, which indicates that CMORPH is capable of generating the storm objects closest in size compared with the stage IV.

Table 1. Mean Interest Values of Four Attributes for Satellite Precipitation Products in the Warm Season of 2008.

| Product  | Area Ratio | Centroid Distance | Intersection Area Ratio | Orientation Difference |
|----------|------------|-------------------|-------------------------|------------------------|
| PERSIANN | 0.43       | 0.72              | 0.68                    | 0.69                   |
| CMORPH   | 0.57       | 0.79              | 0.61                    | 0.68                   |
| 3B42RT   | 0.49       | 0.82              | 0.60                    | 0.64                   |

Figure 3d–f shows the normalized histograms of the area ratio in the cold season of 2010 for PERSIANN, CMORPH, and 3B42RT. Similar to the warm season case, CMORPH has the peak around the value of 1, while 3B42RT’s peak is less than the value of 1, and PERSIANN’s peak is more than the value of 1. In general, CMORPH has a tendency to produce the storm objects close in size to stage IV,
while 3B42RT tends to underestimate the object sizes, and PERSIANN tends to overestimate the object sizes. The mean interest values of the area ratio for the three products are illustrated in Table 2 for the cold season. Same as the warm season case, CMORPH obtains the highest mean interest value among the others. The three products are all prone to lower mean interest values for the area ratios in the cold season than the warm season. This indicates that the satellite precipitation products are more capable of accurately capturing the storm object sizes in the warm season than the cold season.

Table 2. Mean Interest Values of Four Attributes for Satellite Precipitation Products in the Cold Season of 2010.

| Product | Area Ratio | Centroid Distance | Intersection Area Ratio | Orientation Difference |
|---------|------------|-------------------|-------------------------|------------------------|
| PERSIANN | 0.38       | 0.72              | 0.71                    | 0.70                   |
| CMORPH  | 0.50       | 0.80              | 0.67                    | 0.72                   |
| 3B42RT  | 0.46       | 0.81              | 0.64                    | 0.66                   |

4.2.2. Centroid Distance

Figure 4a–c shows the normalized histograms of the centroid distance in the warm season of 2008 for PERSIANN, CMORPH, and 3B42RT. In general, as the centroid distance increases, the number of object pairs declines. 3B42RT tends to obtain smaller centroid distances against the stage IV observations, whereas PERSIANN and CMORPH obtain larger centroid distances. The mean interest values of the centroid distances are listed in Table 1 for the three products. On average, 3B42RT possesses the highest interest value of the centroid distances. This implies that 3B42RT has the capability of placing the storm objects in the correct location compared to the stage IV.

Figure 4d–f shows the normalized histograms of the centroid distances in the cold season for PERSIANN, CMORPH, and 3B42RT in the warm season of 2008, respectively; (d–f) describes normalized histograms of centroid distances for satellite precipitation products PERSIANN, CMORPH, and 3B42RT in the cold season of 2010, respectively.

Figure 4d–f shows the normalized histograms of the centroid distances in the cold season for PERSIANN, CMORPH, and 3B42RT. The overall trend of the centroid distance histograms for each product is similar to that of the warm season case. The three products’ mean interest values are listed in Table 2. On average, 3B42RT possesses the highest interest value of centroid distances. This is the same result as the warm season case, indicating that the object centroids can be successfully captured
by 3B42RT in both seasons. It is also noted that three products acquire higher interest values of centroid distances in warm season than in cold season. This implies that the products perform better on depicting the object centroids in warm season.

4.2.3. Intersection Area Ratio

Figure 5a–c shows the normalized histograms of the intersection area ratio in the warm season for PERSIANN, CMORPH, and 3B42RT. The number of matching object pairs is distributed quite evenly in the area ratio range for each product. Also, a high peak is observed at the value of 1 for each product. This indicates that a large number of storm objects derived from each product perfectly overlap with the matching storm objects derived from the stage IV observation. The mean interest values of intersection area ratio are illustrated in Table 1 for the three products. On average, PERSIANN shows the highest mean interest value of intersection area ratio. This reveals that PERSIANN behaves the best with respect to the intersection area ratio in the warm season.

Figure 5d–f demonstrates the normalized histograms of the intersection area ratio in the cold season for PERSIANN, CMORPH, and 3B42RT. High peaks are continually noted at the value of one for each product. Each product has a tendency to obtain higher mean interest value of intersection area ratios in the cold season than in the warm season (see Tables 1 and 2), which demonstrates that each product performs better in the cold season with respect to the intersection area ratio. PERSIANN is prone to the highest interest values of the intersection area ratio; which is the same result as the warm season case.

4.2.4. Orientation Difference

Figure 6a–c exhibits the normalized histograms of the orientation difference in the warm season for PERSIANN, CMORPH, and 3B42RT. It is observed that the histogram trends are similar for each product. As the orientation difference increases, the number of object pairs decreases. The mean interest values of the orientation difference are illustrated in Table 1 for the three products. PERSIANN tends
to obtain the highest mean orientation difference interest value. This demonstrates that PERSIANN is capable of correctly depicting the orientation of the storm objects compared to the stage IV.

Figure 6. (a–c) describes normalized histograms of orientation differences for satellite precipitation products PERSIANN, CMORPH, and 3B42RT in the warm season of 2008, respectively; (d–f) describes normalized histograms of orientation angle differences for satellite precipitation products PERSIANN, CMORPH, and 3B42RT in the cold season of 2010, respectively.

Figure 6d–f illustrates the normalized histograms of the orientation difference in the cold season for PERSIANN, CMORPH, and 3B42RT. The histogram trends are similar for each product. On average, CMORPH obtains the smallest orientation difference, which leads to its best performance on the mean interest value of orientation difference in the cold season (see Table 2). All the products are prone to higher mean interest values of orientation differences in the cold season compared to the warm season. This indicates that the object orientation can be better captured by the three products in the cold season.

4.2.5. Overall Performances

Three verification scores, namely the overall interest score, object-based missing ratio, and object-based false alarm ratio, are compared among CMORPH, PERSIANN, and 3B42RT. The time series of these verification scores for the warm season of 2008 are illustrated in Figure 7 and the mean of these scores for the three products are shown in Table 3. In general, all the products are prone to low object-based missing ratios and false alarm ratios, which indicates that all the products have the capability of accurately detecting the storm systems in the warm season. As seen in Table 3, CMORPH possesses the lowest missing ratio, while PERSIANN obtains the lowest false alarm ratio. For the overall interest score shown in Figure 7c, 3B42RT and CMORPH perform similarly, while PERSIANN has a discrepancy with these two products. It should be noted that the overall interest score summarizes the performances of four geometric attributes, which provides the skill of the satellite precipitation products in an aggregated sense. CMORPH obtains the highest overall interest value, thereby showing that this product performs well overall on depicting the geometric features of the precipitation pattern at the local scale in the warm season. This is perhaps due to the advection procedures used in CMORPH that allows the well depiction of the geometric features of precipitation systems.

Figure 8 exhibits the time series of the object-based missing ratio, false alarm ratio, and overall interest score for the three satellite precipitation products in the cold season of 2010. All of the products
obtain higher object-based missing ratios and false alarm ratios in the cold season than the warm season. This implies that all products fail to correctly detect the storm systems in the cold season against the stage IV observations. As seen in Table 4, 3B42RT obtains the lowest missing ratio, and CMORPH obtains the lowest false alarm ratio. For the overall membership score shown in Figure 8c, three products performed similarly in October, while PERSIANN had a discrepancy with the other two in November. CMORPH continues to obtain the highest overall interest score, which indicates that CMORPH performs the best on depicting the geometric features of the precipitation pattern at the local scale against the observation in the cold season.

Figure 7. (a–c) Time series of object-based missing ratio, object-based false alarm ratio, and overall interest score for satellite precipitation products in the warm season of 2008, respectively.

Table 3. Mean of Three Verification Scores for Satellite Precipitation Products in the Warm Season of 2008.

| Product   | Object-Based Missing Ratio | Object-Based False Alarm Ratio | Overall Interest Score |
|-----------|----------------------------|--------------------------------|------------------------|
| PERSIANN  | 0.03                       | 0.01                           | 0.64                   |
| CMORPH    | 0.02                       | 0.03                           | 0.70                   |
| 3B42RT    | 0.03                       | 0.04                           | 0.68                   |

Figure 8. (a–c) Time series of object-based missing ratio, object-based false alarm ratio, and overall interest score for satellite precipitation products in the cold season of 2010, respectively.

Table 4. Mean of Three Verification Scores for Satellite Precipitation Products in the Cold Season of 2010.

| Product   | Object-BasedMissing Ratio | Object-Based False Alarm Ratio | Overall Interest Score |
|-----------|----------------------------|--------------------------------|------------------------|
| PERSIANN  | 0.05                       | 0.09                           | 0.64                   |
| CMORPH    | 0.06                       | 0.06                           | 0.69                   |
| 3B42RT    | 0.03                       | 0.12                           | 0.68                   |
5. Summary and Conclusions

The abilities of three satellite precipitation products to depict the geometric and spatial features of local-scale precipitation areas are examined by an object-based verification approach. This approach allows an object-to-object evaluation in the local-scale to reveal the geometric performances of satellite products against the ground observations, whereas such verification is difficult to be achieved by pixel-to-pixel evaluation techniques. The three satellite precipitation products, including PERSIANN, CMORPH, and 3B42RT, are tested and compared with the stage IV observations in the warm season of 2008 and cold season of 2010. The local-scale precipitation objects are identified for each product and observations via watershed transformation and are evaluated using the key geometric attributes and a distance measurement. The main conclusions of this study are as follows:

1. Overall, precipitation object area and object centroids are better depicted by all of these products in the warm season than in the cold season. Meanwhile, the intersection area ratio and object orientation are better captured by these products in the cold season than in the warm season. These three products performed better with respect to object-based missing ratio and false alarm ratio in the warm season than in the cold season, which indicates that they are more capable of correctly detecting the local-scale precipitation area against the observations in the warm season. Therefore, the geometric performances of satellite precipitation products vary for different seasons.

2. PERSIANN performed the best with respect to intersection area ratios for both seasons and performed the best on orientation differences in the warm season. This implies that PERSIANN has the capability of capturing the location and orientation of the storm systems. However, PERSIANN tends to overestimate the precipitation object sizes for both seasons. This is because PERSIANN is prone to produce larger rain area in the temporal scale that leads to the tendency of a larger coverage of rain area after accumulating to the daily scale. In addition, PERSIANN performs well in object-based missing ratios and false alarm ratios in both seasons, which demonstrates that PERSIANN has the capability to correctly detect the precipitation objects against the observation.

3. CMORPH performed the best in regards to the area ratio for both seasons, showing that it has the ability to depict the accurate precipitation area compared to observations. In the cold season, the object orientation was well captured by CMORPH, indicating that CMORPH is capable of capturing the correct orientation of the storm systems. Furthermore, CMORPH performed the best with respect to the object-based missing ratio in the warm season and object-based false alarm ratio in the cold season. This implies its ability to correctly detect the storm systems against the observations in both seasons. For the overall performance, CMORPH obtained the highest overall interest score in both seasons, which demonstrates that the “morphing” technique used can successfully depict the geometric and spatial features of precipitation patterns at the local scale.

4. 3B42RT performed the best in regards to depicting the object centroids for both seasons, indicating that 3B42RT has the capability of placing the storm systems at the correct locations. In contrast with the other products, 3B42RT tends to underestimate the precipitation object sizes for both seasons. Moreover, 3B42RT performed the best in regards to the object-based missing ratio in the cold season, whereas it falsely detected a number of precipitation objects in the warm season. This demonstrates that 3B42RT performed differently in detecting the storm systems in different seasons. Finally, the overall membership scores for 3B42RT were moderate in both seasons.

It is concluded that the discrepancies between various satellite precipitation products in depicting the geometric characteristics of precipitation can be identified through the object-based verification approach. The results of this study are valid for the evaluation of local-scale precipitation areas identified from a 24-h accumulated precipitation field. The geometric capability of satellite precipitation products is evaluated by the four attribute measures and three overall scores. It is worth pointing out that the presented object-based evaluation study provides the means to reveal the potential deficiencies in satellite precipitation products with respect to observations from a geometrical point of view. It is hoped that further advancements in this area will provide future development of precipitation products with more insights on geometric characterization.
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Abbreviations

The following abbreviations are used in this manuscript:

- CONUS: continental United States
- CMORPH: Climate Prediction center MORPHing technique
- CRA: Contiguous Rain Area
- MODE: Method for Object-based Diagnostic Evaluation
- PERSIANN: Precipitation Estimation from Remotely Sensed Information using Artificial Neural Networks
- TRMM: Tropical Rainfall Measurement Mission
- TMPA: TRMM Multi-Satellite Precipitation Analysis
- PMW: passive microwave
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