Catching the geometric phase effect around conical intersection in molecules by high order harmonic spectroscopy
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Nonadiabatic dynamics around an avoid crossing or a conical intersection play a crucial role in the photoinduced processes of most polyatomic molecules. The present work shows that the topological phase in conical intersection makes the behavior of pump-probe high-order harmonic spectroscopy different from the case of avoid crossing. The coherence built up when the system crosses the avoid crossing will lead to the oscillatory behavior of the spectrum, while the geometric phase erodes these oscillations in the case of conical intersection. Additionally, the dynamical blueshift and the splitting of time-resolved spectrum allow capturing the snapshot dynamics with sub-femtosecond resolution.

In polyatomic molecules, the avoid crossing (AC) and conical intersection (CI) play important roles in various photophysical and photochemical dynamical processes [1, 2]. Benefiting from the progress in the laser technology, many optical methods have been developed to probe the nonadiabatic dynamics in the vicinity of CI [3–8]. Attosecond transient-absorption spectroscopy succeeded in mapping the AC dynamics directly [9], and later achieved sub-7-femtosecond resolution in CI by extending the attosecond pulse to carbon K-edge [3]. A background-free technique called TRUECARS (Transient redistribution of ultrafast electronic coherences in attosecond Raman signals) [10–12] was proposed to detect the electronic coherence generated by the CI. In past decades, high-harmonic spectroscopy (HHS) has matured into a powerful approach to study the structure and dynamics of molecules [13–21]. For example, H. J. Wörner et al. reported the application of HHS to detect CI dynamics [22, 23].

While both CI and AC can induce a nonradiative transition, most of the previous works did not provide a specific recipe for discriminating between the CI and the AC. The main topological feature of CI which distinguishes it from the AC is that the wavepacket accumulates the geometric phase (GP) as it propagates around the CI. As early as 1963, Herzberg and Longuet-Higgins [24] showed that the electronic wave function changes its sign for any closed path in the nuclear parameter space which encircles a CI. Later, in 1984, Berry pointed that this sign change is a special case of a more general GP factor [25], often referred as a “Berry Phase”. Further applications of GP include the hydrogen exchange reaction [26, 27] and the dissociation spectrum [28–31]. Since the high-harmonic generation (HHG) is driven by the ultrashort laser fields, and the HHS is particularly sensitive to the variation of ionization potential along with the population and the coherence between the superposed states, the HHS is an ideal tool to simultaneously monitor the ultrafast dynamics around the CI or the AC and to identify GP effect.

In this letter, we apply pump-probe HHS driven by a few-cycle IR pulse to distinguish the CI from the AC. Fig. 1(a) shows a schematic of the pump-probe process where the wavepacket initially located on the ground state $S_0$ is excited to state $S_1$ by an ultrafast VUV pulse. The nuclear wavepacket will dissociate along two branches encircling the CI or AC as indicated by the white arrows in Fig. 1(a). Meanwhile, part of the wavepacket passes through the CI or AC. Finally, a delayed strong IR probe laser is sent to generate HHS. To model the pump-probe HHG dynamics, the time-dependent Schrödinger equation (TDSE) in diabatic representation is solved (Atomic units are used unless otherwise indicated):

$$i \frac{\partial}{\partial t} \begin{pmatrix} \chi_0(R, t) \\ \chi_1(R, t) \\ \chi_2(R, t) \\ \chi_C(R, k, t) \end{pmatrix} = \left( \hat{T} + \hat{H}_{el} \right) \begin{pmatrix} \chi_0(R, t) \\ \chi_1(R, t) \\ \chi_2(R, t) \\ \chi_C(R, k, t) \end{pmatrix},$$

(1)

with Hamiltonian $\hat{H}_{el}$ defined as follow,

$$\begin{bmatrix}
E_0(R) & d_{01} E(t) & 0 & 0 \\
0 & E_1(R) & V_{12}(R) & D_{1C}(R, k, t) \\
d_{01} E(t) & 0 & E_2(R) & D_{2C}(R, k, t) \\
0 & D_{1C}(R, k, t) & D_{2C}(R, k, t) & E_C(R, k, t)
\end{bmatrix}.$$

(2)

Here, $\hat{T}$ is the nuclear kinetic energy operator, $E(t)$ is the electric field. $\chi_n$ is the nuclear wave function moving on state $S_n$. $E_n$ and $E_C$ represent the potential energy surfaces (PESs) of neutral bound states $S_n$ and ionic ground
state \( S_C \), respectively. In the following simulation, the \( E_C \) is assumed to be the same as \( E_1 \), except a vertical energy difference. \( \tilde{E}_C(\mathbf{R}, \mathbf{k}, t) = E_C(\mathbf{R}) + (\mathbf{k} + \mathbf{A}(t))^2 / 2 \) is the equivalent PESs of continuum state \( S_C \), with the vector potential \( \mathbf{A}(t) \) and the electronic momentum \( \mathbf{k} \). \( D_{nC}(\mathbf{R}, \mathbf{k}, t) = E(t)d_{nC}(\mathbf{R}, \mathbf{k} + \mathbf{A}(t)) \) is the product of the laser field \( \mathbf{E}(t) \) and the transition dipole moments (TDMs) \( d_{nC} \) between the states \( S_n \) and \( S_C \). \( d_{nC} \) at each \( \mathbf{R} \) takes the form of the TDMs for hydrogen-like atoms [32]. \( d_{01} \) is a constant TDM between states \( S_0 \) and \( S_1 \). \( V_{12} \) is the nonadiabatic coupling (NAC) term between \( S_1 \) and \( S_2 \), and is related to the mixing angle \( \theta = 0.5\arctan(2V_{12}/(E_1 - E_2)) \) [33]. In the CI case, \( V_{12} \) is anti-symmetric with respect to a mirror plane \( (R_2 = 0) \). Encircling the CI point with a closed loop \( C \), \( \theta \) evolves from \( \pi/2 \) to \( -\pi/2 \) [34]. Since the Berry phase \( \gamma = \int_C \nabla \theta \cdot d\mathbf{s} \) [35, 36], this phase shift of \( \pi \) is considered as accumulation of GP. For the system with AC, the NAC term \( V_{12} = |V_{12}| + \xi \) (\( \xi \) is an arbitrarily small constant) is symmetric with respect to \( R_2 = 0 \). Assuming the same encirclement as before, \( \theta \) changes from \( \pi/2 \) to 0 and back to \( \pi/2 \), resulting in zero GP accumulation. Therefore the GP effect has been included with the anti-symmetric \( V_{12} \), and has been excluded if we set \( V_{12} = |V_{12}| \) [37], as shown in Fig. 2(c).

The polarization can be recast as

\[
P(t) = \int d\mathbf{R}/d\mathbf{k} \left[ \chi_1(\mathbf{R}, t)\chi_2^*(\mathbf{R}, \mathbf{k}, t)d_{1C}(\mathbf{R}, \mathbf{k} + \mathbf{A}(t)) \right. \\
+ \left. \chi_2(\mathbf{R}, t)\chi_1^*(\mathbf{R}, \mathbf{k}, t)d_{2C}(\mathbf{R}, \mathbf{k} + \mathbf{A}(t)) \right] + c.c.
\]  

(3)

after propagating the TDSE by the split operator algorithm based on fast Fourier transform. Finally, the HHS can be obtained by the Fourier transformation of \( P(t) \)

\[
I(\omega) \propto \omega^4 \left| \int_{-\infty}^{\infty} P(t)e^{i\omega t} dt \right|^2.
\]  

(4)

The parameters of the diabatic molecular model based on multiple 2-dimensional PESs are detailed in the Supplementary Material [38]. We employ the VUV pulse with the laser parameters of wavelength \( \lambda_1 = 318 \) nm, peak intensity \( I_1 = 10^{13} \) W/cm\(^2\), and full width at half maximum (FWHM) \( \tau_1 = 3.18 \) fs, which can pump about 70\% of the electron population from the ground state \( S_0 \) to the excited state \( S_1 \). Regarding the delayed IR pulse, the parameters are wavelength \( \lambda_2 = 1600 \) nm, intensity \( I_2 = 10^{13} \) W/cm\(^2\), and FWHM \( \tau_2 = 5.33 \) fs. The initial momentum of the ionized electron is set to \( k_0 = 0 \) instead of integrating over the entire range of momentum. The contribution of the ground state to the HHG has been neglected. The delay-dependent HHS were shown in Fig. 2(a) (includes the GP) and 2(b) (excludes the GP), in which the latter shows strong oscillations, while the former does not.

As the wavepacket passes through the CI or AC, electronic coherence can be built up and the system is excited with both population \( \rho_{S_1}, \rho_{S_2} \), and coherences \( \rho_{S_1S_2}, \rho_{S_2S_1} \) before the IR arrives. Due to the slow motion relative to the ultrafast IR pulse, the nucleus can be approximately regarded as fixed in the HHG process, namely the frozen-nuclear approximation (FNA). In the FNA and the strong-field approximation (SFA) [32], the electronic polarization for the fixed nuclear coordinate \( R_0 \) and time...
FIG. 2. The HHS after taking logarithm as a function of time delay (a) with and (b) without GP. The peak of the VUV pulse is set as the time origin. Time delay corresponds to the interval between the peak of the IR and the origin. Harmonic order is taken relative to the IR single photon energy. (c) 2D plots for the NAC element $V_{12}$ (with GP) and $V_{12}'$ (without GP). (d) Real part of time dependent overlap integral $S_{12}$ with (black dotted line) and without (black solid line) GP in the absence of IR laser. The intensity of delay-dependent harmonics (red dotted line) is obtained by integrating harmonics between the 14-15th order range in Fig. 2(b).

delay $\tau$ can be written as:

$$P'(t, \tau; R_0) = \sum_{m,n=1}^{2} P'_{mn}(t, \tau; R_0),$$

where $P'_{mn}$ are the contributions from different channels:

$$P'_{mn}(t, \tau; R_0) = \int dk \int_{t}^{t+T} dt' iE(t') \alpha_{mn}(\tau; R_0)$$

$$\times d_{nC}^{*}(k + A(t'); R_0)d_{nC}(k + A(t'); R_0)$$

$$\times e^{-i \int_{t}^{t+T} \left((k+A(t''))^2/2+E_{C}(R_0)-E_n(R_0)\right) dt''} + c.c.,$$

with

$$\alpha_{mn}(\tau; R_0) = \chi_{m}^{*}(\tau; R_0)\chi_{n}(\tau; R_0)e^{i(\omega_m - \omega_n)(t-\tau)}.$$  \hspace{1cm} (7)

$\alpha_{mn}$ is not dependent on ionization time $t'$ and recombination time $t$ since the depletion of the excited states can be neglected [32]. Eq. (6) is similar to the traditional SFA model except that it is weighted by the overlap $\alpha_{mn}$. As indicated in Fig. 1(b), $P'_{11}, P'_{22}, P'_{12}, P'_{21}$ corresponds to channel 0, 2, 3, 4 respectively. We can classify the HHG process into direct (0, 2) and indirect (3, 4) ionization-recombination channels. The initial and final states of direct (indirect) channel where the electron is ionized and recombined are the same (different).

Ignoring the phase term and integrating Eq. (7) over $R$, the overlap integral $S_{mn} = \int dR\chi_{m}^{*}(t; R)\chi_{n}(t; R)$ is obtained. Previously, many works used the overlap integral $S_{mn}$ to probe the nuclear dynamics with the sub-cycle resolution [10, 39, 40]. According to Eq. (7), unlike the direct channels related to the population $\rho_{S}$ and $\rho_{S_{1}}$, the indirect ones, e.g. $n \neq m$, yield an off-diagonal coherence which results in the oscillating behavior with respect to the interpulse delay.

The next logical point that needs to be addressed is the eroding of oscillations in the CI case. The symmetric wavepackets in state $S_1$ will be changed to the anti-symmetric in state $S_2$ when it is transferred by the anti-symmetric NAC term $V_{12}$. Once the integral in the polarization (Eq. (6)) is calculated over the whole nuclear space, the contribution from the indirect channel will vanish. That is the reason that the oscillation feature disappear in HHS for the case of CI. This conclusion can be proved by Fig. 2(d), where the real part of $S_{12}$ with and without GP are plotted together with the time delay-dependent HHS intensity.

Another important phenomenon is that in both Fig. 2(a) and 2(b) the delay-dependent peaks of the spectrum split. Obviously, this phenomenon is not related to the GP effect, and originates rather from the direct channels because the indirect channels vanish in the CI case as explained above. Thus, the total harmonics in Fig. 2(a)
FIG. 3. Time-resolved HHS generated by the (a) channel $\alpha$ and (b) channel $\beta$ with GP. The two time-varying energy difference $E_C - E_1$ and $E_C - E_2$ is plotted in (a) and (b) depicted by the dashed purple line. These are calculated at the coordinates of the two excited state wavepacket maximum positions, respectively.

The two paths result in the split of the total HHS in Fig. 2(a) and 2(b), which clearly indicates that the nuclear wavepacket passes through the CI or the AC at corresponding time delay of 20-30 fs.

Frequency modulation of HHS has been widely investigated previously, as summaried in Ref. [43]. Once the HHS originated from the leading (falling) edge of the laser envelop dominates, the final signal shows the blueshift (redshift). In our case, since the FNA is reasonable, the modulation of the ionization potential at the pulse duration timescale can be neglected. The frequency modulation contributed from the leading and falling edges can be neglected in the present work. In fact, the blueshift in the present case can be only observed in the case of few-cycle lasers. So, the time-resolution of the present blueshift is determined by the FWHM of the driving laser.

FIG. 4. Time-resolved HHS from the four channels ($\alpha$-$\phi$) obtained after integrating Eq. (6) over $R$ and integrating the harmonics in the 4th-18th order range. Panels (a) and (b) correspond to the results with and without GP effect, respectively. With the GP effect, the harmonic yields of channels $\alpha$ and $\beta$ are around -19 orders of magnitude, and are thus omitted in panel (a).

FIG. 4. Time-resolved integrated intensity of HHS from the four channels, which is calculated using Eq. (6) and obtained by integrating over the space of $R$. It indicates that the direct channels also show the weak oscillations, which are proportional to the populations of the excited states. These results are in full agreement with those obtained in Ref. [22], in which the oscillation feature originating from the population dynamics has been observed by the transient grating technique. The contributions of the indirect channels are proportional to the coherence of the two excited states and thus show much stronger oscillations.

In summary, we show that the time-resolved HHS can probe directly the topological phase in CI and distinguish its quantitative behavior from the case of AC. When the nuclear wavepacket passes through the CI and AC, the electronic coherence may emerge as a consequence of

\[ \phi_q(t) = q\omega_{1R}t + \int_{t'}^{t} \left( (k + A(t'))^2/2 + E_C(R_0) - E_n(R_0) \right) dt' , \]

with $\omega_{1R}$ as the central frequency of IR laser. Therefore, the instantaneous frequency of each harmonic is given by

\[ \omega_q(t) = \frac{\partial \phi_q(t)}{\partial t} = q\omega_{1R} + (k + A(t))^2/2 + (E_C(R_0) - E_n(R_0)) . \]
NAC. The electronic coherence leads to the oscillatory feature in the HHS in the case of AC, while the vanishing oscillations in the case of CI are consequences of the symmetry breaking caused by the GP. Additionally, the HHS indicates the splitting of the signal into two peaks as the nuclear wavepacket passes through the CI or AC, which is attributed to the different frequency shifts of the HHS contributing by the different direct channels. The combine effects of peak splitting along the dynamical blueshift indicates a possibility to capture the real-time nonadiabatic molecular dynamics with the sub-femtosecond time resolution. Our result will benefit significantly from the ability to separately track electronic coherences and populations. A near future development of the multi-dimensional HHS [44, 45] could be a potential tool to improve these results and track the dynamics of CI or AC with even higher resolution.
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This Supplemental Material contains the derivation of the time-dependent Schrödinger equation (TDSE) of a laser driven molecule and the parameters for the two-dimensional (2D) model based on multiple potential energy surfaces (PESs) in the diabatic representation. Furthermore, it presents the simulations for the delay-dependent high harmonic spectroscopy (HHS) of different channels calculated based on the frozen-nuclear approximation (FNA) and the strong-field approximation (SFA).

I. THE TDSE IN DIABATIC REPRESENTATION

We use the Schrödinger equation to describe the properties and time-evolution of a molecular system driven by electric field $E(t)$,

$$i \frac{\partial}{\partial t} \Psi(R, r, t) = \left[ \hat{T}(R) + \hat{H}_c(R; R) + r \cdot E(t) \right] \Psi(R, r, t), \quad (S1)$$

where $\hat{T} = -\frac{1}{2M} \nabla^2$ is the nuclear kinetic energy operator and $\hat{H}_c(R; R) = \hat{T}_c(r) + \hat{U}(r; R)$ is the clamped-nucleus Hamiltonian with the electronic kinetic energy operators $\hat{T}_c(r)$ and the potential energy function $\hat{U}(r; R)$. The eigenvalues $V$ and eigenfunctions $\Phi$ of $\hat{H}_c$ can be found from

$$\hat{H}_c(R; R) \Phi_m(r; R) = V_m(R) \Phi_m(r; R), \quad (S2)$$

For a continuum state wave function $\Phi_k$ with electron momentum $k$

$$\hat{H}_c(r; R) \Phi_k(r; R) = \left[ \hat{T}_c(r_{n-1}) + \hat{U}(r_{n-1}; R) + \hat{T}_c(r') + \hat{U}(r'; R) \right] \Phi_k(r; R) \approx \left( V_k(R) + \frac{k^2}{2} \right) \Phi_k(r; R) = \tilde{V}_k(R) \Phi_k(r; R), \quad (S3)$$

in which

$$\left[ \hat{T}_c(r') + \hat{U}(r'; R) \right] \Phi_k'(r'; R) \approx \frac{k^2}{2} \Phi_k'(r'; R), \quad (S4)$$

as the role of $\hat{U}(r'; R)$ is less pronounced for the ionized electron than that of strong laser field [1]. In Eq. (S3), it is approximately regarded that the ionized electron moves independently and has no electron correlation with the rest $n - 1$ electrons.

By using the eigenfunctions of $\hat{H}_c$ as a basis set, the total wavefunction $\Psi$ can be expand as

$$\Psi(R, r, t) = \sum_m X_m(R, t) |\Phi_m(r; R)| + \int dkX_k(R, k, t) |\Phi_k(r; R)|, \quad (S5)$$

where $X$ are nuclear functions that act as the expansion coefficients. Substitute Eq. (S5) into Eq. (S1), and multiply $|\Phi_l|$ or $|\Phi_{k'}|$ from left on both sides to get

$$i \dot{X}_l = [T + V_l]X_l - \frac{1}{2M} \sum_m (2F_{lm} \nabla + G_{lm})X_m + E(t) \left( \sum_m \mu_{lm}X_m + \int dk\mu_{lk}X_k \right), \quad (S6)$$

$$i \dot{X}_{k'} = [T + \tilde{V}_{k'}]X_{k'} + E(t) \sum_m \mu_{mk'}^*X_m + iE(t) \frac{\partial}{\partial k} X_{k'}. \quad (S7)$$

In Eq. (S6) and Eq. (S7), we define the transition dipole moment (TDM) $\mu_{lm} = \langle \Phi_l | r | \Phi_m \rangle$, the derivative coupling $F_{lm} = \langle \Phi_l | \nabla \Phi_m \rangle$, the scalar coupling $G_{lm} = \langle \Phi_l | \nabla^2 \Phi_m \rangle$, and $F_{lk}, G_{lk}, G_{k'k}, \mu_{k'k}$ are not included. Substitute $K(t) = A(t) + k = -\int E(t) dt + k$ for $k'$ to rewrite Eq. (S7), we can get

$$i \dot{X}_K = [T + \tilde{V}_K]X_K + E(t) \sum_m \mu_{mK}^*X_m. \quad (S8)$$
Using the relationship \( G_{lm} = \sum_j F_{lj} F_{jm} + \nabla F_{lm} \) (\( \mathbf{G} = \mathbf{F} \mathbf{F} + \nabla \mathbf{F} \) in matrix notation) [2], it is possible to rewrite the nuclear Schrödinger equation, Eq. (S6) and Eq. (S8), in matrix notation as

\[
i \frac{\partial}{\partial t} \mathbf{X} = \left[ -\frac{1}{2M} (\mathbf{\nabla} + \mathbf{F})^2 + \mathbf{V} + \mathbf{\mu} E(t) \right] \mathbf{X},
\]

(S9)

with the dressed kinetic energy operator \((\mathbf{\nabla} + \mathbf{F})^2\). The adiabatic picture, which has been used up to now, is transformed into the diabatic picture by a unitary transformation \( \mathbf{X} = \mathbf{A} \chi \) with diabatic wavefunctions \( \chi \), such that after multiplying by \( \mathbf{A}^\dagger \) the Eq. (S9) can be converted to

\[
i \frac{\partial}{\partial t} \chi = \left[ -\frac{1}{2M} \mathbf{\nabla}^2 + \mathbf{A}^\dagger \mathbf{V} \mathbf{A} + \mathbf{A}^\dagger \mathbf{\mu} \mathbf{E}(t) \right] \chi
\]

(S10)

In Eq. (S10), \( \mathbf{A} \) is selected to satisfy \( \mathbf{\nabla} \mathbf{A} + \mathbf{F} \mathbf{A} = 0 \), so that \((\mathbf{\nabla} + \mathbf{F})^2 \mathbf{A} \chi = \mathbf{A} \mathbf{\nabla}^2 \chi \) [3]. The adiabatic PESs \( \mathbf{V} \) and TDMs \( \mathbf{\mu} \) are converted into the diabatic PESs \( \mathbf{E} \) and TDMs \( \mathbf{d} \). If only 3 bound states and continuum state are selected in Eq. (S5), Eq. (S10) is reduced to Eq. 1 in the main text, where \( \hat{H}_{cl} = \mathbf{E} + \mathbf{d} E(t) \) is defined.

II. MODEL SYSTEM

The 2D diabatic molecular model is completely specified by the Hamiltonian matrix \( \hat{H}_{cl} \) and the nuclear kinetic energy operator \( \hat{T} \) as a function of the internal coordinates \( R_1 \) and \( R_2 \), where the latter is a diagonal matrix with diagonal element given by

\[
\hat{T}_{nn} = -\frac{1}{2M_{R_1}} \frac{\partial^2}{\partial^2 R_1} - \frac{1}{2M_{R_2}} \frac{\partial^2}{\partial^2 R_2},
\]

(S11)

while the diabatic PESs in \( \hat{H}_{cl} \) are given by

\[
\begin{align*}
E_0 &= A_1 e^{-a_1 R_1 + b_1} - B_1 e^{-c_1 R_1 + d_1} + \frac{1}{2} K R_2^2 + e_1, \\
E_1 &= A_2 e^{-a_2 R_1 + b_2} - B_2 e^{-c_2 R_1 + d_2} + \frac{1}{2} K R_2^2 + e_2, \\
E_2 &= A_3 e^{-a_3 R_1 + b_3} + \frac{1}{2} K R_2^2 + e_3, \\
E_C &= E_1 + e_4.
\end{align*}
\]

(S12)

The TDM \( d_{01} = 0.9 \). Although it is possible to use, for example, Dyson orbitals to calculate the bound-free TDMs \( d_{ac} \) for a more accurate description of the ionization process, choosing the form of hydrogen-like atoms does not affect our qualitative conclusion. For the system with conical intersection (CI), the nonadiabatic coupling term \( V_{12} \) takes the form

\[
V_{12} = A_4 R_2 e^{-a_4(R_1 - b_4)^2} e^{-c_4 R_2^2},
\]

(S13)

while the nonadiabatic coupling term \( V'_{12} \) in the avoid crossing (AC) case takes the form

\[
V'_{12} = A_4 |R_2| + \xi e^{-a_4(R_1 - b_4)^2} e^{-c_4 R_2^2},
\]

(S14)

where the antisymmetric \( V_{12} \) is converted to the symmetric \( V'_{12} \) by taking the absolute value of \( R_2 \) and adding an arbitrarily small constant \( \xi \). As mentioned in the main text, the geometric phase (GP) effect has been included (excluded) in the \( V_{12} \) (\( V'_{12} \)). Here, \( \xi \) is set to zero, which not only preserves the difference in GP, but also ensures that the adiabatic PESs is identical in both cases. The parameters of the model are as follows (in atomic units):

\[
\begin{align*}
M_{R_1} &= 30000, \ M_{R_2} = 15000, \ A_1 = 0.1, \ A_2 = 0.02, \ A_3 = 1.0, \ A_4 = 0.025, \ B_1 = 0.2, \ B_2 = 0.04, \\
K &= 0.04, \ a_1 = 3.0, \ a_2 = 2.4, \ a_3 = 2.4, \ a_4 = 1.2, \ b_1 = 7.65, \ b_2 = 7.8, \ b_3 = 3.84, \ b_4 = 3.5185, \\
c_1 &= 1.5, \ c_2 = 1.2, \ c_4 = 1.5, \ d_1 = 3.825, \ d_2 = 3.9, \ e_1 = 0.1, \ e_2 = 0.1285, \ e_3 = 0.1, \ e_4 = 0.285.
\end{align*}
\]

(S15)

According to the above model, molecule is dissociating along the coordinate \( R_1 \) with CI standing in the way of dissociation pathway as indicated in Fig. 1 from the main text, which is found, for instance, in \( \text{CH}_2\text{O} \) [4]. Similar molecular models have been used in other work, see Ref. [5–7].
III. THE DELAY-DEPENDENT HHS BASED ON THE FNA AND THE SFA

Fig. S1 depicts the time-resolved HHS from the four channels, which is calculated using Eq. 6 from the main text and obtained by integrating over the space of nuclear coordinates. Comparing the two cases with GP and without GP, the harmonics contributed by the direct channels (channels \( \mathbb{1} \) and \( \mathbb{2} \)) are approximately the same, and are also similar to the results calculated by TDSE in Figure 3 of the main text. In addition, the dynamical blueshift is also well reconstructed under the FNA and the SFA.

**FIG. S1.** Time-resolved HHS from the four channels (\( \mathbb{1} \)-\( \mathbb{4} \)) obtained after integrating Eq. 6 from the main text over \( \mathbf{R} \). Panels (a)-(c) and (d)-(f) correspond to the result with and without GP effect, respectively. With the GP effect, the harmonic yields of channels \( \mathbb{3} \) and \( \mathbb{4} \) are around -19 orders of magnitude, and are thus neglected in panel (c).
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