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Abstract

Growing world population and energy demands have placed energy conversion and storage into the very centre of modern research. Electrochemical energy conversion systems including batteries, fuel cells, and supercapacitors, are widely considered as the next generation power sources. Even though they rely on different mechanisms of energy conversion and storage, fundamentally these are all electrochemical cells, operating through processes taking place at the solid/liquid interfaces, i.e. electrodes. Considering the interfacial nature of electrodes, it is clear that adsorption phenomena cannot be neglected when considering electrochemical systems. More than that, they are of crucial importance for electrochemical processes and represent an essential step in electrochemical energy conversion. In this contribution we give an overview of the phenomena underlying the operation of sustainable metal-ion batteries, fuel cells and supercapacitors, ranging from electrocatalytic reactions and pseudo-faradaic processes to purely adsorptive processes, emphasizing the types, roles and significance of chemisorption. We review experimental and theoretical methods which can provide information about chemisorption in the mentioned systems, stressing the importance of combining both approaches.
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Introduction

The surface of the material is its outlook to the external environment. Therefore, many problems associated with modern materials can be solved by understanding the physical and chemical interactions that occur at materials interfaces. The nature and the state of the surface influence many properties of the material, including corrosion rate, catalytic activity, adhesive properties, wettability, contact potential, and others. These characteristics can be tuned by surface modification, for example surface functionalization or doping. Let us look at a freshly prepared solid
surface. If this surface is surrounded by a gaseous or liquid phase, it is exposed to the molecules of that phase. As a molecule approaches to a surface, its electron density redistributes in such a way that maximizes bonding to that surface. Under normal conditions, this will result in rather quick coverage of the surface with these molecules, i.e. adsorption will occur. Adsorption is an increase of the concentration of a substance at the interface of two phases. In electrochemistry, this is usually related to the solid | liquid interface. Adsorption energy is a key quantity describing the strength of the interaction of molecules with the surface. While on single crystal surfaces, several high symmetry sites are available for adsorption, the preferential adsorption site is the one with the most exothermic adsorption. The way in which electron density redistributes in this process is determined by electronic structures of the surface and the adsorbate. Depending on the type of forces responsible for adsorption, we can divide it into chemical and physical adsorption. Chemical adsorption (chemisorption) is, according to IUPAC, adsorption which results from chemical bond formation (strong interaction) between the adsorbent and the adsorbate in a monolayer on the surface [1]. The forces responsible for chemisorption are the same kind as those that lead to the formation of chemical compounds. On the other hand, physical adsorption (physisorption, van der Waals adsorption) is adsorption in which the forces involved are weak van der Waals forces, which include dipole–dipole, dipole-induced dipole and London (instantaneous induced dipole–induced dipole) forces. They do not involve a significant change in the electronic orbital patterns of the species involved [2,3]. The problem of distinguishing between chemisorption and physisorption is the same as between chemical and physical interactions in general. The dividing line between the two is not completely sharp, and intermediate cases exist, e.g. adsorption involving strong hydrogen bonds, or weak charge transfer. However, chemisorption can be identified using some of the following criteria: (i) it is chemically specific (variations between substrates of different chemical composition, and between different surface planes of the same crystal); (ii) it leads to changes in the electronic structure of the adsorbate and adsorbent; (iii) the chemisorption elementary step often requires an activation energy; (iv) it is often dissociative (adsorbate dissociates into two or more fragments, both or all of which are bound to the surface of the adsorbent), and may not be reversible; (v) just one monolayer of adsorbate is usually formed. In general, chemisorption properties are determined by the compatibility of functionalities of adsorbents and adsorbates.

Now, let us look at an electrochemical system. Each such system consists out of at least two pieces of a solid electronic conductor in electrical contact with each other through the electrolyte, from one side, and through an outer electronic conductor, from the other side of the cell. In such a way a closed electrical circuit is formed. The interface between the solid electronic conductor and the electrolyte (usually liquid ionic conductor) is the electrode of an electrochemical cell. Considering the interfacial nature of the electrode, it is clear that adsorption phenomena are always taking place at the electrode and are of crucial importance for electrochemical processes and represent their essential step.

The ever-growing energy demands have placed energy conversion and storage into the very centre of modern research. Electrochemical energy conversion systems including batteries, fuel cells, and supercapacitors, are widely considered as the next generation power sources. Even though they rely on different mechanisms of energy conversion and storage, fundamentally these all are electrochemical systems, operating through processes taking place at the electrodes.

In batteries and fuel cells electrical energy is generated through Faradaic processes, i.e. through redox reactions (electron transfer) at the electrodes. While the inside of a battery contains all that is needed for its operation, fuel cells obtain the electroactive species (species which undergo redox
Electrochemical reactions take place at the electrode, i.e. at the solid/liquid interface. Therefore, it is clear that charge transfer processes in some types of batteries and, generally, fuel cells represent cases of heterogeneous catalysis, in which the process rate is affected by the presence of a solid surface which mediates chemical transformations. During every catalytic cycle many bonds are cleaved and formed, but in the end the catalyst remains unchanged. A special case of heterogeneous catalysis in which the rate of the process is additionally influenced by the electrode potential and the electrode material properties is electrocatalysis. In this sense, virtually every electrochemical reaction is fundamentally electrocatalytic [5], excluding outer sphere reactions. For a Faradaic electrochemical process to take place, at least three following steps have to occur: (i) transfer of electroactive species (reactant) to the electrode, (ii) charge transfer at the electrode, resulting in chemical transformation of the reactant to the product and (iii) transfer of the product away from the electrode. However, in majority of electrochemical reactions, interactions of reactants with the electrode or formation of adsorbed intermediates is the prerequisite for charge transfer. For example, this is the case for one of the most important electrochemical reactions, hydrogen evolution reaction (HER), where adsorbed atomic hydrogen (H$_{ads}$) is formed in the process, in overall described as: 2H$^+$ + 2e$^-$ → H$_2$. 

An essential step in every heterogeneous catalytic reaction, and therefore in electrochemical energy conversion processes, is the chemical bond formation between the catalyst surface and the reactant/intermediate, i.e. chemisorption. In general, chemisorption properties are determined by the combination of electronic structures of the substrate and the adsorbate. As an adsorbate molecule approaches a surface, redistribution of electron density might result in weakening of some of the bonds inside the adsorbate molecule. In that way the solid catalyst activates the adsorbate, making it prone to chemical changes. The interaction of the reactants/intermediates with the catalyst has to be optimal in strength (Sabatier principle, Figure 1): if too weak, the reactants will not bind to the catalyst and the reaction will not be able to take place [6]. On the other hand, if the interaction is too strong, the catalyst active sites will be blocked by reactant, intermediate or product molecules, leaving no active sites available for new reactant molecules which would continue the reaction.

In this contribution, we address chemisorption as the initial and fundamental step in electrochemical energy conversion and storage systems. We explore which adsorbates and adsorbents are of electrochemical interest and review experimental and theoretical methods used for exploring such systems, demonstrating how electronic structure calculations can provide fundamental, atomic-level understanding of the interaction of different types of adsorbates with various substrates of great importance in electrochemical energy conversion. We emphasize the importance of combining experimental and theoretical approaches in order to complete the adsorption puzzle.
Adsorbates of electrochemical interest

Carbon monoxide oxidation (CO + ½ O₂ → CO₂) is one of the simplest catalytic reactions, used as a prototype for understanding the oxidation of small organic molecules (e.g. methanol, ethanol, formic acid) used as the fuel in some fuel cells. It is also of great interest for the control of exhaust gases, air purification and sensors. Three major types of CO oxidation catalysts are used: platinum group metallic catalysts (whose surface might be oxidized), bulk oxide catalysts (e.g. CeO₂), and oxide-supported metal clusters. Therefore, their interaction with CO molecule is of great practical interest.

Hydrogen fuel cells are a perspective replacement for fossil fuels which would diminish atmospheric pollution, giving water as the only by-product. In hydrogen fuel cells the oxygen reduction reaction (ORR) plays an essential role in determining the cell performance. Both in acidic and alkaline water environments ORR can proceed through two paths: (i) the direct (4e⁻) pathway, and (ii) the indirect (2e⁻) pathway, as given in Table 1. Due to higher Faradaic efficiency, the direct 4e⁻ pathway is preferable. However, the mechanism of this pathway consists of a number of steps in which molecular oxygen has to dissociate at the surface and recombine with hydrogen ions to form water. Therefore, dissociative chemisorption of O₂ can be considered as a crucial step in ORR. Looking at the anode side, different fuels can be oxidized, starting with H₂ or small organic molecules. In all the cases, anode reactions involve formation of adsorbed intermediates.

Another electrochemical reaction of great interest for hydrogen fuel cells is hydrogen evolution reaction (HER). Hydrogen is considered to be the future energy carrier. Inside a fuel cell hydrogen undergoes oxidation, giving water as the final product, but there is the issue of providing and storing the hydrogen fuel in the first place. In acidic environment (Table 1) the first HER step is proton reduction, yielding adsorbed hydrogen (Volmer reaction: H⁺ + e⁻ → H_ads). Two of so adsorbed atoms can recombine on the surface, forming H₂ (Tafel reaction: 2H_ads → H₂), or one H_ads can undergo electrochemical desorption (Heyrovsky reaction: H_ads + H⁺ + e⁻ → H₂). Since H_ads formation is the first step in this mechanism, adsorption energy of atomic hydrogen is a valuable parameter for predicting material’s activity for HER and H₂ storage capability.

Table 1. Oxygen reduction and hydrogen evolution pathways in acidic and alkaline solutions.

| Reaction/pathway | Acidic environment | Alkaline environment |
|------------------|--------------------|----------------------|
| direct ORR (4e⁻) | O₂ + 4H⁺ + 4e⁻ → 2H₂O | O₂ + 2H₂O + 4e⁻ → 40H⁻ |
| indirect ORR (2e⁻) | O₂ + 2H⁺ + 2e⁻ → H₂O₂ H₂O₂ + 2H⁺ + 2e⁻ → 2H₂O | O₂ + H₂O + 2e⁻ → HO₂⁻ + OH⁻ HO₂⁻ + H₂O + 2e⁻ → 3OH⁻ |
| HER | 2H⁺ + 2e⁻ → H₂ | 2H₂O + 2e⁻ → H₂ + 2OH⁻ |
In the case of metal-ion batteries, the interaction of the chosen metal with the electrode material is of key interest, as they operate through insertion/removal of the given metal ions at the cathode/anode. Therefore, a key prerequisite for attaining high energy density (energy per unit volume) of a metal-ion battery is a cathode which accommodates and releases the metal ions quickly and in great capacity. Battery operation (charge/discharge cycles) assumes a chemical change with known Gibbs free energy change ($\Delta G$), resulting in formation of well-defined phases. The open circuit potential of the cell can be related to $\Delta G$ of the reacting system. Most widely used today are lithium-ion batteries. However, their sustainability is in question due to the limited lithium availability and consequent expected price increase. Therefore, intensive research efforts are made in the field of rechargeable metal-ion batteries involving more abundant light weight metals, such as sodium, magnesium, calcium, aluminium and zinc [7–10]. Due to their multivalent nature, which means that multiple electrons are transported during the electrochemical charge/discharge reactions, Mg, Ca, Al and Zn metal anodes can be used to obtain higher energy density, improved safety and lower initial and cycle-life costs than state-of-art lithium batteries [10]. That is why understanding the nature of the interaction of the mentioned metals with potential electrode materials is crucial for further development of rechargeable metal-ion batteries. Another important group of batteries are metal-air batteries, like lithium-air batteries, where metal lithium oxidizes on the anode, and oxygen undergoes reduction on the cathode, in the overall reaction: $2Li + O_2 \rightarrow Li_2O_2$. In this case, cleaving of the O–O bond is not necessary, resulting in improved kinetics and rechargeability, and not requirements for Pt catalyst. However, metal-air batteries still face many practical problems restricting their massive production and use [7].

Another important question regarding adsorption is whether universal relationships between the binding energies of different adsorbates exist. Revealing such relationships would provide a simple tool for the assessment of surface reactivity towards various adsorbates using measurements with a single one. For some types of adsorbates and surfaces such interdependence has been demonstrated, as will be discussed later on.

**Understanding adsorption: experimental and theoretical tools united**

Each catalytic process involves multiple steps of bond breakage and formation. Capturing each of these steps is very difficult even by the finest of experimental techniques. That is where the electronic structure calculations become involved, demonstrating their true power and complementarity with experimental methods [11]. The computational and experimental approaches in catalysis should not be considered separately, because only by combining them one can obtain full understanding of the given catalytic process.

According to the classification given in ref. [12], experimental methods for investigating adsorption phenomena can be divided into three groups: (i) methods based on the measurement of changes in the electrical, magnetic and work function properties of the adsorbent during adsorption, (ii) methods based on the interaction between the adsorbate and radiation, electrons or ions, and (iii) spectroscopic methods. The first group includes measurements of the electrical conductivity of the adsorbent, Hall effect, magnetic properties, and the work function [12].

For exploring surface bonds, ultraviolet photoelectron spectroscopy (UPS) is often used [13]. UPS operates on the same principles as X-ray photoelectron spectroscopy (XPS), the only difference being that ultraviolet (instead of X-ray) ionising radiation is used to induce the photoelectric effect. The spectra are obtained by irradiation of a solid surface with X-ray/UV light and measuring number and kinetic energy of electrons emitted from the material. As the energy of the ultraviolet photons
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is lower, most core level photoemissions are not accessible, and only the valence band region is probed. Due to the short inelastic mean free path of free electrons within a solid (determined by the properties of the solid through which they are travelling, and electrons kinetic energy), UPS is inherently surface sensitive, with an approximate information depth of 2-3 nm. Therefore, a significant fraction of the spectral contribution can be associated with the adsorbate. While UPS does not allow an atom-based view of bonding effects [14], X-ray emission spectroscopy (XES) and X-ray absorption spectroscopy (XAS) provide just that, through measurements of occupied/unoccupied densities of states [13–15]. XAS is a powerful tool, both element and site specific, for measuring the unoccupied density of electronic states of a material using high intensity X-ray radiation of tuneable energy. The fraction of X-ray photons absorbed by the samples electrons moving to the conduction band is measured, as their subsequent relaxation results in the emission of a photons having energy equal to the energy difference between the core level and excited states. XES is a complementary technique that probes the occupied density of electronic states of a material. Another experimental technique for determination of surface structures, which can be used both for qualitative and quantitative analysis, is low energy electron diffraction (LEED). In LEED, a beam of electrons of a well-defined low energy (typically 20 - 200 eV) is directed normally onto the sample. The diffraction pattern is formed by the elastically-scattered electrons, while secondary electrons are removed by energy-filtering grids. The analysis of the diffraction spot positions yields information on the size, symmetry and rotational alignment of the adsorbate unit cell with respect to the substrate unit cell. Single crystal adsorption calorimetry (SCAC) is a powerful method for measuring adsorption energies [16]. Microscopic methods such as scanning tunnelling microscopy (STM) and atomic force microscopy (AFM) can also provide valuable insights into the surface structures. STM is based on quantum tunnelling which occurs when the conducting tip scans the sample. While STM requires a conducting sample, AFM is appropriate for the insulating ones as well.

In contrast to experimental techniques, electronic structure methods provide atomic level resolution. However, the cost of these calculations requires introduction of significant approximations, and the results obtained cannot be considered as “absolute truth”. Theoretical and experimental results should be taken together in order to have a picture as complete as possible. Two theoretical electronic structure methods have made the largest impact in the field of catalysis: (i) high-level ab initio molecular orbital theory and (ii) density functional theory (DFT). DFT is based on two theorems given by Hohenberg and Kohn for the case of arbitrarily many electrons in a box subjected to external potential \( u(r) \) [17,18]: (i) the system Hamiltonian and its ground state are uniquely determined by the electron density \( n(r) \), and (ii) an universal functional \( F[n] \) exists, which determines the total energy of the system as: \( E[n] = \int u(r) n(r) dr + F[n] \). The total energy has minimal value for the ground state \( n(r) \). This way, the scalar electron density was used [19] instead of the many-body wavefunction. Kohn and Sham have divided this functional into the kinetic energy of non-interacting electrons, the energy of electron-electron interactions, and the exchange-correlation energy \( E_{xc} \). In this way, the uncertainty is reduced to \( E_{xc} \). Kohn-Sham self-consistent equations are solved iteratively, starting from a guessed \( n(r) \), resulting in the total ground state energy of the system. The adsorption energy \( E_{ads} \) can then be easily calculated as the difference in total energies between the final state (adsorbate adsorbed on the substrate) and the initial state (isolated adsorbate and substrate). Although \( E_{xc} \) is expected to be a small part of \( F[n] \), it still makes DFT somewhat approximate, and not fully first-principles. To account for the unknown \( E_{xc} \) various approximations are used, including the local density approximation (LDA), generalized gradient approximation (GGA), hybrid functionals, and others. A proper choice of the electron exchange correlation functional is of great importance for accurate description of the chemi-
sorption energetics [20]. Even though that due to exchange-correlation treatment DFT is more approximate than molecular orbital theory, it is more appealing for catalysis studies, as it offers the possibility of investigating more complex systems, closer to the real ones. Today, DFT is widely used as a numerical simulation tool for investigating systems consisting of up to $10^2$ - $10^3$ atoms (depending on the available computational resources), for example for large molecules, solid bulks and interfaces. Moreover, its accuracy is high enough to explain and predict reactivity trends [11]. However, GGA results in the neglect of dispersion interactions. This approach leads to an incorrect description of physisorption, which can be of interest when looking at O$_2$ and alkali metals adsorption on some materials, species of great importance for fuel cell and metal-ion batteries applications. In fact, in physisorbed systems LDA can give ‘better’ results than GGA [21], but dispersion can be included in GGA calculations through several corrections. Theoretical modelling can be used for rational catalyst design and capturing general trends and principles underlying various catalytic processes at the electronic/atomic level [11]. However, the electronic structure calculations are the most demanding computational approaches used in (electro)catalysis research. A detailed analysis of reaction mechanisms for a particular catalytic reaction on many possible substrates can be extremely time-consuming and impractical. Additionally, for explicit treatment of an electrochemical interface, the existence of the solvent and the electrode potential would have to be taken into account, but there is no proper scheme to theoretically account for the electrode potential at the level which is affordable enough to allow routine use of such approach [22]. Luckily, it seems that in most cases, the treatment of electrochemical reactions from the aspect of the electrocatalysis does not require an inclusion of the electrode potential. The presence of a solvent can also be disregarded, or included implicitly through corrective factors of the adsorption energies of the reaction reactants/intermediates [23]. This way, electrocatalytic reactions can be theoretically treated as reactions at the solid/gas interface. However, there is an enormous number of possibilities when it comes to systems which could be treated theoretically. Therefore, it is practical to use some empirical and semi-empirical filters, e.g. element abundance, to reduce the number of systems requiring explicit DFT treatment. An example of such pre-screening can be found in ref. [24].

Microscopic properties of (electro)catalytic materials which can be associated with their performance according to kinetics of (electro)catalytic processes are called catalytic activity descriptors. They can be obtained by experimental and theoretical techniques and used for tuning the catalytic activity of a given material and establishing design concepts in search for new catalysts [25]. Since in heterogeneous catalysis the interaction between the catalyst and reactants/intermediates plays the paramount role for the catalytic performance, these descriptors are often corresponding adsorption energies, as will be shown later on.

**Chemisorption on transition metal surfaces**

Chemisorption trends on transition metal surfaces have been highly elaborated due to their significance in heterogeneous catalysis. For example, transition metal-based electrodes are typically used as catalysts for HER in alkaline medium, while Pt-group metals are the best catalysts for hydrogen and oxygen electrode reactions.

Hammer and Nørskov have formulated a concept, known as the $d$-band model, which describes adsorption trends on transition metal surfaces using the position of the metals $d$-band [26]. This model provides a link between the electronic structure and the reactivity of transition metal surfaces, as well as their alloys and overlayers. The key parameter determining the adsorption strength, $d$-band centre, can be obtained both experimentally (from spectroscopical methods) and
by theoretical calculations [27–29]. According to $d$-band model, interaction of an adsorbate with the metal surface can be thought as a two-step process. First, the electronic state of the adsorbate widens due to its interaction with the metal wide, half-filled $s$-states (which are the same for all transition metals). Next, the so-widened adsorbate state interacts with metal narrow $d$-state, giving rise to bonding and anti-bonding states. Their relative occupancies, determined by the positions of the adsorbate state and the metal $d$-states, dictate the strength of the overall interaction. In order for all of this to occur, the adsorbate atom over which the bonding is to take place should have a radical state, i.e. an unpaired electron [30]. If not, rehybridization is needed to form such a radical state enabling the interaction with the surface [30]. Of course, there are other scenarios as well.

If instead of unpaired electrons the adsorbate possesses an unsaturated $\pi$-electron system (e.g. $N_2$, $O_2$, CO, or unsaturated hydrocarbon molecules), binding to a metal surface is possible via virtual radical state created by partial mixing or excitation of the bonding and antibonding $\pi$ and $\pi^*$ orbitals [31]. The mechanism of the virtual radical state formation depends on the $\pi \rightarrow \pi^*$ excitation energy and determines the final adsorption geometry. Complete cleavage of one $\pi$ bond inside the adsorbate would leave both of the involved atoms “radicalized”, prone to bonding to the metal surface, resulting in horizontal adsorption. However, such bond cleavage would mean fully populating $\pi^*$ orbital, which is not favourable if $\pi \rightarrow \pi^*$ excitation energy is relatively big (compared to the energy that would be obtained upon bonding). Therefore, $\pi$-unsaturated molecules with smaller excitation energies, such as unsaturated hydrocarbons, will adsorb in parallel to the surface. This kind of bonding is explained in DCD (Dewar, Chatt and Duncanson) model as donation of charge from the molecule highest occupied $\pi$-orbital into the metal, and a subsequent back-donation from filled metal states into the lowest unoccupied $\pi^*$-orbital [32,33]. On the other hand, molecules with higher excitation energies (e.g. $N_2$, CO) will not undergo full bond breakage, $\pi^*$ will not be fully occupied, one atom will be more activated, and the molecule will adsorb vertically via that atom to the surface. For molecules that cannot engage in bonding neither through broken bonds nor virtually via $\pi$-electron system, rehybridization requires too much energy (compared to the energy obtained upon bonding) resulting in weak overall interaction with the surface. That is the case with molecules with lone pair electrons in rigid $\sigma$ orbitals, e.g. $H_2O$. The situation is similar for the case of saturated hydrocarbons, in which only small polarization rearrangements of the molecular orbital structure are energetically possible, resulting in weak physisorption [30].

Regarding CO oxidation on densely packed transition metal surfaces, three adsorption mechanisms have been proposed: (i) Langmuir–Hinshelwood [34], (ii) Eley–Rideal [11] and (iii) Mars-van Krevelen mechanism [35,36]. Langmuir–Hinshelwood model is most widely accepted and assumes adsorption of both CO and $O_2$ on the catalyst surface, but the adsorption of $O_2$ is dissociative, yielding oxygen adatoms: $O_2 \rightarrow 2O_{\text{ads}}$. Thus, adsorbed CO and $O_{\text{ads}}$ form $CO_2$ which desorbs from the surface (Figure 2a).

![Figure 2](image-url)
Within Eley–Rideal mechanism, CO does not adsorb, but rather reacts from the gas phase with $O_{ads}$ on the catalyst surface (Figure 2b). If the metal surface is oxidized, the lattice O atoms of the first layer can be used for CO oxidation (Figure 2c). This results in vacancy formation and subsequent surface healing by $O_2$ from the gas phase (Mars-van Krevelen mechanism).

Hydrogen adsorbed on transition metal surfaces is one of the most important intermediates in a large number of electrocatalytic processes. Hydrogen atoms form moderately strong chemical bonds on transition metal surfaces (Figure 3), thus being very reactive intermediates, but also very sensitive to catalytic poisons [5]. Generally, adsorption energy decreases with an increase in the coverage, due to the repulsive adsorbate–adsorbate interaction and gradual stabilization of metal centres. The experimental and theoretical results for H adsorption on transition metal surfaces are in satisfactory agreement (Figure 3). The differences between them lie within the energy window of only ~0.2 eV, which coincides with the accuracy of state of the art computational techniques used in material science studies [37].

![Figure 3. Comparison of H adsorption energies on transition metal (111) surfaces obtained by both theoretical and experimental methods, in case of 0.25 ML surface coverage (T – top site, F – three-fold hollow fcc adsorption site). Adapted from ref. [37], ©2011, Pleiades Publishing, Ltd.](image)

In the case of HER on metal surfaces in acidic solutions, Trasatti has provided a link between the exchange current density and the metal-hydrogen (M–H) bond strength, in the form of the volcano curve (Figure 4). Since the highest exchange current density means the highest catalyst activity, the shape of the curve indicates that Pt is the best single-metal catalyst for HER under these conditions [38]. The search for new efficient electrocatalysts is motivated by the high price of Pt. However, it should be noted that around the potential of hydrogen evolution some metals are covered by oxide (W, Mo, etc.), some are covered by underpotential deposited H (strongly bound hydrogen; metals behaving this way are Pt, Pd, Ir, etc.), while some are reduced, i.e., in metallic state [39]. This concept of HER volcano received significant attention and it is widely accepted. Recently, it was also demonstrated for HER catalyst in alkaline media [40]. However, some new re-interpretations can be found, which also take into account the nature of HER intermediate on different metal surfaces [41]. Even so, formation of $H_{ads}$ is the key step in this process.

Another important finding which can be mentioned is related to the scaling of adsorption energies of different molecules and molecular fragments on transition metal surfaces. For the cases of $CH_x$ ($x \in \{0, 1, 2, 3\}$), $NH_x$ ($x \in \{0, 1, 2\}$), $OH_x$ ($x \in \{0, 1\}$), and $SH_x$ ($x \in \{0, 1\}$) adsorbed on close-packed and stepped transition-metal surfaces, scaling relations between the adsorption energy of any of the
molecules considered with the adsorption energy of the corresponding central (C, N, O, or S) atom have been found (example shown in Figure 5).

**Figure 4.** Trasatti’s volcano plot for HER in: (left) acidic solutions ($i_0$ denotes the exchange current density, and $E_{M-H}$ the energy of hydride formation) and (right) alkaline solutions ($\Delta E_H$ stands for hydrogen binding energy on monometallic surfaces, and $i_0$ for the exchange current densities). Reprinted from ref. [41], © 2014 Quaino et al; licensee Beilstein-Institut; and ref. [42] with permission from The Royal Society of Chemistry

The scaling constant was found to depend only on x [43]. In the light of the adsorption scenarios presented in Figure 4, it is clear that all considered molecular fragments are radical species, so similar adsorption mechanisms are operative for all of them. The power of such relations lies in the fact that with only a few explicitly calculated adsorption energies, one can estimate reaction mechanism of various (electro)catalytic reactions which involve these species.

**Figure 5.** Correlation between the binding energies of $CH_3$ ($\Delta E_{CH_3}$) and C ($\Delta E_C$) for adsorption in the most stable sites (triangles) and in the case where both $CH_3$ and C have been fixed to the on-top site (squares). Reprinted from ref. [43], © 2007 American Physical Society.

As many of electrocatalytic reactions involve the use of expensive Pt-group metals, one of the strategies to reduce the price is the use of core-shell or thin-layer catalysts [44]. It was recently shown that many properties of such thin films, including chemisorption properties, converge quickly with the thickness of the film and depend only on the lattice mismatch between the overlayer and the support. This means that from the difference between the lattice constants one can estimate chemisorption energies if data are known for pure overlayer [45] (Figure 6).
If such database is combined with scaling relations, it can be concluded that we already know a lot about the systems that have not been formed yet, even though these systems were not treated explicitly by theoretical calculations. So, the next step is the integration of many existing models and databases in a functional system which can be used to screen electrocatalysts for various reactions.

Chemisorption on metal oxides

Metal oxides are the most abundant materials in the Earth's crust. They demonstrate a great variability in the crystal and electronic structure, as well as magnetic properties. Surface properties of metal oxides can vary from typical insulator and semiconductor behaviour to metal-like behaviour. Such diversity qualifies them for many technological applications, including those in catalysis [46,47], energy conversion [48], chemical sensors and environmental monitoring [49], corrosion [50], and ceramics [51].

A great variety in oxides properties is the reason why making general remarks about chemisorption trends on metal oxide surfaces is rather difficult, and why the situation is not as clear as in the case of (transition) metal surfaces. As an example, we take magnesium oxide (MgO), although it is an insulator and does not have many electrochemical applications. However, it is one of the most intensively studied oxide materials: its physical properties such as the simple rock salt structure, strong ionic bonding and high chemical stability, make it a perfect candidate for surface and adsorption studies. MgO(001) surface is especially widely used, as it is non-polar, easy to prepare and does not undergo large structural relaxation [52]. MgO is quite inert, but its surface can be made more reactive by introducing different types of defect into its structure [53–58], or growing it on a metal substrate [59–62]. Let us consider dissociative adsorption of homonuclear diatomic molecule X₂ on MgO(001), where X is non-metal from p-block of the Periodic Table of Elements. In order to make a homolytic X−X bond break, adsorption should be parallel to the surface plane, so that both X atoms would interact with the surface. The energy spent for X−X bond cleavage is compensated by formation of new surface bonds. Depending on the type of interaction, we can divide such molecules into three groups [53]: (i) weakly interacting with MgO (H₂, N₂, O₂), (ii) strongly adsorbing on MgO(001) (B₂, C₂) and (iii) spontaneously dissociating on MgO(001) (F₂). Weak

Figure 6. Comparison of the calculated and predicted properties for Pd₃Au trilayer on different substrates: CO adsorption energies (left) and surface segregation energies in the presence of CO (right). Surface composition is defined by the symbol, while color defines the substrate (coefficients of determination $R^2(\bar{E}_{\text{ads,CO}}) = 0.99; R^2(\bar{E}_{\text{seg,CO}}) = 0.94$). Reproduced from ref. [45] with permission from the PCCP Owner Societies.
adsorption is a consequence of very strong intramolecular bonds in these molecules, due to either fully filled bonding states (H₂, N₂), or partially filled antibonding states (O₂) destabilizing the molecule on the surface. B₂ and C₂ possess partially filled bonding orbitals located in the same energy window as the MgO valence band, and these states participate in bonding with MgO(001) (Figure 7). In case of F₂ the empty σ* orbital located just below MgO valence band fills upon the interaction with MgO, due to charge transfer to electronegative F [53]. Hence, it comes to a proper matching between adsorbate and substrate.

Figure 7. Projected Density of States (PDOS) and Integrated Local Density of States (ILDOS) for isolated (top) and adsorbed (bottom) B₂ (left), C₂ (middle) and F₂ (right). Density of states of clean MgO (scaled) is included. Vertical dashed line denotes the highest occupied states of investigated molecules (top) or the highest occupied state of X₂,ads+ MgO(001) complex. Presented structures give ILDOS in the energy windows designated on PDOS. Reprinted from ref. [53], © 2014 Elsevier B.V.

The mechanism of CO oxidation on metal oxide surfaces is generally of Mars-van Krevelen type, as the lattice O atom is available (Figure 2c). DFT calculations have confirmed this for the case of Co₃O₄(110) surface, where cobalt reduction (Co³⁺ + e⁻ → Co²⁺) acts as an electron sink, removing electrons upon CO₂ formation, and allowing re-oxidation of the surface [63]. Similar was found for a rather good CO oxidation catalyst, CeO₂. As the mechanism assumes vacancy formation in the place of O, the vacancy formation energy can be used as a catalytic descriptor for CO oxidation reaction [64]. This energy can be tuned by dopants and evaluated by electronic structure theory calculations. That way, one can optimize the catalyst to maximize its activity. Again, Sabatier-like principle is in action: O-vacancy formation energy should be low enough to enable the release of lattice O, but high enough to make the vacancy annihilation by O₂ possible [65].
Oxide materials have found applications in HER catalysis as well. At the moment, the focus is on interfacial effects where the presence of oxide/hydroxide interface with metal can boost hydrogen evolution through cooperative action in H₂O activation [66,67]. Chemisorption at the interface is the key step here, and the activity trends can be related to the chemisorption of hydrogen and formation of H₃ads at the metallic phase. It also seems that in some cases, oxides could be put on the classical HER volcano curve (Figure 8) where H₃ads bond strength with oxide surface can be taken as the descriptor of catalytic activity [68].

![Figure 8. HER volcano curve in alkaline media with PdO located on it (the cases of 1 ML by H₃ads on PdO(001) and PdO(100)). Reprinted from ref. [68], © 2017 Elsevier Ltd.](image)

**Chemisorption on carbonaceous materials**

Properly functionalized carbon-based materials can be used as either catalysts, or catalyst supports. For example, Li can be inserted reversibly within most carbonaceous materials, but the insertion mechanism depends on the material type - Li intercalates in layered carbons such as graphite, and it adsorbs on the surfaces of single carbon layers. Lithium also appears to reversibly bind near hydrogen atoms in carbonaceous materials containing substantial hydrogen [69]. For catalyst support applications, high conductivity and large specific surface area are of crucial importance. However, modifications might be necessary to achieve good tethering of catalyst nanoparticles to carbon surfaces.

The most basic model for contemplating all carbon-based materials is graphene, a monolayer of carbon atoms arranged in a honeycomb lattice. Since its experimental discovery in 2004, it has become one of the hottest topics in materials science. The 'graphene fever' has particularly influenced the world of electrochemical energy storage devices. Better understanding of graphene reactivity would be useful for such applications, where graphene and other carbon materials are...
key elements [70]. As mentioned before, in order to understand adsorption, it is important to consider electronic structure of both adsorbate and adsorbent.

Carbon atoms in graphene are sp² hybridized, forming delocalized π electronic cloud on both sides of the basal plane. As a result, graphene is chemically inert. Three high symmetry sites are available for atomic adsorption on pristine graphene: top (single-coordinated, above one C atom), bridge (two-coordinated, above the middle of a C–C bond) and hollow (six-coordinated, above the centre of C₆ hexagon). The nature of graphene interaction with single atoms can be very divergent, depending on the element in question, and detailed data covering most of the Periodic Table of Elements can be found in ref. [70]. For example, sodium preferentially adsorbs on the hollow site, transferring its charge to C atoms consisting C₆ hollow, in an ionic interaction. As there is no accompanying π electronic system disruption nor graphene plane corrugation, such charge transfer results in an upshift of the Fermi level [70]. The situation is similar for other alkali metals, with ns¹ charge transfer. For alkaline earth metals (ns² electronic configuration) and Zn (filled d shell) the interaction is even weaker. On the other hand, atomic hydrogen adsorbs on C-top site, forming a covalent bond with C, causing significant sp² → sp³ re-hybridization of the orbitals of C atoms surrounding the adsorption site, leading to basal plane deformation [71–73]. Functionalization of the graphene basal plane with O-containing groups has been known to enhance H adsorption [73], making it comparable in strength to H adsorption on the coinage metal surfaces [37]. The reason for this enhancement is simple: O-groups introduce local disruptions of π electronic cloud of graphene, sp² → sp³ rehybridization of C atoms to which they are bound, and layer corrugation. Therefore, the first C neighbours of the C–O moieties will be prone to H bonding. Such strong interaction indicates a possible application of O-functionalized graphene for hydrogen storage. Oxygen functionalities can also improve graphene interaction with alkali metals, but in this case, the group type and concentration are of paramount importance [74,75], as the metal could interact strongly with the group, resulting in phase separation, lethal for electrochemical applications. Scaling between adsorption energies of various simple adsorbates on oxidized graphene surfaces has been demonstrated [73], indicating similar nature of bonding for all of them. Excellent correlations were observed (Figure 9) with the coefficients of determination higher than 0.99, suggesting that stronger H adsorption at a given site is, stronger adsorption of other adsorbates at that site will be, as well.

Figure 9. Correlation between H binding energy and the binding energies of Cl, OH and Pt adsorbates on oxidized graphene surfaces, with corresponding regression lines and coefficients of determination. Reproduced from Ref. [73] with permission from the PCCP Owner Societies.
Scattering of data points is related to the effect of local geometries and the interaction of the adsorbate with O functional groups instead of the graphene basal plane, as well as different types of adsorption sites preferred by different adsorbates.

When it comes to molecular adsorbates, O$_2$ interacts rather weakly with pristine graphene. However, doping graphene with different heteroatoms like P or S significantly strengthens O$_2$ bonding. These two dopants induce layer corrugation and transfer some of their charge to the surrounding C atoms, becoming in that way slightly positive and attractive for O$_2$. This is, however, not the case with substitutionally introduced nitrogen. In the case of P-doped graphene, O–O bond is elongated by approx. 28% upon adsorption (compared to the bond in the gas phase), while for S-doped graphene O$_2$ can be considered completely dissociated (Figure 10) [76]. This is precisely the type of molecule activation needed for catalytic purposes. Also, it is a clear example of how alterations of the materials electronic structure affect its applicability for a chosen purpose.

**Figure 10.** Relaxed structures of O$_2$ adsorbed on P- and S-doped graphene surfaces. Bond lengths are given in angstroms. Adapted from ref. [76] with permission from the PCCP Owner Societies.

### Chemisorption on supported metal clusters

Supported metal nanostructures are the most widely used type of heterogeneous catalyst in industrial processes. For example, Pt nanoparticles supported by carbon are the catalyst of choice for fuel cell applications. Dispersing the active catalyst component over a suitably chosen support enhances its active surface area and the number of active sites, resulting in increased catalytic activity. The size of metal particles is a key factor in determining the performance of such catalysts - the specific activity per metal atom usually increases with decreasing size of the metal particles. Lowering the coordination of a metal atom means leaving it less and less saturated, and therefore more (re)active. However, the surface free energy of metals increases significantly with decreasing particle size, causing aggregation of clusters. Sometimes, the support can also contribute to the catalytic activity (the so-called active support). In such cases the interface between the support and the catalyst particle is also of great importance.

Although the macroscopic noble metals are inert and not susceptible to oxidation, their nano-sized forms are often very reactive and excellent catalysts. For example, Pt-cluster size strongly influences CO adsorption energy (Figure 11). It is similar with Au: when moving from the densely packed (111) surface to 12-atoms cluster, Au evolves from inactive to the most active material towards CO oxidation. A detailed DFT study of CO oxidation on Au surfaces suggested that the oxidation of CO on Au nanoparticles dispersed over an inactive support occurs on Au-steps in two consecutive stages: (i) CO + O$_2$ → CO$_2$ + O, and (ii) CO + O → CO$_2$ [77]. In the case of active support, CO oxidation follows the same steps occurring at Au-support interface. From the mechanism, it is clear that the supported Au cluster must be large enough to enable the co-adsorption of CO and O$_2$. In the case of MgO-support, DFT calculations suggest that this is possible starting already with Au-trimers [46].
CHEMISORPTION IN ELECTROCHEMICAL ENERGY CONVERSION

It is clear that very small metal clusters are in fact molecular systems and until their size is large enough (typically a few nm) it is not possible to talk about band structure, so the models used for transition metals do not necessarily work in these cases. Also, there is a large number of low coordinated atoms which are often much more reactive than regular terrace sites. In these cases, XES and XAS have been shown as extremely useful techniques which provide information about local bonding and valuable input for theoretical calculations. Unfortunately, computational resources which are typically available do not allow exact treatments of nanoparticles (as they count thousands of atoms) and in order to model such systems one must simplify the model to obtain data regarding the adsorption of reactants and intermediates of investigated (electro)catalytic reaction.

**Chemisorption on supported single atoms**

Talking about supported metal clusters, we have mentioned that the surface free energy of metals increases significantly with decreasing particle size, promoting aggregation of metal atoms into small clusters. However, if the support material interacts with metal atoms strongly enough it will prevent the aggregation. The down limit is the single-atom catalyst (SAC), with isolated metal atoms dispersed on an appropriate support (Figure 12). SACs minimize the amount of the metal necessary for good catalytic activity, which is particularly important for supported noble metal catalysts, due to the abundance and price of metals. SACs offer great potential for achieving high catalytic activity, where isolated metal atoms anchored to support can act as active centres.

**Figure 11.** Influence of Pt-cluster size on DFT-calculated CO adsorption energy, with corresponding adsorption structures given as insets. Adapted from ref. [78], with permission from PCCP Owner Societies

![Figure 11](image)

Single supported metal atoms possess unique electronic properties different from those of metal nanocatalysts. The coordination of the single atom to the surface atoms of the support is critical,
and it cannot be discussed as an isolated single metal atom without the support. The bonding of metal atom to the support leads to charge transfer between metal atoms and the support due to different chemical potentials [79]. As a result, the anchored metal atom usually carries some charge, as was shown by various spectral measurements and computational studies. Obviously, chemisorption is of crucial importance for SACs. First, strong-enough anchoring (to prevent clustering) of the metal to the support is needed, and next, optimal strength chemisorption of reactants/intermediates of the chosen catalytic reaction is necessary to provide good catalytic activity of SAC. For now, there is no universal catalytic activity descriptor for SACs.

Conclusions

Chemisorption at electrified interface is the crucial step in virtually every electrochemical energy conversion process. Hence, in order to progress further in materials development, we must understand how reactants and intermediates interact with electrodes. So far, a lot has been done for the case of metal surface, but much less is known regarding general trends in adsorption on metal oxides and carbon materials. To make the situation worse, realistic systems like supported metal clusters are extremely complicated to be treated as whole using modern computational techniques, while single atom catalysts cannot be considered separately from the support. For this reason, theory and experiment must be closely synchronized to provide atomic level understanding of chemisorption in energy conversion processes.
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