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Abstract

This paper proposes an efficient and robust algorithm to estimate target trajectories with unknown target detection profiles and clutter rates using measurements from multiple sensors. In particular, we propose to combine the multi-sensor Generalized Labeled Multi-Bernoulli (MS-GLMB) filter to estimate target trajectories and robust Cardinalized Probability Hypothesis Density (CPHD) filters to estimate the clutter rates. The target detection probability is augmented to the filtering state space for joint estimation. Experimental results show that the proposed robust filter exhibits near-optimal performance in the sense that it is comparable to the optimal MS-GLMB operating with true clutter rate and detection probability. More importantly, it outperforms other studied filters when the detection profile and clutter rate are unknown and time-variant. This is attributed to the ability of the robust filter to learn the background parameters on-the-fly.
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1 Introduction

Multi-target tracking has captured the interest of the research community for more than fifty years with its range of applications. In the current literature, solutions for multi-target tracking problem can be categorized into three main paradigms: the Joint Probabilistic Data Association (JPDA) \cite{1}, Multiple Hypotheses Tracking (MHT) \cite{2}, and Random Finite Set (RFS) \cite{3}. Among those, the RFS framework models the set of target states as a random variable instead of estimating measurement-to-track association hypothesis \cite{4}. This formulation then allows the application of Bayesian recursion to produce the multi-target posterior density.

In general, propagating a multi-target density is computationally expensive. Various filters only propagate the first moment of the multi-target density in the RFS paradigm, such as the Probability Hypothesis Density (PHD) filters \cite{5,6,7}. The recent introduction of labeled RFS \cite{8} led to the development of filters capable of estimating the trajectories, such as the Generalized Labeled Multi-Bernoulli (GLMB) filters \cite{9,10,11}, and Labeled Multi-Bernoulli (LMB) approximation \cite{12}. The scalability of this approach has recently been demonstrated via its ability to track over one million targets \cite{13}. Furthermore, labeled RFS filters can also be formulated to jointly track the targets and their ancestral information via a spawning model as in \cite{38,39,40}. Today, RFS-based filters have been applied to many fields ranging from space debris tracking \cite{41,42}, crowd surveillance \cite{43,44,45}, automation \cite{46,47}, to cell tracking \cite{48,49}.

Multi-sensor setting frequently appears in multi-target tracking applications. Using multi-sensor framework allows the reduction of the system uncertainty, hence enhances the capability of the tracking algorithms to resolve the ambiguity of the target states. There are two architectures for multi-sensor multi-target tracking: distributed (decentralized) and centralized.

In the distributed setting, information of targets is processed by individual sensor nodes then fused to form a posterior multi-target density. However, the correlation between the fused (from distributed sensor nodes) and the actual multi-sensor updated densities needs to be strong to warrant consistent tracking capability. In the RFS framework, the decentralized multi-sensor tracking problem has been addressed in \cite{50,51} with PHD/CPHD filter, \cite{52,53,54} with Multi-Bernoulli filter, and in \cite{55,56,57} with LMB/GLMB filter.

In the centralized setting, measurements from all sensors are delivered to a central node for direct computation of the multi-target density. Solutions for this problem have been developed via PHD, CPHD filters in \cite{58,59,60}, Multi-Bernoulli filter in \cite{61}, or LMB filter in \cite{62,63,64}. The iterated corrector method, which sequentially performs update overall sensors, is also widely used in practice \cite{65,66}. Notably, the recent multi-sensor GLMB (MS-GLMB) filter \cite{67} efficiently performs joint sensors update with linear complexity in the total number of measurements across the sensors and a quadratic complexity to the number of hypothesized targets.

Information of targets detection probability and clutter rate (background information) influences the performance of multi-target filters while it is usually assumed to be known and constant. However, this assumption is strong and often does not hold in practice since these parameters are often time-varying in practical applications. Furthermore, the problem is worsened in multi-sensor tracking as background information must be provided for each sensor. For single-sensor systems, this problem has been addressed in \cite{68,69,70,71}. However, it has not yet been tackled in the multi-sensor multi-target tracking framework.

This paper introduces a robust filter capable of estimating target trajectories with a centralized multi-sensor setting in an unknown background environment. Our main contribution is a systematic combination of multiple independent, robust CPHD filters \cite{67} to estimate clutter rate (each filter estimates the clutter rate of one sensor) and an efficient MS-GLMB \cite{11} to handle the main filtering process. The detection probability of a target is augmented to its state for joint estimation \cite{12}.

\textsuperscript{*}We categorize these techniques considering the recent literature reviews presented in \cite{4} and \cite{11}. However, authors of \cite{4} consider JPDA as a special case of MHT.
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To work. this filter can handle different types of sensors, we focus on showing its performance with bearing-only sensors in this work. Finally, in Section 4, we demonstrate the performance of our filter in different tracking scenarios. Although multi-target tracking in the RFS paradigm. In Section 3, we detail the formulation and implementation of our robust filter. 

2 Background

This section briefly summarizes some fundamental concepts related to multi-target tracking in the RFS framework.

2.1 The labeled RFS

An RFS is a random variable defined on the space of sets with a finite number of elements. The elements of an RFS are random and unordered, which allows it to describe the multi-target state naturally. A labeled RFS is essentially the RFS, in which each element has a distinct label [10]. This framework allows the joint modelling of the target state and its identities; hence, filters based on labeled RFS can provide trajectories estimation. For consistency, we adhere to the following notation scheme from [10] throughout our discussion. Specifically, the inner product of two functions \( f \) and \( g \) concerning their variable \( x \) is defined as \( \langle f, g \rangle = \int f(x)g(x)\,dx \). For a given set \( \mathcal{S} \), the class of all finite subsets of \( \mathcal{S} \) is denoted by \( \mathcal{P}(\mathcal{S}) \). The Kronecker delta function with arbitrary argument (integers, vectors, sets, etc.) is given by,

\[
\delta_{S}(X) = \begin{cases} 
1, & X = S \\
0, & X \notin \mathcal{S}.
\end{cases}
\] (1)

The indicator function of the set \( \mathcal{S} \) is defined as follows,

\[
I_{\mathcal{S}}(X) = \begin{cases} 
1, & X \subseteq \mathcal{S} \\
0, & \text{otherwise}.
\end{cases}
\] (2)

For a finite set \( X \), the number of elements of \( X \), or its cardinality, is denoted by \( |X| \), and the set exponential is defined as \( \{f(x)\}^X = \prod_{x \in X} f(x) \), with \( f^\emptyset = 1 \). We denote the single-target state by lower-case letters and the multi-target states by upper-case letters, i.e. \( x \) and \( X \). We differentiate the unlabeled target state with the labeled version by standard-faced and bold-faced letters, i.e. \( X \) and \( \hat{X} \). Blackboard upper case letters (e.g. \( \mathbb{X} \), \( \mathbb{Z} \)) are used to denote spaces. Each labeled target state \( x \) contains an unlabeled kinematic state \( z \in X \) augmented with a unique label \( \ell \in \mathbb{L} \), hence \( x = (x, \ell) \in X \times \mathbb{L} \). Each distinct label \( \ell \in \mathbb{L} \) at time \( k \) consists of two components: time of birth, \( t_{b} \in \mathbb{K} \), and a unique index \( i \) to differentiate targets born at the same time. We use subscript `+` to denote the next time step. The birth labels at time \( k + 1 \) belong to the label space \( \mathbb{B}_{k+1} = \{(k + 1, i) : i \in \mathbb{N}\} \), and hence \( L \cap \mathbb{B}_{k+1} = \emptyset \). The labels space at time \( k + 1 \) is then \( \mathbb{L}_{k+1} = \mathbb{L} \cup \mathbb{B}_{k+1} \) (\( \cup \) denotes the disjoint union operator). Fig. 1 illustrates the evolution of a labeled multi-target state over time using the mentioned labeling convention.

The distinct label indicator [10] is given as,

\[
\Delta(X) = \delta_{\mathbb{X}}(|\mathcal{L}(X)|),
\] (3)

where \( \mathcal{L} : \mathbb{X} \times \mathbb{L} \rightarrow \mathbb{L} \) is a mapping from a labeled RFS to the labels, which satisfies the projection \( \mathcal{L}(x, \ell) = \ell \). A labeled RFS \( \mathbb{X} \) has distinct labels if \( \Delta(X) = 1 \).

The integral of a function \( f : \mathcal{F}(\mathbb{X} \times \mathbb{L}) \rightarrow \mathbb{R} \) is given by [10]

\[
\int f(X) \, dX = \sum_{i=0}^{N} \prod_{(x_{i}, \ell_{i}) \in X} \int f(\{x_{i}, \ell_{i} \}) \, dx_{1} \cdots dx_{i}.
\] (4)

2.2 RFS multi-target filtering

2.2.1 The Bayesian recursion

In Bayesian paradigm, given the multi-target transition density \( f_{\pi}(X_{i+1}|X_{i}) \) and the multi-target likelihood function \( g(Z_{i}|X_{i}) \), the (labeled) multi-target probability density function\(^\text{2}\) is propagated via the Bayesian recursion as [10].

\[
\pi_{\pi}(X_{i}) = \int f_{\pi}(X_{i+1}|X_{i}) \pi_{\pi}(X_{i}) \, dX_{i},
\] (5)

\[
\pi_{\pi}(X_{i}|Z_{i}) = \frac{g_{\pi}(Z_{i}|X_{i}) \pi_{\pi}(X_{i})}{\int g_{\pi}(Z_{i}|X_{i}) \pi_{\pi}(X_{i}) \, dX_{i}}
\] (6)

where the integrals are the set integral defined in Eq. (1). In the above expression, the dependence on previous measurements of the prior density is omitted for compactness.

\(^{2}\)This is not a probability density function but is equivalent to one as shown in [10]. Hence, with a slight abuse of terminology, we regard this function as a probability density function.
2.3 The multi-target transition model

For a current multi-target state \(X \subseteq X \times L\), at the next time step, a target \((x, \ell) \in X\) either continues to exist in the sensor field of view with the probability \(p_{B}(x, \ell)\), or it disappears with the probability \(q_{p}(x, \ell) = 1 - p_{B}(x, \ell)\). If it exists, its state is predicted via a single target transition density of the form \(f_{t}(x_{t}, \ell(t))\) where \(f_{t}(x_{t}, \ell(t))\) is the spatial transition density and \(\ell(t)\) implies the old label is retained. The multi-target transition density from set \(X\) to the next time step surviving targets set \(X_{S+}\) can be written as \(\Phi_{S+}(X_{S+}, x, \ell) = \sum_{(x \in X) \cup (\ell \in L)} \delta_{\ell}(\ell) p_{B}(x, \ell) f_{t}(x, \ell, x_{t}) + (1 - \delta_{\ell}(\ell)) q_{p}(x, \ell)\).

In addition, new targets can also spontaneously appear in the tracking region at each time step. Let \(X_{B+}\) denote the multi-target state of those newborn targets with \(\mathcal{L}(X_{B+}) \in \mathbb{B}\), the set of all new births can be modeled with an LMB RFS as \(\mathcal{L}(X_{B+}) = \mathcal{L}(X_{B+}) + \mathcal{L}(X_{B+})^{N_{B+}}\), where \(\mathcal{L}(X_{B+}) = \mathcal{L}(X_{B+}) + \mathcal{L}(X_{B+})^{N_{B+}}\) is the nonlinear birth density of target labeled \(\ell\) and \(p_{B}(x, \ell)\) is its spatial distribution.

Due to the independence between surviving and newborn targets, the multi-target transition kernel can be written as,

\[ f_{t}(x, \ell) = f_{t}(x_{t}, \ell) \mathcal{L}(X_{S+}) \mathcal{L}(X_{B+}) \mathcal{L}(X_{B+})^{N_{B+}} \]

where \(X_{S+} = X_{S+} \cap (X \times L)\), and \(X_{B+} = X_{B+} \cap (X \times \mathbb{B})\).

2.3.1 The single-sensor multi-target likelihood model

At time \(k\), each target \((x, \ell) \in X\) can generate a measurement \(z \in \mathcal{Z}\) with the detection probability of \(p_{D}(x, \ell)\) or it is undetected with the probability \(q_{p}(x, \ell) = 1 - p_{D}(x, \ell)\). The likelihood of target \((x, \ell)\) generates a measurement \(z = g_{x}(x, \ell)\). In addition, due to sensor imperfections and environmental conditions, clutter can also be included in the observation set. The clutter set is modeled with Poisson RFS, with the state of clutter targets is assumed to be uniformly distributed over the state space. Denoting \(\mathcal{Z}\) as the measurement space, given the set \(\mathcal{Z} = \{z : z \in \mathcal{Z}\}\) and the multi-target state \(X\) at the current time step \(k\), the multi-target likelihood function is given as \(g(z | X) = \sum_{\theta \in \Theta} \mathcal{L}(X)^{\xi} \Psi_{\theta}^{\mathcal{L}}(x, \ell)\),

where \(\Theta\) is the set of all positive 1-1 labels to measurement indices association maps (\(\theta : \mathcal{L} \rightarrow (0 : |\mathcal{Z}|)\)) with the zero measurement index indicates miss-detection. The positive 1-1 condition implies each measurement can only be assigned to at most one label. The function \(\Psi\) is given by

\[ \Psi_{\theta}^{\mathcal{L}}(x, \ell) = \begin{cases} p_{D}(x, \ell, g(x, \ell), x_{t}) \frac{d_{\ell}(x, \ell)}{p_{B}(x, \ell)}, & \theta(\ell) > 0, \\ 1 - p_{D}(x, \ell, x_{t}), & \theta(\ell) = 0, \\ \end{cases} \]

where \(\kappa\) is the Poisson clutter intensity.

2.4 The GLMB filter

GLMB filter is an exact solution for the Bayes optimal multi-target tracking problem \(\mathcal{L}\). Given its formulation on labeled RFS, GLMB filter estimates target states and their labels which, in turn, allows the estimation of trajectories. The filter first assumes the probability density function of the multi-target state at time \(k\) be given in the GLMB form, i.e.,

\[ \pi(X) = \Delta(X) \sum_{(x, \ell) \in X} \omega^{(x, \ell)} \mathcal{L}(X)^{\xi} \]

where \(I\) represents a set of labels, and \(\xi \in \mathcal{Z}\) represents a history of association maps up to time \(k\). Each \(\omega^{(x, \ell)}(x, \ell, x_{t})\) represents a spatial distribution of a single target on \(X\) with \(\frac{d_{\ell}(x, \ell)}{p_{B}(x, \ell)} \), and each non-negative weight \(\omega^{(x, \ell)}(x, \ell, x_{t})\) satisfies,

\[ \sum_{\ell \in I} \sum_{(x, \ell) \in X} \omega^{(x, \ell)}(x, \ell, x_{t}) = 1. \]

Via Bayes recursion with the multi-target transition model in \([11]\) and likelihood function in \([12]\), the prior GLMB density is propagated through time \([11]\). A more efficient implementation that combines the prediction and update steps into one single filtering step is also presented in \([17]\).

3 The robust MS-GLMB filter

Our proposed robust MS-GLMB filter exploits the strengths of established filters in the literature to track multiple targets without prior knowledge of the detection profile and clutter rates. In particular, for each sensor, we implement an independent, robust CHD filter \([13]\) to estimate its clutter rate from the PHD and cardinality distribution of targets set obtained from the GLMB density at the previous time step. The estimated clutter rate is then bootstrapped into the MS-GLMB filter \([13]\) for the filtering state space of the filters for estimation \([13]\). The schematic of the algorithm is given in Fig. 2.
Specifically, given the multi-target state where \( f \) the PHD filter, the CPHD filter has a complexity of \( O(3) \) or \( O(|Z|^3 \log(|Z|)) \) In [13], the CPHD filter is adapted to jointly estimate the clutter rate and detection probability (the robust CPHD) online. Note that, the clutter rate of each sensor can also be estimated using data association method (with a single-sensor GLMB filter) as proposed in [11]. However, for each prior component of the single-sensor GLMB density, it incurs a complexity of \( O(T|Z|) \) (where \( T \) is the number of request components) to sample for significant components. Such complexity prevents the application of the data association approach in scenarios with a high number of sensors. Hence, the robust CPHD filter provides a good trade-off between accuracy and computational load in estimating the sensor clutter rate.

Following [13], the clutter and actual targets are modelled as two different types of targets. The detection probability is augmented to the target state for joint estimation. Denoting the state spaces for actual and clutter targets as \( X^{(1)} \) and \( X^{(0)} \), the hybrid state space is then given by [13]:

\[
X^{(h)} = \left( X^{(1)} \times X^{(\Delta)} \right) \cup \left( X^{(0)} \times X^{(\Delta)} \right),
\]

where \( X^{(\Delta)} = [0,1] \) is the space of unknown detection probability.

For consistency, we use the superscripts \((1)\) and \((0)\) to denote functions or variables on space of actual, clutter, and hybrid targets, respectively.

For the \( v \)-th sensor, at the next time step, a target survives with the probability \( p_{\mu}^{(v)}(x^{(h)}) \) and has the transition density of \( f_{\mu}^{(v)}(x^{(h)}|x^{(h)}) \) or being terminated with the probability \( 1 - p_{\mu}^{(v)}(x^{(h)}) \). The survival probability and transition density are given respectively as [43]:

\[
p_{\mu}^{(v)}(x^{(h)}) = \begin{cases} 
0, & x^{(h)} = (a, b), \quad x^{(h)} = (c, b),
1, & \text{otherwise}
\end{cases}
\]

\[
f_{\mu}^{(v)}(x^{(h)}|x^{(h)}) = \begin{cases} 
1, & x^{(h)} = (x^{(1)}, x^{(\Delta)}), \quad x^{(h)} = (x^{(1)}, x^{(\Delta)}),
0, & \text{otherwise}
\end{cases}
\]

\[
\Phi_{S_h}(X_{S_h}|x,a,\ell) = \sum_{\langle x, z \rangle \in X_{S_h}} \delta_{\ell}(\epsilon) p_\mu(x, \ell, f_{S_h}^{(v)}(x|z, \ell).
\]

where \( f_{S_h}^{(v)}(\cdot) \) is the state transition density of the detection probability of the target on the \( v \)-th sensor.

For multi-sensor multi-target tracking, we follow [13] to extend the likelihood in Eq. (12) to multiple sensors case. Specifically, given the multi-target state \( X \) and the set of measurements \( Z^{(v)} = z_{1}^{(v)} z_{2}^{(v)} z_{3}^{(v)} \in Z \) produced by sensor \( v \), each observation of a target \( x, a, \ell \in X \) on this sensor is either a measurement \( y^{(v)} \) with the probability \( 1 - p_{\mu}^{(v)}(x^{(h)}) \) or empty (miss-detected) with the probability \( 1 - p_{\mu}^{(v)}(x^{(h)}) \).

### 3.1 The multi-target system modelling

#### 3.1.1 The robust CPHD filter

The CPHD filter is a low-cost multi-target filter built on the premise of unlabeled RFS. In this filter, the multi-target density is approximated by its first moment (PHD) and the cardinality distribution. While being more accurate than the PHD filter, the CPHD filter has a complexity of \( O(|Z|^3) \) or \( O(|Z|^3 \log(|Z|)) \) In [13], the CPHD filter is adapted to jointly estimate the clutter rate and detection probability (the robust CPHD) online. Note that, the clutter rate of each sensor can also be estimated using data association method (with a single-sensor GLMB filter) as proposed in [11]. However, for each prior component of the single-sensor GLMB density, it incurs a complexity of \( O(T|Z|) \) (where \( T \) is the number of request components) to sample for significant components. Such complexity prevents the application of the data association approach in scenarios with a high number of sensors. Hence, the robust CPHD filter provides a good trade-off between accuracy and computational load in estimating the sensor clutter rate.

Following [13], the clutter and actual targets are modelled as two different types of targets. The detection probability is augmented to the target state for joint estimation. Denoting the state spaces for actual and clutter targets as \( X^{(1)} \) and \( X^{(0)} \), the hybrid state space is then given by [13]:

\[
X^{(h)} = \left( X^{(1)} \times X^{(\Delta)} \right) \cup \left( X^{(0)} \times X^{(\Delta)} \right),
\]

where \( X^{(\Delta)} = [0,1] \) is the space of unknown detection probability.

For consistency, we use the superscripts \((1)\) and \((0)\) to denote functions or variables on space of actual, clutter, and hybrid targets, respectively.

For the \( v \)-th sensor, at the next time step, a target survives with the probability \( p_{\mu}^{(v)}(x^{(h)}) \) and has the transition density of \( f_{\mu}^{(v)}(x^{(h)}|x^{(h)}) \) or being terminated with the probability \( 1 - p_{\mu}^{(v)}(x^{(h)}) \). The survival probability and transition density are given respectively as [43]:

\[
p_{\mu}^{(v)}(x^{(h)}) = \begin{cases} 
0, & x^{(h)} = (a, b), \quad x^{(h)} = (c, b),
1, & \text{otherwise}
\end{cases}
\]

\[
f_{\mu}^{(v)}(x^{(h)}|x^{(h)}) = \begin{cases} 
1, & x^{(h)} = (x^{(1)}, x^{(\Delta)}), \quad x^{(h)} = (x^{(1)}, x^{(\Delta)}),
0, & \text{otherwise}
\end{cases}
\]

Given a target with the state \( x \) defined on the hybrid state-space, it can generate a measurement \( z \in Z \) with the probability \( p_{\mu}^{(v)}(x^{(h)}) \) and the likelihood \( g^{(v)}(z|x^{(h)}) \), or being miss-detected with the probability \( 1 - p_{\mu}^{(v)}(x^{(h)}) \).

### 3.1.2 The MS-GLMB filter

The MS-GLMB filter [13] is an extension of the efficient GLMB filter [27] to the multi-sensor framework. Given its labeled RFS formulation, the MS-GLMB filter propagates the labeled multi-target density hence providing trajectory estimates. In this work, the MS-GLMB filter is formulated to carry out the main filtering process. The sensor clutter rates are bootstrapped from the robust CPHD filters.

Assuming the detection probability of a target on different sensors is independent, we can write the state distribution of a target with label \( \ell \) and association history \( \xi \) as \( p^{(\ell)}(x, a, \ell) = p^{(\ell)}(x, \ell) \prod_{i=1}^{\ell} p^{(U_{\ell i})}(a_{\ell i}) \). Given the inclusion of the detection probability, the state transition model in Eq. (9) can be rewritten as:

\[
\Phi_{S_{\ell}}(X_{S_{\ell}}|x,a,\ell) = \sum_{\langle x, z \rangle \in X_{S_{\ell}}} \delta_{\ell}(\epsilon) p_{\mu}(x, \ell, f_{S_{\ell}}^{(v)}(x|z, \ell), x, \ell)
\]

\[
\times \prod_{v=1}^{V} f_{\mu}^{(v)}(x|a_{\ell v}, a_{\ell v}) + 1 - \delta_{\ell}(\epsilon) q_{\ell}(x, \ell).
\]

\[
\text{Figure 2: The proposed structure for the robust MS-GLMB filter.}
\]
Furthermore, the set $Z^{(v)}$ may also contain measurements that are not generated by any targets and the set of those false measurements is modeled by Poisson RFS with the rate (intensity) of $\kappa$ (estimated by the robust CPHD filter). The multi-target likelihood of this sensor can be written as [10, 11],

$$
g^{(v)}(Z^{(v)} | X) \propto \sum_{\delta y^{(v)}(z^{(v)})} 1_{g^{(v)}(\zeta(X))} \left( \theta^{(v)}(\Psi_{Z^{(v)}}(\zeta(X))) \right)^{X},
$$

(22)

where

$$
\Psi^{(v)}(z^{(v)} | x, \alpha, \ell) = \frac{\rho^{(v)}(z^{(v)} | \alpha, \ell)}{\delta y^{(v)}(z^{(v)})} = \begin{cases} \frac{\alpha, \ell}{\alpha, \ell} & j = 1 : \theta^{(v)}(j) \\ 1 & j = 0. 
\end{cases}
$$

(23)

Notations are defined as the same as those in Eq. (12) with the additional superscript $(v)$ to indicate the sensor index.

Via the assumption that all sensors are conditionally independent and the following abbreviations:

$$
Z = \left( Z^{(1)}, \ldots, Z^{(v)} \right),
$$

(24)

$$
\Theta = \Theta^{(1)} \times \cdots \times \Theta^{(V)},
$$

(25)

$$
\Theta^{(v)} = \Theta^{(1)}(I) \times \cdots \times \Theta^{(V)}(I),
$$

(26)

$$
1_{\Theta^{(v)}(\theta)} = \prod_{v=1}^{V} 1_{\Theta^{(v)}(\theta)}(\theta^{(v)}),
$$

(27)

$$
\psi^{(v)}(\cdot) = \Psi_{Z^{(v)}}(\cdot | x, \alpha, \ell),
$$

(29)

the multi-sensor multi-target likelihood can be written simply as:

$$
\psi(Z | X) = \prod_{v=1}^{V} g^{(v)}(Z^{(v)} | X) \propto \sum_{\delta y^{(v)}} 1_{\Theta^{(v)}(\theta)} \psi^{(v)}(\cdot | x, \alpha, \ell)^{X}.
$$

(30)

Note that, as all the terms $\theta^{(v)}$ (i.e., $i = 1, \ldots, V$) are positive 1-1, the multi-sensor extended association map $\theta$ is also positive 1-1.

Remark. For tracking scenarios involving target spawning (i.e., a new target is born from an existing target), the target spawning model presented in [10] can be used in place of the dynamic model in Eq. (2) for the MS-GLMB filter. For the CPHD filter, the standard dynamic model (without target spawning) is sufficient given its unlabeled nature. However, the inclusion of the spawning model naturally increases the complexity of the single-sensor likelihood in Eq. (43) of [16] with the multi-sensor likelihood in Eq. (30). Hence, our method is readily extended to this tracking scenario. However, the inclusion of the spawning model naturally increases the complexity of the filter due to additional operations (approximation, marginalization) need to be performed.

3.2 Clutter rate estimation with the robust CPHD filter

For the $v$th sensor, the recursion of the robust CPHD filter at each time step starts with the prior PHD and cardinality distributions of targets on the hybrid state space. Note that we also have the prior GLMB density of the labeled targets state (from the MS-GLMB filter). Since the MS-GLMB filter combines measurements from all sensors, its contained information is more accurate than that of the current $v$th robust CPHD filter (which is only updated by measurements from the $v$th sensor). Basing on that fact, instead of using the prior PHD and cardinality from the current robust CPHD filter, we use prior information from the GLMB density to predict the PHD and cardinality distribution at the next time step. Specifically, given the GLMB prior as in Eq. (14) the PHD and cardinality distribution of an actual target can be computed, respectively as

$$
\zeta^{(1)}(x, \alpha_{i}) = \sum_{x, t} \sum_{\ell} \omega^{(1)}(x, t) p_{\alpha_{i}}^{(1)}(x, t) \prod_{v=1}^{V} \int p^{(1)}(\alpha_{i}) \, d\alpha_{i},
$$

(31)

$$
\rho^{(1)}(n) = \sum_{x, t} \delta_{n}(t) \omega^{(1)}(x, t).
$$

(32)

The cardinality distribution of targets on the hybrid state space is then $\rho^{(h)} = \rho^{(1)} * \rho^{(0)}$ (* denotes convolution operation).

Given Eq. (13), Eq. (12) and the prior information of the current sensor clutter targets, the robust CPHD prediction can be carried out as [13]:

$$
\zeta_{+}^{(1)}(x, \alpha_{i}) = \gamma^{(1)}(x, \alpha_{i}) + \int \int p_{\alpha_{i}}^{(1)}(x, t) f_{+}^{(1)}(x | x, t) f_{+}^{(1)}(\alpha_{i} | \alpha_{i}) \, d\alpha_{i} \, dx,
$$

(33)

$$
\zeta^{(1)}(x, \alpha_{i}) = \gamma^{(1)}(x, \alpha_{i}) + \int \int p_{\alpha_{i}}^{(1)}(x, t) f_{+}^{(1)}(x | x, t) f_{+}^{(1)}(\alpha_{i} | \alpha_{i}) \, d\alpha_{i} \, dx,
$$

(34)

$$
\rho_{+}^{(h)}(n) = \sum_{n=0}^{\infty} \binom{n}{n-j} \sum_{j=0}^{n} \rho^{(h)}(n) \rho^{(0)}(j) \phi_{n-j}^{(h)}(n),
$$

(35)

$$
\phi_{n} = \binom{\zeta^{(1)}}{p_{\alpha_{i}}^{(1)}} + \binom{\zeta^{(0)}}{p_{\alpha_{i}}^{(0)}} \binom{1}{p_{\alpha_{i}}^{(1)}} + \binom{1}{p_{\alpha_{i}}^{(0)}} \binom{1}{p_{\alpha_{i}}^{(0)}},
$$

(36)

where $C_{j}$ is the binomial coefficient, i.e., $C_{j} = \binom{n}{j}$.
Given the measurements set $Z^{(s)}_t$, the updated PHD and cardinality distribution can be written as \[33\]:

\[
\begin{align*}
\hat{\zeta}^{(v)}(x_t, a_s | \mathcal{Z}^{(v)}_t) &= \hat{\zeta}^{(v)}(x_t, a_s) \times \\
&\quad \left[ (1 - a_s) \times \frac{(1 - r_{\mathcal{Z}_t})(1 - |\mathcal{Z}_t^{(s)}}|)}{(1 - r_{\mathcal{Z}_t})(1 - |\mathcal{Z}_t^{(s)}}| + \sum_{a_s \neq 0} a_s \times \hat{g}^{(v)}(z|x_t)} \right] + \sum_{a_s \neq 0} a_s \times \hat{g}^{(v)}(z|x_t) \\
&\quad \left[ (1, \mathcal{Z}_t^{(v)}(0)) + (1, \mathcal{Z}_t^{(v)}(0)) \right],
\end{align*}
\] (37)

\[
\begin{align*}
\hat{\zeta}^{(v)}(b_s | \mathcal{Z}^{(v)}_t) &= \hat{\zeta}^{(v)}(b_s) \times \\
&\quad \left[ (1 - b_s) \times \frac{(1 - r_{\mathcal{Z}_t})(1 - |\mathcal{Z}_t^{(s)}}|)}{(1 - r_{\mathcal{Z}_t})(1 - |\mathcal{Z}_t^{(s)}}| + \sum_{b_s \neq 0} b_s \times \hat{\mu}^{(v)}(z)} \right] + \sum_{b_s \neq 0} b_s \times \hat{\mu}^{(v)}(z) \\
&\quad \left[ (1, \mathcal{Z}_t^{(v)}(0)) + (1, \mathcal{Z}_t^{(v)}(0)) \right],
\end{align*}
\] (38)

\[
\hat{\mu}^{(v)}(n) = \begin{cases} 
0, & n < |\mathcal{Z}_t^{(v)}| + u \\
\hat{\mu}^{(v)}(n), & n > |\mathcal{Z}_t^{(v)}| + u,
\end{cases}
\] (39)

where

\[
\hat{\zeta}^{(v)}(b_s) = \sum_{i=1}^{b_s} \omega^{(s)}(\xi, \bar{x}_s) \hat{\zeta}^{(v)}(b_s | \mathcal{Z}_t^{(v)}),
\] (40)

\[
\hat{\mu}^{(v)}(n) = \sum_{i=1}^{n} \omega^{(s)}(\xi, \bar{x}_s) \hat{\mu}^{(v)}(n | \mathcal{Z}_t^{(v)}),
\] (41)

and $\hat{\mu}^{(v)}$ is the permutation coefficient, i.e., $\hat{\mu}^{(v)} = \frac{\omega^{(s)}(\xi, \bar{x}_s)}{\omega^{(s)}(\xi, \bar{x}_s) + \omega^{(s)}(\xi, \bar{x}_s)}$.

In this work, we model the kinematic state and detection probability of targets with Gaussian and beta distributions, respectively. The analytic implementation can be found in Proposition 13 and 14 of \[33\]. For clutter rate estimation, given the PHD of clutter targets is written as a mixture of beta distributions, i.e.,

\[
\hat{\zeta}^{(v)}(b_s) = \sum_{i=1}^{b_s} \omega^{(s)}(\xi, \bar{x}_s) \hat{\zeta}^{(v)}(b_s | \mathcal{Z}_t^{(v)}),
\] (42)

Practically, the presented clutter rate estimation step can be parallelized for $V$ sensors to reduce the computation time.

### 3.3 Multi-target state filtering with the MS-GLMB filter

Given the set of estimated clutter rates $\hat{\zeta}^{(v)}(x_t, a_s)$ (see Eq. \[33\]), the main multi-target filtering is carried out via the MS-GLMB filter. Noting that the detection probability of a target is augmented to its state for joint estimation as in \[33\]. For the initial GLMB density of the form in Eq. \[13\], the transition model in Eq. \[11\], Eq. \[21\] and the multi-sensor multi-target likelihood in Eq. \[12\], the filtering density at the next time step is given as:

\[
\pi_t(X_t | \mathcal{Z}_t) \propto \Delta(X_t) + \sum_{b_s, \xi, \bar{x}_s} \omega^{(s)}(\xi, \bar{x}_s) \hat{\zeta}(b_s | \mathcal{Z}_t) [\zeta(\bar{x}_s)] \left[ \hat{\alpha}^{(v)}(\bar{x}_s) \right]^X_t,
\] (43)

where $I \in \mathcal{F}(L), \xi \in \Xi, I_s \in \mathcal{F}(L_s), \theta_s \in \Theta_s(I_s), \text{ and}$

\[
\omega^{(s)}(\xi, \bar{x}_s) = \theta_s(\theta_s), \quad \left[ 1 - P^{(s)}(\xi) \right] \left[ 1 - r_{\mathcal{Z}_t}(\xi) \right] \left[ 1 - r_{\mathcal{Z}_t}^{(s)}(\xi) \right] \left[ 1 - r_{\mathcal{Z}_t}^{(s)}(\xi) \right] \left[ 1 - r_{\mathcal{Z}_t}^{(s)}(\xi) \right],
\] (44)

\[
\hat{\alpha}^{(v)}(\bar{x}_s) = \sum_{i=1}^{\hat{\alpha}^{(v)}(\bar{x}_s)} \frac{\hat{\alpha}^{(v)}(\bar{x}_s)}{\hat{\alpha}^{(v)}(\bar{x}_s) + \hat{\alpha}^{(v)}(\bar{x}_s)},
\] (45)

Practically, the presented clutter rate estimation step can be parallelized for $V$ sensors to reduce the computation time.
The number of components in the GLMB filtering density grows exponentially over time. Hence, it needs to be truncated to keep the filter tractable. To select significant components, one approach is to formulate the multi-dimensional assignment on the extended association maps. However, solving this problem is NP-hard and intractable given a high number of sensors. On the other hand, significant components can be efficiently sampled from a stationary distribution via the Gibbs sampler. However, this approach is also intractable with a high number of sensors due to the amount of memory required to store the high-dimensional distribution on the stationary distribution is assumed [13], which allows a significant reduction of computation time and memory usage. Hence it allows the filter to operate with a high number of sensors in an online fashion. The filtering procedure is given in Alg. 2 of [13].

In this filter, we model the kinematic with the Gaussian distribution, and the detection probability of each sensor with independent beta distribution. The procedures to predict and update each beta distribution are described in [22].

The pseudo-code in Alg. 1 lays out the implementation of our algorithm. The modelCPHD and modelGLMB classes contain the corresponding transition and likelihood models for the CPHD and MS-GLMB filters as discussed in Subsections 5.1.1 and 5.1.2. Given the posterior density, multi-target [10] or multi-trajectory [13] [29] estimators can be applied to extracts target tracks. In this work, we use the suboptimal multi-target estimators proposed in [22] to estimate tracks. The complexity of the MS-GLMB filter is \(O(TP^2(\sum_{i=1}^{V} Z^{(i)}))\). Hence the overall complexity of our algorithm is \(O(TP^2(\sum_{i=1}^{V} Z^{(i)}))\).

### Algorithm 1 Robust MS-GLMB filtering algorithm

**Input:** modelGLMB, priorGLMB, modelCPHD, \([\text{priorCPHD}]^{1:V}\), \(Z_{+}\)

**Output:** \([\text{EstimatedTracks}^{1:2}]\), \([\text{EstimatedTracks}^{1:2}]\)

**Compute** \(\hat{p}^{(1)}, \hat{\zeta}^{(1)}\) via Eq. (15) and Eq. (22) using priorGLMB.

for \(v = 1 : V\) (parallelizable)

1. **posteriorCPHD** = Robust-CPHD-Recursion(\(\hat{p}^{(1)}, \hat{\zeta}^{(1)}, \text{modelCPHD}, \text{priorCPHD}^{(v)}, Z_{+}\))
2. Compute \(\hat{x}^{(v)}\) via Eq. (15) using posteriorCPHD

end for

**posteriorGLMB** = MS-GLMB-Recursion(\(\hat{p}^{(1:V)}, \text{modelGLMB}, \text{priorGLMB}, Z_{+}\))

**EstimatedTracks** = Multi-Target-Estimator\((\text{posteriorGLMB})\)

---

### 4 Numerical study

In this section, we conduct numerical studies to compare the performance of our proposed robust MS-GLMB filter to the ones of MS-GLMB (sub-optimal implementation) and iterated corrector GLMB (IC-GLMB) filters. The ground truth consists of 10 targets in a 2-D surveillance area over a period of 100 (s). The true target trajectories are shown in Fig. 3. A target kinematic state is represented by a 4-D vector of planar position and velocity, i.e., \(x_k = [x_p, y_p, v_p, a_p]^{T}\), where \(T\) denotes the matrix transpose operation. The single target transition density is given by

\[
x_{k+1} = Fx_k + Q \xi_k,
\]

where \(N(\cdot; x, P)\) denotes a Gaussian distribution with mean \(x\) and covariance \(P\),

\[
P = \begin{bmatrix} I_2 & 0 \Delta_t & 0 \Delta_t^2 \\ 0_2 & I_2 & 0_2 & 0 \Delta_t & 0 \Delta_t^2 \\ 0_2 & 0_2 & I_2 & 0_2 & 0 \Delta_t & 0 \Delta_t^2 \end{bmatrix},
\]

with \(\sigma = 0.15(m/s^2), \Delta = 1(s)\) and \(I_2\) is a \(2 \times 2\) identity matrix.

The probability of survival \(p_s\) is set to 0.98. The newborn targets are modeled by an LMB RFS of cardinality 6 and the parameters are given as \([r_{h+}, p_{h+}^{(1:6)}]\) with \(p_{h+}^{(1:6)} = N(\mu_{h+}, Q_{h+})\) with \(Q_{h+} = diag([10, 5, 10, 5])\) and

\[
\begin{align*}
\mu_{h+}^{(1)} &= (100, 100, 0, 0), \\
\mu_{h+}^{(2)} &= (100, 500, 0, 0), \\
\mu_{h+}^{(3)} &= (100, 900, 0, 0), \\
\mu_{h+}^{(4)} &= (900, 100, 0, 0), \\
\mu_{h+}^{(5)} &= (900, 500, 0, 0), \\
\mu_{h+}^{(6)} &= (900, 900, 0, 0).
\end{align*}
\]

There are eight fixed bearing-only sensors located at position \(s^{(v)} = [s_{x}^{(v)}, s_{y}^{(v)}]^{T}, v = 1, 2, \ldots, 8\), as illustrated in Fig. 4. For sensor \(v^{(v)}\), the likelihood that a target \((x, \ell)\) generates a measurement \(z^{(v)}\) is given as

\[
g^{(v)} (z^{(v)}; x, \ell) = N (\tilde{z}^{(v)}; h_{s,v}^{(v)} (x, \ell, z^{(v)}), \sigma_v^2),
\]

where

\[
h_{s,v} (x, s) = \arctan \left( \frac{p_{x,v} - x_p}{p_{y,v} - y_p} \right),
\]

and \(\sigma_v = \pi/(180\text{ (rad)}).\) Note that MS-GLMB and robust CPHD filters share the same single-target kinematic transition and likelihood models.

For a fair performance comparison, all three filters sample 3000 components during the update stage, and a maximum of 1000 components is allowed in the posterior density. We experimented with 100 Monte Carlo (MC) trials. The errors of the estimates are quantified via the OSPA [23] and OSPA-\(\sigma^2\) [25] metrics (between the estimated value and the ground truth). The cut-off and norm order of the metrics are set to 100(m) and 1, respectively. The window length of OSPA-\(\sigma^2\) metric is set to 10(s). We perform the study on three scenarios with different simulated detection probability and clutter rate settings as given in Tab. 1. These settings are the same for all 8 sensors.

To show the robustness of the proposed algorithm, we keep the parameters unchanged for our filter across all scenarios. As the estimated \(p_{B}\) and \(\bar{\kappa}\) for all 8 sensors are similar at each scenario, we only show the results from 1 sensor (per scenario) for demonstration purpose.

#### 4.1 Scenario 1

In this scenario, we test the performance of different filters in high clutter rate and high detection probability. For the IC-GLMB and MS-GLMB filters, we set the detection probability \(p_{B}\) and clutter rate \(\bar{\kappa}\) to 0.9 and 30, respectively, while these parameters are kept unknown to our filter.
Figure 3: True target trajectories and sensor locations.

Table 1: Scenarios with different unknown parameters

| Scenario No. | Parameters | Detection probability $p_D$ | Clutter rate $\bar{\kappa}$ |
|--------------|------------|-----------------------------|-----------------------------|
| 1            |            | 0.9                         | 30                          |
| 2            |            | 0.5                         | 5                           |
| 3            | varying between (0.5 - 0.9) | varying between (5 - 30)   |

Fig. 4 shows the estimated detection probability and clutter rate from our filter compared to the correct values. Specifically, Fig. 4a suggests that the detection probability starts at around 0.7 (our initial settings). It approaches the correct value of 0.9 while the estimated clutter rate is slightly below the true value.

Regarding filtering performance, Fig. 5 shows that our filter exhibits low tracking errors both in terms of localization and cardinality estimation. On the other hand, although the IC-GLMB filter gives reasonably low error in localization, it shows drastic decay in cardinality estimation quality, hence the high overall errors. Moreover, its 0.4-σ bounds (for visualisation) over 100 MC runs show unstable tracking performance at each time step. Furthermore, the OSPA and OSPA$^2$ errors of our method and MS-GLMB filter are similar, as shown in Fig. 5a and Fig. 5b. It demonstrates that our proposed method is competitive to the MS-GLMB filter. However, ours assumes no prior information on the target detection probability and clutter rate.

Fig. 6 shows that our filter has slightly better cardinality estimation than MS-GLMB, while IC-GLMB fails due to the high number of sensors.

4.2 Scenario 2

Different from Scenario 1, in this scenario, we attempt to test the tracking ability of different filters under the condition of low detection probability and low clutter rate. In this test, we set $p_D = 0.5$ and $\bar{\kappa} = 5$ for the IC-GLMB and MS-GLMB filters, while these parameters are estimated online in our proposed filter.

Fig. 7 shows that our filter correctly estimates the clutter rate of sensors (Fig. 7b), but it slightly overestimates the targets detection probability. In particular, the average detection probability starts at around 0.65 (near our initial setting), then it gradually reduces to 0.55 instead of the true value of 0.5 as shown in Fig. 7a.

In terms of filtering performance, Fig. 8 shows that IC-GLMB cannot provide reliable estimates due to a high number of sensors. On the other hand, the OSPA and OSPA$^2$ errors for our method and MS-GLMB filter are almost
Figure 5: Mean OSPA (left) and OSPA\(^{p,q}\) errors in the first tracking scenario for different filters.

Figure 6: Mean estimated cardinality for different filters in scenario 1 with the ground true values.

similar, as shown in Fig. 8a and Fig. 8b. Interestingly, although we assume no prior information on the unknown background information for our filter, the OSPA\(^{p,q}\) error of ours is slightly lower than that of the MS-GLMB filter.

Figure 7: Mean estimated detection probability and mean clutter rate together with 0.4-\(\sigma\) bound curves in the second tracking scenario.

Fig. 9 shows that the MS-GLMB filter has better cardinality estimation than ours from time steps 30 to 60. From time step 60 onward, the MS-GLMB filter tends to provide overestimation while ours slightly underestimates the number of targets. IC-GLMB cannot reliably track targets in this scenario.

4.3 Scenario 3

To test the filters in time-varying detection profile and clutter rate condition, we create a scenario where the detection probability \(p_D\) and clutter rate \(\lambda_c\) values increase from low to high during tracking period. Specifically, for the first 50 time steps, we simulate the condition with low detection probability and low clutter rate (parameters as in the scenario 2). For the remaining tracking period, we simulate tracking condition with high detection probability and high clutter rate (parameters as in the scenario 1). The average detection probability and clutter rate for IC-GLMB and MS-GLMB are set to the mean values of the variation ranges, i.e. 0.7 and 17.5 for detection probability and...
Fig. 8 presents the estimated detection probability and clutter rate from our proposed filter. It demonstrates that our filter correctly captures the variations of background condition. It is also observed that the sensitivity of our filter to the change in clutter rate is higher than that of the one in detection probability.

Considering the filtering performance in terms of OSPA and OSPA\(^p\) errors, the results in Fig. 11 shows that although MS-GLMB filter has better performance than the IC-GLMB, both of these filters fail to track targets in this scenario. Fig. 11 also indicates that our filter tracks all targets with high level of accuracy. This is due to the capability of our filter in adapting to the changes of background condition.

Fig. 12 shows that IC-GLMB and MS-GLMB filters incorrectly estimate the targets set cardinality in this scenario. On the other hand, our method demonstrates reliable estimation results, although it tends to slightly underestimate the number of targets from time step 30 onward.

For overall comparison, Table 2 shows the mean OSPA\(^p\) errors (over 100 MC runs) evaluated over the entire tracking period. The results show that the IC-GLMB filter has the worst performance in all three scenarios. On the...
other hand, the performance of our proposed robust filter is worse than of the MS-GLMB filter in the first scenario. However, it is competitive to the MS-GLMB filter in the second scenarios (which is supplied with correct background parameters). For the last scenario, our proposed filter has the best performance compared to the ones of others given its capability to adapt to the changes in tracking environment.

Although the targets are accurately tracked, we observe the mean detection probability is overestimated while the clutter rate is underestimated. One hypothesis is that in some GLMB components, clutter measurements might be associated with true miss-detected tracks (those components might have small weights). In scenario 1, since the number of clutter measurement is high, the underestimation of clutter rate is more severe. On the other hand, due to the characteristics of the beta distribution and the high detection probability of the scenario, the underestimation of detection probability is not noticeable. Similar explanation can also be established for scenario 2, but since the clutter rate is low, the underestimation is not noticeable. However, due to the low detection probability of the scenario, the detection probability overestimation is more severe.

5 Conclusions

This paper has proposed a robust multi-sensor multi-target tracking algorithm based on the MS-GLMB filter for multi-target tracking and the low-cost robust CPHD filters for clutter rate estimation. Given this formulation, the proposed algorithm efficiently estimates the target trajectories and background information online. The experimental results show that our method provides reliable estimates in different tracking conditions with multiple bearing-only sensors, whereas the iterated corrector approach fails completely due to the high number of sensors. Notably, our algorithm...

\[ \text{in low detection probability scenarios, a detection event will increase the mean detection probability more significant than in high detection probability scenarios.} \]
filter has a similar performance to the MS-GLMB filter supplied with the correct background parameters in constant background condition. In scenario with fluctuating backgrounds, our filter outperforms the MS-GLMB filter because it can learn and adapt to the changes in clutter rate and target detection profile.

The proposed filter currently assumes prior knowledge of the newborn targets distribution. In practice, this information is not available in many applications. While the measurement adaptive birth model [13] can be readily extended to a multi-sensor setting, it is expensive to combine measurements from different sensors to form the birth density. Hence, an efficient method for births modelling will be considered for a more adaptive multi-sensor multi-target tracking algorithm for future work.
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