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Abstract: Aiming at the problem of low interconnection efficiency caused by the wide variety of data in SWIM (System-Wide Information Management) and the inconsistent data naming methods, this paper proposes a new TLC (Type-Length-Content) structure hybrid data naming scheme combined with Bloom filters. This solution can meet the uniqueness and durability requirements of SWIM data names, solve the “suffix loopholes” encountered in prefix-based route aggregation in hierarchical naming, and realize scalable and effective route state aggregation. Simulation verification results show that the hybrid naming scheme is better than prefix-based aggregation in the probability of route identification errors. In terms of search time, this scheme has increased by 17.8% and 18.2%, respectively, compared with the commonly used hierarchical and flat naming methods. Compared with the other two naming methods, scalability has increased by 19.1% and 18.4%, respectively.
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1. Introduction

The core goal of SWIM is to promote efficient and safe information sharing between different business systems or applications of civil aviation software and hardware [1]. However, with the increase of the civil aviation business, the amount of information has gradually increased, with various types of information and various data types. Data communication and exchange mechanisms are not timely and effective, which severely restricts the efficient sharing of civil aviation information [2]. Therefore, because of these problems, it is necessary to design an applicable naming method for the business system and data of SWIM to solve its data transmission, sending and receiving, and interaction problems.

Data-oriented naming schemes are roughly divided into two categories: mainly flat naming [3] and hierarchical naming [4]. However, both methods have some problems. The former defines object names as hashes of public keys and labels. It meets uniqueness and durability requirements and allows network elements to verify the integrity of the data without the need for any external mechanisms, thereby preventing denial of service attacks. However, binding user-friendly names to flat self-authenticated names require some external mechanism. This process may be attacked. Also, flat names are difficult to aggregate for routing scalability [5]. The hierarchical content naming scheme solves the issue of aggregations, however, it requires users to know the encoding rules used by the content owner or naming authority to map readable names to object identifiers (OID). Besides, an external mechanism is required to bind the OID to the key to verify what matches the requested OID. Not only end-users but also infrastructures such as content routers should know the public key of the requested content OID [6]. Otherwise, even if the end-user can authenticate the content, the network may continue to transmit incorrect data, resulting in a denial of service attack.
This paper proposes a new naming and aggregation scheme, in which the content identifier OID is composed of a set of variable-size information elements (IEs), and each IE is encoded as TLC (Type-Length-Content). Information elements can flexibly form hierarchical or peer-to-peer relationships. In addition to the TLC structure, the SWIM network does not have any restrictions on the OID assignment, and it is not necessary to know the meaning of the type and value [7]. This TLC structured namespace can guarantee the uniqueness and durability of the name, and achieve better scalability and reliability. To solve the suffix vulnerability problem, this paper uses Bloom filter to aggregate elements and generate summary values, which can express more accurate information. Besides, the content router can flexibly control the degree of aggregation or the popularity of content objects according to the distance to achieve a balance between the required resources and the compression of routing information [8]. This hybrid naming scheme is superior to prefix-based aggregation in the probability of routing discrimination errors and achieves an improvement in search time and scalability.

The rest of this paper is arranged as follows: Section 2 mainly introduces related work. The third section introduces the hybrid TLC naming format. The fourth section mainly analyzes the performance of the proposed naming and aggregation scheme and gives the comparison results with other schemes. The fifth section is a summary of the full text.

2. Related Works

The existing application of SWIM has created huge economic value for society. With the deepening and development of SWIM research, SWIM’s system model and other aspects are gradually meeting people’s needs. In recent years, many scholars at home and abroad have conducted relevant research on how to name SWIM data resources, how to efficiently process and send resources, and so on. These issues are considered to be the basic issues and core demands of future SWIM construction. At present, research in this area is still in its infancy, and research in various countries is in the process of exploration, and there is no relatively mature solution. Zhang Hongke, Su Wei et al. [9] proposed the concept of adding “access identification” and “service identification” to the naming model, and the transmission of data can be completed through the mapping relationship between the two. T. Koponen et al. [10] use a flat naming mechanism to process network data resources, regardless of the association between information, and unique content by matching a pair of public and private keys. It is presented in P: L format, where P represents the hash value of the public key and L represents the attribute of the resource. V. Jacobson et al. [11] proposed a naming method for the hierarchical structure of a typical tree. A named name can be used to easily identify a content name. D. Trossen et al. [12] adopted the classification of resource data into one type of application, used different application identifiers to forward different data, and used the mapping method of application identifiers to aggregation identifiers for naming. Balakrishnan et al. [13] propose mapping human-readable canonical names to flat, not human-readable (universally unique identifier-like) identifiers. An additional specification [14] proposes a formal description of the interaction in the uniform resource name resolution process. In request for comments 2611 [15], the namespace is defined as the collection of unique identifiers that have already been assigned. However, it is also defined as a collection of all valid names in the literature [16]. A Extensible Open Router Platform Resource Locator [17] is a hybrid partitioned-descriptive name type. Other distributed name resolution architectures (such as those based on content addressable network [18]) decouple the naming scheme from the name resolution process, allowing a location-independent naming scheme (for both physical and logical meanings of “location”).

Compared with the research situation abroad, China’s research process is developing at a slower pace, and many directions are just beginning, with no substantial research results. Sun Qiong et al. [19] proposed a flow label-based technology, which uses the hash lowest cost first search tree algorithm to perform an in-depth analysis of rule set features and to define flow labels in detail. Qu Huaqiao et al. [20] proposed a single-label and multilabel theory. Given the interdependence between classification labels and attributes in naming and their contribution to multilabel performance, multilabel classification based on label attributes was proposed. By calculating the attribute density of attributes
in the sample set of each tag, the common attribute set is used as the group tag feature attribute, and multi-label classification is performed on this basis. Li Yang et al. [21] proposed a content naming system similar to URL, mainly to meet the requirements of readability, uniqueness, etc. in naming rules, including the prefix, location, format, etc. of the content name. Mao Wei et al. [22] adopted different syntax and character sets for different namespaces, introduced different naming techniques such as URI [23], URN [24], and UDDI, and carried out their comparative analysis. Quan Wei et al. [25] named the data by dividing the data into multi-attribute labels. Each label formed could describe one or more service resources from different angles, and then these labels were formed into a set form. Thus, to form a complete resource name. Based on this naming method, combined with the description of the changing and invariant attribute characteristics, the resource name can be further divided into two levels: entity domain and behavior domain, to analyze the attribute information.

3. Naming Scheme of SWIM Data

This chapter will mainly introduce the SWIM data naming scheme. First, a brief introduction to the overall structure of the naming scheme. The second section mainly introduces the TLC structure in the naming scheme, encoding each information element into a TLC structure. The third section mainly introduces the aggregation based on the TLC structure. It mainly uses the Bloom filter [10] on the aggregated TLC elements to generate the digest value and applies a router to its content object to inform the prefix and digest value. The fourth subsection mainly introduces the mixed naming method, which deals with the content names in a hierarchical, flat, and attributed manner. The fifth section mainly introduces the algorithm implementation process of the hybrid naming scheme, and the sixth section mainly introduces the routing of service information.

3.1. Overall Structure of the Naming Scheme

The service resources are classified by tags, such as aviation, flight, weather, time, organization, and other category tags. Each label represents an attribute of the resource, and all the labels identified are collected. The multidimensional label is convenient for users to identify and select the service information they need. Through descriptions from different angles, subsequent search and matching can be maximized.

The overall design of the resource naming scheme is shown in Figure 1.

![Figure 1. The overall design of the naming scheme.](image-url)
The steps involved in the naming scheme design are as follows.

Step 1: First, set the attribute analysis dimension according to the content attributes of the resource and the needs of the user, and express it as a collection of multiple attribute tags: where x is the content and k is the k dimension tag extraction function.

Step 2: After the content is processed by the label extraction function, a property set of the corresponding relationship is generated for each content of the query: Each corresponding label represents an attribute of the content, and this attribute set is used to represent the characteristics of the desired content.

Step 3: The collection of attribute tags is used to generate the required TLC form through the processing of the encoding function. The generated form is processed according to the “hierarchical-flat-attribute” component to form the final naming scheme.

Service resources are divided into two levels: static entity domain tags and dynamic behavior domain tags. Static indicates that the content information does not change with time and scene changes and is a basic feature label of content information. Dynamic means that the information will change dynamically with the change of the network. It is a behavioral domain label. Resource attribute tags are not limited to these and can be revised as needed. Table 1 is an example of an attribute label classification.

Based on the division of the attributes of “entity domain label” and “behavioral domain label”, resources can be effectively unclassified, which is convenient for later maintenance and management to meet user needs.

Table 1. An example of attribute label classification.

| Label Field          | Attribute Value | Attribute Value | Attribute Value | Attribute Value |
|----------------------|-----------------|-----------------|-----------------|-----------------|
| Entity domain label  | Provider        | Pro 1           | Pro 2           | Pro 3           | Pro 4           |
| Category             | Aviation        | Flight          | Meteorologica   | Other           |
| Area                 | Area A          | Area B          | Area C          | Area D          |
| Behavior domain label| Popularity      | Level 1         | Level 2         | Level 3         | Level 4         |
| Credibility          | Level           | Level           | Level           | Level           |
|                      | A               | B               | C               | D               |

3.2. TLC Structure in Naming Scheme

In the proposed naming scheme, each OID consists of a set of variable-size information elements (IE) [26], and each IE is coded as a type-length-content (TLC). The size of the type and length fields is fixed, for example, 1 octet, and the size of the content field is variable. The type field indicates the type of element, and the length field defines the size of the content field included in the TLC. TLC may contain multiple sub-TLCs in its content field [27].

As an example, a content owner or naming authority may assign an aviation flight plan with an OID, such as “institutionTLC-sortTLC-subsortTLC-titleTLC-formTLC-segdivisionTLC”. The character “.” is used to separate elements for presentation purposes and does not belong to OID [28]. This content OID naming includes the content owner’s organization ID, category ID, sub-category ID, title ID, where the ID is just the specified number. Another content owner can use different conventions to name their content objects.

TLC naming meets uniqueness and durability requirements. As long as the content owner has a globally unique organization ID, the local content OID can be guaranteed to be globally unique. Because OIDs have the feature of not referencing locations, OIDs can be stored anywhere, which ensures the persistence of naming. Even if the object changes its management domain, the same OID can be used.

3.3. TLC Structure Polymerization

The information of location needs to be aggregated. However, traditional prefix-based route aggregation is ineffective. Because content objects can be copied in multiple locations [29], and a node
may not have location information for all content objects whose OID starts with a given prefix. The content starts with a given prefix, which leads to a suffix vulnerability. The TLC structure can adopt a better aggregation mechanism because the OID can be easily extended to carry summary information. In this paper, we apply Bloom filter [30] to the aggregated TLC elements to generate digest values and apply routers to its content objects to inform the prefix and digest values. Bloom filter is a computationally effective hash-based scheme that allows a certain probability of error [31,32].

Suppose that the router in SWIM has the location information of certain content objects. The OIDs of these content objects start with the same institutionTLC, sortTLC, and subsortTLC, and use aggregated OID (sOID) to represent them. The sOID consists of an abstract of the organization TLC, sortTLC, and sub-category TLC (prefix) of these content objects, as well as its headTLC, formTLC, and segdivisionTLC (suffix). The format is organization TLC-category TLC-subcategory TLC-digest TLC1-digest TLC2-digest TLC3, in which the values in digestTLC1, digestTLC2 and digestTLC3 are generated by Bloom filters from content headTLC, formTLC and segdivisionTLC [33].

To generate the value field of digest TLC1, the Bloom filter is used in the title TLC of content objects, and the routing interfaces of these content objects will be aggregated [34,35]. The router treats the headTLC element as a binary number in the process and does not need to know its meaning. To use a Bloom filter to generate a summary, you need to assign a bit array of bits, where all bits are initially set to 0, and you also need \( k \) independent hash functions, \( h_1, h_2, ..., h_k \), to add elements to the summary, you need to provide it to \( k \) the hash function to get \( k \) array positions. Using any of the hashed elements in these functions gives a value between 1 and \( m \), and the hash value indicates the position in the array. All corresponding bits are set to 1. The same process can be used to generate summary values for format and segmented TLC [36]. The generation of aggregate OID is shown in Figure 2 [33,36].

![Figure 2. Generation of aggregate object identifiers (OID).](image)

The format of the digest TLC is shown in Figure 3 [33,36]. Its type is “well-known” by all routers in SWIM. The content field of the digest TLC includes a fixed-size subfield that indicates the number of aggregate elements added to the digest, and the rest of the content field is used to store the digest value itself.

![Figure 3. The format of digest type-length-content (TLC).](image)
Generally, the OID of a content object is composed of TLCs, TLC1-TLC2-TLC3 ... TLC. For content objects whose OID has the public first TLC \((j+1)\), the router can use aggregate OIDs to represent them so that only a single routing state of these content objects is needed [22]. sOID is composed of the prefix (previous \(\tilde{j}\) public TLC) and \((J-j)\) digest TLC, TLC1-... TLC \(\tilde{j}\)-DigestTLC \((j+1)\) Digest TLC \(\tilde{j}\). The value in DigestTLC \(i\) \((i = j+1, \ldots, J)\) is obtained by taking the first TLC from each OID and applying the Bloom filter on it.

The router in SWIM can flexibly control the degree of aggregation based on the popularity of the content object or the distance to the location where the content object resides [37]. For example, aggregation is not performed on the route advertisement messages of content objects residing in the local domain, but the gateway router publishes the digest OID of its content objects to the external domain. For example, the size of the prefix can be adjusted, that is, the number of nonaggregated TLCs in the sOID to balance between maintaining the routing state and the network resources required for information loss. It can be known from the sOID in the received publication message [38] that requests for content objects with this prefix and summary can be provided by this domain.

For the match between the OID and sOID of the query, the corresponding \(\tilde{j}\) prefix of the uncollected TLC should be the same, and each digest TLC in the sOID should give a positive match to indicate that the corresponding element in the OID of the query may exist. Since sOID carries the summary value of the last \((J-j)\) TLC of the summary content OID, this helps to alleviate the problem of suffix vulnerabilities while achieving routing scalability.

3.4. Mixed Structure Naming Based on TLC

The TLC structure can be divided into multiple categories as needed, but when the number of TLC reaches a certain value, the named query rate will be affected [39]. In response to this problem, the TLC structure is further processed, and the “hierarchical-flat-attribute” mixed structure naming method is adopted to make up for the shortcomings of each naming method by taking advantage of each naming method [40]. Store each part separately with different information and arrange them in an orderly manner to form a broad naming format. For the convenience of the following text, the hybrid naming mechanism is divided into three parts: (1) hierarchical components; (2) flat components; (3) attribute components. Each formed component will carry different information, and the different combinations of the three parts have resulted in six alternative naming formats. The mixed naming structure is shown in Figure 4 [41,42].

![Figure 4. Mixed naming structure combination.](image-url)
These six naming methods contain almost all possible alternatives and can also maximize the compatibility of naming. Any naming method can be converted into a single naming method for processing.

Considering the scalability of the system, to reduce the size of the routing table, the naming method needs to have a certain degree of aggregation. Since the superiority of hierarchical naming in terms of aggregation is great, the hierarchical naming method is used in the first place. The naming style of “hierarchy-based” is shown in Figure 5 [41,42].

![Figure 5. “Hierarchical component-based” hybrid naming structure.](image)

Flat naming can realize the name self-authentication through the self-authentication hash value to uniquely represent the content name. The same hierarchical component can uniquely determine the content through the planarization component. After layering the components, a limited-length component is needed to determine the resource name in the smallest range. Therefore, the planarized component is placed behind the layered component. The flattening component is implemented through an encrypted hash algorithm, which can fix the name characters of infinite length to a limited string. Therefore, together with the hierarchical components, the content of the resource is uniquely identified, and the two processing forms are combined to maximize the advantages and value of our naming scheme.

When performing the longest prefix matching, it is impossible to match a unique structure from the given content, cause of different resources, the name prefix may contain different attribute information, such as sending time, publishing location, content format size, etc. This requires the participation of attributed components, matching content names with the same prefix to determine the desired information. In this process, the role of the attributed component is to further clarify the specific attribute mark of the content name, and further provide users with customized needs.

Figure 6 gives an example of the naming of “hierarchical-flat-attribute” based on the TLC structure [41,42]. For example: “Organization TLC-Sort TLC-Subsort TLC|fsfdhkg46u6gfjhgjfhk/Weather avi 2048p” is a hybrid naming of “hierarchical-flat-attribute-based” based on the TLC structure. Among them, “|” is used to separate the components, “Organization TLC-sort TLC-subsort TLC” is the hierarchical component, “fsfdhkg46u6gfjhgjfhk” is the flat component, “Weather avi 2048p” is the attribute component.

![Figure 6. Example of the naming of “hierarchical-flat-attribute” based on TLC structure.](image)

### 3.5. Algorithm Implementation of Hybrid Naming Scheme

In the process of SWIM providing or obtaining services, the realization process of the content name generated by SWIM service resource information is shown in Algorithm 1. The SWIM service resource first obtains the type, length, quantity, service quality, and other information of the service theme provided in the SWIM network according to the label attribute theme, and generates a summary value through the Bloom filter on the TLC element with the same name prefix. Determine the specific content suffix of the given information. Next, according to the TLC structure of the given format, the hierarchical components are divided according to the standard top-level string set. The flattened and attributed components are divided through the calculation of the hash algorithm and the identification of special attributes.
**Algorithm 1.** Flow of hybrid naming scheme.

**Input:** Service resource call information

**Output:** content name

1: Procedure SHash(Prefix)
2: \( W_s \leftarrow \text{strlen}(\text{prefix}) \)
3: Hash[0...k] \leftarrow 0;
4: Word\( \leftarrow 0; \)
5: Hash \( \leftarrow \text{DJB}(\text{Prefix}) \)
6: For \( i \leftarrow 1 \) to \( k \) do
7: Location \( \leftarrow \text{hash}(i - 1) \mod w_s; \)
8: Hash\( [i] \leftarrow (\text{Prefix}[\text{location}] + \text{hash}[i-1]) \mod w); \)
9: Word \( \leftarrow \text{word}(1 < \text{hash}[i]); \)
10: Prefix\( (x^T, x^B) \leftarrow x; \)
11: If \( x < \text{div} \) \&! \text{match}(x^T) \text{then}; \)
12: Update\( (x^T); \)
13: \textbf{Or else, if } \( x > \text{div} \) \&! \text{match}(x^T) \text{then}; \)
14: \textit{Positioning in “BF”}: \( j \leftarrow h_i(x^B); \)
15: \textit{Increase j calculator value}: \( C_j \leftarrow C_j + 1; \)
16: \textbf{Or else} \( x > \text{div} \)
17: \textit{Positioning in “BF”}: \( j \leftarrow h_i(x^B); \)
18: \textit{Increase j calculator value}: \( C_j \leftarrow C_j + 1; \)
19: \textbf{End}

3.6. **Routing Based on Swim Content Name**

Each piece of data in SWIM has a name to ensure the liquidity of the content by not revealing its address. Finally, addresses no longer need to be allocated and managed in the local network, which is especially helpful for sensor networks. The SWIM service node consists of three parts: a forwarding information table (FIB). FIB is used to determine the interface of a data packet, where a data packet comes from, and where it is going. Waiting for the interest table (PIT), PIT stores all requests that do not meet the FIB table to future content sources. Content storage table (CS), CS is a buffer memory, each node stores the searched name to respond to the request. The data forwarding process based on name forwarding in SWIM is shown in Figure 7.
When a node intends to retrieve content, it sends an interest packet indicating the name of the required content. During each hop of forwarding, the result of the forwarding decision-making lookup operation depends on the FIB, PIT, and CS tables of the requested name. If the searched content does not match successfully in CS, PIT will update the tracking interest to the next interface. Then, by looking up the FIB table to find the most suitable forwarding port, the interest packet will be forwarded to the next hop. The data packet will be returned to the requesting node to activate the line in reverse.

The content storage table of the routing node is mainly used to cache data packets passing through the node so that subsequent interest packets can respond quickly when requesting the same data packet. When the cache space of the content storage table of the node is full, a corresponding replacement strategy is needed to support the new data packet cache and discard the old data packets. The cache of this new routing node is different from the node cache in the traditional IP network. The data packet cached in the traditional IP routing node is only for a specific connection. The data packet cache is mainly to facilitate retransmission after packet loss. It is not used to be requested by other nodes. The data packets cached in the router can be reused to better realize the sharing and distribution of data; while the data packets cached in the IP router cannot be reused, which leads to a large number of redundant transmissions in the IP network.

FIB stores a collection of prefixes with different names mapped to different interfaces. It is mainly used to forward interest packets to potential data packet nodes. FIB is similar in structure to PIT, mainly composed of name prefix and interface list. In the structure of FIB, since one prefix can map multiple interfaces, it can easily realize the multipath forwarding of interest packets. In the creation or update of FIB, it is very similar to the traditional routing table, which can be configured manually or automatically generated through related protocols.

4. Experiment and Result Analysis

In this chapter, the information interaction topology between SWIM access nodes, including experimental scenarios and content data sources, is simulated based on the routing interaction mechanism between the service content of multiple SWIM participants such as airports, airlines, and air traffic control bureaus. Data volume, etc. test and verify the experimental content indicators, mainly including TLC aggregation based route resolution error tolerance, naming scheme query time on different layers, and query time for different data volumes on specified layers, and finally the detection rate and false alarm rate are verified under different schemes.
4.1. Experimental Environment

In the experiment, the information interaction between the three SWIM access node departments was simulated, and the service information involved all originated from the real civil aviation network. According to SWIM’s architectural characteristics and business processes, and the experimental environment was built to test this scheme. Using the open-source enterprise service bus as the service infrastructure, the service registration node is designed to enable the service provider to publish service information, query the service called by the service requester and return the description of the service to help the service requester and the service provider Bind to complete the service call in SWIM. The network topology is shown in Figure 8.

![Network Topology Diagram](image)

**Figure 8.** Experimental test environment.

The simulation platform is composed of PC, server, router, and switch. Among them, a PC as a service acquiner obtains SWIM services, and a PC as a service provider provides SWIM core services, including service registration, query, and management functions.

The basic configuration of each server in this experiment is shown in Table 2.

| Computer Setup          | Remarks            |
|-------------------------|--------------------|
| processor               | Intel(R) Core (TM) i5-3470 |
| main frequency          | 3 GHz              |
| RAM                     | 4 GB               |
| operating system        | Linux              |
| database systems        | MySQL 5.6          |
| software                | MyEclipse 10       |
| application server      | Tomcat 6.0         |
| browser                 | IE 9.0             |

The SWIM access node is mounted on the ActiveMQ server, MySQL is used as the database to store SWIM service data, and the flight information service and aviation information service are provided externally with the SWIM flight information exchange model and the SWIM aviation information exchange model as standards.

In the experiment, take aviation, flight, and weather data separately, take values of different lengths and numbers, and then process them in layers. The name prefix table is used as the data set, and the size is 3 m and 10 m respectively. The 3 m prefix table contains 4,532,167 name prefix entries,
the data set size is 56 MB, and the 10 m prefix table is 896,262 entries. The name hierarchy and length of the two prefix tables are shown in Tables 3 and 4, respectively.

| Layer | Name Length | Percentage | Number of Names |
|-------|-------------|------------|-----------------|
| 1     | 4.11        | 0.01       | 224             |
| 2     | 14.82       | 27.30      | 2,129,835       |
| 3     | 20.63       | 15.38      | 391,377         |
| 4     | 25.76       | 0.85       | 21,664          |
| 5–9   | 31.86       | 0.06       | 1694            |

### Table 4. Ten-meter prefix table.

| Layer | Name Length | Percentage | Number of Names |
|-------|-------------|------------|-----------------|
| 1     | 6.15        | 0.01       | 1248            |
| 2     | 16.34       | 75.34      | 7,150,441       |
| 3     | 20.56       | 22.06      | 2,106,879       |
| 4     | 27.65       | 2.56       | 264,978         |
| 5–9   | 35.67       | 0.05       | 1578            |

Table 5 shows all the data sets collected and used in the experiment, including a total of 10 data sets from test 1 to test 10. The data source is randomly selected from the blacklist data set. Test 1 is a data set with a data set size of 1 MB, and the subsequent data sets are sequentially increased by 1 MB data.

| Data Set | Test 1 | Test 2 | Test 3 | Test 4 | Test 5 |
|----------|--------|--------|--------|--------|--------|
| Data size | 1 m    | 2 m    | 3 m    | 4 m    | 5 m    |
| Data set | Test 6 | Test 7 | Test 8 | Test 9 | Test 10|
| Data size | 6 m    | 7 m    | 8 m    | 9 m    | 10 m   |

### 4.2. Analysis of Fault Tolerance of Route Resolution Based on TLC Aggregation

Suppose a SWIM node has a collection of content objects, their OID contains the same first \( j \) TLC, and an OID contains \( J \) TLC, TLC1, TLC2, TLC3 and so on. TLC\( j \) In the SWIM node, the \( \{J-j\} \) suffixes in each \( \Omega \) OID are aggregated based on Bloom filter to generate an sOID, TLC1, TLC2, ... TLC\( j \), ... DigestTLC \( (j+1) \ ... \), Digest TLC\( i \), \( i=j+1 \ ... J \), When another node requests content to resolve the route, a false match may occur. Due to suffix aggregation, even if the first \( J \) TLCs in the published sOID match the requested content sOID, or each digest TLC in the sOID can show that the corresponding TLC in the subscription OID exists, but the publishing node may not the requested content. When the false positive rate during TLC aggregation occurs, this route resolution error occurs at least once.

Use \( \Omega_j \) \( (i=j+1 \ ... J ) \) to represent the collection of the first TLC in the content OID held by the publishing node:

\[
\Omega_i = \{TLC_i of OIDs OID \in \Omega \}
\]

(1)

It should be noted that some OIDs may have the same TLC. To have a false positive rate, \( k \geq 1 \) filters are required, and the routing error resolution probability as follows.

\[
\prod_{i=1}^{k} \left( 1 - \frac{n_i \delta}{u_i \delta} \right) \left( p_j \right) = \left( 1 - \frac{n_i \delta}{u_i \delta} \right)
\]

(2)
Among them, \( n = |\Omega| \) represents the number of different TLCs in the set, and \( u_i \) represents the number of possible values obtained by the TLC \( i \).

The exact matching probability of the remaining \((J - k)\) Bloom filters is \( \prod_{k = 1}^{j}|n| \prod_{k = 1}^{j} \frac{n_i}{u_i} \), Therefore, the false positive rate of the Bloom filter is:

\[
p_{\text{false}}^{\text{Bloom}} = \sum_{1 \leq k \leq j} \sum_{1 \leq i \leq s} \prod_{k=1}^{j} \mathbb{P}(1 - \frac{n_i}{u_i})^{k} \prod_{k=1}^{j} \frac{n_i}{u_i}
\]

\[
= \prod_{i=1}^{j} (1 - \frac{n_i}{u_i})^{p_i} \prod_{i=j+1}^{j} \frac{n_i}{u_i} \tag{3}
\]

where \( P_f \) is the single false positive rate associated with the Bloom filter.

In contrast, the prefix aggregation discards the last \((J - j)\) TLC in OID. When the best match occurs when the prefix TLC matches, as long as one of the suffix \((J - j)\) TLC does not match, the error rate will occur. The occurrence rate is:

\[
p_{\text{false}}^{\text{Prefix}} = 1 - \prod_{i=j+1}^{j} \frac{n_i}{u_i} \tag{4}
\]

In the array experiment, for convenience of description, set \( \frac{n_i}{u_i} \) to \( r \). Among them, \( i = j+1 \ldots J \).

The OID contains \( J = 6 \) TLCs, \((J - j)\) contains the maximum of three suffix aggregations; \( u_i \) is set to a normal value of 500, and the size of the Bloom filter with \( i = 4, 5, 6 \) in TLC \( i \) is set to 128 bits.

To conduct comparative experiments, the probability of parsing errors in the case of traditional prefix aggregation was tested. The analytical error probability function changes with the number of TLCs in OID and rOID as shown in Figure 9.

As shown in Figure 9, the Bloom filter-based aggregation scheme has greatly improved performance compared to traditional prefixes. When \( r \) tends to 0, the performance of the Bloom filter is more obvious, mainly because the digest of the sOID in the Bloom filter provides more reliable information to detect whether there is a content cached in the publishing node. Although the Bloom filter exceeds the bandwidth occupancy, computing performance, and storage space, this effect is negligible. The resolution error probability tends to 0 when \( r \) tends to 1, because of this case, the publishing node owns almost every content object. When \( r \) takes an intermediate value, the error resolution rate reaches the maximum. When \( r \) is small, the error rate decreases as the number of TLCs in the collection increases, because Bloom filters rarely exhibit false positives. However, when \( r \) starts to increase, the trend is just the opposite. When \( r \) is large, the reliability of the Bloom filter decreases. The Bloom filter aggregation scheme is almost the same as the prefix aggregation scheme. However, when the number of TLCs in the prefix starts to decrease, the performance of the prefix aggregation scheme is even worse.
4.3. Analysis of Search Efficiency and Scalability Based on Hybrid Naming

The naming scheme based on the TLC hybrid structure proposed in this paper improves the search efficiency mainly in the following two aspects:

i. Compared with a single TLC naming method, the naming mechanism based on “layer-plane” can effectively control the length of resource naming.

ii. After route aggregation, you can use Bloom Filter to quickly find the content of plane components.

To check the search efficiency of this naming method, different TLC layers were used to analyze the impact, and the query time of TLC structures with different layers was obtained, as shown in Figure 10.
It can be concluded from Figure 10 that the more layers of names, the longer the average query time, and the mixed naming scheme can control the number of names in a certain range. Therefore, compared with a single hierarchical structure, this solution can effectively reduce the query time of the name.

The comparison of query time can indirectly reflect the scalability of naming. The time comparison for a large-scale name search is shown in Figure 11.

![Figure 11. Comparison of query time for large-scale content names.](image)

It can be seen from Figure 11 that when the number of query levels of the name is greater than 5, and the number of queries is greater than 160,000, the time used increases sharply, and the search work cannot be carried out normally, which explains that the scalability is low. However, when the number of layers is limited, the search time increases slightly, but it is generally controllable. Through the analysis of this experiment, it can be concluded that the naming and searching method of the mixed method can control the overall length of the resource name and improve the scalability.

4.4. Comparative Analysis

4.4.1. Query Time Analysis of Different Naming Schemes

To obtain the comparison results of the average query time based on TLC structure and hierarchical naming and flat naming under different naming levels. First, each information element in the collected data set is divided into the form of TLC, and different layers are divided into one layer, two layers, three layers, and up to six layers. Under the division of different naming layers, the average query time comparison results based on TLC structure and hierarchical naming and flat naming are shown in Figure 12.

As can be seen from Figure 12, when the number of layers is low (generally less than three layers), the query time of the three naming methods is almost the same. But when the number of layers is greater than two layers, the three naming methods begin to change. The query time of the naming method based on the TLC structure is significantly shorter than that of the flat naming method and hierarchical naming method. Through the above comparative experiments, it is proved that the naming method based on the TLC structure has a great advantage in query time compared with hierarchical naming and flat naming.
4.4.2. Scalability Analysis of Different Naming Schemes

Table 6 is a comparison chart of different naming methods in the case of six layers and different data amounts. The number unit is one million, and the query time is milliseconds. When the number of queries is greater than 160,000, the time for hierarchical naming and flat naming rises sharply, so the search work cannot be carried out normally, indicating that the scalability is low. Although the hybrid naming search time based on the TLC structure has increased slightly, it is generally controllable. Through the analysis of this experiment, it can be concluded that the naming and searching method of the mixed method can control the overall length of the resource name and improve the scalability.

| Scheme                          | 2  | 4  | 6  | 8  | 10 | 12 | 14 | 16 | 18 | 20 |
|--------------------------------|----|----|----|----|----|----|----|----|----|----|
| naming based on TLC structure  | 0.06 | 0.06 | 0.061 | 0.06 | 0.061 | 0.061 | 0.062 | 0.062 | 0.061 | 0.061 |
| hierarchical naming            | 0.058 | 0.052 | 0.055 | 0.060 | 0.060 | 0.059 | 0.06 | 0.2 | 0.6 | 1   |
| flat naming                    | 0.063 | 0.061 | 0.064 | 0.061 | 0.060 | 0.061 | 0.061 | 0.22 | 0.65 | 0.99 |

4.4.3. Analysis of Detection Rate and False Alarm Rate of Different Schemes under Attack

This paper simulates two types of attacks based on the principle of the attack on named data Distributed Denial of Service (DDoS), namely attack 1 flood attack and random high-load attack named 2. It can be seen from Table 7 that the DDoS attack detection model based on TLC structure naming compares with the hierarchical naming and flat naming attacks in terms of detection rate and false positive is better. The detection rate for attack 1 is better, and the false alarm rate is higher, which is 99.96 and 0.003, respectively. The detection rate and false alarm rate of attack 2 are slightly worse,
which are 96 and 0.85, respectively. However, in general, TLC-based naming is superior to hierarchical naming and flat naming, indicating that the former naming method is more secure and can effectively prevent DDoS attacks.

Table 7. Comparison of detection rate (DR) and false positive rate (FPR) results of different methods in attack 1 and attack 2.

| Scheme                        | Detection Rate (DR) and False Positive Rate (FPR) of Different Methods |
|-------------------------------|------------------------------------------------------------------------|
|                               | Attack 1    | Attack 2    | Comprehensive Situation |
|                               | DR          | FPR         | DR          | FPR         | DR          | FPR         |
| Naming based on TLC structure| 99.9        | 0.003       | 96          | 0.85        | 97.5        | 0.42        |
| Hierarchical naming           | 99          | 5.76        | 91.8        | 9.91        | 95.9        | 7.84        |
| Flat naming                   | 98          | 3.46        | 90.5        | 6           | 94.5        | 6.25        |

5. Conclusions

SWIM is an infrastructure for information sharing and transmission of networked next-generation air traffic management promoted by ICAO. Its main function is to quickly and seamlessly communicate a wide variety of air traffic control business data. Therefore, the naming of SWIM data involves whether a large number of data can be accessed and used correctly, which is related to the normal operation of air traffic control services and ensuring flight safety. Based on the analysis of the various advantages and disadvantages of SWIM naming schemes, given their existing problems, this paper adopts the TLC structure and proposes a hybrid SWIM data naming scheme based on the TLC structure. It uses Bloom aggregation technology to provide routing select. Compared with the traditional prefix-based route aggregation, our proposed naming scheme can greatly reduce the resolution rate of routing errors, and at the same time improve the performance of the content name search rate, and meet the uniqueness, durability and reliability requirements.
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