The exponentiated half-logistic odd lindley-G family of distributions with applications
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Abstract

A new generalized family of models called the Exponentiated Half Logistic Odd Lindley-G (EHLOL-G) distribution is developed and presented. Some explicit expressions for the structural properties including moments, conditional moments, mean and median deviations, distribution of the order statistics, probability weighted moments and Rényi entropy are derived. We applied the maximum likelihood estimation technique to estimate the parameters of the model and a simulation study is conducted to examine the efficiency of the maximum likelihood estimators. The special case of the EHLOL-Weibull (EHLOL-W) distribution is fitted to two real data sets.
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1. Introduction

The density function of the Half Logistic (HL) distribution does not possess many desirable properties for data modeling ([2]). The fact that most real data exhibits non-monotonic hazard rate function shapes act as a limitation to the applicability of the HL distribution in data modeling. Recently, some researchers have generalized the HL distribution and this include work by [2, 6, 7, 9].

In this note, we propose a new flexible family of distributions called the Exponentiated Half Logistic Odd Lindley-G (EHLOL-G) distribution using the exponentiated HL distribution as the generator and study its mathematical properties. By so doing, we will improve the flexibility of the exponentiated HL distribution and the baseline distribution.

The results in this note are organized in the following manner. Section 2 contain the EHLOL-G family of distributions and its sub-models, hazard rate function, quantile function, series expansion of the density function and some special cases of the EHLOL-G family of distributions. In Section 3, moments, generating function and incomplete moments are given. Section 4 contains results on the distribution of
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order statistics, probability weighted moments and Rényi entropy. Presented in Section 5 is the estimation of the parameters of the EHLOL-G family of distributions via the method of maximum likelihood, followed by a Monte Carlo simulation study to examine the bias and mean square error of the maximum likelihood estimators in Section 6. Some applications to real data sets are given in Section 7, followed by some concluding remarks in Section 8.

2. The exponentiated half-logistic odd Lindley-G distribution

In this section, we derive some of the statistical properties of the Exponentiated Half-Logistic Odd Lindley-G (EHLOL-G) family of distributions including special cases, expansion of the density, hazard rate function and quantile function.

2.1. The model

The Odd-Lindley-G family of distributions was developed by [10] and its cumulative distribution function (cdf) is given by

\[ F_{OL-G}(x; \lambda, \zeta) = 1 - \frac{\lambda + \overline{G}(x; \zeta)}{1 + \lambda \overline{G}(x; \zeta)} \exp \left[ -\lambda \frac{G(x; \zeta)}{\overline{G}(x; \zeta)} \right], \]

where \( G(x; \zeta) \) is the baseline cdf. [6] developed the type I half-logistic (TIHL) family of distributions with the cdf

\[ F(x; \lambda, \zeta) = \frac{1 - (1 - G(x; \zeta))^\lambda}{1 + (1 - G(x; \zeta))^\lambda}, \]

where \( \lambda > 0 \) is the shape parameter. If \( \lambda = 1 \), we have

\[ F(x; \zeta) = \frac{G(x; \zeta)}{1 + \overline{G}(x; \zeta)}, \quad \text{where} \quad \overline{G}(x; \zeta) = 1 - G(x; \zeta). \]

The cdf and pdf of the new exponentiated half-logistic Odd Lindley-G (EHLOL-G) family of distributions are, respectively given by

\[ F_{EHLOL-G}(x; \lambda, \alpha, \zeta) = \left\{ 1 - \frac{\lambda + \overline{G}(x; \zeta)}{(1 + \lambda) \overline{G}(x; \zeta)} \exp \left[ -\lambda \frac{G(x; \zeta)}{\overline{G}(x; \zeta)} \right] \right\} \alpha \]

and

\[ f_{EHLOL-G}(x; \lambda, \alpha, \zeta) = 2\alpha \lambda^2 g(x; \zeta) \left\{ 1 - \frac{\lambda + \overline{G}(x; \zeta)}{(1 + \lambda) \overline{G}(x; \zeta)} \exp \left[ -\lambda \frac{G(x; \zeta)}{\overline{G}(x; \zeta)} \right] \right\}^{\alpha-1} \]

where \( g(x; \zeta) = \frac{dG(x; \zeta)}{dx} \), \( \lambda > 0 \), \( \alpha > 0 \) and \( \zeta \) is the vector of parameters for the baseline cdf \( G \). If a random variable \( X \) has the EHLOL-G family of distributions, we write \( X \sim EHLOL - G(\lambda, \alpha, \zeta) \).

2.2. Hazard rate and quantile functions

The hazard rate and quantile functions of the EHLOL-G family of distributions are presented in this
The hazard rate function (hrf) is given by
\[ h(x) = 2\alpha \lambda \gamma g(x; \zeta) \left\{ \frac{-\lambda G(x; \zeta)}{G(x; \zeta)} \right\} \left\{ 1 - \frac{\lambda + \zeta G(x; \zeta)}{(1 + \lambda)G(x; \zeta)} \exp \left\{ -\frac{-\lambda G(x; \zeta)}{G(x; \zeta)} \right\} \right\}^{\alpha - 1} \left( \frac{1 - \left\{ \frac{\lambda + \zeta G(x; \zeta)}{(1 + \lambda)G(x; \zeta)} \exp \left\{ -\frac{-\lambda G(x; \zeta)}{G(x; \zeta)} \right\} \right\}}{1 + \left\{ \frac{\lambda + \zeta G(x; \zeta)}{(1 + \lambda)G(x; \zeta)} \exp \left\{ -\frac{-\lambda G(x; \zeta)}{G(x; \zeta)} \right\} \right\}^{\alpha - 1}} \right\}^{-1} \times \left[ 1 - \left\{ \frac{\lambda + \zeta G(x; \zeta)}{(1 + \lambda)G(x; \zeta)} \exp \left\{ -\frac{-\lambda G(x; \zeta)}{G(x; \zeta)} \right\} \right\} \right]^{-1}. \]

The quantile function \( Q(u) \) is obtained by solving the non-linear equation
\[ F_{\text{EHLOL}} = \left\{ \frac{1 - \frac{\lambda + 1 - G(Q(u))}{(1 + \lambda)(1 - G(Q(u)))} \exp \left\{ -\frac{-\lambda G(Q(u))}{1 - G(Q(u))} \right\}^{\alpha} = u, \right\} \left( \frac{1 - \left\{ \frac{\lambda + 1 - G(Q(u))}{(1 + \lambda)(1 - G(Q(u)))} \exp \left\{ -\frac{-\lambda G(Q(u))}{1 - G(Q(u))} \right\} \right\}}{1 + \left\{ \frac{\lambda + 1 - G(Q(u))}{(1 + \lambda)(1 - G(Q(u)))} \exp \left\{ -\frac{-\lambda G(Q(u))}{1 - G(Q(u))} \right\} \right\}^{\alpha - 1}} \right\}^{-1}. \]

Thus, we have
\[ \frac{\lambda + 1 - G(Q(u))}{1 - G(Q(u))} \exp \left\{ -\frac{-\lambda G(Q(u))}{1 - G(Q(u))} \right\} = \frac{u^{\alpha} - 1}{u^{\alpha} + 1}. \]

By multiplying both sides of the above equation by \( \exp[-(1 + \lambda)] \) and \( (1 + \lambda) \), we obtain
\[ \frac{\lambda + 1 - G(Q(u))}{1 - G(Q(u))} \exp \left\{ -\frac{-\lambda G(Q(u))}{1 - G(Q(u))} \right\} = \frac{(u^{\alpha} - 1)(1 + \lambda)}{u^{\alpha} + 1} \exp[-(1 + \lambda)]. \]

It can be seen that \( \frac{\lambda + 1 - G(Q(u))}{1 - G(Q(u))} \exp \left\{ -\frac{-\lambda G(Q(u))}{1 - G(Q(u))} \right\} = \frac{(u^{\alpha} - 1)(1 + \lambda)}{u^{\alpha} + 1} \exp[-(1 + \lambda)] \) is a Lambert \( W \) function of the real argument \( \frac{(u^{\alpha} - 1)(1 + \lambda)}{u^{\alpha} + 1} \exp[-(1 + \lambda)] \). The Lambert \( W \) function is defined by
\[ W(x)e^{W(x)} = x, \]
which has 2 real branches with a branching point located at \( -e^{-1}, 1 \). The lower branch, \( W_{-1}(x) \), is defined in the interval \( [-e^{-1}, 1] \) and has a negative singularity for \( x \to 0^- \). The upper branch, \( W_0(x) \), is defined for \( x \in [-e^{-1}, \infty] \). Thus, we have
\[ W \left[ \frac{(u^{\alpha} - 1)(1 + \lambda)}{u^{\alpha} + 1} \exp[-(1 + \lambda)] \right] = -\left[ 1 + \frac{\lambda}{1 - G(Q(u))} \right]. \]

For any \( \lambda > 0 \) and \( u \in (0, 1) \), we have \( \left[ 1 + \frac{\lambda}{1 - G(Q(u))} \right] > 1 \) and \( \frac{(u^{\alpha} - 1)(1 + \lambda)}{u^{\alpha} + 1} \exp[-(1 + \lambda)] < 0 \), we can write equation (2.3) as
\[ W_{-1} \left[ \frac{(u^{\alpha} - 1)(1 + \lambda)}{u^{\alpha} + 1} \exp[-(1 + \lambda)] \right] = -\left[ 1 + \frac{\lambda}{1 - G(Q(u))} \right]. \]

Thus, the quantile function is given by
\[ Q(u) = G^{-1} \left\{ 1 + \lambda + W_{-1} \left[ \frac{(u^{\alpha} - 1)(1 + \lambda)}{u^{\alpha} + 1} \exp[-(1 + \lambda)] \right] \right\}^{-1}. \]
2.3. Expansion of density

Let

\[ Y = \left\{ 1 - \frac{\lambda + G(x; \zeta)}{1 + \lambda \overline{G}(x; \zeta)} \exp \left[ -\lambda G(x; \zeta) \right] \right\}^{\alpha - 1} \]

and

\[ Z = \left\{ 1 + \frac{\lambda + G(x; \zeta)}{1 + \lambda \overline{G}(x; \zeta)} \exp \left[ -\lambda G(x; \zeta) \right] \right\}^{-\alpha - 1}. \]

By making use of the generalized binomial series expansion we obtained

\[ Y = \sum_{j=0}^{\infty} (-1)^j \binom{\alpha - 1}{j} \left[ \frac{\lambda + G(x; \zeta)}{1 + \lambda \overline{G}(x; \zeta)} \right]^j \exp \left[ -\lambda G(x; \zeta) \right], \tag{2.4} \]

and

\[ Z = \sum_{i=0}^{\infty} (-\alpha - 1) \binom{-\alpha - 1}{i} \left[ \frac{\lambda + G(x; \zeta)}{1 + \lambda \overline{G}(x; \zeta)} \right]^i \exp \left[ -\lambda G(x; \zeta) \right]. \tag{2.5} \]

Putting together equations (2.4) and (2.5) in equation (2.2) we obtained

\[ f(x) = \frac{2\alpha \lambda^2 g(x; \zeta)}{(1 + \lambda \overline{G}(x; \zeta))^3} \sum_{j=0}^{\infty} \sum_{i=0}^{\infty} (-1)^j \binom{\alpha - 1}{j} \left( -\alpha - 1 \right) \binom{-\alpha - 1}{i} \left( \frac{\lambda + G(x; \zeta)}{1 + \lambda \overline{G}(x; \zeta)} \right)^{i+j+1} \exp \left[ -\lambda (j+i+1) G(x; \zeta) \right]. \]

By applying the binomial expansion

\[ (\lambda + G(x; \zeta))^{i+j} = \sum_{q=0}^{i+j} \binom{j+i}{q} \lambda^j \overline{G}(x; \zeta)^i \overline{G}(x; \zeta)^{-q}, \]

and the exponential series expansion, one can write the EHLOG-G pdf as

\[ f(x) = 2\alpha g(x; \zeta) \sum_{j=i,k=0}^{\infty} \sum_{q=0}^{\infty} (-1)^{j+k} \lambda^{j+i+k+2} (j+i+1)^k \binom{\alpha - 1}{j} \binom{-\alpha - 1}{i} \binom{j+i}{q} (1+\lambda)^{j+i+1} \exp \left[ -\lambda (j+i+1) G(x; \zeta) \right]. \tag{2.6} \]

We apply the following generalized binomial series expansion

\[ (1-z)^{-p} = \sum_{l=0}^{\infty} (-1)^l \binom{-p}{l} z^l \text{ for } |z|<1 \text{ and } p>0, \tag{2.7} \]

to express equation (2.6) as

\[ f(x) = 2\alpha g(x; \zeta) \sum_{j,i,k=0}^{\infty} \sum_{q=0}^{\infty} (-1)^{j+k+1} \lambda^{j+i+k+2} (j+i+1)^k \binom{\alpha - 1}{j} \binom{-\alpha - 1}{i} \binom{j+i}{q} (1+\lambda)^{j+i+1} \exp \left[ -\lambda (j+i+1) G(x; \zeta) \right] G(x; \zeta)^{k+l}. \]
Consequently, we can write

\[ f(x) = \sum_{k,l=0}^{\infty} a_{k,l} h_{k+l+1}(x), \quad (2.8) \]

where

\[ a_{k,l} = 2\alpha \sum_{j,l=0}^{\infty} \sum_{q=0}^{j+i} \frac{(-1)^{j+i+k+1}(j+i+1)^{k}(\alpha-1)}{k!(1+\lambda)^{j+i+k+1}(k+1+1)} \frac{(-\alpha-1)}{j} \frac{(j+i)}{q} \frac{(-(k+q+3))}{l}, \quad (2.9) \]

and \( h_{k+l+1}(x) = (k+1+1)g(x; \xi)G(x; \xi)^{k+1} \) is the Exp-G density with power parameter \((k+1+1)\). Other several mathematical properties of the EHLOL-G family can be obtained from the properties of the Exp-G family.

2.4. Some sub-families of EHLOL-G family of distributions

Here we consider some sub-families of the EHLOL-G family of distributions.

- If \( \alpha = 1 \), we obtain a new Half Logistic Odd Lindley-G family of distributions with pdf

\[ f_{\text{HLOL-G}}(x) = \frac{2\lambda^2 g(x; \xi) \exp \left(-\frac{\lambda G(x; \xi)}{G(x; \xi)}\right)}{(1+\lambda)G^3(x; \xi) \left\{1 + \frac{\lambda + G(x; \xi)}{(1+\lambda)G(x; \xi)} \exp \left(-\frac{\lambda G(x; \xi)}{G(x; \xi)}\right)\right\}^{2}}. \]

- If \( \lambda = 1 \), we obtain a new family of distributions with the pdf

\[ f_{\text{OEHL-G}}(x) = \frac{\alpha g(x; \xi) \exp \left(-\frac{G(x; \xi)}{G(x; \xi)}\right) \left\{1 - \frac{G(x; \xi)}{2G(x; \xi)} \exp \left(-\frac{G(x; \xi)}{G(x; \xi)}\right)\right\}^{\alpha-1}}{G^3(x; \xi) \left\{1 + \frac{G(x; \xi)}{2G(x; \xi)} \exp \left(-\frac{G(x; \xi)}{G(x; \xi)}\right)\right\}^{\alpha+1}}. \]

- If \( \alpha = 1 \) and \( \lambda = 1 \), we obtain a new family of distributions with pdf

\[ f(x) = \frac{g(x; \xi) \exp \left(-\frac{G(x; \xi)}{G(x; \xi)}\right)}{G^3(x; \xi) \left\{1 + \frac{G(x; \xi)}{2G(x; \xi)} \exp \left(-\frac{G(x; \xi)}{G(x; \xi)}\right)\right\}^{2}}. \]

2.5. Some special cases

Some special cases of the EHLOL-G family of distributions are presented in this section, cases when the baseline distribution function \( G(x; \xi) \) are Weibull, Uniform, Kumaraswamy and Fréchet distributions, respectively. Plots of the pdf, and hrf are also presented.

2.5.1. EHLOL-Weibull distribution

Suppose the baseline distribution is the Weibull distribution with cdf and pdf given by \( G(x; a, b) = 1 - e^{-(x/b)^a} \) and \( g(x; a, b) = ab^{-a}x^{a-1}e^{-(x/b)^a} \), for \( a, b > 0 \) and \( x > 0 \), then, the EHLOL-Weibull (EHLOL-W) distribution has cdf and pdf given by

\[ F_{\text{EHLOL-W}}(x) = \begin{cases} 1 - \frac{\lambda + e^{-(x/b)^a}}{(1+\lambda)e^{-(x/b)^a}} \exp \left(-\frac{\lambda(1-e^{-(x/b)^a})}{e^{-(x/b)^a}}\right) \frac{\ln(1-e^{-(x/b)^a})}{e^{-(x/b)^a}} \right\}^{\alpha} 
\end{cases} \]
and

\[
f_{\text{EHLOL-W}}(x) = 2\alpha\lambda^2 ab^{-\alpha}x^{\alpha-1}e^{-\frac{x}{b}}e^{\lambda e^{-\frac{x}{b}}\left[1 - \frac{\lambda}{1 + \lambda} e^{-\frac{x}{b}}\right]} \left\{ 1 - \frac{\lambda e^{-\frac{x}{b}}}{1 + \lambda e^{-\frac{x}{b}}} \right\}^{\alpha-1} (1 + \lambda)(e^{-\frac{x}{b}})^{\alpha+1},
\]

respectively.

\[\text{Figure 1: Plots of EHLOL-W density function.}\]

Figures 1 and 2 show the plots of the density function and the hazard rate function of the EHLOL-W distribution, respectively. The pdf of the EHLOL-W distribution can take various shapes including the reverse J, uni-modal, almost symmetric, left skewed and right skewed. The plots of the hrf of the EHLOL-W distribution exhibits decreasing, increasing and bathtub shapes.

\[\text{Figure 2: Plots of EHLOL-W hazard rate function.}\]

2.5.2. EHLOL-Uniform distribution

Let the Uniform distribution with cdf and pdf given by \(G(x; \theta) = \frac{x}{\theta}\) and \(g(x; \theta) = \frac{1}{\theta}\) for \(0 < x < \theta < \infty\) be the baseline distribution. Then, the EHLOL-Uniform (EHLOL-U) distribution has cdf and pdf given
by

$$F_{\text{EHLOL-U}}(x) = \begin{cases} \frac{1 - \lambda + (1 - \frac{x}{\theta})}{(1 + \lambda)(1 - \frac{x}{\theta})} \exp \left[ -\frac{-\lambda x}{\theta(1 - \frac{x}{\theta})} \right] & \text{if } x < \frac{1}{\theta} \\ \frac{1 + \lambda + (1 - \frac{x}{\theta})}{(1 + \lambda)(1 - \frac{x}{\theta})} \exp \left[ -\frac{-\lambda x}{\theta(1 - \frac{x}{\theta})} \right] & \text{if } x \geq \frac{1}{\theta} \end{cases} \right]^{\alpha}$$

and

$$f_{\text{EHLOL-U}}(x) = \frac{2\alpha \lambda^2 \exp \left[ -\frac{-\lambda x}{\theta(1 - \frac{x}{\theta})} \right]}{(1 + \lambda)(1 - \frac{x}{\theta})^3} \left\{ \frac{1 - \lambda + (1 - \frac{x}{\theta})}{(1 + \lambda)(1 - \frac{x}{\theta})} \exp \left[ -\frac{-\lambda x}{\theta(1 - \frac{x}{\theta})} \right] \right\}^{\alpha - 1} \left\{ 1 + \frac{\lambda + (1 - \frac{x}{\theta})}{(1 + \lambda)(1 - \frac{x}{\theta})} \exp \left[ -\frac{-\lambda x}{\theta(1 - \frac{x}{\theta})} \right] \right\}^{\alpha + 1}.$$

Figures 3 and 4 show the plots of the pdf and hrf of the EHLOL-U distribution for different parameter values. The plots revealed that the pdf can take various shapes including the uni-modal, left skewed and right skewed. The hrf of the EHLOL-U distribution has increasing and bathtub shapes.

2.5.3. EHLOL-Kumaraswamy distribution

Suppose the cdf and pdf of the baseline distribution are given by $G(x; a, b) = 1 - (1 - x^a)^b$ and
\( g(x; a, b) = abx^{a-1}(1 - x^a)^{b-1} \) for \( a, b > 0 \) and \( x > 0 \). Then, the EHLOL-Kumaraswamy (EHLOL-Kum) distribution has cdf and pdf given by

\[
F_{\text{EHLOL-Kum}}(x) = \left\{ \begin{array}{ll}
\frac{1 - \lambda}{1 + \lambda} & \text{if } 0 < x < 1, \\
\frac{\lambda}{1 + \lambda} & \text{if } x \geq 1,
\end{array} \right.
\]

and

\[
f_{\text{EHLOL-Kum}}(x) = 2\lambda^2 abx^{a-1}(1 - x^a)^{b-1} \times \exp\left\{ \frac{-\lambda(1-1/(1-x)^a)^b}{(1-x^a)^b} \right\} \frac{1 - \lambda}{1 + \lambda} + \frac{\lambda}{1 + \lambda} \frac{1 - \lambda}{1 + \lambda} \left\{ \frac{1 - \lambda(1-1/(1-x)^a)^b}{(1-x^a)^b} \right\}^{\alpha-1} \times \left\{ 1 + \frac{\lambda}{1 + \lambda} \frac{1 - \lambda}{1 + \lambda} \right\} \frac{\lambda}{1 + \lambda} \frac{1 - \lambda}{1 + \lambda} \left\{ \frac{1 - \lambda(1-1/(1-x)^a)^b}{(1-x^a)^b} \right\}^{\alpha+1}.
\]

Figure 5 shows the plots of the EHLOL-Kum distribution for different parameter values. The pdf can take various shapes including reverse J, uni-modal, left skewed and right skewed.

![Figure 5: Plots of EHLOL-Kum density function.](image1)

![Figure 6: Plots of EHLOL-Kum hazard rate function.](image2)

Figure 6 shows the plots of the hrf of the EHLOL-Kum distribution for different parameter values. Graphs of the hrf exhibits increasing and bathtub shapes.

2.5.4. EHLOL-Fréchet Distribution

Using the Fréchet distribution with cdf and pdf given by

\[
G(x; a, b) = \exp\left\{ -\left( \frac{x}{a} \right)^b \right\} \quad \text{and} \quad g(x; a, b) = \frac{b}{a} \left( \frac{x}{a} \right)^{b-1} \exp\left\{ -\left( \frac{x}{a} \right)^b \right\}
\]

...
ba^{b}x^{-(b+1)}\exp[-\left(\frac{a}{x}\right)^{b}] \text{ for } a, b > 0 \text{ as a baseline distribution, we get the EHLOL-Fréchet (EHLOL-Fr) distribution with cdf and pdf given by}

\begin{align*}
F_{\text{EHLOL-Fr}}(x) &= \left\{ \frac{1 - \frac{\lambda + (1 - \exp[-(\frac{a}{x})^{b}])}{1 + \lambda (1 - \exp[-(\frac{a}{x})^{b}])}}{\exp \left[ \frac{-\lambda \exp[-(\frac{a}{x})^{b}]}{(1 - \exp[-(\frac{a}{x})^{b}])} \right]} \right\} \alpha \\
&\times \left\{ \frac{1 - \frac{\lambda + (1 - \exp[-(\frac{a}{x})^{b}])}{1 + \lambda (1 - \exp[-(\frac{a}{x})^{b}])}}{\exp \left[ \frac{-\lambda \exp[-(\frac{a}{x})^{b}]}{(1 - \exp[-(\frac{a}{x})^{b}])} \right]} \right\} ^{-1} \alpha + 1 \\
f_{\text{EHLOL-Fr}}(x) &= \frac{2\alpha b^{b}a x^{-(b+1)} \exp[-(\frac{a}{x})^{b}] \exp \left[ \frac{-\lambda \exp[-(\frac{a}{x})^{b}]}{(1 - \exp[-(\frac{a}{x})^{b}])} \right]}{(1 + \lambda (1 - \exp[-(\frac{a}{x})^{b}]))^3} \\
&\times \left\{ \frac{1 - \frac{\lambda + (1 - \exp[-(\frac{a}{x})^{b}])}{1 + \lambda (1 - \exp[-(\frac{a}{x})^{b}])}}{\exp \left[ \frac{-\lambda \exp[-(\frac{a}{x})^{b}]}{(1 - \exp[-(\frac{a}{x})^{b}])} \right]} \right\} ^{-1} \alpha + 1.
\end{align*}

Figure 7 shows the plots of the EHLOL-Fr distribution for different parameter values. The pdf can take various shapes including reverse J, uni-modal, left skewed and right skewed.
Figure 8 shows the plots of the hrf of the EHLOL-Fr distribution for different parameter values. Graphs of the hazard rate function exhibits decreasing, increasing and upside-down bathtub shapes.

Table 1 shows some random numbers that are generated from the EHLOL-W distribution for selected parameter values.

| (λ, α, a, b)       | u   | (0.8, 0.8, 0.7, 0.5) | (2.0, 2.5, 0.9, 0.5) | (0.5, 2.0, 1.5, 1.5) | (0.9, 5.0, 1.8, 0.5) | (0.8, 4.5, 1.6, 0.4) |
|--------------------|-----|----------------------|----------------------|----------------------|----------------------|----------------------|
| 0.1                | 0.0722 | 0.2117               | 1.7522               | 0.5685               | 0.4744               |
| 0.2                | 0.1882 | 0.2761               | 1.9609               | 0.6011               | 0.5060               |
| 0.3                | 0.3081 | 0.3250               | 2.0959               | 0.6236               | 0.5276               |
| 0.4                | 0.4256 | 0.3679               | 2.2024               | 0.6422               | 0.5455               |
| 0.5                | 0.5417 | 0.4090               | 2.2957               | 0.6593               | 0.5619               |
| 0.6                | 0.6597 | 0.4508               | 2.3838               | 0.6759               | 0.5779               |
| 0.7                | 0.7853 | 0.4962               | 2.4732               | 0.6936               | 0.5948               |
| 0.8                | 0.9298 | 0.5504               | 2.5729               | 0.7138               | 0.6142               |
| 0.9                | 1.1249 | 0.6272               | 2.7036               | 0.7416               | 0.6408               |

### 3. Moments and incomplete moments

In this section, moments, moment generating function and incomplete moments are presented.

#### 3.1. Moments and generating function

Let $T_{k+1,l+1}$ denote the Exp-G random variable with power parameter $k + l + 1$. Then the $r^{th}$ raw moment of $X$, say $\mu'_r$, follows from equation (2.8) as

$$\mu'_r = E(X^r) = \sum_{k,l=0}^{\infty} a_{k,l} E(T_{k+1,l+1}^r),$$

where $a_{k,l}$ is as given in equation (2.9).

The moment generating function (mgf) $M_X(t) = E(e^{tX})$ of $X$ can be derived from equation (2.8) and is given by

$$M_X(t) = \sum_{k,l=0}^{\infty} a_{k,l} M_{k+1,l+1}(t),$$

where $M_{k+1,l+1}(t)$ is the mgf of $T_{k+1,l+1}$. Hence, $M_X(t)$ can be determined from the Exp-G generating function.

A table of moments for some selected parameters values of the special case, the EHLOL-Weibull distribution is given in Table 2.

#### 3.2. Incomplete moments

Conditional and incomplete moments are useful in the analysis of lifetime data, reliability and in measuring inequality. The $r^{th}$ incomplete moment is

$$\vartheta_r(t) = \sum_{k,l=0}^{\infty} a_{k,l} \int_{-\infty}^{t} x^r h_{k+1,l+1}(x) dx.$$

(3.1)
4. Order statistics, probability weighted moments and entropy

Order statistics and entropy play important roles in probability and statistics, particularly in reliability, lifetime data analysis and information theory. In this section, we present the distribution of the \(i\)th order statistics and Rényi entropy for the EHLOL-G family of distributions.

4.1. Order statistics

Let \(X_1, X_2, \ldots, X_n\) be independent and identically distributed EHLOL-G random variables. Then, the pdf of the \(i\)th order statistics \((X_{i:n})\) can be written as

\[
 f_{i:n}(x) = \frac{f(x)}{B(i, n - i + 1)} \sum_{j=0}^{n-i} (-1)^j \binom{n-i}{j} f(x)^{j+i-1}, \tag{4.1}
\]

where \(B(\cdot, \cdot)\) is the beta function.

Using equation (2.1) and equation (2.2), we have

\[
 f(x)F(x)^{j+i-1} = \frac{2\alpha^2 G(x; \zeta)}{(1 + \lambda) F(x; \zeta)} \exp \left[ -\frac{\lambda G(x; \zeta)}{G(x; \zeta)} - \frac{\lambda + G(x; \zeta)}{(1 + \lambda) G(x; \zeta)} \exp \left[ -\frac{\lambda G(x; \zeta)}{G(x; \zeta)} \right] \right] \alpha^{(j+i)-1}
\]

\[
 \times \left\{ 1 + \frac{\lambda + G(x; \zeta)}{(1 + \lambda) G(x; \zeta)} \exp \left[ -\frac{\lambda G(x; \zeta)}{G(x; \zeta)} \right] \right\}^{-\alpha(j+i)-1}.
\]

After applying the generalized binomial and the exponential series, we obtain

\[
 f(x)F(x)^{j+i-1} = \sum_{w,s,k,l=0}^{\infty} \sum_{q=0}^{w+s} \frac{2\alpha^2 g(x; \zeta) (-1)^{s+k+l} \lambda^k \lambda^w s^{w+s+2} q \choose w+s+1} {k!(1 + \lambda)^{w+s+l}(w + s + 1)^{-k} \choose q} \alpha(j+i) - 1 \choose s \times \left( \begin{array}{c}
 -\alpha(j+i) - 1
 \end{array} \right) \begin{array}{c}
 -(k + q + 3)
 \end{array} \choose w \begin{array}{c}
 l
 \end{array} G(x; \zeta)^{k+l}. \tag{4.2}
\]
Substituting equation (4.2) in equation (4.1), the pdf of $X_{i:n}$ can be expressed as

$$f_{i:n}(x) = \sum_{k,l=0}^{\infty} b_{k,l} h_{k+l+1}(x),$$

where $h_{k+l+1}(x)$ is the Exp-G density with power parameter $(k + l + 1)$ and

$$b_{k,l} = \sum_{w,s=0}^{\infty} \sum_{i=0}^{n-1} \sum_{q=0}^{w+s} \frac{2\alpha(-1)^i l_{s+k+l+1} \lambda^{k+w+s+2} (w+s+1)^k}{k!(1+\lambda)^{w+s+1}B(i,n-i+1)(k+l+1)} \left(\begin{array}{c} n-i \\ j \end{array}\right) \times \left(\begin{array}{c} \alpha(j+i) - 1 \\ s \end{array}\right) \left(\begin{array}{c} -\alpha(j+i) - 1 \\ w \end{array}\right) \left(\begin{array}{c} -(k+q+3) \\ l \end{array}\right).$$

Note that, the density function of the EHLOL-G order statistics is a mixture of Exp-G densities. From the last equation, we note that the properties of $X_{i:n}$ follows from those of $T_{k+l+1}$. Thus, the $q^{th}$ moments of $X_{i:n}$ can be expressed as

$$E(X_{i:n}^q) = \sum_{k,l=0}^{\infty} b_{k,l} E(T_{k+l+1}^q).$$

### 4.2. Probability weighted moments

The probability weighted moment (PWM) is the expectation of a function of a random variable given that the mean of the variable exists. The $(j,i)^{th}$ PWM of a random variable $X \sim$ EHLOL-G$(x)$, say $\rho_{j,i}$, is given by

$$\rho_{j,i} = E(X^j F(X)^i) = \int_{-\infty}^{\infty} x^j f(x) F(x)^i \, dx.$$ 

From equation (4.2),

$$f(x) F(x)^i = \sum_{w,s,k,l=0}^{\infty} \sum_{q=0}^{w+s} \frac{2\alpha(x;\xi)(-1)^s l_{s+k+l+1} \lambda^{k+w+s+2} (w+s+1)^k}{k!(1+\lambda)^{w+s+1}(w+s+1)^{-k}} \left(\begin{array}{c} w+s \\ q \end{array}\right) \times \left(\begin{array}{c} \alpha(i+1) - 1 \\ s \end{array}\right) \left(\begin{array}{c} -\alpha(i+1) - 1 \\ w \end{array}\right) \left(\begin{array}{c} -(k+q+3) \\ l \end{array}\right) G(x;\xi)^{k+l},$$

which can be written as

$$f(x) F(x)^i = \sum_{k,l=0}^{\infty} d_{k,l} h_{k+l+1}(x),$$

where

$$d_{k,l} = \sum_{w,s,k,l=0}^{w+s} \sum_{q=0}^{w+s} \frac{2\alpha(-1)^i l_{s+k+l+1} \lambda^{k+w+s+2}}{k!(1+\lambda)^{w+s+1}(w+s+1)^{-k}(k+l+1)} \left(\begin{array}{c} w+s \\ q \end{array}\right) \times \left(\begin{array}{c} \alpha(i+1) - 1 \\ s \end{array}\right) \left(\begin{array}{c} -\alpha(i+1) - 1 \\ w \end{array}\right) \left(\begin{array}{c} -(k+q+3) \\ l \end{array}\right).$$

Consequently the PWM of $X$ is given by

$$\rho_{j,i} = \sum_{k,l=0}^{\infty} d_{k,l} \int_{-\infty}^{\infty} x^j h_{k+l+1}(x) \, dx = \sum_{k,l=0}^{\infty} d_{k,l} E(T_{k+l+1}^j).$$
4.3. Rényi entropy

Rényi entropy ([13]) is an extension of Shannon entropy. Rényi entropy is defined to be

$$I_R(v) = \frac{1}{1-v} \log \left( \int_0^\infty [f(x; \lambda, \alpha, \zeta)]^v dx \right), \; v \neq 1, v > 0.$$ 

Set $[f(x; \lambda, \alpha, \zeta)]^v = [f(x)]^v$. Using the pdf (2.2), we can write

$$[f(x)]^v = (2\alpha \lambda)^v g(x; \zeta)^v \frac{\exp \left[ \frac{-\lambda \varGamma(x; \zeta)}{\varGamma(x; \zeta)} \right] \left[ 1 - \frac{\lambda + \varGamma(x; \zeta)}{(1+\lambda) \varGamma(x; \zeta)} \exp \left[ \frac{-\lambda \varGamma(x; \zeta)}{\varGamma(x; \zeta)} \right] \right]^{v(1-1)}}{(1+\lambda)^v \varGamma^3(x; \zeta) \left[ 1 + \frac{\lambda + \varGamma(x; \zeta)}{(1+\lambda) \varGamma(x; \zeta)} \exp \left[ \frac{-\lambda \varGamma(x; \zeta)}{\varGamma(x; \zeta)} \right] \right]^{v(\alpha+1)}}.$$ 

By applying the generalized binomial series expansion, the last equation can be written as:

$$[f(x)]^v = \frac{(2\alpha \lambda)^v g(x; \zeta)^v}{(1+\lambda)^v \varGamma^3(x; \zeta)} \sum_{j,i=0}^{\infty} \frac{(-1)^j}{k! (1+\lambda)^{j+i+v}} \binom{v(\alpha-1)}{j} \binom{v(\alpha+1)}{i} \frac{\lambda + \varGamma(x; \zeta)}{(1+\lambda) \varGamma(x; \zeta)}^{j+i} \exp \left[ \frac{-\lambda (j+i+v) G(x; \zeta)}{\varGamma(x; \zeta)} \right].$$

From the exponential series, we can write

$$[f(x)]^v = (2\alpha)^v g(x; \zeta)^v \sum_{j,i=0}^{\infty} \sum_{k=0}^{j+i} \binom{-1}{j} \binom{j+i}{i} \lambda^{j+i+k+2v} (j+i+v)^k \frac{G(x; \zeta)}{\varGamma(x; \zeta)}^{j+i} \exp \left[ \frac{-\lambda (j+i+v) G(x; \zeta)}{\varGamma(x; \zeta)} \right].$$

Using the generalized binomial series expansion in equation (2.7), we have

$$[f(x)]^v = \sum_{j,i=0}^{\infty} \sum_{k=0}^{j+i} (2\alpha)^v \binom{-1}{j} \binom{j+i}{i} \lambda^{j+i+k+2v} (j+i+v)^k \frac{G(x; \zeta)}{\varGamma(x; \zeta)}^{j+i} \exp \left[ \frac{-\lambda (j+i+v) G(x; \zeta)}{\varGamma(x; \zeta)} \right].$$

Then, Rényi entropy is given by

$$I_R(v) = \frac{1}{1-v} \log \left[ \sum_{k,l=0}^{\infty} c_{k,l} \left( \int_0^\infty [g(x; \zeta)]^{k+l} dx \right) \right],$$

where

$$c_{k,l} = \sum_{j,i=0}^{\infty} \sum_{k=0}^{j+i} (2\alpha)^v \binom{-1}{j} \binom{j+i}{i} \lambda^{j+i+k+2v} (j+i+v)^k \frac{G(x; \zeta)}{\varGamma(x; \zeta)}^{j+i} \exp \left[ \frac{-\lambda (j+i+v) G(x; \zeta)}{\varGamma(x; \zeta)} \right].$$

and $\int_0^\infty g(x; \zeta)^v G(x; \zeta)^{k+l} dx$ can be numerically obtained.

Alternatively, the Rényi entropy of the EHLOL-G family of distributions can be expressed as

$$I_R(v) = \frac{1}{1-v} \log \left[ \sum_{k,l=0}^{\infty} d_{k,l} e^{(1-v)I_{REG}} \right],$$

where $I_{REG}$ is the Rényi entropy of the reference distribution.
where
\[
d_{k,l} = \sum_{j,i=0}^{\infty} \sum_{q=0}^{j+i} \frac{(2\alpha)^q(-1)^{j+k} + 1}{\lambda^i + k + 2v}(j + i + v)^k \left( \binom{\alpha - 1}{k} \right) \left( \binom{j + 1}{q} \right) \left( \binom{k + 1 + v - 1}{l} \right) 
\times \left( -v(\alpha + 1) \right) \left( j + i \right) \left( -k + q + 3v \right) \left( k + 1 + v \right) + 1
\]
and \( I_{\text{REG}} = \int_0^\infty [\binom{k + 1}{v} + 1] g(x; \xi) G(x; \xi)^{-k-1} \text{d}x \) is the R\'enyi entropy of the Exp-G distribution with power parameter \( k^2 \).
Thus, the R\'enyi entropy of the EHLOL-G family of distributions can be obtained directly from that of the Exp-G distribution.

5. Maximum likelihood estimation

In this section, we present the method of maximum likelihood for estimating the parameters of the EHLOL-G family of distributions. Let \( X \sim \text{EHLOL-G}(\lambda, \alpha, \xi) \) and \( \Delta = (\lambda, \alpha, \xi)^T \) be the vector of model parameters, then the log-likelihood function \( \ell_n = \ell_n(\Delta) \) based on a random sample of size \( n \) from the EHLOL-G family of distributions is given by
\[
\ell_n(\Delta) = n \log(2\alpha) + 2n \log(\lambda) - n \log(1 + \lambda) + \sum_{i=1}^{n} \log(g(x_i; \xi)) - 3 \sum_{i=1}^{n} \log(G(x_i; \xi))
\]
\[
- \lambda \sum_{i=1}^{n} \frac{G(x_i; \xi)}{G(x_i; \xi)} + (\alpha - 1) \sum_{i=1}^{n} \log \left\{ 1 - \frac{1 + \frac{\lambda + G(x_i; \xi)}{G(x_i; \xi)}}{1 + \lambda} \exp \left[ -\lambda G(x_i; \xi) \right] \right\}
\]
\[
- (\alpha + 1) \sum_{i=1}^{n} \log \left\{ 1 + \frac{1 + \frac{\lambda + G(x_i; \xi)}{G(x_i; \xi)}}{1 + \lambda} \exp \left[ -\lambda G(x_i; \xi) \right] \right\}.
\]
The first derivative of the log-likelihood function with respect to each component of the parameter vector \( \Delta = (\lambda, \alpha, \xi)^T \), that is, elements of the score vector \( U(\Delta) \) are given in the appendix.

The maximum likelihood estimates of the parameters, denoted by \( \hat{\Delta} \), is obtained by solving the non-linear equation \( \left( \frac{\partial \ell_n}{\partial \lambda}, \frac{\partial \ell_n}{\partial \alpha}, \frac{\partial \ell_n}{\partial \xi} \right)^T = 0 \), using a numerical method such as Newton-Raphson procedure. The multivariate normal distribution \( N_{p+2}(0, J(\hat{\Delta})^{-1}) \), where the mean vector \( \theta = (0, 0, 0)^T \) and \( J(\hat{\Delta})^{-1} \) is the observed Fisher information matrix evaluated at \( \hat{\Delta} \), can be used to construct confidence intervals and confidence regions for the individual model parameters and for the survival and hazard rate functions.

6. Simulation study

We simulate \( N = 1000 \) samples for the true parameters values given in Tables 3 and 4. The table lists the mean MLEs of the model parameters along with the respective bias and root mean squared errors (RMSEs). The bias and RMSE for the estimated parameter, say, \( \hat{\theta} \), are given by:
\[
\text{Bias}(\hat{\theta}) = \frac{\sum_{i=1}^{N} \hat{\theta}_i}{N} - \theta, \quad \text{and} \quad \text{RMSE}(\hat{\theta}) = \sqrt{\frac{\sum_{i=1}^{N} (\hat{\theta}_i - \theta)^2}{N}},
\]
respectively.

The results in Tables 3 and 4 clearly show that the mean estimates of the parameters tend to be closer to the true parameter values as the sample size \( n \) increases, also the bias and the RMEs are decaying towards zero which implies strong consistency of the MLE of the model.
### Table 3: Simulation results.

| parameter | Sample Size | Mean   | RMSE  | Bias   | Mean   | RMSE  | Bias   |
|-----------|-------------|--------|-------|--------|--------|-------|--------|
| \( \lambda \) | 50          | 1.6430 | 8.2837| 1.1430 | 5.7617 | 29.4288| 5.2617 |
|           | 100         | 1.3057 | 5.4868| 0.8057 | 2.4042 | 7.7381 | 1.9042 |
|           | 200         | 0.7384 | 0.5207| 0.2384 | 1.3829 | 3.2974 | 0.8829 |
|           | 400         | 0.6821 | 0.3055| 0.1821 | 1.0200 | 0.6966 | 0.5200 |
|           | 800         | 0.6270 | 0.2043| 0.1270 | 0.8646 | 0.4600 | 0.3646 |
| \( \alpha \) | 50          | 0.4505 | 0.1984| -0.0495| 0.6332 | 0.3021 | -0.0668|
|           | 100         | 0.4564 | 0.1412| -0.0436| 0.6437 | 0.2196 | -0.0563|
|           | 200         | 0.4869 | 0.0996| -0.0131| 0.6966 | 0.1455 | -0.0034|
|           | 400         | 0.4912 | 0.0687| -0.0088| 0.6947 | 0.1018 | -0.0053|
|           | 800         | 0.5042 | 0.0407| 0.00422| 0.7040 | 0.0560 | 0.0039 |
| \( a \) | 50          | 1.4348 | 1.1274| 0.5348 | 0.9539 | 0.9003 | 0.4539 |
|           | 100         | 1.3055 | 0.8158| 0.4055 | 0.8504 | 0.6353 | 0.3504 |
|           | 200         | 1.1045 | 0.4432| 0.2045 | 0.6916 | 0.3575 | 0.1916 |
|           | 400         | 1.0506 | 0.2852| 0.1506 | 0.6740 | 0.2556 | 0.1740 |
|           | 800         | 0.9822 | 0.1564| 0.0822 | 0.6251 | 0.1577 | 0.1231 |
| \( b \) | 50          | 1.2024 | 0.9284| 0.4024 | 4.8867 | 18.5952| 4.0867 |
|           | 100         | 1.1668 | 0.7777| 0.3668 | 3.1189 | 4.5684 | 2.3189 |
|           | 200         | 1.0364 | 0.4479| 0.2364 | 2.1833 | 2.9322 | 1.3833 |
|           | 400         | 1.0135 | 0.3510| 0.2135 | 2.0223 | 1.5740 | 1.2223 |
|           | 800         | 0.9466 | 0.2457| 0.1466 | 1.6828 | 1.1068 | 0.8828 |

### Table 4: Simulation results.

| Parameter | Sample size | Mean   | RMSE  | Bias   | Mean   | RMSE  | Bias   |
|-----------|-------------|--------|-------|--------|--------|-------|--------|
| \( \lambda \) | 50          | 0.8839 | 2.0789| 0.6839 | 3.2587 | 12.2905| 2.7587 |
|           | 100         | 0.8111 | 3.2274| 0.6111 | 2.6873 | 11.4352| 2.1873 |
|           | 200         | 0.4426 | 0.5011| 0.2426 | 1.0587 | 2.4737 | 0.5587 |
|           | 400         | 0.3887 | 0.2455| 0.1887 | 0.7260 | 0.4543 | 0.2260 |
|           | 800         | 0.3409 | 0.1650| 0.1409 | 0.6433 | 0.2660 | 0.1433 |
| \( \alpha \) | 50          | 0.5008 | 0.2096| 0.0008 | 0.5963 | 0.3149 | -0.1036|
|           | 100         | 0.5089 | 0.1366| 0.0089 | 0.6259 | 0.2114 | -0.0741|
|           | 200         | 0.5339 | 0.1014| 0.0339 | 0.6757 | 0.1473 | -0.0243|
|           | 400         | 0.5358 | 0.0728| 0.0358 | 0.6816 | 0.0925 | -0.0184|
|           | 800         | 0.5344 | 0.0503| 0.0344 | 0.6972 | 0.0582 | -0.0027|
| \( a \) | 50          | 1.2039 | 1.0579| 0.5039 | 1.3711 | 1.3420 | 0.6711 |
|           | 100         | 1.0639 | 0.7010| 0.3660 | 1.1018 | 0.8451 | 0.4018 |
|           | 200         | 0.8925 | 0.3998| 0.1925 | 0.8851 | 0.4692 | 0.1851 |
|           | 400         | 0.8592 | 0.2303| 0.1593 | 0.8210 | 0.2540 | 0.1210 |
|           | 800         | 0.8209 | 0.1470| 0.1209 | 0.7711 | 0.1397 | 0.0711 |
| \( b \) | 50          | 0.9814 | 0.9640| 0.5814 | 1.9460 | 2.5301 | 1.1460 |
|           | 100         | 0.9043 | 0.8034| 0.5043 | 1.6719 | 1.8813 | 0.8720 |
|           | 200         | 0.7237 | 0.4966| 0.3237 | 1.2543 | 0.9739 | 0.4543 |
|           | 400         | 0.6971 | 0.3766| 0.2971 | 1.1344 | 0.6190 | 0.3344 |
|           | 800         | 0.6318 | 0.2698| 0.2318 | 1.0264 | 0.4047 | 0.2264 |

### 7. Applications

In this section, we present examples to illustrate the flexibility and usefulness of the EHLOL-W distribution and its sub-models for data modeling. The EHLOL-W distribution is fitted to two data sets and...
these fits are compared to the fits of the Odd Log-Logistic Exponentiated Weibull (OLLE-W) distribution ([1]), Kumaraswamy Weibull (KumW) distribution ([8]), Exponentiated Weibull Lindley (EWL) distribution ([5]), Weibull Lomax (WL) distribution ([15]) and the Beta Generalized Lindley (BGL) distribution ([12]). The pdfs of these distributions are
\[
f_{\text{OLLE-W}}(x) = \frac{\theta \beta \gamma \alpha ^{\beta - 1} e^{-\left(\frac{x}{\alpha}\right)^{\beta}} [1 - e^{-\left(\frac{x}{\alpha}\right)^{\beta}}]^{\gamma - 1} [1 - [1 - e^{-\left(\frac{x}{\alpha}\right)^{\beta}}]^{\alpha} \theta^{-1}]^{\gamma - 1}}{\alpha^{\beta} [1 - e^{-\left(\frac{x}{\alpha}\right)^{\beta}}]^{\gamma} + (1 - [1 - e^{-\left(\frac{x}{\alpha}\right)^{\beta}}]^{\gamma} \theta)^{2}},
\]
for \(\alpha, \beta, \theta > 0\) and \(x > 0\),
\[
f_{\text{Kum-W}}(x) = ab \alpha ^{\beta} \gamma ^{\beta - 1} e^{-a \gamma x \beta} [1 - e^{-a \gamma x \beta}]^{a - 1} [1 - [1 - e^{-a \gamma x \beta}]^{a} b^{-1}],
\]
for \(\alpha, \beta, a, b > 0\) and \(x > 0\),
\[
f_{\text{EWL}}(x) = \frac{ab \gamma \alpha ^{\beta} (1 + x) \exp(\alpha x)}{(1 + \alpha + \alpha x)^{2}} \exp \left\{ - a \left[ \frac{(1 + \alpha) \exp(\alpha x)}{1 + \alpha + \alpha x} - 1 \right] \right\} \times \left( 1 - \exp \left\{ - a \left[ \frac{(1 + \alpha) \exp(\alpha x)}{1 + \alpha + \alpha x} - 1 \right] \right\} \right)^{b-1},
\]
for \(\alpha, \gamma, a, b > 0\) and \(x > 0\),
\[
f_{\text{WL}}(x) = \frac{ab \alpha ^{\beta}}{\beta} \left[ 1 + \left( \frac{x}{\beta} \right) \right] ^{b-1} \left\{ 1 - \left[ 1 + \left( \frac{x}{\beta} \right) \right] ^{-\alpha} \right\} ^{b-1} \exp \left\{ - a \left\{ \left[ 1 + \left( \frac{x}{\beta} \right) \right] ^{-\alpha} - 1 \right\} \right\},
\]
for \(\alpha, \beta, a > 0\) and \(x > 0\),
\[
f_{\text{BGL}}(x) = \frac{\alpha \theta ^{2} (1 + x) e^{-\theta x}}{B(a, b)(1 + \theta)} \left[ 1 - \left( \frac{1 + \theta + \theta x}{1 + \theta} e^{-\theta x} \right) - \left( \frac{1 + \theta + \theta x}{1 + \theta} e^{-\theta x} \right)^{a} \right] ^{b-1},
\]
for \(\alpha, \theta, a, b > 0\) and \(x > 0\).

Plots of the fitted densities, the histogram of the data and probability plots ([3]) are given in Figures 9 and 10. For the probability plot, we plotted \(F(x_{(j)}; \hat{\lambda}, \hat{\alpha}, \hat{\gamma})\) against \(\frac{j - 0.375}{n \ + \ 0.25}\), \(j = 1, 2, \ldots, n\), where \(x_{(j)}\) are the ordered values of the observed data. The measure of closeness was obtained and is given by the sum of squares
\[
SS = \sum_{j=1}^{n} \left[ F(x_{(j)}; \hat{\lambda}, \hat{\alpha}, \hat{\gamma}) - \left( \frac{j - 0.375}{n \ + \ 0.25} \right) \right] ^{2}.
\]

The goodness-of-fit statistics \(W^\ast\) and \(A^\ast\), see ([4]) are also presented in the tables. These statistics can be used to verify which distribution fits better to the data. In general, the smaller the values of \(W^\ast\) and \(A^\ast\), the better the fit.

The MLEs of the parameters with standard errors in parenthesis and the values of the statistics (-2log(L), AIC, AICC, BIC, \(W^\ast\), \(A^\ast\), KS and its P-Value) are given in Tables 5 and 6.

7.1. Relief times of 20 patients

This data set taken from [11] gives the relief times of 20 patients receiving an analgesic. The estimated parameters, standard error (in parenthesis) of estimates and the goodness-of-fit statistics are presented in Table 5.
Table 5: Estimation of the EHLOL-W model for relief times of 20 patients data set.

| Distribution | Estimate | 0.019 | 0.019 | 0.019 | 0.019 | 0.019 | 0.019 | 0.019 | 0.019 | 0.019 | 0.019 |
|-------------|----------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| BGL         | 0.120    | 0.335 | 37.842| 31.065| 24.355| 8265.200| 0.302 | 10.100| 162.523| 170.538| 173.205|
| OLLE-W      | 0.027    | 0.309 | 89.217| 132.036| 132.036| 132.036| 132.036| 132.036| 132.036| 132.036| 132.036|
| Kum-W       | 0.003    | 0.374 | 31.657| 39.657| 42.323| 43.640| 0.027 | 0.632 | 0.792 | 0.892 | 0.554 |
| W           | 0.122    | 0.391 | 31.657| 39.657| 42.323| 43.640| 0.027 | 0.632 | 0.792 | 0.892 | 0.554 |

The estimated variance-covariance matrix for the relief times of 20 patients data is given by,

$$\begin{pmatrix}
32.6503 & 0.0046 & 0.3914 & -11.5889 \\
0.0046 & 0.4167 \times 10^{-07} & 5.4864 \times 10^{-05} & -0.0016 \\
0.3914 & 5.4867 \times 10^{-05} & 0.0047 & -0.1389 \\
-11.5889 & -0.0016 & -0.1389 & 4.1133
\end{pmatrix}$$

and the 95% confidence intervals for the parameters $\lambda$, $\alpha$, $a$ and $b$ are: $24.355 \pm 11.199$, $8265.200 \pm 0.002$, $0.335 \pm 0.135$, and $37.842 \pm 3.975$, respectively.

From the results presented in Table 5, it can be seen that the EHLOL-W distribution has smallest values of the goodness-of-fit statistics (AIC, AICC, BIC, $W^*$, $A^*$), also the biggest p-value and the smallest Sum of Squares value (SS) indicating that the EHLOL-W distribution provides a better fit compared to the other models. The plots of histogram, fitted densities and probability plots are given in Figure 9.

7.2. Strengths of glass fibres data set

The data consists of 63 observations of the strengths of 1.5 cm glass fibres, originally obtained by workers at the UK National Physical Laboratory. The units of measurement are not given in the paper. [14] also analysed this data set. The estimated parameters, standard error (in parenthesis) of estimates and the goodness-of-fit statistics for this data set are presented in Table 6.
Table 6: Estimation of the EHLOL-W model for strengths of glass fibres data set.

| Distribution | $\lambda$ | $\alpha$ | $a$ | $b$ | -2log L | AIC | CAIC | BIC | $W^*$ | $A^*$ | K-S | P-value | SS |
|--------------|--------|--------|-----|-----|--------|-----|-----|-----|------|------|-----|--------|-----|
| EHLOL-W      | 0.331  | 1.436  | 1.327 | 0.872 | 28.783 | 34.763 | 35.439 | 43.336 | 0.134 | 0.762 | 0.123 | 0.301 | 0.124 |
| BGL          | 0.121  | 2.910  | 2.909 | 2.909 | 4.120  | 4.910  | 5.088  | 6.986  | 0.135 | 0.845 | 0.123 | 0.301 | 0.124 |
| OLLE-W       | 1.992  | 8.749  | 1.687 | 0.302 | 28.050 | 36.050 | 36.739 | 44.622 | 0.186 | 1.031 | 0.132 | 0.302 | 0.132 |
| WL           | 0.013  | 2.840  | 0.011 | 0.005 | 28.792 | 36.792 | 37.481 | 45.365 | 0.173 | 0.974 | 0.136 | 0.199 | 0.167 |
| EWL          | 4.195  | 1.808  | 0.020 | 0.026 | 28.219 | 36.219 | 36.909 | 44.792 | 0.160 | 0.899 | 0.131 | 0.230 | 0.150 |
| W            | 0.060  | 5.781  | 0.578 | 0.021 | 30.414 | 34.414 | 34.614 | 38.700 | 0.227 | 1.304 | 0.152 | 0.108 | 0.211 |

The estimated variance-covariance matrix for the strengths of glass fibers data set is given by,

$$
\begin{bmatrix}
1.0132 & 0.6607 & 1.1548 & 1.2726 \\
0.6607 & 0.5925 & 0.6657 & 0.7803 \\
1.1548 & 0.6657 & 1.3835 & 1.4868 \\
1.2726 & 0.6607 & 0.5925 & 0.7803
\end{bmatrix}
$$

and the 95% confidence intervals for the parameters $\lambda$, $\alpha$, $a$ and $b$ are: $0.331 \pm 1.974$, $1.436 \pm 1.509$, $1.327 \pm 2.305$, and $0.872 \pm 2.489$, respectively.

Figure 10: Fitted densities and probability plots for strengths of glass fibers data set.

Figure 10 shows the histogram, fitted densities as well as the probability plots for the strength of glass fibre data set. Clearly, the EHLOL-W distribution has the smallest values of the goodness-of-fit statistics, the largest p-value and the smallest SS value, hence we can conclude that the EHLOL-W distribution provides a better fit compared to the other models presented in Table 6.

8. Concluding remarks

A new generalized distribution called the exponentiated Half-Logistic Odd Lindley-G (EHLOL-G) family of distributions is developed and presented. The EHLOL-G family of distributions possesses hazard rate function with flexible behavior. We obtain closed form expressions for the moments, incomplete
moments, distribution of order statistics and Rényi entropy. Maximum likelihood estimation (MLE) was used to estimate the model parameters. The performance of the special case of the EHLOL-W distribution was examined by conducting various simulations for different sizes. Finally, the special case of the EHLOL-W distribution was fitted to real data sets to illustrate the applicability and usefulness of the proposed family of distributions.

Appendix A. Elements of the score vector

The elements of the score vector are given by:

\[
U_\alpha(\Delta) = \frac{2n}{\lambda} - \frac{n}{(1 + \lambda)} \sum_{i=1}^{n} \frac{G(x_i; \xi)}{G(x_i; \xi)} + (\alpha - 1)
\]

\[
+ \frac{n}{(1 + \lambda)} \sum_{i=1}^{n} \exp \left( \frac{-\lambda G(x_i; \xi)}{G(x_i; \xi)} \right) \left\{ (1 + \lambda) \left[ \frac{1}{\lambda G(x_i; \xi)} - 1 \right] \right\} \sum_{i=1}^{n} \exp \left( \frac{-\lambda G(x_i; \xi)}{G(x_i; \xi)} \right)
\]
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and

\[
U_{z_k}(\Delta) = \sum_{i=1}^{n} \frac{g(x_i; \zeta)}{g(x_i; \tilde{\zeta})} - \lambda \sum_{i=1}^{n} \frac{\Psi}{G(x_i; \zeta)} + \lambda(\alpha - 1) \sum_{i=1}^{n} \left[ \frac{\lambda + G(x_i; \zeta)}{1 + \lambda} \right] \left\{ 1 - \frac{\lambda + G(x_i; \zeta)}{|1 + \lambda|} \right\} \\
+ \lambda(\alpha + 1) \sum_{i=1}^{n} \left[ \frac{\lambda + G(x_i; \zeta)}{1 + \lambda} \right] \left\{ 1 + \frac{\lambda + G(x_i; \zeta)}{|1 + \lambda|} \right\}
\]

where \( \Psi = [G(x_i; \zeta)G'(x_i; \zeta) - G(x_i; \zeta)G'(x_i; \zeta)] \), \( g'(x_i; \zeta) = \frac{\partial g(x_i; \zeta)}{\partial \zeta_k} \), \( G'(x_i; \zeta) = \frac{\partial G(x_i; \zeta)}{\partial \zeta_k} \), and \( G'(x_i; \zeta) = \frac{\partial G(x_i; \zeta)}{\partial \zeta_k} \).

Appendix B. R define codes

```r
# define pdf EHLOL-W
f1=function(x, lambda, alpha, a, b)
{
  y=2*alpha*lambda^2*a*b*(-a)*x^*(a-1)*(exp(-x/b)^a))^(2) - 2*exp(-lambda)*x*(a-1)*(exp(-x/b)^a) + (1-exp(-x/b)^a))/(exp(-x/b)^a)) + (1+lambda)^(-1) + exp(-lambda*(1-exp(-x/b)^a))
  exp(-lambda*(1-exp(-x/b)^a)) + (1+lambda)^(-1) + exp(-lambda*(1-exp(-x/b)^a))
}

#QUANTILES, MOMENTS AND MONTE-CARLO SIMULATION STUDY
rm(list=ls())
library(stats4)
library(bbmle)
library(stats)
library(numDeriv)
library(rootSolve)

## define pdf EHLOLW
EHLOLW_pdf<-function(lambda, alpha, a, b, x)
{
  2*alpha*lambda^2*a*b*(-a)*x^*(a-1)*(exp(-x/b)^a))^(2) - 2*exp(-lambda)*x*(a-1)*(exp(-x/b)^a) + (1-exp(-x/b)^a))/(exp(-x/b)^a))
  + (1+lambda)^(-1) + exp(-lambda*(1-exp(-x/b)^a)) + (1+lambda)^(-1) + exp(-lambda*(1-exp(-x/b)^a))
}

## define cdf EHLOLW
EHLOLW_cdf=function(lambda, alpha, a, b, x)
{
  y= (1-((lambda+exp(-x/b)^a)))*exp(-lambda*(1-exp(-x/b)^a)) / ((1+lambda)*exp(-x/b)^a) + (alpha) + (1+((lambda+exp(-x/b)^a))
  + exp(-lambda*(1-exp(-x/b)^a)) / ((1+lambda)*exp(-x/b)^a))
}

EHLOLW_neglogl=function(lambda, alpha, a, b, x){
  -sum(log(EHLOLW_pdf(lambda, alpha, a, b, x)))
}

EHLOLW_hazard=function(lambda, alpha, a, b, x)
```
\texttt{f=EHLOLW.pdf(lambda, alpha, a, b, x)}
\texttt{F=EHLOLW.cdf(lambda, alpha, a, b, x)}
\texttt{y=f/(1-F)}
\texttt{return(y)}

## define \texttt{EHLOLW} quantile

\texttt{EHLOLW.quantile=function(parameter, u)}
\begin{verbatim}
lambda=parameter[1]
alpha=parameter[2]
a=parameter[3]
b=parameter[4]
f=function(x){
    EHLOLW.cdf(lambda, alpha, a, b, x)-u
}
x=min(uniroot.all(f, lower=0, upper=10, tol=1000))
return(x)
\end{verbatim}

\texttt{EHLOLW.QuantileTable=function(parameter_matrix)}
\begin{verbatim}
    u=seq(0.1, 0.9, 0.1)
    size=dim(parameter_matrix)[1]
    Table.Quantile=matrix(NA, nrow=length(u), ncol=size)
    row.names(Table.Quantile)=u
    colnames(Table.Quantile)=apply(parameter_matrix, 1, function(x)
        paste0('(', paste0(x, collapse=''), '))')}
    Table.Quantile
    for(iter in 1:size)
        parameter=parameter_matrix[iter,]
        for(i in 1:length(u))
            Table.Quantile[i, iter]=EHLOLW.quantile(parameter, u[i])
    return(Table.Quantile)
\end{verbatim}

## table of quantile

\texttt{parameter_matrix=as.matrix(rbind(par1=c(0.8, 0.8, 0.7, 0.5),
par2=c(2.0, 2.5, 0.9, 0.5),
par3=c(0.5, 2.0, 1.5, 1.5),
par4=c(0.9, 5.0, 1.8, 0.5),
par5=c(0.8, 4.5, 1.6, 0.4))})

\texttt{EHLOLW.QuantileTable=EHLOLW.QuantileTable(parameter_matrix)}

\texttt{print(parameter_matrix)}
\texttt{print(EHLOLW.QuantileTable(parameter_matrix))}

## End of Quantile

## define pdf EHLOLW

\texttt{EHLOLW.pdf=function(lambda, alpha, a, b, x)}
\begin{verbatim}
y=2*alpha*lambda^2*a*b*(-a)*x^(a-1)*(exp(-(x/b)^a))\alpha-2
*exp(-lambda*a*(1-exp(-(x/b)^a)))/(exp(-(x/b)^a))\alpha-1
*(1-((lambda+exp(-(x/b)^a))*exp(-lambda*a*(1-exp(-(x/b)^a)))/
(exp(-(x/b)^a)))\alpha-1
*(1+((lambda+exp(-(x/b)^a))*exp(-lambda*a*(1-exp(-(x/b)^a)))/
(exp(-(x/b)^a))))\alpha-1
\end{verbatim}

\texttt{EHLOLW.moments=function(lambda, alpha, a, b, n)}
\begin{verbatim}
f=function(lambda, alpha, a, b, n,x){
    (x^n)*EHLOLW.pdf(lambda, alpha, a, b, x)
}\end{verbatim}
```r
y = integrate(f, lower = 0, upper = 1, subdivisions = 10, lambda = lambda,
alpha = alpha, a = a, b = b, n = n)
return(y$value)
```
par_k=c(0.4)
for(i in 1:length(par)){
for(j in 1:length(par)){
for(l in 1:length(par)){
for(p in 1:length(par_k)){
print(c(par[i],par[j],par[l],par_k[p]))
print(EHLOLW_simulation(samp=1000,par=c(par[i],par[j],par[l],par_k[p])))
}}
}
}