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Abstract: When integrating digital technology into teaching, many teachers experience similar challenges. Nevertheless, sharing experiences is difficult as it is usually not possible to transfer teaching scenarios directly from one subject to another because subject-specific characteristics make it difficult to reuse them. To address this problem, instructional scenarios can be described as patterns, which has already been applied in educational contexts. Patterns capture proven teaching strategies and describe teaching scenarios in a unified structure that can be reused. Since priorities for content, methods, and tools are different in each subject, we show an approach to develop a domain-independent graph database to collect digital teaching practices from a taxonomic structure via the intermediate step of an ontology. Furthermore, we outline a method to identify effective teaching practices from interdisciplinary data as patterns from the graph database using an association rule algorithm. The results show that an association-based analysis approach can derive initial indications of effective teaching scenarios.
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1. Introduction

Teaching and learning are highly individualized processes and sharing best practices in teaching can be difficult because each teacher’s teaching characteristics are different. Hence, the description of effective teaching scenarios in a reusable way is often an essential requirement to ensure sustainability in good teaching practices [1]. This led to the idea of using a pattern approach to capture teaching practices [2,3]. If domain-specific teaching and evaluation data are available in a database, the use of pattern mining techniques can help to identify candidates for effective teaching patterns. Once patterns are identified, they describe the essence of effective teaching scenarios for reuse in practice. The pattern approach, originally introduced by Christopher Alexander in the field of architecture [4,5], was later applied in computer science in object-oriented design [6] and also in education to describe teaching–learning scenarios in schools [7–9] and in tertiary education in the field of technology-enhanced learning [10,11]. In this paper, we describe a semi-automated approach, which is based on related work in the field of digital humanities [12,13] and further combine expertise from different domains such as educational science, computer science, and teaching practice.

In order to make high quality teaching sequences available to teachers for reuse as patterns, they must be analyzed and captured along a suitable structure [1,14]. Therefore, a taxonomy provides a basic structure for a representation for categorizing teaching sequences in an ordered, hierarchical way [15]. To use such a structure as a basis for a database, further semantic meanings of the relations and properties have to be added to the taxonomy. For this purpose, the taxonomy is transformed into an ontology. The representation of a domain-specific structure as a (Web)-ontology also has the advantage that it can be shared, reused, and further developed according to the uniform OWL (Web Ontology Language) standard. Furthermore, an ontology can provide the basis as a backbone for a graph database for extensive exploration of data and patterns in the graph. Graph databases
use nodes to store data which is connected with relationships as edges [16]. Unlike relational databases that have existed since the 1970s [17], a graph database is a non-relational database that provides an effective and efficient solution for highly interconnected data with direct relationships between data in nodes [18,19]. The graph model also enables to model data close to the structure that is being modeled [20]. As graph databases represent relationships by design, in graph databases data can be systematically analyzed to identify possible patterns of effective teaching.

Even though, learning analytics is related to this approach, this work focuses rather on teaching-analytics. While learning analytics explores in particular data provided by learners [21–23], teaching analytics investigates data describing teaching scenarios from the teacher’s perspective [24]. Even if teaching analytics is frequently part of learning analytics, teaching analytics focuses on the teacher’s perspective of the design, development, evaluation of methods and tools for teachers, so as to understand learning and teaching processes [25]. The method described in this article captures teaching practices but compares them to student perceptions.

If teaching–learning scenarios are well-documented and corresponding evaluation data is available along criteria for good teaching [26], the following questions drive this paper: (1) How can a domain-specific data model be created for capturing domain-specific teaching sequences? (2) How can possible candidates for best practices or patterns be identified from captured teaching sequences? In the next section, we will first describe the background of the approach for transforming a teaching domain to a database model and the pattern mining process. This will subsequently be followed by describing our proposed approach with an example from the domain of digital education. We will close this paper with a description of a possible pattern and conclusions on the presented method.

2. Materials and Methods

This section describes the method used to capture and reuse teaching–learning scenarios. The approach follows three steps as shown in Figure 1: (1) Conceptualizing of teaching domain as a taxonomy; (2) transformation of the taxonomy to a graph database; (3) identification of possible candidates for teaching patterns.

![Figure 1. Process of the approach.](image-url)
In the next subsections, the first step of conceptualizing the domain of digital education is presented in Section 2.1. Next, it will be shown how, based on this concept, first an ontology and subsequently from it a graph database is transformed. The database is then used to capture instructional data from digital teaching (Section 2.2). In the last step, a method is presented to identify possible patterns of effective teaching settings from the graph database data using an association rule algorithm (Section 2.3).

2.1. Conceptualizing a Domain-Specific Teaching Model

To identify domain-specific teaching–learning patterns, teaching sequences are collected in a database, which is domain-adequately structured. The conceptual modeling process towards a data-model for such a domain-specific database follows an approach from ontology engineering, where different approaches are discussed [18,19,27–30]. A common approach is to first describe a glossary with a list of domain-related terms/words and their definitions, which are then arranged into a taxonomy that is subsequently transformed into an ontology. Frequently, a thesaurus (identification of synonyms and similarities) and topic maps (attributes and relationships) are considered separately, but in this case they are combined in the step of the ontology. This process is illustrated in Figure 2. It can be seen that although terms in a taxonomy are connected (in a generalization/specialization), the transformation to an ontology also adds properties to the nodes and relationships.

![Figure 2. Process of ontologizing a domain.](image)

In Figure 3, a taxonomy is illustrated with an example from the domain of digital education. To obtain the broadest possible basis of agreement in a teaching domain on its conceptual mapping, domain experts are usually involved in the design process. In order to develop a consensus among different disciplines, methods such as the Delphi method can also be used [31]. As the description of this procedure is not part of this paper, the taxonomy given in Figure 3 serves here as an example, without claiming to have a complete set of details of the selected domain of digital education.
The next step shows how this taxonomy is completed with further relations and with attributes in an ontology. This will then also be the basis for the transformation into a graph database.

2.2. Transformation

While a taxonomy represents a domain in categories and sub-categories, an ontology adds to the taxonomy further semantics with relationships between the (sub)-categories and also defines further details. Using a web ontology language (OWL, specified in [32]) the taxonomy is transformed into an OWL ontology supported by the modeling software Protégé (https://protege.stanford.edu accessed on 19 April 2021) [33], which is an open-source ontology software with a visual editor supporting different modeling languages [34,35]. The concept of an OWL ontology is basically consisted of the components of classes, properties and optionally instances, defined by a list of triples: subject, predicate, object, where a subject is in relation to an object. Considering the root class digital didactics in Figure 3, multiple classes are defined on the next levels, for instance digital knowledge and one of its sub-classes mobile devices. Whereas (sub)-classes describe concepts, the OWL definition of instances describes specializations of them as concrete instances of a class. In the taxonomy above, no instances are specified, as in our approach the taxonomy serves as a model for the ontology. Based on this, the following ontology depicted in Figure 4 was developed from the taxonomy (as can be seen, some sub-classes were added to FeaturesOfInstructionalQuality during the modeling process).
Even though Protégé provides tools for simple data visualizations and techniques to analyze data, graph databases provide a more intuitive way to explore a graph-based data-representation [36]. As an ontology has a graph structure, a transformation from an ontology to a graph database is possible. From a technical perspective, an ontology can be converted from Protégé to a graph database into the graph database management system Neo4j (https://neo4j.com accessed on 19 April 2021) via the neosemantics (https://github.com/neo4j-labs/neosemantics accessed on 19 April 2021) toolkit [37]. Therefore, neosemantics creates in the graph database a node for each class of the ontology. If there is a relationship to another class, it creates another node, if not, neosemantics adds a property to the node [16]. With the ontology ready, the next step is to import it via neosemantics into a graph database in Neo4j. Figure 5 shows the graph database imported into Neo4j based on the ontology made in Protégé and manually edited (the node “Lecture” was added for relating single lessons to lecture series). The class-structure of the ontology thus builds the underlying framework as it sits in the database [36] and provides the corresponding classes for the actual data nodes. This nodes are connected and the properties specify the names of the nodes. From the database model it is also possible to see how it can be further extended. For example, when a new node “iPad” is added, it will be related to the node “MobileDevice”. Adding teaching data will hence increasingly create a dense network of mutually connected information. The more data are available, the more effective pattern mining can be performed. To demonstrate the approach in this paper, we will leave the amount of data at this level for better comprehensibility.
2.3. Pattern Mining

In this section, the method of identifying frequent associations in the graph database as possible pattern-candidates is described. As introduced in the field of architecture [4,5], patterns express a relation between a certain context, a problem, and a solution on a medium level of abstraction. Hence, a pattern can be seen as a description for the resolution of a conflict that occurs in a certain context [38]. The basic idea of the pattern approach is to describe practices for reuse in a different context. Each pattern has the same structure, which differs depending on the domain, but usually describes name, context, problem, forces, solution, resulting context, example and the connection to other patterns. It was also underlined that each pattern can only become alive if it is connected to other patterns and becomes a pattern language [4]. Therefore, a pattern language consists of multiple single patterns structured in a hierarchical way. In the educational context, this means that larger patterns describe, for example, a general methodological approach and smaller patterns describe a specific practice in a teaching setting. Hence, a pattern is not an isolated entity and can only exist to the extent that it is supported by other patterns. As a consequence, when deriving frequent occurring practices from a pattern language, multiple patterns are usually combined. A recommended approach is to start with the pattern that is most likely to solve the problem, and then look for other patterns that are related to that pattern [4]. For example, the teacher starts from a pattern that most represents the overall goal (as for example achieving a high cognitive activation for students) and then moves down to the relevant lower patterns in the hierarchy (as for example using a certain teaching method or technology).

For the identification of new patterns, prior work in this field has already presented a variety of techniques, such as experience-based [8] and collaborative [39,40], but also semi-automated approaches [12]. Identifying teaching patterns that describe effective teaching requires not only describing and characterizing the implementation of teaching practice, but also evaluating its impact. This is the only way to determine whether, for example, a particular use of media or methods has had a specific effect on learning. Designing
and implementing teaching sequences in a way that enables effective learning is not only related to the choice of digital technology, but also corresponds to learning outcomes and is based on theories of teaching and learning [41]. Using instructional sequences that have been proven to have high instructional quality and a high impact on learning, and making these sequences available to educators so that they can be easily adapted and reused, is therefore of particular interest to educational researchers [1,14]. This can be based on effective characteristics of teaching quality from educational research [42]. For example, aspects of cognitive activation have a greater impact on student outcomes than aspects of classroom management or supportive climate [43]. In addition, features such as the communication of learning objectives and coherence in instruction also have an important impact on students’ learning. Specifically, it was identified that students who experienced a lesson with goal clarity and coherence in instruction were more likely to be motivated [26]. Other aspects that point to effective teaching are self-efficacy [44], motivation [45], or learning strategies [46]. Thus, assessing the impact of instruction on learners is an essential feature for describing the approach in this paper evaluating effective instructional strategies and methods. The proposed pattern mining process in this paper has four steps:

1. Identification of frequent associations (Apriori algorithm);
2. Description of a hypothesis;
3. Manual review and comparison of the lesson data;
4. Description of a possible pattern.

The first step is to analyze data utilizing association rule mining to identify frequent associations across all data in the graph database. In this work, the Apriori algorithm is used, although it should be noted that the algorithm can be computationally expensive, and improvements are possible depending on the application context. In this article, for the sake of simplicity and small amount of data, the simple variant is presented. In step 2, the results from association rule mining are used to design hypotheses to draw initial conclusions about possible patterns. In the third step, the results are manually checked for plausibility with further material such as lesson plans or evaluation data (e.g. surveys, interviews) and conclusions are drawn. This forms the basis for describing a pattern based on a structure (problem, context, solution).

The Apriori algorithm for association rule mining was initially presented in [47] for the prediction of shopping patterns of customers (as known for “you may also like to buy”) and was already applied for pattern research in the field of digital humanities [12]. The idea of the Apriori algorithm approach is to first discover frequent occurring items (support) from a dataset and then identify the likeliness of the occurrence of a one itemset, if another itemset is already present (confidence). For example, in the area of teaching, the frequencies of combined use of different digital tools could first be identified and then evaluated in terms of their occurrence with the evaluation data, which may indicate possible patterns depending on support and confidence.

Support and confidence are defined as follows [12,48]: Let \( P := P_1, P_2, \ldots, P_n \) be the set of all available parameters to a teaching sequence and \( P_1 := b_1, b_2, \ldots, b_k \) for example be a set of digital tools, and \( P_2 := s_1, s_2, \ldots, s_n \) be a set of evaluation data and so on. Then the transaction of a lesson sequence is given by \( T_{LS} := T_1 \cup T_2 \cup \ldots \cup T_n \) such that \( T_1 \subseteq P_1, T_2 \subseteq P_2, \ldots, T_n \subseteq P_n \). Then an association rule \( X \rightarrow Y \) is consisted of an antecedent \( X \) (a set of items with \( P_X \subseteq P \)) and a consequent \( Y \) (a set of items with \( P_Y \subseteq P \)) and for the selection of association rules, there are the following metrics:

\[
s = \text{support}(X \rightarrow Y) = \frac{|t \in T | (X \cup Y) \subseteq t |}{|T|}.
\] (1)

Then \( s \) describes the frequency of the association-rule \( X \rightarrow Y \) in the set of transactions. A high value means that the rule describes a large part of the dataset.
Then, \( c \) describes the proportion of transactions with \( X \) that also contain \( Y \) and determine the estimate of a conditional probability.

In the search for association rules, lower bounds are defined for a minimum support and a minimum confidence that must be met. The approach to identify frequent association rules then form two steps, where first the sets of items that meet a certain minimum support are determined and then association rules are searched for in this set based on the minimum confidence. Following the proposed four-step pattern mining approach described above, the next step (2) is to hypothesize about the Apriori algorithm’s results with high support and confidence factors and how it might be interpreted. To support these hypotheses, the instructional data collected in the graph database is then qualitatively considered again to derive more insights from the results (3). If the assumptions from the Apriori algorithm and the qualitative verification are confirmed, a pattern is described (4). In the next section, this process is demonstrated through an example.

### 3. Experimental Results

To demonstrate the procedures described in the previous sections, this part of the article uses generated sample data for demonstration purposes, as not enough real data were collected yet at this time. The following example uses a small sample of data from teaching to show how the association algorithm is used to identify frequencies, which in turn can be used to describe a pattern. The data describe three courses (Algorithms 2, Didactics 1, Statistics, Digital Education 1, and Analysis 1) and which digital tools and software were used during the introductory phase of lessons.

Therefore, first data were retrieved from the graph database (Neo4j) using the Cypher database query language for further processing. The query in Listing 1 includes a sub-procedure (CALL), which first queries the relationship between “Seminar” and “Activation” with the MATCH query. The result of this is passed via WITH to another query to the “App” node, and so on. At the end, the entire queries are aggregated in a list with COLLECT and passed to d via RETURN. The output of the database query is shown in Figure 6.

**Listing 1.** Cypher query and output.

```
CALL { MATCH(s:Seminar)-[:HAS]->(sa:Activation) WITH s,sa MATCH (s)-[:USES]->(a:App) WITH s,sa,a MATCH (s)-[:INTEGRATES]->(m:MobileDevice) WITH COLLECT( {sem:s.value,app:a.value,mobile:m.value,sa:sa.value} ) AS items WITH items, size(items) as c UNWIND items as d RETURN d } RETURN d.app AS App,d.mobile AS MobileDevice,d.sa AS Activation
```
In order to analyze the data from Listing 1 using the Apriori algorithm, we chose Python and Jupyter Notebook and the library mlxtend (http://rasbt.github.io/mlxtend/ accessed on 19 April 2021), which offers also an association rule function. The code in Listing 2 shows how the association rules from the data retrieved above were calculated.

**Listing 2.** Calculation of association rules with Python.

```python
import pandas as pd
from mlxtend.preprocessing import TransactionEncoder
from mlxtend.frequent_patterns import association_rules

# Generate transaction encoder
te = TransactionEncoder()
te_ary = te.fit(dataset).transform(dataset)
df = pd.DataFrame(te_ary, columns=te.columns_)

# Apply Apriori algorithm
rules = association_rules(frequent_itemsets, metric="confidence", min_threshold=0.3)
rules[rules['consequents'] == {'high'}]
```

As the apriori function expects data as pandas DataFrame, the results of the database query are first transformed via the TransactionEncoder into a one-hot encoded format from line 5–7 (which results in a boolean instead of categorial representation). Figure 7 shows snippet of the one-hot representation of the data.

![Figure 7](image7.png)

**Figure 7.** Snippet of the one-hot representation of the data.

In line 9–10 in Listing 2 the metric for the rule generation using the apriori algorithm is set as confidence for evaluating association rules. In line 11 a filter is set, in order to identify rules, which associate a consequent of a high student activation. The output is shown in Figure 8.

![Table output of Cypher query.](image6.png)

**Figure 6.** Table output of Cypher query.
The results in Figure 8 show frequent associations with a high impact on student activation. The support of each association is >0.25 and confidence >0.66. In particular, the combination of Padlet, Notebook → high (support s = 25%, confidence c = 100%) showed a particularly strong criterion for cognitive activation, which also can be seen in the single associations of Padlet and Notebook in Figure 8. But the support of this association rule shows a low importance in this small dataset.

4. Interpretation of Results for Pattern Candidates

First, it must be mentioned that the following interpretations were only intended to demonstrate the procedure. No conclusions can be drawn from the small amount of data here. Therefore, the lower bound of the support was also set very low to be able to demonstrate results. To analyze and interpret these results, the four-step process of a semi-automatized pattern identification as suggested above was considered: (1) Identification of frequent associations (Apriori algorithm); (2) description of a hypothesis; (3) manual review and comparison of the lesson data; (4) description of possible pattern. From the above results, it could be also concluded that the use of a notebook with the app Padlet possibly results in higher cognitive activation in the introductory phase of the lesson (in this example of the domain digital education) as a possible hypothesis from these results. Although these interpretations are only suggestive of an effective use of technology, these results can still serve as a further basis for identifying, describing and validating a pattern. In the next step, in order to validate this hypothesis and to describe a pattern, additional information is now compiled from the available data. For example, the larger context of the use of notebooks during an introductory phase of instruction will be considered. What was the teacher’s exact approach? In what sequence were the notebooks used in class? Were there any difficulties? How were these resolved?

4.1. Example Pattern

Therefore, based on the approach described above for describing individual patterns, an initial draft of a pattern candidate could be structured as follows:

**Pattern Activation of Students**

**Problem**

Instructional settings that contain problem-based tasks are required in order to activate learners [49]. The more students are engaged in the learning process through activating elements, the more likely they are to learn. In a learning environment where students are to absorb the presented contents only without deeply thinking about them and thus not changing their actual world knowledge, they are more likely to forget the presented content.

**Context**

Cognitive Activation was proven to have the greatest impact on learning as it enables deeper learning processes [43,50]. Digital tools (as for instance notebooks) enable a learning setting where students can be prompted to think about the topics in more detail.
Forces
Aspects of cognitive activation have a greater impact on students’ outcomes than aspects of classroom management. Therefore, cognitive activation should be considered as an essential part for initiating effective teaching.

Solution
Interactive student involvement can have an impact on students’ cognitive activation. The integration of mobile devices such as notebooks during the initial phase of a lesson can lead to higher levels of students’ activation.

Resulting Context
Providing a learning environment for students where they are faced with real problems and are thus activated in a way that they discuss and think about the content in more detail was shown to have the greatest impact on learning.

This pattern serves as an example and typically, patterns are described much more extensively. For further differentiation, however, additional categories or even examples are added in pattern descriptions for a manual completion. This data is then manually drawn from the teaching data from the database, which are related to the frequent features found (e.g., brainstorming app, mentimeter, notebook).

4.2. Towards a Pattern Language
From the pattern representation, the essential aspects for practice can be quickly identified and further patterns in the network can be taken into account. Considering this, a possible pattern language could appear as it is shown in Figure 9. The network is arranged into larger and smaller patterns, where based on Alexander’s idea [4,5], the smaller patterns complete the larger patterns. Assuming the teacher is searching for a good approach to activate students, a start would be at the pattern “Activation of Students” and the following ones would complete this one. The information contained therein then determines the individual procedures for teaching.

![Figure 9. Example pattern language.](image-url)
5. Conclusions

Teaching, just like learning, is a highly individual process that depends on various aspects such as the teacher’s personality, framework conditions or previous experiences. It is therefore all the more difficult not only to capture effective teaching scenarios for reuse, but also to make them available. The reason for the difficulties in reuse is that adaptation to new settings with different preconditions is often not applicable. In this article an approach was described pertaining to how effective teaching scenarios can be systematically identified from teaching data in order to subsequently make them available as patterns in a uniform description for easy reuse. We presented the initial idea of the basic approach and the proposed procedure, and it can be used as a basis for direct follow-up perspectives in this field. The proposed evaluation-based domain-specific approach, along criteria of good teaching, allows a systematic mining for patterns in graph-based data for capturing teaching scenarios. Implementing association-based algorithms can suggest initial assumptions about frequent associations in data for describing reusable patterns. Considering the underlying research questions: (1) How can a domain-specific data model be created to capture domain-specific instructional sequences? (2) How can possible candidates for best practices or patterns be identified from the captured instructional sequences? The first research question was described through the process of conceptualizing a domain-specific taxonomy via ontologizing it to the database model and the second was elaborated by the implementation of an association-based algorithm and the proposed four-step process of pattern indentation. This involved the identification of frequent association rules (Apriori algorithm), the description of a hypothesis, a manual review, and a comparison of the lesson data and description of a possible pattern. Based on the shown approach for describing and creating a pattern language, future work should extend the analysis approach described here by further steps and also develop an automated process for the completion of pattern description from teaching data. In addition, the automated transfer of the patterns into a learning package for integration on learning platforms may be a possible avenue for future work. This study is limited in various points that must be addressed in future work. Even though we included no real data for demonstrating the method, for further conclusions detailed insight into the teaching–learning scenario is needed in order to better capture learning sequences in the taxonomy. As a consequence, in future research data should be implemented as well in order to gain more insights. Once the limitations and future research aims have been addressed, the taxonomy and the graph database will offer new innovations in teacher education.
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