Comparison of Indicators of Location Homophily Using Twitter Follow Graph
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Abstract—Location homophily is a tendency of Twitter users whose followers tend to be in the same or nearby areas. Intuitively, although users with a higher number of follower relationships might have negative homophily indicators, it is worth consulting actual Twitter data. Moreover, there may be certain functions regarding the numbers of friends and followers that are more directly correlated to the homophily. In this study, the ratio of the number of friends to the number of followers is shown to be a more effective negative indicator of homophily, and the results for 10 different countries are verified.
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I. INTRODUCTION

The homophily of a person is a valuable concept that has been extensively studied in the field of social science [1], [2]. In this paper, location homophily indicates that people who share a location of activity tend to be friends. Location homophily is an interesting subject in online social graphs, where the relationship between users is not necessarily physical. This subject is closely related to the majority of research on home location estimation using online social graphs [3]–[5], where the location homophily is the assumption used for the estimation.

In a home location estimation, it was reported that if nodes of large degrees are removed, the estimation becomes more effective [6]. This suggests that such users tend to show less location homophily, and that the numbers of followers (#followers) and friends (#friends) are negative indicators of homophily. It is interesting to examine whether #friends or #followers are better indicators of homophily, and in early research on homophily on Twitter [7], the “ego ratio,” the ratio of #followers to #friends, was used as an indicator of homophily. However, comparisons of this ratio with #followers or #friends have yet to be reported. It is also interesting to examine whether this relationship is consistent, even in different countries.

In this study, the homophily of a set of users is measured based on the accuracy of home location estimation using the followers’ locations, as determined through the majority vote. To judge whether a particular attribute such as #followers, #friends, or their ratio (#friends/#followers) is an effective indicator of homophily, users are selected by the attribute and seek the best filter threshold to maximize the accuracy of the home location estimation. The accuracy of a good negative indicator of homophily improves through the removal of high values of the attribute. To make the analysis more robust, the same operation was applied to 10 different countries. The results show that #friends/#followers is a universally effective negative indicator of homophily.

Our conclusions are as follows:

• The follow ratio (#friends/#followers) is a more stable value among the 10 countries than #friends and #followers.
• The follow ratio is a robust negative indicator of the location homophily.
• Among #friends, #followers, and #friends/#followers, #friends/#followers is the strongest indicator of location homophily.

II. RELATED WORK

Homophily has been extensively studied in social science [1]. The homophily of race, ethnicity, gender, and location, among other factors, as well as their combinations, has been investigated [2]. Homophily has also been observed in online relationships, and its effect has been used in many studies, such as recommendation systems [8] and attribute estimation [3], [9].

The relationship of homophily and a tie formation is focused on in [7], where the authors introduced the “ego ratio,” the ratio of #followers to #friends, and compared it with the homophily measured through such attributes as location, gender, ethnicity, or sentiment expression. The authors also showed that the strength of the homophily differed depending on the type when the users were divided into three types based on their ego ratio. The higher the ego ratio, the stronger the location homophily was observed. Although the ego ratio is a function of #friends and #followers, the relationship between the location homophily and #friends and the relationship between location homophily and #followers are not presented in [7]. It is unclear which is the best indicator of the location homophily. In addition, the location information used in [7] is at the country level, which is larger than the data used.

Hironaka et al. [10] analyzed the profile attributes that contribute to the performance of home location estimation in 10 countries. Many profile attributes, including the number of
friends and followers, were used in the analysis. They found that the only attribute that was effective in all 10 countries was the follow ratio. They focused only on whether an attribute contributed to the estimation performance and not on the degree of improvement.

In this study, we compare the degree to which #friends, #followers, and the follow ratio indicate the location homophily using the location estimation. As a result, we found that the follow ratio is the most robustly negative indicator of the location homophily.

III. Data

We applied social graph data, home location data, and attribute data for this experiment. For this, we used the datasets from a previous study [10], which consist of social graph data, home locations, and user attributes in 10 countries.

A. Dataset Description

Please see [10] for details of the dataset creation. In this dataset, the home location data were created using geotagged tweets collected in 2019, and social graph data were constructed using the mutual friend relationships between users. The user attributes, number of friends (#friends), and number of followers (#followers) were extracted from the profile data attached to the newest tweets collected. Because it is natural to assume that every user also follows oneself, the follow ratio (#friends/#followers) is calculated as (#friends + 1)/(#followers + 1).

Table I shows the statistics of the datasets, where |V| is the number of users, |E| is the number of edges (mutual friend relationships), |I| is the number of isolated users (users with no mutual friends), K_{out} is the average number of mutual friends, S_{out} is the variance of the number of mutual friends, and M_{out} is the median of the number of mutual friends.

B. Statistics and Correlations of Attributes

We compute the statistics of the user attributes as follows. Fig. 1 shows boxplots of the number of friends, the number of followers, and the follow ratio. The box indicates the range of values from the 25th to 75th percentiles. The whiskers indicate the range of values from the 5th to 95th percentiles. The middle line in the box represents the median value, and the triangular dot represents the mean value. Outliers are plotted as a plus mark (“+”). In Fig. 1 there are differences in the number of friends and followers between countries. By contrast, the difference in the follow ratio between countries is small.

We compute Spearman’s rank correlation coefficient between attributes. Table II shows the correlations for all combinations between the number of friends, the number of followers, and the follow ratio. There are strong correlations (corr > 0.5) between the number of friends and the number of followers and between the number of followers and the follow ratio. In addition, there is an extremely weak correlation between the number of friends and the follow ratio (|corr| < 0.2). Similar trends are obtained for all 10 countries. Consequently, we can compare the relative differences of the attributes within countries.

IV. Experimental Method

We conducted an experiment to find the most effective attribute for capturing the location homophily. The strength of the location homophily was measured based on the performance of the home location estimation using a social graph.

The experiment proceeded as follows. First, the performance of each user’s home location was evaluated using a leave-one-out cross-validation without filtering. Next, the location estimation was evaluated after filtering the estimation targets using each attribute. The estimation performances were then compared.

A. Location Estimation Method

The location estimation task is to estimate the true label $Y_U$ of users $U$, given a social graph $G(V,E)$, the known location labels $Y_L$ of the users $V_L$ ($V_L \subset V$), and the target users $U$. The task is formulated as follows:

$$\hat{Y}_U = \text{Infer}(V,E,Y_L),$$

where $\hat{Y}_U$ denotes the estimated labels of the users $U$.

In this study, we employ the method proposed by Davis et al. [11], which showed a high estimation accuracy in comparison to Jurgens et al. [3]. This estimation method assumes that the majority of the connected users on a social graph have the same location label and estimates the labels using a majority vote of the labels held by the adjacent nodes.
B. Filtering Method

A filter divides the user set into two parts at a threshold using the number of friends, the number of followers, and the follow ratio. We use two types of filters: a HighCut filter that filters users with values higher than the threshold \( \theta \), and a LowCut filter that filters users with values lower than the threshold \( \theta \).

The filters are expressed as follows:

\[
\text{HighCut}(V, a) = \{ u | u \in V, a_u < \theta \},
\]

\[
\text{LowCut}(V, a) = \{ u | u \in V, a_u > \theta \},
\]

where \( V \) is a set of users, \( a \) is one of three attributes, and \( a_u \) is the attribute value of user \( u \).

The filter works well if there is a linear relationship between the location homophily and the attribute around the threshold. We consider that the number of friends and followers are characterized by parts with high values, for which we apply the HighCut filter. We apply the two filters to the follow ratio because the follow ratio is characterized by two parts that are greater and less than 1, respectively. Only one filter is applied at a time.

Each filter has the threshold \( \theta \) as a parameter. By dividing the value of each attribute from the minimum to maximum values into 100 parts at equal intervals on a logarithmic scale, we find the threshold that maximizes the estimation accuracy under a coverage of greater than 0.3. We computed the results for all test data at all thresholds and reported the point at which the estimation accuracy was maximized.

C. Evaluation

The estimation was measured in terms of accuracy and coverage. The error distance was not used for the evaluation because the area size differs between countries. The accuracy is the percentage of correctly estimated labels. Coverage is the percentage of users for whom we can estimate any labels. For this experiment, the coverage is the percentage of users who have mutual friends that can be used for the estimation.

The metrics are expressed as follows:

\[
\text{Accuracy}(U) = \frac{| \{ u | u \in U, y_u = \hat{y}_u \} |}{| \{ u | u \in U, |N_u| > 0 \} |},
\]

\[
\text{Coverage}(U) = \frac{| \{ u | u \in U, |N_u| > 0 \} |}{|V|},
\]

where \( y_u \) is the true label of user \( u \), \( \hat{y}_u \) is an estimated label of user \( u \), \( U \) is a set of target users of the estimation (the filtered users, if a filter is applied), \( N_u \) is an adjacent node of user \( u \) (mutual friends of \( u \)), and \( V \) is a set of users in the dataset.

D. Significance Testing

To judge whether the accuracy was improved by the filter applied, we statistically tested the accuracy as follows. Let the null hypothesis be \( H_0 \) and the alternative hypothesis be \( H_1 \), where the accuracy without the filter is \( p_1 \) and the accuracy with the filter applied is \( p_2 \).

\[
H_0 : p_1 = p_2 \Rightarrow p_2 - p_1 = 0
\]

\[
H_1 : p_1 < p_2 \Rightarrow p_2 - p_1 > 0
\]
Letting \( x_1 \) and \( x_2 \) denote the number of correct answers, and \( n_1 \) and \( n_2 \) denote the number of answers, the accuracies \( p_1 \) and \( p_2 \) are estimated as \( \hat{p}_1 = x_1/n_1 \) and \( \hat{p}_2 = x_2/n_2 \), respectively. When \( n \) users are randomly sampled, the distribution of accuracy \( p \) follows a normal distribution with mean \( \hat{p} \) and variance \( \hat{p}(1-\hat{p})/n \). The parameters of the sum of the normal distributions are easily obtained.

\[
p_2 - p_1 \sim N(\hat{p}_2 - \hat{p}_1, \frac{\hat{p}_1(1-\hat{p}_1)}{n_1} + \frac{\hat{p}_2(1-\hat{p}_2)}{n_2}) \tag{8}
\]

The confidence interval of \( p_2 - p_1 \) is expressed through the following equation: If this equation does not contain zero, we consider \( p_1 \) to be significantly greater than \( p_2 \). Here, \( z_\alpha \) is the z-score of the standard normal distribution at point \( \alpha \). During the experiment, we use \( \alpha = 0.05 \).

\[
\hat{p}_2 - \hat{p}_1 - z_\alpha \sqrt{\frac{\hat{p}_1(1-\hat{p}_1)}{n_1} + \frac{\hat{p}_2(1-\hat{p}_2)}{n_2}} \leq p_2 - p_1 \leq \hat{p}_2 - \hat{p}_1 + z_\alpha \sqrt{\frac{\hat{p}_1(1-\hat{p}_1)}{n_1} + \frac{\hat{p}_2(1-\hat{p}_2)}{n_2}} \tag{9}
\]

V. Results

Table III shows the results of the experiment. If the accuracy is significantly improved compared to that without filtering, the value is marked with an asterisk (*). First, the coverage without filtering of each country must be discussed. In every country, more than half of Twitter users have at least one mutual friend; thus, the coverage is sufficient to discuss the effect of the selection through filtering. The accuracy without filtering of each country should then be examined. The accuracy is within the range of 0.186 to 0.658, and the values vary by country. There may be many reasons for this, such as culture, popularity, and population density. This implies that comparing the absolute value of accuracy between countries is difficult to analyze. Instead, the ratio of accuracy with filtering to accuracy without filtering is applied to reflect the tendency of the attributes. Therefore, even if the accuracy is approximately 0.1, it should be possible to discuss the attributes.

If the filter does not work, the corresponding coverage becomes the same or very close to that without filtering. The filter works well when the corresponding coverage becomes approximately half of the coverage without filtering, and the accuracy increases. The value of the optimum threshold is meaningful only when the filter works well. The threshold of the filter is determined such that the corresponding coverage is greater than 0.3, and the corresponding accuracy is the highest.

For table III, which details the data regarding #friends, nine countries (all excluding Japan) show an improvement. The #friends filter works in Indonesia, India, Mexico, and Saudi Arabia (4 out of 10 countries) because of their coverage values. For #followers, the filter works well in Saudi Arabia only. The LowCut filter can be used for the follow ratio in Brazil, Japan, and the Philippines, but does not work well even in these countries because of the coverage values.

The HighCut filter works well for the follow ratio in all 10 countries. Each coverage value becomes approximately half of the coverage without filtering, and each accuracy value is considerably better than that without filtering. It should also be noted that the best thresholds are close to 1.0, except for India, for which the #friends filter works extremely well.

VI. Discussion

Cases in which user A is followed by user B because user A started following user B is rather common. This observation is important for understanding the relationship between #friends and #friends/#followers. The relationship between acquaintances and location homophily also plays an important role in interpreting the results.

A. Importance of #friends and #friends/#followers

It is common practice to use #friends and #followers to estimate the user characteristics. In particular, users who have large #followers are said to be influential [12]. The correlation analysis between #friends, #followers, and #friends/#followers suggests a different way to describe users. Because #friends/#followers is calculated as \((#friends + 1)/(#followers + 1)\), one may think that the correlation between #friends and #friends/#followers would be positive; however, this is not the case. It is very interesting to note that there is no correlation between #friends and the follow ratio for all countries. This implies that #friends and the follow ratio are natural attributes that can be used to characterize users, and #followers can be predicted by the other two attributes. In other words, although a user may follow as many users as they like, the probability of being followed back does not depend on the number of friends (#friends).

B. What does #friends indicate?

One reasonable interpretation of #friends is the degree of activity. If an active user naturally follows other users, then #friends will be proportional to the user’s activity. If #friends more than 1000, the neighbors of user should be distributed over a wide range of area. This explains the results indicating that the best threshold for #friends is large, and only a small percentage of users should be filtered.

C. What does the follow ratio indicate?

One reasonable interpretation of the follow ratio is the ratio of non-acquainted neighbors to acquainted neighbors, where user A’s acquainted neighbors are the users mutually following user A. A user with a relatively large follow ratio may try to establish a new relation by following others. If the majority of follow actions from others are triggered by the user’s follow actions, then #friends should be greater than #followers. In this case, the follow ratio becomes greater than 1. A user with a relatively small follow ratio may try to follow users who are already acquainted. In this case, the majority of follow actions from others are not triggered by the follow action. If a user who has many followers without following others follows an acquainted user, the user is likely to follow back. In this case,
the follow ratio becomes less than 1. Interestingly, the follow ratio is the best negative indicator of location homophily for all 10 countries.

D. Why is the follow ratio more effective than #friends?

If the majority of one user’s neighbors are acquainted, the location homophily should be large. As previously discussed, the follow ratio is directly related to the ratio of acquaintances among neighbors, whereas #friends is related to the ratio of acquaintances among neighbors only for rare and uncommon users. Although it is difficult to judge whether one user is really acquainted with others in practice, the location homophily can be estimated.

VII. CONCLUSION

In this study, the location homophily of a set of users was defined as the accuracy of the home location estimation. The number of friends, number of followers, and follow ratio were selected as attributes. By filtering using these attributes, the accuracy and coverage of the home location estimation were obtained. The same operation was applied to 10 different countries. As a result, the follow ratio was shown to be the most effective attribute for capturing the location homophily.
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