A BURAU-ALEXANDER 2-FUNCTOR ON TANGLES

DAVID CIMASONI AND ANTHONY CONWAY

Abstract. We construct a weak 2-functor from the bicategory of oriented tangles to a bicategory of Lagrangian cospans. This functor simultaneously extends the Burau representation of the braid groups, its generalization to tangles due to Turaev and the first-named author, and the Alexander module of 1 and 2-dimensional links.

1. Introduction

Since its introduction in 1935, the Burau representation \([5]\) has been one of the most studied representations of the braid groups. In its reduced version, it takes the form of a homomorphism \(\rho_n : B_n \to GL_{n-1}(\Lambda)\) with \(\Lambda = \mathbb{Z}[t^\pm 1]\), which preserves some non-degenerate skew-hermitian form on \(\Lambda_{n-1}^{\Lambda}\) [16]. The construction of \(\rho_n\), whether the algebraic one [4, 5] or the homological one [13], easily extend to oriented braids, i.e. braids where different strands can be oriented in different directions. In a slightly pedantic style, one can therefore say that the Burau representations constitute a functor \(\rho\) from the groupoid \(\mathbf{Braids}\), with objects finite sequences of signs \(\pm 1\) and morphisms oriented braids, to the groupoid \(\mathbf{U}_\Lambda\), with objects \(\Lambda\)-modules equipped with a non-degenerate skew-hermitian form and morphisms unitary \(\Lambda\)-isomorphisms.

In this context, it is natural to ask whether this Burau functor extends to the category \(\mathbf{Tangles}\) of oriented tangles (whose formal definition can be found in subsection 4.1). Such an extension was constructed by Turaev and the first-named author in [6]. In a nutshell, they defined a category \(\mathbf{Lagr}_\Lambda\) of Lagrangian relations in which \(\mathbf{U}_\Lambda\) embeds via the graph functor: if \(f\) is a unitary isomorphism, then its graph \(\Gamma_f\) is a Lagrangian relation. Then, they constructed a functor \(\mathcal{F} : \mathbf{Tangles} \to \mathbf{Lagr}_\Lambda\) such that \(\mathcal{F}(\beta) = \Gamma_{\rho(\beta)}\) for any oriented braid \(\beta\).

Note that the groupoid \(\mathbf{Braids}\) is nothing but the core of \(\mathbf{Tangles}\): both categories have the same objects, and the isomorphisms of the latter are the morphisms of the former. Therefore, one might wonder if there is an extension \(\mathcal{B}\) of \(\rho\) to oriented tangles taking values in a category whose core is (equivalent to) \(\mathbf{U}_\Lambda\). More importantly, oriented surfaces between oriented tangles turn \(\mathbf{Tangles}\) into a (weak) 2-category (see subsection 4.3 for a discussion of this fact), and several functors, such as the one coming from Khovanov homology [12], have been shown to extend to 2-functors. Hence, one can also hope to extend \(\mathcal{B}\) to a 2-functor. This is what we achieve in the present paper, building on the homological definition of the Burau representation.

The idea is to consider cospans \([3,8]\) of \(\Lambda\)-modules, i.e. diagrams of the form \(H \to T \leftarrow H'\). More precisely, we start by defining the category \(\mathbf{L}_\Lambda\) of Lagrangian cospans, whose core is shown to be equivalent to \(\mathbf{U}_\Lambda\). This category should be understood as a generalization of
the category of Lagrangian relations, in the sense that there is a full (non-faithful) functor \( F : L_{\Lambda} \to \text{Lagr}_{\Lambda} \) which is the identity on objects. The functor \( F \) then lifts in a very natural way to a functor \( B \) taking values in \( L_{\Lambda} \). In summary, we have the commutative diagram of functors

\[
\begin{array}{ccc}
\text{Tangles} & \xrightarrow{B} & \text{Lagr}_{\Lambda} \\
\downarrow F & & \downarrow F \\
\end{array}
\]

where \( B \) extends the Burau functor \( \rho \) in the following sense: the restriction of \( B \) to \( \text{Braids} = \text{core}(\text{Tangles}) \) fits in the commutative diagram

\[
\begin{array}{ccc}
\text{Braids} & \xrightarrow{\rho} & U_{\Lambda} \\
\downarrow \text{core}(L_{\Lambda}) & \simeq & \downarrow \text{core}(L_{\Lambda}) \\
\end{array}
\]

with the vertical arrow an equivalence of categories.

Furthermore, the category \( L_{\Lambda} \) can be modified in a natural way and endowed with a weak 2-category structure yielding a bicategory, and \( B \) extends to a weak 2-functor on the bicategory of oriented tangles and surfaces. Finally, when restricted to 1 and 2-endomorphisms of the empty set, i.e. oriented links and closed surfaces, \( B \) is nothing but the Alexander module.

The paper is organized as follows. In Section 2, we recall the definition of the category \( \text{Lagr}_{\Lambda} \) of Lagrangian relations, we define our category \( L_{\Lambda} \) of Lagrangian cospans together with the full functor \( F : L_{\Lambda} \to \text{Lagr}_{\Lambda} \), and prove that the core of \( L_{\Lambda} \) is equivalent to \( U_{\Lambda} \). In Section 3 we show that \( L_{\Lambda} \) naturally extends to a bicategory. In Section 4 we give the definition of the category of oriented tangles, discuss its 2-category extension, construct the functor \( B \) and show that it extends to a weak 2-functor. Finally, in Section 5 we briefly explain how other versions of the Burau representation (namely, unreduced and multivariable versions) can be extended to weak 2-functors using the same ideas.
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2. Lagrangian categories

The aim of this section is to introduce the various algebraic categories that appear in our construction. In a first subsection, we briefly recall the definition of the category \( \text{Lagr}_{\Lambda} \) of Lagrangian relations over a ring \( \Lambda \) and explain why it should be understood as a generalization of the groupoid \( U_{\Lambda} \) of unitary automorphisms of Hermitian \( \Lambda \)-modules, following [6]. In subsection 2.2, we recall the theory of cospans in a category with pushouts. In subsection 2.3, we define the category \( L_{\Lambda} \) of Lagrangian cospans, and relate it to the category of Lagrangian relations via a full functor \( F : L_{\Lambda} \to \text{Lagr}_{\Lambda} \). In subsection 2.4, we show that this functor restricts to an equivalence of categories between the core groupoid of \( L_{\Lambda} \) and \( U_{\Lambda} \).
2.1. The category of Lagrangian relations. Fix an integral domain $\Lambda$ endowed with a ring involution $\lambda \mapsto \overline{\lambda}$. A skew-Hermitian form on a $\Lambda$-module $H$ is a map $\omega : H \times H \to \Lambda$ such that for all $x, y, z \in H$ and all $\lambda, \lambda' \in \Lambda$,

\begin{align*}
(i) \quad & \omega(\lambda x + \lambda' y, z) = \lambda \omega(x, z) + \lambda' \omega(y, z), \\
(ii) \quad & \omega(x, y) = -\omega(y, x), \\
(iii) \quad & \text{if } \omega(x, y) = 0 \text{ for all } y \in H, \text{ then } x = 0.
\end{align*}

A Hermitian $\Lambda$-module $H$ is a finitely generated $\Lambda$-module endowed with a skew-Hermitian form $\omega$. The same module $H$ with the opposite form $-\omega$ will be denoted by $-H$. The annihilator of a submodule $A \subset H$ is the submodule $\text{Ann}(A) = \{x \in H \mid \omega(v, x) = 0 \text{ for all } v \in A\}$. A submodule is called Lagrangian if it is equal to its annihilator. Given a submodule $A$ of a Hermitian $\Lambda$-module $H$, set

$$\overline{A} = \{x \in H \mid \lambda x \in A \text{ for a non-zero } \lambda \in \Lambda\}.$$  

Observe that if $A$ is Lagrangian, then $\overline{A} = A$.

If $H$ and $H'$ are Hermitian $\Lambda$-modules, a Lagrangian relation from $H$ to $H'$ is a Lagrangian submodule of $(-H) \oplus H'$. For instance, given a Hermitian $\Lambda$-module $H$, the diagonal relation

$$\Delta_H = \{h \oplus h \in H \oplus H \mid h \in H\}$$

is a Lagrangian relation from $H$ to $H$. Given two Lagrangian relations $N_1$ from $H$ to $H'$ and $N_2$ from $H'$ to $H''$, their composition is defined as $N_2 \circ N_1 := N_2 N_1 \subset (-H) \oplus H''$, where

$$N_2 N_1 = \{x \oplus z \mid x \oplus y \in N_1 \text{ and } y \oplus z \in N_2 \text{ for some } y \in H'\}.$$  

The proof of the next theorem can be found in [6, Theorem 2.7].

**Theorem 2.1.** Hermitian $\Lambda$-modules, as objects, and Lagrangian relations, as morphisms, form a category. \hfill \Box

Following [6], we shall denote this category by $\text{Lagr}_\Lambda$ and call it the category of Lagrangian relations over $\Lambda$.

We shall say that a $\Lambda$-linear map between two Hermitian $\Lambda$-modules is unitary if it preserves the corresponding skew-Hermitian forms. Let us now briefly recall why Lagrangian relations can be understood as a generalization of unitary $\Lambda$-isomorphisms and unitary $Q$-isomorphisms, where $Q = Q(\Lambda)$ is the field of fractions of $\Lambda$. Let $U_\Lambda$ be the category of Hermitian $\Lambda$-modules and unitary $\Lambda$-isomorphisms. Also, let $U^0_\Lambda$ be the category of Hermitian $\Lambda$-modules, where the morphisms between $H$ and $H'$ are the unitary $Q$-isomorphisms between $H \otimes Q$ and $H' \otimes Q$. The graph of a $\Lambda$-linear map $f : H \to H'$ is the submodule $\Gamma_f = \{x \oplus f(x)\}$ of $H \oplus H'$. Similarly the restricted graph of a $Q$-linear map $\varphi : H \otimes Q \to H' \otimes Q$ is $\Gamma^0_\varphi = \Gamma_\varphi \cap (H \oplus H')$.

The proof of the following theorem can be found in [6, Theorem 2.9].

**Theorem 2.2.** The maps $f \mapsto f \otimes \text{id}_Q$, $f \mapsto \Gamma_f$ and $\varphi \mapsto \Gamma^0_\varphi$ define faithful functors which are the identity on objects, and fit in the commutative diagram

$$U_\Lambda \xrightarrow{- \otimes Q} U^0_\Lambda \xrightarrow{\Gamma} \text{Lagr}_\Lambda.$$

\hfill \Box

We shall call such functors embeddings of categories.
2.2. Cospans in a category with pushouts. Among the arguments that will be used in this article, some are well-known and of purely categorical nature. This subsection contains a quick review of these results (see \cite{3, 13} for further detail).

Let us fix a category \( \mathcal{C} \). Throughout this subsection, all objects, morphisms, diagrams, and the like will be in this fixed category \( \mathcal{C} \). Recall that a span is a diagram of the form \( T_1 \leftarrow^{i_1} H \rightarrow^{i_2} T_2 \). A pushout of such a span is an object \( P \) together with morphisms \( T_1 \xrightarrow{j_1} P \xleftarrow{j_2} T_2 \) such that \( i_1 j_1 = i_2 j_2 \), which satisfies the following universal property: for any \( T_1 \xrightarrow{k_1} Q \xleftarrow{k_2} T_2 \) such that \( k_1 i_1 = k_2 i_2 \), there exists a unique morphism \( u: P \rightarrow Q \) with \( u j_1 = k_1 \) and \( u j_2 = k_2 \). This is illustrated in the following commutative diagram:

\[
\begin{array}{ccc}
T_1 & \xrightarrow{i_1} & H \\
\downarrow{j_1} & & \downarrow{j_2} \\
T_2 & \xleftarrow{i_2} & \\
\end{array}
\]

If a span admits a pushout, then the latter is unique up to canonical isomorphism. However, not all spans admit pushouts in general. From now on, we shall assume that \( \mathcal{C} \) is a category with pushouts, i.e. that any span admits a pushout. Moreover, we fix for each span a pushout.

Let \( H, H' \) be two objects. A cospan from \( H \) to \( H' \) is a diagram \( H \xrightarrow{id} T \xleftarrow{\iota'} H' \). Two cospans \( H \xrightarrow{i_1} T_1 \xleftarrow{i_1'} H' \) and \( H \xrightarrow{i_2} T_2 \xleftarrow{i_2'} H' \) are isomorphic if there is an isomorphism \( f: T_1 \rightarrow T_2 \) such that \( fi_1 = i_2 \) and \( f' i_1' = i_2' \). The composition of two cospans \( H \xrightarrow{i_1} T_1 \xleftarrow{i_1'} H' \) and \( H' \xrightarrow{i_2} T_2 \xleftarrow{i_2'} H'' \) is the cospan from \( H \) to \( H'' \) given by the (fixed) pushout diagram:

\[
\begin{array}{ccc}
T_2 \circ T_1 & \xrightarrow{j_1} & T_1 \\
\downarrow{i_1} & & \downarrow{i_2'} \\
H & \xrightarrow{i_1'} & H' \\
\downarrow{j_2} & & \downarrow{i_2'} \\
T_2 & \xleftarrow{i_2'} & H'' \\
\end{array}
\]

Finally, the identity cospan of an object \( H \) is defined as the cospan \( I_H := (H \xrightarrow{id} H \xleftarrow{id} H) \).

**Remark 2.3.** Given any morphism \( H' \xrightarrow{\iota'} H'' \), one easily checks that

\[
\begin{array}{ccc}
H' & \xrightarrow{id} & H'' \\
\downarrow{\iota'} & & \downarrow{\iota'} \\
H' & \xrightarrow{id} & H'' \\
\end{array}
\]

are pushout diagrams. Therefore, if one makes this choice of pushout for spans of the form \( H' \xleftarrow{id} H' \xrightarrow{\iota'} H'' \) and \( H'' \xleftarrow{id} H' \xrightarrow{\iota'} H'' \), then the composition of \( H \xrightarrow{i} H' \xleftarrow{id} H' \) and \( H' \xrightarrow{\iota'} T \xleftarrow{id} H'' \) is given by \( H \xrightarrow{i} T \xleftarrow{id} H'' \), and the composition of \( H \xrightarrow{i} T \xleftarrow{id} H'' \) and \( H'' \xleftarrow{id} H' \xrightarrow{\iota'} H'' \)
and \( H' \xrightarrow{id} H' \xleftarrow{i''} H'' \) is given by \( H \xrightarrow{i} T \xleftarrow{i''} H'' \). For this reason, cospans should be understood as generalizing morphisms in the category \( C \).

Note that the composition of cospans depends on the choice of a pushout for each span; therefore, it cannot be associative for all such choices. For the same reason, the composition does not admit \( I_H \) as a two-sided unit in general. However, for any fixed choice of pushouts, the corresponding composition does satisfy these properties up to canonical isomorphisms of cospans. We refer the reader to [15] for a proof of this standard fact in the dual context of spans.

There are two possible strategies at this point. The first one, which we will use in the remaining part of Section 2, is to consider the category given by the objects of \( C \), as objects, and the isomorphism classes of cospans in \( C \), as morphisms. The second one, which we will use in the next sections, is to follow the “main principle of category theory ” as stated in [10, p.179], that is: not to identify isomorphic cospans, but to view these canonical isomorphisms as part of the (higher) structure. This naturally leads to the concept of a bicategory, that will be reviewed in subsection 3.1 and used in subsections 3.2 and 4.3.

2.3. The category \( L_\Lambda \) of Lagrangian cospans. We now take \( C \) to be the category of \( \Lambda \)-modules, with \( \Lambda \) any integral domain. After observing that this is a category with pushouts, we impose further conditions on our cospans and work with isomorphism classes thereof.

We begin with the following standard result, whose easy proof is left to the reader.

**Lemma 2.4.** The square

\[
\begin{array}{ccc}
\ & P & \\
\downarrow & & \downarrow \\
T_1 & \leftarrow & T_2 \\
\downarrow & & \downarrow \\
H & \leftarrow & H
\end{array}
\]

is a pushout diagram in the category of \( \Lambda \)-modules if and only if the sequence

\[
H \xrightarrow{(-i_1,i_2)} T_1 \oplus T_2 \xrightarrow{(j_1,j_2)} P \xrightarrow{0}
\]

is exact. \( \square \)

In particular, a pushout is given by the cokernel of the map \((-i_1,i_2) \colon H \to T_1 \oplus T_2 \) sending \( x \) to \((-i_1(x)) \oplus i_2(x)\), so this is a category with pushouts.

By abuse of notation, we shall sometimes simply denote by \( T \) (the isomorphism class of) a cospan of the form \( H \to T \leftarrow H' \). For a cospan \( H \xrightarrow{i} T \xleftarrow{i'} H' \), consider the submodule \( N_T := \text{Ker} \left( -i \right) \) of \( H \oplus H' \), where \( \left( -i \right) : H \oplus H' \to T \) maps \((x,y)\) to \( i'(y) - i(x) \).

Note that if \( T_1 \) and \( T_2 \) are isomorphic cospans, then \( N_{T_1} \) and \( N_{T_2} \) are equal.

**Lemma 2.5.** For any two composable cospans \( T_1 \) and \( T_2 \), we have \( N_{T_2 \circ T_1} = N_{T_2} N_{T_1} \).

**Proof.** Consider two cospans \( H \xrightarrow{i_1} T_1 \xleftarrow{i_1'} H' \) and \( H' \xrightarrow{i_2} T_2 \xleftarrow{i_2'} H'' \). By definition, \( N_{T_2 \circ T_1} \) is the kernel of the map \( H \oplus H'' \to T_2 \circ T_1 \) given by \((x,z) \mapsto j_2(i_2'(z)) - j_1(i_1(x)) \). Since \( T_2 \circ T_1 \) is represented by the cokernel of the map \((-i_1',i_2') \colon H' \to T_1 \oplus T_2 \), \( N_{T_2 \circ T_1} \) consists of
the elements \( x \oplus z \in H \oplus H'' \) for which \((-i_1(x)) \oplus i_2''(z)\) lies in the image of \((-i_1', i_2')\). Therefore, \(N_{T_2 \circ T_1}\) is equal to
\[
\{ x \oplus z \in H \oplus H'' \mid i_1(x) = i_1'(y) \text{ and } i_2'(y) = i_2''(z) \text{ for some } y \in H' \}.
\]
In other words, \(N_{T_2 \circ T_1}\) is equal to \(\text{Ker}(i_2') \text{Ker}(i_1') = N_{T_2} N_{T_1}\).

Recall from the subsection 2.1 that if \(A\) is a submodule of a Hermitian \(\Lambda\)-module \(H\), then \(A\) consists of all \(x \in H\) such that \(\lambda x \in A\) for a non-zero \(\lambda \in \Lambda\). We shall say that a cospan \(H \xrightarrow{i} T \xleftarrow{i'} H'\) is Lagrangian if \(N_T\) is a Lagrangian submodule of \((-H) \oplus H'\). For instance, the identity cospan \(I_H\) is a Lagrangian cospan, since \(N_H = N_H\) is equal to the diagonal relation \(\Delta_H\).

**Proposition 2.6.** Hermitian \(\Lambda\)-modules, as objects, and isomorphism classes of Lagrangian cospans, as morphisms, form a category \(L_\Lambda\). Moreover, the map \(T \mapsto \overline{N_T}\) gives rise to a full functor \(F: \text{L}_\Lambda \to \text{Lagr}_\Lambda\).

**Proof.** As explained in subsection 2.2, it is a standard fact that the composition of isomorphism classes of cospans by pushouts is well-defined (i.e. does not depend on the choice of the pushouts), is associative, with the identity cospan acting trivially. Therefore, we only need to check that the composition of two Lagrangian cospans \(H \rightarrow T_1 \leftarrow H'\) and \(H' \rightarrow T_2 \leftarrow H''\) is also Lagrangian, and that \(F\) is a full functor. By Lemma 2.5, we have
\[
N_{T_2 \circ T_1} = N_{T_2} N_{T_1} = N_{T_2} \circ N_{T_1}.
\]
Since \(N_{T_2}\) and \(N_{T_1}\) are Lagrangian, \(N_{T_2} = \overline{N_{T_2}}, N_{T_1} = \overline{N_{T_1}}\) and \(N_{T_2} \circ N_{T_1}\) is also Lagrangian by Theorem 2.1. Therefore, the cospan \(H \rightarrow T_2 \circ T_1 \leftarrow H''\) is Lagrangian and \(F\) is a functor. Finally, given a Lagrangian relation \(N\) from \(H\) to \(H'\), consider the cospan \(H \xrightarrow{i} T \xleftarrow{i'} H'\) where \(T = (H \oplus H')/N\) and \(i\) (resp. \(i'\)) is the inclusion of \(H\) (resp. \(H'\)) into \(H \oplus H'\) composed with the canonical projection. By construction, it is a Lagrangian cospan with \(\overline{N_T} = \overline{N} = N\), so the functor \(F\) is full. \(\square\)

Let us conclude this subsection by noting that the functor \(F: \text{L}_\Lambda \to \text{Lagr}_\Lambda\) is not faithful. Indeed, given any cospan \(H \xrightarrow{i} T \xleftarrow{i'} H'\) and any \(\Lambda\)-module \(\widetilde{T}\), consider the cospan given by \(H \xrightarrow{(i,0)} T \oplus \widetilde{T} \xleftarrow{(i',0)} H'\). One immediately checks the equality \(N_{T \oplus \widetilde{T}} = N_T\). Therefore, if the first cospan is Lagrangian and \(\widetilde{T}\) is non-trivial, then these two cospans represent different morphisms in \(\text{L}_\Lambda\) mapped by \(F\) to the same morphism in \(\text{Lagr}_\Lambda\).

2.4. The core of the category \(\text{L}_\Lambda\). Recall that the core of a category \(\mathcal{C}\) is the maximal sub-groupoid of \(\mathcal{C}\). In other words, \(\text{core}(\mathcal{C})\) is the subcategory of \(\mathcal{C}\) consisting of all objects of \(\mathcal{C}\) and with morphisms all the isomorphisms of \(\mathcal{C}\).

We shall say that a cospan \(H \xrightarrow{i} T \xleftarrow{i'} H'\) is invertible if \(i\) and \(i'\) are \(\Lambda\)-isomorphisms.

**Proposition 2.7.** The core of \(\text{L}_\Lambda\) consists of Hermitian \(\Lambda\)-modules, as objects, and isomorphism classes of invertible Lagrangian cospans, as morphisms. Furthermore, the map assigning to such a cospan \(H \xrightarrow{i} T \xleftarrow{i'} H'\) the \(\Lambda\)-isomorphism \(i'^{-1}i: H \rightarrow H'\) gives rise to
an equivalence of categories $\text{core}(L_{A}) \xrightarrow{\sim} U_{A}$ which fits in the commutative diagram

\[
\begin{array}{c}
\text{core}(L_{A}) \\
\downarrow \\
U_{A} \xrightarrow{\Gamma} \text{Lagr}_{A}.
\end{array}
\]

**Proof.** Given a cospan $H \xrightarrow{i} T \xleftarrow{i'} H'$ with $i$ an isomorphism, one easily checks that the diagram

\[
\begin{array}{c}
H \xrightarrow{i^{-1}} H' \xleftarrow{i^{-1}} H
\end{array}
\]

satisfies the universal property for the pushout defining the composition of $H \xrightarrow{i} T \xleftarrow{i'} H'$ with $H' \xrightarrow{i'} T \xleftarrow{i} H$. Hence, if both $i$ and $i'$ are isomorphisms, then these cospans are inverse of one another, and therefore isomorphisms in $L_{A}$, i.e. morphisms in $\text{core}(L_{A})$. Conversely, let $H \xrightarrow{i_{1}} T_{1} \xleftarrow{i_{2}} H'$ be a morphism in $\text{core}(L_{A})$, and let $H' \xrightarrow{i_{2}'} T_{2} \xleftarrow{i_{1}'} H$ be its inverse. Working with the cokernel representatives of $T_{2} \circ T_{1}$ and $T_{1} \circ T_{2}$, this means that there exist $\Lambda$-isomorphisms $C := \text{Coker}(-i_{1}', i_{2}') \xrightarrow{\varphi} H$ and $C' := \text{Coker}(-i_{2}, i_{1}) \xrightarrow{\varphi'} H'$ such that the following diagrams commute:

\[
\begin{array}{c}
H \xrightarrow{j_{1}} H' \xleftarrow{j_{2}} T_{1} \xrightarrow{j_{2}'} H' \xleftarrow{j_{1}'} C \xrightarrow{id_{H'}} \xrightarrow{id_{H}} H
\end{array}
\]

This implies that the following diagram has exact rows, and is commutative:

\[
\begin{array}{c}
0 \xrightarrow{0} H \xrightarrow{(-1,1)} H \oplus H \xrightarrow{(1)} H \xrightarrow{0} 0 \xrightarrow{0}
\end{array}
\]

Using the universal property of the pushouts $T_{2} \circ T_{1}$ and $T_{1} \circ T_{2}$, one can check that the maps $\varphi'j_{1}'i_{1} = \varphi'j_{2}'i_{2}: H \rightarrow H'$ and $\varphi'j_{1}'i_{1} = \varphi'j_{2}'i_{2}: H' \rightarrow H$ are inverse of each other, and therefore isomorphisms. By the five-lemma applied to the diagram above, $i_{1}$ and $i_{2}$ are also isomorphisms. Exchanging the roles of $T_{1}$ and $T_{2}$ leads to the same conclusion for $i_{1}'$ and $i_{2}'$, so both these cospans are invertible.

Now, let $G: \text{core}(L_{A}) \rightarrow U_{A}$ be defined by assigning to the invertible cospan $H \xrightarrow{i} T \xleftarrow{i'} H'$ the $\Lambda$-isomorphism $i^{-1}i: H \rightarrow H'$. First note that isomorphic cospans are mapped to
the same isomorphism. Next, observe that for any two invertible cospans $H \rightarrow^i T_1 \leftarrow^j H'$ and $H' \rightarrow^{i_2} T_2 \leftarrow^{j_2} H''$, we have

$$G(T_2 \circ T_1) = (j_2 i_2)^{-1} (j_1 i_1) = i_2^{-1} j_2^{-1} j_1 i_1 = i_2^{-1} i_2 i_1^{-1} i_1 = G(T_2) \circ G(T_1).$$

(Here, we used the fact that since $j_2 i_2$ and $i_2$ are isomorphisms, so is $j_2$.) We now check that if a cospan $H \rightarrow^i T \leftarrow^j H'$ is Lagrangian, then $i^{-1} j$ is unitary. Indeed,

$$F(T) = N_T = \text{Ker}(-i) = \text{Ker}(-j) = \text{Ker}(-i_{id}) = \Gamma_{i^{-1}j}$$

is a Lagrangian subspace of $(-H) \oplus H'$. Therefore, for any $x \in H$ and $y \in H'$, we have

$$0 = (-\omega \oplus \omega')(x \oplus i^{-1}(i(x)), y \oplus j^{-1}(i(y))) = -\omega(x, y) + \omega'(i^{-1}(i(x)), j^{-1}(i(y))),$$

so $i^{-1} j$ is indeed unitary. The equality $F(T) = \Gamma_{i^{-1}j}$ displayed above also shows the commutativity of the diagram in the statement.

It only remains to check that $G$ is a fully-faithful functor. Given any unitary isomorphism $f: H \rightarrow H'$, the cospan $H \rightarrow^f H' \leftarrow^{id} H'$ is invertible, Lagrangian, and is mapped to $f$ by $G$. Finally, if $H \rightarrow^i T_1 \leftarrow^j H'$ and $H \rightarrow^{i_2} T_2 \leftarrow^{j_2} H'$ are invertible cospans with $i^{-1} j = i_2^{-1} j_2$, then the map $i_2 i_1^{-1} = i_2 i_1^{-1}: T_1 \rightarrow T_2$ defines an isomorphism between these two cospans.

Since $\Lambda$ is an integral domain, we can consider its quotient field $Q = Q(\Lambda)$. We shall call a cospan $H \rightarrow^i T \leftarrow^j H'$ rationally invertible if $i_Q := i \otimes Q$ and $j_Q := j \otimes Q$ are $Q$-isomorphisms. The next proposition can be checked by the same arguments as Proposition 2.7. We therefore leave the proof to the reader.

**Proposition 2.8.** Hermitian $\Lambda$-modules, as objects, and isomorphism classes of rationally invertible Lagrangian cospans, as morphisms, form a category $\text{core}(\Lambda^0)$. Furthermore, the map assigning to such a cospan $H \rightarrow^i T \leftarrow^j H'$ the $Q$-isomorphism $i^{-1}_Q j_Q$ gives rise to a full functor $\text{core}(\Lambda^0) \rightarrow \Lambda^0$ which fits in the following commutative diagram:

$$\begin{array}{ccc}
\text{core}(\Lambda)^0 & \xrightarrow{F} & \Lambda \\
\downarrow & & \downarrow \\
\text{U}^0 & \xrightarrow{\Gamma^0} & \text{Lagr}_\Lambda.
\end{array}$$

Summarizing this section, we have six categories which all have Hermitian $\Lambda$-modules as objects. They fit in the following commutative diagram

$$\begin{array}{ccc}
\text{core}(\Lambda) & \xrightarrow{\simeq} & \text{core}(\Lambda)^0 \\
\downarrow & & \downarrow \\
\text{U} & \xrightarrow{- \otimes Q} & \text{U}^0 \\
\downarrow & & \downarrow \\
\text{Lagr}_\Lambda.
\end{array}$$

(1)

where the horizontal arrows are embeddings of categories, the left-most vertical arrow is an equivalence of categories, and the two remaining ones are full functors.
3. A bicategory of Lagrangian cospans

The aim of this section is to endow $\mathbf{L}_\Lambda$ with the structure of a bicategory. We begin by recalling in subsection 3.1 the notions of bicategory and weak 2-functor, before defining the bicategory of Lagrangian cospans in subsection 3.2.

3.1. 2-categories and 2-functors. Following the original work of Bénabou [3], it is a traditional practice to use the term “2-category” for what Kapranov and Voevodsky call a “strict 2-category” [10]. As it turns out, the categories that appear in our work are not of this type, but have a richer structure: that of some type of weak 2-category known as a bicategory. We now recall the definition of this structure, following [3].

A bicategory $\mathcal{C}$ consists of the following data:

(i) A set $\text{Ob} \mathcal{C}$ whose elements are called objects.

(ii) For each pair of objects $(X,Y)$, a category $\mathcal{C}(X,Y)$ whose objects are called 1-morphisms and denoted by $f: X \to Y$ or by $X \xrightarrow{f} Y$, whose morphisms are called 2-morphisms and denoted by $\alpha: f \Rightarrow g$, or by $X \xrightarrow{\alpha} Y$, and whose composition is called vertical composition and denoted by

$$
\left( \begin{array}{c}
X \xrightarrow{f} Y ,
X \xrightarrow{g} Y \\
\Downarrow \alpha
\end{array} \right) \mapsto X \xrightarrow{f \circ \alpha} Y.
$$

We shall denote the identity morphism for $f$ by $\text{Id}_f: f \Rightarrow f$.

(iii) For each object $X$, an identity 1-morphism $I_X: f \Rightarrow f$.

(iv) For each triple of objects $(X,Y,Z)$, a functor $\mathcal{C}(X,Y) \times \mathcal{C}(Y,Z) \to \mathcal{C}(X,Z)$ denoted by

$$
\left( \begin{array}{c}
X \xrightarrow{f} Y ,
Y \xrightarrow{g} Z
\Downarrow \alpha
\end{array} \right) \mapsto X \xrightarrow{f \circ \alpha} Z,
$$

and called the horizontal composition functor.

Note that the functoriality of this composition boils down to the identity

$$
\text{Id}_f \cdot \text{Id}_g = \text{Id}_{g \circ f}
$$

for any composable 1-morphisms $f$ and $g$, and to the interchange law

$$(\delta \circ \beta) \circ (\gamma \circ \alpha) = (\delta \circ \gamma) \circ (\beta \circ \alpha),$$

for each composable 2-morphisms $\alpha, \beta, \gamma$ and $\delta$. This last condition is best understood by saying that the following 2-morphism is well-defined, i.e. independent of the order of the compositions:

$$
X \xrightarrow{\alpha} Y \xrightarrow{\beta} Z.
$$
If this horizontal composition is associative (both on the 1-morphisms and 2-morphisms) and admits $I_X$ as a two-sided unit, then we are in the presence of a (strict) 2-category. As mentioned above, a bicategory has a richer structure: the horizontal composition is associative and unital only up to natural isomorphisms, which are part of the structure. To be more precise, a bicategory also contains the following data:

(v) For any triple of composable 1-morphisms $f, g, h$, an invertible 2-morphism

$$a = a_{fgh} : (h \circ g) \circ f \Rightarrow h \circ (g \circ f)$$

which is natural in $f, g$ and $h$, and called the associativity isomorphism.

(vi) For any 1-morphism $X \xrightarrow{f} Y$, two invertible 2-morphisms $\ell = \ell_f : I_Y \circ f \Rightarrow f$ and $r = r_f : f \circ I_X \Rightarrow f$ which are natural in $f$.

These natural isomorphisms must satisfy the following two coherence axioms. Given four composable 1-morphisms $e, f, g, h$, there are two natural ways to pass from $((h \circ g) \circ f) \circ e$ to $h \circ (g \circ (f \circ e))$ using the associativity isomorphisms, one in two steps, the other one in three.

The associativity coherence axiom requires that these two compositions coincide.

Finally, given any 1-morphisms $X \xrightarrow{f} Y \xrightarrow{g} Z$, the identity coherence axiom requires the composition $(g \circ I_Y) \circ f \xRightarrow{\alpha} g \circ (I_Y \circ f) \xRightarrow{\delta} g \circ f$ to coincide with $r_g \bullet I_f$.

Let us now recall the definition of a weak 2-functor, also known as a pseudofunctor and originally called a homomorphism of bicategories by Bénabou.

Given two bicategories $\mathcal{C}$ and $\mathcal{D}$, a weak 2-functor $\mathcal{F} : \mathcal{C} \to \mathcal{D}$ consists of the following data:

(i) A map $\mathcal{F} : \text{Ob} \mathcal{C} \to \text{Ob} \mathcal{D}$.

(ii) For each pair of objects $(X, Y)$ in $\mathcal{C}$, a functor $\mathcal{F}(X, Y) \to \mathcal{D}(\mathcal{F}(X), \mathcal{F}(Y))$ denoted by

$$\begin{array}{c}
\xymatrix{X \ar[r]^f \ar@/_1pc/[rr]_g & Y} \\
\ar@/_1pc/[rr]_\alpha \\
\ar@/_1pc/[rr]_\beta}
\end{array} \mapsto \begin{array}{c}
\xymatrix{\mathcal{F}(X) \ar[r]^{\mathcal{F}(f)} \ar@/_1pc/[rr]_{\mathcal{F}(g)} & \mathcal{F}(Y)} \\
\ar@/_1pc/[rr]_{\mathcal{F}(\alpha)} \\
\ar@/_1pc/[rr]_{\mathcal{F}(\beta)}
\end{array}.
$$

Note that this functoriality is equivalent to the identities

$$\mathcal{F}(\beta \circ \alpha) = \mathcal{F}(\beta) \cdot \mathcal{F}(\alpha) \quad \text{and} \quad \mathcal{F}(I_f) = I_{\mathcal{F}(f)}.$$  

If we also have the identities $\mathcal{F}(I_X) = I_{\mathcal{F}(X)}$, $\mathcal{F}(g \circ f) = \mathcal{F}(g) \circ \mathcal{F}(f)$ and $\mathcal{F}(\beta \bullet \alpha) = \mathcal{F}(\beta) \bullet \mathcal{F}(\alpha)$, then we are in the presence of a (strict) 2-functor. Our functor has a finer structure: once again, these identities hold up to isomorphisms of functors, which are part of the data as follows.

(iii) For each object $X$ of $\mathcal{C}$, an invertible 2-morphism $\varphi_X : I_{\mathcal{F}(X)} \Rightarrow \mathcal{F}(I_X)$ in $\mathcal{D}$.

(iv) For each $X \xrightarrow{f} Y \xrightarrow{g} Z$, an invertible 2-morphism $\varphi = \varphi_{fg} : \mathcal{F}(g) \circ \mathcal{F}(f) \Rightarrow \mathcal{F}(g \circ f)$ in $\mathcal{D}$ such that for any

$$\begin{array}{c}
\xymatrix{X \ar[r]^f \ar@/_1pc/[rr]_g & Y} \\
\ar@/_1pc/[rr]_\alpha \\
\ar@/_1pc/[rr]_\beta}
\end{array},
$$

we have the following equality of 2-morphisms in $\mathcal{D}$:

$$\varphi_{f'g'} \bullet (\mathcal{F}(\beta) \bullet \mathcal{F}(\alpha)) = \mathcal{F}(\beta \circ \alpha) \bullet \varphi_{fg} : \mathcal{F}(g) \circ \mathcal{F}(f) \Rightarrow \mathcal{F}(g' \circ f')$$. 

Finally, these isomorphisms of functors are required to satisfy two coherence axioms.

(1) For any composable 1-morphisms \( f, g, h \) of \( C \), the composition

\[
(F(h) \circ F(g)) \circ F(f) \xrightarrow{\alpha} F(h) \circ (F(g) \circ F(f)) \xrightarrow{\id \star \phi} F(h) \circ F(g \circ f) \xrightarrow{\phi} F(h \circ (g \circ f))
\]

is equal to the composition

\[
(F(h) \circ F(g)) \circ F(f) \xrightarrow{\phi \circ \id} F(h \circ g) \circ F(f) \xrightarrow{\phi} F((h \circ g) \circ f) \xrightarrow{\phi(a)} F(h \circ (g \circ f)).
\]

(2) For any \( X \xrightarrow{f} Y \), the composition

\[
I_{F(Y)} \circ F(f) \xrightarrow{\phi \circ \id} F(I_Y) \circ F(f) \xrightarrow{\phi} F(I_Y \circ f) \xrightarrow{\phi(f)} F(f)
\]

coincides with \( \ell_{F(f)} \), and similarly for \( r \).

3.2. A bicategory of cospans. Our goal is now to define a bicategory of Lagrangian cospans. To do so, we will first work in the more general setting of a category with pushouts. We wish to emphasize that our resulting bicategory of cospans differs from the usual definition considered in the literature, where the 2-morphisms are usually taken to be morphisms of cospans (see e.g. [3]). On the other hand, a notion dual to the 2-morphisms that we consider was already studied by Morton [14] in another context (see also [15]).

Throughout this section, \( C \) is a category with pushouts in which we fix a pushout for each span.

The objects of our bicategory are the objects of \( C \) and the 1-morphisms are the cospans in \( C \), where the horizontal composition is given by our choice of a fixed pushout. It remains to define the 2-morphisms, the vertical composition, the associativity and identity isomorphisms, and what is left of the horizontal composition. A 2-cospan in \( C \) from \( H \xrightarrow{i_1} T_1 \xleftarrow{i_1'} H' \) to \( H \xrightarrow{i_2} T_2 \xleftarrow{i_2'} H' \) consists of a cospan \( T_1 \xrightarrow{\alpha_1} A \xleftarrow{\alpha_2} T_2 \) in \( C \) for which the two following squares commute

\[
\begin{array}{ccc}
T_1 & \xrightarrow{\alpha_1} & A \\
\downarrow{\alpha_1} & & \downarrow{\alpha_2} \\
T_2 & \xleftarrow{i_2'} & H'.
\end{array}
\]

Two such 2-cospans \( T_1 \xrightarrow{\alpha_1} A \xleftarrow{\alpha_2} T_2 \) and \( T_1' \xrightarrow{\alpha_1'} A' \xleftarrow{\alpha_2'} T_2' \) are said to be isomorphic if there is a \( C \)-isomorphism \( f: A \to A' \) such that \( f\alpha_1 = \alpha_1' \) and \( f\alpha_2 = \alpha_2' \). Abusing notation, we shall often denote the isomorphism class of such a 2-cospan by \( A: T_1 \Rightarrow T_2 \). These will be the 2-morphisms in our 2-category.
Let us now proceed with the definition of the vertical composition of the 2-morphisms $A: T_1 \Rightarrow T_2$ and $B: T_2 \Rightarrow T_3$. It is best explained by the diagram

$$\begin{array}{ccc}
T_1 & \xleftarrow{\alpha} & T_2 \\
\downarrow \alpha_1 & & \downarrow \alpha_2 \\
H & \xrightarrow{i} & T_3 \\
\downarrow \beta_2 & & \downarrow \beta_3 \\
T_2 & \xleftarrow{\beta} & T_3
\end{array}$$

where $B \star A$ and $v_A, v_B$ are given by the pushout diagram

$$\begin{array}{ccc}
T_1 & \xrightarrow{v_A} & B \star A \\
\downarrow \alpha_1 & & \downarrow \alpha_2 \\
T_2 & & \downarrow \beta_2 \\
\downarrow \beta_3 & & \downarrow \beta_3 \\
T_3 & & T_3.
\end{array}$$

One can easily check that this indeed defines a 2-cospan.

**Remark 3.1.** In the special case where $\alpha_2 = \text{id}_{T_2}$ (resp. $\beta_2 = \text{id}_{T_2}$), this vertical composition $T_1 \xrightarrow{v_A} B \star A \xleftarrow{v_B} T_3$ is isomorphic to $T_1 \xrightarrow{\beta_2 \alpha_1} B \xleftarrow{\beta_3} T_3$ (resp. $T_1 \xrightarrow{\alpha_1} A \xleftarrow{\alpha_2 \beta_3} T_3$). This is a direct consequence of Remark 2.3.

On the level 2-morphisms, the horizontal composition of $A: T_1 \Rightarrow T_2$ and $B: T_3 \Rightarrow T_4$ is described by the diagram

$$\begin{array}{ccc}
T_1 & \xrightarrow{v_{A_1}} & B \star A \\
\downarrow \alpha_1 & & \downarrow \alpha_2 \\
T_2 & & \downarrow \beta_2 \\
\downarrow \beta_3 & & \downarrow \beta_3 \\
T_3 & & T_4
\end{array}$$

where $j_1, \ldots, j_4$ are the maps that arise in the compositions $T_3 \circ T_1$ and $T_4 \circ T_2$ (see the diagrams below), $B \star A$ is given by the pushout

$$\begin{array}{ccc}
T_1 & \xrightarrow{\beta} & T_2 \\
\downarrow \beta_2 & & \downarrow \beta_3 \\
T_3 & \xleftarrow{\alpha} & T_4 \\
\downarrow \alpha_1 & & \downarrow \alpha_2 \\
T_1 & \xleftarrow{\alpha_2} & T_2 \\
\downarrow \beta_3 & & \downarrow \beta_3 \\
T_3 & \xleftarrow{\beta} & T_4
\end{array}$$
and the maps \( h_{31} \) and \( h_{42} \) are obtained as follows. Since \( h_A \alpha_1 i'_1 = h_A \alpha_2 i'_2 = h_B \beta_3 i'_3 \) and \( h_A \alpha_2 i'_2 = h_B \beta_3 i'_3 = h_B \beta_4 i'_4 \), the pushout diagrams (2)

![Diagram](image)

provide maps \( h_{31} \) and \( h_{42} \) which turn \( T_3 \circ T_1 \stackrel{h_{31}}{\longrightarrow} B \bullet A \stackrel{h_{42}}{\longrightarrow} T_4 \circ T_2 \) into a 2-cospan, as one easily checks.

The proof of the following theorem can be found in [15] in the dual context of spans. It applies without change to the present setting.

**Theorem 3.2.** Let \( C \) be a category with pushouts in which a choice of pushout is fixed for each span. Objects in \( C \), as objects, cospans in \( C \), as morphisms, and isomorphism classes of 2-cospans in \( C \), as 2-morphisms, form a bicategory.

Note that strictly speaking, this bicategory depends on the choice of pushouts. However, another choice would give a bicategory isomorphic in an obvious sense (see e.g. [3, p.22]).

The special case where \( C \) is the category of \( \Lambda \)-modules and the morphisms are Lagrangian cospans yields the following corollary.

**Corollary 3.3.** Fix a pushout for each span of \( \Lambda \)-modules. Hermitian \( \Lambda \)-modules, as objects, Lagrangian cospans, as morphisms, and isomorphism classes of 2-cospans, as 2-morphisms, form a bicategory. □

We shall call it “the” bicategory of Lagrangian cospans.

### 4. The Burau-Alexander 2-functor

The aim of this section is to define a weak 2-functor \( \mathcal{B} \) from the bicategory of oriented tangles to the bicategory of Lagrangian cospans where \( \Lambda \) is the ring \( \mathbb{Z}[t^{\pm 1}] \) of Laurent polynomials in one variable with integer coefficients. We proceed in two steps: in Subsection 4.4.1 we recall the definition of the category of oriented tangles, and construct a functor \( \mathcal{B}: \text{Tangles} \to \text{L}_\Lambda \). In Subsections 4.4.2 and 4.4.3 we study the bicategory of tangles, and convert \( \mathcal{B} \) into a weak 2-functor with values in the bicategory of Lagrangian cospans.

#### 4.1. The functor \( \mathcal{B} \) on objects and 1-morphisms

We start by recalling the definition of the category of oriented tangles. Let \( D^2 \) be the closed unit disk in \( \mathbb{R}^2 \). Given a non-negative integer \( n \), let \( x_j \) be the point \(((2j-n-1)/n,0)\) in \( D^2 \), for \( j = 1, \ldots, n \). Let \( \varepsilon \) and \( \varepsilon' \) be sequences of \( \pm 1 \)'s of respective length \( n \) and \( n' \). An \((\varepsilon, \varepsilon')\)-tangle is a pair consisting of the cylinder \( D^2 \times [0,1] \) and an oriented smooth 1-submanifold \( \tau \) whose oriented boundary is \( \sum_{j=1}^{n'} \varepsilon'_j (x'_j,1) - \sum_{j=1}^{n} \varepsilon_i (x_j,0) \). Note that a \((\emptyset, \emptyset)\)-tangle is nothing but an oriented link. Two \((\varepsilon, \varepsilon')\)-tangles \( \tau_1 \) and \( \tau_2 \) are isotopic if there exists an isotopy \( h_t \) of \( D^2 \times [0,1] \), keeping \( D^2 \times
We denote by \( I \) the isotopy class of the trivial \((\varepsilon, \varepsilon)\)-tangle \((D^2, \{x_1, \ldots, x_n\}) \times [0, 1] \).

Given an \((\varepsilon, \varepsilon')\)-tangle \( \tau_1 \) and an \((\varepsilon', \varepsilon'')\)-tangle \( \tau_2 \), their composition is the \((\varepsilon, \varepsilon'')\)-tangle \( \tau_2 \circ \tau_1 \) obtained by gluing the two cylinders along the disk corresponding to \( \varepsilon' \), smoothing it if needed, and shrinking the length of the resulting cylinder by a factor 2 (see Figure 1). Clearly, the composition induces a composition on the isotopy classes of tangles, which is associative and admits \( I_\varepsilon \) as a 2-sided unit. Therefore, the sequences of \( \pm 1 \)'s, as objects, and the isotopy classes of tangles, as morphisms, form a category denoted by \textbf{Tangles} and called the category of oriented tangles.

Recall that a tangle \( \tau \subset D^2 \times [0, 1] \) is called an oriented braid if every component of \( \tau \) is strictly increasing or strictly decreasing with respect to the projection onto \([0, 1]\). The finite sequences of \( \pm 1 \)'s as objects, and the isotopy classes of oriented braids, as morphisms, form a subcategory \textbf{Braids} of \textbf{Tangles}, which is nothing but its core. Finally a tangle \( \tau \subset D^2 \times [0, 1] \) is called an oriented string link if every component of \( \tau \) joins \( D^2 \times \{0\} \) and \( D^2 \times \{1\} \). Isotopy classes of oriented string links are the morphisms of a category \textbf{Strings} which satisfies

\[
\textbf{Braids} \subset \textbf{Strings} \subset \textbf{Tangles},
\]

where all the inclusions denote embeddings of categories.

We are now ready to define our Burau-Alexander functor \( \mathcal{B} : \textbf{Tangles} \to \mathbb{L}_\Lambda \). We start by defining it on objects, following the construction of [22]. Denote by \( \mathcal{N}(\{x_1, \ldots, x_n\}) \) an open tubular neighborhood of \( \{x_1, \ldots, x_n\} \) in \( D^2 \subset \mathbb{R}^2 \), and let \( S^2 \) be the 2-sphere obtained by the one-point compactification of \( \mathbb{R}^2 \). Given a sequence \( \varepsilon = (\varepsilon_1, \ldots, \varepsilon_n) \) of \( \pm 1 \), set \( \ell_\varepsilon = \sum_{i=1}^n \varepsilon_i \) and endow the compact surface

\[
D_\varepsilon = \begin{cases} 
D^2 \setminus \mathcal{N}(\{x_1, \ldots, x_n\}) & \text{if } \ell_\varepsilon \neq 0 \\
S^2 \setminus \mathcal{N}(\{x_1, \ldots, x_n\}) & \text{if } \ell_\varepsilon = 0 
\end{cases}
\]

with an orientation (pictured counterclockwise), a base point \( z \), and the generating family \( \{e_1, \ldots, e_n\} \) of \( \pi_1(D_\varepsilon, z) \), where \( e_i \) is a simple loop turning once around \( x_i \) counterclockwise if \( \varepsilon_i = +1 \), clockwise if \( \varepsilon_i = -1 \). The same space with the opposite orientation will be denoted by \( -D_\varepsilon \).

The natural epimorphism \( H_1(D_\varepsilon) \to \mathbb{Z} \), given by \( e_j \mapsto 1 \) induces an infinite cyclic covering \( \hat{D_\varepsilon} \to D_\varepsilon \) whose homology is endowed with a structure of module over \( \Lambda = \mathbb{Z}[t^{\pm 1}] \). If \( \ell_\varepsilon \neq 0 \), then \( D_\varepsilon \) obviously retracts by deformation on the wedge of \( n \) circles representing

\[
\text{Figure 1. An } (\varepsilon, \varepsilon')\text{-tangle } \tau_1 \text{ with } \varepsilon = (+1, -1) \text{ and } \varepsilon' = (-1, +1, -1, +1), \text{ an } (\varepsilon', \varepsilon'')\text{-tangle } \tau_2 \text{ with } \varepsilon'' = (-1, +1), \text{ and their composition, the } (\varepsilon, \varepsilon'')\text{-tangle } \tau_2 \circ \tau_1.
\]
the generators $e_1, \ldots, e_n$ of $\pi_1(D_\epsilon, z)$, and one can check that $H_1(\hat{D}_\epsilon)$ is a free $\Lambda$-module of rank $n - 1$. (It is free of rank $n - 2$ if $\ell_\epsilon$ vanishes.) If $\langle \ , \ \rangle : H_1(\hat{D}_\epsilon) \times H_1(\hat{D}_\epsilon) \to \mathbb{Z}$ denotes the skew-symmetric intersection form obtained by lifting the orientation of $D_\epsilon$ to $\hat{D}_\epsilon$, then the formula

$$\omega_\epsilon(x, y) = \sum_{k \in \mathbb{Z}} (t^k x, y)t^{-k}$$

defines a skew-Hermitian $\Lambda$-valued pairing on $H_1(\hat{D}_\epsilon)$ which is non-degenerate by [6, Lemma 3.2]. (This is the only reason for considering $S^2$ instead of $D^2$ when $\ell_\epsilon$ vanishes.) Therefore, following the terminology of subsection 2.1, $\mathcal{B}(\epsilon) := (H_1(\hat{D}_\epsilon), \omega_\epsilon)$ is a free Hermitian $\Lambda$-module for any object $\epsilon$ of the category of oriented tangles. Note that this coincides with the definition of the Lagrangian functor $\mathcal{F} : \text{Tangles} \to \text{Lagr}_\Lambda$ of [6] at the level of objects.

Let us now turn to morphisms. First note that the existence of an $(\epsilon, \epsilon')$-tangle $\tau \subset D^2 \times [0, 1]$ implies that $\ell_\epsilon = \ell_{\epsilon'}$. Denote by $\mathcal{N}(\tau)$ an open tubular neighborhood of $\tau$ in $D^2 \times [0, 1]$. We shall orient the exterior $X_\tau = \begin{cases} (D^2 \times [0, 1]) \setminus \mathcal{N}(\tau) & \text{if } \ell_\epsilon \neq 0 \\ (S^2 \times [0, 1]) \setminus \mathcal{N}(\tau) & \text{if } \ell_\epsilon = 0 \end{cases}$ of $\tau$ so that the induced orientation on $\partial X_\tau$ extends the orientation on the space $(-D_\epsilon) \sqcup D_{\epsilon'}$. Clearly, the abelian group $H_1(X_\tau)$ is generated by the oriented meridians of the connected components of $\tau$. The homomorphism $H_1(X_\tau) \to \mathbb{Z}$ mapping these meridians to 1 extends the previously defined homomorphisms $H_1(D_\epsilon) \to \mathbb{Z}$ and $H_1(D_{\epsilon'}) \to \mathbb{Z}$. It determines an infinite cyclic covering $\hat{X}_\tau \to X_\tau$ whose homology is endowed with a structure of module over $\Lambda$.

Let $i_\tau : H_1(\hat{D}_\epsilon) \to H_1(\hat{X}_\tau)$ and $i'_{\tau} : H_1(\hat{D}_{\epsilon'}) \to H_1(\hat{X}_\tau)$ be the homomorphisms induced by the inclusions of $\hat{D}_\epsilon$ and $D_{\epsilon'}$ into $\hat{X}_\tau$. Since $\mathcal{F}(\tau) = \text{Ker}(-i_\tau)$ is a Lagrangian submodule of $(-H_1(\hat{D}_\epsilon)) \oplus H_1(\hat{D}_{\epsilon'})$ [6, Lemma 3.3], it follows that $H_1(\hat{D}_\epsilon) \xleftarrow{i_\tau} H_1(\hat{X}_\tau) \xrightarrow{i'_{\tau}} H_1(\hat{D}_{\epsilon'})$ is a Lagrangian cospan for any 1-morphism $\tau$ in the category of oriented tangles. Note that the equality above is nothing but the definition of the Lagrangian functor $\mathcal{F}$ of [6] at the level of morphisms.

**Theorem 4.1.** For any sequence $\varepsilon$ of $\pm 1$’s, set $\mathcal{B}(\varepsilon) = (H_1(\hat{D}_\varepsilon), \omega_\varepsilon)$ and for any isotopy class $\tau$ of tangles, let $\mathcal{B}(\tau)$ denote the isomorphism class of the Lagrangian cospan $H_1(\hat{D}_\varepsilon) \xleftarrow{i_\tau} H_1(\hat{X}_\tau) \xrightarrow{i'_{\tau}} H_1(\hat{D}_{\epsilon'})$. This defines a functor $\mathcal{B} : \text{Tangles} \to \text{Lagr}_\Lambda$ which fits in the commutative diagram

$$
\begin{array}{ccc}
\text{Braids} & \longrightarrow & \text{String} & \longrightarrow & \text{Tangles} \\
\rho & \downarrow & \text{core}(\text{L}_\Lambda) & \longrightarrow & \text{core}(\text{L}_\Lambda)^0 \\
\simeq & \downarrow & \text{U}_\Lambda & \longrightarrow & \text{L}_\Lambda \\
\downarrow & \downarrow & \downarrow & \downarrow & \downarrow \\
\Upsilon_0 \oplus Q & \longrightarrow & \text{U}_\Lambda^0 & \longrightarrow & \text{Lagr}_\Lambda, \\
\Gamma & \longrightarrow & \Gamma^0 & \longrightarrow & \Gamma^0 \\
\end{array}
$$

where the left-most vertical arrow is the Burau functor, the horizontal arrows are the embeddings of categories described in Subsections 2.1 and 4.1, and $F$ is the full functor defined in Subsection 2.3 (recall diagram [4]). Furthermore, if $\tau$ is an oriented link, then $\mathcal{B}(\tau)$ is nothing but its Alexander module.
Proof. For any object \( \varepsilon \), the cospan associated to the identity tangle \( \iota_\varepsilon \) is canonically isomorphic to the identity cospan \( \iota_{\varepsilon'} \). Let us now check that given \( \tau_1 \in T(\varepsilon,\varepsilon') \) and \( \tau_2 \in T(\varepsilon',\varepsilon'') \), we have the equality \( \mathscr{B}(\tau_2 \circ \tau_1) = \mathscr{B}(\tau_2) \circ \mathscr{B}(\tau_1) \). Let \( H_1(\hat{D}_n) \xrightarrow{i} H_1(\hat{L}_n) \xleftarrow{i'} H_1(\hat{D}_{n'}) \) and \( H_1(\hat{D}_n) \xrightarrow{j} H_1(\hat{X}_{\tau_1}) \xleftarrow{j'} H_1(\hat{D}_{n''}) \) be the Lagrangian cospans arising from \( \tau_1 \) and \( \tau_2 \). We must show that \( H_1(\hat{D}_n) \xrightarrow{k_1j} H_1(\hat{X}_{\tau_1}) \circ H_1(\hat{X}_{\tau_2}) \xleftarrow{k_2j'} H_1(\hat{D}_{n''}) \) is isomorphic to the composition \( H_1(\hat{D}_n) \xrightarrow{k_1j} H_1(\hat{X}_{\tau_1}) \circ H_1(\hat{X}_{\tau_2}) \xrightarrow{k_2j'} H_1(\hat{D}_{n''}) \), where \( k_1, k_2 \) are the inclusion induced maps and \( j_1, j_2 \) are maps resulting from any representative of the pushout \( H_1(\hat{X}_{\tau_1}) \circ H_1(\hat{X}_{\tau_2}) \). Observe that \( \hat{X}_{\tau_1 \tau_2} \) decomposes as the union of \( \hat{X}_{\tau_1} \) and \( \hat{X}_{\tau_2} \) glued along \( \hat{D}_{n'} \). Therefore, the associated Mayer-Vietoris exact sequence

\[
\begin{array}{c}
H_1(\hat{D}_{n'}) \xrightarrow{\partial} H_1(\hat{X}_{\tau_1}) \oplus H_1(\hat{X}_{\tau_2}) \xrightarrow{(k_1, k_2)} H_1(\hat{X}_{\tau_2 \tau_1}) \rightarrow 0
\end{array}
\]

is an oriented string link, then \( \mathscr{B}(\tau) \) is a rationally invertible cospan by [13, Lemma 2.1], and thus belongs to \( \text{core}(\mathbf{L}_\Lambda)^{0} \) by definition. If \( \tau \) is an oriented braid on the other hand, then \( \mathscr{B}(\tau) \) is obviously an invertible cospan, and therefore belongs to \( \text{core}(\mathbf{L}_\Lambda) \) by Proposition 2.7. Finally, if \( \tau \) is a \((0,0)\)-tangle, that is, an oriented link \( L \), then the associated Lagrangian cospan is given by \( 0 \rightarrow H_1(\hat{X}_L) \xrightarrow{0} 0 \), with \( X_L \) the complement of \( L \) in the 3-ball. A straightforward Mayer-Vietoris argument shows that considering \( L \) in the 3-ball or in the 3-sphere does not change the Alexander module, and the proof is completed.

4.2. The bicategory of tangles. The aim is now to convert \( \mathscr{B} \) to a weak 2-functor. To do so, we first need to understand how tangles form a (possibly weak) 2-category. Once this is done, we will switch from the category \( \mathbf{L}_\Lambda \) to the bicategory of Lagrangian cospans and define the weak 2-functor in subsection 4.3.

One might think that tangles produce a 2-category in a straightforward way [2]: simply define the objects and 1-morphisms as in \( \text{Tangles} \), and the 2-morphisms as isotopy classes of oriented surfaces in \( D^2 \times [0,1] \times [0,1] \). However, the corresponding vertical composition is not well-defined: indeed, one needs to paste two surfaces along isotopic tangles, and since the space of tangles isotopic to a fixed one is not necessarily simply-connected, different choices of isotopies can lead to different surfaces.

There are a couple of ways to circumvent this difficulty. One of them is to restrict the space of tangles whose isotopy classes form the 1-morphisms, so that the corresponding space of isotopic tangles has trivial fundamental group. Such a construction was given by Kharlamov and Turaev in [11] (see also [1]): they considered the class of so-called generic tangles, and proved that the space of generic tangles isotopic to a fixed one (through generic tangles) is simply-connected, thus obtaining a strict 2-category. However, it is more natural in our setting to take the following alternative approach: define 1-morphisms as oriented tangles, and consider isotopies between tangles as part of the “higher structure”.

Let us be more precise. The objects of this bicategory are sequences \( \varepsilon \) of \( \pm 1 \)'s, while the 1-morphisms from \( \varepsilon \) to \( \varepsilon' \) are the \((\varepsilon,\varepsilon')\)-tangles in \( D^2 \times [0,1] \) that are trivial near the top and
bottom of the cylinder. (This is to ensure that the composition of two tangles remains a smooth 1-submanifold.)

Given two \((\varepsilon, \varepsilon')\)-tangles \(\tau_1\) and \(\tau_2\), a \((\tau_1, \tau_2)\)-cobordism is a pair consisting of the 4-ball \(D^2 \times [0,1] \times [0,1]\) together with a proper oriented smooth 2-submanifold \(\Sigma\) whose oriented boundary is given by

\[
\partial \Sigma = (\tau_2 \times \{0\}) \cup (\varepsilon' \times \{1\} \times [0,1]) \cup ((-\tau_1) \times \{1\}) \cup ((-\varepsilon) \times \{0\} \times [0,1]),
\]

as illustrated in Figure 2. Note that a \((\emptyset, \emptyset)\)-cobordism is nothing but a closed oriented surface embedded in the 4-ball. Two \((\tau_1, \tau_2)\)-cobordisms \(\Sigma\) and \(\Sigma'\) are isotopic if there exists an isotopy \(h_t\) of \(D^2 \times [0,1] \times [0,1]\), keeping \(\partial(D^2 \times [0,1] \times [0,1])\) fixed, such that \(h_t|_\Sigma: \Sigma \cong \Sigma'\) is an orientation-preserving homeomorphism and \(h_t(\Sigma)\) is a \((\tau_1, \tau_2)\)-cobordism for all \(t\). We shall denote by \(\Sigma: \tau_1 \Rightarrow \tau_2\) the isotopy class of a \((\tau_1, \tau_2)\)-cobordism \(\Sigma\), and by \(Id_\tau\) the isotopy class of the trivial \((\tau, \tau)\)-cobordism \((D^2 \times [0,1], \tau) \times [0,1]\).

Fix a \((\tau_1, \tau_2)\)-cobordism \(\Sigma\) and a \((\tau_2, \tau_3)\)-cobordism \(\Sigma'\). Their vertical composition is the \((\tau_1, \tau_3)\)-cobordism \(\Sigma_2 \star \Sigma_1\) obtained by gluing the two 4-balls along the cylinders containing \(\tau_2\), and shrinking the height of the resulting 4-ball \(D^2 \times [0,1] \times [0,2]\) by a factor 2 (see Figure 3). Finally, fix \((\varepsilon, \varepsilon')\)-tangles \(\tau_1, \tau_2\) and \((\varepsilon', \varepsilon'')\)-tangles \(\tau_3, \tau_4\). Given a \((\tau_1, \tau_2)\)-cobordism \(\Sigma_1\) and a \((\tau_3, \tau_4)\)-cobordism \(\Sigma_2\), their horizontal composition is the \((\tau_3 \circ \tau_1, \tau_4 \circ \tau_2)\)-cobordism \(\Sigma_2 \bullet \Sigma_1\) obtained by gluing the two 4-balls along the cylinder \(D^2 \times [0,1]\) corresponding to \(\varepsilon'\), and shrinking the length of the resulting 4-ball by a factor 2 (Figure 3).

The bicategory of oriented tangles can now be defined as follows: the objects are the finite sequences of \(\pm 1\)'s, the 1-morphisms are given by the tangles, and the 2-morphisms are given by isotopy classes of cobordisms as described above. Finally, the associativity and identity isomorphisms

\[
a: (\tau_3 \circ \tau_2) \circ \tau_1 \Rightarrow \tau_3 \circ (\tau_2 \circ \tau_1), \quad \ell_\tau: I_\varepsilon \circ \tau \Rightarrow \tau, \quad r_\tau: \tau \circ I_\varepsilon \Rightarrow \tau
\]

are given by the trace of the obvious isotopies. It is a routine check to verify that all the axioms of a bicategory are satisfied.

4.3. The weak 2-functor. We are now ready to define our weak 2-functor from the bicategory of oriented tangles to the bicategory of Lagrangian cospans. Recall from subsection 3.1 that we must associate a Hermitian \(\Lambda\)-module \(B(\varepsilon)\) to each object \(\varepsilon\), a cospan \(B(\tau)\) to each tangle \(\tau\) and an isomorphism class of 2-cospans to each cobordism \(\Sigma\). Additionally, for
each ε, we must define an invertible 2-morphism \( \varphi_\varepsilon : I_{\mathcal{B}(\varepsilon)} \Rightarrow \mathcal{B}(I_\varepsilon) \) and for each pair \( \tau_1, \tau_2 \) of composable tangles, an invertible 2-morphism \( \varphi_{\tau_1 \tau_2} : \mathcal{B}(\tau_2) \circ \mathcal{B}(\tau_1) \Rightarrow \mathcal{B}(\tau_2 \circ \tau_1) \).

Let us associate to each object \( \varepsilon \) the Hermitian \( \Lambda \)-module \( \mathcal{B}(\varepsilon) = (H_1(\hat{D}_\varepsilon), \omega_\varepsilon) \) and to each \( (\varepsilon, \varepsilon') \)-tangle \( \tau \) the Lagrangian cospan \( \mathcal{B}(\tau) \) given by \( H_1(\hat{D}_\varepsilon) \xleftarrow{\ell_\varepsilon} H_1(\hat{X}_{\tau}) \xrightarrow{\ell_{\varepsilon'}} H_1(\hat{D}_{\varepsilon'}) \).

(Note that we slightly abuse notations here, as \( \mathcal{B}(\tau) \) now no longer stands for the isomorphism class of this cospan, but for the cospan itself.) As for 2-morphisms, we proceed as follows.

Fix two \( (\varepsilon, \varepsilon') \)-tangles \( \tau_1, \tau_2 \). Given a \( (\tau_1, \tau_2) \)-cobordism \( \Sigma \subset D^2 \times [0, 1] \times [0, 1] \), denote by \( \mathcal{N}(\Sigma) \) an open tubular neighborhood of \( \Sigma \) in \( D^2 \times [0, 1] \times [0, 1] \). We shall orient the exterior

\[
W_\Sigma = \left\{ \begin{array}{ll}
(D^2 \times [0, 1] \times [0, 1]) \setminus \mathcal{N}(\Sigma) & \text{if } \ell_\varepsilon \neq 0 \\
(S^2 \times [0, 1] \times [0, 1]) \setminus \mathcal{N}(\Sigma) & \text{if } \ell_\varepsilon = 0
\end{array} \right.
\]

of \( \Sigma \) so that the induced orientation on \( \partial W_\Sigma \) extends the orientation on the space \( (-X_{\tau_1}) \sqcup X_{\tau_2} \).

Clearly, \( H_1(W_\Sigma) \) is generated by the (oriented) meridians of the connected components of \( \Sigma \). The homomorphism \( H_1(W_\Sigma) \to \mathbb{Z} \) obtained by mapping these meridians to 1 extends the previously defined homomorphisms \( H_1(X_{\tau_1}) \to \mathbb{Z} \) and \( H_1(X_{\tau_2}) \to \mathbb{Z} \). It determines an infinite cyclic covering \( \hat{W}_\Sigma \to W_\Sigma \) whose homology is endowed with a structure of module over \( \Lambda \).
Denote by \( H_1(\hat{D}_\varepsilon) \xrightarrow{i_1} H_1(\hat{X}_{\tau_1}) \xleftarrow{i'_1} H_1(\hat{D}_{\varepsilon'}) \) and \( H_1(\hat{D}_\varepsilon) \xrightarrow{i_2} H_1(\hat{X}_\tau) \xleftarrow{i'_2} H_1(\hat{D}_{\varepsilon'}) \) the Lagrangian cospans arising from \( \tau_1 \) and \( \tau_2 \), and let \( \alpha_1 : H_1(\hat{X}_{\tau_1}) \to H_1(\hat{W}_\Sigma) \) and \( \alpha_2 : H_1(\hat{X}_{\tau_2}) \to H_1(\hat{W}_\Sigma) \) be the homomorphisms induced by the inclusions of \( \hat{X}_{\tau_1} \) and \( \hat{X}_{\tau_2} \) into \( \hat{W}_\Sigma \). Combining all these inclusion induced maps, the following diagram commutes

\[
\begin{array}{ccc}
H_1(\hat{D}_\varepsilon) & \xrightarrow{i_1} & H_1(\hat{X}_{\tau_1}) \\
\downarrow{\alpha_1} & & \downarrow{i'_1} \\
H_1(\hat{W}_\Sigma) & \xleftarrow{\alpha_2} & H_1(\hat{D}_{\varepsilon'}). \\
\end{array}
\]

Hence, \( H_1(\hat{X}_{\tau_1}) \xrightarrow{\alpha_1} H_1(\hat{W}_\Sigma) \xleftarrow{\alpha_2} H_1(\hat{X}_{\tau_2}) \) is a 2-cospan, whose isomorphism class we denote by \( \mathcal{B}(\Sigma) : \mathcal{B}(\tau_1) \Rightarrow \mathcal{B}(\tau_2) \).

Given any object \( \varepsilon \), let \( \alpha_\varepsilon : H_1(\hat{D}_\varepsilon) \to H_1(\hat{X}_\varepsilon) \) denote the isomorphism of \( \Lambda \)-modules induced by the inclusion of \( D_\varepsilon \) in \( D_\varepsilon \times [0,1] = X_\varepsilon \). This isomorphism fits in the commutative diagram

\[
\begin{array}{ccc}
H_1(\hat{D}_\varepsilon) & \xrightarrow{\alpha_\varepsilon} & H_1(\hat{X}_\varepsilon) \\
\downarrow{id} & & \downarrow{id} \\
H_1(\hat{D}_\varepsilon) & \xleftarrow{\alpha_\varepsilon} & H_1(\hat{X}_\varepsilon). \\
\end{array}
\]

By Remark 3.1, the 2-morphism \( \varphi_\varepsilon : I_{\mathcal{B}(\varepsilon)} \Rightarrow \mathcal{B}(I_\varepsilon) \) defined by this diagram is invertible, as required in the definition of a weak 2-functor.

Given an \((\varepsilon, \varepsilon')\)-tangle \( \tau_1 \) and an \((\varepsilon', \varepsilon'')\)-tangle \( \tau_2 \), the first part of the proof of Theorem 4.1 actually shows that there is a canonical isomorphism \( \alpha_{\tau_1 \tau_2} : H_1(\hat{X}_{\tau_2}) \circ H_1(\hat{X}_{\tau_1}) \to H_1(\hat{X}_{\tau_2 \circ \tau_1}) \) which fits in the commutative diagram

\[
\begin{array}{cccc}
H_1(\hat{D}_\varepsilon) & \xrightarrow{i_1} & H_1(\hat{X}_{\tau_1}) & \xrightarrow{j_1} & H_1(\hat{X}_{\tau_2 \circ \tau_1}) \\
\downarrow{k_1 \alpha_{\tau_1 \tau_2}} & & \downarrow{\alpha_{\tau_1 \tau_2}} & & \downarrow{k_2 \alpha_{\tau_1 \tau_2}} \\
H_1(\hat{X}_{\tau_1}) & \xrightarrow{i_2} & H_1(\hat{X}_{\tau_2}) & \xleftarrow{j_2} & H_1(\hat{D}_{\varepsilon''}). \\
\end{array}
\]

where we follow the notations of the aforementioned proof. Hence, this defines a canonical 2-morphism \( \varphi_{\tau_1 \tau_2} : \mathcal{B}(\tau_1) \circ \mathcal{B}(\tau_2) \Rightarrow \mathcal{B}(\tau_2 \circ \tau_1) \), which is invertible by Remark 3.1.

**Theorem 4.2.** \( \mathcal{B} \) together with the isomorphisms \( \varphi_\varepsilon \) and \( \varphi_{\tau_1 \tau_2} \) gives rise to a weak 2-functor from the bicategory of oriented tangles to the bicategory of Lagrangian cospans, whose restriction to oriented surfaces is given by the Alexander module.

**Proof.** First note that isotopic cobordisms define isomorphic 2-cospans, so \( \mathcal{B} \) is well-defined at the level of 2-morphisms. Also, for any tangle \( \tau \), \( \mathcal{B} \) clearly maps the trivial concordance \( I_{\mathcal{B}(\tau)} \) to a 2-cospan canonically isomorphic to the identity 2-cospan \( I_{\mathcal{B}(\tau)} \).
Let us now verify that \( \mathcal{B} \) preserves the vertical composition. Fix a \((\tau_1, \tau_2)\)-cobordism \( A \) and a \((\tau_2, \tau_3)\)-cobordism \( B \). Let \( H_1(\hat{X}_{\tau_1}) \xrightarrow{\alpha_1} H_1(\hat{W}_A) \xrightarrow{\alpha_2} H_1(\hat{X}_{\tau_2}) \) and \( H_1(\hat{X}_{\tau_2}) \xrightarrow{\beta_2} H_1(\hat{W}_B) \xrightarrow{\beta_1} H_1(\hat{X}_{\tau_3}) \) be the 2-cospans arising from \( A \) and \( B \). We need to show that \( H_1(\hat{X}_{\tau_1}) \xrightarrow{k \alpha_1} H_1(\hat{W}_{B \bullet A}) \xrightarrow{k \beta_1} H_1(\hat{X}_{\tau_3}) \) is isomorphic to the vertical composition \( H_1(\hat{X}_{\tau_1}) \xrightarrow{\nu \alpha_1} H_1(\hat{W}_B) \xrightarrow{\nu \beta_1} H_1(\hat{X}_{\tau_3}) \), where \( k_A, k_B \) are the inclusion induced maps and \( \nu_A, \nu_B \) are maps resulting from any representative of the pushout \( H_1(\hat{W}_B) \ast H_1(\hat{W}_A) \). Observe that \( \hat{W}_{B \bullet A} \) decomposes as the union of \( \hat{W}_B \) and \( \hat{W}_A \) glued along \( \hat{X}_{\tau_2} \). Therefore, the associated Mayer-Vietoris exact sequence

\[
H_1(\hat{X}_{\tau_2}) \xrightarrow{(-\alpha_2, \beta_2)} H_1(\hat{W}_A) \oplus H_1(\hat{W}_B) \xrightarrow{(k_A, k_B)} H_1(\hat{W}_{B \bullet A}) \longrightarrow 0
\]

together with Lemma [24] imply that \( H_1(\hat{W}_A) \xrightarrow{k_A} H_1(\hat{W}_{B \bullet A}) \xrightarrow{k_B} H_1(\hat{W}_B) \) is a representative for the pushout \( H_1(\hat{W}_A) \ast H_1(\hat{W}_B) \). Consequently, these two cospan are canonically isomorphic and the claim follows.

Given tangles and cobordisms as illustrated below

\[
\varepsilon \xleftarrow{\tau_1} \varepsilon' \xleftarrow{\tau_3} \varepsilon'' \xleftarrow{\tau_4}
\]

our next goal is to prove the equality

\[
\varphi_{\tau_2 \tau_4} \ast (\mathcal{B}(B) \bullet \mathcal{B}(A)) = \mathcal{B}(B \bullet A) \ast \varphi_{\tau_1 \tau_3}
\]

up to isomorphism of 2-cospans. Since the 2-morphism \( \varphi_{\tau_1 \tau_3} \) is represented by the 2-cospan \( H_1(\hat{X}_{\tau_1}) \circ H_1(\hat{X}_{\tau_3}) \xrightarrow{\alpha_1 \tau_3} H_1(\hat{X}_{\tau_{3 \circ \tau_1}}) \xleftarrow{id} H_1(\hat{X}_{\tau_{3 \circ \tau_1}}), \) Remark [31] implies that the right hand side of equation (4) is represented by the 2-cospan

\[
H_1(\hat{X}_{\tau_3}) \circ H_1(\hat{X}_{\tau_1}) \xrightarrow{k_{31} \alpha_1 \tau_3} H_1(\hat{W}_{B \bullet A}) \xleftarrow{k_{42}} H_1(\hat{X}_{\tau_{3 \circ \tau_1}}),
\]

where \( k_{31} \) and \( k_{42} \) are induced by the inclusion maps. A similar argument shows that the left hand side of equation (4) is represented by the 2-cospan

\[
H_1(\hat{X}_{\tau_3}) \circ H_1(\hat{X}_{\tau_1}) \xrightarrow{h_{31}} H_1(\hat{W}_B) \bullet H_1(\hat{W}_A) \xleftarrow{h_{42} \alpha_2 \tau_4} H_1(\hat{X}_{\tau_{3 \circ \tau_1}}),
\]

where this time, the maps \( h_{31} \) and \( h_{42} \) are the ones which arise from the definition of horizontal composition. It now remains to find an isomorphism \( f \) of \( \Lambda \)-modules which fits in the following commutative diagram:
In order to construct \( f \), first observe that the following diagram commutes

\[
\begin{array}{ccc}
H_1(\tilde{X}_{\tau}) & \overset{i}{\longrightarrow} & H_1(\tilde{D}_{\varepsilon'}) \\
\alpha_2 & \searrow & \beta_3 \\
H_1(\tilde{W}_A) & \longleftarrow & H_1(\tilde{D}_{\varepsilon'} \times [0,1]) \longrightarrow H_1(\tilde{W}_B),
\end{array}
\]

where all the maps are induced by inclusions. Hence, identifying \( H_1(\tilde{D}_{\varepsilon'} \times [0,1]) \) with \( H_1(\tilde{D}_{\varepsilon'}) \), the first map in the Mayer-Vietoris exact sequence

\[
H_1(\tilde{D}_{\varepsilon'}) \longrightarrow H_1(\tilde{W}_A) \oplus H_1(\tilde{W}_B) \longrightarrow H_1(\tilde{W}_{B,A}) \longrightarrow 0
\]

is given by \((-\alpha_2i', \beta_3\iota_3')\). It now follows from Lemma 2.3 that the cospan of inclusion induced maps \( H_1(\tilde{W}_A) \overset{k_A}{\longrightarrow} H_1(\tilde{W}_{B,A}) \overset{k_B}{\longrightarrow} H_1(\tilde{W}_B) \) is a representative of the pushout \( H_1(\tilde{W}_A) \overset{h_A}{\longrightarrow} H_1(\tilde{W}_B) \). Invoking the corresponding universal property, this produces a \( \Lambda \)-module isomorphism \( f : H_1(\tilde{W}_B) \cdot H_1(\tilde{W}_A) \rightarrow H_1(\tilde{W}_{B,A}) \) with \( fh_A = k_A \) and \( fh_B = k_B \).

Using successively the definition of \( \alpha_{\tau,\tau_3} \) (see diagram (3) for the relevant notations), the commutativity of inclusion induced maps, and the equalities above, one gets

\[
f^{-1}k_{31}\alpha_{\tau,\tau_3}j_3 = f^{-1}k_{31}k_3 = f^{-1}k_B\beta_3 = h_B\beta_3.
\]

The equality \( f^{-1}k_{31}\alpha_{\tau,\tau_3}j_1 = h_A\alpha_1 \) is proved similarly. Hence, the universal property of diagram (2) implies that \( h_{31} = f^{-1}k_{31}\alpha_{\tau,\tau_3} \). The equality \( h_{32} = f^{-1}k_{42}\alpha_{\tau,\tau_4} \) can be dealt with in the same way, and equation (4) is proved.

Given an \((\varepsilon, \varepsilon')\)-tangle \( \tau \), we must now show that the 2-morphism \( \mathcal{B}(r_{\tau}) \ast \varphi_{I_{\tau}} \ast (I_{\theta(\tau)} \ast \varphi_{\varepsilon}) \) coincides with \( r_{\theta(\varepsilon')} \circ I_{\theta(\varepsilon)} \Rightarrow \mathcal{B}(\tau) \). First observe that by Remark 2.3 one can choose representatives of the pushouts so that for any cospan \( H \rightarrow T \leftarrow H' \), one has \( T \circ I_H = T \). In particular, we only need to prove that, for this choice of pushouts,

\[
(5) \quad \mathcal{B}(r_{\tau}) \ast \varphi_{I_{\tau}} \ast (I_{\theta(\tau)} \ast \varphi_{\varepsilon}) = I_{\theta(\tau)}.
\]

As a first step, using the definition of the horizontal composition and Remark 2.3 we deduce that \( I_{\theta(\tau)} \ast \varphi_{\varepsilon} \) is represented by the 2-cospan

\[
H_1(\tilde{X}_{\tau}) \overset{id}{\longrightarrow} H_1(\tilde{X}_{\tau}) \overset{h}{\longrightarrow} H_1(\tilde{X}_{\tau}) \circ H_1(\tilde{X}_{I_{\tau}}),
\]

where \( h \) is the unique morphism which fits in the following commutative diagram (recall diagram (2)):
A short computation using Remark \[\ref{2.3}\] then shows that the left-hand side of equation (5) is represented by the 2-cospan
\[
H_1(\hat{X}_\tau) \xrightarrow{\alpha_{I_{\varepsilon} \tau} r^{-1}} H_1(\hat{X}_{\tau \circ I_{\varepsilon}}) \leftarrow H_1(\hat{X}_\tau),
\]
where \( r: H_1(\hat{X}_{\tau \circ I_{\varepsilon}}) \to H_1(\hat{X}_\tau) \) is the isomorphism induced by the obvious isotopy from \( \tau \circ I_{\varepsilon} \) to \( \tau \). We now claim that \( r \) induces a 2-cospan isomorphism from \( I_B(\tau) \) to this cospan. To prove this claim, we only need to show the equality \( r\alpha_{I_{\varepsilon} \tau} h^{-1} = \text{id}_{H_1(\hat{X}_\tau)} \), i.e. to check that \( r\alpha_{I_{\varepsilon} \tau} \) satisfies the defining property of \( h \) displayed above. Since \( \alpha_{I_{\varepsilon} \tau} j_1 \) and \( \alpha_{I_{\varepsilon} \tau} j_2 \) are the inclusion induced homomorphisms (recall diagram (3)), this follows from the functoriality of homology.

The proof of the equality \( B(\ell_{\tau}) \ast \phi_{I_{\varepsilon} \tau} \ast (\phi_{I_{\varepsilon} \tau} \ast I_B(\tau)) = \ell_B(\tau) \) is dealt with in the same way.

Finally, the axiom involving the associativity isomorphisms is left to the reader: although the proof is tedious, it involves no other ideas than the ones presented up to now. Therefore we have proved that \( B \) is a weak 2-functor and we turn to the last statement of the theorem. If \( \Sigma \) is a \((\emptyset, \emptyset)\)-cobordism, that is, a closed oriented surface in the 4-ball, then the associated 2-cospan is given by
\[
\begin{array}{c}
0 \\
\downarrow \\
H_1(W_{\Sigma}) \\
\uparrow \\
0
\end{array}
\]
with \( W_{\Sigma} \) the complement of \( \Sigma \) in the 4-ball. This is nothing but the Alexander module of \( \Sigma \).

5. **Unreduced and multivariable versions**

Recall that the representation originally defined by Burau takes the form of a homomorphism \( \overline{\rho}_n: B_n \to GL_n(\Lambda) \), which is the direct sum of a trivial 1-dimensional representation with \( \rho_n: B_n \to GL_{n-1}(\Lambda) \), the reduced Burau representation. Also, these representations admit multivariable extensions, the so-called Gassner representations of the pure braid groups. It is therefore natural to ask whether these variations of the Burau representation can also be extended to weak 2-functors. This is indeed the case, and is the subject of this slightly informal last section.

More precisely, we start in subsection 5.1 by explaining how \( \overline{\rho} \) can be extended to a functor \( \overline{\mathcal{B}} \) on tangles. This functor is no longer Lagrangian (\( \overline{\rho} \) is not unitary) but it is monoidal and behaves well with respect to traces. In subsection 5.2 we indicate how to extend it to a weak 2-functor. Finally, in subsection 5.3 we briefly explain how all of these constructions can be extended to multivariable versions, defined on the category of colored tangles.

5.1. **Extending the unreduced Burau representation to a monoidal functor.** Given an integral domain \( \Lambda \), let \( C_{\Lambda} \) denote the category with finitely generated \( \Lambda \)-modules as objects, and isomorphism classes of cospans as morphisms, composed by pushouts. Also, let \( GL_{\Lambda} \) denote the groupoid with the same objects as \( C_{\Lambda} \) and \( \Lambda \)-isomorphisms as morphisms. As in Section 2, one can check that the map assigning to an invertible cospan \( H \xrightarrow{\iota} T \xleftarrow{\iota'} H' \) the \( \Lambda \)-isomorphism \( \iota'^{-1}\iota: H \to H' \) defines an equivalence of categories \( \text{core}(C_{\Lambda}) \cong GL_{\Lambda} \).
Note that the direct sum endows these categories with a monoidal structure, with the trivial \( \Lambda \)-module \( H = 0 \) being the identity object. Given an endomorphism of \( \mathbf{C}_\Lambda \), i.e. a cospan of the form \( H \overset{i}{\rightarrow} T \overset{j}{\leftarrow} H \), define the trace of \( T \) as the coequalizer

\[
\begin{array}{c}
H \\
\downarrow i \\
T \\
\downarrow j \\
\text{tr}(T).
\end{array}
\]

Viewing \( \text{tr}(T) \) as the isomorphism class of the cospan \( 0 \rightarrow \text{tr}(T) \leftarrow 0 \), the trace actually defines a map \( \text{tr}: \text{End}(H) \rightarrow \text{End}(0) \). It is an amusing exercise to check that it satisfies the following properties, as it should (see e.g. [17, p. 22]).

(i) If \( T_1 \) is a cospan from \( H \) to \( H' \) and \( T_2 \) from \( H' \) to \( H \), then \( \text{tr}(T_1 \circ T_2) = \text{tr}(T_2 \circ T_1) \).

(ii) If \( T_1 \) and \( T_2 \) are two endomorphisms, then \( \text{tr}(T_1 \oplus T_2) = \text{tr}(T_1) \circ \text{tr}(T_2) \).

(iii) If \( T \) is an endomorphism of \( 0 \), then \( \text{tr}(T) = T \).

These additional structures are also present in the category of tangles. Indeed, the juxtaposition endows the bicategory of tangles with a monoidal structure. Here

\[
\begin{array}{ccc}
\rho & \rightarrow & \tau \\
\downarrow & & \downarrow \\
\mathbf{T} & \rightarrow & \text{tr}(\mathbf{T}).
\end{array}
\]

Furthermore, an additional application of Mayer-Vietoris shows that this functor is monoidal. (The basepoint \( x_0 \) is chosen so that the juxtaposition of tangles can be realized in a natural way by gluing discs along intervals, with \( x_0 \) a common endpoint of these intervals.) Finally, if \( \tau \) is an \( (\varepsilon, \varepsilon) \)-tangle, then \( \text{tr}(\mathcal{B}(\tau)) \) is nothing but the relative Alexander module of the oriented link in \( D^2 \times I \) (or equivalently, in \( S^3 \)) obtained by the closure of \( \tau \).

5.2. \( \mathcal{B} \) as a monoidal weak 2-functor. One can modify \( \mathbf{C}_\Lambda \) to obtain a bicategory in the exact same way as we did for \( \mathbf{L}_\Lambda \), with 2-morphisms given by isomorphism classes of 2-cospans (recall subsection 4.2). Furthermore, the direct sum endows this bicategory with a monoidal structure.

Also, the juxtaposition endows the bicategory of tangles with a monoidal structure. Here again, some care is needed, as different conventions such as the ones in [11] and [1] will lead to different monoidal bicategories. We will not go into these details, but only mention that our construction is robust enough to be valid in these different settings.
Let us sketch how the functor $\mathcal{F}$ can be extended to a weak 2-functor, following the notation of subsection 4.3. Given a $(\tau_1, \tau_2)$-cobordism $\Sigma$, let us denote by $\mathcal{F}(\Sigma) : \mathcal{F}(\tau_1) \Rightarrow \mathcal{F}(\tau_2)$ the isomorphism class of the 2-cospans

$$H_1(\hat{X}_{\tau_1}, \hat{x}_0 \times I) \xrightarrow{\alpha_1} H_1(\hat{W}_{\Sigma}, x_0 \times I \times I) \xleftarrow{\alpha_2} H_1(\hat{X}_{\tau_2}, \hat{x}_0 \times I).$$

One can check that this defines a weak 2-functor, that is monoidal in a sense that, once again, we shall not discuss in detail here.

5.3. Multivariable versions. Let $\mu$ be a positive integer. Recall that a $\mu$-colored tangle consists in an oriented tangle $\tau$ together with a surjective map assigning to each component of $\tau$ an integer in $\{1, \ldots, \mu\}$. As explained in [6, Section 6.1], $\mu$-colored tangles naturally form a category $\text{Tangles}_\mu$, with the $\mu = 1$ case being nothing but $\text{Tangles}$. Obviously, assigning a color to the cobordisms and proceeding as in subsection 4.3 one obtains a bicategory of $\mu$-colored tangles.

All the results of the present paper extend to this multivariable setting in a straightforward way, that we now very briefly summarize. The coloring of points, tangles and cobordisms induces homomorphisms from the homology of the corresponding exterior onto $\mathbb{Z}^\mu$, thus defining free abelian covers whose homology is a module over the ring of multivariable Laurent polynomials $\mathbb{Z}[\mathbb{Z}^\mu] = \mathbb{Z}[t_1^{\pm 1}, \ldots, t_\mu^{\pm 1}] =: \Lambda_\mu$. This allows one to construct a weak 2-functor from the bicategory of $\mu$-colored tangles to the bicategory of Lagrangian cospans over $\Lambda_\mu$, which extends the colored Gassner representation of $\mu$-colored braids, and whose restriction to $\mu$-colored links and surfaces is nothing but the multivariable Alexander module. The results of subsections 5.1 and 5.2 can be extended in the same way.
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