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ABSTRACT. The isochronicity problem is a classical problem in the qualitative theory of planar vector fields which consists in characterizing whether a center is isochronous or not, that is, if all the trajectories in a neighborhood of the center have the same period. This problem is usually investigated by means of the so-called period function. In this paper, we are interested in exploring the isochronicity problem for tangential centers of planar Filippov vector fields. By computing the period function for planar Filippov vector fields around tangential centers, we show that such centers are never isochronous.

1. INTRODUCTION

In planar vector fields, the isochronicity problem concerns about distinguishing whether a center is isochronous or not. Recall that a center of a planar vector field is called isochronous if the period function \( T : S \to \mathbb{R} \) is constant. The period function is defined in a Poincaré section \( S \) transverse to the period annulus and corresponds to the period of the trajectory starting at a point in \( S \). In other words, a center is isochronous provided that every trajectory in a neighborhood of it have the same period. The isochronicity problem goes back to C. Huygens with his studies on the pendulum clock that oscillates isochronously [1]. For smooth planar vector fields, Poincaré and Lyapunov showed that the isochronicity of a center is directly connected with its linearizability [14]. Their discovery has driven the subsequent studies on the isochronicity problem, which has received a lot of attention since then (see, for instance, [3, 13, 15, 16]).

More recently, the isochronicity problem has also been considered for planar non-smooth vector fields of kind

\[
Z(x, y) = \begin{cases} 
Z^+(x, y), & h(x, y) > 0, \\
Z^-(x, y), & h(x, y) < 0,
\end{cases}
\]

where \( h : \mathbb{R}^2 \to \mathbb{R} \) is a smooth function having 0 as a regular value, \( Z^\pm \) are smooth vector fields, and \( \Sigma = h^{-1}(0) \) is the discontinuity manifold. Here, we assume that the trajectories of (1) obey the Filippov’s convention [9]. Accordingly, (1) is called Filippov vector field. Regarding the existence of isochronous centers in Filippov vector fields, conditions on a family of piecewise quadratic systems were provided in [5] to ensure that the origin is an isochronous center. Equally important, one can find results about the non-existence of isochronous centers, for instance, in [10], it was showed that the origin of the non-smooth oscillator \( \ddot{x} + g(x) \operatorname{sign} \dot{x} + x = 0 \) is never a isochronous center for any analytic function \( g \) satisfying \( g(0) = g'(0) = 0 \). Finally, in [2], conditions were obtained for piecewise linear vector fields to
have an isochronous center at the infinity. The papers above, but the last one, investigated the isochronicity problem around a focus-focus center.

In [12], the center-focus and cyclicity problems were considered for planar Filippov vector fields with monodromic tangential singularities. It was obtained a general recursive formula for the Lyapunov coefficients, which control whether a monodromic singularity is a center or a focus. Here, using the ideas from [12], we study the isochronicity problem for planar Filippov vector fields around tangential centers.

A tangential singularity $p \in \Sigma$ of a planar Filippov vector field $Z : U \subset \mathbb{R}^2 \to \mathbb{R}^2$ is called a $(2k^+, 2k^-)$-monodromic tangential singularity provided that $p$ is simultaneously an invisible $2k^+$-multiplicity contact of $Z^+$ with $\Sigma$ and an invisible $2k^-$-multiplicity contact of $Z^-$ with $\Sigma$, and $Z$ has a first-return map defined on $\Sigma$ around $p$ (see [12, Definition 1]). Recall that, for a smooth vector field $F$, a $k$-multiplicity contact between $F$ and $\Sigma$ is defined as a point $p \in \Sigma$ satisfying

$$Fh(p) = F^2h(p) = \ldots = F^{k-1}h(p) = 0, \quad \text{and} \quad F^k h(p) \neq 0,$$

where $Fh(p) = \langle \nabla h(p), F(p) \rangle$, for $n = 1$, and $F^n h(p) = F(F^{n-1}h)(p)$, for $n > 1$. In addition, we say that a $2k$-multiplicity contact is invisible for $Z^+$ (resp. $Z^-$) provided that $(Z^+)^{2k}h(p) < 0$ (resp. $(Z^-)^{2k}h(p) > 0$).

A $(2k^+, 2k^-)$-monodromic tangential singularity of a planar Filippov vector field is called $(2k^+, 2k^-)$-tangential center provided that it has a neighborhood of where the first return map is the identity.

The main result of this paper states that tangential centers are never isochronous.

**Theorem A.** A $(2k^+, 2k^-)$-tangential center of a planar Filippov vector field is not isochronous.

In order to prove Theorem A we shall construct the period function of planar Filippov vector fields around tangential centers. Accordingly, suppose that the Filippov vector field (1) has a $(2k^+, 2k^-)$-tangential center at $p \in \Sigma$. Assume that $p = (0,0)$ and $h(x,y) = y$. It can be done, without loss of generality, by taking local coordinates. Thus, the Filippov vector field $Z$, restricted to a neighborhood $V$ of the origin, writes as

$$Z(x,y) = \begin{cases} 
Z^+(x,y) = (X^+(x,y), Y^+(x,y)), & y > 0, \\
Z^-(x,y) = (X^-(x,y), Y^-(x,y)), & y < 0,
\end{cases} \tag{2}$$

for which the discontinuity manifold is now given by $\Sigma = \{(x,y) \in V : y = 0\}$. It is stated in [12] that the origin is a $(2k^+, 2k^-)$-monodromic tangential singularity for (2) if, and only if, the following conditions hold:

**C1.** $X^\pm(0,0) \neq 0, Y^\pm(0,0) = 0, \frac{\partial^i Y^\pm}{\partial x^i}(0,0) = 0$ for $i = 1, \ldots, 2k^\pm - 2$, and $\frac{\partial^{2k^\pm - 1} Y^\pm}{\partial x^{2k^\pm - 1}}(0,0) \neq 0$;

**C2.** $X^+(0,0) \frac{\partial^{2k^- - 1} Y^+}{\partial x^{2k^- - 1}}(0,0) < 0$ and $X^-(0,0) \frac{\partial^{2k^- - 1} Y^-}{\partial x^{2k^- - 1}}(0,0) > 0$;

**C3.** $X^+(0,0) X^-(0,0) < 0$.

Summarizing, conditions C1 and C2 provide that the origin is an invisible $2k^+$-multiplicity contact (resp. invisible $2k^-$-multiplicity contact) between $Z^+$ (resp. $Z^-$) and $\Sigma$, and condition C3 provides that the trajectories of $Z^+$ and $Z^-$ can be concatenated at $\Sigma$ around the origin in order to define a first-return map.
Accordingly, half-return maps $\varphi^+$ and $\varphi^-$ on $\Sigma$ around 0 are defined by the flows of $Z^+|_{y \geq 0}$ and $Z^-|_{y \leq 0}$, respectively. Since we are assuming that the Filippov vector field $\Sigma$ has a tangential center at the origin, then $\varphi^+ = \varphi^-$ and, in this case, we denote the half-return map only by $\varphi$. In addition, $\varphi$ is a smooth involution around the origin satisfying $\varphi(0) = 0$ (see Section 4.2) and, therefore, $\varphi'(0) = -1$.

Now, since $X^\pm(0,0) \neq 0$, there exists a small neighborhood $U$ of the origin such that $X^\pm(x,y) \neq 0$ for all $(x,y) \in U$. Thus, we can define

$$
\eta^+(x,y) = \delta \frac{Y^+(x,y)}{X^+(x,y)} \text{ and } \eta^-(x,y) = -\delta \frac{Y^-(x,y)}{X^-(x,y)},
$$

where

$$
\delta = \text{sign}(X^+(0,0)) = -\text{sign}(X^-(0,0)).
$$

Notice that $\delta > 0$ (resp. $\delta < 0$) implies that the flow of $Z$ turns around the origin in the clockwise (resp. anti-clockwise) direction.

Finally, for each $x \in \mathbb{R}$ such that $(x,0) \in U$, let $t \mapsto y^\pm(t,x)$ be the solution of the initial value problem

$$
\frac{dy}{dt} = \eta^\pm(x,y), \quad y(0) = 0.
$$

The next result provides an expression for the period function of the Filippov vector field $\Sigma$ around the tangential center at the origin in terms of the half-return map $\varphi$ and the functions $y^\pm$.

**Theorem B.** Assume that the Filippov vector field $\Sigma$ has a $(2k^+,2k^-)$-tangential center at the origin and let $\varphi$ be the associated half-return map. Then, the period function is given by

$$
T(x) = \delta (T^-(x) - T^+(x)),
$$

where

$$
T^\pm(x) = (\varphi(x) - x) \int_0^1 \frac{1}{X^\pm(x + (\varphi(x) - x)t,y^\pm(\pm\delta(\varphi(x) - x)t,x))} dt.
$$

Theorem B is proven in Section 2.2. In its proof, we shall see that $T^-(x) - T^+(x) \leq 0$ and that the constant $\delta$ corrects the sign of $T^-(x) - T^+(x)$ in such way that $T(x) \geq 0$.

It has been proven in [12, Theorem A] that the half-return map $\varphi$ is analytic in a neighborhood of $x = 0$ provided that $Z^+$ and $Z^-$ are analytic in a neighborhood of the origin. Therefore, one can easily see that the period function $T(x)$ given by Theorem B is also analytic in a neighborhood of $x = 0$ provided that $Z^+$ and $Z^-$ are analytic in a neighborhood of the origin. In this case, the period constants $\hat{T}_i$, $i \in \mathbb{N}$, are defined as the coefficients of the power series of $T(x)$ around $x = 0$, that is,

$$
T(x) = \sum_{i=0}^{\infty} \hat{T}_i x^i.
$$

An Appendix is provided with the formulae for computing all the period constants.

Clearly, an isochronous center must satisfies $\hat{T}_0 \neq 0$ and $\hat{T}_i = 0$ for every $i \in \mathbb{N} \setminus \{0\}$. Accordingly, the proof of Theorem A follows immediately from the following corollary of Theorem B which can be obtained from (6) and (7) just by noticing that $\varphi'(0) = -1$ and taking into account condition C3 and relationship (4).
Corollary 1. Assume that Filippov vector field \( \mathbf{F} \) has a \((2k^+, 2k^-)\)-tangential center at the origin and let \( T(x) \) be the period function given by (6). Then,
\[
\tilde{T}_0 := T(0) = 0 \quad \text{and} \quad \tilde{T}_1 := T'(0) = 2\delta \left( \frac{X^-(0,0) - X^+(0,0)}{X^+(0,0)X^-(0,0)} \right) > 0.
\]

Remark 1. Another problem related to the isochronicity problem is the criticality problem, which was introduced by Chicone and Jacobs \([5]\) and concerns about the bifurcation of critical periods of perturbed centers. A critical period is defined as a critical point of the period function, that is, a point \( \rho > 0 \) satisfying \( T'(\rho) = 0 \). In addition, it is called simple provided that \( T''(\rho) \neq 0 \). The number of critical periods and the number of simple critical periods provide, respectively, an upper and a lower bound for the number of oscillations of the period function. As a consequence of Corollary 1, a perturbed tangential center does not admit critical periods in a neighborhood of \( x = 0 \) and, therefore, the period function does not oscillate in this neighborhood.

2. Proof of Theorem B

This section is devoted to the proof of Theorem B. It is based on a time-reparametrization of Filippov vector fields around a \((2k^+, 2k^-)\)-monodromic tangential singularity, for which the period function can be easily computed. Thus, the following result will be of major importance for recovering the period function of the original Filippov vector field:

Proposition 1 \((4)\) Proposition 1.14). Let \( U \in \mathbb{R}^n \) be an open set, \( F : U \to \mathbb{R}^n \) a smooth vector field, and \( g : U \to \mathbb{R} \) a positive smooth function. Consider the following differential equations
\[
\dot{x} = F(x)
\]
and
\[
\dot{x} = g(x)F(x).
\]
If \( J \subset \mathbb{R} \) is an open interval containing the origin and \( \gamma : J \to \mathbb{R}^n \) is a solution of the differential equation (9) with \( \gamma(0) = x_0 \in U \), then the function \( B : J \to \mathbb{R} \) given by
\[
B(t) = \int_0^t \frac{1}{g(\gamma(s))} \, ds
\]
is invertible on its range \( K \subset \mathbb{R} \). If \( \rho : K \to J \) denotes the inverse of \( B \), then the identity
\[
\rho'(t) = g(\gamma(\rho(t)))
\]
holds for all \( t \in K \) and the function \( \sigma : K \to \mathbb{R}^n \) given by \( \sigma(t) = \gamma(\rho(t)) \) is the solution of the differential equation (10) with initial condition \( \sigma(0) = x_0 \).

2.1. Reparametrization of time. As commented above, assuming that the Filippov vector field \( \mathbf{F} \) has a \((2k^+, 2k^-)\)-tangential center at the origin (see conditions C1, C2, and C3), there exists a small neighborhood \( U \) of the origin such that \( X^\pm(x, y) \neq 0 \) for all \((x, y) \in U \). Taking into account that \( |X^\pm(x, y)| = \pm \delta X^\pm(x, y) \) for every \((x, y) \in U \), a reparametrization of time can be performed in order to transform the Filippov vector field \( \mathbf{F} \) restricted to \( U \) into
\[
\bar{Z}(x, y) = \begin{cases} 
Z^+(x, y) = (\delta, \eta^+(x, y)), & y > 0, \\
Z^-(x, y) = (-\delta, \eta^-(x, y)), & y < 0,
\end{cases}
\]
where \( \eta^\pm \) and \( \delta \) are given by (3) and (4), respectively. Notice that
\[
\bar{Z}^\pm(x, y) = \frac{Z^\pm(x, y)}{|X^\pm(x, y)|}.
\]
It is worth mentioning that the time-reparametrization above was the first step in [11] for the obtention of a canonical form for Filippov vector fields around a \((2k^+,2k^-)\)-monodromic tangential singularity. Afterward, such a canonical form was used in [12] for computing the Lyapunov coefficients of \((2k^+,2k^-)\)-monodromic tangential singularities.

**Lemma 2.** Assume that the Filippov vector field \([12]\) has a \((2k^+,2k^-)\)-tangential center at the origin and let \(\varphi\) be the associated half-return map. Then, the period function of its time-reparametrization \([11]\) is given by \(\bar{T}(x) = 2(x - \varphi(x))\).

**Proof.** In order to compute the period function of \([11]\), we shall consider the half-period functions \(\bar{T}^+\) and \(\bar{T}^-\) defined, respectively, as the flight-times taken for the trajectories of \(\bar{Z}^+\) and \(\bar{Z}^-\), starting at \((x,0) \in \Sigma \cap \mathcal{U}\), for \(x \geq 0\), to reach \(\Sigma\) again. Accordingly, for \(x \geq 0\) small, the period function \(\bar{T}\) of \([11]\) is defined as \(\bar{T}(x) = \delta(\bar{T}^{-}(x) - \bar{T}^{+}(x))\). Notice that \(\bar{T}(x) \geq 0\). Indeed, for \(\delta > 0\) (resp. \(\delta < 0\)) one has that the flow of \(Z\) turns around the origin in the clockwise (resp. anti-clockwise) direction and, therefore, \(\bar{T}^{+}(x) \leq 0 \leq \bar{T}^{-}(x)\) (resp. \(\bar{T}^{-}(x) \leq 0 \leq \bar{T}^{+}(x)\)) for every \(x \geq 0\) such that \((x,0) \in \Sigma \cap \mathcal{U}\).

Now, the trajectories of \(\bar{Z}^\pm\) with initial condition \((x,0) \in \Sigma \cap \mathcal{U}\) are given by

\[
\gamma^\pm(t,x) = (x \pm \delta t, y^\pm(t,x)),
\]

where \(t \mapsto y^\pm(t,x)\) is the solution of the initial value problem \([5]\).

Consider the transversal sections \(\Sigma^\pm = \{(x,y) \in \mathcal{U} : x = 0, y > 0\}\) and \(\Sigma^\pm = \{(x,y) \in \mathcal{U} : x = 0, y < 0\}\) (see Fig. [1]). It is clear that the flight-times taken for the trajectories of \(Z^+\), starting at the points \((x,0)\) and \((\varphi(x),0)\), to reach the section \(\Sigma^+\) are given by \(t^+_1 = -\delta x\) and \(t^+_2 = -\delta \varphi(x)\), respectively. Analogously, the flight-times taken for the trajectories of \(Z^-\), starting at the points \((x,0)\) and \((\varphi(x),0)\), to reach the section \(\Sigma^-\) are given by \(t^-_1 = \delta x\) and \(t^-_2 = \delta \varphi(x)\), respectively. Therefore, the half-period functions are given by \(\bar{T}^\pm(x) = t^+ - t^\pm = \pm \delta(\varphi(x) - x)\), which yields \(\bar{T}(x) = \delta(\bar{T}^{-}(x) - \bar{T}^{+}(x)) = 2(x - \varphi(x))\).

\[
\begin{align*}
t^+_1 &= -\delta x, \\
t^+_2 &= -\delta \varphi(x), \\
t^-_1 &= \delta x, \\
t^-_2 &= \delta \varphi(x)
\end{align*}
\]

**Figure 1.** Transversal sections \(\Sigma^\pm\) and \(\Sigma^\pm\) and the flight-times taken for the trajectories of \(\bar{Z}^+\) and \(\bar{Z}^-\), starting at the points \((x,0)\) and \((\varphi(x),0)\), to reach \(\Sigma^\pm\) and \(\Sigma^\pm\), respectively.
2.2. Proof of Theorem B

Now, Lemma 2 can be applied together with Proposition 1 in order to compute the period function of the Filippov vector field (2) by assuming that it has a $(2k^+, 2k^-)$-tangential center.

Analogously to the proof of Lemma 2, the period function $T$ of (2) is given by

$$T(x) = \delta(T^-(x) - T^+(x)) \geq 0,$$

where $T^\pm$ are the half-period functions of $Z^\pm$.

From [12], $Z^\pm|_U = g^\pm(x,y)Z^\pm$, where $g^\pm(x,y) = |X^\pm(x,y)| = \pm\delta X^\pm(x,y)$. Hence, if $\sigma^\pm(t, x)$ denotes the trajectory of $Z^\pm$ with initial condition $(x,0) \in \Sigma \cap U$, then, from Proposition 1

$$\sigma^\pm(t,x) = \gamma^\pm(\rho^\pm_x(t), x),$$

where $\gamma^\pm(t, x)$, given by [13], is the trajectory of $Z^\pm$ with initial condition $(x,0) \in \Sigma \cap U$, $\rho^\pm_x = (B^\pm_x)^{-1}$, and

$$B^\pm_x(\tau) = \int_0^\tau \frac{1}{g^\pm(\gamma^\pm(s,x))^\pm} ds = \int_0^\tau \frac{\pm\delta}{X^\pm(x + \delta s, y^\pm(s,x))} ds.$$

Thus, from (14),

$$\gamma^\pm(\rho^\pm_x(T^\pm(x)), x) = \sigma^\pm(T^\pm(x), x) \in \Sigma \cap U.$$

Consequently, from the characterization of the half-period functions $\tilde{T}^\pm$ of (11), we have that

$$\rho^\pm_x(T^\pm(x)) = \tilde{T}^\pm(x) = \pm\delta(\varphi(x) - x),$$

which implies that

$$T^\pm(x) = B^\pm_x(\pm\delta(\varphi(x) - x)).$$

Hence,

$$T^\pm(x) = \int_0^{\pm\delta(\varphi(x) - x)} \frac{\pm\delta}{X^\pm(x + \delta s, y^\pm(s,x))} ds.$$

We conclude this proof by performing the change of variables $s = \pm\delta(\varphi(x) - x)t$ in the integrals above, which yields

$$T^\pm(x) = (\varphi(x) - x) \int_0^1 \frac{1}{X^\pm(x + (\varphi(x) - x)t, y^\pm(\pm\delta(\varphi(x) - x)t, x))} dt.$$

**Appendix: Period Constants**

This appendix provides the formulae for the computation of the period constants. Notice that, from (8) and (6),

$$\tilde{T}_i = \frac{1}{n!} T^{(i)}(0) = \frac{1}{n!} \delta((T^-)^{(i)}(0) - (T^+)^{(i)}(0)).$$

In addition, from (7),

$$(T^\pm)^{(i)}(0) = \left. \frac{\partial^i}{\partial x^i} \left( \frac{\varphi(x) - x}{X^\pm(x + (\varphi(x) - x)t, y^\pm(\pm\delta(\varphi(x) - x)t, x))} \right) \right|_{x=0} ds.$$  

Thus, in order to compute $\tilde{T}_i$, it only remains to know how to compute the higher derivatives of the functions $x \mapsto y^\pm(\pm\delta(\varphi(x) - x)t, x)$ and $\varphi(x)$ at $x = 0$. This has been done in [12] as follows:

Let

$$y^\pm(t, x) = \sum_{i=1}^{\infty} \frac{y^\pm_i(x)}{i!} t^i.$$
Recall that \( \varphi \) where

\[ \varphi(x) = -x + \sum_{n=2}^{\infty} a_n x^n. \]

The coefficient functions \( y_i \) of the series (15) are given recursively by

\[
y_i^\pm(x) = (\pm \delta)^{i-1} \left( \pm \frac{(2k^\pm - 1)!}{(2k^\pm - i)!} \right) x^{2k^\pm - i} + \sum_{l=0}^{i-1} \left( \frac{(2k^\pm)!}{(2k^\pm - l)!} \right) x^{2k^\pm - l} f^{\pm(i-l)}(x) \]

\[ + \sum_{j=1}^{i-1} j(i-1)(\pm \delta)^{i-l-1} B_{ij}(y_1^\pm, \ldots, y_{i-j+1}^\pm) \frac{\partial^{i-l-2} g^\pm}{\partial x^{i-l-1} y_l} (x,0), \quad \text{if } 2 \leq i \leq 2k^\pm, \]

\[
y_i^\pm(x) = (\pm \delta)^{i-1} \left( \pm \frac{i-1}{2k^\pm} \right) f^{\pm i-1-2k^\pm}(x) + \sum_{l=0}^{2k^\pm-1} \left( \frac{(2k^\pm)!}{(2k^\pm - l)!} \right) x^{2k^\pm - l} f^{\pm(i-l-1)}(x) \]

\[ + \sum_{j=1}^{i-1} j(i-1)(\pm \delta)^{i-l-1} B_{ij}(y_1^\pm, \ldots, y_{i-j+1}^\pm) \frac{\partial^{i-l-2} g^\pm}{\partial x^{i-l-1} y_l} (x,0), \quad \text{if } i > 2k^\pm, \]

with

\[ f^\pm(x) = \pm \delta Y^\pm(x,0) - \frac{\pm X^\pm(x,0)}{x^{2k^\pm} X^\pm(x,0)}, \]

\[ g^\pm(x,y) = \frac{\pm X^\pm(x,0) Y^\pm(x,y) + X^\pm(x,y) Y^\pm(x,0)}{y \delta X^\pm(x,y) X^\pm(x,0)}, \]

and

\[ a^\pm = \frac{1}{(2k^\pm - 1)! |X^\pm(0,0)|} \frac{\partial^{2k^\pm-1} Y^\pm}{\partial x^{2k^\pm-1}} (0,0). \]

The coefficients \( a_n \) of the series (16) are given recursively by

\[
\begin{cases}
\alpha_1 = -1, \\
\alpha_n = \frac{p_{n,k}^\pm (\alpha_1, \alpha_2, \ldots, \alpha_{n-1}) - \mu_n^\pm}{2k^\pm \mu_{2k^\pm}^\pm},
\end{cases}
\]

where

\[ p_{n,k}^\pm (\alpha_1, \ldots, \alpha_{n-1}) = \mu_{2k}^\pm B_{n+2k^-1,2k} (\alpha_1, \ldots, \alpha_{n-1}, 0) + \sum_{i=2k+1}^{n+2k^-1} \mu_i^\pm B_{n+2k-1,i} (\alpha_1, \ldots, \alpha_{n+2k-i}), \]

and

\[ \mu_i^\pm = \frac{1}{i!} \sum_{j=1}^{i} (\mp \delta)^j \binom{i}{j} (y_j^\pm)^{(i-j)}(0). \]
In the recurrences above, for \( p \) and \( q \) positive integers, \( B_{p,q} \) and \( \hat{B}_{p,q} \) denote, respectively, the partial Bell polynomials and ordinary Bell polynomials (see, for instance [7]):

\[
B_{p,q}(x_1, \ldots, x_{p-q+1}) = \sum_{b_1! \cdots b_p!} \frac{p!}{b_1! b_2! \cdots b_{p-q+1}!} \prod_{j=1}^{p-q+1} \frac{x_j^{b_j}}{j!}
\]

and

\[
\hat{B}_{p,q}(x_1, \ldots, x_{p-q+1}) = \sum_{b_1! \cdots b_p!} \frac{p!}{b_1! b_2! \cdots b_{p-q+1}!} \prod_{j=1}^{p-q+1} x_j^{b_j},
\]

where the sums are performed on the \((p-q+1)\)-tuples of nonnegative integers \((b_1, b_2, \ldots, b_{p-q+1})\) satisfying \( b_1 + 2b_2 + \cdots + (p-q+1)b_{p-q+1} = p \), and \( b_1 + b_2 + \cdots + b_{p-q+1} = q \). The partial Bell polynomials are implemented in algebraic manipulators as Mathematica and Maple, while the ordinary Bell polynomials can be computed as follows

\[
\hat{B}_{p,q}(x_1, \ldots, x_{p-q+1}) = \frac{q!}{p!} B_{p,q}(1!x_1, \ldots, (p-q+1)!x_{p-q+1}).
\]

Furthermore, in [12] Appendix A, one can find implemented Mathematica algorithms for computing \( y_i \) and \( x_n \).
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