Matrix- and tensor-based recommender systems for the discovery of currently unknown inorganic compounds
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Chemically relevant compositions (CRCs) and atomic arrangements of inorganic compounds have been collected as inorganic crystal structure databases. Machine-learning is a unique approach to search for currently unknown CRCs from vast candidates. Herein we propose matrix- and tensor-based recommender system approaches to predict currently unknown CRCs from database entries of CRCs. Firstly, the performance of the recommender system approaches to discover currently unknown CRCs is examined. A Tucker decomposition recommender system shows the best discovery rate of CRCs as the majority of the top 100 recommended ternary and quaternary compositions correspond to CRCs. Secondly, systematic density functional theory (DFT) calculations are performed to investigate the phase stability of the recommended currently unknown CRCs. The phase stability of the 27 compositions reveals that 23 currently unknown compounds are stable. These results indicate that the recommender system has great potential to accelerate the discovery of new compounds.

I. INTRODUCTION

A reliable and quantitative prediction of chemically relevant compositions (CRCs) where stable crystals are formed is highly demanded because the synthesis of new inorganic compounds is an important target of physicists, chemists and material scientists. Density functional theory (DFT) calculations have played a central role in such predictions. However, exhaustive DFT calculations without prior knowledge of the crystal structures are expensive even for a given composition. Recent developments and the popularization of machine learning (ML) have facilitated the prediction of currently unknown CRCs. For example, a ML model with respect to only the composition, which was estimated from a DFT database of the formation energies, predicts currently unknown CRCs.[1]

Another ML-based approach to search for currently unknown CRCs uses inorganic crystal structure databases such as the Inorganic Crystal Structure Database (ICSD). This approach estimates the CRC probability for a candidate composition using a given compositional similarity. A procedure to estimate the CRC probability uses the compositional similarity on the basis of the entries in the database itself. A different procedure adopts the compositional descriptors defined by a set of well-known elemental representations as prior knowledge. Compositional descriptors are useful to avoid the so-called “cold-start” problem, which occurs when few known CRCs are available.[6] The cold-start problem prevents the prediction of CRCs due to the lack of known CRCs.

These approaches based on inorganic crystal structure databases can be referred to as “recommender systems” for the discovery of currently unknown CRCs. Recommender systems developed in the ML community have become increasingly popular in a variety of scientific and non-scientific areas. In the field of commerce, recommender systems suggest items to a user. Such a recommender system predicts the rating or preference for an item from an existing dataset comprised of the users’ history such as items purchased and numerical ratings given to items to generate a recommendation for the user.

Simple matrix and tensor-based recommender system approaches can be adopted to discover currently unknown CRCs. These approaches show a robust performance of recommendations for a wide variety of datasets in the ML community. In this study, we build recommender systems to discover currently unknown CRCs using matrix and tensor-based approaches, which are descriptor-free approaches. We employ different approaches: non-negative matrix factorization (NMF), singular value decomposition (SVD), canonical polyadic (CP) decomposition, and Tucker decomposition. NMF and SVD are matrix-based recommender systems, while CP and Tucker decompositions are tensor-based recommender systems. Their performances to discover currently unknown CRCs are compared. Then using a list of compositions recommended by the best recommender system, we predict the phase stability of compounds using DFT calculations, and examine the performance of discovering currently unknown CRCs using the predicted phase stability.
II. METHODOLOGY

A. Matrix factorization

A historical dataset used to build a recommender system is simply described as a form of an incomplete matrix or tensor with missing values, called a “rating matrix” or a “rating tensor”. The underlying assumption of many recommender system approaches is that the complete rating matrix or tensor has a low-ranked structure. Using this assumption, the ratings of missing elements are predicted as an approximated rating matrix or tensor with a given reduced rank.

The nonnegative matrix factorization (NMF) factorizes nonnegative rating matrix $X$ into two nonnegative matrices $W$ and $H$ with given rank $r$. $W$ and $H$ do not have negative elements. Figure 1 (a) illustrates the behavior of NMF. The original $(n, m)$-dimensional matrix $X$ is approximated as

$$X \approx WH\quad (1)$$

using $(n, r)$-dimensional matrix $W$ and $(r, m)$-dimensional matrix $H$ with a given rank $r$. Each of the $r$ dimensions corresponds to a distinctive rating trend.

Another matrix factorization approach is the singular value decomposition (SVD). Figure 1 (b) illustrates the behavior of SVD. SVD factorizes original rating matrix $X$ into three matrices. The rating matrix is approximated as

$$X \approx UDV^\top\quad (2)$$

using $(n, r)$-dimensional matrix $U$, $r$-dimensional diagonal matrix $D$ and $(m, r)$-dimensional matrix $V$. The diagonal matrix contains only $r$ largest singular values. Hence, each of the $r$ dimensions corresponds to a distinctive rating trend as well as the NMF. The approximated rating matrix is obtained using the algorithms implemented in scikit-learn [12].

B. Tensor factorization

Matrix factorization approaches require that the original data is transformed into a matrix form when the rating depends on three or more factors. On the other hand, tensor factorization approaches can include information of all factors naturally as a form of the rating tensor. A tensor factorization technique is the tensor rank decomposition or canonical polyadic (CP) decomposition [13]. Figure 2 (a) illustrates the behavior of CP decomposition. CP decomposition factorizes rating tensor $\mathcal{X}$ into a set of matrices and a super diagonal core tensor. Third-order rating tensor $\mathcal{X}$ is approximated using three matrices $A^{(1)}, A^{(2)},$ and $A^{(3)}$ as

$$\mathcal{X} \approx \mathcal{G} \times_1 A^{(1)} \times_2 A^{(2)} \times_3 A^{(3)},\quad (3)$$

where $\mathcal{G}$ denotes the core tensor.

A more flexible tensor factorization is the Tucker decomposition [14], which is also known as higher-order SVD (HOSVD) [15]. The Tucker decomposition is an extension of SVD, and decomposes rating tensor $\mathcal{X}$ into a set of matrices and a small dense core tensor. In the Tucker decomposition, $A^{(1)}, A^{(2)},$ and $A^{(3)}$ contain the orthonormal vector called mode-1, mode-2 and mode-3 singular vectors, respectively. Figure 2 (b) illustrates the behavior of Tucker decomposition. Third-order tensor $\mathcal{X}$ can also be approximated as Eqn. (3), where $\mathcal{G}$ is also the core tensor, but unlike in CP decomposition, the core
TABLE I. Elements included in the datasets of known CRCs. Rare-earth elements shown in parentheses are excluded in the candidate quaternary and quinary compositions.

| Cations          | ICSD            | ICDD            | SpMat           |
|------------------|-----------------|-----------------|-----------------|
| Li, Na, K, Rb, Cs, Be, Mg, Ca, Sr, Ba, Zn, Cd, Hg | 9,313           | 2,369           | 2,708           |
| B, Al, Sc, Y, La, Ga, In, Tl, Si, Ge, Sn, Pb, Po, As, Sb, Bi | (9,278)         | (7,864)         | (10,461)        |
| Ti, Zr, Hf, V, Nb, Ta, Cr, Mo, W, Mn, Tc, Re, Fe, Ru, Os, Co, Rh, Ir, Ni, Pd, Pt, Cu, Ag, Au | (1,326)         | (1,169)         | (1,893)         |
| (Ce, Pr, Nd, Pm, Sm, Eu, Gd, Tb, Dy, Ho, Er, Tm, Yb, Lu) | (1,321)         | (1,169)         | (1,893)         |

Anions:
- C, N, O, S, Se, Te, F, Cl, Br, I

TABLE II. Numbers of ICSD, ICDD and SpMat entries. Numbers of candidate compositions are also shown. ICSD entries are regarded as known CRCs. In the rows of ICDD and SpMat databases, the numbers of entries that are not included in the ICSD are shown. Numbers in the parentheses indicate the numbers of all entries. Test dataset is a combined dataset of ICDD and SpMat entries. Only in Sec. IV, a combined dataset of ICSD, ICDD, and SpMat entries is used as the training data.

|                      | Ternary | Quaternary | Quinary |
|----------------------|---------|------------|---------|
| ICSD                 | 9,313   | 7,742      | 1,321   |
| ICDD                 | 2,369   | 2,647      | 639     |
| SpMat                | (9,278) | (7,864)    | (1,326) |
| SpMat                | (10,461)| (8,141)    | (1,893) |
| ICDD+SpMat           | 4,134   | 4,961      | 1,169   |
| ICDD+SpMat           | (12,573)| (11,307)   | (2,562) |
| Candidates           | 7,405,200| 1,188,038,460| 23,104,706,560 |

III. DATASETS

We employ three inorganic crystal structure databases of the ICSD, Powder Diffraction File (PDF) by the International Centre for Diffraction Data (ICDD) [17] and SpringerMaterials (SpMat) [18]. Only ICSD entries, including entries reported to show a partial occupancy behavior, are regarded as known CRCs. Both ICDD and SpMat entries, which are not included in the ICSD, are used to validate the recommender systems.

To build a recommender system for ternary CRCs, only a set of ternary known CRCs is employed. Candidate ternary compositions of $A_x B_y C_z X$ are generated, where elements A and B correspond to a cation (66 possible) and element X corresponds to an anion (10 possible). The possible cations and anions correspond to elements included in the dataset of known CRCs (Table I). One hundred seventy (170) integer sets $(a, b, x)$ that satisfy the condition of $\max(a, b, x) \leq 8$ and are included in the dataset of known CRCs are also considered. Therefore, there are $66^2 \times 10 \times 170 = 7,405,200$ ternary compositions. Of these, 9,313 CRCs are known. The combined database of ICDD and SpMat has 4,134 ternary compositions that are not included in ICSD. This corresponds to 0.056% of the candidate compositions. Table I summarizes the numbers of database entries and candidate compositions.

In addition to ternary compositions, candidate quaternary $A_{a} B_{b} C_{c} X_{d}$ compositions are generated, where elements A, B and C denote a cation and element X denotes an anion. Integer sets $(a, b, c, x)$ satisfy $\max(a, b, c, x) \leq 20$. The dataset of known quaternary CRCs includes 53 cations, 10 anions, and 798 integer sets. Therefore, the number of quaternary compositions is $53^3 \times 10 \times 798 = 1,188,038,460$, which includes 7,742 known CRCs. The combined database of ICDD and SpMat includes 4,961 quaternary compositions ($4.2 \times 10^{-4}$% of the candidate compositions) that are not the entries of ICSD.

Candidate quinary $A_{a} B_{b} C_{c} D_{d} X_{e}$ compositions are also generated, where elements A, B, C and D denote cations and element X denotes an anion. Integer sets $(a, b, c, d, x)$ satisfy $\max(a, b, c, d, x) \leq 20$. The dataset of known quinary CRCs includes 53 cations, 10 anions, 316 integer sets. Therefore, the number of quaternary compositions is $52^4 \times 10 \times 316 = 23,104,706,560$, where only 1,321 known CRCs are included. The combined database of ICDD and SpMat contains 1,616 quinary compositions ($7.0 \times 10^{-6}$% of the candidate compositions) that are not ICSD entries.

IV. MATRIX-BASED RECOMMENDER SYSTEM

A. Rating matrix representations

The performance of a recommender system strongly depends on the representation of the composition dataset as a rating matrix or tensor. Experts’ knowledge is required to introduce a good representation. In particular, a composition dataset must be transformed into only two sets of features, which corresponds to users and items in a user-item rating matrix. The ratings of missing elements are approximately predicted on the basis of feature similarity given by the representation.

We introduce three kinds of matrix representations for the ternary composition dataset. A composition is decomposed into two feature sets in the following three ways.

1. $\{A\}$ and $\{B, X, (a, b, x)\}$
2. $\{A, X\}$ and $\{B, (a, b, x)\}$
3. $\{A, B\}$ and $\{X, (a, b, x)\}$

Each of feature sets corresponds to the row or column of the rating matrix. For example, the first matrix rep-
FIG. 3. Schematic illustration of a matrix representation for a composition dataset.

representation is schematically illustrated in Fig. 3. In the first representation, the row corresponds to cation A. The column corresponds to the combination of cation B, anion X, and integer set \( (a, b, x) \). Each composition is expressed by the collection of features included in the row and column. Only the values of the rating matrix elements corresponding to known CRCs are set to unity. The other compositions are classified as either currently unknown CRCs or non-existent compositions, and their values are set to zero in the original rating matrix.

B. Discovery performance of unknown CRCs

The performance of matrix factorization based the recommender systems to discover currently unknown ternary CRCs are evaluated. Only 4,134 of 7,405,200 compositions (0.056%) are used as the test dataset of known CRCs (test CRCs). The test CRCs correspond to ICDD and SpMat entries that are not included in ICSD. The low percentage obviously confirms that discovering ICDD and SpMat entries by random sampling is not efficient.

Figure 4 shows the rank dependence of the number of test CRCs found in the top 3000 compositions of NMF and SVD recommender systems. The rank dependences of NMF and SVD are qualitatively similar but weak. They also exhibit similar matrix representation dependences. The performance of discovering test CRCs of type-1 and type-2 matrix representations is much better than that of type-3 matrix representations. This implies that it is important to consider the cation and anion combination as a feature when building a rule to distinguish CRCs and non-existent compositions.

When adopting type-1 and type-2 matrix representations, NMF recommender systems with type-1 and type-2 matrix representations show the best performance at \( r = 38 \) and \( r = 24 \), respectively, indicating that the maximum number of test CRCs are included in the top 3000 compositions of the recommender system. For type-1 and type-2 representations, 576 and 594 test CRCs (19.2 and 19.8%) are found in the top 3000 compositions, respectively. These percentages are much larger than the number of test CRCs discovered by random sampling (0.056%). A much larger discovery rate of test CRCs is seen in the sampling of top 100 compositions. The numbers of test CRCs are 44 and 41 (44.0 and 41.0%), respectively. SVD recommender systems with type-1 and type-2 matrix representations show the best performance at \( r = 12 \) and \( r = 40 \), respectively. The top 3000 compositions include 590 and 640 test CRCs (19.7 and 21.3%), respectively. Additionally, 53 and 45 of the top 100 compositions (53.0 and 45.0%) correspond to test CRCs. These results indicate that SVD recommender systems perform slightly better than NMF recommender systems.

V. TENSOR DECOMPOSITION-BASED RECOMMENDER SYSTEM

A. Rating tensor representation

Figure 5 illustrates the tensor representation used in this study. A mode of the rating tensor means each cation type A, cation type B, anion type X and integer set \( \{a, b, x\} \) for ternary compositions \( A_aB_bX_x \). Therefore, the rating tensor for ternary compositions is a (66, 66, 10, 198)-dimensional tensor. Similar to the matrix representations, the composition is expressed by the collections of features included in all modes, corresponding to an element of the rating tensor. Only the values of the rating tensor elements corresponding to known CRCs are set to unity. The values of tensor elements corresponding to the other compositions are assumed to be zero in the original rating tensor. By representing quaternary and quinary compositions in tensor forms as well as ternary
compositions, the numbers of modes of the rating tensor correspond to five and six for quaternary and quinary compositions, respectively.

B. Discovery performance of unknown CRCs

Figure 6 shows the number of test CRCs included in the top 3000 ternary compositions of the ranking by CP decomposition. The horizontal axis indicates a given rank for CP decomposition. Since only a single value of rank is given in CP decomposition, the maximum value of rank is identical to the number of anion types included in the ternary composition dataset. The CP recommender system with \( r = 9 \) shows the best performance. That is, 478 of the top 3000 compositions (15.9\%) correspond to test CRCs. In the top 100 compositions, 32 test CRCs (32.0\%) are found. However, CP decompositions detect fewer test CRCs than the best matrix decomposition-based recommender system. This is attributed to the fact that only a single value of rank is given in CP decomposition.

Figure 6 shows the number of test CRCs included in the top 3000 compositions of the ranking by Tucker decomposition. The candidate values of ranks for the cation mode, anion mode, and integer set mode are given by arithmetic sequences of \( \{5, 10, 15, 20, 25\}, \{4, 8\} \) and \( \{10, 20, 30, \ldots, 100\} \), respectively. The optimal set of ranks is obtained by a grid search using these candidates. This means that the performance of discovering test CRCs is examined for 100 combinations of rank values. The Tucker decomposition recommender system with ranks of \((15, 15, 8, 30)\) shows the best performance; 735 test CRCs (24.5\%) are found in the top 3000 compositions. In the top 100 compositions, 59 CRCs (59.0\%) are found in the test dataset. The Tucker recommender system detects more test CRCs than the best matrix-based recommender system.

Figure 7 compares the number of test CRCs found by the best NMF, best SVD, best CP decomposition and best Tucker decomposition recommender systems. The optimal Tucker decomposition recommender system exhibits the best performance among the four systems. This result is due to the features of Tucker decomposition. Compared with matrix factorizations, Tucker decompositions naturally consider the low-rank data-structure of the rating tensor related to two or more modes, although only correlations between the two modes of a given representation are in matrix factorizations. Multiple rank values can be given in a Tucker decomposition, whereas a CP decomposition has a single value for rank. Therefore, Tucker decompositions allow a hidden low-rank data-structure included in the composition dataset to be extracted more flexibly than matrix factorizations and CP decompositions.

The Tucker decomposition should be the best approach to discover currently unknown CRCs. Therefore, the performance to discover currently unknown quaternary and quinary CRCs using the Tucker decomposition is examined. The performances for quaternary and quinary...
systems are particularly important features required for recommender systems because the numbers of candidate compositions and currently unknown CRCs should be exponentially huge. As described in Sec. [11] only 7,742 and 4,961 of $1.2 \times 10^9$ (6.5 $\times 10^{-4}$ and 4.2 $\times 10^{-4}$) quaternary compositions are ICSD and ICDD+SpMat entries, respectively. Even for quinary compositions, only 1,321 and 1,616 of $2.3 \times 10^{10}$ (5.7 $\times 10^{-6}$ and 7.0 $\times 10^{-6}$) compositions correspond to ICSD and ICDD+SpMat entries, respectively.

Figures 8 (a) and (b) show the performance to determine test ternary, quaternary and quinary CRCs of the Tucker recommender system. The discovery rate gradually decreases as the number of samples all for ternary, quaternary and quinary compositions increases. In the top 20 compositions, 16 and 15 compositions (80 and 75%) correspond to test CRCs for ternary and quaternary compositions, respectively. The discovery rate of quaternary test CRCs is higher than expected. The rate is close to that of ternary test CRCs. For quaternary compositions, 52 and 524 CRCs are found in the top 100 and 3000 compositions (52.0 and 17.5%), respectively. The discovery rates for the top 20, 100, and 3000 compositions are approximately 180,000, 120,000, and 40,000 times larger than the random sampling discovery rate, respectively. Even for quinary compositions, seven test CRCs (35%) are found in the top 20 compositions. In addition, 14 and 82 CRCs are found in the top 100 and 3000 compositions (14.0 and 2.7%), respectively. Although the discovery rate of quinary test CRCs is lower than those of ternary and quaternary test CRCs, it is much larger than the random sampling. In particular, the discovery rate for the top 100 compositions is astonishingly large despite the fact that few known quinary CRCs are included in the quinary composition dataset.

Figures 8 (c) and (d) show the relationship between the predicted rating and the discovery rate of test CRCs. Figure 8 (c) shows the histogram of the discovery rate of the test CRCs obtained with a bin width of predicted rating of 0.1. Figure 8 (d) replots the relationship between the median of the bin and discovery rate from the histogram of the discovery rate. For ternary, quaternary and quinary compositions, the discovery rate of test CRCs is almost proportional to the median of the bin for predicted rating, and slightly smaller than the predicted rating. This is strong evidence that the predicted rating can be regarded as a figure of merit to identify currently unknown CRCs. This may also indicate that the predicted rating is almost identical to the discovery rate of currently unknown CRCs because test CRCs can be regarded as a part of currently unknown CRCs. In addition, quinary compositions with a predicted rating exceeding 0.7 are not observed. Consequently, the discovery rate of test CRCs is smaller than that of the ternary and quaternary test CRCs. This is mainly ascribed to the lack of quinary known CRCs. The number of quinary
known CRCs is inadequate to predict currently unknown quinary CRCs.

TABLE III. Compositions with a predicted rating of more than 0.2 included in pseudo-binary systems for the top 27 compositions with a high predicted rating. Stability of the compositions by the DFT calculation is also shown.

| Composition   | Predicted rating | Stability |
|---------------|------------------|-----------|
| RbInO$_2$     | 1.01             |          |
| R$_b$InO$_3$  | 0.64             |          |
| RbIn$_3$O$_8$ | 0.20             |          |
| NaGaS$_2$     | 0.98             |          |
| NaGa$_5$S$_8$ | 0.21             |          |
| KPb$_5$Cl$_3$ | 0.97             |          |
| Ca$_2$TiO$_4$ | 0.95             |          |
| CaTi$_3$O$_7$ | 0.29             |          |
| Ca$_3$Ti$_5$O$_9$ | 0.21 |          |
| BaAs$_2$O$_6$ | 0.93             |          |
| CsZnCl$_3$    | 0.92             |          |
| CsZn$_2$Cl$_5$| 0.25             |          |
| RbInF$_4$     | 0.91             |          |
| R$_b$SbO$_3$  | 0.91             |          |
| Cs$_5$F$_7$   | 0.87             |          |
| Cs$_4$F$_5$   | 0.44             |          |
| Cs$_5$F$_4$   | 0.38             |          |
| Cs$_5$S$_2$   | 0.87             |          |
| Ba$_2$Ga$_2$O$_5$ | 0.85 |          |
| BaGa$_4$O$_7$ | 0.55             |          |
| Rh$_3$Sb$_3$  | 0.23             |          |
| Al$_2$O$_3$   | 0.80             |          |
| RhAlS$_2$     | 0.79             |          |
| Rh$_3$Al$_3$  | 0.43             |          |
| RhAl$_3$S$_8$ | 0.26             |          |
| RhS$_2$C$_2$  | 0.79             |          |
| Ta$_2$Te$_2$  | 0.79             |          |
| TiAl$_3$Te$_8$| 0.23             |          |
| K$_2$GeS$_3$  | 0.79             |          |
| K$_2$Ge$_2$S$_5$ | 0.25 |          |
| BaS$_2$S$_4$  | 0.79             |          |
| KZnCl$_3$     | 0.79             |          |
| KZn$_2$Cl$_5$ | 0.21             |          |
| CaBi$_2$S$_4$ | 0.78             |          |
| Ca$_2$Bi$_3$S$_5$ | 0.28 |          |
| CaGa$_2$Te$_4$| 0.78             |          |
| K$_2$TiF$_7$  | 0.78             |          |
| KTiF$_5$      | 0.26             |          |
| CsInF$_4$     | 0.77             |          |
| Cs$_2$O$_2$F$_7$ | 0.59 |          |
| Cs$_2$InF$_5$ | 0.49             |          |
| Rb$_3$PSe$_4$ | 0.76             |          |
| NaGaSe$_2$    | 0.76             |          |
| Li$_2$S$_2$   | 0.76             |          |
| Li$_2$In$_2$S$_8$ | 0.29 |          |
| MgAs$_2$O$_6$ | 0.74             |          |

VI. DISCOVERY OF NEW COMPOUNDS

Finally, the discovery of new ternary compounds is demonstrated using a combination of the Tucker recommender system and DFT calculations. A Tucker decomposition recommender system is constructed using all of the available entries of the ternary compositions included in ICSD, ICDD and SpMat as known CRCs. The rank values are the same values as those optimized above. The existence of stable compounds at compositions with high predicted ratings is examined by evaluating the phase stability of the corresponding pseudo-binary systems using DFT calculations. DFT calculations were performed only for pseudo-binary systems containing the top 27 compositions composed only of elements in Groups 1, 2, 3, 4, 5, 6, 12, 13, 14, 15, 16 and 17 in the periodic table. For each pseudo-binary system, DFT calculations were performed for all possible prototype structures included in the ICSD. Totally, the number of DFT calculations was 13,274.

All DFT calculations were performed using the plane-wave basis projector augmented wave (PAW) method[19,20] within the Perdew–Burke–Ernzerhof exchange-correlation functional[21] as implemented in the VASP code[22,23]. The cutoff energy was set to 400 eV. The total energy converged to less than 10$^{-3}$ meV. The atomic positions and lattice constants were optimized until the residual forces became less than 10$^{-2}$ eV/Å.

Figure 9 shows the stable compounds or CRCs obtained by the DFT calculations for the 27 pseudo-binary systems. The predicted ratings of the top 27 compositions range from 0.74 to 1.01. Among the 27 compositions, most (23 compositions) are located on the convex hull, meaning that they are CRCs according to the DFT calculations. In other words, 85% of the recommended compositions can be regarded as new CRCs, demonstrating that the predicted rating can be regarded as the discovery rate of new CRCs as described above. Table III shows the compositions with predicted ratings greater than 0.2 included in the 27 pseudo-binary systems and their stability obtained by the DFT calculations. In addition to the top 27 compositions, some other compositions can be CRCs depending on the predicted rating. In compositions with a predicted rating of 0.2–0.4, only two of the 14 compositions (14%) correspond to CRCs. On the other hand, four of the five compositions (80%), 13 of the 16 compositions (81%) and 11 of the 12 compositions (92%) are CRCs with predicted ratings of 0.4–0.6, 0.6–0.8 and 0.8–1.0, respectively. In other words, compounds with a predicted rating exceeding 0.4 have a high probability of being a CRC.

The remaining 15% of recommended compositions have a high predicted rating, but do not correspond to the CRCs in the DFT calculations. Plausible explanations include the following. (1) A stable or metastable compound does not truly exist at the composition. (2) A metastable compound can be found at the composition.
(3) A stable compound with a structure other than the prototype structures is observed.

In addition, stable compounds can be found at the other compositions with a high predicted rating. The compositions are classified into two types. The first corresponds to compositions omitted in the candidate dataset, which do not satisfy the condition of $\max(a, b, x) \leq 8$. This type may be predicted with a high rating if a larger maximum value of the integer is considered. The other corresponds to compositions with a low predicted rating. They may be the true DFT stable compound when a low rating is predicted due to the lack of known CRCs similar to the corresponding composition. On the other hand, they may be artificial stable compounds attributed to the use of only the prototype structures for the DFT calculations.

VII. CONCLUSION

Herein we apply widely-used recommender system approaches based on NMF, SVD, CP decomposition, and Tucker decomposition to predict currently unknown CRCs. The present study indicates that the performance of the recommender systems depends on not only the given rank corresponding to a low-rank structure hidden in the rating matrix and tensor but also on the representation of rating matrix and tensor. Among the considered approaches, a Tucker decomposition recommender system shows the best discovery rate of CRCs. For ternary and quaternary compositions, at least approximately 60 and 50 of the top 100 recommended compositions are CRCs, respectively.

We also demonstrate the discovery of new ternary compounds using a combination of a Tucker recommender system and DFT calculations. Among the top 27 com-
positions whose predicted ratings ranging 0.74 to 1.01, 23 compositions correspond to CRCs. This suggests that the discovery rate of currently unknown CRCs is surprisingly high (85%). Moreover, the predicted ratings reveal additional compositions that may also be CRCs. The discovery rate of CRCs using DFT calculations is almost identical to the predicted rating of the recommender system. Consequently, the predicted rating can be regarded as a quantitative figure of merit to determine currently unknown CRCs. Employing this figure of merit may significantly accelerate the discovery of currently unknown CRCs.
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