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Motivated by recent interest in the Nernst effect in cuprate superconductors, we calculate this magneto-thermo-electric effect for an arbitrary (anisotropic) quasiparticle dispersion relation and elastic scattering rate. The exact solution of the linearized Boltzmann equation is compared with the commonly used relaxation-time approximation. We find qualitative deficiencies of this approximation, to the extent that it can get the sign wrong of the Nernst coefficient. Ziman’s improvement of the relaxation-time approximation, which becomes exact when the Fermi surface is isotropic, also cannot capture the combined effects of anisotropy in dispersion and scattering.
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I. INTRODUCTION

The Nernst effect is a magneto-thermo-electric effect, in which an electric field $E_x$ in the $x$-direction results from a temperature gradient $\partial T/\partial y$ in the $y$-direction, in the presence of a (weak) magnetic field $B$ in the $z$-direction. The Nernst coefficient $N_{xy} = -E_x(B\partial T/\partial y)$ depends sensitively on anisotropies in the band structure. In particular, for a square lattice $N_{xy} = -N_{yx}$ is antisymmetric upon interchange of $x$ and $y$ — just like the Hall resistivity — but lattice distortion breaks this antisymmetry.

There has been much recent interest in the Nernst effect in the context of high-$T_c$ superconductivity, since underdoped cuprates were found to have an unusually large Nernst coefficient in the normal state. This may be due to superconducting fluctuations above $T_c$, or it may be purely a quasiparticle effect. The quasiparticle Nernst effect has been studied on the basis of the linearized Boltzmann equation in the relaxation-time approximation. This is a reliable approach if the scattering rate is isotropic, since then the neglected “scattering-in” contributions average out to zero. There is, however, considerable experimental evidence for predominantly small-angle elastic scattering in the cuprates, possibly due to long-range potential fluctuations from dopant atoms in between the CuO$_2$ planes.

It is not surprising that existing studies rely on the relaxation-time approximation, since the full solution of the Boltzmann equation with both band and scattering anisotropies is a notoriously difficult problem. In our literature search we have found magneto-electric calculations that go beyond the relaxation-time approximation, but no magneto-thermo-electric studies. It is the purpose of this paper to provide such a calculation and to assess the reliability of the relaxation-time approximation.

We start in Sec. II with a formulation of the anisotropic transport problem, in terms of the so-called vector mean free path. In the relaxation-time approximation, this vector $\Lambda_k$ is simply given by the product $v_k g_k$ of velocity and scattering time (all quantities dependent on the point $k$ on the Fermi surface). Going beyond this approximation, $\Lambda_k$ is determined by an integral equation, which we solve numerically.

We also consider, in Sec. III an improvement on the relaxation-time approximation, due to Ziman, which incorporates some of the scattering-in contributions into the definition of the scattering time. For isotropic Fermi surfaces Ziman’s scattering time is just the familiar transport mean free time — which fully accounts for scattering anisotropies. If the dispersion relation is not isotropic this is no longer the case.

We compare the exact and approximate solutions in Sec. IV and conclude in Sec. V.

II. FORMULATION OF THE TRANSPORT PROBLEM

A. Boltzmann equation

We start from the semiclassical Boltzmann transport equation for quasiparticles (charge $e$) in a weak magnetic field $B$, driven out of equilibrium by a spatially uniform electric field $E$ and temperature gradient $\nabla T$. The excitation energy is $\epsilon_k$, relative to the Fermi energy $\epsilon_F$. The band structure may be anisotropic, so that the velocity

$$v_k = \hbar^{-1} \nabla_k \epsilon_k$$

(with $\nabla_k = \partial/\partial k$) need not be parallel to the momentum $\hbar k$. For simplicity, we assume there is only a single type of carriers at the Fermi level (either electrons or holes).

Upon linearization of the distribution function $f_k = f_0 + g_k$ around the equilibrium solution

$$f_0 = \frac{1}{1 + \exp[(\epsilon_k - \epsilon_F)/k_B T]}$$

the Boltzmann equation takes the form

$$v_k \cdot U - \frac{e}{\hbar} (v_k \times B) \cdot \nabla g_k = \sum_{k'} Q(k,k')(g_k - g_{k'})$$

$$U = \left( \epsilon E - \frac{\epsilon_k - \epsilon_F}{T} \nabla T \right) \left( \frac{\partial f_0}{\partial \epsilon_k} \right).$$
The right-hand-side of Eq. (2.3) is the difference between the scattering-in term $\sum_{k'} Q(k, k') g_{k'}$ and the scattering-out term $\sum_{k} Q(k', k) g_{k}$ (with $Q(k', k) = Q(k, k')$) because of detailed balance. We assume elastic scattering with rate

$$Q(k, k') = \delta(\varepsilon_k - \varepsilon_{k'}) q(k, k')$$

from $k'$ to $k$. Detailed balance requires

$$q(k', k) = q(k, k')$$

and particle conservation requires

$$\sum_{k} g_{k} = 0. \quad (2.7)$$

The sum over $k$ represents a $d$-dimensional momentum integral, $\sum_{k} \to (2\pi)^{-d} \int d k$ (in a unit volume). The spin degree of freedom is omitted.

It is convenient to define the Fermi surface average

$$\langle f(k) \rangle_{SF} = \frac{\int d S_F f(k) |v_k|^{-1}}{\int d S_F |v_k|^{-1}}, \quad (2.8)$$

with a weight factor $|v_k|^{-1}$ from the volume element $d k = h^{-1} |v_k|^{-1} d \varepsilon_k d S_F$. The density of states is given by

$$N(\varepsilon_F) = h^{-1}(2\pi)^{-d} \int d S_F |v_k|^{-1}. \quad (2.9)$$

For later use we note the identity

$$\langle f(k) (v_k \times \nabla_k) g(k) \rangle_{SF} = - \langle g(k) (v_k \times \nabla_k) f(k) \rangle_{SF}, \quad (2.10)$$

valid for arbitrary functions $f, g$ of $k$.

### B. Vector mean free paths

We seek the solution of Eq. (2.3) to first order in $B$. Following Refs. 22,23 we introduce the vector mean free paths $\Lambda_k$ (of order $B^0$) and $\delta \Lambda_k$ (of order $B^1$), by substituting

$$g_{k} = U \cdot (\Lambda_{k} + \delta \Lambda_{k}). \quad (11.1)$$

Since the vector $U$ can have an arbitrary direction it cancels from the equation for $\Lambda_k$. The equation for $\delta \Lambda_k$ has also a term $\propto (v_k \times \nabla_k) U$, which vanishes because $\nabla_k U = h v_k \partial U / \partial \varepsilon_k$.

The resulting equations for the vector mean free paths are

$$\sum_{k'} Q(k, k') (\Lambda_{k} - \Lambda_{k'}) = v_{k}, \quad (2.12)$$

$$\sum_{k'} Q(k, k') (\delta \Lambda_{k} - \delta \Lambda_{k'}) = \frac{e}{h} B \cdot (v_k \times \nabla_k) \Lambda_k. \quad (2.13)$$

They can be written in terms of Fermi surface averages,

$$N(\varepsilon_F) \langle q(k, k') (\Lambda_{k} - \Lambda_{k'}) \rangle_{SF} = v_{k}, \quad (2.14)$$

$$N(\varepsilon_F) \langle q(k, k') (\delta \Lambda_{k} - \delta \Lambda_{k'}) \rangle_{SF} = \frac{e}{h} B \cdot (v_k \times \nabla_k) \Lambda_k. \quad (2.15)$$

(The prime in the subscript $S'_F$ indicates that $k'$ is averaged over the Fermi surface, at fixed $k$.) The solution should satisfy the normalization

$$\langle \Lambda_k \rangle_{SF} = 0 = \langle \delta \Lambda_k \rangle_{SF}, \quad (2.16)$$

required by particle conservation to each order in $B$.

The integral equations (2.12) and (2.13) can be readily solved numerically. In the limit of small-angle scattering an analytical solution is possible, by expanding the $k'$-dependence around $k$ to second order but we have not pursued that method here.

### C. Linear response coefficients

In linear response the electric current density $j$ is related to the electric field $E$ and temperature gradient $\nabla T$ by

$$j = \sigma E - \alpha \nabla T. \quad (2.17)$$

The conductivity tensor $\sigma$ follows from the vector mean free paths by

$$\sigma = \sum_{k} e v_k \otimes \frac{\partial g_k}{\partial E}$$

$$= e^2 \sum_{k} \left(-\frac{\partial f_0}{\partial \varepsilon_k}\right) v_k \otimes (\Lambda_k + \delta \Lambda_k). \quad (2.18)$$

[The direct product indicates a dyadic tensor with elements $(a \otimes b)_{ij} = a_i b_j.$]

At low temperatures, when $-\partial f_0 / \partial \varepsilon_k \to \delta(\varepsilon_k - \varepsilon_F)$, this may also be written as a Fermi surface average,

$$\sigma = e^2 N(\varepsilon_F) \langle v_k \otimes (\Lambda_k + \delta \Lambda_k) \rangle_{SF}. \quad (2.19)$$

By substituting Eq. (2.14) for $v_k$ and using Eq. (2.15) together with the detailed balance condition (2.6) and the identity (2.10), one verifies the Onsager reciprocity relation

$$\sigma_{ij}(B) = \sigma_{ji}(-B). \quad (2.20)$$

The thermoelectric tensor $\alpha$ is given by

$$\alpha = \sum_{k} e v_k \otimes \frac{\partial g_k}{\partial (-\nabla T)}$$

$$= e T \sum_{k} \langle \varepsilon_k - \varepsilon_F \rangle \left(-\frac{\partial f_0}{\partial \varepsilon_k}\right) v_k \otimes (\Lambda_k + \delta \Lambda_k). \quad (2.21)$$
At low temperatures this reduces to the Mott formula,

$$\alpha = -\pi^2 k_B^2 T \frac{d}{dE} \sigma. \quad (2.22)$$

These equations all refer to a single type of carriers at the Fermi level (electrons or holes), as would be appropriate for hole-doped cuprates. The ambipolar effects of coexisting electron and hole bands are not considered here.

### D. Nernst effect

We take a two-dimensional ($d = 2$) layered geometry in the $x$–$y$ plane, with a magnetic field $B = B \hat{z}$ in the $z$-direction. The Nernst effect relates a transverse electric field, say in the $y$-direction, to a longitudinal temperature gradient (in the $x$-direction), for zero electric current.

One distinguishes the isothermal and adiabatic Nernst effect depending on whether $\partial T / \partial x = 0$ or $j_b \cdot \hat{e}_x = 0$ is enforced (with $j_b$ the heat current). As is appropriate for the cuprates, we assume that a high phonon contribution to the thermal conductivity keeps the transverse temperature gradient $\partial T / \partial x$ negligibly small, so that the Nernst effect is measured under isothermal conditions.

The isothermal Nernst effect is expressed by

$$E_x = \theta_{xy} \left(-\frac{\partial T}{\partial y}\right), \quad \frac{\partial T}{\partial x} = 0, \quad j_c = 0, \quad (2.23)$$

and similarly with $x$ and $y$ interchanged. The thermopower tensor

$$\theta = -\sigma^{-1} \alpha \quad (2.24)$$

has off-diagonal elements

$$\theta_{xy} = -\frac{\sigma_{yy} \alpha_{xy} - \sigma_{xy} \alpha_{yy}}{\sigma_{xx} \alpha_{yy} - \sigma_{yy} \alpha_{xx}}, \quad (2.25a)$$

$$\theta_{yx} = -\frac{\sigma_{xx} \alpha_{yx} - \sigma_{yx} \alpha_{xx}}{\sigma_{xx} \alpha_{yy} - \sigma_{yy} \alpha_{yx}}. \quad (2.25b)$$

We will consider two-dimensional anisotropic band structures that still possess at least one axis of reflection symmetry, say the $y$-axis. Upon reflection the component $j_x \rightarrow -j_x$ of the electric current changes sign, while $E_y$ and $\partial T / \partial y$ remain unchanged. The perpendicular magnetic field $B \rightarrow -B$ also changes sign, because it is an axial vector. It follows that $\sigma_{xy}(B) = -\sigma_{yx}(-B)$ and $\sigma_{yx}(B) = -\alpha_{yx}(-B)$ are both odd functions of $B$, so they vanish when $B \rightarrow 0$.

Using the Mott formula (2.22), one can then define the $B$-independent Nernst coefficients

$$N_{xy} = \lim_{B \rightarrow 0} \theta_{xy} / B = \frac{\pi^2 k_B^2 T}{3e} \lim_{B \rightarrow 0} \frac{1}{B} \frac{d}{dE} \left( \frac{\sigma_{xy} - \sigma_{yx}}{\sigma_{yy}} \frac{d\sigma_{yy}}{dE} \right) = \frac{\pi^2 k_B^2 T}{3e} \lim_{B \rightarrow 0} \frac{1}{B} \frac{\sigma_{yy} d\sigma_{xy}}{d\sigma_{yy} dE} \sigma_{xy}. \quad (2.26a)$$

$$N_{yx} = -\frac{\pi^2 k_B^2 T}{3e} \lim_{B \rightarrow 0} \frac{1}{B} \frac{\sigma_{xx} d\sigma_{yy}}{d\sigma_{xx} dE} \sigma_{xy}. \quad (2.26b)$$

These expressions relate the Nernst coefficients to the energy derivative of the Hall angle in the small magnetic-field limit. The cancellation in Eq. (2.26a) of any identical energy dependence of $\sigma_{xy}$ and $\sigma_{yy}$ is known as the Sondheimer cancellation. On a square lattice one has $\sigma_{xx} = \sigma_{yy}$, hence $N_{xy} = -N_{yx}$, but without this $C_4$ symmetry the two Nernst coefficients differ in absolute value.

In terms of the vector mean free paths, the Nernst coefficients are given by

$$N_{xy} = \frac{\pi^2 k_B^2 T}{3eB} \frac{\langle v_{k,x} \Lambda_{k,y} \rangle_{SF}}{\langle \sigma_{xy} \delta \Lambda_{k,y} \rangle_{SF}} d \frac{\langle v_{k,x} \delta \Lambda_{k,y} \rangle_{SF}}{\langle \sigma_{yy} \dist{}\delta \Lambda_{k,y} \rangle_{SF}} \quad (2.27a)$$

$$N_{yx} = -\frac{\pi^2 k_B^2 T}{3eB} \frac{\langle v_{k,y} \Lambda_{k,x} \rangle_{SF}}{\langle \sigma_{yx} \delta \Lambda_{k,x} \rangle_{SF}} d \frac{\langle v_{k,y} \delta \Lambda_{k,x} \rangle_{SF}}{\langle \sigma_{xx} \dist{}\delta \Lambda_{k,x} \rangle_{SF}}, \quad (2.27b)$$

where we have used that $\Lambda_k$ is $B$-independent and $\delta \Lambda_k \propto B$.

### III. RELAXATION-TIME APPROXIMATION

In the relaxation-time approximation the scattering-in term $\sum k' \xi \langle \delta \Lambda_{k,k'} \rangle_{g_{k'}}$ on the right-hand-side of the Boltzmann equation (2.23) is omitted. Only the scattering-out term $g_k \sum k' \xi \langle \delta \Lambda_{k,k'} \rangle = g_k / \tau_k$ is retained, containing the momentum dependent relaxation rate

$$1 / \tau_k = \sum_{k'} \xi \langle \delta \Lambda_{k,k'} \rangle = N(\varepsilon_F) \langle \xi(\varepsilon_F) \rangle_{SF}. \quad (3.1)$$

Without the scattering-in term, the equations (2.12) and (2.13) for the vector mean free paths can be solved immediately,

$$\Lambda_k = v_k \tau_k, \quad \delta \Lambda_k = \frac{e}{h} \tau_k B \cdot (v_k \times \nabla_k) \tau_k v_k. \quad (3.2)$$

In general this solution does not satisfy the particle conservation requirement (2.10), which is the fundamental deficiency of the relaxation-time approximation.

Substitution into Eq. (2.19) gives the conductivity tensor

$$\sigma = e^2 N(\varepsilon_F) \langle \xi v_k \rangle_{SF} \otimes (v_k + \Omega_k \tau_k v_k) \langle \xi(\varepsilon_F) \rangle_{SF}, \quad (3.3)$$

with differential operator

$$\Omega_k = \frac{e}{h} B \cdot (v_k \times \nabla_k). \quad (3.4)$$
derivative of the ratio of two Fermi surface averages, approximation then follow from Eq. (2.26) as the energy relaxation-time approximation by taking an isotropic relaxation time \( \tau_v \) which is the approach taken in Refs. 6–10. Since (Here we don’t write the subscript \( k \) to simplify the notation.) The Nernst coefficients in the relaxation-time approximation becomes exact if the Fermi surface is isotropic, mean-

\[
\sigma_{xx} = e^2 N(\varepsilon_F) \langle \tau v_y^2 \rangle S_F, \quad \sigma_{yy} = e^2 N(\varepsilon_F) \langle \tau v_y^2 \rangle S_F, \quad (3.5)
\]

\[
\sigma_{xy} = -\sigma_{yx} = e^2 N(\varepsilon_F) \frac{eB}{\hbar} \times \left( \tau v_x \left( \frac{\partial v_y}{\partial k_y} - \frac{\partial v_y}{\partial k_x} \right) \tau v_y \right)_{S_F}. \quad (3.6)
\]

(Here we don’t write the subscript \( k \) to simplify the notation.) The Nernst coefficients in the relaxation-time approximation then follow from Eq. (2.26) as the energy derivative of the ratio of two Fermi surface averages,

\[
N_{xy} = Z_0 \sigma_{yy} \frac{d}{\sigma_{xx} \, d\varepsilon F} \left( \tau v_x \left( \frac{\partial v_y}{\partial k_y} - \frac{\partial v_y}{\partial k_x} \right) \tau v_y \right)_{S_F}, \quad (3.7a)
\]

\[
N_{yx} = -Z_0 \sigma_{xx} \frac{d}{\sigma_{yy} \, d\varepsilon F} \left( \tau v_x \left( \frac{\partial v_y}{\partial k_y} - \frac{\partial v_y}{\partial k_x} \right) \tau v_y \right)_{S_F}, \quad (3.7b)
\]

where we have defined

\[
Z_0 = \frac{\pi^2 k_B^2 T}{3h}. \quad (3.8)
\]

One may further simplify the relaxation-time approximation by taking an isotropic relaxation time \( \tau_0(\varepsilon_F) \), which is the approach taken in Refs. 6–10. Since \((v_k \times \nabla_k)\tau_0(\varepsilon_F) = 0\), Eq. (3.7) then reduces to

\[
N_{xy} = Z_0 \sigma_{yy} \frac{d}{\sigma_{xx} \, d\varepsilon F} \left( \tau v_x \left( \frac{\partial v_y}{\partial k_y} - \frac{\partial v_y}{\partial k_x} \right) \tau v_y \right)_{S_F}, \quad (3.9a)
\]

\[
N_{yx} = -Z_0 \sigma_{xx} \frac{d}{\sigma_{yy} \, d\varepsilon F} \left( \tau v_x \left( \frac{\partial v_y}{\partial k_y} - \frac{\partial v_y}{\partial k_x} \right) \tau v_y \right)_{S_F}. \quad (3.9b)
\]

If one stays with a momentum dependent relaxation time \( \tau_k \), then it is possible to improve on the relaxation-time approximation by changing the definition \( k_{\text{imp}} \) into Ziman’s expression\( k_{\text{imp}} = \sum_i U_i \exp \left( -\frac{|r - r_i|^2}{\xi^2} \right) \).

Ziman’s improvement of the relaxation-time approximation becomes exact if the Fermi surface is isotropic, meaning that \( \varepsilon_k \) is only a function of \( |k| \) and \( q(k,k') \) is only a function of \( k \cdot k' \).

\[
\frac{1}{\tau_k^{\text{Ziman}}} = N(\varepsilon_F) \left( q(k,k') \left( 1 - \frac{v_k \cdot v_{k'}}{|v_k| |v_{k'}|} \right) \right)_{S_F}. \quad (3.10)
\]

\[
1/\tau_k^{\text{Ziman}} = N(\varepsilon_F) \left( q(k,k') \left( 1 - \frac{v_k \cdot v_{k'}}{|v_k| |v_{k'}|} \right) \right)_{S_F}. \quad (3.10)
\]

\[
1/\tau_k^{\text{Ziman}} = N(\varepsilon_F) \left( q(k,k') \left( 1 - \frac{v_k \cdot v_{k'}}{|v_k| |v_{k'}|} \right) \right)_{S_F}. \quad (3.10)
\]

\[
1/\tau_k^{\text{Ziman}} = N(\varepsilon_F) \left( q(k,k') \left( 1 - \frac{v_k \cdot v_{k'}}{|v_k| |v_{k'}|} \right) \right)_{S_F}. \quad (3.10)
\]

\[
1/\tau_k^{\text{Ziman}} = N(\varepsilon_F) \left( q(k,k') \left( 1 - \frac{v_k \cdot v_{k'}}{|v_k| |v_{k'}|} \right) \right)_{S_F}. \quad (3.10)
\]

\[
1/\tau_k^{\text{Ziman}} = N(\varepsilon_F) \left( q(k,k') \left( 1 - \frac{v_k \cdot v_{k'}}{|v_k| |v_{k'}|} \right) \right)_{S_F}. \quad (3.10)
\]

IV. COMPARISON

We turn to a comparison of the Nernst effect in relaxation-time approximation with the exact solution of the linearized Boltzmann equation. For this comparison we need to specify an elastic scattering rate \( Q(k,k') = \delta(\varepsilon_k - \varepsilon_{k'}) q(k,k') \) and a dispersion relation \( \varepsilon_k \).

For the scattering, we take a random impurity potential \( \varepsilon_r \) relative to the Fermi wave length, we can study the transition from isotropic scattering to (small-angle) forward scattering. We model the impurity potential by a sum of Gaussians, centered at the random positions \( r_i \) of the impurities,

\[
U(r) = \sum_i U_i \exp \left( -\frac{|r - r_i|^2}{\xi^2} \right). \quad (4.1)
\]

The amplitude \( U_i \) is uniformly distributed in \([-\delta, \delta]\). The correlator is

\[
\langle U(r) U(r') \rangle = \frac{\pi \delta^2 \xi^2 n_{\text{imp}} \exp \left( -\frac{|r - r'|^2}{2\xi^2} \right)}{6}, \quad (4.2)
\]

\[
\Rightarrow \langle |U(k)|^2 \rangle = \frac{1}{12} \delta^2 \xi^4 n_{\text{imp}} \exp \left( -\frac{1}{2\xi^2} |k|^2 \right), \quad (4.3)
\]

where \( n_{\text{imp}} \) is the two-dimensional impurity density (number of impurities per area per layer). The resulting

\[
\Rightarrow \langle |U(k)|^2 \rangle = \frac{1}{12} \delta^2 \xi^4 n_{\text{imp}} \exp \left( -\frac{1}{2\xi^2} |k|^2 \right), \quad (4.3)
\]
FIG. 2: Dependence of the Nernst coefficient on the range ξ of the scattering potential, for an undistorted square lattice (ε = 0). Two values of the band filling are shown in the upper and lower panel. The three curves in each panel correspond to: the exact solution of the linearized Boltzmann equation (solid), the relaxation-time approximation (dotted), and Ziman’s improvement on the relaxation-time approximation (dash-dotted).

elastic scattering rate (in Born approximation) becomes

\[ q(k, k') = \gamma_0 \exp \left( -\frac{1}{2\xi^2} |k - k'|^2 \right), \]
\[ \gamma_0 = \frac{\pi \delta^2 \xi^4 n_{\text{imp}}}{6h}. \] (4.4)

Values of ξ/a of order unity are to be expected in the cuprates for scattering by impurities between the CuO₂ planes, when ξ is of the order of the interplane distance.

For the dispersion relation we follow a recent study of the Nernst effect in hole-doped cuprates by taking the tight-binding dispersion of a distorted square lattice with first \( t_1 \), second \( t_2 \), and third \( t_3 \) nearest-neighbor hopping:

\[ E(k) = -2t_1 \left( [1 + \epsilon] \cos k_x + (1 - \epsilon) \cos k_y \right) - 2t_2 \left( [1 + \epsilon] \cos 2k_x + (1 - \epsilon) \cos 2k_y \right) + 4t_3 \cos k_x \cos k_y. \] (4.5)

The lattice constant is a and k is measured in units of 1/a. The \( C_4 \) symmetry is distorted by the anisotropy parameter ε, preserving reflection symmetry in the x and y-axes.

FIG. 3: Same as Fig. 2 but now showing the dependence on the distortion ε of the square lattice for a fixed range ξ = 0.75a of the scattering potential.

We use ratios of hopping parameters \( t_2/t_1 = 0.32 \), \( t_3/t_2 = 0.5 \), and compare two values of the band filling fractions \( n_{\text{band}} = 1.156 \) and 0.875. (The corresponding Fermi energies at ε = 0 are \( E_F = 0 \) and \( E_F \approx -0.97t_1 \) respectively, and are adjusted as ε is varied to keep \( n_{\text{band}} \) fixed.)

The Nernst coefficient is plotted in units of

\[ N_0 = \frac{t_1 a^4 Z_0}{h \gamma_0} = \frac{\pi^2 k_B^2 T}{3h^2} \frac{t_1 a^4}{\gamma_0}. \] (4.6)

We show only \( N_{xy} \), since \( N_{yx} \) is related by

\[ N_{xy}(\epsilon) = -N_{yx}(-\epsilon). \] (4.7)

We compare three results for the Nernst coefficient:

- the exact solution of the linearized Boltzmann equation, from Eq. (2.27);
- the momentum-dependent relaxation-time approximation, from Eq. (3.7);
- Ziman’s improvement on the relaxation-time approximation, from Eq. (3.10).

We have have found that there is little difference between the momentum-dependent and momentum-independent relaxation-time approximations [Eqs. (3.7) and (3.9)], so we only plot the former.

\[ n_{\text{band}} = 1.156 \]
\[ \epsilon = 0 \]
\[ \xi/a = 0.75 \]
\[ n_{\text{band}} = 0.875 \]
\[ \epsilon = 0 \]
\[ \xi/a = 0.75 \]
Results are shown in Figs. 1–3. Fig. 1 shows that the relaxation-time approximation agrees well with the exact solution for nearly isotropic scattering ($\xi \ll a$). With increasing $\xi$ small-angle scattering begins to dominate, and the relaxation-time approximation breaks down for $\xi \gtrsim 0.4a$. In Fig. 2 we see that Ziman’s improved approximation remains reliable over a somewhat larger range of $\xi$. Still, for a modestly large $\xi = 0.75a$ also Ziman’s approximation has broken down completely, see Fig. 3, giving wrong magnitude and sign of the Nernst coefficient.

V. CONCLUSION

In conclusion, we have shown that the relaxation-time approximation is not a reliable method to calculate the Nernst effect in the combined presence of band and scattering anisotropies. The deficiencies are qualitative, even the sign of the effect can come out wrong. Of course, the relaxation-time approximation remains a valuable tool to assess the effects of band anisotropy in the case of isotropic scattering.

We have based our comparison on parameters relevant for the cuprates but we have only considered one possible mechanism (single-band elastic quasiparticle scattering) for the Nernst effect in cuprate superconductors. Other mechanisms (ambipolar diffusion, inelastic scattering, superconducting fluctuations) would require separate investigations. It is hoped that the general framework provided here will motivate and facilitate work in that direction.

Acknowledgments

This research was supported by the Dutch Science Foundation NWO/FOM and by an ERC Advanced Investigator Grant.

1. R. T. Delves, Rep. Prog. Phys. 28, 249 (1965).
2. Z. A. Xu, N. P. Ong, Y. Wang, T. Kakeshita, and S. Uchida, Nature 406, 486 (2000).
3. K. Behnia, J. Phys. Condens. Matter 21, 113101 (2009).
4. S. Lambrecht and M. Ausloos, Phys. Rev. B 53, 14 047 (1996).
5. V. Oganesyan and I. Ussishkin, Phys. Rev. B 70, 054503 (2004).
6. A. Hackl and S. Sachdev, Phys. Rev. B 79, 235124 (2009).
7. A. Hackl and M. Vojta, Phys. Rev. B 80, 220514(R) (2009).
8. A. Hackl, M. Vojta, and S. Sachdev, Phys. Rev. B 81, 045102 (2010).
9. A. Hackl and M. Vojta, New J. Phys. 12, 105011 (2010).
10. C. Zhang, S. Tewari, and S. Chakravarty, Phys. Rev. B 81, 104517 (2010).
11. T. Valla, A. V. Fedorov, P. D. Johnson, Q. Li, G. D. Gu, and N. Koshizuka, Phys. Rev. Lett. 85, 828 (2000).
12. A. Kaminski, H. M. Fretwell, M. R. Norman, M. Randera, S. Rosenkranz, U. Chatterjee, J. C. Campuzano, J. Mesot, T. Sato, T. Takahashi, T. Terashima, M. Takano, K. Kadovski, Z. Z. Li, and H. Raffy, Phys. Rev. B 71, 014517 (2005).
13. J. Chang, M. Shi, S. Pailhé, M. Mánsson, T. Claesson, O. Tjernberg, A. Bendounan, Y. Sassa, L. Patthey, N. Momono, M. Oda, M. Ido, S. Guerrero, C. Mudry, and J. Mesot, Phys. Rev. B 78, 205103 (2008).
14. A. Narduzzo, G. Albert, M. M. J. French, N. Mangkorntong, M. Nohara, H. Takagi, and N. E. Hussey, Phys. Rev. B 77, 220502(R) (2008).
15. E. Abrahams and C. M. Varma, Proc. Natl. Acad. Sci. USA 97, 5714 (2000); C. M. Varma and E. Abrahams, Phys. Rev. Lett. 86, 4652 (2001).
16. L. Zhu, P. J. Hirschfeld, and D. J. Scalapino, Phys. Rev. B 70, 214503 (2004).
17. J. M. Ziman, Principles of the Theory of Solids (Cambridge University Press, Cambridge, 1972).
18. M. C. Jones, Phys. kondens. Materie 9, 98 (1969).
19. R. Hlubina, Phys. Rev. B 64, 132508 (2001).
20. E. C. Carter and A. J. Schofield, Phys. Rev. B 66, 241102(R) (2002).
21. M. F. Smith and R. H. McKenzie, Phys. Rev. B 77, 235123 (2008).
22. E. H. Sondheimer, Proc. R. Soc. Lond. A 268, 100 (1962).
23. P. L. Taylor, Proc. R. Soc. Lond. A 275, 200 (1963).
24. J. M. Ziman, Adv. Phys. 10, 1 (1961).
25. R. Hlubina, Phys. Rev. B 62, 11 365 (2000).
26. J. P. Dahlhaus, C.-Y. Hou, A. R. Akhmerov, and C. W. J. Beenakker, Phys. Rev. B 82, 085312 (2010).
27. Y. Wang, Z. A. Xu, T. Kakeshita, S. Uchida, S. Ono, Y. Ando, and N. P. Ong, Phys. Rev. B 64, 224519 (2001).
28. E. H. Sondheimer, Proc. Roy. Soc. A 193, 484 (1948).