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ABSTRACT It is widely known that the classic total variation (TV) model has been proven to be very effective in preserving sharp edges. However, the TV model suffers from the staircase effects which produce blocking artifacts in the restored images. In this paper, we propose a new hybrid regularization model by combining non-convex second order total variation with wavelet transform to restrain staircase effects and protect some details of the images. To compute the new model effectively, we propose an alternating minimization method for recovering images from the blurry and noisy observations. The new model is first transformed into several sub-problems, and the generalized iterated shrinkage algorithm, the Fourier transform method and projection method are used to solve these sub-problems, respectively. Numerical experiments show that the proposed model can restrain blocking artifacts while projecting sharp edges, and the restoration quality outperforms several state-of-the-art methods.

INDEX TERMS Total variation model, non-convex hybrid regularization, alternate minimization method, generalized iterated shrinkage algorithm.

I. INTRODUCTION

With the development of computer technology, image restoration which is a fundamental problem in the field of image processing has attracted more and more attention. Image restoration refers to restoring clean images from degraded images which contaminated by noise and other factors, such as camera shake, illumination and so on. Mathematically, the image degradation can be described by the following mathematical model:

$$f = Ku + \eta,$$

where $u \in \mathbb{R}^s$ is the original image and $f \in \mathbb{R}^s$ is an observed blurred and noisy image, $\eta \in \mathbb{R}^s$ denotes the additive Gaussian white noise, and matrix $K \in \mathbb{R}^{s \times s}$ is a linear operator representing the convolution, here $s = M \times N$.

It is well known that image restoration problem is a typical ill-conditioned problem, and it is quite difficult to solve it directly. Hence, to solve the ill-conditioned problem, we first need to transform it into a well-posed problem. However, for now, regularization is the best way which transforms ill-conditioned problem into well-posed problem. The linear system (1) can be replaced by the following optimization problem

$$\min_u \frac{1}{2} \| Ku - f \|^2_2 + \mu \phi(u)$$

where $\| \cdot \|_2$ is the Euclidean norm, the positive parameter $\mu$ is the regularization parameter and $\phi(u)$ refers to some regularization functions, such as, Tikhonov regularization [1] and total variation regularization [2]. It is generally known that Tikhonov regularization has a defect that tends to make images overly smoothed and fails to protect some details such as sharp edges.

A good regularization function can improve the effect of image restoration. In order to effectively preserve edges and some details in the restored image, Rudin, Osher and Fatemi [2] introduced TV regularization that can protect the sharp edges of images. The image restoration model with total...
variation regularization can be described as
\[
\min_u \frac{1}{2} \| Ku - f \|_2^2 + \mu \| \nabla u \|_1, \tag{3}
\]
where \( \| \nabla u \|_1 \) is a discretization of the total variation about \( u \), \( \nabla \in \mathbb{R}^{s \times s} \) denotes the local finite difference operator. Due to the high non-differentiability and non-linearity of the objective function, the total variation model (3) is difficult to solve. In order to address this problem, many efficient methods have been proposed to solve the total variation model [3]–[7].

With the deepening of research, scholars have found that total variation regularization also has a disadvantage, which causes staircase effects in piecewise affine signal regions in the presence of noise [8]. To overcome this shortcoming, several methods have been proposed to restrain the staircase effects. One common method is to use high-order regularization schemes which can deal with the staircase effects while preserving the edge information in the restored image. Lysaker, Lundervold, Tai in [10] proposed second-order TV regularization model for additive noise removal in medical magnetic resonance images. Another more effective method to deal with staircase effects is the total generalized variation (TGV) [14], [15] that is a generalization of TV. To simultaneously reduce staircase artifacts and preserve edges, some hybrid regularization models are proposed [12], [13].

All the models mentioned above are convex, which are easy to solve and can guarantee the convergence [16]. In addition, they can be efficiently solved by many convex optimization algorithms. On the other hand, many studies [17]–[25] have shown that non-convex regularizations are superior to convex ones, due to their edge preserving property. There are two classes of non-convex regularization methods for image restoration problems. The first class is using a non-convex function to construct a non-convex restoration model. For example, Zhang et al. [18] defined two non-convex function: the Exponential-Type (ET) function [19] and the Geman function [20], and proposed a non-convex model for image restoration, which is composed of a non-convex data fitting term and a TV regularization term for blur and noise removal. In [21], Nikolova et al. proposed a family of cost functions for signal and image recovery. Their idea is to use the \( l_1 \) data fitting term combined with non-convex regularization. By combining nonconvex first-order TV and nonconvex second-order Laplace, Tang et al. [22] proposed a generalized hybrid nonconvex variational regularization model. The second class is to replace the \( l_1 \) norm regularization with the \( l_p(0 < p < 1) \) norm regularization. In [23], the authors replaced the \( l_1 \) norm of gradient by the nonconvex \( l_p(0 < p < 1) \) norm to improve the quality of TV denoising results. Using a convex combination of non-convex TV(\( \| \Delta u \|_p^p(0 < p < 1) \)) and nonconvex higher-order TV(\( \| \Delta^2 u \|_p^p(0 < p < 1) \)), Oh et al. [24] propose a novel hybrid variational model for the image restoration problem. Later, Liu et al. [25] extend the nonconvex hybrid regularizer model to the restoration of noisy blurred images. At present, there are three main methods for solving \( l_p \) norm-based problems: the iterative re-weighted \( l_1 \) (IRL1) [26] minimization algorithm, the iterative re-weighted least square (IRLS) [27] algorithm and generalized iterated shrinkage algorithm (GISA) [28].

In general, most natural images have complex texture structures. The traditional restoration model can not meet the requirements of some details recovery. Recently, Image restoration models based on total variation and wavelet transform [29] have been proposed and widely used in the domain of compressed sensing. These models can make full use of the sparsity prior information and image restoration is more effective in details. In addition, wavelet transform can suppress the staircase effects created by TV-based models. The basic idea of wavelet transform based approaches is that the images can be sparsely approximated by properly designed wavelet transform. In most cases, the regularization of model based wavelet transform is \( l_1 \) norm.

Inspired by the above-mentioned advantages of non-convex regularization, second-order total variation regularization and wavelet transform, we propose a hybrid non-convex regularization image restoration model based on second-order total variation and wavelet transform. The model for deblurring is to solve the following optimization problem:
\[
\min_u \| \nabla^2 u \|_p^p + \alpha \| Wu \|_1, \quad s.t. \ Ku = f. \tag{4}
\]
In the practical applications, due to the noises in the observed image \( f \), it is not exactly to make \( Ku = f \). In this case, instead of (4), we consider the following constrained optimization problem:
\[
\min_u \| \nabla^2 u \|_p^p + \alpha \| Wu \|_1, \quad s.t. \| Ku - f \|_2 \leq \delta. \tag{5}
\]
where the parameter \( \delta > 0 \) is an estimate of the noise level, \( W \) represents separately the wavelet transform which defined as Haar wavelet in this model, \( \nabla^2 u = (\nabla_{xx} u, \nabla_{xy} u, \nabla_{yx} u, \nabla_{yy} u) \) denotes the second-order discrete gradient of \( u \). For more details about the second-order discrete gradient refers to [6].

In order to solve (5), we design an alternate minimization algorithm based on the classical alternating minimization method and projection method. The fast iterative technique is applied to the projection method to accelerate the efficiency of the algorithm. To effectively handle the \( l_p \) norm, we adopt a generalized iterated shrinkage algorithm [28]. The effectiveness of the performance of the proposed method is compared with other methods.

The paper is organized as follows. In Section 2, we use the proposed alternate minimization algorithm to solve the proposed model (5). In Section 3, we present numerical results and performance comparisons. Finally, we conclude the paper in Section 4.

II. ACCELERATED ALTERNATING MINIMIZATION METHOD FOR PROPOSED IMAGE RESTORATION MODEL

In this section, we consider the constrained optimization problem (5), and we develop the accelerated alternating
minimization method for solving the proposed image restoration model.

The accelerated alternating minimization method is proposed on the basis of the well-known variable-splitting and penalty technique. Next, we need to introduce three auxiliary variables , , and , and transform the optimization problem (5) into the following constrained problem:

\[
\min_{\omega, v, r} \|\omega\|_p^p + \alpha \|v\|_1,
\]

s.t. \(\omega = \nabla^2 u, \ v = Wu, \ Ku - f = r(\|r\|_2 \leq \delta).\) (6)

Then, the corresponding augmented Lagrangian function is

\[
L_A(\omega, u, v, \lambda_1, \lambda_2, \lambda_3) = \|\omega\|_p^p - \langle \lambda_1, \omega - \nabla^2 u \rangle + \frac{\beta_1}{2} \|\omega - \nabla^2 u\|_2^2
+ \alpha \|v\|_1 - \langle \lambda_2, v - Wu \rangle + \frac{\beta_2}{2} \|v - Wu\|_2^2
- \langle \lambda_3, r - Ku + f \rangle + \frac{\beta_3}{2} \|r - Ku + f\|_2^2.
\]

(7)

where, \(\lambda_1, \lambda_2, \lambda_3\) are the Lagrange multipliers, which control positive penalty parameters \(\beta_1, \beta_2\) and \(\beta_3\) going to infinity, respectively.

Next, each sub-problem is solved alternately. Firstly, it is not difficult to discover that, for fixed \(u^k, v^k, \lambda_1^k, \lambda_2^k, \lambda_3^k\), the minimization of (7) with respect to \(\omega\) can be written as

\[
\arg\min_{\omega} L_A(\omega, u^k, v^k, \lambda_1^k, \lambda_2^k, \lambda_3^k)
= \arg\min_{\omega} \|\omega\|_p^p - \langle \lambda_1^k, \omega - \nabla^2 u^k \rangle + \frac{\beta_1}{2} \|\omega - \nabla^2 u^k\|_2^2
= \arg\min_{\omega} \|\omega\|_p^p + \frac{\beta_1}{2} \|\omega - \nabla^2 u^k\|_2^2.
\]

(8)

The minimizer of \(\omega\)-sub-problem can be solved by the generalized soft-thresholding algorithm (GST) [28], which was proposed by zuo et al. and is very effective for solving the minimization problem with \(l_p\) norm.

\[
\omega^{k+1} = T_p^{\text{GST}}(\nabla^2 u^k + \frac{\lambda_1^k}{\beta_1^k} \cdot 1/\beta_1^k).
\]

(9)

The function \(T_p^{\text{GST}}\) in [28] is defined as

\[
T_p^{\text{GST}}(y; \lambda) = \begin{cases} 
0, & \text{if } |y| \leq \tau_p^{\text{GST}}(\lambda), \\
\text{sgn}(y)S_p^0(|y|; \lambda), & \text{if } |y| > \tau_p^{\text{GST}}(\lambda),
\end{cases}
\]

where \(\text{sgn}(\cdot)\) is the signum function, \(S_p^{\text{GST}}(|y|; \lambda)\) is iteratively computed by the following equation:

\[
S_p^{\text{GST}}(|y|; \lambda) = |y| - \lambda P(S_p^0(|y|; \lambda))^{p-1}, \quad j = 0, 1, \ldots, J,
\]

\[
S_p^0(|y|; \lambda) = |y|, \quad \text{and the thresholding value } \tau_p^{\text{GST}}(\lambda) \text{ is defined as follows:}
\]

\[
\tau_p^{\text{GST}}(\lambda) = \left(2\lambda(1 - p)\right)^{1/p} + \lambda \left(2\lambda(1 - p)\right)^{1-1/p}.
\]

Secondly, for fixed \(\omega^{k+1}, v^k, \lambda_1^k, \lambda_2^k, \lambda_3^k\), the minimization of (7) with \(u\) can be written as

\[
\arg\min_u L_A(\omega^{k+1}, u, v^k, \lambda_1^k, \lambda_2^k, \lambda_3^k)
= \arg\min_u \|\omega^{k+1} - (\nabla^2 u + \nabla^2 v^k)\|_2^2
- \langle \lambda_1^k, \omega^{k+1} - \nabla^2 u \rangle + \frac{\beta_1^k}{2} \|\omega^{k+1} - \nabla^2 u\|_2^2
- \langle \lambda_2^k, v^k - Wu \rangle + \frac{\beta_2^k}{2} \|v^k - Wu\|_2^2
- \langle \lambda_3^k, r - Ku + f \rangle + \frac{\beta_3^k}{2} \|r - Ku + f\|_2^2
= \arg\min_u \frac{\beta_1^k}{2} \|\omega^{k+1} - (\nabla^2 u + \nabla^2 v^k)\|_2^2 + \frac{\beta_2^k}{2} \|v^k - (Wu + \nabla^2 v^k)\|_2^2
+ \frac{\beta_3^k}{2} \|r - (Ku + f)\|_2^2.
\]

(10)

Then, the optimal value of \(u^{k+1}\) must satisfy the following first-order necessary optimality conditions by using the direct differential method,

\[
\left(\beta_1(\nabla^2 u)^T \nabla^2 + \beta_2 W^T W + \beta_3 K^T K\right) u
= \beta_1(\nabla^2 u)^T \left(\omega^{k+1} - \frac{\lambda_1^k}{\beta_1^k}\right) + \beta_2 W^T (v^k - \frac{\lambda_2^k}{\beta_2^k})
+ \beta_3 K^T (f - r + \frac{\lambda_3^k}{\beta_3^k}).
\]

(11)

where \((\nabla^2 u)^T\) representing the conjugate operator of \(\nabla^2\). \(W\) representing the wavelet transform and \(W^T W = I\). Under the periodic boundary condition for \(u\), \((\nabla^2 u)^T \nabla^2\) and \(A^T A\) are all block circulant matrices, more details see [30], and the matrices can be diagonalizable by the 2-dimension fast discrete Fourier transforms [31]. Then, the solution of (11) can be obtained by two discrete Fourier transform DFT (including one inverse DFT).

Thirdly, for fixed \(\omega^{k+1}, u^{k+1}, \lambda_1^k, \lambda_2^k, \lambda_3^k\), the minimization of (7) with \(v\) can be defined as

\[
\arg\min_v L_A(\omega^{k+1}, u^{k+1}, v, \lambda_1^k, \lambda_2^k, \lambda_3^k)
= \arg\min_v \|v\|_1 - \langle \lambda_2^k, v - Wu^{k+1} \rangle + \frac{\beta_2^k}{2} \|v - Wu^{k+1}\|_2^2
= \arg\min_v \|v\|_1 + \frac{\beta_2^k}{2} \|v - (Wu^{k+1} + \frac{\lambda_2^k}{\beta_2^k})\|_2^2.
\]

(12)

Due to formula (12) is a \(l_1\) norm optimization issue, therefore, the solution of \(v\) can be given by the one dimensional shrinkage operator:

\[
v^{k+1} = \{[Wu^{k+1} + \frac{\lambda_2^k}{\beta_2^k} - \frac{\alpha}{\beta_2^k}, 0] \cdot \text{sgn}(Wu^{k+1} + \frac{\lambda_2^k}{\beta_2^k})\}.
\]

(13)

Fourthly, for \(r\) sub-problem, it can be solved by the following form

\[
\arg\min_r r^{k+1}
= \arg\min_r \frac{\beta_3^k}{2} \|r - Ku^{k+1} + f\|_2^2 - \langle \lambda_3^k, r - Ku^{k+1} \rangle
= \arg\min_r \frac{\beta_3^k}{2} \|r - Ku^{k+1} + f\|_2^2 - \langle \lambda_3^k, r - Ku^{k+1} \rangle
= P_{\Omega}[Ku^{k+1} - f - (\omega^{k+1} + \frac{\lambda_3^k}{\beta_3^k})].
\]

(14)
where $\Omega = \{ r \in \mathbb{R}^d \mid \| r \|_2 \leq \delta \}, P_{\Omega}[\cdot]$ denotes the projection operator onto the ball $\Omega$ under Euclidean norm. To speed up the above iteration algorithm, we add a fast iterative technique which proposed in [32]. Then, the result of $r$ can be rewritten as

$$
\hat{r}^{k+1} = P_{\Omega}[Ku^{k+1} - f + \frac{\lambda_k}{\beta_3}],
$$

After using the fast iterative technique, the update iteration process of $r$ is

$$
r^{k+1} = \hat{r}^{k+1} + \left( \frac{t^k}{t^{k+1}} - 1 \right) (r^{k+1} - r^k),
$$

where $t^0 = 1, t^{k+1} = \frac{1 + \sqrt{1 + 4 (r^k)^2}}{2}$.

Finally, we update the Lagrange multipliers $\lambda_1^{k}, \lambda_2^{k}$ and $\lambda_3^{k}$ by

$$
\lambda_1^{k+1} = \lambda_1^{k} - \beta_1\xi (\omega^{k+1} - \nabla^2 u^{k+1}),
$$
$$
\lambda_2^{k+1} = \lambda_2^{k} - \beta_2\xi (v^{k+1} - Wu^{k+1}),
$$
$$
\lambda_3^{k+1} = \lambda_3^{k} - \beta_3\xi (r^{k+1} - Ku^{k+1} + f),
$$

where the parameter $\xi$ is a relaxation parameter which control the convergence of the proposed algorithm.

We summarize the solution steps into the following algorithm.

**Proposed Algorithm**

1. Input: $f, K, p, J, \beta_i > 0, i = 1, 2, 3$
2. Initialization:$u^0 = f, \omega^0 = \nabla^2 u^0, \lambda_i = 0, i = 1, 2, 3$
3. While "not converged", Do
4. Compute $\omega^{k+1}$ according to (9)
5. Compute $u^{k+1}$ via (11)
6. Compute $v^{k+1}$ via (13)
7. Compute $u^{k+1}$ according to (15) and (16)
8. Update $\lambda_i^{k+1}, i = 1, 2, 3$ according to (17).
9. End Do
10. Output $u^{k+1}$

### III. EXPERIMENT RESULTS

In this section, we do several sets of numerical experiments to test the effectiveness and efficiency of our method, in comparison with FTVd [3], GISA [28] and ADMM-TV2L1 [33]. In order to have fair comparisons in experiments, all experiments are performed under Windows 10 and MATLAB 2012a running on a desktop with a core i5 Duo central processing unit at 2.50 GHz and 4 GB memory.

Four classical grayscale images: “Lena”(256 × 256), “Barbara”(256 × 256), “Baboon”(512 × 512), “Cameraman” (256 × 256) are used to test the performance of our method, see Fig.1. These pictures have complex texture structure, which can directly see the quality of the restored images.

The iterations for images restoration by different methods are terminated when the following stop criterion is met, i.e.,

$$
\frac{\| u^{k+1} - u^k \|_2}{\|u^k \|_2} \leq 5 \times 10^{-4}.
$$

The quality of the recovered images is evaluated by peak-signal-to-noise ratio (PSNR), improvement signal-to-noise ratio (ISNR) and relative error (Rerr), which are defined as:

$$
PSNR = 10 \log_{10} \frac{255^2}{MSE},
$$
$$
ISNR = 10 \log_{10} \frac{\|f - u^0\|_2^2}{\|u - u^0\|_2^2},
$$
$$
Rerr = \frac{\| u - u^0 \|_2}{\|u^0 \|_2}.
$$

where, MSE is the Mean-Squared-Error per pixel, $f, u^0, u$ are the observed image, original image, recovered image, respectively.
A. PARAMETERS SETTINGS

In this subsection, we will consider how the parameters $\alpha$ and $p$ in our model can be selected properly. First, to illustrate how to select the suitable parameter $p$, we test the images “Barbara”, “Lena”, “Cameraman”, and “Baboon” which are degraded by Gaussian blur(15, 15) and Motion blur(25, 35) with Gaussian noise levels $\delta = 0.001$ and $\delta = 0.01$, respectively. We plot the PSNR values for our proposed method against different values of parameter $p$ in Fig. 2. It can be observed that the maximum PSNR values are obtained when the parameter $p \in (0.5, 0.8)$. We set $p = 0.7$ in the following experiments. Next, in order to check how the parameter $\alpha$ impacts the performance of our proposed method, we test the images “Barbara”, “Lena” and “Cameraman” which are degraded by Average blur(21, 21) and Motion blur(75, 135) with Gaussian noise levels $\delta = 0.001$ and $\delta = 0.02$, respectively. In Fig. 3, we plot the changes of PSNR values for our algorithm against different values of parameter $\alpha$. It can be seen that the maximum PSNR values are obtained when $\alpha \in (0.2, 0.8)$. Then we empirically choose $\alpha = 0.5$ in the following experiments.

B. THE COMPARISON WITH FTVd, GISA AND ADMM-TV2L1

In the previous statement, our proposed method can suppress the staircase effects and protect details. Hence, in this

---

**TABLE 1.** Information of test images “Lena”.

| blur degree | blur kernel               |
|-------------|---------------------------|
| Serious     | Gaussian(25, 25)          |
|             | Average(21)               |
|             | Motion(75, 135)           |
| Slight      | Gaussian(17, 17)          |
|             | Average(9)                |
|             | Motion(25, 35)            |

---

**FIGURE 3.** Results of our method for various values of regularization parameter $\alpha$. First row: Average Blur(21, 21), (a) $\delta = 0.001$, (b) $\delta = 0.02$. Second row: Motion Blur(75, 135), (c) $\delta = 0.001$, (d) $\delta = 0.02$.

**FIGURE 4.** The restoration results under slight degree of blur kernels. First row: gaussian blur. Second row: average blur. Third row: motion blur.
subsection, in order to illustrate the superiority of our method, we compare our proposed method with FTVd [3], GISA [28] and ADMM-TV2L1 [33].

The image “Lena” which has complex texture structure is used to illustrate the performance of our method. Several kinds of blur kernels are added to the image to show that our

| TABLE 2. PSNR and ISNR of different test images under slight degree of blur kernels. |
|---------------------------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| Test images | Blur kernels | Evaluation index | FTVd | GISA | ADMM-TV2L1 | Our method |
| “Lena” | Gaussian(11,11) | PSNR | 34.5566 | 35.3021 | 36.3453 | 38.4329 |
| | | ISNR | 13.1238 | 14.0693 | 14.9124 | 17.0001 |
| | Average(9) | PSNR | 36.0674 | 37.1726 | 38.6848 | 40.4302 |
| | | ISNR | 13.8038 | 14.9090 | 16.4212 | 18.6666 |
| | Motion(25,35) | PSNR | 41.7176 | 42.8186 | 44.1275 | 45.6747 |
| | | ISNR | 21.5843 | 23.2487 | 24.5047 | 26.2868 |
| “Cameraman” | Gaussian(11,11) | PSNR | 29.4998 | 31.2144 | 34.6883 | 36.3479 |
| | | ISNR | 9.2621 | 10.9767 | 14.4505 | 16.1101 |
| | Average(9) | PSNR | 31.0811 | 32.2088 | 34.3362 | 35.7344 |
| | | ISNR | 10.3092 | 11.4369 | 13.5643 | 14.9625 |
| | Motion(25,35) | PSNR | 34.0308 | 37.3690 | 40.7081 | 43.0162 |
| | | ISNR | 15.0983 | 17.0398 | 21.7756 | 24.0716 |
| “Baboon” | Gaussian(11,11) | PSNR | 27.1277 | 27.7323 | 28.2395 | 29.3094 |
| | | ISNR | 5.8975 | 6.5020 | 7.0093 | 8.0792 |
| | Average(9) | PSNR | 28.0986 | 28.8860 | 29.8005 | 31.0691 |
| | | ISNR | 6.6590 | 7.4463 | 8.3608 | 9.6295 |
| | Motion(25,35) | PSNR | 32.0439 | 32.6474 | 33.0704 | 36.7645 |
| | | ISNR | 11.0607 | 11.6622 | 14.4222 | 15.7793 |

| TABLE 3. PSNR and ISNR of test images under serious degree of blur kernels. |
|---------------------------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| Test images | Blur kernels | Evaluation index | FTVd | GISA | ADMM-TV2L1 | Our method |
| “Lena” | Gaussian(25,25) | PSNR | 29.4616 | 30.1838 | 31.8201 | 32.9835 |
| | | ISNR | 11.4546 | 12.1768 | 13.8131 | 14.9765 |
| | Average(21) | PSNR | 30.7064 | 31.2212 | 32.6787 | 34.5625 |
| | | ISNR | 12.1168 | 12.6316 | 14.0891 | 15.9729 |
| | Motion(75,135) | PSNR | 35.6230 | 37.3969 | 39.4181 | 41.1003 |
| | | ISNR | 19.5197 | 21.9923 | 24.0293 | 26.0632 |
| “Cameraman” | Gaussian(25,25) | PSNR | 25.7960 | 26.3149 | 27.2929 | 28.2685 |
| | | ISNR | 7.9402 | 8.4591 | 9.4370 | 10.4127 |
| | Average(21) | PSNR | 26.6548 | 27.7139 | 30.6236 | 32.0326 |
| | | ISNR | 8.4002 | 9.4612 | 12.3710 | 13.7979 |
| | Motion(75,135) | PSNR | 29.6844 | 30.3468 | 32.2565 | 33.5600 |
| | | ISNR | 13.3681 | 14.0305 | 15.9502 | 17.2438 |
| “Baboon” | Gaussian(25,25) | PSNR | 23.6393 | 24.1500 | 24.9532 | 25.7423 |
| | | ISNR | 3.3359 | 3.8466 | 4.6497 | 5.4389 |
| | Average(21) | PSNR | 24.9934 | 26.0130 | 27.3846 | 29.6082 |
| | | ISNR | 4.5311 | 5.5507 | 6.9223 | 9.1459 |
| | Motion(75,135) | PSNR | 27.3094 | 28.1079 | 29.7066 | 31.3243 |
| | | ISNR | 7.7272 | 8.5347 | 10.1334 | 11.7511 |

| TABLE 4. PSNR and ISNR of test images with different level of noise. |
|---------------------------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| Test images | Noise level | Evaluation index | FTVd | GISA | ADMM-TV2L1 | Our method |
| “Lena” | $\delta = 0.001$ | PSNR | 31.1029 | 32.7917 | 34.5602 | 36.5857 |
| | | ISNR | 12.5133 | 14.6021 | 15.9706 | 17.9961 |
| | $\delta = 0.02$ | PSNR | 30.7064 | 32.2212 | 32.6787 | 34.5625 |
| | | ISNR | 12.1168 | 13.6316 | 14.0891 | 15.9729 |
| | $\delta = 0.1$ | PSNR | 28.5908 | 31.0916 | 31.8668 | 32.3958 |
| | | ISNR | 10.0012 | 12.5020 | 13.2772 | 13.8062 |
| “Cameraman” | $\delta = 0.001$ | PSNR | 27.7208 | 28.1710 | 29.5830 | 30.6547 |
| | | ISNR | 9.4661 | 8.9164 | 11.2333 | 12.4001 |
| | $\delta = 0.02$ | PSNR | 27.1670 | 27.6527 | 29.0621 | 30.1404 |
| | | ISNR | 8.9123 | 9.3981 | 10.8075 | 11.8858 |
| | $\delta = 0.1$ | PSNR | 26.2617 | 27.2238 | 28.2946 | 29.0872 |
| | | ISNR | 8.2670 | 8.9691 | 10.0399 | 10.8325 |
| “Baboon” | $\delta = 0.001$ | PSNR | 33.4229 | 33.9411 | 35.0172 | 36.5680 |
| | | ISNR | 13.4727 | 13.9908 | 15.0669 | 16.6177 |
| | $\delta = 0.02$ | PSNR | 24.9934 | 26.0130 | 27.3846 | 29.6082 |
| | | ISNR | 4.5311 | 5.5507 | 6.9223 | 9.1459 |
| | $\delta = 0.1$ | PSNR | 27.3138 | 28.1222 | 29.2149 | 30.7624 |
| | | ISNR | 3.5885 | 4.2089 | 5.9648 | 6.6402 |
The proposed method has universal applicability. The blur kernels used are list in Table 1, containing two groups of blur degree: serious blur kernels and slight blur kernels. In this test, the noise level is $\delta = 0.02$. 

FIGURE 5. The zoomed regions of Fig.4.

FIGURE 6. The change of PSNRs and Rerrs with the number of iterations. First row: the change of PSNR under gaussian blur, average blur and motion blur, respectively; Second row: the change of Rerr under gaussian blur, average blur and motion blur, respectively.
FIGURE 7. The restored results under serious degree of blur kernels. First row: gaussian blur. Second row: average blur. Third row: motion blur.

FIGURE 8. The zoomed regions of the results of Fig. 7.

In Fig. 4, we show the resorted results by four different methods for the “Lena” image under slight degree of blur kernels. To make a comparison in detail, we enlarge a region (the red area of Fig.4) of images in Fig.5. From these...
FIGURE 9. The restored results under different level of noise. First row: the restored results under noise $\delta = 0.001$; Second row: the restored results under noise $\delta = 0.02$. Third row: the restored results under noise $\delta = 0.1$.

FIGURE 10. The zoomed regions of the results of Fig. 9.

From the figures, we can easily observe that the restored image by our method is much better than other three methods in terms of the staircase effect and edge preservation. In Fig. 6, we plot the convergence results about PSNR and Rerr versus...
iteration for different methods. We observe that our method is convergent and get higher PSNR values than the other three methods. In order to explain the advantages of the proposed method more comprehensively, we test the three images under slight degree of blur kernels. In Table 2, we list the PSNR and ISNR values for the three test images achieved by FTVd, GISA, ADMM-TV2L1 and the proposed method. The comparison of the PSNR and ISNR values in Table 2 also shows that our method yields a better restoration result. In Fig. 7, we restore the “Lena” image degraded by the serious degree of blur kernels. To further illustrate the superiority of the our method, we display the zoom parts of the recovered images in Fig. 8. As can be seen from the figures, our method outperforms the other three methods. One can observe that our method avoids entirely the staircase effect and the details are better recovered. We also report the PSNR and ISNR values for the three test images achieved by four different methods under serious degree of blur kernels. From Table 3, our proposed method can also get better restoration results than the other three methods, in terms of the PSNR and ISNR values.

It is well known that image restoration is sensitive to noise level. Therefore, we consider an experiment on the image “baboon” degraded by Average blur with 21 × 21 and the different levels of noise. The restored images produced by the FTVd, GISA, ADMM-TV2L1 and the proposed method are shown in Fig. 9. For a better visual comparison, we have enlarged some details of the restored images in Figs. 10. It is not difficult to see from the visual quality of restored images in Figs. 9 and 10 that our method is better than the other three methods since the image recovered by our method preserves more details and looks more natural. We report the PSNR and ISNR values of the restored images by four methods under the three different levels of noise in Table 3. From the table, we see that our method has higher PSNR and ISNR values than the other three methods. Therefore, we conclude that the proposed method performs better than the FTVd, GISA and ADMM-TV2L1. In Fig. 11, we plot the convergence results about PSNR and Rerr values iteration for different methods under different levels of noise. It also shows that our method is convergent and get higher PSNR values than the other three methods.

IV. CONCLUSION
In this paper, we propose a new non-convex hybrid regularization model with constraint based on second-order total variation and wavelet transform. Meanwhile, we propose a new method which combines alternating direction method with the fast iterative technique to solve the proposed model. Our experimental results show that the proposed method for the new model is better than several state-of-the-art methods in terms of the quality of image restoration and the ability to suppress the staircase effects. The PSNR, ISNR and Rerr values obtained by our proposed algorithm are also superior to the recovered results by several state-of-the-art methods.
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