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Abstract—Recent advances in machine learning have enabled its wide application in different domains, and one of the most exciting applications is autonomous vehicles (AVs), which have encouraged the development of several ML algorithms from perception to prediction to planning. However, training AVs usually requires a large amount of training data collected from different driving environments (e.g., cities) as well as different types of personal information (e.g., working hours and routes). Such collected large data, treated as the “new oil” for ML in the data-centric AI era, usually contains a large amount of privacy-sensitive information which is hard to remove or even audit. Although existing privacy protection approaches have achieved certain theoretical and empirical success, there is still a gap when applying them to real-world applications such as autonomous vehicles. For instance, when training AVs, not only can individually identifiable information reveal privacy-sensitive information, but also population-level information such as road construction within a city, and proprietary-level commercial secrets of AVs. Thus, it is critical to revisit the frontier of privacy risks and corresponding protection approaches in AVs to bridge this gap. Following this goal, in this work, we provide a new taxonomy for privacy risks and protection methods in AVs, and we categorize privacy in AVs into three levels: individual, population, and proprietary. We explicitly list out recent challenges to protect each of these levels of privacy, summarize existing solutions to these challenges, discuss the lessons and conclusions, and provide potential future directions and opportunities for both researchers and practitioners. We believe this work will help to shape the privacy research in AV and guide the privacy protection technology design.

I. INTRODUCTION

In the past years, autonomous vehicles (AV) have encouraged a number of learning algorithms ranging from object detection \cite{1, 2} to 3D recognition \cite{3} and from prediction \cite{4} to control and reinforcement learning (RL) \cite{5, 6}, making it one of the most exciting machine learning real-world applications. Training AV models usually require a large amount of data collected from different driving environments such as cities and urban areas. In addition, different types of personal information, such as age, gender, and working time are also collected to help improve autonomous driving performance. It is obvious that such massive data collected contains sensitive private information that needs to be protected \cite{7}. According to a recent user study \cite{8}, more than 50% of participants believed that “capturing images,” “aggregating and storing information”, and “continuous analysis” are very likely to happen in AVs, leading to great privacy risks. Moreover, more than 50% of participants are uncomfortable with the secondary analysis of information such as recognition, identification, and tracking of their vehicles \cite{9}. As a result, given the wide data collection range and diverse trained model types (e.g., recognition and RL models), it is urgent to explore the detailed data types required for AV and thus build up a systematic and comprehensive understanding of privacy in AV, including the privacy risks, potential protection approaches, and the connections with existing generic privacy research, before the large deployment of AV.

In the meantime, different privacy risks (attacks) have been recognized in different standard machine learning (ML) models in the current data-driven era, such as the membership inference attacks \cite{9} that try to predict whether a data point belongs to the training set, and the model inversion attacks \cite{10} that aim to recover part of the training set (e.g., human faces). More recently, advanced model inversion attack \cite{11} has been proposed against federated learning (FL) \cite{12} systems, where users collaboratively train a model through a parameter server while keeping their raw data locally. Given that companies such as Google have applied FL in real life, such as through mobile devices \cite{12}, these privacy attacks \cite{11} can cause serious privacy concerns in practice. In addition, large-scale language models are also found to leak private information, such as social security numbers and credit card numbers \cite{13}, which again raises privacy concerns for different common services, such as email auto-completion.

However, although privacy risks universally exist in different domains, the privacy-sensitive information and corresponding attack/protection strategies are different in each domain. For instance, population-level information such as the city views is usually privacy sensitive \cite{14} in AVs, whereas population-level information is usually non-sensitive in other standard single ML model settings. Thus, it is of great impor-
tance to revisit the unique privacy properties in AV, and thus design corresponding protection mechanisms in practice.

Targeting the unique privacy properties and challenges in AV, in this work, we aim to summarize the privacy risks and protection strategies in the AV domain, so as to encourage the principled design of protection mechanisms. In particular, we provide a novel taxonomy of privacy in AVs and categorize it into three categories: individual privacy, population privacy, and proprietary privacy as shown in Figure 1. For individual privacy, we aim to discuss individual private information such as collected individual face images and working schedules, which follow similar privacy notions to existing privacy research. For population privacy, the goal is to protect certain population-level statistics. Finally, since a range of ML models would be trained for AVs such as object recognition and decision-making models, the problem of protecting model parameters to avoid attacks such as model stealing leads to proprietary privacy.

Regarding privacy protection, different regulations have been promulgated to protect private information, such as the Privacy Rule of the Health Insurance Portability and Accountability Act (HIPAA) of 1996 (when disclosing medical records) [15], the Federal Rules of Civil Procedure (when disclosing court records) [16], the European General Data Protection Regulation (GDPR) [17], and the California Consumer Privacy Act (CCPA) [18]. In the meantime, a line of algorithmic approaches have also been explored to protect data privacy in ML during the last decades, including privacy-preserving learning algorithms and privacy-preserving data generative models. There is a long history of research to design specific privacy-preserving learning algorithms based on different privacy notions, such as \( k \)-anonymity [19], \( l \)-diversity [20], \( t \)-closeness [21] and the gold standard \((\epsilon, \delta)\)-differential private (DP) [22–24]. Differentially private ML models for image data [25–26], large language models [27–29], and reinforcement learning [30–31] have all been developed respectively. To generate large-scale data with privacy guarantees for any downstream tasks, several privacy-preserving data generative models have been proposed, such as the differential private generative adversarial networks (GAN) [32–34]. Some of these protection approaches can be adapted to the AV domain, while new protection mechanisms also need to be designed according to the additional privacy challenges in AV.

In this work, we will introduce existing privacy risks and attacks, together with the corresponding protection algorithms, regarding individual privacy (Section II), population privacy (Section IV), and proprietary privacy (Section V). We will also discuss challenges and future research directions of privacy in AV in Section VI.

II. DATA-CENTRIC AV AND PRIVACY RISKS

A typical autonomous vehicle is expected to drive to the destination efficiently and safely. It has to continuously collect the necessary information from the surrounding environment and the passengers, which may cause privacy leakage.

Fig. 2. Data Types in Autonomous Vehicles.

A. Data Types in Autonomous Vehicles

AVs collect the data on the surrounding environment, passengers, and roadside facilities [35], and we categorize AV data into three categories: external sensing data, internal sensing data, and V2X data according to their usage environments (Fig. 2).

1. External sensing data is collected in external sensors, including LiDAR, Radars, Cameras, and Ultrasonic, to monitor the external environment. We focus on the aspects of the sensors most likely related to privacy, and a more comprehensive discussion of these sensors can be found in [36]. Specifically, LiDAR detects the range information of the surroundings and generates point clouds [37], which contain environmental information (e.g., relative position and reflection intensity) in 360-degree or in specific directions [38]. Cameras [39] record images/video of the surroundings. An AV equips different cameras for a variety of functions [40], e.g., front view camera for car-following, side view camera for lane-change, and rear view camera for parking. Cameras may access rich environmental information, often more than the requirements of the basic driving function. Radars [41] and Ultrasonic [42] measure the range and bearing angle of surrounding objects, but their outputs usually have a much lower resolution than LiDAR.

2. Internal sensing data is collected to monitor the internal events inside the cabin. The most critical sensors for the kinematic states are GPS and the Inertial Measurement Unit (IMU) [43], where GPS collects the position of the vehicle on the earth while IMU tracks the velocity and acceleration. Ego vehicle sensors collect the kinematic states of the ego vehicle (e.g., location, speed, and acceleration) as well as the states of vehicle components (e.g., tires [44] and engines [45]). The kinematic states can represent the driving trajectory with time accumulation. Passenger Interface [46] interacts with passengers via onboard Human-Machine Interaction system [47] or cellphone connections. Passengers can input their requirements and preferences, such as the destinations, route preferences, or temperatures. Some sensors also collect the physiological states to provide more specific services, such as fatigue testing.
and cell phone usage [49]. Such systems can continuously monitor passengers. Companies or automakers also launch operating systems that allow third-party apps such as Blackberry QNX OS [50], which opens up more channels for collecting private user information.

(3) V2X communication data is received via vehicle to everything (V2X) communication. V2X can be roughly divided into roadside infrastructure, road users, and AV service providers. The data from roadside infrastructure (V2I) includes the traffic light states, traffic rules, etc. Cameras also detect these data, but it is easier and more accurate to receive the information from the V2I system. Some V2I systems may also broadcast the suggested driving speed and reminders of the accident ahead [51]. The data from road users (V2V) includes the surrounding road users’ information (e.g., kinematic states). Some research areas including vehicle platoon cooperative control and cooperative perception strongly rely on the V2V system [52]. Vehicle drivers may also broadcast their intention to enhance driving safety [53]. The data from AV service provider includes traffic density [54] and HD map, where HD map consists of the lanes, traffic rules, and some static objects [55] in the surroundings. It provides more accurate information, thus significantly improving driving performance. However, it also provides rich information about the city, which may bring privacy risks.

B. Data Usages of Autonomous Vehicles

We will briefly describe the usages of data in an AV system based on “perception - planning - control”, which is the default setting for popular open-source AV systems such as Baidu Apollo [56], Autoware [57], and CMU’s Tartan [58].

(1) Data usages for perception refers to extracting the key surrounding information by the external and internal sensors or vehicle communication systems. First, from sensor data, AVs perceive objects (e.g., pedestrians, vehicles, cyclists, and other uncommon objects), roads (e.g., lanes, road edges, intersections) and traffic rules (e.g., traffic lights, speed, limits and stop signs), where deep neural networks (DNNs), e.g., YOLO [59] and PSPNet [60], are widely adopted for object detection. Second, the received data from V2X communication enables blind spot observation [61], redundant perception [62], cooperative perception [63], and surrounding views perception [54].

(2) Data usages for planning and control means planning the driving trajectory using environment information. First, with sensor data, the ego vehicle predicts the future motions of surrounding objects with DNNs [63] to avoid collisions, and plans the trajectories considering the driver preference (e.g., conservative or aggressive driving style). Second, with V2X communication, kinematic states of other vehicles and other drivers’ intentions empower platoon or multi-agent planning [65] for higher efficiency, while received HD map enables routing and shared AV services such as Uber and DIDI.

In general, all the current data usages are necessary for an AV system. However, they may have significant privacy risks.

### TABLE I

| Privacy Level            | Examples of Related AVs Data and Privacy Risks                                                                 |
|--------------------------|---------------------------------------------------------------------------------------------------------------|
| Individual Privacy       | Information about AV owners, passengers, and pedestrians:                                                      |
| (Individual user x)      | - single-vehicle data accessible by a broader audience [66, 71]                                                |
|                          | - linkage with external data sources [67]                                                                       |
|                          | - membership inference in ML training datasets [68, 69]                                                         |
|                          | - model inversion in ML training datasets [62, 63]                                                               |
| Population Privacy       | Model-level data aggregated across different vehicles:                                                           |
| (Population f(x))        | - road and city views conditions [65]                                                                           |
|                          | - widespread surveillance [62, 63]                                                                               |
| Proprietary Privacy      | Proprietary information owned by the AV manufacturer:                                                           |
| (Model information θ)    | - hardware information [55]                                                                                   |
|                          | - model architecture [54, 60]                                                                                   |
|                          | - model parameters and hyper-parameters [67, 69]                                                                |

C. Data Usage on Different Privacy Levels

Previous sections introduce “how to collect and use the data” in the AV system, whereas privacy concerns focus on “what information is contained in these data”. Thus, to better introduce privacy risks and defending methods, we classify AV privacy into three levels: individual privacy, population privacy, and proprietary privacy.

(1) Individual privacy is about the information leakage of people using the AV service or involved in an AV system, such as AV owners, passengers, and pedestrians. AV poses a threat to individual-level privacy due to the rich amount of information collected by the sensors, the data being accessible to a broader audience through AV-related services, and the leakage of individual data through ML models. This is the most common privacy concern around the use of AVs. Most information related to this kind of privacy is collected by single-vehicle sensors.

(2) Population privacy involves sensitive information from a group of data, causing population-level privacy risks. The data collected from the same city or area may build city views and leak information about infrastructures and sensitive locations. These data can also be used to form a ubiquitous sensor network, which serves as a widespread surveillance system. Since population-level information requires data on a large scale, it may be contained in a connected vehicle network or vehicle cloud.

(3) Proprietary privacy indicates the information leakage of companies’ proprietary around AVs, which usually contains company secrets to developing an AV, e.g., the AV systems’ algorithms, parameters, models, and frameworks. Among them, some ML models may be confidential for AV companies and should be carefully protected. Some apps in AVs or connected vehicle networks may easily assess this information, causing privacy concerns for some big companies. This privacy mainly uses connected vehicle networks and vehicle cloud information. In the following sections, we will introduce key concerns and protections for the three levels of privacy.

III. INDIVIDUAL PRIVACY IN AUTONOMOUS VEHICLES

Overview. Individual privacy mainly focuses on protecting the privacy of individual data, such as the recorded human face or voice within the car and the individual driving trajectory. In general, differential privacy (DP) [24] is widely used to protect individual privacy by ensuring that the information about
individuals can be hidden in the population. The following definition formally describes this privacy guarantee.

**Definition 1** \((\epsilon, \delta)\text{-DP} \). A randomized algorithm \( M \) with domain \(\mathbb{N}^{\{|X|\}}\) is \((\epsilon, \delta)\text{-individual} \) differentially private if for all \( S \subseteq \text{Range}(M) \) and for any neighboring datasets \( D \) and \( D' \), we have \( \Pr[M(D) \in S] \leq \exp(\epsilon) \Pr[M(D') \in S] + \delta \).

By defining neighboring datasets \( D \) and \( D' \) as two datasets differing only by an individual data sample \( x \), \( \epsilon \) DP aims to protect individual privacy by ensuring that with or without each data sample, the model prediction would be similar, so as to protect the membership information of instances.

In AV, individual privacy often refers to the privacy of individuals that interact with an AV, such as owners, passengers, and pedestrians. In particular, the privacy concerns are raised from two aspects: (1) direct sensitive data leakage (Section III-A1), and (2) different privacy attacks against trained ML models in AV to infer individual sensitive information (Section III-A2). For instance, as discussed in section II, each autonomous vehicle collects extensive data from individual users, such as location traces, facial identity, user behavior data, and voice data. These collected data would lead to serious privacy concerns, and we will illustrate them and corresponding protection strategies (Section III-B).

### A. Privacy Risks on Individual-Level

Here we will introduce the potential privacy leakage on the individual level, as well as potential privacy attacks, given a trained machine learning model or database. According to a user survey \([8]\), the top privacy concerns on AVs include location tracking, individual tracking, and individual identification. In addition, the collected AV data in the database or cloud further increases these privacy risks due to the potential risks of internal and external data misuse. For example, Uber employees have been reported to stalk celebrities using the location data collected by the company \([106]\), and an external data breach has caused the loss of location histories for 57 million riders and drivers \([107]\). Besides the leakage of user data, tracking pedestrians through external cameras also brings significant privacy risks for non-user individuals.

#### 1) Privacy Sensitive Data on Individual-Level

We categorize the individual level data leakage in AV based on the **data usage** in the machine learning life-cycle of AV, including 1) **perception** and 2) **planning and control**, which are related to different autonomous driving algorithms training, and 3) **user experiences**, which are for improving personal driving and riding experience.

**Perception:** The data collected by different sensors in AV, such as cameras, radar, thermal imaging devices, and light detection and ranging (LiDAR) devices, include 2D images, videos, audio, and 3D data of the surroundings for environment perception. Such perception data raises two privacy concerns, namely, **identity disclosure** (i.e., identifying individuals in the dataset) and **location privacy** (i.e., obtaining individuals’ spatial and temporal information). **First**, leveraging detection ML models, such as license plate detection \([108, 109]\), pedestrian face detection \([110, 112]\), text detection \([113, 114]\), one can detect the external entities from the perception data, which reveals the personal identities of external pedestrians. **Second**, the location of vehicles or pedestrians can be easily inferred from the surrounding street environment in perception data. Therefore, the collected perception data can be used to track any targeted external entities.

**Planning and control:** The data collected by AVs for planning and control purposes includes detailed GPS information, route, speed, and travel time, etc. **First**, by observing the collected data from an individual user over time, one can directly infer his or her daily activities. For example, an individual’s familial, religious, medical, or sexual details could be revealed by knowing his or her historical trips to psychiatrists, places of worship, hospitals, etc. It may increase the risk of being stalked, robbed, or attacked if the data is not secured. **Second**, by querying and mining the trajectory databases scored in the cloud, the attacker can perform privacy attacks such as user identification, sensitive location, and sequential tracking privacy attacks \([66]\). **Third**, the trajectory models for different applications (e.g., trajectory recommendation and trajectory classification) in AV systems are trained by individuals’ mobility data, and by analyzing the model outputs, one may infer the sensitive properties of the training data. For instance, for trip recommendations, Shang et al. \([69]\) present a user-oriented trajectory search; such a model may disclose the frequently visited locations of the user by predicting the user’s most likely next stopping point. Moreover, in trajectory classification, i.e., identifying who is the user of a trajectory, recent works \([67, 68]\) present the RNN-based approach to identify and link trajectories to users via location-based trajectory embeddings. Such trajectory-user linkage (attack) raises great privacy concerns since the person’s identity could be revealed by model inference with personal trajectory information.

**User experience:** Usually, AVs would collect data on drivers to improve user experiences. For example, it may collect health data including eye movements, heart rates, and car accident-related data, are collected to monitor driver behaviors, which could contribute to safe driving recommendations and reminder systems. For instance, eye movements are used to warn the driver when they are dozing off \([115]\), drive gaze/attention maps obtained from driver eye movements can guide AV models and improve their performance and safety \([116]\), and when there is a deviation in the user’s heart rhythm, the AV can warn the emergency services \([115]\). However, studies have shown that eye tracking technologies could be used to predict sensitive personal information, such as gender, age, cognitive disorders, mental and psychological illness, HIV/AIDS, etc. \([21]\), and the collected heart rates can be used to infer the private health condition of the drivers which would affect their medical insurance. Moreover, the collected user data may harass the drivers through tailored advertising and marketing strategies. For example, the data of EDRs, which ascertains the exact causes of accidents may be sold to third parties such as insurance companies and used
against drivers [70].

In addition, with external knowledge and information sources, the collected individual AV data can further leak private information. Such external information sources include social networks, news articles, and chat logs. For instance, Lim et al. [72] show that pedestrians’ geographical locations can be used for re-identification with the aid of a small amount of side information. Punhani et al. [73] extract license plates, pedestrian faces, and vehicle location information and then create a pipeline that performs a joint privacy attack by identifying quasi-identifiers. With such external knowledge, privacy-sensitive information is more likely to be leaked.

2) Individual Privacy Attacks against ML Models in AV: Given the collected individual privacy sensitive data mentioned above, we will next introduce how the trained ML models in AV would leak such information. In particular, given the trained ML models, various types of privacy attacks can be conducted. Such privacy attacks include membership inference attacks, model inversion attacks, and model memorization attacks, which are summarized in Table II.

Membership Inference Attacks: Membership inference (MI) attacks infer if a data record is part of the training set of an ML model. Inferring an individual’s membership in a dataset can have serious privacy implications. For instance, in AV services, if an ML model is trained using trajectory records of a driver suffering from a sensitive medical condition (e.g., frequent cancer hospital visits), a successful membership inference of the driver’s trajectory record can reveal his/her sensitive medical conditions.

These types of attacks are often performed on machine learning as a service (MLaaS) platforms, where an attacker can query the prediction API of the target model and get the prediction results [9, 75, 79]. Shokri et al. [9] create multiple shadow models to imitate the target model’s behavior, and then train an attack model based on the outputs of the shadow models to in turn differentiate the predictions of the target model trained with or without the sensitive record. Salem et al. [75] relax the assumptions of [9] so that the attacker can still succeed when training a single shadow model with model architectures different from the target model and with datasets different from the original training dataset. Truex et al. [76] further demonstrate that MI attack is data-driven and the attack models are transferable across model types by proposing various attack data generation techniques. Yeom et al. [77] and Salem et al. [75] attribute the effectiveness of MI attacks to the overfitting of ML models. Specifically, the maximal posteriors (i.e., class confidence) of a training input tends to be higher than a non-training input. Based on this intuition, Salem et al. [75] propose confidence-thresholding attacks that predict highly confident samples within the training set. On the other hand, Yeom et al. [77] show that overfitting is a sufficient but not necessary condition for MI, and a stable and generalized model also reveals membership through black-box access. Using the average training loss as prior knowledge, they attack the target model with a threshold-based method. To increase the attack success rate when the target model is well-generalized, Long et al. [74] select valuable records from target records for MI. Most recently, Choquette et al. [78] consider a more challenging scenario, where only the predicted hard labels, rather than the confidence scores, are available. They assume that the training inputs exhibit higher robustness, thus, the empirical robustness of the predicted hard labels to the data augmentations and adversarial examples can be used to infer the membership of a record.

In addition to the aforementioned classification models in AV, the attacker can perform MI against generative models in AV as well, as generating synthetic data for training is critical in AV training and testing. Hayes et al. [79] use the confidence of the discriminator over the samples to recognize the training samples, while Liu et al. [80] examine the behaviors of the generator. In particular, they trained another reconstruction network on the generator output to reproduce the target input, and the final reconstruction error is used to decide whether the target input is in the training set or not.

Besides MLaaS platforms, membership inference attacks can also be performed on aggregated location statistics that are commonly used in AV services. With prior knowledge such as users’ real locations over an observation period or user participation in past aggregate groups, Pyrgelis et al. [81] propose a game-based procedure to infer whether a target individual’s data is in the group used to calculate the shared aggregated location statistics. This membership information is helpful in mounting stronger privacy attacks such as re-constructing a user’s trajectory from aggregated location statistics [117].

Model Inversion Attacks: Model inversion attacks focus on inferring the private statistics or attributes of the training data for a machine learning model [10]. Fredrikson et al. [10] extract an average representation of the training inputs for each class from the trained models. For example, they recover the average face for a particular person from the face recognition model via optimization-based methods (e.g., gradient descent). However, their attack targets are simple models such as logistic regression, decision trees, and shallow neural networks in the context of face recognition. For deep neural networks, where the attack optimization is non-convex and the training data are high-dimensional, the optimization-based methods may easily
stuck in local minima, and the generated features are unrealistic. To overcome these limitations, Yang et al. [82] leverage the public data to regularize the inversion, and train a separate network that swaps the input and output of the target network to perform MI attacks, which can be trained in a black-box setting. Besides leveraging public data, Zhang et al. [83] further used generative adversarial networks (GAN) to generate data that share similar distribution with private data. Utilizing GANs as well as the corrupted version of the private image as auxiliary knowledge, they recover the sensitive information in an image by solving an optimization problem. Note that differential privacy is designed to protect the privacy of individual sample membership, so differentially private models are still vulnerable to model inversion attacks that aim to infer sensitive attributes of training input [119].

Due to the broadness and complexity of AV data, model inversion attacks on AV models pose a more significant risk by revealing sensitive locations and other personal information.

**Model Memorization Attacks:** Model memorization attacks focus on recovering the exact feature values of the training data from a machine learning model [84], which can be conducted in both white-box and black-box settings. Carlini et al. [13] show that one can recover specific training records from the trained generative sequence models, such as credit card numbers. Specifically, to investigate the models’ unintentional memorization of training data, they insert specific random sequences into the training data and verify that the language models memorize those sequences via testing. As different large language models are equipped in AV for better interaction and recommendation, such model memorization attacks have caused great privacy concerns in the AV industry.

**B. Protection for Individual Privacy**

Based on the privacy risks in individual privacy, here we summarize the corresponding protection methods for individual privacy. In particular, we categorize these protection strategies into five categories: naive data anonymization, K-anonymization, differentially private learning, general private data synthesis, differentially private data synthesis, and encryption (see Table III).

1) **Naive Data Anonymization:** Naive anonymization aims to directly remove identifiers from data, such as faces, names, and addresses of the users, in order to protect individual privacy. For **structured** data like location, naive anonymization methods include performing geometric transformations (shifting, rotating) to obscure true position [73]. Moreover, one can directly report several false positions. However, these naively anonymized locations fail to credibly imitate the mobility of living people, so their utility is limited, and they can be easily broken by inference attacks. For **unstructured** data like images and videos, which have higher dimensions and are more complex than structured data, existing anonymization methods usually blur visual objects (e.g., faces and license plates) in the image or video frame to preserve privacy. Such anonymization methods include obfuscation with a solid colored box, pixelization, random pixel shuffling, Gaussian blur, and distortion. For example, Silva et al. [120] detect the texts in street scenarios, query Google Places API to improve accuracy, and then blur the text to preserve privacy. On the other hand, various empirical evaluations are conducted to study the impact of anonymizing training data on the detection performance of vehicles. The impact of anonymizing training data depends on various factors, such as the type and size of objects, anonymization methods, and proportion of the object type in the dataset. Moreover, Krontiris et al. [122] point out that anonymization can have a different impact on detection performance, depending on how important the region we target is for feature learning. For example, perhaps blurring license plates can have a different impact on the performance of a car detector, compared with the impact of blurring faces on the human detector. More advanced methods are proposed for privacy protection while maintaining a high utility level. In particular, Erdelyi et al. [123] present a privacy filter based on cartoons. Experiments show that cartooning achieves visually appealing results, which maintain higher intelligibility than blurring and special pixelation.

Nevertheless, naive data anonymization is insufficient for data privacy in AV systems because there may be multiple observations of an individual over time. Blurring the face or license plate does little to preserve the privacy of the individual, who could be tracked across observations by their clothing or other features [124]. Advanced strategies of data redaction, such as silhouette redaction via image segmentation [125], are needed.

2) **K-Anonymization:** K-anonymization has been widely used to anonymize the location and trajectory data. The original widely-used definition of k-anonymity [19] requires that the attacker cannot infer which user is executing the query, among a set of k different users. In the interest of protecting users’ location, k-anonymity requires the location of each user to be indistinguishable among a set of k users. One way to achieve this is to use dummy locations [126], e.g., generating k − 1 appropriate dummy locations and using the real and dummy locations simultaneously. Another method to achieve k-anonymity is through cloaking [127,130], which involves creating a cloaking region that includes k locations sharing certain properties of interest. However, k-anonymization has been shown to achieve low performance on the anonymization of high-dimensional datasets [131].

Unfortunately, anonymized location data can be re-identified with high probability via de-anonymization algorithms [70]. For example, the de-anonymization attack proposed by [132] can infer the identity of a particular individual behind a set of mobility traces in an anonymized geo-located dataset.

3) **Differentially Private Learning:** Differentially Private (DP) can be widely applied to protect different types of AV private data with formal privacy guarantees when they are used to train machine learning models. We categorize the DP learning methods based on different DP mechanisms: input perturbation, objective perturbation, gradient perturbation [162], and output perturbation. For each of them, we
summarize the general DP methods in supervised learning and reinforcement learning (RL), which can be adapted to train differentially private models in relevant AV scenarios.

Input perturbation refers to perturbing the input data by DP noise. It is related to Naive Data Anonymization in section III-B, but it requires the added noise to satisfy DP. To achieve differential privacy in the input perturbation stage, DP noise proportional to the scale of the sensitivity of input data is added to the input data. As long as the input perturbation step satisfies DP guarantees, the entire pipeline will be DP due to the post-processing property of DP.

DP is used to provide privacy guarantees for location-based systems against membership disclosure, where location is perturbed by DP noise before it is released [133-135]. In terms of trajectory data, Han et al. [136] develop a spatial-division-based method to protect location and trajectory privacy with DP. To improve the utility, Ma et al. [137] adopt a dynamic interval sampling method for differentially private real-time trajectory data release. Specifically, in the sampled time-stamp, the real position perturbed by DP noise is used, otherwise, the predicted position is used. To protect user identification in eye-tracking technology, Gaussian noise is added to the collected gaze position [138]. As for speech recognition on audio, Preech [139] adds noise words to protect the acoustic features of the speakers’ voices as well as the textual content.

Objective perturbation achieves DP by adding noise to the objective function (i.e., the empirical loss) and then solving the minimization problem w.r.t. the perturbed objective function. In supervised learning, Chaudhuri et al. [140] are the first to work on differentially private empirical risk minimization (ERM). They assume the loss function is L-Lipschitz and provide the theoretical analysis of the noise bound and the excess empirical risk bound. Kifer et al. [141] further extend the analysis of [140] to convex ERM problems. Note that the above methods require strong assumptions on the objective function to bound the sensitivity. In RL, models within AV for control with private rewards and public states, Wang et al. [30] propose a differentially private Q-learning algorithm in a continuous space to protect the privacy of the value function approximator by adding functional noise to the value function iteratively during training. Notably, to control the sensitivity, they derive that the reproducing kernel Hilbert space (RKHS) norm of the noised function can be bounded.

When the model objective is more complex, such as for DNNs, advanced works have been proposed to leverage aggregation, which can also reduce the required privacy budgets so as to achieve tighter privacy guarantees. For instance, the private aggregation of teacher ensembles (PATE) [26] in semi-supervised setting perturbs the training objective of a student model. Specifically, it leverages the noisy aggregation of feedback from teacher models to supervise the training of the student model, and it is proved that predictions made by the majority of teacher models should not be affected by a single training sample, which ensures strong DP guarantees.

Gradient perturbation aims to first clip the model gradient to control its sensitivity, and then perturb the gradient by noise at each training step to ensure DP. DP-SGD [25] is first proposed in supervised learning, which trains the model by introducing noise in each update of the model parameters, thus providing DP guarantees to the training procedure. Specifically, noise is added to the gradient where the noise magnitude is proportional to the clipped gradient norm. In RL, GPOPE [145] adds noise to stochastic gradient descent updates, aiming to guarantee privacy for off-policy evaluation. Seo et al. [146] perform DP-SGD during the actor’s learning process of policy gradient algorithm to guarantee DP for an actor and its eligibility trace.

Output perturbation refers to directly adding DP noise onto the output, where the noise is proportional to the sensitivity of the output, i.e., the maximum change of the value regarding one input change. In supervised learning, after training the model, Chaudhuri et al. [140] directly add noise to the model parameters before releasing the model. Zhang et al. [142] propose to first smooth objectives, then use gradient descent to update the model, and finally perform output perturbation. By adding noise to approximate solutions (from smooth objectives) instead of exact solutions, they achieve a better convergence guarantee for strongly convex and non-convex objectives with privacy guarantees. In RL, models for control problems [144] propose the first private algorithm for on-policy evaluation with linear function approximation using output perturbation. Concretely, they first run an existing (non-private) least-squares policy evaluation method, resulting in a real-valued parameters vector, and then add Gaussian noise to each element of the vector.

4) General Private Data Synthesis: In order to de-identify subjects in unstructured data such as images or videos, while preserving non-identity-related aspects of the data and consequently enabling better AV data utility, GAN-based methods are proposed to replace faces or number plates in the video.
with generated ones [122]. In [110] [148], generative full body and face de-identification methods are proposed to avoid the recognition of human ID or other biometric and non-biometric identifiers such as hair color, clothing, hairstyle, and personal items, while preserving data utility. GAN-based visual secrets protection methods are later introduced by [149] [150] in which the authors use a generator as an obfuscator to decrease the probability of successfully detecting secret pixels. To protect text privacy in the video (e.g., street name, shop name), GAN-based methods are used to explicitly obscure important characteristics at training time for text representations [152]. The aforementioned GAN-based methods mainly focus on small objects, e.g., faces and numbers, which are easy to detect and modify. However, when it comes to location privacy in camera data, these methods cannot be applied directly because street view images have more complex context structures containing a variety of objects. With the aim to resist location-inference attack for camera data in auto-driving, Xiong et al. [151] integrate GAN and image-to-image translation [163] to generate privacy-preserving synthesized images with a low recognition accuracy of sensitive information.

5) Differentially Private Data Synthesis: To provide mathematically rigorous DP guarantees for data synthesis, various DP algorithms are proposed in the general domain, while it is less studied in the AV domain. In particular, these methods can be classified into two categories: DP-SGD-based generative models and PATE-based generative models.

DP-SGD-based Methods: This line of work directly adapts DP-SGD [25] to GAN by clipping and perturbing gradients. For example, DP-GAN [42] perturbs the gradients of the discriminator with Gaussian noise at each training step because the discriminator directly accesses the private data. DP-GAN can be applied to both structured data, such as Electronic Health Records (EHR), as well as unstructured datasets, such as MNIST. A similar work DP-AGAN [153] additionally generates labels using Conditional GAN [164]. GS-WGAN [33] assumes that discriminator is not accessible by attacker thus focusing on DP training of generator. To improve data utility, GS-WGAN uses Wasserstein loss [165], which enables the optimal clipping threshold for the gradients of the generator based on the theoretical property of Wasserstein GANs.

PATE-based Methods: PATE-GAN [154] adapts the PATE framework [26] [143] by training multiple teacher discriminators and uses them to update the student discriminator, which achieves high performance on low-dimensional tabular datasets. G-PATE [155] improves upon PATE-GAN by directly training a student generator using the teacher discriminators. Moreover, it uses random projection to reduce the gradient dimension during training, and thus can be applied to both structured data and unstructured image data. Most recently, DataLens [156] proposes a DP gradient compression and aggregation approach, which combines top-$k$ dimension compression with a corresponding noise injection mechanism, and demonstrates utility improvement on high dimensional datasets empirically.

6) Cryptography: This line of literature is based on standard cryptography concepts like secret sharing [166], private information retrieval [167] and symmetric encryption techniques [168]. Encryption methods can be divided into two groups: encrypting training data and encrypting ML model.

(1) In terms of encrypting training data, Bost et al. [157] express the training algorithm as a low-degree polynomial and train over encrypted data in three classifiers: hyperplane decision, Naive Bayes, and decision trees. CryptoNets [158] converts the learned neural networks to make them applicable to encrypted input data. (2) In terms of encrypting ML model, Aono et al. [161] use additively homomorphic encryption on the gradients during the collaborative learning, which can prevent information leakage to the honest-but-curious server. Beyond the above methods, secure multi-party computation (SMC) is the extension of encryption under the multiparty setting [159] [160] to ensure both data and model privacy.

Discussion. In order to protect individual privacy, various privacy-preserving methods have been proposed for structured and unstructured data. Naive data anonymization, k-anonymization, and general private data synthesis are common protection methods, but they can be easily broken without formal guarantees. Differential private learning and differentially private data synthesis provide strong privacy guarantees. They are widely applied for structured data like location and trajectory, but they are not well developed for unstructured AV data. This is because in AV, the goal is not to protect individual data sample, but the individual users. In order to achieve that, one may first detect the individual user in images, videos, point clouds, etc., and then make the user differentially private. Cryptography methods provide strict privacy protection, but they usually incur high computation costs.

Another line of work suggests using regulations to restrict the AV company and AV users from collecting private user data as well as public data in the street from the legal viewpoint, which are orthogonal to the concrete privacy-preserving techniques and serve as supplements. Taeihagh et al. [70] suggest increasing transparency regarding what AV data is being collected, who is using it, how the data is being used and shared, in-depth disclosures about potential security vulnerabilities, providing opt-out options, and limiting data collection to the minimal amount required. We refer the readers to [70] [115] [169] for the detailed summary of AV-related privacy regulations in the US, Europe, China, etc.

IV. POPULATION PRIVACY IN AUTONOMOUS VEHICLES

Overview. Different from other ML applications, data collected in AV contains privacy sensitive information about not only individuals but also population level properties. For example, aggregated location statistics can reveal properties of the city, such as the location of important infrastructures and popular destinations [14]. On the one hand, population-level sensitive information is contributed by multiple individuals (i.e., multiple vehicles or AV users), but does not only depend on individual privacy. Consequently, removing/hiding partial individual’s data from the database cannot protect the
population privacy. On the other hand, the latent properties of a population which may represent exactly the desired utility of the data collection, when learned, can in turn compromise the privacy of an individual [170].

In this paper, we use population privacy to characterize the leakage of sensitive population-level information derived from AV data contributed by more than one individual. Formally, suppose a dataset \( x = \{x_1, x_2, \ldots, x_n\} \) is drawn from distribution \( D \), population privacy studies the sensitive information learned from function \( f(x) \). Although there is a lack of discussion about population privacy in prior work, model inversion attacks against ML models have raised concerns about leaking sensitive population-level information. Moreover, in AV, there is a higher risk of leaking sensitive population-level information due to the extensive amount of data collected by external cameras about the environment [8] and the rich information contained in vehicle location traces.

**A. Privacy Risks on Population-Level**

Here we will introduce the potential privacy problems on population-level, including private information leakage from V2X communication, federated learning in AV, AV services, and AV sensor networks, which are summarized in Table IV.

1) V2X communications: By vehicle-to-vehicle (V2V) and roadside vehicle-to-infrastructure (V2I) communications, an attacker may eavesdrop on private sensitive information of drivers and other AV users on different levels. For example, these communications expose the geographical location and movements of vehicles to external networks [70]. Formally, the privacy issues in V2X vehicular networks include identity privacy and location privacy where identity privacy refers to the information about “who” sends the message, and location privacy refers to the information about “where” the sender is [171]. While identity privacy can be characterized under individual privacy, location privacy will reveal population-level sensitive information.

2) Federated Learning in AV: Federated Learning (FL) [12] has been widely adopted to train shared models across AVs [184], so that raw data can be kept in local vehicles/devices without sharing. Elbir et al. [185] present an FL-based framework to train ML models for vehicular networks, and enlist several applications such as autonomous driving, infotainment, and route planning. Zeng et al. [186] leverage FL for collaborative training of autonomous controller model across a group of connected AVs. However, based on the FL privacy literature, it is possible for attackers to reconstruct the training data [119, 172, 174] or infer the population properties about training data [176] from the communicated model updates or gradients. Thus, both traditional privacy concerns in FL and population-level information leakage in FL within AV systems would raise privacy concerns.

3) AV Services: Autonomous vehicles benefit from cooperation with the industrial internet and cyber-physical systems that provide AV services. In general, AV services are query-based, where users submit service queries to the service provider such as the destination, and these requests are tagged with their current locations to achieve spatial-temporal-related services [180] such as car towing. In each specific AV service, different types of sensitive information can be leaked. For example, in the ride-sharing scenario where the organization requires the users to disclose sensitive detailed information not only on the pick-up/drop-off locations but also on the trip time and route [181] for planning purposes. In a time-sharing scenario, AV owners share their vehicles with others at their unwanted times, which requires the disclosure of users’ locations and route information [182]. Such information can be used to infer population-level information, such as traffic patterns and the location of popular destinations.

4) AV Sensor Networks: In addition to the autonomous vehicles themselves, the sensors such as cameras equipped on AVs can form a large mobile sensor network, and the data aggregated from these sensors will provide a detailed current view of the physical world [14, 85, 87]. In particular, Glancy et al. [14] elaborate on the targeted surveillance of a particular person and mass (i.e., indiscriminate and comprehensive) surveillance of groups or populations using AV. Recent works have also shown that video surveillance systems can be built by combining the data collected by multiple cameras in a dense camera network [85, 87]. Garg et al. [85] show that ubiquitous sensing systems can be used to evaluate road conditions [85], and the same technique can be extended to infer sensitive information about the overall physical environment.

**B. Protection for Population Privacy**

Based on the potential privacy risks at the population level above, we will next characterize corresponding protection strategies and challenges, which are summarized in Table IV.

1) Privacy-Preserving Communications: Existing works apply encryption, pseudonyms, or obfuscation to protect data in communication. Specifically, identity privacy can be protected by replacing the identifiers with pseudonyms or using group private keys to sign messages anonymously [171]. The protection of location privacy includes changing pseudonyms, obfuscating vehicle locations, and reducing the number of requests sent from vehicles to the server via caching [171].

2) Privacy-Preserving Federated Learning: Existing works in FL mainly concern two types of privacy, namely, user-level privacy and instance-level privacy [178]. In particular, in differential private FL (DPFL), the two privacy notions imply that the trained FL model should not differ much if

| Table IV | Population Privacy: Risks and Protection Methods. |
|----------|---------------------------------------------------|
| Scenario | Attack Target | Protection Method |
| V2X communications | identity [24] | pseudonyms, encryption [122] |
| Federated Learning in AV | reconstruction [172], location [171] | instance-level DP perturbation [175], user-level DP perturbation [172], [179] |
| AV services | location [171] | perturbation [133], [135], k-anonymity [19], [123], [130] |
| AV sensor networks | mass surveillance [17], location, trip time [181], [183], location and road conditions [85] | / |
one user (user-level) or one instance is modified (instance-
level privacy), respectively. Currently, no protection methods
are specifically designed for population privacy in FL under
AV settings, thus, we will briefly introduce the prior works on
user-level DP and instance-level DP for standard FL models,
which may alleviate the risks of population privacy to some ex-
tent. In user-level DPFL, the information sent from the clients
to the server is usually perturbed to ensure DP. Specifically, the
server clips the norm of each local update, and adds Gaussian
noise on the summed update [177, 178]. Notably, user-level
DPFL has been applied for large-scale language models with
millions of users [179], and a small user selection ratio at
each FL round is one key to saving privacy budget based on
the privacy amplification by subsampling [180]. In CpSGD
[179], each user clips and quantizes the model update, and
adds noise drawn from Binomial distribution, achieving both
communication efficiency and DP. Instance-level DPFL is a
more direct extension of the standard DP. Basically, each user
trains the local model with DP-SGD to ensure DP [175].

3) Privacy-Preserving AV Services: For query-based AV
services, the privacy of sensitive query contents such as loca-
tion information can be preserved by noise perturbation [133–
135], where the perturbed location is released to the service
provider. Other strategies are k-anonymity [19] which hides
the actual query content among k queries, or cloaking [128–
130] which hides the user among k users, as discussed in
Section III-B2. To improve the protected data utility, Wang et
al. [181] propose personalized k-anonymity, allowing users to
specify the minimum anonymity level for each query. In each
specific AV service, tailored privacy-preserving algorithms are
proposed to protect corresponding information. For example,
in the ride-sharing services, in order to address the unique
privacy risks of pickup/drop-off locations, trip time, and
route, Sherif et al. [181] present a similarity measurement
 technique over encrypted data for service providers, thus
achieving privacy-preserving ride arrangements. In the time-
sharing services, in order to protect users’ locations and route
information, Hadian et al. [182] design a matching scheme
that optimizes the available AV for users and then propose a
privacy-preserving scheduling scheme based on encryption for
assigning users to AVs without sharing their exact locations
and route details. In automated valet parking (AVP) services,
Ni et al. [183] proposed a framework based on encryption to
achieve secure authentication for vehicle remote pickup and
user privacy protection.

Discussion. By connecting to vehicle networks or cloud
(e.g., V2X communication, FL, AV services, sensor networks),
the driving performance and riding experience are improved
via collaboration, whereas such processes expose sensitive
information. Existing protections on V2X communications,
FL, and AV services mainly perform obfuscating, DP pertur-
bation or encryption to protect sensitive information flow in
AV networks. However, obfuscating and DP cannot provide
guarantees for population privacy while encryption comes
with high computation cost, thus, a formal population pri-
vacy definition with efficient algorithms and rigorous privacy
analysis requires further investigation. It is also not clear
how individual and population privacy correlate under realistic
privacy attacks, and to what extent the protection techniques in
individual privacy (See Section III-B) may alleviate population
privacy.

In population privacy, the sensitive information that we
want to protect can be closely correlated with the information
needed by AV services. For example, aggregated location
information is important for route planning, but it can also leak
the location of sensitive infrastructures. How to balance the
trade-off between utility and privacy is still an open problem
for future research.

V. PROPRIETARY PRIVACY IN AUTONOMOUS VEHICLES

Overview. Both individual and population privacy are about
the sensitive information external to an autonomous vehicle
system, such as users, pedestrians, and the environment. Mean-
while, the information about the internal system of an AV is
also valuable to the companies that design, develop, and manu-
ufacture the vehicle. Specifically, the research and development
of ML models in AV are one of the most costly investments
for most AV companies. Therefore, the algorithms, model
structures, and parameters are often considered valuable assets
to the model owners, and the leakage of this information
is considered a huge privacy threat. In this section, we use
proprietary privacy to categorize the privacy risk related to
the proprietary information about AV systems. Below, we formalize
the definition of proprietary privacy of machine learning
models.

Definition 2 (Proprietary Privacy). Let \( \mathcal{F} \) be the target model
space, \( \Theta \) be the space of sensitive parameters, and \( \mathcal{A} : O \rightarrow \Theta \)
be an attack that infers the sensitive parameters through an
oracle \( \mathcal{O} : \mathcal{F} \rightarrow O \). \( \mathcal{F} \) is \((\varepsilon, \delta)-proprietary private\) against
attack \( \mathcal{A} \) through oracle \( \mathcal{O} \) if \( \Pr_{f_0 \in \mathcal{F}}[d(f_\Theta, f_\mathcal{A}(\mathcal{O}(f_0))) < \varepsilon] > 1 - \delta \), where \( d \) is the metric for the difference between the target
model and the reconstructed model, which is determined by
the objective of the attack on proprietary privacy.

The attacks on proprietary privacy are called model extrac-
tion attacks. In this section, we formalize the definition of
model extraction attacks, summarize the attack methods and
the protection methods (see Table V), and discuss the threats
and research opportunities related to proprietary privacy.

A. Privacy Risks on Proprietary-Level

1) Proprietary Privacy Attack Definition and Taxonomy:
The model extraction attacks, also known as model stealing
attacks, aim to infer sensitive information about ML models
through model prediction APIs or side channels. We formalize
the definition of model extraction attacks proposed in [98].

Definition 3 (Model Extraction Attack \( \mathcal{A}_{ME} \)). Let \( f_0 \in \mathcal{F} \) be the
target ML model and \( \mathcal{O} : \mathcal{F} \rightarrow O \) be an oracle that reveals
information about \( f_0 \). A model extraction attack \( \mathcal{A}_{ME}(\mathcal{O}(f_0)) \)
outputs the reconstructed parameters \( \theta' \) so that the difference
between the \( f_0 \) and \( f_\theta' \) represented by \( d(f_0, f_\theta') \) is small.
First, the parameter \( \theta \) defines the sensitive information a model extraction attack aims to infer. For example, in the model parameter stealing attack \[98\], the attacker knows the architecture of the target model \( f_\theta \) and aims to infer the parameters of the model. Besides model parameters, model extraction attacks can also target model architecture (e.g., layer depth and dimensions) or hyperparameters (e.g., learning rate and regularization factors) \[92\]. Second, the oracle \( O \) characterizes the attack channels and the attacker’s additional knowledge about \( f \). Based on the attack channels, model extraction attacks can be divided into two main categories: attacks through prediction APIs or side channels. In prediction API attacks, the attacker interacts with the target model by submitting queries \( x \) to the oracle \( O \). The oracle \( O(f_\theta; x) \) returns prediction labels, prediction confidence, or other intermediate results of the model on the input \( x \). In side-channel attacks, the oracle \( O \) returns side-channel information such as prediction time, electromagnetic emissions, or memory access information. Third, based on the attack objective, model extraction attacks can be taxonomized into task accuracy extraction and model fidelity extraction \[188\]. Task accuracy extraction focuses on reconstructing models with good performance on the underlying learning task, while model fidelity extraction aims to build models that match the victim model on any input, even for incorrect predictions. Model fidelity extraction also makes other ML attacks, such as model inversion and membership inferences easier. We formalize the definition of task accuracy difference \( d_{\text{acc}} \) and model fidelity difference \( d_{\text{fid}} \) in Appendix A, which are also discussed in \[188\].

2) Model Extraction Attacks through Prediction APIs: The attacker can interact with the target model’s prediction API by providing an input query \( x \). The oracle \( O(f_\theta; x) \) returns the target model’s prediction on that query. This process can repeat multiple iterations, allowing the attacker to accumulate information about the target model. Most attacks through prediction APIs target a classification model \( f_\theta \) and often assume that the attacker obtains either the model’s prediction confidence vector over all the possible class labels (i.e., \( O(f_\theta; x) = f_\theta(x) \)) or the predicted class (i.e., \( O(f_\theta; x) = \arg \max f_\theta(x) \)) \[98, 99\]. In addition, Mili et al. \[97\] proposed model extraction attacks on model explanations by assuming that the oracle \( O \) returns the model’s saliency map of the input query, and they demonstrate that this assumption significantly reduces the cost of model extraction attacks. Their findings highlight the trade-off between improving model explainability and proprietary privacy protection.

Besides classification models, other models such as graph neural networks (GNN) \[204\], natural language models, and deep reinforcement learning (DRL) are also vulnerable to model extraction attacks. Shen et al. \[103\] proposed 6 model extraction attacks on GNN with varying assumptions on the adversarial knowledge on the query graph \( x \) (i.e., whether it shares the same distribution as the training graph), and the responses of the oracle \( O(f_\theta; x) \) (i.e., the node embedding, prediction confidence vector or t-SNE \[205\] projection of prediction confidence vector). Their experiment results demonstrate an increasing difficulty in model extraction attacks as the information returned by \( O(f_\theta; x) \) reduces. Krishna et al. \[100\] designed model extraction attacks against BERT-based APIs \[206\] for both classification tasks and question answering (QA) tasks. Their attacks demonstrate that BERT models can be extracted with high accuracy with randomly sampled word sequence queries. Chen et al. \[104\] extended the attacks to deep reinforcement learning, where the oracle \( O(f_\theta; x) \) returns a state action sequence. They assume that the attacker can operate the model in a normal environment, and therefore cannot manipulate states during the attack.

Besides model parameters, model hyperparameters can also be inferred from model extraction attacks. Wang et al. \[105\] extract the model hyper-parameters (i.e., regularization coefficients) based on model parameters and training data.

3) Model Extraction Attacks through Side Channels: The attacker infers the target model’s sensitive information through collected indirect information about the system or hardware. In a recent survey of side channel attacks on neural networks \[207\], the side-channel model extraction attacks are divided into four categories based on attack approaches: cache attacks \[89, 91\], physical access attacks \[93, 95\], remote timing attacks \[94\], and memory access pattern attacks \[96\]. First, in a cache side channel attack, the attacker runs a process that is co-located with the victim process and tries to determine whether a certain function has been called by the victim process. To achieve this, the attacker infers whether a target address is stored in the shared cache based on the access time of that address. Traditional cache side channel attacks often focus on extracting the secret keys used for encryption. However, recent works \[89, 91\] show that these attacks are capable of revealing the sensitive architectural parameters of neural networks by monitoring the number of executions for each functions such as matrix multiplication, pooling, and activation functions. Furthermore, Li et al. \[91\] show that the attacker can infer the architecture of the target model without a shared ML library between the victim and attack process. Second, the physical access attacks use side-channel signals that can be directly measured given physical access to the device running the target model. For example,
DeepSniffer [92] extracts the volume of memory reads/writes through electromagnetic (EM) emanations or bus snooping attacks, and uses these signals to infer the architecture of the target model. CSI NN [93] combines timing and EM side channels to infer both the model architecture and the model parameters. DeepEM [95] focuses on binary neural networks (BNN). It measures electromagnetic emanations in addition to timing and power to infer the network architecture, and uses the model predictions to reconstruct the model parameters. Third, in the remote timing attack [94], the attacker has access to the prediction API of the target model and an accurate timing of the inference time of the model. The timing side channel is used to determine the depth of the target model, and the model parameters are reconstructed through the prediction results using reinforcement learning. Fourth, Hua et al. [96] proposed a memory access pattern attack against the CNN secure accelerator. The attack exploits off-chip memory access patterns to infer structure and model parameters, and demonstrates that side-channel model extraction attacks are possible even with data encryption and secure accelerators.

B. Privacy Protection on Proprietary Level

Next, we summarize the corresponding defenses against prediction API attacks and side channel attacks (see Table V).

1) Protection against Prediction API Attacks: The defense can be divided into two categories: attack prevention and attack detection. Attack prevention focuses on designing models that are more robust to model extraction attacks. The prevention techniques include two approaches: i) limiting the amount of information returned per query by adding noise to the prediction [98], [109], rounding the predicted probabilities [98], [105], or only returning the class output [98]; ii) using an ensemble of models by either combining the prediction of the ensemble of models [98] or randomly sampling from a distribution of model parameters [109]. Besides attack prevention, model owners can also detect the attack through its abnormal query patterns [191], [192] and stop the attack before the attacker gets sufficient information to infer the model parameters.

2) Protection against Side Channel Attacks: The protection includes isolation and randomization. Partition techniques [193]-[196] create spatial isolation between the attack program and the target program, and scheduling techniques can create temporal isolation [197], [198] to prevent the attacks. Randomization includes memory address randomization [199]-[201] and clock randomization [202], [203], which prevent the attack program from obtaining the correct memory address or precise timing information of the target program to infer the correct cache state, respectively. In addition, Oblivious RAM hides the memory access pattern through data address encryption [205], [210] and can protect information on the bus.

Discussion. Proprietary privacy concerns with leaking sensitive information about the internal system of AVs, including ML model architectures, model parameters, and model hyper-parameters. The variety of sensitive information increases the challenge of detecting and defending against various types of model extraction attacks. Although there is plenty of research on the protection against model extraction and side-channel attacks, each protection method is often designed for specific attacks. The systematic quantification and protection of proprietary privacy remain an open and challenging problem.

VI. INSIGHTS, CHALLENGES, AND FUTURE DIRECTIONS

In this section, we summarize the characteristics and fundamental connections among different levels of privacy concerns in AV, then discuss the main challenges of corresponding privacy protection, as well as potential future directions.

Privacy Concerns and Protection in the Life Cycle of AV. Privacy concerns exist throughout the entire life cycle of AV, which involves different types of data collection and protection. In this work, we provide a novel taxonomy for privacy in AV to categorize it as the individual, population, and proprietary levels based on both internal and external environment data. We show that different from traditional privacy problems for a single model or database, which mainly focuses on individual-level privacy, the privacy concerns in AV are more complex given its nature as a dynamic system. Thus, protecting privacy in AV systems involves several new challenges: (1) The AV system is a combination of different types of machine learning models and pipelines, including the standard perception (e.g., object detector), prediction, control, and planning (e.g., different RL algorithms) components, as well as the functional ML models such as the eye-tracking safety enhancement model and audio/NLP based recommendation models. These models take different modalities of data (e.g., 2D images, 3D LiDAR, and text) as input and process them with diverse architectures. Thus, it is challenging to design one privacy protection scheme for all, and efficient hybrid privacy protection strategies and effective aggregation protocols are required. (2) Given the fact that different types of data are collected for AV training and testing, how to define the privacy requirements for these data is also challenging. For instance, the face of pedestrians may be more sensitive than their location at a specific time. (3) In autonomous driving scenarios, the collaborations between vehicles are important and how to ensure private communication in the dynamic V2X network poses another new challenge compared with existing privacy protection for static models.

Future Directions. Given the unique properties and challenges of privacy in AV, we will briefly discuss some potential future directions. (1) Given the complex dynamic system components in AV, relying on only one type of privacy protection approach is less effective. For instance, if we ensure DP for each component, the added noise will be very large and significantly hurt the final performance. Thus, organic hybrid strategies are important to help protect privacy with the target. Specifically, it is possible to design cryptography approaches for key components with lower dimensional input and design DP and other strategies to deal with high-dimensional data protection. (2) As training AV requires a large amount of data, it is very promising to generate synthetic/simulational data in a private way to protect the privacy of the original data as well.
as improve the training effectiveness. Thus, different privacy-preserving data generation approaches, especially those that could preserve the generated data realism, would make a great impact on protecting privacy in AV. (3) Due to the trade-off between privacy protection and data mining to improve performance, it is also important to provide a valuation for data so that we are able to perform data debugging and select the most “contributional” data to add noise or redact. This is critical considering the diverse modalities and types of data required in AV training. (4) Similar to the data valuation, in the end-to-end AV systems, the component level valuation and debugging is also important to guide the component-driven privacy protection to save privacy budget and the hybrid approach design. (5) In practice, the privacy guarantees of AV systems are critical. For instance, DP is one possible guarantee which is expensive in terms of system performance tradeoff and is insufficient to address all privacy concerns such as population privacy. Other types of privacy guarantees, such as mutual information-based and population-based measurements are important to help provide practical privacy guarantees. (6) In the V2X settings, how to leverage graph model analysis such as designing privacy-preserving message passing algorithms and minimal communication topology to ensure effective communication is important and leads to a rich set of research problems. (7) Safety as of great importance for AV, how to balance between privacy-preserving training and urgent safety-critical decision in the end-to-end AV systems requires carefull system and algorithm joint design. (8) Traditionally, AV designers seldom consider risks on privacy. Based on this review, we believe people should take privacy as a critical factor in data collection and exploitation throughout the whole life cycle of AVs, and study the performances of different design pipelines, e.g. rules-based vs learning, with the privacy-preserving requirements. (9) How the privacy risks of AVs would affect equity and social good is also important to explore. (10) The privacy of AVs requires expertise across privacy, ML, automotive, policies, and transportation. How to build up proper taxonomy and training pedagogies for people with diverse backgrounds and requirements is also a promising research direction.

References

[1] A. Ess, K. Schindler, B. Leibe, and L. Van Gool, “Object detection and tracking for autonomous navigation in dynamic environments,” The International Journal of Robotics Research, vol. 28, no. 12, pp. 1707–1725, 2009.
[2] C. Michaelis, B. Mitzkus, R. Geirhos, E. Rusak, O. Bringmann, A. S. Ecker, M. Bethge, and W. Brendel, “Benchmarking robustness in object detection: Autonomous driving when winter is coming,” arXiv preprint arXiv:1907.07484, 2019.
[3] Y. Chen, H. Ma, J. Wan, B. Li, and T. Xia, “Multi-view 3d object detection network for autonomous driving,” in Proceedings of the IEEE conference on Computer Vision and Pattern Recognition, pp. 1907–1915, 2017.
[4] S. Moazzafari, O. Y. Al-Janjouri, and A. Monzafoun, “Deep learning-based vehicle behavior prediction for autonomous driving applications: A review,” IEEE Transactions on Intelligent Transportation Systems, vol. 23, no. 1, pp. 33–47, 2020.
[5] J. Kabzan, L. Hewing, A. Liniger, and M. N. Zeilinger, “Learning-based model predictive control for autonomous racing,” IEEE Robotics and Automation Letters, vol. 5, no. 4, pp. 3363–3370, 2019.
[6] S. Aradi, “Survey of deep reinforcement learning for motion planning of autonomous vehicles,” IEEE Transactions on Intelligent Transportation Systems, 2020.
[7] D. Fernández Llorca and E. Gómez, “Trustworthy autonomous vehicles,” tech. report, Joint Research Centre (Seville site), 2021.
[8] C. Bloom, J. Tan, J. Ramjohn, and L. Bauer, “Self-driving cars and data collection: Privacy perceptions of networked autonomous vehicles,” in Thirteenth Symposium on Privacy and Security (SP), 2017, pp. 357–375, 2017.
[9] R. Shokri, M. Stronati, C. Song, and V. Shmatikov, “Membership inference attacks against machine learning models,” in 2017 IEEE Symposium on Security and Privacy (SP), pp. 3–18, IEEE, 2017.
[10] M. Fredrikson, S. Jha, and T. Ristenpart, “Model inversion attacks that exploit confident model countermeasure,” in Proceedings of the 22nd ACM SIGSAC conference on computer and communications security, pp. 1322–1335, 2015.
[11] B. Hiai, G. Ateniese, and F. Perez-Cruz, “Deep models under the gan: information leakage from collaborative deep learning,” in Proceedings of the 2017 ACM SIGSAC conference on computer and communications security, pp. 603–618, 2017.
[12] B. McMahan, E. Moore, D. Ramage, S. Hampson, and B. A. y Arcas, “Communication-efficient learning of deep networks from decentralized data,” in Artificial intelligence and statistics, pp. 1273–1282, PMLR, 2017.
[13] N. Carlini, C. Liu, U. Erlingsson, J. Kos, and D. Song, “The secret sharer: Evaluating and testing unintended memorization in neural networks,” in 28th USENIX Security Symposium (USENIX Security ’19), pp. 267–284, 2019.
[14] D. J. Glancy, “Privacy in autonomous vehicles,” Santa Clara L. Rev., vol. 52, pp. 1171, 2012.
[15] R. Nosowsky and T. J. Giordano, “The health insurance portability and accountability act of 1996 (hipaa) privacy rule: implications for clinical research,” Annu. Rev. Med., vol. 57, pp. 575–590, 2006.
[16] C. Tobias, “Public law litigation and the federal rules of civil procedure,” Cornell L. Rev., vol. 74, p. 270, 1988.
[17] G. D. P. Regulation, “General data protection regulation (gdpr),” Intersoft Consulting, Accessed in October 2019, no. 1, 2018.
[18] “California consumer privacy act,” Cal. Legis. Serv. Ch. 55 (A.B. 375) (WEST), 2018.
[19] L. Sweeney, “k-anonymity: A model for protecting privacy,” International Journal of Uncertainty, Fuzziness and Knowledge-Based Systems, vol. 10, no. 05, pp. 557–570, 2002.
[20] A. Machanavajjhala, D. Kifer, J. Gehrke, and M. Venkitasubramanian, “l-diversity: Privacy beyond k-anonymity,” ACM Transactions on Knowledge Discovery from Data (TKDD), vol. 1, no. 1, pp. 3–es, 2007.
[21] N. Li, T. Li, and S. Venkatasubramanian, “Privacy beyond k-anonymity and l-diversity,” in 2007 IEEE 23rd international conference on data engineering, pp. 106–115, IEEE, 2007.
[22] C. Dwork, F. McSherry, K. Nissim, and A. Smith, “Calibrating noise to sensitivity in private data analysis,” in Theory of cryptography conference, Springer, 2006.
[23] C. Dwork, “Differential privacy: A survey of results,” in International conference on theory and applications of models of computation, pp. 1–19, Springer, 2008.
[24] C. Dwork, A. Roth, et al., “The algorithmic foundations of differential privacy,” Foundations and Trends in Theoretical Computer Science, vol. 9, no. 3–4, pp. 211–407, 2014.
[25] M. Abadi, A. Chu, I. Goodfellow, H. B. McMahan, I. Mironov, K. Talwar, and L. Zhang, “Deep learning with differential privacy,” in Proceedings of the 2016 ACM SIGSAC conference on computer and communications security, pp. 308–318, 2016.
[26] N. Papernot, S. Song, I. Mironov, A. Raghunathan, K. Talwar, and U. Erlingsson, “Scalable private learning with PATE,” in International Conference on Learning Representations, 2019.
[27] H. B. McMahan, D. Ramage, K. Talwar, and L. Zhang, “Learning differentially private recurrent language models,” arXiv preprint arXiv:1710.09608, 2017.
[28] X. Li, F. Tramer, P. Liang, and T. Hashimoto, “Large language models can be strong differentially private learners,” arXiv preprint arXiv:2110.05679, 2021.
[29] D. Yu, S. Naik, A. Backurs, S. Gopi, H. A. Inan, G. Kamath, J. Kulkarni, Y. T. Lee, A. Manoel, L. Wutschitz, et al., “Differentially private fine-tuning of language models,” arXiv preprint arXiv:2110.06500, 2021.
[30] B. Wang and N. Hede, “Privacy-preserving q-learning with functional noise in continuous spaces,” Advances in Neural Information Processing Systems, vol. 32.
[31] P. Ma, Z. Wang, L. Zhang, R. Wang, X. Zou, and T. Yang, “Differentially private reinforcement learning,” in International Conference on Information and Communications Security, pp. 668–683, Springer, 2019.
[32] L. Xie, K. Lin, S. Wang, F. Wang, and J. Zhou, “Differentially private generative adversarial network,” arXiv preprint arXiv:1802.06739, 2018.
[33] D. Chen, T. Orekondy, and M. Fritz, “G-vegan: A gradient-sanitized approach for learning differentially private generators,” Advances in Neural Information Processing Systems, vol. 33, pp. 12673–12684, 2020.
[34] S. Takagi, T. Takahashi, Y. Cao, and M. Yoshikawa, “P3gm: Private high-
A. Bhowmick, J. Duchi, J. Freudiger, G. Kapoor, and R. Rogers, “Protection
L. Schnabel, S. Matzka, M. Stellmacher, M. Pätzold, and E. Matthes, “Impact of
A. H. da Silva and M. Naderpour, “Toward preserving user privacy in collected
F. Xu, Z. Tu, Y. Li, P. Zhang, X. Fu, and D. Jin, “Trajectory recovery from ash:
E. Hjelmås and B. K. Low, “Face detection: A survey,”
S. Yang, P. Luo, C.-C. Loy, and X. Tang, “Wider face: A face detection
K. Chen, S. Guo, T. Zhang, X. Xie, and Y. Liu, “Stealing deep reinforcement
F. Kazhamiaka, M. Zaharia, and P. Bailis, “Challenges and opportunities for
Y. Yuan, W. Zou, Y. Zhao, X. Wang, X. Hu, and N. Komodakis, “A robust
“Uber data breach affects 57 million rider and driver accounts.” https://www.complex.
B. Wang and N. Z. Gong, “Stealing hyperparameters in machine learning,” in
K. Chen, T. Zhang, X. Liu, and K. Ren, “Real-time privacy-preserving data release over vehicle trajectory,” IEEE transactions on vehicular technology, vol. 68, no. 8, pp. 8091-8101, 2019.
S. Ahmed, A. R. Chowdhury, K. Fawaz, and P. Ramanathan, “Preech: a system for privacy-preserving speech transcription,” in 29th [USENIX] Security Symposium (USENIX Security 18), 2019.
K. Chaudhuri, C. Monteolivo, and A. D. Sarwate, “Differentially private empirical risk minimization.” Journal of Machine Learning Research, vol. 12, no. 3, 2011.
D. Huang, S. Zhao, A. Smith, and A. Kairouz, “Private co-distribution learning and high-dimensional regression,” in Conference on Learning Theory, pp. 25–1, JMLR Workshop and Conference Proceedings, 2012.
J. Zhang, K. Zhang, W. Ye, and T. Choudhury, “Towards XAI on the edge,” in International Conference on Learning Representations, 2017.
B. Balle, M. Gomord, and S. Ppecu, “Differentially private policy evaluation,” in International Conference on Machine Learning, pp. 2130-2138, PMLR, 2016.
T. Xie, P. S. Thomas, and G. Miklau, “Privacy preserving off-policy evaluation,” arXiv preprint arXiv:1903.02288, 2019.
K. Seo and J. Yang, “Differentially private agent and its eligibility trace,” Proceedings of the IEEE, vol. 9, no. 9, pp. 1486, 2020.
H. Ono and T. Takahashi, “On the private distributed reinforcement learning,” arXiv preprint arXiv:2001.11718, 2020.
F. Xu, Y. Peng, and H. Ling, “Privacy-protective-gan for face de-identification,” arXiv preprint arXiv:1903.10068, 2019.
F. Putaluga, S. Koppal, and A. Chakrabarti, “Learning privacy preserving ensembled deep adversarial networks,” in 2019 IEEE Winter Conference on Applications of Computer Vision (WACV), pp. 791-799, IEEE, 2019.
N. Raval, A. Machanavajjhala, and L. P. Cox, “Protecting visual secrets using adversarial deep learning,” in NISS, pp. 4323, 2015.
R. Gilad-Bachrach, N. Dowlon, K. Laine, K. Lauter, M. Nachirg, and J. Wernsing, “Cryptonets: Applying neural networks to encrypted data with high throughput and accuracy,” in International Conference on Machine Learning, pp. 201-210, PMLR, 2016.
M. M. Ben-Or, S. Goldwasser, and A. Wigderson, “Completeion theorems for non-cryptographic fault-tolerant distributed computation,” in Proceedings of the twentieth annual ACM symposium on Theory of Computing, pp. 1–10, 1988.
E. A. Bart, V. Ivanov, T. Kerschbaum, H. B. McMillan, S. Patel, D. Ramage, A. Segal, and K. Seth, “Practical secureage for privacy-preserving machine learning,” in proceedings of the 2017 ACM SIGSAC Conference on Computer and Communications Security, pp. 944–957, 2017.
Y. Aono, T. Hayashi, L. Wang, S. Moriai, et al., “Privacy-preserving deep learning via additively homomorphic encryption,” IEEE Transactions on Information Forensics and Security, vol. 13, no. 5, pp. 1333-1345, 2018.
D. Yu, H. Zhang, W. Chen, J. Yin, and T.-Y. Liu, “Gradient perturbation is useless for differentially private training,” in Proceedings of the Twenty-Ninth International Joint Conference on Artificial Intelligence, IJCAI'20, 2021.
B. I. P. J.-Y. Zhu, Z. Zhou, and A. A. Efros, “Image-to-image translation with conditional adversarial networks,” in Proceedings of the IEEE conference on computer vision and pattern recognition, pp. 1125-1134, 2017.
M. Mirza and S. Osindero, “Conditional generative adversarial nets,” arXiv preprint arXiv:1411.1784, 2014.
M. Aragovsky, S. Chintala, and L. Bottou, “Wasserstein generative adversarial networks,” in International conference on machine learning, pp. 214-223, PMLR, 2017.

\bibliography{references}

A. Attack objectives in model extraction attacks

**Definition 4 (Task Accuracy Difference $d_{\text{acc}}$).** Let $D_A$ over $\mathcal{X} \times \mathcal{Y}$ be the feature and true label distribution of the underlying learning task $\mathcal{T}$. The task accuracy difference $d_{\text{acc}}$ measures the difference in the accuracy of the two models over the learning task $\mathcal{T}$. That is,

$$d_{\text{acc}}(f_\theta, f_\theta') = \min(\text{Acc}(f_\theta; D_A) - \text{Acc}(f_\theta'; D_A), 0),$$

where $\text{Acc}(f; D_A) = \Pr_{(x,y) \in D_A}[\arg\max(f(x)) = y]$.

The goal of task accuracy attacks is to match (or exceed) the accuracy of the target model $f_\theta$ on the underlying learning task, and the attackers don’t need to reproduce the mistakes in $f_\theta$ or to mimic the predictions $f_\theta$ outside $D_A$.

**Definition 5 (Model Fidelity Difference $d_{\text{fid}}$).** Let $D_F$ over $\mathcal{X}$ be the feature distribution of the target model. The model fidelity difference $d_{\text{fid}}$ measures the expected difference in predictions of the two models over the entire feature distribution. That is,

$$d_{\text{fid}}(f_\theta, f_\theta') = \mathbb{E}_{x \in D_F}[\text{dist}(f_\theta(x), f_\theta'(x))],$$

where the distance function $\text{dist}(f_\theta(x), f_\theta'(x))$ is defined based on the target model and attack goals.

Label agreement [188] is a commonly used distance function in model fidelity attacks on classification models, where $\text{dist}(f_\theta(x), f_\theta'(x)) = 1(\arg\max(f_\theta(x)) \neq \arg\max(f_\theta'(x)))$. Besides label agreement, other distance metrics have been proposed to measure the fidelity difference between the target model and the reconstructed model. Chen et al. [104] proposed the fidelity metric for deep reinforcement learning using the Jensen-Shannon (JS) divergence of the action probability distributions between the reconstructed model and the target model. In attacks on model architectures, attack fidelity can also be measured as the mean square error (MSE) or edit error of the reconstructed architectural parameters [92, 93].

Measuring fidelity over the entire feature distribution $D_F$ can be challenging. Therefore, the evaluations for most model fidelity extraction attacks are performed over the test datasets of the underlying learning task [102, 103, 188]. In addition, Carlinin et al. [101] measured the efficacy of the attack by synthesizing a billion queries over the entire input space.