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Abstract

The selection of essential variables in logistic regression is vital because of its extensive use in medical studies, finance, economics and related fields. In this paper, we explore four main typologies (test-based, penalty-based, screening-based, and tree-based) of frequentist variable selection methods in logistic regression setup. Primary objective of this work is to give a comprehensive overview of the existing literature for practitioners. Underlying assumptions and theory, along with the specifics of their implementations, are detailed as well. Next, we conduct a thorough simulation study to explore the performances of sixteen different methods in terms of variable selection, estimation of coefficients, prediction accuracy as well as time complexity under various settings. We take low, moderate and high dimensional setups and consider different correlation structures for the covariates. A real-life application, using a high-dimensional gene expression data, is also included in this study to further understand the efficacy and consistency of the methods. Finally, based on our findings in the simulated data and in the real data, we provide recommendations for practitioners on the choice of variable selection methods under various contexts.
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1. Introduction

With the advancement of data collection mechanisms, there is a surge of enormous datasets in recent years. In the context of regression models, it typically introduces a large number of predictors, all of which may not be necessary to analyze or predict the outcome appropriately. In fact, large number of variables often increase the complexity without necessarily inducing a substantial improvement in the fit or the prediction accuracy. Naturally, it is preferable to model a data with a suitably chosen smaller set of predictors which allows better model interpretability, and in some cases, superior prediction accuracy. That is one of the first and foremost reasons why variable selection is essential. Our focus in this paper is specifically on the logistic regression models (LRM), which is one of the most used regression and classification algorithms for binary data. We aim to provide a comprehensive review of existing classical variable selection methods in such models.

The necessity of feature selection in LRM appears in a plethora of real-life applications from bioinformatics, medical research, finance, sports and other related fields. These research problems commonly consist of hundreds of predictors all of which may not be incorporated into the modeling structure. Gene expression data are the most popular examples in this regard (see Shevade and Keerthi (2003), Dara et al. (2017), Yang et al. (2018) for instance). In another related study, Algamal and Lee (2015) focused on finding a smaller set of genes out of thousands that contribute the most in correctly classifying a tumor to be benign or malignant. Along a similar line, many medical studies (e.g. Liang et al. (2013), Bertoncelli et al. (2020)) aim to identify which factors out of hundreds increase the chance of a serious disease such as cerebral palsy, cancer, heart attack etc. In a finance-related application, Tian et al. (2015) used variable selection in logistic regression to model bankruptcy based on important micro-economic factors. Costa e Silva et al. (2017), on the other hand, analyzed the effects of important factors behind activity-related injuries in children and adolescents. Such applications are abound in literature, and they establish why variable selection methods are crucial in modeling binary data, especially for high dimensional cases where number of predictors is more than the number of sample observations.

The research on variable selection methods started around the 1960s. Since then, it has been rapidly growing. There has been a substantial amount of work in both linear and generalized linear models over the years. However, unlike linear models which have been reviewed thoroughly by several authors (e.g. Fan and Lv (2010), Heinze et al. (2018), Desboulets (2018), Epprecht et al. (2021)), to the best of our knowledge, a detailed review on variable selection methods in logistic regression setup has not been done till date. The study by Sanchez-Pinto et al. (2018) is perhaps the only work that includes considerable number of tree-based variable selection methods and compares them against three other popular approaches in a high-dimensional case. Speiser et al. (2019) did a limited study on the efficacy of different tree-based techniques used for predictive modeling. In another earlier paper, Zellner et al. (2004) compared the performances of stepwise selection procedures with the bagging method of Sauerbrei (1999). Most recently, the performance of Smoothly Clipped Absolute Deviation (SCAD) and Adaptive Least Absolute Shrinkage and Selection operator (ALASSO) were evaluated by Arayeshgari et al. (2020) on a psychiatric distress dataset.

Evidently, there is an immense need of an extensive review of existing variable selection methods in LRM. To that end, our contribution in this paper is three-fold. First, we provide an in-depth discussion of many classical procedures which can be clearly categorized in four different types. Implementation details of these methods are also presented as necessary. Second, we conduct simulation studies in low, moderate and high-dimensional cases to understand the performance of specific algorithms under different assumptions. A high-dimensional real-life dataset is also used in this aspect. Finally, acknowledging the fact that logistic regression is often used by machine learning practitioners as a classification problem for binary data, we evaluate both the inferential and the classification or prediction accuracy of all the methods in our study. We strongly believe that this comparative analysis would be helpful for a diverse class of practitioners.

Rest of the paper is structured in the following way. In Section 2, first we lay out the framework of
the LRM and discuss the typology of variable selection procedures. Descriptions of different methods are provided next. Then, in Section 3, a detailed simulation study is presented to show the efficacy and comparison of sixteen methods. As a real-life application, we use a high-dimensional dataset from statistical genetics and discuss the results in Section 4. Finally, some recommendations and important concluding remarks are listed in Section 5.

2. Variable selection methods

2.1. Setup and typology of procedures

Before delving into the details of the variable selection methods, it is necessary to recall the structure of the LRM. In this setup, the response variable is always binary. If the outcome is a “success” (respectively, “failure”), we assign 1 (respectively, 0) as the value of the response variable. Let us use \( Y = (y_1, y_2, \ldots, y_n) \) to denote the sample of response observations, which are assumed to depend on \( m \) number of covariates. For the \( i \)th sample observation, the vector of covariates is denoted by \( x_i = (x_{i1}, x_{i2}, \ldots, x_{im})^\top \). The corresponding regression coefficients in the LRM are going to be denoted by \( \beta = (\beta_1, \beta_2, \ldots, \beta_m)^\top \), and that is our primary parameter of interest. We shall use \( X = [x_1 : \ldots : x_n]^\top \) to denote the set of explanatory variables in the model. The order of the design matrix \( X \) is \( n \times m \).

Throughout this paper, \( n \) and \( m \) denote the number of observations and the total number of covariates respectively. Then, the LRM can be written using vector-matrix notations as

\[
\logit(Y \mid X) = X\beta, \tag{2.1}
\]

where \( \logit(Y \mid X) \) is used to denote the vector of logit transformation of \( y_i \) given \( x_i \) for \( 1 \leq i \leq n \), which is defined as

\[
\logit(y_i \mid x_i) = \log \frac{P(y_i = 1 \mid x_i)}{P(y_i = 0 \mid x_i)}. \tag{2.2}
\]

Writing the probability \( P(y_i = 1 \mid x_i) \) as \( \pi_i \), we note that it can be expressed as

\[
\pi_i = \frac{\exp\left(x_i^\top \beta\right)}{1 + \exp\left(x_i^\top \beta\right)}. \tag{2.3}
\]

Since the complete likelihood for the binary data is

\[
L(\beta) = \prod_{i=1}^{n} \pi_i^{y_i}(1 - \pi_i)^{1-y_i}, \tag{2.3}
\]

the log likelihood for the regression coefficients can be written as

\[
\log L(\beta) = \sum_{i=1}^{n} \left[y_i \left(x_i^\top \beta\right) - \log \left(1 + \exp\left(x_i^\top \beta\right)\right)\right]. \tag{2.4}
\]

The method of iteratively reweighted least squares (IRLS) is typically used to find the maximum likelihood estimate of \( \beta \) in LRM (Green (1984)). However, the standard procedure would suffer if there is an issue of multicollinearity among the predictors. Especially, when \( m \) is large, it automatically increases the chances of both multicollinearity and overfitting. And in case of \( m \geq n \), LRM fails to give a unique solution. Due to such issues, variable selection methods are needed.

In this paper, we are going to discuss the following four types of variable selection techniques:

- Test-based methods,
- Penalty-based methods,
- Screening-based methods,
- Tree-based methods.
Arguably the most famous technique used by practitioners is the step-wise regression, which is a test-based method and was possibly the very first attempt at variable selection (Breaux (1967)). In such test-based approaches, each viable combination of input variables is considered to be a potential true model, and the selection is done based on some appropriate statistical measure such as $p$-values, adjusted $R^2$, Akaike Information Criterion (Akaike (1998)), Bayesian Information Criterion (Schwarz (1978)), Mallow’s $C_p$ (Mallows (1995)) etc. In the crudest possible way, such methods need to evaluate $2^m$ number of models if there are $m$ number of regressors. Consequently, even for $m \geq 15$, searching for the best model among these is computationally very expensive, and they become inconsistent in variable selection. Step-wise regression improves the computational efficiency to some extent, but by making a hard selection on every step, it makes choices that are locally optimal in each step but are suboptimal in general. The reader is referred to Hurvich and Tsai (1990), Steyerberg et al. (1999) and Whittingham et al. (2006) for more detailed criticism on variable selection inconsistency of this type of procedures. Because of the aforementioned shortcomings and considering the challenges in high-dimensional data, we are going to exclude these methods from our simulation study and are going to focus on the other three typologies.

Moving on to the second type, it is worth mention that the penalty-based methods are perhaps the most discussed techniques in the last decade. Following the seminal work on Least Absolute Shrinkage and Selection operator (LASSO) by Tibshirani (1996), these methods have been immensely popularized because of their nice properties in variable selection mechanism. In this typology of procedures, appropriate constraints are imposed on the regression coefficients’ values through a penalty function. This introduces bias to reduce the variance. Penalty-based methods achieve sparsity by shrinking the near to zero values of the regression coefficients to precisely zero, thereby suggesting that those independent variables do not have any effect on the model. It is imperative to point out that the structure of the penalty functions has a significant impact on the number of variables selected and the amount of error in the regression coefficients. These methods are described in more detail in Section 2.2.

In case of screening-based methods, first a small number of variables are screened from the large number of predictors and then a smaller number of variables are selected using some penalty-based method or importance criteria. These methods are not particularly designed to do selection intrinsically but by ranking the importance of the variables. Screening-based methods are especially useful in an ultra high-dimensional setting where the number of variables grows with the number of observations (i.e. $m >> n$). Section 2.3 presents these methods in more detail.

One of the major disadvantages of the previous categories is that they heavily depend on the regularization parameters, which are not fixed and are calculated using cross-validation. Thus, they may fail to produce accurate and consistent results at times. In such situations, the fourth type of procedures i.e. the tree-based methods can be more useful. These methods utilize feature elimination characteristic embedded in random forests to select variables. In this work, we focus on six different tree-based approaches which are described in more detail in Section 2.4.

In Table 1, we list the variable selection methods from each of the four types. Corresponding references and suitable R packages (if available) are also listed there. Note that our focus for the rest of the paper would be on the sixteen methods of the last three categories. It is also worth mention that there are several Bayesian methods and machine learning techniques that address the same problems, but we do not include them in this study and focus entirely on the aforementioned typologies.

2.2. Penalty-based methods

There are mainly two types of penalties that are imposed on the objective function of variable selection problems. They are norm-based penalties and concave penalties. We present these in the two subsections below.
Table 1: Variable selection methods along with relevant references and R packages.

| Type          | Name                                         | Reference                  | R-package  |
|---------------|----------------------------------------------|----------------------------|------------|
| Test-based    | Forward / Backward / Step-wise Selection     | Breaux (1967)              | MASS       |
|               | GETS                                         | Hendry and Krolzig (1999)  | gets       |
|               | Autometrics                                  | Doornik et al. (2009)      | gets       |
| Penalty-based | LASSO                                        | Tibshirani (1996)          | glmnet     |
|               | ElasticNet                                   | Zou and Hastie (2005)      | glmnet     |
|               | Adaptive LASSO (ALASSO)                      | Zou (2006)                 | glmnet     |
|               | SparseStep                                   | van den Burg et al. (2017) | L0Learn    |
|               | Best Subset                                  | Hazimeh and Mazumder (2020)| L0Learn    |
|               | Smoothly Clipped Absolute Deviation (SCAD)   | Fan and Li (2001)          | ncvreg     |
|               | Minimax Concave Penalty (MCP)                | Zhang (2010)               | ncvreg     |
| Screening-based| Sure Independence Screening (SIS)            | Fan and Lv (2008)          | SIS        |
|               | Iterative Sure Independence Screening (ISIS) | Fan and Lv (2008)          | SIS        |
|               | Stable Iterative Variable Selection (SIVS)   | Mahmoudian et al. (2021)   | SIVS       |
| Tree-based    | Variable selection from random forests (VarSelRF) | Diaz-Uriarte and de Andrés (2005) | varSelRF  |
|               | permutation importance (PIMP)                | Altmann et al. (2010)      | vita       |
|               | Boruta                                       | Kursa et al. (2010)        | Boruta     |
|               | Variable selection using random forests (VSURF)| Genuer et al. (2010)      | VUSRF      |
|               | Guided Regularized random forest (RRF)       | Deng and Runger (2012)     | RRF        |
|               | The novel test approach (NTA)                | Janitza et al. (2018)      | vita       |

2.2.1. Norm based penalties

Vector norms are required to describe these models. Recall that the $\mathcal{L}_d$ norm ($d \geq 1$) for the $n$-dimensional vector $q = (q_1, q_2, \ldots, q_n)^\top$ is defined as

$$\|q\|_d = \left(\sum_{i=1}^{n} |q_i|^d\right)^{1/d}.$$  \hspace{1cm} (2.5)

$\mathcal{L}_0$ norm is also defined, but in actuality it is not a norm. It is a cardinality function to represent the total number of non-zero elements in a vector. It is defined as

$$\|q\|_0 = \# \{1 \leq i \leq n \mid q_i \neq 0\},$$ \hspace{1cm} (2.6)

where $\#$ is used to denote the cardinality of a set.

In this class of methods that leverage various norm-based penalties, the objective is to find the set of regression coefficients by minimizing an objective function that combines the negative log-likelihood and a constraint imposed on the regression coefficients. In general, these methods work around the following minimization problem:

$$\hat{\beta} = \arg\min_{\beta} \{- \log L(\beta) + \lambda \|\beta\|_2\}.$$ \hspace{1cm} (2.7)

Clearly, different degrees of the norm function would correspond to different algorithms. The three
most popular methods, which take the form of eq. (2.7), are as follows.

\[
\gamma = \begin{cases} 
0 & \text{if it is SparseStep}, \\
1 & \text{if it is LASSO}, \\
2 & \text{if it is Ridge}.
\end{cases}
\] (2.8)

We should recall that Frank and Friedman (1993) earlier proposed a more general bridge estimator where \(\gamma\) can be any nonnegative quantity, although an analytical solution was not developed in that work for any \(\gamma\). Further note that the ridge regression (Hoerl and Kennard (1970)), which relies on the \(L_2\) penalty function, has an analytical solution, but is not sparse. So, it does not select variables but only does shrinkage. More generally, one can say that the use of \(L_\gamma\) norm selects variables when \(0 \leq \gamma \leq 1\), but for \(\gamma > 1\), it only shrinks. In a very recent paper by Wu (2021), ridge selection operator (RSO) and adaptive version of RSO (ARSO) were developed to propose a way to select variables through ridge regression for usual linear models. Its extension in the generalized linear model (GLM) seems possible, but a precise formulation is yet to be obtained, primarily due to the fact that the ridge penalized solution does not have a closed-form expression for GLM. In light of the above, the case of \(\gamma > 1\) is not going to be a part of our discussion hereafter.

Turning attention to the SparseStep method (van den Burg et al. (2017)), observe that the \(L_0\) norm directly penalizes the number of nonzero coefficients and not their values, thereby inducing a high computational cost to search over the entire space. Subsequently, it makes SparseStep infeasible compared to others. LASSO regression is computationally faster and relies on the \(L_1\) norm to select variables by shrinking small coefficients exactly to zero. However, the results are biased even for large values of the coefficients (Zou (2006)). Moreover, if some of the variables are correlated, i.e. if they form a group, LASSO tends to select only one. And for high-dimensional problems where \(m > n\), this method tends to select at most \(n\) variables, which is a major concern in practice (Efron et al. (2004)). To circumvent these limitations, Zou and Hastie (2005) proposed the method of ElasticNet, which is essentially a linear combination of ridge penalty and LASSO penalty. In this approach, the \(L_1\) penalty generates a sparse model, while the quadratic penalty removes the limitation of selecting at most \(n\) variables, encourages grouping effect and stabilizes the \(L_1\) regularization path. It also makes the loss function strongly convex and hence produces a unique estimate given by

\[
\hat{\beta}_{\text{ElasticNet}} = \arg\min_\beta \left\{ -\log L(\beta) + \lambda_1 \|\beta\|_1 + \lambda_2 \|\beta\|_2^2 \right\}.
\] (2.9)

Another problem with LASSO, as pointed out by Meinshausen and Bühlmann (2006), is that it tends to select noise variables even for an optimally chosen tuning parameter (\(\lambda\)). Zou (2006) resolved it by developing an Adaptive LASSO (ALASSO) algorithm that enjoys the oracle property by utilizing the adaptive weights given to different coefficients. If \(x \circ y\) represents the element-wise Hadamard product of two vectors \(x\) and \(y\), then the ALASSO estimate is given by

\[
\hat{\beta}_{\text{ALASSO}} = \arg\min_\beta \left\{ -\log L(\beta) + \lambda \|w \circ \beta\|_1 \right\}.
\] (2.10)

A pivotal issue with the above estimation problem is the initial choice of \(w\). Adaptive LASSO originally used MLE estimates as initial weights, but the assumption is invalid for high-dimensional data. Bühlmann and Van De Geer (2011) used LASSO estimates as initial weights, but since LASSO itself is biased and would produce zero coefficients for some variables, using it as weights may not be a perfect choice. Zou (2006) suggested using some unbiased estimate \(\hat{\beta}\) so that the ALASSO estimates can achieve oracle properties. As oracle property is an asymptotic guarantee when \(n \to \infty\), it may not hold for a small sample size. In practice, the weights need not be exact, and one can get reasonable values of \(w\) from an initial estimate of \(\beta\), possibly from ordinary least squares, LASSO or ridge.
The aforementioned methods have been naturally extended to the GLM case. Refer to the work by Friedman et al. (2010) who formulated the theoretical development of a regularized path for such models via coordinate descent so that LASSO, ALASSO and ElasticNet can be applied in the LRM setup. An exciting application of ALASSO in LRM can be found in Cui et al. (2021) where they used this approach to select an important set of covariates for early diagnosis of Alzheimer’s disease.

We close this subsection with another method that resolves an important limitation of the methods discussed above. Note that the above approaches either penalize the model size i.e. the number of non-zero coefficients (for example, SparseStep) or the size of the coefficients (for example, LASSO, ElasticNet etc.), but not both at the same time. Recently, Hazimeh and Mazumder (2020) proposed an extended family of $L_0$ based estimators that are further regularized by $L_q$ norm to avoid overfitting issues in both low and high signal-to-noise phenomena. They developed a fast algorithm to perform these sparse regularizations using coordinate descent and local combinatorial optimization algorithms. This approach is called the ‘Best Subset’ method and uses the estimate

$$\hat{\beta} = \arg \min_{\beta} \left\{ -\log L(\beta) + \lambda_0 \|\beta\|_0 + \lambda_q \|\beta\|_q^q \right\},$$

(2.11)

where $q \in \{1, 2\}$ depends on the type of desired additional regularization.

2.2.2. Concave penalties

In the second type of penalty-based methods, an appropriately chosen concave function $p_\lambda(\cdot)$ is used which leads to the general framework

$$\hat{\beta} = \arg \min_{\beta} \left\{ -\log L(\beta) + p_\lambda(\beta) \right\}.$$  

(2.12)

Non-negative garrotte by Breiman (1995) was one of the first methods to use non-convex penalties. If $f_+$ denotes the non-negative part of $f$, i.e. the quantity $\max\{f, 0\}$, then the concave penalty used in non-negative garrotte is given by

$$p_\lambda(\beta) = n\lambda \sum_{j=1}^{m} \left( 1 - \frac{\lambda}{\beta_j^2} \right)_+.$$  

(2.13)

Due to variable selection inconsistency, the above method was rapidly disused. Fan and Li (2001) then proposed the Smoothly Clipped Absolute Deviation (SCAD) method and it is arguably the most prominent procedure in this typology. Recall that LASSO shrinks all the least square estimates by an identical amount of $\lambda/2$. If their absolute values are less than $\lambda/2$, they are shrunk to precisely zero. Because of this phenomenon, LASSO induces bias in estimating the larger values of beta estimates. SCAD penalty addresses this issue. For lower values of $\hat{\beta}_j$, the penalty is the same as LASSO, and it shrinks the coefficients to zero. For the value of $\hat{\beta}_j$ between $\lambda$ and $\gamma\lambda$, the penalty function smoothly transitions to quadratic and gradually relaxes the penalization rate. The penalty then remains constant for all the values of $\hat{\beta}_j$ larger than $\gamma\lambda$. Thus, in SCAD, eq. (2.12) uses

$$p_\lambda(\beta) = \sum_{j=1}^{m} p(|\beta_j| ; \lambda),$$

(2.14)

where, $p(t; \lambda)$ is the SCAD penalty indexed by a regularization parameter $\lambda \geq 0$ and is given by

$$p(t; \lambda) = \lambda \int_0^t \min\left\{ 1, \frac{(\gamma - x/\lambda)_+}{(\gamma - 1)} \right\} dx$$  

(2.15)

for some $\gamma > 2$. In practice, one can choose different $\lambda$ values for different $\beta_j$ but we shall take the conventional approach of imposing same penalty on each regression coefficient.
Another concave penalty similar to SCAD is the Minimax Concave Penalty (MCP), proposed by Zhang (2010). MCP also starts with the same penalization rate as LASSO but smoothly relaxes it to zero as the values of the regression coefficients increase. In contrast, in SCAD, this rate remains constant for a while and then decreases to zero. The penalty function corresponding to MCP is of the form of eq. (2.14), where

\[ p(t; \lambda) = \lambda \int_0^t \left( 1 - \frac{x}{\gamma \lambda} \right)_+ dx, \]

for appropriately chosen parameters \( \lambda \) and \( \gamma \).

The tuning Parameter \( \gamma \) for SCAD or MCP (would be different for the two methods) controls the concavity of the penalty function. As \( \gamma \to \infty \), both penalties converge to the \( L_1 \) penalty, and the bias is minimised when \( \gamma \) is minimum. Still, the solution becomes unstable because there may exist multiple local minima of the loss function. Two applications of concave penalty-based methods in logistic regression can be found in Rezapur-Shahkolai et al. (2020) and Yan et al. (2011), whereas a comparative study between the two approaches can be found in Zhang (2007).

2.3. Screening-based methods

As mentioned in Section 2.1, penalty-based methods may fail in the case of ultra high dimensional data. Fan and Lv (2008) developed the Sure Independence Screening (SIS) method for such scenarios. Sure screening means that for large amount of data, after variable selection, the probability of all important variables surviving converges to 1. It filters out variables that have a weak correlation with the response. To put it mathematically, let \( M_s = \{ 1 \leq i \leq m : \beta_i \neq 0 \} \) be the true sparse model and let the non-sparsity size be \( s = |M_s| \). Other \( (m - s) \) variables can be correlated with the response via some linkage to the important variables in the model. If \( w = X^\top Y \) is a vector obtained by the component-wise regression where the matrix \( X \) and the vector \( Y \) are standardized such that each variable has mean 0 and variance 1, then \( w \) represents a vector of marginal correlations. Next, for \( \nu \in (0, 1) \), arrange the elements of \( w \), i.e. the marginal correlations, in ascending order of magnitudes to get the sub-model

\[ M_\nu = \{ 1 \leq i \leq m : |w_i| \text{ is among the first } [\nu n] \text{ largest of all } w_i \}. \]

It is a variable selection method based on correlation ranking of size \( d = [\nu n] < n \). Observe that the computational cost is minimal, as this approach is just about multiplying a matrix of order \( m \times n \) with a vector of \( n \times 1 \) and finding the largest \( [\nu n] \) elements in it. After applying SIS to reduce the dimension from \( m \) to much smaller \( d \), SCAD, ALASSO or any other variable selection technique can be used for further selection and estimation. The parameter \( d \) is typically selected depending on the following algorithm to be performed after SIS. Overall, this method speeds up variable selection drastically and improves estimation accuracy in high-dimensional settings.

A caveat, however, is that SIS may fail to select some important variables. To overcome this problem, Iterative Sure Independence Screening (ISIS) has been introduced where a large scale variable screening is applied before a careful variable selection. Here, an SIS-based model selection is used first to select a primary set of variables, say \( A_1 \). Next, the residuals from regressing the response \( Y \) on the chosen set of variables in \( A_1 \) are treated as new responses and applied the same method as previous. The advantage of this iterative procedure is that, because the residuals are uncorrelated with the selected variables in \( A_1 \), it significantly weakens the possibility of choosing an unimportant variable that has a high correlation with \( Y \) through the chosen variables.

Stable iterative Variable Selection (SIVS), proposed by Mahmoudian et al. (2021), is another screening-based method for variable selection. SIVS works in five steps. It starts with removing the redundant features and standardizing the columns. Then, a predefined number of models are created using cross-validation. Based on the results, variable importance score (VIMP) is calculated such that the variables selected by most models and those who have a major contribution in predicting the outcome get a higher
score. The variables with a VIMP score of zero are directly eliminated in the next step. Other variables with low VIMP scores are also eliminated following a suitable criteria discussed in the original paper.

Before moving on to the tree-based methods, we want to briefly mention two other methods which are beneficial for variable selection in linear models but are not yet completely developed for the GLM case. First of the two, Covariance Assisted Screening and Estimation (CASE) (Ke et al. (2014)) is a two-step screening-based method that deals with the case where the signals (non-zero coordinates of \( \mathbf{\beta} \)) are sparse as well as weak (absolute value of the non-zero coefficients are small). The two steps are patching and screening (PS) and patching and estimation (PE). In the PS step, a sequential \( \chi^2 \) test is used to look for candidates in each signal island of a graph of strong dependence. In the PE step, penalized likelihood is used to re-investigate each candidate in the hope to solve the problem of false positives. The problem with CASE is to find an appropriate filtering method to sparsify the non-sparse variance-covariance matrix.

Ke and Yang (2017) proposed another method for variable ranking, known as Factor Adjusted Covariate Assisted Ranking (FA-CAR). In the FA step, the authors advocated for the use of principal component analysis (PCA) to sparsify the covariance matrix when the variables are strongly correlated. The CAR step exploits the sparse covariance matrix for the ranking of variables. Note that the concept of using PCA to sparsify the covariance matrix is similar to CASE, where suitable linear filtering was used, but the two methods have a different objective. FA-CAR’s primary goal is to rank the variables, which are crucial in many statistical analyses. Variable selection can be done via appropriate thresholds as a by-product of the variable rankings.

2.4. Tree-based methods

Recall that the determination of the regularization parameters in penalty-based or screening-based methods is done through cross-validation, which sometimes results in inconsistency in variable selection. In such cases, tree-based methods are beneficial as they do not rely upon any such parameter and achieve good results even in the presence of missing data, outliers etc. Let us start this section with a brief background on decision trees as they are the building blocks of various tree-based methods.

The decision tree is a supervised machine learning algorithm with the tree’s structure. Each internal node represents different features, each branch exhibits a decision rule, and each leaf represents an outcome. Random forest (RF) is an ensemble of decision trees (Breiman (2001)), and the outcome depends on the decision tree outcomes through a majority rule in case of classification. Feature selection is an inherent part of random forest and is carried out by ranking the features according to some importance scores. Because these scores alone may not be sufficient for identifying the most significant features, multiple types of variable selection methods are available, depending on how a RF grows.

One of the earliest variable selection method to utilize random forests is VarSelRF, proposed by Diaz-Uriarte and de Andrés (2005). This variable selection method was developed with the primary goal of selecting variables in gene expression data for biomedical research. The main objective of VarSelRF is to find the minimal number of genes that can deliver good predictive performance in clinical settings while avoiding redundant factors. When the values of a variable are permuted randomly in a tree node, one of the most reliable measures of variable importance in a RF model is the drop in classification accuracy. VarSelRF generates a number of random forests iteratively using this measure of variable importance, deleting the variables with the lowest importance scores at each iteration. Random Forest delivers the out-of-bag error (OOBE) for each fitted tree based on the OOB samples (observations not used in the RF construction) as a measure of error. The smallest set of variables with OOBE within the range of \( u \) standard deviation from the minimal error rate of all forests is chosen after measuring the OOBE for each RF. Clearly, \( u = 0 \) corresponds to the set of variables with the lowest OOBE. When \( u = 1 \), it is known as the “1 s.e. rule”, and it allows us to choose the least number of genes with an OOBE that is not too far from the minimum OOBE. It is worth noting that, in order to avoid overfitting, bootstrap sampling methods are utilized in VarSelRF to assess prediction error. For more in-depth discussions, the reader is referred to Saffari et al. (2009).
Next, we look at Boruta (Kursa et al. (2010)), which is one of the most popular RF-based variable selection methods. By comparing its importance scores with randomly shuffled original features termed shadow variables, Boruta gives a criterion for picking essential features. The basic notion behind this method is that it introduces randomness into the system by introducing randomly shuffled shadow attributes, resulting in random correlations between shadow attributes and decision attributes. The extended dataset is then used to build a RF, and the relevance scores of all attributes are recorded. If an attribute has a greater significance score than the highest importance score earned by shadow variables in a particular random forest run, it is considered essential for that run. The shadow variables are permuted at random for each new RF iteration. A hit is defined as the number of times an attribute has a higher relevance score than maximal importance of random attributes. Using the properties of binomial distribution with probability of success $p = 0.5$, it is easy to argue that for $N$ number of RF runs, the expected number of hits is $E(N) = 0.5N$, while the standard deviation is $0.25N$. Now, a variable is deemed important (respectively insignificant) if it has a significantly higher (respectively lower) number of hits than expected. The method comes to a halt when only the most important variables remain in the test or when the maximum number of iterations with some uncertain attributes has been reached. As an attractive application, Boruta was used by Naik and Mohan (2019) to determine the best feature set for a stock prediction challenge. Meanwhile, Hallmark and Dong (2020) leveraged this technique to work on roadway safety models in an LRM setup.

Variable selection using random forest (VSURF) (Gemuer et al. (2010)) is another popular algorithm that selects variables using the mechanism embedded in the random forest. It employs a two-step procedure. In the first stage, the features are ranked according to their Variable Importance (VI) score, which for a variable $X^j$ is defined as

$$VI(X^j) = \frac{1}{n} \sum_t (\hat{OOBE}_t^j - OOBE_t),$$

where $OOBE_t$ denotes the error of a single tree $t$, out of total $n$ number of trees. When the values of $X^j$ are randomly permuted we get the perturbed sample and corresponding error is denoted by $\hat{OOBE}_t^j$. Features with a lower VI score are then removed. When compared to useless factors, significant variables have a lot more variation in VI ratings. As a result, the threshold value is calculated using the standard deviation of the unnecessary variables’ VI scores.

The next phase is variable selection, which involves choosing two subsets of variables. The interpretation step is where all the variables that are relevant to the outcome variable are chosen, even if there is a lot of repetition. With the initial $k$ number of variables, and for $k = 1$ to $m$, a hierarchical collection of RF models is created. We choose the variables in the model, say $m'$, that result in the lowest $OOBE$. The prediction step comes next, in which a small number of factors are chosen with the goal of predicting the response variable. A subset of variables is obtained for the prediction stage by building an ascending number of random forests and executing a test criteria for picking variables in a stepwise way. A variable will be selected only if the error decreases more than a threshold value, or in other words, if the added variable contributes to a considerable reduction in $OOBE$ over the average variation achieved by adding noisy variables. The mean of absolute value of first order differentiated $OOBE$ with variables $m'$ and $m$ determines the threshold. Mathematically, if $OOBE(j)$ is the out-of-bag error of RF model with $j$ variables, then the threshold is

$$\frac{1}{m - m'} \sum_{m'}^{m-1} |OOBE(j + 1) - OOBE(j)|.$$

VSURF has been employed in a variety of medical studies. For example, Ganggayah et al. (2019) used it to uncover critical parameters affecting breast cancer survival rates, while Yin et al. (2019) applied it to predict endometrioid endometrial adenocarcinoma disease prognosis using gene expression and clinical
trial data. Virdi et al. (2019) combined VSURF and LASSO to pick a small set of variables and model mechanical features of investment casting, which is an interesting application of distinct flavor.

We now turn attention to the regularized random forest (RRF), developed by Deng and Runger (2012) in an attempt to pick features more effectively with the use of a regularization step over a general random forest. Let \( \text{gain}(X_j) \) be the measured information gain for each variable \( X_j \) at each node, and if a variable has maximum gain, it is chosen to divide the tree at each node. Let \( F \) be the feature set used in the previous steps to split the tree. When the final tree is constructed, \( F \) becomes the final feature set that has been chosen. The objective behind the RRF framework is to avoid picking a new feature \( X_j \) until the gain is significantly higher than \( \max \{ \text{gain}(X_j) \} \) for all \( X_i \in F \). Thus, for a regularization parameter \( \lambda \in [0, 1] \), a new gain measure is defined as

\[
\text{gain}(X_j) = \begin{cases} 
\lambda \times \text{gain}(X_j) & ; X_j \notin F \\
\text{gain}(X_j) & ; X_i \in F,
\end{cases}
\]

A regularized tree is one that is formed by using the above splitting process. The features in the \( F \) set are the features that have been chosen. Because of the selection mechanism, numerous features may have the same information gain at leaf nodes, and insignificant variables may be incorrectly picked for small sample numbers. Deng and Runger (2013) developed an enhanced version of the RRF approach dubbed the guided RRF, which uses relevance ratings from regular random forests to guide feature selection in the RRF algorithm. Adam et al. (2017) used this technique for feature selection and classification in early detection of phaeosphaeria leaf spot infestations in maize fields in a binary data context. Sylvester et al. (2018) employed these methods to choose key panels from large scale nucleotide polymorphisms (SNP) panels for fine-scale population assignment.

Interestingly, the RF models are biased in the direction of categorical variables with a large number of categories. To that end, Altmann et al. (2010) developed a heuristic, called permutation importance (PIMP), for normalizing feature importance metrics that can correct the bias. In a non-informative environment, PIMP is based on repeated permutations of the outcome vector to estimate the distribution of assessed importance for each variable. The observed importance’s \( p \)-value serves as a corrected measure of feature relevance. The method was carried out in two stages. For each variable, an arbitrary variable importance measure is computed in the first step. The outcome variable is then randomly permuted (say \( s \) times) to disrupt its relationship with all of the predictor variables in the second step. After that, the data from each permutation is utilized to build a RF and assess the variable importance for all of the predictors. As a result, all variables have \( s \) significance measures, which can be thought of as realizations from an unknown null distribution. These values are then used to calculate the empirical \( p \)-values, which are the percentages of importance scores higher than the initial score. The \( p \)-values are thereafter utilized to pick variables that are relevant. A crucial caveat of using PIMP is that, despite rectifying some flaws with RF-based techniques and being tractable in low-dimensional scenarios, it becomes computationally infeasible when the number of variables is very large.

Random forests are used in all of the tree-based methods outlined above for classification and variable importance measures. These metrics assign ratings to variables based on their importance. The lack of a natural cutoff to distinguish between important and unimportant variables is a disadvantage though. Several approaches, such as those based on hypothesis testing (Hapfelmeier and Ulm (2013)) and PIMP, have been developed to overcome this. However, these are computationally intensive and require the computation of random forests multiple times. Janitza et al. (2018) improved in that aspect and developed a computationally efficient method for determining variable relevance. This approach is known as the new testing method (NTA), and it determines whether a predictor variable significantly improves the trees’ predictive performance. The authors demonstrated that in simulations, albeit limited to classification problems, NTA successfully identified at least as many important predictor variables as the PIMP while preserving the type-I error. Below, we take a quick look at this method.

Suppose in a classification problem, \((X_1, X_2, \ldots, X_p)\) are the \( p \) covariates and \( f(\cdot) \) and \( Y \) are the
predicted and observed class taking values in \(\{1, 2, \ldots, k\}\). If \(X_j^*\) is a random replication of \(X_j\) unaffected by the outcome variable or any other predictor variables (see Gregorutti et al. (2017)), then the importance score for \(X_j\) is defined by

\[
VI_j = P(Y \neq f(X_1, \ldots, X_j^*, \ldots, X_p)) - P(Y \neq f(X_1, \ldots, X_j, \ldots, X_p)).
\]

If the value of \(X_j\) is not reliant on the outcome, permuting it will have no effect and \(VI_j\) should be zero. If \(X_j\) is dependent on the outcome, \(P(Y \neq f(X_1, \ldots, X_j^*, \ldots, X_p))\) is expected to be greater than \(P(Y \neq f(X_1, \ldots, X_j, \ldots, X_p))\) and in that case \(VI_j\) will be greater than zero. With this in view, Janitza et al. (2018) presented NTA with the null and alternative hypotheses as

\[
H_0 : VI_j \leq 0 \text{ against } H_1 : VI_j > 0.
\]

Here, the null distribution is calculated using the importance scores of non-important variables, i.e. variables with zero or negative scores. It should be noted that the null distribution is constructed using a cross-validated variant of permutation important measurements in order to produce a smooth and symmetric (around zero) distribution curve, which may not be possible with traditional permutation significance scores. Then, to choose relevant variables, \(p\)-values related to variable importance to predictor variables are employed. An application of NTA in LRM can be found in Sun and Zhao (2020), who used this method to detect a set of genes important in lung cancer diagnosis.

3. Simulation study

3.1. Setups and implementation details

In our simulation study, we aim to compare the variable selection parsimony and predictive accuracy for the methods mentioned in the previous section. Eighteen different setups are considered to mimic a wide range of problems encountered in real life. Throughout this section, keeping up with the earlier notations, we use \(n\), \(m\) and \(p\) to denote the number of sample observations, the total number of covariates and the number of important covariates, respectively. The simulation frameworks are summarized in Table 2 and relevant discussions are provided next.

Table 2: Simulation setups used in this paper. Here, \(n\) is the sample size, \(m\) is the total number of covariates, \(p\) is the number of important covariates, and \(X_i\) stands for the \(i^{th}\) covariate.

| \(n\)   | \(m\) | \(p\) | Correlation between covariates                     |
|---------|-------|-------|---------------------------------------------------|
| (100, 200, 500) | 100  | 5     | Independent                                       |
| 1000    | 10    |       |                                                   |
| (100, 200, 500) | 100  | 5     | \(\text{Corr}(X_i, X_j) = 0.5^{|i-j|}\)          |
| 1000    | 10    |       |                                                   |

We follow the usual logistic regression framework as in eq. (2.1). First step is to generate synthetic observations for \(m\) number of covariates \((X_i)\) to constitute the \(n \times m\) data matrix \(X\). To that end, two different correlation structures are utilized in our simulation. In the first case, we use an ideal assumption of independence across all covariates. In the second case, following Hazimeh and Mazumder (2020), an exponential hierarchical correlation structure is adopted. In particular, we assume that the correlation between the \(i^{th}\) and the \(j^{th}\) regressor is of the form \(\rho^{|i-j|}\). For this simulation, we shall use \(\rho = 0.5\) in all experiments. This indicates moderate correlation between nearby covariates, and negligible correlation amongst far apart covariates. Now, each row of the design matrix is simulated as a
random observation from an appropriately chosen (based on desired correlation structure) \( m \)-dimensional zero-mean multivariate normal distribution.

For each correlation structure, we simulate \( n \in \{100, 200, 500\} \) observations with the number of predictor variables \( m \) varying in the set \( \{10, 100, 1000\} \) respectively for the three choices of \( n \). Observe that these choices represent low dimensional, moderate dimensional and high dimensional data, respectively. In these three cases, the number of important variables are chosen as \( p \in \{3, 5, 10\} \), respectively. Now, to simulate the \( m \times 1 \) parameter vector \( \beta \), we randomly pick the \( p \) indexes that represent the important regressors. These coefficients are generated using the formula \( Z + (0.5)\mathbb{I}\{Z > 0\} - (0.5)\mathbb{I}\{Z \leq 0\} \), where \( Z \) is a random observation from a normal distribution. Note that it ensures the condition \(|\beta_j| \geq 0.5\) for all important coefficients \( \beta_j \), and thereby avoids the cases of weak signals. Other \((m - p)\) coefficients are set to be zero and imply unimportant variables.

To assess and compare the performances of the competing variable selection methods, we repeat each experiment 100 times and evaluate the average accuracy across those repetitions.

A brief account of the R implementation details for all the methods is warranted at this point. We use the R package “glmnet” by Friedman et al. (2010) to perform LASSO, ALASSO and ElasticNet. The first two methods are performed in default settings. The weights used for regression coefficients \( (\beta) \) in ALASSO are taken as reciprocals of the absolute values of their ridge regression estimates. For ElasticNet, we use five-fold cross-validation technique to find the optimal values of \( \alpha \) and \( \lambda \) parameters using the “caret” package (Kuhn (2021)). The “L0Learn” package (Hazimeh et al. (2021)) is used to implement the SparseStep and Best Subset methods. In both situations, a five-fold cross-validation technique is used to identify the optimal values of the \( \lambda \) and \( \gamma \) parameters, after which the \( L_0 \) penalty is used to find the sparse estimates and a combination of the \( L_0 \) and \( L_2 \) penalties is used to get the Best Subset estimates.

In the implementation of both approaches, the maximum support size at which the regularization path will be ended is set to 20. The methods that rely on concave penalties are executed using the R package “ncvreg” (Breheny and Huang (2011)). The default setting is used to implement these methods. Here, the \( \lambda \) parameter is determined using ten-fold cross-validation.

Turn attention to the screening-based methods next. For SIS and ISIS, we use the default settings in the “SIS” package (Saldana and Feng (2018)). SIVS is carried out using the “sivs” package (Mahmoudian et al. (2021)). To screen important variables, the “strictness” argument is set to be 0.5, as in our settings, the number of important variables is assumed to be quite low. For real data analysis, we can try out different strictness levels and choose what is optimal. As suggested by the authors in the corresponding vignette, this argument is dependent on the problem at hand.

We utilize “randomForest” (Liaw and Wiener (2002)) to grow the trees in all of the tree-based approaches. The “varSelRF” package from Diaz-Uriarte (2007) is then used in default mode, except for the fraction of variables to exclude from the prior forest at each iteration. Because there are so few important variables, it is set to 0.5. The “Boruta” package from Kursa et al. (2010) is then used for the Boruta algorithm, with the maximum number of importance source runs set to 1000. Variables are chosen in three steps for VSURF. The algorithm is used to determine the features that survive the prediction stage. The number of trees in each forest is set to 500 while implementing it with the “VSURF” package (Genuer et al. (2019)). VSURF’s default parallelization setting is false. We convert it to TRUE to speed up computations. RRF is implemented using “RRF” package (Deng and Runger (2012)), with \( \gamma \) set to 0.5 to obtain regularization coefficients. Finally, the “vita” package Celik (2015)) is used to implement the PIMP and NTA methods. Both techniques would consider features with \( p \)-values less than 0.05 to be picked.

All the codes are run in RStudio Version 1.4.1717, equipped with R version 4.1.0, on a laptop with 8GB RAM and an 8-core AMD processor. Barring the specifications above, other arguments in all the packages are used in the default settings. All the functions execute on a single core, with the exception of SIVS and VSURF, which have parallelization enabled by the function itself.
3.2. Evaluation metrics

In the simulation study, we use ten different metrics to evaluate the performance of various methods. As we pointed out before, our objective is to assess the parsimony and correctness of the variable selection methods and their accuracy in estimation and prediction.

In order to address the first aspect above, we find the number of selected variables in each iteration and calculate the average across all iterations. It helps us to identify if a method performs well in selecting the correct number of important covariates. However, the correct number of covariates does not necessarily imply the correct set of covariates. We compute the average proportions of important and unimportant variables selected to analyse this particular property. A good procedure is expected to attain a near-correct selected number of variables. Further, the percentage of important variables selected should be close to 100%, while the same for the unimportant variables is expected to be close to zero. To define these quantities mathematically, let $\hat{\beta}_j$ and $\beta_j$ (for $1 \leq j \leq m$) be the estimated and the true coefficients. We use $\hat{\beta}$ and $\beta$ to denote the corresponding vectors. Then, the aforementioned quantities are defined as

\[
\text{Selected} = \|\hat{\beta}\|_0, \\
\text{Imp\%} = \frac{\# \{1 \leq j \leq m : \hat{\beta}_j \neq 0, \beta_j \neq 0\}}{\# \{1 \leq j \leq m : \beta_j \neq 0\}}, \\
\text{Unimp\%} = \frac{\# \{1 \leq j \leq m : \hat{\beta}_j \neq 0, \beta_j = 0\}}{\# \{1 \leq j \leq m : \beta_j = 0\}}.
\] (3.1)

Comparison of the estimation performance of the methods is done through two different measures, which are remarkably popular in statistical literature (Chai and Draxler (2014)). These are mean squared error (MSE) and mean absolute error (MAE). For both measures, we shall report the median values across all iterations. Because tree-based methods are not typically used for estimation purposes, we calculate these errors only for the other typologies. The formal definitions of these measures are provided below.

\[
\text{MSE} = \frac{1}{n} \sum_{j=1}^{m} (\beta_j - \hat{\beta}_j)^2, \quad \text{MAE} = \frac{1}{n} \sum_{j=1}^{m} |\beta_j - \hat{\beta}_j|.
\] (3.2)

For assessing the prediction accuracy of different methods, in each experiment, the data is divided into a training set and a test set, the latter being denoted as $S_{te}$. We fit each method to the training set and use that to predict the probability distribution for the observations in $S_{te}$. Below, $\hat{\pi}_i$ denotes the predicted probability of success for the $i^{th}$ event in the test set.

Now, to evaluate the prediction performance, we first compute the empirical accuracy as the percentage of overall correct predictions where success is predicted by ($\hat{\pi}_i > 0.5$). Next, we calculate the precision and the recall. The first one measures the accuracy of positives classified by the method, whereas recall measures the ability of a method to classify positives correctly. Both have their advantages in judging the prediction accuracy of a method. These measures lie between 0 and 1, and higher values are preferred. If TP, FP, and FN denote the true positives, the false positives and the false negatives respectively, then the above three quantities are defined as follows:

\[
\text{Accuracy} = 100 \left( \frac{TP + TN}{TP + FP + TN + FN} \right), \quad \text{Precision} = \frac{TP}{TP + FP}, \quad \text{Recall} = \frac{TP}{TP + FN}.
\] (3.3)

Evidently, the above measures give an idea of the classification abilities of the method. However, they cannot provide an adequate idea of the predictive accuracy in the LRM setup where not only the predicted category, but also the predictive distribution is crucial (Czado et al. (2009)). To tackle this aspect, we use the Brier score (Brier (1950)) and show the closeness of the predicted probability distribution to the
observed outcome. It is a proper scoring rule and is defined as

\[
Brier = \frac{1}{|S_{te}|} \sum_{i \in S_{te}} (y_i - \hat{p}_i)^2.
\]  

(3.4)

Finally, we compute the average time taken by each variable selection method in each iteration under different settings. Computational time is always a pivotal metric in such studies, for a time-consuming method can turn out to be an infeasible choice in high-dimensional cases.

3.3. Simulation results

In Figure 1 below, we first provide a concise outline of recommended methods based on their ability to select variables and predict outcomes in different dimensional setup. The methods are classified into smaller subgroups based on the similarities and dissimilarities in their behaviors, and we indicate whether each subgroup is suitable in terms of the aforementioned criteria for the three settings. For instance, one can see that the popular variable selection methods LASSO, ALASSO and ElasticNet are suitable for every setting in terms of their predictive abilities, but their selection accuracy are not great. Furthermore, in each subgroup, we include some related points that might help readers to choose the best method for their needs. Overall, based on the simulation results, we recommend that SIVS should be used in a low-dimensional setup whereas in both moderate and high-dimensional setups, MCP is arguably the most appropriate method. In case of the latter settings, the Best Subset approach can also be used if the sample size n is large.

![Figure 1: Recommendations based on selection and prediction accuracy](image)

Let us now go over the simulation results in more detail. We look at three important metrics (selected
number of variables, MSE and prediction accuracy) for all the methods in all setups. These are presented in tables 3, 4 and 5, for different choices of \( n \). For the sake of brevity, detailed results on all other metrics are deferred to the Appendix (Table A1 to Table A9). We also look at the percentage of important and unimportant variables selected by each method in all the setups (figures 2, 3 and 4, shown in Section 6). Because all of the setups are shown on the same scale in these figures, the values corresponding to Unimp% in box plots drops to a very low number with the increment in \( m \). These graphs show how the percentage fluctuates across different settings for a fixed \( n \). To get the exact values of these percentages, please see the aforementioned tables in the Appendix.

Table 3: Three important performance metrics for all the methods under different simulation setups in case of \( n = 100 \).

| Setup           | Independent case | Correlated case |
|-----------------|------------------|-----------------|
| Method          | Selected MSE     | Accuracy        | Selected MSE | Accuracy | Selected MSE | Accuracy |
| LASSO           | 6.43             | 0.38            | 83.30        | 18.43     | 0.19        | 83.45     |
| ElasticNet      | 6.33             | 1.60            | 82.30        | 17.63     | 0.37        | 79.65     |
| ALASSO          | 3.91             | 0.21            | 83.90        | 13.14     | 0.11        | 83.25     |
| SparseStep      | 2.54             | 0.22            | 84.00        | 2.61      | 0.10        | 82.35     |
| Best Subset     | 3.67             | 0.24            | 84.15        | 3.85      | 0.11        | 82.85     |
| SCAD            | 4.37             | 0.29            | 84.35        | 9.95      | 0.13        | 84.20     |
| MCP             | 3.09             | 0.30            | 84.65        | 5.78      | 0.14        | 84.00     |
| SIS             | 2.71             | 0.38            | 83.60        | 3.35      | 0.12        | 82.35     |
| ISIS            | 2.71             | 0.38            | 83.60        | 3.85      | 0.07        | 82.60     |
| SIVS            | 3.08             | 0.80            | 84.57        | 4.06      | 0.20        | 82.55     |
| varSelRF        | 2.67             | 0.41            | 80.75        | 6.45      | 0.19        | 81.00     |
| PIMP            | 2.45             | 0.41            | 80.89        | 7.89      | 0.19        | 81.65     |
| Boruta          | 2.86             | 0.30            | 81.70        | 5.68      | 0.12        | 80.90     |
| VSURF           | 2.77             | 0.30            | 81.12        | 4.37      | 0.11        | 76.77     |
| RRF             | 3.40             | 0.30            | 80.74        | 3.67      | 0.14        | 76.65     |
| NTA             | 3.43             | 0.30            | 80.37        | 12.36     | 0.20        | 74.60     |

Across all eighteen simulation configurations, we see that the tree-based approaches have the lowest efficacy in selecting appropriate variables. In case of a fixed value of \( n \), the selection performance for all methods in each setup declines as the number of variables grows. Except for ElasticNet, PIMP, Boruta, and NTA, the performances of the methods in terms of the number of selected variables is not significantly different from independent to correlated setup. In the correlated scenario, those four methods often select more variables than in the independent case. However, the values of Imp% and Unimp%
Table 4: Three important performance metrics for all the methods under different simulation setups in case of \( n = 200 \).

| Setup          | \( m = 10, p = 3 \) | \( m = 100, p = 5 \) | \( m = 1000, p = 10 \) |
|---------------|------------------|------------------|------------------|
| Method        | Selected MSE     | Accuracy          | Selected MSE     | Accuracy          | Selected MSE     | Accuracy          |
| LASSO         | 6.55 0.20        | 85.28             | 24.61 0.10       | 85.60             | 53.70 0.06       | 82.70             |
| ElasticNet    | 6.76 0.78        | 84.53             | 15.90 0.30       | 82.80             | 47.25 0.05       | 80.28             |
| ALASSO        | 3.84 0.14        | 85.22             | 16.26 0.04       | 85.17             | 42.14 0.04       | 82.08             |
| SparseStep    | 3.14 0.10        | 85.50             | 3.45 0.03        | 85.92             | 4.36 0.03        | 84.45             |
| Best Subset   | 3.83 0.14        | 85.05             | 4.19 0.05        | 85.53             | 5.82 0.04        | 84.97             |
| SCAD          | 3.72 0.11        | 85.15             | 9.58 0.05        | 86.10             | 24.68 0.03       | 86.70             |
| MCP           | 3.37 0.11        | 85.40             | 6.19 0.04        | 86.47             | 11.88 0.03       | 86.85             |
| SIS           | 2.78 0.15        | 85.42             | 7.36 0.23        | 84.17             | 6.08 0.04        | 81.03             |
| ISIS          | 2.78 0.15        | 85.42             | 7.36 0.23        | 84.17             | 6.97 0.02        | 84.15             |
| SIVS          | 3.06 0.62        | 85.56             | 4.61 0.12        | 85.55             | 4.34 0.07        | 83.28             |
| varSelRF      | 2.90             | 82.53             | 8.00             | 80.80             | 37.54            | 73.58             |
| PIMP          | 2.56             | 82.67             | 8.30             | 80.60             | 83.43            | 71.78             |
| Boruta        | 3.04             | 82.47             | 6.14             | 81.83             | 9.77             | 75.33             |
| VSURF         | 3.05             | 82.55             | 4.89             | 81.20             | 9.73             | 76.65             |
| RRF           | 3.35             | 82.27             | 3.30             | 80.18             | 3.90             | 75.95             |
| NTA           | 3.59             | 82.83             | 12.69            | 79.75             | 81.06            | 71.42             |

from figures 2 to 4 show some variability. ElasticNet, PIMP, Boruta, and NTA have more fluctuation since they select a larger number of variables in correlated cases. One probable explanation is that in the situation of correlated variables, if two variables are significantly associated but only one is significant, a few approaches cannot make the proper choice. Alternatively, if multiple variables are substantially connected and more than one variable is relevant, some methods fail to make the correct choice and select only one variable.

Except for LASSO in the independent case and SCAD in the correlated scenario, for \( n = 100 \), all approaches’ prediction accuracy declines as the number of variables increases. However the behavior changes in case of different values of \( n \). For a sample size of 200 under the independent setup, as the number of variables increases, the prediction accuracy of convex penalty methods SCAD and MCP increases whereas it drops for ALASSO, ElasticNet, and all tree-based and screening-based methods. In the correlated setup though, all methods record almost similar accuracy in low and moderate dimensions but we see a decline in the high-dimensional case.

Finally, under the setup of \( n = 500 \), all penalty-based and screening-based methods except SIVS
Table 5: Three important performance metrics for all the methods under different simulation setups in case of $n = 500$.

| Method        | Independent case | Correlated case |
|---------------|------------------|-----------------|
|               | $m = 10$, $p = 3$ | $m = 100$, $p = 5$ | $m = 1000$, $p = 10$ |
| LASSO         | 7.35 0.12 84.23 32.40 0.08 87.23 98.36 0.03 88.40 | 9.00 0.08 84.85 29.45 0.07 87.97 92.09 0.04 88.28 | 4.28 0.06 84.90 17.63 0.33 87.99 97.06 0.02 89.13 |
| ElasticNet    | 6.78 0.30 83.91 14.90 0.32 86.11 79.46 0.04 86.71 | 4.28 0.06 84.90 17.63 0.33 87.99 97.06 0.02 89.13 | 4.28 0.06 84.90 17.63 0.33 87.99 97.06 0.02 89.13 |
| ALASSO        | 3.97 0.06 84.59 18.55 0.02 87.98 73.11 0.01 90.84 | 4.28 0.06 84.90 17.63 0.33 87.99 97.06 0.02 89.13 | 4.28 0.06 84.90 17.63 0.33 87.99 97.06 0.02 89.13 |
| SparseStep    | 3.54 0.04 84.32 4.67 0.01 87.98 73.11 0.01 90.84 | 4.28 0.06 84.90 17.63 0.33 87.99 97.06 0.02 89.13 | 4.28 0.06 84.90 17.63 0.33 87.99 97.06 0.02 89.13 |
| Best Subset   | 3.61 0.06 84.28 4.87 0.02 87.90 81.64 0.01 90.93 | 4.28 0.06 84.90 17.63 0.33 87.99 97.06 0.02 89.13 | 4.28 0.06 84.90 17.63 0.33 87.99 97.06 0.02 89.13 |
| SCAD          | 3.59 0.06 83.98 10.11 0.01 88.01 29.38 0.01 91.00 | 4.28 0.06 84.90 17.63 0.33 87.99 97.06 0.02 89.13 | 4.28 0.06 84.90 17.63 0.33 87.99 97.06 0.02 89.13 |
| MCP           | 3.33 0.05 84.32 7.01 0.01 87.98 34.71 0.01 89.68 | 4.28 0.06 84.90 17.63 0.33 87.99 97.06 0.02 89.13 | 4.28 0.06 84.90 17.63 0.33 87.99 97.06 0.02 89.13 |
| SIS           | 2.77 0.06 84.23 4.77 0.03 87.34 8.08 0.02 88.85 | 4.28 0.06 84.90 17.63 0.33 87.99 97.06 0.02 89.13 | 4.28 0.06 84.90 17.63 0.33 87.99 97.06 0.02 89.13 |
| ISIS          | 2.77 0.06 84.23 4.77 0.03 87.34 14.99 0.04 88.89 | 4.28 0.06 84.90 17.63 0.33 87.99 97.06 0.02 89.13 | 4.28 0.06 84.90 17.63 0.33 87.99 97.06 0.02 89.13 |
| SIVS          | 3.05 0.36 84.54 4.15 0.13 86.39 4.35 0.05 84.73 | 4.28 0.06 84.90 17.63 0.33 87.99 97.06 0.02 89.13 | 4.28 0.06 84.90 17.63 0.33 87.99 97.06 0.02 89.13 |
| varSelRF      | 3.09 0.16 81.56 7.30 0.07 84.07 28.59 0.01 81.68 | 4.28 0.06 84.90 17.63 0.33 87.99 97.06 0.02 89.13 | 4.28 0.06 84.90 17.63 0.33 87.99 97.06 0.02 89.13 |
| PIMP          | 2.80 0.30 81.43 8.33 0.07 84.30 89.88 0.01 78.68 | 4.28 0.06 84.90 17.63 0.33 87.99 97.06 0.02 89.13 | 4.28 0.06 84.90 17.63 0.33 87.99 97.06 0.02 89.13 |
| Boruta        | 3.35 0.31 81.84 5.92 0.07 83.99 8.43 0.01 82.44 | 4.28 0.06 84.90 17.63 0.33 87.99 97.06 0.02 89.13 | 4.28 0.06 84.90 17.63 0.33 87.99 97.06 0.02 89.13 |
| VSURF         | 3.52 0.31 81.73 5.33 0.07 84.20 9.58 0.01 82.56 | 4.28 0.06 84.90 17.63 0.33 87.99 97.06 0.02 89.13 | 4.28 0.06 84.90 17.63 0.33 87.99 97.06 0.02 89.13 |
| RRF           | 3.56 0.36 81.55 3.47 0.07 82.12 4.12 0.01 78.74 | 4.28 0.06 84.90 17.63 0.33 87.99 97.06 0.02 89.13 | 4.28 0.06 84.90 17.63 0.33 87.99 97.06 0.02 89.13 |
| NTA           | 4.08 0.36 82.05 12.99 0.07 83.95 73.66 0.01 79.18 | 4.28 0.06 84.90 17.63 0.33 87.99 97.06 0.02 89.13 | 4.28 0.06 84.90 17.63 0.33 87.99 97.06 0.02 89.13 |

improve prediction accuracy as the number of variables increases in all setups. In the correlated scenario, the prediction accuracy of RRF decreases as the number of variables increases. In other cases not covered above, accuracy increases as the number of variables increases from 10 to 100 and decreases as the number of variables increases from 100 to 1000.

One intriguing finding is that in a low-dimensional configuration, the MSE values for estimating the coefficients for ElasticNet are quite high. As a result, even though the selection patterns and accuracy metrics are good, we might argue that the estimated coefficients in the low-dimensional setting from ElasticNet should not be trusted.

For a fixed value of $m$, one can observe that in most situations, the number of variables selected by a method rises as the value of $n$ increases. In the low-dimension case, we find that only LASSO and ElasticNet pick a larger number of variables. When we increase the value of $m$ to 100, we notice that ALASSO, PIMP, and NTA pick a greater number of variables, with a faster increment rate than LASSO and ElasticNet. In fact, the number of selected variables by ElasticNet decreases as the number of observations increases when $m = 100$. Eventually in the high dimensional case, the increment rates in
picking variables for PIMP and NTA becomes exceptionally high. According to our findings, only MCP, Boruta, and VSURF select close to the correct number of variables. On the other hand, LASSO, ALASSO, ElasticNet, SCAD, VarSelRF, PIMP and NTA select a greater number of variables in general, whereas SparseStep, Best Subset, and RRF select only a few in all iterations. In this regard, screening-based approaches are most conservative.

As a last piece in this section, we investigate the time complexity of the sixteen methods under different setups. Since the computational challenges are not dependent on the correlation structures of the regressors, we calculate the average time for all the methods for different choices of \( n, m, p \), taking the correlated and the independent case together. These values are displayed in Figure 5 in Section 6, and one can notice that the time consumption increases as the number of features increases. Except for ElasticNet, all penalty-based approaches take extremely little time in all situations. ElasticNet’s computational burden is higher because it selects more variables most of the time. SIVS, when compared to other screening-based approaches, requires a significant amount of time. It is worth noting that as the value of \( n \) rises, so does the computation time for SIVS. We should also mention that VSURF and PIMP are the most expensive among the tree-based approaches, although VarSelRF and NTA also require a long time. RRF is the quickest tree-based approach, and its complexity does not vary much depending on the situation. When the number of variables is 100, we see that SIVS takes a longer time than other approaches. In contrast, when \( m = 1000 \), SIVS takes a long time at first, but when \( n \) increases, the rate of increase in computing time for VSURF and PIMP is relatively higher.

4. An application to a real dataset

In this section, we consider a high dimensional classification dataset that uses the gene expression data of prostate cancer patients. Originally from the study of Singh et al. (2002), this dataset is freely available in the R package sda (Ahdesmaki et al. (2021)) and has been widely studied by many researchers (see e.g. Efron (2009), Genuer et al. (2010)). The dataset contains relevant information of 6033 genes for 102 subjects – 52 prostate cancer patients and 50 healthy men. It falls within the regime of the LRM, as the response variable can be taken as whether a subject is a cancer patient or not, and the objective is to identify which genes are responsible for prostate cancer.

For this dataset, we analyze and compare the performances of all of the variable selection methods discussed and explored in the previous sections. To begin with, using the complete data, we investigate the number of selected variables, running time and the accuracy in fitting the data for the sixteen methods. These results are detailed in Table 6. Note that, because the true set of important variables are unknown, we can only present the selected number of variables, Brier score for the fitted probability distributions and the time taken by each method. To further understand how well the models fit the data, we calculate and report the area under the curve (AUC) as well.

Among the norm-based penalty methods, we notice that except for SparseStep, all other techniques register great accuracy in classifying the patients correctly. However, the number of variables selected varies substantially among all the methods. While LASSO and ALASSO select a moderately high number of variables, ElasticNet, potentially due to the properties of ridge regularization, selects as many as 875 variables and renders an immensely complex model. On the contrary, SparseStep selects only one gene, and it is still found to have the AUC value of 0.764. The Best Subset method, in the sense of parsimony and accuracy, tends to be the most appropriate approach as it selects 19 variables and records an AUC value of 1 and a fitted Brier score of 0.005.

Among the concave penalty-based methods, MCP is more parsimonious compared to SCAD, and both have near to one AUC score. We also find that all screening-based methods select only five genes and record good AUC and Brier scores, reflecting their usefulness in high dimensional data. Meanwhile, all the tree-based methods are found to fit the data very well. So far as the feature selection goes, except for RRF, VSURF and VarSelRF, other three techniques pick many genes to be important. They take considerable time to run as well. VSURF in particular is exceedingly time-consuming, which is inline
Table 6: Comparison of the sixteen methods in the real data \((n = 102, m = 6033)\).

| Method      | Selected | AUC | Brier | Time   |
|-------------|----------|-----|-------|--------|
| LASSO       | 75       | 1   | 0.000 | 0.019  |
| ElasticNet  | 875      | 1   | 0.000 | 1.058  |
| ALASSO      | 44       | 1   | 0.000 | 0.118  |
| SparseStep  | 1        | 0.764| 0.185 | 0.450  |
| Best Subset | 19       | 1   | 0.005 | 0.161  |
| SCAD        | 50       | 1   | 0.018 | 0.102  |
| MCP         | 15       | 0.999| 0.057 | 0.066  |
| SIS         | 5        | 0.935| 0.092 | 0.006  |
| ISIS        | 5        | 0.956| 0.077 | 0.120  |
| SIVS        | 5        | 0.945| 0.088 | 4.731  |
| VarSelRF    | 23       | 1   | 0.001 | 1.473  |
| PIMP        | 550      | 1   | 0.003 | 11.113 |
| Boruta     | 195      | 1   | 0.002 | 4.209  |
| VSURF      | 13       | 1   | 0.002 | 179.289|
| RRF         | 6        | 1   | 0.002 | 0.291  |
| NTA         | 1325     | 1   | 0.004 | 4.907  |

with the discussion of time complexity in Section 3.3. Overall, one can consider VarSelRF as the most acceptable approach since it selects 23 variables and records an AUC of 1 and a fitted Brier score of 0.001, the lowest of all tree-based methods.

Next, to further demonstrate the effectiveness of these methods, we focus on the consistency in variable selection and estimation, as well as prediction performance. Here, we randomly select 80% of the dataset as a training set and the remaining 20% as a test set. This process is repeated for many iterations and the results are recorded. Due to the excessive computational burden, PIMP and VSURF are not considered here. For the other fourteen methods, in an attempt to evaluate how consistently a method determines the set of important variables across different iterations, we define a measure of similarity following the Sokal-Michener index (Valsecchia and Todeschinia (2020)). Let us use \(\hat{\beta}_{ik}\) to denote the estimated value of the \(i^{th}\) coefficient in the \(k^{th}\) iteration. Then the Sokal-Michener similarity index, for the \(k^{th}\) and the \(l^{th}\) iteration corresponding to a method, is computed as

\[
SM_{kl} = \frac{\# \{1 \leq i \leq m : (\hat{\beta}_{ik} \neq 0 \text{ and } \hat{\beta}_{il} \neq 0) \text{ or } (\hat{\beta}_{ik} = 0 \text{ and } \hat{\beta}_{il} = 0)\}}{m}. \tag{4.1}
\]

Using the above, if \(r\) is the total number of iterations, then the global similarity index for a method is given as

\[
SM = \frac{1}{\binom{r}{2}} \sum_{k=1}^{r-1} \sum_{l=k+1}^{r} SM_{kl}. \tag{4.2}
\]

Furthermore, to estimate how consistently a method estimates the coefficients of the variables across different iterations, we define the following consistency index (CI)

\[
CI = \frac{1}{m} \sum_{i=1}^{m} \frac{1}{(r - 1)} \sum_{j=1}^{r} \left( \hat{\beta}_{ij} - \frac{1}{r} \sum_{j=1}^{r} \hat{\beta}_{ij} \right)^2. \tag{4.3}
\]

The above measure signifies the average variation in the estimated coefficients across all iterations. Observe that the consistency index is not defined for tree-based methods as coefficient values are not
estimated in those cases. Hence it is calculated for the other ten methods. A lower value of this index is desired to obtain consistency in estimating the coefficients of the variables.

Table 7: Comparison of similarity and consistency in variable selection, estimation, prediction and computational complexity for all the methods (except VSURF and PIMP) across randomly generated train-test splits of the real data.

| Method   | Selected | Similarity | Consistency (in $10^{-4}$) | Time  | Brier |
|----------|----------|------------|----------------------------|-------|-------|
| LASSO    | 51.15 ± 6.59| 0.989      | 3.917                      | 0.047 | 0.155 |
| ALASSO   | 41.90 ± 4.02| 0.992      | 8.045                      | 0.234 | 0.152 |
| SparseStep| 1.00 ± 0.65| 0.999      | 3.219                      | 0.246 | 0.244 |
| ElasticNet| 630.95 ± 306.18| 0.892 | 1.902                      | 1.602 | 0.069 |
| BestSubset| 18.30 ± 1.45| 0.996      | 2.498                      | 0.161 | 0.153 |
| SCAD     | 38.80 ± 4.73| 0.992      | 0.079                      | 0.058 | 0.153 |
| MCP      | 11.55 ± 2.31| 0.997      | 0.190                      | 0.052 | 0.203 |
| SIS      | 4.00 ± 0.32| 0.999      | 8.257                      | 0.008 | 0.236 |
| ISIS     | 4.10 ± 0.45| 0.999      | 27.647                     | 0.141 | 0.261 |
| SIVS     | 4.25 ± 0.55| 0.999      | 2.696                      | 2.923 | 0.246 |
| VarSelRF | 17.30 ± 10.59| 0.997     | 1.097                      | 0.033 |       |
| Boruta   | 161.55 ± 6.89| 0.986 | 2.338                      | 0.028 |       |
| RRF      | 5.25 ± 1.16| 0.999      | 0.147                      | 0.064 |       |
| NTA      | 1121.60 ± 26.87| 0.810 | 1.642                      | 0.042 |       |

Table 7 demonstrates that the behavior of all methods except Boruta, in terms of the number of variables selected, are pretty similar to the simulation study conducted for the high-dimensional data. SparseStep is identified to be the sparsest method. It typically selects only one gene in this real application. Best Subset, MCP, and VarSelRF pick a few number of regressors. Furthermore, we observe that the first two approaches select variables with low variability, while VarSelRF records greater variability in this regard. LASSO, ALASSO, and SCAD on average select moderate number of variables; whereas ElasticNet and NTA select a very high number of covariates. It is however interesting that despite selecting more than 1000 variables on an average, NTA is very consistent, i.e. there is minimal variation in the number of the selected genes by this method. Contrary to that, ElasticNet shows high variability in variable selection, although the estimated coefficients do not differ much. Finally, akin to the simulation study, screening-based methods tend to select only a handful of variables. It clearly depicts their tightness in picking only an appropriate and small set of variables in such a high dimensional data.

The above observations are reaffirmed from the similarity index column of Table 7. Methods with a high number of selected variables are generally not uniform in selecting the same set of genes across the iterations, while the screening-based methods are most homogeneous in selecting the important covariates. A conflicting point is noted from the consistency index which indicates that the estimated coefficients in screening-based typology are not homogeneous and that the concave penalty-based methods are the most dependable in this front. In fact, ISIS appears to be the most inconsistent method among all the non-tree-based methods in estimating the coefficients of the variables.

The behaviors of the procedures of the last type are discovered to be dramatically different. RRF picks a small number of features but has a larger level of variability in variable selection than screening-based approaches. It is also one of the quickest algorithms. VarSelRF selects a modest amount of variables, but does so with greater variability than the Best subset and MCP techniques. Boruta and NTA, on the other hand, choose a lot of features in general and are more time-consuming approaches.

As a final piece of this section, we compare the prediction performance of the fourteen methods. The last column of Table 7 displays the average Brier scores across different iterations. We find that the screening-based methods are in general the least effective in predicting the true classes. In contrast, the tree-based methods and the ElasticNet are the best to classify the category of a patient in the out-of-sample data. Their Brier scores are, in truth, about four times better than the screening-based methods.
and more than two times better than other penalty-based methods. ElasticNet, possibly due to the selection of a bigger set of relevant genes, registers higher prediction accuracy than other penalty or screening-based methods. Among the tree-based methods, VarSelRF appears to be the most efficient choice. It generally selects sufficient number of genes to identify the category of the patients and registers high Brier score. In contrast, albeit Boruta marginally improves the prediction accuracy, it typically chooses almost ten times the number of genes that VarSelRF does. RRF, meanwhile, picks about one-third number of variables as compared to VarSelRF, but the error is nearly twice that of the latter.

Based on the aforementioned findings, we make the following conjecture. In a medical study similar to above, if it is critical to identify all essential genes that may be linked to a disease, Boruta and VarSelRF may be the best approaches. The former selects a high number of variables and registers the best prediction performance, whereas the latter selects moderate number of variable without a significant drop in the accuracy. RRF is extremely restrictive in terms of variable selection and may not be suitable in similar applications. Amongst the penalty or screening based methods, only ElasticNet can be an effective method, and it usually chooses an exhaustive set of features that would provide good predictive performance.

5. Concluding Remarks

In this study, we have considered four types of classical variable selection methods in the regression model for the binary data, and assessed their efficacy in eighteen different simulation setups related to different dimensional cases of correlated and uncorrelated covariates. The accuracy of the methods deviate from one setting to another. For instance, in the low dimensional data where the number of observations is much higher than the number of predictors, SIVS, Best Subset, and MCP can be used. In these cases, LASSO and ElasticNet methods should be avoided as they select higher number of unimportant variables. In a moderate dimensional setting where the number of predictors is comparable to the number of observations, Best Subset and MCP still continue to perform well. SCAD can also be used in these cases as they are fast and accurate in out-of-sample predictions, albeit the former tends to select slightly greater number of covariates than the truth.

The results for the high-dimensional setting is more intriguing. We notice that the screening-based methods lean towards selecting very less number of variables. Thus, if the purpose is to choose a sparse yet good model, then these methods can be very useful. They provide acceptable prediction accuracy as well. Otherwise, concave penalty-based methods like SCAD and MCP can be good choices as they select appropriate number of total and important variables and record the lowest Brier scores in high dimensional setup. Based on the real application, we can also ascertain that Boruta and varSelRF are excellent choices in gene expression studies as they select appropriate number of important genes and registers the best prediction accuracy. On a related note, practitioners are often interested in detecting an exhaustive list of covariates which may be correlated with the binary response variable. In such research problems, ElasticNet or NTA, which tend to select a higher number of variables, can be more suitable algorithms for such requirements. Since LASSO can only select up to \( \min\{n, m\} \) number of variables, it is not recommended in these problems, despite its predictive accuracy being at par with other penalty-based methods. We also note that SIVS, VSURF and PIMP take a lot of time to function even with appropriate parallelization, and thus they should be avoided while working with very high dimensional data with large \( n \).

We want to conclude this paper with a succinct account of some future scopes of our work. Throughout the simulation study in this article, the number of important variables is taken to be substantially smaller than the number of observations, which may not be the case in some real-life applications. For example, in the application in Section 4, typically the tree-based methods are performing better and they are found to select more than 100 variables. Moreover, in such instances, covariates are likely to be correlated and can have grouping effects. Therefore, though the considered penalty-based approaches fail to provide good results in these situations, one may take resort to group LASSO type of estimators which are not
evaluated in this work. To that end, it would be a valuable exercise to extend the review and simulations to include methods that incorporate the inherent group structures in the regressor set.

It is also worth mention that we work with continuous predictors in this paper, and discrete or categorical variables can be added as covariates, although that is not expected to affect the findings significantly. Furthermore, because of computational constraints, we have not incorporated ultra high-dimensional cases in this paper and it would be interesting to see if the performances of the methods alter much in those cases. Naturally, there is a sizeable scope of extending the simulations to more experimental frameworks.

Regarding the review and comparison of methods, we reiterate that our focus has been restricted on the frequentist approaches in the four typologies. Therefore, Bayesian variable selection procedures such as horseshoe shrinkage priors are not included in this work. Few other recent advances in machine learning (e.g. genetic algorithms and its variants) are also not discussed here. A prospective direction to our work would be to cover all such possible techniques and use appropriate measures to compare their virtues across various settings. Last but not the least, we earlier pointed out that there are several methods (CASE, FA-CAR, RSO etc.) the theory of which have been developed for the linear models, but the implementation in generalised linear models are yet to be explored. A future endeavor to improve the existing research on that note would be extremely valuable for both statisticians and practitioners.

References

Adam, E., Deng, H., Odindi, J., Abdel-Rahman, E. M., and Mutanga, O. (2017). Detecting the early stage of phaeosphaeria leaf spot infestations in maize crop using in situ hyperspectral data and guided regularized random forest algorithm. Journal of Spectroscopy.

Ahdesmaki, M., Zuber, V., Gibb, S., and Strimmer, K. (2021). sda: Shrinkage Discriminant Analysis and CAT Score Variable Selection. R package version 1.3.8.

Akaike, H. (1998). Information theory and an extension of the maximum likelihood principle. In Selected papers of hirotugu akaike, pages 199–213. Springer.

Algamal, Z. Y. and Lee, M. H. (2015). Penalized logistic regression with the adaptive LASSO for gene selection in high-dimensional cancer classification. Expert Systems with Applications, 42(23):9326–9332.

Altmann, A., Toloşi, L., Sander, O., and Lengauer, T. (2010). Permutation importance: a corrected feature importance measure. Bioinformatics, 26(10):1340–1347.

Arayeshgari, M., Tapak, L., Roshanaei, G., Poorolajal, J., and Ghaleiha, A. (2020). Application of group smoothly clipped absolute deviation method in identifying correlates of psychiatric distress among college students. BMC psychiatry, 20:1–11.

Bertoncelli, C. M., Altamura, P., Vieira, E. R., Iyengar, S. S., Solla, F., and Bertoncelli, D. (2020). PredictMed: A logistic regression–based model to predict health conditions in cerebral palsy. Health informatics journal, 26(3):2105–2118.

Breaux, H. J. (1967). On stepwise multiple linear regression. Technical report, Army Ballistic Research Lab Aberdeen Proving Ground Md.

Breheny, P. and Huang, J. (2011). Coordinate descent algorithms for nonconvex penalized regression, with applications to biological feature selection. Annals of Applied Statistics, 5(1):232–253.

Breiman, L. (1995). Better subset regression using the nonnegative garrote. Technometrics, 37(4):373–384.
Breiman, L. (2001). Random forests. Machine learning, 45(1):5–32.

Brier, G. W. (1950). Verification of forecasts expressed in terms of probability. Monthly weather review, 78(1):1–3.

Bühlmann, P. and Van De Geer, S. (2011). Statistics for high-dimensional data: methods, theory and applications. Springer Science & Business Media.

Celik, E. (2015). vita: Variable Importance Testing Approaches. R package version 1.0.0.

Chai, T. and Draxler, R. R. (2014). Root mean square error (RMSE) or mean absolute error (MAE)?– Arguments against avoiding RMSE in the literature. Geoscientific model development, 7(3):1247–1250.

Costa e Silva, L., Fragoso, M. I., and Teles, J. (2017). Physical activity–related injury profile in children and adolescents according to their age, maturation, and level of sports participation. Sports health, 9(2):118–125.

Cui, X., Xiao, R., Liu, X., Qiao, H., Zheng, X., Zhang, Y., and Du, J. (2021). Adaptive LASSO logistic regression based on particle swarm optimization for Alzheimer’s disease early diagnosis. Chemometrics and Intelligent Laboratory Systems, 215:104316.

Czado, C., Gneiting, T., and Held, L. (2009). Predictive model assessment for count data. Biometrics, 65(4):1254–1261.

Dara, S., Banka, H., and Annavarapu, C. S. R. (2017). A rough based hybrid binary PSO algorithm for flat feature selection and classification in gene expression data. Annals of data science, 4(3):341–360.

Deng, H. and Runger, G. (2012). Feature selection via regularized trees. In The 2012 International Joint Conference on Neural Networks (IJCNN), pages 1–8. IEEE.

Deng, H. and Runger, G. (2013). Gene selection with guided regularized random forest. Pattern Recognition, 46(12):3483–3489.

Desboulets, L. D. D. (2018). A review on variable selection in regression analysis. Econometrics, 6(4):45.

Diaz-Uriarte, R. (2007). Genesrf and varselrf: a web-based tool and r package for gene selection and classification using random forest. BMC bioinformatics, 8(1):1–7.

Diaz-Uriarte, R. and de Andrés, S. A. (2005). Variable selection from random forests: application to gene expression data. arXiv preprint q-bio/0503025.

Doornik, J. A. et al. (2009). Autometrics. Castle, and Shephard (2009), pages 88–121.

Efron, B. (2009). Empirical Bayes estimates for large-scale prediction problems. Journal of the American Statistical Association, 104(487):1015–1028.

Efron, B., Hastie, T., Johnstone, I., and Tibshirani, R. (2004). Least angle regression. The Annals of statistics, 32(2):407–499.

Epprecht, C., Guegan, D., Veiga, Á., and Correa da Rosa, J. (2021). Variable selection and forecasting via automated methods for linear models: LASSO/adaLASSO and Autometrics. Communications in Statistics-Simulation and Computation, 50(1):103–122.

Fan, J. and Li, R. (2001). Variable selection via nonconcave penalized likelihood and its oracle properties. Journal of the American statistical Association, 96(456):1348–1360.
Fan, J. and Lv, J. (2008). Sure independence screening for ultrahigh dimensional feature space. Journal of the Royal Statistical Society: Series B (Statistical Methodology), 70(5):849–911.

Fan, J. and Lv, J. (2010). A selective overview of variable selection in high dimensional feature space. Statistica Sinica, 20(1):101.

Frank, L. E. and Friedman, J. H. (1993). A statistical view of some chemometrics regression tools. Technometrics, 35(2):109–135.

Friedman, J., Hastie, T., and Tibshirani, R. (2010). Regularization paths for generalized linear models via coordinate descent. Journal of statistical software, 33(1):1–22.

Ganggayah, M. D., Taib, N. A., Har, Y. C., Lio, P., and Dhillon, S. K. (2019). Predicting factors for survival of breast cancer patients using machine learning techniques. BMC medical informatics and decision making, 19(1):1–17.

Genuer, R., Poggi, J.-M., and Tuleau-Malot, C. (2010). Variable selection using random forests. Pattern recognition letters, 31(14):2225–2236.

Genuer, R., Poggi, J.-M., and Tuleau-Malot, C. (2019). VSURF: Variable Selection Using Random Forests. R package version 1.1.0.

Green, P. J. (1984). Iteratively reweighted least squares for maximum likelihood estimation, and some robust and resistant alternatives. Journal of the Royal Statistical Society: Series B (Methodological), 46(2):149–170.

Gregorutti, B., Michel, B., and Saint-Pierre, P. (2017). Correlation and variable importance in random forests. Statistics and Computing, 27(3):659–678.

Hallmark, B. and Dong, J. (2020). Developing roadway safety models for winter weather conditions using a feature selection algorithm. Journal of advanced transportation.

Hapfelmeier, A. and Ulm, K. (2013). A new variable selection approach using random forests. Computational Statistics & Data Analysis, 60:50–69.

Hazimeh, H. and Mazumder, R. (2020). Fast best subset selection: Coordinate descent and local combinatorial optimization algorithms. Operations Research, 68(5):1517–1537.

Hazimeh, H., Mazumder, R., and Nonet, T. (2021). L0Learn: Fast Algorithms for Best Subset Selection. R package version 2.0.3.

Heinze, G., Wallisch, C., and Dunkler, D. (2018). Variable selection—a review and recommendations for the practicing statistician. Biometrical journal, 60(3):431–449.

Hendry, D. F. and Krolzig, H.-M. (1999). Improving on ‘Data mining reconsidered’ by KD Hoover and SJ Perez. The econometrics journal, 2(2):202–219.

Hoerl, A. E. and Kennard, R. W. (1970). Ridge regression: Biased estimation for nonorthogonal problems. Technometrics, 12(1):55–67.

Hurvich, C. M. and Tsai, C. (1990). The impact of model selection on inference in linear regression. The American Statistician, 44(3):214–217.

Janitza, S., Celik, E., and Boulesteix, A.-L. (2018). A computationally fast variable importance test for random forests for high-dimensional data. Advances in Data Analysis and Classification, 12(4):885–915.
Ke, T., Jin, J., and Fan, J. (2014). Covariance assisted screening and estimation. *Annals of statistics*, 42(6):2202.

Ke, Z. T. and Yang, F. (2017). Covariate assisted variable ranking. *arXiv preprint arXiv:1705.10370*.

Kuhn, M. (2021). *caret: Classification and Regression Training*. R package version 6.0-88.

Kursa, M. B., Rudnicki, W. R., et al. (2010). Feature selection with the Boruta package. *J Stat Softw*, 36(11):1–13.

Liang, Y., Liu, C., Luan, X.-Z., Leung, K.-S., Chan, T.-M., Xu, Z.-B., and Zhang, H. (2013). Sparse logistic regression with a L 1/2 penalty for gene selection in cancer classification. *BMC bioinformatics*, 14(1):1–12.

Liaw, A. and Wiener, M. (2002). *Classification and Regression by randomForest*. *R News*, 2(3):18–22.

Mahmoudian, M., Venäläinen, M. S., Klén, R., and Elo, L. L. (2021). Stable Iterative Variable Selection. *Bioinformatics*.

Mallows, C. L. (1995). More comments on Cp. *Technometrics*, 37(4):362–372.

Meinshausen, N. and Bühlmann, P. (2006). High-dimensional graphs and variable selection with the lasso. The annals of statistics, 34(3):1436–1462.

Naik, N. and Mohan, B. R. (2019). Optimal feature selection of technical indicator and stock prediction using machine learning technique. In *International Conference on Emerging Technologies in Computer Engineering*, pages 261–268. Springer.

Rezapur-Shahkolai, F., Gheysvandi, E., Tapak, L., Dianat, I., Karimi-Shahanjari, A., and Heidarmoghadam, R. (2020). Risk factors for low back pain among elementary school students in western Iran using penalized logistic regression. *Epidemiology and Health*, 42.

Saffari, A., Leistner, C., Santer, J., Godec, M., and Bischof, H. (2009). On-line random forests. In 2009 *IEEE 12th international conference on computer vision workshops, iccv workshops*, pages 1393–1400. IEEE.

Saldana, D. F. and Feng, Y. (2018). SIS: An R Package for Sure Independence Screening in Ultrahigh-Dimensional Statistical Models. *Journal of Statistical Software*, 83(2):1–25.

Sanchez-Pinto, L. N., Venable, L. R., Fahrenbach, J., and Churpek, M. M. (2018). Comparison of variable selection methods for clinical predictive modeling. *International journal of medical informatics*, 116:10–17.

Sauerbrei, W. (1999). The use of resampling methods to simplify regression models in medical statistics. *Journal of the Royal Statistical Society: Series C (Applied Statistics)*, 48(3):313–329.

Schwarz, G. (1978). Estimating the dimension of a model. *The annals of statistics*, pages 461–464.

Shevade, S. K. and Keerthi, S. S. (2003). A simple and efficient algorithm for gene selection using sparse logistic regression. *Bioinformatics*, 19(17):2246–2253.

Singh, D., Febbo, P. G., Ross, K., Jackson, D. G., Manola, J., Ladd, C., Tamayo, P., Renshaw, A. A., D’Amico, A. V., Richie, J. P., et al. (2002). Gene expression correlates of clinical prostate cancer behavior. *Cancer cell*, 1(2):203–209.

Speiser, J. L., Miller, M. E., Tooze, J., and Ip, E. (2019). A comparison of random forest variable selection methods for classification prediction modeling. *Expert systems with applications*, 134:93–101.
Steyerberg, E. W., Eijkemans, M. J., and Habbema, J. D. F. (1999). Stepwise selection in small data sets: a simulation study of bias in logistic regression analysis. *Journal of clinical epidemiology*, 52(10):935–942.

Sun, G. and Zhao, T. (2020). Lung adenocarcinoma pathology stages related gene identification. *Mathematical Biosciences and Engineering*, 17(1):737–746.

Sylvester, E. V., Bentzen, P., Bradbury, I. R., Clément, M., Pearce, J., Horne, J., and Beiko, R. G. (2018). Applications of random forest feature selection for fine-scale genetic population assignment. *Evolutionary applications*, 11(2):153–165.

Tian, S., Yu, Y., and Guo, H. (2015). Variable selection and corporate bankruptcy forecasts. *Journal of Banking & Finance*, 52:89–100.

Tibshirani, R. (1996). Regression shrinkage and selection via the lasso. *Journal of the Royal Statistical Society: Series B (Methodological)*, 58(1):267–288.

Valsecchia, C. and Todeschinia, R. (2020). Similarity/Diversity Indices on Incidence Matrices Containing Missing Values. *MATCH-COMMUNICATIONS IN MATHEMATICAL AND IN COMPUTER CHEMISTRY*, 83(2):239–260.

van den Burg, G. J., Groenen, P. J., and Alfons, A. (2017). SparseStep: Approximating the counting norm for sparse regularization. arXiv preprint arXiv:1701.06967.

Virdi, J. S., Peng, W., and Sata, A. (2019). Feature selection with LASSO and VSURF to model mechanical properties for investment casting. In *2019 International Conference on Computational Intelligence in Data Science (ICCIDS)*, pages 1–6. IEEE.

Whittingham, M. J., Stephens, P. A., Bradbury, R. B., and Freckleton, R. P. (2006). Why do we still use stepwise modelling in ecology and behaviour? *Journal of animal ecology*, 75(5):1182–1189.

Wu, Y. (2021). Can’t ridge regression perform variable selection? *Technometrics*, 63(2):263–271.

Yan, F.-R., Lin, J.-G., and Liu, Y. (2011). Sparse logistic regression for diagnosis of liver fibrosis in rat by using SCAD-penalized likelihood. *Journal of Biomedicine and Biotechnology*.

Yang, Z.-Y., Liang, Y., Zhang, H., Chai, H., Zhang, B., and Peng, C. (2018). Robust Sparse Logistic Regression With the $L_q$ ($0 < q < 1$) Regularization for Feature Selection Using Gene Expression Data. *IEEE Access*, 6:68586–68595.

Yin, F., Shao, X., Zhao, L., Li, X., Zhou, J., Cheng, Y., He, X., Lei, S., Li, J., and Wang, J. (2019). Predicting prognosis of endometrioid endometrial adenocarcinoma on the basis of gene expression and clinical features using Random Forest. *Oncology letters*, 18(2):1597–1606.

Zellner, D., Keller, F., and Zellner, G. E. (2004). Variable selection in logistic regression models. *Communications in Statistics-Simulation and Computation*, 33(3):787–805.

Zhang, C. H. (2007). Penalized linear unbiased selection. *Department of Statistics and Bioinformatics, Rutgers University*, 3(2010):894–942.

Zhang, C.-H. (2010). Nearly unbiased variable selection under minimax concave penalty. *The Annals of statistics*, 38(2):894–942.

Zou, H. (2006). The adaptive lasso and its oracle properties. *Journal of the American statistical association*, 101(476):1418–1429.
6. Figures from the simulation study

Figure 2: Boxplots of the percentage of important and unimportant variables selected by each method across various iterations in case of $n = 100$. Correlated cases are shown in the left panel and independent cases are shown in the right panel for different dimensions.
Figure 3: Boxplots of the percentage of important and unimportant variables selected by each method across various iterations in case of $n = 200$. Correlated cases are shown in the left panel and independent cases are shown in the right panel for different dimensions.
Figure 4: Boxplots of the percentage of important and unimportant variables selected by each method across various iterations in case of $n = 500$. Correlated cases are shown in the left panel and independent cases are shown in the right panel for different dimensions.
Figure 5: Average computation time for the sixteen methods corresponding to the different setups in the simulation study. The computation time is shown in the panels above for $n = 100$, $n = 200$, and $n = 500$, respectively.
Appendix A. Additional tables and figures

Table A1: performance metrics of the sixteen methods in the low dimensional simulation setting ($n = 100, m = 10, p = 3$).

| Method     | Selected | Imp% | Unimp% | MSE  | MAE  | Accuracy | Precision | Recall | Time | Brier |
|------------|----------|------|--------|------|------|----------|-----------|--------|------|-------|
| Independent case                                           |
| LASSO       | 6.430    | 96.000 | 50.714 | 0.375 | 0.360 | 83.300   | 0.832     | 0.853  | 0.002 | 0.112 |
| ElasticNet  | 6.330    | 87.333 | 53.000 | 1.605 | 0.680 | 82.300   | 0.836     | 0.826  | 0.120 | 0.166 |
| ALASSO      | 3.910    | 89.667 | 17.129 | 0.210 | 0.265 | 83.900   | 0.839     | 0.858  | 0.003 | 0.110 |
| SparseStep  | 2.540    | 77.333 | 3.143  | 0.220 | 0.240 | 84.000   | 0.849     | 0.839  | 0.023 | 0.113 |
| Best Subset | 3.670    | 85.333 | 15.857 | 0.245 | 0.285 | 84.150   | 0.847     | 0.846  | 0.011 | 0.111 |
| SCAD        | 3.470    | 86.333 | 12.571 | 0.290 | 0.290 | 84.350   | 0.852     | 0.850  | 0.005 | 0.111 |
| SIS         | 2.710    | 77.667 | 5.429  | 0.385 | 0.335 | 83.600   | 0.852     | 0.827  | 0.004 | 0.109 |
| ISIS        | 2.710    | 77.667 | 5.429  | 0.385 | 0.335 | 83.600   | 0.852     | 0.827  | 0.004 | 0.109 |
| SIVS        | 3.076    | 90.217 | 9.162  | 0.800 | 0.440 | 84.565   | 0.855     | 0.850  | 0.533 | 0.108 |
| Correlated case                                           |
| LASSO       | 5.910    | 89.667 | 46.000 | 0.410 | 0.370 | 82.600   | 0.817     | 0.822  | 0.002 | 0.118 |
| ElasticNet  | 6.950    | 75.000 | 5.429  | 0.385 | 0.335 | 83.600   | 0.852     | 0.827  | 0.001 | 0.135 |
| ALASSO      | 3.750    | 78.388 | 7.221  | 0.315 | 0.240 | 83.050   | 0.826     | 0.830  | 0.020 | 0.122 |
| SparseStep  | 2.350    | 69.667 | 3.714  | 0.215 | 0.240 | 83.050   | 0.826     | 0.830  | 0.020 | 0.122 |
| Best Subset | 3.510    | 80.000 | 15.857 | 0.335 | 0.340 | 83.100   | 0.823     | 0.832  | 0.012 | 0.119 |
| SCAD        | 3.200    | 79.333 | 11.714 | 0.405 | 0.430 | 82.450   | 0.824     | 0.820  | 0.005 | 0.121 |
| MCP         | 2.780    | 77.000 | 6.714  | 0.350 | 0.310 | 82.800   | 0.826     | 0.826  | 0.005 | 0.118 |
| SIS         | 2.450    | 70.333 | 4.857  | 0.525 | 0.380 | 82.050   | 0.828     | 0.813  | 0.001 | 0.130 |
| ISIS        | 2.450    | 70.333 | 4.857  | 0.525 | 0.380 | 82.050   | 0.828     | 0.813  | 0.002 | 0.130 |
| SIVS        | 2.955    | 86.743 | 11.364 | 0.865 | 0.480 | 83.920   | 0.833     | 0.839  | 0.447 | 0.113 |
| varSelRF    | 2.640    | 66.000 | 9.429  | 0.775 | 0.480 | 82.450   | 0.824     | 0.820  | 0.005 | 0.121 |
| PIMP        | 2.852    | 71.970 | 9.903  | 0.775 | 0.739 | 79.150   | 0.793     | 0.775  | 0.095 | 0.148 |
| Boruta     | 3.905    | 76.842 | 22.857 | 0.793 | 0.775 | 79.150   | 0.793     | 0.775  | 0.095 | 0.148 |
| VSURF       | 2.753    | 68.313 | 10.053 | 0.788 | 0.773 | 78.148   | 0.790     | 0.761  | 0.016 | 0.151 |
| RRF         | 3.742    | 74.571 | 21.502 | 0.788 | 0.773 | 78.148   | 0.790     | 0.761  | 0.016 | 0.151 |
| NTA         | 4.789    | 79.649 | 34.286 | 0.788 | 0.773 | 78.148   | 0.790     | 0.761  | 0.016 | 0.151 |
Table A2: performance metrics of the sixteen methods in the low dimensional simulation setting ($n = 200$, $m = 10$, $p = 3$).

|| Method | Selected | Imp% | Unimp% | MSE | MAE | Accuracy | Precision | Recall | Time | Brier |
|--------|---------|------|--------|-----|-----|----------|-----------|--------|------|------|
| **Independent case** | | | | | | | | | | |
| LASSO | 6.550 | 98.333 | 51.429 | 0.205 | 0.280 | 85.275 | 0.850 | 0.848 | 0.002 | 0.104 |
| ElasticNet | 6.760 | 94.333 | 56.143 | 0.785 | 0.475 | 84.525 | 0.842 | 0.842 | 0.128 | 0.144 |
| ALASSO | 3.840 | 95.000 | 14.143 | 0.140 | 0.205 | 85.225 | 0.848 | 0.846 | 0.003 | 0.102 |
| SparseStep | 3.140 | 88.333 | 7.000 | 0.100 | 0.165 | 85.500 | 0.847 | 0.855 | 0.006 | 0.102 |
| Best Subset | 3.830 | 93.000 | 14.857 | 0.145 | 0.215 | 85.050 | 0.843 | 0.851 | 0.014 | 0.102 |
| SCAD | 3.720 | 93.667 | 13.000 | 0.115 | 0.185 | 85.150 | 0.844 | 0.853 | 0.006 | 0.104 |
| MCP | 3.370 | 91.667 | 8.857 | 0.110 | 0.180 | 84.000 | 0.846 | 0.856 | 0.004 | 0.102 |
| SIS | 2.780 | 85.667 | 3.000 | 0.150 | 0.200 | 85.425 | 0.847 | 0.855 | 0.002 | 0.104 |
| ISIS | 2.780 | 85.667 | 3.000 | 0.150 | 0.200 | 85.425 | 0.847 | 0.855 | 0.002 | 0.104 |
| SIVS | 3.061 | 95.238 | 6.851 | 0.620 | 0.380 | 85.561 | 0.846 | 0.859 | 0.531 | 0.101 |
| varSelRF | 2.900 | 80.334 | 7.000 | | | 82.525 | 0.822 | 0.821 | 0.028 | 0.126 |
| PIMP | 2.556 | 80.741 | 1.905 | | | 82.667 | 0.824 | 0.819 | 0.136 | 0.125 |
| Boruta | 3.040 | 84.512 | 7.215 | | | 82.475 | 0.821 | 0.819 | 0.140 | 0.126 |
| VSURF | 3.051 | 82.492 | 8.225 | | | 82.551 | 0.821 | 0.820 | 0.247 | 0.127 |
| RRF | 3.347 | 79.252 | 13.849 | | | 82.270 | 0.820 | 0.818 | 0.003 | 0.128 |
| NTA | 3.586 | 85.522 | 14.574 | | | 82.828 | 0.822 | 0.825 | 0.012 | 0.125 |
| **Correlated case** | | | | | | | | | | |
| LASSO | 6.510 | 98.667 | 50.714 | 0.205 | 0.275 | 84.775 | 0.842 | 0.843 | 0.002 | 0.109 |
| ElasticNet | 7.740 | 90.714 | 50.714 | 0.375 | 0.430 | 83.625 | 0.829 | 0.837 | 0.139 | 0.136 |
| ALASSO | 3.930 | 93.667 | 16.000 | 0.130 | 0.200 | 84.625 | 0.839 | 0.843 | 0.004 | 0.108 |
| SparseStep | 2.900 | 85.333 | 4.857 | 0.090 | 0.170 | 84.100 | 0.837 | 0.838 | 0.008 | 0.111 |
| Best Subset | 3.570 | 89.667 | 12.571 | 0.110 | 0.190 | 84.100 | 0.835 | 0.839 | 0.016 | 0.112 |
| SCAD | 3.380 | 88.667 | 10.286 | 0.145 | 0.210 | 84.225 | 0.833 | 0.846 | 0.009 | 0.112 |
| MCP | 3.140 | 87.667 | 7.286 | 0.120 | 0.180 | 84.500 | 0.840 | 0.841 | 0.007 | 0.110 |
| SIS | 2.680 | 83.000 | 2.714 | 0.150 | 0.200 | 84.050 | 0.834 | 0.839 | 0.001 | 0.112 |
| ISIS | 2.680 | 83.000 | 2.714 | 0.150 | 0.200 | 84.050 | 0.834 | 0.839 | 0.003 | 0.112 |
| SIVS | 2.918 | 95.238 | 6.123 | 0.610 | 0.375 | 84.617 | 0.842 | 0.841 | 0.465 | 0.108 |
| varSelRF | 2.740 | 74.334 | 7.286 | | | 81.650 | 0.801 | 0.829 | 0.028 | 0.134 |
| PIMP | 3.327 | 78.912 | 13.703 | | | 81.276 | 0.800 | 0.825 | 0.152 | 0.134 |
| Boruta | 4.636 | 85.859 | 29.437 | | | 81.313 | 0.799 | 0.822 | 0.196 | 0.133 |
| VSURF | 2.948 | 75.695 | 9.673 | | | 81.615 | 0.802 | 0.828 | 0.277 | 0.132 |
| RRF | 3.778 | 81.482 | 19.048 | | | 81.263 | 0.799 | 0.818 | 0.003 | 0.132 |
| NTA | 5.670 | 89.773 | 42.532 | | | 80.994 | 0.797 | 0.817 | 0.013 | 0.136 |
Table A3: Performance metrics of the sixteen methods in the low dimensional simulation setting ($n = 500$, $m = 10$, $p = 3$).

| Method    | Selected | Imp% | Unimp% | MSE   | MAE   | Accuracy | Precision | Recall | Time | Brier |
|-----------|----------|------|--------|-------|-------|----------|-----------|-------|------|-------|
| LASSO     | 7.350    | 100.000 | 62.143 | 0.120 | 0.210 | 84.320   | 0.841    | 0.852 | 0.002 | 0.107 |
| ElasticNet| 6.780    | 97.667 | 55.000 | 0.300 | 0.295 | 83.910   | 0.837    | 0.852 | 0.161 | 0.139 |
| ALASSO    | 3.970    | 97.000 | 14.286 | 0.065 | 0.130 | 81.590   | 0.844    | 0.853 | 0.005 | 0.106 |
| SparseStep| 3.540    | 97.333 | 8.857  | 0.040 | 0.100 | 81.320   | 0.840    | 0.855 | 0.015 | 0.107 |
| Best Subset| 3.610    | 97.667 | 9.714  | 0.060 | 0.130 | 81.280   | 0.840    | 0.855 | 0.087 | 0.107 |
| SCAD      | 3.590    | 92.333 | 11.714 | 0.060 | 0.130 | 83.980   | 0.838    | 0.849 | 0.017 | 0.111 |
| MCP       | 3.330    | 94.333 | 7.143  | 0.050 | 0.120 | 84.000   | 0.840    | 0.854 | 0.009 | 0.108 |
| SIS       | 2.770    | 90.333 | 0.857  | 0.060 | 0.120 | 84.230   | 0.840    | 0.852 | 0.002 | 0.110 |
| ISIS      | 2.770    | 90.333 | 0.857  | 0.060 | 0.120 | 84.230   | 0.840    | 0.852 | 0.005 | 0.110 |
| SIVS      | 3.050    | 99.667 | 2.429  | 0.365 | 0.310 | 84.540   | 0.843    | 0.856 | 0.697 | 0.106 |
| varSelRF  | 3.090    | 90.000 | 5.571  |       |       | 81.560   | 0.819    | 0.818 | 0.058 | 0.129 |
| PIMP      | 2.796    | 88.095 | 2.187  |       |       | 81.429   | 0.816    | 0.821 | 0.423 | 0.130 |
| Boruta   | 3.354    | 95.623 | 6.926  |       |       | 81.838   | 0.822    | 0.822 | 0.313 | 0.127 |
| VSURF    | 3.520    | 92.000 | 10.857 |       |       | 81.730   | 0.819    | 0.822 | 0.644 | 0.127 |
| RRF      | 3.560    | 83.667 | 15.000 |       |       | 81.550   | 0.817    | 0.821 | 0.008 | 0.129 |
| NTA      | 4.082    | 95.918 | 17.201 |       |       | 82.051   | 0.824    | 0.825 | 0.030 | 0.127 |
| varSelRF  | 3.090    | 90.000 | 5.571  |       |       | 81.560   | 0.819    | 0.818 | 0.058 | 0.129 |
| PIMP      | 4.460    | 85.667 | 27.000 |       |       | 82.470   | 0.826    | 0.826 | 0.426 | 0.124 |
| Boruta   | 6.121    | 93.266 | 47.475 |       |       | 82.677   | 0.825    | 0.832 | 0.500 | 0.123 |
| VSURF    | 3.381    | 86.254 | 11.340 |       |       | 82.938   | 0.827    | 0.833 | 0.596 | 0.121 |
| RRF      | 3.899    | 79.798 | 21.501 |       |       | 82.061   | 0.819    | 0.826 | 0.008 | 0.126 |
| NTA      | 7.274    | 95.161 | 63.134 |       |       | 81.823   | 0.813    | 0.826 | 0.030 | 0.129 |
Table A4: performance metrics of the sixteen methods in the moderate dimensional simulation setting 

text:$n = 100, m = 100, p = 5$.

| Method      | Selected | Imp%  | Unimp% | MSE   | MAE   | Accuracy | Precision | Recall | Time | Brier |
|-------------|----------|-------|--------|-------|-------|----------|-----------|--------|------|-------|
| LASSO       | 18.430   | 81.400| 15.116 | 0.190 | 0.110 | 83.450   | 0.819     | 0.834  | 0.002| 0.123 |
| ElasticNet  | 17.630   | 70.600| 14.842 | 0.370 | 0.140 | 79.650   | 0.786     | 0.816  | 0.138| 0.189 |
| ALASSO      | 13.140   | 75.200| 9.874  | 0.110 | 0.090 | 83.250   | 0.822     | 0.825  | 0.004| 0.120 |
| SparseStep  | 2.610    | 50.400| 0.095  | 0.095 | 0.060 | 82.350   | 0.808     | 0.827  | 0.067| 0.126 |
| Best Subset | 3.850    | 60.800| 0.853  | 0.110 | 0.070 | 82.850   | 0.819     | 0.827  | 0.048| 0.119 |
| SCAD        | 9.950    | 77.400| 6.400  | 0.130 | 0.080 | 84.200   | 0.833     | 0.839  | 0.012| 0.111 |
| MCP         | 5.780    | 69.400| 2.432  | 0.140 | 0.080 | 84.200   | 0.828     | 0.836  | 0.010| 0.112 |
| SIS         | 3.350    | 51.200| 0.832  | 0.125 | 0.070 | 82.350   | 0.816     | 0.822  | 0.001| 0.127 |
| ISIS        | 3.850    | 62.800| 0.747  | 0.070 | 0.060 | 82.600   | 0.814     | 0.830  | 0.003| 0.126 |
| SIVS        | 4.060    | 60.800| 1.116  | 0.195 | 0.090 | 82.550   | 0.809     | 0.829  | 1.429| 0.124 |
| varSelRF    | 6.450    | 54.000| 3.947  |       |       | 76.500   | 0.745     | 0.783  | 0.049| 0.164 |
| PIMP        | 7.890    | 54.800| 5.421  |       |       | 75.750   | 0.753     | 0.762  | 0.186| 0.165 |
| Boruta     | 5.677    | 53.737| 3.147  |       |       | 75.505   | 0.738     | 0.760  | 0.143| 0.164 |
| VSURF       | 4.374    | 49.697| 1.988  |       |       | 76.768   | 0.756     | 0.767  | 0.286| 0.162 |
| RRF         | 3.670    | 47.000| 1.390  |       |       | 76.650   | 0.750     | 0.771  | 0.004| 0.164 |
| NTA         | 12.360   | 62.600| 9.716  |       |       | 74.600   | 0.729     | 0.752  | 0.032| 0.176 |

| Method      | Selected | Imp%  | Unimp% | MSE   | MAE   | Accuracy | Precision | Recall | Time | Brier |
|-------------|----------|-------|--------|-------|-------|----------|-----------|--------|------|-------|
| LASSO       | 19.200   | 77.400| 16.137 | 0.190 | 0.110 | 81.000   | 0.802     | 0.816  | 0.002| 0.132 |
| ElasticNet  | 21.890   | 67.600| 19.484 | 0.365 | 0.140 | 78.050   | 0.787     | 0.785  | 0.133| 0.187 |
| ALASSO      | 12.450   | 70.400| 9.400  | 0.120 | 0.090 | 81.600   | 0.809     | 0.822  | 0.004| 0.130 |
| SparseStep  | 2.600    | 48.600| 0.179  | 0.110 | 0.070 | 80.900   | 0.811     | 0.809  | 0.064| 0.135 |
| Best Subset | 5.400    | 60.600| 2.495  | 0.130 | 0.085 | 81.500   | 0.809     | 0.823  | 0.050| 0.134 |
| SCAD        | 9.900    | 73.800| 6.337  | 0.130 | 0.080 | 82.800   | 0.838     | 0.823  | 0.012| 0.122 |
| MCP         | 5.890    | 67.000| 2.674  | 0.125 | 0.075 | 82.650   | 0.829     | 0.830  | 0.010| 0.119 |
| SIS         | 2.610    | 40.400| 0.621  | 0.170 | 0.090 | 77.300   | 0.776     | 0.770  | 0.001| 0.152 |
| ISIS        | 3.810    | 56.000| 1.063  | 0.135 | 0.080 | 81.400   | 0.818     | 0.808  | 0.003| 0.143 |
| SIVS        | 3.930    | 60.800| 0.937  | 0.200 | 0.090 | 82.150   | 0.822     | 0.827  | 1.272| 0.124 |
| varSelRF    | 5.440    | 46.600| 3.274  |       |       | 74.800   | 0.752     | 0.749  | 0.045| 0.172 |
| PIMP        | 8.890    | 50.200| 6.716  |       |       | 73.700   | 0.737     | 0.738  | 0.187| 0.177 |
| Boruta     | 7.040    | 50.800| 4.737  |       |       | 73.850   | 0.737     | 0.741  | 0.200| 0.178 |
| VSURF       | 4.102    | 44.490| 1.976  |       |       | 74.847   | 0.749     | 0.757  | 0.283| 0.176 |
| RRF         | 3.960    | 42.800| 1.916  |       |       | 74.350   | 0.737     | 0.755  | 0.004| 0.177 |
| NTA         | 14.510   | 59.000| 12.168 |       |       | 74.200   | 0.738     | 0.741  | 0.032| 0.180 |
Table A5: performance metrics of the sixteen methods in the moderate dimensional simulation setting \((n = 200, m = 100, p = 5)\).

### Independent case

| Method    | Selected | Imp\% | Unimp\% | MSE    | MAE    | Accuracy | Precision | Recall | Time | Brier |
|-----------|----------|-------|---------|--------|--------|----------|-----------|--------|------|-------|
| LASSO     | 24.610   | 91.600| 21.084  | 0.100  | 0.080  | 85.600   | 0.854     | 0.854  | 0.005| 0.107 |
| ElasticNet| 15.900   | 75.200| 12.779  | 0.300  | 0.100  | 82.800   | 0.836     | 0.832  | 0.249| 0.172 |
| ALASSO    | 16.260   | 88.000| 12.484  | 0.045  | 0.070  | 85.175   | 0.851     | 0.846  | 0.009| 0.103 |
| SparseStep| 3.450    | 66.800| 0.116   | 0.030  | 0.035  | 85.925   | 0.861     | 0.857  | 0.082| 0.097 |
| Best Subset| 4.190   | 70.200| 0.716   | 0.050  | 0.040  | 85.525   | 0.860     | 0.847  | 0.060| 0.100 |
| SCAD      | 9.580    | 83.200| 5.705   | 0.050  | 0.050  | 86.100   | 0.865     | 0.856  | 0.026| 0.097 |
| MCP       | 6.190    | 80.200| 2.295   | 0.040  | 0.050  | 86.475   | 0.867     | 0.861  | 0.022| 0.094 |
| SIS       | 7.360    | 75.000| 3.800   | 0.230  | 0.090  | 84.175   | 0.843     | 0.839  | 0.015| 0.131 |
| ISIS      | 7.360    | 75.000| 3.800   | 0.230  | 0.090  | 84.175   | 0.843     | 0.839  | 0.015| 0.131 |
| SIVS      | 4.610    | 72.600| 1.032   | 0.120  | 0.070  | 85.550   | 0.857     | 0.852  | 3.582| 0.101 |
| varSelRF  | 8.000    | 65.000| 5.000   |        |        | 80.800   | 0.809     | 0.811  | 0.083| 0.141 |
| PIMP      | 8.300    | 65.000| 5.316   |        |        | 80.600   | 0.809     | 0.806  | 0.464| 0.139 |
| Boruta   | 6.140    | 64.200| 3.084   |        |        | 81.825   | 0.819     | 0.820  | 0.307| 0.137 |
| VSURF    | 4.890    | 59.800| 2.000   |        |        | 81.200   | 0.812     | 0.814  | 0.557| 0.137 |
| RRF      | 3.302    | 50.833| 0.801   |        |        | 80.182   | 0.801     | 0.807  | 0.009| 0.141 |
| NTA      | 12.690   | 71.600| 9.589   |        |        | 79.750   | 0.801     | 0.796  | 0.061| 0.149 |

### Correlated case

| Method    | Selected | Imp\% | Unimp\% | MSE    | MAE    | Accuracy | Precision | Recall | Time | Brier |
|-----------|----------|-------|---------|--------|--------|----------|-----------|--------|------|-------|
| LASSO     | 24.310   | 91.400| 20.779  | 0.110  | 0.085  | 85.625   | 0.862     | 0.857  | 0.006| 0.100 |
| ElasticNet| 19.340   | 77.000| 16.305  | 0.310  | 0.110  | 82.100   | 0.827     | 0.839  | 0.266| 0.164 |
| ALASSO    | 16.140   | 86.600| 12.432  | 0.060  | 0.070  | 85.850   | 0.867     | 0.855  | 0.011| 0.099 |
| SparseStep| 3.460    | 64.800| 0.232   | 0.030  | 0.040  | 86.775   | 0.871     | 0.872  | 0.082| 0.094 |
| Best Subset| 4.260   | 70.200| 0.790   | 0.040  | 0.050  | 86.500   | 0.868     | 0.866  | 0.062| 0.094 |
| SCAD      | 9.400    | 84.000| 5.474   | 0.050  | 0.050  | 87.125   | 0.874     | 0.874  | 0.027| 0.091 |
| MCP       | 6.240    | 79.000| 2.411   | 0.040  | 0.050  | 86.975   | 0.872     | 0.875  | 0.023| 0.092 |
| SIS       | 6.940    | 71.600| 3.337   | 0.185  | 0.090  | 85.600   | 0.856     | 0.863  | 0.004| 0.121 |
| ISIS      | 6.940    | 71.600| 3.337   | 0.185  | 0.090  | 85.600   | 0.856     | 0.863  | 0.016| 0.121 |
| SIVS      | 4.380    | 71.000| 0.874   | 0.125  | 0.070  | 87.100   | 0.876     | 0.871  | 3.556| 0.093 |
| varSelRF  | 6.820    | 59.400| 4.053   |        |        | 81.825   | 0.820     | 0.834  | 0.088| 0.135 |
| PIMP      | 10.400   | 62.800| 7.642   |        |        | 81.000   | 0.815     | 0.820  | 0.479| 0.142 |
| Boruta   | 8.420    | 64.600| 5.463   |        |        | 81.450   | 0.817     | 0.829  | 0.403| 0.136 |
| VSURF    | 4.538    | 58.586| 2.010   |        |        | 81.338   | 0.817     | 0.826  | 0.635| 0.134 |
| RRF      | 3.570    | 48.200| 1.221   |        |        | 80.900   | 0.812     | 0.822  | 0.009| 0.139 |
| NTA      | 16.950   | 72.200| 14.042  |        |        | 79.950   | 0.805     | 0.811  | 0.063| 0.149 |
Table A6: performance metrics of the sixteen methods in the moderate dimensional simulation setting ($n = 500, m = 100, p = 5$).

| Method   | Selected | Imp% | Unimp% | MSE  | MAE  | Accuracy | Precision | Recall | Time | Brier |
|----------|----------|------|--------|------|------|----------|-----------|--------|------|-------|
| **Independent case** |
| LASSO    | 32.400   | 98.800 | 28.905 | 0.075 | 0.080 | 87.230 | 0.873 | 0.870 | 0.049 | 0.090 |
| ElasticNet | 14.900   | 88.800 | 11.011 | 0.325 | 0.110 | 86.110 | 0.867 | 0.857 | 1.208 | 0.161 |
| ALASSO   | 18.550   | 97.200 | 14.411 | 0.020 | 0.020 | 87.980 | 0.884 | 0.875 | 0.135 | 0.085 |
| SparseStep | 4.670    | 88.000 | 0.284  | 0.010 | 0.020 | 87.900 | 0.882 | 0.874 | 0.233 | 0.085 |
| Best Subset | 4.870    | 88.200 | 0.484  | 0.020 | 0.030 | 87.900 | 0.882 | 0.874 | 0.233 | 0.085 |
| SCAD     | 10.110   | 93.000 | 5.747  | 0.010 | 0.030 | 88.010 | 0.881 | 0.878 | 0.111 | 0.087 |
| MCP      | 7.010    | 92.000 | 2.537  | 0.010 | 0.030 | 88.190 | 0.884 | 0.878 | 0.101 | 0.085 |
| SIS      | 4.770    | 87.400 | 0.421  | 0.030 | 0.040 | 87.340 | 0.876 | 0.869 | 0.013 | 0.089 |
| ISIS     | 4.770    | 87.400 | 0.421  | 0.030 | 0.040 | 87.340 | 0.876 | 0.869 | 0.025 | 0.089 |
| SIVS     | 4.152    | 74.949 | 0.425  | 0.130 | 0.070 | 86.394 | 0.866 | 0.859 | 12.917 | 0.095 |
| varSelRF | 7.300    | 77.800 | 3.589  |       |       | 84.070 | 0.844 | 0.836 | 0.245 | 0.119 |
| PIMP     | 8.830    | 78.000 | 5.189  |       |       | 84.300 | 0.846 | 0.839 | 1.825 | 0.120 |
| Boruta  | 5.920    | 79.400 | 2.053  |       |       | 83.990 | 0.843 | 0.835 | 1.030 | 0.116 |
| VSURF   | 5.330    | 75.000 | 1.663  |       |       | 84.200 | 0.844 | 0.840 | 1.656 | 0.115 |
| RRF      | 3.469    | 56.939 | 0.655  |       |       | 82.122 | 0.824 | 0.817 | 0.031 | 0.125 |
| NTA      | 12.990   | 83.800 | 9.263  |       |       | 83.950 | 0.842 | 0.836 | 0.169 | 0.127 |

| Method   | Selected | Imp% | Unimp% | MSE  | MAE  | Accuracy | Precision | Recall | Time | Brier |
|----------|----------|------|--------|------|------|----------|-----------|--------|------|-------|
| **Correlated case** |
| LASSO    | 29.450   | 98.600 | 25.810 | 0.070 | 0.080 | 87.970 | 0.875 | 0.885 | 0.050 | 0.087 |
| ElasticNet | 17.630   | 83.800 | 14.147 | 0.330 | 0.110 | 85.120 | 0.844 | 0.864 | 1.134 | 0.156 |
| ALASSO   | 17.840   | 96.400 | 13.705 | 0.020 | 0.050 | 87.990 | 0.875 | 0.884 | 0.026 | 0.085 |
| SparseStep | 4.610    | 86.800 | 0.284  | 0.010 | 0.020 | 87.990 | 0.876 | 0.884 | 0.004 | 0.084 |
| Best Subset | 4.900    | 88.200 | 0.516  | 0.020 | 0.030 | 87.990 | 0.877 | 0.884 | 0.009 | 0.085 |
| SCAD     | 9.460    | 93.800 | 5.021  | 0.020 | 0.030 | 87.900 | 0.874 | 0.884 | 0.074 | 0.085 |
| MCP      | 6.440    | 92.000 | 1.916  | 0.010 | 0.030 | 87.920 | 0.874 | 0.885 | 0.068 | 0.083 |
| SIS      | 4.800    | 87.800 | 0.432  | 0.040 | 0.040 | 87.650 | 0.871 | 0.884 | 0.009 | 0.087 |
| ISIS     | 4.800    | 87.800 | 0.432  | 0.040 | 0.040 | 87.650 | 0.871 | 0.884 | 0.017 | 0.087 |
| SIVS     | 4.200    | 74.400 | 0.505  | 0.120 | 0.070 | 86.640 | 0.863 | 0.872 | 10.134 | 0.093 |
| varSelRF | 7.300    | 71.800 | 3.905  |       |       | 83.800 | 0.835 | 0.841 | 0.252 | 0.119 |
| PIMP     | 12.920   | 77.400 | 9.526  |       |       | 83.650 | 0.832 | 0.842 | 2.059 | 0.126 |
| Boruta  | 10.130   | 76.600 | 6.526  |       |       | 84.150 | 0.837 | 0.848 | 1.020 | 0.121 |
| VSURF   | 4.880    | 72.800 | 1.305  |       |       | 84.190 | 0.836 | 0.849 | 1.828 | 0.113 |
| RRF      | 3.680    | 55.400 | 0.758  |       |       | 81.830 | 0.812 | 0.827 | 0.032 | 0.127 |
| NTA      | 20.110   | 84.400 | 16.726 |       |       | 82.830 | 0.822 | 0.837 | 0.179 | 0.134 |
Table A7: performance metrics of the sixteen methods in the high dimensional simulation setting

\((n = 100, m = 1000, p = 10)\).

| Method   | Selected | Imp\% | Unimp\% | MSE   | MAE   | Accuracy | Precision | Recall | Time | Brier |
|----------|----------|-------|---------|-------|-------|----------|-----------|--------|------|-------|
| LASSO    | 24.310   | 40.700| 2.044   | 0.060 | 0.020 | 74.150   | 0.740      | 0.763  | 0.005| 0.179 |
| ElasticNet | 53.540   | 38.600| 5.018   | 0.070 | 0.030 | 69.800   | 0.722      | 0.663  | 0.277| 0.219 |
| ALASSO   | 30.540   | 43.800| 2.642   | 0.050 | 0.020 | 72.750   | 0.729      | 0.740  | 0.016| 0.194 |
| SparseStep | 1.800    | 15.900| 0.021   | 0.050 | 0.020 | 69.650   | 0.708      | 0.700  | 0.075| 0.196 |
| Best Subset | 4.930    | 24.700| 0.248   | 0.060 | 0.020 | 71.700   | 0.736      | 0.700  | 0.066| 0.182 |
| SCAD     | 19.350   | 40.200| 1.548   | 0.060 | 0.020 | 74.300   | 0.764      | 0.722  | 0.019| 0.174 |
| MCP      | 8.010    | 32.300| 0.483   | 0.060 | 0.020 | 74.950   | 0.769      | 0.746  | 0.014| 0.169 |
| SIS      | 3.810    | 21.300| 0.170   | 0.050 | 0.020 | 70.700   | 0.714      | 0.697  | 0.001| 0.208 |
| ISIS     | 3.910    | 24.300| 0.194   | 0.050 | 0.020 | 71.900   | 0.728      | 0.716  | 0.011| 0.215 |
| SIVS     | 4.190    | 26.400| 0.157   | 0.060 | 0.020 | 72.100   | 0.726      | 0.721  | 0.015| 0.192 |
| varSelRF | 42.420   | 34.400| 3.937   |       |       | 63.850   | 0.654      | 0.601  | 0.214| 0.224 |
| PIMP     | 79.520   | 33.200| 7.697   |       |       | 61.950   | 0.642      | 0.548  | 1.325| 0.232 |
| Boruta  | 8.460    | 21.700| 0.635   |       |       | 64.150   | 0.650      | 0.618  | 0.312| 0.221 |
| VSURF   | 8.550    | 20.800| 0.653   |       |       | 63.550   | 0.638      | 0.672  | 1.302| 0.227 |
| RRF     | 5.220    | 19.400| 0.331   |       |       | 67.250   | 0.682      | 0.653  | 0.020| 0.215 |
| NTA     | 77.850   | 37.700| 7.483   |       |       | 62.550   | 0.654      | 0.584  | 0.265| 0.230 |

**Correlated case**

| Method   | Selected | Imp\% | Unimp\% | MSE   | MAE   | Accuracy | Precision | Recall | Time | Brier |
|----------|----------|-------|---------|-------|-------|----------|-----------|--------|------|-------|
| LASSO    | 26.220   | 40.300| 2.241   | 0.065 | 0.020 | 76.350   | 0.767      | 0.773  | 0.004| 0.167 |
| ElasticNet | 63.300   | 39.300| 5.997   | 0.070 | 0.030 | 71.100   | 0.739      | 0.693  | 0.289| 0.221 |
| ALASSO   | 29.700   | 42.600| 2.375   | 0.050 | 0.030 | 73.800   | 0.743      | 0.734  | 0.017| 0.181 |
| SparseStep | 1.590    | 14.200| 0.017   | 0.050 | 0.020 | 71.500   | 0.736      | 0.697  | 0.078| 0.187 |
| Best Subset | 5.240    | 24.800| 0.279   | 0.060 | 0.020 | 73.100   | 0.751      | 0.716  | 0.069| 0.175 |
| SCAD     | 20.260   | 39.400| 1.648   | 0.060 | 0.020 | 75.550   | 0.781      | 0.738  | 0.020| 0.162 |
| MCP      | 8.060    | 31.400| 0.497   | 0.060 | 0.020 | 75.850   | 0.788      | 0.737  | 0.015| 0.160 |
| SIS      | 3.550    | 20.300| 0.154   | 0.050 | 0.020 | 73.100   | 0.738      | 0.724  | 0.001| 0.188 |
| ISIS     | 3.970    | 24.400| 0.155   | 0.040 | 0.020 | 73.650   | 0.742      | 0.728  | 0.011| 0.191 |
| SIVS     | 4.111    | 26.061| 0.152   | 0.060 | 0.020 | 75.909   | 0.761      | 0.759  | 1.954| 0.168 |
| varSelRF | 35.160   | 32.500| 3.223   |       |       | 67.950   | 0.703      | 0.674  | 0.222| 0.215 |
| PIMP     | 80.730   | 33.200| 7.819   |       |       | 63.550   | 0.686      | 0.600  | 1.376| 0.226 |
| Boruta  | 9.920    | 22.900| 0.771   |       |       | 68.200   | 0.699      | 0.666  | 0.339| 0.208 |
| VSURF   | 7.940    | 21.100| 0.589   |       |       | 66.950   | 0.691      | 0.642  | 1.310| 0.216 |
| RRF     | 5.200    | 18.300| 0.340   |       |       | 67.250   | 0.677      | 0.670  | 0.030| 0.213 |
| NTA     | 82.590   | 39.800| 7.941   |       |       | 63.750   | 0.688      | 0.611  | 0.277| 0.226 |
Table A8: performance metrics of the sixteen methods in the high dimensional simulation setting
\((n = 200, m = 1000, p = 10)\).

### Independent case

| Method     | Selected | Imp%  | Unimp% | MSE    | MAE    | Accuracy | Precision | Recall | Time  | Brier |
|------------|----------|-------|--------|--------|--------|----------|-----------|--------|-------|-------|
| LASSO      | 53.700   | 68.600| 4.731  | 0.060  | 0.020  | 82.700   | 0.827     | 0.832  | 0.009 | 0.121 |
| ElasticNet | 47.250   | 57.600| 4.191  | 0.050  | 0.030  | 80.275   | 0.802     | 0.817  | 0.500 | 0.177 |
| ALASSO     | 42.140   | 65.300| 3.597  | 0.040  | 0.020  | 82.075   | 0.824     | 0.822  | 0.030 | 0.124 |
| SparseStep | 4.360    | 41.900| 0.017  | 0.030  | 0.015  | 84.450   | 0.847     | 0.844  | 0.148 | 0.108 |
| Best Subset| 5.820    | 47.700| 0.106  | 0.040  | 0.020  | 84.975   | 0.852     | 0.852  | 0.098 | 0.107 |
| SCAD       | 24.680   | 66.300| 1.823  | 0.030  | 0.020  | 86.700   | 0.867     | 0.870  | 0.035 | 0.093 |
| MCP        | 11.880   | 61.400| 0.580  | 0.030  | 0.020  | 86.850   | 0.870     | 0.871  | 0.027 | 0.092 |
| SIS        | 6.080    | 39.600| 0.214  | 0.040  | 0.020  | 81.025   | 0.816     | 0.806  | 0.011 | 0.132 |
| ISIS       | 6.970    | 50.000| 0.199  | 0.020  | 0.010  | 84.150   | 0.843     | 0.844  | 0.020 | 0.117 |
| SIVS       | 4.340    | 39.600| 0.038  | 0.070  | 0.020  | 83.275   | 0.839     | 0.827  | 6.325 | 0.114 |
| varSelRF   | 37.540   | 48.400| 3.303  | 0.070  | 0.025  | 73.575   | 0.737     | 0.750  | 0.515 | 0.190 |
| PIMP       | 83.430   | 48.100| 7.942  | 0.040  | 0.025  | 71.775   | 0.728     | 0.723  | 3.479 | 0.207 |
| Boruta    | 9.770    | 37.200| 0.611  | 0.030  | 0.010  | 75.325   | 0.755     | 0.763  | 0.736 | 0.168 |
| VSURF      | 9.730    | 38.300| 0.596  | 0.040  | 0.020  | 76.650   | 0.767     | 0.772  | 3.623 | 0.167 |
| RRF        | 3.900    | 26.200| 0.129  | 0.040  | 0.020  | 75.950   | 0.764     | 0.761  | 0.075 | 0.169 |
| NTA        | 81.060   | 51.400| 7.669  | 0.040  | 0.020  | 71.425   | 0.720     | 0.735  | 0.544 | 0.210 |

### Correlated case

| Method     | Selected | Imp%  | Unimp% | MSE    | MAE    | Accuracy | Precision | Recall | Time  | Brier |
|------------|----------|-------|--------|--------|--------|----------|-----------|--------|-------|-------|
| LASSO      | 54.320   | 68.700| 4.793  | 0.060  | 0.025  | 82.500   | 0.829     | 0.815  | 0.005 | 0.127 |
| ElasticNet | 57.290   | 61.200| 5.169  | 0.050  | 0.030  | 78.825   | 0.797     | 0.783  | 0.374 | 0.180 |
| ALASSO     | 41.280   | 64.400| 3.519  | 0.040  | 0.020  | 82.325   | 0.828     | 0.817  | 0.023 | 0.128 |
| SparseStep | 4.380    | 41.900| 0.019  | 0.030  | 0.010  | 83.925   | 0.847     | 0.832  | 0.022 | 0.113 |
| Best Subset| 5.740    | 48.000| 0.095  | 0.040  | 0.020  | 84.375   | 0.853     | 0.855  | 0.019 | 0.109 |
| SCAD       | 24.580   | 66.200| 1.814  | 0.030  | 0.020  | 85.650   | 0.862     | 0.852  | 0.020 | 0.103 |
| MCP        | 11.760   | 60.000| 0.582  | 0.040  | 0.020  | 85.400   | 0.861     | 0.848  | 0.014 | 0.102 |
| SIS        | 4.990    | 36.300| 0.137  | 0.050  | 0.020  | 80.925   | 0.818     | 0.800  | 0.003 | 0.138 |
| ISIS       | 6.940    | 49.100| 0.205  | 0.020  | 0.020  | 83.800   | 0.842     | 0.833  | 0.020 | 0.122 |
| SIVS       | 4.240    | 39.100| 0.033  | 0.060  | 0.020  | 83.200   | 0.838     | 0.826  | 6.063 | 0.120 |
| varSelRF   | 37.500   | 48.700| 3.296  | 0.070  | 0.025  | 74.400   | 0.756     | 0.731  | 0.436 | 0.189 |
| PIMP       | 86.970   | 47.800| 8.302  | 0.040  | 0.020  | 71.375   | 0.737     | 0.693  | 3.014 | 0.206 |
| Boruta    | 11.060   | 36.800| 0.745  | 0.040  | 0.020  | 75.025   | 0.755     | 0.743  | 0.908 | 0.173 |
| VSURF      | 9.690    | 35.800| 0.617  | 0.040  | 0.020  | 74.450   | 0.750     | 0.737  | 5.053 | 0.175 |
| RRF        | 4.240    | 26.400| 0.162  | 0.040  | 0.020  | 74.475   | 0.754     | 0.737  | 0.226 | 0.176 |
| NTA        | 84.070   | 51.800| 7.969  | 0.040  | 0.020  | 72.075   | 0.743     | 0.696  | 0.480 | 0.205 |
Table A9: performance metrics of the sixteen methods in the high dimensional simulation setting $(n = 500, m = 1000, p = 10)$.

### Independent case

| Method   | Selected | Imp% | Unimp% | MSE  | MAE  | Accuracy | Precision | Recall | Time | Brier |
|----------|----------|------|--------|------|------|----------|-----------|--------|------|-------|
| LASSO    | 98.360   | 91.100 | 9.015  | 0.030| 0.020| 88.400   | 0.880     | 0.884  | 0.016| 0.085 |
| ElasticNet | 79.460   | 77.800 | 7.240  | 0.040| 0.030| 86.710   | 0.868     | 0.863  | 0.089| 0.146 |
| ALASSO   | 48.740   | 82.600 | 4.089  | 0.020| 0.020| 90.840   | 0.904     | 0.908  | 0.428| 0.077 |
| SparseStep | 7.310    | 70.400 | 0.010  | 0.010| 0.010| 90.930   | 0.904     | 0.911  | 0.267| 0.066 |
| Best Subset | 8.160    | 74.600 | 0.071  | 0.010| 0.010| 91.000   | 0.904     | 0.911  | 0.036| 0.066 |
| SCAD     | 29.380   | 87.100 | 2.088  | 0.010| 0.010| 91.000   | 0.904     | 0.911  | 0.036| 0.066 |
| MCP      | 14.950   | 82.800 | 0.674  | 0.010| 0.010| 91.230   | 0.909     | 0.911  | 0.053| 0.064 |
| SIS      | 8.080    | 63.900 | 0.171  | 0.020| 0.010| 88.850   | 0.884     | 0.887  | 0.002| 0.078 |
| ISIS     | 14.990   | 80.400 | 0.702  | 0.040| 0.020| 88.900   | 0.885     | 0.890  | 0.084| 0.091 |
| SIVS     | 4.350    | 42.900 | 0.006  | 0.050| 0.020| 84.730   | 0.841     | 0.850  | 14.583| 0.140 |
| varSelRF | 28.590   | 62.500 | 2.257  | 0.010| 0.010| 81.680   | 0.814     | 1.541  | 0.514| 0.154 |
| PIMP     | 89.880   | 61.300 | 8.460  | 0.010| 0.010| 81.680   | 0.814     | 0.887  | 10.999| 0.186 |
| Boruta  | 8.430    | 51.900 | 0.327  | 0.010| 0.010| 82.440   | 0.821     | 0.824  | 0.850| 0.132 |
| VSURF    | 9.580    | 56.100 | 0.401  | 0.010| 0.010| 82.560   | 0.827     | 0.818  | 8.952| 0.132 |
| RRF      | 4.121    | 32.828 | 0.085  | 0.010| 0.010| 78.737   | 0.780     | 0.792  | 0.226| 0.149 |
| NTA      | 73.660   | 64.800 | 6.786  | 0.010| 0.010| 79.180   | 0.789     | 0.793  | 1.450| 0.182 |

### Correlated case

| Method   | Selected | Imp% | Unimp% | MSE  | MAE  | Accuracy | Precision | Recall | Time | Brier |
|----------|----------|------|--------|------|------|----------|-----------|--------|------|-------|
| LASSO    | 92.090   | 90.700 | 8.386  | 0.040| 0.020| 88.280   | 0.877     | 0.886  | 0.015| 0.084 |
| ElasticNet | 92.670   | 80.200 | 8.571  | 0.040| 0.030| 85.910   | 0.859     | 0.856  | 0.899| 0.144 |
| ALASSO   | 47.060   | 83.400 | 3.911  | 0.020| 0.020| 89.130   | 0.884     | 0.896  | 0.053| 0.077 |
| SparseStep | 7.360    | 71.300 | 0.023  | 0.010| 0.010| 90.380   | 0.901     | 0.903  | 0.014| 0.068 |
| Best Subset | 7.790    | 73.500 | 0.044  | 0.010| 0.010| 90.730   | 0.903     | 0.909  | 0.029| 0.066 |
| SCAD     | 26.260   | 86.700 | 1.777  | 0.010| 0.010| 90.810   | 0.903     | 0.912  | 0.030| 0.066 |
| MCP      | 13.800   | 81.700 | 0.569  | 0.010| 0.010| 90.800   | 0.902     | 0.912  | 0.039| 0.065 |
| SIS      | 6.940    | 61.400 | 0.081  | 0.020| 0.010| 88.910   | 0.887     | 0.888  | 0.006| 0.079 |
| ISIS     | 14.640   | 80.600 | 0.665  | 0.070| 0.030| 88.850   | 0.886     | 0.887  | 0.139| 0.095 |
| SIVS     | 4.360    | 43.400 | 0.002  | 0.050| 0.020| 85.210   | 0.846     | 0.856  | 13.534| 0.104 |
| varSelRF | 30.810   | 61.100 | 2.495  | 0.010| 0.010| 81.460   | 0.813     | 0.814  | 1.441| 0.151 |
| PIMP     | 91.290   | 61.900 | 8.596  | 0.010| 0.010| 79.200   | 0.793     | 0.794  | 10.411| 0.180 |
| Boruta  | 12.050   | 54.800 | 0.664  | 0.010| 0.010| 82.120   | 0.819     | 0.821  | 1.946| 0.135 |
| VSURF    | 9.540    | 55.800 | 0.400  | 0.010| 0.010| 82.460   | 0.819     | 0.829  | 8.680| 0.131 |
| RRF      | 4.260    | 32.000 | 0.107  | 0.010| 0.010| 78.760   | 0.782     | 0.790  | 0.210| 0.147 |
| NTA      | 80.210   | 66.900 | 7.427  | 0.010| 0.010| 79.550   | 0.794     | 0.799  | 1.536| 0.178 |
Figure A1: Boxplots of the prediction Brier scores across various iterations in case of $n = 100$ for different dimensions.
Figure A2: Boxplots of the prediction Brier scores across various iterations in case of $n = 200$ for different dimensions.
Figure A3: Boxplots of the prediction Brier scores across various iterations in case of $n = 500$ for different dimensions.