Sparse LiDAR Assisted Self-supervised Stereo Disparity Estimation
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Abstract: Deep stereo matching has made significant progress in recent years. However, state-of-the-art methods are based on expensive 4D cost volume, which limits their use in real-world applications. To address this issue, 3D correlation maps and iterative disparity updates have been proposed. Regarding that in real-world platforms, such as self-driving cars and robots, the Lidar is usually installed. Thus we further introduce the sparse Lidar point into the iterative updates, which alleviates the burden of network updating the disparity from zero states. Furthermore, we propose training the network in a self-supervised way so that it can be trained on any captured data for better generalization ability. Experiments and comparisons show that the presented method is effective and achieves comparable results with related methods.
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1 Introduction

Estimating disparity/depth from stereo images is a common task in many applications. In recent years, the deep disparity estimation has made great progress, and yields better results than traditional handcrafted stereo algorithms. The state-of-the-art disparity estimation networks [1–3] usually have four steps: 1) image feature extraction, 2) 4D cost volume generation, 3) cost aggregation, and 4) disparity regression. In this pipeline, the 4D cost volume is constructed by concatenating deep features on possible disparities, and computational expensive 3D convolutions are used to aggregate the 4D cost volume. Although simpler aggregation operators are proposed [4], the high computational cost on 4D cost volume and the requirement for large labeled data still limit their use on practical platforms.

In this paper, we seek a solution to relieve the computational cost and labeled data requirements for stereo estimation networks. Given that Lidar is very likely to be installed on real-world platforms, collecting stereo images and Lidar data can be quick and easy. So we concentrate on self-supervised stereo disparity estimation with Lidar data.

A straightforward way to improve stereo estimation with Lidar data is to fuse them into estimated stereo depth [5] [6]. However, the Lidar data cannot be used during stereo matching in this post-fusion strategy. To incorporate the Lidar data into the stereo matching, some researches [7] [8] modify the cost volume based on Lidar data, while others [9] [10] fuse the Lidar feature into image feature. Nonetheless, they still rely on the expensive 4D cost volume. Recent works [11] [12] inspired by the correlation and iterative pipeline in optical-flow estimation [13], in which the 3D correlation map is constructed by correlating features on possible disparities, are very efficient and effective. In this paper, we propose incorporating Lidar points into iterative updates based on this pipeline. Specifically, the sparse disparity from the Lidar are regarded as seminal states for the iteration. We adopt the convolutional spatial propagation network (CSPN) [2] to estimate the pixel affinity, and propagate the sparse disparity with the affinity to a wider region after each iteration. This strategy allows the iterative steps to be reduced while improving the inference accuracy, thus reducing the running time.

Another limitation for supervised disparity estimation is the requirement of dense ground-truth disparity/depth label. Because acquiring dense depth data is costly and limited by the environment. The sun light would interfere with most dense depth sensors, thus we can only capture dense depth in the indoor environment. Therefore, only indoor or synthetic datasets can be used to train the network, which greatly limited the generalization ability. Fortunately, Lidar can operate without these constraints, thus, self-supervised training with stereo image and Lidar data is essential. We adopt advances of self-supervised optical flow estimation [14] [15] to train the proposed network.

To summarize, we develop a sparse Lidar-assisted stereo dis-
The goal of this paper is to estimate dense disparity with stereo images $I_L, I_R$ and the sparse Lidar depth $dep^s_l$ of left image. For convenience, the sparse depth $dep^s_l$ is first converted to sparse disparity $d^s_l = fB/dep^s_l$, where $f$ and $B$ denote the camera focal length and stereo baseline respectively. The proposed network takes $I_L, I_R$ and $d^s_l$ as inputs and outputs the dense disparity of left image $d_l$. In the following, we will detail the network architecture and the training losses.

### 3 Sparse assisted stereo estimation network

The overall architecture of the propose network is shown in Fig. 1, it mainly contains three stages: 1) the image feature and context extraction, 2) the correlation pyramid construction, and 3) the iterative disparity update.

#### 3.1 Image feature and context extraction

The feature network extracts deep feature maps $f_l, f_r \in \mathbb{R}^{H \times W \times 128}$ for the left and right images $I_L, I_R$. For computational considerations, the feature maps are 1/4 or 1/8 of the original image resolution. They are then used to construct the correlation pyramid. The context network has the same architecture with the feature network, but with different network parameters. In contrast to RAFT-Stereo [12], we use an additional Residual block [16] for image-dependent affinity estimation to optimize the estimated disparity with sparse input. The affinity $A$ is a pixel by pixel kernels map for disparity propagation and optimization. In this paper, the kernel size is $3 \times 3$, and the shape of this affinity map is $H \times W \times 8$.

#### 3.2 Correlation pyramid construction

In cost volume based method, the 3D feature map $f_l, f_r \in \mathbb{R}^{H \times W \times C}$ are concatenated at different possible disparities. For example, when the maximum disparity is $D$, the shape of cost volume is $H \times W \times 2C \times D$, and the process of this 4D cost volume is computational expensive. On the other hand, the RAFT-Stereo [12] shows that the 4D is not necessary, and the 3D correlation map is enough for disparity estimation. By computing the dot product of features at horizontal rows of stereo images (the “C” in Fig. 1), the correlation map is constructed as

$$C(i, j, k) = \sum_h f_l(i, j, h) \cdot f_r(i, k, h), \quad C \in \mathbb{R}^{H \times W \times W}.$$  \hspace{1cm} (1)

Following the RAFT-Stereo [12], the correlation pyramid is generated by 1D average pooling the last dimension of the correlation map with stride of 2. Thus the correlation map at level $k$ is of size $H \times W \times W/2^k$. In this pyramid, the top level provides a wide range of similarity, while the bottom level provides detailed local similarity.

#### 3.3 Iterative disparity update

To update the disparity, the network first lookup (the ‘L’ in Fig. 1) into the correlation pyramid at current disparity estimation, and obtain the similarities at each pyramid level in a radius $r_L$ with bilinear sampling. Then the similarity and current disparity are encoded as motion features. With the context from context network, the delta disparity $\Delta d_k$ is estimate from the multi-scale convolutional GRU after $k$-th iteration [12], and the disparity is updated as $d_k = d_{k-1} + \Delta d_k$.

To introduce the sparse disparity, we adopt the convolution...
spatial propagation (CSPN) \([2]\) before the first and after each GRU iteration
\[
d_{t+1}(i,j) = CSPN(d_{t-1}) + \Delta_{t} \mid A, \tag{2}
\]
where CSPN\((d \mid A)\) denotes the convolution spatial propagation on \(d \in \mathbb{R}^{H \times W}\) with the affinity map \(A \in \mathbb{R}^{H \times W \times 8}\) estimated from context network. On the affinity map, the last dimension denotes the eight neighborhood affinities of a location. Thus it can be reviewed as a \(H \times W \times 3 \times 3\) tensor with the center pixel is zero. Then the disparity \(d\) is updated using the following equation
\[
d_{t+1}(i,j) = A(i,j,0,0) \odot d_{t}(i,j) + \sum_{a,b=1}^{3} A(i,j,a,b) \odot d_{t}(i+a,j+b), \tag{3}
\]
where
\[
A(i,j,a,b) = \frac{A(i,j,a,b)}{\sum_{a,b=1}^{3} A(i,j,a,b)} \tag{4}
\]
\[
\hat{A}(i,j,0) = 1 - \sum_{a,b=1}^{3} \hat{A}(i,j,a,b),
\]
and \(t\) is the update times of convolution spatial propagation, \(0 < i \leq H\) and \(0 < j \leq W\) denote the pixel location, \(0 < a \leq 3\) and \(0 < b \leq 3\) represent index of local \(3 \times 3\) kernel, \(\odot\) is an element-wise product. After each propagation, the sparse disparity is then applied to guarantee that the disparities at valid positions \(V_{l}^{s}\) stay the same
\[
d_{t+1}(i,j) = (1 - V_{l}^{s}(i,j))d_{t+1}(i,j) + V_{l}^{s}(i,j)\hat{d}(i,j). \tag{5}
\]
At last, the convex upsampling \([12]\) upsamples the low resolution disparity map to the original image resolution.

4 Self-supervised loss functions

Current stereo estimation networks frequently use different network parameters for different datasets, indicating a lack of generalizability. One approach to address this issue is to train on as many datasets as possible. The requirements for dense disparity ground-truth, on the other hand, make training on different datasets difficult. With the help of sparse Lidar input, we use self-supervised network training, which eliminates the need of dense disparity ground-truth.

4.1 Appearance loss

This loss is based on the image reconstruction difference. Considering the estimated dense disparity \(\hat{d}_{l}\) and \(\hat{d}_{r}\) for left and right image. The left image can be reconstructed with the right image \(\hat{I}_{r}\)
\[
\hat{I}_{r}(i,j) = \text{Bisample} \left( I_{r}, (i,j - \hat{d}_{l}(i,j)) \right), \tag{6}
\]
where Bisample\((x(i,j))\) denotes the bilinear sampling at \((i,j)\) on image \(x\). The right image \(\hat{I}_{r}\) can also be reconstructed in the same way. Taking the left image as example, the appearance loss of left image \([17]\) is given as
\[
L_{ap}^{l} = \frac{1}{N} \sum_{i,j \in -O_{l}} \left( \alpha \sum_{l} \left( 1 - \text{SSIM}(I_{l}, \hat{I}_{l}) \right) + (1 - \alpha) \left\| I_{l} - \hat{I}_{l} \right\| \right), \tag{7}
\]
where \(O_{l}\) is the occlusion map of left image based on range map \([15]\). \(N\) denotes the number of non-occlusion pixels of left image, and SSIM \((x,y)\) constructs the Structural Similarity (SSIM) \([13]\) of image \(x\) and \(y\), and \(\alpha = 0.85\) is a hyper-parameter to balance two loss terms \([17]\).

4.2 Sparse disparity loss

The sparse but accurate disparity can be used to not only help obtain the dense disparity, but also to supervise the disparity estimation. The sparse disparity supervision loss is defined as follows:
\[
L_{sp}^{l} = \frac{1}{M} \sum_{i,j} \left\| d_{l}^{s}(i,j) - \hat{d}_{l}(i,j) \right\| \tag{8}
\]
where \(V_{l}^{s}\) denotes the boolean valid map of sparse disparity \(d_{l}^{s}\), and \(M\) denotes the number of valid points in \(V_{l}^{s}\).

4.3 Left-Right consistency loss

To guarantee that the estimated left disparity and right disparity are consistent, we apply the left-right disparity consistency loss. Taking the left disparity \(\hat{d}_{l}\) as example, right disparity \(\hat{d}_{r}\) is warped to left image with
\[
\hat{d}_{r,2l} = \text{Bisample} \left( \hat{d}_{r}, (i,j - \hat{d}_{l}(i,j)) \right). \tag{9}
\]
Then, the left-right consistency of left disparity is
\[
L_{lr}^{l} = \frac{1}{N} \sum_{(i,j) \in -O_{l}} \left\| \hat{d}_{r,2l}(i,j) - \hat{d}_{l}(i,j) \right\|, \tag{10}
\]
where \(O_{l}\) and \(N\) are defined in equation \((7)\). The consistency loss forces the corresponding positions between image pairs has the same disparity.

4.4 Smooth loss

Training with only appearance and sparsity supervise may result in noisy disparity estimation, which is non-smooth and inaccurate. By considering the structure of image, the smooth loss is introduced to alleviate this problem
\[
L_{sm}^{l} = \frac{1}{N} \sum_{(i,j) \in -O_{l}} \left( \left\| \nabla^{2} \hat{d}_{l} \right\|_{e^{-|\nabla^{2} l|}} + \left\| \nabla^{2} \hat{d}_{l} \right\|_{e^{-|\nabla^{2} l|}} \right), \tag{11}
\]
With all the losses presented, the total loss function for left image is given as
\[
L^{l} = \beta_{ap} L_{ap}^{l} + \beta_{sp} L_{sp}^{l} + \beta_{lr} L_{lr}^{l} + \beta_{sm} L_{sm}^{l}, \tag{12}
\]
where \(\beta\) represents the weight of each loss terms. It is notable that predicting zero disparities is a trivial solution for left-right consistency loss and smooth loss. Therefore, their
The network is implemented with Pytorch and trained with following previous works [9, 10] the tests are conducted on the KITTI [20] depth completion task. The training batch size is 8 in the comparisons, and both the GRU and CSPN iterations are 20 times. All LiDAR points are used as network inputs in supervised training, whereas in the self-supervised training, 250 points are network inputs and the remaining are used for sparse loss computation. During self-supervised training, the network is initialized with a self-supervised model trained on the SceneFlow [19]. The RMSE (root mean square error), MAE (mean absolute error), iRMSE (inverse root mean square error in millimeter), and iMAE (inverse mean absolute error in millimeter) of estimated depth and ground-truth semi-dense depth are evaluated and compared.

### 5.3 Ablation studies of network architecture

We use the RAFT-Stereo [12] as the baseline model. By introducing sparse disparity points and CSPN [2] propagation module, four variations of networks are studied. To eliminate the effects of loss functions, we use supervised training of the network. We evaluate the end-point-error (EPE) of the estimated disparity and the percentage of disparity outliers of one pixel in first frame (D1) at 20K steps on the FlyingThings3D test set [19]. The evaluation results are shown in Fig. 2. The most obvious first phenomenon is that both the EPE and the D1 decrease as the number of iterations increases for all variations. However, the EPE and D1 of the baseline network can only be reduced to about 1.75 and 20% respectively. By incorporating the CSPN [2] propagation and sparse disparity, the EPE and D1 comes to 0.66 and 7% respectively. This indicates that they are both helpful for disparity estimation. Moreover, one can also use much lesser iterations to obtain equivalent disparity accuracy with the CSPN [2] propagation and sparse disparity, which is important for efficient applications. Without the LiDAR measurements, extracting accurate sparse keypoints [22] and matching them [23] would also be possible to act as the accurate sparse input.

### 5.4 Ablation studies of self-supervise training

We investigated appearance and sparsity disparity loss on different network variations while keeping the weights of left-right consistency and smooth loss constant at 0.01. The test results are shown in Table 1 and Fig. 3. First, the baseline network is tested for appearance and sparsity disparity loss. As shown in Table 1, adding sparse disparity improves the EPE (from 11.48 to 6.05) but has limited effect on the D1 (26.51% and 26.18%). When the sparse disparity is added to the baseline+CSPN variation, the EPE falls from 10.06 to 6.06, but the D1 remains high above 25%. The visualization of estimated disparity in Fig. 3 (e) and (f) also shows...
that the network has difficulty fitting large disparities. After careful examination, we discover that the disparity update in Equation 5 produces the same disparity and ground-truth disparity of the corresponding sparse positions in the output dense disparity map (equivalent to directly replacing the disparity of effective sparse points with ground-truth disparity).

As a result, the sparsity is masked out during network back propagation. To avoid this problem, we tested two self-supervised strategies with the sparse disparities:

- **Sparse-half1**: Half of the sparse disparities is randomly selected as the network input, and all the sparse disparities is used to calculate the sparse loss;

- **Sparse-half2**: Half of the sparse disparities is randomly selected as the network input, and the remaining sparse disparities is used to calculate the sparse loss.

The EPE and D1 are reduced to 1.57 and 13.56%, respectively, with the Sparse-half1 training strategy, as shown in Table 1. But it is inferior to the Sparse-half2 training strategy because half of the sparse points are still invalid in network back propagation and would affect affinity training. The Sparse-half2 training strategy reduces the EPE and D1 to 1.24 and 12.15%, respectively, which is much closer to supervised training results. In addition, the visualization in Fig. 3 confirms the efficacy of the proposed strategy.

### 5.5 Comparison to supervised methods

Table 2 shows the comparisons with supervised methods. It can be seen that the proposed method achieves close to the best errors in the S+L methods, ranking first in MAE and second in RMSE and iMAE. However, we can see that some M+L methods have lower errors than S+L methods. This is due to the S+L methods rely heavily on accurate LiDAR points while images are primarily used for guidance, whereas M+L methods rely mainly on stereo matching of binocular images and sparse LiDAR points are only used for guidance or optimization. One disadvantage of S+L methods is that they cannot infer depth in areas with no LiDAR points, as shown in Fig. 4.

### 5.6 Comparison to self-supervised methods

The comparisons with self-supervised methods are shown in Table 3. We can see that the proposed method ranks second in terms of RMSE, MAE, and iMAE, and is very close to LiStereo [9], proving its effectiveness. More importantly, the proposed method is scalable: the network can be configured with or without sparse LiDAR input, as well as with a different number of GRU iterations for different computational budgets.
6 Conclusions

We present a self-supervised stereo disparity estimation network with sparse disparity input in this paper. To incorporate the sparse disparity input to the stereo matching pipeline, the affinity of disparity is estimated. In each GRU iteration, convolutional spatial propagation with affinity and sparse disparity is used to optimize the disparity. The appearance difference and disparity on sparse points are also used to train the network in a self-supervised manner. We can train the network in any dataset using the self-supervised learning method, as there are no ground-truth label requirements. Our future work will include improving affinity propagation and introducing stereo images with different exposures for the generation of high dynamic range 3D images.
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