A dataset of ant colonies motion trajectories in indoor and outdoor scenes for social cluster behavior study
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Abstract

Motion and interaction of social insects (such as ants) have been studied by many researchers to understand the clustering mechanism. Most studies in the field of ant behavior have only focused on indoor environments, while outdoor environments are still underexplored. In this paper, we collect videos of ant colonies from different indoor and outdoor scenes. And we develop an image sequence marking software named VisualMarkData, which enables us to provide annotations of ants in the video. In all 5354 frames, the location information and the identification number of each ant are recorded for a total of 712 ants and 11412 annotations. Moreover, we provide visual analysis tools to assess and validate the technical quality and reproducibility of our data. It is hoped that this dataset will contribute to a deeper exploration on the behavior of the ant colony.
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Background

Social insects often tend to cluster into a colony [1], which forms a complex social network [2]. From time to time, the social network springs up with self-organized clustering behaviors, including division of labor [3], task specialization [4], and distributed problem solving [5]. Biologists analyze the evolution of social network to understand the clustering behavior of insects [6], thus promoting the development of relevant modern applications, such as wireless communication [7] and cluster intelligent control [8]. The key requirement of this research is the ability to track the motions and interactions of each individual robustly and accurately.

Until the late 20th century, biologists still manually marked the motion trajectories on the video to guarantee the quality. However, they have to track each individual at one time, which might mean watching the entire video 50 times or more in a crowded scene. [9] Obviously, manually tracking is time-consuming and prone to human error. It becomes an inhibiting factor in obtaining the complete and accurate dataset required to analyze the evolution of social networks. Therefore, in the past two decades, attempts have been made to automate the tracking process for social insects utilizing computer vision (CV) techniques [10, 11, 12, 13, 14].

Traditional CV techniques free researchers from manual work through approaches such as foreground segmentation algorithm [15], temporal difference method [10] and hungarian algorithm [16]. Such approaches, however, have failed to address the noise in the image [17], resulting in the limitation that a laboratory environment with a clean background is needed. Nevertheless, many scientifically valuable results are obtained in nature rather than laboratory environment [18, 19, 20, 21].

Fortunately, with the emergence of deep learning, CV techniques are already capable of addressing many complex tasks [22, 23, 24], which brings a piece of good news to automated insect tracking in outdoor scenes. Several studies have explored automated multi–ant tracking in outdoor scenes using deep learning-based models [25, 26]. Experimental results demonstrate that these models could be scaled up into a cost–effective alternative to traditional manual tracking methods which are typically costly and/or labor intensive [25, 26]. A critical requirement for the development of these models is access to the datasets containing motion trajectories of insects in the video. To the best of our knowledge, however, the current studies are all using only one outdoor-scene dataset, which is lack of data diversity.
We collect five videos of black ant colonies in different outdoor environments, with the number of black ants ranging from 73 to 193 in the videos. The body length of black ants is between 8 to 10 mm [28]. These videos are provided by Depositphotos, an online video site (https://cn.depositphotos.com/home.html), and access is subject to a royalty-free license.

**Data Records**

The dataset consists of 10 image sequences from different scenes in JPEG digital image format, which is publicly available on https://data.mendeley.com/datasets/9ws98g4npw/3. Alongside, we provide annotations marked by VisualMarkData for all image sequences in the form of text. In the dataset, the images and annotations of each sequence are organized into three folders are named 'det', 'gt', and 'img'.

**Data Description**

We collect 10 videos that record activities of different ant colonies, including colonies from both indoor and outdoor scenes. To help us mark the motion trajectories, we develop an image sequence marking software called VisualMarkData, which is used to mark the pixel patches covered by ants in each frame of the video. The total size of our dataset is 5354 frames, 712 ants, and 114112 labels. We believe that our dataset will benefit future research on social insect behavior analysis.

**In this paper,** we collect video recordings of 10 ant colonies from different scenes (including indoor and outdoor scenes). Besides, we develop an image sequence mark software named VisualMarkData, which is used to mark the pixel patches covered by ants in each frame of the video. The total size of our dataset is 5354 frames, 712 ants, and 114112 labels. We believe that our dataset will benefit future research on social insect behavior analysis.

**Data acquisition**

**Indoor environment**

We collect 50 workers of Japanese arched ants species, which ranged from 7.4 to 13.8 mm in body length [27]. We construct a laboratory environment for them, including a stable light source and a transparent plastic container. We randomly divide them into 5 colonies of 10 ants each. Then, we load each colony into the container in turns and film their activities with a high-resolution video camera.

**Outdoor environment**

We collect 5 videos of black ant colonies in different outdoor environments, with the number of black ants ranging from 73 to 193 in the videos. The body length of black ants is between 8 to 10 mm [28]. These videos are provided by Depositphotos, an online video site (https://cn.depositphotos.com/home.html), and access is subject to a royalty-free license.

**Data Records**

The dataset consists of 10 image sequences from different scenes in JPEG digital image format, which is publicly available on https://data.mendeley.com/datasets/9ws98g4npw/3. Alongside, we provide annotations marked by VisualMarkData for all image sequences in the form of text. In the dataset, the images and annotations of each sequence are organized into three folders are named 'det', 'gt', and 'img'.

**Table 1. Statistics of ant videos with annotations in indoor and outdoor scenes.**

| Sequence | FPS | Resolution | Length | Ants | Annotations |
|----------|-----|------------|--------|------|-------------|
| Seq0001  | 25  | 1920 × 1080| 351 (00-14) | 10 | 3510 |
| Seq0002  | 30  | 1280 × 720 | 600 (00-20) | 73 | 11178 |
| Seq0003  | 30  | 1280 × 720 | 600 (00-20) | 73 | 11178 |
| Seq0004  | 30  | 1280 × 720 | 600 (00-20) | 73 | 11178 |
| Seq0005  | 30  | 1280 × 720 | 600 (00-20) | 73 | 11178 |
| Seq0006  | 30  | 1280 × 720 | 600 (00-20) | 73 | 11178 |
| Seq0007  | 30  | 1280 × 720 | 600 (00-20) | 73 | 11178 |
| Seq0008  | 30  | 1280 × 720 | 600 (00-20) | 73 | 11178 |
| Seq0009  | 30  | 1280 × 720 | 600 (00-20) | 73 | 11178 |
| Seq0010  | 30  | 1280 × 720 | 600 (00-20) | 73 | 11178 |

**Figure 1. The pipeline for marking motion trajectories of ants in an image sequence, taking an outdoor scene as an example. A total of 133 ants appear in this image sequence, and we select one ant to be marked in each epoch. We use a square bounding box to point out the ant’s location and record the relevant parameters at the same time. After all ants of the entire image sequence have been marked, we check the quality of the annotations frame by frame so that wrong annotations (red font) can be corrected (green font). Then, we merge all the annotations of the image sequence into one file. Additionally, we provide three visualization tools to verify the data quality.**
| Position | Name | Description |
|----------|------|-------------|
| 1        | Frame number | Indicate at which frame the object is present |
| 2        | Identity number | Each ant trajectory is identified by a unique ID (-1 for detections) |
| 3        | Bounding box left | Coordinate of the top-left corner of the ant bounding box |
| 4        | Bounding box top | Coordinate of the top-left corner of the ant bounding box |
| 5        | Bounding box width | Width in pixels of the ant bounding box |
| 6        | Bounding box height | Height in pixels of the ant bounding box |
| 7        | Confidence score | Indicates how confident the detector is that this instance is an ant. For the ground truth and results, it acts as a flag whether the entry is to be considered |

Table 2. Data format for annotation files, both for 'det.txt' and 'gt.txt' files.

Figure 2. Visual analysis of the marking results on indoor ant videos. (a) Visualization of motion trajectories of the ants for each sequence of the indoor scene. (b) Speed distributions in image space for 5 sequences of indoor scenes, respectively. (c) Ant speed histograms per indoor sequence.

**Det folder**

The 'det' folder contains a 'det.txt' file which is the ground truth for detection, recording the location parameters of the ants in all frames, which is similar to multi-object tracking challenge [29]. Each line represents one ant instance, and it contains 7 values as shown in Table 2. The first number indicates in which frame the ant appears, while the second number identifies that ant as belonging to a trajectory by assigning a unique ID (set to -1 in a detection file, as no ID is assigned yet). The next four numbers indicate the location of the bounding box of the ant in 2D image coordinates. The location is indicated by the top-left corner as well as the width and height of the bounding box. This is followed by a single number, which denotes the confidence score.

**Gt folder**

The 'gt' folder contains a 'gt.txt' file, which is the ground truth for multi-object tracking. Similar to the 'det.txt' file, it also contains 7 values (see details in Table 2). The difference compared to the 'det.txt' file is that the second number in the 'gt.txt' file records the ID of an ant as belonging to a trajectory, which provides the key information for implementing multi-ant tracking. Besides, each ant can be assigned to only one trajectory.

**Img folder**

The 'img' folder stores the original image sequence converted from the video. All images are converted to JPEG and named sequentially to a 6-digit file name (e.g. 000001.jpg).

**Analyses**

**Visually confirm**

The ground truth annotations for all image sequences in the dataset are visually confirmed by the data annotation staff. The visual reviewing consists of two aspects, sequence-level (coarse-grained) and image-level (fine-grained).

Firstly, staffs perform a coarse-grained review of a single sequence. Specifically, we draw the annotations on the corresponding images, and then convert the image sequence to video. By replaying the video (see movies in https://drive.google.com/file/d/1ibXb8bKCNB4Ag4_ZdGQV-1uBbYU1HzZd-2l/view?usp=sharing), staff can quickly confirm which segments of the video are poor quality and needed to be re-marked. For each scene, an example image frame is shown in Figure 2 (a) and Figure 3 (a). After that, staff reviews the quality of annotations frame-by-frame via VisualMarkData. For inaccurate annotations, staff modifies manually by using the "Check and modify" function of VisualMarkData (see details in Methods).

**Motion speed analysis**

Further, to demonstrate the reliability of our dataset, we analyze the distribution of the movement speed of the ants in our dataset. First, for each ant, we use the 2D Euclidean distance [30] to calculate its pixel distance between two adjacent frames. Therefore, the pixel distance \( \Delta p_t \) of the ant at frame \( t \) can be defined by the
Where, the world displacement of the ant at frame (unit: m)

\[ \Delta \text{ps} \text{t} = \sqrt{(\Delta \text{px} \text{t} - \Delta \text{px} \text{t-1})^2 + (\Delta \text{py} \text{t} - \Delta \text{py} \text{t-1})^2} \] (1)

where \( \Delta \text{px} \text{t} \) denotes the pixel position of the ant in the horizontal direction at frame \( t \). Similarly, \( \Delta \text{py} \text{t} \) denotes the pixel position in the vertical direction. To convert the pixel distance to real-world coordinates, we divide the ant’s body length \( L \) (unit: m) in the real world by body length \( n \) (unit: pixel) in the image. Thus, the real-world displacement of the ant at frame \( t \), \( \Delta \text{s} \text{t} \) (unit: m) can be expressed as follows:

\[ \Delta \text{s} \text{t} = \Delta \text{ps} \text{t} \times \frac{L}{n} \] (2)

Since the FPS for a specific video is a constant \( f_c \), the velocity \( \text{v} \text{t} \) (unit: m \( \cdot \) s\(^{-1}\)) at frame \( t \) can be formulated as:

\[ \text{v} \text{t} = \frac{\Delta \text{s} \text{t}}{\frac{1}{f_c}} \] (3)

Where, the \( v_0 \) is set to 0.

According to the aforementioned equations, combined with the location information of ants in annotations, we can analyze the motion speed of ants in the video, as shown in Figure 2 (b), (c) and Figure 3 (b), (c). Specifically, the overall motion speed of ants in indoor and outdoor scenes are 2.16 ± 1.49 cm \( \cdot \) s\(^{-1}\) and 1.98 ± 1.84 cm \( \cdot \) s\(^{-1}\), respectively. These values are within a reasonable range (ants average motion speed is 2.85 cm \( \cdot \) s\(^{-1}\) under bi-directional traffic condition [31]). This demonstrates that the ant colony activity dataset we collected and marked is real and reliable.

Discussion

The image sequence marking software VisualMarkData is a toolkit with interactive visualization. The goal of the software is to provide a convenient tool for researchers marking movement trajectories of social insects in videos, thus facilitating the study of the behavioral mechanisms of social insects. Additionally, by using the software, researchers will obtain standardized annotation data, as details in the previous section. VisualMarkData is open source, which enables researchers to mark their image sequence datasets of any multi-object motion scenario. Alongside, we have provided publicly available Python Scripts to illustrate the analysis of data as well as usage of the data. To visualize and reproduce the results described in the Technical Validation section, we develop two scripts for the researchers. Also, we provide another script to calculate metrics [29] of multi-object tracking that enables any deep learning algorithm to evaluate the tracking accuracy on our dataset. The annotated trajectory data can be used for training and testing of supervised learning models, thus providing a powerful tool for studying a wider range of ant colony behaviors.

In the future, we will enrich the VisualMarkData with more features to reduce the difficulty of marking and improve the efficiency of marking. The software currently marks targets based on their center points, and we are considering introducing stretchable annotation capabilities based on rectangles or ellipses. In addition, the simultaneous annotation of multiple targets in one frame is also a feature worth developing. Along with that, we can introduce semi-automated annotation, i.e., embedding a neural network model into the VisualMarkData, which will automatically predict and annotate objects of the current frame based on the information in the previous frame. Thus, the annotators only need to fine-tune the annotation, which will significantly improve the efficiency of the annotation.

The dataset and VisualMarkData will boost researchers both in biology and computer science to study on behavior of social insects in different environments. We hope that this work will contribute to the potential discovery of ant colony behavioral mechanisms and facilitate the application of the image processing field in biology.

Potential implications

Swarm behavior is one of the most important features of social insects, which has important significance for the study of embodied intelligence [8]. Specifically, social insects often tend to cluster into a colony [1], which forms a complex dynamical system together with the surrounding environment [2]. So far, researchers do not know enough about the mechanisms behind swarm behaviors of social insects. We believe our image sequence marking software and dataset could facilitate the analysis of ant colony behavior leading to the development of embodied intelligence.

Methods

Hardware devices for acquiring raw data

For indoor environments, we use a cylindrical container made of transparent plastic providing a space for the ants to move around.
The container has a bottom diameter of 10 cm, a side height of 15 cm, and is not closed at the top. Ants, loaded in the container, are filmed with a high-resolution video camera (Panasonic GX85) with 25 frames per second (FPS) in the format H.264 with a resolution of 1920×1080 pixels. The distance between the camera and the top of the container is 30 cm so that the filming view of the camera can cover the whole container. To ensure stable filming, we fix the camera on a tripod, as well as hanging a light bulb above the container. Besides, the anti-dusting powder is applied to the inner wall of the container, preventing ants from escaping from the container during the filming.

**Description of the marking software VisualMarkData**

We develop an image sequence marking software called VisualMarkData to provide the locations and identification numbers of objects in the sequence for motion analysis. The operation procedure of VisualMarkData is as follows, and its interface is shown in Figure 4.

- **Choose Image Set.** Before marking, the user should click "Choose Image Set" to select an image set. The filename of the image set is defined in the format of "SeqXObjectYImageZ", where X is the name of the sequence, Y is the number of objects in the first frame and Z is the size of the bounding box which represents the object. For example, the image set, named "Seq/0Object/0Image/94", indicates that the sequence "0Object" contains 10 objects in the first frame, and each object will be marked with a bounding box with the size of 94×94.
- **Create Output Directory.** The user needs to click "Output Directory" to select the storage path of annotations. Since VisualMarkData only focuses on one object per marking round (each round goes through the whole image sequence), the output folder is suggested to be named with the identification number of the object, e.g. "0001". As the identity number of the object is user-defined, the user can use any number for the object and folder as long as it is unique.
- **Select Start Frame.** In the last step before starting marking, you need to enter the start frame, the default value is 0. This means that you are allowed to exit the software halfway and continue the progress of the current marking task the next time. Then, you can click the "Start" button.
- **Marking.** The user clicks on the center of the object in the current frame, and the software will automatically save the digital location of the center, as well as a bounding box centered on the object. It should be emphasized that the user only marks the same object until finishes the entire image sequence, and then the user can focus on another object by repeating the same operation for the previous one.
- **Next Frame.** The user clicks the "Next" button to show the next frame on the window of the software. The marked location on the previous frame will be displayed with a green-dotted, which can help the user quickly locate the target object.
- **Previous Frame.** If the marked location of the previous frame is incorrect, the user can click the "Previous" button to roll back one frame.
- **Check and Modify.** After the user finishes marking the entire image set, checking is needed to guarantee the quality. In this case, the user can enter the specific frame to modify the annotations by carrying out Select Start Frame step.
- **Merge Annotations.** After all objects in a sequence have been marked and reviewed, the user needs to click the "Merge" button, thereby all annotations for each object will be sorted by frames and then the ID of the object both in ascending order.

**Availability of source code and requirements**

Lists the following:

- Project name: ANTS_marking_and_analysis_tools
- Project home page: e.g. https://github.com/holmescao/ANTS_marking_and_analysis_tools
- Operating system(s): Platform independent
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