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ABSTRACT

Aims. With the large amount of molecular emission data from (sub)millimeter observatories and incoming James Webb Space Telescope infrared spectroscopy, access to fast forward models of the chemical composition of protoplanetary disks is of paramount importance.

Methods. We used a thermo-chemical modeling code to generate a diverse population of protoplanetary disk models. We trained a K-nearest neighbors (KNN) regressor to instantly predict the chemistry of other disk models.

Results. We show that it is possible to accurately reproduce chemistry using just a small subset of physical conditions, thanks to correlations between the local physical conditions in adopted protoplanetary disk models. We discuss the uncertainties and limitations of this method.

Conclusions. The proposed method can be used for Bayesian fitting of the line emission data to retrieve disk properties from observations. We present a pipeline for reproducing the same approach on other disk chemical model sets.
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1. Introduction

Time-dependent gas-grain chemical kinetics codes are widely used in the astrochemical modeling of the ISM, protoplanetary disks, and even exoplanetary atmospheres. A typical computational time to calculate the chemical evolution of an isolated volume over $10^5$ – $10^6$ years usually takes about 0.1–10 seconds on a single CPU core, depending on the complexity of the chemical network and variability of the physical conditions. More complex networks – that include deuterium or carbon isopolhogues (Albertsson et al. 2013; Yu et al. 2016) or that separately treat reactions on dust surface and in the bulk of icy mantles (Vasyunin et al. 2009; Garrod 2013) – increase the number of reactions and slow down the calculations drastically. For a typical grid size of a 2D protoplanetary disk model of 100×100, a session of chemical kinetics modeling takes at least 15 minutes up to several days on a single CPU core. This is a reasonable timeframe for forward modeling but too long for any retrieval of disk physical parameters based on a fitting of molecular data. Recently, Keil et al. (2022) proposed a new method for deriving the physical parameters of uniform gas clouds using Markov chain Monte Carlo sampling with realistic chemical and radiative transfer modeling and successfully applied it to the L1544 data. However, protoplanetary disks exhibit more complex structures with strong gradients of physical conditions and another approach is thus needed.

With the recent large programs on protoplanetary disk chemistry at the Atacama Large Millimeter/submillimeter Array (ALMA) (MAPS: Oberg et al. (2021); 2021.1.00128.L/AGE-PRO PI: Ke Zhang, in progress; see also Guzmán et al. (2021); Ille et al. (2021)) and Northern Extended Millimeter Array (NOEMA) (L19ME/PRODIGE, PI: P. Caselli, Th. Henning., in progress, see Semenov et al., in prep.), as well as large, partially spatially unresolved surveys of circumstellar disk populations (ODISEA: Cieza et al. 2019; Ansdell et al. 2016), the amount of available data for analysis expands rapidly. In addition, high angular- and frequency-resolution observations of molecular emission lines in individual disks are now common (e.g., Pegues et al. 2020; Garufi et al. 2020; Pegues et al. 2021). Analyses of such data can be vastly improved if all the lines are taken into account simultaneously (Fedele & Favre 2020; Holdship & Viti 2022). However, protoplanetary disk model retrieval in a Bayesian sense is still in its infancy.

Our goal is to build a function (an estimator) to return the reasonably accurate chemical composition using the smallest possible subset of local physical conditions characterizing the protoplanetary disk. Applications of machine learning techniques are emerging in all fields of astronomy and physics (e.g., Dieleman et al. 2015; Dunjko & Briegel 2018; Carleo et al. 2019; Ribas et al. 2020; Ardévol Martínez et al. 2022), providing a robust, human-independent, and flexible way to find dependencies and correlations within a data set. The approach is also being applied to astrochemistry: among others, Lee et al. (2021) searched for similarities between molecules to propose possible detectable molecules, Grassi et al. (2021) suggested a method to reduce the number of species for chemical kinetics, Holdship...
et al. (2021) explored a large parameter space to provide time-dependent chemistry, and, most recently, Villadsen et al. (2022) presented a way to predict binding energies of molecules on dust surfaces.

In this work, we present a solution to the problem of chemical model performance. We computed a grid of 540 thermo-chemical protoplanetary disk models, containing more than two million physical bins in various disk environments, but at fixed elemental and dust compositions and at the same age, which we describe in Section 2. We used a K-nearest neighbors (KNN) machine learning (ML) algorithm (Goldberger et al. 2005) to create a robust interpolation between local physical conditions in the disk and the abundances of molecular and atomic species, described in detail in Section 3. Once the estimator is trained, the chemistry can be predicted in milliseconds per disk model, making it much faster than the next bottleneck, namely, the line radiative transfer. In Section 4, we demonstrate the performance and limitations of the method on a small set of chemical species. In Section 5, we summarize our findings.

2. Thermo-chemical protoplanetary disk model grid

Chemical kinetics models, such as ALCHEMIC (Semenov et al. 2010), NAUTILUS (Ruaud et al. 2016), UCLCHEM (Holdship et al. 2017), and KROME (Grassi et al. 2014) can be very flexible and include dozens to tens of thousands of parameters. Some of these parameters describe local physical conditions, such as gas and dust density and temperature as well as the local ultraviolet (UV) radiation field. Others are global parameters, for instance, the ionization rate by radioactive nuclides or such details as the probability modifier of a gas particle sticking to a dust grain (UV) radiation field. Globally, parameters are described in detail in Section 3. Once the estimator is trained, the chemistry can be predicted in milliseconds per disk model, making it much faster than the next bottleneck, namely, the line radiative transfer. In Section 4, we demonstrate the performance and limitations of the method on a small set of chemical species.

Table 1. ANDES input grid

| Parameter | Value |
|-----------|-------|
| \( M_{\text{star}} \) | 0.2, 0.3, 0.4, 0.5, 0.8, 1.0 \( M_\odot \) |
| \( M_{\text{disk}} \) | 0.001, 0.003, 0.01, 0.03, 0.1 \( M_{\text{star}} \) |
| \( R_c \) | 20, 50, 80, 100, 130, 170 au |
| \( L_X \) | \( 10^{29} \), \( 10^{30} \), \( 10^{31} \) erg \( \text{s}^{-1} \) |
| \( T_{\text{star}}, R_{\text{star}} \) | \( f(M_{\text{star}}) \) Yorke & Bodenheimer (2008) |
| UV excess | \( B_r(T_{\text{eff}} = 10000 \text{ K}) \) |
| Accretion rate | \( 1 \times 10^{-8} \) \( M_\odot \text{yr}^{-1} \) |
| Dust opacity | Draine & Lee (1984) |
| Mean dust grain size | \( 3.7 \times 10^{-5} \) cm |
| Dust-to-gas mass ratio | 0.01 |
| Grazing angle | 0.05 |
| Density power-law slope | −1 |

Table 2. Initial chemical abundances

| Species | Abundance \( n(X) / n(H) \) | Species | Abundance \( n(X) / n(H) \) |
|---------|-----------------|---------|-----------------|
| ortho-H\(2 \) | 0.375 | CH\(_4\) ice | 1.8 \( \times 10^{-5} \) |
| para-H\(2 \) | 0.125 | CO ice | 6.0 \( \times 10^{-5} \) |
| HD | \( 5.5 \times 10^{-5} \) | CH\(_3\)OH ice | 4.5 \( \times 10^{-5} \) |
| H | \( 5.0 \times 10^{-7} \) | CO\(_2\) ice | 6.0 \( \times 10^{-5} \) |
| He | 0.098 | CH\(_4\) ice | 1.8 \( \times 10^{-5} \) |
| Cl | \( 1.0 \times 10^{-9} \) | H\(_2\)O ice | 3.0 \( \times 10^{-4} \) |
| Si | \( 8.0 \times 10^{-9} \) | H\(_2\)S ice | 6.6 \( \times 10^{-6} \) |
| Fe | \( 3.0 \times 10^{-9} \) | N\(_2\) ice | 2.1 \( \times 10^{-5} \) |
| Mg | \( 7.0 \times 10^{-9} \) | NH\(_3\) ice | 2.1 \( \times 10^{-5} \) |
| Na | \( 2.0 \times 10^{-9} \) | P | 2.0 \( \times 10^{-10} \) |

(Akimkin et al. 2013; Molyarova et al. 2017, 2018). The rates of surface reactions are adjusted to mimic the chemical inactivity of the bulk icy mantles; they are multiplied by a factor equal to the fraction of the upper layers in the total number of surface particles. Following Eistrup et al. (2016), we adopted an icy molecular initial composition based on the abundances of prestellar cores (Öberg et al. 2011). We ran the time-dependent chemical evolution for the typically assumed age of 1 Myr (Willacy et al. 1998; Aikawa et al. 2002).

The disk physical structure in our models is defined through stellar mass, \( M_{\text{star}} \), disk mass, \( M_{\text{disk}} \), and the characteristic radius, \( R_c \); these parameters define the distribution of density, temperature, and radiation field in the \( (R, z) \) plane. The stellar mass governs the stellar temperature and luminosity, which are calculated at the age of 1 Myr using the evolutionary models by Yorke & Bodenheimer (2008). The X-ray radiation field is calculated using Bruderer et al. (2009). The interstellar cosmic ray ionization rate was calculated according to Padovani et al. (2018). We create an ensemble of 540 models with different stellar mass \( M_{\text{star}} \), disk mass, \( M_{\text{disk}} \), critical radius, \( R_c \), and stellar X-ray luminosity, \( L_X \), to cover a wide range of physical conditions typical for protoplanetary disks: \( M_{\text{star}} = 0.2...1.0 \ M_\odot, M_{\text{disk}} = 0.1...10 \% M_{\text{star}}, R_c = 20...170 \text{ au}, \) and \( L_X = 10^{29...31} \text{ erg s}^{-1} \). Each model includes 50 logarithmically spaced radial points in the range of \( R = 0.1...1000 \text{ au} \) and 80 vertical points in the range of \( z/R = 0...1 \). The dust size distribution is described by a power law with a \( -3.5 \) exponent between \( 5 \times 10^{-7} \) and \( 2.5 \times 10^{-3} \) cm. The UV radiation field for photoreactions is calculated using dust opac-
3. KNN estimator training

First, we built a data frame using pandas (Reback et al. 2021), which contains a subset of local physical parameters and a set of selected chemical species. For demonstration purposes, we chose CO, HCO+, DCO+, and electrons, relevant to ionization studies (Smirnov-Pinchukov et al. 2020; Aikawa et al. 2021). We also demonstrate the possible applications to other species in Appendix A. We have selected observationally-relevant disk positions with gas number density above $10^4$ cm$^{-3}$, resulting in 1,832,212 data points. The subsequent analysis was performed using the Scikit-learn python library (Pedregosa et al. 2011). The physical quantities (input features) and the chemical abundances normalized to the total number of H atoms (output features) were renormalized to a uniform distribution in order to make the parameter space more uniformly sampled (see the example in Fig. 1). We split the data into a training set (432 disks, 946,856 points) and a test set (108 disks, 236,626 points). All the points from a single disk model must appear either in the training or a test set to avoid overfitting. The algorithm should predict the new points based on points from the other disks rather than interpolating nearby points of the same disk.

We used the KNeighborsRegressor estimator (Goldberger et al. 2005). The algorithm finds the $k$ nearest data points (in the input feature space) and interpolates the output feature values between them. For robustness, we choose the median value of these data points. The value of $k$ should be chosen based on the data. If $k = 1$, it is a classical “nearest” interpolation. This sort of interpolation is very sensitive to outliers (overfitting) which, in our case, can represent a rare combination of parameters or even a numerical failure of the original chemical kinetics solver within ANDES. If $k$ is too large, then the local behavior of chemistry cannot be properly caught. In the worst case, where $k$ equals the number of data points, the solution would simply represent their median value.

We used cross-validation to choose the value of $k$ and ensure the quality of the interpolation. In this approach, the training set is divided into 10 parts (splits), with all points from each disk being in the same split. The estimator is trained on 9/10 of the training data set and its performance is benchmarked against the remaining part, using the square sum of errors metric in the renormalized space to quantify the quality of the fit. This is repeated for each split, and the average performance is estimated. Then the same procedure repeats for another value of $k$, and this way, the best-performing value of $k$ is found. The estimator with the best $k$ is fitted again afterward on the entire training set. The results can be saved as a python binary (“pickle”) file and used as a fast callable function in other applications.

4. Results and discussion

First, we chose the local gas density, dust temperature, and ionization rate (the minimum set of key physical parameters for chemistry) as input features. We provide an example of the performance of the fit in Fig. 2, using the gas-phase CO molecule. As seen in panel (a), CO is abundant in dense regions with a temperature above 30 K. Typically, the CO snowline should be around 20 K. However, in our modeling, CO is also absent in the gas at higher temperatures due to the chemical transformation into CO$_2$ on dust grain surfaces (Molyarova et al. 2017; Bosman et al. 2018). At lower densities, which correspond to the outer disk, photodesorption by the interstellar UV and ionizing radiation maintain some amount of CO in the gas phase, enough for self-shielding. Low-density and high-temperature areas belong to the disk atmosphere, where the UV-radiation destroys CO. The fit reproduces this general behavior, showing insignificant systematic error (bias, dex) on the panel (b). The fit scatter (panel c) is especially low (< 0.5 dex) for the inner disk and midplane. Most of the disk CO gas is present in the inner disk and, hence, the fit reproduces the majority of the gas-phase CO in disks with a reasonable level of accuracy. Moreover, the fit correctly predicts low CO abundances outside the CO snowline and in the disk atmosphere. Significant scatter (above 1 dex) is present only at the radiation-sensitive transition zone between the atmosphere and the rest of the disk in the low-density area. The top-left corner (very high density, very low temperature) is not covered by the original data set, as regions with such conditions never appeared in the disk model grid.

Notably, we can reproduce deuterium fractionation. In Fig. A.1, we show other species included in the estimator’s output: HCO+, DCO+, and $e^-$. While electron density is fitted almost perfectly, the HCO+ and DCO+ fits show ~1 dex scatter in the transition zone between the inner disk and the photodissociation area, where just a small amount of gas is present. Overall, with just three inputs’ feature set, the estimator is able to predict the disk chemistry with a good accuracy below 0.5 dex for most of the parameter space.

The addition of more input parameters to the input features further increases the quality of the fit. In Fig. A.2, we show the model after adding local UV radiation intensity to the set of the input features. We can see a significantly lower scatter in the whole parameter space. Temperature and density remain the best predictors of the disk chemistry, explaining the major variations of ~5 dex, with the local ionization rate contributing to ~1–2 dex and ultraviolet field contributing to ~1 dex in relevant disk regions. The impact of ionizing radiation is more important than the UV for the molecules, as they reside in the deeper layers of
the disk, while X-ray and cosmic rays penetrate deeper towards the midplane. Even in the three-parameter fit, it is important to take the local UV radiation field into account for the data generation process. Nevertheless, as the UV field is correlated with the combination of other input parameters, it is not necessary to have it as an input feature for the KNN algorithm.

5. Conclusions

We applied, for the first time, a machine-learning estimator to physical-chemical protoplanetary disk models to predict chemical abundances much more quickly than traditional "full" chemical calculations. Our estimator uses a small and easily-calculated set of local physical parameters as input features: the dust temperature, density, and ionization rate, with the possible addition of a local UV field strength. We applied this method to a pre-computed database of 540 protoplanetary disks of various masses, sizes, and stellar properties, including X-ray luminosities. We studied the effectiveness and limitations of the method due to the small input feature set, demonstrating how the addition of a local UV field improves the accuracy for four species in the gas: CO, HCO$^+$, DCO$^+$, and $e^-$. This approach is general and can be applied not only to this set of species and ANDES thermo-chemical disk models, but also to other species and astrochemical applications. For such purposes, the outputs of other astrochemical models (e.g., Bruderer et al. 2009; Woitke et al. 2006) with relevant physical parameters and desired chemical species abundances can be processed with the same approach. We publish the ANDES-generated data and the Jupyter notebook to reproduce our results on GitHub.

These results will be used in an upcoming series of papers to fit the molecular data obtained in the framework of the large observing program on NOEMA, L19ME (PI: Th. Henning). We use this method to rapidly calculate chemical composition for the disk. These results will be used in an upcoming series of papers to fit the molecular data obtained in the framework of the large observing program on NOEMA, L19ME (PI: Th. Henning). We use this method to rapidly calculate chemical composition for the disk. These results will be used in an upcoming series of papers to fit the molecular data obtained in the framework of the large observing program on NOEMA, L19ME (PI: Th. Henning). We use this method to rapidly calculate chemical composition for the disk. These results will be used in an upcoming series of papers to fit the molecular data obtained in the framework of the large observing program on NOEMA, L19ME (PI: Th. Henning). We use this method to rapidly calculate chemical composition for the disk. These results will be used in an upcoming series of papers to fit the molecular data obtained in the framework of the large observing program on NOEMA, L19ME (PI: Th. Henning). We use this method to rapidly calculate chemical composition for the disk.
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Appendix A: Additional figures

Fig. A.1 demonstrates the application of the method on HCO⁺, DCO⁺, and electrons for three input features: local temperature, gas density, ionization rate. On the Fig. A.2 we present the result for the same molecules and CO with the local UV radiation strength added to the features list. In addition, we used our study to demonstrate the summary of the same method application to a larger number of different species, with four input features in Fig. A.3.
Fig. A.1. Performance of ML-accelerated chemistry predictions for HCO⁺, DCO⁺, and electrons.
Fig. A.2. Effect of adding UV radiation strength to the set of input features. The panels show the performance of ML-accelerated chemistry predictions, as in Fig. 2. Adding UV radiation strength increases the accuracy of the fit, but only slightly in the areas of the parameter space dominated by the selected molecules. Depending on the molecular species and constraints on calculation time, it is not necessary to use UV as a parameter.
Application of the same method to a broader set of species. Performance of ML-accelerated chemistry prediction, same as in Fig. 2, based on four input features.
Fig. A.3. continued.
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Fig. A.3. continued.