Abstract. This paper is motivated by the following question: what are the unavoidable induced subgraphs of graphs with large treewidth? Aboulker et al. made a conjecture which answers this question in graphs of bounded maximum degree, asserting that for all $k$ and $\Delta$, every graph with maximum degree at most $\Delta$ and sufficiently large treewidth contains either a subdivision of the $(k \times k)$-wall or the line graph of a subdivision of the $(k \times k)$-wall as an induced subgraph. We prove two theorems supporting this conjecture, as follows.

1. For $t \geq 2$, a $t$-theta is a graph consisting of two nonadjacent vertices and three internally vertex-disjoint paths between them, each of length at least $t$. A $t$-pyramid is a graph consisting of a vertex $v$, a triangle $B$ disjoint from $v$ and three paths starting at $v$ and vertex-disjoint otherwise, each joining $v$ to a vertex of $B$, and each of length at least $t$. We prove that for all $k, t$ and $\Delta$, every graph with maximum degree at most $\Delta$ and sufficiently large treewidth contains either a $t$-theta, or a $t$-pyramid, or the line graph of a subdivision of the $(k \times k)$-wall as an induced subgraph. This affirmatively answers a question of Pilipczuk et al. asking whether every graph of bounded maximum degree and sufficiently large treewidth contains either a theta or a triangle as an induced subgraph (where a theta means a $t$-theta for some $t \geq 2$).

2. A subcubic subdivided caterpillar is a tree of maximum degree at most three whose all vertices of degree three lie on a path. We prove that for every $\Delta$ and subcubic subdivided caterpillar $T$, every graph with maximum degree at most $\Delta$ and sufficiently large treewidth contains either a subdivision of $T$ or the line graph of a subdivision of $T$ as an induced subgraph.
1. Introduction

All graphs in this paper are finite and simple. Let \( G = (V(G), E(G)) \) be a graph. A tree decomposition \((T, \beta)\) of \( G \) consists of a tree \( T \) and a map \( \beta : V(T) \to 2^{V(G)} \), with the following properties:

(i) For every \( v \in V(G) \), there exists \( t \in V(T) \) such that \( v \in \beta(t) \).
(ii) For every \( v_1v_2 \in E(G) \), there exists \( t \in V(T) \) such that \( v_1, v_2 \in \beta(t) \).
(iii) For every \( v \in V(G) \), the subgraph of \( T \) induced on the set \( \beta^{-1}(v) = \{ t \in V(T) \mid v \in \beta(t) \} \) is connected.

The width of the tree decomposition \((T, \beta)\) is \( \max_{v \in V(T)} |\beta(v)| - 1 \). The treewidth of a graph \( G \), denoted by \( \text{tw}(G) \), is the minimum width of a tree decomposition of \( G \). Treewidth, originally introduced by Robertson and Seymour in their study of graph minors, is widely considered to be an important graph parameter, both from a structural \cite{22} and algorithmic \cite{11} point of view. Roughly, the treewidth of a graph measures how “close to a tree” it is: trees have treewidth one, and in general, the larger the treewidth of a graph, the less “tree-like”, and hence the more complicated it is. So it is natural to ask how one would certify whether a graph is of large treewidth, and in particular, what can we say about the unavoidable substructures emerging in graphs of large treewidth. As an example, for each \( k \), the \( k \)-by-\( k \) square grid is a planar graph of maximum degree three and with treewidth \( k \), and the \((k \times k)\)-wall, denoted by \( W_{k \times k} \), is the \( k \)-by-\( k \) hexagonal grid, which is planar graph with maximum degree three and with treewidth \( k \) (the formal definition is provided at the end of Subsection 1.1; see Figure 1). Every subdivision of \( W_{k \times k} \) is also a graph of treewidth \( k \). The Grid Theorem of Robertson and Seymour gives a complete characterization of the unavoidable minors, and the unavoidable subgraphs of graphs with large treewidth.

**Theorem 1.1** (Robertson and Seymour \cite{20}). For every \( k \geq 1 \), every graph of sufficiently large treewidth has minor isomorphic to the \( k \)-by-\( k \) square grid, or equivalently, a subdivision of \( W_{k \times k} \) as a subgraph.

While tree decompositions and classes of graphs with bounded treewidth are central concepts in the study of graphs with forbidden minors \cite{22}, the problem of connecting tree decompositions with forbidden induced subgraphs had largely remained uninvestigated until very recently. In accordance, this work is a step toward understanding the unavoidable induced subgraphs of graphs with large treewidth. Formally, let us say a family \( \mathcal{F} \) of graphs is *useful* if there exists \( c \) such that every graph \( G \) with \( \text{tw}(G) > c \) contains a member of \( \mathcal{F} \) as an induced subgraph. Then our work is motivated by the goal of characterizing useful families. For instance, Lozin and Razgon \cite{18} have recently proved the following theorem, which gives a complete description of all finite useful families. Given a graph \( F \), the *line graph* \( L(F) \) of \( F \) is the graph with vertex set \( E(F) \), such that two vertices of \( L(F) \) are adjacent if the corresponding edges of \( G \) share an end.

**Theorem 1.2** (Lozin and Razgon \cite{18}). Let \( \mathcal{F} \) be finite family of graphs. Then \( \mathcal{F} \) is useful if and only if it contains a complete graph, a complete bipartite graph, a forest in which each component has at most three leaves, and the line graph of such a forest.
In fact, it is easy to see that the complete graph $K_t$ has treewidth $t - 1$ and the complete bipartite graph $K_{t,t}$ has treewidth $t$. Also, as mentioned above, every subdivision of $W_{k \times k}$ is also of treewidth $k$, and crucially, no two non-isomorphic subdivisions of $W_{k \times k}$ are induced subgraphs of each other. The line graph of a subdivision of $W_{k \times k}$ is another example of a graph with large treewidth. Note that $L(W_{k \times k})$ does not contain $W_{k \times k}$ as an induced subgraph. In summary, if a family of graphs is useful, then it contains a complete graph, a complete bipartite graph, and for some $k$, an induced subgraph of every subdivision of $W_{k \times k}$, and an induced subgraph of the line graph of every subdivision of $W_{k \times k}$. Therefore, it would be natural to ask whether the converse of the latter statement is also true:

**Question 1.3.** Let $\mathcal{F}$ be a family of graphs containing a complete graph, a complete bipartite graph, and for some $k$, an induced subgraph of every subdivision of $W_{k \times k}$, and an induced subgraph of the line graph of every subdivision of $W_{k \times k}$. Then is $\mathcal{F}$ useful?

It turns out that the answer to Question 1.3 is negative. To elaborate on this, we need a couple of definitions. By a *hole* in a graph we mean an induced cycle of length at least four, and an *even hole* is a hole on an even number of vertices. For graphs $G$ and $F$, we say that $G$ is $F$-free if $G$ does not contain an induced subgraph isomorphic to $F$. If $\mathcal{F}$ is a family of graphs, a graph $G$ is $\mathcal{F}$-free if $G$ is $F$-free for every $F \in \mathcal{F}$. It is not difficult to show that for large enough $k$, subdivisions of $W_{k \times k}$, line graphs of subdivisions of $W_{k \times k}$, and the complete bipartite graph $K_{k,k}$ all contain even holes. Therefore, the following theorem provides a negative answer to Question 1.3.

**Theorem 1.4** (Sintiari and Trotignon [23]). For every integer $\ell \geq 1$, there exists an (even hole, $K_4$)-free graph $G_\ell$ such that $\text{tw}(G_\ell) \geq \ell$.

Observe that graphs $G_\ell$ in Theorem 1.4 have vertices of arbitrarily large degree, the following conjecture was made (and proved for the case $\Delta \leq 3$) in [1]:

**Conjecture 1.5** (Aboulker, Adler, Kim, Sintiari and Trotignon [1]). For every $\Delta > 0$ there exists $c_\Delta$ such that $\text{tw}(G)$ is $\Delta$-hole-free for every graph $G$ with maximum degree at most $\Delta$ have treewidth at most $c_\Delta$.

Conjecture 1.5 was proved in [10] by three of the authors of the present paper. More generally, it is conjectured in [1] that there is an affirmative answer to Question 1.3 in the bounded maximum degree case (note that bounded maximum degree automatically implies that a large complete graph and a large complete bipartite graph are excluded).

**Conjecture 1.6** (Aboulker, Adler, Kim, Sintiari and Trotignon [1]). For every $\Delta > 0$ there is a function $f_\Delta : \mathbb{N} \to \mathbb{N}$ such that every graph with maximum degree at most $\Delta$ and treewidth at least $f_\Delta(k)$ contains a subdivision of $W_{k \times k}$ or the line graph of a subdivision of $W_{k \times k}$ as an induced subgraph.

(We remark that, while the present paper was under review, Conjecture 1.6 was proved using a different method [17]. However, the techniques developed here provide foundation to a significant body of future work [2, 3, 4, 5, 6, 7, 8, 9].)

In [1] it is proved for proper minor-closed classes of graphs (in which case the bound on the maximum degree is not needed anymore).

**Theorem 1.7** (Aboulker, Adler, Kim, Sintiari and Trotignon [1]). For every graph $H$ there is a function $f_H : \mathbb{N} \to \mathbb{N}$ such that every graph of treewidth at least $f_H(k)$ and with no $H$-minor contains a subdivision of $W_{k \times k}$ or the line graph of a subdivision of $W_{k \times k}$ as an induced subgraph.

In this paper we prove several theorems supporting Conjecture 1.6. In order to state our main results, we need a few more definitions.
A path is a graph $P$ with vertex set $\{p_1, \ldots, p_k\}$ and edge set $\{p_1p_2, p_2p_3, \ldots, p_{k-1}p_k\}$. We write $P = p_1 \cdots p_k$, and we say $p_1$ and $p_k$ are the ends of $P$. The length of the path $P$ is the number of edges in $P$. We say that $P$ is a path from $p_1$ to $p_k$, where $p_1$ and $p_k$ are the vertices of degree one in $P$. The interior of $P$ is denoted $P^*$ and is defined as $P \setminus \{p_1, p_k\}$.

Let $G$ be a graph and let $X, Y \subseteq V(G)$ be disjoint. Then, $X$ is complete to $Y$ if for every $x \in X$ and $y \in Y$, we have $xy \in E(G)$, and $X$ is anticomplete to $Y$ if there are no edges from $X$ to $Y$ in $G$.

The claw is the graph with vertex set $\{a, b, c, d\}$ and edge set $\{ab, ac, ad\}$. For nonnegative integers $t_1, t_2, t_3$, an $S_{t_1, t_2, t_3}$, also called a long claw or a subdivided claw, consists of a vertex $v$ and three paths $P_1, P_2, P_3$, where $P_i$ is of length $t_i$, with one end $v$, such that $V(P_1) \setminus \{v\}$, $V(P_2) \setminus \{v\}$, and $V(P_3) \setminus \{v\}$ are pairwise disjoint and anticomplete to each other. Note that for every $t$, every subdivision of $W_{k \times k}$ for large enough $k$ contains $S_{t,t,t}$ as an induced subgraph.

Our first result is the following.

**Theorem 1.8.** Let $\Delta, t, k$ be positive integers. There exists $c_{k,t,\Delta}$ such that for every $S_{t,t,t}$-free graph $G$ with maximum degree $\Delta$ and no induced subgraph isomorphic to the line graph of a subdivision of $W_{k \times k}$, we have $\text{tw}(G) \leq c_{k,t,\Delta}$.

A theta is a graph consisting of three internally vertex-disjoint paths $P_1 = a \cdots b$, $P_2 = a \cdots -b$, and $P_3 = -a \cdots b$ of length at least 2, such that no edges exist between the paths except the three edges incident with $a$ and the three edges incident with $b$. A $t$-theta is a theta such that each of $P_1, P_2, P_3$ has length at least $t$. A pyramid is a graph consisting of three paths $P_1 = a \cdots -b_1$, $P_2 = a \cdots -b_2$, and $P_3 = a \cdots -b_3$ of length at least 1, two of which have length at least 2, pairwise vertex-disjoint except at $a$, and such that $b_1b_2b_3$ is a triangle and no edges exist between the paths except those of the triangle and the three edges incident with $a$. A $t$-pyramid is a pyramid such that each of $P_1, P_2, P_3$ has length at least $t$.

Note that the complete bipartite graph $K_{2,3}$ is in fact a theta. Also, for large enough $k$, every subdivision of $W_{k \times k}$ contains a theta as an induced subgraph, and the line graph of every subdivision of $W_{k \times k}$ contains a triangle. Therefore, the following theorem gives another reason why the answer to Question 1.3 is negative.

**Theorem 1.9** (Sintiari and Trotignon [23]). For every integer $\ell \geq 1$, there exists a $(\text{theta}, \text{triangle})$-free graph $G_\ell$ such that $\text{tw}(G_\ell) \geq \ell$.

In analogy to the situation with Theorem 1.4, the graphs $G_\ell$ in Theorem 1.9 contain vertices of arbitrary large degree. So it is asked in [19] whether $(\text{theta}, \text{triangle})$-free graphs of bounded maximum degree have bounded treewidth (while it is proved in [19] that $(\text{theta}, \text{triangle}, S_{t,t,t})$-free graphs, without a bound on the maximum degree, have bounded treewidth). We give an affirmative answer to this question. Indeed, our second result, the following, establishes a far-reaching generalization of this question. It also generalizes Theorem 1.8, and strongly addresses Conjecture 1.6.

**Theorem 1.10.** Let $\Delta, t, k$ be positive integers with $t \geq 2$. Then, there exists $c_{t,k,\Delta}$ such that for every $(t$-$\text{theta}$, $t$-$\text{pyramid})$-free graph $G$ with maximum degree $\Delta$ and no induced subgraph isomorphic to the line graph of a subdivision of $W_{k \times k}$, we have $\text{tw}(G) \leq c_{t,k,\Delta}$.

A tree $T$ is a subdivided caterpillar if there is a path $P$ in $T$ such that $P$ contains every vertex of $T$ of degree at least three in $T$. The spine of $T$ is the shortest path containing all vertices of degree at least three in $T$. A leg of a subdivided caterpillar $T$ is a path in $T$ from a vertex of degree one in $T$ to a vertex of degree at least three in $T$. A graph $G$ is subcubic if every vertex of $G$ has degree at most three.

Note that for every subcubic subdivided caterpillar $T$ and for large enough $k$, every subdivision of $W_{k \times k}$ contains a subdivision of $T$ as an induced subgraph, and the line graph of every
subdivision of $W_{k\times k}$ contains the line graph of a subdivision of $T$ as an induced subgraph. Our third result is the following.

**Theorem 1.11.** Let $\Delta$ be a positive integer and let $T$ be a subcubic subdivided caterpillar. There exists $c_{T,\Delta}$ such that for every graph $G$ with maximum degree $\Delta$ and no induced subgraph isomorphic to a subdivision of $T$ or the line graph of a subdivision of $T$, we have $\text{tw}(G) \leq c_{T,\Delta}$.

Let us now roughly discuss the proofs. Usually, to prove that a certain graph family has bounded treewidth, one attempts to construct a collection of “non-crossing decompositions,” which roughly means that the decompositions “cooperate” with each other, and the pieces that are obtained when the graph is simultaneously decomposed by all the decompositions in the collection “line up” to form a tree structure. Such collections of decompositions are called “laminar.” In all the cases above, there is a natural family of decompositions to turn to, sharing a certain structural property: all the decompositions arise from removing from the graph the neighborhood of a small connected subgraph. Unfortunately, these natural decompositions are very far from being non-crossing, and therefore they cannot be used in traditional ways to get tree-decompositions. What turns out to be true, however, is that, due to the bound on the maximum degree of the graph, these collections of decompositions can be partitioned into a bounded number of laminar collections (where the bound on the number of collections depends on the maximum degree and on the precise nature of the decomposition). We will explain how to make use of this fact in Section 2.

**Structure of the paper.** We begin in Section 1.1 with a review of relevant definitions and notation. In Section 1.2, we define an important graph parameter tied to treewidth called separation number. In Section 2 we prove Theorem 2.10, which summarizes our main proof method. In Section 3, we bound the treewidth of claw-free graphs with no line graph of a subdivision of a wall, and in Section 4, we apply the results of Section 3 to prove Theorem 1.8. In Section 5, we prove Theorem 1.10, and in Section 6, we prove Theorem 1.11.

1.1. Definitions and Notation. Let $G$ be a graph. In this paper, we use vertex sets and their induced subgraphs interchangeably. Let $H$ be a graph. We say that $X \subseteq V(G)$ is an $H$ in $G$ if $X$ is isomorphic to $H$. We say that $G$ contains $H$ if there exists $X \subseteq V(G)$ such that $X$ is an $H$ in $G$.

The open neighborhood of a vertex $v \in V(G)$, denoted $N(v)$, is the set of all vertices adjacent to $v$. The degree of $v \in V(G)$ is the size of its open neighborhood. A graph $G$ has maximum degree $\Delta$ if the degree of every vertex $v \in V(G)$ is at most $\Delta$. The closed neighborhood of a vertex $v \in V(G)$ is denoted $N[v]$ and is defined as $N[v] = N(v) \cup \{v\}$. Let $X \subseteq V(G)$. The open neighborhood of $X$, denoted $N(X)$, is the set of all vertices of $G \setminus X$ with a neighbor in $X$. The closed neighborhood of $X$ is denoted $N[X]$ and is defined as $N[X] = N(X) \cup X$.

A set $X \subseteq V(G)$ is connected if for every $x, y \in X$, there is a path $P$ in $X$ from $x$ to $y$. A set $C \subseteq V(G)$ is a cutset of a connected graph $G$ if $G \setminus C$ is not connected. A set $D$ is a connected component of $G$ if $D$ is inclusion-wise maximal such that $D \subseteq V(G)$ and $D$ is connected.

Let $u, v \in V(G)$ and let $X \subseteq V(G)$. The distance between $u$ and $v$ is the length of a shortest path from $u$ to $v$ in $G$. The distance between $u$ and $X$ is the length of a shortest path from $u$ to a vertex $x \in X$ in $G$. We denote by $N^d(u)$ the set of vertices at distance exactly $d$ from $v$ in $G$, and by $N^d[v]$ the set of vertices at distance at most $d$ from $v$ in $G$. Similarly, we denote by $N^d[X]$ the set of vertices of distance at most $d$ from $X$ in $G$. The diameter of a connected set $X \subseteq V(G)$ is the maximum distance in $G$ between two vertices of $X$.

A clique is a set $K \subseteq V(G)$ such that every pair of vertices in $K$ is adjacent. An independent set is a set $I \subseteq V(G)$ such that every pair of vertices in $I$ is non-adjacent. The clique number of $G$, denoted $\omega(G)$, is the size of a largest clique in $G$. The independence number of $G$, denoted $\alpha(G)$, is the size of a largest independent set in $G$. 

A weight function on $G$ is a function $w : V(G) \rightarrow \mathbb{R}$ that assigns a non-negative real number to every vertex of $G$. A weight function is normal if $w(V(G)) = 1$. Unless otherwise specified, we assume all weight functions are normal. We denote by $w_{\text{max}}$ the maximum weight of a vertex; i.e. $w_{\text{max}} = \max_{v \in V(G)} w(v)$.

Finally, let us include the precise definition of a wall. The $(n \times m)$-wall, denoted $W_{n \times m}$, is the graph $G$ with vertex set

$$V(G) = \{(1, 2j - 1) \mid 1 \leq j \leq m\}$$

$$\cup \{(i, j) \mid 1 < i < n, 1 \leq j \leq 2m\}$$

$$\cup \{(n, 2j - 1) \mid 1 \leq j \leq m, \text{ if } n \text{ is even}\}$$

$$\cup \{(n, 2j) \mid 1 \leq j \leq m, \text{ if } n \text{ is odd} \}$$

and edge set

$$E(G) = \{(1, 2j - 1), (1, 2j + 1) \mid 1 \leq j \leq m - 1\}$$

$$\cup \{(i, j), (i, j + 1) \mid 2 \leq i < n, 1 \leq j < 2m\}$$

$$\cup \{(n, 2j), (n, 2j + 2) \mid 1 \leq j < m \text{ if } n \text{ is odd}\}$$

$$\cup \{(n, 2j - 1), (n, 2j + 1) \mid 1 \leq j < m \text{ if } n \text{ is even}\}$$

$$\cup \{(i, j), (i + 1, j) \mid 1 \leq i < n, 1 \leq j \leq 2m, i, j \text{ odd}\}$$

$$\cup \{(i, j), (i + 1, j) \mid 1 \leq i < n, 1 \leq j \leq 2m, i, j \text{ even}\}$$

Again, see Figure 1 for an example.

1.2. Balanced separators and treewidth. Treewidth is tied to a parameter called the separation number. Let $G$ be a graph, let $S \subseteq V(G)$, let $k$ be a positive integer, and let $c \in [\frac{1}{2}, 1)$. A set $X \subseteq V(G)$ is a $(k, S, c)^*$-separator if $|X| \leq k$ and for every component $D$ of $G \setminus X$, it holds that $|D \cap S| \leq c|S|$. The separation number $\text{sep}_c^*(G)$ is the minimum $k$ such that $G$ has a $(k, S, c)^*$-separator for every $S \subseteq V(G)$. The following lemma states that the separation number gives an upper bound for the treewidth of a graph.

**Lemma 1.12** (Harvey and Wood [16]). For every $c \in [\frac{1}{2}, 1)$ and every graph $G$, we have $\text{tw}(G) + 1 \leq \frac{1}{1-c} \text{sep}_c^*(G)$.

Now, we redefine $(k, S, c)^*$-separators using weight functions. Given a normal weight function $w$ on a graph $G$ and a constant $c \in [\frac{1}{2}, 1)$, a set $X \subseteq V(G)$ is a $(w, c)$-balanced separator of $G$ if $w(D) \leq c$ for every component $D$ of $G \setminus X$.

We call a weight function $w$ on $G$ a uniform weight function if there exists $Y \subseteq V(G)$ such that $w(v) = \frac{1}{|Y|}$ if $v \in Y$, and $w(v) = 0$ if $v \notin Y$. Lemma 1.12 implies the following:

**Lemma 1.13.** Let $c \in [\frac{1}{2}, 1)$ and let $G$ be a graph. If $G$ has a $(w, c)$-balanced separator of size at most $k$ for every uniform weight function $w$, then $\text{tw}(G) \leq \frac{1}{1-c}k$.

**Proof.** We prove that $\text{sep}_c^*(G) \leq k$. Let $S \subseteq V(G)$ and let $w_S$ be the weight function on $G$ such that $w_S(v) = \frac{1}{|S|}$ if $v \in S$, and $w_S(v) = 0$ otherwise. Since $w_S$ is a uniform weight function, it follows that $G$ has a $(w_S, c)$-balanced separator $X$ such that $|X| \leq k$. Let $D$ be a component of $G \setminus X$, so $w(D) \leq c$. Consequently, $|D \cap S| \leq c|S|$, and so $X$ is a $(k, S, c)^*$-separator. Therefore, $\text{sep}_c^*(G) \leq k$, and the result follows from Lemma 1.12.

**Lemma 1.13** implies that if for some fixed $c \in [\frac{1}{2}, 1)$, $G$ has a balanced separator of size $k$ for every weight function $w$, then the treewidth of $G$ is bounded by a function of $k$. The next lemma states the converse.
Lemma 1.14 (Cygan, Fomin, Kowalik, Lokshtanov, Marx, Pilipczuk and Pilipczuk [14]). If $\text{tw}(G) \leq k$, then $G$ has a $(w,c)$-balanced separator of size at most $k + 1$ for every normal weight function $w$ and for every $c \in \left[\frac{1}{2}, 1\right]$.

Together, Lemmas 1.13 and 1.14 show that treewidth is tied to the size of balanced separators. In this paper, we rely on balanced separators to prove that graphs have bounded treewidth. In what follows, we will often assume that $G$ has no $(w,c)$-balanced separator of size $d$ for some normal weight function $w$, $c \in \left[\frac{1}{2}, 1\right]$, and positive integer $d$, since otherwise, in light of Lemma 1.13, we are done.

2. Central bags and forcers

A separation of a graph $G$ is a triple $(A, C, B)$ with $A, C, B \subseteq V(G)$ such that $A$, $C$, and $B$ are pairwise disjoint, $A \cup C \cup B = V(G)$, and $A$ is anticomplete to $B$. If $A$ and $B$ are both non-empty, then $C$ is a cutset of $G$. If $S = (A, C, B)$ is a separation, we write $A(S) = A$, $C(S) = C$, and $B(S) = B$.

Separations provide a way to organize the structure of connected graphs around important cutsets. To that end, it is often useful to characterize the relationship between two separations of a graph. Here, we define two relations between graph separations. Two separations $S_1 = (A_1, C_1, B_1)$ and $S_2 = (A_2, C_2, B_2)$ of $G$ are non-crossing if (possibly exchanging the roles of $A_1$ and $B_1$, and of $A_2$ and $B_2$) $A_1 \cap C_2 = \emptyset$, $A_2 \cap C_1 = \emptyset$, and $A_1 \cap A_2 = \emptyset$; and loosely non-crossing if $A_1 \cap C_2 = \emptyset$ and $A_2 \cap C_1 = \emptyset$. The two non-crossing properties are illustrated in Figure 2. Note that if two separations are non-crossing, then they are also loosely non-crossing. A collection $S$ of separations is (loosely) laminar if the separations of $S$ are pairwise (loosely) non-crossing.
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**Figure 2.** Illustrations of two separations $S_1 = (A_1, C_1, B_1)$ and $S_2 = (A_2, C_2, B_2)$ being (A) non-crossing and (B) loosely non-crossing.

The notion of non-crossing separations was used in [21] as part of the study of tree decompositions. Let $(T, \beta)$ be a tree decomposition of $G$. For $X \subseteq V(T)$, let $\beta(X) = \bigcup_{x \in X} \beta(x)$. Let $t_1 t_2 \in E(T)$ be an edge of $T$. Let $T_1$ and $T_2$ be the components of $T \setminus \{t_1 t_2\}$ containing $t_1$ and $t_2$, respectively. Let $C = \beta(t_1) \cap \beta(t_2)$, let $A = \beta(V(T_1)) \setminus C$, and let $B = \beta(V(T_2)) \setminus C$. Then, it follows from the properties of tree decompositions that $(A, C, B)$ is a separation of $G$. Up to symmetry between $A$ and $B$, we say that $(A, C, B)$ is the separation of $G$ corresponding to the edge $t_1 t_2$ of $T$. Let $S(T, \beta)$ be the collection of separations corresponding to the edges of $T$. It is shown in [21] that for every tree decomposition $(T, \beta)$ of $G$, it holds that $S(T, \beta)$ is laminar, and conversely, for every laminar collection $S$ of separations of $G$, there exists a tree decomposition $(T, \beta)$ of $G$ such that $S = S(T, \beta)$. Therefore, there is a one-to-one correspondence between the laminar collections of separations of a graph $G$ and the tree decompositions of $G$. This correspondence can be used to show that a graph has bounded treewidth: instead of attempting to bound the treewidth directly, one can instead study its separations.

In this paper we modify the approach above and use loosely laminar collections of separations (in fact, a slight variant of that). We then introduce a tool that reduces the problem of bounding the treewidth of a graph $G$ to the problem of bounding the treewidth of a certain induced subgraph $\beta$ of $G$. This is summarized in Theorem 2.10, but we try to explain and motivate our lemmas and definitions as we go.
Let $G$ be a graph and let $w : V(G) \to \mathbb{R}$ be a normal weight function on $G$. Let $\varepsilon \in (0, \frac{1}{2}]$. We say that a separation $(A, C, B)$ is $\varepsilon$-skewed if $w(A) < \varepsilon$ or if $w(B) < \varepsilon$. For the remainder of the paper, we assume by convention that if $S$ is $\varepsilon$-skewed for some $\varepsilon \in (0, \frac{1}{2}]$, then $w(A(S)) < \varepsilon$.

We have now broken the symmetry between $A$ and $B$. Let us say that separations $(A_1, C_1, B_1)$ and $(A_2, C_2, B_2)$ are $A$-loosely non-crossing if $A_1 \cap C_2 = A_2 \cap C_1 = \emptyset$ and $A$-non-crossing if $A_1 \cap C_2 = A_2 \cap C_1 = A_1 \cap A_2 = \emptyset$ (we also sometimes use “$A$-loosely crossing” and “$A$-crossing” to mean “not $A$-loosely non-crossing” and “not $A$-non-crossing.”) We define $A$-laminar and $A$-loosely laminar collections of separations similarly. Note that if $(A_1, C_1, B_1)$ and $(A_2, C_2, B_2)$ are $A$-loosely non-crossing $\varepsilon$-skewed separations, then every component $D$ of $A_1 \cup A_2$ is a component of $A_1$ or a component of $A_2$, and therefore $w(D) < \varepsilon$.

Let $G$ be a graph, $w$ a normal weight function on $G$, $c \in [\frac{1}{2}, 1)$ and $d$ an integer such that $G$ has no $(w, c)$-balanced separator of size at most $d$ (this will be our standard set up, in view of Lemma 1.13). Let $S = (A, C, B)$ be a separation of $G$ with $|C| \leq d$. Since $C$ is not a $(w, c)$-balanced separator of $G$, we deduce that $w(A) > c$ or $w(B) > c$. Therefore, $S$ is $(1 - c)$-skewed, so by our convention $w(A) < 1 - c$, and consequently $w(B) > c$.

Henceforth, we assume that all collections of separations are ordered, and we refer to these ordered collections as sequences of separations. Let $G$ be a connected graph, let $w$ be a normal weight function on $G$, and let $S$ be an $A$-loosely laminar sequence of $\varepsilon$-skewed separations of $G$. The central bag for $S$, denoted $\beta_S$, is defined as follows:

$$\beta_S = \bigcap_{S \in \mathcal{S}} B(S) \cup C(S).$$

We also define a weight function $w_S : \beta_S \to [0, 1]$ on $\beta_S$ as follows. Let $S = (S_1, \ldots, S_k)$, and assume that $C(S_i) \neq \emptyset$ for all $S_i \in S$. We equip the sequence $S$ with an anchor map $\text{anchor}_S : S \to V(G)$, such that $\text{anchor}_S(S_i) \in C(S_i)$ for every $S_i \in S$. We call $\text{anchor}_S(S)$ the anchor for $S$. Since $S$ is loosely laminar, it holds that $\text{anchor}_S(S) \in \beta_S$ for every $S \in \mathcal{S}$ (this is proven in (i) of Lemma 2.1). For $v \in \beta_S$, let $a(v) = \{i \text{ s.t. } v \text{ is the anchor for } S_i\}$. Let $w^*(A_i) = w(A_i \setminus \bigcup_{1 \leq j < i} A_j)$. Then, we let $w_S(v) = w(v) + \sum_{i \in a(v)} w^*(A_i)$ for all $v \in \beta_S$. Thus, the anchor for a separation $S$ is a way to record the weight of $A(S)$ in $\beta_S$.

We state the next few lemmas in slightly greater generality than what we need here, in order to be able to use them in future work. The following lemma gives important properties of central bags and their weight functions.

**Lemma 2.1.** Let $c \in [\frac{1}{2}, 1)$ and let $d$ be a positive integer. Let $G$ be a connected graph, let $w$ be a normal weight function on $G$, and suppose $G$ has no $(w, c)$-balanced separator of size at most $d$. Let $S$ be an $A$-loosely laminar sequence of separations of $G$ such that $C(S) \neq \emptyset$ and $|C(S)| \leq d$ for all $S \in \mathcal{S}$, and let $\beta_S$ be the central bag for $S$. Then,

1. $C(S) \subseteq \beta_S$ for every $S \in \mathcal{S}$,
2. $\beta_S$ is connected,
3. $w_S(\beta_S) = 1$.

**Proof.** Let $S = (S_1, \ldots, S_k)$, and let $S_i = (A_i, C_i, B_i)$ for all $1 \leq i \leq k$. Since $S$ is a $A$-loosely laminar sequence of separations, we have $C_i \cap A_j = \emptyset$ for all $1 \leq i, j \leq k$. Since $V(G) \setminus \beta_S \subseteq \bigcup_{1 \leq i \leq k} A_i$, it follows that $C_i \cap (V(G) \setminus \beta_S) = \emptyset$. Therefore, $C_i \subseteq \beta_S$ for all $1 \leq i \leq k$. This proves (i).

Let $D$ be a connected component of $\beta_S$. Let $I = \{i : C_i \cap D \neq \emptyset\}$. Since $C_i \subseteq \beta_S$ and $C_i$ is connected, it follows that $C_i \subseteq D$ for all $i \in I$. Since $N(A_i) \subseteq C_i$, we deduce that $D \cup \bigcup_{i \in I} A_i$ contains a connected component of $G$. Since $G$ is connected, we have $D \cup \bigcup_{i \in I} A_i = V(G)$, and so $D = \beta_S$. This proves (ii).
For $1 \leq i \leq k$, let $v_i = \text{anchor}_G(S_i)$. Note that

$$w_S(\beta_S) = \sum_{v \in \beta_S \setminus \{v_1, \ldots, v_k\}} w_S(v) + \sum_{v \in \{v_1, \ldots, v_k\}} w_S(v)$$

$$= \sum_{v \in \beta_S} w(v) + \sum_{1 \leq i \leq k} w\left(A_i \setminus \bigcup_{1 \leq j < i} A_j\right)$$

$$= \sum_{v \in V(G)} w(v),$$

where the last equality holds since for all $v \notin \beta_S$, we have $v \in A_i$ for some $1 \leq i \leq k$. Since $w(G) = 1$, it follows that $w_S(\beta_S) = 1$. This proves (iii).

**Lemma 2.2.** Let $c \in [\frac{1}{2}, 1)$, and let $\Delta, d, t$ be positive integers with $d \geq 1 + \Delta + \ldots + \Delta^t$. Let $G$ be a connected graph with maximum degree $\Delta$, let $w$ be a normal weight function on $G$, and suppose $G$ has no $(w, c)$-balanced separator of size at most $d$. Let $S$ be an $A$-loosely laminar sequence of separations such that for every $S \in \mathcal{S}$, it holds that $C(S)$ is connected and has diameter at most $t$. Let $\beta_S$ be the central bag for $S$. Then, $\beta_S$ has no $(w_S, c)$-balanced separator of size at most $d(1 + (1 + \Delta + \ldots + \Delta^t)^{-1})$.

**Proof.** Suppose for a contradiction that $\beta_S$ has a $(w_S, c)$-balanced separator $Y$ of size at most $d(1 + \Delta + \ldots + \Delta^t)^{-1}$. Since $G$ has no $(w, c)$-balanced separator of size at most $d$, it follows that $N^t[Y]$ is not a $(w, c)$-balanced separator of $G$ of size at most $d$. Since $|N^t[Y]| \leq |Y|(1 + \Delta + \ldots + \Delta^t) \leq d$, it follows that there exists a connected component $X$ of $G \setminus N^t[Y]$ such that $w(X) > c$. Let $Q_1, \ldots, Q_t$ be the connected components of $\beta_S \setminus Y$. Let $D_1, \ldots, D_m$ be the connected components of $G \setminus \beta_S$. Let $\mathcal{I} = \{i \text{ s.t. } Q_i \cap X \neq \emptyset\}$ and $\mathcal{J} = \{j \text{ s.t. } D_j \cap X \neq \emptyset\}$. Since $\mathcal{S}$ is $A$-loosely laminar, it holds that for every $1 \leq j \leq m$, there exists $S \in \mathcal{S}$ such that $D_j \subseteq A(S)$. Let $S = (S_1, \ldots, S_k)$. For $j \in \mathcal{J}$, let $f(j)$ be minimum such that $D_j \subseteq A(S_f(j))$, let $S(j) = S_{f(j)}$, and let $v(j) = \text{anchor}_S(S(j))$.

(1) For all $j \in \mathcal{J}$, it holds that $C(S(j)) \cap Y = \emptyset$.

Suppose $C(S(j)) \cap Y \neq \emptyset$ for some $j \in \mathcal{J}$. By assumption, $C(S(j))$ has diameter at most $t$, so $C(S(j)) \subseteq N^t[Y]$. Then, $N(D_j) \subseteq N^t[Y]$, and so $D_j = X$. By the choice of $d$ and since $D_j \subseteq A(S(j))$, it follows that $w(D_j) \leq w(A(S(j))) < 1 - c \leq c$, a contradiction. This proves (1).

Suppose that $|\mathcal{I}| = 0$. It follows that $|\mathcal{J}| \neq 0$, so let $j \in \mathcal{J}$. Now, $D_j \subseteq A(S(j))$, and since $\mathcal{I} = \emptyset$, it holds that $C(S(j)) \subseteq Y$, contradicting (1). Now, suppose that $|\mathcal{I}| \geq 2$. Assume $Q_1, Q_2$ are such that $Q_1 \cap X \neq \emptyset$ and $Q_2 \cap X \neq \emptyset$. Since $Q_1$ and $Q_2$ are distinct connected components of $\beta_S \setminus Y$, it follows that there exists $j \in \mathcal{J}$ such that $N(D_j) \cap Q_1 \neq \emptyset$ and $N(D_j) \cap Q_2 \neq \emptyset$. Since $N(D_j) \subseteq C(S(j))$, it follows that $C(S(j)) \cap Q_1 \neq \emptyset$ and $C(S(j)) \cap Q_2 \neq \emptyset$. Since $C(S(j))$ is connected, it holds that $C(S(j)) \cap Y \neq \emptyset$, contradicting (1).

Therefore, $|\mathcal{I}| = 1$. Let $\mathcal{I} = \{i\}$. It follows that $C(S(i)) \subseteq Q_i$ for all $j \in \mathcal{J}$, and, in particular, $v(j) \in Q_i$ for all $j \in \mathcal{J}$. Let $a(v) = \{t \text{ s.t. } v = \text{anchor}_S(S_t)\}$. Now,

$$w_S(Q_i) = w(Q_i) + \sum_{v \in Q_i} \sum_{t \in a(v)} w^*(A(S_t))$$

$$\geq w(Q_i) + \sum_{j \in \mathcal{J}} w^*(A(S(j)))$$

$$\geq w(Q_i) + \sum_{j \in \mathcal{J}} w(D_j) \geq w(X).$$
But $w_S(Q_i) \leq c$, since $Y$ is a $(w_S,c)$-balanced separator of $\beta_S$, and so $w(X) \leq c$, a contradiction. This proves Lemma 2.2.

Lemma 2.2 shows that if $G$ is a graph with large treewidth, then the central bag $\beta_S$ for a well-behaved sequence $S$ of separations of $G$ also has large treewidth. Our goal is to construct a sequence of separations $S$ such that bounding the treewidth of $\beta_S$ is easier than bounding the treewidth of $G$. We discuss how to find such a sequence later in this section. However, our candidate sequences of separations are usually not $A$-loosely laminar. Therefore, we would like a generalization of Lemma 2.2 that holds for sequences of separations that are not necessarily $A$-loosely laminar. We do this by defining the dimension of sequences of separations. Let $G$ be a graph and let $S$ be a sequence of separations of $G$. The dimension of $S$, denoted $\text{dim}(S)$, is the minimum number of laminar sequences of separations with union $S$. Clearly, $\text{dim}(S) = 1$ if and only if $S$ is laminar.

Next, we need the notion of a canonical separation. Let $G$ be a graph, let $X \subseteq V(G)$, and let $D$ be a connected graph with maximum degree $\Delta$. Let $S_X = (A_X, C_X, B_X)$, denoted as follows: $B_X$ is the largest-weight connected component of $G \setminus N[X]$, $C_X = X \cup (N[X] \cap N(B))$, and $A_X = V(G) \setminus (B_X \cup C_X)$. If there is more than one largest weight connected component of $G \setminus N[X]$, we choose the lexicographically minimum largest-weight component. Note that the definition of canonical separation is compatible with the convention that if a separation $S$ is $\varepsilon$-skewed, then $w(A) < \varepsilon$. The set $X$ is called the center of the separation $S_X$ and is denoted $\text{center}(S_X)$. A separation $S$ is called a canonical separation if there exists $X \subseteq V(G)$ such that $S = S_X$. For the remainder of the paper, if $S_X$ is a canonical separation, then we assume that the anchor for $S_X$ is contained in $\text{center}(S_X)$.

Let $S$ be an $A$-loosely laminar sequence of canonical separations, and let $S_1, S_2 \in S$. Suppose $B(S_1) \cup C(S_1) \subseteq B(S_2) \cup C(S_2)$. Then, $\beta_{S_1 \setminus S_2} = \beta_S$, so $S_2$ is an “unnecessary” member of $S$ with respect to the central bag. We say that $S_1$ is a shield for $S_2$ if $B(S_1) \cup C(S_1) \subseteq B(S_2) \cup C(S_2)$.

**Lemma 2.3.** Let $c \in [\frac{1}{2}, 1)$ and let $\Delta, d, t$ be positive integers with $d \geq 1 + \Delta + \ldots + \Delta^{t+1}$. Let $G$ be a connected graph with maximum degree $\Delta$, let $w$ be a normal weight function on $G$, and suppose $G$ has no $(w,c)$-balanced separator of size at most $d$. Let $S_X = (A_X, C_X, B_X)$ be a canonical separation of $G$ such that $C_X$ has diameter at most $t$. Then, $w(B_X) > c$.

**Proof.** Since $X \subseteq C_X \subseteq N[X]$ and $C_X$ has diameter at most $t$, it follows that $N[X]$ has diameter at most $t + 1$, and so $|N[X]| \leq 1 + \Delta + \ldots + \Delta^{t+1} \leq d$. Suppose $w(B_X) \leq c$. By definition, $B_X$ is a largest-weight connected component of $G \setminus N[X]$, so $w(D) \leq c$ for every connected component $D$ of $G \setminus N[X]$. But now $N[X]$ is a $(w,c)$-balanced separator of $G$ of size at most $d$, a contradiction. This proves the lemma.

Let $S$ be a sequence of separations. We say $S$ is primordial if for every distinct $S_1, S_2 \in S$, it holds that $S_1$ is not a shield for $S_2$. Note that $S_1$ is a shield for $S_1$. Also, we say $S$ is $(a,t)$-good if every vertex $v \in V(G)$ is the anchor for at most $a$ separations in $S$ and if $C(S)$ has diameter at most $t$ for every $S \in S$.

**Lemma 2.4.** Let $c \in [\frac{1}{2}, 1)$ and let $a, \Delta, d, t$ be positive integers with $d \geq 1 + \Delta + \ldots + \Delta^{t+1}$. Let $G$ be a connected graph with maximum degree $\Delta$, let $w$ be a normal weight function on $G$, and suppose $G$ has no $(w,c)$-balanced separator of size at most $d$. Let $S$ be an $(a,t)$-good primordial laminar sequence of canonical separations. Then, $S$ is $A$-laminar.

**Proof.** Suppose $S, S' \in S$ are such that $S, S'$ are $A$-crossing. By Lemma 2.3, it holds that $w(B(S)) > c$ and $w(B(S')) > c$, so it follows that $B(S) \cap B(S') \neq \emptyset$. Therefore, since $S, S'$ are non-crossing but $A$-crossing, we may assume up to symmetry between $S$ and $S'$ that $A(S') \cap C(S) = A(S') \cap B(S) = B(S) \cap C(S') = \emptyset$. But now $B(S) \cup C(S) \subseteq B(S') \cup C(S')$, so $S$ is a shield for $S'$, a contradiction.
The following lemma extends the idea of a central bag to sequences of separations of bounded dimension.

**Lemma 2.5.** Let \( c \in [\frac{1}{2}, 1) \) and let \( d, \Delta, k, a, t \) be positive integers with \( d \geq (1 + \Delta + \ldots + \Delta^{t+1})(1+ \Delta + \ldots + \Delta^t)^k \). Let \( G \) be a connected graph with maximum degree \( \Delta \), let \( w \) be a normal weight function on \( G \), and suppose \( G \) has no \((w, c)\)-balanced separator of size at most \( d \). Let \( S \) be an \((a, t)\)-good sequence of canonical separations of \( G \) with \( \dim(S) = k \). Assume that \( \text{center}(S) \) is connected for every \( S \in S \). Then, there exists a sequence \( S_1, \ldots, S_k \) of \( A \)-laminar sequences of separations, with \( S^* = S_1 \cup \ldots \cup S_k \) and \( \beta = \bigcap_{S \in S^*} B(S) \cup C(S) \), such that the following hold:

(i) \( S^* \subseteq S \),

(ii) For all \( S \in S \setminus S^* \), there exists \( S' \in S^* \) such that either \( S' \) is a shield for \( S \) or \( \text{center}(S) \cap A(S') \neq \emptyset \),

(iii) \( \beta \) is connected,

(iv) There is a normal weight function \( w_S \) on \( \beta \) such that \( \beta \) has no \((w_S, c)\)-balanced separator of size at most \( d(1 + \Delta + \ldots + \Delta^t)^{-1} \).

**Proof.** Let \( S'_1, \ldots, S'_k \) be a partition of \( S \) into laminar sequences. First, we will prove inductively that there exists an \( A \)-laminar sequence \( S_i \) for every \( i \in \{1, \ldots, k\} \), with \( S_i \subseteq S'_i \) and \( \beta_i = \bigcap_{S \in S_i} B(S) \cup C(S) \), such that \( \beta_i \) is connected and there exists a normal weight function \( w_i \) on \( \beta_i \) such that \( \beta_i \) has no \((w_i, c)\)-balanced separator of size at most \( d(1 + \Delta + \ldots + \Delta^t)^{-1} \). This will prove (iii) and (iv).

Let \( T_1 = \{ B(S) \cup C(S) : S \in S'_1 \} \), and let \( S_1 \) be the sequence formed by adding, for every inclusion-wise minimal \( Y \in T_1 \), a separation \( S \in S'_1 \) such that \( B(S) \cup C(S) = Y \). Notice that by construction, no separation in \( S_1 \) is a shield for another separation in \( S_1 \), so \( S_1 \) is primordial. By Lemma 2.4, \( S_1 \) is \( A \)-laminar. Let \( \beta_1 \) be the central bag for \( S_1 \) (so \( \beta_1 = \bigcap_{S \in S_1} B(S) \cup C(S) \)), and let \( w_1 \) be the weight function \( w_{S_1} \) on \( \beta_1 \). Note that since \( S \) is \((a, t)\)-good and \( d \geq 1 + \Delta + \ldots + \Delta^t \), it follows that \( C(S) \leq d \) for all \( S \in S \). By Lemmas 2.1 and 2.2, \( \beta_1 \) is connected and \( \beta_1 \) has no \((w_1, c)\)-balanced separator of size \( d(1 + \Delta + \ldots + \Delta^t)^{-1} \). This proves the base case.

Suppose we have a sequence \( S_1, \ldots, S_i \) with \( S_i \subseteq S'_i \) and \( \beta_i = \bigcap_{S \in S_i} B(S) \cup C(S) \), such that \( \beta_i \) is connected and there exists a normal weight function \( w_i \) on \( \beta_i \) such that \( \beta_i \) has no \((w_i, c)\)-balanced separator of size at most \( d(1 + \Delta + \ldots + \Delta^t)^{-1} \). Let \( S \) be a separation of \( G \) and let \( H \) be an induced subgraph of \( G \). We define \( S \cap H \) as the separation of \( H \) given by \( (A(S) \cap H, C(S) \cap H, B(S) \cap H) \). If \( S \) is a sequence of separations, we define \( S \cap H = \{ S \cap H \text{ s.t. } S \in S \} \). Let \( S_{i+1}' = \{ S \in S_i' : \text{center}(S) \subseteq \beta_i \} \). Let \( T_{i+1} = \{ B(S) \cup C(S) : S \in S_{i+1}' \} \), and let \( S_{i+1} \) be the sequence formed by adding, for every inclusion-wise minimal \( Y \in T_{i+1} \), a separation \( S \in S_{i+1}' \) such that \( B(S) \cup C(S) = Y \). Note that since the anchors for canonical separations are contained in their centers, it follows that restricting the anchor map for \( S_{i+1}' \) to \( \beta_i \) is a valid anchor map for \( S_{i+1}' \). Note also that by construction, \( S_{i+1} \) is \( A \)-laminar. Let \( \beta_{i+1} \) be the central bag for \( S_{i+1} \cap \beta_i \), and let \( w_{i+1} \) be the weight function on \( \beta_{i+1} \). Then,

\[
\beta_{i+1} = \bigcap_{S \in S_{i+1} \cap \beta_i} B(S) \cup C(S)
= \bigcap_{S \in S_{i+1}} (B(S) \cup C(S)) \cap \beta_i
= \bigcap_{S \in S_{i+1} \cup \ldots \cup S_{i+1}} B(S) \cup C(S).
\]

From the choice of \( S_{i+1}' \), it holds that \( C(S) \) is connected for all \( S \in S_{i+1}' \). Note that since \( S \) is \((a, t)\)-good and \( d \geq (1 + \Delta + \ldots + \Delta^t)^k \), it follows that \( |C(S)| \leq (1 + \Delta + \ldots + \Delta^t) \leq \frac{d}{(1 + \Delta + \ldots + \Delta^t)^k} \). By Lemmas 2.1 and 2.2, it follows that \( \beta_{i+1} \) is connected and that \( \beta_{i+1} \) has no \((w_{i+1}, c)\)-balanced
Proof. Let $l$ be a laminar sequence, and $S^*$ be the sequence of canonical separations with centers in $w$. Then, $\beta = \bigcap_{S\in S^*} B(S) \cup C(S)$, $\beta$ is connected, and $w_S$ is a normal weight function on $\beta$ such that $\beta$ has no $(w_S, c)$-balanced separator of size at most $d(1 + \Delta + \ldots + \Delta^{t+1})^{-k}$. This proves (iii) and (iv).

By construction, $S^* \subseteq S$, which proves (i). It remains to prove (ii). Let $S \in S \setminus S^*$, let $\beta_0 = G$ and let $S_i^* = S_i^0$, and assume $S \in S_i^*$ for some $1 \leq i \leq k$. Suppose $S \notin S_i^0$. Then, $\text{center}(S) \notin \beta_{i-1}$, so it follows that there exists $S' \in S_{i-1} \cup \ldots \cup S_{i-1}$ such that $\text{center}(S) \setminus A(S') \neq \emptyset$. Now, assume $S \in S_{i+1} \setminus S_i$. Because there exists $Y \in T_i$ with $Y \subseteq B(S) \cup C(S)$, it follows that there exists $S' \in S_i$ such that $S'$ is a shield for $S$. This proves (ii).

Previously, central bags were defined for $A$-laminar sequences of separations. Here, we define central bags for sequences of separations of bounded dimension: we call $\beta$ as in Lemma 2.5 a central bag for $S$, $w_S$ the weight function on $\beta$, and $S_1, \ldots, S_k$ the central bag generator for $S$. Next, we show how to construct useful sequences of separations of bounded dimension. A sequence $S$ of separations is strongly laminar if $C(S_1) \cap C(S_2) = \emptyset$ for all distinct $S_1, S_2 \in S$. The following lemma states that under certain conditions, a strongly laminar sequence is laminar.

**Lemma 2.6.** Let $c \in \left[\frac{1}{2}, 1\right)$ and let $\Delta, d$ be positive integers with $d \geq 1 + \Delta + \ldots + \Delta^{t+1}$. Let $G$ be a connected graph with maximum degree $\Delta$, let $w$ be a normal weight function on $G$, and suppose $G$ has no $(w, c)$-balanced separator of size at most $d$. Let $S$ be a strongly laminar sequence of canonical separations such that $C(S)$ is connected and $|C(S)| \leq d$ for every $S \in S$. Then, $S$ is laminar.

**Proof.** Let $S_1, S_2 \in S$. Since $C(S_2)$ is connected, it follows that either $C(S_2) \subseteq B(S_1)$ or $C(S_2) \subseteq A(S_1)$. Similarly, either $C(S_1) \subseteq B(S_2)$ or $C(S_1) \subseteq A(S_2)$. Suppose that $C(S_2) \subseteq B(S_1)$ and $C(S_1) \subseteq A(S_2)$. Then, $C(S_2) \cap A(S_1) = \emptyset$ and $C(S_1) \cap B(S_2) = \emptyset$. Since $G$ is connected, it follows that $B(S_2) \cap A(S_1) = \emptyset$, and thus $S_1$ and $S_2$ are non-crossing. The other cases follow by symmetry.

Let $X$ be a connected graph, and let $X = \{Y \subseteq V(G) : Y$ is an $X$ in $G\}$. Let $S_X = \{S_Y : Y \in X\}$ be the sequence of canonical separations with centers in $X$. We call $S_X$ the $X$-covering sequence for $G$. The following lemma shows that if $S_X$ is $(a, t)$-good, then $S_X$ has bounded dimension.

**Lemma 2.7.** Let $c \in \left[\frac{1}{2}, 1\right)$ and let $a, d, t, \Delta$ be positive integers with $d \geq 1 + \Delta + \ldots + \Delta^{t+1}$. Let $G$ be a connected graph with maximum degree $\Delta$, let $w$ be a normal weight function on $G$, and suppose $G$ has no $(w, c)$-balanced separator of size at most $d$. Let $X$ be a connected graph and let $S_X$ be the $X$-covering sequence. Suppose $S_X$ is $(a, t)$-good. Then, $\dim(S_X) \leq a(1 + \Delta + \ldots + \Delta^{2t}) + 1$.

**Proof.** Let $H$ be a graph with $V(H) = \{C(S) : S \in S_X\}$. Two vertices $C_1, C_2 \in V(H)$ are adjacent if $C_1 \cap C_2 \neq \emptyset$ in $G$. If $C_1 \cap C_2 \neq \emptyset$, then $C_1 \cup C_2$ has diameter at most $2t$, so $\text{anchor}_{S_X}(C_1)$ has distance at most $2t$ from $\text{anchor}_{S_X}(C_2)$. Because $G$ has maximum degree $\Delta$, there are at most $1 + \Delta + \ldots + \Delta^{2t}$ vertices in $N^{2t}[v]$ for every $v \in V(G)$. Since every vertex $v \in V(G)$ is the anchor for at most $a$ separations in $S_X$, it follows that for each $S_i \in S_X$ there are at most $a(1 + \Delta + \ldots + \Delta^{2t})$ separations $S_2$ such that $C(S_1) \cap C(S_2) \neq \emptyset$. Therefore, $H$ has maximum degree $a(1 + \Delta + \ldots + \Delta^{2t})$, so $\chi(H) \leq a(1 + \Delta + \ldots + \Delta^{2t}) + 1$.

Let $\gamma = a(1 + \Delta + \ldots + \Delta^{2t}) + 1$. Let $\chi : V(H) \to \{1, \ldots, \gamma\}$ be a coloring of $H$, and let $S_i = \{S : \chi(C(S)) = i\}$ for all $1 \leq i \leq \gamma$. Now, $S_i$ is strongly laminar for all $1 \leq i \leq \gamma$, and so by Lemma 2.6, $S_i$ is laminar for all $1 \leq i \leq \gamma$. Therefore, $S_1, \ldots, S_\gamma$ is a partition of $S_X$ into $\gamma$ laminar sequences, so $\dim(S_X) \leq a(1 + \Delta + \ldots + \Delta^{2t}) + 1$.

Let $G$ and $X$ be graphs, let $S_X$ be the $X$-covering sequence in $G$, and let $\beta_X$ be a central bag for $S_X$. For certain graphs $X$, we can restrict the properties of $\beta_X$ in helpful ways. To do this,
we use structures called forcers. Let $G$ be a graph, and let $X, Y \subseteq V(G)$ such that $X \cap Y = \emptyset$. We say that $X$ breaks $Y$ if for every component $D$ of $G \setminus N[X]$ we have that $Y \not\subseteq N[D]$. A graph $F$ is an $X$-forcer for $G$ if for every $Y \subseteq V(G)$ such that $Y$ is an $F$ in $G$, there exists $X' \subseteq Y$ such that $X'$ is an $X$ in $G$ and $X'$ breaks $Y \setminus X'$. For a class $\mathcal{C}$ of graphs, we say that $F$ is an $X$-forcer for $\mathcal{C}$ if $F$ is an $X$-forcer for every $G \in \mathcal{C}$.

**Lemma 2.8.** Let $G$, $X$, and $F$ be graphs such that $F$ is an $X$-forcer for $G$. Let $H$ be an $F$ in $G$. Then, there exists $X'$ which is an $X$ in $G$ such that $X' \subseteq H$ and $A_X \cap H \neq \emptyset$.

**Proof.** Suppose $H$ is an $F$ in $G$ and $F$ is an $X$-forcer, there exists $X' \subseteq H$ such that $X'$ is an $X$ in $G$ and $X'$ breaks $H \setminus X'$. Note that $B_{X'}$ is a component of $G \setminus N[X']$ such that $B_{X'} \cup (C_{X'} \setminus X') \subseteq N[B_{X'}]$. Therefore, $H \setminus X' \not\subseteq B_{X'} \cup C_{X'}$, and so $H \cap A_X \neq \emptyset$. ■

**Lemma 2.9.** Let $c \in [\frac{1}{2}, 1)$ and let $\Delta, d, a, t, k$ be positive integers with $d \geq (1 + \Delta + \ldots + \Delta^{t+1})((1 + \Delta + \ldots + \Delta^k)$. Let $G$ be a connected graph with maximum degree $\Delta$, let $w$ be a normal weight function on $G$, and suppose $G$ has no $(w, c)$-balanced separator of size at most $d$. Let $X$ be a connected graph, let $S_X$ be the $X$-covering sequence for $G$, and assume $S_X$ is $(a, t)$-good and $\dim(S_X) = k$. Let $\beta_X$ be a central bag for $S_X$. Then, if $F$ is an $X$-forcer for $G$, then $\beta_X$ is $F$-free.

**Proof.** Suppose for a contradiction that $H \subseteq \beta_X$ is an $F$ in $G$ and $F$ is an $X$-forcer for $G$. By Lemma 2.8, there exists $X' \subseteq H$ such that $X'$ is an $X$ in $G$ and $A_X \cap H \neq \emptyset$. Let $S_1, \ldots, S_k$ be the central bag generator for $S_X$ and let $S^* = S_1 \cup \ldots \cup S_k$. Since $\beta_X \subseteq B(S) \cup C(S)$ for all $S \in S^*$, it follows that $S_{X'} \not\subseteq S^*$. Then, (ii) of Lemma 2.5, there exists $S' \in S^* \cup S_1 \cup \ldots \cup S_k$ such that either $S'$ is a shield for $S_{X'}$ or $X' \cap A(S') \neq \emptyset$. If $X' \cap A(S') \neq \emptyset$, then $H \not\subseteq \beta_X$, a contradiction. Therefore, $S'$ is a shield for $S_{X'}$. But now $A(S_{X'}) \subseteq A(S')$, and $\beta_X \subseteq B(S') \cup C(S')$, so $H \not\subseteq \beta_X$, a contradiction. ■

We now summarize what we have proved so far, as follows.

**Theorem 2.10.** Let $\mathcal{C}$ be a class of graphs with maximum degree at most $\Delta$ closed under taking induced subgraphs. Let $t, N$ be integers, and let $X$ be a connected graph with $|V(X)| < t$. Let $\mathcal{F}$ be a set of graphs such that $F$ is an $X$-forcer for $\mathcal{C}$ for every $F \in \mathcal{F}$. Let $\gamma(x) = 1 + \Delta + \Delta^2 + \ldots + \Delta^t$. If $\text{tw}(H) < N$ for every $F$-free graph $H$ in $\mathcal{C}$, then $\text{tw}(G) \leq 2N\gamma(t+1)(\Delta^t) \gamma(2t+1)$ for every $G \in \mathcal{C}$.

**Proof.** Let $G \in \mathcal{C}$ and suppose that $\text{tw}(G) > 2N\gamma(t)\Delta^t \gamma(2t+1)$. We may assume that $G$ is connected. By Lemma 1.13 there exists a uniform weight function $w$ on $G$ such that $G$ has no $(w, \frac{1}{2})$-balanced separator of size at most $N\gamma(t+1)\Delta^t \gamma(2t+1)$. Let $S_X$ be the $X$-covering sequence for $G$. Since $|V(X)| < t$, $X$ is connected, and $G$ has maximum degree $\Delta$, it follows that every vertex of $G$ belongs to at most $\Delta^t$ copies of $X$. Also, since $|V(X)| < t$ and $X$ is connected, for every $S \in S_X$, $C(S)$ has diameter at most $t$. Therefore $S_X$ is $(\Delta^t, t)$-good. By Lemma 2.7 we have that $\dim(S_X) \leq \Delta^t \gamma(2t) + 1$. Let $\beta_X$ be a central bag for $S_X$. Now by Lemma 2.5 there is a normal weight function $w_X$ on $\beta_X$ such that $\beta_X$ has no $(w_X, \frac{1}{2})$-balanced separator of size at most $N$. But by Lemma 2.9, $\beta_X$ is $F$-free, and therefore $\text{tw}(\beta_X) < N$, contrary to Lemma 1.14. ■

Next, we give a useful application of the results of this section. While it is not used in this paper, it is an important tool for future applications of the central bag method.

A **clique cutset** of a connected graph $G$ is a set $C \subseteq V(G)$ such that $C$ is a clique in $G$ and $G \setminus C$ is not connected. Let $K$ be a clique cutset in $G$, so in particular, $K \neq \emptyset$. The **canonical separation for $K$**, denoted $S_K = (A_K, C_K, B_K)$, is defined as follows: $B_K$ is the lexicographically minimum largest-weight connected component of $G \setminus K$, $C_K = K$, and $A_K = V(G) \setminus (B_K \cup C_K)$. A separation is called a **clique separation** if it is the canonical separation for some clique cutset $K$. 
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of $G$. Let $C$ be a primal centrode sequence of clique separations such that for every clique separation $S_K$ of $G$, it holds that $S_K$ has a shield in $C$. We call $C$ a clique covering of $G$. The next lemma states that $C$ is $A$-loosely laminar.

**Lemma 2.11.** Let $\Delta, d$ be positive integers with $d > \Delta$ and let $e \in [\frac{1}{2}, 1)$. Let $G$ be a connected graph with maximum degree $\Delta$, let $w$ be a normal weight function on $G$, and suppose $G$ has no $(w, c)$-balanced separator of size at most $d$. Let $C$ be a clique covering of $G$. Then, $C$ is $A$-loosely laminar.

*Proof.* Suppose there is $S_K, S_K' \in C$ such that $S_K$ and $S_K'$ are $A$-loosely crossing. We may assume that $A_K \cap C_{K'} \neq \emptyset$. Since $C_{K'}$ is a clique and $A_K$ is anticomplete to $B_K$, it follows that $A_K \cap C_{K'} \neq \emptyset$. Since $B_K$ is connected and $A_K$ is anticomplete to $B_K$, it follows that $A_K \cap B_K = \emptyset$. Since $G$ has no $(w, c)$-balanced separator of size $\Delta+1$, it holds that $w(B_K) > \frac{1}{2}$ and $w(B_{K'}) > \frac{1}{2}$. Since $A_K \cap A_{K'} = \emptyset$, then $S_K$ is a shield for $S_{K'}$, a contradiction, so $C_K \cap C_{K'} \neq \emptyset$. Since $C_K$ is a clique and $A_K$ is anticomplete to $B_{K'}$, it follows that $C_K \cap B_{K'} = \emptyset$. Since $B_{K'}$ is connected, it holds that $B_K \cap A_K = \emptyset$, so $B_K = B_{K'}$. Now, $C_K \cap C_{K'}$ is a set of $G$ separating $B_K = B_{K'}$ from $A_K \cup A_{K'}$, and so, since $G$ is connected, $C_K \cap C_{K'} \neq \emptyset$. But $S_{K'} = (A_K \cup A_{K'}, C_K \cap C_{K'}, B_K = B_{K'})$ is a shield for both $S_K$ and $S_{K'}$, a contradiction. $lacksquare$

Now, we prove two important results about the central bag for $C$.

**Theorem 2.12.** Let $\Delta, d$ be positive integers with $d > \Delta$ and let $e \in [\frac{1}{2}, 1)$. Let $G$ be a connected graph with maximum degree $\Delta$, let $w$ be a normal weight function on $G$, and assume that $G$ has no $(w, c)$-balanced separator of size at most $d$. Let $C$ be a clique covering of $G$, let $\beta_C$ be the central bag for $C$, and let $w_C$ be the weight function on $\beta_C$. Then:

(i) $\beta_C$ has no $(w_C, c)$-balanced separator of size $d(1 + \Delta)^{-1}$, and

(ii) $\beta_C$ has no clique cutset.

*Proof.* Since cliques have diameter one, it follows from Lemmas 2.11 and 2.2 that $\beta_C$ has no $(w_C, c)$-balanced separator of size $d(1 + \Delta)^{-1}$. This proves (i).

Next, we prove (ii). Suppose $\beta_C$ has a clique cutset $K$. Let $D_1$ and $D_2$ be two connected components of $\beta_C \setminus K$. By Lemma 2.1 (i), $N(A)$ is a clique for every connected component $A$ of $G \setminus \beta_C$, so we deduce that $D_1$ and $D_2$ are in different connected components of $G \setminus K$. Therefore, $\beta_C$ intersects two connected components of $G \setminus K$, so $\beta_C \cap A_K \neq \emptyset$. Since $\beta_C \subseteq B_{K'} \setminus C_{K'}$, for all $S_{K'} \in C$, it follows that $S_K \notin C$ and $S_K$ does not have a shield in $C$, a contradiction. This proves (ii). $lacksquare$

### 3. Treewidth of Claw-Free Graphs

In this section, we prove that for every $k$, every claw-free graph with bounded maximum degree and with no induced subgraph isomorphic to the line graph of a $(k \times k)$-wall has bounded treewidth. Our proof relies on a structural description of claw-free graphs due to the second author and Seymour. In particular, the theorem we apply here is a straightforward corollary of the main result of [12]. To state this theorem, we need a couple of definitions from [12].

Given a graph $H$, a set $F$ of unordered pairs of vertices of $H$ is called a *valid set for $H$* if every vertex of $H$ belongs to at most one member of $F$. For a graph $H$ and a valid set $F$ of $H$, we say that a graph $G$ is a *thickening of $(H, F)$* if for every $v \in V(H)$ there is a nonempty subset $X_v \subseteq V(G)$, all pairwise disjoint and with union $V(G)$, for which the following hold.

- For each $v \in V(H)$, the set $X_v$ is a clique of $G$.
- if $u, v \in V(H)$ are adjacent in $H$ and $\{u, v\} \notin F$, then $X_u$ is complete to $X_v$ in $G$.
- if $u, v \in V(H)$ are non-adjacent in $H$ and $\{u, v\} \notin F$, then $X_u$ is anticomplete to $X_v$ in $G$.
- if $\{u, v\} \in F$, then $X_u$ is neither complete nor anticomplete to $X_v$ in $G$. 

Let Σ be a circle and let $I = \{I_1, \ldots, I_k\}$ be a collection of subsets of Σ, such that each $I_i$ is homeomorphic to the interval $[0, 1]$, no two of $I_1, \ldots, I_k$ share an endpoint, and no three of them have union Σ. Let $H$ be a graph whose vertex set is a finite subset of Σ, and distinct vertices $u, v \in V(H)$ are adjacent precisely if $u, v \in I_i$ for some $i = 1, \ldots, k$. The graph $H$ is called a long circular interval graph. Let $F'$ be the set of all pairs $\{u, v\}$ such that $u, v \in V(H)$ are distinct endpoints of $I_i$ for some $i$ and there exists no $j \neq i$ for which $u, v \in I_j$. Also, let $F \subseteq F'$. Then, for every such $H$ and $F$, every thickening $G$ of $(H, F)$ is called a fuzzy long circular interval graph.

Given a graph $G$, a strip-structure of $G$ is a pair $(H, \eta)$, where $H$ is a graph with no isolated vertices and possibly with loops or parallel edges, and $\eta$ is a function mapping each $e \in E(H)$ to a subset $\eta(e)$ of $V(G)$, and each pair $(e, u)$ consisting of an edge $e \in E(H)$ and an end $u$ of $e$ to a subset $\eta(e, u)$ of $\eta(e)$, with the following specifications.

(S1) The sets $\{\eta(e) : e \in E(H)\}$ are non-empty and partition $V(G)$.
(S2) For each $v \in V(H)$, the union of sets $\eta(e, v)$ for all $e \in E(H)$ incident with $v$ is a clique of $G$. In particular, $\eta(e, v)$ is a clique of $G$ for all $e \in E(H)$ and $v \in V(H)$ an end of $e$.
(S3) For all distinct $e_1, e_2 \in E(H)$, if $x_1 \in \eta(e_1)$ and $x_2 \in \eta(e_2)$ are adjacent, then there exists $v \in V(H)$ with $v$ an end of both $e_1$ and $e_2$, such that $x_i \in \eta(e_i, v)$ for $i = 1, 2$.

We say a strip-structure $(H, \eta)$ is non-trivial if $|E(H)| \geq 2$. The following can be derived from Theorem 7.2 in [12].

**Theorem 3.1** (Corollary of Theorem 7.2 from [12]). Let $G$ be a connected claw-free graph. Then one of the following holds.

- We have $\alpha(G) \leq 3$.
- $G$ is a fuzzy long circular interval graph.
- $G$ admits a non-trivial strip structure $(H, \eta)$, such that for every $e \in E(G)$ with ends $u$ and $v$,
  - either $\alpha(\eta(e)) \leq 4$ or $\eta(e)$ is a fuzzy long circular interval graph; and
  - there exists a path $P_e$ in $\eta(e)$ (possibly of length zero) with an end in $\eta(e, u)$ and an end in $\eta(e, v)$ whose interior is disjoint from $\eta(e, u) \cup \eta(e, v)$.

To begin with, we show that every fuzzy long circular interval graph with bounded maximum degree has bounded treewidth. Indeed, the proof is almost immediate from the following well-known fact about chordal graphs, i.e. graphs with no induced cycle of length at least four.

**Theorem 3.2** (folklore). A graph $G$ is chordal if and only if it admits a tree decomposition $(T, \beta)$ where for every $t \in V(T)$, the set $\beta(t)$ is a clique of $G$. Consequently, if $G$ is chordal, then $\text{tw}(G) = \omega(G) - 1$.

**Theorem 3.3.** Let $G$ be a fuzzy long circular interval graph of maximum degree at most $\Delta$. Then we have $\text{tw}(G) \leq 4\Delta + 3$.

**Proof.** Suppose that $G$ is a thickening of $(H, F)$, where $H$ is a long circular interval graph with $\Sigma, I_1, \ldots, I_k$ as in the definition, and $F$ is a valid set for $H$ as in the definition. Let $G^*$ be the graph with $V(G^*) = V(G)$ and

$$E(G^*) = E(G) \cup \left( \bigcup_{\{u, v\} \in F} \{ab : a \in X_u, b \in X_v\} \right).$$

Then $G^*$ is a long circular interval graph (the same interval representation $\Sigma, I_1, \ldots, I_k$ works for $G^*$, as well). In addition, we may easily observe that

- $\omega(G^*) \leq 2\omega(G) \leq 2(\Delta + 1)$;
• for all $i = 1, \ldots, k$, the set $C_i = \bigcup_{u \in V(G) \cap I_i} X_u$ is a clique of $G^*$; and
• for all $i = 1, \ldots, k$, the graph $G - C_i$ is a chordal.

By Theorem 3.2 and the third bullet above, $G - C_1$ admits a tree decomposition $(T, \beta)$ of width $\omega(G^*) - 1$. Now, for every $t \in V(T)$, let $\beta'(t) = \beta(t) \cup C_1$. Then it is readily seen that $(T, \beta')$ is a tree decomposition of $G^*$ of width $\omega(G^*) + |C_1| - 1 \leq 2\omega(G^*) - 1$, where the last inequality follows from the third bullet above. Hence, since $G$ is a subgraph of $G^*$, we have $\text{tw}(G) \leq \text{tw}(G^*) \leq 2\omega(G^*) - 1 \leq 4\Delta + 3$, where the last inequality follows from the first bullet above. This proves Theorem 3.3.

The following is an easy observation.

**Observation 3.4.** Let $H$ be a graph and $H'$ be a subdivision of $H$. Then $\text{tw}(H) = \text{tw}(H')$.

We also use Theorem 1.1 with an explicit value of $f(k)$. In fact, a considerable amount of work has been devoted to understanding the order of magnitude of $f(k)$, and as of now, the following result of Chuzhoy and Tan provides the best known bound.

**Theorem 3.5 ([13]).** There exist universal constants $c_1$ and $c_2$ such that for every integer $k$, every graph with no subgraph isomorphic to a subdivision of the $(k \times k)$-wall has treewidth at most $c_1 k^9 \log^{c_2} k$.

Now we are in a position to prove the main result of this section.

**Theorem 3.6.** Let $\Delta, k$ be integers and $c_1$ and $c_2$ be as in Theorem 3.5. Let

$$w(\Delta, k) = \max\{c_1 k^9 \log^{c_2} k(\Delta + 1)^2, 6(\Delta + 1)\} - 1.$$  

Then for every claw-free graph $G$ of maximum degree at most $\Delta$ and with no induced subgraph isomorphic to the line graph of a subdivision of the $(k \times k)$-wall, we have $\text{tw}(G) \leq w(\Delta, k)$.

**Proof.** We may assume that $G$ is connected, and so we may apply Theorem 3.1. Note that if we allow for trivial strip-structures, then the first two bullets of Theorem 3.1 will be absorbed into the first dash of the third bullet. In other words, we have

(2) $G$ admits a (possibly trivial) strip structure $(H, \eta)$, such that for every $e \in E(G)$ with ends $u$ and $v$,

• either $\alpha(\eta(e)) \leq 4$ or $\eta(e)$ is a fuzzy long circular interval graph; and
• if $(H, \eta)$ is non-trivial, then there exists a path $P_e$ in $\eta(e)$ (possibly of length zero) with an end in $\eta(e, u)$ and an end in $\eta(e, v)$ whose interior is disjoint from $\eta(e, u) \cup \eta(e, v)$.

We also deduce:

(3) For every $e \in E(H)$ and every $v \in V(H)$ incident with $e$, we have $|\eta(e, v)| \leq \Delta + 1$.

By (S2), $\eta(e, v)$ is a clique of $G$. So from $G$ being of maximum degree at most $\Delta$, we have $|\eta(e, v)| \leq \Delta + 1$. This proves (3).

(4) For every $v \in V(H)$, the number of edges $e \in E(H)$ incident with $v$ for which $\eta(e, v) \neq \emptyset$ is at most $\Delta + 1$.

For otherwise by (S2), the union of sets $\eta(e, v)$ for all $e \in E(H)$ with $v \in e$ contains a clique of $G$ of size at least $\Delta + 2$, which is impossible. This proves (4).

(5) $H$ admits a tree decomposition $(T_0, \beta_0)$ of width at most $c_1 k^9 \log^{c_2} k$.

If $|E(H)| \leq 1$, then we are done. So we may assume that $(H, \eta)$ is non-trivial. Let the paths $\{P_e : e \in E(H)\}$ be as promised in the second bullet of (2), and let $H^*$ be the graph obtained from $H$ by removing its loops. Then, using (S1), (S2) and (S3) from the definition of a strip
structure, one may observe that $G' = G[\bigcup_{e \in E(H')} V(P_e)]$ is isomorphic to the line graph of a subdivision $H'$ of $H^-$. Now, since $G$ has no induced subgraph isomorphic to the line graph of a subdivision of the $(k \times k)$-wall, neither does $G'$, and so $H'$ has no subgraph isomorphic to a subdivision of the $(k \times k)$-wall. Thus, by Theorem 3.5, we have $\text{tw}(H') \leq c_1 k^9 \log^2 k$, and so by Observation 3.4, we have $\text{tw}(H^-) \leq c_1 k^9 \log^2 k$. This, along with the fact that every tree decomposition of $H^-$ is also a tree decomposition of $H$, proves (5).

(6) For every $e \in E(H)$, $\eta(e)$ admits a tree decomposition $(T_e, \beta_e)$ of width at most $4(\Delta + 1)$.

Note that $\eta(e)$ is of maximum degree at most $\Delta$. So if $\alpha(\eta(e)) \leq 4$, then we have $\text{tw}(\eta(e)) \leq |\eta(e)| \leq \alpha(\eta(e))(\Delta + 1) \leq 4(\Delta + 1)$, as desired. Otherwise, by the first bullet of (2), $\eta(e)$ is a fuzzy long circular interval graph, and so by Theorem 3.3, we have $\text{tw}(G) \leq 4\Delta + 3$. This proves (6).

Let $(T_0, \beta_0)$ be as in (5), and for every $e \in E(H)$, let $(T_e, \beta_e)$ be as promised by (6). We assume $T_0$ and $T_e$’s have mutually disjoint vertex sets and edge sets. Now, we construct a tree $T$ as follows. For every $e \in E(H)$ with ends $u$ and $v$, choose a vertex $s_e \in \beta_0^{-1}(u) \cap \beta_0^{-1}(v)$, which exists by definition of tree decomposition, and pick $t_e \in V(T_e)$ arbitrarily. Let $V(T) = V(T_0) \cup \bigcup_{e \in E(H)} V(T_e)$, and $E(T) = \{ s_{e, t_e} : e \in E(H) \} \cup E(T_0) \cup \bigcup_{e \in E(H)} E(T_e)$. We also define $\beta : V(T) \to \mathcal{V}(G)$ as follows. Let $t \in V(T)$. If $t \in V(T_0)$, then

$$\beta(t) = \bigcup_{u \in \beta_0(t)} \bigcup_{e \in E(H) : u \text{ is an end of } e} \eta(e, u).$$

Otherwise, if $t \in V(T_e)$ for some $e \in E(H)$ with ends $u$ and $v$, then $\beta(t) = \beta_e(t) \cup \eta(e, u) \cup \eta(e, v)$.

(7) $(T, \beta)$ is a tree decomposition of $G$.

By (S1), for every vertex $x \in V(G)$, there exists $e \in E(H)$ such that $x \in \eta(e)$, and so $(T_e, \beta_e)$ being a tree decomposition of $\eta(e)$, there exists $t \in V(T_e) \subseteq V(T)$ with $x \in \beta_e(t) \subseteq \beta(t)$.

Also, by (S3), for every edge $x_1 x_2 \in E(G)$, either $x_1 x_2 \in E(\eta(e))$ for some $e \in E(H)$, or there exists $v \in V(H)$ and $e_1, e_2 \in E(H)$ with $v$ an end of $e_1$ and $e_2$ such that $x_i \in \eta(e_i, v)$ for $i = 1, 2$.

In the former case, since $(T_e, \beta_e)$ is a tree decomposition of $\eta(e)$, there exists $t \in V(T_e) \subseteq V(T)$ with $x_1, x_2 \in \beta_e(t) \subseteq \beta(t)$. In the latter case, since $(T_0, \beta_0)$ is a tree decomposition of $H$, there exists $t \in V(T_0) \subseteq V(T)$ with $x \in \beta_0(t)$. Therefore, for $i = 1, 2$, we have

$$x_i \in \eta(e_i, v) \subseteq \bigcup_{e \in E(H) : v \text{ is an end of } e} \eta(e, v) \subseteq \bigcup_{u \in \beta_0(t)} \bigcup_{e \in E(H) : u \text{ is an end of } e} \eta(e, u) = \beta(t),$$

and so $x_1, x_2 \in \beta(t)$.

It remains to show that for every $x \in V(G)$, the graph $T|\beta^{-1}(x)$ is connected. By (S1), there exists a unique edge $e \in E(H)$ with ends $u$ and $v$, with $x \in \eta(e)$. First, suppose that either $x \in \eta(e, u)$ or $x \in \eta(e, v)$, say the former. Then we have $\beta^{-1}(x) = \beta_0^{-1}(u) \cup V(T_e)$. Also, since $s_e \in \beta_0^{-1}(u)$ and $t_e \in V(T_e)$, we have $E(T|\beta^{-1}(x)) = \{ s_{e, t_e} \} \cup E(T_0|\beta_0^{-1}(u)) \cup E(T_e)$. Now, from $(T_0, \beta_0)$ being a tree decomposition of $H$, we deduce that $T_0|\beta_0^{-1}(u)$ is connected, and so $T|\beta^{-1}(x)$ is connected, as well.

Next, suppose that $x \in \eta(e) \setminus (\eta(e, u) \cup \eta(e, v))$. Then we have $\beta^{-1}(x) = \beta_e^{-1}(x)$. So from $(T_e, \beta_e)$ being a tree decomposition of $\eta(e)$, we deduce that $T|\beta^{-1}(x) = T_e|\beta_e^{-1}(x)$ is connected. This proves (7).

Now, let $t \in V(T)$. If $t \in V(T_0)$, then by (3), (4) and (5), we have

$$|\beta(t)| = \sum_{u \in \beta_0(t)} \sum_{e \in E(H) : u \text{ is an end of } e} |\eta(e, u)| \leq |\beta_0(t)|(\Delta + 1)^2 \leq c_1 k^9 \log^2 k(\Delta + 1)^2 \leq w(\Delta, k) + 1.$$
Also, if $t \in V(T_e)$ for some $e \in E(H)$, then by (3) and (6), we have
\[ |\beta(t)| \leq |\beta_c(t)| + |\eta(e, u)| + |\eta(e, v)| \leq 6(\Delta + 1) \leq w(\Delta, k) + 1. \]
Hence, by (7), $(T, \beta)$ is a tree decomposition of $G$ of width at most $w(\Delta, k)$. This proves Theorem 3.6.

4. LONG CLAWS AND LINE GRAPHS OF WALLS

Here, we apply the results of Sections 3 to prove Theorem 1.8, that excluding a long claw and the line graphs of all subdivisions of $W_{k \times k}$ gives bounded treewidth.

Let $t_1, t_2, t_3$ be integers, with $t_1 \geq 0$ and $t_2, t_3 \geq 1$. Recall from the introduction that a long claw, also called a subdivided claw, denoted $S_{t_1, t_2, t_3}$, is a vertex $v$ and three paths $P_1, P_2, P_3$, of length $t_1, t_2, t_3$ respectively, with one end $v$, such that $P_1 \setminus \{v\}, P_2 \setminus \{v\},$ and $P_3 \setminus \{v\}$ are pairwise disjoint and anticomplete to each other. We call $P_1, P_2, P_3$ the paths of $S_{t_1, t_2, t_3}$. The vertex $v$ is called the root of $S_{t_1, t_2, t_3}$. For two graphs $H_1, H_2$, we denote by $H_1 + H_2$ the graph with vertex set $V(H_1) \cup V(H_2)$ and edge set $E(H_1) \cup E(H_2)$. We start with a lemma.

**Lemma 4.1.** Let $t_1, t_2, t_3$ be positive integers with $t_1 \geq 2$. Let $G$ be an $S_{t_1, t_2, t_3}$-free graph. Then, $S_{t_1-1, t_2, t_3} + K_1$ is an $S_{t_1-2, t_2, t_3}$-forcer for $G$.

**Proof.** Let $H$ be an $S_{t_1-1, t_2, t_3}$ in $G$, and let $u \in V(G)$ be anticomplete to $H$, so that $H \cup \{u\}$ is an $S_{t_1-1, t_2, t_3} + K_1$. Let $H = P_1 \cup P_2 \cup P_3$, where $P_1 = v - x_{t_1-1} - \ldots - x_1, P_2 = v - y_1 - \ldots - y_{t_2},$ and $P_3 = v - z_1 - \ldots - z_{t_3}$. Let $X = H \setminus x_{t_1-1}$. Let $D$ be a connected component of $G \setminus N[X]$. Suppose $u, x_{t_1-1} \in N[D]$. It follows that there exists a path $P = x_{t_1-1} - p_{1} - \ldots - p_{k} - u$ from $x_{t_1-1}$ to $u$ with $P' \subseteq D$, so $X$ is anticomplete to $P'$. Then, $H \cup \{p_1\}$ is isomorphic to $S_{t_1, t_2, t_3}$, a contradiction. Therefore, $X$ breaks $\{u, x_{t_1-1}\}$, and it follows that $S_{t_1-1, t_2, t_3} + K_1$ is an $S_{t_1-2, t_2, t_3}$-forcer for $G$.

Now we can prove Theorem 1.8, which we restate.

**Theorem 4.2.** Let $\Delta, t_1, t_2, t_3, k$ be positive integers with $t = t_1 + t_2 + t_3$. Let $C$ be the class of all $S_{t_1, t_2, t_3}$-free graph with maximum degree $\Delta$ and no induced subgraph isomorphic to the line graph of a subdivision of $W_{k \times k}$. There exists an integer $N_{k, t, \Delta}$ such that $tw(G) \leq N_{k, t, \Delta}$ for every $G \in C$.

**Proof.** The proof is by induction on $t_1 + t_2 + t_3$. If $t_1 = t_2 = t_3 = 1$, the result follows from Theorem 3.6. Thus we may assume that $t_1 \geq 2$. By Theorem 2.10 and Lemma 4.1, it is enough to find a bound on the treewidth of $(S_{t_1-1, t_2, t_3} + K_1)$-free graphs in $C$.

Let $H \in C$ be $(S_{t_1-1, t_2, t_3} + K_1)$-free. By the inductive hypothesis we may assume that there exists $X \subseteq V(H)$ such that $X$ is an $S_{t_1-1, t_2, t_3}$ in $H$. Since $H$ does not contain $S_{t_1-1, t_2, t_3} + K_1$, it follows that $V(H) \subseteq N[X]$, and therefore $tw(H) \leq |V(H)| \leq t\Delta$.

5. $t$-THETAS, $t$-PYRAMIDS, AND LINE GRAPHS OF WALLS

In this section, we prove Theorem 1.10, that for all $k, t$, excluding $t$-thetas, $t$-pyramids, and the line graphs of all subdivisions of $W_{k \times k}$ in graphs with bounded degree gives bounded treewidth. The proof involves an application of Theorem 4.2. We also need the following lemma.

**Lemma 5.1.** Let $x_1, x_2, x_3$ be three distinct vertices of a graph $G$. Assume that $H$ is a connected induced subgraph of $G \setminus \{x_1, x_2, x_3\}$ such that $H$ contains at least one neighbor of each of $x_1, x_2, x_3$, and that subject to these conditions $V(H)$ is minimal subject to inclusion. Then, one of the following holds:

(i) For some distinct $i, j, k \in \{1, 2, 3\}$, there exists $P$ that is either a path from $x_i$ to $x_j$ or a hole containing the edge $x_i x_j$ such that

- $H = P \setminus \{x_i, x_j\}$, and
• either \( x_k \) has at least two non-adjacent neighbors in \( H \) or \( x_k \) has exactly two neighbors in \( H \) and its neighbors in \( H \) are adjacent.

(ii) There exists a vertex \( a \in H \) and three paths \( P_1, P_2, P_3 \), where \( P_i \) is from \( a \) to \( x_i \), such that

- \( H = (P_1 \cup P_2 \cup P_3) \setminus \{x_1, x_2, x_3\} \), and
- the sets \( P_1 \setminus \{a\}, P_2 \setminus \{a\} \) and \( P_3 \setminus \{a\} \) are pairwise disjoint, and
- for distinct \( i, j \in \{1, 2, 3\} \), there are no edges between \( P_i \setminus \{a\} \) and \( P_j \setminus \{a\} \), except possibly \( x_i x_j \).

(iii) There exists a triangle \( a_1 a_2 a_3 \) in \( H \) and three paths \( P_1, P_2, P_3 \), where \( P_i \) is from \( a_i \) to \( x_i \), such that

- \( H = (P_1 \cup P_2 \cup P_3) \setminus \{x_1, x_2, x_3\} \), and
- the sets \( P_1, P_2 \) and \( P_3 \) are pairwise disjoint, and
- for distinct \( i, j \in \{1, 2, 3\} \), there are no edges between \( P_i \) and \( P_j \), except \( a_i a_j \) and possibly \( x_i x_j \).

Proof. For some distinct \( i, j, k \in \{1, 2, 3\} \), let \( P \) be a path from \( x_i \) to \( x_j \) with \( V(P^*) \subseteq V(H) \) (in the graph where the edge \( x_i x_j \) is deleted if it exists). Such a path exists since \( x_i \) and \( x_j \) have neighbors in \( H \) and \( H \) is connected. Assume that \( x_k \) has neighbors in \( P^* \). Then, by the minimality of \( V(H) \), we have \( H = P^* \). If \( x_k \) has two non-adjacent neighbors in \( P^* \), or \( x_k \) has two neighbors in \( P^* \) and its neighbors in \( P^* \) are adjacent, then outcome (i) holds. If \( x_k \) has a unique neighbor in \( P^* \), then outcome (ii) holds. Thus, we may assume that \( x_k \) is anticomplete to \( P^* \).

Let \( Q \) be a path with \( Q \setminus \{x_k\} \subseteq H \) from \( x_k \) to a vertex \( w \in H \setminus P \) (so \( x_k \neq w \)) with a neighbor in \( P^* \). Such a path exists since \( x_k \) has a neighbor in \( H \), \( x_k \) is anticomplete to \( P^* \), and \( H \) is connected. By the minimality of \( V(H) \), we have \( V(H) = (V(P) \cup V(Q)) \setminus \{x_1, x_2, x_3\} \) and no vertex of \( Q \setminus w \) has a neighbor in \( P^* \). Moreover, by the argument of the previous paragraph, we may assume that \( x_i \) and \( x_j \) are anticomplete to \( Q \setminus \{x_k\} \).

Now, if \( w \) has a unique neighbor in \( P^* \), then outcome (ii) holds. If \( w \) has two neighbors in \( P^* \) and its neighbors in \( P^* \) are adjacent, then outcome (iii) holds. Therefore, we may assume that \( w \) has two non-adjacent neighbors in \( P^* \). Let \( y_i \) and \( y_j \) be the neighbors of \( w \) in \( P^* \) that are closest in \( P^* \) to \( x_i \) and \( x_j \), respectively. Let \( R \) be the subpath of \( P^* \) from \( y_i \) to \( y_j \). Now, the graph \( H' \) induced by \(((P \cup Q) \setminus R^*) \setminus \{x_1, x_2, x_3\} \) is a connected induced subgraph of \( G \setminus \{x_1, x_2, x_3\} \) and it contains at least one neighbor of \( x_1, x_2, \) and \( x_3 \). Moreover, \( H' \subseteq H \) since \( R^* \neq \emptyset \). This contradicts the minimality of \( V(H) \).

Now we are ready to prove Theorem 1.10, which we restate.

**Theorem 5.2.** Let \( \Delta, t, k \) be positive integers with \( t \geq 2 \). Let \( \mathcal{C} \) be the class of graphs of maximum degree \( \Delta \) with no \( t \)-theta, no \( t \)-pyramid, and no induced subgraph isomorphic to the line graph of a subdivision of \( W_{k \times k} \). There exists an integer \( M_{k,t,\Delta} \) such that \( tw(G) \leq M_{k,t,\Delta} \) for every \( G \in \mathcal{C} \).

**Proof.** We start by proving a result about the existence of forcers for \( \mathcal{C} \).

(8) \( S_{t-1,t-1} \) is an \( S_{t-1,t-1,t-1} \)-forcer for \( \mathcal{C} \).

Let \( G \in \mathcal{C} \), and let \( Y \) be an \( S_{t-1,t-1} \) in \( G \), let \( r \) be the root of \( Y \), let \( x, y, z \) be the leaves of \( Y \), and let \( X = Y \setminus \{x, y, z\} \). Let \( D \) be a connected component of \( G \setminus N[X] \), and suppose \( \{x, y, z\} \subseteq N[D] \). Let \( Z \subseteq D \) be an inclusion-wise minimal connected subset of \( D \) such that \( x, y, z \) each have a neighbor in \( Z \). By Lemma 5.1, one of three cases holds. If case (ii) or case (iii) holds, then it is clear that \( Y \cup Z \) is either a \( t \)-theta or a \( t \)-pyramid, so we may assume case (i) holds. Then, up to symmetry between \( x, y, \) and \( z \), the subgraph of \( G \) induced on \( Z \cup \{x, z\} \) is a path from \( x \) to \( z \). Suppose \( y \) has two non-adjacent neighbors in \( Z \). Let \( p, q \) in \( Z \) be the first and last neighbors of \( y \) in \( Z \), such that \( x, p, q, z \) appear in \( x-Z-z \) in that order. Then \( G \)
contains a theta between \( r \) and \( y \) through \( r-Y-y, r-Y-x-Z-p-y, \) and \( r-Y-z-Z-q-y \). Since each of the paths of the theta contains a path of \( Y \), it follows that every path of the theta has length at least \( t \), a contradiction. Therefore, \( y \) has exactly two adjacent neighbors \( p, q \) in \( Z \) such that \( x, p, q, z \) appear in \( x-Z-z \) in that order. But now \( G \) contains a pyramid from \( r \) to \( \{y, p, q\} \) through \( r-Y-y, r-Y-x-Z-p, \) and \( r-Y-z-Z-q \). Since each of the paths of the pyramid contains a path of \( Y \), it follows that every path of the pyramid has length at least \( t \), a contradiction. Therefore, \( X \) breaks \( \{x, y, z\} \), so \( S_{t,t,t} \) is an \( S_{t-1,t-1,t-1} \)-forcer for \( G \). This proves (8).

Now by Theorem 2.10, the result follows immediately from Theorem 4.2. \( \blacksquare \)

6. Subcubic subdivided caterpillars and their line graphs

In this section, we prove Theorem 1.11, that excluding a subdivided subcubic caterpillar and its line graph in graphs with bounded degree gives bounded treewidth. The proof uses Theorem 4.2 to get a structural result involving a family of induced subgraphs called \( (k, t) \)-creatures. We begin with the following lemma.

**Lemma 6.1.** Let \( \Delta > 0 \) and \( t > 0 \) be integers, \( G \) be a graph and \( P \) be an induced path in \( G \) of length at least \( t(1 + \Delta) - 1 \). Also, let \( z \in G \setminus P \) have at least one and at most \( \Delta \) neighbors in \( P \). Then there exists a subpath \( P' = p_0' \cdots p_t' \) of \( P \) of length \( t \) where \( N(z) \cap P' = \{p_0'\} \).

**Proof.** Suppose not. Let \( P = p_0 \cdots p_{\ell} \), where \( \ell \geq t(1 + \Delta) - 1 \). Also, let \( |N(z) \cap P| = j \leq \Delta \), and \( 0 \leq i_1 < \cdots < i_j \leq \ell \) satisfy \( N(z) \cap P = \{p_{i_k} : k = 1, \ldots, j\} \). If the subpath \( p_{i_1} \cdots p_{i_j} \) of \( P \) is of length at least \( t \), then \( P' = p_{i_1} \cdots p_{i_1-t} \) satisfies Lemma 6.1, a contradiction. So \( p_{i_1} \cdots p_{i_j} \) is of length at most \( \ell - t \). Similarly, \( p_{i_j} \cdots p_{i_{j-1}} \ldots p_{i_1} \) is of length at most \( \ell - t \). As a result, \( j \geq 2 \).

Now, if for some \( k \in \{1, \ldots, j-1\} \), the subpath \( p_{i_k} \cdots p_{i_{k+1}} \) of \( P \) is of length at least \( t + 1 \), then \( P' = p_{i_k} \cdots p_{i_{k+1}} \) satisfies the lemma. Thus, for all \( k \in \{1, \ldots, j-1\} \), \( p_{i_k} \cdots p_{i_{k+1}} \) is of length at most \( \ell \). But then \( P \) is of length at most \( 2(t-1) + t(j-1) = t(j+1)-2 \leq t(1+\Delta)-2 \), which is impossible. This proves Lemma 6.1. \( \blacksquare \)

Next, we define creatures properly. For integers \( k > 0 \) and \( t \geq 0 \), a \((k, t)\)-creature in a graph \( G \) is a pair \( \Xi = (J, P) \), where

- \( J \) is a connected subset of \( G \).
- \( P \) is a collection of \( k \) mutually vertex-disjoint and anticomplete induced paths in \( G \setminus J \), each of length \( t \).
- For every \( P \in P \), an end \( v \) of \( P \), called the \( P \)-joint of \( \Xi \), satisfies the following:
  - \( v \) has a neighbor in \( J \), and
  - \( P \setminus v \) is anticomplete to \( J \).

We also use \( \Xi \) to denote the set \( J \cup (\bigcup_{P \in P} P) \).

**Lemma 6.2.** Let \( \Delta, k, t \geq 0 \) be integers and let \( G \) be a graph of maximum degree at most \( \Delta \) with no \((k, t)\)-creature. Let \( X \subseteq G \) be an \( S_{t+1,t+1,t+1} \) in \( G \) and let \( x \in X \) be a leaf of \( X \). Then the connected component of \( G \setminus (N[X \setminus \{x\}] \setminus \{x\}) \) containing \( x \) has no \((k-1, t(1+\Delta))\)-creature.

**Proof.** Suppose not. Since \( S_{t+1,t+1,t+1} \) is a \((3, t)\)-creature, it follows that \( k \geq 4 \). So we may choose a \((k-1, t(1+\Delta))\)-creature \( \Xi = (J, \{P_1, \ldots, P_{k-1}\}) \) in the component \( C \) of \( G \setminus (N[X \setminus \{x\}] \setminus \{x\}) \) containing \( x \) with \( P_i \)-joint \( v_i \) for \( i = 1, \ldots, k-1 \), and an induced path \( L \) in \( C \) from \( x \) to some vertex \( z \in N[\Xi] \), such that no vertex in \( L \setminus \{z\} \) belongs to \( N[\Xi] \). Let \( u \) be the root of \( X \) and let \( P, Q, R \) be the paths of \( X \), with \( x \) an end of \( P \). We deduce the following.

(9) \( z \) has a neighbor in \( \bigcup_{i=1}^{k-1} P_i \).

Suppose for a contradiction that \( z \) is anticomplete to \( \bigcup_{i=1}^{k-1} P_i \), and so \( z \in N[J] \). Note that the path \( z-L-x-P-u \) has length at least \( t \) (since \( P \) does), and so we may choose a subpath \( P' \) of
z-L-x-P-u containing z and of length equal to t. Also, for each \( i \in \{1, \ldots, k - 1\} \), since \( P_i \) is of length \( t(1 + \Delta) \geq t \), we may choose a subpath \( P_i' \) of \( P_i \) containing \( v_i \) and of length equal to \( t \). But then \( (J, \{ P_i' : i \in \{1, \ldots, k - 1\}\} \cup \{ P_i'' \}) \) is a \((k, t)\)-creature in \( G \), a contradiction. This proves (9).

Let \( I \) be the set of all indices \( i \in \{1, \ldots, k - 1\} \) for which \( z \) has a neighbor in \( P_i \). By (9), we have \( I \neq \emptyset \), and so we may select an element \( i_0 \in I \). Let \( J' = J \cup P_{i_0} \cup L \cup P \). Note that \( J' \) is connected, and \( u, z \in J' \).

(10) For each \( i \in I \setminus \{i_0\} \), there exists a subpath \( P_i' = p_0^i \cdots p_t^i \) of \( P_i \) of length \( t \), such that \( p_0^i \) is the only neighbor of \( z \) in \( P_i' \), and \( P' \) is anticomplete to \( J' \setminus \{z\} \).

If \( t = 0 \), then \( P_i = \{v_i\} \), \( z \) is adjacent to \( v_i \), and so \( P_i' = P_i \) satisfies (10). Thus, we may assume that \( t \geq 1 \), and so \( P_i' = P_i \) satisfies (10). By Lemma 6.1 applied to \( P_i \setminus v_i \) and \( z \), we obtain a subpath \( P_i \) of \( P_i \setminus v_i \) (and so of \( P_i \)) of length \( t \), such that \( p_0^i \) is the only neighbor of \( z \) in \( P_i' \). Also, by the choice of \( X, \Xi \) and \( L \), we obtain that \( P_i \setminus \{z\} \) is anticomplete to \( J' \setminus \{z\} \). Therefore, \( P_i' \subseteq P_i \setminus \{v_i\} \) is anticomplete to \( J' \setminus \{z\} \), as well. This proves (10).

Now, for each \( i \in I \setminus \{i_0\} \), let \( P_i' \) be as promised in (10). Moreover, for each \( i \in \{1, \ldots, k - 1\} \setminus \{i_0\} \), there exists a subpath \( P_i'' \) of \( P_i \) containing \( v_i \) and of length equal to \( t \), as \( P_i \) is of length \( t(1 + \Delta) \geq t \). But then by (10) and the choice of \( X, \Xi \) and \( L \), \((J', \{P_i' : i \in \{1, \ldots, k - 1\} \setminus \{i_0\}\} \cup \{Q \setminus u, R \setminus u\}) \) is a \((k, t)\)-creature in \( G \), a contradiction. This proves Lemma 6.2.

**Lemma 6.3.** Let \( \Delta > 0 \) and \( \ell > 1 \) be integers, and \( K \) be a connected graph of maximum degree at most \( \Delta \) with \( |K| \geq 1 + \sum_{i=0}^{\ell-1} \Delta^i \). Then \( K \) contains an induced path on at least \( \ell \) vertices.

**Proof.** Since \( G \) has maximum degree at most \( \Delta \), then for every \( i \geq 0 \) and every vertex \( v \in G \), the set of vertices in \( G \) at distance \( i \) from \( v \) is of size at most \( \Delta^i \). Therefore, \( G \) has a vertex at distance at least \( \ell - 1 \) from \( v \). This proves Lemma 6.3.

Recall from the introduction that a tree \( T \) is a subcubic subdivided caterpillar if it is of maximum degree at most three, and there exists a path \( P \subseteq T \) such that \( P \) contains every vertex of \( T \) of degree three. The spine of \( T \) is the shortest path containing all vertices of degree at least three in \( T \). A leg of a subdivided caterpillar \( T \) is a path in \( T \) from a leaf to a vertex of degree three in \( T \) whose all internal vertices are of degree two.

**Theorem 6.4.** Let \( T \) be a subcubic subdivided caterpillar and let \( \Delta > 0 \) be an integer. Then there exist \( k, t \) such for every graph \( G \) of maximum degree at most \( \Delta \), if \( G \) contains a \((k, t)\)-creature, then \( G \) contains a subdivision of \( T \) or the line graph of a subdivision of \( T \).

**Proof.** Note that if \( T \) has no vertex of degree three, then it is a path, and so setting \( k = 1 \) and \( t = |T| \), we are done. So we may assume that \( S \) has a spine \( S \) with \( |S| = s \geq 1 \). We define \( \ell = 6s^3 + s^2 - 1 \geq 1 \) and \( k = 1 + \Delta + \Delta^2 + \ldots + \Delta^{t-2} \). Also, for every leaf \( u \) of \( T \), let \( U_u \) be the leg of \( T \) having \( u \) as one of its end. Let \( t \) be the maximum length of \( U_u \) taken over all leaves \( u \in T \setminus S \) of \( T \). We claim that the values of \( k, t \) defined as above satisfy the theorem. Suppose
not. Then there exists a graph $G$ of maximum degree at most $\Delta$, containing a $(k, t)$-creature but not containing a subdivision of $T$ or the line graph of a subdivision of $T$.

(11) We may choose $H$ and $\mathcal{P}$ with the following specifications.

- $H$ is a connected induced subgraph of $G$.
- $\mathcal{P}$ is a collection of $k$ mutually vertex-disjoint and anticomplete induced paths in $G$, each of length at least $t$.
- For every $P \in \mathcal{P}$, there is an end of $P$, denoted by $v_P$, with $P \cap H = \{v_P\}$ and $N(P \setminus \{v_P\}) \cap H = \{v_P\}$.

Note that there exists a $(k, t)$-creature $\Xi = (J, \mathcal{P})$ in $G$. For every $P \in \mathcal{P}$, let $v_P$ be the $P$-joint of $\Xi$. Let $H = (J \cup \{v_P : P \in \mathcal{P}\})$. From the definition of a $(k, t)$-creature, it follows directly that $H$ and $\mathcal{P}$ satisfy the above three bullets. This proves (11).

We choose $H$ and $\mathcal{P}$ satisfying (11) and with $|H|$ as small as possible. For every $P \in \mathcal{P}$, let $v_P$ be as in the third bullet of (11). Let $A = \{v_P : P \in \mathcal{P}\}$ and $J = H \setminus A$.

(12) Every vertex in $v \in J$ is a cut-vertex of $H$.

For otherwise $H \setminus v$ and $\mathcal{P}$ satisfy (11), violating the minimality of $H$. This proves (12).

For every vertex $v \in H$, let us say $v$ is redundant if $v \in J$ and $N(v) \cap H$ is a stable set in $H$ of size exactly two. Otherwise, we say $v$ is irredundant.

(13) There exists an induced path $Q_1$ in $H$ containing at least $6s^3 + s^2 - 1$ irredundant vertices.

For every redundant vertex $v \in H$ with $N(v) \cap H = \{x, z\}$, by suppressing $v$, we mean removing $v$ from $H$ and adding the edge $xz$ to the resulting graph, while we refer to the reverse operation as unsuppressing $v$. Let $K$ be the graph obtained from $H$ by repeatedly suppressing redundant vertices until none is left. Note that the maximum degree of $K$ does not exceed that of $H$, which in turn does not exceed $\Delta$, as $H$ is an induced subgraph of $G$. Also, we have $A \subseteq K$, and so $|K| \geq |A| = k = 1 + \sum_{i=0}^{t-2} \Delta^i$. Thus, by Lemma 6.3, $K$ contains an induced path $Q_0$ on at least $\ell = 6s^3 + s^2 - 1$ vertices. Therefore, after unsuppressing all redundant vertices of $H$, we obtain an induced path $Q_1$ in $H$ where every vertex in $Q_0$ is an irredundant vertex of $Q_1$. This proves (13).

Henceforth, let $Q_1$ be as guaranteed in (13).

(14) There exists an induced path $Q_2$ in $H$ such that $Q_2 \subseteq J$ and $Q_2$ contains at least $6s^2 + s - 1$ irredundant vertices.

Let $A_1 = Q_1 \cap A$ and $B_1 = Q_1 \cup (\bigcup_{P \in \mathcal{P}} v_P \in A_1)$. If $|A_1| \geq s$, then $B_1$ contains a subdivision of $T$, and hence so does $G$, a contradiction. It follows that $|A_1| \leq s - 1$. As a result, $Q_1 \setminus A_1$ has at most $s$ connected components, and by (13), $Q_1 \setminus A_1$ contains at least $6s^3 + s^2 - s$ irredundant
Therefore, there exists a connected component $Q_2$ of $Q_1 \setminus A_1$ (hence $Q_2 \subseteq J$) containing at least $6s^2 + s - 1$ irredundant vertices. This proves (14).

Henceforth, let $Q_2$ be as promised in (14). Note that by (9), every vertex in $Q_2$ is a cut-vertex of $H$. We say a vertex $x \in Q_2$ is docile if there exists a connected component of $H \setminus x$, denoted by $D_x$, such that $D_x \cap Q_2 = \emptyset$. The following is immediate from the definition.

(15) Let $x \in Q_2$ be a docile vertex. Then
- $D_x$ is anticomplete to $Q_2 \setminus \{x\}$;
- $N(x) \cap D_x \neq \emptyset$; and
- for every docile vertex $y \in Q_2 \setminus \{x\}$, $D_x$ is anticomplete to $D_y$ in $G$.

Also, we deduce:

(16) For every docile vertex $x \in G$, there exists a (possibly not unique) path $P_x \in \mathcal{P}$ with $v_{P_x} \in D_x$.

Otherwise $H \setminus D_x$ and $\mathcal{P}$ satisfy (11), violating the minimality of $H$. This proves (16).

(17) There is a subpath $Q_3$ of $Q_2$ which has at least $6s$ irredundant vertices and no docile vertices.

Let $D$ be the set of all docile vertices in $Q_2$. For every $x \in D$, let $P_x$ be as in (16). Then by the second bullet in (15), we may choose a shortest path $W_x$ in $D_x$ from $v_{P_x}$ to some vertex $w_x \in N(x) \cap D_x$ (so $W_x$ is induced and $W_x \setminus w_x$ is disjoint from $N(x) \cap D_x$). Let $B_2 = Q_2 \cup (\bigcup_{x \in D} (W_x \cup P_x))$. If $|D| \geq s$, then by the first and the third bullets of (15), $B_2$ contains a subdivision of $T$, and hence so does $G$, a contradiction. So $|D| \leq s - 1$. It follows that $Q_2 \setminus D$ has at most $s$ connected components, and by (14), $Q_2 \setminus D$ contains at least $6s^2$ irredundant vertices. Therefore, there exists a connected component $Q_3$ of $Q_2 \setminus D$ containing at least $6s$ irredundant vertices. This proves (17).

From now on, let $Q_3$ be as obtained in (17), $r = |Q_3|$, and $Q_3 = q_1, \ldots, q_r$. By (17), we have $r \geq 6s \geq 6$. For every $i \in \{2, \ldots, r - 1\}$, we denote by $L_i$ and $R_i$ the components of $Q_2 \setminus q_i$ containing $q_{i-1}$ and $q_{i+1}$, respectively. Since $q_i$ is not docile, the vertex-set of every connected component of $H \setminus q_i$ contains either $L_i$ or $R_i$. Also, by (12), $q_i$ is a cut-vertex of $H$. So $H \setminus q_i$ has exactly two distinct connected components $\lambda_i$ and $\rho_i$, such that $L_i \subseteq \lambda_i$ and $R_i \subseteq \rho_i$. For every $i \in \{1, \ldots, r - 1\}$, let us say $i$ is a bump if there exists a connected component of $H \setminus \{q_i, q_{i+1}\}$, denoted by $\mu_i$, such that $\mu_i \cap Q_2 = \emptyset$. From this definition, we immediately deduce the following.

(18) Let $i \in \{1, \ldots, r - 1\}$ be a bump. Then
- $\mu_i$ is anticomplete to $Q_2 \setminus \{q_i, q_{i+1}\}$;
- $(N(q_i) \cup N(q_{i+1})) \setminus \mu_i \neq \emptyset$; and
- for every bump $j \in \{1, \ldots, r - 1\} \setminus \{i\}$, $\mu_i$ is anticomplete to $\mu_j$ in $G$.

Also, we have:

(19) For every bump $i \in \{1, \ldots, r - 1\}$, there is a (possibly not unique) path $P_i \in \mathcal{P}$ with $v_{P_i} \in \mu_i$.

Otherwise $H - \mu_i$ and $\mathcal{P}$ satisfy (11), violating the minimality of $H$. This proves (19).

(20) For every $i \in \{2, \ldots, r - 1\}$, if $q_i$ is irredundant, then either $i - 1$ or $i$ is a bump.

Since $q_i$ is irredundant, it has a neighbor $w \in H \setminus \{q_{i-1}, q_i, q_{i+1}\}$. It follows that either $w \in \lambda_i \setminus \{q_{i-1}\}$ or $w \in \rho_i \setminus \{q_{i+1}\}$. Assume the former holds. Note that $q_i$ separates $w$ from $R_{i-1}$ in $H$. Also, if there exists a path $M$ in $H \setminus q_{i-1}$ from $w$ to some vertex in $x \in L_{i-1}$, then $q_i, w, M, x$ is a path in $H \setminus q_{i-1}$ from $q_i \in R_{i-1}$ to $x \in L_{i-1}$, a contradiction. Thus, $q_{i-1}$ separates
w from \(L_{i-1}\) in \(H\). As a result, \(\{q_{i-1}, q_i\}\) separates \(w\) from \(Q_2 \setminus \{q_{i-1}, q_i\}\), and so the connected component of \(H \setminus \{q_{i-1}, q_i\}\) containing \(w\) is anticomplete to \(Q_2 \setminus \{q_{i-1}, q_i\}\). But then \(i - 1\) is a bump. Similarly, if \(w \in p_i \setminus \{q_{i+1}\}\), then \(i\) is a bump. This proves (20).

Let \(i \in \{1, \ldots, r - 1\}\) be a bump, and \(P_i \in \mathcal{P}\) be as in (19). By the second bullet of (18), we may choose a shortest path \(Z_i\) in \(\mu_i\) from \(v_{P_i}\) to some vertex \(z_i \in (N(q_i) \cup N(q_{i+1})) \cap \mu_i\) (so \(Z_i\) is induced and \(Z_i \setminus z_i\) is disjoint from \(N(q_i) \cup N(q_{i-1})\)). We say \(i\) is a bump of type 1 if \(z_i \in N(q_i) \setminus N(q_{i+1})\), of type 2 if \(z_i \in N(q_{i+1}) \setminus N(q_i)\), and of type 3 if \(z_i \in N(q_i) \cap N(q_{i+1})\). Note that every bump is of type 1, 2 or 3.

By (17), there exists \(I \subseteq \{2, \ldots, r - 1\}\) with \(|I| \geq 6s - 2\) such that \(q_i\) is redundant for all \(i \in I\). Therefore, by (20), there exists a \(I' \subseteq \{1, \ldots, r - 1\}\) with \(|I'| \geq 3s - 1\) such that every \(i \in I'\) is a bump. Consequently, there exists \(I'' \subseteq I\) with \(|I''| \geq s\) such that all elements of \(I''\) are bumps of the same type. Now, let \(B_3 = Q_2 \cup (\bigcup_{i \in I''} (Z_i \cup P_i))\). If either all elements of \(I''\) are of type 1 or all elements of \(I''\) are of type 2, then \(B_3\) contains a subdivision of \(T\), which is impossible. Otherwise, all elements of \(I''\) are of type 3. But then \(B_3\) contains the line graph of a subdivision of \(T\), a contradiction. This proves Theorem 6.4.

Next we prove a lemma.

**Lemma 6.5.** Let \(\Delta, b, k, t\) be positive integers where \(k \geq 3\). Let \(C\) be the class of graphs with maximum degree \(\Delta\) that do not contain a \((k, t)\)-creature or the line graph of a subdivision of \(W_{bxb}\). There exists \(R_{b, t, k, \Delta}\) such that \(\text{tw}(G) \leq R_{b, t, k, \Delta}\) for every \(G \in C\).

**Proof.** Let \(t_i = t(1 + \Delta)^{k-1}\). Let \(C_i\) be the class of graphs with maximum degree \(\Delta\) that do not contain an \((i, t_i)\)-creature and have no induced subgraph isomorphic to the line graph of a subdivision of \(W_{bxb}\). We will prove by induction that there exists \(R_{b, t, k, i, \Delta}\) such that \(\text{tw}(G) \leq R_{b, t, k, i, \Delta}\) for every \(G \in C_i\). Since \(S_{t_3, t_3, t_3}\) is a \((3, t_3)\)-creature, for \(i = 3\) the result follows from Theorem 4.2. Next we prove a result about the existence of forcers in graphs in \(C_i\).

(21) \(S_{t_i+1, t_i+1, t_i+1} + H\) is a \(S_{t_i+1, t_i+1, t_i+1}\)-forcer for \(C_i\) for every \((i - 1, t_{i-1})\)-creature \(H\).

Let \(G \in C_i\) and let \(H\) be an \((i - 1, t_{i-1})\)-creature. Let \(Y\) be an \(S_{t_i+1, t_i+1, t_i+1} \cup H\) in \(G\), let \(Y' = Y \setminus H\), let \(x \in Y'\) be a leaf of \(Y'\), and let \(X = Y' \setminus \{x\}\). Let \(D\) be a connected component of \(G \setminus N[X]\). Suppose \(x \in N[D]\). Then, by Lemma 6.2, it follows that \(D\) has no \((i - 1, t_{i-1})\)-creature. Since \(H\) is anticomplete to \(Y'\), we have that \(H \not\subseteq N[D]\). Therefore, \(X\) breaks \(\{x\} \cup H\), so \(S_{t_i+1, t_i+1, t_i+1} \cup H\) is a \(S_{t_i+1, t_i+1, t_i+1}\)-forcer for \(G\). This proves (21).

By Theorem 2.10, it is now enough to bound the treewidth of \(\{(S_{t_i+1, t_i+1, t_i+1} + H) : H\) is an \((i - 1, t_{i-1})\)-creature\}-free graphs in \(C_i\). Let \(F\) be a graph with no \((i, t_i)\)-creature. If \(F\) is \(S_{b, t, k, i+1, t_i+1}\)-free, the result follows from Theorem 4.2. Thus, let \(Q \subseteq V(F)\) be an \(S_{b, t, k, i+1, t_i+1}\) in \(F\). Then, \(F \setminus N[Q]\) has no \((i - 1, t_{i-1})\)-creature, so by the inductive hypothesis, we deduce that \(\text{tw}(F \setminus N[Q]) \leq R_{b, t, k, i-1, \Delta}\). But \(|Q| = 3t_i + 4\), and therefore \(|N[Q]| \leq (3t_i + 4)\Delta\). Consequently, \(\text{tw}(F) \leq R_{b, t, k, i-1, \Delta} + (3t_i + 4)\Delta\), and we can set \(R_{b, t, k, i, \Delta} = R_{b, t, k, i-1, \Delta} + (3t_i + 4)\Delta\).}

We can now prove Theorem 1.11, which we restate.

**Theorem 6.6.** Let \(\Delta\) be a positive integer and let \(T\) be a subcubic subdivided caterpillar. Let \(C\) be the class of graphs with maximum degree at most \(\Delta\) which do not contain a subdivision of \(T\) or the line graph of a subdivision of \(T\). Then there exists \(R_{\Delta, T}\) such that \(\text{tw}(G) \leq R_{\Delta, T}\) for every \(G \in C\).

**Proof.** Let \(G \in C\). By Theorem 6.4, there exist integers \(k, t\) such that if \(G \in C\) then \(G\) does not contain a \((k, t)\)-creature.
Next we observe:

(22) Let $G \in C$. Then $G$ does not contain the line graph of a subdivision of $W_{[T] \times [T]}$.

Let $H$ be the line graph of a subdivision of $W_{[T] \times [T]}$. Then, $H$ contains the line graph of a subdivision of $T$. It follows that if $G$ contains $H$, then $G$ contains the line graph of a subdivision of $T$, a contradiction. This proves (22).

Now the result follows from Lemma 6.5.