A HILBERT EXPANSIONS METHOD FOR THE RIGOROUS SHARP INTERFACE LIMIT OF THE GENERALIZED CAHN-HILLIARD EQUATION
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Abstract. We consider Cahn-Hilliard equations with external forcing terms. Energy decreasing and mass conservation might not hold. We show that level surfaces of the solutions of such generalized Cahn-Hilliard equations tend to the solutions of a moving boundary problem under the assumption that classical solutions of the latter exist. Our strategy is to construct approximate solutions of the generalized Cahn-Hilliard equation by the Hilbert expansion method used in kinetic theory and proposed for the standard Cahn-Hilliard equation, by Carlen, Carvalho and Orlandi, [11]. The constructed approximate solutions allow to derive rigorously the sharp interface limit of the generalized Cahn-Hilliard equations. We then estimate the difference between the true solutions and the approximate solutions by spectral analysis, as in [1].
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1. Introduction

In this paper, we apply an alternative method to matched asymptotic expansions, developed by Carlen, Carvalho and Orlandi, in [11], which allows the study of the sharp interface limit for the generalized Cahn-Hilliard equation, and derive higher order corrections to this limit. The method is based on the Hilbert expansion used in kinetic theory; we refer to [11] where the analogy is explained. We start by recalling some background regarding the Cahn-Hilliard equation and the results obtained in [11].

1.1. The Cahn-Hilliard Equation. Let Ω be a bounded domain in \( \mathbb{R}^2 \). The restriction of the analysis to two dimensions is made only for simplicity. Let \( m = m(x,t) \) be an integrable function on Ω which represents the value of a conserved “order parameter” at \( x \) in \( Ω \) at time \( t \). The order parameter is conserved in the sense that \( \int_Ω m(x,t)dx \) is independent of \( t \). Therefore, the evolution equation for \( m \) can be written in the form

\[
\partial_t m(x,t) = \nabla \cdot \mathbf{J}(x,t),
\]

where the current \( \mathbf{J} \) is orthogonal to the outer normal of the boundary of \( Ω \). We take

\[
\mathbf{J}(x,t) = \sigma(m(x,t))\nabla \mu(x,t),
\]

where \( \sigma(m) \) is the mobility and \( \mu(x,t) \) is the chemical potential of \( x \) at time \( t \). The mobility is positive and the chemical potential is defined as the \( L^2(Ω) \) Frechet derivative of a free energy functional \( \mathcal{F} \):

\[
\mu(x) = \frac{\delta \mathcal{F}}{\delta m}(x).
\]

The simplest and most familiar example is the so called Cahn–Hilliard equation. It results by setting \( \sigma(m) := 1 \), i.e. constant mobility, and

\[
\mathcal{F}(m) := \frac{1}{2} \int_Ω |\nabla m(x)|^2 dx + \frac{1}{4} \int_Ω (m^2(x) - 1)^2 dx.
\]
This leads to the evolution equation
\[ \partial_t m(x, t) = \Delta (-\Delta m(x, t) + f(m(x, t))), \]
where
\[ f(m) = m^3 - m. \]
Different choices of \( f \) can be made, provided they are derivatives of a double well smooth enough potential with equal absolute minima. If \( m(x, t) \) is a solution of this equation, then
\[ \frac{d}{dt} F(m(\cdot, t)) = -\int_{\Omega} |\tilde{J}(x, t)|^2 dx, \]
and thus, evolution decreases the free energy. The minimizers of the free energy are the constant functions \( m = \pm 1 \). These minimizers represent the “pure phases” of the system. However, unless the initial condition \( m_0 \) happens to satisfy \( \int_{\Omega} m_0(x) dx = \pm |\Omega| \), these “pure phases” cannot be reached due to the mass conservation law. Instead, what will eventually be produced is a region in which \( m \approx +1 \) while \( m \approx -1 \) in its complement, with smooth transition across its boundary. This phenomenon is referred to as phase segregation, where the aforementioned boundary consists the interface between the two phases. If we “stand far enough back” from \( \Omega \), all we can observe is the interface’s shape since the structure across the interface is placed on an invisibly small scale.

The evolution of \( m \) in time under the Cahn Hilliard equation, or another equation of this type, drives a very slow evolution of the interface. More specifically, let \( \varepsilon \) be a small parameter, and introduce the new variables \( \tau \) and \( \xi \) by
\[ \tau := \varepsilon^3 t \quad \text{and} \quad \xi := \varepsilon x. \]
Then of course it follows
\[ \partial_t = \varepsilon^3 \partial_\tau \quad \text{and} \quad \partial_x = \varepsilon \partial_\xi. \]
Hence, if \( m(x, t) \) is a solution of the Cahn–Hilliard equation and we define \( m^\varepsilon(\xi, \tau) := m(x(\xi), t(\tau)) \) then we obtain
\[ \partial_\tau m^\varepsilon(\xi, \tau) = \Delta_\xi \left( -\varepsilon \Delta_\xi m^\varepsilon(\xi, \tau) + \frac{1}{\varepsilon} f(m^\varepsilon(\xi, \tau)) \right). \]
If we think of \( \varepsilon \) as representing the inverse of a large length scale, the variable \( \xi \) will be dimensionless. The dimensionless variables are “slow” and the original variables “fast” for small \( \varepsilon \). In what follows, we keep the notation \( \xi \) for the slow spatial variables, but we drop the use of \( \tau \) and replace it by \( t \) for convenience. One should just bear in mind that now we are looking at the evolution over a very long time scale when \( \varepsilon \) is small. For the reasons indicated above, it is custom to consider initial data \( m_0(\xi) \) that is \(-1\) in the region bounded by a smooth closed curve \( \Gamma_0 \) in \( \Omega \), and \(+1\) outside this region. At later times \( t \) there will still be a fairly sharp interface between a region where \( m(\xi, t) \approx +1 \) and a region where \( m(\xi, t) \approx -1 \), centered on a smooth curve \( \Gamma_t \). One might hope that for small values of \( \varepsilon \), all information about the evolution of \( m^\varepsilon(\xi, t) \) is contained in the evolution of the interface \( \Gamma_t \). This is indeed the case as shown in [11]. To explain the method used in [11], let \( \mathcal{M} \) denote the set of all smooth simple closed curves in \( \Omega \). As we will explain in Section 2, \( \mathcal{M} \) can be viewed as a differentiable manifold. A vector field \( V \) on \( \mathcal{M} \) is a functional associating to each \( \Gamma \) in \( \mathcal{M} \) a function in \( C^\infty(\Gamma) \). This function gives the normal velocity of a point on \( \Gamma \), and thus describes a “flow” on \( \mathcal{M} \). We may formally write
\[ \frac{d}{dt} \Gamma_t = V(\Gamma_t). \]
Now, given a flow on \( \mathcal{M} \), we can produce from it an evolution in \( C^\infty(\Omega) \) through the following device: Let \( m \) be any function from \( \mathcal{M} \) to \( C^\infty(\Omega) \). We write \( m(\xi, \Gamma) \) to denote \( m(\Gamma) \) evaluated at \( \xi \in \Omega \). We can then define a time dependent function \( m(\xi, t) \) on \( \Omega \) by
\[ m(\xi, t) := m(\xi, \Gamma_t). \]
Notice that time dependence in \( m(\xi, t) \) enters only through the evolution of \( \Gamma_t \). Now if, for small \( \varepsilon \) and sharp interface initial data, all of the information about the evolution of solutions of the Cahn–Hilliard equation were contained in the motion of the interface, then one might hope to find a vector field \( V \) on \( \mathcal{M} \) governing the evolution of the interface, and a function \( m \) from \( \mathcal{M} \) to \( C^\infty(\Omega) \) so that (1.4) defines the corresponding solution of the Cahn–Hilliard equation.

In [11], a result of this type has been proved. More specifically, a sequence of vector fields \( V_0, V_1, V_2, \ldots \) defined on \( \mathcal{M} \) was constructed such that the interface for the solution of (1.2) satisfies (1.3) for \( V := \sum_{j=0}^\infty \varepsilon^j V_j \). It turned out that the leading term \( V_0 \) is the vector field generating the Mullins–Sekerka flow, as one could expect from the pioneering work of Pego [26] made rigorous by Alikakos, Bates and Chen [1].

In these papers the approximate solutions were constructed by using matched asymptotic expansions which give no information on the higher order corrections to the flow. The approach introduced in [11] unable to determine at any given order the velocity of the flow.

Let us fix a number \( S > 0 \) that will later be interpreted as a “surface tension”, denote by \( K(\xi) \equiv K(\xi, \Gamma) \) the curvature at \( \xi \in \Gamma \) and by \( \nu \) the unit outward normal either to \( \partial \Omega \) or to \( \Gamma \). Further, for each \( \Gamma \) in \( \mathcal{M} \), let \( \mu \) be the solution of

\[
\Delta \mu(\xi) = 0 \quad \text{for} \quad \xi \in \Omega \setminus \Gamma, \tag{1.5}
\]

subject to the boundary conditions

\[
\mu(\xi) = S \left( K(\xi) - \frac{2\pi}{|\Gamma|} \right) \quad \text{on} \quad \Gamma, \quad \partial_\nu \mu = 0 \quad \text{on} \quad \partial \Omega, \tag{1.6}
\]

where \( |\Gamma| \) denotes the arc length of \( \Gamma \) and \( \partial_\nu \) is the outward normal derivative to \( \partial \Omega \). Now define \( V_0(\Gamma) \) as the real valued function on \( \Gamma \) given by

\[
V_0(\xi, \Gamma) := \frac{1}{2} [\partial_\nu \mu]|_\Gamma(\xi) \quad \xi \in \Gamma, \tag{1.7}
\]

where the brackets on the right-hand side denote the jump of the normal derivative across \( \Gamma \). In this way one defines a vector field on \( \mathcal{M} \) which generates a flow known as the Mullins–Sekerka flow. For the local existence of a unique smooth solution of the free boundary problem (1.5), (1.6) and (1.7) see Chen [13], and Escher and Simonett [18]. As it is well known, the Mullins–Sekerka flow conserves the area enclosed by \( \Gamma_t \) and decreases the arc length of \( \Gamma_t \).

The higher order terms in \( \sum_{j=0}^\infty \varepsilon^j V_j \) are more complicated. In [11], \( V_1 \) which is the next correction to \( V_0 \) was computed and a general technic of calculating all the higher order terms has been presented. The description of \( V_1 \), like that of \( V_0 \), is in the context of potential theory.

1.2. The \( \varepsilon \)-dependent generalized Cahn-Hilliard Equation. We consider the generalized Cahn-Hilliard equation of the following type

\[
\partial_t m^\varepsilon(\xi, t) = \Delta \left( -\varepsilon \Delta m^\varepsilon(\xi, t) + \frac{f(m^\varepsilon(\xi, t))}{\varepsilon} - G_2(\xi; \varepsilon) \right) + G_1(\xi; \varepsilon), \quad \xi \in \Omega, \quad t > 0, \tag{1.8}
\]

where \( \Delta \) is the Neumann Laplacian operator on \( \Omega \). The terms \( G_1 \) and \( G_2 \) may depend on time also. In the present analysis, we shall consider the case where \( G_1 \) and \( G_2 \) depend only on \( \xi \) since our aim is to explain the main strategy in the simplest interesting setting. As it will be clear in the sequence, the proposed method is suitable for the time dependent case as well.

The term \( G_2 \) in (1.8) models general external fields, see [23] [22]. In [25] the authors apply the Kawasaki exchange dynamics to derive a modified Cahn-Hilliard equation where \( G_2 \) describes the external gravity field. The free energy-independent term \( G_1 \) may describe an external mass supply, cf. [22], or [3] where \( G_1 \) was defined as a deterministic Gaussian function. Such a model is described for example in [3], in order to model spinodal decomposition in the presence of a moving particle source, as a mechanism for the formation of Liesengang bands. In addition, \( G_1 \) was introduced as a conservative white noise of thermal fluctuations cf. [23] or [14] (Cahn-Hilliard-Cook model). Existence and uniqueness of solution for the stochastic problem was established in [15] [10] [6] while dynamics and stochastic stability were analyzed for the one-dimensional
derive the motion of $\Gamma_t$ and where $\sum_N N$ eventually at later times $t$ multiplied by a factor $G$ perturbations of the standard Cahn-Hilliard equation. The term be given in Section 2. For sufficiently smooth initial conditions and forcing terms hence, mass conservation might not hold. The precise assumptions for the forcing terms homogeneous case presented in [16].

An equivalent system formulation of (1.8) is the following

$$\partial_t m^\varepsilon(\xi, t) = \Delta \mu^\varepsilon(\xi, t) + G_1(\xi; \varepsilon),$$

where $\Delta$ is the Neumann Laplacian operator on $\Omega$. This representation will be used in our analysis. For the purposes of this paper we consider the $\varepsilon$-dependent generalized Cahn-Hilliard equation (1.8) (and equivalently the system (1.10), (1.11)) supplemented with an initial condition

$$m^\varepsilon(\xi, 0) = m_0^\varepsilon(\xi) \simeq \begin{cases} -1 & \text{on } \Omega_0^- \\ +1 & \text{on } \Omega_0^+ , \end{cases}$$

where $\Omega_0^-$ is the region of $\Omega$ enclosed by a smooth closed curve $\Gamma_0$ and $\Omega_0^+ = \Omega \setminus (\Omega_0^- \cup \Gamma_0)$. Thus, we are assuming that the interface is already initial formed. Further we take the following Neumann boundary conditions

$$\partial_n m^\varepsilon = \partial_n \Delta m^\varepsilon = 0 \quad \text{on } \partial \Omega.$$ 

We assume that the forcing terms $G_1$ and $G_2$ are sufficiently smooth, and that $\partial_n G_2 = 0$ on $\partial \Omega$ so that (1.13) becomes

$$\partial_n m^\varepsilon = \partial_n \mu^\varepsilon = \partial_n \Delta m^\varepsilon = 0 \quad \text{on } \partial \Omega.$$ 

We do not require

$$\int_{\Omega} G_1(\xi; \varepsilon) d\xi = 0.$$ 

Hence, mass conservation might not hold. The precise assumptions for the forcing terms $G_1$ and $G_2$ will be given in Section 2. For sufficiently smooth initial conditions and forcing terms $G_1, G_2$, there exists a unique classical solution of the generalized Cahn-Hilliard equation. The proof is analogous to that of the homogeneous case presented in [16].

Notice that if we write (1.8) in the original not scaled variables $(x, t)$ the terms $G_1$ and $G_2$ are small perturbations of the standard Cahn-Hilliard equation. The term $G_1$ in the original variables $(x, t)$ is multiplied by a factor $\varepsilon^3$ and the term $G_2$ by a factor $\varepsilon$. The problem that we pose is the following. Take as in the homogeneous Cahn-Hilliard equation, initial data $m_0(\xi)$ like in (1.12). Due to the presence of $G_1$ and $G_2$ the constant functions $m^\varepsilon = \pm 1$ are not anymore stationary solutions of (1.8). But we still expect that eventually at later times $t$ there will appear a fairly sharp interface between the regions where $m^\varepsilon(\xi, t) \approx \pm 1$ and where $m^\varepsilon(\xi, t) \approx -1$, centered on some smooth curve $\Gamma_t$. We prove that this is indeed the case. We derive the motion of $\Gamma_t$ determining the vector field. It turns out that the leading term $V_0$ in the vector field $\sum_{j=0}^{N-1} \varepsilon^j V_j (1 \Gamma_t^{(N)})$, governing the interfacial flow (see (2.7)), is not the vector field generating the Mullins Sekerka flow appearing in the sharp limit of the homogeneous Cahn-Hilliard equation. In fact, we obtain

$$V_0(\cdot, \Gamma_t) = V_0(0, \Gamma_t) + (V_0)_{\Gamma_t},$$
From these computations there is no reason to expect that solving at each time regularity of the moving boundary

\( \int_{\Gamma_t} V_0^{(0)}(\eta, \Gamma_t) dS_\eta = 0, \)

and

\[
\langle V_0 \rangle_{\Gamma_t} = \frac{1}{2|\Gamma_t|} \int_{\Omega} G_{1,0}(\eta) d\eta \quad t \in [0, T].
\]

Here, and in the following, we denote by \( dS_\eta \) the element of the arc length along \( \Gamma \) or \( \partial \Omega \). We will indeed prove that, as \( \varepsilon \to 0 \) the singular limit of \( 1.10 \) and \( 1.11 \) leads to the following moving boundary problem: Given a closed curve \( \Gamma^0 \) in \( \Omega \) that it is the boundary of an open set \( \Omega_0^- \subset \Omega \) find a family \( \{ \Gamma_t \in \mathcal{M} : t \in [0, T] \} \) and functions \( \mu(\xi, t) = \mu(\xi, \Gamma_t) \) for \( t \in [0, T] \) and \( \xi \in \Omega \) so that

\[
\begin{align*}
\Delta \mu(\xi, t) &= -G_{1,0}(\xi) \quad \xi \in \Omega \setminus \Gamma_t, \quad t \in [0, T), \\
\mu(\xi, t) &= 2SK(\xi, \Gamma_t) - G_{2,0}(\xi) \quad \text{on} \quad \Gamma_t, \quad \partial_\nu \mu(\cdot, t) = 0 \quad \text{on} \quad \partial \Omega, \quad t \in [0, T), \\
V_0(\cdot, \Gamma_t) &= \frac{1}{2} [\partial_\nu \mu]_{\Gamma_t}(\xi) \quad \xi \in \Gamma_t, \quad t \in (0, T), \\
\Gamma_0 &= \Gamma^0,
\end{align*}
\]

where \( G_{1,0}(\xi) := \lim_{\varepsilon \to 0} G_1(\xi; \varepsilon) \) and \( G_{2,0}(\xi) := \lim_{\varepsilon \to 0} G_2(\xi; \varepsilon) \) and \( S > 0 \) is the surface tension defined in \( 1.32 \).

In \cite{7} the authors applied formal asymptotics to analyze the sharp interface motion for generalized Cahn-Hilliard equations of the form \( 1.8 \). The limit problem, which was formally derived in \cite{7}, agrees exactly to \( 1.18 \) which is rigorously proven in this paper.

We immediately obtain for any \( t \in (0, T) \)

\[
2 \int_{\Gamma_t} V_0(\eta, \Gamma_t) dS_\eta = \int_{\Gamma_t} [\partial_\nu \mu]_{\Gamma_t}(\eta) dS_\eta = - \int_{\Omega \setminus \Gamma_t} \Delta \mu(\eta, t) d\eta = \int_{\Omega} G_{1,0}(\eta) d\eta,
\]

i.e \( 1.17 \). Recalling that \( \frac{d}{dt}|\Omega_{\Gamma^-}| = \int_{\Gamma_t} V_0(\eta, \Gamma_t) dS_\eta \), we obtain that the area enclosed by \( \Gamma_t \) is not conserved unless \( \int_{\Omega_t} G_{1,0}(\eta) d\eta = 0 \). Also, we have

\[
\frac{d}{dt}|\Gamma_t| = \int_{\Gamma_t} K(\eta, \Gamma_t) V_0(\eta, \Gamma_t) dS_\eta = \frac{1}{2S} \left( \int_{\Gamma_t} \mu V_0(\eta, \Gamma_t) dS_\eta + \int_{\Gamma_t} V_0(\eta, \Gamma_t) G_{2,0}(\eta) dS_\eta \right).
\]

Let us denote by \( \mu^\pm(\cdot, \Gamma_t) \) the restriction of \( \mu(\cdot, \Gamma_t) \) in \( \Omega_t^\pm \). It follows that

\[
2 \int_{\Gamma_t} \mu V_0(\eta, \Gamma_t) dS_\eta = \int_{\Gamma_t} \mu^\pm \partial_\nu \mu \pm dS_\eta - \int_{\Gamma_t} \mu^- \partial_\nu \mu^- dS_\eta
\]

\[
= - \int_{\Omega_t^-} \text{div}(\mu \text{grad} \mu) d\xi - \int_{\Omega_t^+} \text{div}(\mu \text{grad} \mu) d\xi
\]

\[
= - \int_{\Omega_t^-} |	ext{grad} \mu|^2 d\xi - \int_{\Omega_t^+} \mu \text{div} \text{grad} \mu d\xi - \int_{\Omega} |	ext{grad} \mu|^2 d\xi + \int_{\partial \Omega} \mu G_{1,0}(\xi) d\xi.
\]

From these computations there is no reason to expect that \( \frac{d}{dt}|\Gamma_t| \) is not positive. So, even in the case when the volume is conserved, i.e when \( \int_{\Omega} G_{1,0}(\eta) d\eta = 0 \) the length of the curve does not decrease. The unknown \( \{ \Gamma_t \in \Omega : t \in [0, T] \} \) and \( \mu^\pm \) are coupled through the system \( 1.18 \). However if the position and the regularity of the moving boundary \( \{ \Gamma_t \in \Omega : t \in [0, T] \} \) is known, the chemical potential \( \mu \) is obtained by solving at each time \( t \in [0, T] \) the elliptic boundary value problem

\[
\begin{align*}
\Delta \mu(\xi, t) &= -G_{1,0}(\xi) \quad \xi \in \Omega \setminus \Gamma_t, \quad t \in [0, T), \\
\mu(\xi, t) &= 2SK(\xi, \Gamma_t) - G_{2,0}(\xi) \quad \text{on} \quad \Gamma_t, \quad \partial_\nu \mu(\cdot, t) = 0 \quad \text{on} \quad \partial \Omega, \quad t \in [0, T).
\end{align*}
\]
In this sense we call a family \( \{ \Gamma(t); t \in [0, T] \} \) of surfaces a solution of \( (1.18) \). To our knowledge there are no result regarding the existence and the uniqueness of solution for the moving boundary problem of the type \( (1.18) \). A modified Mullins Sekerka motion has been studied by [17], but it differs from \( (1.18) \) either at the presence of the term \(-G_{1,0}\) which is replaced in [17] by a specific function of time only, either at the presence of \(-G_{2,0}\) which does not appear in [17]. We think that a method similar to the one used in [17] might be useful to give existence and uniqueness of the classical solution of \( (1.18) \). For the purposes of this paper, we assume that there exists a unique classical solution of the free boundary problem \( (1.18) \).

2. Notations and Main results

2.1. Vector fields and flow on the curve space. Let \( M \) denote the set of all smooth simple closed curves in \( \Omega \subset \mathbb{R}^2 \). To discuss motion in \( M \) it is convenient to introduce local coordinates in the neighborhood of any given \( \Gamma \in M \). To this aim we define:

**Definition 2.1.** Let \( K(\xi) = K(\xi, \Gamma) \) denote the curvature at a point \( \xi \in \Gamma \) for \( \Gamma \in M \). We define

\[
k(\Gamma) := \max_{\xi \in \Gamma} |K(\xi)|.
\]

We denote by \( d(\xi, \Gamma) \) the signed distance of \( \xi \in \Omega \) from \( \Gamma \). We define \( d < 0 \) when \( \xi \) is inside \( \Gamma \) and \( d > 0 \) when \( \xi \) is outside \( \Gamma \). As long as \( d(\xi, \Gamma) \leq \frac{1}{k(\Gamma)} \) there is a uniquely determined point \( \eta \in \Gamma \) such that \( |\eta - \xi| = d(\xi, \Gamma) \); this is the point in \( \Gamma \) closest to \( \xi \). Therefore, for any \( \varepsilon_0 \) such that \( 0 < \varepsilon_0 < \frac{1}{k(\Gamma)} \), let

\[
\mathcal{N}(\varepsilon_0) = \mathcal{N}(\varepsilon_0, \Gamma) := \left\{ \xi \in \Omega : |d(\xi, \Gamma)| \leq \varepsilon_0 \right\}.
\]

There is a natural set of coordinates in \( \mathcal{N}(\varepsilon_0) \). Given \( \xi \in \mathcal{N}(\varepsilon_0) \) we denote by \( \rho \) the diffeomorphism \( \rho : \mathcal{N}(\varepsilon_0) \to [-\varepsilon_0, \varepsilon_0] \times \Gamma \) defined by \( \rho(\xi) = (d(\xi, \Gamma), s(\xi)) \) (whenever this does not cause ambiguity we omit to write the explicit dependence of \( \mathcal{N} \) or \( d \) on \( \Gamma \)). We have that

\[
\xi = s(\xi) + d \nu(s(\xi)),
\]

where \( \nu(s(\xi)) \) denotes the unit outward normal to \( \Gamma \) at \( s(\xi) \). For \( d \in [-\varepsilon_0, \varepsilon_0] \) and \( s \in \Gamma \) let \( \alpha(d, s) \) be the Jacobian of the local change of variables \( \alpha(d, s) = \det \frac{\partial \rho^{-1}(d, s)}{\partial (d, s)} \). A standard computation (cf. [21, appendix]) gives \( \alpha(d, s) = \prod_{i=1}^{n-1} (1 - dK_i(s)) \), where \( K_i(s), i = 1, \ldots, n \) are the principal curvatures at \( s \in \Gamma \), in the direction \( i \). When \( n = 2 \) we have

\[
\alpha(d, s) = 1 - dK(s).
\]

In the sequel we identify functions of variable \( \xi \) and functions of variable \( (d, s) \) in the domain \( \mathcal{N}(\varepsilon_0) \). We denote by

\[
z = \frac{d}{\varepsilon}
\]

the stretched variable.

The introduced coordinates in \( \mathcal{N}(\varepsilon_0, \Gamma) \) provide the means to give \( M \) the structure of a differentiable manifold and to study motions in this manifold, see [11, Section 2]. A vector field \( V \) on \( M \) is a functional associating to each \( \Gamma \in M \) a function in \( C^\infty(\Gamma) \). This function defines the normal velocity of a point on \( \Gamma \) and thus, describes a “flow” on \( M \). More specifically, we may formally write

\[
\frac{d}{dt} \Gamma_t = V(\Gamma_t).
\]

We denote the lifetime \( T \) of the flow \( \{ \Gamma_t; t \in [0, T] \} \), starting at \( \Gamma \in M \) as

\[
T = \inf \left\{ t > 0 : k(\Gamma_t) \leq k_0 \right\},
\]

where \( k_0 \) is any arbitrarily chosen positive number so that \( k(\Gamma) \leq k_0 < \infty \). If \( V(\cdot, \Gamma) = K(\cdot, \Gamma) \), the curvature at \( s \in \Gamma \), one obtains the curve shortening flow by curvature. When \( V(\cdot, \Gamma) \) is given by \( \frac{d}{dt} \Gamma_t = V(\Gamma_t) \), we have the
Mullins–Sekerka vector field, described in the introduction. When \( V(\cdot, \Gamma) \) is given by (1.10) we have the flow characterizing the sharp interface motion studied in this paper.

A given flow on \( \mathcal{M} \) produces an evolution in \( C^\infty(\Omega) \) through the following device: Let \( m \) be any function from \( \mathcal{M} \) to \( C^\infty(\Omega) \); we write \( m(\xi, \Gamma) \) to denote \( m(\Gamma) \) evaluated at \( \xi \in \Omega \). Then a time dependent function \( m(\xi, t) \) may be defined on \( \Omega \) as follows:

\[
m(\xi, t) := m(\xi, \Gamma_t).
\]

There is an obvious but useful decomposition of vector fields on \( \mathcal{M} \). Given a vector field \( V \) on \( \mathcal{M} \) we may apply the decomposition

\[
V(\cdot, \Gamma) = V^{(0)}(\cdot, \Gamma) + \langle V \rangle_{\Gamma},
\]

where

\[
\langle V \rangle_{\Gamma} := \int_{\Gamma} V(\xi, \Gamma) dS_{\xi},
\]

and

\[
V^{(0)}(\cdot, \Gamma) := V(\cdot, \Gamma) - \langle V \rangle_{\Gamma}.
\]

Since \( \langle V \rangle_{\Gamma} \) is constant then by its definition \( V^{(0)} \) is orthogonal to the constants in the \( L^2(\Gamma) \) inner product i.e satisfies

\[
\int_{\Gamma} V^{(0)}(\eta, \Gamma) dS_{\eta} = 0,
\]

and therefore, it generates a volume preserving flow in the sense that for any \( t \) the area enclosed by \( \Gamma = \Gamma_t \) is constant.

Under the ansatz given below, in this paper, we derive separate equations for the components \( V^{(0)}(\cdot, \Gamma) \) and \( \langle V \rangle_{\Gamma} \) for each of the vector fields \( V_j \).

**Ansatz 2.2.** Let \( V_0, V_1, V_2, \ldots \) be a sequence of vector fields on \( \mathcal{M} \) and \( m_0, m_1, m_2, \ldots \) functions from \( \mathcal{M} \) to \( C^\infty(\Omega) \). For any given initial interface \( \Gamma_0 \) in \( \mathcal{M} \) and all \( N > 0 \), let \( \Gamma^{(N)}_t \) be the solution of

\[
\frac{d\Gamma^{(N)}_t}{dt} = \left[ \sum_{j=0}^{N-1} \varepsilon^j V_j \right] \left( \Gamma^{(N)}_t \right) \quad \text{with} \quad \Gamma^{(N)}_0 = \Gamma_0.
\]

We define the function \( m^{(N)}(\xi, t) \) by

\[
m^{(N)}(\xi, t) = m_0 \left( \varepsilon \frac{d(\xi, \Gamma^{(N)}_t)}{\varepsilon} \right) + \sum_{j=1}^{N} \varepsilon^j m_j(\xi, \Gamma^{(N)}_t),
\]

and notice that \( m^{(N)}(\xi, t) \) depends on \( t \) only through \( \Gamma^{(N)}_t \).

We set

\[
m_0(z) := r \left( \varepsilon \frac{z}{\varepsilon} \right) \tilde{m}(z) + \left( 1 - r \left( \varepsilon \frac{z}{\varepsilon} \right) \right) \text{sgn}(z),
\]

where \( \tilde{m}(z) := \tanh(z/\sqrt{2}) \) defined for any \( z \in \mathbb{R} \) is the unique solution of the Euler-Lagrange equation

\[
-m''(z) + f(m(z)) = 0, \quad z \in \mathbb{R}, \quad \lim_{z \to \pm \infty} m(z) = \pm 1,
\]

and \( r \) is a smooth even unimodal cut-off function, \( r(u) = 1 \) for \( |u| < \frac{1}{2} \) and \( r(u) = 0 \) for \( u > 1 \).

In addition, let

\[
m_j(\xi, \Gamma^{(N)}_t) := h_j \left( \frac{d(\xi, \Gamma^{(N)}_t)}{\varepsilon}, s(\xi, \Gamma^{(N)}_t) \right) + \phi_j(\xi, \Gamma^{(N)}_t), \quad \xi \in \Omega, \quad j = 1, \ldots, N,
\]

\[\footnote{1}{The explicit form of the solution is never used. We will use only its qualitative properties.} \]
where $h_j$ are $C^\infty(\Omega)$ functions equal to 0 in $\Omega \setminus N(\varepsilon_0)$ and when $d(\xi, \Gamma^{(N)}_t) = 0$. The functions $\phi_j$, $j = 1, \cdots, N$ in $C^\infty(\Omega)$, satisfy the Neumann boundary conditions on $\partial \Omega$ and admit a global Lipschitz bound, independent of $\varepsilon$, i.e.

$$\|\phi_j\|_{L^\infty(\Omega)} \leq C \quad j = 1, \cdots, N,$$

where $C$ is a constant independent of $\varepsilon$.

**Notational convention** Below we denote by $m^{(N)}(\xi, t) := m^{(N)}(\xi, \Gamma^{(N)}_t)$ and $\mu^{(N-1)}(\xi, t) := \mu^{(N-1)}(\xi, \Gamma^{(N)}_t)$. If there is no ambiguity we write $\Gamma$ or $\Gamma_t$ for $\Gamma^{(N)}_t$. Throughout what follows, we write $C$ to designate a generic positive constant independent on $\varepsilon$. Its actual numerical value may change from one occurrence to the next.

**Remark 2.3.** The Ansatz $2.2$ must be modified when $G_1$ and $G_2$ depend on time. The $(2.8)$ should be replaced by

$$m^{(N)}(\xi, t) = m_0(d(\xi, \Gamma^{(N)}_t) + \sum_{j=1}^{N} \varepsilon^j m_j(\xi, t, \Gamma^{(N)}_t)).$$

Notice that $m^{(N)}(\xi, t)$ depends now on $t$ not only through $\Gamma^{(N)}_t$. One can verify that the first order function $m_0$ keeps on depend on $t$ only through $\Gamma^{(N)}_t$.

**2.2. Main results.** We start constructing a function $m^{(N)}(\xi, \Gamma_t)$, for $\xi \in \Omega$ and $t \in [0, T]$ where $T$ is the lifetime of $2.7$ and show that it is an approximate solution of $(1.8)$. We make the following assumptions on the forcing terms $G_1$ and $G_2$.

**A1: Assumptions for $G_1$ and $G_2$.** For any $N > 1$ we require

$$G_i(\xi, \varepsilon) = \sum_{j=0}^{N-1} \varepsilon^j G_{i,j}(\xi) + \varepsilon^N G_{i,N}(\xi, \varepsilon), \quad |G_{i,N}(\xi, \varepsilon)| \leq C,$$

(2.11)

$$G_{i,j} \in C^\infty(\Omega) \quad j = 1, \cdots, N - 1, \quad i = 1, 2,$$

$$\partial_{\nu} G_{2,j} = 0 \quad \text{on} \quad \partial \Omega, \quad j = 1, \cdots, N.$$

**Remark 2.4.** We require $G_{i,j} \in C^\infty(\Omega)$ for $j = 1, \cdots, N - 1$ and for $i = 1, 2$ to avoid regularity problems, but this assumption can be relaxed.

**Theorem 2.5.** Let $N > 1$ and $G_1$ and $G_2$ be as in assumptions A1. There exist vector fields $V_j$, $j = 0, \cdots, (N-1)$ and functions $m_j$, $j = 0, \cdots, N$ as prescribed in the Ansatz $2.2$ having the following properties:

Let $T$ denote the lifetime of the solution of $2.7$ in $M$. Then there is a constant $C_N$ so that for all $t < T$

$$\partial_t m^{(N)}(\xi, t) = \Delta \left(-\varepsilon \Delta m^{(N)}(\xi, t) + \frac{1}{\varepsilon} f(m^{(N)}(\xi, t)) - \sum_{j=0}^{N-1} \varepsilon^j G_{2,j}(\xi)\right) + \sum_{j=0}^{N-1} \varepsilon^j G_{1,j}(\xi) + \Delta \epsilon^{(N)}(\xi, t),$$

(2.12)

$$\sup_{\xi \in \Omega, \epsilon \in [0, T]} \left| \epsilon^{(N)}(\xi, t) \right| \leq C_N \varepsilon^{N-1}.$$

Finally, the sequences of vector fields and functions are essentially uniquely determined since given $V_j$ for $j < k$ then $V_k$ is determined up to $O(\varepsilon^{k+1})$, and similarly, given $m_j$ for $j < k$ then $m_k$ is determined up to $O(\varepsilon^{k+1})$.

**Remark 2.6.** In Theorem 2.5 and in the following, the symbol $O(\varepsilon^m)$ denotes terms which are of order $\varepsilon^m$ uniformly in all their variables. The qualified nature of uniqueness stated in this theorem is an indication that there will be choices to be made at every stage of the approximation.
The proof of Theorem 2.4 follows the main lines of the scheme introduced in [11] and it is proven in Section 5. There, the complete result relating the solution of (1.12) and its sharp interface limit is given. The construction behind the proof is patterned on the Hilbert expansion of kinetic theory. We refer the interested reader to [11, Subsection 3.2] where this connection is discussed. We first construct an approximate solution up to order \( N \) of the chemical potential \( \mu^\varepsilon \) (cf. (1.10)) assuming that the left hand side of (1.10) is known and it is given by the Ansatz 2.2. This is done in Section 3. We, then, insert the constructed approximate solution \( m(N) \) is determined provided certain compatibility conditions are verified. This is done in Section 4. Finally in Section 5 we construct \((\tilde{m}(N), \tilde{\mu}(N-1))\) where \( \tilde{m}(N) \) is an \( \varepsilon^{N} \) modification of \( m(N) \) and \( \tilde{\mu}(N-1) \) is an \( \varepsilon^{N-1} \) modification of \( \mu^{(N-1)} \) and we show Theorem 2.5.

Let \( V_j, j = 1, \cdots, N-1, \) be the sequence of vector fields introduced in the Ansatz 2.2. According to (2.14), we split them as
\[
V_j(\cdot, \Gamma) = V_j^{(0)}(\cdot, \Gamma) + \langle V_j \rangle_{\Gamma}, \quad j = 1, \cdots, N-1.
\]
The term \( V_j^{(0)} \) is determined in Theorem 4.1 by applying the Dirichelet-Neumann operator in the context of potential theory, while the term \( \langle V_j \rangle_{\Gamma} \), which is constant on \( \Gamma \), is determined in Theorem 4.1.

As already explained in the introduction, the leading term \( V_0 \) in the vector field \( \sum_{j=0}^{N-1} \varepsilon^{j} V_j \left( \Gamma_t^{(N)} \right) \) governing the interfacial flow (cf. (2.7)) is given by
\[
V_0(\cdot, \Gamma_t) = V_0^{(0)}(\cdot, \Gamma_t) + \langle V_0 \rangle_{\Gamma_t}.
\]
The family of curves \( \left\{ \Gamma_t, t \in [0, T] \right\} \) driven by \( V_0 \) is the solution of the moving boundary problem (1.18). For a curve \( \Gamma \in \mathcal{M} \), the term \( V_0^{(0)}(\Gamma) \) is determined, see Lemma 4.5 as a real valued function on \( \Gamma \) given by
\[
V_0^{(0)}(\xi, \Gamma) = \left[ \partial_{\nu} \mu_{0,0,0} \right]_{\Gamma} (\xi), \quad \xi \in \Gamma,
\]
where the brackets on the right denote the jump in the normal derivative across \( \Gamma \). For each \( \Gamma \in \mathcal{M} \), \( \mu_{0,0,0} \) is the solution of
\[
\Delta \mu(\xi) = 0 \quad \text{for} \quad \xi \in \Omega \setminus \Gamma,
\]
subject to the boundary conditions
\[
\mu(\xi) = S \left( K(\xi) - \int_{\Gamma} K(\xi) dS_{\xi} \right) + \frac{1}{4} \left( B_{0,0,0}(\xi) - \int_{\Gamma} B_{0,0,0}(\xi) dS_{\xi} \right) \quad \text{on} \quad \Gamma, \quad \partial_{\nu} \mu = 0 \quad \text{on} \quad \partial \Omega.
\]
The term \( B_{0,0,0} \) (cf. (4.39)) is given by
\[
B_{0,0,0}(\xi) = -2 \left[ \tilde{\mu}_{0,0,0}(\xi) + G_{2,0}(\xi) \right], \quad \xi \in \Gamma,
\]
where (cf. (4.38))
\[
\tilde{\mu}_{0,0,0}(\xi) = \langle V_0 \rangle_{\Gamma}^2 \int_{\Gamma} G(\xi, \eta) dS_{\eta} - \int_{\Omega} G(\xi, \eta) G_{1,0}(\eta) d\eta,
\]
for \( G(\xi, \eta) \) the Green function in \( \Omega \), with Neumann boundary condition on \( \partial \Omega \), satisfying the equation
\[
\Delta G(\xi, \eta) = \delta(\xi - \eta) - \frac{1}{|\Omega|},
\]
so that
\[
\int_{\Omega} G(\xi, \eta) d\eta = \int_{\Omega} G(\xi, \eta) d\xi = 0.
\]
The second step is to show that there is an actual solution of (1.8) close to the constructed approximate solution \( m(N)(\cdot, \cdot) \) whenever both of them start from the initial datum \( m_0^0 \), see (1.12). This step for the standard Cahn-Hilliard equation (i.e. for \( G_1 = G_2 = 0 \)) has been proven in the work of Alikakos, Bates and
Chen, [1], by application of spectral estimates. We use the spectral estimates as in [1]. Namely the liner operator
\[ \mathcal{L}w = \Delta \left( \varepsilon \Delta w - \frac{1}{\varepsilon} f'(m^{(N)}(t))w \right), \]
that one obtains linearizing [1,8] at \( m^{(N)}(t), t \in [0, T] \); the solution constructed in Theorem 2.5 is the same as in [1]. The approximate solution has the requirements needed to apply the spectral estimates proven by [2] in two space dimensions and by [12] in arbitrary space dimensions and in more general setting. The assumptions imposed on the forcing terms \( G_1 \) and \( G_2 \) together with the assumption [22,21] are enough to have these terms under control. We state the theorem and we outline in the appendix the proof.

Let \( p > 0 \) and \( \| \cdot \|_{p, \Omega_T} \) be the usual norm in \( L^p(\Omega) \), then for \( T > 0 \) we define the norm
\[ \|u\|_{p, \Omega_T} := \left( \int_0^T \|u\|_{p, \Omega}^p \, dt \right)^{1/p}. \]

**Theorem 2.7.** Take \( N > 1 \), \( G_1 \) and \( G_2 \) as in Assumption A1. Further assume that
\[ (2.21) \quad \int_\Omega G(\xi, \varepsilon) \, d\xi = 0, \quad \forall \varepsilon > 0. \]

Let \( m^{(N)}(t) \) for \( t \in [0, T] \) where \( T \) is the lifetime of (2.7), be the solution of (2.12). Let \( m^z \) be the solution of the generalized Cahn-Hilliard equation [1,8] supplemented by the boundary conditions [1,13] and having initial datum \( m^z(\xi, 0) = m^{(N)}(\xi, 0), \xi \in \Omega \). Then, there exists \( \varepsilon_0 > 0 \) so that for all \( \varepsilon \in (0, \varepsilon_0) \), for any pair \( \lambda > \frac{12}{3}, N > \frac{3\lambda+5}{4n+10} \), it holds that
\[ (2.22) \quad \|m^z - m^{(N)}\|_{3, \Omega_T} \leq \varepsilon^\lambda. \]

**Remark 2.8.** The result of the previous theorem coincides with the analogous result in \( L^p(\Omega_T) \) norm of Theorem 2.1 of [1] for the case \( G_1 = G_2 = 0 \) in dimensions \( n = 2 \), since \( 3 = p = \frac{2n+4}{n+2} \) and since \( \lambda > \frac{12}{3} = (n+2)\frac{n+4}{4n+10} \).

**Remark 2.9.** Set \( \tilde{G}_{1,N-1} = G_{1,N-1} + \varepsilon G_{1,N} \) and therefore \( \tilde{G}_{1,N} = 0 \). Determine the velocity field \( V_{N-1} \) replacing \( G_{1,N-1} \) with \( \tilde{G}_{1,N-1} \). In this way the condition (2.21) of Theorem 2.7 is trivially satisfied.

### 3. The Construction of the Approximate Chemical Potential

In this section, we apply potential theory to show the following result.

**Theorem 3.1.** Take \( N > 1 \) and \( G_1 \) as in Assumption A1. Let \( \Gamma^{(N)}_t \), \( t \in [0, T] \), be the solution of (2.7) in \( M_1 \), with \( T \) its lifetime, see (2.3). Let \( m^{(N)}(\cdot, \Gamma^{(N)}_t) \) be as in the Ansatz (2.2). There is a unique way to determine the \( (V_j)(\Gamma^{(N)}_t), j = 0, \cdots, (N - 1) \), such that there exists a unique (up to a constant in \( \xi \)) expansion
\[ (3.1) \quad \mu^{(N-1)}(\xi, t) = \sum_{i=0}^{N-1} \varepsilon^i \mu_i(\xi, t) \quad \text{in} \ \Omega \times (0, T), \]
with
\[ (3.2) \quad \partial_t m^{(N)}(\xi, t) = \Delta \mu^{(N-1)}(\xi, t) + \sum_{j=0}^{N-1} \varepsilon^j G_{1,j}(\xi) + R_1(\xi, t, \varepsilon) \quad \text{in} \ \Omega \times (0, T), \]
with \( R_1 \) given in [3,14]. Further \( \mu^{(N-1)}(\cdot, t), t \in (0, T) \), is a \( C^\infty(\Omega) \) function satisfying the Neumann homogeneous boundary conditions on \( \partial \Omega \),
\[ (3.3) \quad \sup_{\xi, t \in \Omega \times [0, T]} |R_1(\xi, t, \varepsilon)| \leq C(T)\varepsilon^{N-1}, \]
and
\[
\sup_{t \in [0, T]} | \int_{\Omega} R_1(\xi, t, \varepsilon) d\xi | \leq C(T) \varepsilon N,
\]
where \( C(T) \) is a constant independent of \( \varepsilon \). Moreover, the terms \( \mu_i \) appearing in \((5.1)\) are specified by \((3.18), (3.24)\) and \((3.35)\) below.

We look for a function \( \mu^{(N-1)} \) from \( \mathcal{M} \) to \( C^\infty(\Omega) \) having the form
\[
\mu^{(N-1)}(\xi, \Gamma) = \sum_{i=0}^{N-1} \varepsilon^i \mu_i(\xi, \Gamma) \quad \xi \in \Omega, \quad \partial_\nu \mu_i = 0 \quad \text{on} \ \partial \Omega,
\]
where \( \mu_i, i = 0, \ldots, N-1 \) are functions to be determined. We insert into \((1.1)\) the function \( m^{(N)} \), given by the Ansatz \((2.2)\) and \( \mu^{(N-1)} \) given by \((3.5)\), where both are evaluated at \( \Gamma := \Gamma^{(N)}_t \), for \( \Gamma^{(N)}_t \) the solution of \((2.7)\). Therefore, we obtain \((N-1)\) Laplace equations for \( \mu_i(\cdot, \Gamma^{(N)}_t), i = 1, \ldots, (N-1) \). The compatibility conditions are needed in order to solve these equations and determine \((V_j)(\Gamma^{(N)}_t)\) for \( j = 0, \ldots, (N-1) \).

When differentiating \( m^{(N)}(\cdot, \Gamma^{(N)}_t) \) with respect to \( t \) we need to take into account that \( m^{(N)} \) depends on \( \Gamma_t \) through a fast and slow scale. The fast scale brings a factor \( \varepsilon^{-1} \).

**Definition 3.2.** Let \( m \) be a function from \( \mathcal{M} \) to \( C^\infty(\Omega) \) of the type \( h(\frac{d(\xi, \Gamma)}{\varepsilon}, s(\xi, \Gamma)) \) and \( V \) be a vector field on \( \mathcal{M} \). We define
\[
D_V m(\xi, \Gamma) := \frac{1}{\varepsilon} \mu'(\frac{d(\xi, \Gamma)}{\varepsilon}, s(\xi, \Gamma)) V(s(\xi)),
\]
where the prime indicates the derivative of \( h \) with respect to the first variable \( z = \frac{d(\xi, \Gamma)}{\varepsilon} \).

In addition, for any \( W_N := \sum_{j=0}^{N-1} \varepsilon^j V_j \) with \( V_0, \ldots, V_{N-1} \) vector fields on \( \mathcal{M} \), we define
\[
D_{W_N} m(\xi, \Gamma) := \sum_{j=0}^{N-1} \varepsilon^j D_{V_j} m(\xi, \Gamma).
\]
Note that by the orthogonality of \( \nabla \bar{d} \) with respect to the surface there is no contribution in \((3.5)\) from \( s(\xi, \Gamma) \). Therefore, cf. [11] for the detailed computations, differentiating \((2.2)\) with respect to \( t \), applying the chain rule at the right-hand side (here the velocity will appear since \( m_j \) are defined on \( \Gamma \)) and then using \((2.10), (3.6)\) and \((3.7)\), we arrive at
\[
\partial_t m^{(N)} = D_{W_N} (m^{(N)}) = D_{V_0} m_0 + \varepsilon [D_{V_1} m_0 + D_{V_2} m_1]
\]
\[
+ \varepsilon^2 [D_{V_1} m_1 + D_{V_2} m_2 + D_{V_3} m_3] + \cdots + \varepsilon^{N-1} \left[ \sum_{i=0}^{i=N-1} D_{V_i} m_{N-i-1} \right] + R_N + E,
\]
where
\[
R_N \equiv \varepsilon^N \left[ \sum_{i=0}^{i=N-1} D_{V_i} m_{N-i-1} \right] + \mathcal{O}(\varepsilon^N).
\]
The \( m_0 \) is the function defined in \((2.7)\) and the term \( E \equiv E(\xi, t, \varepsilon) \) is obtained by differentiating \( r(\frac{d(\xi, \Gamma)}{\varepsilon_0}) \), the unimodal function appearing in the definition of \( m_0 \), with respect to the velocity field. \( E \) is given by
\[
E = \frac{1}{\varepsilon_0} \mu'(\frac{d(\xi, \Gamma)}{\varepsilon_0}) \left[ \sum_{i=0}^{i=N-1} \varepsilon^i V_i(\sigma(\xi), t) \right] \left\{ \tilde{m} - \left[ \mathbb{I}_{d(\xi, \Gamma)>0} - \mathbb{I}_{d(\xi, \Gamma)<0} \right] \right\}.
\]
Note that $E$ is exponentially small since $r'$ is different from zero only for $\frac{\varepsilon_0}{2} \leq |z| \leq \frac{\varepsilon_0}{2}$ while $\bar{m}$ converges exponentially fast to $\pm 1$ as $z \to \pm \infty$. [11]. Taking into account (3.8) and (1.10) we obtain a set of $N$ equations for the $\mu_i$, $i = 0, \cdots, N - 1$.

**Zero order term in $\varepsilon$:**

\[
\begin{aligned}
\begin{cases}
D\nu m_0 = \frac{1}{\varepsilon} V_0 m' = \Delta \mu_0 + G_{1,0} & \text{for } \xi \in \Omega, \ t \in [0, T], \\
\partial_\nu \mu_0 = 0 & \text{on } \partial \Omega,
\end{cases}
\end{aligned}
\]

where $G_{1,0}$ is the zero order term in $\varepsilon$ of $G_1$.

**First order term in $\varepsilon$:**

\[
\begin{aligned}
\begin{cases}
D\nu m_0 + D\nu m_1 = \Delta \mu_1 + G_{1,1} & \text{for } \xi \in \Omega, \ t \in [0, T], \\
\partial_\nu \mu_1 = 0 & \text{on } \partial \Omega.
\end{cases}
\end{aligned}
\]

**$n$-th order term in $\varepsilon$ ($n \leq N - 1$):**

\[
\begin{aligned}
\begin{cases}
\sum_{i=0}^{n} D\nu m_{n-i} = \Delta \mu_n + G_{1,n} & \text{for } \xi \in \Omega, \ t \in [0, T], \\
\partial_\nu \mu_n = 0 & \text{on } \partial \Omega.
\end{cases}
\end{aligned}
\]

**Remainder term:** The remainder term, see (3.9) and (3.10), is given by

\[
R_1(\xi, t, \varepsilon) = \varepsilon^N G_{1,N}(\xi, \varepsilon) + R_N(\xi, t, \varepsilon) + E(\xi, t, \varepsilon).
\]

Since the derivative in $R_N$ (cf. (3.9)) brings down a factor $\varepsilon^{-1}$ then this yields easily the next estimate for $R_1$

\[
\begin{aligned}
\sup_{(\xi, t) \in \Omega \times [0, T]} |R_1(\xi, t)| \leq C(T)\varepsilon^{N-1}.
\end{aligned}
\]

Further, one gains an extra power of $\varepsilon$ when integrating $R_1$, since the terms of order $\varepsilon^{N-1}$ have support in $N(\varepsilon_0)$

\[
\begin{aligned}
\sup_{\varepsilon \in [0, T]} \int_{\Omega} |R_1(\xi, t, \varepsilon)| \, d\xi \leq C(T)\varepsilon^{N}.
\end{aligned}
\]

In the sequel, we prove existence and uniqueness (up to a constant) of solutions of the equations obtained so far at different orders. In Lemma 3.3 and in Lemma 3.5 we consider the first and second order equation respectively. Finally, in Lemma 3.6 we outline the proof for solving the equation to a generic order. In the next lemma we write in an explicit way the dependence of the mean velocity on $\varepsilon$. This is done in order to get easily the leading velocity field governing the interfacial flows, see (2.7).

**Lemma 3.3.** Under the conditions

\[
V_0(\cdot, \Gamma_t) = V_0^{(0)}(\cdot, \Gamma_t) + (V_0)_{\Gamma_t} [1 + e_0(\varepsilon)],
\]

\[
\int_{\Gamma_t} V_0^{(0)}(\eta, \Gamma_t) dS_\eta = 0, \quad \langle V_0 \rangle_{\Gamma_t} = \frac{1}{2 |\Gamma_t|} \int_{\Omega} G_{1,0}(\eta) d\eta \quad t \in [0, T],
\]

\[
\begin{aligned}
\begin{cases}
\frac{1}{\varepsilon} \partial_t m_0 = \Delta m_0 + \frac{1}{\varepsilon} \partial_\nu m_0 \\
\partial_\nu m_0 = 0 & \text{on } \partial \Omega.
\end{cases}
\end{aligned}
\]
where \(c_0(\varepsilon)\) defined in (3.24) goes to zero exponentially fast as \(\varepsilon \to 0\), there exists a unique solution (up to constants in \(\xi\)) of (3.11) given by

\[
\mu_0(\xi, \Gamma_t) = \mu_{0,0}(\xi, \Gamma_t) + \tilde{\mu}_0(\xi, \Gamma_t),
\]

where

\[
\mu_{0,0}(\xi, \Gamma_t) = \int_\Omega G(\xi, \eta) \left( \frac{1}{\varepsilon} m_0' \left( \frac{d(\eta, \Gamma_t)}{\varepsilon} \right) V_0^{(0)}(s(\eta), \Gamma_t) \right) \, d\eta + c_0(t).
\]

Here, \(c_0(t)\) is a constant (in \(\xi\)) to be determined, and

\[
\tilde{\mu}_0(\xi, \Gamma_t) = (V_0)_\Gamma [1 + c_0(\varepsilon)] \int_\Omega G(\xi, \eta) \left( \frac{1}{\varepsilon} m_0' \left( \frac{d(\eta, \Gamma_t)}{\varepsilon} \right) \right) \, d\eta - \int_\Omega G(\xi, \eta) G_{1,0}(\eta) \, d\eta.
\]

The term \(\mu_0\) is in \(C^\infty(\Omega)\) for any \(t \in [0, T]\).

**Proof.** Because \(\partial_\nu \mu_0 = 0\) on \(\partial \Omega\), the solvability of (3.11) requires that for all \(t \in [0, T]\)

\[
\int_\Omega \left( \frac{1}{\varepsilon} m_0' \left( \frac{d(\eta, \Gamma_t)}{\varepsilon} \right) \right) V_0(s(\eta), t) \, d\eta - \int_\Omega G_{1,0}(\eta) \, d\eta = 0.
\]

In two dimensions (note that in three dimensions there will be extra terms), by using local coordinates it follows that

\[
\int_\Omega \left( \frac{1}{\varepsilon} m_0' \left( \frac{d(\eta, \Gamma_t)}{\varepsilon} \right) \right) V_0(s(\eta), t) \, d\eta = \int_\Omega \left( \frac{1}{\varepsilon} m_0' \left( \frac{d(\eta, \Gamma_t)}{\varepsilon} \right) \right) V_0(s(\eta), t) \, d\eta
\]

\[
= \frac{1}{\varepsilon} \int_\Gamma \int_{-\frac{\varepsilon}{2}}^{\frac{\varepsilon}{2}} m_0'(z)V_0(s(t)\varepsilon(1-\varepsilon z K(s)) ds dz
\]

\[
= \int_\Gamma \int_{-\frac{\varepsilon}{2}}^{\frac{\varepsilon}{2}} m_0'(z)V_0(s(t)ds dz - \varepsilon \int_\Gamma \int_{-\frac{\varepsilon}{2}}^{\frac{\varepsilon}{2}} zm_0'(z)K(s)V_0(s(t)ds dz
\]

\[
= \int_\Gamma \int_{-\frac{\varepsilon}{2}}^{\frac{\varepsilon}{2}} m_0'(z)V_0(s(t)ds dz = 2(1 - e^{-\frac{\varepsilon}{2}}) \int_{\Gamma} V_0(\eta, \Gamma_t) dS_\eta.
\]

The last line holds true since \(m_0'\) is even and exponentially decreasing. Replacing now (3.22) in (3.21), we obtain

\[
\int_\Omega G_{1,0}(\eta) \, d\eta = 2(1 - e^{-\frac{\varepsilon}{2}}) \int_{\Gamma} V_0(\eta, \Gamma_t) dS_\eta.
\]

Taking into account the splitting \(V_0 = V_0^{(0)} + (V_0)_\Gamma [1 + c_0(\varepsilon)]\), (cf. the first and second equality in (3.17)), and using (3.23), we arrive at

\[
\int_{\Gamma_t} V_0(\eta, \Gamma_t) dS_\eta = |\Gamma_t|(V_0)_\Gamma [1 + c_0(\varepsilon)] = \frac{1}{2} (1 + c_0(\varepsilon)) \int_\Omega G_{1,0}(\eta) \, d\eta,
\]

where

\[
c_0(\varepsilon) := \frac{e^{-\frac{\varepsilon}{2}}}{(1 - e^{-\frac{\varepsilon}{2}})}.
\]

This forces to take \(V_0\) satisfying the third relation of (3.17). By potential theory, once the compatibility condition is satisfied, the solution is given by (3.18). \(\Box\)

**Remark 3.4.** Note that \((V_0)_\Gamma\) and \(\tilde{\mu}_0(\xi, \Gamma_t)\) are completely determined once we know \(m_0\). The quantity \(\mu_{0,0}(\xi, \Gamma_t)\) depends on \(c_0(t)\) and \(V_0^{(0)}\). These quantities will be determined when proving Theorem 4.1.
3.1. The first order term in $\varepsilon$. For the derivation of the first order correction we need to prove the solvability of equation (3.12).

**Lemma 3.5.** There exists a unique (up to constants in $\xi$) solution $\mu_1$ of (3.12) provided that

\begin{equation}
V_1(\Gamma_t) \equiv V_1^{(0)}(\Gamma_t) + \langle V_1 \rangle_{\Gamma_t},
\end{equation}

with

\begin{equation}
\int_{\Gamma_t} V_1^{(0)}(\eta, \Gamma_t) dS_\eta = 0, \quad \forall t \in [0, T],
\end{equation}

and $\langle V_1 \rangle_{\Gamma_t}$ chosen according to

\begin{equation}
\langle V_1 \rangle_{\Gamma_t} = \frac{1}{2|\Gamma_t|} [1 + c_0(\varepsilon)] \left[ \int_\Omega G_{1,1}(\xi) d\xi - b_1(t) \right],
\end{equation}

where $b_1(t)$ is defined in (3.30) and $c_0(\varepsilon)$ in (3.24). The solution is given by

\begin{equation}
\mu_1(\xi, t) = \mu_{1,0}(\xi, t) + \tilde{\mu}_1(\xi, t),
\end{equation}

where $\tilde{\mu}_1$ is defined in (3.35), while

\begin{equation}
\mu_{1,0}(\xi, t) = \int_\Omega G(\xi, \eta) \left( \frac{1}{\varepsilon} m_0 \left( \frac{d(\eta, \Gamma_t)}{\varepsilon} \right) V_1^{(0)}(s(\eta), t) \right) d\eta + c_1(t).
\end{equation}

Here, $c_1(t)$ is a constant (in $\xi$) to be determined. In addition, the solution is a $C^\infty(\Omega)$ function for any $t \in [0, T]$.

**Proof.** The solvability of (3.12) requires that

\begin{equation}
\int_\Omega \left[ D_{V_1} m_0 + D_{V_1} m_1 \right] d\xi - \int_\Omega G_{1,1}(\xi) d\xi = 0,
\end{equation}

for any $t \in [0, T]$. Here, we are assuming that $m_1$, $m_0$ and $V_0$ are already determined and so we define

\begin{equation}
b_1(t) = \int_\Omega D_{V_0} m_1 d\xi.
\end{equation}

Proceeding as in (3.22) we obtain

\begin{equation}
\int_\Omega D_{V_1} m_0 d\xi = 2(1 - e^{-\varepsilon m_0}) \int_{\Gamma_t} V_1(\eta) dS_\eta.
\end{equation}

Taking into account the decomposition (3.25) and relation (3.26) we have

\begin{equation}
\int_{\Gamma_t} V_1(\eta, \Gamma_t) dS_\eta = |\Gamma_t| \langle V_1 \rangle_{\Gamma_t}.
\end{equation}

Therefore, relation (3.29) is satisfied if

\begin{equation}
\langle V_1 \rangle_{\Gamma_t} = \frac{1}{2|\Gamma_t|} [1 + c_0(\varepsilon)] \left[ \int_\Omega G_{1,1}(\xi) d\xi - b_1(t) \right],
\end{equation}

where $c_0(\varepsilon)$ is defined in (3.24). This determines $\langle V_1 \rangle_{\Gamma_t}$, the projection of $V_1(\Gamma_t)$ onto the constants. The solution of (3.12) exists and it is given by

\begin{equation}
\mu_1(\xi, t) = \int_\Omega G(\xi, \eta) \left[ D_{V_1} m_0 + D_{V_0} m_1 \right] d\eta - \int_\Omega G(\xi, \eta) G_{1,1}(\eta) d\eta + c_1(t).
\end{equation}

Since we shall use the decomposition (3.25), it is convenient to write

\begin{equation}
\mu_1(\xi, t) = \mu_{1,0}(\xi, t) + \tilde{\mu}_1(\xi, t),
\end{equation}

where $\tilde{\mu}_1$ is defined in (3.35), while

\begin{equation}
\mu_{1,0}(\xi, t) = \int_\Omega G(\xi, \eta) \left( \frac{1}{\varepsilon} m_0 \left( \frac{d(\eta, \Gamma_t)}{\varepsilon} \right) V_1^{(0)}(s(\eta), t) \right) d\eta + c_1(t).
\end{equation}
where $\mu_{1,0}(\xi, t)$ is given in (3.25) and $\tilde{\mu}_1$ is defined as follows
\begin{equation}
\tilde{\mu}_1(\xi, t) = \int_{\Omega} G(\xi, \eta) D_{V_0} m_1 \, d\eta + (V_1)_\Gamma \int_{\Omega} G(\xi, \eta) \left( \frac{1}{\varepsilon} m_0 \left( \frac{d(\eta, \Gamma_t)}{\varepsilon} \right) \right) \, d\eta - \int_{\Omega} G(\xi, \eta) G_{1,1}(\eta) \, d\eta.
\end{equation}

\[\square\]

\textbf{Lemma 3.6.} The solution $\mu_j(\cdot, t)$ of (3.13) for $2 \leq j \leq N - 1$ exists and is unique (up to constant in $\xi$) provided that
\begin{equation}
V_j(\Gamma_t) \equiv V_j^{(0)}(\Gamma_t) + (V_j)_\Gamma,
\end{equation}
\begin{equation}
\int_{\Gamma} V_j^{(0)}(s, \Gamma_t) \, ds = 0, \quad \forall t \in [0, T],
\end{equation}
and $(V_j)_\Gamma$ is chosen according to (3.44). It is given by
\begin{equation}
\mu_j(\xi, t) = \mu_{j,0}(\xi, t) + \tilde{\mu}_j(\xi, t),
\end{equation}
where
\begin{equation}
\mu_{j,0}(\xi, t) = \int_{\Omega} G(\xi, \eta) \left( \frac{1}{\varepsilon} m_0 \left( \frac{d(\eta, \Gamma_t)}{\varepsilon} \right) \right) V_j^{(0)}(s(\eta), t) \, d\eta + c_j(t),
\end{equation}
\begin{equation}
\tilde{\mu}_j(\xi, t) = \int_{\Omega} G(\xi, \eta) \left[ \sum_{n=0}^{j-1} D_{V_n} m_{j-n} \right] \, d\eta
+ (V_j)_\Gamma \int_{\Omega} G(\xi, \eta) \left( \frac{1}{\varepsilon} m_0 \left( \frac{d(\eta, \Gamma_t)}{\varepsilon} \right) \right) \, d\eta + \int_{\Omega} G(\xi, \eta) G_{1,j}(\eta) \, d\eta.
\end{equation}
The solution $\mu_j(\cdot, t)$ for $t \in (0, T]$ is a $C^\infty(\Omega)$ function.

\textbf{Proof.} The proof is analogous to the proof of Lemma 3.5. The solution exists if
\begin{equation}
\int_{\Omega} \left[ \sum_{n=0}^{j} D_{V_n} m_{j-n} \right] \, d\xi - \int_{\Omega} G_{1,j}(\xi) \, d\xi = 0,
\end{equation}
for any $t \in [0, T]$. Here, $D_{V_n} m_{j-n}$ for $n = 0, \cdots, j - 1$ are determined and so, we define
\begin{equation}
b_j(t) = \int_{\Omega} \left[ \sum_{n=0}^{j-1} D_{V_n} m_{j-n} \right] \, d\xi.
\end{equation}
Requiring (3.36) and (3.37) we obtain
\begin{equation}
\int_{\Omega} D_{V_j} m_0 \, d\xi = 2|\Gamma_t| [1 - e^{-\frac{j}{2}}] (V_j)_\Gamma.
\end{equation}
Hence, to fulfill relation (3.44), we must take
\begin{equation}
(V_j)_\Gamma = \frac{1}{2|\Gamma_t|} [1 + c_0(\varepsilon)] \left[ \int_{\Omega} G_{1,j}(\xi) \, d\xi - b_j(t) \right],
\end{equation}
where $c_0(\varepsilon)$ is defined in (3.24). This determines $(V_j)_\Gamma$, the projection of $V_j(\Gamma_t)$ onto the constants. It still remains to determine the orthogonal part $V_j^{(0)}$. The solution of (3.13) exists and is given by (3.38). \[\square\]

\textbf{3.2. Proof of Theorem 3.1} From Lemma 5.3, Lemma 5.5 and Lemma 5.6, we have that $\mu^{(N-1)}$ satisfies by construction (3.2). The remainder $R_1$ is defined in (3.14) and estimated in (3.15) and (3.16). The term $\mu^{(N-1)}(\cdot, t)$ for $t \in [0, T]$ satisfies the homogeneous Neumann boundary conditions by construction. Thus, Theorem 3.1 holds true. \[\square\]
4. Derivation of the equations for \( m^{(N)} \)

Next theorem assures the existence and (essential) uniqueness of the functions \( m_j, j = 0, \cdots, N \), having the properties required in the Ansatz 2.2. Existence and uniqueness are obtained provided that a certain compatibility condition is satisfied. This determines \( V_j^{(0)} \), the orthogonal part of the velocity field.

**Theorem 4.1.** Take \( N > 1 \) and \( G_2 \) as in Assumption A1. Let \( T \) be the lifetime of the solution of (2.7) in \( \mathcal{M} \). Let \( \mu^{(N-1)}(\cdot, t), t \in [0, T] \) be the function constructed in Theorem 3.7. Then it is possible to choose the vector fields \( V_j^{(0)} \) so that there exist \( m_j, j = 0, \cdots, N \), having the properties prescribed in the Ansatz 2.2 such that

\[
\mu^{(N-1)}(\xi, t) = -\varepsilon \Delta m^{(N)}(\xi, t) + \frac{1}{\varepsilon} f(m^{(N)}(\xi, t)) - \sum_{j=0}^{N-1} \varepsilon^j G_{2,j}(\xi) + R_2(\xi, t, \varepsilon) \quad \text{in} \quad \Omega \times (0, T],
\]

with \( R_2 \) given by (1.71). Further, \( m^{(N)}(\cdot, t) \) for \( t \in [0, T] \) is a \( C^\infty(\Omega) \) function that satisfies the homogeneous Neumann boundary conditions and

\[
\sup_{\xi \in \Omega} \sup_{t \in [0, T]} |R_2(\xi, t, \varepsilon)| \leq C \varepsilon^N.
\]

Finally, the choice of the term \( V_j^{(0)} \) is specified by the equations (1.31), (4.5) and (4.6) given below.

In (1.11) we insert at the left-hand side the already determined function \( \mu^{(N-1)}(\cdot, \Gamma_1^{(N)}) \) and we obtain

\[
\mu^{(N-1)}(\xi, t) = -\varepsilon \Delta m(\xi, t) + \frac{f(m(\xi, t))}{\varepsilon} - G_2(\xi; \varepsilon) \quad \text{in} \quad \Omega \times (0, T).
\]

Then \( \mu^{(N-1)} \) is written in terms of \( m^{(N)} \), chosen according to the ansatz. Here, we prove that there exists a unique way to find the function \( m^{(N)} \), having indeed the property required in the ansatz and satisfying equation (1.3) in a certain sense (to be specified in the sequel).

The existence of any \( m_j, j = 0, \cdots, N \) is obtained provided that a compatibility condition is satisfied. This compatibility condition forces us to define properly \( V_j^{(0)} \), \( j = 0, \cdots, (N - 1) \).

We distinguish two main steps:

- **Step 1:** Determination at any order of the equations. This is carried out in the Subsection 4.1.
- **Step 2:** Analysis of the equations derived at step 1. This will be done in the Subsection 4.2.

In the present and in the next subsection \( \Gamma_1 \) is kept fixed, therefore, for the sake of a simpler notation we drop the subscript \( t \), except of the cases that a subscript use may add some clarity in our arguments.

4.1. Determination of the equations for \( m_j, j = 0, \cdots N \). To separate the fast and slow scale of \( m^{(N)} \) near the surface \( \Gamma \), we write the Laplacian in the system of local coordinates introduced in Subsection 2.1. The expansion in \( \varepsilon \) of the Laplacian written in this coordinate system is reported in the Appendix, subsection A.2. We then match the right and left terms of the equations having the same power of \( \varepsilon \), distinguishing the case where \( \xi \in \mathcal{N}(\varepsilon_0) \) from the one with \( \xi \in \Omega \setminus \mathcal{N}(\varepsilon_0) \). We therefore, get at any order two sets of equations: one for \( \xi \in \mathcal{N}(\varepsilon_0) \) and the other for \( \xi \in \Omega \setminus \mathcal{N}(\varepsilon_0) \). Since the interface separates \( \Omega \) in two regions we will distinguish those \( \xi \in \Omega \setminus \mathcal{N}(\varepsilon_0) \) which are inside \( \Gamma \) from those \( \xi \in \Omega \setminus \mathcal{N}(\varepsilon_0) \) which are outside \( \Gamma \).

Taking into account formula (6.11) in the Appendix, denoting by \( ' \) the derivative with respect to \( z \), and by \( a_n, b_n, c_n \) the quantities defined in (6.12), after simple, however lengthy computations we obtain the
following identity
\[
\epsilon^2 \Delta m^{(N)}(z, s) = \left\{ m''(z) + \sum_{n=1}^{N} \epsilon^n [h''_n(z, s) + a_n(z, s)\tilde{m}] \right\} \\
+ \left\{ \sum_{n=2}^{N} \epsilon^n \sum_{i=1}^{n-1} a_{n-i}(z, s)h'_i(z, s) + \sum_{n=3}^{N} \epsilon^n \sum_{i=1}^{n-2} b_{n-i}(z, s) \frac{d^2}{ds^2} h_i(z, s) \right\} \\
+ \sum_{n=4}^{N} \epsilon^n \sum_{i=1}^{n-3} c_{n-i}(z, s) \frac{d}{ds} h_i(z, s) \right\} + \epsilon^2 \Delta \left\{ \sum_{i=1}^{N} \epsilon^i \phi_i(\xi) \right\} \\
+ E_1(\xi, t, \epsilon) + \epsilon^{N+1} A(\xi, t, \epsilon),
\]
with
\[
\sup_{(\xi, t)\in \Omega \times [0, T]} |A(\xi, t, \epsilon)| \leq C(T),
\]
\[
\sup_{t\in[0, T]} \int_{\Omega} d\xi |A(\xi, t, \epsilon)| \leq \epsilon C(T),
\]
\[
E_1(\xi, \epsilon) \equiv \epsilon^2 \Delta \left\{ d(\xi, \Gamma) \right\} \left\{ \tilde{m}(\frac{d(\xi, \Gamma)}{\epsilon}) - \left[ I_{\{d(\xi, \Gamma) > 0\}} - I_{\{d(\xi, \Gamma) < 0\}} \right] \right\} + 2\epsilon^2 \nabla r : \nabla \left[ \tilde{m}(\frac{d(\xi, \Gamma)}{\epsilon}) \right],
\]
and
\[
\lim_{\epsilon \to 0} \sup_{(\xi, t)\in \Omega \times [0, T]} |E_1(\xi, t, \epsilon)| = 0.
\]

Let us now define \( f_i \) such that
\[
f(m^{(N)}) = f(m_0) + f'(m_0) \left\{ \sum_{i=1}^{N} \epsilon^i m_i \right\} + \sum_{i=2}^{N} \epsilon^i f_i(m_0, m_1, \ldots, m_{i-1}) + \epsilon^{N+1} B_{N+1}(\cdot, \epsilon),
\]
\[
\sup_{\xi \in \Omega, t\in[0, T]} |B_{N+1}(\xi, t, \epsilon)| \leq C.
\]
One can easily obtain \( f_i \) for any \( i = 2, \ldots, N \) by using Taylor expansions up to \( N - 1 \) order for \( f \) around \( m_0 \) and collecting then the terms of the same power of \( \epsilon \).

We insert (4.4) and (4.9) into (4.3) and equate terms having the same order in \( \epsilon \) (when estimated with the \( L^\infty(\Omega) \) norm) obtaining, this way, two equations at any order, one for \( \xi \in \Omega \setminus \mathcal{N}(\varepsilon_0) \), and the other for \( \xi \in \mathcal{N}(\varepsilon_0) \). The equation for \( \xi \in \Omega \setminus \mathcal{N}(\varepsilon_0) \) will determine \( \phi_i \) which are the slowly varying terms, while the one for \( \xi \in \mathcal{N}(\varepsilon_0) \) will determine \( h_i \) i.e. the rapidly decaying terms. When deriving the equations for \( \xi \in \mathcal{N}(\varepsilon_0) \) then terms of the type \( \Delta \phi_i(\varepsilon z, s) \) appear. The \( \phi_i \) are \( C^\infty \) functions, since they are proportional to \( \mu_i \), and have the same type of singularity in \( \varepsilon \) when differentiated in \( \xi \). So, the terms \( \varepsilon^{n+1} \Delta \phi_{n-1}(\varepsilon z, s) \) are of order \( O(\varepsilon^n) \), and therefore, we write them in the \( \varepsilon^n \) order equation.

In the following we will use the notations \( f(\pm 1) \) (or \( f(m(\pm \infty)) \)) in \( \Omega \setminus \mathcal{N}(\varepsilon_0) \). This refers to the fact that \( \Gamma \) separates \( \Omega \) in two sets, i.e. \( \Omega^+ \) which is the part outside \( \Gamma \) and \( \Omega^- \) the part inside \( \Gamma \). Therefore, \pm refers to different regions of \( (\Omega \setminus \mathcal{N}(\varepsilon_0)) \setminus \Omega^\pm \). It is convenient to write the external potential \( G_{2,i} \), for \( i = 0, \ldots, N \) in local coordinates when \( \xi \in \mathcal{N}(\varepsilon_0) \). We therefore identify \( G_{2,i}(\xi) = G_{2,i}(d(\xi, \Gamma), s(\xi, \Gamma)) \), for \( i = 0, \ldots, N \).

**Zero order term in \( \varepsilon \):** Matching gives
\[
0 = -r \left( \frac{\varepsilon}{\varepsilon_0} \right) m''_0(z) + f(m_0(z)) \quad \text{for} \quad z \in \left[ -\frac{\varepsilon_0}{\varepsilon}, \frac{\varepsilon_0}{\varepsilon} \right],
\]
and

\( f(m_0(\pm\infty)) = 0 \quad \text{for} \quad \xi \in \Omega \setminus \mathcal{N}(\varepsilon_0). \)  

**First order term in \( \varepsilon \):** Again matching gives for \( z \in \left[ -\frac{\varepsilon_0}{e}, \frac{\varepsilon_0}{e} \right] \) and \( s \in \Gamma \)

\( \mu_0(\varepsilon, s) = -[h''_1(z, s) - K(s)m_0(z)] + f'(m_0)[h_1(z, s) + \phi_1(\varepsilon, s)] - G_{2,0}(\varepsilon, s) \)

and

\( \mu_0(\xi) = f'(\bar{m}(\pm\infty))\phi_1(\xi) - G_{2,0}(\xi) \quad \text{for} \quad \xi \in \Omega \setminus \mathcal{N}(\varepsilon_0). \)

**Second order term in \( \varepsilon \):**

\( \mu_1(\varepsilon, s) = -[h''_2(z, s) - K^2(s)m_0(z) - K(s)h'_1(z, s)] + f'(m_0(z))[h_2(z, s) + \phi_2(\varepsilon, s)] - \varepsilon \Delta \phi_1(\varepsilon, s) + f_2(m_0, m_1)(\varepsilon, s) - G_{2,1}(\varepsilon, s), \)

\( \mu_1(\xi) = f'(\bar{m}(\pm\infty))\phi_2(\xi) + f_2(\bar{m}(\pm\infty), \phi_1(\xi)) - \varepsilon \Delta \phi_1(\xi) - G_{2,1}(\xi) \quad \text{for} \quad \xi \in \Omega \setminus \mathcal{N}(\varepsilon_0). \)

More explicitly the \( f_2 \) term for \( \xi \in \mathcal{N}(\varepsilon_0) \) is given by

\[ f_2(m_0, m_1)(\varepsilon, s) = \frac{1}{2} f''(m_0(z))[h_2^2(z, s) + \phi_1^2(\varepsilon, s) + 2\phi_1(\varepsilon, s)h_1(z, s)], \]

and by

\[ f_2(\bar{m}(\pm\infty), \phi_1(\xi)) = \frac{1}{2} f''(\bar{m}(\pm\infty))\phi_1^2(\xi). \]

for \( \xi \in \Omega \setminus \mathcal{N}(\varepsilon_0). \)

**n-th order term in \( \varepsilon (3 \leq n \leq N) \):**

\( \mu_{n-1}(\varepsilon, s) = -h''_n(z, s) + a_n(z, s)m'_0(z) + \sum_{i=1}^{n-1} a_{n-i}(z, s)h'_i(z, s) \)

\[ + \sum_{i=1}^{n-2} b_{n-i}(z, s) \frac{d^2}{ds^2}h_i(z, s) + \mathbb{I}_{[n \geq 4]} \sum_{i=1}^{n-3} c_{n-i}(z, s) \frac{d}{ds}h_i(z, s) \]

\[ - \varepsilon \Delta \phi_{n-1}(\varepsilon, s) + f'(m_0)[h_n(z, s) + \phi_n(\varepsilon, s)] + f_n(m_0, m_1, m_2, ..., m_{n-1})(\varepsilon, s) - G_{2,n-1}(\varepsilon, s), \quad \xi \in \mathcal{N}(\varepsilon_0), \]

\( \mu_{n-1}(\xi) = -\varepsilon \Delta \phi_{n-1}(\xi) + f'(\pm 1)\phi_n(\xi) + f_n(\pm 1, \phi_1, \phi_2, ..., \phi_{n-1})(\xi) - G_{2,n-1}(\xi), \)

for \( \xi \in \Omega \setminus \mathcal{N}(\varepsilon_0). \)

**Remainder term:** The remainder \( \bar{R}_2(\xi, t, \varepsilon) \equiv \bar{R}_2 \) is the following:

\( \varepsilon \bar{R}_2 = \varepsilon^{N+1}G_{2,N} + \varepsilon^{N+1}A + \varepsilon^{N+2} \Delta \phi_N + E_1 + \varepsilon^{N+1}B_{N+1}. \)

From (4.19), (4.8) and (4.10) we obtain

\( \sup_{\xi, t \in \Omega \times [0, T]} |\bar{R}_2(\xi, t, \varepsilon)| \leq C \varepsilon^N. \)

**Remark 4.2.** Since, for \( i = 0, \cdots, N \), we required \( \partial_{t}G_{2,i} = 0 \) on \( \partial \Omega \) then the \( \mu_i \) constructed in Theorem 4.7 satisfy \( \partial_{\nu} \mu_i = 0 \) on \( \partial \Omega \); to obtain \( \partial_{\nu}m_i = 0 \) on \( \partial \Omega \) it is enough to have \( \partial_{\nu} \phi_i = 0 \) on \( \partial \Omega \).
4.2. Analysis of compatibility conditions. Our aim is to analyze the equations obtained so far in the previous subsection. The strategy is to find first at each order in $\varepsilon$ the slowly varying part $\phi_i$ by solving the equations for $\xi \in \Omega \setminus \mathcal{N}(z_0, \Gamma_1^{(N)})$. Then, we extend $\phi_i$ globally in $\Omega$ and determine the rapidly decaying part $h_i$ by solving the equations in $\xi \in \mathcal{N}((z_0, \Gamma_1^{(N)})$. However here, in order to continue to arbitrary order, it is convenient to modify the way we extract the compatibility condition required for solving the equation for $h_i$. The modification is to add and subtract to each order a term of lower order $\varepsilon^{i+1} \alpha_i(s, \Gamma) \tilde{m}'(z)$, with $\alpha_i(s, \Gamma) \in C^\infty(\Gamma)$. Adding and subtracting terms does not change, of course, the total quantity but it modifies the equation we obtain at each single order. In the following, for the sake of short notation, we write $\alpha_i(s) \equiv \alpha_i(s, \Gamma)$.

At each order $i \geq 1$ in $\varepsilon$ the associate function $m_i$ splits into two parts. The first is the function $\phi_i$ defined globally in $\Omega$ and satisfying Neumann condition on the boundary of $\Omega$ while the other part is the function $h_i$ which differs from zero only in a tubular neighborhood of $\Gamma$, $\mathcal{N}(z_0, \Gamma)$, and is exponentially decaying to zero far from $\Gamma$.

The zero order term is different in the sense that $m_0$ far from the interfaces relaxes exponentially fast to $\pm 1$. We first state the following lemma, which is taken from [1]. We shall use this lemma to determine the compatibility condition required for solving the equation $\phi_1 \equiv \tilde{m}'$.

In addition if the solution exists, then it is unique and satisfies
\begin{equation}
D_z^\ell \left[ w(z, s, t) + \frac{A^\pm(s, t)}{f'(1)} \right] = O(e^{-\alpha|z|}) \quad \text{as} \quad |z| \to \infty, \quad \text{for} \quad \ell = 0, 1, 2.
\end{equation}

Furthermore, if $A(z, s, t)$ satisfies
\begin{equation}
D_m^\alpha D_t^\nu D_z^\ell \left[ A(z, s, t) - A^\pm(s, t) \right] = O(e^{-\alpha}|z|),
\end{equation}
then
\begin{equation}
D_s^m D_t^n D_z^\ell \left[ w(z, s, t) + \frac{A^\pm(s, t)}{f'(1)} \right] = O(e^{-\alpha|z|}),
\end{equation}
for all $m = 0, 1, \cdots, M$, $n = 0, 1, \cdots, N$, and $\ell = 0, 1, \cdots, L + 2$. Further, since $L$ is a preserving parity operator, the solution $w(z, s, t)$ is odd (even) with respect to $z$ if $A(z, s, t)$ is odd (even) with respect to $z$ for $s \in \Gamma$ and $t \in [0, T]$.

Remark 4.4. Note that if $A(\cdot, \cdot, \cdot) \in C^\infty(\mathbb{R} \times \Gamma \times [0, T])$ then the solution $w(\cdot, \cdot, \cdot)$ of the problem is a function in $C^\infty(\mathbb{R} \times \Gamma \times [0, T])$. This would be always the case whenever we apply Lemma 4.3.

The compatibility conditions must hold for every $\Gamma$ in $\mathcal{M}$, and so, in our derivation we refer to $\Gamma := \Gamma_\ell$. 


4.2.1. Zero order term in $\varepsilon$: For $\xi \in \mathcal{N}(\frac{\varepsilon_0}{2\varepsilon})$ using (4.11) we obtain

$$0 = -\tilde{m}''(z) + f(\tilde{m}(z)) \quad \text{for} \quad z \in \left[-\frac{\varepsilon_0}{2\varepsilon}, \frac{\varepsilon_0}{2\varepsilon}\right],$$

while (4.12) yields

$$0 = f(\pm 1) \quad \text{for} \quad \xi \in \Omega \setminus \mathcal{N}(\varepsilon_0).$$

The above relations determine $m_0$, more specifically $m_0(z) = \tilde{m}(z)$, where $\tilde{m}$ solves the equation

$$-m''(z) + f(m(z)) = 0, \quad z \in \mathbb{R}.$$

4.2.2. First order term in $\varepsilon$ and determination of $V_0$ via the Fredholm alternative. As explained at the beginning of this section, it is convenient for solving (4.13) to add a term $\varepsilon\alpha_1(s,\Gamma)\tilde{m}'(z)$, $s \in \Gamma$ and $z \in \mathbb{R}$, with $\alpha_1(\cdot,\Gamma)$ to be determined. This term will be subtracted to the second order. Recalling the definition of $L$, see (4.21), and adding $\varepsilon\alpha_1(s,\Gamma)\tilde{m}'(z)$, we write (4.13) as

$$\mu_0(\varepsilon z, s) - f'(\tilde{m}(z))\phi_1(\varepsilon z, s) - K(s)\tilde{m}'(z) + \varepsilon\alpha_1(s)\tilde{m}'(z) + G_{2,0}(\varepsilon z, s) = (L\phi_1)(z, s),$$

for $s \in \Gamma$, $|z| \leq \frac{\varepsilon_0}{\varepsilon}$. By (4.14) we obtain

$$\phi_1(\xi) = \frac{\mu_0(\xi) + G_{2,0}(\xi)}{f'(\tilde{m}(\pm \infty))}, \quad \xi \in \Omega \setminus \mathcal{N}(\varepsilon_0).$$

We extend this definition of $\phi_1$ globally in $\Omega$. We then insert (4.29) into (4.30) obtaining for $s \in \Gamma$, $|z| \leq \frac{\varepsilon_0}{\varepsilon}$

$$\mu_0(\varepsilon z, s) \left[1 - \frac{f'(|\tilde{m}(z)|)}{f'(\pm 1)}\right] + \left(1 - \frac{f'(\tilde{m}(z))}{f'(\pm 1)}\right) G_{2,0}(\varepsilon z, s) - K(s)\tilde{m}'(z) + \varepsilon\alpha_1(s)\tilde{m}'(z) = (L\phi_1)(z, s).$$

Since the left hand side of (4.30) tends exponentially to 0 as $z \to \pm \infty$, if the solution of (4.30) exists (cf. Lemma 4.3), then it decays exponentially fast to 0. We can, therefore, extend (4.30) for any $z$ in $\mathbb{R}$.

We prove the next result.

**Lemma 4.5.** Set

$$V_0^{(0)}(\xi, \Gamma) = \mathcal{F} \left\{ K(\xi) - \frac{\int_{\Gamma} K(\xi) d\Gamma}{|\Gamma|} \right\} + \frac{1}{4} \left\{ B_{0,0,0}(\xi) - \frac{\int_{\Gamma} B_{0,0,0}(\xi) d\Gamma}{|\Gamma|} \right\} (\xi) \quad \xi \in \Gamma,$$

where

$$S = \frac{1}{4} \int_{\mathbb{R}} \tilde{m}'(z)^2 dz,$$

and $B_{0,0,0}(\cdot)$ is defined in (4.39) while $\mathcal{F}$ is the Dirichlet-Neuman operator given by (6.4). Then there exists a uniquely determined $\alpha_1(\cdot, \Gamma) \in C^\infty(\Gamma)$ and a unique solution $h_1(\cdot, s)$ of (4.30) with $s \in \Gamma$, such that $h_1(0, s) = 0$ and $h_1(\cdot, s) \in L^\infty(\mathbb{R})$. Moreover, $h_1(\cdot, s)$ for $s \in \Gamma$ and its derivatives with respect to $z$ decay exponentially fast to 0 as $z$ tends to $\pm \infty$. Further $h_1(\cdot, s) = \tilde{h}_1(\cdot, s) + \varepsilon q_1(\cdot, s)$ where $\tilde{h}_1(\cdot, s)$ is an even function of $z$, $\tilde{h}_1(0, s) = 0$ and $\tilde{h}_1(\cdot, s) \in L^\infty(\mathbb{R})$.

**Proof.** We start determining $h_1$ as solution of

$$\mu_0(0, s) \left[1 - \frac{f'(|\tilde{m}(z)|)}{f'(\pm 1)}\right] + \left(1 - \frac{f'(\tilde{m}(z))}{f'(\pm 1)}\right) G_{2,0}(0, s) - K(s)\tilde{m}'(z) + \varepsilon\tilde{\alpha}_1(s)\tilde{m}'(z) = (L\tilde{h}_1)(z, s).$$
Equation (4.33) differs from (4.30) only for terms of order $\varepsilon$. Namely $|G_{2,0}(0, s) - G_{2,0}(\varepsilon z, s)| \leq C|z|$ and $|\mu_0(0, s) - \mu_0(\varepsilon z, s)| \leq C|z|$. For any fixed $s \in \Gamma$, the condition for the existence of $\bar{h}_1$ requires that

$$
\int_{\mathbb{R}} \mu_0(0, s) \left[ 1 - \frac{f'(\bar{m}(z))}{f'(\pm 1)} \right] \bar{m}'(z) dz + \int_{\mathbb{R}} G_{2,0}(0, s) \left[ 1 - \frac{f'(\bar{m}(z))}{f'(\pm 1)} \right] \bar{m}'(z) dz
$$

$$
= [K(s) - \varepsilon \hat{\alpha}_1(s)] \int_{\mathbb{R}} (\bar{m}'(z))^2 dz \quad \text{for} \ s \in \Gamma.
$$

Taking into account that $\int_{\mathbb{R}} f'(\bar{m}(z)) \bar{m}'(z) dz = f(1) - f(-1) = 0$ and $\int \bar{m}'(z) dz = 2$ formula (4.34) can be written as

$$
2[\mu_0(0, s) + G_{2,0}(0, s)] = [K(s) - \varepsilon \hat{\alpha}_1(s)] \int_{\mathbb{R}} (\bar{m}'(z))^2 dz \quad \text{for} \ s \in \Gamma.
$$

Recalling (3.18) we obtain

$$
2\mu_0,0(0, s) = -2\tilde{\mu}_0(0, s) - 2G_{2,0}(0, s)
$$

$$
+ [K(s) - \varepsilon \hat{\alpha}_1(s)] \int_{\mathbb{R}} (\bar{m}'(z))^2 dz \quad \text{for} \ s \in \Gamma.
$$

Further, we set

$$
\mu_{0,0,0}(\xi) = 2 \int_{\Gamma} V_0^{(0)}(\eta) G(\xi, \eta) dS_\eta + c_0(t) \quad \xi \in \Omega,
$$

$$
\tilde{\mu}_{0,0,0}(\xi) = 2(V_0)^{\Gamma} \int_{\Gamma} G(\xi, \eta) dS_\eta - \int_{\Omega} G(\xi, \eta) G_{1,0}(\eta) d\eta \quad \xi \in \Omega,
$$

and

$$
B_{0,0,0}(s) = -2[\tilde{\mu}_{0,0,0}(0, s) + G_{2,0}(0, s)].
$$

It is immediate to see that

$$
\mu_{0,0}(\xi) - \mu_{0,0,0}(\xi) \simeq \varepsilon,
$$

$$
\tilde{\mu}_{0}(\xi) - \tilde{\mu}_{0,0,0}(\xi) \simeq \varepsilon.
$$

We first choose $V_0^{(0)}$ imposing for $s \in \Gamma$, cfr (4.39), the next identity

$$
2\mu_{0,0,0}(\xi) = B_{0,0,0}(\xi) + K(\xi) \int_{\mathbb{R}} (\bar{m}'(z))^2 dz \quad \xi \in \Gamma.
$$

Inserting (4.37) in (4.40) and integrating over $\Gamma$ we obtain that

$$
4 \int_{\Gamma} dS_\xi \int_{\Gamma} V_0^{(0)}(\eta) G(\xi, \eta) dS_\eta + 2c_0(t)|\Gamma| = \int_{\Gamma} K(\xi) dS_\xi \int_{\mathbb{R}} (\bar{m}'(z))^2 dz + \int_{\Gamma} B_{0,0,0}(\xi) dS_\xi,
$$

and therefore,

$$
c_0(t) = \frac{1}{2|\Gamma|} \left[ \int_{\Gamma} K(\xi) dS_\xi \int_{\mathbb{R}} (\bar{m}'(z))^2 dz + \int_{\Gamma} B_{0,0,0}(\xi) dS_\xi - 4 \int_{\Gamma} dS_\xi \int_{\Gamma} V_0^{(0)}(\eta) G(\xi, \eta) dS_\eta \right].
$$

We note that $c_0(t)$ is written in terms of the velocity field $V_0^{(0)}$ which still needs to be determined. We insert $c_0(t)$, as in (4.42), into (4.40) to obtain the equation determining $V_0^{(0)}$

$$
S_\Gamma V_0^{(0)}(\eta, \Gamma) = S \left[ K(\eta) - \frac{1}{|\Gamma|} \int_{\Gamma} K(\xi) dS_\xi \right] + \frac{1}{4} \left[ B_{0,0,0}(\xi) - \frac{1}{|\Gamma|} \int_{\Gamma} B_{0,0,0}(\xi) dS_\xi \right] \quad \eta \in \Gamma.
$$

Here, $S_\Gamma$ is the linear operator defined in (0.35) and $S$ the quantity defined in (1.20). Applying the Dirichlet-Neumann operator, see (4.30), we arrive at (4.31). The above determines first $V_0^{(0)}$ and then $c_0(t)$, see (4.32). Now since $V_0^{(0)}$ and $c_0(t)$ are chosen, we may then simply choose $\hat{\alpha}_1(s)$ so that (4.33) is satisfied. Then for
any $s \in \Gamma$, the existence of a unique $\tilde{h}_1$ satisfying $\tilde{h}_1(0, s) = 0$ is assured; $\tilde{h}_1$ is exponentially decaying to zero as $|z| \to \infty$. Since the left-hand side of (4.33) is even, then the solution $\tilde{h}_1(\cdot, s)$ is even as a function of $z$.

Define $q_\varepsilon(\cdot, s) = h_1(\cdot, s) - \tilde{h}_1(\cdot, s)$ and subtract (4.33) to (4.30). We have that $q_\varepsilon(\cdot, s)$ satisfies

$$
(4.43) \quad \frac{1}{\varepsilon} \left[ 1 - \frac{f'(\tilde{m}(z))}{f'(\pm 1)} \right] \left[ \mu_0(\varepsilon z, s) - \mu_0(0, s) + G_{2,0}(\varepsilon z, s) - G_{2,0}(0, s) \right] + [\alpha_1(s) - \tilde{\alpha}_1(s)] \tilde{m}'(z) = (L q_\varepsilon)(z, s),
$$

where $\alpha_1(\cdot)$ must still be determined. We determine $\alpha_1(\cdot)$ so that the following solvability condition for $q_\varepsilon(\cdot, s)$ holds:

$$
(4.44) \quad \frac{1}{\varepsilon} \int dz \tilde{m}'(z) \left[ 1 - \frac{f'(\tilde{m}(z))}{f'(\pm 1)} \right] \left[ \mu_0(\varepsilon z, s) - \mu_0(0, s) + G_{2,0}(\varepsilon z, s) - G_{2,0}(0, s) \right] + [\alpha_1(s) - \tilde{\alpha}_1(s)] \int dz (\tilde{m}'(z))^2 = 0.
$$

By Lemma 4.6 we have that for all $s \in \Gamma$, $q_\varepsilon(0, s) = 0$, $q_\varepsilon(0, s) \in L^\infty(\mathbb{R})$.

**Remark 4.6.** Let us denote by

$$
\mu^{F}_{0,0,0} = \mu_{0,0,0} + \tilde{\mu}_{0,0,0},
$$

the quantities defined in (4.37) and (4.38). Taking into account (2.19) and the definition of $(V_0)_\Gamma = \frac{1}{2 \pi i} \int_{\Gamma} G_{1,0}(\eta) d\eta$, see (3.17), we have that $\mu^{F}_{0,0,0}$ is the solution of

$$
(4.45) \Delta \mu(\xi) = -G_{1,0}(\xi) \quad \text{for} \quad \xi \in \Omega \setminus \Gamma;
$$

$$
(4.46) \quad \mu(\xi) = 2SK(\xi) - G_{2,0}(\xi) \quad \text{on} \quad \Gamma, \quad \partial_{\nu} \mu = 0 \quad \text{on} \quad \partial \Omega.
$$

One deduces (4.46) by (4.40), taking into account the definition of $S$ and (4.39).

### 4.2.3. Second order term in $\varepsilon$.

From (4.16) we have that

$$
(4.47) \quad \phi_2(\xi) = \frac{1}{f'(\pm 1)} \left[ \mu_1(\xi) - f_2(\tilde{m}(\pm \infty), \phi_1(\xi)) + \varepsilon \Delta \phi_1 + G_{2,1}(\xi) \right], \quad \xi \in \Omega \setminus \mathcal{N}(\varepsilon_0).
$$

As was done before, we extend the validity of (4.47) globally in $\Omega$. We insert (4.47) into (4.15). Further, we add and subtract to the next order $\varepsilon \alpha_2(s) \tilde{m}'(z)$ to obtain

$$
(4.48) \quad \mu_1(\varepsilon z, s) \left[ 1 - \frac{f'(\tilde{m}(z))}{f'(\pm 1)} \right] - A_2(z, s) + \varepsilon \alpha_2(s) \tilde{m}'(z) = (L h_2)(z, s),
$$

where we set

$$
(4.49) \quad A_2(z, s) = [G_{2,1}(\varepsilon z, s) + \varepsilon \Delta \phi_1(\varepsilon z, s) - f_2(\pm 1, \phi_1(\varepsilon z, s)) \left[ 1 - \frac{f'(\tilde{m}(z))}{f'(\pm 1)} \right] - K^2(s) z \tilde{m}'(z) - K(s) h'_1(z, s) + \alpha_1(s) \tilde{m}'(z).
$$

All the quantities in (4.49) have been already determined. Furthermore,

$$
(4.50) \quad \lim_{|z| \to \infty} A_2(z, s) = 0 \quad s \in \Gamma,
$$

the convergence being exponentially fast. As done before, we extend (4.48) in $\mathbb{R}$. 


Remark 4.8. Notice that (4.59) \( \xi \) is constant in \( \Gamma \) and thus, applying the Dirichlet-Neumann operator (see (6.6)) we obtain (4.51). This determines the (constrained) solvability condition, see (4.24), is satisfied provided that for \( s \in \Gamma \) and \( t \in [0,T] \) the next relation holds true

(4.52) \[
\int_{\Omega} \mu_1(\varepsilon z, s) \left[ 1 - \frac{f'(\bar{\mu}(z))}{f'(1)} \right] \bar{m}'(z)dz = \int_{\Omega} A_2(z, s) \bar{m}'(z)dz - \varepsilon \alpha_2(s) \int_{\Omega} (\bar{m}'(z))^2 \, dz,
\]

where \( \mu_1 \) is defined in (4.33). The term \( \tilde{\mu}_1 \) of \( \mu_1 \) has been already completely determined. As in the previous case, still to be determined are the constant \( c_1(t) \), the velocity \( V_1(0) \) and \( \alpha_2(s) \). First, we write (4.52) as

(4.53) \[
\int_{\Omega} \mu_{1,0}(\varepsilon z, s) \left[ 1 - \frac{f'(\bar{\mu}(z))}{f'(1)} \right] \bar{m}'(z)dz = B_1(s) - \varepsilon \alpha_2(s) \int_{\Omega} (\bar{m}'(z))^2 \, dz,
\]

where

(4.54) \[
B_1(s) = \int_{\Omega} \left\{ A_2(z, s) - \tilde{\mu}_1(\varepsilon z, s) \left[ 1 - \frac{f'(\bar{\mu}(z))}{f'(1)} \right] \right\} \bar{m}'(z)dz.
\]

Let now

(4.55) \[
\mu_{1,0,0}(\xi) := 2 \int_{\Gamma} V_1(0)(\eta)G(\xi, \eta)d\Gamma + c_1(t) \quad \xi \in \Omega.
\]

Since \( \mu_{1,0,0}(\xi) - \mu_{1,0}(\xi) \simeq \varepsilon \), we choose \( V_1 \) by imposing

(4.56) \[
\int_{\Omega} \mu_{1,0,0}(0, s) \left[ 1 - \frac{f'(\bar{\mu}(z))}{f'(1)} \right] \bar{m}'(z)dz = B_1(s),
\]

and obtain

(4.57) \[
\mu_{1,0,0}(0, s) = \frac{1}{2} B_1(s) \quad s \in \Gamma.
\]

Inserting (4.55) in (4.57) and integrating over \( \Gamma \) we arrive at

(4.58) \[
c_1(t) = \frac{1}{|\Gamma|} \left[ \frac{1}{2} \int_{\Gamma} B_1(\eta)d\Gamma - 2 \int_{\Gamma} d\Gamma \int_{\Gamma} V_1(0)(\eta)G(\xi, \eta)d\Gamma \right].
\]

Observe that \( \int_{\Gamma} V_1(0)(s)d\Gamma = 0 \) and let \( S_\Gamma \) be the linear operator defined in (4.35). Then obviously, (4.57) can be written as

(4.59) \[
S_\Gamma V_1(0)(\xi) = \frac{1}{4} B_1(\xi) - \frac{1}{4|\Gamma|} \int_{\Gamma} B_1(\xi)d\Gamma \quad \xi \in \Gamma,
\]

and thus, applying the Dirichlet-Neumann operator (see (6.6)) we obtain (4.59). This determines the (constant in \( \xi \)) \( c_1(t) \). Now, since \( V_1(0) \) and \( c_1(t) \) are determined we may choose \( \alpha_2(s) \) so that (4.53) is satisfied. \( \square \)

Remark 4.8. Notice that \( \mu_{1,0,0} \) solves

(4.59) \[
\Delta \mu_{1,0,0} = 0 \quad \text{for} \quad \xi \in \Omega \setminus \Gamma,
\]

(4.59) \[
\mu_{1,0,0}(\xi) = \frac{1}{2} B_1(\xi) \quad \text{on} \quad \Gamma.
\]
4.2.4. \(n\)-th order term in \(\varepsilon\), \(3 \leq n \leq N\): As previously, we determine the function \(\phi_n\) for \(\xi \in \Omega \setminus \mathcal{N}(\varepsilon_0)\) from (4.15). Then, we extend the validity in \(\Omega\) obtaining
\[
\phi_n(\xi) = \frac{1}{f'(1)} \left[ \mu_n(\xi) + \varepsilon \Delta \phi_{n-1}(\xi) - f_n(\pm 1, \phi_1, \phi_2, \cdots, \phi_{n-1})(\xi) + G_{2,n-1}(\xi) \right] \quad \xi \in \Omega.
\]
We then insert (4.60) into (4.17), we add and subtract to the next order the quantity \(\varepsilon \alpha_n(s) \tilde{m}'(z)\), to the left hand side of (4.17) and we obtain
\[
\mu_{n-1}(\varepsilon, s) \left[ 1 - \frac{f'(\tilde{m}(z))}{f'(1)} \right] - A_n(z, s) + \varepsilon \alpha_n(s) \tilde{m}'(z) = (\mathcal{L}h_n)(z, s),
\]
where we set
\[
A_n(z, s) = -a_{n-1}(z, s) \tilde{m}' - \sum_{i=1}^{n-1} [a_{n-i}(z, s) h_i(z, s)] - \sum_{i=1}^{n-2} b_{n-i}(z, s) \frac{d^2}{ds^2} h_i(z, s).
\]
It is easy to verify that for all \(s \in \Gamma\)
\[
\lim_{|z| \to \infty} A_n(z, s) = 0,
\]
where the convergence is exponentially fast. Namely there is no problem for those terms involving \(\tilde{m}', h_i(\cdot, s)\) and their derivatives because of the exponential convergence to zero of all these terms for all \(s \in \Gamma\). For the remaining terms recall that \(\lim_{|z| \to \infty} f'(\tilde{m}(z)) = f'(\pm 1), m_i = h_i + \phi_i\) with \(h_i(z, s) \to 0\) as \(|z| \to \infty\) for all \(s \in \Gamma\), all limits being exponentially fast. Then one obtains immediately
\[
\lim_{|z| \to \infty} \left[ 1 - \frac{f'(\tilde{m}(z))}{f'(\pm 1)} \right] f_n(\pm 1, \phi_1, \phi_2, \cdots, \phi_{n-1})(\varepsilon, s) = 0,
\]
expONENTIALLY fast also. We extend (4.61) to hold on all of \(\mathbb{R}\) and regard it as an equation for \(h_n(\cdot, s)\) for \(s \in \Gamma\).

**Lemma 4.9.** For any positive integer \(n, \, n \leq N\), set
\[
V_n^{(0)}(\xi, \Gamma) = \frac{1}{4} \int_{\Gamma} B_{n-1}(\cdot) - \frac{1}{|\Gamma|} \int_{\Gamma} B_{n-1}(s) ds \quad \text{for} \quad \xi \in \Gamma,
\]
where \(B_{n-1}(s)\) is defined in (4.60). Then there exist uniquely determined \(\alpha_n(\cdot, \Gamma) \in C^\infty(\Gamma)\) and \(h_n(\cdot, s) \in L^\infty(\mathbb{R})\) for \(s \in \Gamma\) with \(h_n(0, s) = 0\), solutions of (4.61). Moreover, \(h_n(\cdot, s)\) for all \(s \in \Gamma\), and its derivatives with respect to \(z\) decay exponentially to 0 as \(|z| \to \pm\infty\).

**Proof.** The solvability condition is satisfied provided that
\[
\int_{\mathbb{R}} \mu_{n-1}(\varepsilon, s) \left[ 1 - \frac{f'(\tilde{m}(z))}{f'(1)} \right] \tilde{m}'(z) dz = \int_{\mathbb{R}} A_n(z, s) \tilde{m}'(z) dz - \varepsilon \alpha_n(s) \int_{\mathbb{R}} (\tilde{m}'(z))^2 dz.
\]
Since in view of (3.38) \(\mu_{n-1} = \mu_{n-1,0} + \tilde{\mu}_{n-1}\) with \(\tilde{\mu}_{n-1}\) being already determined to satisfy (4.64), we require that
\[
\int_{\mathbb{R}} \mu_{n-1,0}(\varepsilon, s) \left[ 1 - \frac{f'(\tilde{m}(z))}{f'(1)} \right] \tilde{m}'(z) dz = B_{n-1}(s) - \varepsilon \alpha_n(s) \int_{\mathbb{R}} (\tilde{m}'(z))^2 dz,
\]
where
\[
B_{n-1}(s) = \int_{\mathbb{R}} \left\{ A_n(z, s) - \tilde{\mu}_{n-1}(\varepsilon, s) \left[ 1 - \frac{f'(\tilde{m}(z))}{f'(1)} \right] \right\} \tilde{m}'(z) dz.
\]
We set
\[ \mu_{n-1,0,0}(\xi) = 2 \int_\Gamma V_{n-1}(\eta)G(\xi,\eta)dS_\eta + c_{n-1}(t). \]

Since \(\mu_{n-1,0,0}(\xi,t) - \mu_{n-1,0,0}(\xi,t) \simeq \xi\) then we may determine \(V_{n-1}\) by imposing
\[ \int_\mathbb{R} \mu_{n-1,0,0}(0,s) \left[ 1 - \frac{f'(\tilde{m}(z))}{f'(1)} \right] \tilde{m}'(z)dz = B_{n-1}(s), \]
onobtaining thus
\[ \mu_{n-1,0,0}(0,s) = \frac{1}{2}B_{n-1}(s) \quad s \in \Gamma. \]

Inserting (4.67) in (4.69) and integrating over \(\Gamma\) we get
\[ c_{n-1}(t) = \frac{1}{|\Gamma|} \left[ \frac{1}{2} \int_\Gamma B_{n-1}(\eta)dS_\eta - 2 \int_\Gamma dS_\xi \int_\Gamma V^{(0)}_{n-1}(\eta)G(\xi,\eta)dS_\eta \right]. \]

We insert (4.70) into (4.67), so, (4.69) gives
\[ S_\Gamma V_{n-1}^{(0)}(\xi) = \frac{1}{4} \left[ B_{n-1}(\xi) - \frac{1}{|\Gamma|} \int_\Gamma B_{n-1}(s)ds \right] \quad \xi \in \Gamma, \]
and (4.63) follows. This determines \(V_{n-1}^{(0)}\) first and then \(c_{n-1}(t)\). Therefore, we may define \(\alpha_n\) in order to satisfy (4.66).

4.3. Proof of Theorem 4.1. To complete the proof of Theorem 4.1 we need to estimate the remainder term (cf. (4.19)) given by
\[ \varepsilon R_2(\xi,t,\varepsilon) = \varepsilon \tilde{R}_2(\xi,t,\varepsilon) - \varepsilon^{N+1}\alpha_N(s(\xi),t)\tilde{m}'(\frac{d(\xi,\Gamma)}{\varepsilon}). \]

Since (4.20) holds true, we obtain that
\[ \sup_{\xi \in \Omega} \sup_{t \in [0,T]} |R_2(\xi,t,\varepsilon)| \leq C\varepsilon^N. \]

So, Theorem 4.1 is proved.

5. Proof of Theorem 2.5

The proof of Theorem 2.5 is an immediate consequence of the following result.

Theorem 5.1. Take \(N > 1\) and \(G_1\) and \(G_2\) as in Assumption A1. There exist vector fields \(V_j\), \(j = 0,\ldots,(N-1)\) and functions \(m_j\), \(j = 0,\ldots,N\) from \(\mathcal{M}\) to \(C^\infty(\Omega)\) as in the Ansatz (2.2) such that the following holds. For any \(\Gamma_0 \in \mathcal{M}\), choose \(k_0 \geq k(\Gamma_0)\), set \(\varepsilon_0 = \frac{1}{2k_0}\) and let \(T\) be the lifetime of the solution of (2.7) in \(\mathcal{M}\), according to (2.3). Then for all \(t < T\) and for all \(\varepsilon \in (0,\varepsilon_0]\) we can construct \((\tilde{m}^{(N)}(\xi),\tilde{\mu}^{(N-1)}(\xi,t)) \in C^\infty(\Omega \times [0,T])\) where \(\tilde{m}^{(N)}\) is an \(\varepsilon^N\) modification of \(m^{(N)}\), i.e. \(\sup_{(\xi,t) \in \Omega \times [0,T]} |\tilde{m}^{(N)}(\xi,t) - m^{(N)}(\xi,t)| \leq C\varepsilon^N\) and \(\tilde{\mu}^{(N-1)}\) is an \(\varepsilon^{N-1}\) modification of \(\mu^{(N-1)}\), i.e. \(\sup_{(\xi,t) \in \Omega \times [0,T]} |\tilde{\mu}^{(N-1)}(\xi,t) - \mu^{(N-1)}(\xi,t)| \leq C\varepsilon^{N-1}\) satisfying
\[ \partial_t \tilde{m}^{(N)}(\xi,t) = \Delta \tilde{\mu}^{(N-1)}(\xi,t) + \sum_{j=0}^{N-1} \varepsilon^j G_{1,j}(\xi) \quad \text{in} \quad \Omega \times (0,T), \]
\[ \tilde{\mu}^{(N-1)}(\xi,t) = -\varepsilon \Delta \tilde{m}^{(N)}(\xi,t) + \frac{1}{\varepsilon} f(\tilde{m}^{(N)}(\xi,t)) - \sum_{j=0}^{N-1} \varepsilon^j G_{2,j}(\xi) + R^{(N)}(\xi,t,\varepsilon) \quad \text{in} \quad \Omega \times (0,T), \]
where
\[
\sup_{\xi \in \Omega} \sup_{t \in [0,T]} \left| R^{(N)}(\xi, t, \varepsilon) \right| \leq C \varepsilon^{N-1}.
\]

Further, \( \tilde{\mu}^{(N-1)}(\cdot, t) \) and \( \tilde{m}^{(N)}(\cdot, t) \), for \( t \in [0, T] \), satisfy Neumann homogeneous boundary conditions on the boundary of \( \Omega \). In addition
\[
\text{subject to the boundary conditions}
\]
\[
\Delta \mu(\xi) = -G_{1,0}(\xi) \quad \xi \in \Omega \setminus \Gamma^{(N)}_1,
\]

where \( \mu^{F}_{0,0,0} \) is the solution of
\[
\Delta \mu(\xi) = -G_{1,0}(\xi) \quad \xi \in \Omega \setminus \Gamma^{(N)}_1, \tag{5.2}
\]

subject to the boundary conditions
\[
\mu(\xi) = 2SK(\xi) - G_{2,0}(\xi) \quad \text{on} \quad \Gamma^{(N)}_1, \quad \partial_{\nu} \mu = 0 \quad \text{on} \quad \partial \Omega,
\]

and
\[
\frac{1}{C} \leq \sup_{t \in [0,T]} \sup_{\xi \in \Omega \setminus \Gamma^{(N)}_1} \left| \tilde{m}^{(N)}(\xi, t) - \tilde{m} \left( d(\xi, \Gamma^{(N)}_1) \over \varepsilon \right) \right| \leq C \varepsilon, \tag{5.5}
\]

where
\[
\sup_{t \in [0,T]} \sup_{\xi \in \Omega \setminus \Gamma^{(N)}_1} \left| \tilde{m}^{(N)}(\xi, t) \mp 1 \right| \leq C \varepsilon. \tag{5.6}
\]

Proof. Set
\[
\tilde{m}^{(N)}(\xi, t) = m^{(N)}(\xi, t) - \int_0^t \tilde{R}_1(\tau, \varepsilon) d\tau, \tag{5.7}
\]

where
\[
\tilde{R}_1(t, \varepsilon) = \frac{1}{|\Omega|} \int_{\Omega} R_1(\xi, t, \varepsilon) d\xi,
\]

and \( R_1(\xi, t, \varepsilon) \) is the remainder in Theorem 4.1, defined in (4.51) and estimated in (4.53) and (4.54). Let us denote by
\[
\tilde{\mu}^{(N-1)}(\xi, t) = \mu^{(N-1)}(\xi, t) + v(\xi, t), \tag{5.8}
\]

where \( v(\xi, t) \) solves
\[
\Delta v(\xi, t) = R_1(\xi, t, \varepsilon) - \tilde{R}_1(t, \varepsilon) \quad \text{for} \quad \xi \in \Omega, \quad \partial_{\nu} v = 0 \quad \text{on} \quad \partial \Omega, \tag{5.9}
\]

with the further requirement
\[
\int_{\Omega} v(\xi, t) d\xi = 0 \quad t \in [0, T].
\]

Since \( |R_1(\xi, t, \varepsilon)| \leq C(T) \varepsilon^{N-1} \) we have that \( |v(\xi, t)| \leq C \varepsilon^{N-1} \). The functions \( \tilde{m}^{(N)} \) and \( \tilde{\mu}^{(N-1)} \) satisfy (5.1). Namely the first equation of (5.1) is satisfied by Theorem 3.1 and by construction, see (5.7) and (5.9). The second equation is obtained from Theorem 4.1 adding and subtracting terms to obtain \( \tilde{\mu}^{(N-1)} \) and \( \tilde{m}^{(N)} \). We obtain
\[
\tilde{\mu}^{(N-1)} = \mu^{(N-1)} + v = -\varepsilon \Delta \tilde{m}^{(N)} + \frac{1}{\varepsilon} f(\tilde{m}^{(N)}) + R^{(N)},
\]

where
\[
R^{(N)} = R^{(N)}(\xi, t, \varepsilon) = \frac{1}{\varepsilon} \left[ f \left( \tilde{m}^{(N)} + \int_0^t \tilde{R}_1(\tau, \varepsilon) d\tau \right) - f(\tilde{m}^{(N)}) \right] + R_2 + v,
\]

and \( R_2 \) is the remainder in Theorem 4.1 see (4.7a). Since \( \tilde{R}_1 = O(\varepsilon^N) \), \( R_2 = O(\varepsilon^N) \), \( v = O(\varepsilon^{N-1}) \) and
\[
\frac{1}{\varepsilon} \left[ f \left( \tilde{m}^{(N)} + \int_0^t \tilde{R}_1(\tau, \varepsilon) d\tau \right) - f(\tilde{m}^{(N)}) \right] \leq \frac{C}{\varepsilon} \int_0^t \tilde{R}_1(\tau, \varepsilon) d\tau = O(\varepsilon^{N-1}), \tag{5.10}
\]
then the second equation of (5.1) is satisfied as well. In Remark 4.6 it is explained that if \( \mu_{0,0,0} = \mu_{0,0,0} + \tilde{\mu}_{0,0,0} \), where \( \mu_{0,0,0} \) and \( \tilde{\mu}_{0,0,0} \) are the quantities defined in (4.37) and (4.38) then it verifies (5.3) and (5.4). The relation (5.2) is then immediate from their definition and Theorem 3.1. The (5.5) and (5.6) are satisfied by construction of the \( m^{(N)} \). Theorem (2.5) is then proved.

6. Appendix

A.1: The Dirichlet–Neumann operator. We recall in this section the main properties of the Dirichlet–Neumann operator which we have been using through the paper. Some of these results were already presented in the Appendix of [11]. Let \( G(\xi, \eta) \) be the Green’s function in \( \Omega \) defined in (2.19) and verifying (2.20). To define the Dirichlet–Neumann operator we consider the following single layer potentials. Given a smooth function \( h \) defined on \( \Gamma \in M \), consider the single layer potential
\[
\phi_h(\xi) = \int_{\Gamma} G(\xi, \eta) h(\eta) dS_{\eta},
\]
where \( dS_{\eta} \) denotes the arc length measure along \( \Gamma \). The function \( \phi_h \) satisfies a Neumann boundary condition on \( \partial \Omega \), and also the equation
\[
\Delta \phi_h(\xi) = h(\xi) - \frac{1}{|\Omega|} \int_{\Gamma} h(\eta) dS_{\eta} \quad \xi \in \Gamma.
\]
The curve \( \Gamma \) separates \( \Omega \) in two subsets. We denote by \( \Omega^- \) the interior of \( \Gamma \) and by \( \Omega^+ \) its exterior. We denote by \( n \) the unit outer normal to \( \Omega^- \). There is a discontinuity in the normal derivatives of \( \phi_h \) across \( \Gamma \), so, we have that
\[
(6.1) \quad h(\xi) = \frac{1}{2} [\partial_{\nu} \phi_h]_{\Gamma}(\xi),
\]
where the right-hand side denotes the jump of the normal derivatives at \( \xi \in \Gamma \), i.e.
\[
[\partial_{\nu} \phi_h]_{\Gamma}(\xi) = (\partial_{\nu} \phi_h)_{\Omega^+}(\xi) - (\partial_{\nu} \phi_h)_{\Omega^-}(\xi).
\]
This is a well known result from potential theory [21]. For \( \xi \) away from \( \Gamma \),
\[
\Delta \phi_h(\xi) = -\frac{1}{|\Omega|} \int_{\Gamma} h(\eta) dS_{\eta}.
\]
Thus, the single layer potential is harmonic away from \( \Gamma \) if and only if \( \int_{\Gamma} h(\xi) dS_{\xi} = 0 \). Otherwise, it is subharmonic or superharmonic, according to whether \( -\int_{\Gamma} h(\xi) dS_{\xi} \) is positive or negative. Every continuous function \( \phi \) harmonic away from \( \Gamma \), satisfying the Neumann boundary condition and the following relation
\[
(6.2) \quad \int_{\Omega} \phi(\xi) d\xi = 0,
\]
is the single layer potential of a uniquely determined function \( h \) defined on \( \Gamma \) and satisfying
\[
(6.3) \quad \int_{\Gamma} h(\xi) dS_{\xi} = 0.
\]
Indeed, if \( \phi_h \) is such a single layer potential, then from (2.20), we get that \( \int_{\Omega} \phi_h(\xi) d\xi = 0 \).

On the other hand, let \( \phi \) be any continuous function that is harmonic on \( \Omega^- \) and \( \Omega^+ \), and which satisfies (6.2). Let us define \( h \) in \( \Gamma \) by
\[
h(\xi) = \frac{1}{2} [\partial_{\nu} \phi]_{\Gamma}(\xi),
\]
and refer to this as the Neumann data for \( \phi \). By the divergence theorem we obtain
\[
2 \int_{\Gamma} h(\xi) dS_{\xi} = \int_{\Gamma} \partial_{\nu} \phi^+ dS_{\xi} - \int_{\Gamma} \partial_{\nu} \phi^- dS_{\xi} = -\int_{\Omega \setminus \Gamma} \Delta \phi d\xi = 0,
\]
where \( \phi^\pm \) denotes the restriction of \( \phi \) in \( \Omega^\pm \). Hence, \( h \) satisfies (6.3).
Notice that \( \phi - \phi_h \) satisfies the Neumann boundary conditions and
\[
[\partial_\nu(\phi - \phi_h)]_\Gamma (\xi) = 0.
\]
This means that \( \phi - \phi_h \) is a constant. Since the integral is zero then \( \phi = \phi_h \). This proves the one to one correspondence between single layer potentials of functions \( h \) satisfying (6.2), and continuous functions \( \phi \) that are harmonic on \( \Omega^- \) and \( \Omega^+ \), and satisfy (6.2).

Next, given a continuous function \( \phi \) that is harmonic on \( \Omega^- \) and \( \Omega^+ \), whether or not (6.2) is satisfied, we define the function \( g \) on \( \Gamma \) by \( g := \phi|_\Gamma \). We naturally refer to \( g \) as the Dirichlet data for \( \phi \). The Neumann data is \( [\partial_\nu \phi]_\Gamma \). The Dirichlet–Neumann operator \( T_\Gamma \) is defined by
\[
T_\Gamma g = \frac{1}{2} [\partial_\nu \phi]_\Gamma ,
\]
where \( \phi \) is the continuous function that is harmonic in \( \Omega^- \) and \( \Omega^+ \), with \( \phi|_\Gamma = g \).

A simple argument shows that \( T_\Gamma \) is a positive Hermitian operator. Indeed, let \( \psi \) be continuous on \( \Omega \), and harmonic on \( \Omega^- \) and \( \Omega^+ \), with \( \psi|_\Gamma = h \). Then it follows that
\[
2 \int_\Gamma h T_\Gamma g \, ds = \int_\Gamma \psi [\partial_\nu \phi]_\Gamma \, ds
= - \int_{\Omega^+} \nabla \cdot (\psi(\nabla \phi)) \, d\xi - \int_{\Omega^-} \nabla \cdot (\psi(\nabla \phi)) \, d\xi
= - \int_{\Omega} \nabla \psi \cdot \nabla \phi \, d\xi.
\]
Taking \( h = 1 \), so that \( \psi = 1 \), we further see that the range of \( T_\Gamma \) is orthogonal to the constants. We let \( T_\Gamma \) denote the Friedrichs extension of \( T_\Gamma \). It is easy to see, and well known, that the form domain of \( T_\Gamma \) is the Sobolev space \( H^{1/2}(\Gamma) \), and that the kernel consists exactly of the constants. There is an explicit formula for the inverse of \( T_\Gamma \) restricted to the orthogonal complement of the constants; we denote this by \( S_\Gamma \). Indeed, let \( v \) be any function on \( \Gamma \) with \( \int_\Gamma v(s) \, ds = 0 \). Since the single layer potential \( \phi_v \) for \( v \) has Neumann data \( v \), all we need to do is to subtract a constant to make this function orthogonal to the constants on \( \Gamma \), instead of being orthogonal to the constants on \( \Omega \). Therefore, the inverse \( S_\Gamma \) is given by
\[
S_\Gamma v(\xi) = \int_\Gamma G(\xi, \eta) v(\eta) \, dS_\eta - \frac{1}{|\Gamma|} \int_\Gamma \int_\Gamma G(\xi, \eta) v(\eta) \, dS_\eta \, dS_\xi \quad \xi \in \Gamma.
\]
It is easily checked that the inverse operator is self adjoint on the orthogonal complement of the constants. Now let \( h \) be an arbitrary smooth function on \( \Gamma \) satisfying \( \int_\Gamma h(s) \, ds = 0 \), and consider the single layer potential
\[
\phi(\xi) = \int_\Gamma G(\xi, \eta) h(\eta) \, dS_\eta \quad \xi \in \Omega.
\]
In general, the Dirichlet data for \( \phi \) do not integrate to zero on \( \Gamma \) and hence, are not directly related to the Neumann data through the Dirichlet–Neumann operator. However, we can correct this by subtracting a constant and defining the function
\[
\tilde{\phi}(\xi) = \phi(\xi) - \frac{1}{|\Gamma|} \int_\Gamma \phi(\eta) \, dS_\eta.
\]
Then obviously we have
\[
\tilde{\phi}|_\Gamma = S_\Gamma h, \quad h = T_\Gamma \tilde{\phi}.
\]
We can now express the vector field \( V \) driving the Mullins–Sekerka flow as
\[
V = T_\Gamma \left( K - \frac{1}{|\Gamma|} \int_\Gamma K(s) \, ds \right).
\]
We close by establishing notation for the two harmonic extension operators that will arise throughout:

The Neumann harmonic extension operator $\mathcal{E}_{\Gamma, N}$ is defined by

$$
(\mathcal{E}_{\Gamma, N} v)(\xi) = \int_{\Gamma} G(\xi, \eta)v(\eta)dS_\eta - \frac{1}{|\Gamma|} \int_{\Gamma} \int_{\Gamma} G(\xi, \eta)v(\eta)dS_\eta dS_\xi \quad \xi \in \Omega,
$$

where $v$ is a function on $\Gamma$ satisfying

$$
\int_{\Gamma} v(\xi)dS_\xi = 0.
$$

Notice that $(\mathcal{E}_{\Gamma, N} v)(\xi)$ is the unique function that is continuous on $\Omega$, harmonic on $\Omega \setminus \Gamma$ satisfying Neumann boundary conditions on $\partial\Omega$, with Neumann data $v$, and with zero integral over $\Gamma$.

The Dirichlet harmonic extension operator $\mathcal{E}_{\Gamma, D}$ is defined by setting $\mathcal{E}_{\Gamma, D} g(\xi)$ to be the harmonic function $\phi$ on $\Omega \setminus \Gamma$ with Neumann boundary conditions on $\partial\Omega$, and $\phi_\Gamma = g$. Here, there is no restriction on the integral of $g$ over $\Gamma$. Naturally, the Dirichlet extension can be expressed in terms of the Neumann extension and the Dirichlet–Neumann operator. Relations (6.5) and (6.8) give that

$$
\mathcal{E}_{\Gamma, D} g(\xi) = \mathcal{E}_{\Gamma, N} \left( T_{\Gamma} \left( g - \frac{1}{|\Gamma|} \int_{\Gamma} g(\eta)dS_\eta \right) \right)(\xi) + \frac{1}{|\Gamma|} \int_{\Gamma} g(\eta)dS_\eta \quad \xi \in \Omega.
$$

A.2: The expansion in $\varepsilon$ of the Laplacian in local coordinates. Let $f(z, s)$, with $z = \frac{q}{s}$, be a $C^2$ function from $\mathbb{R} \times \Gamma$ to $\mathbb{R}$. Then, in the two dimensional case, we have that

$$
\varepsilon^2 \Delta f(z, s) = \frac{1}{1 - K(s)\varepsilon z} \left\{ (1 - K(s)\varepsilon z) f_z + \varepsilon^2 \left( \frac{f_z}{1 - K(s)\varepsilon z} \right)_z \right\}
$$

$$
= f_{zz} - \varepsilon K(s) f_z \frac{1}{1 - K(s)\varepsilon z} + \varepsilon^2 f_{zs} \frac{1}{(1 - K(s)\varepsilon z)^2} + \varepsilon^3 f_{ss} \frac{d}{ds} \frac{1}{(1 - K(s)\varepsilon z)^3},
$$

Recalling that for $|x| < 1$ it holds that

$$
\frac{1}{1-x} = \sum_{n=0}^{\infty} x^n, \quad \frac{1}{(1-x)^2} = \sum_{n=0}^{\infty} nx^{n-1}, \quad \frac{1}{(1-x)^3} = \frac{1}{2} \sum_{n=0}^{\infty} n(n-1)x^{n-2},
$$

we may rewrite (6.10) as follows

$$
\varepsilon^2 \Delta f = f_{zz} + \sum_{n=0}^{\infty} \varepsilon^{n+1} \left\{ a_{n+1}(z, s)f_z + b_{n+1}(z, s)f_{zs} + c_{n+1}(z, s)f_{ss} \right\},
$$

where

$$
a_{n+1}(z, s) = -K^{n+1}(s)z^n,
$$

$$
b_{n+1}(z, s) = nK^{n-1}(s)z^{n-1},
$$

$$
c_{n+1}(z, s) = \frac{1}{2} n(n-1)z^{n-1}K^{n-2}(s)\frac{d}{ds} K(s).
$$

A.3: proof of Theorem 2.7. The proof goes very much as in [1] Theorem 2.1. Hence we outline only those points where the presence of the $G_1$ and $G_2$ makes a difference. First of all the constructed functions $m^{(N)}(t), t \in [0, T]$ satisfy the requirements needed to apply the spectral estimates proven by [2] and [12]. Namely, see (2.8), (2.10) and Lemma 4.5 we can always write for $\xi \in \Omega$ and $\in [0, T]$

$$
m^{(N)}(\xi, t) = m_0 \left( \frac{d(\xi, \Gamma_t^{(N)})}{\varepsilon} \right) + \varepsilon h_1 \left( \frac{d(\xi, \Gamma_t^{(N)})}{\varepsilon}, s(\xi, \Gamma_t^{(N)}) \right) + \varepsilon^2 q^s(\xi, \Gamma_t^{(N)}) + \varepsilon \phi^s(\xi, \Gamma_t^{(N)}),
$$
where \( m_0 \) is given in (2.9), \( \tilde{h}_1(\cdot, s) \) is the function determined in Lemma 4.5 which is even as function of \( z \in \mathbb{R} \) for any \( s \in \Gamma_4^{(N)} \), equal to 0 in \( \Omega \setminus \mathcal{N}(\varepsilon_0) \) and when \( d(\xi, \Gamma_t^{(N)}) = 0 \). We denote by \( \varepsilon^2 q^\varepsilon(\xi, \Gamma_t^{(N)}) \) the remaining functions in the expansion of \( m^{(N)} \) which are equal to zero in \( \Omega \setminus \mathcal{N}(\varepsilon_0) \) and by \( \varepsilon^2 q^\varepsilon(\xi, \Gamma_t^{(N)}) \) the corrections to \( \pm 1 \) in \( \Omega \setminus \mathcal{N}(\varepsilon_0) \). Recall \( m^{(N)}(\cdot, t) \) are \( C^\infty(\Omega) \) for any \( t \in [0, T] \). We immediately have, since \( \tilde{m}(\cdot) \) is odd while \( h_1(\cdot, s) \) is even,

\[
\int_R \tilde{h}_1(z, s)(\tilde{m}'(z))^2f''(\tilde{m}(z))dz = 6 \int_R \tilde{h}_1(z, s)(\tilde{m}'(z))^2\tilde{m}(z)dz = 0, \quad \forall s \in \Gamma_t^{(N)}. \]

This is one of the requirement needed to apply the spectral estimates. The remaining requirements are immediately satisfied by the smoothness of \( m^{(N)}(\cdot, t) \) and by the fact that the \( \Phi_j, j = 1, \ldots, N \) in the expansion of \( m^{(N)} \) satisfy a global Lipschitz bound independent on \( \varepsilon \).

Then one proceeds as in (1.1). Write (1.8) as the following:

\[
\begin{align*}
\partial_t m^\varepsilon &= \Delta m^\varepsilon + G_1 \quad \text{in } \Omega_T, \\
\mu^\varepsilon &= -\varepsilon \Delta m^\varepsilon + \frac{1}{\varepsilon} f(m^\varepsilon) - G_2 \quad \text{in } \Omega_T, \\
m^\varepsilon(\xi, 0) &= m_0^\varepsilon(\xi) \quad \xi \in \Omega, \\
\partial_\nu m^\varepsilon &= \partial_\nu \Delta m^\varepsilon = 0 \quad \text{on } \partial \Omega,
\end{align*}
\]

and (2.12) the following:

\[
\begin{align*}
\partial_t m^{(N)} &= \Delta m^{(N)} + \sum_{j=0}^{N-1} \varepsilon^j G_{1,j} \quad \text{in } \Omega_T, \\
\mu^{(N)} &= -\varepsilon \Delta m^{(N)} + \frac{1}{\varepsilon} f(m^{(N)}) - \sum_{j=0}^{N-1} \varepsilon^j G_{2,j} + R^{(N)} \quad \text{in } \Omega_T, \\
m^{(N)}(\xi, 0) &= m_0^\varepsilon(\xi) \quad \xi \in \Omega, \\
\partial_\nu m^{(N)} &= \partial_\nu \Delta m^{(N)} = 0 \quad \text{on } \partial \Omega.
\end{align*}
\]

Define \( R := m^\varepsilon - m^{(N)} \). Then integrating \( R \) in space, by (6.13) and (6.14) and the fact that \( R(\xi, 0) = 0 \), we obtain

\[
\int_\Omega R(\xi, t)d\xi = \int_0^t \int_\Omega \left(m^\varepsilon - m^{(N)}\right) d\xi = \int_0^t \int_\Omega \partial_s \left(m^\varepsilon - m^{(N)}\right) ds
\]

\[
= \int_0^t \int_\Omega \partial_s \left(\Delta m^\varepsilon + G_1 \right) ds - \sum_{j=0}^{N-1} \varepsilon^j \int_0^t \int_\Omega \partial_s \left(\Delta m^{(N)} + \sum_{j=0}^{N-1} \varepsilon^j G_{1,j}\right) ds
\]

\[
= \int_0^t \int_\Omega \Delta \left[ m^\varepsilon - m^{(N)} \right] d\xi + \int_0^t \int_\Omega \left[ G_{1,N} \right] d\xi ds
\]

\[
= \int_0^t \int_\Omega \Delta \left[ m^\varepsilon - m^{(N)} \right] d\xi = 0,
\]

since \( \partial_\nu [m^\varepsilon - m^{(N)}] = 0 \) on \( \partial \Omega \), and (2.21) holds. Note that we need (and used for the above) \( \partial_\nu G_2 = \partial_\nu R^{(N)} = 0 \) on \( \partial \Omega \) in order to have \( \partial_\nu [m^\varepsilon - m^{(N)}] = 0 \) on \( \partial \Omega \). In addition, we need the residual \( R^{(N)} \) satisfying a Neumann condition i.e.

\[
\partial_\nu R^{(N)} = 0 \quad \text{on } \partial \Omega
\]

which is true by construction, cf. system (5.1) and the b.c. on system solutions in the statement of Theorem 6.4.
Hence, since by (6.15), for any $t \in [0,T]$ \[ \int_{\Omega} R(\xi, t) d\xi = 0 \] then there exists unique $\psi(\xi, t)$ such that
\[ -\Delta \psi(\cdot, t) = R(\cdot, t) \quad \text{in } \Omega, \]
\[ \partial_\nu \psi(\cdot, t) = 0 \quad \text{on } \partial \Omega, \]
\[ \int_{\Omega} \psi(\cdot, t) = 0 \quad \text{for any } t \in [0,T]. \]  

(6.16)

At this point one can continue the proof as in [1]. □
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