Magnetic interactions in iron superconductors studied with a five-orbital model within the Hartree-Fock and Heisenberg approximations
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We have analyzed the magnetic interactions of a five orbital model for iron superconductors treated both within Hartree-Fock and Heisenberg approximations. We have found that the exchange constants depend non-trivially on the Fe-As-Fe angle and on the charge and orbital filling. Within the localized picture, columnar ordering is found for intermediate Hund’s coupling $J_H$. At smaller $J_H$, an unusual orbital reorganization stabilizes checkerboard ordering. Ferromagnetism appears at large $J_H$. Ferromagnetic correlations are enhanced with electron doping while large hole doping stabilizes checkerboard antiferromagnetism, explaining the change in magnetic interactions upon substitution of Fe by Co or Mn. For intermediate and large values of $U$, Hartree-Fock shows similar results as strong coupling though with a double stripe phase instead of ferromagnetism. Itinerancy enhances the stability of the columnar ordering. Comparison of the two approaches reveals a metallic region of the phase diagram where strong coupling physics is determinant.

PACS numbers: 75.10.Jm, 75.10.Lp, 75.30.Ds

I. INTRODUCTION

The origin of magnetism in iron superconductors, believed to be key to explain their high-$T_c$ superconductivity, is still unsettled. Most iron pnictides order with $(\pi,0)$ momentum, antiferromagnetically (AF) in the $x$-direction and ferromagnetically (FM) in the $y$-direction. The itinerant versus strong coupling origin of magnetism is at the heart of the debate, with some authors proposing the coexistence of localized and itinerant moments. In the itinerant picture the electrons close to the Fermi surface drive the ordering through approximate nesting. In the strong coupling limit localized spins interact AF. Classically, a $(\pi,0)$ state arises when $J_2 > J_1/2$, with $J_1$ and $J_2$ the first and second nearest neighbor exchange parameters. A large $J_2$ was justified by the As-mediated exchange between Fe atoms. These, apparently opposite, views of magnetism are minimal descriptions of a more complex problem which includes the kinetic energy, the orbital character of the electronic bands, and the interactions between the electrons. In iron pnictides interactions are believed to be intermediate between both limits.

The applicability of strong coupling relies on $J_2 > J_1/2$. However, little is known about the value of the exchange constants. Estimates for $J_1$ and $J_2$ have been restricted to a few ab-initio calculations for specific compounds and the extraction of the exchange parameters from neutron experiments is still controversial. The relevance of longer range interactions has also been discussed.

The situation is even more complex in FeTe which orders FM along one of the diagonals and AF along the other, in a double stripe (DS) pattern. No nesting features compatible with this ordering have been observed. A large exchange interaction to third nearest neighbors $J_3$ has to be introduced to explain the stability of this state within a localized picture. Moreover, an unexpected FM $J_1$ has been recently proposed to fit the spin-wave spectrum of iron chalcogenides. Finally, the importance of Hund’s coupling has also been emphasized in the literature though it is not clear at present how Hund’s coupling affects magnetism.

In order to connect the itinerant and localized pictures, we here analyze the magnetic interactions of iron superconductors on the basis of a five orbital model treated both within HF and Heisenberg approximations. Within the strong coupling picture, we find that $J_1$ and $J_2$ have a non-trivial dependence on the atomic configuration and the Fe-As-Fe angle, and may become ferromagnetic at large Hund’s coupling $J_H$. For undoped compounds, intermediate values of $J_H$ stabilize the $(\pi,0)$ state, and the generally assumed relation $J_2 > J_1/2$ is fulfilled. $(\pi,\pi)$ checkerboard, with $J_2 < J_1/2$, is found for low $J_H$, while FM appears for high $J_H$. The checkerboard ordering at small $J_H$ is stabilized by an unusual orbital reorganization and results in an unexpected sensitivity of the ground state to crystal field parameters. The tendency towards FM, due to virtual transitions involving filled $3z^2-r^2$ or $x^2-y^2$ orbitals, is enhanced with electron doping, while hole doping stabilizes checkerboard AF. This can explain the different magnetic orderings observed in the checkerboard antiferromagnetic BaMn$_2$As$_2^{25}$ with 5 electrons per Mn, and the ferromagnetic LaOCoAs$_2^{26}$ with 7 electrons per Co. The HF description reproduces the $(\pi,\pi) - (\pi,0)$ transition with increasing $J_H$ for intra orbit interaction $U \gtrsim 2.2$ eV allowing us to identify the metallic regions of the phase diagram where strong coupling physics is relevant. A DS state shows up at large $U$ and $J_H$, suggesting that it appears as a compromise between kinetic energy cost and the FM tendencies of localized spins.
The Hamiltonian includes intraorbital $U$, interorbital $U'$, Hund's coupling $J_H$, and pair hopping $J'$ terms.

$$
H = \sum_{i,j,\gamma,\beta,\sigma} t_{i,j}^{\gamma,\beta,\sigma} c_{i,\gamma,\sigma}^\dagger c_{j,\beta,\sigma} + h.c. + U \sum_{\gamma} n_{i,\gamma,\uparrow} n_{i,\gamma,\downarrow}
+ \left(U' - \frac{J_H}{2}\right) \sum_{j,\gamma,\beta,\sigma,\sigma'} n_{j,\gamma,\sigma} n_{j,\beta,\sigma'} - 2J_H \sum_{j,\gamma,\beta} \bar{S}_{j,\gamma} \bar{S}_{j,\beta}
+ J' \sum_{j,\gamma,\beta,\sigma} c_{j,\gamma,\beta,\sigma}^\dagger c_{j,\gamma,\beta,\sigma} + h.c.
$$

where $i, j$ label the Fe sites in the Fe unit cell, $\sigma$ is the spin, and $\gamma$ and $\beta$ are the five Fe $d$-orbitals $yz, zx, xy, 3z^2 - r^2$ and $x^2 - y^2$, with $z$ and $y$ axis along the Fe-Fe bonds. We use $U' = U - 2J_H \frac{\alpha}{U}$ and $J' = J_H$, leaving only two independent interaction parameters, $U$ and $J_H$. The hopping amplitudes, restricted to first and second neighbors, depend on the angle $\alpha$ formed by the Fe-As bonds and the Fe-plane. The exchange Hamiltonian is assumed except when indicated. We take $\epsilon_{xy} = 0.02$, $\epsilon_{zx,zy} = 0$, $\epsilon_{3z^2-r^2} = -0.55$ and $\epsilon_{x^2-y^2} = -0.6$ for the crystal field. Energies are in units of $\langle pda\rangle^2/|\epsilon_d - \epsilon_p| \sim 1$ eV, with $pda$ the overlap between the Fe-d and As-p orbitals and $|\epsilon_d - \epsilon_p|$ their energy difference. For details on the mapping to a classical Heisenberg model and HF treatment see Appendix A.

To second order in perturbation theory, starting from localized atomic states, the 5-orbital Hamiltonian is mapped onto a classical Heisenberg Hamiltonian:

$$
E_0(\lambda) + \frac{J_{1(\lambda)}}{|S|^2} \sum_{\langle i,j \rangle} \bar{S}_i \bar{S}_j + \frac{J_{2(\lambda)}}{|S|^2} \sum_{\langle\langle i,j \rangle\rangle} \bar{S}_i \bar{S}_j
$$

with $\bar{S}_i = \sum_{\beta} \bar{S}_{i,\beta}$ the atomic moment and $\langle i,j \rangle$ and $\langle\langle i,j \rangle\rangle$ restricted to first and second nearest neighbors respectively. Note that a bicubic term $K(S_i S_j)$ has been discussed phenomenologically in connection with the structural transition, nematicity, and to reproduce the neutron spectra. The prefactor $K$ would appear to higher order in $t/U$ in perturbation theory and is beyond the scope of this work. Similarly, longer range interactions are neglected.

To calculate the exchange constants $J_{1(\lambda)}$ and $J_{2(\lambda)}$ we focus on the largest possible spin state, with each orbital being half-filled or filled. For $n = 6$, as in undoped compounds, this corresponds to $S = 2$. This large spin state dominates the $(\pi,0)$ mean field phase diagram at large $U$.

Due to the small crystal field splitting, we consider two possible atomic configurations, labelled by $\{\lambda\}$, for the $S = 2$ state with filled $x^2 - y^2$ or $3z^2 - r^2$ orbitals, see Fig. II(a).

III. RESULTS

As shown in Fig. II(b) $J_{1(\lambda)}$ and $J_{2(\lambda)}$ decrease monotonically with Hund’s coupling. Decreasing exchange constants with $J_H$ are generally expected, but the decrease we find is notably steep, mainly for $J_1$ and at large $J_H/U$, where a change in the slope happens and the exchange constants even become FM. This strong dependence at large $J_H$ is due to virtual transitions from a filled orbital to a half-filled one on a neighbor atom, see Fig. II(c) and Appendix A. These transitions are favored by the small crystal field splitting characteristic of iron pnictides.

The exchange constants and their $J_1/J_2$ ratio are very different in both atomic configurations. For $n = 6$, in the $x^2 - y^2$ configuration favored by the crystal field splitting, $J_{2(\lambda)}^2 > J_{1(\lambda)}^2 + J_{2(\lambda)}^2 / 2$ and the $(\pi,0)$ state is lowest in energy, except at large $J_H/U$ for which FM is expected.
order with filled $3z^2 - r^2$ becomes the ground state in a wide range of parameters. The selection of $(\pi, \pi)$ in the $3z^2 - r^2$ configuration is in accordance with the exchange constants ratio $J_2^{3z^2 - r^2} < J_1^{3z^2 - r^2}/2$. Remarkably, the gain in magnetic energy, associated to the large value of the direct hopping $t_{x^2-y^2, x^2-y^2}$, compensates for the cost in crystal field. Due to the small energy difference between the two states, very small changes in the crystal field can stabilize $(\pi, 0)$ for smaller values of $J_H$, see Appendix B.

Note that the exchange constants in the $(\pi, 0)$ and $(\pi, \pi)$ states may be different. Thus estimating these constants by comparing the energy of the different magnetic states with those predicted by a mapping to a Heisenberg model$^{12, 13}$ with the same $J_1$ and $J_2$ may lead to errors. Moreover, our results indicate that the filled orbitals are not inert for magnetism, so the use of 4-orbital models which neglect them is questionable.$^{21, 22}$

With electron doping, the number of filled orbitals increases. For $n = 7$, $(\pi, 0)$ order is found at small $J_H$ and FM behavior appears at a smaller value of $J_H$ compared to $n = 6$ (not shown). On the other hand, there are no filled orbitals at $n = 5$ in its highest spin state ($S = 5/2$), implying a weaker dependence on $J_H/U$ of the exchange parameters, always AF, see Fig. 1(d). In this case $J_2 < J_1/2$ and $(\pi, \pi)$ ordering is found for all $J_H$. Therefore, a clear asymmetry is found in the magnetic interactions with strong electron-hole doping. This is consistent with experimental observations: BaMn$_2$As$_2$ and LaOCOAs show checkerboard ordering and ferromagnetism, respectively.$^{25, 26}$

A $(\pi, \pi) - (\pi, 0)$ transition with increasing $J_H$ is also present in the HF phase diagram in Fig. 2. Crystal field sensitivity and orbital reorganization, similar to that found in the localized picture, is realized, see Appendix B. The transition between $(\pi, \pi)$ and $(\pi, 0)$ is accompanied by a charge transfer between $z^2 - r^2$ and $3z^2 - r^2$. In the $(\pi, 0)$ state, $3z^2 - r^2$ is emptied while $z^2 - r^2$ gets filled as $U$ increases.$^{30}$ In the $(\pi, \pi)$ state, $3z^2 - r^2$ fills with increasing $U$ while the other orbitals tend to half filling. The $(\pi, 0)$ state becomes more stable if the splitting between $z^2 - r^2$ and $3z^2 - r^2$ increases, see Appendix B.

As previously found,$^{30}$ two different $(\pi, 0)$ states show up at the HF level. In the LM state, opposite orbital magnetizations within the same atom result in a low magnetic moment which violates Hund’s rule. This state is stabilized thanks to the anisotropy of the orbital exchange constants$^{30}$ and has been proposed to explain the low magnetic moment found experimentally.$^{30, 31, 32}$ In the HM state, all the orbital magnetizations point in the same direction. The strong coupling predictions, dashed lines in Fig. 2 are valid for comparison with this HM state.

As expected within a weak coupling description, and opposite to the strong coupling predictions, for small values of the interaction a HM $(\pi, 0)$ is found close to the non-magnetic boundary. In this region nesting seems to stabilize the $(\pi, 0)$ ordering, although the electronic reconstruction happens not only at the Fermi surface but also at higher energies. Similar physics has been discussed within density functional theory calculations.$^{22}$

On the other hand, the stability of the $(\pi, \pi)$ state for $U \gtrsim 2.2$ eV, the orbital reorganization at the transition, and the strong crystal field sensitivity cannot be understood within the nesting picture and are a clear signature of localized physics. Note that this is found even for metallic states. Even for $U \gtrsim 2.2$ eV the $(\pi, 0)$ state is more prominent in the HF phase diagram than in the Heisenberg description. This suggests some influence of itinerancy in stabilizing the $(\pi, 0)$ state.

At large $J_H$ the kinetic energy effects present at the HF level prevent the FM solution found in the strong coupling description to arise. Instead, a double stripe solution is found at large $U$ and $J_H$. This DS state is charge modulated (5 or 7 electrons for the $n = 6$ case) in a checkerboard fashion. Note that in the Heisenberg picture, a homogeneous DS state, though not the ground state, is lower in energy than both $(\pi, \pi)$ and $(\pi, 0)$ at large $J_H/U$, see Fig. 1(e). The homogeneous DS state, with $n$ electrons in each atom, is difficult to stabilize in the HF calculations, mainly at large $J_H$. When stabilized, it has larger energy than the charge modulated DS state. As shown in Fig. 2 the DS state is unstable towards phase separation at $n = 6$, see Appendix A but can be stabilized by electron doping. As expected for first order transitions, PS appears at the boundary between the different magnetic phases. The instability at $n \gtrsim 6.5$, which only involves the DS state, has a different origin: it is caused by a negative compressibility related to the charge modulation.

Fig. 2(b) also evidences an electron-hole asymmetry around the undoped composition $n = 6$. In agreement with the strong coupling predictions, for $n = 5$ $(\pi, \pi)$...
correlations dominate, even at large \( J_H \) (calculations at \( J_H/U = 0.28 \) give similar results). When \( n \) increases, the \((\pi,0)\) state becomes lower in energy, being the ground state in a wide region of parameters. For \( n > 6 \) and intermediate or large \( U \) the DS state is found. A larger tendency to DS solutions with increasing \( n \) is also expected in the Heisenberg description. Within HF, the electron-hole asymmetry close to \( n = 6 \) gets reduced as \( U \) decreases.

We finally analyze the effect of the Fe-As-Fe geometry on the magnetic interactions. A direct relation between the Fe-As-Fe angle and the critical superconducting temperature \( \Delta_{\text{SC}} \)

and as well as on the magnetic ordering

which involves orbital reorganization is present in both approaches. This cannot be explained within the nesting picture and allows us to identify a metallic region of the phase diagram where strong coupling physics is relevant. On the contrary the magnetic ordering close to the non-magnetic transition could be due to nesting. Both pictures seem to be important to describe magnetism in iron pnictides. Our results uncover the effect of \( J_H \) on the stabilization of \((\pi,0)\) ordering. Due to virtual transitions involving filled orbitals, a larger \( J_H \) produces a strong decrease of the exchange constants leading to small AF or even FM \( J_1 \). This could help understand the neutron scattering experiments. \(^{18}\) Ferromagnetism appears at large \( J_H \) in the Heisenberg approach, while a double stripe phase shows up in Hartree-Fock. Electron doping enhances ferromagnetic (double-stripe) tendencies, while large hole-doping leads to checkerboard ordering, in agreement with experiments. \(^{25,26}\)

Note added. Recently, similar results with hole doping were obtained by the variational Monte Carlo method. \(^{25}\)
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**Appendix A: Calculation details**

Starting from localized atomic states we map the 5-orbital interacting Hamiltonian of Eq.(1) in a classical Heisenberg Hamiltonian with exchange interactions to first and second nearest neighbors.

**FIG. 3:** (Color online) Mean field magnetic phase diagram in the grand canonical ensemble as a function of \( U \) and \( J_{HH}/U \) and for \( n = 6 \) (a) and as a function of \( U \) and \( n \) for \( J_{HH}/U = 0.22 \) (b). Same color code as in Fig. applies. White regions are unstable towards phase separation.

**FIG. 4:** (Color online) (a) First and second nearest neighbor exchange constants \( J_1^{(3)} \) and \( J_2^{(3)} \) as a function of \( \alpha \), the angle formed by the Fe-As bond and the Fe plane, for \( n = 6, U = 5 \) eV, and \( J_{HH}/U = 0.22 \). (b) Energies of the most competitive magnetic orderings as a function of \( \alpha \) for the parameters in (a). The sequence of magnetic orderings with increasing \( \alpha \) is \((\pi,0), (\pi,\pi), \) and FM. Vertical lines delimitate the experimentally relevant values of \( \alpha \).
Here \( \{ \lambda \} \) labels the considered orbital configuration (as defined in Fig. 1 (a)), \( \bar{S}_i = \sum_\beta \bar{S}_{i,\beta} \) the atomic moment and \( \langle i, j \rangle \) and \( \langle i, j \rangle \) are restricted to first and second nearest neighbors respectively. We restrict to atomic states with maximum total spin \( S \) (\( S = 2 \) for \( n = 6 \) and \( S = 5/2 \) for \( n = 5 \)) and maximum \( |S_2| \) (\( S_2 = \pm 2 \) and \( S_2 = \pm 5/2 \) for \( n = 6 \) and \( n = 5 \) respectively). With this, \( E_0^{(\lambda)} \) and \( J_{1,2}^{(\lambda)} \) are

\[
E_0^{(\lambda)} = \sum_{\langle i, j \rangle, \langle \langle i, j \rangle \rangle} \frac{E^{(\lambda)}_{P,i,j} + E^{(\lambda)}_{P,AP,i,j}}{4}, \tag{A2}
\]

\[
J_{1,2}^{(\lambda)} = \frac{E_{P,i,j}^{(\lambda)} - E_{P,AP,i,j}^{(\lambda)}}{4}, \tag{A3}
\]

with \( i, j \) two first (second) nearest neighbors for \( J_1 \) (\( J_2 \)). \( E^{(\lambda)}_{P,i,j} \) and \( E^{(\lambda)}_{P,AP,i,j} \) are the energies corresponding to two parallel or antiparallel spins at \( i \) and \( j \). The factor of 4 (instead of 2) corrects the bond double-counting in Eq. (A1). When using Eqs. (A2) and (A3) we are neglecting quantum fluctuations. In this sense we are treating the spin classically. As discussed in the text and below, the classical approximation provides good understanding on the magnetic interactions dominant in iron pnictides. Quantum fluctuations are expected to be of little importance for large spins. The spin states \( S = 2 \) and \( S = 5/2 \) discussed in the text are large enough to justify the classical treatment of spins.

P and AP energies can be written in terms of atomic and magnetic energies

\[
E_{P,AP,i,j}^{(\lambda)} = E_{at}^{(\lambda)} + E_{P,AP,i,j}^{(\lambda),mag}, \tag{A4}
\]

where \( E_{at}^{(\lambda)} \) accounts for the interaction and crystal field energy to charge the atoms to the selected \( n = 6 \) or \( n = 5 \) states, while \( E_{P,AP,i,j}^{(\lambda),mag} \) is the magnetic contribution. \( E_{at}^{(\lambda)} \) enters in the value of the constant \( E_0^{(\lambda)} \) but cancels out in the expression of the exchange constants \( J_{1,2}^{(\lambda)} \). We simplify \( E_{at}^{(\lambda)} \) to \( E_{at}^{x^2-y^2} = 0 \) and \( E_{at}^{z^2-r^2} = \epsilon_{3z^2-r^2} - \epsilon_{x^2-y^2} \) per atom, as the other terms drop out from the calculation. For \( n = 6 \)

\[
E_{AP,i,j}^{(\lambda),mag} = -\sum_{\eta,\nu} \frac{2(t_{i,j}^{(\nu)})^2}{J^2 + \Delta E_+} \left( \frac{\Delta E_2}{U + 3J_H + \epsilon_\eta - \epsilon_\nu + \Delta E_+} + \frac{\Delta E_2}{U + 3J_H + \epsilon_\eta - \epsilon_\nu + \Delta E_-} \right)
+ \frac{1/5}{U - 3J_H + \epsilon_\eta - \epsilon_\nu} + \frac{4/5}{U + 2J_H + \epsilon_\eta - \epsilon_\nu}.
\]

Here \( \eta \) and \( \nu \) label half-filled orbitals and \( \lambda \) refers to the filled one; \( t_{i,j}^{(\nu)} \) are the hopping amplitudes between orbitals \( \beta \) and \( \gamma \) in atoms \( i \) and \( j \) respectively. The first term in Eq. (A5) includes virtual transition from half-filled orbitals in one atom to half-filled orbitals in a neighbour atom and takes into account that the intermediate state is not an eigenstate of the pair hopping operator. The second term is associated with virtual transitions of an electron from the filled orbital to a half-filled orbital in the other atom. Only the electron whose spin is opposite to the magnetic moment of the neighbor atom can hop. The state left behind is not an eigenstate of the Hund’s term.

When the magnetic moments of the two atoms are parallel the only transitions allowed involve the filled orbital. The contribution of these transitions is

\[
E_{P,AP,i,j}^{(\lambda),mag} = -\sum_{\eta,\nu} \frac{2(t_{i,j}^{(\nu)})^2}{U - 3J_H + \epsilon_\eta - \epsilon_\nu}. \tag{A6}
\]

For \( n = 5 \) and \( S = 5/2 \), \( E_{P,AP,i,j}^{S=5/2, mag} = 0 \) and

\[
E_{AP,i,j}^{S=5/2, mag} = -\sum_{\eta,\nu} \frac{2(t_{i,j}^{(\nu)})^2}{U + 4J_H + \epsilon_\eta - \epsilon_\nu}. \tag{A7}
\]

In this latter case, the exchange constants are clearly AF. Whether a \((\pi, \pi)\) or \((\pi, 0)\) state is favoured depends on the relative values of \( J_1 \) and \( J_2 \). As shown in Fig. 1, for \( n = 5 \) \((\pi, \pi)\) ordering is always preferred.

The \( n = 6 \) case is more interesting. For \( J_H = 0 \) the contribution of the transitions which depart from filled orbitals is the same with P or AP ordering. Consequently they do not affect the magnetic ordering, and the exchange constants, driven by the transitions from half-filled orbitals are AF. With increasing \( J_H \) their contribution is larger in the P case. At a given \( J_H \) these transitions favor FM ordering. For small \( J_H \) the transitions from half-filled orbitals still dominate, but at large \( J_H \) \( J_1^{(\lambda)} \) and \( J_2^{(\lambda)} \) become ferromagnetic. Due to different \( t_{i,j}^{(\nu)} \) in each of these terms the value of \( J_H \) at which this happens is different for each exchange constant.

Another interesting aspect regards \( E_0^{(\lambda)} \). The contribution of \( E_{P,AP,i,j}^{(\lambda), mag} \) to \( E_0^{(\lambda)} \) can be seen as the energy gain associated to creating magnetic moments, even if on average they do not order. When mapping to Heisenberg models it is usual to disregard \( E_0 \) because if a single atomic state is selected its value does not affect the differences in energy between magnetic states. However, for \( n = 6 \), the small crystal field splitting between \( x^2-y^2 \) and \( 3z^2-r^2 \) requires the inclusion of two different atomic states. Due to different hopping amplitudes involving these orbitals, \( E_0^{x^2-y^2} \neq E_0^{3z^2-r^2} \) is found. This can be observed in Fig. 5 as a function of the Fe-As-Fe and Hund’s coupling. Consequently \( E_0^{(\lambda)} \) helps select the atomic state \( \{ \lambda \} \), with the a priori unexpected result that the atomic state in which \( 3z^2-r^2 \) is filled is
preferred in a wide range of parameters. Note that the formation of magnetic moments is favoured in the experimentally relevant range of Fe-As-Fe angle and at large Hund’s coupling. The large values of \( E_0^{(\lambda)} \) also explain the large values of the total energy, despite the relatively small values of the exchange constants.

We have compared these predictions with a self-consistent mean-field Hartree Fock calculation which includes non-magnetic (NM), FM, and AF states with \( Q = (\pi, 0), Q = (\pi, \pi), \) and DS ordering. In the DS calculation the system is divided into two interpenetrating lattices coupled via first nearest neighbor hopping terms. The axis and orbital basis is rotated and a \((\pi, 0)\) state along the Fe-diagonals is assumed. In the mean-field calculation only spin and orbital-diagonal average terms are kept:

\[
\begin{align*}
n_\gamma &= \sum_{k, \sigma} \langle c_{k, \gamma, \sigma}^\dagger c_{k, \gamma, \sigma} \rangle \\
m_\gamma &= \sum_k \left[ \langle c_{k+Q, \gamma, \uparrow}^\dagger c_{k+Q, \gamma, \downarrow} \rangle - \langle c_{k+Q, \gamma, \downarrow}^\dagger c_{k+Q, \gamma, \uparrow} \rangle \right].
\end{align*}
\]

We have checked that this approximation does not have any influence on the mean field results: Disregarded terms are of order \( \sim 10^{-3} \). Several initial configurations for \( n_\gamma \) and \( m_\gamma \) are probed for each ordered state. A self-consistent solution is considered to be ordered (insulating) when the magnetic moment \( m \) (gap) is larger than 0.001.

The phase diagrams in Fig. 2 and Fig. 7 (right panel) have been obtained comparing the energies of the mean-field solutions at fixed density. Different phases have a different energy \( E \) versus density \( n \) relation. Jumps in the chemical potential \( \mu \) appear at first-order boundaries between ordered phases. In such situations phase separation is expected. In a range of densities the system decreases its energy by allowing relative fractions of the two neighboring magnetic phases. \( n = 6 \) may belong to this range of densities for values of the interactions close to phase boundaries. To determine the region of phase space unstable towards phase separation in Fig. 3 we work in the grand-canonical ensemble (fixed chemical potential) and compare \( E - \mu n \) for the different states. The chemical potential can be calculated as \( \partial E / \partial n \) or by looking at the energy of the last state occupied in metallic systems, both methods giving the same value. \( \mu \) jumps discontinuously when crossing a gap. According to Maxwell’s construction, phase boundaries between two phases 1 and 2 are given by \( E_1 - \mu n_1 = E_2 - \mu n_2 \). Neither phase 1 nor phase 2 are stable in the range \( n_1 < n < n_2 \). A phase separated mixture of both phases arises.

Phase separation for a given phase will also appear with negative compressibility, i.e. \( \mu \) decreases with increasing \( n \). This is observed in the DS state in several ranges of \( n \), including \( n = 6 \) and \( n \leq 6.5 \). In this case phase separation happens between states with the same magnetic ordering but different density. Densities \( n_1 \) and \( n_2 \) are determined as above. Note, that while at \( n = 6 \) DS is intrinsically unstable towards phase separation, at this density phase separation between DS and \((\pi, 0)\) is favored.

**Appendix B: \((\pi, 0)\) versus \((\pi, \pi)\). Crystal field sensitivity**

Fig. 2 shows the phase diagram corresponding to \( n = 6 \) calculated at fixed density. The mean field ground state evolves from a non-magnetic solution with zero magnetic moment and orbital fillings close to the non-interacting ones at small \( U \) to \((\pi, 0)\) and \((\pi, \pi)\) states with \( m = 4 \mu_B \), with \( \mu_B \) a Bohr magneton, as in an atomic \( S = 2 \) state at large \( U \). As seen in Fig. 3 in the \((\pi, 0)\) state every orbital except \( x^2 - y^2 \) tends to half filling at large \( U \), \( x^2 - y^2 \) becoming completely filled. This orbital filling is
expected on the basis of the crystal field splitting. On the other hand, in the \((\pi, \pi)\) state, it is the \(3z^2 - r^2\) orbital the one which fills completely while \(x^2 - y^2\) tends to half-filling. This orbital filling competes with the crystal field, in agreement with the strong coupling predictions.

The competition between crystal field and magnetic energy suggests a strong sensitivity of the \((\pi, \pi) - (\pi, 0)\) transition to the crystal field splitting \(\epsilon_{3z^2 - r^2} - \epsilon_{x^2 - y^2}\). Such a sensitivity is manifest in Fig. 7 where the stability of the different phases is shown for a crystal field splitting \(\epsilon_{3z^2 - r^2} - \epsilon_{x^2 - y^2} = 150\) meV, 100 meV larger than the one used in Fig. 2 and Fig. 3. This modification of the crystal field is below the accuracy of the tight-binding. The region of stability of the \((\pi, 0)\) state in Fig. 7 is considerably larger than in Figs. 2 and 3.

This orbitally reorganized \((\pi, \pi)\) state is a clear signature of strong-coupling physics for \(U \gtrsim 2.2\) eV. On the contrary, its absence for smaller values of \(U\) suggests a nesting-driven \((\pi, 0)\) state.

---
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