LOCALIZATION OF A ONE-DIMENSIONAL SIMPLE RANDOM WALK AMONG POWER-LAW RENEWAL OBSTACLES
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Abstract. We consider a one-dimensional simple random walk killed by quenched soft obstacles. The position of the obstacles is drawn according to a renewal process with a power-law increment distribution. In a previous work, we computed the large-time asymptotics of the quenched survival probability. In the present work we continue our study by describing the behaviour of the random walk conditioned to survive. We prove that with large probability, the walk quickly reaches a unique time-dependent optimal gap that is free from obstacles and gets localized there. We actually establish a dichotomy. If the renewal tail exponent is smaller than one then the walk hits the optimal gap and spends all of its remaining time inside, up to finitely many visits to the bottom of the gap. If the renewal tail exponent is larger than one then the random walk spends most of its time inside of the optimal gap but also performs short outward excursions, for which we provide matching upper and lower bounds on their length and cardinality. Our key tools include a Markov renewal interpretation of the survival probability as well as various comparison arguments for obstacle environments. Our results may also be rephrased in terms of localization properties for a directed polymer among multiple repulsive interfaces.
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Introduction

When put under a certain type of constraint, a random walk may be localized in an atypically small region of space, in contrast to the unconstrained diffusive behaviour. This phenomenon can be observed in various models and under different forms. Let us mention for instance the collapse transition of a polymer in a poor solvent \[11\], the pinning of a polymer on a defect line \[23, 24\], as well as in the parabolic Anderson model \[28\], localization of a polymer in a heterogeneous medium \[13\], confinement of random walks among obstacles \[44\]. Such models, which are often motivated by Biology, Chemistry or Physics, offer challenging mathematical problems and have been an active field of research.

In this paper we consider a discrete-time one-dimensional simple random walk on \(\mathbb{Z}\) among quenched random obstacles drawn from a renewal process. Equivalently, the picture is that of a \((1 + 1)\)-directed polymer among randomly located repulsive defect lines. Assuming that the increment (or gap) distribution of the renewal process has a power-law decay with tail exponent \(\gamma\) (see (1.1)), we proved in a previous work \[38, Theorem 2.2\] that the logarithm of the quenched probability to survive up to time \(n\), rescaled by \(n^{\gamma/(\gamma+2)}\), converges in distribution to

\[
\inf_{(x,y) \in \Pi} \left( \lambda x + \frac{\pi^2}{2y^2} \right),
\]

where \(\Pi\) is a Poisson point process on \([0, +\infty) \times (0, +\infty)\) with explicit intensity measure and \(\lambda\) is a constant (the Lyapunov exponent) depending on the gap distribution and on the killing strength of the obstacles. As we pointed out in [38], this is a hint that the random walk conditioned to survive for a long time \(n\) should eventually localize near an optimal gap whose position and length correspond (after suitable renormalization) to the minimizer of (0.1). In the present paper, we refine our analysis to prove such localization results. We actually establish that the random walk quickly reaches a unique optimal gap (in the sense that the hitting time is negligible in front of \(n\)) and roughly stays there for the time left.

To be more precise, our study reveals a dichotomy:

- When \(\gamma > 1\), the random walk is allowed to perform short excursions outside of the optimal gap, see Theorem 1.2.
- When \(\gamma < 1\) the random walk reaches the optimal gap and may touch its boundary for a \(O(1)\) amount of time after which it remains inside the optimal gap, see Theorem 1.3.
Since the obstacles are drawn according to a renewal process, our work provides an example of localization in a correlated disordered environment. Influence of spatial correlations has been investigated in other contexts such as localization of directed polymers with space-time noise [31], Brownian motion in correlated Poisson potential [32, 33, 39] as well as Anderson localization, both by mathematicians [26, 27, 34] and physicists [2, 14, 46]. In our model however, the extreme value statistics of the gaps are more relevant than the correlation structure itself. Those are related to the heavy tails of the gap distribution. Influence of heavy tails in localization phenomena has been considered in the context of directed polymers [3, 5, 16, 25, 48] as well as in the parabolic Anderson model [6, 8, 12, 21, 35, 47]. Heavy tails also play a decisive role in trap models, see e.g. [4, 15].

Random motion among random obstacles has been intensively studied in the past decades. We refer to Sznitman’s monograph [44] for a thorough analysis of Brownian motion among Poissonian obstacles in dimension \(d \geq 1\). More recently, Ding, Fukushima, Sun and Xu [17, 18, 19] gave detailed results in the case of Bernoulli hard obstacles in dimension \(d \geq 2\). We will give a more complete description of the results for Bernoulli (soft or hard) obstacles, as well as a comparison with our own work and techniques, in Comment 5 (Section 1.3).

Note that our model can also be interpreted as a directed \((1 + 1)\) polymer interacting with multiple repulsive interfaces. In this context, the probability to survive turns out to be the partition function while the distribution of the random walk conditioned to survive coincides with the polymer measure (see (1.7), (1.8) and the paragraph below these two equations). This statistical mechanics point of view was adopted in our previous work [38] and previously by Caravenna and Pétrélis [9, 10] (see Comment 3 in Section 1.3).

1. Model and results

Throughout the paper, the sets of positive and non-negative integers are respectively denoted by \(\mathbb{N}\) and \(\mathbb{N}_0 = \mathbb{N} \cup \{0\}\).

1.1. Definition of the model. Simple random walk and hitting times. Let \(S = (S_n)_{n \geq 0}\) be a simple random walk on \(\mathbb{Z}\) starting from the origin and defined on a probability space \((\Omega, \mathcal{A}, P)\). We use \(P_x\) when the walk rather starts at \(x \in \mathbb{Z}\). We denote by \(H_x\) (resp. \(H_A\)) the first hitting time of \(x\) (resp. the set \(A\)) starting from time 1 while \(\tilde{H}_x\) (resp. \(\tilde{H}_A\)) is the first hitting time of \(x\) (resp. the set \(A\)) starting from time 0. For all subsets \(I\) of \(\mathbb{N}_0\), we denote \(S_I = \{S_n, n \in I\}\).

Obstacle set and killed random walk. An environment is a subset of \(\mathbb{Z}\) whose elements are called obstacles. The intervals between consecutive obstacles shall be referred to as gaps. Let \(\beta > 0\), the value of which is fixed through the paper. Given an environment \(\tau\), we define the random walk killed by the obstacles as follows. Each time the walk \(S\) visits an obstacle, it has a probability \(1 - e^{-\beta}\) to be killed, independently of the previous visits to \(\tau\). Moreover, the walk is killed with probability one when visiting \(\mathbb{Z}^- := \mathbb{Z} \setminus \mathbb{N}\). This assumption is only for technical convenience and does not hide anything deep. We denote by \(\sigma\) the time of death. In other terms, \(\sigma = \sigma(S, \mathcal{N}, \tau) = \theta_{\mathcal{N}} / H_{\mathbb{Z}^-}\), where \(\theta = (\theta_n)_{n \geq 0}\) are the consecutive visits of the walk to \(\tau\) (\(\theta_0 = 0\) when there is an obstacle at the starting point) and \(\mathcal{N}\) is an \(\mathbb{N}\)-valued Geometric random variable with parameter \(1 - e^{-\beta}\) that is also defined on \((\Omega, \mathcal{A}, P)\) and independent of the random walk \((S_n)_{n \geq 0}\). We will also sometimes consider
Assumption on the obstacles. Let \( \gamma > 0 \). In this article we consider a random environment \( \tau = (\tau_n)_{n \geq 0} \) that is a discrete \( \mathbb{N}_0 \)-valued renewal process defined on a probability space \((\Omega_{\text{obs}}, \mathcal{A}_{\text{obs}}, \mathbb{P})\), which starts from \( \tau_0 = 0 \) and such that the increments \( (\tau_i - \tau_{i-1})_{i \geq 1} \) are i.i.d., \( \mathbb{N} \)-valued, and satisfy

\[
\mathbb{P}(\tau_i - \tau_{i-1} = n) \overset{n \to \infty}{\sim} c_\tau n^{-(1+\gamma)}, \quad i \in \mathbb{N},
\]

for some positive constant \( c_\tau \). The point \( \tau_i \) indicates the position of the \( i \)-th obstacle along the integer line. The length of the gap \( (\tau_i - 1, \tau_i) \) is denoted by \( T_i := \tau_i - \tau_{i-1} \) for \( i \geq 1 \). As \( \sigma = \sigma(S, N, \tau) \) it may be viewed as a random variable defined on the probability space \((\Omega \times \Omega_{\text{obs}}, \mathcal{A} \otimes \mathcal{A}_{\text{obs}}, \mathbb{P} \otimes \mathbb{P})\) or, when \( \tau \) is fixed, as a random variable defined on \((\Omega, \mathcal{A}, \mathbb{P})\).

As we study quenched properties of the walker, we will in the following mainly consider this last point of view.

Notation. Let us collect here some notation that we use throughout the paper and which we keep as close as possible to that of [38].

- (Dependence on parameters) We may add a superscript to the symbol \( \mathbb{P} \) when we work with a different value of \( \beta \). For convenience, the dependence of \( \sigma \) and \( \sigma \) on the environment will be written explicitly only when it is not the one defined in (1.1).
- (Expectation) For all events \( A \) (measurable with respect to the random walk) we sometimes use the standard notation \( \mathbb{E}(X, A) = \mathbb{E}(X 1_A) \).
- (Moment Generating Functions) If \( \{u(n)\}_{n \geq 1} \) is a sequence of non-negative real numbers then we denote by

\[
\hat{u}(f) = \sum_{n \geq 1} \exp(fn) u(n)
\]

its \([0, \infty]-valued\) moment generating function \( f \geq 0 \).
- (Records) The sequence of gap records, denoted by \( (T^*_k)_{k \geq 1} \) and defined by

\[
T^*_k = T_{i(k)},
\]

where

\[
i(1) = 1 \quad \text{and} \quad i(k + 1) = \inf\{i > i(k) : T_i > T_{i(k)}\},
\]

plays an important role in our analysis. We also define for \( k \in \mathbb{N} \),

\[
\tau_k^* := \tau_{i(k) - 1},
\]

that is the obstacle at the bottom of the gap \( T^*_k \) and

\[
H_k^* := H_{\tau_k^*}
\]

is the hitting time of \( \tau_k^* \).
- (Statistical mechanics terminology) We shall write for all events \( A \) (measurable with respect to the random walk) and \( n \in \mathbb{N} \),

\[
Z_n(A) := \mathbb{P}(A, \sigma > n), \quad Z_n := Z_n(\Omega),
\]

so that

\[
\mathbb{P}(A | \sigma > n) = Z_n(A)/Z_n.
\]
The quantity $Z_n$ is referred to as the partition function and the measure $Z_n(\cdot)/Z_n$ as the polymer measure. This terminology comes from statistical mechanics: one can indeed consider the path $(k, S_k)_{0 \leq k \leq n}$ as a $(1 + 1)$-directed polymer among horizontal interfaces located at heights $(\tau_i)_{i \geq 0}$. Each time this polymer touches one of these interfaces it increases its energy by one, so that the Hamiltonian associated to this model writes $H_n(S) = \sum_{i=1}^{n} 1\{S_i \in \tau_i\}$ and the polymer (probability) measure has a density with respect to the simple random walk law that is proportional to $\exp\{-\beta H_n(S)\}$ where $\beta$ plays the role of the inverse temperature. One can easily check that the partition function of this model, that is the renormalisation constant, coincides with the probability $P(\sigma > t)$ to survive up to time $t$, while the polymer measure writes $Z_n(\cdot)/Z_n$. In the following we adopt the most convenient terminology, according to context.

1.2. Results. In order to formulate our results we need to introduce additional notation. Confinement estimates. For all $t \in \mathbb{N}$, $g(t)$ denotes the asymptotic rate of decay of the probability that the walk stays confined in a slab of width $t$. More precisely, we define for $n \in \mathbb{N}$,

\begin{equation}
q_t(n) = P_0(\inf\{k > 0: S_k \in \{-t, 0, t\}\} = n),
\end{equation}

and

\begin{equation}
g(t) := -\log \cos\left(\frac{\pi}{t}\right) = \frac{\pi^2}{2t^2} \left[1 + \frac{\pi^2}{6t^2} + o\left(\frac{1}{t^2}\right)\right],
\end{equation}

where the $o$ holds as $t \to \infty$. The following result will be used many times throughout the paper:

Lemma 1.1. There exist $T_0 > 0$ and $c_1, c_2, c_3, c_4, c_5 > 0$ such that for all $t > T_0$,

\begin{equation}
\frac{c_3}{t^3 \wedge n^{3/2}} e^{-g(t)n} \leq q_t(n) \leq \frac{c_4}{t^3 \wedge n^{3/2}} e^{-g(t)n},
\end{equation}

with the upper bound valid for all $n \in \mathbb{N}$ and the lower bound valid (i) for all $n \in 2\mathbb{N}$ and (ii) for all $n \in 2\mathbb{N} - 1$ with the extra conditions that $n \geq c_5 t^2$ and $t \in 2\mathbb{N} - 1$. Moreover, for all $n \in \mathbb{N}$ and $t > T_0$,

\begin{equation}
\frac{c_1}{t \wedge n^{1/2}} e^{-g(t)n} \leq \sum_{i > n} q_t(i) \leq \frac{c_2}{t \wedge n^{1/2}} e^{-g(t)n}.
\end{equation}

A crucial point here is the uniformity of the constants. The proof of Lemma 1.1 and other useful results concerning the generating functions of ruin probabilities are collected in Appendix A.

Localization interval. We recall from [38] the notation $N = n^{\frac{3}{1 + \gamma}}$ that appears to be the relevant scale for studying localization, and also the function

\begin{equation}
G_n^{\beta}(\ell) = \frac{\lambda(\beta, \ell - 1)(\ell - 1)}{N} + g(T_0) \frac{n}{N}, \quad \ell \in \mathbb{N},
\end{equation}

where

\begin{equation}
\lambda(\beta, \ell) := -\frac{1}{\ell} \log P_0(H_{\tau_\ell} < \sigma), \quad \ell \in \mathbb{N},
\end{equation}

with the convention $\lambda(\beta, 0) = 0$. We also remind the reader that from [38, Proposition 2.1], the function $\lambda$ is defined for all $\beta > 0$ by

\begin{equation}
\lambda(\beta) = \lim_{\ell \to +\infty} \lambda(\beta, \ell),
\end{equation}
where the convergence holds $P - a.s.$ and in $L_1(P)$. Let
\begin{equation}
\ell_0 = \ell_0(n, \tau, \beta) = \arg \min_{\ell \geq 1} G_n^\beta(\ell),
\end{equation}
which is uniquely defined when $n$ is large, on an event of large $P$-probability (see (2.13) and Proposition 2.3 below). On the asymptotically unlikely event of more than one minimizer we define $\ell_0$ as the smallest one. Note that $\ell_0$ necessarily corresponds to one of the gap records, i.e. there exists $k_0 = k_0(n, \tau, \beta)$ such that $T_{\ell_0} = T_{k_0}^\ast$. The following interval (which depends on $n, \beta$ and the obstacles):
\begin{equation}
I_{\text{loc}}^{(n)} = (\tau_{k_0}^\ast, \tau_{k_0}^\ast + T_{k_0}^\ast) = (\tau_{\ell_0 - 1}, \tau_{\ell_0}).
\end{equation}
will be referred to as optimal gap or localization interval. We shall often omit the dependence on $n$ in order to lighten notation.

Let us now introduce some random variables that will help us describe the trajectory of the random walk once it has reached the optimal gap. We first define
\begin{equation}
\bar{\theta} = \{\bar{\theta}_i\}_{i \geq 0} = \{k \geq 0 \colon S_k \in \{\tau_{\ell_0 - 1}, \tau_{\ell_0}\}\},
\end{equation}
that is the increasing sequence of times at which the walk visits the boundary of the optimal gap. Note that $\bar{\theta}$ is both a (delayed) renewal process and a subset of $\theta$. Note also that $\bar{\theta}_0$ is the hitting time of the optimal gap and thus coincides with $H_{\tau_{\ell_0 - 1}}$ under $P$. Let
\begin{equation}
N(n) = \sup \{i \geq 0 \colon \bar{\theta}_i \leq n\} \quad (\sup \emptyset = 0),
\end{equation}
be the number of excursions “in” or “out” of the localization interval and, for all $a, b \in \{0, 1\}$,
\begin{equation}
N_{\text{in}}^{a,b}(n) = \text{card}\{0 \leq k \leq N(n) \colon S_{\bar{\theta}_k} = \tau_{\ell_0 - 1 + a}, S_{\bar{\theta}_{k+1}} = \tau_{\ell_0 - 1 + b}, S_{(\bar{\theta}_k, \bar{\theta}_{k+1})} \subseteq I_{\text{loc}}\}
\end{equation}
be the number of excursions inside the localization interval (from one side of the interval to the same one when $a = b$ and crossing the interval when $a \neq b$), and
\begin{equation}
N_{\text{out}}^a(n) = \text{card}\{0 \leq k \leq N(n) \colon S_{\bar{\theta}_k} = S_{\bar{\theta}_{k+1}} = \tau_{\ell_0 - 1 + a}, S_{(\bar{\theta}_k, \bar{\theta}_{k+1})} \cap I_{\text{loc}} = \emptyset\}
\end{equation}
be the number of excursions outside of the localization interval. Finally, we denote by
\begin{equation}
T_{\text{out}}(n) = \text{card}\{\bar{\theta}_0 \leq k \leq n \colon S_k \notin I_{\text{loc}}\}
\end{equation}
the time spent by the random walk outside of the localization interval between the first contact with $I_{\text{loc}}$ and the final time $n$.

We now have all the notation in hands to state our results, which we split in two theorems respectively dealing with the case of integrable gaps ($\gamma > 1$) and non-integrable ones ($\gamma < 1$). This is justified by the fact that the localization of the random walk in $I_{\text{loc}}^{(n)}$ is stronger when $\gamma < 1$.

**Theorem 1.2** (Case $\gamma > 1$). For all $\kappa, p \in (0, 1)$ there exists $C > 0$ such that, for $n$ large enough and for all $a, b \in \{0, 1\}$
\begin{equation}
P\left(H_{\tau_{\ell_0 - 1}} \leq \kappa n, \frac{n}{CT_{\ell_0}} \leq N_{\text{in}}^{a,b}(n), N_{\text{out}}^a(n), T_{\text{out}}(n) \leq C\frac{n}{T_{\ell_0}} \mid \sigma > n\right) \geq 1 - p,
\end{equation}
with $P$-probability larger than $1 - p$. 

Theorem 1.3 (Case $\gamma < 1$). For all $\kappa, p \in (0, 1)$, there exists $C > 0$ such that, for $n$ large enough,
\begin{equation}
(1.24) \quad P\left( H_{\tau_{0-1}} \leq \kappa n, \forall k \in [H_{\tau_{0-1}} + C, n], S_k \in I_{\text{loc}}^{(n)} \bigg| \sigma > n \right) \geq 1 - p,
\end{equation}
with $\mathbb{P}$-probability larger than $1 - p$.

1.3. Comments. Let us give a few comments about our results.

(1) (Lyapunov exponent) Our definition of the Lyapunov exponent in (1.14) and (1.15) does not coincide with [44, Section 5.2] where the index of the obstacle is replaced by the distance to the origin. This is actually irrelevant when $\gamma > 1$, by the Law of Large Numbers, but not when $\gamma < 1$.

(2) (Alternative definition of the optimal gap) In our results the localization interval $I_{\text{loc}}^{(n)}$ is defined via the minimizer $\ell_0$ of the function $G$. Actually it could also be defined using the simpler function $\tilde{G}$ and its minimizer $\tilde{\ell}_0$ defined only later in (2.11) and (2.12). These two functions are indeed close to each other for the value of $\ell$ of interest, so that their respective minimizers coincide (see the definition of $B_1^{(n)}$ in (2.13) and the proof of Lemma B.1 that states that the latter event occurs with large probability when $n$ goes to infinity).

(3) (Heuristics for the dichotomy) Caravenna and Pétrélis [9] considered the case of deterministic gaps scaling like $t_n \approx n^\alpha$. They proved that the value $\alpha = 1/3$ is the frontier between two different regimes. If $1/3 < \alpha < 1/2$ then the random walk conditioned to survive spends all of its time inside of a single gap, up to finitely many visits to the obstacle sitting at the starting point. If $0 < \alpha < 1/3$ then excursions in-between consecutive visits to the obstacle set have length $t_n^{(n)} \approx n^{3\alpha}$ and the total number of excursions is $n^{1-3\alpha}$, in order of magnitude. This gives a heuristic explanation of the critical value $\gamma = 1$, since the relevant gaps are of order $n^{1/(\gamma+2)}$ in our model (see also Remark 2.2 below). In order not to lengthen too much the paper, we restrain from treating the case $\gamma = 1$, for which one should probably replace the constant prefactor in (1.1) by a slowly varying function.

(4) (Hitting time of the optimal gap) The fact that the random walk reaches the optimal gap in a time $o(n)$ was already observed in the case of Bernoulli obstacles, see [44, Corollary 5.7]. Our theorems do not provide a lower bound for the hitting time of the optimal gap and we actually do not believe that our upper bound is sharp. This is suggested by the fact that, for $x \in \mathbb{N}$, the random walk under $P(\cdot | \sigma > H_x)$ is a Markov chain with explicit transitions (see [38, Proposition 3.6] for a precise formulation). Using standard tools from the theory of random walks in random environment, one can thus establish that as $x \to \infty$,
\begin{equation}
(1.25) \quad E(H_x|\sigma > H_x) \sim (\text{cst}) \begin{cases} 
  x^2 & (\gamma < 1) \\
  x^{2/\gamma} & (1 < \gamma < 2) \\
  x & (2 < \gamma).
\end{cases}
\end{equation}
Letting $x = \tau_{\ell_0-1}$, this leads to an estimate for the expected hitting time of the optimal gap that is much smaller than $n$. We postpone to future work a more precise study of $H_{\tau_{0-1}}$ under $P(\cdot | \sigma > n)$.

(5) (Bernoulli obstacles) The case of Bernoulli obstacles has been extensively studied in the literature. In dimension $d = 1$ this corresponds to obstacles being distributed
in an i.i.d. fashion, or equivalently, to the gaps being independent and geometrically distributed,

\begin{equation}
\mathbb{P}(T_1 = n) = (1 - p)^{n-1}p, \quad n \in \mathbb{N}, \quad p \in (0, 1).
\end{equation}

In all dimensions, there exists a constant \( c > 0 \) such that the quenched survival probability satisfies the following large-time asymptotics:

\begin{equation}
\mathbb{P}(\sigma > n) = \exp \left( - [c + o(1)] \frac{n}{(\log n)^{2/d}} \right),
\end{equation}

where the convergence holds \( \mathbb{P} \)-almost-surely, see [44, Theorem 5.1] and [1, 22, 43].

The fact that the mode of convergence differs from [38, Theorem 2.2] comes from the difference in extreme value asymptotics. To the best of our knowledge, the strongest result regarding path localization in dimension one is [44, Corollary 5.7], which states (in the context of Brownian motion in Poisson obstacles) that the walk conditioned to survive hits one of several possible pockets of localization in a time \( o(n) \) and remains there. These pockets are at distance of order \( n(\log n)^{-3} \) from the origin and have a diameter of order \( (\log n)^{2+o(1)} \), as \( n \to \infty \). There remains the question of whether the walk targets a unique pocket of localization (referred to as one city or one island property in the parabolic Anderson literature). In a recent series of papers, Ding, Fukushima, Sun and Xu [17, 18, 19] have answered this question in the positive (among other finer results) in the case of hard obstacles \( (\beta = +\infty) \) and dimension \( d \geq 2 \). Interestingly, the same authors expect the walk to make excursions up to length \( (\text{cst}) \log n \) outside of the localization ball, see [17, Remark 1.4]. This echoes the existence of short excursions outside of the localization interval that we establish in our model, when the gap exponent is larger than one.

The extreme value statistics in the Bernoulli case differs from ours. Indeed, under assumption (1.26), one may check that the point measure associated to the collection \( (i/n, |\log(1 - p)|T_i - \log n) \) for \( i \in \mathbb{N} \) converges in distribution to a Poisson point process on \( (0, \infty) \times \mathbb{R} \) with intensity measure \( dx \otimes e^{-y}dy \). Therefore, the difference between two competing gaps is of a much smaller order than in our case. This explains why it is difficult to isolate one among all the many gaps which contribute to the first order asymptotic of the survival probability. See the discussion in [44, Section 6.1], in particular (1.15). In contrast, the existence of a unique localizing gap in our model may be already conjectured from the first-order asymptotics of the survival probability, which is expressed as the solution of a variational problem. Also, the decomposition technique (according to the furthest visited record gap) that we use to derive upper bounds and Proposition 3.1 (a preliminary weak form of localization) seems too weak to handle Bernoulli obstacles, since the ratio between a given record gap and all the (many) competing gaps will be dangerously close to one in that case. The enlargement of obstacles technique (see [44, 45] and references therein) was designed to tackle such situations by providing an elaborate coarse-graining of the obstacle environment, which is then split into safe and dangerous zones (the so-called clearings and forests). Our method is more elementary but sufficient to handle polynomial gap distribution. Let us stress however that we do need more refined renewal techniques to go from Proposition 3.1 to the more detailed localization results of Theorems 1.2 and 1.3.
(6) **(Parabolic Anderson model)** The random walk in random obstacles belongs to the more general framework of the Parabolic Anderson Model (PAM), that is a random walk sampled according to a probability measure proportional to

\[
\exp \left( \sum_{1 \leq i \leq n} \omega(S_i) \right),
\]

where \( \{\omega(x)\}_{x \in \mathbb{Z}^d} \) is a field of random variables called potential, see König [28] for an account on this topic and the appendix therein for a discussion of open problems. In the language of the PAM, Theorems 1.2 and 1.3 correspond to a one city (or one island) theorem. Such results have been obtained for the PAM with heavy-tailed i.i.d. potentials [29]. In our case, the potential \( \omega(x) = -\beta 1_{\{x \in \tau\}} \) is bounded and correlated. In contrast with the i.i.d. setup, the width of the heavy-tailed gaps then plays the decisive role, rather than the height of the potential. For other results about localisation in a similar framework, see also [7, 30].

1.4. **Organisation of the paper.** The proof of Theorems 1.2 and 1.3 proceeds in two steps: we show that (1.23) and (1.24) hold on a certain subset \( \text{Good}_n \subseteq \Omega_{\text{obs}} \) (defined in Section 2) and then prove that this subset has a large \( \mathbb{P} \)-probability (Appendix B). The proof of the first part is itself decomposed in two parts:

1. Control of the hitting time of the optimal gap (Section 3);
2. Description of the trajectory of the random walk started at the lower boundary of the optimal gap (Sections 5 and 6). In both sections the main tool is the comparison between the random walk conditioned to survive with a certain Markov renewal process that we define and study in Section 4.

We finally assemble these different parts in Section 7.

1.5. **Reminder on the case of equally spaced obstacles.** Caravenna and Pétrélis [9] treated the case of equally spaced obstacles, which we refer to as the *homogeneous* case, in the sense that increments of \( \tau \) are all equal. We summarize their results here as we use them repeatedly in the following (recall the difference between \( \sigma \) and \( \sigma \)).

**Proposition 1.4** (Homogeneous case, see Eq. (2.1)-(2.3) in [9]). Assume \( \tau = t\mathbb{Z} \), where \( t \in \mathbb{N} \). There exists a positive constant \( \phi(\beta, t) \) such that

\[
\phi(\beta, t) = -\lim_{n \to \infty} \frac{1}{n} \log \mathbb{P}(\sigma > n),
\]

with

\[
\phi(\beta, t) = \frac{\pi^2}{2t^2} \left[ 1 - \frac{4}{e^\beta - 1} \frac{1}{t} + o \left( \frac{1}{t} \right) \right].
\]

Moreover, it is the only solution of the equation:

\[
\mathbb{E}[\exp(\inf\{n \in \mathbb{N}: S_n \in \tau\})] = \hat{q}_t(\phi) = \exp(\beta), \quad \beta \geq 0.
\]

Note that the first order term in the expansion of \( \phi(\beta, \cdot) \) does not depend on \( \beta \) and coincides with that of (1.10). We may drop the subscript \( \beta \) when there is no risk of confusion. The function \( \phi(\beta, \cdot) \) provides an upper bound on the survival probabilities even when the obstacles are not equally spaced:
Proposition 1.5. (See Proposition 3.4 in [38]) Let \((\tau_i)_{i \in \mathbb{N}}\) be any increasing sequence of integers with \(\tau_0 = 0\) and let \(t_i = \tau_i - \tau_{i-1}\) for all \(i \in \mathbb{N}\). There exists a constant \(C > 0\) (that does not depend on \(\tau\)) such that for all \(0 \leq k < r < \ell\) and \(n \geq 1\), one has

\[
P_\tau(\sigma \land H_{\tau_k} \land H_{\tau_r} > n) \leq C n^2 (\ell - k) \exp(-\phi(\beta, \max\{t_i: k < i \leq \ell\})n).
\] (1.32)

This statement may look stronger than in [38, Proposition 3.4] as the constant \(C\) does not depend on \(\tau\) anymore. An inspection of the proof of [38, Proposition 3.4] reveals that it is actually the case. We refer to [38, Section 3.2] for more details on these confinement estimates.

2. Good obstacles environment

In this section we define the event \(\text{Good}_n\) of good environments (in the sense that on this event (1.23) and (1.24) are satisfied) and state that this event happens with large probability. The event \(\text{Good}_n\) is defined as the intersection of the event \(\Omega_n\) introduced in [38] (recalled right below) and additional events specific to this paper.

Reminder from previous work. We first recall the definition of \(\Omega_n\) in [38] that depends on parameters \(\delta, \varepsilon, \varepsilon, \eta > 0\). In order to be exhaustive we list the various notation and objects involved in the definition of \(\Omega_n\) and point out where they have been introduced in [38]:

1. The constant \(C_1\) is a positive constant so that
   \[
   1/(C_1 t^2) \leq g(t), \phi(\beta, t) \leq C_1/t^2, \quad t \in \mathbb{N}.
   \] (2.1)

   Its existence is guaranteed by (1.10) and (1.30).

2. The exponent \(\kappa\) is defined by
   \[
   \kappa = \begin{cases} 
   \frac{2}{\gamma} & \text{if } \gamma \leq 1 \\
   -\frac{1}{\gamma} & \text{if } 1 < \gamma < 2 \\
   \frac{1}{\gamma} & \text{if } \gamma \geq 2.
   \end{cases}
   \] (2.2)

3. The constant \(T_0\) comes from Lemma 1.1.

4. Recall (1.3) and (1.4). The sets of records are defined by
   \[
   R(a, b) = \{k \in \mathbb{N}: a \leq i(k) \leq b\}, \quad R(\varepsilon, n) = i(R(\varepsilon, n)), \quad a, b \in \mathbb{N}, \ a < b,
   \] (2.3)

   while \(h: (A, L, \alpha) \in (0, \infty)^3 \mapsto A^{2L}/[2\alpha e^\beta (e^\beta - 1)]\) comes from [38, Lemma 3.8].

5. The functions \(\alpha, T_0\) and \(f: z \in (0, \pi) \mapsto z/\sin(z)\) are defined in [38, Lemma 3.7]

6. We define for \(k \geq 1\)
   \[
   f_k := 2f \left( \pi \frac{T_{k-1}^*}{T_k^*} \left[ 1 + \frac{C}{(T_k^*)^2} \right] \right),
   \] (2.4)

   where the constant \(C\) is the same as the one in [38, Lemma 3.7].

7. Given \(\alpha > 0\) and \(k \in \mathbb{N}\), we define the set of bad edges as
   \[
   B_{k, \alpha} = \{j < i(k), \ T_j > \alpha T_k^*\},
   \] (2.5)

   and its cardinal
   \[
   L_{k, \alpha} = |B_{k, \alpha}|.
   \] (2.6)

8. The functions \(\lambda(\cdot)\) and \(\lambda(\cdot, \cdot)\) are defined in (1.14) and (1.15).
Remark 2.1. We point out a mistake that is easy to correct in the definition of good environment and define analogously

\[ \tilde{\ell}_0 = \tilde{\ell}_0(n, \tau, \beta) = \arg\min_{\ell \geq 1} \tilde{G}_n^\beta(\ell) \]

where

\[ \tilde{G}_n^\beta(\ell) = \lambda(\beta) \frac{\ell - 1}{N} + \frac{\pi^2}{2T_\ell} \frac{n}{N}, \quad N = n^{\frac{\gamma}{\ell + 2}}. \]

(9) For \( n \geq 1 \) we define the random point measure

\[ \Pi_n = \sum_{i=1}^{\infty} \delta\left(\frac{i-1}{n}, \frac{\tau_i}{n}\right). \]

We are now ready to recall the definition of \( \Omega_n \):

\[ \Omega_n(\delta, \varepsilon_0, \varepsilon, \eta) = \bigcap_{i=1}^{11} A_n^{(i)}(\delta, \varepsilon_0, \varepsilon, \eta), \]

with

\[ A_n^{(1)} = \begin{cases} \{ \tau_{N+1}^2 < n^{\frac{2(\gamma - 1)}{4(\gamma + 2)}} \} & \text{if } \gamma < 2, \\ \{ \tau_{N+1}^2 < n^{\frac{2(\gamma - 1)}{4(\gamma + 2)}} \} & \text{if } \gamma \geq 2, \end{cases} \]

\[ A_n^{(2)}(\varepsilon_0) := \{ T_k \leq \delta N^{\frac{\gamma}{2}}, \quad \forall k \leq \varepsilon_0 N \} \]

\[ A_n^{(3)}(\varepsilon_0) := \{ \tau N / \varepsilon_0 < n \} \]

\[ A_n^{(4)}(\delta) := \{ \exists \ell \in \{ N, \ldots, 2N \} : T_\ell \geq \mathcal{F}_0 \lor \delta N^{\frac{\gamma}{2}} \} \]

\[ A_n^{(5)}(\varepsilon_0, \varepsilon) := \{ \forall k \in R_0(n), \ T_k^* > \mathcal{F}_0(\varepsilon) \lor \delta N^{\frac{\gamma}{2}} \} \]

\[ A_n^{(6)}(\varepsilon_0, \varepsilon) := \{ \forall k \in R_0(n), \ f_k \leq \exp(n^{\frac{\gamma}{2(\gamma + 2)}}) \} \]

\[ A_n^{(7)}(\varepsilon_0, \varepsilon) := \{ \forall k \in R_0(n), \ T_k^* > h(f_k, L_k, \alpha(\varepsilon), \alpha(\varepsilon)) \} \]

\[ A_n^{(8)}(\varepsilon_0) := \{ |R(1, N/\varepsilon_0)| \leq \log(N/\varepsilon_0)^2 \} \]

\[ A_n^{(9)}(\delta) := \{ |\lambda(2N, \beta) - \lambda(\beta)| \leq \frac{\gamma}{2N} \} \]

\[ A_n^{(10)}(\varepsilon_0, \varepsilon, \eta) := \{ |\lambda(\ell - 1, b) - \lambda(b)| \leq \frac{\gamma n}{2}, \quad \forall \ell \geq \varepsilon_0 N, \ b \in \{ \beta, \beta - \varepsilon \} \} \]

\[ A_n^{(11)}(\varepsilon_0) := \{ \Pi_N([0, \varepsilon_0^{-\gamma/2}] \times [\varepsilon_0^{-1}, +\infty[) = 0 \}. \]

Remark 2.1. We point out a mistake that is easy to correct in the definition of \( A^{(11)} \) in [38]. With the new definition above it is easy to check, adapting [38, (6.41)], that

\[ \lim_{\varepsilon_0 \to 0} \liminf_{n \to \infty} P(A_n^{(11)}(\varepsilon_0)) = 1. \]

Furthermore, the event \( A_n^{(11)}(\varepsilon_0) \) is used in the proof of [38, Theorem 2.2] only, more precisely in [38, (6.58)]. With the correct definition of \( A_n^{(11)}(\varepsilon_0) \) above, this part of the proof is now valid assuming that \( \varepsilon_0 \) has been chosen small enough so that \( \varepsilon_0^{-\gamma/2} \geq \frac{\varepsilon_0^{-2}}{\lambda(\beta - \varepsilon)} \).

New conditions. We turn to the five new conditions that we add to the previous ones to define a good environment. Recall (1.16) and define analogously

\[ \tilde{\ell}_0 = \tilde{\ell}_0(n, \tau, \beta) = \arg\min_{\ell \geq 1} \tilde{G}_n^\beta(\ell) \]

where

\[ \tilde{G}_n^\beta(\ell) = \lambda(\beta) \frac{\ell - 1}{N} + \frac{\pi^2}{2T_\ell} \frac{n}{N}, \quad N = n^{\frac{\gamma}{\ell + 2}}. \]
We define for \( \varepsilon_0 \in (0, 1), \varepsilon \in (0, \beta/2), \eta > 0, \rho \in (0, \frac{1}{2}) \), \( J \in \mathbb{N} \) and \( C \in \mathbb{N} \) the events (2.13)

\[
B_n^{(1)}(\varepsilon_0) = \begin{cases}
\ell_0(\beta) \text{ and } \tilde{\ell}_0(\beta) \text{ are uniquely defined,} \\
\varepsilon_0 N \leq \ell_0(\beta) = \tilde{\ell}_0(\beta) \leq \varepsilon_0^{-1} N, \\
\varepsilon_0 N^{\frac{1}{2}} \leq T_{\ell_0(\beta)} \leq \varepsilon_0^{-1} N^{\frac{1}{2}}
\end{cases}
\]

\[
B_n^{(2)}(\eta) = \begin{cases}
\min_{\ell \neq \ell_0} G^\beta_n(\ell) - \min_{\ell} G^\beta_n(\ell) \geq 2\eta
\end{cases}
\]

\[
B_n^{(3)}(\rho) = \begin{cases}
\rho T_{\ell_0} < \max_{i \neq \ell_0, i < (k_0 + 1)} T_i < (1 - \rho) T_{\ell_0}
\end{cases}
\]

\[
B_n^{(4)}(J) = \begin{cases}
\forall \ell \geq J, \max_{1 \leq i \leq \ell} T_{\ell_0 + i} \leq \ell \frac{4 + \gamma}{4 - \gamma}
\end{cases}
\]

\[
B_n^{(5)}(\varepsilon_0, \varepsilon, C) = \{ \text{card} \{ k \in [\varepsilon_0 N, \varepsilon_0^{-1} N] : T_k \geq \frac{4(\varepsilon)\varepsilon_0}{4 N^{\frac{1}{2}}} \} \leq C \}.
\]

The first event assures that the optimal gap is well defined and gives a first control on its position and its width.

**Remark 2.2.** Note also that the last inequality in \( B_n^{(1)} \) implies that \( n \geq T_{\ell_0}^3 \), provided \( \gamma > 1 \) (resp. \( n \leq T_{\ell_0}^3 \), provided \( \gamma < 1 \)) if \( n \) is large enough. This dichotomy will become important in the following.

The second event guarantees that the strategy of localization in the optimal gap is the most favorable one. The third event allows us to control the ratio between the optimal gap and the second largest gap in the interval \([0, \tau_{k_0 + 1}]\), that is the interval between the origin and the \((k_0 + 1)\)-th record gap. The fourth event provides a control on the lengths of the gaps below and above the optimal gap, relatively to their distance to the latter. Note that the exponent \( \frac{4 + \gamma}{4 - \gamma} \) in the definition of \( B_n^{(4)} \) is somewhat arbitrary and that it could be safely replaced by \( c/\gamma \) for any \( 1 < c < 1 + \gamma/2 \). We choose \( c = 1 + \gamma/4 \) in order to avoid a new parameter. Finally, the fifth event allows us to control the number of gaps competing with the optimal one in the proof of Proposition 3.1.

**Definition of a good environment.** We may now define

\[
(2.14) \quad \text{Good}_n(\delta, \varepsilon_0, \varepsilon, \eta, \rho, J, C) := \Omega_n(\delta, \varepsilon_0, \varepsilon, \eta) \cap \left( \bigcap_{1 \leq i \leq 5} B_n^{(i)}(\varepsilon_0, \varepsilon, \rho, J, C) \right).
\]

In the following we will prove that (1.23) and (1.24) hold on \( \text{Good}_n \) so that the proofs of Theorems 1.2 and 1.3 will be complete once we prove

**Proposition 2.3.** For all \( \rho \in (0, 1) \), for all \( \delta, \varepsilon_0, \eta, \rho \in (0, \frac{1}{2}) \) small enough and \( J \geq 1 \) large enough, for all \( \varepsilon \in (0, \beta/2) \), there exists \( C = C(\varepsilon_0, \varepsilon) \) such that

\[
(2.15) \quad \liminf_{n \to \infty} \mathbb{P}(\text{Good}_n(\delta, \varepsilon_0, \varepsilon, \eta, \rho, J, C)) \geq 1 - \rho.
\]

We defer the proof of this proposition to Appendix B.

3. Hitting time of the optimal gap

In this section we only focus on the first event on the left-hand sides of (1.23) and (1.24), that is the one dealing with the hitting time of the localization interval. What happens after
this hitting time will be studied in the next sections. We first provide in Proposition 3.1 a rough control on the behaviour of the random walk conditioned to survive, namely that with large probability, it reaches the gap with label \( i(k_0) \) (corresponding to the minimizer of \( G_n \)) but it does not reach the gap \( i(k_0 + 1) \) (corresponding to the next record gap). We then refine this result in Proposition 3.2 to get the desired upper bound on the hitting time of the optimal gap. Recall the notation from (1.6).

**Proposition 3.1.** Let \( p \in (0, 1), \delta > 0. \) There exists \( \varepsilon_0 > 0 \) so that for all \( \eta \in (0, 1) \) and for all \( \varepsilon \) small enough (depending on \( \varepsilon_0 \) and \( \eta \)), if \( n \) is large enough and \( \tau \in \text{Good}_n(\delta, \varepsilon_0, \varepsilon, \eta) \),

\[
P(H_{k_0}^e \leq n < H_{k_0 + 1}^e | \sigma > n) \geq 1 - p.
\]

**Proof of Proposition 3.1.** Recall the definitions of \( C_1 \) in (2.1) and \( \lambda \) in (1.15) and fix \( \varepsilon_0 \) small enough so that

\[
\frac{\beta}{\varepsilon_0} > 2(C_1 \delta^{-2} + \lambda(\beta)),
\]

\[
\varepsilon_0^{-1/\gamma} > 4C_1(C_1 \delta^{-2} + \lambda(\beta)).
\]

We have to prove that

\[
\frac{\sum_{k \neq k_0} Z_n^{(k)}}{Z_n} \leq p,
\]

where

\[
Z_n^{(k)} = Z_n(H_k^e \leq n < H_{k+1}^e).
\]

Recall (2.3). We first get rid of all the records that do not lie in \( R_{\varepsilon_0}(n) \). In Step 1 of [38, Proposition 5.1] we proved that on \( \Omega_n(\delta, \varepsilon_0) \),

\[
Z_n \geq \frac{c_1}{2\sqrt{n}} \exp\{-N(2C_1 \delta^{-2} + 2\lambda(\beta) + o(1))\},
\]

\[
\sum_{k \in R(N/\varepsilon_0, \infty)} Z_n^{(k)} \leq e^{-\beta N/\varepsilon_0},
\]

\[
\sum_{k \in R(0, \varepsilon_0 N)} Z_n^{(k)} \leq Z_n(H_{\varepsilon_0} > n) \leq \exp\left(-\frac{\varepsilon_0^{-1/\gamma} N}{2C_1}\right).
\]

Together with the choice of parameters in (3.2), this implies that if \( n \) is large enough

\[
\frac{\sum_{k \notin R_{\varepsilon_0}(n)} Z_n^{(k)}}{Z_n} \leq p.
\]

We turn to the records in \( R_{\varepsilon_0}(n) \) that are not \( k_0 \). We consider \( \eta \) and \( \varepsilon \) positive, the latter being small enough so that the conclusion of [38, Lemma 3.7] is valid. We recall the lower bound on \( Z_n \) obtained in [38, Proposition 4.1]: on \( \Omega_n(\delta) \),

\[
Z_n \geq \exp\{-N \min_{1 < \ell \leq N \vee n} G_n^\beta(\ell) + o(N)\}.
\]

In Eq. (5.20) in Step 2 of [38, Proposition 5.1] we derived an upper bound on \( Z_n^{(k)} \) for \( k \in R_{\varepsilon_0}(n) \) on \( \Omega_n(\delta, \varepsilon_0, \varepsilon) \). If we restrict to \( k \neq k_0 \) this upper bound becomes

\[
Z_n^{(k)} \leq 2C n^5 \exp\left(-N \min_{\ell \in R_{\varepsilon_0}(n)} G_n^{\beta-\varepsilon}(\ell) + o(N)\right).
\]
Similarly as in Step 3 and summing only over \( k \in R_{\varepsilon_0}(n), k \neq k_0 \), we obtain
\[
\sum_{k \in R_{\varepsilon_0}(n) \atop k \neq k_0} Z_n^{(k)} \leq 2\varepsilon_0^{-1} C n^6 \exp \left\{ -N \min_{\ell \in R_{\varepsilon_0}(n) \atop \ell \neq \ell_0} G_n^{\beta - \varepsilon}(\ell) + o(1) \right\}
\]
for all \( \varepsilon > 0 \), \( \beta > 0 \) such that for all \( n, k, k_0 \), \( 0 < k_0 < n \), \( k_0 < \sigma n \), \( n \) large enough, \( \varepsilon > 0 \), \( \beta > 0 \). This implies that on \( A(\varepsilon_0, \varepsilon, \eta) \cap B_n^{(1)}(\varepsilon_0) \cap B_n^{(2)}(\eta) \),
\[
\min_{\ell \neq \ell_0} G_n^{\beta - \varepsilon}(\ell) - \min_{\ell \neq \ell_0} G_n^{\beta}(\ell) = \min_{\ell \neq \ell_0} G_n^{\beta}(\ell) - \min_{\ell \neq \ell_0} G_n^{\beta}(\ell) + \min_{\ell \neq \ell_0} G_n^{\beta - \varepsilon}(\ell) - \min_{\ell \neq \ell_0} G_n^{\beta}(\ell)
\]
\[
\geq 2\eta - \max_{\varepsilon_0 N \leq \ell \leq N/\varepsilon_0} |\lambda(\ell - 1, \beta - \varepsilon) - \lambda(\ell - 1, \beta)| \frac{\ell - 1}{N}
\]
\[
\geq 2\eta - 3 \frac{\varepsilon_0 \eta \varepsilon_0^{-1} N}{2} \geq \frac{\eta}{2}.
\]
Together with (3.10), this concludes the proof.

With this weak localization result in hands, we are now able to control the hitting time of the optimal gap.

**Proposition 3.2.** Let \( p, \kappa \in (0, 1) \) and \( \delta \in (0, 1) \). There exists \( \varepsilon_0 > 0 \) so that for \( \eta \in (0, 1) \), \( \rho \in (0, 1/2) \), \( C \geq 1 \) and for all \( \varepsilon > 0 \) small enough (depending on \( \varepsilon_0 \) and \( \eta \)), \( n \) large enough and \( \tau \in \text{Good}_n(\delta, \varepsilon_0, \varepsilon, \rho, C) \),
\[
P(H_{\tau_{k_0-1}} > \kappa n | \sigma > n) \leq p.
\]

**Proof of Proposition 3.2.** Note that \( H_{k_0}^* = H_{\tau_{k_0-1}}^* \). We first observe that for all \( 0 \leq M \leq n \),
\[
P^\beta(H_{\tau_{k_0-1}} > M | \sigma > n) \leq P^\beta(M < H_{k_0}^* \leq n < H_{k_0+1}^* | \sigma > n) \leq P^\beta(n \notin [H_{k_0}^*, H_{k_0+1}^*)) | \sigma > n).
\]
Using Proposition 3.1, there exists \( \varepsilon_0 \) such that for \( \eta > 0 \) and \( \varepsilon \) small enough, on \( \text{Good}_n(\delta, \varepsilon_0, \varepsilon, \eta) \) and \( n \) large enough,
\[
P^\beta(n \notin [H_{k_0}^*, H_{k_0+1}^*)) | \sigma > n) \leq p.
\]
To manage the first term in the r.h.s. of (3.13), we first provide an upper bound on \( P^\beta(M < H_{k_0}^* \leq n < H_{k_0+1}^*, \sigma > n) \). By applying the Markov property at \( H_{k_0}^* \) and using the Chebyshev inequality, we obtain for all \( \phi \geq 0 \),
\[
P^\beta(M < H_{k_0}^* \leq n < H_{k_0+1}^*, \sigma > n)
\]
\[
\leq \sum_{m=M}^{n} P^\beta(H_{k_0}^* = m, n < H_{k_0+1}^*, \sigma > n)
\]
\[
\leq \sum_{m=M}^{n} e^{-\phi m} E^\beta(e^{\phi H_{k_0}^*}, H_{k_0}^* < \sigma) P_{\tau_{k_0}}^\beta(\sigma \land H_{k_0+1}^* > n - m).
\]
From Proposition 1.5 we obtain that on $B_n(\epsilon_0)$,

\begin{equation}
\mathbb{P}^x_{\tau_{k_0}} (\sigma \land \mathcal{H}_{k_0}^* > n - m) \leq C n^3 e^{-\phi(\beta, \tau_{k_0}^*)} (n - m).
\end{equation}

We now turn to the upper bound on $\mathbb{E}^x(e^{\phi H_{k_0}^*}, H_{k_0}^* < \sigma)$. To this end, let us first recall the notation from [38]:

- $(X_k)_{k \in \mathbb{N}_0}$ is the sequence of the obstacles indexes successively visited by the random walk, that is the process defined by $\tau X_k = S_{\theta_k}$;
- $\zeta_k = \inf\{n \in \mathbb{N} : X_n = i(k)\}$.

The idea is to condition the random walk $S$ on $X$ and use the technical Laplace transform estimates in [38, Lemma 3.7] with the choice $t = (1 - \rho/2)T_{k_0}$ and $\phi := \frac{\pi^2}{2((1 - \rho/2)\tau_{k_0}^*)^2}$. We rewrite $\phi := (1 + c(\rho))\frac{\pi^2}{\tau_{k_0}^*}$ with the suitable choice of $c(\rho) > 0$. At the cost of choosing $\eta > 0$ and then $\varepsilon > 0$ even smaller (so that the assumptions of Proposition 3.1 and [38, Lemma 3.7] are satisfied), we may assume that

\begin{equation}
\lambda'(\beta^-) \frac{\varepsilon}{\varepsilon_0} + \eta < \kappa c(\rho)\varepsilon_0^2 \frac{\pi^2}{2},
\end{equation}

where $\lambda'(\beta^-)$ is the left derivative of the convex function $\lambda$ at $\beta$, for reasons that will become clear at the end of the proof. This choice of $t$ and $\phi$ guarantees that the assumption of [38, Lemma 3.7] are satisfied on $B_n(\epsilon_0) \cap \mathcal{A}_n(\epsilon_0, \varepsilon)$ and provide $\alpha(\varepsilon) > 0$. This leads us to introduce for $\rho \in (0, 1/2)$ (recall the definition of $f$ in Item 5 of Section 2),

\begin{equation}
\begin{align*}
f_{k_0}(\rho) &= 2f\left(\frac{\pi T_{k_0}^*/(1 - \rho/2)T_{k_0}^*}{\left[1 + \frac{C}{(T_{k_0}^*)^2}\right]} \right) \\
B_{k_0, \alpha(\varepsilon)}(\rho) &= \{j < i(k_0) : T_j > (1 - \rho/2)\alpha(\varepsilon)T_{k_0}^*\} \\
L_{k_0, \alpha(\varepsilon)}(\rho) &= \{|B_{k_0, \alpha(\varepsilon)}(\rho)|\}.
\end{align*}
\end{equation}

In this way, we obtain (see [38, Step 2 in the proof of Proposition 5.1, Eq. (5.12)-(5.15)] for details)

\begin{equation}
\mathbb{E}^x(e^{\phi \mathcal{H}_{k_0}^*}, H_{k_0}^* < \sigma) \leq \mathbb{E}^x(e^{-\epsilon} (f_{k_0}(\rho)))_{\xi \leq \tau_{k_0}^*, |\mathcal{X}_{k_0} - \mathcal{X}_0| > (1 - \rho/2)\alpha(\varepsilon)T_{k_0}^*}, H_{k_0}^* < \sigma).
\end{equation}

We are now left with providing an upper bound for the moment generating function of $\{i \leq \xi_0 \leq \tau_{k_0}^* : |\mathcal{X}_{k_0} - \mathcal{X}_0| > (1 - \rho/2)\alpha(\varepsilon)T_{k_0}^*\}$ under $\mathbb{P}^x(\mathcal{H}_{k_0}^* < \sigma)$. This is precisely the role of [38, Lemma 3.8], which gives an upper bound depending on $L_{k_0, \alpha(\varepsilon)}(\rho)$ but requires some assumption on $T_{k_0}^*$. From the definition of $h(A, L, \alpha)$ in Item 5 it is clear that the function $h$ is increasing with $A$ and $L$ but decreasing with $\alpha$, so that on $B_n^{(3)}(\rho) \cap B_n^{(5)}(\varepsilon_0, \varepsilon, C)$,

\begin{equation}
h(f_{k_0}(\rho), L_{k_0, \alpha(\varepsilon)}(\rho), \alpha(\varepsilon)) \leq h(2f(\pi(1 - \rho/3)), C, \alpha(\varepsilon)).
\end{equation}

This implies that for $n$ large enough $(1 - \rho/2)T_{k_0}^* > h(f_{k_0}(\rho), L_{k_0, \alpha(\varepsilon)}(\rho), \alpha(\varepsilon))$. One may finally use [38, Lemma 3.8] (with $T_{k_0}^*$ replaced by $(1 - \rho/2)T_{k_0}^*$) to obtain that on $A_n^{(3)}(\varepsilon_0)$,

\begin{equation}
\mathbb{E}^x(e^{\phi \mathcal{H}_{k_0}^*}, H_{k_0}^* < \sigma) \leq 2(f_{k_0}(\rho))^{L_{k_0, \alpha(\varepsilon)}(\rho)} n\mathbb{P}^{\beta - \epsilon}(H_{k_0}^* < \sigma).
\end{equation}

On $B_n^{(3)}(\rho)$, as $f$ is non-decreasing, for $n$ large enough

\begin{equation}
f_{k_0}(\rho) \leq 2f(\pi(1 - \rho/3)).
\end{equation}
Note that on $B_n^{(5)}(\varepsilon_0, \varepsilon, C)$

$$L_{k_0, \alpha(\varepsilon)}(\rho) \leq \left| \{ \xi_0 N \leq j \leq \xi_0^{-1} N : T_j > \alpha(\varepsilon)(1 - \rho/2)\xi_0 N^{1/4} \} \right|$$

(3.23)

$$\leq \Pi_N \left( \left[ \xi_0, \xi_0^{-1} \right] \times \left[ \frac{\alpha(\varepsilon)\xi_0}{4}, +\infty \right) \right) \leq C.$$  

Combining the three previous bounds, we finally get:

(3.24)  

$$E^\beta(e^{\phi H_{k_0}}, H_{k_0}^* < \sigma) \leq 2 \left[ 2f(\pi(1 - \rho/3)) \right] C_n P^{\beta - \varepsilon}(H_{k_0}^* < \sigma).$$

With (3.16) and (3.24) in hands, one can turn back to (3.15) to get

(3.25)  

$$P^\beta(M < H_{k_0}^* \leq n < H_{k_0+1}^*, \sigma > n)$$

$$\leq 2 C n^4 \left[ 2f(\pi(1 - \rho/3)) \right] C_n P^{\beta - \varepsilon}(H_{k_0}^* < \sigma) \sum_{m=M}^n e^{-\phi(\beta, T_{k_0}^*)} e^{-\phi(\beta, T_{k_0}^*)} (n - m)$$

$$\leq 2 C n^4 \left[ 2f(\pi(1 - \rho/3)) \right] C_n P^{\beta - \varepsilon}(H_{k_0}^* < \sigma) e^{-\phi(\beta, T_{k_0}^*)} M - \frac{\pi^2}{2(T_{k_0}^*)^2} \sum_{m=M}^n e^{-\phi(\beta, T_{k_0}^*)} e^{-\phi(\beta, T_{k_0}^*)} (n - m).$$

Using the expansion of the functions $g$ and $\phi(\beta, \cdot)$ in (1.10) and (1.30) (see [38, Eq. (5.17)-(5.18)] for details) there exists some constant $C(\beta)$ so that on $B_n^{(1)}(\varepsilon_0) \cap A_n^{(5)}(\varepsilon_0, \varepsilon)$

(3.26)  

$$e^{-\left( \phi(\beta, T_{k_0}^*) - g(T_{k_0}^*) \right)} n \sum_{m=M}^n e^{-\left( \frac{\pi^2}{2(T_{k_0}^*)^2} \phi(\beta, T_{k_0}^*) \right) (n - m)} \leq n e^{C(\beta)\varepsilon_0^{-1}} e^{-\frac{\gamma_0}{n}}.$$ 

Moreover, on $A_n^{(10)}(\varepsilon_0, \varepsilon, \eta) \cap B_n^{(1)}(\varepsilon_0)$,

(3.27)  

$$P^{\beta - \varepsilon}(H_{k_0}^* < \sigma) \leq \exp \left\{ - \left( \lambda(\beta - \varepsilon) - \frac{\varepsilon_0 \eta}{2} \right) (\ell_0 - 1) \right\}$$

$$\leq \exp \left\{ - \left( \lambda(\beta - \varepsilon)(\beta^-) - \frac{\varepsilon_0 \eta}{2} \right) (\ell_0 - 1) \right\},$$

where we used for the last inequality that $\lambda$ is convex so that $\lambda(\beta - \varepsilon) \geq \lambda(\beta) - \varepsilon \lambda'(\beta^-)$.

Gathering all these intermediate estimates we finally obtain from (3.25) the bound

(3.28)  

$$P^\beta(M < H_{k_0}^* \leq n < H_{k_0+1}^*, \sigma > n)$$

$$\leq \exp \left\{ - g(T_{k_0}^*) n - c(\rho) \frac{\pi^2}{2(T_{k_0}^*)^2} M - \left( \lambda(\beta - \varepsilon)(\beta^-) - \frac{\varepsilon_0 \eta}{2} \right) (\ell_0 - o(N)) \right\}.$$ 

To complete our control of the first term in (3.13) we turn to the lower bound on $P^\beta(\sigma > n)$. On $B_n^{(1)}(\varepsilon_0) \cap \Omega_\varepsilon(\delta)$, one can use [38, Eq. (4.8) and Lemma 4.2] with $\ell = \ell_0$ so that

(3.29)  

$$Z_n \geq c_1 2^{\sqrt{n}} P^\beta(H_{k_0}^* < \sigma) e^{-g(T_{k_0}^*) n + o(N)},$$

where the $o(N)$ is a deterministic function of $N$. On $A_n^{(10)}(\varepsilon_0, \varepsilon, \eta)$, we finally obtain

(3.30)  

$$Z_n \geq c_1 2^{\sqrt{n}} e^{-\left( \lambda(\beta) + \frac{\varepsilon_0 \eta}{2} \right) (\ell_0 - 1)} e^{-g(T_{k_0}^*) n + o(N)}.$$
Choosing $M = \kappa n$, we get from (3.28) and (3.30)
\begin{equation}
\Pr(\kappa n < H^*_k < n < H^*_{k+1} | \sigma > n) \leq \exp \left\{ -c(\rho) \frac{\pi^2}{2(T^*_k)^2} \kappa n + (\varepsilon \lambda' \beta + \varepsilon \eta \kappa) \ell_0 + o(N) \right\}.
\end{equation}

On $B_n^{(1)}(\varepsilon_0)$, $\ell_0 \leq \varepsilon_0^{-1} N$ and $T^*_n \leq \varepsilon_0^{-1} N^\frac{1}{2}$ so that
\begin{equation}
\Pr(\kappa n < H^*_k < n < H^*_{k+1} | \sigma > n) \leq \exp \left\{ -N \left[ c(\rho) \kappa \frac{\pi^2 \varepsilon_0^2}{2} - \left( \frac{\varepsilon}{\varepsilon_0} \lambda' \beta + \eta \right) + o(1) \right] \right\}
\end{equation}
and the conclusion follows from the choice of $\varepsilon$ and $\eta$ in (3.17).

4. A related Markov renewal process

In this section we introduce a Markov renewal process that is related to the partition function of the polymer and, more generally, to the polymer measure itself. This auxiliary process turns out to be much easier to handle, due to its time-homogeneous Markov structure, and will be the main tool to establish localization results in the next two sections. The interpretation of the partition function using a renewal process is a standard and powerful tool in the field of polymer models. We refer the reader to [23, Chapter 1] for a simple but instructive example in the context of homogeneous pinning on a defect line as well as more refined models (see also [24]). This interpretation also plays a central role in the study of polymers interacting with multiple interfaces, see [9, 10]. As for Markov renewal processes, they have been previously applied to the pinning model with periodic disorder [23, Chapter 3] or with an annealed correlated Gaussian disorder [36, 37] and to the strip wetting model [42].

Let us outline the content of the present section. In Section 4.1, we introduce a transformation of the environment and the Markov renewal process with law $P$, see (4.24). We point its relation with the partition function in Proposition 4.2. In Section 4.2, we start our study of $P$ and provide estimates on the free energy (defined in (4.22)) by an extensive use of comparisons with other environments (see Lemmas 4.3 and 4.4). Section 4.3 is dedicated to the proof of two technical estimates (Lemmas 4.4.5 and 4.4.6) that will later be decisive for the description of $P$. In Section 4.4 we begin this description by proving that the transition probabilities of the auxiliary Markov chain are non-degenerate (see Lemma 4.7) and by providing estimates on the first two moments of the excursions lengths, depending on their type (see Lemma 4.10). We complete our description in Section 4.5 with a control on the mass renewal function (see Lemma 4.12) leading to estimates on the survival probability of the random walk starting from the lower boundary of the localization interval (see Lemma 4.13).

4.1. A Markov renewal interpretation of the partition function. Throughout this section, we consider that $\tau$ belongs to $Good_n$, which implies in particular that $\ell_0(n)$ is uniquely defined.

Re-parametrization. To simplify, we shall write
\begin{equation}
\tau_1 = \tau_1(n) := \tau_{\ell_0}(n), \quad \tau_2 = \tau_2(n) = \max_{i \neq \ell_0, i < i(k_0+1)} \tau_i.
\end{equation}

Note that $\tau_2$ corresponds to the second largest gap in the interval $[0, \tau^*_k + 1]$ that appears in the event $B_n^{(3)}(\rho)$, which now reads:
\begin{equation}
B_n^{(3)}(\rho) = \{ \rho \tau_1 < \tau_2 < (1 - \rho) \tau_1 \}.
\end{equation}
We replace all gaps after \( T_{k_0+1} \) by gaps of size 1: For \( k \geq 1 \),
\[
(4.3) \quad \mathbb{T}_k = \begin{cases} 
T_k & \text{if } k < i(k_0 + 1) \\
1 & \text{if } k \geq i(k_0 + 1).
\end{cases}
\]
The environment \( \mathbb{T} \) is then defined by \( \mathbb{T}_0 = 0 \) and, for \( n \geq 1 \),
\[
(4.4) \quad \mathbb{T}_n - \mathbb{T}_{n-1} = \mathbb{T}_n.
\]
Proposition 3.1 indicates that with high probability the walk does not reach the \( i(k_0 + 1) \)-th gap so that the behaviour of the walk under \( P(\cdot | \sigma(\tau) > n) \) or \( P(\cdot | \sigma(\bar{\tau}) > n) \) can be compared (this will be made precise in the proof of Theorem 1.2). Let us also write
\[
(4.5) \quad \begin{align*}
\tau^+_k &= \mathbb{T}_{\ell_0 + k} - \mathbb{T}_{\ell_0}, & k \in \mathbb{N}, \\
\tau^-_k &= \mathbb{T}_{\ell_0 - 1} - \mathbb{T}_{\ell_0 - k}, & k \in \{1, \ldots, \ell_0 - 1\},
\end{align*}
\]
so that we will sometimes refer to \( \mathbb{T} \) as \( (\tau^-, T_1, \tau^+) \). This notation will be specially handy when we later compare \( \mathbb{T} \) to other environments where \( \tau^- \) and \( \tau^+ \) are modified.

We define, for all \( m \geq 1 \), \( a, b \in \{0, 1\} \) and all events \( A \),
\[
(4.6) \quad \begin{align*}
Z^a_m(A) &= P_{\tau_0 \rightarrow \sigma(m, \mathbb{T}) > m, A}, \quad Z^a_m = Z^a_m(\Omega), \\
Z^{ab}_m(A) &= P_{\tau_0 \rightarrow \sigma(m, \mathbb{T}) > m, S_m = \tau_0 - 1 + b T_1, A}, \quad Z^{ab}_m = Z^{ab}_m(\Omega).
\end{align*}
\]
To lighten notation we may later use \( Z_m = Z^0_m \) and \( Z_m(A) = Z^0_m(A) \).

**Decomposition of the partition function and auxiliary Markov renewal process.** We recall that the visits to the boundary of the optimal gap are denoted by \( (\bar{\theta}_i)_{i \geq 0} \) (see \((1.18))\). We define
\[
(4.7) \quad \begin{align*}
X_i &= \frac{S_{\bar{\theta}_i} - \tau_{\ell_0 - 1}}{T_1} \in \{0, 1\}, & i \geq 0, \\
Y_i &= \begin{cases} 
in & \text{if } S(\bar{\theta}_{i-1}, \bar{\theta}_i) \subset I_{\text{loc}} \\
out & \text{if } S(\bar{\theta}_{i-1}, \bar{\theta}_i) \cap I_{\text{loc}} = \emptyset
\end{cases} & i \geq 1.
\end{align*}
\]
Recall \((1.9)\). In this section, we need to consider ruin probabilities depending on the exit point of the random walk. For convenience, we use the same notation as in \([9]\) (see \((2.5)\) and \((2.6)\) therein), that is, for \( t \in \mathbb{N} \):
\[
(4.8) \quad \begin{align*}
q^0_t(n) &= P_0(\inf\{k > 0 : S_k \in \{-t, 0, t\}\} = n, \ S_n = 0), \\
q^1_t(n) &= P_0(\inf\{k > 0 : S_k \in \{-t, 0, t\}\} = n, \ S_n = t),
\end{align*}
\]
so that for all \( n \in \mathbb{N} \),
\[
(4.9) \quad q_t(n) = q^0_t(n) + 2q^1_t(n).
\]
We refer to Appendix A.2 for useful results on the moment generating functions of these sequences.

For \( a, b \in \{0, 1\} \) and \( \ell \in \mathbb{N} \), define
\[
(4.10) \quad \begin{align*}
K_{\text{in}}(a, b, \ell) := Z^a_\ell(\bar{\theta}_1 = \ell, Y_1 = \text{in}, X_1 = b) &= \begin{cases} 
e^{-\beta} q^0_{t_1}(\ell) & \text{if } a = b \\
e^{-\beta} q^1_{t_1}(\ell) & \text{if } a \neq b,
\end{cases} \\
K_{\text{out}}(a, \ell) := Z^a_\ell(\bar{\theta}_1 = \ell, Y_1 = \text{out}),
\end{align*}
\]
and

\( K(a, b, y; \ell) := \begin{cases} K_{in}(a, b, \ell) & (y = \text{in}) \\ K_{out}(a, \ell) & (y = \text{out and } a = b) \\ 0 & \text{otherwise.} \end{cases} \) \hfill (4.11)

We define for all events \( A, \)

\( Z_m^{\text{pin}}(A) := Z_m(A, m \in \bar{\theta}), \)

and the pinned partition function \( Z_m^{\text{pin}} := Z_m^{\text{pin}}(\Omega) = Z_m^{00} + Z_m^{01}, \) which we decompose according to the contact points with the interfaces:

\[ Z_m^{\text{pin}} = \sum_{k=1}^{m} \sum_{0 < u_1 < \cdots < u_k = m} \sum_{x_1, \ldots, y_k \in \{0,1\}} \prod_{i=1}^{k} K(x_{i-1}, x_i, y_i; u_i - u_{i-1}), \] \hfill (4.13)

with the convention that \( u_0 = x_0 = 0. \) Note that the unpinned partition function is related to the pinned one via the relation:

\[ Z_m = \sum_{\substack{0 \leq k \leq m \\ a \in \{0,1\}}} Z_k^a Z_m - k(\bar{\theta}_1 > m - k). \] \hfill (4.14)

Next, we define for \( a, b \in \{0,1\} \) and \( f \geq 0 \) (recall (1.2)),

\[ \hat{K}(a, b, f) = \hat{K}_{in}(a, b, f) + \hat{K}_{out}(a, f)1_{\{a=b\}}. \] \hfill (4.15)

From (4.10) and Lemma 1.1, for all \( f < g(T_1) \) and \( a, b \in \{0,1\}, \) \( \hat{K}_{in}(a, b, f) < +\infty. \) Moreover, from [38, Proposition 3.5] and Proposition 1.4, for all \( a \in \{0,1\} \) and \( f < \phi(T_2), \)

\[ \hat{K}_{out}(a, f) \leq \sum_{\ell \geq 1} P(\sigma(T_2Z) > \ell)e^{f\ell} < +\infty. \] \hfill (4.16)

We define the \( \{0,1\}^2 \)-matrix

\[ \hat{K}(\cdot, \cdot, f) := \begin{pmatrix} \hat{K}_{in}(0, 0, f) + \hat{K}_{out}(0, f) & \hat{K}_{in}(0, 1, f) \\ \hat{K}_{in}(1, 0, f) & \hat{K}_{in}(1, 1, f) + \hat{K}_{out}(1, f) \end{pmatrix} \]

\[ = \begin{pmatrix} \hat{K}_{in}(0, 0, f) + \hat{K}_{out}(0, f) & \hat{K}_{in}(0, 1, f) \\ \hat{K}_{in}(0, 1, f) & \hat{K}_{in}(0, 0, f) + \hat{K}_{out}(1, f) \end{pmatrix} \]

where we have used that \( \hat{K}_{in}(1, 1, f) = \hat{K}_{in}(0, 0, f) \) and \( \hat{K}_{in}(0, 1, f) = \hat{K}_{in}(1, 0, f). \) Since the matrix \( \hat{K}(\cdot, \cdot, f) \) has positive entries, we may define \( \Lambda(f) \) as its Perron-Frobenius eigenvalue. We recall that (see [41, Proof of Theorem 1.1])

\[ \Lambda(f) = \sup_{v \in \mathbb{R}^{\{0\}}} \min_{i} \left( \frac{\hat{K}(\cdot, \cdot, f)v_i}{v_i} \right) \] \hfill (4.18)

so that \( f \to \Lambda(f) \) is continuous and increasing on \([0, g(T_1)).\)

For all \( \ell \in \mathbb{N}, \) let

\[ K_{in}(\ell) := K_{in}(0, 0, \ell) + K_{in}(0, 1, \ell) = K_{in}(1, 0, \ell) + K_{in}(1, 1, \ell). \] \hfill (4.19)

We shall later use the following routine inequality:

**Lemma 4.1.** For all \( f \geq 0, \)

\[ \min(\hat{K}_{out}(0, f), \hat{K}_{out}(1, f)) \leq \Lambda(f) - \hat{K}_{in}(f) \leq \max(\hat{K}_{out}(0, f), \hat{K}_{out}(1, f)). \] \hfill (4.20)
Proof of Lemma 4.1. Use Corollary 1 in [41, Section 1.1]. 

This implies that $\Lambda(0) < 1$ and since

$$
\hat{K}(0,0,f) \geq \hat{K}_{\text{in}}(0,0,f) = \frac{e^{-\beta} \theta_1}{2} \rightarrow \infty,
$$

as $f \uparrow g(T_1)$, we conclude that the equation

$$
\Lambda(f) = 1
$$

admits a unique solution in $(0,g(T_1))$ that we denote by $\phi = \phi(\tau^-, T_1, \tau^+)$ and call free energy. Thus, there exists a map $h : \{0,1\} \mapsto (0,\infty)$ such that

$$
\sum_{b \in \{0,1\}} \hat{K}(a,b,\phi) \frac{h(b)}{h(a)} = 1, \quad \forall a \in \{0,1\}.
$$

The relation in (4.23) allows us to define the law of a Markov renewal process $\mathcal{P}$ (which actually depends on $\beta$ and on the environment of obstacles) such that for all $i \in \mathbb{N}$, $b \in \{0,1\}$, $y \in \{\text{in}, \text{out}\}$,

$$
\mathcal{P}(\bar{\theta}_{i-1} = \ell, X_i = b, Y_i = y|\bar{\theta}_j, X_j, Y_j, j < i) = K(X_{i-1}, b, y, \ell) e^{\phi_{\ell}} \frac{h(b)}{h(X_{i-1})},
$$

with $\bar{\theta}_0 = 0$ and $X_0 = 0$ as initial state. In the rest of the paper, we shall use subscripts to specify the starting point of the modulating chain (which is zero by default):

$$
\mathcal{P}_a(\cdot) = \mathcal{P}(\cdot|X_0 = a).
$$

We use both subscripts and superscripts to specify the starting and ending points, namely, for $m \in \mathbb{N}_0$,

$$
\mathcal{P}^b_a(m \in \bar{\theta}, A) = \sum_{k \geq 0} \mathcal{P}(\bar{\theta}_k = m, X_k = b, A|X_0 = a).
$$

Let us now explain the link between the Markov renewal process $\mathcal{P}$ defined in (4.24) and the polymer measure. First, let $\mathcal{F} = \sigma(\bar{\theta}, X)$ and $\mathcal{F}_i = \sigma(\bar{\theta}_j, X_j, j \leq i)$ for $i \in \mathbb{N}$. Define for $m \in \mathbb{N}$ the following $\sigma$-algebra:

$$
\hat{\mathcal{F}}_m = \{ A \in \mathcal{F} : \forall i \geq 1, A \cap \{ \bar{\theta}_i = m \} \in \mathcal{F}_i \}.
$$

From (4.13) and (4.24), one can deduce

**Proposition 4.2.** For all $m \geq 1$ and $A \in \hat{\mathcal{F}}_m$,

$$
\mathcal{Z}^\text{pin}_m(A) e^{\phi_{\text{m}}} = \mathcal{P}^0_\text{in}(A, m \in \bar{\theta}) + \frac{h(0)}{h(1)} \mathcal{P}^1_{\text{out}}(A, m \in \bar{\theta}).
$$

4.2. Free energy estimates. Let us bound the free energy $\phi = \phi(\tau^-, T_1, \tau^+)$ defined in Section 4.1 by simpler quantities corresponding to the free energy for less and more favorable environments of obstacles. Let $\phi(t)$ be the free energy corresponding to the periodic environment $t\mathbb{Z}$ (see Proposition 1.4) and recall that $g(t)$ is given in (1.10). Then, we have the following

**Lemma 4.3.** The following inequalities hold:

$$
\phi(T_1) \leq \phi(\tau^-, T_1, \tau^+) \leq \phi(\mathbb{N}, T_1, \mathbb{N}) < g(T_1).
$$
Proof of Lemma 4.3. For the third inequality, there is nothing to prove as, by construction, φ(τ^−, T_1, τ^+) belongs to (0, g(T_1)) in particular when τ^− = τ^+ = N. Let us now deal with the second inequality. By a straightforward pathwise comparison we obtain, with obvious notation,

\( K_{out}(a, \ell) \geq K_{out}^N(a, \ell), \quad a \in \{0, 1\} \).

Since the Perron-Frobenius eigenvalue of a matrix is non-decreasing coordinatewise (as soon as it exists), we get the result. We now turn to the first inequality, which is slightly more involved. We fix \( f < \phi(T_1) \) and prove that \( \Lambda(f) < 1 \). Let us first recall the distinction

\[
\theta = \{ m \in \mathbb{N}_0: S_m \in \tau \}
\]

and

\[
\bar{\theta} = \{ m \in \mathbb{N}_0: S_m \in \{\tau_{\ell_0-1}, \tau_{\ell_0-1} + T_1\} \}.
\]

By using [38, Proposition 3.5] we could compare the free partition functions (i.e. without any constraint on the final point) for the environments \((\tau^-, T_1, \tau^+)\) and \(T_1 Z\) but it does not seem so easy to compare any of the pinned versions (that is with the constraint \( \ell \in \theta \) or \( S_\ell = 0 \)). However we may write

\[
\sum_{\ell \geq 0} Z_\ell(\ell \in \theta) e^{f \ell} \leq \sum_{\ell \geq 0} Z_{T_1}^{\tau_{\ell_0-1}}(\ell \in \theta) e^{f \ell},
\]

where the superscript on top of the partition function \( Z_\ell \) indicates a change of environment. Indeed,

\[
Z_\ell(\ell \in \theta) = \sum_{i \geq 0} Z_\ell(\theta_i = \ell),
\]

so

\[
\sum_{\ell \geq 0} Z_\ell(\ell \in \theta) e^{f \ell} = \sum_{i \geq 0} e^{-\beta_i} E_{\tau_{\ell_0-1}}[e^{f \theta_i}].
\]

By [38, Proposition 3.5],

\[
E_{\tau_{\ell_0-1}}[e^{f \theta_i}] \leq E^{T_1 Z}[e^{f \theta_i}]
\]

and we get the desired inequality. Moreover, note that

\[
\sum_{\ell \geq 0} Z_{T_1}^{\tau_{\ell_0-1}}(\ell \in \theta) e^{f \ell} = \frac{1}{1 - e^{-\beta_{T_1}(f)}} < +\infty,
\]

so that

\[
\sum_{\ell \geq 0} Z_\ell(\ell \in \theta) e^{f \ell} < +\infty.
\]

We denote by \( h_f \) an eigenvector of \( K(\cdot, \cdot, f) \) associated to \( \Lambda(f) \) and analogously to (4.24), define the law \( P_f \) of a Markov renewal process such that for all \( i \in \mathbb{N}, a \in \{0, 1\}, y \in \{\text{in, out}\}, \)

\[
P_f(\bar{\theta}_i - \bar{\theta}_{i-1} = \ell, X_i = a, Y_i = y|\bar{\theta}_j, X_j, Y_j, j < i) = K(X_{i-1}, a, y; \ell) \frac{h_f(a)}{h_f(X_{i-1})} e^{f \ell} \frac{\Lambda(f)}{\Lambda(f)}.
\]
Similarly to Proposition 4.2, we obtain for all $\ell \geq 0$,
\begin{equation}
Z_\ell(\ell \in \theta) \geq Z_\ell^0(\ell \in \theta) = e^{-f\ell} \sum_{k \geq 1} \Lambda(f)^k \mathcal{P}_f(\bar{\theta}_k = \ell, X_k = 0),
\end{equation}
so that
\begin{equation}
\sum_{\ell \geq 0} Z_\ell(\ell \in \theta) e^{f\ell} \geq \sum_{k \geq 1} \Lambda(f)^k \mathcal{P}_f(X_k = 0).
\end{equation}
Together with (4.33) and (4.38), we deduce that
\begin{equation}
\sum_{k \geq 1} \Lambda(f)^k \mathcal{P}_f(X_k = 0) < +\infty.
\end{equation}
The reader may check that the Markov chain $(X_k)_{k \geq 0}$ has non-degenerate transition probabilities. Moreover, it is irreducible and aperiodic, so that $(\mathcal{P}_f(X_k = 0))_{k \geq 0}$ converges when $k$ goes to infinity to some real number in $(0, 1)$ that is the probability of 0 under the invariant probability of $X$. Together with (4.42) this implies that $\Lambda(f) < 1$ and that concludes the proof.

Lemma 4.3 provides the first order term in the expansion of the free energy as $T_1$ is large. We now estimate the second order term. To that purpose, let us define $\varepsilon(\tau^-, T_1, \tau^+)$ by
\begin{equation}
\phi(\tau^-, T_1, \tau^+) = \frac{\pi^2}{2T_1^2} \left[ 1 - \varepsilon(\tau^-, T_1, \tau^+) \right].
\end{equation}
Then, we have:

**Lemma 4.4.** As $n \to \infty$ (enforcing on Good, that $T_1 \to \infty$),
\begin{equation}
\frac{4}{e^\beta(1 + \sqrt{1 - e^{-2\beta}}) - 1} \leq \liminf T_1 \varepsilon(\tau^-, T_1, \tau^+) \leq \limsup T_1 \varepsilon(\tau^-, T_1, \tau^+) \leq \frac{4}{e^\beta - 1}.
\end{equation}

**Proof of Lemma 4.4.** The idea is to use Lemma 4.3 and estimate $\phi(T_1)$ and $\phi(N, T_1, N)$. From [9] we get
\begin{equation}
\phi(t) = \frac{\pi^2}{2t^2} [1 - \varepsilon(t, t)] \quad \text{where} \quad \varepsilon(t, t) \sim \frac{4}{(e^\beta - 1)t},
\end{equation}
and this gives the rightmost inequality. Let us now estimate $\phi(N, T_1, N)$, which corresponds to the free energy when there are interfaces everywhere outside of the optimal gap, that is $\tau^- = \tau^+ = N$. In this case we get an explicit expression for $K_{\text{out}}^N(\phi)$, where $\phi = \phi(N, T_1, N)$ now only depends on $T_1$. Indeed, we have
\begin{equation}
K_{\text{out}}^N(\ell) = \frac{1}{2} e^{-\beta \ell} q_\infty^0(\ell),
\end{equation}
hence, by (A.10),
\begin{equation}
\hat{K}_{\text{out}}^N(\phi) = \frac{1}{2} \hat{q}_\infty^0(\phi - \beta) = \frac{1}{2} (1 - \sqrt{1 - e^{-2\beta}}) + o(1),
\end{equation}
in the limit of large $T_1$. We may conclude in this case that
\begin{equation}
\phi(N, T_1, N) = \frac{\pi^2}{2T_1^2} [1 - \varepsilon(T_1, 1)] \quad \text{where} \quad \varepsilon(T_1, 1) \sim \frac{4}{T_1 [e^\beta(1 + \sqrt{1 - e^{-2\beta}}) - 1]},
\end{equation}
in the limit of large $T_1$. By combining Lemma 4.3, (4.45) and (4.48), we finally get the result.
4.3. Technical estimates. The first result of this section is an upper bound on $K_{\text{out}}$ that turns out to be very useful to control the length of the excursions outside of the localization interval.

**Lemma 4.5.** There exists $C > 0$ such that for all $J \geq 1$, $\tau \in \text{Good}_n(J)$ and $\ell \geq J^{\frac{\gamma+2}{\gamma}}$,\n
\begin{equation}
K_{\text{out}}(a, \ell) \leq C \ell^3 e^{-\ell \frac{\gamma}{2(\gamma+2)}}, \quad a \in \{0,1\}.
\end{equation}

**Proof of Lemma 4.5.** We only prove the case $a = 1$ as the other one is similar. Let $\ell \geq J^{\frac{\gamma+2}{\gamma}}$.\n
By Proposition 1.5 we have for $j \geq 1$,\n
\begin{equation}
K_{\text{out}}(1, \ell) \leq P(\sigma(\tau^+) > H_{\tau^+}) + P(\sigma(\tau^+) \wedge H_{\tau^+} > \ell - 1)
\end{equation}

\begin{equation}
\leq e^{-\beta j} + C \ell^3 \exp \left[ - \phi \left( \max_{1 \leq i \leq j} T_{\ell_0+i} \right) \ell \right].
\end{equation}

By picking $j = \ell^{\frac{\gamma}{\gamma+2}}$ (so that $j \geq J$) and using that $\tau \in B_n^{(4)}(J)$ together with (1.30), we get that\n
\begin{equation}
\phi \left( \max_{1 \leq i \leq j} T_{\ell_0+i} \right) \geq (\text{cst}) \ell^{-\frac{\gamma+4}{2(\gamma+2)}}.
\end{equation}

This gives\n
\begin{equation}
K_{\text{out}}(1, \ell) \leq e^{-\beta \ell^{\frac{\gamma}{\gamma+2}}} + C \ell^3 e^{-\ell \frac{\gamma}{2(\gamma+2)}},
\end{equation}

from which the result follows. \hfill \blacksquare

The second result of this section is a control on the ratio $h(a)/h(1-a)$ ($a \in \{0,1\}$) that appears in the definition of $P$, see (4.24).

**Lemma 4.6.** There exists $C > 0$ (not depending on $\tau \in \text{Good}_n$) such that,\n
\begin{equation}
\frac{1}{C} \leq \frac{h(1)}{h(0)} \leq C.
\end{equation}

As a consequence of Lemma 4.6 and Proposition 4.2, there exists a constant $C > 0$ such that for all $m \in \mathbb{N}$ and $A \in \hat{F}_m$,\n
\begin{equation}
\frac{1}{C} \mathcal{P}(A, m \in \bar{\theta}) \leq Z_m^{\text{pin}}(A)e^{\phi m} \leq C \mathcal{P}(A, m \in \bar{\theta}).
\end{equation}

We repeatedly use the latter inequality in the following.

**Proof of Lemma 4.6.** From (4.24), we have for $a \in \{0,1\}$,\n
\begin{equation}
\mathcal{P}_a(X_1 = 1-a) = \tilde{K}_\text{in}(a, 1-a, \phi) \frac{h(1-a)}{h(a)}.
\end{equation}

Recall that $\phi \geq \phi(T_1)$, see Lemma 4.3. We have, using (4.10) and Lemma A.1,\n
\begin{equation}
\tilde{K}_\text{in}(a, 1-a, \phi) = e^{-\beta} \frac{\phi}{\phi_1(\phi)} \sim \frac{e^{-\beta}}{T_1 \in (\tau^-, T_1, \tau^+)}.
\end{equation}

and we conclude the proof thanks to Lemma 4.4 as $\mathcal{P}_a(X_1 = 1-a) \leq 1$. \hfill \blacksquare
4.4. Transition probabilities and excursions lengths. We first observe that the transition probability of $\mathcal{P}$ defined in (4.24), does not depend on $Y_{i-1}$. Also, the laws of the excursion length conditional on the transitions of the modulating chain $(X, Y)$ do not depend on the function $h$. Indeed, we get for $a \in \{0, 1\}$ and $\ell \in \mathbb{N}$:

\[
\mathcal{P}(\tilde{\theta}_1 = \ell | Y_1 = \text{in}, X_1 = a, X_0 = a) = \frac{K_{\text{in}}(a, a, \ell)e^{\ell \delta}}{K_{\text{in}}(a, a, \phi)} ,
\]

(4.57)

\[
\mathcal{P}(\tilde{\theta}_1 = \ell | X_1 = 1-a, X_0 = a) = \frac{K_{\text{in}}(a, 1-a, \ell)e^{\ell \delta}}{K_{\text{in}}(a, 1-a, \phi)} ,
\]

\[
\mathcal{P}(\tilde{\theta}_1 = \ell | Y_1 = \text{out}, X_0 = a) = \frac{K_{\text{out}}(a, \ell)e^{\ell \delta}}{K_{\text{out}}(a, \phi)} .
\]

Note that it is also the case for the probability to transit from one side of the optimal gap to the same side, as for $a \in \{0, 1\}$,

\[
\mathcal{P}(Y_1 = \text{in}, X_1 = a | X_0 = a) = \hat{K}_{\text{in}}(a, a, \phi) = \hat{K}_{\text{in}}(1 - a, 1 - a, \phi),
\]

(4.58)

\[
\mathcal{P}(Y_1 = \text{out} | X_0 = a) = \hat{K}_{\text{out}}(a, \phi),
\]

while the probability to change side (interpreted as the random walk crossing the optimal gap) is, for $a \in \{0, 1\}$,

\[
\mathcal{P}(X_1 = 1 - a | X_0 = a) = \hat{K}_{\text{in}}(a, 1 - a, \phi) \frac{h(1 - a)}{h(a)} = \hat{K}_{\text{in}}(1 - a, a, \phi) \frac{h(1 - a)}{h(a)} .
\]

Lemma 4.7. There exists $\delta_0 \in (0, 1)$ (not depending on $\tau \in \text{Good}_n$) such that for $a, b \in \{0, 1\}$,

\[
\delta_0 \leq \mathcal{P}_a(Y_1 = \text{out}) \leq 1 - \delta_0,
\]

(4.60)

\[
\delta_0 \leq \mathcal{P}_a(Y_1 = \text{in}, X_1 = a) \leq 1 - \delta_0,
\]

\[
\delta_0 \leq \mathcal{P}_a(X_1 = b) \leq 1 - \delta_0 .
\]

Proof of Lemma 4.7. We only have to prove the lower bounds as for a fixed $a \in \{0, 1\}$ the three probabilities sum up to one. We start with the first inequality. From (4.58) and (4.30) we have

(4.61)

\[
\mathcal{P}_a(Y_1 = \text{out}) = \hat{K}_{\text{out}}(a, \phi) \geq \hat{K}_{\text{out}}^N(\phi) .
\]

Recall from Lemma 4.3 that $\phi \geq \phi(T_1)$. Arguing as in (4.47) and using only that $\phi(T_1)$ converges to zero as $T_1$ tends to infinity, we get

(4.62)

\[
\hat{K}_{\text{out}}^N(\phi) \geq \hat{K}_{\text{out}}^N(\phi(T_1)) \geq \frac{1}{2} (1 - \sqrt{1 - e^{-2\beta}}),
\]

as $T_1 \to \infty$. As a side remark, let us notice that the r.h.s goes to 0 when $\beta$ goes to infinity and $1/2$ when $\beta$ goes to 0.

We turn to the second inequality. Using (4.58) and Lemma A.1,

(4.63)

\[
\mathcal{P}_a(Y_1 = \text{in}, X_1 = a) = \hat{K}_{\text{in}}(0, 0, \phi) = \frac{e^{-\beta}}{2} \hat{q}_{\text{in}}^0(\phi) = \frac{e^{-\beta}}{2} \left[ 1 + \frac{2 + o(1)}{1 + \epsilon(\tau^-, T_1, T_1)} \right] ,
\]

and one may conclude with the help of Lemma 4.4.

We turn to the last probability, that is the one to cross $(0, T_1)$. By (4.59),

(4.64)

\[
\mathcal{P}_0(X_1 = 1) = \hat{K}_{\text{in}}(0, 1, \phi) \frac{h(1)}{h(0)} ,
\]
and one may conclude the proof thanks to Lemma 4.6 (see also (4.56) in the proof of that lemma).

The next lemma gives a lower bound on the distribution of the first return time to the endpoints of the localization interval.

**Lemma 4.8.** There exists $C > 0$ (not depending on $\tau \in \text{Good}_n$) such that for all $a \in \{0, 1\}$, all integers $u, v \in 2\mathbb{N}$ such that $u < v$ and all $T_1$ large enough,

\[
P_a(u \leq \bar{\theta}_1 < v) \geq C \left( e^{-[\phi(T_1) - \phi]u} - e^{-[\phi(T_1) - \phi]v} \right).
\]

**Remark 4.9.** Letting $v$ go to infinity in the above equation, and using Lemma 4.3 and (1.10) and (1.30), one obtains that

\[
P_a(\bar{\theta}_1 \geq u) \geq C \exp \left\{ -(\text{cst.}) \frac{u}{T_1} \right\},
\]

which entails that the expectation of $\bar{\theta}_1$ under $P_a$ is bounded from below by a constant multiple of $T_1^3$. We will provide more precise estimates on the expectation of the excursions in Lemma 4.10.

**Proof of Lemma 4.8.** Let $a \in \{0, 1\}$ and $u < v$. We first restrict to inward excursions:

\[
P_a(u \leq \bar{\theta}_1 < v) \geq P_a(u \leq \bar{\theta}_1 < v, Y_1 = \text{in}).
\]

Recall (4.57). We obtain

\[
P_a(u \leq \bar{\theta}_1 < v) \geq \sum_{u \leq \ell < v} \sum_{b \in \{0, 1\}} K_{\text{in}}(a, b, \ell) e^{\phi \ell} \frac{h(b)}{h(a)},
\]

and by Lemma 4.6,

\[
P_a(u \leq \bar{\theta}_1 < v) \geq C \sum_{u \leq \ell < v} K_{\text{in}}(\ell) e^{\phi \ell}.
\]

Using (4.10), we get

\[
P_a(u \leq \bar{\theta}_1 < v) \geq C \sum_{u \leq \ell < v} qT_1(\ell) e^{\phi \ell}.
\]

From here, the proof follows as in [9, Lemma 2.2]: use Lemma 1.1 and Lemma 4.4 (see also (4.43)).

We turn to the control of the first two moments of the interarrival times. Let $(\xi_{0,i}^{(\text{out})})_{i \geq 1}$ be the length of the excursions from 0 to 0 outside the optimal gap, $(\xi_{0,i}^{(\text{in},0)})_{i \geq 1}$ be the length of the excursions from 0 to 0 inside the optimal gap and finally $(\xi_{0,i}^{(\text{in},1)})_{i \geq 1}$ be the length of the excursions from 0 to 1. The laws of $\xi_{0,i}^{(\text{out})}$, $\xi_{0,i}^{(\text{in},0)}$ and $\xi_{0,i}^{(\text{in},1)}$ are thus that of $\bar{\theta}_1$ conditioned on $\{X_0 = X_1 = 0, Y_1 = \text{out}\}$, $\{X_0 = X_1 = 0, Y_1 = \text{in}\}$ and $\{X_0 = 0, X_1 = 1\}$ respectively. We analogously define the variables $(\xi_{1,i}^{(\text{out})})_{i \geq 1}$, $(\xi_{1,i}^{(\text{in},1)})_{i \geq 1}$ and $(\xi_{1,i}^{(\text{in},0)})_{i \geq 1}$. These are sequences of i.i.d. random variables. Moreover $(\xi_{0,i}^{(\text{in},0)})_{i \geq 1}$ and $(\xi_{1,i}^{(\text{in},1)})_{i \geq 1}$ have the same law, as do $(\xi_{0,i}^{(\text{in},1)})_{i \geq 1}$ and $(\xi_{1,i}^{(\text{in},0)})_{i \geq 1}$. We refer to the first variable of each sequence by omitting the time index that is, for example, $\xi_0^{(\text{out})} = \xi_{0,1}^{(\text{out})}$. The expectation with respect to $P$ is denoted by $\mathbb{E}$.
Lemma 4.10 (Control of the first two moments of the conditioned excursion lengths). Let $\rho \in (0, \frac{1}{2})$ and $J \geq 1$. There exist constants $0 < C < \infty$ and $C_1(\rho, J)$ such that for $\tau \in \text{Good}_n(\rho, J)$ and for all $a, b \in \{0, 1\}$,

\[(4.71) \quad \frac{1}{\ell} T_1^3 \leq \mathcal{E}[\xi_a^{(\text{in}, b)}(a)] \leq CT_1^3, \quad \mathcal{E}[\xi_a^{(\text{out})}(a)] \leq C_1(\rho, J)\]

and

\[(4.72) \quad \mathcal{E}[(\xi_a^{(\text{in}, b)})^2] \leq CT_1^4, \quad \mathcal{E}[(\xi_a^{(\text{out})})^2] \leq C_1(\rho, J).\]

Remark 4.11. The assumption that $\tau \in \text{Good}_n$ is actually not required for the moments of the excursion lengths inside the optimal gap.

Proof of Lemma 4.10. (i) Proof of (4.71). Both cases being similar we only treat the case $a = 0$. We first observe that

\[(a) \quad \mathcal{E}[\xi_0^{(\text{in}, 1)}] = \sum_{\ell \geq 1} \ell \frac{K_{\text{in}}(0, \ell, \ell)e^{\phi \ell}}{K_{\text{in}}(0, 0, \phi)} = \left(\frac{q_1^{T_1}}{q_1^{T_1}}\right)'(\phi),\]

\[(4.73) \quad \mathcal{E}[\xi_0^{(\text{in}, 0)}] = \sum_{\ell \geq 1} \ell \frac{K_{\text{in}}(0, \ell, \ell)e^{\phi \ell}}{K_{\text{in}}(0, 0, \phi)} = \left(\frac{q_0^{T_1}}{q_1^{T_1}}\right)'(\phi),\]

\[(c) \quad \mathcal{E}[\xi_0^{(\text{out})}] = \sum_{\ell \geq 1} \ell \frac{K_{\text{out}}(0, \ell, \ell)e^{\phi \ell}}{K_{\text{out}}(0, 0, \phi)}.\]

To deal with (a), we use Lemma A.1 to obtain

\[(4.74) \quad \left(\frac{q_1^{T_1}}{q_1^{T_1}}\right)'(\phi)_{\ell_1 \to \infty} \sim \frac{2T_1^2}{\pi^2 \varepsilon(\tau^-, \tau_1, \tau^+)}\]

and we conclude with Lemma 4.4.

To deal with (b), we use the same equations to obtain

\[(4.75) \quad \left(\frac{q_0^{T_1}}{q_1^{T_1}}\right)'(\phi)_{\ell_1 \to \infty} \sim \frac{4T_1}{\pi^2 \varepsilon(\tau^-, \tau_1, \tau^+)^2} \left(1 + \frac{2}{\varepsilon(\tau^-, \tau_1, \tau^+)}\right)^{-1},\]

and conclude with Lemma 4.4 again.

We finally deal with (c). The denominator can be ignored as $K_{\text{out}}(0, \phi) \geq \delta_0$ by Lemma 4.7. Then, we split the sum in the numerator according to the threshold $T_2^3$, where $\eta$ is any fixed real number such that $2 < \eta < \frac{2^{(\gamma+2)}}{\gamma+4}$, and first manage with the second part, which corresponds to $\ell \geq T_2^3$. We observe that for $\ell \geq 1$,

\[(4.76) \quad K_{\text{out}}(1, \ell) \leq P(\sigma(\tau^+) > \ell - 1).\]

By Proposition 1.5 we obtain

\[(4.77) \quad K_{\text{out}}(1, \ell) \leq C\ell^3 \exp(-\phi(T_2)\ell),\]

and

\[(4.78) \quad \sum_{\ell \geq T_2^3} \ell K_{\text{out}}(1, \ell) e^{\phi \ell} \leq \sum_{\ell \geq T_2^3} C\ell^4 \exp(-\phi(T_2) - \phi)\ell).\]

On $B_n^{(3)}(\rho)$, it holds that $T_2^3(\phi(T_2) - \phi)$ is bounded from below by $(\text{Cst}).\rho^3$ and, as $\eta > 2$, the last term in (4.78) is bounded uniformly in $T_2^3$. 


We turn to the first part of the sum in the numerator, which corresponds to \( \ell \leq T_2^0 \). As \( \tau \in B_n^{(4)}(J) \), one can use Lemma 4.5 so that

\[
\sum_{J^{\frac{n}{2}+2} \leq \ell \leq T_2^0} \ell K_{\text{out}}(1, \ell) e^{\phi \ell} \leq \sum_{J^{\frac{n}{2}+2} \leq \ell \leq T_2^0} C \ell^4 e^{-\ell^{2(\frac{2}{\gamma}+2)}} e^{\phi \ell}.
\]

On \( B_n^{(3)}(\rho) \), we obtain from (1.10) and Lemma 4.3 that \( \phi \leq c(\rho)/T_2^2 \). This implies that for all \( \ell \leq T_2^0 \), \( \phi \ell \leq c(\rho)\ell^{1-2/\eta} \) and, as \( 1 - \frac{2}{\eta} < \frac{2}{2(\gamma+2)} \),

\[
\sum_{J^{\frac{n}{2}+2} \leq \ell \leq T_2^0} C \ell^4 e^{-\ell^{2(\frac{2}{\gamma}+2)}} e^{\phi \ell} \leq \sum_{\ell \geq 1} C \ell^4 e^{-\ell^{2(\frac{2}{\gamma}+2)}} e^{c(\rho)\ell^{1-2/\eta}} \leq C(\rho) \leq +\infty.
\]

For the \( J^{\frac{n}{2}+2} \) first terms of the sum, we only use the rough control:

\[
\sum_{\ell \leq J^{\frac{n}{2}+2}} \mathcal{P}(\xi_{0(\text{out})}^1 = \ell) \leq \sum_{\ell \leq J^{\frac{n}{2}+2}} \ell \leq J^{2(\frac{n}{2}+2)}.
\]

We have thus proven that if \( \tau \in B_n^{(3)}(\rho) \cap B_n^{(4)}(J) \), there exists a constant \( C_1(\rho, J) \) so that

\[
\mathcal{E}(\xi_{0(\text{out})}^1) \leq C_1(\rho, J).
\]

(ii) Proof of (4.72). Let us now deal with the second moments. With the same observation as in (4.73), we get

\[
\begin{align*}
(d) \quad & \mathcal{E}[(\xi_{0(\text{in},1})^2) = \sum_{\ell \geq 1} \ell^2 K_{\text{in}}(0, 1, \ell) e^{\phi \ell} = \frac{(q_{T_1}^1)''(\phi)}{(q_{T_1}^1)(\phi)}, \\
(e) \quad & \mathcal{E}[(\xi_{0(\text{in},0})^2) = \sum_{\ell \geq 1} \ell^2 K_{\text{in}}(0, 0, \ell) e^{\phi \ell} = \frac{(q_{T_1}^0)''(\phi)}{(q_{T_1}^0)(\phi)}), \\
(f) \quad & \mathcal{E}[(\xi_{0(\text{out})}^2) = \sum_{\ell \geq 1} \ell^2 K_{\text{out}}(0, \ell) e^{\phi \ell}.
\end{align*}
\]

Items (d) and (e) are taken care of with Lemma A.1 together with Lemma 4.4. Item (f) can be treated in exactly the same manner as (c).

4.5. Mass renewal function and survival probability. Recall that the mass renewal function \( (\mathcal{P}(n \in \bar{\theta}))_{n \geq 1} \) is related to the pinned survival probability (Proposition 4.2). In this section we provide bounds both for the pinned (Lemma 4.12) and unpinned (Lemma 4.13) survival probabilities. Due to their technical nature and their similarities, the proofs of these two lemmas are deferred to Appendix C.

Lemma 4.12. Let \( \rho \in (0, \frac{1}{2}) \) and \( J \geq 1 \). There exists \( C = C(\rho) \) such that for \( \tau \in \text{Good}_n(\rho, J), a \in \{0, 1\}, T_1 \) large enough, and \( k \geq T_1^3 \) (for the lower bound) or \( k \geq 1 \) (for the upper bound),

\[
\mathcal{P}_a(k \in \bar{\theta}) \leq \frac{1(k \text{ even or } T_1 \text{ is odd})}{C T_1^3} \leq \frac{C}{k^{3/2} \wedge T_1^3}.
\]

Recall that \( \phi = \phi(\tau^-, T_1, \tau^+) \) is the free energy defined in Section 4.1. The following lemma is the unpinned analog of Lemma 4.12.
Lemma 4.13. Let $\rho \in (0, \frac{1}{2})$ and $J \geq 1$. There exists $C(\rho) > 0$ such that for $\tau \in \text{Good}_n(\rho, J)$, $T_1$ large enough and $k \geq 2T_1^3$ (for the lower bound) or $k \geq 2T_1^2$ (for the upper bound),

$$\frac{1}{C(\rho)T_1} \leq Z_{k} e^{\phi_k} \leq \frac{C(\rho)}{T_1}.$$  

Remark 4.14. The pinned and free partition functions lead to the same value of the free energy but have different prefactors. Indeed, when $k \geq 2T_1^3$, $Z_k e^{\phi_k}$ is of order $1/T_1$ by Lemma 4.13 whereas $Z_k^{\text{pin}} e^{\phi_k}$ is of order $1/T_1^3$ by Proposition 4.2, Lemma 4.6 and Lemma 4.12. As a consequence, we obtain that the right endpoint of the free polymer (started at the boundary of the optimal gap) is pinned at the boundary of the optimal gap with probability roughly $1/T_1^3$, which differs from the $1/T_1^3$ found for the Markov renewal process $P$ in Lemma 4.12. This comes from the fact that, unlike the pinned measure, the free measure is not comparable to the Markov renewal process $P$ close to the right endpoint of the polymer (the latter fact shall be made more precise during the proof of Proposition 6.1, see in particular (6.21)). Moreover, we notice that the pinning probability under the free measure is of the same order ($1/T_1^3$) as the free energy $\phi$. Remarkably, a very similar situation occurs for the homogeneous pinning model (with a single interface) in the localized regime, see [23, Theorem 2.2]. One may naturally wonder how general this observation can be made.

5. Localization starting from the optimal gap : case $\gamma < 1$

In this section we assume that $\gamma < 1$. In this case, the localization interval is so large that a stronger form of localization occurs, as it is stated in the next proposition.

Proposition 5.1. Let $p \in (0, 1)$. For $C > 0$ large enough, for all $\rho \in (0, 1/2), \varepsilon_0 \in (0, 1), \varepsilon \in (0, \beta/2)$ and $J \geq 1$, for $\tau \in \text{Good}_n(\varepsilon_0, \varepsilon, \rho, J)$ and $n$ large enough,

$$\Pr_{\tau_0-1} \left( \forall k \geq C, \ S_k \in I_{\text{loc}} \left| \sigma(\tau) > n \right. \right) \geq 1 - p.$$  

Proof of Proposition 5.1. The proof mainly follows [9, Theorem 1.1 (3)] with adaptions due to the fact that our environment is not periodic. We are going to prove that for all $p \in (0, 1)$, one can choose $C$ and $n$ large enough so that for all $\rho \in (0, 1/2), \varepsilon_0 \in (0, 1), \varepsilon \in (0, \beta/2)$ and $J \geq 1$, on $\text{Good}_n(\varepsilon_0, \varepsilon, \rho, J)$,

$$\frac{Z_n(S_{[C,n]} \cap I_{\text{loc}}^c \neq \emptyset)}{Z_n(S_{[C,n]} \cap I_{\text{loc}} = \emptyset)} \leq p,$$

which readily implies (5.1). We first control the denominator using (1.12) in Lemma 1.1:

$$D := Z_n(S_{[C,n]} \cap I_{\text{loc}}^c = \emptyset) \geq Z_n(\bar{\theta}_1 \geq n, Y_1 = i n) \geq \frac{c_4}{2T_1} e^{-g(T_1)n}.$$  

We now turn to the numerator. We recall the definition of $\mathcal{N}(n)$ in (1.19) and write

$$Z_n(S_{[C,n]} \cap I_{\text{loc}}^c \neq \emptyset) \leq E_1 + E_2 + E_3,$$

where

$$E_1 = Z_n(\bar{\theta}_{\mathcal{N}(n)} \leq C, S_{[C,n]} \subset I_{\text{loc}}^c),$$

$$E_2 = Z_n(C < \bar{\theta}_{\mathcal{N}(n)} \leq n - 2T_1^2),$$

$$E_3 = Z_n(\bar{\theta}_{\mathcal{N}(n)} > n - 2T_1^2).$$
We consider each of these three terms separately. From Proposition 1.5, 
\begin{equation}
(5.6) \quad E_1 \leq \text{(cst.)} \, n^3 e^{-\phi(T_2)(n-C)}
\end{equation}
so that on $B_n^{(1)}(\varepsilon_0) \cap B_n^{(3)}(\rho)$ and for $n$ large enough we obtain that $E_1/D < p$.

Decomposing over all possible values for $\bar{\theta}_{N(n)}$ in $E_2$ we obtain using (4.54),
\begin{equation}
(5.7) \quad E_2 \leq \text{(cst.)} \, \sum_{k=C+1}^{n-2T_1^2} \mathcal{P}(k \in \bar{\theta}) e^{-\phi k} Z_{n-k}(\bar{\theta}_1 > n-k)
\end{equation}
\begin{equation}
\leq \text{(cst.)} \, \frac{n-2T_1^2}{T_1} e^{-\phi(T_1) n} \left( \sum_{k=C+1}^{n-2T_1^2} \mathcal{P}(k \in \bar{\theta}) \right),
\end{equation}
where we have used Lemma 4.13 to go from the first to the second line and Lemma 4.3 to go from the second one to the third one. Using Lemma 4.12, we get
\begin{equation}
(5.8) \quad \sum_{k=C+1}^{n-2T_1^2} \mathcal{P}(k \in \bar{\theta}) \leq \sum_{k \geq C+1}^{\text{(cst.)}} \frac{k^{3/2}}{k^{3/2}} + \text{(cst.)} \frac{n}{T_1^2}.
\end{equation}
so that, on $B_n^{(1)}(\varepsilon_0)$, using (1.30) and (1.10), we obtain
\begin{equation}
(5.9) \quad \frac{E_2}{D} \leq \text{(cst.)} \left( \sum_{k \geq C+1}^{\text{(cst.)}} \frac{1}{k^{3/2}} + \frac{n}{T_1^2} \right) e^{-\phi(T_1)n}.
\end{equation}
One can then fix $C$ large enough so that for $n$ large enough $E_2/D \leq p$.

Using the same decomposition for $E_3$ we obtain
\begin{equation}
(5.10) \quad E_3 \leq \text{(cst.)} \sum_{k=n-2T_1^2}^{n} \mathcal{P}(k \in \bar{\theta}) e^{-\phi k} Z_{n-k}(\bar{\theta}_1 > n-k).
\end{equation}
We first observe that
\begin{equation}
(5.11) \quad Z_{n-k}(\bar{\theta}_1 > n-k) \leq P_0(H_0 > n-k) \leq \frac{\text{(cst.)}}{\sqrt{n-k+1}}.
\end{equation}
Then, using Lemma 4.3 and (2.1), one notices that $2\phi T_1^2 \leq \text{(cst.)}$ and from Lemma 4.12 (note that on $B_n^{(1)}$, $T_1^3 \leq (n-2T_1^2)^{3/2}$ for $n$ large enough) we obtain
\begin{equation}
(5.12) \quad E_3 \leq \text{(cst.)} e^{-\phi(T_1)n} \frac{1}{T_1^2} \sum_{k=n-2T_1^2}^{n} \frac{1}{\sqrt{n-k+1}} \leq \text{(cst.)} e^{-\phi(T_1)n} \frac{1}{T_1^2}.
\end{equation}
From this estimate we easily prove that on $B_n^{(1)}(\varepsilon_0)$ and for $n$ large enough $E_3/D \leq p$. 

6. LOCALIZATION STARTING FROM THE OPTIMAL GAP : CASE $\gamma > 1$

In this section we turn to the case $\gamma > 1$ where the gaps are integrable and the localization interval is thus of a smaller order than in the previous section. There is however still localization in this single interval even if not in such a strong sense as in Proposition 5.1.
Proposition 6.1. For all \( p, \varepsilon_0, \in (0, 1) \), \( \rho \in (0, \frac{1}{2}) \) and \( J \geq 1 \), there exists \( C = C(p, \rho, J) > 0 \) such that for all \( a, b \in \{0, 1\} \), \( \tau \in \text{Good}_n(\varepsilon_0, \rho, J) \) and for \( n \) large enough,
\[
(6.1) \quad P_{\tau_{a-1}}\left( n \frac{C}{CT^3_{\varepsilon_0}} \leq N^{a,b}_P(n), N^a_{\text{out}}(n), T_{\text{out}}(n) \leq C_n^{\frac{1}{T^3_{\varepsilon_0}}} | \sigma(\tau) > n \right) \geq 1 - p.
\]

The proof of this result consists in two main steps. First, we consider the probability in (6.1) with respect to \( P \), see Section 6.1. Secondly, in Section 6.2, we transfer this result to the probability \( P_{\tau_{a-1}}(\sigma(\tau) > n) \) by controlling the Radon-Nikodym derivative of the latter with respect to the former.

### 6.1. Localization under the Markov renewal process.

We first control the number of excursions under \( P \).

**Lemma 6.2.** Let \( p \in (0, 1) \), \( \rho \in (0, \frac{1}{2}) \) and \( J \geq 1 \). There exists \( C = C(\rho, p, J) > 0 \) such that for \( T_1 \) large enough, \( \tau \in \text{Good}_a(\rho, p, J) \) and all \( k \geq T_1 \),
\[
(6.2) \quad P\left( \frac{1}{C_{T_1}^{1}} \leq \mathcal{N}(k) \leq C_{T_1}^{1} \right) \geq 1 - p.
\]

**Proof of Lemma 6.2.** Let us start with the upper bound. Note that for all \( M \geq 0 \)
\[
(6.3) \quad P(\mathcal{N}(k) < M) = P(\bar{\theta}_M > k).
\]

The basic idea is to use a second moment bound. However, as the increments \((\Delta \theta_i)\) are not independent (as we deal with a Markov renewal process), the evaluation of the second moment of \( \bar{\theta}_M \) might be cumbersome. To simplify, we proceed as follows (recall the definition of the \( \xi_i \)'s before Lemma 4.10):
\[
(6.4) \quad P(\bar{\theta}_M > k) \leq P\left( \sum_{1 \leq i \leq M} (\xi_{0,i}^{(\text{out})} + \xi_{0,i}^{(\text{in},0)} + \xi_{1,i}^{(\text{out})} + \xi_{1,i}^{(\text{in},1)} + \xi_{1,i}^{(\text{in},0)}) > k \right)
\]
\[
\leq \sum_{a \in \{0, 1\}} P\left( \sum_{1 \leq i \leq M} \xi_{a,i}^{(\text{in},0)} > k/6 \right) + P\left( \sum_{1 \leq i \leq M} \xi_{a,i}^{(\text{in},1)} > k/6 \right) + P\left( \sum_{1 \leq i \leq M} \xi_{a,i}^{(\text{out})} > k/6 \right).
\]

We may now use the Markov inequality for sums of i.i.d. random variables for each of the six terms in the previous sum. As the six ones can be treated with the same technique we only focus on the first one, in the case \( a = 0 \):
\[
(6.5) \quad P\left( \sum_{1 \leq i \leq M} \xi_{0,i}^{(\text{in},0)} > k/6 \right) \leq \frac{6ME(\xi_{0}^{(\text{in},0)})}{k}.
\]

We may now conclude by using Lemma 4.10 and choosing \( M = \lfloor \frac{k}{C_{T_1}^{1}} \rfloor \), with \( C_1 \) large enough.

We now turn to the lower bound in (6.2). Let \( M \in \mathbb{N} \) and
\[
(6.6) \quad n_{0,M}^{(\text{in},0)} := \{ \lfloor \{ 1 \leq i \leq M : X_{i-1} = X_i = 0, Y_i = \text{in} \} \rfloor \}
\]
be the number of inward excursions from the lower boundary of the optimal gap to itself, among the \( M \) first ones. Note that for all \( c_1 > 0 \) and with the slight abuse of notation \( c_1 M = \lfloor c_1 M \rfloor \),
\[
(6.7) \quad P(\mathcal{N}(k) \geq M) = P(\bar{\theta}_M \leq k) \leq P\left( \sum_{i=1}^{c_1 M} \xi_{0,i}^{(\text{in},0)} \leq k \right) + P(\xi_{0,0}^{(\text{in},0)} \leq c_1 M).
\]
Using standard Markov chain theory and Lemma 4.7, one can choose $c_1$ small enough, so that the second term goes to 0 with $M$. We thus consider $M = C_1 \frac{1}{T_1^3}$ with $C_1$ large enough so that the second term is smaller than $p$ uniformly in $k \geq T_1^3$. Let us now deal with the first term. By Lemma 4.10, $\mathcal{E}(\xi_0^{(in,0)}) \geq C_0^{-1} T_1^3$ for some $C_0 > 0$. Provided that the constant $C_1$ chosen above is actually larger than $C_0/c_1$ so that $c_1 M \times C_0^{-1} T_1^3 > k$, we obtain, uniformly in $k \geq T_1^3$,

$$
\mathcal{P}
\left(
\sum_{i=1}^{c_1 M} \xi_{0,i}^{(in,0)} \leq k
\right)
\leq \mathcal{P}
\left(
\sum_{i=1}^{c_1 M} \xi_{0,i}^{(in,0)} - \mathcal{E}(\xi_0^{(in,0)}) \leq k - c_1 M C_0^{-1} T_1^3
\right)
\leq \frac{c_1 M}{(k - c_1 M C_0^{-1} T_1^3)^2} \var \mathcal{P}(\xi_0^{(in,0)}).
$$

Using Lemma 4.10 one can prove that uniformly in $k \geq T_1^3$, this last term decays asymptotically (as $C_1$ is large) like $C_0^2/(c_1 C)$ so that, choosing initially $C_1$ even larger in the definition of $M$, one can conclude that it is bounded by $p$.

We now refine Lemma 6.2 by considering the starting points of the excursions. For all $a \in \{0, 1\}$ and $k \in \mathbb{N}$, let

$$
\mathcal{N}_a(k) = \mathcal{N}^a_{out}(k) + \mathcal{N}^a_{in,0}(k) + \mathcal{N}^a_{in,1}(k).
$$

Lemma 6.3. Let $p \in (0, 1)$, $\rho \in (0, \frac{3}{4})$ and $J \geq 1$. There exists $C = C(p, \rho, J) > 0$ such that for $T_1$ large enough, $a \in \{0, 1\}$, $\tau \in \text{Good}_a(\rho, J)$ and all $k \geq T_1^3$,

$$
\mathcal{P}
\left(
\frac{k}{C_1 T_1^3} \leq \mathcal{N}_a(k) \leq \frac{Ck}{T_1^3}
\right)
\geq 1 - p
$$

Proof of Lemma 6.3. We only focus on the lower bound in the event above as the upper bound is trivial using Lemma 6.2 and the fact that $\mathcal{N}_a(k) \leq \mathcal{N}(k)$. Recall the definition of $C_1 = C_1(p, \rho, J)$ given by Lemma 6.2 and the one of $\delta_0$ given in Lemma 4.7. Pick $C_2 > C_1/\delta_0$. For all $a \in \{0, 1\}$, we have

$$
\mathcal{P}
\left(
\mathcal{N}_a(k) \geq \frac{k}{C_2 T_1^3}
\right)
\geq \mathcal{P}
\left(
\sum_{i \leq \frac{k}{C_1 T_1^3}} 1_{\{X_i = a\}} \geq \frac{k}{C_2 T_1^3}, \mathcal{N}(k) \geq \frac{k}{C_1 T_1^3}
\right)
\geq \mathcal{P}
\left(
\sum_{i \leq \frac{k}{C_1 T_1^3}} 1_{\{X_i = a\}} \geq \frac{k}{C_2 T_1^3}
\right) - \mathcal{P}
\left(
\mathcal{N}(k) < \frac{k}{C_1 T_1^3}
\right).
$$

Thanks to Lemma 6.2, the second probability is smaller than $p$ (note that this is still the case if we choose $C_1$ even larger). We then notice that, thanks to Lemma 4.7,

$$
\mathcal{P}
\left(
\sum_{i \leq \frac{k}{C_1 T_1^3}} 1_{\{X_i = a\}} \geq \frac{k}{C_2 T_1^3}
\right)
\geq \mathcal{P}
\left(
\text{Bin}
\left(
\frac{k}{C_1 T_1^3}, \delta_0
\right) \geq \frac{k}{C_2 T_1^3}
\right).
$$

The latter is greater than $1 - p$, uniformly in $k \geq T_1^3$, if $C_2$ is large enough.

We now distinguish between inward and outward excursions.
Lemma 6.4. For all \( p \in (0, 1), \rho \in (0, \frac{1}{2}) \) and \( J \geq 1 \), there exists \( C = C(p, \rho, J) > 0 \) such that for \( T_1 \) large enough, \( a, b \in \{0, 1\}, \tau \in \text{Good}_n(\rho, J) \) and \( k \geq T_1^3 \),

\[
\mathcal{P}\left( \frac{k}{C_1T_1^3} \leq N_{\text{in}}^{a,b}(k), N_{\text{out}}^a(k) \leq \frac{Ck}{T_1^3} \right) \geq 1 - p.
\]

Proof of Lemma 6.4. Since \( N_{\text{out}}^a(k) \) and the \( N_{\text{in}}^{a,b}(k) \)'s are smaller that \( \mathcal{N}(k) \) it is easy to manage with the upper bound part using Lemma 6.2. We thus focus on the lower bound. Consider \( C_2 = C_2(p, \rho, J) \) as given by Lemma 6.3. Pick \( C_3 > C_2/\delta_0 \) with \( \delta_0 \) as in Lemma 4.7. For all \( a \in \{0, 1\} \), we have

\[
\mathcal{P}\left( N_{\text{out}}^a(k) \geq \frac{k}{C_3T_1^3} \right) \geq \mathcal{P}\left( N_{\text{out}}^a(k) \geq \frac{k}{C_3T_1^3} \bigg| N_a(k) \geq \frac{k}{C_2T_1^3} \right) \mathcal{P}\left( N_a(k) \geq \frac{k}{C_2T_1^3} \right).
\]

Thanks to Lemma 6.3, the second probability in the product is greater than \( 1 - p \). By using the Markov property at the return times to \( a \) and thanks to Lemma 4.7, we then notice that

\[
\mathcal{P}\left( N_{\text{out}}^a(k) \geq \frac{k}{C_3T_1^3} \bigg| N_a(k) \geq \frac{k}{C_2T_1^3} \right) \geq \mathcal{P}\left( \text{Bin}\left( \frac{k}{C_2T_1^3}, \delta_0 \right) \geq \frac{k}{C_3T_1^3} \right).
\]

The latter is greater than \( 1 - p \) uniformly in \( k \geq T_1^3 \) if we choose \( C_3 \) large enough.

We now focus on the cumulated length of the outward excursions. This quantity will later correspond to the time spent outside of the localization interval.

Lemma 6.5. For all \( p \in (0, 1), \rho \in (0, \frac{1}{2}) \) and \( J \geq 1 \), there exists \( C = C(p, \rho, J) > 0 \) such that for \( T_1 \) large enough, \( \tau \in \text{Good}_n(\rho, J) \) and \( k \geq T_1^3 \),

\[
\mathcal{P}\left( \frac{k}{C_1T_1^3} \leq \mathcal{T}_{\text{out}}(k) \leq \frac{k}{C_1T_1^3} \right) \geq 1 - p.
\]

Proof of Lemma 6.5. For the first line we simply observe that

\[
\mathcal{T}_{\text{out}}(k) \geq \mathcal{N}_{\text{out}}^0(k) + \mathcal{N}_{\text{out}}^I(k),
\]

and conclude using Lemma 6.4. For the second one we use that \( \mathcal{E}(\xi_{\text{out}}^{(a)}) \leq K \) for some constant \( K \) by Lemma 4.10. As both cases are similar we may suppose \( a = 1 \). For all \( C_4 > 0 \)

\[
\mathcal{P}\left( \sum_{i \leq N_{\text{out}}^I(k)} \xi_{1,i}^{(\text{out})} \geq C_4 \frac{k}{T_1^3} \right) \leq \mathcal{P}\left( N_{\text{out}}^I(k) \geq C_3(p, \rho, J) \frac{k}{T_1^3} \right) + \mathcal{P}\left( \sum_{i \leq C_5(p, \rho, J) \frac{k}{T_1^3}} \xi_{1,i}^{(\text{out})} \geq C_4 \frac{k}{T_1^3} \right),
\]

where \( C_3(p, \rho, J) \) is the constant provided by Lemma 6.4. The first term is directly controlled by this lemma. For the second one we simply use Markov inequality and then choose \( C_4(p, \rho, J) \) large enough so that \( C_4K/C_4 \leq p \).

6.2. From the Markov renewal process to the random walk conditioned to survive. In this section we prove Proposition 6.1 by transferring the results from Lemma 6.4 and Lemma 6.5 to the polymer measure \( Z_n(\cdot)/Z_n \), since (6.1) can be rewritten as

\[
Z_n\left( \frac{n}{C_1T_1^3} \leq N_{\text{in}}^{a,b}(n), N_{\text{out}}^a(n), \mathcal{T}_{\text{out}}(n) \leq \frac{n}{C_1T_1^3} \right) \geq (1 - p)Z_n.
\]

We have already established the link between the measure \( \mathcal{P} \) and the pinned polymer measure \( Z_n^{\text{pin}}(\cdot)/Z_n^{\text{pin}} \) in Proposition 4.2, see also (4.54). However, the pinned and unpinned polymer measures are not directly comparable close to the endpoint \( n \). Therefore, we need
to chop off a small amount of the random walk trajectory close to its right-boundary. This small amount shall be denoted by

$$m := 2T_1^2.$$  

(6.20)

The idea is then to decompose the probability of the event under consideration (w.r.t. the polymer measure starting from the lower boundary of the optimal gap) according to the last point of $\bar{\theta}$ before $n - m$. Recall the definition of the free energy $\phi$ given in Section 4.1 (see (4.22)). For $m \leq k \leq n$, set:

$$\Theta(n, k) := \frac{e^{-\phi(n-k)Z_k(\bar{\theta}_1 > k - m)}}{P(\bar{\theta}_1 > k - m)Z_n},$$  

(6.21)

which will (roughly speaking) play the role of the Radon-Nikodym derivative of the polymer measure w.r.t. the measure $P$. The key tool is the following lemma, the proof of which is deferred to Appendix D.

**Lemma 6.6.** Let $\varepsilon_0 \in (0, 1), \rho \in (0, \frac{1}{2})$ and $J \geq 1$. There exists $C(\rho) > 0$ such that for all $\tau \in \text{Good}_n(\varepsilon_0, \rho, J)$, and $T_1$ large enough,

$$\sup_{m \leq k \leq n} \Theta(n, k) \leq C(\rho).$$

(6.22)

We may finally prove the main result of this section:

**Proof of Proposition 6.1.** (i) Let us first prove that

$$Z_n\left(\mathcal{N}(n) \leq \frac{n}{CT_1^3}\right) \leq pZ_n,$$

(6.23)

which readily gives us the upper bound for the $N_{\text{in}}^{a,b}(n)$’s and $N_{\text{out}}^{a}(n)$’s. First, we decompose the partition function according to the last point in $\bar{\theta}$ before $n - m$. As $\mathcal{N}(n)$ is non-decreasing in $n$, it follows that

$$Z_n\left(\mathcal{N}(n) \leq \frac{n}{CT_1^3}\right) \leq \sum_{m \leq k \leq n} Z_{n-k}\left(\mathcal{N}(n - k) \leq \frac{n}{CT_1^3}, n - k \in \bar{\theta}\right)Z_k(\bar{\theta}_1 > k - m).$$

(6.24)

Recall (4.54) and (6.21). We get

$$Z_n\left(\mathcal{N}(n) \leq \frac{n}{CT_1^3}\right) \leq (\text{cst.})Z_n \sum_{m \leq k \leq n} P\left(\mathcal{N}(n - k) \leq \frac{n}{CT_1^3}, n - k \in \bar{\theta}\right)P(\bar{\theta}_1 > k - m)\Theta(n, k).$$

(6.25)

By Lemma 6.6, there exists $C(\rho) > 0$ such that

$$Z_n\left(\mathcal{N}(n) \leq \frac{n}{CT_1^3}\right) \leq C(\rho)Z_n \sum_{m \leq k \leq n} P\left(\mathcal{N}(n - k) \leq \frac{n}{CT_1^3}, n - k \in \bar{\theta}\right)P(\bar{\theta}_1 > k - m)$$

$$\leq C(\rho)Z_nP\left(\mathcal{N}(n - m) \leq \frac{n}{CT_1^3}\right).$$

(6.26)

Lemma 6.2 allows us to conclude, since $m$ is negligible in front of $n$ on $B_n^{(1)}$.

(ii) Let us now deal with the lower bound. Let $a, b \in \{0, 1\}$. Let us write, with obvious notation,

$$N_{\text{in}}^{a,b}(n) = N_{\text{in}}^{a,b}(n - m) + N_{\text{in}}^{a,b}(n - m, n).$$

(6.27)
Then,
\[(6.28)\]
\[Z_n\left(N_{in}^{a,b}(n) \geq C_n \frac{n}{T_1^3}\right) \leq Z_n\left(N_{in}^{a,b}(n - m) \geq C(n - m) \frac{n}{2T_1^3}\right) + Z_n\left(N_{in}^{a,b}(n - m, n) \geq C_n \frac{n}{2T_1^3}\right).
\]

The first term in the sum can be handled with the same arguments as in (i) using Lemma 6.6 again and Lemma 6.4 instead of Lemma 6.2. From now on, we focus on the second term. By decomposing on the last and first renewal points of \(\bar{\theta}\) before and after \(n - m\), we get
\[(6.29)\]
\[Z_n\left(N_{in}^{a,b}(n - m, n) \geq C_n \frac{n}{2T_1^3}\right) = \sum_{u,v \in \{0,1\}} \sum_{m \leq k \leq n, 0 \leq \ell \leq m} Z_{n-k}^v(n - k \in \bar{\theta})Z_{k-\ell}^w(\bar{\theta}_{1} = k - \ell)Z_{\ell}^w\left(N_{in}^{a,b}(\ell) \geq C_n \frac{n}{2T_1^3}\right).
\]

Clearly,
\[(6.30)\]
\[Z_{\ell}^w\left(N_{in}^{a,b}(\ell) \geq C_n \frac{n}{2T_1^3}\right) \leq \exp\left(-\beta C_n \frac{n}{2T_1^3}\right).
\]

Moreover, since \(\ell \leq m = 2T_1^3\), there exists \(c_0 > 0\) such that (recall Lemma 1.1)
\[(6.31)\]
\[Z_{\ell}^w \geq \frac{1}{2} \sqrt{T_1}(\ell) \geq \frac{c_0}{T_1^3}.
\]

As a consequence,
\[(6.32)\]
\[Z_n\left(N_{in}^{a,b}(n - m, n) \geq C_n \frac{n}{2T_1^3}\right)
\[\leq \sum_{u,v \in \{0,1\}} \sum_{m \leq k \leq n, 0 \leq \ell \leq m} Z_{n-k}^v(n - k \in \bar{\theta})Z_{k-\ell}^w(\bar{\theta}_{1} = k - \ell)\frac{T_1^3}{c_0} \exp\left(-\beta C_n \frac{n}{2T_1^3}\right)
\[\leq \frac{T_1^3}{c_0} \exp\left(-\beta C_n \frac{n}{2T_1^3}\right)Z_n,
\]

which concludes this step, since \(n \geq (\varepsilon_0 T_1)^{1+2} = \text{Good}_n(\varepsilon_0)\) and \(\gamma > 1\). The proof works exactly the same way for \(N_{out}^{a}(n)\).

(iii) Let us finally deal with \(T_{out}(n)\). The upper bound follows by writing
\[(6.33)\]
\[Z_n\left(T_{out}(n) \leq C_n \frac{n}{T_1^3}\right) \leq Z_n\left(T_{out}(n - m) \leq C_n \frac{n}{T_1^3}\right)
\]
and using the same proof strategy as in (i) using Lemma 6.6 again and Lemma 6.5 instead of Lemma 6.2. Let us now focus on the lower bound. Analogously to (6.28) and with obvious notation, we write
\[(6.34)\]
\[Z_n\left(T_{out}(n) \geq \frac{n}{C T_1^3}\right) \leq Z_n\left(T_{out}(n - m) \geq \frac{n - m}{2C T_1^3}\right) + Z_n\left(T_{out}(n - m, n) \geq \frac{n}{2C T_1^3}\right).
\]

We only need to focus on the last term, which we decompose into two parts:

\[(6.35)\]
\[1 = \sum_{u,v \in \{0,1\}} \sum_{m \leq k \leq n, 0 \leq \ell \leq m} Z_{n-k}^v(n - k \in \bar{\theta})Z_{k-\ell}^w(\bar{\theta}_{1} = k - \ell, Y_1 = \text{in})Z_{\ell}^w\left(T_{out}(\ell) \geq \frac{n}{2C T_1^3}\right)
\]
and

\[ (6.36) \quad (II) = \sum_{u,v \in \{0,1\}} \sum_{m \leq k \leq n} \sum_{0 \leq \ell \leq m} Z^u_{n-k}(n-k \in \bar{\theta}) Z^v_{k-\ell}(\bar{\theta}_1 = k-\ell, Y_1 = \text{out}) Z^v_{\ell} \left( T_{\text{out}}(\ell) \geq \frac{n}{2CT_1^3} - (m-\ell) \right). \]

Let us start with (I). By considering the events \( \{ \mathcal{N}(\ell) > \alpha \} \) and \( \{ \mathcal{N}(\ell) \leq \alpha \} \) (\( \alpha \) is a positive integer to be determined later), we obtain

\[ (6.37) \quad Z^v_{\ell} \left( T_{\text{out}}(\ell) \geq \frac{n}{2CT_1^3} \right) \leq e^{-\beta \alpha} + \frac{n}{2\alpha CT_1} \mathcal{N}(\ell) \leq \alpha \].

In turn, a rough union bound yields

\[ (6.38) \quad Z^v_{\ell} \left( T_{\text{out}}(\ell) \geq \frac{n}{2CT_1^3}, \mathcal{N}(\ell) \leq \alpha \right) \leq \sum_{1 \leq k \leq \alpha} \sum_{1 \leq i \leq k} Z^v_{\ell} \left( \bar{\theta}_i - \bar{\theta}_{i-1} \geq \frac{n}{2\alpha CT_1}, Y_i = \text{out}, \mathcal{N}(\ell) = k \right). \]

We may now decompose the partition function inside the sum into a product, similarly to (4.13), and replace the long outward excursion (corresponding to index \( i \)) with an inward excursion, using (6.31). The reader may check that we get in this way:

\[ (6.39) \quad Z^v_{\ell} \left( T_{\text{out}}(\ell) \geq \frac{n}{2CT_1^3}, \mathcal{N}(\ell) \leq \alpha \right) \leq \frac{\alpha^2 T_1^3}{c_0} \left( \sum_{\frac{n}{2\alpha CT_1} \leq j \leq m} K_{\text{out}}(v,j) \right) Z^v_{\ell}. \]

Since \( \gamma > 1 \), we may set \( \alpha = T_1^\gamma \), with \( 0 < \varepsilon < \gamma - 1 \). Recall that \( n \geq (\varepsilon_0 T_1)^{\gamma+2} \) on \( \text{Good}_n(\varepsilon_0) \), so that \( \frac{n}{2\alpha CT_1} \geq \bar{J} \frac{\gamma+2}{\gamma} \), for \( T_1 \) large enough. We can then use Lemma 4.5 and get

\[ (6.40) \quad \sum_{\frac{n}{2\alpha CT_1} \leq j \leq m} K_{\text{out}}(v,j) \leq T_1^\gamma \exp \left( -\frac{n}{2\alpha CT_1^3} \right). \]

As \( \frac{n}{\alpha T_1^\gamma} \) is of order \( T_1^{\gamma-1-\varepsilon} \), the bound on (I) readily follows.

Let us now deal with (II). If \( m - \ell < \frac{n}{4CT_1^3} \) then we proceed as for (I), since then \( T_{\text{out}}(\ell) \geq \frac{n}{4CT_1^3} \) in the last term of (6.36). Else, \( k - \ell \geq m - \ell \geq \frac{n}{4CT_1^3} \) and we argue that for \( n \) large enough,

\[ (6.41) \quad Z^u_{k-\ell}(\bar{\theta}_1 = k-\ell, Y_1 = \text{out}) \leq p Z^u_{k-\ell}(\bar{\theta}_1 = k-\ell, Y_1 = \text{in}) \leq p Z^u_{k-\ell}(\bar{\theta}_1 = k-\ell). \]

Indeed,

\[ (6.42) \quad Z^u_{k-\ell}(\bar{\theta}_1 = k-\ell, Y_1 = \text{out}) \leq (\text{cst})(k-\ell)^3 \exp(-\phi(T_2)(k-\ell)), \]

while, from Lemma 1.1,

\[ (6.43) \quad Z^u_{k-\ell}(\bar{\theta}_1 = k-\ell, Y_1 = \text{in}) \geq (\text{cst})(k-\ell)^{-3/2} \exp(-g(T_1)(k-\ell)). \]

Use (1.10) and (1.30) with the fact that \( \tau \in B_n^{(3)}(\rho) \) (i.e. \( \rho T_1 < T_2 < (1 - \rho)T_1 \)) to conclude.
7. PROOF OF THEOREMS 1.2 AND 1.3

We finally reassemble all our results to prove Theorems 1.2 and 1.3. We mainly focus on the proof of the former and only specify what has to be adapted for the latter.

Proof of Theorem 1.2. Step 1. We first prove that Propositions 3.1 and 3.2 are still true if one replaces $\sigma$ (that is $\sigma(\tau)$) by $\sigma(\overline{\tau})$ in the conclusion. We observe that by a straightforward pathwise comparison

$$P(H_{k_0}^* \leq n < H_{k_0+1}^* | \sigma(\overline{\tau}) > n) \geq \frac{P(H_{k_0}^* \leq n < H_{k_0+1}^*, \sigma(\overline{\tau}) > n)}{P(\sigma > n)},$$

(7.1)

Note that on the event \{n < H_{k_0+1}^*\}, one can switch $\tau$ and $\overline{\tau}$ so that

$$P(H_{k_0}^* \leq n < H_{k_0+1}^*, \sigma(\overline{\tau}) > n) = P(H_{k_0}^* \leq n < H_{k_0+1}^*, \sigma > n)$$

and finally

$$P(H_{k_0}^* \leq n < H_{k_0+1}^*, \sigma(\overline{\tau}) > n) \geq P(H_{k_0}^* \leq n < H_{k_0+1}^*, \sigma > n).$$

(7.3)

Let us now deal with Proposition 3.2 and first observe that from Proposition 3.1

$$P(\sigma > n) \leq \frac{1}{1-p} P(H_{k_0+1}^* \wedge \sigma > n) = \frac{1}{1-p} P(H_{k_0+1}^* \wedge \sigma(\overline{\tau}) > n) \leq \frac{1}{1-p} P(\sigma(\overline{\tau}) > n)$$

(7.4)

so that (3.1) rewrites

$$P(H_{\tau_{k_0-1}} > kn | \sigma(\overline{\tau}) > n) \leq \frac{1}{1-p} P(kn < H_{k_0}^* \leq n < H_{k_0+1}^* | \sigma > n) + P(n \notin [H_{k_0}^*, H_{k_0+1}^*] | \sigma(\overline{\tau}) > n),$$

(7.5)

and we conclude easily using (7.3) and the end of the proof of Proposition 3.2.

Step 2. Let us now prove Theorem 1.2 for $P(\cdot | \sigma(\overline{\tau}) > n)$ instead of $P(\cdot | \sigma > n)$. We start by picking the parameters in the following order:

1. $\rho \in (0, \frac{1}{2})$ small enough and $J \geq 1$ large enough to satisfy the assumptions of Proposition 2.3;
2. $\delta \in (0, 1)$ and $\eta \in (0, 1)$ small enough to satisfy the assumptions of Propositions 2.3 and 3.2;
3. $\epsilon_0 \in (0, 1)$ small enough (depending on $\delta$) to satisfy the assumptions of Propositions 2.3 and 3.2;
4. $\epsilon \in (0, \frac{\delta}{2})$ small enough (depending on $\epsilon_0$ and $\eta$) to satisfy the assumptions of Proposition 3.2;
5. $C \geq 1$ large enough (depending on $\epsilon_0$ and $\epsilon$) to satisfy the assumptions of Proposition 2.3.

Let us now assume that $\tau \in \text{Good}_n(\delta, \epsilon_0, \epsilon, \eta, \rho, J, C)$, which holds with $P$-probability larger than $1 - p$, so that $\tau$ satisfies the assumptions of Propositions 3.2 and 6.1. Let us abbreviate

$$\text{LOC}(n, C) = \left\{ \frac{n}{C T_{k_0}} \leq N_{\text{in}}(n), N_{\text{out}}(n), T_{\text{out}}(n) \leq C \frac{n}{T_{k_0}} \right\}.$$
Then for all $C, \kappa > 0$,
\[
P(H_{\tau_0-1} \leq \kappa n, \text{LOC}(n, C)|\sigma(\tau) > n)
\]
(7.7) = \sum_{1 \leq k \leq \kappa n} \frac{P(H_{\tau_0-1} = k < \sigma(\tau))P_{\tau_0-1}(\text{LOC}(n - k, C), \sigma(\tau) > n - k)}{P(\sigma(\tau) > n)}.

Since $n - k \geq (1 - \kappa)n$, Proposition 6.1 guarantees that there exists $C > 0$ such that for $n$ large enough,
\[
P(H_{\tau_0-1} \leq \kappa n, \text{LOC}(n, C)|\sigma(\tau) > n)
\]
(7.8) \geq (1 - p) \sum_{1 \leq k \leq \kappa n} \frac{P(H_{\tau_0-1} = k < \sigma(\tau))P_{\tau_0-1}(\sigma(\tau) > n - k)}{P(\sigma(\tau) > n)}
= (1 - p)P(H_{\tau_0-1} \leq \kappa n|\sigma(\tau) > n).

By Proposition 3.2, we finally obtain that
\[
P(H_{\tau_0-1} \leq \kappa n, \text{LOC}(n, C)|\sigma(\tau) > n) \geq (1 - p)^2.
\]

Step 3. We finally come back to $P(\sigma > n)$. Let us abbreviate
\[
A := \{H_{\tau_0-1} \leq \kappa n\} \cap \text{LOC}(n, C).
\]
From (7.4),
\[
P(A|\sigma > n) \geq \frac{P(A, H^*_k = n > n, \sigma > n)}{P(\sigma > n)} \geq (1 - p) \frac{P(A, H^*_k = n > n, \sigma(\tau) > n)}{P(\sigma(\tau) > n)}.
\]

Moreover
\[
P(A, H^*_k = n|\sigma(\tau) > n) \geq P(A|\sigma(\tau) > n) - P(H^*_k = n \leq n|\sigma(\tau) > n)
\]
and one concludes using Steps 1 and 2.

Proof of Theorem 1.3. The proof strategy is the same as for Theorem 1.2 except that we use Proposition 5.1 (that brings no additional constraint on the choice of parameters) instead of Proposition 6.1.

APPENDIX A. Results about ruin probabilities

A.1. Proof of Lemma 1.1.

Proof of Lemma 1.1. When $n \in 2\mathbb{N}$, the bounds in (1.11) and (1.12) are proven in [9, Lemma 2.1]. It is assumed therein that $t \in 2\mathbb{N}$. However, their proof relies on explicit formulas (see below) that are also valid for $t \in 2\mathbb{N} - 1$. We now focus on the case where $n \in 2\mathbb{N} - 1$. First, it suffices to combine (1.11) with the trivial bounds
\[
\sum_{i > n + 1} q_t(i) \leq \sum_{i > n} q_t(i) \leq \sum_{i > n - 1} q_t(i)
\]
to obtain (1.12). Let us now deal with (1.11) in the case where $n, t \in 2\mathbb{N} - 1$. We remind the reader that
\[
q^0_t(n) = \left(\frac{2}{t} \sum_{\nu = 1}^{[t^{-1}/2]} \cos^{t - 2} \left(\frac{\pi \nu}{t}\right) \sin^2 \left(\frac{\pi \nu}{t}\right) \right)_{1\{n \in 2\mathbb{N}\}},
\]
(A.1)
\[
q^1_t(n) = \left(\frac{1}{t} \sum_{\nu = 1}^{[t^{-1}/2]} (-1)^{\nu + 1} \cos^{n - 2} \left(\frac{\pi \nu}{t}\right) \sin^2 \left(\frac{\pi \nu}{t}\right) \right)_{1\{n - t \in 2\mathbb{N}\}}.
\]
see equation (5.8) in [20, Chapter XIV] or equation (B.1) in [9]. To obtain the upper bound, we may replace the indicator $1_{\{n \in 2\mathbb{N}\}}$ by 1 (even though $n$ is odd) and get

\[(A.3) \quad q_t(n) \leq \frac{4}{t} \sum_{\nu=1}^{\lfloor (t+2)/4 \rfloor} \cos^{n-2} \left( \frac{(2\nu - 1)\pi}{t} \right) \sin^2 \left( \frac{(2\nu - 1)\pi}{t} \right),\]

from where the analysis is as in [9], see equation (B.2) therein. As for the lower bound, we start by fixing some $\varepsilon \in (0, \frac{1}{2})$ and write:

\[(A.4) \quad q_t(n) = 2q_1^0(n) \geq U_0(n) - U_1(n) - U_2(n),\]

where

\[
U_0(n) = \frac{2}{t} \cos^{n-2} \left( \frac{\pi}{t} \right) \sin^2 \left( \frac{\pi}{t} \right),
\]

\[
U_1(n) = \frac{2}{t} \sum_{\nu=2}^{\lfloor |t|/2 \rfloor} \cos^{n-2} \left( \frac{\pi\nu}{t} \right) \sin^2 \left( \frac{\pi\nu}{t} \right),
\]

\[
U_2(n) = \frac{2}{t} \sum_{\nu=\lfloor |t|/2 \rfloor + 1}^{\lfloor |t|/2 \rfloor} \cos^{n-2} \left( \frac{\pi\nu}{t} \right) \sin^2 \left( \frac{\pi\nu}{t} \right).
\]

In a similar way as (B.3)–(B.7) in [9], one may check that

\[(A.6) \quad U_0(n) = \frac{2\pi^2}{t^3} (1 + o(1)) e^{-g(t)n},\]

while

\[(A.7) \quad U_1(n) \leq \frac{(\text{cst})}{n^{3/2}} e^{-g(t)n}, \quad U_2(n) \leq (\text{cst}) \cos^{n}(\pi\varepsilon).\]

The desired lower bound follows by choosing $T_0$ large enough so that $e^{-g(T_0)} > \cos(\pi\varepsilon)$ and $n \geq c_5 t^2$, with $c_5$ large enough.

**A.2. Generating functions of ruin probabilities.** Let us now collect a few facts about the moment generating functions of the ruin probabilities defined in (4.8). For any $0 < f < g(t)$, set

\[(A.8) \quad \Delta = \Delta(f) = \arctan \sqrt{e^{2f}} - 1.\]

Then [9, Appendix A],

\[
\hat{q}_t(f) = 1 + \tan(\Delta) \frac{1 - \cos(t\Delta)}{\sin(t\Delta)},
\]

\[
\hat{q}_t^0(f) = 1 - \frac{\tan(\Delta)}{\tan(t\Delta)},
\]

\[
\hat{q}_t^1(f) = \frac{1}{2} \frac{\tan(\Delta)}{\sin(t\Delta)}.
\]

In the limiting case $t = \infty$, the generating function is defined for all $f \leq 0$ and

\[(A.10) \quad \hat{q}_\infty^0(f) = 1 - \sqrt{1 - e^{2f}}.\]
Let us come back to the case $t < +\infty$ and denote by $\tilde{q}_t$ the function such that $\tilde{q}_t(f) = \tilde{q}_t(\Delta(f))$. Then, see [9],

\begin{equation}
(A.11)
(\tilde{q}_t)'(\Delta) = (\tilde{q}_t^0)'(\Delta) + 2(\tilde{q}_t^1)'(\Delta) = \frac{1 - \cos(t\Delta)}{\sin(t\Delta)} \left[ \frac{1}{\cos^2(\Delta)} + t\frac{\tan \Delta}{\sin(t\Delta)} \right],
\end{equation}

with \( (\tilde{q}_t^0)'(\Delta) = \frac{1}{2\sin(t\Delta)} \left[ \frac{1}{\cos^2(\Delta)} - \frac{t\tan \Delta}{\tan(t\Delta)} \right] \),

\begin{equation}
(A.12)
\Delta'(f) = \frac{1}{\sqrt{e^{2t} - 1}} = \frac{1}{\tan \Delta},
\end{equation}

\begin{equation}
\Delta''(f) = -\frac{e^{2t}}{(e^{2t} - 1)^{3/2}} = -\frac{1 + \tan^2 \Delta}{\tan^3 \Delta} = -\frac{\cos(\Delta)}{\sin^3(\Delta)}.
\end{equation}

We also provide the following large-$t$ asymptotic results:

**Lemma A.1.** For all positive functions $t \to \varepsilon(t)$ converging to 0 as $t \to +\infty$ and such that $1/t^2 = o(\varepsilon(t))$,

\begin{equation}
(A.13)
\hat{q}_t\left(\frac{\pi^2}{2t^2}(1 - \varepsilon(t))\right) - 1 \sim \frac{4}{t\varepsilon(t)},
\end{equation}

\begin{equation}
\hat{q}_t^0\left(\frac{\pi^2}{2t^2}(1 - \varepsilon(t))\right) - 1 \sim \frac{2}{t\varepsilon(t)},
\end{equation}

\begin{equation}
\hat{q}_t^1\left(\frac{\pi^2}{2t^2}(1 - \varepsilon(t))\right) \sim \frac{1}{t\varepsilon(t)},
\end{equation}

\begin{equation}
(A.14)
(\hat{q}_t)'\left(\frac{\pi^2}{2t^2}(1 - \varepsilon(t))\right) \sim \frac{8t}{\pi^2\varepsilon(t)^2},
\end{equation}

\begin{equation}
(\hat{q}_t^0)'\left(\frac{\pi^2}{2t^2}(1 - \varepsilon(t))\right) \sim \frac{4t}{\pi^2\varepsilon(t)^2},
\end{equation}

\begin{equation}
(\hat{q}_t^1)'\left(\frac{\pi^2}{2t^2}(1 - \varepsilon(t))\right) \sim \frac{2t}{\pi^2\varepsilon(t)^2}.
\end{equation}
and
\[
(q_t^0)'' \left( \frac{\pi^2}{2t^2} (1 - \varepsilon(t)) \right) \sim \frac{32t^3}{\pi^3 \varepsilon(t)^3},
\]
(A.15)
\[
(q_t^1)'' \left( \frac{\pi^2}{2t^2} (1 - \varepsilon(t)) \right) \sim \frac{16t^3}{\pi^4 \varepsilon(t)^3},
\]
\[
(q_t^1)'' \left( \frac{\pi^2}{2t^2} (1 - \varepsilon(t)) \right) \sim \frac{8t^3}{\pi^5 \varepsilon(t)^3}.
\]
Proof of Lemma A.1. Let us pick \( f(t) = \frac{\pi^2}{2t^2} (1 - \varepsilon(t)) \) and abbreviate \( \Delta = \Delta(f(t)) \). Then,
\[
\tan \Delta = \frac{\pi}{t} \sqrt{1 - \varepsilon(t)} [1 + O(1/t^2)],
\]
as \( t \to \infty \), and, with the assumption that \( 1/t^2 = o(\varepsilon(t)) \), we get
\[
t \Delta = \pi[1 - \frac{1}{4} \varepsilon(t)(1 + o(1))].
\]
The asymptotics in (A.13) are obtained from (A.9). Then, a straightforward computation gives
\[
(q_t^1)'(\Delta) \sim \frac{2}{\pi \varepsilon(t)^2}, \quad (q_t^0)'(\Delta) \sim \frac{4}{\pi \varepsilon(t)},
\]
(A.18)
\[
(q_t^1)'(\Delta) \sim \frac{8t}{\pi^2 \varepsilon(t)^3}, \quad (q_t^0)'(\Delta) \sim \frac{16t^2}{\pi^3 \varepsilon(t)^3},
\]
\[
\Delta'(f(t)) \sim \frac{t}{\pi}, \quad \Delta''(f(t)) \sim -\frac{t^3}{\pi^3},
\]
and one readily obtains (A.14) and (A.15) using
\[
(q_t^a)'(f) = \Delta'(f)(q_t^a)'(\Delta(f))
\]
(A.19)
\[
(q_t^a)''(f) = \Delta''(f)(q_t^a)'(\Delta(f)) + [\Delta'(f)]^2(q_t^a)''(\Delta(f)),
\]
for \( a \in \{0, 1\} \). ■

Appendix B. Proof of Proposition 2.3

Proof of Proposition 2.3. The proposition follows from Lemma B.1 to B.5 below, in combination with [38, Proposition 6.1] (an inspection of the proof therein reveals that \( \varepsilon_0 \) may actually be chosen independently from \( \delta \)). ■

Lemma B.1. For all \( p \in (0, 1) \), there exists \( \varepsilon_0 \in (0, 1) \) small enough such that
\[
\liminf_{n \to \infty} P(B_n^{(1)}(\varepsilon_0)) \geq 1 - p.
\]
Lemma B.2. For all \( p \in (0, 1) \), there exists \( \eta > 0 \) small enough such that
\[
\liminf_{n \to \infty} P(B_n^{(2)}(\eta)) \geq 1 - p.
\]
Lemma B.3. For all \( p \in (0, 1) \), there exists \( \rho \in (0, \frac{1}{2}) \) small enough such that
\[
\liminf_{n \to \infty} P(B_n^{(3)}(\rho)) \geq 1 - p.
\]
Lemma B.4. For all \( p \in (0, 1) \), there exists \( J \geq 1 \) large enough such that
\[
\liminf_{n \to \infty} P(B_n^{(4)}(J)) \geq 1 - p.
\]
Lemma B.5. For all \( p \in (0, 1) \), \( \varepsilon_0 \in (0, 1) \) and all \( \varepsilon \in (0, \beta/2) \), there exists \( C = C(\varepsilon_0, \varepsilon) > 0 \) so that
\[
\liminf_{n \to \infty} \mathbb{P}(B_n(5)(\varepsilon_0, \varepsilon, C)) \geq 1 - p.
\]

B.1. Preparatory lemma. Recall the definition of \((\Pi_n)\) in (2.7) that is a sequence of point processes on the quadrant \( E := [0, +\infty) \times (0, +\infty) \). In the following we abbreviate for all \( n \geq 1 \),
\[
(X^n_i, Y^n_i) := \left( i - \frac{1}{n}, \frac{T_i}{n^{1/\gamma}} \right) \quad \text{for all } i \geq 1.
\]
Each element of the sequence \((\Pi_n)\) belongs to \( M_p(E) \), that is the space of Radon point measures on \( E \). We recall that this sequence converges weakly (with the topology of vague convergence) to a Poisson point process \( \Pi \) with intensity measure \( p = dx \otimes c_T \gamma y^{\gamma+1} dy \), where \( c_T \) is the constant appearing in (1.1) (see [38, Proposition 2.4] for a reference). In [38] we defined for any \( \lambda > 0 \),
\[
\psi^\lambda : E \to \mathbb{R}^+ \quad (x, y) \mapsto \lambda x + \frac{x^2}{2\pi},
\]
and for any \( \mu \) in \( M_p(E) \),
\[
\Phi^\lambda(\mu) := \inf_{(x, y) \in \mu} \psi^\lambda(x, y),
\]
with the convention \( \inf \emptyset = +\infty \) and \((x, y) \in \mu\) means that \((x, y)\) is in the support of \( \mu \). We might omit the superscript \( \emptyset = +\infty \) and \((x, y) \in \mu\) means that \((x, y)\) is in the support of \( \mu \). When the infimum of \( \Phi^\lambda \) is achieved by a unique point we call it \( z^* = (x^*, y^*) \). When the following quantities are uniquely defined, we call \( \bar{z} = (\bar{x}, \bar{y}) \) the point in \( \mu \) such that
\[
\bar{y} = \inf_{(x, y) \in \mu : x > x^* \text{ and } y > y^*} y,
\]
and \( \underline{z} = (\underline{x}, \underline{y}) \) the point in \( \mu \setminus \{z^*\} \) such that
\[
\underline{y} = \sup_{(x, y) \in \mu \setminus \{z^*\} : x < \underline{x}} y.
\]
Finally, we call \( z^{**} \) the minimizer of \( \psi^\lambda \) over \( \mu \setminus \{z^*\} \) when it is well-defined and unique, so that
\[
\psi^\lambda(z^{**}) = \inf_{(x, y) \in \mu \setminus \{z^*\}} \psi^\lambda(x, y).
\]
Provided these points are well-defined when one replaces \( \mu \) by \( \Pi_n \), we obtain four (random) points denoted by \( Z_n^*, \bar{Z}_n, \underline{Z}_n \) and \( Z_n^{**} \), respectively.

Lemma B.6. For all \( p \in (0, 1) \), there exists a compact rectangle \( K \subset E \) so that
\[
\liminf_n \mathbb{P}(S(n)) \geq 1 - p,
\]
where
\[
S(n) := \{Z_n^*, \bar{Z}_n, \underline{Z}_n \text{ and } Z_n^{**} \text{ are well defined and lie in } K \}. \]
Proof of Lemma B.6. We divide the proof in four steps.

Step 1. We first prove that for all \( p > 0 \) there exists a compact set \( K_p \subset E \) such that
\[
\liminf_{n \to \infty} \mathbb{P}(S_1(n)) > 1 - p, \tag{B.14}
\]
where
\[
S_1(n) = \left\{ \text{the infimum of } \psi \text{ over } \Pi_n \text{ is achieved by a unique minimizer that lies in } K_p \right\}. \tag{B.15}
\]
We first choose \( \varepsilon > 0 \) small enough so that \( \liminf_n \mathbb{P}(\max_{i \leq n} T_i \geq \varepsilon n^{1/3}) \geq 1 - p \). On this event, considering any point \((X^n_i, Y^n_i)\) such that \( X^n_i \leq 1 \) and \( Y^n_i \geq \varepsilon \), we easily obtain that \( \liminf \mathbb{P} \psi \leq \lambda + \pi^2/(2\varepsilon^2) \). Since the set \( \{z \in E : \psi(z) \leq \lambda + \pi^2/(2\varepsilon^2)\} \) is contained in \([0, 1 + \pi/2\varepsilon] \times (0, +\infty)\), it contains almost surely finitely many points of \( \Pi_n \). This implies that the infimum over \( \Pi_n \) is almost surely achieved by at least one point in \( \Pi_n \) and that all minimizers \((x, y) \in \Pi_n\) satisfy \( x \leq b_{\varepsilon} := 1 + \pi/2\varepsilon \) and \( y \geq c_{\varepsilon} := \pi/\sqrt{2\varepsilon^2} \). We now fix \( d_{\varepsilon} > c_{\varepsilon} \) large enough so that \( \liminf_n \mathbb{P}(\max_{i \leq n} T_i \leq d_{\varepsilon} n^{1/3}) \geq 1 - p \) and, in order to anticipate Step 3, we also fix \( 0 < a_{\varepsilon} < b_{\varepsilon} \) small enough so that \( \liminf_n \mathbb{P}(\max_{i \leq n} T_i < c_{\varepsilon} n^{1/3}) \geq 1 - p \). We have thus proven that on the set
\[
\{\max_{i \leq n} T_i \geq \varepsilon n^{1/3}\} \cap \{\max_{i \leq b_{\varepsilon} n} T_i \leq d_{\varepsilon} n^{1/3}\} \cap \{\max_{i \leq a_{\varepsilon} n} T_i < c_{\varepsilon} n^{1/3}\}, \tag{B.16}
\]
the infimum of \( \psi \) over \( \Pi_n \) is achieved and all minimizers lie in the compact set \( K_p := [a_{\varepsilon} b_{\varepsilon}] \times [c_{\varepsilon} d_{\varepsilon}] \). We now prove that there is a unique minimizer with high probability. We consider the event
\[
A = \left\{ \mu \in M_p(E), \, \inf_{z \in \mu \cap K_p} \psi(z) \text{ has at least two minimizers} \right\}. \tag{B.17}
\]
Using [40, Proposition 3.13], one can check that all \( \mu \in \partial A \) belong to \( A \) or satisfy \( \mu(\partial K_p) \geq 1 \). Using [40, Proposition 3.14], we obtain that \( \Pi(\partial A) = 0 \) and thus,
\[
\lim_{n \to +\infty} \Pi_n(A) = \Pi(A) = 0. \tag{B.18}
\]
This concludes the proof of the first step.

Step 2. Let us first note that almost surely on \( S_1(n), Z^*_n \) and \( \tilde{Z}_n \) are well defined. We now prove that for all \( p > 0 \) one can enlarge \( K_p \) to another compact set \( \bar{K}_p \subset E \) such that
\[
\liminf_n \mathbb{P}(S_2(n)) \geq 1 - p, \tag{B.19}
\]
where
\[
S_2(n) := S_1(n) \cap \{\tilde{Z}_n \in \bar{K}_p\}. \tag{B.20}
\]
We observe that for all \( \bar{b}_{\varepsilon} > b_{\varepsilon} \),
\[
\mathbb{P}(S_1(n), X_n > b_{\varepsilon}) \leq \mathbb{P}(\argmax_{i \leq b_{\varepsilon} n} T_i \leq b_{\varepsilon} n). \tag{B.21}
\]
We choose \( \bar{b}_{\varepsilon} > b_{\varepsilon} \) large enough so that \( \liminf_n \mathbb{P}(\argmax_{i \leq b_{\varepsilon} n} T_i \leq b_{\varepsilon} n) \leq p \) and \( \bar{d}_{\varepsilon} > d_{\varepsilon} \) large enough so that \( \liminf_n \mathbb{P}(\max_{i \leq b_{\varepsilon} n} T_i \leq \bar{d}_{\varepsilon} n^{1/3}) \geq 1 - p \). Setting \( \bar{K}_p := [a_{\varepsilon} \bar{b}_{\varepsilon}] \times [c_{\varepsilon} \bar{d}_{\varepsilon}] \) concludes the proof of the second step.

Step 3. We finally prove that for all \( p > 0 \) one can enlarge \( \bar{K}_p \) to a compact set \( \bar{K}_p \subset E \) such that
\[
\liminf_{n \to \infty} \mathbb{P}(S_2(n), Z_n \text{ is well defined, unique, and lies in } \bar{K}_p) \geq 1 - p. \tag{B.22}
\]
The supremum in (B.10) is achieved (with \( \Pi_n \) instead of \( \mu \)) and any maximizer \((X_n, Y_n)\) satisfies \( \sum_{n} X_n \leq X_{n+1} \) and \( \sum_{n} Y_n \leq Y_{n+1} \), by definition. We now choose \( \varepsilon < \varepsilon \) small enough so that \( \lim \sup_{n} \mathbb{P}(\max_{i \leq n} T_i < c_{n}^{1/\gamma}) \leq p \) and we set \( K_{p} = [0, \varepsilon_{0}] \times [c_{n}, \varepsilon_{0}] \) so that, on \( \{ \max_{i \leq n} \mathcal{N}^{\ast} \geq c_{n}^{1/\gamma} \} \cap S_{2}(n) \), any maximizer \( \mathcal{N}^{\ast} \) belongs to \( K_{p} \). We finally prove that for \( n \) large enough, \( \mathcal{N}^{\ast} \) is uniquely defined with probability larger that \( 1 - p \) using the same argument that was used at the end of Step 1.

**Step 4.** Using the same arguments as above one can prove that the infimum in (B.11) is well defined and achieved (again with \( \Pi_n \) instead of \( \mu \)). On \( \mathcal{S}(n) \), as \( \mathcal{N} \in K \), one may deduce that any minimizer \( \mathcal{N}^{\ast} \) in (B.11) satisfies \( X_{n}^{\ast} \leq b_{n}^{\ast} := \bar{b}_{n} = \frac{n^{2}}{\sqrt{2M_{n}^{2}}} \). One may finally choose \( \varepsilon_{n} \geq \frac{1}{\sqrt{2M_{n}^{2}}} \). One may may finally choose \( \varepsilon_{n} \) large enough so that

(B.23) \[ \lim \sup_{n \to \infty} \mathbb{P}(\max_{i \leq n} \mathcal{N}^{\ast} > d_{n}^{1/\gamma}) \leq p. \]

On \( \mathcal{S}(n) \cap \{ \max_{i \leq n} \mathcal{N}^{\ast} \leq d_{n}^{1/\gamma} \} \), one obtain that \( \mathcal{N}^{\ast} \) lies in the compact set \( K^{\ast} = [0, \varepsilon_{0}] \times [c_{n}^{\ast}, d_{n}^{\ast}] \). Once we know that all minimizers lie in \( K^{\ast} \) we prove that there is actually only one by using the same argument as in Step 1.

\[ \blacksquare \]

### B.2. Technical proofs for Section 2.

**Proof of Lemma B.1 and Lemma B.2.** **Step 1.** Using the compact rectangle from Step 1 of Lemma B.6 (that does not intersect the \( y \)-axis) and noting that

(B.24) \[ \mathcal{N}^{\ast} = \left( \frac{1}{N}, T_{\tilde{t}_{0}(n)} \right), \]

we already know that for all \( p \in (0, 1) \), there exists \( \varepsilon_{0} \in (0, 1) \) such that \( \tilde{t}_{0} \) is uniquely defined, with \( \varepsilon_{0} N \leq \tilde{t}_{0} \leq \varepsilon_{0}^{-1} N \) and \( \varepsilon_{0} N^{1/\gamma} \leq \tilde{t}_{0} \leq \varepsilon_{0}^{-1} N^{1/\gamma} \).

**Step 2.** Let us now prove that all minimizers of \( G_{n} \) lie in the interval \( [\varepsilon_{0} N, \varepsilon_{0}^{-1} N] \) with probability larger than \( 1 - p \), provided \( \varepsilon_{0} \) is chosen small enough. We replicate the argument used in the proof of Lemma B.6 (Step 1). First, we choose \( \varepsilon > 0 \) small enough so that \( \lim_{n \to \infty} \mathbb{P}(\max_{i \leq n} \mathcal{N}^{\ast} \geq \varepsilon N^{1/\gamma}) \geq 1 - p \). On this event, considering any point \( i \leq N \) such that \( \mathcal{N}_{\tilde{t}} \geq \varepsilon N^{1/\gamma} \), we easily obtain using (2.1),

(B.25) \[ \inf_{\ell} G_{n}(\ell) \leq \beta + \mathbb{E}[\log T_{\ell}] + \frac{C_{1}}{\varepsilon^{2}}. \]

This implies that the infimum is almost surely achieved and that all minimizers satisfy \( \ell \leq b_{n} N \) where \( b_{n} := 1 + \beta^{-1}(\mathbb{E}[\log T_{\ell}] + \frac{C_{1}}{\varepsilon^{2}}) \) and \( T_{\ell} \geq c_{n} N^{1/\gamma} \) with \( c_{n} := C_{1}^{-1}(\beta + \mathbb{E}[\log T_{\ell}] + \frac{C_{1}}{\varepsilon^{2}}) \). We fix \( 0 < a_{n} < b_{n} \) small enough so that \( \lim \inf_{n} \mathbb{P}(\max_{i \leq n} \mathcal{N}^{\ast} \geq \varepsilon N^{1/\gamma}) \geq 1 - p \). On the set

(B.26) \[ \left\{ \max_{i \leq N} \mathcal{N}_{\tilde{t}} \geq \varepsilon N^{1/\gamma} \right\} \cap \left\{ \max_{i \leq N} \mathcal{N}_{\tilde{t}} \leq \varepsilon N^{1/\gamma} \right\} \cap \left\{ \max_{i \leq n} \mathcal{N}^{\ast} < c_{n} N^{1/\gamma} \right\}, \]

any minimizer \( \ell \) of \( G_{n} \) indeed lies in \( [a_{n} N, b_{n} N] \) and satisfies \( \ell \geq c_{n} N^{1/\gamma} \).

**Step 3.** Let us now prove that \( \ell_{0} \) is uniquely defined and actually coincides with \( \tilde{t}_{0} \) for \( n \) large enough, with probability larger than \( 1 - p \). To this end, let us first notice that for
every \( \eta \in (0,1) \), every \( \ell \) that minimizes \( G_n \), on the intersection of (B.26) and \( A_n^{(10)}(\varepsilon_0, \eta) \), and for \( n \) large enough (so that, in particular, \( A_n^{(10)}(\varepsilon_0, \eta) \) has probability at least \( 1 - p \)),

\[
(B.27) \quad |G_n(\ell) - \tilde{G}_n(\ell)| \leq \frac{3n}{4}.
\]

The next step is proving that with probability larger than \( 1 - p \),

\[
(B.28) \quad \min_{\ell \neq \ell_0} \tilde{G}_n(\ell) - \min \tilde{G}_n(\ell) \geq 2\eta.
\]

Using the notation of Section B.1, we set for any \( \mu \in M_p(E) \),

\[
(B.29) \quad \Phi(\mu) = \psi^\lambda(z^*) - \psi^\lambda(z^{**}),
\]

if \( z^* \) and \( z^{**} \) are both uniquely defined (otherwise set the function to zero) and \( \Phi_K(\mu) = \Phi(\mu(\cdot \cap K)) \), where \( K \) stands for a compact subset of \([0, +\infty) \times (0, +\infty) \). Adapting the proof of Lemma B.6, one can show that \( \Pi \) is almost surely a continuity point of \( \Phi_K \) and that \( \Phi_K(\Pi) \) has no atom in \( \mathbb{R} \). This implies that for all \( \eta > 0 \)

\[
(B.30) \quad \lim_{n \to +\infty} \mathbb{P}(\Phi_K(\Pi_n) < 2\eta) = \mathbb{P}(\Phi_K(\Pi) < 2\eta).
\]

On \( S_n^{**} \), \( \min_{\ell \neq \ell_0} G_n^\beta(\ell) - \min_{\ell \neq \ell_0} G_n^\beta(\ell) = \Phi_K(\Pi_n) \) so that for all \( \eta > 0 \),

\[
(B.31) \quad \mathbb{P}(\min_{\ell \neq \ell_0} G_n^\beta(\ell) - \min_{\ell \neq \ell_0} G_n^\beta(\ell) < 2\eta) \leq \mathbb{P}(\Phi_K(\Pi_n) < 2\eta) + \mathbb{P}((S_n^{**})^c).
\]

We thus choose \( \eta > 0 \) small enough so that \( \mathbb{P}(\Phi_K(\Pi) < 2\eta) \leq p \) and conclude the proof using (B.30) and Lemma B.6. Combining (B.27) and (B.28), we get the desired result. As a byproduct, we use the inequality in (B.31) to prove Lemma B.2.

**Proof of Lemma B.3.** By Lemma B.1, we may safely assume that \( \ell_0 = \tilde{\ell}_0 \) in what follows. The idea is to write the ratio between \( \max_{\ell \neq \ell_0, i \leq (k_0 + 1)} T_\ell \) and \( T_{\ell_0 + 1} \) as a function of the point process \( \Pi_n \) and then use the convergence of \( \Pi_n \) to \( \Pi \). In the case where \( Z_n^*, \bar{Z}_n \) and \( Z_n \) are well defined we set

\[
(B.32) \quad \Phi(\Pi_n) = \frac{Y_n}{Y_n}.
\]

and \( \Phi(\Pi_n) = 0 \) otherwise. We consider a compact set \( K \subset E \) such that \( \mathbb{P}(\Pi(\partial K) = 0) = 1 \) and define the function \( \Phi_K \) for all \( \mu \in M_p(E) \) by

\[
(B.33) \quad \Phi_K(\mu) = \Phi(\mu(\cdot \cap K)).
\]

Let us check that \( \Pi \) is almost surely a continuity point of \( \Phi_K \) (that is however not the case for \( \Phi \)). Almost surely, \( \Pi(\cdot \cap K) \) has only a finite number of atoms and none of them belongs to \( \partial K \). Moreover, arguing as in [38, Proposition 2.5], for \( \mu = \Pi(\cdot \cap K) \), the optimisers in (B.8) (B.9) (B.10) are almost surely unique, provided they are well defined (that is if the set of point satisfying the constraints is not empty). Using [40, Proposition 3.13] one can check that \( \Pi \) is thus almost surely a continuity point of \( \Phi_K \) (even in the case where one of the optimisers is not well defined and \( \Phi_K = 0 \)). As a consequence, using also [38, Proposition 2.4], \( (\Phi_K(\Pi_n)) \) converges in law to \( \Phi_K(\Pi) \).

Recall that for \( m \in \mathbb{N} \) and conditional on \( \{ \Pi(K) = m \} \), the restriction of \( \Pi \) to \( K \) has the same law as \( \sum_{i=1}^m \delta_{Z_i} \), where the \( (Z_i)_{1 \leq i \leq m} \)’s are i.i.d. with continuous law \( p_K \) that is the intensity measure of \( \Pi \) restricted to \( K \) and renormalized to a probability measure. From this we deduce that \( \Phi_K(\Pi) \) has no atom in \( \mathbb{R} \). This implies that for all \( \rho \in (0,1) \),

\[
(B.34) \quad \lim_{n \to +\infty} \mathbb{P}(\Phi_K(\Pi_n) \geq 1 - \rho) = \mathbb{P}(\Phi_K(\Pi) \geq 1 - \rho).
\]
For $p > 0$, we consider the compact set $K = [0, \tilde{b}_e] \times [\underline{c}_e, \bar{d}_e] \subset E$ given by Lemma B.6 and write for all $\rho \in (0, 1)$

\begin{equation}
\mathbb{P}
\left(
\frac{\max_{i \neq \ell_0, i < i(k_0 + 1)} T_i}{T_{\ell_0}} \geq 1 - \rho
\right)
\leq \mathbb{P}
\left(
\Phi_K(\Pi_n) \geq 1 - \rho
\right)
+ \mathbb{P}
\left(
S(n)^c
\right).
\end{equation}

We choose $\rho$ small enough such that $\mathbb{P}(\Phi_K(\Pi) \geq 1 - \rho) \leq p$ so that using (B.34) and Lemma B.6, one can easily deduce

\begin{equation}
\limsup_{n \to +\infty} \mathbb{P}
\left(
\frac{\max_{i \neq \ell_0, i < i(k_0 + 1)} T_i}{T_{\ell_0}} \geq 1 - \rho
\right)
\leq p.
\end{equation}

If moreover $\rho < \underline{c}_e/\bar{d}_e$ then

\begin{equation}
\mathbb{P}
\left(
\frac{\max_{i \neq \ell_0, i < i(k_0 + 1)} T_i}{T_{\ell_0}} \leq \rho
\right)
\leq \mathbb{P}
\left(
S(n)^c
\right).
\end{equation}

This concludes the proof of Lemma B.3.

\section*{Proof of Lemma B.4.}
By Lemma B.1, we may safely assume that $\ell_0 = \tilde{\ell}_0$ in what follows. The event $B_n^{(4)}(J)^c$ splits in two parts and we only control the first one as both are similar.

We observe that

\begin{equation}
\mathbb{P}(\exists \ell \geq J, \ \max\{T_{\ell_0 + i}: i \leq \ell\} \geq \ell^{\frac{4 + \gamma}{\lambda}})
\leq \mathbb{P}(\max\{T_{\ell_0 + i}: i \leq J\} \geq J^{\frac{4 + \gamma}{\lambda}}) + \mathbb{P}(\exists \ell \geq J, \ T_{\ell_0 + \ell} \geq \ell^{\frac{4 + \gamma}{\lambda}}).
\end{equation}

\section*{Step 1.}
Let us first manage with the second term. Note that the family $(T_{\ell_0 + \ell})$ is not i.i.d. anymore as $\ell_0$ is random. Our first task is thus to bring us back to this i.i.d. case, see (B.44) below. To this end, we decompose according to the different possible values of $\ell_0$ and $T_{\ell_0}$:

\begin{equation}
\mathbb{P}(\exists \ell \geq J, \ T_{\ell_0 + \ell} \geq \ell^{\frac{4 + \gamma}{\lambda}})
= \sum_{k, t} \mathbb{P}(\exists \ell \geq J, T_{k + \ell} \geq \ell^{\frac{4 + \gamma}{\lambda}}, \ \ell_0 = k, T_k = t)
\leq \sum_{k, t} \mathbb{P}(\exists \ell \geq J, T_{k + \ell} \geq \ell^{\frac{4 + \gamma}{\lambda}}, \forall \ell > -k, \ \tilde{G}^3_n(k + \ell) \geq \tilde{G}^3_n(k), T_k = t).
\end{equation}

For all $\ell > -k$, using (2.12) one can rewrite the event $\{\tilde{G}^3_n(k + \ell) \geq \tilde{G}^3_n(k), T_k = t\}$ as $\{T_{k + \ell} \leq U(\ell, t), T_k = t\}$, where

\begin{equation}
U(\ell, t) = \left(\frac{1}{t^2} - \frac{2\lambda t}{\pi^2 n}\right) \lor 0^{1/2}.
\end{equation}

As the r.v. $T_k$’s are i.i.d. this leads to

\begin{equation}
\text{r.h.s. (B.39)} \leq \sum_{k, t} \mathbb{P}(\exists \ell \geq J, T_{k + \ell} \geq \ell^{\frac{4 + \gamma}{\lambda}}, \forall \ell > -k, \ T_{k + \ell} \leq U(\ell, t), T_k = t)
\leq \sum_{k, t} \mathbb{P}(\forall \ell \in (-k, 0), \ T_{k + \ell} \leq U(\ell, t), T_k = t)
\times \mathbb{P}(\exists \ell \geq J, T_{k + \ell} \geq \ell^{\frac{4 + \gamma}{\lambda}}, \forall \ell \geq 1, \ T_{k + \ell} \leq U(\ell, t)).
\end{equation}

As the event $\{\exists \ell \geq J, T_{k + \ell} \geq \ell^{\frac{4 + \gamma}{\lambda}}\}$ is non-decreasing (coordinatewise) with $(T_{k + \ell})_{\ell \geq 1}$ while $\{\forall \ell \geq 1, \ T_{k + \ell} \leq U(\ell, t)\}$ is non-increasing (coordinatewise) with respect to the same
random sequence, the FKG inequality gives for all $k$ and $t$,

$$
P(\exists \ell \geq J, T_{\ell + i} \geq \ell \frac{4+\gamma}{4}, \forall \ell \geq 1, T_{\ell + i} \leq U(\ell, t)) 
\leq \mathbb{P}(\exists \ell \geq J, T_{\ell + i} \geq \ell \frac{4+\gamma}{4}) \mathbb{P}(\forall \ell \geq 1, T_{\ell + i} \leq U(\ell, t)).
$$

(B.42)

As the $T_\ell$’s are i.i.d., we have for all $k \geq 0$

$$
P(\exists \ell \geq J, T_{\ell + i} \geq \ell \frac{4+\gamma}{4}) = \mathbb{P}(\exists \ell \geq J, T_\ell \geq \ell \frac{4+\gamma}{4}).
$$

Finally, we obtain

$$
P(\exists \ell \geq J, T_{\ell_0 + \ell} \geq \ell \frac{4+\gamma}{4}) \leq \mathbb{P}(\exists \ell \geq J, T_\ell \geq \ell \frac{4+\gamma}{4}) \sum_{k, t} \mathbb{P}(\tilde{\ell}_0 = k, T_k = t)
\leq \mathbb{P}(\exists \ell \geq J, T_\ell \geq \ell \frac{4+\gamma}{4}).
$$

(B.44)

Let us now recall that $i_k$ is the index of the $k$–th record of the sequence $(T_\ell)_{\ell \geq 0}$. We thus obtain that for all $K \geq 1$,

$$
P(\exists \ell \geq J, T_\ell \geq \ell \frac{4+\gamma}{4}) \leq \mathbb{P}(\exists k \geq K, T_k > i_k \frac{4+\gamma}{4}) + \mathbb{P}(i_K > J).
$$

We first observe that

$$
\sum_{k \geq 1} \mathbb{P}(T_{i_k} > i_k \frac{4+\gamma}{4}) = \sum_{j \geq 1} \mathbb{P}(T_j > j \frac{4+\gamma}{4}, T_i < T_j \text{ for all } i < j)
\leq \sum_{j \geq 1} \frac{1}{j} \mathbb{P}\left(\max_{i \leq j} T_i > j \frac{4+\gamma}{4}\right)
\leq \sum_{j \geq 1} \frac{1}{j} \left[1 - \left\{1 - \mathbb{P}(T_1 \geq j \frac{4+\gamma}{4})\right\}^j\right].
$$

(B.46)

Note that we lose the equality at the second line as two or more variables could achieve simultaneously the maximum. The term in the last sum is equivalent to $j^{-(1+\frac{\gamma}{4})}$ and, as $\gamma > 0$, the sum converges. We can thus fix $K$ large enough so that

$$
P(\exists k \geq K, T_{i_k} > i_k \frac{4+\gamma}{4}) \leq \delta.
$$

(B.47)

Finally, as $i_K < +\infty$ almost surely, we choose $J$ so that $\mathbb{P}(i_K > J) \leq \delta$.

**Step 2.** We use the same ideas to manage with the first term in (B.38) and obtain

$$
P(\max\{T_{\tilde{\ell}_0+i}: i \leq J\} \geq J \frac{4+\gamma}{4}) \leq \mathbb{P}(\max\{T_{i}: i \leq J\} \geq J \frac{4+\gamma}{4}).
$$

(B.48)

We conclude easily as this does not depend on $n$ and goes to 0 with $J$ going to $+\infty$.

---

**Proof of Lemma B.5.** The random variable $\text{card}\{k \in [\varepsilon_0 N, \varepsilon_0^{-1} N]: T_k \geq \frac{\alpha(\varepsilon)\varepsilon_0}{4} N^\frac{\gamma}{4}\}$ is distributed as a binomial random variable with parameters $(\varepsilon_0^2 - \varepsilon_0) N$ and $\mathbb{P}(T_1 \geq \frac{\alpha(\varepsilon)\varepsilon_0}{4} N^\frac{\gamma}{4}) \sim (\frac{\alpha(\varepsilon)\varepsilon_0}{4})^{-\gamma} N^{-1}$. As such, it converges in law to a Poisson random variable as $n \to \infty$, which proves our result.

---
Appendix C. Proof of Lemma 4.12 and Lemma 4.13

Proof of Lemma 4.12. (i) Let us start with the lower bound. Let

\[
\text{Inw}(k) = \{\text{the last excursion before } k \text{ is inward}\},
\]

\[
\text{Out}(k) = \{\text{the last excursion before } k \text{ is outward}\},
\]

that is Inw(k) = \{Y_i = \text{in}\} and Out(k) = \{Y_i = \text{out}\}, where \( i = \sup\{i \geq 0: \theta_i < k\} \). We write (the constant \( c_5 \) below being the same as in Lemma 1.1)

\[
\mathcal{P}_0(k) \geq \mathcal{P}_0(k, \text{Inw}(k - c_5 T^2_i), \bar{\theta} \cap [k - T^3_i, k - c_5 T^2_i] \neq \emptyset).
\]

By decomposing on the value of

\[
\gamma_{k-T^i_1} = \inf\{i \geq k - T^i_1: i \in \bar{\theta}\},
\]

we get

\[
\mathcal{P}_0(k) \geq \sum_{0 \leq i < T^3_i - c_5 T^2_i, a \in \{0, 1\}} \mathcal{P}^a_0(\gamma_{k-T^i_1} = k - T^i_1 + i) \mathcal{P}_a(T^3_i - i \in \bar{\theta}, \text{Inw}(T^3_i - c_5 T^2_i - i)).
\]

Note that

\[
\mathcal{P}_a(T^3_i - i \in \bar{\theta}, \text{Inw}(T^3_i - c_5 T^2_i - i))
\]

\[
\geq \mathcal{P}_a(\text{Inw}(T^3_i - c_5 T^2_i - i)) \mathcal{P}_a(\bar{\theta}_1 = T^3_i - i | \text{Inw}(T^3_i - c_5 T^2_i - i)).
\]

By Lemma 1.1, since \( T^3_i - i \geq c_5 T^2_i \),

\[
\mathcal{P}_a(\gamma_1 = T^3_i - i | \text{Inw}(T^3_i - c_5 T^2_i - i)) \geq \frac{(\text{cst})}{T^3_i} \exp[\phi(T^3_i)](T^3_i - i) \geq \frac{(\text{cst})}{T^3_i}.
\]

We have used above the fact that, by Lemma 4.3,

\[
\phi - g(T^3_i) \geq \phi(T^3_i) - g(T^3_i) \geq -\frac{(\text{cst})}{T^3_i}.
\]

In the case where \( T^3_i \) and \( k \) are both even, we note that \( k - \gamma_{k-T^i_1} \) is necessarily even. Therefore, we obtain

\[
\mathcal{P}_0(k, \bar{\theta} \cap [k - T^3_i, k - c_5 T^2_i] \neq \emptyset).
\]

We will now prove that

\[
\mathcal{P}_0(\text{Inw}(k - c_5 T^2_i), \bar{\theta} \cap [k - T^3_i, k - c_5 T^2_i] \neq \emptyset) \geq (\text{cst}) \mathcal{P}_0(\text{Inw}(k - c_5 T^2_i)),
\]

by showing that

\[
\mathcal{P}_0(\text{Inw}(k - c_5 T^2_i), \bar{\theta} \cap [k - T^3_i, k - c_5 T^2_i] \neq \emptyset)
\]

\[
\geq (\text{cst}) \mathcal{P}_0(\text{Inw}(k - c_5 T^2_i), \bar{\theta} \cap [k - T^3_i, k - c_5 T^2_i] = \emptyset).
\]

To this end, we decompose the left-hand side according to the rightmost point in \( \bar{\theta} \) before \( k - T^3_i \) and the leftmost point strictly after \( k - T^3_i \):

\[
\mathcal{P}_0(\text{Inw}(k - c_5 T^2_i), \bar{\theta} \cap [k - T^3_i, k - c_5 T^2_i] \neq \emptyset)
\]

\[
\geq \sum_{0 \leq \ell < k - T^3_i \leq m < k - c_5 T^2_i} \mathcal{P}^a_0(\ell \in \bar{\theta}) \mathcal{P}^b_0(\bar{\theta}_1 = m - \ell, Y_1 = \text{in}) \mathcal{P}_b(\text{Inw}(k - m - c_5 T^2_i)).
\]
By \((C.18)\) (see below), we obtain:
\[
\mathcal{P}_0(\text{Inw}(k - c_5T_1^2), \bar{\theta} \cap [k - T_1^3, k - c_5T_1^2] \neq \emptyset)
\]
\[
\geq \text{(cst)} \sum_{0 \leq \ell < k - T_1^3} \mathcal{P}_0^a(\ell \in \bar{\theta}) \mathcal{P}_a(k - T_1^3 - \ell \leq \bar{\theta}_1 < k - c_5T_1^2 - \ell, Y_1 = \text{in}).
\]
\[(C.12)\]

By Lemma 4.8, for all \(u, v \in 2\mathbb{N}\) such that \(u < v\),
\[
\mathcal{P}_a(u \leq \bar{\theta}_1 < v, Y_1 = \text{in}) \geq \text{(cst)}(e^{-((g(T_1) - \phi)u - e^{-(g(T_1) - \phi)v)},
\]
and we obtain
\[
\mathcal{P}_0(\text{Inw}(k - c_5T_1^2), \bar{\theta} \cap [k - T_1^3, k - c_5T_1^2] \neq \emptyset)
\]
\[
\geq \text{(cst)} \sum_{0 \leq \ell < k - T_1^3} \mathcal{P}_0(\ell \in \bar{\theta})(e^{-((g(T_1) - \phi)(k - T_1^3 - \ell) - e^{-(g(T_1) - \phi)(k - c_5T_1^2 - \ell))}.
\]
\[(C.14)\]

(Actually, \(k - T_1^3 - \ell\) should be replaced by the smallest even integer larger than \(k - T_1^3 - \ell\) and \(k - c_5T_1^2 - \ell\) by the largest even integer smaller than \(k - c_5T_1^2 - \ell\).) On the other hand, we have, with the same decomposition,
\[
\mathcal{P}_0(\text{Inw}(k - c_5T_1^2), \bar{\theta} \cap [k - T_1^3, k - c_5T_1^2] = \emptyset)
\]
\[
= \sum_{0 \leq \ell < k - T_1^3} \mathcal{P}_0^a(\ell \in \bar{\theta})\mathcal{P}_a(\bar{\theta}_1 \geq k - c_5T_1^2 - \ell, Y_1 = \text{in}).
\]
\[(C.15)\]

Using the same upper bound as (2.17) in \([9, \text{Lemma 2.2}]\), we get
\[
\mathcal{P}_0(\text{Inw}(k - c_5T_1^2), \bar{\theta} \cap [k - T_1^3, k - c_5T_1^2] = \emptyset)
\]
\[
\leq \text{(cst)} \sum_{0 \leq \ell < k - T_1^3} \mathcal{P}_0(\ell \in \bar{\theta})e^{-(g(T_1) - \phi)(k - c_5T_1^2 - \ell))}.
\]
\[(C.16)\]

(Actually, \(k - c_5T_1^2 - \ell\) should be replaced by the smallest even integer larger than \(k - c_5T_1^2 - \ell\).) Recall that from Lemma 4.3,
\[
\frac{1}{(\text{cst})T_1^3} \leq g(T_1) - \phi(N, T_1, N) \leq g(T_1) - \phi \leq g(T_1) - \phi(T_1) \leq \frac{1}{(\text{cst})T_1^3}.
\]
\[(C.17)\]

Therefore, combining \((C.17)\), \((C.14)\) and \((C.16)\), we get the desired inequality in \((C.9)\). To conclude the lower bound part, it remains to prove that uniformly in \(k\) and \(b \in \{0, 1\}\),
\[
\mathcal{P}_b(\text{Inw}(k)) \geq \text{(cst)} > 0.
\]
\[(C.18)\]

Without any loss in generality, we may assume that \(b = 0\). Again, it is enough to show that
\[
\mathcal{P}_0(\text{Inw}(k)) \geq \text{(cst)}\mathcal{P}_0(\text{Out}(k)).
\]
\[(C.19)\]

By decomposing on the last contact point before \(k\), we get
\[
\mathcal{P}_0(\text{Inw}(k)) = \sum_{\ell \leq i < k} \mathcal{P}_0^a(i \in \bar{\theta})\mathcal{P}_a(Y_1 = \text{in}, \bar{\theta}_1 \geq k - i).
\]
\[(C.20)\]

Therefore, it is enough to prove that for all \(\ell \in \mathbb{N}\),
\[
\mathcal{P}_a(Y_1 = \text{in}, \bar{\theta}_1 \geq \ell) \geq \text{(cst)}\mathcal{P}_a(Y_1 = \text{out}, \bar{\theta}_1 \geq \ell).
\]
\[(C.21)\]
We distinguish between $\ell \leq 5T_1^3$ and $\ell > 5T_1^3$. If $\ell \leq 5T_1^3$ then (recall (C.13))
\begin{equation}
\mathbb{P}_a(Y_1 = \text{in}, \bar{\theta}_1 \geq \ell) \geq (\text{cst}) e^{-(g(T_1)-\phi)\ell}
\end{equation}
(C.22)
\begin{equation}
\geq (\text{cst}) \mathbb{P}_a(Y_1 = \text{out}, \bar{\theta}_1 \geq \ell).
\end{equation}
Now suppose that $\ell > 5T_1^3$. From Proposition 1.5, we get
\begin{equation}
\mathbb{P}_a(Y_1 = \text{out}, \bar{\theta}_1 \geq \ell) \leq (\text{cst}) \sum_{k \geq \ell} k^3 e^{(\phi-\phi(T_2))k}.
\end{equation}
(C.23)
Since $T_2 \leq (1-\rho)T_1$, we get $\phi - \phi(T_2) \leq -\rho g(T_1)$, thus
\begin{equation}
\mathbb{P}_a(Y_1 = \text{out}, \bar{\theta}_1 \geq \ell) \leq \sum_{k \geq \ell} k^3 e^{-\frac{1}{2}\rho g(T_1)k} \times e^{-\frac{1}{2}\rho g(T_1)k}.
\end{equation}
(C.24)
Since $i \mapsto i^3 e^{-\frac{1}{2}\rho g(T_1)i}$ is decreasing when $i \geq 5T_1^3 \geq 5T_1^2/\rho$, we get
\begin{equation}
\mathbb{P}_a(Y_1 = \text{out}, \bar{\theta}_1 \geq \ell) \leq T_1^3 e^{-\frac{1}{2}\rho T_1} \sum_{i \geq \ell} e^{-\frac{1}{2}\rho g(T_1)i}
\end{equation}
(C.25)
\begin{equation}
\leq C(\rho) \exp(-\frac{1}{2}\rho g(T_1)\ell).
\end{equation}
Therefore, using (C.17) and the first line of (C.22), we obtain
\begin{equation}
\frac{\mathbb{P}_a(Y_1 = \text{in}, \bar{\theta}_1 \geq \ell)}{\mathbb{P}_a(Y_1 = \text{out}, \bar{\theta}_1 \geq \ell)} \geq \frac{1}{C(\rho)} \exp \left(\frac{1}{4\rho g(T_1)} - \frac{\text{cst}}{T_1^3} \ell\right) \geq \frac{1}{C(\rho)},
\end{equation}
(C.26)
which concludes this part of the proof.

(ii) We continue with the upper bound. First, we note that there exists $\alpha < 1$ such that for all $T_1$ large enough and $a \in \{0,1\}$,
\begin{equation}
\sum_{u \leq T_1^3} \mathbb{P}_a(\bar{\theta}_1 = u) \leq \alpha,
\end{equation}
(C.27)
following the proof strategy of [9, Proposition 2.3]. The inequality above can be shown by using Lemma 4.8. Then, we show that there exists a constant $C \in (0, \infty)$ such that
\begin{equation}
\mathbb{P}_a(\bar{\theta}_1 = k) \leq \frac{C}{k^{3/2} \wedge T_1^3}, \quad (k \leq T_1^3).
\end{equation}
(C.28)
This is a consequence of
\begin{equation}
\mathbb{P}_a(\bar{\theta}_1 = k, Y_1 = \text{in}) \leq \frac{C}{k^{3/2} \wedge T_1^3}, \quad (k \leq T_1^3),
\end{equation}
(C.29)
which comes from Lemma 1.1, and
\begin{equation}
\mathbb{P}_a(\bar{\theta}_1 = k, Y_1 = \text{out}) \leq \begin{cases} Ck^{-3/2} & (k < T_1^3) \\ Ck^3 \exp \left( -k^{2\gamma+2\theta} \right) & (T_1^2 \leq k < T_1^3) \end{cases}
\end{equation}
(C.30)
where the second line comes from Lemma 4.5 while the first one is just a basic control on the return time at 0 of a simple random walk. The rest of the proof of the upper bound for $k \leq T_1^3$ proceed by induction as in [9, Proposition 2.3]. Let us now prove it for $k \geq T_1^2$. 

We shall now prove that
\[ P \circ \theta \cap [k - T_1^3, k - T_1^2] \neq \emptyset, k \in \tilde{\theta} \]
\[ \text{(C.39)} \]
To this purpose we may write
\[ P_0(\tilde{\theta} \cap [k - T_1^3, k - T_1^2] \neq \emptyset, k \in \tilde{\theta}) \]
\[ \text{(C.31)} \]
From the lower bound part, we have \( P_0(k - \ell \in \tilde{\theta}) \geq 1/(CT_1^3) \) for \( b \in \{0, 1\} \). Moreover, we have by (C.13) that for \( a \in \{0, 1\} \)
\[ \sum_{k-T_1^3 \leq \ell \leq k-T_1^2} P_a(\tilde{\theta}_1 = \ell - m) P_b(k - \ell \in \tilde{\theta}). \]
\[ \text{(C.32)} \]
Hence,
\[ P_0(\tilde{\theta} \cap [k - T_1^3, k - T_1^2] \neq \emptyset, k \in \tilde{\theta}) \geq \left( \frac{\text{cst}}{T_1^3} \right) \sum_{0 \leq m < k - T_1^3} P_0(m \in \tilde{\theta}) \exp(-\phi(T_1))(k - m)). \]
Next we deal with
\[ P_0(\tilde{\theta} \cap [k - T_1^3, k - T_1^2] = \emptyset, k \in \tilde{\theta}) \]
\[ \text{(C.34)} \]
We shall now prove that
\[ P_a(\tilde{\theta}_1 = i) \leq \left( \frac{\text{cst}}{T_1^3} \right) \exp \left( [\phi - g(T_1)]i \right), \quad i \geq T_1^3 - T_1^2, \quad a \in \{0, 1\}. \]
\[ \text{(C.35)} \]
The upper bound holds for \( P_a(\tilde{\theta}_1 = i, Y_1 = \text{in}) \), by (4.24), Lemma 1.1 and Lemma 4.6. As for the excursions outside of the main gap, we have, thanks to the inequality in Proposition 1.5,
\[ \frac{P_a(\tilde{\theta}_1 = i, Y_1 = \text{out})}{T_1^3 \exp \left( [\phi - g(T_1)]i \right)} \leq C(iT_1)^3 \exp(-[\phi(T_2) - g(T_1)]i) \]
\[ \leq C(iT_1)^3 \exp \left( -C T_1^2 \right) \]
\[ \leq CT_1^9 \exp(-CT_1), \]
The second inequality is a consequence of (1.10), (1.30) and the fact that \( T_2 \leq (1 - \rho)T_1 \). The third inequality holds since \( i \geq T_1^3 - T_1^2 \). By substituting (C.35) into (C.34) and using that \( 0 \leq k - \ell \leq T_1^2 \), we obtain
\[ P(\tilde{\theta} \cap [k - T_1^3, k - T_1^2] = \emptyset, k \in \tilde{\theta}) \]
\[ \text{(C.37)} \]
By (C.29) and since \( k - \ell \leq T_1^2 \), we have \( P(k - \ell \in \tilde{\theta}) \leq C(k - \ell)^{-3/2} \). Therefore,
\[ P(\tilde{\theta} \cap [k-T_1^3, k-T_1^2] = \emptyset, k \in \tilde{\theta}) \leq \left( \frac{C}{T_1^3} \right) \sum_{0 \leq m < k - T_1^3} P(m \in \tilde{\theta}) \exp \left( [\phi - g(T_1)](k - m) \right). \]
\[ \text{(C.38)} \]
Recalling (C.33), we get
\[ P(\bar{\bar{\theta}} \cap [k - T^3_1, k - T^2_1]) = \emptyset, k < \bar{\bar{\theta}}, \] which is what we needed. \( \Box \)

**Proof of Lemma 4.13.** We recall that the random walk is started from the lower boundary of the optimal gap in the definition of \( \bar{Z}_k \).

**Step 1.** Let us start with the lower bound. Suppose \( k \geq 2T^3_1 \). We first decompose the partition function according to the last renewal point before \( k \):

\[ Z_k = \sum_{a \in \{0,1\}} \sum_{m=0}^k Z_{k-m}^a(k-m \in \bar{\bar{\theta}})Z_m^a(\hat{\theta}_1 > m). \]  

We readily obtain from (4.54):

\[ Z_k e^{\phi k} \geq \frac{1}{C} \sum_{m=0}^k \sum_{a \in \{0,1\}} P(k-m \in \bar{\bar{\theta}})e^{\phi m} \min_{a \in \{0,1\}} Z_m^a(\hat{\theta}_1 > m) \]
\[ \geq \frac{1}{C} \sum_{m=T^3_1}^{T^3_2} \sum_{a \in \{0,1\}} P(k-m \in \bar{\bar{\theta}})e^{\phi m} \min_{a \in \{0,1\}} Z_m^a(\hat{\theta}_1 > m, Y_1 = \text{in}). \]

As \( k - m \geq T^3_1 \), \( P(k-m \in \bar{\bar{\theta}}) \geq 1/(CT^3_1) \), by Lemma 4.12. Using Lemma 1.1, as \( m \geq T^2_1 \) and \( a \in \{0,1\} \),

\[ Z_m^a(\hat{\theta}_1 > m, Y_1 = \text{in}) \geq \sum_{i>m} q_{T_1}(i) \geq \sum_{i>m} \frac{c_1}{T^2_1} e^{-g(T_1)i} e^{-g(\theta_1)m} \geq \frac{C}{g(T_1)T^2_1} e^{-g(\theta_1)} \geq \frac{C}{T^2_1} e^{-g(\theta_1)}. \]

This leads to

\[ Z_k e^{\phi k} \geq \sum_{m=T^3_1}^{T^3_2} \frac{1}{CT^2_1} e^{\phi m} \times \frac{C}{T^2_1} e^{-g(\theta_1)} = \frac{C}{T^2_1} e^{-g(\theta_1)} e^{\phi m}. \]

Since \( m \leq T^3_1 \) and as a consequence of (C.17), \( e^{(\phi - g(\theta_1))m} \geq C \) and we obtain

\[ Z_k e^{\phi k} \geq \frac{C}{T^2_1}. \]

**Step 2.** Suppose \( k \geq 2T^2_1 \). For the upper bound, we come back to (4.40) and observe that

\[ Z_k e^{\phi k} \leq C \sum_{m=0}^k \sum_{a \in \{0,1\}} P(k-m \in \bar{\bar{\theta}})e^{\phi m} \max_{a \in \{0,1\}} Z_m^a(\hat{\theta}_1 > m). \]

Let \( a \in \{0,1\} \). We decompose the last term as follows:

\[ Z_m^a(\hat{\theta}_1 > m) = Z_m^a(\hat{\theta}_1 > m, Y_1 = \text{in}) + Z_m^a(\hat{\theta}_1 > m, Y_1 = \text{out}). \]

**Step 2.1.** We first consider the part of the sum relative to \( \{Y_1 = \text{in}\} \). (i) Let us first control the sum for \( m \leq T^2_1 \). In this case \( k - m \geq T^2_1 \), so that using Lemma 4.12, \( P(k-m \in \bar{\bar{\theta}}) \leq C/T^3_1 \) while \( Z_m(\hat{\theta}_1 > m, Y_1 = \text{in}) \leq 1 \) and \( e^{\phi m} \leq C \) so that

\[ \sum_{m=0}^{T^2_1} P(k-m \in \bar{\bar{\theta}})e^{\phi m} Z_m(\hat{\theta}_1 > m, Y_1 = \text{in}) \leq C \sum_{m=0}^{T^2_1} \frac{c_1}{T^2_1} \leq \frac{C}{T^2_1}. \]
(ii) We turn to the case when $T_2^2 \leq m \leq k - T_1^2$. Here again, with the same argument, $P(k - m \in \bar{\theta}) \leq c/T_1^2$ while using Lemma 1.1 and as $m \geq T_1^2$.

\[
Z_m(\bar{\theta}_1 > m, Y_1 = \text{in}) \leq \sum_{i > m} q_{T_1}(i) \leq \sum_{i > m} \frac{c_2}{T_1^2} e^{-g(T_1)i} \leq \frac{C}{g(T_1)T_1^2} e^{-g(T_1)m} \leq C \frac{e^{-g(T_1)m}}{T_1}.
\]

Finally,

\[
\sum_{m = T_1^2}^{k - T_1^2} P(k - m \in \bar{\theta}) e^{\phi m} Z_m(\bar{\theta}_1 > m, Y_1 = \text{in}) \leq C \sum_{m = T_1^2}^{k - T_1^2} \frac{e^{-g(T_1)m}}{T_1} e^{\phi m}.
\]

Since $\phi - g(T_1) \leq -\frac{c}{T_1^2}$, we have

\[
\sum_{m = T_1^2}^{k - T_1^2} e^{(\phi - g(T_1))m} \leq \sum_{m \geq 0} e^{(\phi - g(T_1))m} \leq e^{C_1^3},
\]

which completes the control of the second part.

(iii) We turn to $k - T_1^2 \leq m \leq k$: We use the same bounds as the ones in the previous part except that this time we use that $P(k - m \in \bar{\theta}) \leq \frac{C}{1 + (k - m)^{3/2}}$ (by Lemma 4.12). This leads to

\[
\sum_{m = k - T_1^2}^{k} P(k - m \in \bar{\theta}) e^{\phi m} Z_m(\bar{\theta}_1 > m, Y_1 = \text{in}) \leq C \sum_{m = k - T_1^2}^{k} \frac{1}{T_1} e^{(\phi - g(T_1))m} \leq C \frac{1}{T_1},
\]

where we used the fact that $\phi - g(T_1) \leq 0$ for the last inequality.

**Step 2.2.** We now consider the part of the sum relative to $\{Y_1 = \text{out}\}$ and again split the sum in three parts. (i) We manage with the part corresponding to $m \leq T_1^2$ exactly in the same way as (C.47). (ii) We then consider the case $T_1^2 \leq m \leq \frac{4(\gamma + 2)}{2C_1 T_1^{\gamma + \frac{1}{4}}}$, with $C_1$ as in (2.1). By Lemma 4.5, we obtain

\[
Z_m(\bar{\theta}_1 > m, Y_1 = \text{out}) \leq C m^3 \exp(-m^{\frac{\gamma}{2(\gamma + 2)}}).
\]

This leads to

\[
\sum_{T_1^2 \leq m \leq \frac{4(\gamma + 2)}{2C_1 T_1^{\gamma + \frac{1}{4}}}} P(k - m \in \bar{\theta}) e^{\phi m} Z_m(\bar{\theta}_1 > m, Y_1 = \text{out}) \leq C \sum_{T_1^2 \leq m \leq \frac{4(\gamma + 2)}{2C_1 T_1^{\gamma + \frac{1}{4}}}} m^3 \exp(-m^{\frac{\gamma}{2(\gamma + 2)}}) + \phi m
\]

\[
\leq C \sum_{T_1^2 \leq m \leq \frac{4(\gamma + 2)}{2C_1 T_1^{\gamma + \frac{1}{4}}}} m^3 \exp(-m^{\frac{\gamma}{2(\gamma + 2)}}) \leq (\text{cst}).
\]

(iii) We end the proof with the case $\frac{4(\gamma + 2)}{2C_1 T_1^{\gamma + \frac{1}{4}}} \leq m \leq k$. By Proposition 1.5, we obtain

\[
Z_m(\bar{\theta}_1 > m, Y_1 = \text{out}) \leq C m^3 \exp(-\phi(T_2)m).
\]
This leads to
\[
\sum_{\frac{4(n+2)}{2en_1} \leq m \leq k} \mathcal{P}(k - m \in \theta)e^{\epsilon m}Z_m(\bar{\theta}_1 > m, Y_1 = \text{out})
\]
\[
\leq C \sum_{\frac{4(n+2)}{2en_1} \leq m \leq k} m^3 \exp[(g(T_1) - \phi(T_2))m]
\]
\[
\leq C \sum_{\frac{4(n+2)}{2en_1} \leq m \leq k} m^3 \exp\left(-\frac{pm}{T_1}^3\right)
\]
\[
\leq C(\alpha) T_1^3 \exp\left(-\frac{2\alpha}{T_1}^3\right).
\]

\[\text{(C.55)}\]

\[\text{Appendix D. Proof of Lemma 6.6}\]

\[\text{Proof of Lemma 6.6.}\] By Remark 2.2, note that \(n \geq 2T_1^3\) for \(n\) large enough, which allows us to use Lemma 4.13. Using Lemma 4.8 as well (note that \(m\) is of order \(T_1^3\) while \(g(T_1) - \phi(T_1)\) is of order \(1/T_1^3\)) we get for \(m \leq k \leq n:\)

\[\Theta(n, k) \leq CT_1Z_k(\bar{\theta}_1 > k - m)e^{g(T_1)k}.\]

Let us split the rest of the proof in two cases: either \(m \leq k \leq T_1^3\) (first case) or \(T_1^3 \leq k \leq n\) (second case).

(First case) Let us start with the case \(m \leq k \leq T_1^3\). In this case there exists some constant \(C\) such that \(e^{g(T_1)k} \leq Ce^{\phi(T_1)k}\), by (1.10) and (1.30). Therefore,

\[\Theta(n, k) \leq CT_1Z_k e^{\phi(T_1)k},\]

and we directly conclude using Lemma 4.13 and the fact that \(k \geq 2T_1^2\).

(Second case) We now consider the case \(T_1^3 \leq k \leq n\). Let us split the right-hand side in (D.1) as the sum of

\[\text{(D.3)}\]

\[(a) = CT_1Z_k(\bar{\theta}_1 > k)e^{g(T_1)k} \quad \text{and} \quad (b) = CT_1Z_k(k \geq \bar{\theta}_1 > k - m)e^{g(T_1)k}.\]

We further decompose these two terms as follows:

\[(a1) = CT_1Z_k(\bar{\theta}_1 > k, Y_1 = \text{in})e^{g(T_1)k},\]

\[(a2) = CT_1Z_k(\bar{\theta}_1 > k, Y_1 = \text{out})e^{g(T_1)k}\]

and

\[(b1) = CT_1Z_k(k \geq \bar{\theta}_1 > k - m, Y_1 = \text{in})e^{g(T_1)k},\]

\[(b2) = CT_1Z_k(k \geq \bar{\theta}_1 > k - m, Y_1 = \text{out})e^{g(T_1)k}.\]

(i) Let us start with \((a1)\). From (C.48) and using that \(k \geq T_1^3\),

\[Z_k(\bar{\theta}_1 > k, Y_1 = \text{in}) \leq \frac{C}{T_1} e^{-g(T_1)k}\]

so that \((a1) \leq C\).
(ii) We turn to (a2). We first consider the case $T_1^3 \leq k \leq \frac{4(\gamma+2)}{2c_1 T_1^{\gamma+2}}$ (which does not exist if $\gamma < 4$). Using Lemma 4.5, we get

\[(D.7) \quad Z_k(\tilde{\theta}_1 > k, Y_1 = \text{out}) \leq (\text{cst}) k^3 e^{-\frac{\gamma}{k(\gamma+2)}}. \]

so that

\[(D.8) \quad (a2) \leq C T_1 k^3 e^{-\frac{\gamma}{k(\gamma+2)}} e^{g(T_1)k} \leq C T_1 k^3 e^{-\frac{1}{k} \frac{2(\gamma+2)}{2c_1 T_1^{\gamma+2}}} \leq C T_1^{13} e^{-\frac{1}{2} T_1^{\gamma+2}}, \]

Now, consider the case $k > \frac{4(\gamma+2)}{2c_1 T_1^{\gamma+2}}$ and use this time

\[(D.9) \quad Z_k(\tilde{\theta}_1 > k, Y_1 = \text{out}) \leq (\text{cst}) k^3 e^{-\phi(T_2)k}. \]

As $g(T_1) - \phi(T_2) \leq -\frac{\rho k}{T_2}$ we obtain for $k \geq \frac{4(\gamma+2)}{2c_1 T_1^{\gamma+2}}$ that

\[(D.10) \quad (a2) \leq C T_1 k^3 \exp\left(-\frac{\rho k}{T_2}\right) \leq C T_1^{13} \exp\left(-\rho T_1^{\gamma+2}\right). \]

(iii) Let us now manage with the case (b1) using Lemma 1.1. By decomposing on the value of $\tilde{\theta}_1$, we get

\[(D.11) \quad (b1) \leq C T_1 \sum_{i=0}^{m} q_{T_1}(k-i) Z_i e^{g(T_1)k} \leq C T_1 \sum_{i=0}^{m} \frac{1}{T_1^{\gamma}} e^{g(T_1)k} Z_i. \]

We finally use the rough estimate $Z_i \leq 1$ and note that for $i \leq m$, $e^{g(T_1)i}$ is bounded, in order to get

\[(D.12) \quad (b1) \leq C T_1 \times \frac{m}{T_1^{\gamma}} \leq C. \]

(iv) We conclude with the control of (b2), still in the case $k \geq T_1^3$. We first observe

\[(D.13) \quad (b2) = C T_1 \sum_{i=0}^{m} K_{\text{out}}(k-i) Z_i e^{g(T_1)k} \leq C T_1 e^{g(T_1)k} \sum_{i=0}^{m} (k-i)^3 e^{-\phi(T_2)(k-i)}. \]

Here again we use that $g(T_1) - \phi(T_2) \leq -\frac{c(\rho)}{T_1^{\gamma}}$ to obtain

\[(D.14) \quad (b2) \leq C T_1 k^3 e^{-\frac{c(\rho)}{T_1^{\gamma}}} \sum_{i=0}^{m} e^{\phi(T_2)i}. \]

We bound $\sum_{i=0}^{m} e^{\phi(T_2)i} \leq m e^{\phi(T_2)m} \leq C m$ as $m \leq 2T_2^2$ and $T_2 \geq \rho T_1$, and finally

\[(D.15) \quad (b2) \leq C T_1^{13} k^3 e^{-\frac{c(\rho)}{T_1^{\gamma}}} \leq C T_1^{13} e^{-c(\rho) T_1}. \]

\[\blacksquare\]
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