Flood Detection via Twitter Streams using Textual and Visual Features
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ABSTRACT
The paper presents our proposed solutions for the MediaEval 2020 Flood-Related Multimedia Task, which aims to analyze and detect flooding events in multimedia content shared over Twitter. In total, we proposed four different solutions including a multi-modal solution combining textual and visual information for the mandatory run, and three single modal image and text-based solutions as optional runs. In the multi-modal method, we rely on a supervised multimodal bitransformer model that combines textual and visual features in an early fusion, achieving a micro F1-score of .859 on the development data set. For the text-based flood events detection, we use a transformer network (i.e., pretrained Italian BERT model) achieving an F1-score of .853. For image-based solutions, we employed multiple deep models, pre-trained on both, the ImageNet and places data sets, individually and combined in an early fusion achieving F1-scores of .816 and .805 on the development set, respectively.

1 INTRODUCTION
Floods are the most frequent and devastating type of natural disaster causing a significant loss in terms of human lives and infrastructure worldwide, every year. According to a recent report [1], around 80-90% of natural disasters worldwide over the last decade are caused by floods, and more than two billion people worldwide were affected between 1998-2017. The damage of flood can be significantly mitigated if timely and accurate information about the location, scale, and most affected areas is available [4, 23]. However, several challenges, such as the availability of reporters and other resources, etc., are associated with the gathering of such information during floods [23]. On the other hand, social media has been proved very effective in information dissemination in such events [5, 7, 9, 22, 23].
Similar to previous years of the challenge [10–12], the MediaEval 2020 flood-related multimedia task [8] aims to analyze tweets from Twitter for flood events detection. The participants were provided a collection of tweets with associated images, and were asked to propose a framework able to automatically identify floods related tweets relevant to a particular area. This paper provides the details of the methods proposed by team HBKU_UNITN_SIMULA for the task. In total, we proposed four different solutions including a multi-modal one for the mandatory run, a textual information based solution, and a couple of image-based solutions for flood events detection in Twitter images.

2 PROPOSED APPROACHES
Transfer learning has become mainstream in computer vision and natural language processing (NLP). For example, in computer vision models (e.g., VGG16, ResNet18) trained using ImageNet [19] or Places Database [26] have been used as pre-trained models to initialize networks for fine-tuning the task-specific models. For NLP, word-embedding [21], sentence-embedding [14], and recent BERT [16] based models have shown significant progresses in downstream tasks. For this study, we used deep CNN models for image classification and a transformer model for text classification and finally combine them to design a multimodal network. Prior work with similar approaches in this direction include [2, 3, 18, 22]. The study in [18] used a combination of a deep CNN for image and a transformer model for text in a similar manner as proposed in this work. For the disaster response task, in [22] the authors used a deep CNN (VGG16) for the image, a CNN with static embedding for text, and finally combine them the shared representation before a softmax layer for classification. In [2], the authors propose a cross-attention module for multimodal fusion, and the study in [3] proposes different fusion approaches for combining disaster-related tweet classification tasks. Our work is in line with the study by [18], however, our work is different in how we use different pre-trained models (i.e., models trained with ImageNet and Places database). In the next section we discuss the detail of the models used in this study.

2.1 Text-based Model (Run 2)
Pre-processing. For the text-based model, we first pre-process the tweet texts as they are noisy, and consists of many symbols, emoticons, URLs, usernames, and invisible characters. Prior studies like [22] show that filtering and cleaning the tweets before training a classifier helps significantly. We pre-process the tweet texts before the classification experiments. The preprocessing include removal of invisible characters, URLs, and hashtag signs.

Transformer model. The pre-processed texts are then feed into a transformer network by adding a task-specific layer on top of the network. We use model specific tokenizer, which is a part of the transformer model. Currently, the pre-trained transformer models are available for monolingual and multilingual settings. Since the tweets are in the Italian language, and for Italian a monolingual
model exists, namely Italian BERT\textsuperscript{12}, we used it for our experiments.

For the training, we used the Transformer Toolkit \cite{25}. We fine-tune the model using a learning rate of $1e-5$ for ten epochs \cite{16}. The training of the pre-trained models has some instability as reported in \cite{16}, therefore, we run each experiment ten times using different seeds and select the model that performs the best on the development set. Finally, we evaluate the selected model on the test set.

2.2 Image-based Model (Run 3 and 4)

For the flood image detection we employed two different methods. In the first method, we fine-tuned an existing model, namely VggNet16 \cite{24}, pre-trained on the Places dataset \cite{26}. In the second method, we jointly utilized the models pre-trained on the ImageNet \cite{15} and the Places dataset. The basic motivation for the joint use of the models comes from our previous experience on similar tasks \cite{5,6}, where the fusion of object and scene-level information extracted with the models pre-trained on ImageNet and Places dataset, respectively, have been proven very effective in classification of disaster-related images.

The class distribution of the dataset for the challenge this year is very imbalanced. Therefore, we used an oversampling technique to balance the distribution of the class labels in the training. This of course comes with the risk that the test data might not be imbalanced which would most probably reduce the performance. We used the Synthetic Minority Oversampling Technique (SMOTE) \cite{13} to up-sample the minority class. We used the \textit{imbalance} implementation \cite{20} for our experiments. In fact, the number of samples in the minority class have been increased by a factor of three.

2.3 Multimodal Model (Run 1)

The multimodal network consists of a text and an image network combined to form a shared representation before the classification layer. The text network consists of BERT \cite{16} and the image network consists of ResNet152 \cite{17}. We used ResNet152 in multimodal network as it was shown to work well in a previous study \cite{18}. The input to the whole network is pre-processed text and extracted features for the images. The object and scene-level features are extracted through VGGNet16 pre-trained on ImageNet and Places datasets. During the training the model jointly learn the image embeddings and token embedding spaces of BERT. We use the Adam optimizer with a minibatch size of 32 for training the model.

3 RESULTS AND ANALYSIS

In total, we submitted four runs. Our first run is based on the multimodal framework where textual and visual features are combined using early fusion. Our second run is based on an Italian version of the BERT model for text analysis. The third run is based on VGGNet-19 pre-trained on Places datasets, which is fine-tuned on the floods-related images. In run four, two versions of VGGNet-16, one pre-trained on ImageNet and the other pre-trained the places dataset, are combined in an early fusion manner by concatenating the features obtained from the last fully connected layer.

Table 1 provides the experimental results of our proposed solutions for the task on the development set. Overall better results are obtained with run 1, which shows the advantage of a multi-modal solution over the single modality in the task. On the other hand, the lowest F1-score is obtained with fusion of object and scene-level features. However, interesting is that the results obtained with the individual model (VGGNet16) pre-trained on the places dataset has outperformed the method combining the object and scene-level features. In order to investigate the potential causes of the reduction in the performance of the fusion framework, we also analyzed the performance of VGGNet16 pre-trained on ImageNet where an F1-score of .804 is obtained. The lower performance of the model when pre-trained on ImageNet compared to the Places data indicates that the scene-level features are more important for the task. It is to be noted that the models pre-trained on ImageNet extract object-level while the ones pre-trained on the Places datasets correspond to scene-level information. Due to the imbalanced in the data set we decided not to discuss the test data set results before the test data was publicly released and we are able to perform a more detailed analysis.

4 CONCLUSIONS AND FUTURE WORK

The task aims at the multimodal analysis of floods on Twitter. The participants were provided with a collection of tweets containing text and associated images and were asked to propose a multimodal framework able to automatically determine whether a tweet represents a flood-related event relevant to a specific area or not. We proposed four different solutions to the task including a multimodal, a textual, and a couple of image-based solutions. Overall, better results are observed for the multimodal approach indicating the advantage of the joint use of textual and visual information. As far as the evaluation of textual and visual information is concerned, significantly better results are obtained with textual features compared to visual information. Moreover, we also observed that scene-level information is more critical for the task compared to object-level features extracted with models pre-trained on ImageNet.

We believe there is still room for improvement in the multimodal, textual, and image-based solutions. In the future, we aim to explore the task further by introducing more sophisticated methods to jointly combine textual and visual information in a better way. We also plan to perform a more detailed analysis of the test data once publicly released.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|}
\hline
Run # & Type of Features & Micro F1-Score \\
\hline
1 & Textual + Visual & 0.859 \\
2 & Textual & 0.853 \\
3 & Visual & 0.816 \\
4 & Visual & 0.805 \\
\hline
\end{tabular}
\caption{Experimental results of the proposed methods.}
\end{table}

\textsuperscript{12}https://huggingface.co/dbmdz/bert-base-italian-uncased

\textsuperscript{13}Note that the model is trained on Wikipedia dump and various texts from the OPUS corpora.
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