A fast automatic extraction method for rock mass discontinuity orientation using fast k-means++ and fast silhouette based on 3D point cloud
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Abstract. In this paper, a fast automatic extraction method for rock discontinuity orientation using fast k-means++ and fast silhouette based on three-dimensional (3D) point cloud is proposed. The main contributions of the proposed method include: (1) a concept of base vector is proposed, (2) a fast k-means++ algorithm and a fast clustering validity index of silhouette are proposed and combined to automatically achieve a fast optimal grouping of discontinuities, and (3) the generation and optimization of independent discontinuity based on a double-clustering algorithm. The proposed method consists of three steps: (1) point cloud preprocessing, (2) optimal grouping of discontinuities, and (3) discontinuity generation and optimization. Several cases, including two polyhedral models under laboratory conditions and two rock slope models, are adopted to verify the accuracy and efficiency of the proposed method. A sensitivity analysis is performed to determine the optimal parameters. The results show that the proposed method can automatically achieve a fast and effective extraction of discontinuity orientations compared with the classical method, Slob (2010), Riquelme et al. (2014) and Li et al. (2016), and the efficiency is significantly improved compared with Rousseeuw (1987), Arthur and vassilvitskii (2007) and Li et al. (2016).

1. Introduction
Rock mass discontinuity is of vital importance to evaluate strength, permeability and stability of rock masses and largely determines the mechanical behavior of rock mass (ISRM, 1978; Hooke and Bray, 1981; Hudson, 2000). Orientation is one of the ten key parameters recommended by the International Society for Rock Mechanics to quantitatively describe rock discontinuities for orientation largely controls the possibility of unstable conditions or excessive deformations developing (ISRM, 1978). The traditional method of discontinuity information collection requires geo-engineers to manually measure the exposed rock surface using a geological compass or scanline. The main shortcomings of traditional method are: (1) lack of accuracy because of sampling difficulties, choice of sampling method, human bias and instrument error, (2) time-consuming and incomplete for the inaccessible areas, and (3) dangerous for geo-engineers because of the rock fall of unstable rock mass (Kemeny &
post, 2003; Abellán et al., 2014; Bolkas et al.2018). Alternatively, non-contact measuring methods, such as photogrammetry and Light Detection and Ranging (LIDAR), provide effective approaches to in situ measurement and allow discontinuities to be measured from images and 3D point clouds of rock mass exposures. (Roncella et al., 2004; Haneberg, 2008; Lato et al., 2009, 2010; Gigli and Casagli, 2011; Otoo et al., 2011; Fisher et al., 2014; Riquelme et al., 2014, 2015, 2016, 2018; Cacciari et al., 2016; Chen et al. 2016; Li et al.,2016; Zhu et al., 2016; Kong et al., 2020). Compared with the traditional methods, the main advantages includes: (1) high resolution, high precision and high speed, (2) ability to collect large-scale and multi-scale data, and (3) secure investigation for inaccessible or hazardous areas (Riquelme et al., 2014; Buyer and Schubert, 2017).

Recently, many studies are performed to extract discontinuity orientations based on 3D point cloud which generated from stereo photogrammetry or LIDAR. In some studies, discontinuities are selected manually from 3D point clouds and orientations are calculated based on the least square method (Abellán et al., 2006; Fernández, 2005; Sturzenegger and Stead, 2009). Currently, many studies use normal vector distribution of point cloud to group and extract discontinuity orientations. Specifically, some researchers use principal component analysis (PCA) to calculate normal vector of each point in the point cloud (Jaboyedoff et al. 2007; Riquelme et al., 2014). And some researchers use volumetric pixels (Gigli and Casagli, 2011; Guo rt al., 2017) or 3D TIN (Slob et al., 2010; Vöge et al., 2013; Chen et al., 2016) to calculate normal vector in a local region. In the analyzation of discontinuity grouping, Gigli and Casagli (2011) use manual operation on stereographic projection of normal vector to group discontinuity. Riquelme et al. (2014) use the method of density-based spatial clustering of applications with noise (DBSCAN) to semi-automatically group discontinuities, however this method requires to manually adjust the parameters for each model according to visual observation. Kong et al. (2020) use the method of fast search and find of density peaks (CFSFDP, Rodriguez and Laio, 2014) for discontinuity grouping, however this method also requires manual adjustment of parameters for each model to optimize the recognition results. Slob (2010) use the method of fuzzy c-means to group discontinuities, however this method requires visual observation to determine the optimal clustering number. Chen et al. (2016) used an improved k-means algorithm to automatically group discontinuities, however the efficiency of this method is low especially when deals with large scale of point clouds.

This paper is organized as follows: a fast automatic discontinuity orientation extraction method is introduced in Section 2, the proposed method is applied to polyhedron models and rock slope models in Section 3, features of the method is discussed in Section 4, and some conclusions are drawn in Section 5.

2. Methodology

The method for discontinuity orientation extraction consists of three steps: (1) point cloud preprocessing, (2) automatic optimal grouping of discontinuities based on a fast k-means++ algorithm and a fast clustering validity index, and (3) discontinuities generation and optimization.

2.1. Point cloud preprocessing

The raw point cloud of rock slope usually contain vegetation, unnecessary and sparse points which affect the precision of recognition and also increase processing time (Li et al., 2016). In addition, instrument errors, dust and dynamic disturbances in the open field can also generate noisy points (slob, 2010). As shown in Fig. 1a and Fig. 1b, there are many noisy points locate on the surfaces of the regular polyhedron models even if they are scanned under laboratory conditions (in Section 3.1). Therefore, raw point cloud in this paper are first resampled and denoised using moving least squares method (Alexa et al., 2003), and then a Delaunay triangulation algorithm is performed to generate 3D TIN model (Fig. 1c and Fig. 1d) of point cloud using Halcon software (MVTec, 2012).
Figure 1. Point cloud preprocessing. (a) Raw points of case A-1, (b) Raw points of case A-2, (c) Preprocessed points of case A-1, (d) Preprocessed points of case A-2.

2.2 Fast optimal grouping of discontinuity

In many recent studies of rock discontinuity recognition, normal vectors, which representatively generated using volumetric pixels (Gigli and Casagli, 2011; Guo et al., 2017), neighboring points (Jaboyedoff et al., 2007; Riquelme et al., 2014) and 3D TIN (Slob et al., 2010; Vöge et al., 2013; Chen et al., 2016), are applied to discontinuity grouping. In this paper, normal vector are generated from 3D TIN obtained in Section 2.1. In order to group discontinuity and determine the optimal group number, manual extraction methods (Gigli and Casagli, 2011) and semi-automatic extraction algorithms (Riquelme et al., 2014; Kong et al., 2020) are often adopted with manual operation or manual adjustment of parameters. In addition, Slob (2010) use the method of fuzzy c-means to group discontinuities; however this method requires to determine the optimal clustering number by visual observation. Chen et al. (2016) used an improved k-means algorithm to automatically group discontinuities, however the efficiency of this method is low especially when deals with large scale of point clouds.
In this part, a new concept of base vector is proposed in Section 2.2.1, a fast k-means++ clustering algorithm is proposed in Section 2.2.2 and a fast clustering validity index of silhouette is proposed in Section 2.2.3.

### 2.2.1. Base vector

In this paper, given the base vector set $\text{VEC}_{\text{base}} = \{\text{vec}_1, \text{vec}_2, ..., \text{vec}_{N_b}\}$ ($N_b$ the number of base vector), vectors in $\text{VEC}_{\text{base}}$ satisfy the following conditions: (1) the angle between any two adjacent vectors is $\\text{Deg}$ (the optimal value of $\\text{Deg}$ is determined in Section 3.2), (2) unit vectors, and (3) coordinate $z \geq 0$. In other words, the base vector can be regarded as points uniformly distributed on the unit hemispherical plane with $z \geq 0$. Because according to geometry, it proves to be difficult generating uniform points on the unit hemispherical surface, we use the method of regular icosahedron subdivision to generate uniform points approximately. Therefore, the $\\text{Deg}$ value actually corresponds to the number of subdivision $N_{\text{sub}}$. Base vectors are generated as follows:

**Algorithm 1. Base vector generation.**

**Input:** $V_{20}$, coordinate set of regular icosahedron; $F_{20}$, triangular mesh set of regular icosahedron; $N_{\text{sub}}$, subdivision number

**Output:** $\text{VEC}_{\text{base}}$, base vector set

**Begin**

$F_{\text{tmp}} \leftarrow F_{20}$ // temporary triangular mesh set

$V_{\text{tmp}} \leftarrow V_{20}$ // temporary coordinate set

for $i \leftarrow 1$ to $N_{\text{sub}}$

for each triangular mesh in $F_{\text{tmp}}$

given the vertex $V_{\text{tmp0}}$, calculate the midpoint coordinates of each edge of the triangular mesh and save in $V_{\text{tmp1}}$, set $V_{\text{tmp1}} \leftarrow \|V_{\text{tmp1}}\|$, $V_{\text{tmp}} \leftarrow V_{\text{tmp}} \cup V_{\text{tmp1}}$, calculate the triangular mesh generate by $V_{\text{tmp0}}$ and $V_{\text{tmp1}}$ and save in $F_{\text{tmp}}$, $F_{\text{tmp}} \leftarrow F_{\text{tmp}} \cup F_{\text{tmp1}}$

end for

end for

$\text{VEC}_{\text{base}} \leftarrow \{\text{vec}|\text{vec} \in V_{\text{tmp}}, \text{z coordinates of vec } \geq 0\}$

**End**

Fig. 2 shows the results of base vector generation with different subdivision number, and Table. 1 shows the relationship among subdivision number, mean angle of any two adjacent base vectors and base vector number.

![Figure 2. Base vector. (a) 5-time subdivision, (b) 6-time subdivision, (c) 7-time subdivision.](image)

### 2.2.2. Fast k-means++

K-means algorithm has become one of the most commonly used clustering algorithm due to its simplicity (Xhafa et al., 2016). However one of its main disadvantages is the sensitivity to the selection of initial clustering centroids (Peña et al., 1999; Likas et al., 2003). Traditional k-means selects initial clustering centroids by experience or random way, which makes the accuracy of the algorithm low. Arthur and Vassilvitskii (2007) proposed an algorithm of k-means++, which optimized the selection method of initial clustering centroids and effectively improved the convergence speed and accuracy of k-means algorithm. However, the algorithm still randomly selects the first initial
clustering centroid, which affects the quality of the initial clustering centroid selection and the accuracy of clustering, and the convergence (the time complexity is $O(N)$) is still slow when deals with large number of points. Based on k-means++, Chen et al. (2016) proposed an improved k-means algorithm which selected initial clustering centroids based on normal vector density. This method improved the quality of initial clustering centroids and final clustering, which effectively achieved discontinuity grouping. However the calculation of initial clustering centroid requires a large number of iterations (time complexity is $O(N^2)$) which significantly slow when deals with large number of points.

In this section, a fast k-means++ is proposed which improves the initial clustering centroid selection and speed of clustering convergence. Given the normal vector set of point cloud generated by 2.1 VEC and base vector generated by 2.2.1 VEC$_{\text{base}}$. The proposed fast k-means++ is described as follows.

- Initial clustering centroid selection

In this paper, the distance between any two normal vectors $\text{vec}_i$ and $\text{vec}_j$ is defined as:

$$\text{dist}(i, j) = \arccos(|\text{vec}_i \cdot \text{vec}_j|)$$  \(1\)

Firstly, calculate the density $D$ of the base vector (as shown in Fig. 3b), take the base vector with the largest value in $D$ as the initial clustering centroid and put it into $U$, then remove it from $D$. Secondly, select the base vector, whose minimum distance from the existing initial clustering centroids of $D$ is the largest, as another initial cluster centroid and merge it into $U$, then delete the index from $D$. In this way, the remaining initial clustering centroids are selected. The specific algorithm is as follows:

**Algorithm 2. Initial clustering centroids**

Input: VEC, normal vector set of point cloud; VEC$_{\text{base}}$, base vector set; $k$, clustering number

Output: U, set of initial clustering centroids

Begin

D={}; // set of initial base vector density
U={}; // set of initial clustering centroids

for each vector in VEC
    calculate the distance between the vector and all vectors in VEC$_{\text{base}}$ according to Eq. (1) and save in $\text{dist}_1$, find $\text{dist}_1[]$ which equals to min{$\text{dist}_1$}, then $D[] ← D[] + 1$
end for

find $D[]$ which equals to max{$D$}, $U ← U ∪ \{\}$, VEC$_{\text{base}} ←$ VEC$_{\text{base}} − \{\}$;

for the 2$^{\text{nd}}$ to $k^{\text{th}}$ initial clustering centroids

for each vector in VEC$_{\text{base}}$
    calculate the minimum distance the based vector to all vectors in $U$ according to Eq. (1) and save in $\text{dist}_2$
end for

find $\text{dist}_2[]$ which equals to max{$\text{dist}_2$}, then $U ← U ∪ \{\}$, VEC$_{\text{base}} ←$ VEC$_{\text{base}} − \{\}$
end for
Figure 3. The process of fast k-means++ based on case B-1. (a) Normal vectors, (b) Base vector with density, (c) Clustering results of base vector, (d) Clustering results of normal vector. Point size in (b) represents the relative density of base vector, however the size is not linear to density with considering of display. In (c)-(d), each color represents a cluster of normal vectors and a group of discontinuities.

2.2.3. Fast silhouette.

A main shortcomings of k-means++ algorithm is that it requires to determine the clustering number in advance (PENIA, 1999). Chen et al. (2016) used a clustering validity index silhouette (Rousseeuw, 1987) to evaluate clustering quality and determine the optimal clustering number, which is the grouping number of discontinuities. However the traditional silhouette (Rousseeuw, 1987) requires to calculate the distance between any two different samples in the data set, which is time-consuming especially when deals with large scale of data.

In this section, a fast silhouette algorithm is proposed to evaluate the clustering quality efficiently. The main steps are as follows: given base vector density $D$, clustering results of base vector $R_{\text{base}}$ and clustering number $k$. For the cluster $k_{\text{tmp}} \in \{1, \ldots, k\}$, the silhouette value of $i^{\text{th}}$ base vector of cluster $k_{\text{tmp}}$ is defined as:

$$S(i) = \frac{b(i) - a(i)}{\max\{a(i), b(i)\}}$$  \hspace{1cm} (3)

In Eq. (3), $a(i)$ is defined as the distance between the $i^{\text{th}}$ base vector and all others base vectors in cluster $k_{\text{tmp}}$ as:

$$a(i) = \frac{\sum_{j \in R_{\text{base}, k_{\text{tmp}}}} |d_j| \cdot \text{dist}(\text{vec}_i, \text{vec}_j) \cdot d_j}{|R_{k_{\text{tmp}}}| - 1}$$ \hspace{1cm} (4)

In Eq. (4), $\text{vec}_i$ denotes the $i^{\text{th}}$ base vector in cluster $k_{\text{tmp}}$, $d_j$ denotes the $j^{\text{th}}$ base vector density in $D$ and $|R_{k_{\text{tmp}}}|$ denotes the number of
base vector in cluster $k_{tmp}$. In Eq. (3), $b(i)$ is defined as the smallest value of the mean distance between the $i^{th}$ base vector and all base vectors in other cluster except $k_{tmp}$ as

$$b(i) = \min_{m \in \{1, 2, \ldots, k\}, m \neq k_{tmp}} \left\{ \frac{\sum_{j \in R_{base, m}} \text{dist}(\text{vec}_i, \text{vec}_j) \cdot d_j}{|R_j|} \right\}$$

(5)

Silhouette value is ranged from -1 to 1, a larger silhouette value indicates a better clustering quality. In this paper, the mean silhouette value of all base vectors with density is used to evaluate the quality of clustering, and the clustering number with local maximum silhouette is defined as the optimal. Specifically, the algorithm is organized as follows:

**Algorithm 3. Determination of the optimal clustering number**

| Input: VEC, normal vector set of point cloud |
| Output: $k_{opt}$, the optimal clustering number |

**Begin**

generate base vector $\text{VEC}_{base}$ according to section 2.2.1

$\text{Sil} = \{}$ // silhouette set of each clustering number

set $k_{tmp} \leftarrow 2$

while 1

fast k-means++ is performed to obtain clustering result $R_{base}$ and base vector density $D$

according to Section 2.2.2, calculate mean silhouette value of cluster $k_{tmp}$ according to Eq. (3) and save in $\text{Sil}[k_{tmp}]$

if $\text{Sil}[k_{tmp} - 1] < \text{Sil}[k_{tmp}] > \text{Sil}[k_{tmp} + 1]$ then

$k_{opt} \leftarrow k_{tmp}$

done while

else then

$k_{tmp} \leftarrow k_{tmp} + 1$

done if

end while

**End**

2.3. Discontinuity generation and optimization

In the above sections, discontinuities are optimally grouped based on normal vectors of triangular meshes. In this step, triangular meshes in the same cluster are segmented into independent discontinuities. Chen et al. (2016) used the common edge of triangular meshes as a criterion segmentation. However, this method is easy to falsely connect discontinuities, which belongs to different groups, and identify them as the same discontinuity. For example, as shown Fig. 4c, the region in the black circle is identified as one independent discontinuity according to Chen et al. (2016), which fails to distinguish discontinuities No. 22 and No. 52 (as shown in Fig. 4f).
In this section, a double-clustering algorithm is performed to generate independent discontinuities accurately. Firstly, discontinuities are preliminarily generated according to Section 2.2. Secondly, each discontinuity is re-clustered according to Section 2.2 to optimize the discontinuity recognition quality.

2.3.1. Discontinuity preliminary generation.

In this section, triangular meshes of the same cluster are segmented into independent discontinuities according to their spatial adjacency. The segmentation criterion is that if two triangular meshes share at least one common vertex, then they are segmented into one discontinuity. Given the triangular mesh set of 3D TIN (generated in Section 2.1) F, the specific steps are as follows:

**Algorithm 4. Discontinuity preliminary generation**

Input: F, triangular mesh set; R_vec, normal vector clustering result; k_opt, optimal clustering number

Output: GP, independent discontinuity set

Begin

for i ← 1 to k_opt // for each cluster

    gp = {} // temporary results in this cluster
    Facet ← {F[i] | i ∈ R_vec[i]}
    while 1
        gp ← Facet{1} and Facet{1} ← {}
        while 1
            tmp ← gp ∩ Facet
            if tmp = {} then
                GP ← GP ∪ gp
            end while
            else then
                gp ← gp ∪ tmp and Facet ← Facet − tmp
            end if
        if Facet={} then
            end while
        end if
    end for

2.3.2. Discontinuity optimization.
In order to reduce the false segmentation (as described in Section 2.3) and improve the accuracy of discontinuity recognition, this section perform a re-clustering algorithm to further recognize the distinct orientation area in preliminary discontinuities. Specifically, the normal vectors of each discontinuity generated by Section 2.3.1 is treated as the input of Section 2.2 and Section 2.3.1, and the maximum silhouette value Sil_opt, which corresponding to the optimal clustering number, is calculated and serves as a re-clustering index. An optimization threshold T (the optimal value is determined in Section 3.2) is defined. If Sil_opt is larger than T, then the corresponding preliminary discontinuity is replaced by the re-clustering results, and if Sil_opt is equal to or smaller than T, the corresponding discontinuity is preserved. The specific steps are as follows:

**Algorithm 5. Discontinuity optimization**

| Input: | VEC, normal vector set of point cloud; GP, preliminary discontinuity set |
| Output: | GP<sub>opt</sub>, optimized discontinuity set |

**Begin**

```
GP<sub>opt</sub> = {};
for i ← 1 to n // n denotes the number of discontinuities in GP
vec ← {VEC[j] | j ∈ GP[i]}
input vec to Section 2.2, calculate clustering result R<sub>vec</sub>, optimal clustering number k<sub>opt</sub> and optimal silhouette value Sil<sub>opt</sub>
If Sil<sub>opt</sub> > T then
G<sub>P</sub> = GP<sub>opt</sub>, R<sub>vec</sub> and k<sub>opt</sub> to Section 2.3.1, calculate the generated discontinuity set g<sub>P</sub> and GP<sub>opt</sub> ← GP<sub>opt</sub> ∪ g<sub>P</sub>
else then
GP<sub>opt</sub> ← GP<sub>opt</sub> ∪ GP[i]
end if
end for
```

2.3.4. Plane fitting and orientation calculation.

In the above sections, independent discontinuities are generated and the triangular meshes are assigned to the belonging discontinuities. Because of curvature and roughness of rock mass surfaces, point cloud is usually undulated and exists noise (Chen et al., 2016). Therefore, discontinuity orientation is often calculated based on fitting planes. Specially, the least square method is often applied to plane fitting (Fernández, 2005; Sturzenegger and Stead, 2009a; Gigli and Casagli, 2011; Riquelme et al. 2014), however this method requires manual selection of parameters to denoise. Alternatively, the random sample consensus method (RANSAC) is widely applied to plane fitting (Ferrero et al., 2009; slob, 2010; Chen et al., 2016) for the robustness to noise.

In this section, RANSAC algorithm is adopted to plane fitting and is performed as introduced by Fischler and Bolles (1981). Given the normal vector of a fitting plane (l, m, n), the orientation is calculated as follows (Priest, 1993):

\[
\theta = \tan^{-1}\left(\frac{m}{l}\right) + D \\
\delta = \tan^{-1}\left(\frac{n}{\sqrt{l^2 + m^2}}\right)
\]

where D denotes the angle coefficient for dip direction calculation and is determined as:

\[
D = \begin{cases} 
0^\circ & l \geq 0 \text{ and } m \geq 0 \\
180^\circ & l \leq 0 \text{ and } m < 0 \\
360^\circ & \text{others}
\end{cases}
\]

3. Application
3.1. Data description
The raw point cloud of rock slope

3.1.1. Case A. Case A includes two polyhedron models (Fig. 1a).
Case A-1 is a cube consisting of 40,414 raw points, and case A-2 is a polyhedron composed of six upper faces of a dodecahedron (Fig. 1b), consisting of 60,488 raw points, both the two models are scanned with laboratory conditions by Riquelme et al. (2014). After the data processing described in 2.1, case A-1 generates 28,701 points and 57,319 triangular meshes (Fig. 1c), and case A-2 generates 40,414 points and 80,581 meshes (Fig. 1d). Obviously, there are five independent interfaces in case A-1 that can be divided into three groups according to the parallel relationship, and six structural surfaces in case A-2 model are divided into six groups. Therefore, these two models are mainly used as benchmark data to verify the conceptual accuracy of the proposed method.

3.1.2. Case B. Case B includes two real rock slope models (Fig. 5).
Case B-1 was a road slope located in Torroja, Spain and was scanned by Slob (2010) collecting a raw point cloud of 1,715,256 points. The analyzed region was selected as shown in Fig. 5a and generated 619,035 points and 1,223,012 triangular meshes according to Section 2.1. Because discontinuities in case B-1 are relative regular, this model was selected to verify the accuracy and determine the optimal parameters of the proposed method. Case B-2 was another road slope located in Colorado, USA and the raw data, which consisted of 1,515,722 points, was publicly available at Rockbench repository (Lato et al., 2013). The analyzed region was selected as shown in Fig. 5b and generated 1,228,056 points and 2,444,078 triangular meshes according to Section 2.1. Case B-2 was selected to compare the results of the proposed method and other methods.

Figure 5. Case B. (a) Case B-1 (b) Case B-2. Analyzed region is in the black rectangle.

3.2. Sensitivity analysis
The proposed method consists of two main parameters, including base vector density (Section 2.2.1) and discontinuity optimization threshold T (Section 2.3.2), which affect the accuracy and efficiency. In this section, the main steps of the proposed algorithm is validated, and the optimal values of the parameters are determined. Three models, including case A-1, case A-2 and case B-1 are analyzed in this section.

3.2.1. Fast k-means++ and fast silhouette.
In this paper, fast k-means++ and fast silhouette is essentially achieved by transforming the calculation of N normal vectors to the calculation of n base vectors (n<<N and n is constant). Therefore, the accuracy and efficiency of the proposed algorithm depend on the density of the base vector. Large density of basis vectors will improve accuracy but reduce efficiency, and small density of basis vectors will improve efficiency but reduce accuracy. Considering the relationship between base vector density and subdivision number (Table 1), firstly, the base vectors of 4 to 7 subdivision numbers are performed to evaluate the accuracy of fast silhouette and select the optimal base vector density. Secondly, the accuracy of fast k-means++ is analyzed based on the optimal base vector density. Fig. 6 is the comparison between fast silhouette and traditional silhouette (Rousseeuw, 1987), and it can be summarized as: (1) the optimal clustering number \( k_{opt} \) of fast silhouette, which corresponding to the largest silhouette value, is the same as traditional silhouette, (2) the difference between fast silhouette and traditional silhouette towards silhouette value corresponding to the optimal clustering number is significantly small except the result of 4-time subdivided base vector (as shown in Fig. 6c), which means the accuracy of fast silhouette is guaranteed, and (3) the silhouette difference of other clustering numbers except \( k_{opt} \) between the fast and traditional algorithm is not as small as (2), especially for the 4-times subdivided base vectors (as shown in Fig. 6a). Because the fast silhouette in this paper aims to determine the optimal clustering number \( k_{opt} \), therefore the base vector subdivision number larger than 4 is proven to be effective. Considering the calculation efficiency, the optimal base vector \( b_{opt} \) is determined as 5-time subdivided base vector.

**Figure 6.** Comparison between the fast silhouette and the traditional silhouette. (a) Case A-1, (b) Case A-2, (c) Case B-1. The traditional silhouette value is plotted in red. The fast silhouette value calculated using base vectors generated by 4-time subdivision is plotted in yellow, 5-time subdivision is plotted in green, 6-time subdivision is plotted in blue, and 7-time subdivision is plotted in pink.

Fig. 7 shows the comparison between the fast k-means++ and the traditional k-means++ (Arthur and vassilvitskii, 2007) based on the optimal base vector \( b_{opt} \). It can be summarized as: (1) the optimal clustering number \( k_{opt} \) of fast k-means++ is the same as the traditional k-means++, and both algorithms accurately reflect the grouping characteristics of surface or discontinuity of the three analyzed models (as shown in Fig. 8), and (2) the difference of fast k-means++ and traditional k-means++ towards silhouette value corresponding to \( k_{opt} \) is significantly small, which means the clustering quality of fast k-means++ is guaranteed.

**Figure 7.** Comparison between the fast k-means++ and the traditional k-means++. (a) Case A-1, (b) Case A-2, (c) Case B-1.
Figure 8. The optimal clustering results base on fast k-means++ and fast silhouette. (a) Case A-1, (b) Case A-2, (c)In each figure, each color represents a cluster of normal vectors and a group of discontinuities. Although the silhouette values of the fast k-means++ may fluctuate in the non-optimal clustering number (as k=4 in Fig. 7b and k=7 in Fig. 7c), the accuracy of the fast k-means++ will not be affected because the main aim of fast k-means++ is to determine the optimal clustering number.

3.2.2. Discontinuity optimization.

As described in Section 2.3.2, discontinuity optimization is performed to reduce the false segmentation and improve the accuracy of discontinuity recognition. A threshold T is defined to control the accuracy of discontinuity optimization. In this section, the proposed method is applied to case B-1 based on different values of T. As shown in Fig. 9a, when T is set to 1, which means no discontinuity optimizations, some independent discontinuities falsely contain areas with different orientations (especially for regions in the black circles compared with Fig. 9b, in which T=0.6). Therefore, a small T is required to make more discontinuity optimized. However, over small settings of T (as shown in Fig. 9c, in which T=0.5) make the discontinuities trivial and irregular in shape, which is because the small undulation and curvature of the surface are extracted as new discontinuities. And when T is set as 0.6 (as shown in Fig. 9b), the optimized discontinuities are comparatively accurate. Therefore, the optimal threshold T_opt is determined as 0.6.

Table. 2 shows part of the recognized independent discontinuity orientations (Fig. 9d) of case B-2 based on the optimal base vector base_opt and optimal threshold T_opt. And the results of the proposed method and manual measurement (Slob, 2010) is quite close, which means the accuracy of the proposed method under the optimal parameters is guaranteed.
3.3. Application and comparison to a rock slope
In this section, the proposed method is applied to case B-2 and the discontinuity recognition results are compared with other methods. The parameters are set as the optimal values determined in Section Fig. 10 shows the change of silhouette values under different clustering numbers. Because the silhouette value corresponding to clustering number 3 is the largest, the discontinuities in case B-2 are divided into 3 groups (Fig. 4a), which is the same as the results of Chen et al. (2016). And Fig. 4d-f
show part of the recognized discontinuities belonging to each group, and the discontinuities are numbered which accords with Riquelme et al. (2014) for comparison.

Figure 10. The values of fast silhouette based on Case B-2.

Fig. 4c shows the discontinuity recognition results of Chen et al. (2016) when the clustering number was 3. Compared with Fig. 4c and Fig. 4d-f, it indicates that the proposed method is more accurate in independent discontinuity extraction than Chen et al. (2016). For example, the region in the black circle of Fig. 4c is recognized as one discontinuity, which should be two different discontinuities No. 22 and No. 52 in Fig. 4f. And as shown in Table. 3, compared with other methods, the results of the proposed method is closer to the classical method for the maximum deviation and mean deviation are the smallest.

In addition for case B-2, the optimal clustering number of the proposed method is different from Riquelme et al. (2014). And actually when clustering number is 5 (Fig. 4b) instead of 3 (Fig. 4a), the discontinuity grouping results of the proposed method are quite similar to Riquelme et al. (2014). That is because the method of Riquelme et al. (2014) is a semi-automatic method which requires manually adjust parameters according to stereographic projection of normal vectors to make the results better accord with subjective observation, however the proposed method is an automatic method which does not require manually interfere during processing. And making the results of discontinuity grouping more accord with subjective observation is the next aim of the proposed method. Additionally, both the two method can accurately recognize discontinuities according to Table. 3.

Table 3

| Discontinuity index | Classical method | Riquelme et al. (2014) | Chen et al. (2016) | The proposed method | Riquelme et al. (2014) | Chen et al. (2016) | The proposed method |
|---------------------|------------------|------------------------|-------------------|---------------------|------------------------|-------------------|---------------------|
|                     |                  |                        |                   |                     |                        |                   |                     |
| 11                  | 249.2±0.2        | 246.2±0.2              | 244.6±0.8         | 244.9±0.8          | 3                      | 1.2                | 4.6                 | 4.8                 | 7.1                 | 3.8                 |
| 12                  | 264.2±0.7        | 256.9±0.2              | 256.2±0.2         | 257.1±0.2          | 7.3                    | 4.7                | 8                   | 4.8                 | 7.1                 | 3.8                 |
| 13                  | 264.2±1.9        | 70.3±3.5               | 251.36±2          | 252.6±3.7          | 13.7                   | 6.1                | 13                  | 5.7                 | 12.0                | 4.8                 |
| 14                  | 252.6±6.35      | 252.7±3.5              | 251.4±3.9         | 251.6±3.7          | 0.1                    | 1.2                | 2.6                 | 1.2                 | 1.0                 | 2.8                 |
| 15                  | 248.7±3.7        | 249.7±3.5              | 258.3±6.8         | 249.4±3.6          | 1                      | 1.1                | 2.1                 | 0.2                 | 0.7                 | 0.1                 |
| 16                  | 254.9±2.9        | 70.3±3.5               | 258.3±5.9         | 249.1±3.4          | 4.3                    | 6.1                | 4.3                 | 6.1                 | 5.7                 | 4.7                 |
| 17                  | 249.3±5.9        | 251.3±3.7              | 253.2±3.5         | 253.6±3.3          | 5.2                    | 3.2                | 3.3                 | 2.4                 | 3.7                 | 2.6                 |
| 21                  | 338.7±8.4        | 339.5±3.8              | 157.6±8.8         | 157.2±8.8          | 0.8                    | 0.9                | 1.1                 | 1.4                 | 1.5                 | 0.4                 |
| 22                  | 347.5±7.9        | 166.3±7.6              | 166.3±7.6         | 168.1±7.4          | 1.2                    | 2.4                | 1.2                 | 0.3                 | 0.6                 | 4.2                 |
| 23                  | 341.9±9.5        | 160.2±9.9              | 157.5±8.9         | 159.2±9.7          | 0.8                    | 0.4                | 3.5                 | 2.6                 | 1.8                 | 2.3                 |
| 24                  | 353.7±6.4        | 173.6±6.9              | 353.7±7.8         | 352.7±7.4          | 0.1                    | 0.5                | 0.4                 | 1.4                 | 0.8                 | 1.7                 |
| 31                  | 314.7±7.2        | 136.6±8.2              | 314.7±8           | 310.2±7.8          | 2.5                    | 5.4                | 0.6                 | 2.8                 | 3.9                 | 0.6                 |
| 32                  | 302.4±5.9        | 131.2±8.2              | 306.9±9.9         | 125.7±7.2          | 8.8                    | 6.8                | 14.1                | 14                  | 2.8                 | 1.3                 |
| 33                  | 330.2±8.3        | 143.9±9.7              | 145.6±8.9         | 147.6±8.6          | 6.3                    | 6.7                | 4.6                 | 6.9                 | 2.6                 | 3.9                 |
| 41                  | 286.1±5.8        | 97.6±6.3               | 286.5±9.8         | 285.1±6.7          | 8.5                    | 4.3                | 0.1                 | 0.9                 | 1.0                 | 1.8                 |
| 42                  | 274.2±5.1        | 91.1±5.0               | 272.6±4.7         | 271.8±4.9          | 3.1                    | 0.9                | 1.6                 | 3.5                 | 2.4                 | 1.2                 |
| 43                  | 272.3±4.6        | 96.6±4.8               | 277.3±4.9         | 278.1±4.8          | 0.6                    | 1.6                | 0.1                 | 2.9                 | 0.9                 | 2.0                 |
| 51                  | 305.7±7.6        | 123.4±7.6              | 305.7±7.6         | 304.1±7.5          | 1.6                    | 1.4                | 1.6                 | 4.4                 | 0.7                 | 2.4                 |
| 52                  | 290.2±6.7        | 105.8±9.9              | 109.3±7.6         | 112.3±8.8          | 4.4                    | 2.9                | 0.9                 | 9.6                 | 2.1                 | 1.8                 |

Maximum deviation

13.7 ± 6.8 ± 16.3 ± 14 ± 12 ± 4.8

Mean deviation

3.7 ± 2.85 ± 2.75 ± 5.7 ± 3.2 ± 1.6
4. Discussion

4.1. Efficiency of the proposed method

In this section, the running time of the proposed method is compared with traditional k-means++ (Arthur & Vassilvitskii, 2007), Chen et al. (2016) and traditional silhouette (Rousseeuw, 1987). All algorithms are programmed based on Matlab (2018a) and performed on an i7-8750H CPU and a 16GB RAM. Parameters are set as the optimal values determined in Section 3.2. And the running time is selected as the mean time of clustering numbers from 2 to 10. Advantages and disadvantages

The raw point cloud of rock slope

As shown in Table 4, the efficiency of fast k-means++ is obviously higher than the traditional k-means++ and Chen et al. (2016). Specifically when the point number is 1,228,056, the efficiency of the proposed method is 41 times of traditional k-means++ and 59,544 times of and Chen et al. (2016), and the efficiency of fast silhouette is 609,101 times of traditional silhouette. In addition, the efficiency multiple of the proposed method compared with the other three methods is significantly rising with the number of point increases (Fig. 11). That is because, given the point number N, the time complexity of the traditional k-means++ is $O(N)$, Chen et al. (2016) is $O(N^2)$ and the traditional silhouette is $O(N^2)$, which are linear growth (Fig. 11a) or square growth (Fig. 11b-c) with the point number increases. However the proposed method transforms the calculation of N vectors to n base vectors and n is a constant which far smaller than N, which effectively reduces the time complexity of the algorithm and improves the efficiency.

![Figure 11](attachment:image1)

**Figure 11.** Comparison of the proposed method to other methods. (a) Fast k-means++, (b) Fast k-means++, (c) Fast silhouette.

Based on the point cloud of case A1-A2 and case B1-B2, the total running time of the proposed method is 3.3s for 20,781 points, 4.91s for 40,414 points, 94.6s for 619,035 points and 159.22s for 1,228,056 point, which significantly faster than the traditional k-means++, the traditional silhouette and the discontinuity extraction method of Chen et al. (2016).

4.2. Advantages and disadvantages

According to the above sections, the advantages of the proposed method mainly include: (1) high efficiency, compared with Chen et al. (2016), the efficiency enhancement is more obvious with the number of point increases, (2) simplicity, only two main parameters are required and the optimal values are determined, and the optimal values do not need to change for different models until the results are inaccurate or there are specific requirements, and (3) automation, the proposed method does not need manual interference during processing. And the main disadvantage of the proposed method is

| Case of point | Number of point | a. Traditional k-means++ Arthur (2007) | b. Chen et al. (2016) | Clustering time (s) | Running time | Efficiency to a. 100% | Efficiency to b. 100% | c. Traditional silhouette Rousseeuw (1987) | Fast silhouette | Running time | Efficiency to c. 100% |
|---------------|----------------|-------------------------------------|-----------------------|---------------------|--------------|-----------------------|-----------------------|-----------------------------------------------|----------------|--------------|---------------------|
| A-1           | 28701          | 1.68                                | 84.15                 | 0.18                | 9            | 467                   | 80.16                 | 0.23                                                          | 349             |              |
| A-2           | 40414          | 3.39                                | 145.39                | 0.28                | 12           | 519                   | 165.89                | 0.27                                                          | 614             |              |
| B-1           | 619035         | 101.25                              | 76971.05              | 2.86                | 35           | 26913                 | 56122.95              | 0.33                                                          | 170070          |              |
| B-2           | 1228056        | 211.07                              | 300628.37             | 5.20                | 41           | 59344                 | 225367.3              | 0.37                                                          | 609101          |              |
the result of discontinuity grouping is not as accurate as some semi-automatic methods such as Riquelme et al. (2014), which requires to be improved in further studies.

5. Conclusion
This paper proposes a fast automatic extraction method for rock discontinuity orientation based on 3D point cloud. The main contributions include: (1) a concept of base vector is proposed, (2) a fast k-means++ algorithm and a fast clustering validity index of silhouette are proposed and combined to achieve a fast optimal grouping of discontinuities, and (3) the generation and optimization of independent discontinuities based on a double-clustering.

A sensitivity analysis is performed to select the optimal parameters of the proposed method according to the application to both laboratory models and rock models. The optimal base vector is selected to be generated by a 5-time subdivision of icosahedron, and the optimal discontinuity optimization threshold T is 0.6.

The accuracy of the proposed method is validated based on the comparison with traditional methods and other methods. The main advantages include high efficiency, simplicity and automation. And the main disadvantage is the discontinuity grouping is not as accurate as some semi-automatic methods, which requires to be studied in further researches.

In conclusion, the proposed method can automatic achieve a fast and effective discontinuity extraction, which can serves as a supplement to the traditional geological surveys.
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