Splitting of nonlinear-Schrödinger breathers by linear and nonlinear localized potentials
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We consider evolution of one-dimensional nonlinear-Schrödinger (NLS) two-soliton complexes (breathers) with narrow repulsive or attractive potentials (barrier or well, respectively). By means of systematic simulations, we demonstrate that the breather may either split into constituent fundamental solitons (fragments) moving in opposite directions, or bounce as a whole from the barrier. A critical initial position of the breather, which separates these scenarios, is predicted by an analytical approximation. The narrow potential well tends to trap the fragment with the larger amplitude, while the other one escapes. The interaction of the breather with a nonlinear potential barrier is also considered. The ratio of amplitudes of the emerging free solitons may be different from the 3 : 1 value suggested by the exact NLS solution, especially in the case of the nonlinear potential barrier. Post-splitting velocities of escaping solitons may be predicted by an approximation based on the energy balance.

I. INTRODUCTION

It is commonly known that solitons, i.e., robust self-trapped modes in nonlinear media, are fundamental excitations, and in many cases represent ground states, in a broad variety of physical settings [1–3]. Additional interest to solitons has been attracted by the creation of localized matter-wave states in Bose-Einstein condensates (BECs) of ultracold $^7$Li [4–6] and $^{85}$Rb [7, 8] atoms. These solitons were produced in the quasi-one-dimensional (quasi-1D) form, by loading the atomic BEC into a strongly anisotropic (cigar-shaped) potential trap. The latter setting is accurately approximated, in the framework of the mean-field theory, by the Gross-Pitaevskii equations (GPEs) [9]. In the case of attractive interactions between atoms, the GPE, being similar to the integrable nonlinear Schrödinger (NLS) equation, gives rise to well-known soliton solutions [10–12].

In this work we focus on two-soliton solutions, also known as breathers. Using the inverse-scattering-transform technique which applies to many integrable equations [10–12], one can show that, in the simplest case the breather may be considered as a nonlinear superposition of two fundamental solitons, with the ratio of amplitudes 3 : 1 and zero relative velocity (it is relevant to mention that the Lieb-Liniger model [13, 14], i.e., the integrable quantum version of the NLS equation, does not produce spatially-localized solitons and breathers, supporting solely spatially-homogeneous strings of bound quantum particles [15]). Thus, it is reasonable to expect that perturbations, represented by additional terms in the NLS equation, which break its integrability, may split the breather into constituent solitons (fragments) [16–20].

In many physical settings, an important type of integrability-breaking perturbations added to the NLS equation is represented by narrow potential barriers [21–30] or wells [31, 32]. In this work we aim to consider the interaction of two-soliton breathers with a narrow linear barrier and well, as well as with a nonlinear barrier. This setting directly represents experimentally relevant situations. In optics, a light beam in the form of the spatial two-soliton can propagate along the medium’s defect in the form of the barrier or well. In a BEC, a breather traveling in a cigar-shaped trap can hit a splitting barrier, which is a typical situation in matter-wave interferometers [33–41]. The interaction with localized barriers and wells was considered many times for fundamental solitons [21–42], but it was not previously studied for breathers. In particular, because splitting an incident fundamental soliton in two fragments by a barrier underlies the operation of matter-wave interferometers, it is definitely relevant to consider a similar effect for two-soliton breathers, for which the splitting is a much more natural, hence also more controllable, outcome of the interaction with the localized potential.

The breather-barrier interaction is controlled by two main parameters: the barrier’s height and its initial shift with respect to the breather’s center. By means of systematic simulations, we explore the outcome of the inter-
II. THE MODEL

Linear potential barrier and well. Starting with the formulation of the BEC model, we consider a nearly 1D Bosonic condensate, which in the mean-field approximation is governed by the GPE with an attractive nonlinearity \[ \sqrt{\bar{n}} \]. In scaled variables, it takes the form of

\[ i \frac{\partial \Psi}{\partial t} = -\frac{1}{2} \frac{\partial^2 \Psi}{\partial x^2} - g|\Psi|^2 \Psi + \varepsilon f(t) \delta(x) \Psi, \]

where \( \Psi(x,t) \) is the single-particle wave function, \( x \) the spatial coordinate, \( t \) time, and \( \varepsilon > 0 \) or \( \varepsilon < 0 \) is, respectively, the strength of the narrow potential barrier or well, which is represented by the delta-function, to be replaced by its usual regularized version in numerical simulations,

\[ \delta(x) = \frac{\varepsilon}{\sqrt{\pi} a} \exp\left(-\frac{x^2}{a^2}\right), \]

with small width \( a \), fixed to be \( a = 0.05 \) in the numerical simulations performed below.

Function \( f(t) \) accounts for gradually increasing the linear potential, in the course of a rise time, \( \tau \). In this work, we adopt it in form of

\[ f(t) = \begin{cases} t/\tau, & \text{at } 0 < t < \tau, \\ 1, & \text{at } t > \tau. \end{cases} \]

In particular, in the BEC setting the local potential is applied by a focused laser beam \[ 29 \], whose power gradually increases from zero at \( t = 0 \) to a maximum value at \( t = \tau \).

The strength of the self-attraction in Eq. \[ 1 \], which builds matter-wave solitons, is \( g = -2\hbar a_s \omega_\perp > 0 \), where \( a_s < 0 \) is the respective \( s \)-wave scattering length, and \( \omega_\perp \) the transverse trapping frequency of the confinement, that reduces the effective geometry from 3D to 1D \[ 44 \]. Note that we consider the transverse trapping frequency to be sufficiently large for neglecting the next-order terms in their interaction strength, such as the one induced by the external confinement \[ 44 \]. In terms of the underlying physical parameters (including atomic mass \( m \) and \( g \)), the units of length, \( l_0 \), time, \( t_0 \), and energy, \( E_0 \), of the model may be defined as \( l_0 = \hbar^2 / (mg) \), \( t_0 = \hbar^3 / (mg^2) \), and \( E_0 = mg^2 / \hbar^2 \), respectively. Note that, in such units, Eq. \[ 1 \] can be further rescaled to set \( g = 1 \), which we use below.
In the above-mentioned optics model, variable \( t \) in Eq. (1) actually represents the propagation distance, while \( x \) is the transverse coordinate in the planar waveguide, \( g \) is the usual Kerr-nonlinearity coefficient (in the scaled form), and the barrier/well represents a narrow stripe with a lower/higher value of the local refractive index, which is subject to longitudinal modulation as per Eq. (2). Similarly, the nonlinear barrier may be realized as a stripe of a defocusing material built into a self-focusing waveguide.

The same setting with a linear barrier may also be implemented in the temporal domain, i.e., in a nonlinear optical fiber, using co-propagation of light signals at two different carrier wavelengths with nearly equal group velocities \( V_g \), but opposite signs of the group-velocity dispersion (GVD), which can be selected on two sides of a zero-GVD point, as suggested in another context in Ref. [43]. In this case, \( t \) in Eq. (1) is realized as the propagation distance along the fiber, while \( x \equiv \theta - t/V_g \), with physical time \( \theta \). The optical breather is then launched in the channel with anomalous GVD, while an effective barrier is induced, via the cross-phase modulation (XPM), by a narrow dark soliton coupled into the normal-GVD channel, supported by a high-power continuous-wave background. As concerns the potential well, it may be realized by launching signals in two mutually orthogonal circular polarizations at the same carrier wavelength, with anomalous GVD. In the latter case, the breather is launched in one polarization, while the effective well is induced, via XPM, by a high-power narrow bright soliton carried by the other polarization.

In the case of \( \varepsilon = 0 \), Eq. (1) with \( g = 1 \) has an exact periodic 2-soliton solution (breather),

\[
\psi_{\text{br}}(x, t) = 4A e^{i A^2 t / 2} \cosh [3A (x - x_0)] + 3 \exp (4iA^2 t) \cosh [A(x - x_0)] + 4 \cosh [2A (x - x_0)] + 3 \cos (4A^2 t),
\]

where \( A \) is an arbitrary real amplitude, which also determines the oscillation period, \( T = \pi/(2A^2) \), and \( x_0 \) is the initial displacement of the breather’s center from the point where the narrow potential barrier (or well) is placed. In the simulations reported below we set the rise time in Eq. (3) to be \( \tau = T \), although other values of \( \tau \) yield very similar results.

The breather given by Eq. (4) may be considered as a nonlinear superposition of two fundamental solitons with amplitudes

\[
A_1 = 3A, \quad A_2 = A,
\]

and zero velocities. On the other hand, solitons moving with velocities \( c_{1,2} \) are represented by solutions

\[
\psi_{\text{sol}}(x, t) = A_{1,2} \sech (A_{1,2} (x - c_{1,2} t)) \times \exp [i (A_{1,2}^2 - c_{1,2}^2) t / 2]
\]

(overlap between them may be neglected provided that \( c_1 - c_2 t \gg A^{-1}_{1,2} \)). Note that the integral norm of the breather,

\[
\int_{-\infty}^{+\infty} |\psi_{\text{br}}(x, t)|^2 dx = 8A,
\]

is exactly equal to the summary norm of two solitons [6],

\[
N_{\text{sol}}^{(1)} + N_{\text{sol}}^{(2)} = 2A_1 + 2A_2 \equiv 8A.
\]

At \( t = 0 \), the breather in Eq. (4) takes the simplest shape,

\[
\psi_{\text{br}}(x, 0) = 2A \sech(A(x - x_0)),
\]

which is used as the initial condition in simulations reported below. In a more general setting, one can use the input given by Eq. (4) at \( t = t_0 \neq 0 \). Additional simulations demonstrate that variation of \( t_0 \) does not essentially modify systematic results presented below for \( t_0 = 0 \).

As mentioned above, our goal is to investigate the fission of the breather into fragments, which will be mapped in the parameter plane of \( (\varepsilon, x_0) \), for both \( \varepsilon > 0 \) and \( \varepsilon < 0 \), i.e., in the cases of the delta-like potential well and barrier. We find a certain threshold value of \( x_{0}^{(\text{crit})}(\varepsilon > 0) \) such that, at \( |x| > x_{0}^{(\text{crit})} \) the breather does not split but bounces back as a whole from the potential

---

**FIG. 2:** The same as in Fig. 1, but for the splitting of the breather under the action of the linear potential well, at values of \( \varepsilon < 0 \), \( x_0 \), and \( t \) indicated in panels.
barrier. In the next Section we demonstrate an analytical estimate for \( x_0^{\text{crit}} \), and then produce its numerically found values. Note that \( x_0 = 0 \) is a special situation that leads to a spontaneous symmetry breaking problem, in the form of spontaneous selection of the directions in which the two major fragments, which are close to solitons \( 6 \), move after completion of the fission. In numerical calculations, the symmetry-broken outcome may be determined by a weak random perturbation, if it is added to the input, simulating the real physical noise, either environmental or quantum. Numerical noise, induced by truncation error, leads to the symmetry breaking too, although its characteristics may differ from those of the physical noise. In this work we demonstrate that even a tiny shift of the input, such as \( |x_0| = 0.0002 \), leads to the apparent symmetry breaking and fission of the breather, although the fission initiated by very small \( |x_0| \) develops slowly, see Figs. 1b) and 1c).

The nonlinear barrier. It is also possible to consider the nonlinear potential barrier, based on equation

\[
\frac{i}{\partial t} \Psi = -\frac{1}{2} \frac{\partial^2 \Psi}{\partial x^2} - \left[ 1 - \frac{\varepsilon_1}{\sqrt{\sigma} \alpha} f(t) \exp \left( -\frac{x^2}{\alpha^2} \right) \right] |\Psi|^2 \Psi, \tag{10}
\]

where \( \varepsilon_1 \) is the strength of the nonlinear potential. A permanent localized nonlinear potential was considered in Ref. [42], for splitting of an incident fundamental soliton, but not of a breather. The experimental realization of the nonlinear barrier in an atomic BEC was proposed in Ref. [42], assuming that a narrow laser beam is applied in a narrow region, reversing the local interaction between atoms from attractive to strongly repulsive.

![Fig. 3](image-url)

**FIG. 3:** The same as in Fig. 1, but for the nonlinear splitter, defined as per Eq. (10). In this case, the red dashed line shows the shape of the splitting barrier, which includes factor \( |\psi(x = 0)|^2 \), therefore the barrier disappears after the separation of the fragments.

### III. Numerical Methods and Analytical Estimates

The evolution of the breather under the action of the splitting potential was simulated in the framework of Eq. (1) with \( g = 1 \), using input (9), in which the remaining scaling invariance makes it possible to fix \( A = 1 \), while keeping \( \varepsilon \) and \( x_0 \) as free parameters. The simulations were carried out by means of the pseudospectral method to evaluate spatial derivatives, in a combination with the Runge-Kutta time-stepping scheme, to secure high accuracy of the results [3].

Proceeding to analytical estimates, one can evaluate the threshold value of the initial displacement, \( x_0^{\text{crit}} \), that separates the regimes of the bidirectional motion of fragments and unidirectional motion of the breather as a whole. In the case of large positive \( \varepsilon \) and \( \tau = 0 \) in Eqs. (1) and (3), one may assume, in the simplest approximation, that the input is cut by the tall barrier in two noncommunicating parts. In particular, the input located at \( x < 0 \) may be defined as

\[
\psi_0(x) = \begin{cases} 
2A \sech [A(x - x_0)], & \text{at } x < 0, \\
0, & \text{at } x > 0. 
\end{cases} \tag{11}
\]

To estimate whether input (11) may or may not produce a soliton escaping to the left, it is possible to use the necessary condition for the generation of at least one NLS soliton in free space by a given input (12):

\[
\int_{-\infty}^{+\infty} |\psi_0(x)| \, dx > \ln \left( 2 + \sqrt{3} \right) \approx 1.32. \tag{12}
\]

Roughly speaking, Eq. (12) may be understood as a threshold condition for the linear scattering problem associated with the NLS equation, i.e. the Zakharov-Shabat equations [10], to have a bound state in the respective potential well. This is a difference from the linear Schrödinger equation, in which, as it is commonly known, an arbitrarily shallow potential well always maintains at least one bound state. If input (11) does not satisfy condition (12), it cannot generate a left-running soliton. Substituting expression (11) in Eq. (12) predicts a rough estimate for the threshold value \( x_0^{\text{crit}} \) which is a boundary for the generation of the left-traveling soliton:

\[
A x_0^{\text{crit}} = \ln \left( \frac{4}{\ln (2 + \sqrt{3})} \right) \approx 1.11. \tag{13}
\]

Additional analytical results may be produced by the conservation of the Hamiltonian (energy) corresponding to Eq. (1) (with \( g = 1 \)) at \( t > \tau \), i.e., with \( f = 1 \):

\[
E = \frac{1}{2} \int_{-\infty}^{+\infty} \left( \frac{\partial \psi}{\partial x} \right)^2 - |\psi|^4 \, dx + \varepsilon |\psi(x = 0)|^2. \tag{14}
\]

The energy of the free-space fundamental solitons \( 6 \) contains the negative ground-state and positive kinetic
IV. RESULTS

The evolution of the breather interacting with the local potential is reported in Figs. 1 and 3 by showing snapshots of numerically generated solutions to Eqs. (1) and (10), taken at different times. Further, the results are summarized below in Fig. 6 and, additionally, in Appendix (Figs. 9-17) by means of color-coded plots, which display amplitudes and velocities of the fragments, in the plane of $(\varepsilon, x_0)$ or $(c_1, x_0)$, for the linear and nonlinear splitting potentials, respectively.

A. The linear potential barrier or well

In this subsection we present results obtained by solving Eq. (1) with the linear potential, defined according to Eqs. (2) and (3), and the input taken as per Eq. (4). The simulations reveal two main patterns of behavior: (i) the breather splits in two pulses close to fundamental solitons with the amplitude ratio close to 3 : 1, cf. Eq. (6), moving in opposite directions; or (ii) the breather is pushed by the barrier to one side, again splitting in two solitons, subject to the same approximate amplitude ratio, 3 : 1, but moving in one direction. Figure 4 displays snapshots of the simulations for different values of $x_0$ and $\varepsilon$, which illustrate these dynamical scenarios.

![FIG. 4: The difference of the left- and right-hand sides of Eq. (17), as obtained from numerical data, illustrating the accuracy of the analytically predicted energy balance, for two values of the linear-barrier’s height, $\varepsilon = 0.1$ and 0.2.](image)

In Fig. 4 we show values of $3c_1^2 + c_2^2 = 8\varepsilon A^2 \text{sech}^2 (Ax_0)$ for $\varepsilon = 0.1$ and 0.2, to demonstrate accuracy of the analytical energy-balance constraint, predicted by Eq. (17), in comparison with the numerical results. Velocities of
the fragments are evaluated numerically as
\[ c_j = \frac{x_j(t_{\text{max}}) - x_j(t_{\text{max}}/2)}{t_{\text{max}}/2}, \tag{22} \]
where \( x_j, j = 1, 2, \) are positions of the \( j \)-th peak, taken at times \( t_{\text{max}} = 15T \) and \( t_{\text{max}}/2 = 7.5T, \) to ensure that the peaks have separated (in most cases). It is seen that the predicted energy balance condition holds well for the two fragments that move in the same direction, but is completely broken in a vicinity of the critical point \( x_0^{(\text{crit})}, \) as expected. For the two fragments moving in opposite directions, the energy balance is not satisfied very accurately, but the discrepancy is relatively small. Close to the symmetry-breaking point, \( x_0 = 0 \). Fig. (4) shows that the analytically predicted condition is not satisfied either, due to the slow separation of the fragments, which means that the ballistic regime for the fragments was not yet achieved. In Figs. 5 we show the velocities of the fragments according to the definition in Eq. (22) as functions of \( x_0 \) for fixed values of the barrier height, \( \varepsilon = 0.1 \) and \( \varepsilon = 0.2. \)

As mentioned above, point \( x_0 = 0 \) is a special one. Indeed, due to the symmetry of input Eq. (9), the breather cannot deterministically split into the solitons with unequal amplitudes. However, the symmetry may be spontaneously broken by an external perturbation. In Figs (1a) and (1b) we show that even a tiny change of the initial conditions leads to the symmetry breaking and, eventually, fission of the breather.

Typical examples of the interaction of the breather with the potential well (\( \varepsilon < 0 \)), displayed in Fig. 2 demonstrate that the breather does not split in the limit of small initial displacements, \( x_0 \to 0. \) In this case [panel a] in the figure, the breather sheds off some radiation, and transforms into a fundamental soliton pinned to the potential well. When \( x_0 \) increases, the breather splits, but the fragments, being pulled by the attractive potential, separate much slower than in the case of the repulsive barrier, cf. Fig. 4. In particular, the heavier soliton may stay trapped by the potential well (performing small oscillations in this state), while the lighter one moves very slowly, as seen in panel b). This outcome of the interaction can be easily explained by the energy balance. Indeed, for small \( |\varepsilon| \) comparison of the initial interaction energy, given by the last term in Eq. (14), with \( |\psi(x = 0)|^2 = 4A^2 \text{sech}^2 (Ax_0), \) and a similar expression for the fundamental solitons with amplitudes Eq. (5), i.e., \( |\psi(x = 0)|^2 = A_{1,2}^2, \) demonstrates that the trapped state is energetically possible for the soliton with the larger amplitude, \( A_1 = 3A, \) in which case the energy-balance equation yields
\[ c_2^2 = |\varepsilon|A \left[ 9 - 4\text{sech}^2 (Ax_0) \right], \tag{23} \]

There are several possible regimes of the breather’s evolution following the interaction with the external potential: i) the initial breather splits in two soliton-like pulses that move bidirectionally; ii) the breather splits in two pulses that move unidirectionally; iii) the breather does not split clearly enough to distinguish the soliton-like fragments after the evolution time of the simulation; iv) the breather is transformed into a soliton bound by the trapping well; v) the breather does not split. In Fig. 6 we map these regimes in the parameters plane of \( (\varepsilon, x_0). \) They are color-coded and denoted with Roman numerals. To plot the map in Fig. 6 we ran the simulations up to \( t = 15T, \) and used the breather’s width, \( l_{br} = 1/A, \) as a measure of the separation of the fragments. Thus, we categorize the breather as a split state when the distance between center-of-mass of the fragments is equal to or exceeds \( l_{br}. \)

In Appendix C we present the results for amplitudes and velocities of the two largest peaks in solution density at \( t = 15T, \) in the form of color-coded maps in the plane of \( (\varepsilon, x_0). \)
FIG. 6: The linear splitter. The map of the regimes the splitting of the original breather in simulations of Eq. (1) at \( t = 15T \), in the plane of parameters \( \varepsilon \) and \( x_0 \). Different regimes are color-coded and denoted by Roman numerals: I) the breather splits in two soliton-like fragments moving in opposite directions (brown); II) the breather splits in two soliton-like fragments moving in the same direction (red); III) the breather does not split clearly enough in the course of the simulation time, \( t = 15T \) (blue); IV) the breather splits in a heavies soliton-like fragment, bound by the attractive potential, and radiation (dark blue); V) the breather does not split (white).

B. The nonlinear potential barrier

In the case of the nonlinear potential defined by Eq. (10), the difference from its linear-potential counterpart is that, as the strength of the nonlinear barrier depends on the local density at \( x = 0 \), the action of the effective potential subsides in the course of splitting. Typical examples of the interaction of the breather with the nonlinear splitter are presented in Fig. 3. As in the case of the linear barrier, even a tiny asymmetry in the initial conditions, with \( |x_0| = 0.0002 \), breaks the symmetry of the problem and leads to fission of the breather. The resulting amplitude ratio is \( \simeq 10 : 1 \), which is much larger than the “natural” one, \( 3 : 1 \). In Fig. 7 we show the accuracy of the energy balance for the nonlinear barrier, as predicted by Eq. (20). We see that, similarly to the linear barrier, the predicted condition is very accurate for the fragments moving in the same direction, and is broken in a vicinity of the critical point \( x_0^{(\text{crit})} \), as expected. However, the breaking of the predicted energy-balance condition is much more pronounced in the case of the nonlinear potential, as seen in the \( x_0 < x_0^{(\text{crit})} \) segment of Fig. 7. In Figs. 8 we plot the velocities of the two largest density peaks following the interaction of the input with the nonlinear barrier, that are identified as per Eq. (22).

FIG. 7: The same as in Fig. 4, but for the energy balance predicted by Eq. (20) for two values of the nonlinear barrier height, \( \varepsilon = 0.1 \) and 0.2.

Just as for the linear splitting potential, there are several possible regimes of the breather’s evolution after the interaction with the nonlinear splitter: i) the initial breather splits into two soliton-like pulses that move bidirectionally; ii) the breather does not split clearly enough to distinguish soliton-like fragments after the simulation time; iii) the breather splits in two soliton-like unidirectionally moving pulses; iv) the breather splits in a soliton and radiation; v) the breather does not split. In Fig. 9 we map these regimes in the parameters plane of \( (\varepsilon, x_0) \). The different regimes are color-coded and denoted by Roman numerals. For the map in Fig. 9 we ran the simulations up to \( t = 15T \), and used the width of a breather, \( \lambda_{br} = 1/A \), as a measure of the separation of the fragments.

We see that in the case of the nonlinear potential the general character of the breather’s splitting is similar to the case of the linear repulsive barrier. However, the region where both fragments travel in the same direction is much smaller, in comparison to the latter case.

The results for amplitudes and velocities of the two largest density peaks of the solution at \( t = 15T \), in the form of color-coded maps in the plane of \( (\varepsilon, x_0) \), for the setting with the nonlinear barrier are displayed in Appendix too.

V. CONCLUSION

The subject of the work is the dynamics of NLS breathers interacting with localized linear and nonlinear splitting potentials. The setting applies to matter-wave states in a BEC, as well as to optical beams and pulses, in the spatial and temporal domains, respectively. The potentials are approximated by the delta-function, and by its regularized version, as concerns the numerical scheme.
FIG. 8: Velocities of the fragments, identified as per Eq. (22), as functions of $x_0$ for fixed values of the nonlinear-barrier’s height, $\varepsilon_1 = 0.1$ and $\varepsilon = 0.2$. The velocities of the heavier and lighter fragment, $c_1$ and $c_2$, are shown by the blue solid and green dashed curves, respectively.

The linear splitter may be represented by a narrow barrier or potential well (the nonlinear splitter is considered only with the repulsive sign). The potentials breaks the integrability of the NLS equation, leading to various dynamical scenarios. Depending on the initial position of the breather with respect to the localized splitting potential, it may split into a pair of fundamental solitons, moving in opposite directions, or bounce as a whole. In the former case, the amplitude ratio of the fragments may be both close to the expected value 3 : 1, predicted by the exact solution for the NLS breather, and strongly different from it (especially in the case of the nonlinear splitter). When the center of the initial breather is very close to the position of the barrier’s center, the linear potential well leads to another outcome of the interaction, with the larger-amplitude soliton staying trapped by the attractive well, while the smaller-amplitude one slowly escapes. Post-splitting velocities of the solitons may be predicted by means of the analytical energy balance.

FIG. 9: The nonlinear splitter. The map of splitting regimes for the original breather in simulations of Eq. (10) at $t = 15T$, in the plane of parameters $\varepsilon_1$ and $x_0$. Different regimes are color-coded and denoted by Roman numerals: I) the breather splits in two soliton-like fragments moving in opposite directions (brown); II) the breather is not separated clearly enough at $t = 15T$ (red); III) the breather splits in two soliton-like fragments moving in the same direction (dark blue); IV) the breather splits in one soliton and radiation (blue); V) the breather does not split.

There are several avenues to explore as a follow-up to this work. First and foremost, one may consider splitting potentials with shapes that are closer to experimentally realistic ones. For getting closer to the experimentally relevant setting in BEC, it may also be necessary to consider the full three-dimensional model, rather than its one-dimensional reduction, cf. Ref. [20]. Another relevant extension may be inclusion of quantum noise, again in terms of a BEC. In particular, quantum fluctuations may govern the spontaneous symmetry breaking in the case of $x_0 = 0$.
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Appendix: Amplitude and velocity heatmaps

In this Appendix we present additional computational results, namely two-dimensional maps of the amplitudes and velocities of the heavier and lighter fragments in the settings with both linear and nonlinear localized potentials.

1. The linear splitter

Results for the heavier and lighter fragments are collected in Figs. 10 and 11 in the form of color-coded maps in the plane of \((\varepsilon, x_0)\), which also include the data produces for \(\varepsilon < 0\), i.e., for the splitting produced by the interaction of the breather with the narrow potential well. These figures, along with Fig. 1, clearly demonstrate that, in the majority of cases in the case of splitting barrier, \(\varepsilon > 0\), the amplitude ratio for the fragments remains close to the expected value 3 : 1.

Results for velocities of the fragments are collected in Figs. 12 and 13. In particular, the former figure demonstrates that the sign of the velocity of the heavier soliton is always identical to the sign of \(x_0\), whereas the it is seen in Fig. 13 that the lighter soliton moves in the opposite direction at \(|x_0| < x_0^{(\text{crit})} \approx 0.9\), and changes the sign of its velocity at \(|x_0| > x_0^{(\text{crit})}\), moving in the same direction as its heavier counterpart. Note that the value of \(x_0^{(\text{crit})}\) is rather close to the one predicted above by the crude analytical approximation, see Eq. (13).

Lastly, the numerical results for the velocities approximately corroborate the analytical prediction produced by Eqs. (17) and (18).

\[ |x_0| < x_0^{(\text{crit})} \approx 0.9, \quad (A.1) \]

FIG. 10: The linear splitter. The map of the amplitude of the heavier soliton produced by the splitting of the original breather in simulations of Eq. (1) at \(t = 15T\), in the plane of parameters \(\varepsilon\) and \(x_0\). Black dashed lines, separating different regions in the diagram, serve to highlight the difference between colors in the map.
The results for the potential well ($\varepsilon < 0$) are summarized, along with their counterparts for the barrier ($\varepsilon > 0$) in the amplitude- and velocity-distribution maps displayed in Figs. 10-13. The maps show that the regions for $\varepsilon < 0$ feature more elaborate structure than $\varepsilon > 0$, and, as mentioned above, much smaller velocities. In fact, a larger part of the velocity maps for $\varepsilon < 0$ is accounted for by small oscillations of the trapped soliton with amplitude $A_1$.

The comparison of the analytical energy-balance prediction for the case of the potential well, given by Eq. (23), with the numerical results demonstrates that the analytical prediction overestimates velocity $c_2$. The discrepancy is explained by the fact that the radiation shed off by the splitting breather carries away a large portion of the energy, which is not taken into account by the analytical approximation.

![The linear splitter](image1.png)

**FIG. 11: The linear splitter.** The same as in Fig. 10 but for the amplitude of the lighter soliton produced by the splitting of the original breather.

![The linear splitter](image2.png)

**FIG. 12: The linear splitter.** The map of values of the velocity of the heavier soliton, produced by the splitting of the original breather in simulations of Eq. (1) at $t = 15T$, in the plane of parameters $\varepsilon$ and $x_0$. Black dashed lines, separating different regions in the diagram, serve as a guide to the eye. The light blue hue for large values of $x_0$ corresponds to zero velocity.

2. The nonlinear splitter

The results are summarized in the form of maps for amplitude and velocities distributions in the plane of $(\varepsilon_1, x_0)$, which are displayed in Figs. 14-17. In comparison to the results reported above for the linear barrier, the boundary between splitting and non-splitting regimes (where the breather bounces from the barrier and thus avoids the splitting) is much sharper in the present case, although it remains close to approximately the same critical position, $x_0^{(\text{crit})} \approx 0.9$, see Eq. (A.1). Another difference is that the amplitude ratio of the fragments tends to deviate from the “natural” ratio 3 : 1 (e.g., ratio $\approx 10 : 1$ corresponding to $x_0 = 0$), and their velocities are much smaller than in the case of the linear splitter.
FIG. 13: The linear splitter. The same as in Fig. 12 but for the velocity of the lighter soliton (the one with a smaller amplitude).

FIG. 14: The nonlinear splitter. The map of the amplitude of the larger soliton produced by the splitting of the original breather in simulations of Eq. (10) at $t = 15T$, in the plane of parameters $\varepsilon_1$ and $x_0$.

FIG. 15: The nonlinear barrier. The same as in Fig. 14 but for the amplitude of the lighter soliton produced by the splitting of the original breather.
FIG. 16: *The nonlinear splitter.* The map of values of the velocity of the heavier soliton, produced by the splitting of the original breather in simulations of Eq. (10) at $t = 15T$, in the plane of parameters $\varepsilon_1$ and $x_0$.

FIG. 17: *The nonlinear barrier.* The same as in Fig. 16, but for the velocity of the lighter soliton (the one with the smaller amplitude).