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Abstract

We study a class of monic-palindromic polynomials that we call staircase palindromic polynomials. Specifically, suppose \( S(x, n, h) \) is a polynomial of degree \( n \) with the special form:

\[
S(x, n, h) = x^n + 2x^{n-1} + 3x^{n-2} + \ldots + (h-1)x^{n-h+2} + hx^{n-h+1} + \ldots + hx^{h-1} + (h-1)x^{h-2} + \ldots + 2x + 1.
\]

Then \( S(x, n, h) \) can be factored as a product of cyclotomic polynomials. Moreover, for any given \( n \), there are \( \lceil \frac{n+1}{2} \rceil \) staircase polynomials, all of whose factors can be derived using two parameter \( n \) and \( h \) with the help of cyclotomic polynomials. After that we explore some classes of polynomials that can be converted to staircase polynomials.

1 Introduction

In this paper, we will study a class of monic-palindromic polynomials that we call “staircase palindromic polynomials”. For simplicity, we will refer to a staircase palindromic polynomial as a SP polynomial. Finding the roots of any given polynomial with higher degree is generally a difficult task. However, in this paper we will present a formula that gives all the irreducible factors of a given SP polynomial. Moreover, zeros of these factors are roots of unity. Because of the symmetric property of coefficients of SP polynomials, we observe that these polynomials can be written as the product of cyclotomic polynomials and hence all the roots of the SP polynomial are zeros of cyclotomic polynomials. In addition to SP polynomials, we will present some special types of polynomials that behave like SP polynomials.

Interestingly, SP polynomials arise in the study of a certain class of periodic solutions found in a population model of the cell cycle [1] (see [2] for background information). They appear as part of the characteristic polynomial of the linearization about the periodic solutions. A
polynomial is said to be Schur stable if all its roots lie in the open unit disk. A periodic orbit is asymptotically stable if the corresponding characteristic polynomial is Schur stable. So, the analysis of SP polynomials plays an important role in determining the stability of the periodic solution of the model.

2 Basic results and notations

First we will go over some notation, few standard definitions and results.

2.1 Roots of unity

A $n^{th}$ root of unity is a number $x$ satisfying the equation $x^n - 1 = 0$. For given $n$, the distinct roots of unity for $x^n - 1$ can be written as

$$1, \zeta, \zeta^2, \ldots, \zeta^{n-1},$$

where $\zeta = \cos(2\pi/n) + i\sin(2\pi/n) = e^{2\pi i/n}$. These roots are equally spaced on the unit circle and are the vertices of a regular polygon, called the unit n-gon.

Next we consider the cyclotomic polynomials, which are closely associated with roots of unity.

**Definition 2.1.** The $n^{th}$ cyclotomic polynomial $\Psi_n(x)$ for any positive integer $n$, is the unique irreducible polynomial with integer coefficients that is a divisor of $x^n - 1$ and is not a divisor of $x^k - 1$ for any $k < n$.

Note: For $n > 2$, the cyclotomic polynomials are monic-polynomials with integer coefficients that are irreducible over the field of the rational numbers.

**Lemma 2.2.** If $k$ is prime, then the cyclotomic polynomial of $x^k - 1$ is

$$\Psi_k(x) = x^{k-1} + x^{k-2} + \ldots + x + 1.$$  

**Theorem 2.3.** Let $n$ be a positive integer, then

$$x^n - 1 = \prod_{d|n} \Psi_d(x).$$
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2.2 Some elementary definitions

Consider a polynomial

\[ P(x) = a_n x^n + a_{n-1} x^{n-1} + \cdots + a_1 x + a_0 \]

of degree \( n \), where \( n \geq 1 \) and \( a_i \in \mathbb{R} \).

**Definition 2.4.** The polynomial \( P(x) \) is called monic-polynomial if \( a_n = 1 \).

**Definition 2.5.** The polynomial \( P(x) \) is called all-one polynomial if \( a_i = 1 \) for all \( i \).

**Definition 2.6.** The polynomial \( P(x) \) is called palindromic if \( a_i = a_{n-i} \) for every \( i = 0, 1, \ldots, n \).

3 Staircase palindromic polynomials

**Definition 3.1.** For given \( n \), consider monic-palindrome polynomials

\[ P(x) = a_n x^n + a_{n-1} x^{n-1} + \cdots + a_1 x + a_0 \]

of degree \( n \) and let \( h \) be a positive integer satisfying \( 1 \leq h \leq \lceil \frac{n+1}{2} \rceil \). For fixed \( h \), if the coefficients of \( P(x) \) satisfy the following conditions:

- \( a_\ell = a_{n-\ell} = \ell + 1 \) for \( \ell = 0, 1, \ldots, h-1 \) and
- \( a_{h-1} = a_h = \ldots = a_{n-h+1} = h \).

Then the class of such polynomials \( P(x) \) of degree \( n \) will be called a staircase palindromic polynomials.

For fixed height \( h \) an staircase palindromic polynomial of degree \( n \) will be called SP polynomial and is denoted by \( S(x, n, h) \).

Note: For any positive integer \( n \), there are \( \lceil \frac{n+1}{2} \rceil \) SP polynomials of degree \( n \).

**Example 1.** For \( n = 7 \), the possible values of the height \( h \) are 1, 2, 3 and 4. The following polynomials are all SP polynomials of degree 7:

\[ S(x, 1, 7) = x^7 + x^6 + x^5 + x^4 + x^3 + x^2 + x + 1. \]
\[ S(x, 2, 7) = x^7 + 2x^6 + 2x^5 + 2x^4 + 2x^3 + 2x^2 + 2x + 1. \]
\[ S(x, 3, 7) = x^7 + 2x^6 + 3x^5 + 3x^4 + 3x^3 + 3x^2 + 2x + 1. \]
\[ S(x, 4, 7) = x^7 + 2x^6 + 3x^5 + 4x^4 + 4x^3 + 3x^2 + 2x + 1. \]

That is, the staircase palindromic polynomials of degree 7 is given by \( \{ S(x, 1, 7), S(x, 2, 7), S(x, 3, 7), S(x, 4, 7) \} \).
Lemma 3.2. Consider an SP polynomial

\[ S(x, n, h) = \sum_{i=1}^{h-1} ix^{i-1} + h \sum_{j=h-1}^{n+1-h} x^j + \sum_{i=1}^{h} (h - i) x^{i+n}. \]

Then there exist \( \ell, m \) such that \( S(x, n, h) \) is equal to the product of two all-one polynomials, i.e.,

\[ S(x, n, h) = \sum_{i=1}^{\ell} x^i \cdot \sum_{j=1}^{m} x^j. \]

Proof. Consider the product

\[ \sum_{i=1}^{\ell} x^i \cdot \sum_{j=1}^{m} x^j = (1 + x + x^2 + \ldots + x^\ell) \cdot (1 + x + x^2 + \ldots + x^m) \]

\[ = 1 + x + x^2 + \ldots + x^{\ell-1} + x^\ell \]
\[ x + x^2 + \ldots + x^{\ell-1} + x^\ell \]
\[ x^2 + \ldots + x^{\ell-1} + x^\ell + x^{\ell+1} \]
\[ = \vdots \]
\[ x^m + x^{m+1} + \ldots + x^{\ell+m-2} + x^{\ell+m-1} \]
\[ + x^m + x^{m+1} + \ldots + x^{\ell+m-2} + x^{\ell+m-1} + x^{\ell+m} \]

\[ = \sum_{i=1}^{\ell} ix^{i-1} + (\ell + 1) \sum_{j=1}^{m} x^j + \sum_{i=1}^{\ell} (\ell + 1 - i)x^{m+i} \]
\[ = \sum_{i=1}^{h-1} ix^{i-1} + h \sum_{j=h-1}^{n+1-h} x^j + \sum_{i=1}^{h} (h - i) x^{(n+1-h)+i}, \]

where \( \ell = h - 1 \) and \( m + \ell = n \). \( \square \)

Theorem 3.3. Consider an SP polynomial \( S(x, n, h) \), with \( h > 1 \),

\[ S(x, n, h) = \prod_{\delta | h, \delta \neq 1} \Psi_\delta(x) \cdot \prod_{\tau | n+2-h, \tau \neq 1} \Psi_\tau(x), \tag{3.1} \]

where \( \delta \) and \( \tau \) range over the set of divisors of \( h \) and \( n + 2 - h \), respectively. And

\[ S(x, n, 1) = \prod_{\tau_1 | n+1, \tau_1 \neq 1} \Psi_{\tau_1}(x), \tag{3.2} \]

where \( \tau_1 \) ranges over the set of divisors of \( n+1 \). The symbol \( \Psi_i(z) \) denotes the \( i \)th cyclotomic polynomial.
Proof. If \( S(x,n,h) \) is an SP polynomial, we have
\[
a_n = a_0 = 1, a_{n-1} = a_1 = 2, \ldots, a_{n-h+1} = a_{h-1} = h,
\]
that is,
\[
S(x,n,h) = 1 + 2x + \cdots + hx^{h-1} + \cdots + hx^{n+1-h} + \cdots + 2x^{n-1} + x^n.
\]
Then, using Lemma 3.2 we have
\[
S(x,n,h) = (1 + \cdots + x^{h-1}) \cdot (1 + \cdots + x^{n-h+1}). \quad (3.3)
\]
Since all the roots of all-one polynomials are roots of unity other than unity itself, so
\[
S(x,n,h) = x^{h-1}x^{n-h} \cdot x^{h-1}x^{n-h} \cdot x^{h-1}x^{n-h}.
\]
Now from Theorem 2.3,
\[
\prod_{\delta | h} \Psi_\delta (x) \prod_{\tau | n+2-h} \Psi_\tau (x) = \frac{x^{h-1}}{x-1} \cdot \frac{x^{n+2-h-1}}{x-1} = \prod_{\delta | h} \Psi_\delta (x) \prod_{\tau | n+2-h} \Psi_\tau (x),
\]
where \( \delta \) and \( \tau \) are divisors greater than 1 of \( h \) and \( n+2-h \) respectively.
Next for \( h = 1 \), the first all one polynomial on the right hand side of Equation 3.3 is equal to 1 and \( n+2-h = n+1 \). So we have
\[
S(x,n,1) = \prod_{\tau_1 | n+1} \Psi_{\tau_1} (x),
\]
where \( \tau_1 \) is an element from the set of divisors of \( n+1 \).

Example 2. Consider an SP polynomial
\[
S(x,4,3) = x^4 + 2x^3 + 3x^2 + 2x + 1
\]
of degree 4. Then the divisor of both \( h = 3 \) and \( n+2-h = 4+2-3 = 3 \) is 3, so
\[
S(x,4,3) = \Psi_3 (x) \cdot \Psi_3 (x) = (x^2 + x + 1)^2.
\]

Remark 3.4. If \( \zeta \) is a root of the polynomial \( S(x,n,h) \), then the conjugate \( \overline{\zeta} \) is also a root of \( S(x,n,h) \). Note that the only possible real root of an SP polynomials is \(-1\). Also, if \( \zeta = -1 \) is the root of an SP polynomial \( S(x,n,h) \), then either \( n \) is odd or \( n \) is even and \( h = 2 \).
4 Extensions to related polynomials

In this section we will derive some extensions of SP polynomial which are motivated by following properties of cyclotomic polynomials:

4.1 Some properties of cyclotomic polynomials

1. For odd number \( m > 1 \), \( \Psi_m(-x) = \Psi_{2m}(x) \).

2. If \( p \) is a prime and \( m \) is a positive integer. If \( p \) divides \( m \), then \( \Psi_{mp}(x) = \Psi_m(x^p) \).

3. If \( p \) is prime and \( m \) is a positive integer. If \( p \) does not divide \( m \), then
   \[
   \Psi_m(x^p) = \Psi_{pm}(x)\Psi_m(x)
   \]

4.2 Alternating sign SP polynomials (ASP)

Definition 4.1. Consider a polynomial

\[
P(x) = (-1)^n x^n + (-1)^{n-1}a_{n-1}x^{n-1} + \ldots + (-1)a_1x + a_0
\]

with degree \( n \). If the coefficients \( a_i \) satisfy the conditions of the coefficients of a SP polynomial then polynomial is called alternating sign SP polynomial (ASP) of height \( h \) and will be denoted by \( T(x, n, h) \).

Using the properties of cyclotomic polynomials and Theorem 3.3 we can derive a formula for ASP analogous to SP polynomials.

Lemma 4.2. Let \( T(x, n, h) \) be an ASP, then

\[
T(x, n, h) = \prod_{\delta|h, \delta \neq 1} \Psi_{\delta}(-x) \cdot \prod_{\tau|n+2-h, \tau \neq 1} \Psi_{\tau}(-x),
\]

where \( \delta \) and \( \tau \) are divisors of \( h \) and \( n + 2 - h \) respectively. And

\[
T(x, n, 1) = \prod_{\tau_1|n+1, \tau_1 \neq 1} \Psi_{\tau_1}(-x),
\]

where \( \tau_1 \) ranges over the set of divisors of \( n + 1 \).
Proof. Let \( y = -x \). Then \( T(x, n, h) = S(-y, n, h) \) is a SP polynomial. Now using Theorem 3.3,

\[
T(x, n, h) = \prod_{\delta | h, \delta \neq 1} \Psi_\delta(y) \cdot \prod_{\tau | n+2-h, \tau \neq 1} \Psi_\tau(y)
\]

\[
= \prod_{\delta | h, \delta \neq 1} \Psi_\delta(-x) \cdot \prod_{\tau | n+2-h, \tau \neq 1} \Psi_\tau(-x).
\]

Therefore,

\[
T(x, n, h) = \prod_{\delta | h, \delta \neq 1} \Psi_\delta(-x) \cdot \prod_{\tau | n+2-h, \tau \neq 1} \Psi_\tau(-x),
\]

where \( \Psi_i(-x) \) are cyclotomic polynomials obtained by plugging \(-x\) in the \(i\)th--cyclotomic polynomials. Similarly, for \( h = 1 \) using Theorem 3.3 we get

\[
T(x, n, 1) = \prod_{\tau_1 | n+1, \tau_1 \neq 1} \Psi_{\tau_1}(-x).
\]

\[
\square
\]

4.3 Missing terms SP polynomials (MSP)

**Definition 4.3.** Consider a polynomial

\[
P(x) = x^n + a_{(n-d)}x^{n-d} + ... + a_dx^d + 1
\]

of degree \( n \). If \( d \) is a divisor of \( n \) and the coefficients of \( P(x) \) satisfy the conditions of an SP polynomial of degree \( n \) and height \( h = a_{\lceil \frac{n+1}{h} \rceil} \) then the polynomial will be called missing terms SP polynomial (MSP) and is denoted by \( M(x, n, h) \).

**Lemma 4.4.** Let \( M(x, n, h) \) be an MSP polynomial, then

\[
M(x, n, h) = \prod_{\delta | h, \delta \neq 1} \Psi_\delta(x^d) \cdot \prod_{\tau | n+2-h, \tau \neq 1} \Psi_\tau(x^d).
\]

where \( \delta \) and \( \tau \) are divisors of \( h \) and \( n + 2 - h \) respectively. And

\[
M(x, n, 1) = \prod_{\tau_1 | n+1, \tau_1 \neq 1} \Psi_{\tau_1}(x^d),
\]

where \( \tau_1 \) ranges over the set of divisors of \( n + 1 \).
Proof. Let \( y = x^d \). Since \( d | n \) so we know \( M(x, n, h) = S(y, n/d, h) \) is an SP polynomial. Now using Theorem 3.3,

\[
M(x, n, h) = S(y, n/d, h) = \prod_{\delta | h, \delta \neq 1} \Psi_\delta(y) \cdot \prod_{\tau | n/d + 2 - h, \tau \neq 1} \Psi_\tau(y).
\]

Therefore,

\[
M(x, n, h) = \prod_{\delta | h, \delta \neq 1} \Psi_\delta(x^d) \cdot \prod_{\tau | n + 2 - h, \tau \neq 1} \Psi_\tau(x^d),
\]

where \( \Psi_i(x^d) \) are polynomials obtained by plugging \( x^d \) in the \( i^{th} \)-cyclotomic polynomials. Similarly, for \( h = 1 \) using Theorem 3.3 we get

\[
M(x, n, 1) = \prod_{\tau_1 | n+1, \tau_1 \neq 1} \Psi_{\tau_1}(x^d).
\]

\[
\square
\]

4.4 Geometric SP polynomials (GSP)

Next, we will look at polynomials whose coefficients are not palindromic but can be made palindromic by a particular substitution, such polynomials will be called a geometric SP polynomial.

**Definition 4.5.** Consider a polynomial

\[
G(x) = b_n x^n + b_{n-1} x^{n-1} + ... + b_1 x + 1
\]

of degree \( n \). If \( a_i = \frac{b_i}{\alpha} \) are coefficients of an SP polynomial, where \( \alpha = b_n^{\frac{1}{n}} \), then the polynomial \( G(x) \) will be called a geometric SP polynomial (GSP).

**Remark 4.6.** Note, if \( \alpha = 1 \) then GSP is an SP polynomial and if \( \alpha = -1 \) then GSP is an ASP polynomial.

**Lemma 4.7.** Let \( G(x) \) be a GSP polynomial of degree \( n \), then

\[
G(x) = \prod_{\delta | h, \delta \neq 1} \Psi_\delta(\alpha x) \cdot \prod_{\tau | n+2 - h, \tau \neq 1} \Psi_\tau(\alpha x).
\]
where \( h = a_{\lceil \frac{n+1}{2} \rceil} > 1 \). And if \( h = 1 \)

\[
G(x) = \prod_{\tau \mid n+1, \tau \neq 1} \Psi_{\tau_1}(\alpha x),
\]

where \( \tau_1 \) ranges over the set of divisors of \( n+1 \).

**Proof.** Let \( y = \alpha x \). Then

\[
G(x) = b_n x^n + b_{n-1} x^{n-1} + ... + b_1 x + 1.
= a_n (\alpha x)^n + a_{n-1} (\alpha x)^{n-1} + ... + a_1 (\alpha x) + 1.
= S(y, n, h).
\]

Now using Theorem 3.3 we have

\[
G(x) = S(y, n, h)
= \prod_{\delta \mid h, \delta \neq 1} \Psi_{\delta}(y) \cdot \prod_{\tau \mid n+2-h, \tau \neq 1} \Psi_{\tau}(y)
= \prod_{\delta \mid h, \delta \neq 1} \Psi_{\delta}(\alpha x) \cdot \prod_{\tau \mid n+2-h, \tau \neq 1} \Psi_{\tau}(\alpha x).
\]

Therefore,

\[
G(x) = \prod_{\delta \mid h, \delta \neq 1} \Psi_{\delta}(\alpha x) \cdot \prod_{\tau \mid n+2-h, \tau \neq 1} \Psi_{\tau}(\alpha x),
\]

where \( \Psi_{i}(\alpha x) \) are polynomials obtained by plugging \( \alpha x \) in the \( i^{th} \) cyclotomic polynomials.

Similarly, for \( h = 1 \) using Theorem 3.3 we get

\[
G(x) = \prod_{\tau_1 \mid n+1, \tau_1 \neq 1} \Psi_{\tau_1}(\alpha x).
\]

\[ \square \]
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