Abstract—Perceiving the surrounding environment is crucial for autonomous mobile robots. An elevation map provides a memory-efficient and simple yet powerful geometric representation of the terrain for ground robots. The robots can use this information for navigation in an unknown environment or perceptive locomotion control over rough terrain. Depending on the application, various post processing steps may be incorporated, such as smoothing, inpainting or plane segmentation. In this work, we present an elevation mapping pipeline leveraging GPU for fast and efficient processing with additional features both for navigation and locomotion. We demonstrated our mapping framework through extensive hardware experiments. Our mapping software was successfully deployed for underground exploration during DARPA Subterranean Challenge and for various experiments of quadrupedal locomotion.

I. INTRODUCTION

For mobile robots that operate autonomously in an unknown environment, it is crucial to use their onboard sensors to perceive the surroundings. For planning their movements, robots often create a map to fuse the sensor measurements over time since the sensor coverage is limited. An occupancy grid can be used for indoor navigation on flat ground with obstacles [1], [2]. This two-dimensional map shows whether each cell is occupied or not, thus robots can use it to plan their path to the target point while avoiding obstacles for example. However, this map is not suitable for environments with rough terrain with inclinations or steps. To solve this problem, a 2.5D elevation map is often used which can hold the height of the ground for each cell [3], [4], [5]. In this map, a 2D grid stores the height information of each cell to represent the terrain geometry. To further extend the common 2.5D representation to multi-level structures such as a bridge, Triebel et al. proposed to construct a multi-level surface map [6]. Some methods use voxels to represent spatial information in 3D. Occupancy probabilities of voxels are updated based on sensor measurements [7], [8]. Along with its ability to model more general structures than a 2.5D grid, the 3D grid has a higher memory requirement compared to a 2.5D elevation map with the same grid size.

In rough terrain navigation, many planners use a cost map calculated according to local geometric features such as the slope or surface roughness [9], [10], [11]. Additionally, some navigation tools are based on a foothold score, as the sum of geometric features [12]. Besides mobile robot navigation, legged robots also benefit from perceiving their surroundings to control their locomotion. An elevation map provides a representation of the geometric landscape that can be directly embedded into a control pipeline. It was used to plan trajectories and select footholds in a number of works [4], [13], [14], [15], [16], [17]. To accomplish both navigation and locomotion tasks, it is crucial to build an elevation map and perform post-processing in real-time.

As an existing mapping framework, Fankhauser et al. present a probablistic robot-centric elevation map on Central Processing Unit (CPU) with Robot Operating System (ROS) integration [5]. It transforms depth measurements, represented as point clouds, to the local frame of the robot and updates each cell’s terrain height in a Kalman-Filter-like fashion. This method was used for locomotion tasks [14], [18] or navigation tasks [9]. However, it is not efficient...
enough to process large amounts of point cloud data in real time for faster agile robot movements than the previous work [14]. This motivated our development of a terrain mapping framework with GPU acceleration. A similar approach was used in the recent work of Pan et al. in which a local map update was performed on GPU and a global map was created by registering the local map [19]. However, the main focus of their software is large range navigation and they incorporate down-sampling in the point cloud data. It does not consider the legged locomotion tasks that requires fine grained geometric representation.

As another approach of creating an elevation map, the voxels can be used to project a 3D map onto a 2D grid structure [11], [10], [20]. There are some methods that utilize GPU for faster point cloud processing [21], [20]. However, to create a high-resolution terrain map, the voxel grid size needs to be small which requires a large amount of memory. In addition, the robot needs to maintain both a voxel grid and an elevation map at the same time.

This work presents an elevation mapping framework integrated with ROS using GPU for efficient point cloud registration and ray casting. In this mapping framework, we developed and integrated multiple features that were used for legged robot navigation and locomotion. In addition, we addressed issues we encountered during the field deployments. For example, state estimation drift can cause artifacts in the map and to address this, we introduce height drift compensation. Also, an overhanging obstacle near the robot will appear as a wall and prevents a planner to plan below it. We introduced a raycasting method for visibility clean up and an exclusion area to remove virtual artifacts when the robot gets close to them. Furthermore, we integrate a learning-based traversability filter [12], which gives a traversability value based on the local geometry and enhanced the elevation map through improvements such as upper bound calculation or overlap clearance for navigation tasks. For locomotion, we integrated various smoothing filters used in [15], [22] and plane segmentation used in [23].

We demonstrate our framework through extensive experiments. Our implementation supported legged locomotion and navigation research and formed the basis for perceiving surrounding terrains used by learning-based controllers [24], [25], [26], model-based controllers [15], [22], [23], or others such as navigation [12], [27] or learning occlusion filling [28]. In addition, the proposed elevation mapping solution was successfully used for underground exploration missions during Defense Advanced Research Projects Agency (DARPA) Subterranean Challenge [29] where team CERBERUS [30], [31] deployed our mapping on four quadrupedal robots, ANYmal [32].

Our contribution is as follows:

- Developing a GPU-based elevation mapping implementation, supporting a variety of different filters and other features for legged locomotion and mobile robot navigation.
- Validating the real-world applicability through extensive experiments.

Fig. 2: Overview of processing. The point cloud data from the sensor and the pose information from the pose estimator are inputs to the GPU. After transforming the point cloud and calculating the z drift errors, the current map estimation is adjusted to match the latest sensor measurement. Then the main height map update and ray casting are performed. The map data is transferred to CPU memory with a user-defined frequency to publish as a ROS message to reduce unnecessary data transmission.

- Open-sourcing elevation mapping software. 1

II. METHODS

In this section, we describe the methods used to construct the elevation map on GPU and the additional features used for locomotion and navigation.

We first describe the overview of our pipeline (Section II-A) and show the core methodology to update the map (Section II-B, II-C). Then, we introduce features we developed to improve the map quality (Section II-D, II-E, II-F). At last, we summarize the post-processing features used for navigation and legged locomotion (Section II-G, II-H, II-I).

A. Overview

Fig. 2 shows the overview of our software. The input is the point cloud collected from depth sensors and the robot’s estimated pose. The latter can be provided by a Simultaneous Localization and Mapping (SLAM) based pose estimation or odometry system.

First, this data is transferred to GPU memory. Then, the points are transformed to the user specified map frame using the ROS tf library. At the same time, height drift error is calculated and stored for the downstream process. Based on this height error, the map is shifted so that the map matches the latest sensor measurement. Following the adjustment of the current map to the latest measurements, the height is

1 https://github.com/leggedrobotics/elevation_mapping_cupy
updated through each point measurement iteration. Within the same iteration, we perform ray-casting to remove the penetrated objects and update the upper-bound layer. Then, the operations which iterate through each cell in the map are performed (overlap clearance, traversability estimation, normal calculation, and additional filtering if required).

The map is published in a user-defined frequency. With this frequency, the map data is transferred to CPU memory and published as a GridMap [33] message to reduce unnecessary data transfer between GPU and CPU. Based on the request, the post-processing on CPU is calculated and returned to the application node.

B. Implementation details

We use ROS [34] for inter-process communication and Cupy[35] to implement parallel computing on GPU. We used Cupy because of its simple API in Python and the ability to define custom Compute Unified Device Architecture (CUDA) Kernels. The Python interface allows using deep learning frameworks such as PyTorch [36] with the same GPU memory. We used roscpp instead of rospy mainly due to the slow serialization of ROS messages on rospy.

C. Height cell update

The height in each cell is updated through a Kalman filter formulation as done in [5]. We iterate through each point in parallel using custom CUDA kernels.

$$h = \frac{\sigma_m^2 h + \sigma_p^2 p_z}{\sigma_m^2 + \sigma_p^2},$$

where $h$ is the estimated height of the cell, $\sigma_p^2$ is the variance of the point calculated from a sensor’s noise model, and $p_z$ is the height measurement of the point. $\sigma_m^2$ is the estimated variance of the cell, initialized to a large number in the beginning. As the noise model, we used, $\sigma_p^2 = \alpha_d d^2$, where $d$ is the distance of the point from the sensor and $\alpha_d$ is a user-defined parameter, simplified the model of Nguyen et al where the sensor noise variance increases quadratically with the distance [37]. We used $\alpha_d = 0.05$ as a default setting.

Also, the variance of each cell is updated as below,

$$\sigma_m^2 = \frac{\sigma_m^2 \sigma_p^2}{\sigma_m^2 + \sigma_p^2}.$$  

We also add a constant time variance, $\sigma_m^2$ at a constant rate to increase the variance if the cell is not updated.

We extend the formulation of [5] with additional features to generalize elevation mapping to scenarios including overhanging structures and walls. To remove outliers, we have an outlier check based on the Mahalanobis distance as also done in the previous work [5]. Here, we reject points that have a larger height difference than a certain Mahalanobis distance. In addition, to reject ceilings or overhanging objects while simultaneously capturing sloped terrain in the map, we introduced an exclusion area using ramp parameters as shown in Fig. 3. $\theta_a$ defines an angle of the exclusion area line. $b$, $c$, and $d$ determine the offset and maximum height as shown in Fig. 3. By ignoring the points above the shown lines, the map correctly expresses the small opening near the robot required for navigating through. Furthermore, there is an issue of vertical edges or walls if we naively apply the equation 1. The resulting height becomes lower than the actual height because there are multiple measurements of different heights on the same cell which are effectively averaged. To resolve this, we count the number of points that fall within the same cell, and if it is higher than a threshold, we ignore the points lower than the currently estimated height. Since this happens before the outlier detection, which increases the variance of the cell, this can make the edge sharper.

D. Height drift compensation

Since it is difficult to perfectly estimate the state onboard, the estimated sensor position with respect to the map often drifts. Height drift in $z$ direction is the most influencing factor compared to other directions since it causes artifacts in the map. Therefore, a simple drift compensation method is developed to reduce this issue by calculating the error between the current sensor measurement and the map, and adjusting the map accordingly. As seen in Fig. 4, the error $\epsilon_i$ is calculated for each point $p_i$. To avoid projection errors in rough or steep areas, we only use relatively flat structure to calculate the error by thresholding the cell’s traversability value (see II-G). Once all points have been processed, the average error $\frac{1}{n} \sum_{i=1}^{n} \epsilon_i$ is added to the elevation layer in the map, where $n$ is the number of points used to calculate the error.

E. Visibility cleanup

In case there are dynamic obstacles, the old obstacles remain in the map until the estimated variance becomes large enough to pass the outlier rejection. Visibility cleanup is performed to remove this remaining estimate by performing ray casting. For each point, a ray from the sensor origin to the measurement point is cast and we iterate through this ray with a certain step size which is smaller than the cell size.

To clear dynamic obstacles, we check if a ray went through it by comparing the ray’s height and the cell’s estimated height. If a point on the ray is below the estimated height...
Fig. 4: Height drift compensation. To reduce the effect of the state estimation drift, we perform a height drift compensation using the new measurements. The height error between the new measurements and the current height estimation is calculated while excluding the area with low traversability area to prevent miscalculation using points with various heights at the same cell. At last, the whole map is adapted to the new measurements.

minus its variance $\sigma_i^2$, this cell is considered to be penetrated by the ray, and thus, the height value is removed:

$$\text{if } p_z^i < h_i - \sigma_i, \text{ remove},$$

(3)

where $p_z^i$ represents a height of a point along a ray and $h_i$ represents the height of the cell that the point $p_i$ belongs to. As seen in Fig. 5, in case of the point $p_j$, $p_z^j$ is higher than $h_j$ so this cell is not removed.

The removal-law can cause jittering in between two consecutive updates, e.g. when the ray hits the obstacle at a small angle. To prevent this, we additionally check the last updated time and surface normal. The cell is removed only if the cell has not been updated for a specific time and fulfills the normal condition,

$$|r \cdot n| > \alpha_n,$$

(4)

where $r$ represents a unit vector parallel to the ray and $n$ represents the estimated surface normal of the cell. $\alpha_n$ is a user defined threshold. We used $\alpha_n = 0.1$ as a default setting.

F. Overlap clearance

When the robot navigates through multi floor environments, the 2.5D elevation map faces an issue of remaining old height estimates from the previous upper or lower floor. To handle this, we introduced an overlapping cleaner: It clears the height value whose difference from the robot’s height is larger than a threshold if it is close to the robot. This simple method works well in multi floor environment where the robot goes up or down stairs.

G. Learning based traversability filter

An important benefit of performing elevation mapping on GPU is that data is already loaded into memory and we can therefore perform efficient terrain analysis using neural networks without any processing overhead caused by data transfer between CPU and GPU. Specifically, we deploy a simple Convolutional Neural Network (CNN) model trained to output traversability values for robot navigation [12]. It is implemented in PyTorch [36] and is light enough to run at full map update rate.

H. Height upper bound layer

When we perform the visibility cleanup, we also use the ray casting steps to compute a maximal terrain height for unobserved map cells, similar to the idea of virtual surfaces [10], which we store in a map layer dubbed upper bound. If a ray passes through a cell, we know that the ground height cannot be larger than the ray height, since we would have otherwise observed the ground. This is useful in case of obstacle occlusion, as holes in the map need to somehow be interpreted by the downstream modules. A navigation planner, for example, would typically either optimistically fill the holes with an image inpainting algorithm[27] or simply consider them untraversable. The upper bound layer helps distinguish between safe patches caused by obstacle occlusions (which typically exhibit small inclinations in the upper bound) and unsafe larger drops which cause steeper ray angles resulting in larger inclinations.

I. Features for legged locomotion

Elevation maps can be used not only for navigation, but also for foothold planning for legged robots. Some additional
post processing is often required to use in optimization based locomotion controllers. We provide optional features that are particularly useful for such applications.

1) Minimum filter: The completeness of the elevation map is crucial for reliable and robust motion planning in model based controllers. We provide an implementation of the inpainting filter presented in [22], which replaces empty grid cells with the minimum found along the occlusion border.

2) Smoothing filter: Gaussian and box-blur filters have been used in [15], [22] for generating smooth representations of the terrain. Median filtering has been reported as being more effective for artifact rejection [22]. We provide combinations of several smoothing filters that can be found in the opencv library [38], including Gaussian, box-blur and median filter.

3) Plane segmentation: In an optimization-based approach to perceptive locomotion, the terrain is often represented by a set of primitive geometric shapes to optimize over. In favour of low computation time, it is beneficial to globally extract these features before the optimization is started. We provide algorithms to segment the elevation map into continuous planar regions. The outer boundary and potential holes contained inside the region are returned as polygons. This preprocessing is used in the whole-body MPC approach presented in [23].

III. Experiments and results

To evaluate our mapping framework, we first compared our mapping framework with existing open source software [5] as a baseline. Then, we validate the usability of our mapping framework through legged locomotion and navigation experiments using the ANYmal platform [32]. The robot used in our experiments is equipped with two Robosense Bpearl [39] LiDARs or four Intel Realsense [40].

A. Baseline comparison

1) Feature evaluation: Here, we first evaluate the effectiveness of our features by comparing the quality of the map using the same data collected by the ANYmal (Fig. 6). In the first two row (Fig. 6 A-F), the robot was equipped with two Bpears and the state estimation had a large height bias as shown by the trajectory of the robot (shown in red line). With our drift compensation, the gap between the old map and the latest map updated by the new sensor measurement was smaller than the one without this feature (Fig. 6 A-C). The map of the baseline creates a large gap and also some artifacts. This artifacts was due to the slow visibility cleanup rate as seen in the following experiment.

In the second row (Fig. 6 D-F), we evaluate the visibility cleanup feature using the same data as Fig. 6 A-C. In this setting, we disabled the drift compensation and compared the map quality. As seen in Fig. 6D, our map with visibility cleanup feature did not have the wall which is visible in Fig. 6E. This is because the new measurement could remove the old map through ray casting. The baseline framework has the visibility cleanup feature, however, the update is performed in a slower rate than the point cloud measurements to reduce the computational load. As seen in Fig. 6F this slow update rate could not clear all artifacts.

Lastly we compared the map with an overhanging obstacle in front of the robot. As seen in Fig. G-I, our method could exclude this while the baseline method represented it as a wall.

2) Processing time comparison: We compared the processing time of our elevation mapping pipeline on GPU with the baseline. We measured the calculation time of processing the point cloud on two devices, a desktop PC (Ryzen9 3950x, NVIDIA RTX 2080Ti), as well as a Jetson Xavier that is integrated on the robot. To measure the calculation time with different number of points, we randomly sampled from a point cloud data and republished to the mapping pipeline. We used the map size of $10 \times 10 \text{ m}$ with $4 \text{ cm}$ resolution and the calculation time was measured on GPU for our pipeline and on CPU for the baseline. In our mapping method, the processing includes all features as shown in Fig. 2: point cloud transformation, noise handling, height error count, drift compensation, height update, ray casting, traversability estimation and normal calculation. In the case of the baseline method, it includes the point cloud transformation, noise
Fig. 7: Point cloud processing time comparison between our method and an existing implementation on CPU [5]. The calculation time increases more with the baseline method while it stays comparatively low with our method. We indicated number of points with 2xBpearl [39] and 1xrealsense [40] on the plot. Our mapping pipeline could process the data in real-time, while the baseline method had a considerable delay on onboard PC (Jetson).

**TABLE I: Calculation time per features.**

| Feature                        | Time (ms) |
|--------------------------------|-----------|
| number of points               | 43017     |
| point transform & z error count| 1.194     |
| drift compensation             | 0.742     |
| height update & ray casting    | 0.648     |
| overlap clearance              | 0.003     |
| traversability                 | 4.102     |
| normal calculation             | 0.168     |
| total                          | 6.857     |

Handling and updating each height but does not include other features such as visibility cleanup or filtering. We did not include the time for plane segmentation and inpainting in this comparison as it is not supported in the baseline method.

The result is shown in Fig. 7. Since our processing is done on GPU, the processing time remained short even for large numbers of points. While the baseline method’s calculation time grew with a steeper rate with respect to the number of points. This shows that our mapping can process point cloud data more efficiently than the baseline although our mapping is performing additional computations such as traversability estimation and ray casting.

**B. Performance analysis**

In addition, we measured the computational time per each features to analyze which component takes time. The map size setting was the same as III-A.2. The result is summarized in **TABLE I**. We used Bpearl sensor data to measure the calculation time for each component on Jetson Xavier and collected 1000 measurements. As a result, the traversability filter took the most time compared to the other components. Therefore, improving this module could improve the performance in the future.

Additionally, to check the real-time performance on different sensor configuration, we measured the map update frequency on Jetson Xavier. This frequency shows how many times the map was updated using the sensor measurements.

As seen in **TABLE II**, there are three settings: Real sensor filtered, Real sensor raw and Bpearl. The map setting was the same as III-A.2. The Real sensor filtered setting uses a down-sampled point cloud using voxel filter implementation [41]. In this setup we could achieve the update rate of almost 50 Hz, which is fast enough for locomotion. The Real sensor raw setting uses the raw point cloud coming from the sensor. Although this point cloud contains large number of point cloud, we could update the map at 16 Hz, which is still fast enough for our use case. The Bpearl uses the raw point cloud coming from the Bpearl sensor. Since this sensor is sparse compared to depth image of Real sensor, we could update the map in the same frequency as the sensor measurements.

**C. Locomotion and navigation applications**

We validate the usability of our mapping framework through legged locomotion and navigation experiments using the ANYmal platform [32]. We will first present the usage of the elevation map for navigation in the context of the DARPA Subterranean Challenge (Fig. 8). As odometry source, we rely either on kinematics based leg odometry [42] or a fused odometry using a time offset compensating Extended Kalman Filter [43] that combines Inertial Measurement Unit (IMU) measurements and LiDAR SLAM [44] pose estimates.

1) Using traversability value for local path planning:

An important component in the autonomous mission stack is the local navigation. Our elevation map was used as a basis for local navigation to choose a feasible path and preventing the robot to walk into dangerous places such as cliffs. Given a mid range target position defined from an exploration planner [45], the local planner [12] plans a path using the upper bound layer and the traversability layer.

2) Using elevation map for locomotion:

To perceive the surrounding information, the reinforcement learning-based controller [24] sampled heights around each foot from our elevation map. More details are in section III-D.1.

**D. Legged locomotion**

In addition to mobile robot navigation, our elevation map was used for perceptive locomotion. We demonstrated the usability with three different controllers: A reinforcement learning based controller and two model-based controllers.

1) Learning based locomotion: The controller [24], which was also used during the DARPA SubT Challenge, utilized the elevation information from our map. One distinct feature

**TABLE II: Point cloud processing frequency with different sensors.**

| Sensor          | Number of points | map update Hz | sensor Hz |
|-----------------|------------------|---------------|-----------|
| Realsense filtered | 6276             | 49.4          | 60        |
| Realsense raw    | 407040           | 16.1          | 60        |
| Bpearl          | 43074            | 19.99         | 20        |
of our mapping approach was the height drift compensation. When using leg odometry [42] as a source of sensor position estimates in the walking experiments, we observed a tendency for vertical drift, especially when the robot was significantly slipping. The drift causes artifacts in the map that can appear as a step. Enabling drift compensation helped the controller achieving smoother locomotion. In long missions on challenging surfaces we observed that instead relying on the fusion based reference odometry with IMU and LiDAR SLAM combined with drift compensation reduces these issues even further. With this approach we prevent leg slippage induced odometry drift from directly affecting the elevation map quality.

2) Model based locomotion: Our elevation mapping framework has been used in two model based locomotion planners, utilizing the fast update rate. In [15], filters for computing terrain normal and standard deviation were used to compute a foothold score. The authors of [22] proposed to use a virtual floor (see Fig. 9) as base pose reference, computed with box-blur, dilation and median filters. In [23], a plane segmentation was used to define a foot hold constraint for optimization based controller.

IV. CONCLUSIONS

In this paper, we present an elevation mapping pipeline implemented on a GPU. Thanks to the GPU acceleration, the point cloud processing is more efficient compared to similar baseline software [5]. In addition, several methods such as height drift compensation, upper bound calculation, or exclusion area were introduced to make the map more reliable. We showed that our mapping methods can address issues which cause inaccurate map with the baseline framework. We further demonstrated the usefulness of our mapping for both navigation and legged locomotion through hardware experiments. Our map was deployed during DARPA Subterranean Challenge and was used for local navigation as well as perceptive locomotion. Besides, our map supported successful application for legged locomotion over complex terrain. The features such as smoothness filters or plane segmentation were integrated into our mapping framework, making this as a convenient tool for legged locomotion research.
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