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Abstract—For any suitable Optimal Control Problem (OCP) which satisfies the Principle of Optimality, there exists a value function, defined as the unique viscosity solution to a Hamilton Jacobi Bellman (HJB) equation, and which can be used to design an optimal feedback controller for the given OCP. Unfortunately, solving the HJB analytically is rarely possible, and existing numerical approximation schemes largely rely on discretization - implying that the resulting approximate value functions may not have the useful property of being uniformly less than or equal to the true value function (ie be sub-value functions).

Furthermore, controllers obtained from such schemes currently have no associated bound on performance. To address these issues, for a given OCP, we propose a sequence of Sum-Of-Squares (SOS) programming problems, each of which yields a polynomial sub-solution to the HJB PDE, and show that the resulting sequence of polynomial sub-solutions converges to the value function of the OCP in the $L^1$ norm. Furthermore, for each polynomial sub-solution in this sequence we define an associated sub-level set, and show that the resulting sequence of sub-level sets converges to the sub-level set of the value function of the OCP in the volume metric. Next, for any approximate value function, obtained from an SOS program or any other method (e.g. discretization), we construct an associated feedback controller, and show that sub-optimality of this controller as applied to the OCP is bounded by the distance between the approximate and true value function of the OCP in the $W^{1,\infty}$ (Sobolev) norm. Finally, we demonstrate through several numerical examples how by solving our proposed SOS programming problem we are able to accurately approximate value functions, design controllers and estimate reachable sets.

I. INTRODUCTION

Consider a nested family of Optimal Control Problems (OCPs), each initialized by $(x_0,t_0)$ $\in \mathbb{R}^n \times [0,T]$, and each an optimization problem of the form

$$\left( u^*, x^* \right) \in \arg \inf_{u, x} \left\{ \int_{t_0}^{T} c(x(t), u(t), t) dt + g(x(T)) \right\} \quad \text{subject to,}$$

$$\dot{x}(t) = f(x(t), u(t)), \quad u(t) \in U, \quad \text{for all } t \in [t_0, T], \quad x(t_0) = x_0. \quad (1)$$

From the principle of optimality, if $(u^*, x^*)$ solve the OCP for $(x_0, t_0)$, then $(u^*, x^*)$ also solve the OCP for $(x^*(t), t)$ for any $t \in [t_0, T]$. This can be used to show [1] that if a function, $V$, satisfies the Hamilton Jacobi Bellman (HJB) Partial Differential Equation (PDE), defined as

$$\nabla_i V(x, t) + \inf_{u \in U} \left\{ c(x, u, t) + \nabla_i V(x, t)^T f(x, u) \right\} = 0 \quad \text{for all } (x, t) \in \mathbb{R}^n \times (0, T), \quad (2)$$

then necessary and sufficient conditions for $(u^*, x^*)$ to solve OCP (1) initialized by $(x_0, t_0)$ are

$$u^*(t) = k(x^*(t), t), \quad \dot{x}^*(t) = f(x^*(t), u^*(t)), \quad \text{and} \quad x^*(t_0) = x_0,$$

where $k(x, t) \in \mathbb{R}$ is the optimal controller for the OCP when $V(x) = \tilde{V}(x)$ is the value function of the OCP.

For a given family of OCPs of Form (1), if $V$ satisfies (2), then $V$ is called the Value Function (VF) of the OCP. If $V$ is the VF, then for any $(x, t)$, the value $V(x, t)$ determines the optimal objective value of OCP (1) initialized by $(x, t)$. Furthermore, the VF yields a solution to the OCP (1) initialized by $(x, t_0)$ through application of Eqn. (3). We call any $k : \mathbb{R}^n \times [0,T] \to U$ that satisfies Eqn. (3) a controller and we say this controller is the optimal controller for the OCP when $V(x)$ is the VF of the OCP.

Thus knowledge of the VF allows us to solve the nested family of OCPs in (1). Unfortunately, to find the VF, we must solve the HJB PDE, given in Eqn. (2), and this PDE has no analytic solution. In the absence of an analytic solution, we often parameterize a family of candidate VFs and search for one which satisfies the HJB PDE. However, this is a non-convex optimization problem since the HJB PDE is nonlinear. In this paper we view the search for a VF through the lens of convex optimization. Moreover, given an OCP, we are particularly interested in computing a sub-VF, a function that is uniformly less than or equal to the VF of the OCP (ie a function $\tilde{V}$ such that $\tilde{V}(x, t) \leq V(x, t)$ for all $(x, t) \in \mathbb{R}^n \times [0,T]$ where $V$ is the VF of the OCP). We consider what happens when we relax the nonlinear inequality constraints imposed by the HJB PDE to linear inequality constraints and tighten the optimization problem’s feasible set to polynomials.

In this context, given an OCP, we consider the following questions.

**Q1:** Can we pose a sequence of convex optimization problems, each yielding a polynomial sub-VF that can be made arbitrarily “close” to the VF of the OCP?

**Q2:** Can we bound the sub-optimality in performance of a controller constructed from some function $V$ by the “distance” between $V$ and the VF of the OCP?

A. **Q1: Convex formulations of the problem of finding VFs**

Over the past few decades there has been a substantial amount of numerical schemes proposed that yield functions that closely approximate the VF of a given OCP. Current state of the art numerical methods for approximating the solution to the HJB PDE include grid based algorithms. Such algorithms generate a grid/mesh over the state space. In this class of algorithms we include (mixed) finite elements methods such as [2] that proposes a numerical scheme that yields an approximate VF with error bounds in terms of the $L^2$ norm (assuming the Cordes condition holds). Other grid based methods include PDE discretization [3], [4] where [3] proposes a numerical scheme that yields an approximate VF with error bounds in terms of the $L^\infty$ norm.
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Alternative non-grid based algorithms include the method of characteristics [1] that can be used to compute evaluations of VF at fixed \((x,t) \in \mathbb{R}^n\), and max-plus methods [5]. In [5] a numerical scheme that approximates the VF of OCPs with linear dynamics and cost functions that are the point wise maximum of quadratic forms is proposed with a uniform error bound over the entire state space.

We note that none of the aforementioned state of the art numerical methods approximate the VF of a given OCP by a single polynomial sub-VF, unlike the methods later proposed in this paper. A major advantage of having a polynomial approximation, \(P\), of the VF for some given OCP, is that \(\mathcal{V}_iP\) can be efficiently computed (a useful property for solving the controller synthesis Eqn. (3)). Moreover, the advantage of having a sub-VF approximation is that the sublevel set of any sub-VF is guaranteed to contain the sublevel set of the true VF (see Cor. 1), leading to outer approximations of reachable sets (a useful property for safety analysis).

Alternative works on Q1 includes the use of the moment-based dual to Sum-of-Squares (SOS) programming in [6], [7], [8]. Another duality-based approach, found in [9], considers a density-based dual to the VF and uses finite elements method [8]. Another duality-based approach, found in [9], considers a density-based dual to Sum-of-Squares (SOS) programming in [6], [7], [10]. However, a performance bound for discrete time systems over infinite time horizons can be found in [19].

In Sec. VIII we answer Q2 by showing that for any \(V\), we can construct a candidate solution to the OCP (1), \(u(t) = k(x(t), t)\), given by the controller defined in Eqn. (3). We then show in Thm. 4 that the corresponding objective value of the OCP (1) evaluated at \(u\) is within \(C\|V^* - V\|_{W_1,-}\) of the optimal objective, where \(V^*\) is the true VF of the OCP and \(C > 0\) is given in Eqn. (70). Note, this result may be of broad interest since it does not require \(V\) to be a solution to our proposed SOS Problem (61) and hence provides a bound on the sub-optimality of controllers constructed from any approximate VF.

A. Standard Notation

We define sign : \(\mathbb{R} \to \{-1,1\}\) and for \(A \subseteq \mathbb{R}^n\) \(\mathbb{A}_A : \mathbb{R}^n \to \mathbb{R}\) by \(\text{sign}(x) = \begin{cases} 1 & \text{if } x \geq 0 \\ -1 & \text{otherwise} \end{cases}\) and \(\mathbb{A}_A(x) = \begin{cases} 1 & \text{if } x \in A \\ 0 & \text{otherwise}. \end{cases}\) For two sets \(A, B \subseteq \mathbb{R}^n\) we denote \(A/B = \{x \in A : x \notin B\}\). For \(B \subseteq \mathbb{R}^n\), \(\mu(B) := \int_B \mathbf{1}_B(x)dx\) is the Lebesgue measure of \(B\), and for \(X \subseteq \mathbb{R}^n\) and a function \(f : X \to \mathbb{R}\) we denote the essential infimum by \(\text{essinf}_{x \in X} f(x) := \sup \{a \in \mathbb{R} : \mu(\{x \in X : f(x) < a\}) = 0\}\). Similarly we denote the essential supremum by \(\text{esssup}_{x \in X} f(x) := \inf \{a \in \mathbb{R} : \mu(\{x \in X : f(x) > a\}) = 0\}\). For \(r > 0\) and \(x \in \mathbb{R}^n\) we denote the ball \(B(x,r) := \{y \in \mathbb{R}^n : \|x-y\|_2 < r\}\). For an open set \(\Omega \subset \mathbb{R}^n\) we denote the boundary of the set by \(\partial \Omega\) and denote the closure of the set by \(\overline{\Omega}\). Let \(C(\Omega, \Theta)\) be the set of continuous functions with domain \(\Omega \subset \mathbb{R}^n\) and image \(\Theta \subset \mathbb{R}^m\). For an open set \(\Omega \subset \mathbb{R}^n\) and \(p \in [1,\infty)\) we denote the set of \(p\)-integrable functions by \(L^p(\Omega, \mathbb{R}) := \{f : \Omega \to \mathbb{R} \text{ measurable} : \int_\Omega |f|^p d\mu < \infty\}\), in the case \(p = \infty\) we denote \(L^\infty(\Omega, \mathbb{R}) := \{f : \Omega \to \mathbb{R} \text{ measurable} : \text{esssup}_{x \in \Omega} |f(x)| < \infty\}\). For \(\alpha \in \mathbb{N}^n\) we denote the partial derivative \(\partial^\alpha f(x) := \sum_{i=1}^n \frac{\partial^{\alpha_i}}{\partial x_i^{\alpha_i}} f(x)\) where by convention if \(\alpha = [0,\ldots,0]^T\) we denote \(\partial^\alpha f(x) := f(x)\). We denote the set of \(i\)th continuously differentiable functions by \(C^i(\Omega, \Theta) := \{f \in \)
Definition 2. We say the six tuple \( \{c, g, f, \Omega, U, T\} \) is a Family of Lipschitz OCPs of Form (5) or \( \{c, g, f, \Omega, U, T\} \in \mathcal{ALUE} \) if:
1) \( c \in \text{LocLip}(\Omega \times U \times [0, T], \mathbb{R}) \).
2) \( g \in \text{LocLip}(\Omega, \mathbb{R}) \).
3) \( f \in \text{LocLip}(\Omega \times U, \mathbb{R}) \).
4) \( U \subset \mathbb{R}^m \) is compact.
For \( \{c, g, f, \Omega, U, T\} \in \mathcal{ALUE} \), if \( \Omega = \mathbb{R}^n \) we say the family of associated OCPs is state unconstrained, and if \( \Omega \neq \mathbb{R}^n \) we say the associated family of OCPs is state constrained.

IV. VALUE FUNCTIONS CAN SOLVE OCP’S

In the following subsections, we establish that for every family of Lipschitz OCPs, as defined in Section III, there exists a function, called the Value Function (VF), which:
(A) Is determined by the solution map - Eqn. (10).
(B) Solves the Hamilton-Jacobi-Bellman (HJB) Partial Differential Equation (PDE) - Eqn. (12).
(C) Can be used to construct a solution to the OCP.

A. Value Functions Are Determined By The Solution Map

Consider a nonlinear Ordinary Differential Equation (ODE) of the form
\[
\dot{x}(t) = f(x(t), u(t)), \quad x(0) = x_0, \tag{7}
\]
where \( f : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}^n, \ u : \mathbb{R} \to \mathbb{R}^m, \) and \( x_0 \in \mathbb{R}^n \).

Definition 3. We say the function \( \phi_f \) is a solution map of the ODE given in Eqn. (7) on \([0, T] \subset \subset \) if for all \( t \in [0, T] \)
\[
\frac{\partial \phi_f(x_0, t, u)}{\partial t} = f(\phi_f(x_0, t, u), u(t)), \quad \phi_f(x_0, 0, u) = x_0. \tag{8}
\]

Definition of Admissible Inputs: Given \( \{c, g, f, \Omega, U, T\} \in \mathcal{ALUE} \) and associated family of OCPs of Form (5), we now use the solution map to define the set of admissible input signals for the OCP initialized at \( (x_0, t_0) \in \Omega \times [0, T] \). For this we use the shift operator, denoted \( \tau_x : L_2([0,T],\mathbb{R}^m) \to L_2([0,T-s],\mathbb{R}^m), \) where \( s \in [0, T], \) and defined by
\[
(\tau_x(u))(t) := u(s+t) \quad \text{for all } t \in [0, T-s]. \tag{8}
\]

Definition 4. For any \((x_0, t_0) \in \mathbb{R}^n \times [0,T], \) we say \( u \) is admissible, denoted \( u \in \Omega_{ALUE,T}(x_0, t_0) \), if \( u : [0, T] \to U \) and there exists a unique solution map, \( \phi_f, \) such that
\[
\frac{\partial \phi_f(x_0, t-t_0, \tau_x u)}{\partial t} = f(\phi_f(x_0, t-t_0, \tau_x u), u(t)) \quad \text{for } t \in [0, T], \quad \phi_f(x_0, t-t_0, \tau_x u) \in \Omega \text{ for } t \in [0, T], \quad \phi_f(x_0, 0, \tau_x u) = x_0. \tag{9}
\]

For a given family of OCPs of Form (5), we now define the associated VF using the solution map, \( \phi_f \). Lemma 1 then shows that VFs are locally Lipschitz continuous.

Definition 5. For given \( \{c, g, f, \Omega, U, T\} \in \mathcal{ALUE} \) we say \( V^* : \mathbb{R}^n \times \mathbb{R} \to \mathbb{R} \) is a Value Function (VF) of the associated family of OCPs if for \( (x, t) \in \Omega \times [0, T], \) the following holds
\[
V^*(x, t) = \inf_{u \in \Omega_{ALUE,T}(x_0, t)} \left\{ \int_0^t c(\phi_f(x, s-t, \tau_x u), u(s), s)ds + g(\phi_f(x, t-T-t, \tau_x u)) \right\}. \tag{10}
\]

where \( \phi_f \) is as in Eqn. (9). By convention if \( \Omega_{ALUE,T}(x_0, t) = \emptyset \) then \( V^*(x, t) = \infty. \)
Definition 6. Consider the first order PDE
\[ F(x,y(x), V_y(x)) = 0 \quad \text{for all } x \in \Omega, \]  
(11)
where \( \Omega \subset \mathbb{R}^n \) and \( F \in C(\Omega \times \mathbb{R} \times \mathbb{R}^n, \mathbb{R}) \).

We say \( y \in C(\Omega) \) is a viscosity sub-solution of (11) if
\[ F(x,y(x),p) \leq 0 \quad \text{for all } x \in \Omega \text{ and } p \in D^+(y(x)), \]
where \( D^+(y(x)) := \{ p \in \mathbb{R} : \exists \Phi \in C^1(\Omega, \mathbb{R}) \text{ such that } \nabla \Phi(x) = p \text{ and } y - \Phi \text{ attains a local max at } x \} \).

Similarly, \( y \in C(\Omega) \) is a viscosity super-solution of (11) if
\[ F(x,y(x),p) \geq 0 \quad \text{for all } x \in \Omega \text{ and } p \in D^-(y(x)), \]
where \( D^-(y(x)) := \{ p \in \mathbb{R} : \exists \Phi \in C^1(\Omega, \mathbb{R}) \text{ such that } \nabla \Phi(x) = p \text{ and } y - \Phi \text{ attains a local min at } x \} \).

We say \( y \in C(\Omega) \) is a viscosity solution of (11) if it is both a viscosity sub and super-solution.

Theorem 1 (20), Uniqueness of VF. Consider the family of OCPs associated with the tuple \( \{ c, g, f, \Omega, U, T \} \in \mathcal{M}_{\text{Lip}} \). Any function satisfying Eqn. (10) is the unique viscosity solution of the HJB PDE
\[ \nabla V(x,t) + \inf_{u \in U} \{ c(x,u,t) + \nabla_x V(x,t) \cdot f(x,u) \} = 0 \]
for all \( (x,t) \in \mathbb{R}^n \times [0,T] \)
\[ V(x,T) = g(x) \quad \text{for all } x \in \mathbb{R}^n. \]

Note that Lemma 1 and Theorem 1 are only valid in the absence of state constraints (\( \Omega = \mathbb{R}^n \)). However, as we will show in Lemma 3, if the state constraints are sufficiently "loose", then the unconstrained and constrained solutions coincide.

C. VF’s Can Construct Optimal Controllers

Given an OCP, we next show if a “classical” differentiable solution to the HJB PDE (12) associated with the OCP is known then a solution to the OCP can be constructed using Eqns. (13) and (14). We will refer to any \( k : \Omega \times [0,T] \to U \) that satisfies Eqns. (13) and (14) for some \( V \) as a controller and say this is the optimal controller of the OCP if \( V \) is the VF of the OCP.

Theorem 2. [1] Consider the family of OCPs associated with tuple \( \{ c, g, f, \Omega, U, T \} \in \mathcal{M}_{\text{Lip}} \). Suppose \( V \in C^1(\mathbb{R}^n \times \mathbb{R}, \mathbb{R}) \) solves the HJB PDE (12). Then \( \mathbf{u}^* : [0,T] \to U \) solves the OCP associated with \( \{ c, g, f, \Omega, U, T \} \) initialized at \( (x_0,t_0) \in \mathbb{R}^n \times [0,T] \) if and only if
\[ \mathbf{u}^*(t) = k(\phi_f(x_0(t), \mathbf{u}^*(t)), t) \quad \text{for all } t \in [0,T], \]
where \( k(x,t) = \arg \inf_{u \in U} \{ c(x,u,t) + \nabla_x V(x,t) \cdot f(x,u) \}. \)

If the function \( V \) in Eqn. (14) is not a VF the resulting controller may no longer construct a solution to the OCP. In Section VIII we will provide a bound on the performance of a constructed controller from a candidate VF based on how “close” the candidate VF is to the true VF under the Sobolev norm.

V. THE FEASIBILITY PROBLEM OF FINDING VF’S

Consider a family of OCPs associated with some \( \{ c, g, f, \Omega, U, T \} \in \mathcal{M}_{\text{Lip}} \). Previously it was shown in Theorem 2 that if \( V \in C^1(\mathbb{R}^n \times \mathbb{R}, \mathbb{R}) \) is a solution to the HJB PDE (12) then \( V \) may be used to solve the family of OCPs using Eqns. (13) and (14). The question, now, is how to find such a \( V \).

Let us consider the problem of finding a value function as an optimization problem subject to constraints imposed by the HJB PDE (12). This yields the following feasibility problem:
\[ \text{Find } V \in C^1(\mathbb{R}^n \times \mathbb{R}, \mathbb{R}) \]
for all \( (x,t) \in \mathbb{R}^n \times [0,T] \)
\[ \text{such that } V \text{ satisfies (12)}. \]

Note that our optimization problem of Form (15) is non-convex and may not even have a solution with sufficient regularity. For these reasons, we next propose a convex relaxation of Problem (15). We first define sub-VFs and super-VFs that uniformly bound VFs either from above or below.

Definition 7. We say the function \( J : \mathbb{R}^n \times \mathbb{R} \to \mathbb{R} \) is a sub-VF to the family of OCPs associated with \( \{ c, g, f, \Omega, U, T \} \in \mathcal{M}_{\text{Lip}} \) if
\[ J(x,t) \leq V^+(x,t) \quad \text{for all } t \in [0,T] \text{ and } x \in \Omega, \]
for any \( V^+ \) satisfying Eqn. (10). Moreover if
\[ J(x,t) \geq V^+(x,t) \quad \text{for all } t \in [0,T] \text{ and } x \in \Omega, \]
for any \( V^+ \) satisfying Eqn. (10), we say \( J \) is a super-VF.

A. A Sufficient Condition For A Function To Be A Sub-VF

We now propose “dissipation” inequalities and show that if a differentiable function satisfies such inequalities then it must be a sub-value function.

Proposition 1. For given \( \{ c, g, f, \Omega, U, T \} \in \mathcal{M}_{\text{Lip}} \) suppose \( J \in C^1(\mathbb{R}^n \times \mathbb{R}, \mathbb{R}) \) satisfies for all \( (x,u,t) \in \mathbb{R}^n \times U \times (0,T) \)
\[ \nabla_x J(x,t) + c(x,u,t) + \nabla_x J(x,t) \cdot f(x,u) \geq 0, \]
\[ \nabla_t J(x,t) \leq g(x). \]

Then \( J \) is a sub-value function of the family of OCPs associated with \( \{ c, g, f, \Omega, U, T \} \).

Proof. Suppose \( J \in C^1(\mathbb{R}^n \times \mathbb{R}, \mathbb{R}) \) satisfies Eqns. (16) and (17). Consider an arbitrary \( (x_0,t_0) \in \Omega \times (0,T] \). If \( \Phi_{\Omega,U,T}(x_0,t_0) = 0 \) then \( V^+(x_0,t_0) = \infty \). Clearly in this case \( J(x_0,t_0) < V^+(x_0,t_0) \) as \( J \) is continuous and therefore is finite over the compact region \( \Omega \times [0,T] \). Alternatively if
$\mathcal{H}_{\Omega, U, T}(x_0, t_0) \neq \emptyset$, then for any $\hat{u} \in \mathcal{H}_{\Omega, U, T}(x_0, t_0)$, we have the following by Defn. 4:

$$\phi_f(x_0, t - t_0, \tau_0, \hat{u}) \in \Omega \text{ for all } t \in [t_0, T],$$

$$\hat{u}(t) \in U \text{ for all } t \in [t_0, T].$$

Therefore (using the shorthand $\hat{x}(t) := \phi_f(x_0, t - t_0, \tau_0, \hat{u})$), by Eqn. (16) we have for all $t \in [t_0, T]$

$$\nabla J(\hat{x}(t), t) + c(\hat{x}(t), \hat{u}(t), t) + \nabla x J(\hat{x}(t), t)^T f(\hat{x}(t), \hat{u}(t)) \geq 0.$$

Now, using the chain rule we deduce

$$\frac{d}{dt} J(\hat{x}(t), t) + c(\hat{x}(t), \hat{u}(t), t) \geq 0 \text{ for all } t \in [t_0, T].$$

Then, integrating over $t \in [t_0, T]$, and since $J(\hat{x}(T), T) \leq g(\hat{x}(T))$ by Eqn. (17), we have

$$J(x_0, t_0) \leq \int_{t_0}^{T} c(\hat{x}(t), \hat{u}(t), t) dt + g(\hat{x}(T)).$$

Since Eqn. (18) holds for all $\hat{u} \in \mathcal{H}_{\Omega, U, T}(x_0, t_0)$, we may take the infimum over $\mathcal{H}_{\Omega, U, T}(x_0, t_0)$ to show that $J(x_0, t_0) \leq V^*(x_0, t_0)$. As this argument can be used for any $(x_0, t_0) \in \Omega \times [0, T]$ it follows $J$ is a sub-value function.

**Definition 8.** For given $\{c, g, f, \Omega, U, T\} \in \mathcal{M}_{Lip}$ we say a function $J \in C^1(\mathbb{R}^n \times \mathbb{R}, \mathbb{R})$ is dissipative if it satisfies Inequalities (16) and (17).

Dissipative functions are viscosity sub-solutions (as per Defn. 6) to the HJB PDE (12). Moreover, by Prop. 1 a dissipative function is a sub-VF. However, a sub-VF need not be dissipative or a viscosity sub-solution to the HJB PDE.

**B. A Convex Relaxation Of The Problem Of Finding VF’s**

The set of functions satisfying Eqns. (16) and (17) is convex as Eqns. (16) and (17) are linear in terms of the unknown variable/function $J$. Furthermore, for given $\{c, g, f, \Omega, U, T\} \in \mathcal{M}_{Lip}$, any function which satisfies the HJB PDE (12) also satisfies Eqns. (16) and (17). This allows us to propose the following convex relaxation of the problem of finding a VF (Problem (15)):

Find $J \in C^1(\mathbb{R}^n \times \mathbb{R}, \mathbb{R})$,

such that $J$ satisfies (16) and (17).

**C. A Polynomial Tightening Of The Problem Of Finding VF’s**

Problem (19) is convex. However, a function $J$, feasible for Problem (19) (and hence dissipative), may be arbitrarily far from the VF. For instance, in the case $c(x, u, t) \geq 0$ and $0 \leq g(x) < M$, the constant function $J(x, t) \equiv -C$ is dissipative for any $C > M$. Thus, by selecting sufficiently large enough $C > M$, we can make $\|J - V\|$ arbitrary large, regardless of the chosen norm, $\|\cdot\|$.

To address this issue, we propose a modification of Problem (19), wherein we include an objective of Form $\int_{A \times [0, T]} w(x, t) J(x, t) dx dt$, parameterized by a compact domain of interest $A \subset \mathbb{R}^n$ and weight $w \in L^1(A \times [0, T], \mathbb{R}^+)$ (we use the weight, $w$, in Prop. 6). Specifically, for given $\{c, g, f, \Omega, U, T\} \in \mathcal{M}_{Lip}$ and $d \in \mathbb{N}$, consider the optimization problem:

$$J_d \in \arg \max_{J \in \mathcal{P}_d(\mathbb{R}^n \times \mathbb{R}, \mathbb{R})} \int_{A \times [0, T]} w(x, t) J(x, t) dx dt$$

subject to: $\nabla_t J(x, t) + c(x, u, t) + \nabla_J J(x, t)^T f(x, u) > 0$

for all $x \in \Omega, t \in (0, T), u \in U$,

$$J(x, T) < g(x) \text{ for all } x \in \Omega.$$

Minimizing $\int_{A \times [0, T]} w(x, t) J(x, t) dx dt$ minimizes the weighted $L^1$ norm $\int_{A \times [0, T]} w(x, t) |V(x, t) - J(x, t)| dx dt$. The restriction to polynomial solutions $J \in \mathcal{P}_d(\mathbb{R}^n \times \mathbb{R}, \mathbb{R})$ makes the problem finite-dimensional.

**VI. A Sequence Of Dissipative Polynomials That Converge To The VF In Sobolev Space**

For a given $\{c, g, f, \Omega, U, T\} \in \mathcal{M}_{Lip}$, in Eqn. (20), we proposed a sequence of optimization problems, indexed by $d \in \mathbb{N}$, each instance of which yields a dissipative function $J_d \in \mathcal{P}_d(\mathbb{R}^n \times \mathbb{R}, \mathbb{R})$. In this section, we prove that $\lim_{d \rightarrow \infty} \|J_d - V\|_{L^1} \rightarrow 0$ where $V$ is the VF associated with the OCP $\{c, g, f, \Omega, U, T\} \in \mathcal{M}_{Lip}$. To accomplish this proof, we divide the section into three subsections, wherein we find the following.

(A) In Prop. 3 we show that for every $\epsilon > 0$ there exists a dissipative function $J_\epsilon \in C^0(\Omega \times [0, T], \mathbb{R})$ such that $\|J_\epsilon - V\|_{L^{1, p}(\Omega \times [0, T], \mathbb{R})} < \epsilon$ for any $V \in Lip(\Omega \times [0, T], \mathbb{R})$ that satisfies the dissipation-type inequality in Eqn. (23).

(B) In Theorem 3 we show that for every $\epsilon > 0$, there exists $d \in \mathbb{N}$ and dissipative $P_d \in \mathcal{P}_d(\mathbb{R}^n \times \mathbb{R}, \mathbb{R})$ such that $\|P_d - V\|_{L^{1, p}(\Omega \times [0, T], \mathbb{R})} < \epsilon$, for any value function, $V$, associated with $\{c, g, f, \Omega, U, T\} \in \mathcal{M}_{Lip}$.

(C) For any positive weight $w$, Prop. 4 shows that if $J_d$ solves (20) for $d \in \mathbb{N}$, then $\lim_{d \rightarrow \infty} \|w(J_d - V)\|_{L^1} = 0$ for any VF, $V$, associated with $\{c, g, f, \Omega, U, T\} \in \mathcal{M}_{Lip}$.

**A. Existence Of Smooth Dissipative Functions That Approximate The VF Arbitrarily Well Under The W^{1,p} Norm**

In this section we create a sequence of smooth (elements of $C^\infty(\mathbb{R}^n \times \mathbb{R}, \mathbb{R})$) functions that converges, with respect to the $W^{1,p}$ norm, to any Lipschitz function, $V$, satisfying the dissipation-type inequality in Eqn. (23). This subsection uses some aspects of mollification theory. For an overview of this field, we refer to [23].

a) **Mollifiers:** The standard mollifier, $\eta \in C^\infty(\mathbb{R}^n \times \mathbb{R}, \mathbb{R})$ is defined as

$$\eta(x, t) := \begin{cases} C \exp \left( \frac{1}{||(x, t)||_{L^2}^{-1}} \right) \text{ when } ||(x, t)||_{L^2} < 1, \\ 0 \text{ when } ||(x, t)||_{L^2} \geq 1, \end{cases}$$

where $C > 0$ is chosen such that $\int_{\mathbb{R}^n \times \mathbb{R}} \eta(x, t) dx dt = 1$.

For $\sigma > 0$ we denote the scaled standard mollifier by $\eta_\sigma \in C^\infty(\mathbb{R}^n \times \mathbb{R}, \mathbb{R})$ such that

$$\eta_\sigma(x, t) := \left( \frac{1}{\sigma^{n+1}} \right) \eta \left( \frac{x}{\sigma} \right).$$

Note, clearly $\eta_\sigma(x, t) = 0$ for all $(x, t) \notin B(0, \sigma)$. 

\[J_d \in \arg \max_{J \in \mathcal{P}_d(\mathbb{R}^n \times \mathbb{R}, \mathbb{R})} \int_{A \times [0, T]} w(x, t) J(x, t) dx dt \quad (20)\]
b) Mollification of a Function (Smooth Approximation): Recall from Section II-B that for open sets $\Omega \subset \mathbb{R}^n$, $(0, T) \subset \mathbb{R}$, and $\sigma > 0$ we denote $\Omega \times (0, T)_{>\sigma}:= \{x \in \Omega \times (0, T) : B(x, \sigma) \subset \Omega \times (0, T)\}$. Now, for each $\sigma > 0$ and function $V \in L^1(\Omega \times (0, T), \mathbb{R})$ we denote the $\sigma$-mollification of $V$ by $[V]_{\sigma} \in \mathcal{C}^0(\Omega \times (0, T))_{>\sigma} \rightarrow \mathbb{R}$, where
\[
[V]_{\sigma}(x,t) := \int_{B(0,\sigma)} \eta_\sigma(x-z_1,t-z_2)V(z_1,z_2)dz_1dz_2 \tag{22}
\]
To calculate the derivative of a mollification we next introduce the concept of weak derivatives.

**Definition 9.** For $\Omega \subset \mathbb{R}^n$ and $F \in L^1(\Omega, \mathbb{R})$ we say any $H \in L^1(\Omega, \mathbb{R})$ is the weak integral if $i \in \{1, \ldots, n\}$-partial derivative of $F$ if
\[
\int_{\Omega} F(x) \frac{\partial}{\partial x_i} \alpha(x) dx = -\int_{\Omega} H(x) \alpha(x) dx, \text{ for } \alpha \in \mathcal{C}_c(\mathbb{R}^n, \mathbb{R}).
\]
Weak derivatives are “essentially unique”. That is if $H_1$ and $H_2$ are both weak derivatives of a function $F$ then the set of points where $H_1(x) \neq H_2(x)$ has measure zero. If a function is differentiable then its weak derivative is equal to its derivative in the “classical” sense. We will use the same notation for the derivative in the “classical” sense and in the weak sense.

In the next proposition we state some useful properties about Sobolev spaces and mollifications taken from [23].

**Proposition 2 ([23]).** For $1 \leq p < \infty$ and $k \in \mathbb{N}$ we consider $V \in W^{k,p}(E, \mathbb{R})$, where $E \subset \mathbb{R}^n$ is an open bounded set, and its $\sigma$-mollification $[V]_{\sigma}$. Recalling from Section II-B that for an open set $\Omega \subset \mathbb{R}^n$ and $\sigma > 0$ we denote $\Omega \times (0, T)_{>\sigma}:= \{x \in \Omega \times (0, T) : B(x, \sigma) \subset \Omega \times (0, T)\}$, the following holds:
1) For all $\sigma > 0$ we have $[V]_{\sigma} \in \mathcal{C}_c^0(\Omega \times (0, T)_{>\sigma})$.
2) For all $\sigma > 0$ we have $\nabla_i[V]_{\sigma}(x,t) = [\nabla_iV]_{\sigma}(x,t)$ and $V_{\sigma}(x,t) = V(x,t)$ for all $(x,t) \in \Omega \times (0, T)$, where $\nabla_iV$ and $V_{\sigma}$ are weak derivatives.
3) If $V \in C(E, \mathbb{R})$ then for any compact set $K \subset E$ we have $\lim_{\sigma \rightarrow 0} \sup_{(x,t) \in K} |V(x,t) - [V]_{\sigma}(x,t)| = 0$.
4) (Meyers-Serrin Localization) For any compact set $K \subset E$ we have $\lim_{\sigma \rightarrow 0} \sup_{(x,t) \in K} |V(x,t) - [V]_{\sigma}(x,t)| = 0$.
5) Approximation of Lipschitz functions satisfying a dissipation-type inequality: We now show that for any Lipschitz function, $V$, satisfying the dissipation-type inequality in Eqn. (23), $V$ can be approximated arbitrarily well by a smooth function, $\xi$, that also satisfies the dissipation-type inequality in Eqn. (23). We use a similar proof strategy to (Lemma B5) [24].

**Lemma 2.** Let $E \subset \mathbb{R}^{n+1}$ be an open bounded set, $\Omega \subset \mathbb{R}^n$ be such that $\Omega \times (0, T) \subset E$, where $T > 0$, $U \subset \mathbb{R}^n$ be a compact set, $f \in \mathcal{L}(\Omega \times U \times \mathbb{R})$, $c \in \mathcal{L}(\Omega \times U \times [0, T], \mathbb{R})$, and $V \in \mathcal{L}(E, \mathbb{R})$ such that
\[
\essinf_{(x,t) \in \Omega \times (0, T)} \{\nabla_iV(x,t) + \nabla_iV(x,t)^T f(x,t) + c(x,u,t)\} \geq 0, \tag{23}
\]
where the derivatives, $\nabla_iV$ and $\nabla_iV$, are weak derivatives.

Then for any compact set $K \subset E$, $1 \leq p < \infty$ and for all $\varepsilon > 0$ there exist $\xi \in \mathcal{C}_c^0(\Omega \times (0, T), \mathbb{R})$ such that
\[
\|V - \xi\|_{W^{1,p}(E, \mathbb{R})} < \varepsilon \text{ and } \sup_{(x,t) \in K} \|V(x,t) - \xi(x,t)\| < \varepsilon, \tag{24}
\]
and for all $(x,t) \in K \cap (\Omega \times (0, T))$ and $u \in U$
\[
\nabla_i \xi(x,t) + \nabla_i \xi(x,t)^T f(x,u) + c(x,u,t) \geq -\varepsilon. \tag{25}
\]

**Proof.** Suppose $V$ satisfies Eqn. (23), $K \subset E$ is a compact set, $1 \leq p < \infty$, and $\varepsilon > 0$. By Rademacher’s Theorem (Theorem 7) $V$ is weakly differentiable with essentially bounded derivative. Therefore $V \in W^{1,p}(E, \mathbb{R})$ and hence $V \in W^{1,p}(E, \mathbb{R})$. Now Prop. 2 (Statements 3 and 4) can be used to show there exists $\sigma_1 > 0$ such that for any $0 \leq \sigma < \sigma_1$ we have
\[
\|V - [V]_{\sigma_1}\|_{W^{1,p}(K, \mathbb{R})} < \varepsilon \text{ and } \sup_{(x,t) \in K} \|V(x,t) - [V]_{\sigma_1}(x,t)\| < \varepsilon. \tag{26}
\]
Select $\sigma_2 > 0$ small enough so $K \subset E > \sigma_2$ (which can be done as $E$ is open). Select $0 \leq \sigma_3 < \frac{L_V L_f + 2L_c}{L_V}$. The first equality follows by the monotonicity property of integration and the Cauchy-Schwarz inequality. Since $V$ is Lipschitz $\esssup_{(x,t) \in E} \|\nabla_iV(x,t)\| < L_V$ by Rademacher’s Theorem (Theorem 7). Now the second inequality follows by using (23) together with $\esssup_{(x,t) \in E} \|\nabla_iV(x,t)\| < L_V$. The third inequality follows by the Lipschitz continuity of $f$ and $c$. Finally the fourth inequality follows by the fact $\sigma_4 \leq \sigma_3 < \frac{L_V L_f + 2L_c}{L_V}$.
Now define $J_ε(x,t) := |V|_{p}(x,t)$ where $0 < ε < \min\{σ_1, σ_2\}$. It follows that $J_ε \in C^0(K, \mathbb{R})$ by Prop. 2 (Statement 1). Moreover $J_ε$ satisfies Eqs. (24) and (25) by Eqs. (26) and (27).

In Lemma 2 we showed that for any given function, $V \in Lip(\Omega, \mathbb{R})$, any compact subsets $K \subset E$, any $ε > 0$, and any $1 \leq p < \infty$, there exists a smooth function, $J_ε$, satisfying Eqn. (25), such that $||V - J_ε||_{W^{1,p}(E, \mathbb{R})} < ε$. We next show this “local” result over compact subsets, $K$, can be extended to a “global” results over the entire domain, $E$. To do this we use Theorem 9, stated in Section XIII. Given an open cover of $E$, Theorem 9 states that there exists a family of functions, called a partition of unity. In the next proposition we use partitions of unity together with the “local” approximates of the Lipschitz function, $V$, to construct a smooth “global” approximation of $V$ over the entire domain $E$.

**Proposition 3.** Let $E \subset \mathbb{R}^{n+1}$ be an open bounded set, $Ω \subset \mathbb{R}^n$ be such that $Ω \times (0, T) \subseteq E$, where $T > 0$, $U \subset \mathbb{R}^m$ be a compact set, $f \in Lip(Ω \times U, \mathbb{R}^m)$, $c \in Lip(Ω \times U \times [0, T], \mathbb{R})$, and $V \in Lip(\Omega, \mathbb{R})$ satisfies Eqn. (23). Then for all $1 \leq p < \infty$ and $ε > 0$ there exists $J \in C^0(\overline{E}, \mathbb{R})$ such that

$$||V - J||_{W^{1,p}(\Omega, \mathbb{R})} < ε \quad \text{and} \quad \sup_{(x,t) \in \Omega \times U \times (0, T)} |V(x,t) - J(x,t)| < ε,$$

and for all $(x,u,t) \in Ω \times U \times (0, T)$

$$\nabla_x J(x,t) + \nabla_t J(x,t) f(x,u) + c(x,u,t) \geq -ε.$$

**Proof.** Let us consider the family of sets $E_i = \{x \in E : \sup_{y \in \partial E} |x - y|_2 < \frac{1}{2} \}$ for $i \in \mathbb{N}$. It follows $\{E_i\}_{i=1}^\infty$ is an open cover (Defn. 14) for $E$ and thus by Theorem 9 there exists a smooth partition of unity, $\{ψ_i\}_{i=1}^\infty \subset C^0(\overline{E}, \mathbb{R})$, that satisfies Statements 1 to 4 of Theorem 9.

For $ε > 0$ Lemma 2 shows that for each $i \in \mathbb{N}$ there exists a function $J_i \in C^0(\overline{E_i}, \mathbb{R})$ such that

$$\sup_{(x,t) \in E_i} |V(x,t) - J_i(x,t)| < \frac{ε}{2^{i+1}(1 + τ_i + θ_i)},$$

$$||V - J_i||_{W^{1,p}(\overline{E_i}, \mathbb{R})} < \frac{ε}{2^{i+1}(1 + τ_i + θ_i)},$$

$$\nabla_x J_i(x,t) + \nabla_t J_i(x,t) f(x,u) + c(x,u,t) \geq -ε \quad \forall (x,t) \in \overline{E_i} \cap (Ω \times (0, T)), u \in U,$$

where we denote $τ_i := \sup_{(x,t) \in E_i \times (0, T)} \{\nabla^2_x ψ_i(x,t)\}$, $θ_i := 0$, and $ψ_i := (\max_{|d| \leq 1} \sup_{(x,t) \in \overline{E_i}} |D^d_x ψ_i(x,t)|^p)^{\frac{1}{p}}$. Furthermore, we use the well defined and finite $J \in C^0(\overline{E}, \mathbb{R})$ that is smooth.

Now, let us define $J(x,t) := \sum_{i=1}^\infty ψ_i(x,t)J_i(x,t)$, we will show $J \in C^0(\overline{E}, \mathbb{R})$ and that $J$ satisfies Eqs. (28) and (29).

It follows $J \in C^0(\overline{E}, \mathbb{R})$ by Theorem 9. To see this we note for each $i \in \mathbb{N}$ we have $ψ_i \in C^0(\overline{E}, \mathbb{R})$ and $ψ_i(x,t) = 0$ outside $E_i$ implying $ψ_iJ_i \in C^0(\overline{E}, \mathbb{R})$. Moreover, for each $(x,t) \in E$ there exists an open set, $S \subseteq E$, where only a finite number of $ψ_i$ are nonzero. Therefore it follows that the function $J$ is a finite sum of infinitely differentiable functions and thus $J$ is also infinitely differentiable.

We now show $J$ satisfies Eqn. (28). We first show

$$||V - J||_{W^{1,p}(\Omega, \mathbb{R})} < ε,$$

and for all $(x,u,t) \in Ω \times U \times (0, T)$

$$\nabla_x J(x,t) + \nabla_t J(x,t) f(x,u) + c(x,u,t) \geq -ε,$$

We next will show $J$ satisfies Eqn. (29). Before doing this we first prove a preliminary identity. Specifically, \[\begin{equation} \sum_{i=1}^\infty \left(\nabla_i ψ_i(x,t) + \nabla_x ψ_i(x,t) f(x,u) + c(x,u,t)\right) = 0, \end{equation}\] for all $(x,u,t) \in Ω \times (0, T) \subseteq E$ and $u \in U$. This follows because $\sum_{i=1}^\infty ψ_i(x,t) = 1$ and therefore $\nabla_i \left(\sum_{i=1}^\infty ψ_i(x,t)\right) = \sum_{i=1}^\infty \nabla_i ψ_i(x,t) = 0$ and similarly for each $j \in \{1, \ldots, n\}$ we have $\sum_{i=1}^\infty \frac{∂ψ_i}{∂x_j}(x,t) = 0$ which implies $\sum_{i=1}^\infty \nabla_j ψ_i(x,t) = 0 \in \mathbb{R}^n$. Now, it follows J satisfies Eqn. (29) since

$$\nabla_x J(x,t) + \nabla_t J(x,t) f(x,u) + c(x,u,t) \geq \frac{ε}{2} + \sum_{i=1}^\infty (J_i(x,t) - V(x,t)) \left(\nabla_x ψ_i(x,t) + \nabla_x ψ_i(x,t) f(x,u)\right) \geq -ε,$$

for all $(x,t) \in Ω \times (0, T) \subseteq E$ and $u \in U$. The first equality of Eqn. (35) follows by the chain rule and the fact $\sum_{i=1}^\infty ψ_i(x,t) = 1$. The first inequality follows by Eqs. (32) and (34). The second inequality follows by Eqn. (30) and $\sum_{i=1}^\infty \frac{1}{2} = 1$.

**B. Existence Of Dissipative Polynomials That Can Approximate The VF Arbitrarily well Under The W^{1,p} Norm**

Previously, in Prop. 3, we showed for any $V \in Lip(Ω \times \{0, T\}, \mathbb{R})$ satisfying Eqn. (23) there exists a smooth function $J$ that also satisfies Eqn. (23) and approximates $V$ with arbitrary accuracy under the Sobolev norm. We now use this result to show for any VF, associated with some family OCPs $\{c, g, f, Ω, U, T\} \subset \mathcal{M}_{\mathbb{R}}$, there exists a dissipative polynomial, $V_d$ that approximates the VF arbitrarily well with respect
to the Sobolev norm. Our proof uses Theorem 6, found in Appendix XIII, that shows differentiable functions, such as $J$, can be approximated up to their first order derivatives over compact sets arbitrarily well by polynomials. Prop. 3 only gives the existence of a smooth approximation, $J$, when the VF is Lipschitz continuous. Lemma 1 shows the VF, associated with a family of OCPs, is locally Lipschitz when $\Omega = \mathbb{R}^n$ (which is not a compact set). Unfortunately, Theorem 6 can only be used for polynomial approximation over compact sets. Thus, before proceeding we first give a sufficient condition for a VF, associated with a family of OCPs with compact state constraints, to be Lipschitz continuous over some set $\Lambda \subseteq \Omega$. 

a) Lipschitz continuity of VF’s associated with a family of state constrained OCPs: Consider the family of OCPs $\{c,g,f,\Omega,U,T\} \in \mathcal{M}_{Lip}$. If the state is constrained ($\Omega \neq \mathbb{R}^n$), the associated VF can be discontinuous and is no longer uniquely defined as the viscosity solution of the HJB PDE. Next, in Lemma 3, we give a sufficient condition that when satisfied implies VF’s, associated with a family of state constrained OCPs, are equal to the unique locally Lipschitz continuous VF of the state uncontrolled OCP over some subset $\Lambda \subseteq \Omega$. To state Lemma 3 we first define the forward reachable set.

**Definition 10.** For $X_0 \subseteq \mathbb{R}^n$, $\Omega \subseteq \mathbb{R}^n$, $U \subseteq \mathbb{R}^m$, $f : \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}^n$ and $S \subseteq \mathbb{R}^*$, define

$$FR_f(X_0,\Omega,U,S) := \left\{ y \in \mathbb{R}^n : \text{there exists } x \in X_0, T \in S, \text{and } u \in \mathcal{W}_{\Omega,U,T}(x,0) \text{ such that } \phi_f(x,T,u) = y \right\}.$$ 

**Lemma 3.** Consider $\{c,g,f,\Omega,U,T\} \in \mathcal{M}_{Lip}$ and any function $V_1 : \Omega \times [0,T] \rightarrow \mathbb{R}$ that satisfies Eqn. (10). Let $V_2 : \mathbb{R}^n \times [0,T] \rightarrow \mathbb{R}$ be the VF for the unconstrained problem $\{c,g,f,\mathbb{R}^n,U,T\}$. If $\Lambda \subseteq \Omega$ is such that

$$FR_f(\Lambda,\mathbb{R}^n,U,[0,T]) \subseteq \Omega,$$

then $V_1(x,t) = V_2(x,t)$ for all $(x,t) \in \Lambda \times [0,T]$. 

**Proof.** To show $V_1(x,t) = V_2(x,t)$ for all $(x,t) \in \Lambda \times [0,T]$ we must prove $\mathcal{W}_{\Omega,U,T}(x,t) = \mathcal{W}_{\mathbb{R}^n,U,T}(x,t)$ for all $(x,t) \in \Lambda \times [0,T]$. For any $(x,t) \in \Lambda \times [0,T]$ if $u \in \mathcal{W}_{\Omega,U,T}(x,t)$ then clearly $u \in \mathcal{W}_{\mathbb{R}^n,U,T}(x,t)$, thus $\mathcal{W}_{\Omega,U,T}(x,t) \subseteq \mathcal{W}_{\mathbb{R}^n,U,T}(x,t)$. On the other hand if $u \in \mathcal{W}_{\mathbb{R}^n,U,T}(x,t)$ then by Defn. 4 it follows $u(s) \in U$ for all $s \in [t,T]$ that there exists a unique map, denoted by $\phi_f(x,s,u)$, that satisfies the following for all $x \in [t,T]$

$$\frac{\partial \phi_f(x,s-t,\tau u)}{\partial s} = f(\phi_f(x,s-t,\tau u),u(s)), \quad \phi_f(x,0,\tau u) = x.$$ 

To show $u \in \mathcal{W}_{\Omega,U,T}(x,t)$ we need $\phi_f(x,s-t,\tau u) \in \Omega$ for all $s \in [t,T]$, which is equivalent to

$$\phi_f(x,s,\tau u) \in \Omega \quad \text{for all } \tau \in [0,T-t],$$

where $\tau = \tau u \in \mathcal{W}_{\Omega,U,T}(x,0)$. Eqn. (37) then follows trivially by Eqn. (36).

Alternative sufficient conditions that imply a VF, associated with some family of state constrained OCPs, is Lipschitz continuous and the unique viscosity solution of the HJB PDE include: the Inward Pointing Constraint Qualification (IPCQ) [25] [26], the Outward Pointing Constraint Qualification (OCPQ) [27], and epigraph characterization of VF’s [28].

b) Approximation of VF’s by dissipative polynomials: Considering a family of OCP’s $\{c,g,f,\Omega,U,T\} \in \mathcal{M}_{Lip}$, and assuming there exists a set $\Lambda \subseteq \Omega$ that satisfies Eqn. (36), we now prove the existence of dissipative polynomial functions that can approximate the any VF of $\{c,g,f,\Omega,U,T\} \in \mathcal{M}_{Lip}$ arbitrarily well under the Sobolev norm.

**Theorem 3.** For given $\{c,g,f,\Omega,U,T\} \in \mathcal{M}_{Lip}$ suppose $\Lambda \subseteq \Omega$ is a bounded set that satisfies (36), then for any function $V$ satisfying Eqn. (10), $1 \leq \rho < \infty$, and $\varepsilon > 0$ there exists $V_1 \in \mathcal{P}(\mathbb{R}^n \times \mathbb{R},\mathbb{R})$ such that

$$\left| \left| V - V_1 \right| \right|_{W^{1,\rho}(\Lambda \times [0,T],\mathbb{R})} < \varepsilon,$$

$$\sup_{(x,t) \in \Lambda \times [0,T]} |V(x,t) - V_1(x,t)| < \varepsilon,$$

$$V_1(x,t) \leq V(x,t) \quad \text{for all } t \in [0,T] \text{ and } x \in \Omega,$$

$$\nabla V_1(x,t) + c(x,u,t) + \nabla_u V_1(x,t)^T f(x,u) > 0$$

for all $x \in \Omega, t \in (0,T), u \in U$.

**Proof.** Let $\varepsilon > 0$. Suppose $V$ satisfies Eqn. (10). Rather than approximating $V$, defined for a family of OCPs on the compact set $\Omega$, we instead approximate the unique VF, denoted by $V^*$, associated with the family of OCPs where $\Omega = \mathbb{R}^n$. It is easier to approximate $V^*$ compared to $V$ as $V^*$ has the following useful properties: By Lemma 1, $V^*$ is locally Lipschitz continuous; and by Theorem 1, $V^*$ is the unique viscosity solution of the HJB PDE (12). Furthermore, as $\Lambda$ satisfies Eqn. (36), Lemma 3 implies

$$V^*(x,t) = V(x,t) \quad \text{for all } (x,t) \in \Lambda \times [0,T].$$

This proof is structured as follows. We first use Prop. 3 to approximate $V^*$ by an infinitely differentiable function denoted as $J_5$. Then using Theorem 6, found in Appendix XIII, we approximate $J_5$ by a polynomial $P_5$. Finally, to ensure Inequalities (41) and (42) are satisfied, a correction term $\rho$ is subtracted from $P_5$, creating the function $V_1(x,t) := P_5(x,t) - \rho(t)$ that we show satisfies Eqs. (38) to (42).

Since $\Omega$ is compact, there exists some open bounded set $E \subset \mathbb{R}^{n+1}$ of finite measure which contains $\Omega \times (0,T)$. Since $V^* \in LocLip(\mathbb{R}^n \times \mathbb{R},\mathbb{R})$ (by Lemma 1) and $E \subset \mathbb{R}^n$ is bounded it follows $V^* \in Lip(E \times [0,T],\mathbb{R})$. Then by Rademacher’s theorem (See Theorem 7 in Section XIII), $V^*$ is differentiable almost everywhere in $E$. Moreover, as $V^*$ is the unique viscosity solution to the HJB PDE, the following holds for all $u \in U$ and almost everywhere in $(x,t) \in \Omega \times (0,T) \subset E$.

$$\nabla V^*(x,t) + c(x,u,t) + \nabla_u V^*(x,t)^T f(x,u) \geq \inf_{u \in U} \left\{ \nabla V^*(x,t) + \nabla_u V^*(x,t)^T f(x,u) \right\} = 0$$

This implies that the following holds for all $u \in U$

$$\varepsilon \inf_{(x,t) \in \Omega \times (0,T)} \left\{ \nabla V^*(x,t) + \nabla_u V^*(x,t)^T f(x,u) + c(x,u,t) \right\} \geq 0.$$
Therefore, we conclude that $V^*$ satisfies Eqn. (23). Thus, by Prop. 3, for any $\delta > 0$ there exists $J_\delta \in C^\infty(E, \mathbb{R})$ such that
\begin{equation}
\|V^* - J_\delta\|_{W^{1,p}(E, \mathbb{R})} < \delta, \tag{44}
\end{equation}
\begin{equation}
\nabla_t J_\delta(x,t) + \nabla_j J_\delta(x,t)^T f(x,u) + c(x,u,t) \geq -\delta \tag{45}
\end{equation}
for all $(x,t) \in \Omega \times (0,T)$. In particular, let us choose $\delta > 0$ such that
\begin{equation}
\delta < \frac{\varepsilon}{2 + (2 + 4T + 2MT)(T \mu(\Lambda))^\frac{1}{2}}, \tag{46}
\end{equation}
where $M := \sup_{(x,u) \in \Omega \times U} \|f(x,u)\|_2 < \infty$ and $\mu(\Lambda) < \infty$ is the Lebesgue measure of $\Lambda$.

We now approximate $J_\delta \in C^\infty(E, \mathbb{R})$ by a polynomial function. Theorem 6, found in Section XIII, shows there exists $P_\delta \in \mathcal{P}(\mathbb{R}^n \times \mathbb{R}, \mathbb{R})$ such that for all $(x,t) \in E$
\begin{equation}
|J_\delta(x,t) - P_\delta(x,t)| < \delta, \tag{47}
\end{equation}
\begin{equation}
|\nabla_t J_\delta(x,t) - \nabla_t P_\delta(x,t)| < \delta, \tag{48}
\end{equation}
\begin{equation}
|\nabla_j J_\delta(x,t) - \nabla_j P_\delta(x,t)| < \delta, \tag{49}
\end{equation}
\begin{equation}
|J_\delta - P_\delta|_{W^{1,p}(E, \mathbb{R})} < \delta. \tag{50}
\end{equation}
Now, $\|V^* - P_\delta\|_{W^{1,p}(E, \mathbb{R})} = \|V^* - J_\delta + J_\delta - P_\delta\|_{W^{1,p}(E, \mathbb{R})}$
\begin{equation}
\leq \|V^* - J_\delta\|_{W^{1,p}(E, \mathbb{R})} + \|J_\delta - P_\delta\|_{W^{1,p}(E, \mathbb{R})} < 2\delta, \tag{51}
\end{equation}
where the first inequality follows by the triangle inequality, and the second inequality follows from Eqns. (44) and Eqn. (50).

By a similar argument to Inequality (51) we deduce,
\begin{equation}
\sup_{(x,t) \in E} \|V^*(x,t) - P_\delta(x,t)\| < 2\delta. \tag{52}
\end{equation}
Furthermore,
\begin{equation}
\nabla_t P_\delta(x,t) + \nabla_j P_\delta(x,t)^T f(x,u) + c(x,u,t)
\geq \left(\nabla_t P_\delta(x,t) + \nabla_j P_\delta(x,t)^T f(x,u) + c(x,u,t)\right)
\geq -\delta - \left(\nabla_t J_\delta(x,t) + \nabla_j J_\delta(x,t)^T f(x,u) + c(x,u,t)\right)
\geq -\delta + \left(\nabla_t P_\delta(x,t) - \nabla_t J_\delta(x,t)\right)
\geq -\delta - \left(\nabla_t J_\delta(x,t) - \nabla_t P_\delta(x,t)\right)^T f(x,u)
\geq (2 + M)\delta \text{ for all } (x,t) \in \Omega \times (0,T), \tag{53}
\end{equation}
The first inequality of Eqn. (53) follows by Inequality Eqn. (45). The second inequality follows by Eqn. (48) and the Cauchy Schwarz inequality. The third inequality follows by Eqn. (49).

Moreover, we have that
\begin{equation}
P_\delta(x,T) = P_\delta(x,T) - V^*(x,T) + V^*(x,T)
\leq g(x) + 2\delta \text{ for all } x \in \Omega. \tag{54}
\end{equation}
This inequality follows from the fact that $V^*(x,T) = g(x)$ since $V^*$ satisfies the boundary condition in the HJB PDE (12), and Eqn. (52).

We now construct $V_\delta$ from $P_\delta$. Let us denote the correction function $\rho(t) := (2 + M)(T - t)\delta + 2\delta$, where $M = \sup_{(x,u) \in \Omega \times U} \|f(x,u)\|_2$. We define $V_\delta$ as
\begin{equation}
V_\delta(x,t) := P_\delta(x,t) - \rho(t). \tag{55}
\end{equation}
We now find that $V_\delta$ satisfies Inequality (41) since we have
\begin{align*}
\nabla_t V_\delta(x,t) + c(x,u,t) + \nabla_j V_\delta(x,t)^T f(x,u)
&= \left(\nabla_t P_\delta(x,t) + \nabla_j P_\delta(x,t)^T f(x,u) + c(x,u,t)\right) + (2 + M)\delta
\geq 0, \text{ for all } (x,t) \in \Omega \times (0,T),
\end{align*}
where the above inequality follows from Eqn. (53).

We next show $V_\delta$ satisfies Inequality (42):
\begin{equation}
V_\delta(x,T) = P_\delta(x,T) - 2\delta < g(x) \text{ for all } x \in \Omega,
\end{equation}
where the above inequality follows by Eqn. (54).

Now, since $V_\delta$ satisfies Eqns. (41) and (42) it follows $V_\delta$ satisfies Eqn. (40) by Prop. 1.

To show that $V_\delta$ satisfies Inequality (38), we first we derive a bound on the norm of the correction function $\rho$.
\begin{equation}
\|\rho\|_{W^{1,p}(\Lambda \times [0,T], \mathbb{R})} = \left(\int_{\Lambda \times [0,T]} |(2 + M)(T - t)\delta + 2\delta|^p dxdt\right)^{\frac{1}{p}}
+ \left(\int_{\Lambda \times [0,T]} (2 + 4T + 2MT)(T \mu(\Lambda))^\frac{1}{2}\delta dxdt\right)^{\frac{1}{2}} \leq (2 + 4T + 2MT)(T \mu(\Lambda))^\frac{1}{2}\delta. \tag{56}
\end{equation}
Now, by Eqns. (43), (46) and (51),
\begin{equation}
\|V - V_\delta\|_{W^{1,p}(\Lambda \times [0,T], \mathbb{R})} \leq \|V - V_\delta\|_{W^{1,p}(\Lambda \times [0,T], \mathbb{R})}
\leq \|V - P_\delta\|_{W^{1,p}(E, \mathbb{R})} + \|\rho\|_{W^{1,p}(\Lambda \times [0,T], \mathbb{R})}
\leq 2\delta + (2 + 4T + 2MT)(T \mu(\Lambda))^\frac{1}{2}\delta \leq \varepsilon.
\end{equation}
By a similar argument to Eqn. (56) we deduce $V_\delta$ satisfies Eqn. (39).

We conclude that $V_\delta$, defined in Eqn. (55), satisfies Eqns. (39), (40), (41), and (42) thus completing the proof.

\textbf{C. Our Family Of SOS Problems Yield A Sequence Of Polynomials That Converge To A VF With Respect To The $L^1$ Norm}

Consider some $\{c, g, f, \Omega, U, T\} \in \mathcal{M}_{\text{Lip}}$ and suppose the sequence $\{J_d\}_{d \in \mathbb{N}}$ solves each instance of the optimization problem given in Eqn. (20) for $d \in \mathbb{N}$. We next use Theorem 3 to show that the sequence $\{J_d\}_{d \in \mathbb{N}}$ converges to any VF associated with the family of OCP’s $\{c, g, f, \Omega, U, T\} \in \mathcal{M}_{\text{Lip}}$ with respect to the weighted $L^1$ norm as $d \to \infty$.

\textbf{Proposition 4.} For given $\{c, g, f, \Omega, U, T\} \in \mathcal{M}_{\text{Lip}}$ and positive integrable function $w \in L^1(\Omega \times [0,T], \mathbb{R}^+)$ suppose $\Lambda \subseteq \Omega$ satisfies Eqn. (36) then
\begin{equation}
\lim_{d \to \infty} \int_{\Lambda \times [0,T]} w(x,t)|V(t)|dxdt = 0, \tag{57}
\end{equation}
where $V$ is any function satisfying Eqn. (10), and $J_d \in \mathcal{P}(\mathbb{R}^n \times \mathbb{R}, \mathbb{R})$ is any solution to Optimization Problem (20) for $d \in \mathbb{N}$.
Proof. Suppose $V$ satisfies the theorem statement. To show Eqn. (57) we must show that for any $\varepsilon > 0$ there exists $N \in \mathbb{N}$ such that
\[
\int_{\Lambda \times [0,T]} w(x,t) |V(x,t) - J_d(x,t)| dxdt < \varepsilon \text{ for all } d \geq N.
\]

Since by assumption $\Lambda$ satisfies Eqn. (36), we can use Theorem 3 (from Section VI-B) to show that for any $\delta > 0$ there exists dissipative $V_l \in \mathcal{S}(\mathbb{R}^n \times \mathbb{R}, \mathbb{R})$ feasible to Optimization Problem (20) and is such that
\[
\text{ess sup}_{(x,t) \in \Lambda \times [0,T]} |V(x,t) - V_l(x,t)| < \delta.
\]

For our given $\varepsilon > 0$, by selecting $\delta < \varepsilon / \int_{\Lambda \times [0,T]} w(x,t) dxdt$ (Note if $\int_{\Lambda \times [0,T]} w(x,t) dxdt = 0$, Eqn. (57) already holds and the proof is complete) we have a $V_l$ such that
\[
\int_{\Lambda \times [0,T]} w(x,t) |V(x,t) - V_l(x,t)| dxdt \leq \int_{\Lambda \times [0,T]} w(x,t) dxdt \cdot \text{ess sup}_{(x,t) \in \Lambda \times [0,T]} |V(x,t) - V_l(x,t)| < \delta \int_{\Lambda \times [0,T]} w(x,t) dxdt < \varepsilon. \tag{58}
\]

Now define $N := \text{deg}(V_l)$ and denote the solution to Problem (20) for $d \geq N$ as $J_d \in \mathcal{P}_N(\mathbb{R}^n \times \mathbb{R}, \mathbb{R})$. As $V_l$ is feasible to Problem (20) for all $d \geq N$, it follows the objective function evaluated at $J_d$ is greater than or equal to the objective function evaluated at $V_l$; that is
\[
\int_{\Lambda \times [0,T]} w(x,t) J_d(x,t) dxdt \geq \int_{\Lambda \times [0,T]} w(x,t) V_l(x,t) dxdt \text{ for all } N. \tag{59}
\]

Now, \[
\int_{\Lambda \times [0,T]} w(x,t) |V(x,t) - J_d(x,t)| dxdt = \int_{\Lambda \times [0,T]} w(x,t) V(x,t) dxdt - \int_{\Lambda \times [0,T]} w(x,t) J_d(x,t) dxdt \leq \int_{\Lambda \times [0,T]} w(x,t) |V(x,t) - V_l(x,t)| dxdt < \varepsilon \text{ for all } d \geq N. \tag{60}
\]
The equality in Eqn. (60) follows since $J_d(x,t) \leq V_l(x,t)$ for all $(x,t) \in \Omega \times [0,T]$ (Prop. 1). The first inequality follows by a combination of Eqn. (59) and the inequality $V_l(x,t) \leq V(x,t)$ for all $(x,t) \in \Omega \times [0,T]$. Finally, the second inequality follows by Eqn. (58).

VII. A FAMILY OF SOS PROBLEMS THAT YIELD POLYNOMIALS THAT CONVERGE TO THE VF

Consider some $\{c, g, f, \Omega, U, T\} \in \mathcal{M}_{\text{Lip}}$ and denote $\{J_d\}_{d \in \mathbb{N}}$ as the sequence of solutions to the optimization problem found in Eqn. (20). We have shown in Prop. 5 that the sequence of functions, $\{J_d\}_{d \in \mathbb{N}}$, converge to any VF associated with the family of OCP’s $\{c, g, f, \Omega, U, T\} \in \mathcal{M}_{\text{Lip}}$ with respect to the $L^1$ norm. The indexed polynomial optimization problems in Eqn. (20) may now be readily tightened to more tractable SOS optimization problems.

Specifically, for each $d \in \mathbb{N}$, we tighten the polynomial optimization problem in Eqn. (20) to the SOS optimization problem given in Eqn. (61). We will show in Prop. 5 that the sequence of solutions to the SOS problem given in Eqn. (61) yield polynomials, $\{P_d\}_{d \in \mathbb{N}}$, indexed by degree $d \in \mathbb{N}$, that converge to the VF (with respect to the $L^1$ norm) as $d \to \infty$.

For our SOS implementation we consider a special class of OCPs, given next in Defn. 11.

**Definition 11.** We say the six tuple $\{c, g, f, \Omega, U, T\}$ is a polynomial optimal control problem or $\{c, g, f, \Omega, U, T\} \in \mathcal{M}_{\text{Poly}}$ if the following holds:

1. $c \in \mathcal{P}(\mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}, \mathbb{R})$ and $g \in \mathcal{P}(\mathbb{R}^n, \mathbb{R})$.
2. $f \in \mathcal{P}(\mathbb{R}^n \times \mathbb{R}^m, \mathbb{R})$.
3. There exists $h_\Omega \in \mathcal{P}(\mathbb{R}^n, \mathbb{R})$ such that $\Omega = \{x \in \mathbb{R}^n : h_\Omega(x) > 0\}$.
4. There exists $h_U \in \mathcal{P}(\mathbb{R}^m, \mathbb{R})$ such that $U = \{u \in \mathbb{R}^m : h_U(u) > 0\}$.

Note polynomials are locally Lipschitz continuous, that is $\mathcal{P}(\mathbb{R}^n \times \mathbb{R}, \mathbb{R}) \subset \text{LocLip}(\mathbb{R}^n \times \mathbb{R}, \mathbb{R})$. Therefore $\mathcal{M}_{\text{Poly}} \subset \mathcal{M}_{\text{Lip}}$.

For given $\{c, g, f, \Omega, U, T\} \in \mathcal{M}_{\text{Poly}}, d \in \mathbb{N}, \Lambda \subset \mathbb{R}^n$ and $w \in L^1(\Lambda \times [0,T], \mathbb{R}^+)$, we thus propose an SOS tightening of Optimization Problem (20) as follows:
\[
P_d \in \arg \max_{P \in \mathcal{P}(\mathbb{R}^n \times \mathbb{R}, \mathbb{R})} c^T \alpha \tag{61}
\]
subject to: $k_0, k_1 \in \sum_{\text{sos}}$, $s_j \in \sum_{\text{sos}}$ for $i = 0, 1, 2, 3,$
\[
P(x,t) = c^T Z_d(x,t),
\]
\[
k_0(x) = g(x) - V_l(x,T) - s_0(x) h_\Omega(x),
\]
\[
k_1(x,u,t) = \nabla_x P(x,t) + c(x,u,t) + \nabla_u P(x,t)^T f(x,u)
\]
\[
- s_1(x,u,t) h_\Omega(x) - s_2(x,u,t) h_U(u) - s_3(x,u,t) \cdot (Tt - t^2),
\]
where $\alpha = \int_{\Lambda \times [0,T]} w(x,t) |\nabla x P(x,t) Z_d(x,t)| dxdt$, and recalling $Z_d : \mathbb{R}^n \times \mathbb{R} \rightarrow \mathbb{R}^{d \times d}$ is the vector of monomials of degree $d \in \mathbb{N}$.

**Proposition 5.** For given $\{c, g, f, \Omega, U, T\} \in \mathcal{M}_{\text{Poly}}$ and positive integrable function $w \in L^1(\Omega \times [0,T], \mathbb{R}^+)$ suppose $\Lambda \subseteq \Omega$ satisfies Eqn. (36) then
\[
\lim_{d \to \infty} \int_{\Lambda \times [0,T]} w(x,t) |V(x,t) - P_d(x,t)| dxdt = 0, \tag{62}
\]
where $V$ is any function satisfying Eqn. (10) and $P_d \in \mathcal{P}(\mathbb{R}^n \times \mathbb{R}, \mathbb{R})$ is any solution to Problem (61) for $d \in \mathbb{N}$.

**Proof.** To show Eqn. (62) we show that for any $\varepsilon > 0$ there exists $N \in \mathbb{N}$ such that for all $d \geq N$
\[
\int_{\Lambda \times [0,T]} w(x,t) |V(x,t) - P_d(x,t)| dxdt < \varepsilon. \tag{63}
\]
As it is assumed $\Lambda$ satisfies Eqn. (36) we are able to use Prop. 4 that shows for any $\varepsilon > 0$ there exists $N_1 \in \mathbb{N}$ such that for all $d \geq N_1$
\[
\int_{\Lambda \times [0,T]} w(x,t) |V(x,t) - J_d(x,t)| dxdt < \varepsilon.
\]
where $J_d$ is a solution to Optimization Problem (20) for $d \in \mathbb{N}$. In particular let us fix some $d_1 \geq N_1$. Since $J_{d_1}$ solves Problem (20) it must satisfy the constraints of Problem (20). Thus we have
\[
k_0(x) := g(x) - J_{d_1}(x,T) > 0 \text{ for all } x \in \Omega,
\]
\[
k_1(x,u,t) := \nabla_x J_{d_1}(x,t) + c(x,u,t) + \nabla_u J_{d_1}(x,t)^T f(x,u) > 0 \text{ for all } (x,u,t) \in \Omega \times U \times [0,T].
\]
Since $k_0$ and $k_1$ are strictly positive functions over the compact semi-algebraic set $\Omega \times U \times [0, T] = \{(x, u, t) \in \mathbb{R}^{n+m+1} : h_\Omega(x) \geq 0, h_U(u) \geq 0, t(T - t) \geq 0\}$, Putinar’s Positivstellensatz (stated in Theorem 8, Appendix XIII) shows that there exist $s_0, s_1, s_2, s_3, s_4, s_5 \in \Sigma_{\Omega_S}$ such that

$$k_0 - h_\Omega s_0 = s_1, \quad (64)$$

$$k_1 - h_\Omega s_2 - h_U s_3 - h_T s_4 = s_5,$$

where $h_T(t) := (t)(T - t)$.

Let us denote $N_2 := \max_{e \in \{0,1,2,3,4,5\}} \deg(s_e)$. By Eqn. (64) it follows that if $J_{d_1}$ is feasible to Problem (61) for $d \geq \max\{d_1, N_2\}$. Therefore, for $d \geq \max\{d_1, N_2\}$, the objective function evaluated at the solution to Problem (61) must be greater than or equal to objective function evaluated at $J_{d_1}$. That is by writing the solution to Problem (61) as $P_d(x, t) = c_d^T z_d(x, t)$ and writing $J_{d_1}$ as $J_{d_1} = b_d^T z_{d_1}(x, t)$ we get that for $d \geq \max\{d_1, N_2\}$

$$c_d^T \alpha \geq b_d^T \alpha. \quad (65)$$

Now using Eqn’s (65) and (63) it follows for all $d \geq \max\{d_1, N_2\}$

$$\int_{A \times [0, T]} |w(x, t)| V(x, t) - P_d(x, t) \, dx \, dt$$

$$= \int_{A \times [0, T]} w(x, t)V(x, t) \, dx \, dt - \int_{A \times [0, T]} w(x, t)P_d(x, t) \, dx \, dt$$

$$= \int_{A \times [0, T]} w(x, t)V(x, t) \, dx \, dt - c_d^T \alpha$$

$$\leq \int_{A \times [0, T]} w(x, t)V(x, t) \, dx \, dt - b_d^T \alpha$$

$$= \int_{A \times [0, T]} w(x, t)|V(x, t) - J_{d_1}(x, t)| \, dx \, dt < \epsilon,$$

where the above inequality follows using Prop. 1, which shows $P_d(x, t) \leq V(x, t) + J_{d}(x, t)$ for all $(x, t) \in \Omega \times [0, T]$, as $P_d$ and $J_{d}$ satisfy Inequalities (16) and (17) (since they both satisfy the constraints of Optimization Problem (20)).

A. We Can Numerically Construct A Sequence Of Sublevel Sets That Converge To The VF’s Sublevel Set

For a given family of OCPs, Prop. 5 shows the SOS optimization problem, given in Eqn. (61), yields a sequence of polynomials, $\{P_d\}_{d \in \mathbb{N}}$, a sequence that converges to the VF (denoted by $V$), where convergence is with respect to the $L^1$ norm, and where the VF is associated with the given family of OCPs. We next extend this convergence result by showing that, for any $\gamma \in \mathbb{R}$, the sequence $\{P_d\}_{d \in \mathbb{N}}$ yields a sequence of $\gamma$-sublevel sets, where the sequence of $\gamma$-sublevel sets converges to the $\gamma$-sublevel set of the value function, $V$, where convergence is with respect to the volume metric.

For sets $A, B \subset \mathbb{R}^n$, we denote the volume metric as $D_V(A, B)$, where $D_V(A, B) := \mu((A/B) \cup (B/A))$, (66) where we recall $\mu(A) := \int_{\mathbb{R}^n} \mathbb{I}_A(x) \, dx$ is the Lebesgue measure. Note that Lemma 4 (Appendix XI) shows that $D_V$ is a metric.

Proposition 6. Consider $\{c, g, f, \Omega, U, T\} \in \mathcal{M}_{\text{Poly}}$ and $w(x, t) = \delta(t - s)$ where $s \in [0, T]$ and $\delta$ is the Dirac delta function. Suppose $\Lambda \subset \Omega$ satisfies Eqn. (36). Then we have the following for all $\gamma \in \mathbb{R}$:

$$\lim_{d \to \infty} D_V \left( \{x \in \Lambda : V(x, s) \leq \gamma\}, \{x \in \Lambda : P_d(x, s) \leq \gamma\} \right) = 0,$$

where $V$ is any function satisfying Eqn. (10), and $P_d$ is any solution to Problem (61) for $d \in \mathbb{N}$.

Proof. To show Eqn. (67) we use Prop. 7, found in Appendix XI. Let us consider the family of functions, $\{P_d \in \mathcal{P}_d(\mathbb{R}^n \times \mathbb{R}, \mathbb{R}) : d \in \mathbb{N}\}$, where $P_d$ solves the optimization problem given in Eqn. (61) for $d \in \mathbb{N}$ and $w(x, t) = \delta(t - s)$.

From the definition of Problem (61), we have that $P_d$ satisfies the Inequalities in (16) and (17). Therefore, by Prop. 1, we have that $P_d(x, t) \leq V(x, t)$ for all $(x, t) \in \Omega \times [0, T]$, where $V$ is any function satisfying Eqn. (10). Since $\Lambda \subset \Omega$ satisfies Eqn. (36), and although the Dirac Delta function is not a member of $L^1(\Omega \times [0, T], \mathbb{R})$, a similar argument to Prop. 5 implies that

$$\lim_{d \to \infty} \int_{\Lambda} |V(x, s) - P_d(x, s)| \, dx \, dt$$

$$= \lim_{d \to \infty} \int_{\Lambda \times [0, T]} \delta(t - s)|V(x, t) - P_d(x, t)| \, dx \, dt = 0.$$
that $J$ is the true VF for some modified OCP. Before constructing this modified OCP, for any $F \in \text{LocLip}(\mathbb{R}^n \times \mathbb{R}, \mathbb{R})$, let us define

$$H_F(x, t, u) := \nabla_x F(x, t) + c(x, u, t) + \nabla_x F(x, t)^T f(x, u),$$

$$\tilde{H}_F(x, t) := \inf_{u \in U} H_F(x, t, u),$$

where $\nabla_x F$ and $\nabla_x F$ are weak derivatives, known to exist by Rademacher’s Theorem (Thm. 7).

Then, by construction, $J$ satisfies the following PDE

$$\nabla_t J(x, t) + \inf_{u \in U} \{ c(x, u, t) - \tilde{H}_F(x, t) + \nabla_x J(x, t)^T f(x, u) \} = 0$$

for all $(x, t) \in \mathbb{R}^n \times [0, T]$. (73)

Eqn. (73) implies that $J$ satisfies the HJB PDE associated with $\{\tilde{c}, \tilde{g}, f, \Omega, U, \mathcal{A} \}$, where $\tilde{c}(x, u, t) := c(x, u, t) - \tilde{H}_F(x, t)$ and $\tilde{g}(x) := J(x, t)$. Note that since $c \in \text{LocLip}(\Omega \times U \times [0, T], \mathbb{R})$, $f \in \text{LocLip}(\Omega \times U, \mathbb{R})$, and $\frac{\partial}{\partial t} J \in \text{LocLip}(\Omega \times [0, T], \mathbb{R})$ for all $i \in \{1, \ldots, n+1\}$ (since $J \in C^2(\mathbb{R}^n \times \mathbb{R}^n)$) it follows that $H_F \in \text{LocLip}(\Omega \times U \times [0, T], \mathbb{R})$. By Lemma 7 we then deduce $\tilde{H}_F \in \text{LocLip}(\Omega \times [0, T], \mathbb{R})$ and thus $\{\tilde{c}, \tilde{g}, f, \Omega, U, \mathcal{A} \} \in \mathcal{M}_\text{Lip}$.

Since $\tilde{H}_F$ is independent of $u \in U$, we have that

$$\arg \inf_{u \in U} \{ \tilde{c}(x, u, t) + \nabla_x J(x, t)^T f(x, u) \}$$

$$= \arg \inf_{u \in U} \{ c(x, u, t) + \nabla_x J(x, t)^T f(x, u) \},$$

and therefore we are able to deduce by Theorem 2 that $u^*_J$, given in Eqn. (71) solves the modified OCP associated with $\{\tilde{c}, \tilde{g}, f, \Omega, U, \mathcal{A} \}$ with initial condition $x_0 \in \mathbb{R}^n$. Thus for all $u \in \mathcal{W}_{\Omega, U, \mathcal{F}}(x_0, 0)$ we have that

$$\int_0^T \tilde{c}(\phi(x_0, s, u), u, s)ds + \tilde{g}(\phi(x_0, T, u)) \leq \int_0^T \tilde{c}(\phi(x_0, s, u), u, s)ds + \tilde{g}(\phi(x_0, T, u)).$$

By substituting $\tilde{c}(x, u, t) = c(x, u, t) - \tilde{H}_F(x, t)$ and $\tilde{g}(x) = J(x, t)$ into Inequality (74) and noting that $V^*(x, T) = g(x)$, we have the following for all $u \in \mathcal{W}_{\Omega, U, \mathcal{F}}(x_0, 0)$:

$$\int_0^T \tilde{c}(\phi(x_0, s, u), u, s)ds + \tilde{g}(\phi(x_0, T, u))$$

$$- \int_0^T \tilde{c}(\phi(x_0, s, u), u, s)ds - \tilde{g}(\phi(x_0, T, u)) \leq \int_0^T \tilde{H}_F(\phi(x_0, s, u), s) - \tilde{H}_F(\phi(x_0, s, u), s)ds$$

$$+ V^*(\phi(x_0, T, u), T) - J(\phi(x_0, T, u), T)$$

$$+ J(\phi(x_0, T, u), T) - V^*(\phi(x_0, T, u), T)$$

$$< T \sup_{s \in [0, T]} \{ \tilde{H}_F(\phi(x_0, s, u), s) - \tilde{H}_F(\phi(x_0, s, u), s) \}$$

$$+ 2 \sup_{y \in \Omega} \{ V^*(y, T) - J(y, T) \}.$$ (75)

The second and third inequalities of Eqn. (75) follow because $\phi(x_0, t, u) \in \Omega$ for all $(x, t, u) \in [0, T] \times \mathcal{W}_{\Omega, U, \mathcal{F}}(x_0, 0)$ (since it is assumed $F \in \text{LocLip}(\mathbb{R}^n \times \mathbb{R}^n, \mathcal{A})$), and because $\sup_{\Omega} \{ V^*(y, T) - J(y, T) \} = \sup_{\Omega} \{ V^*(y, T) - J(y, T) \}$. (76)

We now split the remainder of the proof into three parts. In Part 1, we derive an upper bound for $\sup_{(x, u) \in \Omega \times [0, T]} \{ \tilde{H}_F(y, s) \}$. In Part 2, we find a lower bound for $\inf_{(x, u) \in \Omega \times [0, T]} \{ \tilde{H}_F(y, s) \}$. In Part 3 we use these two bounds, combined with Inequality (75) to verify Eqn. (69) and complete the proof.

Before proceeding with Parts 1 to 3 we introduce some notation for the set of points where the VF is differentiable,

$$S_{V^*} := \{ (x, t) \in \Omega \times [0, T] : V^* \text{ is differentiable at } (x, t) \}.$$

Lemma 1 shows that $V^* \in \text{Lip}(\Omega \times [0, T], \mathbb{R}) \subset \text{LocLip}(\mathbb{R}^n \times \mathbb{R}^n)$ and Rademacher’s Theorem (Thm. 7) states that Lipschitz functions are differentiable almost everywhere. It follows, therefore, that $\mu((\Omega \times [0, T]) / S_{V^*}) = 0$, where $\mu$ is the Lebesgue measure.

**Part 1 of Proof:** For each $(y, s) \in S_{V^*}$, let us consider some family of points $k^*_{y,s} \in U$ such that

$$k^*_{y,s} \in \arg \inf_{u \in U} \{ c(y, u, s) + \nabla_x V^*(y, s)^T f(y, u) \}.$$

Note, $k^*_{y,s}$ exists for each fixed $(y, s) \in S_{V^*}$ by the extreme value theorem since $U \subset \mathbb{R}^n$ is compact, $c, f$ are continuous, and $\nabla_x V^*$ is independent of $u \in U$ and bounded by Rademacher’s Theorem (Thm. 7).

Now for all $(y, s) \in S_{V^*}$ it follows that

$$\tilde{H}_F(y, s) = \inf_{u \in U} H_F(y, s, u) \leq H_F(y, s, k^*_{y,s}).$$

Moreover, since $V^*$ is the viscosity solution to the HJB PDE by Theorem 1, we have that

$$H_{V^*}(y, k^*_{y,s}, s) = 0 \quad \text{for all } (y, s) \in S_{V^*}.$$ (77)

Combing Eqns. (76) and (77) it follows that

$$\tilde{H}_F(y, s) \leq H_F(y, s, k^*_{y,s}) - H_{V^*}(y, k^*_{y,s})$$

$$= \nabla_x f(y, s) - \nabla_x V^*(y, s) + \nabla_x V^*(y, s)^T f(y, k^*_{y,s})$$

$$\leq \| \nabla_x V^*(y, s) \| + \max_{1 \leq i \leq n} \left| \sum_{i} \frac{\partial}{\partial s_i} (J(y, s) - V^*(y, s)) \right|$$

for all $(y, s) \in S_{V^*}$. As Eqn. (78) is satisfied for all $(y, s) \in S_{V^*}$ and $\mu((\Omega \times [0, T]) / S_{V^*}) = 0$ it follows Eqn. (78) holds almost everywhere. Therefore

$$\max_{(y, s) \in \Omega \times [0, T]} \{ \tilde{H}_F(y, s) \} \leq \max \left\{ 1, \max_{x \in \Omega} \sup_{(x, s) \in \Omega \times [0, T]} \| J - V^* \|_{W^{1,\infty}(\Omega \times [0, T])} \right\}.$$ (79)

**Part 2 of Proof:** If $k^*_y$ satisfies Eqn. (72), then

$$\tilde{H}_F(y, s) = \inf_{u \in U} H_F(y, s, u) = H_F(y, s, k^*_y) \text{ for all } (y, s) \in S_{V^*}.$$ (80)

Moreover, since $V^*$ is a viscosity solution to the HJB PDE (12), we have by Theorem 1 that

$$H_{V^*}(y, s, k^*_y, s) \geq \inf_{u \in U} H_{V^*}(y, s, u, s) = 0 \text{ for all } (y, s) \in S_{V^*}.$$ (81)
Combining Eqn’s (80) and (81) it follows that
\[ \begin{align*}
\bar{H}_f(y,s) & \geq H_f(y,s) - H_{V^*}(y,s) \\
& = \nabla_y J(y,s) - \nabla_y V^*(y,s) + (\nabla_y J(y,s) - \nabla_y V^*(y,s))^T f(y,k_f(y,s)) \\
& \geq -|\nabla_y J(y,s) - \nabla_y V^*(y,s)| \\
& - \max_{1 \leq i \leq n} |f_i(y,k_f(y,s))| \sum_{i=1}^n \left| \frac{\partial}{\partial x_i} J(y,s) - V^*(y,s) \right| \\
& \quad \text{for all (y,s) } \in S_{\mathcal{V}}. \end{align*} \]

for all (y,s) \in S_{\mathcal{V}}. Therefore, since \( \mu((\Omega \times [0,T])/S_{\mathcal{V}}) = 0 \), we have that Inequality (82) holds almost everywhere. Thus
\[ \begin{align*}
\text{essinf}_{(y,s) \in \Omega \times [0,T]} \bar{H}_f(y,s) & \\
& \geq -\max_{1 \leq i \leq n} \left( \max_{(y,s) \in \Omega \times U} |f_i(x,u)| \right) \left\| V^* - J \right\|_{W^{1,\infty}(\Omega \times [0,T])}. \end{align*} \]

**Part 3 of Proof:**
Combining Inequalities (75), (79) and (83) it follows that
\[ \begin{align*}
\int_0^T c(\phi_f(x_0,s,u),u(s),s)ds + g(\phi_f(x_0,T,u_j)) \\
& - \int_0^T c(\phi_f(x_0,s,u),u(s),s)ds - g(\phi_f(x_0,T,u_j)) \\
& \leq C||V^* - J||_{W^{1,\infty}} \quad \text{for all } u \in \mathcal{U}_{\Omega,T}(x_0,0),
\end{align*} \]
where \( C := 2\max \left\{ 1, T \max_{1 \leq i \leq n} \sup_{(x,t) \in \Omega \times U} |f_i(x,u)| \right\} \).

Now as Inequality (84) holds for all \( u \in \mathcal{U}_{\Omega,T}(x_0,0) \) we can take the infimum and deduce Inequality (69). \( \square \)

**IX. Numerical Examples: Using Our SOS Algorithm To Approximate VFs**

In this section we use the SOS programming problem as defined in Eqn. (61) to numerically approximate the VFs associated with several different OCPs. We first approximate a known VF. Then, in Subsection IX-A, we approximate an unknown VF and use this approximation to construct a controller and analyze its performance. Then, in Subsection IX-B, we approximate another unknown VF for reachable set estimation.

**Example 1.** Let us consider the tuple \( \{c, g, f, \Omega, U, T\} \in \mathcal{M}_{\text{poly}} \), where \( c(x,u,t) \equiv 0 \), \( g(x) = x \), \( f(x,u) = xu \), \( \Omega = (-R,R) = \{ x \in \mathbb{R} : x^2 < R^2 \} \), \( U = (-1,1) = \{ u \in \mathbb{R} : u^2 < 1 \} \), and \( T = 1 \). It was shown in [1] that the VF associated with \( \{c, g, f, \mathbb{R}^n, U, T\} \) can be analytically found as
\[ V^*(x,t) = \begin{cases} 
\text{exp}(t-1)x & \text{if } x > 0, \\
\text{exp}(1-t)x & \text{if } x < 0, \\
0 & \text{if } x = 0.
\end{cases} \]

We note that \( V^* \) is not differentiable at \( x = 0 \). However, \( V^* \) satisfies the HJB PDE away from \( x = 0 \). This problem shows that the VF can be non-smooth even for simple OCPs with polynomial vector field and cost functions.

In Fig. 1 we have plotted the function \( F(d) := ||V^* - V_d||_{L^1(\Omega,\mathbb{R})} \) where \( V^* \) is given in Eqn. (85) and \( V_d \) is the solution to the SOS Optimization Problem (61) for \( d = 4 \) to 20, where \( \Lambda = [-0.5,0.5] \), \( w(x,t) \equiv 1 \), \( h_G(x) = 2.4^2 - x^2 \) and \( h_{O}(u) = 1 - u^2 \). All solutions, \( V_d \), of Problem (61) were sub-value functions as expected. Moreover, the figure shows by increasing the degree \( d \in \mathbb{N} \) the resulting sub-VF, \( V_d \), better approximates \( V^* \); where the \( L^1 \) error appears to decay at a faster rate than \( 1/d^{0.63} \).

**A. Using SOS Programming To Construct Polynomial Sub-Value Functions For Controller Construction**

Given an OCP, in Theorem 4 we showed that the performance of a controller constructed from a candidate VF is bounded by the \( W^{1,\infty} \) norm between the true VF of the OCP and the candidate VF. We next demonstrate through numerical examples that the performance of a controller constructed from a typical solutions to the SOS Problem (61) is significantly higher than that predicted by this bound.

Consider tuple \( \{c, g, f, \mathbb{R}^n, U, T\} \in \mathcal{M}_{\text{poly}} \), where the cost function is of the form \( c(x,u,t) = c_i(x,t)u_i \). The dynamics are of the form \( \dot{f}(x,u) = f_0(x) + \sum_{i=1}^n f_i(x,u_i) \), and the input constraints are of the form \( U = [a_1,b_1] \times \cdots \times [a_m,b_m] \). Since any rectangular set can be represented as \( U = [-1,1]^m \) using the substitution \( \bar{u}_i = \frac{2u_i - b_i - a_i}{b_i - a_i} \) for \( i \in \{1,\ldots,m\} \), without loss of generality we assume \( U = [-1,1]^m \). Now, given an OCP associated with \( \{c, g, f, \mathbb{R}^n, U, T\} \in \mathcal{M}_{\text{poly}} \), suppose \( V \in C^1(\mathbb{R}^n \times \mathbb{R}, \mathbb{R}) \) solves the HJB PDE (12), then by Theorem 2 a solution to the OCP initialized at \( x_0 \in \mathbb{R}^n \) can be found as
\[ u^*(t) := k(\phi_f(x_0,t,u^*),t), \]
where
\[ k(x,t) \in \arg \inf_{u \in [-1,1]^m} \left\{ \sum_{i=1}^m c_i(x,t)u_i + \nabla_4 V(x,t)^T f_i(x,u_i) \right\}. \]

Since the objective function in Eqn. (87) is linear in the decision variables \( u \in \mathbb{R}^m \), and since the constraints have the form \( u_i \in [-1,1] \), it follows that Eqs. (86) and (87) can be reformulated as
\[ u^*(t) := k(\phi_f(x_0,t,u^*),t), \]
where
\[ k(x,t) := -\text{sign}(c_i(x,t) + V(x,t)^T f_i(x,u_i)). \]

In the following numerical examples we approximately solve OCPs by constructing a controller from the solution \( P \) to the SOS Problem (61). We construct such controllers by replacing...
with $P$ in Eqns. (86) and (87). We will consider OCPs with no state constraints and initial conditions inside some set $\Lambda \subseteq \mathbb{R}^n$. We select $\Omega = B(0,R)$ with $R > 0$ sufficiently large so Eqn. (36) is satisfied. That is, no matter what control we use, the solution map starting from any $x_0 \in \Lambda$ will not be able to leave the state constraint set $\Omega$. In this case the solution to the state constrained problem, $\{c,g,f,\Omega,U,T\}$, is equivalent to the solution of the state unconstrained problem, $\{c,g,f,\mathbb{R}^n,U,T\}$.

**Example 2.** Let us consider the following OCP from [29]:

$$\min_u \int_0^5 x_1(t)dt \quad (90)$$

subject to: $$\begin{bmatrix} x_1(t) \\ x_2(t) \end{bmatrix} = \begin{bmatrix} u(t) \end{bmatrix}, \quad u(t) \in [-1,1] \text{ for all } t \in [0,5].$$

We associate this problem with the tuple $\{c,g,f,\Omega,U,T\} \in \mathcal{A}_{\text{poly}}$ where $c(x,t) = x_1$, $g(x) = 0$, $f(x,u) = [x_2,u]^T$, $U = [-1,1]$, and $T = 5$. By solving the SOS Optimization Problem (61) for $d = 3$, $\Lambda = [-0.6,0.6] \times [-1,1]$, $w(x,t) \equiv 1$, $h_u(x) = 10^2 - x_1^2 - x_2^2$ and $h_u(u) = 1 - u^2$, it is possible to obtain a polynomial sub-value function $P$ with $P$ in Eqns. (88) and (89) it is then possible to construct a controller, $k_P$, that yields a candidate solution to the OCP as $\tilde{u}(t) = k_P(x(t),t)$.

Matlab’s function, `ode45`, can be used to approximately solve the ODE $\dot{x}(t) = f(x(t),u(t))$ for each given $u$. We denote the solution map (Defn. 4) of this ODE by $\Phi$. For initial condition $x_0 \in [0,1]^T$ the set $\{\Phi(x_0,t,\tilde{u}) \in \mathbb{R}^2 : t \in [0,T]\}$ is shown in the phase plot in Figure 2. We approximate the objective function of Problem (90) evaluated at $u$ (ie the cost associated with $u$) using the Riemann sum:

$$\int_0^T c(\Phi(x_0,t,u),t)dt \approx \sum_{i=1}^{N-1} c(\Phi(x_0,t_i,u),t_i)\Delta t_i,$$  

where $0 = t_0 < \ldots < t_N = T$ and $\Delta t_i = t_{i+1} - t_i$ for all $i \in \{1,\ldots,N-1\}$. For $N = 10^8$ Eqn. (91) was used to find the cost associated with a fixed input, $u(t) \equiv 1$, as $354.17$, whereas the cost of using $u(t) \equiv -1$ was found to be $41.67$. The cost of using our derived input $\tilde{u}$ was found to be $0.2721$, an improvement when compared to the cost $0.2771$ found in [29].

**Example 3.** Consider an OCP found in [29] and [30] which has the same dynamics as Eqn. (90) but a different cost function. The associated tuple is $\{c,g,f,\Omega,U,T\} \in \mathcal{A}_{\text{poly}}$ where $c(x,t) = x_1^2 + x_2^2$, $g(x) \equiv 0$, $f(x,u) = [x_2,u]^T$, $U = [-1,1]$, and $T = 5$. By solving the SOS Optimization Problem (61) for $d = 4$, $\Lambda = [-0.5,1.1] \times [-1,1,5]$, $w(x,t) \equiv 1$, $h_u(x) = 10^2 - x_1^2 - x_2^2$ and $h_u(u) = 1 - u^2$, we obtain the polynomial sub-VF $P$. Similarly to Example 2 we construct a controller from the polynomial sub-VF $P$ using Eqn.’s (88) and (89). Using Eqn. (91), the fixed input $u(t) \equiv +1$ was found to have cost $446.03$. The fixed input $u(t) \equiv -1$ cost was found to be $67.48$. The controller derived from $P$ was found to have cost $0.7255$, an improvement compared to a cost of $0.75041$ found in [30] and $0.8285$ found in [29].

\[\text{Figure 2. The phase plot of Example 2 found by constructing the controller given in Eqn. (86) using the solution to the SOS Problem (61).}\]

\[\text{B. Using SOS Programming to Construct Polynomial Sub-Value Functions For Reachable Sets Estimation}\]

Appendix XII shows the sublevel sets of VFs characterize reachable sets. We now numerically solve the SOS programming problem in Eqn. (61) obtaining an approximate VF that can be used to estimate the reachable set of the Lorenz system. The problem of estimating the Lorenz attractor has previously been studied in [31], [15], [32], [33], [34].

**Example 4.** Let us consider the Lorenz system defined by the three dimensional second order nonlinear ODE:

$$\begin{align*}
\dot{x}_1(t) &= \sigma(x_2(t) - x_1(t)), \\
\dot{x}_2(t) &= x_1(t)(\rho - x_3(t)) - x_2(t), \\
\dot{x}_3(t) &= x_1(t)x_2(t) - \beta x_3(t),
\end{align*}$$

where $\sigma = 10$, $\beta = 8/3$, $\rho = 28$. We make a coordinate change so the Lorenz attractor is located in a unit box by defining

$$\begin{align*}
\hat{x}_1 := 50x_1, & & \hat{x}_2 := 50x_2, & & \hat{x}_3 := 50x_3 + 25.
\end{align*}$$

The ODE (92) can then be written in the form $\dot{x}(t) = \hat{f}(x(t),u(t))$ using $\hat{f}(x) = [50\sigma(x_2 - x_1),50\rho(x_1(\rho - 50x_3 - 50(25)) - 50x_2,50^2x_1x_2 - 50\beta x_3 - 25\beta]^T.$ Note, as $\hat{f}$ is independent of any input $u \in U$ without loss of generality we will set $U = \emptyset$. The problem of estimating the Lorenz attractor is then equivalent to the problem of estimating $FR_f(\mathbb{R}^n,\mathbb{R}^n,U,\{\infty\})$. In this section we estimate $FR_f(\mathbb{R}^n,\mathbb{R}^n,U,\{\infty\})$ by estimating $FR_f(x_0,\Lambda,U,\{T\})$ for some $T < \infty$, $\Lambda \subset \mathbb{R}^3$, $x_0 := \{x \in \mathbb{R}^3 : g(x) < 0\}$, and $g \in \mathcal{P}(\mathbb{R}^n,\mathbb{R})$.

Figure 3 shows the set $\{x \in \mathbb{R}^3 : P(x,0) < 0\}$ where $P$ is the solution to the SOS Optimization Problem (61) for $d = 4$, $T = 0.5$, $f = -f$, $h_U \equiv 0$, $h_\Omega(x) = 1 - x_1^2 - x_2^2 - x_3^2$, \begin{align*}
c &\equiv 0, & g(x) = (x_1 + 0.6)^2 + (x_2 - 0.6)^2 + (x_3 - 0.2)^2 - 0.1^2, & \Lambda = [-0.4,0.4] \times [-0.5,0.5] \times [-0.4,0.6], & w(x,t) = \delta(t)
\end{align*}
where $\delta$ is the Dirac delta function. Prop. 1 shows $P$ is a sub-VF. Then Cor. 1 shows $BR_f(x_0,\Lambda,U,\{T\}) \subseteq \{x \in \mathbb{R}^3 : P(x,0) < 0\}$ and hence $FR_f(x_0,\Lambda,U,\{T\}) = BR_f(x_0,\Lambda,U,\{T\}) \subseteq \{x \in \mathbb{R}^3 : P(x,0) < 0\}$ by Lem. 6. Thus the 0-sublevel set of $P$ contains the forward reachable set. Moreover, Figure 3 provides numerical evidence that the 0-sublevel set of $P$ approximates the Lorenz attractor accurately.
functions, can be applied independently of our proposed SOS algorithm for value function approximation, and therefore is maybe of broader interest.
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XI. Appendix A: Sublevel Set Approximation

In this appendix we show that the volume metric ($D_V$ in Eqn. (66)) is indeed a metric. Moreover, in Prop. 7 we show that if $\lim_{d \to \infty} ||J_d - V||_1 = 0$ then for any $\gamma \in \mathbb{R}$ we have $\lim_{d \to \infty} D_V(\{x \in A : V(x) \leq \gamma\}, \{x \in A : J_d(x) \leq \gamma\}) = 0$. The sublevel approximation results presented in this appendix are required in the proof of Prop. 6.

Definition 12. $D : X \times X \to \mathbb{R}$ is a metric if the following is satisfied for all $x, y \in X$,

- $D(x,y) \geq 0$,
- $D(x,y) = D(y,x)$,
- $D(x,y) = 0$ iff $x = y$,
- $D(x,z) \leq D(x,y) + D(y,z)$.

Lemma 4 ([31]). Consider the quotient space,

$X := \mathcal{B} \ (\mod \{X \subset \mathbb{R}^n : \mu(X) = 0\})$,

recalling $\mathcal{B} := \{B \subset \mathbb{R}^n : \mu(B) < \infty\}$ is the set of all bounded sets. Then $D_V : X \times X \to \mathbb{R}$, defined in Eqn. (66), is a metric.

Lemma 5 ([31]). If $A, B \in \mathcal{B}$ and $B \subseteq A$ then

$D_V(A) = \mu(A/B) = \mu(A) - \mu(B)$.

Inspired by an argument used in [35] we now show if two functions are close in the $L^1$ norm then it follows their sublevel sets are close with respect to the volume metric.

Proposition 7. Consider a set $A \in \mathcal{B}$, a function $V \in L^1(\Lambda, \mathbb{R})$, and a family of functions \{$J_d \in L^1(\Lambda, \mathbb{R}) : d \in \mathbb{N}$\} that satisfies the following properties:

1) For any $d \in \mathbb{N}$ we have $J_d(x) \leq V(x)$ for all $x \in A$.
2) $\lim_{d \to \infty} ||V - J_d||_{L^1(\Lambda, \mathbb{R})} = 0$.

Then for all $\gamma \in \mathbb{R}$

$$\lim_{d \to \infty} D_V(\{x \in A : V(x) \leq \gamma\}, \{x \in A : J_d(x) \leq \gamma\}) = 0. \quad (94)$$

Proof. To prove Eqn. (94) we show for all $\varepsilon > 0$ there exists $N \in \mathbb{N}$ such that for all $d \geq N$

$$D_V(\{x \in A : V(x) \leq \gamma\}, \{x \in A : J_d(x) \leq \gamma\}) < \varepsilon. \quad (95)$$

In order to do this we first denote the following family of sets for each $n \in \mathbb{N}$

$$A_n := \left\{ x \in A : V(x) \leq \gamma + \frac{1}{n} \right\}.$$ 

Since $J_d(x) \leq V(x)$ for all $x \in A$ and $d \in \mathbb{N}$ we have

$$\left\{ x \in A : V(x) \leq \gamma \right\} \subseteq \left\{ x \in A : J_d(x) \leq \gamma \right\} \text{ for all } d \in \mathbb{N}. \quad (96)$$
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Moreover, since \( \{ x \in \Lambda : V(x) \leq \gamma \} \subseteq \Lambda \), \( \{ x \in \Lambda : J_d(x) \leq \gamma \} \subseteq \Lambda \) and \( \Lambda \in \mathcal{B} \) it follows \( \{ x \in \Lambda : V(x) \leq \gamma \} \subseteq \mathcal{B} \) and \( \{ x \in \Lambda : J_d(x) \leq \gamma \} \subseteq \mathcal{B} \).

Now for \( d \in \mathbb{N} \)

\[
D_V \left( \{ x \in \Lambda : V(x) \leq \gamma \}, \{ x \in \Lambda : J_d(x) \leq \gamma \} \right) = \mu(\{ x \in \Lambda : J_d(x) \leq \gamma \}) - \mu(\{ x \in \Lambda : V(x) \leq \gamma \}) \leq \mu(\{ x \in \Lambda : J_d(x) \leq \gamma \}) \leq \mu(\{ x \in \Lambda : V(x) \leq \gamma \})
\]

The first inequality follows by Lemma 5 (since the sublevel sets of \( V \) and \( J_d \) are bounded and satisfy Eqn. (96)). The third inequality follows as \( A_n \cap \{ x \in \Lambda : J_d(x) \leq \gamma \} \subseteq A_n \) which implies \( \mu(A_n \cap \{ x \in \Lambda : J_d(x) \leq \gamma \}) \leq \mu(A_n) \). The third equality follows using Lemma 5 and since \( A_n \cap \{ x \in \Lambda : J_d(x) \leq \gamma \} \subseteq \{ x \in \Lambda : J_d(x) \leq \gamma \} \) and \( \{ x \in \Lambda : V(x) \leq \gamma \} \subseteq A_n \).

To show that Eqn. (95) holds for any \( \varepsilon > 0 \) we will split the remainder of the proof into two parts. In Part 1 we show that there exists \( N_1 \in \mathbb{N} \) such that \( \mu(A_n/\{ x \in \Lambda : V(x) \leq \gamma \}) < \frac{\varepsilon}{2} \) for all \( n \geq N_1 \).

In Part 2 we show that for any \( n \in \mathbb{N} \) there exists \( N_2 \in \mathbb{N} \) such that \( \mu(\{ x \in \Lambda : J_d(x) \leq \gamma \}) < \frac{\varepsilon}{2} \) for all \( d \geq N_2 \).

**Part 1 of proof:** In this part of the proof we show that there exists \( N_1 \in \mathbb{N} \) such that \( \mu(A_n/\{ x \in \Lambda : V(x) \leq \gamma \}) < \frac{\varepsilon}{2} \) for all \( n \geq N_1 \).

Since \( \cap_{n=1}^\infty A_n = \{ x \in \Lambda : V(x) \leq \gamma \} \) and \( A_n+1 \subseteq A_n \) for all \( n \in \mathbb{N} \) we have that \( \mu(\{ x \in \Lambda : V(x) \leq \gamma \}) = \mu(\cap_{n=1}^\infty A_n) = \lim_{n \to \infty} \mu(A_n) \) (using the "continuity from above" property of measures). Thus there exists \( N_1 \in \mathbb{N} \) such that

\[
|\mu(A_n) - \mu(\{ x \in \Lambda : V(x) \leq \gamma \})| \leq \frac{\varepsilon}{2} \text{ for all } n > N_1.
\]

Therefore it follows

\[
\mu(A_n/\{ x \in \Lambda : V(x) \leq \gamma \}) = \mu(A_n) - \mu(\{ x \in \Lambda : V(x) \leq \gamma \}) < \frac{\varepsilon}{2} \text{ for all } n > N_1.
\]

**Part 2 of proof:** For fixed \( n > N_1 \) we now show there exists \( N_2 \in \mathbb{N} \) such that \( \mu(\{ x \in \Lambda : J_d(x) \leq \gamma \}) < \frac{\varepsilon}{2} \) for all \( d \geq N_2 \).

Now

\[
\{ x \in \Lambda : J_d(x) \leq \gamma \} = \{ x \in \Lambda : n|J_d(x) - V(x)| \geq \frac{\gamma}{n} \}
\]

The set containment in Eqn. (98) follows since if \( y \in \{ x \in \Lambda : J_d(x) \leq \gamma \} \) then \( y \in \Lambda \), \( J_d(y) \leq \gamma \) and \( y \notin A_n \). Since \( y \notin A_n \) we have \( V(y) > \gamma + \frac{1}{n} \). Thus

\[
|n|J_d(y) - V(y)| \geq n(V(y) - J_d(y)) \geq n\left( \gamma + \frac{1}{n} - \gamma \right) = 1,
\]

which implies \( y \in \{ x \in \Lambda : n|J_d(x) - V(x)| \geq 1 \} \).

Since \( \lim_{d \to \infty} \int A|V(x) - J_d(x)|dx = 0 \) there exists \( N_2 \in \mathbb{N} \) such that

\[
\int_{\Lambda} |V(x) - J_d(x)|dx < \frac{\varepsilon}{2n} \text{ for all } d \geq N_2.
\]

Therefore,

\[
\mu(\{ x \in \Lambda : J_d(x) \leq \gamma \}) \leq \mu(\{ x \in \Lambda : n|J_d(x) - V(x)| \geq 1 \}) \leq \int_{\Lambda} n|J_d(x) - V(x)|dx < \frac{\varepsilon}{2} \text{ for } d \geq N_2.
\]

The first inequality in Eqn. (100) follows by Eqn. (98). The second inequality follows by Chebyshev's inequality (Lemma 8). The third inequality follows by Eqn. (99).

Prop. 7 shows if a sequence of functions \( \{ J_d \}_{d \in \mathbb{N}} \) converges from below to some function \( V \) with respect to the \( L^1 \) norm then the sequence sublevel sets \( \{ x \in \Lambda : J_d(x) \leq \gamma \} \) converge to \( \{ x \in \Lambda : V(x) \leq \gamma \} \) with respect to the volume metric. However, this does not imply the sequence of "strict" sublevel sets \( \{ x \in \Lambda : J_d(x) < \gamma \} \) converge to \( \{ x \in \Lambda : V(x) < \gamma \} \) (even if \( \{ J_d \}_{d \in \mathbb{N}} \) converges from below to \( V \) with respect to the \( L^\infty \) norm). To see this we next consider a counterexample where \( \{ J_d \}_{d \in \mathbb{N}} \) is a family of functions that can uniformly approximate some given \( V \in Lip(\Lambda, \mathbb{R}) \) but \( \{ x \in \Lambda : J_d(x) < \gamma \} \) does not converge to \( \{ x \in \Lambda : V(x) < \gamma \} \).

**Counterexample 1.** We show there exists \( \gamma \in \mathbb{R}, \Lambda \subseteq \mathbb{R}, V \in Lip(\Lambda, \mathbb{R}) \) and \( \{ J_d \}_{d \in \mathbb{N}} \subseteq Lip(\Lambda, \mathbb{R}) \) such that \( J_d(x) \leq V(x) \) for all \( x \in \Lambda \) and \( \lim_{d \to \infty} \int_{\Lambda} |V(x) - J_d(x)|dx = 0 \) but

\[
\lim_{d \to \infty} D_V \left( \{ x \in \Lambda : V(x) < \gamma \}, \{ x \in \Lambda : J_d(x) < \gamma \} \right) \neq 0
\]

**Let**

\[
\Lambda = (0, 1), \quad V(x) = \begin{cases} 0 & \text{if } x \in (0, 0.25] \\ 2(x - 0.25) & \text{if } x \in (0.25, 0.75), \\ 1 & \text{if } x \in [0.75, 1) \end{cases}
\]

Now for all \( d \in \mathbb{N} \) it is clear that we have \( J_d(x) \leq V(x) \) and \( V(x) - J_d(x) < \frac{1}{d} \) for all \( x \in \Lambda \). This implies

\[
\lim_{d \to \infty} \int_{\Lambda} |V(x) - J_d(x)|dx \leq \lim_{d \to \infty} \sup_{x \in \Lambda} (V(x) - J_d(x)) \leq \lim_{d \to \infty} \frac{1}{d} = 0.
\]

However \( \{ x \in \Lambda : V(x) < \gamma \} = (0, 0.75) \) and for all \( d \in \mathbb{N} \)

\[
\{ x \in \Lambda : J_d(x) < \gamma \} = (0, 1).
\]

Therefore

\[
D_V \left( \{ x \in \Lambda : V(x) < \gamma \}, \{ x \in \Lambda : J_d(x) < \gamma \} \right) = D_V((0, 0.75), (0, 1)) = 0.25 \neq 0.
\]

**XII. Appendix B: Value Functions Characterize Reachable Sets**

In this appendix we present several reachable set results required in our numerical approximation of the Lorenz attractor (Example 4). Similarly to forward reachable sets (Defn. 10) we now define backward reachable sets.

**Definition 13.** For \( X_0 \subseteq \mathbb{R}^n, \Omega \subseteq \mathbb{R}^n, U \subseteq \mathbb{R}^m, f : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}^n \) and \( S \subseteq \mathbb{R}^7, \) let
Theorem 5 (VF-characterize backward reachable sets [14]). Given \( \{0,g,f,\Omega,U,T\} \in \mathcal{M}_{\text{Lip}} \) define \( X_0 := \{x \in \mathbb{R}^n : g(x) < 0\} \). Then

\[
BR_f(X_0,\Omega,U,T) := \left\{ y \in \mathbb{R}^n : \text{there exists } x \in X_0, T \in S, \text{ and } u \in \mathcal{U}_{\Omega,f,T}(y,0) \text{ such that } \phi_f(y,T,u) = x \right\},
\]

where \( V^* \) is an open set.

Corollary 1 (Sub-VFs contain reachable sets). Given \( \{0,g,f,\Omega,U,T\} \in \mathcal{M}_{\text{Lip}} \) and suppose \( V_f : \mathbb{R}^n \times \mathbb{R} \rightarrow \mathbb{R} \) is a sub-VF (Defn. 7), then

\[
BR_f(X_0,\Omega,U,T) \subseteq \left\{ x \in \Omega : V_f(x,0) < 0 \right\},
\]

where \( X_0 := \{x \in \mathbb{R}^n : g(x) < 0\} \).

Lemma 6 (Equivalence of computation of backward and forward reachable sets [14]). Suppose \( X_0 \subseteq \mathbb{R}^n, \Omega \subseteq \mathbb{R}^n, U \subseteq \mathbb{R}^m, f : \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}^m \), and \( T \subseteq \mathbb{R}^+ \). Then

\[
FR_{-f}(X_0,\Omega,U,T) = BR_f(X_0,\Omega,U,T).
\]

Definition 14. Let \( \Omega \subseteq \mathbb{R}^n \). We say \( \{U_i\}_{i=1}^m \) is an open cover for \( \Omega \) if \( U_i \subseteq \mathbb{R}^n \) is an open set for each \( i \in \mathbb{N} \) and \( \Omega \subseteq \bigcup_{i=1}^m U_i \).

Theorem 9 (Existence of Partitions of Unity [40]). Let \( E \subseteq \mathbb{R}^n \) and let \( \{E_i\}_{i=1}^m \) be an open cover of \( E \). Then there exists a collection of \( C^\alpha(E,\mathbb{R}) \) functions, denoted by \( \{\psi_i\}_{i=1}^m \), with the following properties:

1) For all \( x \in E \) and \( i \in \mathbb{N} \) we have \( 0 \leq \psi_i(x) \leq 1 \).
2) For all \( x \in E \) there exists a compact set \( S \subseteq E \) containing \( x \) that is a sub-VF (Defn. 7), then

\[
BR_f(X_0,\Omega,U,T) \subseteq \left\{ x \in \Omega : V_f(x,0) < 0 \right\},
\]

where \( X_0 := \{x \in \mathbb{R}^n : g(x) < 0\} \).

Lemma 8 (Chebyshev’s Inequality). Let \( (X,\Sigma,\mu) \) be a measurable space and \( f \in L^1(X,\mathbb{R}) \). For any \( \varepsilon > 0 \) and \( 0 < p < \infty \),

\[
\mu\left(\{x \in X : |f(x)| > \varepsilon\}\right) \leq \frac{1}{\varepsilon^p} \int_X |f(x)|^p \mu \, dx.
\]

Lemma 9 (Equivalence of essential supremum and supremum [41]). Let \( E \subseteq \mathbb{R}^n \) be an open set and \( f \in C(E,\mathbb{R}) \). Then \( \text{ess sup}_{x \in E} |f(x)| = \sup_{x \in E} |f(x)| \).

XIII. Appendix C

In this appendix we present several miscellaneous results required in various places throughout the paper and not previously found in any of the other appendices.

Theorem 6 (Polynomial Approximation [36]). Let \( E \subseteq \mathbb{R}^n \) be an open set and \( f \in C^1(E,\mathbb{R}) \). For any compact set \( K \subseteq E \) and \( \varepsilon > 0 \) there exists \( g \in \mathcal{P}(\mathbb{R}^n,\mathbb{R}) \) such that

\[
\sup_{x \in K} |D^\alpha f(x) - D^\alpha g(x)| < \varepsilon \text{ for all } |\alpha| \leq 1.
\]

Theorem 7 (Rademacher’s Theorem [37] [23]). If \( \Omega \subseteq \mathbb{R}^n \) is an open subset and \( V \in \text{Lip}(\Omega,\mathbb{R}) \), then \( V \) is differentiable almost everywhere in \( \Omega \) with point-wise derivative corresponding to the weak derivative almost everywhere; that is the set of points in \( \Omega \) where \( V \) is not differentiable has Lebesgue measure zero. Moreover,

\[
\text{ess sup}_{x \in \Omega} \left| \frac{\partial}{\partial x_i} V(x) \right| \leq L_V \text{ for all } 1 \leq i \leq n,
\]

where \( L_V > 0 \) is the Lipschitz constant of \( V \) and \( \frac{\partial}{\partial x_i} V(x) \) is the weak derivative of \( V \).

Lemma 7 (Infimum of family of Lipschitz functions is Lipschitz [38]). Suppose \( \{h_\alpha\}_{\alpha \in I} \subseteq \text{LocLip}(\mathbb{R}^n,\mathbb{R}) \) is a family of locally Lipschitz continuous functions. Then \( h : \mathbb{R}^n \rightarrow \mathbb{R} \) defined as \( h(x) := \inf_{\alpha \in I} h_\alpha(x) \) is such that \( h \in \text{LocLip}(\mathbb{R}^n,\mathbb{R}) \) provided there exists \( x \in \mathbb{R}^n \) such that \( h(x) < \infty \).

Theorem 8 (Putinar’s Positivstellensatz [39]). Consider the semialgebraic set \( X = \{x \in \mathbb{R}^n : g_i(x) \geq 0 \text{ for } i = 1,...,k\} \). Further suppose \( \{x \in \mathbb{R}^n : g_i(x) \geq 0 \} \) is compact for some \( i \in \{1,...,k\} \). If the polynomial \( f : \mathbb{R}^n \rightarrow \mathbb{R} \) satisfies \( f(x) > 0 \) for all \( x \in X \), then there exists \( \text{SOS polynomials} \ \{s_i\}_{i \in \{0,...,m\}} \subseteq \sum_{\text{SOS}} \) such that

\[
f - \sum_{i=1}^m s_i g_i \in \sum_{\text{SOS}}.
\]