Effects of the Madden–Julian Oscillation on 2-m air temperature prediction over China during boreal winter in the S2S database
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Abstract
The reforecast of 11 models in the sub-seasonal to seasonal (S2S) prediction project has been analyzed to investigate the effects of the Madden–Julian Oscillation (MJO) on the prediction skill of winter 2-m air temperature (T2M) over China. Most of the S2S models have useful prediction skills (correlation skill ≥ 0.5) before pentads 3 and 4. ECMWF model can possess a good prediction skill for almost four pentads and perform the best among the 11 models. ECCC and ECMWF models have more reliable ensemble prediction and better ensemble strategies than the other models. All the models tend to have lower T2M prediction skill over the Tibetan Plateau than that over the other regions of China. Moreover, initial state and model resolution have important influences on S2S prediction skill. In most of the models at pentads 3 and 4, T2M prediction skill of forecast with MJO at initial time is significantly higher than that without over parts of China. However, the spatial distributions of the prediction skill differences due to MJO are not consistent among the 11 models. This indicates that there is an uncertainty of the effects of MJO on T2M prediction over China at pentads 3 and 4. Planetary-scale teleconnection pattern excited by MJO over the Northern Hemisphere is the possible reason for the effect of MJO on T2M prediction skill. Because most of the models can maintain this teleconnection pattern for 3–4 forecast pentads, MJO can affect the atmospheric circulation over China during this period, and improve the T2M prediction skill in the models. This finding suggests that the prediction of winter T2M over China initialized with MJO can be more skillful at pentads 3 and 4 than that without MJO in the initial conditions.
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1 Introduction
Skillful climatic forecasts on sub-seasonal time scales (10–90 days) can provide practical information for the decisions in government and business activities that are vulnerable to sub-seasonal climatic variability (Dutton et al. 2013; White et al. 2017). All the time, sub-seasonal prediction is a hard nut to crack in the climate forecast systems, including both statistical and dynamical ones (Hudson et al. 2011; Vitart et al. 2012; Zhang et al. 2013). During the past decade, many efforts have been made to narrow the gap between medium-range weather and seasonal forecasts, especially in dynamical forecasts (Vitart 2014).

Although there are efforts under way to make sub-seasonal to seasonal (S2S) forecast in operation, it is still on its early stage of development (White et al. 2017). S2S time scale is an awkward time range for dynamical forecast (Lau and Waliser 2012). Prediction time is too long that numerical model loses most of the memory of the initial conditions, which are the primary prediction source for medium-range weather forecast (2 weeks; Lorenz 1975). In addition, the atmosphere during S2S period has less time to sufficiently respond to the slow evolving aspects of climatic system (sea surface temperature, sea ice, and soil moisture etc.), which are the major dependents of seasonal to inter-annual
forecasts (von Neumann 1955). Recently, researchers found that the low-frequency processes in the climatic system are extremely valuable for S2S forecast (Fu et al. 2011; Zhang et al. 2014), and can provide useful information that strongly influences the lead time of S2S forecast (Waliser et al. 1999; Pegion and Sardeshmukh 2011).

The intra-seasonal oscillation in the atmosphere is one of the most important potential source of S2S predictability (Riddle et al. 2013; Hsu et al. 2015), especially the Madden–Julian Oscillation (MJO; Neena et al. 2014b). MJO can provide useful information for intra-seasonal forecast in tropics (Neena et al. 2014b; Zhu et al. 2015; Tippett et al. 2015). For example, the prediction skill of the MJO itself relates to the initial condition of MJO in both statistical and dynamical models (Jiang et al. 2008; Nasuno et al. 2013; Wu et al. 2016). When forecasts are initialized with active (inactive) MJO, models generally exhibit high (low) prediction skills (Kang and Kim 2010; Kang et al. 2014; Kim et al. 2014; Cavanaugh et al. 2015; Xiang et al. 2015). In addition, MJO also affects sub-seasonal prediction skill over extratropics. For example, Johnson et al. (2014) found that MJO contributes to the improvement of the forecast skill of the North American 2-m air temperature (T2M) during winter in the forecast of weeks 3 and 4. The forecast of 500-hPa geopotential height (H500) in extratropics is more skillful during MJO events than that during null MJO events (Jones et al. 2015). The linkage between MJO and the prediction skill of extratropical sub-seasonal climate is mainly due to the influence of MJO on extratropical climate through the teleconnection pattern triggered by the tropical convection associated with MJO (Cassou 2008; Lin and Brunet 2009; Zhou et al. 2011, 2016; Lee et al. 2011; Yoo et al. 2012; Garfinkel et al. 2014). Therefore, it is interesting to understand the relationship between MJO and the forecast skill of extratropical sub-seasonal climate in various numerical models to improve S2S prediction.

Among various projects that try to improve numerical weather and climate forecasts (e.g., Bougeault et al. 2010; Kirtman et al. 2014), the S2S project provides opportunities for the understanding and improvement of the sub-seasonal forecast skill of the present dynamical prediction systems in 11 operational meteorological centers around the world (http://www.s2sprediction.net). In addition, the S2S project supplies a considerable database for researchers to explore sub-seasonal variability (Vitart et al. 2017). Using this database, the prediction skill of numerical models in operational centers can be evaluated and compared, and thus the common and different features among these models can be further investigated. For example, recently, the forecast skill of winter MJO (Vitart 2017; Liu et al. 2017, 2018) and intra-seasonal variation of Asian summer monsoon (Jie et al. 2017) have been assessed through using the S2S project database. Furthermore, the S2S project presents an opportunity for the understanding of the relationship between MJO and model prediction skill in extratropics. In this study, using the S2S database, we focus on the prediction skills of T2M and the effects of MJO on the skills over China during extended boreal winter (November–March).

The structure of this paper is as follows. Section 2 introduces the data and method. Section 3 shows the prediction skills of the 11 models in the S2S project. The effects of MJO on the prediction skill of winter T2M over China and possible mechanism are provided in Sects. 4 and 5, respectively. At last, Sect. 6 will contain a summary and discussions.

2 Data and methods

2.1 Data

The 6-hourly T2M and H500 of ERA-Interim reanalysis during 1981–2016 are obtained from the ECMWF (http://apps.ecmwf.int/datasets/). The reanalyses with the horizontal resolutions of 1.5° × 1.5° and 2.5° × 2.5° are used. The daily bivariate MJO index of Wheeler and Hendon (2004) during 1981–2016 is provided by the Australian Bureau of Meteorology (http://www.bom.gov.au/climate/mjo/). The two components of MJO index (denoted by $RMM_1$ and $RMM_2$) are based on the first two empirical orthogonal functions of outgoing longwave radiation and 850- and 200-hPa zonal winds, with seasonal cycle and inter-annual variability being removed (see Wheeler and Hendon 2004 for details). The amplitude and phase of MJO are defined by $A = \sqrt{RMM_1^2 + RMM_2^2}$ and $\theta = \arctan(RMM_2/RMM_1^{-1})$, respectively.

The reforecast data of the S2S project is downloaded from ECMWF website (https://www.ecmwf.int/en/research/projects/s2s). The S2S project provides reforecasts of the 11 dynamical models from the operational centers around the world (Vitart et al. 2017). These centers include the Australian Bureau of Meteorology (BoM), the China Meteorological Administration (CMA), the Environment and Climate Change Canada (ECCC), the European Centre for Medium-Range Weather Forecasts (ECMWF), the Hydro-meteorological Centre of Russia (HMCR), the Italy Institute of Atmospheric Sciences and Climate of the National Research Council (ISAC-CNR), the Japan Meteorological Agency (JMA), the Korea Meteorological Administration (KMA), the Météo-France/Centre National de Recherche Meteorologiques (Meteo-France), the US National Centers for Environmental Prediction (NCEP), and the UK Met Office (UKMO).

The ensemble sizes of these reforecasts are from 3 to 33 (Table 1). The reforecasts are conducted from daily to
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Twice a month. Forecast times range from 31 to 62 days, and forecast period is from 20 to 32 years, during which the forecasts are available. The archived horizontal resolution of the reforecast data is 1.5° × 1.5°, except that it is 2.5° × 2.5° in BoM. Thus, reanalyses with two resolutions are used for evaluation. It is noted that those resolutions are different from the resolutions that are set for the running of models (Table 1). Since some centers have updated their reforecast, there are some differences between the reforecast data used in this study and that introduced by Vitart et al. (2017). For example, the ensemble size of ISAC-CNR reforecast used to be one, and now it is updated to five. The reforecast periods of some models have also been updated (e.g., KMA, ECCC, and UKMO). The reforecast periods are different among the 11 S2S models, and the common period of the reforecast among the 11 models is 1999–2010 (Table 1). In order to have an accurate model inter-comparison, the prediction skill during 1999–2010 for each model are checked during model evaluation (Sect. 3). However, for MJO’s effect on T2M prediction skill, we need as many samples as we could use, and thus we present the results during each model’s entire reforecast period in Sects. 4 and 5. This is mainly because some models (e.g., Meteo-France, KMA, JMA, and UKMO) have too few reforecasts during the common period 1999–2010, due to their low reforecast frequency (Table 1).

The ensemble mean of the reforecasts is obtained by averaging among the ensemble members of each model with equal weight. In order to remove seasonal cycle and synoptic variability, we subtract the climatology of seasonal cycle during the reforecast period for each model, and then average the reforecasts into pentads during their forecast time. Thus, the forecast times range from 6 to 12 pentads amongst the 11 models, and only the first 6 pentads are analyzed in the present study. It is noted that the climatology of seasonal cycle is calculated for every forecast time of each model, for example, the climatology at forecast day 1 is calculated only using the forecast data at day 1, and so on. Observed T2M, H500, RMM1, and RMM2, with seasonal cycle being removed, are also averaged into pentads. Because the reforecast period and frequency are different in the 11 models, the climatology of seasonal cycle for observations is also calculated according to the reforecast period and frequency of each model. At last, we obtain 11 sets of observed anomalies of T2M, H500, RMM1, and RMM2, which correspond to the 11 reforecasts of the S2S models. In this study, we mainly focus on the prediction skill of T2M over China during extended boreal winter (November–March). The correlation skill and root mean square error (RMSE) are computed between the anomalies of S2S reforecasts and observations to evaluate the model prediction skill of T2M.

### Table 1 Forecast time (Fc. Time), ensemble size (Ens. Size), horizontal resolution (Hori. Res.), reforecast frequency (Rfc. Freq.), and reforecast period (Rfc. Period) of the 11 models in the S2S project

| Model  | Fc. time (day) | Ens. size | Hori. res. | Rfc. freq. | Rfc. period     |
|--------|----------------|-----------|------------|------------|----------------|
| BoM    | 62             | 33        | 2° × 2°    | 6/month    | 1981–2013      |
| CMA    | 60             | 4         | 1° × 1°    | Daily      | 1994–2015      |
| ECCC   | 32             | 4         | 0.45° × 0.45° | Weekly  | 1995–2014      |
| ECMWF  | 46             | 11        | 0.25° × 0.25° days 0–10 | 2/week | 1995–2016      |
| HMCR   | 61             | 10        | 1.1° × 1.4° | Weekly     | 1985–2010      |
| ISAC-CNR | 31            | 5         | 0.8° × 0.56° | Every 5 days | 1981–2010      |
| JMA    | 33             | 5         | 0.5° × 0.5° | 3/month    | 1981–2010      |
| KMA    | 60             | 3         | 0.5° × 0.5° | 4/month    | 1991–2010      |
| Meteo-France | 61   | 15        | 0.7° × 0.7° | 2/month    | 1993–2014      |
| NCEP   | 44             | 4         | 1° × 1°    | Daily      | 1999–2010      |
| UKMO   | 60             | 3         | 0.5° × 0.8° | 4/month    | 1993–2015      |

### 2.2 Significant test

The significant test for the difference of prediction skill is conducted according to the Monte Carlo techniques (Ebisuzaki 1997; Zhou et al. 2011, 2016). For each model’s reforecast, the differences of T2M prediction skill between the forecast initialized with and without MJO are computed and denoted by Diff. After that, five steps are carried out to obtain the significance as follows.

1. We randomly shuffle the MJO index by time during winter, but do not change the observed and reforecasted T2M. This manipulation generates a set of new randomly matched pairs between the MJO index and T2M.
2. The initial times with MJO amplitude ≥ 1 and < 1 are picked out using the randomly shuffled MJO index.
3. The differences of T2M prediction skills between the forecasts initialized with and without MJO based on the new-generated pairs are computed and denoted by Diff_{shuffle}.
4. We repeat the steps (1) to (3) for 1000 times.
5. Finally, the probability (p value) of Diff_{shuffle} ≥ Diff > 0 is calculated in each grid point.
The non-hypothesis is that there is no positive difference between prediction skill with and without MJO at initial time, which indicates $\text{Diff} > 0$ occurs by chance. Therefore, if the $p$ value is smaller than 0.05, this means that the positive difference is significant at the 5% level and does not occur by chance. It is noted that the significance of $\text{Diff} < 0$ is not calculated.

3 Evaluation of T2M prediction skills of S2S models

The winter T2M prediction skill of the ensemble mean in the S2S models is evaluated over four regions in China (Fig. 1), including southern China (Reg1), western China (Reg2), central northern China (Reg3), and northeastern China (Reg4). T2M is averaged over each of those four regions for both observation and reforecast.

Figure 2 shows the T2M prediction skills of 11 S2S models during 1999–2010 over the four regions of China. Prediction skill is represented by the correlation coefficient between the anomalies of observed and forecasted T2M during winter. A skillful prediction is defined as that with a correlation coefficient greater than 0.5. In Fig. 2, the 11 S2S models can produce a skillful prediction of T2M for about three to four pentads over China, except that it is about two (two and a half) pentads in Reg1 in BoM (Reg2 in HMCR). In some models, such as BoM, HMCR,
ISAC-CNR, Meteo-France, and JMA, the prediction skill in southern China (Reg1) is lower than that in the other three regions. The difference of prediction skill among Regs2–4 is generally negligible in the 11 models. ECMWF model has the highest skillful prediction at the first four pentads over China, and the other models have skill only up to pentads 3 or 4. Useful prediction skills of BoM, HMCR, and CMA are found before pentad 3 over China, which is shorter than in the other models. It is found that models with a higher prediction skill at the initial pentad (pentad 1) tend to have larger prediction skill during the first six forecast pentads. For example, the prediction skills of ECMWF and UKMO are higher than the skills of BoM, HMCR, and CMA at pentad 1. This leading advantage almost exists during the forecast time of pentads 2 to 6, which indicates that initial state can have important influence on S2S prediction skill. Moreover, the models of BoM, HMCR and CMA, which are run with coarse horizontal resolutions (Table 1), tend to have low prediction skills. Although the NCEP model also has a coarse horizontal resolution, its prediction skills are better than those three models.

The prediction skills of the 11 models with the same ensemble size are also examined and shown in Fig. 3. Figure 3 is the same as that of Fig. 2, but only the first three ensemble members are used to obtain the prediction skill. The results got from Fig. 3 are generally similar to that of Fig. 2. However, when the ensemble size is decreased to three, prediction skills decrease in the models that have large ensemble size, for example, the models of ECMWF, Meteo-France, and BoM. The HMCR model also has a large ensemble size of 15, but prediction skills do not change too much. When the ensemble size deceases to three, ECMWF model is not the only model with the highest prediction skill among the 11 models. The prediction skills in ECCC, UKMO, and KMA models are generally comparable to those of ECMWF model. This indicates that the leading advantage of ECMWF model’s prediction may also come from its ensemble generation strategy.

Therefore, the RMSE of the ensemble mean of all members is compared against ensemble spread for each model during 1999–2010 in Fig. 4. The calculation of ensemble spread is based on the study by Fortin et al. (2014). If ensemble spread matches the RMSE of ensemble mean, ensemble prediction is considered to be reliable; otherwise, if ensemble spread is smaller (larger) than the RMSE, the ensemble is under-dispersive (over-dispersive),
Fig. 4 RMSE (solid line) of ensemble mean and ensemble spread (dash line) of T2M of the 11 models during 1999–2010 in the S2S project, including (a) BoM, (b) ECCC, (c) HMCR, (d) KMA, (e) CMA, (f) ECMWF, (g) ISAC-CNR, (h) Meteo-France, (i) UKMO, (j) JMA, and (k) NCEP. Red, blue, orange, and green lines represent Regs1–4, respectively. The ensemble size (Ens. Size) of each model is provided in each panel.
and the prediction is overconfident (underconfident; Warner 2010; Vitart 2017). Ensemble spread is almost linearly increasing with RMSE during the first six forecast pentads (Fig. 4) in the 11 models, except for that during the first two pentads in Meteo-France model. The ensemble spread has been compared with the RMSE over each region for each model. The ensemble spread is larger than RMSE in BoM, but ensemble spread is smaller than RMSE before pentad 4 in Reg1 and after pentad 2 in Reg3. Thus, ensemble predictions are generally underconfident in BoM. In ECCC, HMCR, KMA, CMA, ECMWF, ISAC-CNR, UKMO, JMA, and NCEP, ensemble spreads are smaller than RMSE, indicating overconfident ensemble predictions are in these models. In Meteo-France, ensemble predictions are overconfident before (underconfident after) pentad 4, except for the prediction of Meteo-France at pentad 1. Amongst the 11 S2S models, the ensemble spreads in ECCC and ECMWF are closer to the RMSE than the spread in the other models. This indicates that ECCC and ECMWF models have more reliable ensemble prediction than the other models, for which the ensemble generation strategies need to be improved.

Figure 5 shows the prediction skill map of all the ensemble members for each model at forecast pentad 3 during winter of 1999–2010. In Fig. 5, the prediction skills in BoM, HMCR, and CMA (KMA, ECMWF, and UKMO) are smaller (higher) than the skills in the other models. In BoM, skillful prediction (≥ 0.5) are found over northeastern China, and the lowest prediction skills are found over southern China. In ECCC, skillful prediction are over southern Xinjiang, Sichuan, and northeastern China. In HMCR, skillful prediction can be located over northeastern China and southwestern Xinjiang, but smallest prediction skill are found over the Tibetan Plateau and northern Xinjiang. In KMA, skillful prediction are over western, southern and northeastern China. In CMA, good prediction skills are only found over northeastern China. In ECMWF, skillful prediction can be found over most part of China, except for part of the Tibetan Plateau. In ISAC-CNR, skillful prediction is over southern Xinjiang and northeastern China. In Meteo-France, skillful prediction is found over Xinjiang, the Yangtze River Valley, and northeastern China. The pattern of prediction skills in UKMO is quiet similar to that in KMA. In JMA, skillful prediction is over Xinjiang, the upper and middle reaches of the Yangtze River, and northeastern China. In NCEP, prediction skill pattern is similar to those of KMA and UKMO. Generally, most of the 11 models show bad (good) prediction skills over part of the Tibetan Plateau (northeastern China). Moreover, except for the Tibetan Plateau, in BoM, HMCR, ISAC-CNR, Meteo-France, and JMA, the prediction skills over southern China (Reg1) are generally smaller than the skills over the other regions (Regs2–4), which is consistent with those shown in Fig. 2.

Each model’s systematic error of T2M at forecast pentad 3 during November–March of 1999–2010 is shown in Fig. 6. The result at pentad 3 is shown because most of the models have skillful prediction before pentad 3. In Fig. 6, most of the 11 models present negative systematic error of T2M over China, except for ISAC-CNR. In BoM, positive systematic error is over part of southern China and part of northern China. In ECMWF and JMA, positive systematic error is also found over northwestern China. In the 11 models, the largest systematic error is found over the Tibetan Plateau, except that in ECCC the largest systematic error is over northern China. In order to check the relationship between systematic error and prediction skill, the spatial correlation between them are computed. The spatial correlation between the absolute value of systematic error (Fig. 6) and prediction skill (Fig. 5) are 0.02, 0.14, − 0.31, − 0.24, − 0.31, − 0.33, 0.03, − 0.25, − 0.19, 0.10, and − 0.20 for BoM, ECCC, HMCR, KMA, CMA, ECMWF, ISAC-CNR, Meteo-France, UKMO, JMA, and NCEP, respectively. These correlations are significantly negative at the 5% level basing on student’s t test, except for BoM, ECCC, ISAC-CNR, and JMA. This indicates that the high prediction skill relates to the low systematic error, but in BoM, ECCC, ISAC-CNR, and JMA, this relationship is weak and positive. Moreover, some common features can be identified between Figs. 5 and 6, for example, the lowest prediction skills and the highest systematic errors are both found over part of the Tibetan Plateau. However, it is still difficult to tell whether prediction skill is caused by systematic error. Therefore, the relationship between systematic error and prediction skill needs further studies.

### 4 Effects of MJO on T2M prediction skills

Skillful predictions of T2M are generally before pentads 3 and 4 over China in most of the S2S models (Fig. 2). This section shows the prediction skills at pentads 3 and 4 over China during winter, as well as the effects of MJO on prediction skill. In the present study, we mainly conduct the comparison between the correlation prediction skills initialized with and without an active MJO (amplitude ≥ 1). It is noted that in this and next sections we present the results during each model’s entire reforecast period.

Figure 7 presents the scatter plots of the prediction skill in the four regions over China for each model at the forecast time of pentad 3. In Fig. 7, the prediction skills of the forecast initialized with (Y-axis) and without (X-axis) an active MJO are shown. A solid reference line with the slope of 1.0 in Fig. 7 indicates that the prediction skills with MJO are equal to those without MJO. Thus, when a marker is above (below) this reference line, the prediction skill with MJO is larger (smaller) than that without MJO. A solid marker
indicates a significant difference. The effects of MJO at forecast initial time are different in each region over China among different models. In Reg1 (Fig. 7a), there are 8 of the 11 models show that the prediction skill of the forecast initialized with MJO is larger than that without MJO, including BoM, HMCR, CMA, ISAC-CNR, Meteo-France, NCEP, UKMO and ECMWF models. Among the 8 models, the differences of prediction skills are significant at the 5% level in Meteo-France and HMCR. The significant test is conducted according to the Monte Carlo technique introduced in Sect. 2. In the JMA, ECCC, and KMA models, prediction skills initialized with MJO are smaller than those without. In Reg2 (Fig. 7b), except for BoM, ECCC, Meteo-France, and ECMWF, all the models show higher prediction skill when there is a MJO at forecast initial time. The differences of prediction skill in NCEP, CMA, and HMCR are significant at the 5% level. In Reg3 (Fig. 7c), the same phenomenon is also identified that the prediction skill is higher when MJO is at initial time, except for the models of BoM and ECMWF. The NCEP, JMA, CMA, and ECCC models show significant skill differences. In Reg4 (Fig. 7d), all the models have higher prediction skill when the forecast is initialized with an MJO, except for HMCR, ISAC-CNR, and NCEP models. The differences in JMA and ECCC are

Fig. 5 Map of prediction skill at forecast pentad 3 during winter of 1999–2010. Each panel shows prediction skill for each model, and provides the model name at the left corner.
significant. At pentad 4 (Fig. 8), the prediction skill drops below 0.5 for all the models, except that ECMWF model has the highest prediction skill among all the models, and is the only model that holds a skillful prediction of T2M over most part of China. In Regs1–4, there are 6, 7, 9, and 9 of the 11 models having a higher prediction skill with MJO at initial time than those without. Moreover, the differences of prediction skills are significant in NCEP and CMA over Reg1 (Fig. 8a), in NCEP and BoM in Reg2 (Fig. 8b), in NCEP and HMCR in Reg3 (Fig. 8c), and in ISAC-CNR, CMA, and HMCR in Reg4 (Fig. 8d). Generally, most of the S2S models at pentads 3 and 4 tend to have a higher prediction skill with MJO at initial time than without. This indicates that there is an impact of MJO on the S2S prediction skill of T2M over China during boreal winter.

Figures 9, 10 and 11 provide the spatial distribution of the prediction skill differences between the forecasts with and without MJO at initial time for forecast pentads 2–4, as well as their significance. The significant test is introduced in Sect. 2. In Figs. 9 and 10, solid (dash) lines represent positive (negative) differences. The differences between prediction skill with and without MJO at initial time are generally positive over most parts of China in the 11 S2S models at pentad 2 (Fig. 9). All of the 11 models generally show that there are significant positive differences over western China, except for Meteo-France. In JMA, KMA, and UKMO
the differences of prediction skills are also significant over southern China (northeastern China). The increase of the prediction skill due to the MJO is about 0.05–0.15 at pentad 2.

At pentad 3 in Fig. 10, the differences of prediction skill between forecast initialized with and without MJO increase to 0.05–0.30. This indicates that the effects of MJO on prediction skill increase at pentad 3. Moreover, the areas with significant differences are different from those at pentad 2. In BoM, the positive differences are significant over the Tibetan Plateau and small part of southern China. In CMA, the significant positive differences are over almost the entire China, except for northeastern China. In ECCC, the differences are significantly positive over central northern and northeastern China. In KMA, significant positive differences are over parts of the Tibetan Plateau and central northern and eastern China, but negative differences are found over eastern China. In Meteo-France, significant positive differences are found over southern and central northern China, but the differences are negative over northwestern China. In NCEP, significant positive areas are over part of southern China, northwestern China, and central northern China, but negative areas are over most part of northeastern China. In UKMO, the differences are significantly positive over northwestern and central northern China. The results shown in Fig. 10 are consistent with those shown in Fig. 7.

At pentad 4 (Fig. 11), the results shown are similar to those shown in Figs. 9 and 10, but the impacts of MJO on prediction skill are stronger than the impacts at pentads 2. However, significant areas reduce over most part of China at pentad 4 for most of the models, except that the differences in CMA, HMCR, and NCEP are still significantly positive over most part of China. This means that the effects of MJO on the T2M prediction skill over China decrease at pentad 4 in most of the models.

Fig. 7 Scatter plots for T2M prediction skill of each model at pentad 3 in a Reg 1, b Reg 2, c Reg 3, and d Reg 4. Y-axis (Y-axis) represents the prediction skill of the forecast initialized without (with) an active MJO. Significant difference between prediction skill with and without MJO is indicated by a solid dot, and the rest are indicated by a multiple sign inside a hollow circle. The reference line with correlation skill of 0.5 is also provided in each panel (dash line)
areas of prediction skill differences are not uniform among the 11 S2S models (Figs. 10, 11). This indicates that there are large uncertainties of the effects of MJO on T2M prediction skill over China during winter among the 11 S2S models at pentads 3 and 4.

Furthermore, the influence of MJO phases at initial time on the prediction skill over China is also investigated (figures not shown). However, each model shows various prediction skill differences in the eight phases of MJO, and the variation of skill differences with respect to MJO phases has less consistency among the 11 S2S models. Therefore, the effect of MJO phases on the T2M prediction skill is complex among the 11 models and need further investigation.

5 Possible mechanism

The possible linkage between MJO and prediction skill of T2M over China is the teleconnection induced by MJO over the Northern Hemisphere. Figures 12 and 13 present the MJO phase composites of H500 anomalies during the first four forecast pentads for observation and reforecasts. The compositions of three models on MJO phases 2 and 6 are shown as examples. Moreover, Figs. 12 and 13 only show the results of ECMWF, CMA, and ISAC-CNR as examples. In Figs. 14 and 15, bar charts will be presented as the summary of MJO teleconnection and its relationship with MJO’s effect on prediction skill.

In the observation on phase 2 at the initial time of forecast, MJO is with its convection center over the Indian Ocean (Wheeler and Hendon 2004). Teleconnection represented by significant anomalous H500 can be found over the Northern Hemisphere (Fig. 12a). Moreover, this teleconnection pattern varies with the forecast time from pentads 1 to 4 (Fig. 12a–d). In ECMWF (Fig. 12e–h), CMA (Fig. 12i–l), and ISAC-CNR (Fig. 12m–p) models, the evolution of the teleconnection patterns is generally consistent with observations (Fig. 12a–d). At pentad 4, the teleconnection patterns in the models start to be quite different from those in the observation (Fig. 12d). In Fig. 13, MJO is on phase 6 at initial time, while the convection center of MJO is over the western Pacific, and there is an inactive convection center of MJO over the Indian Ocean (Wheeler and Hendon 2004). We can derive similar conclusions from Fig. 13 as that presented in Fig. 12. In addition, in both Figs. 12 and 13, the MJO-triggered teleconnection pattern over the Northern Hemisphere generally lasts about four pentads in the models.
However, through H500 compositions on two phases in three models, we cannot find out the linkage between teleconnection and the effect of MJO on T2M prediction. Therefore, in Figs. 14a and 15a, we present the percentage of the grid points with the significant differences of T2M prediction skill between forecast with and without MJO over the region of 15°N–60°N and 70°E–140°E for each MJO phase in every model, denoted as $E_mjo$. The prediction skill differences for each phase are obtained by using the similar method as presented in Figs. 11 and 12, but the differences are between forecasts with MJO at a phase and without MJO. This can generally quantitatively represent the effect of MJO on T2M prediction on each MJO phase in model. Figures 14b and 15b show the spatial correlation between the phase composition of H500 in observation and model over the Northern Hemisphere (10°N–87.5°N and 0°–360°E), denoted as $C_{spatial}$. In addition, the percentages of the phase composition grids of H500 that has the same sign and significance as the observation in the Northern Hemisphere are also shown in Figs. 14c and 15c, denoted as $H_mjo$. Both $C_{spatial}$ and $H_mjo$ represent how well the model can predict the MJO teleconnection pattern.
However, compared to $C_{\text{spatial}}$, $H_{\text{mjo}}$ can provide the agreement of both the significance and spatial pattern of H500 composition between observations and models. Now it is interesting to find that at pentad 3, the correlation between $E_{\text{mjo}}$ and $H_{\text{mjo}}$ ($C_{\text{spatial}}$) is 0.45 (0.29), which is significant at the 5% level (sample size is 88). At pentad 4, the correlation between $E_{\text{mjo}}$ and $H_{\text{mjo}}$ ($C_{\text{spatial}}$) is 0.32 (0.23), which is also significant at the 5% level. When average the values among the eight phases of each model, the lines in Figs. 14 and 15 can be obtained. The correlation between the averaged $E_{\text{mjo}}$ and $C_{\text{spatial}}$ is 0.36 at pentad 3, which is not significant (sample size is 11), but is 0.75 between $E_{\text{mjo}}$ and $H_{\text{mjo}}$ and significant at the 5% level. At pentad 4, the correlation between $E_{\text{mjo}}$ and $C_{\text{spatial}}$ is 0.33 and not significant, but is 0.75 and significant between $E_{\text{mjo}}$ and $H_{\text{mjo}}$. These results indicate that the effect of MJO on T2M over China area is significantly related to the teleconnection pattern of MJO over the Northern Hemisphere.

Generally, among the 11 S2S models, if a model can well predict the teleconnection of MJO over the Northern Hemisphere, MJO can affect the atmospheric circulation over China, and then influences T2M. Thus, the MJO has impact on the prediction skill of T2M over China. If a model cannot predict the teleconnection pattern of MJO over the Northern Hemisphere, MJO has relatively less influence on T2M prediction skill over China. Therefore, improvements
in the prediction of the MJO teleconnections could potentially improve the S2S forecast skill of T2M over China.

6 Summary and discussions

T2M prediction skill of ensemble forecast is evaluated over China during winter, based on the S2S database. Most of the 11 S2S models have the correlation prediction skill that is greater than 0.5 before pentads 3 and 4. The ECMWF model displays useful prediction skill for about four pentads over China, which is the best among the 11 S2S models. In contrast, BoM, HMCR, and CMA models can hold useful prediction skill for about three pentads only. All the models tend to have lower T2M prediction skill over part of the Tibetan Plateau than over the other regions of China, which may relate to the large systematic error over the Tibetan Plateau. Except for the Tibetan Plateau, the prediction skills in models from BoM, HMCR, ISAC-CNR, Meteo-France, and JMA are generally smaller than the skills over the other regions in China. This is probably because the T2M over southern China is affected by more factors than over northern China. Through evaluating T2M prediction skill, it is found that the initial state and model resolution also have important influence on the S2S prediction skill. Moreover, the leading advantage of
ECMWF model’s prediction may benefit from its ensemble generation strategy. Amongst the 11 models, ECCC and ECMWF models have more reliable ensemble prediction and better ensemble strategies than the other models, in which the ensemble predictions are either overconfident or underconfident.

In most of the models, some parts of China at pentads 3 and 4 tend to have significant higher prediction skill when the forecasts are initialized with an active MJO. Therefore, MJO is an important factor that influences the prediction skill of T2M over China during winter. At pentad 2, the effects of MJO on prediction skill are weaker than the effects
at pentads 3 and 4. This is probably because that the initial condition has stronger effect than MJO before the first two pentads. After pentad 2, the effects of the low-frequency processes in the atmosphere start to have more influences than the initial condition, such as MJO. In addition, the significant areas of prediction skill differences are not uniform among the 11 S2S models at pentads 3 and 4, which indicates the uncertainty of the effects of MJO on T2M prediction skill over China during winter. Most likely, this is because different models have different performances in both the predictions of MJO itself (Vitart 2017) and its teleconnection over extratropics. Moreover, the prediction skills of
Each S2S model vary with the eight phases of MJO, and the variation of prediction skills with respect to MJO phases has no consistency among the 11 S2S models.

The possible reason for the effect of MJO at initial forecast time on the prediction skill of T2M is that MJO can induce teleconnection over the Northern Hemisphere. Models that can (cannot) well predict the teleconnection may (cannot) have more (less) influence on MJO prediction skill over China during winter. However, in the present study, the teleconnection of MJO over the Northern Hemisphere is partially analyzed, and further works are needed to evaluate the prediction skill of MJO teleconnection comprehensively.

Finally, this study may provide a practical suggestion for the selection of initial time of S2S forecast, especially for CMA, who has a particular interest in the prediction over China. In the present S2S forecast system, the initial time is chosen artificially, such as daily, weekly, or four times a month (Table 1). For S2S prediction, one may consider choosing the initial time based on MJO activity to improve the forecast skill at forecast pentads 3 and 4. MJO is sporadic, with episodes of cyclical activity interspersed with inactive periods, and the gap between two active MJO days ranges from 1 to 45 days in winter (Fig. 16). However, almost 90% of the gap days are smaller than 15 days (Fig. 16). Therefore, the selection of initial time of S2S forecast could be in the days with active MJO. For the days between longer gaps of MJO activity (> 15 days), initial time without MJO could be also used as complement to narrow the gaps between two forecasts. Furthermore, users of S2S forecast might consider the predictions with MJO at initial time to be more skillful than those without at forecast pentads 3 and 4.
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