Stochastic optimization of a mixed moving average process for controlling non-Markovian streamflow environments
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Abstract

We investigated a cost-constrained static ergodic control problem of the variance of measure-valued affine processes and its application in streamflow management. The controlled system is a jump-driven mixed moving average process that generates realistic subexponential autocorrelation functions, and the “static” nature of the control originates from a realistic observability assumption in the system. The Markovian lift was effectively used to discretize the system into a finite-dimensional process, which is easier to analyze. The resolution of the problem is based on backward Kolmogorov equations and a quadratic solution ansatz. The control problem has a closed-form solution, and the variance has both strict upper and lower bounds, indicating that the variance cannot take an arbitrary value even when it is subject to a high control cost. The correspondence between the discretized system based on the Markovian lift and the original infinite-dimensional one is discussed. Then, a convergent Markovian lift is presented to approximate the infinite-dimensional system. Finally, the control problem was applied to real cases using available data for a river reach. An extended problem subject to an additional constraint on maintaining the flow variability was also analyzed without significantly degrading the tractability of the proposed framework.
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1. Introduction
1.1 Background
Streamflow as a stochastic process provides dynamic habitats for several aquatic fauna [1, 2] and determines the transport phenomena of sediment and water-quality indices [3, 4]. Understanding its stochastic nature as a hydrological driver is also important for human lives, including in disaster risk management [5, 6] and water supply [7, 8].

Some mathematical models for the stochastic streamflow, including the water level and discharge at a fixed observation station, are jump-driven stochastic differential equations (SDEs) containing flood and recession terms [9]. The recession mechanism is assumed to be an exponential decay in continuous-time models [10, 11], which appears as single-step linear decay in discrete-time models [12]. These models have been employed in both theoretical analysis and engineering applications owing to their high compatibility; thus, the statistics of key hydrological variables for evaluating the stochastic streamflow are available in closed forms. Such examples include but are not limited to the active streamflow length [13], fluvial erosion [14], and water quality assessment [15].

Conventional jump-driven SDEs and their discrete analogs employ exponential autocorrelation functions (ACFs), whereas real hydrological data do not necessarily satisfy this property. Subexponential ACFs have been reported for discharge time series in mountainous river environments [16, 17], highly regulated rivers [18, 19], and the turbidity time series in rivers flowing near erodible areas [20]. Reproducing the memory of streamflow accurately is important in theory to better understand their dynamics [21] as well as in applications because the memory properties critically affect hydrological forecasting [22].

In practice, models that capture subexponential memory should be tractable. (Conditional) expectations of some objective functions should be computable analytically or efficiently by numerical computation as many engineering problems involving river environments are stochastic optimization problems. Non-Markov stochastic process models, including Volterra processes containing the memory terms [23] and mixed moving average (MMA) processes as multiple timescale models [24, 25], are candidates in economics, where the stochastic optimization of advanced stochastic processes have long been extensively studied. Recently, these models have been employed in discharge time series [17, 26], where a superposition of Ornstein–Uhlenbeck processes (a supOU process) as an affine MMA process was utilized. The largest advantage of the MMA process would be its ability to model subexponential ACFs that cannot be reproduced by common SDE models like Ornstein–Uhlenbeck processes having exponential ACFs. The first author reported that the polynomial decay of the discharge times series in mountainous river environments could be accurately captured through supOU processes [17]. Although the above-mentioned models serve as useful stochastic processes having a long memory, there are still mathematical and/or computational difficulties due to the inherent non-Markovian properties. These difficulties have partly been resolved using the Markovian lift to reconsider a non-Markov process as a system of measure-valued Markov processes [27], the latter being more amenable to analyses. However, the role and effectiveness of the Markovian lift in modelling streamflow dynamics have not been
Another issue to be considered in the application of non-Markov processes, especially in their optimal control, is the controller design. In most basic linear–quadratic (LQ) control problems, the controller fully depends on the lifted Markovian variables for MMA and stochastic Volterra processes [26, 28], whereas it is difficult to implement it in real applications. Indeed, river discharge governed by an MMA process is an observable variable, whereas all measure-valued processes as elements constituting the discharge cannot be observed even though they are mathematically well-defined. Namely, an integral of the measure-valued processes can be observed but not each of them. Therefore, the controller should be designed based on only observable variables, resulting in a nonstandard stochastic optimization problem with a static feedback controller [29]. Typically, constraining the controller design prevents the application of the standard approach in solving the Riccati equation and further leads to NP-hardness [30] and the existence of many local optimizers [31]; however, these issues can be resolved if the problem admits a closed-form solution verified to be optimal. This is the motivation behind this study.

1.2 Objective and contribution

In this study, we investigated the application of an MMA process to a static feedback control problem of river discharge as water resources. The system to be controlled is a jump-driven affine SDE based on an MMA process. The controller contains several real parameters with which the average discharge can be designed to be an arbitrary value, and the variance of the discharge is controllable subject to the control cost. We consider a minimization problem of variance of the difference between the discharge and its prescribed target value subject to an expectation constraint of a quadratic control cost. The problem is fairly simple but has not been reported in the literature as it is not a classical LQ control problem with full observation. Our assumption on the controller agrees well with the fact that the discharge given as integration of measure-valued processes is observable, whereas each of the latter processes is not.

The system dynamics are infinite-dimensional since the MMA process is an integral of independent measure-valued processes, posing a theoretical challenge. Thus, the Markovian lift [32] is applied to the MMA process to derive a finite-dimensional counterpart. With this finite-dimensional system, the conventional theory of SDEs [33] could be applied to our problem, and the Markovian lift is justified because the finite-dimensional MMA process converges to the original infinite-dimensional one in the sense of distributions [34].

In this study, first, we discretize the system using a Markovian lift, solve the finite-dimensional optimization problem, and then take its infinite-dimensional limit (Figure 1). Using proper backward Kolmogorov equations (BKEs), we show that both the controlled variance and cost are found analytically once a controller is specified. This remarkable tractability of the proposed model allows for the efficient analysis of the optimal controller and the optimized variance and cost. As a byproduct, we obtain that the variance cannot take an arbitrary value even subject to a huge control cost. We also discuss the solution procedure for the optimization problem without bypassing the Markovian lift. This procedure employs a nonlocal partial differential equation (PDE) in an infinite dimension and is, therefore, a difficult
mathematical subject, whereas the solution can be guessed as in the finite-dimensional case. The approach based on BKE can also be useful for tackling more complicated problems in the future. This study serves as a basis for such cases. Furthermore, we present a provably-convergent Markovian lift with quantile-based discretization. Both mathematical analysis and optimal control or optimization of MMA processes have not been extensively studied so far in hydrology and related fields.

Finally, the proposed model was employed in the modelling and hypothetical optimization of river discharge in an existing river environment in Japan. The target site is a river reach where the coexistence between the environment and humanities is of current concern. The stochastic flow field in the river reach driven by the upstream boundary conditions and lateral inflows were emulated using a verified hydrodynamic model. A similar and slightly simpler approach for generating a random field has been employed in the context of electricity supply [35], whereas the stochastic processes and control objectives are different. The MMA process for capturing polynomially-decaying ACF was identified at each point in the river reach using the generated flow field, and the sensitivity of the control problem was analyzed. An extended problem subject to an additional constraint on maintaining the flow variability was also analyzed without critically degrading the tractability of the proposed mathematical framework. This study contributes to the new modelling and analysis of river discharge based on the MMA process and static control.

The rest of the paper is structured as follows. Section 2 explains our mathematical model based on the supCBI process and presents the Markovian lift. The controller design is also explained in this section. Section 3 introduces our optimization problem and presents several mathematical results, including the main results Propositions 7 and 8 for finite- and infinite-dimensional cases (Sections 3.1 to 3.4) and a convergence argument of the Markovian lift (Section 3.5) that supports our computational results. A solution algorithm for solving the problem, which is based on the mathematical analysis results, is also explained in this section (Section 3.6). Section 4 studies its application to an existing river environment. Section 5 gives a summary and future perspectives of this study. Appendices in the supplementary material contains proofs of propositions and supporting data concerning the computation and application.

Figure 1. A schematic diagram of the proposed and direct approaches.
2. Mathematical model

2.1 Discharge

We consider an infinite time horizon \( \mathbb{R} \) for a time-average, ergodic control problem. The discharge at a fixed location in a longitudinal river is considered a continuous-time scalar variable \( Q \), which is denoted as \( Q_t \) at time \( t \). The discharge is assumed to be the sum of the inflows from the upstream \( Q + Y \) with a constant baseflow \( Q \geq 0 \), the jump-driven runoff process \( Y = (Y_t)_{t \in \mathbb{R}} \) as a given uncontrollable process, and the water addition/abstraction \( C = (C_t)_{t \in \mathbb{R}} \) as a function of the observable \( Q \):

\[
Q = C_t + Q + Y_t, \; t \in \mathbb{R}.
\]

This equation expresses the mass conservation law to be satisfied at the point of interest in the river.

The right-hand side of (1) is specified as follows. Our formulation is based on measure-valued processes, whereas the optimization result is simple and intuitive (Section 3). We set \( Y \) as a superposition of continuous-state branching processes with immigration (a supCBI process), which is an MMA process to describe the river discharge time series having a subexponential ACF [32]:

\[
Y_t = \int_0^\infty Y_t^{(r)}(dr), \; t > 0
\]

where \( Y_t^{(r)}(dr) \) is a measure-valued process given for \( t \in \mathbb{R} \) and \( r > 0 \), which is given by

\[
Y_t^{(r)}(dr) = \int_0^\infty e^{-(t-r)} \int_0^{\Lambda(r)} e^{-r} \int_0^\infty z \mu^{(r)}(dw, dz, ds)
\]

or in a differential form

\[
dY_t^{(r)}(dr) = -rY_t^{(r)}(dr)dt + \int_0^{\Lambda(r)} e^{-r} \int_0^\infty z \mu^{(r)}(dw, dz, dt),
\]

with parameters \( A > 0, B \geq 0 \), a probability measure \( \pi(dr) \) of positive random variables satisfying

\[
\int_0^\infty r^{-1} \pi(dr) < +\infty
\]

and a Poisson random measure \( \mu^{(r)} \) on \( \mathbb{R}^1 \) having the intensity measure

\[
dw \times v(dz) \times dt
\]

with a positive-jump background driving Lévy measure \( v(dz) \) having first and second moments; that is,

\[
\int_{[a,b]} v(dz) = 0, \; \int_{[0,\infty]} \min\{1,z\} v(dz) < +\infty, \; \text{and} \; M_k = \int_{[0,\infty]} z^k v(dz) < +\infty \; (k = 1, 2).
\]

The Poisson random measure \( \mu^{(r)} \) is defined in the real time real line \( \mathbb{R} \) based on [36], so that we can consider a stationary stochastic process at any finite time \( t \). Here, notice that in (3) the integration range of the time starts from \( -\infty \). The first and second conditions of (5) ensure that the background driving Lévy measure has a finite variation with positive jumps, whereas the last one is a technical assumption that well-poses our optimization problem. This condition is not restrictive in practice (Section 4).

The coefficient \( A\pi(dr) + rB Y_t^{(r)}(dr) \) is a proportional coefficient of the jump rate of \( Y_t^{(r)}(dr) \), where the first and second terms represent the constant and self-excited parts corresponding to
clustered flood events, respectively. We assume $B$ is small such that $BM_i < 1$, indicating that self-excited jumps (clustered flood events) are not extremely frequent in the discharge. This condition is necessary and sufficient for the stationarity and existence of the supCBI process [32]. If $B = 0$, then the self-excited part is dropped out, and the supCBI process reduces to the superposition of the Ornstein–Uhlenbeck processes.

Equations (3) and (4) show that inflow (2) is a superposition of measure-valued processes having different values of the reversion rate $r > 0$, which represents a situation where river discharge is considered a scalar variable containing both fast (surface) and slow (underground) runoff processes having multiple time scales [37, 38]. The coexistence of multiple time scales is represented by the probability measure $\pi$, which can yield the subexponential ACF of $Y$ if specified adequately. The stationary ACF of $Y$ with a time lag $\tau \geq 0$ is given as follows [32]:

$$ACF(\tau) = \left( \int_0^\infty r^{-1} \pi(dr) \right)^{-1} \int_0^\infty r^{-1} e^{-\beta r} \pi(dr)$$

(6)

where $D = 1 - BM_i \in (0,1)$. For example, choosing a Gamma one $\pi(dr) = r^{\alpha-1} e^{-\beta r} dr \ (\alpha > 1, \beta > 0)$ yields $ACF(\tau) = (1 + \beta \tau)^{-(\alpha-1)}$, which decays polynomially.

2.2 Markovian lift

Herein, we approximate the supCBI process using a Markovian lift. We set the degree of freedom $n \in \mathbb{N}$, a positive and strictly increasing sequence $\{r_i\}_{i \in \mathbb{N}}$ of the discretized reversion rate, and a positive sequence $\{c_i\}_{i \in \mathbb{N}}$ with $\sum_{i=1}^n c_i = 1$ as discrete probabilities. Then, the $n$-dimensional supCBI process $\{Y^{(c)}\}_{i \in \mathbb{N}}$ is set as a unique càdlàg solution to the system

$$dY^{(c)}_t = -\rho Y^{(c)}_t dt + \int_0^{\alpha A + \beta B c_i} \int_0^\infty z \mu_t (du, dz, dr), \ t \in \mathbb{R} , \ 1 \leq i \leq n .$$

(7)

Each $\mu_t (1 \leq i \leq n)$ is a mutually independent Poisson random measure with a compensator $du \times v(dz) \times dr$. Then, the finite-dimensional counterpart of (1) is set as

$$Q = C_i + Q + \sum_{i=1}^n Y^{(c)}_t = C_i + Q + Y_{z, t}, \ t \in \mathbb{R} .$$

(8)

The Markovian lift, which is essentially a space discretization of the supCBI process in phase space, serves well such that $Y_{z, t}$ converges to $Y$ in the sense of distribution if the parameters $\{r_i\}_{i \in \mathbb{N}}$ and $\{c_i\}_{i \in \mathbb{N}}$ are chosen adequately. We present an example in Section 3. For the meantime, we assume such a discretization in a Markovian lift.

2.3 Controller design
The control $C$ is specified as a function of the discharge $Q$ observable continuously in time. We consider the following integral form:

$$C_t = u \int_{-\infty}^{t} e^{-\rho(r-t)} \left( Q_r + W \right) dr, \quad t \in \mathbb{R}. \quad (9)$$

This controller is determined by $u \in \mathbb{R}$, where $u > 0$ (resp., $u < 0$) is the positive (resp., negative) feedback, the memory effect is modulated by $\rho > 0$, where a larger $\rho$ is a more myopic controller, and the constant shift $W \in \mathbb{R}$. We assume $\rho > u$. The system, even without noise, becomes exponentially unstable if $\rho \leq u$.

Substituting (9) into (8), we obtain the following equation:

$$Q_t = u \int_{-\infty}^{t} e^{-\rho(r-t)} \left( Q_r + W \right) dr + Q + \sum_{i=1}^{\infty} Y_i^{(c)}, \quad t \in \mathbb{R}. \quad (10)$$

The shifted process $X_t = (X_t)_{t \in \mathbb{R}}$ is defined as

$$X_t = Q_t - \frac{\rho}{\rho - u} \left( Q_0 + \frac{uW}{\rho} \right), \quad t \in \mathbb{R}. \quad (11)$$

Combining (10) and (11) yields

$$X_t = u \int_{-\infty}^{t} e^{-\rho(r-t)} X_r dr + \sum_{i=1}^{\infty} Y_i^{(c)}, \quad t \in \mathbb{R}. \quad (12)$$

The shifted process $X$ is still observable given $Q, \rho, u, W$.

From (12), we obtain the SDE

$$dX_t = \left( uX_t - u\rho \int_{-\infty}^{t} e^{-\rho(r-t)} X_r dr \right) dt + \sum_{i=1}^{\infty} dY_i^{(c)} = c_t dt + \sum_{i=1}^{\infty} dY_i^{(c)}, \quad t \in \mathbb{R} \quad (13)$$

with the control rate

$$c_t = -\left( \rho - u \right) X_t + \rho \sum_{i=1}^{\infty} Y_i^{(c)}. \quad (14)$$

The SDE representation (13) shows that the first term on the right-hand side of (13) is the control effect, and the second term is an increment of the inflow as exogenic noise.

### 2.4 Optimization problem

The optimization problem here is as follows:

find $\inf_{\rho, u, W} J$, where

$$J = \lim_{T \to +\infty} \frac{1}{T} \mathbb{E} \left[ \int_{0}^{T} (Q - \hat{Q})^2 dr \right] \quad (15)$$

subject to the cost constraint

$$K = \lim_{T \to +\infty} \frac{1}{T} \mathbb{E} \left[ \int_{0}^{T} c_t^2 dt \right] \leq \bar{K} \quad (16)$$

and the parameter constraints

$$\rho, u, W \in \mathbb{R}, \quad \rho > 0, \quad \rho > u, \quad (17)$$

and
\[ \mathbb{E}[X_t] = \frac{\rho}{\rho-u} \mathbb{E}[Y_{s,t}] . \] (18)

Here, \( \hat{Q} > 0 \) is a prescribed target discharge, and \( \bar{K} > 0 \) is a prescribed upper bound of the control cost evaluated as a time-average integral. The objective expressed by (15) implies that the deviation of the discharge from the target is penalized quadratically, and this deviation is evaluated by averaging the time. Therefore, this optimization problem is a long-run optimal control problem. The constraint (16) means that the controlling effort of the streamflow dynamics is strictly bounded from above. The constraint in (18) is to achieve the target discharge in the mean as \( \mathbb{E}[Q_t] = \hat{Q} \) (\( \mathbb{E}[X_t] = \hat{X} \)). This is a natural constraint because the discharge should be controlled at or around the target \( \hat{Q} \). By rewriting \( \mathbb{E}[Q_t] = \hat{Q} \), we obtain (18), where \( \mathbb{E}[Y_{s,t}] = \frac{AM}{D} \sum_{i=1}^{n} c_i r_i \) [32].

Using the shifted process \( X \) in (11), we can rewrite (15) as

\[
J = \lim_{T \to +\infty} \frac{1}{T} \mathbb{E} \left[ \int_0^T (X_t - \hat{X})^2 \, dt \right] \quad \text{with} \quad \hat{X} = \hat{Q} - \frac{\rho}{\rho-u} \left( Q + \frac{uW}{\rho} \right) .
\] (19)

Our optimization problem is seen an LQ control problem but is not a classical one whose resolution reduces to finding an appropriate solution to a Riccati equation [39]. This is because not all the state variables are observable but the discharge \( Q \) (or \( X \)) is, implying that we cannot resort to dynamic programming as a well-stylized methodology for solving stochastic control problems. We resolve this issue by finding a closed-form solution to the optimization problem with a direct calculation, as shown in the next section.

3. Solution to the optimization problem

In this section, we show that the expectations in (15) and (16) can be explicitly computed. To this end, we derive, solve, and verify the BKEs of these integrals.

3.1 Backward Kolmogorov equation of the variance

Based on the SDE representations in (13) combined with (15), a classical Dynkin’s formula gives [e.g., 15]

\[
-J + \left( x - \hat{X} \right)^2 + \left\{ -(\rho-u) x + \sum_{i=1}^{n} (\rho - r_i) y_i \right\} \frac{\partial \Phi}{\partial x} - \sum_{i=1}^{n} r_i y_i \frac{\partial \Phi}{\partial y_i} + \sum_{i=1}^{n} (c_i A + r_i B y_i) \int_0^{\infty} \left( \Phi(x+z, ..., y+z, ...) - \Phi \right) v(\text{d}z) = 0
\] (20)

and the solution is a pair of the constant \( J \in \mathbb{R} \) (this turns to be the objective (15)) and a smooth function \( \Phi : \mathbb{R}^{n+1} \to \mathbb{R} \) growing at most polynomially. Here, \( J \) is important in practice, and the function \( \Phi \) is an auxiliary variable for computing \( J \).

Our first main result is Proposition 1, which states that \( J \) is found explicitly. This
proposition is proved in Appendix A.1 because it is technical, and \( \Phi \) is also provided there. We set \( q = \frac{\rho}{\rho - u} > 0 \). The key of the proof is a guessed-solution technique with a quadratic ansatz of \( \Phi \).

**Proposition 1:**

\[
J = \left( \hat{X} - \frac{qAM_i \sum_{i=1}^{n} c_i}{D} \right)^2 + \frac{1}{2} \frac{AM_i^2 \sum_{i=1}^{n} c_i r_i D}{D^2} + \frac{q^2 (\rho - u)}{D} + \frac{r_i D + \rho - u}{r_i D + \rho - u}
\]

\[
= \left( \hat{X} - q \mathbb{E}[Y_a] \right)^2 + \text{Var}[Y_a] \left( \sum_{i=1}^{n} c_i \right)^{-1} \left( \sum_{i=1}^{n} c_i r_i D + q^2 (\rho - u) \right).
\]

\( (21) \)

Proposition 1 suggests that the objective consists of two terms: the first term represents the deviation between the target \( \hat{X} \) and the scaled mean inflow \( \mathbb{E}[Y_a] = \frac{AM_i \sum_{i=1}^{n} c_i}{D} \), and the second term is proportional to the variance \( \text{Var}[Y_a] = \frac{1}{2} \frac{AM_i^2 \sum_{i=1}^{n} c_i}{D} \) of the inflow.

### 3.2 Backward Kolmogorov equation of the cost

As in the previous subsection, we analytically evaluate the cost \( K \) by solving BKE. First, we have

\[
K = \lim_{T \to +\infty} \mathbb{E} \left[ \int_{0}^{T} c_i^2 dt \right]
\]

\[
= \lim_{T \to +\infty} \mathbb{E} \left[ \int_{0}^{T} \left( - (\rho - u) X_i + \rho \sum_{i=1}^{n} Y_i^c \right)^2 dt \right]
\]

\[
= (\rho - u)^2 \lim_{T \to +\infty} \mathbb{E} \left[ \int_{0}^{T} \left( X_i - \frac{\rho}{\rho - u} \sum_{i=1}^{n} Y_i^c \right)^2 dt \right]
\]

\[
= (\rho - u)^2 L
\]

Therefore, we should find \( L \). Again using Dynkin’s formula, we obtain BKE

\[
-L + \left( x - q \sum_{i=1}^{n} y_i \right)^2 + \left( \rho - u \right) x + \sum_{i=1}^{n} \left( \rho - r_i \right) y_i \frac{\partial \psi}{\partial x} - \sum_{i=1}^{n} r_i y_i \frac{\partial \psi}{\partial y_i}
\]

\[
+ \sum_{i=1}^{n} \left( c_i A + r_i B_i \right) \int_{0}^{x} \left( \Psi \left( x + z, y_i + z, \ldots \right) - \Psi \right) (dz) = 0
\]

whose solution is a pair of the constant \( L \in \mathbb{R} \) and a smooth function \( \Psi : \mathbb{R}^{n+1} \to \mathbb{R} \) growing at most polynomially. Also, \( \Psi \) serves as an auxiliary variable for computing \( J \).

Our second main result is **Proposition 2**, which states that \( L \) and, hence, \( K \) is obtained explicitly. This proposition is proved in Appendix A.2 because it is technical, and \( \Psi \) is also provided. The proof is also based on a guessed solution.

**Proposition 2:**
\[ L = \frac{1}{2} (1-q) \left( \frac{AM}{2} \sum_{i=1}^{n} c_i \frac{r_i D}{r_i D + \rho - u} \right) \]  

and hence
\[ K = \frac{1}{2} (\rho - u) \left( 1-q \right) \left( \frac{AM}{2} \sum_{i=1}^{n} c_i \frac{r_i D}{r_i D + \rho - u} \right) \]
\[ = (\rho - u) \left( 1-q \right) \text{Var} \left[ Y_n \right] \left( \sum_{i=1}^{n} c_i \frac{r_i D}{r_i} \right) \frac{1}{\sum_{i=1}^{n} c_i} \left( \frac{r_i D}{r_i D + \rho - u} \right). \]

**Proposition 2** is further explained in the next subsection.

### 3.3 Closed-form solution

**Propositions 2 and 3** allow us to obtain a closed-form solution to the minimization problem of \( J \). From (18), we obtain
\[ q = \frac{D\hat{X}}{AM} \sum_{i=1}^{n} c_i \frac{r_i}{r_i} = \frac{\mathbb{E}[X_i]}{\mathbb{E}[Y_{n,i}]} = \frac{\hat{X}}{\mathbb{E}[Y_{n,i}]} \cdot \]

The right-hand side of (26) is a constant as it is free from \( \rho, u, W \). Now, we can reduce **Proposition 1** as the first term of (21) disappears in (26).

**Proposition 3:** Under (26), it follows that
\[ J = \text{Var} \left[ Y_n \right] \left( \sum_{i=1}^{n} c_i \frac{r_i D + q^2 (\rho - u)}{r_i D + \rho - u} \right). \]

Furthermore, the constraint (26) explains the coefficient \( (1-q)^2 \) appearing in \( L \).

**Proposition 4:** Under (26) with \( q = 1 \), the target discharge equals the average of the inflow, and hence \( K = 0 \).

From (26), we have \( u = 0 \) and, hence, \( C_i = 0 \) all the time. Given **Proposition 4**, (25) is reasonable as there are some control costs if the target discharge equals the average of the inflow. Then, we solve the optimization problem by invoking (26).

**Remark 1:** By **Propositions 2 and 3**: the parameter \( W \) does not play an essential role in (26). We therefore set \( W = 0 \) as it is a redundant parameter. Notably, this redundancy was initially nontrivial.

We investigated \( J \) without the cost constraint (16). **Proposition 5** can be checked directly.
Proposition 5: Fix \( q > 0 \). Consider \( J \) as a function of \( h = \rho - u \geq 0 \). Then, it follows that

\[
\operatorname{Var}[Y_c] \min \{1, q^{-1}\} \leq J(h) \leq \operatorname{Var}[Y_c] \max \{1, q^2\}, \quad h \geq 0.
\]  

Therefore, \( J \) is essentially bounded both from below and above. In addition, \( J(h) \) strictly increases (resp., decreasing) for \( h \geq 0 \) if \( q > 1 \) (resp., \( 0 < q < 1 \)) and equals \( \operatorname{Var}[Y_c] \) if \( q = 1 \).

Proposition 5 analytically characterizes the dependence of the cost on the parameters \( q \) and \( \rho - u \). It is essentially bounded once \( q \) is given, implying that the variance cannot be arbitrarily decreased or increased by designing the controller.

Remark 2: Our problem is a minimization problem of \( J \). However, some applied problems may optimize \( J \) at or around a prescribed level as the natural flow regime is typically not constant in time, and there would be an optimal disturbance level to maintain the food web structure and biodiversity \[40\]. Proposition 5 is promising in this view because such a problem becomes infeasible with our controller. The problem may be overcome using a more complex and, possibly nonlinear controller instead of \( (9) \), with which the problem resolution requires a more complicated approach.

Concerning the cost \( K \), we obtain the following proposition that can be checked directly.

Proposition 6: Fix \( q > 0 \) with \( q \neq 1 \). Consider \( K \) as a function of \( h = \rho - u \geq 0 \). Then, we have that \( K(0) = 0 \), \( \lim_{h \to +\infty} K(h) = +\infty \), and \( K(h) \) strictly increases for \( h \geq 0 \). Therefore, given \( \bar{K} > 0 \), there exists a unique positive solution \( h = \bar{h} \) such that

\[
K(h) = (1 - q^2) \operatorname{Var}[Y_c] \left( \sum_{c=1}^{n_c} c_i r_i \right) \bar{h} + \sum_{c=1}^{n_c} c_i r_i D \bar{h} = \bar{K}. \]  

In practice, the solution \( h = \bar{h} \) to \( (29) \) can be obtained by using a common numerical method. We will use the Picard method.

Based on Propositions 5 and 6, we can solve the optimization problem in a closed form.

Proposition 7: The minimization problem of \( J \) subject to \( (16) \) and \( (17) \) under \( (26) \) is solved as follows:
(a) If \( q = 1 \), then we have \( \min_{h = \rho - u} J = \operatorname{Var}[Y_c] \). The minimizing couple \((\rho, u)\) is \( u = 0 \) and arbitrary \( \rho > 0 \).

(b) If \( q > 1 \) (Water Adding case), then we have \( \inf_{h = \rho - u} J(h) = J(0) = \operatorname{Var}[Y_c] \). The minimizing couple does not exist, but we have \( \lim_{h \to +\infty} J(h) = \operatorname{Var}[Y_c] \).
(c) If $0 < q < 1$ (Water Abstracting case), then we have $\inf_{h \in p - u} J(h) = J(\bar{h}) = \text{Var}[Y_\rho]$ with $\bar{h}$ uniquely determined by (29). The minimizing couple $(\rho, u)$ satisfies $q = \frac{\rho}{\rho - u}$ and $\rho - u = \bar{h}$, and the minimum of $J$ is achieved by $(\rho, u) = (q\bar{h}, -(1 - q)\bar{h})$.

The cost constraint in (16) works effectively only in the Water Abstracting case, in which the optimization problem is solved using the feasible pair $(\rho, u) = (q\bar{h}, -(1 - q)\bar{h})$. In the Water Adding case, no controller achieves infimum, although there are infinitely many controllers that can achieve the objective arbitrary closer to being optimal.

**Remark 3:** In the formulation explained so far, the target is the discharge but not the water to be abstracted or added. However, the latter can also be used in the optimization problem. Let $Q_{abs}$ be the target abstracted discharge, such as the demand for irrigation or hydropower generation. If $q \in (0,1)$, then $\dot{Q} + Q_{abs} = Q + \mathbb{E}[Y_\rho]$, or $\dot{Q} = Q + \mathbb{E}[Y_\rho] - Q_{abs}$ at a stationary state. Considering $Q_{abs}$ instead of $\dot{Q}$, then this relationship can be used. The same applies to the infinite-dimensional case discussed below. The Water Adding case, although seems to be less realistic, can also be reexpressed in terms of the amount of water to be added.

### 3.4 Infinite-dimensional case

The minimization problem of the infinite-dimensional case can be formulated exactly as in (15)–(17) and the system dynamics

$$X_i = u \int_{-\infty}^{\infty} e^{-\rho(t-t')} X_i + Y_i, \quad t \in \mathbb{R}$$

or

$$dX_i = \left( uX_i - u\rho \int_{-\infty}^{t} e^{-\rho(t-t')} X_i \right) dt + dY_i = c_i dt + dY_i, \quad t \in \mathbb{R}$$

with the control rate

$$c_i = - (\rho - u) X_i + \rho dY_i.$$  

A mathematical difficulty arises in solving the BKE. For example, the infinite-dimensional analog of the BKE (20) is obtained by the following reformulation: with sufficiently smooth $y : [0, +\infty) \to \mathbb{R}$, such as $y \in C^1 [0, +\infty) \cap L^2 (0, +\infty)$ (continuously differentiability and square-integrability, both of which are necessary to well-define a quadratic solution guessed below), we can guess the formal convergence:

Discrete to continuous probability $c_i \to \pi (dr) = p(r) dr$ ($p :$ density associated with $\pi$),

Sequence to point values of a function $y_i \to y(r)$ ($i = 1, 2, 3, ...$),
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Finite- to infinite-dimensional arguments \( \Phi(x, y_1, ..., y_n) \rightarrow \Phi(x, y) \), \( x \in \mathbb{R} \), \( y \in L^2(0, +\infty) \), (35)

and taking the limit of \( n \rightarrow +\infty \) in each term of the BKE, the following is obtained:

\[
\left\{ -(\rho-u)x + \sum_{i=1}^{\infty} (\rho-r_i) y_i \right\} \frac{\partial \Phi}{\partial x} \rightarrow \left\{ -(\rho-u)x + \int_0^{+\infty} (\rho-\tau) y(\tau) d\tau \right\} \frac{\partial \Phi(s, x, y(\cdot))}{\partial x},
\]

(36)

\[
-\sum_{i=1}^{\infty} r_i y_i \frac{\partial \Phi}{\partial y_i} \rightarrow -\int_0^{+\infty} r(\tau) \nabla_y \Phi(s, x, y(\cdot))(\tau) d\tau,
\]

(37)

\[
\sum_{i=1}^{\infty} (c_i A + Br_i y_i) \int_0^{+\infty} (\Phi(s, x+z_1, ..., y_i+z_2)-\Phi) v(dz) \rightarrow \int_0^{+\infty} \left[ (Ap(r)+Br(r)) \Phi(s, x+z(r), y+\delta(r-\cdot)z(r)) - \Phi(s, x, y(\cdot)) \right] v(dz(r)) dr.
\]

(38)

Here, \( \nabla_y \Phi(s, x, y(\cdot))(\tau) \) is the Fréchet Derivative of \( \Phi \) with respect to \( y \) at \( y(\cdot) \), and \( \delta \) is the Dirac’s delta.

Consequently, we obtain the BKE of the infinite-dimensional problem

\[
-J + (x - \hat{X})^2 \left[ -(\rho-u)x + \int_0^{+\infty} (\rho-\tau) y(\tau) d\tau \right] \frac{\partial \Phi(s, x, y(\cdot))}{\partial x}
-\int_0^{+\infty} r(\tau) \nabla_y \Phi(s, x, y(\cdot))(\tau) d\tau
+ \int_0^{+\infty} \left[ (Ap(r)+Br(r)) \Phi(s, x+z(r), y+\delta(r-\cdot)z(r)) - \Phi(s, x, y(\cdot)) \right] v(dz(r)) dr
\]

(39)

This is an infinite-dimensional nonlocal PDE that needs to be carefully solved because of not only its infinite dimensions [41] but also the singular nonlocal term, the last term in (39) having Dirac’s delta. A solution for this BKE is a pair of the constant \( J \in \mathbb{R} \) and a smooth function \( \Phi: \mathbb{R} \times (C^1(0, +\infty)) \rightarrow \mathbb{R} \) such that all the terms of (39) are well defined.

Rigorous analysis of this BKE is nontrivial, but we can find a quadratic solution analogous to the finite-dimensional one. For any \( x \in \mathbb{R} \) and \( y \in C^1(0, +\infty) \cap L^2(0, +\infty) \), guess

\[
\Phi(s, x, y) = \frac{1}{2} Fx^2 + \frac{1}{2} \int_0^{+\infty} G(r) y(r) dr + gx
+ \frac{1}{2} \int_0^{+\infty} \int_0^{+\infty} \Gamma(r, \tau) y(r) y(\tau) dr d\tau + \int_0^{+\infty} y(r) y(\tau) dr d\tau.
\]

(40)

Here, \( F, g \in \mathbb{R} \) are constants, \( G, y : (0, +\infty) \rightarrow \mathbb{R} \) are smooth univariate functions, and \( \Gamma : (0, +\infty) \rightarrow \mathbb{R} \) is a smooth bivariate function. Then, we obtain

\[
\nabla_y \Phi(x, y)(\tau) = xG(r) y(r) + \int_0^{+\infty} \Gamma(r, \tau) y(r) dr + y(r) y(\tau)
\]

(41)
\[ \Phi(s, x + \delta(r - \cdot) z(\cdot)) = \Phi(s, x, y(\cdot)) \]

\[ = \frac{1}{2} F(x + z(r)) (x + z(r)) + (x + z(r)) \int_{\Gamma} G(r) (y + \Gamma(r \cdot) z(\cdot)) \mathrm{d}w + g(x + z(r)) \]

\[ + \frac{1}{2} \int_{\Gamma} \Gamma(r, \omega)(y + \Gamma(r \cdot) z(\cdot)) (y(\omega) + \gamma(r \cdot) z(\cdot)) \mathrm{d}r \mathrm{d}w \]

\[ + \int_{\Gamma} \gamma(\cdot)(y(\cdot) + \Gamma(r \cdot) z(\cdot)) \mathrm{d}r \quad . \quad (42) \]

\[ - \left( \frac{1}{2} F x^2 + x \int_{\Gamma} G(r) y(\cdot) \mathrm{d}r + x \int_{\Gamma} \Gamma(r, \omega) y(\cdot) \mathrm{d}r \mathrm{d}w + \int_{\Gamma} \gamma(\cdot) y(\cdot) \mathrm{d}r \right) \]

\[ = \{z(\cdot)\}^2 \left( \frac{1}{2} F + G(r) + \frac{1}{2} z(\cdot)^2 \right) z(\cdot) [g + \gamma(\cdot)] \]

\[ + z(\cdot) \{F + G(r) + z(\cdot) (G(r) + \Gamma(r, \cdot)) y(\cdot) \mathrm{d}r \} \]

These are the infinite-dimensional counterparts of (A.1) and (A.2) in Appendix A.1. The other parts can be evaluated similarly. Technically, we find the coefficients \( F, g, G, \gamma, \Gamma \) and the correspondence between \( F \) and \( a_{\omega, \delta} \), \( G(r) \) and \( a_{\omega, \delta} \), \( (1 \leq i \leq n) \), \( \Gamma(r, r_i) \) and \( a_{ij} \), \( (1 \leq i, j \leq n) \), \( g \) and \( b_0 \), and \( \gamma(r) \) and \( b_i \) \( (1 \leq i \leq n) \). The smooth function (40) is, therefore, a point-wise solution for the BKE in the infinite-dimensional case. Through a simple calculation analogous to Appendix A.1 with each summation read as an appropriate integral with respect to \( \pi(\mathrm{d}r) \) (i.e.,

\[ \sum_{i=1}^{\infty} c_i f(\cdot) \rightarrow g = \int_{\Gamma} f(\cdot) \pi(\mathrm{d}r) \]), we obtain

\[ F = \frac{1}{\rho - u}, \quad G(r) = \frac{1}{\rho - rD + \rho - u}, \quad \Gamma(r, \cdot) = \frac{(\rho - rD)(\rho - \tau D)}{(r + \tau)D} \left\{ \frac{1}{rD + \rho - u} + \frac{1}{\tau D + \rho - u} \right\} \quad . \quad (43) \]

\[ g = - \frac{2}{\rho - u} \dot{x} + \frac{1}{\rho - u} (q + 1) AM_{1} \int_{0}^{\infty} r \frac{1}{rD + \rho - u} \pi(\mathrm{d}r) \quad , \quad (44) \]

\[ r(1 - BM_{1}) \gamma(\cdot) + g \]

\[ = -2q \dot{x} + q (q + 1) AM_{1} \int_{0}^{\infty} \frac{r}{rD + \rho - u} \pi(\mathrm{d}r) + \frac{1}{2(\rho - u)} BM_{2} \frac{(\rho - u) rD + \rho^2}{D (rD + \rho - u)} \quad . \quad (45) \]

\[ + \frac{1}{\rho - u} AM_{1} \frac{rD + \rho - u}{rD + \rho - u} \frac{1}{\rho - u} AM_{1} \int_{0}^{\infty} \left( \frac{\rho - rD}{r + \tau} \right) \left\{ \frac{1}{rD + \rho - u} + \frac{1}{\tau D + \rho - u} \right\} \pi(\mathrm{d}r) \]

and consequently

\[ J = \left( \dot{x} - q \mathbb{E}[Y] \right)^2 + \text{Var}[Y] \left( \int_{0}^{\infty} r \frac{1}{r} \frac{1}{r} \pi(\mathrm{d}r) \right) \left( \int_{0}^{\infty} r + q^2 \frac{1}{r} \pi(\mathrm{d}r) \right) \quad , \quad (46) \]

where \( \mathbb{E}[Y] = \frac{AM_{1}}{D} \int_{0}^{\infty} r \frac{1}{r} \pi(\mathrm{d}r) \) and \( \text{Var}[Y] = \frac{AM_{2}}{2D} \int_{0}^{\infty} r \frac{1}{r} \pi(\mathrm{d}r) \).

Notably, (46) is obtained by formally letting \( n \rightarrow +\infty \) in (21). Convergence is true if the sequences \( \{c_i\}_{i \in \mathbb{N}} \) and \( \{r_i\}_{i \in \mathbb{N}} \) satisfy some conditions. We present an example in the next subsection, and here, we assume that such \( \{c_i\}_{i \in \mathbb{N}} \) and \( \{r_i\}_{i \in \mathbb{N}} \) are specified. Then, under \( n \rightarrow +\infty \) we obtain
\[ K = (\rho - u)^2 (1-q)^2 \text{Var}[Y]\left(\int_0^{r_{m+1}} \frac{1}{r} \pi(\text{d}r)\right) - \int_0^{r_{m+1}} \frac{D}{rD+\rho - u} \pi(\text{d}r). \]  \hspace{3cm} (47)

Consequently, we obtain the following solution to the minimization problem of $J$ under $q = \hat{X}/E[Y]$.

**Proposition 8:** Assume $q = \hat{X}/E[Y]$ and the dynamics (30)-(32). Then, the minimization problem of $J$ subject to (16) and (17) under $q = \hat{X}/E[Y]$ is solved as follows:

(d) If $q = 1$, then $\min J = \text{Var}[Y]$. The minimizing couple $(\rho, u)$ is $u = 0$ and arbitrary $\rho > 0$.

(e) If $q > 1$ (Water Adding case), then $\inf_{h, \rho, u} J(h) = J(0) = \text{Var}[Y]$. The minimizing couple does not exist, but $\lim_{h \to 0} J(h) = \text{Var}[Y]$.

(f) If $0 < q < 1$ (Water Abstracting case), then $\inf_{h, \rho, u} J(h) = J(\tilde{h}) = \text{Var}[Y]$ with $\tilde{h}$ uniquely determined from (48). The minimizing couple $(\rho, u)$ satisfies $q = \frac{\rho}{\rho - u}$ and $\rho - u = \tilde{h}$, and the minimum of $J$ is achieved by $(\rho, u) = (q\tilde{h}, -(1-q)\tilde{h})$:

\[ K(\tilde{h}) = (1-q)^2 \text{Var}[Y]\left(\int_0^{r_{m+1}} \frac{1}{r} \pi(\text{d}r)\right)^{-1} \tilde{h}^2 \int_0^{r_{m+1}} \frac{D}{rD+\tilde{h}} \pi(\text{d}r) = \bar{K}. \]  \hspace{3cm} (48)

### 3.5 Approximation scheme

We used a sufficiently fine Markovian lift to approximate the integrals $J, K$ and the nonlinear equation (48). The problem in this step is how to numerically approximate integrals that appear in the representations of $J, K$. Here, we present a convergent discretization.

First, the sequences $\{c_i\}_{i \in \mathbb{N}}$ and $\{r_i\}_{i \in \mathbb{N}}$, are chosen so that the finite-dimensional supCBI process converges to the original supCBI process, at least considering the distribution. According to (32), this convergence holds if

\[ \left| \sum_{i=1}^{n-1} c_i r_i - \int_0^{r_{m+1}} \frac{1}{r} \pi(\text{d}r) \right| \to 0 \quad \text{as} \quad n \to + \infty. \]  \hspace{3cm} (49)

Herein, we constructed such a discretization method based on quantiles, and it suffices in approximating the above-mentioned integrals. Without significant loss of generality, we assume that $\pi$ admits a smooth and absolutely continuous density function and satisfies $\int_0^{r_{m+1}} \frac{1}{r} \pi(\text{d}r) < +\infty$. These are satisfied in our application.

We present a discretization method without truncating the domain. First, we set the discrete probability measure $\pi_n(\text{d}r) = \sum_{i=1}^{n} c_i \delta(r - r_i)$. Given $n = 2^m$ ($m \in \mathbb{N}$) and $k = 0, 1, 2, \ldots, n$, we set the
quantile \( \theta_{n,k} \) \((1 \leq k \leq n)\) uniquely determined from

\[
\frac{k}{n} = \int_0^{\theta_{n,k}} \pi(dr).
\]  

(50)

Notably, \( \theta_{n,n} = +\infty \). Then, we set \( r_i = \theta_{2n,2i-1} \) and \( c_i = \int_{\theta_{2n,2i-2}}^{\theta_{2n,2i-1}} \pi(dr) \) \((1 \leq i \leq n)\). From (50), we obtain

\[
c_i = \int_0^{\theta_{2n,2i}} \pi(dr) - \int_0^{\theta_{2n,2i-1}} \pi(dr) = \frac{2i}{2n} - \frac{2i-2}{2n} = \frac{1}{n} \quad (1 \leq i \leq n).
\]  

(51)

The sequence \( \{c_i\}_{i=1}^{n} \) in this case is constant. In addition, for \( r \in (\theta_{2n,2i-2}, \theta_{2n,2i}) \), we have

\[
\left| \int_0^{r} \pi(dr) - \int_0^{r} \pi_n(dr) \right| \leq \max \left\{ \frac{2i}{2n}, \frac{2i-2}{2n} \right\} \leq \left( \frac{2i}{2n} - \frac{2i-2}{2n} \right) = \frac{1}{n}.
\]  

(52)

It follows that the cumulative function \( \int_0^{\pi}(dr) \) uniformly converges to \( \int_0^{\pi}(dr) \) in \((0, +\infty)\). As a byproduct, by the Portemanteau theorem (Theorem 13.16 of Klenke [42]), we obtain (Recall \( n = 2^m \))

\[
\left| \int_0^{r} f(r) \pi_n(dr) - \int_0^{r} f(r) \pi_n(dr) \right| \to 0 \quad \text{as} \quad m \to +\infty
\]  

(53)

for any bounded and continuous functions \( f \) on \([0, +\infty)\).

Then, for each constant \( \kappa > 0 \), we obtain

\[
\left| \int_0^{\infty} \frac{1}{\max \{r, \kappa\}} \pi_n(dr) - \int_0^{\infty} \frac{1}{\max \{r, \kappa\}} \pi_n(dr) \right| \to 0 \quad \text{as} \quad m \to +\infty
\]  

(54)

because the function \( \frac{1}{\max \{r, \kappa\}} \) \((r > 0)\) is nonnegative and bounded from above by \( \kappa^{-1} \). In addition,

\[
\left| \int_0^{\infty} \frac{1}{r} \pi_n(dr) - \int_0^{\infty} \frac{1}{\max \{r, \kappa\}} \pi_n(dr) \right| \to 0 \quad \text{as} \quad \kappa \to 0
\]  

(55)

by \( \int_0^{\infty} \frac{1}{r} \pi(dr) < +\infty \). We have

\[
\left| \int_0^{\infty} \frac{1}{\max \{r, \kappa\}} \pi_n(dr) - \int_0^{\infty} \frac{1}{r} \pi(dr) \right| \leq \left| \int_0^{\infty} \frac{1}{\max \{r, \kappa\}} \pi_n(dr) - \int_0^{\infty} \frac{1}{\max \{r, \kappa\}} \pi_n(dr) \right| + \left| \int_0^{\infty} \frac{1}{\max \{r, \kappa\}} \pi_n(dr) - \int_0^{\infty} \frac{1}{\max \{r, \kappa\}} \pi_n(dr) \right|
\]  

(56)

Then, we obtain

\[
\limsup_{\kappa \to 0} \limsup_{m \to +\infty} \left| \int_0^{\infty} \frac{1}{\max \{r, \kappa\}} \pi_n(dr) - \int_0^{\infty} \frac{1}{\max \{r, \kappa\}} \pi_n(dr) \right| = 0,
\]  

(57)

showing

\[
\lim_{\kappa \to +\infty} \limsup_{m \to +\infty} \int_0^{\infty} \frac{1}{\max \{r, \kappa\}} \pi_n(dr) = \int_0^{\infty} \frac{1}{r} \pi_n(dr).
\]  

(58)

We choose a sequence \( \{\kappa_m\}_{m=1,2,3,...} \) converging to 0 such that 

\[ 0 < \kappa_m < \theta_{2,1} \]

Substituting \( \kappa_m \) for \( \kappa \),
we obtain
\[
\int_0^\infty \frac{1}{\max \{r,\kappa_n\}} \pi_n(dr) = \int_0^\infty \sum_{r_i} \frac{1}{\max \{r,\kappa_n\}} \delta(r-r_i)dr = \int_0^\infty \sum_{r_i} \frac{1}{r_i} \delta(r-r_i)dr = \int_0^\infty \frac{1}{r} \pi_n(dr) \tag{59}
\]
From the convergence result (57)–(58) and the equality (59), we obtain
\[
\lim_{m \to \infty} \int_0^\infty \frac{1}{\max \{r,\kappa_n\}} \pi_n(dr) = \lim_{m \to \infty} \int_0^\infty \frac{1}{r} \pi_n(dr) = \int_0^\infty \frac{1}{r} \pi(dr) \tag{60}
\]
since $m = \log_2 n$. Notably, the sequence $\{\kappa_n\}_{n=1,2,3,...}$ was introduced only for a technical reason, and it does not appear in the implementation of the discretization.

Consequently, the above-specified sequences $\{c_i\}_{i\in\mathbb{N}}$ and $\{r_i\}_{i\in\mathbb{N}}$ suffice for our purpose. In our application, we use a Gamma type $\pi$. Each quantile $\theta_{n,k}$ is numerically computed with an arbitrary level of accuracy using the sequential representation of incomplete gamma functions (Lemma 14 of Greengard and Rokhlin [43]) combined with a bisection method to solve the nonlinear equation (50) for $\theta_{n,k}$. The convergence of the integrals $J, K$ is similar as their integrands are strictly bounded or have a singularity similar to $r^{-1}$. The computational results in Appendix B are consistent with the theoretical result: the integral $R = \int_0^\infty r^{-1} \pi(dr)$ can be approximated by the summation $R_n = \sum_{i=1}^n c_i r_i^{-1}$.

### 3.6 Solution algorithm

This sub-section explains a solution algorithm for numerically solving our optimization problem, which is (15) subject to constraints. The supCBI process is firstly identified using available data. Secondly, the probability measure $\pi$ is discretized using the Markovian lift explained in Section 3.5. Thirdly, set parameter values of the objective and solve (29) with respect to $\tilde{h}$ using a common method for nonlinear equations such as a Picard method. Finally, we can find optimal $(\rho, u)$ from Proposition 7.

Our optimization problem is therefore solvable using a common method and does not require the use of sophisticated methodologies. This practical implementability is an advantage of our optimization problem.

### 4. Applications

We identified the supCBI process at a midstream reach of an existing river and solved the optimization problem of the Water Abstraction case as it offers feasible solutions of interest.

#### 4.1 Study site

We applied the optimization problem to an existing river environment. The study site is a midstream reach of the Hi River flowing in the eastern part of Shimane Prefecture in Japan (Figure 2). We have studied the river as a representative river environment in a mountainous region where balancing between water resources for human lives (e.g., hydropower generation and irrigation) and environmentally
required streamflows for maintaining healthy aquatic ecosystems, including several fishery resources, has recently been a huge concern [44].

The river reach studied in this herein is 16 (km) long and is bounded by the Obara Multipurpose Dam (O Dam, managed by the Ministry of Land, Infrastructure, Transport and Tourism (MLIT)) at the upstream end and Hinobori Weir (H Weir) for trapping soil materials at the downstream end. This reach is a famous recreational fishing area of Plecoglossus altivelis, a recreationally important iconic fishery resource in Japan [45]. Therefore, very large river discharge is dangerous for anglers, and small discharge results in the lack of the shear stress acting on the riverbed and causes the bloom of nuisance periphyton [46], which affects the ecosystem balance and fishing utilities. In the study area, the recent growing need for a cleaner energy supply demands the construction of another hydropower station to complement the one upstream of O Dam. Water abstraction for irrigation would also increase in the future due to the need for clean electricity supplies in the surrounding watershed area. Therefore, streamflow management at the study site is a crucial issue.

We chose this study site also because the hydropower station of a private enterprise abstracting the river water upstream of O Dam has been idling since the beginning of June 2020 [47]. The river water flowing into the O Dam and, hence, the water discharged from the dam has increased since the beginning of June 2020, resulting in an artificial regime shift in the study site. Thus, we could consider two streamflow conditions before and after the operational change in the hydropower station. More specifically, the average discharge downstream of the O Dam increased at the beginning of June 2020.

The public data of hourly outflow discharge of O Dam since April 1, 2016, are available (MLIT, http://www1.river.go.jp/cgi-bin/SrchDamData.exe?ID=607041287705020&KIND=1&PAGE=0). Thus, we considered the two periods, which are the first four years (Period 1: June 1, 2016, to May 31, 2020) and the second two years (Period 2: June 1, 2020, to May 31, 2022). Because we are interested in the 16-km reach, which cannot be considered a single point, we employed hourly discharge time series at each point in the reach using a longitudinally one-dimensional (1D) hydrodynamic model, as explained below.

4.2 Flow field
The discharge time series at each point in the target reach was emulated by the hydrodynamic model driven using the record of the outflow discharge of the O Dam as the inflow boundary conditions at the upstream end, a weir boundary condition at the downstream end, and lateral inflows based on a distributed hydrological model [48]. This model has been verified using water depth data collected in 2021, but we reexamined it herein using the latest water depth time-series data collected at the study site at a 10-min interval using a water-level gauge (HOB0, U-20). The 1D computational grid contains 302 grid points (Points 1 through 302 from the upstream), and the grid interval to discretize the river reach is approximately 50 m with the time step so that the Courant–Friedrichs–Lewy number is 0.5 at each time step. Considering the inflow boundary condition and lateral inflows as stochastic processes, emulating the flow field in the river reach results in numerically solving a stochastic PDE in a 1D domain. Figure 3
compares the measured and computed water depth of Station Y at 10.2 (km) downstream of O Dam, and they agree well during both high- and low-flow periods. This comparison suggests that the emulated flow field can be used to identify the MMA model in this river reach.

We statistically evaluated the flow field in Periods 1 and 2. Figures 4(a)–(d) compare the average (m$^3$/s), variance (m$^6$/s$^2$), skewness, and kurtosis of the discharge at each computational grid point in the domain in Period 1, assuming stationarity. Similarly, Figures 5(a)–(d) compare the statistics in Period 2, assuming stationarity. The average discharge in Period 2 is larger than that of Period 1; the difference is approximately 7 (m$^3$/s), indicating more than a 75% increase from Period 1. The increase in discharge in Period 2 is consistent with the change in the inflow discharge to O Dam [47]. This supports our hypothesis that the average discharge downstream of the dam is larger in Period 2 than it is in Period 1. We also analyzed other statistics. The increase in variance in Period 1 from Period 2 is 30%–60%, and those of skewness and kurtosis are about −8% to −20% and −16% to −34%, respectively. This implies that idling the upstream hydropower station shifted the flow field to a statistically more variable, less skewed, and less sharp one.

On the spatial distributions of the statistics, Figures 4 and 5 show that the target reach can be divided into three parts, where the statistics vary gradually (1.2–3.0 and 5.1–16 (km) from the dam) and more rapidly (3.0–5.1 (km) from the dam). The more rapid variation was considered due to the larger volume of lateral inflows received in the middle reach at the study site. Considering this computational result, in the application of the proposed model below, it is not necessary to consider all the grid points but only some of them with a sparser interval of approximately 1 (km) (Figure 6; these points are hereafter specific grid points for simplicity). Finally, in both periods, the ACF at each point has an algebraic decay as predicted from the MMA process, as discussed in more detail in the next subsection.
Figure 2. Map of the site studied in this study. The elevation data was constructed using a 5-m DEM provided by the Geospatial Information Authority of Japan (https://fgd.gsi.go.jp/download/mapGis.php?tab=dem).

Figure 3. Comparison of measured and computed water depth at Station Y at 10.2 (km) downstream of O Dam.
Figure 4. Computed stationary (a) average (m$^3$/s), (b) variance (m$^6$/s$^2$), (c) skewness (-), and (d) kurtosis (-) in the river reach during Period 1.

Figure 5. Computed stationary (a) average (m$^3$/s), (b) variance (m$^6$/s$^2$), (c) skewness (-), and (d) kurtosis (-) in the river reach during Period 2.
4.3 Model identification

The MMA process is identified at each grid point following the procedure reported by [17, 32] with a slight modification. First, for a fixed $D \in (0,1)$, the probability measure $\pi$, including the parameters $\alpha$ and $\beta$, is identified using (6) and a common least-square method. In this step, the data with the minimal delay time interval containing 0 such that the ACF remains positive is used. Second, the Lévy measure $\nu$, namely, the remaining parameters, is identified. This is conducted using the least-square method so that the following error metric is minimized:

$$E = \left( \frac{\text{Average}_M - \text{Average}_D}{\text{Average}_D} \right)^2 + \left( \frac{\text{Variance}_M - \text{Variance}_D}{\text{Variance}_D} \right)^2$$

$$+ \left( \frac{\text{Skewness}_M - \text{Skewness}_D}{\text{Skewness}_D} \right)^2 + \left( \frac{\text{Kurtosis}_M - \text{Kurtosis}_D}{\text{Kurtosis}_D} \right)^2.$$  (61)

Subscripts “M” and “D” indicate the model and data, respectively. In our previous studies, we used standard deviation instead of variance. Herein, we use variance as it is a cumulant, whereas the standard deviation used in [32] is not, implying that it is more natural to use variance. In addition, variance is directly related to the objective of our optimization problem because it can be identified as the objective of it. Notably, the model identification results presented below are almost the same if we choose the standard deviation in the error metric. Here, we set $D = 0.5$. The obtained results are not significantly affected by the choice of $D$. We assume a tempered stable model $\nu(dz) = \exp(-c_2 z) z^{\nu(1 + c_1)} dz$ ($c_2 > 0$, $c_1 < 1$) as the simplest model to describe subordinators having bounded and unbounded variations in a unified manner. The probability measure $\pi$ is assumed to be a Gamma type $\pi(dr) = r^{\alpha-1} e^{-r/\beta} dr$ introduced earlier due to its simplicity and capability of generating long-memory MMA processes.

The identification results are summarized in Appendix C. Table C.1 lists the identification results for Period 1 at three points in the target reach, which are in the upstream region where the statistics
vary gradually (Point 20, 2.3 (km) from the dam), the region where the statistics rapidly vary (Point 60, 4.3 (km) from the dam), and the downstream region where the statistics gradually vary (Point 180, 10.2 (km) from the dam). Similarly, Table C.2 lists the identification results in Period 2. For Point 20, the ACF in Period 2 is a long-memory type ($\alpha \leq 2$), whereas that of Period 1 is not ($\alpha > 2$), implying that the regime shift in the target reach affects the temporal correlation structure (Figures C.1 and C.2 in Appendix C). Similar results were obtained for other points and are not reported here.

In summary, the MMA process was successfully fitted into the target reach. The statistical analysis combined with the hydraulic simulation suggests that, in each period, the statistics (average, variance, skewness, and kurtosis) depend on the distance from the dam, whereas the autocorrelation structure (ACF) of the discharge does not. Therefore, the memory effect was inherited along the target reach in each period.

4.4 Computation and analysis

The optimization problem was solved at each point in the target river reach. We focused on the Abstracting Water case as it is more realistic than the Water Adding case. We used the technique highlighted in Remark 3 and focused on the abstraction $Q_{ab}$ rather than the target discharge $\hat{Q}$. Thus, we used the following one-to-one relationship between $\hat{Q}$ and $Q$:

$$\hat{X} = \hat{Q} - qQ = (1-q)\overline{Q} + \mathbb{E}[Y] - Q_{ab} \quad \text{or equivalently} \quad Q_{ab} = (1-q)\left(\overline{Q} + \mathbb{E}[Y]\right). \quad (62)$$

Before performing a detailed analysis, we checked the convergence of the discretization method based on the Markovian lift. We used the degree of freedom $n = 2^{13} = 8192$, with which sufficiently good results were obtained, as suggested by the numerical experiments in Appendix B.

First, we focused on the problem at a single point, which is Point 180, located 10.2 km downstream from O Dam. Figures 7-9 show the computed minimized variance $J$ and the corresponding optimal $\rho$ and $u$ with respect to the cost constraint $\overline{K}$. Here, we considered different values of the abstraction $Q_{ab}$ (m$^3$/s) (3, 5, and 7 (m$^3$/s)), which are realistic because the minimum flow required in the target reach is 1.0 (m$^3$/s) considering the average in Tables C.1 and C.2. Figure 7 shows that, for each case and period, the $\overline{K}$-$J$ curve is a continuum of the minimized variance given the cost constraint. The curve has a convex shape and approaches the theoretical lower bound expressed in (28) as the cost constraint decreases ( $\overline{K}$ increases). As shown in Figures 9 and 10, the dependence of optimal $\rho$ (resp., $u$) on $\overline{K}$ increases almost linearly (resp., concave and almost linearly decreasing). A sharp decrease in the minimized variance is expected only when the cost constraint is small with these optimal parameters. The dependence of the minimized variance $J$ between Periods 1 and 2 is clear; for the same $\left(\overline{K},Q_{ab}\right)$, the minimized variance $J$ is smaller for Period 1. This is attributed to the larger variance of the discharge in Period 2 than in Period 1, indicating that the flow condition in Period 2 is more difficult to regulate around a target value.
We extended the analysis to each point in the target reach to show that the proposed model can be employed in creating water infrastructure to abstract river water. This was conducted by exploring the point where the minimized variance $J$ becomes minimum among all the candidate points in the target reach. We solved this nested optimization problem in each period for different values of the cost constraint $\bar{K}$. Similarly, we explored the maximizing point of the minimum variance $J$ where the worst-case performance is achieved among the points examined, which is a worst-case minimization problem.

**Figure 1** shows a plot of the computed minimum variance $J$ with respect to the cost constraint $\bar{K}$ for all the specific grid points. The target abstraction is fixed to $Q_{abs} = 5 \ (m^3/s)$. **Table 1** lists the optimization results. The minimizing location for all examined $\bar{K}$ (0.001, 0.002, 0.003, ..., 10.000 (m$^3$/s$^2$)) and $Q_{abs}$ (1 through 8 (m$^3$/s)) is the most upstream point (Point 20) where the variance becomes minimum in the target reach. In contrast, the worst point is Point 160 or 300, depending nonmonotonically on $\bar{K}$ and $Q_{abs}$ (**Table 1**).

The nested optimization problem here does not consider costs other than the control cost, including the construction and maintenance costs of the infrastructure and water conveying channels. However, the proposed methodology can be incorporated into such an engineering analysis as a pivotal optimization model. Based on the proposed approach, we shall conduct spatiotemporal analysis to optimize both the water resources supply and environments in the study area considering its land use.
Figure 7. The computed minimum variance $J$ with respect to the cost constraint $\bar{K}$.

Figure 8. The computed optimal $\rho$ with respect to the cost constraint $\bar{K}$.

Figure 9. The computed optimal $-u$ with respect to the cost constraint $\bar{K}$.
Figure 10. The computed minimum variance $J$ with respect to the cost constraint $\bar{K}$ for all the specific grid points. The target abstraction is fixed to $Q_{\text{abs}} = 5 \text{ m}^3/\text{s}$ in Period 1.

Table 1. Minimizing and maximizing locations of the minimized variance $J$ among all specific grid points. We examined the cost constraints $\bar{K}$ (0.001, 0.002, 0.003, ..., 10.000 (m$/s^2$)) and the target abstractions $Q_{\text{abs}}$ (1–8 (m$/s$)). Minimizing point No. in Periods 1 and 2 are 20 in all the cases. Maximizing point No. in Period 2 is 300 in all the cases.

| $Q_{\text{abs}}$ (m$/s$) | Maximizing point No. in Period 1 |
|----------------------|----------------------------------|
| 1                    | 160 (\(\bar{K} \leq 5.318\)) |
| 2                    | 160 (\(\bar{K} \leq 0.977\))  |
| 3                    | 300 (Otherwise)                 |
| 4                    | 300 (Otherwise)                 |
| 5                    | 160 (\(\bar{K} \leq 0.952\))  |
| 6                    | 160 (\(\bar{K} \leq 1.152\))  |
| 7                    | 300 (Otherwise)                 |
| 8                    | 160 (\(\bar{K} \leq 2.200\))  |
|                      | 300 (Otherwise)                 |
4.5 Extended model

A cost-efficient control of the streamflow is vital, whereas strongly regulating the streamflow close to a fixed target value reduces the variability [49]. Herein, we considered an extended model with an additional constraint to maintain the streamflow variability. Indeed, flow regulations have been concerned as a potential stressor against local river environments and ecosystems. The problem is:

$$\text{Find } \inf_{\rho,u} J, \text{ where } J = \lim_{T \to +\infty} \frac{1}{T} \mathbb{E} \left[ \int_0^T (Q - \hat{Q})^2 \, dt \right]$$

subject to the cost constraints

$$K = \lim_{n \to +\infty} \frac{1}{T} \mathbb{E} \left[ \int_0^T c_i^2 \, dt \right] \leq \bar{K} \quad \text{and} \quad P = \lim_{n \to +\infty} \frac{1}{T} \mathbb{E} \left[ \int_0^T c_i^2 \, dt \right] \leq \bar{P}$$

and the same parameter constraints. The second inequality in (64) represents the constraint that maintains the flow variability measured in terms of the difference between the inflow and outflow (i.e., $C = X - Y$) based on a prescribed upper bound $\bar{P} > 0$. Namely, smaller $P$ suggests smaller modification of the river discharge.

Through analytical calculations, we obtain

$$P = (q-1)^2 \left\{ \mathbb{E} \left[ Y_i \right]^2 + \frac{1}{2D^2} \sum_{r_i} c_i \frac{h}{r_iD + h} \right\}$$

for the finite-dimensional case and

$$P = (q-1)^2 \left\{ \mathbb{E} \left[ Y_i \right]^2 + \frac{1}{2D^2} \int_{r_iD + h}^{\pi} \frac{h}{r \pi} \, d\rho \right\}$$

for the infinite-dimensional case, where $h = \rho - u > 0$. These formulae can be effectively incorporated into the optimization problem by considering $P$ as an increasing function of $h$. Namely, the optimal $h$ is the largest $h > 0$ satisfying the two constraints (64).

Because of the functional shape of (66), we have the lower and upper bounds of $P = P(h)$ as

$$(q-1)^2 \left\{ \mathbb{E} \left[ Y_i \right]^2 \right\} \leq P(h) \leq (q-1)^2 \mathbb{E} \left[ \left( Y_i \right)^2 \right],$$

showing that the problem is non-feasible if $\bar{P} < (q-1)^2 \mathbb{E} \left[ \left( Y_i \right)^2 \right]$ and is trivial if $(q-1)^2 \mathbb{E} \left[ \left( Y_i \right)^2 \right]$. Thus, we assume

$$(q-1)^2 \left\{ \mathbb{E} \left[ Y_i \right]^2 \right\} \leq \bar{P} \leq (q-1)^2 \mathbb{E} \left[ \left( Y_i \right)^2 \right].$$

For demonstration, we set $\bar{P} = 100$ (m$^3$/s$^2$) in Period 1 as we have an upper bound of 167.8 (m$^3$/s$^2$) and a lower bound of 30.4 (m$^3$/s$^2$) based on (67). Similar results were obtained at the other points. The problem is, therefore, nontrivial, and the second constraint in (64) will be activated. Figure 11 shows the computed minimized $J$ at Point 180 with the parameter region where the first and second constraints (64) were activated. The first constraint of (64), the cost constraint, is activated for small $\bar{K}$; otherwise, the second constraint on the flow variability is activated to maintain the flow variability within the
required range. For relatively small water abstraction and cost constraints, and when the problem is subject to small $\bar{K}$, the additional constraint is not activated.

As demonstrated in this section, the proposed mathematical framework can be applied to the problem subject to multiple constraints without resorting to complex numerical algorithms owing to its high tractability.

![Figure 1](image)

**Figure 11.** The computed minimized $J$ at Point 180 in Period 1 with the parameter region where the first and second constraints (64) are activated indicated by bold lines. The bold-line region is not appearing in the plot area for the case $Q_{\text{abs}} = 5$ (m$^3$/s).

5. **Conclusion**

We investigated a new optimization problem of river discharge based on the supCBI process to obtain the polynomially (subexponentially) decaying ACF. We found both theoretically and numerically that the infinite-dimensional nature of the optimization problem can be resolved by the Markovian lift. In addition, it was found that the optimization problem can be solved uniquely under certain conditions, and that an implementable numerical algorithm for solving the problem can be designed using a common methodology. The Markovian lift has been suggested to be a powerful mathematical tool for modelling and analysis of MMA processes. Our framework is therefore innovative in theory and not computationally demanding. The parameter values were identified from the data, and the model was analyzed.

The finding of this study recommends that modelling the streamflow dynamics should be based on a mathematical model that is able to capture the subexponential ACF. The supCBI process was successful in this case as demonstrated in the previous section. In addition, designing a water abstraction point based on the proposed model should consider the statistics of the discharge in target river environments because the objective and cost of the proposed model significantly depend on them. Water abstraction necessarily alters the streamflow dynamics, while they can be better managed by minimizing an objective like that proposed in this study.

The proposed model does not consider other environmental variables, such as the water temperature, suspended solid concentration, and some population density of aquatic fauna, which is a
limitation. In addition, the seasonality of environmental and anthropogenic factors was not considered. In the studied river, local field managers especially concern water temperature and seasonality affecting growth and population dynamics of aquatic species. The affine properties of the proposed framework can be effectively employed in such applications if the system dynamics remain affine. In such cases, the corresponding static control problem would be computed numerically. Nevertheless, the computational complexity of BKE would not be prohibitive by invoking the affine properties, which allows the reduction of the equation to a system of ordinary differential equations. The model reduction can also be employed to reduce the problem size. Model identification is another potential issue to be tucked for approaching to more complex problems. A modelling and identification study concerning fish migration is currently undergoing.

For future studies, applications of the MMA process to more realistic stochastic control for water resource management would be investigated where the non-Markovian nature of the MMA process would be analyzed using a regression Monte Carlo method. In this case, the storage volume will be added to the stochastic system, whose value should be constrained in a compact set representing the dam capacity, resulting in a more complex and interesting problem. The model may contain uncertain parameter values possibly due to climate uncertainty, resulting in a worst-case optimization problem. Coupling with the price dynamics would also be investigated.
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Appendix A

This appendix proves Propositions 1-2. The calculation is straightforward, while they contain several technical parts where we need to symmetrize some summands.

A.1 Proof of Proposition 1

We guess \( \Phi \) of the form

\[
\Phi(x, y_1, \ldots, y_n) = \Phi(y_0, y_1, \ldots, y_n) = \sum_{i,j=0}^{n-1} a_{i,j} y_i y_j + \sum_{i=0}^{n} b_i y_i , \quad \text{where} \quad x = y_0
\]  

(A.69)

with a symmetric matrix \( a = [a_{i,j}]_{0 \leq i,j \leq n} \) and a vector \( b = [b_i]_{0 \leq i \leq n} \). Then, we obtain

\[
\frac{\partial \Phi}{\partial y_k}(x, y_1, \ldots, y_n) = \frac{1}{2} \sum_{i=0}^{n} (a_{i,k} + a_{k,i}) y_i + b_k = \sum_{i=0}^{n} a_{i,k} y_i + b_k
\]  

(A.70)

and

\[
\int_0^\infty \left( \Phi(x+z, y_1, \ldots, y_n) - \Phi(x) \right) v(dz) = \int_0^\infty \left( \sum_{i,j=0}^{n} \frac{1}{2} a_{i,j} (y_k + \delta_{i,0} z + \delta_{j,0} z)(y_j + \delta_{j,0} z + \delta_{j,0} z) + \sum_{i=0}^{n} b_k (y_k + \delta_{i,0} z + \delta_{i,0} z) \right) v(dz)
\]

\[
= \int_0^\infty \left( \sum_{i,j=0}^{n} \frac{1}{2} a_{i,j} y_k y_j + \sum_{k=0}^{n} b_k y_k \right) v(dz)
\]

\[
= \int_0^\infty \left( \sum_{i,j,k=0}^{n} \frac{1}{2} a_{i,j} \delta_{i,0} \delta_{j,0} y_k y_j + \sum_{k=0}^{n} b_k y_k \right) v(dz)
\]

\[
= \int_0^\infty \left( \sum_{i,j,k=0}^{n} \frac{1}{2} a_{i,j} \delta_{i,0} \delta_{j,0} y_k y_j + \sum_{k=0}^{n} b_k y_k \right) v(dz)
\]

\[
= \frac{1}{2} \left( M_z(a_{0,0} + a_{0,0} + a_{1,0} + a_{1,0}) z^2 + \sum_{i,j=0}^{n} \frac{1}{2} (a_{i,j} + a_{i,j}) y_i y_j + \sum_{i,j=0}^{n} \frac{1}{2} (a_{i,j} + a_{i,j}) y_i y_j + \sum_{k=0}^{n} b_k y_k \right) v(dz)
\]

(A.71)

and hence

\[
= \frac{1}{2} M_z\left( a_{0,0} + a_{0,0} + a_{1,0} + a_{1,0} \right) + \frac{1}{2} M_z\left( a_{0,0} + a_{0,0} + a_{1,0} + a_{1,0} \right) y_i y_j + b_k y_k
\]
\[
\sum_{i=1}^{n} (c_i A + r_i B y_i) \int_{0}^{\infty} \left( \Phi(x + z, ..., y_i + z, ...) - \Phi \right) v(dz) \\
= \sum_{i=1}^{n} (c_i A + r_i B y_i) \left\{ \frac{1}{2} M_2 \left( a_{0,0} + a_{0,1} + a_{1,0} + a_{1,1} \right) \\
+ \frac{1}{2} M_1 \sum_{k=0}^{n} (a_{0,k} + a_{k,0} + a_{k,1} + a_{1,k}) y_k + M_1 (b_0 + b_1) \right\}
\]
\[
= \frac{1}{2} AM_2 \sum_{i=1}^{n} c_i (a_{0,0} + a_{0,1} + a_{1,0} + a_{1,1}) + \frac{1}{2} BM_1 \sum_{i=1}^{n} r_i (a_{0,0} + a_{0,1} + a_{1,0} + a_{1,1}) y_i, \quad (A.72)
\]
\[
+ \frac{1}{2} AM_1 \sum_{i=1}^{n} c_i (a_{0,0} + a_{0,1} + a_{1,0} + a_{1,1}) y_i + \frac{1}{2} BM_1 \sum_{i=1}^{n} r_i (a_{0,0} + a_{0,1} + a_{1,0} + a_{1,1}) y_i y_k \\
+ AM_1 \sum_{i=1}^{n} c_i (b_0 + b_1) + BM_1 \sum_{i=1}^{n} r_i y_i (b_0 + b_1)
\]
\[
\left\{ -(\rho-u) x + \sum_{i=1}^{n} (\rho - r_i) y_i \right\} \frac{\partial \Phi}{\partial x} = \left\{ -(\rho-u) y_0 + \sum_{i=1}^{n} (\rho - r_i) y_i \right\} \frac{\partial \Phi}{\partial y_0}
\]
\[
= \left\{ -(\rho-u) y_0 + \sum_{i=1}^{n} (\rho - r_i) y_i \right\} \left( \sum_{k=0}^{n} \frac{1}{2} (a_{0,k} + a_{k,0}) y_k + b_0 \right)
\]
\[
= \frac{1}{2} (\rho-u) \sum_{k=0}^{n} (a_{0,k} + a_{k,0}) y_0 y_k - (\rho-u) b_0 y_0 \\
+ \sum_{i=1}^{n} \sum_{k=0}^{n} \frac{1}{2} (\rho - r_i) (a_{0,k} + a_{k,0}) y_i y_k + b_0 \sum_{i=1}^{n} (\rho - r_i) y_i
\]
and
\[
- \sum_{i=1}^{n} r_i y_i \frac{\partial \Phi}{\partial y_i} = - \sum_{i=1}^{n} \sum_{k=0}^{n} r_i (a_{0,k} + a_{k,0}) y_i y_k - \sum_{i=1}^{n} r_i b_i y_i. \quad (A.74)
\]
Consequently, the BKE is reduced to
\[
-J(\gamma_0)^2 - 2 \dot{X} \gamma_0 + \ddot{X}^2
\]
\[
- \frac{1}{2} (\rho-u) \sum_{k=0}^{n} (a_{0,k} + a_{k,0}) y_0 y_k - (\rho-u) b_0 y_0 + \sum_{i=1}^{n} \sum_{k=0}^{n} \frac{1}{2} (\rho - r_i) (a_{0,k} + a_{k,0}) y_i y_k + b_0 \sum_{i=1}^{n} (\rho - r_i) y_i
\]
\[
- \frac{1}{2} \sum_{i=1}^{n} \sum_{k=0}^{n} r_i (a_{0,k} + a_{k,0}) y_i y_k - \sum_{i=1}^{n} r_i b_i y_i
\]
\[
+ \frac{1}{2} AM_2 \sum_{i=1}^{n} c_i (a_{0,0} + a_{0,1} + a_{1,0} + a_{1,1}) + \frac{1}{2} BM_1 \sum_{i=1}^{n} r_i (a_{0,0} + a_{0,1} + a_{1,0} + a_{1,1}) y_i
\]
\[
+ \frac{1}{2} AM_1 \sum_{i=1}^{n} \sum_{k=0}^{n} c_i (a_{0,k} + a_{k,0} + a_{k,1} + a_{1,k}) y_i + \frac{1}{2} BM_1 \sum_{i=1}^{n} \sum_{k=0}^{n} r_i (a_{0,k} + a_{k,0} + a_{k,1} + a_{1,k}) y_i y_k
\]
\[
+ AM_1 \sum_{i=1}^{n} c_i (b_0 + b_1) + BM_1 \sum_{i=1}^{n} r_i y_i (b_0 + b_1) = 0
\]
\[
(A.75)
\]
Using the symmetry of \( a \), we can rewrite (A.75) as
\[ -J + (y_0)^2 - 2\hat{X}y_0 + \hat{X}^2 \]
\[ -\frac{1}{2}(\rho - u)\sum_{k=0}^{n}((a_{0,k} + a_{k,0})y_0y_k - (\rho - u)b_0y_0) \]
\[ + \frac{1}{4}\sum_{i=1}^{n}\sum_{k=0}^{n}((\rho - r)(a_{0,k} + a_{k,0}) + (\rho - r)(a_{0,i} + a_{i,0}))y_ky_i + h\sum_{i=1}^{n}(\rho - r)y_i \]
\[ -\frac{1}{4}\sum_{i=1}^{n}\sum_{k=0}^{n}(r(a_{k,i} + a_{i,k}) + r(a_{k,i} + a_{i,k}))y_ky_i - \sum_{i=1}^{n}r_iy_i \]
\[ + \frac{1}{2}AM_i\sum_{i=1}^{n}c_i(a_{0,0} + a_{0,i} + a_{i,0} + a_{i,i}) + \frac{1}{2}BM_i\sum_{i=1}^{n}r_i(a_{0,0} + a_{0,i} + a_{i,0} + a_{i,i})y_i \]
\[ + \frac{1}{2}AM_i\sum_{i=1}^{n}\sum_{k=0}^{n}c_i(a_{0,k} + a_{k,0} + a_{k,i} + a_{i,k})y_k + \frac{1}{4}BM_i\sum_{i=1}^{n}\sum_{k=0}^{n}\left[r_i(a_{0,k} + a_{k,0} + a_{k,i} + a_{i,k}) + r_i(a_{0,i} + a_{i,0} + a_{k,i} + a_{i,k})\right]y_k \]
\[ + AM_i\sum_{i=1}^{n}c_i(b_0 + b_i) + BM_i\sum_{i=1}^{n}r_iy_i(b_0 + b_i) = 0 \]

(A.76)

Comparing each term of (A.76) leads to the following identities.

(Coefﬁcient proportional to 1)
\[ -J + \hat{X}^2 + \frac{1}{2}AM_2\sum_{i=1}^{n}c_i(a_{0,0} + 2a_{0,i} + a_{i,i}) + AM_1\sum_{i=1}^{n}c_i(b_0 + b_i) = 0. \]

(A.77)

(Coefﬁcient proportional to \( y_0 \))
\[ -2\hat{X} - (\rho - u)b_0 + AM_1\sum_{i=1}^{n}c_i(a_{0,0} + a_{0,i}) = 0. \]

(A.78)

(Coefﬁcient proportional to \( y_i \), \( 1 \leq i \leq n \))
\[ b_i(\rho - r) - rb_i + \frac{1}{2}BM_2r_i(a_{0,0} + 2a_{0,i} + a_{i,i}) + AM_1\sum_{i=1}^{n}c_i(a_{0,i} + a_{i,i}) + r_iBM_i(b_0 + b_i) = 0. \]

(A.79)

(Coefﬁcient proportional to \( (y_0)^2 \))
\[ 1 - (\rho - u)a_{0,0} = 0. \]

(A.80)

(Coefﬁcient proportional to \( y_0y_i \), \( 1 \leq i \leq n \))
\[ -(\rho - u)a_{0,i} + (\rho - r)a_{0,0} - ra_{0,i} + BM_1r_i(a_{0,0} + a_{0,i}) = 0. \]

(A.81)

(Coefﬁcient proportional to \( y_iy_j \), \( 1 \leq i, j \leq n \))
\[ (\rho - r)a_{i,j} - ra_{i,j} + BM_1r_i(a_{0,i} + a_{i,i}) + (\rho - r)a_{i,j} - ra_{i,j} + BM_1r_i(a_{0,i} + a_{i,i}) = 0. \]

(A.82)

Put \( D = 1 - BM_1 \), \( p_i = \frac{r_i}{\rho - u} \), and \( q = \frac{\rho}{\rho - u} \). From (A.80), we obtain
\[ a_{0,0} = \frac{1}{\rho - u} > 0. \]

(A.83)

Substituting (A.83) into (A.81) yields
\[ a_{0,i} = \frac{1}{\rho - u} \frac{q - p_i D}{p_i D + 1}, \quad 1 \leq i \leq n. \]  
\hspace{2cm} (A.84)

By (A.82) and (A.84), we obtain
\[ a_{i,j} = \frac{1}{\rho - u} \left( \frac{q - p_i D}{p_i + p_j} \right) \left( \frac{1}{p_i D + 1} + \frac{1}{p_j D + 1} \right), \quad 1 \leq i, j \leq n. \]  
\hspace{2cm} (A.85)

Now, we have
\[ a_{0,0} + a_{0,i} = \frac{1}{\rho - u} \frac{q + 1}{p_i D + 1}, \quad 1 \leq i \leq n. \]  
\hspace{2cm} (A.86)

Then, from (A.78) and (A.86), we obtain
\[ b_0 = -\frac{2}{\rho - u} \hat{X} + \frac{1}{\rho - u} (q + 1) AM \sum_{i=1}^{n} c_i \frac{p_i}{p_i D + 1}. \]  
\hspace{2cm} (A.87)

We have
\[ a_{0,i} + 2a_{0,i} + a_{i,i} = (a_{0,0} + a_{0,i}) + (a_{0,i} + a_{i,i}) = \frac{1}{\rho - u} \frac{q + 1}{p_i D + 1} + \frac{1}{\rho - u} \frac{q - p_i D}{p_i D + 1} + \frac{1}{\rho - u} \frac{(q - p_i D)^2}{p_i D + 1}, \quad 1 \leq i \leq n. \]  
\hspace{2cm} (A.88)

From (A.79), (A.84), (A.85), (A.88), we obtain
\[ r_i (1 - BM_i) (b_i + b_0) \]
\[ = \rho b_0 + \frac{1}{2} BM_i r_i (a_{0,0} + 2a_{0,i} + a_{i,i}) + AM_i \sum_{i=1}^{n} c_i (a_{0,0} + a_{i,i}) \]
\[ = -2q\hat{X} + q(q + 1) AM_i \sum_{i=1}^{n} c_i \frac{p_i}{p_i D + 1} + \frac{1}{2} BM_i \frac{p_i D + q^2}{D(p_i D + 1)}, \quad 1 \leq i \leq n. \]  
\hspace{2cm} (A.89)

We can proceed as
\[ r_i D(b_i + b_0) \]
\[ = -2q\hat{X} + q(q + 1) AM_i \sum_{i=1}^{n} c_i \frac{p_i}{p_i D + 1} + \frac{1}{2} BM_i \frac{p_i D + q^2}{D(p_i D + 1)}, \quad 1 \leq i \leq n. \]  
\hspace{2cm} (A.90)

Then, we obtain

36
\[ J = \hat{X}^2 + AM_1 \sum_{i=1}^{n} c_i (b_i + b_j) + \frac{1}{2} \sum_{i=1}^{n} c_i p_i + q^2 \]

\[ = \hat{X}^2 + AM_1 \sum_{i=1}^{n} c_i \left( \frac{q}{p_i + q} \right) + \frac{1}{2} \sum_{i=1}^{n} c_i p_i + q^2 \]

\[ + AM_1 \sum_{i=1}^{n} \frac{c_i p_i}{p_i + q} \left( q-p_D \right) \left( q-p_i \right) D \left( 1 + \frac{1}{p_i + q} \right) \]

\[ + \frac{1}{2} \frac{p_D + q^2}{p_i + q} \left( p_i + q \right) \left( p_i + p_k \right) \left( p_i + p_j \right) \]

We have

\[ p_k \left( q-p_D \right) \left( p_i + q \right) + \left( q-p_D \right) \left( q-p_i \right) D \left( 1 + \frac{1}{p_i + q} \right) \]

Due to the equation via a symmetry of (A.92), we obtain

\[ \sum_{i=1}^{n} \sum_{k=1}^{n} c_i \frac{c_k}{r_i} \left( p_k \left( q-p_D \right) \left( p_i + q \right) + \left( q-p_D \right) \left( q-p_i \right) D \left( 1 + \frac{1}{p_i + q} \right) \right) = 0 \]

Hence, we arrive at the desired result

\[ J = \left( \hat{X} - \frac{qAM_1}{D} \sum_{i=1}^{n} c_i \right)^2 + \frac{1}{2} \frac{AM_1}{D} \left( 1 + \frac{BM_1}{D} \right) \sum_{i=1}^{n} \frac{c_i p_i + q^2}{p_i + q} \]

\[ = \left( \hat{X} - \frac{qAM_1}{D} \sum_{i=1}^{n} c_i \right)^2 + \frac{1}{2} \frac{AM_1}{D^2} \sum_{i=1}^{n} \frac{c_i p_i + q^2}{p_i + q} \left( p_i + q \right) \left( p_i + p_k \right) \left( p_i + p_j \right) \]
combined with \( r = p(\rho-u) \).

Finally, the fact that \( J \) of \((A.94)\) equals that in \((15)\) follows from the verification argument similar to the argument in Appendix A.1 of Yoshioka and Tsujimura [50].

\[ \square \]

**A.2 Proof of Proposition 2**

The proof is similar to that in Section A.1 but with slightly different coefficients due to dealing with the BKE having a different term from that for computing \( J \). The proof is technical especially for some part dealing with multiple summations as detailed below.

We guess \( \Psi \) of the form

\[
\Psi(x, y_1, \ldots, y_n) = \Psi(y_0, y_1, \ldots, y_n) = \sum_{i,j=0}^{\infty} \frac{1}{2} a_{ij} y_i y_j + \sum_{i=0}^{\infty} b_i y_i , \text{ where } x = y_0 .
\]

(A.95)

with a symmetric matrix \( a = [a_{ij}]_{0,0 \leq i,j \leq n} \) and a vector \( b = [b_i]_{0 \leq i \leq n} \). By straightforward calculations as in Section A.1, we obtain

\[
-L + (y_0)^2 - 2y_0 \sum_{i=1}^{\infty} y_i y_i + q^2 \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} y_i y_j \\
- \frac{1}{2} (\rho-u) \sum_{k=0}^{\infty} \left( a_{0,k} + a_{k,0} \right) y_k y_k - (\rho-u) b_0 y_0 \\
+ \sum_{i=1}^{\infty} \sum_{k=1}^{\infty} \left( \rho-r_i \right) \left( a_{i,k} + a_{k,i} \right) y_i y_k + b_0 \sum_{i=1}^{\infty} \left( \rho-r_i \right) y_i \\
- \frac{1}{2} \sum_{i=1}^{\infty} \sum_{k=0}^{\infty} r_i \left( a_{i,k} + a_{k,i} \right) y_i y_k - \sum_{i=1}^{\infty} r_i b_i y_i \\
+ \frac{1}{2} AM \sum_{i=1}^{\infty} c_i \left( a_{i,0} + a_{0,i} + a_{i,i} + a_{0,0} \right) + \frac{1}{2} BM \sum_{i=1}^{\infty} r_i \left( a_{i,0} + a_{0,i} + a_{i,i} + a_{0,0} \right) y_i \\
+ \frac{1}{2} AM \sum_{i=1}^{\infty} \sum_{k=1}^{\infty} c_i \left( a_{i,k} + a_{k,i} + a_{i,i} + a_{k,k} \right) y_k + \frac{1}{2} BM \sum_{i=1}^{\infty} \sum_{k=1}^{\infty} r_i \left( a_{i,k} + a_{k,i} + a_{i,i} + a_{k,k} \right) y_i y_k \\
+ AM \sum_{i=1}^{\infty} c_i \left( b_0 + b_i \right) + BM \sum_{i=1}^{\infty} r_i y_i \left( b_0 + b_i \right) = 0 .
\]

(A.96)

With the symmetrization, we obtain the following identities.

(Coefficient proportional to \( 1 \))

\[
-\tilde{C} + \frac{1}{2} AM \sum c_i \left( a_{i,0} + 2a_{0,i} + a_{i,i} \right) + AM \sum c_i \left( b_0 + b_i \right) = 0 .
\]

(A.97)

(Coefficient proportional to \( y_0 \))

\[
-(\rho-u)b_0 + AM \sum c_i \left( a_{i,0} + a_{i,0} \right) = 0 .
\]

(A.98)

(Coefficient proportional to \( y_i , \ 1 \leq i \leq n \))
\( b_i (\rho - r_i) - r_i b_i + \frac{1}{2} BM \sum r_i \left( a_{0,i} + 2a_{0,j} + a_{i,j} \right) + AM \sum c_k \left( a_{0,i} + a_{i,j} \right) + r_i BM_i \left( b_0 + b_i \right) = 0. \) \hspace{1cm} (A.99)

(Coefficient proportional to \((y_0)^2\))

\[ 1 - (\rho - u)a_{0,0} = 0. \] \hspace{1cm} (A.100)

(Coefficient proportional to \(y_0y_i, \ 1 \leq i \leq n)\)

\[ -2q - (\rho - u)a_{0,i} + (\rho - r_i)a_{0,0} - r_i a_{i,j} + BM_i r_i \left( a_{0,i} + a_{0,j} \right) = 0. \] \hspace{1cm} (A.101)

(Coefficient proportional to \(y_iy_j, \ 1 \leq i, j \leq n)\)

\[ 2q^2 + (\rho - r_i)a_{0,i} - r_i a_{i,j} + BM_i r_i \left( a_{0,i} + a_{i,j} \right) + (\rho - r_j)a_{0,i} - r_i a_{i,j} + BM_i r_j \left( a_{0,i} + a_{i,j} \right) = 0. \] \hspace{1cm} (A.102)

By solving these equations, we obtain

\[ a_{0,0} = \frac{1}{\rho - u} > 0, \] \hspace{1cm} (A.103)

\[ a_{0,i} = -\frac{1}{\rho - u} \frac{q + p_i D}{p_i D + 1}, \ 1 \leq i \leq n, \] \hspace{1cm} (A.104)

\[ a_{i,j} = \frac{1}{\rho - u} \left( \frac{1}{p_i + p_j D} \right) \left\{ \frac{(q - p_i D)(q + p_j D)}{p_j D + 1} - \frac{(q - p_i D)(q + p_j D)}{p_i D + 1} + 2q^2 \right\}, \ 1 \leq i, j \leq n \] \hspace{1cm} (A.105)

\[ a_{0,0} + a_{0,i} = -\frac{1}{\rho - u} \frac{q - 1}{p_i D + 1}, \ 1 \leq i \leq n, \] \hspace{1cm} (A.106)

\[ b_i = -AM_i \frac{q - 1}{\rho - u} \sum \frac{c_k}{p_k r_k} p_k, \] \hspace{1cm} (A.107)

\[ a_{0,0} + 2a_{0,i} + a_{i,j} = \frac{-\left( q + p_i D \right)^2 + \left( p_i D + q^2 \right) \left( p_i D + 1 \right)}{p_i D \left( p_i D + 1 \right)}, \ 1 \leq i \leq n, \] \hspace{1cm} (A.108)

and hence

\[ r_i (1 - BM_i) \left( b_i + b_i \right) = -q(q - 1)AM \sum \frac{c_k}{p_k r_k} \frac{p_k}{p_i D + 1} + \frac{1}{2} BM \sum r_i \left( a_{0,i} + 2a_{0,j} + a_{i,j} \right) - \frac{q + p_i D \left( p_i D + q^2 \right) \left( p_i D + 1 \right)}{p_i D \left( p_i D + 1 \right)} \] \hspace{1cm} (A.109)

\[ -AM_i \frac{q + p_i D}{p_i D + 1} \sum \frac{c_k}{p_k r_k} p_k + \frac{1}{p_i + p_j D} \left\{ \frac{(q - p_i D)(q + p_j D)}{p_j D + 1} - \frac{(q - p_i D)(q + p_j D)}{p_i D + 1} + 2q^2 \right\} \]
\[ L = \frac{1}{2} AM_1 \sum_{i=1}^n c_i \left( a_{o,o} + 2a_{o,i} + a_{i,i} \right) + AM_1 \sum_{i=1}^n c_i \left( b_i + b_i \right) \]
\[ = \frac{1}{2} AM_1 \sum_{i=1}^n c_i \left\{ \frac{1}{\rho - u} - \frac{(q + p, D)^2 + (p, D + q^2)(p, D + 1)}{p, D(p, D + 1)} \right\} \]
\[ + AM_1 \sum_{i=1}^n c_i \left\{ \frac{q(q - 1) AM_1 \sum_{k=1}^{n_i} \frac{c_k}{r_k}}{p, D + 1} + \left( \frac{q}{p, D} \right)^2 + \left( \frac{p, D + q^2}{2}(p, D + 1) \right) + \right\} \]
\[ + \frac{1}{2} BM_2 \cdot \frac{D}{D(p, D + 1)} \]
\[ = \frac{1}{2} AM_2 \sum_{i=1}^n c_i \left( q + p, D \right)^2 + \left( p, D + q^2 \right)(p, D + 1) \]
\[ + \left( \frac{q(q - 1)}{p, D + 1} - \frac{q + p, D}{p, D + 1} \right) \]
\[ + \left( \frac{q}{p, D} \right)^2 + \left( \frac{p, D + q^2}{2}(p, D + 1) \right) + \right\} \]
\[ + \left( \frac{1}{p, D + 1} \right) \left( \frac{q}{p, D} \right)^2 + \left( \frac{p, D + q^2}{2}(p, D + 1) \right) + \right\} \]
\[ \times \frac{D}{p, D + 1} + 2q^2 \]
\[
\sum_{j=1}^{\infty} \sum_{k=1}^{\infty} \frac{c_j c_k}{r_j r_k} p_k \left\{ \frac{q(q-1)}{p_1 D + 1} \frac{q + p D}{p D + 1} + \frac{1}{(p_1 + p_k) D} \right\} \left\{ \frac{(q - p_1 D)(q + p D)}{p_1 D + 1} \left( \frac{q - p_1 D}{p D + 1} + 2q^2 \right) \right\}
\]

\[
= \sum_{j=1}^{\infty} \sum_{k=1}^{\infty} \frac{c_j c_k}{r_j r_k} p_k \left\{ \frac{q + p D}{p D + 1} \right\} \left\{ \frac{1}{(p_1 + p_k) D} \right\} \left\{ \frac{(q - p_1 D)(q + p D)}{p_1 D + 1} \right\}
\]

\[
- q(q-1) \sum_{j=1}^{\infty} \sum_{k=1}^{\infty} \frac{c_j c_k}{r_j r_k} \frac{p_k}{p_1 D + 1} + 2 \sum_{j=1}^{\infty} \sum_{k=1}^{\infty} \frac{c_j c_k}{r_j r_k} \frac{p_k q^2}{(p_1 + p_k) D}
\]

\[
= \sum_{j=1}^{\infty} \sum_{k=1}^{\infty} \frac{c_j c_k}{r_j r_k} \frac{p_k}{(p_1 + p_k) D} \left\{ \frac{(q - p_1 D)(q + p D)}{p_1 D + 1} \right\}
\]

\[
- \frac{q(q-1)}{2} \sum_{j=1}^{\infty} \sum_{k=1}^{\infty} \frac{c_j c_k}{r_j r_k} \left( \frac{p_k}{p_1 D + 1} + \frac{p_k}{p D + 1} \right) + \sum_{j=1}^{\infty} \sum_{k=1}^{\infty} \frac{c_j c_k}{r_j r_k} \left( \frac{p_k}{(p_1 + p_k) D} \right) \left( \frac{(q - p_1 D)(q + p D)}{p_1 D + 1} \right)
\]

\[
- \frac{q(q-1)}{2} \sum_{j=1}^{\infty} \sum_{k=1}^{\infty} \frac{c_j c_k}{r_j r_k} \left( \frac{p_k}{p_1 D + 1} + \frac{p_k}{p D + 1} \right) + q^2 \left( \sum_{j=1}^{\infty} \frac{c_j^2}{r_j} \right)
\]

\[
+ \frac{q^2}{2} \left( \sum_{j=1}^{\infty} \frac{c_j^2}{r_j} \right)
\]

\[
= \sum_{j=1}^{\infty} \sum_{k=1}^{\infty} \frac{c_j c_k}{r_j r_k} \left( \frac{p_k}{(p_1 + p_k) D} \right) \left( \frac{(q - p_1 D)(q + p D)}{p_1 D + 1} \right)
\]

\[
- \frac{q(q-1)}{2} \sum_{j=1}^{\infty} \sum_{k=1}^{\infty} \frac{c_j c_k}{r_j r_k} \left( \frac{p_k}{p_1 D + 1} + \frac{p_k}{p D + 1} \right) + q^2 \left( \sum_{j=1}^{\infty} \frac{c_j^2}{r_j} \right)
\]

\[
+ \frac{q^2}{2} \left( \sum_{j=1}^{\infty} \frac{c_j^2}{r_j} \right)
\]

\[
= \sum_{j=1}^{\infty} \sum_{k=1}^{\infty} \frac{c_j c_k}{r_j r_k} \left( \frac{p_k}{(p_1 + p_k) D} \right) \left( \frac{(q - p_1 D)(q + p D)}{p_1 D + 1} \right)
\]

\[
- \frac{q(q-1)}{2} \sum_{j=1}^{\infty} \sum_{k=1}^{\infty} \frac{c_j c_k}{r_j r_k} \left( \frac{p_k}{p_1 D + 1} + \frac{p_k}{p D + 1} \right) + q^2 \left( \sum_{j=1}^{\infty} \frac{c_j^2}{r_j} \right)
\]

\[
+ \frac{q^2}{2} \left( \sum_{j=1}^{\infty} \frac{c_j^2}{r_j} \right)
\]

\[
. \ (A.111)
\]

We can proceed as
\[
\sum_{i=1}^{n} \sum_{j=1}^{n} c_i c_j \frac{p_i}{r_i} \left( (q - p_i D)(q + p_i D) + (q + p_i D)^2 \right) + \left( \frac{q + p_i D}{p_i D + 1} \right)\]
\[
= \sum_{i=1}^{n} \sum_{j=1}^{n} c_i c_j \frac{p_i}{r_i} \left( (q - p_i D)(q + p_i D) + (q + p_i D)^2 \right) + \sum_{i=1}^{n} \sum_{j=1}^{n} c_i c_j \frac{p_i}{r_i} \left( q + p_i D \right)^2
\]
\[
= \sum_{i=1}^{n} \sum_{j=1}^{n} c_i c_j \frac{p_i}{r_i} \left( (q - p_i D)(q + p_i D) + (q + p_i D)^2 \right) + \sum_{i=1}^{n} \sum_{j=1}^{n} c_i c_j \frac{p_i}{r_i} \left( q + p_i D \right)^2
\]
\[
= \sum_{i=1}^{n} \sum_{j=1}^{n} c_i c_j \frac{1}{r_i} \left( p_i (q - p_i D)(q + p_i D) + p_i (q + p_i D)^2 \right) + \frac{q + p_i D}{p_i D + 1} \left( q + p_i D \right)^2
\]
\[
= \sum_{i=1}^{n} \sum_{j=1}^{n} c_i c_j \frac{1}{r_i} \left( p_i (q - p_i D)(q + p_i D) + p_i (q + p_i D)^2 \right) + \frac{q + p_i D}{p_i D + 1} \left( q + p_i D \right)^2
\]
\[
= \sum_{i=1}^{n} \sum_{j=1}^{n} c_i c_j \frac{1}{r_i} \left( p_i (q - p_i D)(q + p_i D) + p_i (q + p_i D)^2 \right) + \frac{q + p_i D}{p_i D + 1} \left( q + p_i D \right)^2
\]
\[
= \frac{q}{2D} \sum_{i=1}^{n} \sum_{j=1}^{n} c_i c_j \frac{q + p_i D}{p_i D + 1} + \frac{q + p_i D}{p_i D + 1} \left( q + p_i D \right)^2
\]
Consequently, we obtain
\[
L = \frac{1}{2} \left( \frac{AM_2}{D^2} \sum_{i=1}^{n} c_i \frac{q + p_i D}{p_i D + 1} - (q + p_i D)^2 + \left( \frac{q + p_i D}{p_i D + 1} \right)^2 \right) + \frac{q}{2D} \sum_{i=1}^{n} \sum_{j=1}^{n} c_i c_j \frac{q + p_i D}{p_i D + 1}
\]
We have
\[
\sum_{i=1}^{n} c_i \frac{q + p_i D}{p_i D + 1} = \sum_{i=1}^{n} c_i \frac{p_i D(-2q + 1 + q^2)}{p_i D + 1} = (1 - q)^2 (1 - \frac{1}{2} \left( \frac{AM_2}{D^2} \sum_{i=1}^{n} c_i \frac{p_i D}{p_i D + 1} \right)
\]
and
\[
\frac{q + p_i D}{p_i D + 1} - (q - 1)D \left( \frac{p_i}{p_i D + 1} + \frac{p_i}{p_i D + 1} \right) + 2q
\]
\[
= \left( \frac{q + p_i D + qDp_i - Dp_i}{p_i D + 1} + \frac{q + p_i D + qDp_i - Dp_i}{p_i D + 1} \right) + 2q
\]
\[
= -2q + 2q = 0
\]
Substituting (A.144) and (A.115) into (A.113) yields the desired result
\[
L = \frac{1}{2} \left( 1 - q \right)^2 \frac{AM_2}{D^2} \sum_{i=1}^{n} c_i \frac{p_i D}{p_i D + 1}
\]
from which we obtain \( K = (\rho - u)^2 L \) by \( r_i = p_i (\rho - u) \). Finally, the fact that \( K \) presented here truly equals that in (16) follows from again by the verification argument similar to the argument in Appendix A.1 of Yoshioka and Tsujimura [50].
A.3 Derivation of $P$

By the definition of $P$, we have

$$P = \mathbb{E}[(Y - X)^2] = \mathbb{E}[X^2] - 2\mathbb{E}[XY] + \mathbb{E}[Y^2].$$

(A.117)

Here, for simplicity, we formally write $\mathbb{E}[\cdot] = \lim_{T \to +\infty} \frac{1}{T} \int_0^T (\cdot) dt$. We already have

$$J = \mathbb{E}\left[(X - \hat{X})^2\right] = \mathbb{E}[X^2] - 2\hat{X} \mathbb{E}[X] + \hat{X}^2$$

(A.118)

or equivalently

$$\mathbb{E}\left[(X)^2\right] = J + 2\hat{X} \mathbb{E}[X] - \hat{X}^2$$

(A.119)

and

$$\frac{C}{(\rho - u)} = \bar{C} = \mathbb{E}\left[(X - qY)^2\right] = \mathbb{E}[X^2] - 2q \mathbb{E}[XY] + q^2 \mathbb{E}[Y^2]$$

(A.120)

or equivalently by (A.119),

$$\mathbb{E}[X, Y] = \frac{1}{2q} \left[ \mathbb{E}[X^2] - \bar{C} + q^2 \mathbb{E}[Y^2] \right] = \frac{1}{2q} \left[ J - \hat{X}^2 - \bar{C} + 2\hat{X} \mathbb{E}[X] + q^2 \mathbb{E}[Y^2] \right].$$

(A.121)

We then obtain

$$P = \mathbb{E}\left[(Y - X)^2\right]$$

$$= (J + 2\hat{X} \mathbb{E}[X] - \hat{X}^2 + \mathbb{E}[Y^2])$$

$$- 2 \left\{ \frac{1}{2q} \left[ J - \hat{X}^2 - \bar{C} + 2\hat{X} \mathbb{E}[X] + q^2 \mathbb{E}[Y^2] \right] \right\}$$

$$= \left\{ 1 - \frac{1}{q} \right\} (J + 2\hat{X} \mathbb{E}[X] - \hat{X}^2) + \frac{1}{q} \bar{C} + (1-q) \mathbb{E}[Y^2]$$

(A.122)

As $\mathbb{E}[X] = \hat{X}$, we obtain
\[
P = \left(1 - \frac{1}{q}\right) \left( J + \hat{X}^2 \right) + \frac{1}{q} \bar{C} + (1 - q) \mathbb{E} \left[ (Y)^2 \right]
\]

\[
= \frac{q - 1}{q} \left( J + \hat{X}^2 \right) + \frac{1}{q} \bar{C} + (1 - q) \left( \mathbb{V} [Y] + (\mathbb{E} [Y])^2 \right)
\]

\[
= \frac{q - 1}{q} \left( J + \hat{X}^2 \right) + \frac{1}{q} \bar{C} + (1 - q) \left( \mathbb{V} [Y] + \left( \frac{\hat{X}}{q} \right)^2 \right)
\]

\[
= \frac{q - 1}{q} \left( J + \hat{X}^2 \right) + \frac{1}{q} \left( \frac{1}{2} \frac{AM_z}{D^2} \sum_{i=1}^{n} c_i \frac{p_i D + q^2}{r_i} + \frac{\hat{X}^2}{q} \right) + \frac{1}{2q} (1 - q)^2 \frac{AM_z}{D^2} \sum_{i=1}^{n} c_i \frac{p_i D}{r_i} + \frac{1}{p_i D + 1}
\]

\[
+ (1 - q) \left( \frac{1}{2} \frac{AM_z}{D^2} \sum_{i=1}^{n} c_i \frac{\hat{X}}{r_i} + \left( \frac{\hat{X}}{q} \right)^2 \right)
\]

\[
= \frac{q - 1}{q} \hat{X}^2 + \frac{1}{q} \hat{X}^2 + \frac{1}{2} \frac{AM_z}{D^2} \left( (1 - q) \sum_{i=1}^{n} c_i \frac{q - 1}{r_i} + \frac{q - 1}{q} \sum_{i=1}^{n} c_i \frac{p_i D + q^2}{r_i} + \frac{1}{q} (1 - q)^2 \sum_{i=1}^{n} c_i \frac{p_i D}{r_i} + \frac{1}{r_i} \right)
\]

\[
= \left( \frac{q - 1}{q} \right)^2 \hat{X}^2 + \frac{1}{2} \frac{AM_z}{D^2} \sum_{i=1}^{n} c_i \frac{1}{r_i} (1 - q) \left( \frac{1}{q^2} + \frac{1}{2} \frac{AM_z}{D^2} \sum_{i=1}^{n} c_i \frac{1}{r_i} \right)
\]

(A.123)

and consequently

\[
P = \left( q - 1 \right)^2 \left( \frac{\hat{X}^2}{q^2} + \frac{1}{2} \frac{AM_z}{D^2} \sum_{i=1}^{n} c_i \frac{1}{r_i} \right)
\]

(A.124)

We obtain the desired result by combining (26) and (A.124). The proof for the infinite-dimensional case is essentially the same where each summation is replaced by a corresponding integration.

\[\square\]

**Appendix B**

This appendix presents the convergence results of the integral \( R = \int_{0}^{\infty} r^{-\alpha} \pi \left( dr \right) \) with the Gamma density \( \pi \left( dr \right) = r^{\alpha-1} \exp \left( -r \right) dr \), where the scaling parameter has been chosen to be 1 without any loss of generality. Here, we set \( R = \sum_{i=1}^{n} c_i r_i^{-\alpha} \). Tables B.1-B.3 show that the convergence rate is around 0.5 for the shape parameters \( \alpha = 1.8, 2.0, 2.2 \). The convergence rate becomes lower as \( \alpha \) decreases with which the regularity of the Gamma density near the origin becomes lower.
Table B.1. Convergence results of the integral $R = \int_{0}^{+\infty} r^{-1} \pi (dr)$ using the Markovian lift: $\alpha = 1.8$.

| $n$ | $R_n$ | $R$ | Relative error $\epsilon_n = (R - R_n) / R$ | Convergence rate $\log_2 (\epsilon_{n+1} / \epsilon_n)$ |
|-----|-------|-----|-----------------------------------------|------------------------------------------|
| 64  | 1.15537 | 1.25 | 0.075704 | |
| 128 | 1.18043 | 1.25 | 0.055656 | 0.444 |
| 256 | 1.19886 | 1.25 | 0.040912 | 0.444 |
| 512 | 1.21242 | 1.25 | 0.030064 | 0.444 |
| 1024| 1.22238 | 1.25 | 0.022096 | 0.444 |
| 2048| 1.2297  | 1.25 | 0.016240 | 0.444 |
| 4096| 1.23508 | 1.25 | 0.011936 | 0.444 |
| 8192| 1.23904 | 1.25 | 0.008768 | 0.445 |

Table B.2. Convergence results of the integral $R = \int_{0}^{+\infty} r^{-1} \pi (dr)$ using the Markovian lift: $\alpha = 2.0$.

| $n$ | $R_n$ | $R$ | Relative error $\epsilon_n = (R - R_n) / R$ | Convergence rate $\log_2 (\epsilon_{n+1} / \epsilon_n)$ |
|-----|-------|-----|-----------------------------------------|------------------------------------------|
| 64  | 0.94661 | 1   | 0.053390 | |
| 128 | 0.962226| 1   | 0.037774 | 0.499 |
| 256 | 0.973281| 1   | 0.026719 | 0.500 |
| 512 | 0.981103| 1   | 0.018897 | 0.500 |
| 1024| 0.986636| 1   | 0.013364 | 0.500 |
| 2048| 0.99055 | 1   | 0.009450 | 0.500 |
| 4096| 0.993317| 1   | 0.006683 | 0.500 |
| 8192| 0.995274| 1   | 0.004726 | 0.500 |

Table B.3. Convergence results of the integral $R = \int_{0}^{+\infty} r^{-1} \pi (dr)$ using the Markovian lift: $\alpha = 2.2$.

| $n$ | $R_n$ | $R$ | Relative error $\epsilon_n = (R - R_n) / R$ | Convergence rate $\log_2 (\epsilon_{n+1} / \epsilon_n)$ |
|-----|-------|-----|-----------------------------------------|------------------------------------------|
| 64  | 0.800163 | 0.833333 | 0.039804 | |
| 128 | 0.810588 | 0.833333 | 0.027294 | 0.544 |
| 256 | 0.817741 | 0.833333 | 0.018710 | 0.545 |
| 512 | 0.822647 | 0.833333 | 0.012823 | 0.545 |
| 1024| 0.82601  | 0.833333 | 0.008788 | 0.545 |
| 2048| 0.828315 | 0.833333 | 0.006022 | 0.545 |
| 4096| 0.829895 | 0.833333 | 0.004126 | 0.546 |
| 8192| 0.830977 | 0.833333 | 0.002827 | 0.545 |
Appendix C

We present the model identification results mentioned in Section 4.3 of the main text.

### Table C.1: Identification results for Period 1 at three representative points.

| Parameter       | Distance from O Dam |
|-----------------|---------------------|
|                 | 2.3 (km): Point 20  | 4.3 (km): Point 60 | 10.2 (km): Point 180 |
| $c_1$ (-)       | 7.720.E−01          | 8.113.E−01         | 8.127.E−01         |
| $c_2$ (s/m³)    | 4.434.E−03          | 3.709.E−03          | 3.942.E−03          |
| $A$ (m³/s³/h)   | 2.391.E−02          | 2.799.E−02          | 2.918.E−02          |
| $B$ (m³/(s³)⁻¹) | 3.637.E−02          | 3.562.E−02          | 3.603.E−02          |
| $\bar{Q}$ (m³/s) | 1.174,E+00         | 1.226.E+00          | 1.290,E+00          |
| $a$ (-)         | 2.329,E+00          | 2.248,E+00          | 2.189,E+00          |
| $D\beta$ (1/h)  | 3.149.E−02          | 3.328.E−02          | 3.210,E−02          |

| Statistics      | Empirical | Model | Empirical | Model | Empirical | Model |
|-----------------|-----------|-------|-----------|-------|-----------|-------|
| Average (m³/s)  | 9.111.E+00| 9.029.E+00| 1.077.E+01| 1.069.E+01| 1.199.E+01| 1.190.E+01|
| Variance (m³/s²) | 4.023.E+02| 4.039.E+02| 4.796.E+02| 4.813.E+02| 5.022.E+02| 5.040.E+02|
| Skewness (-)    | 1.305.E+01| 1.175.E+01| 1.339.E+01| 1.206.E+01| 1.228.E+01| 1.106.E+01|
| Kurtosis (-)    | 2.391.E−02| 2.799.E−02| 2.918.E−02| 2.918.E−02| 3.149.E−02| 3.328.E−02|

| Statistics      | Empirical | Model | Empirical | Model | Empirical | Model |
|-----------------|-----------|-------|-----------|-------|-----------|-------|
| Average (m³/s)  | 1.622.E+01| 1.610.E+01| 1.784.E+01| 1.769.E+01| 1.920.E+01| 1.903.E+01|
| Variance (m³/s²) | 5.237.E+02| 5.254.E+02| 6.678.E+02| 6.701.E+02| 7.969.E+02| 7.998.E+02|
| Skewness (-)    | 1.042.E+01| 9.373.E+00| 1.111.E+01| 9.927.E+00| 1.133.E+01| 1.005.E+01|
| Kurtosis (-)    | 1.611.E+02| 1.676.E+02| 1.801.E+02| 1.878.E+02| 1.843.E+02| 1.925.E+02|

### Table C.2: Identification results for Period 2 at three representative points.

| Parameter       | Distance from O Dam |
|-----------------|---------------------|
|                 | 2.3 (km): Point 20  | 4.3 (km): Point 60 | 10.2 (km): Point 180 |
| $c_1$ (-)       | 8.400.E−01          | 8.379.E−01         | 8.381.E−01         |
| $c_2$ (s/m³)    | 4.345.E−03          | 3.645.E−03          | 3.295.E−03          |
| $A$ (m³/s³/h)   | 2.615.E−02          | 2.907.E−02          | 3.170.E−02          |
| $B$ (m³/(s³)⁻¹) | 3.604.E−02          | 3.511.E−02          | 3.453.E−02          |
| $\bar{Q}$ (m³/s) | 1.836.E+00         | 2.617.E+00          | 2.752.E+00          |
| $a$ (-)         | 1.865,E+00          | 1.865.E+00          | 1.874.E+00          |
| $D\beta$ (1/h)  | 2.941.E−02          | 3.175.E−02          | 3.226.E−02          |

| Statistics      | Empirical | Model | Empirical | Model | Empirical | Model |
|-----------------|-----------|-------|-----------|-------|-----------|-------|
| Average (m³/s)  | 1.637.E+01| 1.610.E+01| 1.784.E+01| 1.769.E+01| 1.920.E+01| 1.903.E+01|
| Variance (m³/s²) | 5.237.E+02| 5.254.E+02| 6.678.E+02| 6.701.E+02| 7.969.E+02| 7.998.E+02|
| Skewness (-)    | 1.042.E+01| 9.373.E+00| 1.111.E+01| 9.927.E+00| 1.133.E+01| 1.005.E+01|
| Kurtosis (-)    | 1.611.E+02| 1.676.E+02| 1.801.E+02| 1.878.E+02| 1.843.E+02| 1.925.E+02|
Figure C.1. Comparison of empirical and modelled ACFs of the discharge for Period 1 at Point 20.

Figure C.2. Comparison of empirical and modelled ACFs of the discharge for Period 2 at Point 20.