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Abstract. Microcavity-polaritons in two-dimensional lattice geometries have been used to study a wide range of interesting physics. Meanwhile, organic materials have shown great promise on the road towards polaritonic devices, as the strong binding energy of their Frenkel excitons permits room temperature condensation and lasing. Whilst there are theoretical treatments of the condensation processes in planar organic microcavities, models of lattice geometries are lacking. Here, we introduce a model for describing the dynamics of lattices of zero-dimensional organic microcavities, where the dominant condensation mechanism involves the emission of a vibrational phonon. The vibronic resonance provides a tool for targeted condensation in a particular eigenmode of the system, which we highlight by examining a dimer and a dimerised chain. For the dimer, we observe a double resonance in the condensation efficiency that arises from tuning the condensate-reservoir detuning in to resonance with either the symmetric or antisymmetric mode. This selective condensation was also exploited in the dimerised chain, to condense the system into the topological edge states under homogeneous pumping of all cavities. We also showed an interesting signature of nonreciprocal transport when pumping a single cavity in the chain, where the direction of propagation depends on the sublattice being pumped.
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1. Introduction

Microcavity-polaritons hold much promise for the next generation of optoelectronic devices [1]; including low-threshold lasers and light-emitters [2], optimisation machines [3], optical circuitry and logic gates [4], as well as a platform for quantum simulations and quantum computing [5]. They are quasiparticles that arise from the strong light-matter coupling between excitons in quantum wells or wires, and confined photonic modes in optical microcavities [6, 7]. They can form polariton condensates [8] — a coherent state in which a single mode is macroscopically occupied — in analogy to atomic Bose-Einstein condensates [9]. In addition, modern fabrication techniques permit fine control over the lateral confinement and potential landscape of polaritons. This has enabled the exploration of fascinating phenomena in lattices of polaritons [10], such as exciton-polariton topological insulators [11], Dirac cones in polaritonic graphene [12], and Josephson junctions [13].

Much of the pioneering work in polaritonics employed inorganic materials and cryogenic temperatures [8]; this is because the temperature must be lower than the binding energy of the Wannier excitons in these systems. Organic materials are an attractive alternative as they allow room temperature condensation [14] due to the much larger binding energy of their Frenkel excitons [15]; in addition their processing and fabrication can also be much simpler [16]. Organic materials feature high-energy vibrational modes, which enables the efficient condensation of polaritons when matching a vibrational resonance [17, 18]. This opens the interesting perspective for selectively condensing into different eigenmodes of polariton lattices [19]. Whilst there are theoretical treatments of vibron-mediated condensation in planar microcavities [20–24], a model that treats this phenomenon in lattices of polaritons is lacking.

In this article, we introduce a general model for simulating organic exciton-polariton condensates in lattices. Specifically we consider lattices of zero-dimensional microcavities, each of which hosts a localised condensate mode, that hybridise due to evanescent coupling. A nonresonant laser creates a reservoir of excitons that can relax to the condensate by emitting a vibron; this is a very efficient process so long as the vibronic energy is similar to the energy difference between the reservoir and a condensate mode. This introduces an energy-selective mechanism, in contrast to nonresonant excitation in inorganic systems. This can be exploited to selectively populate one or more eigenstates of the lattice and should allow the observation of novel dynamics. We highlight the key features of this new model with a few examples. After demonstrating the basics with a single zero-dimensional cavity, we treat the simplest coupled system, a dimer, and observe how either the symmetric or anti-symmetric mode can be selectively populated by modulating the detuning. Then, we examine the dimerised chain and show that a homogeneous pumping of the chain can result in exciting the topological mid gap states, or alternatively the bulk states, by controlling the detuning. Finally, we show a signature of nonreciprocal transport that emerges when driving just one site in the middle of the chain. Taken together, these results exemplify some of the new interesting
physics to be found in lattices of organic polaritons that feature different dynamics to their inorganic counterparts.

The rest of this article is organised as follows. In section 2 we introduce the analytical model; we describe the Hamiltonian and derive the mean-field equations. Then in section 3 we demonstrate the interesting features of these equations for simulating lattices of organic polaritons, by exploring a few examples; a single cavity, a dimer, and a dimerised chain where we show the formation of edge states and a signature of nonreciprocal transport. We discuss the results in section 4 and explain more details of our methods in section 5.

2. Analytical model

Zero-dimensional microcavities can host localised polariton condensates. For example, one can carve a defect microcavity into a planar Distributed-Bragg-Reflector by Focused-Ion Beam milling; this leads to a discretisation of the lower polariton branch into localised modes within the defect microcavity, with the ground state well separated from higher energy states and featuring a flat dispersion [18]. For such systems it is reasonable for us to effectively describe the condensate of the microcavity as a single bosonic mode. This allows us to treat the dynamics of coupled arrays of such cavities with a lattice model. Thus we introduce a Hamiltonian for a general array as

\[ H = \sum_m \left( \omega_C \psi_m^\dagger \psi_m + \omega_R a_m^\dagger a_m + \omega_V b_m^\dagger b_m \right) + H_I + H_F, \]  

where the energy and corresponding creation operator for the condensate are denoted by \( \omega_C \) and \( \psi_m^\dagger \), for the excitonic reservoir by \( \omega_R \) and \( a_m^\dagger \), and for the vibrons by \( \omega_V \) and \( b_m \); in the case of the \( m \)th microcavity. By fabricating two (or more) microcavities with a small overlap, there will be evanescent coupling between the condensates, which can be described by

\[ H_I = \frac{1}{2} \sum_{mn} \Omega_{mn} \left( \psi_m^\dagger \psi_n + \psi_n^\dagger \psi_m \right), \]  

where \( \Omega_{mn} = \Omega_{nm} \) is the coupling energy between the \( m \)th and \( n \)th cavity. In organic microcavities, scattering from the excitonic reservoir to the polaritonic states are often facilitated by an electronic transition that is not strongly coupled [16,18,20]. Here we consider a vibron-mediated relaxation which can be modelled with a Fröhlich-type Hamiltonian

\[ H_F = g \sum_m \left( a_m b_m^\dagger \psi_m^\dagger + a_m^\dagger b_m \psi_m \right), \]  

where \( g \) is the interaction constant between excitons and vibrons. We describe particle decay and a nonresonant pump via a master equation (see Methods), from which we can derive mean-field equations for the number of reservoir excitons \( N_m = \langle a_m^\dagger a_m \rangle \), the
energy flow $J_{mn} = \langle a_m b_n^\dagger \psi_n^\dagger \rangle$, the flow of condensate polaritons $\rho_{mn} = \langle \psi_m^\dagger \psi_n \rangle$, as well as the number of condensate polaritons $\rho_m = \rho_{mm}$. The equations read

$$\hbar \frac{d\rho_{mn}}{dt} = -\gamma_C \rho_{mn} + i g (J^*_{mn} - J_{nm}) + i \sum_{\ell=1}^{M} (\Omega_{m\ell} \rho_{n\ell}^* - \Omega_{n\ell} \rho_{m\ell}) ,$$

$$\hbar \frac{dN_m}{dt} = -\gamma_R N_m + P_m - ig (J^*_{mm} - J_{mm}) ,$$

$$\hbar \frac{dJ_{mn}}{dt} = -\left( i \delta + \frac{\Gamma}{2} \right) J_{mn} + i g N^R_m (\delta_{mn} + \rho_{nm}) + i \sum_{\ell=1}^{M} \Omega_{n\ell} J_{m\ell} ,$$

where $\gamma_C$, $\gamma_R$, and $\Gamma = \gamma_C + \gamma_R + \gamma_V$ are the inverse decay rates of the condensate, reservoir, vibrons, and their sum respectively; $P_m$ is the pumping rate to the reservoir of the $m$th cavity, and $\delta = \omega_R - (\omega_C + \omega_V)$ is the detuning between the reservoir and the sum of the condensate and vibron energies. Thus we have a system of $M(2M + 1)$ equations and variables (where $M$ is the number of lattice sites) which we can solve for the dynamics. We now gain some insight and intuition with these equations by exploring some simple models, and also observe a few interesting results.

3. Results

3.1. Single Cavity

In this section only, we assume that the energy flows can be adiabatically eliminated; in which case equation 4 simplifies to

$$\hbar \frac{dN}{dt} = -\gamma_R N + P(t) - GN (\rho + 1) ,$$

$$\hbar \frac{d\rho}{dt} = -\gamma_C \rho + GN (\rho + 1) ,$$

where

$$G = \frac{g^2 \Gamma}{\delta^2 + (\Gamma/2)^2} ,$$

is the condensation efficiency. These equations clearly show how the efficiency with which reservoir excitons transfer into the condensate depends on the vibronic transition being in resonance with the energy difference between the reservoir and condensate; i.e. $G$ is a maximum for $\delta = 0$. Figure 1 shows a close correspondence between the value of $G$ and the number of polaritons, obtained from a steady-state solution of equation 5 (with $P(t) = P_0$). We note that the condensation process here is quite distinct to both resonant and non-resonant laser excitation of inorganic systems. We have a condensation mechanism which is incoherent and phase non-preserving (like non-resonant pumping of inorganic materials); but which, due to the vibronic resonance, can be used to selectively condense at a specific energy (like resonant pumping of inorganic materials).
3.2. Dimer

The simplest example of an interacting array of condensates is a dimer; which can also be thought of as the building block (the unit cell) of more complicated bipartite lattices. The hybridisation between the two condensates leads to a symmetric and anti-symmetric mode with an energy splitting equal to the coupling constant. By solving equation 4 for the steady-state solutions (where $M = 2$ and $\Omega_{12} \equiv \Omega_0$) we obtain solutions for the number of condensate polaritons as a function of detuning; see Figure 2. When pumping both sites equally (Figure 2a) the population on both sites is, unsurprisingly, the same. Moreover, we see a double resonance corresponding to peaks at the symmetric and anti-symmetric modes. When pumping just the left site (Figure 2b) we see a curious effect. For large detunings, far away from resonance, the pumped left (red) site has a larger population than the non-pumped right (black) site. However, for detunings in-between the two (symmetric/anti-symmetric) resonances the population flows from the pumped to the non-pumped site and builds up there. We now look at a one-dimensional chain constructed from this building block, the dimerised chain.

3.3. The topological midgap states of a dimerised chain

We now consider a one-dimensional dimerised chain, with alternating coupling strengths between nearest neighbours. As such the condensate interaction Hamiltonian (equation 2) embodies the Su-Schrieffer-Heeger model which features topologically protected midgap states that are exponentially localised at the edges. We encode the geometry by setting the nearest neighbour couplings in equation 4 to $\Omega_{m,m+1} = \Omega_0 \pm (-1)^m \delta_1$ and all other couplings to zero. We consider a homogeneous pumping profile where all sites...
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Figure 2: **Double cavity.** The number of condensate polaritons in the left cavity \((m = 1, \text{red line})\) and right cavity \((m = 2, \text{black dashed line})\) as a function of reservoir-condensate detuning \(\delta\). (a) Both sites are pumped the same; \(P_1(t) = P_2(t) = P_0\). (b) Only the left cavity is pumped; \(P_1(t) = P_0, P_2(t) = 0\). The parameters are given in Methods.

Figure 3: **Eigenstates of the dimerised chain.** (a) The eigenvalues of the condensate Hamiltonian \(\mathcal{H}\), with the fill colour of the circles coded by the corresponding value of \(G\) (equation 6) and (b) the eigenvector corresponding to one of the midgap states (Eigenvalue no. 10). The parameters are given in Methods.

Before simulating the dynamics, let us gain some insight into the system by finding the eigenstates of the condensate interaction Hamiltonian. We can write equation 2 in matrix form as \(\mathbf{H}_I = \hat{\psi}^\dagger \mathcal{H} \hat{\psi}\), where \(\hat{\psi} = (\psi_1, \psi_2, \ldots, \psi_M)^T\); we show the eigenvalues of \(\mathcal{H}\) in Figure 3a and the eigenvector of one of the midgap states in Figure 3b. In addition, the fill colour of the circles that mark the eigenvalues denotes the single cavity condensation efficiency \(G\), equation 6. In this way, we can see that we have chosen parameters such that the vibronic transition is in resonance with the midgap states (which also happens to be the energy of a single isolated cavity). As such the
condensation process should predominantly excite the midgap states, and we expect to see the formation of edge states similar to the pure eigenvectors; see Figure 3b.

To simulate the dynamics in the time domain we use the Runge-Kutta method of fourth order (see Methods). We start the simulation with an empty system, \( \rho_{mn} = N_m = J_{mn} = 0 \), and switch on a constant homogeneous pump \( P_m(t) = P_0 \).

As we can see in Figure 4, the system condenses to achieve a steady state solution that features a strong signature of the midgap edge states. Of course the condensation efficiency \( G \) is not a delta-function, but features a broadening due to the total decay rate \( \Gamma \); and thus the steady-state solution also features a weaker mix of some of the other bulk states, which acts to wash out the pure edge state. Nonetheless a pronounced edge state is indeed witnessed.

In order to test the robustness of this result, we performed stochastic simulations of the same system with a realistic disorder in both the value of \( \omega_C \) at each site and the coupling strengths \( \Omega_{mn} \). In both cases the disorder was sampled from a normal distribution with standard deviations \( \sigma_C = 0.04\Omega_0 \) and \( \sigma_\Omega = 0.01\Omega_0 \) respectively; see Methods for details. As can be seen from the error bars in Figure 4b, the key features of the edge states are not washed out by disorder.

3.4. Nonreciprocal transport

In the previous section we showed how the system selectively excites the edge states under a homogeneous pumping of all cavities. Of course we are free to choose the pumping pattern as we like; and so we can explore what interesting effects might arise in other circumstances. As one example, we investigate what happens when pumping just one cavity in the middle of a chain with \( M = 40 \) sites. First, we set \( P_m(t) = P_0\delta_{m,20} \) and simulate the dynamics of equation 4. As shown in Figure 5a,
the polaritons propagate predominantly to one side of the excitation spot. If we now move the pump to a neighbouring chain, such that $P_m(t) = P_0 \delta_{m,21}$, the polaritons now propagate in the opposite direction; see Figure 5b. As such the system is displaying a type of nonreciprocal transport, where the propagation direction is determined by which sublattice is being pumped.

4. Discussion

We have introduced a model for describing the dynamics of organic polaritons trapped in lattices of zero-dimensional microcavities; which interact due to evanescent coupling, and condense by emitting a vibrational phonon. Our treatment assumes that condensation occurs in one mode per microcavity, but this can be easily generalised to multimode cavities. Such a lattice model cannot capture physics related to the details of specific trapping geometries, such as the spatial density patterns that arise when condensing in different order orbital modes. Nonetheless, it is an important step in the theoretical treatment of condensation processes in lattice of organic polaritons.

Our results demonstrate the need for methods in modelling lattices of organic polaritons, other than those typically used in inorganic polaritons, such as generalised complex Gross-Pitaevskii equations which do not capture the new physics that arises due to the vibron-mediated condensation. As such, our model contributes to the theoretical toolbox, and should be readily applied to other organic lattices.

5. Methods

The mean-field equations are obtained from the Hamiltonian in equation and the master equation
where $\dot{\rho}$ is the density matrix, $n_{th}$ is the thermal distribution of vibrons, and $\mathcal{L}(a) = (1/2)(2a^{\dagger}\rho a - a^{\dagger}a\dot{\rho} - \dot{\rho}a^{\dagger}a)$. We use the identity $\frac{d\langle A \rangle}{dt} = \text{Tr}(\frac{d\rho}{dt} A)$ which leads to the mean-field equations. We make two approximations; we assume that at any time the number, and thus flow, of vibrons is negligible $\langle b^{\dagger}_{m} b_{n} \rangle \ll 1$, and we discard nonresonant processes. With these assumptions we obtain the mean-field equations \[ ^4 \]

| Figure 1 | $\omega_C$ | $\omega_R$ | $\omega_V$ | $\gamma_C$ | $\gamma_R$ | $\gamma_V$ | $\Omega_0$ | $\delta_\Omega$ | $P_0$ | $g$ | $\sigma_C$ | $\sigma_\Omega$ |
|---------|----------|----------|----------|----------|----------|----------|---------|-------------|------|-----|----------|----------|
| Figure 2 | 2526     | $\omega_R$ | 194      | 4        | 0.7      | 2.9      | -       | -           | 30   | 0.5 | -        | -        |
| Figure 3 | 2526     | $\omega_R$ | 194      | 4        | 0.7      | 2.9      | 7       | -           | 30   | 0.5 | -        | -        |
| Figure 4 | 2526     | 2720     | 194      | 4        | 0.7      | 2.9      | 33      | 7           | 30   | 0.5 | 1.32     | 3.3      |
| Figure 5 | 2526     | 2720     | 194      | 4        | 0.7      | 2.9      | 33      | 7           | 30   | 0.5 | -        | -        |

Table 1: **Parameters used.** In this table we list the values of the parameters used in all of the Figures in meV.

To obtain the steady-state solutions we set the time derivatives to zero in equation \[ ^3 \] for the single cavity, and in equation \[ ^4 \] with $M = 2$ for the dimer. We can then solve the resulting equations analytically in the case of a single cavity, and numerically with Mathematica \[ ^25 \] for the dimer. To simulate the dynamics of equation \[ ^4 \] we use XMDS2 \[ ^26 \] which is an open source package for numerically integrating initial value problems, including differential equations. We use the solver which employs the Runge-Kutta method of fourth order. To perform the stochastic simulations of Figure \[ ^4 \] we modify equation \[ ^4 \] with the substitutions $\omega_C \rightarrow \omega_C + \mathcal{R}_m(\sigma_C)$ and $\Omega_{mn} \rightarrow \Omega_{mn} + \mathcal{R}_m(\sigma_\Omega)$ where $\mathcal{R}_i(\sigma)$ is a random number sampled from a normal distribution with variance $\sigma^2$. We then perform 100 simulations of different instances of the disorder; the bar chart in Figure \[ ^4 \] show the average, and the error bars show the standard deviation of simulation results. The source code is available for download; see the Supplementary Material. In Table 1 we gather the parameters used in all figures in the manuscript.
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1. More information on the code used for our simulations

The source code used for the simulations in the main text can be downloaded from GitHub [27]. This custom script (org-pol-lat.xmds) was written using the software package XMDS2 [26]. As explained in the Methods section, we use the Runga-Kutta method of fourth order to solve equation (4) in the main text. Here we provide some additional guidance on the source code. We encourage anybody who is interested in adapting the code to their own needs to get in touch with us.

Table 2 provides a translation between the LaTeX symbols used in the main text and the plain text variables used in the XMDS2 language. Let us now run through the main parts of the source code (please also consult the XMDS2 documentation). We use units of meV and ps. We define our parameters inside <arguments>, and inside <globals> we have the helpful function Kron(m, n) to represent the Kronecker delta function $\delta_{mn}$. We represent the subscripts m and n as dimensions in our simulation (so-called <transverse_dimensions>), in addition to the main temporal dimension (the <propagation_dimension>). The number of lattice sites is specified by $M$.

| LaTeX | XMDS2 |
|-------|-------|
| $\omega_X, \gamma_X, g, \Gamma, \Omega_0, P_0, h$ | omegax, gammax, g, Gamma, Omega0, P0, hbar |
| $\rho_{mn}, J_{mn}, \Omega_{mn}$ | rho(m => m, n => n), J(...), Omega(...) |
| $N_m, P_m, \delta$ | NR(m => m), P(...), delta(...) |

Table 2: Translation between the LaTeX symbols of the analytical model and the plain text variables used in the code.

The variables we are solving for ($\rho_{mn}$, $J_{mn}$ and $N_m$) are specified inside the <vector> named ‘variables’, which are indexed as e.g. $J_{xy} \rightarrow J(m => x, n => y)$. We use <noise_vector> to provide random numbers that introduce disorder for the couplings $\Omega$ and the detunings $\delta$, which are specified in the vectors ‘OmegaVec’ and
The strength of the disorder is specified by \( \sigma_{\Omega} \) and \( \sigma_{\delta} \) respectively.

The differential equations are specified inside \(<\text{integrate}>\) where we specify \(<\text{variables}>\) as the vector to be integrated, and the other vectors as \(<\text{dependencies}>\). Here, for convenience, we introduce the variables \( \text{sum1} \) and \( \text{sum2} \) which represent the two summations seen in equations 11. We also introduce variables such as \( \text{rhonm} \) as a shorthand for \( \rho(m \Rightarrow n, n \Rightarrow m) \). Lastly we specify the variables we wish to write to memory in \(<\text{output}>\). We are only interested in the real part of \( J_{mm} \) so we introduce a save variable \( \text{rhoReOut} \) inside \(<\text{moments}>\), and specify that our \(<\text{dependencies}>\) are the vector \(<\text{variables}>\).

1.1. Recreating the figures in the main text

In the GitHub repository [27] there are also folders for each of the figures, allowing one to easily reproduce them. Figures 1, 2 and 3 consist of Mathematica files with a single cell that needs to be evaluated. The Figure 4 directory consists of sub-directories for Figure4a and Figure 4b. Figure4a contains the XMDS2 code and a Mathematica file for plotting the output. Simply compile the program with \texttt{xdms2 org-pol-lat.xmds} and then run with \texttt{./org-pol-lat}. Figure4b contains an additional bash script which allows one to automatically run the simulation several times, saving the output to a new folder for each run. It can be run as \texttt{./stochastic.sh x} where \( x \) is the number of repeat simulations required. Figure5 contains very similar code to Figure4a, except in this case \( M = 40 \) and we specify a single pump site with \( \text{pump} = \{ m == M / 2 \} ? P0 : 0; \)

2. Checking the analytical calculations with QuantumAlegra.jl

To double check our analytical calculations we wrote a custom script with the Julia package QuantumAlegra.jl [28] (the package is maintained by Johannes Feist from the Autonomous University of Madrid). The full script can be downloaded [27], and could be helpful to anybody interested in calculating mean-field equations of motions from Lindblad master equations.

2.1. Preliminaries

Consider that we have a known Hamiltonian that is a function of the bosonic operators \( a_n \). We have some arbitrary operators \( \hat{A}_j = f_j(a_1, a_2, \ldots, a_N) \), and we want to calculate the mean-field dynamical equations for \( A_j = \langle \hat{A}_j \rangle \). To accomplish this we can use the identity \( \langle \dot{X} \rangle = \text{Tr}[\rho \dot{X}] \), which gives us

\[
\frac{dA_j}{dt} = \text{Tr} \left[ \frac{d\rho}{dt} \hat{A}_j \right],
\]

as well as the Lindblad master equation
\[
\frac{d\rho}{dt} = i[\rho, H] + \sum_n \gamma_n \mathcal{L}(L_n, \rho),
\]
where \(L_n\) are the Lindblad jump operators of the system (in simple cases we encounter just the operators \(a_n\) and maybe \(a_n^\dagger\)), and
\[
\mathcal{L}(x, y) = \left( xy^\dagger - \frac{1}{2} \{x^\dagger x, y\} \right).
\]

To calculate the dynamical equations we exploit the fact that the trace is invariant under cyclic permutations. After substituting equation (2) into equation (1), this allows us to rewrite the mean-field equations as
\[
\frac{dA_j}{dt} = \left\langle -i[\hat{A}_j, H] + \sum_n \gamma_n \mathcal{M}(L_n, \hat{A}_j) \right\rangle
\]
where
\[
\mathcal{M}(x, y) = \left( x^\dagger yx - \frac{1}{2} \{x^\dagger x, y\} \right).
\]

2.2. The code

We transcribe the function \(\mathcal{M}(x, y)\) to code as

```python
function M(x, y)
    adjoint(x)*y*x - 0.5*adjoint(x)*x*y - 0.5*y*adjoint(x)*x
end
```

and implement the RHS of equation (11) as

```python
function ddt(H, A, \gamma, L)
    -im*comm(A, H) + sum(map((\gamma, L) -> \gamma * M(L, A), \gamma, L))
end
```

where \(H\) is the Hamiltonian, \(A\) is the operator for which we want to calculate the mean-field dynamics (e.g. the number of excitations \(\text{adag}(1)\text{a}(1)\)), and \(\gamma\) (resp. \(L\)) is a vector whose components are the \(\gamma_n\) (resp. \(L_n\)) we see in equation (11).

2.3. A simple example

Consider the Hamiltonian
\[
H = \omega_1 a_1^\dagger a_1 + \omega_2 a_2^\dagger a_2 + \Omega(a_1^\dagger a_2 + a_2^\dagger a_1).
\]
The system experiences losses with rates $\gamma_1$ and $\gamma_2$, and the 1st site is pumped incoherently with a strength $P$. Thus the master equation can be written as

$$\frac{d\rho}{dt} = i[\rho, H] + \gamma_1 L(a_1, \rho) + \gamma_2 L(a_2, \rho) + P \left[ L(a_1, \rho) + L(a_1^\dagger, \rho) \right].$$

The mean-field equation for the number of excitations on site 1 can be calculated as

$$H = \text{param} (\omega_1)\sum m (\psi_m^\dagger \psi_m + \omega_1 c_m^\dagger c_m),$$

$$H = H + \text{param} (\Omega)\sum m (a_m^\dagger a_m + \omega_2 b_m^\dagger b_m),$$

$$\gamma = [\text{param} (\gamma_1), \text{param} (\gamma_2), \text{param} (P)]$$

$$L = [a(1), a(2), a(1)+a(2)^\dagger];$$

$$\frac{d\rho}{dt} (H, a(1) a(1), \gamma, L).$$

3. Derivation from the exciton-photon basis

In the main text we consider a Hamiltonian that describes an excitonic reservoir, polaritonic modes, and vibrons. This model could also describe upper and lower polaritons, in the regime where the lower polaritons are strongly photonic. In this case, the Hamiltonian in the main text can be derived from the Hamiltonian in the exciton-photon basis $H = H_0 + H_F + H_I$, where

$$H_0 = \sum_m (\omega_{cav} c_m^\dagger c_m + \omega_{exc} d_m^\dagger d_m + \omega_V b_m^\dagger b_m) + \Omega_R \sum_m (c_m^\dagger d_m^\dagger + d_m^\dagger c_m^\dagger),$$

$$H_F = g_0 \sum_m (d_m^\dagger d_m (b_m + b_m^\dagger)),$$

$$H_I = \frac{1}{2} \sum_{m \neq n} \Omega_{mn}^0 (c_m^\dagger c_n + c_n^\dagger c_m^\dagger).$$

Here, $c^\dagger (d^\dagger)$ creates a photon (exciton) with frequency $\omega_{cav} (\omega_{exc})$. $\Omega_R$ is the Rabi-frequency, $g_0$ is the interaction constant between excitons and vibrons, and $\Omega_{mn}^0$ is the coupling between the $m$th and $n$th cavity. The operators that diagonalise the single-cavity light-matter part of the Hamiltonian are $\psi_m = d_m \cos \phi - c_m \sin \phi$ and $a_m = c_m \cos \phi + d_m \sin \phi$, where $\phi = (1/2)\text{atan}2 (\omega_{cav} - \omega_{exc}, 2\Omega_R)$. In this basis we have

$$H_0 = \sum_m (\omega_{cav} \psi_m^\dagger \psi_m + \omega_{exc} a_m^\dagger a_m + \omega_V b_m^\dagger b_m),$$

where

$$\omega_{R,C} = \frac{\omega_{exc} + \omega_{cav}}{2} \pm \sqrt{\left(\frac{\omega_{exc} - \omega_{cav}}{2}\right)^2 + \Omega_R^2}.$$ 

The Fröhlich Hamiltonian becomes
where we have neglected nonresonant terms, and $g = g_0 \sin \phi \cos \phi$. In this work, we assume that $\cos^2 \theta \ll \sin^2 \theta$, in which case the inter-microcavity interaction term becomes

$$H_I = \frac{1}{2} \sum_{m \neq n} \Omega_{mn} \left( \psi_m^\dagger \psi_n + \psi_n^\dagger \psi_m \right),$$

where $\Omega_{mn} = \Omega_{mn}^0 \sin^2 \phi$. With these approximations we recover the Hamiltonian in the main text.
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