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Twin-width is a graph width parameter recently introduced by Bonnet, Kim, Thomassé & Watrigant. Given two graphs $G$ and $H$ and a graph product $\ast$, we address the question: is the twin-width of $G \ast H$ bounded by a function of the twin-widths of $G$ and $H$ and their maximum degrees? It is known that a bound of this type holds for strong products (Bonnet, Geniet, Kim, Thomassé & Watrigant; SODA 2021).

We show that bounds of the same form hold for Cartesian, tensor/direct, corona, rooted, replacement, and zig-zag products. For the lexicographical product it is known that the twin-width of the product of two graphs is exactly the maximum of the twin-widths of the individual graphs (Bonnet, Kim, Reinald, Thomassé & Watrigant; IPEC 2021).

In contrast, for the modular product we show that no bound can hold. In addition, we provide examples showing many of our bounds are tight, and give improved bounds for certain classes of graphs.
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1 Introduction

Twin-width is a recently introduced graph parameter which, roughly speaking, measures how much the neighbourhoods differ as pairs of (not necessarily adjacent) vertices are iteratively contracted until a single vertex remains Bonnet et al. (2022e). Twin-width has already proven very useful in parameterised complexity. In particular, given a contraction sequence as input, first-order model checking is $\text{FPT}$ in the formula length on classes of bounded twin-width Bonnet et al. (2022e). Additionally, for graphs of bounded twin-width with the contraction sequence as input, there is a linear time algorithm for triangle counting Kratsch et al. (2022), and an $\text{FPT}$-algorithm for maximum independent set Bonnet et al. (2021b).

Polynomial kernels for several problems Bonnet et al. (2022d) are also known which do not require the contraction sequence to be given as input. However, deciding if the twin-width of a graph is at most four is $\text{NP}$-complete Bergé et al. (2022). Bounds on twin-width are known for many graph classes Balabán and Hliněný (2021); Bonnet et al. (2021a, 2022b, 2021c); Gajarský et al. (2022); Jacob and Pilipczuk (2022); Simon and Toruńczyk (2021). In particular, twin-width is bounded on some classes of dense graphs (e.g., the class of complete graphs has twin-width zero) and on some classes of sparse graphs (e.g., the class of grid graphs has bounded twin-width), and indeed both graph classes of bounded tree-width and
graph classes of bounded rank-width have bounded twin-width Bonnet et al. (2022e); Jacob and Pilipczuk (2022). Several other aspects of twin-width, such as \( \chi \)-boundedness, colouring numbers and VC-density, have recently received attention Dreier et al. (2022); Bonnet et al. (2022c); Pilipczuk and Sokolowski (2023); Pilipczuk et al. (2022); Przybyszewski (2022).

We study the behaviour of the twin-width under graph products, which are well-known tools for constructing well-structured graphs. Understanding how twin-width behaves under graph products can give useful insights into the construction of classes of graphs with either bounded or unbounded twin-width, depending on the application. For instance, it has been shown that the twin-width of the strong product of two graphs is bounded by a function of their respective twin-widths and maximum degrees Bonnet et al. (2021a). The twin-width of wreath products of groups has also been studied Bonnet et al. (2022a). For graph products where the twin-width is well-behaved, we will see is most but not all of them, our results are useful for creating examples of new classes of bounded twin-width, for example see Theorem 1.1.

We now briefly introduce the graph products studied in this paper, formal definitions appear at the start of the section named after each product. We begin with the Cartesian \( \square \), tensor \( \times \), strong \( \Box \), and lexicographic \( \circ \) products which are the ‘four standard’ graph products Hahn and Tardif (1997); Hammack et al. (2011). These products are all widely studied and we provide some references which are related to our results in the next paragraph. We also consider the modular product \( \oplus \) which was first described in Imrich (1972), then rediscovered several times Barrow and Burstall (1976); Levi (1972); Vizing (1974) in connection to the subgraph isomorphism problem, see also Pike and Sanaei (2012); Raymond et al. (2002); Shao and Solis-Oba (2013). In addition, we study the corona product \( \bigcirc \) which was originally introduced in Frucht and Harary (1970) and has since been studied in several contexts including spectral properties Barik et al. (2007), \( k \)-domination Chellali et al. (2012) and total-colouring Mohan et al. (2017). Similarly the rooted product \( \triangledown \), was introduced in Godsil and McKay (1978) for its spectral properties. This product can be seen as one layer of a Cartesian product and has been studied in several contexts Koh et al. (1980); Jakovac (2015); Rosenfeld (2010). The above products can be taken between any two graphs \( G \) and \( H \), we also study the zig-zag \( \triangledown \) and replacement \( \circledast \) products which are only defined for regular graphs. The zig-zag product was introduced in Reingold et al. (2002) for the efficient construction of bounded degree expanders, the replacement product has been around longer but has also been used for this purpose Alon et al. (2008).

The question of whether, given a graph parameter \( w \) and a graph product \( * \), \( w(G \ast H) \) is bounded by a function of \( w(G) \) and \( w(H) \) is natural and has been studied many times. One example is Hedetniemi’s conjecture Hedetniemi (1966) which states that for the chromatic number \( \chi \), the tensor product \( \times \), and any graphs \( G, H \), we have \( \chi(G \times H) = \min\{\chi(G), \chi(H)\} \). This conjecture was recently proved false Shitov (2019), by the description of a pair of graphs \( G \) and \( H \) satisfying \( \chi(G \times H) < \min\{\chi(G), \chi(H)\} \). Interestingly if one replaces the tensor product \( \times \) with the Cartesian product \( \square \) then Hedetniemi’s conjecture holds Sabidussi (1957), that is \( \chi(G \square H) = \min\{\chi(G), \chi(H)\} \). Vizing’s conjecture Vizing (1968) on the other hand, is of a similar vintage (posed in 1968) and is still open. The conjecture states that if \( \gamma(G) \) is the size of the smallest dominating set in \( G \), then for any graphs \( G \) and \( H \) we have \( \gamma(G \square H) \geq \gamma(G) \cdot \gamma(H) \). This conjecture is known to be true up to a multiplicative factor of a half Clark and Suen (2000); Suen and Tarr (2012), and known to be false for tensor products Klavzar and Zmazek (1996). Additionally, if \( \alpha(G) \) is the size of the largest independent set then for the lexicographic product then \( \alpha(G \circ H) = \alpha(G) \cdot \alpha(H) \) holds for any graphs \( G \) and \( H \) Geller and Stahl (1975). It is known (Bonnet et al., 2022d, Lemma 9) (also see Theorem 3.10 for an alternative proof) that the lexicographic product is similarly well behaved with respect to twin-width. The clique-width of various graph products has also been studied Gurski (2017).
1.1 Our Results

As mentioned above the main question we address is, given a graph product $\star$, what can be said of $\text{tww}(G \star H)$ for any graphs $G$ and $H$? Our main finding is that for all graphs products studied (with the exception of the modular product) the twin-width of a product of two graphs is functionally bounded by the twin-width and maximum degrees of the individual graphs. These upper bounds for the twin-width of graph products are summarised in Table 1. Note that twin-width is not monotone with respect to non-induced subgraphs, thus none of these bounds are necessarily implied by any of the others.

| Product Name $\star$ | Upper Bound on $\text{tww}(G \star H)$ | Reference |
|-----------------------|----------------------------------------|-----------|
| Cartesian $\square$ | $\max\{\text{tww}(G) + \Delta(H), \text{tww}(H)\} + \Delta(H)$ | Theorem 3.1 |
| Tensor $\times$ | $\max\{\text{tww}(G) \cdot \Delta(H) + \Delta(H), \text{tww}(H)\} + \Delta(H)$ | Theorem 3.4 |
| Strong $\otimes$ | $\max\{\text{tww}(G)(\Delta(H) + 1) + \Delta(H), \text{tww}(H)\} + \Delta(H)$ | Bonnet et al. (2021a) |
| Lexicographic $\odot$ | $\max\{\text{tww}(G), \text{tww}(H)\}$ (equality) | Bonnet et al. (2022d) |
| Modular $\odot$ | Not bounded by any $f(\text{tww}(G), \text{tww}(H), \Delta(G), \Delta(H))$ | Theorem 3.12 |
| Corona $\bigcirc$ | $\max\{\text{tww}(G) + 1, \text{tww}(H), 2\}$ | Theorem 3.14 |
| Rooted $\#\#$ | $\max\{\text{tww}(H) + 1, \Delta(H), \text{tww}(G) + 1, 2\}$ | Theorem 3.16 |
| Replacement $\odot$ | $\text{tww}(G) + \Delta(G)$ | Theorem 4.2 |
| Zig-Zag $\bigcirc\bigcirc$ | $\max\{\Delta(H)^2 \cdot (\Delta(G) - \Delta(H) + 1), \text{tww}(G) + \Delta(G)\}$ | Theorem 4.5 |

Table 1: Bounds on the twin-width of product graphs, see relevant sections for definitions of the graph products. The lexicographical bound is an equality, i.e. $\text{tww}(G \circ H) = \max\{\text{tww}(G), \text{tww}(H)\}$.

Using our upper bounds we can determine the twin-width of several families of graphs, for example rook graphs, Hamming graphs, and weak powers of cliques. We show tightness of our bounds on the twin-width of Cartesian, tensor and corona products. We also show tightness of the bound for strong and lexicographical products proved by Bonnet et al. (2021a) and Bonnet et al. (2022d) respectively. We also show that our bound on rooted products is almost tight. We prove that twin-width of a modular product of two graphs cannot (in general) be functionally bounded by twin-width and maximum degrees of the individual graphs by showing that the twin-width of the modular product of two paths diverges.

For the replacement product we prove tightness up-to a constant factor, however we leave open whether our bound for the zig-zag product is tight - we strongly suspect this can be improved. Additionally, we prove a lower bound for replacement product graphs which is a constant times the square root of their degree.

It is known (Bonnet et al., 2021a, Theorem 2.9) that if $C$ is a hereditary class of graphs that has bounded twin-width, then it is $K_{t,t}$ free if and only if the subgraph closure of $C$, denoted by $\text{Sub}(C)$, has bounded twin-width. This fact can then be used in combination with a bound on the twin-width of strong products to establish a further bound on the twin-width of the subgraph closure of a strong product of two classes (Bonnet et al., 2021a, Theorem 2.8). Our bounds can be applied in the exact same way to extend this result, as follows.
Theorem 1.1 (extension of (Bonnet et al., 2021a, Theorem 2.8)). Let $\star$ be one of the Cartesian $\square$, tensor $\times$, strong $\boxtimes$, lexicographic $\prec$, corona $\odot$, rooted $\mathcal{R}$, replacement $\ominus$, or zig-zag $\sqcap$ products and let $\mathcal{G}$ and $\mathcal{H}$ two classes such that $\mathcal{G} \star \mathcal{H}$ is $K_{1,t}$-free. Then there exists some function $f$ such that
\[
\text{tww}(\text{Sub}(\mathcal{G} \star \mathcal{H})) \leq f(\text{tww}(\mathcal{G}), \text{tww}(\mathcal{H}), \Delta(\mathcal{G}), \Delta(\mathcal{H}), t).
\]

1.2 Organisation of the Paper

We begin in Section 2 with some notation and definitions. Sections 3 & 4 contain our findings for the twin-width of each graph product. Each subsection of Sections 3 & 4 begins with the definition of a graph product $\star$ before stating our results for it. We finish with some conclusions in Section 5.

2 Notation and Definitions

Elementary Definitions. Throughout the paper we assume all graphs are simple, that is they have no loops or multiple edges. Given a graph $G$, the neighbourhood of a vertex $v \in V(G)$, written $N_G(v)$, is the set $\{u : uv \in E(G)\}$. The degree of a vertex $v$ in $V(G)$, written $d_G(v)$, is the size of $N_G(v)$ (i.e., $d_G(v) = |N_G(v)|$). We drop subscripts when the graph is clear from the context. We let $\Delta(G) = \max_{v \in V(G)} d_G(v)$ denote the maximum degree of a graph $G$ taken over all vertices in $V(G)$. The graph distance between two vertices $u, v \in V(G)$ is denoted by $d_G(u,v)$. We use $K_n$ to denote a clique on $n$ vertices, $K_{n,m}$ to denote a complete bipartite graph with bags of size $n$ and $m$, and $P_n$ to denote a path on $n$ vertices. For two graphs $G$ and $H$, we write $G \cong H$ to mean that $G$ is isomorphic to $H$, and for two sets $S, K$ we let $S \Delta K = (S \setminus K) \cup (K \setminus S)$ denote their symmetric difference.

Graph Products. Let $G$ and $H$ be any two graphs, and let $V(G) \times V(H) = \{(u,i) : u \in V(G), i \in V(H)\}$ be the product of their vertex sets. Note that, to make proofs easier to follow, we will use letters from $\{u,v,w\}$ for vertices from $G$, and letters from $\{i,j,k\}$ for vertices from $H$. We consider several graph products $G \star H$ in this paper, all will have the vertex set $V(G) \times V(H)$ but the edge sets will depend on the product $\star$ and the graphs $G$ and $H$. See the relevant sections for definitions of the different products.

Trigraphs, contraction sequences, and twin-width of a graph. Following the notation introduced in Bonnet et al. (2022e), a trigraph $G$ has vertex set $V(G)$, a set $E(G)$ of black edges, and a set $R(G)$ of red edges (which are thought of as ‘error edges’), with $E(G)$ and $R(G)$ being disjoint. In a trigraph $G$, the neighbourhood $N_G(v)$ of a vertex $v \in V(G)$ consists of all the vertices adjacent to $v$ by a black or red edge. A $d$-trigraph is a trigraph $G$ such that the red graph $(V(G), R(G))$ has degree at most $d$. In that instance, we also say that the trigraph has red degree at most $d$.

A contraction in a trigraph $G$ consists of merging/contracting two (non-necessarily adjacent) vertices $u$ and $v$ into a single vertex $w$, and updating the edges of $G$ as follows. Every vertex of the symmetric difference $N_G(u) \Delta N_G(v)$ is linked to $w$ by a red edge, and every vertex $x$ of the intersection $N_G(u) \cap N_G(v)$ is linked to $w$ by a black edge if both $ux \in E(G)$ and $vx \in E(G)$, and by a red edge otherwise. All other edges in the graph (those not incident to $u$ or $v$) remain unchanged. The vertices $u$ and $v$, together with any edges incident to these vertices, are removed from the trigraph. To make proofs easier to follow, we will sometimes use $v$ to refer to the vertex $w$ if $v$ has been removed as part of contracting $u$ and $v$ into $w$. That is, one can think of the new vertex $w$ as having both the label $v$ and the label $u$. 
A $d$-sequence is a sequence of $d$-trigraphs $G_n, G_{n-1}, \ldots, G_1$, where $G_n = G, G_1 = K_1$ is the graph on a single vertex, and $G_{i-1}$ is obtained from $G_i$ by performing a single contraction of two (non-necessarily adjacent) vertices. Note that $G_i$ has precisely $i$ vertices, for every $i \in [n]$. The twin-width of $G$, denoted by $\text{tww}(G)$, is the minimum integer $d$ such that $G$ admits a $d$-sequence.

We say that $G$ is a trigraph over a graph $H$ if $(V(G), E(G) \cup R(G))$ is isomorphic to $H$.

Lemma 2.1 (Bonnet et al., 2021a, Lemma 7.1). Every trigraph over a graph $H$ has twin-width at most $\text{tww}(H) + \Delta(H)$.

The following lower bound is used many times in this paper.

Lemma 2.2 (Ahn et al., 2022, Lemma 3.1). Any graph $G$ satisfies

$$\text{tww}(G) \geq \min\{|(N(v) \Delta N(u)) \setminus \{u, v\} : u, v \in V(G), u \neq v\}.$$

We also use the following useful fact.

Proposition 2.3 (Bonnet et al., 2022e, Section 4.1). The twin-width of an induced subgraph $H$ of a trigraph $G$ is at most the twin-width of $G$.

3 Bounds on Twin-width of Standard Products

3.1 Cartesian Product

The Cartesian product $G \Box H$ has vertex set $V(G) \times V(H)$ and

$$(u, i)(v, j) \in E(G \Box H) \text{ if and only if } \[u = v \text{ and } ij \in E(H)\] \text{ or } [i = j \text{ and } uv \in E(G)].$$

Theorem 3.1. For any graphs $G$ and $H$ we have

$$\text{tww}(G \Box H) \leq \max\{\text{tww}(G) + \Delta(H), \text{tww}(H)\} + \Delta(H).$$

Proof: Let $G = G_n, \ldots, G_1 = K_1$ be a $\text{tww}(G)$-sequence for $G$, and label the $m$ vertices of $H$ by $[m]$ in any order. For a fixed $i \in [m]$, we call $i$-th copy of $G$, the subgraph of $G \Box H$ induced by vertices of the form $(v, i)$ for every $v \in V(G)$. We continue to refer to all vertices $(v, i)$ as the $i$-th copy of $G$ even if contractions have been made.

We contract $G \Box H$ to $K_1 \Box H$ by following the series $G_n, \ldots, G_1$ of contractions in each copy of $G$. That is, we reduce $G_n$ to $G_{n-1}$ in the first copy, then the second, etc. until we have reduced $G_n$ to $G_{n-1}$ in the $m$-th copy, and then we return to the first copy to reduce $G_{n-1}$ to $G_{n-2}$ etc. We proceed like this until we are left with a trigraph over $K_1 \Box H$, which is isomorphic to $H$. We then reduce this trigraph using a $\text{tww}(H)$-sequence for $H$.

Observe that at any stage in the contraction sequence of $G \Box H$ described above there can be at most $\text{tww}(G)$ red edges of the form $(v, i)(u, i)$, for some fixed $v \in V(G)$, in the current trigraph. This follows since we do not make any contractions between two vertices $(u, i)$ and $(v, j)$ where $j \neq i$ until there is only a single vertex left in each copy of $G$. Now observe that there are at most $2\Delta(H)$ edges of the form $(v, i)(u, j)$, where $j \neq i$, for any $v \in V(G)$ at any given time. To see this note that if $(u, i)$ and $(v, i)$ are being contracted to $(w, i)$ in the $i$-th copy of $G$ but $(u, j)$ and $(v, j)$ have not yet been contracted in some other copies of $G$ where $j \neq i$, then the red edges $(w, i)(u, j)$ and $(w, i)(v, j)$ will be formed for each such
j. There can be at most $2\Delta(H)$ such edges and so it follows that there is a $\text{tww}(G) + 2\Delta(H)$-sequence transforming $G \Box H$ into a trigraph over $K_1 \Box H \cong H$. This trigraph admits a $\text{tww}(H) + \Delta(H)$-sequence by Lemma 2.1. Thus $\text{tww}(G \Box H) \leq \max\{\text{tww}(G) + 2\Delta(H), \text{tww}(H) + \Delta(H)\}$ as claimed.

As $K_2 \Box K_2 \cong C_4$, which has twin-width 0, Theorem 3.1 does not always give a tight bound. However the following result shows that Theorem 3.1 is tight for Cartesian products of two non-trivial cliques where at least one has more than two vertices.

**Proposition 3.2 (Rook Graphs).** For any $n, m \geq 1$ we have

$$
\text{tww}(K_n \Box K_m) = \begin{cases} 
0 & \text{if } n = m = 2 \text{ or } \min\{n, m\} = 1 \\
2(\min\{n, m\} - 1) & \text{otherwise}
\end{cases}.
$$

**Proof:** Observe that $K_2 \Box K_2 \cong C_4$ and $K_1 \Box K_n \cong K_n$ for any $n \geq 1$. Thus as we have $\text{tww}(C_4)$ and $\text{tww}(K_n) = 0$, we establish the first case. We can now assume that $n, m \geq 2$ and $(n, m) \neq (2, 2)$.

For the upper bound observe that as $K_n \Box K_m \cong K_n \Box K_m$ the bound

$$
\text{tww}(K_n \Box K_m) \leq \max\{0 + \Delta(K_m), 0\} + \Delta(K_n) = 2 \cdot \Delta(K_m),
$$

and also the bound $\text{tww}(K_m \Box K_n) \leq 2 \cdot \Delta(K_n)$ both hold by Theorem 3.1, as claimed.

For a graph $G$ and $u, v \in V(G)$ let $b(u, v) = |(N(v) \Delta N(u)) \setminus \{u, v\}|$. The lower bound follows from Lemma 2.2 by considering $b(u, v)$ for all pairs of distinct vertices $(u, i), (v, i) \in V(K_n \Box K_m)$. We have two cases:

**Case 1** [$u = v$ or $i = j$]: For any two vertices $u \neq v$ we have

$$(N((u, i)) \setminus \{u, i\}, (v, i)) = \{(z, j) : z \in \{u, v\}, j \in [m] \setminus \{i\}\},$$

thus $b((u, i), (v, i)) \geq 2(m - 1)$. By symmetry we have $b((u, i), (u, j)) \geq 2(n - 1)$ for any $i \neq j$ and $u \in V(G)$.

**Case 2** [$v \neq u$ and $i \neq j$]: For any $v \neq u$ and $i \neq j$ we have

$$(N((u, i)) \setminus \{u, i\}, (v, j))$$

$$= \{(z, k) : z \notin \{u, v\}, k \in \{i, j\}\} \cup \{(z, k) : z \in \{u, v\}, k \in [m] \setminus \{i, j\}\},$$

thus $b((u, i), (v, j)) \geq 2(n - 2) + 2(m - 2) > 2(n - 1)$, as $\max\{m, n\} \geq 3$.

For integers $d, k \geq 1$, let $\mathbb{H}(d, k)$ be the Hamming graph with $k^d$ vertices, defined inductively by

$$
\mathbb{H}(d, k) = K_k \Box \mathbb{H}(d - 1, k), \quad \text{and} \quad \mathbb{H}(1, k) = K_k.
$$

Hamming graphs are a generalisation of Rook graphs and have applications in coding theory and distributed computing. Arguably the most well known Hamming graph is the hypercube $\mathbb{H}(d, 2)$. Our next result determines the twin-width of all Hamming graphs and is proved by applying Theorem 3.1 iteratively. Similarly to Rook graphs, the twin-width of Hamming graphs matches the bound in Theorem 3.1.
Proposition 3.3 (Hamming Graphs). For any \( d, k \geq 1 \) we have

\[
\text{tww}(\mathbb{H}(d, k)) = \begin{cases} 
0 & \text{if } d = 1 \text{ or } k = 1 \\
2(k-1)(d-2) & \text{if } d \geq 2 \text{ and } k = 2 \\
2(k-1)(d-1) & \text{if } d \geq 2 \text{ and } k \geq 3 
\end{cases}
\]

Proof: The case \( d \leq 2 \) is covered by Proposition 3.2. Observe that if \( d, k \geq 2 \) then we can express the function in the statement as \( t(d, k) = 2(k-1)(d-1) - 1 \).

Applying Theorem 3.1 iteratively to \( \mathbb{H}(d, k) \), for \( d \geq 3 \), and using the fact that \( \text{tww}(K_k) = 0 \) gives

\[
\text{tww}(\mathbb{H}(d, k)) = \text{tww}(\mathbb{H}(d-1, k) \square K_k) \\
\leq \max\{\text{tww}(\mathbb{H}(d-1, k)) + k-1, 0\} + k-1 \\
= \text{tww}(\mathbb{H}(d-1, k)) + 2(k-1) \\
\leq \cdots \\
\leq \text{tww}(\mathbb{H}(2, k)) + (d-2) \cdot 2(k-1).
\]

By Proposition 3.2 we have \( \text{tww}(\mathbb{H}(2, k)) = 0 \) and \( \text{tww}(\mathbb{H}(2, k)) = 2(k-1) \) if \( k \geq 3 \), thus in either case \( \text{tww}(\mathbb{H}(d, k)) \leq t(d, k) \).

We now consider the lower bound for \( d, k \geq 2 \). The lower bound will follow Lemma 2.2 by considering \( b(u, v) = |(N(v) \triangle N(u)) \setminus \{u, v\}| \) for all pairs of distinct vertices \( u, v \) in \( \mathbb{H}(d, k) \). It will help to consider \( \mathbb{H}(d, k) \) as follows: we identify each vertex as a string in \( \{0, \ldots, k-1\}^d \) where two vertices are connected if and only if their strings differ in one exactly coordinate. Note that \( \mathbb{H}(d, k) \) is \( d(k-1) \)-regular. We have three cases:

Case 1 \([uv \in E(\mathbb{H}(d, k))]\): In this case \( u \) and \( v \) differ at exactly one coordinate, say \( i \). Suppose there exists some \( w \in N(u) \cap N(v) \) where \( w \notin \{u, v\} \). It follows that \( w \) has the same value as both \( u \) and \( v \) at all but the \( i \)-th coordinate. Since the \( i \)-th coordinate of \( w \) cannot match that of \( u \) or \( v \) this leaves \( k-2 \) other options. Thus \( |N(u) \cap N(v)| = k-2 \), and so \( b(u, v) = 2(d(k-1) - (k-2) - 1) = 2(d-1)(k-1) \). Observe that if \( k = 2 \) then \( b(u, v) = 2d - 2 > 2(d-2) = t(d, 2) \) and if \( k \geq 3 \) then \( b(u, v) = 2(d-1)(k-1) = t(d, k) \).

Case 2 \([d_{\mathbb{H}(d, k)}(u, v) = 2]\): It follows that \( u \) and \( v \) differ at two coordinates \( i \) and \( j \) where \( i \neq j \). Thus if \( w \in V(\mathbb{H}(d, k)) \) is adjacent to both \( u \) and \( v \) it must be equal to \( u \) at all but one coordinate and equal to \( v \) at all but one coordinate, so \( |N(u) \cap N(v)| = 2 \). Since \( uv \notin E \) we have \( b(u, v) = 2(d(k-1) - 2) \). Observe that if \( k = 2 \) then \( b(u, v) = 2(d-2) = t(d, 2) \) and if \( k \geq 3 \) then \( b(u, v) = 2d(k-1) - 4 \geq 2(d-1)(k-1) = t(d, k) \).

Case 3 \([d_{\mathbb{H}(d, k)}(u, v) \geq 3]\): Since no pair of vertices at distance 3 or greater can have any shared neighbours, we have \( b(u, v) = 2d(k-1) > t(d, k) \) as claimed.

3.2 Tensor Product

The tensor product \( G \times H \) (also called the direct product, Kronecker product, weak product, or conjunction) has vertex set \( V(G) \times V(H) \) and

\[
(u, i)(v, j) \in E(G \times H) \quad \text{if and only if} \quad [ij \in E(H)] \quad \text{and} \quad [uv \in E(G)].
\]
Theorem 3.4. For any graphs $G$ and $H$ we have

$$\text{tww}(G \times H) \leq \max \left\{ \text{tww}(G) \cdot \Delta(H) + \Delta(H), \, \text{tww}(H) \right\} + \Delta(H).$$

Proof: Given a $\text{tww}(G)$-sequence $G_n, \ldots, G_1$ of contractions for $G$ the first stage is to apply one contraction at a time in each copy (as we did in the proof of Theorem 3.1), which leaves a trigraph over $H$. The second stage, as in Theorem 3.1, is to reduce this trigraph using a $\text{tww}(H)$-sequence for $H$.

To begin observe that there are no red edges of the form $(w, i)(u, i)$ created in the first stage. This follows since there are no edges of the form $(u, i)(v, i)$ in $E(G \times H)$, we only perform contractions between two vertices $(u, i)$ and $(v, i)$, and edges of this form cannot be created from contractions. We claim that the largest red degree in the first stage is at most $(\text{tww}(G) + 2) \cdot \Delta(H)$. First consider the red degree of a vertex $(w, i)$ directly after a contraction of $(u, i)$ and $(v, i)$ into $(w, i)$. After the equivalent contraction in $G$ the vertex $w$ has at red degree at most $\text{tww}(G)$, and all these edges are of the form $wz$ where $z \notin \{u, v\}$, thus these edges correspond to $\text{tww}(G) \cdot \Delta(H)$ red edges of the form $(w, i)(z, j)$. However there may be up to $2\Delta(H)$ additional other red edges of the form $(w, i)(u, j)$ and $(w, i)(v, j)$ created by the contraction of $(u, i)$ and $(v, i)$. This occurs if there was an edge $uv \in E(G)$ and the pair $u, v$ we merged in $i$-th copy before they were merged in some other copy $j$, where $ij \in E(H)$. Thus there is a $(\text{tww}(G) + 2) \cdot \Delta(H)$-sequence transforming $G \times H$ into a trigraph over $H$. This trigraph admits a $\text{tww}(H) + \Delta(H)$-sequence by Lemma 2.1, thus $\text{tww}(G \square H) \leq \max \{ (\text{tww}(G) + 2) \cdot \Delta(H), \, \text{tww}(H) + \Delta(H) \}$ as claimed.

For a graph $G$ we let $\overline{G}$ denote its complement and note that for any graph $G$ we have $\text{tww}(G) = \text{tww}(\overline{G})$. For the special case of cliques, observe that $K_n \square K_m = K_n \times K_m$. Thus we obtain the following corollary to Proposition 3.2.

Corollary 3.5 (Rook Complement Graphs). For any $n, m \geq 1$ we have

$$\text{tww}(K_n \times K_m) = \begin{cases} 0 & \text{if } n = m = 2 \text{ or } \min \{n, m\} = 1, \\ 2(\min \{n, m\} - 1) & \text{otherwise} \end{cases}.$$

For integers $d, k \geq 1$, let $T(d, k)$ be the weak power of a clique, defined inductively by

$$T(d, k) = K_k \times T(d - 1, k) \quad \text{and} \quad T(1, k) = K_k.$$

Weak powers of cliques have been studied in the contexts of colourings & independent sets Greenwell and Lovász (1974); Alon et al. (2004); Ghandehari and Hatami (2008) and isoperimetric inequalities Brakensiek (2017). Using Theorem 3.4 we can determine the twin-width for these graphs.

Proposition 3.6 (Weak Powers of Cliques). For any $d, k \geq 1$ we have

$$\text{tww}(T(d, k)) = \begin{cases} 0 & \text{if } d = 1 \text{ or } k \leq 2, \\ 2(k - 1)^{d-1} & \text{if } d \geq 2 \text{ and } k \geq 3. \end{cases}$$

Proof: The following observation holds by the definition of tensor product: $T(d, k)$ is the graph on vertex set $[k]^d$ where two vertices $u, v \in [k]^d$ are connected if and only if $u_i \neq v_i$ for all $i \in [k]$. 

To begin, if \( k = 1 \) or \( d = 1 \) then the graph is either a set of isolated vertices or a single clique, respectively, so the result holds. For the case \( k = 2 \) we claim that for any \( d \geq 1 \) the graph \( \mathbb{T}(d, 2) \) is a complete matching; thus \( \text{tww}(\mathbb{T}(d, 2)) = 0 \), in agreement with the statement. To see this note that, by the observation above, any vertex \( x = (x_1, \ldots, x_d) \in V(\mathbb{T}(d, 2)) = \{0, 1\}^d \) only has one neighbour given by \( \hat{x} = (1 - x_1, \ldots, 1 - x_d) \).

Thus from now on we can assume that \( k \geq 3 \) and \( d \geq 2 \).

We now prove the upper bound \( \text{tww}(\mathbb{T}(d, k)) \leq 2(k - 1)^{d-1} \) by induction in \( d \). Observe that for any \( k \geq 3 \) and \( d = 2 \) we have \( \text{tww}(\mathbb{T}(2, k)) = 2(k - 1) \) by Corollary 3.5, which establishes the base case. For the inductive step observe that \( \mathbb{T}(d, k) \) is a regular graph of degree \((k - 1)^{d-1}\) since, for any fixed vertex \( x \), each coordinate of \( x \) takes one of \( k - 1 \) values which differ from the corresponding coordinate of \( x \). Recall also that \( \text{tww}(K_k) = 0 \), thus by Theorem 3.4, for any \( k \geq 3 \), we have

\[
\text{tww}(\mathbb{T}(d, k)) \leq \max\{\text{tww}(K_k) \cdot \Delta(\mathbb{T}(d - 1, k)) + \Delta(\mathbb{T}(d - 1, k)), \text{tww}(\mathbb{T}(d - 1, k))\} + \Delta(\mathbb{T}(d - 1, k))
\]

\[
\leq \max\{0 \cdot (k - 1)^{d-1} + (k - 1)^{d-1}, 2(k - 1)^{d-2} + (k - 1)^{d-1}\}
\]

\[
= 2(k - 1)^{d-1}.
\]

For the lower bound, observe that any two vertices \( u, v \in V(\mathbb{T}(d, k)) \), where \( u \neq v \), must differ at \( i \in [d] \) coordinates. Thus for such a pair we have \( N(u) \cap N(v) = (k - 2)^i(k - 1)^{d-i} \) as for a vertex \( w \) to be adjacent to both \( u \) and \( v \) it must differ from both at all coordinates, so there are \( k - 2 \) options for each of the coordinates where \( u \) and \( v \) differ and \( k - 1 \) options for coordinates which are shared. Now, since \( uv \in E(\mathbb{T}(d, k)) \) if and only if \( i = d \), it follows that for any \( u \neq v \in V(\mathbb{T}(d, k)) \) we have

\[
|N_{\mathbb{T}(d, k)}(u) \triangle N_{\mathbb{T}(d, k)}(v)| \geq 2 ((k - 1)^d - (k - 2)^i(k - 1)^{d-i} - 1(i = d))
\]

\[
\geq 2 ((k - 1)^d - (k - 2)(k - 1)^{d-1})
\]

\[
= 2(k - 1)^{d-1}.
\]

Thus by Lemma 2.2 we have \( \text{tww}(\mathbb{T}(d, k)) \geq 2(k - 1)^{d-1} \).

Although the previous result shows that Theorem 3.4 is tight, one of the graphs in the tensor product has twin-width zero and so it is not clear the \( \text{tww}(G) \cdot \Delta(H) \) term in Theorem 3.4 is needed. However, by a very similar proof to that of Proposition 3.9, one can show that for any \( c, d \geq 2 \) the twin-width of the tensor product of \( c \) and \( d \) dimensional hypercubes satisfies

\[
2cd - 4 \cdot \max\{c, d\} \leq \text{tww}(\mathbb{H}(c, 2) \times \mathbb{H}(d, 2)) \leq 2cd - 2 \cdot \max\{c, d\}.
\]

This shows that the \( \text{tww}(G) \cdot \Delta(H) \) term in Theorem 3.4 is necessary.

The following result shows that if one of the graphs in the tensor product is a star graph, where \( K_{1,n} \) denotes a star on \( n + 1 \) vertices, then we do not incur the full cost of the max degree term.

**Proposition 3.7** (Tensor with a Star). Let \( G \) be any graph, then for any integer \( n \geq 1 \)

\[
\text{tww}(G \times K_{1,n}) \leq \text{tww}(G \times K_2) \leq \text{tww}(G) + 2.
\]
Proof: Let \( s \) be the centre of the star \( K_{1,n} \). We do the following series of contractions to reduce \( G \times K_{1,n} \) to \( G \times K_2 \). In each phase we choose a pair of vertices \( i, j \in V(K_{1,n}) \setminus \{s\} \) and then one by one we contract pairs \((u, i)\) and \((u, j)\) into a single vertex \((u, k)\) until there are no vertices \((u, i)\) or \((u, j)\) for any \( u \in V(G) \) remaining. We then start the next phase, continuing like this until there are is only one vertex \( i \neq s \) remaining. At this point we are left with a trigraph over \( G \times K_2 \). We claim that during this sequence of contractions no red edges are created, the final trigraph has no red edges.

To see why this holds observe that by the definition of the tensor product, for any vertex \((u, i)\) we have \( N(u, i) = \{(v, s) : uv \in E(G)\} \) as \( K_{1,n} \) is a star. It follows that for any pair \( i, j \neq s \) of distinct leaves in \( S_n \) and any \( u \in V(G) \) we have \( N(u, i) = N(u, j) \). Thus the pair \((u, i), (u, j)\) are twins and can be contracted without creating red edges. Finally the inequality \( \text{tww}(G \times K_2) \leq \text{tww}(G) + 2 \) holds by Theorem 3.4.

3.3 Strong Product

The strong product \( G \boxtimes H \) has vertex set \( V(G) \times V(H) \) and \( E(G \boxtimes H) = E(G \square H) \cup E(G \times H) \), thus

\[
(u, v)(u', v') \in E(G \boxtimes H) \quad \text{if and only if} \quad [u = u' \text{ and } vv' \in E(H)] \text{ or } [v = v' \text{ and } uu' \in E(G)] \text{ or } [uu' \in E(G) \text{ and } vv' \in E(H)].
\]

The following bound on the twin-width of a strong product is proved in Bonnet et al. (2021a).

**Theorem 3.8** ((Bonnet et al., 2021a, Theorem 2.7)). Let \( G \) and \( H \) be two graphs. Then

\[
\text{tww}(G \boxtimes H) \leq \max \{ \text{tww}(G)(\Delta(H) + 1) + \Delta(H), \text{tww}(H)\} + \Delta(H).
\]

Unlike for tensor products this bound is not tight for strong products of complete graphs as \( K_n \boxtimes K_m \cong K_{n,m} \), and thus \( \text{tww}(K_n \boxtimes K_m) = 0 \), for any \( n, m \geq 1 \). However the following result shows that Theorem 3.8 is tight for the strong product of two hypercubes.

**Proposition 3.9** (Strong Product of Hypercubes). For any \( c, d \geq 2 \) we have

\[
\text{tww}(H(c, 2) \boxtimes H(d, 2)) = 2cd + 2 \cdot \min\{c - d, d - c\} - 4.
\]

**Proof:** Denote \( S(c, d) = H(c, 2) \boxtimes H(d, 2) \). We begin with the upper bound. Recall that, for any \( d \geq 2 \), we have \( \text{tww}(H(d, 2)) = 2d - 4 \) by Proposition 3.3 and \( \Delta(H(d, 2)) = d \). Thus, for \( c, d \geq 3 \), Theorem 3.8 gives

\[
\text{tww}(S(c, d)) \leq \max \{ (2c - 4) \cdot (d + 1) + d, 2d - 4 \} + d = (2c - 4) \cdot (d + 1) + 2d = 2cd + 2c - 2d - 4,
\]

and as \( \boxtimes \) is symmetric the bound \( 2cd + 2d - 2c - 4 \) also holds, as claimed. Similarly, by Theorem 3.8,

\[
\text{tww}(S(2, 2)) \leq \max \{ 2, 0 \} + 2 = 2 = 2 \cdot 2 - 2 \cdot 2 - 2 \min\{2 - 2, 2 - 2\} - 4,
\]

and for the final case, where w.l.o.g. we can assume \( c = 2 \) and \( d \geq 3 \) by symmetry, we have

\[
\text{tww}(S(2, d)) \leq \max \{ 0, d \} + d = 2d = 2 \cdot 2 \cdot d + 2 \min\{2 - d, d - 2\} - 4,
\]

this completes the proof of the upper bound.
We now consider the lower bound which will follow by Lemma 2.2. Let \( \overline{N}_G(v) = N_G(v) \cup \{v\} \) be the closed neighbourhood of a vertex \( v \in V(G) \). It is known (Hammack et al., 2011, Exercise 4.6), that for any graphs \( G, H \) and vertices \( u, v \in V(G) \) and \( i, j \in V(H) \) we have

\[
\overline{N}_{G \boxtimes H}((u, i)) = \overline{N}_G(u) \times \overline{N}_H(i).
\]

Thus, we have

\[
\overline{N}_{G \boxtimes H}((u, i)) \cap \overline{N}_{G \boxtimes H}((v, j)) = (\overline{N}_G(u) \cap \overline{N}_G(v)) \times (\overline{N}_H(i) \cap \overline{N}_H(j)).
\]

Consequently \( \overline{N}_{G \boxtimes H}((u, i)) \triangle \overline{N}_{G \boxtimes H}((v, j)) \) is given by

\[
((\overline{N}_G(u) \times \overline{N}_H(i)) \cup (\overline{N}_G(v) \times \overline{N}_H(j))) \setminus ((\overline{N}_G(u) \cap \overline{N}_G(v)) \times (\overline{N}_H(i) \cap \overline{N}_H(j))). \tag{1}
\]

Observe also that for any \( (u, i), (v, j) \in V(G \boxtimes H) \) we have

\[
(\overline{N}_{G \boxtimes H}((u, i)) \triangle \overline{N}_{G \boxtimes H}((v, j))) \setminus \{(u, i), (v, j)\} = (\overline{N}_{G \boxtimes H}((u, i)) \triangle \overline{N}_{G \boxtimes H}((v, j))) \setminus \{(u, i), (v, j)\}. \tag{2}
\]

Let \( B((u, i), (v, j)) = (\overline{N}_{c,d}(u, i) \triangle \overline{N}_{c,d}(v, j)) \setminus \{(u, i), (v, j)\} \) and for any integer \( k \geq 1 \) and denote \( \overline{N}_k(u) = \overline{N}_{c(k,2)}(u) \) for ease of reading. Then, by (1) and (2), for any \( (u, i), (v, j) \) we have

\[
|B((u, i), (v, j))| \geq |\overline{N}_c(u) \times \overline{N}_d(i)| + |\overline{N}_c(v) \times \overline{N}_d(j)| - 2 |(\overline{N}_c(u) \cap \overline{N}_c(v)) \times (\overline{N}_d(i) \cap \overline{N}_d(j))| - |\{(u, i), (v, j)\}|
\]

\[
= 2(c + 1)(d + 1) - 2 |(\overline{N}_c(u) \cap \overline{N}_c(v)) \times (\overline{N}_d(i) \cap \overline{N}_d(j))| - 2
\]

\[
= 2cd + 2c + 2d - 2 |(\overline{N}_c(u) \cap \overline{N}_c(v)) \times (\overline{N}_d(i) \cap \overline{N}_d(j))|. \tag{3}
\]

By Lemma 2.2, the twin-width of \( S(c, d) \) is lower-bounded by the smallest value of \( |B((u, i), (v, j))| \) over all these cases. We now establish a very simple claim.

**Claim.** For any \( d \geq 2 \) and \( u, v \in V(H(d, 2)) \) where \( u \neq v \), we have \( |\overline{N}_d(u) \cap \overline{N}_d(v)| \leq 2 \).

**Proof of Claim:** It will help to consider \( H(d, 2) \) as follows: we identify each vertex as a string in \( \{0, 1\}^d \) where two vertices are connected if and only if their strings differ in one exactly coordinate. We have three cases:

**Case 1** \( \{u, v\} \in E(H(d, 2)) \): Recall that the hypercube \( H(d, 2) \) is bipartite, thus \( u \) and \( v \) cannot have any common neighbours. Hence, \( \overline{N}_d(u) \cap \overline{N}_d(v) = \{u, v\} \) and so \( |\overline{N}_d(u) \cap \overline{N}_d(v)| = 2 \).

**Case 2** \( d_{H(d, 2)}(u, v) = 2 \): It follows that \( u \) and \( v \) differ at exactly two coordinates \( i \) and \( j \) where \( i \neq j \). Thus if \( w \in V(H(d, k)) \) is adjacent to both \( u \) and \( v \) it must be equal to \( u \) at all but one coordinate and equal to \( v \) at all but one coordinate, so \( |\overline{N}_d(u) \cap \overline{N}_d(v)| = 2 \).

**Case 3** \( d_{H(d, 2)}(u, v) \geq 3 \): In this case \( \overline{N}_d(u) \cap \overline{N}_d(v) = \emptyset \) thus \( |\overline{N}_d(u) \cap \overline{N}_d(v)| = 0 \leq 2 \). \( \top \)

Having established the claim we can now check, using (3), that

\[
|B((u, i), (v, j))| \geq 2cd + 2 \cdot \min\{c - d, d - c\} - 4
\]

for the following three cases, which cover all possible pairs of vertices \( (u, i) \) and \( (v, j) \).
Case 1 \([u \neq v, i \neq j]\): Observe that in this case, by the Claim above, we have \(|\overline{N}_c(u) \cap \overline{N}_c(v)| \leq 2\) and \(|\overline{N}_d(i) \cap \overline{N}_d(j)| \leq 2\). Consequently, \(|(\overline{N}_c(u) \cap \overline{N}_c(v)) \times (\overline{N}_d(i) \cap \overline{N}_d(j))| \leq 4\). Thus, by (3) and \(c, d \geq 2\),

\[
|B((u, i), (v, j))| \geq 2cd + 2c + 2d - 2 \cdot 4 \geq 2cd + 2 \cdot \min\{c - d, d - c\} - 4.
\]

Case 2 \([u = v, i \neq j]\): In this case \(\overline{N}_c(u) = \overline{N}_c(v)\), thus \(|\overline{N}_c(u) \cap \overline{N}_c(v)| = c + 1\). Since \(i \neq j\), the Claim above gives \(|\overline{N}_d(i) \cap \overline{N}_d(j)| \leq 2\). Thus \(|(\overline{N}_c(u) \cap \overline{N}_c(v)) \times (\overline{N}_d(i) \cap \overline{N}_d(j))| \leq 2(c + 1)\) and so by (3)

\[
|B((u, i), (v, j))| \geq 2cd + 2c + 2d - 2 \cdot 2(c + 1) \geq 2cd + 2 \cdot \min\{c - d, d - c\} - 4.
\]

Case 3 \([u \neq v, i = j]\): Analogously to Case 2, \(|\overline{N}_d(i) \cap \overline{N}_d(j)| = d + 1\) and \(|\overline{N}_c(u) \cap \overline{N}_c(v)| \leq 2\). Thus

\[
|B((u, i), (v, j))| \geq 2cd + 2c + 2d - 2 \cdot 2(d + 1) \geq 2cd + 2 \cdot \min\{c - d, d - c\} - 4.
\]

This establishes the lower bound by Lemma 2.2.

### 3.4 Lexicographic Product

The lexicographic product of \(G\) and \(H\), written \(G \circ H\), has vertex set \(V(G) \times V(H)\) and for \(u, v \in V(G)\) and \(i, j \in V(H)\),

\[(u, i)(v, j) \in E(G \circ H) \quad \text{if and only if} \quad [(u = v) \text{ and } (i, j) \in E(H)] \text{ or } [(u, v) \in E(G)].\]

We note that the following theorem is a corollary of a more general result (Bonnet et al., 2022d, Lemma 9) which determines the twin-width of a modular partition. However, we give an alternative proof of the result here for completeness.

**Theorem 3.10** ([Bonnet et al., 2022d, Lemma 9]). For any graphs \(G, H\) we have

\[
tww(G \circ H) = \max\{tww(G), tww(H)\}.
\]

**Proof:** First, note that as there are induced subgraphs of \(G \circ H\) that are isomorphic to both \(G\) and \(H\), we get that \(tww(G \circ H) \geq \max\{tww(G), tww(H)\}\) from Proposition 2.3. It remains to prove that \(\max\{tww(G), tww(H)\}\) is an upper bound, which we show by giving a contraction sequence for \(G \circ H\).

Let \(H_m, \ldots, H_1\) be a \(tww(H)\)-sequence for \(H\), and label the vertices of \(G\) with \([n]\) in an arbitrary order. For a fixed \(u \in [n]\), we call the \(u\)-th copy of \(H\) the subgraph of \(G \circ H\) induced by the vertex set \(\{(u, i) : i \in V(H)\}\). We contract \(G \circ H\) to \(G \circ K_1\) by contracting each copy of \(H\) in turn by following the sequence \(H_m, \ldots, H_1\). That is, we first contract the first copy of \(H\) to \(K_1\) by following \(H_m, \ldots, H_1\) and then start with the second copy of \(H\).

For any pair \((u, i)\) and \((v, k)\) with \(u \neq v\), recall that \((u, i)(v, k) \in E(G \circ H)\) if and only if \((u, v) \in E(G)\). Thus, for any two vertices of the form \((u, i)\) and \((u, j)\) (i.e., two vertices in the same copy of \(H\)), if there is some \((v, k)\) such that \((u, i)(v, k) \in E(G \circ H)\) but \((u, j)(v, k) \notin E(G \circ H)\), it must hold that \(u = v\) (i.e., \((v, k)\) is in the same copy of \(H\) as \((u, i)\) and \((u, j)\)). This means that as we contract each copy of \(H\) to \(K_1\), any red edges must be in the copy of \(H\), and so no vertex ever has a red degree greater than \(tww(H)\). Lastly, we are left with \(G \circ K_1\), which is isomorphic to \(G\), with no red edges, and so we can contract \(G\) according to a \(tww(G)\)-sequence, and it follows that the maximum red degree of the whole sequence, and an upper bound on \(tww(G \circ H)\), is given by \(\max\{tww(G), tww(H)\}\).

\(\blacksquare\)
Remark 3.11. Since cographs are precisely the graphs of twin-width zero, this result gives another proof of the fact that the class of cographs is closed under lexicographic products.

3.5 Modular Product

The modular product of $G$ and $H$, written $G \circ H$, has vertex set $V(G) \times V(H)$ and for $u, v \in V(G)$, where $u \neq v$ and $i, j \in V(H)$ where $i \neq j$, we have

$$(u, i)(v, j) \in E(G \circ H) \iff [(u, v) \in E(G) \text{ and } (i, j) \in E(H)] \text{ or } [(u, v) \notin E(G) \text{ and } (i, j) \notin E(H)],$$

furthermore $(u, i)(v, j) \notin E(G \circ H)$ whenever $u = v$ or $i = j$. Recall that $P_n$ denotes a path on $n$ vertices.

Theorem 3.12. For $n \geq 5$,

$$\text{tww}(P_n \circ P_n) \geq n + 1.$$  

Proof: We prove this by showing that for any pair of distinct vertices in $P_n \circ P_n$, contracting the pair gives a trigraph with red degree at least $n + 1$.

We will work with $P_n \circ P'_n$, where $P_n$ and $P'_n$ are both paths on $n$ vertices. The extra prime marker serves to distinguish the two graphs and makes the proof easier to follow. Label the vertices of each of $P_n$ and $P'_n$ with the elements of $[n]$ such that, for $i \in [n - 1]$, vertices $i$ and $i + 1$ are adjacent.

Let $(u, i)$ and $(v, j)$ be the first pair of vertices contracted by any contraction sequence. Without loss of generality, we can say that $u \leq \frac{n}{2}$ and $u < v$. We note that the case $u = v$ is, by symmetry of $P_n$ and $P'_n$, absorbed by Case 1 below.

Case 1 [$i = j$]: As $(u, i)$ and $(v, j)$ must be distinct to be contracted, it must hold that $u \neq v$, and so there must exist some vertex, say $w$, in $P_n$ such that $u \neq w$, $uw \notin E(P_n)$ but $vw \in E(P_n)$. For each $k \in V(P'_n) \setminus \{i\}$, $(u, i)$ is adjacent to $(w, k)$ in $P_n \circ P'_n$ if and only if $(v, j)$ is not adjacent to $(w, k)$, adding $n - 1$ red edges incident with the new contracted vertex.

Additionally, let $\ell$ be a neighbour of $i$ in $P'_n$. If $uv \in E(P_n)$, then $(u, i)(v, \ell)$ is in $E(P_n \circ P'_n)$ but $(v, i)(v, \ell)$ is not in $E(P_n \circ P'_n)$, and $(u, j)(u, \ell)$ is in $E(P_n \circ P'_n)$ but $(u, i)(u, \ell)$ is not in $E(P_n \circ P'_n)$, leading to two more red edges incident with the new contracted vertex. Alternatively, if $uv \notin E(P_n)$, then for each $k \in V(P'_n)$ that is not a neighbour of $i$, and satisfying $k \neq i$, the edge $(u, i)(v, k)$ is in $E(P_n \circ P'_n)$ but the edge $(v, i)(v, k)$ is not in $E(P_n \circ P'_n)$. For $n \geq 5$, and for any choice of $i$, there are at least two choices for $k$ leading to at least two more red edges incident with the new contracted vertex. In either case, we have at least $n + 1$ red edges adjacent to the new vertex.

Case 2 [$i \neq j$]: Again there must exist a vertex, say $w$, in $P_n$ such that $u \neq w$, $uw \notin E(P_n)$ but $vw \in E(P_n)$. For each $k \in V(P'_n) \setminus \{i, j\}$, $(u, i)$ is adjacent to $(w, k)$ in $P_n \circ P'_n$ if and only if $(v, j)$ is not adjacent to $(w, k)$, adding $n - 2$ red edges incident with the new contracted vertex.

Similarly, there must exist a vertex, say $k$, in $P'_n$ such that $i \neq k$, $ik \notin E(P'_n)$ but $jk \in E(P'_n)$. For each $x \in V(P_n) \setminus \{u, v\}$, $(u, i)$ is adjacent to $(x, k)$ in $P_n \circ P'_n$ if and only if $(v, j)$ is not adjacent to $(x, k)$, adding a further $n - 2$ red edges incident with the new contracted vertex.

For $n \geq 5$, such a contraction must result in at least $2n - 4 \geq n + 1$ red edges incident with the new vertex, concluding the result.

A computational search using a SAT encoding for twin-width Schidler and Szeider (2022) has shown that $\text{tww}(P_6 \circ P_6) = 9$, proving that this bound is not tight. However, since for any $n \geq 1$ the path $P_n$ has twin-width at most one and degree at most two, we obtain the following corollary to Theorem 3.12.
Corollary 3.13. There does not exist a bounded function $f$ such that for all graphs $G, H$ we have
\[
\operatorname{tww}(G \circ H) \leq f(\operatorname{tww}(G), \operatorname{tww}(H), \Delta(G), \Delta(H)).
\]

### 3.6 Corona Product

The corona product of $G$ and $H$, written $G \circ H$, has vertex set $V(G) \times (\{\infty\} \cup V(H))$ and for $u, v \in V(G)$ and $i, j \in V(H) \cup \{\infty\}$, $(u, i)(v, j) \in E(G \circ H)$ if and only if one of the following holds:

- $(u, v) \in E(G)$ and $i = j = \infty$, or
- $(i, j) \in E(H)$ and $u = v$, or
- $u = v$ and $i = \infty$ and $j \neq \infty$.

Theorem 3.14. For any graphs $G, H$ we have
\[
\operatorname{tww}(G \circ H) \leq \max\{\operatorname{tww}(G) + 1, \operatorname{tww}(H), 2\}.
\]

**Proof:** Let $H_n, \ldots, H_1$ be a $\operatorname{tww}(H)$-sequence for $H$, and label the vertices of $G$ with $[n]$ in an arbitrary order. For a fixed $u \in [n]$, we call the $u$-th copy of $H$ the subgraph of $G \circ H$ induced by the vertex set $\{(u, i) : i \in V(H)\}$. We contract $G \circ H$ by contracting each copy of $H$ in turn by following the sequence $H_n, \ldots, H_1$. That is, we first contract the first copy of $H$ to $K_1$ by following $H_n, \ldots, H_1$ and then start with the second copy of $H$.

For any pair $(u, i)$ and $(v, k)$, where $(u, i)$ is in the $u$-th copy of $H$ and $(v, k)$ is not in the $u$-th copy of $H$ (i.e., either $k = \infty$ or $u \neq v$), recall that $(u, i)(v, k) \in E(G \circ H)$ if and only if $(v, k) = (u, \infty)$. But $(u, \infty)$ is adjacent to every vertex in the $u$-th copy of $H$. This means that as we contract each copy of $H$ to $K_1$, any red edges must be in the copy of $H$, and so no vertex ever has a red degree greater than $\operatorname{tww}(H)$.

After this process, we are left with a copy of $G$ on vertices of the form $(u, \infty)$ with a pendant vertex connected with a black edge to each vertex. For each $u$, let $(u, p_u)$ be the pendant vertex adjacent to $(u, \infty)$. Let $G_n, \ldots, G_1$ be a $\operatorname{tww}(G)$-sequence for $G$, and let $\{v_{n-1}, u_{n-1}\}, \ldots, \{v_1, u_1\}$ be a sequence of pairs of vertices in $V(G)$ such that for $k \in [n-1]$, $G_k$ is obtained from $G_{k+1}$ by contracting vertices $v_k$ and $u_k$. For $k \in [n-1]$ decreasing, we contract vertices as follows.

Contract vertices $(u, p_u)$ and $(v, p_v)$ to vertex $(w, p_w)$, and then contract vertices $(u, \infty)$ and $(v, \infty)$ to the vertex $(w, \infty)$. Contracting to $(w, p_w)$ creates a vertex of degree two with two red edges, but both $(u, \infty)$ and $(v, \infty)$ will have red degrees of at most $\operatorname{tww}(G) + 1$. Then when $(u, \infty)$ and $(v, \infty)$ are contracted, they will have a red edge to $(w, p_w)$ plus any red edges resulting from the $\operatorname{tww}(G)$-sequence for $G$, for maximum of $\max\{2, \operatorname{tww}(G) + 1\}$.

Once these contractions are completed for all $k \in [n-1]$ we are left with a trigraph over $P_2$ which can be contracted without introducing any edges. \hfill \square

Note that as there are induced subgraphs of $G \circ H$ that are isomorphic to both $G$ and $H$, we trivially get that $\operatorname{tww}(G \circ H) \geq \max\{\operatorname{tww}(G), \operatorname{tww}(H)\}$ and so the $\operatorname{tww}(H)$ is a necessary part of the bound.

Using a computational search Schidler and Szeider (2022) to compute twin-widths, we give the following examples that demonstrate that none of the elements maximised in our bound can be reduced.
by a constant or removed entirely. If \( G = K_3 \) and \( H = K_1 \) then \( \text{tww}(G) = 0, \text{tww}(H) = 0 \), and \( \text{tww}(G \circ H) = 2 \), so the 2 is necessary in the maximum. If \( G \) is the Paley graph \( P(9) \) and \( H = K_1 \) then \( \text{tww}(G) = 4, \text{tww}(H) = 0 \), and \( \text{tww}(G \circ H) = 5 \), so \( \text{tww}(G) + 1 \) is necessary in the maximum.

The \( l \)-corona product, a repeated product defined as \( G \circ^l H = G \circ H \) and for an integer \( \ell \geq 2 \), \( G \circ^\ell H = (G \circ^{\ell-1} H) \circ H \) was recently introduced Furmańczyk and Zuazua (2022). For this repeated product, we derive the following from repeated application of Theorem 3.14.

**Corollary 3.15.** For any graphs \( G \) and \( H \) and integer \( \ell \geq 1 \) we have

\[
\text{tww}(G \circ^\ell H) \leq \max\{\text{tww}(G) + \ell, \text{tww}(H) + \ell - 1, \ell + 1\}.
\]

### 3.7 Rooted Product

The **rooted product** of a graph \( G \) and a rooted graph \( H \) with root \( r \), written \( G \circ^r H \), has vertex set \( V(G) \times V(H) \) and for \( u, v \in V(G) \) and \( i, j \in V(H) \),

\[
(u, i)(v, j) \in E(G \circ^r H) \quad \text{if and only if} \quad [(u, v) \in E(G) \text{ and } i = j = r] \text{ or } [u = v \text{ and } (i, j) \in E(H)].
\]

**Theorem 3.16.** For a graph \( G \) and a rooted graph \( H \) with root vertex \( r \),

\[
\text{tww} (G \circ^r H) \leq \max\{\text{tww}(H') + 1, d_H(r), \text{tww}(G) + 1, 2\}
\]

where \( H' \) is the induced subgraph of \( H \) on vertex set \( V(H) \setminus \{r\} \) and \( d_H(r) \) is the degree of vertex \( r \) in \( H \).

**Proof:** We show this by giving a contraction sequence that obtains this bound. For each \( v \in V(G) \), let the \( v' \)-th copy of \( H \) be the subgraph of \( G \circ^r H \) induced by vertices of the form \( \{(v, i) : i \in V(H)\} \), and let the \( v' \)-th copy of \( H' \) be the induced subgraph of \( G \circ^r H \) on vertices of the form \( \{(v, i) : i \in V(H) \text{ and } i \neq r\} \).

We first contract each copy of \( H' \) to \( K_1 \), then follow a \( \text{tww}(G) \)-sequence of \( G \) interspersed with contractions of the leaf vertices resulting from contractions of the copies of \( H' \).

Note that any edge in \( G \circ^r H \) that leaves the \( v' \)-th copy of \( H' \) must be incident with \( (v, r) \), so as we contract each copy of \( H' \) the maximum red degree of any vertex within the copy of \( H' \) must be at most \( \text{tww}(H') + 1 \). At the same time, the maximum red degree of \( (v, r) \) is at most \( d_H(r) \), as no vertex of the form \( (u, r) \), for any \( u \in V(G) \), is involved in a contraction.

After these contractions, we are left with \( G \circ^r P_2 \) where each edge of the form \( (v, i)(v, j) \) is potentially red. Let \( G_n, \ldots, G_1 \) be a \( \text{tww}(G) \)-sequence for \( G \), and let \( \{v_{n-1}, u_{n-1}\}, \ldots, \{v_1, u_1\} \) be a sequence of pairs of vertices such that for \( k \in [n-1], G_k \) is obtained from \( G_{k+1} \) by contracting vertices \( v_k \) and \( u_k \). For \( k \in [n-1] \), let \( (u_k, i) \) (respectively \( (u_k, i) \)) be the one vertex adjacent to \( (v_k, r) \) (respectively \( (v_k, r) \)) in the same copy of \( H \). For \( k \in [n-1] \) decreasing, first contract the vertices \( (u_k, i) \) and \( (v_k, i) \), and then contract the vertices \( (v_k, r) \) and \( (u_k, r) \). Contracting \( (u_k, i) \) and \( (v_k, i) \) will create a vertex of degree at most 2 (and hence red degree at most 2), and the subsequent contraction of \( (u_k, r) \) and \( (v_k, r) \) will have red degree at most \( \text{tww}(G) + 1 \).

The max red degree of this sequence is thus at most \( \max\{\text{tww}(H') + 1, d_G(r), \text{tww}(G) + 1, 2\} \). ■

By taking \( G = C_3 \) and \( H = P_2 \), we can calculate \( \text{tww}(G \circ^r H) = 2 \) while \( \text{tww}(G) + 1 = 1 \) and \( \text{tww}(H') + 1 = 1 \), demonstrating that the 2 is required.
4 Bounding the Twin-width of Replacement and Zig-zag Products

We now define the replacement and zig-zag products which have a slightly different form to the products we have seen so far, see Alon et al. (2008); Reingold et al. (2002) for more details. Both products require $G$ to be a $d$-regular graph, $H$ to be a $\delta$-regular graph on $d$ vertices, and both graphs to be supplied with a one-to-one labelling of each of the edges originating from each vertex with the labels $[d]$ and $[\delta]$ respectively. Note that such a labelling always exists for any regular graph as a single edge can have two different labels from each endpoint (i.e. this need not be a coloring). The structure of the resulting products will depend on this labelling as they will be described using the following rotation maps, which in turn depend on the labelling.

For a $d$-regular undirected graph $G$, where $V(G) = [n]$, with a one-to-one edge labeling by $[d]$ from each vertex, the rotation map $\text{Rot}_G : [n] \times [d] \rightarrow [n] \times [d]$ is defined as follows: $\text{Rot}_G(v, i) = (w, j)$ if the $i$-th edge incident to $v$ leads to $w$, and this edge is the $j$-th edge incident to $w$. Observe that $\text{Rot}_G(\text{Rot}_G(v, i)) = (v, i)$ for any $(v, i)$, and thus $\text{Rot}_G$ defines the adjacency relation in a simple undirected graph $G$.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{diagram.png}
\caption{This figure depicts the rooted and zig-zag products where $G$ is a grid, and $H$ is a 4-cycle. The edges of $G \Box H$ are straight-solid and dotted, where the straight-solid edges correspond to edges of $G$. The edges of $G \bar{\Box} H$ are wiggly, though most are left out to avoid over-complicating the figure.}
\end{figure}

4.1 Replacement Product

If $G$ is a $d$-regular graph on $[n]$ with rotation map $\text{Rot}_G$ and $H$ is a $\delta$-regular graph on $[d]$ with rotation map $\text{Rot}_H$ their replacement product $G \Box H$ is the $(\delta + 1)$-regular graph on $[n] \times [d]$ whose rotation map $\text{Rot}_{G \Box H}$ is given by

$$\text{Rot}_{G \Box H}(v, k, i) = \begin{cases} 
(v, m, j), & \text{where } (m, j) = \text{Rot}_H(k, i) \quad \text{if } i \leq \delta \\
(\text{Rot}_G(v, k), i) \quad \text{if } i = \delta + 1.
\end{cases}$$

It will help to think of each vertex $v$ of $G$ being replaced by a cloud $C(v) = \{(v, i) : i \in [d]\}$ of $d$ vertices. For each $u \in V(G)$ the $d$ vertices of its cloud are a copy of $H$ and for each $uv \in E(G)$ there
is exactly one edge of the form \((u, i)(v, j) \in E(G \boxplus H)\), where the \(i\) and \(j\) depend on the rotation maps \(\text{Rot}_G\) and \(\text{Rot}_H\). We now prove an elementary result which will be useful when reducing the clouds.

**Lemma 4.1.** Let \(G\) be any graph and let \(S \subseteq V(G)\) be such that \(|N(s) \setminus S| \geq 1\) for all \(s \in S\). Then there is a \(\sum_{s \in S} |N(s) \setminus S|\)-sequence reducing \(S\) to a single vertex in \(G\).

**Proof:** Fix any sequence of contractions for \(H = G[S]\), the subgraph of \(G\) induced by the set \(S\). For any \(v \in S\) and \(t \geq 0\) let \(S_t\), and \(N_t(v)\), be the remaining vertices in \(S\), and the neighbourhood of \(v\), after \(t \geq 0\) contractions respectively. Let \(u \in S_t\) be an arbitrary vertex after any \(t \geq 0\) contractions, then

\[
|N_t(u)| = |(S_t \cap N_t(u)) \cup (N_t(u) \setminus S_t)| \leq |(S_t \cap N_t(u)) \cup \bigcup_{s \in S_t \setminus N_t(u)} N_t(s) \setminus S_t|, \tag{4}
\]

where the last inequality follows since \(u \in S_t \setminus N_t(u)\). Observe that for any \(t\) and \(s \in S_t\) we have \(|N_t(s) \setminus S_t| \geq |N(s) \setminus S| \geq 1\) as no vertices outside of \(S\) are contracted. Thus it follows that

\[
|S_t \cap N_t(u)| = \sum_{s \in S_t \cap N_t(u)} 1 \leq \sum_{s \in S_t \setminus N_t(u)} |N_t(s) \setminus S_t|.
\]

Thus by (4) and the triangle inequality

\[
|N_t(u)| \leq |S_t \cap N_t(u)| + \sum_{s \in S_t \setminus N_t(u)} |N_t(s) \setminus S_t| \leq \sum_{s \in S_t} |N_t(s) \setminus S_t| \leq \sum_{s \in S} |N(s) \setminus S|,
\]

where the last inequality holds as no vertices outside of \(S\) are contracted. Thus as the degree of a vertex in \(S\) never exceeds \(\sum_{s \in S} |N(s) \setminus S|\) during the contraction sequence, this is also a bound on the red degree. \(\square\)

Lemma 4.1 guarantees that simply contracting each cloud of \(G \boxplus H\) in any order gives a \(\Delta(G)\)-sequence leaving a trigraph over \(G\). This will now be used to prove Theorem 4.2, which holds for any choice of the rotation maps used to construct \(G \boxplus H\).

**Theorem 4.2.** For any regular graph \(G\) and any \(\Delta(G)\)-vertex regular graph \(H\) we have

\[
tww(G \boxplus H) \leq tww(G) + \Delta(G).
\]

**Proof:** Let \(G_1, \ldots, G_t\) be a \(tww(G)\)-sequence for \(G\). The first stage is to contract each of the ‘clouds’, that is the graphs \(H_i\) induced by the vertex sets \(C(v) = \{(v, i) : i \in [d]\}\) for each \(v \in V(G)\). We do these one by one in any order. Since each vertex \(c \in C(v)\) satisfies \(|N_{G \boxplus H}(c) \setminus C(v)| = 1\), and each of these neighbours is distinct by construction we have \(\sum_{c \in C(v)} |N_{G \boxplus H}(c) \setminus C(v)| = \Delta(G)\). Thus, by Lemma 4.1, there exists a \(\Delta(G)\)-sequence reducing \(C(v)\) to a single vertex (we call \(v\)) in \(G \boxplus H\). Since the sets \(\{C(v)\}_{v \in V(G)}\) are disjoint and there is at most one edge linking each pair we have that there is a \(\Delta(G)\)-sequence reducing the graph \(G \boxplus H\) to a trigraph over \(G\).

The second stage is to reduce this trigraph over \(G\) using a \(tww(G)\)-sequence for \(G\). Thus by Lemma 2.1 we have \(tww(G \boxplus H) \leq \max \{\Delta(G), tww(G) + \Delta(G)\} = tww(G) + \Delta(G)\), as claimed. \(\square\)
Since most bounds on $\text{tww}(G \ast H)$ in this paper, for some product $\ast$, depend on both $\text{tww}(G)$ and $\text{tww}(H)$ it might appear odd that the bound above does not depend on $\text{tww}(H)$. However, recall that $|V(H)| = \Delta(G)$ and so we have $\text{tww}(H) \leq \Delta(G) - 1$. The following lower bound is almost immediate.

**Lemma 4.3.** For any regular graph $G$ and any $\Delta(G)$-vertex regular graph $H$ we have

$$\text{tww}(G \otimes H) \geq \text{tww}(H).$$

**Proof:** Each cloud in $G \otimes H$ induces a copy of $H$, so the bound follows from Proposition 2.3. \qed

We now give an example which shows Theorem 4.2 is tight up-to a constant factor. Let $P(\mathbb{F}_q)$ be the Paley graph on $\mathbb{F}_q$ for some product $\otimes$-regular graph $G$.

**Theorem 4.4.** For any regular graph $G$ and any $\Delta(G)$-vertex regular graph $H$ we have

$$\text{tww}(G \otimes H) \geq \left\lceil \sqrt{2 \cdot \Delta(H)} \right\rceil.$$

**Proof:** Let $C_v = \{(v, i) : i \in [\Delta(G)]\}$ be the cloud of $\Delta(G)$ vertices at the vertex $v \in V(G)$. Observe that if the cloud is contracted to a single vertex $w$ before there are any contractions between two vertices $x, y \in N(C_v) \setminus C_v$ then $\Delta(G) \geq \Delta(H)$ red edges must be adjacent to $w$.

We now consider the first contraction in a $\text{tww}(G \otimes H)$-sequence for $G \otimes H$ where two vertices from different clouds are contracted. Let this be the $\tau$-th contraction and observe that such a time must exist as $|V(G)| > 1$. Up to this point the only contractions that could have occurred are between pairs of vertices in the same cloud. It follows that if there are any contractions before time $\tau$ then the vertices remaining have a red degree which is at least the number of vertices that have been contracted into them (since each vertex in a cloud leads to a distinct vertex in another cloud). Let $x, y$ be the two vertices, where $x \in C_u$ and $y \in C_v$ and $u \neq v$, to be contracted at time $\tau$. After this contraction all edges from each of $x$ and $y$ to vertices within their clouds will be red. Observe that if the maximum red degree of a vertex in $x$’s cloud at time $\tau$ is $i$, then $x$ is adjacent to at least $\lceil \Delta(H)/i \rceil$ vertices in its own cloud $C_u$ at time $\tau$. Similarly, if the maximum red degree in $C_v$ at time $\tau$ is $j$ then $y$ is adjacent to at least $\lceil \Delta(H)/j \rceil$ vertices in $C_v$ at time $\tau$. When we contract $x$ and $y$ to $w$ the red degree of $w$ is at least $\lceil \Delta(H)/i \rceil + \lceil \Delta(H)/j \rceil$.

It follows that, for some $i, j \leq \Delta(G)$, we have

$$\text{tww}(G \otimes H) \geq \max \{\lceil \Delta(H)/i \rceil + \lceil \Delta(H)/j \rceil, i, j \}.$$

We thus obtain the bound $\text{tww}(G \otimes H) \geq \left\lceil \sqrt{2 \cdot \Delta(H)} \right\rceil$ by minimising over all $i$ and $j$. \qed
Using our bounds for replacement products, and adapting constructions from Alon et al. (2008); Reingold et al. (2002), we were able to construct a sequence of bounded degree expanders with poly-log twin-width\(^0\). However, we do not include this result as a construction of expanders with bounded twin-width is given by Bonnet et al. (2021a).

4.2 Zig-Zag Product

If \( G \) is a \( d \)-regular graph on \([n]\) with rotation map \( \text{Rot}_G \) and \( H \) is a \( \delta \)-regular graph on \([d]\) with rotation map \( \text{Rot}_H \) their zig-zag product \( G \uplus H \) is the \( \delta^2 \)-regular graph on \([n] \times [d]\) whose rotation map \( \text{Rot}_{G \uplus H} \) is given by

\[
\text{Rot}_{G \uplus H}((v, k), (i, j)) = ((w, \ell), (j', i')) ,
\]

where we find \( w, \ell, j' \) and \( i' \) by the using the rotation functions for \( G \) and \( H \) as follows

\[
(k', i') = \text{Rot}_H(k, i), \quad (w, \ell') = \text{Rot}_G(v, k'), \quad \text{and} \quad (\ell, j') = \text{Rot}_H(\ell', j).
\]

Note that in the definition of the rotation function \( \text{Rot}_{G \uplus H}((v, k), (i, j)) \) we identify each \((i, j)\), where \( i, j \in [d] \), with some \( k \in [d^2] \).

Similarly to the replacement product, it will help to think of each vertex of \( G \) being replaced by a ‘cloud’ of \( d \) vertices, however there are a lot of differences between the edge sets of the replacement and zig-zag product graphs. Recall that in \( G \uplus H \) each cloud \( C(v) \) induces a copy of the graph \( H \), in contrast each cloud \( C(v) \) in \( G \) induces an independent set. One way to see the edge set of the zig-zag product is that \((u, i)\) and \((v, j)\) are connected by an edge in \( G \uplus H \) if there is a walk of length 3 from \((u, i)\) to \((v, j)\) in \( G \uplus H \) where the first and third edges crossed are in clouds (correspond to edges in \( H \)) and the second edge corresponds to an edge in \( G \), see Figure 1 for an example.

Theorem 4.5. For any regular graph \( G \) and any \( \Delta(G) \)-vertex regular graph \( H \) we have

\[
\text{tww}(G \uplus H) \leq \max \{ \Delta(H)^2(\Delta(G) - \Delta(H) + 1), \text{tww}(G) + \Delta(G) \} .
\]

Proof: Let \( G_n, \ldots, G_1 \) be a tww\((G)\)-sequence for \( G \) and for convenience denote \( \delta = \Delta(H) \) and \( d = \Delta(G) \). The first stage is to contract each of the ‘clouds’, that is the vertex sets \( C(v) = \{(v, i) : i \in [d]\} \) for each \( v \in V(G) \). We could just contract each of the clouds one by one, as we do in Theorem 4.2, which gives a bound of \( \delta^2 \cdot d \) on the maximum red degree created in the first stage. However we will be a little more careful to obtain a better bound of \( \delta^2 \cdot (d - \delta + 1) \) for the first stage.

For the first stage order the vertices \( \{v_1, \ldots, v_n\} \) of \( G \) arbitrarily. The clouds \( \{C(v_j)\}_{j \in [n]} \) then inherit the same ordering. We will iterate through this ordering \( d - 1 \) times, contracting a pair of vertices in the corresponding cloud at each step; more formally, at each step \( j \in [n] \) of iteration \( i \in [d - 1] \) we contract a pair of vertices in the cloud \( C(v_j) \). Thus at any iteration \( i \in [d - 1] \) there are at most \( d - i + 1 \) and at least \( d - i \) vertices left in each cloud.

Observe that in \( G \uplus H \) for each vertex \( u \in C(v) \), where \( v \in V(G) \), there are \( \delta \) other vertices \( v' \in V(G) \) such that \( u \) is connected to \( \delta \) different vertices in each of the sets \( C(v') \). Thus, for any \( u \in C(v) \) and \( v \in V(G) \), if there have been \( i \) contractions in \( C(v) \) then \( u \) can be formed from merging at most \( i \) vertices and so \( u \) has degree at most \( i \cdot \delta^2 \). On the other hand as each other cloud \( C(x_j) \),

\(^0\) For the full construction, see Section 4.3 in the first version of this paper ArXiv:2202.11556v1.
for $j \in [d]$ where $vx_j \in E(G)$, contains at most $d - i + 1$ vertices after there have been $i$ contractions in $C(v)$ the number of edges from $u$ to each $C(x_j)$ is at most $d - i + 1$. Thus the degree of $u$ is at most $i\delta \cdot (d - i + 1)$. Thus, since both bounds hold the degree of $u$ is at most $\max_i \{i\delta^2, i\delta(d - i + 1)\}$, which is maximised when $i = d - \delta + 1$ and thus there is a $\delta^2(d - \delta + 1)$-sequence transforming $G \boxtimes H$ into a trigraph over $G$.

The second stage is to reduce this trigraph over $G$ using a $\text{tww}(G)$-sequence for $G$. Thus by Lemma 2.1 we have $\text{tww}(G \boxtimes H) \leq \max \{\Delta(H)^2(\Delta(G) - \Delta(H) + 1), \text{tww}(G) + \Delta(G)\}$, as claimed.

5 Conclusion

In this paper we proved bounds on the twin-width of many of the most commonly known graph products. We applied these bounds to determine the twin-width of some common product graphs, in turn showing most of the bounds are tight. It is natural to ask whether some of our bounds can be improved, even for (interesting) special cases. In particular, our examples in Section 3.2 show that both the $\text{tww}(G) \cdot \Delta(H)$ term and $\Delta(H)$ terms in the bound on $\text{tww}(G \times H)$ given by Theorem 3.4 are necessary. It would be nice to find an example of two graphs $G, H$ with non-zero twin-width for which Theorem 3.4 is tight.

We also showed that the modular product produces an $n$ vertex graph with twin-width $\sqrt{n}$ from two paths of equal length (each of twin-width 1). It may be interesting to see if there is any restriction one can place on graphs $G$ and $H$ so that their modular product $G \diamond H$ has bounded twin-width.
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