Advantages of binary stochastic synapses for hardware spiking neural networks with realistic memristors
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Abstract

Hardware implementing spiking neural networks (SNNs) has the potential to provide transformative gains in energy efficiency and throughput for energy-restricted machine-learning tasks. This is enabled by large arrays of memristive synapse devices that can be realized by various emerging memory technologies. But in practice, the performance of such hardware is limited by non-ideal features of the memristor devices such as nonlinear and asymmetric state updates, limited bit-resolution, limited cycling endurance and device noise. Here we investigate how stochastic switching in binary synapses can provide advantages compared with realistic analog memristors when using unsupervised training of SNNs via spike timing-dependent plasticity. We find that the performance of binary stochastic SNNs is similar to or even better than analog deterministic SNNs when one considers memristors with realistic bit-resolution as well in situations with considerable cycle-to-cycle noise. Furthermore, binary stochastic SNNs require many fewer weight updates to train, leading to superior utilization of the limited endurance in realistic memristive devices.

1. Introduction

Recently, we have seen the emergence of ubiquitous machine learning (ML) which has revolutionized many areas, including efficient manufacturing, logistics, resource usage, personalized healthcare and virtual meeting places. A major challenge in this development, however, is the significant power consumption and time necessary to train artificial neural networks, with recent estimates highlighting that the energy needed to train a single ML model can be comparable with the CO₂ emissions of a car over its entire life span [1]. In addition, ML applications for the Internet of Things requires conservative power consumption in the microwatt to milliwatt regime, drastically lower than the 100 W or higher required for training with current graphics processing units [2]. Memristor-based hardware implementing spiking neural networks (SNNs) is predicted to achieve inference with orders of magnitude better energy efficiency using in-memory computation concepts and online training realized by spike timing-dependent plasticity (STDP) [3]. Early demonstrations of neuromorphic hardware using 3-bit redox reaction-based resistive random access memory (RRAM) have demonstrated energy efficiencies of more than 50 Teraflops W⁻¹ [4]. However, current memristor device technology still faces several serious limitations. The potentiation and depression of the synapse weight is in many cases occurring in a nonlinear as well as an asymmetric fashion, which has severe impact on the learning accuracy [5]. Sophisticated peripheral circuitry is required to compensate for this, which can be energy inefficient and difficult to implement in practice. In addition, the precision of the resistive state is typically limited, most often to 3–4 bits per memristor [4], and in the best case 6–8 bits [6], which limits the smallest deterministic weight update steps that can be realized. Concepts in which the contributions of several memristors are added up to give sufficient weight bit depth are possible, but this has a negative impact on energy and area efficiency. Finally, the number of write cycles that analog memristive devices can endure before failure typically lies in the
range of $10^6$–$10^7$ cycles [7]. This precludes the use of the technology in cases that require many weight updates, such as training of convolutional neural networks [8], and puts strict demands on optimized utilization of the limited available cycles before device failure.

A method for online learning using binary memristive devices has been proposed which utilizes the fact that switching between binary resistive states can be a stochastic process in some memristor types, such as RRAM and spin-transfer torque magnetic random access memory (STT-MRAM) [9, 10]. Recently, ultra-scaled ferroelectric field-effect transistors have also been shown to exhibit such stochastic switching [11]. We here choose to call this method 1-bit stochastic STDP (1s-STDP for brevity), and SNNs containing 1-bit stochastic weights are called 1s-SNNs. In this method, STDP-like learning was achieved in which the probability for changing weight between two binary states follows the same function as for regular STDP. Queziloz et al demonstrated that this learning method is very robust against device-to-device variations as well as variations in switching probability [12]. In this work, we investigate how stochastic learning in 1-bit memristors can give performance advantages compared with deterministic learning in realistic analog memristors, providing improved utilization of the often-limited cycling endurance of memristive devices and an improved robustness to cycle-to-cycle noise.

2. Methods

We base our investigation on the task of classifying images of handwritten digits from the standard MNIST dataset [13], in line with earlier reports. Using the package Brian 2 [14], we implement a two-layer SNN consisting of a $28 \times 28$ neuron ($N_{\text{input}} = 784$) input layer that has an all-to-all synaptic connection to an output layer consisting of 1024 leaky integrate and fire neurons (figure 1(a)). The neurons in the output layer are modelled by the following differential equation:

$$\frac{d\nu_i}{dt} = -\frac{\nu_i}{\tau_{\nu}} + \sum_{j=1}^{N_{\text{input}}} \Delta V_j(t) \frac{w_{ij}}{w_{\text{max}}}$$  \hspace{1cm} (1)$$

in which $\nu_i$ is the membrane potential for neuron $i$ and the leakage time constant $\tau_{\nu} = 20 \text{ ms}$. $\Delta V_j(t)$ is defined as the change of potential upon an incident spike from a neuron $j$ in the case when the synaptic weight $w_{ij}$ is in its high state $w_{\text{max}}$. In a hardware system $\Delta V_j(t)$ is a function of the spike amplitude and duration as well as the capacitance of the neuron membrane. For simplicity, here we use $\Delta V_j(t) = 1 \text{ (mV)} \ast \sum_j \delta(t - t_{jk})$, where $t_{jk}$ is the time of spike $k$ originating from neuron $j$ in the input layer. A neuron fires when $\nu_i$ reaches above a fixed threshold $\nu_i = 50 \text{ mV}$, after which $\nu_i$ is reset to zero. We also implement winner-takes-all lateral inhibition in the output layer to promote neuron specialization [15] by resetting $\nu$ in all neurons of the output layer if one fires. The neurons of the input layer are Poisson sources that map to each pixel in the presented image, and which give out spikes with an average frequency between 0 and 50 Hz, corresponding to the pixel brightness level (values 0 to 255). In this case white pixels in the image are represented by the highest average frequency (50 Hz) and black the lowest (0 Hz). The weighted synaptic connections between the two layers can only have two conductance states, $w_{\text{min}} = 10 \text{ nS}$ and $w_{\text{max}} = 100 \text{ nS}$, and initially the state is set at random in either of the two states. During training, images from the MNIST training data set are presented to the network for 250 ms/image (simulation time). A 150 ms duration without input stimulus was used in between images to allow the network to settle back to a baseline state. Training of the synaptic weights was performed using a 1s-STDP protocol, visualized in figure 1(b), implemented such that a spike event from the connected neuron in the input layer at time $t_{\text{pre}}$ occurring within a defined time window $t_{\text{post}} < t_{\text{pre}} < T_{\text{pot}}$ before the connected neuron in the output layer spikes at time $t_{\text{post}}$ leads to a possible change of weight from $w_{\text{min}}$ to $w_{\text{max}}$ (i.e. a digital potentiation). The probability for potentiation to occur is set by a fixed probability in our simulations, $P_{\text{pot}}$. In a practical device $P_{\text{pot}}$ can be controlled by the physical programming pulse duration and/or amplitude depending on the type of stochastic memristor device [9, 11, 12]. For $t_{\text{post}} - t_{\text{pre}} > T_{\text{pot}}$ as well as $t_{\text{post}} < t_{\text{pre}}$ instead there is a finite possibility of changing the weight from $w_{\text{max}}$ to $w_{\text{min}}$ (i.e. a digital depression), decided by a corresponding depression probability $P_{\text{dep}}$. As an additional option one can introduce a ‘dead zone’ in the range $T_{\text{pot}} < t_{\text{post}} - t_{\text{pre}} \leq T_{\text{pot}} + T_{\text{dead}}$ in which both probabilities are zero [16].

In this paper, we first explore the effect of varying $P_{\text{pot}}$, $P_{\text{dep}}$, $T_{\text{pot}}$, and $T_{\text{dead}}$ on the classification performance of the SNN. Before testing the classification performance, the output neurons are labelled according to the type of images (digits) that they reacted (spiked) the most to, following the procedure of Diehl and Cook [17]. This is done by presenting 10 000 random images from the training data set and recording the output spikes. After each presented image the neuron that spiked the most obtains a score of 1 added to the presented image label. The other neurons obtain a score equal to the fraction of the spikes when compared with the strongest spiking neuron. Thus, after labelling each neuron has obtained a certain score for each of the ten labels. The testing is then made by presenting the 10 000 images from the test data set to the network, keeping synapse weights fixed.
and collecting the spike count from the output neurons. The neuron scores are multiplied by the number of spikes that neurons produced for a given test image. Then all the scores are summed up and the number label with the highest score is the guess that the network makes. If fewer than five output spikes were registered for an image during labelling or classification the maximum spiking frequency of the input neurons was temporarily increased by 25 Hz and the same image is presented again. This was done to ensure that each neuron can be labelled, or the image classified.

Typically, training is done for one epoch if not explicitly stated otherwise. The run-to-run variation in classification accuracy introduced by the random initialization, choice of images for labelling, etc was estimated by training an identical network 21 times. A standard deviation of 1.60% was obtained here and should be viewed as an estimated error bar for the data points in this paper.

Finally, we compare the 1s-SNNs with deterministic SNNs with the same topology consisting of analog synapses. Deterministic STDP has been realized in experimental memristor devices by several groups \[18, 19\] via the temporal overlap of specific voltage pulse shapes from both the pre- and post-synaptic neuron \[20\]. The analog synapses are implemented as ideal memristors with infinite dynamic range \(w_{\text{min}} = 0\) and \(w_{\text{max}} = 100 \text{nS}\), and with the same type of simplified STDP function as for the 1s-SNN networks, with the difference that potentiation and depression is deterministic and made incrementally such that

\[
\Delta w = \pm \mu_0 \ast (w_{\text{max}} - w_{\text{min}}),
\]

with the learning rate \(\mu_0\) corresponding to a certain fraction of the dynamic range, which we vary to correspond to various levels of bit depth. Note that we do not consider nonlinearity and asymmetry in weight updates, which is well known to severely affect accuracy for memristors \[5\]. Even an asymmetry as low as 5% will have an impact on the accuracy \[21\]. It is thus important to keep in mind that the analog deterministic SNNs here constitute a best-case scenario for a given bit depth.

3. Results and discussion

3.1. Parameter optimization

We begin by investigating the impact of \(p_{\text{pot}}\) and \(p_{\text{dep}}\) and their ratio on the classification accuracy of the 1s-SNNs. Here we use \(T_{\text{pot}} = 20 \text{ ms}\) and keep \(p_{\text{dep}} = 0.1\), while varying \(p_{\text{pot}}\), with the classification results presented in figure 2(a). We observe an increase in learning accuracy as \(p_{\text{pot}}\) dominates over \(p_{\text{dep}}\) with a maximum for our network for \(p_{\text{pot}} = 0.2\), resulting in \(p_{\text{pot}}/p_{\text{dep}} = 2\). We find that when this ratio is too low the synapses tend to be overly depressed, while in the other case the tendency is for the network to favour specific numbers so that a large fraction of neurons specialize on, for example, the number ‘1’. If the ratio is very high (50 or so) the network tends towards having all synapses maximized. It is likely that finding a good balance between potentiation and depression is important for 1s-STDP and will depend on the average frequency level of the input as well as the neuronal thresholds and needs to be optimized depending on the implementations of the network.

While keeping \(p_{\text{pot}}/p_{\text{dep}}\) constant, we now investigate the impact of the absolute level of \(p_{\text{pot}}\). From figure 2(b) it is clear that the classification accuracy is remarkably insensitive to the absolute value of \(p_{\text{pot}}\) in the broad range investigated between 0.001 to 0.2, with \(T_{\text{pot}} = 20 \text{ ms}\) and \(p_{\text{pot}}/p_{\text{dep}} = 2\), and in all cases ends up in the range 70%–75% after one epoch of training. With a larger \(T_{\text{pot}} = 50 \text{ ms}\) and \(p_{\text{pot}}/p_{\text{dep}} = 1\) even higher results can be achieved, and only a weak maximum may be observed near \(p_{\text{pot}} = 0.01\), with a classification accuracy around 80%. The insensitivity to the absolute value of \(p_{\text{pot}}\) can be understood because a synapse in principle only needs to change state once to acquire its optimal state, and if the switching probabilities are
Figure 2. Influence of 1s-STDP parameters on classification accuracy (a)–(d). If not otherwise specified $T_{\text{dead}} = 0$ in these graphs. (e) Evolution of the conductivity map during training for a representative neuron in the output layer for the cases of $p_{\text{pot}} = 0.001$ and 0.05.

low then it will on average require stimuli from more images before switching happens and it is less likely that occasional stimuli away from the ideal synaptic weight distribution will affect it. Thus, we observe a slow but consistent development of the weight distribution towards its final trained state, as exemplified in figure 2(e).

For high probabilities switching may occur more frequently and one might expect that the synaptic population would specialize on a subset of images. However, the weights are also more likely to switch back again, leading to a more dynamically changing weight distribution, which appears to converge to a final state with a similar learning outcome as with lower probabilities.

We continue by varying $T_{\text{pot}}$ between 2 and 20 ms while keeping $p_{\text{pot}} = 0.1$ and $p_{\text{pot}}/p_{\text{dep}} = 10$. We also evaluate the effect of a ‘dead zone’, $T_{\text{dead}}$, following $T_{\text{pot}}$ in which there is a zero probability for weight change. We consider a total constant window size of 20 ms, such that $T_{\text{pot}} + T_{\text{dead}} = 20$ ms. Varying $T_{\text{pot}}$ without a dead zone produces no distinguishable trend, given our estimated run-to-run variation of $\pm 1.60\%$ (figure 2(c)), and it is difficult to draw conclusions on its impact for this range of parameters. With an added dead zone there is possibly some improvement when $T_{\text{pot}}$ is small, similar to what was previously observed by Srinivasan and Roy for a convolutional SNN based on 1s-STDP [16] and explained there by having less depression of moderately correlated features.

Finally, we investigate the effect of the total magnitude of potentiation relative to depression by keeping the product of $T_{\text{pot}}$ and $p_{\text{pot}}$ constant at 0.5 (ms). The results are presented in figure 2(d) as a function of $T_{\text{pot}}$, which is varied between 2 and 200 ms. A slight improvement in accuracy is observed for larger $T_{\text{pot}}$, up to 50 ms, achieving an accuracy as high as 80%. Increasing $T_{\text{pot}}$ beyond 50 ms gives no further measurable improvement, which can be understood from the weak temporal correlation between pulses at such large values of $t_{\text{post}} - t_{\text{pre}}$.

3.2. Comparison with analog deterministic synapses

Having obtained a good understanding of the parameters that affect classification accuracy for 1s-SNNs, we now compare the performance and robustness of these networks with SNNs with regular analog deterministic synapses. For this comparison we choose a 1s-STDP network with $T_{\text{pot}} = 20$ ms, $p_{\text{pot}}/p_{\text{dep}} = 2$ and $T_{\text{dead}} = 0$ ms. We begin by a comparison with ideal analog deterministic synapses with varying $\mu_0$, emulating different bit-level precision. We assume that the weight can change in a linear fashion without any noise. Nonlinear and asymmetric behaviour is often observed in practice but can be linearized by various pulse duration or amplitude variation schemes [22]. Lithium ion-based memristors can have a high degree of linearity but with limited dynamic range [23]. The analog deterministic networks used here should thus be considered as a best-case scenario from this point of view. The classification accuracy of analog deterministic SNNs and 1s-SNNs are compared in figure 3. As discussed in conjunction with figure 2(b) the performance of the 1s-SNN is insensitive to $p_{\text{pot}}$ and achieves very similar accuracy over five epochs of training regardless of the value of $p_{\text{pot}}$, with an average classification accuracy of 74% (figure 3(a)). The analog deterministic SNNs with small learning rates (figure 3(b)) perform consistently better, reaching an average classification accuracy of 83% for 6-bit and better ($\mu_0 \leq 0.016$) precision. Although the simplicity of the SNN topology and labelling method used here results in rather unimpressive absolute results compared with ANNs trained by stochastic gradient descent and backpropagation, what is important here is the comparison between 1s-SNNs and analog deterministic SNNs. Better absolute results can be obtained by a more powerful classification method, for example Yousefzadeh et al stored the normalized spike counts of the output layer as frames used to train a fully connected SoftMax
classifier by stochastic gradient descent, improving classification accuracy on MNIST, using the same SNN topology and network size as in our work, from 75.6% to around 94% [24].

That the 1s-SNN underperforms compared with a high-precision analog deterministic SNN is in line with the results of Querlioz et al., who observed that for image classification with the same network topology as here 1s-STDP requires a redundancy in terms of the number of output neurons of at least ten times to achieve the same performance as SNNs with ideal analog deterministic synapses, while for other tasks the required redundancy is much lower [12]. Importantly, the smallest conductance change that is reliably achievable in experimental memristor devices is seldom high enough to represent 6 bits or more. More often 2–4 bit precision can be achieved [25, 26]. For learning rates corresponding to bit precisions below 6 bits, the classification accuracy of the deterministic SNNs suffers. Already at 5 bits, the classification accuracy is unstable and dips below the average for 1s-SNNs, in line with other reports [5]. For 3- and 4-bit precision the classification accuracy is as low as 25% and 40% after four epochs, clearly not converging on a reasonable solution. These results highlight that compared with realistic, although still linear, analog deterministic memristors the 1s-STDP approach has considerable performance benefits. In addition, the insensitivity of 1s-STDP to the $p_{pot}$ level means that the absolute switching probabilities do not have to be precisely controlled, further benefitting the realization of the approach in actual hardware.

3.3. Utilization of limited endurance

The finite cycling endurance of memristive devices is an important limiting factor for practical implementation of memristive synapses in real-world neuromorphic systems [3]. Despite the fact that RRAM and phase change memory as well as ferroelectric RAM have demonstrated endurance past $10^9$ state switching cycles [6] most report endurance values in the range of $10^5$–$10^8$ cycles [27, 28]. These values are usually presented for full range switching between the two extreme resistive states, while one might expect gradual weight updates such as during analog deterministic learning in a SNN to be more beneficial for the lifetime of the device. Even so, it is worth noting that in contrast to analog deterministic SNNs in which the synapses are constantly exposed to small weight updates, a binary stochastic synapse is only updated a fraction of the time for low switching probabilities ($p_{pot} < 0.01$). In addition, the fact that these synapses only have two distinct states means that attempts to switch are only required if the synapse is not already in the target state. For example, if the relative timing of the input and output spikes end up in the potentiation time window but the synapse is already in the $w_{max}$ state there is no need to expose it to a potentiation pulse. This could lead to a considerably better utilization of the device switching cycles in a real-world application. In figure 4, a histogram of the number of state switching operations performed per synapse is presented for a 1s-SNN with $p_{pot} = 0.01$, $p_{po} = 0.032$, $T_{pot} = 20$ ms and an analog deterministic SNN with $\mu_0 = 0.032$, corresponding to 5-bit precision. For the 1s-SNN most synapses flip state fewer than ten times for a full epoch of training, with the most active synapse only changing state 28 times. For the analog deterministic SNN the average number of weight updates is around 200, and the most active synapse updates it is 6706 times, a difference of 240 times. For smaller $\mu_0$ the number of weight updates grows even more. An apparent benefit of 1s-SNNs is thus that one can much better utilize the limited number of switching cycles before device failure. Still, one may argue that even attempted weight updates that did not lead to a weight flip can still degrade a device. Therefore, we also compare the number of attempted weight flips, which as expected is much greater than actual flips, with an average number of attempts being 109 and most active synapse attempting to flip state 1943 times (figure 4). However, the number is still more than three times lower than the same number for an analog deterministic SNN.

Figure 5 illustrates the spatial arrangement of synapse weight update activity. Here each pixel in a map corresponds to a single synaptic connection, while the full map represents all the connections to a single output.
neuron. In figure 5(a), the binary stochastic synapses overlapping most with the emerging pattern of high conductance connections are also the synapses that are most actively flipping state. A similar behaviour is also seen for analog deterministic SNNs, shown in figure 5(b), where the highest number of weight updates also closely match the conductance map. However, an additional feature here is that the edge of the pattern has more weight updates than the centre regions, a feature that is not as clear for weight flipping in the 1s-SNN. Such behaviour is indicative of a well-behaving network in which the connectivity map updates gradually to match to new changing input. Strikingly, this pattern is instead clearly observed in the centre row maps in figure 5(a), which show the number of attempted flips. This indicates that the probabilistic features of 1s-STDP learning can approximate a similar behaviour to deterministic STDP with analog weights, as was predicted by Querlioz et al [12].

3.4. Robustness to cycle-to-cycle noise

The ability of a neuromorphic system to give reliable output despite the presence of non-idealities such as noise is important for its robustness in a real-world application. Noise can be categorized into device-to-device noise and cycle-to-cycle noise, as well as input noise. Device-to-device noise occurs due to slight variations in geometry or defect density between devices, leading to slightly different switching voltages or conductance levels for example. SNNs trained by STDP are typically quite good at handling this kind of noise as the training method compensates for such intrinsic variation [5]. The same is true for input noise, which has even proven beneficial to generalization of pattern learning [29]. Here we investigate and compare the robustness of 1s-SNNs and analog deterministic SNNs to cycle-to-cycle noise, which corresponds to noise in the weight update probability (1s-SNN) or magnitude (analog deterministic SNN) within the same device.

Cycle-to-cycle noise is inherent to realistic memristor devices, in which synaptic weight updates are induced by exposing the memristor to a certain voltage or current impulse. The precise amplitude and duration of this impulse has direct influence on the resulting new weight state, and thus the weight updates are subject to random fluctuations of voltage or current, leading to noise. In some device types such as RRAM the conductive filament may grow/shrink at slightly different rates with every voltage pulse, depending on microscopic differences in filament geometry from cycle to cycle, leading to additional cycle-to-cycle noise.

For the analog deterministic STDP training we implement noise as an additional random contribution to the learning rate of the weight change, leading to

$$\Delta w = \pm (\mu_0 + \mu_r r)(w_{\text{max}} - w_{\text{min}})$$  \hspace{2cm} (3)

with the magnitude of $\mu_r$ corresponding to the degree of noise in the weight update and $r$ being a uniformly distributed random variable in the range $[-1, 1]$. For $\mu_r \geq 1$ the noise is large enough that a weight potentiation may instead lead to a slight depression, or the other way around. The weight is still limited to the range $[w_{\text{min}}, w_{\text{max}}]$.

For a binary stochastic synapse, the weight change is decided by $p_{\text{pot}}$ and $p_{\text{dep}}$, and cycle-to-cycle noise can thus be modelled as a variation to these probabilities. Here we apply a physically relevant noise model for ferroelectric devices [11] in which the switching probability (for $p \ll 1$) depends exponentially on the write voltage pulse duration via

$$p(t_r) = e^{\alpha(t_0 + t_r)} - 1$$  \hspace{2cm} (4)
where $\alpha = 10^3 \text{s}^{-1}$, $t_0$ is the time that results in nominal probability, $r$ is a uniformly distributed random variable in the range $[-1, 1]$ and $t_r(t)$ defines the magnitude of the noise in $p(t)$ as $t_r/t_0$. A similar relationship would also apply to other stochastic devices such as STT-MRAM [10].

Figure 6(a) displays the impact of increased cycle-to-cycle noise amplitude on the classification accuracy for a 5-bit deterministic SNN compared with a 1s-SNN with $p_{pot} = 0.01$, $p_{pot}/p_{dep} = 2$, and $T_{pot} = 20$. Interestingly, here we observed that although the performance of both network types is quite robust to added noise, the 5-bit SNN is degrading by about 5% for $\mu_r > 1.2$ while the 1s-SNN remains unaffected, resulting in converging performance for the two network types at high cycle-to-cycle noise levels. This is an interesting finding given that $\mu_0$ fluctuation of this magnitude could be expected in realistic memristor devices.

The effect of cycle-to-cycle noise on 1s-SNNs compared with analog deterministic SNNs can be understood by variance analysis. Using equation (4) the variance of $p_{pot}$ for 1s-SNNs can be expressed as

$$\text{Var}(p_{pot}) \approx e^{2\alpha t_0} \frac{\alpha^2}{3} t_r^2$$

which clearly scales with the square of the noise magnitude. A corresponding expression is also valid for $p_{dep}$. As was observed in figure 2(b), the classification accuracy is insensitive to the absolute value of $p_{pot}$ and $p_{dep}$ as long as the ratio is approximately constant. The fact that added cycle-to-cycle noise only has an indirect effect on the weights values through the switching probabilities can thus explain the negligible impact on the classification performance.

In contrast, cycle-to-cycle noise gives a direct effect on the variance of the weights in analog deterministic SNNs, and using equation (3) can be expressed as
which scales as the square of the noise magnitude. This direct effect of the noise on the weight values can explain the somewhat reduced classification accuracy at high noise levels. The derivations of equations (5) and (6) are added to the supplementary information (https://stacks.iop.org/NCE/2/034008/mmedia) for reference.

As cycle-to-cycle noise may affect how efficiently a synapse achieves its optimal state we also again investigate the distribution of the number of weight updates in the 5-bit deterministic SNN. Figure 6(b) reveals that the distribution is becoming skewed towards higher number of weight updates as $\mu_r$ increases, clearly indicating that the network requires many more weight adjustments when noise level goes beyond $\mu_r/\mu_0 = 1$, and the weight update is less deterministic. In contrast, the corresponding graph for the 1s-SNN in figure 6(c) surprisingly shows no significant difference when adding noise. This can be understood considering that at a given low nominal $p_{pot}$ (and $p_{dep}$), added noise of the same magnitude may only lead to very few additional weight flips or attempts. This is an effect intrinsic to the binary properties of the weight representation, allowing a weight which was wrongly set to correct itself in just a single weight update. Thus 1s-SNNs appears very attractive for optimizing the lifetime of devices with limited endurance, especially when compared with situations for which one should expect considerable cycle-to-cycle noise.

4. Conclusion

The viability of implementing SNNs in hardware using memristive synaptic devices may be limited by many non-ideal properties of memristors in practice [3]. In this paper we have evaluated SNNs using binary stochastic weights as an alternative to analog deterministic weights. We find that performance of 1s-SNNs can match analog SNNs if their bit depth is less than 5 bits. We also observe that 1s-SNNs require significantly fewer weight updates to reach a trained state, leading to much better utilization of the limited memristor endurance. With added cycle-to-cycle noise, the analog deterministic SNNs require even more weight updates to converge in training by STDP, while 1s-SNNs are unaffected. Cycle-to-cycle noise also leads to a somewhat reduced performance for analog deterministic SNNs, while the performance of 1s-SNNs is unaffected. All in all, the results of this work point to 1s-SNNs as a promising alternative solution for robust ML in hardware that avoids many of the issues related to non-ideal characteristics of currently available analog memristive devices.
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