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ABSTRACT Categorical data plays an important part in machine learning research and appears in a variety of applications. Models that can express large classes of real-valued functions on the Boolean cube are useful for problems involving discrete-valued data types, including those which are not Boolean. To this date, the commonly used schemes for embedding classical data into variational quantum machine learning models encode continuous values. Here we investigate quantum embeddings for encoding Boolean-valued data into parameterized quantum circuits used for machine learning tasks. We narrow down representability conditions for functions on the \( n \)-dimensional Boolean cube with respect to previously known results, using two quantum embeddings: a phase embedding and an embedding based on quantum random access codes. We show that for any real-valued function on the \( n \)-dimensional Boolean cube, there exists a variational linear quantum model based on a phase embedding using \( n \) qubits that can represent it and an ensemble of such models using \( d < n \) qubits that can express any function with degree at most \( d \). Additionally, we prove that variational linear quantum models that use the quantum random access code embedding can express functions on the Boolean cube with degree \( d \leq \lceil \frac{n}{3} \rceil \) using \( \lceil \frac{n}{3} \rceil \) qubits, and that an ensemble of such models can represent any function on the Boolean cube with degree \( d \leq \lceil \frac{n}{3} \rceil \). Furthermore, we discuss the potential benefits of each embedding and the impact of serial repetitions. Lastly, we demonstrate the use of the embeddings presented by performing numerical simulations and experiments on IBM quantum processors using the Qiskit machine learning framework.
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I. INTRODUCTION

Machine learning problems involving categorical data are prevalent across many domains. The range of a categorical variable lies in a finite set, and each element in this set can be associated with an integer. Thus one can map a single categorical variable to multiple binary variables. If our goal is to perform supervised learning, then this converts the problem into learning a real-valued function on the \( n \)-dimensional Boolean (hyper)cube \( \mathbb{B}^n = \{0, 1\}^n \). This implies that models that can express large classes of functions on the Boolean cube are useful for problems involving categorical data. In this article, we consider using variational quantum machine learning (VQML) to fit real-valued functions of multiple binary variables. Thus, such models can be applied to regression or classification tasks. Beyond machine learning, variational quantum algorithms \( [2] \) have been applied to chemistry \( [3]–[5] \), combinatorial optimization \( [6], [7] \), quantum linear systems \( [8], [9] \), and the simulation of quantum dynamics \( [10], [11] \). When applied to supervised learning, VQML consists of using parameterized quantum circuits (PQCs) built from two types of circuit blocks: embedding blocks, which encode the inputs into a quantum system, and trainable blocks, where learnable parameters are adjusted in order to optimize the output results. There are various methods for optimizing the learnable parameters in a hybrid classical-quantum iterative manner, including analytical gradients \( [12]–[16] \). This paradigm has been used to construct various analogues to classical machine learning models applicable to supervised learning tasks \( [17]–[23] \).
As an example of the potential applicability of VQML, it has been observed that these models can be used to solve a variety of financial problems, such as fraud detection and creditworthiness determination \[24\]–\[26\]. There has been an active line of studies to characterize the expressivity of quantum models with discrete-valued inputs has not been investigated as extensively \[42\], \[43\].

A recent study by Schuld et al. \[44\] showed that the output, when it is represented by the expected value of an observable, of a VQML model can be expressed as a partial sum of a multidimensional Fourier series. The connection between VQML models and Fourier series was also observed in \[45\]. Recently, Caro et al. \[35\] derived generalization bounds for such models. The range of attainable frequencies is related to the quantum embedding used, and this range can be broadened by repeating the embedding sequentially, a process called data re-uploading \[46\], or by introducing additional sets of qubits and repeating the embedding in parallel for each set. The observable and trainable blocks control the coefficients of the Fourier basis elements in the partial sum. Since every function in \(L_2([0, 2\pi]^n)\) can be represented by the limit of a Fourier series \[47\], VQML models can approximate any function in \(L_2\) norm, by using an embedding scheme that produces the required Fourier spectrum. This also assumes that the observable and trainable blocks can fit the Fourier coefficients to the desired error, which Schuld et al. assumed when deriving their results. Along similar lines, Goto et al. \[48\] demonstrated that models built from a linear combination of basis functions derived from quantum-enhanced feature spaces are universal for continuous functions. Similar to Schuld et al., the embeddings that Goto et al. used consisted of serial and parallel repetitions of simple encoding schemes. We show that variational linear quantum models, which do not make use of serial or parallel repetitions of a quantum embedding, are sufficient for representing functions on the Boolean cube. Variational linear quantum models use PQCs that consist of one embedding block and one trainable block. For two quantum embeddings, we use Fourier analysis to derive the classes of real-valued functions on the Boolean cube that can be represented by variational linear quantum models. The number of qubits used only depends on the dimension of the input.

In this paper, we explore two research directions.

1) First, we consider a phase embedding, which encodes each input bit into the relative phase of a single-qubit state, i.e. the number of qubits used equals the number of input bits. We show that any real-valued function on the Boolean cube, \(\mathbb{B}^n\), can be represented by a variational linear quantum model that uses the phase embedding and that a classical ensemble, formed by summing the outputs of multiple models each using \(d\) qubits, can express any function with degree \(\leq d\). The degree of a function on \(\mathbb{B}^n\) is the maximal Hamming weight over all \(s \in \mathbb{B}^n\) where the Fourier transform is nonzero.

2) Then, we further consider a QRAC embedding—a quantum embedding that makes use of quantum random access codes (QRACs) \[49\], \[50\]. This embedding was introduced by Yano et al. \[43\] for encoding categorical data into variational quantum classifiers. We investigate the classes of functions expressible by variational linear quantum models using this embedding. Specifically, we show that any function of degree \(d \leq \lceil \frac{n}{k} \rceil\) can be represented by a classical ensemble formed by summing the outputs of multiple QRAC-embedding-based variational linear quantum models each using \(\lceil \frac{n}{k} \rceil\) qubits.

We note that the above results imply that for functions with degree \(\leq \lceil \frac{n}{k} \rceil\) an ensemble of phase embedding models requires only \(\lceil \frac{n}{k} \rceil\) qubits, which is the same number of qubits used with the QRAC embedding. However, it can still be beneficial to use the QRAC embedding in certain cases as discussed later.

Juntas form an important class of functions on Boolean domains. A \(k\)-junta is a function, Boolean or real-valued, that depends on at most \(k\) out of the \(n\) input bits. These functions are useful in computational learning theory \[51\] for modeling learning tasks where the data can be explained using a subset of the available features \[52\]. Such scenarios typically occur when applying supervised learning to real-world data sets \[53\]. There has been a lot of progress in developing quantum computational learning theory \[54\]. For example, there exist algorithms in the query model \[55\] for both learning and testing \(k\)-juntas \[56\]–\[59\], some of which make use of both quantum and classical queries. By definition, if \(k \leq \lceil \frac{n}{q} \rceil\), then the degree of the junta is guaranteed to be at most \(\lceil \frac{n}{q} \rceil\) so the junta can be represented by an ensemble of linear quantum models that use the QRAC or phase embedding.

With regards to classical neural networks, there has been recent work investigating the learnability of parity functions \[60\] and real-valued functions on the Boolean cube \[61\]. There are also neural networks for Lattice Regression \[62\] and the recent Hierarchical Lattice Layer \[63\] for partially monotone regression.

We perform experiments on simulators and on IBM Quantum hardware to study the expressiveness of variational linear quantum models for low-degree functions. These experiments demonstrate the efficacy of the phase and QRAC embeddings for representing functions on the Boolean cube.

### A. MAIN RESULTS

Summarizing, we list here the main contributions of this paper.

1) We show that for any function on the Boolean cube \(\mathbb{B}^n\), there exists a variational linear quantum model with \(n\) qubits based on a phase embedding such that...
the output of the quantum model agrees with the target function for all inputs. Additionally, we show that for any function with degree \( \leq d \) there exists an ensemble of variational linear quantum models using the phase embedding and \( d \) qubits such that the output of the ensemble agrees with the output of the target function for all inputs.

2) We then present sufficient conditions for variational linear quantum models using a QRAC embedding to be able to express functions of degree \( d \leq \lceil \frac{n}{3} \rceil \) using \( \lceil \frac{n}{3} \rceil \) qubits. Moreover, we then demonstrate that for any function of degree \( d \leq \lceil \frac{n}{3} \rceil \) on the Boolean cube \( \mathbb{B}^n \), there exists an ensemble of QRAC-based variational linear quantum models with \( \lceil \frac{n}{3} \rceil \) qubits each such that the output of the ensemble agrees with the output of the target function for all inputs.

3) We test these two embeddings on low-degree functions on the Boolean cube via numerical experiments and on IBM superconducting quantum processors.

We note that results derived for the phase and QRAC embeddings were proven under the assumption of universal trainable gates and arbitrary observables that are diagonal in the computational basis.

B. PAPER ORGANIZATION

Section [II] reviews the Fourier analysis of functions with Boolean inputs and the use of PQCs for machine learning. Section [III] introduces embeddings for representing functions on the Boolean cube with PQCs. Then, we use tools from Fourier analysis to study the expressivity of variational quantum machine learning models that make use of these embeddings. In Section [IV] we apply variational quantum models, using either the phase or QRAC embeddings, to supervised learning problems involving low-degree functions on the Boolean cube. These experiments were run in simulation and on IBM Quantum hardware. Lastly, the appendices contain further computational elaborations of the topics discussed in the main text.

II. PRELIMINARIES

This section introduces the concepts necessary to understand the novel contributions of this paper. Particularly, it focuses on the Fourier analysis on the Boolean cube and gives an overview of the state of the art of variational quantum machine learning.

A. FOURIER ANALYSIS ON THE BOOLEAN CUBE

First, we briefly review the Fourier analysis of real-valued functions with Boolean inputs. This short review is based on the introduction by de Wolf [64]. We consider the \( 2^n \)-dimensional real vector space \( \mathcal{G} := \{ f : \mathbb{B}^n \rightarrow \mathbb{R} \} \). This space can be equipped with the following inner product:

\[
\langle f, g \rangle := \frac{1}{2^n} \sum_{b \in \mathbb{B}^n} f(b)g(b), \quad \forall f, g \in \mathcal{G}.
\]  

To every tuple \( s \in \mathbb{B}^n \), we associate a function \( \chi_s : \mathbb{B}^n \rightarrow \{ \pm1 \} \) that is defined as follows:

\[
\chi_s(b) := \prod_{i : s_i = 1} (-1)^{b_i} = (-1)^{s \cdot b},
\]

where \( s \cdot b \) is given by the scalar product:

\[
s \cdot b := \sum_{i=1}^{n} s_i b_i.
\]

The function \( \chi_s \) depends on the parity of a subset, indicated by \( s \), of the input bits.

With respect to the inner product defined in (1), the set containing all \( \chi_s \) forms an orthonormal basis for \( \mathcal{G} \), called the Fourier basis. The Fourier transform of a given \( f \in \mathcal{G} \), denoted by \( \hat{f} \), is defined as follows:

\[
\hat{f}(s) := \langle f, \chi_s \rangle = \frac{1}{2^n} \sum_{b \in \mathbb{B}^n} f(b)\chi_s(b), \quad \forall s \in \mathbb{B}^n.
\]

Because the set of all \( \chi_s \) forms an orthonormal basis, it holds that any \( f \) can be expressed as

\[
f(b) = \sum_{s \in \mathbb{B}^n} \hat{f}(s)\chi_s(b),
\]

where the value \( \hat{f}(s) \) is the Fourier coefficient associated with \( \chi_s \) and the set of all \( \hat{f}(s) \) is called the Fourier spectrum of \( f \). The degree of \( f \) is the maximal Hamming weight over all \( s \in \mathbb{B}^n \) such that \( \hat{f}(s) \neq 0 \).

In Section [II] we introduced a \( k \)-junta as a function on \( \mathbb{B}^n \) whose output only depends on \( k \) of the \( n \) input variables \( b_1, b_2, \ldots, b_n \). For a given \( k \)-junta, suppose \( C \subseteq [n] := \{ 1, \ldots, n \} \) contains the \( k \) indices corresponding to the input variables that the junta depends on. It can be easily shown that the Fourier transform of a \( k \)-junta can only be nonzero on elements from the set

\[
\{ s \in \mathbb{B}^n \mid \forall i \in [n] : s_i = 1 \implies i \in C \}.
\]

Thus, the degree of the junta is bounded by \( |C| = k \), so when \( k \ll n \), a \( k \)-junta is guaranteed to also be a low-degree function. In the following sections, we will use these definitions to analyze the classes of functions on \( \mathbb{B}^n \) that can be expressed by VQML models.

B. VARIATIONAL QUANTUM MACHINE LEARNING

This section reviews relevant concepts of VQML [1]. Before moving to functions defined on the Boolean cube, we consider the task of fitting a real-valued function that is defined on an arbitrary set \( \mathcal{A} \subseteq \mathbb{R}^n \). For a continuous-valued range, this task is called regression, and for a discrete-valued range, it is called classification. The input data \( \mathbf{x} \in \mathcal{A} \), stored on a classical memory, can be embedded into a quantum state by utilizing an \( m \)-qubit parameterized unitary operator \( U(\mathbf{x}) \), which is a unitary-operator-valued function of the \( n \)-dimensional vectors in \( \mathcal{A} \). The operator \( U \) is called a quantum embedding.
Let us consider a parameter-independent Hermitian observable $D$, defined to be diagonal with respect to the computational basis, and thus:

$$D \in \text{span}_\mathbb{R} \{I, Z\}^\otimes m$$

(7)

We further define a parameterized observable $O_\theta$ with variational parameters $\theta$ as follows:

$$O_\theta := W^\dagger(\theta)DW(\theta),$$

(8)

where $W(\theta)$ is a unitary operator implemented by a PQC.

The VQML model that we focus on in this work is the variational linear quantum model:

$$f_\theta(x) := \text{Tr}[O_\theta \rho(x)],$$

(9)

where $\rho(x) := U(x)|0_m\rangle\langle 0_m|U^\dagger(x)$ is the state of the system after the action of the unitary $U(x)$ and Tr is the trace operator. Essentially, $f_\theta(x)$ maps $x$ to a real number by taking the expectation of $O_\theta$ with respect to $\rho(x)$. This model is also called a quantum neural network [30], and in the context of classification, it has been called the explicit linear quantum classifier [65] or variational quantum classifier [19]. Since the expectation of an observable is continuous valued, for classification, some post-processing of the output is required to map it to the finite set of possible classes.

We can implement the parameterized measurement by evolving $\rho(x)$ by the parameterized unitary operator $W(\theta)$ and then measuring $D$. We relate this sequence of operations to Equation (9) as follows:

$$\text{Tr}[D W(\theta) \rho(x) W^\dagger(\theta)] = \text{Tr}[W^\dagger(\theta) D W(\theta) \rho(x)] = \text{Tr}[O_\theta \rho(x)],$$

(10)

where we used the cyclic property of the trace.

The model in Equation (9) is linear in the sense of being a quantum analogue to the linear models [66] of classical machine learning [19], [67]. Explicitly, a linear model in classical machine learning is of the form:

$$h(x) = \langle w, \phi(x) \rangle_F,$$

(11)

where $\phi : A \rightarrow F$ is called a feature map, and $F$ is the associated feature space. In addition, $w \in F$ is fixed for all inputs $x \in A$, but it is chosen to minimize some cost function by using an optimization procedure. For the model defined in Equation (9), $\phi(x) = \rho(x)$ maps $x$ into a quantum feature space, which contains $2^m \times 2^m$ density matrices representing quantum states called feature states. In addition, the observable $O_\theta$ represents a $\theta$-parameterized family of $w$’s. In this case, each $w$ in the family is a Hermitian matrix. The inner product in Equation (11) is now the Hilbert-Schmidt inner product. Lastly, a VQML model that interleaves embedding and trainable layers, which by (9) implies it is not a linear model, is known in literature as a data re-uploading model [46].

The expressivity of both classical and quantum linear models solely depends on the feature map used to encode $x$, as both $w$ and $O_\theta$ only define linear functions in the feature space. The feature maps can be used to make $h$ or $f_\theta$ nonlinear as functions on the domain $A$. In supervised learning, the goal is to minimize the regularized empirical risk:

$$\frac{1}{|T|} \sum_{(x,y,h) \in T} \ell(x, y, h) + J(h)$$

(12)

over the labeled training set

$$T := \{(x_1, y_1), \ldots, (x_t, y_t)\},$$

(13)

where each $x_i \in A$ and each $y_i \in \mathbb{R}$. The functions $\ell$ and $J$ are called the loss and regularizer, respectively.

Classically, when $\phi(x)$ is difficult to compute explicitly or to operate on, we instead utilize kernel methods. The kernel function induced by the feature map $\phi$ is defined as:

$$k(x_i, x_j) := \langle \phi(x_i), \phi(x_j) \rangle_F.$$ 

(14)

Kernel methods consider $h$, in Equation (11), as a function in the reproducing-kernel Hilbert space (RKHS) generated by $k$. This kernel trick is effective when the functional form of $k$ is easier to evaluate than it is to explicitly compute the inner product between $\phi(x_i)$ and $\phi(x_j)$ as done in Equation (14). A common classical example is the Gaussian kernel, which efficiently computes inner products in an infinite-dimensional feature space [66]. Suppose $J(h) := z\|h\|_k$, where $z : [0, \infty) \rightarrow \mathbb{R}$ is strictly increasing, and $\|h\|_k$ is the norm of $h$ in the RKHS. Then, according to the representer theorem [68], any minimizer $h_{\text{min}}$ of the regularized empirical risk (12) lies in the RKHS and is of the form:

$$h_{\text{min}}(x') = \sum_{(x,y) \in T} \alpha_x \langle \phi(x), \phi(x') \rangle_F.$$ 

(15)

If $\ell$ is convex and $J(h) = \beta\|h\|_k^2$, where $\beta \geq 0$, then the $\alpha_x$’s can be found by solving a convex optimization problem called kernel ridge regression. This requires computing the kernel matrix $K$, with entries $K_{i,j} = k(x_i, x_j)$. In addition, $K$ is a $|T| \times |T|$ real-valued symmetric matrix.

The quantum-kernel method, as originally stated [19], uses the fidelity kernel:

$$k_Q(x_i, x_j) := \text{Tr}[\rho(x_i)\rho(x_j)] = |\langle \psi_i | \psi_j \rangle|^2,$$

(16)

where $|\psi_i \rangle = U(x_i)|0_m\rangle$, and $U$ is a quantum embedding. This kernel computes the Hilbert-Schmidt inner product between quantum feature states. Liu et al. [69] demonstrated a quantum speedup using such kernel methods for solving a discrete-log-inspired supervised learning problem. It has been observed that generalization can be difficult with the fidelity kernel, however, there exist heuristics [70], [71] and hyperparameter optimization techniques [72] to enable generalization. The kernel defined in Equation (16) is evaluated on a quantum device for all pairs of training data elements, which avoids performing classical operations on the $2^m$-dimensional statevectors $|\psi_i\rangle$. The entries of
the corresponding kernel matrix are given to a classical computer to find the \( \alpha_x \)'s, which involves solving a convex optimization problem. Alternatively, the training procedure for VQML models does not consist of computing the kernel. Instead of finding the \( \alpha_x \)'s, we optimize the variational parameters \( \theta \), which can be a non-convex problem. This problem can still be non-convex regardless of whether the loss and regularization functions are convex \([73, 74]\).

Furthermore, the quantum-kernel method has access to all minimizers, \( h_{\text{min}} \), of the regularized empirical risk \([12]\), which lie in the RKHS generated by \( k_Q \). In contrast, the choices one makes for the PQC \( W(\theta) \) and the observable \( D \) restrict the set of functions that Equation \([9]\) can represent to a subset of the RKHS, which may not contain \( h_{\text{min}} \). Even if \( W(\theta) \) can enact arbitrary global unitaries on \( m \) qubits, which requires the number of primitive gates to be exponential in \( m \), the fact that \( D \) is fixed prior to training still restricts the set of functions that can be learned. These observations have led the community to consider whether there is any benefit in using variational linear quantum models instead of quantum-kernel methods \([67]\).

One potential benefit of variational models is that the number of circuit runs used to train the model with parameter-shift methods \([12]\) scales as \( \mathcal{O}(\text{dim}(\theta) \times |T|) \). For quantum-kernel methods, the complexity of computing the kernel matrix requires \( \mathcal{O}(|T|^2) \) evaluations of \( k_Q \). Thus, if the variational optimization of \( \theta \) converges to an acceptable empirical risk value quickly enough, and \( \text{dim}(\theta) \ll |T| \), then the variational model can have an advantage over the quantum-kernel method. However, the overparameterization of quantum models, i.e., the case where \( \text{dim}(\theta) \gg |T| \), has also been investigated \([27, 75–77]\). Additionally, there are forms of regularization applicable to variational linear quantum models for which there is, currently, no analogue for quantum-kernel methods \([65]\).

Jerbi et al. \([78]\) proved that VQML models, including data re-uploading ones, can be approximately reduced to variational linear quantum models that use additional ancillas and a quantum embedding whose kernel is the identity. This kernel is classically computable, and furthermore, a quantum-kernel method using the identity matrix as the kernel would simply overfit the data. The authors performed experiments demonstrating that VQML models, including variational linear quantum models, can still generalize better than quantum-kernel methods. This includes cases where regularization, \( J \), was applied to the quantum-kernel method used. Thus, it appears that the connection between quantum-kernel methods and variational linear quantum models through the RKHS framework is limited. The authors of \([78]\) noted that the generalization advantage that VQML models can have is based on the fact that, as mentioned, \( O_\theta \) restricts the space of functions that the variational model can represent. Thus, \( O_\theta \) not being able to realize arbitrary observables may actually be advantageous and act as additional regularization. Identifying these benefits is important because we will be heavily focusing on variational linear quantum models throughout our work. In section \( \text{III} \) we discuss quantum embeddings for encoding Boolean inputs, i.e. \( A := \mathbb{B}^n \), into variational linear quantum models.

### III. QUANTUM EMBEDDINGS FOR THE BOOLEAN CUBE

This section presents the main theoretical contributions of this article. We discuss two quantum embeddings for real-valued functions on the Boolean cube: the phase embedding (Section \( \text{III-A} \)) and the QRAC embedding (Section \( \text{III-B} \)).

As mentioned in Section \( \text{II-B} \), the nonlinearity in the input \( x \) for models like Equation \([11]\), both classical and quantum, comes from the feature map used. Thus, when analyzing the expressivity of a variational linear quantum model \([9]\), we will fix the embedding scheme \( \rho(b) \), and determine the class of functions on the Boolean cube that the model can represent. However, when proving theorems, we will assume \( W(\theta) \) is universal so that it can enact arbitrary global unitaries on \( m \) qubits, which implies that for any \( m \)-qubit unitary \( V \) there exists \( \theta \) such that \( W(\theta) = V \). In addition, this means \( W(\theta) \) may decompose into a number of primitive gates that is exponential in \( m \). This implies that for any \( m \)-qubit observable \( M \), there exists a setting of the parameters \( \theta \) and a diagonal observable \( D \) such that

\[
O_\theta = W^\dagger(\theta)DW(\theta) = M. \quad (17)
\]

Based on the assumptions just mentioned, if for \( g \in G := \{g : \mathbb{B}^n \rightarrow \mathbb{R} \} \) we can show the existence of an observable \( M^{(g)} \) such that \( \forall b \in \mathbb{B}^n : \text{Tr}[M^{(g)} \rho(b)] = g(b) \), then there exists a variational linear quantum model using \( O_\theta^{(g)} = W^\dagger(\theta)D^{(g)}W(\theta) \) such that \( \forall b \in \mathbb{B}^n \) one has \( \text{Tr}[O_\theta^{(g)} \rho(b)] = g(b) \), for some \( D^{(g)} \) and parameter setting \( \theta \). In Theorem \([1]\) which applies to the phase embedding, we show the existence of such an observable \( M^{(g)} \) for all functions \( g \) on the Boolean cube. The phase embedding produces an \( n \)-qubit product state for an \( n \)-bit input. For the QRAC embedding, the observable \( M^{(g)} \) exists for a subclass of functions \( g \) with degree \( \leq \left\lfloor \frac{n}{2} \right\rfloor \). Unfortunately, the Fourier transform of a function in this subclass cannot be nonzero on all elements of \( \mathbb{B}^n \) with Hamming weight \( \leq \left\lfloor \frac{n}{2} \right\rfloor \). The exact conditions are presented in Theorems \([3]\) and \([4]\). The product state \( \rho_{\text{QRAC}}(b) \) consists of \( \left\lfloor \frac{n}{2} \right\rfloor \) qubits for an \( n \)-bit input vector.

We also present sufficient conditions under which a classical ensemble of VQML models can express functions on the Boolean cube. More specifically, we call the summation of the outputs of multiple variational linear quantum models a classical ensemble of quantum models, \( \text{classical ensemble of quantum models, i.e.} \)

\[
\sum_{i \in \mathcal{D}} f_{\theta_i}^{(i)}(b), \quad (18)
\]

where each \( f_{\theta_i}^{(i)} \), indexed over a set \( \mathcal{D} \), uses the same embedding scheme. Prior work has dealt with quantum ensembles, i.e. superpositions, of models \([79–82]\). Our results on ensembles show the existence of a collection of
where each \( \phi_i \) classically preprocesses the input bits. The potential impact that classical preprocessing of the input data can have on VQML models was acknowledged in [19], [42], [44], [46]. Because the ensemble is the sum of the outputs of the multiple linear quantum models, if analytic-gradient learning is used, then the parameters of the models can be updated in parallel. For the phase embedding an ensemble of (\( n \)) models is sufficient to express any function of \( n \) input Boolean variables and degree at most \( d \), see Theorem 2. The preprocessing functions select subsets of the input variables. In the case of the QRAC embedding, according to Theorem 5 the class of expressible functions is all of those with degree \( \leq \lceil \frac{n}{2} \rceil \) with the preprocessing functions being permutations, i.e., elements of the symmetric group on \( n \) elements.

As mentioned earlier, data re-uploading models, can be converted into variational linear quantum models [78]. This can be done approximately by introducing additional quantum registers to encode the gate parameters and additional controlled-rotation gates. There exist transformations that are exact, but they require either gate teleportation, which introduces additional classically-controlled rotation gates that are dependent on the input, or post selection. However, for the Boolean cube we show that standard variational linear quantum models are sufficient, and thus the mentioned transformations are not required. Although repeating the phase or QRAC embeddings sequentially, even without inserting trainable gates between repetitions, can provide some benefits, see Appendix A.

In practice, to construct a model that can be efficiently implemented, we need to select \( W(\theta) \) such that it decomposes into \( O(\text{poly}(m)) \) primitive gates and select \( D \) to be a linear combination of \( O(\text{poly}(m)) \) elements from \( \{|0\rangle, |1\rangle\} \otimes^m \). Such choices will introduce regularizartion, as mentioned in Section II-B and restrict the class of functions in the RKHS that can be represented. The goal of variational optimization will be to find a setting of the parameters, \( \theta \), if it exists, such that \( O_\theta = M(\theta) \). In addition, even if such a choice of parameters exists, the ability to find \( \theta \) through variational optimization will also depend on the loss function landscape. The loss landscape for variational models has been observed to be difficult to navigate in practice when the PQC used is highly expressive [39], [83]. The goal of the experiments in Section IV is to demonstrate two cases in which the optimization is possible.

Lastly, we make a comment on the related work of Thumwanit et al. [42]. The authors showed that Pauli rotations can be used encode discrete-valued inputs using fewer qubits than the total number of input bits by making use of a classical preprocessing function that maps tuples of input bits to trainable rotation angles. This introduces additional trainable parameters that are not present in the phase and QRAC embeddings. Also, it is not guaranteed that there always exists a mapping of multiple input bits to rotation angles that is sufficient for expressing the target real-valued function.

A. PHASE EMBEDDING

The phase embedding that we investigate was considered in Schuld et al. [44] for continuous-valued inputs. They showed that if the phase embedding is repeated \( r \) times sequentially with trainable blocks in between repetitions or repeated \( r \) times in parallel, then the output of the variational model is expressible as the \( r \text{-th} \) cubic partial sum of a Fourier series:

\[
\sum_{\omega \in \mathbb{Z}^n : \|\omega\|_\infty \leq r} c_\omega e^{i\omega \cdot x},
\]

where \( x \) is the \( n \)-dimensional input. The trainable blocks and observable control the \( c_\omega \)'s. These models can arbitrarily approximate functions in \( L_2([0, 2\pi]^n) \) if we assume the freedom to choose arbitrarily deep trainable blocks and an arbitrary observable, and utilize arbitrarily many repetitions of the embedding layer. More specifically, \( \forall \epsilon > 0 \) and any function in \( L_2([0, 2\pi]^n) \) there exists a model using some number \( r \) of repetitions of the phase embedding that approximates that function to error \( \epsilon \) in \( L_2 \) norm. In this section, we show that any function on the Boolean cube can be represented by a variational linear quantum model, i.e. the case where \( r = 1 \), that uses the phase embedding.

Let \( H \) be the Hadamard operator, and

\[
X(b) := \bigotimes_{i=1}^n X^{b_i}.
\]

where \( X \) is the Pauli-X operator. For \( b \in \mathbb{B}^n \), we define the following to be the phase embedding unitary:

\[
U_{PE}(b) := H^\otimes nX(b).
\]

Moreover,

\[
\rho_{PE}(b) := U_{PE}(b)|0_n\rangle\langle 0_n|U_{PE}^\dagger(b)
\]

is the associated feature state. The following theorem summarizes the expressiveness of variational linear quantum models that makes use of this embedding.

**Theorem 1.** For any \( g \in \mathcal{G} \), there exists an observable \( \mathcal{O} \) such that \( \forall b \in \mathbb{B}^n \) one has \( \text{Tr}[\mathcal{O}\rho_{PE}(b)] = g(b) \).
Proof. Suppose $O$ is an observable such that in the computational basis its entries are $O_{k,j} = g(k \oplus j)$. Then,

$$\text{Tr}[O \rho_{PE}(b)] = \langle 0_n | X(b) H^{\otimes n} O H^{\otimes n} X(b) | 0_n \rangle = \frac{1}{2^n} \sum_{k \in \mathbb{B}^n} \sum_{j \in \mathbb{B}^n} (-1)^b (k \oplus j) O_{k,j}$$

$$= \sum_{s \in \mathbb{B}^n} \hat{g}(s) \chi_s(b)$$

(since $\{(k, j) \in \mathbb{B}^n \times \mathbb{B}^n \mid k \oplus j = s \} = 2^n$)

$$= g(b),$$

(24)

as required. \qed

Additionally, $O$ can always be diagonalized: $O = V D V^\dagger$ and implemented by a variational linear quantum model with universal trainable gates, i.e. $W(\theta) = V^\dagger$. The model uses a measurement $D \in \text{span}_\mathbb{R}[\mathbb{I}, Z]^{\otimes m}$. Each diagonal Pauli tensor in the linear combination that represents $D$ can be measured using separate circuit runs, and the expectation value is then scaled by the corresponding diagonal Pauli tensor in the linear combination that represents $O$.

In practice, $D$ is typically chosen to be a simple and easy to evaluate observable, such as $Z^{\otimes m}$, instead of being chosen arbitrarily from $\text{span}_\mathbb{R}[\mathbb{I}, Z]^{\otimes m}$ as done in the proof of Theorem \ref{thm:variational}. Regardless, if $W(\theta)$ can implement arbitrary unitary operators, the model can only implement observables that have the same spectrum as $D$, i.e. $\|g\|_\infty$ remains bounded. We leave as an open question as to whether interesting classes of functions exist that can be expressed when the spectrum of $O_{\theta}$ is fixed, i.e. fixed $D$ but varying $W(\theta)$.

If we have prior knowledge that the function is a $k$-junta, we can potentially reduce the number of qubits that the trainable portion of the model acts on utilizing a variational SWAP network. This is discussed in more detail in Appendix B.

The name “phase embedding” comes from the fact that it maps the input bits to $|\pm\rangle$, i.e. X-basis states. Equivalently, the phase embedding unitary can be replaced by $Z(b) H^{\otimes n}$, where $Z$ is the Pauli-Z operator. The phase embedding for continuous inputs, described in \cite{44}, was of the form:

$$\bigotimes_{i=1}^n (R_Z(x_i) H),$$

(25)

where $R_Z$ is a rotation generated by $Z$, and $x \in [0, 2\pi]^n$.

More specifically, this is the operator $R_Z(\theta) := e^{-i \frac{\theta}{2} Z}$.

The connection to Equation (22) is made by using the restriction of Equation (25) to the set $\{0, \pi\}^n$, which can be seen to be equal to

$$\bigotimes_{i=1}^n (Z^b H) = Z(b) H^{\otimes n},$$

(26)

up to a global phase. Based on the proof given above, we define the Fourier coefficients of a variational linear quantum model, Equation (9), that uses the phase embedding to be

$$\hat{f}_b(s) = \frac{1}{2^n} \sum_{k \in \mathbb{B}^n} \sum_{j \in \mathbb{B}^n} (O_{\theta})_{k,j}.$$

(27)

This definition will be used in Section \ref{sec:applications} to see how well the model was able to fit the Fourier coefficients of the target function using supervised learning.

We now present sufficient conditions under which an ensemble of models utilizing the phase embedding can represent functions on $n$ bits utilizing fewer than $n$ qubits. Let $w(t)$ compute the Hamming weight of a binary vector. Additionally, for each $d \in [n]$, consider the set

$$C_{n,d} := \{ (i_1, i_2, \ldots, i_d) \in [n]^d \mid i_1 < i_2 < \cdots < i_d \},$$

(28)

which contains an ordered $d$-tuple, for each subset of $[n]$ of size $d$. Thus, it follows that $|C_{n,d}| = \binom{n}{d}$. For each $w \in C_{n,d}$, we define a function $\nu_w : \mathbb{B}^n \rightarrow \mathbb{B}^d$ such that $\nu_w(b) = (b_{i_1}, b_{i_2}, \ldots, b_{i_d})$, i.e. selects a subset of the entries of $b$ indicated by $w$.

Theorem 2. For any $g \in \mathcal{G}$ with degree $d \in [n]$ there exists a collection of observables $\{O^{(w)}\}_{w \in C_{n,d}}$ such that for all $b \in \mathbb{B}^n$ one has $\sum_{w \in C_{n,d}} \text{Tr}[O^{(w)} \rho_{PE}(\nu_w(b))] = g(b)$, where $\rho_{PE}(b)$ is a $d$-qubit state.

Proof. Let $\eta_w : \mathbb{B}^d \rightarrow \mathbb{B}^n$ be the right inverse of $\nu_w$ that sets all entries with indices not in $w$ to zero, i.e. $\nu_w \circ \eta_w$ is the identity function on $\mathbb{B}^d$. Let $k_s := \binom{n-d+w(t)}{d}$ for all $s \in \{ b \in \mathbb{B}^n \mid w(t) \leq d \}$. For each $w \in C_{n,d}$, let $\tilde{w} := \{ s \in \mathbb{B}^n \mid s_i = 1 \Rightarrow i \in w \}$ and define the function $g^{(w)} : \mathbb{B}^d \rightarrow \mathbb{R}$ as follows

$$g^{(w)}(b) := \sum_{s \in \tilde{w}} \frac{g(s)}{k_s} \chi_s(\eta_w(b)).$$

(29)

Note that for all $\chi_s$ in \cite[29] $\chi_s(\eta_w \circ \nu_w(b)) = \chi_s(b)$ since $g^{(w)}$ only depends on the input bits indexed by $w$. Thus, for all $b \in \mathbb{B}^n$

$$g(b) = \sum_{w \in C_{n,d}} g^{(w)}(\nu_w(b)),$$

(30)

since $\frac{g(s)}{k_s} \chi_s$ appears $k_s$ times in the sum. By Theorem \ref{thm:variational} for each $g^{(w)}$ there exists an observable $O^{(w)}$ such that $\forall b' \in \mathbb{B}^d, \text{Tr}[O^{(w)} \rho_{PE}(b')] = g^{(w)}(b')$. Thus, it follows that $\forall b \in \mathbb{B}^n$,

$$\sum_{w \in C_{n,d}} \text{Tr}[O^{(w)} \rho_{PE}(\nu_w(b))] = g(b),$$

(31)

as required. \qed

This proof shows that the upper bound on the number of models in the ensemble, using the phase embedding, is $\binom{n}{d}$ for a degree $d$ function. When training, we can utilize a validation data set to determine if the size of the ensemble is sufficient. However, restricting the size of the ensemble also acts as a regularizer.
Alternatively, we can make use of repetitions of the embedding to increase the expressivity of a single model that uses the phase embedding. Consider the following $m$-qubit embedding with $r$ data-encoding steps:

$$\prod_{j=1}^{r} Z^{(iw_j(b))} V_{w_j},$$

(32)

where $\{w_j\} \subset C_{n,m}$ for $m < n$. Note we have used the equivalent representation of the phase embedding presented in [25]. The unitary operators $V_{w_j}$ could be fixed or trainable. If they are fixed, then the overall model is still a linear quantum model, i.e. not a data re-uploading model, as all embedding steps come before the trainable components. However, we ensure that $V_{w_j} = H^\otimes m$. In Appendix A, we demonstrate that a model using this embedding can be expressed as a non-trivial linear combination of all Fourier basis terms when $r = n/m$ and $m$ divides $n$. Thus it can express degree-$n$ functions on $\mathbb{B}^n$ with fewer than $n$ qubits.

In what follows, we discuss a different scheme that encodes multiple bits into a single qubit.

**B. QRAC EMBEDDING**

In this section, we analyze a quantum embedding, first described by Yano et al. [43], based on QRACs. However, the authors did not perform any analysis of the expressivity of models that make use of it. QRACs have also been used to encode MaxCut problems solved by variational quantum optimization algorithms [34]. We develop sufficient conditions for variational quantum models using the QRAC embedding to be able to express functions on the Boolean cube. Moreover, we show that an ensemble of models each using this embedding and $\lceil \frac{n}{3}\rceil$ qubits is sufficient to represent any function on $\mathbb{B}^n$ with degree $d \leq \lceil \frac{n}{3} \rceil$. While this embedding can only provide a constant-factor saving in terms of the number of qubits, it could be impactful during the era of small and noisy quantum hardware provided that efficient and useful PQCs can be constructed. Like for the phase embedding in Theorem 2, the qubit reduction provided by the QRAC embedding comes from a set of classical preprocessing functions, described below. We use the (3,1)-QRAC, which is a three-bits-to-one-qubit probabilistic encoding scheme. It was introduced by Ike Chuang and first mentioned in [49]. Thus, the number of (3,1)-QRACs used to encode an $n$-bit input is $\lceil \frac{n}{3} \rceil$, which requires padding with passive variables if the input $b$ is a tuple whose length is not divisible by 3. Note that this only increases the input length by at most two more zero bits and does not change the number of qubits used. Due to this, we assume, without loss of generality, $n \equiv 0 \mod 3$.

We start by dividing the input $b$ into $\lceil \frac{n}{3} \rceil$ triplets $B_1, B_2, \ldots, B_{\frac{n}{3}}$, each of which is an element of $\mathbb{B}^3$. The entries of the $i^{\text{th}}$ triplet, $B_i$, are indexed by the symbols for Pauli operators: $B_i^{(X)} = b_{3i−2}, B_i^{(Y)} = b_{3i−1} − 1$, and $B_i^{(Z)} = b_{3i}$. In addition, we define $B_i^{(L)} := 0$. For some angles $\alpha_1$ and $\alpha_2$, the $i^{\text{th}}$ triplet can be encoded in the following single-qubit state:

$$\begin{align*}
\sigma(B_i)_{\alpha_1,\alpha_2} := & \frac{1}{2} \left( I + (\sin(\alpha_2) \cos(\alpha_1))(-1)^{B_i^{(X)}} X \\
+ & (\sin(\alpha_2) \sin(\alpha_1))(-1)^{B_i^{(Y)}} Y + \cos(\alpha_2)(-1)^{B_i^{(Z)}} Z \right).
\end{align*}$$

(33)

The unitary that takes $|0\rangle|0\rangle$ to $\sigma(B_i)_{\alpha_1,\alpha_2}$ can be expressed as a composition of two rotations:

$$R_Z(\phi_2(\alpha_1, B_i^{(X)}), B_i^{(Y)}))R_Y(\phi_2(\alpha_2, B_i^{(Z)})),$$

(34)

where

$$\phi_2(\alpha_1, B_i^{(X)}), B_i^{(Y)} := (B_i^{(X)}(\pi − \alpha_1) + (1 − B_i^{(X)})\alpha_1)(−1)^{B_i^{(Y)}},$$

$$\phi_2(\alpha_2, B_i^{(Z)}) := B_i^{(Z)}(\pi − \alpha_2) + (1 − B_i^{(Z)})\alpha_2.$$  

(35)

Specifically, when $\alpha_1 = \frac{\pi}{3}$ and $\alpha_2 = 2\cos^{-1}\left(\sqrt{\frac{2}{3} + \frac{1}{2\sqrt{3}}}\right)$ we obtain the (3,1)-QRAC state [85]:

$$\begin{align*}
\sigma(B_i) := U_{3,1}(B_i) |0\rangle|0\rangle U_{3,1}^\dagger(B_i) \\
= & \frac{1}{2} \left( I + \frac{(-1)^{B_i^{(X)}}}{\sqrt{3}} X + \frac{(-1)^{B_i^{(Y)}}}{\sqrt{3}} Y + \frac{(-1)^{B_i^{(Z)}}}{\sqrt{3}} Z \right),
\end{align*}$$

(36)

where $U_{3,1}(B_i)$ is the operation in Equation (34) for the specific assignments of $\alpha_1$ and $\alpha_2$ mentioned above. These choices for $\alpha_1$ and $\alpha_2$ maximize the probability of recovering a single bit when measuring along one of the three Bloch-sphere axes. While we will be making use of the state in Equation (36), in our case, all of the results that follow would still hold if we had utilized any state with the form presented in Equation (35) and different $\alpha_1$ and $\alpha_2$, as long as all coefficients of the Pauli operators are nonzero. The reason for this is that the proofs that follow only depend on the relationships between $B_i^{(X)}$, $B_i^{(Y)}$, $B_i^{(Z)}$, and the powers of $(-1)$ that appear in the coefficients of the Pauli terms.

Generalizing to $n > 3$, we can encode $b \in \mathbb{B}^n$ by using $\lceil \frac{n}{3} \rceil$ qubits in the following product state:

$$\rho_{QEC}(b) := \bigotimes_{i=1}^{\lceil \frac{n}{3} \rceil} \sigma(B_i),$$

(37)

$$\begin{align*}
= & \frac{1}{2^{\lceil \frac{n}{3} \rceil}} \bigotimes_{i=1}^{\lceil \frac{n}{3} \rceil} \left( I + \frac{(-1)^{B_i^{(X)}}}{\sqrt{3}} X + \frac{(-1)^{B_i^{(Y)}}}{\sqrt{3}} Y + \frac{(-1)^{B_i^{(Z)}}}{\sqrt{3}} Z \right).
\end{align*}$$

Thus, the QRAC embedding unitary is

$$U_{QEC}(b) := \bigotimes_{i=1}^{\lceil \frac{n}{3} \rceil} U_{3,1}(B_i).$$

(38)

Lastly, $\forall m \in \mathbb{N}$, we define the sets

$$X_m^{QEC} = \{ s \in \mathbb{B}^{3m} \mid \forall i \in [m] : wt((s_{3i−2}, s_{3i−1}, s_{3i})) \leq 1 \},$$

(39)
where \( \text{wt}(\cdot) \) computes the Hamming weight of a binary vector. For a fixed \( m \), \( K_m^{QE} \) contains all elements, \( s \), of \( \mathbb{B}^{3m} \) with Hamming weight \( m \) such that \( \forall i \in [\frac{n}{2}] \), the \( i \)-th triplet, \( B_i \), of \( s \) has Hamming weight at most one. These sets will play a role in the results that follow.

The first result of Section III-B is Theorem 3. This result presents sufficient conditions for a function on the Boolean cube to be expressible by variational linear quantum models that use the QRAC embedding.

**Theorem 3.** For any \( g \in \mathcal{G} \) such that \( \bar{g}(s) \neq 0 \Rightarrow s \in K_m^{QE} \), there exists an observable \( O \) such that \( \forall b \in \mathbb{B}^n \) one has \( \text{Tr}[O \rho_{QE}(b)] = g(b) \).

**Proof.** Let \( m = \frac{n}{2} \). We start by expanding the tensor product in the definition of the quantum state in Equation (37):

\[
\rho_{QE}(b) = \sum_{P \in \{I, X, Y, Z\}^\otimes m} \chi_P(b) \frac{2^{-3|P|/2}}{2^{-3|P|/2}} P.
\]

(40)

where \( |P| \) is the number of non-identity Pauli operators in the simple tensor \( P \) and

\[
\chi_P(b) := \prod_{i=1}^m (-1)^{b_i} P_i.
\]

(41)

Consider \( \Phi : \{I, X, Y, Z\}^\otimes m \rightarrow K_m^{QE} \) defined as follows. For each \( i \in [m] \), the bit triplet \( (\Phi(P))_{3i-2}, (\Phi(P))_{3i-1}, (\Phi(P))_{3i} \) has a 1 in the first, second, or third position if and only if \( P_i \) is \( X, Y, \) or \( Z \), respectively, and it is a triplet of zeroes otherwise. We choose \( O \) in the following way:

\[
O := \sum_{P \in \{I, X, Y, Z\}^\otimes m} 2^{-3|P|/2} \bar{g}(\Phi(P)) P.
\]

(42)

Since \( \Phi \) is a bijection by construction, for each \( s \in K_m^{QE} \) we can associate the Fourier basis element \( \chi_s \) with a \( \chi_P \) in Equation (40). It follows that

\[
\text{Tr}[O \rho_{QE}(b)] = \sum_{P \in \{I, X, Y, Z\}^\otimes m} \chi_P(b) \frac{2^{-3|P|/2}}{2^{-3|P|/2}} \text{Tr}[OP] = \sum_{s \in K_m^{QE}} \bar{g}(s) \chi_s(b) = g(b),
\]

(43)

as required.

Similar to Section III-A we define the Fourier coefficients of a variational linear quantum model that uses the QRAC embedding to be

\[
\hat{f}_\theta(s) = \frac{\text{Tr}[O_\theta \Phi^{-1}(s)]}{2^{-3|\Phi^{-1}(s)|/2}}.
\]

(44)

As mentioned in Section III-A this definition will be used in Section IV to see how well the variational model was able to fit the Fourier coefficients of the target function. Lastly, similar to the phase embedding case \( O \) can be diagonalized into \( VDV^\dagger \), where \( D \in \text{span}_\mathbb{R}\{I, Z\}^\otimes m \). We again leave as an open question if interesting classes of functions can be expressed when the spectrum of \( O_\theta \) is fixed.

Before moving to our next result, we introduce another concept. With respect to an initial ordering of the input variables \((b_1, b_2, \ldots, b_n) = b\), we define the \( \tau \)-permuted model to be

\[
\text{Tr}[O_\theta \rho_{QE}(\tau(b))],
\]

(45)

where \( \tau \) is any element of the symmetric group on \( n \) elements, \( S_n \). An element \( \tau \in S_n \) acts on the tuples \( b \in \mathbb{B}^n \) by permuting the order of the entries, where \( \tau(b) \) denotes the permuted tuple. The action of \( \tau \) naturally extends to sets, and so it follows that \( \tau(K_m^{QE}) \) is

\[
\tau(K_m^{QE}) = \{\tau(s) | \forall s \in K_m^{QE}\}.
\]

(46)

Thus, permuting the input bits expands the class of functions expressible by a single VQML model using the QRAC embedding.

Next, we present Theorem 4 that will be useful for extending the class of functions we can represent with the QRAC embedding and applies to \( \tau \)-permuted models.

**Theorem 4.** For any \( g \in \mathcal{G} \), if \( \exists \tau \in S_n \) such that \( \forall s \in \mathbb{B}^n \) the condition \( \bar{g}(s) \neq 0 \Rightarrow s \in \tau(K_m^{QE}) \) is satisfied, then there exists an observable \( O \) such that \( \forall b \in \mathbb{B}^n \) one has \( \text{Tr}[O \rho_{QE}(\tau(b))] = g(b) \).

**Proof.** The main argument is based on the simple fact that

\[
\forall s, b \in \mathbb{B}^n, s \cdot \tau(b) = \tau(s) \cdot b.
\]

(47)

Let \( \Phi \) be as defined in the proof of Theorem 3 and suppose for \( P \in \{I, X, Y, Z\}^\otimes m, s = \Phi(P) \) and \( P' \) is such that \( \Phi(P') = \tau(\Phi(P)) \). This \( P' \) exists because \( \Phi \) is bijective. Then, using Equation (47), it follows that

\[
\chi_P(\tau(b)) = \chi_{P'}(b) = \chi_{\tau(s)}(b).
\]

(48)

If we replace \( \bar{g}(\Phi(P))P \) with \( \bar{g}(\tau(\Phi(P)))P \) in Equation (42), then the rest follows by using the same arguments made when proving Theorem 3.

The class of functions that can be represented by ensembles of models, Equation (18), using the QRAC embedding is summarized in the following result. The proof makes use of techniques that are similar to those used in proving Theorem 2.

**Theorem 5.** For any \( g \in \mathcal{G} \) with degree \( d \leq \lceil \frac{n}{3} \rceil \), there exists a collection of observables \( \{O_{\tau} \}_{\tau \in S_n} \) such that \( \forall b \in \mathbb{B}^n \) one has \( \sum_{\tau \in S_n} \text{Tr}[O_{\tau} \rho_{QE}(\tau(b))] = g(b) \).

**Proof.** Let \( m = \frac{n}{3} \) by hypothesis, \( g \) satisfies:

\[
\bar{g}(s) \neq 0 \Rightarrow s \in \{b \in \mathbb{B}^{3m} | \text{wt}(b) \leq m\}.
\]

(49)

For any \( s \) such that \( \text{wt}(s) \leq m \), let \( k_s \) be the number of \( \tau \in S_n \) such that \( s \in \tau(K_m^{QE}) \). It can be easily seen that \( k_s \neq 0 \) for all such \( s \) because

\[
\bigcup_{\tau \in S_n} \tau(K_m^{QE}) = \{b \in \mathbb{B}^{3m} | \text{wt}(b) \leq m\}.
\]

(50)
It is possible that for two different \( \tau, \lambda \in S_{n} \)
\[
(\tau(K_{m}^{\text{QE}}) \cap \lambda(K_{m}^{\text{QE}})) \setminus \{0\} \neq \emptyset, \tag{51}
\]
where 0 is the \( n \)-tuple with all zero entries. One reason is that \( K_{m}^{\text{OE}} \) has a nontrivial stabilizer group under the action of \( S_{n} \). For example, a permutation that just changes the order of \( s_{3i-2}, s_{3i-1}, s_{3i} \) for some \( i \in [m] \) and all \( s \in K_{m}^{\text{OE}} \) is a nontrivial stabilizer. Thus multiple permuted models can effectively be identical, i.e. \( K_{m}^{\text{OE}} \) can equal \( \tau(K_{m}^{\text{QE}}) \). However, the proof still works if we do not exclude such cases.

Next, for every \( \tau \in S_{n} \), we define a new function \( g^{(\tau)} : \mathbb{B}^{n} \rightarrow \mathbb{R} \) as follows:
\[
g^{(\tau)}(b) := \sum_{s \in \tau(K_{m}^{\text{OE}})} \hat{g}(s) k_{s} \chi_{s}(b). \tag{52}
\]
By invoking Theorem 4 for each \( \tau \in S_{n} \), there exists an observable \( O^{(\tau)} \) such that for all \( b \in \mathbb{B}^{n} \) one has that
\[
\text{Tr}[O^{(\tau)} \rho_{\text{QE}}(\tau(b))] = g^{(\tau)}(b). \tag{53}
\]
Thus, we will make use of the following ensemble:
\[
\sum_{\tau \in S_{n}} \text{Tr}[O^{(\tau)} \rho_{\text{QE}}(\tau(b))] = \sum_{\tau \in S_{n}} g^{(\tau)}(b). \tag{53}
\]
Since each \( \hat{g}(s) \) appears \( k_{s} \) times in the sum in Equation (53) the result follows.

Similar to the ensemble of phase-embedding-based models, we can utilize a validation data set to determine if the size of the ensemble is sufficient. In addition, we note that a model that makes use of \( U_{\text{QE}} \) may be less susceptible to overfitting due to higher-order Fourier basis elements not being accessible. We note that Theorem 2 implies that for any function with degree \( d \leq \frac{3}{3} \), there exists an ensemble of \((n/3)\) phase embedding-based models using \( \frac{n}{3} \) qubits that can express the function. Since of course \( n! \), i.e. the cardinality of \( S_{n} \), is larger than \((n/3)\), an ensemble of phase embedding models would be more desirable in this case. However, both sufficient conditions still require factorially many models, which can become intractable. We leave as an open question if a smaller ensemble of QRAC-based models is sufficient for expressing interesting functions with \( d \leq \frac{3}{3} \).

We note that a single QRAC-embedding based model still has some beneficial properties. For example, a single phase-embedding-based model using \( m < n \) qubits can only contain Fourier terms that involve \( m \) out of the \( n \) input variables, i.e. is an \( m \)-junta. However, a single QRAC-based model can express functions that are dependent on every input variable.

Lastly, a single linear quantum model using multiple consecutive QRAC embeddings can express a larger class of functions than what was mentioned in Theorem 3 Consider replacing \( U_{\text{QE}} \) with
\[
\prod_{k=1}^{r} V_{k} U_{\text{QE}}(b), \tag{54}
\]
where the \( V_{k} \) are arbitrary unitary operators that are may or may not be trainable, and there are \( r \) data-encoding steps. In Appendix A-B, we present a concrete example of the unitary operators in Equation (54)) that produces a linear quantum model on a single qubit whose output is expressible as a nontrivial linear combination of all Fourier basis elements for \( \mathbb{B}^{3} \). This alternative operator, in the case where \( V_{k} \) are not trainable, could be used in place of \( U_{3,1} \) in Equation (38) in the multiqubit case. However, the degree of freedom that the trainable part of the model, \( O_{\theta} \), has in choosing the coefficients of the \( \chi_{\ell} \) is limited when compared to the ensemble approach.

### IV. EXPERIMENTS

We present some experiments, in simulation and on hardware, to demonstrate scenarios in which it is possible to use the phase/QRAC embeddings in a variational linear quantum model to fit low-degree functions on the Boolean cube. All experiments were performed utilizing the Qiskit [86] machine learning framework. The code for executing the experiments in simulation is available online at https://doi.org/10.5281/zenodo.7805753. The goal is to show the expressivity of the models, i.e. demonstrating the theory in action, rather than assessing their ability to generalize to unseen data. Thus we provide the models access to all of the data to train on. More explicitly the training set is \( T = \{ (b, g(b)) \mid \forall b \in \mathbb{B}^{n} \} \) for fitting the target function \( g : \mathbb{B}^{n} \rightarrow \mathbb{R} \). As discussed in Section II-B, the goal of such a supervised learning task is to minimize Equation (12). The loss function utilized for each experiment below is the square error defined as
\[
\ell(b, g(b), f_{\theta}) = \frac{1}{2} (g(b) - f_{\theta}(b))^{2}, \tag{55}
\]
where \( f_{\theta} \) is the model and \( g \) is the target function. We did not utilize regularization in any experiment, and thus the regularization term, in Equation (12), is zero. In the QRAC embedding case, for simplicity, we only make use of a single linear quantum model instead of an ensemble. Employing the notation from the previous sections, for all experiments, \( W(\theta) \) is an \( m \)-qubit PQC consisting of single-qubit rotation gates, \( R_{V} \) and \( R_{Z} \), and two-qubit controlled-\( Z \) gates using nearest-neighbor connections. Lastly, \( O_{\theta} = W^\dagger(\theta) Z^{\otimes m} W(\theta) \). Here we have chosen \( D \) from Section II-B to be \( Z^{\otimes m} \). Such a selection of \( D \) happens to be sufficient for the functions we consider in our experiments. As mentioned in Section III-A, this is not sufficient in general for either embedding. The functions were chosen this way so that the number of circuit runs on hardware could be reduced. The goal is to find a parameter setting for \( \theta \) such that \( O_{\theta} \) implements an observable \( O^{(\theta)} \) satisfying the property:
\[
\forall b \in \mathbb{B}^{n} : \text{Tr}[O^{(g)} \rho(b)] = g(b). \tag{56}
\]
For each simulated and experimental result we display the functions’ values for different Boolean inputs as well
as the Fourier coefficients of the learned quantum model in order to show the alignment between the predicted values and the experimental results. For both embeddings, using the final values of the parameters obtained at the end of training, we classically computed the matrix for \( W(\theta) \), which corresponds to the trainable part of our model. Subsequently, we computed the matrix for \( W^\dagger(\theta)Z^{\otimes m}W(\theta) \), which equals \( O_\theta \). The Fourier coefficients of the linear quantum models were computed using Equations (27) and (44) and the matrix for \( O_\theta \). Because the number of circuits \((2 \times \text{number of parameters} \times \text{size of training set} \times \text{number of iterations})\) scales quickly for implementing optimization with the parameter-shift rule, we utilized the COBYLA \[87\] optimizer instead of standard parameter-shift rules and minibatch learning for both simulation and hardware experiments. The figures that follow later clearly show both embeddings were able to fit the target function of \( n \) bits, with the QRAC embedding using only one-third of the qubits compared to the \( n \)-qubit phase embedding.

In Figure 2, we show experiments utilizing both the phase and QRAC embeddings to fit the function

\[
g_3(b) = a_1(-1)^{b_1} + a_2(-1)^{b_2} + a_3(-1)^{b_3}.
\]

This functional form was chosen because, as shown in Section III-B, a single variational linear quantum model using QRAC without permuting the input can represent at most a degree 1 function using a single qubit. The values of the coefficients, \( a_i \), were chosen so that setting \( D = Z^{\otimes m} \) would be sufficient to express \( g_3 \). Three qubits were used in the phase embedding case and one qubit was used in the QRAC embedding case. The circuits that we used are displayed in Figure 1. For the hardware experiments, we applied readout-error mitigation and dynamic decoupling \[88\] implemented within Qiskit. Simulation was performed utilizing the statevector simulator. The hardware experiments were performed on the 16-qubit ibmq_guadalupe device. The phase embedding circuit used qubits 5, 8 and 9 and 300 iterations of the COBYLA optimizer, and the QRAC embedding circuit used qubit 8 and 150 iterations of the COBYLA optimizer. We executed 10,000 shots for each experiment so that readout-error mitigation could be applied.

Similar to the experiments shown above for the function \( g_3(b) \) with 3-bit inputs, in Figure 2, we present experimental results for learning the following function that depends on 6-bit inputs:

\[
g_6(b) = d_1(-1)^{b_1+b_4} + d_2(-1)^{b_1+b_5} + d_3(-1)^{b_2+b_4} + d_4(-1)^{b_2+b_5}.
\]

The functional form of \( g_6 \) was chosen for similar reason that \( g_3 \) was chosen in the previous experiment. A variational linear quantum model using QRAC on two qubits without permuting the input can express at most degree 2 functions. The coefficients were again chosen so that \( Z^{\otimes m} \) would be sufficient as an observable. The circuits used are presented in Figure 3. Here six qubits were used for the phase embedding case while two qubits were used for the QRAC embedding case. Simulation was performed utilizing the statevector simulator. The hardware experiment for the QRAC embedding case was performed on the 7-qubit ibmq_casablanca device. The circuit used qubits 1 and 2 and 200 iterations of the COBYLA optimizer. Again, 10,000 shots were executed for each experiment so that readout-error mitigation could be applied. In this experiment we again observed close agreements between the predictions based on the theory and the experimental results.

V. CONCLUSION

We summarize the results obtained here and give a few remarks on the implications of our findings. First, we have used Fourier analysis to provide sufficient conditions for a function on the Boolean cube to be expressible via variational linear quantum models or ensembles of variational linear quantum models utilizing the phase and QRAC embeddings. We showed that for any function on the Boolean cube there exists a variational linear quantum model based on the phase embedding that can represent it (Theorem 1) and an ensemble of such models that can represent any degree \( d \) function with \( d \) qubits (Theorem 2). These result narrows down sufficiency conditions for the representability of functions on the Boolean cube. Previously known results were proven for functions in \( L_2([0, 2\pi]^n) \), where representability sufficiency was achieved outside of the linear model framework. This was done by showing that repeating the phase embedding \( r \)-times sequentially (data re-uploading) or in parallel approximates the \( r \)-th cubic partial sum of a function’s Fourier series (Equation 20).

We then showed, via Theorem 3 and Theorem 4 that a single linear quantum model using the QRAC embedding can express low-degree functions on \( \mathbb{B}^n \), if the function satisfies the property that the Fourier coefficient of \( \chi_s \) being nonzero implies that \( s \in K^{\text{QE}}_{0, \pi} \), or in \( \tau(K^{\text{QE}}_{\pi}) \) if we permute the input by \( \pi \in S_n \). Lastly, we demonstrated that ensembles of linear quantum models that use quantum random access codes can represent functions on the Boolean cube with degree \( d \leq \lceil \frac{n}{4} \rceil \) (Theorem 5). The variational linear quantum models presented for learning functions on the Boolean cube can be easily applied to problems involving other discrete domains by converting integer representations to binary. Machine learning problems involving discrete-valued inputs appear frequently in industrial settings. For example, categorical features are known to be essential for machine learning tasks in financial \[89\] and healthcare applications \[90\].

The results presented can be expanded in different directions. Future research can benchmark model ensembles that use the phase or QRAC embeddings. It would be interesting to further study the impact of classical preprocessing on VQML models, which we showed to be beneficial for both embeddings. Potentially, similar expressivity theorems, like those in Section III can be demonstrated for linear quantum
models that operate on discrete domains beyond the Boolean cube. For example, quantum computation is already known to provide significant computational speedups for problems involving finite Abelian groups [91].

Furthermore, subsequent work could also compare the expressivities of classical neural networks to VQML models.
expressed with $2 \log(d)$ hidden layers of width at most $d$. These form a binary tree with each layer repeated, and thus uses $O(d)$ neurons. To express an arbitrary function, the widest hidden layer would be at most the input width times the number of nonzero Fourier coefficients.

This appears to be comparable to VQML case. For a function with an exponentially large set of nonzero Fourier coefficients, the neural network may require exponentially many neurons. In this case, VQML may require a diagonal observable that decomposes into exponentially-many elements of $\text{span}_2(\mathbb{I}, Z)^{O(n)}$ and require an exponentially deep PQC. However, the Fourier space representation of

\begin{figure}[h]
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\includegraphics[width=\textwidth]{IEEEtran_S4100034_Fig3.pdf}
\caption{Circuits used in experiments to fit real-valued functions on $\mathbb{B}^d$: on the top is the phase embedding circuit and on the bottom is the QRAC embedding circuit.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{IEEEtran_S4100034_Fig4.pdf}
\caption{Simulator and experimental results obtained from using (a) the phase embedding with six qubits and (b) the QRAC embedding with two qubits to fit the function $g_6$ with $d_1 = d_2 = -\frac{1}{15}, d_3 = d_4 = \frac{1}{10}$. “Target” represents the exact outputs and Fourier spectrum of $g_6$. Both methods successfully fit the target function with high accuracy.}
\end{figure}
the function may not be the most computationally efficient form, and thus the classical neural network could use fewer resources. Nevertheless, we note that uniquely in quantum, one can have a trivial learner from Fourier sampling that may give quantum advantage \([22]\) providing access to uniform quantum examples (see also Appendix A of \([93]\)). We leave a detailed comparison of these models as the topic of future work.

We performed proof-of-principle numerical experiments and executed the algorithms on IBM quantum processors. These experiments demonstrated that it is possible for a variational linear quantum model using the embeddings presented to learn sufficient parameters to express low-degree functions. In future developments, one could study the ability for such models to generalize to unseen data, i.e. truly learn, and quantify the required number of training samples needed to learn functions, such as low-degree \(k\)-juntas. For simplicity, we set up the program scenarios so that \(D = Z^{\otimes m}\) was sufficient for all learning tasks. However, it would be interesting to experiment with more complicated problems where such a simple observable does not suffice. Potentially, there exist interesting classes of functions that can be expressed with a fixed \(D\) that is a linear combination of only polynomially (in the number of qubits) many Pauli terms. Lastly, there might be cases where we can exploit the structure of the problem to design efficient PQC, particularly for near-term hardware, for learning functions on the Boolean cube.

### APPENDIX A REPEATED PHASE EMBEDDINGS

#### A. PHASE EMBEDDING

In this appendix, we show that incorporating serial repetitions into the phase embedding increases the expressivity of a model that uses it. Consider the embedding

\[
U_{PE}^{(m, r)}(b) := \prod_{j=1}^{r} Z^{(\nu_{w_1}(b))} V_{w_j},
\]

where \(V_{w_1} = H^{\otimes m}\). Then, it follows that

\[
\langle 0_m | (U_{PE}^{(m, r)})^\dagger (b) O U_{PE}^{(m, r)}(b) | 0_m \rangle
\]

\[
= \langle 0_m | (\prod_{j=1}^{r} Z^{(\nu_{w_j}(b))} V_{w_j})^\dagger O \prod_{j=1}^{r} Z^{(\nu_{w_j}(b))} V_{w_j} | 0_m \rangle
\]

\[
= \langle +_m | Z^{(\nu_{w_1}(b))} V_{w_2} Z^{(\nu_{w_2}(b))} \cdots V_{w_r} Z^{(\nu_{w_r}(b))} O Z^{(\nu_{w_1}(b))} V_{w_r} \cdots Z^{(\nu_{w_2}(b))} V_{w_2} Z^{(\nu_{w_1}(b))} | +_m \rangle
\]

\[
= \frac{1}{2^m} \sum_{(y), (k), r (B^m) \times r} (-1)^{\sum_{i=1}^{r} \nu_{w_i}(b)(y)(V_{w_2}^+)(y)_{1:r}}
\]

\[
O_{y_r, k_r} (V_{w_2}^+)(k)_{1:r} (-1)^{\sum_{i=1}^{r} \nu_{w_i}(b)(k)_i}
\]

\[
= \sum_{(y), (k), r (B^m) \times r} W_{(y), (k), r} (-1)^{\sum_{i=1}^{r} \nu_{w_i}(b)(y)(V_{w_2}^+)(y)_{1:r}}
\]

\[(y), (k), r (B^m) \times r \]

where

\[
W_{(y), (k), r} := \frac{1}{2^m} (V_{w_2}^+)(y)_{1:r} O_{y_r, k_r} (V_{w_2}^+)(k)_{1:r}
\]

\[
(y), (k), r (B^m) \times r
\]

Suppose that \(m = \frac{n}{r}\) and that each \(\nu_{w_i}\) partitions the \(n\) inputs bits into \(r\)-tuples of size \(m\). Then it follows that the above reduces to

\[
\sum_{s \in B^n} \mathbb{W}_s (-1)^{b_s} = \sum_{s \in B^n} \mathbb{W}_s \chi_s (b),
\]

where

\[
\mathbb{W}_s := \sum_{(y), (k), r (B^m) \times r} W_{(y), (k), r} (-1)^{\sum_{i=1}^{r} \nu_{w_i}(b)(y)(V_{w_2}^+)(y)_{1:r}} \chi_s (b),
\]

Note that the set

\[
\{(y)_1 \oplus (k)_1 = (y_1 \oplus k_1, y_2 \oplus k_2, \ldots, y_{1m} \oplus k_{1m}, \ldots, y_{j1} \oplus k_{j1}, \ldots, y_{rm} \oplus k_{rm}) \mid (y)_1, (k)_1 \in (B^m) \times r \}
\]

contains all elements of \(B^n\). Thus, it is possible for the Fourier spectrum of this model to have support on any of the Fourier basis elements, which implies an increase in expressivity.

#### B. QRAC EMBEDDING

In this appendix, we present an example that shows that using multiple consecutive QRAC embeddings does enrich the class of functions that a single linear quantum model using this embedding can represent. Let \(R_n(\theta) = e^{-i\frac{\theta}{2} (a_1 X + a_2 Y + n Z)}\), where \(n \in \mathbb{R}^3\) and \(|n| = 1\). We will consider replacing \(U_{3,1}\) with

\[
\tilde{U}_{3,1} = U_{3,1} R_n(\pi) U_{3,1},
\]

where \(n = \frac{1}{\sqrt{3}} (1, 1, 1)\). Then,

\[
f_\theta (b) = \text{Tr} [O_\theta \tilde{U}_{3,1}^\dagger (b) |0\rangle |0\rangle \tilde{U}_{3,1}^\dagger (b)]
\]

\[
= a_1 \text{Tr} [O_\theta] + (a_2 + a_3 (1) b_1 + b_2 + b_3 + a_4 (1) b_1 + b_2)
\]

\[
+ a_5 (1) b_1 + b_3 + a_6 (1) b_1 + a_7 (1) b_2 + b_3) \text{Tr} [O_\theta X]
\]

\[
+ (a_8 + a_9 (1) b_1 + a_{10} (1) b_1 + b_2 + a_{11} (1) b_1 + b_2 + b_3)
\]

\[
+ a_{12} (1) b_2 + b_3 + a_{13} (1) b_2 + a_{14} (1) b_1 + b_3) \text{Tr} [O_\theta Y]
\]

\[
+ (a_{15} + a_{16} (1) b_1 + b_2 + a_{17} (1) b_2 + b_3)
\]

\[
+ a_{18} (1) b_1 + a_{19} (1) b_2) \text{Tr} [O_\theta Z],
\]

where the \(a_i\) are fixed, but we have abstracted them out because our focus is on the number of Fourier basis terms, \((-1)^s b^b\). This model is a linear combination of all Fourier basis elements for functions on \(B^3\). The trainable component
of the model determines the values for \( \text{Tr}(O_{\theta}P) \), where \( P \) is a Pauli operator. For a given Pauli operator this value is shared by more than one Fourier basis element.

For obtaining the expansion above, it is helpful to express the \( R_Z \) and \( R_Y \) rotations involved in \( U_{3,1} \) in terms of \( b_1, b_2, b_3 \) as follows:

\[
R_Z(\phi_Z(b_1, b_2)) = \gamma_+(b_1)(c_+^{(Z)} \mathbb{I} - c_-^{(Z)} i(-1)^{b_2} Z) \\
+ \gamma_-(b_1)(c_-^{(Z)} \mathbb{I} - c_+^{(Z)} i(-1)^{b_2} Z) \tag{68}
\]

\[
R_Y(\phi_Y(b_3)) = \gamma_+(b_3)(c_+^{(Y)} \mathbb{I} - c_-^{(Y)} iY) \\
+ \gamma_-(b_3)(c_-^{(Y)} \mathbb{I} - c_+^{(Y)} iY), \tag{69}
\]

where

\[
c_\pm^{(Z)} = \frac{\sqrt{2} \pm \sqrt{2}}{2} \quad \text{and} \quad c_\pm^{(Y)} = \sqrt{\frac{1}{2} \pm \frac{1}{2\sqrt{3}}} \tag{70}
\]

as well as

\[
\gamma_\pm(b) = \frac{1 \pm (-1)^{b}}{2}. \tag{71}
\]

The functions \( \phi_Z \) and \( \phi_Y \) are defined in Section III-B with

\[
\alpha_1 = \frac{\pi}{4} \quad \text{and} \quad \alpha_2 = 2 \cos^{-1}\left(\sqrt{\frac{1}{2} + \frac{1}{2\sqrt{3}}}\right). \tag{72}
\]

This formulation introduces dependence on terms of the form \((-1)^{a-b}\) when expanding the expectation.

**APPENDIX B USING VARIATIONAL SWAP NETWORKS IN THE PHASE EMBEDDING**

When using the phase embedding, after loading the input bits onto a register with \( X \) gates, we can apply a layer of variational SWAP gates, i.e. \( e^{-ib\frac{\pi}{2} \text{SWAP}} \), with learnable parameters \( \beta \). The layer consists of one variational SWAP between every pair of qubits, i.e. \( (\frac{n}{2})^2 = \frac{n(n-1)}{2} \) gates. This allows for testing multiple combinations of the \( k \) out of \( n \) input bits in superposition. Specifically setting all \( \beta \)'s to \( \frac{\pi}{2} \) produces a uniform superposition containing all possible subsets of \( k \) bits that can be swapped into the first \( k \) bits. One motivation behind adding the SWAP network is due to the following lemma.

**Lemma 1.** Consider the input to the phase embedding, where the bits are loaded onto a computational basis state. Suppose the parameterized observable \( O_{\theta} \) and the layer of Hadamards acts only on the first \( k \) of the \( n \) qubits and thus the output of the model only depends on \( b_1, \ldots, b_k \). For any fixed layout of all-to-all variational SWAP network inserted after loading the input bits, and any subset \( B \) of \( k \) of the input bits, there exists a setting of the variational parameters such that the model depends only on \( B \).

**Proof.** We can find a bijective mapping between the \( k \) relevant bits and the first \( k \) qubits, potentially acting as the identity on some qubits. This map can be expressed as a product of transpositions of the \( n \) input elements that do not act on the same qubit. Thus, any all-to-all variational SWAP network can implement this map by enabling/disabling the relevant SWAPs.

As a proxy for variational SWAPs, one could use the particle-preserving XY gate \( \gamma \). The benefit of a variational SWAP network in practice would require further experimentation. For QRAC, it appears that we would need to encode the \( n \) input bits into an additional quantum register destroying the constant-factor reduction in qubits. Also, the bits-to-angle mapping for QRAC would need to be implemented coherently and the rotation gates controlled on additional ancillas.

**APPENDIX C GENERALIZATION BOUNDS**

While our focus is on expressivity, we can almost trivially apply one of the generalization bounds obtained by [35] to obtain one for the phase embedding and QRAC embedding. The following is the definition of a variational linear quantum model, \( f_\theta \) that was presented in Section II-B.

\[
f_\theta(b) := \text{Tr}(O_{\theta} \rho(b)), \tag{73}
\]

where

\[
O_{\theta} := W^\dagger(\theta) D W(\theta). \tag{74}
\]

The operator \( D \) is an observable that is diagonal in the computational basis, and \( W(\theta) \) is a parameterized-unitary operator. The unitary used to prepare the feature state \( \rho(b) \) can be the phase or QRAC embedding.

**Theorem 6.** Let \( n, m \in \mathbb{N} \), and \( f : \mathbb{R} \times \mathbb{R} \to [0, c] \) be a loss function that is \( \beta \)-Lipschitz in the second coordinate. In addition, consider an arbitrary \( \delta \in (0, 1) \) and arbitrary probability measure \( \mu \) on \( \mathbb{B}^n \times \mathbb{R} \). Furthermore, suppose \( f_\theta \) is variational linear quantum model using either the phase or QRAC embedding, then, with probability \( \geq 1 - \delta \) over the choice of an i.i.d training set \( T \), the model \( f_\theta \) satisfies:

\[
R(f_\theta) \leq \hat{R}_T(f_\theta) + \hat{O}\left(\frac{\beta}{\sqrt{|T|}} \parallel D \parallel_2 + c\sqrt{\log(1/\delta)} \right), \tag{75}
\]

where \( R \) and \( \hat{R}_T \) are the generalization error and training error respectively. Additionally, \( \hat{O} \) suppresses poly-logarithmic factors.

**Proof.** By Equation (25) the phase embedding can be viewed as a Pauli encoding with restricted domain. Thus Corollary 14 result (a) from [35] applies, and in the phase embedding case \( n \)-encoding gates are used for an \( n \)-dimensional input. Since quantum models based on the QRAC embedding can be viewed as PQCs with Pauli encodings on a \( 2n \)-dimensional domain defined by \( \phi_Z \) and \( \phi_Y \) using \( 2n \)-encoding gates, the same bound applies to QRAC-based models. Since \( W \) is unitary, \( \parallel O_{\theta} \parallel_2 = \parallel D \parallel_2 \) and so the bound applies to \( O_{\theta} \) too.
APPENDIX D EXPERIMENTAL DEVICE PARAMETERS

Here we report the experimental device parameters for each of the hardware experiments presented in Section [IV]. The experiments to fit functions on $\mathbb{R}^3$ were carried out on the ibmq_guadalupe device, where qubits 5, 8 and 9 were used for the phase embedding experiment and qubit 8 was used for the QRC embedding experiment. The experiment to fit a function on $\mathbb{R}^6$ was carried out on the ibmq_casablanca device using qubits 1 and 2.

| Parameter                  | 3-bit phase | 3-bit QRC | 6-bit QRC |
|---------------------------|-------------|-----------|-----------|
| T1 (µs)                   | 95          | 130       | 104       |
| T2 (µs)                   | 87          | 98        | 99        |
| single-qubit error        | 0.000283    | 0.000275  | 0.000501  |
| two-qubit error           | 0.00673     | 0.00727   | 0.0101    |
| readout error             | 0.017       | 0.0207    | 0.0193    |

ACKNOWLEDGEMENTS

D.H. would like to thank Yue Sun, Arthur Rattew, Shouvanik Chakrabarti, and Ruslan Shaydulin for insightful discussions. In addition, we would like to thank Pierre Minssen and Shaohan Hu for their feedback on this manuscript.

DISCLAIMER

This paper was prepared with synthetic data and for informational purposes with contributions from the Global Technology Applied Research center of JPMorgan Chase & Co. This paper is not a product of the Research Department of JPMorgan Chase & Co. or its affiliates. Neither JPMorgan Chase & Co. nor any of its affiliates makes any explicit or implied representation or warranty and none of them accept any liability in connection with this paper, including, without limitation, with respect to the completeness, accuracy, or reliability of the information contained herein and the potential legal, compliance, tax, or accounting effects thereof. This document is not intended as investment research or investment advice, or as a recommendation, offer, or solicitation for the purchase or sale of any security, financial instrument, financial product or service, or to be used in any way for evaluating the merits of participating in any transaction.

REFERENCES

[1] Maria Schuld and Francesco Petruccione. Supervised learning with quantum computers, volume 17. Springer, 2018.
[2] M. Cerezo, Andrew Arrasmith, Ryan Babbush, Simon C. Benjamin, Suguru Endo, Keisuke Fujii, Jarrod R. McClean, Koisuke Mitarai, Xiao Yuan, Lukasz Cincio, and Patrick J. Coles. Variational quantum algorithms. Nature Reviews Physics, 3(9):625–644, Aug 2021.
[3] Alberto Peruzzo, Jarrod McClean, Peter Shadbolt, Man-Hong Yung, Xiao-Qi Zhou, Peter J Love, Alán Aspuru-Guzik, and Jeremy L O’Brien. A variational eigenvalue solver on a photonic quantum processor. Nature communications, 5(1):1–7, 2014.
[4] Abhinav Kandala, Antonio Mezzacapo, Kristan Temme, Maika Takita, Markus Brink, Jerry M Chow, and Jay M Gambleta. Hardware-efficient variational quantum eigensolver for small molecules and quantum magnets. Nature, 549(7671):242–246, 2017.
[5] Arthur G Rattew, Shaohan Hu, Marco Pistoia, Richard Chen, and Steve Wood. A domain-agnostic, noise-resistant, hardware-efficient evolution-ary variational quantum eigensolver. arXiv preprint arXiv:1910.06994, 2019.
[6] Edward Farhi, Jeffrey Goldstone, and Sam Gutmann. A quantum approximate optimization algorithm. arXiv preprint arXiv:1411.4028, 2014.
[7] Stuart Hadfield, Zhihui Wang, Bryan O’Gorman, Eleanor Rieffel, Davide Venturelli, and Rupak Biswas. From the quantum approximate optimization algorithm to a quantum alternating operator ansatz. Algorithms, 12(2):34, feb 2019.
[8] Carlos Bravo-Prieto, Ryan LaRose, M. Cerezo, Yigit Subasi, Lukasz Cincio, and Patrick J. Coles. Variational quantum linear solver. arXiv preprint arXiv:1909.05820, 2019.
[9] Hsin-Yuan Huang, Kishor Bharti, and Patrick Rebentrost. Near-term quantum algorithms for linear systems of equations with regression loss functions. New Journal of Physics, 23(11):113021, nov 2021.
[10] Sam McArdle, Tyson Jones, Suguru Endo, Ying Li, Simon C. Benjamin, and Xiao Yuan. Variational ansatz-based quantum simulation of imaginary time evolution. npj Quantum Information, 5(1), sep 2019.
[11] Xiao Yuan, Suguru Endo, Qi Zhao, Ying Li, and Simon C. Benjamin. Theory of variational quantum simulation. Quantum, 3:191, oct 2019.
[12] Maria Schuld, Ville Bergholm, Christian Gogolin, Josh Izaac, and Nathan Killoran. Evaluating analytic gradients on quantum hardware. Physical Review A, 99(3):032331, 2019.
[13] James Stokes, Josh Izaac, Nathan Killoran, and Giuseppe Carleo. Quantum natural gradient. Quantum, 4:269, 2020.
[14] Balint Koczor and Simon C Benjamin. Quantum analytic descent. arXiv preprint arXiv:2008.13774, 2020.
[15] Mateusz Ostaszewski, Edward Grant, and Marcello Benedetti. Structure optimization for parameterized quantum circuits. Quantum, 5:391, Jan 2021.
[16] Hiroshi C. Watanabe, Rudy Raymond, Yo-Ya Ohnishi, Eriko Kamiishi, and Michihiko Sugawara. Optimizing parameterized quantum circuits with free-axis selection. In 2021 IEEE International Conference on Quantum Computing and Engineering (QCE), pages 100–111, 2021.
[17] Edward Farhi and Hartmut Neven. Classification with quantum neural networks on near term processors. arXiv preprint arXiv:1802.06002, 2018.
[18] K. Mitarai, M. Negoro, M. Kitagawa, and K. Fujii. Quantum circuit learning. Physical Review A, 98(3), Sep 2018.
[19] Vojtěch Havlíček, Antonio D. Córcoles, Kristan Temme, Aram W Harrow, Abhinav Kandala, Jerry M. Chow, and Jay M. Gambetta. Supervised learning with quantum-enhanced feature spaces. Nature, 567(7747):209–212, Mar 2019.
[20] Maria Schuld and Nathan Killoran. Quantum machine learning in feature hilbert spaces. Physical Review Letters, 122(4), Feb 2019.
[21] Marcello Benedetti, Erika Lloyd, Stefan Sack, and Mattia Fiorentini. Parameterized quantum circuits as machine learning models. Quantum Science and Technology, 4(4):043001, 2019.
[22] Iris Cong, Soongwon Choi, and Mikkel D. Lukin. Quantum convolutional neural networks. Nature Physics, 15(12):1273–1278, aug 2019.
[23] Arthur Pesah, M. Cerezo, Samson Wang, Tyler Volkoff, Andrew T. Sornborger, and Patrick J. Coles. Absence of barren plateaus in quantum convolutional neural networks. Physical Review X, 11(4), Oct 2021.
[24] Marco Pistoia, Syed Farhan Ahmad, Akshay Ajagekar, Alexander Buts, Shouvanik Chakrabarti, Dylan Herman, Shaohan Hu, Andrew Jena, Pierre Minssen, Pradeep Niroula, Arthur Rattew, Yue Sun, and Romina Yalovetzky. Quantum Machine Learning for Finance. IEEE/ACM International Conference On Computer Aided Design (ICCAD), November 2021. ICCAD Special Session Paper.
[25] Dylan Herman, Cody Googin, Xiaoyuan Liu, Alexey Galda, Ilya Safro, Yue Sun, Marco Pistoia, and Yuri Alexeev. A survey of quantum computing for finance. arXiv preprint 2201.02773, 2022.
[26] Daniel J. Egger, Claudio Gambella, Jakub Marecek, Scott McFadden, Martin Mevissen, Rudy Raymond, Andrea Simonetto, Stefan Woerner, and Elena Yndurain. Quantum computing for finance: State-of-the-art and future prospects. IEEE Transactions on Quantum Engineering, 1:1–24, 2021.
[27] Martin Larocca, Nathan Ju, Diego García-Martín, Patrick J. Coles, and M. Cerezo. Theory of overparameterization in quantum neural networks. arXiv preprint arXiv:2109.11676, 2021.
[28] Tobias Haug, Kishor Bharti, and M.S. Kim. Capacity and quantum geometry of parameterized quantum circuits. PRX Quantum, 2(4), Oct 2021.
[29] Yuxuan Du, Zhuozhuo Tu, Xiao Yuan, and Dacheng Tao. Efficient measure for the expressivity of variational quantum algorithms. Physical Review Letters, 128(8), feb 2022.
[30] Amira Abbas, David Sutter, Christa Zoufal, Aurelien Lucchi, Alessio Figalli, and Stefan Woerner. The power of quantum neural networks. Nature Computational Science, 1(6):403–409, Jun 2021.

[31] Matthias Caro and Ishan Datta. Pseudo-dimension of quantum circuits. Quantum Machine Intelligence, 2, 12 2020.

[32] Kaifeng Bu, Dax Enshan Koh, Lu Li, Qingxian Luo, and Yaobo Zhang. Statistical complexity of quantum circuits. Physical Review A, 105(6), Jun 2022.

[33] Chih-Chieh Chen, Masaya Watabe, Kobai Shibai, Masaru Sobage, Katuyoshi Sakamoto, and Tomah Sobage. On the expressibility and over-fitting of quantum circuit learning. ACM Transactions on Quantum Computing, 2(2), jul 2021.

[34] Claudiu Popsoca. Learning bounds for quantum circuits in the agnostic setting. Quantum Information Processing, 20, 09 2021.

[35] Matthias C. Caro, Elies Gil-Fuster, Johannes Jakob Meyer, Jens Eisert, and Ryan Weode. Encoding-dependent generalization bounds for parameterized quantum circuits. Quantum, 5:582, November 2021.

[36] Leonardo Banchi, Jason Pereira, and Stefano Pirandola. Generalization in quantum machine learning: A quantum information standpoint. PRX Quantum, 2(4), nov 2021.

[37] Matthias C. Caro, Hsin-Yuan Huang, Marco Cerezo, Kunal Sharma, Andrew Sornborger, Lukasz Cincio, and Patrick J. Coles. Generalization in quantum machine learning from few training data. Nature Communications, 13(1):1949, 2022.

[38] Haoyuan Cai, Qi Ye, and Dong-Ling Deng. Sample complexity of learning parameterized quantum circuits. Quantum Science and Technology, 7(2):025014, 2022.

[39] Jarrod R McClean, Sergey Boixo, Vadim N Smelyanskiy, Ryan Babbush, and Hartmut Neven. Barren plateaus in quantum neural network training landscapes. Nature communications, 9(1):1–6, 2018.

[40] Kaining Zhang, Min-Hsiu Hsieh, Liu Liu, and Dacheng Tao. Toward trainability of quantum neural networks. arXiv preprint arXiv:2011.06258, 2020.

[41] Taylor L. Patti, Khadijeh Najafi, Xun Gao, and Susanne F. Yelin. Entanglement devised barren plateau mitigation. Physical Review Research, 3(3), Jul 2021.

[42] Napat Thumwanit, Chayaphol Lortaraprasert, Hiroshi Yano, and Rudy Raymond. Trainable discrete feature embeddings for variational quantum classifier. arXiv preprint arXiv:2106.09415, 2021.

[43] Hiroshi Yano, Yudai Suzuki, Rudy Raymond, and Naoki Yamamoto. Efficient discrete feature embeddings for variational quantum classifier. In 2020 IEEE International Conference on Quantum Computing and Engineering (QCE), pages 11–21. IEEE, 2020.

[44] Maria Schuld. Ryan Weode, and Johannes Jakob Meyer. Efect of data encoding on the expressive power of variational quantum-machine-learning models. Physical Review A, 103(3), Mar 2021.

[45] Francisco Javier Gil Vidal and Dirk Oliver Theis. Input redundancy for parameterized quantum circuits. Frontiers in Physics, 8:297, 2020.

[46] Adrián Pérez-Salinas, Alba Cervera-Lierta, Elies Gil-Fuster, and José I. Latore. Data re-uploading for a universal quantum classifier. Quantum, 4:226, Feb 2020.

[47] Ferenc Weisz. Summability of multi-dimensional trigonometric fourier series. arXiv preprint arXiv:1206.1789, 2012.

[48] Takahiro Goto, Quoc Hoan Tran, and Kohki Nakajima. Universal approximate quantum classifiers. Quantum, 5:578, November 2021.

[49] Amit Daniely and Eran Malach. Learning parities with neural networks. Advances in Neural Information Processing Systems, 33:20356–20365, 2020.

[50] Greg Yang and Hadi Salman. A fine-grained spectral perspective on neural networks. arXiv preprint arXiv:1907.10599, 2019.

[51] Maya Gupta, Andrew Cotter, Jan Pfeifer, Konstantin Voevodski, Kevin Canini, Alexander Mangylov, Wojciech Moczydlowski, and Alexander Van Esbroeck. Monotonic calibrated interpolated look-up tables. J. Mach. Learn. Res., 17(1):3790–3836, jan 2016.

[52] Hierarchical Lattice Layer for Partially Monotone Neural Networks, 2022.

[53] R. D. Wolf. A brief introduction to fourier analysis on the boolean cube. Theory Comput., 1(1):1–39, 2008.

[54] Casper Gylur, Dyon van Vreumingen, and Venedan Dunjko. Structural risk minimization for quantum linear classifiers. arXiv preprint arXiv:2105.05566, 2021.

[55] Jerome Friedman, Trevor Hastie, Robert Tibshirani, et al. The elements of statistical learning. Springer series in statistics New York, 2001.

[56] Maria Schuld. Supervised quantum machine learning models are kernel methods. arXiv preprint arXiv:2101.11020, 2021.

[57] Thomas Hofmann, Bernhard Schölkopf, and Alexander J Smola. Kernel methods in machine learning. The annals of statistics, 36(3):1171–1220, 2008.

[58] Yunhao Liu, Srivinvasan Arunachalam, and Kristan Temme. A rigorous and robust quantum speed-up in supervised machine learning. Nature Physics, 17(9):1013–1017, Jul 2021.

[59] Hsin-Yuan Huang, Michael Broughton, Masoud Mohseni, Ryan Babbush, Sergio Boixo, Hartmut Neven, and Jarrod R. McClean. Power of data in quantum machine learning. Nature Communications, 12(1), May 2021.

[60] Jonas Kübler, Simon Buchholz, and Bernhard Schölkopf. The inductive bias of quantum kernels. Advances in Neural Information Processing Systems, 34:12661–12673, 2021.

[61] Abdulkadir Canatar, Evan Peters, Cengiz Pehlevan, Stefan M. Wild, and Ruslan Shanlyulin. Bandwidth enables generalization in quantum kernel machines. arXiv preprint arXiv:2206.06666, 2022.

[62] Patrick Huembeli and Alexandre Dauphin. Characterizing the loss landscape of variational quantum circuits. Quantum Science and Technology, 6(2):025011, Feb 2021.

[63] Javier Rivera-Dean, Patrick Huembeli, Antonio Acín, and Joseph Bowles. Avoiding local minima in variational quantum algorithms with neural networks. arXiv preprint arXiv:2104.02955, 2021.

[64] Junyu Liu, Francesco Tacchino, Jennifer R. Glick, Liang Jiang, and Antonio Mezzacapo. Representation learning via quantum neural tangent kernels. arXiv preprint arXiv:2111.04225, 2021.

[65] Norihito Shirai, Kenji Kubo, Kosuke Mitarai, and Keisuke Fujii. Quantum tangent kernel. arXiv preprint arXiv:2111.02951, 2021.

[66] Xuchen You, Shouvanik Chakrabarti, and Xiaodi Wu. A convergence theory for over-parameterized variational quantum eigensolvers. arXiv preprint arXiv:2205.12481, 2022.

[67] Sofiene Jerbi, Lukas J Fiderer, Hendrik Poulsen Nautrup, Jonas M Kübler, Xuchen You, Shouvanik Chakrabarti, and Xiaodi Wu. A convergence theory for over-parameterized variational quantum eigensolvers. arXiv preprint arXiv:2205.12481, 2022.

[68] Jerome Friedman, Trevor Hastie, Robert Tibshirani, et al. The elements of statistical learning. Springer series in statistics New York, 2001.

[69] Maria Schuld. Supervised quantum machine learning models are kernel methods. arXiv preprint arXiv:2101.11020, 2021.

[70] Thomas Hofmann, Bernhard Schölkopf, and Alexander J Smola. Kernel methods in machine learning. The annals of statistics, 36(3):1171–1220, 2008.

[71] Jonas Kübler, Simon Buchholz, and Bernhard Schölkopf. The inductive bias of quantum kernels. Advances in Neural Information Processing Systems, 34:12661–12673, 2021.

[72] Abdulkadir Canatar, Evan Peters, Cengiz Pehlevan, Stefan M. Wild, and Ruslan Shanlyulin. Bandwidth enables generalization in quantum kernel machines. arXiv preprint arXiv:2206.06666, 2022.

[73] Patrick Huembeli and Alexandre Dauphin. Characterizing the loss landscape of variational quantum circuits. Quantum Science and Technology, 6(2):025011, Feb 2021.
[82] Antonio Macaluso, Luca Clissa, Stefano Lodi, and Claudio Sartori. Quantum ensemble for classification. arXiv preprint arXiv:2007.01028, 2020.
[83] Lennart Bittel and Martin Kliesch. Training variational quantum algorithms is NP-hard. Physical Review Letters, 127(12), Sep 2021.
[84] Bryce Fuller, Charles Hadfield, Jennifer R. Glick, Takashi Imamichi, Toshinari Itoko, Richard J. Thompson, Yang Jiao, Marna M. Kagele, Adriana W. Blom-Schieber, Rudy Raymond, and Antonio Mezzacapo. Approximate Solutions of Combinatorial Problems via Quantum Relaxations. arXiv preprint arXiv:2111.03167, 2021.
[85] Andris Ambainis, Debbie Leung, Laura Mancinska, and Maris Ozols. Quantum random access codes with shared randomness. arXiv preprint arXiv:0810.2937, 2008.
[86] Gadi Aleksandrowicz, Thomas Alexander, Panagiotis Barkoutos, Luciano Bello, Yael Ben-Haim, David Bucher, Francisco Jose Cabrera-Hernández, Jorge Carballo-Franquis, Adrian Chen, Chun-Fu Chen, et al. Qiskit: An open-source framework for quantum computing. 10.5281/zenodo.2582111, 2019.
[87] Michael JD Powell. A direct search optimization method that models the objective and constraint functions by linear interpolation. In Advances in optimization and numerical analysis, pages 51–67. Springer, 1994.
[88] Lorenza Viola and Seth Lloyd. Dynamical suppression of decoherence in two-state quantum systems. Physical Review A, 58(4):2733, 1998.
[89] Jing Duan. Financial system modeling using deep neural networks (dnn) for effective risk assessment and prediction. Journal of the Franklin Institute, 356(8):4716–4731, 2019.
[90] John T. Hancock and Taghi M. Khoshgoftaar. Survey on categorical data for neural networks. Journal of Big Data, 7(1):28, Apr 2020.
[91] Andrew M. Childs and Wim van Dam. Quantum algorithms for algebraic problems. Reviews of Modern Physics, 82(1):1–52, Jan 2010.
[92] Nader H. Bshouty and Jeffrey C. Jackson. Learning DNF over the uniform distribution using a quantum example oracle. SIAM Journal on Computing, 28(3):1136–1153, 1998.
[93] S. Arunachalam, A. B. Grilo, T. Gur, I. C. Oliveira, and A. Sundaram. Quantum learning algorithms imply circuit lower bounds. In 2021 IEEE 62nd Annual Symposium on Foundations of Computer Science (FOCS), pages 562–573, Los Alamitos, CA, USA, Feb 2022. IEEE Computer Society.

***