Identification of an accident prediction model for red light camera analysis

Abstract

The purpose of this article was to develop an accident prediction model for motor vehicle crashes occurring within Miami-Dade County, Florida during 2008-2011. Motor vehicle crash data were extracted from the Florida Department of Motor Vehicle and Highway Safety dataset for 40 intersections within Miami-Dade County, Florida for development of an accident prediction model. Each intersection was matched at least one of 20 red light camera (RLC) sites using selected geometric variables. In addition, each intersection examined was at least 2 miles away from any RLC site. The dependent variable examined was the number of injury crashes occurring at each intersection between 2008 and 2011. Poisson, negative binomial, and gamma model distributions were compared using the Pearson’s chi square ($\chi^2$), scaled deviance ($G^2$), and Akaike Information Criterion (AIC) goodness of fit tests. Our analysis indicated that the negative binomial distribution was the best fit among the three models. Inspection of the observed data also suggested that the outcome variable’s distribution was over dispersed. This study provided guidance on the use of goodness of fit tests (GOF) statistics for Poisson, negative binomial, and gamma models which will allow other researchers to evaluate different models.
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Introduction

During 2012, approximately 48% of U.S. crashes occurred at an intersection or were intersection-related, of which over half (53%) were signalized. This indicates an excessive proportion of crashes transpire at signalized intersections considering they constitute only 10% all intersections within the U.S. In addition, crashes at signalized intersections result in considerable numbers of injuries and fatalities. According to the National Highway Traffic Safety Administration (NHTSA), 4,460 fatal crashes and 840,000 injury crashes occurred at a signalized intersection during 2012. Despite national prevention efforts targeting this public health problem, the proportion of fatal crashes occurring at intersections with traffic signals increased 35% between 2000 and 2012. Numerous signalized intersection crashes can be attributed to red light running which accounts for 22% of urban collisions and over one-fourth of all injury collisions. The U.S. Department of Transportation, approximately 56% of Americans acknowledge running a red light.

The Insurance Institute for Highway Safety (IIHS) estimated 683 persons were killed as the result of a red light running crash and another 133,000 persons were injured during 2012. The IIHS also states that half of those killed in red-light running crashes are not signal violators, but the drivers and pedestrians who were struck. The costs associated with red light running crashes are also significant. An examination of the safety impact of red light running crashes at intersections in the state of Texas found these crash types have a societal cost of $2 billion annually statewide.

Several interventions have been implemented to decrease the risk of red light running crashes, including police enforcement, educational campaigns, and engineering modifications such as signal timing changes. Red light cameras (RLCs), however, are increasingly being used to discourage red light runners and decrease related crashes. Determining whether RLCs are effective is difficult for several reasons. One issue is the phenomenon known as regression to the mean (RTM). Since cameras are typically installed at sites with the highest number of violations and/or crashes instead of random assignment, subsequent reductions in the event analyzed could simply be due to RTM, that is, data falling in line with the average results found in the area, even with or without any intervention implementation. If not accounted for, results may be biased in estimating the benefit of RLCs.

Models that employ an Empirical Bayes analysis allow researchers to properly develop an SPF using motor vehicle crash data, the best fit model must be determined. Although linear regression models can be thought of as a good starting point, most researchers decline to use this statistical method. Previous crash studies have elucidated the problems with linear regression models including a lack of a distribution to sufficiently explain random, discrete, nonnegative, and sporadic events such as motor vehicle accidents. Due to these problems, subsequent crash studies have adopted other models to develop SPF’s including 1) Poisson regression, which is used to analyze data that are Poisson distributed and 2) negative binomial regression which accounts for over dispersion. Although these two models possess desirable characteristics to explain motor vehicle
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crashes, they are not without limitations. One difficulty is that the two models do not account for under dispersion, where the variance of the data is less than its mean. Although this phenomenon is uncommon in crash analysis, it has been observed by various authors.\textsuperscript{13,14} One model that has been proposed to handle under dispersion is the gamma probability count model.\textsuperscript{15} This model can handle both over-dispersion and under-dispersion and reduces itself to a Poisson model when the variance is roughly equal to the mean of the number of crashes. Since several types of models are used to develop an SPF, goodness of fit testing can be employed to select the most appropriate distribution. The purpose of this paper was to determine the best fit regression model for the development of an SPF using historical motor vehicle crash data at 40 comparison sites without RLCs.

Materials and methods

The Poisson regression model is usually thought of as the starting point in developing an SPF since crash data are routinely Poisson distributed.\textsuperscript{13} Poisson regression models are suited for motor vehicle crash analysis for several reasons, including analyzing events that occur randomly and independently over time\textsuperscript{16} along with handling smaller sample sizes than linear regression.\textsuperscript{17} In a poisson regression model, the probability of intersection i having \( y_i \) crashes per period is given by

\[ P(y_i) = \frac{\exp(-\lambda_i) \lambda_i^{y_i}}{y_i!} \quad i = 0, 1, 2, \ldots \]

where;

\( P(y_i) \) = probability of roadway i having \( y_i \) crashes/period,

\( y_i \) = number of crashes for roadway i/period, and

\( \lambda_i \) = expected number of crashes per period, \( E(y_i) \), also known as the Poisson parameter for roadway i.

The relationship between independent variables and expected number of crashes per period is a log-linear model of the following form:

\[ \ln(\lambda_i) = \beta X_i \quad \text{or} \quad \lambda_i = \exp(\beta X_i) \]

where;

\( \ln \) = natural logarithm

\( \beta \) = vector of regression parameters

\( X_i \) = a vector of explanatory variables

The model coefficients are estimated through maximum likelihood methods. The likelihood function for the Poisson regression model is given as:

\[ L(\beta) = \prod_{i=1}^{n} \left[ \frac{\exp(-\beta X_i) \exp(\beta X_i)^{y_i}}{y_i!} \right] \quad i = 0, 1, 2, \ldots \]

Poisson regression models assume equality of the mean and variance, which on occasion, is not found in crash data. Studies have shown that accident data can be over dispersed, that is, the variance exceeds the mean.\textsuperscript{18} When over dispersion exists, it tends to underestimate the magnitude of the model coefficients.\textsuperscript{13} To account for over dispersion, a negative binomial distribution is used as an alternative to the Poisson model. The negative binomial distribution introduces an over dispersion parameter which corrects for the variance and mean difference. As the over dispersion parameter approaches zero, the negative binomial distribution converges into a Poisson distribution. The probability function for the negative binomial regression model is given below:

\[ P(y_i) = \frac{\Gamma\left[\frac{1}{\alpha} + y_i\right]}{\Gamma\left[\frac{1}{\alpha}\right] \Gamma\left[1 + \frac{y_i}{\alpha}\right]} \left(\frac{\lambda_i}{\frac{1}{\alpha} + \lambda_i}\right)^{\frac{1}{\alpha}} \quad i = 0, 1, 2, \ldots \]

where;

\( \Gamma(.) \) = gamma function

\( y_i \) = number of crashes per period for intersection i and,

\( \alpha \) = overdispersion parameter

Considering \( n \) number of crashes, the likelihood function is given by:

\[ L(\lambda_i) = \prod_{i=1}^{n} \left[ \frac{\Gamma\left[\frac{1}{\alpha} + y_i\right]}{\Gamma\left[\frac{1}{\alpha}\right] \Gamma\left[1 + \frac{y_i}{\alpha}\right]} \left(\frac{\lambda_i}{\frac{1}{\alpha} + \lambda_i}\right)^{\frac{1}{\alpha}} \right] \quad i = 0, 1, 2, \ldots \]

The primary advantage of the negative binomial distribution over the poission distribution is that the overdispersion parameter provides increased flexibility into the modeling of the variance function, allowing the variance to differ from the mean. Thus, the negative binomial model can be an appropriate model to address these challenges. A limitation, however, of both Poisson and negative binomial models is its inability to handle under dispersion,\textsuperscript{19} that is, when the mean exceeds the variance. As a result, gamma models have been proposed to handle under dispersed crash data.\textsuperscript{13,18} The gamma probability model can be given as:

\[ \Pr[y_i=j] = \text{Gam}(\alpha j, \lambda_i) - \text{Gam}(\alpha j + \alpha, \lambda_i) \quad i = 0, 1, 2, \ldots \]

where;

\( \lambda_i = \exp(\beta^T X_i) \)

\( \text{Gam}(\alpha j, \lambda_i) = 1, \text{if} \, j = 0, \text{or} \frac{1}{\Gamma(\alpha j)} \int_0^{\lambda_i} u^{\alpha j-1} e^{-u} \, du, \text{if} \, j > 0, \, j = 0, 1, \ldots \)

The dispersion parameter is \( \alpha \), as in the negative binomial model. The value of \( \alpha \) determines whether there is overdispersion, under dispersion, or equi dispersion. If \( \alpha = 1 \), there is evidence of under dispersion. In contrast, if \( \alpha < 1 \), there is overdispersion, and lastly, equi dispersion if \( \alpha = 1 \), which reduces itself to a Poisson model. The conditional mean function and cumulative distribution function for the gamma probability model can be found in Oh et al.,\textsuperscript{13}

Data description

Forty intersections within Miami-Dade County, Florida were selected for development of the SPF. Each intersection selected had been previously matched to at least one of 20 intersections with RLC’s with respect to selected geometric and daily traffic variables. These variables included the intersection’s annual average daily traffic (AADT) across all approaches and the total number of lanes and average speed limits for the intersection’s major and minor roads. In addition, each selected intersection was at least 2 miles away from any
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RLC site. Crash records for the selected intersections were extracted from the Florida Department of Motor Vehicle and Highway Safety dataset. Crashes were selected using several criteria:

1) The crash occurred between 2008 and 2011.
2) The crash occurred within 150 feet of the intersection
3) The crash resulted in at least one injury or fatality
4) The accident did not result in solely pedestrian or bicyclist injuries/fatalities.

The dependent variable was the number of injury crashes.

Goodness of fit testing (GOF) was used to determine the best fit model. GOF uses the properties of a hypothesized distribution to determine whether observed data can be generated from a given distribution.\(^\text{[21,22]}\) Widely used GOF test statistics include the Pearson’s chi square \( (\chi^2) \) and scaled deviance \((G^2)\).

As described in Ye et al.,\(^\text{[23]}\) the Pearson’s chi square value is calculated as:

\[
\chi^2 = \sum_{i=1}^{n} \left[y_i - u_i/\sigma_i\right]^2
\]

where,

- \(y_i\) is the observed data,
- \(u_i\) is the true mean from the model,
- \(\sigma_i\) is the error and is usually represented by the standard deviation of \(y_i\).

The scaled deviance value is computed as twice the difference between the log likelihoods under the alternative and null model. A third test, Akaike Information Criterion (AIC) is also commonly used to measure model GOF. The model is defined as:

\[
\text{AIC} = [-2\log(\text{likelihood}) + 2p],
\]

Whereas likelihood is the probability of the data given a model and \(p\) is the number of parameters in the model. Lower AIC values indicates a better model fit of the data.\(^\text{[22,24]}\) These three tests were used to select the most appropriate SPF model. SAS 9.2 was used to develop the Poisson, negative binomial, and gamma models using the generalized linear model (GENMOD) procedure. The GENMOD procedure for each distribution produced Pearson’s chi square, scaled deviance, log-likelihood, and AIC values, which were subsequently compared to select the best model fit.

Results and discussion

Intersection characteristics: Descriptive characteristics for the 40 comparison sites are displayed in Table 1. Independent variables included the intersection’s log [mean AADT] across all approaches, and mean speed limit & number of lanes for the intersection’s major and minor roads, along with their standard deviation and 95% confidence intervals.

Results of the Poisson regression model are shown in Table 2 below. For the Poisson model, log [mean AADT], mean speed limit (minor road), number of lanes (minor road), were found to be statistically significant at \( \alpha = 0.05 \). In contrast, the negative binomial model indicated, as shown in Table 3, log [Mean AADT] and mean speed limit (minor road) were the only statistically significant variables. The negative binomial model’s over dispersion parameter value was 0.16, 95% CI (0.09, 0.29). Since the confidence interval did not overlap zero, thus indicates that over dispersion was present in the crash data, that is, the variance exceeded the mean.

The gamma model was then estimated to test for under dispersion and as shown in Table 4, the dispersion parameter (\(\alpha\)) was estimated to be 0.23. In addition, the 95% CI did not overlap one indicating, as in the negative binomial model that over dispersion was present. The gamma model’s significant variables included the log [mean AADT] and speed limit (minor road).

All variables for each model were then examined for multicollinearity by removing the least significant variable. For all three models, the least significant variable was number of lanes (major road). After removing the covariate for each model, all non-significant variables remained; indicating multicollinearity likely was not present.

Model goodness of fit: The model GOF for the Poisson, negative binomial, and gamma distributions were measured using the scaled deviance, Pearson Chi-squared Statistic, and AIC tests. The ratios of the scaled deviance and Pearson Chi-Square values to the model’s degrees of freedom (DF) were then calculated to determine GOF with values close to 1 suggesting a good fit. All GOF test results are presented in Table 5. The negative binomial model achieved a Scaled Deviance/DF of 1.22 and a Pearson Chi-Squared/DF ratio of 1.09. In contrast, the Poisson model resulted in a scaled deviance/DF and chi square/DF ratios of 5.17 and 5.06, respectively. The log likelihood ratio for the two models resulted in a chi square value of 76.14 suggesting that the negative binomial distribution was a better fitting model. The gamma distributed model’s scaled deviance/DF and log-likelihood values were similar to that of the negative binomial model, however, the gamma model’s Pearson Chi-Square/DF ratio was only 0.24. In addition, the AIC value for the gamma model was slightly higher in comparison to the negative binomial model. Based on Table 5 results and evidence of over dispersion in Tables 3 & 4, the negative binomial model provided the best fit for developing the SPF.

Discussion: We considered three different regression models using motor vehicle crash data at 40 comparison intersections to develop an SPF for Empirical Bayes analysis. The regression models examined were Poisson, negative binomial, and gamma distributions. We fit each of these models to crash data from 2008–2011 in which the outcome variable was the count of injury crashes. GOF measurements indicated that the negative binomial distribution provided the best fit among the three models examined. Inspection of the observed data also suggested that the outcome variable’s distribution was over dispersed, indicating that the negative binomial model was better suited to handle over dispersed data compared to the Poisson and gamma distributions. Similarly, the gamma model’s parameter estimates indicated that over dispersion, and not under dispersion was present.

The negative binomial distribution is especially useful for count data whose variance exceeds the sample mean. In vehicle crash data, counts frequently depart from the Poisson distribution due to larger frequencies of extreme observations resulting in a greater variance compared to the mean, resulting in over-dispersion,\(^\text{[25]}\) which was evident in our analysis. Although under dispersion can occasionally occur when analyzing motor vehicle crash data, it was not present according to our results.
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A limitation of this analysis was the small number of injury crashes at each site. This was expected since injury crashes are infrequent. Approximately 29% of all crashes in the United States results in at least one injury/fatality. In this study, two or three additional crashes may have influenced the results if few sites (4 – 5 intersections) were examined, however, by selecting a larger number of comparison sites this impact was reduced. Other possibilities to further improve the model fit would be to increase the number of crashes by examining additional intersections or using a longer study period. If using a longer study period however, one must be aware that any changes made to a site (i.e., increased number of lanes, law changes) during the period of analysis may be more likely, rendering the results of that site invalid.

**Conclusion:** The negative binomial model is currently one of the most common type of model employed in vehicle crash analysis. On some occasions, however, the Poisson model can also be a suitable model. Gamma distributed regression models, although relatively new to vehicle crash analysis, is being seen as an alternative to both the Poisson and negative binomial models. Crash frequency data can present several issues in terms of data characteristics, thus new methodological approaches are constantly being introduced. Thus, future studies can be conducted to examine vehicle crash data using novel statistical approaches.

**Table 1 Intersection Characteristics**

| Comparison intersections n=40 | Mean 2008 -2011 | Standard deviation | 95% Confidence interval (C.I.) |
|-------------------------------|----------------|-------------------|------------------------------|
| Mean AADT (1000's) | 65.78 | 21.58 | (58.87, 72.68) |
| Number of Lanes – Major Road | 4.9 | 1.22 | (4.51, 5.29) |
| Number of Lanes – Minor Road | 3.68 | 1.05 | (3.34, 4.01) |
| Speed Limit – Major Road | 40.56 | 1.92 | (39.95, 41.18) |
| Speed Limit – Minor Road | 37.43 | 3.56 | (36.29, 38.58) |

**Table 2 Poisson Regression Parameter Estimates**

| Parameter | Estimate | Standard Error | 95% C.I. | P-value |
|-----------|----------|----------------|----------|---------|
| Intercept | -10.52 | 1.47 | (-13.39, -7.64) | < 0.01 |
| Log Mean AADT | 0.99 | 0.16 | (0.68, 1.29) | < 0.01 |
| Speed Limit – Major Road | 0.01 | 0.02 | (-0.03, 0.05) | 0.59 |
| Speed Limit – Minor Road | 0.06 | 0.01 | (0.03, 0.09) | < 0.01 |
| Street Lanes – Major Road | 0.06 | 0.04 | (-0.02, 0.15) | 0.16 |
| Street Lanes – Minor Road | -0.12 | 0.05 | (-0.23, -0.02) | 0.02 |

**Table 3 Negative Binomial Regression Parameter Estimates**

| Parameter | Estimate | Standard Error | 95% C.I. | P-value |
|-----------|----------|----------------|----------|---------|
| Intercept | -12.12 | 3.39 | (-18.76, -5.49) | < 0.01 |
| Log Mean AADT | 1.02 | 0.34 | (0.35, 1.69) | < 0.01 |
| Speed Limit – Major Road | 0.04 | 0.05 | (-0.05, 0.13) | 0.41 |
| Speed Limit – Minor Road | 0.07 | 0.03 | (0.02, 0.12) | 0.01 |
| Street Lanes – Major Road | 0.06 | 0.09 | (-0.12, 0.23) | 0.54 |
| Street Lanes – Minor Road | -0.15 | 0.11 | (-0.37, 0.06) | 0.16 |
| Dispersion Parameter | 0.16 | 0.05 | (0.09, 0.29) | 0.02 |
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Table 4 Gamma Regression Parameter Estimates

| Parameter                          | Estimate | Standard error | 95% C.I.         | P-value |
|------------------------------------|----------|----------------|------------------|---------|
| Intercept                          | -12.69   | 3.59           | (-19.73, -5.67)  | < 0.01  |
| Log Mean AADT                      | 1.02     | 0.36           | (0.32, 1.72)     | < 0.01  |
| Speed Limit – Major Road           | 0.05     | 0.05           | (-0.05, 0.15)    | 0.32    |
| Speed Limit – Minor Road           | 0.07     | 0.03           | (0.02, 0.13)     | 0.01    |
| Street Lanes – Major Road          | 0.06     | 0.09           | (-0.12, 0.25)    | 0.51    |
| Street Lanes – Minor Road          | -0.16    | 0.11           | (-0.38, 0.06)    | 0.15    |
| Dispersion Parameter               | 0.23     | 0.05           | (0.15, 0.35)     |         |

Table 5 Results of Model Goodness of Fit Tests

| Distributions     | Scaled deviance/DF | Pearson chi-square value/DF | AIC       | Log likelihood |
|-------------------|--------------------|-----------------------------|-----------|----------------|
| Negative Binomial | 1.22               | 1.09                        | 303.92    | -144.96        |
| Poisson           | 5.17               | 5.06                        | 378.03    | -183.03        |
| Gamma             | 1.22               | 0.24                        | 304.53    | -145.27        |

Conclusion

This study provided guidance on the use of GOF statistics for Poisson, negative binomial, and gamma models which will allow other researchers to evaluate different models. Our results suggest the importance of comparing different probability distributions when modeling crash frequency data, particularly when over dispersion and under dispersion may exist.
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