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Abstract

In nuclear reactor system design and safety analysis, the Best Estimate plus Uncertainty (BEPU) methodology requires that computer model output uncertainties must be quantified in order to prove that the investigated design stays within acceptance criteria. “Expert opinion” and “user self-evaluation” have been widely used to specify computer model input uncertainties in previous uncertainty, sensitivity and validation studies. Inverse Uncertainty Quantification (UQ) is the process to inversely quantify input uncertainties based on experimental data in order to more precisely quantify such ad-hoc specifications of the input uncertainty information.

In this paper, we used Bayesian analysis to establish the inverse UQ formulation, with systematic and rigorously derived metamodels constructed by Gaussian Process (GP). Due to incomplete or inaccurate underlying physics, as well as numerical approximation errors, computer models always have discrepancy/bias in representing the realities, which can cause over-fitting if neglected in the inverse UQ process. The model discrepancy term is accounted for in our formulation through the “model updating equation”. We provided a detailed introduction and comparison of the full and modular Bayesian approaches for inverse UQ, as well as pointed out their limitations when extrapolated to the validation/prediction domain. Finally, we proposed an improved modular Bayesian approach that can avoid extrapolating the model discrepancy that is learnt from the inverse UQ domain to the validation/prediction domain.
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1. Introduction

During the last four decades, the importance of computer simulations has increased dramatically in furthering our understanding of the responses of engineered systems in real world. Large computer codes that implement complex mathematical models have been successfully applied in the design and performance assessment of real systems in many areas of scientific research. Computer modeling is especially significant to the nuclear engineering community, as physical experimentations are usually too costly or sometimes impossible.

1.1. Essential components of computer modeling

To bring up the motivation to perform inverse Uncertainty Quantification (UQ), we first briefly establish the definitions of some of the essential components that are used in the credibility evaluation of computer models:

1) Verification: “the process of determining that a model implementation accurately represents the developer’s conceptual description of the model and the solution to the model” ([1], p. 215). In other words, verification aims to identify, quantify, and reduce errors during the mapping from mathematical model to a computer code.
2) **Code Verification**: the process to access the reliability of the software coding, which includes two activities, *numerical algorithm verification* and *software quality engineering* (SQE) [2]. In other words, code verification deals with adequacy of the numerical algorithms and the fidelity of the computer programming to implement these algorithms.

3) **Solution Verification**: also referred to as *calculation verification* [3], or *numerical error estimation* [2], is the process to evaluate the numerical accuracy of the solutions to a computer code. The primary difference between code and solution verification is that there is generally no known exact solution to the system of interest for the latter. Solution verification strongly depends on the quality and completeness of code verification, and both processes should be performed prior to validation, as defined below.

4) **Validation**: “the process of determining the degree to which a model is an accurate representation of the real world from the perspective of the intended uses of the model” ([1], p. 215). In other words, validation aims to determine the degree of accuracy of the considered model in representing real world phenomena. Verification and Validation together are often termed “V&V”.

5) **Forward UQ**: the process of quantifying the uncertainties in Quantity-of-Interest (QoIs) by propagating the uncertainties in input parameters through the computer model [4][5]. QoIs predictions along with uncertainties are necessary for validation.

6) **Sensitivity analysis (SA)**: the study of how uncertainties in the QoIs of can be apportioned to various random input parameters [6]. SA provides a ranking of the input parameters by their significance to QoIs.

7) **Optimization**: the process of maximizing or minimizing an object function by systematically choosing input values from within an allowed set [7][8].

8) **Calibration**: the process of adjusting a set of input parameters implemented in the code so that the agreement of the computer code predictions with corresponding experimental data is maximized [3].

9) **Data Assimilation**: the process to incorporate observations of the actual system into the model state of a numerical model of that system [9]. Data assimilation can be treated as the calibration of dynamic models, which arise in many fields of geosciences such as weather forecasting.

10) **Benchmark**: “A benchmark is a choice of information that is believed to be accurate or true for use in verification, validation or calibration” ([3], p. 1333). For example, benchmarks can be measurements of QoIs from physical experiments or solutions from highly accurate numerical tests.

![Figure 1: Some essential parts of computer modeling (a non-exclusive list)](image-url)

Figure 1 shows the connections between some of these essential components of computer modeling. From Figure 1 it is obvious that the forward UQ process always starts with characterization of the input uncertainties, for example,
the mean values, variances, Probability Density Functions (PDFs), upper and lower limits, etc. Unfortunately, such information is not always readily available to the code users. Such condition is known as the “lack of input uncertainty information” issue. Up to now, in the uncertainty, sensitivity and validation studies of nuclear engineering, “expert opinion” or “user self-assessment” have been predominantly used (see reviews in [10][11]). Such ad-hoc specifications of input uncertainty information have been considered reasonable for a long time. However, these approaches are subjective and lack mathematical rigor, and can lead to inconsistencies.

The “lack of input uncertainty information” issue necessitates the research on inverse UQ. An early appearance of the term “inverse UQ” can be found in [1], in which it was also termed “backward problem”. Other researchers have called it “inverse uncertainty propagation” [12]. According to Oberkampf and Trucano, “The backward problem asks whether we can reduce the output uncertainty by updating the statistical model using comparisons between computations and experiments” ([1], p. 256). In this paper, we will introduce the theory for inverse UQ under the Bayesian framework in an evolving manner, including the Bayesian formulation for inverse UQ, Gaussian Process (GP) metamodeling, full and modular Bayesian approaches, and finally an improved modular Bayesian approach.

1.2. Inverse UQ vs. calibration

Inverse UQ, also referred to as inverse problem or parameter estimation, is the process to quantify the uncertainties of input parameters based on chosen experimental data. Such definition looks very similar with calibration. In this subsection we briefly discuss the relationship between inverse UQ and calibration.

Calibration can be classified as deterministic and statistical calibration [13]. Deterministic calibration merely determines the point estimates of best-fit input parameters such that the discrepancies between code output and experimental data can be minimized. However, statistical calibration, sometimes referred to as Bayesian calibration [14], probabilistic inversion [15] or Calibration under Uncertainty (CUU) [3], produces statistical descriptions like distributions. In this sense, inverse UQ is same with Bayesian calibration and indeed they do share the same techniques. For example, both of them employ the Bayesian inference theory [16] and explore the posterior PDF with Markov Chain Monte Carlo (MCMC) sampling [17]. They both favor surrogate models when the computational models are expensive. So what makes inverse UQ in the current study different from Bayesian calibration?

![Figure 2: A simple case when calibration will not improve the agreement between simulation and measurement.](image)

Inverse UQ only has very subtle differences with Bayesian calibration, (1): inverse UQ includes some techniques that implements the Expectation-Maximization (E-M) algorithm [18] rather than sampling of the posterior PDF, even though the former is not as widely applicable as the latter; (2): they are usually performed with different motivations. Bayesian calibration aims at reducing the difference between simulation and observation, while inverse UQ emphasizes quantifying the input uncertainties. When the model outputs already agree very well with experimental data, we may conclude that no calibration is needed. However, the inverse UQ is still useful because the underlying uncertainties in model input parameters have to be quantified. Figure 2 illustrates such a case, when the differences between simulation and measurement approximately follow Gaussian noise with a very small variance. In that case, calibration is unlikely to improve the agreement between simulation and observation. In essence, in cases where there is no need to do Bayesian calibration, inverse UQ may still be useful.
The advantage of inverse UQ (or Bayesian calibration) over deterministic calibration and “parameter tuning” is apparent: (1): firstly, information on QoIs from experiments is never sufficiently accurate to allow inference of the “true” or “exact” values of the input parameters. Instead, we can only hope to reduce our ignorance of the parameters by achieving less uncertainties in them (the so-called uncertainty reduction); (2): furthermore, it is difficult for deterministic calibration to quantify correlations among the estimates; (3): thirdly, it is highly possible that various combinations of input parameters will yield simulations that have similar agreement with the measurement data. Deterministic calibration, which relies on optimization techniques to select best-fit values, may end up with getting only one of a set of equally well-fitting values. This is especially true for over-parameterized models given limited observations [15]; (4): finally, the observed data usually contains certain degree of uncertainty, which should be considered during the inference process of calibration parameters.

Inverse UQ problems have received increasing attention in the modeling & simulation community, primarily in the context of source inversion and calibration of model input parameters. Some representative examples are identification of source term and deposition velocity in nuclear radiation release [14], source inversion in transient diffusion [19][20], source inversion in heat conduction and permeability estimation in flow through porous media [21], recovery of the location and intensity of a radiation source in the urban area [22]. Other applications can be found for simply supported beam [23], charged particle accelerator and spot welding experiment [24], shock physics, materials science, cosmology, and particle physics [25], thermally decomposing foam [26], process-based forest models [15] and climate model with terrestrial carbon cycle [27], etc.

1.3. Motivation for forward/inverse UQ in nuclear engineering

Historically in nuclear system design and safety assessment, computer codes used extreme or unfavorable values of input parameters to produce conservative predictions of the responses. Such an approach quantified reactor designs with a considerable margin to assure its safety and avoid under-prediction of safety-related outputs (e.g. peak cladding temperature (PCT)). It did so by modeling the physical phenomena at the worst-case scenario. Consequently, the conservative approach typically lead to considerable inaccuracy in simulation and ultimately damaged the economic performance of nuclear energy.

In the 1980s, best estimate safety analysis strategy started to be embedded in the Code Scaling Applicability and Uncertainty (CSAU), and Phenomena Identification and Ranking Table (PIRT) methodologies, which were accepted by the U.S. Nuclear Regulatory Commission (USNRC). This strategy is commonly referred to as the Best Estimate plus Uncertainty (BEPU) methodology [28]. The goal of BEPU methodologies aims to capture the physical phenomena as realistically as possible by implementing a wide range of modeling options and accurate calculation methods to capture physical phenomena at a greater fidelity. According to the BEPU methodology, uncertainties must be quantified in order to prove that the investigated design stays within acceptance criteria.

Validation, forward and inverse UQ play a more significant role in nuclear engineering compared to other fields to reduce conservatism while dealing with high-consequence systems. The design decision-making process, development of public policy and preparation of safety procedures all rely on reliable computer codes that have undergone extensive V&V process and proven to be of high credibility. We will provide a detailed review of representative applications of calibration and inverse UQ in nuclear engineering in a companion paper [29]. Given the limited work on inverse UQ among the nuclear community, we devote this paper and the companion paper to this topic, hoping to draw more attention into this area and raise the interest on these topics to a higher level in our community.

1.4. Objective and outline

This paper and the companion paper [29] describe the process of performing inverse UQ using the modular Bayesian approach. We aim to provide sufficient details so that the readers can readily implement the methodology without consulting other materials. However, pointers to the related literature will also be included. This paper will focus on introducing the theory for inverse UQ using the modular Bayesian approach. Topics concerning the Bayesian formulation of inverse UQ, metamodel construction and validation using GP, full, modular and an improved modular Bayesian approach will be covered. The companion paper [29] will demonstrate the application of the improved modular Bayesian approach outlined in this paper to nuclear reactor system thermal-hydraulics code TRACE. In that paper topics including test source allocation (TSA) and mathematical description of model discrepancy term will also be covered. Note that within the scope of this paper and its companion paper, we will assume that verification has been carried out on the computer codes to produce converged solutions throughout the domain of application.
This paper is organized in the following way. Section 2 establishes the Bayesian formulation for inverse UQ. In Section 3, the theory for GP modeling will be presented. Section 4 discusses full and modular Bayesian approach, as well as their comparison and limitations. Finally, a lightweight and easy-to-use version of the modular Bayesian approach will be introduced in Section 5. Section 6 concludes this paper.

2. Formulation of Inverse UQ Problem

In this section, the formulation of the inverse UQ problem for a general computer model is provided. We start with a classification of inputs parameters. Then the “model updating equation” is introduced that incorporates the model discrepancy term. Finally, the Bayesian solution for inverse UQ is presented.

2.1. Classification of input parameters

Consider a general computer model $\mathbf{y}^M = \mathbf{y}^M(\mathbf{x}, \theta)$ where $\mathbf{y}^M$ is the model output (also called response or QoI) which can be either a scalar or vector that corresponds to multi-dimensional outputs. The vector $\mathbf{x} = [x_1, x_2, ..., x_r]^T$ is the vector of design variables (also called system inputs, control variables, or observable variables), and $\theta = [\theta_1, \theta_2, ..., \theta_d]^T$ is the vector of calibration parameters (sometimes called ancillary variables). Examples of design variables are initial conditions (ICs) and boundary conditions (BCs). For instance, in our application to TRACE [29], the design variables are pressure, mass flow rate, power and inlet temperature. Calibration parameters are specified as inputs to the computer model but are unknown or not measurable when conducting the physical experiments. In this work we use a broad definition of calibration parameters similar to [27], which includes:

1) Physical constants, such as physical model parameters like material properties and heat transfer coefficients (HTC);
2) Tuning parameters, which are needed to make the model perform well, like multiplicative or additive factors. Tuning parameters are usually notional and of little or no physically interpretable meaning.
3) Context-specific constants, such as switch between different scenarios. For example, switch between various flow regimes in nuclear reactor system thermal-hydraulics analysis.

![Classification of input parameters](image)

Figure 3: Classification of input parameters for a general computer model.

Figure 3 shows the classification of input parameters for a general computer model. We would like to point out a few distinctions between $\mathbf{x}$ and $\theta$ as it is important to avoid the confusion before inverse UQ:

1) Design variables are usually required by both computer simulation and physical experimentation, while calibration parameters are only needed by the former.
2) Design variables usually have clear and unambiguous physical meaning, while calibration parameters may have a physical meaning in nature or be purely numerical.
3) Design variables are used to describe the conditions or scenarios under which the experiments have been performed, while the calibration parameters have inherent values that remain unchanged under different scenarios or experimental conditions [13].
4) Design variables are usually assumed to be known or at least observable during experimentation. These variables may also be subject to uncertainties due to known “variability” that may be reported along with the
benchmark. Calibration parameters, however, have unknown uncertainties that are usually characterized by prior or posterior distributions representing epistemic uncertainty rather than variability.

5) The distinction between $x$ and $\theta$ is not important for many purposes like forward UQ and sensitivity analysis. But in inverse UQ, calibration parameters are the quantities that are estimated.

It has to be noted that there are some different classifications on model inputs in previous work on calibration, validation or model updating. In the work of Campbell [13], “inputs” and “parameters” were used to represent design variables and calibration parameters respectively. However, this can easily cause confusion for the readers. Therefore, we assume no difference between “input”, “variable” and “parameter” and use “design” and “calibration” in front of these terms to explicitly refer to $x$ and $\theta$. In the work of Kennedy and O’Hagan [14], design variables were also called “variable inputs”. Finally, some researchers [30] treated tuning and calibration as separate processes. In this work, like many other previous research [24][31][32][33], we make no such distinction between tuning and calibration parameters and present an approach that results in post-calibration distributions for both types.

2.2. Model updating equation

We use “experiment”, “observation” and “measurement” interchangeably in this work, assuming no difference between them and also use the terms “physical” or “field” in front of them in order to be consistent with the open literature. The connections between computer model simulation, reality and experiments are illustrated in Figure 4. Given an experimental condition characterized by design variables $x$, to learn about the real or true value of the QoI $y^R(x)$, we run the computer model to obtain the model prediction $y^M(x, \theta^*)$. This model prediction is obtained using the parameter value $\theta^*$, referred to as the “best” or “true” but unknown values for the calibration parameters. The main goal of inverse UQ process is to determine this “best” value $\theta^*$.

![Figure 4: The connections between computer model prediction, reality and experimental data.](image)

Because computer models can inevitably provide only approximations of the reality, the term $\delta(x)$ is introduced to represent the discrepancy between computer simulation and reality. $\delta(x)$ is called the model uncertainty, also called model discrepancy, model inadequacy or model bias/error [14][32]. $\delta(x)$ is due to incomplete or inaccurate underlying physics, numerical approximation errors, and/or other inaccuracies that would exist even if all the parameters in the computer model were accurately and deterministically specified. We now have the following relation:

$$y^R(x) = y^M(x, \theta^*) + \delta(x)$$

To directly measure the reality $y^R(x)$, we also perform experiments to obtain observation $y^E(x)$. In the experimental process we will inevitably have (typically additive) measurement error/noise:

$$y^E(x) = y^R(x) + \varepsilon$$

where $\varepsilon \sim \mathcal{N}(\mu, \Sigma_{\text{exp}})$ represents an example of an additive measurement error, here taken to be normally distributed. Note that there can be multiple measurements and it is widely accepted to have homoscedastic experimental errors $\Sigma_{\text{exp}} = \sigma^2_{\text{exp}} I$. Also, $\mu = 0$ is frequently used, assuming that the instrumentation has no systematic bias and the mean value of the measurement is the same as the real response.

---

1 By “best” we mean that the model run at $\theta^*$ gives the most accurate prediction. However, it has to be noted that the “best” value may be different from the “real” value. $\theta^*$ is the “best” value only in the sense of most accurately representing the measurement data. Due to model discrepancy, model prediction may not agree well with reality when the model runs at the “real” value. However, since the “real” value can never be learnt, by convention the “best” value and “real” value are treated as the same.
The model discrepancy term was first addressed in the seminal work of Kennedy and O’Hagan [14]. It is important to consider model discrepancy \( \delta(\mathbf{x}) \) as otherwise we would have an unrealistic level of confidence in the computer simulations [32]. Equation (1) shows that without \( \delta(\mathbf{x}) \) we will have “model = reality”, which is not reasonable and will cause “over-fitting”. Over-fitting means that the calibration parameters closely match certain set of experiments to a point that the computer code may perform poorly when applied to other experiments. In the companion paper [29] we will demonstrate that the introduction of the model discrepancy term into the methodology presented in this paper can in fact help avoid over-fitting. By combining Equations (1) and (2) we have:

\[
y^E(x) = y^M(x, \theta^*) + \delta(x) + \epsilon
\]  

Equation (3) is frequently referred to as “model updating formulation/equation” [23]. The model updating equation will serve as the starting point of inverse UQ. In the next section, we will use Bayesian inference and Equation (3) to estimate the probability distribution for the “true” values \( \theta^* \) of the calibration parameters, using observation data.

### 2.3. Bayesian solution for inverse UQ problem

The Bayesian inference theory [16] is used to determine the posterior PDF of the “true” calibration parameters \( \theta^* \) which is defined as \( p(\theta^*|y^E, y^M) \), where \( y^E \) and \( y^M \) are ensembles of field observations and computer simulations respectively. According to the Bayesian theory we have:

\[
p(\theta^*|y^E, y^M) \propto p(y^E, y^M|\theta^*) \cdot p(\theta^*)
\]  

where \( p(\theta^*) \) is the prior PDF of the parameter, and \( p(y^E, y^M|\theta^*) \) is the likelihood function. In brief, prior and posterior PDFs, or in short prior and posterior, represent degrees of belief about possible values of \( \theta^* \), before and after observing the experimental data \( y^E \). Given a particular value for \( \theta^* \), the likelihood function measures the probability of the observed data \( y^E \) being associated with it. Once we have a specification for the prior and likelihood function, one can identify the posterior distribution of parameters, not by directly solving for the posterior PDF, but by obtaining samples that are distributed according to the posterior. This is predominantly done using Markov chain Monte Carlo (MCMC) [17]. The MCMC samples can be then used to build the posterior PDF, if they are desired. Analytical (direct) solutions of the posterior may also be possible in rare conditions when the prior and likelihood are sufficiently simple.

When model discrepancy is also considered, the formulation of the likelihood function \( p(y^E, y^M|\theta^*) \) is a challenging task, as we need proper definitions for model discrepancy. We have previously treated the measurement error \( \epsilon \) as independent and identically distributed (i.i.d.) zero-mean Gaussian noise, whose variance is expected to be reported along with measurement data. This is easily done since the error rates for most instruments are known and accessible. The model discrepancy \( \delta(\mathbf{x}) \), on the other hand, needs a proper formulation. This is still an area of active research [34]. GP with uninformative priors on the parameters in \( \delta(\mathbf{x}) \) is a popular choice [14][24][25][27]. However, such formulation is usually problem specific [27]. A more detailed and complete discussion of the model discrepancy term will be presented in Section 4 where we introduce the modular Bayesian approach.

Besides a proper formulation, another important issue associated with model discrepancy \( \delta(\mathbf{x}) \) is called the “identifiability” [23]. Identifiability concerns the question whether the “true” value \( \theta^* \) can theoretically be inferred based on the available measurement data. Identifiability is not trivial as it is difficult to know how much of the difference between computer simulations and field experiments should be attributed to the uncertainty in \( \theta^* \), model discrepancy \( \delta(\mathbf{x}) \) or measurement error \( \epsilon \). In other words, multiple combinations of uncertainties due to \( \theta^* \), \( \delta(\mathbf{x}) \) and \( \epsilon \) can equally well explain the same mismatch between model prediction and field measurements, making the “true” value \( \theta^* \) not (uniquely) identifiable.

Given the above discussion, \( \epsilon = y^E(x) - y^M(x, \theta^*) - \delta(x) \) follows a multi-dimensional Gaussian distribution. The posterior can be written as:

\[
p(\theta^*|y^E, y^M) \propto p(\theta^*) \cdot \frac{1}{\sqrt{|\Sigma|}} \exp \left[ -\frac{1}{2} \frac{1}{[y^E - y^M - \delta]^T \Sigma^{-1} [y^E - y^M - \delta]} \right]
\]  

If heteroscedastic experimental errors are assumed between different measurements or different QoIs, we should use \( \epsilon \sim N(0, \Sigma_{exp}) \). The diagonal entries represent the variances for each error component while the off-diagonal
elements are their covariance. Note that \( \Sigma_{exp} \) is only part of the likelihood covariance matrix \( \Sigma \), which includes other sources of uncertainties as shown in Figure 5. We have:

\[
\Sigma = \Sigma_{exp} + \Sigma_{bias} + \Sigma_{code}
\]

where \( \Sigma_{exp} \) is the *experimental uncertainty* caused by measurement noise. The second term \( \Sigma_{bias} \) represents the *model uncertainty* due to, as we have discussed in Section 2.2, incomplete/inaccurate underlying physics and numerical approximation errors. The third term \( \Sigma_{code} \) is called *code uncertainty*, or *interpolation uncertainty*, because we do not know the computer code outputs at every input, especially when the code is computationally prohibitive. In this case, we might choose to use some kind of metamodels. In Section 3.3 we will see that GP is a very good choice for metamodels as it provides an estimation of the code uncertainty \( \Sigma_{code} \).

![Figure 5: Components of the covariance matrix of the likelihood function.](image)

### 2.4. Motivation for using metamodels

The posterior PDF \( p(\theta^*|y^E, y^M) \) is the Bayesian solution to the inverse UQ problem. Posterior PDF represents the uncertainty about \( \theta^* \) informed by available experimental data. Various statistical moments and probability densities can be computed as long as we manage to generate samples that are distributed according to the posterior PDF \( p(\theta^*|y^E, y^M) \). MCMC sampling is commonly used to draw posterior samples. The main advantage of MCMC is its ability to generate samples from a PDF that is known up to a normalizing constant. The most important issue with using MCMC together with expensive codes, is that MCMC requires sufficiently large number of samples to fully explore the posterior PDF. This means numerous full model execution, i.e. calls to computationally prohibitive codes, are required by MCMC. This issue is frequently bypassed by using metamodels.

Metamodels are approximations of the input/output relations of computer models. They are also called *surrogate models*, *response surfaces* or *emulators*. They are built from a limited number of runs of the full simulation code at specially selected values of the random input parameters (the so-called experimental design [35][36]) and a learning algorithm. Metamodels usually take much less computational time than the full model while maintaining the input/output relation to a desirable accuracy. Accurate metamodels can be used to replace the full models in uncertainty, sensitivity, validation and optimization studies, etc.

Typical examples of metamodels include Moving Least-Squares (MLS) [37], Radial Basis Functions (RBF) [38], Artificial Neural Network (ANN) [39], Support Vector Machine (SVM) [40], Gaussian Process (GP) [35][36], generalized Polynomial Chaos Expansion (PCE) [41], Sparse Grid Stochastic Collocation (SGSC) [42], etc. See [7][8] for detailed reviews of metamodels. Recently, metamodels that are built with stochastic spectral methods like PCE and SGSC [10][11][19][20][21] and GP emulators [14][15][24][25][26][27][43][44][45] have been increasingly used in facilitating Bayesian inference/calibration when expensive model executions are involved.

### 3. Gaussian Process Metamodeling

GP modeling, also known as *Kriging*, or *spatial correlation modeling* [46], was originally developed by geologists in the 1950s to predict distribution of minerals over an area of interest given a set of sampled sites [47][48][49]. It was made popular in the context of modeling and optimization by Sacks et al. [35][50] and Jones et al. [51]. GP has been

---

2 The term “emulator” (as a comparison, the original or full model is called a “simulator”) is often used for probabilistic response surfaces whose estimation at an untried input is a distribution rather than a point value. Therefore an emulator is a statistical approximation of the simulator.
widely used to construct metamodels for deterministic computer models in many areas [46][52]. A GP model is a
generalized linear regression model that accounts for the correlation in the residuals between the regression model and
the observations. In the case of metamodeling, the “observations” are simulation outputs of computer codes at selected
values of the inputs, rather than experimental data. The only assumption for GP modeling is that the model output is
continuous and smooth over the input domain [7], which is true for most computer models. We thus believe that if two
input points are close to each other in the input domain, the residuals in the regression model should be close [51]. It
follows that we do not treat the residuals as independent, but assume that the correlation between the residuals are
related to the distance between the corresponding input points.

In this paper, we will present a self-contained introduction of GP, including the general theory, correlation kernels,
prediction and Mean Square Error (MSE) formula, design of computer experiments, parameter estimation and accuracy
assessment. However, we admit that the richness of the GP modeling filed is just hinted in this section, given the fact
that several books have been devoted on this topic [36][45][47][48][49].

3.1. General theory of GP

Consider a mathematical model of the general form \( y = y^M(x) \) (not to be confused with the definition of computer
model in Section 2.1, here \( x \) can include both design and calibration parameters). Without loss of generality, assume
that \( y \) is a scalar and \( x = [x_1, x_2, \ldots, x_d] \) representing \( d \) input parameters. Assume that the computer model output is
known at \( m \) design sites (also called training sites):

\[
X = [x^{(1)}, x^{(2)}, \ldots, x^{(m)}]^T
\]  

(7)

where \( X \) is a \( m \times d \) design matrix. The corresponding output values are:

\[
y = [y_1, y_2, \ldots, y_m]^T = [y^M(x^{(1)}), y^M(x^{(2)}), \ldots, y^M(x^{(m)})]^T
\]  

(8)

The mathematical form of a GP model is given by:

\[
y(x) = \sum_{j=1}^{n} \beta_j f_j(x) + z(x) = f^T(x) \beta + z(x)
\]  

(9)

Here \( y(x) \) is the output prediction at a general location denoted by \( x \). The first part is a linear regression of the data
with \( n \) repressors modeling the drift of the mean, also called the “trend”. The set of basis functions \( f = [f_1, f_2, \ldots, f_n]^T \) are known and chosen by the user, while the vector \( \beta = [\beta_1, \beta_2, \ldots, \beta_n]^T \) contains the regression
coefficients. The second part \( z(x) \) is a stationary Gaussian random process with zero mean and covariance:

\[
\text{Cov}[z(x^{(i)}), z(x^{(j)})] = \sigma^2 R(x^{(i)} , x^{(j)})
\]  

(10)

where \( \sigma^2 \) is a scalar parameter called process variance and \( R(\cdot, \cdot) \) is called the (spatial) correlation function or
correlation kernel, defined for any two points, \( x^{(i)}, x^{(j)} \), in the input domain. The inclusion of the second part \( z(x) \)
generalizes the linear regression model to a “stochastic process model”.

3.2. Correlation kernels

The correlation function/kernel is often chosen to be a function of the distance:

\[
R(x^{(i)}, x^{(j)}) = R[d(x^{(i)}, x^{(j)})]
\]  

(11)

Instead of using the Euclidean distance that weights all the variables equally, we use a specially weighted distance
formula defined below:
\[d(x^{(i)}, x^{(j)}) = \sum_{k=1}^{d} \frac{|x_k^{(i)} - x_k^{(j)}|^{p_k}}{\omega_k}\] (12)

For example, if we choose the power-exponential function for the correlation kernel \(\mathcal{R}(\cdot, \cdot)\), the covariance becomes:

\[\text{Cov}[z(x^{(i)}), z(x^{(j)})] = \sigma^2 \cdot \exp\left[\sum_{k=1}^{d} \frac{|x_k^{(i)} - x_k^{(j)}|^{p_k}}{\omega_k}\right]\] (13)

The parameters \(p = [p_1, p_2, ..., p_d]\) are called roughness parameters, which control the smoothness of the correlation function. It is usually required that \(p_k \in [1, 2]\) [51], but a wider range \(p_k \in [0, 2]\) has also been used [7][45][53]. It can be seen from Figure 6 (left) that when the distance \(h\) between two points approaches 0, the correlation gets closer to 1. And the correlation decreases when the distance gets larger. The value \(p = 2\) corresponds to smooth functions with a continuous gradient at \(h = 0\) and \(p\) values near 1 or less correspond to less smoothness.

The parameters \(\omega = [\omega_1, \omega_2, ..., \omega_d]\) (\(\omega_k \geq 0\)) are called characteristic length-scales [45], which are “width parameters that control how far a training point’s influence extends” [7]. As shown in Figure 6 (right), given \(p = 2\) and at the same distance, larger \(\omega\) values result in higher correlation, indicating that output values are close. Smaller \(\omega\) values lead to lower correlation, meaning that there will be large difference between outputs even for nearby points.

![Figure 6: Demonstration of the correlation with different values of roughness parameter \(p\) (left) and characteristic length scale \(\omega\) (right). The x-axis \(h\) means the distance between two points in one-dimension. The left subfigure fixes \(\omega = 1\) while the right subfigure fixes \(p = 2\).](image)

| Name            | Expression \((h = |x^{(i)} - x^{(j)}|)\)                                                                 |
|-----------------|---------------------------------------------------------------------------------------------------|
| Linear          | \(\mathcal{R}(h) = \max\left(0, 1 - \frac{|h|}{\omega}\right)\)                                |
| Exponential     | \(\mathcal{R}(h) = \exp\left(-\frac{|h|}{\omega}\right)\)                                      |
| Power-exponential | \(\mathcal{R}(h) = \exp\left(-\left(\frac{|h|}{\omega}\right)^p\right)\)                      |
| Gaussian        | \(\mathcal{R}(h) = \exp\left(-\frac{|h|^2}{2\omega^2}\right)\)                                |
| Matérn \(\nu = 3/2\) | \(\mathcal{R}(h) = \left(1 + \frac{\sqrt{3}|h|}{\omega}\right) \exp\left(-\frac{\sqrt{3}|h|}{\omega}\right)\) |
| Matérn \(\nu = 5/2\) | \(\mathcal{R}(h) = \left(1 + \frac{\sqrt{5}|h|}{\omega} + \frac{5h^2}{3\omega^2}\right) \exp\left(-\frac{\sqrt{5}|h|}{\omega}\right)\) |

Table 1. Common spatial correlation kernels.
From the above discussion, apparently the choice of the correlation kernel is crucial to the performance of GP. It is required that the kernel is positive semidefinite. A commonly accepted approach is to select the correlation kernel beforehand from kernels that are known to be positive semidefinite. Table 1 shows some commonly used spatial correlation kernels. Note that the parameter $\omega$ can be different for each of the $d$ dimensions. Among these kernels, Matérn family kernels have been widely used by statisticians, while engineers often favor the Gaussian (or square-exponential) kernel [52]. The latter results in a smooth and infinitely differentiable function which is desirable for many engineering applications. For some other detailed discussions of the correlation kernels, see [45][53][54].

3.3. Prediction and Mean Square Error formulas

Given the design matrix $X$ and the corresponding output values $y$, to predict the output value at an untried input location $x^*$ using GP, we first define the following components:

1. The set of regression functions $f = [f_1, f_2, ..., f_n]^T$ evaluated at the untried point $x^*$:
   $$ f(x^*) = [f_1(x^*), f_2(x^*), ..., f_n(x^*)]^T $$

2. The set of regression functions $f = [f_1, f_2, ..., f_n]^T$ evaluated at the $m$ design sites:
   $$ F = [f(x^{(1)}), f(x^{(2)}), ..., f(x^{(m)})]^T = \begin{bmatrix} f_1(x^{(1)}) & \cdots & f_n(x^{(1)}) \\ \vdots & \ddots & \vdots \\ f_1(x^{(m)}) & \cdots & f_n(x^{(m)}) \end{bmatrix} $$

3. The correlation of $x^*$ with the $m$ design sites:
   $$ r(x^*) = [R(x^*, x^{(1)}), R(x^*, x^{(2)}), ..., R(x^*, x^{(m)})]^T $$

4. The correlation between the $m$ design sites:
   $$ R = \begin{bmatrix} R(x^{(1)}, x^{(1)}) & R(x^{(1)}, x^{(2)}) & \cdots & R(x^{(1)}, x^{(m)}) \\ R(x^{(2)}, x^{(1)}) & R(x^{(2)}, x^{(2)}) & \cdots & R(x^{(2)}, x^{(m)}) \\ \vdots & \vdots & \ddots & \vdots \\ R(x^{(m)}, x^{(1)}) & R(x^{(m)}, x^{(2)}) & \cdots & R(x^{(m)}, x^{(m)}) \end{bmatrix} $$

Table 2. Symbols used in GP metamodel formulation.

| Symbols | Dimension | Description |
|---------|-----------|-------------|
| $d$     | $1 \times 1$ | number of input factors |
| $m$     | $1 \times 1$ | number of design points |
| $n$     | $1 \times 1$ | number of basis functions |
| $\beta$ | $n \times 1$ | vector of regression coefficients |
| $\hat{\beta}$ | $n \times 1$ | estimator of $\beta$ |
| $f$     | $n \times 1$ | vector of regression functions |
| $x^{(i)}$ | $d \times 1$ | $i^{th}$ design point |
| $y_i$   | $1 \times 1$ | output value of $i^{th}$ design point |
| $X$     | $m \times d$ | ensemble of $m$ design points |
| $y$     | $m \times 1$ | ensemble of output values at $X$ |
| $x^*$   | $d \times 1$ | untried input point, to be predicted |
| $f(x^*)$ | $n \times 1$ | $f$ evaluated at untried location $x^*$ |
| $F$     | $m \times n$ | $f$ evaluated at design sites $X$ |
| $r(x^*)$ | $m \times 1$ | correlation between $x^*$ and design sites $X$ |
| $R$     | $m \times m$ | correlation between design sites $X$ |
| $\hat{y}(x^*)$ or $\mu(x^*)$ | $1 \times 1$ | predicted output at $x^*$ |
| $MSE[\hat{y}(x^*)]$ or $\sigma_y^2(x^*)$ | $1 \times 1$ | variance of the prediction at $x^*$ |
The details of all the symbols are summarized in Table 2. The GP prediction of the output at \( \mathbf{x}^* \) is given by:

\[
\hat{y}(\mathbf{x}^*) = \mu_y(\mathbf{x}^*) = \mathbf{f}^T(\mathbf{x}^*)\hat{\mathbf{\beta}} + \mathbf{r}^T(\mathbf{x}^*)\mathbf{R}^{-1}(\mathbf{y} - \mathbf{F}\hat{\mathbf{\beta}})
\]  

(14)

The estimator for regression coefficients \( \hat{\mathbf{\beta}} \) is given by the least-squares estimate:

\[
\hat{\mathbf{\beta}} = (\mathbf{F}^T\mathbf{R}^{-1}\mathbf{F})^{-1}\mathbf{F}^T\mathbf{R}^{-1}\mathbf{y}
\]

(15)

The predictor in Equation (14) can be proven to be the Best Linear Unbiased Predictor (BLUP) of the output. Ordinary Kriging (OK) is a special case of UK when the basis functions reduce to only \( f_1(\mathbf{x}) = 1 \) (as the single basis function), which makes the trend to be a constant function whose value is determined by the unknown parameter \( \beta_1 \). Simple Kriging (SK) is the case when the mean function is a known constant value \( \mu \):

\[
\hat{y}(\mathbf{x}^*) = \mu_{y,SK}(\mathbf{x}^*) = \mu + \mathbf{r}^T(\mathbf{x}^*)\mathbf{R}^{-1}(\mathbf{y} - \mu)
\]

(18)

The mean functions of UK usually take the form of low-order polynomial regression. If such mean function can correctly capture the trends in the simulation data, then UK tends to give better accuracy than OK and SK. However, in cases when a prior knowledge of the trends of the simulation data is unknown, arbitrary specifications of the mean functions can cause inaccuracies. In fact OK is the most widely used version of GP [52].

The detailed derivation of Equations (14) - (17) can be found in [55]. Together they formulate the most general case of GP model, named Universal Kriging (UK). Ordinary Kriging (OK) is a special case of UK when the basis functions reduce to only \( f_1(\mathbf{x}) = 1 \) (as the single basis function), which makes the trend to be a constant function whose value is determined by the unknown parameter \( \beta_1 \). Simple Kriging (SK) is the case when the mean function is a known constant value \( \mu \):

\[
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\]

(18)

\[
\text{MSE}[\hat{y}(\mathbf{x}^*)] = \sigma_y^2(\mathbf{x}^*) = \sigma^2[1 - \mathbf{r}^T(\mathbf{x}^*)\mathbf{R}^{-1}\mathbf{r}(\mathbf{x}^*)]
\]

(19)
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(19)
Figure 7 demonstrates GP metamodeling results for a simple test function over the range of [0, 10]. The true function is only known at 5 and 10 training points respectively. The dash-dot lines correspond to 95% confidence intervals (CIs) of the prediction, which is the interval given by $[\mu_\gamma(x^*) - 1.96 \times \sigma_\gamma(x^*), \mu_\gamma(x^*) + 1.96 \times \sigma_\gamma(x^*)]$. From Figure 7 we can see that:

1) GP metamodel always interpolates the design sites. Detailed derivation of the interpolation property can be found in [55].

2) The MSE of the prediction decreases as the untried point gets closer to training points. At training points the variance of prediction is zero. When the number of training sites increases from 5 to 10, the agreement of the GP mean with true function is greatly improved and the MSEs become much smaller.

Given the mathematical form of GP and the formulas for prediction and MSE, the process of using GP metamodeling involves a few other issues, including “design of computer experiments”, “parameter estimation” and “accuracy assessment”. There topics are included in the appendices to avoid detour in the flow of the narrative.

“Design of computer experiments” (Appendix A) is the process to select input locations to run the computer code and provide training samples for the GP emulator. Given these training samples, “parameter estimation” (Appendix B) is the process to evaluate all the unknowns in the GP emulator. Parameter estimation aims to determine the GP parameter values that lead to the best predictive performance. There are $(n + 2d + 1)$ unknowns in the GP emulator:

1) $n$ regression coefficients $\beta$;

2) $d$ roughness parameters $p$; Note that these parameters are usually known once we have chosen a certain correlation kernel. For example, for Gaussian kernels these parameters will all be 2;

3) $d$ characteristic length scale parameters $\omega$;

4) One process variance parameter $\sigma^2$. Note that many researchers, instead of the variance parameter, use the term “precision” defined as $\lambda = 1/\sigma^2$ [24][25][31][33].

Together, these $(n + 2d + 1)$ unknown parameters $\Psi = \{\beta, \sigma^2, \omega, p\}$ are called hyperparameters, whose values can be evaluated either by Maximum Likelihood Estimation (MLE) or Cross Validation (CV). Detailed derivations and comparison of both approaches can be found in Appendix B. Finally, “accuracy assessment” (Appendix C) is the process to evaluate the capability of the GP emulator to reproduce the computer code before it can serve as a “surrogate” of the computer code. In Appendix D, we provide some discussions on the implementation issues of GP.

4. Full and Modular Bayesian Approaches

In this section, we introduce the full and modular Bayesian approaches that have been used in the literature for Bayesian calibration. The majority of their implementations follow the seminal work of Kennedy and O’Hagan [14], hereafter referred to as the “KOH” method. The KOH method became part of the later developed framework called Bayesian Analysis of Computer Code Outputs (BACCO) [44]. Research in DACE (Design and Analysis of Computer Experiments) [35][36] was the forerunner of BACCO. The BACCO approach uses GP to build emulators for complex computer models, and then use these emulators to perform calibration, uncertainty and sensitivity analysis.

Bayesian analysis simultaneously incorporates all relevant information and deals with all uncertainties in the model. In full Bayesian approach, all the unknown hyperparameters in the GP emulators for both the computer model and its discrepancy are treated in a similar way as the calibration parameters. They are assigned priors which also enter the likelihood function. Eventually posteriors of GP hyperparameters and calibration parameters are solved for all together. Full Bayesian results in an extremely complicated function for the posteriors of calibration parameters and GP hyperparameters. Then the GP hyperparameters need to be integrated out from the joint posterior to get marginal distributions of the calibration parameters [56]. However, in modular Bayesian approach, the estimation of calibration parameters, GP hyperparameters for computer model and model discrepancy are all separated. The details of both approaches will be described in the following sections. We will use $\theta$ instead of $\theta^*$ to represent the target of inverse UQ for notational simplicity.
4.1. Full Bayesian approach

The key components of full Bayesian approach are illustrated in Figure 8. Given experimental observations, a test source allocation (TSA) algorithm is first implemented to separate them for inverse UQ \( y^E(x^{IUQ}) \) and validation \( y^E(x^{VAL}) \) because the same data should not be used for both purposes. Next two GP emulators are built for the computer model and its discrepancy:

\[
y^M(x, \theta) \sim \mathcal{GP}\left(\left(f^M(x, \theta)\right)^T \beta^M, \sigma^2_M \mathcal{R}^M\left(\left(x^{(i)}, \theta^{(i)}\right), \left(x^{(i)}, \theta^{(i)}\right)\right)\right)
\]

(20)

\[
\delta(x) \sim \mathcal{GP}\left(\left(f^\delta(x)\right)^T \beta^\delta, \sigma^2_\delta \mathcal{R}^\delta\left(x^{(i)}, x^{(i)}\right)\right)
\]

(21)

Note that the first GP emulator takes both \( x \) and \( \theta \) as inputs, while the second GP emulator only takes \( x \). The basis functions \( f^M \) and \( f^\delta \) are chosen by the user. The hyperparameters for the computer model GP emulator \( \Psi^M = \{\beta^M, \sigma^2_M, \omega^M, p^M\} \) and the model discrepancy GP emulator \( \Psi^\delta = \{\beta^\delta, \sigma^2_\delta, \omega^\delta, p^\delta\} \) are unknown. Replacing \( y^M(x, \theta) \) and \( \delta(x) \) in the “model updating equation” we get:

\[
y^E = \mathcal{GP}\left(\left(f^M\right)^T \beta^M, \sigma^2_M \mathcal{R}^M\right) + \mathcal{GP}\left(\left(f^\delta\right)^T \beta^\delta, \sigma^2_\delta \mathcal{R}^\delta\right) + \varepsilon
\]

(22)

![Figure 8: Workflow of the full Bayesian approach.](image)

Following the KOH approach, \( y^M(x, \theta), \delta(x) \) and \( \varepsilon \) are assumed independent. Such assumption has been adopted in all the previous work on Bayesian calibration and significantly simplifies the calculations. Full Bayesian approach then proceeds with assigning prior distributions for all the unknowns shown below:

\[
\{\theta, \Psi^M, \Psi^\delta, \sigma^2_\varepsilon\} = \{\theta, \beta^M, \sigma^2_M, \omega^M, p^M, \beta^\delta, \sigma^2_\delta, \omega^\delta, p^\delta, \sigma^2_\varepsilon\}
\]

(23)

Note that the measurement error \( \sigma^2_\varepsilon \) is sometimes treated as known [27] because the error rates for most instrumentation tools are known. In this work, we assume that this parameter is in fact reported with the benchmark
data. If the $\sigma^2_{\text{exp}}$ is unknown, it can be learnt simultaneously together with the calibration parameters and GP hyperparameters [24][25][31]. Furthermore, upon selection of a correlation kernel, the roughness parameters $p^M$ and $p^B$ are usually known. However, even after assuming they are known, we are still left with many parameters to evaluate $(\theta, \Psi^M, \Psi^B) = \{\theta, \beta^M, \sigma^2_{\beta^M}, \omega^M, \beta^B, \sigma^2_{\beta^B}, \omega^B\}$. There is no guidance for the selection of proper prior distributions for them, especially the hyperparameters. Previously, researchers have used distributions like normal, gamma, beta and inverse gamma for these hyperparameters [24][25][31], however with no justification about why they chose those specific distributions.

After the selection of priors, next a joint likelihood function is formulated for all the unknowns $(\theta, \Psi^M, \Psi^B)$. Given the inverse UQ measurement data $y^E(x^{\text{IUQ}})$ (i.e., the measurement data obtained at design variables $x^{\text{IUQ}}$) and computer model training samples $y^M(x^{\text{IUQ}}, \theta^\text{train})$ where $\theta^\text{train}$ represents the training parameter values, MCMC sampling can be used to generate samples for the unknowns. In this way, full Bayesian analysis achieves the uncertainties in calibration parameters and model discrepancy term simultaneously. Marginalization is required to integrate out $(\Psi^M, \Psi^B)$ to get $\theta^\text{posterior}$. After inverse UQ, $\theta^\text{posterior}$ can be directly used for validation and prediction, two tasks that are not the focus of this paper.

4.2. Modular Bayesian approach

Modularization is a technique to separate various modules in Bayesian analysis to prevent suspect information belonging to one part from overly influencing another part [33]. The most important difference of modular Bayesian with full Bayesian is that the former separates the estimation of $(\theta, \Psi^M, \Psi^B)$. Modular Bayesian uses plausible estimates (e.g. MLEs) of $(\Psi^M, \Psi^B)$ and treat them as if they were the true values of $(\Psi^M, \Psi^B)$ [14]. Figure 9 shows the detailed flowchart of the modular Bayesian approach, which includes the following major distinctions with full Bayesian approach:

![Modular Bayesian approach](image)

Figure 9: Workflow of the modular Bayesian approach.

1) Module 1 replaces the computer code $y^M$ with a GP emulator, whose hyperparameters $\Psi^M$ is deterministically estimated based on the computational results at the training sites $y^M(x^{\text{IUQ}}, \theta^\text{train})$. The
estimation process of $\Psi^M$ is straightforward using the parameter estimation methods mentioned in Appendix B, such as MLE.

2) Module 2 fits a second GP emulator to the model discrepancy term $\delta(x)$. The hyperparameters $\Psi^S$ are deterministically estimated given the GP emulator from module 1, the measurement data $y^E(\mathbf{x^{1:Q}})$ and the prior distributions of calibration parameters $\theta^\text{Prior}$. Starting from the "model updating equation", one forms a likelihood function for $y^E(\mathbf{x^{1:Q}})$ based on module 1 and $\theta^\text{Prior}$ and then evaluates the MLEs of $\Psi^S$. Closed forms of the likelihood function is possible using Gaussian correlation kernel, constant basis functions and normal [14] or uniform [23] priors for $\theta^\text{Prior}$.

3) Once module 1 and module 2 become known (GP hyperparameters have been solved), module 3 achieves the posterior $\theta^\text{Posterior}$ from the likelihood function through MCMC sampling. Note that unlike the full Bayesian approach in which marginalization is required, here $\theta^\text{Posterior}$ is conditioned on the (deterministic) estimations of the GP hyperparameters $\{\Psi^M, \Psi^S\}$. However, this is also a limitation of the modular Bayesian approaches, the uncertainties in $\{\Psi^M, \Psi^S\}$ are ignored. This is why such a method is only "empirical or partial" Bayesian [31], as opposed to the "full" Bayesian approach of the previous section.

Note that a single definition of modules, unanimously agreed upon in literature, does not exist. For example, [33] chose the (1) computer model output $y^M$, (2) model discrepancy $\delta$ and (3) field data $y^E$ as four modules, while in [23], the (1) computer model output $y^M$, (2) model discrepancy $\delta$, (3) posterior $\theta^\text{Posterior}$ and (4) prediction of $y^E$ were treated as four modules. In the current work we use a definition similar to [23] as shown in Figure 9.

4.3. Comparison of full vs modular Bayesian approaches

Full Bayesian analysis is theoretically superior, but computationally intractable. This has motivated a larger body of research invested on the modular Bayesian approach [23][27][30][31][32][33], compared to the limited works focusing on full Bayesian [24][25]. Full Bayesian requires that the user have reasonably good priors for the GP hyperparameters $\{\Psi^M, \Psi^S\}$. This is very difficult in practice especially for the model discrepancy term $\{\Psi^S\}$. The joint posterior for all the unknowns shown in Equation (23) can be high dimensional, posing challenges for MCMC sampling and subsequent marginalization.

Also, even though the full Bayesian approach does take into account the uncertainties in the hyperparameters, for the calibration-validation-prediction process, the uncertainties in $\theta$ and $\Psi^S$ tend to overwhelm the uncertainties in computer model approximations (i.e. $\Psi^M$). It was found that using MLE plug-in (i.e. modular Bayesian) typically leads to similar results with those from using full Bayesian. Therefore, researchers recommended using the partial/empirical/modular Bayesian rather than full Bayesian [31].

Liu et al. [33] also discussed other advantages of modularization. For example, separating good modules from suspect modules can avoid information "contamination". Suspect modules are modules that are unknown or improperly specified (especially when there is no better choice). Moreover, modularization can also (1) reduce the computational complexity by reasonable simplification, (2) make scientific understanding and development more convenient, (3) improve mixing and convergence of MCMC sampling.

4.4. Discussions on the modeling of model discrepancy term

In Section 2.2, we have briefly talked about the model discrepancy term $\delta(x)$. Model discrepancy accounts for inadequacies that are caused by missing or insufficient physics and numerical approximations built into the simulation model, which leads to systematic differences between the simulation model and the reality [25]. Ignoring model discrepancy during inverse UQ may cause “over-fitting” and subsequent prediction errors. However, due to the inherent difficulty in the mathematical description of the model discrepancy or because of limited amount of data, the model discrepancy term was simply ignored in older applications of Bayesian calibration [10][11][15][19][20][21][22][26][43]. However, it has been considered in recent studies, such as [14][23][24][25][27].

The primary challenge in dealing with model discrepancy is that this discrepancy cannot be directly observed or measured. Another difficulty is that model discrepancy is almost always seriously “confounded” with other model uncertainties, such as the parameter uncertainties [33]. All the past studies on the full or modular Bayesian approaches
provide mathematical descriptions of the model discrepancy term. Such a choice has been proven successful in many applications as shown in the aforementioned publications. However, an important issue associated with these approaches is whether this model discrepancy representation can be extrapolated to various validation and prediction conditions.

As shown in Figure 8 and 9, after learning about $\theta^{\text{Posterior}}$, the realities in the validation and prediction domain are described as:

$$y^R(x^\text{VAL}) = y^M(x^\text{VAL}, \theta^{\text{Posterior}}) + \delta(x^\text{VAL}) \quad (24)$$

$$y^R(x^\text{PRED}) = y^M(x^\text{PRED}, \theta^{\text{Posterior}}) + \delta(x^\text{PRED}) \quad (25)$$

Where $x^\text{VAL}$ and $x^\text{PRED}$ stand for the design variables in the validation and prediction domain respectively. The first term on the right hand sides, i.e. computer model output $y^M$, can be either the computer model output itself or its GP emulator, while the second term $\delta$ is always the GP emulator. Because the information acquired about the model discrepancy hyperparameters $(\Psi^\delta)^{\text{Posterior}}$ (Figure 8) or $(\Psi^\delta)^{\text{Estimation}}$ (Figure 9) is based on model simulation $y^M(x^{\text{IUQ}, \theta^{\text{train}}})$ and measurement data $y^E(x^{\text{IUQ}})$ in the inverse UQ domain, Equation (24) and (25) essentially involve extrapolation of such information to the validation and prediction conditions.

Inverse UQ with both full and modular Bayesian are fully data-driven. Therefore, these methods should be used with great caution. Extrapolation outside the range of the inverse UQ domain is questionable. As discussed in [25], the quality of such extrapolation largely depends on the reliability of the model discrepancy term. What we have learnt about the model discrepancy in the inverse UQ domain may not be applicable to the validation and prediction domain. See [24] for an example in which the model discrepancy is large in magnitude, but the posterior $\theta^{\text{Posterior}}$ is similar with that obtained when the model discrepancy is zero. Apparently adding a large discrepancy value when the “true” discrepancy is zero causes large error in the validation/prediction domains.

Besides the reliability of the model discrepancy term, extrapolation using GP emulator is inherently dangerous. From Figure 7 we can see that GP emulator can have large mean prediction errors and significant MSE outside of the training domain. Even though the full and modular Bayesian methodologies outlined in Section 4.1 and Section 4.2 have been accepted for a long time, we recommend making some improvement in describing the model discrepancy term to avoid extrapolation as discussed in Section 5.

5. An Improved Modular Bayesian Approach

An improved modular Bayesian approach is developed and described in this section. It is much more straightforward to understand and apply, and it is capable of avoiding the issue of extrapolation of the GP emulators. We also use a GP emulator to represent the model discrepancy term $\delta(x) \sim \mathcal{GP}\left(\left(f^\delta\right)^T \theta^\delta, \sigma_\delta^2 \mathcal{R}^\delta\right)$. To solve for the GP hyperparameters $\Psi^\delta = \{\theta^\delta, \sigma_\delta^2, \omega^\delta, p^\delta\}$ with MLE, we need training data whose input is $x$ and output is the computer code simulation error (recall that model discrepancy is also called model error). Because there are no direct observations of $\delta(x)$, we need substitutes of such “observation data” for simulation error. Three intuitively natural modularization schemes were compared in [33] to fix $\Psi^\delta$.

- Modular approach 1: Treat the differences between measurement data and model simulations (run at prior means or nominal values of $\theta$, but use the same design variables with measurement data) as the realizations of model discrepancy. Then $\Psi^\delta$ can be estimated with MLE.
- Modular approach 2: Sample the calibration parameters from $\theta^{\text{Prior}}$. Then sample $\Psi^\delta$ from their posteriors, which is generated conditioning on the samples of $\theta^{\text{Prior}}$. The posterior sample mean will be used as the fixed values of $\Psi^\delta$.
- Modular approach 3: Initially assume the model is perfect (model discrepancy is zero). Then solve for $\theta^{\text{Posterior}}$ based on this assumption. The resulting posterior will be used as a “new” prior and proceed with modular approach 1.

Modular approach 1 was demonstrated to have the best performance for the simple test problem in [33]. Actually such treatment has been used in other related research, for example design-driven validation [57] and Bayesian
validation [58]. In the examples of [58], it was shown that the model discrepancy posterior using the modular Bayesian approach described in Section 4.2 is the same as that obtained by fitting a single GP to \( y^E - y^M \). Whether this conclusion applies to a more complicated real problem is unknown and has not been investigated.

Figure 10: Flowchart of the improved modular Bayesian approach

The revised modular Bayesian approach takes the modular approach 1 and its main components are shown in Figure 10, which consists of the following steps:

- **Step 1:** separate the measurement data for inverse UQ and validation:
  
  This step is shown as black arrows in Figure 10. Instead of random selection, we use a carefully designed sequential algorithm for TSA, which will be discussed in our companion paper [29]. For now, we assume that the given tests have already been properly separated.

- **Step 2:** mathematical description of the model discrepancy term \( \delta(x) \):
  
  This step is shown as green arrows in Figure 10. The computer code \( y^M(x, \theta) \) is first executed at the input settings of validation domain \( x^\text{VAL} \), with the \( \theta \) fixed at nominal values or prior mean values \( \theta^0 \) which can be viewed as our current best knowledge of \( \theta \). The resulting simulations are denoted as \( y^M(x^\text{VAL}, \theta^0) \). Then \( x^\text{VAL} \) and \( \{ y^E(x^\text{VAL}) - y^M(x^\text{VAL}, \theta^0) \} \) are used as training inputs and output respectively to fit a GP emulator called “GPbias”. Note that the fitting of “GPbias” uses the observations noises of \( y^E(x^\text{VAL}) \) as a “nugget” term to reflect the uncertainty in the data. Evaluating “GPbias” at \( x^\text{IUQ} \) results in an estimation of the model discrepancy term \( \delta(x^\text{IUQ}) \), which will enter the likelihood function during MCMC sampling.

- **Step 3:** fit a GP emulator for the computer code:
  
  This step is shown as purple arrows in Figure 10. Another GP emulator called “GPcode” is fitted to replace the computer code during MCMC sampling. “GPcode” uses \( (x^\text{IUQ}, \theta^{\text{train}}) \) as training inputs and \( y^M(x^\text{IUQ}, \theta^{\text{train}}) \) as training outputs, where \( \theta^{\text{train}} \) is an experimental design of \( \theta \) following \( \theta^{\text{Prior}} \).
Step 4: MCMC sampling:
This step is shown as red arrows in Figure 10. “GPcode”, \( \delta(\mathbf{x}_{IUQ}) \) and \( \mathbf{y}^\text{E}(\mathbf{x}_{IUQ}) \) enter the posterior PDF which is then explored with MCMC sampling to obtain \( \theta_{\text{Posterior}} \).

Step 5: validation of \( \theta_{\text{Posterior}} \):
This step is shown as light blue arrows in Figure 10. Computer code simulations \( \mathbf{y}^\text{M}(\mathbf{x}_{\text{VAL}}, \theta_{\text{Posterior}}) \) and \( \mathbf{y}^\text{E}(\mathbf{x}_{\text{VAL}}) \) are compared for validation of the achieved posterior with certain validation metrics.

In our companion paper [29], we will provide a step-by-step demonstration of the application of this improved modular Bayesian approach to a practical problem in nuclear engineering. Note that in the validation domain (and future prediction domain as well), we use \( \mathbf{y}^\text{R}(\mathbf{x}_{\text{VAL}}) = \mathbf{y}^\text{M}(\mathbf{x}_{\text{VAL}}, \theta_{\text{Posterior}}) \) instead of \( \mathbf{y}^\text{R}(\mathbf{x}_{\text{VAL}}) = \mathbf{y}^\text{M}(\mathbf{x}_{\text{VAL}}, \theta_{\text{Posterior}}) + \delta(\mathbf{x}_{\text{VAL}}) \) to avoid extrapolation. Because of the specially designed TSA process in step 1 (see details in our companion paper [29]) and treatment of model discrepancy in step 2, \( \theta_{\text{Posterior}} \) is already informed by the experimental data in the validation domain so that the model discrepancy term \( \delta(\mathbf{x}_{\text{VAL}}) \) is no longer needed to correct the model simulation \( \mathbf{y}^\text{M}(\mathbf{x}_{\text{VAL}}, \theta_{\text{Posterior}}) \).

6. Conclusions

In nuclear reactor system design and safety analysis, the BEPU methodology requires that output uncertainties to be quantified in order to ensure that the investigated design remains within acceptance criteria. "Expert opinion" and "user self-evaluation" have been widely used to provide input uncertainties in previous uncertainty, sensitivity and validation studies. Inverse UQ, which is a process to more precisely quantify input uncertainties using available experimental data, can replace such ad-hoc expert judgment in the uncertainty characterization. Specifically, inverse UQ identifies the statistical characterization of uncertain input parameters that is most consistent with the available measurement data, and effectively offers information beyond the best-fit values.

In this paper, we used Bayesian analysis to establish the inverse UQ formulation, with systematic and rigorously derived surrogate models constructed by GP. We provided a detailed introduction and comparison of the full and modular Bayesian approaches for inverse UQ. Inverse UQ with both approaches are fully data-driven. Therefore, these methods should be used with great caution. The extrapolation of the model discrepancy term depends on its error structure in the validation/prediction domain. Since the model discrepancy term is trained based on experimental data in the inverse UQ domain, its extrapolation to the validation/prediction domain is a sophisticated and unresolved issue. We proposed an improved modular Bayesian approach that can avoid extrapolating the model discrepancy term. The improved approach is organized in a structure such that the posteriors achieved with data in inverse UQ domain is informed by data in the validation domain. Therefore, over-fitting can be avoided while extrapolation is not required.

In a companion paper [29], the improved modular Bayesian approach will be applied to the nuclear reactor system thermal-hydraulics code TRACE based on void fraction measurement data. The application will demonstrate the ability of our treatment of the model discrepancy to avoid over-fitting. Note that, in this work, we only consider problems with low-to-moderate-dimensional QoIs. When the model output is high-dimensional (e.g. time-dependent), dimensionality reduction is required to speed up the computations required to explore the posterior. See [25][43] for examples on using basis representations (e.g. principal components) for time series outputs.
Appendix A. Design of Computer Experiments

As illustrated in Figure 7, a dense design will produce a GP metamodel that has better predictive capability. However, this is in contradiction with the purpose of using GP as metamodel, which is to greatly reduce the computation cost. A good balance can be achieved by improving the selection of the design sites in a process called “experimental design” or “design of computer experiments” [35][36]. Simple or crude Monte Carlo (MC) sampling [59] selects samples randomly according to the pre-specified probability distributions. Simple MC sampling generally do not have a good coverage of the sampling space [59]. Consequently, a number of sampling methods were developed to promote space-filling sample designs. Latin Hypercube Sampling (LHS) and low discrepancy sequences are two of these sampling approaches.

LHS [60][61] is one of the stratified sampling techniques, which divide range each input range into \( N_{LHS} \) segments of equal probability, where \( N_{LHS} \) is the number of desired samples. The relative lengths of the segments are determined by the nature of the prescribed PDF. For instance, the segment lengths will be equal for a uniform distribution. LHS selects one sample randomly from each of the segments, resulting in \( N_{LHS} \) samples for each input. Based on a pre-specified correlation structure, these samples are then combined in a shuffling operation to create a set of \( N_{LHS} \) multi-dimensional samples. Consequently, an obvious feature of resulting sample set is that every row or column has exactly one sample in the hypercube of partitions. In spite of the advantage of LHS in requiring fewer samples, compared to simple MC sampling, to achieve the same statistical accuracy, it can still be prohibitively expensive. To further improve it, a popular variation of LHS, namely the “maximin LHS design” [62][63], selects the samples with the largest minimum distance among multiple designs to achieve a good coverage of the sampling space.

Low-discrepancy sequences, also called quasi-random or sub-random sequences [64][65], are “less random” than a crude MC sequence. It contains samples that tend to be located “more uniformly” than crude MC. Here discrepancy refers to the non-uniformity of the samples within the unit hypercube. Low discrepancy sequences have an advantage over LHS design of being generated sequentially, which is useful when additional samples are sequentially added. They are widely used for approximation of integrals in higher dimensions or for global optimization because superior convergence can be achieved. Examples of low-discrepancy sequences are Sobol sequence [66][67] and Halton sequence [64][65].

By looking at the MSE we directly obtain a measure of the local error for any untried input location. This measure can be used to detect regions of low prediction accuracy, which can provide guidance to enrich the current experimental design. An overall increase in the GP metamodel prediction accuracy can be achieved by placing more samples to the region with large prediction variance. This procedure is referred to as “adaptive experimental design” [71].

Appendix B. Parameter Estimation

Maximum Likelihood Estimation (MLE)

Based on the fundamental assumption of GP, we know that the outputs values \( y \) of the \( m \) design sites follow a joint Gaussian distribution:

\[
y|\Psi = y|\{\beta, \sigma^2, \omega, p\} \sim \mathcal{N}(F\beta, \sigma^2 R)
\]  

(26)

where the correlation matrix \( R \) depends on \( \{\omega, p\} \). The likelihood function can be written as:

\[
\mathcal{L}(y|\{\beta, \sigma^2, \omega, p\}) = \frac{1}{(\sqrt{2\pi}\sigma)^m \sqrt{|R|}} \exp \left[ -\frac{(y - F\beta)^T R^{-1} (y - F\beta)}{2\sigma^2} \right]
\]  

(27)

The idea behind MLE is to find the set of hyperparameters \( \Psi \) that maximize the likelihood of the observations \( y \). We first assume that the correlation kernel parameters \( \{\omega, p\} \) are known, based on which we solve for \( \{\beta, \sigma^2\} \) in closed forms. The regression coefficients are estimated by the generalized least-squares methods and the Best Linear Unbiased Estimator (BLUE) for \( \beta \), as shown in Equation (15), is used.

\[
\hat{\beta}|(\omega, p) = \hat{\beta}(\omega, p) = (F^T R^{-1} F)^{-1} F^T R^{-1} y
\]  

(28)
Maximizing the likelihood is equivalent to minimizing the negative log-likelihood, which is:

\[
-\log[L(y|\Psi)] = \frac{m}{2} \log(2\pi) + \frac{1}{2} \log(|R|) + m \log(\sigma) + \frac{(y - F\hat{\beta})^T R^{-1}(y - F\hat{\beta})}{2\sigma^2}
\]  

(29)

The first two terms are constants as we have assumed that \{\omega, p\} are known. Taking derivative of the last two terms and we can find the estimator for \(\sigma^2\):

\[
\hat{\sigma}^2[\omega, p] = \frac{1}{m} (y - F\hat{\beta})^T R^{-1}(y - F\hat{\beta})
\]  

(30)

If we substitute the estimators \(\hat{\sigma}^2\) and \(\hat{\beta}\) into the likelihood function, we get the so called “concentrated likelihood function” [51]. Here we choose the negative log-likelihood function for convenience:

\[
-\log[L(y|\Psi)] = \frac{m}{2} \log(2\pi) + \frac{1}{2} \log(|R|) + \frac{m}{2} \log(\hat{\sigma}^2) + \frac{1}{2} \log(|R|) + \frac{m}{2}
\]  

(31)

The MLE estimator of \{\omega, p\} can be achieved solving the following optimization problem:

\[
\{\hat{\omega}, \hat{\beta}\} = \arg \min_{\omega, \beta} \left( \frac{m}{2} \log(2\pi) + \frac{1}{2} \log(|R|) + \frac{m}{2} \right)
\]  

(32)

Where \(D\{\omega, p\}\) represents the domain for possible values of \{\omega, p\}. Note that this process can be made easier if we fix the values of \(p\) by choosing correlation kernels beforehand.

Cross Validation (CV)

The basic idea of CV is to leave out one or few design sites and their corresponding output(s), train the GP model using the remaining points, and then compare the model predictions and observed outputs at those left out sites. An optimization problem is designed to minimize such prediction error which typically requires looping over all the design sites. Consider a general case of “\(K\)-fold CV” which divides the domain \(D(X)\) of the design sites \(X\) into \(K\) mutually exclusive and collectively exhaustive subsets \(\{D_k, k = 1, 2, ..., K\}\) (usually with equal size) such that:

\[
D_1 \cap D_j = \emptyset, \quad \forall (i, j) \in \{1, 2, ..., K\}^2
\]

\[
\bigcup_{k=1}^{K} D_k = D(X)
\]

Suppose that the \(k\)th set of design sites are left out and a GP emulator is trained using the remaining (\(K - 1\)) sets. We then make predictions using this emulator on the (left out) \(k\)th set. Such predictions are called “cross-validated predictions” and denoted by \(\hat{\mu}_{g,(-k)}(x^{(k)})\). We repeat the process with \(k = \{1, 2, ..., K\}\) and then minimizing certain objective function to get estimation of the hyperparameters. A common choice of the objective function is given by:

\[
\sum_{k=1}^{K} [y^M(x^{(k)}) - \hat{\mu}_{g,(-k)}(x^{(k)})]^2
\]

The CV estimate of \{\omega, p\} can be achieved by minimizing the above objective function:

\[
\{\hat{\omega}, \hat{\beta}\} = \arg \min_{D\{\omega, p\}} \left( \sum_{k=1}^{K} [y^M(x^{(k)}) - \hat{\mu}_{g,(-k)}(x^{(k)})]^2 \right)
\]  

(33)

The CV estimate of \(\sigma^2\) is calculated using:

\[
\hat{\sigma}^2[\hat{\omega}, \hat{\beta}] = \frac{1}{K} \sum_{k=1}^{K} \frac{[y^M(x^{(k)}) - \hat{\mu}_{g,(-k)}(x^{(k)})]^2}{\hat{\sigma}_{g,(-k)}^2(x^{(k)})}
\]  

(34)
where \( \sigma^2_{\mathcal{D}_k} (\mathbf{x}^{(0)}) \) is the MSE of the GP predictor based on all the training sites except for the \( k \)th set \( \mathcal{D}_k \). The most popular version of CV considers sets to include only one sample, i.e. \( K = m \). This is called the Leave-One-Out Cross-Validation (LOOCV).

### Comparison of MLE and CV

Martin and Simpson [52] investigated six test problems to compare the performance of MLE and CV for parameter estimation. It was found that MLE was generally better than CV. CV has the potential to perform slightly better, but it also has the risk of performing much worse. In a recent study, Bachoc [Bachoc-2013] also performed numerical study to compare MLE and CV and it was concluded that when the model is mis-specified, CV performs better than MLE. However, MLE is more likely to yield the best predictions as long as the correlation family is properly specified. Therefore, CV is suitable for cases when one gives robustness over best possible performance. For more details and solutions the interested readers are referred to the discussion in [52][68].

### Appendix C. Accuracy Assessment

The GP metamodel’s accuracy needs to be assessed before it can be used in future analyses. The quality of a metamodel is usually assessed using two criteria [52]: (1) accuracy in reproducing the design observations; (2) accuracy of computer model outputs at untried locations. As GP is by construction an interpolator it can reproduce the design samples exactly. Therefore, the first criterion is naturally satisfied. The second criteria can be assessed by measuring the error in GP predictions at independent “validation” or “test” samples. By “independent” we mean that the validation sample set is different from the training sample set. To satisfy this second criterion one may require more simulation runs in addition to those runs used in the raining of metamodels. This can potentially defeat the purpose behind metamodels, which is reducing the computational cost. Through literature review and our own experience, we have observed that it is usually sufficient and most convenient to implement to assess the accuracy using CV and predictivity coefficient. Graphical inspection is also easy to use and provides useful information, details can be found in [55][56].

### Cross Validation and Error Estimation

A CV procedure can be used to assess the accuracy of metamodels without sampling any additional points beyond those used to train the metamodels. Now we will use \( K = m \) (each subset only has one sample) as an example as it is the most popular version of CV. The basic idea is to leave out one observation and predict it back using the metamodel built with the \( (m - 1) \) remaining points. By doing this in turn for each training sample we can get the residuals for each prediction, the average of which is called the “Leave-One-Out Cross Validation (LOOCV) error”:

\[
\mathcal{E}_{\text{LOOCV}} = \frac{1}{m} \sum_{i=1}^{m} \left[ y^M (\mathbf{x}^{(i)}) - \mu_{\mathcal{D}_i} (\mathbf{x}^{(i)}) \right]^2 \quad (35)
\]

### Predictivity Coefficient

The “Predictivity Coefficient” \( Q_2 \) gives the ratio of the output variance explained by the emulator [69] and is given by:

\[
Q_2 = 1 - \frac{\sum_{i=1}^{N_{\text{val}}} \left( y^M (\mathbf{x}^{(i)}) - \mu_y (\mathbf{x}^{(i)}) \right)^2}{\sum_{i=1}^{N_{\text{val}}} \left( y^M (\mathbf{x}^{(i)}) - \bar{y}^M \right)^2} \quad (36)
\]

where \( N_{\text{val}} \) is the size of the validation sample set, \( y^M (\mathbf{x}^{(i)}) \) is the output from full model simulation, \( \bar{y}^M \) is their empirical mean value and \( \mu_y (\mathbf{x}^{(i)}) \) is the predicted output using GP emulator. A \( Q_2 \) value close to 1.0 means that the GP metamodel is accurate. In practical situations, a metamodel with \( Q_2 \) value above 0.7 is often considered as a satisfactory approximation of the full model [69]. However, this requires full model executions at a larger sample set than that used to train the GP metamodel.

Equation (36) can be re-written in the following form that incorporates CV errors:
\[ Q_2 = 1 - \frac{\sum_{i=1}^{m} \left( y_M(x^{(i)}) - \mu_{y, \hat{y}(-0)}(x^{(i)}) \right)^2}{\sum_{i=1}^{m} (y_M(x^{(i)}) - \bar{y}_M)^2} \]  

(37)

In this case, no further simulator runs are required. Note that \( N_{val} \) becomes the size of training sample set \( m \). The “cross-validated predictions” \( \mu_{y, \hat{y}(-0)}(x^{(i)}) \) are also used to replace \( \mu_y(x^{(i)}) \).

**CV vs. generating new test samples**

It is generally up to the user to choose between using CV or generating new test samples for evaluating the accuracy of the GP metamodel. The computational cost should be considered. If a few hundred extra simulator runs are easily affordable, we can just generate new test runs for metamodel validation, this is referred to as “test sample approach” in the literature [68][69]. However, test sample approach can sometimes provide misleading results, especially when the test sample size is small and the test sample locations are not properly chosen. For example, if most of the test samples are generated close to training samples, the GP metamodel will nearly “interpolate” the test samples, giving the wrong impression that the metamodel is accurate. A “sequential validation design” was proposed in [69] that can put test sample points in the unfilled region of the training sample design. This algorithm can optimize the distance between the test set and training set and assess the metamodel predictivity with a minimum number of test samples.

**Appendix D. Implementation Issues**

Many packages or codes have been developed to implement GP metamodeling, with examples including DACE [70], DAKOTA [71], DiceKriging [53], GPML [72], GPM/SA [73][74] and UQLab [54][75]. In the parameter estimation process using MLE, the calculations are preferred to be performed in logarithms to avoid issues with finite precision arithmetic. The correlation matrix \( \mathbf{R} \) needs to be inverted at various stages, e.g., evaluation of the predictor by Equation (14), the regression coefficients by Equation (15), the MSE by Equation (16) or (17). The size of the correlation matrix is \((m \times m)\) which increases with the number of design sites. Inversion of such a matrix is known to suffer from numerical instabilities, especially when two design sites are close, resulting in very similar columns. To solve this problem, a widely used practice is to add a small value \( \tau^2 \), called “nugget” or “jitter”, to the diagonal entries of \( \mathbf{R} \), i.e. \( \mathbf{R}_{ii} = 1 + \tau^2 \). Such a term serves as a noise factor and it is a convenient way to make sure the covariance matrix is always invertible by introducing negligible errors.

When building the GP emulator, the training inputs are suggested to be scaled between 0 and 1, which correspond to minimum and maximum values from the training set, respectively. Furthermore, the output data can be centralized and standardized so that they have mean 0 and variance 1. Such data processing can reduce the arithmetic errors in matrix inversion and is recommended by [23][24][25][52].

Finally, like almost any other computational tools, an important question about GP metamodeling is how the computational cost increases with the dimensionality of the system? Intuitively higher dimension causes more space between points and the number of training/design points will increase rapidly with the number of inputs. However, in practice computer models never respond strongly to all of their input parameters. Adaptive construction of the GP emulator is possible by progressively assigning more training points to important dimensions which has less smoothness. It was claimed in [44] that GP can be implemented effectively for systems with up to 50 inputs. Considering the booming computational power of the last decade, GP can deal with much higher dimensions on modern computing platforms.
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