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ABSTRACT
Visual object tracking acts as a pivotal component in various emerging video applications. Despite the numerous developments in visual tracking, existing deep trackers are still likely to fail when tracking against objects with dramatic variation. These deep trackers usually do not perform online update or update single sub-branch of the tracking model, for which they cannot adapt to the appearance variation of objects. Efficient updating methods are therefore crucial for tracking while previous meta-updater optimizes trackers directly over parameter space, which is prone to over-fit even collapse on longer sequences. To address these issues, we propose a context-aware tracking model to optimize the tracker over the representation space, which jointly meta-update both branches by exploiting information along the whole sequence, such that it can avoid the over-fitting problem. First, we note that the embedded features of the localization branch and the box-estimation branch, focusing on the local and global information of the target, are effective complements to each other. Based on this insight, we devise a context-aggregation module to fuse information in historical frames, followed by a context-aware module to learn affinity vectors for both branches of the tracker. Besides, we develop a dedicated meta-learning scheme, on account of fast and stable updating with limited training samples. The proposed tracking method achieves an EAO score of 0.514 on VOT2018 with the speed of 40FPS, demonstrating its capability of improving the accuracy and robustness of the underlying tracker with little speed drop.
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Figure 1: Motivation of our proposed tracker. Our approach updates tasks of localization and box-estimation jointly on the representation space.
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1 INTRODUCTION
Visual object tracking has been an important part of various video applications, such as autonomous driving [19], action recognition [23], and video analysis [38]. Given a bounding box representing the target object in the first frame, the goal of visual tracking is to estimate the target state (location and scale) in subsequent frames. In recent years, deep trackers [4, 26, 31, 41, 46] aided with the powerful representation ability of CNN achieve significant progress in both terms of robustness and accuracy. However, how to effectively adapt a deep tracking model to target changes overtime is still challenging due to the limited online training samples and high-computational loads.

Existing mainstream tracking methods can be roughly divided into offline-trained and online-optimized models based on whether they only learned a metric-space in offline stage or perform online model optimization(weight update). The former, like SiamRPN model [27], develops a representative offline tracking framework that performs localization and box-estimation simultaneously using the branches of classification and bounding box regression. Benefited from the high efficiency structure of Siamese tracker, numerous methods [16, 26, 51] built under the SiamRPN framework achieve fast and accurate performance. However, an explicit template is required in this category of trackers, which hinders effective...
online method to exploit variation in historical frames, resulting in the poor capability to distinguish the target from background distractors that often undergoing dramatic changes. In contrast, another kind of deep trackers [4, 10, 11] first localize the target with an online learned classifier and then estimate the scale with a regression module (IoU prediction). Equipped with online learning, these trackers adaptively learn the discriminative feature between the target and the background such that they can distinguish the target from the background effectively. Despite the robust performance, this kind of trackers only update the classification branch for rough localization but fix the regression branch, which brings about severe drifting error for targets with strong variation.

Based on the above analysis, existing deep trackers do not adapt to online targets effectively in terms of the following aspects.

First, the offline-trained methods only use the initial target sample as the template and keep it fixed during tracking. Since the target appearance is changed over time, it is less effective to locate the target only based on the information from the initial target sample. Second, although the online-optimized methods perform online learning, they only update part of the sub-tasks, which leads to inaccurate target box predictions when the target appearance changes a lot.

To address the above-mentioned issues, we propose a context-aware adaptive tracking framework that adapts the tracking model to target changes jointly and effectively.

We note that the box-estimation branch focuses more on global target features, while the localization branch focuses more on the local discriminative features of the target. This observation indicates that the learned information of the localization branch can be used to guide the adaption of the box-estimation branch and the adapted features of the localization branch help the localization branch to find the center of the target conversely. To bridge the relationship between these two branches and update them jointly, we develop a context-aware aggregation model with an affinity vector for adjusting both branches. We show that the affinity vector can not only advance the localization ability but also improve the target estimation accuracy. In addition, we provide a gradient-based meta-learning method to update the context-aware module, which ensures an effective online adaption with limited training samples.

We evaluate the proposed algorithm on four diverse datasets including OTB100 [44], VOT2018 [24], NFS [18], LaSOT [15] and TrackingNet. The favourable performance against the state-of-the-art methods demonstrates the effectiveness of the proposed algorithm.

In this paper, we make the following contributions:

- We propose a context-aware module to update both the localization and box regression models jointly for visual tracking, which enables online adaption and interaction between two sub-tasks in visual tracking, leading to robust and accurate tracking performance.
- We develop a meta-learning strategy for ensuring a fast and efficient online adaption of the context-aware module with limited training samples.
- We conduct extensive experiments on VOT2018, OTB100, NFS, LaSOT and TrackingNet to demonstrate the effectiveness of our approach with favourable performance against the state-of-the-art methods.

2 RELATED WORK

In this section, we review the closely related studies including deep trackers and online adaption models.

Deep trackers. With the great success of deep learning in various computer vision tasks, numerous deep learning based trackers have been developed. We divide them into two categories: offline-trained trackers and online-optimized trackers, depending on online learning (weight updating) is applied or not. Siamese network based trackers are the typical category of offline-trained tracker. SiamFC [3] is the pioneering work, which adopted a fully-convolutional siamese network for training a metric space for offline tracking in end-to-end manner. During tracking, a search patch centered at the previous position of the target is extracted to correlation with the template feature extracted from first frame to yield a similarity map. The rough location of the target is localized find the maximum position in this similarity map, the box-estimation task is
performed using a multi-scale search, which limit the performance in this model. SiamRPN [27] solved this drawback by borrowing RPN module from object detection task. To achieve more accurate target box predictions, the feature extractor is successfully replaced by ResNet [21] in SiamRPN++ [26] via spatial aware sampling strategy to maintain translation invariance. And advanced component borrowed from detection models [8, 16, 27, 32] and deeper backbones [26, 49] are exploited under the Siamese framework. The correlation operator is evolved in these trackers to better fuse the feature from the template and search region. Recently, graph attention [20, 50] and transformer [6] based fusion method are introduced to substitute original simple correlation method to further boost the tracking performance. While the online-optimized tracking method is dominated by DCF-based trackers [9, 12, 43] in the early stage. ECO [9] is the typical DCF-based tracker using deep features, which introduce a factorized convolution operator to reduce the number of parameters in DCF model and an efficient model update strategy to significantly improve the tracking speed of this category of trackers. Recently, ATOM [10] devised a box-estimation head to predict the overlap between the target box and candidate boxes, which achieved accurate bounding box estimation by integrating target-specific information. Besides, these online-optimized trackers always perform classification in an online ridge regression manner to yield a rough localization of the target, then processed by a bounding box estimation module. To enhance the robustness to target changes, this kind of methods usually exploit a predictor learned online [4] and then estimate the bounding box of the target using the offline trained IoU module. Despite the great improvements made by the above methods, they do not update all the sub-tasks (classification and box-estimation) online. Instead, we propose a meta learnt context-aware model to update both the classifier and the bounding box estimator jointly, contributing to more robust and accurate tracking performance.

**Online adaption models.** Since a target object undergoes various changes in a frame sequence, it is crucial to adjust the tracking model online to new target appearance. However, it is not straightforward to train a deep tracking model online since the online training samples are limited and the training needs high-computational loads. To this end, effective adaption mechanisms [13, 25, 28, 30] are explored. GradNet [28] updates the target template by exploiting discriminative information with the gradients through a gradient-guided network. SiamAtt [47] extracts contextual information between the target template and the search region for online adaption. In addition, meta-learning based models [13, 36, 42], aiming to improve a learning algorithm over multiple learning episodes, are also used to accelerate the online training of existing trackers. Despite there are many works [1, 17, 37, 40], exploring meta-learning for few-shot classification tasks, meta-learning based tracking method are few in the visual tracking community. Meta-Tracker [36] is a pioneering work, which devised an offline meta-learning based method to adjust the initial deep networks and applied it in MDNet [35] and CREST [39]. CLNet [13] noticed the flaw in discrimination ability of Siamese trackers, for which a meta-learning based compact feature is proposed to capture the sequence-specific information at the first frame. But this method only uses the feature in the first frame, it is not sufficient to capture the information along the whole sequence, making it lack the capability of tracking robustly when target object appearance varies dramatically. MAML-Tracker [42] proposed a three-step approach based on MAML [17], the typical gradient-based meta learning algorithm, to convert any modern detectors into instance level detectors for tracking. First the given detector is offline meta-trained to learn a parameter representation which can quickly adapt to tracking task. During online tracking, the model is first fine-tuned over the start frame, then optimized over subsequent frames of high confidence. Despite this method offers a general way to bridge the gap between tracking and detection, this method successively optimize over the parameter space of the classification and regression head during tracking, which is prone to over-fit even collapse on longer sequences. Different from these methods, we develop a meta-initialization scheme coupled with a context-aware model to jointly update the localization and box-estimation modules. During tracking, the joint updater is first fine-tuned on the start frame to capture target-specific information, then the joint meta-updater synchronously yields localization and regression affinity vectors to optimize the model on the representation space, such that these two sub-tasks can stably guide each other by exploiting the information from the other.

### 3 PROPOSED TRACKING METHOD

Fig. 4 shows the overall framework of the proposed algorithm. We construct a joint-update model under the DiMP framework. The joint-update model shares the backbone with the DiMP framework and is comprised of a context-aggregation module and a context-aware module. The context-aggregation module aggregates the features of multiple online samples and generates task-specific (localization and box estimation) vectors encoding target information. The context-aware module then generates corresponding affinity vectors for adapting the localization and box estimation branches respectively. In addition, we devise a target-specific meta-learning method to initialize the context-aware module based on the given initial target sample.

#### 3.1 Revisiting DiMP

We choose DiMP [4] comprised of a classification (ridge regression) branch and a box-estimation (IoU) branch as our baseline model. The classification branch is implemented as a classifier with ridge regression method. Concretely, a filter kernel is initialized in the start frame with the given target annotation and is fine-tuned online with a dedicated optimizer every couple of frames. The box-estimation branch, implemented as an overlap maximization method, is composed of an IoU modulation and an IoU predictor module that only trained offline. During tracking, the classification branch first estimates the center position of the target and then the box-estimation branch predicts the target box based on several candidates drew near the predicted center position. Adapting the IoU branch to the changing target object appearance is crucial for improving tracking accuracy, however, DiMP does not focus on this. The IoU branch of DiMP is only initialized with the modulation vector using the initial target sample and not updated over time, which makes it less effective in handling new target appearances and inconsistent with the adaptive classification branch. Besides, we find that there is more information in the sample memory that can be exploited to
benefit the box-estimation branch and further boost the localization branch. To this end, we first develop a context-aggregation module to encode the target-specific features of online samples and then devise a context-aware module to update both tasks via adaptation vectors. In the following, we will introduce these two modules in details.

3.2 Context-aggregation module
We observed that despite the target model (filter kernel) in the classification branch is well optimized during online tracking, the feature extractor is not stable to unseen target so that the classification feature of test frame is not optimal in online tracking. In the box estimation branch, the modulation vector is extracted only using the start frame target appearance and given annotations. It is incapable of tracking target with various variation during online tracking, which will lead to inaccurate bounding box estimation. We visualize some representative tracking results in Fig. (3). Candidate boxes of the box-estimation branch are generated according to precedent estimated target scales and predefined hyper-parameter. Without updating, the bounding box estimation error is accumulated during tracking a sequence, further may yield box with scale much larger than the target in some challenging cases, which introduce background clutter for the online optimized target model, contaminating the classification branch and then leading to severe drifting error.

Considering the relationships between the tasks of classification and box estimation, we devise a context-aggregation module to learn the feature embeddings of both tasks on the compact representations. The detailed structure of the context-aggregation module is shown in Fig. 5. The classification branch maintains a sample buffer in online tracking, can be denoted as  \( S_{\text{online}} = \{(x_i, b_i)\}_{i=1}^n \), which is composed of \( n \) deep features \( x_i \) paired with target box \( b_i \in \mathbb{R}^4 \).

To make full use of these samples for both branches, we tried several SOTA attention-based method to learn a better representation for subsequent affinity vector generation, like Triple attention [33] and LamdaNetworks [2]. Despite these method show strong capability in other deep learning tasks like classification and detection, we find them achieve slight or without performance boost in our joint-updater. Based on this insight and for less computation burden, we adopt a simple convolutional layer here to extract compact representations from the online collected sample features (sample buffer). Then we use a BatchNorm layer \( u \) followed a ReLU activation to yield localization context feature from online samples, with which our context-aggregation module shares memory with the model predictor of the localization branch without any extra memory cost. The localization feature is computed as:

\[
x_i^L = \text{ReLU}(u(x_i)), \quad x_i \in S_{\text{train}}.
\]

(1)

Here the the localization context feature is denoted as \( L_{\text{online}} = \{(x_i^L, b_i)\}_{i=1}^n \).

To effectively update the modulation vector, we use a \( 3 \times 3 \) convolution layer \( g \) to extract regression context feature \( R_{\text{online}} = \{(x_i^R, b_i)\}_{i=1}^n \) from \( L_{\text{online}} \) as following:

\[
x_i^R = g(x_i^L), \quad x_i^L \in L_{\text{online}}.
\]

(2)
Ultimately, we use precise ROI pooling [22] to generate target-specific feature embeddings for both tasks, the target-specific representation for localization is computed as:

\[
l = \frac{1}{|\text{online}|} \sum_{i=1}^{n} \text{PrPool}(x_i^L, b_i),
\]

where \text{PrPool} denotes precise ROI pooling. The regression target-specific representation \( r \) is derived from \( R_{\text{online}} \) in the same way.

### 3.3 Context-aware module

In this part, we devise the context-aware module that transforms target-specific representation into task-specific affinity vector and a meta initialization scheme is further proposed to ensure stable and fast updating for both branches. Given the localization-specific and regression-specific representations \( l_j \) and \( r_j \) of the target in sequence \( j \), we pass them to fully connected layer followed with a \text{sigmoid} activation function, which transforms \( l_j \) and \( r_j \) into localization affinity vector \( A^L_j \), and regression affinity vector \( A^R_j \), respectively. The elements in these affinity vectors indicate how important each channel is for the localization and regression sub-tasks. Specifically, we use the localization affinity vector \( A^L_j \) to adapt the localization feature as following:

\[
s = (x \odot A^L_j) \ast f,
\]

where \( \odot \) denotes the element-wise multiplication in the channel dimension, \( x \) is the extracted localization feature of test frame, and \( f \) is the target model(filter weight) maintained by the classification branch, \( \ast \) is correlation operator. Similarly, the two regression affinity vectors \( A^R_0 \) and \( A^R_2 \) are respectively used to adapt the modulation vectors \( M^0 \) and \( M^1 \) extracted by the IoU modulation module from the start frame with given annotation. With updated modulation vector, the IoU scores of candidate bounding boxes are computed as:

\[
\text{IoU}(B) = h(z(x_j, B), M^0_j \odot A^R_0, M^1_j \odot A^R_1),
\]

where \( z \) denotes the feature extractor of the test frame, \( h \) denotes the IoU predictor in the bounding box regression branch.

### 3.4 Meta-initialization

Considering the different characteristics of different object categories, we devise a meta-learning scheme to adapt the context-aware module to a specific target object.

MAML [17] is the typical meta-learning method and widely used in visual tracking problems in previous work. When MAML-like meta-learning algorithm coupled with tracking method, there is a drawback that the offline meta-trained representation which can quickly adapt to new tasks is prone to over-fitting. In other words, the offline learned model parameter space is polluted if successive online updating is directly applied in the parameter space. That’s why MAML-Tracker [42], optimizing the parameter of classification and regression head during online tracking with MAML, shows poor performance on large-scale dataset like LaSOT [15].

From this perspective, we adapt the original MAML algorithm and use the new scheme to train and adapt the context-aware part of the joint meta-updater in start frame. When tracking the subsequent frames, our method optimizes the model in high-dimensional representation space rather than the parameter space, avoid the overfitting problem when gradient-based meta-learning coupled with tracking model.

Specifically, we divide the parameter of the meta-updater into two parts. The context-aggregation module with parameter \( \phi \) is acted as sequence-shared parameter, which remains invariant during online tracking, while the parameter of the context-aware module \( \theta \) is online updated. For offline training, we sample frames \( D_j = \{x_j^l, b_j^l\} \) from \( j \)-th video sequences \( V_j \) then divide them into \( D^T_j \) (support set) and \( D^V_j \) (target set). Alg. 1 presents the detailed optimization process. In the inner loop optimization, we adopt multi-step gradient-descent with respect to context-aware parameter \( \theta \), minimizing the loss \( L \) on \( D^V_j \), here \( p \) denotes localization or state estimation module combined with the meta-updater. The process can be formulated as:

\[
\theta_k = \theta_{k-1} - \alpha \odot \frac{\partial}{\partial \theta_{k-1}} M(\theta_{k-1}, \phi),
\]

and \( M(\theta_{k-1}, \phi; D^V_j) \) is computed as:

\[
M(\theta_{k-1}, \phi; D^V_j) = \frac{1}{|D^V_j|} \sum_{(x_j, b_j^l) \in D^V_j} L(p(x_j^l; \theta_{k-1}, \phi), b_j^l).
\]

The offline training loss \( L \) is defined as the weighted sum of IoU loss of box-estimation branch and hinge regression loss in the classification branch. The loss in classification branch for ridge regression is defined as:

\[
L_{\text{cls}} = \frac{1}{|D_j|} \sum_{(x_j, b_j^l) \in D_j} \| \ell(s, z(b_j^l)) \|^2,
\]

where \( f \) is the filter weight, \( z \) denotes a transformation from bounding box \( b_j^l \) to a gaussian label for ridge regression. \( l \) is a hinge loss between the predicted score map \( s \) and gaussian label \( z \):

\[
\ell(s, z) = \begin{cases} 
    s - z, & z > T \\
    \max(0, s), & z \leq T,
\end{cases}
\]

\( T \) is a pre-defined threshold to exclude distractors in the background. The loss \( L_{\text{IoU}} \) in regression branch is computed as between the estimated overlap and the ground truth. The total loss is the sum of these two branches with a balance hyper-parameter \( \lambda \):

\[
L = \lambda L_{\text{cls}} + L_{\text{IoU}}.
\]
Algorithm 1: Meta initialization training

**Input:** Video sequences set $V_j$ of frames paired with annotated bounding box and a pretrained model of the first-stage;

**Output:** Optimized representation $\{\theta, \phi\}^*$ capable of fast adapting to new target appearance;

1. Draw image batches from different videos to form a training set $D_j$; then split the training set into support set $D_j^s$ and test set $D_j^t$;
2. **while not done** do
   1. for $k = 1, ..., N$ do
      1. Evaluate $M(\theta_{k-1}, \phi, D_j^s)$ with respect to $|D_j^s|$ using (6);
      2. Update the context aware parameter $\theta$ with gradient descent: $\theta_k = \theta_{k-1} - a\nabla \theta_{k-1} M$;
   3. Compute $T(\theta, \phi, D_j^t)$ on test set for each optimized $\theta_k$ using (11), then perform back-propagation to find the optimal representation using (12);
3. **end**
4. **end**

Optimized $\{\theta_k\}_{k=1}^{K}$ are fused in a weighted sum manner. The process is formulated as:

$$T(\theta, \phi; D_j^t) = \frac{1}{|D_j^t|} \sum_{k=0}^{K} \sum_{(x'_j, b'_j)} q_k L(p(x'_j; \theta_{k-1}, \phi), b'_j).$$

Finally, the weighted test loss $T$ is backpropagated to find a global optimal representation $\{\theta, \phi\}^*$ that can quickly adapt to new target appearance as:

$$\{\theta, \phi\}^* = \arg \min_{\{\theta, \phi\}} \frac{1}{N} \sum_{j=0}^{N} T(\theta, \phi; D_j^t).$$

Here $N$ denote the total sampled video sequences in a training batch, and $q_k$ denote the loss weight of the $k$-th step, which grows with step number to pay more attention to later optimization steps. During online adaption, only the parameter of context aware module $\theta$ is updated by $N$ step optimization using (6) over frames, while the parameter of context aggregation module $\phi$ is fixed as an initialization. In this setting, our model can adapt the meta-updater to an unseen target appearance efficiently.

4 EXPERIMENT

In this section, we evaluate the proposed algorithm on 4 diverse datasets and compare it with 10 representative methods. In addition, we conduct an ablation study to show the contribution of each component of the proposed algorithm. In the followings, we first introduce the implementations, and then present the state-of-the-art comparison and the ablation study.

4.1 Implementation details

**Network Architecture.** We use the vanilla ResNet50 [21] as the feature extractor, the search region and template share the same backbone. The last layer of ResNet50 is removed, and the feature of layer3 and layer4 is extracted then passed into the IoU-modulation module to produce two modulation vectors of length 256. The classification branch maintains a filter kernel with spatial size $3 \times 3$, the channel dimension is 512. The context-modulation module is implemented with a convolution followed by a batch normalization and a ReLU activation. For the localization affinity vector, the output of the aggregation module is directly pooled by a $1 \times 1$ Pr-Pool into a vector then passed into the feed-forward network. For the regressio affinity vector, the output of aggregation module is downsampled by another convolution, then pooled by a $1 \times 1$ Pr-Pool and fed into the feed-forward network to yield the regression affinity vector.

**Offline training.** For offline training, we first train the overall framework including the joint update model and the DiMP model in an end-to-end manner. We use the ADAM optimization method with a learning rate of $1e^{-4}$ and weight decay for training. The loss is defined as the sum of the localization and box estimation branches. In the second stage, we train the model obtained in the first stage to learn meta-initialization parameters. The training loss is the same as that of the DiMP but using a meta-learning strategy. For the meta training, the inner-loop iteration number is set as 5. In the outer loop, we assigned the weights $\{v_i\}_{i=0}^{T} = \{0.1, 0.2, 0.4, 0.6, 0.8, 1\}$ to iteration steps, giving more attention to later steps. To stable the training, we use learnable per-layer per-step inner loop learning rate initialized as 0.01. We train 20 epochs using the ADAM optimizer with learning rates of $5e^{-5}$ on the context-aware module and $1e^{-5}$ on the context-aggregation module. In these two training stages, we use TrackignNet, LaSOT, Got10k and Coco as training dataset and batch size is set as 40. The total training process takes 13 hours on a server with 4 V100 Tesla GPUs and a Xeon 5118s CPU.

**Online tracking.** For online tracking, the classification branch maintains a sample buffer of maximum size 50 by discarding the oldest samples. In the start frame, data augmentation including blur, rotation, translation and dropout are performed to generate 15 augmented samples to initialize the filter weight of in the classification branch and the modulation vectors in the box-estimation branch. Then we run 5 iterations on these augmented samples with their given annotation to adapt the context-aware part of our joint updater to the specified target appearance. When tracking subsequent frames, the weight of the meta-joint updater is fixed, the sample buffer is updated with high confidence new frames. The affinity vector of both branches is updated synchronously with the sample buffer. The average tracking speed is 40FPS on a machine with a 1080ti GPU and an i7-9700k CPU, only with a slight speed drop compared to the baseline DiMP50 of 45FPS.

4.2 Comparison with SOTA

We compare our proposed method with the state-of-the-art methods on four challenging datasets including VOT2018, OTB100, NFS, TrackingNet and LaSOT. We show qualitative evaluation of our proposed method and baseline DiMP50 on several challenging sequences in Fig. 3. A tracking video demo can be found in the supplementary materials.

**VOT2018** [24]: This dataset is composed of 60 sequences, the target in sequences in annotated with rotated bounding box. In this benchmark, trackers are assumed to be incapable of re-detection after the target has been lost. Once the overlap of the estimated box and corresponding ground truth box is 0, the tracker will be reinitialized.
using ground-truth label of five frames after the failure. Three metrics is used to report the tracking performance: robustness, accuracy and EAO. The accuracy is a metric to evaluate the average overlap between the estimated box and ground truth box when tracking successfully. The robustness measures how many times the tracker loses the target. EAO is the primary metric based on robustness and accuracy metric, which is an estimator of short-term sequences with the same visual properties as the given dataset. We compare our proposed method with 13 representative deep trackers on this dataset, Table 1 shows the results of all the methods over these three metrics. Otherwise, we plot the EAO scores of the totally 13 trackers in Fig.2. It shows that our method achieves the best performance with an EAO score of 0.514 and a relative gain of 16.8% against DiMP50.

**OTB100 [44]:** This is one of the most widely used dataset in visual tracking community, which contains 100 sequences with various targets. Precision and success are the commonly used evaluation metrics in this dataset. The precision score is computed by comparing the difference between the estimated state and the ground-truth bounding box. The success metric represents the box Intersection of Union(IoU) of the predicted result and ground truth. Trackers are ranked by the Area Under Curve(AUC) scores. We compare our proposed method with 10 representative deep trackers, Fig.6 shows the detailed success and precision plot of the evaluation result. SiamRPN++ [26] achieves the highest precision score among the compared methods. The proposed method achieves an AUC score of 0.697, improving DiMP50 with a relative gain of 1.9%.

**NFS [18]:** The evaluation is performed on the 30FPS version of this benchmark. It is composed of 100 sequences captured with higher frame rate(240FPS) cameras from real world, the 30FPS version of this dataset is temporally sampled every 8th frame from the 240FPS version, which leading to excluding the effect of motion blur in lower frame tracking benchmark like OTB100. The evaluation metrics are the same as those in the OTB100 dataset, the Area Under Curve(AUC) of success plots are used to rank trackers. We compare our proposed method with 5 deep trackers, Fig.7 shows the success and precision plot. The DiMP50 baseline model obtains an AUC score of 0.620. Our approach achieves slightly better results with an AUC score of 0.627 and a precision score of 0.747.

**TrackingNet [34]:** This dataset is the first large-scale benchmark for visual object tracking in the wild. It is composed of 511 sequences from YouTube, the annotations defined as the smallest upright bounding box to avoid ambiguity. Three metrics are used to provide the performance analysis: precision, normalized precision and success. Since the precision metric is sensitive to the resolution of images and the scale of bounding boxes. Precision is normalized over the size of the ground truth bounding box, which ensure the consistency of the metrics across different scales of targets to track. We compare our proposed method with 6 representative deep trackers on this benchmark, including DiMP50 [4], SiamRPN++ [26], DaSiamRPN [51], ATOM [10], UPDT [5] and SiamFC [3]. Table 2 shows detailed evaluation result. Our proposed method achieves slight improvement on precision and Success metric, with an AUC score of 74.2.

**LaSOT [15]:** This benchmark is the largest densely annotated one in the tracking community. To further evaluate our proposed method on challenging sequences, we also conduct experiment on the LaSOT dataset consisting 280 longer sequences compared to VOT2018 and OTB100, which totally contain 690K frames and 70 object categories. Following popular benchmark protocols, this

---

**Table 1: Results on the VOT2018 dataset**

| Methods       | EAO ↑ | Rob ↓ | ACC ↑ |
|---------------|-------|-------|-------|
| DaSiamRPN [51]| 0.383 | 0.276 | 0.586 |
| UPDT [5]      | 0.378 | 0.184 | 0.536 |
| UpdateNet [48]| 0.393 | 0.276 | 0.587 |
| TADT [30]     | 0.224 | 0.487 | 0.502 |
| SiamRPN++ [26]| 0.414 | 0.234 | 0.600 |
| ATOM [10]     | 0.401 | 0.204 | 0.590 |
| CAGCD [14]    | 0.449 | 0.173 | 0.615 |
| SiamFC++ [45] | 0.426 | 0.183 | 0.587 |
| DiMP18 [4]    | 0.402 | 0.182 | 0.594 |
| DiMP50 [4]    | 0.440 | 0.153 | 0.597 |
| SiamBAN [7]   | 0.452 | 0.178 | 0.597 |
| MAML-Tracker [42]| 0.452 | 0.159 | 0.604 |
| SiamKPN [29]  | 0.440 | 0.192 | 0.606 |
| **CAJMU (ours)** | **0.514** | **0.108** | **0.609** |

**Table 2: Result on the TrackingNet dataset**

| Methods     | Precision (%) | Norm. Prec. (%) | Success (%) |
|-------------|---------------|-----------------|-------------|
| SiamFC      | 58.3          | 66.6            | 57.1        |
| UPDT        | 55.7          | 70.2            | 61.1        |
| ATOM        | 64.8          | 77.1            | 73.3        |
| DaSiamRPN   | 59.1          | 80.0            | 73.5        |
| SiamRPN++   | 69.4          | 86.2            | 74.0        |
| DiMP50      | 68.7          | 86.1            | 76.2        |
| **CAJMU (ours)** | **66.9** | **80.1** | **76.2** |

---

**Figure 6: Success and Precision plot on OTB100 benchmark.**

**Figure 7: Success and Precision plot on NFS benchmark.**
benchmarks also perform One-Pass Evaluation (OPE), and use the success and precision metric. Besides success and precision, LaSOT also introduces the normalized precision metric to alleviate the instability of precision metric. We compare our proposed method with 9 deep trackers on this benchmark, the curve of success, precision and normalized precision are depicted in Fig.8. Our approach achieves the best performance over three metrics with an AUC score of 0.573, demonstrating its strong capability to tracking objects with various variation in large-scale benchmark.

The extensive experimental results on these 5 diverse datasets demonstrate that our approach performs favorably against the state-of-the-art methods.

4.3 Ablation study

In this section, we explore the contribution of each component in the proposed joint meta-updater over the OTB100 and VOT2018 benchmarks. Table 3 presents the results of four variants of the proposed model. First, we only update localization (CLS) or regression (REG) branch. When we only update the localization (CLS) branch with the localization affinity vector, our tracker still can achieve an EAO score of 0.473 on VOT2018 benchmark, showing that the compact representation in localization branch is capable of optimizing the localization search feature. When only the regression affinity vector is applied, our model also can boost the tracking performance on both benchmarks. This experiment result also shows that the update of the regression branch has more contribution on OTB100 dataset, but has less effect on VOT2018 compared to the update in localization branch, since target appearance in VOT2018 benchmark varies more strenuous than the OTB100 benchmark. Then we jointly update both branches without meta initialization. Benefiting from the joint update mechanism, we get an EAO score of 0.506 on VOT2018 and an AUC score of 0.686 on OTB100, achieving significant performance gain compared to update single branch, which demonstrates that updating in these two branches are supplementary to each other.

At last, we combine our joint updater with the meta-initialization scheme, achieving performance boost on both benchmarks. The precision metric on OTB100 and accuracy metric on VOT2018 are both lifted, showing our meta-initialization scheme is capable of stabilizing and further boosting the performance.

5 CONCLUSIONS

In this paper, we propose a joint meta-updater to adapt the deep tracking model to target objects fast and stably. Our key insight lies in that the information of the classification branch and the box-estimation branch can complement each other. As such, we construct a context aggregation and a context aware module for jointly generating task-specific affinity vectors for both branches. To stabilize the performance of our joint updater, we develop a dedicated meta-initialization scheme to ensure a fast adaption of our joint updater by exploiting target-specific information. In general, we provide a novel way to update the tracking model on the representation space rather than directly on the parameter space, which can make full use of the information along the whole sequence without over-fitting problem. The extensive experiments on five public benchmarks show that the proposed algorithm performs favorably against the state-of-the-art method.
