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Abstract. Many imaging problems can be formulated as mapping problems. A general mapping problem aims to obtain an optimal mapping that minimizes an energy functional subject to the given constraints. Existing methods to solve the mapping problems are often inefficient and can sometimes get trapped in local minima. An extra challenge arises when the optimal mapping is required to be diffeomorphic. In this work, we address the problem by proposing a deep-learning framework based on the Quasi-conformal (QC) Teichmüller theories. The main strategy is to learn the Beltrami coefficient (BC) that represents a mapping as the latent feature vector in the deep neural network. The BC measures the local geometric distortion under the mapping, with which the interpretability of the deep neural network can be enhanced. Under this framework, the diffeomorphic property of the mapping can be controlled via a simple activation function within the network. The optimal mapping can also be easily regularized by integrating the BC into the loss function. A crucial advantage of the proposed framework is that once the network is successfully trained, the optimized mapping corresponding to each input data information can be obtained in real time. To examine the efficacy of the proposed framework, we apply the method to the diffeomorphic image registration problem. Experimental results outperform other state-of-the-art registration algorithms in both efficiency and accuracy, which demonstrate the effectiveness of our proposed framework to solve the mapping problem.
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1. Introduction. Mapping problems are ubiquitous in the field of imaging sciences. Generally speaking, a mapping problem is referred to as optimizing a mapping between two corresponding domains that satisfies prescribed conditions. Many imaging tasks can be formulated as mapping problems. For instance, image registration aims to align one image to another. It can be formulated as optimizing a mapping between two images that satisfies certain image intensity matching and regularization constraints [10, 23, 24, 57]. In image segmentation, a suitable mapping can be optimized to deform a prior template shape to extract the important object in an image [8, 45, 55, 56]. In addition, mapping problems are also considered in the area of image analysis to study the deformation pattern of shapes in an image [12, 35]. It thus calls for the need of developing an efficient and accurate framework to solve the mapping problem.

Mathematically, a mapping problem can be described as an optimization problem to find an optimal mapping \( f : \Omega_1 \rightarrow \Omega_2 \) such that

\[
\begin{align*}
f &= \arg\min_{f : \Omega_1 \rightarrow \Omega_2} \mathcal{L}(g) \quad \text{subject to } g \in \mathcal{C},
\end{align*}
\]

where \( \mathcal{L} \) is usually called the energy functional or loss function. By minimizing it, the desired properties of the mapping can be achieved. \( \mathcal{C} \) is the constraint space, where the desired mapping should be situated. For example, in image registration, the loss function \( \mathcal{L} \) can
be a combination of the intensity mismatching error as the fidelity term and a smoothness regularization term.

Besides, in many practical applications, the mapping is desired to be diffeomorphic. Examples include the diffeomorphic image registration in medical imaging, topology-preserving image segmentation and so on. In this case, the constraint space $C$ is chosen as the space of diffeomorphisms. This category of mapping problems is called the Diffeomorphism Optimization Problem (DOP). The DOP is generally challenging due to the non-linearity and complexity of the constraint space. Most of the existing methods to solve the problem are based on optimization techniques, the efficiency of which is limited due to the iterative nature of these algorithms. Real-time computation for practical applications is an arduous task. On the other hand, the accuracy is another concern since the methods can sometimes get trapped into local minima. We are therefore motivated to develop a framework to solve the DOP, which is both fast and accurate.

Recently, deep learning have shown tremendous success in various fields. Once successfully trained, deep-learning based models can commonly yield results in real time. Empirically, the stochastic gradient descent (SGD) or related optimization strategies to train the deep neural network can allow the model to avoid undesirable local minima or the so-called premature convergence. Deep-learning techniques have opened up a promising direction to solve the diffeomorphic mapping problem. However, it is generally hard to control the properties of the mapping within a deep learning framework. In particular, enforcing geometric constraints, such as the diffeomorphic property, of the deformation field within the deep neural network is challenging. As a result, topological destruction, namely foldings, can often be seen and violates the constraints of the DOP.

In this work, we propose a deep-learning framework to solve the DOP based on Quasi-conformal (QC) Teichmüller theories. To the best of our knowledge, it is the first work to incorporate QC theories into the field of deep learning to enhance the interpretability of the deep neural network. The strategy is to learn the Beltrami coefficient (BC) that represents a mapping as the main latent feature vector in the deep neural network. The BC measures the local geometric distortion of a mapping. By considering the BC as the latent feature, the network structure can be carefully designed according to the prescribed geometric properties, and the neural network can be easily interpreted. Besides, the diffeomorphic constraint of the mapping can be imposed by controlling the magnitude of the BC. As such, the constraint in the DOP can easily be coped with using an appropriate activation function. To incorporate the BC, a task-independent network, called BSNet, is trained, which reconstructs the quasiconformal mapping from its associated BC. It allows the framework to go back and forth between the mapping and its BC. To train the network efficiently and accurately, the number of parameters in BSNet is reduced using the Fourier approximation of the BC. Under this framework, a flexible loss function combining with the BC can be designed to control the geometric properties. Instead of solving an optimization problem each time, the trained deep neural network can output the optimal mapping in real time given the input data. As such, our proposed framework can solve the mapping problem in real time. The proposed deep-learning based framework for solving the mapping problem is very general, which can be applied to various imaging tasks. In this paper, we examine the efficacy of our proposed method by applying it to an imaging problem, namely the diffeomorphic image registration.
A Quasiconformal Registration Network (called QCRegNet) is developed in an unsupervised manner, which is a novel fast network to obtain diffeomorphic image registration even with large deformations between the image pair. Experiments have been carried out on different data, such as underwater and medical images. Results outperform other state-of-the-art registration models in terms of both accuracy and efficiency. This demonstrates the efficacy of our proposed deep-learning based framework to solve the mapping problem.

The rest of the paper is organized as follows. Section 2 lists the contributions of this paper. Section 3 reviews previous works related to our proposed framework. We propose and analyse a learning framework for solving general mapping problems in section 4. In section 5, the diffeomorphic image registration problem is explored and the Quasiconformal Registration Network (QCRegNet) is proposed based on our proposed framework to solve the registration problem. Section 6 presents the details of the experimental setup. We present the experimental results and discuss insights of the results in section 7. Finally, the conclusion is drawn in section 8.

2. Contributions. The main contributions of this paper are outlined as follows.

1. A deep-learning based framework using Quasiconformal (QC) theories to solve general diffeomorphism optimization problems is proposed in this paper. To the best of our knowledge, it is the first work to integrate QC theories to control geometric properties within a deep learning framework. A deep neural network with an explainable architecture can be constructed.

2. The Beltrami Solver Network (BSNet) is proposed and trained in this paper, which computes the corresponding quasiconformal map associated to a prescribed Beltrami coefficient (BC). A mapping can then be represented by the BC, which measures the local geometric distortion under the mapping. The diffeomorphic constraint in the DOP can also be enforced by a simple activation function in the network.

3. To avoid over-fitting and enhance the training efficiency, the number of parameters in BSNet is carefully reduced using the discrete Fourier transform (DFT) of the BCs.

4. The learning based framework together with the BSNet allows us to design a flexible loss function that is incorporated with the BC to control the geometric properties of the output mapping from the network. This allows us to train the network in an unsupervised manner with prescribed geometric constraints to solve the mapping problem, which is especially important when there is not enough labeled data.

5. Using the proposed framework, a Quasiconformal Registration Network, called QCRegNet, is developed. It is a novel fast network to obtain diffeomorphic image registration results even with large deformations between the image pair. Experimental results obtained by the proposed network show outstanding performance when compared with other state-of-the-art methods.

3. Related works. In this work, our goal is to develop a deep learning framework to solve the mapping problems. The main strategy of our proposed framework is to integrate quasiconformal theories into the deep neural network. In this section, we review some existing works on the mapping problems, which are closely related to this paper. Besides, quasiconformal theories are applied in this work. Previous works related to computational quasiconformal
3.1. Mapping problems. Mapping problems have been widely studied. Many imaging problems, such as image segmentation and registration, can be formulated as mapping problems. Various techniques have been developed to solve the problems. Image segmentation, a process of extracting important object in an image, can be formulated as mapping problems. Numerous models solve the segmentation problem by searching for an optimal mapping that deforms a template binary image to segment the image \([8, 18, 26, 44, 45, 49, 51, 55, 56]\). To solve the related mapping problems for image segmentation, different algorithms have been proposed. In \([18]\), a simple gradient descent algorithm together with a multi-level strategy are used to solve the mapping problems. In \([8, 45, 55, 56]\), alternating minimization algorithms are used to solve the optimization problems. Besides, image registration can naturally be regarded as a mapping problem to find an optimal registration map between two corresponding images. Different algorithms have been proposed to solve the associated mapping problems. For example, Horn et al. \([17]\) proposed an optical flow method that solves the registration problem. Joshi et al. \([20]\) proposed the Large Diffeomorphic Distance Metric Mapping (LDDMM) framework to generate diffeomorphic mapping for landmark-matching registration. The corresponding Euler-Lagrange equations are carefully investigated and solved for the solution of the LDDMM problem in \([3]\). Ashburner et al. \([1]\) developed the DARTEL algorithm, which considers the registration mapping problem as a local optimization problem and solves it using a Levenberg-Marquardt strategy. Vercauteren et al. \([47]\) proposed the DDemons algorithm for diffeomorphic image registration, which is an iterative gradient descent approach. Burger et al. \([5]\) introduced an image registration model with the incorporation of the hyperelastic regularization term. A numerical scheme is developed to solve the optimization problem, which is based on a nodal-based discretization with a special tetrahedral partitioning. Glocker et al. \([15]\) proposed an image registration method by computing an optimal registration mapping using a Markov random field formulation. In \([30]\), Lui et al. introduced an efficient splitting method based on Alternating Direction Method with Multipliers (ADMM) to solve the Diffeomorphism Optimization Problem (DOP). Similarly, Qiu et al. \([40]\) proposed an optimization model to solve the inconsistent surface registration problem. The mapping problem is solved through an iterative algorithm, which involves the projection into the constraint space and the free boundary quasiconformal deformation algorithm. The above methods solve the mapping problem with satisfactory accuracies. Nevertheless, the efficiency of the existing approaches is limited due to the iterative nature of these algorithms.

Learning-based methods, notably those based on deep convolutional neural networks (CNNs), show outstanding performance in various fields, including imaging sciences \([6, 42]\), computer vision \([16, 19, 36, 48, 59]\) and scientific computing \([27, 41]\). Attempts have been made to introduce neural network to solve mapping problems. The DLIR framework \([14]\) makes use of image similarity by minimizing a dissimilarity metric to register images. In \([2]\), a velocity field generated by a network, called VoxelMorph, is integrated to obtain the registration mapping. \([25]\) uses the feature vectors generated by a truncated classification network to guide large deformation registration.

3.2. Quasiconformal models. Quasiconformal theories are integrated in proposed framework to solve the mapping problems. Different computational algorithms have been developed
to compute the quasiconformal mappings \([13, 28, 29, 30, 34, 53]\). For example, an iterative scheme, called the Beltrami holomorphic flow, is proposed in \([34]\) to compute the quasiconformal mapping. Linear Beltrami Solver (LBS) is proposed in \([28]\) to obtain the quasiconformal mapping through solving a linear system that discretize the elliptic PDEs. Besides, Quasi-Yamabe flow is developed in \([53]\) to iteratively compute the quasiconformal mapping based on discrete Yamabe flow with an auxiliary metric. Quasiconformal theories have been applied in diverse imaging problems ranging from shape analysis \([7, 9, 11, 12, 35, 37]\) and map compression \([28, 32]\) to registration \([10, 21, 22, 23, 24, 29, 31, 33, 34, 40, 50, 52, 54, 57, 58]\) and segmentation with a topological prior \([8, 45, 55, 56]\).

4. Proposed model. In this section, we describe our proposed learning framework for solving general mapping problems in detail. Our ultimate goal is to train a deep neural network that outputs the desired mapping with prescribed constraints optimizing the energy functional of the mapping problem, given the input data.

4.1. Problem setting. In practical applications, a general mapping problem can be formulated as an optimization problem over the space of mappings \(f\) that minimizes a certain energy functional \(L(f; d_1, d_2, ..., d_n)\), subject to the constraint that the mapping \(f\) is located in a certain constraint space \(C\). Here, \(d = (d_1, d_2, ..., d_n)\) is the input data information. For instance, for image registration, the loss function can be defined as: \(L(f; I_1, I_2) = ||I_1 - I_2(f)||_2^2 + \alpha||\mu(f)||_2^2\), where \(\mu(f)\) refers to the Beltrami coefficient of \(f\) and \(d\) is given by the two corresponding images \(I_1\) and \(I_2\). Minimizing \(||\mu(f)||_2^2\) can control the local geometric distortion under the mapping \(f\).

Generally speaking, given the input data \(d\), an optimization problem is solved to obtain the optimal mapping \(f\) associated to \(d\). Ideally, it is desirable to learn a mapping that outputs the optimal mapping \(f\) from the input data information \(d\). Our strategy is to train a deep neural network \(N_\theta\) with network parameters \(\theta = (\theta_1, ..., \theta_m)\), which takes \(d\) as the input and yields a mapping \(N_\theta(d)\) such that

\[
N_\theta(d) = \arg\min_{f: \Omega_1 \to \Omega_2} L(g; d) \text{ and } N_\theta(d) \in C.
\]

The advantage of this framework is that once the network is successfully trained, the optimized mapping corresponding to each input data information \(d\) can be obtained in real time. It will be much more applicable in practice than conventional approaches, in which an optimization problem has to be solved for each input data. The main challenge is the control of \(N_\theta(d)\) to lie in the constraint space \(C\). It requires the incorporation of an effective geometric quantity that measures the geometric properties of the mapping. In this work, we consider the incorporation of the Beltrami coefficient, which is a geometric quantity from QC theories that measures the geometric distortion of a deformation.

4.2. Overall framework. The proposed overall framework to solve the mapping problem via a deep neural network is depicted in Figure 1. We propose to construct a deep neural network, which takes the data information \(d = (d_1, ..., d_n)\) as the input and outputs a mapping. The output mapping should satisfy certain prescribed constraints and it can be controlled by a suitable loss function. The overall network, denoted by \(N_\theta\), consists of two sub-networks, which are: (1) the estimator \(E_\phi\) and (2) the Beltrami Solver Network (BSNet)
\( f \) Beltrami Coefficient Estimator BSNet \( \mathbf{d} = (d_1, d_2, \cdots, d_n) \)

Figure 1: An overview of our proposed learning framework to solve the mapping problem.

\( B_\varphi \). The estimator estimates the Beltrami coefficient \( \mu \) associated to the desired mapping \( f \) solving the mapping problem given \( \mathbf{d} \), where \( \varphi = (\phi_1, \ldots, \phi_k) \) are the network parameters. In other words, \( E_\varphi(\mathbf{d}) : \Omega_1 \rightarrow \mathbb{C} \) is a Beltrami coefficient, which is a complex-valued function on \( \Omega_1 \). \( E_\varphi(\mathbf{d}) \) comprises of the real part \( R_\varphi(\mathbf{d}) \) and the imaginary part \( \text{Im}_\varphi(\mathbf{d}) \). Hence, \( E_\varphi(\mathbf{d}) = R_\varphi(\mathbf{d}) + i\text{Im}_\varphi(\mathbf{d}) \) can be regarded as two images on the domain \( \Omega_1 \). The main strategy in our proposed framework is to represent a mapping \( f = N_\theta(\mathbf{d}) \) by its Beltrami coefficient \( \mu = E_\varphi(\mathbf{d}) \), which measures the geometric distortion under the mapping. As such, the latent representation within the deep neural network is explainable and reflects the geometric properties of the mapping. The incorporation of the Beltrami coefficient into the network is advantageous since the geometric properties of the mapping can be easily controlled by manipulating \( \mu \) directly. For instance, if the mapping problem is a diffeomorphism optimization problem, an activation function that rescales the modulus of \( \mu \) to \([0, 1)\) can ensure the associated mapping \( f \) is diffeomorphic.

On the other hand, in order to incorporate BC into the network, a transformation to recover the corresponding mapping from a given BC is necessary. In this work, we propose to represent this transformation by another deep neural network \( B_\varphi(\mu) \). In other words, \( B_\varphi(\mu) \) satisfies the following partial differential equation:

\[
\frac{\partial B_\varphi(\mu)}{\partial \bar{z}} = \mu(z) \frac{\partial B_\varphi(\mu)}{\partial z},
\]

subject to some conditions imposed on \( B_\varphi(\mu) \). A commonly used condition is the boundary condition on \( B_\varphi(\mu) \). \( B_\varphi(\mu) \) can be pre-trained independently and integrated into \( N_\theta \). The detailed procedure to train \( B_\varphi(\mu) \) is explained in subsection 4.3. The parameters \( \varphi \) can also be further updated during the training process of \( N_\theta \), so that the BSNet can be tuned to obtain mappings associated to a particular problem more accurately.

To train a network to obtain the desired mapping, a suitable loss function needs to be designed. Our framework facilitates the incorporation of geometric information in the loss function conveniently. More specifically, the BC that measures the geometric distortion under the associated mapping can be integrated into the loss function. The loss function is usually designed to comprise of the fidelity term and the regularization term. The fidelity term, which depends on the mapping \( B_\varphi(\mu) \), aims to drive the mapping obtained from the network to fit into the data. The regularization term that depends on the BC \( E_\varphi(\mathbf{d}) \) aims to enforce the mapping to satisfy certain prescribed conditions. Hence, the loss function can be formulated
as follows:

\[
\mathcal{L}(\phi, \varphi) = E_{\text{data}}(B_{\varphi}(\mu)) + E_{\text{reg}}(E_{\phi}(\mathbf{d})) = E_1(\phi, \varphi) + E_2(\phi),
\]

where \(E_{\text{data}}\) and \(E_{\text{reg}}\) denote the data fidelity and regularization terms respectively. \(E_1\) and \(E_2\) are functions depending on the network parameters, which correspond to \(E_{\text{data}}\) and \(E_{\text{reg}}\) respectively. Note that even though \(E_{\text{data}}\) depends on \(B_{\varphi}(\mu)\), \(\mu\) is given by \(E_{\phi}(\mathbf{d})\). Thus, \(E_1\) relies on both \(\phi\) and \(\varphi\). In case the BSNet is pre-trained and no more updates are considered, the parameter \(\varphi\) can be omitted. Thus, the loss function solely depends on the parameter \(\phi\).

4.3. Beltrami Solver Network (BSNet). The incorporation of the BC into the network facilitates the process to control geometric properties of the mapping. To do so, a network that outputs the quasiconformal mapping associated to an input BC is necessary. In this subsection, we explain in detail how this network, called the Beltrami Solver Network (BSNet), is built.

Given an input \(\mu\), the BSNet aims to recover the associated mapping \(f = B_{\varphi}(\mu)\). \(B_{\varphi}(\mu)\) satisfies the Beltrami’s equation (4.2). We first discuss some characteristics of the Beltrami’s equation, so that a suitable loss function can be designed to train the BSNet.

Let \(\mu(z) = \rho(z) + i \tau(z)\) and \(f = B_{\varphi}(\mu) = u(z) + iv(z)\) for every \(z \in \Omega_1\). Consider the case when \(|\mu(z)| < 1\) for all \(z \in \Omega_1\). Then, the Beltrami’s equation (4.2) is related to the following energy functional:

\[
E_{\text{LSQC}}(u, v; \mu) = \frac{1}{2} \int_{\Omega_1} \|P \nabla u + JP \nabla v\|^2 dxdy,
\]

where \(P(z) = \frac{1}{\sqrt{1 - |\mu(z)|^2}} \begin{pmatrix} 1 - \rho(z) & -\tau(z) \\ -\tau(z) & 1 + \rho(z) \end{pmatrix}\), \(J = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}\) and \(||\cdot||^2 \equiv <\cdot, \cdot>\) is the usual Euclidean norm. \(E_{\text{LSQC}}\) can be rewritten as:

\[
E_{\text{LSQC}}(u, v; \mu) = \left( \frac{1}{2} \int_{\Omega_1} (|A^{1/2} \nabla u|^2 + |A^{1/2} \nabla v|^2) dxdy \right) - A(u, v),
\]

where the area distortion term is given by \(A(u, v) = \int_{\Omega_1} (u_yv_x - u_xv_y) dxdy\) and \(A = P^t P\). Classical quasiconformal theories assert that \(\frac{1}{2} \int_{\Omega_1} (|A^{1/2} \nabla u|^2 + |A^{1/2} \nabla v|^2) dxdy\) is bounded from below by \(A(u, v)\). Hence, \(E_{\text{LSQC}}(u, v; \mu) \geq 0\) and the global minimum is attained when \(u + iv\) satisfies the Beltrami’s equation (4.2). The optimization of \(E_{\text{LSQC}}\) is equivalent to solving the following system of partial differential equations:

\[
\begin{aligned}
- \nabla \cdot (A \nabla u) &= 0 \text{ in } \Omega_1 \\
- \nabla \cdot (A \nabla v) &= 0 \text{ in } \Omega_1 \\
\partial_{An} u + \nabla v \times \mathbf{n} &= 0 \text{ on } \partial \Omega_1 \\
\partial_{An} v - \nabla u \times \mathbf{n} &= 0 \text{ on } \partial \Omega_1
\end{aligned}
\]

where \(\mathbf{n}(z)\) is the outer unit normal vector. In the discrete case, the differential operator \(\nabla \cdot (A)\) is discretized using the linear finite element method on the triangular mesh. The system of PDEs can be approximated by a sparse linear system.
Remark[39]: In case $|\mu|_\infty$ is not strictly less than 1, we partition $\Omega_1$ into two domains, namely, $\Omega_+ = \{z \in \Omega_1 : |\mu(z)| < 1\}$ and $\Omega_- = \{z \in \Omega_1 : |\mu(z)| > 1\}$. Then, the solution of the Beltrami’s equation can also be considered as the critical point of the following energy functional:

$$E_{\text{generalized}}(u, v; \mu) = \frac{1}{2} \int_{\Omega_+} ||P\nabla u + JP\nabla v||^2 dxdy - \frac{1}{2} \int_{\Omega_-} ||P\nabla u + JP\nabla v||^2 dxdy.$$  

A system of PDEs similar to equation (4.6) can also be derived and a sparse linear system can be solved in the discrete case to approximate the solution of the Beltrami’s equation. As such, our framework is designed to handle general mapping problems, instead of restricting our attention to homeomorphic mappings only.

In practical imaging applications, mappings from one rectangle to another rectangle are commonly considered. Suppose $\Omega_1 = [0, 1] \times [0, 1]$ is a square and assume that $f$ maps $\Omega_1$ onto a rectangle $[0, 1] \times [0, h]$. In this case, the boundary conditions on $\partial \Omega_1$ can be imposed as follows:

$$\begin{cases} 
    u(z) = 0 \text{ if } \text{Re}(z) = 0; & u(z) = 1 \text{ if } \text{Re}(z) = 1 \\
    v(z) = 0 \text{ if } \text{Im}(z) = 0; & v(z) = 1 \text{ if } \text{Im}(z) = h 
\end{cases}$$

for some suitable positive $h \in \mathbb{R}$ depending on $\mu$. In fact, we can check that once $u$ satisfies the PDE in equation (4.2) subject to the boundary conditions in (4.8), $h$ can be determined by:

$$h = \frac{1}{2} \int_{\Omega_1} ||A^{1/2}\nabla u||^2 dxdy.$$  

To numerically solve the equations, the domain $\Omega_1$ is discretized by a regular triangulation as shown in Figure 2. We assume the restriction on each triangular face $T$ is linear. Suppose $T = [\vec{v}_i, \vec{v}_j, \vec{v}_k]$ consists of three vertices $\vec{v}_i, \vec{v}_j$, and $\vec{v}_k$. Let $\vec{w}_I = f(\vec{v}_I), \vec{v}_I = g_I + i h_I$ and $\vec{w}_I = s_I + i t_I$, where $I = i, j, k$. The differential of $f$ on $T$ is then a constant $2 \times 2$ matrix
given by:
\begin{equation}
\left( \frac{\partial c}{\partial x}(T) \quad \frac{\partial c}{\partial y}(T) \right) = \left( D_1^1(T)s_i + D_1^2(T)s_j + D_k^1(T)s_k \quad D_1^2(T)s_i + D_2^2(T)s_j + D_k^2(T)s_k \right)
\end{equation}

where
\begin{equation}
\left( \begin{array}{ccc}
D_1^1(T) & D_1^1(T) & D_1^1(T) \\
D_2^1(T) & D_2^1(T) & D_2^1(T) \\
D_2^1(T) & D_2^1(T) & D_2^1(T)
\end{array} \right) = \frac{1}{2\text{Area}(T)} \begin{pmatrix}
h_j - h_k & h_k - h_i & h_i - h_j \\
h_k - g_j & g_i - g_k & g_j - g_i
\end{pmatrix},
\end{equation}

where \(\text{Area}(T)\) refers to the area of the triangular face \(T\). As such, the BC \(\mu\) is considered as a piecewise constant function on every triangular face. The matrix \(A = P^tP\) is a constant \(2 \times 2\) matrix on every triangular face \(T\). More specifically,
\begin{equation}
A(T) = P(T)^tP(T) = \begin{pmatrix}
\frac{(\rho(T)-1)^2+\tau(T)^2}{1-\rho(T)^2-\tau(T)^2} & -\frac{2\tau(T)}{1-\rho(T)^2-\tau(T)^2} \\
-\frac{2\tau(T)}{1-\rho(T)^2-\tau(T)^2} & \frac{(\rho(T)+1)^2+\tau(T)^2}{1-\rho(T)^2-\tau(T)^2}
\end{pmatrix}
\end{equation}

For each vertex \(\vec{v}_i\), we let \(N_i\) be the collection of all neighborhood faces attached to \(\vec{v}_i\). The system of PDEs in (4.2) can be discretized to obtain a sparse linear system. More specifically, at each vertex \(\vec{v}_i\), the following linear equation is satisfied:
\begin{equation}
c_{\vec{v}_i} \vec{w}_i + \sum_{\vec{v} \in V_i} c_{\vec{v}} f(\vec{v}) = 0,
\end{equation}

where \(V_i\) is the set of all adjacent vertices attached to \(\vec{v}_i\). The coefficients \(c_{\vec{v}_i}\) and \(c_{\vec{v}}\) are defined as follows. For \(c_{\vec{v}_i}\) associated to the central vertex \(\vec{v}_i\),
\begin{equation}
c_{\vec{v}_i} = \sum_{T \in N_i} \left[ \alpha_1(T)(D_1^1(T))^2 + 2\alpha_2(T)D_1^1(T)D_2^2(T) + \alpha_3(T)(D_2^2(T))^2 \right]
\end{equation}

As for the rest of the coefficients, \(c_{\vec{v}}\)
\begin{equation}
c_{\vec{v}} = \alpha_1(T_1)D_1^1(T_1)D_1^1(T_1) + \alpha_2(T_1)(D_1^1(T_1)D_2^2(T_1) + D_2^1(T_1)D_2^2(T_1)) + \alpha_3(T_1)D_2^2(T_1)D_2^2(T_1)
+ \alpha_4(T_2)D_1^1(T_2)D_2^2(T_2) + \alpha_2(T_2)(D_1^1(T_2)D_2^2(T_2) + D_2^1(T_2)D_2^2(T_2)) + \alpha_3(T_2)D_2^2(T_2)D_2^2(T_2)
\end{equation}

where \(\alpha_1(T) = \frac{(\rho(T)-1)^2+\tau(T)^2}{1-\rho(T)^2-\tau(T)^2}\), \(\alpha_2(T) = -\frac{2\tau(T)}{1-\rho(T)^2-\tau(T)^2}\) and \(\alpha_3(T) = \frac{(\rho(T)+1)^2+\tau(T)^2}{1-\rho(T)^2-\tau(T)^2}\).

For an \(N \times N\) mesh, equation (4.13) can be rewritten as
\begin{equation}
C_s s = 0 \quad C_t t = 0
\end{equation}

where \(s\) and \(t\) are vectors whose entries are given by \(s_i\)’s and \(t_i\)’s on each vertex respectively. Here, the entries corresponding to boundary vertices are set to be their actual boundary constraints. \(C_s\) and \(C_t\) are both \(N^2 \times N^2\) sparse matrices, each row of which contains \(c_{\vec{v}}\) and \(c_{\vec{v}_i}\) for a vertex in the mesh grid. The rows of \(C_s\) and \(C_t\), which correspond to the boundary constraints of the two coordinates, are set to 0.
To build the Beltrami Solver Network, we can train a deep neural network that minimizes the following loss function $L_{BS}$:

$$L_{BS} = \frac{1}{2N^2}(\|C_s\|_1 + \|C_t\|_1)$$

Note that each row in $C_s$ and $C_t$ represents the relationship between a certain pixel and the pixels adjacent to it. In the context of a triangular mesh, a pixel is adjacent to at most six pixels. As such, each row in $C_s$ and $C_t$ has at most seven nonzero elements. Although the two $N^2 \times N^2$ matrices $C_s$ and $C_t$ are sparse, both matrices can be rewritten as two dense arrays in the implementation of our method. Thus, the computation of $L_{BS}$ is memory saving and efficient.

In order to train the BSNet efficiently and accurately, a smaller and simpler deep neural network is preferable. In [28], it is observed that the truncated Fourier decomposition of the BC captures the overall geometry of the corresponding quasiconformal deformation effectively, as shown in Figure 4. The low frequency components of the Fourier transform contains most of the geometric distortion information under the associated deformation. Therefore, to simplify the network, we first transform the input BC by discrete Fourier transform (DFT). Given the input BC $\mu = \mu_r + i\mu_i \in M_{N\times N}(\mathbb{C})$, the DFT of $\mu$ is given by $\hat{\mu} = \hat{\mu}_r + i\hat{\mu}_i$, where $\hat{\mu}_r = U\mu_r U$, $\hat{\mu}_i = U\mu_i U$ and $U = \left(\frac{1}{N} e^{-\frac{2\pi ikl}{N}}\right)_{0 \leq k,l \leq N-1}$. We then take the $H \times W$ Fourier coefficients $\hat{\mu}_{bc}$ corresponding to the lowest frequency components as the feature map of the next layer of the network. Note that the DFT has no trainable parameters. The generated low frequency component has only two channels, which is much fewer than the deep features extracted by conventional deep neural network. Nevertheless, it captures the overall geometric distortion information.

Before passing the truncated Fourier coefficients to the next layer, it is noted that common operations, such as convolution and interpolation, in a deep neural network are spatial oper-
From these figures, we notice that a small proportion of the Beltrami coefficient can store the major information of mapping, while the coordinate function does not have this property.

Directly applying these operators on the Fourier or frequency domain is unreasonable and will hinder the effectiveness of the network to solve the Beltrami’s equation. As such, a special layer that transforms the feature in the frequency domain to the spatial domain with a given dimensions $K \times L$ is necessary. For this purpose, we propose the Domain Transform Layer (DLT), which takes $\hat{\mu}_{tc} \in M_{H \times W}(\mathbb{C})$ from the center of the shifted Fourier coefficient as the input and yields $\tilde{\mu}_{\text{coarse}} \in M_{K \times L}(\mathbb{C})$ as the output. More specifically, consider a complex matrix $\hat{\mu}_{tc} = (\hat{\mu}(m,n))_{0 \leq m \leq H-1, 0 \leq n \leq W-1}$ of size $H \times W$ containing the selected Fourier coefficients. $\hat{\mu}_{tc}$ is associated to a BC $\tilde{\mu}$ given by:

$$
\tilde{\mu}(p,q) = \sum_{m=0}^{H-1} \sum_{n=0}^{W-1} \hat{\mu}_{tc}(m,n) \phi_{m,n}(p,q)
$$

where $\phi_{m,n}(p,q) = e^{2\pi i \frac{(m-H/2)p+(n-W/2)q}{N}}$, with the assumption that $H$ and $W$ are even numbers. $\tilde{\mu}$ is a Fourier approximation of the original BC $\mu$. Nevertheless, $\tilde{\mu}$ corresponds to a
discrete deformation map \( \tilde{f} \) on a fine \( N \times N \) grid. As such, the dimension of \( \tilde{\mu} \) is \( N \times N \).

To simplify the network, we construct the DTL that outputs a BC \( \tilde{\mu} \) on a coarse \( K \times L \) grid. \( \tilde{\mu} \) can be regarded as a ‘low-resolution’ deformation map of \( \tilde{f} \). To obtain \( \tilde{\mu} \), we append another layer that imitates the inverse DFT, the process of coarsening \( \tilde{f} \) and the computation of the BC \( \tilde{\mu} \) of \( \tilde{f} \). Mathematically, this layer can be formulated as

\[
\tilde{\mu} = M \tilde{\mu} N = (\tilde{\mu}^T M^T)^T N
\]

where \( M \) and \( N \) are trainable complex matrix of sizes \( K \times H \) and \( W \times L \) respectively. In our experiments, we set \( H = W = K = L = 14 \). With DTL, the features in frequency domain can be transformed to a proper domain where spatial operations work. We can then perform convolution and upsampling on the features to obtain the mappings.

Nevertheless, the truncated Fourier approximation of \( \mu \) causes an information loss for the subtle detail of the deformation map \( f \). As such, we introduce a second path in the network to add back local details of the deformation map. As in Figure 3, the upper path is the second path. In this path, a convolution layer and a down sampling are performed on the input \( \mu \), after which there are two more convolution layers. The output features are concatenated to the output from the first path. Note that the number of parameters in this path is small and thus it does not cause much burden to the overall network structure. Experimental results in the following sections show the necessity of this path.

The BSNet is trained in an unsupervised manner. Countless \( N \times N \) Beltrami coefficients \( \mu_{sqr} \) are generated by stacking pairs of images in the ILSVRC2012 dataset, which are augmented with some data augmentation tricks, such as random crop and flipping. \( \mu_{sqr} \) serves as the input of BSNet. The parameters are optimized such that the expected value of the loss function over the training dataset is minimized.

### 4.4. Estimator Network

The main feature of our proposed framework is that the BC, which measures the local geometric distortions of the mapping, is used to represent the mapping. Incorporating BC into the network allows us to control the geometric distortion of the mapping effectively and have a better geometric understanding of the network. The incorporation of BC into the network is feasible with the BSNet as introduced in the last subsection. In order to learn the mapping \( f \) that solves a given mapping problem, the estimator network \( E_\phi \) is introduced, where \( \phi = (\phi_1, ..., \phi_k) \) are the network parameters. The estimator network takes the data information \( d \) as the input and yields a suitable BC \( \mu \) as the output. Once successfully trained, the output \( \mu \) corresponds to an associated quasiconformal mapping \( f \) that solves the mapping problem with a given \( d \). The estimator network is designed based on U-Net [42] with an activation function added to its output. The overall framework is shown in Figure 5. The estimator network performs convolution and pooling operations to extract the deep features of the input data. The deep features are then up-sampled to yield the BC \( \mu \), which can be regarded as a two channel image representing the real and imaginary parts of \( \mu \). When diffeomorphic property of the mapping is required, \( \mu \) should satisfy the constraint that \( ||\mu||_\infty < 1 \). It is guaranteed by the following theorem.

**Theorem 4.1.** Let \( f : M_1 \rightarrow M_2 \) be a piecewise linear mapping between two meshes \( M_1 \) and \( M_2 \), which are both simply-connected. In other words, \( f \) is defined on every vertices of \( M_1 \).
and linearly interpolated on every triangulation faces. Denote the BC of \( f \) by \( \mu : M_1 \to \mathbb{C} \), which is piecewise constant on each face. If \(|\mu(T)| < 1\) for every face \( T \), then \( f \) is globally bijective (foldover-free globally).

**Proof.** We consider the mapping \( f|_T := u|_T + iv|_T \) restricted to a triangular face \( T \). \( f|_T \) is linear. The BC of \( f|_T \), \( \mu(T) \), is a complex constant. Since \( f|_T \) is linear, its partial derivatives are constants. Denote the derivatives \( \frac{\partial u}{\partial x} \), \( \frac{\partial u}{\partial y} \), \( \frac{\partial v}{\partial x} \) and \( \frac{\partial v}{\partial y} \) by \( a_T \), \( b_T \), \( c_T \) and \( d_T \) respectively. The Jacobian determinant of \( f|_T \) is given by

\[
J(f|_T) = a_Td_T - b_Tc_T = \frac{1}{4}[(a_T + d_T) - i(b_T - c_T)]^2 - \frac{1}{4}[(a_T - d_T) + i(b_T + c_T)]^2
\]

(4.20)

\[
= \kappa \left( 1 - \frac{|(a_T - d_T) + i(b_T + c_T)|^2}{|(a_T + d_T) - i(b_T - c_T)|^2} \right) = \kappa (1 - |\mu(T)|^2),
\]

where \( \mu(T) = \frac{(a_T - d_T) + i(b_T + c_T)}{(a_T + d_T) - i(b_T - c_T)} \) and \( \kappa = |\frac{\partial f}{\partial z}|^2 > 0 \) for a well-defined BC. If \(|\mu(T)| < 1\) for every face \( T \), then \( J(f|_T) > 0 \) and so \( f|_T \) is orientation preserving on every face \( T \). Thus, \( f|_T \) is locally injective foldover-free. By inverse function theorem, \( f \) is a local homeomorphism. Besides, \( f \) is proper. Recall that for simply-connected \( M_1 \) and \( M_2 \), a local homeomorphism \( f : M_1 \to M_2 \) is a global homeomorphism of \( M_1 \) onto \( M_2 \) if and only if \( f \) is proper. Thus, \( f \) is actually a global bijection (foldover-free globally).

To enforce this constraint, we add an activation function in the last layer. The following activation function \( T \) is used:

(4.21)

\[
T(\nu)(T) = \left( \frac{e^{\nu(T)} - e^{-\nu(T)}}{e^{\nu(T)} + e^{-\nu(T)}} \right) e^{i \arg(\nu(T))}
\]
where $\nu$ is the output of the last layer, $\nu(T)$ is a complex number corresponding to triangle $T$. As $|\nu(T)| \geq 0$, we must have $0 \leq |T(\nu)(T)| < 1$ for all $T$. Thus, $||T(\nu)||_\infty < 1$.

Together with other criteria of the mapping problem, an overall loss function can be considered to train the deep neural network. The overall loss function $L$ usually consists of the regularization and fidelity terms:

$$L(\mu, f) = L_{\text{reg}}(\mu) + L_{\text{fidelity}}(f).$$

The regularization term depends on the BC $\mu$. For instance, to suppress the size of the BC, the following energy term can be added to $L_{\text{reg}}$:

$$L_{\text{BC}} = \frac{1}{|\Omega_1|} \sum_{T \in \Omega_1} |\mu(T)|^2,$$

where $|\Omega_1|$ means the number of faces in the discretized domain $\Omega_1$. This term helps to reduce the local geometric distortion under the mapping and control the bijectivity of the mapping. In addition, the smoothness of the mapping can be enhanced by adding the smoothness term to $L_{\text{reg}}$:

$$L_{\text{smooth}} = \frac{1}{|\Omega_1|} \sum_{T \in \Omega_1} |\nabla \mu(T)|^2,$$

where $\nabla$ refers to the discrete gradient, which can be approximated by finite-difference scheme. The fidelity term often depends on the quasiconformal mapping $f$ corresponding to the BC $\mu$. The neural network is then trained by minimizing $L(\mu, f)$ subject to the constraint that $\mu$ is the BC of $f$ satisfying Equation (4.16). The optimization problem can be solved easily, with the embedded BSNet that gives the mapping $f$ from the BC $\mu$. More specifically, $L$ can be considered as a functional depending on the parameters $\phi$ and $\varphi$ of the estimator network and BSNet respectively. To further simplify the problem, the BSNet is pre-trained and the training of parameters $\varphi$ can be omitted when training parameters $\phi$ of the estimator network.

The optimization problem is solved by the RMSprop gradient descent method [46].

4.5. Analysis of the proposed framework. In this subsection, we analyze the theoretical aspects of our proposed framework.

A useful feature of our proposed framework is that it can control the bijectivity of the mapping returned by the network. It can be achieved simply by truncating the BC feature obtained from the estimator network using a suitable activation function.

To analyze this, recall that our BSNet aims to output a quasiconformal map $f$ that minimizes $E_{\text{LSQC}}(f)$. In the discrete setting, $f$ is piecewise linear on every triangular face $T \in \mathcal{F}$, where $\mathcal{F}$ is the collection of triangular faces. The integrand in $E_{\text{LSQC}}(f)$ restricted to each face $T$ can be rewritten as:

$$E_{\text{BC}}(T) = \frac{1}{2} \left( \alpha_1(T)(a_T^2 + c_T^2) + 2\alpha_2(T)(a_T b_T + c_T d_T) + \alpha_3(T)(b_T^2 + d_T^2) \right) - A(T),$$

where $a_T$, $b_T$, $c_T$ and $d_T$ denote $\frac{\partial u}{\partial x}(T)$, $\frac{\partial v}{\partial x}(T)$, $\frac{\partial u}{\partial y}(T)$ and $\frac{\partial v}{\partial y}(T)$ respectively. $\alpha_1$, $\alpha_2$ and $\alpha_3$ are as defined in subsection 4.3. $A(T)$ is the Jacobian determinant of $f$ on $T$. The
following theorem discusses the bijectivity of the mapping returned by the BSNet under certain conditions.

**Theorem 4.2 (Bijective network).** For any input data $d$, suppose there exists $\epsilon = \epsilon(d) > 0$ such that the activation function $T$ rescales the output feature $\nu(d)$ to obtain $\mu(d)$ that satisfies $||\mu(d)||^2_\infty \leq 1 - \epsilon$. Then there exists $M = M(d) > 0$ such that whenever $E_{BC}(T) < M\epsilon$ for all $T \in \mathcal{F}$, the proposed network outputs a bijective mapping $f$.

Proof. Given a BC $\mu$ of a piecewise linear map $f := u + iv$, $\mu(T)$ is a complex constant. Under the discretization of the rectangular domain as shown in Figure 2, each $T \in \mathcal{F}$ is a right-angled isosceles triangle.

Consider the transformations as shown in Figure 6. Without loss of generality, $f|_T$ can be regarded as a linear map that maps $(0,0) \mapsto (0,0)$, $(1,0) \mapsto (\lambda \cos \theta, \lambda \sin \theta)$ and $(0,1) \mapsto (\lambda a \cos \theta - \lambda b \sin \theta, \lambda a \sin \theta + \lambda b \cos \theta)$. Scaling and rotation are conformal transformations, thus $f_1, f_2 \circ f_1$ and $f_3 \circ f_2 \circ f_1$ share the same $\mu(T)$.

Under our framework, $\mu(T)$ is well-defined for all $T \in \mathcal{F}$. Thus, there exists $C_1 > 0$ such that $\lambda \geq C_1$ for all $T \in \mathcal{F}$.

Let $f^{\mu(T)} = f_1$, then there exists a constant $C_2 > 0$ such that $|\frac{\partial f^{\mu(T)}}{\partial z}| \geq C_2$ for all $T \in \mathcal{F}$ since $\mu(T) = \frac{\partial f^{\mu(T)}}{\partial z}/\frac{\partial f^{\mu(T)}}{\partial \overline{z}}$ is well-defined.

Let $M = C_1^2 C_2^2/2$. Now if $E_{BC}(T) < M\epsilon$ for all $T \in \mathcal{F}$, then

$$ M\epsilon > E_{BC}(T) $$

\begin{align*}
&= \frac{\lambda^2}{2} (\alpha_1(T) + 2\alpha_2(T) a + \alpha_3(T) a^2) + \frac{\lambda^2 \alpha_3(T) b^2}{2} - \lambda^2 b \\
&= \frac{\lambda^2}{2} |\frac{\partial f^{\mu(T)}}{\partial z}|^2 (1 - |\mu(T)|^2) + \frac{\lambda^2 \alpha_3(T) b^2}{2} - \lambda^2 b \\
&\geq M\epsilon + \frac{\lambda^2 \alpha_3(T) b^2}{2} - \lambda^2 b, \text{ using the fact that } ||\mu||^2_\infty \leq 1 - \epsilon.
\end{align*}

Hence, $\frac{\lambda^2 \alpha_3(T) b^2}{2} - \lambda^2 b < 0$. This implies $b > 0$. We can conclude that $f|_T$ is orientation-preserving for all $T \in \mathcal{F}$. Since $f$ is proper, we conclude that $f$ is a global bijection.

Therefore, as the loss function decreases to a certain level during the training process, the output mapping from the network is bijective.
Next, given the complicated loss function derived from the mapping problem, a crucial question is whether our proposed network has an optimal solution during the training process. The following theorem gives an affirmative answer.

**Theorem 4.3 (Existence of minimizer).** Let the admissible set of parameters be:

$$S = \{ \phi \in B(0, r) \subset \mathbb{R}^m : E_\phi(d) \in C_1; B_\phi(E_\phi(d)) \in C_2 \text{ for all } d \in \mathcal{D} \}.$$ 

where $\epsilon > 0$ is a positive constant and $\mathcal{D}$ denotes the training dataset. $C_1$ and $C_2$ are the constraint spaces according to the mapping problem. Suppose $C_1$ and $C_2$ are complete. $\mathcal{L}(\phi; d)$ is continuous in $\phi$ for every $d \in \mathcal{D}$. Then, the proposed network has an optimal solution in $S$ during the training process.

*Proof.* $S$ is non-empty by assumption. Consider the parameter in the network $\phi$ as a vector in $\mathbb{R}^m$, where $m$ is the number of parameters in the estimator network. We proceed to show that $S$ is compact under the standard Euclidean norm. Take any Cauchy sequence $\{\phi_n\}_{n=1}^\infty$ in $S$. Since $\mathbb{R}^m$ is complete, $\phi_n \to \phi^*$ in $\mathbb{R}^m$. Since the estimator network is continuous in $\phi$, $E_{\phi_n}(d) \to E_{\phi^*}(d)$. Since $C$ is complete, $E_{\phi^*}(d) \in C$. Thus, $\phi^* \in S$.

On the other hand, $S$ is totally bounded since $S \subset B(0, r)$. We conclude that $S$ is compact.

Now, the parameters $\phi$ is trained by optimizing the expectation of $\mathcal{L}(\phi; d)$ over the available training dataset $\mathcal{D}$. Suppose $\mathcal{D} = \{d_1, d_2, ..., d_N\}$ The expectation can be written as:

$$\mathbb{E}_{d \in \mathcal{D}} \left( \mathcal{L}(\phi; d) \right) = \frac{1}{N} \sum_{i=1}^{N} \mathcal{L}(\phi; d_i).$$

Since $\mathcal{L}(\phi; d_i)$ is continuous in $\theta$ for all $1 \leq i \leq N$, $\mathbb{E}_{d \in \mathcal{D}} \left( \mathcal{L}(\phi; d) \right)$ is continuous in $\phi$. Thus, there exist a global minimizer $\phi^*$ of $\mathbb{E}_{d \in \mathcal{D}} \left( \mathcal{L}(\phi; d) \right)$ in the compact set $S$. □

We remark that the conditions on the constraint spaces $C_1$ and $C_2$ are realistic. These can often be fulfilled in most of the mapping problems. For instance, in the setting of the Quasiconformal Registration model [23], the constraint spaces for $E_\phi(d)$ and $B_\phi(E_\phi(d))$ are designed to satisfy: $E_\phi(d)(p_i) \leq C_1 + \epsilon$ and $B_\phi(E_\phi(d))(p_i) = q_i$ for $i = 1, 2, ..., n$. The associated constrained spaces are both complete.

**5. Applications in Imaging: Diffeomorphic Image Registration.** In this section, we describe applications of our proposed framework to an imaging problem. More specifically, we illustrate the idea of our proposed deep learning framework by applying it to solve the image registration problem.

Image registration aims to establish a meaningful dense correspondence between two related images. Registration is necessary for comparing and integrating data obtained from different measurements. Applications can be found in various fields, such as remote sensing, medical imaging and computer vision. Transformation models, which deform one (moving) image into another (template) image, are commonly used technique to solve the registration problem. In many practical applications, the transformation between two images should be diffeomorphic. For instance, the transformation between two medical images capturing a corresponding anatomical structure should be a diffeomorphism. In this scenario, the diffeomorphic image registration problem has to be solved.
Mathematically, the diffeomorphic image registration problem can be formulated as a mapping problem to find an optimal diffeomorphic registration map between two corresponding images. Denote the two corresponding images to be registered by \( I_1 : \Omega \to \mathbb{R} \) and \( I_2 : \Omega \to \mathbb{R} \), where \( \Omega \) is the image domain. Our goal is to find a diffeomorphic registration map \( f : \Omega \to \Omega \) with the following conditions:

1. \( I_2(f(z)) = I_1(z) \) for \( z \in \Omega \);
2. \( f \) is regularized;
3. \( f \) is in a suitable constrained space \( \mathcal{C} \).

The registration problem is usually formulated as a mapping problem to search for an optimal mapping \( f \) that minimizes an energy functional:

\[
E_{\text{registration}} = E_{\text{fidelity}}(f) + E_{\text{reg}}(f),
\]

where \( E_{\text{fidelity}} \) is the fidelity term for matching the intensities of the two images to satisfy condition 1. \( E_{\text{reg}} \) is the regularization term to enhance the smoothness of the mapping. In addition, \( f \) should lie in certain constraint space \( \mathcal{C} \), such as the space of diffeomorphisms for diffeomorphic image registration.

In this work, we adopt the quasiconformal registration model [23] to design the loss function to train the deep neural network for the diffeomorphic image registration. In the quasiconformal registration framework, the fidelity term is chosen as the intensity mismatching error:

\[
E_{\text{fidelity}}(f) = \int_{\Omega} (I_1 - I_2 \circ f)^2
\]

The regularization term is defined in terms of the Beltrami coefficient of \( f \):

\[
E_{\text{reg}}(f) = \int_{\Omega} \alpha|\mu(f)|^2 + \beta|\nabla(\mu(f))|^2
\]

where \( \mu(f) = \frac{\partial f}{\partial \bar{z}} \cdot \frac{\partial f}{\partial z} \) is the Beltrami coefficient of \( f \). The first term minimizes the local geometric distortion under \( f \). The second term further enhances the smoothness of the mapping \( f \). To ensure that \( f \) is a diffeomorphism, we further require that \( |\mu(f)(z)| < 1 \) for all \( z \in \Omega \). In other words, \(|\mu(f)||_{\infty} < 1\).

Since the Beltrami coefficient is an effective geometric quantity to represent the mapping, the above mapping problem can be formulated in terms of the Beltrami coefficient. More precisely, the mapping problem for diffeomorphic image registration can be written as finding an optimal mapping \( f : \Omega \to \Omega \) that minimizes

\[
E_{\text{registration}}(\mu) = \int_{\Omega} \alpha|\mu|^2 + \beta|\nabla \mu|^2 + (I_1 - I_2 \circ f^\mu)^2
\]

subject to the conditions that \(|\mu||_{\infty} < 1\) and \( \frac{\partial f^\mu}{\partial \bar{z}} = \mu \frac{\partial f^\mu}{\partial z} \).

We apply the proposed deep learning framework to solve the above mapping problem. More specifically, we propose the deep neural network, called the Quasiconformal Registration Network (QCRegNet), to solve the diffeomorphic registration problem. The overall network
Figure 7: The Network Structure of the Quasiconformal Registration Network (QCRegNet).

structure is shown in Figure 7. As shown in Figure 7, QCRegNet takes two corresponding images $I_1$ and $I_2$ as the input data. They are passed to the estimator network $E_\phi$ to get the Beltrami coefficient $\mu$ associated to the optimal quasiconformal map $f^\mu$. To ensure the constraint that $||\mu||_\infty < 1$, the activation function $T$ as described in Equation (4.21) is used. The BC $\mu = E_\phi(I_1, I_2)$ is then passed to the BSNet to obtain the quasiconformal map $f^\mu$. The moving image $I_2$ is then deformed by $f^\mu$ to get a deformed image $\tilde{I} = I_2 \circ f^\mu$. Upon successful training, $\tilde{I}$ should closely resemble $I_1$. The proposed QCRegNet can be trained in an unsupervised manner. Assuming the parameters in the BSNet is pretrained, given a collection of image pairs $I = \{I^k_1, I^k_2\}_{k=1}^N$, we propose to find the optimal parameters $\phi$ that minimizes the expectation $E_{(I_1, I_2)\in I}(L_{QCRegNet}(I_1, I_2; \phi))$, where

$$L_{QCRegNet}(I_1, I_2; \phi) = \alpha ||\nabla E_\phi(I_1, I_2)||_2^2 + \beta ||E^\mu(I_1, I_2)||_2^2 + \eta ||\nabla E^\mu(I_1, I_2)||_2^2 + \eta ||\tilde{I} - I_1||_2^2.$$

The optimization problem is solved using the RMSprop gradient descent method [46].

6. Implementation. The experiments are conducted with PyTorch framework [38]. In our experiments, we adopt a two-stage training scheme. The BSNet is trained at the first stage, followed by the training process of the estimator network with the trained BSNet fixed and serving as the Beltrami equation solver that converts the Beltrami coefficient $\mu$ to its corresponding QC map.

Both two models are trained independently with 2000 epochs using the RMSprop optimizer [46] with a momentum of 0.9. For the training of BSNet, the learning rate is set to 0.0002. For the training of the estimator, the hyper-parameters $\alpha$, $\beta$ and $\eta$ in (5.5) are set to 1, 1 and 400 respectively and the learning rate is set to 0.00002.

Note that the BSNet plays the role of Beltrami equation solver that maps any given Beltrami coefficient to its corresponding deformation map. Hence the BSNet is indeed irrelevant.
to any specific task. On top of that, it is unnecessary to retrain the BSNet whenever we encounter a new task that deals with data of the same size.

The BSNet is trained in an unsupervised way since the ground-truth QC maps which can serve as training labels are not available. In the loss function we solve the discretized second-order elliptic PDE, i.e. the linear system (4.16), within which $C_s$ and $C_l$ are computed directly from the input Beltrami coefficient $\mu$. We synthesize all kinds of Beltrami coefficients as training data using ILSVRC2012 [43], a dataset consisting of large amounts of realistic images. We preprocess these images by data augmentation techniques, then use them to generate smooth $\mu$ and noisy $\mu$. By combining the smooth $\mu$ and noisy $\mu$, we generate acceptable $\mu$ associated to ‘realistic’ mappings which possess both low and high frequency information.

To demonstrate the effectiveness of our proposed algorithm, for the underwater image registration task, we train for comparison a VoxelMorph [2] model with the same dataset, preprocessing methods and its default hyper-parameters for 2000 epochs. We also show some experimental results generated by the Hyperelastic methods [5].

7. Experimental Results. To investigate the efficacy of our proposed framework, numerous experiments have been carried out. The experimental results are reported in this section. Our proposed framework relies heavily on the BSNet, which reconstructs the quasiconformal map from a given Beltrami coefficient. The accuracy and efficiency of the BSNet will be examined. To test the effectiveness of the proposed learning framework for mapping problems, we apply the framework to solve the diffeomorphic image registration problem. More specifically, the QCRegNet is built, which are tested on real images, such as medical images and underwater images.

In order to quantitatively measure the accuracy, the following two indicators are considered:

- We consider the number of triangular faces on which Jacobian determinant $\det(J)$ of the map is less than 0. We denote this indicator by $N_J$. As described in subsection 4.3, the image domain is discretized by a triangular mesh. A discrete map is piecewise linear on each triangular face. $\det(J) < 0$ means the map has an orientation change and thus a folding occurs. $N_J$ shows the number of folded triangular faces.

- We also consider the following indicator:

$$S_J = \sum_{\det(J) < 0} |\det(J)|.$$  

$S_J$ is the sum of the absolute value of negative $\det(J)$. This indicator shows the extent of the folding. As shown in subsection 7.2.1, the larger this indicator is, the more the severity of the folding.

7.1. Performance of the BSNet. A key component of our proposed framework is the BSNet, which allows us to reconstruct the quasiconformal map from a prescribed Beltrami coefficient. In this subsection, we demonstrate the effectiveness of the BSNet by the experimental results. An ablation study is also carried out to illustrate the importance of each structure of the BSNet.
7.1.1. Reconstruction of quasiconformal maps. We first investigate the effectiveness of reconstructing the quasiconformal map from a given Beltrami coefficient using the BSNet, which obeys the Beltrami’s equation. Figure 8 shows the reconstruction of quasiconformal maps from prescribed Beltrami coefficients using the Linear Beltrami Solver (LBS) [28] and BSNet. (a) shows a grid on the source domain. It is deformed by quasiconformal maps associated to different Beltrami coefficients. (b) shows the quasiconformal maps with respect to different Beltrami coefficients, which are reconstructed by LBS. The quasiconformal maps are visualized as deformations from a regular grid on the domain. (c) shows quasiconformal maps reconstructed by the BSNet. It is observed that the reconstructed maps from the LBS and BSNet closely resemble each other. We further compare the difference between the maps reconstructed by the LBS and BSNet by computing the difference between their resulting Beltrami coefficients. Here we use the Frobenius norm of the difference between the resulting coefficients of the two mappings to indicate the error. For the three Beltrami coefficients, the errors are only 9.7622, 9.8390 and 7.3868 respectively, which are very small, demonstrating the fact that the maps reconstructed by LBS and BSNet are almost the same.

7.1.2. Ablation Study. In this subsection, we further study the necessity of different components in the BSNet. An ablation study is carried out and the results are reported below.


**Necessity of Domain Transform Layer.** We first study the importance of the domain transform layer (DTL). The DTL transforms information from the frequency domain to the coarser spatial domain. Figure 9 and Figure 10 show the reconstruction results with and without the DTL. In both Figure 9 and Figure 10, (a) shows the target mapping visualized as the deformation of a regular grid on the domain. Each target mapping is associated to a Beltrami coefficient, which is passed to the BSNet as the input. (b) shows the reconstructed map by the BSNet. The reconstructed map closely resemble the target mapping as shown in (a). To investigate the necessity of the DTL, we remove the DTL component in the BSNet. We denote the BSNet with the DTL removed by BSNet-noDTL. (c) shows the reconstructed map by BSNet-noDTL. The reconstructed map is significantly deviated from the target mapping in (a). This illustrates the DTL component is necessary in the BSNet. To further analyze, we consider two modified BSNets, in which the DTL is replaced by one and two convolutional layers. We denote them by BSNet-conv1 and BSNet-conv2 respectively. The convolutional layers in both BSNet-conv1 and BSNet-conv2 have $64 \times 3 \times 3$ kernels. Both networks were trained with the same hyper-parameters for 2000 epochs.

Numerically, we compared $L_{BS}$ of the four models on a 10000 Beltrami coefficients dataset. $L_{BS}$ of BSNet is 0.000291, which is the lowest loss. BSNet-conv2 got 0.000395, which means that DTL performs better in converting information from the frequency domain to the spatial domain when compared with 2 convolutional layers. After removing a convolutional layer, the loss of this model increased to 0.000470. The BSNet-noDTL got the highest loss, which is 0.000654. These experimental results show the necessity of the DTL.

**Necessity of the Short Paths in BSNet.** Recall that the BSNet has two paths. The upper path consists of the down-sampling, convolution and concatenation operations. We call this upper path the short path. In this subsection, we investigate the necessity of the short path in the BSNet.

Figure 11 and Figure 12 report the results. In each figure, (a) is the target mapping generated by the LBS. Again, the mapping is visualized by the deformation of a regular grid on the domain. (b) shows the reconstructed mapping by the BSNet. (c) shows the reconstructed mapping associated to a Fourier approximation of the Beltrami coefficient using the LBS; (d) shows the reconstructed mapping using the modified BSNet without the short path.

Comparing (b) and (d), it is observed that the mapping in (b) has more details than (d). This indicates that the reconstructed mapping may lose subtle details if the short path is omitted in the BSNet. The short path provides high-frequency information of the mapping that is ignored by the Fourier approximation of the Beltrami coefficient. Furthermore, the mapping in (c) evidently contains more details than that in (d). It means that the mapping reconstructed by the long path alone cannot preserve all the geometric information captured by the Fourier approximation of the Beltrami coefficient. By integrating the short path in the BSNet, the missing geometric information of the mapping can be reconstructed. The comparison supports that the short path is necessary in generating the target mapping of a given Beltrami coefficient.

We also compared $L_{BS}$ of the three models on the same Beltrami coefficients dataset used in subsection 7.1.2. $L_{BS}$ of the modified BSNet without the short path is 0.000528, which is higher than that of the BSNet (0.000291). These quantitative measurements indicates that the short path in the BSNet is necessary.
Figure 9: Examples generated by experiment of replacing DTL with different structure.

Figure 10: Examples generated by experiment of replacing DTL with different structure.
7.1.3. Convergence and inference time of BSNet. One of the superiority of BSNet against LBS is that, the inference time of BSNet is trivial. To see this, we apply the two methods to some Beltrami coefficients, and compute the mean and standard deviation of inference time. This experiment is carried out on a computer with Intel i7-10700 CPU, and there is no GPU acceleration on this machine, which ensures the fairness of the inference time comparison. The results are shown in Table 1.

|                   | Linear Beltrami Solver (LBS) | Beltrami Solver Network (BSNet) |
|-------------------|-------------------------------|----------------------------------|
| mean(s)           | 0.4622                        | 0.0135                           |
| std(s)            | 0.0393                        | 0.0007                           |

Table 1: Inference time of LBS and BSNet

The curve of the loss is shown in Figure 13, from which we can be confident that the
Figure 12: Examples generated by experiment of removing the short path.

model has successfully converged during training.

7.2. Image Registration. In this subsection, we examine the effectiveness of our proposed deep learning framework to solve the mapping problem. We test our framework to solve the diffeomorphic image registration problem with large deformations, which can be formulated as a mapping problem. A deep learning based registration network, called the QCRegNet, is trained as described in section 5. We apply the QCRegNet to the image registration problems for underwater images and medical images.

7.2.1. Underwater Image Registration. Underwater image registration has attracted much attention in recent years with a wide variety of applications. Applications include the detection of minerals in oceans, the examination of biodiversity in marine environments, the study of the seabed, the investigation of crucial structures inside the sea and so on. Underwater image registration is considered to be a challenging task due to the degraded underwater images. The distortions of the underwater images can be caused by multiple factors, such as the refraction of light due to the presence of particles and the variance in density, the absorp-
tion of light in water, water turbulence, as well as the addition of noises. The underwater image pairs can be severely corrupted by image blurs, noises, and geometric distortions. Many existing image registration algorithms fail to give satisfactory results. We apply our proposed QCRegNet to solve the challenging underwater image registration problem. The results are reported in this subsection.

The QCRegNet is trained as follows. The training dataset is generated by deforming images extracted from ILSVRC2012 using mapping obtained by BSNet with random samples of BCs. Each random sample of BCs consists of two normalized $112 \times 112$ images, which serve as the real and imaginary parts of the BC. The training set of image pairs is then obtained. QCRegNet takes the image pairs as its input and the estimator outputs a two-channel image representing the BC of the registration map. The network is trained by optimizing the loss function (5.5).

Figure 14 - Figure 19 show the registration results of numerous underwater images obtained by different state-of-the-art image registration models. Besides QCRegNet, we also compute the registration results using the deep-learning based model VoxelMorph [2] and the optimization based hyperelastic model [5]. In each figure, the fixed and moving images are shown in (a) and (e) respectively. The moving image is to be deformed to the fixed image via the registration map. (b) shows the result obtained by the hyperelastic model. (c) shows the result obtained by the VoxelMorph. (d) shows the result obtained by our proposed QCRegNet.

It can be easily observed from Figure 14 - Figure 19 that the registration results obtained by the hyperelastic model are not accurate since some essential structures in the moving image cannot be matched to the corresponding structures in the fixed image. It can be visualized by comparing the registered image with the fixed image. The registration maps are plotted in (f), which are visualized as the deformed grid from the regular finite difference grid on the image domain. On the other hand, VoxelMorph can give a rough registration between the moving and fixed image. However, inaccuracies can be evidently observed by comparing the registered and the fixed images. Also, the registration maps by VoxelMorph as shown in (g) are non-bijective and foldings can be seen at multiple positions. The occurrence of foldings is
Figure 14: Registration results of underwater images capturing a moving fish by Hyperelastic model, VoxelMorph & QCRegNet.

Figure 15: Registration results of underwater images capturing a shark by Hyperelastic model, VoxelMorph & QCRegNet.
Figure 16: Registration results of underwater images capturing a diver by Hyperelastic model, VoxelMorph & QCRegNet.

Figure 17: Registration results of underwater images capturing another shark by Hyperelastic model, VoxelMorph & QCRegNet.
Figure 18: Registration results of underwater images capturing a ship by Hyperelastic model, VoxelMorph & QCRegNet.

Figure 19: Registration results of underwater images capturing the coral by Hyperelastic model, VoxelMorph & QCRegNet.
Table 2: Comparison of $N_J$ and $S_J$ of the registration maps obtained by different methods. The quantitative measurements demonstrate the effectiveness of our proposed model over the other methods. In particular, QCRegNet shows satisfactory registration results without foldings ($N_J = 0$ and $S_J = 0$), even for the very challenging scenarios when blurry images with large geometric distortions are considered.

### 7.2.2. Medical Image Registration

We also apply the proposed QCRegNet for medical image registration. Medical image registration plays an increasingly important role in many clinical applications ranging from computer assisted diagnosis to computer aided therapy and surgery. Accurate and efficient registration of medical images is of the utmost importance. In this subsection, we examine the effectiveness of our QCRegNet on the image registration problem of cardiac images.

The cardiac images are extracted from the ACDC dataset [4]. These are MRI data acquired from real clinical examination. Each scan records a patient’s heartbeat, including the diastolic and systolic phases. In our experiments, 100 cardiac MRI recordings are used as the training data and 50 are used as the testing data. Data augmentation is carried out to obtain more data to train our model. The procedure of data augmentation is accomplished by randomly selecting frame pairs, and rotating and cutting patches from them.

Figure 20 shows the image registration results of some cardiac image pairs. The fixed cardiac images are shown in the first column (a). The moving images are shown in the second column (b). The registered images using the QCRegNet are shown in the third column (c). It is observed that the registered images closely resemble the fixed target images, demonstrating the effectiveness of the QCRegNet. The registration maps are shown in the last column (d). As shown in the figures, all registration maps are bijective without unnatural foldings.

### 7.2.3. Convergence and inference Time of QCRegNet

One of the superiority of our model against traditional methods is that compared with traditional methods, the inference time of our model is trivial. To see this, we apply the three methods to some image pairs, and

| Figure | $N_J$ | $S_J$ | $N_J$ | $S_J$ | $N_J$ | $S_J$ |
|--------|-------|-------|-------|-------|-------|-------|
| Figure 14 | 0 | 0 | 0 | 0 | 0 | 0 |
| Figure 15 | 0 | 0 | 2 | 479.7763 | 0 | 0 |
| Figure 16 | 30 | 1.6608 | 186 | 5693054.9218 | 0 | 0 |
| Figure 17 | 0 | 0 | 0 | 0 | 0 | 0 |
| Figure 18 | 0 | 0 | 20 | 13066.9024 | 0 | 0 |
| Figure 19 | 187 | 25.7112 | 7 | 13042.7050 | 0 | 0 |
compute the mean and standard deviation of inference time. This experiment is carried out on a computer with Intel i7-10700 CPU, and there is no GPU acceleration on this machine, which ensures the fairness of the inference time comparison. The results are shown in Table 3.

From Table 3, we notice that hyperelastic registration model takes much more time to solve the registration problem than deep learning based methods. It is expected as the hyperelastic registration model requires solving an optimization problem for each image pair. The standard
deviation of the computational time for hyperelastic registration model is also much larger than that of the two deep learning based methods. The main reason is that for different image pairs, the difficulty of searching for an acceptable solution varies. However, for deep learning methods, once the network is successfully trained, the computational cost for every image pair is fixed and the registration can be done in real time. From the table, it is observed that the computational time for QCRegNet is comparable to VoxelMorph, while QCRegNet can often obtain more satisfactory registration results in challenging scenarios.

The plot of the training loss is shown in Figure 21, from which we can be confident that the model has successfully converged during training.

8. Conclusion. In this work, we proposed a learning based framework for solving mapping problems. QC Teichmüller theories are integrated into the framework to control the geometric properties of the mappings. The main idea of our proposed framework is to train a deep neural network to learn the Beltrami coefficient (BC) as a latent representation, which represents the mapping and describes the geometric distortions or quasiconformality under the mapping. The integration of quasiconformality into the deep neural network enhances the interpretability of the network. By constraining the magnitude of the BC feature, the geometric distortion and bijectivity of the mapping can easily be controlled. As such, the diffeomorphism optimization problem (DOP) can be easily solved using our proposed framework. In order to incorporate the BC into the network, the Beltrami Solver Network (BSNet) is developed in this work. The BSNet computes the corresponding quasiconformal map associated to a prescribed BC.
We examine the efficacy of this framework to the diffeomorphic image registration problem. The Quasiconformal Registration Network (QCRegNet) is trained. The experimental results show the feasibility and effectiveness of the framework. The registration results outperform other state-of-the-art approaches, even in challenging cases.
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