DG-STGCN: Dynamic Spatial-Temporal Modeling for Skeleton-based Action Recognition
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Abstract. Graph convolution networks (GCN) have been widely used in skeleton-based action recognition. We note that existing GCN-based approaches primarily rely on prescribed graphical structures (i.e., a manually defined topology of skeleton joints), which limits their flexibility to capture complicated correlations between joints. To move beyond this limitation, we propose a new framework for skeleton-based action recognition, namely Dynamic Group Spatio-Temporal GCN (DG-STGCN). It consists of two modules, DG-GCN and DG-TCN, respectively, for spatial and temporal modeling. In particular, DG-GCN uses learned affinity matrices to capture dynamic graphical structures instead of relying on a prescribed one, while DG-TCN performs group-wise temporal convolutions with varying receptive fields and incorporates a dynamic joint-skeleton fusion module for adaptive multi-level temporal modeling. On a wide range of benchmarks, including NTURGB+D, Kinetics-Skeleton, BABEL, and Toyota SmartHome, DG-STGCN consistently outperforms state-of-the-art methods, often by a notable margin.
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1 Introduction

Human action recognition is a central task in video understanding. For videos, various modalities derived from the rich multimedia are beneficial to the recognition task, including RGB [4,13,15,16,46,47], optical flow [32,36,42], and human skeletons [8,12,29,39,53]. Among them, skeleton-based action recognition has attracted increasing attention due to its action-focusing nature and robustness against complicated backgrounds or different lighting conditions. In contrast to other modalities, skeleton data are highly compact and abstract, containing only 2D [4,21] or 3D [9,27,33,37] human joint coordinates. For action recognition, the compactness of skeleton data leads to robust features and efficient processing.

Since Yan \emph{et al.} [53] first proposes ST-GCN to model skeleton motion patterns with a spatial-temporal graph, GCN-based approaches have quickly become the most popular paradigm for skeleton-based action recognition. In ST-GCN, spatial modeling and temporal modeling are performed separately by spatial graph convolutions and temporal convolutions. Spatial graph convolutions fuse features of different joints according to a manually defined topology, presented as...
|                | ST-GCN | AGCN | MS-G3D | CTR-GCN | DG-STGCN |
|----------------|--------|------|--------|---------|----------|
| **NTU120-XSub** | 84.5   | 85.0 | 86.5   | 87.0    | 87.5     |
| **Top-1 (%)**  |        |      |        |         |          |
| **GFLOPs / Clip** | 2.0    | 2.5  | 3.0    | 3.5     | 4.0      |

Fig. 1: GFLOPs vs. accuracies on two NTURGB+D 120 benchmarks

|                | ST-GCN | AGCN | MS-G3D | CTR-GCN | DG-STGCN |
|----------------|--------|------|--------|---------|----------|
| **NTU120-XSet** | 85.0   | 85.5 | 86.5   | 87.0    | 87.5     |
| **Top-1 (%)**  |        |      |        |         |          |
| **GFLOPs / Clip** | 2.0    | 2.5  | 3.0    | 3.5     | 4.0      |

Following works [5,39,57] propose to improve the spatial modeling with a learnable topology refinement. Though demonstrating good effectiveness, these approaches still heavily rely on the manually defined skeleton topology, requiring painstaking customizations for different datasets. More importantly, due to the intrinsic cooperation among joints when performing actions, fully learnable coefficient matrices, rather than a prescribed graphical structure, are more suitable to model complicated joint correlations. Meanwhile, previous GCN-based approaches mostly utilize temporal convolutions with a fixed receptive field to model the joint-level motions in a certain temporal range, overlooking the benefits of modeling multi-level (i.e. joint-level + skeleton-level) motion patterns within a dynamic temporal receptive field.

Revisiting the limitations of current works, we propose a novel GCN architecture for skeleton-based action recognition, namely DG-STGCN. It enables group-wise dynamic spatial-temporal modeling for skeleton data. In DG-STGCN, spatial modeling and temporal modeling are performed separately by dynamic group GCNs (DG-GCNs) and dynamic group temporal ConvNets (DG-TCNs), respectively. Our proposed framework has three appealing properties. First, DG-STGCN is purely based on learnable coefficient matrices for spatial modeling, eliminating the cumbersome procedure to define a good joint topology manually. Second, the dynamic group-wise design enables the dynamic spatial-temporal modeling of the skeleton motion with diversified groups of graph convolutions and temporal convolutions, improving the representation capability and flexibility. Third, DG-STGCN achieves significant improvements on multiple benchmarks while preserving the model efficiency.

In DG-STGCN, both DG modules first transform the input skeleton features to $N$ feature groups (channel width reduced to $1/N$), and then perform spatial or temporal modeling independently for each feature group. In DG-GCN, each feature group has its own dynamic coefficient matrix for inter-joint spatial modeling. Each coefficient matrix is a dynamic summation of three data-

---

3 We report the single model accuracy trained on the joint modality. Details in Table 4.
4 $N = 8$ in experiments. For a manually defined topology, $N$ can only be 1 or 3.
driven components, including one shared matrix that models the joint correlations across all samples (the static component) and two sample-specific matrices (the dynamic components) with different designs. In experiments, DG-GCN demonstrates great capability, surpassing multiple variants of graph convolutions in both efficacy and efficiency. For temporal modeling, we propose a dynamic group temporal ConvNet (DG-TCN) with diversified receptive fields, which further adopts a dynamic joint-skeleton fusion (D-JSF) module to fuse both joint-level and skeleton-level motion patterns (D-JSF) in various temporal ranges. Specifically, it models joint-level and skeleton-level features parallelly with a multi-group temporal ConvNet, where each group extracts motion patterns in a different temporal receptive field. The joint-level and skeleton-level features are dynamically fused into the joint-skeleton motion features with learnable joint-specific coefficients. With computational efficiency preserved, DG-TCN is of great temporal modeling capability. Meanwhile, the proposed D-JSF module masters multi-level temporal modeling with negligible additional cost.

With improved flexibility comes increased overfitting risk. We further propose to adopt Uniform Sampling as a strong temporal data augmentation strategy, which randomly samples a subsequence from the skeleton sequence data to generate highly diversified training samples. The strategy leads to consistent improvements across multiple backbones and benchmarks and is especially beneficial for DG-STGCN.

Extensive experiment results highlight the effectiveness of the dynamic group design and the good practices we proposed. Our DG-STGCN outperforms all previous state-of-the-art methods across multiple skeleton-based action recognition benchmarks, including NTURGB+D [27,37], Kinetics-Skeleton [4,53], BABEL [33], and Toyota SmartHome [9].

2 Related Works

2.1 Graph Neural Networks

To process non-Euclidean structured data (like arbitrarily structured graphs), Graph Neural Networks [1,10,17,18,24,48,51] (GNNs) are widely adopted and extensively explored. GNNs can be generally categorized as spectral GNNs and spatial GNNs. Spectral GNNs [1,18,19] apply convolutions on the spectral domain. They assume fixed adjacency among all samples, limiting the generalizability to unseen graph structures. Spatial GNNs [14,17,48], in contrast, perform layer-wise feature updates for each node by local feature fusion and activation. Most GCN approaches for skeleton-based action recognition follow the spirit of Spatial GNNs. They construct a spatial-temporal graph based on the skeleton data, apply convolutions for feature aggregation in a neighborhood, and perform layer-wise feature updates.

2.2 Skeleton-based Action Recognition

Human skeletons are robust against backgrounds or illumination changes and can also be obtained with sensors [60] or pose estimators [3,34,45]. Various
paradigms have been designed for skeleton-based action recognition. Early approaches \[20,49,50\] design hand-crafted features to capture joint motion patterns and feed them directly to downstream classifiers. With the prosperity of deep learning, the following methods consider skeleton data as time series and process them using Recurrent Neural Networks \[28,37,43,59,61\] and Temporal Convolution Networks \[22,23\]. However, these approaches do not model the joint relationships explicitly, leading to inferior recognition performance. To mitigate this, GCN-based approaches \[5,29,39,53\] construct spatial-temporal graphs, which separately perform spatial modeling and temporal modeling.

An early application of GCN on skeleton-based action recognition is ST-GCN \[53\]. ST-GCN uses stacked GCN blocks to process skeleton data, while each block consists of a spatial module and a temporal module. Being a simple baseline, ST-GCN’s instantiations of the spatial module and the temporal module are straightforward: the spatial module adopts sparse coefficient matrices derived from a pre-defined adjacency matrix for spatial feature fusion; while the temporal module uses a single 1D convolution for temporal modeling. Following works inherit the main framework of ST-GCN and develop various incremental improvements on the design of spatial and temporal modules. For temporal modeling, the advanced multi-scale TCN \[5,29\] is used to replace the naive implementation, which is capable of modeling actions with multiple durations. Despite the improved capacity, the temporal module performs joint-level motion modeling as before, which we find insufficient. For spatial modeling, a series of works propose to learn a data-driven refinement for the prescribed graphical structure. The refinement can be either channel-agnostic \[39,58\] (obtained with self-attention mechanism) or channel-specific \[5,6\]. Meanwhile, Liu et al. \[29\] introduces multi-scale graph topologies for joint relationship modeling with different ranges. There also exist spatial modeling modules that do not require a pre-defined topology. Shift-GCN \[7\] adopts graph shift for inter-joint feature fusion, while SGN \[58\] estimates the coefficient matrices based on the input skeleton sequence with a lightweight attention module. However, the purely dynamic approaches are less competitive and can not achieve the state-of-the-art. In this work, we design the dynamic group GCN that learns the spatial feature fusion strategy from scratch and does not rely on a prescribed graphical structure. Our DG-GCN outperforms various alternatives in the ablation study.

Besides GCNs, another stream of work adopts convolutional neural networks (CNN) for skeleton-based action recognition. Approaches based on 2D-CNN convert a skeleton sequence to a pseudo image and process it with 2D CNN. This can be obtained by: 1) directly generating a 2D input of shape $V \times T$ \[2,22,25\] ($V$: number of joints; $T$: temporal length) given joint coordinates; 2) generating pseudo heatmaps for joints (2D only) and aggregating them along the temporal dimension with color coding \[8\] or learnable modules \[52\] to form a $K$-channel pseudo image. These approaches either fail to exploit the locality nature of CNN or suffer from the information loss during heatmap aggregation, thus performing worse than representative GCN-based approaches. Recently, PoseC3D \[12\] proposes to stack heatmaps along the temporal dimension and use 3D-CNN for
DG-STGCN

The enhancement DG-STGCN made lies in two aspects: 1). We design the dynamic group GCN (DG-GCN) and the dynamic group temporal ConvNet (DG-TCN), which promote highly flexible and data-driven spatial-temporal modeling of skeleton data. 2). We develop a strong temporal data augmentation strategy, which works universally with different backbones and is particularly beneficial to the highly dynamic DG-STGCN. We first briefly review the pipeline of STGCN [53], whose architectural design is widely followed by subsequent works. Then we discuss different designs for both dynamic inter-joint spatial modeling (DG-GCN) and dynamic multi-level temporal modeling (DG-TCN). Finally, we present the temporal augmentation we adopted and explain its intuition.

3.1 ST-GCN Recap

**Notations.** We use the following notations across this paper. For inputs and intermediate features $X \in \mathbb{R}^{T \times V \times C}$ of a GCN for skeleton processing, $T$ denotes the temporal length; $V$ denotes the number of skeleton joints; $C$ denotes the number of channels (if $X$ is the input, $C$ is usually 2 or 3). For coefficient matrices $A \in \mathbb{R}^{K \times V \times V}$ used for spatial modeling, $K$ denotes the number of matrices (we also call it the number of groups). We use $F$ to denote the GCN block; $G, T$ to indicate the spatial module and temporal module, respectively.

skeleton processing. Though demonstrating impressive performance, PoseC3D consumes larger amounts of computations and can not be directly applied to 3D skeletons losslessly. In experiments, we find that while being much lighter, our DG-STGCN can achieve better recognition performance than PoseC3D when both take high-quality 2D estimated skeletons as inputs.
In skeleton-based action recognition, GCN approaches take a sequence of human joint coordinates (a $T \times V \times C$ tensor $X$ for each person) as input and predict the action category. Figure 2 provides a quick recap of ST-GCN, an early and representative work for skeleton-based action recognition. ST-GCN utilizes stacked $N$ GCN blocks ($N = 10$) to process the coordinate tensors. A GCN block $F$ consists of two components: a spatial module $G$ and a temporal module $T$. Given a skeleton feature $X \in \mathbb{R}^{T \times V \times C}$, $G$ first performs channel inflation and reshaping to get a 4D tensor $X' \in \mathbb{R}^{T \times K \times V \times C}$, and then uses a set of coefficient matrices $A$ for inter-joint spatial modeling:

$$G(X)_{lij} = \sum_{k=1}^{K} \sum_{v=1}^{V} A_{kvi} X'_{lkvj}, \quad G(X) \in \mathbb{R}^{T \times V \times C}. \quad (1)$$

The output of $G$ is further processed by $T$ to learn temporal features. The computations of $F$ can be summarized as:

$$F(X) = T(G(X, A)) + X. \quad (2)$$

Specifically, ST-GCN [53] adopts sparse matrices derived from a prescribed graphical structure (weighted by learnable importance scores) as $A$, and instantiates $T$ with a single 1D temporal convolution (kernel size 9). The design of ST-GCN is straightforward and practical, widely used in the following works [5,7,38,39]. In this work, we keep the overall architecture unchanged and propose to enhance its capability with dynamic group GCN and dynamic group TCN.

### 3.2 DG-GCN: Dynamic Spatial Modeling from Scratch

The spatial module $G$ fuses features of different joints with coefficient matrices $A$, while the final recognition performance is highly dependent on the choice of $A$. One common practice in previous works is to first set $A$ as a series of manually defined sparse matrices (derived from the adjacency matrix of joints) and learn a refinement $\Delta A$ during model training [5,39,41]. $\Delta A$ can be either static, as a trainable parameter, or dynamic, generated by the model depending on the input sample. Though intuitive, we argue that this paradigm is limited in flexibility and may lead to inferior recognition performance than purely data-driven approaches.

Thus we make the coefficient matrices $A$ fully learnable. In DG-GCN, $A \in \mathbb{R}^{K \times V \times V}$ is a learnable parameter rather than a set of manually defined matrices. For initialization, instead of resorting to derivations of the adjacency matrix, we directly initialize $A$ with normal distribution. With random initialization, $K$ can be set to an arbitrary value, enabling the novel multi-group design in DG-GCN.

We demonstrate the architecture of DG-GCN in Figure 3(a). In DG-GCN, the coefficient matrices $A$ consist of $K$ different components ($K = 8$ in experiments). The input (with $C$ channels) is first processed with a $1 \times 1$ convolution, to generate $K$ feature groups (each with $\lfloor \frac{C}{K} \rfloor$ channels). We then perform spatial
modeling for each feature group independently with the corresponding $A_i$. Finally, $K$ feature groups are concatenated along the channel dimension and then processed by another $1 \times 1$ convolution to generate the output.

Each coefficient matrix $A_i$ consists of three learnable components. First, a dataset-wise parameter $PA_i$ (the static term) is learned throughout training. Besides, we learn data-dependent refinements $DA_i$ and $CA_i$, serving as the dynamic terms. The two terms are different in that $DA_i$ is channel-agnostic while $CA_i$ is channel-specific. Figure 3(b) demonstrates how we obtain $DA_i$ and $CA_i$. Given the input feature $X$, temporal pooling is first used to eliminate the dimension $T$. Two separate $1 \times 1$ convolutions are then applied to $\bar{X}$ to get $X_a$ and $X_b$, respectively. We define $DA_i$ as

$$DA_i = \text{Softmax}(X_a X_b^T, \text{dim}=0),$$

and obtain $CA_i \in \mathbb{R}^{C \times V \times V}$ by applying the Tanh activation to the pairwise difference between $X_a$ and $X_b$. A weighted sum of three components is used as the final coefficient matrix:

$$A_i = PA_i + \alpha \times DA_i + \beta \times CA_i,$$

$\alpha$, $\beta$ are two learnable parameters. In experiments, we find the term $PA_i$ plays the major role and cannot be omitted, while two dynamic terms also steadily contribute to the final recognition performance. Thanks to its flexibility and capability, DG-GCN outperforms multiple alternatives in ablation study with a comparable or smaller parameter size and FLOPs.

### 3.3 DG-TCN: Multi-group TCN with Dynamic Joint-Skeleton Fusion

We also adopt the dynamic group-wise design in temporal modeling. Following [5,29], we first replace the vanilla temporal module with a multi-group TCN. As shown in Figure 4, a multi-group TCN consists of multiple branches with different receptive fields. Each branch performs temporal modeling for a feature group independently. Besides saving massive amounts of computation, the
temporal modeling capability is also drastically improved with the multi-group design, compared to the vanilla implementation of \( T \) in ST-GCN.

We further propose to perform temporal modeling at both joint-level and skeleton-level parallelly. Thus we develop the D-JSF module for explicit modeling and dynamically fusing the joint-level and skeleton-level features. In D-JSF, we first perform average pooling to \( V \) joint-level features \( \{X_1, ..., X_V\} \in \mathbb{R}^{C \times T} \) to obtain the skeleton-level feature \( S \). A multi-group TCN processes both the skeleton feature \( S \) and \( V \) joint features \( X_i \) in parallel to get \( S', X'_i \). Dynamic joint-skeleton fusion is then applied to merge \( S' \) into each \( X'_i \). Specifically, each DG-TCN instance contains a learned parameter \( \gamma \in \mathbb{R}^V \). After the adaptive joint-skeleton fusion, the feature for joint \( i \) is \( X'_i + \gamma_i S' \), which will be further processed with a \( 1 \times 1 \) convolution. In practice, we find that the dynamic fusion with a learnable weight \( \gamma \) is the key to the success of DG-TCN.

### 3.4 Uniform Sampling as Temporal Data Augmentation

Thanks to the extensively used dynamic group modules in DG-STGCN, the model capacity is largely improved. Meanwhile, the improved flexibility also raises the risk of overfitting, making strong augmentation extremely essential.

While important, the data augmentation strategies for skeleton data are rarely explored. In most previous works [29,39,53], the skeleton sequence is directly padded to a maximum length, while the padding is either zero or the sequence itself. A recent work [5] adopts random cropping as the strategy for temporal augmentation: crop a substring from the original sequence and resize it to a target length with bilinear interpolation. Inspired by [12], we first propose to utilize uniform sampling as temporal augmentation. To get an \( N \)-frame sample from a length-\( T \) sequence, we first split the sequence into \( N \) non-overlapping substrings with equal length. Then, we randomly choose one frame from each substring and join them into a new subsequence. Uniform sampling can generate much more diversified samples than random cropping, while preserving the integrity of each sample. As a strong augmentation, Uniform Sampling consistently outperforms naive padding or random cropping across multiple recognition models and benchmarks. The improvement is especially large for DG-STGCN.
4 Experiment

4.1 Datasets

To demonstrate the capability and generality of DG-STGCN, we conduct extensive experiments on four datasets: NTURGB+D [27,37], Kinetics-400 [4], BABEL [33], and Toyota SmartHome [9]. Following the convention, we report the Top-1 accuracy on NTURGB+D and Kinetics-400; report the Mean Top-1 accuracy for BABEL and Toyota SmartHome.

**NTURGB+D [27,37]**. NTURGB+D is a large-scale human action recognition dataset collected in indoor environments. It has two versions, NTU-60 and NTU-120 (a superset of NTU-60). NTU-60 contains 57K videos of 60 human actions, while NTU-120 contains 114K videos of 120 human actions. The datasets are split in three ways: Cross-subject (X-Sub), Cross-view (X-View, for NTU-60), Cross-setup (X-Set, for NTU-120), for which action subjects, camera views, camera setups are different in training and validation. For skeleton action recognition, we take the 3D joints as inputs, while our preprocessing follows CTR-GCN [5]. To show the generality of DG-STGCN, we also list the performance of models taking 2D joints (estimated with HRNet [45], provided by [12]) as inputs.

**Kinetics-400 [4]**. Kinetics-400 is a large-scale action recognition dataset with 306K videos and 400 actions. For Kinetics-400 experiments, we adopt the 2D joints estimated by OpenPose [3] (provided by [53]) as inputs.

**BABEL [33]**. BABEL is a large-scale dataset for human movement with semantics. It annotates ~43.5 hours of mocap from AMASS [31]. BABEL predicts the 25-joint skeleton used in NTURGB+D from the vertices of the SMPL-H [35] mesh and uses it for skeleton-based action recognition. BABEL has two versions, which consist of 60 (BABEL60) and 120 (BABEL120) action categories respectively. We report the results on both of them.

**Toyota SmartHome [9]**. Toyota SmartHome is a video dataset focusing on the real-world activities of humans. The dataset contains 16K videos and 31 different actions in daily life. The videos are taken from 7 different camera views. The dataset is split in two ways: Cross-subject (CS) or Cross-view (CV1: one view for training; CV2: five views for training). We only use 3D joints in its Pose V1.2 annotations for training and report results for CS and CV1 splits.

4.2 Implementation Details

DG-STGCN follows the basic settings of ST-GCN. Specifically, there are 10 GCN blocks in DG-STGCN, while each GCN block consists of a DG-GCN and a DG-TCN. The base channel width is set to 64. At the 5th, 8th GCN block, we perform temporal pooling to halve the temporal length and also get the channel width doubled. By default, all models are trained with SGD with momentum 0.9, weight decay $5e^{-4}$. We set the batch size to 128, set the initial learning rate to 0.1, and train the models for 100 epochs with CosineAnnealing learning rate scheduler. We use Uniform Sampling to sample subsequences from skeleton data to form training samples. In the ablation study, we set the input length to 64. For comparisons with state-of-the-arts, we set the input length to 100.


4.3 Ablation Study

In the ablation study, we train DG-STGCN on two large-scale benchmarks: NTU120-XSub and NTU120-XSet. We take the joint modality as inputs and follow the preprocessing in [5]. Our baseline uses GCN with randomly initialized coefficient matrices (3 components) for spatial modeling and a multi-branch TCN (with six branches: 4 kernel-3 1D convolution branches with dilation [1, 2, 3, 4], a kernel-3 max-pooling branch, and a $1 \times 1$ convolution branch) for temporal modeling.

### Preliminary: Is a pre-defined topology indispensable?

We first conduct pilot experiments to find out how important a prescribed graphical structure is for spatial modeling. We consider three alternatives: 1). a fixed topology [39] which is pre-defined; 2). 1 with a static learnable refinement; 3). a topology learned from scratch, randomly initialized at the beginning. Table 1 shows that a learnable refinement largely improves the recognition performance. However, removing the pre-defined topology only leads to a moderate drop ($\leq 0.2\%$). Following Occam’s Razor, we do not use any prescribed graphical structure in the following experiments. This opens a great design space for spatial GCNs.

### Dynamic Group GCN (DG-GCN).

Thanks to the from-scratch learning of skeleton graphical structures, it is now possible to use an arbitrary number of coefficient matrices for spatial modeling. To promote the flexibility of the GCN module, we propose DG-GCN, which divides skeleton features into multiple groups and uses a specific coefficient matrix $A_i$ for spatial modeling in each group. This section presents the ablation study on the number of groups and the different choices of components in $A_i$.

#### Ablation on the group number.

We first explore using different values for the hyper-parameter $K$, which is the number of groups in DG-GCN. Since the channel width of each group is proportional to $1/K$, adjusting the value of $K$ does not affect either the parameter size or the computation amounts consumed.

We gradually increase $K$ from 4 to 12 and list the recognition performance in

```markdown
| $K$ | XSub | XSet |
|-----|------|------|
| 4   | 83.7 | 85.2 |
| 8   | 84.1 | 86.0 |
| 12  | 83.9 | 86.0 |
```

### Ablation on each individual component in $A$.

We consider three alternatives: PA, DA, and CA. Table 1 shows that each component separately shows a significant improvement to the recognition performance. When combining these components, there is always an improvement compared to the baseline. Despite this, the gain is not as large as when only one component is enabled.

```markdown
| Comps. | XSub | XSet |
|--------|------|------|
| PA     | 84.1 | 86.0 |
| PA + DA| 84.2 | 86.2 |
| PA + CA| 84.8 | 86.7 |
| PA + DA + CA | 85.1 | 87.2 |
```
Table 2a. More groups improve the flexibility of DG-GCN and benefit the skeleton spatial modeling. Empirically, we find that eight groups lead to a reasonably good result (adding more groups does not help a lot). Thus we use eight groups in the following experiments.

Ablation on the topology components. As a network parameter, the learned from-scratch topology is a static component (PA) in the final coefficient matrices. In DG-GCN, we also incorporate two dynamic terms, namely DA (channel-agnostic) and CA (channel-specific). Two dynamic components share the same encoding layers (two $1 \times 1$ convolutions), which means all models with dynamic components share a similar parameter size (1.69M) and FLOPs (1.65G). Compared to using only the static component (1.25M params, 1.63G FLOPs), using dynamic terms increases the parameter size by 1/3, while the computation consumed almost remains the same. We first evaluate each component individually and show the recognition performance in Table 2b. Dynamic terms used alone cause severe degradation in recognition performance compared to the static term PA, which partially explains why previous purely dynamic approaches (like SGN [58]) can not beat the state-of-the-art. We further investigate the effects of different combinations of terms and present the results in Table 2c. For spatial modeling, the channel-specific term CA plays a more critical role than the channel-agnostic term DA. Combining three components leads to the best recognition results.

How much data does DG-GCN require? Learning joint relationships solely from data without any prior knowledge, we wonder how much data DG-GCN requires to perform well. Thus we conduct a series of experiments on the NTU120-XSub split, changing the amounts of training data to see what happens. The data amount we use covers a wide range: from 1/16 of the original training set to the full scale. Figure 6 compares the three spatial modeling strategies with different amounts of training data. A pre-defined fixed topology performs worst across all experiments. When the training set is of small scale (i.e., smaller than 1/4 of NTU120-XSub training set), a manually defined topology is beneficial to the spatial modeling of skeleton data. However, as the training set grows, the advantage of DG-GCN gradually gets larger. Experiment results demonstrate that the potential of DG-GCN is promising if trained on large-scale data.

Dynamic Group TCN (DG-TCN). We conduct ablation experiments to validate our design choice for the temporal module. Instead of the vanilla implementation (a single 1D convolution with kernel 9) in ST-GCN, we adopt the DG-TCN for temporal modeling. DG-TCN consists of multiple branches with different receptive fields for dynamic temporal modeling. It is also equipped with the dynamic joint-skeleton fusion module (D-JSF) for adaptive fusion between joint motion and skeleton motion. Table 3 shows that, besides improving the temporal modeling capability, the multi-group design also substantially reduces the computation cost by using a small channel width for every single branch. For the JSF module, besides fusing the skeleton-level feature with joint-level feature dynamically with learnable coefficients, we also test two simpler alternatives,

---

5 The parameter size is also significantly reduced: 2.99M $\rightarrow$ 1.25M
Table 3: Ablation on dynamic temporal modeling. The Multi-Group TCN improves temporal modeling capability with reduced computations, while D-JSF promotes dynamic joint-skeleton fusion with minimal additional cost.

|                      | Xsub | XSet | GFLOPs |
|----------------------|------|------|--------|
| TCN (K9)             | 83.1 | 84.7 | 3.46   |
| Multi-Group TCN      | 83.6 | 85.3 | 1.63   |
| w. JSF (concat)      | 83.5 | 86.0 | 1.94   |
| w. JSF (sum)         | 83.2 | 85.7 | 1.65   |
| w. D-JSF             | 84.0 | 86.2 | 1.65   |

Table 4: Validating Uniform Sampling and two alternatives adopted in previous works on multiple backbones. $\Delta$ denotes the gain from Uniform Sampling compared to the baseline without temporal augmentation.

|                      | NTU120-XSub |                  | NTU120-XSet |                  |
|----------------------|-------------|-----------------|-------------|-----------------|
|                      | Aug         | None            | Random Crop | Uni-Sample $\Delta$ |
|                      |             | 81.1            | 82.2        | 82.2 $\Delta$ 1.1 |
| ST-GCN [53]          |             | 81.6            | 82.3        | 82.8 $\Delta$ 1.2 |
| AGCN [39]            |             | 83.3            | 83.1        | 84.2 $\Delta$ 0.9 |
| MS-G3D [29]          |             | 82.4            | 83.4        | 83.8 $\Delta$ 1.4 |
| CTR-GCN [5]          |             | 83.5            | 84.0        | 85.3 $\Delta$ 1.8 |
| DG-STGCN             |             | 85.1            | 86.5        | 87.5 $\Delta$ 2.4 |

Uniform Sampling as Temporal Data Augmentation. With the improved network capacity and flexibility, DG-STGCN requires stronger data augmentations to work well. Inspired by [12], we propose to use Uniform Sampling as a temporal data augmentation strategy, which samples subsequences from skeleton data to form training samples. In Table 4, we compare Uniform Sampling with two alternative practices adopted in previous works: 1). No temporal augmentation [29,39]: circularly padding a skeleton sequence to a maximum length (300 for NTU); 2). Random Cropping [5]: cropping a substring from the skeleton sequence and interpolating it to the given length 64. We find that Uniform Sampling is a general data augmentation strategy, leading to steady improvement across all backbones and benchmarks we tested. Specifically, the dynamic DG-STGCN obtains the most significant gain with the strong data augmentation.

4.4 Comparisons with the State-of-the-Art.

For comparisons with state-of-the-art approaches, we adopt a longer training schedule. We train each model with the CosineAnnealing scheduler for 150
epochs. We use Uniform Sampling to form each training sample and set the input length to 100 by default. For Toyota SmartHome, which consists of long sequences up to thousands of frames, we set the input length to 200. We report the Top-1 accuracy for NTURGB+D and Kinetics-400 and the mean per-class accuracy for BABEL and Toyota SmartHome (two highly unbalanced datasets).

Results on NTURGB+D and Kinetics-400. For NTURGB+D and Kinetics-400 experiments, we follow the widely used practice [5,41] to train models on four skeleton modalities (joint, bone, joint motion, and bone motion) and report the recognition performance of the ensemble for a fair comparison. We compare our models with the state-of-the-art methods on NTURGB+D and Kinetics-400 in Table 5 (upper). Our DG-STGCN outperforms all existing methods across four NTURGB+D benchmarks. Specifically, with joint+bone fusion (2s) only, our approach outperforms the current state-of-the-art CTR-GCN using four modality fusion with a notable margin. Fusing predictions of four skeleton modalities, we significantly improve the accuracy on four NTURGB+D benchmarks by nearly 1%. On Kinetics-400, DG-STGCN surpasses the state-of-the-art MS-G3D by 2.3% in Top-1 Acc. To demonstrate its generality, we also train DG-STGCN with high-quality 2D estimated skeleton [12]. Results in Table 5 (lower) show that while consuming almost 10× less computation, DG-STGCN achieves better performance than the 3D-CNN-based PoseC3D.
Table 6: **Results on BABEL.** We report both bone-only and joint+bone fusion (2s) performance for DG-STGCN.

|                | BABEL60 Mean Acc | BABEL120 Mean Acc | CS  | CV1 |
|----------------|------------------|-------------------|-----|-----|
|                | Top-1             | Top-1             |     |     |
| 2s-AGCN [39]   | 30.4             | 26.2              | 42.5| 13.4|
| DG-STGCN (Bone)| 36.2             | 32.3              | MS-AAGCN [38] | 56.5 | - |
| 2s DG-STGCN     | **38.1**         | **33.7**          | 2s-AGCN++ [39] | 57.1 | 22.1 |
| 2s DG-STGCN     | **40.0**         | **32.8**          | 2s-AGCN++ w. PRS [54] | 60.9 | 22.5 |
|                |                  |                   | 2s-UNIK+++ w. PRS [55] | 64.3 | **36.1** |

Table 7: **Results on Toyota SmartHome.** ++ indicates using high-quality 2D Pose. * denotes being pre-trained on another dataset.

|                | CS  | CV1 |
|----------------|-----|-----|
| LSTM [30]      | 42.5| 13.4|
| MS-AAGCN [38]  | 56.5| -   |
| 2s-AGCN++ [39] | 57.1| 22.1|
| 2s-AGCN++ w. PRS [54] | 60.9 | 22.5 |
| 2s-UNIK+++ w. PRS [55] | 64.3 | **36.1** |
| 2s DG-STGCN    | **64.8** | 23.2 |
| 2s DG-STGCN*   | **65.1** | **41.8** |

Results on BABEL and Toyota SmartHome. We also train DG-STGCN on BABEL and Toyota SmartHome to test its generality. BABEL [33] predicts the 25 joints defined by NTURGB+D based on meshes of AMASS mocap data. Thus there exists a distribution shift for joint coordinates compared to the original NTURGB+D. Meanwhile, Toyota SmartHome [9] contains activities of daily living and provide 13 3D joints estimated with LCRNet++ [34]. Following [33], we train DG-STGCN with a class-balanced focal loss on BABEL60 and BABEL120. On both benchmarks, DG-STGCN with single bone modality outperforms the 2s-AGCN baseline by around 6% in mean per-class accuracy. With joint+bone fusion, the gap is extended to > 7%. On Toyota SmartHome CS split, DG-STGCN trained with 3D keypoints outperform all previous state-of-the-arts in skeleton-based action recognition (including entries that take high-quality 2D poses as inputs). With NTU120-XSet pre-training (with 54K training samples), DG-STGCN surpasses UNIK pretrained on Posetics [55] with 142K training samples on the CV1 split. The results demonstrate the impressive transferring capability of DG-STGCN: it works even when the definitions of the joint sets are entirely different for the source dataset and the target dataset (25 joints in NTURGB+D vs. 13 joints in Toyota SmartHome).

5 Conclusion

This work presents a highly dynamic framework DG-STGCN for the spatial-temporal modeling of skeleton data. DG-STGCN consists of two novel modules with dynamic multi-group design, namely DG-GCN and DG-TCN. For spatial modeling, DG-GCN fuses joint-level features with coefficient matrices learned from scratch and does not rely on prescribed graphical structures. Meanwhile, DG-TCN adopts the group-wise temporal convolution with diversified receptive fields and the dynamic joint-skeleton feature module for dynamic multi-level temporal modeling. DG-STGCN surpasses the state-of-the-art on four challenging benchmarks, demonstrating its impressive capability and effectiveness.
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