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Karoński, Łuczak, and Thomason (2004) conjectured that, for any connected graph \( G \) on at least three vertices, there exists an edge weighting from \( \{1, 2, 3\} \) such that adjacent vertices receive different sums of incident edge weights. Bartnicki, Grytczuk, and Niwczyk (2009) made a stronger conjecture, that each edge's weight may be chosen from an arbitrary list of size 3 rather than \( \{1, 2, 3\} \). We examine a variation of these conjectures, where each vertex is coloured with a sequence of edge weights. Such a colouring relies on an ordering of \( E(G) \), and so two variations arise – one where we may choose any ordering of \( E(G) \) and one where the ordering is fixed. In the former case, we bound the list size required for any graph. In the latter, we obtain a bound on list sizes for graphs with sufficiently large minimum degree. We also extend our methods to a list variation of irregularity strength, where each vertex receives a distinct sequence of edge weights.
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1 Introduction and Brief Survey

A graph \( G = (V, E) \) will be simple and loopless unless otherwise stated. Throughout, we write \( [k] \) for the set \( \{1, 2, \ldots, k\} \). An edge \( k \)-weighting, \( w \), of \( G \) is an assignment of a number from \( [k] \) to each \( e \in E(G) \), that is \( w : E(G) \to [k] \). Karoński, Łuczak, and Thomason [12] conjectured that, for every graph without a component isomorphic to \( K_2 \), there is an edge 3-weighting such that any two adjacent vertices have different sums of incident edge weights. If an edge \( k \)-weighting gives rise to such a proper vertex colouring, we say that the weighting is a vertex colouring by sums. We will denote by \( \chi^k_S(G) \) the smallest value of \( k \) such that a graph \( G \) has an edge \( k \)-weighting which is a vertex colouring by sums (this notation is a slight modification of that proposed by Győri and Palmer in [8]). We say that a graph \( G \) is nice if no component is isomorphic to \( K_2 \). We may express Karoński, Łuczak, and Thomason’s conjecture (frequently called the “1-2-3 Conjecture”) as follows:
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1-2-3 Conjecture (Karoński, Łuczak, Thomason [12]). If $G$ is nice, then $\chi^{3}_{\Sigma}(G) \leq 3$.

One may also obtain a vertex colouring from an edge $k$-weighting by considering the products, sets, or multisets of incident edge weights. The smallest $k$ for which a graph $G$ has an edge $k$-weighting which is a proper vertex colouring by products, sets or multisets will be denoted $\chi^{\Pi}_{1}(G)$, $\chi^{\Sigma}_{1}(G)$ and $\chi^{m}_{1}(G)$, respectively. The best known bounds for these graph parameters are, for any nice graph $G$, $\chi^{\Sigma}_{1}(G) \leq 5$ [10], $\chi^{m}_{1}(G) \leq 4$ [11], $\chi^{\Pi}_{1}(G) \leq 5$ [17], and $\chi^{\Sigma}_{m}(G) = \lceil \log_{2} \chi(G) \rceil + 1$ [8]. It is shown in [11] that if $\delta(G) \geq 1000$, then $\chi^{e}_{m}(G) \leq 3$. In [2] it is shown that, asymptotically almost surely, $\chi^{\Sigma}_{2}(G) \leq 2$.

One may also allow each vertex to receive a weight from $[k]$, in addition to the edge weights; such weightings of $G$ are called total $k$-weightings. Vertex colourings via total weightings are obtained by considering the weights of the edges incident to a vertex as well as the vertex’s weight itself. The smallest $k$ for which a graph $G$ has a total $k$-weighting which is a proper vertex colouring by sums, products, sets or multisets is denoted $\chi^{\Sigma}_{k}(G)$, $\chi^{\Pi}_{k}(G)$, $\chi^{\Sigma}_{k}(G)$ and $\chi^{m}_{k}(G)$, respectively.

The following conjecture motivates the study of total weightings and vertex colouring by sums:

1-2 Conjecture (Przybyło, Woźniak [13]). For every graph $G$, $\chi^{1}_{\Sigma}(G) \leq 2$.

Clearly, any upper bound on an edge $k$-weighting parameter is an upper bound on its corresponding total $k$-weighting parameter. The best known improvements on the bounds above are, for an arbitrary graph $G$, $\chi^{\Sigma}_{k}(G) \leq 3$ [9] (in fact, only vertex weights 1 and 2 are required) and $\chi^{\Pi}_{1}(G) \leq 3$ [17]. Clearly both $\chi^{\Sigma}_{k}(G)$ and $\chi^{\Pi}_{1}(G)$ are upper bounds on $\chi^{m}_{1}(G)$, so we have that $\chi^{m}_{1}(G) \leq 3$ as well.

All of the above graph colouring parameters have natural list generalizations. Rather than choosing a weight from $[k]$ for each edge (vertex), one must choose a weight for each edge (vertex) from a set of $k$ arbitrary real numbers independently assigned to each edge (vertex). We call such weightings edge $k$-list-weightings and total $k$-list-weightings (in the case where vertex weights are included). Given a graph $G$, the smallest $k$ such that any assignment of lists of size $k$ to $E(G)$ permits an edge $k$-list-weighting which is a vertex colouring by sums is denoted $\chi^{e}_{k}(G)$; each of the parameters above generalizes similarly.

The following conjecture proposes a stronger version of the 1-2-3 Conjecture:

List 1-2-3 Conjecture (Bartnicki, Grytczuk, Niwcyk [4]). If $G$ is a nice graph, then $\chi^{e}_{2}(G) \leq 3$.

It is shown in [15] [16] that $\chi^{e}_{2}(G) \leq 2\Delta(G) + 1$ for any nice graph $G$. However, there is no known integer $K$ such that $\chi^{e}_{2}(G) \leq K$ for any nice graph $G$. Bartnicki et al. [4] establish that $\chi^{e}_{2}(G) \leq 3$ if $G$ is complete, complete bipartite, or a tree. The analogous problem for digraphs is also solved in [4] and [13]. In the former, a constructive method is used to show that $\chi^{e}_{2}(D) \leq 2$ for any digraph $D$; the latter provides an alternate proof using algebraic methods.

The multiset version of the 1-2-3 Conjecture is a natural relaxation of the requirement that adjacent vertices receive distinct sums. This paper is concerned with a further relaxation of the multiset version, where one requires that adjacent vertices receive distinct sequences (given some reasonable method of constructing a sequence from weights of incident edges). In Section 2, we introduce the problem of colouring $V(G)$ by sequences of weights from incident edges. In Section 3, we study colouring by sequences with the requirement that every vertex receives a distinct sequence rather than only adjacent vertices; this is a variation of a well studied parameter known as the irregularity strength of a graph. Wherever possible, we study the stronger “list versions” of these weighting problems.
2 Vertex Colouring by Sequences

We must first define how to induce a sequence of weights from an edge weighting. Let \( E(G) = \{e_1, e_2, \ldots, e_m\} \) be the edge set of a graph \( G \), \( \prec \) a total order on \( E(G) \), and let \( w : E(G) \to S \) be an edge weighting of \( G \). For a vertex \( v \in V(G) \), let \( I_v = \{i : e_i \ni v\} \). A **colouring of \( V(G) \) from \( w \) by sequences** is obtained by constructing a sequence for each \( v \in V(G) \) by taking the multiset \( \{\{w(e_i) : i \in I_v\}\} \) and ordering the elements according to \( w(e_i) \prec w(e_j) \) if and only if \( e_i \prec e_j \).

For example, consider \( C_5 \) with vertices and edges labelled as in Figure 1:

\[
\begin{align*}
V_1 & 
\begin{tikzpicture}
  \tikzstyle{vertex}=[circle,fill,inner sep=1pt,minimum size=5pt]
  \tikzstyle{edge}=[thick,draw]
  \node[vertex] (v1) at (0,0) {$v_1$};
  \node[vertex] (v2) at (1,1.7) {$v_2$};
  \node[vertex] (v3) at (1,-1.7) {$v_3$};
  \node[vertex] (v4) at (-1,-1.7) {$v_4$};
  \node[vertex] (v5) at (-1,1.7) {$v_5$};
  \edge (v1) (v2);
  \edge (v2) (v3);
  \edge (v3) (v4);
  \edge (v4) (v5);
  \edge (v5) (v1);
\end{tikzpicture}
\end{align*}
\]

**Fig. 1:** A labelled 5-cycle

We will consider two edge orderings of this graph and attempt to properly colour the vertices by sequences for each using only two edge weights.

If the edges are ordered \( e_1 \prec e_2 \prec e_3 \prec e_4 \prec e_5 \), then there is an edge 2-weighting \( w : E(C_5) \to \{a, b\} \) which is a proper colouring by sequences, given in Table 1:

| Weighting | Colouring |
|-----------|-----------|
| \( w(e_1) = a \) | \( c(v_1) = aa \) |
| \( w(e_2) = b \) | \( c(v_2) = ab \) |
| \( w(e_3) = a \) | \( c(v_3) = ba \) |
| \( w(e_4) = b \) | \( c(v_4) = ab \) |
| \( w(e_5) = a \) | \( c(v_5) = ba \) |

**Tab. 1:** An edge 2-weighting that properly colours \( V(C_5) \) by sequences

However, for the ordering \( e_1 \prec e_3 \prec e_5 \prec e_2 \prec e_4 \), the vertex colours given by a weighting \( w \) are

\[
\begin{align*}
  c(v_1) &= w(e_1)w(e_5), \\
  c(v_2) &= w(e_1)w(e_2), \\
  c(v_3) &= w(e_3)w(e_2), \\
  c(v_4) &= w(e_3)w(e_4), \\
  c(v_5) &= w(e_5)w(e_4).
\end{align*}
\]
In order to have a proper colouring,

\[ w(e_5) \neq w(e_2), \]
\[ w(e_1) \neq w(e_3), \]
\[ w(e_2) \neq w(e_4), \]
\[ w(e_3) \neq w(e_5). \]

If \( w \) is a weighting with only two edge weights, then inequalities (1) and (3) imply that \( w(e_4) = w(e_5) \), while (2) and (4) imply that \( w(e_1) = w(e_5) \). Together, this forces \( c(v_1) = c(v_5) \), and hence \( C_5 \) cannot be properly vertex coloured by sequences with two edge weights for the ordering \( e_1 \prec e_3 \prec e_5 \prec e_2 \prec e_4 \).

Hence, the order of the edges plays a significant role in vertex colouring by sequences. As such, we consider the following two problems:

**Problem 1.** Given a graph \( G \), what is the smallest value of \( k \) such that there is an edge \( k \)-weighting of \( G \) which gives a proper colouring of \( V(G) \) by sequences for some ordering of \( E(G) \)?

**Problem 2.** Given a graph \( G \), what is the smallest value of \( k \) such that there is an edge \( k \)-weighting of \( G \) which gives a proper colouring of \( V(G) \) by sequences for every ordering of \( E(G) \)?

These parameters will be called \( \chi^c_\sigma(G) \) and \( \chi^e_\sigma(G) \), respectively. For the list-weighting variations, \( \chi^c_\sigma(G) \) and \( \chi^e_\sigma(G) \) will be used.

### 2.1 Colouring by sequences for some \( E(G) \) ordering

The case when one is free to choose an “optimal” ordering of the edges of a graph \( G \) is the easier of the two problems to analyze. In this section, Problem 1 is solved completely for edge weightings and total weightings for graphs and multigraphs.

We begin with the simple case of cycles.

**Proposition 2.1.** If \( n \geq 3 \), \( \chi^c_\sigma(C_n) = 2 \).

**Proof:** The \( n = 3 \) case is trivial. Let \( n \geq 4 \), \( V(C_n) = \{v_1, \ldots, v_n\} \), and \( E(C_n) = \{v_i v_{i+1} : 1 \leq i \leq n\} \) with index addition taken mod \( n \). Let \( e_i = v_i v_{i+1} \). For each \( i = 1, \ldots, n \), let \( L_{e_i} \) be a set of 2 elements. Choose \( w(e_2) \in L_{e_2} \) and \( w(e_n) \in L_{e_n} \) such that \( w(e_2) \neq w(e_n) \). For each \( i = 3, \ldots, n-1 \), let \( w(e_i) \in L_{e_i} \setminus \{w(e_{i-1})\} \) and let \( w(e_1) \in L_{e_1} \setminus \{w(e_{n-1})\} \). The resulting vertex colouring by sequences is proper. \[ \square \]

The prefix of length \( t \) of a sequence \( a_1 a_2 \cdots a_n \) is the subsequence \( a_1 a_2 \cdots a_t \). A vertex colouring by sequences, \( c \), is **prefix distinguishing** if, for any \( uv \in E(G) \) with \( d(u) \geq d(v) \geq 2 \), \( c(v) \) is not the prefix of \( c(u) \); in other words, if \( c(v) = a_1 a_2 \cdots a_k \) and \( c(u) = b_1 b_2 \cdots b_l \) for some \( l \geq k \), then there exists an index \( 1 \leq i \leq k \), such that \( a_i \neq b_i \). Clearly any prefix distinguishing vertex colouring by sequences is also a proper vertex colouring. By proving a stronger statement about prefix distinguishing colourings by sequences, one can show that \( \chi^c_\sigma(G) \leq 2 \) for every nice graph \( G \). Note that we use \( |S| \) to denote the length of a sequence \( S \).

**Theorem 2.2.** Let \( G \) be a nice connected graph and for each \( e \in E(G) \) let \( L_e \) be a set of two real numbers. There is an ordering of \( E(G) \) and values \( w(e) \in L_e, e \in E(G) \), such that \( w \) is a prefix distinguishing vertex colouring by sequences.
Proof: We prove the statement by induction on $|V(G)|$. The theorem is true if $|V(G)| = 3$; assume $|V(G)| \geq 4$. Let $d = \delta(G)$, let $x \in V(G)$ be a vertex of minimum degree, and let $G' = G - x$ (note that no component of $G'$ is isomorphic to $K_2$). For various values of $d$, it will be shown that an edge weighting $w'$ which gives a prefix distinguishing vertex colouring by sequences of $G'$, say $c'$, can be extended to $G$. Let $w$ and $c$ denote the extended edge weighting and vertex colouring of $G$, respectively. In each case we consider, the ordering of the edges of $E(G')$ which gives $c'$ is extended by appending the edges incident to $x$ to the end of the ordering (and hence, the weights of these edges to the ends of the colours of vertices in $N_G(x)$).

Suppose $d = 1$, and let $N_G(x) = \{y\}$. If $d_{G'}(y) = 1$, let $z$ be the neighbour of $y$ in $G'$ and choose $w(xy) \in L_{xy}$ different from the second entry in $c'(z)$. Otherwise, $d_{G'}(y) \geq 2$ and so, since $c'$ is prefix distinguishing, any choice of $w(xy) \in L_{xy}$ gives a prefix distinguishing colouring of $V(G)$.

Suppose $d = 2$. If $G$ is a cycle, then the result follows by Proposition 2.4. Assume $G$ is not a cycle. One may choose $x$ such that one of its neighbours has degree at least 3 in $G$; call this neighbour $y_1$. Let $y_2$ be the other neighbour of $x$. There are two forbidden values of $c(x)$ given by the length 2 prefixes of $c'(y_1)$ and $c'(y_2)$. If $d_{G'}(y_1) = 1$, let $z$ denote the neighbour of $y_2$ in $G'$ and choose $w(xy_2) \in L_{xy_2}$ different from the second entry in $c'(z)$. There are then at least three possible colours for $c(x)$, and so at least one permissible choice of $w(xy_1) \in L_{xy_1}$. Suppose that $d_{G'}(y_2) \geq 2$. There are at least four possible colours for $c(x)$, and so at least one permissible choice of $w(xy_1) \in L_{xy_1}$ and $w(xy_2) \in L_{xy_2}$, and hence at least two permissible choices which give the desired $c$.

Suppose $d \geq 3$, and let $N_G(x) = \{y_1, \ldots, y_d\}$. Order $E(G)$ beginning with the edges of $E(G')$ as ordered by the induction hypothesis, and adding $x_{y_1} < \ldots < x_{y_d}$ to the end of the ordering. Since $c'$ is prefix distinguishing in $G'$, any choices of $w(xy_i) \in L_{xy_i}$, $i = 1, \ldots, d$, will be prefix distinguishing in $G$ except perhaps between $x$ and some $y_i$. Since $\delta(G') \geq d - 1$, the length of each sequence $c'(y_i)$ is at least $d - 1$. Forbid $x$ from receiving the same $(d - 1)$-prefix as any of $y_1, y_2, \ldots, y_d$. There are $2^{d-1}$ choices for the weights of $x_{y_1}, \ldots, x_{y_{d-1}}$, and hence for the prefix of length $d - 1$ of $c(x)$. Since $d \geq 3$, it follows that $2^{d-1} > d$ and hence at least one $(d - 1)$-prefix does not conflict with any of the $(d - 1)$-prefixes of the colours assigned to $y_1, y_2, \ldots, y_d$. Any choice of $c(y_d) \in L_{xy_d}$ completes the weighting.

Corollary 2.3. If $G$ is a nice graph, then $\chi_{r,s}^c(G) \leq 2$.

To obtain a similar result for a total $k$-weighting of a graph $G$, create a new graph $H$ by adding a leaf to each $v \in V(G)$ and assigning the new leaf edge incident to $v$ the list $L_v$. Applying Theorem 2.2 to $H$ gives an ordering of the vertices and edges of $G$ and a total $k$-list-weighting of $G$ which colours $V(G)$ by sequences. Hence, we have the following corollary:

Corollary 2.4. For any graph $G$, $\chi_{r,s}^c(G) \leq 2$.

Theorem 2.2 also easily extends to multigraphs. We call a multigraph nice if it has no loopless connected component with exactly two vertices.

Theorem 2.5. If $M$ is a nice, loopless multigraph, then there is an ordering of $E(M)$ such that, for any assignment of lists of size 2 to the edges of $M$, there exists an edge 2-list-weighting $w$ which gives a prefix distinguishing vertex colouring by sequences.

Proof: Let $G$ be the underlying simple graph of $M$ and apply Theorem 2.2 to $G$; denote by $c$ the resulting colouring of $G$. The edges of $E(M) \setminus E(G)$ will be assigned to the end of the ordering of $E(G)$. For every $wv \in E(M)$ such that $d_G(w) \geq d_G(v) \geq 2$, any assignment of weights to edges in $E(M) \setminus E(G)$
preserves the prefix distinguishing vertex colouring. Consider \( x \in V(G) \) with \( d_G(x) = 1 \) as well, then any assignment of weights to the remaining edges will preserve the prefix-distinguishing vertex colouring. If \( d_M(x) \geq 2 \), then let \( e \in E(M) \setminus E(G) \) be incident to \( x \) and let \( y \) be the other end of \( e \). Choosing \( w(e) \) different from the second entry in \( c(y) \) preserves the prefix-distinguishing vertex colouring. \( \square \)

The following corollary follows in the same manner as Corollary 2.4.

**Corollary 2.6.** If \( M \) is a nice multigraph, then there is an ordering of \( E(M) \cup V(M) \) such that, for any assignment of lists of size 2 to the edges and vertices of \( M \), there exists a total 2-list-weighting \( w \) which gives a prefix distinguishing vertex colouring by sequences.

### 2.2 Colouring by sequences for any \( E(G) \) ordering

We now turn our attention to the problem of determining \( \chi''_s(G), \chi'_s(G), \text{ch}''_s(G), \text{and} \text{ch}'_s(G) \) for a graph \( G \). Each bound is clearly bounded above by its multiset counterpart (i.e. \( \chi''_s(G) \leq \chi'_s(G) \)). In general, it is not clear for which graphs these bounds are tight. For example, \( \chi''_s(C_4) = 2 \) and \( \chi'_s(C_4) = 3 \), whereas \( \chi''_m(C_4) = \chi'_m(C_4) = 2 \) and \( \chi''_m(C_5) = \chi'_m(C_5) = 3 \).

The following proposition follows from two bounds stated in the introduction – Conjectures 1 and 2 are verified here for nice graphs.

**Proposition 2.7.** If a graph \( G \) is nice then \( \chi''_s(G) \leq 4 \). For any graph \( G \), \( \chi'_s(G) \leq 3 \).

We make the following conjectures, in light of the conjectures stated in the opening section:

**Conjecture 1.** If \( G \) is a nice graph then \( \text{ch}''_s(G) \leq 3 \).

**Conjecture 2.** For any graph \( G \), \( \text{ch}'_s(G) \leq 2 \).

Conjectures 1 and 2 are verified here for \( d \)-regular graphs of sufficiently large degree and for general graphs with \( \delta(G) \) sufficiently large in terms of \( \Delta(G) \).

We begin with a few necessary definitions. For a set of events \( \{A_i : i \in I\} \) in a probability space and a subset \( K \subseteq I \), define \( A_K := \bigcap_{i \in K} A_i \) and \( \overline{A}_K := \bigcap_{i \in K} \overline{A}_i \). Let \( J \subseteq I \setminus \{i\} \). The event \( A_i \) is **mutually independent** of the set of events \( \{A_j : j \in J\} \) if, for every set \( J' \subseteq J \),

\[
\mathbb{P}(A_i \cap A_{J'}) = \mathbb{P}(A_i) \times \mathbb{P}(A_{J'})
\]

or, equivalently,

\[
\mathbb{P}(A_i \mid A_{J'}) = \mathbb{P}(A_i).
\]

The main tool which will be used is the well known and powerful Lovász Local Lemma.

**Lovász Local Lemma** (Erdős, Lovász [2]). Let \( \{A_i : i \in I\} \) be events in a probability space, and for each \( A_i \) let \( J_i \subseteq I \) be a set of indices such that \( A_i \) is mutually independent of \( \{A_j : j \notin J_i \cup \{i\}\} \). If there exist real numbers \( 0 < x_i < 1 \) for each \( i \in I \) such that \( \mathbb{P}(A_I) < x_i \prod_{j \in J_i} (1 - x_j) \), then

\[
\mathbb{P}(\overline{A}_I) \geq \prod_{i \in I} (1 - x_i) > 0.
\]

For an event \( A_i \), the set \( J_i \) indicated in the Lovász Local Lemma is called the **dependency set** of \( A_i \). If the maximum size of a dependency set, taken over all \( A_i \), is \( D \), then setting \( x_i = \frac{1}{D+1} \) in the Lovász Local Lemma for each \( i \in I \) gives the symmetric version of the Local Lemma.
By the Symmetric Local Lemma, the result holds if $uv$ incident to $u$ sequence of weights of edges incident to $E$. For each $A_i$, let $J_i$, $i \in I$ be a set of indices such that $A_i$ is mutually independent of $A_j : j \notin J_i \cup \{i\}$. If $|J_i| \leq D$ for all $i \in I$ and $P(A_i) < \frac{1}{2^D + 1}$ for all $i \in I$, then $P(A_i) > 0$.

Let $\{A_i : i \in E(G)\}$ be a set of events in a probability space which are indexed by the edge set of a graph $G$. We say that an edge $e \in E(G)$ is covered by the event $A_{uv}$ if $e$ is incident to either $u$ or $v$, and uncovered otherwise.

By applying the Symmetric Local Lemma, a bound for the list variation of Problem 2 can be obtained:

**Theorem 2.8.** Let $G$ be a graph with minimum degree $\delta$ and maximum degree $\Delta$. If $\delta > \log_3(2\Delta^2 - 2\Delta + 1) + 2$ then $\sigma^e(G) \leq 3$.

**Proof:** For each $e \in E(G)$, let $L_e$ be a list of 3 elements associated with $e$. Fix an arbitrary ordering of $E(G)$. Choose $w(e)$ randomly from $L_e$ with uniform probability and let $c(e)$ denote the resulting sequence of weights of edges incident to $u \in V(G)$. For an edge $uv \in E(G)$, let $A_{uv}$ denote the event that $c(u) = c(v)$; we see that $P(A_{uv}) \leq 1/3^{\delta - 1}$.

Let $J_{uv} \subset E(G) \setminus \{uv\}$ be the set of edges where $j \in J_{uv}$ if and only if $A_j$ covers $uv$ or an edge incident to $u$ or $v$, and $j \neq uv$; $A_{uv}$ is independent of $\{A_e : e \notin J_{uv} \cup \{uv\}\}$ since no edge incident to $uv$ will have a weight determined by an event $A_e$ with $e \notin J_{uv}$. Hence,

$$D = \max\{|J_e| : e \in E(G)\} \leq 2(\Delta - 1) + 2(\Delta - 1)^2 = 2\Delta(\Delta - 1).$$

By the Symmetric Local Lemma, the result holds if

$$\frac{1}{3^{\delta - 1}} \leq \frac{1}{e(2\Delta(\Delta - 1) + 1)},$$

which is satisfied if $\delta > \log_3(2\Delta^2 - 2\Delta + 1) + 2$.

If two adjacent vertices have distinct degrees, then their associated sequences will certainly differ. Hence, regular graphs are of particular interest. The following corollary is easily obtained from Theorem 2.8.

**Corollary 2.9.** If $G$ is a $d$-regular graph, $d \geq 6$, then $\sigma^e(G) \leq 3$.

A similar argument gives $\sigma^e(G) \leq 4$ if $G$ is 5-regular, $\sigma^e(G) \leq 5$ if $G$ is 4-regular, and $\sigma^e(G) \leq 6$ if $G$ is 3-regular.

We now consider total weightings. Since the List 1-2 Conjecture implies that two weights should suffice for a proper colouring by sums, we consider total 2-list-weightings. The upper bound on the probability of a bad event is $1/2^\delta$ rather than $1/3^{\delta - 1}$; the following bounds are obtained by similar arguments as those used to prove Theorem 2.8 and Corollary 2.9.

**Theorem 2.10.** Let $G$ be a graph with minimum degree $\delta(G) = \delta$ and maximum degree $\Delta(G) = \Delta$. If $\delta > \log_2(e(2\Delta^2 - 2\Delta + 1))$, then $\sigma^t(G) \leq 2$. In particular, if $G$ is $d$-regular for $d \geq 9$, then $\sigma^t(G) \leq 2$.

Finally, we examine $\sigma^e(M)$ and $\sigma^t(M)$ for a multigraph $M$. An application of the Local Lemma shows that as long as the maximum edge multiplicity is no more than the minimum degree less a logarithmic term in terms of maximum degree, then the bounds in Conjectures 1 and 2 can be obtained for multigraphs.
Theorem 2.11. Let $M$ be a loopless multigraph with maximum edge multiplicity $\mu(G) = \mu$, minimum degree $\delta(G) = \delta$, and maximum degree $\Delta(G) = \Delta$.

(1) If $\mu < \delta - 1 - \log_3(2\Delta^2 - 2\Delta + 1)$, then $\text{ch}_\mu(M) \leq 3$.

(2) If $\mu < \delta - \frac{1}{2} - \log_2(2\Delta^2 - 2\Delta + 1)$, then $\text{ch}_\mu(M) \leq 2$.

Proof: (1) Let $L_e$ be a list of 3 elements associated with the edge $e$. Fix an arbitrary ordering of $E(G)$. For an edge $e$, choose its weight $w(e)$ randomly from $L_e$ with uniform probability. Let $c(u)$ denote the resulting sequence of weights of edges incident to $u \in V(G)$. For an edge $e = uv$, let $A_e$ denote the event that $c(u) = c(v)$ if $u, v \in V(G)$ are adjacent vertices, and $l$ is the number of edges between them, then

$$\mathbb{P}(A_{uv}) \leq \frac{1}{k^{d-l}} \leq \frac{1}{k^{d-\mu}}.$$  

The size of the dependency set $J_e$ is the number of adjacent pairs of vertices from which one vertex is of distance at most one from $u$ or $v$, and hence the maximum size of a dependency set is $D \leq 2\Delta(\Delta - 1)$. By the Symmetric Local Lemma, the first result holds if

$$\frac{1}{3^{d-\mu}} < \frac{1}{e(2\Delta(\Delta - 1) + 1)}.$$  

(2) Applying the same argument to a random list total weighting from lists of size 2, we need to satisfy the following inequality:

$$\frac{1}{2^{\delta-\mu+1}} < \frac{1}{2\Delta(\Delta - 1) + 1}.$$  


By considering edge $k$-weightings rather than edge $k$-list-weightings one can reduce the size of a bad event’s dependency set in graphs with no short cycles, and hence obtain improved bounds.

Given an ordering of the edges of a graph $G$, denote by $e_i^v$ the $i$th edge incident to $u$ with respect to the ordering of $E(G)$. A set of events $K \subseteq \{ A_e : e \in E(G) \setminus \{uv\} \}$ leaves the edge $uv \in E(G)$ open if at least one of $\{e_i^u, e_i^v\} \setminus \{uv\}$ is left uncovered by $K$ for each $1 \leq i \leq \max\{\deg(u), \deg(v)\}$.

Lemma 2.12. Let $G$ be a graph with ordered edge set $E(G) = \{e_1, \ldots, e_m\}$. Let $w : E(G) \to [k]$ be a random edge $k$-weighting where, for each $e \in E(G)$, $w(e)$ is chosen with uniform probability from $[k]$; denote by $c(u)$ the resulting sequence of edge weights associated with $u \in V(G)$. For an edge $uv \in E(G)$, let $A_{uv}$ be the event that $c(u) = c(v)$. If there exists a set of events $K \subseteq \{ A_e : e \in E(G) \setminus \{uv\} \}$ such that $K$ leaves $uv$ open, then $A_{uv}$ is mutually independent of $K$.

Proof: It suffices to prove that $\mathbb{P}(A_{uv} | K) = \mathbb{P}(A_{uv})$, since any proper subset of $K$ leaves more edges adjacent to $uv$ uncovered than does $K$. If $\deg(u) \neq \deg(v)$, then $\mathbb{P}(A_{uv}) = \mathbb{P}(A_{uv} | K) = 0$.

Assume $\deg(u) = \deg(v) = d$ and suppose that, for some $i$, $uv = e_i^u = e_i^v$. Clearly $\mathbb{P}(A_{uv}) = \frac{1}{k^{d-\tau}}$. Let

$$U = \{ j : e_j^u \text{ is uncovered by } K \} \setminus \{uv\}$$  

$$V = \{ j : e_j^v \text{ is uncovered by } K \} \setminus \{uv\}.$$  


Sequence variations of the 1-2-3 Conjecture and irregularity strength

Since $uv$ is left open by $K$, $U \cup V = [d] \setminus \{i\}$. It follows that
\[
\mathbb{P}(A_{uv} \mid K) = \left( \frac{1}{k |U|} \right) \left( \frac{k |U|}{k |V|} \right) = \left( \frac{1}{k |U|} \right) \left( \frac{1}{k |V|} \right) = \frac{1}{k |U|} = \mathbb{P}(A_{uv}).
\]

If $uv = e^u_r = e^r_s$ for some $r \neq s$, then $\mathbb{P}(A_{uv}) = \frac{1}{k^2} \times \frac{1}{k^2} = \frac{1}{k^4}$. Again, let
\[
U = \{ j : e^u_j \text{ is uncovered by } K \} \setminus \{ uv \}
\]
and
\[
V = \{ j : e^v_j \text{ is uncovered by } K \} \setminus \{ uv \}.
\]

Since $uv$ is left open by $A_K$, $r \in V$ and $s \in U$, and so
\[
\mathbb{P}(A_{uv} \mid K) = \left( \frac{1}{k |U| \setminus \{s\}} \right) \left( \frac{k |U| \setminus \{r,s\}}{k |V| \setminus \{r\}} \right) \mathbb{P}(w(uv) = w(e^u_r) = w(e^r_s))
\]
\[
= \left( \frac{1}{k |U| \setminus \{s\}} \right) \left( \frac{1}{k |V| \setminus \{r\}} \right) \left( \frac{1}{k^2} \right)
\]
\[
= \frac{1}{k^d-1} \times \frac{1}{k^2} = \mathbb{P}(A_{uv}).
\]

Note the need for an edge $k$-weighting rather than an edge $k$-list-weighting in Lemma 2.12; it provides equality between $\mathbb{P}(A_{uv})$ and $\frac{1}{k^d-1}$ when $uv = e^u_i = e^i_r$ for some index $i$, which is required to show that $\mathbb{P}(A_{uv} \mid K) = \mathbb{P}(A_{uv})$.

**Theorem 2.13.** Let $G$ be a graph with minimum degree $\delta(G) = \delta$ and maximum degree $\Delta(G) = \Delta$ and girth at least 5. If $\delta > \log_3(\Delta^2 - \Delta + 1) + 2$ then $\chi^{\sigma}_5(G) \leq 3$.

**Proof:** Fix an arbitrary ordering of $E(G)$ and for an edge $e$, choose its weight $w(e)$ randomly from $\{1, 2, 3\}$ with uniform probability. Let $c(u)$ denote the resulting sequence of weights of edges incident to $u \in V(G)$.

For an edge $uv \in E(G)$, let $A_{uv}$ denote the event that $c(u) = c(v)$. Let $J(u)$ be the set of edges of distance at most 1 from $u$ not incident to $v$, and let $L(uv) = E(G) \setminus J(uv) \setminus \{uv\}$. Since the girth of $G$ is at least 5, the distance from $u$ to any end of an edge is $L(uv)$ is at least 2. This implies that all edges incident to $u$ except $uv$ are left uncovered by the events $\{A_l : l \in L(uv)\} := K_{uv}$, and hence $uv$ is left open by $K_{uv}$. By Lemma 2.12, this implies that $A_{uv}$ is mutually independent of $K_{uv}$; let $J_{uv} = J(uv)$ be the dependency set for $A_{uv}$. Since the maximum size of a dependency set is $D = \max\{|J_e| : e \in E(G)\} \leq (\Delta - 1) + (\Delta - 1)^2 = \Delta(\Delta - 1)$, by the Symmetric Local Lemma the result holds if
\[
\frac{1}{3^\delta-1} < \frac{1}{e(D(\Delta - 1) + 1)},
\]
which is satisfied if $\delta > \log_3(\Delta^2 - \Delta + 1) + 2$. 

A $(d, g)$-graph is a $d$-regular graph with girth $g$. Theorem 2.13 implies that, for most $(d, g)$-graphs, three edge weights suffice for adjacent vertices to receive distinct sequences.

**Corollary 2.14.** If $G$ is a $(d, g)$-graph with $d \neq 4$ and $g \geq 5$, then $\chi^e_s(G) \leq 3$.

**Proof:** If $d = 3$, then $G$ is 3-colourable (by Brook’s Theorem). In [12] it is shown that if $G$ is complete or 3-colourable then $\chi^e_s(G) \leq 3$, and so certainly $\chi^e_s(G) \leq 3$. If $d \geq 5$, then $d > \log_3(d^2 - d + 1) + 2$, and so we may apply Theorem 2.13.

Recall that $\chi^e_s(G) \leq 3$ if $\delta(G) \geq 1000$. As such, the only graphs for which it remains to show that $\chi^e_s(G) \leq 3$ holds are those with small minimum degree (at most 1000) and comparatively large maximum degree ($\Omega(3^{\delta(G)/2})$).

The other theorems from this section have similar relaxations.

**Theorem 2.15.** Let $G$ be a graph with minimum degree $\delta(G) = \delta$, maximum degree $\Delta(G) = \Delta$, and girth at least 5. If $\delta > \log_2(e(\Delta^2 - \Delta + 1))$, then $\chi^e_s(G) \leq 2$. In particular, if $G$ is $d$-regular for $d \geq 7$, then $\chi^e_s(G) \leq 2$.

**Theorem 2.16.** Let $M$ be a loopless multigraph with maximum edge multiplicity $\mu(G) = \mu$, minimum degree $\delta(G) = \delta$, maximum degree $\Delta(G) = \Delta$, and girth at least 5.

1. If $\mu < \delta - 1 - \log_3(\Delta^2 - \Delta + 1)$, then $\chi^e_s(M) \leq 3$.

2. If $\mu < \delta - \frac{1}{2} - \log_2(\Delta^2 - \Delta + 1)$, then $\chi^e_s(M) \leq 2$.

### 3 Sequence irregularity strength

The **irregularity strength** of a graph $G$ is the smallest integer $k$ such that $G$ has an edge $k$-weighting giving every vertex in $G$ a distinct sum of incident edge weights. This well studied graph parameter was introduced by Chartrand et al. in [6] where it was denoted $s(G)$. In keeping with our notation, we denote the irregularity strength of $G$ as $s^e_s(G)$. Many variations of irregularity strength have been studied, including (but not limited to) requiring all vertices to receive distinct multisets, products, or sets of incident edge weights rather than distinct sums. These parameters are called the multiset irregularity strength, product irregularity strength and set irregularity strength, and they are denoted $s^e_m(G)$, $s^e_p(G)$, and $s^e_s(G)$ respectively. Note that a graph must be nice for these parameters to be well defined. Kalkowski, Karoński, and Pfender [11] show that $s^e_m(G) \leq \lceil 6n/\delta \rceil$ for every nice graph $G$. Aigner et al. [3] show that if $G$ is a $d$-regular graph $d \geq 2$, then $s^e_m(G) \leq (5e(d + 1)!n)^{1/d}$. Burris and Schelp [5] show that $s^e_s(G) \leq C\Delta \max\{n_i^{1/i} : 1 \leq i \leq \Delta(G)\}$, where $C\Delta$ is a constant relying only on $\Delta$ and $n_i$ denotes the number of vertices of degree $i$ in $G$ (in fact, their edge weighting gives a proper edge-colouring as well). Only partial results are known for $s^e_p(G)$.

The **specific sequence irregularity strength** of $G$, denoted $s^e_{\sigma^*}(G)$, is the smallest $k$ such that there exists an ordering of $E(G)$ and an edge $k$-weighting of $G$ such every vertex receives a distinct induced sequence of incident edge weights. The **general sequence irregularity strength** of $G$, denoted $s^e_s(G)$, is the smallest $k$ such that for every ordering of $E(G)$ there exists an edge $k$-weighting of $G$ such every vertex receives a distinct induced sequence of incident edge weights.
Sequence variations of the 1-2-3 Conjecture and irregularity strength

Each “irregularity strength type” parameter has the usual natural list variant – rather than each edge receiving a weight from \{1, 2, \ldots, k\}, each is weighted from its own independently assigned list of \(k\) weights. The general sequence list-irregularity strength of a graph \(G\) is denoted \(\text{ls}_G^r(G)\); the other parameters are extended similarly. As with the 1-2-3 Conjecture variations, one could weight the vertices of \(G\) as well as the edges; the corresponding parameters have “\(t\)” in place of “\(e\)” in the superscript (e.g. \(\text{ls}_G^t(G)\) for total list-weightings which distinguish vertices by sequences for any ordering of \(E(G)\)).

Let \(M_G := \max\{|n_i^1| : 1 \leq i \leq \Delta(G)\}\). Clearly \(s_{e*}^r(G) \geq M_G\), since any valid weighting from \{1, 2, \ldots, k\} must satisfy \(k^d \geq n_d\) for each degree \(d\). We make the following conjectures, which motivates the results that follow:

**Conjecture 3.** If \(G\) is a nice graph, then \(s_{e*}^r(G) = M_G\).

**Conjecture 4.** If \(G\) is a nice graph, then \(\text{ls}_G^r(G) = M_G\).

The aforementioned bound on \(s_{e*}^r(G)\) shows that there is a constant \(C\) such that \(s_{e*}^r(G) \leq s_{n*}^r(G) \leq CM_G\).

The bound on \(s_{m*}^n(G)\) stated above gives a similar result for \(d\)-regular graphs. In fact, it follows quite easily from the proof details of Aigner et al. [3] that their bound holds for \(\text{ls}_{G}^m(G)\). By directly considering colouring by sequences, these bounds can be further improved.

**Theorem 3.1.** If \(G\) is a nice \(d\)-regular graph, then \(\text{ls}_G^r(G) \leq \left[(2e(d+1)(n-d))^{1/d-1}\right]\).

**Proof:** Fix an arbitrary ordering of \(E(G)\). Let \(L_e\) be a set of size \(k = \left[(2e(d+1)(n-d))^{1/d-1}\right]\) associated with the edge \(e\); choose its weight \(w(e)\) randomly from \(L_e\) with uniform probability. Let \(c(u)\) denote the resulting sequence of weights of edges incident to \(u \in V(G)\).

For an edge \(e = uv\), let \(A_e\) denote the event that \(c(u) = c(v)\). By the same argument in the proof of Theorem 2.8 \(P(A_e) \leq 1/k^{d-1}\). For a non-adjacent pair of vertices \(p = \{u, v\}\), \(P(A_p) \leq 1/k^d\) where \(A_p\) is the event that \(c(u) = c(v)\).

The size of a dependency set \(J_e\) for an edge \(e = uv\) is the number of edges of distance at most one from \(e\) plus the number of non-adjacent pairs of vertices containing \(u, v\), or a neighbour of \(u\) or \(v\); in other words, the total number of pairs of vertices containing at least one vertex in \(N(u) \cup N(v)\). Hence,

\[
|J_e| \leq \left(\frac{n}{2}\right) - \left(\frac{n - 2d}{2}\right) = d(2n - 2d - 1).
\]

Similarly, the size of \(J_p\) is

\[
|J_p| \leq \left(\frac{n}{2}\right) - \left(\frac{n - 2d - 2}{2}\right) = (d+1)(2n - 2d - 3).
\]

The probability of a bad event \(A \in \{A_e, A_p : e \in E(G), p \in (V(G) \times V(G)) \setminus E(G)\}\) is

\[
P(A) \leq \frac{1}{k^{d-1}} \leq \frac{1}{2e(d+1)(n-d)} < \frac{1}{e\{\max\{|J_e|, |J_p|\} + 1\}},
\]

and so the result holds by the Symmetric Local Lemma. \(\square\)

A bound for total list weightings is similarly obtained:
Theorem 3.2. For any $d$-regular graph $G$, $d \geq 2$, \( \text{ls}^e_s(G) \leq \left\lceil \left( \frac{2e(d+1)(n-d)}{d+1} \right)^{1/d} \right\rceil. \)

As with our results on $\text{ch}^e_s(G)$ and $\text{ch}^t_s(G)$, these theorems generalize to graphs with arbitrary maximum and minimum degrees. In particular, we can show that there is a constant bound on general sequence list irregularity strength for graphs with sufficiently large minimum degree.

Theorem 3.3. If $G$ is a graph with minimum degree $\delta(G) = \delta$ and maximum degree $\Delta(G) = \Delta$, then

\[ \text{ls}^e_s(G) \leq \left\lceil \frac{2e(\Delta + 1)(n - \Delta)}{\delta} \right\rceil, \text{ and } \text{ls}^t_s(G) \leq \left\lceil \frac{2e(\Delta + 1)(n - \Delta)}{\delta} \right\rceil. \]

As a consequence, there is a constant bound on general sequence list irregularity strength for graphs with sufficiently large minimum degree.

Corollary 3.4. Let $n, k \in \mathbb{Z}^+$. If $G$ is a graph on $n$ vertices with minimum degree $\delta(G) = \delta > c \log n$ for large enough $c = c(k)$, then \( \text{ls}^e_s(G) \leq k. \)

Proof: Choose $c$ so that $c \log n \geq \log_k \left( \frac{e}{2}(n+1)^2 + 1 \right) + 1$. Note that the function $f(\Delta) = (\Delta+1)(n-\Delta)$ is maximized when $\Delta = \frac{1}{2}(n-1)$, and so $(\Delta+1)(n-\Delta) \leq \frac{1}{4}(n+1)^2$. Since $\delta(G) > \log_k \left( \frac{e}{2}(n+1)^2 + 1 \right) + 1$,

\[ k^{\delta-1} > \left( \frac{e}{2}(n+1)^2 + 1 \right), \]

\[ \implies k > \left( \frac{2e(\Delta + 1)(n - \Delta)}{\delta} \right)^{1/\delta-1} \]

\[ \implies k \geq \left\lceil \frac{2e(\Delta + 1)(n - \Delta)}{\delta} \right\rceil. \]

The result follows by Theorem 3.3.

Finally, we extend our irregularity strength results to multigraphs; the proof follows similarly to that of Theorem 2.11.

Theorem 3.5. Let $M$ be a loopless multigraph with maximum edge multiplicity $\mu(G) = \mu$, minimum degree $\delta(G) = \delta$, and maximum degree $\Delta(G) = \Delta$. For any positive integer $k$,

1. if $\mu < \delta - \log_k (2e(\Delta + 1)(n - \Delta))$, then $\text{ls}^e_s(M) \leq k$.

2. if $\mu < \delta - \log_k (2e(\Delta + 1)(n - \Delta)) + 1$, then $\text{ls}^t_s(M) \leq k$.
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