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Fig. 1. We present a versatile, detail-preserving and triangulation-agnostic neural framework for learning piecewise-linear mappings of meshes. Using the exact same core framework, we show, from left to right: (a) learning to UV-map arbitrary surfaces; (b) re-posing a novel character (the bunny), unseen during training and with a completely different mesh topology, using a model trained only on humans; (c) learning to replicate As-Rigid-As-Possible [Sorkine and Alexa 2007] deformations; and (d) morphing a human shape (green) to a target pose and body shape (blue), without input correspondences.

This paper introduces a framework designed to accurately predict piecewise linear mappings of arbitrary meshes via a neural network, enabling training and evaluating over heterogeneous collections of meshes that do not share a triangulation, as well as producing highly detail-preserving maps whose accuracy exceeds current state of the art. The framework is based on reducing the neural aspect to a prediction of a matrix for a single given point, conditioned on a global shape descriptor. The field of matrices is then projected onto the tangent bundle of the given mesh, and used as candidate Jacobians for the predicted map. The map is computed by a standard Poisson solve, implemented as a differentiable layer with cached pre-factorization for efficient training. This construction is agnostic to the triangulation of the input, thereby enabling applications on datasets with varying triangulations. At the same time, by operating in the intrinsic gradient domain of each individual mesh, it allows the framework to predict highly-accurate mappings. We validate these properties by conducting experiments over a broad range of scenarios, from semantic ones such as morphing, registration, and deformation transfer, to optimization-based ones, such as emulating elastic deformations and contact correction, as well as being the first work, to our knowledge, to tackle the task of learning to compute UV parameterizations of arbitrary meshes. The results exhibit the high accuracy of the method as well as its versatility, as it is readily applied to the above scenarios without any changes to the framework.
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1 INTRODUCTION
Computing mappings between 3D domains is a fundamental concept at the core of graphics and geometry processing, used in a wide range of generative and discriminative tasks, including 3D modeling, deformation, animation, UV-texturing, registration, correspondence-computation, remeshing, simulation, and fabrication.
while mapping the coarse (lower-frequency) structure of the surface can have wide impact. Immediate potential applications fields protect mesh details. However, ambient fields are not detail-preserving in general, and define deformations over the ambient 3D space [Jiang et al. 2020].

Many such mapping tasks involve human priors which do not admit compact analytical representations, or otherwise require computationally-demanding numerical optimization at runtime. Hence, approaching such tasks in a data-driven manner, using predictive tools from modern statistical learning to accommodate semantic priors and approximate optimized solutions in a single forward pass, can have wide impact. Immediate potential applications include modifying 3D shapes to match a target such as an image, inferring high quality UV mappings from examples authored by artists, and integrating with direct optimization to speed-up tasks such as physical simulation.

In order to achieve accurate, high-quality results, it stands to reason to harness deep neural networks, which have proven immensely effective for complex regression tasks, and to learn mappings of 3D triangular meshes, which are arguably the most common 3D representation chosen by artists when fine detail and high accuracy are desired. This also has the benefit of directly integrating into the graphics pipeline, without the need to convert back and forth between different representations.

1.1 Challenges

Inferring mappings of meshes with neural networks is still, to a large extent, an open problem. There are fundamental issues that make 3D surfaces (that is, 2-manifolds immersed in 3D) a harder domain to efficiently learn over than, e.g., 2D images. Methods attempting to predict mappings encounter two main challenges: (1) 3D surfaces, as opposed to the standard 2D pixel grid, have significant geometric and topological variation. There is no canonical way to associate corresponding points between a pair of surfaces, and the two instances may differ in their discretization (i.e., have different triangulations). Standard 2D convolutional architectures make assumptions about point ordering and parameterization that do not apply, in general, to collections of 3D surfaces. (2) Mappings of surfaces need to be detail preserving. That is, fine geometric details should be preserved while mapping the coarse (lower-frequency) structure of the surface through a highly-nonlinear map.

Thus, previous learning-based mesh mapping methods devise specific architectures and mapping spaces to tackle one or both of these challenges. Some methods opt to work with one, fixed triangulation, which prevents their application to scenarios where the runtime triangulation is not given in advance, or where the training data themselves have diverse triangulations. Other methods define deformations over the ambient 3D space [Jiang et al. 2020]. However, ambient fields are not detail-preserving in general, and the burden falls on the network to ensure that the specific predicted fields protect mesh details.

Other methods choose a subset of ambient-space deformations which are detail-preserving by construction, e.g., deformations induced by sparse rigs such as cages [Yifan et al. 2020]. These methods are still not fully shape-aware, but rather rely on the rig inducing a highly restricted deformation space. This in turn implies their success hinges on fitting the rig to the mesh to expose exactly the correct deformation subspace. Further, in cases where the rig is not applicable due to vast differences in shape or topology, the network cannot learn meaningful maps.

In order for a method to map meshes in a truly shape-aware manner, it needs to be defined intrinsically over the manifold surface itself. Non-ML mapping techniques commonly operate in the gradient domain of the manifold, by considering the Jacobians of the map w.r.t. the intrinsic gradient operator of the mesh. However, incorporating this technique into a neural network revives the first challenge of operating on heterogeneous, non-regular mesh topologies, as the intrinsic gradient operator is defined for each triangle w.r.t. its triangulation-specific tangent spaces.

1.2 Approach

In this work, we aim to tackle both challenges mentioned above, and devise a method for learning intrinsic, highly-accurate, detail-preserving mappings, which is provably and experimentally shown to be triangulation-agnostic.

Our method is based on the following straightforward observation: we can have a multi-layer perceptron (MLP) make a prediction of an extrinsic field over ambient space, unaware of any triangulation, and then, for any desired mesh, we can use the mesh’s differential operators to “carve out” an intrinsic field of jacobians and compute a mapping of the given mesh from them. By postponing any use of the mesh until after the MLP prediction is made, we on one hand enable a mesh-aware, intrinsic loss that supports backpropagation, but on the other hand, prevent the MLP from any ability to use the mesh for inference, thereby forcing it to learn in a manner that cannot rely on a specific triangulation.

Concretely, our neural component (visualized in Figure 2) comprises of the aforementioned MLP, which receives a single point in space as input and produces a $3 \times 3$ matrix, thereby inducing a matrix field, in similar fashion to other geometric deep learning methods which make point-wise predictions [Groueix et al. 2018b; Park et al. 2019]. We then define a simple restriction operator which restricts the extrinsic field of linear transformations to an intrinsic field of linear transformations, defined over the tangent bundle of the given mesh, representing the prediction of candidate Jacobians. We further observe that the linear solve of a Poisson system, required to retrieve a continuous map from these projected pseudo-jacobians, can be implemented efficiently as a differentiable layer whose weights can be precomputed for each mesh. This enables us to train and perform inference of maps over a collection of meshes with varying triangulations, in spite of the Poisson linear system varying for each mesh in the dataset.

This construction achieves several goals simultaneously. (1) We make the framework fully agnostic to the triangulation, as the same trained network can be applied to a triangulation of any connectivity, and furthermore it is not biased by any triangulation-specific signal.
during training. (2) The MLP’s prediction is interpreted intrinsically in the mesh’s gradient domain, resulting in a detail-preserving, highly accurate map. Furthermore, since most mappings considered in practical applications vary gradually across the input shapes, their Jacobians are low-frequency, smooth signals. As our MLP learns to map points in ambient space to the Jacobians, it can exploit this smoothness and learn to reproduce them to high accuracy without exceeding its capacity. (3) Lastly, beyond mesh-agnosticism and accuracy, we also show our method is extremely versatile, as we do not change any aspect of the core framework (other than supplying it an additional input in the form of a pose vector for some of the human retargeting experiments) for any of the experiments in the paper.

We show these three properties of our framework – accuracy, versatility, and triangulation-agnosticism – by exhibiting its capabilities on a large variety of experiments, ranging from morphing, re-posing, reshaping, and deformation transfer of humans, to simulating physical simulations such as non-rigid deformations and collision handling. Lastly, we show that our method is, to the best of our knowledge, the first that can effectively learn to produce UV mappings by training over a heterogeneous collection of meshes.

2 RELATED WORK

Map computation through Jacobians. Map computation is a cornerstone of many central areas of geometry processing and graphics, such as UV parameterization [Shaffer et al. 2007], deformations induced from either physical simulation [Kim and Eberle 2020] or artistic manipulation [Sorkine and Botsch 2009], registration [Bouaziz et al. 2016], and computing polycubes [Tarini et al. 2004]. Several geometry processing methods enable artist-driven mesh-editing through the gradient domain [Lipman et al. 2004; Sorkine et al. 2004; Yu et al. 2004]. Furthermore, mappings are commonly defined by a variational principle as a minimizer of an energy, usually defined in terms of the Jacobians, e.g., Dirichlet [Pinkall and Polthier 1993], ARAP [Liu et al. 2008a], LSCM [Lévy et al. 2002], and symmetric Dirichlet [Rabinovich et al. 2017; Smith and Schaefer 2015]. Other methods aim to restrict the Jacobians to ensure that they do not invert [Du et al. 2020; Schüller et al. 2013], or additionally bound the distortion of the Jacobian [Aigerman and Lipman 2013; Kovalsky et al. 2014; Lipman 2012; Myles and Zurin 2013; Weber and Zurin 2014]. A central algorithm used in these methods is the block-descent local/global algorithm [Liu et al. 2008b] which iteratively applies two steps, a local step that makes a per-triangle update to the Jacobians into non-integrable matrices, followed by a global step which harnesses Poisson’s equation to find the mapping which best-respects the local update. Our method can be viewed as an adaptation of a single iteration of this algorithm with a local, neural prediction step followed by solving Poisson’s equation, along with a construction that enables us to apply it to a collection of meshes with different triangulations.

Data-driven deformations. Deformations play a central role in animation, graphics and physics. Leveraging data-driven methods can enable automating deformation transfer [Gao et al. 2018; Sumner and Popović 2004], inferring deformation spaces which guide asset retrieval [Uy et al. 2020], producing meshes composed of deformable parts [Gao et al. 2019], use image input to reconstruct objects or deform templates [Kanazawa et al. 2016; Wang et al. 2018], and learn deformation subspaces without losing plausibility [Li et al. 2019].

Rigged deformations. In non-ML context, Skinning-based methods [Fulton et al. 2019; Jacobson et al. 2014] use a rig with handles such as points [Jacobson et al. 2011], skeletons [Kavan et al. 2008], or enclosing cages [Ju et al. 2005; Lipman et al. 2008], which induce weights that propagate rig deformations to the underlying shape, thereby enabling its applicability to arbitrary meshes as well as point clouds. This process heavily relies on the accurate fitting of the rig, which is a subtle task. To automate it, heuristic-driven [Baran and Popović 2007] and neural techniques have been developed to predict and deform various rigs such as skeletal ones [Holden et al. 2015; Li et al. 2021; Xu et al. 2020, 2019], point handles [Jakab et al. 2021; Liu et al. 2021], and cages [Yifan et al. 2020]. This approach can also be employed to use a human model as a rig which deforms their clothing [Li et al. 2019]. Inaccuracy in the rigging leads to severe artifacts, and the rig further usually restricts the architecture to a certain class of deformations, e.g., articulations for bones. None of these rigging methods is readily applicable to general mapping tasks, such as UV parameterization.

Learning deformations of a single mesh. Many methods focus on a single mesh, or a set of variations of the same mesh [Bogo et al. 2014; Osman et al. 2020; Varol et al. 2017; Zuffi et al. 2017], and define an arbitrary fixed correspondence of vertices and/or faces to the entries of a predicted tensor, thereby enabling machine learning algorithms to associate predicted quantities to geometric elements. This enables treating the input and output as general tensors of a homogeneous dataset and applying off-the-shelf tools for data analysis, such as Principal Component Analysis [Anguelov et al. 2005], Gaussian Mixture Models [Bogo et al. 2016], as well as neural networks, which assign per-vertex coordinates [Shen et al. 2021] or offsets from a simpler (e.g., linear) model [Bailey et al. 2020, 2018; Romero et al. 2021; Yin et al. 2021; Zheng et al. 2021]. As they are not shape-aware in the sense discussed in Section 1, such methods often need to add additional regularizers such as ARAP [Sun et al. 2021] or the Laplacian [Kanazawa et al. 2018]. To get around the limitation to a single shape, some methods use a single template to deform partial parts of shapes [Litany et al. 2018].

Similarly to us, [Gao et al. 2018; Tan et al. 2018] also consider Jacobians of deformations. They propose to autoencode features extracted from Jacobians in order to learn a latent deformation space. However, unlike us, they consider a single mesh, with a fixed assignment of the predicted tensor’s entries to the mesh’s elements. Thus, they are restricted to only train on this one mesh’s triangulation, and cannot be applied to a collection unless the triangulations are in one-to-one correspondence. In contrast, our framework predicts continuous Jacobian fields, and thus is readily applicable to heterogeneous collections with diverse triangulations. Furthermore, in Section 4.4 we show that even when restricted to a single mesh, predicting Jacobian fields significantly outperforms the fixed-assignment approach.

Discretization agnostic representations. Many works seek to avoid the discrete nature of meshes. Deformation fields are commonly used to generalize across different triangulations and even...
geometric domains. Specifically, one can learn to predict an implicit vector field which maps every point in the volume to its new location [Groueix et al. 2018a, 2019; Huang et al. 2020; Jiang et al. 2020; Yang et al. 2021]. This representation acts in a point-wise manner, and is not aware of the underlying surface, thus these maps tend to not preserve local surface details. By operating in the gradient domain our method is detail-preserving by construction. Other methods avoid meshes by defining the surface itself as a mapping of a plane through a neural network [Groueix et al. 2019; Morreale et al. 2021; Williams et al. 2019], or an SDF [Park et al. 2019], however their implicit and non-discrete representation makes it non trivial to manipulate them accurately. In the context of deep-learning, Atlasnet-like works explored leveraging jacobians [Bednarik et al. 2020], however this is to regulate their atlases and does not enable defining mappings of these surfaces. Networks that are agnostic to the discretization of surfaces have recently been studied in [Sharp et al. 2022], however that work is focused on analysis of the surface by designing discretization-invariant diffusion operators, and less fitting for producing deformations of high-resolution surfaces (see also Fig 14 for a comparison of the two methods).

3 APPROACH

We begin describing our method by first elaborating on the main framework of our method, which enables us to predict shape-aware piecewise-linear maps, in a manner completely agnostic to triangulation.

At the prediction stage, we are given as input a mesh \( S \), and a global code \( z \), which is a vector that is compiled differently for each of the experiments – we elaborate on its compilation in Section 4. As an example, \( z \) can be the concatenation of the angles at the joints of a skeleton, encoding the desired position to which a given mesh of human should bend. We denote the ground truth map (e.g., the correct mapping of the rest pose human to the desired pose) as \( \Psi \).

Our goal is to design a network that, conditioned on \( z \), will predict a map \( \Phi \) that matches the ground truth \( \Psi \). Furthermore, we set it as our goal to design this network in a way that will enable it to learn and perform inference in complete agnosticism to the source domain’s triangulation, but that will still produce a shape-aware, detail-preserving map through the gradient domain of the mesh.

We progress in a bottom-up manner, beginning with a brief review of a few basic concepts and definitions of piecewise-linear mappings needed for our construction, then move on to describing our neural architecture for predicting mesh-agnostic piecewise linear maps, and finish with a discussion on how to train it on a dataset of mappings.

3.1 Preliminaries

We assume the mesh \( S \) is a 2-manifold triangular mesh of a single connected component, embedded in \( \mathbb{R}^3 \), with vertices \( V \) and triangles \( T \). The tangent space at a triangle \( t_i \in T \) is the linear space orthogonal to its normal, denoted \( T_i \). We choose two column vectors which form an oriented orthonormal basis to the tangent space, which we call a frame, \( B_i \in \mathbb{R}^{3 \times 2} \) of the triangle.

Piecwise linear maps. As is common in geometry processing, we focus on the space of piecewise-linear mappings of a given mesh, meaning that the restriction of the map \( \Phi \) to any triangle \( t_i \), denoted \( \Phi_{t_i} \), is affine, i.e., is the sum of a linear map and a constant translation. This is arguably the most common family of maps used when considering mappings of meshes. A piecewise linear mapping \( \Phi \) of a mesh can be uniquely defined by assigning a new position to each one of the vertices, \( V_i \rightarrow \Phi_i \). The mapping is then well-defined also for any point inside a triangle by linearly interpolating the map from the vertices. From now on, we abuse notation and interchangeably use \( \Phi_i \) to denote the \( i \)’th vertex’s new position, and consider \( \Phi \) as a matrix of same dimensions as \( V \).

Jacobians. Analogously to the smooth setting, the jacobian at triangle \( t_i \) of the map \( \Phi \) is a linear transformation of dimensions \( 3 \times 2 \) from the triangle’s tangent space to \( \mathbb{R}^3 \), denoted \( J_i (x) : T_i \rightarrow \mathbb{R}^3 \), defined as the linear part of the map restricted to that triangle, \( \Phi_{t_i} \).

For a given map \( \Phi \), the jacobian \( J_i \) can be explicitly computed as a \( 3 \times 2 \) matrix in the coordinates of the frame \( B_i \) by solving

\[
J_i B_i^T [v_k - v_j - v_l] = [\phi_k - \phi_j - \phi_l]
\]

where \( v_j, v_k, v_l \) are the triangle’s vertices, and \( \phi_j, \phi_k, \phi_l \) are their images under \( \Phi \). Solving the above linear system yields a linear operator denoted \( \mathcal{V}_i \), that maps \( \Phi \) to the jacobian \( J_i \) in the basis \( B_i \):

\[
J_i = \Phi \mathcal{V}_i^T.
\]

\( \mathcal{V}_i \) is defined as the gradient operator of triangle \( t_i \), expressed in the basis \( B_i \). The gradient operator \( \nabla \) of the mesh is thus defined as the linear operator mapping \( \Phi \) to the stack of all jacobians.

Poisson equation. Given an arbitrary assignment of a matrix \( M_i \in \mathbb{R}^{3 \times 2} \) to each triangle, one can retrieve the map \( \Phi^* \) whose jacobians \( J_i = \Phi^* \mathcal{V}_i^T \) are closest to \( M_i \) in the least-squares sense, by solving the widely-used Poisson equation,

\[
\Phi^* = \min_\Phi \sum_{i} |t_i| \left\| \Phi \mathcal{V}_i^T - M_i \right\|^2,
\]

where \( |t_i| \) is the area of the triangle \( t_i \) on the source mesh \( S \). The solution is obtained by solving the linear system

\[
\Phi^* = L^{-1} \mathcal{A} \mathcal{V}^T M,
\]

where \( \mathcal{A} \) is the mesh’s mass matrix, \( L = \mathcal{V}^T \mathcal{A} \mathcal{V} \) is the mesh’s cotangent Laplacian, and \( M \) is the stacking of the input matrices \( M_i \). The solution is well-defined up to a global translation which can be resolved by setting, e.g., \( \Phi^*_0 = \overline{0} \) and modifying the above equations accordingly.

3.2 Predicting Triangulation-Agnostic, Intrinsic Mappings

We now begin elaborating on our framework. See Figure 3 for the detailed pipeline. Intuitively, one may find analogies between the prediction algorithm and one, single iteration of the local-global algorithm widely used in geometry processing, e.g., ARAP [Liu et al. 2008b], with our custom local step (shown in Figure 2) including an MLP and a restriction operator from ambient space into the triangle’s tangent space.

The design of our framework should possess two supposedly-conflicting properties: 1) it should be completely agnostic to the triangulation of the meshes, and neither the framework’s input, output, nor structure should be modeled with respect to a specific...
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Fig. 3. The main inference algorithm for predicting mappings, depicted once through its geometric action (left) and once through its dataflow (right). For a given mesh $S$ and a global code $z$, the centroid feature $c_i$ of each triangle $t_i$ of the mesh is concatenated to $z$ and plugged into the MLP $f$ in parallel. The MLP predicts a matrix $P_i \in \mathbb{R}^{3 \times 3}$ thereby inducing a field of matrices over all triangles. The matrices are then restricted, in parallel, via $\pi_i$ to the tangent spaces of their respective triangles, yielding $R_i \in \mathbb{R}^{3 \times 2}$. $R_i$ are then plugged to the Poisson solve which computes a map $\Phi$, by solving a linear equation w.r.t. the given mesh’s own Laplacian $L_S^{-1}$, intrinsically projecting the network’s prediction to a mesh-specific, detail-preserving mapping $\Phi$ of the mesh.

We address both these challenges in an algorithm consisting of two stages: 1) an MLP, conditioned on the global code $z$, predicts a $3 \times 3$ matrix for any given point $p$, thereby inducing an ambient field of extrinsic matrices. 2) The extrinsic matrix field is reinterpreted and restricted by mesh-specific, basic linear-algebra operations to an intrinsic field of $3 \times 2$ matrices defined over the tangent spaces $T_i$ of the mesh. The intrinsic matrices are input to the Poisson solve (4) of the mesh, implemented as a differentiable layer over the GPU, yielding a mapping of the mesh through the gradient domain.

Intuitively, the MLP makes its prediction at the end of step 1, and receives only a single triangle centroid each time, thus it cannot make any global inference regarding the triangulation itself based on the input. The only global inference stems from the concatenated code $z$, which in all our experiments does not contain any information about the triangulation itself, rather solely the shape the triangulation represents, ensuring the MLP is blind to the triangulation, thereby making the framework triangulation agnostic. Step 2) which transpires outside of the neural component, uses the specific mesh’s differential operators along with simple linear algebra to pull the prediction of step 1) into the specific gradient domain of the mesh $\Phi$’s restriction as $R_i \in \mathbb{R}^{3 \times 2}$.

With the restricted matrices $\{R_i\}$ at hand, to produce the final map, we plug them into the Poisson system, Eq. (4), defined via the Laplacian and gradient operator of $S$. Fortunately, we observe that the Poisson solve can be implemented as a custom differentiable layer, as Equation (4) represents a linear transformation, and hence when back-propagating the incoming gradient to the back-propagation from this linear layer amounts to solving (4) again for a different right hand side input, defined by the gradient.

To solve Equation (4) rapidly, as is desired during consecutive evaluations (e.g., during training or inference), we follow the common practice of computing a decomposition of $L$ into two tridiagonal systems in advance (we use an LU decomposition), during the preprocessing of the data before training. Then, during training or evaluation, the Poisson solve can be quickly obtained by loading the decomposition into GPU memory, and performing backsubstitution on the two tridiagonal systems, on the GPU.

We summarize the inference algorithm in Algorithm 1 and the preprocessing procedure in Algorithm 2.

### 3.3 Training

Figure 4, bottom, shows the training procedure of the framework. The training is conducted over a dataset of maps, defined via triplets,
Algorithm 1 Inference

**Input:** codeword \( z \), source mesh \( S \), \( \nabla S \), LU decomposition of \( L_S \)

for each centroid \( c_i \in C \), in parallel on the GPU, do

- Apply \( f \) to concatenation of \( (z, c_i) \) to get \( P_i \) via Eq. (5).
- Restrict \( P_i \) to the tangent space via Eq. (6) to get \( R_i \).

end for

Compute \( \Phi \) via Eq. (4) using \( \nabla S \) and the LU decomposition of \( L_S \).

**Output:** the map \( \Phi \) assigning a new position to each vertex of \( S \).

Algorithm 2 Mesh Preprocessing

**Input:** Mesh \( S \) to preprocess.

- Compute and store the centroid features \( C_S = \{c_i\} \).
- Compute and store the frames \( B_S = \{B_1\} \).
- Compute and store the gradient operator \( \nabla_S = \{\nabla_i\} \).
- Compute and store the Laplacian \( L_S \) and its LU-decomposition.

\[
\{(S^i, \Psi^i, z^i)\}^n_{i=1} \text{ comprised of a mesh, its corresponding ground-truth mapping, and the global code on which the prediction of the network should be conditioned. In most experiments, } z^i \text{ is obtained by a PointNet encoder which is trained in tandem with the deformation network, however any encoder or shape representation can be used. During training, we iterate over the triplets and for each triplet, we train the network to predict a map } \Phi^i \text{ of the mesh } S^i, \text{ conditioned on the global code } z^i, \text{ using a loss defined w.r.t. the ground-truth map, } \Psi^i.
\]

Losses. We optimize for two losses: first, the vertex-vertex loss between the prediction \( \Phi \) and the ground truth map \( \Psi \),

\[
l_{\text{vertex}} = \sum |V_j|^2 \|\Phi_j - \Psi_j\|^2, \tag{7}
\]

where \( |V_j| \) is the lumped mass around the \( i \)th vertex in \( S \). Since the network’s prediction is well-defined up to a global translation (see last paragraph of Section 3.1), we shift both the prediction and the ground truth so that their meshes’ center of mass is at the origin, before computing this loss.

We also measure the difference between the restricted predictions \( \{R_i\} \) and the ground truth jacobians \( J_i = \{\Psi \nabla f^i\} \),

\[
l_{\text{jacobian}} = \sum |J_j|^2 \|R_j - J_j\|^2. \tag{8}
\]

Our total loss is

\[
l_{\text{total}} = 10 \cdot l_{\text{vertex}} + l_{\text{jacobian}}. \tag{9}
\]

We use this loss in all experiments. Note that both losses are achieved through the use of the specific mesh’s differential operators, after inference. We summarize the training in Algorithm 3.

Encoding the global code \( z \) and the centroids. The global code \( z \) is constructed differently in each of our experiments and we detail it for each of them in Section 4. At a high level, we use two types of encodings: First, we use fixed, pre-given dataset-specific parameters (such as SMPL pose parameters); second, we use Pointnet [Qi et al. 2017] when there’s need to encode the shape of either \( S \), or \( \Psi \), or both. In those cases, we sample 1024 points on the mesh and compute a Wave-Kernel Signature [Aubry et al. 2011] of size 50 for each point, and feed those along with the points’ 3D position and normal into pointnet, which we train along with the MLP \( f \). Similarly, for each centroid of a triangle fed into the MLP, we attach its 3D coordinates, normal, and a Wave-Kernel Signature of size 50 as one vector.

3.4 Discussion: restriction through the frames \( \{B_i\} \)
For a tangent space \( T_i \), there exist infinitely-many orthonormal bases, and we choose one arbitrarily. The frame \( B_i \) changes the representation both of the ground-truth jacobians as well as the predicted \( R_i \), and hence, our framework has to be invariant to the choice of \( B_i \), in order to ensure it does not learn a frame-specific representation which would strictly prevent it from generalizing and learning over collections of meshes. Therefore, we provide a trivial proof in Appendix A showing that our framework is completely invariant to the choice of frames.

Claim. Our framework is completely invariant to the choice of frames \( \{B_i\} \).

Additionally, we note that the representation of \( R_i \) and the jacobians in frames in the tangent space follows the standard intrinsic definition used in differential geometry. However, the intrinsic restriction operation \( \tau_i \) could alternatively be described extrinsically, on \( 3 \times 3 \) matrices, by keeping \( R_i \) in world coordinates and simply nullifying its action on the triangle’s normal, \( R_i = P_i \left( I - \hat{n}^T \hat{n} \right) \). Both restriction approaches are comparable in the time it takes to
Fig. 5. UV maps generated by our network (right in each pair), compared to SLIM [Rabinovich et al. 2017] (left in each pair). For each example we show the 3D model textured using the UV map, and the 2D UV map below it. In case there were inverted elements, we report their number next to “I”, and in case there were triangles with high (> 10) distortion, we report their number next to “D”. Top: results on the test set from the dataset generated for this experiment, of patches extracted from Thingi10K [Zhou and Jacobson 2016]. Bottom row: evaluation on a set of meshes generated from other datasets than Thingi10K.

3.5 Technical Details
We use a 5-layer fully-connected MLP with ReLU activation and group norm [Wu and He 2018] after each layer. Hidden layers are of size 128, with the first layer’s input dimensions depending on the size of \( z \), and the last layer’s output being the 9 entries of \( P_i \). We add the identity matrix to the prediction so that when the MLP outputs the zero matrix the prediction is the identity.

The only encoding we use except for raw parameters like a human’s pose parameters, is a PointNet [Qi et al. 2017] encoding of the given shapes, which receives 1024 points sampled uniformly on the mesh, along with their normals and Wave-Kernel Signatures [Aubry et al. 2011] of size 50. We modify PointNet to use group norms as well. Both the MLP and Pointnet are trained simultaneously.

We use PyTorch [Paszke et al. 2019], along with CuPy [Okuta et al. 2017] and torch-sparse which are needed to represent the various differential operators and sparse matrices on the GPU. When the dataset we train on encompasses a one-to-many mapping (e.g. when mapping an SMPL model to multiple poses), we train on batches (usually of size 32) that include a single source mesh and multiple target mappings, thereby reusing the differential operators and performing the LU-solve over a batch. We train using the Adam [Kingma and Ba 2015] optimizer, which we initialize with a learning rate of \( 10^{-3} \). Once plateaued, we reduce the learning rate to \( 10^{-4} \), and train until plateauing again.

While we cache the LU-decomposition during preprocessing, we note that the computational overhead of the LU decomposition is within reason for performing it on-the-fly during training and evaluation. This could be useful in scenarios in which the source mesh is assumed to dynamically change during training, such as within a remeshing framework.

Lastly, we note that while symmetric matrices are usually factorized via an LDL decomposition, we could not find an implementation that fit into our differentiable framework, and thus opted to use an LU decomposition using SciPy’s SuperLU decomposition.

4 RESULTS
We now turn to evaluate our framework’s efficacy in various applications and tests, designed to exhibit its three key traits, namely: detail preservation, mesh-agnosticism, and versatility as a general framework for learning mappings. To show the last trait, we opt to evaluate our framework on a broad range of scenarios, and do not introduce any custom modification for any of these experiments, beyond changing the input encoding. We further emphasize that to encode the shapes we solely use a PointNet encoder which we do not consider part of our contribution, as we focus on our ability to decode mappings and not on encoding.

Metrics. We measure error via the L2 distance between a vertex and its ground truth position, after normalizing both the predicted mesh and ground-truth mesh to the unit sphere. We report in Table 2 the average L2 distance summed over vertices and shapes in the dataset. We also report the L2 distance between predicted and ground-truth jacobians, as well as the average angular error on the normals.

4.1 Learning UV parameterizations
Computing UV parameterizations is a fundamental task within the graphics pipeline which, to the best of our knowledge, has not been
We show results over the test split from the Thingi10K [Zhou and Jacobson 2016] dataset, sampling random points and growing regions from them to random radii. We then parameterize the patches using SLIM. SLIM is a state-of-the-art algorithm, targeting low distortion, and is guaranteed to output a UV parameterization that has no triangles with inverted orientation. Furthermore, this is a task only feasible by a framework which can operate on arbitrary triangulations. Both these hurdles are fit for our method to overcome.

Since a large dataset of artist-authored UV’s is not publicly available, we opt to evaluate our network’s ability to emulate UV maps computed by an optimization-based algorithm, Scalable Locally Injective Maps [Rabinovich et al. 2017] (SLIM). SLIM is a state-of-the-art algorithm, targeting low distortion, and is guaranteed to output a UV parameterization that has no triangles with inverted orientation, making it an extremely challenging target to replicate via learning.

We created a parameterization benchmark by randomly extracting 100K disk-topology patches (SLIM requires disk-topology) by iterating over the meshes in the Thingi10K [Zhou and Jacobson 2016] dataset, sampling random points and growing regions from them to random radii. We then parameterize the patches using SLIM. Since the UV parameterization is invariant to rigid motions of the 3D patch, during data preparation we align the patch to the 2D plane s.t. the distance of its vertices to the plane is minimized. The UV map itself is well-defined up to a rigid motion in the plane, and hence we align it to the patch by solving a 2D procrustes problem which rigidly shifts the UV map. We then train our network by feeding it a global shape description of the patch via a PointNet encoding, and train with the loss $l_{total}$. In this experiment, we treat the output as 2-dimensional and ignore the output z-coordinate.

Table 1 details statistics on the UV parameterization quality. We measure the parameterization’s distortion via $\text{max}(\sigma_1, 1/\sigma_2)$, where $\sigma_1 \geq \sigma_2$ are the singular values of the jacobian. Figure 5 displays a qualitative comparison of the network’s prediction with the ground truth results of SLIM. The top two rows show results on the test set from Thingi10k, while the bottom row shows results on patches extracted from meshes retrieved from other repositories. We denote by I and D the number of inverted elements and ones with distortion higher than 10, when they exist.

As SLIM is an optimization algorithm attaining a minimum of the symmetric Dirichlet energy, it is impossible for us to exceed its performance in the metrics it is optimized for. Nonetheless, we note that our predictions closely-semble those of SLIM’s, and in many cases we manage to yield viable parameterizations with no inversions and possessing relatively-low distortion.

Table 1. UV Distortion. We report the average (avg. D>10) and median (med. D>10) number of triangles per mesh whose distortion is higher than 10, as well as the average number of flipped triangles per mesh (#I), and the percentage of meshes with at-least one flipped triangle (#I>0 %). We report these statistics for our prediction, the ground truth UVs generated by SLIM [Rabinovich et al. 2017], and for DiffusionNet [Sharp et al. 2022]. We show results over the test split from the Thingi10K [Zhou and Jacobson 2016] dataset which was generated for training, as well as on a dataset composed of meshes that are not part of the Thingi10k dataset.

In the bottom row of Figure 5, we further evaluate our network’s generalization capabilities by mapping patches extracted from models outside of the Thingi10k dataset, with distinctly different features. The quantitative results in Table 1 prove to be better than those over the Thingi10k test set, but this is mainly due to the two datasets varying in their nature (e.g., more mechanical parts in Thingi10k). Attempting to go beyond this level of detail, or to meshes with highly extruding parts such as hands, proves to be beyond the generalization capabilities of our network which produces highly self-overlapping parameterizations.

Of course, for high-quality production assets, artifacts such as inverted elements are strictly not acceptable. However, we believe that this is a first important step towards applying learning algorithms to the UV-mapping problem. We also note that the trained network can be incorporated as a differentiable layer in a deep-learning pipeline, to incorporate UV-dependent losses in order to, e.g., guide segmentation.

4.2 Re-posing and Registration
Computing deformations of human characters is a challenging task, which demands the computed maps to be highly accurate to capture articulated deformations correctly, while at the same time preserve the fine features of the humans. As in all other experiments, we use a PointNet encoding for capturing the shape of the various humans, and do not modify the network to accommodate specifically for human anatomy in any way.

For this experiment, we leverage two datasets, SMPL [Bogo et al. 2016; Varol et al. 2017] and STAR [Osman et al. 2020]. Both datasets comprise of a parametric model, which receives shape parameters controlling the appearance (e.g., tall or short) of the human, as well as pose parameters, which define the pose the articulated human assumes. We use these parameters to generate datasets of varying human subjects, as well as also use the pose parameters themselves...
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Fig. 7. **Generalization of the re-posing network to Big Buck Bunny.** Our network was trained solely on training samples of human meshes from the STAR [Osman et al. 2020] dataset, and is applied here to the bunny – an unseen mesh, with different triangulation and geometry. We show a STAR mesh in blue, in the ground-truth pose, and the network’s reposing of the bunny. The training set consists of one fixed triangulation, which is different than that of the bunny, hence this result can only be achieved by a triangulation-agnostic framework.

Fig. 8. **Learning to register humans.** Our network learns to correctly register any input random SMPL [Bogo et al. 2016] model to itself in arbitrary poses. Source in green, targets in blue, and the deformation colored based on error.

As input to the network in one of the experiments. Since all the humans are in one-to-one correspondence, we can use their correspondences to compute the ground truth maps during training, while evaluating on different triangulations during evaluation.

**Learning to re-pose humans.** By training the network to correctly re-pose humans conditioned on pose parameters, we can enable it to control humanoid models. We constructed a dataset of 100K random STAR meshes by sampling the parameter spaces. Each training sample consists of a human with arbitrary shape parameters in an arbitrary initial pose, along with arbitrary target pose parameters, describing the pose the human is to be re-posed to. We supply the network with a PointNet encoding of the initial pose and shape of the human along with pose parameters of the target pose, and optimize the loss \( \ell_{\text{total}} \) w.r.t. the ground truth re-posed human. As Table 2 shows, our network is able to map humans into the desired poses with high accuracy. Results of a few examples are shown in Figure 6, with the source mesh shown in green. We (red) are indistinguishable from the ground truth pose (blue), as can be seen by the red color denoting error, with a maximum error below 0.05. Note this is achieved with the network having only a PointNet encoding of 1024 sample-points from the input human, from which it needs to infer both correct shape as well as correct initial pose in order to successfully re-pose it.

With the network fully trained to deform any STAR model w.r.t. pose parameters, we apply it to Big Buck Bunny, a mesh with significantly different features to the training set, and a completely different triangulation. Results are shown in Figure 7, showing the network truly disentangled pose from shape, and can apply the poses to a model which lies far outside of the training set’s shape space. Note the preservation of the details of the ears, even though they are a feature that is not present in any training sample of the humans. Likewise, note the natural deformation of the chin at the poses in which Big Buck is looking down.

In terms of triangulation-agnosticism, we note that not only is Big Buck differently-triangulated to the training set, but in this case the network was trained solely on the one specific triangulation which all STAR meshes share, and it is due to the framework’s complete agnosticism that it did not overfit to that triangulation and could be applied to other meshes.

On the other hand, training on STAR alone is insufficient for us in order to be able to generalize to any humanoid – our method is highly-sensitive to the encoding of the input shape. As a result, the network is limited to meshes with similar profiles to the humans, and fails when applied to, e.g., the Armadillo. In order for the network to generalize to such case, it would need to be trained on humanoids with a wider range of profiles.

**Full and partial registration.** We explore the sensitivity of our framework to changes in the triangulation between train and test data, through a synthetic partial-registration experiment. First, we generate a dataset of SMPL [Bogo et al. 2016] humans, by choosing a random identity, and 32 different poses of it, and repeat this for multiple identities until we aggregate 100K samples. We then choose pairs of the same identity in different poses, and train the network by feeding it a PointNet encoding of the two meshes and optimize \( \ell_{\text{total}} \). After the network is fully trained, it can deform a given SMPL model in one pose and register it to another pose. Results are shown in Figure 8. We then modify SMPL meshes from the test set by removing triangles from them to get partial meshes, and then feed each partial mesh as a source, paired with a PointNet encoding of the target. Results are shown in Figure 9. The network produces plausible deformations, and is in general unaffected by the holes, even though it was solely trained on a sphere-topology triangulation.
Fig. 9. **Registering partial humans.** A network trained to register full SMPL [Bogo et al. 2016] models to one another manages predicts correct deformations (red) of source models (green) which have parts of them removed. Ground-truth shown in blue.

of the full model. In many cases the network manages to accurately match the partial surface to the full one (we visualize the error w.r.t. the ground truth), and in others fails gracefully by producing an inaccurate but detail-preserving and plausible deformation (note the heads), however there is clear degradation as a result of the removal of triangles. As the predicted jacobian field is conditioned on the PointNet encoding, it seems that the latter is the weak link as during training it has learned to latch on to strong cues of the limbs and head, causing the prediction to be much more sensitive to the absence of a leg than to that of the abdomen.

**Morphing humans.** In the next experiment, we train the network to morph one human into another, i.e., exactly match the surface of the target according to the ground truth correspondences between them (recall these correspondences are not given to the network as input). Each training sample consists of two random human identities in two random poses from the training set. We feed both of their PointNet encodings to the network, and train with the loss \( l_{\text{total}} \). Quantitative evaluations over the test set are shown in Table 2. We show a few examples of a single source mapped to multiple different targets in Figure 10. Since the sampled points fed into the PointNet encoder are insufficient to accurately capture the facial features, our deformation network is not aware of the exact facial features of the target mesh and hence does not morph the faces. However, as can be seen in the zoom-ins in Figure 10, in lack of facial information, the intrinsic nature of the framework makes it default into a highly-detail preserving deformation of the head into the target pose, completely preserving the source mesh’s face, while morphing the body correctly to the target pose. This could potentially be used by intentionally deleting features of the inputs during training, and forcing the network to "hallucinate" the correct mapping, thereby effectively controlling which details of the original mesh are morphed into the target’s, and which ones are preserved.

**Discussion: relation to shape correspondence.** The experiments in this section exhibit the ability of our network to infer deformation
spaces of humans. This makes our framework a good candidate for performing shape-correspondence tasks (see [Sahillioğlu 2020] for a recent survey), which we set as an important future direction. Note that there is a subtle difference between reproducing plausible deformations and computing exact correspondences: for deformations, highly-accurate correspondences may still yield implausible deformations when considered as a mapping, e.g., a nose mapped to a cheek will result in a distorted face (alternatively, a plausible deformation cannot be translated to accurate correspondences necessarily, as closest-point matching can yield incorrect correspondences even for plausible deformations). Furthermore, note that we only receive as input 1024 sampled points on the source/target and do not have a dense set of points over which to find dense correspondences.

4.3 Physical Simulation
Data-driven methods are often considered in the context of physical simulation, e.g., for defining a simulation subspace as an alternative to performing direct optimization of the simulation’s parameters with respect to the underlying physical model. Our framework can be used as a drop-in general tool in this setting, without any modifications to the architecture to account for the underlying physical model.

Learning volumetric ARAP [Sorkine and Alexa 2007] deformations. We generated a dataset of volumetric ARAP deformations of a model by tetrahedralizing the Raptor model into a tetrahedral mesh consisting of one million elements. We choose 6 fixed handles within the limbs, head and tail of the raptor. Then, we generate 100K training samples, by shifting the handles into random configurations, computing the corresponding ARAP deformation, and saving the boundary triangle mesh, while discarding the tetrahedra. The network is then given as input the 3D positions of the handles, and is trained with the loss $l_{\text{total}}$ with the ground truth deformation. Quantitative results are reported in Table 2, showing high accuracy. We show a few results in Figure 11. We are able to accurately capture various modes and behaviors of ARAP, such as bending and stretching. ARAP’s optimization converges in 10 minutes; our feedforward and linear solve requires approximately a second, using Pytorch and Numpy without any further optimization. We also compare our results to the performance of a fixed-triangulation gradient domain method similar to [Tan et al. 2018]. We discuss it in Subsection 4.4.

4.4 Comparisons
We now move on to comparing our method to other techniques for mapping and deformation.

Neural Cages [Yifan et al. 2020]. Similarly to us, rigging-based methods such as Neural Cages are triangulation-agnostic. Cage-based deformations reduce the deformation space in a manner that...
Fig. 13. Comparison to Neural Cages [Yifan et al. 2020] and direct prediction of a displacement field. Our method accurately re-poses the source, while both the displacement field approach and Neural Cages distort the shape.

Figures and tables:

We compare our method to the deformation module of Neural Cages, on a variant of the re-posing experiment from Section 4.2. To accommodate for the fitting of the cage required by [Yifan et al. 2020], we opt to have each source model in the T-pose. Note that in the original paper’s humanoid experiments, Yifan et al. do not train the network to fit the cage to the source mesh. Instead, they use given manual annotations to obtain a valid cage at training and at inference time. We follow this setup as well.

As Figure 13 shows, their network struggles to accurately deform the cage correctly for each source, as the cage’s deformation needs to be highly accurate itself to not introduce artifacts, with slight variations in it resulting in artifacts in the deformation. This is numerically validated in Table 2. We do note, however, that there exist scenarios in which our intrinsic shape-awareness also has disadvantages: their network, trained on humans, could be applicable to drastically different characters, such as a robot, since the cage warps ambient space and the surfaces embedded in it, without being affected by their intrinsic properties. Our method, on the other hand, would fail on such a model, as intrinsically it is completely different to the training set.

Displacement field. Instead of predicting a field of jacobians, our MLP could directly output displacements for each point in space, similarly to [Huang et al. 2020; Jiang et al. 2020]. This approach is commonly used in mesh-agnostic settings. The limitation of this method lies in it not being shape-aware. This can be observed by noting that for a predicted displacement field, the displacement of a given point is the same, regardless of the shape that is mapped. Thus the prediction itself needs to account for the details of the

Table 2. Quantitative comparisons on various tasks and datasets.

| Applications (all ours) | L2-V ↓ | L2-J ↓ | L2-N ↓ | Hz ↑ | Fig. |
|-------------------------|--------|--------|--------|------|------|
| UV parameterization     |        |        |        |      |      |
| Thongi10K [Zhou and Jacobson 2016] | 4.66   | 3.68   |        | 142  | 5    |
| UV-generalization       | 3.49   | 2.59   |        | 84   | 5    |
| Humans                  |        |        |        |      |      |
| Re-posing STAR [Osman et al. 2020] | 1.84   | 1.55   | 4.4    | 93   | 6    |
| Morphing STAR [Osman et al. 2020] | 2.00   | 2.80   | 8.2    | 85   | 10   |
| Registration SMPL [Bogo et al. 2016] | 3.24   | 3.01   | 9.9    | 85   | 8    |
| Comparisons             |        |        |        |      |      |
| ARAP [Sorkine and Alexa 2007] |        |        |        |      |      |
| Global MLP baseline     | 3.66   | 1.82   | 13.6   | -    | 11   |
| Ours                    | 0.64   | 0.43   | 2.7    | -    | 11   |
| Collision Handling      |        |        |        |      |      |
| [Romero et al. 2021]    | 0.424  | -      | -      | 980  | 12   |
| Ours                    | 0.398  | 0.17   | -      | 109  | 12   |
| Re-posing               |        |        |        |      |      |
| Neural Cages [Yifan et al. 2020] | 3.87   | 1.56   | 9.6    | -    | 13   |
| Displacement Field      | 4.21   | 5.62   | 11.1   | -    | 13   |
| Ours                    | 0.84   | 0.83   | 2.4    | 87   | 13   |

We report the L2 distance between prediction and ground-truth, summed over the mesh’s vertices, after normalizing to a unit sphere and scaling by $10^2$ (L2-V), summer over the Jacobian matrices, scaled by 10 (L2-J), and the average angular error on the face normals in degrees (L2-N). We also show the number of feed-forward inferences (Hz) per second using a single Nvidia V100 and a batch size of 1. All results are reported on unseen data.

It from being affected by errors in the cage predictions, which would happen without using the ground truth STAR correspondences. Both ours and their method are then trained over the training set, which consists of pairs of an arbitrary human identity in the T-pose, along with star parameters which describe the pose to deform the human into. We train both methods using the ground truth correspondences between the different STAR models as losses.

As Figure 13 shows, their network struggles to accurately deform the cage correctly for each source, as the cage’s deformation needs to be highly accurate itself to not introduce artifacts, with slight variations in it resulting in artifacts in the deformation. This is numerically validated in Table 2. We do note, however, that there exist scenarios in which our intrinsic shape-awareness also has disadvantages: their network, trained on humans, could be applicable to drastically different characters, such as a robot, since the cage warps ambient space and the surfaces embedded in it, without being affected by their intrinsic properties. Our method, on the other hand, would fail on such a model, as intrinsically it is completely different to the training set.

Excludes highly-oscillatory solutions, but still require a highly accurate prediction of the rig in order to reproduce an artifact-free deformation.
underlying geometry, resulting in the network struggling to make accurate predictions. In contrast, a single, predicted Jacobian field would produce different, detail-preserving displacements for the same point in space, for different shapes, as each shape admits a different Laplacian, thereby lifting the burden of the detail preservation from the network. These assertions are verified through qualitative and quantitative comparisons in Figure 13 and Table 2, respectively.

**Fixed-triangulation gradient-domain methods.** Instead of using our MLP, which receives one triangle and outputs one Jacobian at a time, previous works that operate in the gradient domain such as Tan et al. [Tan et al. 2018] and Gao et al. [2018] use a global MLP which outputs a single, global prediction of a tensor, in our case of size $|T| \times 3 \times 2$, consisting of stacked Jacobians. These are then assigned in an arbitrary, consistent order to the triangles. As discussed before, such a construction is fundamentally not applicable to all the experiments shown here, which consist of datasets with more than one triangulation, placing our method and theirs in different categories.

However, putting aside triangulation-agnosticism, we wish to argue for the effectiveness of learning a Jacobian field, instead of making a prediction of a global tensor. As discussed, the gradient of most maps considered in geometry-processing applications is, relatively, a gradually-varying, low-frequency signal over the domain, ideal for regression and learning. However, when one uses a global MLP completely discards all spatial knowledge. This is a burden on the MLP, causing it to expand its capacity on re-inferring spatial relationships through the fully-connected architecture and the training losses. To exhibit this, we replace our architecture with a global MLP predicting a tensor of Jacobians and compare it to ours (Figure 11), showing in each example from left to right the ground truth, our network’s prediction, and the global MLP’s. As the raptor consists of 70K triangles, the global MLP lacks the capacity to make an accurate prediction. In contrast, our method leverages the smooth spatial behavior of the Jacobians and produces accurate results. Furthermore, our network does not need to increase its capacity with respect to the density of the triangulation, rather only with respect to the underlying granularity of details on the source mesh.

**DiffusionNet [Sharp et al. 2022].** Techniques such as DiffusionNet define convolution-like operators to process signals defined over the surface. Similarly to us, they are also triangulation-agnostic and can be applied to arbitrary meshes, which makes them a possible candidate for, e.g., the UV mapping experiment; we compare our performance to theirs on this experiment, by training their method on the same training set as ours and evaluating on the same test sets. The main difference between the two methods lies in ours making a local, per-point prediction through an MLP, along with leveraging Poisson’s equation to predict a smooth signal in the gradient domain which guides the mapping; [Sharp et al. 2022] produce a direct global prediction of the output through diffusion operators, and without using Poisson’s equation, which “integrates” predicted gradients. Hence, they struggle to make accurate predictions on the delicate UV-mapping task. As shown in Table 1, their predictions exhibit significantly higher distortion, as well as significantly more inverted triangles. We show qualitative comparisons on a few examples, exhibiting these artifacts in Figure 14. We highlight inverted elements in yellow and triangles with distortion higher than 3 in red. Our method’s output closely matches the ground truth, exhibits barely any high distortion, and no inverted triangles, while [Sharp et al. 2022] produces a highly-oscillatory output, which does not match the ground truth and exhibits high distortion and inverted elements.

We note that using DiffusionNet to produce input feature-vectors to our MLP instead of the Wave Kernel Signature, or swapping it in place of the PointNet encoder stand as appealing future directions that may leverage the benefits of both approaches.

### 4.5 Triangulation Agnosticism

While the losses we use during training are derived from the specific triangulation of the meshes, the MLP itself is unaware of anything more than a single triangle during inference, thereby making the
network completely agnostic to the triangulation. We validate this claim by applying the network trained for the re-posing experiment, Section 4.2, on different remeshings of the same surface, from decimated ones to ones achieved via Loop subdivision, as well as a “mixed-technique” model with varying triangulation density. Results are shown in Figure 15. As expected, the network reproduces approximately the same deformation for all the different meshes.

The ability of the network to empirically be almost invariant to the various triangulation can be understood intuitively from a few simple observations: 1) The PointNet encoder used in this experiment to encode the shape is, broadly-speaking, invariant to triangulations since the points fed to it are randomly sampled from the surface; 2) Given the encoding of the shape, the MLP predicts a smooth, gradually-varying field of jacobians, and hence, while different triangulations sample this continuous field in different locations, for dense-enough samples the sampling will converge; 3) the differential operators of the meshes are known (e.g., through Cea’s Lemma) to converge as the triangulation is refined, hence the differential operators of the different triangulations produce similar results when applied to the jacobian field.

Lastly, we emphasize the difference between our framework’s triangulation-agnosticism (lack of knowledge of the triangulation prevents the network from fitting to one triangulation) and a hypothetical complete invariance to the triangulation (network is guaranteed to produce exactly same output for any triangulation): our method is FEM-based, and modifying the triangulation modifies the space of piecewise-linear maps, i.e., the space of possible outputs. Therefore, triangulation-invariance is not well-defined for this case.

5 CONCLUSION

The experiments shown in this paper validate that our framework for predicting piecewise-linear mappings of meshes produces highly-accurate and plausible maps on heterogeneous collections of meshes with varying triangulations. They also serve to exhibit the framework’s high versatility, as it did not require any modifications for its application to any of the broad range of scenarios considered herein.

Future work. A few important research directions lie ahead. First, in this paper we have focused on the novel deformation module, and hence opted to use a rather-naive approach to encoding input shapes via a PointNet encoder, which we do not consider inherent to our framework. Exploring encoders is an important next step, e.g., using intrinsic ones such as [Sharp et al. 2022], or image-based ones. We are also highly-interested in exploring unsupervised-learning scenarios next, with the immediate candidates being optimizing various distortion and quality measures, or coupling our framework with a visual loss from a neural-renderer.

many of the applications exhibited here are worth revisiting more deeply, tailoring our framework more specifically to them. There are also additional immediate practical applications, e.g., training to map smoothed shapes onto their original geometry, thereby learning a latent space of details which could then be applied to other meshes.

Additionally, one technical consequence of our framework is that it can be used as a differentiable layer, enabling various losses defined in terms of map-predictions. For instance, it is highly enticing to define a differentiable loss for a source mesh, which measures how well does our network map it to a given target, and then optimize the source mesh to reduce that loss and better fit the target. This could be useful for, e.g., optimizing the mesh to accommodate for its desired deformation space. Lastly, we note our approach is...
directly extendable to tetrahedral-meshes and 2D meshes, in which case the restriction operator is not needed.

Limitations. While our network is highly effective in computing mappings of triangulated meshes, it relies heavily on discrete differential geometry operators, namely the use of the gradient and Laplacian operators. Hence, in cases where ones are not readily available, such as on point clouds or non-manifold meshes, our network may not be applicable. This may be resolved by using an estimated manifold proxy to one of those operators. Additionally, as the MLP receives positions and normals in cartesian coordinates, it is not invariant to rigid motions nor scaling of the input. This can be resolved by either choosing canonical orientations (e.g., via PCA), augmenting the training data, or using solely intrinsic descriptors and encoders.

Furthermore, we did not explore handling multiple connected components. Our framework is readily applicable to that scenario, by having the MLP predict in addition the matrix $\mathbf{P}$ a translation vector, and then averaging these translations per each connected component to yield a global translation of each one of them. However, as the pointnet encoder is unaware of topology, the encoding it yields does not enable the network to discern topological information, e.g., the clothes of a human from the human itself, and the training process will fail. This reiterates the necessity of devising an intrinsic encoder of shapes.

Lastly, we note that the current formulation enables us to only produce continuous maps. In case a discontinuous one is desired, e.g., in order to introduce cuts to a UV parameterization, additional means such as masking are needed. We also note that the MLP produces a continuous jacobian field, and hence, theoretically, cannot strictly represent a sharp discontinuity in derivatives (e.g., when a flat plane needs to bend by 90 degrees); however, it can predict a smooth approximation of it, and since discrete triangular meshes admit deformation spaces which model sharp discontinuities even when the underlying predicted continuous field (sampled discretely on the mesh) is smooth, we did not experience any such failure cases in practice.
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A INVARiance TO THE CHOICE OF FRAMES

Claim. Our framework is completely invariant to the (arbitrary) choice of frames \{B_i\}.

This statement follows from two observations:

1. The basis-dependent, projected jacobians play a role in only two parts of our framework, namely, in the Poisson solve, Eq. (3), and in the loss \(l_{\text{Jacobian}}\), Eq. (8). In both cases they are used in exactly one type of function, of the form \(\|R_i - Q_i\|_F\), where \(Q_i = \nabla_i \Psi\) is a ground-truth jacobian of a mapping \(\Psi\), expressed in the same basis \(B_i\) as \(R_i\), and \(\|\cdot\|_F\) is the frobenius norm.

2. The choice of \(B_i\) will not change the value of the expression \(\|R_i - Q_i\|_F\). This follows from basic linear algebra which we prove in the lemma below.

Hence the only expression in which the frames appear is invariant to their choice, and therefore our method is completely invariant to the choice of frames.

Lemma. Let \(X, Y\) be linear transformations acting on a tangent space \(T\), \(X, Y : T \to \mathbb{R}^3\), and let \(B_1, B_2\) be two different orthogonal bases for \(T\). Let \(X_1, Y_1 \in \mathbb{R}^{3 \times 2}\) (resp. \(X_2, Y_2\)) be the representation of the linear transformations in the local coordinates of \(B_1\) (resp. \(B_2\)). Then \(\|X_1 - Y_1\|_F = \|X_2 - Y_2\|_F\).

Proof.

\[
\|X_1 - Y_1\|_F \overset{FI}{=} \left\|(X_1 - Y_1) B_1^T B_2\right\|_F = \\
\left\|X_1 B_1^T B_2 - Y_1 B_1^T B_2\right\|_F \overset{CB}{=} \|X_2 - Y_2\|_F ,
\]

where "FI" is due to the Frobenius norm’s invariance to multiplication by orthogonal matrices (\(B_1^T B_2\) is a \(2 \times 2\) orthogonal matrix), and "CB" follows from the definition of a change of basis for a linear transformation.

\[\square\]