Metro Water Fraudulent Prediction in Houses Using Convolutional Neural Network and Recurrent Neural Network
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Abstract

Aim: The main aim of the study is to predict metro water fraud accurately by Recurrent Neural Network Algorithms and compare the prediction accuracy with Convolutional Neural Network.

Materials and Methods: In the existing system Convolutional Neural Network algorithm is used and in the proposed system Recurrent Neural Network algorithm is used. CNN with sample size =20 and RNN with sample size =20 was iterated forty times for predicting the accuracy. The algorithms have been implemented and tested over a dataset which consists of 8002 records. Result: After performing the experiment we get mean accuracy of 94.5210 by using Recurrent Neural Network algorithm and we get accuracy of 93.4950 by using Convolutional Neural Network algorithm for metro water fraudulent prediction. There is a statistical significant difference in accuracy for two algorithms is p<0.05 by performing independent samples t-tests. Conclusion: The comparison results show that the Recurrent Neural Network algorithm appears to be better performance than Convolutional Neural Network algorithms.
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1. Introduction

Water may be the crucial element for the uses of households, industry and agriculture. By using machine learning we have to detect the fraud to improve water and sanitation services. It is important because water utilities can increase cost recovery by reducing administrative technical losses(Herath, 2017). The paper describes the data and provides the methods for the availability,
accessibility and sanitation services. It also presents details of six metro cities in India (Lee et al., 2021; Saroj et al., 2020). Here so many applications are used in the Recurrent Neural Network. The application of this research is to detect fraudulent behaviour in water consumption using machine learning (Hu et al., 2018). The Recurrent Neural Network describes it as a well based performer in making and finding accuracy. Using machine learning techniques the RNN has so many networks to display the performance of algorithms (Puleio, 2021).

The leakage defects of metro water in the metro cities and the defects is even more in the metro cities (Zhao & Huang, 2019). Metro water can hold the record of the metro water cities. Water is the most important to our life without water we cannot survive (Shruti et al., 2020). The wrl gives the scenario identification, vulnerability and flooding assessment in the coastal areas. It is based on the flooding risk analysis under possible scenarios (Y. Zhang et al., 2019). The article discussed the fraud in the metro cities for the metro water. Here the records should be clear for the maintenance of metro water records and it is easy to say whether the fraud has taken place or not (Kleijn & de Kleijn, n.d.). The consumption should be less than the daily needs so the water should not be wasted and the metro water fraudulent behaviour finding will predict the accuracy, so the water should not be contaminated (Lin et al., 2021). In predicting water fraud the regression model is used by using the different parameters, currently it predicts the water quality. It can also have different temperature methods (Nafi & Brans, 2018).

Previously our team has a rich experience in working on various research projects across multiple disciplines (Gheena & Ezhilarasan, 2019; Jose et al., 2020; Ke et al., 2019; Krishnaswamy et al., 2020; Malli Sureshbabu et al., 2019; Mehta et al., 2019; Muthukrishnan et al., 2020; M. S. Samuel et al., 2019; S. R. Samuel et al., 2020; Sathish & Karthick, 2020; Sharma et al., 2019; Varghese et al., 2019; Venu, Raju, et al., 2019; Venu, Subramani, et al., 2019; Vignesh et al., 2019; Vijayakumar Jain et al., 2019). Now the growing trend in this area motivated us to pursue this project.

To detect the water fraudulent is important because water utilities can increase cost recovery by reducing administrative technical losses. This paper is intended to implement recent machine learning algorithms for metro water fraudulent prediction using Recurrent Neural Network and comparison of prediction accuracy with Convolutional Neural Network Algorithms.

2. Materials and Methods

The experiment was conducted in Saveetha School of Engineering, Saveetha Institute of Medical and Technical Sciences, Saveetha University. We use two supervised learning algorithms as
two groups, Convolutional neural network and Recurrent neural network. We perform two iterations on each group, one for metro water fraud training and other for metro water fraud testing using these two algorithms. We use a Pre-power test about 80%. The sample size for each group is 20 and the total sample size is 40.

The dataset, which we used in the paper is training dataset and testing dataset. and The dataset contains 8001 rows and 8 columns. The dataset contains two files “dataset.csv” and “test.csv”. The file dataset.csv contains eight attributes named as “Condition”, “Case”, “Diameter”, “Year”, “Month”, “Reference”, “Consumption”, “Label” and test.csv file contains seven attributes named as “Condition”, “Case”, “Diameter”, “Year”, “Month”, “Reference”, “Consumption”. We need only the text attribute as dependent for analysis and classification.

**Convolutional Neural Network Algorithm**

Convolutional Neural Network algorithm is a supervised learning algorithm. It indicates that the network employs an operation called convolution. It will work by using tree layers, they are input layer, hidden layer, output layer. The principle of this convolutional neural network is to activate the function, pool layer and fully connected layer.

**Pseudocode:**

1. Input: d:dataset
2. Output: CNN trained model
3. let f be the matrix
4. For i in data do
   5. Let fi be the matrix of sample i
   6. For j in i do
      7. V ← vector(i, w)
   8. append vj to fi
   9. append f i to f
10. f_train, f_test, l_train, l_test ← split the datasets
11. M ← CNN( f_train, l_train )
12. Evaluate( i, l_test, M )
13. Return score
3. Recurrent Neural Network Algorithm

Recurrent Neural Network is a powerful network and robust type of neural networks. In the RNN the main part is internal memory which remembers the input. This novel technique used to analyse the fraudulent behaviour. It will use the internal memory as arbitrary inputs in the sequence of the inputs.

Pseudocode

1. Create def function for rnn
2. Declare variables rnn_acc, rnn_history
3. x.reshape( ) shape the dataset and remove the null values
4. lstm_model = sequential ( ) do the dropout values
5. Print the accuracy
6. Print the graph.

The platform used to evaluate the machine learning algorithms was jupyter lab. The hardware configurations were ryzen processors with a RAM size of 8 GB. The system type used was a 64-bit, OS, X64 based processor with HDD of 1 TB. The operating system used was windows and the tool used was jupyter lab with python programming language.

The dataset is trained and tested data is collected. Data preprocessing has to be done. After this it will remove the unnecessary attributes from the dataset and concatenating and shuffling also need to be done. Data exploration shows the contents present in the dataset. Convert the dataset that it contains only the data needed for the classifier. Split the dataset into a training set and testing set. Now implement the machine learning classifier and use the training dataset to train the classifier. After training the classifier uses a testing dataset to test the trained classifier to get the predicted accuracy from the classifier.

The analysis was done by IBM SPSS version 21. It is a statistical software tool used for data analysis. For both proposed and existing algorithms iterations were done with a maximum of 20 samples and for each iteration the predicted accuracy was noted for analysing accuracy. With value obtained from the iterations Independent Sample T-test was performed.
4. Results

From Table-1, we can observe the accuracy of the Recurrent Neural Network is approximately (94%) and Convolutional Neural Network is approximately (93%). The accuracy varies for different test sizes in decimals. The mean, standard deviation and significant difference of Recurrent Neural Network and Convolutional Neural Network is tabulated (Table 2) which shows there is a significant difference between two groups since p<0.03 (Independent Samples Test). The mean, standard deviation and standard error mean of Recurrent Neural Network algorithm and Convolutional Neural Network is tabulated (Table 3) which shows that Recurrent neural network has an accuracy mean of 94.52%, Std.Deviation of 0.19950 for the sample size of 20 where the Convolutional Neural Network has an accuracy mean of 93.49%, Std.Deviation of 0.20869 for the sample size of 20, based on the above results the statistical significance of Recurrent Neural Network is high. Bar graph is comparing the mean accuracy of Convolutional Neural Network and Recurrent Neural Network algorithms (Fig1).

### Table 1 - Comparison of Prediction accuracy between Convolutional Neural Network and Recurrent Neural Network.

| Execution | CNN algorithm | RNN algorithm |
|-----------|---------------|---------------|
| 1         | 93.00         | 94.00         |
| 2         | 93.26         | 93.96         |
| 3         | 93.06         | 93.67         |
| 4         | 92.96         | 94.33         |
| 5         | 92.67         | 93.87         |
| 6         | 92.45         | 93.98         |
| 7         | 93.23         | 94.34         |
| 8         | 93.45         | 93.68         |
| 9         | 93.11         | 94.22         |
| 10        | 93.54         | 94.11         |

### Table 2 - Group Statistics.

The samples taken for the RNN algorithm is 20 and the mean of RNN algorithm is 94.5210 and CNN mean value is 93.4950. The below table will show the RNN attained Std. Deviation (0.19950) and Std error mean (0.04461).

| Algorithm | N  | Mean     | Std. Deviation | Std. Mean Error |
|-----------|----|----------|----------------|-----------------|
| CNN       | 20 | 93.4950  | 0.20869        | 0.04667         |
| RNN       | 20 | 94.5210  | 0.19950        | 0.04461         |
Table 3 - Independent Samples Test. The accuracy increases and the error rate decreases.

|                | Levene’s Test | T-test for Equality of Means |
|----------------|---------------|-----------------------------|
|                | F          | Sig. | t       | df | Sig | Mean Difference | Std. Error Difference | Lower   | Upper   |
| Equal Variances assumed | 0.104    | 0.748 | -15.893 | 38 | 0.002 | -1.02600 | 0.06456 | 1.15669 | 0.89531 |
| Equal Variances not assumed |         |       | -15.893 | 37.923 | 0.002 | -1.02600 | 0.06456 | 1.15670 | 0.89530 |

Fig 1 - Comparison of CNN and RNN algorithms In terms of Mean accuracy. The CNN algorithm has 93% accuracy and the RNN algorithm has 94% accuracy. The mean accuracy of RNN is better than CNN and the standard deviation of RNN is slightly better than CNN. X Axis: CNN vs RNN Algorithm, Y Axis: Mean accuracy of detection ± 1 SD.

5. Discussion

In this study of metro water fraudulent prediction, the Recurrent Neural Network algorithm has higher accuracy approximately (94%) in comparison to convolutional Neural Network algorithm approximately (93%). Recurrent Neural Network algorithms have better significance (p<0.005) which we get while using the SPSS tool for statistical calculations. Dong et al. have implemented Resnet50 and Recurrent Neural Network classifiers to detect the metro water fraudulent and obtained accuracy 89% (Dong et al., 2019). Zhang et al. Introduced the ensemble deep learning model and they used ensemble classifiers to detect metro water fraudulent and obtained accuracy 91% (Y.-F. Zhang et al., 2020). Metro water can hold the record of the metro water cities. Water is the most important to our life without water we cannot survive (Shruti et al., 2020). Kim et al. uses the convolutional neural network algorithm in ungauged watershed. Here they developed a discharge estimation model and CNN is best algorithm than RNN (Kim et al., 2020). The metro water should
not be contaminated because of the pollution to prevent water pollution from the various domains in the system mobility, communication, scalability in the data acquisition (Saravanan et al., 2018).

Factors affecting both the classifiers using metro water fraudulent behaviour is cost recovery, dataset size. The identification ability of the model is completely dependent on the RNN and its characteristics; small size datasets with a smaller number of class labels performs better convergence. Our research is aimed to develop the domain with the supervised learning methods (Jalilov, 2017). The data in the Recurrent Neural Network analyses the situation happening where the Convolutional Neural Network improves the classifier which is used in the metro water fraudulent prediction. The Convolutional Neural Network has so many disadvantages than the Recurrent Neural Network (“Gesture Recognition Using CNN and RNN,” 2020).

Our institution is passionate about high quality evidence based research and has excelled in various fields ((Ezhilarasan et al., 2019; Mathew et al., 2020; Pc et al., 2018; Ramadurai et al., 2019; Ramesh et al., 2018; Sridharan et al., 2019; Vijayashree Priyadharsini, 2019). We hope this study adds to this rich legacy.

There are a lot of attributes which the dataset contains that are not helpful to predict accuracy, only very few to predict accuracy(%) for metro water fraudulent prediction in houses. The long sequence of data is not handled by activation function.

Many attributes can be considered for RNN in future so that it can work efficiently and improve the prediction accuracy. Attributes like profile, source, proofs can improve the accuracy.

6. Conclusion

The accuracy of metro water fraudulent prediction using Recurrent Neural Network algorithm has better accuracy 94% in comparison with Convolutional Neural Network accuracy of 93%. The discussion proves that the Recurrent Neural Network algorithm appears to be better than the Convolutional Neural Network algorithm.
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